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Abstract 
Over 15 billion dollars is spent on energy for residential air-conditioning alone each year, and air-
conditioning remains the largest source of peak electrical demand. Improving the efficiency of these systems has the 
potential for significant economic and environmental impact, but requires not only refining individual component 
designs, but increasing overall system efficiency using advanced control strategies.  Transient control of vapor 
compression cycles faces two significant challenges: 1) creating control-oriented models that balance simplicity with 
accuracy, and capture the complex heat and mass flow dynamics, and 2) developing control strategies that can 
achieve high performance over a wide range of operating conditions.  
This dissertation makes contributions on both fronts and can be divided into two distinct parts.  The first 
portion of the dissertation presents the development, simulation, and experimental validation of a first principles 
modeling framework that captures the dynamics of a variety of vapor compression cycles in a form amenable to 
controller design.  These models are highly nonlinear, and require a nonlinear control strategy to attain high 
performance over the entire operating envelope. To this end, a gain-scheduled control approach based on local 
models and local controllers is presented that uses endogenous scheduling variables. This comprises the second 
portion of the dissertation, where a theoretical framework for designing gain scheduled controllers, tools for 
analyzing the stability of the nonlinear closed loop system, and experimental evaluation of advanced control 
strategies for vapor compression systems is presented. These results demonstrate that while linear control techniques 
offer significant advantages versus traditional a/c control systems over small ranges, the gain-scheduled approach 
extends these advantages over the entire operating regime. 
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Chapter 1. Introduction 
Over 15 billion dollars is spent on energy for residential air-conditioning alone each year, and air-
conditioning remains the largest source of peak electrical demand. Improving the efficiency of these systems has the 
potential for significant economic and environmental impact, but requires not only refining individual component 
designs, but increasing overall system efficiency using advanced control strategies.  Transient control of vapor 
compression cycles faces two significant challenges: 1) creating control-oriented models that balance simplicity with 
accuracy, and capture the complex heat and mass flow dynamics, and 2) developing control strategies that can 
achieve high performance over a wide range of operating conditions.  
This dissertation makes contributions on both fronts and can be divided into two distinct parts.  The first 
portion of the dissertation presents the development, simulation, and experimental validation of a validated 1st 
principles modeling framework that captures the dynamics of a variety of vapor compression cycles in a form 
amenable to controller design.  These validated models are highly nonlinear, and require a nonlinear control strategy 
to attain high performance over the entire operating envelope. To this end, a gain-scheduled control approach based 
on local models and local controllers is presented that uses endogenous scheduling variables. This comprises the 
second portion of the dissertation, where a theoretical framework for designing gain scheduled controllers, tools for 
analyzing the stability of the nonlinear closed loop system, and experimental evaluation of advanced control 
strategies for vapor compression systems is presented. These results demonstrate that while linear control techniques 
offer significant advantages versus traditional a/c control systems over small ranges, the gain-scheduled approach 
extends these advantages over the entire operating regime. 
In summary, this dissertation addresses a challenging problem in the field of thermal-fluids by applying the 
theory and techniques of robust and nonlinear control.  In doing so, new control techniques are developed which, 
when applied, result in improvements in performance and efficiency of vapor compression cycles.  The remainder of 
this chapter is organized as follows.  Section 1 presents background on vapor compression cycles.  Section 2 
summarizes the contributions to creating a control-oriented modeling framework, while an overview of control 
strategies for vapor compression systems is given in Section 3. Section 4 discusses the gain-scheduling control 
problem and summarizes the advances made by this dissertation to overcoming several of the analytical 
shortcomings faced by industrial practitioners. Finally, Section 5 presents an outline of the dissertation. 
1.1 Vapor Compression Systems 
A majority of household, automotive and industrial air conditioning and refrigeration devices operate using 
a vapor compression cycle.  These systems are a type of thermodynamic machinery, which utilize a compressible 
fluid to transfer heat.  While these devices can be used for heat generation, this dissertation deals specifically with 
cooling applications.  For ease of explanation, we categorize these systems into two groups: subcritical and 
transcritical cycles.  These titles refer to fluid’s condition throughout the cycle; whether the fluid is always below its 
critical point (subcritical) or whether the fluid operates both below and above the critical point (transcritical). 
Subcritical systems form the bulk of the systems used today, whether in homes, automobiles, or industry.  
A diagram of the system is shown with the accompanying P-h diagram in Figures 1.1-1.2.  The simplest cycle 
operates with four components: compressor, condenser, expansion valve, and evaporator.  The fluid enters the 
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compressor as a superheated vapor at a low pressure.  The fluid is compressed to a high pressure by the compressor 
and then enters the condenser.  At this higher pressure, the fluid has a higher temperature than the ambient 
conditions, and as a fan blows air across the condenser, heat is transferred to the air, and the fluid condenses.  The 
fluid exits the condenser as a subcooled liquid at a high pressure.  The fluid then passes through an expansion 
device.  At the exit of the expansion valve the fluid is generally two-phase, and at a low pressure.  The fluid then 
enters the evaporator.  At this lower pressure the fluid has a lower temperature than ambient conditions, and as a fan 
blows air across the evaporator, heat is transferred to the fluid, and the fluid evaporates.  The fluid exits the 
evaporator as a superheated vapor and enters the compressor. 
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Figure 1.1 System Diagram - Ideal Subcritical 
Vapor Compression Cycle 
Figure 1.2 P-h Diagram - Ideal Subcritical Vapor 
Compression Cycle 
A slight variation to this system is the addition of receivers.  When a receiver is placed at the exit of the 
evaporator, the fluid enters and exits the evaporator as a two-phase fluid.  The two-phase fluid enters the receiver, 
and the compressor draws fluid from the top of the receiver.  In this manner the fluid entering the compressor is 
always a saturated vapor so as to avoid damaging the compressor with liquid flow.  Similarly, when a receiver is 
placed at the exit of the condenser, the fluid does not exit as a subcooled liquid, but as a two-phase fluid.  The 
entrance to the expansion device is from the bottom of the receiver.  Thus the fluid entering the expansion device is 
always a saturated liquid, thus avoiding choked flow conditions. 
The most common transcritical systems use carbon dioxide (CO2 or R744) as the working fluid.  The main 
disadvantage of this system is the high operating pressures necessary.  Recently the lower environmental impact of 
this refrigerant has led to an increase in its appeal.  A diagram of the system is shown with the accompanying P-h 
diagram in Figures 1.3-1.4. 
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Figure 1.3 System Diagram - Ideal 
Transcritical Vapor Compression Cycle 
Figure 1.4 P-h Diagram - Ideal Transcritical Vapor 
Compression Cycle 
This system resembles the subcritical system with a few alterations.  As the fluid leaves the compressor, the 
fluid has an extremely high pressure and is above the critical point.  This supercritical fluid behaves differently than 
both of the liquid and gas phases.  At this state the fluid is compressible, which must be taken into account when 
modeling the heat exchanger.  Because the fluid does not condense as it flows through the heat exchanger, the term 
“gas cooler” is used to describe the heat exchanger.  Additionally, there is often a third heat exchanger in the system. 
This is a counterflow heat exchanger and placed in between the gas cooler and expansion device, and between the 
evaporator and compressor. This is generally referred to as the internal heat exchanger or suction line heat 
exchanger.  With this device the high temperature fluid leaving the gas cooler heats the fluid leaving the evaporator 
before it enters the compressor.  This ensures that the fluid entering the compressor is superheated vapor, as well as 
providing some efficiency benefits that are more pronounced for CO2 than for most subcritical refrigerants. The 
thermodynamic assumptions and performance considerations for this system are the same as those for the subcritical 
system. 
1.2 Control-Oriented Modeling of Vapor Compression Systems 
To model these systems a few standard assumptions are made.  First, the compression of the fluid is 
assumed to be adiabatic with an isentropic efficiency.  Second, isobaric conditions in the condenser and evaporator 
are assumed.  Third, expansion through the valve is assumed to be isenthalpic.  The expansion valve and the 
compressor are modeled with static, semi-empirical relationships, while the dynamic heat exchanger models are 
derived using a moving boundary, lumped parameter approach. These nonlinear models are linearized about an 
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operating condition, and reduced in order to include only the most important system dynamics.  The full order, 
nonlinear models and the reduced order, linear models are validated using data taken on experimental systems 
available at the University of Illinois at Urbana-Champaign. 
In reality, an AC&R system is a highly nonlinear, infinite-dimensional system.  Many advanced control 
design techniques generally yield high order controllers when based on high order models.  Some of the difficulties 
in developing low order controllers for high order systems are discussed by Anderson in [7]. In practice a low order 
controller is achieved by: 1) reducing the model order prior to controller design, or 2) designing a high order 
controller, and then numerically reducing the order of the controller.  Although both approaches could be applied, 
the first approach is desired because of the added benefits of identifying the dominant system dynamics. A key 
contribution of this research is the identification of the dominant dynamic modes in terms of physical parameters.  
This permits the derivation of a minimal representation of the system dynamics which is essential for model based 
control design, as well as providing invaluable insight to the underlying dynamics of the system.  The resulting 
models are used to create the Thermosys™ Toolbox for MATLAB, a suite of simulation tools specifically suited for 
real-time simulation, control design and evaluation, and fault detection.   
1.3 Control of Vapor Compression Cycles 
Clearly, an increase of efficiency in AC&R systems would have a notable effect on the nation’s economy 
as well as the average individual’s budget.  Additionally, increasing the efficiency of these systems would have a 
much larger societal and environmental impact because of the reduction in fossil fuels required to provide this 
energy.  Significant progress has been made in recent years to improve component efficiency in AC&R systems.  
With the increasing availability of inexpensive computing power, a veritable leap in increased efficiency is possible 
using advanced control techniques. 
Residential and industrial AC&R systems have extremely large start-up times. Automotive AC systems 
rarely operate at steady state conditions, and are constantly attempting to compensate for changing setpoints and 
external conditions. For each type of system, traditional control strategies have included single-input single-output 
(SISO) control or simple on/off (“bang-bang”) control.  On/off control schemes limit the system’s overall efficiency 
due to large power requirements and significant thermal inertia during start-up transients.  Furthermore, multiple 
SISO control techniques are less efficient because of the extensive cross-coupling of the system dynamics. 
Multivariable control strategies could improve efficiency while simultaneously benefiting from the coupled system 
dynamics. Not only would a model-based MIMO control strategy eliminate the problems associated with current 
industry practice, but it would also allow several simultaneous control objectives.   
To maximize efficiency of this system for a cooling application, the portion of the evaporator with two-
phase flow needs to be maximized.  Because the heat transfer coefficient between the liquid and the evaporator walls 
is much higher than the heat transfer coefficient between the vapor and the evaporator walls, the two-phase portion 
of the evaporator provides virtually all of the cooling capacity of the system.  However, to ensure safe and reliable 
operation of the compressor, the fluid entering the compressor must be completely vapor.  Systems with a receiver at 
the evaporator exit can ensure safe operation of the compressor, while maximizing the evaporator’s performance.  
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For systems without a receiver, a generally acceptable compromise is for the fluid to be 5° C above the saturation 
temperature.  This is generally referred to as 5° C of superheat. 
Superheat control is generally achieved using a mechanical feedback for the control of an expansion valve, 
but often results in a phenomenon known in the industry as “valve hunting.”  This condition is characterized by 
oscillations in the length of two-phase flow in the evaporator, and thus oscillations in the amount of superheated 
vapor at the evaporator exit.  This condition was first qualitatively documented in 1963 by Zahn in [116].  In 1966 
Wedekind and Stoecker published data demonstrating this phenomenon in [110]. Later Broersen and van der Jagt in 
[18] used a lumped parameter model to show that this phenomenon is caused by the interaction of the controller with 
the system dynamics.  They made various suggestions how to avoid valve hunting, but all have noted disadvantages 
and require the system to function at less efficient conditions.  This condition has been widely observed in industry 
and is usually solved by adjusting the valve parameters resulting in decreased performance.  By using multivariable 
control schemes this phenomenon could be avoided while allowing the system to function at more efficient 
operating conditions. 
While achieving multiple performance objectives with AC&R systems is desirable, it is generally 
impractical.  More sophisticated control techniques traditionally have been used only in large industrial systems, 
where the economy of scale made these techniques cost effective.  These techniques required extensive tuning using 
empirical data and lumped parameters. 
Part of the solution to the problem again lies in model-based multivariable control strategies.  By 
developing a general lumped parameter model, a large number of AC&R systems could be included within the 
framework.  Multivariable control schemes developed using a form of this model would allow the control scheme to 
be adapted based on physical parameters of the individual systems.  Additionally, these control schemes could be 
designed to meet multiple performance objectives such as maximizing COP, exchanging efficiency for capacity 
when needed, controlling not only temperature, but also humidity, and so on. This dissertation demonstrates the 
effectiveness in advanced model based control strategies in both simulation and experiment. 
1.4 Gain Scheduling 
The field of gain scheduling has been said to be “another example of the lamented theory/application gap” 
except that the application is ahead of the theory [86]. Indeed, the foremost challenge facing gain scheduling is 
guaranteeing stability and performance, despite the extensive experience demonstrating its effectiveness in practice. 
Many physical systems exhibit dynamics that vary appreciably over the typical operating regime, therefore 
a single linear controller may fail to achieve acceptable performance throughout the envelope of conditions. One of 
the most popular solutions to this nonlinear control design problem is the use of gain-scheduling, in which a 
nonlinear controller is constructed by interpolating a family of local controllers. Thus the nonlinear control design 
problem can be divided into several control problems where linear design tools are generally employed. This 
“divide-and-conquer” [58] methodology has found success in a variety of applications. The success of the gain-
scheduled approach seems directly attributable to its simplicity in design and implementation, as well as the maturity 
of the linear control design tools and their computer-aided control system design (CACSD) implementations.  
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Despite the overwhelming success in industrial practice, the principal difficulty of using gain-scheduled 
control is guaranteeing stability. By blending several linear controllers, the resulting global controller is nonlinear, 
and results in the addition of “hidden coupling terms” [85] or additional dynamics due to the interpolation functions. 
Thus, although the gain-scheduled controller may be stable at every fixed value of the scheduling variable, the true 
global closed loop may not be stable.  
Stability of the closed loop system is generally assessed either by extensive simulations or experiments, or 
by proving that the gain-scheduled controller is stable for all fixed values of the scheduling variable, and then 
inferring overall stability by assuming slowly varying scheduling parameters.  The former can be time or cost 
prohibitive, and the latter may not be appropriate for many gain-scheduled systems.   
This dissertation presents a theoretical framework for designing gain scheduled controllers, and tools for 
analyzing the practical stability of the nonlinear closed loop system using Linear Matrix Inequalities. Additionally, 
an alternative framework for scheduling dynamic controllers is presented that is based on the dual Youla 
parameterization.  This framework is shown to provide greater stability while offering an element of design 
freedom. 
1.5 Organization of Dissertation 
The remainder of this dissertation is organized as follows. Chapter 2 describes a 1st principles modeling 
framework that captures the dynamics of a variety of vapor compression cycles in a form amenable to controller 
design.  The modeling procedure for each of the components is presented, along with analytical representations of 
both nonlinear and linearized models.  Chapter 3 presents the simulation environment developed for simulation, 
model validation, and controller design. Chapter 4 details the experimental setup, while model validation of the first 
principles modeling framework is given in Chapter 5.  These validated models are highly nonlinear, and require a 
nonlinear control strategy to attain high performance over the entire operating envelope. To this end, a gain-
scheduled control approach based on local models and local controllers is presented that uses endogenous 
scheduling variables. Chapter 6 presents a theoretical framework for designing gain scheduled controllers, and tools 
for analyzing the stability of the nonlinear closed loop system.  Chapter 7 presents the experimental evaluation of 
advanced control strategies for vapor compression systems, demonstrating that while linear control techniques offer 
significant advantages over small ranges, the gain-scheduled approach extends these advantages over the entire 
operating regime. Conclusions and recommendations for future work are given in Chapter 8. 
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Chapter 2. Dynamic Modeling 
This chapter discusses the modeling approach employed to capture the salient dynamic characteristics of 
vapor compression cycles, while yielding a model that is still sufficiently simple to be a useful tool for multivariable 
control design.  First, the need for control-oriented models is argued, followed by a discussion of different modeling 
paradigms with particular attention given to the moving boundary approach for modeling two-phase flows. After 
presenting these introductory topics, dynamic component models are presented, both in linear and nonlinear form.  
The models for compressor and expansion devices are presented first, followed by the presentation of the heat 
exchanger models.  To illustrate the modeling approach, assumptions, and resulting physical insight, a complete 
derivation is given for a generic single-phase heat exchanger. This is followed by the presentation of nonlinear and 
linear models for various types of two-phase heat exchangers.  Although the complete derivation for the two-phase 
heat exchangers is omitted, sufficient detail is given for the reader to replicate the modeling process. 
2.1 Introduction 
Controls engineers are often required to develop dynamic models for a class of complex physical systems 
with little prior knowledge of the system dynamics. Adding to the challenge of this task is the desire to gain physical 
insight into the underlying dynamics. This task can sometimes span years or decades before the dynamics of the 
given class of systems are well understood and characterized with simple control-oriented models (e.g. [10]). 
The foremost difficulty in this process is balancing accuracy with simplicity. Although many processes can 
be accurately modeled with high order ordinary or partial differential equations, the practicing control engineer often 
needs practical low order controllers [7].  This means that significant time must be spent either 1) developing 
simple, accurate, control-oriented models prior to the control design phase, or 2) reducing high order controllers 
after the design phase, but prior to implementation. The distinct advantage of developing simple models is the 
physical insight gained. This insight is invaluable as a tool in developing general control strategies (i.e. selecting 
sensors, actuators) and in system design (e.g. sizing components).  
Because of these advantages, engineers expend considerable effort to develop low order physical models. 
For example, efforts to model the two-phase fluid dynamics associated with drum boilers spanned several decades 
before finding an appropriate balance of simplicity and accuracy [10]. However, once an accurate low order model 
has been identified, the development of control strategies follows quickly. As an example, this was evident with the 
publications that followed the Moore-Greitzer compressor model [66],[38]. 
This dissertation is seeks to develop a control-oriented modeling framework for vapor compression 
systems.  The modeling approach should be sufficiently accurate to capture the essential dynamic behavior, while 
remaining simple enough to provide insight into the dynamics and adequately tractable to be useful as a control 
design tool. An essential consideration before beginning the task of developing vapor compression models is the 
intended use for the model.  Dynamic models that capture the slow dynamics (hours/days) are most useful for 
analyzing issues of comfort and energy use, and would focus on modeling the heating or cooling zone affected by 
the vapor compression system.  From this perspective, the refrigerant circuit dynamics are virtually instantaneous, 
and are unnecessary to consider when developing the dynamic model.  Indeed, the bulk of the modeling task lies in 
modeling the surroundings, not the system.  In contrast, the dynamic models that capture the fast dynamics 
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(seconds/minutes) are generally used to design and evaluate system control strategies (e.g. superheat regulation, 
pressure regulation, etc.).  In this case, the ambient conditions are generally viewed as static.  There is a litany of 
publications regarding the building zone control. However, focus of this work is on the dynamics of the refrigerant 
circuit, and the potential benefits of advanced control strategies in achieving higher operating efficiencies and better 
performance. 
2.2 Modeling Paradigms 
The literature is replete with attempts to model vapor compression system dynamics. Lebrun [56] and 
Bendapudi [13] both provide literature reviews of notable research in this area. Bendapudi notes that there is 
considerable interest in deriving models that are simple mathematically but without losing relevant detail.  
Bendapudi also reports that the “largest task in modeling a refrigeration system was, usually, the modeling of the 
heat exchangers.” These heat exchanger models can be generally classified into three groups: lumped parameter 
models, discretized models, and moving boundary models. 
In general, the discretized or finite difference approach results in models that are fairly accurate, but of high 
dynamic order.  Thus these models are appropriate for simulation, but of limited use for developing controller 
strategies. Although a pure lumped parameter approach results in fewer equations, it frequently ignores important 
dynamics due to the complex heat exchanger behavior. Specifically, a two-phase fluid heat exchanger is often 
modeled as a single lumped subsystem, which ignores the important dynamics associated with the moving boundary 
between the two-phase flow region and the single-phase flow regions. Hence, a lumped parameter model with a 
moving interface boundary was proposed as the solution to capturing these important dynamics, while preserving 
the simplicity of lumped parameter models. 
2.2.1 Lumped Parameter Models 
Dynamic and control studies that model heat exchangers or vapor compression systems with pure lumped 
parameter models are too replete to attempt explicit mention.  Often these studies have as a primary focus something 
other than the heat exchanger dynamics, and so the model development is treated superficially (often assuming 
simply a first order time constant and/or delay [99],[72]. However, a particularly notable effort to develop nontrivial 
lumped parameter models that consider multiple fluid regions in the heat exchanger, albeit temporally invariant, is 
the work by  Chi and Didion (1982) [22].  However, like most publications in this area, limited experimental 
validation is presented.  
2.2.2 Discretized Models 
Finite difference or distributed approaches to dynamic modeling of these dynamics exist in various stages 
of development and are available as commercial software packages (e.g. e-Thermal [6], Modelica [105], EASY5 [4], 
or SINDA/FLUENT [24]). The first notable model using this approach was reported by Gruhle and Isermann in 
1984 [39], and since has been followed by many researchers. The attractiveness of this approach is the ability to 
model the fluid behavior in a detailed manner. This, reportedly, lends itself to higher accuracy prediction than the 
lumped parameter approaches that rely on effective parameters and only describe the dominant physical mechanisms 
for heat transfer, fluid flow, etc.  
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Gruhle and Isermann’s work used a discretized model of the evaporator for model based design of PI valve 
control strategy (no validation of the model is presented) [39].  Shoureshi (1984) presented a model of a condenser 
using bond graphs [93]; limited validation of the method was given.  MacArthur (1984) presented a discretized 
model [61], and later (1989) gave extensive experimental validation of the model [62].  Sami (1987) presented a 
distributed model of a heat pump system with no validation [88]. Recent research has also employed this approach, 
such as Mithraratne (2000) who presented a discretized model of a TEV controlled evaporator with validation [65], 
and [12] who presented a distributed model of a liquid chiller system with validation.  This approach has also been 
used for transient modeling of transcritical systems [78]. 
2.2.3 Moving Boundary Models 
The moving boundary approach seeks to capture the dynamics of multiple fluid phase heat exchangers 
while preserving the simplicity of lumped parameter models.  At the focal point of this modeling approach is the 
ability to predict the effective position of phase change in a heat exchanger. Wedekind was among the first to study 
the transient behavior along these lines.  In 1966 he and W. Stoecker published research regarding the transient 
response of the effective dry out point in evaporating flows [110],[108]. In 1978 he proposed using a mean void 
fraction to develop a transient model for the evaporating and condensing flows of a vapor compression system 
[109],[11]. Wedekind’s research plays a critical role in the moving boundary method of modeling vapor 
compression cycles.  The mean void fraction assumption is applied almost universally by other researchers 
developing moving boundary models, allowing the two-phase region to be modeled in lumped form. 
Void fraction is defined as the ratio of vapor volume to total volume, and many experimental correlations 
have been proposed for predicting void fraction for various conditions and fluids.  Excellent reviews of well known 
correlations can be found in [84] and [112].  In general, these can be categorized into four divisions, listed in order 
of increasing complexity: Homogeneous, Slip Ratio, Lockhart-Martinelli, and Mass Flux Dependent. The latter two 
types are notably complex, whereas the first two are remarkably simple.  Independent of the correlation used, most 
authors assume that the value of mean void fraction is time-invariant for small transients.  A discussion of validity of 
this assumption will be treated later in this chapter with the derivation of heat exchanger model. 
In his paper [109] Wedekind presented comparisons of model and experimental data sampled at 
approximately 4Hz, showing good agreement between model and data. Unfortunately, in the moving boundary 
publications since that time, few have presented complete validation results, and often at sampling frequencies so 
low as to question if significant transient behavior is being lost. 
Dhar and Soedel (1979) developed a dynamic model of an entire air conditioning system using a lumped 
parameter, moving boundary approach, but presented only simulation results [26].  Broersen and van der Jagt (1980) 
employ a moving boundary model of an evaporator to analyze hunting of thermostatic expansion valves [18].  No 
validation results are presented. Kapadia (1984) presented a moving boundary model for a condenser in Rankine 
cycle, with extremely limited validation results [48]. In 1992 Grald and MacArthur followed their work on 
distributed heat exchanger models with the presentation of a moving boundary model of an evaporator [35]. For 
model validation the evaporator was incorporated into a overall heat pump model (with a discretized condenser 
model). Validation of the model was extremely limited.  Pressure predictions from the original discretized system 
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model is compared to data for compressor start up and shutdown (sampled at approximately 0.1 Hz).  The 
discretized system model is then compared to the system model with a moving boundary evaporator for only 
evaporator cooling capacity and compressor power. 
X.D. He was first author to suggest the use of moving boundary models for multivariable control design 
(1997) [41],[40]. He presented linearized moving boundary models for the evaporator and condenser, and provided 
adequate validation.  Although reduced order models were used for MIMO control design, these reduced order 
models were never validated, so no conclusion can be drawn regarding the validity of the simplifying assumptions. 
The experimental control results, however, demonstrated improved performance for coordinated control strategies. 
Following these publications, several authors have presented identical models [46] or extensions of the 
modeling framework for heat exchangers operating under different conditions [111], including the presentation of a 
switching strategy for transitioning between moving boundary models as fluid regions disappear or reappear  [77]. 
However, none of these publications present experimental validation of the models. Leducq (2003) presents a 
reduced order model similar to that suggested by He et al, but does include a comparison of superheat and outlet 
water temperature for a step change in compressor speed, with a sampling frequency of 0.1 Hz [57]. In contrast with 
all the previous research applied to subcritical vapor compression systems, Rasmussen (2004) derives a system 
model with moving boundary models for the heat exchangers for a transcritical vapor compression cycle with 
comparison between nonlinear, linearized, reduced order models and data [82]. 
2.3 Vapor Compression Systems 
The vapor compression cycle is used in refrigeration, air-conditioning, and heat pump applications.  The 
ideal vapor compression cycle consists of four processes [20]: 1) isentropic compression in a compressor, 2) isobaric 
heat rejection in a condenser, 3) isenthalpic expansion in a expansion valve, and 4) isobaric heat absorption in an 
evaporator. This process and the associated four components are shown in Figures 2.1-2.2.  A majority of vapor 
compression systems operate below the critical point of the internal fluid, thus being termed subcritical systems.  
Alternatively, transcritical vapor compression systems reject heat above the critical point while the internal fluid is 
in a supercritical state, leading to the term transcritical systems. This would include CO2 systems which have 
attracted attention as a possible replacement of traditional subcritical refrigerants because CO2 is a natural fluid, and 
does not have the negative environmental impacts of traditional refrigerants. Although the work here can be applied 
to both subcritical and transcritical vapor compression systems, the experimental results will focus exclusively on 
subcritical systems. The dynamics of transcritical systems was treated in a previous work [81], and the interested 
reader is referred to [82] for more information. 
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Figure 2.1 System Diagram - Ideal Subcritical 
Vapor Compression Cycle 
Figure 2.2 P-h Diagram - Ideal Subcritical Vapor 
Compression Cycle 
Actual vapor compression systems deviate from the ideal in several respects.  First, momentum losses as 
the fluid travels through the heat exchanger leads to pressure drops as the fluid evaporates and condenses.  Second, 
the compression of the fluid is not isentropic.  Third, for practical reasons, the fluid leaving the evaporator and 
condenser is not saturated, but superheated vapor and subcooled liquid respectively.  The superheated vapor ensures 
that two-phase fluid does not damage the compressor, and subcooled liquid at the valve inlet ensures proper 
metering of the fluid flow. 
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Figure 2.3 P-h Diagram - Actual Vapor Compression Cycle 
The efficiency of the actual vapor compression system is characterized by a Coefficient of Performance 
(COP).  For a Carnot refrigerator (the theoretical limit) the COP is given as: 
lowhigh
low
TT
T
CarnotCOP −= .  For an actual 
vapor compression system, the COP is given as the ratio of the amount of heat absorbed to the amount of work 
required, or simply 
12
41
hh
hh
W
Q
in
lowCOP −
−== . 
Actual systems may have several additional components to facilitate operation, including oil separators, 
filter/driers, etc. (Fig. 2.4-2.5).  The addition of a low side accumulator prevents two-phase fluid from entering the 
compressor, while allowing the fluid flow through the evaporator to be entirely two-phase.  Because two-phase fluid 
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generally has a higher heat transfer coefficient that superheated vapor, this is attractive from an efficiency standpoint 
as well.  The addition of a high side receiver provides a location for storing excess refrigerant, and ensures liquid 
flow to the expansion valve.  The addition of an internal heat exchanger (Fig. 2.6-2.7) serves to superheat the fluid 
entering the compressor and subcool the liquid leaving the condenser, thus increasing the cooling capacity of the 
system.  Other possible additions include flood tanks, flash gas bypass, etc.  These are not in widespread use, and are 
not treated in this work. 
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Figure 2.4  System Diagram - Subcritical 
Vapor Compression Cycle with Receivers 
Figure 2.5 P-h Diagram - Subcritical Vapor Compression 
Cycle with Receivers 
Internal Heat Exchanger
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Figure 2.6 System Diagram - Subcritical Vapor 
Compression Cycle with Internal Heat 
Exchanger 
Figure 2.7 P-h Diagram - Subcritical Vapor Compression 
Cycle with Internal Heat Exchanger 
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2.4 Compressors and Expansion Devices 
As mentioned previously, the issue of time scale is of critical importance when deriving dynamic models of 
vapor compression systems.  This work is focused on refrigerant circuit dynamics that evolve on the order of 
seconds or minutes.  Because the dynamics of compressors or expansion devices are generally an order of 
magnitude faster than those of the heat exchangers, these mass flow devices are generally modeled with static 
relationships. Two principle relationships are necessary for modeling these components: first, the prediction of mass 
flow rate, and second, the prediction of outlet enthalpy.   
Mass flow rate through an ideal reciprocating compressor is given using the volumetric capacity of the 
compressor multiplied by the speed of rotation, kkkk Vm ηωρ=& .  Compressing inefficiencies are captured using 
an empirically determined volumetric efficiency, kη .  The prediction of outlet enthalpy is given by assuming an 
isentropic efficiency. These efficiencies are often assumed to vary as a function of the pressure ratio. 
Mass flow through the expansion valves is modeled with variations on the orifice equation 
( )outinvdv PPACm −= ρ& , with the discharge coefficient is determined empirically as a function of operating 
condition.  The valves are assumed to be isenthalpic. 
2.5 Heat Exchangers 
The dynamics of a vapor compression system are assumed to be dominated by the dynamics of the heat 
exchangers. As mentioned in the previous section, the dynamics of the actuating components (compressor, valve, 
etc.) are considered to be fast relative to the dynamics of the heat exchangers. Thus, while the actuating components 
are modeled with static (algebraic) relationships, the modeling of the heat exchangers is significantly more complex. 
2.5.1 Moving Boundary Approach 
The approach most applicable to the objectives of this research is known as the lumped parameter, moving 
boundary approach.  This approach assumes a time-varying boundary between regions of different fluid state (i.e. 
subcooled liquid, two-phase, or superheated vapor).  Separate control volumes are considered for each of the fluid 
regions, and the necessary distributed parameters are “lumped” for each of these regions. 
Two-Phase Superheat
L1(t) L2(t)
LTotal
)(thm outout&
ininhm&
xin > 0
P(t)
Twall,1(t) Twall,2(t)
x = 1
 
Figure 2.8 Heat Exchanger with Two-Phase and Superheated Vapor Regions 
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To derive governing differential equations suitable for simulation or analysis, the most common 
method[111],[46],[41] is to begin with the governing partial differential equations (PDEs) for fluid flow in a tube. 
After applying a few simplifying assumptions, given below, these PDEs can be integrated along the length of the 
heat exchanger to remove the spatial dependence and yield several ordinary differential equations (ODEs). The 
number of ODEs depends on the number of fluid regions assumed.  An alternative method uses the unsteady state 
form of the conservation of mass and energy equations. By assuming control volumes associated with each of the 
fluid regions, these equations can be expanded, yielding an identical set of ODEs.  Although, this method will be 
shown to be completely equivalent to the first method, it has some distinct advantages including derivation 
simplicity, conceptual simplicity, and freedom in choosing the dynamic state variables. This will be essential for 
applying the physical-based model reduction approaches presented. 
2.5.1.1 Modeling Assumptions 
The modeling methods to be presented require several assumptions about the fluid flow in the heat 
exchangers. These assumptions were commonly used in past modeling efforts and are as follows: 
• The heat exchanger is assumed to be a long, thin, horizontal tube. 
• The refrigerant flowing through the heat exchanger tube can be modeled as a one-dimensional fluid flow. 
• Axial conduction of refrigerant is negligible. 
• Pressure drop along the heat exchanger tube due to momentum change in refrigerant and viscous friction is 
negligible (refrigerant pressure along the entire heat exchanger tube can be assumed to be uniform). Thus 
the equation for conservation of momentum is not needed. 
2.5.1.2 Governing Partial Differential Equations 
As mentioned in the introduction, the method for deriving ordinary differential equations using the lumped 
parameter, moving boundary approach is to integrate the governing partial differential equations along the length of 
the heat exchanger tube to remove spatial dependence. An explanation of the partial differential equations for 
conservation of refrigerant mass and energy can be found in [35], and are replicated in Equations 2.1 – 2.2 
respectively, where ur  is the fluid velocity vector, f
r
 is the body force vector and σ  is the stress tensor. (The 
conservation of momentum is neglected and not included here.) By applying the assumptions outlined in the 
previous section, it is possible to simplify these equations to one-dimensional PDEs.  A detailed explanation of these 
steps can be found in [35]. (The derivation presented in this thesis differs from that presented in the cited source 
only by not neglecting the rate change of pressure with respect to time in the conservation of energy equation.) The 
resulting equations for conservation of refrigerant mass and energy in the heat exchanger tube are given in Equations 
2.3 – 2.4.  Additionally an equation for the conservation of heat exchanger wall energy is given in Equation 2.5.  
The necessary notation is described in Table 2.1.  
( ) 0=⋅∇+∂
∂ u
t
rρρ  ( 2.1 ) 
( ) ( ) σρρρ ⋅∇+=⋅∇+∂
∂ fuu
t
u rrrr
 ( 2.2 ) 
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( ) ( ) 0=∂
∂+∂
∂
z
m
t
Acs &ρ  ( 2.3 ) 
( ) ( ) ( )rwiicscs TTpz
hm
t
PAhA −=∂
∂+∂
−∂ αρ &  ( 2.4 ) 
( ) ( ) ( ) ( )waoowriiwwp TTpTTptTAC −+−=∂∂ ααρ  ( 2.5 ) 
Table 2.1 Notation for Governing Partial Differential Equations 
ρ  density of refrigerant 
P pressure of refrigerant 
h enthalpy of refrigerant 
pi inner perimeter (interior surface area per unit length) 
po outer perimeter (exterior surface area per unit length) 
Tr temperature of refrigerant 
Tw tube wall temperature 
 iα  heat transfer coefficient between tube wall and internal fluid 
oα  heat transfer coefficient between tube wall and external fluid 
Acs cross-sectional area of the inside of tube 
m&  mass flow rate of refrigerant flowing along the tubes 
( )
wp
AC ρ  thermal capacitance of tube wall per unit length 
 
To perform the necessary integrations, an integration rule commonly known as Leibniz’s equation is used 
(Equation 2.6), with z  being the spatial coordinate. Thus the limits of integration depend on the how the regions are 
defined for each heat exchanger.  
( )
( )
( )
( )
( )
( )
( )( ) ( )( ) ( )( ) ( )( )
dt
tzdttzf
dt
tzdttzfdztzf
dt
ddz
t
tzf tz
tz
tz
tz
1
1
2
2 ,,,
, 2
1
2
1
+−⎥⎥⎦
⎤
⎢⎢⎣
⎡=∂
∂ ∫∫ ( 2.6 ) 
The resulting ordinary differential equations can be combined, simplified, and organized into matrix form.  
This form is generally referred to in controls applications as “state space form.”  The general form for a linear, time-
invariant system is given in Equation 2.7. In this form, u  is the vector of inputs, y  the vector of outputs, and x  the 
vector of states.  { }DCBA ,,,  are constant matrices.  Because the systems resulting from the outlined modeling 
approach are nonlinear models, an alternate state space form is used (Equation 2.8). The resulting set of equations 
can be solved numerically given appropriate initial conditions. The dynamic order, or number of state variables for 
each component, reflects the relative complexity of the component dynamics. 
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DuCxy
BuAxx
+=
+=&
 ( 2.7 ) 
( )
( )uxgy
uxfx
,
,
=
=&
 ( 2.8 ) 
Combining the final results of the integrated PDEs into a matrix form results in an equation of the form 
( ) ( )uxfxuxZ ,, =⋅ & .  The state variables typically include pressures, outlet enthalpy, length of the fluid regions, 
and wall temperatures. 
2.5.1.3 Dynamic Conservation Equations 
Perhaps a simpler and more intuitive method for deriving the governing equations is by writing the 
unsteady state conservation equations for refrigerant mass, energy and wall energy.  For each region the 
conservation of refrigerant energy is given in Equation 2.9 where U&  is the rate of change of the total internal 
energy of the refrigerant in the region considered, ininin hmH && =  is the rate of energy entering the region by means 
of refrigerant mass, outoutout hmH && =  is the rate of energy leaving the region by means of refrigerant mass, 
( )wriiw TTAQ −= α&  is the rate of energy leaving the region through heat transfer to the heat exchanger wall, and 
W&  is the rate of moving boundary work being performed because of a change in the boundary between the regions. 
Special care regarding the proper sign convention of this term is essential. In general 
( ) VPVPPV
dt
dW &&& −+==  where the sign of each of these two terms depends on the definition of work.  For 
this thesis, the work added by an increase in pressure is positive, VP&+ , and the work done by an increasing the 
volume by a change in the moving boundary is negative, VP &− . 
WQHHU woutin &&&&& −−−=  ( 2.9 ) 
Similarly for each region, the conservation of wall energy is given in Equation 2.10 where wE&  is the rate 
of change of the total energy of the heat exchanger wall in the region considered, ( )awooa TTAQ −= α&  is the 
rate of energy leaving the heat exchanger wall through heat transfer to the external fluid, and intE&  is the rate of 
energy being transferred to another region of the heat exchanger wall by a change in the boundary between the 
regions. 
intEQQE aww &&&& −−=  ( 2.10 ) 
The conservation of mass for the entire heat exchanger is given in Equation 2.11 where the rate of change 
of the total refrigerant mass in the heat exchanger is equal to the difference between mass entering and leaving the 
gas cooler. 
outin mmm &&& −=  ( 2.11 ) 
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These equations together form a complete set for characterization of the dynamics, although it is more 
convenient to expand the time derivative terms U&  and wE&  into more palatable forms.  In doing so, there is 
complete freedom in selecting the system states.  By selecting the same variables as used in the first derivation 
method, the equivalence of the two approaches can be verified.  For a more detailed discussion of this exercise, see 
[81] or [82]. 
2.5.2 Linearization 
The moving boundary models developed for the heat exchangers are highly nonlinear. For analysis and 
control design purposes, a linear model is desired. The standard linearization procedure, where the partial 
derivatives of the nonlinear functions with respect to the states and inputs are calculated neglecting the 2nd and 
higher order terms, will be used [52].  This is straightforward for the algebraic models of the mass flow devices.  
However, the heat exchanger models have a unique form, and the linearization procedure for these components is as 
follows. 
The heat exchanger models are of the form of Equation 2.12.   Assuming ),( uxZ  is full rank for all x  
and u , this can be rearranged as Equation . The assumption that ),( uxZ  is full rank is true if the original modeling 
assumptions are true.  Specifically, as long as the length of any of the assumed regions is greater than zero, ),( uxZ  
will be invertible. 
),(),( uxfxuxZ =⋅ &  ( 2.12 ) 
),(
),(),( 1
uxg
uxfuxZx
=
= −&
 ( 2.13 ) 
Using the assumption xxx o δ+= , a local linearization of this, neglecting higher order terms, would be 
Equation 2.14, and with the substitution oxxx −=δ , becomes Equation 2.15.   
u
u
gx
x
gx
uxux
δδδ
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂+
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⎤
⎢⎢⎣
⎡
∂
∂=
0000 ,,
&  ( 2.14 ) 
( ) ( )o
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x
gx −
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⎢⎢⎣
⎡
∂
∂+−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=
0000 ,,
&  ( 2.15 ) 
Expanding the first term of Equation 2.15 results in Equation 2.16.  Likewise, expanding the second term 
results in Equation 2.17. This is of the familiar form BuAxx +=&  (Equation 2.18). This form will be denoted as 
Equation 2.19, or in the standard form as Equation 2.20 using the substitutions in Equation 2.21. 
[ ] [ ] [ ]
[ ]
⎥⎥⎦
⎤
⎢⎢⎣
⎡
∂
∂=
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⎤
⎢⎢⎣
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∂
∂−
⎥⎥⎦
⎤
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∂
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∂
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−
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 ( 2.18 ) 
uFZxFZx ux δδ 11 −− +=&  ( 2.19 ) 
uBxAx δδ +=&  ( 2.20 ) 
u
x
FZB
FZA
1
1
−
−
=
=
 ( 2.21 ) 
The nonlinear output equations are denoted as Equation 2.22.  The linearized version is then given as 
Equation 2.23, or in the standard form as Equation 2.24, using the substitutions in Equation 2.25. 
( )uxgy ,=  ( 2.22 ) 
uGxGy ux δδδ +=  ( 2.23 ) 
uDxCy δδδ +=  ( 2.24 ) 
u
x
GD
GC
=
=
 ( 2.25 ) 
2.5.3 Time Scale Separation and Model Reduction 
Although the derivation procedures presented above yield low order models of the heat exchangers, an 
analysis of the eigenvalues for any of the single or two-phase heat exchangers reveal that the dynamics are 
singularly perturbed [53].  Specifically, a single zero eigenvalue is present that corresponds to the conservation of 
refrigerant mass (pure integration), while the remaining eigenvalues are separated by more than an order of 
magnitude.  As an example, the eigenvalues of a single and a two-phase heat exchanger are given from [82] in 
Equations 2.26 and 2.27 respectively.  Both confirm the presence of a zero eigenvalue, as well as indicating 
multiple-time scale behavior or a singularly perturbed system. This behavior is observed at the component level of 
the modeling procedure, but is a characteristic that remains after combining the component models to form the 
overall system model.  
( )
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
−
−
=
0
123.0
9.49
cAλ  ( 2.26 ) 
( )
⎥⎥
⎥⎥
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⎦
⎤
⎢⎢
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⎣
⎡
−
−
−
−
=
0
132.0
411.0
7.13
4.53
eAλ  ( 2.27 ) 
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For the purposes of control-oriented modeling, the fast dynamic modes evolve almost instantaneously 
relative to the dominant dynamic modes.  This presents an opportunity for model reduction, as these dynamic modes 
could be replaced with their algebraic equivalents with minimal loss in accuracy. The nonessential nature of these 
modes can be verified with analysis of the controllability and observability of the system model.  The Hankel 
singular values reveal that there are several weakly controllable/observable modes at the system level.  Prior 
research has shown the fast dynamics modes of a singularly perturbed system correspond to weakly 
controllable/observable modes [30].  Finally, data driven model construction confirms that lower order models are 
sufficient for capturing the essential system dynamics (see Chapter 5 or [81]). 
Because the above derivation procedures result in a singularly perturbed representation of the system 
dynamics, model reduction techniques can be employed to obtain a minimal representation of the system dynamics. 
The objective is not only to derive reduced order component models, but also gain physical insight into which 
physical phenomena are relatively fast/slow. Numerical methods of model reduction using balanced realizations 
transform the state variables and thus eliminate their physical meaning. Conversely, singular perturbation techniques 
provide means for justifying the elimination of fast dynamic states without losing the physical nature of the states.   
Recall that the redundant nature of thermodynamic properties results in freedom in choosing the physical 
representation of the dynamic states. With the proper choice of system states, the fast and slow dynamic modes are 
virtually decoupled, and a reduced order model can be calculated by residualizing the fast states [95]. The state 
space form of the full order model is reordered into the form of Eq. 2.28, and the reduced order model is calculated 
using Eq. 2.29. 
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 ( 2.29 ) 
For a more complete explanation of the approach and a demonstration of the efficacy, the interested reader 
is referred to [82]. Reduced order models are calculated for the gas cooler, evaporator, and internal heat exchanger. 
After combining these reduced order component models, the resulting system model approximates well the 
eigenvalues of the full order system model.  Furthermore, one additional state can be removed because of a 
modeling redundancy.  There is a conservation of mass equation for each of the heat exchangers.  However, because 
the net loss in refrigerant mass for one of these components equals the net mass gain of the other, these two dynamic 
equations are redundant and one can be removed.  The final reduced order model approximates the full order mode 
with negligible error. More importantly, residualization of the alternative models yields the insight that the dynamic 
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modes associated with the refrigerant energy states (pressure, moving boundary length, etc.) are fast compared to the 
wall temperature dynamics and the location of refrigerant mass, and can be replaced with algebraic equations. 
2.5.4 Example Derivation: Single Phase Heat Exchanger 
For pedagogical purposes, the entire approach for deriving the governing equations will be demonstrated in 
this section for a single phase heat exchanger (e.g. gas cooler for transcritical vapor compression systems). 
2.5.4.1 Conservation of Refrigerant Mass 
The PDE for conservation of refrigerant mass is given in Equation 2.30.  Each term of this equation is 
integrated from 0=z  to totalLz = .  Integrating the first term and assuming a constant cross-sectional area results 
in Equation 2.31.  Applying Leibniz’s equation results in Equation 2.32.  Assuming an average density in the gas 
cooler, cρ , and performing the integration results in Equation 2.33. Taking the time derivative results in Equation 
2.34.  Selecting pressure and enthalpy as the independent variables for calculating thermodynamic properties, and 
assuming an average enthalpy, ch ,  Equation 2.34 can be rewritten as Equation 2.35. Integrating the second term of 
the PDE results in Equation 2.36.  Combining the results of the integration results in Equation 2.37 for the 
conservation of refrigerant mass. 
( ) ( ) 0=∂
∂+∂
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2.5.4.2 Conservation of Refrigerant Energy 
The PDE for conservation of refrigerant energy is given in Equation 2.38. Each term of this equation is 
integrated from 0=z  to totalLz = .  Integrating the first term and assuming a constant cross-sectional area results 
in Equation 2.39.  Applying Leibniz’s equation results in Equation 2.40.  Assuming an average density in the gas 
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cooler, cρ , and an average enthalpy, ch , results in Equation 2.41. Taking the time derivative results in Equation 
2.42.  Selecting pressure and enthalpy as the independent variables for calculating thermodynamic properties 
Equation 2.42 can be rewritten as Equation 2.43, and then rearranged into Equation 2.44. Integrating the second 
term of the PDE results in Equation 2.45. Taking the time derivative and performing the integration results in 
Equations 2.46 and 2.47 respectively. Integrating the third term of the PDE results in Equation 2.48. Integrating the 
right side of the equation and rearranging results in Equations 2.49 and 2.50 respectively.  Combining the results of 
the integration results in Equation 2.51 for the conservation of refrigerant energy. 
( ) ( ) ( )rwiicscs TTpz
hm
t
PAhA −=∂
∂+∂
−∂ αρ &   ( 2.38 ) 
( ) ( ) ⎥⎦
⎤⎢⎣
⎡
∂
∂=∂
∂ ∫∫ totaltotal
L
cs
L
cs dz
t
hAdz
t
hA
00
ρρ
 ( 2.39 ) 
( ) ⎥⎦
⎤⎢⎣
⎡=∂
∂ ∫∫ totaltotal
L
cs
L
cs hdz
dt
dAdz
t
hA
00
ρρ  ( 2.40 ) 
( ) ( )⎥⎦
⎤⎢⎣
⎡=∂
∂∫ totalcccs
L
cs Lh
dt
dAdz
t
hAtotal ρρ
0
 ( 2.41 ) 
( ) [ ]cccctotalcsL cs hhLAdzt hA
total && ρρρ +=∂
∂∫
0
 ( 2.42 ) 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂=∂
∂∫ cccc
Pc
c
hc
totalcs
L
cs hhh
h
P
P
LAdz
t
hA
cc
total &&& ρρρρ
0
 ( 2.43 ) 
( )
ctotalcscc
Pc
ctotalcsc
hc
L
cs hLAh
h
PLAh
P
dz
t
hA
cc
total &&
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂=∂
∂∫ ρρρρ
0
 ( 2.44 ) 
( ) ( )∫∫ ∂∂=∂∂
totaltotal L
cs
L
cs dz
t
PAdz
t
PA
00
 ( 2.45 ) 
( ) ∫∫ =∂∂
totaltotal L
ccs
L
cs dzPAdz
t
PA
00
&  ( 2.46 ) 
( )
ctotalcs
L
cs PLAdz
t
PAtotal &=∂
∂∫
0
 ( 2.47 ) 
( )
ininoutout
L
hmhmdz
z
hmtotal &&& −=∂
∂∫
0
 ( 2.48 ) 
( ) ( )rwitotali
L
rwii TTLpdzTTp
total
−=−∫ αα
0
 ( 2.49 ) 
( ) ( )rwii
L
rwii TTAdzTTp
total
−=−∫ αα
0
 ( 2.50 ) 
  22
( )rwiiininoutout
ctotalcscc
Pc
ctotalcsc
hc
TTAhmhm
hLAh
h
PLAh
P
cc
−=−+
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
α
ρρρ
&&
&&1
 ( 2.51 ) 
2.5.4.3 Conservation of Tube Wall Energy 
The PDE for the conservation of tube wall energy is given in Equation 2.52.  Integrating each side of this 
equation from 0=z  to totalLz =  results in Equation 2.53, and can be simplified to Equation 2.54. 
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T
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∂ ααρ  ( 2.54 ) 
2.5.4.4 Governing Ordinary Differential Equations 
Combining the final results of the integrated PDEs into a matrix form results in Equation 2.55, which is of 
the ( ) ( )uxfxuxZ ,, =⋅ &  form, with states [ ]Twc ThPx = , and where the elements of the ( )uxZ ,  matrix 
are given in Table 2.2. 
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Table 2.2 Matrix Elements of ( )uxZ ,  for the Gas Cooler 
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2.5.4.5 Dynamic Conservation Equations 
The conservation of refrigerant energy for each region is given in Equation 2.56 where U&  is the rate of 
change of the total internal energy of the refrigerant in the region considered, inH&  is the rate of energy entering the 
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region by means of refrigerant mass, outH&  is the rate of energy leaving the region by means of refrigerant mass, 
wQ&  is the rate of energy leaving the region through heat transfer to the heat exchanger wall, and W&  is the rate of 
moving boundary work being performed because of a change in the boundary between the regions. Special care 
regarding the proper sign convention of this term is essential. In general ( ) VPVPPV
dt
dW &&& −+==  where the 
sign of each of these two terms depends on the definition of work.  For this dissertation, the work added by an 
increase in pressure is positive, VP&+ , and the work done by an increasing the volume by a change in the moving 
boundary is negative, VP &− . 
WQHHU woutin &&&&& −−−=  ( 2.56 ) 
The conservation of wall energy for each region is given in Equation 2.57 where wE&  is the rate of change 
of the total energy of the heat exchanger wall in the region considered, aQ&  is the rate of energy leaving the heat 
exchanger wall through heat transfer to the external fluid, and intE&  is the rate of energy being transferred to another 
region of the heat exchanger wall by a change in the boundary between the regions. 
intEQQE aww &&&& −−=  ( 2.57 ) 
The conservation of mass for the entire heat exchanger is given in Equation 2.58 where the rate of change 
of the total refrigerant mass in the heat exchanger is equal to the difference between mass entering and leaving the 
gas cooler. 
outin mmm &&& −=  ( 2.58 ) 
Applying the unsteady state form of the conservation of mass, refrigerant energy, and wall energy to the 
single region of the gas cooler, and arranging in matrix form results in Equation 2.59. 
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2.5.4.6 Equivalence 
By applying the assumptions regarding operating condition, the time derivative terms in the above 
equations can be expanded in terms of other variables. This allows some freedom in choosing the dynamic state 
variables. The results of this approach can be shown to be equivalent to the results of the PDE approach by selecting 
the same state variables for the energy approach as those given by the PDE approach. 
Defining the total internal energy in terms of the total refrigerant mass and an average specific internal 
energy ccc umU = , the time derivative of this term can be expanded as in Equation 2.60.  Defining the refrigerant 
mass in terms of an average density, cρ , and the internal volume, totalcsc LAV = , yields Equation 2.61. Since 
density and internal energy can be given as functions of pressure, cP , and enthalpy, ch , the time derivative of these 
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variables can be written in terms of the desired state (Equation 2.62). Simplifying this expression and substituting 
the formal definition of enthalpy Pvuh +=  or ρPuh += , and its partial derivatives of ρ
1−=∂
∂
hP
u
 and 
⎟⎠
⎞⎜⎝
⎛
∂
∂+=∂
∂
PP h
P
h
u ρ
ρ 21  results in Equations 2.63 and 2.64 respectively.  Likewise expanding the time derivative 
of total mass inventory results in Equations 2.65 and 2.66.  Finally, defining the total wall energy as the product of 
thermal capacitance and temperature ( ) wwpw TVCE ρ= , the time derivative of this term can be written as in 
Equation 2.67. Comparing Equations 2.64, 2.66, and 2.67 to Equation 2.55 reveals that they are equivalent. 
ccccc umumU &&& +=  ( 2.60 ) 
( ) totalcsccccc LAuuU &&& ρρ +=  ( 2.61 ) 
totalcscc
Pc
c
c
hc
c
cc
Pc
c
c
hc
c
c LAhh
uP
P
uuh
h
P
P
U
cccc ⎥
⎥
⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂= ρρρ &&&&& ( 2.62 ) 
ctotalcsc
Pc
c
c
Pc
c
ctotalcsc
hc
c
c
hc
c
c hLAh
uu
h
PLA
P
uu
P
U
cccc
&&&
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂= ρρρρ ( 2.63 ) 
ctotalcscc
Pc
c
ctotalcsc
hc
c
c hLAhh
PLAh
P
U
cc
&&&
⎥⎥⎦
⎤
⎢⎢⎣
⎡ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎥⎥⎦
⎤
⎢⎢⎣
⎡ −⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂= ρρρ 1  ( 2.64 ) 
totalcscc LAm ρ&& =  ( 2.65 ) 
totalcsc
Pc
c
c
hc
c
c LAhh
P
P
m
cc ⎥
⎥
⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂= &&& ρρ  ( 2.66 ) 
( ) wwpw TVCE && ρ=  ( 2.67 ) 
2.5.4.7 Alternative State Representations 
An alternative state representation can be derived by simply expanding the time derivative of ccc umU =  
in terms of pressure, cP , and density, cρ  (Equations 2.68 – 2.71). This results in what will be referred to as the 
second representation, and will be denoted with the prime notation (i.e. ( ) ( )uxfxuxZ ′′′=′⋅′′′ ,, & ).  When the 
resulting equations are arranged in matrix form, the resulting model is of the same form as Equation 2.55, but with 
alternative state variables of [ ]Twc TmPx =′ . The resulting model is given in Equation 2.72 where the 
elements of the ( )uxZ ′′′ ,  matrix are given in Table 2.3. 
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Table 2.3 Matrix Elements of ( )uxZ ′′′ ,  for the Gas Cooler 
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A useful result that stems from the equivalence of the various representations is that the matrix ( )uxZ ′′′ ,  
can be calculated directly from the elements of ( )uxZ , . By observing that ( ) ( )uxfuxf ′′′= ,, , and thus 
( ) ( ) xuxZxuxZ ′⋅′′′=⋅ && ,, , algebraic manipulation results in the relationships in Equations 2.73 – 2.75 for 
defining the elements of ( )uxZ ′′′ , . Evaluation of these elements in terms of their thermodynamic functions 
confirms these relationships. 
22
21122211
11 z
zzzzz −=′  ( 2.73 ) 
22
12
12 z
zz =′  ( 2.74 ) 
3333 zz =′  ( 2.75 ) 
Finally, the original derivation result of the energy approach is defined as the third representation, and 
denoted with the double prime notation (i.e. ( ) ( )uxfxuxZ ′′′′′′=′′⋅′′′′′′ ,, & ).  This model is also of the same form 
as Equation 2.55, but with alternative state variables of [ ]Twcc EmUx =′′ . The resulting model is given in 
Equation 2.76 where the ( )uxZ ′′′′′′ ,  matrix is defined simply as ( ) 33, xIuxZ =′′′′′′ . 
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2.5.4.8 Summary 
The gas cooler is the simplest case for all the possible heat exchangers.  However, the general methods 
presented here can be extended to each of the other types of heat exchangers.  More importantly, the equivalence of 
model representations independent of modeling approach or choice of dynamic state variables extends to all other 
heat exchangers as well.  Furthermore, the advantages of the energy approach become more apparent and more 
important when applied to the heat exchangers with phase changes.  Specifically, the simplicity of the approach and 
the ability to choose the state variables becomes of great interest when evaluating possibilities for model reduction.  
2.6 Component Models 
This section provides the detailed derivation for the basic components of a vapor compression cycle.  This 
includes compressors, expansion valves, and a heat exchangers under various conditions. 
2.6.1 Compressor 
2.6.1.1 Nonlinear Model 
Two algebraic relationships are used to model the compressor.  Mass flow rate is calculated in Equation 
2.77 where ( )inkinkk hP ,, ,ρρ = , and a volumetric efficiency, volη , is assumed. Additionally, compression is 
assumed to be an adiabatic process with an isentropic efficiency, and therefore the relationship between the entrance 
and exit enthalpies is given in Equation 2.78, where ( )koutisentropicout sPhh ,, =  and ( )inink hPss ,= .  For 
implementation, this is rearranged to give Equation 2.79.  Both the volumetric and isentropic efficiencies are 
assumed to change with operating condition, and are given by semi-empirical maps (Equations 2.80 and 2.81). For 
simulation purposes, the change of compressor speed is rate limited to reflect the limitations of a real compressor. 
volkkkk Vm ηρω=&  ( 2.77 ) 
k
inout
inisentropicout
hh
hh η=−
−,  ( 2.78 ) 
( )[ ]11 , −+= kinisentropicout
k
out hhh ηη  ( 2.79 ) 
( )kratiovol Pf ωη ,1=  ( 2.80 ) 
( )kratiok Pf ωη ,2=  ( 2.81 ) 
2.6.1.2 Linearized Model 
The nonlinear equations are linearized assuming inputs and outputs defined by Equations 2.82 and 2.83.  
Thus ( )ufy = .  A local linearization is given as uDy δδ = , where D  is defined in Equation 2.84, and the 
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matrix elements are listed in Table 2.4, where the gradients of the semi-empirical map are denoted as 
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Table 2.4 Matrix Elements for Equation 2.84 
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2.6.2 Orifice Expansion Valve 
2.6.2.1 Nonlinear Model 
Two algebraic relationships are used to model the orifice valve.  Mass flow rate is calculated assuming 
standard orifice flow (Equation 2.85), and using a semi-empirical map for the discharge coefficient (Equation 2.86). 
The discharge coefficient is assumed to be a function simply of pressure differential, ( )outin PPP −=Δ .  
Additionally, expansion is assumed to be an isenthalpic process (Equation 2.87).  
( )outindv PPCm −= ρ&  ( 2.85 ) 
( )PfCd Δ=  ( 2.86 ) 
outvinv hh ,, =  ( 2.87 ) 
2.6.2.2 Linearized Model 
The nonlinear equations are linearized assuming inputs and outputs defined by Equations 2.88 and 2.89.  
Thus ( )ufy = .  A local linearization is given as uDy δδ = , where D  is defined in Equation 2.90, and the 
matrix elements are listed in Table 2.5, where the slope of the semi-empirical map is denoted as 
P
Cd
Δ∂
∂
. The fluid 
exiting the expansion valve is assumed to be a two-phase mixture. 
[ ]Tinoutin hPPu =  ( 2.88 ) 
[ ]Toutoutv Thmy &=  ( 2.89 ) 
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Table 2.5 Matrix Elements for Equation 2.90 
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2.6.3 Automatic Expansion Valve 
2.6.3.1 Nonlinear Model 
Two algebraic relationships are used to model the automatic expansion valve (AEV).  Mass flow rate is 
calculated assuming standard orifice flow (Equation 2.91), and using a semi-empirical map for the discharge 
coefficient (Equation 2.92). The discharge coefficient is assumed to be a function of inlet pressure, inP , and 
pressure differential, ( )outin PPP −=Δ .  Additionally, expansion is assumed to be an isenthalpic process 
(Equation 2.93). 
( )outindv PPCm −= ρ&  ( 2.91 ) 
( )PPfC ind Δ,=  ( 2.92 ) 
outvinv hh ,, =  ( 2.93 ) 
2.6.3.2 Linearized Model 
The nonlinear equations are linearized assuming inputs and outputs defined by Equations 2.94 and 2.95.  
Thus ( )ufy = .  A local linearization is given as uDy δδ = , where D  is defined in Equation 2.96, and the 
matrix elements are listed in Table 2.6, where the gradient of the semi-empirical map is denoted as 
in
d
P
C
∂
∂
 and 
P
Cd
Δ∂
∂
. The fluid exiting the expansion valve is assumed to be a two-phase mixture. 
[ ]Tinoutin hPPu =  ( 2.94 ) 
[ ]Toutoutv Thmy &=  ( 2.95 ) 
  30
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
==∂
∂
00
00
32
23
131211
d
d
ddd
D
u
f
 ( 2.96 ) 
Table 2.6 Matrix Elements for Equation 2.96 
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2.6.4 Thermal Expansion Valve 
2.6.4.1 Nonlinear Model 
This component is assumed to have a simple first order dynamic that is associated with the mechanical 
feedback mechanism.  The sensing bulb pressure, bulbP , is assumed to respond with a first order time constant, τ , 
with respect to changes in the outlet temperature at the evaporator.  This first order dynamic is due to the heat 
transfer through the pipe and sensing bulb ( )[ ]bulberosatbulb PTPP −= τ1& , and the time constant is selected by the 
user. Mass flow rate is calculated using Equation 2.97, where the discharge coefficient, dC , is given by a semi-
empirical map (Equation 2.98), which is a function of the pressure differential, ( )outin PPP −=Δ , and the area of 
the valve opening, vA , which is a function of the bulb pressure, bulbP , the evaporator pressure, evapP , and the TEV 
setting, θ .  Additionally, expansion is assumed to be an isenthalpic process (Equation 2.100).  
( )outindvv PPCAm −= ρ&  ( 2.97 ) 
( )PfCd Δ1=  ( 2.98 )  ( )θ,,2 evapbulbv PPfA =  ( 2.99 ) 
outvinv hh ,, =  ( 2.100 ) 
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Figure 2.9 TEV Operation (from [1]) Figure 2.10 TEV Valve (from [59]) 
The area of the valve opening of a thermostatic expansion valve is governed by a force balance which 
operates on a diaphragm within the valve, springevapbulb FFF += , where individual forces are given 
as dbulbbulb APF = , deevap APF = , and δss kF = .  Solving for the spring displacement gives 
( )
s
d
ebulb k
A
PP −=δ .  The diameter of the opening is given as a function of the spring displacement and the tip 
angle ( ) ⎟⎟⎠
⎞⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛−=
2
tan2 0
αδδid , where the initial spring displacement is assumed to be a linear function of the 
TEV adjustment screw position θδ 100 aa += . The area of the valve opening is then given as 
( )22
4 iov
ddA −= π . Thus ( )[ ]23210 ebulbv PPbbbbA −+++= θ . 
2.6.4.2 Linearized Model 
The nonlinear equations are linearized assuming states, inputs, and outputs defined by Equations 2.101, 
2.102, and 2.103.  A local linearization is given as 
uDxCy
uBxAx
δδδ
δδδ
+=
+=&
, where DCBA ,,,  are defined in 
Equations 2.104-2.107, and the matrix elements are listed in Table 2.7, where the gradients of the semi-empirical 
maps are denoted as 
bulb
v
P
A
∂
∂
, 
out
v
P
A
∂
∂
 and 
P
Cd
Δ∂
∂
. The fluid exiting the expansion valve is assumed to be a two-phase 
mixture. 
[ ]TbulbPx =  ( 2.101 ) 
[ ]Tinoutinero hPPTu =  ( 2.102 ) 
[ ]Toutoutv Thmy &=  ( 2.103 ) 
[ ]11aA =  ( 2.104 )  
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[ ]00011bB =  ( 2.105 ) 
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Table 2.7 Matrix Elements for Equations 2.104-2.107  
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2.6.5 Electronic Expansion Valve 
2.6.5.1 Nonlinear Model 
Two algebraic relationships are used to model the electronic expansion valve (EEV).  Mass flow rate is 
calculated assuming standard orifice flow (Equation 2.108), and using a semi-empirical map for the discharge 
coefficient (Equation 2.109). The discharge coefficient is assumed to be a function of valve input, vu , and pressure 
differential, ( )outin PPP −=Δ .  Additionally, expansion is assumed to be an isenthalpic process (Equation 2.110). 
For simulation purposes, the change in electronic input is rate limited to reflect the limitations of a real expansion 
valve. 
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( )outindv PPCm −= ρ&  ( 2.108 ) 
( )PufC vd Δ,1=  ( 2.109 ) 
outvinv hh ,, =  ( 2.110 ) 
2.6.5.2 Linearized Model 
The nonlinear equations are linearized assuming inputs and outputs defined by Equations 2.111 and 2.112.  
Thus ( )ufy = .  A local linearization is given as uDy δδ = , where D  is defined in Equation 2.113, and the 
matrix elements are listed in Table 2.8, where the gradients of the semi-empirical map are denoted as 
v
d
u
C
∂
∂
 and 
P
Cd
Δ∂
∂
. The fluid exiting the expansion valve is assumed to be a two-phase mixture. 
[ ]Tinoutinv hPPuu =  ( 2.111 ) 
[ ]Toutoutv Thmy &=  ( 2.112 ) 
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Table 2.8 Matrix Elements for Equation 2.113  
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2.6.6 Single Phase Heat Exchanger 
A single phase heat exchanger, such as the gas cooler found in a transcritical vapor compression cycle, is 
modeled with one regions.  There is no moving interface boundary and thus this is a purely lumped parameter 
model. The governing ordinary differential equations (ODEs) are obtained by integrating the governing partial 
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differential equations (PDEs) (Eqs. 2.114-2.116) along the length of the assumed heat exchanger and assuming 
lumped parameters. 
( ) ( ) 0=∂
∂+∂
∂
z
m
t
Acs &ρ  ( 2.114 ) 
( ) ( ) ( )rwiicscs TTpz
hm
t
PAhA −=∂
∂+∂
−∂ αρ &  ( 2.115 ) 
( ) ( ) ( ) ( )waoowriiwwp TTpTTptTAC −+−=∂∂ ααρ  ( 2.116 ) 
Single Phase
LTotal
ininhm& )(thm outout&P(t)
Twall(t)
 
Figure 2.11 Diagram: Evaporator with two fluid regions 
2.6.6.1 Nonlinear Model 
Several assumptions are made regarding the lumped parameters. For heat transfer a weighted average of the 
air temperature across the evaporator is assumed ( ) ( )μμ −+= 1,, outainaa TTT .  In the single-phase region, 
average properties are assumed, i.e.
2
outin
c
hh
h
+= , ( )ccr hPTT ,= , and ( )ccc hP ,ρρ = .  
The governing equations for the conservation of refrigerant mass, refrigerant energy, and heat exchanger 
wall energy are given as follows: 
2.6.6.1.1 Conservation of Refrigerant Mass 
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2.6.6.1.2 Conservation of Refrigerant Energy 
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2.6.6.1.3 Conservation of Tube Wall Energy 
( ) ( ) ( ) ( )waoowriiwwp TTATTAt
T
VC −+−=∂
∂ ααρ  ( 2.119 ) 
2.6.6.1.4 Algebraic Combination and Simplification  
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Combining the final results of the integrated PDEs into a matrix form results in Equation 2.120, which is of 
the ( ) ( )uxfxuxZ ,, =⋅ &  form, with states [ ]Twc ThPx = , and where the elements of the ( )uxZ ,  matrix 
are given in Table 2.9. 
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Table 2.9 Matrix Elements of ( )uxZ ,  for the Single Phase Heat Exchanger 
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2.6.6.2 Linearized Model 
Recall that the single phase heat exchanger could be modeled as ( ) ( )uxfxuxZ ,, =  with states given as 
Equation 2.123 and where the function ( )uxf ,  is defined in Equation 2.121. The model outputs are given as 
nonlinear functions of the states and inputs, ( )uxgy ,= . Let the inputs and outputs be defined by Equations 2.124 
and 2.125.   
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[ ]Twcc ThPx =  ( 2.123 ) 
[ ]Tainainoutin mThmmu &&& ,=  ( 2.124 ) 
[ ]Tcoutroutawoutc mTTThPy ,,=  ( 2.125 ) 
The energy balance for the air given a heat exchanger with n  regions is given in Equation 2.126.  Solving 
for aT  and assuming two regions results in Equation 2.127. 
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For the linearization, the partial derivatives of the average air temperature are required.  First recall that the 
air-side heat transfer coefficient is a function of mass flow rate of air.  Specifically, we assume that the heat transfer 
coefficient scales with Reynold’s number (where the prime denotes initial values) as given in Equation 2.128.  Thus 
the partial derivative of heat transfer coefficient with respect to mass flow rate of air can be written as Equation 
2.129.  The partial derivatives of air temperature are then given in Equations 2.130 – 2.132. 
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The following partial derivatives are also used: ⎟⎟⎠
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The partial derivatives of the functions ( )uxf ,  and ( )uxg ,  with respect to the states and inputs are 
defined in Equations 2.133 – 2.136, with the matrix elements listed in Table 2.10. 
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Table 2.10 Matrix Elements of Equations 2.133 – 2.136 
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2.6.7 Evaporator 
The evaporator is modeled with two regions: a two-phase region, and a superheat region.  The moving 
interface boundary between these regions is allowed to be a dynamic variable. The governing ordinary differential 
equations (ODEs) are obtained by integrating the governing partial differential equations (PDEs) (Eqs. 2.114-2.116) 
along the length of the assumed heat exchanger and assuming lumped parameters associated with each fluid region. 
Two-Phase Superheat
L1(t) L2(t)
LTotal
)(thm outout&
ininhm&
xin > 0
P(t)
Twall,1(t) Twall,2(t)
x = 1
 
Figure 2.12 Diagram: Evaporator with two fluid regions 
2.6.7.1 Nonlinear Model 
Several assumptions are made regarding the lumped parameters. For heat transfer a weighted average of the 
air temperature across the evaporator is assumed ( ) ( )μμ −+= 1,, outainaa TTT .  In the first region, the fluid 
properties are determined by assuming a mean void fraction.  Thus ( ) ( )γργρρ gf +−= 11 , and so forth.  In 
the second region, average properties are assumed, i.e.
22
outg hhh
+= , ( )22 ,hPTT er = , and ( )22 ,hPeρρ = . 
For this derivation, the time derivative of the mean void fraction is neglected.  This assumption is valid not only 
because the change in mean void fraction tends to be small during transients considered, but also because its time 
dependence is related to dynamic modes that are much faster than the dominant system dynamics.  Thus any mean 
void fraction dynamics can be replaced with their instantaneous, algebraic equivalents. 
The governing equations for the conservation of refrigerant mass, refrigerant energy, and heat exchanger 
wall energy are given as follows: 
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2.6.7.1.1 Conservation of Refrigerant Mass (Two-Phase and Superheat Regions) 
( ) ( ) ( )( ) int11 11 mmLAPLAdPddPd incsgfecsegef &&&& −=−−+⎟⎟⎠
⎞
⎜⎜⎝
⎛ +− γρργργρ  ( 2.137 ) 
( ) outg
out
P
e
e
g
Phe
mmLA
hAL
h
PAL
dP
dh
hP
ee
&&&
&&
−=−+
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
int12
2
2
2
2
2
22
2
1
2
1
2
ρρ
ρρρ
 ( 2.138 ) 
2.6.7.1.2 Conservation of Refrigerant Energy (Two-Phase and Superheat Regions) 
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2.6.7.1.3 Conservation of Wall Energy (Two-Phase and Superheat Regions) 
( ) ( ) ( )11111 waoowriiwwp TTATTATVC −+−= ααρ &  ( 2.141 ) 
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2.6.7.1.4 Algebraic Combination and Simplification 
The resulting six differential equations for conservation of refrigerant mass, refrigerant energy, and wall 
energy for the two-phase and superheat regions only contain five explicit time derivatives: 1L& , eP& , outh& , 1wT& , and 
2wT& .  The equations can be combined to eliminate the variable intm& . This results in Equation 2.143, which is of the 
( ) ( )uxfxuxZ ,, =⋅ &  form, with states [ ]Twwoute TThPLx 211= , and where the elements of the 
( )uxZ ,  matrix are given in Table 2.11. 
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Table 2.11 Matrix Elements of ( )uxZ ,  for the Evaporator 
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2.6.7.2 Linearized Model 
Recall that the evaporator could be modeled as ( ) ( )uxfxuxZ ,, =  with states given as Equation 2.146 
and where the function ( )uxf ,  is defined in Equation 2.144. The model outputs are given as nonlinear functions of 
the states and inputs, ( )uxgy ,= . Let the inputs and outputs be defined by Equations 2.147 and 2.148.   
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[ ]Twwoute TThPLx 211=  ( 2.146 ) 
[ ]Tainainoutin mThmmu &&& ,=  ( 2.147 ) 
[ ]Teshroutroutawwoute mTTTTThPLy ,,,211=  ( 2.148 ) 
The energy balance for the air given a heat exchanger with n  regions is given in Equation 2.149.  Solving 
for aT  and assuming two regions results in Equation 2.150. 
( ) ( )⎥⎦
⎤⎢⎣
⎡ −=− ∑
=
n
i
iwa
Total
i
oooutainaairpair TTL
L
ATTCm
1
,,,, α&  ( 2.149 ) 
1
1
1
1
1
,
2,21,1
,
,
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛
−
⎥⎦
⎤⎢⎣
⎡ ++⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞⎜⎜⎝
⎛
−
+
=
oo
airpair
Total
w
Total
w
ina
oo
airpair
a
A
Cm
L
TL
L
TL
T
A
Cm
T
αμ
αμ
μ
&
&
 ( 2.150 ) 
For the linearization, the partial derivatives of the average air temperature are required.  First recall that the 
air-side heat transfer coefficient is a function of mass flow rate of air.  Specifically, we assume that the heat transfer 
coefficient scales with Reynold’s number (where the prime denotes initial values) as given in Equation 2.151.  Thus 
the partial derivative of heat transfer coefficient with respect to mass flow rate of air can be written as Equation 
2.152.  The partial derivatives of air temperature are then given in Equations 2.153 – 2.157. 
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The following partial derivatives are also used: ⎟⎟⎠
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The partial derivatives of the functions ( )uxf ,  and ( )uxg ,  with respect to the states and inputs are 
defined in Equations 2.158 – 2.161, with the matrix elements listed in Table 2.12. 
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Table 2.12 Matrix Elements of Equations 2.158 – 2.161 
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2.6.8 Condenser 
The condenser is modeled with three regions: a superheat region, a two-phase region, and a subcool region.  
The moving interface boundaries between these regions are allowed to be dynamic variables. As with the 
evaporator, the governing ordinary differential equations (ODEs) are obtained by integrating the governing partial 
differential equations (PDEs) (Eqs. 2.114-2.116) along the length of the assumed heat exchanger and assuming 
lumped parameters associated with each fluid region.  
Two-PhaseSuperheat
)(thm outout&ininhm& P(t)
Twall,2(t) Twall,3(t)
x = 1
Subcool
Twall,1(t)
x = 0
L2(t) L3(t)
LTotal
L1(t)
 
Figure 2.13 Diagram: Condenser with three fluid regions 
2.6.8.1 Nonlinear Model 
Several assumptions are made regarding the lumped parameters. For heat transfer a weighted average of the 
air temperature across the evaporator is assumed ( ) ( )μμ −+= 1,, outainaa TTT .  In the second region, the fluid 
properties are determined by assuming a mean void fraction. Thus ( ) ( )γργρρ gf +−= 12 , and so forth.  In 
the first and third regions, average properties are assumed, i.e. 
21
gin hhh
+=  and 
23
fout hhh
+= , such that 
( )11 ,hPTT cr = , ( )33 ,hPcρρ = , etc. Again, the time derivative of the mean void fraction is neglected.   
The governing equations for the conservation of refrigerant mass, refrigerant energy, and heat exchanger 
wall energy are given as follows: 
2.6.8.1.1 Conservation of Refrigerant Mass (Superheat, Two-phase, and Subcool Regions) 
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2.6.8.1.2 Conservation of Refrigerant Energy (Superheat, Two-phase, and Subcool Regions) 
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2.6.8.1.3 Conservation of Wall Energy (Superheat, Two-phase, and Subcool Regions) 
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2.6.8.1.4 Algebraic Combination and Simplification 
The resulting nine differential equations for conservation of refrigerant mass, refrigerant energy, and wall 
energy for the two-phase and superheat regions only contain seven explicit time derivatives.  The equations can be 
combined to eliminate the variables 1int,m&  and 2int,m& . This results in Equation 2.171, which is of the 
( ) ( )uxfxuxZ ,, =⋅ &  form, with states [ ]Twwwoutc TTThPLLx 32121       = , and where the elements 
of the ( )uxZ ,  matrix are given in Table 2.13. 
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Table 2.13 Matrix Elements of ( )uxZ ,  for the Condenser 
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2.6.8.2 Linearized Model 
Recall that the condenser could be modeled as ( ) ( )uxfxuxZ ,, =  with states given as Equation 2.174 
and where the function ( )uxf ,  is defined in Equation 2.172. The model outputs are given as nonlinear functions of 
the states and inputs, ( )uxgy ,= . Let the inputs and outputs be defined by Equations 2.175 and 2.176.   
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[ ]Twwwoutc TTThPLLx 32121       =  ( 2.174 ) 
[ ]Tainainoutin mThmmu &&& ,=  ( 2.175 ) 
[ ]Tcscrshroutroutawwwoutc mTTTTTTThPLLy ,,,,32121=  ( 2.176 ) 
 
The energy balance for the air given a heat exchanger with n  regions is given in Equation 2.177.  Solving 
for aT  and assuming three regions results in Equation 2.178. 
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For the linearization, the partial derivatives of the average air temperature are required.  First recall that the 
air-side heat transfer coefficient is a function of mass flow rate of air.  Specifically, we assume that the heat transfer 
coefficient scales with Reynold’s number (where the prime denotes initial values) as given in Equation 2.179.  Thus 
the partial derivative of heat transfer coefficient with respect to mass flow rate of air can be written as Equation 
2.180.  The partial derivatives of air temperature are then given in Equations 2.181 – 2.187. 
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The following partial derivatives are also used: ⎟⎟⎠
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The partial derivatives of the functions ( )uxf ,  and ( )uxg ,  with respect to the states and inputs are 
defined in Equations 2.188 – 2.191, with the matrix elements listed in Table 2.14. 
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Table 2.14 Matrix Elements of Equations 2.188 – 2.191 
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2.6.9 Evaporator with Receiver 
The evaporator is modeled with a single two-phase region. The outlet from the evaporator is assumed to be 
near the saturated vapor condition.  The mean void fraction is used to take into account deviations from the saturated 
vapor condition.  The outlet fluid from the receiver is saturated vapor. The governing ordinary differential equations 
(ODEs) are obtained by integrating the governing partial differential equations (PDEs) (Eqs. 2.144-2.116) along the 
length of the assumed heat exchanger and assuming lumped parameters associated with each fluid region.  
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Figure 2.14 Diagram: Evaporator with one fluid region and receiver 
2.6.9.1 Nonlinear Model 
Several assumptions are made regarding the lumped parameters. For heat transfer a weighted average of the 
air temperature across the evaporator is assumed ( ) ( )μμ −+= 1,, outainaa TTT .  In the two-phase region, the fluid 
properties are determined by assuming a mean void fraction. Thus ( ) ( )γργρρ gf +−= 11 , and so forth.  For 
this derivation, the time derivative of the mean void fraction is not neglected, because this variable captures the 
dynamic information regarding the evaporator outlet quality.  For this application we will assume a “Slip-Ratio” 
void fraction correlation, ( ) Sxx
x
μγ −+= 1 , where Sf
g
S ⎟⎟⎠
⎞
⎜⎜⎝
⎛= ρ
ρμ .  Mean void fraction is calculated using by 
integrating the expression: ( ) ( )
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inxxx −= intΔ . If the fluid exiting the evaporator is saturated vapor, then 1int =x , and inxx −=Δ 1 .  For small 
deviations around this condition, the mean void fraction expression can be approximated using the expression given 
in Equation 2.192. Thus, solving for the evaporator outlet quality yields Equation 2.193. 
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The governing equations for the conservation of refrigerant mass, refrigerant energy, and heat exchanger 
wall energy are given as follows: 
2.6.9.1.1 Conservation of Refrigerant Mass (Two-phase Region) 
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2.6.9.1.2 Conservation of Refrigerant Energy (Two-phase Region) 
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2.6.9.1.3 Conservation of Wall Energy (Two-phase Region) 
( ) ( ) ( )waoowriiwwp TTATTATVC −+−= ααρ &  ( 2.196 ) 
2.6.9.1.4 Conservation of Mass (Receiver) 
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2.6.9.1.5 Conservation of Energy (Receiver) 
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2.6.9.1.6 Algebraic Combination and Simplification 
The resulting five differential equations for conservation of refrigerant mass, refrigerant energy, and wall 
energy for the two-phase and superheat regions only contain four explicit time derivatives: eP& , recm& , γ& , and wT& .  
The equations can be combined to eliminate the variable intm& . This results in Equation 2.199, which is of the 
( ) ( )uxfxuxZ ,, =⋅ &  form, with states [ ]Twrece TmPx γ= , and where the elements of the ( )uxZ ,  
matrix are given in Table 2.15. 
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Table 2.15 Matrix Elements of ( )uxZ ,  for the Evaporator 
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2.6.9.2 Linearized Model 
Recall that the evaporator could be modeled as ( ) ( )uxfxuxZ ,, =  with states given as Equation 2.202 
and where the function ( )uxf ,  is defined in Equation 2.200. The model outputs are given as nonlinear functions of 
the states and inputs, ( )uxgy ,= . Let the inputs and outputs be defined by Equations 2.203 and 2.204.   
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 ( 2.201 ) 
[ ]Twrece TmPx γ=  ( 2.202 ) 
[ ]Tainainoutin mThmmu &&& ,=  ( 2.203 ) 
[ ]Treceoutawoute mmTThxPy ,int=  ( 2.204 ) 
The energy balance for the air given a heat exchanger with n  regions is given in Equation 2.205.  Solving 
for aT  and assuming a single region results in Equation 2.206. 
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For the linearization, the partial derivatives of the average air temperature are required.  First recall that the 
air-side heat transfer coefficient is a function of mass flow rate of air.  Specifically, we assume that the heat transfer 
coefficient scales with Reynold’s number (where the prime denotes initial values) as given in Equation 2.207.  Thus 
the partial derivative of heat transfer coefficient with respect to mass flow rate of air can be written as Equation 
2.208.  The partial derivatives of air temperature are then given in Equations 2.209 – 2.211. 
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The following partial derivatives are also used: ( )
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1
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( )[ ]SinS xc μμ −+= 1ln , and ( ) 11 −−= γμSd . 
The partial derivatives of the functions ( )uxf ,  and ( )uxg ,  with respect to the states and inputs are 
defined in Equations 2.212 – 2.215, with the matrix elements listed in Table 2.16. 
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Table 2.16 Matrix Elements of Equations 2.212-2.215 
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2.6.10 Condenser with Receiver 
The condenser portion of the condenser with receiver model consists of two fluid regions:  superheat and 
two-phase.  The outlet from the condenser is assumed to be near the saturated liquid condition.  The mean void 
fraction is used to take into account deviations from the saturated liquid condition.  The outlet fluid from the 
receiver is saturated liquid. The governing ordinary differential equations (ODEs) are obtained by integrating the 
governing partial differential equations (PDEs) (Eqs. 2.114-2.116) along the length of the assumed heat exchanger 
and assuming lumped parameters associated with each fluid region.  
Two-PhaseSuperheat
L1(t) L2(t)
LTotal
ininhm&
)(2int2int thm&
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P(t)
Twall,1(t) Twall,2(t)
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ff hm
gg hm
 
Figure 2.15 Diagram: Condenser with two fluid regions and receiver 
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2.6.10.1 Nonlinear Model 
The condenser with receiver model uses many of the same assumptions presented in the evaporator model 
derivation.  For heat transfer a weighted average of the air temperature across the evaporator is assumed 
( ) ( )μμ −+= 1,, outainaa TTT .  In the two-phase region, the fluid properties are determined by assuming a mean 
void fraction. Thus ( ) ( )γργρρ gf +−= 11 , and so forth. Average properties are assumed in the superheat 
region.  For this derivation, the time derivative of the mean void fraction is not neglected, because this variable 
captures the dynamic information regarding the evaporator outlet quality.  For this application we will assume a 
“Slip-Ratio” void fraction correlation, ( ) Sxx
x
μγ −+= 1 , where Sf
g
S ⎟⎟⎠
⎞
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ρμ .  Mean void fraction is 
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2 , where 1int2int xxx −=Δ . For 
the condenser, the fluid entering the two-phase region is assumed to be saturated vapor, 11int =x . If the fluid 
exiting the condenser is saturated liquid, then 02int =x , and 1−=Δx .  For small deviations around this condition, 
the mean void fraction expression can be approximated as Equation 2.216. Thus, solving for the evaporator outlet 
quality yields Equation 2.217, where 
S
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The governing equations for the conservation of refrigerant mass, refrigerant energy, and heat exchanger 
wall energy are given as follows: 
2.6.10.1.1 Conservation of Refrigerant Mass (Superheat and Two-phase Regions) 
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2.6.10.1.2 Conservation of Refrigerant Energy (Superheat and Two-phase Regions) 
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2.6.10.1.3 Conservation of Wall Energy (Superheat and Two-phase Regions) 
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2.6.10.1.4 Conservation of Mass (Receiver) 
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2.6.10.1.5 Conservation of Energy (Receiver) 
( )ambrecrecforec
fg
ffgg
cf
c
f
g
c
g
fg
ffgg
c
f
f
c
g
gff
c
f
gg
c
g
TTUAhmhmm
uu
PV
dP
d
V
dP
duu
dP
du
m
dP
du
muV
dP
d
uV
dP
d
−−−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−−+++
&&&
&
2int2intρρ
ρρ
ρρ
ρρ
ρρρρ
 ( 2.225 ) 
2.6.10.1.6 Algebraic Combination and Simplification 
These eight differential equations are combined to eliminate the variables 1intm&  and 2intm& .  This 
combinations results in a model with six states:  1L , cP , γ , recm , 1wT , and 2wT .  The resulting model is given in 
Equation 2.226 and is of the form ( ) ( )uxfxuxZ ,, =⋅ & , with the elements of the Z matrix given in Table 2.17.   
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Table 2.17 Matrix Elements of ( )uxZ ,  for the Condenser with Receiver 
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2.6.10.2 Linearized Model 
Recall that the condenser could be modeled as ( ) ( )uxfxuxZ ,, =  with states given as Equation 2.229 
and where the function ( )uxf ,  is defined in Equation 2.200. The model outputs are given as nonlinear functions of 
the states and inputs, ( )uxgy ,= . Let the inputs and outputs be defined by Equations 2.230 and 2.231. 
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[ ]Twwrec TTmPLx 211 γ=  ( 2.229 ) 
[ ]Taaiioi mThmmu &&&=  ( 2.230 ) 
[ ]Treccshroawwoutc mmTTTThxPLy ,,212int1=  ( 2.231 ) 
The energy balance for the air given a heat exchanger with n  regions is given in Equation 2.232.  Solving 
for aT  and assuming two regions results in Equation 2.233. 
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 ( 2.233 ) 
For the linearization, the partial derivatives of the average air temperature are required.  First recall that the 
air-side heat transfer coefficient is a function of mass flow rate of air.  Specifically, we assume that the heat transfer 
coefficient scales with Reynold’s number (where the prime denotes initial values) as given in Equation 2.234.  Thus 
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the partial derivative of heat transfer coefficient with respect to mass flow rate of air can be written as Equation 
2.235.  The partial derivatives of air temperature are then given in Equations 2.236 – 2.240. 
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The following partial derivatives are also used: ⎟⎟⎠
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The partial derivatives of the functions ( )uxf ,  and ( )uxg ,  with respect to the states and inputs are 
defined in Equations 2.241 – 2.244, with the matrix elements listed in Table 2.18. 
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Table 2.18 The elements of Equations 2.241 through 2.244. 
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2.6.11 Internal Heat Exchanger 
The internal heat exchanger is assumed to be a single-phase, counterflow heat exchanger. This component 
is also modeled using a lumped parameter approach.  However, because the mode of heat transfer is significantly 
simpler, this component uses lumped capacitance assumptions to simplify the derivation.  This results in a 3rd order 
model. 
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( )thm outcc ,&
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Hot Fluid
Tc,ave(t)
Th,ave(t)
 
Figure 2.16 Diagram: Internal Counterflow Heat Exchanger 
2.6.11.1 Nonlinear Model 
The three differential equations are formed by using the unsteady state form of the conservation of energy 
equation for the hot fluid (Equation 2.245), the cold fluid (Equation 2.246), and the heat exchanger wall (Equation 
2.247).  Average fluid temperatures are assumed and defined as 
2
,,
,
outhinh
aveh
TT
T
+=  and 
2
,,
,
outcinc
avec
TT
T
+= .  
Uniform refrigerant pressure is assumed for each side of the heat exchanger, and the inlet and outlet temperatures 
and enthalpies are then related in terms of the thermodynamic equation of state: ( )inhhinh hPTT ,, ,= , 
( )inccinc hPTT ,, ,= , ( )outhhouth TPhh ,, ,= , and ( )outccoutc TPhh ,, ,= . 
( ) ( ) ( ) avehhpwallavehhhouthinhh TVCTTAhhm ,,,, && ρα =−−−  ( 2.245 ) ( ) ( ) ( ) aveccpwallavecccoutcincc TVCTTAhhm ,,,, && ρα =−−−  ( 2.246 ) ( ) ( ) ( ) wallwallpwallavehhhwallaveccc TVCTTATTA &ραα =−+− ,,  ( 2.247 ) 
2.6.11.2 Linearized Model 
Recall that the internal heat exchanger was modeled with three differential equations, where 
2
,,
,
outhinh
aveh
TT
T
+=  and 
2
,,
,
outcinc
avec
TT
T
+= .  Thus the outlet temperatures are calculated as 
inhavehouth TTT ,,, 2 −=  and incavecoutc TTT ,,, 2 −= . The states are assumed to be [ ]Twallavecaveh TTTx ,,= . 
To simplify the implicit nature of these equations for linearization, the assumptions are made that 
( )outhinhhpouthinh TTChh ,,,, −≈−  and ( )outcinccpoutcinc TTChh ,,,, −≈− .  This assumption of average specific 
heats will admittedly fail near the critical point.  This problem will be addressed in future models of the heat 
exchanger.  After substitution, the differential equations are given in Equations 2.248 – 2.250. 
( ) ( ) ( ) avehhpwallavehhhavehinhhph TVCTTATTCm ,,,,2 && ρα =−−−  ( 2.248 ) 
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( ) ( ) ( ) aveccpwallavecccavecinccpc TVCTTATTCm ,,,,2 && ρα =−−−  ( 2.249 ) ( ) ( ) ( ) wallwallpwallavehhhwallaveccc TVCTTATTA &ραα =−+− ,,  ( 2.250 ) 
The inputs and outputs are given in Equation 2.252 and 2.253. The partial derivatives of the differential 
equations ( )uxf ,  and output equations ( )uxg ,  with respect to the states and inputs are defined in Equations 
2.254 – 2.257, with the matrix elements listed in Table 2.19. 
[ ]Twallavecaveh TTTx ,,=  ( 2.251 ) 
[ ]Tincinhchch hhPPmmu ,,&&=  ( 2.252 ) 
 [ ]Toutcouthoutcouth TThhy ,,,,=  ( 2.253 ) 
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Table 2.19 Matrix Elements for Equations 2.254 – 2.257 
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Chapter 3. System Simulation 
This chapter describes a set of simulation tools developed for the purposes of model validation, analysis, 
and controller design.  This library was developed for use with MATLAB and its associated simulation program 
Simulink®. At the time of publication of this dissertation, this software was entitled the Thermosys™ Toolbox for 
MATLAB and available to the companies sponsoring this research effort (member companies of the Air Conditioning 
and Refrigeration Center at the University of Illinois at Urbana-Champaign). 
3.1 Software Introduction 
The primary purpose for the development of the Thermosys™ Toolbox was to facilitate this research by 
providing a means for model validation, dynamic analysis, and controller design. Much of the information included 
in this chapter can be found in greater detail in the Thermosys™ User’s Manual [80]. 
The Thermosys™ Toolbox was developed for use in MATLAB.  This software platform offers several 
distinct advantages.  First, the widespread use of this program among industrial and academic institutions as a 
simulation and control design tool increases the applicability of the Thermosys™ Toolbox.  Second, the open 
architecture style of programming allows users to customize, extend, and otherwise modify the tools provided.  
Third, the availability of additional toolboxes such as system identification, GUI creation, dynamic analysis, control 
design, etc. that are available for use with MATLAB can also be used in conjunction with the Thermosys™ Toolbox. 
3.2 Library Structure 
Thermosys™ is a library of models and tools for simulating vapor compression systems. These models are 
created using the visual programming package Simulink®, while making extensive use of the commands and 
capabilities of MATLAB.  These simulation tools can be easily accessed from the Simulink® Library Browser. The 
tools are organized into three directories: auxiliary tools, components, and fluid properties.   
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Figure 3.1 Overview of Thermosys™ Library from the Simulink®  Browser 
3.2.1 Auxiliary Tools 
These blocks are miscellaneous subroutines used repeatedly by the component models.  Blocks are 
included for calculating fluid quality, heat transfer coefficients using the Dittus Boelter Correlation, scaling of heat 
transfer coefficients with Reynold’s number, and calculating mean void fraction based on a slip ratio correlation.  A 
modified memory block (see Simulink® manual) that permits the initial condition to be set externally is also 
included. 
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Figure 3.2 Overview of the Auxiliary Tools in the Thermosys™ Toolbox 
3.2.2 Components 
These blocks include the component models developed in this dissertation.  This includes the evaporator, 
condenser, gas cooler, evaporator with receiver, condenser with receiver, internal heat exchanger, compressor, and 
several types of expansion valves. Both nonlinear and linearized versions of these components are available.  The 
nonlinear models are based on the nonlinear governing equations (Chapter 2), and generally require more 
computational time to simulate.  The linear models use the equations resulting from a local linearization of the 
governing equations (Chapter 2).  These models require less computational time while approximating closely the 
nonlinear models.  Reduced order models are linear models that require fewer dynamic states and can be obtained 
using advanced features of Thermosys™.  These models require the least computational time and yield results 
indistinguishable from the full order linear models. 
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Figure 3.3 Overview of the Components in the Thermosys™ Toolbox 
3.2.3 Fluid Properties 
Fluid properties are calculated using tables, based on predefined interpolation tables. Subroutines for 
iteratively solving empirical equations of state were included in previous releases of Thermosys™, but have been 
eliminated due to their excessively slow computation time.  These are discussed in detail in Section 3.19. 
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Figure 3.4 Overview of Fluid Properties in the Thermosys™ Toolbox 
3.3 Component Models 
Each component model consists of three essential parts: the graphical user interface, the Simulink® block 
diagram, and a component S-function. 
3.3.1 Component GUIs 
By double clicking on any component, an interactive graphical user interface (GUI) is activated which 
allows the user to specify the component’s physical parameters, operating condition, and other necessary 
information. The author developed the initial versions of these GUIs; Joel Jeddolah and Brian Eldredge contributed 
to the development of the most recent versions.  As an example, Figure 3.5 shows the graphical user interface for the 
evaporator model. The different parts of these heat exchanger GUIs consist of the component name, physical 
parameters, operating condition, heat transfer coefficients, recorded outputs, solver convergence error, and save/load 
profile. Additionally, a description is included for the pipe loss blocks, and an expansion device. 
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Figure 3.5 Evaporator GUI 
3.3.1.1 Component Name 
This allows the user to specify the “name” of the component by assigning it a number.  This becomes 
critical for simulation of multi-component systems when several identical component blocks are used in the same 
system model.  
 
Figure 3.6 GUI: Component Name Section 
3.3.1.2 Physical Parameters 
The user is required to enter the effective parameters required by the component model.  These are 
specified in SI units. 
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Figure 3.7 GUI: Physical Parameters Section 
3.3.1.3 Operating Condition 
The component models require appropriate initial conditions to begin the simulation.  Unfortunately, many 
of the dynamic variables are not measurable, such as the effective length of two-phase flow.  Therefore the user is 
asked for commonly measured variables that define the operating condition, such as pressures and temperatures.  
The GUI then uses this information to calculate the necessary initial conditions of the dynamic variables to match 
the user-specified operating condition.  Also calculated and displayed for the heat exchanger models are the 
refrigerant mass inventory and the suggested upper and lower bounds for the slip ratio used in the mean void 
fraction correlation. 
 
Figure 3.8 GUI: Operating Condition Section 
3.3.1.4 Heat Transfer Coefficients 
The heat exchanger components use correlations to calculate the necessary heat transfer coefficients.  
However, because of the unlimited number and variety of such correlations, it is impossible to include even a 
fraction of those desired.  Therefore options are included to specify a constant value, a user-defined correlation, or to 
calculate the value from entered data. Note that these values are only used as initial values.  During simulation all 
heat transfer coefficients are assumed to scale with Reynold’s number. 
An addition made by Brian Eldredge permits the user to select the external heat transfer coefficient using 
industry standard J-factor correlations [50]. These relationships give a relationship between heat transfer coefficients 
and Reynold’s number (Fig. 3.10). 
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Figure 3.9 GUI: Heat Transfer Coefficients Section 
 
Figure 3.10 J-factor Correlation 
3.3.1.5 Recorded Outputs 
This section provides a simple interface for specifying which outputs are to be recorded during the 
simulation as well as the option to decimate this data. This provides a simple means for the user to select only the 
desired variables to be stored. 
 
Figure 3.11 GUI: Recorded Outputs Section 
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3.3.1.6 Steady Solver Convergence Error 
After specifying the physical parameters, operating condition, and heat transfer coefficients, the GUI 
attempts to determine the initial conditions for system simulation using steady state energy balances.  This requires 
searching for a solution to a set of nonlinear equations.  A constrained minimization algorithm is used to search for 
an appropriate solution.  The convergence error indicates to the user if the GUI was successful in finding a solution.   
The “OK” button applies the changes made and closes the GUI without displaying the new calculated values.  The 
“Cancel” button closes the GUI without applying the changes, and the “Apply” button applies the changes and 
displays the new calculated values without closing the GUI. 
 
Figure 3.12 Steady State Solver Convergence Error 
3.3.1.7 Save/Load Profile 
Perhaps the most important feature of the GUIs is the ability to save the current profile to a file or load a 
previously stored profile.  This enables the user to quickly switch between commonly used component types or 
operating conditions.   
 
Figure 3.13 GUI: Save/Load Profile Section 
3.3.1.8 Pipe Losses 
The user specifies the boundary conditions for the fluid entering and exiting each component.  Generally 
the operating conditions would be taken from an experimental system with energy losses between components.  To 
resolve the discrepancy between the user-specified boundary conditions, the GUI calculates the necessary static 
pressure drop and temperature (enthalpy) drop between the current and next component to ensure that the boundary 
conditions are met.  Alternatively the user can disable this property by specifying the losses directly. Pipe loss 
models based on turbulent flow friction factor correlations can also be selected to determine the pressure drop 
between components.  Additionally, the model can determine the transport delay due to long pipe lengths and 
parasitic heat gain. 
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Figure 3.14 Pressure and Temperature Drop Block 
3.3.1.9 Expansion Valve and Compressor GUIs 
The expansion valve and compressor models also require the user to enter information regarding operating 
condition, component name, and desired recorded outputs.  Additionally, the user specifies an empirical map (e.g. 
discharge coefficient, volumetric efficiency, etc.) and any rate limit or delay information. 
 
Figure 3.15 Expansion Valve GUI 
3.3.2 Simulink® Block Diagram 
Each of the component models in organized as a masked subsystem.  The component “mask” simply 
displays an image of the component type.  Underneath the mask, a Simulink® block diagram arranges and passes the 
component inputs, physical parameters, and calculated thermodynamic properties to the component S-function 
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(Figure 3.16).  The outputs of the S-function are then converted into the desired component outputs. Generally the 
outputs of the component S-function are state derivatives, which are integrated at each time step (Figure 3.17). 
3.3.3 S-function 
The component S-function is sequential code that performs operations more easily understood as text code 
rather than visual-based programming like block diagrams (Figure 3.18).  This generally consists of matrix 
calculations and inversions.  This code is compiled for faster execution. 
 
Figure 3.16 Sample Simulink®  Block Diagram 
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Figure 3.17 Integration of S-function Outputs 
 
Figure 3.18 Sample S-function Code 
3.4 System Models 
To build a system simulation, the inputs and outputs of each component can be connected in a logical 
manner with a basic understanding of vapor compression systems. Color-coded “From” and “Go To” tags can be 
used to avoid confusing wire diagrams. The following figure demonstrates how the components of a subcritical 
vapor compression system can be connected together (Figure 3.19). Pressure, enthalpy, and mass flow rate are used 
to define the inputs and outputs of each component.  Proper connection between all the components is required for 
correct simulation outcome. Sample models for subcritical and transcritical vapor compression systems with R134a 
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and CO2 as refrigerants, respectively, are included in the library. Various external inputs can be applied to the 
system.  These include: 
• Compressor speed 
• Expansion valve opening 
• Mass flow rate of inlet air to the evaporator 
• Temperature of inlet air to the evaporator 
• Mass flow rate of inlet air to the condenser/gas cooler 
• Temperature of inlet air to the condenser/gas cooler 
 
 
Figure 3.19 Sample System Simulation Model 
3.5 Fluid Properties 
The Thermosys™ Toolbox currently contains thermo-physical properties and data for five different 
refrigerants:  
• R134a 
• R744 (CO2) 
• R22 
• R404a 
• R410a 
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3.5.1 Calculation 
1-D and 2-D look-up tables were generated in EES (Engineering Equation Solver) and saved as comma-
delimited files (csv).  A MATLAB m-file loads the comma-delimited files and stores the data in matrix form.  Partial 
derivatives of thermodynamic functions are also evaluated and stored as matrices.  The tables can be used to 
calculate thermodynamic properties by using the interpolation routines included with MATLAB/Simulink®. The 
Thermosys™ Toolbox contains pre-programmed Simulink® 1-D and 2-D interpolation blocks for fluid property 
calculation (Figure 3.20). These are independent of the type of fluid.  Whichever fluid properties are currently 
loaded in the MATLAB workspace are used. 
 
Figure 3.20 Sample Simulink® 2-D Interpolation Table 
3.6 Library Limitations 
The toolbox has a few notable limitations.  The most important of these is that the simulation results are 
only valid when the assumptions applied in the modeling approach are valid.  An obvious example:  If the system 
being simulated has a 2-region evaporator model (a two-phase region and a superheat region) and the length of the 
superheat region goes to zero, the simulation will fail.  For this purpose the component models have programming 
which halts the simulation if the model violates any of these constraints. Also, if the steady state conditions supplied 
to the system result in a solution that is physically impossible (e.g. negative lengths or pressures), the simulation will 
likewise stop. 
 
Figure 3.21 Sample Interpolation Table: Temperature as a Function of Pressure and Enthalpy for Carbon 
Dioxide 
  93
 
Figure 3.22 Sample Interpolation Table: Specific Heat as a Function of Pressure and Temperature for Carbon 
Dioxide 
The primary method for fluid property calculation also has limitations.  First, the calculated result is only as 
accurate as the mesh used to create the interpolation table (Figure 3.21). Second, when evaluating properties near the 
critical point, incorrect results are more likely.  A good example of this can be seen when plotting specific heat near 
the critical point (Figure 3.22). Because specific heat approaches infinity at the critical point by definition, using 
interpolation tables near this point can be problematic.  Because this is generally only a common problem for 
transcritical cycles, iterative subroutines for calculating the exact fluid properties based on the equation of state for 
carbon dioxide (CO2) are included in the toolbox.  These routines are extremely slow and only are recommended 
when reliable results are not possible using the look-up tables. 
3.7 Sample Systems 
The Thermosys™ Toolbox includes several sample system simulations. These include:  
• R134a critically charged system with EEV 
• R134a critically charged system with orifice tube 
• R134a critically charged system with TEV 
• R134a system with EEV and low-side accumulator 
• R134a system with EEV and high-side receiver 
• R134a system with EEV and dual evaporators 
• R744 (CO2) system with EEV and internal heat exchanger 
This set of sample simulations is meant to be representative of the versatility of the toolbox, and provide a template 
for creating more complex and alternative system simulations. 
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Chapter 4. Experimental System 
This chapter describes an experimental air-conditioning and refrigeration system used for dynamic model 
validation and control research.  Much of the model validation research by the author that preceded this dissertation 
was conducted on experimental facilities available as part of the Air-Conditioning and Refrigeration Center (ACRC) 
at the University of Illinois at Urbana-Champaign.  However, these systems lacked some of the sensing and 
actuating abilities necessary for the design and implementation of advanced control strategies. To this end an 
experimental system was designed and constructed to meet the needs of this and future research efforts. 
4.1 General System Description 
The experimental system is a dual-evaporator “trainer” system, with tube-and-fin heat exchangers, semi-
hermetic compressor, liquid line receiver, suction line accumulator, internal heat exchanger, an assortment of 
expansion devices, and full suite of sensors. Numerous manual valves allow different components to be 
included/excluded as desired, resulting in many different system configurations. A notable deficiency of the system 
is the inability to control ambient temperatures. However, the system is deemed sufficient for its primary objectives 
of transient testing and control without this ability. 
A photo of the original system is shown in Figure 4.1.  This photo predates many modifications, including 
the interfacing of the system to the data acquisition and control system, the addition of Electronic Expansion Valves 
(EEV), the addition of immersion thermocouples, the addition of variable fan speed control, the relocation of the 
compressor and variable frequency drive to minimize electrical noise, and the addition of insulation to minimize 
parasitic heat gain/losses. A recent photo of the modified system is shown in Figure 4.2. 
 
Figure 4.1 Photo of original system 
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Figure 4.2 Photo of modified system 
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Figure 4.3 Schematic of Experimental System 
A schematic of the system is shown in Figure 4.3.  Major components are identified by name, while 
explanation of the valve acronyms are given in Table 4.1.  The component models and manufacturers is listed in 
Table 4.2.   
Table 4.1 Valve Designations 
Valve Designation Description 
CTV Capillary Tube Valve 
TEV Thermostatic Expansion Valve 
AEV Automatic Expansion Valve 
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EEV Electronic Expansion Valve 
SV Solenoid Valve 
SVB Solenoid Valve Bypass 
EPR Evaporator Pressure Regulating Valve 
EPRB Electronic Pressure Regulating Valve Bypass 
ES2 Evaporator Side #2 Valve 
HXV Internal Heat Exchanger Valve 
HXB Internal Heat Exchanger Bypass 
LRI Liquid Line Receiver Inlet 
LRO Liquid Line Receiver Outlet 
LRB Liquid Line Receiver Bypass 
SAI Suction Line Accumulator Inlet 
SAO Suction Line Accumulator Outlet 
SAB Suction Line Accumulator Bypass 
MV Manual Valve 
Table 4.2 Component Name, Manufacturer, Model, and URL 
Component Manufacturer Model URL 
Evaporator Fan and 
Casing Larkin (HeatCraft) VAK-17A www.heatcraftrpd.com 
Evaporator #1 HeatCraft 52601301 (VAK-17A) www.heatcraftrpd.com 
Evaporator #2 Blissfield BH517 www.blissfield.com 
Condenser and Fan Tecumseh (Blissfield) 50803-1 (66001-3) www.blissfield.com 
Fan Control Boards Control Resources Inc. Nimbus 240BJW00 www.controlres.com 
Internal Heat Exchanger Superior (Sherwood) HXSV-1/2 www.sherwoodvalve.com 
Liquid Line Receiver AC&R Components, Inc. (Henry Tech.) S-8064 www.henrytech.com 
Suction Line Accumulator AC&R Components, Inc. (Henry Tech.) S-7043 www.henrytech.com 
Oil Separator AC&R Components, Inc. (Henry Tech.) S-5581 www.henrytech.com 
Compressor Copeland KANA-006E-TAC-800 www.copeland-corp.com 
Variable Frequency Drive Baldor ID15J101-ER www.baldor.com 
Capillary Tubing Sealed Unit Parts Co., Inc. BC-4 www.supco.com 
TEV Sporlan Valve Co. FJ ¼ C www.sporlan.com 
AEV Parker-Hannefin A2 www.parker.com 
EEV Sporlan Valve Co. SEI-0.5 www.sporlan.com 
EEV Control Board Sporlan Valve Co. IB1, TCB www.sporlan.com 
EPR Sporlan Valve Co. ORIT 6-0/50-1/2” www.sporlan.com 
Manual Valves Mueller Brass Co. 14838, 14841 www.muellerindustries.com 
Filter-Dryer Sporlan Valve Co. C-052 www.sporlan.com 
Sight Glasses Sporlan Valve Co. SA-14S, SA-12FM www.sporlan.com 
Pressure Transducers Cole-Palmer 07356-53, 07356-54 www.coleparmer.com 
Pressure Gauges Ritchie Engineering Co., Inc. 49051, 49052 www.yellowjacket.com 
Mass Flow Transducers McMillan Company 102-6P www.mcmflow.com 
Mass Flow Gauges Brooks Instrument (Emerson) 1350 EPIPMEAIA www.emersonprocess.com/brooks 
Immersion Thermocouple Omega GTMQSS-062U-6 www.omega.com 
Welded Thermocouple Omega FF-T-20-100 www.omega.com 
Watt Meter Ohio Semitronics, Inc. GW5-019D www.ohiosemitronics.com 
Pressure Switches Ranco 010-1402, 011-1711 www.ranco.invensys.com 
Line Reactors MTE (Galco Industrial Electronics) MTE RL-00402 www.galco.com 
Analog Input Board Measurement Computing, Inc. PCI-DAS1200/JR www.measurementcomputing.com 
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Analog Output Board Measurement Computing, Inc. PCI-DDA-08/12 www.measurementcomputing.com 
Thermocouple Board Measurement Computing, Inc. PCI-DAS-TC www.measurementcomputing.com 
Terminal Boards Measurement Computing, Inc. CIO-MINI50 www.measurementcomputing.com 
Signal Conditioners Omega OM5 Series www.omega.com 
4.2 Sensors 
The experimental system is equipped with a wide range of sensing capabilities. Temperature measurements 
are obtained using type T thermocouples, and include air, surface, and refrigerant measurements.  The presence of 
thermowells also provides the ability to take manual measurements using a thermometer. Refrigerant pressure is 
measured using strain-gauge based pressure transducers, while needle-based pressure gauges allow for visual 
corroboration. Turbine-based mass flow sensors are used to measure liquid mass flow prior to the expansion device.  
Visual mass flow gauges are also present.  Finally, electric power consumed by the compressor and/or heat 
exchanger fans is measured using a watt-meter. Table 4.3 details the location of the surface thermocouples, 
immersion thermocouples, thermowells, pressure transducers, pressure gauges, and flow transducers. 
Table 4.3 Temperature, Pressure, and Flow Measurement Designations 
Surface 
Thermocouple 
Immersion 
Thermocouple Thermowell Location 
T-1A  TW-1A Evaporator #1 Inlet 
T-1B T-1B-IM TW-1A (removed) Evaporator #1 Outlet 
T-2A  TW-2A Evaporator #2 Inlet 
T-2B  TW-2B Evaporator #2 Outlet 
T-3A T-3A-IM TW-3A (removed) Condenser Inlet 
T-3B T-3B-IM TW-3B (removed) Condenser Outlet 
T-4A   Evaporator #1 Air Inlet 
T-4B   Evaporator #1 Air Outlet 
T-5A   Evaporator #2 Air Inlet 
T-5B   Evaporator #2 Air Outlet 
T-6A   Condenser Air Inlet 
T-6B   Condenser Air Outlet 
T-7A T-7A-IM TW-7A (removed) Compressor Inlet 
T-7B T-7B-IM TW-7B (removed) Compressor Outlet 
T-8A  TW-8A Internal Heat Exchanger – Liquid Inlet 
T-8B  TW-8B Internal Heat Exchanger – Liquid Outlet 
T-9A  TW-9A Internal Heat Exchanger – Vapor Inlet 
T-9B  TW-9B Internal Heat Exchanger – Vapor Outlet 
T-10A   Ambient 
Pressure 
Transducer Pressure Gage Flow Transducer Location 
PT-1 PG-1  Evaporator #1 Inlet 
PT-2 PG-2  Evaporator #1 Outlet 
PT-3 PG-3  Compressor Inlet 
PT-4 PG-4  Compressor Outlet 
PT-5 PG-5  Evaporator #2 Inlet 
PT-6 PG-6  Evaporator #2 Outlet 
  FT-1 Expansion Device #1 Inlet 
  FT-2 Expansion Device #2 Inlet 
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4.2.1 Temperature Measurement 
Type T thermocouples are used throughout the system for temperature measurement. Welded tip 
thermocouples are used for air and surface measurements, while ungrounded thermocouples with stainless steel 
sheaths are used for immersed refrigerant measurement (Omega GTMQSS-062U-6, see www.omega.com).  Figures 
4.4-4.6 depict air, surface, and immersion thermocouples.  
 
Figure 4.4 Welded Tip Thermocouple for Air Temperature Measurement 
 
Figure 4.5 Welded Tip Thermocouple for Surface Temperature Measurement 
 
Figure 4.6 Immersion Thermocouple for Refrigerant Temperature Measurement 
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4.2.2 Pressure Measurement 
Pressure measurements are made using a strain-gage based pressure sensor (Cole-Parmer 07356-53 and 
07356-54, see www.coleparmer.com).  Of the six pressure transducers, five are 07356-53 sensors that have a range 
of 0 to 100 psig, while the sixth sensor is 07356-54 and has a range of 0 to 300 psig and is located on the high 
pressure side of the compressor. Both sensor models output a 4-20 mA signal, have a listed accuracy of ±0.4%, a 
response time of less than 5 ms, and are rated for -20 to 160ºF (-29 to 71ºC) . Using a 497Ω resistor, the 4-20 mA 
signal is converted to the 2-5V range accepted by the data acquisition system. The transducers are located at the inlet 
and outlet of each evaporator and the compressor. There are also six pressure gauges in corresponding locations for 
visual corroboration. 
 
Figure 4.7 Pressure Transducer 
 
Figure 4.8 Pressure Gauge 
4.2.3 Mass Flow Measurement 
Liquid mass flow before each of the valve arrays is measured using turbine-based mass flow meter 
(McMillan 102-6P, see www.mcmflow.com).  These sensors have a range of 100-1000 mL/minute with ±1% 
accuracy, and are rated to 500 psig and from 41 to 122ºF (5 to 50ºC). The sensors provide a 0-5V output compatible 
with the data acquisition system. Two visual mass flow meters manufactured by Brooks (1350 Sho-Rate flow meter) 
were placed in corresponding locations, but ruptured and were removed from the system. 
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Figure 4.9 Mass Flow Transducer 
 
Figure 4.10 Mass Flow Gauge 
4.2.4 Power Measurement 
Power consumed by the compressor and/or heat exchanger fans is measured using an AC watt-transducer 
(Ohio Semitronics GW5-019D, see www.ohiosemitronics.com).  The transducer outputs a 0 to 10 V signal with 
±0.2% accuracy. The power transducer is shown in Figure 4.11. 
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Figure 4.11 Power Transducer 
4.3 Actuators 
The experimental system is designed for complete computer control of compressor speed, heat exchanger 
fan speed, and electronic valve position. Other types of expansion devices such as the TEVs, AEV, etc. operate as 
mechanical feedback devices and are not computer controlled. 
4.3.1 Compressor 
The compressor is a Copeland KANA-006E-TAC-800 semi-hermetic reciprocating compressor (see 
www.copeland-corp.com).  The design of a reciprocating compressor uses a piston driven from a crankshaft to pull 
refrigerant vapor in from the low pressure side, and discharge the compressed vapor to the high pressure side. In the 
case of a semi-hermetic compressor, an electric motor is mounted directly on the compressor crankshaft, and the two 
are enclosed in a shell.  The semi-hermetic compressor has the advantages of design simplicity, durability, high 
efficiencies at high compression ratios, and relatively low cost. This compressor model has two cylinders with a 
bore diameter of 1.375 in and a stroke of 0.625 in.  Thus the total compressor volume is 1.856 in3 (30.42 cm3).  The 
compressor is shown in Figure 4.12. 
 
Figure 4.12 Compressor 
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Figure 4.13 shows the Baldor ID15J101-ER variable frequency drive (VFD) that is used to vary the 
compressor speed and to convert single-phase 120VAC to the three-phase 240VAC required by the compressor (see 
www.baldor.com).  Two MTE RL-00402 line reactors (Figure 4.14) are used to filter high frequency electric 
fluctuations before and after the VFD (see www.galco.com).  Ranco pressure switches (models 010-1402 and 011-
1711, see www.ranco.invensys.com) are used to cut off power to the compressor if the pressures are either too high 
or too low (Figure 4.15). 
 
Figure 4.13 Variable Frequency Drive 
 
Figure 4.14 Line Reactors 
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Figure 4.15 Pressure Switches 
The empirical compressor models depend on maps for volumetric efficiency and adiabatic efficiency.  
These maps are shown in Figures 4.18 and 4.20, and were generated from extensive data taken on the experimental 
system. 
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Figure 4.16 Operating Envelope 
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Figure 4.17 Range of Operating Conditions 
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Figure 4.18 Compressor Volumetric Efficiency Map 
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Figure 4.19 Compressor Mass Flow Prediction 
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Figure 4.20 Compressor Adiabatic Efficiency Map 
4.3.2 Heat Exchanger Fans 
The fans associated with each of the heat exchangers are controlled using a Nimbus 240BJW00 fan control 
board from Control Resources, Inc. (see www.controlres.com). These boards take a 0-10V signal, and alter the AC 
signal powering the fans to alter the fan speed. An approximate air flow rate map was generated for each of the fans 
by measuring the average air flow rate using a hot ball anemometer at locations represented regions of equal area.  
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The evaporator fan was characterized using 20 measurement locations (shown in Fig. 4.24 with the center 
measurement location repeated four times), and 15 locations were used for the condenser fan. This was repeated at 
different fan speeds to generate the empirical flow rate maps shown in Figure 4.26. The evaporator fans are rated 
with a maximum flow rate of 245 cfm (0.116 m3/s), while the maximum rate flow rate of the condenser fan is not 
available. 
 
 
Figure 4.21 Evaporator Fan Figure 4.22 Condenser Fan 
 
 
Figure 4.23 Fan Control Boards 
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Figure 4.24 Evaporator Velocity Measurement 
Locations  
Figure 4.25 Velocity Profile for Evaporator #1 at 
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Figure 4.26 Evaporator and Condenser Fan Volumetric Flow Maps 
4.3.3 Electronic Expansion Valve 
The electronic expansion valve (EEV) is manufactured by Sporlan (SEI-0.5, see www.sporlan.com), and 
uses a stepper motor to open/close the valve. The stepper motor has a range of 1596 steps, and a slew rate of 200 
steps/sec. The EEV can be controlled using either the Sporlan Series IB control board, or its predecessor, the TCB 
board, which has more features. 
The stepper motor has both hysteresis and quantization effects.  The hysteresis of the first valve (EEV #1) 
is experimentally determined to be approximately 1.1% of the total travel length (Figure 4.29), and 0.1% for EEV #2 
(Figure 4.30).  Since for this experimental system the valve normally operates between 6-20% open, this hysteresis 
is significant and requires compensation in the software (e.g. Figure 4.31). The EEVs also exhibits quantization 
effects of slightly less than 0.1% of the travel length.  This corresponds roughly to a single step of the stepper motor, 
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and is expected (Figure 4.32). The mass flow rate maps for each of the EEVs is determined using extensive 
empirical data, and are shown in Figures 4.33-4.36. 
 
 
Figure 4.27 Photo of EEV Figure 4.28 Photo of IB Control Board 
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Figure 4.29 EEV #1 Hysteresis Figure 4.30 EEV #2 Hysteresis 
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Figure 4.31 EEV #1 with Hysteresis Compensation Figure 4.32 EEV  Quantization 
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Figure 4.33 EEV #1 Effective Discharge Coefficient Map 
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Figure 4.34 EEV #1 Mass Flow Rate Prediction 
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Figure 4.35 EEV #2 Effective Discharge Coefficient Map 
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Figure 4.36 EEV #2 Mass Flow Rate Prediction 
4.3.4 Thermostatic Expansion Valve 
The Thermostatic Expansion Valve (TEV) is also manufactured by Sporlan (www.sporlan.com). This 
system uses model FJ-¼C, and is shown in Figure 4.37.  The valve opening is determined by a force balance of the 
evaporator inlet pressure, the saturation pressure of the evaporator outlet temperature, and an adjustable spring force. 
A sensing bulb is placed at the outlet of the evaporator as shown in Figure 4.38. The pressure in this bulb is the 
saturation pressure corresponding to the evaporator outlet temperature.  This mechanism results in a mechanical 
feedback loop that controls the mass flow rate of refrigerant in an effort to maintain a constant pressure difference, 
or superheat. The model for this component requires geometric information about the valve mechanism, and an 
empirical map for the discharge coefficient.  Although sufficient empirical data has been recorded, at the time of 
writing the necessary information about valve geometry was not available.  Therefore, an empirical map for 
discharge coefficient will be constructed and reported in later publications. 
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Figure 4.37 Photo of TEV 
 
Figure 4.38 Diagram of TEV Operation (from [1]) 
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4.3.5 Capillary Tube Expansion 
The capillary tube is the simplest expansion device.  A fixed length of tubing with a small diameter is used 
as a fixed orifice expansion device.  Although there are no moving parts, the fixed nature of the device results in 
relatively inflexible rate of refrigerant flow. Liquid line receivers are not used with capillary tube systems, and 
proper system operation requires the correct amount of refrigerant charge.  However, even with proper charge, the 
capillary tube may at times starve or flood the evaporator. 
The capillary tubing in use in the system is manufactured by Sealed Unit Parts Co., Inc. (www.supco.com).  
The capillary tube is 8 ft of BC-4, with outer diameter of 0.125 in and inner diameter 0.064 in. The empirical mass 
flow rate map for this component is given in Figures 4.40-4.41. 
 
Figure 4.39 Photo of Capillary Tube 
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Figure 4.40 Capillary Tube Discharge Coefficient Map 
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Figure 4.41 Capillary Tube Mass Flow Rate Prediction 
4.3.6 Automatic Expansion Valve 
The automatic expansion valve (AEV) is better described as a constant evaporator pressure expansion 
valve.  The valve consists of a diaphragm that opens/closes a ball valve based on a force balance of the evaporator 
pressure, atmospheric pressure, and spring force that is adjustable using a screw.  The valve prevents liquid 
refrigerant from entering the evaporator, but rather sprays a mist of refrigerant (leading to the description of a “dry” 
system).  However, the AEV has a tendency to starve the evaporator during high load conditions, and flood the 
evaporator during low load conditions.  The AEV is model A2 manufactured by Parker (www.parker.com). The 
empirical mass flow rate map for this component is given in Figure 4.44. 
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Figure 4.42 Photo of AEV 
 
Figure 4.43 Diagram of AEV Construction (from Parker Bulletin 21-02D) 
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Figure 4.44 AEV Effective Discharge Coefficient Map 
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Figure 4.45 AEV Mass Flow Rate Map 
4.3.7 Evaporator Pressure Regulating Valve 
In a multiple evaporator system, an evaporator pressure regulator (EPR) is used to maintain different 
evaporator pressures (and hence temperatures) between the different evaporators. Its operation is similar to the AEV 
with a diaphragm that adjusts a valve plunger based on evaporation pressures. The EPR is model ORIT 6-0/50-1/2” 
manufactured by Sporlan (www.sporlan.com). 
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Figure 4.46 Photo of EPR 
 
Figure 4.47 Diagram of EPR Construction (from [2]) 
4.4 Data Acquisition 
The experimental system is interfaced with a data acquisition and control system.  This system consists of a 
Dell Optiplex GX240 computer with a Pentium 4 1.5 GHz processor and 256Kb of memory (www.Dell.com), 
various signal conditioning equipment, and a 16 channel thermocouple board (PCI-DAS-TC), an 8 channel 12 bit 
analog output board (PCI-DDA08/12), a 16 channel 12 bit analog input board (PCI-DAS1200/JR), and terminal 
boards (CIO-MINI50) from Measurement Computing (www.measurementcomputing.com). The signal conditioning 
equipment can be purchased from a number of sources, however, the Omega series is listed here for convenience.  
Isolation modules with the associated back plane and screw terminal boards (OM5-IV series, www.omega.com) are 
used to isolate the analog inputs and outputs from the computer. This is particularly important for electrically 
isolating the VFD from the main system to prevent electro-magnetic noise from contaminating the thermocouple 
signals. 
  119
   
Figure 4.48 Photo of Computer and Data Acquisition 
 
Figure 4.49 Data Acquisition Boards 
   
Figure 4.50 Terminal Boards 
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Figure 4.51 Signal Conditioning Equipment 
There are 19 surface thermocouples, and 5 immersion thermocouples.  Since not all of these sensors are 
essential for any given test, only the 16 critical thermocouples are connected to the thermocouple board.  Likewise, 
the analog input board accepts 16 single-ended analog inputs, or 8 double-ended inputs.  With 6 pressure 
transducers, 2 mass flow rate transducers, and 1 power meter, one of these sensors has to be omitted during each 
test.  Fortunately, the 8 channel analog output board is more than sufficient for controlling the two EEVs, the three 
heat exchanger fans, and the compressor. 
4.5 Heat Exchangers and Auxiliary Components 
The experimental system has four different heat exchangers: two evaporators, a condenser and an internal 
heat exchanger.  Various auxiliary components are also described in this section. 
4.5.1 Evaporator 
The evaporator fan and casing are Larkin model VAK-17A Reach-in Cooler units manufactured by 
HeatCraft (www.heatcraftrpd.com). Both evaporators are tube-and-fin with copper tubes and aluminum fins. 
Evaporator #1 is the original HeatCraft evaporator that is the standard with Larkin VAK-17A units.  Evaporator #2 
was replaced with a similar evaporator with an alternative tube configuration. While evaporator #1 is typical of 
industrial evaporators in that there are effectively two slabs, meaning that the fluid enters at the top of the heat 
exchanger and flows back and forth down the front side, and then back up the second slab, to finally exit at the top.  
The tube configuration of evaporator #2 is more typical of condensing units in that the fluid enters at the top and 
then flows back and forth from top to bottom, exiting at the bottom.  While evaporator #1 is more typical of 
industrial configurations, the configuration of evaporator #2 is simpler and requires fewer assumptions regarding 
lumped air temperatures for dynamic modeling.  Thus both types are available for model validation and control 
design. 
A diagram and photo of the cooling unit are shown in Figures 4.52 and 4.53.  Photos of the evaporators are 
shown in Figures 4.54 and 4.55, the schematic of evaporator #2 is given in Figure 4.56, and Table 4.4 summarizes 
the important dimensions of each heat exchanger. 
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Figure 4.52 Diagram of the Evaporator Unit (from Larkin Bulletin RI-04) 
  
Figure 4.53 The Evaporator Unit 
 
Figure 4.54 Photo of the Evaporator #1 
  122
 
Figure 4.55 Photo of the Evaporator #2 
 
Figure 4.56 Schematic of the Evaporator #2 
4.5.2 Condenser 
The condenser is a Tecumseh model #50803-1, manufactured by Blissfield under the model #66001-3 
(www.blissfield.com). The condenser is an all-steel tube-and-fin design. A diagram and photo of the unit are shown 
in Figures 4.57 and 4.58, while Table 4.4 summarizes the important dimensions of the specific unit. 
  123
  
Figure 4.57 The Condenser Unit 
 
Figure 4.58 Schematic of the Condenser (from www.blissfield.com) 
  124
Table 4.4 Principal Heat Exchanger Parameters 
Physical Parameter Evaporator #1 Evaporator #2 Condenser Units 
Heat Exchanger Mass 1.4999 2.7438 4.6564 kg 
Heat Exchanger Specific Heat 0.6252 0.4877 0.4670 kJ/kg/K 
Heat Exchanger Frontal Area 653.2245 583.8440 842.7080 cm2 
Hydraulic Diameter of Tubes 7.3279 8.0126 8.1026 mm 
Fluid Flow Length 11.8734 11.4579 10.6895 m 
Cross Sectional Area for Flow 0.4217 0.5156 0.5156 cm2 
Internal Volume 500.7527 590.8063 557.1600 cm3 
Internal Surface Area 0.2733 0.2917 0.2750 m2 
External Surface Area 2.9090 3.0680 2.7927 m2 
 
4.5.3 Internal Heat Exchanger 
The internal heat exchanger is a Superior model HXSV-1/2 (see www.sherwoodvalve.com). The cold 
vapor exiting the evaporator passes through the center of the internal heat exchanger, while the hot liquid exiting 
from the condenser/receiver flows through a concentric tube surrounding the vapor line.  In this way, the cold vapor 
is preheated before entering the compressor, while the hot liquid is subcooled before entering the expansion device.  
This prevents possible compressor failure, and valve choking, while increasing the overall capacity of the system. 
 
Figure 4.59 Diagram of the Internal Heat Exchanger (from Sherwood Product Catalog) 
 
Figure 4.60 Internal Heat Exchanger 
4.5.4 Auxiliary Components 
The experimental system has both a liquid line receiver and a suction line accumulator.  The presence of 
manual bypass valves allows each of these components to be included/excluded as desired. Both components are 
manufactured by AC&R Components, Inc. (www.henrytech.com). The receiver is model S-8064 with a calculated 
internal volume of 2866.51 cm3. The accumulator is model S-7043 with a calculated internal volume of 773.23 cm3. 
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Figure 4.61 Liquid Line Receiver 
 
Figure 4.62 Suction Line Accumulator 
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An oil separator is placed immediately after the compressor discharge line in an attempt to separate the oil 
from the refrigerant and return it to the compressor oil sump. The oil separator is model S-5581 and is also 
manufactured by AC&R Components, Inc. (www.henrytech.com). 
 
Figure 4.63 Oil Separator 
A Sporlan Catch-All filter/drier (model C-052) is used to remove moisture, acids, and other particulates 
that may be in the system (www.sporlan.com). These contaminants can result from oil breakdown, refrigerant 
impurities, etc. and may cause problems if not removed.  The system also contains several Sporlan See-All moisture 
indicators (models SA-12FM, and SA-14S), to verify that the filter is functioning. 
  
Figure 4.64 Diagram of Filter/Drier (from Sporlan Bulletin 40-10) 
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Figure 4.65 Filter /Drier 
 
Figure 4.66 Sight Glass 
The system uses manual valves (Mueller Brass Co. models 14838 and 14841, see 
www.muellerindustries.com) to isolate various parts of the system.  This allows the system to be configured in a 
various ways, to emulate many different types of AC&R systems. 
 
Figure 4.67 Manual Valve 
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Finally, the pipe lengths between the principal components can contribute significantly to the system 
dynamics.  Table 4.5 summarizes the lengths and diameters of the principal pipe sections in the system. 
Table 4.5 Principal Pipe Sections 
Location Length [m] Diameter [mm] 
Compressor to Condenser 4.04 9.5 
Condenser to Valve 4.79 9.5 
Valve to Evaporator 1.63 9.5 
Evaporator to Compressor 6.53 9.5 
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Chapter 5. System Identification and Model Validation 
In this chapter, the perennial problem of model validation is addressed.  Although this term is essentially 
misleading in that it is impossible to truly validate any model, confidence in a model’s fidelity can be gained 
through a variety of methods.  These methods include visual comparison between model and data, statistical 
measures of model residuals, and dynamic uncertainty based metrics. 
These methods apply not only to first principles based models, but data-driven models as well. This chapter 
attempts first to report the work of data based system identification and validation.  This includes time based 
identification of the experimental system described in the preceding chapter.  Particular attention is given to 
evaluating how dynamics change as a function of operating condition.  First, some experimental data is presented to 
illustrate the general dynamic response of the system and how the dynamics change as a function of operating 
condition.  Then following the development of empirical models, the first principles models derived in Chapter 2 are 
validated. Finally, estimates of model uncertainty are determined as a precursor to the control design process that is 
implemented in Chapter 6.  
5.1 System Dynamics 
This section presents experimental data illustrating the major dynamic responses.  The data is taken over 
several operating conditions, and clearly shows the changes in dynamic behavior as a function of operating 
condition.  The two principle actuators of the system are the electronic expansion valve (EEV) and the compressor.  
These devices modulate the mass flow rate on one side of the system.  The temporarily imbalance is mass flow 
entering and exiting the heat exchanger results in changes in operating pressures, and relative lengths of two-phase 
and superheat refrigerant regions in the heat exchangers.  Changes in evaporator and condenser fan speed also result 
in changes in the operating condition, but with significantly slower, and smaller dynamic responses. Therefore, this 
section shows the dynamic response for step changes in compressor speed and expansion valve.  
The experimental system presented in Chapter 3 is configured to operate with a high side receiver, as 
shown in Figures 5.1-5.2. The system operating with both types of evaporator are identified over a range of 
operating conditions (test matrices shown in Tables 5.1-5.2). The reader should note that when operating with only 
evaporator #1, evaporator #2 is completely isolated from the system. However, when operating with only evaporator 
#2, some back flow of refrigerant vapor into evaporator #1 is possible, thus affecting the pressure response slightly. 
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Figure 5.1 System Diagram - Subcritical Vapor 
Compression Cycle with High Side Receiver 
Figure 5.2 P-h Diagram - Subcritical Vapor Compression 
Cycle with High Side Receiver 
5.1.1 Evaporator #1 
When evaluating evaporator #1, a sequence of step changes in expansion valve opening and compressor 
(Figure 5.3) were applied to the system over a wide range of operating conditions (Table 5.1). All relevant system 
pressures, temperatures, mass flow rates, etc. were measured.  As an example of characteristic system dynamics, the 
responses of evaporator superheat, evaporator pressure, and condenser pressure are shown. 
Table 5.1 
Fan Speed [%] Evaporator Superheat [C] 
Compressor 
[rpm] 
EEV Opening 
[%] 
Evaporator 
Pressure [kPa] 
Condenser 
Pressure [kPa] 
900 12.9 381 885 
1200 15.0 350 940 
1500 18.0 329 1005 
8 
1800 22.5 323 1069 
900 10.5 307 835 
1200 12.2 303 911 
1500 14.2 285 957 
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 14.5 284 1009 
900 10.4 315 850 
1200 10.5 294 902 
1500 13.9 292 990 
Condenser Fan 75% 
Evaporator Fan 100% 16 
1800 14.0 281 1011 
900 9.6 273 785 
1200 9.5 232 777 
1500 11.5 254 897 
Condenser Fan 100% 
Evaporator Fan 75% 16 
1800 12.5 250 934 
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900 9.6 266 801 
1200 10.2 229 809 
1500 12.0 239 877 
Condenser Fan 75% 
Evaporator Fan 75% 16 
1800 12.2 243 932 
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Figure 5.3 System Dynamics: Actuator Step Changes 
Examination of the responses to step changes in valve opening and compressor speed reveals some 
interesting trends.  First, when operating with a nominal superheat of 16 degrees, changes in the resulting gain of the 
step response increase as the nominal compressor speed decreases (Figure 5.4). Because the nominal mass flow rate 
is lower at lower compressor speed, an equivalent change in valve opening or compressor speed results in a larger 
relative change in mass flow rate, and thus a greater change in superheat.  This effect becomes less noticeable 
around lower superheat values.  
A similar trend is still visible in the response of evaporator pressure (Figure 5.5), albeit to a lesser degree 
for lower nominal superheat values. The speed of response of evaporator pressure also increases as the nominal 
superheat increases, due to the relatively less amount of refrigerant charge stored in the evaporator. The response of 
condenser pressure is relatively unaffected (Figure 5.6), although the reader will note that large pressure oscillations 
are observed at selected compressor speeds (e.g. 1000 rpm). These are a result of compressor induced pressure 
oscillations whose frequency is below the bandwidth of the low pass filters applied to the data before downsampling 
the signal to 1 Hz.  
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Figure 5.4 System Dynamics: Evaporator Superheat Response for Different Nominal Values of Compressor 
Speed and Evaporator Superheat 
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Figure 5.5 System Dynamics: Evaporator Pressure Response for Different Nominal Values of Compressor Speed 
and Evaporator Superheat 
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Figure 5.6 System Dynamics: Condenser Pressure Response for Different Nominal Values of Compressor Speed 
and Evaporator Superheat 
Comparisons of the dynamics can also be made for changes in nominal air flow rates. The responses shown 
are for a compressor speed of 1200 rpm and a nominal superheat of 16º C.  Decreasing the evaporator air flow rate 
accentuates the superheat response (Figure 5.7) and evaporator pressure response (Figure 5.8) for valve changes. 
However, decreasing the condenser air flow rate results in negligible differences in the dynamic responses.  In either 
case, the differences in responses for compressor changes is negligible, as is the condenser pressure response for 
either input (Figure 5.9). 
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Figure 5.7 System Dynamics: Evaporator Superheat Response for Different Nominal Values of Air Flow Rate 
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Figure 5.8 System Dynamics: Evaporator Pressure Response for Different Nominal Values of Air Flow Rates 
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Figure 5.9 System Dynamics: Condenser Pressure Response for Different Nominal Values of Air Flow Rates 
5.1.2 Evaporator #2 
When evaluating evaporator #2, a similar sequence of step changes in expansion valve opening and 
compressor (Figure 5.10) were applied to the system over a range of operating conditions (Table 5.2) similar to 
those for evaporator #1. Again the responses of evaporator superheat, evaporator pressure, and condenser pressure 
are shown, in addition to the response of evaporator exit air temperature.  
Recall from Chapter 4 that evaporator #2 is similar to evaporator #1 in every respect except the tube 
configuration.  Evaporator #1 is configured so that the fluid flows back and forth down the front of the evaporator, 
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and then back and forth up the back. In this way the evaporator acts virtually as two heat exchangers in series, where 
the air is cooled passing through the first, and then cooled further as it flows across the second.  Evaporator #2 has a 
simpler tube configuration where the fluid passes back and forth as it flows from top to bottom.  This single-slab 
configuration is more representative of the modeling assumptions.  
Table 5.2 
Fan Speed [%] Evaporator Superheat [C] 
Compressor 
[rpm] 
EEV Opening 
[%] 
Evaporator 
Pressure [kPa] 
Condenser 
Pressure [kPa] 
900 11.4 362 876 
1200 13.1 334 931 
1500 14.7 307 970 
10 
1800 16.0 288 978 
900 10.4 321 831 
1200 12.3 311 897 
1500 13.4 279 920 
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 14.8 272 966 
10 14.3 308 1004 Condenser Fan 75% 
Evaporator Fan 100% 16 
1500 
13.1 292 976 
10 12.2 302 875 Condenser Fan 100% 
Evaporator Fan 75% 16 
1200 
11.3 280 855 
10 12.5 336 976 Condenser Fan 75% 
Evaporator Fan 75% 16 
1200 
11.0 283 885 
 
0 500 1000 1500 2000
−1.5
−1
−0.5
0
0.5
1
1.5
EE
V 
O
pe
ni
ng
 [%
]
Time [s]
Valve Opening Signal
0 500 1000 1500 2000
−200
−150
−100
−50
0
50
100
150
200
Compressor Speed Signal
Time [s]
Co
m
pr
es
so
r S
pe
ed
 [r
pm
]
 
Figure 5.10 System Dynamics: Actuator Step Changes 
Examination of the responses of evaporator #2 to step changes in valve opening and compressor speed 
reveals slight differences to those of evaporator #1.  First, the response of evaporator superheat is more consistent 
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across a range of compressor speeds, and from low to high nominal superheat values, although the same trends are 
observed (Figure 5.11).  Second, the response of evaporator outlet air temperature also is somewhat consistent 
across operating conditions (Figure 5.12).  The evaporator pressure response again demonstrates a clear trend of 
decreased gain with increasing compressor speed, and increased speed of response with higher values of nominal 
superheat (Figure 5.13), while the condenser pressure remains relatively unaffected (Figure 5.14). 
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Figure 5.11 System Dynamics: Evaporator Superheat Response for Different Nominal Values of Compressor 
Speed and Evaporator Superheat 
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Figure 5.12 System Dynamics: Evaporator Air Outlet Temperature Response for Different Nominal Values of 
Compressor Speed and Evaporator Superheat 
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Figure 5.13 System Dynamics: Evaporator Pressure Response for Different Nominal Values of Compressor 
Speed and Evaporator Superheat 
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Figure 5.14 System Dynamics: Condenser Pressure Response for Different Nominal Values of Compressor 
Speed and Evaporator Superheat 
Comparisons of the dynamics can also be made for changes in nominal air flow rates. The responses shown 
are for a compressor speed of 1200 rpm and nominal superheat values of 10º C and 16º C.  Decreasing the 
evaporator air flow rate accentuates the superheat (Figure 5.15), evaporator exit air temperature (Figure 5.16), 
evaporator pressure responses (Figure 5.17), and condenser pressure (Figure 5.18) slightly, with greater differences 
observed at higher nominal values of superheat.  
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Figure 5.15 System Dynamics: Evaporator Superheat Response for Different Nominal Values of Evaporator Air 
Flow Rate 
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Figure 5.16 System Dynamics: Evaporator Air Outlet Temperature Response for Different Nominal Values of 
Evaporator Air Flow Rate 
  139
0 500 1000 1500 2000
−50
−40
−30
−20
−10
0
10
20
30
Valve Step Changes
10
 d
eg
re
es
 n
om
in
al
 s
up
er
he
at
0 500 1000 1500 2000
−50
−40
−30
−20
−10
0
10
20
30
Compressor Step Changes
Nominal Air Flow
80% Evaporator Air
0 500 1000 1500 2000
−50
−40
−30
−20
−10
0
10
20
30
16
 d
eg
re
es
 n
om
in
al
 s
up
er
he
at
Time [s]
0 500 1000 1500 2000
−50
−40
−30
−20
−10
0
10
20
30
Time [s]
Evaporator Pressure [kPa] 
 
Figure 5.17 System Dynamics: Evaporator Pressure Response for Different Nominal Values of Evaporator Air 
Flow Rate 
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Figure 5.18 System Dynamics: Condenser Pressure Response for Different Nominal Values of Evaporator Air 
Flow Rate 
Responses for reduced condenser air flow rate are shown for a nominal compressor speed of 1500 rpm and 
nominal superheat values of 10º C and 16º C.  Although there appears to be slight differences in dynamic response 
(Figures 5.19-5.22), these are believed to be partly due to frosting effects that were observed for high compressor 
speeds and high superheat.  
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Figure 5.19 System Dynamics: Evaporator Superheat Response for Different Nominal Values of Condenser Air 
Flow Rate 
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Figure 5.20 System Dynamics: Evaporator Air Outlet Temperature Response for Different Nominal Values of 
Condenser Air Flow Rate 
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Figure 5.21 System Dynamics: Evaporator Pressure Response for Different Nominal Values of Condenser Air 
Flow Rate 
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Figure 5.22 System Dynamics: Condenser Pressure Response for Different Nominal Values of Condenser Air 
Flow Rate 
In summary, the most significant changes is dynamic response was observed for different compressor speed 
and superheat settings rather than partial reduction in air flow rates.  The dynamic differences appeared to be largely 
a change in the steady state gain and speed of the response, while the qualitative behavior remained largely the 
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same. The dynamic differences are significant, and the eventual control strategy will need to account for these 
changes in order to achieve high performance over a wide range of operating conditions. 
5.2 System Identification 
In this section, linear time-invariant (LTI) data-driven models are constructed to predict the dynamic 
response of the vapor compression system at different operating conditions.  The resulting models confirm that the 
differences between local linear dynamic models of the system at different conditions are significant. 
5.2.1 Background and Identification Approach 
The field of data-driven model development is extensive.  A standard textbook regarding the process of 
constructing linear time invariant (LTI) dynamic models is given in [60].  The process consists of applying a 
dynamic signal to the system inputs, measuring the dynamic response at the system outputs, and then determining a 
set of model parameters that result in minimal prediction error.  Inherent in this procedure are the assumptions that 
1) the input signal “excites” the system dynamics of interest (persistence of excitation), and 2) the structure of the 
empirical model correctly represents the underlying physical dynamics. 
Frequency based system identification consists of applying a frequency dense excitation signal to the 
experimental system, and then attempting to identify the frequency content of the resulting system outputs.  An 
intuitive choice of input signal is a chirp signal or a sine-sweep.  These signals apply a sinusoid with a specific 
frequency and amplitude, and then measure the amplitude and phase lag of the resulting sinusoid measured at the 
system output. 
Time based system identification can be approached using a variety of methods. In simplest form, the 
identification procedure seeks to find a set of model parameters that minimize the difference between model and 
measured data (residuals) in a least squares sense. More recent methods employ subspace methods for identifying 
empirical models, and offer some advantages when identifying multi-input multi-output (MIMO) systems. 
For identification purposes, it is necessary to excite the system by varying each of the inputs. In this case, 
the data was generated by varying each of the system inputs separately, and simultaneously using a Pseudo-Random 
Binary Sequence (PRBS).  Although not ideal for nonlinear identification, this signal is persistently exciting of 
adequate order, and is sufficient for identifying approximate linear models.  The choice of input amplitudes was 
approximately 10% of the actuator range, generally resulting in a 5-10% change in the outputs, which was sufficient 
to discern the dynamic behavior of the system. 
Individual input-output models could be constructed offline assuming an ARMAX model structure, 
( ) ( ) ( ) ( ) ( ) ( )teqCtuqBtyqA += . The coefficients of the ( )qA , ( )qB , and ( )qC  polynomials are found 
using a standard nonlinear least squares iterative search method (Gauss-Newton) [25], that minimizes a quadratic 
prediction error criterion, ( )ZV ,θ  as defined in Equation 5.1, while imposing constraints to ensure that only 
models with stable predictors are used [60]. This is a common approach for modeling air conditioning systems (e.g. 
[17] and [73]).   
( ) ( )θεθ ,
2
11, 2
1
t
N
ZV
N
t
∑
=
=  ( 5.1 ) 
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Applying this approach to vapor compression systems reveals that the salient dynamics of each input-
output pair can be captured by low order SISO models [81]. In [81] the minimum model order necessary to 
adequately model the dynamics, while ensuring whiteness and independence of the model residuals, was 3rd order or 
lower.  The data sets were divided into estimation and validation sets and the models were cross-validated to ensure 
that the models were not over-fitted to a specific data set, and repeated for several operating conditions. For a few of 
the input/output combinations the resulting models were 2nd order, while others were observed to be unaffected by 
changes in the inputs. 
Given the results of the SISO identification, it would be tempting for someone unfamiliar with system 
identification to assume that only a 3rd order physical model is needed. However, the states of the various SISO 
models need not be the same, and therefore a MIMO model would be a more appropriate description of the system. 
Indeed, from our first principles modeling approach, a 6th order MIMO model is expected to be necessary for 
capturing the essential dynamic behavior.  Although to achieve such a model the individual SISO models could be 
combined, scaled, and then reduced using a balanced realization/truncation approach, a more direct approach for 
constructing a MIMO model (subspace algorithms) is preferred. 
A state-space model structure is selected of the form of Equation 5.2, where sT  is the sampling time, 
{ }KDCBA ,,,,  are constant matrices, and ( )tx , ( )tu , ( )ty , and ( )te  are the time sequences of states, inputs, 
outputs, and model residuals respectively. This model structure differs notably from those in previous studies that 
identified air conditioning systems using multivariable ARX models [73].  The particular advantage of the model 
structure in Equation 5.2 is its close relationship to physically-based continuous time state space models.  Other 
multivariable methods (i.e multivariable ARX, vector difference equation, etc.) are less easily related to their first 
principles counterparts [64]. 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )tetDutCxty
tKetButAxTtx s
++=
++=+
 ( 5.2 ) 
The algorithm used to identify the { }KDCBA ,,,,  matrices was a combined prediction error method and 
subspace algorithm.  The initial guess values of these matrices are determined by an N4SID algorithm [106].  
Contrary to the classical identification methods which determined the system matrices first and then the system 
states, the N4SID subspace method identifies the state vector first, and then determines the system matrices using a 
linear least squares approach.  As discussed in [64],[107] the general steps of subspace algorithms are: 1) construct 
the extended observability matrix from input-output data, 2) select appropriate weighting matrices (possibilities are 
listed in [107]) and perform a singular value decomposition (SVD), 3) determine the state vector from the SVD, 4) 
determine the { }DCBA ,,,  matrices using a linear least squares approach, and 5) determine the { }K  matrix from 
{ }DCBA ,,,  and the covariance of the residuals. For this application, an initial guess for the system matrices is 
obtained using an N4SID algorithm, and the model is then adjusted by improving the prediction error fit using an 
approach similar to the SISO algorithm. As discussed in [64], the initial input/output values are assumed to be close 
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to the equilibrium values and are unnecessary for identification of a linear model.  Therefore, the sample means are 
removed prior to the offline identification and the results are plotted with a zero mean value. 
Empirical models are constructed for the test conditions given in Tables 5.1-5.2. Prior to identification, the 
inputs and outputs are scaled such that the magnitude of input and output variations are approximately equal.  Thus 
the resulting units are: expansion valve opening in [%], compressor speed in [100 rpm], temperatures [ºC], and 
pressures in [10 kPa].  As a demonstration of the model fit three basic statistics about the model residuals are 
presented.  The model residuals, ε , are defined as ( ) ( ) ( )tytyt −= ˆε  with yˆ  as the predicted output and y  as the 
measured output. The maximum residual and the average residual are calculated as given in Equation 5.3 and 
Equation 5.4 with N  being the number of measurements.  Additionally, a relative error measure is calculated as 
shown in Equation 5.5, where y  is the mean value of y . The percentage of model fit can then be calculated as: 
( )rSFit −= 1100% . 
( )tS εmax1 =  ( 5.3 ) 
( )⎟⎠
⎞⎜⎝
⎛= ∑
=
N
t
t
N
S
1
2
2
1 ε  ( 5.4 ) 
( ) ( )( )
2
2
1
2
1
2 ˆ
yy
yy
ytytS
N
t
N
t
r −
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎟⎠
⎞
⎜⎜⎝
⎛= ∑∑
==
ε  ( 5.5 ) 
As an example of the identification process detailed results are given for one of the operating conditions 
listed (Evaporator #2, nominal air flow, 10º C superheat, 1200 rpm). Models of order 1-10 were estimated and cross-
validated. Models of order 1-3 yielded poor prediction, while models of order 8-10 were overfitted to the particular 
data set used for estimation.  Models of order 4-7 had roughly similar predictive capabilities, but analysis of the 
auto- and cross-correlation of the errors revealed that models of order 4 and 7 were unacceptable.  Finally, models of 
order 5 and 6 yielded similar predictive capabilities and correlation errors for the temperature outputs, while the 6th 
order model resulted in lower correlation errors for the pressure outputs.  Based on these results and the expectation 
from the first principles modeling results a 6th order model is selected. 
The excitation inputs include a section of PRBS and a section of standard step responses (Figure 5.23).  As 
mentioned, the input amplitudes were approximately 10% of the actuator range, generally resulting in a 5-10% 
change in the output. The model’s predictive capabilities are shown in Figure 5.24, and the statistical measures of 
model fit are tabulated in Table 5.3.  To evaluate the uncertainty of the estimated model, step responses are 
presented in Figure 5.25 with a confidence interval for 3 standard deviations shown. Finally, a Bode plot of the 
model is given in Figures 5.26-5.27, while the discrete time version of the model is given in Equations 5.6-5.9 
assuming a sampling frequency of 1 Hz. 
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Table 5.3 Statistical Model Fits of the 6th Order Model 
 Max Error RMS Error % Model Fit 
Evaporator Superheat [C] 1.41 0.62 60.3 
Evaporator Exit Air Temp. [C] 0.78 0.23 25.0 
Evaporator Pressure [10 kPa] 0.99 0.30 71.9 
Condenser Pressure [10 kPa] 3.21 0.63 31.4 
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Figure 5.23 Identification Inputs 
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Figure 5.24 Identification Results: Model Prediction 
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Figure 5.25 Identification Results: Step Responses within 3 Standard Deviations 
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Figure 5.26 Identification Results: Bode Plot - Temperatures 
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Figure 5.27 Identification Results: Bode Plot - Pressures 
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5.2.2 System Identification Results: Evaporator #1 
The system identification approach presented in the previous section was applied to construct empirical 
dynamic models of the system across a wide range of operating conditions.  This section presents the results of the 
identification for the system operating with evaporator #1. The statistical measures of model fit are presented in 
Tables 5.4-5.6. The results confirm many of the conclusions drawn from visual evaluation of the step responses. 
First, the models confirm that the dynamics change significantly as compressor speed increases (Figures 5.28-5.29), 
with the differences being accentuated at high nominal levels of superheat (Figures 5.30-5.31). Finally, that reducing 
the air flow rates does affect the dynamics at low compressor speeds (Figure 5.32), but has relatively little effect at 
high compressor speeds (Figure 5.33). 
Table 5.4 Model Fit of the Identified Models 
Model Fit 
Fan Speed [%] 
Evaporator 
Superheat 
[C] 
Compressor 
[rpm] Evaporator superheat 
[C] 
Evaporator 
Pressure
 [10 kPa] 
Condenser 
Pressure 
[10 kPa] 
Comments 
900 74.0 85.2 46.8  
1200 61.3 75.7 56.2  
1500 44.4 60.8 41.9  8 
1800 33.6 32.1 2.6 Poor initial conditions; adequate 
prediction otherwise 
900 79.2 81.9 56.1  
1200 75.0 78.2 63.6  
1500 72.7 75.0 58.3  
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 69.0 70.9 64.1  
900 83.5 83.5 65.7  
1200 80.5 80.8 74.5  
1500 73.5 77.4 66.7  
Condenser Fan 75% 
Evaporator Fan 100% 16 
1800 64.2 72.4 67.5  
900 78.8 85.0 61.6  
1200 66.8 72.5 32.5  
1500 81.7 82.0 70.7  
Condenser Fan 100% 
Evaporator Fan 75% 16 
1800 75.2 76.1 65.2  
900 76.1 79.9 66.2  
1200 60.8 67.9 29.1  
1500 59.6 84.5 77.1  
Condenser Fan 75% 
Evaporator Fan 75% 16 
1800 73.2 77.1 57.2  
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Table 5.5 Max Error of the Identified Models 
Max Error 
Fan Speed [%] 
Evaporator 
Superheat 
[C] 
Compressor 
[rpm] Evaporator superheat 
[C] 
Evaporator 
Pressure
 [10 kPa] 
Condenser 
Pressure 
[10 kPa] 
Comments 
900 1.40 0.99 4.57  
1200 1.59 1.13 2.03  
1500 5.18 5.10 7.67  8 
1800 6.84 7.26 7.34 Poor initial conditions; adequate 
prediction otherwise 
900 1.26 1.24 7.63  
1200 1.86 1.94 1.25  
1500 3.13 3.19 1.55  
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 3.22 3.79 4.80  
900 0.93 1.10 3.42  
1200 0.96 0.87 1.23  
1500 3.08 3.44 3.55  
Condenser Fan 75% 
Evaporator Fan 100% 16 
1800 3.60 4.09 3.66  
900 1.83 1.31 3.15  
1200 1.32 1.02 2.83  
1500 2.50 2.47 1.43  
Condenser Fan 100% 
Evaporator Fan 75% 16 
1800 3.28 3.24 2.30  
900 2.87 2.29 2.97  
1200 2.40 1.11 3.40  
1500 1.20 0.45 1.60  
Condenser Fan 75% 
Evaporator Fan 75% 16 
1800 2.48 2.92 4.36  
Table 5.6 RMS Error of the Identified Models 
RMS Error 
Fan Speed [%] 
Evaporator 
Superheat 
[C] 
Compressor 
[rpm] Evaporator superheat 
[C] 
Evaporator 
Pressure
 [10 kPa] 
Condenser 
Pressure 
[10 kPa] 
Comments 
900 0.36 0.20 0.56  
1200 0.49 0.23 0.49  
1500 0.87 0.24 0.40  8 
1800 0.74 0.28 0.51 Poor initial conditions; adequate 
prediction otherwise 
900 0.41 0.33 0.55  
1200 0.27 0.26 0.34  
1500 0.22 0.22 0.42  
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 0.22 0.22 0.38  
900 0.32 0.30 0.43  
1200 0.25 0.24 0.27  
1500 0.21 0.21 0.37  
Condenser Fan 75% 
Evaporator Fan 100% 16 
1800 0.28 0.23 0.39  
900 0.60 0.33 0.47  
1200 0.58 0.35 1.14  
1500 0.16 0.16 0.32  
Condenser Fan 100% 
Evaporator Fan 75% 16 
1800 0.20 0.21 0.36  
900 0.81 0.49 0.52  
1200 0.81 0.48 1.45  
1500 0.42 0.15 0.27  
Condenser Fan 75% 
Evaporator Fan 75% 16 
1800 0.21 0.18 0.40  
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Figure 5.28 Bode Magnitude Plot: Variations in Compressor Speed (Nominal Air Flow Rate, 8º C Evaporator 
Superheat) 
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Figure 5.29 Bode Magnitude Plot: Variations in Compressor Speed (Nominal Air Flow Rate, 16º C Evaporator 
Superheat)  
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Figure 5.30 Bode Magnitude Plot: Variations in Evaporator Superheat (Nominal Air Flow Rate, 1200 rpm 
Compressor Speed) 
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Figure 5.31 Bode Magnitude Plot: Variations in Evaporator Superheat (Nominal Air Flow Rate, 1500 rpm 
Compressor Speed) 
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Figure 5.32 Bode Magnitude Plot: Variations in Air Flow Rates (900 rpm Compressor Speed, 16º C Evaporator 
Superheat)  
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Figure 5.33 Bode Magnitude Plot: Variations in Air Flow Rates (1800 rpm Compressor Speed, 16º C Evaporator 
Superheat) 
These differences in system dynamics are significant.  Assuming a nominal model (low superheat, 
moderate compressor speed, nominal air flow rates), and depending on the input-output considered, the difference in 
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dynamics identified for other operating conditions is equivalent to a multiplicative uncertainty of 100-500% at low 
frequencies and 1000% or greater at high frequencies.  Attempting to accommodate such drastic differences by 
synthesizing robust controllers would lead to extremely conservative control strategies.  However, the change in 
system dynamics due to operating condition can be accommodated using the gain-scheduled control techniques 
presented in the following chapter.  
Essential to this approach is identifying the parameters that most effectively capture the system 
nonlinearities. From the step responses and the frequency responses of the identified models, it is observed that the 
compressor speed has the most significant effect on changing the system dynamics. However, this may be an 
indirect cause since the nominal value of superheat and reducing the air flow rates at low compressor speeds also 
affect the system dynamics.  Current research regarding the parametric sensitivity of the first principles models 
indicate that the operating pressures significantly affect the system dynamics [51], and these would be the most 
direct way to capture the system nonlinearities.  However, for most applications with constant air flow rates, and 
reasonable regulation of evaporator superheat, a reasonable approximation would be to use compressor speed to 
schedule the control strategies. 
5.2.3 System Identification Results: Evaporator #2 
The system identification results for the system operating with evaporator #2 are similar to those discussed 
previously.  The only exception is that frosting was observed for high compressor speeds, and high nominal 
superheat values or reduced air flow rates, resulting in less repeatable results and making the system identification 
process more difficult and thus less reliable. The statistical measures of model fit are presented in Tables 5.7-5.9. 
The frequency responses are presented here for completeness without further discussion.  
Table 5.7 Model Fit of the Identified Models 
Model Fit 
Fan Speed [%] Evaporator Superheat [C] 
Compressor 
[rpm] Evaporator 
Superheat [C] 
Evaporator Exit 
Air Temp. [C] 
Evaporator 
Pressure 
 [10 kPa] 
Condenser 
Pressure  
[10 kPa] 
900 68.2 40.9 76.7 31.0 
1200 65.3 46.8 78.5 58.4 
1500 56.2 26.9 74.3 65.7 
10 
1800 51.5 42.5 60.9 33.6 
900 62.2 35.0 64.9 30.9 
1200 59.9 22.0 80.1 31.4 
1500 52.9 7.8 70.8 54.9 
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 54.0 27.8 64.7 61.6 
10 49.0 39.1 58.2 47.8 Condenser Fan 75% 
Evaporator Fan 100% 16 
1500 
73.8 45.8 76.4 65.4 
10 61.3 17.4 79.0 49.3 Condenser Fan 100% 
Evaporator Fan 75% 16 
1200 
75.1 48.2 78.8 53.4 
10 53.2 45.5 74.8 43.6 Condenser Fan 75% 
Evaporator Fan 75% 16 
1200 
65.5 38.0 74.9 48.6 
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Table 5.8 Max Error of the Identified Models 
Max Error 
Fan Speed [%] Evaporator Superheat [C] 
Compressor 
[rpm] Evaporator 
Superheat [C] 
Evaporator Exit 
Air Temp. [C] 
Evaporator 
Pressure 
 [10 kPa] 
Condenser 
Pressure  
[10 kPa] 
900 1.87 0.56 1.16 3.83 
1200 2.17 0.49 0.74 2.48 
1500 2.45 0.61 0.77 1.32 
10 
1800 3.21 0.54 0.72 1.96 
900 1.63 0.56 1.32 3.41 
1200 1.73 0.81 0.80 4.19 
1500 1.88 0.71 0.87 2.33 
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 1.83 0.61 0.74 1.08 
10 2.62 0.57 1.11 2.52 Condenser Fan 75% 
Evaporator Fan 100% 16 
1500 
1.07 0.41 0.78 1.46 
10 2.75 0.83 0.77 1.68 Condenser Fan 100% 
Evaporator Fan 75% 16 
1200 
1.28 0.63 0.75 1.85 
10 2.99 0.85 1.10 3.84 Condenser Fan 75% 
Evaporator Fan 75% 16 
1200 
1.35 0.95 0.86 2.35 
Table 5.9 RMS Error of the Identified Models 
RMS Error 
Fan Speed [%] Evaporator Superheat [C] 
Compressor 
[rpm] Evaporator 
Superheat [C] 
Evaporator Exit 
Air Temp. [C] 
Evaporator 
Pressure 
 [10 kPa] 
Condenser 
Pressure  
[10 kPa] 
900 0.57 0.17 0.31 0.76 
1200 0.63 0.14 0.23 0.39 
1500 0.57 0.19 0.17 0.27 
10 
1800 0.68 0.12 0.18 0.42 
900 0.52 0.20 0.46 0.80 
1200 0.59 0.33 0.20 0.52 
1500 0.50 0.22 0.19 0.42 
Condenser Fan 100% 
Evaporator Fan 100% 
16 
1800 0.49 0.20 0.21 0.28 
10 0.79 0.17 0.30 0.66 Condenser Fan 75% 
Evaporator Fan 100% 16 
1500 
0.29 0.12 0.17 0.30 
10 0.75 0.30 0.20 0.68 Condenser Fan 100% 
Evaporator Fan 75% 16 
1200 
0.38 0.16 0.22 0.53 
10 1.03 0.16 0.28 0.57 Condenser Fan 75% 
Evaporator Fan 75% 16 
1200 
0.48 0.39 0.29 0.84 
 
  155
−40
−20
0
20
From: Valve Opening
To
: E
va
p 
Su
pe
rh
ea
t
−40
−20
0
20
To
: E
va
p 
Ex
it 
Ai
r T
em
p
−40
−20
0
20
To
: E
va
p 
Pr
es
su
re
10−6 10−5 10−4 10−3 10−2 10−1 100 101
−40
−20
0
20
To
: C
on
d 
Pr
es
su
re
From: Compressor Speed
−6 10−5 10−4 10−3 10−2 10−1 100 101
Bode Diagram
Frequency  (rad/sec)
M
ag
ni
tu
de
 (d
B)
@ 900 RPM
@ 1200 RPM
@ 1500 RPM
@ 1800 RPM
 
Figure 5.34 Bode Magnitude Plot: Variations in Compressor Speed (Nominal Air Flow Rate, 10º C Evaporator 
Superheat) 
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Figure 5.35 Bode Magnitude Plot: Variations in Compressor Speed (Nominal Air Flow Rate, 16º C Evaporator 
Superheat)  
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Figure 5.36 Bode Magnitude Plot: Variations in Evaporator Superheat (Nominal Air Flow Rate, 900 rpm 
Compressor Speed) 
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Figure 5.37 Bode Magnitude Plot: Variations in Evaporator Superheat (Nominal Air Flow Rate, 1800 rpm 
Compressor Speed) 
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Figure 5.38 Bode Magnitude Plot: Variations in Air Flow Rates (1200 rpm Compressor Speed, 10º C Evaporator 
Superheat)  
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Figure 5.39 Bode Magnitude Plot: Variations in Air Flow Rates (1200 rpm Compressor Speed, 16º C Evaporator 
Superheat) 
5.3 First Principles Model Validation 
This section presents comparison of the first principles models with experimental data. As possible, the 
component models are discussed and validated individually, and then the validation of the overall system model is 
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presented.  Particular attentions is given to discussing the methods to for specifying the operating condition, physical 
parameters, and lumped parameters required by the individual models. Comparison of the nonlinear and linearized 
models is given.   
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Figure 5.40 System Model Validation: Actuator Step Changes 
The validation data set shown in this section is obtained by applying step changes in valve opening, 
compressor speed, and air flow rates, and recording the component and system responses.  The actuator changes are 
shown in Figure 5.40.  The nominal operating condition is selected at operating pressures of 270 and 970 kPa, with a 
compressor speed of 1500 rpm and 100% air flow rates across the evaporator and condenser. For individual 
component validation, the measured values of pressure, temperature, and mass flow rate are input to the individual 
component models, and the component outputs are then compared to the experimental data.  For the system 
validation, the individual component models are linked to form the overall system, with pressures, temperatures, and 
mass flow rates all being predicted by the component models; only the step changes in compressor speed, valve 
opening, and air flow rates are applied as inputs to the overall system. 
5.3.1 Expansion Valve 
The expansion valve model requires a static functional relationship between the inlet pressure, outlet 
pressure, and inlet temperature, and the resulting mass flow rate through the valve.  In this case, this relationship is 
given in terms of an empirical map (see Chapter 4).  Because the heat exchanger models are extremely sensitive to 
the entering and exiting mass flow rates, a highly accurate empirical valve map is essential.  
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Figure 5.41 Component Model Validation: Expansion Valve Mass Flow Rate 
Because the fluid exiting the valve is two-phase, it is impractical to validate the isenthalpic assumption.  
However, Figure 5.41 gives the mass flow rate prediction of the empirical model compared to recorded data. There 
is excellent agreement between model data for the changes in compressor speed and air flow rates.  This agreement 
reflects the accuracy of valve map in terms of the dependence on the pressure differential. There is a slight mismatch 
in prediction for the step change in valve opening, indicating an opportunity for refinement of the valve map in 
terms of its dependence on valve position. 
5.3.2 Compressor 
Similar to the expansion valve model, the compressor requires a static functional relationship between the 
inlet pressure, outlet pressure, and inlet temperature, and the resulting mass flow rate.  Again, this relationship is 
given in terms of an empirical map (see Chapter 4), that needs to be highly accurate.  Additionally, the prediction of 
the outlet enthalpy is given in terms of isentropic efficiency.  If necessary, a first order time constant can be 
implemented to simulate the thermal capacity of the compressor itself.  
  160
800 1000 1200 1400 1600 1800 2000 2200 2400
6
6.5
7
7.5
8
8.5
x 10−3 Mass Flow Rate Prediction
Time [s]
[kg
/s]
Data (Valve)
Nonlinear (Compressor)
 
Figure 5.42 Component Model Validation: Compressor Mass Flow Rate 
Figure 5.42 gives the mass flow rate prediction of the empirical model compared to data measured at the 
expansion valve.  The lack of a mass flow sensor at the compressor is a notable gap in the available measurements. 
The challenge of measuring vapor flow with rapid and significant changes in pressures and temperatures is 
recognized by industry and academia alike.  Ongoing efforts include a search for an appropriate solution to this 
difficulty. However, the model and data do match after the transient responses have mostly concluded, suggesting 
that the map is accurate.  However, there is a significant spike in mass flow rate associated with sudden changes in 
compressor speed.  The size and shape of this transient response depends on the rate limit of the compressor speed 
change. However, because the heat exchanger models are sensitive to differences in mass flow rate this unknown 
transient could result in significant changes the pressure and temperature responses.  
5.3.3 Evaporator 
Unlike the expansion valve and compressor models, which are relatively simple, and largely semi-
empirical, the heat exchanger models are first principles based, and require knowledge of the physical parameters 
and operating condition.  Because of the simplifying model assumptions, the model relies extensively on lumped 
parameters. Several of these are known with certainty (e.g. heat exchanger mass), whereas others are only known 
within an order of magnitude (e.g. lumped two-phase heat transfer coefficient).  To obtain a satisfactory model fit, 
several of the parameters are adjusted within acceptable ranges.  A discussion of each of the model parameters and 
the tuning procedure follows. 
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5.3.3.1 Physical Parameters 
Hydraulic Diameter – This value is used only for calculating heat transfer coefficients. As such, its value 
has minimal impact on the dynamic model. 
Fluid Flow Length – This value is defined as the length that the fluid travels from the entrance to the exit of 
the heat exchanger.  All possible fluid flow paths are assumed to have the same length. Many heat exchangers use a 
series of tubes or plates arranged in a serpentine manner for fluid flow.  Often these tubes or plates will join at a 
“header” and the fluid is redistributed before entering the next “pass” or series of or tubes or plates. The user is 
required to make appropriate assumptions or simplifications to calculate an effective fluid flow length if necessary. 
Cross-sectional Area – This value along with the effective fluid flow length determines the effective 
internal volume of the heat exchanger. Clearly, this could be calculated using the hydraulic diameter. However, for 
most heat exchangers the cross-sectional area is not constant.  The number of tubes or plates per pass generally 
increases as the fluid evaporates or decreases as the fluid condensates, thus changing the cross-sectional area.  For 
the purposes of modeling a constant cross-sectional area is assumed. Furthermore, this parameter most directly 
affects the dynamic response of evaporator pressure.  This is intuitive, since a larger internal volume will result in a 
smaller and slower buildup of pressure.  On an actual system, the buildup of pressure occurs not only in heat 
exchanger itself, but also in the headers, entering and exiting pipe lengths, etc.  Thus to match the dynamic response 
of evaporator pressure the effective cross sectional area is increased to include the internal volume of these 
additional components (Note: this may result in a value of cross-sectional area 2 or 3 times larger than the cross-
sectional calculated from the hydraulic diameter). 
Internal or External Surface Area –This parameter is either calculated from the known geometry, or 
obtained from the manufacturer. Because this parameter almost always appears as a product of area and heat transfer 
coefficient, tuning both this parameter and the heat transfer coefficients would be redundant. 
Mass – This parameter is easily obtained from the manufacturer or measured.  Because the header pipes do 
not play a critical role in heat transfer, the mass of these may be included or neglected. In general, large changes in 
this parameter are required before noticeably affecting the system response. 
Specific Heat – The value of this parameter is easily obtained with knowledge of the heat exchanger 
material.  For heat exchangers constructed of multiple materials, the use of a weighted average of specific heats or 
thermal capacities would be appropriate. 
5.3.3.2 Empirical Parameters 
Mean Void Fraction – Many correlations are available as mentioned previously.  For these simulations, a 
general slip ratio correlation is assumed. Slip ratio is defined as the ratio of the velocities of the vapor and liquid 
phases in a two-phase flow.  The lower bound on this parameter is given by the homogeneous relationship, with 
1=S . A suggested upper bound is given by the Zivi correlation, where the slip ratio is given as 
( ) 3/1gfS ρρ= .  This upper bound is not a hard bound, but a guideline to be considered when tuning this 
parameter. In general, the slip ratio has the greatest effect on the response of evaporator superheat.  
Heat Transfer Coefficients – This value can be estimated using an empirical correlation or simply a 
nominal value chosen by the user.  For the single phase regions, an appropriate estimate can be calculated using the 
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Dittus-Boelter correlation [44]. For the two-phase region, the heat transfer coefficient will vary significantly 
depending on pressure, fluid quality, and mass flow rate.  The lumped two-phase heat transfer coefficient again 
could be selected by correlation or as a nominal value significantly higher than the single phase region or the air side 
heat transfer coefficient. The air side heat transfer coefficient can be determined using the measured air data or using 
manufacturer data (i.e. J-factor correlation data [50]).  The absolute and relative value of the heat transfer 
coefficients will affect the response of each of the model outputs, most notably that of outlet enthalpy or outlet 
temperature, which becomes critical to correctly predicted evaporator superheat. 
5.3.3.3 Operating Condition 
Evaporation Pressure – Although the evaporator model assumes isobaric evaporation, an actual evaporator 
will have some measure of pressure drop from inlet to outlet.  Because a principal goal of the model is to predict 
evaporator superheat at the evaporator outlet, the measured outlet pressure is assumed to be the evaporation 
pressure.  The pressure drop from inlet to outlet is then lumped with the pipe losses between components. 
Inlet Enthalpy – Although the valve is assumed to be isenthalpic, there exist losses in the pipe between the 
valve and the evaporator, including pressure drop, parasitic heat gain, etc.  Because the fluid quality entering the 
evaporator cannot be measured, the inlet enthalpy is assumed to be approximately equal to the enthalpy entering the 
valve.  This value can be adjusted slightly without violating the limits of feasibility, but in general, small changes do 
not significantly affect the dynamic responses. 
Fluid Temperatures, Mass Flow Rates – The values of the outlet temperature of the refrigerant, the inlet and 
outlet temperature of the external fluid (air), and the mass flow rates of the refrigerant and air are measured from 
data. 
5.3.3.4 Pipe Losses 
Between components there are both momentum losses associated with friction, as well as thermal 
losses/gains due to heat transfer to the environment.  These losses are accounted for, as well as the possible transport 
delay due to longer pipe lengths. Although the pressure and temperature drops are necessary, the transport delay is 
insignificant for the particular experimental system considered. 
5.3.3.5 Component Validation 
In other sections, the comparison of experimental data and predicted outputs for individual component 
models is presented.  Measured values of inlet and outlet mass flow rate, inlet enthalpy, etc. are applied as inputs to 
these component models. Due to the lack of a measured value for mass flow rate at the compressor, the compressor 
model is necessarily a part of the individual validation of the heat exchangers. This isolated component validation is 
not possible, however, for the evaporator model.  This model is extremely sensitive to mass flow variations, and the 
noisy mass flow signal from data, coupled with the small biases in the mass flow predicted by the compressor result 
in undesirable fluctuations that obscure the salient dynamics.  Therefore, component validation of this model is 
deferred to a later publication. 
5.3.4 Condenser with Receiver 
The condenser model requires the same parameters as the evaporator model, with a few additions. The 
internal volume and lumped heat transfer coefficient of the receiver are required, as is the initial mass of the 
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refrigerant in the receiver.  This is chosen to match so that the total refrigerant charge in the simulation model 
matches the actual refrigerant charge.  
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Figure 5.43 Component Model Validation: Condenser Pressure and Air Outlet Temperature 
Unlike the evaporator, the presence of the receiver makes the model more robust to mass flow rate 
variations, and an individual model validation can be conducted.  The pressure response matches extremely well, 
with a slight mismatch in steady state prediction.  The response of the linear model differs only slightly from the 
nonlinear model. Similarly, the shape of the outlet air temperature response matches well, again with a slight 
mismatch in steady state. 
5.3.5 System Validation 
Having demonstrated the efficacy of each of the individual component models, we proceed to validate the 
combined system model. The final choice of most parameters is straightforward; the values used in the simulation 
are shown in Table 5.10.  The effective cross-sectional area was chosen to reflect the internal volume of the heat 
exchanger, inlet and outlet pipe lengths, and the vapor filled accumulator present in the system,  thus accounting for 
the all the low-side volume that participates in the pressure response.  This is consistent with experimental studies 
and results in the appropriate transient behavior.  The value for slip ratio was chosen near the rough upper bound 
given by the Zivi correlation. The empirical relationships for mass flow through the compressor and expansion valve 
were developed using steady state data. Because of the sensitivity of the models to small changes in mass flow, the 
accuracy of these maps is essential to good prediction. 
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Table 5.10 Parameter Values for Model Validation 
Component Parameter Units Value Comment 
Heat Exchanger Mass kg 1.548 Measured 
Heat Exchanger Specific Heat kJ/kg-K 0.567 Aluminum Fin with Copper Pipe 
Heat Exchanger Frontal Area cm^2 583.8 From Manufacturer 
Hydraulic Diameter mm 8.915 Measured 
Fluid Flow Length m 11.46 Calculated from Internal Volume 
Cross Sectional Area for Flow cm^2 2.062 Calculated from Hydraulic Diameter 
Internal Volume cm^3 500.8 From Manufacturer 
Internal Surface Area m^2 0.321 Measured 
External Surface Area m^2 3.068 Measured 
Two-phase Flow Heat Transfer Coefficient kW/m^2/K 2.000 Tuned Parameter 
Superheat Flow Heat Transfer Coefficient kW/m^2/K 0.040 Tuned Parameter 
Exterior Fluid Heat Transfer Coefficient kW/m^2/K 0.058 Calculated from J-Factor Correlations 
Exterior Fluid Specific Heat kJ/kg/K 1.05 Air 
E
va
po
ra
to
r 
Slip Ratio [-] 4.6 Zivi Correlation 
Heat Exchanger Mass kg 4.656 Measured 
Heat Exchanger Specific Heat kJ/kg-K 0.467 Steel 
Heat Exchanger Frontal Area cm^2 842.7 From Manufacturer 
Hydraulic Diameter of Tubes mm 8.103 Measured 
Fluid Flow Length m 10.69 Calculated from Internal Volume 
Cross Sectional Area for Flow cm^2 0.516 Calculated from Hydraulic Diameter 
Internal Volume cm^3 557.2 From Manufacturer 
Internal Surface Area m^2 0.275 Measured 
External Surface Area m^2 2.793 Measured 
Superheat Flow Heat Transfer Coefficient kW/m^2/K 0.388 Calculated using Dittus-Boelter Correlation 
Two-phase Flow Heat Transfer Coefficient kW/m^2/K 1.000 Tuned Parameter 
Exterior Fluid Heat Transfer Coefficient kW/m^2/K 0.126 Calculated from J-Factor Correlations 
Exterior Fluid Specific Heat kJ/kg/K 0.960 Humid Air with Effective Specific Heat 
Slip Ratio [-] 2.900 Zivi Correlation 
C
on
de
ns
er
 
Receiver Volume m^3 0.003 From Manufacturer 
Compressor Displacement m^3 0.000 From Manufacturer 
Mass Flow Rate Empirical Map [-] - See Chapter 4 
C
om
pr
es
so
r 
Rate Limit rpm/s 1000 Estimated 
Mass Flow Rate Empirical Map [-] - See Chapter 4 
E
xp
an
si
on
 
V
al
ve
 
Rate Limit %/s 12.5 From Manufacturer 
Compressor Condenser m 4.04 Measured 
Condenser to Valve m 4.79 Measured 
Valve to Evaporator m 1.63 Measured P
ip
e 
Le
ng
th
s 
Evaporator to Compressor m 6.53 Measured 
 
The figures show generally good agreement between model and data. Although the mass flow rate is only 
measured at the expansion valve, the difference in mass flow rates between the inlet and outlet of the heat 
exchangers is a driving mechanism of the system dynamics. The peak in compressor mass flow rate with a step 
change in compressor speed is expected even though it is not measured, and the remaining predictions coincide with 
the system response (Figure 5.44). 
The prediction of condenser pressure matches extremely well. Evaporator pressure response matches 
excepting the speed of the response (Figure 5.45). With further tuning of the evaporator parameters, the speed of the 
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response could be improved.  As mentioned previously, the effective volume of the evaporator may need to be 
increased to reflect the entire low side volume. 
The response of the air temperatures match well, although the changes are small (Figure 5.46).  The 
prediction of evaporator superheat is a key variable for control. Because evaporator superheat is the difference 
between the saturation temperature and the outlet refrigeration temperature, correct prediction of both outlet 
temperature and evaporator pressure is essential. Similar to the evaporator pressure, the response of refrigerant outlet 
temperature, and thus superheat, matches generally well, excepting that the predicted response is faster than 
measured (Figure 5.47).  There also is an anomalous spike associated with the step change in compressor speed.  
This problem may be correctable by adjusting the compressor mass flow rate prediction.  This is part of current and 
future efforts to include a sensor to measure transient mass flow rate at the compressor.  With this added ability the 
predicted response of mass flow rate under compressor speed changes could be verified, and the model validation 
improved. 
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Figure 5.44 System Model Validation: Mass Flow Rates 
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Figure 5.45 System Model Validation: System Pressures 
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Figure 5.46 System Model Validation: Air Temperatures 
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Figure 5.47 System Model Validation: Evaporator Temperatures 
5.4 Summary 
Overall the initial model validation demonstrated agreement between model and data.  The minor 
discrepancies can be explained, and some improvements to the model are suggested. Most of the parameters 
required by the model are known values, and experience has shown that the transient response of the system was 
relatively insensitive to changes in most parameters. Moderate changes in other parameters, however, did result in 
different transient responses.  Specifically, the choice of the two-phase flow heat transfer coefficient changed the 
shape and magnitude of the output responses. This effect is due, in part, to how the choice of this parameter affects 
the calculated initial conditions of the system.  The choice of slip ratio also affects the transient response notably.  
The value for slip ratio determines the value of the void fraction, and thus the amount of liquid and vapor 
refrigerant.  A larger slip ratio results in a smaller void fraction and more liquid mass in the evaporator.  The amount 
of refrigerant mass inventory in the evaporator appears to affect the transient response much more than the values of 
the physical geometry of the heat exchanger. 
The model is also extremely sensitive to the algebraic relationships for mass flow as given for the 
compressor and expansion valve.  The principal dynamics of the system appear to be caused by the redistribution of 
mass inventory, and the transient differences between inlet and outlet mass flow rate into the heat exchangers. The 
simplified dynamic model does not include some of the small, fast transient behavior that would dampen and 
stabilize the system. Like many nonlinear dynamic systems, the dynamic state variables of a vapor compression 
cycle seem to exist on slow and fast dynamic manifolds.  The slow dynamic manifolds are determined by the 
dominant system dynamics.  The fast dynamic manifolds that force the dynamic system to remain on the slow 
dynamic manifold in the physical system are neglected in the model for simplicity.  This simplicity comes at the 
price of being sensitive to small changes in mass flow. 
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Chapter 6. Gain-Scheduled Control 
As illustrated by the experimental results of Chapter 5, the dynamics of air-conditioning and refrigeration 
systems are observed and analyzed to be highly nonlinear. To effectively control these systems, the control strategy 
must account for these nonlinearities, and preferably provide guarantees of acceptable performance across the entire 
range of possible operating conditions.  This chapter presents gain-scheduled control as a practical and effective 
solution to the nonlinear control problem.  In the past, guaranteeing the stability of gain-scheduled controlled 
systems has posed a challenging research problem.  For this reason, special attention is given to the tools and 
methods available for evaluating the stability of the gain-scheduled closed loop. 
6.1 Introduction 
Many physical systems exhibit dynamics that vary appreciably over the typical operating regime; a single 
linear controller may fail to achieve acceptable performance throughout the envelope of conditions. One of the most 
popular solutions to this nonlinear control design problem is the use of gain-scheduling, in which a nonlinear 
controller is constructed by interpolating a family of local linear controllers. Thus the nonlinear control design 
problem can be divided into several control problems where linear design tools are generally employed. This 
“divide-and-conquer” [58],[15] methodology has found success in a variety of applications. The success of the gain-
scheduled approach seems directly attributable to its simplicity in design and implementation.  In the literature, a 
wide variety of approaches are termed “gain-scheduling.” For the purpose of this paper, we consider a gain-
scheduled controller as one that interpolates between local linear control laws as a function of scheduling variables, 
which capture the system nonlinearities.  
Despite the overwhelming success in industrial practice, the principal difficulty of using gain-scheduled 
control is guaranteeing stability. By blending several linear controllers, the resulting global controller is nonlinear, 
and results in the addition of “hidden coupling terms” [85] or additional dynamics due to the interpolation functions. 
Thus, although the gain-scheduled controller may be stable at every fixed value of the scheduling variable, the true 
global closed loop may not be stable.  
Rugh and Shamma discuss gain-scheduling in terms of a four-step process [85]. First, determine a linear 
parameter-varying model of the plant either from first principles, or by interpolating identified models. Second, use 
linear design methods to design controllers.  Third, determine the method of interpolating the linear controllers as a 
function of the scheduling variable(s). Two common rules of thumb for selecting the scheduling variables is that 
they should 1) capture the plant nonlinearities, and 2) they should vary slowly [92]. Fourth, assess the stability and 
performance of the overall system, often by extensive simulations or experiments.  
Stability of the closed loop system is generally addressed by one of the following three methods.  First, 
proving that the gain-scheduled controller is stable for all fixed values of the scheduling variable, and then inferring 
overall stability by assuming slowly varying scheduling parameters.  Although this is appropriate for exogenously 
scheduled systems, it may not be possible for endogenously scheduled systems where the scheduling parameters 
may vary arbitrarily fast.  Second, stability for time-varying, but often rate-limited, scheduling parameters is 
guaranteed by construction of the gain-scheduled controller using LPV or LFT methods.  This generally assumes an 
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explicit model of the nonlinear system, which may not be available. Third, stability is verified through extensive 
simulation and experiments.  
In 2000, two separate survey articles appeared detailing the history and scope of gain-scheduling [85],[58].  
The acknowledged motivation of gain-scheduled controllers is the ability to solve a nonlinear control problem by 
using available linear control tools. Application areas have included flight control, engine control, power plants, 
vehicle control, and many others. 
The remaining sections of this chapter will first address the topics of problem formulation and stability 
analysis in sections 6.2 and 6.3 respectively.  Then an alternative framework for implementing gain-scheduled 
controllers based on the Youla parameterization will presented in section 6.4.  The final sections will address design 
issues and present illustrative examples of the overall approach. 
6.2 Problem Formulation 
In this chapter we consider the nonlinear control problem shown in Figure 6.1.  The plant and controller are 
assumed to be nonlinear. Common notation is used whenever possible with d representing system disturbances, u 
the control outputs, y the control inputs, and z the performance outputs. 
 
Figure 6.1 General Nonlinear Closed Loop 
6.2.1 Plant Representation 
6.2.1.1 Nonlinear Plant Representation 
A general representation of a nonlinear dynamic system is given as: 
( )
( )
( )duxhz
duxgy
duxfx
,,
,,
,,
=
=
=&
 ( 6.1 ) 
where qplmn RzRyRdRuRx ∈∈∈∈∈ ,,,, .  The functions f, g, and h are assumed to be sufficiently 
smooth and continuously differentiable: 
qlmn
plmn
nlmn
RRRRh
RRRRg
RRRRf
→××
→××
→××
:
:
:
. 
Let (x0, u0, d0) denote an equilibrium point of Equation 6.1 such that 
( )
( )
( )0000
0000
000
,,
,,
,,0
duxhz
duxgy
duxf
=
=
=
, 
and define deviation variables 0xxx −=δ , 0uuu −=δ , 0ddd −=δ , 0yyy −=δ , 0zzz −=δ .  
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6.2.1.2 Jacobian Linearization 
The nonlinear plant model can be linearized about (x0, u0, d0) by performing a first-order Taylor expansion: 
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The Jacobian matrices can be a function of all or some of the variables (x, u, d).  The subset of the variables that 
parameterize the Jacobian matrices are denoted as { }dux ,,⊂θ . Thus an approximation of the nonlinear model 
around the equilibrium point is given by the linear time invariant model: 
( ) ( ) ( )
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where ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂=
000 ,,
0
dux
P x
fA θ , ( ) ⎟⎟⎠
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⎜⎜⎝
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∂
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dux
P u
fB θ , ( ) ⎟⎟⎠
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⎛
∂
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000 ,,
02
dux
P d
fB θ , etc. 
Using this linearization approach, the nonlinear model can be decomposed into several linear 
representations around specified operating points suitable for use with linear control design techniques.  Perhaps 
more common in practice, the linear models used for control design will be identified models constructed from 
experimental data. In either case, the methods for analysis to be presented later in this chapter will require a 
representation of the nonlinear plant in terms of a family of linear models parameterized by a set of variables termed 
scheduling signals. 
However, note that Equation 6.3 is a Linear Time Invariant (LTI) local approximation of the nonlinear 
dynamics about a given equilibrium point, not a Linear Parameter Varying (LPV) representation of the global 
nonlinear dynamics. There would be no physical significance if one substitutes the constant 0θ  with a time-varying 
( )tθ . 
A method of constructing a valid nonlinear representation from a set of local linear models will be 
presented later.  However, since many of the control design techniques assume a LPV representation of the plant 
dynamics, this topic will be addressed first. 
6.2.1.3 Linear Parameter Varying Representation 
A Linear Parameter Varying or LPV system is a special class of nonlinear systems defined as “a linear 
system whose dynamics depend on exogenous parameters with values that are unknown a priori but can be 
measured on-line” [92]. A true Linear Parameter Varying (LPV) representation of a system is given in Equation 6.4. 
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If a nonlinear system does not naturally have an LPV representation, an alternative method for representing 
the system as a parameterized family of linear models may exist, and has been termed the quasi-LPV representation. 
In this method, nonlinear terms are “hidden with newly defined, time-varying parameters that are then included in 
the scheduling variable.”  The reader should note that quasi-LPV representations are not unique, and there may be 
difficulty in finding a suitable representation for controller design. In particular, rapid variations in the augmented 
set of scheduling variables may compromise stability.  The interested reader is referred to [85] for detailed 
information regarding quasi-LPV representations. 
6.2.2 Controller Design 
Gain-scheduled control design methods can be roughly classified into two groups: 1) local linear control 
design and 2) LPV control design methods.  The former approach is extensively used in practice and has tremendous 
freedom in the design process. However it suffers from a general lack of suitable tools for stability analysis.  The 
latter has the advantage that some level of stability is guaranteed by construction of the controller, with the 
disadvantage that the controllers are designed en masse with common size and structure, and no guarantee of 
existence.  Thus some freedom in the design process is lost, while at the same time being computationally 
expensive. 
6.2.2.4 Local Linear Control Design 
With linearized models of the dynamics available, the nonlinear control design problem can be divided into 
several control problems where any of the many linear design tools can be employed. This is the fundamental 
“divide-and-conquer” approach of gain-scheduling.  The local linear controllers are then denoted as: 
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Reported methods of designing local controllers range from PID to H∞ techniques [42].  Since virtually no 
restrictions are imposed during the design phase, research has focused on determining an appropriate means of 
interpolating between these local linear controllers as a function of the scheduling variables.  This topic will be 
addressed in the following subsections. But first the second method of designing gain-scheduled controllers will be 
presented. 
6.2.2.5 LPV Control Design 
An alternative method for designing gain-scheduled controllers has been termed “Gain Scheduling the LPV 
Way” [76].  In this paradigm an LPV representation of the nonlinear plant is assumed to be available, and controllers 
are designed en masse, with common size, structure, and state variables, such that stability of the nonlinear closed 
loop is guaranteed if some basic assumptions are met.  In particular, the assumptions that the scheduling variables be 
measurable and bounded, and in most cases, have time derivatives that are measurable and bounded. These 
assumptions can be restrictive, and current research is attempting to alleviate some of the resultant difficulties. 
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Although this approach does not have the tremendous design freedom, it remains attractive due to the 
guarantees of stability.  In essence, stability can be guaranteed in either of two ways.  First, the problem can be 
formulated with the parameter variations cast as uncertainty, where a single LTI controller is sought such that a 
small-gain condition is met.  If found, stability can be guaranteed for arbitrarily fast variations in the scheduling 
parameter, but generally resulting in a poorly performing controller due to the extremely conservative nature of the 
analysis.  Second, an LPV controller can be sought such that stability of the closed loop system is guaranteed using a 
constant quadratic Lyapunov functions (e.g. [76],[9]).  Often the synthesis of such controllers can be framed as 
solving a set of Linear Matrix Inequalities (LMIs) which can be solve efficiently.  However, [8] indicates that 
approaches that rely on a fixed Lyapunov function are “potentially very conservative because they allow for 
arbitrary rates of variation in the scheduled variables.”  Hence, recent efforts have employed parameter dependant 
Lyapunov functions that can reduce some of this conservatism as long as the time derivative of the scheduling 
variable can bounded [8],[33],[113],[29]. 
Overall, gain scheduling the LPV way has previously been shown to be successful for several examples, 
with some guarantees of stability.  However, the potential drawbacks of design inflexibility, computational intensity, 
and restrictive assumptions have apparently limited its industrial application. 
6.2.3 Scheduling Variables and Interpolation Methods 
6.2.3.1 Scheduling Variables 
Although the linearization of the plant and the associated controller is parameterized by { }dux ,,⊂θ , 
only a subset of these parameters may be necessary or desirable for scheduling controllers. Weak dependence, 
inability to measure, or fast variations might prompt the controller engineer to neglect a parameter when scheduling 
controllers.  Thus we denote the scheduling variables as { }duy ,,⊂ρ , and the vector space defined by the 
scheduling variables as the scheduling space. Note that an equilibrium point in the scheduling space need not be an 
equilibrium point of the nonlinear plant. 
6.2.3.2 Interpolation Methods 
In the literature a variety of methods for interpolating local controllers are reported, including the 
interpolation of poles, zeros, and gains, interpolation of H∞ controllers by interpolating Riccati equations, 
interpolation of balanced state space matrix coefficients, interpolation of state and observer gains, and the 
interpolation of eigenvalue placement state feedback gains (for a list of references, see [85]). Alternatively, several 
authors have reported the use of controller blending, where the system signals of each of the linear controllers is 
blended as a function of operating condition to form a global nonlinear controller [83],[19],[70]. 
The latter type of gain-scheduling, termed “output-blending,” is similar to the Tagaki-Sugeno 
models/controllers in the field of fuzzy logic [103]. The principal benefit of this approach is the ability to simply 
gain-schedule between controllers of different sizes and structures; no restrictions are placed on the design of the 
individual controllers.  
This output blending approach generally assumes the configuration shown in Figure 6.2. This diagram 
illustrates the closed loop dynamics in the standard framework.  The input disturbance w1, and the control output 
signals u, are inputs to the nonlinear plant model, whose output y and the reference disturbance w2, are inputs to the 
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each of the linear controllers. The nonlinear controller is formed by weighting the individual outputs of several 
linear controllers.  These weighting or blending functions are a function of a scheduling variable ρ , as 
( ) ( )( )tft ρα = .  Common assumptions include ( ) [ ]1,0∈tiα  and ( ) 1=∑ tiα , with the magnitude based on 
the relative distance to the respective design point in the scheduling space.  
This approach is sometimes termed a Local Controller Network (LCN) and is attractive because of the 
simplicity of the controller implementation.  A controller is constructed using standard linear techniques and a linear 
approximation of the nonlinear model, either using a linearized first principles model or a data-driven identified 
model.  This process is repeated for several key operating conditions, and the resulting controllers are computed in 
parallel, while a weighted sum of their outputs is applied to the nonlinear plant (Figure 6.2). For analysis purposes, 
the nonlinear plant is often assumed to be adequately represented by a Local Model Network (LMN), where the 
local linear representations of the plant are the result of the linearization of a nonlinear model, or simply data-driven 
empirical models (Figure 6.3). The interconnection of these two is depicted in Figure 6.4. We will denote the LMN 
as ( ) ( )∑= sPsP iiαα , and similarly the LCN as ( ) ( )∑= sKsK iiαα  (depicted in Figure 6.5). 
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Figure 6.2 Controller Blending using a Local 
Controller Network  
Figure 6.3 Plant Blending using a Local Model 
Network 
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Figure 6.4 Diagram of the Combined LCN/LMN Figure 6.5 Simplified Diagram of the LCN/LMN Interconnection 
6.2.4 Closed Loop Representation 
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and given a priori a set of local linear controllers ( ) 2RHsKi ∈  
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the closed loop system (Figure 6.3) from [ ]Tww 21  to [ ]Tyu  is given in state-space form in Equation 6.10, 
and denoted ( )sGα . Note that this system can be represented as a system affinely parameterized in α  with the 
constraint ( ) 1=∑ tiα . Alternatively, the system can be recognized as a polytopic model formed from a convex 
set of individual models 
[ ]
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
pn
p
C
pnnp
B
pn
p
x
pn
p
A
pn
p
pn
p
x
x
CCy
e
B
B
x
x
A
A
x
x
P
PPP
M444 3444 21 L
321
M
321
M
44 344 21
O
&
M
&
1
11
1
1111
0
0
αα
 ( 6.8 ) 
  175
[ ]
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
kn
k
C
knnk
B
kn
k
x
kn
k
A
kn
k
kn
k
x
x
CCu
e
B
B
x
x
A
A
x
x
K
KKK
M444 3444 21 L
321
M
321
M
44 344 21
O
&
M
&
1
11
2
1111
0
0
αα
 ( 6.9 ) 
( )
( )
⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡
⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡+⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡
K
P
C
K
P
B
K
P
K
P
A
KPK
KPP
K
P
x
x
C
C
y
u
w
w
B
B
x
x
ACB
CBA
x
x
43421
4342144 344 21&
&
α
α
~
2
1
~~
0
0
0
0
 ( 6.10 )  
6.3 Stability Analysis 
The stability analysis of a gain-scheduled controller in closed loop with a nonlinear plant can pose a 
challenging problem. Indeed, Rugh and Shamma note that “there have been relatively few research papers on the 
stability and performance of gain scheduled systems” [85] and Apkarian and Adams state that the classical 
approaches connecting locally designed controllers “lack supporting theories that guarantee the behavior of the 
scheduled controller” [8]. Furthermore, the nature of endogenous scheduling results in additional challenges when 
evaluating stability. For this purpose, stability of the gain-scheduled closed loop system receives specific attention in 
this dissertation. 
6.3.1 Stability Characterizations 
Stability of the gain-scheduled closed loop can be examined at several levels.  As depicted in Figure 6.6, 
the simplest form of stability analysis is termed frozen parameter stability, where the stability of the closed loop of 
the linearized model and linearized controller are evaluated using the standard criteria for linear systems that all 
poles lie in the closed left half plane, ( )( ) 0~Re 0 <⎟⎠⎞⎜⎝⎛αλ A .  An improvement upon this is to consider the scheduling 
dynamics by evaluating instead, the linearization of the nonlinear closed loop.  Although this guarantees stability for 
some ball, possibly small, around the equilibrium point, it is not a true guarantee of the stability of the nonlinear 
system.  To achieve this level of stability, common or parameter dependent Lyapunov functions can be searched for 
that will guarantee asymptotic stability of the equilibrium point.  This guarantees that for finite disturbances all 
internal signals, and hence all outputs, will remain bounded.  By extending Lyapunov methods, input-output 
performance bounds can be determined resulting in guarantee of practical stability for these nonlinear systems. The 
following sections will address each of these stability characterizations in more detail.  
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Figure 6.6 Successive Levels of Gain-Scheduled Stability 
6.3.1.1 Frozen Parameter Stability 
Most analytical methods for guaranteeing stability focus on achieving frozen-parameter stability, or closed 
loop stability for any fixed value of the scheduling parameter (i.e. no scheduling dynamics are considered).  
Although individual controllers may be stabilizing at the design points, the interpolated controller may not be 
stabilizing at intermediate points.  A simple example of this phenomenon can be given as follows. Let a plant and 
two stabilizing controllers be defined as in Equation 6.11.  An interpolated controller could be defined as in 
Equation 6.12 where [ ]1,0∈α .  Although both 1K  and 2K  stabilize the plant, the blended controller bK  
destabilizes the plant for [ ]1,25.0∈α .  
( )
1
1
+= ssP , ( ) 5.0
1
1 +
−=
s
sK , ( )
5.0
1
2 −
−=
s
sK  ( 6.11 ) 
( ) ( ) 21 1 KKsKb αα −+=  ( 6.12 ) 
Interpolation methods that guarantee frozen parameter stability have been termed “stability-preserving” 
interpolation methods [98]. Recent research has focused on guaranteeing this level of stability by design [96],[69].  
Then by assuming slowly varying scheduling variables, the stability of the true system is inferred.   
Shamma reported research that derived bounds on the allowable rate of change for the specific case of 
scheduling on a reference trajectory or scheduling on a state variable [91], but in general, efforts to relax the “slowly 
varying” assumption are ongoing. Thus, while these types of approaches may be valid for a class of systems where 
the controller is scheduled using a purely exogenous signal, with known limits on the rate of change, the nonlinear 
behavior of many systems is more appropriately captured by scheduling parameters that are functions of plant 
outputs or controlled inputs.  Guaranteeing the stability of these endogenously scheduled systems is a more 
challenging problem, because a bound on the rate of change may not be known a priori. Furthermore, practical 
stability necessitates that, despite reference changes or disturbances, the scheduling variables and system outputs 
remain within prescribed bounds. 
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6.3.1.2 Stability of the Linearization of the Closed Loop 
Note that the previous analysis also neglects the “hidden coupling terms” [92] due to the scheduling 
dynamics. This is due to the fact that the closed loop of the linearization and the linearization of the closed loop are 
different (see [117] or [85]). Lawrence and Rugh presented an interpolation scheme such that about any operating 
point, the gain-scheduled controller linearizes to the linear controller designed for that point [55], thus eliminating 
the hidden coupling terms.  Although, conditions for such an interpolation to exist are given in [85], Rugh states that 
in general these conditions are quite restrictive. Thus the next level of stability considers not simply the closed loop 
of the plant/controller linearizations, but the linearization of the closed loop. 
6.3.1.3 Nonlinear Stability 
Any stability analysis of a linearization of the closed loop merely evaluates whether the system is 
asymptotically stable for infinitesimal deviations about the equilibrium point [52].  To guarantee stability for a larger 
region, perhaps globally, the stability of the nonlinear closed loop system must be evaluated.  The most common 
technique for guaranteeing the global stability of a nonlinear system is using Lyapunov functions.  
Theorem 6.1 
Let ( )xfx =&  be a nonlinear autonomous system with an equilibrium point 0=x .  Further more, let V   
be a continuously differentiable function such that  
( ) 00 =V  and ( ) 00 ≠∀> xxV  ( 6.13 ) 
( ) xxV ∀< 0&  ( 6.14 ) 
Then 0=x  is a globally asymptotically stable equilibrium point of the nonlinear system. 
Proof 
See [52]. 
 
A function ( )xV  that satisfies these conditions is called a Lyapunov function. Perhaps the most common 
choice of a Lyapunov function is the quadratic function ( ) 0, >= PPxxxV T .  For linear autonomous systems, 
Axx =& , this choice of function leads to the condition ( ) ( ) 0<+= xPAPAxxV TT& , such that the condition for 
stability is equivalent to finding a solution to the well-known  Lyapunov Equation QPAPAT −=+ . 
6.3.1.4 Nonlinear Stability with Performance Bounds 
In terms of gain scheduled control, simply a guarantee of bounded signals is not sufficient for assuring 
practical stability.  Consider that the LMN or LPV representation of the nonlinear plant is likely to only be valid 
within a specified operating envelope.  Thus, any stability guarantees will only be valid if there is an accompanying 
guarantee that the system does not leave the operating envelope during the transient being considered.  Furthermore, 
guarantees of worst case performance are often essential when considering the efficacy of a given control strategy or 
practical limitations of a physical system.  Thus, the next logical step in analysis is to extend the Lyapunov 
techniques to generate worst case bounds on system outputs, controller outputs, or scheduling variables for a 
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specific class of disturbances. To address these issues, the following section will introduce methods for efficiently 
determining the nonlinear stability of the gain scheduled closed loop using Linear Matrix Inequalities (LMIs). 
6.3.2 Stability Analysis via Linear Matrix Inequalities 
In this section we introduce Linear Matrix Inequalities (LMIs). Portions of this section are drawn from 
[27],[16],[28]. LMIs have important applications in control theory because many of the control synthesis or analysis 
problems can be framed as LMIs, and because these LMIs can be solved efficiently (i.e. in polynomial time) as 
convex optimization problems. 
An LMI is of the form: ( ) 00 >+= ∑ ii FxFxF  with symmetric known matrices iF . This vector form 
is not as restrictive as it may appear, and indeed, many problems can be transformed into LMIs.  A particularly 
useful result is known as the Schur complement formula, where for symmetric matrices Q  and R , the following 
two statements are equivalent: 
0>Q , and 01 >− − TSSRQ  ( 6.15 ) 
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At this point it becomes necessary to formally define a polytopic system in terms of the convex hull of 
several linear systems. 
Definition 6.2 
Given a set of points nxx ,,1 K  the convex hull of these points is defined as:  
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A standard linear dynamic system in RH2 is given as: 
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A linear polytopic system as: 
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 ( 6.19 ) 
where ( ) { }( )nAACotA ,,1 K= , ( ) { }( )nBBCotB ,,1 K= , etc. Under these conditions, the closed loop 
dynamics of the LMN/LCN are clearly a polytopic system, and can be analyzed as such. The following subsections 
present LMI based analysis methods for polytopic systems. 
6.3.2.1 Quadratic Stability 
Assuming a quadratic Lyapunov function ( ) ( ) ( )tPxtxtV T=  where 0>P , a necessary and sufficient 
condition for asymptotic stability of the linear system (Eq. 6.18) is determined by the existence of a solution to the 
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LMI 0<+ PAPAT . For polytopic systems, asymptotic stability is guaranteed by solving the set of LMIs 
miPAPA i
T
i ,,1,0 K=<+  for the common Lyapunov function 0>P . 
6.3.2.2 H∞ Performance 
The first of the performance metrics we consider in this section is referred to the H∞ performance.  Among 
several interpretations of this metric is that the H∞ norm of a dynamic system is equal to the induced [ )∞,02L  to 
[ )∞,02L  gain 
2
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With this definition, we proceed to give LMI conditions for an upper bound on the H∞  gain. 
Theorem 6.3 
The LTI system (Eq. 6.18) is asymptotically stable and has H∞ norm less than γ if and only if there exists 
0>P  such that 
012 <+++ CCPPBBPAPA TTT γ . ( 6.21 ) 
Proof 
This is the standard Ricatti inequality and is presented without proof. However, using Schur complement 
this can be transformed into an LMI as 
02 <⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
++
IPB
PBCCPAPA
T
TT
γ . ( 6.22 ) 
Thus determining the H∞ gain of the system becomes a semidefinite optimization problem, searching for the 
minimum γ such that a solution to the LMI (Equation 6.22) exists. 
This LMI formulation can be easily extended to polytopic systems as the set of LMIs 
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γ . ( 6.23 ) 
The reader should also note that for both LTI and polytopic systems, the H∞ gain for systems in RH∞ can be upper 
bounded by the solving LMI 
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6.3.2.3 Generalized H2 Performance 
The second performance metric we consider in this section is known as the generalized H2 performance.  
This metric has the interpretation of the induced [ )∞,02L  to [ )∞∞ ,0L  gain a dynamic system is equal to  
20
2
2
sup
w
z
G
w
Lw
∞
≠
∈∞→
=  ( 6.25 ) 
Again we proceed to give LMI conditions for an upper bound on the H2  gain. 
Theorem 6.4 
The LTI system (Eq. 6.18) is asymptotically stable and has H2 norm less than γ if and only if there exists 
0>P  such that 
0<⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
+
IPB
PBPAPA
T
T
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γ  ( 6.26 ) 
or equivalently 
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Proof 
First note that: 
( ) ( )[ ] ( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( )tPBwtxtPxBtwtxPAPAtx
tBwtAxPtxtPxtBwtAx
txPtxtPxtxtPxtx
dt
d
TTTTT
TT
TTT
+++=
+++=
+= &&
 ( 6.28 ) 
Assuming the existence of 0>P  that satisfies Equation 6.26, and then left and right multiplying Equation 6.26 by 
( ) ( )[ ]Ttwtx  leads to: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( )[ ] ( ) ( ) 0
0
<−
<−+++
twtwtPxtx
dt
d
twtwtPxBtwtPBwtxtxPAPAtx
TT
TTTTTT
γ
γ
 ( 6.29 ) 
Setting ( ) 0=tw  would guarantee asymptotic stability, while integrating from 0 to T leads to: 
( ) ( ) ( ) ( ) 0,2220 ≥∈∀=< ∫ TLwwtwtwTPxTx T TT γγ  ( 6.30 ) 
which guarantees that at every time instant, the states of the system remain within the ellipsoid: 
{ }2
2
wPxxRx Tn γΩ <∈=  ( 6.31 ) 
The second part of Equation 6.26 leads to: 
01 >− CCP Tγ  or ( ) ( ) ( ) ( )tCxCtxtPxtx TTT γ
1>  ( 6.32 ) 
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Since 
( ) ( ) ( ) ( )tCxCtxtztz TTT = , ( 6.33 ) 
then  
( ) ( ) ( ) ( )
( ) ( )
2
2
2 w
TPxTx
TCxCTxTzTz
T
TTT
γ
γ
<
<
=
 ( 6.34 ) 
and taking the supremum ( ) ( )TzTzz T
T 0
2 sup
≥∞
=  yields 
2
2
22 wz γ<∞ . ( 6.35 ) 
 
Again determining the H2 gain of the system is a semidefinite optimization problem, searching for the 
minimum γ such that a solution to the LMI (Equation 6.26) exists. This LMI formulation can be easily extended to 
polytopic systems as the set of LMIs 
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or equivalently 
0<⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
+
IPC
PCPAPA
i
T
ii
T
i
γ  and 0>⎟⎟⎠
⎞
⎜⎜⎝
⎛
IB
BP
T
i
i
γ  for mi ,,1K=  ( 6.37 ) 
6.3.2.4 Peak-to-Peak Performance 
The final performance metric we consider in this section is known as the peak-to-peak gain of the system, 
or in other words, the maximum amplification from a finite magnitude disturbance to a finite magnitude output.  The 
solution to bounding the peak-to-peak norm is similar to the previous case, and is based on seeking for an invariant 
ellipsoid that contains the set of all reachable states with peak input, and then the peak output given the set of 
possible states.  Similarly, for a polytopic system, these conditions are easily formed as LMIs. The formal theorem 
follows. 
Theorem 6.5 
The LTI system (Eq. 6.18) is asymptotically stable and has peak-to-peak norm less than γ (i.e. 
( ) γα <∞∞→LLsG ) if and only if there exists 0>P  such that 
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Proof 
The proof follows a similar procedure as the generalized H2 performance problem and is not presented.  
However, the reader should note that the conditions in Equation 6.38 imply that for every time instant the states of 
the system remain within the ellipsoid 
⎭⎬
⎫
⎩⎨
⎧ <∈= ∞2wPxxRx Tn η
μΩ , ( 6.39 ) 
and that the peak output is bounded by the peak input 
222
∞∞ < wz γ . ( 6.40 ) 
Although the reader will note that the conditions given in Equation 6.38 are not a strict set of LMIs, this 
challenge may be overcome by solving the LMIs for fixed η , and doing a line search over 
( )( )( )[ ]ij A~Remax2,0 λη ⋅−∈ . Again we refer the reader to [16] and [28] for more information. 
With computationally efficient means of determining upper bounds on these norms for polytopic systems, 
the designer can determine the class of disturbances or reference changes that will result in acceptable values of u 
and y, and ensure that ( )yuf ,=ρ  stays within an acceptable region in the scheduling space. 
6.3.2.5 Decay Rate 
Beyond characterizing the input-output properties of a polytopic system, the ability to bound the decay rate 
of the system states or outputs is of particular interest to the problem of gain scheduling.  In particular, the ability to 
determine an allowable rate of change on reference signals is extremely useful in practice.  By combining results 
from the previous sections, this problem can be formulated as an LMI. 
Definition 6.6 
The decay rate of the system (Eq. 6.18) is defined to be the largest α such that for all trajectories x 
( ) 0lim =−∞→ txe tt α  ( 6.41 ) 
Theorem 6.7 
For a disturbance ( )tw  such that ( ) ( ]0,∞−∈ ∞Ltw  applied to the system (Eq. 6.18), the outputs ( )tz  
can be bounded as 
( ) ∞−≤ wetz tηγ  ( 6.42 ) 
where γ and η are given by the equations defined by the LMIs in Equation 6.38. 
Proof 
Recall the LMI conditions for determining an upper bound on the peak-to-peak gain (Eq. 6.45-6.46).  
Furthermore, recall that the inequality in Equation 6.45 infers that for every time instant the system states lie within 
the ellipsoid 
⎭⎬
⎫
⎩⎨
⎧ <∈= ∞2wPxxRx Tn η
μΩ  ( 6.43 ) 
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Thus for a disturbance that is only nonzero for 0≤t , the set of possible state values at 0=t  can be bounded as 
2
00 ∞< wPxx T η
μ
. 
Secondly, note that the LMI 02 <++ PPAPAT η  infers that ( )( ) ( )( ) texVtxV η20 −≤ , thus 
( ) ( ) tTT ePxxtPxtx η200 −≤ . Finally, we relate the bound on the outputs to the states by writing 
( ) ( ) ( ) ( )tCxCtxtztz TTT = .  Transforming the LMI given in Eq. 6.38 using Schur’s complement formula, 
PCCT ηγ <
1
, the outputs can be bounded by ( ) ( ) ( ) ( )tPxtxtztz TT ηγ< . Combining these results in  
( ) ( ) ( ) ( )
22
2
00
∞
−
−
<
<
<
we
ePxx
tPxtxtztz
t
tT
TT
η
η
γμ
ηγ
ηγ
. ( 6.44 ) 
Since μγ > , then ( ) ∞−≤ wetz tλγ , which completes the proof. A similar proof holds for polytopic systems. 
6.3.3 Stability Analysis via LMIs 
With the closed loop system being represented as polytopic system, stability can be determined using 
Lyapunov based approaches. Specifically, the internal stability of the interconnected LMN/LCN system can be 
guaranteed for arbitrarily fast variations in the scheduling parameter if a common Lyapunov function can be found 
for each of the ( )iA α~  of the closed loop system. For exogenously gain-scheduled systems, this condition would be 
sufficient for guaranteeing global stability throughout the operating envelope, although no indications are given 
regarding performance. However, for endogenously scheduled systems, the above conditions are still insufficient. 
For practical stability, it is necessary to ensure the scheduling parameter remains within acceptable bounds for an 
assumed class of disturbances. 
For endogenously scheduled systems, ( )ρα h=  and ( )yuf ,=ρ .  Although the existence of a 
common Lyapunov function guarantees the boundedness of u and y, large values of u and y could drive the system 
outside of the region for which the LMN, and hence the analysis, is valid. To quantify the worst case amplification 
from disturbances to u and y requires the Lyapunov extensions presented, namely the finite energy to peak deviation 
( )
∞→LLsG 2α , and peak-to-peak deviation ( ) ∞∞→LLsGα .  Finally, a bound on the decay rate of the states and 
outputs can also be determined, allowing the user to determine an approximate rate of change on reference signals 
by combining the bound on peak deviation with a bound on the rate of convergence of the output. This approach will 
be illustrated later in this chapter.  All of these problems can be formulated as LMIs for polytopic systems. 
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6.4 Youla-based Gain-Scheduling 
In this section we introduce in detail the Youla parameterization and an approach to gain scheduling on the 
Youla parameters.  A detailed discussion of its properties is necessary prior to discussing its applications to gain-
scheduled design.   
6.4.1 Youla Parameterization 
The Youla parameterization is named for Dante Youla who introduced the idea in 1976 along with J. 
Bongiorno and H. Jabr [114],[115].  Later in 1979 Kucera presented the discrete time counterpart [54]. Thus, it is 
sometimes termed the Youla-Bongiorno-Jabr-Kucera (YBJK) parameterization. The crux of the Youla 
parameterization is the ability to describe all stabilizing controllers in terms of a single parameter (often termed the 
Youla parameter), Q.  Moreover, the closed loop relationship, assuming a controller parameterized in this way, is 
affine in the parameter Q, permitting the problem of searching for an optimal stabilizing controller to be posed as a 
convex optimization problem. 
At this point we introduce coprime factors.  A dynamic system can be decomposed into right and left 
coprime factors ( ) XYXYsG ~~ 11 −− ==  (the reader is referred to [27] or [119] for a formal definition of coprime 
factors). We denote the decomposition of a controller into left and right coprime factors as ( ) UVUVsK ~~ 11 −− ==  
where ∞∈RHVVUU ~,,~, .  Similarly we may decompose a plant model as ( ) NMNMsP ~~ 11 −− == .  Assuming 
that 0K  stabilizes 0P  and that the coprime factors satisfy the double Bezout identity (Equation 6.45), all stabilizing 
controllers may be parameterized as in Equation 6.46 where ∞∈RHQ  and is termed the Youla parameter. 
Similarly, all plants stabilizable by the controller 0K  can be parameterized in terms as in Equation 6.47 where 
∞∈ RHS  and is termed the dual Youla parameter. For a formal proof of these results, see [119] or [104]. 
⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡
−
−⎥⎦
⎤⎢⎣
⎡
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I
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UV
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0
0
~~
~~
 ( 6.45 ) 
( ) ( )( )
( ) ( )00100
1
0000
~~~~ MQUNQV
QNVQMUQK
++=
++=
−
−
 ( 6.46 ) 
( ) ( )( )
( ) ( )00100
1
0000
~~~~ VSNUSM
SUMSVNSP
++=
++=
−
−
 ( 6.47 ) 
This parameterization of all stabilizing controllers or all stabilizable plants can be conveniently represented 
as a linear fractional transformation (LFT).  For example, for a standard feedback control loop with stabilizing 
controller 0K  (Figure 6.7), the class of all stabilizing controllers can be represented as a lower LFT of KJ  and Q , 
denoted ( )QJF Kl , , as shown in Figure 6.8. Similarly, the class of all stabilizable plants can be represented as an 
upper LFT of PJ  and S , denoted ( )SJF Pu ,  (Figure 6.9). Together the dual Youla parameterization of controller 
and plant lead to the diagram shown in Figure 6.10.  
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Figure 6.7 Feedback Control Loop Figure 6.8 Feedback Loop Depicting the Class of All Stabilizing Controllers 
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Figure 6.9 Feedback Loop Depicting the Class 
of All Stabilizable Plants 
Figure 6.10 Feedback Loop Depicting the Dual 
Youla Parameterization 
The performance of a feedback control loop is generally of significant interest.  The closed loop 
relationship of the standard feedback loop given in Figure 6.7 can be written as: 
⎥⎦
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2
1
w
w
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KI
e
e
. ( 6.50 ) 
These disturbance-to-output relationships can be written in the more familiar form: 
( ) ( )
( ) ( ) ⎥⎦
⎤⎢⎣
⎡
−−
−−=⎥⎦
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⎡
−
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−−−
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111
PKIKPIP
PKIKKPI
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, ( 6.51 ) 
or in terms of the coprime factors: 
11
0
0 −−
⎥⎦
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M
IP
KI
. ( 6.52 ) 
The stability of the closed loop is guaranteed if: 
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, ( 6.53 ) 
or equivalently: 
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. ( 6.54 ) 
The performance of the closed loop system parameterized by a nominally stabilizing controller 0K  and the 
Youla parameter Q  (Figure 6.8)can be given as: 
( ) [ ]00
0
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0
0
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~~ MNQ
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IP
KI
IP
QKI
⎥⎦
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⎤⎢⎣
⎡
−
− −−
. ( 6.55 ) 
Thus the closed loop performance is affine in the Youla parameter Q , allowing the search for an optimal controller 
to be framed as a convex search for the optimal Q . This also reaffirms the fact that the closed loop will remain 
stable if the plant is nominally stabilized by 0K , and ∞∈RHQ . 
The performance of the closed loop system parameterized by the dual Youla parameters (Figure 6.10) can 
be similarly written as: 
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 ( 6.56 ) 
Again, this reveals the fact that the closed loop is stable if: 
∞
−
∈⎥⎦
⎤⎢⎣
⎡
−
−
RH
IP
KI 1
0
0  and ∞∈⎥⎦
⎤⎢⎣
⎡
−
−
RH
IS
QI
. ( 6.57 ) 
This is confirmed by the examination of the interconnection of matrices KJ  and PJ  (given in Equations 6.48 and 
6.49), which can be verified as given in Equation 6.58, using the double Bezout identity.  Thus the system of Figure 
6.11 is internally stable if and only if the system in Figure 6.12 is stable. 
( ) ⎥⎦
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JJF KPl  ( 6.58 ) 
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Figure 6.11 Feedback Loop Depicting the Dual 
Youla Parameterization 
Figure 6.12 Feedback Loop Depicting the 
Equivalent Stability Condition 
A more complete discussion of the foregoing facts is presented in [104]. In this text the Youla 
parameterization is discussed in detail, and several interesting applications are suggested.  Besides a presentation of 
the classical design methods that rely on the Youla parameterization (e.g. LQG, H∞, etc.), this text suggest several 
online control design methods including iterative nested Q-designs and adaptive-Q control strategies.  Several other 
authors have proposed the additional uses of the Youla parameterization. For example, Niemann and Stoustrup have 
used the Youla parameterization for smooth implementation of unstable controllers [102], switching between 
multiple controllers [69],[14], and robust or fault tolerant controllers [68],[71],[101]. 
The use of Youla parameter based gain-scheduling has been suggested by a few authors [97],[70],[100]. 
The stated objective to achieve an interpolated controller such that the closed loop is stable at every intermediate 
point, i.e. frozen parameter stable. However, the dual Youla parameterization offers significant advantages to gain-
scheduled control approach beyond frozen parameter stability.  
6.4.2 Q-Blending 
While the Local Controller Network is a straightforward and intuitive framework for creating a gain-
scheduled controller, the blended controller may not be stabilizing for fixed intermediate values of the scheduling 
variable (see the example given in Equations 6.11 and 6.12). Furthermore, the framework requires that the each of 
the local plant and controller models be open-loop stable. However, an alternative framework for blending the 
controller efforts results in the recovery of the original local controllers at the design points, but increases the 
stability of the gain-scheduled system. This framework has been termed J-Q interpolation [98], or blending of the 
Youla parameters [69].  This framework was proposed as a means of guaranteeing frozen parameter stability at 
intermediate design points, while recovering the original local controllers at the design points. 
This method is proposed simply as a different method of controller interpolation. Given a set of local linear 
controllers iK , ni K1=  and a set of local linear models iP , ni K1= , a Local Control Network (LCN) and 
Local Model Network (LMN) could be constructed as ( ) ( )∑= sKsK iiαα  and ( ) ( )∑= sPsP iiαα , and 
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depicted in Figure 6.13.  Even with the assumptions that 1) each iK  and iP  are open loop stable, and 2) the 
feedback interconnection of each iK  and iP  is stable, the closed loop at intermediate points need not be stable.  
However, assuming there exists a controller 0K  that stabilizes each iP , then an alternative network of controllers 
can be formed that which guarantees frozen point stability at all intermediate points. Using the coprime factors of 
the nominal and local controllers, the Youla parameter required to recover the local controllers can be found as: 
00
~~ UVVUQ iii −= . ( 6.59 ) 
The blended controller is then constructed as: 
( ) ( )[ ] ( )[ ] 10000 −∑∑ ++= iiii QNVQMUQK ααα , ( 6.60 ) 
which results in a Local Q-Network (LQN) as depicted in Figure 6.14. This requires the choice of a nominal plant 
1
000
−= MNP , which is stabilizable by each of the local controllers iK , and the coprime factors are chosen to 
satisfy the double Bezout identity. Note that at 1=iα  the original local controller iK  is recovered.  Moreover, 
because the ( )QK  is stabilizing for any ∞∈RHQ , then ( )αQK  is stabilizing for every frozen value of α , since 
∞∈ RHQi  and thus ∞∈= ∑ RHQQ iiαα . 
 
 
Figure 6.13 Feedback Loop Depicting a Local 
Controller Network 
Figure 6.14 Feedback Loop Depicting a Local 
Q-Network 
The logical extension of these ideas leads to a network of dual Youla parameters (LSN) that is used to 
capture the nonlinear plant behavior. These are similarly defined as: 
00
~~ NMMNS iii −=  ( 6.61 ) 
( ) ( )[ ] ( )[ ] 10000 −∑∑ ++= iiii SUMSVNSP ααα  ( 6.62 ) 
and depicted in Figures 6.15-6.16. 
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Figure 6.15 Feedback Loop Depicting the 
Local S-Network 
Figure 6.16 Feedback Loop Depicting the 
LQN/LSN Interconnection 
 
To demonstrate that the local controllers are recovered under the LQN/LSN framework, first note that: 
( ) 00
0
1
000
1
00
~
~~~~
~~
VKKVQ
VVUVVUVVQ
UVVUQ
iii
iiiii
iii
−=
−=
−=
−−  ( 6.63 ) 
Using this fact and employing the results of the Bezout identity, recovery of the local controllers is shown. 
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 ( 6.64 ) 
The stated assumptions requiring a nominal stabilizing controller, and nominal stabilizable plant may 
appear restrictive, but in reality are less restrictive than the requirements of the original LCN/LMN formulation, in 
that each of the local models need not be open loop stable, but merely stabilizable by a common controller (similarly 
with each of the local controllers). Moreover, the traditional LCN/LMN framework can be shown to be merely a 
special case of the more general LQN/LSN. By choosing 000 == PK , the choice of coprime factors can be 
selected as 00 =U , IV =0 , 00 =N , and IM =0 .  Thus our choice of Youla parameter reduces to individual 
local controllers: 
[ ][ ]
( )[ ] ( )[ ]
i
ii
iii
Q
QIQI
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=
++=
++=
−
−
1
1
0000
00 , ( 6.65 ) 
and the choice of dual Youla parameters reduces to the local models: 
[ ][ ]
( )[ ] ( )[ ]
i
ii
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S
SISI
SUMSVNP
=
++=
++=
−
−
1
1
0000
00 . ( 6.66 ) 
Thus by choosing the nominal controller and nominal model as 000 == PK , the LQN becomes the 
LCN, and the LSN becomes the LMN. In place of the assumption that each of the local models is open loop stable, 
the framework merely requires that each of the plant models be stabilizable by a single controller.  Interestingly, an 
industrial survey reported that 95% of control applications surveyed were open loop stable {Takatsu & Itoh 1999 
#1120}, and for such plants this criteria is trivially satisfied. The choice of the nominal controller and nominal plant 
also present an element of design freedom.  Future efforts will focus on analytical methods of exploiting this 
freedom.  However, initial intuition would indicate that the nominal controller should be chosen to incorporate the 
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common elements of the local linear controllers, such as integrators.  In this way, the Local Q-Network comprises 
only the dynamic elements that differ among the local controllers. The nominal plant model could be chosen with a 
similar objective in view. 
Before continuing to present the representation of the closed loop system under the LQN/LSN 
configuration, it is important to emphasize that this framework does not alter the nature of the blended controller at 
the design points.  The framework merely alters how the nonlinear controller transition between the design points.  
As per the discussion earlier, the system of Figure 6.17 is internally stable if and only if the system in Figure 6.18 is 
stable. Furthermore, the interconnection in Figure 6.18 is given in state-space form in Equation 6.74, and is denoted 
( )sHα . 
Note that the relationship from [ ]Tww 21  to [ ]Tee 21  or [ ]Tyu  for the modified framework are 
given by Equations 6.68-6.69, where 1T , 2T , 3T , and 4T  depend only on the choice of 0K  and 0P .  
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Figure 6.17 Feedback Loop Depicting the 
LQN/LSN Interconnection 
Figure 6.18 Simplified LQN/LSN 
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6.5 Design Aspects 
The alternative LQN/LSN network offers several elements of design freedom that deserve reiteration.  
First, the framework and analysis tools have been presented assuming that the linear controllers designed at each 
operating point do not have any common elements or similar structure.  This allows for tremendous freedom for 
iterative controller design at particularly important operating points. Should the nonlinear blended controller fail to 
achieve the desired performance, some or all of the local controllers could be redesigned. 
Second, the analysis of the nonlinear closed loop is independent on the shape of the blending functions.  
Intuition dictates that the interpolation of the controllers should mimic the behavior of the nonlinear plant.  While a 
smoothly varying plant might be best controlled by a smoothly blended controller, abrupt transitions in plant 
dynamics may be more appropriately handled by a similar change in controllers. Possible choices of these weighting 
functions for multiple scheduling dimensions has been addressed in [117] and are shown in Figures 6.19 and 6.20. 
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Figure 6.19 Exponential Weighting Function Figure 6.20 Quadratic Weighting Function 
The research in [117] also discusses the use of a scheduling filter.  In practice, fast, but short lived 
deviations from a design condition may result in poor performance due to fast scheduling dynamics.  The use of a 
low pass filter on the scheduling variable was found to increase the robust stability of the closed loop.  While it is 
impossible to restrict how fast the true plant transitions between operating conditions, the scheduling signal 
governing the transition between the local linear controllers can be filtered.  In this case, the LCN may lag behind 
the LMN in the scheduling space.  If this lag is significant, performance, and even stability, may be lost. However, 
this practice has been reportedly successful in practice. Note that the analysis techniques presented in this 
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dissertation may be used, but with the undesirable necessity of doubling the size of the parameter space to represent 
independent scheduling of the LMN and the LCN, thus leading to more conservative results. 
Finally, for the case of gain scheduling on the Youla parameters, the choice of the nominal controller and 
nominal plant offer significant design freedom.  Although the optimization problem in this case is not convex, 
engineering intuition may be applied and the common elements among the controllers or plants may be isolated, 
leaving the scheduling of only the necessary dynamic differences. 
6.6 Illustrative Example: Nonlinear Mass-Spring-Damper System 
The analysis techniques presented in this chapter are illustrated using a simple example with 1-dimensional 
gain scheduling.  The application of these techniques to vapor compression cycles will be presented in the following 
chapter. 
6.6.1 Nonlinear Plant Model 
To demonstrate the proposed method for stability analysis, a nonlinear mass-spring-damper system is used 
(Figure 6.21). The governing equations are given in Equation 6.74, where [ ]7.0,3.0∈c , [ ]05.0,15.0∈k , 
and 1=m . The damping coefficient and the spring constant are assumed to vary linearly as a function of the 
displacement. This results in a system whose dynamics vary significantly as a function of displacement. In this case 
scheduling variable is selected as the output y=ρ , and design points are chosen at five points along the one-
dimensional scheduling space. The root locus for the system is shown in Figure 6.22 for varying y, and the Bode 
plots for each of the five design points are given in Figure 6.23. 
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Figure 6.21 Nonlinear Mass-Spring-Damper System 
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Figure 6.22 Root Locus for Values of y with Five Design Points 
Step Response
Time (sec)
Am
pl
itu
de
0 10 20 30 40 50 60 70
0
2
4
6
8
10
12
14
16
18
20
 
Figure 6.23 Step Response Plots for Five Local Linear Models 
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Figure 6.24 Bode Plots for Five Local Linear Models 
A LMN representation of the plant is formed using weighting functions that vary linearly with position 
(Figure 6.25) and blending the five local plant models. The predictive capabilities of the LMN are compared to that 
of the actual nonlinear plant in simulation (Figure 6.27). Alternatively, a LSN can be constructed by assuming a 
nominal plant. For simplicity, the nominal plant is chosen to be the local plant model at the center design point, P3. 
Bode plots of the resulting five S models is given in Figure 6.26, while the predictive capabilities of the LSN is 
found to be similar to that of the LMN (Figure 6.27). 
 
Figure 6.25 Weighting Functions 
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Figure 6.26 Bode Plots for Five S Models (P0 = P3) 
0 10 20 30 40 50 60 70 80 90 100
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Time [s]
y
Model Prediction Nonlinear Plant
LMN
LSN
P1
P5
 
Figure 6.27 Simulated Comparison of Nonlinear Plant, LMN, and LSN 
6.6.2 Nonlinear Control Design 
H∞ controllers are designed for each of the five design points using frequency dependent performance 
weightings on the tracking error and controller effort. The resulting controllers are shown in Figure 6.28. The LCN 
is formed using the identical weighting functions given in Fig. 6.25. 
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Figure 6.28 Bode Plots for Five Local Linear Controllers 
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Figure 6.29 Closed Loop Step Response for Five Local Linear Controllers 
The increase in tracking performance using the LCN is demonstrated through simulation.  Figure 6.30 
compares the tracking performance of several of the local controllers operating over the entire ranges versus the 
LCN.  While the local controllers perform acceptably near their respective design points, the LCN clearly performs 
better over the entire range. 
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Figure 6.30 Simulated Comparison of Local Controllers and LCN 
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Figure 6.31 Simulated Comparison of Local Controllers and LCN (Detailed View) 
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Figure 6.32 Controller Weighting Functions 
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Alternatively, the nonlinear controller can be constructed using a Local Q-Network. This requires a choice 
for a nominal controller, which for simplicity is chosen as the local controller at the center design point, K3.  A Bode 
plot of the resulting five Q controllers is shown in Figure 6.33. The tracking performance using the LQN is 
comparable to that of the LCN (Figure 6.34). However, the principal benefit of this alternative framework is found 
in the guarantees of stability and performance. 
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Figure 6.33 Bode Plots for Five Q Controllers (K0 = K3) 
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Figure 6.34 Simulated Comparison of LCN and LQN 
6.6.3 Stability Analysis 
Using the LMI machinery presented previously, performance bounds for the LCN/LMN system or the 
LQN/LSN framework. Note that this inherently guarantees internal stability, while also guaranteeing that the peak 
deviation in the scheduling space can be bounded for disturbances with finite energy or finite peak magnitude. One 
of the drawbacks of the Lyapunov based LMI machinery is the added computational cost of additional design points.  
This also can result in more conservative performance bounds.  Figure 6.35 illustrates the growth in performance 
bounds as the number of design points is increased for the LCN/LMN.  Results are shown for two design points 
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{ }51 ,ρρ , three design points { }531 ,, ρρρ , and five design points { }54321 ,,,, ρρρρρ . However, this increase 
in performance bound is significantly less for the LQN/LSN.  Realizing that these results are dependent on the 
choice of nominal plant and controller (P1 and K1 in this case), the corresponding increase in bounds with additional 
design points is markedly less. 
The freedom in choosing the nominal plant and controller within the LQN/LSN framework can be 
exploited to achieve lower performance bounds.  Although any stabilizing controller or stabilizable plant could be 
selected, a logical choice would be one of the local controllers or plants, i.e. 10 KK =  or 40 PP = .  Figure 6.36 
demonstrates the change in performance bounds for iKK =0  and iPP =0 . Note that there are infinitely many 
choices possible, and the performance bounds may vary significantly depending on this choice revealing the 
flexibility in the design process.  Furthermore, a comparison of the results of the LCN/LMN vs. the LQN/LSN 
reveals that, in general, the LQN/LSN framework results in much lower performance bounds (Figure 6.37). A 
complete listing of results is given in Tables 6.1-6.2. 
2 3 5
0
5
10
15
20
25
30
35
40
45
50
Number of Design Points
Bounds on the Peak−to−Peak Gain
LCN/LMN  ||r||→||e||
LQN/LSN  ||r||→||e||
 
Figure 6.35 Comparison of Performance Bounds for Additional Design Points  
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Figure 6.36 Comparison of Performance Bounds for Different Choices of Nominal Plant/Controller in the 
LQN/LSN Framework 
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Figure 6.37 Comparison of H∞ Performance Bounds for LCN and LQN 
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Figure 6.38 Comparison of H2 Performance Bounds for LCN and LQN 
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Figure 6.39 Comparison of Peak-to-Peak Performance Bounds for LCN and LQN 
Table 6.1 Performance Bounds for LCN/LMN Framework 
  2 Design Points 
3 Design 
Points 5 Design Points 
Disturbance-to-Output 
H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
w
y
w
 1.474 1.526 1.510 
Reference-to-Output 
H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
r
y
w
 1.552 1.668 1.676 
Reference-to-Error 
H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
r
e
w
 1.696 1.827 1.814 
Disturbance-to-Output 
H2  Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
w
y
w
 0.778 0.801 0.803 
Reference-to-Output H2 
Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
r
y
r
 1.326 1.417 1.668 
Reference-to-Error 
H2 Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
r
e
r
 NA NA NA 
Disturbance-to-Output 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ w
y
w0
sup  23.950 24.261 35.943 
Reference-to-Output 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ r
y
r0
sup  32.647 33.445 46.403 
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Reference-to-Error 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ r
e
r0
sup  33.682 34.454 46.386 
Decay Rate η  0.00190036 0.00189328 0.00188636 
Table 6.2 Performance Bounds for LQN/LSN Framework 
  
2 Design 
Points 
(K0 = K1 or K5) 
3 Design 
Points 
(K0 = K1, K3, 
K5) 
5 Design Points 
(K0 = K1,…,K5) 
Disturbance-to-Output 
H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
w
y
w
 {1.230, 1.618} {1.228, 1.242, 1.277} 
{1.228, 1.242, 1.278, 
1.391, 1.605} 
Reference-to-Output 
 H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
r
y
w
 {1.377, 1.568} {1.388, 1.357, 1.359} 
{1.396, 1.365, 1.365, 
1.429, 1.571} 
Reference-to-Error 
H∞ Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞<< 2
2
0 2
sup
r
e
w
 {1.508, 1.458} {1.516, 1.489, 1.456} 
{1.526, 1.517, 1.467, 
1.468, 1.486} 
Disturbance-to-Output 
H2  Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
w
y
w
 {0.699, 0.800} {0.710, 0.742, 0.758} 
{0.719, 0.748, 0.760, 
0.780, 0.832} 
Reference-to-Output 
H2 Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
r
y
r
 {1.217, 1.204} {1.236, 1.213, 1.212} 
{1.237, 1.216, 1.209, 
1.205, 1.250} 
Reference-to-Error 
H2 Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛ ∞
∞<< 20 2
sup
r
e
r
 NA NA NA 
Disturbance-to-Output 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ w
y
w0
sup  {4.225, 3.507} {4.298, 4.000, 3.859} 
{4.287, 4.012, 3.852, 
3.618, 3.179} 
Reference-to-Output 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ r
y
r0
sup  {6.886, 4.051} {7.007, 6.213, 5.644} 
{7.037, 6.253, 5.642, 
4.977, 4.225} 
Reference-to-Error 
Peak-to-Peak Gain ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ r
e
r0
sup  {7.923, 5.157} {8.006, 7.204, 6.643} 
{8.030, 7.240, 6.632, 
5.975, 5.221} 
Decay Rate η  0.0988107 0.0644418 0.0558495 
 
6.6.4 Rate Limit Bound on Reference Changes 
Finally, for this special case of gain scheduling on the output, a rate limit bound on the reference signal can 
be derived. Consider the case of one- dimensional scheduling, shown in Figure 6.40 where the distance between the 
scheduling points is denoted d  (the two-dimensional case is depicted in Figure 6.41). Assume that the system is 
operating around design point #2, and the operator desires to stably transition to design point #4 while guaranteeing 
that the system never leaves the region in scheduling space between design points #1 and #5.  In reality this is 
another requirement for system stability, since the analysis of our LMN/LCN is only valid in this region.  Should the 
system leave this region in the scheduling space, the LMN may not be valid and the analysis results guaranteeing 
stability need not hold. Hence the necessity of not only guaranteeing the internal stability of the system within this 
region, but also determining the class of acceptable disturbances and reference changes the system can handle with 
the guarantee that the trajectories never leave the acceptable region in the scheduling space. 
  204
 
Figure 6.40 Depiction of the One-Dimensional Scheduling Space with Prescribed Region of Stability 
 
Figure 6.41 Depiction of the Two-Dimensional Scheduling Space with Prescribed Region of Stability 
Using the performance bound:  
γ<⎟⎟⎠
⎞
⎜⎜⎝
⎛
∞
∞
∞<< ∞ r
e
r0
sup  ( 6.75 ) 
the largest step change in reference the system can endure while being guaranteed not to leave the envelope shown 
in Figure 6.40 is given as ( )γdr <∞ . Thus a series of reference step changes could be applied where each step 
change is separated by a sufficient time period for the system to stabilize at its new equilibrium.  The necessary time 
period can be determined using the LMI methods outlined earlier which calculates a bound on the decay rate of the 
system outputs. In particular, the tracking error of the system is guaranteed to decay as ( ) ∞−≤ rete tηγ  for 
single step change in reference. Assuming that a series of step reference changes of magnitude R are applied to the 
system, separated by interval of time T, the total response is guaranteed to be bounded by: 
( ) ( ) ( ) ( ) ( ) ( )( ) RnTtueTtuetuete nTtTtt γηηη −++−+≤ −−−−− ... .  ( 6.76 ) 
The maximum will occur at nTt = , and for an infinite summation, the magnitude is given by  
( ) R
e
Rete T
i
Ti γγ ηη ⎟⎠
⎞⎜⎝
⎛
−=⎟⎠
⎞⎜⎝
⎛≤ −
∞
=
−∑ 1 10 . ( 6.77 ) 
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Thus, to guarantee the tracking error never exceeds the minimum allowable distance d then 
dR
e T
<⎟⎠
⎞⎜⎝
⎛
− − γη1
1
.  ( 6.78 ) 
As the magnitude of the step changes decreases and the interval time decreases, this results in an effective rate limit.  
Defining the rate limit as ( )TRM = , the stability condition becomes  
( )
γ
η
T
edM
T−−< 1 . ( 6.79 ) 
Taking the limit as 0→T  yields  
( )
γ
η
γ
η d
T
edM
T
T
=⎥⎦
⎤⎢⎣
⎡ −<
−
→
1lim
0
. ( 6.80 ) 
Thus the allowable rate limit increases as the acceptable magnitude of deviation d increases, as the decay rate of the 
system η  increases, and as the peak-to-peak gain from reference change to tracking error decreases. 
Applying these results to simple case of two design points with 5.0=d , the LCN/LMN framework yields 
values of 33.682=γ , and -3101.90 ⋅=η .  Thus the necessary rate limit on the reference signal is 
-610.282 ⋅<M .  For the LQN/LSN the performance bounds are much more reasonable, yielding 5.157=γ , 
and -2109.88 ⋅=η . Thus the alternative framework allows a much higher rate limit of -310.589 ⋅<M .  
Simulation confirms that the system can stably and smoothly transition between operating points using this rate limit 
(Figure 6.42). 
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Figure 6.42 Simulated Transition in Operating Condition using Rate Limited Reference Signal 
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6.7 Summary 
This chapter explores guaranteeing global stability of a gain-scheduled system for exogenous and 
endogenous scheduling with arbitrarily fast changes in the scheduling parameter.  Using Local Model Networks and 
Local Controller Networks, bounds on the peak deviation in the scheduling space for disturbances with finite energy 
or finite peak magnitude can be efficiently determined using LMIs.  A modified formulation of the gain-scheduled 
system using the Youla parameterization is shown to result in significantly lower performance bounds (e.g. bound 
on reference-to-error peak-to-peak value), and an element of design freedom that can be exploited when designing 
the gain-scheduled controller. 
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Chapter 7. Control Design and Implementation 
As mentioned in the introduction, advanced control has the potential to significantly improve the 
operational efficiency and performance of vapor compression systems.  This chapter reports the experimental 
evaluation of several types of control strategies as applied to the subcritical air-conditioning system described in 
Chapter 4. 
7.1 Introduction and Background 
Control of HVAC systems covers a broad range of applications, objectives, and methods, and of necessity, 
must be subdivided before an appropriate overview can be given.  First, a distinction needs to be made between 
controlling the environmental dynamics vs. the refrigerant circuit dynamics. The former area of study focuses on 
controlling the ambient conditions within a confined space, such as a room, car cabin, or refrigerator chambers.  
Often the cooling capacity of the air conditioner or refrigerator is assumed to be a controllable input, and is treated 
as an actuator.  This can be an appropriate assumption based on the principle of time-scale separation discussed in 
Chapter 2, since the dynamics of the environmental chamber are generally much slower than the refrigerant circuit 
dynamics.  The latter area of research focuses on issues such as expansion valve control, capacity control using 
variable speed compressors, head pressure control using fan speed control, etc.  In this case, the cooling capacity of 
the system is an output of concern. 
Second, distinction should be made between application areas, such as automotive air conditioning or 
residential refrigeration.  This is of secondary importance particularly when the focus is on the refrigerant circuit 
dynamics, but still necessary since the application will dictate the control objectives, typical transient scenarios, and 
the constraints on controllable actuators. With particular attention to these distinctions, we proceed to give an 
overview regarding past research efforts regarding control of HVAC systems.   
7.1.1 Environmental Control 
Because this area is not the focus of this research, only a basic overview is given. The fundamental 
objective of heating or cooling systems is to control the ambient conditions within a confined space, often for 
occupant comfort, but also for other reasons (e.g. food refrigeration). Possible mechanisms for altering the ambient 
conditions include: 1) changing the system cooling/heating capacity directly or 2) modulating the flow a secondary 
fluid (e.g. valve control of chilled water supply as in [49], control of air dampers for automotive systems [32] or in 
refrigerators [36],[37]. 
The bulk of this research focuses on building heating/cooling systems [23]. Although there is continuing 
research on classical SISO control methods, such as PID [49],[72],[72],[47], the many possibilities for system 
configurations and of the cooling “zones” have led to research on adaptive control strategies 
[63],[21],[34],[75],[94],[89], or fuzzy logic or neural network approaches. If a model of the system is used, a first-
order plus time-delay model is almost universally assumed (Equation 7.1).  
( )
as
KesP
s
+=
− τ
 ( 7.1 ) 
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7.1.2 Vapor Compression Cycle Control 
In contrast with the development of environmental control strategies, research efforts regarding controlling 
the refrigerant circuit dynamics have focused almost exclusively on developing models for analysis of the feedback 
control strategies, which have remained generally simple. As discussed in Chapter 1, there are several possible 
actuators on a typical vapor compression cycle.  However, the application being considered may dictate whether this 
device is a controllable input, disturbance, or neither. 
First, consider the evaporator and condenser fans.  In an automotive setting, the air flow across the 
condenser is largely dependant on the vehicle speed, while the evaporator fan speed is generally selected by the 
passenger.  In a household refrigerator, the condenser rejects heat without fans, while the interior fans operate in an 
on/off fashion with the designer dictating the switching logic. For older large industrial air conditioners, the fans 
generally again in a binary fashion, while newer units equipped with variable speed controls the fan speeds may be 
altered to control operating pressures or humidity. 
Second, consider the compressor.  In a typical automotive setting, the compressor speed is tied to the 
engine speed and thus uncontrollable excepting by using a clutch to disengage the compressor completely. In a 
household refrigerator, the compressor operates at a fixed speed, and cycles on and off as needed to provide the 
necessary capacity.  Older large industrial air conditioners will generally use multiple fixed speed compressors 
allowing the system to operate at full or partial capacity, whereas newer units with variable speed or variable 
displacement compressors provide a continuum of possible speed settings. 
Despite the many and varied possibilities for advanced compressor or fan speed control, the bulk of the 
literature on vapor compression cycle control focuses on the expansion device.  The typical refrigerant metering 
devices have been discussed in previous chapters.  A fixed orifice valve or capillary tube meters refrigerant flow 
simply as a function of operating pressures.  A thermostatic expansion valve (TEV) is a mechanical feedback device 
that senses the superheat at the exit of the evaporator, and then varies the area of the valve opening in an attempt to 
regulate the system to a constant superheat.  Unfortunately, the dynamics of the system using this device often result 
in hunting, prompting considerable research.  The automatic expansion valve (AEV) is another mechanical feedback 
device that meters refrigerant to maintain a constant evaporator pressure, which can result in starving or flooding of 
the evaporator in off-design conditions.  Finally, the electronic expansion valve (EEV) allows much greater freedom 
in valve control, generally using an electronically controlled stepper motor to adjust the valve opening.   
As mentioned, much of the original research regarding control of vapor compression cycles focused on the 
performance of the thermostatic expansion valve (TEV). The marginally stable behavior of this type of control is 
well documented. The observed sinusoidal fluctuations in superheat temperature are generally termed “valve 
hunting”. In 1966 W. Stoecker presented a simplified dynamical analysis of valve hunting [99],[110], and in 1973 
Najork attempted to give optimal parameter settings to minimize hunting [67].  In 1980 Broersen and van der Jagt 
used a mean void fraction model of the evaporator to show that valve hunting is caused by the interaction between 
the TEV and evaporator dynamics [18], and two years later Broersen and Napel presented an identified model of the 
TEV’s sensing bulb dynamics [17]. Gruhle and Isermann used a discretized model of the evaporator to show similar 
results and contrasted the TEV with the proportional-integral (PI) controlled valve in 1985 [39]. Other authors also 
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develop TEV and evaporator models for dynamic analysis, but provide no validation [45],[43].  Recent research 
continues to analyze and explain the instabilities of a TEV controlled evaporator [118]. 
A few publications report results with SISO control of an EEV.  For example, in [74] the authors use a 
simplified identified model for the evaporator, and then compare PID and optimal control algorithms.  Similarly in 
[31] the authors design a PID controller based on a simplified identified model for the evaporator, and compare PID 
control to the TEV.  Interestingly, both report that it is necessary to schedule the controller gains as a function of 
operating condition. 
The first research to attempt model-based MIMO control was the work of Xiang-Dong He.  This research 
employed the moving boundary, lumped parameter approach to model a subcritical vapor compression cycle, and 
then design MIMO control strategies for a residential air conditioning system [40],[41]. Other researchers have used 
similar model based approaches to conduct simulation studies [90] or rudimentary control experiments [57].  The 
objective of this chapter is to provide a clear comparison of several different control strategies, both SISO and 
MIMO, for industrial relevant scenarios.  In doing so, the potential of advanced model-based control strategies will 
be demonstrated. 
7.2 Expansion Valve Control 
Before addressing the more challenging case of coordinated expansion valve-compressor control, the 
classical subject of SISO expansion valve control is evaluated.  The automotive drive cycle test known as the FTP 
test is selected as an industrially relevant transient testing scenario.  This drive cycle is intended to simulate a 10 
minute commute in Los Angeles, where the changing vehicle speed alters the compressor speed and condenser fan 
speed.  The SISO control strategy is to modulate the valve position so as to regulate evaporator superheat.  This 
drive cycle represents the harshest of the transient conditions that an air conditioning or refrigeration system will 
experience. As a precursor to this industrial test, the ability to regulate superheat is evaluated under simple step 
response tests.  
7.2.1 Superheat Regulation Step Response Tests 
Before evaluating the control strategies using the drive cycle, the control strategies are evaluated using 
simple regulation tests.  First the TEV is tuned for three a moderate capacity conditions. Second, using the EEV a 
classic PID controller is tuned. The following plots illustrate superheat regulation for a step disturbance in 
compressor speed for the TEV (Figure 7.1) and EEV (Figure 7.2). The TEV can effectively prevent liquid flow to 
the compressor by maintaining a minimum level of superheat.  The dynamics of the TEV are essentially a 
proportional-type controller with sensor dynamics. As expected, this type of controller is not able to regulate the 
superheat to a particular level, and the dynamic response is somewhat oscillatory.  The EEV with PID control can 
regulate superheat to the desired level, and provides a more damped response. 
  210
2000 2500 3000 3500 4000 4500
8
10
12
Ev
ap
or
at
or
 S
up
er
he
at
 [C
] TEV Regulation of Superheat
Setpoint
TEV
2000 2500 3000 3500 4000 4500
12
14
16
NA
Time [s]
Va
lv
e 
O
pe
ni
ng
 [%
]
2000 2500 3000 3500 4000 4500
280
300
320
340
Time [s]E
va
po
ra
to
r P
re
ss
ur
e 
[kP
a]
2000 2500 3000 3500 4000 4500
1000
1500
2000
Time [s]C
om
pr
es
so
r S
pe
ed
 [r
pm
]
 
Figure 7.1 TEV Regulation Evaporator Superheat  
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Figure 7.2 EEV Regulation Evaporator Superheat 
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7.2.2 FTP Automotive Drive Cycle 
To further evaluate SISO control strategies for superheat regulation, a transient disturbance loading cycle 
known as the SFTP-SCO3 is selected.  This 10-minute test is used by the EPA when testing vehicle emissions, and 
is meant to resemble a standard commute in the Los Angeles area. The vehicle speed profile is the same as the FTP-
75 emissions test, but with the specific requirement that the a/c system be running.  The vehicle speed profile is 
shown in Figure 7.3. 
The implementation of this loading test requires the conversion of the vehicle speed profile to profiles of 
compressor speed and condenser air flow rate. The conversion of vehicle speed to engine speed depends on the 
transmission and the shifting schedule.  Using a well-known vehicle software program, ADVISOR [5], a reasonable 
engine speed profile can be created given the SCO3 vehicle speed profile.  For this exercise the transmission of a 
typical small car was assumed.  The conversion from engine speed to compressor speed is simply a gain of 1 to 1.5 
depending on the clutch and pulley system of the vehicle considered.  For this exercise, a factor 1 was chosen for 
simplicity. The resulting compressor speed profile is shown in Figure 7.4.  This profile is scaled to reflect the range 
of compressor speeds permitted on the experimental facility. To determine the condenser air flow rate profile, a 
linear dependence of air flow rate to vehicle speed is assumed. 
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Figure 7.3 Vehicle Speed for the SFTP-SCO3 Test 
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Figure 7.4 Compressor Speed for the SFTP-SCO3 Test (Assuming the Transmission of a Small-Sized Vehicle) 
Under this loading cycle the compressor speed and condenser air flow rate are considered to be 
disturbances, while the expansion valve is selected as a controllable input. During the test, the evaporator fan speed 
is set to 100%. The control objective is to maximize efficiency while preventing liquid flow into the compressor, 
which are roughly translated into the regulation of evaporator superheat.  Figure 7.5 shows the regulation for the 
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TEV controls (tuned for high, moderate, and low capacities) and the PID controlled EEV.  The COP shown includes 
only compressor power; fan power is not included. 
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Figure 7.5 Evaporator Superheat Regulation for SCO3 Drive Cycle 
As mentioned, the FTP drive cycle subjects the system to large transient disturbances.  The response of the 
TEV shows that if properly tuned for the testing conditions, the TEV can effectively regulate evaporator superheat. 
However, the response of the TEV is dependant on the changing operating conditions.  Should the conditions 
change, or if the TEV is poorly tuned, the result will be a periodic loss of superheat and hunting behavior, or 
regulation to a high value of superheat.  This is another reflection of the nonlinear dynamic behavior of the system, 
and the need to account for these changes in the control strategy.  In both of these scenarios, the poorly tuned TEV 
results in approximately a 2% decrease in average cooling capacity over the cycle.  Because the compressor speed 
profile in this case is repeated, there is virtually no difference in the power consumed.  The PID control provides 
superior superheat regulation.  There are still several instances with significant superheat deviations.  These reflect 
the most challenging portions of the transient tests, and the bandwidth and control authority of the EEV is 
insufficient to overcome the faster effects of the compressor speed changes. Although the tighter control of 
evaporator superheat allows for marginally lower evaporator pressures, and approximately 2% increase in cooling 
capacity, significant increases in transient efficiency are possibly only with the incorporation of additional actuators, 
such as the compressor. 
7.3 Coordinated Compressor-Expansion Valve Control 
The results of the previous section illustrate two overriding points. First, SISO control of the expansion 
valve can provide tighter regulation of evaporator superheat, but only small increases in efficiency when compared 
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to the more traditional TEV control strategy. Second, there is a clear need for a gain-scheduled approach to feedback 
control. 
While advanced control strategies for the expansion valve alone would not likely yield large increases in 
efficiency as compared to the TEV, the coordinated control of compressor and expansion valve has the potential for 
dramatic increases in efficiency as well as performance.  This is largely due to the inherently better efficiencies of a 
continuously controlled compressor vs. alternative capacity control strategies.  In a survey paper by Qureshi and 
Tassou [79], a review of the application of variable speed capacity control to vapor compression systems yielded the 
following key conclusions. First, although the advantages of variable speed capacity control have been known for 
several decades, its implementation has been limited due to several technological issues (e.g. “insufficient 
information from manufacturers” or “insufficient development and integration of compressors and variable-speed 
drives”), and a single methodological issue, namely, “poor reliability… caused by unsophisticated and inadequately 
developed control systems” [79].  
The gains in efficiency result at partial load conditions.  Because systems are often oversized to provide 
fast pull-down (initial cooling of the desired space), these systems rarely operate at full-load during off-peak 
conditions.  Under partial load conditions, a fixed speed compressor must cycle on/off or rely on other strategies 
(e.g. discharge gas bypass) that result in significantly less efficient operation.  In contrast, a variable speed or 
variable displacement compressor can use feedback control strategies to meet changing demands for cooling 
capacity while providing partial load efficiency close to the theoretical ideal. 
These gains can be clearly demonstrated for the experimental system described in Chapter 4.  Figure 7.6 
shows cooling capacity versus compressor power for variable speed operation and on/off control.  The on/off control 
results were obtained by using a fixed cycle length (5, 10, 15, or 30 minutes) and varying the duty cycle (20, 40, 60, 
or 80%).  From the plot, there is a dramatic increase of cooling capacity using the variable speed control strategies.  
Although the efficiency of the on/off strategies increase with longer cycle times (longer pseudo-steady-state 
operation, less start-up inefficiencies), these gains are negligible when compared to the variable speed strategies. 
In particular, it is interesting to note that the governmentally-mandated SEER Test D, evaluates the system 
efficiency for a 20% duty cycle, 30 minute cycle length, where this inefficiency is extremely pronounced. This test 
(Test D) is known as the Cyclic Dry Coil Performance (Test D), which 
“…shall be conducted by cycling the unit ‘on’ and ‘off’ by manual or automatic operation of the 
normal control circuit of the unit.  The unit shall cycle with the compressor ‘on’ for 6 minutes and 
‘off’ for 24 minutes.  The indoor fan shall also cycle ‘on’ and ‘off’, the duration of the indoor fan 
‘on’ and ‘off’ periods being governed by the automatic controls which the manufacturer normally 
supplies with the unit.” [3] 
Under these conditions, SEER Test D effectively exposes a key inefficiency of the standard on/off control 
strategies.  However, this also means that variable speed control strategies are offered no advantage in SEER rating, 
although they offer significant energy savings. 
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Figure 7.6 Partial Load Efficiency 
7.3.1 MIMO Control Design 
This section details the design of coordinated control strategies for an air-conditioning system.  For the 
purposes of this chapter, this coordinated strategy modulates valve position and compressor speed to control 
evaporator superheat and evaporator pressure or temperature. Although fan speed control could possibly be 
exploited for controlling other system outputs, such as humidity, this is beyond the scope of the current work. The 
choice of actuators may initially appear counterintuitive since both the expansion valve and compressor alter mass 
flow rate of the refrigerant. However, recall that one of the driving mechanisms of the heat exchanger dynamics is 
the transient difference in inlet and outlet mass flow rate.  By independently manipulating the mass flow rate at the 
entrance or exit of the heat exchanger, the actuators are both redistributing the refrigerant charge and the 
temperatures at which heat is rejected and absorbed. However, in the simplest sense, the valve opening is used to 
alter evaporator superheat (an indirect measure of efficiency) and the compressor speed is used to alter evaporator 
pressure (an indirect measure of capacity), with significant coupling between the two inputs and two outputs. 
A logical first attempt for attempting capacity and superheat control would be using multiple SISO control 
loops.  In addition to the EEV-superheat PID controller previously designed, a compressor speed-evaporator 
pressure PID controller is independently tuned. Figure 7.7 shows evaporator pressure regulation for a step 
disturbance in valve position, while Figure 7.8 shows evaporator pressure tracking for a step change in reference. 
However, the dynamic coupling of the system is significant. An evaluation of the Relative Gain Array (RGA) [95] at 
median capacity reveals large off diagonal terms, and thus substantial dynamic coupling.  When implemented, the 
interaction of these controllers leads to large oscillations, as seen in Figure 7.9. 
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Figure 7.7 Evaporator Pressure Regulation 
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Figure 7.8 Evaporator Pressure Tracking 
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Figure 7.9 Dual SISO Control Interaction 
Thus a true MIMO design approach is necessary. Of the multitude of linear control synthesis approaches, 
an H∞ design approach is utilized here.  This approach minimizes the worst case performance, with the designer 
selecting the relative penalties on control action and performance. The general control problem as shown in Figure 
7.10, with controllable inputs (e.g. valve opening, compressor speed), disturbances (e.g. air flow rate), outputs (e.g. 
evaporator superheat, evaporator pressure), and measurement noise. Essential to successful control design is the 
proper scaling of inputs/outputs. Based on the discussion in [95], prior to the control design process, the model 
inputs/outputs were scaled according to their maximum expected deviation, such that [ ]1,1−∈scaledu . 
The standard format for H∞ control design procedure is shown in Figure 7.11, where z is the weighted 
collection of signals we wish to minimize, v is the set of signals used by the controller, w is the collection of all 
exogenous signals (disturbances, references, and noise), and u is the controller outputs. By including frequency 
weightings on w and z, the control problem is rearranged as shown in Figure 7.12. 
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Figure 7.12 Standard Formulation with Frequency Weighting 
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From Figure 7.12, note that nWdWGuGrWyrv nddurm −−−=−=  and the collection of signals to 
be minimized as a weighted vector of errors and control inputs: [ ]Tue uWvWz = .  We define the exogenous 
signals as: [ ]Tndrw = . Thus the system matrix [ ] ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡
u
w
P
v
z
 can be defined as in Equation 4. 
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The choice of the weighting matrices is an important design step, and merits explanation. To emphasize 
low frequencies, we use the general form: ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
+=
iBi
Bi
i As
s
diagW ω
ω2
 where 1<<iA .  This is used for eW  to 
penalize principally steady state errors.  To emphasize higher frequencies, we simply use the inverse, of the above.  
This is used for uW  to avoid high frequency controller actions. The other weighting functions were chosen simply 
as static weights.  The bandwidth for eW  and uW  are chosen iteratively, after evaluating controller performance 
experimentally. Scaled versions of these weighting matrices are shown in Figures 7.13-7.14. 
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Figure 7.13 Performance Frequency Weighting 
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Figure 7.14 Control Effort Frequency Weighting 
Using the system in Equation 7.2, an H∞ controller is synthesized using the appropriate tools available in 
MATLAB.  The resulting dynamic controller is high order, and for implementation on an experimental system a low 
order controller is preferred. The Hankel singular values of the resulting system are evaluated, and a balanced Schur 
model reduction approach [87] is employed to remove less significant dynamic modes. 
The synthesis procedure is repeated at several operating conditions. The magnitude response of two of the 
plant models (high/low capacity) are shown in Figure 7.15 and the associated controllers are shown in Figure 7.16, 
while the singular values of the controllers are given in Figure 7.17.  In all these plots the inputs are valve opening 
and compressor speed, and the outputs are evaporator superheat and pressure. The performance of the controllers is 
shown in Figures 7.18-7.19.  At low capacity the system responds slower and is more sensitive to actuator changes, 
necessitating a less aggressive controller.  As a demonstration of the controller performance both controllers are 
implemented at each operating condition.  The failure of each controller to adequately regulate the system at the off-
design points is another illustration of the necessity of a gain-scheduled approach. 
  220
−100
−80
−60
−40
−20
0
20
From: In(1)
To
: O
ut
(1)
10−4 10−2 100
−120
−100
−80
−60
−40
−20
0
20
To
: O
ut
(2)
From: In(2)
10−4 10−2 100
Bode Diagram
Frequency  (rad/sec)
M
ag
ni
tu
de
 (d
B)
Low Capacity
High Capacity
 
Figure 7.15 Magnitude Response of the Plant Models 
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Figure 7.16 Magnitude Response of the H∞ Controllers 
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Figure 7.17 Singular Values of the H∞ Controllers 
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Figure 7.18 MIMO Control at Low Capacity 
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Figure 7.19 MIMO Control at High Capacity 
7.3.2 Gain-Scheduling 
Although individual H∞ controllers perform well at their respective design points, none of the controllers 
provides adequate regulation across all design points.  To achieve the desired performance levels across the entire 
operating regime a gain scheduled controller is constructed using the local linear controllers, as per the LMN/LCN 
framework and LQN/LSN framework outlined in Chapter 6. The identified models indicate that the dynamics of the 
system change with increasing evaporator superheat and increasing compressor speed.  Assuming that superheat is 
regulated within a sufficiently tight band, the dynamics could be scheduled using only compressor speed.  However, 
the difference in dynamic response is more likely due to the changes in evaporator pressure that are closely tied to 
compressor speed. For this reason, the controllers are scheduled on evaporator pressure, which is one of the system 
outputs. Similar to the example problem of Chapter 6, the interpolation function are chosen to vary linearly with the 
scheduling variable. 
To demonstrate the efficacy of a gain scheduled approach, two controllers (representing high and low 
capacity conditions) are blended and analyzed using the LMIs given in Chapter 6. Unfortunately, in the LCN/LMN 
case the computational algorithms fail to converge to a solution guaranteeing quadratic stability of the gain-
scheduled closed loop for arbitrarily fast scheduling. When analyzing the LQN/LSN framework for the given choice 
of nominal plant/controller, the algorithms again fail to find.  However, the existence of a common quadratic 
Lyapunov function is merely a sufficient condition for stability.  Thus while the stability of the gain-scheduled 
closed loop system cannot be guaranteed, the system may indeed be stable in practice, as shown in Figure 7.20.  The 
  223
experimental results demonstrate that with LCN/LMN framework the gain-scheduled controller can safely transition 
between design points, as well as off-design points. 
Although the superheat regulation is more oscillatory at off-design points, the performance is still 
acceptable. At the design point, regulation of both superheat and pressure is excellent. The reader should note that 
the experimental results shown are for rate-limited reference changes. 
The alternative LSN/LQN framework can also be explored. The necessary decomposition of the controllers 
can be performed, selecting 20 KK =  and 20 PP = .  This leads to 02 =Q , while 1Q  and KJ  are shown in 
Figures 7.21-7.22.  The analysis tools of Chapter 6 are again employed to determine the associated peak-to-peak 
gain and decay rate. While this approach is inherently more stable, the analysis is again inconclusive and fails to find 
a common quadratic Lyapunov function.  However, in this framework there is more design freedom for altering the 
gain-scheduled controller to achieve a guaranteed stable closed loop.  This would include exploring alternative 
choices of the nominal plant/controller.  However, because of the infinite possibilities, such a search is beyond the 
scope of this dissertation. Future work will explore the possibility of searching for the optimal choice of nominal 
plant/controller for guaranteed stability.  Again experimental evaluation demonstrates the stability that is not yet 
guaranteed by the analysis.  The control performance is similar, if not slightly better than the traditional LCN/LMN 
framework. 
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Figure 7.20 Gain Scheduled Controller Transitioning Between Design Points and Off-Design Points 
  224
−400
−200
0
200
From: In(1)
To
: O
ut
(1)
−500
0
5
To
: O
ut
(2)
−200
0
2
To
: O
ut
(3)
100 105
−200
0
To
: O
ut
(4)
From: In(2)
100 105
From: In(3)
100 105
From: In(4)
100 105
Bode Diagram
Frequency  (rad/sec)
M
ag
ni
tu
de
 (d
B)
 
Figure 7.21 Decomposition of the Controllers, KJ  
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Figure 7.22 Decomposition of the Controllers, 1Q  
7.4 Summary 
This chapter reports the experimental evaluation of several types of control strategies as applied to the 
subcritical air-conditioning system described in Chapter 4.  While the regulation of evaporator superheat can be 
improved by feedback control, the resulting energy savings vs. the standard TEV are not significant. However, the 
coordinated control of compressor speed/displacement and valve opening has the potential to yield tremendous 
energy savings relative to the current cycling strategies used.  The dynamic coupling of the system requires a MIMO 
control design approach, and the changing dynamics necessitate a gain-scheduled approach.  The gain scheduling 
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framework presented in Chapter 6 is experimentally demonstrated to yield a nonlinear control strategy that can 
extend the performance benefits across the entire operating regime by allowing safe and smooth transitions between 
operating points.  While the analysis developed in Chapter 6 is yet inconclusive for this particular example, future 
improvements in LMI solvers, alternative Lyapunov formulations (e.g. parameter-dependent Lyapunov functions), 
and techniques for the optimal selection of the Youla-based decomposition of controllers/plants will all lead to 
improved results. 
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Chapter 8.  Conclusions and Future Work 
8.1 Summary of Research Contributions 
This dissertation makes contributions in two distinct areas.  First, with respect to vapor compression cycle 
control, this dissertation presents a validated dynamic modeling framework and the experimental evaluation of 
advanced model based control algorithms. Second, with respect to nonlinear control, this dissertation provides tools 
for stability analysis of the nonlinear gain-scheduled system, and an alternative framework for implementing gain-
scheduled controllers with improved stability and a degree of design freedom. 
8.1.1 Dynamic Modeling and Control of Vapor Compression Cycles 
The first contribution of this dissertation is the presentation of a dynamic modeling framework for 
subcritical and transcritical vapor compression cycles.  The models are derived using a lumped parameter, moving 
boundary model that captures the salient dynamic behavior, while remaining sufficiently tractable to be useful for 
model based control synthesis. The dominant dynamic modes are identified and then a physics based model 
reduction approach is applied to achieve a minimal representation of the dynamics.  The models are validated with 
experimental data, and are then used for designing and evaluating model based control strategies. These control 
strategies are then implemented on an experimental system for several industrial relevant transient scenarios, 
demonstrating improved performance and efficiency. 
8.1.2 Gain Scheduling 
Gain scheduling is perhaps the most the widely used nonlinear control technique used in industry. 
However, there has been a lack of supporting theory to guarantee stability or performance of the nonlinear gain 
scheduled closed loop. This dissertation presents a method of interpolating between local linear controllers termed 
Local Controller Network, and then methods for determining the practical stability of the gain scheduled system in 
terms of Linear Matrix Inequalities.  Furthermore, an alternative method of interpolation is presented based on the 
dual Youla parameterization, which results in improved stability and a degree of design freedom. The approach is 
demonstrated in simulation and in experiment. 
8.2 Future Work 
This research has many aspects that have yet to be explored.  A few of these are mentioned here, including 
model validation and extensions, control research and fault detection, and further gain-scheduling research. 
8.2.1 Model Validation and Extensions 
Additionally, the modeling approach presented has been validated on a automotive subcritical cycle, an 
experimental subcritical cycle, and a prototype transcritical system.  Future validation efforts on additional systems 
will demonstrate the efficacy of the modeling approach.  Furthermore, modeling extensions such as humidity 
modeling, condensation, and start-up and shut-down transients will make the model more useful. 
8.2.2 Control Research and Fault Detection 
This dissertation compares only a few control strategies, under selected scenarios.  With the models 
available, all the many different control technologies can be brought to bear on the problem.  The nonlinear 
dynamics of these systems, and the multitude of possible system configurations will provide almost endless 
opportunities for development and implementation of classical and novel control strategies.  In particular, multi-
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evaporator systems afford a network-like platform for control development with tremendous potential for efficiency 
and performance improvements. Perhaps of even greater interest is the potential for dynamic model based fault 
detection strategies, that could detect and categorize system problems such as refrigerant leaks, heat exchanger 
fouling, valve, fan or compressor failure, etc. 
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