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F(X)              Funkcija cilja ovisna o vektoru varijabli X 
X            Vektor varijabli 
Rn                   Euklidski prostor 
S                   Skup ograničenja 
R             Kodomena euklidskog prostora 
XT             Transponirani vektor varijabli  
hi (X)            Ograničenja zadana u obliku jednadžbi 
gj (X)            Ograničenja zadana u obliku jednadžbi 
G            Matematički skup pozitivnih brojeva 
f(x)              Funkcija cilja ovisna o jednoj varijabli 
f(xo)              Vrijednost funkcije u točki x0 
f '(xo)            Prva derivacija funkcije u točki x0     
f ''(xo)            Druga derivacija funkcije u točki x0   
f∇             Gradijent vektor 







s            Korak pretrage u metodi eliminacije 
f (xj)  Vrijednost funkcije cilja u točki s desne strane od 
ishodišta 
 
















sl.br.1      Slučajni broj 1  


































apmin                                (mm)      Minimalna dubina rezanja 















































































Svaka  realna  operacija  je  cjelina  koja  se  sastoji  od  velikog  broja  podoperacija  odnosno 






























Statističke metode omogućuju  analizu podataka nakon  vršenja pokusa  i  stvaranje empirijskih 
modela  kako  bi  najvjernije  opisale  realno  stanje  promatranog  sustava,  na  sljedećoj  slici 
prikazana  je  podjela  statističkih  metoda  na  regresijsku  analizu,  planiranje  pokusa,analizu 
klastera te na faktorsku analizu. 

















 Faktorska analiza koristi se u slučaju   kada se   pretpostavlja da na    funkciju cilja  (odnosno na 












Matematičko  programiranje  koje  se  naziva  još  i  optimizacijske metode  dijeli  se  na metode 
računanja, dinamičko programiranje, računanje varijacija, cjelobrojno programiranje, nelinearno 
programiranje,  stohastičko  programiranje,  geometrijsko  programiranje,  separabilno 
programiranje,  kvadratično  programiranje,  višekriterijsko  programiranje,  linearno 
programiranje, metode mreža i teoriju igara. 
 






















Za  uspješnu  primjenu  stohastičkih metoda  potrebno  je  određeno  vrijeme    promatrati  neki 
proces kako bi se prikupili podaci na temelju kojih se donosi zaključak prema kojoj se statističkoj 















































Za  sve  druge  vrste  problema  koje  je moguće    dovoljno  točno matematički  opisati  odnosno 
postaviti  matematički  model    primjenjuje  se  matematičko  optimiranje  koje  se  dijeli  na 
optimiranje funkcija i optimiranje parametara. 
Optimiranje funkcija bavi se traženjem minimalnog  ili maksimalnog   iznosa funkcije neovisno o 








Linearno  programiranje  je  primjenjivo  na  veliki  broj  stvarnih  problema    u  prehrani,  u 
poljoprivrednoj  i  ostaloj  proizvodnji  i  sl.  te  se  može  riješavati  grafički,  analitički  i  simpleks 
metodom.  Međutim  postoje  brojni  slučajevi  u  praksi  u  kojima  veze  među  parametrima  u 
funkciji cilja i/ili funkcijama ograničenja nisu linearne tako da ih je nemoguće riješiti primjenom 
klasične  simpleks metode  stoga  je  bilo  potrebno  razviti  posebnu  granu  optimiranja  koje  se 
naziva nelinearno optimiranje (nelinearno programiranje‐NP). 
 
U  svakodnevnom  životu potrebno  je ostvariti brojne ciljeve na  čije ostvarivanje utjeću brojna 
ograničenja (bez ograničenja raspolagali bismo sa neograničenom količinom resursa stoga ne bi 
bilo potrebno optimirati jer bi svaki cilj bilo moguće ostvariti). 











Ograničenja  su  površina  zemljišta,  dubina/širina  plovne  rijeke  i  slična  ograničenja  u  prirodi, 
novčana  sredstva,  vrijeme  (rokovi),  potražnja  za  proizvodima  ,  nosivost  i  broj  transportnih 
sredstava, ograničenja prostora (površinska ili volumenska ograničenja), broj radnika i opreme, 
količina  repromaterijala,  proizvoda  i  poluproizvoda  na  skladištu,  dostupnost  sirovina,  vode  i 
energije i ostala ograničenja. 
 









Načelno    svi  problemi mogu  se  riješiti  bez  računala  upotrebom metoda  za NP,  no  složenije 
probleme NLP‐a  neophodno  je    rješavati  na  računalu  primjenom  odgovarajućih  programskih 


















































































































































































Globalni  minimumi 






























točke  u  kojima  je  prva  derivacija  funkcije  cilja  jednaka  nuli. Nakon  određivanja  stacionarnih 
























f '(x) =0 f '(x) =0  f '(x) =0 
T1  T2  T3  
x1 x2 x3 
f (x) 










































































Ako  je  pak  Hesseova matrica  u  kritičnoj  točki  negativno  definitna  tada  se  radi  o  lokalnom 
maksimumu.   
   
Kako  bi  se  odredilo  radi  li  se  o  pozitivnoj  ili  negativnoj  definitnosti  matrice  koristi  se  
determinanta simetrične (n x n) matrice B   [bij] : 
 




















































































• )()( _XFXF >→ na cijelom prostoru mogućih rješenja tada je točka  −X globalni 
minimum 





























































određivanje vrijednosti λi= λi* koja minimizira f (X+1)=f (Xi+ λi· Si ) =f(λi*) uz fiksne vrijednosti Xi 
i Si. Na taj način funkcija f ovisi samo o jednoj dimenziji λi . Zbog navedenog razloga metode koje 
traže λi*  nazivaju se jednodimenzijske metode. 














Metode  eliminacije mogu  se  koristiti  i  za  optimizaciju  diskontinuiranih  funkcija.  Kvadratične 
metode aproksimiraju datu  funkciju polinomom drugog dok kubne metode polinomom trećeg 
stupnja. 























Ako  je  poznato  da  je  funkcija  unimodalna  na  nekom  području,  interval  u  kojem  se  nalazi 
optimum može se sužavati postepeno što je osnova rada eliminacijskih metoda . 
 










































točki  xopt  =  70  000   uz početnu  točku  x1  =  0  i  korak pretrage  s  = 0.1.Da bi metoda odredila 
optimum potrebno  je provesti 7 000 001  iteraciju u kojoj se računa vrijednost funkcije cilja, to 
zahtjeva veliku količinu računanja koje računalo mora provesti. 









































Uz  pretpostavku  unimodalnosti  prvo  se  vršio  izračun  funkcije  za  dvije  točke  ljevo  i  desno 
pomaknute u odnosu na početnu točku. Vidi se da u negativnom smjeru u točki x‐1=‐0,1 funkcija 






x-j xi f (xi) f (x-j) 
 0 50 50 
-0,1 0,1 49,91 50,11 
-0,2 0,2 49,84 50,24 
-0,3 0,3 49,79 50,39 
-0,4 0,4 49,76 50,56 
-0,5 0,5 49,75 50,75 
-0,6 0,6 49,76 50,96 














0 0,2 0,4 0,6 0,8 1 1,2 1,4 1,6 1,8
x 
f(x) 








duplo  smanjuje  korak  i  započinje  se  nova  pretraga  iz  početne  točke  xi  ili  iz  xi‐1.  Ako  se  ne 
postigne bolji rezultat korak se opet smanjuje duplo  i  ta procedura se ponavlja sve dok se ne 






Iteracija s xi = x1+s  fi=(xi) fi > fi-1? x-i = x1-s  f-i=(x-i) f(x-i) > f(x-i)-1  ? 
1 0,005 0 50   0   
2 0,01 0,005 49,99503 Ne -0,005 50,00503 Da 
3 0,02 0,015 49,98523 Ne -0,015  STOP 
4 0,04 0,035 49,96623 Ne -0,035   
5 0,08 0,075 49,93063 Ne -0,075   
6 0,16 0,155 49,86903 Ne -0,155   
7 0,32 0,315 49,78423 Ne -0,315   
8 0,64 0,635 49,76823 Ne -0,635   
9 1,28 1,275 50,35063 Da -1,275     
            
        
Iteracija s xi = x1+s  fi=(xi) fi > fi-1? x-i = x1-s f-i=(x-i) f(x-i) > f(x-i)-1  ?
1 0,32 0,635 49,76823   0,635 49,76823  
2 0,16 0,955 49,95703 Da 0,315 49,78423 Da 
     STOP   STOP 
          
Iteracija s xi = x1+s  fi=(xi) fi > fi-1? x-i = x1-s  f-i=(x-i) f(x-i) > f(x-i)-1  ? 
1 0,16 0,635 49,76823   0,635 49,76823  
2 0,08 0,795 49,83703 Da 0,475 49,75063 Ne 
     STOP    
          
Iteracija s xi = x1+s  fi=(xi) fi > fi-1? x-i = x1-s  f-i=(x-i) f(x-i) > f(x-i)-1  ? 
1 0,04 0,475 49,75063   0,475 49,75063  
2 0,02 0,515 49,75023 Da 0,435 49,75423 Da 
     STOP   STOP 
     
Iteracija s xi = x1+s  fi=(xi) fi > fi-1? x-i = x1-s  f-i=(x-i) f(x-i) > f(x-i)-1  ? 
1 0,01 0,475 49,75063   0,475 49,75063  
2 0,005 0,485 49,75023 Ne 0,465 49,75123 Da 
   
OPTIMUM 











Metoda  iscrpne  pretrage  ne  koristi  se  u  slučaju  kada  nije  poznat  interval  u  kojem  se  nalazi 
rješenje. Metoda radi na principu da izračunava vrijednost funkcije cilja za svaku od točaka koje 
su jednako udaljene međusobno. Te točke se određuju unaprijed i leže na intervalu od početne 


















xxL jjn +=−= −+  
 






Postupak br.  2  3  4  5  ...................  n 
Ln / L0  2/3  2/4  2/5  2/6  ....................  2/ (n+1) 
 
Ako  se  uzme  središnja  točka  n‐tog  intervala  neigurnosti  kao  optimalno  rješenje maksimalna 













n=1                   razmak između točaka = L0 / (n+1)=20/10 = 1,8181
  xs x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 xf 
x -10 -8,2 
-
6,36 -4,5455 -2,72727 -0,9091 0,90909 2,727273 4,5455 6,364 8,18 10 
f(x) 160 125 96,9 75,207 60,16529 51,7355 49,9174 54,71074 66,116 84,13 109 140
             
n=2                   razmak između točaka = L0 / (n+1)=20/10 = 0,3306 
  xs x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 xf 
x -0,91 -0,6 -0,25 0,0826 0,413223 0,7438 1,07438 1,404959 1,7355 2,066 2,4 2,73
f(x) 51,74 50,9 50,3 49,924 49,75753 49,8094 50,0799 50,56895 51,277 52,2 53,3 54,7
             
n=3                   razmak između točaka = L0 / (n+1)=20/10 = 0,00601 
  xs x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 xf 
x 0,083 0,14 0,2 0,263 0,323065 0,38317 0,44328 0,503381 0,5635 0,624 0,68 0,74
f(x) 49,76 49,9 49,8 49,806 49,78131 49,7636 49,7532 49,75001 49,754 49,77 49,8 49,8
             
n=4                   razmak između točaka = L0 / (n+1)=20/10 = 0,00109 
  xs x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 xf 
x 0,443 0,45 0,47 0,4761 0,486989 0,49792 0,50884 0,519773 0,5307 0,542 0,55 0,56
f(x) 49,75 49,8 49,8 49,751 49,75017 49,75 49,7501 49,75039 49,751 49,75 49,8 49,8
 





Svjetlo plavom bojom označena  su optimalna  rješenja  za  svaki  korak dok  su  svjetlo  zelenom 
bojom označene granice intervala za sljedeći korak. 











Podjela  izravnih  metoda  prikazana  je  na  slici  1.15.  prema  kojoj  se  one  dijele  na  metode 
nasumične  pretrage, metode  heurističke  pretrage, metode  aproksimacije  cilja  i  ograničenja, 
metode pogodnih smjerova i općenitu metodu reduciranog gradijenta. 
 
Metoda  aproksimacije  cilja  i  ograničenja  dijeli  se  na  metodu  sekvencijalnog  linearnog 
programiranja (SLP metodu) i metodu sekvencijalnog kvadratnog programiranja. 
 








































ROSENOVA METODA PROJEKCIJE 
GRADIJENTA 
METODA SEKVENCIJALNOG  
KVADRATNOG PROGRAMIRANJA  















• Generiranje probnog vektora na način da  se koristi   generiranje  slučajanih brojeva  za 
svaku varijablu vektora. 
• Provjerava  se  je  su  li    zadovoljena  ograničenja  za  probni  vektor.  Ako  se  radi  o 
ograničenjima  sa  jednakostima provjerava  se  jesu  li veličine u ograničenjima u nekim 
zadanim  tolerancijskim  poljima.  Ako  su  narušena  ograničenja  tada  se  generira  novi 
probni vektor. 
•  Ako novi vektor zadovoljava ograničenja provjerava se uzrokuje li on manju vrijednost 
funkcije  cilja  od  prijašnjeg  probnog  vektora  koji  je  zadovoljio  ograničenja,  ako  je  to 
slučaj tada se novi probni vektor usvaja kao najbolje dosadašnje rješenje. 
• Postupak  se ponavlja unaprijed određeni broj puta nakon  čega  se pretraga prekida  i 
usvaja se dotad najbolji pogodni vektor kao optimalno rješenje. 
 












• Pronalaze  globalni  optimum  čak  i  kada  se  radi  o  nekonveksnim  problemima  što  je 
najveća prednost pred nekim od drugih metoda 
 










Pomoću programa Microsoft Excell generirano  je 7000  slučajnih brojeva  za određivanje 7000 
vrijednosti  svake  varijable pri  čemu  se  vršio proračun  funkcije  cilja bez  i  sa ograničenjima. U 
predzadnjem  stupcu  tablice  1.5.  nalaze  se  vrijednosti  funkcije  cilja  za  iznose  varijabli  koje 




iteracija sl.br.1 x1 sl.br.2 x2 F(x1,x2) F(x1,x2) OK
1 0,434723 4,3 0,306881 3 -6,5 0 
2 0,379985 3,7 0,384421 3,8 3,46 3,46 
3 0,695327 6,9 0,460116 4,6 -0,46 0
4 0,989399 9,8 0,068915 0,6 -69,52 0 
5 0,079563 0,7 0,730154 7,3 36,01 36,01 
6 0,904609 9 0,8319 8,3 44,2 0 
7 0,362235 3,6 0,630296 6,3 25,38 25,38 
8 0,687542 6,8 0,046586 0,4 -49,68 0 
9 0,860258 8,6 0,402034 4 -14,4 0 
10 0,04995 0,4 0,984863 9,8 49,72 49,72 
11 0,918919 9,1 0,961415 9,6 62,56 62,56 
12 0,024448 0,2 0,361833 3,6 17,12 17,12 
13 0,664458 6,6 0,163044 1,6 -34,24 0 
14 0,522196 5,2 0,191881 1,9 -22,22 0 
15 0,283051 2,8 0,70786 7 32,2 32,2 
16 0,748981 7,4 0,951682 9,5 58,6 58,6
17 0,960252 9,6 0,999258 9,9 67,74 67,74 
18 0,966326 9,6 0,039985 0,3 -72,42 0 
19 0,017147 0,1 0,418959 4,1 20,11 20,11





























7000 0,460003 4,6 0,285449 2,8 -9,92 0 
       
Rješenje       
iteracija x1 x2 fcopt    
3719 1,7 1,8 -1,54    





Program  je napisan na  taj način da  se generiraju  slučajni brojevi  sa  samo  jednim decimalnim 
mjestom. Moguće  je generirati   slučajne brojeve sa većim brojem decimalnih mjesta ali što  je 
veći broj decimala  slučajnih brojeva  to  je  više  iteracija potrebno  izvršiti  kako bi  se pronašao 
optimalan par varijabli. U ovom primjeru budući da su ograničenja postavljena tako da varijable 
mogu  biti  u  zadanom  intervalu  uz  pretpostavku  o  jednoj  decimali  svaka  varijabla  je mogla 
poprimiti 100 mogućih iznosa i to od 0 do 9,9.   
 
Na  broj  potrebnih  iteracija  koje  je  potrebno  provesti  utjeće  broj  varijabli  i  broj  decimalnih 
mjesta varijabli odnosno zahtjevana preciznost rješenja. Kako bi se dijelom ublažio ovaj problem 

















• Potrebno  je  načiniti  tablicu  u  kojoj  je  definirano  pravilo  prema  kojem  se  određeni 
raspon  slučajnih  brojeva  pomoću  funkcije  „LOOKUP“  koristi  za  generiranje  iznosa 












lookup Vrijednost slučajnog broja  
(korak k =0,01) 
Vrijednost varijable 
10 0 0 
 0,01 0,1 
 0,02 0,2 
 0,03 0,3 
 0,04 0,4 
 0,05 0,5 
 0,06 0,6 

















Iteracija Sl.br. 1 Sl.br. 2  x1 x2 
1 0,0532 0,9739 0,5 9,7 
2 0,1959 0,7466 1,9 7,4 
3 0,9122 0,7622 9,1 7,6 
4 0,2841 0,5289 2,8 5,2 
5 0,2882 0,3121 2,8 3,1 
6 0,7371 0,6636 7,3 6,6 
7 0,6622 0,126 6,6 1,2 











5000 0,8619 0,8402 8,6 8,4 
 
• Računaju  se  vrijednosti  funkcije  cilja  za  svaki  redak  odnosno  za  svih  5000  parova 
varijabli, nakon čega  je potrebno oformiti  jedan stupac „ogr OK“ koji služi za detekciju 
         10·0,01 = 0,1 









i Sl.br. 1 Sl.br. 2 x1 x2  Fc ogr ogr ok fc 0k 
1 0,0532 0,9739 0,5 9,7 10,45 282,77 0 0 
2 0,1959 0,7466 1,9 7,4 7,59 171,5 0 0 
3 0,9122 0,7622 9,1 7,6
-
57,01 338,9 0 0 
4 0,2841 0,5289 2,8 5,2 2,96 96,8 0 0 
5 0,2882 0,3121 2,8 3,1 0,86 44,51 0 0 
6 0,7371 0,6636 7,3 6,6
-
32,09 237,26 0 0 
7 0,6622 0,126 6,6 1,2
-
29,16 91,44 0 0 
8 0,8619 0,8402 8,6 8,4
-

















5000 0,8619 0,8402 8,6 8,4
-
48,36 359,6 0 0 
 
• Filtriraju  se  one  vrijednosti  funkcije  cilja  kod  koji  iznosi  varijabli  zadovoljavaju 
ograničenja . To se postiže na način da se formira stupac nazvan podobnih rješenja koja 
zadovoljavaju  ograničenja  „fc OK“    čije  vrijednosti  se  računaju  tako da  se  vrijednosti 
funkcije cilja pomnože sa vrijednostima u stupcu provjeravanja ograničenja. 
• Formira  se  tablica  rješenja  koja  filtrira  iz  stupca  podobnih  ograničenja  maksimalno 





Fcopt iteracija x1 x2 




Rješenje 2 Fcopt iteracija x1 x2 
2,20478 2514 0,735 1,275







Rješenje 3 Fcopt iteracija x1 x2 
2,2126 3007 0,78 1,261
 
• Smanjivanjem  raspona  pretrage      više  nije  moguće  postići  znatno  poboljšanje 
rješenja.Ukoliko  se  želi postići  još bolje  rješenje potrebno  je povećati preciznost  i  što 






Rješenje 4 Fcopt iteracija x1 x2 
1,86249 1 1,2025 0,9035
 
Komentar  





Rješenje 4 Fcopt iteracija x1 x2 




Fmax=  2,2136  i  X  =  (x1;x2)  =  (0,8108;1,2494)  dok  je metodom  nasumične  pretrage  uz  raspon 
pretrage R= 1.3 i korak k=0.01  pronađeno rješenje F (X)= 2,2126 i X = (x1;x2) = (0,780;1,261) 















0,001 Vrijednost slučajnog broja Vrijednost varijable x1 Vrijednost varijable x2 
100 0 0,78-100·0,001 1,261-100·0,001 







2 0,49 0,78-2·0,002 1,261-2·0,001 
1 0,495 0,78-1·0,001 1,261-1·0,001 
0 0,5 0,78 1,261 
1 0,505 0,78+1·0,001 1,26+1·0,001 











rj Fc iteracija x1 x2 
















        gj(X) ≤ 0,   j=1,2,3...m 











u  praksi  tako  da  se  pronađe  početna  pogodna  točka  X1  (ona  koja  zadovoljava 





(d)), i = 1,2....nv, j = 2,3...k               




već  prihvaćenih  točaka  u  koje  spada  i  početna  točka  X1.  Jednadžba  za  određivanje 
koordinata centroida glasi:   
   








X      
            
Ako probna  točka  i dalje  krši neka od ograničenja gj(X) ≤ 0 nastavlja  se postupak pomicanja 
točke  na  pola  puta  prema  centroidu  i  ponavlja  se  sve  dok  se  ne  pronađe  točka  Xj  koja 
zadovoljava sva ograničenja. 
 





funkcije  cilja  najveća  tada  se  zrcaljenjem  pronalazi  sljedeća  točka  Xr  prema  izrazu  
Xr=(1+α)∙X0‐α∙Xh  . Za početak uzima se vrijednost α ≥ 1, dok  je X0 centroid svih vrhova 
osim vrha Xh i računa se kao:  












• Provodi  se  ispitivanje  zadovoljava  li  točka  Xr ograničenja. Ako  je  točka pogodna  i  ako 
vrijedi  da  je  f(Xr)<f(Xh)  tada  se  točka  Xh  zamjenjuje  sa  točkom  Xr. Ako  je  slučaj  da  je  
f(Xr)≥f(Xh) tada se pronalazi nova probna točka Xr smanjivanjem vrijednosti α dvostruko 
nakon čega se opet provjerava je li f(Xr)<f(Xh) , ako nije tada se opet dvostruko smanjuje 
α  i tako se postupak može ponavljati   sve dok se α ne smanji do određene vrijednosti 
ε1.  Ako poboljšana točka Xr  ne zadovoljava  f(Xr)<f(Xh) uvijet čak ni za najmanji iznos α 
tada se točka Xr odbacuje i cijeli postupak zrcaljenja se ponovno ponavlja koristeći točku 
Xp  u  kojoj  funkcija  cilja  ima  drugu  najveću  vrijednost  odmah  nakon  vrijednosti  koju 
postiže u točki Xh.    
• Ako  u  bilo  kojem  stadiju  zrcaljena  točka  Xr  krši  bilo  koje  od  ograničenja  pomiće  se 
dvostruko bliže centroidu dok ne postane pogodna pri čemu je:       
    )(
2
1)( 0 rnovar XXX +=            
Ova metoda  napreduje  prema    optimalnoj  točki  sve  dok  se  complex  ne  uruši  u  svoj 
centroid  .       
















































 METODE BEZ OGRANIČENJA  
METODA FUNKCIJE UNUTARNJIH 
 PENALA 
METODA FUNKCIJE VANJSKIH 
 PENALA 
PROŠIRENA METODA  
LAGRANGEOVIH 
MULTIPLIKATORA



















Analitičke metode  primjenjuju  se  za  rješavanje  problema  kod  kojih  je  funkcija  cilja  opisana 
matematičkim  članovima  tako  da  je  moguće  primjeniti  poznata  matematička  pravila  pri 








Funkcije cilja mogu  imati više točaka u kojima  je gradijent  funkcije cilja  jednak nuli tako da se 
optimumi dijele na globalne i lokalne optimume. Da bi se odredilo koji je od optimuma globalni 








































Općenito  metode  pretraživanja  kao  što  im  i  samo  ima  govori  pretražuju  prostor  mogućih 
rješenja poštujući određena pravila pretrage odnosno algoritme prema  čemu se međusobno  i 




na prvi  vektor.  Linijska pretraga nastavlja  se uzduž novog  vektora dok ne pronađe  i njegovo 












programiranja.Pod teoretskim utroškom programiranja smatra se    izrada algoritma u kojem  je 
upotrebljena minimalna količina operacija nad podacima koje dovode do optimalnog  rješenja 
problema.  Općenito,  prilikom  praktične  realizacije  teoretski  vrlo  dobro  razrađenih  sustava 
javljaju  se brojna ograničenja nametnuta  zbog nesavršenosti  ljudi  i  tehnologije  koja uzrokuju 
slabije performanse stvarnih sustava od teoretski mogućih performansi. Iz  istog razloga stvarni 
algoritmi pisani su često na način da provode veći broj operacija nad podacima nego što  je to 

















































































































Kada  se  koriste  veće  brzine  rezanja  zona  rezanja  se  zagrijava  još  intenzivnije  tako  da  se 
materijal  zagrijava  što  pozitivno  utjeće  na  životni  vjek  alata,  no  ako  su  brzine  rezanja 
prevelike  postoji  opasnost  od  spalljivanja  granica  zrna  i  pojavljivanja  pukotina  tako  da  je 




zbog povećanog  trošenja alata brzina  rezanja ne bi smjela prelaziti 650 m/min  te da ne bi 
smjela biti manja od 450 m/min. Zbog fizičkih svojstava materijala minimalni posmak  iznosi 
fmin = 0.1 mm  dok  je  maksimalni  posmak  fmax = 0.2 mm  te  minimalna  dubina  rezanja 
apmin = 0.2 mm i maksimalna dubina rezanja apmax = 0.35 mm. 











































U  tablici 3.1. prikazano  je pravilo po kojem  se dodjeljuju vrijednosti varijabli u ovisnosti o 
slučajnom broju za svaku od 20 000 iteracija. 
Vrijednost 0  je dodjeljena minimalnom dozvoljenom  iznosu  varijable dok  je  vrijednost 0,9 
dodjeljena maksimalnom iznosu varijable.  
Korak  se  računao  na  način  da  se  dozvoljeni  raspon  varijabli  podjelio  na  deset  jednakih 
dijelova npr. za brzinu:  kvar =Rvar /10 odnosno kva r = (675‐375)/10 







lookup vc ap f re 
0 375 0,125 0,05 0,4 
0,1 405 0,1475 0,065 0,48 
0,2 435 0,17 0,08 0,56 
0,3 465 0,1925 0,095 0,64 
0,4 495 0,215 0,11 0,72 
0,5 525 0,2375 0,125 0,8 
0,6 555 0,26 0,14 0,88 
0,7 585 0,2825 0,155 0,96 
0,8 615 0,305 0,17 1,04 
0,9 645 0,3275 0,185 1,12 





















lookup vc ap f re 
0 620 0,125 0,05 0,89 
0,1 625 0,1475 0,065 0,92 
0,2 630 0,17 0,08 0,95 
0,3 635 0,1925 0,095 0,98 
0,4 640 0,215 0,11 1,01 
0,5 645 0,2375 0,125 1,04 
0,6 650 0,26 0,14 1,07 
0,7 655 0,2825 0,155 1,1 
0,8 660 0,305 0,17 1,13 
0,9 665 0,3275 0,185 1,16 
1 670 0,35 0,2 1,19 
 


























lookup vc ap f re 
0 655 0,15 0,05 0,88 
0,1 657 0,16 0,065 0,9 
0,2 659 0,17 0,08 0,92 
0,3 661 0,18 0,095 0,94 
0,4 663 0,19 0,11 0,96 
0,5 665 0,2 0,125 0,98 
0,6 667 0,21 0,14 1 
0,7 669 0,22 0,155 1,02 
0,8 671 0,23 0,17 1,04 
0,9 673 0,24 0,185 1,06 







































re V (m/min) ap (mm) F (mm) Ra (μm) 
0,4 675 0,2295 0,05 0,677189
0,5 675 0,2295 0,05 0,480337
0,6 675 0,2295 0,05 0,319014
0,8 675 0,23 0,05 0,102953
1 675 0,232 0,05 0,02908 
1,2 675 0,23 0,05 0,097186






















































Problem  je  rješen metodom nasumične pretrage. Generirano  je 5 000 slučajnih brojeva za 
svaku varijablu. U tablici 3.5. prikazano je dodjeljivanje vrijednosti varijabli ovisno o iznosima 
slučajnog broja. 






lookup v f φ 
0 124,53 0,025 6,2 
0,1 128,78 0,0308 7,06 
0,2 133,03 0,0366 7,92 
0,3 137,28 0,0424 8,78 
0,4 141,53 0,0482 9,64 
0,5 145,78 0,054 10,5 
0,6 150,03 0,0598 11,36 
0,7 154,28 0,0656 12,22 
0,8 158,53 0,0714 13,08 
0,9 162,78 0,0772 13,94 




Ra (μm) vc (m/min) f(mm) φ (°) Iteracija 









lookup v f φ 
0 162.68 0.025 13.89 
0.1 162.7 0.0255 13.9 
0.2 162.72 0.026 13.91 
0.3 162.74 0.0265 13.92 
0.4 162.76 0.027 13.93 
0.5 162.78 0.0275 13.94 
0.6 162.8 0.028 13.95 
0.7 162.82 0.0285 13.96 
0.8 162.84 0.029 13.97 
0.9 162.86 0.0295 13.98 
1 162.88 0.03 13.99 
 
 






Ra (μm) vc(m/min) f(mm) φ (°) Iteracija 


























































lookup X1 X2 





0,465 -0,07 -0,07 
0,47 -0,06 -0,06 
0,475 -0,05 -0,05 
0,48 -0,04 -0,04 
0,485 -0,03 -0,03 
0,49 -0,02 -0,02 
0,495 -0,01 -0,01 
0,5 0 0 
0,505 0,01 0,01 
0,51 0,02 0,02 
0,515 0,03 0,03 





1 1 1 
0,545 0,09 0,09 









F (X) x1 x2 Iteracija 
95,327 1 1 81 
 















































učinilo  mogućim  rješavanje  brojnih  problema  u  područjima  znanosti  i  inženjerstva. 







alate  te  nude  širok  spektar  mogućnosti,  premda  često  ne  uključuju  napredne  alate  za 
rješavanje velikih ili posebno  izazovnih optimizacijskih problema.  
Kako  ti  sustavi nisu  specijalizirani  za optimizaciju nerjetko ne  raspolažu  sa optimizacijskim 
alatima koji olakšavaju razvoj i implementaciju optimizacijskih modela. 
  U drugu skupinu spada software za modeliranje posebno usmjeren na optimizaciju. 
Korisniku  je  omogućeno  olakšano  formuliranje  optimizacijskih  problema  u  odgovarajući 
model  i  primjena  velikog  broja  optimizacijskih  alata  za  njihovo  rješavanje.  Jezik  za 
modeliranje  tada  transformira model u matematički oblik  (formu)  koji  software  zahtijeva. 
Ukoliko  se  radi  o  nelinearnim  modelima  software  može  iznaći  formule  za  izvođenje 
derivabilnih operacija. Jezici za modeliranje omogućuju stvaranje optimizacijskih modela koji 
se  zasnivaju  na  setovima  upisanih  podataka  tako  da  oni  sami  vrše  parametrizaciju.  To  je 
naročito pogodno u primjenama kad  je generalni model postavljen ali  je prisutna  redovita 
promjena podataka. 
Ako dođe  i do male promjene na modelu rješavanje zahtjeva drugačiji solver  (rješavač), na 
primjer ako  se doda nelinearni  izraz  (kao ograničenje  ili u  funkciju  cilja) nekom  linearnom 
modelu  software  automatski  izabire  optimalan  alat  iz  svog  arsenala  alata  za  rješavanje 
novopostavljenog problema. 




  Treća kategorija software‐a su rješavaći za  linearno programiranje kao  i software za 
rješavanje  problema  cijelobrojnog  programiranja.  Postoji  nekoliko  razloga  zbog  kojih  se 
software za  linearno programiranje  izdvaja  iz ostalih općenitijih optimizacijskih algoritama. 
Jedan od razloga je to što je lakše opisati model jer je potrebno jedino specificirati vektore i 
matrice a ne cjelokupne nelinearne funkcije.  





  Četvrta  kategorija  su  rješavači  za  kvadratno  programiranje.  Kvadratni  modeli  su 
nelinearni  ali  oni  mogu  kao  i  linearni  programi  biti  opisani  specificirajučim  vektorima  i 
matricama  što  je  bolji  pristup  od  opisivanja  nelinearnim  funkcijama.  Konveksni  kvadratni 
problemi mogu se  uspješno rješiti koristeći metodu unutarnje točke ili modificiranu simpleks 
metodu. To je razlog zbog kojeg su najčešće rješavači za linearno i kvadratno programiranje 
često  kombinirani u  jednom  software‐skom paketu  koji  sadrži  korisne  značajke  kao  što  je 
mogućnost računanja sa cijelobrojnim varijablama  ili podešavanje preciznosti analize. Kako 
se  nelinearne  optimizacijske  metode  često  zasnivaju  na  kvadratnim  modelima,  te  često 
uzimaju  u  obzir  nelinearna  ograničenja  odvojeno  od  nelinearnih  software  za  nelinearnu 
optimizaciju bi trebao dobro rješavati konveksne kvadratne programe također. 
U  slučaju  kada  treba  rješiti  nekonveksne  kvadratne  probleme  ili  probleme  sa  kvadratnim 
ograničenjima  koji  imaju  lokalna  rješenja  (lokalne  optimume)  tada  je  nužno  koristiti 
rješavače za općenitu (generalnu) nelinearnu optimizaciju. 
 
  Rješavači  za  općenitu  ili  osnovnu  nelinearnu  optimizaciju  su  peta  kategorija 
optimizacijskih  software‐a.  Postoje  brojne  varijante modela  za  nelinearnu  optimizaciju  sa 
pripadajućim arsenalom algoritama za nelinearnu optimizaciju. Ako neki problem predstavlja 
poseban  izazov za  rješavanje, korisnik bi  trebao pribaviti dodatni vodić za odabir rješavača 













već nam nude  riješenje  koje odudara u postocima od globalnog  rješenja odnosno  koje  se 
nalazi u određenim tolerancijskim granicama od optimuma. 
Drugim  rječima  usvaja  se  rješenje  za  koje  proizvođeć  software‐a  tvrdi  da  se  razlikuje  od 
globalnog optimuma za ne više od npr. 5%. 
 
Nelinearni  problemi  imaju  često  više  lokalnih  optimuma  tako  da  većina  software‐a  za 
nelinearno  optimiranje  garantira  da  je  pronašla  jedno  od  lokalnih  rješenja  dok  ne može 
jamčiti da je to ujedno globalni optimum (stoga se uspoređuju rješenja raznih software‐a za 
rješavanje istog problema kako bi se utvrdilo koji je od njih bolji za zadani problem). Ako su 
funkcije ograničenja nelinearne  često software ne može odrediti niti pogodnu  točku    (eng. 







bi  se  izbjeglo  usvajanje  lokalnog  optimuma  za  globalni.  Algoritmi  rade  na  principu  da 
generiraju onoliko rješenja koliko je bilo područja pretrage nakon čega se određuju rješenja 














































































































































































Od  brojnih  dostupnih metoda  za  NP  uz  genetske  algoritme  istiće  se metoda  nasumične 
pretrage kao vrlo korisna metoda kojom se mogu rješavati nelinearni problemi u kojima  je 
funkcija cilja diskontinuiranog oblika, nederivabilna, prekompleksna za izvođenje derivacija ili 
koja  ima veliki broj  lokalnih optimuma  što  joj daje prednost pred velikim brojem klasičnih 
metoda. 
 Uz  to  navedena metoda  lako  se  programira  te  je  vrlo  korisna  za  detekciju  u  kojem  se 
području  nalazi  globalni  ekstrem.  U  nekim  slučajevima  moguće  je  koristiti  neku  točniju 
metodu nakon što  je detektirano područje globalnog ekstrema premda metoda nasumične 
pretrage  može  također  nakon  određenog  broja  pretraga  dovesti  do  rezultata 
zadovoljavajuće točnosti. 
Ubrzani  razvoj  suvremenih  numeričkih  metoda  za  rješavanje  nelinearnih  problema  i 



































 [9]  Šprljan M., Diplomski  rad, Fakultet strojarstva  i brodogradnje sveučilišta u Zagrebu, 
Zagreb 2010. 
 [10]  Rajić  D.,  Diplomski  rad,  Fakultet  strojarstva  i  brodogradnje  sveučilišta  u  Zagrebu, 
Zagreb 2010. 
 [11]  Stoić A.,Kopač J.,Cukor G.Testing of machinability of mould steel 40CrMnMo7          
          using genetic algorithm, www.sciencedirect.mht                                                            
 
 
 
 
 
 
 
