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ABSTRACT 
  
Methane is the second most important greenhouse gas after carbon dioxide, and it can 
significantly impact global climate change. Considerable amounts of methane can be released to 
the atmosphere from freshwater lakes, particularly through bubbling. However, spatial and 
temporal heterogeneity in ebullition has complicated efforts to accurately measure such methane 
emissions. This thesis presents the results from a two-year study of methane biogeochemistry 
conducted at the eutrophic, stratified, Upper Mystic Lake located in eastern Massachusetts, US. 
Field sampling was done between June and November 2007, and between April and 
November 2008. In both years, ebullition at the lake was strongly episodic, and the amount and 
composition of bubbled gas varied considerably between sites. In 2008, under-water bubble traps 
were equipped with pressure sensors that measured the gas collected every 5 minutes for 4-6 
months. The high-temporal resolution data showed that synchronized lake-wide bubbling 
episodes were triggered when hydrostatic pressures fell below a site-dependent threshold.  
Twice as much bubbling was observed in 2007 than in 2008. In both years, 
approximately 70% of the total methane export from the lake occurred through ebullition, and 
30% through diffusion across the air-water interface at the lake surface. About 6-11 kg CH4/d 
was emitted to the atmosphere from the Upper Mystic Lake during the sampling periods of 2007 
and 2008.  
The results from this research indicate that freshwater lakes should be considered as 
important natural sources in the global methane budget. Other contributions include the 
development a low-cost, low-power bubble trap for automated measurement of ebullition. The 
electronics in this device can also be used to measure other phenomena where a pressure 
differential is of interest, such as lake water level. To our knowledge, there has been no previous 
study that has measured bubbling fluxes over a comparable period of time with such high 
temporal resolution. Finally, the wavelet transform is presented as a new tool for identification of 
bubbling events from sensor data at multiple time scales. 
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Chapter 1:  Introduction 
1. MOTIVATION 
Methane plays a significant role in global climate change, and is also important from 
other perspectives such as ecosystem energetics and fuel supply. It is the second most important 
greenhouse gas after carbon dioxide (Houghton et al. 2001), and its concentration in the 
atmosphere, based on measurements in 2007 and 2008, is 1.8 ppm (AGAGE 2008, NOAA 
2007). Although this seems small when compared to 386 ppm of atmospheric carbon dioxide, 
each methane molecule absorbs roughly 20 times more longwave radiation than a carbon dioxide 
molecule; thus methane contributes about 18% of the radiative forcing caused by long-lived 
green house gases (Forster et al. 2007). Methane concentrations in the atmosphere increased in 
2007 and 2008, after stabilizing for about 8 years (Rigby et al. 2008); prior to 1999 
concentrations had been increasing at a rate of 1% annually (Houghton et al. 2001). 
Recent studies (e.g. Walter et al. 2007) have shown that previous methane measurements 
(e.g. Ehhalt 1974, Smith and Lewis 1992) seriously underestimate emissions through bubbling 
from freshwater lakes, which consequently implies that the methane-driven component of global 
warming based on past estimates of natural sources could be inaccurate and in need of revision. 
Based on extensive ebullition measurements in North Siberian lakes, Walter et al. (2006) 
estimated that lakes can account for as much as 6-8% (30±15 Tg/yr) of methane emissions from 
natural sources. Methane is also an important component of the energy and carbon budget in 
lakes, and is absorbed into the food web through methanotrophic bacteria (Bastviken et al. 2008, 
Kankaala et al. 2006). 
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 The purpose of this study was to examine and compare the processes and rates by which 
methane is lost from a freshwater ecosystem either to the atmosphere (through bubbling and air-
water gas exchange from surface waters) or within the water column (in-situ oxidation by 
microorganisms). In particular, this study focuses on bubbling, which is the main pathway for 
methane loss from lakes (e.g. Walter et al. 2006). The field work for this project was conducted 
from June-December 2007, and April-December 2008 at the Upper Mystic Lake (UML) in 
Woburn, Massachusetts. 
2. BACKGROUND 
2.1 Methane biogeochemistry in stratified lakes 
Methane is an important component of the carbon cycle in aquatic systems. It is produced 
within the sediment bed through microbially-mediated anaerobic decomposition of organic 
matter. Some of this methane sporadically escapes into the atmosphere through ebullition 
(bubbling). Part of the remaining methane slowly diffuses out of the sediments into the water 
column, eventually reaching the atmosphere or being transformed by methanotrophic bacteria 
into carbon dioxide (Figure 1) (Rudd and Taylor 1980). In some cases, methane diffusing to oxic 
zones can quickly reach the atmosphere through the stems of vascular plants present in shallow 
regions, though this process is more dominant in shallow wetlands than in lakes (e.g. Sebacher et 
al. 1985). 
Many studies have identified bubbling to be the most important sink of methane in 
freshwater lakes (e.g. Crill et al. 1988, Walter et al. 2006). Bubbles are formed when 
supersaturation occurs, i.e., when the total pressure of all dissolved gases exceeds the hydrostatic 
pressure (the difference is referred to as overpressure). The ebullition in lakes likely originates 
!)%!
from the gas-saturated sediments, rather than from the water column where dissolved gas 
concentrations are lower. Preexisting bubbles or gas cavities in the sediments can serve as sites 
for bubble formation and nucleation, whereas very high overpressures are required for 
spontaneous bubble formation within the water column (Jones et al. 1999).  
 
Figure 1   Potential methane source and sink processes in a stratified lake 
 
The other means of methane release to the atmosphere is air-water exchange from the 
lake surface, which occurs throughout the open-water season and is dependent on the surface 
concentrations of dissolved methane, on water temperatures, and on wind velocities. Methane 
loss by surface air-water exchange can be especially important during the turnover periods either 
in fall or in spring following winter-ice melt in some temperate and boreal lakes. 
(Michmerhuizen et al. 1996, Rudd and Hamilton 1978). 
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Aerobic oxidation is considered to be another important sink of methane in the water 
column.  It has been observed in many freshwater lakes in the oxycline region, where methane 
diffusing upwards from the bottom encounters a sudden increase in oxygen levels (Rudd and 
Taylor 1980). Microbially mediated anaerobic oxidation using sulfate as an electron acceptor is 
known to be a significant methane consumer in marine environments (Barnes and Goldberg 
1976, Reeburgh 1976), but has been observed to date in very few freshwater lakes (Eller et al. 
2005, Zehnder and Brock 1980). Anaerobic oxidation is also thermodynamically favorable with 
nitrate as an electron acceptor. Such a process has not been demonstrated to exist in any lake or 
ocean waters, though a recent study has found the existence of organisms that can oxidize 
methane with nitrate (Raghoebarsing et al. 2006). Methane present in escaping bubbles is almost 
completely transferred to the atmosphere, resulting in a net energy loss for the aquatic system. In 
contrast, microbial oxidation of dissolved methane preserves the energy and carbon within the 
ecosystem.  
Methane buildup in the hypolimnion of stratified lakes mainly occurs during summer and 
fall, where concentrations can be on the order of 100-1000µM (e.g. Eckert and Conrad 2007, 
Rudd and Hamilton 1978). Concentrations in the upper mixed layer are typically about two 
orders of magnitude lower than in the hypolimnion. Methane is lost from the hypolimnion due to 
mixing during the fall and spring turnovers; high oxidation and air-water exchange rates have 
been observed during the turnover periods (e.g. Kankaala et al. 2007, Michmerhuizen et al. 1996, 
Utsumi 1998). At the Upper Mystic Lake, an earlier study found that dissolved methane 
concentrations in the hypolimnion gradually increased over the summer and fall (Peterson 2005).  
The methane cycle is inseparably linked with carbon dioxide, which is a co-product of 
methanogenesis (methane production from carbohydrates) as well as a product of methane 
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oxidation. Previous mass-balance studies have found 20-40% excess carbon dioxide 
accumulation in some lakes relative to the consumption of known electron acceptors (Kelly et al. 
1988, Mattson and Likens 1992, Peterson 2005). One possible explanation for the extra carbon 
dioxide is the underestimation of the amount of methane produced in the lake, due to its loss by 
ebullition. Thus the study of methane fate and transport is also relevant for other redox cycles in 
lakes.  
2.2 Measuring methane 
Accurately measuring methane processes in lakes is a challenging proposition because of 
the nature of its production, emission and consumption. These processes are spatially and 
temporally heterogeneous, and need to be understood in greater detail in order to calculate 
methane fluxes from the lake, as well as to understand the dynamics of the ecosystem. This 
becomes additionally important when estimates from individual lakes are extrapolated to a global 
scale.  
It is problematic to quantify methane concentrations and fluxes using conventional 
measurement techniques that rely on infrequent and spatially incomplete sampling. Bubbling, in 
particular, is a difficult process to measure, since it is highly episodic and patchy (e.g. Leifer et 
al. 2004, Ostrovsky 2003). There are large uncertainties in current bubble flux assessments, 
which have been estimated to range from 50-98% of total lake emissions (e.g. Crill et al. 1988, 
Keller and Stallard 1994, Mattson 1989). The studies also report different percentages of 
methane present in the bubbles, varying from 44%-88%. A recent study has shown that altering 
spatial choices of bubble sampling stations can increase flux estimates by as much as 80% 
(Walter et al. 2006). Ebullition measurements are further complicated by other factors that can 
influence bubble release such as air pressure, water level, temperature and wind velocities (e.g. 
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Chanton et al. 1989, Mattson and Likens 1990). Bubbling has also been observed to vary 
seasonally, with higher lake-wide release occurring during late summer and early fall, as well as 
with the time of day (more release during the day than the night) (Casper et al. 2000, Keller and 
Stallard 1994).  
Most bubble experiments involve manually-tended flux chambers (e.g. Bastviken et al. 
2004, Casper et al. 2000), with which it is difficult to provide the spatial coverage and temporal 
continuity that the study of ebullition demands. Some of the above problems can be tackled with 
the use of sensors that have provided the opportunity to monitor the environment much more 
closely. 
3. RESEARCH OBJECTIVES 
The primary goal of this project was to quantify the dominant biogeochemical processes that 
control methane release from temperate freshwater lakes, using the Upper Mystic Lake as a case 
study. An emphasis was placed on bubbling, which was hypothesized to be the dominant 
mechanism of methane release from the lake and whose study is particularly complicated by 
temporal and spatial heterogeneity. Thus the research involved several components:  
1) An estimation of the magnitude and timing of bubbling fluxes using automated sensor-based 
techniques, and a comparison of the results obtained with traditional measurements. 
2) Understanding the controls that drive ebullition in the Upper Mystic Lake.   
3) An estimation of the magnitude and timing of methane loss from the surface through 
diffusive air-water exchange 
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4) A quantification of the extent of seasonal methane buildup in the lake by measuring 
dissolved methane concentrations in the epilimnion and hypolimnion, as well as transport 
within the water column. 
5) An assessment of methane oxidation rates in the water column. 
6) An assessment of methane concentrations and fluxes in the sediments 
4. THESIS OUTLINE 
This thesis is organized as follows. Chapter 2 describes the design of an automated trap that was 
used to collect high temporal resolution ebullition data in the Upper Mystic Lake (UML) from 
June to December 2008. Chapter 3 discusses the time-series analysis of the automated trap data 
using statistical and wavelet based techniques. The results show that most of the ebullition 
during the season occurred as synchronous lake-wide bubbling episodes, which were triggered 
by falling hydrostatic pressures. Chapter 4 discusses the contribution of the UML and other 
similar lakes to the atmospheric methane budget through the processes of bubbling and surface 
air-water gas exchange. Ebullition data collected during 2007 and 2008 are summarized here, 
and an estimate of the magnitude and spatial variability of bubbling fluxes over the two years is 
presented. Chapter 5 contains a mass balance of the methane cycle in the UML. Apart from 
ebullition, the processes considered include diffusion of methane from the sediments into the 
overlying water, transport and oxidation within the water column, and methane release to the 
atmosphere through surface air-water exchange. Chapter 6 provides a summary of the major 
findings from this research, and contains suggestions for future work. 
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Chapter 2:  A low-cost automated trap to measure bubbling gas 
fluxes 
 
ABSTRACT 
We describe a trap that can be used for automated, high temporal resolution measurement of 
ebullition fluxes in aquatic environments. The trap comprises a submerged cone connected to a 
transparent PVC pipe that serves as a collection chamber. A differential pressure sensor at the 
top of the pipe measures the pressure caused by gas accumulation in the chamber. The sensor 
circuit consists of low-power electronics and can function for over six months on two high-
capacity AA lithium batteries. The circuit, batteries and a commercial data logger that records 
the measurements are enclosed in a custom-made, 10 cm diameter waterproof housing. The trap 
is designed to be fabricated economically and easily so that many units can be deployed for 
greater spatial coverage. We have used several of these automated traps to measure bubbling 
fluxes at a lake, and have collected data at a resolution of 5-10 minutes over 6 months.  
1. INTRODUCTION 
Bubbling is an important mechanism for the release of gases to the atmosphere from both 
freshwater and marine ecosystems. In particular, significant quantities of methane, a powerful 
greenhouse gas, can be released from sediments to the atmosphere through ebullition (e.g. 
Hornafius et al. 1999, Glaser et al. 2004, Walter et al. 2007). Ebullition can also serve as a 
transport mechanism for other volatile species such as nitrogen, hydrogen, carbon dioxide, radon 
and hydrogen sulfide (e.g. Martens and Chanton 1989, Chanton and Whiting 1995, Higgins et al. 
2008).  
!"%!
Ebullition is a difficult process to quantify, since it is highly variable at several temporal 
and spatial scales (Fechner-Levy and Hemond 1996, Ostrovsky 2003, Leifer et al. 2004, Walter 
et al. 2006). Considerable amounts of gas are often emitted during occasional, short-lived 
bubbling episodes. For example, large, rare emission events lasting for about 30 seconds have 
been observed in Siberian lakes (Walter et al. 2006), while bubbling events in hydrocarbon seeps 
have been identified to occur on the scale of a few minutes (Greinert 2008). At the Upper Mystic 
Lake in Massachusetts, U.S., we have observed bubble patches at the lake surface having 
lifetimes between 1 and 10 minutes. Ebullition has also been observed to vary seasonally, with 
higher release occurring during early spring, late summer and early fall (e.g. Wilson et al. 1989, 
Casper et al. 2000). In some ecosystems, bubbling fluxes tend to increase when there is a 
decrease in atmospheric pressure (Mattson and Likens 1990, Fechner-Levy and Hemond 1996, 
Kellner et al. 2006) or a lowering of water level (Chanton et al. 1989, Boles et al. 2001), but the 
sequence of events that leads to increased ebullition is not well understood. 
Bubbling fluxes are typically measured using one of two types of collection chambers 
(Chanton and Whiting 1995). One method uses chambers filled with air that float on the water 
surface, and fluxes are calculated by measuring the change in concentration of a gas within the 
chamber over a period of time. Automated versions of this type of device continuously pump the 
air from the chamber through an infra-red analyzer to obtain methane concentrations, and have 
been used in several ebullition studies in wetlands (Sebacher and Harriss 1982, Crill et al. 1988, 
Bäckstrand et al. 2008, Mastepanov et al. 2008). However, such chambers measure the sum of 
diffusive and ebullitive fluxes, which then need to be separated by other analyses, and also may 
prove problematic in energetic surface water environments. A second type of flux chamber 
consists of a submerged, inverted funnel that traps bubbles and delivers the gas to a collection 
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chamber (e.g. Casper et al. 2000, Huttunen et al. 2001). In such devices, ebullition fluxes are 
calculated from the volume of gas that accumulates in the chamber, while bubble composition is 
typically determined by gas chromatographic analysis after withdrawing the gas from the 
chamber via syringes.  
 Most reported ebullition measurements are based on manually-tended funnel-type traps 
that were deployed either for relatively short periods of time and sampled with relatively high 
frequency (e.g. Martens and Klump 1980, Bartlett et al. 1988, Keller and Stallard 1994), or for 
long periods with low sampling frequency (e.g. Mattson and Likens 1990, Huttunen et al. 2001). 
In the former case, major episodes of bubbling may be missed entirely, leading to inaccurate 
estimates of long-term fluxes. In the latter case, the timing of bubbling events remains unknown 
within each sampling period. Ultimately, long-term measurement with high sampling frequency, 
as well as adequate spatial density, is necessary to test hypotheses regarding the magnitude, 
spatiotemporal variability, and mechanisms of bubbling. However, the collection of such data is 
not practical over long deployment periods without automation. Automation can also help in 
monitoring fluxes during periods of time or at locations where site conditions render manual 
field measurements difficult. 
An automated funnel-type trap equipped with a differential pressure sensor has 
previously been used to measure the volume of gas emitted from a marine hydrocarbon seep 
(Washburn et al. 2001), although we are unaware of any long-term or extensive deployments of 
this type of trap, and the device appears to be expensive to build. More recently acoustic 
techniques have been used for automated measurement of ebullition (e.g. Greinert and Nutzel 
2004, Ostrovsky 2008). While these methods have spatial resolutions in the order of tens to 
hundreds of meters, they are expensive in terms of cost and power to deploy at several sites. 
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Furthermore the gas content of bubbles is unknown and additional data processing has to be done 
to estimate methane fluxes to the atmosphere because not all bubbles reach the water surface 
(McGinnis et al. 2006). 
In this paper, we present a design for an inexpensive, but sufficiently accurate, low-
power, automated instrument that uses a differential pressure sensor to measure the volume of 
bubbled gas and accumulating in a flux chamber. The design emphasizes not only high sampling 
frequency but also low cost and ease of construction, in order that a sufficient number of units 
can be deployed to characterize both temporal and spatial variation in bubbling.  
The device can also be readily adapted to monitor other situations where a pressure 
differential is of interest. For example, at our field site, we adapted one unit to continuously 
measure the water level of the lake by repackaging the same electronics in a slightly different 
enclosure. 
2. MATERIALS AND PROCEDURE 
2.1 Trap design 
The trap consists of a cone attached to a transparent PVC pipe that functions as a 
collection chamber in which bubbled gas can accumulate (Figures 1(a) and (b)). The bubble 
collection funnel is made by rolling a sheet of 28-gage galvanized steel, cut from a pattern, into a 
cone of diameter 0.5m and an approximate height of 0.16m. The cone is painted using a hard 
enamel paint to keep the surface smooth and to minimize corrosion. The seam of the cone is 
either pop-riveted or spot welded, and sealed with epoxy adhesive and silicone sealant to prevent 
gas leakage as well as to create a smooth edge on the inside of the cone.  
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The gas collection chamber is a length of transparent, nominal " inch (1.27 cm) or # 
inch (1.9 cm) schedule 40 PVC pipe. Narrow pipe diameters are chosen to limit the area of the 
gas-water interface, and hence the amount of methane potentially lost through diffusion to the 
water column, as well as to increase the sensitivity of the device. Pipe lengths varied from 30 cm 
to 1 m, and can be chosen according to the flux expected at the deployment location. The pipe is 
marked in 1cm intervals, so the height of bubbled gas accumulating in the chamber can be read 
manually, providing a means for in-field calibration checks. 
The collection chamber is connected to the cone through a fitting made from a 5 cm slice 
of a 2# inch (8.25cm) diameter PVC rod. A hole (of diameter 2.14 cm (27/32 inch) for the 
nominal " inch pipe; 2.7 cm (1 1/16 inch) for the nominal # inch pipe) is drilled through the 
center to accept the pipe, which is attached using standard PVC cement. The opposite face of the 
fitting is machined to an angle of 34o to fit the top of the cone, to which it is fastened using flat 
head screws, epoxy adhesive, and silicone sealant. 
 The collection chamber is capped with a nominal $ inch (0.63 cm) 3-way brass ball 
valve via a PVC pipe connector of the appropriate size. A second port of the 3-way valve is 
connected to the pressure sensor housing, while the third port is sealed with a rubber septum, 
through which gas can be withdrawn for analysis.  
The chambers can hold between 200 and 300 ml of gas, depending on the PVC pipe 
dimensions, before the gas begins to overflow into the collection funnel. It is undesirable to have 
gas fill up in the funnel because it then becomes difficult to accurately measure the volume of 
gas and because the rapidly increasing area of the interface between trapped gas and the water 
column likely enhances gas exchange. 
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 Three nominal $ inch (0. 63cm) PVC pipes, attached to the cone on one end, and to a 
0.63 cm by 30 cm by 30 cm polypropylene panel on the other end, provide structural stiffness to 
the assembly. The pipes are arranged to form a cross bracing that limits flexing caused by wave 
action.  
The trap is suspended at a depth of 1 m below the water surface using three 1.5 m long 
ropes connecting the polypropylene board to a polyform A0-series buoy such as is commonly 
used for marking boat moorings. Buoys are moored to a concrete block anchor using $ inch 
(0.63 cm) three-strand nylon rope.  Since the traps were to be used in a lake in an urban setting 
that sees a high volume of recreational use, the entire setup is designed to be unobtrusive, but 
visible to boat operators. The total cost of materials for a trap, including the buoy but excluding 
the electronics, was approximately $85. 
2.2 Circuit design 
The circuit measures the difference in fluid pressure between the top of the gas collection 
chamber and the outside water column. This pressure is proportional to the height of the gas 
collected in the chamber and can be converted to a gas volume given knowledge of the chamber 
cross-section area. We used a wet-wet, temperature compensated differential pressure sensor 
(26PCAFA6D, Honeywell Inc.) that has a manufacturer specified range of ±1 psi (±6900 Pa), 
approximately equivalent to ±70 cm of water. A commercial data logger with an inbuilt 
temperature sensor (H08-002-02, Onset systems) was used to store the final voltage readings 
from the circuit.  
 The millivolt pressure sensor output was buffered and amplified to the 0 to 2.5 V data 
logger range using the circuit shown schematically in Figure 2. Output from the pressure sensor 
was applied to an instrumentation amplifier (INA126, Texas Instruments), which provided a gain 
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of 5 and also presented a high impedance load to the sensor bridge to minimize voltage 
measurement error. The instrumentation amplifier is followed by an operational amplifier (Op 
Amp D) set to a gain of 270 by means of resistors R8 and R7.  
The pressure sensor itself comprises a bridge, which is driven by a pair of op-amps that 
divide the 5V supply voltage (3V from Op Amp A and 2V from Op Amp B), and provide the 
difference between their outputs as excitation. The 2V output from Op Amp B is also used as a 
signal reference for the data logger. The excitation voltage for the pressure sensor is thus 1V, as 
opposed to the manufacturer’s suggested value of 10V, to keep the power drawn by the sensor to 
a minimum. Op Amp C buffers the 2.1V reference provided via the resistor divider (R5 and R6) 
for the instrumentation amplifier. The 2.1V reference creates an offset, which results in a slightly 
positive input to the data logger when the pressure sensor output is zero, biasing it into its 
allowable input range. The null offsets generated by the circuits range from 0.04V to 0.35V; this 
variation primarily arises from the instrumentation amplifier. The circuit shown in the diagram 
only uses the 0 to 1 psi range of the pressure sensor; this can be modified to use the entire ±1 psi 
sensor range by changing resistors R5 and R6 to alter the signal reference voltage. The four op-
amps are all contained in a single IC device (TLV2404, Texas Instruments).  
All electronics other than the self-contained data logger are powered using two 3.6 V, 2.4 
A-H AA lithium batteries. A 5V voltage regulator (LP2952, National Semiconductor) is used to 
ensure that the supply to the circuit remains constant. Low power circuit elements are selected to 
keep power consumption to a minimum; the total current drawn from the AA batteries was 
measured to be 0.41 mA. The circuit can be powered for about 8 months without battery 
replacement, while the data logger is powered by its own battery that lasts for about a year. Data 
from the logger can be accessed using a cable connected from a 3.5 mm stereo jack on the logger 
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to the serial port of a PC. The manufacturers’ specifications, cost and power consumption of the 
electronics are further described in Table 1.  
2.3 Waterproof Housing 
The electronic circuitry is enclosed in a housing built from a nominal 4 inch (10.16 cm) 
schedule 40 PVC pipe cap. Two 2.18 cm (55/64 inch) holes are drilled on opposite ends of the 
wall, and nominal 1/4 inch (0.63 cm) schedule 80 PVC threaded, female adapters are cemented 
into the holes to provide access to the pressure ports of the sensor. The edges around the adapters 
are sealed to be watertight with epoxy and silicone sealant. The 3-way valve on top of the 
collection chamber is attached via a nominal quarter inch (0.63cm) brass nipple to one of the 
adapters, while the second adapter is left open to the water column. Interior ends of the adapters 
are connected to the pressure sensor ports with short lengths of 3/16 inch (0.476 cm) flexible 
plastic tubing. The directionality of the pressure sensor is important; the high-pressure port 
should be connected to the collection chamber end, while the low-pressure port is to be exposed 
to the water. 
The housing is closed with a nominal 4 inch schedule 40 PVC pipe plug, cut to a length 
of 2.5 cm. An o-ring groove, 0.282 cm (0.111 inch) deep and 0.475 cm (0.187 inch) wide, is 
machined into the plug and fitted with an EPDM o-ring (dash size 244). The plug and groove are 
chamfered at the edges to create smooth surfaces, and the o-ring should be greased before sealing 
the housing.  
The enclosure can be tested for leaks in the laboratory using a vacuum test, in which 
connections to the sensor are removed and one of the adapters in the housing is plugged to be 
airtight. The second adapter is attached to a vacuum pump via a tee fitting having a vacuum 
pressure gage on one end and a ball valve on the other so that vacuum can be retained in the 
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housing once the pump is turned off. In tests, approximately 3700 Pa (28 inches of mercury) 
vacuum was applied; a leaky housing could be easily detected within a few seconds, whereas a 
good seal would allow only a minor pressure increase (order of 100 Pa, or 1 inch mercury) over a 
30-minute period.   
In addition, the circuit was assembled in the housing and left overnight in a water bath 
before deployment; this served as a secondary leak test as well as to ensure that the circuit was 
working correctly. The o-rings had to be replaced in the field about once every two to three 
weeks, in order to ensure a watertight seal. Indicating silica gel desiccant packs were inserted 
into the housing before deployment in the field. 
2.4 Field deployment and sampling 
Gas was collected from the traps for analysis typically every 4-13 days. The height of the 
bubbled gas column (herein referred to as pipe waterline) was measured before sampling using 
the markings on the transparent collection chamber. Gas was then withdrawn from the collection 
chamber into syringes, thus filling the chamber with water. Finally, pressure data were 
downloaded and the data logger was reset in order to clear its memory. The data logger can store 
data for 13.5 days at a measurement interval of 5 minutes, or proportionally longer with larger 
measurement intervals.  
2.5 Modifications made for measuring water level 
The circuit described above can also be used, for example, to monitor the water level of a 
lake, by measuring the pressure difference between the water column at a fixed point in the lake, 
and the atmosphere. The assembly was modified for this purpose by venting one pressure port to 
the atmosphere. This can be done, for example, with a 75cm long nominal quarter inch (0.63cm) 
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schedule 40 PVC pipe having a 90
o
 elbow, with a mesh blocking its open end, cemented to the 
top of the pipe to prevent the entry of rainwater, insects, and debris. Also, the pressure sensor 
direction must be reversed, such that the low-pressure port connects to the atmosphere, and the 
high-pressure port connects to the water column.  
2.6 Calculations and Circuit Calibration 
The sensor measures the difference in pressure between the top of the collection chamber 
and the water column at that depth. Since the gas pressure at the top of the chamber is equal to 
the water column pressure at the depth of the pipe waterline (neglecting gas density), the 
resulting pressure differential (!P) is: 
! 
"P = #
water
gh
g
 (1) 
where !water  is the density of water, g =9.8 m/s
2
, hg = Height of gas in the collection chamber, 
i.e. pipe waterline. 
Voltage output from the circuit is converted to a height measurement (hg) using 
calibration curves that are determined in the laboratory for each individual circuit. The 
calibration setup involves connecting the tip of a burette to one of the pressure sensor ports 
through a short length of tubing, while the second sensor port is open to atmospheric pressure. 
Water is added to the burette at approximately 4 cm height intervals and the corresponding 
voltages recorded by the data logger are noted, in a process adapted from the calibration 
procedure used by Gardner et al. 2009. 
Measured circuit responses were linear within the 0 to 2.5 V output range, with Pearson 
correlation coefficients (R
2
) greater than 0.999. An inverse linear regression on the calibration 
data gave slope and offset values that can be used to convert the circuit output voltage to height, 
hg in cm. 
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Each circuit was calibrated thrice – first before deployment in the field, second at the end 
of the field season to check for slope and offset drift, and finally in a cold room at approximately 
5oC to estimate the effect of temperature change. Slope values varied among calibrations from 
27.1 to 29.2 cm/Volt across circuit units, and were within the range expected from Honeywell’s 
specifications.  
Offset values obtained from laboratory calibrations ranged from 1.95 to 12.6 cm among 
the different circuits from the start to the end of the ~ 6 month deployment period. Variations in 
offset were caused due to a combination of sensor and amplifier drift, temperature effects and 
random measurement errors. Thus in order to achieve accurate data reduction, lab offsets are 
replaced with field offsets that are based on “zero” voltage readings obtained every time the 
collection chamber was refilled with water during gas collection. The zero voltage at a sample 
point is calculated by averaging a set of circuit voltages obtained in the first hour or two 
following gas collection. Field offsets used in calculations are the average of zero voltages 
measured at the two nearest points of sampling to account for drift between gas collections. 
The equation for the gas height in the collection chamber, hg, is: 
 (2) 
where  = Average slope from laboratory calibrations (cm/Volt) 
Vout = Voltage output recorded on the data logger (Volt) 
= Average of two nearest zero voltages measured in the field (Volt).  
The gas height, hg, is multiplied by the cross sectional area of the collection chamber 
(1.88 cm2 for nominal " inch schedule 40 pipes and 3.32 cm2 for nominal # inch schedule 40 
pipes) to determine the volume of gas present in the trap. It should be noted that actual PVC pipe 
dimensions can differ from published values, and that using the latter can potentially lead to 
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significant errors in volume calculations. Volumes measured at the 1 m deployment depth of the 
traps are normalized to 1 atmosphere and 20
o
C, assuming ideal gas behavior.  
The formula for calculating the volume of gas present in a trap at 1 atm and 20
o
C, using 
the height hg from equation 2 is: 
! 
Vol (in ml)= (1+
"
water
g
P
atm
*(1+ 0.01*h
g
))A
c
h
g
*
293K
T
trap
 
(3) 
where !water is 998 kg/m
3
 at 20
o
C 
Patm = 101 kPa 
Ac = Cross section area of the collection chamber (cm
2
) 
Ttrap = Temperature recorded by the datalogger 
Temperature differences between the water at 1 m depth and the surface, as well as day-
to-day barometric pressure and temperature variations, are neglected for purposes of this 
calculation. Any buoyancy effect caused due to gas accumulating in the collection chamber is 
also considered to be negligible.  
A dead volume correction was applied to automated measurements obtained from traps 
that use a ! inch PVC pipe as the collection chamber. An opaque reducing pipe adapter is 
cemented to the top of the collection chamber, and multiplying the height of the adapter by the 
chamber cross-section area leads to a volume overestimation of about 9 ml. No correction is 
applied to automated data from traps with " inch pipes since the effective diameter of the pipe 
adapter is nearly the same as the collection chamber diameter, and amounts to a volume 
difference of ~1 ml. 
The volumes obtained using the pressure sensor data were compared to manual gas 
measurements to verify circuit behavior. Manual volumes were measured in two ways: 
(i) By recording the volume of gas collected in syringes while emptying the collection 
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chamber.  
(ii) By multiplying the gas height obtained from reading the waterline in the transparent PVC 
pipe with the collection chamber cross-section area. Since the height markings on the 
transparent pipe start below the opaque pipe adapter attached to the top of the collection 
chamber, the adapter volume  (6.5 to 9.5 ml for the " inch pipe and 12 to 13 ml for the # 
inch pipe) has to be added to obtain a final value for the manual volume reading. 
The manual volume measurements were, whenever possible, an average of values 
obtained using both methods. Exceptions were made for instances when no syringe samples were 
taken or when the pipe waterline was hidden by the opaque pipe adapter. The standard deviation 
(1 %) of readings obtained using the two methods was used as an estimate of error in the manual 
measurements. Its value was typically around 1 to 3 ml, depending on the collection chamber 
dimensions.  
3. ASSESSEMENT 
3.1 Results 
Traps built in this design were continuously deployed from June to November 2008, at as 
many as 7 stations at any given time. Data was collected at a resolution of 5 to 10 minutes. 
Figure 4 shows a 3-week sample of gas volume data collected from the automated traps. Gas 
volumes measured by properly functioning automated traps were deviant from manual readings 
by 2±2 ml (1 %) for a total of 130 readings (Figure 5). 
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3.2 Error budget terms for volumes measured in the automated traps 
The error estimate for volumes calculated using data obtained from the automated traps 
includes the effects of sensor drift and temperature on circuit electronics, calibration errors, and 
“dead volume” errors caused by irretrievable gas trapped in the fittings at the top of the 
collection chamber. In some circuits, zero voltages (i.e. field offsets) stabilized after drifting by 
as much as 0.1V during the first week of field deployment. The following error calculations are 
applicable to data collected after the traps were deployed for a week. 
A control trap that constantly measured a “zero” voltage was deployed for four weeks at 
a location that had no bubbling. Data obtained at 5-minute resolution from this trap was 
additionally used to estimate the effects of circuit drift, temperature and wind on output voltage 
as shown below.  
A root sum squared (R.S.S.) propagation of uncertainty can be applied to equation 3 to 
obtain the error in estimated gas volume. The error in collection chamber cross-sectional area is 
neglected in the following error budget because the diameters along the length of representative 
pipe samples were measured to be uniform. The error caused due to the normalization of gas 
volume to 1 atm and 20oC is also insignificant. However, an additional term was included to 
account for dead volume errors, which were on the order of 1-2 ml.  
The “!” in the following equations denotes the standard deviation (1%) of a term. The 
final error in volume, !Vol, is approximately:  
! 
"Vol # Vol *
"h
g
h
g
±  Dead volume error
 
(4) 
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Applying R.S.S. propagation of uncertainty to equation 2, the error in height, !hg, can be 
calculated as shown in equation 5. The height error includes a slope component (
! 
"m ), an offset 
error (
! 
"V
zero
), and electronic noise (
! 
"V
out
).  
! 
"h
g
= "m2 V
out
2
+V 
zero
2[ ]+ m 2 "Vout 2 +"Vzero2[ ]  (5) 
Slope Error (
! 
"m )   
Slope errors can arise from the following terms (Honeywell technical note): 
i. Calibration error  
ii. Long-term slope stability of the sensor (aging) 
iii. Temperature coefficient 
iv. Linearity and repeatability 
The standard deviation of slopes obtained from all the laboratory calibrations for a sensor 
unit was used as an estimate of slope error. Since calibrations were done at the start and end of 
the season, and at room and cold room temperatures that were each subject to a 2-3oC variation, 
it was assumed that all the above effects from the sensor as well as errors from the amplifiers 
were included in the standard deviation. Slope variability between circuits was not considered 
since each unit was calibrated independently for subsequent data conversion. Standard deviation 
values varied from 0.02 (0.02%) to 0.58 (2%) among different units. 
For comparison, a theoretical expected error can be calculated using the pressure sensor 
manufacturer specifications. The Honeywell datasheet lists slope error terms as a percentage of 
the full operating pressure range of the sensor (denoted as %Span), since net slope errors are 
directly proportional to applied pressure.   
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The pressure sensor stability value represents the maximum deviation that the sensor can 
exhibit over a year when operating within a normal pressure and temperature range, and is 
specified by the manufacturer as ±0.5%Span. The temperature coefficient of the pressure sensor 
slope is specified in the Honeywell datasheet as ±1%Span over a compensated temperature range 
of 0 to 50oC or ±0.02%Span/oC. Typical linearity and repeatability errors are listed as 
±0.25%Span. Linearity error reflects the deviation of the pressure sensor from expected straight-
line behavior, while repeatability is a measure of the precision with which the sensor can output 
a certain voltage when cycled through its full pressure range.  
Thus a theoretical R.S.S. slope error, assuming a typical slope value of 28 cm/Volt, and a 
temperature variation of ±3oC in the field is 0.16 (0.56%), which is within the error range 
calculated using the standard deviation of calibration slopes. 
  
! 
"m =
m
100
* (0.5%)2
Stability
! " # $ # 
+ (0.02%/oC *3oC)
Temperature Coefficient
! " # # $ # # 
2
+ (0.25%)
Linearity
! " # $ # 
2
= ±0.16
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Offset Error (
! 
"V
zero
) 
The offset error determined from field measurements includes the effects of short-term 
voltage drift and temperature fluctuations. It also includes random volume errors caused either 
due to incomplete flushing of gas from the collection chamber, or due to possible unknown, 
irretrievable gas quantities remaining in the trap after gas sampling.  
The offset error at any point in time is calculated as the standard deviation of the two 
nearest zero voltages. Zero voltages recorded over the season for a sample set of circuits is 
shown in Figure 6. Standard deviations (1%) varied from 0 to 30 mV across all traps for the entire 
!$*!
season. Zero voltages that deviated by more than 30 mV from the average value (e.g. circuit 1 on 
Oct 2nd) were considered as outliers and excluded from all calculations. These occurred 10 times 
out of a total of 125 points, and could typically be attributed to excessive residual gas left due to 
incomplete sampling of the trap or to bubbling that occurred between the time of sampling and 
the start of data collection. In some circuits (e.g. circuits 1 and 4) voltages stabilize after drifting 
by as much as 0.1V during the first week of deployment. 
Laboratory tests indicate that the pressure sensor can drift rapidly for a short period of 
time immediately after the applied pressure on a port is removed. This effect is especially 
apparent when rapid gas accumulation causes the pressure sensor to go out of range for more 
than a few hours. The circuit zero voltage in this situation decreases rapidly and has a recovery 
period of approximately an hour; thus readings from the first hour were dropped from zero 
voltage calculations in instances where such behavior was suspected.  
For comparison, a theoretical error can also be calculated using the published sensor 
specifications. The pressure sensor stability over a year of ±0.5%Span, i.e. ±12.4mV can be used 
as an estimate for drift. The maximum null shift for the sensor using an applied excitation 
voltage of 10V over a compensated temperature range of 0 to 50oC is specified as ±1mV. Hence, 
the temperature coefficient of the circuits for an excitation of 1V and gain of 1350 should be less 
than ±2.7mV/oC, if there are no temperature effects on any other part of the circuit. The R.S.S. 
estimated offset error is 15mV, which is within the 30mV error range calculated using field 
observations: 
  
! 
"V
zero
= (2.7
mV
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C
*3oC)2
Temperature Coefficient
! " # # $ # # 
+ (12.4mV )2
Short term offset stability
! " # $ # 
# ±15mV
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Electronic noise (
! 
"V
out
)  
Variations of up to ±12mV were observed between adjacent logged values of some 
circuits when the pressure difference across the ports and the ambient temperature were constant. 
The data logger has a manufacturer specified 10mV precision error; some data logger units 
exhibit this amount of noise when connected to a constant voltage source. The various circuit 
elements (voltage regulator, amplifiers and pressure sensor) can also contribute to noise. 
Increasing the sampling frequency and averaging a larger number of measurements over the 
sampling period can greatly reduce the effects of electronic noise. For example, if the sampling 
frequency is set to 5 minutes, the data can be smoothed on an hourly basis by taking a moving 
average of 12 values, reducing the noise, 
! 
"V
out
to 3.5mV. 
Total volume error calculations 
The estimated slope, electronic noise and field offset error terms can be inserted into 
equation 5 to calculate the error in gas height. The calculation shown below uses typical values 
of slope (28±0.5cm/V), zero voltage (0.15V), offset error (15mV), and smoothed electronic noise 
(3mV). The error in height occurring at the maximum output voltage of 2.485V (i.e. 70cm) is 
1.25 cm (~2%). 
! 
"h
g
= (0.5)2 2.4852 + 0.152[ ]+ (28)2 (0.015 Volt)2 + (0.003 Volt)2[ ] = ±1.25cm (8) 
The error in volume is calculated using equation 4, and assumes an error of 2ml for 
random dead volume effects. The final volume error is on the order of 3 to 5 ml for the nominal 
" inch PVC pipe and 4 to 6ml for the nominal # inch PVC pipe, depending on the volume of the 
gas accumulated.  
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3.3 Effects of large changes in temperature 
Several tests were done to observe the actual effects of a varying range of temperatures 
on zero voltages. First the temperature coefficient was determined as the shift in zero voltage 
when a circuit at room temperature (20-25oC) is moved to a cold room (~5oC). Zero voltages of 
five circuits were measured at room temperatures in the laboratory for 2 days, followed by two 
days in the cold room, and finally for a day back at room temperature (Figure 7). Zero voltages 
were strongly correlated with temperatures during the transition from room temperature to 5oC 
and vice versa, which occurred within less than half an hour. Temperature coefficients ranged 
from -1mV/oC to -3.4mV/oC in all but one circuit, which had a coefficient of -11mV/oC. 
Independent lab tests confirmed that the data loggers were not significantly affected by changes 
in temperature.  
However, zero voltages repeatedly had poor correlations with temperature when the 
circuits were only at ambient room temperatures in various tests. Smoothed in-field zero voltages 
obtained from the control trap also did not correspond well with temperature, except during one 
week where the observed temperature coefficient was -3.6mV/oC. Hence although the effect of 
temperature is in concept a systematic error, it was ignored in data reduction and was treated as a 
random error whose magnitude was included in the standard deviation of field offsets observed 
over a week.  
Keeping the electronics underwater in the field greatly helps minimize temperature 
variations; the average change in temperature over a week was ~3oC. The temperature sensor in 
the data logger has a published accuracy of ±0.8oC, and resolution of ±0.4oC under ambient 
conditions. The circuits were also tested in a refrigerator (-5 to 5oC) to mimic winter conditions 
!$#!
and measured temperature coefficients varied between ±2.5mV/oC, which is within the range 
obtained from previous tests. 
3.4 Effect of wind and waves 
Noise caused by wind and associated wave action was estimated by comparing voltages 
recorded at the control trap against wind speeds obtained from an anemometer installed on a 
buoy in the middle of the lake (Figure 8). Almost no noise was observed during periods when the 
wind speed was below 3 km/h; the typical noise was on the order of ±10 mV, which corresponds 
to a height of ~3 mm, during moderate wind conditions. A simple moving average filter can be 
used to smooth the automated trap data to eliminate wind effects. 
3.5 Other bubble trap tests  
Possible extent of methane loss due to dissolution during trap deployment was tested by 
injecting 50ml of pure methane gas into a trap. The trap was left for two days at the field site. 
45ml of gas was recovered, which contained 93% methane and approximately 0.1% oxygen.  
4. DISCUSSION 
Bubbling at the Upper Mystic Lake is an episodic process, where high flux periods, with 
gas release rates on the order of hundreds to thousands of ml/(m2-day) are interspersed with low 
flux conditions where rates average only tens of ml of gas/(m2-day). The automated bubble trap 
described in this paper can identify bubble events on the scale of minutes while monitoring 
fluxes on a long-term basis. The cumulative volumes logged by these traps over a 4 to 6 month 
deployment interval matched the cumulative sum of manual gas volume measurements within 
!$$!
4%. Deployed in a water level recording mode, the modified device matched readings from a 
commercial water level sensor (Model 3001 Levelogger Gold, Solinst) within 1%. 
The trap can be easily adapted to measure a varying range of fluxes, by altering the 
diameter and length of the collection chamber. Since the design proposed in this paper relies on 
the height of the gas in the collection chamber as an indicator of gas flux, it is advantageous to 
have a high aspect ratio in order to maximize sensitivity and minimize the errors in volume 
measurement. For higher volume measurements, a larger diameter PVC pipe could be inserted 
into the collection chamber near the bottom by means of reducing adapters. This would both 
increase the gas capacity of the chamber, and maximize the sensitivity of the circuit under low-
flux conditions. At locations where extremely large volumes of ebullition need to be measured, 
an electronic valve could be fitted at the top of the collection chamber to automatically release 
gas when it crosses a threshold, as implemented in Washburn et al. 2001. For situations where 
greater sensitivity is desired, an auto-zeroing technique that completely eliminates offset errors 
using a 3-way solenoid valve could be used as shown in Gardner et al. 2009. 
In situations where the trap can only be partially submerged due to logistical reasons, air 
from the collection chamber can be easily removed by applying a mild suction, for example 
using syringes. The trap and circuit design described above can be used without modifications, as 
long as some part of the cone is always underwater. However, these circuits will probably be 
subject to greater variations in temperature than an underwater unit, and a temperature correction 
might have to be applied to the data.  
To our knowledge, there has been no previous study that has measured bubbling fluxes 
over a comparable period of time with such high temporal resolution. The data obtained from the 
!$%!
automated traps, combined with air pressure and water level data of similar resolution can lead to 
a better understanding of the processes that trigger bubbling episodes. 
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5. TABLES 
 
Table 1  Details of electronics used in the circuit 
Circuit 
component 
Manufacturer Model Current 
Consumption 
Approximate 
Unit Price 
Differential 
pressure sensor 
Honeywell 26PCAFA6D ~ 0.13 mA $15-20 
Data logger Onset Systems HOBO H08-002-
02 Temperature/ 
External logger 
 $45-65 
Quad Op-amp chip Texas 
Instruments 
TLV2404 1 &A $3 
Instrumentation 
amplifier 
Texas 
Instruments 
INA126 175 &A $3 
Voltage regulator National 
Semiconductor 
LP2952 130 &A for a 
1mA load 
$2 
2 high capacity 
3.6V lithium 
batteries 
Tadiran TL-5903  $7 
PC Board ExpressPCB   $20 
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6. FIGURES 
Figure 1 – Bubble chamber assembly 
Figure 2 – Circuit diagram 
Figure 3 – Picture of circuit and packaging 
Figure 4 – Automated data from August 15-September 5, 2008 
Figure 5 – Comparison of volumes obtained from automated and manual measurements 
Figure 6 – Variations in zero voltages of sample circuits over the season 
Figure 7 – Temperature coefficients of circuits 
Figure 8 – Effect of wind and wave action on circuit output voltage
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Figure 1  (a) & (b)  Bubble Chamber Assembly 
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Figure 2  Circuit Diagram 
Figure 3 Pictures of circuit (left) and waterproof housing with packaged 
electronics (right) 
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Figure 4 Bubbled gas measured at 5-minute resolution in five automated traps from Aug 15 to Sep 5, 2008. The arrows 
below the x-axis indicate manual sampling dates. (Inset: Close up of data collected between 12AM and 9AM on Aug 25, 2008). 
Cumulative volumes shown are initialized to zero for purposes of comparison. 
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Figure 5  Comparison of volumes obtained from five automated traps with a hundred manual observations collected over 
6 months. Volumes shown above are normalized to 1atm and 20 C. 
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Figure  6 Zero voltages for a sample set of circuits recorded after the traps were manually sampled once every 4-13 days 
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Figure 7 Temperature coefficients of five sample circuits. The circuits were at placed in the laboratory at 20-25 C for 2 
days, then moved to a cold room at 5 C for 2 days, and finally brought back to the laboratory for a day. Data was recorded at 
an interval of 2 minutes. 
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Figure  8  Effect of wind/wave action on circuit output voltage at a control trap for a sample 4 day period. Voltage 
measured by the circuit at a resolution of 5 minutes was compared against 10-minute wind speed data obtained from an 
anemometer located close to the control trap. 
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Chapter 3:  Time-series analysis of high-resolution ebullition fluxes 
from a stratified, freshwater lake 
1. INTRODUCTION 
 Lakes are important sources of natural methane emissions to the atmosphere (Bastviken 
et al. 2004, Walter et al. 2007). Methane produced biogenically in lake sediments can 
subsequently be released to the atmosphere through several pathways such as ebullition, 
diffusive air-water exchange from the lake surface, and transport through vascular plants (Rudd 
and Taylor 1980).  
Bubbling is usually the dominant pathway for atmospheric methane export from lakes 
(e.g. Casper et al. 2000, Crill et al. 1988, Walter et al. 2006). However, the episodic and 
heterogeneous nature of ebullition has complicated efforts to measure it accurately. Currently 
large uncertainties exist in estimates of the magnitude, timing and controls of bubbling episodes 
because of inadequate sampling mostly based on manual measurements. Prior efforts to obtain 
high-resolution data of bubbling fluxes in different aquatic environments have yielded valuable 
information on the nature of ebullition. For example, acoustic measurements in marine and 
freshwater settings (e.g. Greinert and Nützel 2004, Ostrovsky et al. 2008) have estimated bubble 
sizes and rise velocities, and have observed spatial and temporal variability in ebullition over the 
period of measurement (order of a few hours to days). A study that used automated flow-meters 
to measure the gas captured in large tents near the sea floor of a hydrocarbon seep on an hourly 
basis over 9 months (Boles et al. 2001, Leifer et al. 2004) found that ebullition was primarily 
controlled by variations in water level caused due to tidal forcing. In peatlands, automated 
chambers measuring total (diffusive and ebullitive) surface fluxes (e.g. Bäckstrand et al. 2008, 
Mastepanov et al. 2008), and GPS-based measurements of surface deflections (Glaser et al. 
!! "#!
2004) have been used to observe the effect of environmental variables such as temperature and 
water level on methane emissions. However, to our knowledge, there have been no long-term 
automated measurements of ebullition in deep, non-tidal aquatic environments, such as 
freshwater lakes. 
Ebullition can be triggered by several mechanisms that include changes in atmospheric 
pressure (Fechner-Levy and Hemond 1996, Mattson and Likens 1990), water level (Engle and 
Melack 2000, Martens and Klump 1980), rate of methanogenesis as determined by sediment 
temperatures, oxygen levels and organic matter input (Christensen et al. 2003, Kelly and 
Chynoweth 1981, Liikanen et al. 2002), wind (Keller and Stallard 1994) and physical sediment 
disturbance (Joyce and Jewell 2003). In particular, ebullition has been observed during periods 
of low hydrostatic pressure at several sites (e.g. Boles et al. 2001, Chanton and Martens 1988). 
Drops in hydrostatic pressure lead to bubble expansion, and bubble rise occurs as a result of the 
increased buoyancy. Chanton et al. (1989) found that 5-7% fluctuations in tidal height could 
cause bubbling, while Mattson and Likens (1990) reported an 18% increase in ebullition per 
millibar drop in atmospheric pressure.  
We propose that ebullition may be triggered when the total hydrostatic pressure at the 
lake bottom falls below a critical value, which is determined by the gas content and gas storage 
potential of the sediments. Conditions for bubble breakout from sediments should either involve 
a drop in hydrostatic pressure or/and an increase in the sediment gas phase, with ebullition 
continuing until hydrostatic pressure rises or sediments are depleted of gas. 
Since variations in hydrostatic pressure affect the whole lake simultaneously, any 
ebullition so triggered should be more or less synchronous across sites within a small lake. 
Moreover, bubbling fluxes should exhibit an inverse relationship with hydrostatic pressure. If the 
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above hypothesis were correct, it would also mean that the volume of gas released through 
ebullition during any particular time period would not necessarily be dependent on hydrostatic 
pressure alone, due to the effects of sediment gas storage. Excessive sediment gas buildup might 
cause bubble release to be initiated during periods of higher hydrostatic pressure, and conversely 
bubbling might not occur during low hydrostatic pressure conditions if sufficient gas is not 
present in the sediments.   
Weekly observations of ebullition fluxes in 2007 at the eutrophic Upper Mystic Lake 
(UML) in Massachusetts, US indicated that bubbling occurred simultaneously at several sites 
during periods of low water levels. This was consistent with previous reports of synchronized 
bubbling episodes, where fluxes were correlated with low pressure storm systems or water levels 
(Casper et al. 2000, Eckert and Conrad 2007, Mattson and Likens 1990). However the temporal 
resolution of the 2007 data was inadequate to test the proposed hypothesis, since hydrostatic 
pressures can vary significantly over a week due to precipitation and fluctuations in atmospheric 
pressure. 
In this paper, we investigate ebullition with long-term, high-temporal resolution data 
collected using a combination of sensors. In 2008, several automated bubble traps were deployed 
at the UML and gas collected in the traps was measured every 5 to 10 minutes for 4 to 6 months. 
Total hydrostatic pressure, lake water level and atmospheric pressure were monitored at similar 
resolutions. Bubbling events were then identified from the trap data using wavelet analysis, a 
relatively recent signal-processing approach, in combination with conventional statistical 
methods. We were thus able to precisely determine the timing of bubbling episodes at different 
sites around the lake, and correlate them with environmental variables. 
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2. BACKGROUND – TIME SERIES DATA PROCESSING 
2.1 Statistical and Fourier analysis 
Traditional approaches for event detection use statistical techniques such as clustering 
(e.g. Guralnik and Srivastava 1999), likelihood methods (e.g. Ogata 1988), or selection of data 
using thresholds (Kettunen et al. 2000, Smith 1989). Signal processing techniques based on the 
short-term Fourier transform can also be used for detecting events of interest (Priestley 1992). 
Fourier based spectral analyses have been extensively used to identify periodicity in geophysical 
processes, including in some high temporal resolution studies of methane ebullition (Greinert 
2008, Boles et al. 2001). The time scales of variability in a process are typically identified using 
the frequency peaks exhibiting the highest power in the power spectral density plot 
(periodogram) of a signal. 
However, in many conventional methods, it is commonly assumed that the data are 
stationary; i.e. the statistical properties and frequencies of the signal do not change with time, 
which might not be true for a sporadic natural process such as ebullition. Furthermore, the short 
term Fourier transform cannot resolve signals with high resolution in the time and frequency 
domains, which means that it is not possible to precisely identify when bubbling episodes occur. 
Relationships between methane bubbling and environmental factors that can potentially 
influence the process have also been traditionally examined using linear regression and 
correlation analysis (e.g. Dise et al. 1993, Treat et al. 2007). The main problem with this 
approach is that it does not include any temporal information, and hence it is not possible to 
identify if there are specific time periods when certain factors have greater influence over the 
other. Such information is especially desirable for an analysis of methane bubbling, where it is 
expected that the correlation with hydrostatic pressure is not likely to be linear. 
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2.2 Wavelets for time-series analysis 
Some of the above problems can be overcome with wavelets, a technique that can 
simultaneously analyze signals in the time and frequency domains, and can be used to identify 
local variations in non-stationary time series data. In the wavelet analysis of one-dimensional 
time-series data, the signal is multiplied with a wavelet function (i.e. a small wave that integrates 
to zero over its length), which can be scaled to analyze the signal at different resolutions as well 
as shifted along the time axis. Unlike the short-term Fourier transform, where a constant window 
length is used for all frequencies, the wavelet transform uses smaller windows at higher 
frequencies and larger windows at lower frequencies. A multi-resolution wavelet analysis can be 
used to detect events of interest over several different time scales (Hajj et al. 1995).  
Wavelets were first used to analyze seismic signals (Grossmann and Morlet 1984, 
Torrence and Compo 1998), but have since burgeoned in popularity as a tool for event detection 
and time-series analysis in various fields including other geoscientific studies (Kumar and 
Foufoula-Georgiou 1997). The mathematical background, concepts and implementation of 
wavelets for various applications are described in several texts and papers (e.g. Addison 2002, 
Graps 1995, Mallat 1999). 
A continuous wavelet transform (CWT) based methodology for time-series analysis was 
outlined in Torrence and Compo (1998), and has been used in identifying the time-scales of 
several geoscientific processes (e.g. Wanner et al. 2001), including a study of methane ebullition 
in a peatland (Glaser et al. 2004). While the CWT is a good tool to determine time scales of 
related data, the non-orthogonal wavelets used in the CWT (e.g. Morlet and Mexican hat) were 
not suitable for identification of the small-step like events that occur in the cumulative bubbling 
data observed at UML. The CWT is also highly redundant, since wavelet coefficients are 
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calculated for all possible scales and times, which makes it complicated to derive relationships 
between time-series processes. 
A discrete version of the continuous transform (DWT) using orthogonal wavelet bases 
and dyadic (powers of 2) time scales can be used to remove redundancies, thus de-correlating the 
wavelet coefficients. The DWT decomposes a signal into two parts; the first is a smoothed 
version obtained using a low-pass filter and the second represents signal variations as the output 
from a high-pass filter. Half of the coefficients so obtained are discarded through downsampling 
to eliminate redundancies, and the process is subsequently repeated to obtain coefficients at 
different time scales (i.e. frequency bands). The DWT only computes the wavelet coefficients at 
dyadic time scales, which simplifies the process of identifying events. A detailed comparison of 
the CWT and DWT, as well as cross-wavelet analyses of temporal variability of rainfall rates and 
runoff are presented in Labat et al. (2000).  
However the classical DWT is not shift-invariant, in the sense that the magnitudes of the 
wavelet coefficients are dependent on the choice of the start point for analysis in a signal. A 
stationary wavelet transform that overcomes this deficiency has been developed, and is presented 
in literature under several names such as MODWT, undecimated wavelet transform or 
translation-invariant DWT (e.g. Nason and Silverman 1995, Percival and Walden 2000). This 
transform generates a redundant set of wavelet coefficients by considering all possible start 
points at each time scale. This representation allows for accurate identification of events, and 
direct comparison of wavelet coefficients with the original time-series. 
This paper uses the stationary wavelet transform to identify bubbling events from the 
automated trap data at several dyadic time-scales ranging from 5 minutes to several days. The 
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results from the wavelet analyses are compared to those obtained from conventional statistical 
methods.  
3. METHODS 
3.1 Study site 
 The Upper Mystic Lake (UML) is a eutrophic, dimictic, kettlehole lake situated in eastern 
Massachusetts, north of Boston (Figure 1(a)). It has a total surface area of 0.58 km
2
, and a total 
volume of 6.8 million m
3
. It is 25 m deep at its lowest point, but has sharp gradations in depth 
near the edges. A spillway at the southern end limits the maximum water level of the lake. 
The lake typically stratifies in late spring or early summer, and this effect intensifies 
through the summer and fall. Mixing occurs around November or December, which typically 
results in a uniformly oxygenated isothermal water column (Aurilio et al. 1994, Spliethoff 1995). 
The lake freezes during the winter, when it stratifies again. Ice melt followed by spring overturn 
generally occurs between mid and late March.  
During the period of this study, the temperature measured near the sediments was 
constant at 4
o
C throughout the year, and the water column was anoxic below 15 m from April to 
December (based on the methods and results described in Chapters 4 and 5). The organic matter 
content of the top meter of the sediment was between 20 and 25% of dry weight. The lake is also 
nitrogen rich; nitrate concentrations of up to 150!M and ammonium concentrations of up to 400 
!M in the hypolimnion have been previously reported (Peterson 2005, Senn 2001). 
The Upper Mystic Lake contains elevated levels of methane in the sediments and water 
column. The concentration of methane in the upper mixed layer is less than 1 µM; however the 
dissolved methane increases steadily to a 100-800 µM range in the anoxic hypolimnion between 
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May and November (Chapters 4 and 5, Peterson 2005). Total methane concentrations in the 
porewater, as measured in a 1 m-long freeze core taken in September 2008 were almost uniform 
below 25 cm sediment depth, and at ~70% saturation for the temperature and pressure conditions 
at the site. Bubble patches lasting between 1 and 10 minutes have been observed at the surface 
on several occasions. 
3.2 Data collection and preprocessing 
Bubbling fluxes were measured using automated traps submerged at ~ 1 m below the 
water surface. The construction of the traps, calculations for converting the recorded data into 
bubble fluxes, and preliminary data were presented in detail in Chapter 2. Briefly, these traps 
were inverted funnels with an attached collection chamber in which bubbled gas rising through 
the water column could accumulate. A differential pressure sensor measured the height of the gas 
in the trap, which was converted to a gas volume using the chamber cross-section area. Gas 
volume data from the traps were normalized to 1 atm and 20 C. The estimated error in the 
measured volumes was between 3-7 ml, depending on collection chamber dimensions and gas 
volume.  
The traps were deployed across the lake at various locations that had different water 
column depths (Figure 1(b)). The periods of automated data collection for all sites are listed in 
Table 1. The traps however had been in service since April 2008, and manual measurements of 
fluxes were also conducted roughly once or twice a week from April to December. A control trap 
was deployed at a location with no bubbling (6m site), based on ebullition flux measurements 
from 2007.  
Total hydrostatic pressure and atmospheric pressure were measured at 10-minute 
resolutions using commercial sensors (Model 3001 Levelogger Gold, Solinst). Automated water 
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level data were obtained using an adapted version of the electronics on the bubble traps and were 
calibrated manually using a staff gage. The error in water level readings was approximately 0.5 
cm due to sensor drift and noise caused by wave action. The standard deviation in water level 
measured over the entire period of measurement was 10.5 cm. The hydrostatic pressure sensor 
was deployed from August 5, 2008 to December 4, 2008. Hydrostatic pressures are the sum of 
relative water levels at the sensor site and atmospheric pressure (both measured in cm of water; 
1000 cm of water ~ 1 atm). 
Volume data obtained from the bubble traps were corrected for effects of sensor drift and 
temperature variation as outlined in Chapter 2. Volumes for short periods containing bad or 
missing data caused due to leaks and loose connections were linearly interpolated. Water level 
and atmospheric pressure data were linearly interpolated to 5-minute resolution for comparison 
with the trap data.  
3.3 Time series analysis with statistical and Fourier methods 
Cumulative volumes obtained from the traps were converted into fluxes using 24-hour 
time bins starting from the first data point of each signal. 24 hours was considered an appropriate 
time window for analysis based on manual observations of ebullition fluxes, and for purposes of 
comparison with previous studies. Also variations in meteorological phenomena such as 
atmospheric pressure predominantly occur on diurnal or semi-diurnal time frames (e.g. 
Baldocchi et al. 2001, Mass et al. 1991). Results from the wavelet analysis confirm that 24 hours 
is good window for identifying important events over the deployment period.  
Trap volume data were smoothed with a 1-hour moving average filter prior to 
downsampling to the 24-hour time-bins. A 1-hour filter was selected, as it was the minimum 
length that achieved adequate noise reduction in the control trap data. Large bubbling episodes 
!! ""!
were identified as the times when fluxes were greater than the mean plus one standard deviation 
of fluxes at each site. 
Correlations between site fluxes were computed using the pairwise intersection of their 
data records. Since the traps were put out on different dates during the season, the 24-hour flux 
bins were calculated from the first data point of the trap that was deployed later. Correlations 
with hydrostatic pressure were similarly obtained from the pairwise intersection of trap fluxes 
with hydrostatic pressure. This effectively resulted in a common start time for analysis, since the 
hydrostatic pressure sensor was deployed after all the traps, except the 9m(B) site. Hydrostatic 
pressure data were pre-smoothed using a 1-hour moving average filter and resampled to a 24-
hour period. Correlations were considered significant if the p-value was lower than 0.05. 
Correlations were not significantly affected by changes in binning start times. 
Autocorrelations were used to determine the memory in a signal, i.e. the effect that a data 
point has on future values of a signal. Cross-correlations were used to determine the phase lag 
between time series, i.e. the delayed effect that one process has over the other (Kettunen et al. 
1996). The cross correlation of signal ‘x’ and ‘y’ at lag ‘m’ is computed as (Mathworks , 
Orfanidis 1995): 
 
where the autocorrelation coefficients at zero lag are normalized to 1. The autocorrelation was 
obtained by substituting y with x in the above formula. 
Spectral analysis of fluxes was done using both raw and filtered trap volumes. Raw 
cumulative volume data cannot be used as a signal for Fourier analysis, since the “trend” 
corresponding to the volume increase with time will generate a large peak at zero frequency, 
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which dominates other peaks. Analysis was done for fluxes computed with several time-bins (5 
min to 24 hours for unfiltered data; 1 to 24 hours for filtered data), since the periodicity with 
which bubbling occurred was not known apriori. 
Periodograms were generated by the Welch method using different windows 
(rectangular, Hamming and Hann) with varying degrees of overlap. It is preferable to use the 
short-term Fourier transform with overlapping windows to generate an averaged periodogram in 
order to reduce the noise in the spectrum (Stearns 2002). Window sizes were selected according 
to the length of each signal; different sizes were chosen to optimize the visual trade-off between 
frequency peak resolution and peak detection. 95% confidence intervals were used to identify 
significant peaks. 
3.4 Wavelet analysis 
The wavelet analysis in this paper is based on the stationary wavelet transform, and uses 
the WMTSA toolkit developed at the University of Washington 
(http://www.atmos.washington.edu/~wmtsa/). The software implements the MODWT, which is 
described in detail in Percival and Walden 2000, and has been used in previous geoscientific 
analyses (e.g. Kallache et al. 2005, Percival 2008, Whitcher et al. 2000).  
The MODWT generates two sets of decompositions. The first yields a set of wavelet and 
scaling coefficients, which are effectively the coefficients obtained from a classical DWT, but 
are computed for all data points in a signal without any downsampling. This redundant set of 
coefficients can however be used to calculate a scale-based variance (analogous to the power 
spectrum density). The sum of the variances equals the total energy in the time-series; thus the 
scales with the highest variance can be identified as the dominant time-scales in a process. 
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The second decomposition is a multi-resolution analysis (MRA), which generates details 
and smooths at different time-scales (i.e. frequency bands). These are calculated by averaging the 
wavelet and scaling coefficients for all possible start point shifts at each time scale, and are 
effectively computed by performing an inverse transform on the MODWT. Thus they represent 
an additive decomposition of the signal and can be summed up to perfectly reconstruct the 
original signal.  
The multi-resolution analysis is a useful tool for event identification. The wavelet details 
and smooths correspond to outputs from a zero-phase high-pass and low-pass filter, and can thus 
be used to precisely identify events of interest across time scales. Events can be detected by 
analyzing the details, which are properly aligned with features in the original time-series, and 
represent the variations caused by successively smoothing the signal. 
 In this paper, “events of interest” are defined as periods where there is a high likelihood 
of bubbling. Events are identified for each time-scale in the MRA and include parts of the signal 
that meet a scale-dependent selection criterion, such as a threshold. An episode of bubbling is 
then defined as a common period where events occur on multiple time-scales (Figure 2). These 
definitions are based on the notion that an episode of bubbling can last for several hours to days 
(as observed from the manual measurements), but in reality, will likely comprise several bubble 
bursts of shorter durations. Thus, bubbling episodes that are important from a long-term seasonal 
perspective can be identified from events that occur at time-scales on the order of 1-2 days, while 
the evolution of these episodes can be subsequently studied by examining events from the minute 
to hour time-scales. Events identified from the bubble trap data at the different time-scales can 
then be compared directly with the hydrostatic pressure signal, by matching their horizontal 
time-axes. 
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The stationary wavelet transform was done using the Haar wavelet for 10 dyadic time 
scales. The boxcar filter (i.e. Haar wavelet) was chosen since the predominant step edges in 
cumulative gas volume data from the traps indicated that the signal could be approximated as a 
piecewise constant function. The details at the 10th scale correspond to a physical time period of 
~2 days (42.5 hours), beyond which the scale is effectively the same as the manual sampling 
interval. Since the transform is done using the Haar wavelet, the wavelet coefficients obtained 
from the MODWT are effectively proportional to fluxes computed at each signal data point using 
time bins corresponding to the scale of analysis. 
The transform was directly performed on the cumulative volumes without prior filtering, 
which is not required for wavelet analysis. Signals were padded at the beginning with zeroes 
corresponding to the length of the filter at each scale to handle initial boundary effects. Signals 
were also reflected at the end, and the MODWT coefficients were subsequently truncated to the 
original signal length.  
Events of interest were identified as the times when the absolute modulus of the detail 
coefficients exceeded a scale-dependent de-noising threshold. The threshold used in this analysis 
is based on the Stein’s Unbiased Risk Estimate (SURE), and is a conservative estimate that is 
calculated by minimizing the “risk”, i.e. the mean squared error associated with the selection of 
thresholds (Coifman and Donoho 1995, Donoho et al. 1995). The thresholding assumes that 
oscillations in the recorded data due to wind and wave effects, as well as small random bubble 
bursts can be represented as Gaussian white noise at each scale. Two other common de-noising 
thresholds, i.e. the minimax and universal thresholds (Donoho 1995, Jansen 2001) were found to 
be too selective and missed significant events, as identified by a visual inspection of the data. 
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The wavelet power spectrum was used to detect the dominant time scales of variability in 
ebullition. Wavelet variance was calculated for the sum of all details obtained from a 12 level 
MODWT decomposition (corresponding to a 170 hour scale). Cumulative volumes cannot be 
used as a signal for wavelet variance analysis, since the “trend” corresponding to the volume 
increase with time will cause the larger time scales to have higher energies.  
4. RESULTS 
4.1 Statistical properties of site fluxes 
A considerable amount of spatial and temporal variation in ebullition was observed in the 
UML (Figure 3). Both the average and standard deviations of daily fluxes varied significantly 
from site to site (Table 1). About 30-70% of ebullition for the entire deployment period was 
released during bubbling episodes that occurred about 5-10% of the time at the different sites 
(Figure 4, Table 1). Small negative fluxes, which appear due to the 3-7 ml error in recorded 
volumes, were ignored for statistical calculations. 
4.2 Correlation analysis 
Peak 24-hour fluxes at different sites overlap to an extent, visually indicating that there 
exist time periods on the scale of day where synchronized bubbling episodes occur throughout 
the lake  (Figure 5). The pair-wise correlation coefficients of the logarithms of site fluxes were 
significantly related (p<=0.05) for 17 of the 20 trap combinations (Figure 6). A log scale was 
used because the daily flux values had a large range (0 to ~700 ml.m
-2
.d
-1
). However, the low 
correlation coefficients (R
2 
= 0.1 to 0.5) indicate that the pair-wise trap relationships were not 
linear. 
!! "#!
Significant negative correlations were observed between daily trap fluxes and hydrostatic 
pressure (Figure 7), though the low R values indicate that the relationships were not linear, or 
that other factors might possibly influence bubbling. In fact, there appears to be a site dependent 
hydrostatic pressure threshold below which most of the bubbling occurs (~ 65 to 85 cm of water 
at the site of the pressure sensor); this concept is examined further in the wavelet analysis below. 
The 19m site was the only exception where no significant correlation was observed; however this 
location had very low fluxes for most of the season. No significant relationship was found 
between the fluxes and 24-hour gradients of hydrostatic pressure, except at the 9m(A) (R=-0.25) 
and 13m (R=-0.27) sites.  
4.3 Auto and cross correlations 
Autocorrelations were first computed using 24-hour fluxes over 10 days. No significant 
correlations were found for periods longer than a day at all sites. The analysis was then 
performed using 2, 6 and 12-hour unfiltered fluxes over 48 hours to study the immediate effects 
of an ebullition event (Figure 8). Autocorrelations were also performed on the control trap data; 
this analysis showed that correlations for fluxes computed using time bins smaller than 2 hours 
were affected by wind noise. 
All trap autocorrelations decayed rapidly, except at the 13 m site, with most significant 
coefficients occurring within 30 hours. These results indicate that the highest probability of gas 
release following a bubble burst occurs within the first day. 
The autocorrelation of hydrostatic pressure slowly decayed to zero over approximately 
100 hours; atmospheric pressure and water level signals were similarly autoregressive indicating 
that the effects of their variations were persistent for about four days (Figure 9). Cross 
correlations for 24-hour fluxes against hydrostatic pressure peaked at zero lag for all sites except 
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the control and 19m (not shown); however it is difficult to distinguish if fluxes were affected by 
changes in hydrostatic pressure within the last 24 hours, or a few hours earlier because of the 
autoregressive nature of the hydrostatic pressure signal. 
4.4 Power spectrum analysis 
No significant peaks could be distinguished from the noise in the power spectra of 
unfiltered fluxes; this is because of the effects of wind on the traps, which occur at relatively 
high frequencies (corresponding to 1-2 hour time scales or less). Significant peaks were also not 
present in the spectra of filtered fluxes for all window variations. The results indicate that 
bubbling at the UML is not periodic at any particular frequency. 
4.5 Wavelet analysis 
The wavelet multi-resolution analysis (MRA) illustrates that bubbling events occur at 
several different time scales (Figure 10). The term ‘time scale’ or ‘scale’ refers to the different 
frequency bands in the wavelet analysis. The relative magnitudes of the wavelet detail 
coefficients at each scale are indicative of the extent of changes in the signal at that time-scale. 
The alignment of the details in the MRA enables us to track how bubbling episodes develop. 
Some bubbling episodes that comprise one large event on a daily (21.3 hour) or two day 
(42.6 hour) time scale are found to occur in bursts on the minute to hour scales (refer Figure 10, 
MRA for 25m trap for following examples). For example, 65% of the gas bubbled between Jul 
16
th
-21
st
 (Event 1 in Figure 10), was released in two short bursts from 12:50-12:55 am on Jul 19
th
 
and 9:55-10:15 am on Jul 20
th
. Another example of such a sharp burst occurs from 6:10-6:15pm 
on Oct 16
th
, when 33% of the gas collected between Oct 15
th
-23
rd
 was bubbled (Event 2). 
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The MRA can be used to identify if bubble bursts on the minute to hour time scales will 
eventually evolve into a bubbling episode (e.g. Event 3 from Aug 30
th
 - Sep 5
th
). The progressive 
smoothing in the wavelet transform ensures that noise due to wind (e.g. Event 4, Sep 18
th
-29
th
) or 
spurious “events” (e.g. Event 5 in Figure 11, a spike on Jul 23
rd
 at the 13m site) do not propagate 
up to the 1-2 day time scales. This avoids the need to preprocess the signal using filters that can 
potentially eliminate events of interest on smaller scales. 
The MRA can help distinguish between episodes that involve gradual gas release versus 
those that comprise bursts where a significant volume of gas is released in the matter of a few 
minutes. A comparison of details in Figures 10 and 11 show that bubbling occurred in a more 
temporally diffused manner at the 13m site than at the 25m site. For example, the gradual gas 
release from Nov. 14
th
-15
th
 at the 13m site turned out to be a significant episode for the season 
(Event 6, Figure 11). Such diffused episodes can be recognized as events at higher time scales 
(2.7 hours and higher in this example), even if they are not identified as events at the 5-10 minute 
scales.  
The MRA of the remaining traps are included in the Appendix. An examination of the 
wavelet details of all traps reveal that most of the big bubbling episodes involved at least one or 
two significant bursts at the 5 (0.1 hour)-10 minute scale. It is also evident that time-scales of 
10.6 to 21.3 hours are appropriate for identifying events of interest for the entire deployment 
period. Larger time-scales such as 42.5 hours, show almost the entire signal to be significant in 
some cases (e.g. 9m(A) and 9m(B)). Events at time-scales less than 10.6 hours mostly comprise 
sporadic bursts that actually belong to the same episode. 
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4.6 Comparison of wavelet details with hydrostatic pressure 
Events identified at the 10.6 hour and 1.3 hour scales from the MRA were then compared 
against the hydrostatic pressure signal (Figures 12 and 13). The onset and cease points of 
bubbling episodes were calculated using the negative (for onset) or positive (cease point) wavelet 
details that were separated by a period equal to or greater than twice the length of the 
corresponding time-scale (i.e. 21.2 hours or 2.6 hours).  
About 70% of the total gas collected by the 9m(A) automated trap occurred during 7% of 
the deployment period, while 20% of the total gas measured by the 25m trap was bubbled in 1% 
of the time (Table 2). Most of the bubbling was triggered when the hydrostatic pressure dropped 
below a site-dependent threshold and ceased when the hydrostatic rose above the threshold 
(Figures 12 and 13, Table 3). There were instances when a drop in hydrostatic pressure had a 
delayed response in bubbling (e.g. Event 7 in Figure 12(a), Oct 21
st
-22
nd
 and Nov 9
th
 at the 
9m(A) site), or when ebullition continued despite rising hydrostatic pressure following a 
bubbling episode (Event 8 in Figure 12(b), Sep 5
th
-6
th
 and Oct 25
th
-29
th
 at the 25m site). A few 
isolated instances of bubbling were observed at high hydrostatic pressures (e.g. Event 9 in Figure 
12(b), Aug 21
st
 at the 25m site). The plots of 10.6 and 1.3 hour details against hydrostatic 
pressure for the remaining traps are included in the Appendix. 
4.7 Wavelet variance 
The wavelet variance for was computed for time scales ranging from 5 minutes to 28 
days; all sites exhibited similar trends, where most of the energy was concentrated at the higher 
scales (e.g. Figure 14). This indicates that no particular time scale for variability can be identified 
for ebullition at the Upper Mystic Lake for the deployment period.  
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5. DISCUSSION 
5.1 Temporal variability of bubbling episodes 
The statistical and wavelet analysis show that sporadic bubbling episodes, which 
occurred less than 10% of the time, were the dominant periods of methane release in the Upper 
Mystic Lake. About 50% of the total gas bubbled from July to November, the peak period for 
ebullition in 2008 (as observed from manual measurements), was emitted during these episodes. 
These episodes also did not occur with any periodicity, as is indicated by the results (or lack 
thereof) from the Fourier and wavelet variance analyses. This is different from marine systems 
where ebullition fluxes contained diurnal components, related to tidal variations (Boles et al. 
2001). 
Bubbling has been previously observed to occur at time scales ranging from minutes to 
hours during episodes (e.g. Greinert 2008, Leifer et al. 2004). The wavelet analysis shows 
similar times scales for ebullition at the Upper Mystic Lake, where bubbling episodes could 
comprise (less than) 5-minute bubble bursts, or at the other extreme, more temporally diffused 
release that took place over hours. However, no characteristic duration of ebullition could be 
identified; episode lengths could range anywhere between a few hours and several days. The 
temporal variability observed in the automated trap data illustrates the need for continuous, long-
term monitoring in order to adequately characterize bubbling in aquatic ecosystems. 
5.2 Ebullition control mechanisms 
Synchronous bubbling episodes were triggered across the Upper Mystic Lake when the 
hydrostatic pressures fell below a site-dependent threshold. The wavelet analyses at the 1.3 hour 
scale (Figures 12(b) and 13(b), Table 2) reveal that the largest bubble bursts mostly occurred at 
times when the hydrostatic pressure was decreasing, or was at its nadir. However, there were 
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times when ebullition occurred while the hydrostatic pressure was rising as indicated by the 
negative pressure changes in Table 2; these instances usually followed a drop in pressure and 
indicate the presence of delayed bubbling. The 21.3 hour wavelet analyses indicate that once an 
event was triggered, subsequent bubbling could continue during hydrostatic pressure rise until 
the point when it reached the onset pressure (Table 3). Large increases in hydrostatic pressure 
caused bubbling to cease immediately. 
The thresholds at which bubbling started and stopped were probably related to the 
sediment gas storage. In the 1.3 hour analysis, cessation pressures were typically lower than the 
onset pressures (Table 2), which indicates that some of the gas in the sediment reservoir had 
been exhausted. However the difference between onset and cessation pressures were small (1-10 
cm); such a pressure drop would only result in an ~0.1-0.5% change in sediment storage, 
assuming that the gas concentrations in the porewater were at saturation (Table 2). The 
thresholds at each site were not constant for the season, which could possibly be a result of 
changes in sediment storage or structure with time. 
Fluxes of gas released during an episode were not correlated with the magnitude of the 
corresponding hydrostatic pressure drops (not shown, computed from Table 2). It thus appears as 
though that the amount of gas released at the UML, once bubbling was initiated, was dependent 
on the sediment gas storage. If this hypothesis were true, it might also explain the large scatter 
observed in the pairwise trap correlations, which were a result of the inconsistent variations in 
site fluxes through the season. The relative volumes of gas released during an episode should 
have been similar for the different sites, if site fluxes had been related to the magnitude of 
hydrostatic pressure changes. There are also several instances when little or no ebullition was 
observed even though hydrostatic pressure was below the site threshold. These could have been 
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the result of insufficient sediment gas (e.g. Event 10 in Figure 12(a), Sep 14
th
 at 9m(A), which 
followed a bubbling episode). As a caveat, it is possible that the traps might have failed to 
capture some of the bubbles, due to movement around their watch circles, at some of the times of 
low hydrostatic pressure. Another possibility is that bubble release from the sediments was 
triggered; but that some of the bubbles may not have reached the surface waters (as shown in 
McGinnis et al. 2006).  
A mechanistic explanation for the above observations is that bubbles escape through 
fractures or “bubble tubes” in the sediment (Boudreau et al. 2005, Martens and Klump 1980). 
When the hydrostatic pressure drops, large bubbles can break out creating preferential flow 
channels in the sediments. Once these fractures are formed, smaller bubbles that would otherwise 
have not been able to escape can now follow in the train of the larger bubbles. This would 
explain why the volume of gas released during an episode is not correlated with the hydrostatic 
pressure drop. Bubbles can also continue to escape through these fractures even when the 
hydrostatic pressure rises. In addition to the wavelet analysis, this theory is also supported by the 
flux autocorrelations that indicate that bubbling is most likely to occur within the first 30 hours 
of the onset of an ebullition event.  
The contributions of variations in atmospheric pressure and water level to the magnitude 
of total hydrostatic pressure at the UML are similar; the standard deviations of both variables 
were approximately 10 cm of water through the season (Figure 15). Ebullition episodes were 
usually triggered by drops in atmospheric pressure that occurred when the lake water level was 
low.  
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5.3 Spatial variation in bubbling fluxes 
The conclusions that can be drawn about spatial variability, based on a small set of traps, 
are limited. It is apparent from the range of means and standard deviations of daily bubbling 
fluxes that the spatial variation in gas collected at different traps is large. Some locations bubble 
in a more temporally diffused manner (e.g. 13m, 19m) than others that release a lot of gas as 
short bursts (e.g. 9m(A), 9m(B) and 22m). Even very close traps situated less than 15-30 m apart 
(e.g. 9m(A) and 9m(B)) are considerably different, both in terms of the magnitude and timing of 
bubbling episodes. However, the location where the 9m traps were situated bubbled much more 
than the lake average both in 2007 and 2008. 
There was no strong correlation between site depth and gas fluxes; however the onset 
pressures of bubbling episodes were slightly higher at shallow sites than at deep sites (Table 3), 
indicating that shallow locations might start to bubble earlier when hydrostatic pressures drop. 
The 19m site was the only location that did not exhibit significant correlations with hydrostatic 
pressure; however bubbling fluxes at this site were very low during the period of automated 
measurement. 
5.4 Selection of sampling interval  
In any sensor based measurement scheme, the choice of an appropriate sampling interval 
is critical. Under sampling can lead to important events being missed, whereas over sampling 
leads to large volumes of data that are difficult to store and process. 
 At the UML, we chose intervals of 5 to 10 minutes, as a trade-off between the 1-10 
minute time scales at which bubbling events were thought to occur (Walter et al. 2006, personal 
observations) and storage limitations of the commercial data logger (HOBO H8, Onset Systems). 
This lead to a data record of approximately 30000 samples over the entire deployment period for 
!! "#!
each site. However for post-processing, the effects of the wind signal on the trap data had to be 
eliminated by smoothing the signal using a moving average filter of about 12 sample points, 
which consequently meant that the minimum time scale for computing fluxes was an hour, thus 
shrinking the data set to ~2500-3000 samples.  
Furthermore, unfiltered data used in the wavelet analysis shows that significant bubbling 
episodes can occur over intervals of 5 minutes or less. Thus in hindsight, a 5 to 10 minute 
sampling interval was an appropriate choice for automated trap-based measurement of ebullition 
fluxes. 
!! "#!
6. TABLES 
 
Table 1 – Summary of bubbling at different sites 
Table 2 – Bubbling onset and cessation points for 9m(A) and 25m traps at 1.3 hour resolution  
Table 3 – Hydrostatic pressure thresholds for different sites at 11.6 hour resolution 
 
 
 
 
Table 1 Summary of bubbling at the different sites where the automated traps were 
deployed. 
 
Trap Period of data 
collection (2008) 
Data 
length 
(hours) 
Average 
daily flux 
(ml.m
-2
.d
-1
) 
Standard 
deviation 
(ml.m
-2
.d
-1
) 
%  Time 
bubbling 
episodes 
(!+1!) 
% Gas 
bubbled 
during 
episodes 
9m(A) 5 Aug - 1 Dec 2832 44 107 9 66 
9m (B) 9 Oct – 20 Nov 1013 80 96 19 58 
13m 12 Jun – 29 Oct, 
14 Nov – 20 Nov 
3482 24 38 9 47 
19m 2-Jul – 25 Aug, 
13 Sep – 8 Oct 
1881 9 17 12 63 
22m 10 Jul – 1 Dec 3448 20 38 10 56 
23m 30 May – 12 Jun, 
10 Jul - 1 Dec 
3758 19 31 10 52 
25m 16 Jul – 1 Dec 3313 28 50 11 58 
6m 
(Control) 
5 Aug – 3 Sep 693 1 3   
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Table 2(a) Events identified at the 1.3 hour scale at the 9m(A) site (see Figure 12(b)). The total volume of gas collected by 
the 9m(A) automated trap over the deployment period was 997 ml; thus ~70% of the total gas released occurred in ~7% of the 
deployment time. The percent storage calculation assumes that the porewater is saturated with gas and is the difference 
between the onset and cessation hydrostatic pressures divided by the sediment saturation pressure (2 atm). It is not calculated 
for times when gas release occurs at the time of hydrostatic pressure rises. 
 
 
 
Event onset time 
Event cessation 
time 
Event length 
(hours) 
Onset 
hydrostatic 
pressure (cm 
of water) 
Cessation 
pressure 
(cm of 
water) 
Hydrostatic 
pressure 
change 
(atm) 
Volume gas 
released 
during event 
(ml) 
Percent 
of 
sediment 
storage 
9/2/08 4:20 AM 9/2/08 7:34 AM 3.2 61.8 62.6 -7.7E-04 13.20  
9/12/08 4:25 PM 9/12/08 11:15 PM 6.8 71 68.5 2.4E-03 35.20 0.12 
9/20/08 8:44 PM 9/21/08 3:00 PM 18.3 69.5 67.55 1.9E-03 39.70 0.09 
9/24/08 10:20 AM 9/24/08 1:00 PM 2.7 76.65 76.45 1.9E-04 7.20 0.01 
9/29/08 3:49 PM 9/29/08 7:45 PM 3.9 80.35 79.5 8.2E-04 27.60 0.04 
9/30/08 3:04 AM 9/30/08 7:00 AM 3.9 76.8 76.2 5.8E-04 30.00 0.03 
9/30/08 12:49 PM 9/30/08 7:25 PM 6.6 74.65 70.6 3.9E-03 116.30 0.20 
10/1/08 10:14 AM 10/1/08 1:25 PM 3.2 63.2 63.2 0.0E+00 14.60 0.00 
10/1/08 3:24 PM 10/1/08 7:14 PM 3.8 62.6 63.2 -5.8E-04 32.69  
10/8/08 6:09 PM 10/8/08 9:09 PM 3.0 67.6 66.8 8.2E-04 11.70 0.04 
10/9/08 5:05 AM 10/9/08 11:44 AM 6.7 61.7 61.2 4.8E-04 28.80 0.02 
10/13/08 9:15 PM 10/16/08 1:14 AM 52.0 75.1 63.1 1.2E-02 24.10 0.58 
10/25/08 6:35 PM 10/25/08 11:15 PM 4.7 60.4 55.1 5.1E-03 110.25 0.26 
10/26/08 2:39 AM 10/28/08 11:55 PM 69.3 52.35 51.9 4.4E-04 46.35 0.02 
11/9/08 4:30 PM 11/9/08 7:05 PM 2.6 64.25 66.3 -2.0E-03 8.00  
11/14/08 12:15 PM 11/14/08 5:50 PM 5.6 67.2 60.5 6.5E-03 28.70 0.33 
11/15/08 10:59 AM 11/15/08 6:45 PM 7.8 55.55 49.8 5.6E-03 99.20 0.28 
11/16/08 6:40 AM 11/16/08 10:39 AM 4.0 42.45 45.0 -2.4E-03 19.90  
TOTAL 208.0    693.5  
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Table 2(b) Events identified at the 1.3 hour scale at the 25m site (see Figure 13(b)). The total volume of gas collected by the 
25m automated trap over the deployment period was 755 ml; thus ~22% of the total gas released occurred in ~1% of the total 
deployment period. The sediment saturation pressure was assumed to be 3.5 atm for the percent storage calculation. 
 
 
 
Event onset time 
Event cessation 
time 
Event 
length 
(hours) 
Onset 
hydrostatic 
pressure 
(cm of 
water) 
Cessation 
pressure 
(cm of 
water) 
Hydrostatic 
pressure 
change 
(atm) 
Volume gas 
released 
during 
event (ml) 
Percent of 
sediment 
storage 
8/25/08 4:20 8/25/08 7:05 AM 2.8 64 63.4 5.8E-04 17.50 0.02 
8/30/08 17:35 8/31/08 1:20 AM 7.7 61.2 62.3 -1.1E-03 36.60  
9/4/08 1:59 9/4/08 4:14 AM 2.3 55.6 55.8 -1.9E-04 11.10  
9/5/08 22:30 9/6/08 12:54 AM 2.4 74.3 73.8 4.8E-04 10.20 0.01 
10/2/08 4:14 10/2/08 6:24 AM 2.2 58.7 57.9 7.7E-04 13.00 0.02 
10/16/08 13:54 10/16/08 7:45 PM 5.8 55.3 58.5 -3.1E-03 42.90  
10/21/08 11:50 10/21/08 1:59 PM 2.2 54.8 52.7 2.0E-03 12.80 0.06 
10/21/08 20:50 10/21/08 11:19 PM 2.5 53.25 53.95 -6.8E-04 11.80  
10/29/08 9:54 10/29/08 12:35 PM 2.7 62.7 63.5 -7.7E-04 12.65  
TOTAL 30.5    168.6  
 
Table 3  Relative hydrostatic pressure (cm of water at sensor site) mean and standard deviations at different sites during 
the onset and cessation of bubbling events at the 11.6 hour scale.  Mean hydrostatic pressure for the entire deployment period 
= 73.8 cm and standard deviation= 10.2 cm.  
 
Trap Name Mean hydrostatic 
pressure at onset of 
episodes 
Standard 
deviation of onset 
pressures 
Mean hydrostatic 
pressure when 
bubbling ceases 
Standard deviation 
of cessation 
pressures 
9m(A) 72 7.2 66 4.6 
13m 69 6.7 63 9.4 
22m 66 10 69 9.1 
23m 61 5.3 62 3.8 
25m 67 7.5 67 7.3 
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7. FIGURES 
 
Figure 1 – UML bathymetry and trap deployment 
Figure 2 – Bubbling episodes identified by wavelet multi-resolution analysis (MRA) 
Figure 3 – Automated trap data from June to November 2008 
Figure 4 – Histograms of daily trap fluxes 
Figure 5 – Plot of daily trap fluxes showing synchronized ebullition 
Figure 6 – Pairwise correlation plots between fluxes at different sites 
Figure 7 – Correlation plots of ebullition fluxes with hydrostatic pressure 
Figure 8 – Autocorrelations of site fluxes computed using 2, 6 and 12 hour time bins. 
Figure 9 – Autocorrelations of hydrostatic pressure, water level and atmospheric pressure 
Figure 10 – MRA of the 25m site data using the Haar wavelet at time scales ranging from 5 
minutes to 42.5 hours  
Figure 11 – MRA of the 13m site data using the Haar wavelet at time scales ranging from 5 
minutes to 42.5 hours  
Figure 12 – Comparison of wavelet details at scales 11.6 and 1.3 hours with hydrostatic pressure 
at the 9m(A) site  
Figure 13 – Comparison of wavelet details at scales 11.6 and 1.3 hours with hydrostatic pressure 
at the 25m site 
Figure 14 – Wavelet variance of the 25m site data 
Figure 15 – Water level, atmospheric pressure and hydrostatic pressure at the UML 
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Figure 1  Upper Mystic Lake (a) bathymetry (b) location of all traps. The traps within the white circles were automated. 
Trap names reflect the approximate depth at their location of deployment. The 6m trap was used as a control, since it was 
located at a site which did not have much bubbling (based on the 2007 manual data).  
!!
!
"
#
!
 
Figure 2 Wavelet multi-resolution analysis of bubbling data from an automated trap for 10 time-scales (5 minutes to 42.5 
hours). Events can be identified for each time scale using a selection criterion (e.g. thresholding). Bubbling episodes comprise 
events that propagate across several time-scales. 
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Figure 3  Cumulative gas volumes measured in automated traps between June and December 2008. Data was measured at 
5-10 minute resolutions. “0” indicates the start of gas measurement using automated traps, and not cumulative flux at a 
location for the season. 
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Figure 4 Histogram of trap fluxes computed using 24-hour time bins. The dashed black line indicates the threshold for 
large bubbling episodes (mean plus one standard deviation) 
Bubble flux (ml.m-2.d-1) 
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Figure 5 Daily fluxes for all traps. Periods of overlapping fluxes indicate synchronized bubbling throughout the lake. 
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Figure 6 (a) Correlation plots between log10 daily fluxes (ml.m
-2
.d
-1
) for shallow sites (9m(A), 9m(B) and 13m). R
2
 and p 
values are shown for log-log fits; similar correlation coefficient and significance level values were obtained for linear fits. 
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Figure 6 (b) Correlation plots between log10 daily fluxes (ml.m
-2
.d
-1
) for deep sites (19m, 22m, 23m and 25m). R
2
 and p values 
are shown for log-log fits; similar correlation coefficient and significance level values were obtained for linear fits. 
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Figure 6 (c) Correlation plots between log10 daily fluxes (ml.m
-2
.d
-1
) at shallow and deep locations. R
2
 and p values are shown 
for log-log fits; similar correlation coefficient and significance level values were obtained for linear fits. 
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Figure 7  Correlations between daily trap fluxes (ml.m
-2
.d
-1
) and relative hydrostatic pressure (cm of water). Correlation 
coefficients (R) and statistical significance levels (p) are indicated in the plots. The dashed black line indicates a visually 
identified hydrostatic pressure threshold, below which most of the bubbling occurs. 
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Figure 8 Autocorrelations of 2,6 and 12 hour fluxes over 48 hours. The red, filled-in markers represent significant 
coefficients (p<0.05). 
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Figure 9 Hydrostatic pressure, water level and atmospheric pressure were strongly autoregressive over a period of 48 
hours.  
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Figure 10  Multiresolution analysis of 25m trap data using the Haar wavelet. The thick red lines/ dots indicate significant 
events at each scale. The sum of details at all scales with the smoothed signal at 85 hours add up to the original signal. 
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Figure 11  Multiresolution analysis of 13m trap data using the Haar wavelet. The thick red lines/red dots indicate 
significant events at each scale. The 13m trap was not functioning between Oct 31
st
-November 9
th
.  
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Figure 12(a) Wavelet details at scale 8 (11.6 hour) at the 9m(A) site plotted against hydrostatic pressure. The thick dark lines 
show hydrostatic pressures during bubbling events. The dashed line marks the threshold at which 70% of the bubbling events 
(at the 21.3 hour scale) are triggered. The green circles indicate the onset of bubbling events (i.e. unique events separated by 
more than 1 day), while the red squares mark the end of the event. 
!!
!
"
#
!
 
Figure 12(b) Wavelet details at scale 5 (1.3 hours) at the 9m(A) site plotted against hydrostatic pressure. See Figure 12(a) for 
information on plot symbols. The bubbling events indicated in Figure 12(a) comprise bubble bursts shown in this figure. 
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Figure 13(a) Wavelet details at scale 8 (11.6 hours) at the 25m site plotted against hydrostatic pressure. See Figure 12(a) for 
information on plot symbols. 
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Figure 13(b) Wavelet details at scale 5 (1.3 hours) at the 25m site plotted against hydrostatic pressure. See Figure 12(a) for 
information on plot symbols. The bubbling events indicated in Figure 13(a) comprise bubble bursts shown in this figure. 
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Figure 14 No periodicity could be identified from the wavelet variance of the 25m trap computed from scale 1 (5 minutes) 
to scale 14 (28 days). The dotted lines represent the confidence intervals for the variance. 
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Figure 15 Atmospheric pressure, water level and their sum, i.e. hydrostatic pressure at the Upper Mystic lake 
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Appendix for Chapter 3 
Figure 1 – Multi-resolution analysis of remaining traps (9m(A), 9m(B), 19m, 22m, 23m) 
Figure 2 – Comparison of wavelet details at 11.6 hour and 1.3 hour scales against hydrostatic 
pressure for remaining traps (9m(B), 13m, 19m, 22m, 23m)
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Chapter 4:  Methane export from a eutrophic, temperate, 
freshwater lake 
1. INTRODUCTION 
Recent studies have found that atmospheric methane emissions from freshwater lakes 
have been underestimated in the past (Bastviken et al. 2004, Walter et al. 2007). Methane 
produced in lakes is released to the atmosphere through ebullition, diffusion through the air-
water interface at the lake surface, and transport through emergent vegetation (Rudd and Taylor 
1980). Of these, bubbling is typically the dominant pathway for export (e.g. Casper et al. 2000, 
Walter et al. 2006), but it has not been well quantified due to the difficulty in measuring its 
spatial and temporal heterogeneity. Prior estimates of methane bubbling from lakes have 
typically been based on a limited set of measurements conducted over short periods (e.g. 
Bastviken et al. 2004, Keller and Stallard 1994). Many studies that measured the sum of 
diffusive and ebullitive fluxes used floating chambers at the lake surface, and had to separate the 
fluxes by further analysis (e.g. Miller and Oremland 1988, Smith and Lewis 1992).  
The main objective of this paper is to quantify methane emissions to the atmosphere from 
a small, seasonally stratified, eutrophic temperate lake situated in an urban watershed. Methane 
bubbling and air-water exchange were monitored for 13 months over two years at the Upper 
Mystic Lake in Woburn, Massachusetts. In particular, intensive measurements of ebullition were 
conducted in order to account for its temporal and spatial variation. This study did not consider 
efflux from emergent aquatic vegetation, which were a negligible part of the total lake surface. 
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2. METHODS  
2.1 Study site 
The Upper Mystic Lake (UML) is a eutrophic, dimictic, kettlehole lake situated in eastern 
Massachusetts, north of Boston. It has a total surface area of 0.58 km
2
, and a total volume of 6.8 
million m
3
. The maximum depth at the center is 25 m; the average depth of the lake is 15 m, with 
sharp gradations present near the edges. A spillway at the southern end limits the maximum 
water level at the lake. 
The lake typically stratifies into two layers in early summer around May, and this effect 
intensifies through the summer and fall (Figure 1). The temperatures near the sediments are at 
~4
o
C for most of the year. Vertical turnover occurs around November or December, which 
typically results in a uniformly oxygenated isothermal water column (Aurilio et al. 1994, 
Spliethoff 1995). The lake freezes during the winter, when it stratifies again. Ice melt followed 
by spring overturn generally occurs between mid and late March.  
High methane concentrations are typically present in the hypolimnion and sediments of 
the UML. The dissolved methane content in the hypolimion was previously measured to increase 
steadily from ~200 µM in August to ~700 µM in November (Peterson 2005). The average 
porewater concentration of methane in a 1 m long freeze core collected on September 2008 from 
a site 20 m deep was 4±0.8 mM (methods and results presented in Chapter 5). 
The organic matter content of the top meter of the sediments is between 20 and 40% of 
dry weight (Spliethoff and Hemond 1996, Chapter 5). The lake is also nitrogen rich; nitrate 
concentrations of up to 150 !M and ammonium concentrations of up to 400 !M in the 
hypolimnion have been previously reported (Peterson 2005, Senn 2001).  
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2.2 Ebullition flux measurements 
Bubbling fluxes were measured by means of submerged funnel traps, which are described 
in detail in Chapter 2. Briefly, a trap contains a 0.5 m diameter cone linked to a transparent PVC 
pipe that functions as a gas collection chamber. Gas can be withdrawn from the trap using 
syringes through a valve at the top of the pipe. The volume of gas can be manually measured by 
either reading the height of the gas column in the transparent pipe, which was marked in 1 cm 
intervals, or from the total volume of gas collected in the syringes. Both measurements were 
collected during field sampling, and the results were averaged. The traps were attached to floats 
and were suspended at depths of ~ 1 m from the water surface.  
In 2007, eleven traps were deployed from mid July-November (Figure 2(a)). The traps 
were manually sampled once every 3 to 14 days until Nov 30
th
. Seven traps were left at the lake 
over the winter; however only two were found in position after ice-melt the following April, 
while the remaining five traps were found stranded on the shore. In 2008, weekly manual 
sampling was conducted from April to November. The locations of the traps were the same as in 
2007, excepting for the 23 m and 25 m sites (Figure 2(b)). Two additional traps were deployed in 
September ~15 to 30 m from the original 9 m site.  
From June to December 2008, several traps were equipped with pressure sensors that 
could automatically measure the volume of gas collected. With these devices, bubbling fluxes, 
along with hydrostatic pressure at the lake, were measured at a resolution of 5-10 minutes. The 
data recorded by the automated traps and their analyses using statistical and wavelet methods are 
presented in Chapter 3. 
Volumetric trap fluxes (ml.m
-2
.d
-1
) were calculated by dividing the total volume of gas 
accumulated in the trap by the cone base area (0.2 m
2
) and the sampling time interval. The lake 
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surface was divided into polygons that were graphically determined such that each point on the 
surface was represented by the trap closest to it. Total ebullition flux from the lake was 
calculated by multiplying individual trap fluxes by the fraction of the lake surface represented by 
their corresponding polygons. Six different polygon configurations were used to account for 
different trap deployment times over the two years (e.g. Figure 3, Appendix Table 2). However, 
there were times when some trap data were unavailable because the traps had been removed 
briefly for maintenance, or had moved due to possible storm or human activity, or because 
samples had been compromised during collection.  These occasions occurred for 25 out of a total 
of 611 individual trap measurements; in these cases fluxes for the corresponding polygons were 
estimated using flux density data from the adjacent polygon that best matched their previous 
bubbling patterns. 
2.3 Bubble gas concentration measurements 
Gas samples collected in syringes were stored underwater, and analysis commenced 
within 24-48 hours of collection. Laboratory tests of samples and standards stored underwater in 
glass syringes showed ~1-3% leakage after 7 days. Methane content was measured using a flame 
ionization detector gas chromatograph (Perkin Elmer 3920B) fitted with a 6-foot long, 1/8” 
diameter molecular sieve 5A packed column. Helium was used as a carrier gas; from August 
2008 experiments were done with a carrier flow rate of 20-25 ml/min and a column temperature 
of 120
o
C. Prior to August 2008, the carrier flow rate was ~30 or 35 ml/min at corresponding 
column temperatures of 90 or 60
o
C. Calibration was done independently for each experiment 
using 19.04% (from Aug 2008) and 100% CH4 standards (Airgas). FID peak heights were 
recorded with a strip chart recorder (Perkin Elmer 056).  
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Methane, oxygen, nitrogen and carbon dioxide were also measured simultaneously using 
a thermal conductivity detector gas chromatograph (F&M Scientific Corporation, Avondale, PA) 
containing a 6-foot long, 1/8” diameter molecular sieve 5A and 5-foot long, 1/8” diameter 
Hayesep-C packed columns. Helium was used as a carrier at a flow rate of 15-20 ml/min for the 
former and 45-60 ml/min for the latter column; both columns were used at room temperatures. In 
2007 peak heights were recorded using a chart recorder (Perkin Elmer 056), and in 2008 peak 
areas were quantified using an integrator (Hewlett-Packard, HP3394A). Oxygen and nitrogen 
were calibrated with ambient air, while CO2 was calibrated using a 1% standard (Scotty 
Transportables). Starting Aug 2008, a 20.16% standard (Airgas) was also used for nitrogen 
calibration, and a 5% standard (Matheson Portables) was used for oxygen calibration. The 
additional standards were used to verify the accuracy of calibrations, and fit well to the previous 
instrument calibration curves. Calibrations were done independently for each experiment to 
account for the differences in experimental settings.  
Only FID methane values were used due to their higher precision when compared with 
the methane measurements made on the TCD gas chromatograph. Nitrogen content was then 
determined by difference by assuming that bubbles only consisted of oxygen, nitrogen and 
methane; the TCD results were used as confirmatory evidence of the calculated nitrogen values.  
2.4 Dissolved gas concentration measurements  
Dissolved gas samples were collected approximately once a month using a slightly 
modified version of a sampling device described in Peterson (2005). The apparatus consisted of a 
50 ml gas-tight glass syringe fitted with a plastic Luer-lok! valve into which sample is drawn. 
This sampling system preserved anoxia and minimized losses caused due to depressurization of 
gases while bringing the sample to the surface. The syringe barrel was clamped to a second 50 
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ml syringe filled with water that was connected via tubing to a peristaltic pump operated from 
the boat, and served as a hydraulic operator.  
Sample syringes were prefilled with 2-4 ml of milli-Q water to completely flush out air 
from the syringe tip and luer lock valve. This also served to wet the syringe plunger to ensure 
smooth motion during sample collection as well as prevent gas leakage. The luer lock valves 
were washed thoroughly and dried in a chemical hood for several days before sampling to purge 
methane that could possibly have been trapped in the valve. Samples were stored underwater in 
ice to limit losses caused due to leakage and methane oxidation. Samples were acidified to pH 2 
for preservation immediately after return to the laboratory, and were analyzed within 24-48 hours 
of sampling. 
The analysis was done using a routine headspace equilibration with helium (Swinnerton 
et al. 1962, Kampbell and Vandegrift 1998). Methane partitioned into the headspace was 
analyzed with an FID gas chromatograph using the same procedure followed for bubble gas 
analysis. Standards of 100 ppm, 500 or 1000 ppm, and 1% or 4% methane (Scotty 
Transportables and Matheson Trigas Portables) were used to calibrate for different concentration 
ranges. Sample volumes were measured from the difference between the weights of sample 
syringes and empty syringes; volume readings from the syringe barrels were 1-2 ml lower than 
the volumes measured by weight. It was assumed that the weighed volumes were more accurate, 
since the 50 ml syringes only had 2 ml graduations. The difference between the two water 
volume measurements was also applied to headspace volumes. 
Dissolved gas concentrations (Cw in !M) were calculated as:  
! 
C
w
= P
V
a
V
w
RT
+K
H
" 
# 
$ 
% 
& 
' *10
6 
(1) 
!!
!
"#$!
where P = Partial pressure of methane in syringe headspace (atm) as measured from the FID 
peak heights 
Va = Headspace volume (ml) 
Vw = Sample volume (ml) 
R = 0.0821 L.atm.mol
-1
K
-1
 
KH = Henry's constant at 25
o
C = 0.00129 M.atm
-1 
(Morel and Hering 1993) 
T = Laboratory temperature (K) 
The analysis errors in dissolved gas concentrations were calculated by including the 
standard errors from the multiple GC injections, errors in measurement of headspace and water 
volumes, as well as the standard errors of duplicate samples. In 2008, laboratory pressures and 
temperatures were measured at the time the experiments were conducted. Lab temperatures were 
not constant during the course of an experiment and could vary from anywhere between 21 and 
25
o
C. All concentrations were calculated at 25
o
C; the error in concentrations that might result 
from assuming this temperature would be less than 2%. Measured atmospheric pressures were 
used to calculate concentrations in 2008. 2007 concentrations were calculated using 1 atm 
pressure; the possible error from using this value is approximately 1%. 
2.5 Surface air-water gas exchange calculations 
Air water exchange fluxes at the lake water surface (Fa/w) were calculated using the 
dissolved gas concentrations at the surface (Cw0) as: 
! 
F
a /w
= k(C
w0
" p
a
K
H
) ~ kC
w0
 (2) 
where pa= concentration of methane in the atmosphere (1.8 ppm), and 
k is a “piston velocity” that is calculated by combining equations from Jahne et al. (1987) and 
Kanwisher (1963) as: 
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(3) 
where Sc(T) is the Schmidt number for methane at surface water temperature T  
u10 = wind speed (m/s) at 10 m above the lake surface 
a = -2/3 for u10<5 m/s, a= -! for u10 " 5 m/s  
Daily averaged wind data for the two-year period was obtained from a weather station 
that was approximately a mile from the lake (Turkey Hill, Arlington Heights).  The data was 
compared to wind speeds measured on 36 days in 2008 at 1 m above the lake surface using an 
anemometer (Model no. 034B, Met One Instruments) installed on a buoy attached to a datalogger 
(Campbell, CR 10). Wind speeds at the UML were estimated from the weather station data as 
(R
2
=0.7):  
! 
u
UML ,1m
(m /s) = u
station
(m /s)+0.5 (4) 
Wind speed from the lake surface was converted to wind speed at 10 m using the 
following equation from Mackay and Yeun (1983). 
 
(5) 
 
2.6 Other measurements 
Particulate organic matter deposition was measured at five locations (9m(A), 12m, 13m, 
22m, 23m sites) using sediment traps suspended near the lake bottom. The traps were 
constructed as described in Benoit and Hemond (1990). Briefly the traps consisted of a ~10 cm 
diameter PVC pipe attached to a funnel. The pipe was tightly filled was filled with ~10 cm long 
plastic drinking straws that were held in place by friction. A 100 ml Nalgene bottle, which could 
be screwed on to a cap that was glued to the bottom of the funnel, was used to collect settling 
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organic matter. Particulate matter harvested from the trap was analyzed using the loss on ignition 
method. Samples were filtered onto a glass fiber filter (VWR Scientific), dried at 60
o
C for 24 
hours and combusted at 375
o
C in the presence of air for 24 hours. POM content (as % dry 
weight) was calculated as the difference between the post-combustion weight and the dry weight. 
Temperature, dissolved oxygen, pH and conductivity profiles of the lake were collected 
using submersible Hydrolab MiniSonde probes, as outlined in Chapter 5. The electrodes were 
calibrated using standard solutions within 24 hours prior to field measurement.  
Hydrostatic pressure was calculated as the sum of average daily atmospheric pressures 
obtained from the Turkey Hill weather station and interpolated lake water levels (water level 
sampling interval ~ 3-14 days). Water depths at trap sites were measured in both years using an 
acoustic depth finder. 
3. RESULTS 
Considerable spatial and temporal variation in ebullition fluxes was observed, both in 
2007 and in 2008 (Figure 4). Ebullition fluxes at different sites ranged from 0 to 228 ml.m
-2
.d
-1
 
in 2007, and from 0 to 253 ml.m
-2
.d
-1
 in 2008 (Table 1, Appendix Table 3). Fluxes measured in 
2008 were smaller than those in 2007 by about a factor of 2 (Figure 5). Long-term average fluxes 
at sites located very close to each other (9m(A), (B) and (C)) were similar for their common 
period of deployment (Sep-Dec 2008); however the timing of large bubble episodes varied 
considerably between the three sites (Table 2).  
In 2007, more bubbling was seen in mid July-September than in October and November. 
However, this trend was not repeated in 2008, where fluxes peaked in October. Winter fluxes 
were only measured at three deep sites in 2007 and were small (1 to 6 ml.m
-2
.d
-1
). Flux errors 
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were calculated from the standard deviation (1!) of volume readings obtained from the syringe 
and pipe measurements, and were small (0 to 10 ml.m
-2
.d
-1
). 
The composition of collected varied spatially and temporally, with higher methane 
concentrations being present at locations having higher fluxes (Table 1, Figure 6). The bubbles 
mainly consisted of methane and nitrogen; a small amount of oxygen was also present, while 
carbon dioxide concentrations were below detection limits (<<1%) (Figure 7). The mixing ratio 
of methane in the trapped gas ranged from ~ 30% to 90% (Appendix Table 4). Calculated errors 
ranged from 1 to 3% methane, and include standard errors from syringe replicates as well as 
from multiple GC injections. Oxygen concentrations of most samples varied from 0.2 to ~ 5% 
(Appendix Table 5).  
The measured gas concentrations are similar to previous observations of bubble gas 
content in freshwater lakes (e.g. Casper et al. 2000, Keller and Stallard 1994). In addition, the 
oxygen values were compared to the results obtained from the SiBu-GUI bubble dissolution 
model (Greinert and McGinnis 2009, McGinnis et al. 2006) that was used as described in 
Chapter 5 (Section 5.3) to estimate the extent of gas diffused across the air-water interface of a 
single bubble rising through the water column. The model was used for typical bubble radii of 1-
5 mm, as is observed in other aquatic systems (Ostrovsky et al. 2008, Rehder et al. 2002). Other 
inputs to the model included an initial gas composition of 100% methane, a bubble release depth 
of 20 m, and the actual temperature and dissolved gas profiles from the UML in September 2008 
(Figures 1(b) and 8(b)). The observed oxygen concentrations were generally consistent with the 
values predicted by the model (Table 3); however at times the observed concentrations were 
slightly lower (by ~1-2%) than the model results.  
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Volumetric bubbling fluxes were multiplied by the methane content of each sample for 
the corresponding time period to obtain an estimate for the methane bubbling flux density for 
each individual trap measurement (Appendix Table 6). This varied from 0 to 8.6 mmol CH4.m
-
2
.d
-1
 over the two years for the different sites (Table 1). The site-specific average gas content was 
used for dates when bubble composition data were not available, which includes 13 occasions 
where samples were compromised due to mishandling of the syringes or traps during field 
collection or transport. Methane concentrations measured on samples obtained when the traps 
were over-full were discarded due to the possibility of excessive methane diffusion into the water 
column. The oxygen content of the compromised and over-full samples was often high (~5-
20%), indicating contamination by air. The gas content of samples less than 3 ml was also not 
used, since these samples could not be run on the TCD to measure the oxygen values to test for 
leakage. These substitutions would not have affected total flux estimates, which were found to be 
insensitive to small differences (at least 5%) in methane content. Syringes that had significantly 
higher oxygen values (by ~2% or more) as well as lower methane values (by ~5% or more) 
compared to replicates were presumed to have been subject to leakage and were discarded from 
analysis. 
The total ebullition between sampling dates was calculated by multiplying the methane 
flux at each site by its representative polygon area and the length of the sampling interval. This 
was divided by the total period of measurement (134 days in 2007 and 229 days in 2008) to 
estimate season-long ebullition fluxes from the UML, which were 0.8±0.1 mmol CH4.m
-2
.d
-1
 
from mid-July to November 2007 and 0.5±0.02 mmol CH4.m
-2
.d
-1
 from April to November 2008. 
This amounts to a lakewide ebullitive release of ~8 kg/d in 2007 and ~4.5 kg/d in 2008. 
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Calculated methane flux errors were usually between 0 and 0.2 mmol CH4.m
-2
.d
-1
, and only 
included errors from volume readings and methane content measurements.  
Methane concentrations in the hypolimnion steadily increased over the summer and fall 
(Figure 8, Tables 1 and 2 in Chapter 5). Epilimnion concentrations were one to two orders of 
magnitude smaller (inset, Figure 8), but were always supersaturated with respect to atmospheric 
concentrations. Concentrations in the upper mixed layer slowly increased from April to October 
but decreased in November. The average diffusive flux across the air-water interface was 0.3±0.1 
mmol CH4.m
-2
.d
-1
 for July-November 2007 and 0.2±0.1 mmol CH4.m
-2
.d
-1
 for April-November 
2008 (Table 4). It is unlikely that diffusive fluxes were higher than the calculated values during 
periods between sample collections prior to fall turnover, since surface concentrations changed 
slowly for the entire period of measurement and wind speeds were not highly variable. The 
average estimated wind speed at the UML was 1.5 ± 0.5 m/s (1!) from April to November 2008, 
and was 1.2 ± 0.4 m/s from July to November 2007. 
4. DISCUSSION 
4.1 Temporal variability in ebullition fluxes 
Bubbling occurred in a highly episodic manner in both 2007 and 2008. The automated 
trap data collected from August to November 2008 showed that synchronous lake-wide 
ebullition episodes were triggered when hydrostatic pressures fell below a site-dependent 
threshold (Chapter 3). An examination of the low-resolution manual flux measurements shows 
that high ebullition fluxes also occurred during two periods of notably low hydrostatic pressure 
during 2007 (Figure 9(a)). No particular seasonal trend was detected for either year (Figure 9). 
Winter fluxes were low in 2007 for three sites (20 m, 22 m and 23 m) that had been 
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representative of the average bubbling at the lake during summer and fall. However, these fluxes 
could have been significantly underestimated as they were based on only one observation in each 
of three traps.  
Ebullition fluxes in 2007 were about 2 times larger than in 2008. It is unlikely that the 
observed variation could be caused due to slight differences in mooring location between years 
or trap movement around the buoy watch circle (circle radius ! lake depth at site), except 
possibly at the 23 m and 25 m sites that were at locations ~70 m apart over the two years. The 
spatial variation expected around a watch circle was tested using three traps at the 9 m location 
situated about 15-30 m apart from each other; these had similar average bubbling fluxes over 
three months (Table 2). Moreover, the spatial patterns of ebullition are similar across both years; 
sites that bubbled the most in 2007 also had high fluxes in 2008 and vice versa.  
 Lower lake water levels in 2007 might have caused the higher bubbling fluxes observed 
in that year, as compared to 2008 (Figure 10). Due to the loss of an absolute reference, there 
could have been as much as 10 cm uncertainty between the water levels measured in 2007 and 
2008. However, even with this possible error, there were clearly two periods in 2007 (Aug 7
th
 – 
Sep 9
th
, Sep 13
th
 – Oct 13
th
), where the water level was low relative to the season average, as 
well as being ~10 to 20 cm lower than the lowest water levels of 2008. The Turkey Hill weather 
data also show that precipitation between August-October was ~7 times lower in 2007 than in 
2008. Approximately 70% of the ebullition between July and November 2007 occurred during 
these periods (Figure 9(a)), which could account for the large difference in fluxes between the 
two years. Similar inter-annual variations in ebullition were observed when the level of L. 
Kinneret dropped by 1-2m (Eckert and Conrad 2007). 
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While changes in methanogenesis rates might also have caused bubbling fluxes to vary 
between the two years, it seems unlikely that this could cause a factor of 2 difference in 
bubbling. The bottom waters of the UML were at nearly constant temperature and were anoxic 
for most of the year. The organic matter content of the sediments was high, and hence 
methanogenesis would probably not have been limited by substrate availability. The extent of the 
sediment reservoir is estimated in Section 6.4 of Chapter 5; given the concentrations of methane 
measured in the top 1 m of the UML porewaters (~ 4mM), it was found that it would take ~1000 
to 3000 days to exhaust the reservoir. This indicates that the sediment storage in the UML is 
potentially large enough to support the observed factor of 2 differences in bubbling. The large 
year-to-year variability also highlights the need for continuous, long-term monitoring of 
ebullition fluxes at similar field sites. 
4.2 Spatial variation in ebullition fluxes 
The reasons for the observed spatial variations are unclear. Previous studies have found 
that fluxes could be correlated either positively or negatively with the depth of the water column 
at the trap site (e.g. Casper et al. 2000, Keller and Stallard 1994, Walter et al. 2006). No strong 
pattern emerged between bubbling fluxes and lake depth or particulate organic matter (POM) 
deposition rates at the UML trap locations (Appendix Figure 1). However, in general, the deep, 
central locations tended to bubble more than the shallow sites near the shore; the exceptions to 
this were the 9 m and 13 m sites that were located near the river inflow at the northern end of the 
lake. The lack of correlations with depth or POM fluxes might not be significant, given the 
limited number of bubble and sediment traps that were deployed. It is also possible that the 
observed spatial variation was a result of the differences in organic matter accumulation rates 
caused due to bathymetry and water currents. The sites with the lowest fluxes were typically 
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located near the shore, where the slope of the lake bottom was relatively high. Settling organic 
matter at these sites may have had a greater tendency to be resuspended and transported to 
deeper locations. 
4.3 Variations in bubble gas content 
Methane concentrations in trapped gas were strongly correlated with long-term average 
bubbling fluxes at the different locations (Figure 6). Thus, nitrogen concentrations were 
negatively correlated with average fluxes, since the bubbles mainly consisted of methane and 
nitrogen. Chanton et al. (1989) also observed an inverse relationship between the nitrogen 
content of bubbles and ebullition fluxes at the White Oak River estuary, North Carolina, and 
proposed that this was a result of bubble stripping of porewater nitrogen, assuming that the 
bubbles were at equilibrium with the sediment porewaters. However, seasonal variations in 
nitrogen concentrations were also observed at the White Oak River, and it was hypothesized that 
such changes occurred due to the replenishment of nitrogen in the sediments by molecular 
diffusion.  
At the UML, trapped gas compositions appeared to vary temporally, and could 
significantly change within a few weeks (Figure 11). However, it is possible that some of this 
variation was caused due to leakage of air into the syringes. While the typical oxygen content of 
trap samples was around 0.5-2%, measured oxygen concentrations could at times could be as 
high as 5-10%. If the oxygen in the sample were a result of air leakage, then the methane 
concentrations would be low due to the additional nitrogen present in the sample. Some gas 
might also have diffused across the air-water interface in between trap samplings (based on the 
leak test described in Section 3.4 in Chapter 2), and this possibility needs further investigation. 
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However, variations of ~10-40% methane occurred within a period of 1-2 weeks for 
several samples where the oxygen concentrations were < 1% (Figure 11). Based on the oxygen 
content, the maximum possible magnitude of error in the methane mixing ratio due to leakage in 
this subset of samples is less than 5%, and thus cannot wholly account for the observed variation 
in bubble methane concentrations. Another possible explanation is that the temporal changes in 
methane content of bubbles intercepted by the traps were actually caused due to trap movements 
in their watch circles. However, it seems unlikely that this would result in large differences in 
methane content, given that the long-term average concentrations at sites located close to each 
other (e.g. the 9m traps, and the deep traps) varied by ~5-20%.  
It is also unlikely that short-term temporal variations in porewater nitrogen can occur at 
the relevant time scale of 1-2 weeks. The amount of nitrogen produced through denitrification is 
relatively small, given that observed nitrate concentrations in the UML were in the vicinity of 
150 µM. Even if one assumes that all 150µM of nitrate was involved in near-instantaneous 
denitrification, it would result in a negligible 0.1 atm increase in the partial pressure of nitrogen. 
Alternatively, if porewater nitrogen were to be replenished by sediment-water exchange, then it 
would take approximately 7-8 months for the nitrogen from the water column to diffuse through, 
for example, a path length of 20 cm in the sediments.  
An alternate hypothesis is that short-term changes in gas content are caused due to 
variations in travel times of bubbles rising in the water, leading to different rates of methane 
dissolution into the water column. The SiBu-GUI model indicates that significant amounts of 
oxygen and nitrogen could actually be present in the bubbled gas, if bubble radii were less than 2 
mm (Table 3). However, no measurements of bubble sizes at the UML were available to test this 
hypothesis. 
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The gas compositions over a sampling interval are only weakly related to the magnitude 
of ebullition observed during that time. The methane content of the bubbles was significantly 
correlated with the volumetric bubbling fluxes measured in 2008 in 6 out of 8 traps (R
2
=0.2 to 
0.5, p<0.05). However, none of the correlations were significant (i.e. p>0.05), when the fluxes 
were multiplied by the length of the sampling interval. It is possible that diffusive exchange 
between trapped gas and the water column, although small, is a contributing factor in the 
correlations. The relationship between bubble gas content and short-term fluxes needs to be 
further examined, based on the data from the automated traps.  
4.4 Diffusive air-water exchange from the lake surface during fall and spring turnover 
Concentrations of dissolved methane in the hypolimnion were much lower in April ‘08 
than in November ’07; this corresponds to a loss of ~400 kmol (6400 kg) of methane during the 
lake turnover. The fall and spring turnover periods have been previously shown to involve high 
rates of methane oxidation (e.g. Kankaala et al. 2007, Utsumi et al. 1998) or surface air-water 
exchange (Michmerhuizen et al. 1996, Phelps et al. 1998). At the UML, the lowest calculated 
rate of diffusive air-water exchange of methane for the entire measurement period was observed 
in November 2007 and 2008 during the approach to fall turnover. These values were small due to 
low methane concentrations in the surface water. Despite the rapid erosion of the thermocline 
and oxycline in the last 2 weeks of November 2007 (Figure 1), the surface water methane 
concentration measured on November 14
th
 2007 was only 0.2 µM, and was similar to that 
measured on November 30
th
 2007 (0.3 µM). The average wind speed in November 2007 (1.4 ± 
0.6 m/s) was close to the average wind speed for the rest of the measurement period.  
A decrease of approximately 50 (±30) kmol of methane occurred between November 14
th
 
and November 30
th
; however a significant amount of methane was still dissolved in the 
!!
!
"#$!
hypolimnion on November 30
th
 2007 (~630 kmol, Figure 8(a)). The possibility that a large pulse 
of methane could have been released to the atmosphere after the last sampling date in 2007s, 
prior to freezing of the lake surface, cannot be ruled out. While ice cover probably prevented air-
water exchange for ~3 months of the year following the fall turnover, some methane present in 
the hypolimnion could also have been released to the atmosphere during the period after ice melt 
during spring overturn.  
5. SUMMARY AND CONCLUSIONS 
The sum of diffusive and ebullitive fluxes at the UML was 1.1 ± 0.1 mmol CH4.m
-2
.d
-1
 in 
2007 and 0.7 ± 0.1 mmol CH4.m
-2
.d
-1
 during the sampling period of 2008. Thus ~6 to 11 kg/d of 
methane was released to the atmosphere from the Upper Mystic Lake during the study periods of 
2007 and 2008. Of this, approximately 70% of the methane escaped through ebullition (Table 5). 
By contrast, the decrease in methane storage in the water column during late fall and winter is 
about 2-3 times greater than the measured annual release through ebullition and diffusion across 
the air-water interface. Thus the fall and spring turnovers could potentially be important periods 
of additional methane export to the atmosphere, if the hypolimnetic methane was lost by 
diffusion across the lake surface. However, the surface water concentrations of methane did not 
increased in November, suggesting that oxidation within the lake could account for much of this 
decrease in methane storage. 
The total methane fluxes from the UML appear to be modest in comparison to emissions 
from other freshwater lakes (Table 6). However, several of these studies either involved 24-hour 
deployments of flux chambers conducted during summer and fall, or deployed very few traps; 
hence there could be significant error in the estimates of ebullition from their field sites. For 
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example, peak fluxes at the UML (~ 3-5 mmol CH4.m
-2
.d
-1
) are similar to those observed during 
the 24 hour deployments at L. Priest Pot or L. Gatun (~3-12 mmol CH4.m
-2
.d
-1
) (Casper et al. 
2000, Keller and Stallard 1994). However, average fluxes were about an order of magnitude 
smaller than the peak daily fluxes. It is thus critical to monitor fluxes with a long-term and 
spatially dense measurement scheme to improve estimates of methane emissions from freshwater 
lakes. 
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6. TABLES 
 
Table 1 – Summary of bubbling 2007 and 2008 at the UML 
Table 2 – Spatial and temporal variation in fluxes at three traps located close to each other (at 
the 9m locations) 
Table 3 – Final gas concentrations in a pure methane bubble rising through a 20 m water 
column, as predicted by the SiBu-GUI model 
Table 4 – Methane diffused across the air-water interface at the lake surface in 2007 and 2008 
Table 5 – Comparison of methane bubbling and air-water diffusive fluxes at the UML 
Table 6 – Methane export from other freshwater lakes 
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TABLE 1 (a) Summary of bubbling in 2007. The methane content errors shown are 
standard deviations from temporal variations, and are not analytical errors. 
 
Trap 
Name 
Depth 
at site 
(m) 
Sampling Period 
(2007) 
Average flux 
[Flux Range]  
(ml.m
-2
.d
-1
) 
Methane 
content 
(%)  
Methane bubbled 
[Flux Range]   
(mmol CH4.m
-2
.d
-1
) 
6m 6.7 Jul 19-Nov 30 9 [0 to 47] 39 ± 8 0.2 [0.0 to 0.7] 
9m(A) 8.5 Jul 19-Nov 30 62 [0 to 210] 75 ± 15 2.0 [0.0 to 6.6] 
10m 9.4 Aug 16-Nov 30 4 [0 to 35] 41 ± 0 0.0 [0.0 to 0.3] 
12m 12.8 Aug 16-Nov 30 1 [0 to 1] 22 ± 0 0.0 [0.0 to 0.0] 
13m 11.6 Jul 19-Nov 14 36 [0 to 133] 62 ± 6 0.9 [0.0 to 3.7] 
15m 12.8 Jul 19-Nov 30 2 [0 to 19] 43 ± 6 0.0 [0.0 to 0.4] 
19m 19.8 Aug 17-Nov 30 34 [0 to 122] 64 ± 9 1.0 [0.0 to 3.5] 
20m ~20 Jul 19-Apr 5 ‘08 29 [0 to 201] 63 ± 9 0.8 [0.0 to 5.2] 
22m 21.6 Jul 19- Apr 5 ‘08 54 [1 to 228] 66 ± 7 1.5 [0.0 to 6.3] 
23m 23.2 Aug 16-Apr 5 ‘08 61 [5 to 210] 65 ± 21 1.8 [0.0 to 6.6] 
25m 24.7 Aug 16-Nov 30 43 [1 to 149] 74 ± 6 1.4 [0.0 to 4.8] 
 
 
TABLE 1 (b) Summary of bubbling in 2008.  
 
Trap 
Name 
Depth 
at site 
(m) 
Sampling Period 
(2008) 
Average flux 
[Flux Range]  
(ml.m
-2
.d
-1
) 
Methane 
content 
(%) 
Methane 
released (mmol 
CH4.m
-2
.d
-1
) 
6m 6.5 May 11-Jun 5 
Aug 5-Nov 9 4 [0 to 21] 38 ± 7 0.1 [0.0 to 0.4] 
9m(A) 8.8 May 11-Dec 1 28 [0 to 188] 69 ± 14 0.8 [0.0 to 5.4] 
9m(B) 8.4 Sep 8-Dec 1 50 [6 to 167] 62 ± 16 1.5 [0.1 to 6.2] 
9m(C) 6.9 Sep 8-Dec 1 39 [0 to 253] 81 ± 7 1.3 [0.0 to 8.6] 
10m 7.1 Jul 2 – Nov 9 0 [0 to 3] Non detect 0.0 [0.0 to 0.0] 
12m 13.3 Jun 12-Nov 14 2 [0 to 11] 46 ± 1 0.0 [0.0 to 0.2] 
13m 10.4 May 11-Dec 1 23 [0 to 71] 56 ± 9 0.6 [0.0 to 1.9] 
15m 15.8 Jun 12-Nov 14 2 [0 to 10] 49 ± 7 0.0 [0.0 to 0.2] 
19m 21.3 May 23-Nov 14 12 [1 to 53] 67 ± 11 0.4 [0.0 to 1.7] 
20m 20.3 Winter-Apr 22 
Jul 30-Nov 14 10 [0 to 42] 62 ± 7 0.3 [0.0 to 1.1] 
22m 23.4 Winter-Apr 22 
Jun 19-Dec 1 14 [0 to 67] 63 ± 15 0.4 [0.0 to 2.1] 
23m 22.9 Winter-Dec1 19 [0 to 89] 65 ± 12 0.6 [0.0 to 3.0] 
25m 25.0 Apr 5-Dec 1 24 [0 to 118] 71 ± 8 0.7 [0.0 to 3.7] 
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Table 2 Average fluxes (ml.m
-2
.d
-1
) at 3 sites located ~ 15-30 m away from each other 
were similar over a 3 month period (in 2008), even though the timing of episodes varied 
across sites. Flux measurement errors are negligible and are not shown. 
 
Trap 
Name Sep 8 
Sep 
13 Sep 19 Sep 22 
Sep 
25 Oct 2 Oct 8 
Oct 
13 
Oct 
15 Oct 23 Oct 31 Nov 9 
Nov 
14 Dec 1 Average 
9m(A) 5 42 11 43 15 188 25 30 40 39 108 37 30 48 47 
9m(B) 6 17 8 167 38 33 13 22 30 124 123 44 12 59 50 
9m(C) 2 41 253 23 0 87 60 34 9 9 11 18 0 4 39 
 
 
Table 3 Predicted final gas compositions of a single pure methane bubble rising 
through 20 m of water, as predicted by the SiBu-GUI model. Temperature and dissolved 
gas conditions used were from September 2008 in the UML. 
 
Bubble Radius Methane (%) Nitrogen (%) Oxygen (%) 
1 mm 5.1 81.9 12.1 
2 mm 62.2 32.8 4.2 
3 mm 80.3 16.9 2.3 
4 mm 86.6 11.4 1.5 
5 mm 90.2 8.3 1.1 
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Table 4 Methane flux diffused out of the air-water interface from the lake surface 
(mmol CH4.m
-2
.d
-1
) in (a) 2007 and (b) 2008. Flux errors shown were calculated from the 
analytical errors in concentration measurements. 
 
(a) Air water exchange in 2007 
 Average 
concentration 
(uM) 
Average wind 
speed (m/s) 
Average 
temperature 
(C) 
Flux (mmol 
CH4.m
-2
.d
-1
) 
Jul 2 - Aug 2 0.6 ± 0.2 1.6 ± 0.4 25.6 0.4 ± 0.1 
Aug 2 - Aug 17 0.5 ± 0.1 1.5 ± 0.3 27.2 0.3 ± 0.1 
Aug 17 - Sep 23 0.6 ± 0.2 1.8 ± 0.3 23.8 0.4 ± 0.1 
Sep 23 - Oct 15 0.9 ± 0.2 1.6 ± 0.3 20.3 0.4 ± 0.1 
Oct 15 - Nov 14 0.6 ± 0.6 1.8 ± 0.6 15.8 0.3 ± 0.3 
Nov 14 - Nov 30 0.2 ± 0.1 1.8 ± 0.5 11.6 0.1 ± 0.0 
AVERAGE 
(JUL-NOV) 0.6 ± 0.3 1.7 ± 0.4  0.3 ± 0.1 
 
(b) Air water exchange in 2008   
 Average 
concentration 
(uM) 
Average wind 
speed at 1m 
(m/s) 
Average 
temperature 
(C) 
Flux (mmol 
CH4.m
-2
.d
-1
) 
Apr 10 - Jun 12 0.3 ± 0.3 1.7 ± 0.4 17.1 0.1 ± 0.1 
Jun 12 - Jul 16 0.5 ± 0.1 1.4 ± 0.4 27.2 0.3 ± 0.1 
Jul 16 - Aug 13 0.5 ± 0.2 1.3 ± 0.2 26.2 0.3 ± 0.1 
Aug 13 - Sep 13 0.6 ± 0.3 1.3 ± 0.3 23.6 0.3 ± 0.1 
Sep 13 - Oct 13 0.6 ± 0.3 1.3 ± 0.3 19.2 0.2 ± 0.1 
Oct 13 - Nov 9 0.3 ± 0.1 1.6 ± 0.5 13.6 0.1 ± 0.0 
AVERAGE FLUX 
(APR-NOVEMBER) 0.5 ± 0.2 1.4 ± 0.2  0.2 ± 0.1 
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Table 5 Proportion of methane released from the UML through bubbling and diffusive air-
water exchange from the lake surface. 
 
Period (2007) 
Air Water 
Exchange 
(%) 
Bubbling 
(%) 
Aug 2 - Aug 17 44 56 
Aug 17 - Sep 23 20 80 
Sep 23 - Oct 15 36 64 
Oct 15 - Nov 14 55 45 
Nov 14 - Nov 30 22 78 
Aug-Nov 29 71 
 
 
Period (2008) 
Air Water 
Exchange 
(%) 
Bubbling 
(%) 
Apr 10 - Jun 12 20 80 
Jun 12 - Jul 16 58 42 
Jul 16 - Aug 13 46 54 
Aug 13 - Sep 13 42 58 
Sep 13 - Oct 13 38 62 
Oct 13 - Nov 9 14 86 
Apr-Nov 33 67 
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Table 6 Methane fluxes from other freshwater lakes.  
Fsur refers to traps suspended underwater just below the water surface, Fsed to traps near the lake bottom just above the sediments and 
FC to floating flux chambers.      * At location of sampling 
 
Study Lake Sites 
Lake 
area 
(km
2
) 
Max 
Depth 
(m) 
Sampling Dates 
No. of 
stations 
Trap 
Type 
Sampling procedure 
Ebullition 
(mmol 
CH4.m
-2.
d
-1
) 
A/W fluxes 
(mmol 
CH4.m
-2
.d
-1
) 
This study 
Upper Mystic Lake, 
Massachusetts, US 
(eutrophic) 
0.58 25m 
Jul 19 2007-
Nov 30 2008 
6 to 13 Fsur 
Continuous 
measurements once a 
week (3-14 days) till 
Nov. Winter fluxes 
measured w/ n=3 left 
for 4 months 
0.5 to 0.8 0.2 to 0.3 
L. Tube Dispenser 0.11 16.5 Apr 26 2003-
Jun 1 2004 
11 Fsur Year round. 
Continuous daily over 
summer, few hours 
over winter 
4.45 0.21 Walter et al. 
(2006) 
L. Shuchi 0.06 11  14   3.64 0.24 
11 lakes, Wisconsin, 
US 
  Jun-Aug 2001 2 to 15 FC 3-24h measurements. 
Total 242 chambers 
  
L. Brown 0.33 5.5 1-2 times    0.33 0.43 
L. Crampton 0.26 15.2 1-2 times    0.19 0.19 
L. East Long 0.02  1-2 times    0.6 0.35 
L. Hummingbird 0.01 7.6 4-12 times    0.3 0.22 
L. Morris 0.06 6.7 1-2 times    3.7 0.64 
North gate bog .003 8 1-2 times    0.2 0.23 
L. Paul .002  4-12 times    0.6 0.93 
L. Peter .003  4-12 times    1 0.6 
L. Roach .45 10 1-2 times    0 0.15 
L. Tuesday .009 15 1-2 times    0.3 0.87 
Bastviken et al. 
(2004) 
L. Ward .003 8.2 1-2 times    2.3 0.55 
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Study Lake Sites 
Lake 
area 
(km
2
) 
Max 
Depth 
(m) 
Sampling Dates 
No. of 
stations 
Trap 
Type 
Sampling procedure 
Ebullition 
(mmol 
CH4.m
-2.
d
-1
) 
A/W fluxes 
(mmol 
CH4.m
-2
.d
-1
) 
L. Postilampi, 
Finland (eutrophic) 
0.03 4 Jul-Oct 1996, 7 to 8 Fsed, 
Fsur 
 2.6±0.3  
L. Kevaton, Finland 
(eutrophic) 
4.1 10 1997,1998 3 FC  0.28 to 12 (total) 
Huttunen et al. 
(2001), Huttunen 
et al. (2003) 
L. Vehmasjarvi, 
Finland (eutrophic) 
0.41 19 1997, 1998 2 to 3 FC   0.11 to 0.35 (total) 
  
Casper et al. 
(2000) 
L. Priestpot, UK 
(hypereutrophic) 
.01 3.5 Jun-Oct 1997 7 Fsed Duplicate traps left in 
situ for 24 hours, once 
a week 
12.4 0.34 
Nakamura et al. 
(1999)  
L. Kasumigaura, 
Japan (eutrophic) 
168 4* Jul29-Aug 3, 
Aug 24-Sep1 
1993 
1 Fsur Every day 7.4±6.1 0.03 to 1.75 
Addess and Effler 
(1996) 
L. Onondaga, New 
York (alkaline, 
eutrophic) 
12 19 Apr-Oct 1989 1 Fsed, 
Fsur 
Triplicate cones on 16 
occasions, once every 
3 days 
4 2.3 
Keller and 
Stallard (1994) 
L. Gatun, Panama NA 10* Feb-Oct 1988 at 
various sites 
3 to 5 Fsur 15 periods (total 28 
days) lasting 12 - 60 
hrs 
3  
Mattson (1989) L. Mirror, New 
Hampshire 
0.15 11 1987-88 11 Fsed Continuously every 2-
6 days (including some 
winter sites) 
0.09 to .32  ~ 0.1 
Crill et al. (1988) Lago Calado, Brazil 1-2* 7-9* Jul-Sep 1985 1 FC Continuous sampling 
with automated 
chamber 
0.6 to 6 0 to 2.1  
Strayer and 
Tiedje (1978) 
L. Wintergreen, 
Michigan (eutrophic) 
0.15 6 Jun-Oct 1972 & 
1973 
6 Fsed Weekly 23±2 10 to 46 
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7. FIGURES 
 
Figure 1 – State of lake stratification in the UML 
Figure 2 – Trap deployment in 2007 and 2008 
Figure 3 – Polygon areas for the traps deployed during August to November 2007 
Figure 4 – Ebullition fluxes for 2007 and 2008 
Figure 5 – Spatial and inter-annual variation in ebullition fluxes for 2007 and 2008 
Figure 6 – Average flux vs. methane content of bubbled gas at different sites 
Figure 7 – Bubbled gas composition in 2007 and 2008 
Figure 8 – Dissolved methane concentrations in 2007 and 2008 
Figure 9 – Manual ebullition flux measurements versus hydrostatic pressure and water level 
Figure 10 – Lake water levels in 2007 and 2008 
Figure 11 – Temporal variations in methane content  of bubbled gas
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Figure 1 State of lake stratification in (a) 2007 and (b) 2008
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Figure 2  Trap deployment in (a) 2007 and (b) 2008. The locations were the same in both years except at the buoys 
without black dots (also colored pink). Trap names reflect the approximate depth of the water column at the deployment site.
!!
!
"#$!
 
Figure 3 Polygons for calculation of ebullition fluxes from traps deployed between 
August and November 2007 
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Figure 4 (a) Ebullition fluxes with sampled every 3-14 days in from mid July- November 2007  
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Figure 4 (b) Ebullition fluxes with sampled every 7-14 days in from April-November 2008 
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Figure 5  Average ebullition fluxes at various sites in 2007 and 2008. Fluxes in 2008 were approximately half the 2007 
fluxes.
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Figure 6  More methane was present in the bubbled gas at locations with higher fluxes 
in both 2007 (top) and 2008 (bottom). Fluxes and methane content shown are site averages.
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Figure 7(a) – Average gas bubble composition in 2007. Nitrogen values shown above were calculated by difference. The error 
bars reflect temporal variations in gas content; analytical errors are negligible in comparison 
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Figure 7(b) – Average gas bubble composition in 2008. Nitrogen values shown above were calculated by difference. The error 
bars reflect temporal variations in gas content; analytical errors are negligible in comparison 
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Figure 8 (a) Dissolved methane concentrations in the hypolimnion in 2007. Error bars include standard errors from 
duplicates and multiple GC injections. 
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Figure 8 (b) Dissolved methane concentrations increased from April to November 2008 in the hypolimnion. Error bars 
include standard errors from duplicates and multiple GC injections 
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Figure 9(a) Ebullition is triggered during two periods of low hydrostatic pressure (and water level). No seasonal pattern was 
observed between July and November 2007. 
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FIGURE 9 (b) – Ebullition is triggered during periods of low hydrostatic pressure. No seasonal pattern was observed between 
April and November 2008. 
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Figure 10  Lake water levels in 2007 vs. 2008. The uncertainty band in 2007 is due to the loss of an absolute reference. 
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Figure 11  Variation in methane content at some sites in 2008. Errors bars shown only reflect analytical error and 
not possible leakage. The black dots represent the times at which the oxygen content in the sample was < 1%.
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Appendix for Chapter 4 
 
Table 1 - Buoy locations 
Table 2 - Trap polygon areas in 2007 and 2008 
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Figure 1 - POM fluxes vs. depth 
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Table 1 Bubble trap names and locations in 2007 and 2008.  
 
Trap Name Approximate trap location 
6m 42 26.240N, 71 08.880W 
10m 42 26.103N, 71 09.150W 
9m, 9m(A) 42 26.307N, 71 08.908W 
9m(B) 42 26.294N, 71 09.910W 
9m(C) 42 26.305N, 71 08.894W 
13m 42 26.284N, 71 08.974W 
12m 42 26.192N, 71 09.105W 
15m 42 26.158N, 71 08.844W 
20m 42 26.011N, 71 08.991W 
19m 42 26.093N, 71 08.862W 
22m 42 26.014N, 71 08.926W 
23m 42 26.161N, 71 08.998W (2007) 
42 26.171N, 71 09.946W (2008) 
25m 42 26.083N, 71 08.996W (2007) 
42 26 090, 71 08.955W (4/5/08-6/5/08) 
 42 26.095N, 71 08.917W (6/5/08-8/5/08) 
42 26.080, 71 09 000W (8/5/08-end) 
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Table 2(a) Polygon areas, as a fraction of the lake surface, for the different traps in 2007  
 
Jul 19 – Aug 16  Aug 16 – Nov 30 
Buoy name 
Fraction 
Area  Buoy name 
Fraction 
Area 
6m 0.08  6m 0.07 
9m 0.11  9m 0.11 
13m 0.13  10m 0.13 
15m 0.11  12m 0.06 
20m 0.38  13m 0.05 
22m 0.20  15m 0.04 
   23m 0.06 
   25m 0.05 
 
Table 2(b) Polygon areas, as a fraction of the lake surface, for the different traps in 2008. Fluxes measured prior to May 11 
were averaged for extrapolation to the entire lake (i.e. assuming that each trap represented an equal fraction of the lake area) 
 
May 11 - May 23,  
Jun 12 - Jun 19 
May 30 - Jun 12,  
Nov 14 - Dec 1 Jun 19 - Jul 30  Jul 30 - Nov 14 
Buoy Name Fraction Area  
Buoy 
Name 
Fraction 
Area  
Buoy 
Name 
Fraction 
Area  
Buoy 
Name 
Fraction 
Area 
6m 0.08  6m 0.08  9m 0.14  6m 0.06 
9m 0.11  9m 0.11  10m 0.19  9m 0.11 
13m 0.08  13m 0.08  12m 0.07  10m 0.13 
23m 0.10  19m 0.27  13m 0.06  12m 0.07 
25m 0.64  23m 0.10  15m 0.05  13m 0.06 
   25m 0.37  19m 0.06  15m 0.04 
      22m 0.31  19m 0.07 
      23m 0.07  20m 0.20 
      25m 0.05  22m 0.16 
         23m 0.06 
         25m 0.06 
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Table 3 (a) Volumetric ebullition fluxes (ml.m
-2
.d
-1
) with measurement errors in 2007. The total volume of gas collected in 
the traps was used to calculate these fluxes (COMP = Compromised samples).  
 
Trap Jul-20 Jul-23 Jul-26 Jul-30 Aug-02 Aug-07 Aug-10 Aug-16 Aug-17 Aug-22 Aug-27 
6m   1 ± 1 2 ± 1 1 ± 1 0 ± 1 0 ± 1 1 ± 1 1 ± 0 1 ± 0 2 ± 2 18 ± 2 
9m(A)   83 ± 1 97 ± 4 20 ± 1 2 ± 1 49 ± 1 4 ± 1 48 ± 1   5 ± 5 92 ± 7 
10m                 0 ± 0 0 ± 0 COMP 
12m                 1 ± 0 1 ± 0 0 ± 0 
13m   39 ± 4 31 ± 2 25 ± 2 0 ± 1 6 ± 1 18 ± 1 4 ± 4 4 ± 4 4 ± 4 133 ± 6 
15m   4 ± 1 2 ± 1 3 ± 1 4 ± 1 1 ± 1 2 ± 1 0 ± 1 0 ± 0 0 ± 0 0 ± 0 
19m                   15 ± 1 104 ± 1 
20m 166 ± 8 11 ± 3 17 ± 1 201 ± 4 4 ± 1 3 ± 1 4 ± 1 30 ± 2 17 ± 17 8 ± 6 44 ± 2 
22m 228 ± 8 48 ± 3 84 ± 3 210 ± 4 5 ± 1     16 ± 1 42 ± 5 3 ± 1 196 ± 1 
23m                 82 ± 6 19 ± 1 210 ± 1 
25m                   19 ± 1 149 ± 4 
 
Trap Aug-29 Sep-05 Sep-09 Sep-13 Sep-18 Sep-23 Sep-27 Oct-04 Oct-09 Oct-13 Oct-20 
6m 18 ± 2 18 ± 4 26 ± 2 3 ± 1 2 ± 5 2 ± 5 2 ± 5 14 ± 5 47 ± 2 44 ± 3 15 ± 1 
9m(A) 88 ± 4 132 ± 0 188 ± 4 210 ± 4 0 ± 1 5 ± 5 4 ± 3 115 ± 1 146 ± 5 121 ± 8 13 ± 1 
10m 0 ± 0 0 ± 0 0 ± 1 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 1 ± 1 1 ± 1 
12m 0 ± 0 0 ± 0 1 ± 1 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 1 ± 0 1 ± 0 
13m 64 ± 4 96 ± 1 44 ± 3 114 ± 10 4 ± 1 18 ± 1 13 ± 2 27 ± 1 67 ± 7 93 ± 2 9 ± 1 
15m 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 1 ± 1 1 ± 1 1 ± 1 19 ± 6 2 ± 0 2 ± 0 
19m 68 ± 4 122 ± 17 83 ± 2 111 ± 4 1 ± 1 2 ± 2 2 ± 2 4 ± 4 33 ± 2 56 ± 5 MOVED 
20m COMP 69 ± 1 71 ± 2 31 ± 2 1 ± 1 1 ± 0 2 ± 4 2 ± 4 25 ± 1 49 ± 3 0 ± 0 
22m COMP 137 ± 1 154 ± 8 92 ± 5 2 ± 1 5 ± 5 2 ± 3 7 ± 1 37 ± 2 40 ± 4 10 ± 1 
23m 78 ± 4 164 ± 1 160 ± 2 105 ± 10 5 ± 5 45 ± 3 35 ± 2 28 ± 2 76 ± 1 72 ± 5 18 ± 1 
25m 81 ± 4 124 ± 1 130 ± 6 108 ± 8 1 ± 1 1 ± 1 5 ± 5 14 ± 4 63 ± 4 82 ± 5 17 ± 1 
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Trap Oct-28 Nov-01 Nov-06 Nov-12 Nov-14 Nov-30 AVERAGE 
6m 12 ± 1 10 ± 1 10 ± 1 1 ± 0 1 ± 0 1 ± 0 9 
9m(A) 11 ± 1 30 ± 2 30 ± 2 33 ± 2 41 ± 4 50 ± 2 62 
10m 1 ± 1 18 ± 1 16 ± 3 0 ± 0 0 ± 1 0 ± 0 4 
12m 1 ± 0 1 ± 0 1 ± 0 1 ± 0   0 ± 0 1 
13m 10 ± 1 18 ± 0 18 ± 0 16 ± 1 50 ± 2 COMP  36 
15m 1 ± 0 1 ± 0 1 ± 0 0 ± 0 2 ± 1 4 ± 0 2 
19m 1 ± 0 1 ± 0 1 ± 0 0 ± 0 1 ± 1 2 ± 0 34 
20m 0 ± 0 0 ± 0 0 ± 0 17 ± 2 14 ± 1 1 ± 0 29 
22m 1 ± 0 1 ± 0 1 ± 0 8 ± 1 13 ± 1 6 ± 0 54 
23m 19 ± 1 18 ± 2 6 ± 2 7 ± 1 43 ± 3 23 ± 1 61 
25m 2 ± 0 3 ± 0 3 ± 0 1 ± 0 7 ± 1 12 ± 1 43 
 
Table 3 (b) Volumetric ebullition fluxes (ml.m
-2
.d
-1
) with measurement errors in 2008. (COMP = Compromised samples). 
 
Trap 
Winter 
(Apr-05) Apr-10 Apr-22 May-11 May-17 May-23 May-30 Jun-05 Jun-12 Jun-19 Jun-23 Jun-27 
6m         0 ± 0 0 ± 0 0 ± 0 0 ± 0         
9m(A)         27 ± 1 3 ± 0 0 ± 0 18 ± 2 0 ± 0 5 ± 0 0 ± 0 0 ± 1 
9m(B)                         
9m(C)                         
10m                         
12m                   1 ± 0 0 ± 0 0 ± 1 
13m         29 ± 2 31 ± 2 12 ± 1 21 ± 1 21 ± 1 13 ± 1 4 ± 1 4 ± 1 
15m                   9 ± 2 2 ± 1 0 ± 1 
19m             24 ± 2 3 ± 0 14 ± 1   26 ± 1   
20m 1 ± 1 0 ± 0 0 ± 0                   
22m 2 ± 2 0 ± 0 0 ± 0               3 ± 1 0 ± 1 
23m 6 ± 2 0 ± 0 0 ± 0 4 ± 0 37 ± 3 89 ± 3 14 ± 2 39 ± 1 17 ± 1 17 ± 1 5 ± 1 12 ± 1 
25m   1 ± 0 1 ± 0 3 ± 0 52 ± 3 104 ± 4 18 ± 1 20 ± 2 13 ± 1  COMP 1 ± 1 1 ± 1 
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Trap Jul-02 Jul-10 Jul-16 Jul-23 Jul-30 Aug-05 Aug-13 Aug-19 
Aug-
25 Aug-28 Sep-03 Sep-08 Sep-13 
6m             0 ± 0 0 ± 0 0 ± 0 0 ± 1 0 ± 0 3 ± 0 2 ± 1 
9m(A) 9 ± 1 63 ± 1 22 ± 0 19 ± 1 53 ± 1 0 ± 0 0 ± 0 0 ± 0 5 ± 0 7 ± 1 27 ± 2 5 ± 1 42 ± 3 
9m(B)                       6 ± 0 17 ± 1 
9m(C)                       2 ± 0 41 ± 2 
10m   0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 1 0 ± 0 0 ± 1 0 ± 0 
12m 1 ± 1 0 ± 0 0 ± 0 0 ± 0 0 ± 0 2 ± 0 0 ± 0 0 ± 0 1 ± 0 7 ± 1 0 ± 0 1 ± 1 0 ± 0 
13m 12 ± 1 17 ± 1 18 ± 1 71 ± 1 3 ± 0 13 ± 1 7 ± 1 18 ± 1 37 ± 1 46 ± 3 71 ± 2 0 ± 1 21 ± 1 
15m 2 ± 1 10 ± 1 4 ± 0 1 ± 0 0 ± 0 1 ± 0 0 ± 0 0 ± 0 5 ± 0 4 ± 1 2 ± 0 1 ± 0 1 ± 1 
19m 4 ± 1 4 ± 0 9 ± 2 26 ± 1 2 ± 0 2 ± 0 5 ± 0 2 ± 0 14 ± 1 10 ± 1 28 ± 1  COMP 2 ± 0 
20m           0 ± 0 10 ± 1 12 ± 1 8 ± 0 9 ± 1 36 ± 2 11 ± 1 1 ± 1 
22m 1 ± 1 6 ± 1 9 ± 2 44 ± 1 0 ± 0 0 ± 0 6 ± 1 25 ± 1 10 ± 1 23 ± 2 67 ± 1 8 ± 2 2 ± 1 
23m 1 ± 1 16 ± 1 10 ± 1 39 ± 2 0 ± 0 8 ± 1 2 ± 0 4 ± 0 7 ± 1 77 ± 2 43 ± 2 31 ± 2 2 ± 1 
25m 3 ± 1 26 ± 2 12 ± 1 68 ± 2 0 ± 0 0 ± 0 3 ± 0 1 ± 0 50 ± 1 45 ± 2 118 ± 1 40 ± 1 1 ± 1 
 
Trap Sep-19 Sep-22 Sep-25 Oct-02 Oct-08 Oct-13 Oct-15 Oct-23 Oct-31 Nov-09 Nov-14 Dec-01 AVERAGE 
6m 0 ± 0 0 ± 0 0 ± 1 0 ± 0 4 ± 0 21 ± 1 21 ± 1 11 ± 1 11 ± 1 0 ± 0     4 
9m(A) 11 ± 1 43 ± 4 15 ± 1 188 ± 3 25 ± 1 30 ± 2 40 ± 2 39 ± 1 108 ± 3 37 ± 1 30 ± 2 48 ± 2 28 
9m(B) 8 ± 1 167 ± 4 38 ± 1 33 ± 1 13 ± 1 22 ± 1 30 ± 5 124 ± 2 123 ± 2 44 ± 3 12 ± 1 59 ± 2 50 
9m(C) 253 ± 2 23 ± 2 0 ± 1 87 ± 2 60 ± 1 34 ± 2 9 ± 1 9 ± 1 11 ± 1 18 ± 1 0 ± 2 4 ± 1 39 
10m 0 ± 0 3 ± 0 3 ± 1 0 ± 0 0 ± 0 1 ± 0 1 ± 0 1 ± 0 0 ± 0 1 ± 0     0 
12m 1 ± 0 3 ± 0 3 ± 1 0 ± 0 7 ± 1 11 ± 1 11 ± 1 0 ± 0 11 ± 1 2 ± 0 0 ± 1   2 
13m 24 ± 2 28 ± 4 7 ± 1 44 ± 1 25 ± 1 29 ± 2 COMP  14 ± 1 30 ± 7 25 ± 1 8 ± 1 46 ± 1 23 
15m 0 ± 0 1 ± 0 1 ± 1 0 ± 0 1 ± 0  COMP  COMP 4 ± 0 4 ± 0 3 ± 0 1 ± 1   2 
19m 5 ± 0 1 ± 0 1 ± 1 6 ± 0 2 ± 0 16 ± 2 53 ± 2 36 ± 2 13 ± 1 25 ± 2 4 ± 1   12 
20m 10 ± 1 2 ± 1 0 ± 1 13 ± 1 1 ± 0 15 ± 2 42 ± 5 28 ± 1 12 ± 1 4 ± 0 2 ± 0   10 
22m 6 ± 0 2 ± 0 2 ± 1 15 ± 1 7 ± 1 24 ± 1 24 ± 1 36 ± 1 37 ± 3 13 ± 1 4 ± 4 31 ± 0 14 
23m 21 ± 1 3 ± 0 3 ± 1 6 ± 0 13 ± 1 16 ± 2 31 ± 2 63 ± 2 21 ± 1 2 ± 0 1 ± 0 20 ± 5 19 
25m 8 ± 1 4 ± 0 4 ± 1 24 ± 1 10 ± 1 27 ± 1 15 ± 2 70 ± 2 42 ± 1 10 ± 1 4 ± 4 24 ± 1 24 
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Table 4 (a) Percent methane in bubbles with analytical errors in 2007.  
(COMP = Compromised samples, FULL= Overfull traps). 
 
Trap Aug-22 Aug-27 Aug-29 Sep-05 Sep-09 Sep-13 Sep-18 Sep-23 Sep-27 Oct-04 Oct-09 
6m 48 ± 0 48 ± 0 48 ± 0 48 ± 0 48 ± 0   37 ± 1 37 ± 1 37 ± 1 37 ± 1 48 ± 0 
9m(A) 91 ± 0 91 ± 0 88 ± 2 FULL FULL FULL   FULL FULL FULL 91 ± 0 
10m   COMP                   
12m                       
13m 67 ± 0 67 ± 0 64 ± 1 FULL 62 ± 0 75 ± 1   51 ± 2 58 ± 1 58 ± 1 67 ± 0 
15m               46 ± 1 46 ± 1 46 ± 1   
19m 65 ± 0 73 ± 1 68 ± 1 FULL 70 ± 0 76 ± 1   51 ± 1 51 ± 1 51 ± 1 65 ± 0 
20m 77 ± 1 65 ± 1 COMP 68 ± 1 71 ± 1 65 ± 1     52 ± 1 52 ± 1 77 ± 1 
22m   70 ± 1 COMP FULL 77 ± 1 73 ± 2   56 ± 1 56 ± 1 57 ± 2   
23m 76 ± 1 76 ± 1 78 ± 0 FULL 81 ± 1 83 ± 1 13 ± 0 13 ± 0 69 ± 1 70 ± 1 76 ± 1 
25m 75 ± 2 78 ± 1 81 ± 1 80 ± 1 79 ± 1 84 ± 1     69 ± 1 69 ± 1 75 ± 2 
 
Trap Oct-13 Oct-20 Oct-28 Nov-01 Nov-06 Nov-12 Nov-14 Nov-30 AVERAGE 
6m 30 ± 0 39 ± 1 37 ± 0 45 ± 0   37 ± 0   25 ± 1 25 ± 1 
9m(A) 87 ± 1 83 ± 2 72 ± 1 52 ± 1   68 ± 0 62 ± 1 56 ± 0 FULL 
10m   41 ± 0 41 ± 0 41 ± 0   41 ± 0       
12m   22 ± 0 22 ± 0 22 ± 0   22 ± 0 22 ± 0     
13m 63 ± 2 66 ± 1 56 ± 0 55 ± 1   62 ± 1 60 ± 1 58 ± 0   
15m 46 ± 1 35 ± 2 35 ± 2 42 ± 0   42 ± 0     53 ± 1 
19m 63 ± 2 72 ± 1 MOVED             
20m 65 ± 1 68 ± 2         54 ± 0 COMP 50 ± 1 
22m 71 ± 1 70 ± 2 66 ± 2       COMP 63 ± 0 68 ± 2 
23m 68 ± 1 71 ± 1 69 ± 0 71 ± 2   COMP 72 ± 0 67 ± 1 72 ± 2 
25m 72 ± 0 76 ± 2 72 ± 1 63 ± 1   67 ± 0     74 ± 1 
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Table 4 (b) Percent methane in bubbles with analytical errors in 2008. (COMP = Compromised samples) 
 
Trap 
Winter 
(Apr-05) Apr-10 Apr-22 May-11 May-17 May-23 May-30 Jun-05 Jun-12 Jun-19 Jun-23 Jun-27 
6m                         
9m(A)         71 ± 2 75 ± 3   86 ± 1   79 ± 2     
9m(B)                         
9m(C)                         
10m                         
12m                         
13m         53 ± 1 57 ± 2 68 ± 1 67 ± 1 70 ± 1 60 ± 1 37 ± 1 37 ± 1 
15m                   56 ± 1     
19m             79 ± 2 71 ± 1 69 ± 1   68 ± 1   
20m 51 ± 1                       
22m 67 ± 1                       
23m 70 ± 1     62 ± 2 74 ± 1 81 ± 3 58 ± 1 74 ± 1 76 ± 1 73 ± 1 59 ± 2 57 ± 2 
25m       56 ± 2 75 ± 2 77 ± 2 78 ± 2 78 ± 1 74 ± 1 COMP     
 
Trap Jul-02 Jul-10 Jul-16 Jul-23 Jul-30 Aug-05 Aug-13 Aug-19 Aug-25 Aug-28 Sep-03 Sep-08 Sep-13 
6m                           
9m(A) 81 ± 1 33 ± 1 85 ± 2 79 ± 2 84 ± 3           66 ± 2 54 ± 1 79 ± 2 
9m(B)                       56 ± 3 68 ± 1 
9m(C)                         74 ± 1 
10m                           
12m                           
13m 49 ± 1 56 ± 1 52 ± 1 64 ± 3 47 ± 1 50 ± 2 48 ± 2 60 ± 2 55 ± 2 66 ± 1 51 ± 3   50 ± 1 
15m   50 ± 2 39 ± 1               47 ± 1     
19m 53 ± 1 33 ± 1 50 ± 2 70 ± 1     56 ± 2   67 ± 3 73 ± 2 68 ± 5 COMP   
20m             59 ± 2 67 ± 2 62 ± 3 53 ± 2 71 ± 3 69 ± 1   
22m   58 ± 1 51 ± 1 71 ± 3     48 ± 2 72 ± 2 56 ± 2 62 ± 2 75 ± 1 60 ± 2   
23m   22 ± 1 57 ± 1 73 ± 2   60 ± 2 55 ± 2 53 ± 2 51 ± 3 73 ± 2 67 ± 4 75 ± 1   
25m     60 ± 2 76 ± 3     48 ± 2   66 ± 2 72 ± 2 75 ± 2 75 ± 1   
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Trap Sep-19 Sep-22 Sep-25 Oct-02 Oct-08 Oct-13 Oct-15 Oct-23 Oct-31 Nov-09 Nov-14 Dec-01 AVERAGE 
6m         27 ± 1 44 ± 1 44 ± 1 41 ± 1 34 ± 1       38 ± 7 
9m(A) 55 ± 1 75 ± 2 75 ± 2 FULL 48 ± 1 79 ± 2 73 ± 2 55 ± 1 76 ± 1 56 ± 2 56 ± 2 70 ± 1 69 ± 14 
9m(B) 44 ± 1 89 ± 2 84 ± 2 70 ± 3 47 ± 1 47 ± 2 50 ± 1 FULL FULL 60 ± 2 52 ± 1 81 ± 2 62 ± 16 
9m(C) FULL 67 ± 1   88 ± 2 86 ± 2 76 ± 2 76 ± 2 86 ± 2 87 ± 2 86 ± 2 86 ± 2   81 ± 7 
10m                         0 ± 0 
12m         46 ± 1 47 ± 1 47 ± 1   45 ± 1 45 ± 1     46 ± 1 
13m 57 ± 1 61 ± 1 61 ± 1 68 ± 2 61 ± 1 63 ± 2 COMP 43 ± 1 53 ± 1 51 ± 1 47 ± 1 59 ± 1 56 ± 9 
15m           COMP COMP 45 ± 1 56 ± 1       49 ± 7 
19m 71 ± 1     70 ± 2   76 ± 2 76 ± 2 72 ± 4 75 ± 1 72 ± 2 70 ± 1   67 ± 11 
20m 47 ± 1     64 ± 1   63 ± 1 63 ± 1 68 ± 1 COMP 56 ± 2     62 ± 7 
22m 60 ± 1     15 ± 1 60 ± 1 71 ± 2 71 ± 2 72 ± 1 77 ± 1 75 ± 2 74 ± 1 74 ± 1 63 ± 15 
23m 72 ± 1   61 ± 2 62 ± 1 74 ± 2 74 ± 2 77 ± 2 63 ± 1 COMP   72 ± 1 65 ± 12 
25m 68 ± 1   74 ± 2 66 ± 2 75 ± 2 75 ± 2 75 ± 1 76 ± 1 72 ± 2 71 ± 1 71 ± 1 71 ± 8 
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Table 5 (a) Percent oxygen in bubbles with analytical errors in 2007.  
 
Trap Aug-22 Aug-27 Aug-29 Sep-05 Sep-09 Sep-13 Sep-18 Sep-23 Sep-27 Oct-04 Oct-09 
6m 0.8 ± 0.3 0.8 ± 0.3 0.8 ± 0.3 0.8 ± 0.3 0.8 ± 0.3   1.3 ± 0.5 1.3 ± 0.5 1.3 ± 0.5 1.3 ± 0.5 2.3 ± 0.4 
9m(A) 0.4 ± 0.5 0.4 ± 0.5 0.8 ± 0.5 13.8 ± 0.3 1.4 ± 0.3 2.5 ± 0.2   4.6 ± 0.6 4.6 ± 0.6 4.6 ± 0.6 0.7 ± 0.5 
10m   18.5 ± 0.9                   
12m                       
13m 0.8 ± 0.5 0.8 ± 0.5 0.9 ± 0.3 5.8 ± 0.2 0.7 ± 0.2 0.5 ± 0.2   0.8 ± 0.4 0.7 ± 0.3 0.7 ± 0.3 0.7 ± 0.3 
15m               1.0 ± 0.4 1.0 ± 0.4 1.0 ± 0.4 1.0 ± 0.4 
19m 0.6 ± 0.3 0.5 ± 0.5 1.5 ± 0.3 1.8 ± 0.2 0.6 ± 0.2 0.5 ± 0.2   1.3 ± 0.5 1.3 ± 0.5 1.3 ± 0.5 1.3 ± 0.7 
20m 0.6 ± 0.3 0.6 ± 0.4 17.0 ± 0.5 0.6 ± 0.2 0.5 ± 0.3 0.5 ± 0.3     3.2 ± 0.9 3.2 ± 0.9 0.7 ± 0.4 
22m   1.4 ± 0.3 15.4 ± 1.7 1.0 ± 0.0 0.5 ± 0.4 0.4 ± 0.2   4.1 ± 0.4 4.1 ± 0.4 0.8 ± 0.4 0.8 ± 0.3 
23m 0.6 ± 0.3 2.1 ± 0.2 1.4 ± 0.2 1.7 ± 0.1 0.4 ± 0.2 0.4 ± 0.2 10.3 ± 0.3 10.3 ± 0.3 0.7 ± 0.4 1.7 ± 1.1 0.7 ± 0.3 
25m 0.4 ± 0.3 0.9 ± 0.3 0.8 ± 0.2 0.5 ± 0.1 0.5 ± 0.2 0.3 ± 0.2     0.9 ± 0.4 0.9 ± 0.4 0.7 ± 0.3 
 
Trap Oct-13 Oct-20 Oct-28 Nov-01 Nov-06 Nov-12 Nov-14 Nov-30 AVERAGE 
6m 0.9 ± 0.4 0.8 ± 0.3 0.9 ± 0.2   0.9 ± 0.2   0.9 ± 0.2 0.9 ± 0.2 1.0 ± 0.2 
9m(A) 0.6 ± 0.2 0.8 ± 0.3 0.9 ± 0.2   0.6 ± 0.2 0.7 ± 0.2 0.6 ± 0.2 6.2 ± 0.2 2.5 ± 0.3 
10m 0.8 ± 0.2 0.8 ± 0.2 0.8 ± 0.2   0.8 ± 0.2       0.8 ± 0.0 
12m 2.9 ± 0.2 2.9 ± 0.2 2.9 ± 0.2   2.9 ± 0.2 2.9 ± 0.2     2.9 ± 0.0 
13m 0.7 ± 0.3 0.7 ± 0.3 0.8 ± 0.2   0.6 ± 0.2 0.7 ± 0.2 0.9 ± 0.2   1.0 ± 0.1 
15m 2.5 ± 0.3 2.5 ± 0.3 0.9 ± 0.2   0.9 ± 0.2     0.7 ± 0.2 1.2 ± 0.1 
19m 0.5 ± 0.3 MOVED             1.0 ± 0.5 
20m 1.1 ± 0.6         5.4 ± 0.3 14.5 ± 0.5 0.9 ± 0.2 1.6 ± 0.2 
22m 0.4 ± 0.3 1.4 ± 0.3       7.6 ± 0.0 1.3 ± 0.2 0.9 ± 0.3 1.4 ± 0.4 
23m 0.6 ± 0.3 0.5 ± 0.3 0.4 ± 0.1   3.1 ± 0.2 0.6 ± 0.2 1.7 ± 0.3 0.5 ± 0.1 2.1 ± 0.5 
25m 0.5 ± 0.2 1.1 ± 0.3 1.9 ± 0.2   0.7 ± 0.2     0.6 ± 0.2 0.8 ± 0.4 
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Table 5 (b) Percent oxygen in bubbles with analytical errors in 2008. 
 
Trap 
Winter 
(Apr-05) 
Apr-
10 
Apr-
22 May-11 May-17 May-23 May-30 Jun-05 Jun-12 Jun-19 Jun-23 Jun-27 
6m                         
9m(A)         3.8 ± 0.3 3.4 ± 0.0   0.4 ± 0.0   1.0 ± 0.0     
9m(B)                         
9m(C)                         
10m                         
12m                         
13m         2.1 ± 0.1 1.8 ± 0.2 0.8 ± 0.0 0.6 ± 0.0 0.5 ± 0.0 0.6 ± 0.0 1.3 ± 0.1 1.3 ± 0.1 
15m                   1.1 ± 0.0     
19m             0.5 ± 0.0 0.7 ± 0.0 0.7 ± 0.0   0.6 ± 0.0   
20m 0.5 ± 0.0                       
22m 0.4 ± 0.0                       
23m 0.4 ± 1.1     1.1 ± 0.0 1.1 ± 0.1 0.5 ± 0.0 3.2 ± 0.3 0.7 ± 0.0 0.6 ± 0.0 0.9 ± 0.1 2.9 ± 0.1 2.2 ± 0.1 
25m       0.8 ± 0.0 0.9 ± 0.0 0.8 ± 0.1 0.6 ± 0.2 0.5 ± 0.0 0.7 ± 0.0 14.1 ± 0.9      
 
Trap Jul-02 Jul-10 Jul-16 Jul-23 Jul-30 Aug-05 Aug-13 Aug-19 Aug-25 Aug-28 Sep-03 Sep-08 
6m                         
9m(A) 1.2 ± 0.0 11.4 ± 1.4 0.6 ± 0.0 0.4 ± 0.0 0.8 ± 0.0           1.0 ± 0.1 0.5 ± 0.0 
9m(B)                       1.3 ± 0.1 
9m(C)                         
10m                         
12m                         
13m 1.0 ± 0.0 0.6 ± 0.0 0.7 ± 0.0 0.7 ± 0.1 0.8 ± 0.0 0.8 ± 0.0 1.1 ± 0.0 0.6 ± 0.1 2.0 ± 0.1 0.7 ± 0.1 1.1 ± 0.6   
15m   1.3 ± 0.1 0.8 ± 0.0               0.9 ± 0.0   
19m 1.5 ± 0.0 2.2 ± 0.1 2.0 ± 0.1 0.7 ± 0.0     2.1 ± 0.0   1.1 ± 0.1 0.5 ± 0.0 0.6 ± 0.0 15.6 ± 0.9 
20m             0.8 ± 0.0 0.8 ± 0.0 1.6 ± 0.0 1.7 ± 0.0 0.6 ± 0.1 0.5 ± 0.0 
22m   0.7 ± 0.1 1.9 ± 0.1 1.0 ± 0.4     2.2 ± 0.0 0.5 ± 0.0 0.9 ± 0.0 1.2 ± 0.1 0.8 ± 0.1 0.9 ± 0.1 
23m   1.9 ± 0.2 1.0 ± 0.1 0.6 ± 0.0   0.7 ± 0.0 0.7 ± 0.0 0.7 ± 0.0 1.7 ± 0.0 0.6 ± 0.0 0.9 ± 0.4 0.4 ± 0.1 
25m     1.3 ± 0.1 0.9 ± 0.2     1.8 ± 0.0   0.7 ± 0.2 0.9 ± 0.3 0.6 ± 0.1 0.4 ± 0.0 
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Trap Sep-13 Sep-19 Sep-22 Sep-25 Oct-02 Oct-08 Oct-13 Oct-15 Oct-23 Oct-31 
6m           1.7 ± 0.2 0.9 ± 0.0 0.9 ± 0.1 0.7 ± 0.1 0.8 ± 0.0 
9m(A) 0.4 ± 0.0 0.6 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 2.3 ± 0.2 4.6 ± 0.4 0.4 ± 0.1 0.4 ± 0.1 0.7 ± 0.1 0.3 ± 0.1 
9m(B) 0.9 ± 0.1 1.5 ± 0.0 0.6 ± 0.3 0.4 ± 0.0 0.7 ± 0.1 0.7 ± 0.1 1.3 ± 0.7 0.8 ± 0.1 1.4 ± 0.2 1.8 ± 0.0 
9m(C) 0.5 ± 0.0 8.1 ± 0.1 0.7 ± 0.0   1.2 ± 0.1 1.0 ± 0.2 0.7 ± 0.0 0.7 ± 0.1 0.3 ± 0.0 0.2 ± 0.0 
10m                     
12m           1.1 ± 0.1 0.7 ± 0.0 0.7 ± 0.1   0.8 ± 0.0 
13m 0.6 ± 0.0 0.6 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.6 ± 0.0 0.5 ± 0.1 0.5 ± 0.0 17.7 ± 1.7 0.9 ± 0.1 0.8 ± 0.0 
15m             17.5 ± 1.6 17.5 ± 1.6 0.9 ± 0.1 0.6 ± 0.0 
19m   0.5 ± 0.0     0.4 ± 0.0   0.4 ± 0.0 0.4 ± 0.1 0.7 ± 0.2 0.5 ± 0.0 
20m   0.8 ± 0.0     0.6 ± 0.1   0.5 ± 0.0 0.5 ± 0.1 0.5 ± 0.1 6.4 ± 0.1 
22m   0.5 ± 0.0     1.1 ± 0.1 0.6 ± 0.1 0.7 ± 0.0 0.7 ± 0.1 1.1 ± 0.6 0.4 ± 0.0 
23m   0.5 ± 0.0     1.1 ± 0.1 0.6 ± 0.1 0.4 ± 0.0 0.4 ± 0.1 0.5 ± 0.1 0.5 ± 0.0 
25m   0.4 ± 0.0     0.5 ± 0.0 0.7 ± 0.1 0.5 ± 0.1 0.5 ± 0.1 0.5 ± 0.2 0.5 ± 0.0 
 
Trap Nov-09 Nov-14 Dec-01 AVERAGE 
6m       1.0 ± 0.4 
9m(A) 0.7 ± 0.1 0.7 ± 0.1 0.5 ± 0.0 0.7 ± 0.4 
9m(B) 0.6 ± 0.1 0.6 ± 0.0 0.6 ± 0.1 0.9 ± 0.4 
9m(C) 0.2 ± 0.0 0.2 ± 0.0   0.6 ± 0.3 
10m         
12m 1.7 ± 0.0     1.0 ± 0.4 
13m 0.7 ± 0.0 0.7 ± 0.0 0.6 ± 0.1 0.8 ± 0.3 
15m       0.9 ± 0.2 
19m 1.3 ± 0.0 0.8 ± 0.0   0.7 ± 0.3 
20m 1.6 ± 0.0     0.9 ± 0.5 
22m 0.6 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.8 ± 0.4 
23m    0.4 ± 0.0 0.8 ± 0.4 
25m 0.4 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.7 ± 0.3 
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Table 6 (a) Methane bubbling fluxes (mmol CH4.m
-2
.d
-1
) from the UML in 2007. Volumetric fluxes were multiplied by the 
methane content for the corresponding time period to calculate these fluxes. 
 
Trap Jul-20 Jul-23 Jul-26 Jul-30 Aug-02 Aug-07 Aug-10 Aug-16 Aug-17 Aug-22 Aug-27 
6m   0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.4 ± 0.1 
9m(A)   2.6 ± 0.5 3.0 ± 0.6 0.6 ± 0.1 0.1 ± 0.0 1.5 ± 0.3 0.1 ± 0.0 1.5 ± 0.3   0.2 ± 0.2 3.5 ± 0.7 
10m                 0.0 ± 0.0 0.0 ± 0.0   
12m                 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
13m   1.0 ± 0.1 0.8 ± 0.1 0.6 ± 0.1 0.0 ± 0.0 0.1 ± 0.0 0.5 ± 0.0 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 3.7 ± 0.4 
15m   0.1 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
19m                   0.4 ± 0.1 3.2 ± 0.5 
20m 4.3 ± 0.6 0.3 ± 0.1 0.4 ± 0.1 5.2 ± 0.7 0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.8 ± 0.1 0.4 ± 0.4 0.3 ± 0.2 1.2 ± 0.2 
22m 6.3 ± 0.7 1.3 ± 0.2 2.3 ± 0.3 5.8 ± 0.6 0.2 ± 0.0     0.4 ± 0.1 1.2 ± 0.2 0.1 ± 0.0 5.7 ± 0.6 
23m                 2.2 ± 0.7 0.6 ± 0.2 6.6 ± 2.1 
25m                   0.6 ± 0.1 4.8 ± 0.4 
Lake total   0.8 ± 0.1 1.1 ± 0.1 3.3 ± 0.3 0.1 ± 0.0 0.2 ± 0.0 0.1 ± 0.0 0.6 ± 0.1 0.6 ± 0.1 0.2 ± 0.0 2.6 ± 0.2 
 
Trap Aug-29 Sep-05 Sep-09 Sep-13 Sep-18 Sep-23 Sep-27 Oct-04 Oct-09 Oct-13 Oct-20 
6m 0.4 ± 0.1 0.4 ± 0.1 0.5 ± 0.1 0.0 ± 0.0 0.0 ± 0.1 0.0 ± 0.1 0.0 ± 0.1 0.2 ± 0.1 0.6 ± 0.1 0.7 ± 0.1 0.2 ± 0.0 
9m(A) 3.2 ± 0.7 4.1 ± 0.8 5.9 ± 1.2 6.6 ± 1.3 0.0 ± 0.0 0.1 ± 0.1 0.1 ± 0.1 3.6 ± 0.7 5.3 ± 1.1 4.2 ± 0.9 0.4 ± 0.1 
10m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
12m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
13m 1.7 ± 0.2 2.5 ± 0.2 1.1 ± 0.1 3.6 ± 0.5 0.1 ± 0.0 0.4 ± 0.0 0.3 ± 0.1 0.7 ± 0.1 1.8 ± 0.3 2.5 ± 0.2 0.2 ± 0.0 
15m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.4 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 
19m 1.9 ± 0.3 3.3 ± 0.7 2.4 ± 0.4 3.5 ± 0.5 0.0 ± 0.0 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 0.9 ± 0.1 1.7 ± 0.3   
20m   1.9 ± 0.3 2.1 ± 0.3 0.8 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.1 0.0 ± 0.1 0.7 ± 0.1 1.4 ± 0.2 0.0 ± 0.0 
22m   3.8 ± 0.4 5.0 ± 0.6 2.8 ± 0.3 0.1 ± 0.0 0.1 ± 0.1 0.1 ± 0.1 0.2 ± 0.0 1.1 ± 0.1 1.1 ± 0.2 0.3 ± 0.0 
23m 2.5 ± 0.8 4.5 ± 1.4 5.4 ± 1.7 3.6 ± 1.2 0.0 ± 0.0 0.2 ± 0.1 1.0 ± 0.3 0.8 ± 0.3 2.2 ± 0.7 2.1 ± 0.7 0.5 ± 0.2 
25m 2.8 ± 0.3 4.1 ± 0.3 4.2 ± 0.4 3.8 ± 0.4 0.0 ± 0.0 0.0 ± 0.0 0.2 ± 0.2 0.4 ± 0.1 1.9 ± 0.2 2.6 ± 0.3 0.5 ± 0.0 
Lake total 1.9 ± 0.2 2.3 ± 0.2 2.7 ± 0.2 2.2 ± 0.2 0.0 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.6 ± 0.1 1.3 ± 0.1 1.5 ± 0.1 0.2 ± 0.0 
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Trap Oct-28 Nov-01 Nov-06 Nov-12 Nov-14 Nov-30 AVERAGE 
6m 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.2 
9m(A) 0.2 ± 0.1 1.0 ± 0.2 0.9 ± 0.2 0.8 ± 0.2 0.9 ± 0.2 1.6 ± 0.3 2.0 
10m 0.0 ± 0.0 0.3 ± 0.0 0.3 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 
12m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0   0.0 ± 0.0 0.0 
13m 0.2 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.4 ± 0.0 1.2 ± 0.1   0.9 
15m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.0 
19m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 1.0 
20m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.4 ± 0.1 0.4 ± 0.1 0.0 ± 0.0 0.8 
22m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.2 ± 0.0 0.4 ± 0.1 0.2 ± 0.0 1.5 
23m 0.6 ± 0.2 0.5 ± 0.2 0.2 ± 0.1 0.2 ± 0.1 1.2 ± 0.4 0.7 ± 0.2 1.8 
25m 0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.2 ± 0.0 0.4 ± 0.0 1.4 
Lake total 0.1 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.4 ± 0.0 0.3 ± 0.0  
 
Table 6 (b) Methane bubbling fluxes (mmol CH4.m
-2
.d
-1
) from the UML in 2008.  
Trap 
Winter 
(Apr-05) Apr-10 Apr-22 May-11 May-17 May-23 May-30 Jun-05 Jun-12 Jun-19 Jun-23 Jun-27 
6m         0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0         
9m(A)         0.8 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.7 ± 0.1 0.0 ± 0.0 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
9m(B)                         
9m(C)                         
10m                         
12m                   0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
13m         0.6 ± 0.0 0.7 ± 0.0 0.3 ± 0.0 0.6 ± 0.0 0.6 ± 0.0 0.3 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 
15m                   0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
19m             0.8 ± 0.1 0.1 ± 0.0 0.4 ± 0.0   0.7 ± 0.0   
20m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0                   
22m 0.0 ± 0.1 0.0 ± 0.0 0.0 ± 0.0               0.1 ± 0.0 0.0 ± 0.0 
23m 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 1.1 ± 0.1 3.0 ± 0.2 0.3 ± 0.0 1.2 ± 0.0 0.5 ± 0.0 0.5 ± 0.0 0.1 ± 0.0 0.3 ± 0.0 
25m   0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 1.6 ± 0.1 3.3 ± 0.2 0.6 ± 0.0 0.6 ± 0.1 0.4 ± 0.0   0.0 ± 0.0 0.0 ± 0.0 
Total   0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 1.3 ± 0.1 2.5 ± 0.1 0.5 ± 0.0 0.5 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 
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Trap Jul-02 Jul-10 Jul-16 Jul-23 Jul-30 Aug-05 Aug-13 Aug-19 Aug-25 Aug-28 Sep-03 Sep-08 Sep-13 
6m             0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 
9m(A) 0.3 ± 0.0 0.9 ± 0.0 0.8 ± 0.0 0.6 ± 0.0 1.9 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 0.7 ± 0.1 0.1 ± 0.0 1.4 ± 0.1 
9m(B)                       0.1 ± 0.0 0.5 ± 0.0 
9m(C)                       0.1 ± 0.0 1.2 ± 0.1 
10m   0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
12m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
13m 0.2 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 1.9 ± 0.1 0.1 ± 0.0 0.3 ± 0.0 0.1 ± 0.0 0.4 ± 0.0 0.9 ± 0.0 1.3 ± 0.1 1.5 ± 0.1 0.0 ± 0.0 0.4 ± 0.0 
15m 0.0 ± 0.0 0.2 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
19m 0.1 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 0.8 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.4 ± 0.0 0.3 ± 0.0 0.8 ± 0.1   0.1 ± 0.0 
20m           0.0 ± 0.0 0.2 ± 0.0 0.3 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 1.1 ± 0.1 0.3 ± 0.0 0.0 ± 0.0 
22m 0.0 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 1.3 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.7 ± 0.0 0.2 ± 0.0 0.6 ± 0.0 2.1 ± 0.0 0.2 ± 0.0 0.1 ± 0.0 
23m 0.0 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 1.2 ± 0.1 0.0 ± 0.0 0.2 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 2.3 ± 0.1 1.2 ± 0.1 1.0 ± 0.1 0.1 ± 0.0 
25m 0.1 ± 0.0 0.8 ± 0.1 0.3 ± 0.0 2.2 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.0 ± 0.0 1.4 ± 0.1 1.3 ± 0.1 3.7 ± 0.1 1.2 ± 0.0 0.0 ± 0.0 
Total 0.1 ± 0.0 0.3 ± 0.0 0.2 ± 0.0 0.8 ± 0.0 0.3 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 0.3 ± 0.0 0.5 ± 0.0 1.1 ± 0.0 0.3 ± 0.0 0.2 ± 0.0 
 
Trap Sep-19 Sep-22 Sep-25 Oct-02 Oct-08 Oct-13 Oct-15 Oct-23 Oct-31 Nov-09 Nov-14 Dec-01 AVG. 
6m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.0 ± 0.0     1 
9m(A) 0.3 ± 0.0 1.3 ± 0.1 0.5 ± 0.0 5.4 ± 1.1 0.5 ± 0.0 1.0 ± 0.1 1.2 ± 0.1 0.9 ± 0.0 3.4 ± 0.1 0.9 ± 0.0 0.7 ± 0.1 1.4 ± 0.1 19 
9m(B) 0.1 ± 0.0 6.2 ± 0.2 1.3 ± 0.0 1.0 ± 0.1 0.3 ± 0.0 0.4 ± 0.0 0.6 ± 0.1 3.2 ± 0.8 3.2 ± 0.8 1.1 ± 0.1 0.3 ± 0.0 2.0 ± 0.1 35 
9m(C) 8.6 ± 0.8 0.6 ± 0.1 0.0 ± 0.0 3.2 ± 0.1 2.2 ± 0.1 1.1 ± 0.1 0.3 ± 0.0 0.3 ± 0.0 0.4 ± 0.0 0.6 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 32 
10m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0     0 
12m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 0.2 ± 0.0 0.0 ± 0.0 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0   1 
13m 0.6 ± 0.0 0.7 ± 0.1 0.2 ± 0.0 1.3 ± 0.1 0.6 ± 0.0 0.8 ± 0.0   0.3 ± 0.0 0.7 ± 0.1 0.5 ± 0.0 0.1 ± 0.0 1.1 ± 0.0 14 
15m 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0     0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.0 ± 0.0   1 
19m 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.2 ± 0.0 0.1 ± 0.0 0.5 ± 0.1 1.7 ± 0.1 1.1 ± 0.1 0.4 ± 0.0 0.7 ± 0.1 0.1 ± 0.0   9 
20m 0.2 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.3 ± 0.0 0.0 ± 0.0 0.4 ± 0.1 1.1 ± 0.1 0.8 ± 0.0   0.1 ± 0.0 0.1 ± 0.0   7 
22m 0.1 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.0 0.2 ± 0.0 0.7 ± 0.0 0.7 ± 0.0 1.1 ± 0.0 1.2 ± 0.1 0.4 ± 0.0 0.1 ± 0.1 1.0 ± 0.0 10 
23m 0.6 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.3 ± 0.0 0.5 ± 0.1 1.0 ± 0.1 2.0 ± 0.1 0.6 ± 0.0   0.0 ± 0.0 0.6 ± 0.1 14 
25m 0.2 ± 0.0 0.1 ± 0.0 0.1 ± 0.0 0.7 ± 0.0 0.3 ± 0.0 0.8 ± 0.0 0.5 ± 0.1 2.2 ± 0.1 1.3 ± 0.0 0.3 ± 0.0 0.1 ± 0.1 0.7 ± 0.0 17 
Total 0.5 ± 0.0 0.4 ± 0.0 0.1 ± 0.0 0.6 ± 0.0 0.2 ± 0.0 0.5 ± 0.0 0.6 ± 0.0 0.8 ± 0.0 0.9 ± 0.0 0.3 ± 0.0 0.1 ± 0.0 0.9 ± 0.0  
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Figure 1 No strong relationship was observed between bubbling fluxes and 
particulate organic matter sedimentation rates. The sites at which POM fluxes were 
measured are shown in the figure.  
 
 
 
Figure 2 A wind sensor was installed on a buoy in the middle of the lake. 
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Chapter 5:  A mass balance of the methane cycle in the Upper 
Mystic Lake 
1. INTRODUCTION 
Significant quantities of methane are naturally produced in lakes, and some of this 
methane is released to the atmosphere. The methane cycle of a stratified lake consists of several 
processes such as ebullition, air-water exchange and oxidation (Figure 1). A mass balance of the 
methane cycle in a lake can help to estimate unknown quantities that are not directly measured, 
as well as to understand the relative importance of the various processes. For example, oxidation 
by methanotrophs has been previously determined to be an important sink of methane in 
stratified lakes (e.g.Fallon et al. 1980, Kankaala et al. 2006), and can decrease the amount of 
methane that is released to the atmosphere from a lake ecosystem. Previous studies have found 
that oxidation and air-water exchange can be especially important during the turnover periods, 
when mixing causes methane to be released from the hypolimnion into the upper mixed layer of 
a lake  (e.g. Rudd and Hamilton 1978, Utsumi 1998). Another process that can reduce the 
amount of methane released to the atmosphere by ebullition is diffusion from the bubbles into 
the water column during bubble ascent. 
Lake mass balances have been previously used to determine sources of methane 
emissions to the atmosphere (e.g. Bastviken et al. 2008), as well as to determine the significance 
of events such as the erosion of the pycnocline to the methane cycle (Scranton et al. 1993). This 
chapter presents a four-box model of the Upper Mystic Lake, where the different zones 
considered are an upper mixed layer, a transition zone, the anoxic water column in the bottom 
half of the lake, and the sediments.  
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2. BACKGROUND 
2.1 Methane production 
Methane is produced in lake sediments by microbially-mediated anaerobic decomposition 
of organic matter. This occurs through two main pathways – acetotrophic methanogenesis and 
hydrogenotrophic methanogenesis (Zinder 1993). In the first process, methanogenic bacteria 
convert acetate into methane and carbon dioxide.  
 
In the latter pathway, methanogenic archea reduce carbon dioxide and oxidize hydrogen to form 
methane.  
 
Formate, carbon monoxide and other organic compounds such as alcohols can act as alternate 
electron donors for this process. Alternatively, some of the hydrogen and carbon dioxide can also 
be converted by homoacetogens into acetate, for subsequent conversion to methane via 
acetotrophic methanogenesis (Madigan and Martinko 2006). The amount of methane produced 
through each pathway depends on surrounding environmental variables such as temperature 
(Schulz and Conrad 1996), hydrogen, and the presence of other competitors such as sulfate-
reducing bacteria (Conrad 2005, Winfrey and Zeikus 1979). 
Methanogenesis rates have been found to vary with changing organic matter inputs, 
sediment temperatures and oxygen content (Kelly and Chynoweth 1981, Liikanen et al. 2002b). 
Maximum methanogenesis rates typically occur in the surface sediments (0-3 cm), as observed in 
incubation tests of slices collected from 10 to 20 cm long cores (e.g. Jones et al. 1982, Kelly and 
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Chynoweth 1980, Nüsslein et al. 2003). However these studies also observed methanogenesis in 
the deeper sediments, at rates that could at times be as high as in the surface sediments.  
2.2 Methane release to the atmosphere 
Ebullition is the dominant pathway for methane emissions to the atmosphere from 
freshwater lakes (e.g. Casper et al. 2000, Crill et al. 1988, Walter et al. 2006). Most of the 
methane present in bubbles is directly released to the atmosphere, causing energy and carbon to 
be lost from the lake ecosystem. However, some methane can be released into the water column 
through diffusion from rising bubbles. 
Dissolved methane can also be released to the atmosphere through air-water exchange 
from the lake surface. Such export occurs during the open-water season and its rate varies 
according to surface concentrations of dissolved methane, wind speeds, and surface water 
temperatures. Loss by air-water exchange can be especially important during the fall or spring 
turnover when methane accumulated in the hypolimnion over the summer is mixed into the 
upper waters (e.g. Michmerhuizen et al. 1996, Rudd and Hamilton 1978). 
Vascular plants containing hollow stems can act as conduits for methane export to the 
atmosphere. This process can be dominant in aquatic environments with substantial littoral 
vegetation such as shallow wetland lakes (Kankaala et al. 2004, Sebacher et al. 1985). 
2.3 Aerobic methane oxidation 
Dissolved methane can be oxidized by methanotrophs, which are strict aerobic bacteria 
that contain the enzyme methane monooxygenase (Madigan and Martinko 2006). In stratified 
lakes, maximum oxidation rates have been observed in narrow zones within the thermocline 
where methane and oxygen are present (e.g. Harrits and Hanson 1980, Rudd et al. 1974). 
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Methane oxidation has been previously measured using several techniques that include 
incubation tests that measure decreasing methane concentrations with time (e.g., Utsumi et al. 
1998), radiotracer-based incubations (e.g. Rudd et al. 1974) and stable carbon isotopic 
fractionation (e.g. Eller et al. 2005, Kankaala et al. 2007). Independent whole-lake mass balances 
that account for turbulent diffusivities have also been used to obtain estimates of oxidation 
(Bastviken et al. 2002, Kankaala et al. 2006). High oxidation rates have been observed during the 
summer and fall, with maxima occurring during fall or spring turnovers (e.g. Harrits and Hanson 
1980, Kankaala et al. 2006, Liikanen et al. 2002a).  
2.4 Anaerobic methane oxidation 
Microbially mediated anaerobic oxidation using sulfate as an electron acceptor is a major 
methane consumer in marine sediments (Barnes and Goldberg 1976, Reeburgh 1976). This 
phenomenon is thought to be caused by methanogens (ANME-1 and ANME-2 archea) that run in 
reverse producing hydrogen and carbon dioxide, coupled with sulfate reducing bacteria that drive 
the net reaction by consuming hydrogen (DeLong 2000, Hallam et al. 2004). 
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Anaerobic oxidation is also thermodynamically favorable with nitrate as an electron 
acceptor.  
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Such a process has not been observed in any lake or ocean environments, though a recent study 
discovered the existence of organisms that can oxidize methane using nitrate in anoxic sediments 
of a freshwater canal with very high nitrate loading (~1mM) (Raghoebarsing et al. 2006). The 
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process is thought to occur very slowly, and hence might not compete successfully with other 
nitrate consumption mechanisms in natural waters.  
The co-occurrence of sulphate-mediated AMO and aerobic oxidation has been observed 
in Lake Mendota and Lake Plus!ee (Eller et al. 2005, Zehnder and Brock 1980). However, most 
studies have not found evidence of oxidation in samples collected from the anoxic hypolimnia of 
stratified freshwater lakes (e.g. Harrits and Hanson 1980, Kankaala et al. 2007, Rudd and 
Hamilton 1978).  
 
3. METHODS 
3.1 Water quality parameters 
Temperature, dissolved oxygen, pH and conductivity profiles of the lake were collected 
using submersible Hydrolab MiniSonde probes, the depth being determined by a pressure 
transducer present within the same unit. All sensors, except for the temperature and depth 
sensors, were calibrated using standard solutions within 24 hours prior to field measurement. The 
depth sensor was calibrated to start at 0 m at the lake surface at the time of measurement. The 
temperature probe could only be calibrated by the manufacturer; thus surface water temperatures 
measured by the hydrolab instrument were cross-checked with an independent thermometer prior 
to sampling. Measurements were made every 0.5-1 m in 2007, and in April and October 2008. 
Near-continuous profiles (<10 cm depth intervals) were collected for the remaining months in 
2008.  Chlorophyll-a levels in 2007 were estimated using relative fluorescence data at 460 nm 
obtained with a SCUFA underwater fluorometer attached to one of the hydrolab probes. A 
Secchi disk was used to determine lake transparency  
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3.2 Ebullition, air-water exchange and dissolved gas concentrations 
 Ebullition fluxes were measured using the inverted funnel traps described in Chapter 2. 
The traps were deployed from Jul 19-Nov 30 2007 and Apr 5-Dec 1, 2008. Seven traps were left 
in the lake over the winter, of which four traps were lost due to icing. The details of trap field 
deployment and ebullition flux measurements are included in Chapters 3 and 4. 
 Air water exchange fluxes were estimated using dissolved methane concentrations at the 
surface, combined with wind and temperature records of the lake. Calculations for diffusive 
fluxes from the lake surface are described in Chapter 4. Dissolved methane profiles were also 
taken approximately once a month following the methodology outlined in Chapter 4. In 2007, 
profiles were mainly collected for oxidation tests, while the 2008 profiles were measured for 
purposes of mass balance estimates. 
3.3 Oxidation tests 
Incubation tests were used to measure the magnitude and rates of methane oxidation from 
July-October 2007. The tests were based on prior oxidation measurements (e.g. Bastviken et al. 
2008, Utsumi et al. 1998) where water samples were taken at select depths and left to incubate in 
the laboratory under light and temperature conditions similar to those in the lake. Depths were 
chosen based on dissolved oxygen data collected simultaneously; several samples were taken 
near the oxic-anoxic interface where methane oxidation rates have been observed to be at their 
maximum. Since thermocline methane concentrations were usually very low (~0.1 µM), 
additional samples were collected at these depths and spiked with ~0.5 µM dissolved methane. 
Sample syringes were prewashed in 1N nitric acid to remove trace metals, which are 
possible inhibitors of methanotrophs (Bedard et al. 1989), thoroughly cleaned with milli-Q water 
and sterilized at 121
o
C in an autoclave. Syringe samples in the field were collected at sites near 
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the lake center following the procedure previously outlined in Chapter 4 for dissolved gas 
measurements. The usage of gas tight sample syringes limits gas loss due to depressurization 
while bringing the sampler to the surface, and also prevents leakage during transport and 
incubation. 
Samples for all measured depths were divided into three batches, each consisting of two 
syringes collected as duplicates. Duplicates were not taken for the July 2
nd
 and August 2
nd
 tests; 
instead samples were taken at additional depths to test for the possible presence of oxidation 
outside the zone between thermocline and oxycline. The first batch was used as a control; these 
samples were acidified immediately after collection to a pH of 2 to stop oxidation using ~ 200 !l 
of 1M nitric acid. A second batch was incubated underwater for ~12 (or 24) hours, while a third 
batch was incubated for ~24 (or 48) hours. The relatively short incubation time spans were 
selected to minimize bottle effects and changes in nutrient concentrations that typically affect 
long incubation experiments (>75 hours) (Rudd and Taylor 1980, Utsumi et al. 1998). Coolers 
containing ice baths were used to control incubation temperatures; the temperatures were based 
on field measurements at the depths the samples were collected from. Samples collected below 
the lake depth of 3 m were stored in the dark, while the shallower samples were stored 
underwater in an open tub.  
Methane concentrations in the samples were measured using the FID gas chromatograph 
as described in Chapter 4. Both exponential fits (following first order kinetics) and linear fits 
(pseudo zero-order kinetics) of concentrations against time were examined. A p-value of 0.05 
was used to identify statistically significant trends. Methane oxidation rates (mmol.m
-3
.d
-1
) at the 
sample depths were calculated by dividing the rate of methane loss over time by the 
corresponding lake cross-section area. 
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3.4 Sediment porewater methane measurements 
Total methane present in sediment porewaters was measured in a 1 m-long freeze core 
taken on September 22
nd
, 2008. The core was collected near the lake center at a site where the 
water column depth was ~20 m following the method described in Spliethoff and Hemond 
(1996). Freeze coring was chosen as a means of preserving methane bubbles in the sediments, 
thus limiting gas loss due to bubbling or diffusion. Briefly, a 1.25 m x 7.6 cm x 7.6 cm hollow 
corer made of fiberglass reinforced resin, with an aluminum face on one side, was filled with a 
slurry of propanol and dry ice. The corer was dropped from a depth of ~5 m above the sediments 
and brought to the surface after ~20 min. Frozen sediments were broken into four slabs, wrapped 
in plastic and aluminum foil and transported to the laboratory in dry ice.  
The core was stored overnight in a freezer at -80
o
C and laboratory analysis commenced 
within 24 hours of field sampling. The core was sliced into 16 pieces of lengths 5-8 cm in a cold 
room using an electrically heated tungsten wire attached to a hacksaw frame. Each piece was 
further sliced into smaller pieces that were immediately transferred as duplicates into gastight 
glass syringes with wetted barrels, fitted with 3-way Luer Lok! valves. Air in the syringes was 
evacuated using a vacuum pump and the syringes were then filled with a headspace of ~35-45 ml 
of helium after being flushed three times. No visible melting of any of the sediment pieces was 
observed during this process.  
The syringes were left to thaw completely in a tub filled with water at room temperature. 
Approximately 6 hours after initial preparation, the syringes were spiked with ~200µl of 3N 
propanoic acid to bring the pH of the mixture down to 2 in order to prevent bacterial activity that 
might have led to methanogenesis or methane oxidation. For 5 of the 14 pieces, a third replicate 
!!
!
"#$!
syringe was spiked with 500µl of 2M bromo-ethane-sulfonic acid, a methanogenesis inhibitor 
(Gunsalus et al. 1976). 
After thawing, the syringes were weighed and put on a wrist shaker for approximately a 
half hour for the sediment mixture to equilibrate fully with the headspace. Headspace gases were 
then analyzed using FID and TCD chromatography following the procedure outlined in Chapter 
4. The volume of the porewater was calculated by multiplying the difference between the 
weights of the sample syringe and empty syringe with the water content of the sediment mixture. 
Concentrations in the porewater were calculated using equation (1) from Chapter 4. Calculated 
errors include the standard errors from multiple GC injections and from duplicate pieces, as well 
as errors in measurement of headspace and water volumes, and peak heights.  
3.5 Other measurements 
Sediment water content was calculated as the difference in wet and dry weights of 
sediments divided by the total weight of the wet mixture. The sediments were dried for 24 hours 
in an oven at 60
o
C. Sediment porosity was calculated as the water content multiplied by the 
mixture density, determined using mixture weights and volumes.  
The organic matter content of the sediments was measured using the loss on ignition 
method. Dried sediments were combusted in an oven for 24 hours at 375
o
C in air. POM content 
(as % dry weight) was determined as the difference between the post-combustion weight and the 
dry weight. 
Particulate organic matter settling fluxes were measured using five sediment traps from 
mid-August to December 2008. The trap construction, deployment and sample analysis are 
discussed in Chapter 4. 
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X-rays of sediment cores were taken prior to analysis in an attempt to visually observe 
any bubbles trapped. Cores were placed on an aluminum plate and exposed to a beryllium source 
for 20 seconds at a voltage of 160,000V and current of 3.8 mA.  
 
4. RESULTS 
4.1 Lake stratification 
A strong temperature gradient was observed in the UML as early as spring (April/May) in 
both 2007 and 2008 (Figures 2(a) and 3(a)), and stratification intensified over the summer and 
fall. Anoxia was observed in the hypolimnion in both years (Figures (2(b) and 3(b)). In 2007, the 
onset of anoxia occurred around mid-June. In contrast, the water column below 14 m was 
already anoxic in April 2008.  
The thermocline (depth of maximum temperature stratification) did not coincide with the 
oxycline (dissolved oxygen and methane boundary) except during the approach to fall turnover; 
at times the two boundaries differed by as much as 10 m. While the thermocline deepened from 
~3 m in May to ~9-10 m in November, the oxycline exhibited an inverse trend and rose to a 
maximum depth of ~6 m in October. Rapid mixing and thermocline erosion were observed in the 
last 2 weeks of November 2007 during the approach to fall turnover. However, the water column 
remained stratified and anoxic below ~10-14 m on the last sampling dates of both years. 
Dissolved methane concentrations in the hypolimnion increased over the summer and fall 
in 2007 and 2008 (Tables 1 and 2). High concentrations (200-800 µM depending on the period of 
observation) were measured near the sediments; concentrations decreased rapidly to ~10-30 µM 
at the oxycline. Methane minima (<0.1 µM) occurred in the zone between the thermocline and 
the oxycline (Figures 4 and 5). Concentrations in the upper mixed layer were low (~1 µM), but 
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supersaturated with respect to the atmosphere. Calculated errors include differences from 
duplicates, inaccuracies in measurement of sample volumes, headspace volumes and peak 
heights, as well as precision errors from multiple GC injections. Measurement errors typically 
ranged from 5-10% for concentrations > 0.5 µM; large errors (15-30%) were calculated for very 
small concentrations that were close to the GC detection limit of ~ 0.05 µM.      
4.2 Methane loss to the atmosphere 
The weekly measurements of ebullition fluxes and monthly surface air-water exchange 
estimates are summarized in Chapter 4. Average ebullition fluxes were 0.8±0.1 mmolCH4.m
-2
.d
-1
 
from June-November 2007 and 0.5±0.02 mmol CH4.m
-2
.d
-1 
from April-November 2008. Average 
diffusive air-water fluxes from the lake surface were 0.3±0.1 mmol CH4.m
-2
.d
-1 
in 2007 and 
0.2±0.1 mmol CH4.m
-2
.d
-1
 in 2008. 
4.3 Methane oxidation tests 
Methane oxidation was observed in two sets of samples, each of which was collected 
near the oxycline at the methane minimum, on July 2 (at ~15 m) and October 15, 2007 (spiked 
sample at ~7 m) (Appendix Figures 1-5). Concentrations decreased with a weak linear trend at a 
rate of 4.2 mmol.m
-3
.d
-1
 in June (R
2
=0.99, p=0.08 after 24 hours incubation). Since duplicates 
were not collected in June, the calculated consumption rate must be viewed with caution since 
even small depth errors can cause significant concentration differences (~ 1-2µM) between 
duplicate samples collected near the oxycline (e.g. Appendix Figures 4 and 5). Both linear and 
exponential fits yielded a similar consumption rate of 0.3 mmol.m
-3
.d
-1
 in the October sample 
(R
2
=0.7, p=0.03 after 48 hours incubation). However, it is possible that neither of these fits were 
significant, given the magnitude of errors in the concentration measurements. 
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4.4 Sediment core results 
High concentrations of methane were present for at least 1 m of sediment depth in the 
UML porewater (Figure 6(a)). The shape of the profile is consistent with previous methane 
measurements in freshwater sediments (e.g. Chanton et al. 1989, Crill et al. 1988, Huttunen et al. 
2006). Porewater concentrations increased with sediment depth from the surface up to 25 cm 
(Table 3). Concentrations were relatively uniform at sediment depths below 25 cm, and ranged 
from 3.7 to 5.1 mM (i.e. 60-85% saturation). 2.3 to 0.9 mM (i.e. 0.4-1.1 atm) of nitrogen had to 
be present in order for the porewater to be at saturation at these depths. For comparison, the 
concentration of dissolved nitrogen at equilibrium with air (0.78 atm) at 4
o
C is 0.7 mM. 
The oxygen contents of the analyzed sediment mixtures were low but non-zero (2-5%) 
putting an upper bound on possible air contamination.  The observed amount of oxygen, 
corresponding to ~1 ml of air, could also have entered the syringe while filling it with helium. 
Calculated nitrogen concentrations were discarded since this small amount of leakage (<1 ml) 
could result in very large errors.  
The organic matter content of the core ranged from 20-30%, which is similar to previous 
observations in sediment cores taken at the UML (Spliethoff and Hemond 1996). The presence 
of bubbles was not observed in a preliminary examination of the X-ray negatives.  
 
5. COMPONENTS OF THE MASS BALANCE MODEL  
5.1 Overview 
A four-box model was used to calculate the UML methane budget (Figure 7). The zones 
considered were: 
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• An upper mixed layer (Epilimnion) – Depths above the thermocline (depth of maximum 
temperature gradient). Temperatures and oxygen were relatively uniform in this zone, while 
methane concentrations were low (~1 µM). 
• A transition zone – This layer includes depths between the thermocline, but above the 
oxycline (depth where the highest gradient of dissolved oxygen was present). The steepest 
gradient of dissolved methane concentrations was also observed near the oxycline. Methane 
minima (~0.1 µM) were present in this layer. 
• Anoxic hypolimnion – In traditional lake literature, the hypolimnion is the lower stratum of 
the lake situated below the thermocline (Wetzel 1975). However, in this chapter, the term 
‘hypolimnion’ is used to refer to the anoxic water column below the oxycline. High methane 
concentrations (~10-800 µM) were observed at these depths; the concentrations gradually 
increased from April to November.  
• Sediments  
It was assumed that no methane enters or exits the lake via the groundwater. Plant 
mediated emissions were not considered in the model since the surface area covered by littoral 
vegetation is negligible compared to the open water.  
The mass balance was done in monthly intervals based on the 2008 data; the period 
between April and June (e.g. Table 6) was treated as one interval since the concentration profile 
for May was not available. Changes in the volumes of the different zones were accounted for by 
considering the variations in the depths of the thermocline and oxycline. However, since the 
methane samples were only collected at 3 m depth intervals, the actual thermocline and oxycline 
depths measured from the hydrolab were not used to determine the different zones for each mass 
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balance period. Instead the thermocline and oxycline depths were approximated to a depth that 
was the nearest multiple of three of the actual values. 
5.2 Methane buildup in the water column 
Methane accumulation in the water column was calculated by multiplying the changes in 
concentration over time with the volumes of the corresponding depth intervals, and integrating 
over the lake depth. Volumes were obtained based on the cross-section areas listed in Appendix 
Table 1. Unknown concentrations and cross-section areas were estimated using linear 
interpolation (or linear extrapolation to the lake bottom).  
Calculated errors include analytical errors in dissolved methane concentrations, and a 
(conservative) 5% bathymetric volume error that was estimated by comparing two independent 
maps of the lake. The error due to a possible 10 cm uncertainty in sampling depth was estimated 
using linear interpolation, and was found to be negligible (~2%). However, small variations in 
sampling depths can potentially be significant sources of error near the oxycline and thermocline 
boundaries, where concentration gradients are steepest. For the purpose of this study, it was 
assumed that the differences measured in duplicate samples accounted for variations in sampling 
depth, as well as analytical error. It was also assumed that the lake was mixed horizontally, and 
that a single profile collected at the lake center was representative of the entire water column. 
5.3 Ebullition and diffusive air-water exchange to the atmosphere 
The mass of methane bubbled between sampling periods was calculated as the sum of 
individual trap fluxes multiplied by the area represented by the traps (as described in Chapter 4) 
and the sampling interval. Total export of methane through diffusion across lake surface was 
obtained by multiplying air-water exchange fluxes with the lake surface area.  
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5.4 Dissolution from bubbles 
The rate of mass exchange between a single bubble of radius r and the water column can 
be calculated as (McGinnis et al. 2006) 
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where z = depth of the bubble (m) 
KL = Gas transfer coefficient (m/s) 
P = Concentration of methane in the bubble (atm) 
KH = Henry’s constant (atm.m
3
.mol
-1
) 
Cw = Concentration of methane in the water (mol/m
3
) 
vb = Bubble velocity (m/s) 
Both KL and vb are dependent on bubble size, which changes during bubble ascent due to 
gas exchange and decreasing hydrostatic pressure (Leifer and Patro 2002). The mass loss from a 
single bubble was computed using the SiBu-GUI model (Greinert and McGinnis 2009, McGinnis 
et al. 2006) assuming that bubble radii ranged from 1 to 5 mm, as is typically observed in aquatic 
environments (Ostrovsky et al. 2008, Rehder et al. 2002). The model accepts inputs for bubble 
diameter and initial gas composition, as well as lake temperature and gas concentration profiles. 
The output predicts a final bubble diameter and composition from which the amount of methane 
lost from a bubble is calculated. 
 The model was run for a pure methane bubble, assuming a bubble release depth of 20 m, 
using a lake temperature and gas composition profile from September 2008. Since the model was 
originally designed to calculate bubble dissolution through a hydrate stability zone, it requires an 
input parameter for a hydrate phase boundary depth. This input can be set to a large value (e.g. 
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100 m) in order to obtain the correct gas diffusion coefficients for a system where no hydrates 
are present (J. Greinert, personal comm.).  
Gas dissolution at different water column depths was obtained from the model results to 
account for variations in the oxycline and thermocline (Table 4). The total number of moles 
diffusing from the bubbles was calculated by multiplying the measured surface ebullition fluxes 
with average estimates of methane diffusion from the model for bubbles of radii 1 to 5 mm. The 
amount of methane dissolving in the water column was mainly dependent on bubble size and 
almost insensitive (~5% change) to variations in environmental parameters and initial gas 
composition. Since actual bubble sizes were not measured in this study, the model results only 
represent order of magnitude estimates of bubble dissolution.  
5.5 Eddy diffusion 
 Turbulent diffusivity Kz at the thermocline and oxycline boundaries were determined 
using a one-dimensional flux gradient model (Jassby and Powell 1975). This method uses heat as 
a conservative tracer and assumes that the colder water in the UML below a depth z can only 
receive heat through eddy diffusion. Temperature profiles measured at one location at the lake 
center were assumed to be representative of the entire water column. Solar radiant heat was not 
considered, as the Secchi disk readings indicated that lake transparency levels were low below 3 
m (Appendix Table 2). Sediment heat exchange was also neglected in this calculation. Kz is 
estimated as (Schwarzenbach et al. 2003): 
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where A(z) = cross section area at depth z (m
2
), 
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T = Temperature (
o
C) 
Lake profiles collected simultaneously from two Hydrolab temperature probes were 
compared to obtain estimates for temperature errors. Both the absolute and relative temperature 
profiles from the Hydrolab instruments differed by less than 0.1
o
C for most depths, except at the 
thermocline, where values could differ by as much as 0.3
o
C.  On the basis of a ±0.1
o
C 
uncertainty, a ±20% error was estimated for Kz values at the oxycline, where temperature 
changes between sampling dates were on the order of 0.5
o
C. Errors due to temperature 
uncertainty were neglected at the thermocline, where spatial and temporal temperature changes 
were generally large (>2
o
C). Kz values for the different measurement periods are presented in 
Table 5, and are consistent with a value of 0.17±0.09 m
2
/d previously estimated at a depth of 18 
m at the UML (Senn 2001).  
The temperatures measured by the Hydrolab probe in the hypolimnion on July 16
th
 were 
slightly higher than the values from August (Appendix Table 3). No obvious source for the 
colder water in August could be identified; it was therefore assumed that the higher July 
temperatures were a result of sensor error and they were ignored from calculations of Kz. The 
readings from a second digital thermometer were ~1.3
o
C lower than the temperatures measured 
by the Hydrolab on both July 16
th
 and August 16
th
, but the two thermometers differed by less 
than 0.5
o
C for three other dates during the measurement period. The possible inaccuracies in 
temperature measurements could significantly affect the estimated Kz values. However, it is also 
possible that a 1-dimensional mixing model might not be sufficient to calculate eddy diffusivities 
at the UML. Also, solar radiant heat at the thermocline might not have been negligible in April 
and May, when lake transparency levels were higher and the thermocline was shallower than the 
rest of the year. Thus the calculated Kz values should be only be considered as order of 
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magnitude estimates for mass balance purposes. The small negative value of Kz at the 
thermocline between May and June (-0.03 m
2
/d) was assumed to be an artifact of the error in 
temperature measurements; instead the Kz values from April to May was used for the entire mass 
balance interval of April-June. 
5.6 Methane oxidation incubations 
Possible methane oxidation was only observed at depths near the oxycline in two of the 
five incubation tests conducted between July and October. The July samples had higher 
oxidation rates (4.2 mmol.m
-3
.d
-1
) than the October samples (0.3 mmol.m
-3
.d
-1
), though 
duplicates were not taken for the former set, and relative errors were high for the latter. Even 
though the experimental evidence seems to suggest that methane oxidation rates were low, this 
interpretation is not consistent with the presence of a persistent methane minimum in the 
transition zone, where methane concentrations were 1-10 times smaller than the concentrations 
in the upper mixed layer. Oxygen at these depths was steadily consumed through the summer, 
which is consistent with (but does not necessarily require) the presence of methane oxidation in 
this zone.  
Previous oxidation studies conducted in stratified lakes using radiotracer based 
incubations found rates ranging from 0 to 29 mmol.m
-3
.d
-1
, though the higher rates were mainly 
observed during lake turnovers, with little oxidation occurring during other times (as reviewed in 
Utsumi et al. 1998, Kankaala et al. 2006). The shape of the oxygen and methane profiles in these 
lakes was similar to those in the UML especially at the oxycline; however the absolute methane 
concentrations in the hypolimnia were lower (~10-100 µM). 
It is possible that oxidation rates measured from the incubation tests in this study were 
underestimated due to the sampling and experimental protocols followed. The coarse sampling 
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resolution (~1-2 m near the oxycline) was probably not sufficient to capture the depths at which 
maximum oxidation occurs. However, samples collected from the transition zone had very low 
methane concentrations, close to the GC detection limits, and it is likely that more instrument 
sensitivity was required in order to accurately measure decaying concentrations. The spike tests 
might not have been effective if oxidation followed Michaelis-Menton kinetics where, depending 
on the half-saturation constant, a substrate increase can cause reactions to move to from first-
order to zero-order rates. Longer incubation times might also have been needed. For example, 
Liikanen et al. (2002a) found that most of the oxidation occurred within 150 hours, following a 
day or two of low activity. However, longer tests can potentially be affected by bottle effects and 
leakage. Finally, temperatures in the lab incubations were not finely controlled, but were on 
average higher than lake conditions and could have resulted in increased oxidation (Harrits and 
Hanson 1980).  
Thus the results from the oxidation experiments were treated as inconclusive, and the 
oxidation in the lake was estimated indirectly through the mass balance. 
5.7 Diffusion from sediments 
Outward flux from hypolimnetic sediments was calculated using the Fickian diffusion 
equation (Berner 1980): 
 
where Js = flux (mol/cm
2
/s) 
! = porosity, 
! = tortuosity, 
Ds =diffusion coefficient of methane in the sediments (cm
2
/s) 
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= concentration gradient, dc (mol/cm
3
) across a diffusion path length dx (cm) 
The measured porosity of the top 8.5 cm of the sediments was 0.9 to 0.97, which agrees 
with values reported in limnological literature (e.g. Huttunen et al. 2006). Tortuosity was 
calculated using two sets of empirical equations. The first is a logarithmic function for fine-
grained unlithified sediments (Boudreau 1996)  
 
which leads to a tortuosity of 1.12. The second method calculates tortuosity as (Iversen and 
Jorgensen 1993): 
 
where n=3 for clay sediments, giving a value of 1.18. The final value for tortuosity used in 
calculations was 1.15.  
Ds was estimated to be 0.85*10
-5
 cm
2
/s, which is the molecular diffusion coefficient of 
methane in water at 4
o
C. This was calculated based on the temperature of water near 
hypolimnetic sediments at the UML and on previously reported values for molecular diffusion of 
methane in seawater (=0.87±0.1*10
-5 
cm
2
/s from Iversen and Jorgensen 1993) and distilled water 
(=0.84*10
-5 
cm
2
/s from Sahores and Witherspoon 1970) at 4
o
C. It was assumed that the 
sediments were at steady state; thus sorption of methane to sediments was not considered in the 
aqueous phase flux calculations. 
The gradient  was estimated by fitting a line through the porewater and near-sediment 
water column concentrations (Figure 6(b)). The diffusive methane flux from the sediments of the 
UML is estimated to be 0.9*10
-9
 mmol.cm
-2
.s
-1
, i.e. 0.8 mmol.m
-2
.d
-1
. The flux error was 
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calculated using from the standard error of the residuals from the linear fit and was ~ ±13%. 
Methane concentrations in the porewaters of epilimetic sediments were not measured.  
6. MASS BALANCE DISCUSSION 
6.1 Upper mixed layer mass balance 
Quantitive estimates were made for the surface air water diffusive flux, diffusion across 
the thermocline, and gas dissolution from bubbles in the epilimnion mass balance. Since data 
were not available for methane diffused from epilimnetic sediments (Dsed) and oxidation in the 
water column, these processes were estimated from the mass balance (Figure 8). The two terms 
cannot be separated without further measurements; however their net sum can be estimated as:  
  
! 
Unknowns(D
sed
" oxidation) =
dM
E
dt
+F
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A
sur
+F
th
A
th
- Gas diffused from bubbles
 
where 
! 
dM
E
dt
  = Differential (not derivative) rate of upper mixed layer storage (mol/d) 
Fa/w = Surface air-water gas flux (mmol.m
-2
.d
-1
) 
Asur = Surface area of UML = 5.83*10
5
 m
2
 
 Kz = Eddy diffusion coefficient (m
2
/d) 
Ath = Lake cross-section area at thermocline depth  
  
! 
dc
dz th
= Differential concentration gradient across the thermocline, normally 
corresponding to a flux out of the upper mixed layer 
Errors were calculated using a square sum propagation of uncertainty in each of the 
individual terms. Errors in the storage term could be large relative to the mean value (~20-50% 
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error), since the latter was calculated as the difference of concentrations over time, whereas the 
errors were summed. 
Methane flux out of the upper mixed layer into the transition zone was positive or zero 
for most of the season (April-October); however all the terms in the mass balance were small 
when compared to air-water exchange from the lake surface (Table 6). Mixing in November 
caused the oxycline and thermocline to converge to the same depth, resulting in the 
disappearance of the transition zone. During this time, there was a large input of methane from 
the hypolimnion (~6±1 kmol) into the upper mixed layer; the mass balance indicates that this 
methane was consumed internally within the water column by a sink.  
Air-water exchange flux in November was estimated to be small during the approach to 
turnover, since the concentration of methane at the lake surface was low on November 9
th
 2008, 
and wind speeds were not much greater than the rest of the measurement period (from Chapter 
4). The average residence time of methane in the upper mixed layer was on the order of 1 week 
to a month, depending on the depth of the epilimnion and the value of average concentrations 
used. However, the residence times were the lowest (~ 1 week) during April and May, when the 
epilimnion was shallow, and were higher (~ 25 to 30 days) in November, when the epilimnion 
depths were ~9-10 m. The residence time estimates suggest that a monthly sampling interval 
would probably have detected a significant increase in methane concentrations in the surface 
waters during November, if it had occurred. 
The net sum of diffusion from epilimnion sediments and methane oxidation was positive 
from April-October, indicating that a source of methane was needed to balance efflux through 
air-water exchange from the lake surface (Table 6). Bubble dissolution as a source was relatively 
small compared to the net sum term. The net sum was positive for most of the sampling period, 
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except from October-November during the approach to fall turnover. One hypothesis that could 
explain these observations is that epilimnetic sediments release methane throughout the season at 
a rate that exceeds methane oxidation. According to this hypothesis, methane oxidation starts to 
become more significant relative to the sediment source in October and November, causing a 
decrease in the net sum term.  
6.2 Transition zone mass balance 
The transition zone (i.e. the oxic hypolimnion) in April was ~10 m deep; however this 
zone was steadily eroded over summer and fall, and completely disappeared by November, 
presumably due to mixing during the fall turnover. Diffusive fluxes across the thermocline and 
oxycline were sources to the transition zone because of the methane minima present at these 
depths.  The quantities estimated from the mass balance in this zone were diffusion from 
sediments and methane oxidation (Figure 9).  
  
! 
D
sed
" oxidation =
dM
tz
dt
"K
th
A
th
dc
dz th
"K
ch
A
ch
dc
dz ch
-Gas diffused from bubbles
 
The mass balance indicates the presence of a methane sink through the sampling period 
up until the fall turnover (Table 7). Almost no methane was stored in this zone over the season; 
the average residence time calculated based on the storage and flux was on the order of a few 
days, which indicates that any methane input into this zone is consumed rapidly.  
The period between July and August was the only period when a clear decrease in 
methane storage in the transition zone was observed. Interestingly, this followed a significant 
influx of methane from the thermocline and oxycline in the period between June and July. If 
methanotrophs were the major consumers of methane in this zone, then a possible theory is that 
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these organisms were stimulated by the pulse of methane in June/July and continued to be active 
at similar rates through August, thus causing the net decrease in methane concentrations. 
6.3 Hypolimnion mass balance 
Methane efflux from the sediments (Fsed/w) can be estimated from a hypolimnion mass 
balance as (Figure 10): 
  
! 
F
sed /w
A
sed
=
dM
H
dt
+K
z
A
p
dc
dz pycno
- Gas diffused from bubbles 
where Ased = Hypolimnion sediment area = 4.7*10
5
 m
2
 
! 
dM
H
dt
  = Hypolimnetic storage (mol/d) 
The mass balance estimate of sediment efflux can be compared against a theoretical value 
estimated on the basis of porewater concentration gradients (as measured in the freeze core), 
assuming molecular diffusion to be the main mode for sediment water exchange of methane. A 
hypolimnion sediment area of 4.7*10
5
 m
2
 was estimated by representing the lake shape as the 
frustum of a cone (average hypolimnetic lake depth ~12 m). 
The month-to-month diffusive sediment fluxes calculated from the hypolimnion mass 
balance (Table 8) were not reliable estimates, since the errors propagated from the change in 
hypolimnion storage calculations were high (at least 40%). Instead a seasonal sediment flux was 
calculated from a linear fit of the hypolimnion storage values (Figure 11), and was found to be 
~1500 mol/d, i.e. 3.2 mmol.m
-2
.d
-1
. The seasonal sediment efflux thus calculated from the 
hypolimnion mass balance is about 4 times larger than the diffusive sediment flux calculated 
from freeze core concentrations (0.8 mmol.m
-2
.d
-1
). Both values are consistent with previously 
reported values for sediment diffusive fluxes (Table 9). The difference between the two estimates 
could be due to inaccuracies in sediment area, as well as the extrapolation of a single core to the 
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whole lake basin for the entire season. However, at Cape Lookout Bight, Martens and Klump 
(1980) also measured benthic methane fluxes that were 1-3 times larger than the theoretical 
values calculated using molecular diffusion in sediments. Those authors proposed that the 
diffusive sediment water exchange might have been enhanced due to the presence of bubble 
tubes that had been observed in the sediments (porosity = 0.9-0.93). The mass balance indicates 
that most of the methane released from the sediments is stored within the water column at the 
anoxic hypolimnion until fall turnover.  
6.4 Sediment mass balance 
Change in porewater methane storage (
! 
dS
dt
) can be estimated from the net release of gas 
and the production rate as (Figure 12): 
! 
dS
dt
= F
prod
A
sed
"F
sed /w
A
sed
"F
b
A
sur
 
where Ased = Sediment area (m
2
) 
 Fsed = Diffusive flux from sediments to the water column (mmol.m
-2
.d
-1
) 
 Fb = Ebullition flux (mmol.m
-2
.d
-1
)  
 Asur = Lake surface area (m
2
) 
The sum of sediment-water diffusive fluxes (0.8 to 3.2 mmol.m
-2
.d
-1
) and the bubbling 
fluxes (0.5 to 0.8 mmol.m
-2
.d
-1
) at the UML could be 1.3 to 4 mmol.m
-2
.d
-1
, depending on 
whether the freeze-core or mass balance estimate is used for the former value. This sum is 
presumably equal to the average methane production rate, assuming the sediments are at steady 
state in the long-term. For comparison, the production rate reported in three duplicate cores 
incubated at 4.5
o
C from Lake Third Sister (Kelly and Chynoweth 1981) was 2.3±1.4 mmol.m
-2
.d
-
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1
. The authors also measured production rates in cores incubated at 9
o
C from Lake Frain’s and 
Lake Third Sister, which ranged from 3.9±2.3 to 4.7±2.3 mmol.m
-2
.d
-1
.  
Due to the constant temperature and anoxic conditions at the lake bottom, as well as the 
high amount of organic matter present in the sediments, the methane production rate probably 
did not change much from 2007 to 2008. This hypothesis is supported by the evidence that the 
hypolimnetic accumulation of methane occurred at a steady rate throughout the season (Figure 
11). However, methanogenesis rates have been observed to vary in the short-term (order of 
weeks) with the input of fresh organic matter (Kelly and Chynoweth 1981). In a 3-year study, 
Eckert and Conrad 2007 observed that the rate of hypolimnetic accumulation in L. Kinneret 
increased with POM settling fluxes.  The POM fluxes at the UML, as measured by a limited 
number of sediment traps, varied considerably from August-November, and were several times 
larger than the estimated methane production rate (Table 10). These fluxes only consider fine 
particulate organic matter and do not include large particles such as leaf litter than can further 
add to the organic matter content of the sediments. While it is possible that short-term 
methanogenesis rates near the top of the sediments varied with the POM fluxes; their effect on 
the overall methanogenesis rates were probably small, and did not measurably affect the total 
rate of change of storage. Furthermore, the sedimentation rates in the top layer of the UML 
sediments have been previously measured to be ~1 cm/yr (Spliethoff and Hemond 1996); it is 
unlikely that the organic matter accumulated in a very thin layer at the top of the sediments can 
dominate the overall methanogenesis rate.  
The above hypothesis also indicates that the long-term temporal variability in bubble 
release from sediments is probably not an effect of changing methanogenesis rates. Given the 
average porewater concentration of the top 1 m of sediments (~4 mM) and total methane release 
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calculated above, one can estimate that it would take approximately 1000 to 3000 days to 
exhaust the sediment reservoir. 
7. SUMMARY AND CONCLUSIONS 
The mass balance shows that the seasonal water column storage of methane, which 
occurs primarily in the hypolimnion, is one of largest components of the methane cycle of the 
Upper Mystic Lake.  At least 60% of total methane release from the sediments occurs through 
diffusion into the water column, if the flux estimate from the freeze core (0.8 mmol.m
-2
.d
-1
) is 
compared with ebullition fluxes (0.5 mmol.m
-2
.d
-1
). The mass balance however indicates that the 
proportion of methane diffused across the sediment-water interface can be about 4 times higher 
than the freeze core estimate, which means that the proportion of sediment-water exchange to 
bubbling can possibly be much larger than 60%. The amount of methane diffusing from bubbles 
into the water column was estimated to be a very small part of the storage term.   
Small quantities of methane can diffuse from the hypolimnion into the upper lake depths. 
During stratification, this methane is evidently consumed internally within a transition zone that 
is present between spring and fall turnover. Due to the presence of the methane minimum in the 
transition zone, none of the methane diffused out of the lake surface, prior to turnover, originates 
in the hypolimnion. It thus appears as though the primary input of methane to the upper mixed 
layer (before the fall turnover) is release from epilimnetic sediments, and that most of this 
methane is emitted to the atmosphere through surface air-water exchange, and possibly 
consumed internally through oxidation. Further measurements are needed in order to separate the 
oxidation term from the epilimnetic sediment input into the lake. 
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A major question concerns the fate of the stored methane during the fall turnover when 
the thermocline erodes. Physically this corresponds to the transport of hypolimnetic water and 
solutes into the epilimnion. However, the concentrations measured in the upper mixed layer did 
not increase in November, despite this input of methane during the turnover; the mass balance 
indicates that an internal sink consumed most of this methane.  It is hypothesized that this sink is 
methane oxidation, and that this process could play a major role in preventing hypolimnetic 
methane from being emitted to the atmosphere through air-water exchange.  However, surface 
methane concentrations need to be sampled at higher temporal resolutions in order to rule out the 
possibility that a significant quantity of methane was released to the atmosphere during the fall 
turnover.  
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8.  TABLES 
 
 
Table 1 – Dissolved methane profiles, 2007 
Table 2 – Dissolved methane profiles, 2008 
Table 3 – Porewater concentrations from a freeze core collected on September 22
nd
, 2008 
Table 4 – Results of bubble dissolution model for bubble sizes 1 to 5 mm 
Table 5 – Turbulent diffusivities at the thermocline and oxycline 
Table 6 – Upper mixed layer mass balance, 2008 
Table 7 – Transition zone mass balance, 2008 
Table 8 – Hypolimnion mass balance, 2008 
Table 9 – Comparison of sediment water fluxes at different sites 
Table 10 – Particulate organic matter fluxes from sediment traps
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Table 1 Dissolved methane profiles (µM) in 2007 
 
Depth (m) 
July 2nd 
(Duplicates 
not taken)  
Depth 
(m) 
August 2nd 
(Duplicates 
not taken)  
Depth 
(m) August 17th 
0 0.7 ± 0.1  0 0.5 ± 0.2  0 0.4 ± 0.1 
3 0.9 ± 0.1  3 0.4 ± 0.1  6 0.07 ± 0.02 
4.5 0.6 ± 0.1  6 0.03 ± 0.01  10 0.10 ± 0.03 
6 0.3 ± 0.0  9 0.02 ± 0.00  14 16.3 ± 3.2 
9 0.3 ± 0.0  12 0.05 ± 0.01  18 383 ± 80 
12 0.1 ± 0.0  15 28 ± 6  23 686 ± 44* 
15 7 ± 1  18 398 ± 75  * Collected on Aug 29 
18 252 ± 30  21 644 ± 171    
21 425 ± 50       
 
Depth (m) Sept 23rd  Depth (m) Oct 15th  
Depth 
(m) 
Nov 12th & 
14th 
0 0.8 ± 0.1  0 1.0 ± 0.2  0 0.2 ± 0.0 
6 1.8 ± 1.1  6 0.4 ± 0.1  4 0.2 ± 0.0 
9 0.3 ± 0.2  7 0.07 ± 0.02  8 0.2 ± 0.0 
14 28 ± 3  9 1.2 ± 1.0  9 0.2 ± 0.0 
18 337 ± 23  14 31 ± 3  12 14 ± 1 
23 670 ± 16*  22 718 ± 73  15 107 ± 5 
* Collected on Sept 9     20 696 ± 25 
      23 816 ± 39 
 
Depth (m) Nov 30th 
0 0.3 ± 0.0 
5 0.2 ± 0.0 
10 0.3 ± 0.1 
15 60 ± 4 
21 777 ± 29 
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Table 2 Dissolved methane profiles (µM) in 2008 
Depth (m) Apr 10 Jun 12 Jul 16 
0 0.11 ± 0.03 0.5 ± 0.1 0.6 ± 0.1 
2.8 0.12 ± 0.04 0.7 ± 0.1 1.6 ± 0.2 
5.3 0.05 ± 0.03 0.22 ± 0.06 0.3 ± 0.1 
8.2 0.02 ± 0.02 0.11 ± 0.05 0.15 ± 0.07 
10.8 0.03 ± 0.04 0.07 ± 0.03 0.12 ± 0.06 
13.6 0.7 ± 0.1 0.2 ± 0.1 9.1 ± 1.3 
16.2 109.3 ± 20.3 154.2 ± 26.9 227.2 ± 30.0 
19.85 233.8 ± 30.2 280.9 ± 27.3 320.6 ± 32.2 
 
Depth (m) Aug 13 Sep 13 Oct 13 Nov 9 
0 0.4 ± 0.1 0.8 ± 0.1 0.3 ± 0.1 0.23 ± 0.07 
3 0.4 ± 0.1 0.8 ± 0.2 0.8 ± 0.1 0.17 ± 0.05 
6 0.09 ± 0.04 0.7 ± 0.1 0.12 ± 0.06 0.16 ± 0.03 
9 0.04 ± 0.01 0.06 ± 0.02 0.9 ± 0.1 0.20 ± 0.05 
12 2.4 ± 0.4 14.6 ± 1.8 12.1 ± 1.5 47.1 ± 7.0 
15 104.1 ± 11.6 151.1 ± 19.3 162.5 ± 24.2 201.7 ± 26.2 
18 263.2 ± 34.2 320.2 ± 37.4 326.9 ± 47.6 379.2 ± 44.4 
20.5       454.3 ± 56.9 
22 413.3 ± 43.3 446.1 ± 50.1 493.4 ± 62.2   
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Table 3 Methane porewater concentrations from a freeze core collected at 42 26. 
000N, 71 08.983W 
 
Depth from top 
of sediment 
(cm) 
Methane 
(mmol/L 
porewater) 
Methane 
(atm) 
% Saturation 
[Methane (mM) 
/solubility (mM)] 
0 to 8.5 1.55 ± 0.65 0.76 ± 0.32 25 ± 11 
8.5 to 17.5 2.81 ± 0.16 1.38 ± 0.08 46 ± 3 
17.5 to 24.5 3.71 ± 0.17 1.82 ± 0.08 61 ± 3 
24.5 to 31 4.04 ± 0.19 1.98 ± 0.09 66 ± 3 
31 to 36 4.51 ± 0.45 2.21 ± 0.22 74 ± 7 
36 to 41 4.27 ± 0.27 2.10 ± 0.13 70 ± 4 
41 to 46 4.00 ± 0.22 1.96 ± 0.11 65 ± 4 
46 to 51 5.06 ± 0.28 2.49 ± 0.14 83 ± 5 
51 to 58 3.99 ± 0.35 1.95 ± 0.17 65 ± 6 
58 to 64.5 4.21 ± 0.25 2.07 ± 0.12 69 ± 4 
64.5 to 71 4.35 ± 0.27 2.14 ± 0.13 71 ± 4 
71 to 75 4.23 ± 0.11 2.08 ± 0.05 69 ± 2 
75 to 81 3.99 ± 0.15 1.96 ± 0.07 65 ± 2 
81 to 86.5 4.40 ± 0.11 2.16 ± 0.06 72 ± 2 
86.5 to 91 4.43 ± 0.10 2.18 ± 0.05 73 ± 2 
91 to 97 3.74 ± 0.27 1.84 ± 0.13 61 ± 4 
Henry’s constant at 4
o
C = 491 L.atm/mol (Calculated using KH=776 L.atm/mol at 20
o
C from 
Stumm and Morgan) 
Solubility of methane at 4
o
C and 3 atm pressure ~ 6 mM 
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Table 4  Fraction of methane lost from a single bubble released from a depth of 20m 
computed using the SiBu-GUI model (see text for model parameters). The average and 
standard deviations shown in this table were multiplied by ebullition fluxes to calculate the 
magnitude and error of bubble dissolution. 
  
% CH4  
lost at  
 
Bubble size 
(mm)  
15m 12m 9m 6m 3m Surface 
1 60 81 92 97 99 100 
2 31 46 58 67 74 79 
3 19 29 38 45 51 56 
4 14 22 29 35 40 44 
5 11 17 22 27 31 35 
Average % 25 35 41 46 50 52 
Standard 
deviation  19 26 30 32 34 35 
 
 
 
Table 5  Estimate of turbulent diffusivity coefficients at the oxycline and thermocline. 
Temperature error in probe measurements were ~0.1
o
C resulting in a 20% error in Kz 
estimates. 
 
Period (2008) 
Approximate 
oxycline 
depth(m) 
Kz at 
oxycline 
(m
2
/d) 
Approximate 
thermocline 
depth(m) 
Kz at 
thermocline 
(m
2
/d) 
Apr 10 - May 15 14 0.06 ± 0.01 3 0.15 
May 15-Jun 12 14 0.07 ± 0.01 3 -0.03 
Jun 12 - Aug 13 12 0.16 ± 0.03 6 0.08 
Aug 13 - Sep 13 9 0.04 ± 0.01 6 0.02 
Sep 13 - Oct 13 9 0.01 ± 0.00 6 0.04 
Oct 13 - Nov 9 9 0.07 ± 0.01 9 0.07 
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Table 6  Upper mixed layer mass balance for UML, 2008. The seasonal average values are shown in Figure 8. 
 
Period (2008) 
No. 
days 
Approximate 
thermocline 
depth (m) 
Upper 
mixed layer 
change of  
storage  
(kmol) 
Air water 
exchange 
(kmol) 
Flux across 
thermocline 
(kmol) 
Diffusion 
from 
bubbles 
(kmol) 
 [Dsed -
oxidation] 
(kmol) 
Apr 10 - Jun 12 63 3m 0.6 ± 0.1 4.9 ± 4.3 0.4 ± 0.1 0.4 ± 0.2 5.5 ± 4.3 
Jun 12 - Jul 16 34 3m 0.8 ± 0.2 6.0 ± 1.4 0.4 ± 0.3 0.1 ± 0.0 7.1 ± 1.5 
Jul 16 - Aug 13 28 6m -0.7 ± 0.2 4.3 ± 1.4 0.3 ± 0.2 0.3 ± 0.2 3.6 ± 1.4 
Aug 13 - Sep 13 31 6m 1.2 ± 0.3 5.3 ± 2.6 0.0 ± 0.0 0.5 ± 0.2 6.1 ± 2.6 
Sep 13 - Oct 13 30 6m -0.6 ± 0.3 4.3 ± 2.6 0.0 ± 0.0 0.4 ± 0.2 3.2 ± 2.6 
Oct 13 - Nov 9 27 9m -0.7 ± 0.2 1.7 ± 0.5 -5.8 ± 1.1 1.1 ± 0.5 -6.0 ± 1.3 
Total: Apr-Nov 213   0.5 ± 0.1 26.6 ± 6.0 -4.7 ± 1.2 2.8 ± 0.7   
Seasonal 
average (mol/d) 213   2 ± 0 125 ± 28 -22 ± 8 13 ± 3   
 
Table 7 Transition zone mass balance for the UML, 2008. The seasonal average values are shown in Figure 9. 
 
Period (2008) 
Approximate 
thermocline 
depth (m) 
Approximate 
oxycline 
depth (m) 
Transition 
zone 
change of 
storage  
(kmol) 
Source: 
Flux across 
oxycline 
(kmol) 
Source: Flux 
across 
thermocline 
(kmol) 
Source: 
Diffusion 
from 
bubbles 
(kmol) 
 [Dsed -
oxidation] 
(kmol) 
Apr 10 - Jun 12 3m 14m 0.4 ± 0.1 0.1 ± 0.1 0.4 ± 0.1 4.9 ± 2.9 -5.0 ± 2.9 
Jun 12 - Jul 16 3m 12m 0.6 ± 0.5 2.4 ± 1.0 0.4 ± 0.3 0.6 ± 0.3 -2.9 ± 1.2 
Jul 16 - Aug 13 6m 9m -1.3 ± 0.5 0.6 ± 0.5 0.3 ± 0.2 0.3 ± 0.1 -2.4 ± 0.7 
Aug 13 - Sep 13 6m 9m 0.3 ± 0.1 1.1 ± 0.0 0.0 ± 0.0 0.4 ± 0.2 -1.2 ± 0.2 
Sep 13 - Oct 13 6m 9m 0.1 ± 0.1 0.4 ± 0.0 0.0 ± 0.0 0.4 ± 0.1 -0.7 ± 0.2 
Oct 13 - Nov 9 9m 9m DID NOT EXIST   
Total: Apr-Oct     0.1 ± 0.1 4.6 ± 1.1 1.1 ± 0.4 6.5 ± 2.9  
Seasonal 
average (mol/d)     1 ± 0 22 ± 5 5 ± 2 30 ± 14  
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Table 8 Hypolimnion mass balance for the UML, 2008. The seasonal average values are shown in Figure 10. 
 
Period (2008) 
Approximate 
oxycline depth 
(m) 
Hypolimnion 
change of 
storage        
(10
5
 mol) 
Flux across 
oxycline (10
5 
mol) 
Diffusion 
from bubbles 
(10
5 
mol) 
Sediment 
efflux from 
mass balance 
(10
5
 mol) 
Apr 10 - Jun 12 14m 0.6 ± 0.3 0.0 ± 0.0 0.05 ± 0.04 0.6 ± 0.3 
Jun 12 - Jul 16 12m 0.7 ± 0.3 0.0 ± 0.0 0.02 ± 0.01 0.7 ± 0.3 
Jul 16 - Aug 13 9m 0.1 ± 0.3 0.0 ± 0.0 0.02 ± 0.02 0.0 ± 0.3 
Aug 13 – Sep 13 9m 0.8 ± 0.3 0.0 ± 0.0 0.03 ± 0.02 0.8 ± 0.3 
Sep 13 – Oct 13 9m 0.3 ± 0.4 0.0 ± 0.0 0.03 ± 0.02 0.3 ± 0.4 
Oct 13 - Nov 9 9m 0.7 ± 0.4 0.1 ± 0.0 0.04 ± 0.03 0.7 ± 0.4 
Total: Apr-Nov   3.2 ± 0.4 0.1 ± 0.0 0.12 ± 0.12 3.2 ± 0.4 
Seasonal average 
(kmol/d)   1.5 ± 0.3 0.05 ± 0.01 0.06 ± 0.06 1.5 ± 0.3 
 
* Estimated from a linear fit of monthly storage values (Figure 9)
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Table 9  Comparison of sediment-water fluxes at different sites 
 
Source Location Sediment diffusive flux 
(mmol.m
-2
.d
-1
) 
Martens and Klump (1980) Cape Lookout Bight, 
North Carolina 
0.7±0.2 to 9.4±2.3 
Molongoski and Klug (1980) L. Wintergreen, 
Michigan 
~22-30  
Crill et al. (1988) Lago Calado, Brazil 5.3-7.3 
Adams and Naguib (1999) L.Plus!ee, Germany 2.3-6.9 
L. Tuusulanjrvi 4.5 
L. Postilampi 6.6 
L. Soiviojarvi 0.54 
L. Luiminkajarvi 1.7 
L. Ranuanjarvi 4.75 
Huttunen et al. (2006) 
 (Lakes in Finland) 
L. Porttipahta 1.6 
Data from Eckert and Conrad 
(2007), Ostrovsky et al. (2008) 
L. Kinneret, Israel 12 
Ostrovsky et al. (2008) L. Kinneret, Israel ~10 
 
Table 10 POM fluxes (gPOM.m
-2
.d
-1
) in the UML as measured by five sediment traps. 
Errors shown are standard deviations (1") from different traps, and not analysis errors.  
Period 9m(A) 12m 13m 22m Lake center 
Lake average 
POM flux (g 
POM.m
-2
.d
-1
) 
Aug 13 - Sep 3   0.48 0.74 0.31 0.16 0.42 ± 0.25 
Sep 3 - Sep 22 1.39 0.45 0.72 0.29 0.25 0.62 ± 0.47 
Sep 22 - Oct 8 3.53 0.50 0.59 0.37 0.33 1.06 ± 1.38 
Oct 8 - Oct 23 2.31 0.68 1.90 0.43 0.09 1.08 ± 0.97 
Oct 23 - Nov 9 1.04 0.68 1.53 0.31 0.21 0.75 ± 0.55 
Nov 9 - Dec 1 1.12 0.46 0.88 0.99 0.46 0.78 ± 0.31 
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9. FIGURES 
 
Figure 1 – Sources and sinks of methane in a stratified lake 
Figure 2 – UML temperature and dissolved oxygen stratification in 2007 
Figure 3 – UML temperature and dissolved oxygen stratification in 2008 
Figure 4 – UML epilimnion dissolved methane profiles in 2007 
Figure 5 – UML epilimnion dissolved methane profiles in 2008 
Figure 6(a)  - UML porewater methane concentrations in a freeze core  
Figure 6(b) - UML porewater methane concentrations vs. sediment depth 
Figure 7 – Four box model for the Upper Mystic Lake mass balance 
Figure 8 – Epilimnion mass balance 
Figure 9 – Transition zone mass balance 
Figure 10 – Hypolimnion mass balance 
Figure 11 – Change in dissolved methane storage in the hypolimnion with time 
Figure 12 – Sediment mass balance 
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Figure 1 Potential sources and sinks of methane in a stratified lake 
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Figure 2  Stratification of (a) temperature and (b) oxygen intensified over the summer 
and fall of 2007. Fall overturn commenced around the end of September.  
!!
!
"#$!
 
 
Figure 3  Stratification of (a) temperature and (b) oxygen intensified over the summer 
and fall of 2008. Fall overturn commenced around mid September.  
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Figure 4 The UML was stratified into three layers – an upper mixed layer, a transition 
zone between the thermocline and the oxycline, and the hypolimnion (not shown in the 
above figures). Methane minima were observed in the transition zone on all sampling dates 
in 2007. (Markers: Temperature – blue squares, Oxygen – green circles, Methane – red 
diamonds) 
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Figure 5 UML stratification in 2008. Temperature and dissolved oxygen profiles 
shown are averages over 25cm intervals for all dates except April and October.
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Figure 6(a) – Total porewater concentrations at a site ~ 20 m deep (saturation pressure ~ 3 
atm).  
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Figure 6(b) The concentration gradient in the sediments was estimated using a linear fit 
of porewater concentrations up to 25 cm depth, and a water column concentration of 0.45 
mM near the sediments. The depths shown above are the sediment depths at the center of 
each core slice. 
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Figure 7 Components of the Upper Mystic Lake 4-box model 
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Figure 8 Mass balance for the upper mixed layer in the UML (see text for symbols). 
The numbers shown are seasonal (Apr-Nov) averages. Refer Table 6 for monthly values. 
 
* Flux from the thermocline to the transition zone was positive or zero from April- mid 
October; however a large input of methane from the hypolimnion occurred during the 
turnover period, when the transition zone disappeared.  
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Figure 9 Mass balance for the transition zone (see text for symbols). The numbers 
shown are seasonal (Apr-Oct) averages. The transition zone did not exist in November. 
Refer Table 7 for monthly values.  
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Figure 10 Sediment fluxes into the water column were estimated using a hypolimnion 
mass balance (see text for symbols). The numbers shown are seasonal (Apr-Nov) averages. 
Refer Table 8 for monthly values. This estimate can be compared against the flux obtained 
from the concentration gradient in the top layer of sediments collected as a freeze core (see 
text). 
 
 
 
Figure 11 The change in hypolimnion storage with time from April to November 2008 
was used to estimate diffusive sediment-water fluxes.
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Figure 12  A methane production rate can be estimated using a sediment mass balance 
(see text for symbols). The numbers shown are seasonal (Apr-Nov) averages. 
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Appendix for Chapter 5 
 
Table 1 - Areas and volumes used for mass balance analysis 
Table 2 - Lake transparency levels from the Secchi disk 
Table 3 - Temperature profiles in 2008 
Figures 1 to 5 - Methane oxidation test results 
 
 
Table 1 – Upper Mystic Lake cross-sectional areas and volumes used in calculations (Senn 
2001, Spliethoff 1995) 
 
Table 1(a) 
Depth (m) Area (10
5 
m
2
) 
0 5.83 
3 4.19 
6 3.67 
9 3.19 
12 2.7 
15 2.06 
18 1.62 
21 1.2 
24 0.7 
 
Table 1(b) 
Interval (m) 
Volume     
(10
6
 m
3
) 
0-3 1.53 
3-6 1.2 
6-9 1.04 
9-12 0.9 
12-15 0.73 
15-18 0.56 
18-21 0.43 
21-24 0.28 
 
 
Table 2 Lake transparency as determined by the Secchi disk 
 
Date and time of 
sampling 
Average Secchi 
disk reading (m) 
22 May 2007, 3:30 PM 3.2 
15 Jun 2007, 12:00 AM 2.3 
2 Jul 2007, 6:00 PM 1.9 
17 Aug 2007, 4:45 PM 2.3 
23 Sep 2007, 1:50 PM 2.4 
12 Jun 2008, 3:15 PM 3.0 
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Table 3 Temperature profiles (
o
C) in 2008 
 
Depth 4/10/08 5/17/08 6/12/08 7/16/08 8/13/08 9/13/08 10/13/08 11/9/08 
0 9.26 16.26 25.83 28.63 24.47 23.28 15.99 11.58 
1 9.16 16.24 23.41 27.37 22.69 21.24 15.91 11.56 
2 8.81 16.02 15.28 26.61 22.00 21.07 15.73 11.50 
3 8.58 15.42 12.20 24.68 21.57 21.00 15.44 11.51 
4 7.09 13.09 9.73 18.93 20.32 20.65 15.27 10.45 
5 6.7 8.12 7.55 14.32 18.14 18.23 15.04 10.25 
6 6.38 6.56 6.49 10.04 11.80 13.27 13.67 9.93 
7 6.29 6.25 6.13 8.18 8.88 9.69 11.18 9.60 
8 6.18 6.06 5.98 6.95 7.11 7.76 8.03 9.22 
9 5.91 5.86 5.79 6.31 6.57 6.88 6.63 8.38 
10 5.7 5.71 5.43 5.68 6.01 6.22 6.18 6.97 
11 5.54 5.51 5.15 5.26 5.54 5.84 5.81 5.93 
12 5.3 5.32 4.92 5.24 5.20 5.38 5.40 5.37 
13 5.12 5.10 4.43 4.94 4.99 5.07 5.13 5.05 
14 4.38 4.50 4.11 4.88 4.82 4.85 4.77 4.92 
15 4.05 4.15 4.05 4.71 4.59 4.58 4.58 4.77 
16 3.7 3.94 4.02 4.72 4.37 4.41 4.44 4.61 
17 3.54 3.79 4.01 4.74 4.24 4.31 4.34 4.49 
18 3.53 3.77 4.02 4.75 4.17 4.26 4.31 4.42 
19 3.49 3.73 4.04 4.76 4.14 4.24 4.30 4.37 
20 3.5 3.73 4.06 4.80 4.11 4.23 4.29 4.37 
21 3.51 3.73 4.07 4.82 4.11 4.22 4.30 4.37 
22 3.76 3.74 4.06 4.78 4.25 4.22 4.39 4.67 
23  3.82    4.41   
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Figure 1 Incubation tests for Jul. 2, 2007. Only the 15m samples (black, open squares) 
had significant methane oxidation. Duplicates were not collected for any of the samples. 
 
  
Figure 2 Incubation tests for Aug. 2, 2007. No significant methane oxidation rates 
were detected. Duplicates were not collected for any of the samples. 
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Figure 3  Incubation tests for Aug. 17, 2007. No significant methane oxidation rates 
were detected. 
 
 
 
FIGURE 4 Incubation tests for Sep. 23, 2007. No significant oxidation rates were 
detected. 
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Figure 5 Incubation tests for Oct. 15, 2007. Only the 7m spiked sample (triangles) had 
significant oxidation rates.  
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Chapter 6:  Summary and Future work 
1. SUMMARY 
 This thesis is the result of a two-year study of methane biogeochemistry at the Upper 
Mystic Lake. As part of this effort, several traditional limnological methods were used to collect 
data on methane emissions to the atmosphere, transport within the water column and quantities 
present in the sediments. Additionally, the use of sensor hardware to obtain high-resolution 
measurements and software for event detection based on wavelet analysis add important 
elements of methodology to environmental research. 
In particular, intensive measurements of ebullition were conducted. Bubbling has been 
recognized to be the dominant mode of methane emissions to the atmosphere from lakes, but is a 
complicated process to quantify due to its spatial and temporal heterogeneity. Most prior 
ebullition studies in lakes have involved manual, infrequent measurements that can lead to 
inaccurate estimates of the magnitude and variations in fluxes.  
The automated bubble trap developed for this project can be used to measure ebullition 
fluxes from lakes, as well as from some other aquatic habitats such as wetlands and estuaries. 
The trap is easy to build, consumes little power, and is a cost-effective means of collecting long-
term, high-temporal-resolution bubbling data. Moreover, the device consists of several 
components that are individually useful in their own right. The circuit can be easily adapted to 
detect a large range of pressure differentials in many systems. For example, we used the same 
instrumentation to measure the lake water level, which matched measurements from a 
commercial sensor within 1%. The custom-made waterproof housing, as well as the vacuum leak 
test, can be employed in a broad range of underwater studies.  
!!
!
"#$!
A unique dataset was collected from the automated chambers; to our knowledge there is 
no other study that has measured bubbling fluxes over a comparable period (4-6 months) with 
such high temporal resolution (5-10 minutes) in a deep freshwater setting. The data revealed 
insights into the processes that can control ebullition in the short-term. Synchronous lake-wide 
bubbling episodes were triggered when total hydrostatic pressure (sum of atmospheric pressure 
plus water column depth) fell below a site-dependent threshold. The bubbling episodes occurred 
about 5-10% of the time, during which most of the total bubbled gas for the season was released 
(30-70% depending on the site). The wavelet analysis showed that some of these episodes, which 
could last for several days, actually consisted of several short 5-20 minute bubble bursts. 
The Upper Mystic Lake emits significant amounts of methane to the atmosphere. The 
average lake-wide ebullition flux was 0.8±0.1 mmol.m
-2
.d
-1
 from mid-July to November 2007, 
and 0.5±0.02 mmol.m
-2
.d
-1
 from April to November 2008. Considerable spatial variation was 
observed, and short-term fluxes could vary by as much as a factor of 20 between stations that 
were only 15-30 m apart. However the spatial patterns of bubbling were similar in both years; 
sites that bubbled more in 2007 also had higher fluxes in 2008 and were located either in the 
deep, central portion or in a relatively shallow zone near the north-eastern part of the lake. The 
mixing ratio of methane present in the collected gas ranged from 30% to 90%, and was generally 
higher at locations that bubbled more. The diffusive methane flux through air-water exchange 
from the lake surface was 0.3±0.1 mmol.m
-2
.d
-1
 (~3kg CH4/d) in 2007 and 0.2±0.1 mmol.m
-2
.d
-1
 
(~2 kg CH4 /d) in 2008. Ebullition comprised about 70% of total methane emissions over the two 
years.  
Dissolved methane concentrations ranged from ~200-800 µM near the lake bottom over 
the study period; a gradual hypolimnetic accumulation of methane over the summer and fall was 
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observed in both years. However, a significant amount of methane (~400 kmol) was lost from 
the lake hypolimnion between December 2007 and April 2008, during which time the fall and 
spring turnovers occurred. Concentrations in the upper mixed layer were low for the entire 
sampling period (~1 µM), and a methane minimum was found at the mid-depths of the lake 
throughout the period of warm season stratification.  
Porewater methane concentrations measured in the upper 1 m of lake sediments were 
high (~ 4 mM). A theoretical sediment-water diffusive flux of ~0.8 mmol.m
-2
.d
-1
 was calculated 
based on the profile of porewater methane measurements. However, this estimate was four times 
smaller than the flux calculated from a hypolimnion mass balance (3.2 mmol.m
-2
.d
-1
).  
Mass balance calculations showed that most of the methane released from the 
hypolimnetic sediments accumulated within the anoxic layer of the hypolimnion. Based on the 
absence of an increase in epilimnetic concentrations during the fall, we hypothesize that some of 
the hypolimnetic methane may have been primarily lost to oxidation during the fall turnover. In 
fact, the data suggest that methane released to the atmosphere through diffusive air-water 
exchange from the lake surface originated primarily in the epilimnetic sediments. Bubble 
dissolution was determined to not be a major source of methane to the water column.  
2. FUTURE WORK 
Measuring methane fate and transport with adequate spatial-temporal density is a difficult 
problem that lies at the intersection of physical, chemical, and biological sciences as well as 
engineering. The work from this thesis can spawn future work in several directions. These 
include improving estimates of the various methane cycle processes measured as part of this 
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study, as well as obtaining measurements with different instrumentation to measure unknown 
quantities.  
Achieving better spatial resolution of bubbling fluxes is necessary to get better estimates 
of the magnitude of ebullition; one prior study found that hotspots could contribute as much as 
95% of the bubbling in a lake, when compared to randomly placed background traps (Walter et 
al. 2006). While the bubble traps in this study provide a preliminary estimate of the extent of 
spatial variation at the UML, they have very limited areal coverage. At times, traps located about 
15-30m apart could have very different fluxes. Seismic and sonar imaging of the lake bottom can 
qualitatively identify potential ‘hot spots’; automated bubble traps can then be placed at these 
locations to measure fluxes in the long-term. A preliminary seismic survey of the UML in June 
2009 suggests the presence of pockmarks and free gas pockets in shallow sediments (Figure 1) 
(C. Ruppel, personal comm.). Quantitative estimates of gas storage in the sediments can 
potentially account for the variations in the magnitude of fluxes during bubbling episodes. 
Other acoustic instruments such as the echosounder (Ostrovsky et al. 2008) are capable of 
identifying bubbling in-situ with high spatial resolution over long ranges (~100s of meters). 
These instruments can also be used to measure bubble size, which is an important factor in 
determining how much methane is lost as a bubble rises through the water column. The method 
might thus be able to identify smaller bubbles that dissolve within the water column, which are 
not measured by surface bubble traps, as well as test for the possible existence of upwelling 
flows caused by bubble entrainment. 
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Figure 1 Trace from a seismic imaging survey at the UML in summer 2009 
 
The lake mass balance indicates that water column buildup plays an important role in the 
methane cycle.  A large quantity of methane is stored in the hypolimnion by the end of fall; 
though the limited data suggest that this methane is oxidized during the fall and spring turnovers 
between December and April, it is not conclusively shown that there is no appreciable release to 
the atmosphere during this period. Thus the lake turnovers can thus be critical, both from a 
perspective of atmospheric methane emissions, as well as for gaining insight into 
microbiological processes. Furthermore, the mass of methane present in the water column was 
calculated using a single profile from the center of the lake; measurements of spatial variation 
across the lake from instrumentation such as the Nereus, an automated underwater robot 
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equipped with a mass spectrometer, (Hemond et al. 2008) can improve whole-lake estimates of 
dissolved methane. 
3. BROADER IMPACTS 
Better estimation of methane from natural sources such as lakes can lead to improved 
modeling of climate change and can contribute to the prioritization of emission reduction 
schemes for methane. Its short atmospheric life span of 9-15 years in the atmosphere (Houghton 
et al. 2001) has prompted the establishment of control strategies relevant in the intermediate 
term. However, such measures might prove to be ineffective if methane from natural sources 
were found to greatly dominate over anthropogenic sources. 
The study of bubbling is not only relevant for methane emissions in lakes, but can also 
contribute to understanding other processes that affect both lake and ocean waters. For example, 
bubble plumes can induce artificial vertical mixing in lake waters. Also, excess methane 
production, undetected due to bubble loss, can potentially balance the redox budget by 
accounting for seemingly excessive carbon dioxide levels detected in some lakes. Excessive 
ebullition from lakes can, in some rare instances, have other catastrophic effects (besides climate 
change) such as the 1986 incident in Lake Nyos, Cameroon where hundreds of people died from 
an eruption of carbon dioxide bubbles. (Kling et al. 1987). A study of bubbling processes could 
yield knowledge that would help prevent such disasters in the future. 
From a different point of view, methane has recently received considerable attention as 
an alternative source of energy, and studies have been performed about the possibility of 
harvesting methane from systems such as landfills (Rather September 13, 2008), ocean hydrates 
(Ruppel 2007), and certain lake beds, e.g., Lake Kivu in central Africa (Halbwachs 2003, Jones 
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2003). So far, the large amounts of methane produced in lakes are either lost to the atmosphere 
or are lying untapped in the water column. A good comprehension of methane sinks would help 
determine the feasibility of harvesting this fuel to power surrounding communities without 
damage to the ecosystem. For example, a significant amount of methane (~6400 kg) was lost 
from the hypolimnion of the Upper Mystic Lake during December to April. If this methane were 
not lost prior to icing, then it could be potentially be tapped from under the ice-cover during the 
winter. Developing other means of collecting methane from lakes could open up new 
possibilities, particularly in certain locations in Asia and Africa, where there are many areas 
lacking power infrastructure but where tropical lakes can contain large quantities of methane. 
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