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HOCHSCHILD COHOMOLOGY OF TORUS EQUIVARIANT
D-MODULES
CLEMENS KOPPENSTEINER
Abstract. We discuss the Hochschild cohomology of the category of D-modules
associated to an algebraic stack. In particular we describe the Hochschild coho-
mology of the category of torus-equivariant D-modules as the cohomology of a
D-module on the loop space of the quotient stack. Finally, we give an approach
for understanding the Hochschild cohomology of D-modules on general stacks
via a relative compactification of the diagonal. This work is motivated by a
desire to understand the support theory (in the sense of [BIK]) of D-modules
on stacks.
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1. Introduction
Given a manifold X and a category of sheaves on X , microlocal geometry asks
whether the sheaves can be localized not just on X but also with respect to codi-
rections, i.e. on the cotangent space T ∗X . For example, for constructible sheaves
this leads to the notion of microsupport discussed in detail in [KS]. More generally,
given a category of sheaves on a space X , we can ask whether it is possible to
localize them on some space that is strictly larger than X itself.
Even more generally one can ask the following question: Given a k-linear cate-
gory C, can one find a space over which C localizes? For co-complete compactly
generated triangulated categories one answer is provided by Benson, Iyengar and
Krause [BIK]: To each map from a graded-commutative ring R to the center of
C one associates the triangulated support functor suppR, assigning to each object
A ∈ C a subset suppRA ⊆ SpecR. This construction can be used to unify various
theories of support in different areas of mathematics (though it does not yield the
microlocal support of constructible sheaves mentioned above).
We are led to consider the universal algebra acting on C by this construction,
i.e. the Hochschild cohomology of C. For a complete pre-triangulated dg category
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C the Hochschild cohomology is the dg algebra of derived endomorphisms of the
identity functor of C:
HH•(C) = RHom(IdC, IdC) = HomFunct(C,C)(IdC, IdC).
The ring R =
⊕
HH2n(C) is commutative and hence one can define for each A ∈ C
the support suppR A as a subset of SpecR. Thus understanding the Hochschild co-
homology of a dg category can be an important step to understanding the category
itself.
This construction, applied to the category of (ind-)coherent sheaves on a (quasi-
smooth, dg-) scheme, yields the singular support of coherent sheaves introduced by
Arinkin and Gaitsgory [AG]. The authors use this notion of singular support for
the category IndCoh(LocSysG) in their formulation of the geometric Langlands
conjecture. By Langlands duality, one should then have a matching support theory
for the category DMod(BunG) and the question arises whether it is possible to
formulate this theory in a way that is intrinsic to D-modules.
A first step to this – and also a problem of independent interest – is to understand
the Hochschild cohomology of the category DMod(X) of D-modules on a stack X.
Thanks to the theory of integral kernels, this question can be approached geomet-
rically. Representing the identity functor by its kernel, we obtain an isomorphism
of dg algebras
(1) HH•(DMod(X)) ∼= HomDMod(X×X)(∆∗ωX,∆∗ωX),
where ∆: X → X ×X is the diagonal morphism and ωX is the dualizing module.
In particular if X is a separated scheme, then ∆ is a closed embedding and (∆∗,∆∗)
adjunction combined with Kashiwara’s Equivalence show that HH•(DMod(X))op
is isomorphic to the de Rham cohomology of X. However, if X is a general stack,
then ∆ is not proper and the situation becomes more complicated.
By Verdier duality and adjunction we can always rewrite (1) as
HH•(DMod(X)) ∼= HomDMod(X)(kX,∆
!∆!kX)
op = ΓdR(X,∆
!∆!kX)
op.
It is now tempting to look at the Cartesian square
LX X
X X×X
p2
p1 ∆
∆
where
LX = X ×
X×X
X
is the derived loop space (or inertia stack) of X and try to express the Hochschild
cohomology as the cohomology of some sheaf on LX. We could expect the existence
of an isomorphism
(2) ΓdR(X,∆
!∆!kX) ∼= ΓdR(X, p1,!p
!
2kX).
We refer to this as the “naive expectation”. Unfortunately, the two sides are in
general not isomorphic (the stack X = P1/Ga is an easy counter-example).
In this paper we investigate the morphism
(3) p1,!p
!
2kX → ∆
!∆!kX
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and thus whether the naive isomorphism (2) holds. As an application, we prove
the following theorem, giving a class of stacks where (2) is indeed an isomorphism.
Theorem 1.1. Let G ∼= Gnm be a torus acting on a normal quasi-projective variety
X over an algebraically closed field k of characteristic 0. Then there is a canonical
isomorphism of algebras
HH•
(
DMod(X/G)
)
∼= ΓdR
(
X/G, p1,!p
!
2kX/G
)op
,
where the algebra structure on ΓdR
(
X/G, p1,!p
!
2kX/G
)
is induced by the groupoid
structure on L(X/G).
Contents. Since, to the author’s knowledge, there is currently no comprehensive
account of the theory of D-modules on stacks available in the literature, we review
the basic formalism in Section 2. In essence, most of the familiar six functor formal-
ism of holonomic D-modules works in a general context. It is convenient to rephrase
Theorem 1.1 as an equivalence of monads. Thus in Section 3 we review some con-
structions of monads in our setting. In Section 4 we explain how morphism (3)
arises as a morphism of monads and make precise its relationship with Hochschild
cohomology of DMod(X). As a simple application of this formalism, we show that
HH•
(
DMod(X)
)
always has a subalgebra isomorphic to ΓdR(X, kX)
op.
In Section 5 we give a criterion for morphism (3) to be an isomorphism. In partic-
ular, we will use the contraction principle of Drinfeld–Gaitsgory [DG1, Section 5.1]
to understand the case of so-called contractive stacks. Using the theory developed
in Section 5, the proof of Theorem 1.1 is given in Section 6.
Finally, in Section 7 we describe the cone of morphism (3) as sections of a sheaf
on a “compactified” loop space of X and consider some of its properties.
Future directions. The present paper represents only the first step in the study
of Hochschild cohomology and associated support theories for D-modules. In fu-
ture work we intend to expand upon the foundations laid out in this paper. Of
particular interest are quotients stacks X/G with G an affine algebraic group and
the stack BunG(C) of G-bundles on a curve C. Following the constructions laid out
in Section 7.2, for the former we need a good G ×G-equivariant compactification
of G. Thus groups with a wonderful compactification are of particular interest for
study with our methods. For the latter, relative compactifications of the diagonal
of BunG(C) have been proposed by Lafforgue and Drinfeld. These spaces are under
active study and we expect that any computations of Hochschild cohomology to
have deep connections with the “pseudo-identity” that is needed in the formulation
of the geometric (categorical) Langlands conjecture.
Acknowledgments. I would like to thank David Nadler for the original motivation
for this project and many discussions concerning it. I would also like to thank David
Ben-Zvi, Dennis Gaitsgory and Nathan Ilten for discussions concerning this project.
This work has been partially supported by the National Science Foundation under
Grant No. 1638352, as well as the Giorgio and Elena Petronio Fellowship Fund.
2. D-modules on stacks
We fix an algebraically closed base field k of characteristic 0. All stacks will be
assumed to be algebraic over k and quasi-compact with affine automorphism groups
(QCA). Thus by definition for any stack X we have:
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• The diagonal morphism ∆: X→ X×X is schematic.
• There exists a scheme Z with a smooth and surjective map Z → X.
• X is quasi-compact.
• The automorphism groups of the geometric points of X are affine.
• The loop space (or inertia stack) LX = X×X×XX is of finite presentation
over X.
The QCA condition guarantees a reasonable theory of D-modules on X. For details
on QCA stacks we refer to [DG2]. Every quotient of a scheme of finite type over
k by an affine algebraic group is a QCA stack, and we will be mainly interested in
these.
In order to correctly define categories of D-modules on stacks it is necessary
to work with dg-categories. We refer to [K] for an introduction to dg categories.
It is often convenient to regard pretriangulated dg categories as k-linear stable
(∞, 1)-categories [L1; L2], which can be done via the nerve construction. We will
switch between those two languages without explicitly mentioning the intervening
constructions and apply results from [L2] to dg categories. Fortunately, a superficial
knowledge of dg/∞-categories should be sufficient for reading this article.
The category of D-modules on a stack X can be either constructed via descent
[BD; DG2] or equivalently as ind-coherent sheaves on the de Rham space of X
[GR1]. While the first construction is more “hands on”, the second construction
is often more useful from a theoretical point of view. It is explained in detail
in the book [GR3] (see also [FG] for an overview). Many basic properties of the
category DMod(X) are explored in [DG2] and unless stated otherwise proofs for
the assertions in this section can be found there.
For any morphism f : X → Y we have a continuous functor f ! : DMod(Y) →
DMod(X) and a (not necessarily continuous) functor f∗ : DMod(X)→ DMod(Y).
If p : X→ pt is the structure map, we set
ΓdR(X, −) = p∗(−) : DMod(X)→ Vect.
The functor ΓdR is representable by a D-module kX, i.e.
ΓdR(X, −) = HomDMod(X)(kX, −).
As ΓdR(X, −) is usually not continuous the object kX is usually not a compact
object of DMod(X).
Let ∆: X → X×X be the diagonal. The category DMod(X) has a monoidal
structure given by the tensor product F ⊗ G := ∆!
(
F ⊠ G
)
with unit ωX = p
!k.
We will be mainly concerned with the subcategory of holonomic D-modules since
they enjoy extended functoriality.
Definition 2.1. A D-module F ∈ DMod(X) is called holonomic if f !F is holo-
nomic for any smooth morphism f : Z → X from a scheme Z. The full subcategory
of holonomic D-modules will be denoted DModhol(X).
The following assertions mostly follow from their corresponding counterparts for
schemes. We refer to [BC] for proofs in the case of non-smooth schemes.
Proposition 2.2. Let f : X → Y be a schematic morphism. Then f ! and f∗
restrict to functors
f ! : DModhol(Y)→ DModhol(X) and f∗ : DModhol(X)→ DModhol(Y).
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The Verdier duality functor on schemes induces an involutive anti-auto-equivalence
DX : DModhol(X)
op → DModhol(X)
such that for each smooth morphism Z → X of relative dimension d from a scheme
Z one has
f ! ◦ DX ∼= DZ ◦ f
![−2d].
The Verdier duality functor then allows us to define the non-standard functors f!
and f∗ for any schematic morphism f : X→ Y by
f∗ = DX ◦ f
! ◦ DY : DModhol(Y)→ DModhol(X)
and
f! = DY ◦ f∗ ◦ DX : DModhol(X)→ DModhol(Y).
We obtain adjoint pairs (f!, f
!) and (f∗, f∗). In some situations we can identify the
non-standard functors with their standard counterparts. If f is smooth of relative
dimension d then f∗ = f ![−2d]. If f is proper then f! = f∗ and in particular f∗ is
left adjoint to f !. The objects ωX and kX are always holonomic and
DXωX = kX.
We have kX = f
∗kY and if X is smooth, then kX = ωX[−2 dimX].
We will make use of the following lemma which follows from [DG2, Lemma 5.1.6].
Lemma 2.3. For a smooth and schematic morphism f the functor f ! is conserva-
tive.
Proposition 2.4 ([GR3, Section 4.2.1.3]). Consider a Cartesian square
Z X1
X2 Y
p
q
f
g
with schematic morphism f (and hence also schematic p). Then there is a base
change isomorphism
p∗q
! ∼−→ g!f∗
of functors from DMod(X1) to DMod(X2). If furthermore f (and hence p) is
proper, then this isomorphism coincides with the natural transformation
p∗q
! → p∗q
!f !f∗ = p∗p
!g!f∗ → g
!f∗
induced by (f∗, f !) and (p∗, p!) adjunctions. Similarly, if f is an open immersion,
then the base change isomorphism coincides with the natural transformation result-
ing from the adjunctions (f !, f∗) and (p!, p∗).
Proposition 2.5. If f : X → Y is a schematic morphism then the projection
formula holds, i.e. there is a functorial isomorphism
F ⊗ f∗(G) ∼= f∗
(
f !F ⊗ G)
for F ∈ DMod(Y) and G ∈ DMod(X).
Remark 2.6. Propositions 2.4 and 2.5 hold more generally when f is merely a
“safe” morphism. Alternatively they hold in full generality after replacing f∗ by the
“renormalized de Rham pushforward”. We will not use either notion here and refer
the interested reader to [DG2].
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For D-modules on stacks we have the usual recollement package. Let i : Z →֒ X
be a closed embedding and j : U →֒ X the complementary open. We have adjoint
pairs (i∗, i
!) and (j!, j∗).
Proposition 2.7 ([GR1, Section 2.5]). There is an exact triangle of functors
i∗i
! → Id → j∗j
!
on DMod(X), the adjunction morphisms
Id → i!i∗ and j!j∗ → Id
are isomorphisms, the functors j!i∗ and i!j∗ vanish and i∗ and j∗ are full embed-
dings.
On holonomic D-modules we have the additional adjoint pairs (i∗, i∗) and (j!, j
∗).
By applying duality to Proposition 2.7 we obtain the distinguished triangle
j!j
∗ → Id → i∗i
∗
and the identity i∗j! = 0 on holonomic D-modules. Further, the functor j! is a full
embedding DModhol(U) →֒ DModhol(X).
3. Monads
We will deduce Theorem 1.1 from a isomorphism of monads on DMod(X). In
this section we give a short introduction to the theory of monads and the specific
constructions that we will use. However, in the interest of readability we will mainly
do so informally, skipping over the intricacies of∞-categories. The interested reader
can find the correct ∞-categorical formulations in the given references.
Thus we think of a monad on a category C as consisting of a triple (T, η, µ),
where T : C → C is an endofunctor of C, and η : IdC → T and µ : T ◦ T → T are
natural transformations such that the diagrams
(4)
T 3 T 2
T 2 T
Tµ
µT µ
µ
and
T T 2
T 2 T
Tη
ηT id µ
µ
commute. Alternatively, we can think of T being a monoid in the category of end-
ofunctors of C with the monoidal structure given by composition of endofunctors.
This definition also gives the correct generalization to ∞-categories [L2, Defini-
tion 4.7.0.1].
Let X be an object of the category C. Then T gives the dg vector space
HomC(X,TX) the structure of a dg algebra with multiplication map
(f, g) 7→ µX ◦ Tf ◦ g,
X TX T 2X TX.
g Tf µX
The identities (4) ensure that the algebra is associative and unital.
The most common source of monads is a pair of adjoint functors F : C⇄ D :G.
One simply sets T = G ◦ F and η and µ are given by the adjunction morphisms
IdC → G ◦ F = T and T
2 = G ◦ (F ◦G) ◦ F → G ◦ F = T.
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We note that the correct construction is more complicated in the ∞-categorical
case and refer to [L2, Section 4.7]. For any X ∈ C the algebra construction above
gives an isomorphism of algebras
HomC(X, (GF )(X)) ∼= HomD(FX,FX).
Another common way to obtain monads in geometry is via a groupoid. Recall
that a groupoid G• in stacks consists of a stack G0 of “objects” and a stack G1 of
“morphisms” together with
• source and target maps s, t : G1 ⇒ G0,
• a unit e : G0 → G1,
• a multiplication (or composition) map m : G1 ×
s,G0,t
G1 → G1,
• an inverse map ι : G1 → G1,
such that
• s ◦ e = t ◦ e = IdG0 ,
• s ◦m = s ◦ p2 and t ◦m = t ◦ p1 (where pi : G1 ×s,G0,t G1 → G1 are the
projection maps).
• m is associative,
• ι interchanges s and t and is an inverse for m,
where all identities have to be understood in the correct ∞-categorical way [L1,
Section 6.1.2].
Example 3.1. For our purpose the most important example is the following: Let
f : X→ S be a morphism of stacks. We setG0 = X andG1 = X×SX. The source
and target maps are given by p1 and p2, the unit by the diagonal ∆: X→ X×SX,
the inverse by interchanging the factors and multiplication is p13 : X×SX×SX→
X×S X.
Let us for the moment assume that s (and hence p2) is proper and schematic.
In this case the maps e and m are also proper, since s ◦ e = IdG0 and s ◦ m =
s ◦ p2 are proper. In particular the functors e
! : DMod(G1) → DMod(G0) and
m! : DMod(G1) → DMod(G1 ×G0 G1) have left adjoints given by e∗ and m∗
respectively. This allows us to give the endofunctor T = s∗t
! of DMod(G0) the
structure of a monad in the following way:
• By (e∗, e
!)-adjunction we have a transformation
Id = (s ◦ e)∗(t ◦ e)
! = s∗e∗e
!t! → s∗t
! = T.
• Consider the following commutative diagram
G1
G1 ×G0 G1
G1 G1
G0 G0 G0
s t
m
p2
p1
s
t
s
t
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with Cartesian middle square. Proper base change and (m∗,m
!)-adjunction
gives a transformation
T 2 = s∗t
!s∗t
! = (s ◦ p2)∗(t ◦ p1)
! = (s ◦m)∗(t ◦m)
! = s∗m∗m
!t! → s∗t
! = T.
In the non-∞-categorical setting one could easily check by hand that this is
indeed a monad. To obtain the corresponding derived statement one applies an
argument similar to [GR2, Section 4.7.2].
Let now f : X→ Y be schematic and proper. The Cartesian diagram
X×Y X X
X Y
ps
pt f
f
induces a groupoid with G0 = X and G1 = X×YX. The above constructions give
two monads on DMod(X): one by (f∗, f
!) adjunction and one from the groupoid
structure. The base change isomorphism
pt,∗p
!
s → f
!f∗
gives an identification of these monads and hence of the algebras that they induce,
i.e. for any F ∈ DMod(X) we have
Hom(F , pt,∗p
!
sF)
∼= Hom(F , f !f∗F) ∼= Hom(f∗F , f∗F).
We will need to apply this construction for non-proper f . Unfortunately, in this
case none of the adjunctions used to define the monads are available. We rectify
this by restricting to the full subcategory of of holonomic D-modules and using the
!-pushforward functors instead of the ∗-pushforward ones. Of course, by doing so
we do not automatically have base change isomorphisms available anymore. Thus
we have to explicitly require the Beck–Chevalley condition, saying that all necessary
base changes hold.
The Beck–Chevalley condition is formulated using the nerve of the groupoid G•.
Intuitively, this is the simplicial stack, usually also denoted G•, with
Gi = G1 ×G0 · · · ×G0 G1︸ ︷︷ ︸
i factors
.
We refer to [L1, Section 6.1.2] for the correct ∞-categorical setup. The follow-
ing lemma is now an immediate corollary of [GR3, Lemma 4.7.1.4] or [L2, Theo-
rem 4.7.5.2].
Lemma 3.2. Let f : X → Y be a schematic morphism of stacks and let G• be
the corresponding groupoid. For each map F : [n]→ [m] in ∆op consider the corre-
sponding square
Gn+1 Gn
Gm+1 Gm
ps
pF+1 pF
ps
where the vertical arrows are induced by F . Assume that for each such square the
base change composition
pF+1,!p
!
s → pF+1,!p
!
sp
!
F pF,! = pF+1,!p
!
F+1p
!
spF,! → p
!
spF,!
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given by the adjunction morphisms is an isomorphism of functors from DModhol(Gn)
to DModhol(Gm+1). Further assume that the same is true along
G1 G0
G0 Y
ps
pt f
f
Then the endofunctor pt,!p!s of DModhol(X) has a canonical structure of a monad
and as such is isomorphic to the adjunction monad f !f!.
4. Hochschild cohomology and kernels
We recall that the Hochschild cohomology of a dg category C is the algebra of
derived endomorphisms of the identity functor,
HH•(C) = RHom(IdC, IdC).
For the exact definition of the category RHom = Funct(C,C) we refer to [K].
Instead we will give a more concrete construction via kernels which can be applied
to DMod(X). For this let us restrict to the case of co-complete dg categories
and let Functcont(C,C) be the full subcategory of Funct(C,C) spanned by the
continuous functors. Then, since IdC is evidently continuous, we have
HH•(C) = HomFunctcont(C,C)(IdC, IdC).
Let us further assume that C is dualizable with dual C∨. Thus there is a unit map
η : Vect → C∨ ⊗C
and a counit map
ǫ : C⊗C∨ → Vect
satisfying the usual compatibilities (cf. [BN2, Section 2]). Let u = η(k). To each
continuous endofunctor F of C we can associate its kernel
(
IdC∨⊗F
)
(u) ∈ C∨⊗C
and conversely to each kernel Q ∈ C∨ ⊗C we can associate the endofunctor
C
IdC⊗Q
−−−−→ C⊗C∨ ⊗C
ǫ⊗IdC−−−−→ C.
These assignments are mutually inverse and give an equivalence of dg categories
Functcont(C,C) ∼= C
∨ ⊗C.
In particular, the kernel for the identity is u and hence we have
HH•(C) = HomC∨⊗C(u, u).
Let us now consider the case of C = DMod(X) for a stack X. Let p : X→ pt be
the structure morphism and ∆: X → X ×X the diagonal. By [DG2, Section 8.4]
the category DMod(X) is dualizable and there is a canonical identification
DMod(X)∨ ⊗DMod(X) ∼= DMod(X×X)
such that the unit map is given by ∆∗p
!, i.e. we have
u = ∆∗ωX.
We summarize the above discussion in the following lemma.
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Lemma 4.1. Let X be a stack. Then the Hochschild cohomology of DMod(X) is
given by the dg algebra
HH•(DMod(X)) = HomDMod(X×X)(∆∗ωX, ∆∗ωX).
Recall now that we assume ∆ to be schematic and that the dualizing module ωX
is always holonomic. Thus we have D∆∗ωX = ∆!kX. With this we observe that
HH•
(
DMod(X)
)
= HomDMod(X×X)(∆∗ωX, ∆∗ωX) (Lemma 4.1)
= HomDMod(X×X)(∆!kX, ∆!kX)
op (duality)
= HomDMod(X×X)(kX, ∆
!∆!kX)
op (adjunction)
= ΓdR
(
X, ∆!∆!kX
)op
,
where the algebra structure on ΓdR
(
X, ∆!∆!kX
)
= HomDMod(X×X)(kX, ∆
!∆!kX)
is the one induced by the (∆!,∆
!)-adjunction monad. Consider the Cartesian square
LX X
X X×X
p2
p1 ∆
∆
Let us assume for the moment that ∆ (and hence pi) is proper. Then ∆∗ = ∆! and
p1,∗ = p1,! and by Section 3 we have an isomorphism of monads on DModhol(X)
(5) p1,!p
!
2 → ∆
!∆!,
which induces an isomorphism of algebras
ΓdR
(
X, p1,!p
!
2kX
)
→ ΓdR
(
X, ∆!∆!kX
)
.
Of course, if X is QCA but not an algebraic space, then ∆ is not proper (nor is
it in general smooth). Thus in general (5) is not an isomorphism and there is no
canonical structure of monad on p1,!p
!
2. We would like to apply Lemma 3.2 to
construct a monad in special cases. Thus the goal of the next section is to give a
criterion for the assumptions of Lemma 3.2, i.e. for base change to hold.
Example 4.2. The base change morphism (5) is also an isomorphism if ∆ is smooth.
In particular this implies that the “naive expectation” holds for X = BG for any
algebraic group G, i.e. we have
HH•(DMod(BG)) = ΓdR
(
BG, p1,!p
!
2kBG
)op
.
An argument similar to [B] shows that there is a further isomorphism
(6) ΓdR
(
BG, p1,!p
!
2kX
)
∼= ΓdR(G, kG)
∨ ⊗ ΓdR(BG, kBG).
Alternatively, we can use the identification
DMod(BG) ∼=Mod(ΓdR(G, kG)
∨),
where the algebra structure on ΓdR(G, kG)
∨ is induced by the group multiplication
[DG2, Section 7.2]. If G is reductive, then ΓdR(G, kG)
∨ is an exterior algebra and
thus its Hochschild cohomology can be computed directly.
From (6) we see that HH•(DMod(BG)) contains a copy of ΓdR(BG, kBG)
op.
Indeed this is a general phenomenon.
Proposition 4.3. The Hochschild cohomology HH•
(
DMod(X)
)
has ΓdR
(
X, kX
)op
as a direct summand.
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Proof. Consider the sequence of maps
X
∆
−→ X×X
pr1−−→ X.
Since the composition is the identity, the functor (pr1)! ◦∆! is faithful. Hence ∆!
is faithful too. Thus the adjunction map
η : IdDModhol(X) → ∆
!∆!
is a monomorphism. Completing to a distinguished triangle
kX
η
−→ ∆!∆!kX → F
δ
−→
for some F ∈ DModhol(X), we see that the connection morphism δ is the zero
morphism (indeed η ◦ δ[1] = 0 and η is mono). Thus the same is true after applying
Hom(kX, {−}). In particular, the induced map
ΓdR
(
X, kX
)
→ ΓdR
(
X, ∆!∆!kX
)
∼= HH•
(
DMod(X)
)op
is a split monomorphism. 
5. Base change along the diagonal
Consider a Cartesian diagram of stacks
Z X1
X2 Y
p
q
f
g
with f and g schematic. We have a morphism of functors DModhol(X1) →
DModhol(X2),
(7) p!q
! → g!f!
induced by adjunctions
p!q
! → p!q
!f !f! = p!p
!g!f! → g
!f!.
If f is proper, then (7) is an isomorphism by Proposition 2.4.
5.1. The required base changes. In order for the isomorphism (2) to hold, we
only need know that the base change morphism is an isomorphism on kX. However,
it is often useful to pass to substacks, so that we need to prove the isomorphism of
a slightly larger class of D-modules. Thus we introduce the following subcategories.
Definition 5.1. Let K(X) be the full subcategory of DMod(X) generated by kX
and let Khol(X) be its full subcategory consisting of holonomic objects.
With this we can write down the two properties that we need to check in order
for the naive expectation to hold.
Definition 5.2. Let X be any QCA stack. Consider the Cartesian diagram
LX X
X X×X
p1
p2
∆
∆
We say that X has property (∗) if the canonical morphism
p1,!p
!
2 → ∆
!∆!
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of functors Khol(X)→ DModhol(X) is an equivalence.
Let us write G• = G•(X) for the nerve of the groupoid associated to LX⇒ X.
Thus
Gm(X) = X ×
X×X
· · · ×
X×X
X︸ ︷︷ ︸
m+1 times
.
Definition 5.3. Let X be a QCA stack and consider the Cartesian square
Gn+1 Gn
Gm+1 Gm
ps
pF+1 pF
ps
where the horizontal maps are induced by a map F : [n]→ [m] in ∆op. We say that
X has property (∗∗) if for each such F the canonical morphism
pF+1,!p
!
s → p
!
spF,!
of functors Khol(Gn)→ DModhol(Gm+1) is an equivalence.
Corollary 5.4. If X has properties (∗) and (∗∗), then there exists a canonical
structure of monad on p1,!p!2 and the morphism p2,!p
!
1 → ∆
!∆! is an isomorphism
of monads. In particular there is an isomorphism of algebras
HH•
(
DMod(X)
)
∼= ΓdR
(
X, p1,!p
!
2kX
)op
.
Proof. Since Hom(kX, ∆!∆!kx) = Hom(∆!kX, ∆!kX) 6= 0, we see that ∆!∆! re-
stricts to a monad on Khol(X). Thus by the assumption p1,!p
!
2 is also an endofunc-
tor of Khol(X). The statement now follows from a restriction of Lemma 3.2 applied
to the construction in Section 4. 
Remark 5.5. We expect that most quotient stacks do not have property (∗). For
example, a direct computation shows that the transformation of property (∗) is not
an isomorphism for the D-module k on the stack P1/Ga.
Lemma 5.6. Let X be a QCA stack with diagonal morphism ∆: X→ X×X.
(i) If ∆ is either proper of smooth, then X has property (∗).
(ii) If ∆ is proper, then X has property (∗∗).
(iii) If X is a separated scheme, then X has both properties (∗) and (∗∗).
(iv) Let G be an affine algebraic group. Then the classifying stack BG has both
properties (∗) and (∗∗).
Proof. Statement (i) is a direct consequence of the base change theorem, Proposi-
tion 2.4. To be more explicit, the smooth version follows from Proposition 2.4 by
duality and the fact that f ! agrees with f∗ up to shift.
We only need to show (ii) under the additional assumption that F is a face or
degeneracy map. In either case it follows immediately that pF is proper and we
can again apply base change.
Statement (iii) is just a special case of (i) and (ii).
The diagonal morphism of BG is smooth, so that property (∗) follows from
(i). Note that Gm(BG) ∼= G
m × BG. Thus one sees that the maps Gm(BG) →
Gm−1(BG) are smooth, while the maps Gm(BG)→ Gm+1(BG) are closed immer-
sions (and hence proper). Thus property (∗∗) follows from smooth and proper base
change. 
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5.2. Some reduction steps. Let i : Y → X be an open (or closed) immersion. We
have LY ∼= Y ×X×X Y and it follows that there is a canonical open (resp. closed)
immersion of loop stacks Li : LY → LX. More generally, each Gm(Y) is an open
(resp. closed) substack of Gm(X).
Lemma 5.7. Let i : Y →֒ X is a locally closed immersion of QCA stacks. If X
has property (∗) or property (∗∗), then so does Y.
Proof. We will show the statement for property (∗). The proof for (∗∗) is essentially
the same. First we note that if F ∈ Khol(Y), then i∗F ∈ Khol(X) since
HomDMod(X)(kX, i∗F) ∼= HomDMod(Y)(i
∗kX,F) ∼= HomDMod(Y)(kY,F) ≇ 0.
Thus it suffices to show that pY,1,!p
!
Y,2i
! → ∆!
Y
∆Y,!i
! is an isomorphism ofKhol(X).
We split i into a closed immersion followed by an open one and prove the two cases
separately.
Let us first assume that i is open. Using the assumption on X and the fact that
i! = i∗ we get
pY,1,!p
!
Y,2i
! = pY,1,!(Li)
!p!
X,2
∼= i!pX,1,!p
!
X,2
∼
−→ i!∆!
X
∆X,! = ∆
!
Y
(i × i)!∆X,! ∼= ∆
!
Y
∆X,!i
!.
Now let i be a closed immersion. As above, it suffices to show that i!pY,1,!p
!
Y,2i
! →
i!∆
!
Y
∆Y,!i
! is an equivalence. Using the assumption on X and the fact that i! = i∗
we get
i!pY,1,!p
!
Y,2i
! = pX,1,!(Li)!p
!
Y,2i
! ∼= pX,1,!p
!
X,2i!i
!
∼
−→ ∆!X∆X,!i!i
! ∼= ∆!Y(i× i)!∆X,!i
! = i!∆
!
Y∆X,!i
!. 
Since all operations are local we can check the properties on open covers.
Lemma 5.8. If X has a cover by open substacks Ui with property (∗) (resp. with
property (∗∗)), then X has property (∗) (resp. property (∗∗)).
Lemma 5.9. If X1 and X2 both have property (∗) (resp. property (∗∗)), then so
does X1 ×X2.
Proof. The categoryDMod(X1×X2) is generated by elements of the form F1⊠F2
with Fi ∈ DModhol(Xi). For any schematic morphism f : Y → Z of QCA stacks
the functor f ! is continuous onDMod(Z) and f! preserves colimits inDModhol(Y),
since it has a right adjoint. Since a full subcategory inclusion reflects all colimits
it is thus sufficient to check that the properties holds on elements of the form
F1 ⊠ F2 ∈ Khol(X1 ×X2).
Note that L(X1 × X2) ∼= LX1 × LX2 and more generally Gm(X1 × X2) ∼=
Gm(X1)×Gm(X2). The statement now follows because all functors respect ⊠. 
We would like to have an extension of Lemma 5.9 to fiber products. Unfortu-
nately, as the discussion in [BN1, Section 1.2] shows, the category of D-modules on
a fiber product X1 ×Y X2 is rather badly behaved unless Y is a scheme. Thus we
have to restrict ourselves to the following partial result which is sufficient for our
applications.
Lemma 5.10. Let G be an affine algebraic group acting on schemes X1 and X2.
Suppose the quotient stacks X1 = X1/G and X2 = X2/G both have property (∗)
(resp. property (∗∗)). Then so does (X1 ×X2)/G.
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Proof. The stack (X1×X2)/G can be rewritten as X1×BGX2. Thus the results of
[BN1, Section 5.2] show that !-pullback exhibits the categoryDMod(X1)⊗DMod(BG)
DMod(X2) as a full subcategory ofDMod(X1×BGX2) containingK(X1×BGX2).
This category can be described as the limit of the cosimplicial category with cosim-
plices
DMod(X1 ×BG× · · · ×BG×X2).
Thus it suffices to show the properties for the stacks X1 × BG × · · · × BG ×X2,
where they follow from Lemmas 5.9 and 5.6(iv). 
5.3. Contractive Gm-actions. Let X be a QCA stack with an action of Gm. We
call the action (globally) contractive if it can be extended to an action of the monoid
A1. In this case we have in particular an action of the monoid {0, 1} ⊂ A1 on X.
Following the convention of [DG1, Appendix C] we denote by X0 the stack of
{0, 1}-equivariant maps {0} → X. The map {0} → {0, 1} induces a contraction
morphism π : X→ X0, while the map {0, 1} → {0} induces an inclusion morphism
i : X0 →֒ X.
We then have the following contraction principle (cf. also [DG3, Proposition 3.2.2]).
Theorem 5.11 ([DG1, Corollary C.5.4]). Let X be a contractive stack with a trivial
Gm-action. Then there is a canonical isomorphism of functors
π! ∼= i
! : DModhol(X)→ DModhol(X
0)
given by adjunction
π! → i
!i!π! = i
!(π ◦ i)! = i
!.
Remark 5.12. At first glance the requirement that the Gm-action is trivial may
seems paradoxical. The example that the reader should keep in mind is the stack
X = A1/Gm, where the quotient is taken via the usual action of Gm. There is an
action of Gm on X which comes from the action of Gm on A
1. This action is clearly
trivial. On the other hand it can be extended to an action of A1, again induced
from the action on the cover. This action is not trivial and is the one that defines
X
0 = BGm.
Remark 5.13. For our intended application in the proof of Theorem 6.1, the special
case of this statement for Gm-quotient stacks is sufficient. In this case the statement
can be proved directly without having to show the full “stacky” version, cf. [DG1,
Proposition 5.3.2]. We have elected to state the theorem as above in order to have
a general version of the following proposition for future applications.
Proposition 5.14. Assume that X has a trivial contractive Gm-action such that
i : X0 → X is a closed immersion and both X0 and U = X \X0 have property (∗)
(respectively property (∗∗)). Then so does X.
Proof. Let us first prove the statement for property (∗). Let j : U →֒ X be the
(open) complement of i. Consider the distinguished triangle
i!i
!∆!∆! → ∆
!∆! → j∗j
∗∆!∆!
on DModhol(X). It suffices to show that the canonical maps on the outside terms
to i!i
!p1,!p
!
2 and j∗j
∗p1,!p
!
2 respectively are isomorphisms.
Using the fact that j∗ = j!, base change and the assumption we see that
j∗j
∗∆!∆! ∼= j∗∆
!∆!j
∗ ∼−→ j∗pU,1,!p
!
U,2j
∗ ∼= j∗j
∗p1,!p
!
2
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is an equivalence.
Write π : X→ X0 for the contraction map opposite to i. Then by the contraction
principle,
(8) i!i
!∆!∆! = i!∆
!
X0
(i×i)!∆! ∼= i!∆
!
X0
(π×π)!∆! = i!∆
!
X0
∆X0,!π!
∼= i!∆
!
X0
∆X0,!i
!.
Write Li : LX0 →֒ LX for the closed inclusion of loop stacks. We note that LX
inherits a contractive Gm action from X. Let Lπ : LX → LX
0 be the correspond-
ing contraction map. Then by assumption and the contraction principle, (8) is
equivalent to
i!pX0,1,!p
!
X0,2i
! = i!pX0,1,!(Li)
!p!2
∼= i!pX0,1,!(Lπ)!p
!
2 = i!π!p1,!p
!
2 = i!i
!p1,!p
!
2.
Finally, we note that the Gm-action on X induces contractive Gm-actions on each
Gm(X) with (Gm(X))
0 = Gm(X
0). Thus the statement for property (∗∗) follows
in the same way as above. 
6. Torus quotients
Theorem 6.1. Let X be a normal quasi-projective variety X over an algebraically
closed field k of characteristic 0 with an action of a torus T . Then the quotient
stack X = X/T has properties (∗) and (∗∗).
Proof. By Sumihiro’s theorem [S] and Lemma 5.8 we can assume that X is affine
with a linear action of T . By Lemma 5.7 it further suffices to consider the case that
X = Am/T for some m. By Lemma 5.10, we can further decompose Am into T -
eigenspaces. Each of those splits into copies of A1/T , which in turn can be written
as A1/Gm ×BT
′ for some subtorus T ′ of T .
By Lemma 5.6(iv) it remains to consider the stack A1/Gm, where Gm acts
nontrivially. If the Gm action is contractive this case follows immediately from
Proposition 5.14 and Lemma 5.6. Otherwise the inverse of the Gm-action on A
1 is
contractive and we can use the contraction principle (and hence Proposition 5.14)
with the monoid A1∞ = Gm ∪ {∞} instead of Gm ∪ {0}. 
Theorem 1.1 is now an immediate consequence of Theorem 6.1 and Corollary 5.4.
Example 6.2. To illustrate let us compute HH•(DMod(A1/Gm)) where Gm acts in
the usual way. Let i : Z→ LX be the inclusion of the fiber Z = Gm×BGm over the
origin and j : U → LX the inclusion of the open complement U = Gm/Gm = pt.
Let p : X→ pt be the structure map. We have to compute p∗p1,!p
!
2kX.
First we note that p!2kX = ωLX. Consider now the distinguished triangle
p∗p1,!i!i
!ωLX → p∗p1,!ωLX → p∗p1,!j∗j
!ωLX.
The right term is just the cohomology of a point, i.e. k. The left term evaluates to
Γc(Gm, kGm)⊗ ΓdR(BGm, kBGm)
∼=
(
k[−1]⊕ k[−2]
)
⊗ k[u]
with u in degree 2. As the zeroth Hochschild cohomology cannot vanish (it must
contain the identity functor), the connecting morphism is zero. Hence
HH•(DMod(A1/Gm)) ∼= k[x]
with x in degree 1. More generally
HH•(DMod(An/Gnm))
∼= k[x1, . . . , xn].
In a future note we plan to give explicit computations for general toric varieties.
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7. Base change and compactification
As was noted above, for a general stack there is no reason to expect that the
base change morphism is an isomorphism. In such cases it is then interesting to
understand the cone of the morphism, describing how badly base change fails.
7.1. The general situation. Let us for the moment return to an arbitrary Carte-
sian diagram of stacks
(9)
Z X1
X2 Y
p
q
f
g
with f and g schematic. As discussed above, in this situation we have a morphism
of functors DModhol(X1)→ DModhol(X2),
(10) p!q
! → g!f!
induced by adjunctions
(11) p!q
! → p!q
!f !f! = p!p
!g!f! → g
!f!.
If f is proper, then (10) is an isomorphism by Proposition 2.4. To understand the
behavior for non-proper f , we will approximate it by a proper morphism.
Definition 7.1. A relative compactification of a morphism f : X→ Y is a commu-
tative diagram
X X
Y
j
f
f
where j is an open embedding and f is proper.
A famous example of such a relative compactification is Drinfeld’s compactifica-
tion of the morphism BunB → BunG, where BunG is the stack of G-bundles on a
curve C with G reductive and B is a Borel subgroup of G [BG].
Let us now assume that in the situation of diagram (9) there exists a relative
compactification of f : X1 → Y. Let X
c
1 be the closed complement of the open
inclusion j : X1 →֒ X1. Similarly, we denote by Z = X2×YX1 and Z
c = X2×YX
c
1
the corresponding fiber products. The inclusion and projection maps are denoted
as is indicated in the following Cartesian diagrams.
Z X1
X2 Y
p
q
f
g
Z
c
Z
X
c
1 X1
i
q
We note that Z is the disjoint union of the closed substack Zc and the open sub-
stack Z. We can now quantify the failure of the base change morphism to be an
isomorphism.
Lemma 7.2. In the situation of the Cartesian square (9), the cone of the base
change morphism p!q! → g!f! is given by
p!i∗i
∗q!j!.
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In particular, if i∗q!j! = 0, then p!q! → g!f! is an isomorphism of functors.
Proof. Let ˜ : Z →֒ Z be the open inclusion complement to i. We split the adjunc-
tions in (11) in two by using the compositions
f = f ◦ j, p = p ◦ ˜ and q = q ◦ ˜.
Thus the adjunction p!q
! → p!q
!f !f! becomes the sequence
p!q
! → p!q
!j!j! → p!q
!j!f
!
f !j!.
The equality p!q
!f !f! = p!p
!g!f! becomes
p!q
!j!f
!
f !j! = p!˜
!q!f
!
f !j! = p!˜
!p!g!f !j!.
Finally the adjunction p!p
!g!f! → g
!f! becomes
p!˜
!p!g!f !j! = p!˜!˜
!p!g!f !j! → p!p
!g!f !j! → g
!f !j! = g
!f!.
Let us apply the same adjunction morphisms in a different order. First the recolle-
ment adjunctions
p!q
! α−→ p!q
!j!j! = p!˜!˜
!q!j!
β
−→ p!q
!j!,
and then the actual base change
(12) p!q
!j! → p!q
!f
!
f !j! = p!p
!g!f !j! → g
!f !j! = g
!f!.
We note that the adjunction α : Id → j!j! is an isomorphism and the maps in (12)
compose exactly to the isomorphism of proper base change (cf. Proposition 2.4).
Thus the cone of the whole composition is the same as the cone of the morphism
β, which is given by the recollement triangle
p!˜!˜
!q!j!
β
−→ p!q
!j! −→ p!i∗i
∗q!j!
+1
−−→ . 
7.2. Relative compactifications for quotient stacks. In the preceding section
we simply assumed that a relative compactification of the given map f exists. We
will now construct such a compactification for the diagonal map of a quotient stack.
Thus let X be a scheme of finite type over k and let G be an affine algebraic group
over k acting on X . Let X = X/G be the corresponding quotient stack.
Constructing a relative compactification of ∆: X → X ×X is the same as first
constructing a G × G-equivariant relative compactification of (pr2, a) : G × X →
X ×X (where a : G×X → X is the action map) and then taking the quotient by
the G×G action1. We let
Γ =
{
(g, x, x, gx) ∈ G×X ×X ×X
}
be the graph of (pr2, a).
We pick a G × G-equivariant compactification G of G and let Γ be the closure
of Γ in G×X ×X ×X . We have an open embedding j of G×X ∼= Γ into Γ and a
map f : Γ → X ×X given by projection on the last two factors. The composition
f ◦ j is equal to (pr2, a).
Instead of viewing Γ as the graph of (pr2, a) we can drop the third factor and
regard Γ as the graph of the action map, i.e.
Γa =
{
(g, x, gx) ∈ G×X ×X
}
.
1Here G×G acts on G×X by (s1, s2) · (g, x) = (s2gs
−1
1
, s1x).
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The closure Γa of Γa in G×X ×X identifies with Γ. Thus for ease of notation we
will from now on always set Γ = Γa and Γ = Γa. With this identification, it is clear
that f is proper.
Definition 7.3. Let X = X/G. With the above construction we set
X = Γ
/
G×G .
We have an open embedding j : X →֒ X and a proper morphism ∆¯ : X → X ×X
induced by the map f above, such that ∆ = ∆¯ ◦ j.
Remark 7.4. In the case of G = Gm the compactification Γ is explicitly described in
[DG3]. In particular, if X is smooth it is shown there that Γ is smooth over G = P1.
It is possible to extend the methods of [DG3] to quotients by higher dimensional
tori. The resulting constructions are useful for explicit computations.
7.3. Base-change of the diagonal. We will now formulate a criterion analogous
to properties (∗) and (∗∗), but using Lemma 7.2.
Let Y be a stack over X. To simplify notation, we set
LYX = Y ×
X×X
X,
where the fiber product is taken over the maps Y → X
∆
−→ X×X and ∆. Further if
f : Y2 → Y1 is a morphism of stacks over X we write Lf for the induced morphism
LY2X→ LY1X.
We will use Lemma 7.2 in order to reformulate the base change criteria in prop-
erties (∗) and (∗∗). To do so we unfortunately have to introduce some additional
notation. Let us fix a compactification G of G and a relative compactification
X
j
−→ X
∆
−→ X × X as in Section 7.2. For any Y → X this induces a relative
compactification LYX = Y×X×XX. Let us write jY : LYX →֒ LYX for the open
inclusion and iY : L
c
Y
X = Y ×X×X X
c → LYX for the complement. Thus we
have the following two diagrams with Cartesian squares which are central to the
remainder of this paper. The first describes the situation for a loop stack:
(13)
LX LX LcX
X X X
c
jX
p2 p2
iX
j
For the second let Y2 → Y1 be a morphism of stacks over X:
(14)
LY2X LY2X L
c
Y2
X
LY1X LY1X L
c
Y1
X
jY2
Lf Lf
iY1
jY1
With this setup we make the following definition.
Definition 7.5. We say that a quotient stack X = X/G has property (!) if the
following two conditions hold.
(i) i∗
X
p!2j! vanishes on DModhol(X).
(ii) For any schematic morphism f : Y2 → Y1 of G-quotient stacks over X the
composition i∗
Y2
(Lf)!jY1,! vanishes on DModhol(LY1X).
HOCHSCHILD COHOMOLOGY OF TORUS EQUIVARIANT D-MODULES 19
Proposition 7.6. If X = X/G has property (!), then there exists a canonical
structure of monad on p1,!p!2 and the morphism p2,!p
!
1 → ∆
!∆! is an isomorphism
of monads. In particular there is an isomorphism of algebras
HH•
(
DMod(X)
)
∼= ΓdR
(
X, p1,!p
!
2kX
)op
.
Proof. By Lemma 7.2, property (!) implies properties (∗) and (∗∗). 
7.4. Some reductions.
Lemma 7.7. Let U be a G-equivariant open subset of X. If X/G has property (!)
then U/G has property (!).
Proof. Set U = U/G. Let us fix a compactification G of G and let Γ ⊂ G×X ×X
be as before. We will only show the second condition of Definition 7.5, the first
one is similar. Thus let f : Y2 → Y1 be a map of quotient stacks over U (and
hence also over U). We note that since U is an open subset we have isomorphisms
LYiU
∼= Yi ×X×X U. Consider the diagram
(15)
LY1U LY1U LY2U L
c
Y2
U
LY1X LY1X LY2X L
c
Y2
X
jU
Y1
α β
Lf
U
γ
iU
Y2
δ
jX
Y1 Lf
X iX
Y2
The vertical arrows are open embeddings and all squares are Cartesian (where we
use the same compactification of G for X and U, the latter being presented by
Γ ∩G× U × U). Thus
iU,∗
Y2
Lf
U,!
jU
Y1,! = i
U,∗
Y2
Lf
U,!
jU
Y1,!α
∗α∗ = δ
∗iX,∗
Y2
Lf
U,!
jX
Y1,!α∗ = 0. 
A similar argument can be used to reduce the computation to a smooth cover.
In particular we will want to reduce to computations on a cover by schemes. On
such a cover we will use primes to indicate maps on schemes and will use L instead
of L for the covers of the loop spaces. If we start with the cover Γ → X as in the
Section 7.2, the pullbacks to the part of diagram (13) of interest are
(16)
Γ Γ LX LcX
X X LX LcX
j′ p
′
2 i
′
X
j p2 iX
Similarly, the interesting parts of diagram (14) become
(17)
LY1X LY1X LY2X L
c
Y2
X
LY1X LY1X LY2X L
c
Y2
X
j′
Y1 Lf i
′
Y2
jY1 Lf iY2
In both diagrams all vertical morphisms are smooth and the spaces in the top row
are schemes. Explicitly, if h′ : Y → X is a G-equivariant morphism of schemes
inducing the structure map Y→ X, then
LYX =
{(
g1, y, g2
)
∈ G× Y ×G :
(
g2, h
′(y), g1h
′(y)
)
∈ Γ
}
.
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Lemma 7.8. A quotient stack X/G has property (!) if the following two conditions
hold:
(i) The composition (i′
X
)∗(p′2)
!j′! vanishes on DModhol(Γ/G×G).
(ii) For each equivariant morphism f ′ : Y2 → Y1 of G-schemes the composition
(i′
Y2
)∗(Lf)!j′
Y1,!
vanishes on DModhol(LY1X/G×G).
Proof. This follows from the fact that pullback along the smooth vertical morphisms
in (16) and (17) is conservative [DG2, Lemma 5.1.6] and commutes with the other
morphisms up to a shift. 
Lemma 7.9. If there exists a G-stable open cover Ui of X such that all stacks
Ui/G have property (!), then X/G has property (!).
Proof. Let Ui = Ui/G be the corresponding quotient stacks. We will again only
show the second condition, the first being simpler.
Let us first show2 that for any Y → X the stacks Lc
Y
Ui form an open cover of
Lc
Y
X. For this it suffices to show that the open subschemes LYUi cover LYX. Let
(g1, y, g2) be a point of LYX. Then there exists some Ui with h
′(y) ∈ Ui, where
h′ : Y → X induces the map Y → X as above. But then g1h
′(y) is also in Ui and
hence (h′(y), g2, g1h
′(y)) ∈ Ui. Thus (g1, y, g2) is in LYUi.
It now suffices to show that the restrictions of i∗
Y2
Lf !jY1,!F to L
c
Y2
Ui vanish
for every F ∈ DModhol(LY1X). But this follows from the diagram (15) (for Ui
instead of U) and the assumption on Ui. 
Finally, it can be useful to consider only partial compactifications. That is, in
the constructions of Section 7.2, instead of going all the way to G we only use some
subvariety of it. Thus let H be a G ×G-stable subvariety of G containing G, and
let HΓ be the closure of Γ in H ×X ×X . We set
H
X = HΓ
/
G×G .
Clearly, if {Hi} is an open cover of G by G×G-stable subvarieties (each containing
G), then
{
HiX
}
is an open cover of X.
Let us fix such an open cover. For any Y over X we obtain corresponding open
covers
{
HiLYX
}
and
{
HiLc
Y
X
}
of LYX and L
c
Y
X respectively. We get our usual
diagrams for these partial compactifications:
X
HiX
HiLXX
HiLc
X
X
Hi j Hip2
Hi iX
and
LY1X
HiLY1X
HiLY2X
HiLc
Y2
X.
Hi jY1
HiLf
Hi iY2 .
Lemma 7.10. Let Hi be an open cover of G by G × G-stable subvarieties, each
containing G. Then X = X/G has property (!) if and only if the following two
conditions hold for each i:
(i) The composition (Hi iX)∗(Hip2)
!(Hij)! vanishes on DModhol(X).
(ii) For each schematic morphism of G-quotient stacks f : Y2 → Y1 the com-
position (Hi iY2)
∗(HiLf)!(HijY1)! vanishes on DModhol(LY1X).
Proof. Similar to the proof of Lemma 7.9. 
2 This is not completely obvious, since the Ui do not necessarily form a cover of X. For
example, consider P1 with the usual linear Gm-action and the usual affine cover.
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