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In this paper, we consider minimizing multiple linear objective functions under a
max-t-norm fuzzy relational equation constraint. Since the feasible domain of a
max–Archimedean t-norm relational equation constraint is generally nonconvex, tradi-
tional mathematical programming techniques may have difficulty in yielding efficient
solutions for such problems. In this paper, we apply the two-phase approach, utilizing the
min operator and the average operator to aggregate those objectives, to yield an efficient
solution. A numerical example is provided to illustrate the procedure.
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1. Introduction
In this paper, we consider the following multiple-objective optimization model:
minimize {z1(x), z2(x), . . . , zp(x)} (1)
subject to x ∈ X(A, b), (2)
where zk(x) = ∑mi=1 ckixi is the kth crisp linear objective function, cki ∈ R, k ∈ K = {1, 2, . . . , p}, A = (aij) ∈ Rm×n is an
m × n nonnegative matrix with 0 ≤ aij ≤ 1, b = (b1, b2, . . . , bn) is an n-dimensional vector with 0 ≤ bj ≤ 1, the feasible
domain X(A, b) is {x ∈ Rm|x ◦ A = b, xi ∈ [0, 1],∀i = 1, 2, . . . ,m}, and the operation ‘‘◦’’ stands for the max-t-norm
composition.
To the authors’ best knowledge, Wang [1] was the first to explore the problem represented by Eqs. (1) and (2) with the
max–min composition instead of the max-t-norm composition, and it was applied to the treatment of gastric cancer [2].
Also, when a decision is made according to the preference of a decision maker, Wang proposed a procedure to evaluate
the interval-valued efficient alternatives and transformed the problem to a multi-attribute decision problem. Recently,
Loetamonphong et al. [3] have studied the above problem with nonlinear objective functions and with the max–min
composition as the constraint. They proposed a genetic procedure to find the Pareto optimal solutions.
Other investigations of the problem represented by Eqs. (1) and (2) can be found in the area called the ‘‘inverse problem’’
[4,5]. Typically, the constraint part of the model, Eq. (2), is one form of the inverse problem, where matrix A stands for the
relation between symptoms and causes and vector b stands for the symptom. The matrix A is provided by experts while b is
given by a user. Each variable xi may represent one clause for the problem. Solving the problemmeans finding a combination
of clauses to yield the given symptom. In general, we may associate some measures such as cost, time to completion, etc.,
to a combination of clauses. The model represented by Eqs. (1) and (2) then represents selecting the best combinations
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(achieving the least cost, least time to completion, etc.) among all feasible combinations of clauses which yield the given
symptom.
Unlike the multi-objective optimization version, the above problem with a single objective function has attracted more
study in the literature. Among them, single-objective optimization with max–min or max–product compositions in the
constraint are commonly seen. Lee and Guu [6] utilized the max–min single-objective optimization model to seek a
minimum cost for a streaming media provider while fulfilling the three-tier transmitting requirements. Fang and Li [7]
converted the max–min single-objective optimization problem into a 0–1 integer programming problem and solved it by a
branch-and-bound method with a jump-tracking technique. Wu et al. [8] improved Fang and Li’s method by providing an
efficient procedure visiting many fewer nodes of the solution tree than in Fang and Li’model. Loetamonphong and Fang [9]
studied the max–product single-objective optimization problem also through a 0–1 integer programming framework and
proposed rules to ‘‘split’’ the solution tree when possible. The sizes of splitted trees are often less than that of the original
tree. Andhence the branch-and-boundmethodmay stop searching quickly. Guu andWu [10] proposed anecessary condition
for optimal solutions to hold. Based on this condition, rules to pre-assign values for some decision variables were proposed,
and often the problem size could be reduced quickly in the process of finding an optimal solution. On the other hand, Lu and
Fang [11] studied the max–min single nonlinear objective optimization problem by a genetic algorithm.
The feasible domain of the problem represented by Eqs. (1) and (2) is in general nonconvex. Hence, traditional
mathematical techniques designed to solve multi-objective problems may have difficulty in deriving efficient solutions
for this problem. The recent development of evolutionary algorithms may be able to handle this problem. One advantage
of evolutionary algorithms is that these algorithms do not require differentiability of the objectives and the constraints.
However, in this paper, we shall employ the two-phase framework to solve the problem represented by Eqs. (1) and (2).
The two-phase approach was first proposed by Lee and Li [12] to solve multiple linear programming problems.
Technically, the two-phase approach could overcome the shortcomings of the min operator proposed by Zimmerman
[13,14]; that is, in some situations, the solution generated by the min operator may not be efficient and compensatory. Guu
and Wu [15] applied two-phase approach to solve the fuzzy multiple linear objective optimization problem. They pointed
out some managerial meanings implied by the two-phase approach.
Incorporation of a decision maker’s preferences or interactive choice during the solution process are interesting topics
as well in solving multiple-objective optimization problems. If the decision maker sets the goals and priorities for each
objective, the multiple-objective linear programming (MOLP) problem can be converted into a goal programming problem.
There are three common forms of goal programmingmentioned by Ignizio and Cavalier [16]. Deciding the relative deviation
of the objective functions from the ideal objective value instead of a prior preference information, Yu and Leitman [17]
presented a compromise programming method to deal with the MOLP. The step method proposed by Benayoun et al. [18]
seems to have been one of the first interactive techniques for dealingwithMOLPs. Sakawa [19] gave a rather comprehensive
survey regarding interactivemethods forMOLPs. Gardiner and Steuer [20] reviewed 13 prominent procedures of interactive
multiple-objective programming which included the ε-constraint method, the satisfying trade-off method, and so forth.
Shin and Ravindran [21] provided a survey of interactive methods for continuous decision problems and claimed that the
interactive approach should have better acceptance in practice because the decisionmaker is involved in the entire solution
process.
This paper is organized as follows. After somepreliminaries in Section 2, the two-phase approach is discussed in Section 3,
which also contains the required theories, based on which the solution procedure for the two-phase approach is proposed.
To illustrate the results, Section 4 gives an example. Finally, in Section 5, some conclusions are discussed.
2. Preliminaries
The triangular norm (t-norm for short) is a real functionmapping from [0, 1]×[0, 1] to [0, 1]which satisfies the following
conditions:
(a) t(x, y) = t(y, x) (commutative),
(b) t(x, t(y, z)) = t(t(x, y), z) (associative),
(c) t(x, y) ≤ t(x, z), if y ≤ z (monotonically non-decreasing),
(d) t(x, 0) = 0 and t(x, 1) = x, for any x ∈ [0, 1] (boundary condition).
The concept of a triangular norm was first introduced by Menger [22] for the study of probabilistic metric spaces. The
commonly seen ‘‘min’’ and ‘‘product’’ operations in fuzzy sets are specific cases of triangular norms. A t-norm is said to be
continuous if it is continuous as a two-place function. We refer to Klement et al. [23] for recent development on continuous
t-norms. Gottwald [24] presented an excellent account of the t-norm and the study of systems of fuzzy relational equations
with max-t-norm composition. It is well known that t(α, β) ≤ min{α, β} for any t-norm. We assume in this paper that
X(A, b) is nonempty and that the t-norms are continuous.
Let I = {1, 2, . . . ,m} and J = {1, 2, . . . , n} be two index sets. The constraint part of Eqs. (1) and (2) is to find a set of
solution vectors x ∈ X(A, b) such that
max
i∈I
{t(xi, aij)} = t(x1, a1j) ∨ t(x2, a2j) ∨ · · · ∨ t(xm, amj) = bj, ∀j ∈ J, (3)
S.-M. Guu et al. / Computers and Mathematics with Applications 61 (2011) 1559–1566 1561
Fig. 1. Feasible domain of fuzzy relation equations.
where ∨ represents the max operation. We assume that x1, x2 ∈ X(A, b) and define x1 ≤ x2 if and only if x1i ≤ x2i for
each i ∈ I. It follows that the operator ‘‘≤’’ forms a partial order relation on X(A, b). A solution x¯ ∈ X(A, b) is called the
maximum solution if x ≤ x¯ for all x ∈ X(A, b). On the other hand, an x ∈ X(A, b) is defined to be a minimal solution if
∀x ∈ X(A, b), x ≤ x implies that x = x.
It turns out that when the fuzzy relation equation with max-t-norm composition has a solution, its maximum solution
can be computed explicitly. To do so, we need the ‘‘ϕ’’ operator.
Definition 1. Let t(x, y) be a t-norm and let b ∈ [0,1]; then the ϕoperator is defined by
aϕb = sup{x ∈ [0, 1]|t(x, a) ≤ b}.
Di Nola et al. [25] showed that the ϕ operator has the following two properties:
(a) t((aϕb), a) ≤ b,
(b) t(x, a) ≤ b if and only if x ≤ aϕb.
Di Nola et al. [25] showed that if with continuous t-norm and the assumption of existence of solution, then the solution
set X(A, b) can completely be determined by a uniquemaximum solution and a finite number of minimal solutions (see also
[26,27]). It turns out that the maximum solution in the solution set can be easily computed by an analytic formula as in the
following operation:
x¯ = A  b = [min
j∈J (aijϕbj)]i∈I . (4)
Finding all minimal solutions, however, remains a challenge. Markovskii [28] showed that solving max–product fuzzy
relational equations is closely related to the covering problem,which is anNP-hard problem.Moreover, itsminimal solutions
correspond to irredundant coverings. In the samepaper, the author pointed out that the relation between themax–min fuzzy
relational equation and the covering problem is more complex—it is no longer possible to establish one-to-one mapping of
minimal solutions and the solutions of some covering problem. Chen andWang [29] proposed an algorithm to obtain all the
minimal solutions of max–min fuzzy relational equations based on a solution-based matrix. The authors also showed that
this problem is an NP-hard problem. Because it is NP-hard, their algorithm is useful only for solving problems which do not
have a large number of equations.
3. Major steps in the two-phase approach
According to Di Nola et al. [25], we assume that the constraints of Eq. (2) have lminimal solutions. Let S = {1, 2, . . . , l}
be the index set of minimal solutions and let xs denote the sth minimal solution for s ∈ S. If the set of all minimal solutions
is denoted by X(A, b) = {xs|s ∈ S}, then the solution X(A, b) can be represented by the union of l ‘‘branches’’, as shown in
Fig. 1.
X(A, b) =

xs∈X(A,b)
f s := {x ∈ Rm|xs ≤ x ≤ x¯}, ∀s ∈ S, (5)
where f s denotes the sth feasible region for all s ∈ S.
There are five major parts in the two-phase approach. Part I is to compute ideal and anti-ideal solutions for each of
the objective functions. The following two mathematical programming problems yield the ideal and anti-ideal values
(representing the possible range this objective function can have) of each objective function.
minimize zk(x)
subject to x ◦ A = b, (6)
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and
maximize zk(x)
subject to x ◦ A = b.
Obviously, finding both ideal and anti-ideal values of each objective function becomes single-objective optimization under
a max-t-norm fuzzy relational equation constraint. As stated above, there are special algorithms in the literature for these
problems with a max–min/max–product/max–Archimedean t-norm fuzzy relational equation constraint. If ‘‘◦’’ does not
belong to these three special algorithms, then one has to first compute all minimal solutions and then by enumeration
generate an optimal solution for the problem.
Part II is to construct a (linear) membership function for each of the objective functions. Let z0k (z
1
k ) denote the ideal
(anti-ideal) value for the kth objective function. The membership function is formed as follows.
µk(x) =

1 if zk(x) < z0k ;
z1k − zk(x)
z1k − z0k
if z0k ≤ zk(x) ≤ z1k ;
0 if zk(x) > z1k .
(7)
Part III is phase I, in which the min operator is involved. We shall consider how much the worst objective can be better
off. Precisely, we want to maximize min(µ1(x), . . . , µp(x)) subject to x ∈ X(A, b). Since the feasible domain is nonconvex
and is the union of l ‘‘branches’’, we need to search for the ‘‘branch’’ that contains the best value we can have for the worst
objective. Therefore, for each s = 1, 2, . . . , l, we have the following mathematical programming problem.
maximize αs
subject to 1 ≥ µk(x) ≥ αs,∀k ∈ K ,
xs ≤ x ≤ x¯,
(8)
where xs ∈ X(A, b) is the sth minimal solution, s ∈ S, and x¯ is the maximum solution.
In general, the solution yielded by the min operator may not be efficient and compensatory. Indeed, this only occurs
when there are multiple optimal solutions of problem (8). In other words, if the optimal solution of problem (8) is unique,
then this solution is efficient.
Part IV calls for the involvement of the weighted average operator, the second phase of themethod. This part may yield a
different solution to (1)–(2) if there aremultiple solutions to problem (8). And the optimal solution here is efficient (see [10])
for each branch of the feasible region. The mathematical programming problem of phase II is the following.
maximize βs =
p−
k=1
ωkβ
s
k
subject to 1 ≥ µk(x) ≥ βsk ≥ αs,∀k ∈ K ,
xs ≤ x ≤ x¯.
(9)
where αs is the optimal value yielded by phase I in the sth feasible region and
∑p
k=1 ωk = 1, ωk > 0.
The value βs denotes the optimal value in the sth branch for problem (9). We can select the best value by
βs
∗ := max
s∈S
{βs}.
Hence, the s∗th branch can obtain the best value βs∗ that the sum of the weighted objective function can achieve for all
feasible regions. The traditional two-phase approach for solving the MOLPs provides an efficient solution for the decision
maker. This efficient solution has the merit that it guarantees at least this satisfactory level αs for every objective function
(phase I). Furthermore, phase II provides an opportunity for those non-worst objective functions to improve their levels.
Lemma 1. The inequality constraint βsk ≤ µk(x), ∀k ∈ K must hold as equality at any optimal solution of (9) in the sth feasible
region, ∀s ∈ S.
Proof. Let x∗ be an optimal solution of problem (9) in the sth feasible region and let β∗s = ∑pk=1 ωkβ∗sk be optimal value.
Suppose, to the contrary, that there exist strictly inequality constraints, such that
µ•(x∗) ≥ β∗s• and µt(x∗) > β∗st for some t.
Since x∗ is an optimal solution and the coefficients in the objective function are positive, β∗sk associated with x∗ is equal to
µk(x∗). Hence we can choose β
♯s
t = µt(x∗) to make the following inequality hold:
β∗s =
p−
k=1
ωkβ
∗s
k <
p−
k=1,k≠t
ωkβ
∗s
k + ωtβ♯st .
This inequality implies that β∗s is not the optimal value and x∗ is not an optimal solution of (9) in the sth feasible region, a
contradiction. 
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Theorem 1. If the solution x∗ is an optimal solution obtained from the s∗th branch of (9), then it is an efficient solution of (1)–(2).
Proof. Suppose to the contrary that x∗ is not an efficient solution of (1)–(2); we shall construct a better solution to reach
a contradiction. Since x∗ is not an efficient solution, there exists at least an efficient solution, say x′ in the s′th branch, such
that
µ•(x′) = βs′• ≥ µ•(x∗) = βs
∗
• and µt(x
′) = βs′t > µt(x∗) = βs
∗
t for some t,
by Lemma 1. This result leads to
βs
′ =
p−
k=1
ωkβ
s′
k > β
s∗ =
p−
k=1,k≠t
ωkβ
s∗
k + ωtβs
∗
t .
This contradicts βs
∗ = maxs∈S{βs}. Therefore, x∗ is an efficient solution of (1)–(2). 
If the decision maker is happy with this efficient solution, then we are done. If the decision maker requires more choice,
then we need Part V. This part is to utilize the average operator to generate an efficient solution of (1)–(2). Note again
that, since X(A, b) is the union of l branches, we need to solve for l mathematical programming problems as follows. For
s = 1, 2, . . . , l, we have the following problem:
maximize γ s = 1
p
p−
k=1
γ sk
subject to 1 ≥ µk(x) ≥ γ sk ,∀k ∈ K ,
xs ≤ x ≤ x¯.
(10)
The value γ s stands for the optimal value in the sth branch. We can select the best value for (1)–(2) by
γ s
∗ := max
s∈S {γ
s}.
It is well known that the optimal solution obtained from the s∗th branch is an efficient solution of (1)–(2).
We now summarize the preceding discussion to present the procedure to solve (1)–(2).
Step 1 Compute the maximum solution x¯ by (4).
Step 2 If x¯ ◦ A = b, then X(A, b) ≠ ∅. Otherwise, stop the procedure and the problem has no feasible solution.
Step 3 Find all minimal solutions. (Refer to [5].)
Step 4 Compute the ideal and anti-ideal objective values for each objective function by solving (6) (i.e. compute the possible
range [z0k , z1k ] for all k ∈ K ).
Step 5 Obtain the membership function for each objective function by (7).
Step 6 Solve the min operator model (8) for each minimal solution.
Step 7 Employ phase II to solve (9) for each s = 1, 2, . . . , l and yield βs∗ . If the decision maker is happy with this efficient
solution, then we are done. If the decision maker requires more choice, then we need the next step.
Step 8 Apply the average operator as (10) for each minimal solution to generate another efficient solution.
4. Example
In this section, we employ an example to show the procedure. Consider the following multiple-objective linear
programming problem subject to fuzzy relation equations with max–product composition.
minimize z1(x) = x1 − x2 + 2x3 + 3x4 − 1.5x5 + 2.5x6 + x7 − 0.8x8
minimize z2(x) = 2x1 + x2 − x3 + 1.5x4 + 0.5x5 + 3x6 − x7 + 2.5x8
minimize z3(x) = x1 − 5x2 − x3 + x4 − 0.8x5 + 1.2x6 + 2x7 − 3x8
minimize z4(x) = 4x1 − 52 + 0x3 + 5.5x4 − 2.3x5 + 6.7x6 + 2x7 − 4x8
subject to x ◦ A = b,
where
x = [x1 x2 x3 x4 x5 x6 x7 x8],
A =

0.8 0.6 0.5 0.2 0.6 0.9
0.6 0.3 0.8 0.4 0.2 0.9
0.2 0.7 0.7 0.5 0.5 0.8
0.4 0.6 0.4 0.1 0.5 0.2
0.2 0.1 0.7 0.3 0.1 0.8
0.7 0.3 0.8 0.5 0.4 0.6
0.7 0.5 0.3 0.8 0.7 0.1
0.5 0.3 0.8 0.4 0.2 0.4

,
b = [0.56 0.42 0.64 0.40 0.42 0.72].
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Step 1. Compute the maximal solution by (4). We have
x¯ = [0.7 0.8 0.6 0.7 0.9 0.8 0.5 0.8].
Step 2. Direct computing shows that the constraint part of this example x¯ ◦ A = b holds. Hence, the problem is feasible and
X(A, b) ≠ ∅.
Step 3. Find all minimal solutions. Employing Loetamonphong and Fang’s procedure for this example, we have fourminimal
solutions, as follows:
x1 = [0.7 0.8 0 0 0 0.8 0 0], x2 = [0.7 0 0 0 0.9 0.8 0 0],
x3 = [0.7 0.8 0 0 0 0 0.5 0] and x4 = [0.7 0 0 0 0.9 0 0.5 0.8].
Step 4. Compute the ideal and anti-ideal objective values for all objective functions by solving (6). They are
Objective value x1 x2 x3 x4 x5 x6 x7 x8
z01 = −1.59 0.7 0.8 0 0 0.9 0 0.5 0.8
z11 = 5.70 0.7 0.8 0.6 0.7 0 0.8 0.5 0
z02 = 1.10 0.7 0.8 0.6 0 0 0 0.5 0
z12 = 8.10 0.7 0.8 0 0.7 0.9 0.8 0 0.8
z03 = −6.06 0.7 0.8 0.6 0 0.9 0.8 0 0.8
z13 = 2.64 0.7 0 0 0.7 0.9 0.8 0.5 0
z04 = −5.47 0.7 0.8 0.6 0 0.9 0 0.5 0.8
z14 = 10.94 0.7 0 0 0.7 0.9 0.8 0.5 0
Step 5. Obtain the membership function for each of the four objective functions by (7) as follows:
µ1(x) = 5.70− z1(x)5.70− (−1.59) =
5.70− z1(x)
7.29
, µ2(x) = 8.10− z2(x)8.10− 1.10 =
8.10− z2(x)
7.00
,
µ3(x) = 2.64− z3(x)2.64− (−6.06) =
2.64− z3(x)
8.70
and µ4(x) = 10.94− z4(x)10.94− (−5.47) =
10.94− z4(x)
16.41
.
Step 6. Solve the min operator model (8) for each s = 1, 2, 3, 4 and generate the best achievement level αs∗ .
Considering, for example, the first branch formed by the minimal solution x1, the min operator method as (8) is
used to solve
maximize α1
subject to 1 ≥ 5.70− z1(x)
7.29
≥ α1,
1 ≥ 8.10− z2(x)
7.00
≥ α1,
1 ≥ 2.64− z3(x)
8.70
≥ α1,
1 ≥ 10.94− z4(x)
16.41
≥ α1,
x1 = 0.7, x2 = 0.8, 0 ≤ x3 ≤ 0.6, 0 ≤ x4 ≤ 0.7,
0 ≤ x5 ≤ 0.9, x6 = 0.8, 0 ≤ x7 ≤ 0.5, 0 ≤ x8 ≤ 0.8.
For each s = 1, 2, 3, 4 in this example, we solve (8) and obtain the following results.
s αs z1(x) z2(x) z3(x) z4(x)
1 0.5310753 1.817527 4.382473 −3.524946 2.225054
2 0.5310753 1.817527 4.382473 −3.524946 2.225054
3 0.8114219 −0.215266 2.420046 −4.419369 −3.484120
4 0.7187643 0.091350 3.068650 −3.613250 −3.063250
The optimal solutions of the model (8) with s = 1, 2, 3, 4 are as follows:
s x1 x2 x3 x4 x5 x6 x7 x8
1 0.7 0.8 0.6 0 0.9 0.8 0.067527 0
2 0.7 0.8 0.6 0 0.9 0.8 0.067527 0
3 0.7 0.8 0.488779 0 0.9 0 0.5 0.303530
4 0.7 0.318650 0.6 0 0.9 0 0.5 0.8
S.-M. Guu et al. / Computers and Mathematics with Applications 61 (2011) 1559–1566 1565
Step 7. Employ phase II to solve (9) for each s = 1, 2, 3, 4 and yield βs∗ .
If the weighted values are all equal to 0.25, then considering the first minimal solution x1, for example, phase II
as (9) is used to solve
maximize β1 = 0.25(β11 + β12 + β13 + β14 )
subject to 1 ≥ 5.70− z1(x)
7.29
≥ β11 ≥ 0.5310753,
1 ≥ 8.10− z2(x)
7.00
≥ β12 ≥ 0.5310753,
1 ≥ 2.64− z3(x)
8.70
≥ β13 ≥ 0.5310753,
1 ≥ 10.94− z4(x)
16.41
≥ β14 ≥ 0.5310753,
x1 = 0.7, x2 = 0.8, 0 ≤ x3 ≤ 0.6, 0 ≤ x4 ≤ 0.7,
0 ≤ x5 ≤ 0.9, x6 = 0.8, 0 ≤ x7 ≤ 0.5, 0 ≤ x8 ≤ 0.8.
For each s = 1, 2, 3, 4 in this example, we solve (9) and obtain the following results.
s βs βs1 β
s
2 β
s
3 β
s
4
1 0.5758 0.5325 0.5310 0.7086 0.5310
2 0.5758 0.5325 0.5310 0.7086 0.5310
3 0.8283 0.8114 0.8114 0.8114 0.8789
4 0.7650 0.7693 0.7187 0.7187 0.8533
From these results, we have the best value for the sum of the weighted objective function in phase II model as
βs
∗ = max{β1, β2, β3, β4} = 0.8283 = β3.
The corresponding efficient solution is
[x1 x2 x3 x4 x5 x6 x7 x8] = [0.7 0.8 0.48878 0 0.9 0 0.5 0.30353].
The objective values are
z1(x) = −0.2151, z2(x) = 2.4196, z3(x) = −4.4188 and z4(x) = −3.4834.
Step 8. Apply the average operator as (10) for each s = 1, 2, 3, 4 to generate another efficient solution.
Considering the first minimal solution x1, for example, the average operator as (10) is used to solve
maximize γ 1 = 0.25(γ 11 + γ 12 + γ 13 + γ 14 )
subject to 1 ≥ 5.70− z1(x)
7.29
≥ γ 11 ,
1 ≥ 8.10− z2(x)
7.00
≥ γ 12 ,
1 ≥ 2.64− z3(x)
8.70
≥ γ 13 ,
1 ≥ 10.94− z4(x)
16.41
≥ γ 14 ,
x1 = 0.7, x2 = 0.8, 0 ≤ x3 ≤ 0.6, 0 ≤ x4 ≤ 0.7,
0 ≤ x5 ≤ 0.9, x6 = 0.8, 0 ≤ x7 ≤ 0.5, 0 ≤ x8 ≤ 0.8.
For each s = 1, 2, 3, 4 in this example, we solve (10) and obtain the following results.
s γ s γ s1 γ
s
2 γ
s
3 γ
s
4
1 0.652395 0.794239 0.15 0.931035 0.734308
2 0.652395 0.794239 0.15 0.931035 0.734308
3 0.872681 1.0 0.564286 0.926437 1.0
4 0.872681 1.0 0.564286 0.926437 1.0
From these results, we have the following best value for (10):
γ s
∗ = max{γ 1, γ 2, γ 3, γ 4} = 0.872681 = γ 3 = γ 4.
The corresponding efficient solution using the average operator method is
[x1 x2 x3 x4 x5 x6 x7 x8] = [0.7 0.8 0 0 0.9 0 0.5 0.8].
The objective values are
z1(x) = −1.59, z2(x) = 4.15, z3(x) = −5.42 and z4(x) = −5.47.
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5. Conclusions
In this paper, we have proposed a new procedure for manipulating the multiple-objective linear programming problems
subject to a max-t-norm fuzzy relational equation constraint. This procedure shows how the multi-objective fuzzy relation
programming problem with max-t-norm composition converts into a traditional linear programming model by employing
the characteristic of feasible domain and the membership function of fuzzy set theory. We also apply the min operator
method and the two-phase method to solve the converted linear model. This guarantees obtaining an efficient solution to
the problem. On the other hand, the decision maker can choose the average operator method to generate another efficient
solution.
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