Abstract-The paper reviews dynamic distribution of storage resources among the users in data processing centers. The process of changing memory usage state was revealed to be the process of Markov. The paper proposes the development of stochastic model of the memory and computing usage distribution and the development of probability density functions over practical data. Parameters of probability density functions were defined with the help of stochastic model and practical data. The calculation of the developed model and the parameters of the probability density function is realized dynamically during the ongoing process. At the beginning of each time interval, it is forecasted that the process will be shifted to which state with which maximum probability. The adequacy of the previous forecasts is monitored. Note that, over the time, the quality of the forecast and the level of adequacy increases. The model is used in the virtualization of storage resources usage process and ensures the use of storage resources without wasting. Structure of visualization base is given. The base enables to monitor all stages of the process. Using monitoring base the issues can be resolved to analyze different aspects of the process. Recommendations are given on the use of obtained results.
I. INTRODUCTION
Nowadays, computing and storage resources of personal computers are not sufficient for the solution of complex problems requiring big computing and storage resources such as real time modeling of physical and chemical processes, nuclear reactions, global atmospheric processes, economic development in various fields of science, as well as Cryptography, Geology, development of new drugs. Supercomputers with high performance computing and big storage are widely used in the abovementioned issues [1] . As a strategic product, the high price of supercomputers reduces its availability for many countries to be used in scientific and technical research. However, these countries have demand for big computing resources. On the other hand, computing and storage resources of the data processing centers connected to the computer networks are not used effectively. Researches show, that only 60-70% of computing and storage resources of computers manufactured by giant companies (Intel, IBM, Google, etc.) are used effectively [2] . In this case, remaining unused computing and storage resources of data processing centers can be used to solve complex problems. Applying remote access to the data processing centers in daily practice with the help of high speed communication channels opens up new possibilities for the users. Now, the quantitative increase of opportunities of users to get information caused qualitative change in the organizational principles of distributed computing systems in the networks.
At present, research is conducted out for an effective use of computing and storage resources of data processing centers with the help of Cloud Computing. Such systems with big computing and storage resources are based on computer networks, provided with highspeed communication channels [3] . Cloud Computing enables organizations to use computing and storage resources of data processing centers more efficiently. The concept of Cloud Computing provides the development and utilization of infrastructure and software of computer technology in the network. With the help of this technology, the user data is stored and mined on Cloud Computing servers, at the same time, the results are viewed through browsers [4] . Cloud Computing enables to scale and use physical resources (e.g. processor, storage and disk space) through the internet. In this case, the data processing and storage processes are considered as a type of service. Cloud Computing allows the users to access powerful computing and storage resources, and at the same time, the user is not interested where these resources are located and installed [5, 6] . The paper is dedicated to the optimal distribution of storage resources among the users with the help of above-mentioned service in the data processing centers. As it is mentioned above, distribution of memory and other computing resources according to the stable static division causes at least 30-40 percent of resources to remain unused. Although, potential users are in search of computational power in elsewhere or have to wait for a long time, in this case potential users could make profit from these unused The proposed model allows the data processing center to attract more users providing dynamical distribution of available storage and system resources among the users.
The structure of visualization base is given in the paper. The base records the monitoring stages of the use of computing power. Note that the base can be set in any of the Base Management Systems. The software based on the developed model realizes Base Management System functions itself.
The content of the article is organized as follows:  State of the memory use in data center was set to change as Markov process;  The characteristics of Markov process of the memory usage change were identified;  Memory demand model was developed for data center;  Using practical data a probability density function was proposed and its parameters were found;  Approximate visualization process is described;  The structure of visualization base is given;  Recommendations were given for the use of obtained results.
II. DEVELOPING THEMODEL OF DYNAMIC STORAGE DISTRIBUTION IN DATA PROCESSING CENTERS
Let's analyze the process of dynamic storage distribution among the users of the systems where Hypervisors are applied. The process of dynamic storage distribution is modeled as Markov process [7, 10] . Note that Markov processes are applied to model the problems in telecommunication systems, variety of public service fields and generally in the fields of science and technology [11] [12] [13] . Let's suppose that M is the number of users specified in advance and suggesting storage need.
In this case, m-th user (m ∈ [1, M] ) uses Vm amount of memory. Thus, an amount of memory required by users is as follows: , ,... , .
If Vt denotes storage volume that is used instantly at any t time = 0, = .
Nevertheless, in practice, is almost impossible. In the peak of storage use it is practically as follows:
.
(3) This may lead to attracting additional users. Each storage user can apply for storage at random moments of time, regardless of its physical identity and functionality. Therefore, the process of memory use is determined by a random Vt storage volume used instantly at any time t and can be considered as Markov process. In this case, state space of the process is defined by the storage of different capacity in use. The process of transition from one state to another does not depend on the transition path. This transition depends on the current state, and it is one of the signs of Markov process. It is sometimes called the process without memory.
The second key feature of Markov processis the finite number of states. In our case, required number of different volumes (states) is finite. Thus, M number of users can apply for storage in a short time interval (time instant) 0,1,2,... . Storage capacity defining the process state depends on these combinations. Obviously, n number of M users can be choosen from = methods. That is, different combinations with n number of userscan be set up from M number of users. If n [0; M] the number of all possible combinations can be as follows:
According to Newton binominal [14, 15] :
In other words, the number of possible different states are K = , which is finite. Thus, Markov process is covered in this state. If denotes the capacity appropriate to n-th (n ∈ [1, M]) combination, the space of process states are determined by the following set:
It should be noted, that if there are the volumes that cover the set < in { n [1, K ] } and which are equal orvery close to each other, only one of them can be remained toreduce the number of K. For this purpose, it is possible to implement an algorithm similar to sieve of Eratosthenes [10] . The algorithm can be described in recursive way as follows:
 From element each element is compared with r-th element for .  for random j > r the j -th element is excluded. K denotes remaining number of elements again. The process continues until r = K value is achieved. On the other hand, in order to simplify the analysis of the resultswe can build the set { n [1, K ] } in increasing volumes. In this case, > is possible for random > . The system states can be denoted by , , ... ,EK . As the all possible states can be numerated, this process is called random process with discrete state or discrete random process. Discrete random process can be simply shown in graphs. In this time, vertices of the graph show the states. And the edges of the graph show the transition from one state to another (Fig. 1 Described feature of the process is that this process does not shift from one state to another one at predefined time, but at a random time. Such a process is called continuous-time random process.
To turn continuous-time random process into Markov process the period of remaining in any state of the process should be changed by exponential law. Its distribution function is
Here is a distribution parameter, and it characterizes the process transition frequency of from state to state. This parameter is quantitatively equal to the inverse value of the average period of remaining in the state before shifting the process from state to state. 
It's obvious that transition probability depends on neither how the process shifts to state, nor on how long it remains in state. It depends on which state it is.
Another feature of exponential distribution is that if the parameter of the remaining period of the process in state before transition from state to state is distributed by exponential law, then the parameter of the time interval from the process transition at any instant time until to state would be subject to the exponential distribution .
So state and unstateal probabilities of transition of Markov process to state are equal:
If we take interval small enough then expression can be lined up according to the power ( ). If we drop powers with high composition we can get the following:
So the model of the need for storage in the Data Center by M number of users is developed as in Markov process. The process parameters are defined as follows:
1. , , ... , -state set. As it's mentioned above, this set is finite and can be defined as K= . Each state corresponds to regular order of storage volumes which can be required in different combinations.
2. Stochastic transition matrix.The matrix for continuous-time processes is an intensity matrix of the transition from one state to another. Intensity of transition from state to can be denoted by . This quantity is determined by the following limit:
The limit shows, that probability of transition from state to for small enough period is as follows: (
If the transition intensity does not depend on time t, such Markov process is homogeneous. The transition intensity are given in the form of a square matrix (15) The diagonal matrix elements ( is found by the following terms:
From here
As shown above, ( , on the other hand, (13) taking into account
intensity is a parameter of exponential distribution. 3. Initial probabilities aredistribution of the process probability according to the states at the time of t . 
Here is the probability of the process to be in state at the time t=0. These probabilities can be assigned approximately as the result of initial observations. Nevertheless, if the modeled process has ergodic characteristics, it is not determined by the initial probabilities { } at any instant time t and the initial probabilities are not needed anymore.
Ergodicity of the process can be defined in practice as follows: { } and { } probabilities are defined at different, enough long times and .
squared difference or squared difference are calculated. If state is covered, i.e. if the difference is approaching to zero as t grows, process is almost ergodic.
4. Probability vector is the key characteristics of the modeled process. Let = { }. This vector gives complete information about the process at any time t : where 0 , =1states are covered. In continuous-time Markov processes, the following system is used to calculate these probabilities: (20) This system can be solved by approximate methods. If the process has ergodic features, it is a system of algebraic equations, which has only one solution. As the ergodic process shifts to stationarymode, it does not depend on time and it shifts to
The vector (22) is the vector of transition probabilities of the process from the i-th state into another.
The success of the practical application of proposed model depends on the accurate monitoring in the Data Center. For this purpose, if we develop and apply special software, definition of the current state of the process and accurate prediction of its future development will be achieved due to the values of transition matrix, and specification of the initial probabilities. In this case, the problems of storage distribution among new users can be solved reliably, as well.
As the analyzed process shows the quality of ergodicity over the time, the need for storage of different capacities is determined by a probability distribution P= ( . Let's assume that there are 200 users totally. If the need for storage capacities varies, we could face various circumstances. This number is calculated as follows:
If we denote , Then, it can be calculated as
These features exist in most programming languages. Without terminating the generality, let's imagine for simplicity, that users need for the storage capacity is the same. In this case, there will be the need for totally 200 different storage capacities, and probability distribution of the storage usage will be as follows:
To imagine the outcome of the process in graphics, let usmultiply each by 200 and show in the graph ( The discrete probability density at 200 points can be imitated as follows: 
If we assume K = 1 and sum up obtained values to find K coefficient the outcome will be as follows:
We have to get K*200=1. (Fig. 3) . The graphic presents the percentage of user requests of various combinations.
As it is shown in the graph, this distribution differs from an ordinary one. It could be imagined well in advance. It is not excluded that in some values of the users number may be close to a normal distribution.
Described process could be presented by Gamma distribution with the distribution function (28) or by generalized Gamma distribution with the distribution function (29) [16, 17] .
Here -is the gamma function. However, above mentioned distribution (27) was used, as it fits the experimental data best.
The 3rd graph is naturally similar to the distribution density graph. However, the values differ. The probability of the most requests for storage is 60 percent. But, the probability of the fact that 60 percent of user group would request at the same time is less than 40 percent. Time distribution of the storage usage can cause interesting outcomes [18] . A very important outcome is that the users mainly required only up to 60 percent of storage capacity that they can use. As we see, 40 % of user resource allocated in the storage systems remains unused.
At the beginning of each predefined time interval the followings can be defined online dynamically via proper software:
 state of the use of computing resources;  the probability of the transition of the use of resources from one state into another in the current time interval;  at the same time, the probability of the volume of memory resources to be given to the new potential users. This, in its turn, may help you to prevent computing resources to remain unused and to use them efficiently.
State of the use of computing resources may be determined by online monitoring. If the work on the offered model has a certain date, then the vector (number) of transition probabilities can be easily determined. The maximum of the elements of this vector (30) shows the probability of the transition of the use of resources from one state into another in the current time interval. Ordinal number of the state equals to the index, which the maximum complies with. The index is denoted as . In other words,
All above mentioned determines the algorithm to solve the problem of visualization of the process. Solving visualization issue the most important information units shall be delivered to the people on the computer screens without any obstacles. In addition, the principle of information integrity shall be followed. In other words, with the minimum density of it shall provide the full information to receive the monitoring of the course of the process [19, 20] . Therefore, calculated transition probabilities shall also be displayed on the screen along with the sequence of process states. This shows how the adequacy of the forecast changes and increases over the time. States from which the process shifts in the course of the monitoring are stored at Data Center, and as the result, the following graph is set ( fig. 4) . In Figure 4 ik are the states of the monitoring process. Here, pik, i (k+1) is the probability of forecasted new state. The graph reveals how the process continues. At each new interval of the use of computing power in online mode the current state is included into the graph. Forecast decisions indicate the state of the use of computing power, which shifted from the current state, and the probability of this shift. The number of elements stored on the display can be selected. However, the number of default states provided on the display is set so that the course of the process can be imagined clearly.
In this case, demonstration and re-introduction of the states, which do not appear on the screen and including monitoring history are enabled.
Long-term monitoring results are stored in the database. The database has the following structure:
 Date, duration. These parameters indicate the date and duration of the information recording;  State of computing power use (ordinal number or the number of users);  Duration of the current state. This data is calculated when it shifts to the next state;  Used computational power. This setting is denoted in the physical units or percentages;  Unused computing power. This setting is denoted in the physical units or percentages;  The following predicted state;  Adequacy level of the forecast. It is set by the simple method, i.e. denoting each right forecast as 1 and each wrong forecast as 0;  Forecasted probability of the transition into the next state. The following actions are performed over the base:  Writing in the base through software online;  Reading in the base through software online;  Reading and writing in the base through the operator's commands;  Correcting the base through the operator's commands. Information security is provided by administrative ways and by a system of randomly changing passwords for the base use.
Using monitoring base various operational characteristics of the Data Center can be defined, and the statistical analysis can be realized. As it is mentioned above, the results of the statistical analysis indicate state of the use of computing power and the change of the forecast quality in the course of monitoring. In addition, availability of the periodical changes or dependence on the seasons of the year can be determined during the utilization of computational power.
As a result, remained resources can be used by other users. The model is used in the virtualization of storage resources and prevents their wasting. The model provides that the storage resources allocated for any purpose is fully used and hold the space in the system as much as it is used. Allocated resource is not reserved and does not hold space in hard disks as long as it is not used. The model enables mining centers to use big storage resources efficiently. Thus, resources are allocated as much as it is used only without wasting. Such way of resource distribution is beneficial for both cloud provider and the user. Accordingly, the user does not pay for reserved resource, but only for the actual resource use. And the provider reduces unnecessary purchase and installation of additional equipments; furthermore it can be able to offer the same service for lower price, which leads to greater user involvement in this type of services. It is obvious that the Data Center managers are able to attract new users without the risk.
III. CONCLUSION
The paper reviews andynamical distribution of storage resources among the users in data processing centers. The stochastic model of the dynamic distribution of storage resources is proposed. The model is used in the virtualization of storage resources and ensures the use of storage resources without any waste. The model provides that the storage resources allocated for any purpose hold the space in the system as much as they are used. Thus, resources are allocated as much as it is used only without wasting. It is beneficial for both cloud provider and the user. Accordingly, the user does not pay for reserved resource, but only for the actual resource use. And the provider reduces unnecessary purchase and installation of additional equipments; furthermore it can be able to offer the same service for lower price, which leads to greater user involvement in this type of services. Developed Monitoring database contributes to the solution of various issues related to the Data Center operation. In general, developed model and software can be used for the typical problem solution or different type of problems but with the analogical mathematical formalization.
