In this paper, we adapt proximal incremental aggregated gradient methods to saddle point problems, which is motivated by decoupling linear transformations in regularized empirical risk minimization models. First, the Primal-Dual Proximal Incremental Aggregated (PD-PIAG) methods with extrapolations were proposed. We proved that the primal-dual gap of the averaged iteration sequence sublinearly converges to 0, and the iteration sequence converges to some saddle point. Under the strong convexity of f and h * , we proved that the iteration sequence linearly converges to the saddle point. Then, we propose a PD-PIAG method without extrapolations. The primal-dual gap of the iteration sequence is proved to be sublinearly convergent under strong convexity of
Introduction
We consider the convex-concave saddle point problems of the form 
where f := M i=1 f i with f i : R d 1 → R being smooth and convex, conjugate function h * : R d 2 → R is convex and possibly nonsmooth, and K ∈ R d 2 ×d 1 is a matrix. We are motivated by the optimization problems with a cost function that consists of additive components and a regularizer:
Consider the conjugate function h(Kx) = max
Substituting (3) into (2), we obtain the fundamental optimization model (1) , which emerges in numerous problems, including machine learning, signal processing, imaging science, communication systems, and distributed optimization. For the cases where K = I and the proximal operation of h(or h * ) is inexpensive, (2) can be handle by the well-known forward-backward splitting (FBS) [8] :
In many cases, the number of component functions M is so large that directly computing the full gradient of the smooth part becomes prohibitive. To overcome this difficulty, many stochastic variants of FBS have been proposed [9, 14, 18] . Besides these stochastic methods, the proximal incremental aggregated gradient (PIAG) method, as a deterministic method, is presented:
where τ i k is the delay of the k-th iteration of the i-th component. The key idea of PIAG is to construct an "inexact gradient" to substitute for the full gradient at each iteration. PIAG has been extensively investigated recently under the strong convex assumption, and its global linear convergence of the objective function and iterative sequences have been established [2, 16] . A PIAG-like algorithmic framework has been proposed, which includes PIAG as a special case [19] , and a linear convergence theory was built, but under strictly weaker assumptions. The linear convergence of nonconvex PIAG under error bound conditions has also been studied in [17] .
However, all current works of PIAG are aimed to minimize the special cases where K = I. Though the proximal operation for h can be inexpensive, its composition with a linear transformation K may be too expensive. Therefore, we wonder if incremental aggregated methods could be applied to (1) .
There exists a large amount of literature on primal-dual algorithms to solve (1). Gradient methods for solving saddle point problems have attracted much research since the seminal work of [1] . [13] extended their method, and performs subgradient steps on the primal and dual variables alternatingly. Many variants were proposed [5, 6, 10] . Typically, under strongly convexity of f and h * , linear convergence can be guaranteed [4] . Preconditioned and adaptive stepsizes versions were proposed in [7, 11, 15] . We refer readers to [12] for a detailed review.
Contributions. Our main contribution is to adapt PIAG to Primal-Dual methods and obtain PD-PIAG, which can be implemented by an asynchronous distributed framework. First we study PD-PIAG with extrapolations, linear convergence and sublinear convergence of which are obtained under different assumptions respectively. Then we study an Arrow-Hurwicz method like version of incremental aggregated gradient methods with a sublinear convergence guarantee.
Notations, Preliminaries and Algorithms
Throughout the paper, d-dimensional Euclidean space is denoted by R d and its inner product by ·, · . The l 2 -norm is denoted by · . The gradient operator of a differentiable function is denoted by ∇. The subdifferential of a proper closed convex function G is defined by
The proximal operator of a proper closed function G is defined by
Saddle points and Min-Max problem
We consider the saddle-point problem:
We say (x,ŷ) is a saddle point for L if
If (x,ŷ) is a saddle point, then we have
If f and g * are convex, proper, and closed, then (9) is equivalent to
We introduce the partial primal-dual gap [4] . For closed set
If (x, y) ∈ B 1 × B 2 , we have
Conversely, if G B 1 ×B 2 (x, y) = 0, we have y ∈ arg max
Furthermore, if (x, y) is an interior point of B 1 × B 2 , then (14) leads to
which implies (x, y) is a saddle point according to (11) . Therefore, if B 1 × B 2 is large enough, then G B 1 ×B 2 (x, y) can measure the optimality of (x, y).
Assumptions
We listed some assumptions to be used in this manuscript as follows:
A3 The time-varing delays τ i k are bounded, i.e., there exists a nonnegative integer T such that ∀k ≥ 1, i ∈ {1, 2, · · · , M}, we have
where T is called the delay parameter. The above three assumptions are some standard assumptions in PIAG research, Two assumptions are established to get better convergence.
where γ > 0.
Assumption B2 is equivalent to 1/γ smoothness of h.
Algorithms
Similar to PIAG, we consider PD-PIAG fomation:
First line is the aggregation of ∇f i , second line is the gradient update of x and second line is the gradient update of proximity operator.ȳ is an undermined variable. Different choice ofȳ can lead to different convergence, and we discuss convergence in next section.
Here algorithm 1 proposes an implementation of Update gradient circularly PD-PIAG.
Update sum of gradients g k+1 := g k + ∇f i k (x k+1 ) − e i k 7:
Update memory e i k := ∇f i k (x k+1 ) 8:
k := k + 1 9: until: termination condition satisfied Return: {(x k , y k )} 3 Convergence Analysis
Sublinear convergence
In the first analysis of convergence , take theȳ = 2y k − y k−1 in PD-PIAG. When iteration stepsize σ and γ are small enough, sublinear convergence of partial primal-dual gap G B 1 ×B 2 (x, y) can obtained. 
Then:
where the constant
Moreover, the cluster points of {(x M , y M )} are saddle points.
(iii) There exists a saddle point (x * , y * ) such that x k → x * and y k → y * .
Proof. We first introduce the descent property of f . Via the L i -smoothness of f i , we have
According to the iteration procedure, we have
Combining convexity of g * and (25), we obtain
Summing (24) and (26), it follows that
Substitutingȳ = 2y k − y k−1 for the last term of (27), we have
we have
Summing (29) from k = 0 to M − 1, we obtain
As before, we have
Combining (30) and (31), we have
which can be written as
Taking x =x and y =ŷ, using (10) and condition (20), we have
which leads to statement (i). For any (x, y) ∈ R d 1 × R d 2 , it follows from (33) that
where the convexity of f and h * is employed in the second inequality. Then, for any bounded closed sets B 1 and B 2 , we have
Suppose that (x * , y * ) is a cluster point of the sequence {(x k ,ȳ k )}. Since f and h * are assumed to be closed, it follows from (35) that
which implies (x * , y * ) is a saddle point according to the definition (9) . Then statement (ii) is proved. Since statement (i) implies {(x k , y k )} is bounded, then there exists some subsequence {(x kn , y kn )} converging to some point (x * , y * ). Taking (x, y) = (x,ŷ) in (33), we have lim k (x k − x k−1 ) = lim k (y k − y k−ζ ) = 0 for any nonnegative integer ζ. Then, {x kn−ζ } and {y kn−1 } converges to x * and y * respectively for any given ζ, which follows that (x * , y * ) is a fixed point. Then (x * , y * ) is a saddle-point for L. Taking (x, y) = (x * , y * ) in (29), summing (29) from k = k n to M − 1, we obtain
which implies that the sequence {(x M , y M )} converges to (x * , y * ). Statement (iii) is proved.
Linear convergence
In the second analysis, we choose the uncertain variableȳ = y k + θ(y k − y k−1 ). Under the strongly convexity of f and h * , the linear convergence of iteration sequence can be obtained. To obtain the linear convergence, we slightly modify a lemma from [3] , where the nonnegativity of {V k } is no longer required. The proof is omitted since the technical details are almost the same.
Lemma 3.2. Assume that the real sequence {V k } and the nonnegative sequence {ω k } satisfy the following inequality:
for some real numbers a ∈ (0, 1), b, c ≥ 0, and some positive integer k 0 . Also, assume that ω k = 0 for k < 0 , and that the following holds: For any sufficiently small σ and τ , the sequence {(x k , y k )} is linearly convergent to (x,ŷ) with a rate of O(ω −k/2 ), where ω := 1 + θσ K σ K + 1 + min{3δσ/2, 2γτ } Proof. Employing the δ i -strong convexity and L i -smoothness of F * i , we have
where 2 a 2 ≥ a + b 2 − 2 b 2 is used in the second inequality. Summing (37) from i = 1 to M yields
Recall the γ-strong convexity of h * , we have
Sinceŷ is a minimizer of Kx, y + f (x) − h * (y) and h * is γ-strongly convex, we have
In the same way, we also obtain
The sum of (40) and (41) is
Combining (38), (39) and (42) yields
Define a := min {1 + 3δσ/2, 1 + 2γτ } −1 . Takingȳ = y k + θ(y k − y k−1 ), and ω := a 1 + θσ K 1 + aσ K , then we obtain:
where the last inequality hold due to ω ≤ θ. Then by definition of ω,
we get a ≤ ω ≤ θ. Substituting (45) into (43) yields
Then it follows from (46) that
Note that for sufficiently small τ , we have θτ K ≤ 1, which implies
We verify the conditions of Lemma 3.2:
where the last inequality holds since we required sufficiently small σ and τ . It immediately follows from Lemma 3.2 that
Then we obtain
Therefore, the linear convergence of {(x k , y k )} to the saddle point (x,ŷ) is proved. In Theorem 3.3, we required σ and τ to be sufficiently small. In particular, we could choose the parameters satisfying that
where (52) is required by (49), (53) is required by (51), and (54) is required by (47). Also note that (52) implies σ K < 1, which is used in (48) to guarantee the positive of second part in the last formula.
The Sublinear Convergence in AH formation
The Arrow-Hurwicz (AH) method has been studied in [13] , which has a relatively fast rate of convergence in Primal-Dual problem. Like AH formation, takeȳ = y k in PD-PIAG.
Theorem 3.4. Assume that A1-A3, B1 hold, the problem has a saddle point (x,ŷ), and D x := sup k x k −x < ∞. Takeȳ = y k in each iteration. Choose σ and τ such that
where the constant C = (1 − τ σ K 2 ) −1 .
(ii) Define the averaged sequencesx M = ( M k=1 x k )/M andȳ M = ( M k=1 y k )/M for all M > 0. Then for any bounded closed set B 1 × B 2 ⊂ X × Y , the restricted gap has the following bound
Proof. Takingȳ = y k in (19) . Similar to the proof of (32), we have
. 
Conclusion
In this paper, we have analyzed the convergence of PD-PIAG for saddle-point problem. First, we proposed the PD-PIAG with extrapolations, and provided the sublinear convergence of its partial primal-dual gap, as well as the convergence of iterates to some saddle point.
With strongly convexity of f and h * , we proved that the generated sequence {(x k , y k )} converges to the saddle point. Then, we proposed PD-PIAG, the primal-dual gap of which is proved to be sublinearly convergent under strong convexity of f . The proposed incremental aggregated methods can be reviewed as asynchronous variants of several existing primal-dual methods. However, a generalized framework should be established to analyze PD methods with incremental aggregated settings, which deserves further study.
