Superconvergence and a posteriori error estimators of recovery type are analyzed for the 4-node hybrid stress quadrilateral finite element method proposed by Pian and Sumihara (Int. J. Numer. Meth. Engrg., 1984Engrg., , 20: 1685Engrg., -1695 for linear elasticity problems. Uniform superconvergence of order O(h 1+min{α,1} ) with respect to the Lamé constant λ is established for both the recovered gradients of the displacement vector and the stress tensor under a mesh assumption, where α > 0 is a parameter characterizing the distortion of meshes from parallelograms to quadrilaterals. A posteriori error estimators based on the recovered quantities are shown to be asymptotically exact. Numerical experiments confirm the theoretical results.
Introduction
Assumed stress hybrid finite element method (also called hybrid stress method) pioneered by Pian [30] is known to be an efficient approach in the analysis of elasticity problems (cf. [31, 32, 33, 34, 35, 36, 45, 55, 56] ). One main advantage of the hybrid method lies in that, the method allows for piecewise-independent approximation to the stress solution and, through local elimination of the stress unknowns, finally leads to a symmetric and positive definite discrete system of unknowns of displacements. In [33] Pian and Sumihara derived a robust 4-node hybrid stress quadrilateral element (abbr. PS) through a rational choice of stress terms, where the continuous piecewise isoparametric bilinear interpolation is used for the displacement approximation. We refer to [48] for the analysis of uniform convergence and a posteriori error estimation for the hybrid stress quadrilateral elements proposed in [33, 45] .
As an active research topic, superconvergence of finite element solutions to partial differential equations has been studied intensively for conforming, nonconforming and mixed finite element methods (see, e.g., books [4, 10, 12, 21, 22, 42, 46, 57] and papers [6, 7, 11, 14, 15, 16, 18, 19, 38, 40, 43, 47, 53, 54, 60] ). Based on theory of superconvergence, a posteriori error estimation of recovery type has attracted more and more research interests in recent two decades. The most representative recovery type error estimator is the Zienkiewicz-Zhu (ZZ) estimator based on gradient patch recovery by local discrete least-squares fitting [58, 59] . The method is widely used in engineering practice for its robustness. Superconvergence properties of the ZZ patch recovery were shown in [51, 19] for rectangular and strongly regular triangular meshes, respectively. The work of [6, 7] introduced a recovery type error estimator based on global L 2 -projection with smoothing iteration of the multigrid method, and established asymptotic exactness in the H 1 -norm for linear element under shape regular triangulation. By using the result in [6] , a new theoretical justification was given in [16] for the ZZ estimator. A polynomial preserving gradient recovery (PPR) method was proposed in [53, 54] which is different from the ZZ gradient patch recovery method [58] . In [41] some patch recovery methods were proposed and analyzed for finite element approximation of elasticity problems using quadrilateral meshes.
So far, to the authors' knowledge, there is no superconvergence analysis for the hybrid stress finite element method for the elasticity problems. This paper is to establish superconvergence for the Pian and Sumihara's hybrid stress quadrilateral element [33] . We shall derive the uniform superconvergence with respect to the Lamé constant λ for both the recovered displacement gradients and the recovered stress tensor, and show that the a posteriori error estimators based on the recovered quantities are asymptotically exact.
The rest of the paper is organized as follows. Section 2 introduces the model problem and its weak form. Section 3 shows the hybrid stress finite element discretization and some preliminary results. Section 4 analyzes the superconvergence of the hybrid stress method. Section 5 is devoted to the recovery of the displacement gradients and the stress tensor, as well as the a posteriori estimation of recovered type. Finally, Section 6 provides numerical results.
Model problem
Let Ω ⊂ R 2 be a bounded polygonal domain with boundary ∂Ω. We consider the following linear elasticity problem with homogeneous displacement boundary condition:
where Ω ⊂ R 2 is a bounded polygonal domain, σ ∈ R 2×2 sym denotes the symmetric stress tensor field, u ∈ R 2 the displacement flied, ǫ(u) = 1 2 ∇u + (∇u) T the strain tensor, f ∈ R 2 the body loading density, and C the elasticity module tensor with Cǫ(u) = 2µǫ(u) + λdivuI.
Here I is the 2 × 2 identity tensor, tr(σ) the trace of the stress tensor σ, and µ, λ the Lamé parameters. We introduce some notations as follows.
For an arbitrary open set T , we denote by H k (T ) the usual Sobolev space consisting of functions defined on T with derivatives of order up to k being square-integrable, with norm · k,T and semi-norm | · | k,T . In particular, H 0 (T ) = L 2 (T ). When T = Ω, we abbreviate · k,Ω and | · | k,Ω to · k and | · | k , respectively, and denote · := · 0 . We use the same notations of norms and semi-norms as above for corresponding vector or tensor spaces. For any vector α = (
and α l ∞ := max 1≤i≤n |α i |.
Throughout the paper, we use notation a b (or a b) to represent that there exists a constant C, independent of mesh size h and the Lamé constant λ, such that a ≤ Cb (or a ≥ Cb), and use a ≈ b to denote a b a.
Define the spaces
where L 2 (Ω; R 2×2 sym ) denotes the space of square-integrable symmetric tensors, and tr(τ ) := τ 11 +τ 22 the trace of tensor τ . Then we have the following weak problem for the system (2.1):
It is well-known that the weak problem (2.2) admits a unique solution.
3 Hybrid stress finite element discretization
Geometric properties of quadrilateral meshes
Let {T h } h>0 be a partition ofΩ by convex quadrilaterals with the mesh size h := max Figure 3 .1), respectively. There exits a unique invertible bilinear mapping
where ξ, η ∈ [−1, 1] are the local coordinates and
In the following we may omit the superscript K of the above notations if there is no confusing.
The Jacobi matrix and Jacobian of F K are respectively given by
where
It is easy to obtain the inverse of the Jacobi DF K with Throughout this paper we assume the partition T h is shape regular in the following sense [50] : There exist a constant ̺ > 2, independent of h, such that for all K ∈ T h it holds
Here ρ K := min 1≤i≤4 ρ i , with ρ i being the diameter of the largest circle inscribed in T i , the sub-triangle of K with vertices Z i−1 , Z i and Z i+1 (the index on Z i is modulo 4) for i = 1, · · · , 4. We introduce several additional mesh conditions which will be used in the forthcoming analysis of superconvergence (Section 4).
• (MC1) Diagonal condition: There exists a constant α > 0 such that for any quadrilateral K ∈ T h , the distance,
, between the midpoints of the diagonals of K (See Figure  3 .1) satisfies
• (MC2) Neighboring condition: For any two quadrilaterals K 1 , K 2 ∈ T h sharing a common edge, it holds, for j = 1, 2,
Remark 3.1. Diagonal condition (MC1) is also called (1 + α)-section condition (cf. [23] ). Note that K is a parallelogram if and only if d K = 0, which means α = +∞. When α = 1, (MC1) is the Bi-Section Condition or condition B [39] .
Remark 3.2. T h is said to satisfy Jamet condition [13] if there exists a constant r > 0 such that h K ≤ rρ K holds for any quadrilateral K ∈ T h , whereρ K is the diameter of the largest circle inscribed in K. As shown in [23] , if both Jamet condition and Diagonal condition (MC1) hold, then T h is shape regular for sufficiently smal h.
In view of the shape regularity condition (3.7), it is easy to obtain the following estimates for the Jacobian J K given in (3.5).
Further more, if Diagonal condition (MC1) is satisfied, then it holds
3.2 Pian-Sumihara's hybrid stress finite element method
In view of the mapping F K , for any functionŵ(ξ, η) onK we define function w(x, y) on K ∈ T h with
In Pian-Sumihara's hybrid stress finite element (abbr. PS element) method [33] for the problem (2.2), continuous piecewise isoparametric bilinear interpolation is used for the approximation of displacement, namely the displacement approximation space V h ⊂ V is taken as
To describe the stress approximation of PS element, we abbreviate the symmetric tensor τ = τ 11 τ 12 τ 12 τ 22 to τ = (τ 11 , τ 22 , τ 12 ) T . The stress mode of PS element is of the following form onK:
Then the corresponding stress approximation space, Σ h ⊂ Σ, for PS element is given by
As a result, the PS element method for the problem (2.2) is given as follows.
(3.14)
2 be the solution of the problem (2.2). It has been shown in [48] that the following uniform error estimate holds for the PS element method:
4 Superconvergence analysis
Preliminary results
We recall v(x, y) :
In light of these two relations and Lemma 3.3, we easily derive the following lemma.
In particular, if T h satisfies Diagonal condition (MC1), then it holds
Let u I ∈ V h be the piecewise isoparametric bilinear interpolation of u ∈ V (H 2 (Ω)) 2 , then it holds the following estimate:
Let σ I ∈ Σ h be the projection of σ ∈ Σ in the a(·, ·)-inner product, namely σ I satisfies
Thanks to (3.12) and (4.22), we obtain, for all K ∈ T h ,
In addition, we have the following lemma.
Then we have
for all K ∈ T h . By triangle inequality, it holds
We turn to estimate σ
. In view of (4.22) and (4.28), some calculations yield
and in each of the above two relations h.o.t denotes a different higher-orderterm matrix of the form
Obviously, it holds max 4≤i≤5, 1≤j≤3
|K| K σ, then a combination of (3.10), (3.11), (4.22) and (4.28)-(4.32) leads to
which, together with (4.29), indicates the desired result (4.25).
The thing left is to prove (4.26) . From (4.24) it follows
which, together with (3.10)-(3.11) and (4.25), implies
For any K ∈ T h , we follow [50] to define the modified partial derivatives ∂v ∂x ,∂ v ∂y and the modified strain tensorǫ(v) as 34) respectively. By the definition ofǫ(v) it is easy to derive the following result.
Then it is easy to verify that the PS stress mode (3.12) satisfies the relation (see [37] )
Superconvergence analysis
Define two functions
Obviously it holds
Lemma 4.4. Under Diagonal condition (MC1) and Neighboring condition (MC2), for any g ∈ H 2 (Ω) and v ∈ S h it hold
Proof. We only give the proof of the first inequality, since the proof of the second one is similar. For any K ∈ T h , g ∈ H 2 (Ω) and v ∈ S h , by (4.36), integration by parts, Cauchy-Schwardz inequality and Lemma 4.1, we have
where l u and l l are the upper and lower edges of K (see Figure 3 .1). If the edge l u ⊂ ∂Ω, then the second term of the last equality in (4.39) vanishes due to the homogeneous Dirichlet boundary condition, i.e. v| ∂Ω = 0. If l u is an interior edge of the partition T h , we assume l u is shared by two elements, K and K * , of T h . By Neighboring condition (MC2) we have
then, from trace inequality and inverse inequality, it follows
The above arguments also apply to the edge l l . As a result, a combination of (4.39)-(4.40) yields the desired estimate (4.37).
Similarly we can obtain (4.38).
Lemma 4.5. Under Diagonal condition (MC1) and Neighboring con-
Proof. The relation (4.41) follows from (4.22), i.e. the definition of σ I . Now we prove the estimate (4.42). For any v ∈ V h , we decompose it
We note that J Kǫ (v 1 ) is a constant vector on K by the definition (4.34). Thus, in view of Lemmas 4.1-4.2 we have
For the term I 2 , from Lemmas 4.2-4.3 it follows
We turn to estimate I 3 . Denotev 2 = v 2 | K • F K =: (u 0 ξη, v 0 ξη) T and σ I =: Aβ I . Then, by (4.23) and (4.30), we have 
Similarly, since
which, together with (4.47), yields
As a result, the inequality (4.42) follows from (4.44)-(4.46) and (4.48).
The thing left is to prove the estimate (4.43). Denote
and let u b ∈ V b h be such thatû I +û b is the piecewise quadratic interpolation ofû in the local coordinates ξ, η. Thanks to the relation (4.35) and the interpolation theory by [2] , for τ ∈ Σ h it holds
Then the desired inequality (4.43) follows.
We are now in a position to state the following superconvergence results for the hybrid stress method (3.14). Theorem 4.6. Let (σ, u) ∈ H 2 (Ω, R 2×2 sym ) Σ×V (H 3 (Ω)) 2 and (σ h , u h ) ∈ Σ h × V h be the solutions of the problems (2.2) and (3.14), respectively, and let u I ∈ V h be the isoparametric bilinear interpolation of u and σ I ∈ Σ h be the projection of σ defined in (4.22) . Then, under Diagonal condition (MC1) and Neighboring condition (MC2), it holds
Proof. From (2.2) and (3.14) we easily obtain the error equations
which, together with the discrete inf-sup condition for b(·, ·) (cf. [48] ), indicates
and
Then the desired estimates follows from the above two inequalities and Lemma 4.5.
A posteriori error estimation of recovery type
As shown in the estimate (3.15), the finite element solution (σ h , u h ) of PS hybrid stress method (3.14) is only of first order accuracy. We shall show in Subsections 5.1-5.2 that, by using the recovery techniques of [25, 53, 41, 46] , one can obtain recovered displacement gradients and stresses of improved accuracy, i.e. O(h 1+min{α,1} ). Then, in Subsection 5.3, we shall show the asymptotical exactness of the a posteriori error estimators based on the recovered quantities.
Gradient recovery by PPR
We follow the polynomial preserving recovery method (PPR) proposed in [25, 53, 41] to construct the recovered displacement gradients
Here the gradient recovery operator G h : S h → S h × S h is defined as follows [53] : Given function v h ∈ S h , first define G h v h at all nodes (vertices) of the partition T h , and then obtain G h v h on the whole domain by interpolation using the original nodal shape functions of S h . In PPR the values of G h v h at all vertices of T h are determined through the fitting method. In fact, let Z i (x i , y i ) be any interior vertex of T h , and let ω i be a patch which consists of elements sharing the vertex Z i , i.e.
For convenience all nodes onω i (including Z i ) are denoted by Z ij , j = 1, 2, · · · , n(n 6). We use local coordinates (x,ŷ) with Z i as the origin, i.e. (x,ŷ) =
, where h := h i denotes the length of the longest element edge in the patch ω i . The fitting polynomial is
The coefficient vectorĉ is determined by the linear system
Finally, define
As shown in [53, 41] , under Diagonal condition (MC1) and Neighboring condition (MC2), the gradient recovery operator G h is a bounded linear operator on the isoparametric bilinear displacement finite element space V h = S h × S h in the followng sense:
In view of Theorem 4.6, we can obtain the superconvergence of the recovered displacement gradients G h u h by following the same routine as in the proof of Theorem 4.2 in [53] .
Theorem 5.1. Let u ∈ V (H 3 (Ω)) 2 and u h ∈ V h be the displacement solutions of the problems (2.2) and (3.14), respectively. Under Diagonal condition (MC1) and Neighboring condition (MC2), the gradient recovery is superconvergent in the sense that
Recovery of stresses
From the superconvergence of the recovered displacement gradients G h u h in Theorem 5.1, we can easily derive the following superconvergence of the recovered stresses
However, due to the factor C this estimate is not uniform with respect to the Lamé constant λ.
In what follows we shall construct a uniform recovered-type stress approximation by following the idea of [46] . Denoting
we introduce a recovered-type operator
as follows. For any ψ ∈ L 2 (Ω), we first define R h ψ at all vertices of T h , then obtain R h ψ ∈ M h on the whole domain by interpolation using the nodal shape functions of the piecewise isoparametric bilinear interpolation. For any interior vertex Z i (x i , y i ) of T h , we assume its patch ω i , defined in (5.56), consists of N elements, K 1 , K 2 , · · · , K N , with N ≥ 3. To define R h ψ at Z i we introduce the space W := span{1, x, y} and let φ Assume φ ψ = α 1 + α 2 x + α 3 y and denote
then, from (5.63), the constant vector α = (α 1 , α 2 , α 3 ) T is determined by
We next define R h ψ at any vertex Z b ∈ ∂Ω. Let Z b be shared by m (m ≥ 1) patches, e.g. ω 1 , ω 2 , · · · , ω m , which are corresponding m interior vertices Z 1 , Z 2 , · · · , Z m , then we can define
where φ ψ i is given by (5.65). As a result, for any given stress finite element function τ = (τ 11 , τ 22 , τ 12 ) T ∈ Σ h , we define the stress recovery R h τ ∈ M 3
h with
We can show that A T A in (5.64) is invertible for sufficiently small h. Since N ≥ 3, it suffices to show rank(A) = 3. In fact, in view of (3.3) and (3.11) it holds
is the area of K j ⊂ w 0 . Recalling that Z 0 is an interior vertex of T h and (a
) is the center of the element K j (1 ≤ j ≤ N, N ≥ 3), we easily have the fact that there exist at least three center points which are not lying on a same line. Thus, it holds rank(A) = 3 for sufficiently small h.
By the definition of R h , we can derive Lemmas 5.3-5.4.
In addition, under Diagonal condition (MC1) it holds
Proof. We first prove (5.70). Let V be the set of all vertices of T h . For ψ ∈ L 2 (Ω) and Z i (x i , y i ) ∈ V, let φ ψ i ∈ W be the solution of the minimization problem (5.63). From (5.66)-(5.67) we have
, from (5.65) we easily obtain
which, together with (5.72), leads to the desired conclusion. By noticing that the operator R h preserves linear polynomials on each patch ω i , namely R h ψ = ψ for ψ ∈ W , the desired estimate (5.71) follows from the Bramble-Hilbert lemma and Diagonal condition (MC1).
Lemma 5.4. For σ ∈ Σ,let σ I ∈ Σ h be defined as in (4.22) . Then it holds
Proof. In light of (5.66)-(5.67), it suffices to show φ σ il = φ σ I il . By the relation (4.24) it holds K j σ il = K j σ I il for j = 1, 2, · · · , N . Then the conclusion follows from the minimization problem (5.63).
and (σ h , u h ) ∈ Σ h ×V h be the solutions of the problems (2.2) and (3.14), respectively. Then, under Diagonal condition (MC1) and Neighboring condition (MC2), the following superconvergent result holds:
Proof. By Lemma 5.4 it holds
Then the desired superconvergence (5.74) follows from Lemma 5.3 and Theorem 4.6.
A Posteriori Error Estimates
Denote e u := ||∇u − ∇u h ||, e σ := ||σ − σ h ||. Recall that G h u h and R h σ h are the recovered displacement gradients and the recovered stresses, respectively. In what follows we shall use the a posteriori estimators
to estimate the errors e u , e σ .
Theorem 5.6. Assume that T h satisfy Diagonal condition (MC1) and Neighboring condition (MC2). Let (σ, u) ∈ H 2 (Ω, R 2×2 sym ) Σ×V (H 3 (Ω)) 2 and (σ h , u h ) ∈ Σ h × V h be the solutions of the problems (2.2) and (3.14), respectively. Then it holds
Moreover, if the solution (σ h , u h ) is such that ||∇u − ∇u h || h and ||σ − σ h || h, then the recovery type a posterior error estimators η u , η σ are asymptotically exact in the sense 
Numerical Experiments
In this section we compute two test problems, Examples 6.1-6.2, to verify our results of superconvergence and a posterior error estimation for the PS hybrid stress finite element method. The examples are both plane strain problems with pure displacement boundary conditions, where the Lamé parameters µ, λ are given by
with 0 < ν < 0.5 the Poisson ratio and E the Young's modulus. We set E = 1500. In all the computation we use 4 × 4 Gaussian quadrature. Notice that 2×2 Gaussian quadrature is accurate for computing the stiffness matrix of the PS hybrid stress FEM. All the fine meshes are obtained by bisection scheme. We compute the following relative errors for the displacement and stress approximation: 
The initial mesh is shown in Figure 6 .2, and numerical results are listed in Table 1 . 
The initial mesh is shown in Figure 6 .3, and numerical results are listed in Table 2 .
We note that the refinement by bisection means that Diagonal condition (MC1) is satisfied with α = 1. From Tables 1-2 we can draw the following conclusions.
•θ u andθ σ are of second order convergence, uniformly with respect to λ. These are conformable to the uniform superconvergence results in Theorem 4.6.
•ē u andη u , as well asē σ andη σ , are of first order convergence, uniformly with respect to λ. In particular,η u andη σ are asymptotically exact, which means the a posteriori estimators η u and η σ are asymptotically exact. All these are conformable to the a posterior estimates in Theorem 5.6. 
