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Let G be a group and let ρreg be the complex left-regular represen-
tation of G. We consider the following problem: For which inverse-
closed subsets S ⊆ G the spectrum of the matrix ∑g∈S ρreg(g) is
integral? (that is, all of the eigenvalues of the matrix are integers).
For abelianG, a complete characterization, due to Bridges andMena,
is known. Here we are interested in the case where G is the dihedral
group, D2n, which turns out to be a far-reaching generalization of
the abelian case. We obtain a complete characterization when n is
an odd prime and present partial results when n is a prime power.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let R be ring and let G be a group. We identify a subset A ⊆ G with the element ∑g∈A g of the
group ring R[G]. For B = ∑g∈B bgg ∈ R[G] we write B(t) := ∑g∈B bggt and |B| := ∑g∈B bg . The set{g ∈ G : bg = 0} is called the support of B.
For a group G, let ∼G be the equivalence relation defined by g ∼G h if and only if 〈g〉 = 〈h〉, (that
is, g and h generate the same subgroup in G). Then ∼G induces a partition of the elements of G into
equivalence classes. For D ∈ N[G], we say that D is a union of equivalence classes if whenever g ∼G h,
then g and h have equal coefficients in D.
For an abelian groupG, we denote the group of complex characters ofG byG∗. The character sending
all g ∈ G to 1 is called the principle character. For relatively prime integers t and s, we denote the order
of t in Z∗s (the multiplicative group modulo s) by ords(t).
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Let G be a finite group and let F be a field. A n-dimensional representation of G over F is a group
homomorphism ρ : G → GL(V), where V is an n-dimensional vector space over F and GL(V) is the
group of all invertible linear endomorphisms of V . The vector space V togetherwith the linear action of
G defined by gv := ρ(g)(v) is called an FG-module. If F = C, ρ is said to be a complex representation.
The group algebra, F[G], is the F-vector space with basis G. That is, F[G] is the vector space over
F with basis G and multiplication defined by extending the group multiplication linearly. The |G|-
dimensional representation ρreg : G → GL(F[G]) defined by
ρreg(g)(x) = gx (g ∈ G, x ∈ F[G])
is called the left-regular representation. Note that for every g ∈ G, [ρreg(g)]G (the matrix representing
the linear map ρreg(g) w.r.t. the basis G) is the (|G| × |G|)-matrix, indexed by the elements of G, such
that for every k, h ∈ G
([ρreg(g)]G)h,k =
⎧⎨⎩ 1 if h = gk0 otherwise
The (unnormalized) Fourier transform of a real-valued function f : G → R is a matrix-valued
function on representations; its value at a representation ρ of G is the matrix
f̂ (ρ) = ∑
g∈G
f (g)ρ(g)
For a subset S ⊆ G let αS be the characteristic function of S, that is,
αS(s) =
⎧⎨⎩ 1 if s ∈ S0 if s /∈ S
and set
A(G, S) := α̂S(ρreg)
In this paper we are interested in the following problem: For which inverse-closed subsets S ⊆ G
the matrix A(G, S) is integral? (A matrix is said to be integral if all of its eigenvalues are integers.)
Note that A(G, S) is symmetric and corresponds to the adjacency matrix of the undirected Cayley
(multi-)graph generated by S.
For abelian groups, the following complete characterization was obtained by Bridges and Mena [3,
Corollary 2.5] :
Theorem 1.1. Let G be an abelian group and let S ⊆ G. Then A(G, S) is integral if and only if S is a union
of equivalence classes of G w.r.t. ∼G.
In this paper we are interested in the case where G is the dihedral group, D2n. When n is an odd
prime we obtain the following:
Theorem 1.2. Let p be an odd prime and let D2p be the dihedral group generated by a, b ∈ D2p (as in Eq.
(1) in Section 2). Let S ⊆ D2p be inverse-closed, and set Sa := S ∩ 〈a〉 and Sb := {ai ∈ D2n : aib ∈ S}.
Then A(D2p, S) is integral if and only if the following conditions are satisfied:
(1) Sa is a union of equivalence classes of 〈a〉 w.r.t. ∼〈a〉 and
(2) |Sb| ≡ 0, 1, p − 1 (mod p).
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It will be shown that the problem above is related to the following problem:
Problem 1.3. Let G = 〈a〉 be a cyclic group of order pt (where p is an odd prime and t ∈ N∗) and let
D ⊆ G. For i = 1, . . . , t, let χi ∈ G∗ be the character of G defined by χi(a) := ξ p
i−1
pt
and suppose that
|χi(D)| = ni ∈ Z. What does D look like?
When t = 1 there is a nice answer: it must be that |D| ≡ 0, 1, p − 1 (mod p), and hence n1 = 1
(see Theorem 3.4). For t  2, we will use the Field Descent Method developed in [6,5] to prove the
following:
Theorem 1.4. Let G = 〈a〉 be a cyclic group of order pt (where p is an odd prime and t ∈ N∗). Let D ⊆ G
such that |χ(D)| = n ∈ Z, where χ ∈ G∗ is the character of G defined by χ(a) := ξpt . Then exactly one
of the following holds:
(1) n = 1, or
(2) t  2 and there is a prime divisor q = p of n, such that qordp(q) ≡ 1 (mod p2).
2. Characters sum and the dihedral group
Recall that a homomorphism between two representations ρ : G → V and ρ′ : G → V ′ is a
linear map φ : V → V ′ such that φ(ρ(g)v) = ρ′(g)(φ(v)) for all g ∈ G and v ∈ V . If φ is a linear
isomorphism, the two representations are said to be equivalent, andwewriteρ ∼= ρ′. A representation
ρ : G → V is said to be irreducible if there is no proper subspace of V which is ρ(g)-invariant for all
g ∈ G.
Let be a set of complex irreducible representations ofG.We say that is complete if for every com-
plex irreducible representation ρ of G there is ρ′ ∈  such that ρ ∼= ρ′. (Note that the representations
in  may not necessarily be pairwise non-equivalent.)
Let D2n, n  3 be the dihedral group with 2n elements represented as follows:
D2n := 〈a, b | an = b2 = 1, bab = a−1〉 (1)
In this section we obtain a necessary and sufficient condition for the spectrum of A(D2n, S) (where
S ⊆ D2n is inverse-closed) to be integral using characters sums and the classification of irreducible
representations D2n.
Set k := n − 1
2
if n is odd, and k := n
2
otherwise. For i = 1, . . . , n − 1, let χi ∈ 〈a〉∗ be the char-
acter of 〈a〉 defined by χi(a) := ξ in. We need the following well-known classification of all irreducible
representations of D2n.
Suppose n is odd. Let ρ11 , ρ
1
2 : D2n −→ GL1(C) be the 1-dimensional complex representations
defined by
ρ11 : a → 1 ρ11 : b → 1
ρ12 : a → 1 ρ12 : b → −1
For i = 1, . . . , n−1, letρ2i : D2n −→ GL2(C) be the 2-dimensional complex representations defined
by
ρ2i : a →
⎛⎝χi(a) 0
0 χi(a)
⎞⎠ ρ2i : b →
⎛⎝0 1
1 0
⎞⎠
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Then, {ρ11 , ρ12 , ρ21 , ρ22 , . . . , ρ2k } is a complete set of irreducible representations for D2n, and for
i = 1, . . . , k, ρ2i ∼= ρ2n−k .
Suppose n is even. Let ρ11 , . . . , ρ
1
4 : D2n −→ GL1(C) be the 1-dimensional complex representa-
tions defined by
ρ11 : a → 1 ρ11 : b → 1
ρ12 : a → 1 ρ12 : b → −1
ρ13 : a → −1 ρ12 : b → 1
ρ14 : a → −1 ρ12 : b → −1
For i ∈ {1, . . . , n − 1} \ {n
2
}, let ρ2i : D2n −→ GL2(C) be the 2-dimensional representations defined
by
ρ2i : a →
⎛⎝χi(a) 0
0 χi(a)
⎞⎠ ρ2i : b →
⎛⎝0 1
1 0
⎞⎠
Then, {ρ11 , . . . , ρ14 , ρ21 , ρ22 , . . . , ρ2k−1} is a complete set of irreducible representations for D2n, and
for i = 1, . . . , k − 1, ρ2i ∼= ρ2n−k .
The following is due to Bridges and Mena [3, Theorem 2.4].
Theorem 2.1. Let G be abelian group and let D ∈ Z[G]. Then χ(D) ∈ Z for every χ ∈ G∗ if and only
if whenever g1 ∼G g2 (g1, g2 ∈ G) then g1 and g2 have equal coefficients in D (that is, D is constant on
equivalence classes of G w.r.t. ∼G).
The following follows from the definition of Fourier transform and equivalent representations.
Lemma 2.2. Let G be a group and let f : G → R be a real-valued function. Letρ1 andρ2 be two equivalent
complex representation of G. Then, the matrices f̂ (ρ1) and f̂ (ρ2) are similar.
The following, observed bymany authors (see for example [4]), is a direct consequence ofMaschke’s
theorem and the decomposition ofC[G] into G-invariant subspaces.
Lemma 2.3. Let G be a group and let S ⊆ G be any subset of G with characteristic function αS. Let
ρ1, . . . , ρk be a complete set of pairwise non-equivalent complex irreducible representations of G. For i =
1, . . . , k, let di be the degree of ρi, and leti be the set of eigenvalues of the matrix α̂S(ρi) = ∑g∈S ρi(g).
Then the following holds:
1. The set of eigenvalues of A(G, S) is
⋃k
i=1 k.
2. Suppose that for i = 1, . . . , k the eigenvalue λ of A(G, S) occurs with multiplicity mi(λ) in α̂S(ρi).
Then, the multiplicity of λ in A(G, S) is
∑k
i=1 dimi(λ).
Next the following is easily deduced.
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Lemma2.4. Let D2n, n  3, be the dihedral group (represented as in (1)) and let S ⊆ D2n. Let Sa := S∩〈a〉
and Sb := {ai ∈ D2n : aib ∈ S}. Let 1, . . . , 	 be a complete set of pairwise non-equivalent irreducible
complex representations of G. For i = 0, . . . , n − 1, let χi ∈ 〈a〉∗ be the character of 〈a〉 defined by
χi(a) := ξ in. Then the followings are equivalent:
(1) For i = 1, . . . , 	, the matrix α̂S(i) = ∑g∈S i(g) is integral.
(2) For i = 0, . . . , n − 1, the matrix Ai :=
⎛⎝χi(Sa) χi(Sb)
χi(Sb) χi(Sa)
⎞⎠ is integral.
Proof. Wemay assume n is odd (the proof when n is even is similar). Set k := n − 1
2
. By Lemma 2.2,∑
g∈S i(g) in integral (for i = 1, . . . , 	) if and only if∑g∈S ρ(g) is integral, for every ρ ∈ {ρ11 , ρ12 , ρ21 ,
ρ22 , . . . , ρ
2
k }. Observe that if ρ ∈ {ρ11 , ρ12 } (that is, ρ is 1-dimensional), then
∑
g∈S ρ(g) is an integer,
and that A0 is integral (since a matrix
⎛⎝a b
b a
⎞⎠, where a, b ∈ Z, is always integral).
Hence it suffices to show that
∑
g∈S ρ2i (g) is integral (for i = 1, . . . , k) if and only if Ai is integral,
for i = 1, . . . , n− 1. This is true, since by definition,∑g∈S ρ2i (g) = Ai (i = 1, . . . , k) and Ai and An−k
are similar (i = 1, . . . , k). 
Let G be an abelian group. Two characters χ, τ ∈ G∗ of order e are called conjugate if there is
σ ∈ Gal(Q(ξe)/Q) such that χ(g) = σ(τ(g)), for all g ∈ G. Let φ denote the Euler totient function.
The following is well-known.
Lemma 2.5. Let G be an abelian group G and letχ ∈ G∗ be a character of order e. Thenχ has exactlyφ(e)
distinct conjugates. Furthermore, if χ(A) ∈ Q for some A ∈ Z[G], then τ(A) = χ(A), for all conjugates
τ of χ .
We can now prove the following:
Lemma2.6. LetD2n, n  3, be the dihedral group (represented as in (1)) and let S ⊆ D2n be inverse-closed.
Let Sa and Sb as in Lemma 2.4. Let χ1, . . . , χk be a maximal set of pairwise non-conjugate characters of〈a〉. Then the matrix∑g∈S ρreg(g) is integral if and only if the following holds:
(1) Sa is a union of equivalence classes of 〈a〉 w.r.t. ∼〈a〉 and
(2) |χi(Sb)| ∈ Z, for i = 1, . . . , k.
Proof. By Lemmas 2.3 and 2.4, the matrix
∑
g∈S ρreg(g) is integral if and only if the matrix
Aχi :=
⎛⎝χi(Sa) χi(Sb)
χi(Sb) χi(Sa)
⎞⎠
is integral (for i = 0, . . . , n − 1), where χi is the character of 〈a〉 defined by χi(a) := ξ in.
Now consider Aχi (0  i  n − 1). The eigenvalues of Aχi are the roots of the characteristic
polynomial
Pi(λ) = λ2 − tr(Aχi)λ + det(Aχi) = λ2 − (χi(Sa)) + χi(sa)λ + χi(Sa)χi(Sa) − χi(Sb)χi(Sb)
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Since S is inverse-closed so is Sa. (Note that this is not true for Sb, since elements of the form a
ib are
involutions in D2n.) Hence,
χi(Sa) ∈ R (2)
and
χi(Sa) + χi(Sa) = 2χi(Sa) (3)
The roots of Pi(λ) are given by
λ = (χi(Sa)) + χi(Sa) ±
√
(χi(Sa) + χi(Sa))2 − 4(χi(Sa)χi(Sa) − χi(Sb)χi(Sb))
2
= 2χi(Sa) ±
√
4χi(Sa)2 − 4(χi(Sa)2 − χi(Sb)χi(Sb))
2
= χi(Sa) ± |χi(Sb)|
Now χi(Sa) ± |χi(Sb)| is an integer if and only if both χi(Sa) and |χi(Sb)| are integers. (This is true
since χi(Sa) is an algebraic integer, and hence is either an integer or irrational.) The proof follows by
Lemma 2.1 and Lemma 2.5. 
3. (pt, k, λ, n2)-difference sets
A (v, k, λ, n)-difference set in a finite groupG of order v is a k-subsetD ⊆ G such that every element
g = 1G of G has exactly λ representations g = d1d−12 with d1, d2 ∈ D. The positive integer n := k−λ
is called the order of the difference set. The following is well-known (see [5]).
Lemma 3.1. Let G be a abelian group of order v and let D ⊆ G be a k-subset. The following are equivalent:
(i) D is a (v, k, λ, n)-difference.
(ii) DD(−1) = n1G + λG.
(iii) χ(DD(−1)) = n for every non-principle character χ ∈ G∗.
The following lemma was proved in [1, Lemma 3]. For completeness, we provide a short proof.
Lemma 3.2. Let G be an abelian group of order pt (where p is an odd prime and t ∈ N∗). If D ∈ Z[G]
satisfies |χ(D)| = a ∈ Z, for all non-principle characters of G, where (a, p) = 1, then D = D′ + μG,
where μ ∈ Z, D′ ∈ Z[G] and D′D′(−1) = a21G.
Proof. By Lemma 3.1,
DD(−1) = a21G + λG (4)
for some λ ∈ Z. Applying the principle character χ0 to both sides of Eq. (4) we have
k2 = a2 + λ|G| = a2 + λpt (5)
Then k2 ≡ a2 (mod pt). The assumption that (a, p) = 1 implies that (k, p) = 1 and that a has an
inverse in Z∗
pt
. Hence, (ka−1)2 ≡ 1 (mod pt) and ka−1 is an element of order 2 in Z∗
pt
. It follows that
k ≡ ±a (mod pt) and hence there exists μ ∈ Z such that k = μpt ± a. (Note that this is not true if
p = 2, for then the group Z∗
pt
is not necessarily cyclic.) Isolating μ we have
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μ = k ± a
pt
(6)
Using (4) and (5) it can be easily verified that
λ − 2kμ + ptμ2 = 0 (7)
Now set D′ := D − μG. To conclude the proof it remains to verify that D′D′(−1) = a21G . Now,
D′D′(−1) = (D − μG)(D(−1) − μG) = DD(−1) − μGD(−1) − μGD + μ2GG = a21G + λG − 2kμG +
ptμ2G = a21G + G(λ − 2kμ + ptμ), and the claim follows by (7). 
The following is well-known.
Lemma 3.3. Let z1, . . . , zn ∈ C. Then |z1 + · · · + zn|  |z1| + · · · + |zn|, with equality if and only if
the arguments of z1, . . . , zn are all equal.
Theorem 3.4. Let G be an abelian group of order p, where p is an odd prime. Let D ⊆ G be a k-subset.
Then, D is a (p, k, λ, n2)-difference set in G if and only if D is trivial, that is, |D| ≡ 0, 1, p − 1 (mod p).
Proof. The only “if" part follows trivially. For the “only if" we argue as follows. Let D be a (p, k, λ, n2)-
difference set. Then, |χ(D)| = n, for some non-principle character χ of G. The assumption that D is a
subset of G (and hence χ(D) is a sum of pairwise distinct p-roots of unity) together with Lemma 3.3
imply that n = |χ(D)| < p. Hence, (n, p) = 1. Apply Lemma 3.2 to obtain that D = D′ + μG, where
D′ ∈ Z[G] and μ ∈ Z .
Since D is a subset of G (and hence an element of Z[G] with 0/1-coefficient), it is easily observed
that the coefficients of D′, are either all non-negative or all non-positive. This, together with the fact
that D′D′(−1) = a21G , implies that the support of D′ consists of exactly zero or one elements (i.e.,|D′| ∈ {0, 1}). Hence the claim follows. 
Proof of Theorem 1.2. The proof follows from Lemma 2.6 and Theorem 3.4. 
4. Prescribed absolute value
In this section we use Theorem 2.1 to prove the following:
Theorem 4.1. Let G = 〈a〉 be a cyclic group of order pt (where p is an odd prime and t ∈ N∗) and let
D ⊆ G. Let χ0 be the principle character, and for i = 1, . . . , t let χi ∈ G∗ be the character of G defined by
χ(a) := ξ pi−1
pt
. Suppose that |χi(D)| = ni ∈ Z (i = 1, . . . , t). Then the following holds:
(1) |D|2 = pt|D| − p(p − 1)(∑t−1j=1 n2j pt−j−1) − (p − 1)n2t
(2) |D|2 ≡ |D| (mod p − 1)
(3) |D| ≡ ±nt (mod p)
For the proof of Theorem 4.1we shall also need the following two Lemmas. The first describes some
elementary facts of characters of cyclic p-groups [2] and the second a well-known property of sums of
primitive roots of unity.
Lemma 4.2. Let P = 〈g〉 be a cyclic p-group of order ps (where p is prime and s ∈ N∗). Denote by Pr
the unique subgroup of P of order pr (r = 0, . . . , s). Then, all characters of P are of the form χa,b with
χa,b(g
i) := ξ ipabps , where a = 0, . . . , s, b = 1, . . . , ps−a and (b, p) = 1. The order of χa,b is ps−a and
P∗r = 〈χr,1〉 (r = 0, . . . , s).
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Lemma 4.3. Let n ∈ N∗ and let ξn be a primitive nth root of unity. Then,∑1kn,(k,n)=1 ξ kn = μ(n),
where μ is the Möbius function.
Wemay now turn to the proof of Theorem 4.1.
Proof of Theorem 4.1. The assumption that |χi(D)| = ni ∈ Z (1  i  t) implies that χi(DD(−1)) ∈
Z. LetDD(−1) = ∑g∈G agg ∈ N[G]. By Theorem 2.1,DD(−1) is a union of equivalence classes w.r.t.∼G .
Next we write DD(−1) as sums of elements Bi ∈ N[G] (0  i  t) corresponding to the equivalence
classes of G as follows. For 0  i  t and g ∈ G let
ψ(g, i) :=
⎧⎨⎩ ag if g ∼ a
pt−i
0 otherwise
Let Bi :=
∑
g∈G
ψ(g, i)g (i = 0, . . . , t). By definition, the support of Bi coincides (if non-empty) with
the equivalence class of G which contains all elements of G that generate the unique subgroup of G of
order pi. In addition,
DD(−1) =
t∑
i=0
Bi (8)
Observing that |B0| = |D| (since D ⊆ G) we may write:
|DD(−1)| = |D|2 =
t∑
i=0
|Bi| = |D| +
t∑
i=1
|Bi| (9)
By 4.2 and 4.3, for every 0  i, j  t
χi(Bj) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
|Bj| if i = 0, j = 0 or i > j
− |Bj|
p − 1 if i = j
0 if i < j
By applying the character χi on DD
(−1) and using the values of χi(Bj) described above, we deduce
that for i = 1, . . . , t
n2i = χi(DD(−1)) =
t∑
j=0
χi(Bj) = |D| +
t∑
j=1
χ(Bj) = |D| +
⎛⎝i−1∑
j=1
|Bj|
⎞⎠− |Bi|
p − 1 (10)
Next we claim that
Claim 1. For i = 1, . . . , t, |D| +∑ij=1 |Bj| = pi|D| − (p − 1) (∑i−1j=1 n2j pi−j−1)− (p − 1)n2i .
Subproof. We proceed by induction of i  t. Suppose i = 1. Substituting i = 1 in (10), we see that
|D| − |B1|
p − 1 = n
2
1. Hence, |B1| = (p− 1)(|D| − n21) ⇒ |D| + |B1| = p|D| − (p− 1)n21 and the claim
follows. Now suppose the claim holds for i − 1 < t. We show that the claim holds for i  t. By (10),
we have
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|Bi| = (p − 1)
⎡⎣|D| +
⎛⎝i−1∑
j=1
|Bi|
⎞⎠− n2i
⎤⎦ (11)
By the induction hypothesis,
|D| +
i−1∑
j=1
|Bj| = pi−1|D| − (p − 1)
⎛⎝i−2∑
j=1
n2j p
i−j−1
⎞⎠− (p − 1)n2i−1 (12)
Combining (11) and (12) we get
|D| +
i∑
j=1
|Bj| = |Bi| + |D| +
i−1∑
j=1
|Bj|
= (p − 1)
⎡⎣|D| +
⎛⎝i−1∑
j=1
|Bi|
⎞⎠− n2i
⎤⎦+ pi−1a − (p − 1)
⎛⎝i−2∑
j=1
n2j p
i−j−1
⎞⎠− (p − 1)n2i−1
= (p − 1)
⎡⎣pi−1|D| − (p − 1)
⎛⎝i−2∑
j=1
n2j p
i−j−1
⎞⎠− (p − 1)n2i−1 − n2i
⎤⎦
+pi−1a − (p − 1)
⎛⎝i−2∑
j=1
n2j p
i−j−1
⎞⎠− (p − 1)n2i−1
= pi|D| − (p − 1)
⎛⎝i−1∑
j=1
n2j p
i−j−1
⎞⎠− (p − 1)n2i
This proves Claim 1.
Now, Item (1) follows fromClaim (1) (with i = t) and (9). Items (2) and (3) are a direct consequence
of Item (1) and the fact that p is prime. 
Remark. Theorem 4.1, can be used to obtain an alternative proof for Theorem 3.4. This is done as
follows. Let D is a (p, k, λ, n2)-difference set. Then, |χ(D)| = n, for some non-principle character
χ ∈ G∗ and (as in the proof of Theorem 3.4) n = |χ(D)| < p. By Theorem 4.1(1),(3) (with t = 1 and
n1 = n),
|D|2 = p|D| − n2(p − 1)
and
|D| ≡ ±n (mod p)
Since n < p and χ0(D)  p, we see that if |D| ≡ n (mod p) then |D| = n and if |D| ≡ −n (mod p)
then n = p − |D|. In the former case,
|D|2 = p|D| − |D|2(p − 1) ⇒ p|D|2 = p|D| ⇒ |D|2 = |D|
Hence |D| ∈ {0, 1} as required. In the latter case,
|D|2 = p|D| − (p − |D|)2(p − 1) ⇒ |D|2 − |D|(2p − 1) + p2 − p = 0
The solutions for this quadratic equation are |D| = p and |D| = p − 1 as required.
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5. Field descent
WedenotebyQ(ξm) (where ξm = e2π i/m) themth cyclotomicfieldoverQ. Forσ ∈ Gal(Q(ξm)/Q),
we write Fix(σ ) for the subfield ofQ(ξm) fixed by 〈σ 〉 (the subgroup of Gal(Q(ξm)/Q) generated by
σ ). By a fundamental result in algebraic number theory the ring of algebraic integers ofQ(ξm) isZ[ξm].
The following is the main result of this section.
Theorem 5.1. Let G = 〈a〉 be a cyclic group of order u := pt (where p is an odd prime and t ∈ N∗). Let
D ⊆ G such that |χ(D)| = n ∈ Z, where χ ∈ G∗ is the character of G defined by χ(a) := ξpt . Then
exactly one of the following holds:
(1) n = 1, or
(2) t  2 and there is a prime divisor q = p of n, such that qk ≡ 1 (mod p2), where k := ordp(q).
For the proof of Theorem 5.1 we require the following lemmas.
Lemma 5.2. Let G = 〈a〉 × H be an abelian group where 〈a〉 is of order u, and let ρ : Z[G] → Z[ξu][H]
be the ring homomorphism defined by ρ(a) = ξu and ρ(h) = h, for every h ∈ H. Then
ker ρ =
⎧⎨⎩
r∑
i=1
〈au/pi〉xi : xi ∈ Z[G]
⎫⎬⎭
where p1, . . . , pr are all the prime divisors of u.
The following is a restricted version of [1, Lemma 1] (also known as the “multiplier lemma") for
which we give a short proof.
Lemma 5.3. Let G = 〈a〉 be a cyclic group of order u. Let D ∈ Z[G], t, n ∈ N∗ and suppose that the
following holds:
(i) |χ(D)|2 = n, where χ ∈ G∗ is a character of G defined by χ(a) := ξu.
(ii) All prime ideal divisors ofχ(D) inZ[ξu] are invariant under the automorphismσ ∈ Gal(Q(ξm)/Q)
defined by σ(ξu) = ξ tu.
Then,
σ(D) = D(t) = (−1)	bD +
r∑
i=1
〈an/pi〉xi
where 	 ∈ {0, 1}, b ∈ G, p1, . . . , pr are all the prime divisors of u, and x1, . . . , xr ∈ Z[G].
Proof. Since |χ(D)|2 ∈ Z and σ fixes Q element-wise, we have
|χ(D)|2 = |σ(χ(D))|2 = n (13)
By (ii), (χ(D)) = σ(χ(D)), and then χ(D)z = σ(χ(D)) for some unit z ∈ Z[ξu]. Taking absolute
values from both sides, we have
|χ(D)|2|z|2 = |σ(χ(D))|2 (14)
By (13) and (14), |z|2 = 1. By Kronecker’s Lemma [5, Result 2.4], z = ±ξ cu , for some c ∈ Z. Hence,
χ(σ(D)) = σ(χ(D)) = χ(D)z = χ(±bD), for some b ∈ G. The claim follows from 5.2. 
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The following two lemmas are well-known (see, e.g., [5]). (Recall that the decomposition group of a
prime ideal P of Z[ξm] is the set of all σ ∈ Gal(Q(ξm)/Q) with σ(P) = P.)
Lemma 5.4. Let p, b ∈ N∗ where p is prime.
(1) Suppose (p, b) = (2, 1). If s is an integer satisfying s ≡ 1 (mod pb) and s ≡ 1 (mod pb+1), then
ordpc (s) = pc−b, for every c  b.
(2) Let p be an odd prime and let s and t be integers such that ordpb(s) = ordpb(t) is a power of p. Then,
s and t generate the same subgroup of Z∗
pb
.
Theorem 5.5. Let p ∈ Z be a prime, and let P be a prime ideal above p in Z[ξm], where m = pam′ with
(m′, p) = 1. The decomposition group of P consists of all σ ∈ Gal(Q(ξm)/Q) for which there is j ∈ Z
such that σ(ξm′) = ξ p
j
m′ .
We need the following restricted version of [5, Theorem 3.1]. The proof brought here follows the
line of [5]. However, sincewe are interested only in cyclic group of order prime power it is considerably
shorter.
Theorem 5.6. Let G = 〈a〉 be a cyclic group of order pc (where p is an odd prime and c ∈ N∗). Let
D ∈ Z[G] such that |χ(D)| = n ∈ Z, where χ ∈ G∗ is the character of G defined by χ(a) := ξpc .
Suppose that for every prime divisor q = p of n, qordp(q) ≡ 1 (mod p2). Let A ⊆ G be the unique subgroup
of G of order p. Then,
D = gDA + 〈ap⊆−1〉x
where g ∈ G, DA ∈ Z[A], x ∈ Z[G], and gDA and 〈ap⊆−1〉x have disjoint supports.
Proof. Choose an integer t such that
t ≡ 1 (mod p) and t ≡ 1 (mod p2) (15)
For example, t := 1 + kp (1  k < p), is a possible choice for t. By Lemma 5.4(1),
ordpc (t) = pc−1 (16)
By assumption, for every prime divisor q of nwe have
q = p or qordp(q) ≡ 1 (mod p2) (17)
Let σ ∈ Gal(Q(ξpc )/Q) with σ(ξpc ) := ξ tpc . By (16), 〈σ 〉 is a subgroup of Gal(Q(ξpc )/Q) of order
pc−1. Hence, by the fundamental theorem of Galois theory we have
Fix(〈σ 〉) = Q(ξp) ⊆ Q(ξpc ) (18)
Claim 1. σ fixes all prime ideal divisors of n in Z[ξpc ].
Subproof. By 5.5, it suffices to show that for every prime divisor q = p of n, there is j  0 such that
t ≡ qj (mod pc). (Note that if q = p, the claim follows trivially, since by Lemma 5.5, any automorphism
in Gal(Q(ξpc )/Q) fixes all prime ideal divisors of p in Z[ξpc ].)
Fix q and set k := ordp(q) and Q := qk . Then, by the definition of k, Q ≡ 1 (mod p) and by (17)
Q ≡ 1 (mod p2). Hence, by Lemma 5.4(1), ordpc (Q) = pc−1, and it follows that Q and t has the same
order inZ∗pc . By Lemma 5.4(1), Q and t generate the same subgroup inZ∗pc . Hence, there is s ∈ Z such
that Qs ≡ t (mod pc). Since Q is a power of q the claim follows. This proves Claim 1.
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Now, by Claim 1 and assumption that |χ(D)| = n, we see that conditions (i) and (ii) of Lemma 5.3
are satisfied. Hence,
σ(D) = D(t) = (−1)	bD + 〈apc−1〉x (19)
where 	 = {0, 1}, b ∈ G, and x ∈ Z[G].
Let ρ : Z[G] −→ Z[ξpc ] be the ring homomorphism defined by ρ(a) := ξpc . Let E := ρ(D).
Noting that σ(E) = E(t) = ρ(D(t)), we conclude using (19) that
σ(E) = ρ(D(t)) = ρ((−1)	bD) = ρ((−1)	)ρ(b)ρ(D) = (−1)	ξ jpc E (20)
for some j ∈ Z .
Since σ is of order pc−1 in Gal(Q(ξpc )/Q), applying σ to (20) repeatedly pc−1 times, it is seen that
(with y := pc−1)
E = σ (y)(E) = (−1)	yξ
j
⎛⎝ ty − 1
t − 1
⎞⎠
pc E (21)
Then
(−1)	yξ
j
⎛⎝ ty − 1
t − 1
⎞⎠
pc = 1 (22)
and hence
j(
ty − 1
t − 1 ) ≡ 0 (mod p
c) (23)
Claim 2. 	 = 0 and j ≡ 0 (mod p).
Subproof. Since y is odd (as y is a power of p) and −1 is not a pc-root of unity, it must be that 	 = 0.
By (15), t − 1 can be divided by p but not by p2, and ty − 1 can be divided by pc but not by pc+1. By
(23), pc divides j
(
ty − 1
t − 1
)
. Hence, it must be that p divides j. This proves Claim 2.
Let
d ≡ −
(
j
p
)(
t − 1
p
)−1
(mod pc)
Note that d is well-defined since (
t − 1
p
, p) =1, and hence
(
t − 1
p
)−1
(the multiplicative inverse of
t − 1
p
in Z∗pc ) exists, and
j
p
is an integer by Claim 2. Note also that Dwas chosen so that
(t − 1)d + j ≡ 0 (mod pc). (24)
Hence, using (20) (with 	 = 0 due to Claim 2) and (24) we have
σ(Eξ dpc ) = σ(E)σ (ξ dpc ) = Eξ jpcξ dtpc = Eξ j+dtpc = Eξ dpc
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Thus, we have shown that Eξ dpc ∈ Fix(〈σ 〉). By (18), Eξ dpc ∈ Z[ξp]. Hence, there exists DA ∈ Z[A]
(where A is the unique subgroup of G of order p) such that ρ(DA) = Eξ dpc . (This is true since the
restriction of ρ to Z[A] is onto Z[ξp].)
Hence, ρ(D) = E = ρ(DA)ξ−dpc = ρ(a−dDA). By Lemma 5.2, we conclude that
D = gDA + 〈ap⊆−1〉x
where g ∈ G, DA ∈ Z[A], x ∈ Z[G].
The fact that gDA and 〈ap⊆−1〉x can be chosen to have disjoint supports follows as in [5, Remark
3.3]. 
Proof of Theorem 5.1. We assume that (2) does not hold and show that (1) holds.
If t = 1 then by Theorem 3.4, D is trivial and hence n = 1 as claimed. Suppose then that t  2. By
Lemma 5.6
D = gDA + 〈au/p〉x (25)
where A is the unique subgroup of G of order p, g ∈ G, DA ∈ Z[A], x ∈ Z[G], and gDA and 〈au/p〉x have
disjoint supports. Applying the character χ to both sides of (25), we have
χ(D) = χ(gDA) ⇒ χ(D) = χ(g)χ(DA) ⇒ n = |χ(D)| = |χ(g)||χ(DA)|
⇒ |χ(DA)| = n
Since, D ⊆ G, the assumption that gDA and 〈au/p〉x have disjoint supports, imply that DA has 0/1
coefficients. Hence, DA ⊆ A. Since A is of order p, Theorem 3.4 implies that DA is trivial and n = 1. This
concludes the proof. 
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