We count the 3 × 3 magic, semimagic, and magilatin squares, as functions either of the magic sum or of an upper bound on the entries in the square. Our results on magic and semimagic squares differ from previous ones, in that we require the entries in the square to be distinct from each other and we derive our results not by ad hoc reasoning, but from the general geometric and algebraic method of our paper "An enumerative geometry for magic and magilatin labellings". Here we illustrate that method with a detailed analysis of 3 × 3 squares.
1 Introduction "Today, the study of magic squares is not regarded as a subject of mathematics, but many earlier mathematicians in China and Japan studied it." These words from Shigeru's history of old Japanese mathematics [14, p. 435] are no longer completely true. While the construction of magic squares remains for the most part recreational, their counting has become part of the mainstream of enumerative combinatorics, as an example of quasipolynomial counting formulas and as an application of Ehrhart's theory of lattice points in polytopes. There are several classical [12, 11, 16] and recent [1, 2] mathematical works on counting something like magic squares, but without the requirement that the entries be distinct, and often omitting the diagonals. In previous articles [5, 6] we established the groundwork for an enumerative theory of magic squares with distinct entries. Here we apply those geometrical and algebraic methods to solve the problem of counting three kinds of magical 3 × 3 squares.
Each square x = (x jk ) 3×3 has positive integral entries that satisfy certain line-sum equations and distinctness conditions. In a weakly semimagic square every row and column sum is the same (their common value is called the magic sum); in a weakly magic square each of the two diagonals also adds up to the magic sum. Such squares have been studied before (see, e.g., Beck et al. [2] and Stanley [17] ); the difference here is that we count strongly magic or semimagic squares, where all entries of the square are distinct. (Since strongly magic squares are closest to what are classically known as "magic squares"-see the introduction to our general magic article [6] -we call strong squares simply "magic" or "semimagic" without qualification.) The third type we count is a magilatin square; this is a weakly semimagic square with the restriction that the entries be distinct within a row or column. The numbers of standard magic squares (with entries 1, 2, . . . , n 2 ) and latin squares (in which each row or column has entries 1, 2, . . . , n) are special evaluations of our counting functions.
We count the squares in two ways: by magic sum (an affine count), and by an upper bound on the numbers in the square (a cubic count). Letting N (t) denote the number of squares in terms of a parameter t which is either the magic sum or a strict upper bound on the entries, we know by our previous work [6] that N is a quasipolynomial, that is, there are a positive integer p and polynomials N 0 , N 1 , . . . , N p−1 so that N (t) = N t (mod p) (t) .
The minimal such p is the period of N ; the polynomials N 0 , N 1 , . . . , N p−1 are the constituents of N , and N 0 is the principal constituent. Here we find an explicit list of constituents and also the explicit rational generating function N(x) = t>0 N (t)x t (from which the quasipolynomial is easily extracted).
Each magic and semimagic square also has an order type, which is the arrangement of the cells in order of increasing value of their entries. The order type is a linear ordering of the cells because all entries are distinct in these squares. There are 9! = 362880 possible linear orderings but only a handful are order types of squares. Our approach finds the actual number of order types for each kind of square; it is the absolute value of the constant term of the principal constituent, that is, |N 0 (0)|. (See Theorems 3.4 and 3.14 and Examples 3.11, 3.12, and 3.21 in our paper on magic labellings [6] .) Obviously, this number will be the same for cubic and affine counts of the same kind of square. (There is also an order type for magilatin squares, which is a linear ordering only within each row and column. As it is not a simple permutation of the cells, we shall not discuss it any further.)
One of our purposes is to illustrate the technique of our general treatment [6] . Another is to provide data for the further study of magic squares and their relatives; to this end we list the exact numbers of each type for small values of the parameter and also the numbers of symmetry types, reduced squares, and reduced symmetry types of each type (and we refer to the On-Line Encyclopedia of Integer Sequences (OEIS) [15] for the first 10,000 values of each counting sequence). A square is reduced by subtracting the smallest entry from all entries; thus, the smallest entry in a reduced square is 0. A square is normalized by being put into a form that is unique in each symmetry class. Clearly, the number of normalized squares, i.e., of equivalence classes under symmetry, is fundamental; and the number of reduced, normalized squares is more fundamental yet.
There are other ways to find exact formulas. Xin [18] tackles 3×3 magic squares, counted by by magic sum, using MacMahon's partition calculus. He gets a generating function that agrees with ours (thereby confirming both). Stanley's idea of Möbius inversion over the partition lattice [17, Exercise 4.10 ] is similar to ours in spirit, but it is less flexible and requires more computation. Beck and van Herick [3] have counted 4 × 4 magic squares using the same basic geometrical setup as ours but with a more direct counting method.
Our paper is organized as follows. Section 2 gives an outline of our theoretical and computational setup, as well as some comments on checks and feasibility. In Section 3 we give a detailed analysis of our computations for counting magic 3 × 3 squares. Sections 4 and 5 contain the setup and the results of similar computations for 3 × 3 semimagic and magilatin squares. We conclude in Section 6 with some questions and conjectures.
We hope that these results, and still more the method, will interest both magic squares enthusiasts and mathematicians.
2 The technique
General method
The means by which we solve the specific examples of 3 × 3 magic, semimagic, and magilatin squares is inside-out Ehrhart theory [5] . That means counting the number of 1/t-fractional points in the interior of a convex polytope P that do not lie in any of a certain set H of hyperplanes. The number of such points is a quasipolynomial function E
The exact polytope and hyperplanes depend on which of the six problems it is, but we can describe the general picture. First, there are the equations of magic; they determine a subspace s of all 3 × 3 real matrices which we like to call the magic subspace-though mostly we work in a smaller overall space R d that results from various reductions. Then there is the polytope P of constraints, which is the intersection with s of either a hypercube [0, 1] 3 2 or a standard simplex {x ∈ R 3 2 : x ≥ 0, x jk = 1}: the former when we impose an upper bound on the magic square entries and the latter when we predetermine the magic sum. The parameter t is the strict upper bound in the former case (which we call cubical due to the shape of P ), the magic sum in the latter (which we call affine as P lies in a proper affine subspace). Finally there are the strong magical exclusions, the hyperplanes that must be avoided in order to ensure the entries are distinct-or in the magilatin examples, as distinct as they ought to be. These all have the form x ij = x kl . The combination of P and the excluded hyperplanes forms the vertices of (P, H), which are all the points of intersection of facets of P and hyperplanes in H that lie in or on the boundary of P . Thus, we count as a vertex every vertex of P itself, each point that is the intersection of some facets and some hyperplanes in H, and any point that is the intersection of some hyperplanes and belongs to P , but not intersection points that are outside P . (Points of each kind do occur in our examples.) The denominator of (P, H) is the least common denominator of all the coordinates of all the vertices of (P, H). The period of E • P • ,H (t) divides the denominator; this gives us a known bound on it. This geometry might best be explained with an example. Let us consider magic 3 × 3 squares,   
The magic subspace is
The hyperplane arrangement H that captures the distinctness of the entries is
Finally, there are two polytopes associated to magic 3 × 3 squares, depending on whether we count them by an upper bound on the entries:
or by magic sum:
Our cubical counting function computes the number of magic squares all of whose entries satisfy 0 < x ij < t, in terms of an integral parameter t. These squares are the lattice points in P
Our second, affine, counting function computes the number of magic squares with positive entries and magic sum t. These squares are the lattice points in
In general, the number of squares we want to count, N (t), is the Ehrhart quasipolynomial E
. We obtain the necessary Ehrhart quasipolynomials by means of the computer program LattE [9] . It computes the closed Ehrhart generating function
Counting only interior points gives the open Ehrhart quasipolynomial E P • (t) and its generating function
Since we want the open inside-out Ehrhart generating function E
t , we need several transformations. One is Ehrhart reciprocity [10] , which is the following identity of rational generating functions:
The inside-out version [5, Equation (4.6) ] is
We need to express the inside-out generating functions in terms of ordinary Ehrhart generating functions. To do that we take the intersection poset
which is ordered by reverse inclusion. Note that L(P • , H) and L(P, H), defined similarly but with P instead of P
• , are isomorphic posets because H is transverse to P ; specifically, L(P, H) = {ū : u ∈ L(P • , H)}, whereū is the (topological) closure of u. Now we have the Möbius inversion formulas [5, Equations (4.7) and (4.8)]
and
(since H is transverse to P ; see our general paper [6] ). Here µ is the Möbius function of
Thus we begin by getting all the cross-sectional generating functions E u (x) from LattE. Then we either sum them by (4) and apply inside-out reciprocity (2), or apply ordinary reciprocity (1) first and then sum by (3) . (We did whichever of these seemed more convenient.) In the semimagic and magilatin counts we need a third step because the generating functions we computed pertain to a reduced problem; those of the original problem are obtained through multiplication by another generating function.
Once we have the generating function we extract the quasipolynomial, essentially by the binomial series. If an Ehrhart quasipolynomial q of a rational convex polytope has period p and degree d, then its generating function q can be written as a rational function of the form
for some nonnegative integers a 1 , a 2 , . . . , a p(d+1) . Grouping the terms in the numerator of (5) according to the residue class of the degree modulo p and expanding the denominator, we get
Hence the rth constituent of the quasipolynomial q is
How we apply the method
The initial step is always to reduce the size of the problem by applying symmetry. Each problem has a normal form under symmetry, which is a strong square. The number of all magic or semimagic squares is a constant multiple of the number of symmetry types, because every such square has the same symmetry group. For magilatin squares, there are several symmetry types with symmetry groups of different sizes, so each type must be counted separately. Semimagic and magilatin squares also have an interesting reduced form, in which the values are shifted by a constant so that the smallest cell contains 0; and a reduced normal form; the latter two are not strong but are aids to computation. Reduced squares are counted either by magic sum (the "affine" counting rule) or by the largest cell value (the "cubic" count). All reduced normal semimagic squares correspond to the same number of unreduced squares, while the different symmetry types of magilatin square give reduced normal squares whose corresponding number of unreduced squares depends on the symmetry type.
The total number of squares, N (t), and the number of reduced squares, R(t), are connected by a convolution identity N (t) = s f (t − s)R(s), where f is a periodic constant (by which we mean a quasipolynomial of degree 0; we say constant term for the degree-0 term of a quasipolynomial, even though the "constant term" may vary periodically) or a linear polynomial. Writing for the generating functions N(x) := t>0 N (t)x t and similarly R(x), and f (x) := t≥0 f (t)x t , we have N(x) = f (x)R(x). It follows from the form of the denominator in Equation (5) that the period of N divides the product of the periods of f and R. The reduced number R(t) is, in the semimagic case, a constant multiple of the number n(t) of reduced, normal semimagic squares; in the magilatin case it is a sum of different multiples, depending on a symmetry group, of the number of reduced, normal magilatin squares of each different type T . Each n(t) is the open Ehrhart quasipolynomial E • Q • ,I (t) of an inside-out polytope (Q, I) which is smaller than the original polytope P .
We compute n(x) := t>0 n(t)x t from the Ehrhart generating functions E u (x) of the nonvoid sections u of Q
• by flats of I through the following procedure:
1. We calculate the flats and sections by hand.
2. We feed each u into the computer program LattE [9] , which returns the closed generating function Eū(x), whose constant term equals 1 because u is nonvoid and convex.
3. With semimagic squares, by Equations (1)- (4) we have the Möbius-inversion formulas
where L := L(Q • , I), the intersection poset of (Q • , I).
The procedure for magilatin squares is similar but taking account of the several types.
Checks
We check our results in a variety of ways. The degree is the dimension of the polytope, or the number of independent variables in the magic-sum equations.
The leading coefficient is the volume of the polytope. (The volume is normalized so that a fundamental domain in the affine space spanned by the polytope has unit volume.) This check is also not difficult. The volume is easy to find by hand in the magic examples. In affine semimagic the polytope is the Birkhoff polytope B 3 , whose volume is well known (Section 4.2). The cubical semimagic volume is not well known but it was easy to find (Section 4.1.1). The magilatin polytopes are the same as the semimagic ones.
The firmest verification is to compare the results of the generating function approach with those of direct enumeration. If we count the squares individually for t ≤ t 1 where t 1 ≥ pd, only the correct quasipolynomial can agree with the counts (given that we know the degree d and period p from the geometry). Though t 1 = pd is too large to reach in some of the examples, still we gain considerable confidence if even a smaller value of t 1 yields numbers that agree with those derived from the quasipolynomial or generating function. We performed this check in each case.
Feasibility
Based on our solutions of the six 3 × 3 examples we believe our counting method is practical. The calculations are simple and readily verified. Linear algebra tells us the degree, geometry tells us the period; we obtain the generating function using the Ehrhart package LattE [9] and then apply reciprocity (Equation (1) or (2)) and Möbius inversion (Equation (3) or (4)), and extract the constituents, all with Maple. The programming is not too difficult.
In the magic square problems we found the denominator by calculating the vertices of the inside-out polytope. Then we took two different routes. In one we applied LattE and Equation (3) . In the other we calculated N (t) for small values of t by generating all magic squares, taking enough values of t that we could fit the quasipolynomial constituents to the data. This was easy to program accurately and quick to compute, and it gave the same answer. The programs can be found at our "Six Little Squares" Web site [7] .
In principle the semimagic and magilatin problems can be solved in the same two ways. The geometrical method with Möbius inversion gave complete answers in a few minutes of computer time after a simple hand analysis of the geometry (see Section 4). Direct enumeration on the computer proved unwieldy (at best), especially in the affine case, where the period is largest. A straightforward computer count of semimagic squares by magic sum (performed in Maple-admittedly not the language of choice-on a personal computer) seemed destined to take a million years. Switching to a count of reduced normal squares, the calculation threatened to take only a thousand years. These programs are at our "Six Little Squares" Web site [7] , as is a complicated "supernormalized formula" that greatly speeds up affine semimagic counting (see Section 4.2.7).
Notation
We use a lot of notation. To keep track of it we try to be reasonably systematic.
M, m refer to magic squares (Section 3).
S, s and subscript s refer to semimagic squares (Section 4).
L, l and subscript ml refer to magilatin squares (Section 5).
R, r refer to reduced squares (the minimum entry is 0), while M, S, L, et al. refer to ordinary squares (all positive entries).
c refers to "cubic" counting, by an upper bound on the entries. a refers to "affine" counting, by a specified magic sum.
X (capital) refers to all squares of that type.
x (minuscule) refers to symmetry types of squares, or equivalently normalized squares.
Magic squares of order 3
The standard form of a magic square of order 3 is well known; it is
where the magic sum is s = 3γ. Taking account of the 8-fold symmetry, under which we may assume the largest corner value is α + γ and the next largest is β + γ, and the distinctness of the values, we have α > β > 0 and α = 2β. One must also have γ > α + β to ensure positivity.
In this pair of examples, the dimension of the problem is small enough that there is no advantage in working with the reduced normal form (where γ = 0).
Magic squares: Cubical count (by upper bound)
Here we count by a strict upper bound t on the permitted values; since the largest entry is α + β + γ, the bound is α + β + γ < t. The number of squares with upper bound t is M c (t). We think of each magic square as a t −1 -lattice point in P
• c \ H c , the (relative) interior of the inside-out polytope
H c := {h} where h : x = 2y, but multiplied by t to make the entries integers. Here we use normalized coordinates x = α/t, y = β/t, and z = γ/t. The semilattice of flats is L(P
of which O, C, D, F are the vertices of P c and O, C, E are those of h ∩ P c . (Both these polytopes are simplices.) From Equation (3),
which we evaluate by LattE and Ehrhart reciprocity, Equation (1):
.
From this generating function we extract the quasipolynomial
, if t ≡ 1 (mod 12);
, if t ≡ 3, 11 (mod 12);
, if t ≡ 4, 10 (mod 12);
, if t ≡ 5, 9 (mod 12);
and the first few nonzero values for t > 0: The last row is the number of symmetry classes, or normal squares, i.e., M c (t)/8. The rows are sequences A108576 and A108577 in the OEIS [15] .
The symmetry of the constituents about residue 1 is curious. The principal constituent is
Its unsigned constant term, 16, is the number of linear orderings of the cells that are induced by magic squares. Thus, up to the symmetries of a magic square, there are just two order types, even allowing arbitrarily large cell values. (The order types are illustrated in Example 3.11 of our general magic article, [6] .) We confirmed these results by direct enumeration, counting the strongly magic squares for t ≤ 60 [7] .
Compare this quasipolynomial to the weak quasipolynomial:
, if t is odd;
with generating function
Reduced magic squares
A more fundamental count than the number of magic squares with an upper bound is the number of reduced squares. Let R mc (t) be the number of 3 × 3 reduced magic squares with maximum cell value t, and r mc (t) the number of reduced symmetry types, or equivalently of normalized reduced squares with maximum t. Then we have the formulas
since every reduced square with maximum k gives t−1−k unreduced squares with maximum < t (and positive entries) by adding l to each entry where 1 ≤ l ≤ t − 1 − k. In terms of generating functions,
We deduce the generating functions
and R mc (x) = 8r mc (x), and from the latter the quasipolynomial
(1/8-th of these for r mc (t)) as well as the first few nonzero values: ) 1 2 1 3 3 3 4 5 4 6 6 6 7 8 7 9 9 9 The sequences are A174256 and A174257 in the OEIS [15] .
The principal constituent is 2t − 16, whose constant term in absolute value, 16, is the number of linear orderings of the cells that are induced by magic squares-necessarily, the same number as with M c (t).
We confirmed the constituents by testing them against the coefficients of the generating function for several periods.
Our way of reasoning, from all squares to reduced squares, is backward; logically, one should count reduced squares and then deduce the ordinary magic square numbers from them via Equation (9) . Counting magic squares is not hard enough to require that approach, but in treating semimagic and magilatin squares we follow the logical progression since then reduced squares are much easier to handle.
Magic squares: Affine count (by magic sum)
The number of magic squares with magic sum t = 3γ is M a (t). We take the normalized coordinates x = α/t and y = β/t. The inside-out polytope is
), of which O, D, F are the vertices of P a and O, E are the vertices of h ∩ P a . From Equations (1)- (3),
(t 2 − 16t + 72), if t ≡ 0 (mod 18);
(t − 6)(t − 10), if t ≡ 6 (mod 18);
(t − 7)(t − 9), if t ≡ 9 (mod 18);
(t − 4)(t − 12), if t ≡ 12 (mod 18);
and the first few nonzero values for t > 0: The last row is the number of symmetry classes, or normalized squares, which is M a (t)/8. The two sequences are A108578 and A108579 in the OEIS [15] .
The principal constituent is
whose constant term, 16, is the number of linear orderings of the cells that are induced by magic squares-the same number as with M c (t). We verified our results by direct enumeration, counting the strong magic squares for t ≤ 72 [7] .
Compare the magic-square quasipolynomial to the weak quasipolynomial: 
Reduced magic squares
Let R ma (t) be the number of 3 × 3 reduced magic squares with magic sum t, and r ma (t) the number of reduced symmetry types, or equivalently of normalized reduced squares with magic sum t. Then
since every reduced square with sum s = t − 3k, where 0 < 3k ≤ t − 3, gives one unreduced square with sum t (and positive entries) by adding 3k to each entry. In terms of generating functions,
and R ma (x) = 8r ma (x). The quasipolynomial is
(t − 6), if t ≡ 6, 12
The initial nonzero values: 4 5 4 6 6 6 7 8 7 9 9 9 These sequences are A174256 and A174257 in the OEIS [15] .
One of the remarkable properties of magic squares of order 3 is that R mc (2k) = R ma (3k). The reason is that the middle term of a reduced 3 × 3 magic square equals s/3, if s is the magic sum, and the largest entry is 2s/3. Thus, the reduced squares of cubic and affine type, allowing for the difference in parameters, are the same, and although the counts of magic squares by magic sum and by upper bound differ, the only reason is that the reduced squares are adjusted differently to get all squares.
The principal constituent 4 3 t − 16 has constant term whose absolute value is the same as with all other reduced magic quasipolynomials.
We confirmed the constituents by comparing their values to the coefficients of the generating function for several periods.
Semimagic squares of order 3
Now we apply our approach to counting semimagic squares. Here is the general form of a reduced, normalized 3 × 3 semimagic square, in which the magic sum is s = 2α + 2β + γ:
Proposition 1. A reduced and normalized 3 × 3 semimagic square has the form (13) with the restrictions 0 < α, β, γ; 0 < δ < β;
The
entries in the range (0, t), for 0 < w < t. Each reduced normal square with magic sum s corresponds to exactly 72 different magic squares with magic sum equal to t, if t ≡ s (mod 3), and none otherwise, for 0 < s < t.
Proof. By permuting rows and columns we can arrange that x 11 = min x ij and that the top row and left column are increasing. By flipping the square over the main diagonal we can further force x 21 > x 12 . By subtracting the least entry from every entry we ensure that x 11 = 0. Thus we account for the 72(t − w − 1) semimagic squares that correspond to each reduced normal square.
The form of the top and left sides in (13) is explained by the fact that x 11 < x 12 < x 21 < x 31 < x 13 . The conditions x ij > x 11 for i, j = 2, 3, together with the row-sum and column-sum equations, imply that x 13 is the largest entry and that x 23 < x 12 .
The only possible equalities amongst the entries are ruled out by the following inequations:
These correspond to the restrictions (15):
x 32 = x 12 ⇐⇒ δ = β − α;
Semimagic squares: Cubical count (by upper bound)
We are counting squares by a strict upper bound on the allowed value of an entry; this bound is the parameter t. Let S c (t), for t > 0, be the number of semimagic squares of order 3 in which every entry belongs to the range (0, t).
Counting the weak squares
The polytope P c is the 5-dimensional intersection of [0, 1] 9 with the semimagic subspace in which all row and column sums are equal. This polytope is integral because it is the intersection with an integral polytope of a subspace whose constraint matrix is totally unimodular; so the quasipolynomial is a polynomial. By contrast, the inside-out polytope (P, 6 .
We conclude that P c has volume 3/10.
Reduction of the number of strong squares
We compute S c (t) via R c (w), the number of reduced squares with largest entry equal to w. The formula is
The value R c (w) = 72r c (w) where r c (w) is the number of normal reduced squares (in which we know the largest entry to be x 13 ). Thus r c (s) counts the number of 1 s -integral points in the interior of the 3-dimensional polytope Q c defined by
with the seven excluded (hyper)planes
the three coordinates being x = α/w, y = β/w, and z = δ/w. The hyperplane arrangement for reduced normal squares is that of (18) . We call it I c . Thus r c (s) = E
Geometrical analysis of the reduced normal polytope
We apply Möbius inversion, Equation (3) We
Our notation for the line segment with endpoints X, Y is XY , while XY denotes the entire line spanned by the points. The triangular convex hull of three noncollinear points X, Y, Z is XY Z. We do not need quadrilaterals, as the intersection of each plane with Q is a triangle.
We need to find the intersections of the planes with Q
• c , separately and in combination. Here is a list of significant points; we shall see it is the list of vertices of (Q c , I c ). The first column has the vertices of Q c , the second the vertices of (Q c , I c ) that lie in open edges, the third the vertices that lie in open facets, and the last is the sole interior vertex.
The denominator of (Q c , I c ) is the least common denominator of all the points; it evidently equals 4 · 3 · 5 = 60. The intersections of the planes with the edges of Q c are in Table 1 . The subscript c is omitted. Table 2 shows the lines generated by pairwise intersection of planes.
Plane
Intersection with edge Intersection Table 1 : Intersections of planes of I with edges of Q. A vertex of Q contained in π j will show up three times in the row of π j . In order to clarify the geometry, we distinguish between a plane's meeting an edge line outside Q and not meeting it at all (i.e., their being parallel). In Table 3 we describe the intersection of each line with Q c and with its interior. The subscript c is omitted. • . The second (parenthesized) row in each box shows the smallest face of Q to which the intersection belongs, if that is not Q itself; these intersections are not part of the intersection poset of (Q • , I).
Last, we need the intersection points of three planes of I c ; or, of a plane and a line. Some are not in Q c at all; them we can ignore. Some are on the boundary of Q c ; they are necessary in finding the denominator, but all of them are points already listed in (19). It turns out that
is the only vertex in Q
• c , so it is the only one we need for the intersection poset. Here, then, is the intersection poset (Figure 1) . The subscript c is omitted. In the figure, for simplicity, we write π j , etc., when the actual element is the simplex π j ∩ Q
• , etc.; we also state the vertices of the simplex. The Möbius function µ(0, u) equals (−1) codim u with the exception of µ(0, l 356 ) = 2.
Generating functions and the quasipolynomial
That was the first half of the work. The second half begins with finding r c (w) = E • (Q • c ,Ic) (w) from the Ehrhart generating functions E u (t) of the intersections by means of (6). The next step, then, is to calculate all necessary generating functions. This is done by LattE. r c (x) is the result of applying reciprocity to the sum of all these rational functions (with the appropriate Möbius-function multiplier −1, excepting E DG • (x) whose multiplier is −2). The
The intersection poset L(Q • , I) for semimagic squares. The diagram shows both the flats and (in parentheses) their intersections with Q. 
(21) From the geometrical denominator 60 or the (standard-form) algebraic denominator (1 − x 60 ) 5 we know the period of S c (t) divides 60. We compute the constituents of S c (t) by the method of Section 2.1; the result is that 
where c 1 varies with period 6, given by
(mod 6);
and c 0 , given by Table 4 , varies with period 60. (It is curious that the even constant terms have half the period of the odd terms.) Thus the period of S c turns out to be 60, the largest it could be. [15] .) The third row is the number of normalized squares, or symmetry classes (sequence A173723), which equals S c (t)/72. The other lines give the numbers of reduced squares (sequence A173727) and of reduced normal squares (i.e., symmetry types of reduced squares; sequence A173724), which may be of interest. Compare the strong to the weak quasipolynomial. The leading coefficients agree and the strong coefficient of t 4 is constant. These facts, of which we made no use in deducing the quasipolynomial, provide additional verification of the correctness of the counts and constituents.
Another method: Direct counting
We checked the constituents by directly counting (in Maple) all semimagic squares for t ≤ 100. The numbers agreed with those derived from the generating function and quasipolynomial above.
Semimagic squares: Affine count (by magic sum)
Now we count squares by magic sum: we compute S a (t), the number of squares with magic sum t.
The Birkhoff polytope
The polytope P for semimagic squares of order 3, counted by magic sum, is 4-dimensional and integral. (It is the polytope of doubly stochastic matrices of order 3, i.e., a Birkhoff polytope [8, 4] .)
Affine weak semimagic
The polytope for weak semimagic squares of order 3 is the same P . 5 .
Reduction
The count is via R a (s), the number of reduced squares with magic sum s. The formula is
We have R a (s) = 72r a (w), where r a (s) is the number of reduced, normalized squares with magic sum s, equivalently the number of with the seven excluded (hyper)planes
the three coordinates being x = α/s, y = β/s, and z = δ/s. The hyperplane arrangement for reduced, normalized squares is that of (25). We call it I a . Thus r a (s) = E
The reduced, normalized weak polytopal quasipolynomial
This function simply counts 1 s -lattice points in Q • a . The counting formula is α β δ 1, summed over all triples that satisfy (14) . It simplifies to
which gives the Ehrhart quasipolynomial
The leading coefficient is vol Q a . We deduce from (26) that
and by reciprocity that
Geometrical analysis of the reduced, normalized polytope
We apply Möbius inversion, Equation (6) , over the intersection poset L(Q • a , I). We number the planes:
y − 2z = 0, π 3 : 2x + y + 2z = 1, π 4 : x + y + 2z = 1, π 5 :
x − y + z = 0, π 6 : x + 2y + z = 1, π 7 : 2x + 2y + z = 1.
The intersection of two planes, π j ∩ π k , is a line we call l jk ; π 3 ∩ π 5 ∩ π 6 is a line we also call l 356 . The intersection of three planes is, in general, a point but not usually a vertex of (Q a , I a ). Our geometrical notation is as in the cubical analysis.
• a , separately and in combination. Here is a list of significant points; we shall see it is the list of vertices of (Q a , I a ). The first column has the vertices of Q a , the second the vertices of (Q a , I a ) that lie in open edges, the third the vertices that lie in open facets, and the last is the sole interior vertex.
The least common denominator of O, A, B a , C a explains the period 2 of E Q • a . The denominator of (Q a , I a ) is the least common denominator of all the points; it evidently equals 8 · 3 · 5 · 7 = 840.
The intersections of the planes with the edges of Q a are in Table 1 . Table 5 shows the lines generated by pairwise intersection of planes. Table 3 Last, we need the intersection points of three planes of I a ; or, of a plane and a line. Some are not in Q a at all; them we can ignore. Some are on the boundary of Q a ; they are necessary in finding the denominator, but all of them are points already listed in (27). It turns out that π 2 ∩ π 5 ∩ π 7 = H a is the only vertex in Q • a , so it is the only one we need for the intersection poset. The combinatorial structure and the intersection poset (Figure 1) for the affine count are identical to those for the cubical count. The reason is that the affine polytope P a is the 4-dimensional section of P c by the flat in which the magic sum equals 1, and this flat is orthogonal to the line of intersection of the whole arrangement H a .
Generating functions and the quasipolynomial
The second half of the affine solution is to find r a (s) = E
• (Q • a ,Ia) (s) by applying Equations (1)- (4) after finding the Ehrhart generating functions E u (s) for u ∈ L(Q • a , I a ). The next step, then, is to calculate those generating functions. This is done by LattE. Then (−1) 3 r a (x −1 ) is the sum of all these rational functions; that is,
(28) The generating function for the affine count of semimagic squares, by (23), is 
From the geometrical or generating-function denominator we know that the period of S a (t) divides 840 = lcm (3, 4, 6, 7, 8) . This is long, but it can be simplified. The factor 7 in the period is due to a single term in (28). If we treat it separately we have r a as a sum of the H-term x 7 /(1 − x 7 ) and a "truncated" generating function for r a (x) +
1−x 7 , and a corresponding truncated expression
We extract the constituents from this expression as in Section 2.1, separately for the two parts of the generating function. The constituents are all of the form
where S 7 (t) is a correction, to be defined in a moment, and
, if t ≡ 0 , if t ≡ 6 1113 5
, if t ≡ 7, 11 1698 5 , if t ≡ 9 (mod 12);
and a 0 (t) is given in Table 6 . We call the constituents of the quasipolynomial
the truncated constituents of S a (t), since they correspond to the truncated generating function mentioned just above. The S 7 term that undoes the truncation is Table 6 : Constant terms of the truncated constituents of S a (t).
The period of the constant term of the truncated constituents is 120. It follows that S a (t) has period 7 · 840, that is, 840.
The principal constituent of S a (t) (that is, for t ≡ 0) is [15] .) The third row is the number of normalized squares, or symmetry classes (sequence A173725); this is S a (t)/72. The last rows are the numbers of reduced squares (sequence A173728) and of reduced, normalized squares (sequence A173726) with magic sum t. We verified our formulas by computing S a (t) for t ≤ 100 through direct enumeration of normal squares. The results agree with those computed by expanding the generating function. We also applied Proposition 1 to derive a formula, independent of all other methods, by which we calculated numbers (which we are not describing; see the "Six Little Squares" Web page [7] ) that allowed us to find the 840 constituents by interpolation. These interpolated constituents fully agreed with the ones given above.
Magilatin squares of order 3
A magilatin square is like a semimagic square except that entries may be equal if they are in different rows and columns. The inside-out polytope is the same as with semimagic squares except that we omit those hyperplanes that prevent equality of entries in different rows and columns. Thus, in our count of reduced squares, we have to count the fractional lattice points in some of the faces of the polytope.
The reduced normal form of a magilatin square is the same as that of a semimagic square except that the restrictions are weaker. It might be thought that this would introduce ambiguity into the standard form because the minimum can occur in several cells, but it turns out that it does not. Proposition 2. A reduced, normal 3 × 3 magilatin square has the form (13) with the restrictions 0 < β, γ;
and (15) . Each reduced square with w in the upper right corner corresponds to exactly t − w − 1 different magilatin squares with entries in the range (0, t), for 0 < w < t. Each reduced square with magic sum s corresponds to one magilatin square with magic sum equal to t, if t ≡ s (mod 3), and none otherwise, for 0 < s < t.
Proof. The proof is similar to that for semimagic squares; we can arrange the square by permuting rows and columns and by reflection in the main diagonal so that x 11 is the smallest entry, the first row and column are each increasing, and x 21 ≥ x 12 . We cannot say x 21 > x 12 because entries that do not share a row or column may be equal. Still, we obtain the form (13) with the bounds (31) and the same inequations (15) as in semimagic because all the latter depend on having no two equal values in the same line (row or column).
Each reduced, normal magilatin square gives rise to a family of true magilatin squares by adding a positive constant to each entry and by symmetries, which are generated by row and column permutations and reflection in the main diagonal. Call the set of symmetries G. As with semimagic, |G| = 2(3!) 2 = 72. Each normal, reduced square S gives rise to |G/G S | = 72/|G S | squares via symmetries, where G S is the stabilizer subgroup of S. If all entries are distinct, then the square is semimagic, G S is trivial, and everything is as with semimagic squares. However, if α = 0 or δ = 0 or δ = β, the stabilizer is nontrivial. We consider each case in turn.
The case α = 0 < δ. Here δ < β because no line can repeat a value. To fix the square we cannot permute any rows or columns but we can reflect in the main diagonal, so |G S | = 2. Moreover, (15) reduces to
We are in OBC, the x = 0 facet of Q, with the induced arrangement of three lines, I x=0 . The number of reduced magilatin squares of this kind is 36r OBC (t), where r OBC (t) is the number of codim u . The case δ = 0 < α. In this case a nontrivial member of G S can only exchange the two zero positions. Such a symmetry that preserves the increase of the first row and column is unique (as one can easily see); thus |G S | = 2. Furthermore, (15) reduces to α = β.
We are in OAB, the z = 0 facet, with the induced arrangement I z=0 of one line. The number of reduced magilatin squares of this kind is 36r OAB (t), where r OAB (t) is the number of codim u . The case δ = β. Here we must have α > 0. There are two zero positions in opposite corners. A symmetry that exchanges them and preserves increase in the first row and column is uniquely determined, so |G S | = 2. The inequations reduce to
We are in OAC, the facet where y = z, with the two-line induced arrangement I y=z . The number of reduced magilatin squares of this kind is 36r OAC (t), where r OAC (t) is the number of codim u . The case α = 0 = δ. In these squares there are three zero positions and the whole square is a cyclic latin square. Any symmetry that fixes the zero positions also fixes the rest of the square. There are 3! symmetries that permute the zero positions, generated by row and column permutations. They all preserve the entire square. Therefore |G S | = 6. The inequations disappear. We are in the edge OB, which is the face where x = z = 0, with the empty arrangement, I x=z=0 = ∅. The number of reduced magilatin squares of this kind is 12r OB (t), where r OB (t) is the number of To get the intersection posets we may examine Tables 1 and 3 to find the edges and vertices of (Q • , I) in each closed facet. We also need to know which vertex is in which edge; this is easy. Although we do not need the fourth facet, ABC, we include it for the interest of its more complicated geometry.
Of course all the functions r s and R ml depend on whether we are counting cubically or affinely (thus, subscripted c or a); the two types will be treated separately. But the general conclusions hold that
and for the number of reduced symmetry types, r ml (t) with generating function r ml (x),
where r s (x) is from semimagic and, by Equation (4) since |µ(X, Y )| = 1 for every lower interval in each facet poset (except facet ABC, which we do not use),
the sign and reciprocal on the left result from Equation (6) . There is also the generating function of the number of cubical or affine symmetry classes, l(t), whose generating function is l(x). This is obtained from r ml (t) in the same way as L(t) is from R ml (t), the exact way depending on whether the count is affine or cubic.
Magilatin squares: Cubical count (by upper bound)
The weak quasipolynomial is exactly as in the semimagic cubical problem.
L(OAB
The four facet intersection posets of (Q • , I).
Magilatin squares by upper bound
The number of 3 × 3 magilatin squares with strict upper bound t is L c (t). We count them via R mlc (w), the number of reduced magilatin squares with largest entry (which we know to be x 13 ) equal to w. The formula is
Equivalently, R mlc (w) counts 1 w -integral points in the interior and part of the boundary of the inside-out polytope (Q c , I c ) of Section 4.1, weighted variably by 72/|G S |. Now we must calculate the closed Ehrhart generating function for each necessary face. This is done by LattE; here are the results. First, OAB c :
Next is OAC c :
The last facet is OB c C c :
Finally, the edge OB c :
Now R mlc (x) results from (32), and then from (35) we see that 
The constituents of L c are extracted as described in Section 2.1, and here they are: 
and c 0 , given by Table 7 , varies with period 60. Thus the period of L c turns out to be 60, just like that of S c (not a surprise). However, again as with S c , the even constant terms have half the period of the odd constant terms. That means L c (2t) has period equal to half the denominator of the corresponding inside-out polytope (2P, H). We have no explanation for this.
The principal constituent, that for t ≡ 0 (mod 60), is 3 10
The constant term for magilatin squares does not have the simple interpretation as a number of linear orderings that it does for magic and semimagic squares, because the entries in the square need not all be different. (Still, there is an interpretation as a number of partial orderings of the nine cells; see Theorem 4.1 in our general magic and magilatin paper [6] , and recall that an acyclic orientation of a graph can be represented by a partial ordering of the vertices.) We confirmed the formulas by generating all magilatin squares and comparing the count with the coefficients of L c (x) up to t = 91.
Magilatin squares: Affine count (by magic sum)
The last example is 3 × 3 magilatin squares, counted affinely. Let L a (t) be the number of 3 × 3 magilatin squares with magic sum t > 0.
The weak quasipolynomial is the same as in affine semimagic.
Magilatin squares by magic sum
We compute L a (t), the number of squares with magic sum t, via R mla (s), the number of reduced squares with magic sum s. The formula is L a (t) = 0<s≤t−3 s≡t (mod 3) R mla (s) if t > 0.
Equivalently, R mla (s) counts 
Finally, the edge OB a :
(−1) 2 r OBa (1/x) = E OBa (x) = 1 (1 − x)(1 − x 2 ) .
Now we get R mla (x) from (32); then by (44) we deduce that x) (1 + x + x 2 )(1 + x 2 )(1 − x 3 )(1 − x 5 )(1 − x 6 )(1 − x 7 ) (1 − x 8 ) .
The constituents of L a are the following:
L a (t) = 1 8 t 4 − 3t 3 + a 2 (t)t 2 − a 1 (t)t + a 0 (t) − 72S 7 (t),
where a 2 varies with period 6, given by , if t ≡ 6 1257 10
, if t ≡ 7, 11 2187 10 , if t ≡ 9 (mod 12); the constant term a 0 , given by Table 9 , varies with period 120; and S 7 is as in the affine semimagic count. Table 9 : Constant terms of the truncated constituents of L a (t), counting magilatin squares by magic sum.
The period of L a turns out to be 840-the period of the constant terms, due to the combination of a 0 (t) and the constant term of S 7 (t). This is equal to the denominator.
The principal constituent of L a , that is, for t ≡ 0 (mod 840), is (incorporating the −72S 7 term). (As with the cubical magilatin count, there is an interpretation of the constant term 948 in terms of partial orderings; see Theorem 4.7 in our general paper [6] .)
We verified the results by comparing an actual count of magilatin squares with magic sum t ≤ 100 to the coefficients in L a .
Symmetry types of magilatin squares, counted by magic sum
We compute l a (t), the number of symmetry types of squares with magic sum t, via r mla (s), the number of reduced symmetry types with magic sum s. The formula is l a (t) = 0<s≤t−3 s≡t (mod 3) r mla (s) if t > 0.
Equivalently, r mla (s) counts 1 s -integral points in the interior and part of the boundary of the inside-out polytope(Q a , I a ) of Section 4.2.
From (32) we get r mla (x) and then from (51) we see that 
The constituents of l a are: 
