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Abstract—In many applications, status information of a gen-
eral spatial process, in contrast to a point information source,
is of interest. In this paper, we consider a system where status
information is drawn from a random field and transmitted to a
fusion center through a wireless multiaccess channel. The optimal
density of spatial sampling points to minimize the remote status
estimation error is investigated. Assuming a one-dimensional
Gauss Markov random field and an exponential correlation
function, closed-form expressions of remote estimation error are
obtained for First-Come First-Served (FCFS) and Last-Come
First-Served (LCFS) service disciplines. The optimal spatial
sampling density for the LCFS case is given explicitly. Simulation
results are presented which agree with our analysis.
I. INTRODUCTION
Accurate remote estimations of information about physical
world have long been considered to have high practical value.
Typical applications include e.g., temperature and air quality
monitoring in the cities [1], random sensor deployment from
the sky [2] for unreachable and hazardous open environments,
and channel state information database for efficient wireless
communications [3]. For many such applications, information
estimations with high accuracy need to be maintained at a
fusion center, usually achieved by information update pack-
ets transmitted from distributed sources to the fusion center
wirelessly. The design and analysis of the information update
system are thus of significant importance.
Considering time-varying status information, it is natural
to optimize the system towards keeping the freshest possible
information estimations at the fusion center, based on the
intuition that stale information is less accurate. The concept
of Age of Information (AoI) [4]–[7] is tailored to quantize the
information staleness, which is defined as the elapsed time
since the generation of the last successful update from an
information source. For a stationary Markov source, whose
future information is independent of the past given the present
and its information statistics does not change when shifted
in time, AoI can completely characterize the information
estimation accuracy as shown by Sun et al. [8], in the sense
that the mutual information between estimations and original
information can be described by a function of AoI only.
Considerable amount of efforts have been put into analyzing
and optimizing AoI in various scenarios, among which, Kaul
et al. [4] utilized a queuing analysis to show that there
exists an optimal time-domain sampling frequency for AoI
minimization which balances the tradeoff between producing
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Fig. 1. Differences between status update procedures where statuses are drawn
from a point source and a random field, respectively.
too many updates to jam the queue, and sampling too sparsely
hence losing track of the information variation.
On the other hand, in many cases, not only timely updates
are required, which is equivalent to appropriately frequent
time-domain sampling, but optimized spatial-domain sampling
is also needed. On account of status from—instead of a single
source of interest or several i.i.d. sources—a continuous time-
spatial process with certain spatial structure, spatial-domain
sampling also faces the problem of sampling density consid-
ering network queuing and scheduling delay. For example,
consider the temperature statuses from an area transmitted
through a common wireless channel to the fusion center; the
statuses are obviously spatially correlated and hence strong
spatial structure exists. Therefore, similar with the time-
domain sampling tradeoff, the spatial sampling density should
be optimized—a high density leads to high scheduling delay
whereas a low density is insufficient to describe the area.
From a more general perspective, this paper aims to investi-
gate the problem of remote estimations through a channel with
limited capacity, about information with general time-spatial
structures. The differences of this work from previous ones are
illustrated in Fig. 1. We focus on status information here, i.e.,
information with Markov time-domain structure, and a specific
spatial correlation model. The main contributions include:
1) The information spatial structure is modeled as a Gaus-
sian Markov Random Field (GMRF). The spatial sampling
points are deployed based on a homogeneous Poisson point
process with density λs. The information estimation error of
some point in the GMRF is formulated as a function of its
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distance to the nearest sampling point (Markov property) and
the corresponding AoI.
2) The time- and spatial-average remote estimation error in
a one-dimensional GMRF with the First-Come First-Served
(FCFS) discipline and an exponential correlation function
is derived in a closed-form. The optimal time- and spatial-
sampling rates can be found by a two-dimensional search.
3) For Last-Come First-Served (LCFS) service discipline,
closed-form remote estimation error expressions and the opti-
mal time- and spatial-domain sampling rates are obtained.
Among the recent progress, works that consider the schedul-
ing of multiple points for AoI optimization are the most
relevant, e.g., in [9]–[14]. Hsu et al. considered the scheduling
problem in wireless broadcast channels and proved that a AoI
threshold-based approach is optimal. The Whittle’s index was
leveraged by Kadota et al. [9] based on a restless multi-armed-
bandit formulation assuming active sources. In our previous
works [11], [12], [14], status update through a wireless multi-
access network was studied wherein the Whittle’s index based
near-optimal scheme and closed-form analysis were obtained.
However, these works assumed i.i.d. status sources and thus
the results are not generalizable to status from a correlated
random field. Hribar et al. [15] considered correlated sources
wherein an extremely simplified scenario consisting of two
sources were studied.
II. SYSTEM MODEL AND PROBLEM FORMULATIONS
Consider a random field on A ⊂ Rd, with the Lebesgue
measure (i.e., volume) of A denoted by |A|, i.e.,
S(x, t) : x ∈ A, t ∈ R+, (1)
where we consider S(x, t) is a real-valued stochastic process
defined over space and time. At a remote fusion center, denote
the information estimation of S(x, t) as S˜(x, t), and it is
desirable to recover S(x, t) for any x, t, i.e., at any spatial
location and time, with high accuracy. Towards this end,
status updates from the random field are transmitted to the
fusion center through a wireless multiaccess channel. The
status packets go though the channel, experiencing stochastic
queuing and scheduling delay.
Uniformly random spatial sampling: We assume that the
spatial sampling points are deployed in the random field in
a uniformly random manner with a density of λs (a total of
M = λs|A| points). Neglecting edge effects, or equivalently
considering a large enough area of A (|A| → ∞), the
sampling points obey homogeneous Poisson point process
[16], and the set of spatial sampling points are denoted by
X , {x1,x1, · · · ,xM}; that is, The Cumulative Distribution
Function (CDF) of the distance (denoted by D) between some
point in A and its nearest sampling point is
Pr{D ≤ r} = lim
|A|→∞
1−
( |B(r)|
|A|
)M
= 1−exp (−λs|B(r)|),
(2)
where B(r) denotes a d-dimensional ball with a radius of r.
Queuing and scheduling models: In this paper, for math-
ematical tractability, we assume that the time for transmitting
one sample over the wireless channel is i.i.d. exponentially
distributed with mean 1/µ. Define the normalized (by spatial
domain) service rate as µ¯ , lim
|A|→∞
µ
|A| . Note that by definition
µ → ∞; in practice, a large µ is sufficient. The update
packets are queued at each spatial sampling point with an
identical packet arrival rate of λt; in this paper, we assume
the status variation in time is homogeneous in the spatial
domain, and thus the packet arrivals at different spatial points
are statistically identical. Upon each transmission, only the
status packet from one sampling point xm ∈ X is updated.
Here, we consider a specific scheduling among status updates
of spatial sampling points:
• Uniformly random scheduling: Albeit suboptimal [11],
uniformly random scheduling represents a scenario
wherein nodes undergo a random access process with
equal priority and then transmit, and thus of practical
value.
The average service time for each sampling point is 1µ0 ,
M
µ =
λs
µ¯ .
Time and spatial structures of information: A normalized
isotropic (correlation only depends on distance, not direc-
tions) Gaussian Markov Random Field (GMRF) is considered
wherein E[S(y, t)] = 0, E[S(y, t)2] = 1, ∀y, t. The corre-
lation coefficient between two statuses is assumed to be a
function of their Euclidean distance in Rd and their generation
time difference, i.e.,
ρ(y,y′, t, t′) = E[S(y, t), S(y′, t′)] , g(‖y − y′‖2, |t− t′|),
(3)
where g(‖y−y′‖2, |t−t′|) is non-negative, and non-increasing
in both components. A GMRF, in addition to being a Gaussian
random field, satisfies Markov properties explained as follows.
Definition 1: A Gaussian random field that satisfies
Pr{yi|{yj : j 6= i}} = Pr{yi|{yj : j ∈ Ni}} (4)
is a GMRF, wherein the points in Ni are “close” to yi.
The “close” notation in the GMRF definition can be spec-
ified based on conditional independence represented by de-
pendency graphs [17]. Without going into much details about
GMRF which is out of the scope of this paper, we adopt the
Nearest Neighbor Graph (NNG), i.e.,
Ni , {j : yj = arg min
yj∈X
‖yj − yi‖2}. (5)
Note that under the Poisson assumption, the nearest point is
unique with probability 1, and hence the NNG is well-defined
almost surely. Due to Gaussianity, the minimum mean square
error estimate of S(y′, t′) given S(y, t) is
E[S(y′, t′)|S(y, t)] = ρ(y,y′, t, t′)S(y, t), (6)
with an independent error with power of 1 − ρ(y,y′, t, t′)2.
Combined with the NNG assumption, the average mean
squared estimation error in the area is
ξ¯A(t) ,
1
|A|
∫
y∈A
ξ(y, t)dy,
ξ(y, t) , min
x∈X
{1− g2(‖y − x‖2,∆x(t))}, (7)
where ∆x(t) is the AoI at time t for the spatial sampling point
x, which is defined as ∆x(t) = t− ux(t) where ux(t) is the
generation time of the last successfully received update packet
at the fusion center from x.
Problem formulation: The problem of interest is to find the
optimal spatial- and time-domain sampling rates that minimize
the average remote estimation error of the random field, i.e.,
{λ∗s , λ∗t } = arg min
λs,λt
{
lim sup
T→∞
1
T
∫ T
t=0
ξ¯A(t)dt
}
. (8)
Hereinafter, we will focus on 1-dimensional space for analyt-
ical solutions, i.e., A ∈ R1.
III. ANALYTIC RESULTS FOR EXPONENTIAL
CORRELATION MODEL AND FCFS DISCIPLINE
The analysis in this paper is built upon several recent results
in the fields of stochastic geometry and AoI. Before we begin,
for concreteness, we select the correlation function g(·) to be
a exponential function of product form, i.e.,
g(‖y − y′‖2, |t− t′|) = exp
(
−b‖y − y
′‖2
2
− a|t− t
′|
2
)
,
(9)
where a, b ∈ R+ are constant scaling factors in time and spa-
tial domains, respectively. More involved correlation functions
exist such as Matérn covariances [17] in GMRF and non-
product form functions; however, since the AoI and spatial
sampling are independent and isotropic fields are considered
such that only the distance matters, it is argued that the
presented analysis can be straightforwardly generalized to
these correlation functions. In addition, measurements show
that real-world random fields such as channel state information
obey the time and spatial exponential correlation model [18].
Due to the uniformly random spatial sampling—or equiva-
lently Poisson point process—assumption, the spatial statistics
of a point in A has no dependence on its location. Therefore,
ξ¯A(t) = 1|A|
∫
y∈A ξ(y, t)dy = E[ξ(o, t)], where o denotes an
arbitrary point in A. Without loss of generality, we assume o
is the origin. In what follows, we derive the CDF of ξ(o, t).
Pr{ξ(o, t) ≤ z}
= 1− Pr{ξ(o, t) ≥ z}
= 1− Pr{min
x∈X
{1− g2(‖x‖2,∆x(t))} ≥ z}
(a)
= 1− Pr{1− g2(min
x∈X
‖x‖2,∆x0(t)) ≥ z}
(b)
= Pr {bdmin + a∆x0(t) ≤ − log(1− z)} , (10)
where the equality (a) stems from the fact that g(·) is non-
negative and non-increasing and the AoIs of spatial sampling
points are i.i.d. since the time-domain sampling is i.i.d. among
spatial points and the scheduling of spatial points is uniformly
random (x0 represents an arbitrary fixed point). The equality
(b) follows from (9), and dmin , minx∈X ‖x‖2.
Denote D , b‖dmin‖2, H , a∆x0(t) and K , D + H .
The CDF of D in 1-dimensional space and the corresponding
Laplace–Stieltjes Transform (LST) are
FD(d) = 1− e−
2λs
b d, d ∈ [0,∞),
L{FD}(s) = 2λs/b
s+ 2λs/b
, (11)
respectively. To calculate the CDF of H , we have the follow-
ing lemma.
Lemma 1: Considering the M spatial sampling points are
scheduled based on a uniformly random manner, the stationary
CDF of the AoI of any point and its LST are
FUR∆ (t) = 1− e−(1−ρ0)µ0t −
(
1
1− ρ0 + ρ0µ0t
)
e−µ0t
+
1
1− ρ0 e
−λtt,
L{FUR∆ }(s) =
(1− ρ0)µ0
s+ (1− ρ0)µ0 −
(1− ρ0)µ0s(s+ λt + µ0)
(s+ µ0)2(s+ λt)
,
(12)
wherein ρ0 = λt/µ0. For round-robin scheduling, the LST is
L{FRR∆ }(s) = w(s)−
(1− ρ0)s
s+ λtq(s+ λt)
q(s),
q(s) =
(
µ
s+ µ
)M
, w(s) =
(1− ρ0)s
s− λt + λtq(s)q(s). (13)
Proof: A sketch is given in Appendix A.
Note that uniformly random scheduling is considered here-
inafter. Based on (11), the LST of the CDF of H is
L{FH}(s) = L{FUR∆ }(as). Therefore, combining with the
fact that the AoI and the spatial point process are independent,
the LST of the CDF of K is
L{FK}(s) = L{FD}(s) · L{FH}(s)
=
2λs
b
s+ 2λsb
(1−ρ0)µ0
a
s+ (1−ρ0)µ0a
−
2λs
b
s+ 2λsb
(1− ρ0)µ0s(s+ λt+µ0a )
a(s+ µ0a )
2(s+ λta )
.
(14)
The inverse LST of the above formula yields the CDF of K:
FK(x) = H 2λs
b ,
(1−ρ0)µ0
a
(x) +
1
1− ρ0H 2λsb ,λta (x)
− 1
1− ρ0H 2λsb ,
µ0
a
(x) +
2λtλs
ab(
− 1(
2λs
b − µ0a
)2 E 2λsb (x) + 1( 2λs
b − µ0a
)2 Eµ0a (x)
+
1
2λs
b − µ0a
xe−
µ0
a x
)
, (15)
Hλ1,λ2(x) =
{
1− λ2λ2−λ1 e−λ1x + λ1λ2−λ1 e−λ2x, λ1 6= λ2,
1− (1 + λ1x)e−λ1x, λ1 = λ2,
(16)
where Eλ(x) denote the CDF of an exponential distribution
with parameter λ, i.e., Eλ(x) = 1 − e−λx. Combined with
(10), we obtain for z ∈ [0, 1],
Fξ(o,t)(z) = Pr{ξ(o, t) ≤ z} = FK(− log(1− z)), (17)
and the Probability Density Function (PDF) follows
fξ(o,t)(z)
= α(1− z) 2λsb −1 + β(1− z)λta −1 + γ(1− z)µoa −1
+ω log(1− z)(1− z)µ0a −1 + κ(1− z) (1−ρ0)µ0a −1,
α =
(1−ρ0)µ0
a
2λs
b
(1−ρ0)µ0
a − 2λsb
+
1
1− ρ0
(
λt
a
2λs
b
λt
a − 2λsb
−
µ0
a
2λs
b
µ0
a − 2λsb
)
− 4λtλ
2
s
ab2
(
µ0
a − 2λsb
)2 , κ = − 2λsb (1−ρ0)µ0a(1−ρ0)µ0
a − 2λsb
,
β = − 1
1− ρ0
2λs
b
λt
a
λt
a − 2λsb
, ω = − 2λtλs
µ0
a
ab
(
µ0
a − 2λsb
) ,
γ =
1
1− ρ0
2λs
b
µ0
a
µ0
a − 2λsb
+
4λtλ
2
s
ab2
(
µ0
a − 2λsb
)2 , (18)
when the set
{
2λs
b ,
λt
a ,
µo
a ,
(1−ρ0)µ0
a
}
has no repetitive entries;
otherwise the PDF can be obtained based on the second case
in (16) with simple mathematical manipulations. According
to definite integrals such as
∫ 1
0
xp−1(1− x)q−1dx = Γ(p)Γ(q)Γ(p+q)
for p, q > 0 where Γ(·) is the Gamma function, and∫∞
0
xne−pxdx = n!pn+1 for p > 0, n = 1, 2, · · · , we can obtain
the average remote estimation error of the random field
¯ , E
{
lim sup
T→∞
1
T
∫ T
t=0
ξ¯A(t)dt
}
=
α
2λs
b
(
2λs
b + 1
) + β
λt
a
(
λt
a + 1
) + γµ0
a
(
µ0
a + 1
)
+ω
(
1(
µ0
a + 1
)2 − 1(µ0
a
)2
)
+
κ
(1−ρ0)µ0
a
(
(1−ρ0)µ0
a + 1
)
= 1−F
(
2λs
b
)
F
(
λt
a
)
F
(
µ¯
λsa
− λt
a
)
·
1 + λta(
µ¯
λsa
+ 1
)2
 , (19)
where F (x) , xx+1 , and µ¯λsa−λta > 0. Observing this formula,
when λta → 0, ¯ → 1; similarly, ¯ → 1 when µ¯λsa − λta → 0,
µ¯
λsa
− λta → ∞ or λta → ∞. Therefore, the global minimum
of ¯ happens at a point where ∂¯∂λs = 0 and
∂¯
∂λt
= 0.
Based on a numerical result, Fig. 3 shows the remote
estimation error variation with the spatial and time sampling
rates λs and λt. The area is a one-dimensional line with length
of 1000 m. The parameters in the exponential correlation
function are a = 10−1 and b = 10−2. The service rate
is µ = 0.05 s−1. The time- and spatial sampling rates are
λt = 0.2 s
−1 and λs = 0.1 m−1 in the corresponding
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Fig. 2. Simulation and analytical results for remote estimation error.
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Fig. 3. Visualization of the error function (19).
subfigure. It is observed that the simulation and analytical
results coincide exactly, and that there exists an optimal point
(λ∗t , λs)
∗ where the error is minimized; although an explicit
expression seems elusive, the exact location of the optimal
point can be found by a two-dimensional search method. A
visualization of the error function is presented in Fig. 3.
IV. ANALYTIC RESULTS FOR EXPONENTIAL
CORRELATION MODEL AND LCFS DISCIPLINE
In the scenario wherein each spatial sampling point updates
their packets based on a LCFS discipline and no preemption,
which is obviously the optimal packet management policy at
each point, the AoI stationary distribution can be obtained
based on the following lemma. Note that queue stability is
not considered here, i.e., the queuing system at each sampling
point is equivalent to only keeping the freshest packet to date.
Lemma 2: Considering uniformly random scheduling among
points, the AoI stationary distribution of every spatial sampling
point with LCFS discipline and the corresponding LST are
FˆUR∆ (t) = 1−
1
1− ρ0 e
−λta x +
1
1− ρ0 e
−µ0x,
L{FˆUR∆ }(s) =
λt
s+ λt
µ0
s+ µ0
. (20)
Proof: The proof is based on an arrival theorem in
queuing systems [11]. Details are omitted.
Similarly with (10), define Kˆ = Dˆ+Hˆ where Dˆ = D and
Hˆ can be given by Lemma 2. It follows that, L{FKˆ}(s) =
2λs
b
s+ 2λsb
λt
a
s+λta
µ0
a
s+
µ0
a
, and the average remote estimation error is
¯ =
η
2λs
b + 1
+
ν
λt
a + 1
+
υ
µ0
a + 1
,
η =
λt
a
µ0
a(
2λs
b − λta
) (
2λs
b − µ0a
) ,
ν =
2λs
b
µ0
a(
λt
a − 2λsb
) (
λt
a − µ0a
) , υ = 2λsb λta(µ0
a − 2λsb
) (
µ0
a − λta
) .(21)
To obtain the optimal spatial and time sampling rates, we
first note that, in this case of only keeping the freshest packet,
the optimal time domain sampling rate should be as large as
possible, i.e., λ∗t →∞. The optimal spatial sampling rate can
be derived as follows. When λ∗t →∞ in (21),
lim
λt→∞
¯ = 1−F
(
2λs
b
)
F
(µ0
a
)
≥ 1−F2
(√
2µ¯
ab
)
. (22)
The optimal spatial sampling rate is therefore λ∗s =
√
bµ¯
2a .
V. CONCLUSIONS AND FUTURE WORK
In this paper, the remote estimation of status information
with spatial structures is investigated. The status information
is described by a GMRF in the spatial domain. Closed-
form expressions for remote estimation error with FCFS and
LCFS disciplines in the one-dimensional GMRF were both
obtained, assuming an exponential correlation function. It is
found that the derived optimal time- and spatial-sampling rates
can optimize the remote estimation accuracy, by balancing the
tradeoff between information distance (in both time and spatial
domains) and network queuing delay.
Future work includes generalizations to 2-dimensional (2D)
and 3-dimensional (3D) random fields, and non-Gaussian,
non-Markov random fields. We note that the difficulty of
generalizations to 2D and 3D random fields is mainly mathe-
matical, i.e., the Laplace transform of the CDF becomes very
complicated in 2D and 3D cases, while the methodology is
still effective. However, the extension to non-Gaussian and
non-Markov random fields may need novel methodologies.
APPENDIX A
PROOF OF LEMMA 1
The proof is mainly based on the results in [19]. Note that
the service time for each x with uniformly random scheduling
is exponentially distributed with mean rate of µ0, which can
be intuitively explained as follows: since the service time
is still memoryless given uniformly random scheduling and
exponentially distributed transmission time, and the fact that
the only memoryless continuous distribution on (0,∞) is
exponential distribution, the service time for each point should
obey exponential distribution. Formally, it can be deduced
based on a summation of conditional probability with Erlang
distributed random variables, which is omitted due to lack
of space. The situation for round-robin scheduling is similar,
expect that the service time obeys Erlang distribution. Then,
we invoke the results in [19, Theorem 25] to obtain the LST
and stationary CDF. The details are again omitted.
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