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THE K-PROPERTY FOR SOME UNIQUE EQUILIBRIUM
STATES IN FLOWS AND HOMEOMORPHISMS
BENJAMIN CALL
Abstract. We set out some general criteria to prove the K-property, refining
the assumptions used in [5] for the flow case, and introducing the analogous
discrete-time result. We also introduce one-sided λ-decompositions, as well
as multiple techniques for checking the pressure gap required to show the K-
property. We apply our results to the family of Man˜e´ diffeomorphisms and
the Katok map. Our argument builds on the orbit decomposition theory of
Climenhaga and Thompson.
1. Introduction
Given a dynamical system (X, f) and a continuous potential ϕ : X → R, we call
any invariant measure µ such that the measure-theoretic pressure Pµ(ϕ) is equal to
the topological pressure P (ϕ) an equilibrium state, where we write Pµ(ϕ) = hµ(f)+∫
ϕdµ. The existence of equilibrium states is guaranteed by upper semicontinuity
of the entropy map µ 7→ hµ(f), as can be seen from the Variational Principle; see
[29, Chapter 9.3] for more details.
Proposition 1.1. Let X be a compact metric space, f : X → X a homeomorphism,
and ϕ : X → R continuous. Then
P (ϕ) = sup
{
hµ(ϕ) +
∫
ϕdµ | µ ∈ M(X, f)
}
Uniqueness is a more difficult question, and conditions that imply it have been
much studied. In classical settings, such as when f is Anosov and ϕ is Ho¨lder
continuous, equilibrium states are unique and have strong mixing and statistical
properties. Proofs of this have been obtained using a variety of different techniques.
One method, due to Bowen [2], provides three conditions which need to be checked
to guarantee uniqueness of these equilibrium states (and, as later work would show
[19], strong mixing properties). Later, Climenhaga and Thompson [11] introduced
the theory of orbit decompositions, weakening each of Bowen’s conditions to “non-
uniform” versions, and this theory has been applied successfully in a variety of
settings [9, 8, 30, 6, 3]. However, this theory does not a priori provide any mixing
properties of the unique equilibrium states.
The K-property is a mixing property which is stronger than mixing of all or-
ders, and weaker than Bernoulli. Finding examples of systems with the K-property
which are not Bernoulli, as well as cases when K can be shown to imply Bernoulli is
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an active area of research [16, 25]. In [5], the author and Thompson adapt Ledrap-
pier’s criterion for proving the K-property [19] to the flow setting in order to show
that some systems with unique equilibrium states built through the Climenhaga-
Thompson decomposition have the K-property. The motivation behind this was to
apply it to geodesic flows on rank 1 manifolds of non-positive curvature.
In this paper, we will refine and remove many of the assumptions used in [5] to
show the K-property, proving the following.
Theorem A. Let (X,F) be a continuous flow on a compact metric space, and
ϕ : X → R a continuous potential. Suppose that P⊥exp(ϕ) < P (ϕ) and that
(X,F) is asymptotically entropy expansive. Then suppose that X × [0,∞) has
a λ-decomposition (P ,G,S) with the following properties:
(1) G(η) has specification at every scale δ > 0 for all η > 0;
(2) ϕ has the Bowen property on G(η) for all η > 0;
and furthermore that P (
⋂
t∈R(ft × ft)λ˜
−1(0),Φ) < 2P (ϕ), where Φ(x, y) = ϕ(x) +
ϕ(y) and λ˜(x, y) = λ(x)λ(y). Then (X,F , ϕ) has a unique equilibrium state, and
it is K.
Remark 1.2. This theorem uses slightly stronger assumptions than we will use in
the proof. In particular, the assumption of asymptotic entropy expansivity can be
replaced by the condition that the entropy map on the product space (X×X,F×F)
is upper semicontinuous.
There are many techniques for showing uniqueness of equilibrium states outside
of the uniformly hyperbolic setting, each with different advantages, both in terms
of ease of application and strength of results. See [10] for a thorough review of these
techniques in the non-uniformly hyperbolic setting. Theorems A and B provide mild
conditions under which the orbit decomposition theory of [11] gives the K-property.
The theory of λ-decompositions can be translated to the discrete-time setting,
and the corresponding theorem holds as well, with the proof simplifying somewhat.
Theorem B. Let (X, f) be a homeomorphism on a compact metrix space and
ϕ : X → R a continuous potential. Suppose that P⊥exp(ϕ) < P (ϕ) and (X, f) is
asymptotically entropy expansive. Suppose X × N has a λ-decomposition (P ,G,S)
with the following properties:
(1) G(η) has specification at every scale δ > 0 for all η > 0;
(2) ϕ has the Bowen property on G(η) for all η > 0;
and furthermore,
P
(⋂
n∈Z
(fn × fn)λ˜−1(0),Φ
)
< 2P (ϕ).
Then (X, f, ϕ) has a unique equilibrium state, and it has the K-property.
In some applications of [11], either the collection of prefixes or the collection
of suffixes is empty. However, λ-decompositions cannot apply to any such exam-
ple. Consequently, we introduce one-sided λ-decompositions to account for these
examples, and show that the analogous results for the K-property hold as well. In
particular, these decompositions were used in [8] to establish unique equilibrium
states for small C1-perturbations of a class of Man˜e´ diffeomorphisms.
The product pressure gap in both the discrete-time and flow cases is non-trivial
to check, even with the assumption of a pressure gap in the base system. We provide
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two different methods which can be used to check this gap for future applications
of these results. We then show that they can be applied to equilibrium states for
the Katok map and Man˜e´ diffeomorphisms for some potentials sufficiently close to
constant. Although this result is not new for the Katok map, it outlines a relatively
simple approach to obtaining the K-property in this setting. However, to the best
of the author’s knowledge, this is a new result for non-constant potentials for Man˜e´
diffeomorphisms, and we obtain the following result.
Theorem C. For any Man˜e´ diffeomorphism f sufficiently C0-close to Anosov, and
for a C1-open set of perturbations of f , the unique equilibrium state for all Ho¨lder
continuous potentials sufficiently close to a constant is K.
We note that this applies immediately to potentials ϕ = tϕu for t close to 0,
where ϕu is the geometric potential and to the SRB measure when ϕu is close to
constant.
The structure of this paper is as follows. In §2, we present the necessary back-
ground. In §3 and §4, we prove Theorem A. We also provide two methods for
checking the pressure estimates that appear in Theorems A and B. In §5, we prove
Theorem B and introduce one-sided λ decompositions. Finally, in §6 we discuss
applications of these results to the Katok map and Man˜e´ diffeomorphisms, proving
Theorem C.
2. Background
Throughout this section, let X be a compact metric space, F = (ft)t∈R a con-
tinuous flow on X , f : X → X a homeomorphism, and ϕ : X → R a continuous
potential. Finally, M(X, f) will denote the space of f -invariant probability mea-
sures on X .
2.1. The K-Property. The K-property is a mixing property that is stronger than
mixing of all orders and weaker than Bernoulli. It was originally defined by the
existence of an invariant algebra with certain properties.
Definition 2.1. (X, f,B, µ) has the K-property if there is a sub σ-algebra K ⊂ B
such that fK ⊃ K ,
∨∞
i=0 f
i
K = B and
⋂∞
i=0 f
i
K = {0, X}.
Lifting this definition to flows follows in an elegant manner:
Definition 2.2. (X,F , µ) is a K-flow if and only if for some t 6= 0, (X, ft, µ) is
K.
There are multiple equivalent definitions of the K-property all of which hold for
flows as well by the above definition. We collect some of them here, omitting the
proofs, and instead referring the reader to [12].
Proposition 2.3. A dynamical system (X, f, µ) has the K-property if and only if
it has completely positive entropy—that is, there exists no non-trivial factor with
zero entropy.
Equivalently, defining the Pinsker factor to be the largest zero entropy factor,
this says that (X, f, µ) has theK-property if and only if the Pinsker factor is trivial.
Formulating the K-property in the form of mixing conditions yields
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Proposition 2.4. (X, f, µ) is K if given finitely many measurable sets A1, · · · , An
and B,
lim
m→∞
sup
C∈Am
|µ(B ∩C)− µ(B)µ(C)| = 0
where Am is the minimal σ-algebra generated by {f
kAi | 1 ≤ i ≤ n, k ≥ m}.
Remark 2.5. Although we do not consider the Bernoulli property in this work, we
mention this result, as many proofs showing that systems with the K-property imply
the Bernoulli property make use of this condition. See for instance [7, 22, 26, 20].
Beyond these equivalent definitions, the K-property also implies mixing of all
orders, which can be seen fromK-mixing, as well as continuous Lebesgue spectrum,
which can be seen from the original definition of the K-property.
To show the K-property, we will make use of the following result of Ledrappier.
Theorem 2.6 ([19, Proposition 1.4]). Let (X, f) be a weakly expansive (or asymp-
totically h-expansive [18]) system, and let ϕ be a continuous function on X. Let
(X×X, f×f) be the product of two copies of (X, f) and Φ(x1, x2) := ϕ(x1)+ϕ(x2).
If Φ has a unique equilibrium measure in M(X ×X, f × f), then the unique equi-
librium measure for ϕ in M(X, f) has the Kolmogorov property.
Remark 2.7. In [5, Proposition 2.7], the author and Thompson show that this
result holds for flows as well.
In §3, we will show that the weak expansivity condition can be removed from
the statement, without changing the result.
Finally, we note that unlike other mixing conditions, the K-property is neces-
sarily limited to invertible systems. There is a one-sided analogue, called exact, in
that the natural extension of any exact system has the K-property (see [27]). As
the results of [11] are not limited to invertible systems, it would be interesting to
study this further.
2.2. Fiber Entropy and Joinings. We introduce material used in §3, specifically
fiber entropy, as well as joinings and disintegrations of measures. For more details
and background, we refer the reader to the books [13, 15].
2.2.1. Fiber Entropy. We briefly recall the standard definitions of measure-theoretic
entropy. The entropy of a finite partition ξ with respect to a probability measure
µ is defined as
Hµ(ξ) := −
∑
A∈ξ
µ(A) log(µ(A))
and the conditional entropy of ξ with respect to another finite partition η is
Hµ(ξ | η) := −
∑
A∈ξ,B∈η
µ(A ∩B) log
(
µ(A ∩B)
µ(B)
)
.
Then, introducing the dynamics, we define the entropy of a finite partition with
respect to a transformation as
hµ(ξ; f) := lim
n→∞
Hµ
(
ξ |
n−1∨
i=0
f−iξ
)
.
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Finally, the entropy of a transformation is
hµ(f) := sup
ξ
hµ(ξ; f).
Computing this can be non-trivial in many cases, and for our proof of Proposition
2.6, we will make use of a concept called fiber entropy, which was first introduced
by Abramov and Rokhlin in [1], and later generalized by Downarowicz and Serafin
in [14]. We first recall the definition of the disintegration of a measure over a factor.
Definition 2.8. Let (Y,A , g, ν) be a factor of (X,B, f, µ) via the factor map
π : X → Y . The disintegration of µ over Y is a collection of probability measures
{µy}y∈Y such that µy is fully supported on π
−1(y) for ν-a.e. y ∈ Y , and for all
A ∈ B,
µ(A) =
∫
Y
µy(A) dν(y).
Remark 2.9. Any two disintegrations agree for ν-a.e. y ∈ Y . Therefore, defining
the disintegration of a measure over a factor is equivalent to defining the measure.
Definition 2.10. Let (Y, g, ν) be a factor of (X, f, µ), and let ξ be a partition of
X with finite entropy. Then for ν-a.e. y ∈ Y , the fiber entropy of ξ with respect
to ν is defined as
Hµ(ξ | y) := lim
n→∞
Hµy
(
ξ |
n−1∨
i=0
f−iξ
)
,
where {µy} is the disintegration of µ over Y .
Using this, Downarowicz and Serafin generalized the Abramov-Rokhlin formula
to hold for individual partitions.
Proposition 2.11 ([14, Theorem 1]). If (Y, g, ν) is an invertible factor of (X, f, µ),
then for every finite partition ξ with finite entropy,
hµ(ξ | π
−1(A )) =
∫
Hµ(ξ | y) dν.
Taking the supremum over all ξ, the classical Abramov-Rokhlin formula is ob-
tained.
2.2.2. Joinings.
Definition 2.12. Given two dynamical systems (X,A , f, µ) and (Y,B, g, ν), a
probability measure λ ∈ M(X × Y, f × g) is a joining of µ and ν if the marginals
of λ are µ and ν respectively. In other words, for any A ∈ A and B ∈ B,
λ(A× Y ) = µ(A) and λ(X ×B) = ν(B).
For any two dynamical systems, there is always the independent joining, which
is just the product measure. When X and Y share a common factor, we can define
the relatively independent joining over this factor.
Definition 2.13. Suppose that (Z,C , h, ρ) is a factor of both (X,A , f, µ) and
(Y,B, g, ν). Let {µz} and {νz} be the disintegrations of µ and ν over Z. Then the
relatively independent joining is defined by
µ⊗Z ν(A) :=
∫
Z
µz × νz(A) dρ(z).
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We will use one particularly nice feature of joinings in this paper, specifically,
that entropy cannot increase beyond the sum of the marginals. The proof is an
easy exercise.
Proposition 2.14 ([13, Fact 4.4.3]). Let λ be a joining of µ and ν. Then
hλ(f × g) ≤ hµ(f) + hν(g).
This result can be shown to propagate to pressure as well, showing that if a
joining is an equilibrium state for an appropriate potential, it must be a joining of
equilibrium states. While easy to prove, this is key to multiple results throughout
this paper.
Proposition 2.15. Let (Xi, fi, µi) be two dynamical systems, and ϕi continuous
potentials on Xi. Then, set Φ(x, y) = ϕ1(x) + ϕ2(y). For any joining λ of µ1 and
µ2,
Pλ(Φ) ≤ Pµ1 (ϕ1) + Pµ2(ϕ2).
In particular, if λ is an equilibrium state, then µi is an equilibrium state for
(Xi, fi, ϕi).
Proof. By Proposition 2.14, hλ(f1 × f2) ≤ hµ1(f1) + hµ2(f2). As Φ acts indepen-
dently on each coordinate, we have that
∫
Φ dµ =
∫
ϕ1 dµ1 +
∫
ϕ2 dµ2, completing
the proof of the inequality. If λ is an equilibrium state for Φ, then
P (ϕ1) + P (ϕ2) = P (Φ) = Pλ(Φ) ≤ Pµ1 (ϕ1) + Pµ2(ϕ2) ≤ P (ϕ1) + P (ϕ2),
where the first equality can be found in [29, Theorem 9.8] and the last inequality
is by the Variational Principle. Consequently, we see that µ1 and µ2 are both
equilibrium states. 
2.3. Orbit Decompositions. In [11], Climenhaga and Thompson introduced the
idea of decomposing orbit segments as a tool to show uniqueness of equilibrium
states. We represent the space of orbit segments as X× [0,∞), with (x, t) identified
with the orbit segment {fsx | s ∈ [0, t]}. In this section, we recall the formal
definition of an orbit decomposition, as well as the ways that pressure, specification,
and the Bowen property are adapted to this setting.
Definition 2.16. Let F be a continuous flow on a compact metric space X. A
decomposition of X×[0,∞) is a trio (P ,G,S) such that there exist functions p, g, s :
X × [0,∞)→ [0,∞) so that for any orbit segment (x, t), writing p := p((x, t)) and
similarly for g and s, we have t = p+ g + s and
(x, p) ∈ P , (fpx, g) ∈ G, (fp+gx, s) ∈ S.
Informally, this should be thought of breaking down an orbit segment into three
parts, consisting of a “prefix”, “suffix”, and “good” part, where the collection of
bad orbit segments (the prefix and the suffix) have less pressure than the full space,
and the dynamics and potential exhibit good behavior on G. In [5], a specific class
of decompositions was introduced, termed λ-decompositions, and this is the class
that we will study in this paper.
Definition 2.17. Let λ : X → [0,∞) be bounded and lower semicontinuous. Then,
for all η > 0, define
B(η) :=
{
(x, t) |
1
t
∫ t
0
λ(fsx) ds < η
}
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to be the class of “bad” orbit segments at scale η and
G(η) :=
{
(x, t) |
1
r
∫ r
0
λ(fsx) ds ≥ η and
1
r
∫ t
t−r
λ(fsx) ds ≥ η for r ∈ (0, t]
}
to be the class of “good” orbit segments at scale η. From here, the decomposition of
a given segment (x, t) is defined by taking the prefix to be the largest initial segment
in B(η), the suffix to be the largest remaining terminal segment in B(η), and the
good part is the remaining segment, which lies in G(η).
Not every application of [11] has been a λ-decomposition, but many are able
to be studied using this theory. For more references, see [3, 6, 8, 9, 30]. We
make use of them in this paper as they behave well for the necessary pressure
estimates, and they also induce natural decompositions in the product space via
λ˜(x, y) = λ(x)λ(y), both of which allow us to make use of Theorem 3.3.
2.3.1. Pressure. For any collection of orbit segments C, we are able to define its
topological pressure, which will be denoted P (C, ϕ). In particular, if C = A×[0,∞),
then P (C, ϕ) is precisely the upper-capacity pressure as defined in [23], and will be
written P (A,ϕ). For any ǫ > 0 and t > 0, we say that a set A is (t, ǫ)-separated if
given x, y ∈ A, there exists s ∈ [0, t] such that d(fsx, fsy) ≥ ǫ. Then, we define
Λt(C, ϕ, ǫ) = sup
{∑
x∈Et
e
∫
t
0
ϕ(fsx) ds | Et ⊂ Ct is (t, ǫ)-seperated
}
where Ct = {x | (x, t) ∈ C} is the set of orbit segments in C of length exactly t.
With this, we define the pressure of C at scale ǫ by
P (C, ϕ, ǫ) = lim sup
t→∞
1
t
log Λt(C, ϕ, ǫ)
and the pressure of C as
P (C, ϕ) = lim
ǫ→0
P (C, ϕ, ǫ).
When ϕ = 0 and A ⊂ X , we will write P (A, 0, ǫ) = h(A, ǫ), as this is the topological
entropy of A. In [5, Theorem 3.6], the problem of computing the pressure of
B(η) was simplified in the setting when the entropy map is upper semicontinuous
(see Proposition 4.1). In §4 we simplify this further to studying the pressure of a
particular compact, invariant set.
2.3.2. Specification and the Bowen property. We now briefly discuss the nonuniform
versions of the Bowen property and specification that are used in this paper. Let
C ⊂ X × [0,∞) be a collection of orbit segments.
Definition 2.18. We say that ϕ has the Bowen property on C at scale ǫ > 0 if
sup
(x,t)∈C
sup
{∣∣∣∣
∫ t
0
ϕ(fsx)− ϕ(fsy) ds
∣∣∣∣ : d(fsx, fsy) ≤ ǫ for s ∈ [0, t]
}
<∞.
Definition 2.19. C has specification at scale δ > 0 if there exists τ > 0 such that
for any finite collection of orbit segments {(xi, ti)}
n
i=1 ⊂ C, there exists y ∈ X that
δ-shadows each successive orbit segment with gaps of length τ between each segment.
In other words, for all i,
d
(
fsxi, fs+
∑i−1
j=1
(τ+ti)
y
)
≤ δ for s ∈ [0, ti].
We say that C has specification if it has specification at scale δ for all δ > 0.
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These definitions hold in the discrete-time setting as well, with the obvious
changes from t ∈ [0,∞) to n ∈ N.
2.3.3. Expansivity. We recall a weakening of expansivity introduced in [11]. While
this notion holds in both flows and discrete-time settings, there are notable com-
plications that arise in the flow case.
Definition 2.20. For all ǫ > 0, define Γǫ(x) := {y | d(ftx, fty) ≤ ǫ for all t ∈ R}
to be the set of points that ǫ-shadow x for all time. Then define the set of non-
expansive points at scale ǫ as
NE(ǫ;F) := {x ∈ X | Γǫ(x) 6⊂ f[−s,s](x) for all s > 0}
where f[−s,s](x) = {y | y = ftx for some t ∈ [−s, s]}.
In contrast, for a homeomorphism f : X → X , we define
NE(ǫ; f) = {x | Γǫ(x) 6= {x}}.
In both cases, we then define the pressure of obstructions to expansivity as
P⊥exp(ϕ) = lim
ǫ↓0
sup
µ
{Pµ(ϕ) | µ(NE(ǫ)) = 1}.
Observe that this definition is the same in both the discrete-time and flow settings,
with only the definition of the non-expansive set changing.
2.3.4. Conditions for Uniqueness. We can now state the following result of Climen-
haga and Thompson which guarantees the existence of a unique equilibrium state.
Rather then present the result in full generality, we phrase it using the terminol-
ogy and results related to λ-decompositions, and with the additional assumption
of upper semicontinuity of the entropy map. This serves as an illustration of how
they can be used to prove uniqueness of equilibrium states, even when proving the
K-property is beyond the scope of the techniques in this paper.
Theorem 2.21 ([11]). Let F be a continuous flow on a compact metric space X,
and let ϕ : X → R be continuous. Then, if P⊥exp(ϕ) < P (ϕ) and λ gives rise to a
λ-decomposition such that
(1) G(η) has (possibly weak) specification for all η > 0;
(2) ϕ has the Bowen property on G(η) for all η > 0;
(3) supµ{Pµ(ϕ) |
∫
λdµ = 0} < P (ϕ);
and if the entropy map is upper semicontinuous, (X,F , ϕ) has a unique equilibrium
state.
We now recall the abstract statement that was shown in [5] for the K-property.
Theorem 2.22 ([5]). Let (X,F , ϕ) be as in Theorem 2.21, and suppose that G(η)
has strong specification for all η > 0. Furthermore, suppose that F is entropy
expansive, and that every equilibrium measure for Φ is product expansive for (X ×
X,F × F). Then, writing λ˜(x, y) = λ(x)λ(y), if
sup
µ
{
Pµ(Φ) |
∫
λ˜ dµ = 0
}
< P (Φ)
then the unique equilibrium state for (X,F , ϕ) has the K-property.
This is the abstract result that we will be improving and applying in this paper.
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3. Expansivity
In Theorem 2.22, there are three conditions placed on the expansivity of the flow.
One, that the pressure of obstructions to expansivity is smaller than the pressure
of the system, is necessary to apply the Climenhaga-Thompson machinery. We will
show that the other two conditions, product expansivity of equilibrium states of
(X ×X,F × F) and entropy expansivity of (X,F), can be removed.
3.1. Product Expansivity. It can be easily checked that for every flow (X,F)
and potential ϕ, the Cartesian product (X×X,F×F) equipped with the potential
Φ never satisfies the inequality P⊥exp(Φ;F ×F) < P (Φ). This is because NE(ǫ;F ×
F) = X×X , which is similarly the reason that the Cartesian product of expansive
flows is not expansive.
The notion of product expansivity was introduced in [5] to rectify this problem.
In particular, the product non-expansive set is defined as
NE×(ǫ) := {(x, y) | Γǫ((x, y)) 6⊂ f[−s,s](x) × f[−s,s](y) for all s > 0}.
and say that a measure µ is product expansive if µ(NE×(ǫ)) = 0 for all small ǫ > 0.
In Theorem 2.22, one needs to show that every equilibrium state for (X×X,F×
F ,Φ) is product expansive. We will show that the inequality P⊥exp(ϕ) < P (ϕ)
implies this condition.
Proposition 3.1. For any continuous flow (X,F), any ergodic measure ν which
is not product expansive satisfies Pν(Φ) ≤ P
⊥
exp(ϕ) + P (ϕ).
Proof. Let ν ∈ M(X ×X,F × F), and suppose that ν is not product expansive.
Then for all ǫ > 0, ν(NE×(ǫ)) = 1, since this is an invariant set. Now observe
that NE×(ǫ) = X × NE(ǫ) ∪ NE(ǫ) × X . By ergodicity of ν and invariance of
NE(ǫ), we can assume without loss of generality that ν(X × NE(ǫ)) = 1. Writing
(π1)∗ν(A) = ν(X × A), we see that (π1)∗ν(NE(ǫ)) = 1. As ǫ can be arbitrarily
small, it follows that P(π1)∗ν(ϕ) ≤ P
⊥
exp(ϕ). Then, since ν is a joining of (π1)∗ν and
(π2)∗ν, Proposition 2.15 shows that
Pν(Φ) ≤ P(π1)∗ν(ϕ) + P(π2)∗ν(ϕ) ≤ P
⊥
exp(ϕ) + P (ϕ).
With this, we have completed our proof. 
Corollary 3.2. If P⊥exp(ϕ) < P (ϕ), then any equilibrium state for (X×X,F×F ,Φ)
is product expansive.
Consequently, we can remove the product expansivity assumption from Theorem
2.22.
3.2. Ledrappier’s Criterion. In Theorem 2.6, Ledrappier gives an elegant crite-
rion for the K-property. We will show that the proof he provides actually shows
a stronger result than the one he stated. In order to do so, we provide the com-
putations omitted in [19], and in the process remove the assumption of asymptotic
entropy expansiveness.
Theorem 3.3. Let (X, f) be a dynamical system, and let ϕ : X → R be a contin-
uous function. Let (X × X, f × f) be the Cartesian product of (X, f) with itself,
and define the potential Φ(x, y) = ϕ(x)+ϕ(y). If Φ has a unique equilibrium state,
then (X, f, ϕ) has a unique equilibrium state, which has the K-property.
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Proof. First, observe by Proposition 2.15 that ϕ has an equilibrium state if Φ does.
We prove the contrapositive. Suppose µ is the unique equilibrium state for (X, f, ϕ)
which is not K. Then µ× µ is the unique equilibrium state for (X ×X, f × f,Φ).
Now, as the Pinsker factor Π is non-trivial, we can define the measure m to be the
relatively independent self-joining of µ over the Pinsker factor. For the reader’s
convenience, we note that this is equivalent to defining
m(A×A′) =
∫
A
E[χA′ | Π] dµ.
Observe that ∫
Φ dm = 2
∫
ϕdµ,
because Φ acts independently on each coordinate, and m(A ×X) = m(X × A) =
µ(A). We now will show that
hm(f × f) = 2hµ(f).
To compute the entropy of m, we appeal to Proposition 2.11 and the definition of
fiber entropy. Let ξ be a partition of X . Conditioning on a factor does not increase
entropy, so
hm(ξ × ξ; f × f) ≥ hm(ξ × ξ | Π) =
∫
y∈X
Hm(ξ × ξ | y) dµ(y)
where the integrand in the last term is fiber entropy. Then, as the disintegration of
m over Π is given by µy ×µy, where {µy} is the disintegration of µ over Π, observe
Hm(ξ × ξ | y) = lim
n→∞
Hµy×µy
(
ξ × ξ |
n−1∨
i=0
(f × f)−i(ξ × ξ)
)
= lim
n→∞
2Hµy
(
ξ |
n−1∨
i=0
f−iξ
)
= 2Hµ(ξ | y).
Consequently, hm(ξ | Π) = 2hµ(ξ | Π). Taking the supremum over all finite parti-
tions, we have that
hm(f × f) = sup
ξ
hm(ξ × ξ) ≥ 2 sup
ξ
hµ(ξ | Π) = 2hµ(f | Π) = 2hµ(f)
where the last equality follows because Π is a zero entropy factor [13, Fact 4.1.6].
Therefore, we see that
P (Φ) ≥ Pm(Φ) ≥ 2Pµ(ϕ) = 2P (ϕ) = P (Φ).
Thus, m is an equilibrium state for Φ. As µ × µ is an equilibrium state for Φ by
assumption, this proves the contrapositive. 
This, along with the fact that P (Φ, γ) = P (Φ) for small γ by an easy modification
of [11, Proposition 3.7], allows us to remove the assumption of entropy expansiveness
from Theorem 2.22.
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4. Pressure Estimates
We recall the two pressure conditions in Theorem 2.22. In particular, for a
λ-decomposition, writing λ˜(x, y) = λ(x)λ(y), we wish to show that
sup
µ
{
Pµ(ϕ) |
∫
λdµ = 0
}
< P (ϕ)
and
sup
µ
{
Pµ(Φ) |
∫
λ˜ dµ = 0
}
< P (Φ).
We will show that the pressure gap in the product space implies the corresponding
inequality in the base system. While we do not know if the reverse implication
holds—which would be extremely interesting—we do provide two separate methods
of checking that the pressure gap in the product holds. Our first approach requires
some knowledge of the unique equilibrium state in the base, and will be used for
perturbations of Man˜e´ diffeomorphisms, and the second is a folklore result, which
we will apply to the Katok map.
Recall the method for computing pressure estimates for λ-decompositions.
Proposition 4.1 ([5, Theorem 3.6]). For any λ-decomposition, if the entropy map
is upper semicontinuous
lim
η↓0
P (B(η), ϕ) ≤ sup
{
Pν(ϕ) |
∫
λdν = 0
}
.
Writing B∞ :=
⋂
t∈R ftλ
−1(0) and B˜∞ for the corresponding set for λ˜, we can
restate this result into a “pressure gap” formulation.
Proposition 4.2. For any lower semicontinuous λ : X → [0,∞),
sup
{
Pν(ϕ) |
∫
λdν = 0
}
= P (B∞, ϕ).
Proof. First observe that B∞ =
⋂
t∈Q ftλ
−1(0) by continuity of the flow. Addi-
tionally, by lower semicontinuity and non-negativity, λ−1(0) is compact. Therefore,
B∞ is a countable intersection of compact sets, and so, compact. Furthermore, by
definition, B∞ is flow-invariant. Consequently, by the Variational Principle, we see
P (B∞, ϕ) = sup{Pν(ϕ) | ν ∈M(B∞,F)}.
Now observe that ν ∈M(B∞,F) if and only if
∫
λdν = 0. 
Corollary 4.3. For any λ-decomposition, if P (B∞, ϕ) < P (ϕ), then there exists η
so that P (B(η), ϕ) < P (ϕ), so long as the entropy map is upper semicontinuous.
Remark 4.4. In the case when B∞ is empty, it is easily seen that for all sufficiently
small η, B(η) does not contain arbitrarily long orbit segments, and so the inequality
is satisfied trivially.
We can now show that a pressure gap in the product implies a pressure gap in
the base.
Proposition 4.5. Let λ give rise to a λ-decomposition. Then
P (B˜∞,Φ) < P (Φ) =⇒ P (B∞, ϕ) < P (ϕ)
where B˜∞ =
⋂
t∈R ftλ˜
−1(0).
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Proof. Let ν ∈ M(B∞,F). Then
∫
λdν = 0, and so
∫
λ˜ d(ν × ν) = 0. Hence,
ν × ν ∈M(B˜∞,F × F). Consequently, if P (B˜∞,Φ) < P (Φ), then we see
2P (ϕ) > P (B˜∞,Φ) ≥ Pν×ν(Φ) = 2Pν(ϕ).
Applying the Variational Principle to (B∞,F) completes the proof. 
Combining this with Theorem 2.22 and Corollary 3.2, we obtain the following
result which directly implies Theorem A.
Theorem 4.6. Let (X,F) be a continuous flow on a compact metric space and
ϕ : X → R a continuous potential. Suppose P⊥exp(ϕ) < P (ϕ) and λ gives rise to a
λ-decomposition such that
(1) G(η) has specification for all η > 0;
(2) ϕ has the Bowen property on G(η) for all η > 0;
while the product system (X ×X,F × F ,Φ) satisfies
(1) P (B˜∞,Φ) < 2P (ϕ);
(2) The entropy map is upper semicontinuous.
Then the unique equilibrium state for (X,F , ϕ) has the K-property.
Of particular note is that any pressure gap is a C0-open condition on the space
of potentials. This fact is encapsulated in the following proposition.
Proposition 4.7. Suppose A is compact and invariant, and P (A,ϕ) < P (ϕ).
Then for all continuous ψ such that 2‖ϕ−ψ‖ < P (ϕ)−P (A,ϕ) and c ∈ R we have
P (A,ψ + c) < P (ψ + c).
Proof. Recall that P (A,ψ + c) = P (A,ψ) + c, so it suffices to prove this for c = 0.
For all potentials ψ, |P (ϕ)− P (ψ)| ≤ ‖ϕ− ψ‖ by [29, Theorem 9.7.iv]. This holds
for the pressure of any compact, invariant set as well, and so for any ψ sufficiently
close to ϕ, we see that
P (A,ψ) ≤ P (A,ϕ) + ‖ϕ− ψ‖ < P (ϕ)− 2‖ϕ− ψ‖+ ‖ϕ− ψ‖ ≤ P (ψ). 
Consequently, showing a pressure gap for the measure of maximal entropy implies
the pressure gap for all potentials sufficiently close to constant.
4.1. Measure Estimate.
Theorem 4.8. Let µ be the unique equilibrium state of (X,F , ϕ), and suppose that
µ(λ−1(0)) < 12 . If the entropy map is upper semicontinuous on the product system,
then P (B˜∞,Φ) < 2P (ϕ).
Proof. Let ν be an equilibrium state for (X×X,F×F) equipped with potential Φ.
By Proposition 2.15, the projections onto each coordinate, νi := ν ◦ π
−1
i are both
equilibrium states for (X,F , ϕ). Therefore, νi = µ for i = 1, 2. Consequently, as
B˜∞ =
⋂
t∈R
(ft × ft)(λ
−1(0)×X ∪X × λ−1(0)) ⊂ λ−1(0)×X ∪X × λ−1(0)
we have
ν(B˜∞) ≤ ν(λ
−1(0)×X)+ ν(X×λ−1(0)) = ν1(λ
−1(0))+ ν2(λ
−1(0)) = 2µ(λ−1(0)).
Therefore, if µ(λ−1(0)) < 12 , then ν(B˜∞) < 1. Finally, letm be an equilibrium state
for (B˜∞,F × F ,Φ). This exists as B˜∞ is compact and invariant, and the entropy
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map is upper semicontinuous. Then m(B˜∞) = 1, and so P (B˜∞,Φ) = Pm(Φ) <
P (Φ), completing our proof. 
This approach is particularly useful in the setting of Man˜e´ diffeomorphisms,
which we will discuss further in §6.
4.2. Entropy Production Argument. The main result of this section is an ar-
gument that creates an entropy gap in systems with global specification. This is
a folklore result, and we limit ourselves to the MME case. However, it should be
thought of as a blueprint for general pressure production arguments, with weaker
assumptions on the system, such as non-uniform specification and non-zero poten-
tials. This style of argument has been previously carried out in [9] and [3]. However,
those arguments were tailored to the specific settings being considered at the time,
and we believe there is value to the general statement presented here.
Theorem 4.9. Suppose (X,F) has specification and let A be a proper subset of X
which is compact and invariant. Take ǫ such that there exists y /∈ A with d(A, y) >
3ǫ. If there exists C > 0 so that for every maximal (t, 3ǫ)-separated set Et, we have
#Et ≥ Ce
th(A), then h(A) < h(X).
Remark 4.10. The above condition on #Et is satisfied if, for instance, h(A, 6ǫ) =
h(A) [11, Lemmas 4.1 and 4.2].
Proof. Let τ be the specification constant for ǫ, let T > 2τ + 1, and take α > 0 to
be small and rational. Choose N ∈ N to be large, so that αN ∈ N. We will now
show that by “interweaving” between A and X \A for a set of prescribed times, we
can create a (NT, ǫ)-separated set whose partition sum is larger than the entropy
of A for arbitrarily large N .
Choose I ⊂ {T, 2T, · · · , (N − 1)T } such that #I = αN − 1. This will be one set
of interweaving times, and we will define a set of (NT, ǫ)-separated points based
on it. Writing I = {j1T, j2T, · · · , jαN−1T }, set k1 = j1T , kαN = NT − (2τ + 1)
and ki = (ji − ji−1)T − (2τ + 1) for 2 ≤ i ≤ αN − 1. For each ki, define Eki
to be a (ki, 3ǫ)-separated subset of A of maximal cardinality. Then, define the
map Π : Ek1 × · · · × EkαN → X to be a point z, guaranteed by specification,
that ǫ-shadows (x1, k1), followed by (y, 1), followed by (x2, k2), and so on. As∑αN
i=1 ki + (αN − 1)(2τ + 1) = NT , and each Eki is (ki, 3ǫ)-separated, it follows
that the image of Π is (NT, ǫ)-separated. For ease of notation, we will refer to this
(NT, ǫ)-separated set by EI .
We now need to show that given two different sets of interweaving times, I 6= I ′,
the union EI∪EI′ is (NT, ǫ)-separated. Consider jiT ∈ I\I
′. Then, given w ∈ EI ,
by construction, d(fjiT+τw, y) ≤ ǫ. However, for all z ∈ EI′ , d(fjiT+τz, A) ≤ ǫ as A
is invariant. Therefore, as d(y,A) ≥ 3ǫ, it follows that for all such z, dNT (w, z) ≥ ǫ.
Thus, we have shown that EI ∪ EI′ is (NT, ǫ)-separated for any two distinct sets
of interweaving times.
By assumption, there exists C > 0 such that #Ek ≥ Ce
kh(A) for all k. Therefore,
#EI =
αN∏
i=1
#Eki ≥ C
αNe(NT−(αN−1)(2τ+1))h(A) = CαNeNTh(A)e−(αN−1)(2τ+1)h(A).
As there are
(
N
αN
)
≥ αe−Nα logα different ways to choose a set I, we see that
#
⋃
I
EI ≥ C
αNαeNTh(A)e−(αN−1)(2τ+1)h(A)e−Nα logα.
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Because
⋃
I EI is (NT, ǫ)-separated, we see that
h(X, ǫ) ≥ lim
N→∞
1
NT
log#
⋃
I
EI ≥ h(A)−
α(2τ + 1)h(A)
T
−
α logα
T
+
α logC
T
.
Since α is chosen independently, by taking α < Ce−(2τ+1)h(A), we see that h(X) ≥
h(X, ǫ) > h(A), as desired. 
This result holds in the discrete-time setting as well (with a simplified proof),
and we present the following corollary in that setting, as we will use it in §6.
Corollary 4.11. If (X, f) is expansive and has specification, and λ gives rise to a
λ-decomposition with B∞ ( X, then h(B∞) < h(f).
5. Discrete-time Cases
The original version of this theorem, as well as the improvements in this paper,
have all been in the continuous time setting. However, all of the arguments carry
over easily to the discrete time setting, and in some cases, simplify considerably.
We will show that the expansivity issues that arise in the flow case are no longer
problematic. Consequently, we are able to directly apply the discrete-time theorem
from [11] in the product system, rather than having to adapt arguments and tech-
nical expansivity lemmas as we do in the flow setting. Recall the theorem that we
wish to apply.
Theorem 5.1 ([11]). Let X be a compact metric space, f : X → X a homeomor-
phism, and ϕ : X → R a continuous potential. Suppose that P⊥exp(ϕ) < P (ϕ) and
that there exists a decomposition (P ,G,S) such that
(1) G has specification at all scales
(2) ϕ has the Bowen property on G
(3) P (P ∪ S, ϕ) < P (ϕ).
Then there is a unique equilibrium state µ for (X, f, ϕ).
We will first address expansivity concerns, then show that the decomposition lifts
to the product, and finally, examine what considerations can be made to attain the
required pressure estimates in the product system.
5.1. Expansivity. One of the fundamental difficulties in the flow setting boils
down to the fact that the Cartesian product of an expansive flow with itself is not
expansive. This is no longer an issue in the discrete-time setting. To see why,
consider the definition of a non-expansive point.
Definition 5.2. Given f : X → X and ǫ > 0, the non-expansive set at scale ǫ is
NE(ǫ; f) := {x | Γǫ(x) 6= {x}}
where Γǫ(x) := {y | d(f
nx, fny) ≤ ǫ for all n ∈ Z} is the set of all points which
ǫ-shadow x for all time.
Unlike in the flow case, where NE(ǫ;F × F) = X × X , we are able to express
the non-expansive set in the product space in terms of the non-expansive set in the
base.
Proposition 5.3. Given f : X → X and ǫ > 0,
NE(ǫ; f × f) = (X ×NE(ǫ; f)) ∪ (NE(ǫ; f)×X)
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Proof. The key to this proof is the observation that Γǫ((x, y)) = Γǫ(x) × Γǫ(y).
Using this, we see that given (x, y) ∈ NE(ǫ; f × f), then
(x, y) 6= Γǫ((x, y)) = Γǫ(x) × Γǫ(y).
Therefore, either x or y is in NE(ǫ; f). Similarly, if x ∈ NE(ǫ; f), then for all y ∈ X ,
Γǫ((x, y)) 6= {x, y}. This completes our proof. 
Using this, we can show that any equilibrium measure on (X×X, f×f,Φ) “does
not see” the non-expansive set.
Proposition 5.4. If P⊥exp(ϕ) < P (ϕ), then P
⊥
exp(Φ) < P (Φ).
Proof. The proof follows that of Proposition 3.1, merely replacing the flow F with
the map f : X → X . The key observation is that if ν ∈ M(X × X, f × f) is a
measure such that ν(NE(ǫ; f × f)) = 1 for some ǫ > 0, then for i = 1 or 2, we have
(πi)∗ν(NE(ǫ; f)) = 1. From here, the pressure inequality in the base implies the
pressure inequality in the product. 
5.2. λ-Decomposition. We adapt the definition of λ-decompositions to the dis-
crete time setting, carrying everything over as written. Let λ : X → [0,∞) be
lower semicontinuous and bounded. Then for all η > 0, define the set of bad orbit
segments by
B(η) =
{
(x, n) |
1
n
n−1∑
i=0
λ(f ix) < η
}
and the set of good orbit segments by
G(η) =
{
(x, n) |
1
k
k−1∑
i=0
λ(f ix) ≥ η and
1
k
n−1∑
i=n−k
λ(f ix) ≥ η for 1 ≤ k ≤ n
}
.
Then, the decomposition of an orbit segment (x, n) is created by first taking the
largest initial segment in B(η), calling that the prefix, then taking the largest
terminal segment in B(η), and calling that the suffix. The remaining segment lies
in G(η).
Just as in the flow case, λ-decompositions lift nicely to the product, by defining
λ˜ : X × X → [0,∞) by λ˜(x, y) = λ(x)λ(y), and then studying the corresponding
λ˜-decomposition.
Proposition 5.5. Suppose that G(η) is the set of good orbit segments for the λ-
decomposition of (X, f). Then the set of good orbit segments in the product space
with respect to the function λ˜, written G˜(η), satisfies
G˜(η) ⊂ G
(
η
‖λ‖
)
× G
(
η
‖λ‖
)
for all η ≥ 0.
Proof. Let ((x, y), n) ∈ G˜(η). Then for all 1 ≤ k ≤ n, we see
1
k
k∑
i=1
λ(f ix) ≥
1
k
k∑
i=1
λ(f ix)
λ(f iy)
‖λ‖
=
1
‖λ‖k
k∑
k=1
λ˜(f ix, f iy) ≥
η
‖λ‖
.
A similar computation holds for the average along terminal subsegments, as well
as in the other coordinate, and so our proof is complete. 
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Remark 5.6. We should not expect to have equality here, as given ((x, y), n) ∈
G(η) × G(η), there is no reason to expect both coordinates to experience “good”
behavior with respect to λ at the same time, and λ˜ is constructed to always identify
“bad” behavior in one coordinate as bad for the entire segment.
It is classical that specification and the Bowen property lift to products. Hence,
from Proposition 5.5, we have the following corollaries.
Corollary 5.7. If G(η) has specification at scale δ, then G˜(η) has specification at
scale δ as well.
Corollary 5.8. If ϕ has the Bowen property on G(η), then Φ has the Bowen prop-
erty on G˜(η).
Beyond lifting to products, much of the strength of λ-decompositions lies in the
fact that there is an easy way to compute the pressure of the collection of bad orbit
segments, by sending η to 0.
Proposition 5.9. If the entropy map is upper semicontinuous, then
lim
η↓0
P (B(η), ϕ) ≤ sup
{
Pµ(ϕ) |
∫
λdµ = 0
}
= P (B∞, ϕ),
where B∞ =
⋂
n∈Z f
nλ−1(0).
Proof. The first inequality follows the exact proof of [5, Theorem 3.6], and the
second equality is shown in Proposition 4.2. 
Combining all these results with the discrete-time version of Proposition 4.5, we
obtain the discrete-time analogue of Theorem 4.6, which implies Theorem B.
Theorem 5.10. Let X be a compact metric space, f : X → X a homeomorphism,
and ϕ : X → R a continuous potential. Then if P⊥exp(ϕ) < P (ϕ) and λ yields a
λ-decomposition satisfying the following properties:
(1) G(η) has specification at all scales for all sufficiently small η > 0;
(2) ϕ has the Bowen property on G(η) for all sufficiently small η > 0;
and the product system has the following properties:
(1) P (
⋂
n∈Z f
nλ−1(0)×X ∪X × fnλ−1(0)) < 2P (ϕ);
(2) The entropy map is upper semicontinuous
then the unique equilibrium state for (X, f, ϕ) has the K-property.
Proof. Because the entropy map on the product is upper semicontinuous, by Propo-
sition 4.1, for all sufficiently small η > 0, P (B(η),Φ) < P (Φ). Then, G˜(η) has
specification at all scales for all small η > 0, and Φ has the Bowen property on G˜(η)
as well. Finally, P⊥exp(Φ) < P (Φ) by Proposition 5.4, and so we can apply Theorem
5.1 to establish that (X ×X, f × f,Φ) has a unique equilibrium state. Therefore,
by Proposition 3.3, we have established the K-property in the base. 
As in the flow case, we can provide some conditions for pressure on the base
system that imply the necessary pressure gap in the product. In particular, Propo-
sition 4.7 holds to show that the pressure gap is an open condition. Additionally,
Theorems 4.8 and 4.9 hold in the discrete-time setting, with the proof simplifying
in the case of Theorem 4.9. For brevity, we do not restate them here, but simply
refer the reader to § 4.
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5.3. One-Sided λ-Decompositions. In some situations, the most useful decom-
position for a system is not a λ-decomposition, but rather what we define in this
paper as a one-sided λ-decomposition. These differ from λ-decompositions in that
either the set of prefixes or the set of suffixes is empty, with a corresponding change
in the definition of what a good orbit segment is. The proofs of the various re-
sults for these decompositions differ from those for λ-decompositions in a technical
nature only, and in spirit, are exactly the same. Consequently, we use the same
notation for G(η), and use context to differentiate the setting.
Definition 5.11. Let λ : X → [0,∞) be a bounded, lower semicontinuous function.
For all η ∈ [0, 1], let B(η) as in the definition of a λ-decomposition. Define
G(η) :=
{
(x, n) |
1
k
k−1∑
i=0
λ(f ix) ≥ η for all 1 ≤ k ≤ n
}
to be the collection of good orbit segments. We define the one-sided λ-decomposition
(with prefixes) as follows: given (x, n), take the largest k ≤ n such that (x, k) ∈
B(η). Then (x, k) ∈ P, and (fkx, n− k) ∈ G(η).
Remark 5.12. A one-sided λ-decomposition with suffixes is obtained in the fol-
lowing manner. Given (x, n), take the largest k ≤ n so that (fn−kx, k) ∈ B(η) to
be the suffix, and then (x, n − k) will be in a “reversed” G(η) from above, where
every terminal subsegment has average at least η. In this section, we will work in
the setting with prefixes, as all proofs are analogous.
Observe that one-sided λ-decompositions enjoy the same nice properties as λ.
In particular, they lift naturally to products.
Proposition 5.13. Let G(η) be the set of good orbit segments for a one-sided
λ-decomposition and let G˜(η) be the set of good orbit segments for a one-sided λ˜-
decomposition with λ˜(x, y) = λ(x)λ(y). Then
G˜(η) ⊂ G
(
η
‖λ‖
)
× G
(
η
‖λ‖
)
.
Proof. The proof is the exact same as the written computation in Proposition
5.5. 
Corollary 5.14. If G(η) has specification for all η > 0 and ϕ has the Bowen
property on G(η) for all η > 0, then G˜(η) has specification for all η > 0, and
Φ(x, y) = ϕ(x) + ϕ(y) has the Bowen property on G˜(η).
Note that the pressure estimates discussed earlier in the paper hold as well,
because P = B(η), the definition of which does not change in the setting of one-
sided λ-decompositions. Furthermore, P⊥exp(ϕ) is independent of the decomposition,
and so lifts to the product as well. Therefore, we have the following theorem.
Theorem 5.15. Let X be a compact metric space, f : X → X a homeomorphism,
and ϕ : X → R a continuous potential. Suppose P⊥exp(ϕ) < P (ϕ) and λ is a
bounded, non-negative, lower semicontinuous function such that the corresponding
λ-decomposition satisfies:
(1) G(η) has specification at all scales for all sufficiently small η > 0;
(2) ϕ has the Bowen property on G(η) for all sufficiently small η > 0;
and the product system has the following properties:
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(1) P (
⋂
n∈Z f
nλ−1(0)×X ∪X × fnλ−1(0)) < 2P (ϕ);
(2) The entropy map is upper semicontinuous.
Then the unique equilibrium state for (X, f, ϕ) has the K-property.
Remark 5.16. One-sided λ-decompositions can be formulated for flows in the ob-
vious way. Then, the analogue of this theorem holds for flows. In other words,
Theorem A holds for one-sided λ-decompositions. We omit further discussion, as
no new technical difficulties arise.
6. Applications
The weaker version of this result has already been applied in some settings. In
[5], it was used to show the K-property for some potentials for the geodesic flow
on rank 1 compact manifolds with non-positive curvature. Additionally, in [6],
it was used to establish the K-property in the same setting except for manifolds
with no focal points. However, there are other settings in which this result can
be applied. For instance, work of Climenhaga, Fisher, and Thompson on Man˜e´
diffeomorphisms [8] uses a decomposition similar to one-sided λ-decompositions,
and work of Wang on equilibrium states for the Katok map [30] also uses the setup
of λ-decompositions. In what follows, we will show how this work can be applied
in these settings as well to obtain the K-property.
6.1. Katok Map. The Katok map, introduced in [17], is an example of a C∞,
non-uniformly hyperbolic diffeomorphism on T2, which is created by a slow-down
of a uniformly hyperbolic system in a small neighborhood of a fixed point. We make
use of the λ-decomposition formalism for the Katok map introduced in [30], which
take λ to be the indicator function of the complement of this neighborhood. Shahidi
and Zelerowicz [28] have already shown that a wide class of equilibrium states of the
Katok map are Bernoulli, and thus K, so we mention the application only briefly,
as a different method for achieving the K-property, and as an indication for the
strength of this result as it applies to perturbations of potentials. We refer to [30]
for the precise definitions and many results about the Katok map.
The Katok map has specification and is expansive, so its Cartesian product
(X ×X, f × f) is as well. Therefore, by Corollary 4.11,
h(B˜∞) < h(X ×X) = 2h(X)
where B˜∞ is obtained from the λ-decomposition in [30]. Consequently, by Proposi-
tion 4.7, this pressure gap holds for all potentials sufficiently close to constant, and
so, for any such potential which has the Bowen property on this decomposition,
the unique equilibrium state has the K-property. Using [30, Proposition 6.3], this
applies to all Ho¨lder continuous potentials sufficiently close to constant.
6.2. Man˜e´ Diffeomorphisms. We show that our work applies to the class of
Man˜e´ diffeomorphisms, proving Theorem C. These are partially hyperbolic, ro-
bustly transitive diffeomorphisms originally constructed in [21] on T3, although the
construction applies for d ≥ 3 as well. In [4], the authors showed intrinsic ergodicity
in this setting through constructing the measure of maximal entropy. In [8], the
authors obtain uniqueness of equilibrium states for a class of Ho¨lder potentials and
suitable C1 perturbations of these diffeomorphisms using the decomposition theory
developed in [11]. We will use these results in combination with the results estab-
lished in this paper to establish the K-property for a class of Man˜e´ diffeomorphisms
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sufficiently C0-close to Anosov and Ho¨lder potentials sufficiently close to constant.
In [4], they obtain the Bernoulli property for the measures of maximal entropy, but
to the best of the author’s knowledge, this is a new result for the other equilibrium
states.
6.2.1. Formulating as a one-sided λ-decomposition. We briefly describe the setting
for Man˜e´’s construction, and refer to [21] and [8] for more details. We note as well
that the construction in [8] differs slightly from both [21] and [4], as it has a one-
dimensional unstable manifold, rather than a one-dimensional stable. However, we
expect that the techniques used in either paper can be applied in both settings.
Fix d ≥ 3, and let A ∈ SL(d,Z) be such that all of its eigenvalues are simple,
positive, and irrational, and exactly one lies outside the unit circle. Let X = Td and
set fA : X → X to be the hyperbolic automorphism induced by A. Then (X, fA)
has a unique measure of maximal entropy, which is Lebesgue measure. Man˜e´’s
construction is as follows. Let 3ǫ be an expansivity constant for fA, and consider
ρ ∈ (0, 3ǫ). The Man˜e´ diffeomorphism fM is a C
0 perturbation of fA inside B(p, ρ),
where p is a fixed point of fA. We briefly highlight some of the main features of
fM used in the decomposition arguments
• fM |X\B(p,ρ) = fA|X\B(p,ρ)
• Outside of B(p, ρ2 ), the center direction E
c experiences contraction by θs <
1, the second largest eigenvalue of fA
• In B(p, ρ2 ), there is a maximum amount of expansion θ > 1 which can occur
in the central direction, and θ can be made arbitrarily close to 1.
The decomposition considered in [8] is given by taking (x, n) to be a bad orbit
segment if 1
n
∑n−1
i=0 χX\B(p,ρ)(f
i
Mx) < η. However, χX\B(p,ρ) is upper semicontinu-
ous, not lower semicontinuous, which is required for a λ-decomposition. Instead, we
define λ = χ
X\B(p,.9ρ), and consider the corresponding one-sided λ-decomposition
with prefixes. This does not substantively affect the arguments in [8], as we will
outline. In particular, it just means that for (x, n) ∈ G(η), there is good behavior
for y ∈ Bn(x, .45ρ) as opposed to for y ∈ Bn(x, ρ/2). The impact of this on the
arguments in [8] is to change the constant ρ2 to .4ρ in [8, Lemma 5.3], which in
turn shrinks the scale that the Bowen property is shown at by the corresponding
amount. However, specification is shown at all scales, so this causes no problems.
Therefore, we have that G(η) has specification for all η > 0 and any Ho¨lder contin-
uous potential ϕ has the Bowen property on G(η) for all η > 0. Furthermore, B(η)
is strictly contained in the set of bad orbit segments from [8], and so the pressure
estimate conditions still hold. These arguments hold for small C1 perturbations of
fM just as in [8].
6.2.2. Pressure estimate. In order to apply Theorem 5.15, by the above discussion,
all that we need to check is that the pressure gap holds in the product space. We
will make use of Theorem 4.8, and show that the measure of λ−1(0) = B(x, .9ρ) is
less than 12 . For this, we will appeal to the following result of [4].
Proposition 6.1 ([4, Theorem 1.5]). Let f : X → X be an expansive homeomor-
phism of a compact metric space with specification, and let µ be the unique measure
of maximal entropy. Let g : X → X be a continuous extension via π : X → X that
is continuous and surjective (i.e., f ◦ π = π ◦ g). Then, if
(1) h(π−1(π(x)); g) = 0 for all x ∈ X
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(2) µ({π(x) | π−1(π(x)) = {x}}) = 1.
Then (X, g) has a unique measure of maximal entropy, ν, and π∗ν = µ.
This is applied to Man˜e´ diffeomorphisms in [4]. We will restate the arguments
using results from [8], and show that they apply to C1 perturbations of fM as well.
Although possible, we will not treat the second condition, as it is only used to show
uniqueness of ν, which we already have in our setting.
The Anosov Shadowing Theorem, a proof of which can be found in [24, The-
orem 1.2.3] says that given any g : X → X sufficiently C0-close to fA, we can
define a semiconjugacy π : X → X by sending x ∈ X to the point y such
that d(gnx, fny) < δ for some δ depending on dC0(fA, g), and bounded above
by the expansivity constant for fA, 3ǫ. To check the first condition, observe that
if z1, z2 ∈ π
−1(π(x)), then by definition of π, d(gnzi, f
n
Aπ(x)) ≤ δ. Consequently,
Γ2δ(x) ⊃ π
−1(π(x)). Now, [8, Lemma 5.8] shows that g is entropy expansive at
scale 6ǫ, and since 2δ < 6ǫ, we have that h(π−1(π(x)); g) = 0 for all x ∈ X .
We will now use this result to show that ν(λ−1(0)) < 12 , where λ
−1(0) = B(p, 2ρ).
As π∗ν = µ, we see
ν(λ−1(0)) ≤ ν(π−1(π(λ−1(0)))) = µ(π(λ−1(0))) ≤ µ(B(p, 2ρ+ δ)),
where the last inequality comes from the fact that d(x, π(x)) ≤ δ. As ρ and δ can
both be made arbitrarily close to 0 based on dC0(g, fA), and since µ is Lebesgue
measure, we see that for all Man˜e´ diffeomorphisms and perturbations thereof suf-
ficiently C0-close to fA, there is a pressure gap in the product by Theorem 4.8.
Thus, by Proposition 4.7, for all Ho¨lder continuous potentials sufficiently close to
constant, the pressure gap holds as well, and so the unique equilibrium state is K.
In particular, it includes scalar multiples of the geometric potential tϕu, for t close
to 0. We expect that the construction of Man˜e´ diffeomorphisms can be carried out
so that ϕu is arbitrarily close to constant without increasing d(fA, fM ). In this
case, the SRB measure is K. We leave this as a heuristic claim, as adding the
details to verify this rigorously is beyond the scope of this paper.
Acknowledgments. I would like to thank Dan Thompson for first suggesting this
problem, and his guidance throughout this process
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