Fair access of the shared wireless medium among different contending stations is a very important issue, especially when Quality of Service needs to be provided. In CSMA/CA-based IEEE 802.11 protocol, Carrier Sensing (CS), Collision Avoidance (CA), and Contention Resolution (CR), the three main components, affect its fairness. While the influences of CA and CR on the fairness have been emphasized in the literature, to the best of our knowledge there is no research-work taking into account CS's influence. In this paper, we focus on the CS part to improve the fairness. In the current IEEE 802.11 standards, whenever a node detects a Sensing Range (SR) frame on the medium, it defers the transmission by a fixed duration. We show that this duration is sometimes smaller and sometimes larger than the desired period by which the transmission should be deferred, and it is the main cause of the unfairness in some cases. We propose an enhanced carrier sensing (ECS) scheme, which distinguishes among the SR frames based on their lengths and defers the transmission accordingly. Simulation results show that the ECS improves the fairness substantially.
Introduction
IEEE 802.11 [1] is the de facto industry standard for Wireless LANs. Though IEEE 802.11 defines two MAC protocols, i.e., Point Coordination Function (PCF) and Distributed Coordination Function (DCF), only DCF is popular. DCF is a CSMA/CA based protocol, which has three components: Carrier Sensing (CS), Collision Avoidance (CA), and Contention Resolution (CR).
Since CS, CA, and CR all work in a distributed manner without having precise information of the medium, they result in unfairness in IEEE 802.11. While there has been some research-work [2] [3] [4] [5] on improving fairness by modifying CA or CR mechanism, to the best of our knowledge there is no research-work focusing on CS to improve fairness. In this paper we enhance the CS mechanism, which improve the fairness drastically.
While considering Carrier Sensing (CS), the most important characteristic to be taken note of is the attenuation of the transmission power over the distance traversed by the signal. Based on the attenuation, two ranges are defined: the transmission range (TR) and the sensing range (SR). Normally, the SR range is much greater than the TR range [6] . Correspondingly, we call a frame detected by a node within TR as the TR frame, and a frame detected by a node out of TR but within SR as the SR frame. If there is no collision or any other error, a node can receive a TR frame correctly. On the other hand, an SR frame can be detected by the carrier sensing but it cannot be received correctly, and therefore it will be treated as an error. If capture is not allowed, a collision occurs whenever there are multiple frames (which may be a mixture of TR and SR frames) around a receiving node and all the frames will be destroyed. On the contrary, if capture is allowed, one of the multiple frames may be captured (i.e., received correctly). In this work, we assume that the capture is allowed.
In the current IEEE 802.11 standards, whenever a node detects a Sensing Range (SR) frame on the medium, it defers the transmission by a fixed duration indicated by the Extended Inter Frame Space (EIFS) constant. We show that in some situations, the EIFS value proves to be too large. On the other hand, there are some situations where the EIFS value is too small.
Respectively, we refer to these two cases as (i) large-EIFS problem, and (ii) small-EIFS problem.
In Section 2, these two problems are illustrated with the help of simple examples, and the simulation results show that they lead to immense unfairness. In order to improve fairness, an enhanced carrier sensing (ECS) mechanism (in which the EIFS value is made variable), is proposed in Section 3. The performance of ECS is studied in Section 4, and the paper is concluded in Section 5.
Unfairness in IEEE 802.11
Before we discuss the large-and small-EIFS problems, let us first describe the simulation environment. NS-2 with CMU wireless extensions [7] is used for the simulations. For each single-hop flow, a Constant Bit Rate (CBR) traffic generates 200 packets per second. Each packet is 1000 byte long, resulting in a traffic source rate of 1.6 Mbps. The maximum throughput using a raw bandwidth of 2 Mbps is about 1.4 Mbps due to the overhead of IEEE 802.11. AODV is used as the routing protocol. Mobility and transmission errors are not explicitly considered in the simulation. The sensing range (SR) is 550 meters whereas the transmission range (TR) is 250 meters.
Large-EIFS Problem
To explain the large-EIFS problem, scenario shown in Figure 1 is used, where the distance between two neighboring nodes is 200 meters. There are two single-hop flows, and we expect them to share the bandwidth equally, i.e., each flow should have a throughput of about 0.7 Mbps.
However, from the results in Figure 2 , we find that the flow from B to C gets about 1.15 Mbps whereas the flow from A to B gets only about 0.25 Mbps, which shows how much unfair the IEEE 802.11 is in this simple scenario. Before we explain that this unfairness is caused by the large-EIFS problem, we need to discuss some basic techniques used in the IEEE 802.11. IEEE 802.11 defines a four-way handshaking technique, where a sequence of Request To Send (RTS), Clear To Send (CTS), Data, and Acknowledgement (ACK) frames, is transmitted whenever the length of the data frame is more than a threshold known as the RTSThreshold. For the convenience, we call the exchange of RTS/CTS/Data/ACK frames as a frame exchange sequence (FES). FES(A, B) represents an FES between nodes A and B, initiated by the node A.
In addition to four-way handshake, IEEE 802.11 also defines how a node should defer its transmission while an FES between two other nodes is in progress. Figure 3 (a) demonstrates the process how node C defers its transmission while FES(A, B) is in progress. First, node A sends an RTS to B. Since node C is within the SR of node A, it gets an SR frame, and after the completion of this frame it defers its transmission with EIFS. Then, node B sends a CTS to node A. Since node C is within the TR of node B, it gets a TR frame and updates the Network Allocation Vector (NAV) with the duration contained in the CTS frame whose value is equal to SIFS + TxtTime (Data) + SIFS + TxtTime (ACK). After this, node A sends the Data frame to node B. After the completion of this Data frame, node C defers its transmission with EIFS. At last, node B sends an ACK to node A. Since the duration field in the ACK frame is zero, the NAV of C will be updated to zero. At this point, all the three nodes will defer transmission by DIFS, and then begin to contend for the medium using the random back-off. In the above scenario, all the nodes get up-to-date information of the medium, avoiding collision and guaranteeing fair access. Now let us consider another scenario shown in Figure 3(b) , in which A is deferring while FES(B, C) is going on. The frame transmission sequence between nodes B and C is exactly the same as it is between nodes A and B in Figure 3(a) . Note that in Figure 3 (b) we do not indicate the EIFS based deferment at node A when it detects the SR frame corresponding to node C's CTS because the NAV value is greater than the EIFS. Since node A receives TR frames corresponding to RTS and Data transmitted by node B, node A gets the precise state information of the medium up to the point when node C sends an ACK to B. Corresponding to this ACK, since node A is in the sensing range of node C, A gets an SR frame and defers its transmission with EIFS. We can see that, after the completion of the ACK, before node A backs-off by a random period, it has to defer by EIFS duration rather than by DIFS as done by the other nodes (e.g., nodes B and C). Since EIFS is equal to SIFS + TxTime (ACK) + DIFS [1] , the deferment at node A is certainly of much longer duration than that at the other nodes. We call this large-EIFS problem because the EIFS value is larger than it should be to reflect the state of the medium. In fact, the EIFS value should be equal to DIFS in this case.
Summarizing the results of the above two cases, whenever an FES(A, B) is successfully completed, nodes A and B will start contending for the medium at about the same time. However, whenever an FES (B, C) is completed, node A will contend for the medium (EIFS-DIFS) duration later than node B does, which is clearly very unfair for A. This explains the unfairness between the two single-hop flows. However, the above arguments do not explain why the throughput between the two flows differs so much. In order to explain this, we have developed an analytical model, which is described below.
Since nodes A and B know the state of the medium before initiating an RTS, the probability of collision between two RTSs is very small and the contention window (CW) is very unlikely to be greater than CW min (i.e., 31). Neglecting the collision probability, the system can be modeled as a two-state Markov chain, which is illustrated in Figure 4 To compute Pr(S(A, B) | S(B, C)), we notice from Figure 3 (b) that after the completion of FES(B,C), node B first defers by DIFS and then generates a new random back-off timer. On the other hand, since node A suffers from the large-EIFS problem, it will first defer by EIFS rather than by DIFS and then resume to count down the frozen back-off timer. If the frozen back-off timer at node A is detonated by J while the newly generated back-off timer at node B is K, then the only condition under which node A will get access to the medium after the completion of FES (B, C) is that, the K is larger than (EIFS-DIFS) and the J is smaller than (K -(EIFS-DIFS)). Since the back-off timer is integral multiple of slot-time (i.e., 20 µs in the DSSS [1] ), the (EIFS-DIFS), which is equal to 314 µs, should be rounded off to 16 slots. Therefore,
where K observes the uniform distribution over the range [0, 31], but it is not trivial to get the distribution of J. If we denote the random back-off timers generated in the previous round at nodes A and B as X and Y respectively, then J is equal to (X-Y) and the distribution can be derived as follows:
Using the conditional probability, the equation (1) 
Since J and K are independent to each other, the transition probability is,
This shows that once an FES(B, C) is completed, the probability that node A gets control of the medium is very small (i.e., 0.176), exhibiting the unfairness caused by the large-EIFS problem at node A. Similarly, the value of Pr(S(B, C) | S(A, B)) can be derived, which is equal to 0.656. Once we have obtained the transition probabilities, it is easy to get the state probabilities:
We notice that the analytical results are quite close to the simulation results, and thus verify our simulation results.
Small-EIFS Problem
To explain the small-EIFS problem, scenario of Figure 5 smaller than the transmission time of the Data frame, after deferring for the EIFS duration, node D starts to contend for the medium, and may send out a frame (e.g., an RTS) even though node A is still transmitting the Data frame to B. Since the frame sent by node D arrives at node C later than node A's Data frame, it will definitely be dropped by node C. We call this small-EIFS problem because the EIFS value is smaller than it should be to reflect the state of the medium. In fact, in this situation, the EIFS value should be large enough to allow for the complete transmission of node A's Data frame. Now let us explain why the small-EIFS problem leads to unfairness. As we have discussed above, when node A is transmitting its Data frame, node D may initiate a frame (e.g., an RTS), which will definitely be dropped. Since the transmission time of the Data frame is very large compared to the back-off duration at D, node D will attempt to send out the frame several times during the node A's Data frame transmission. Every time D's frame is dropped, its Contention Window (CW) increases, leading to a large CW. On the other hand, node A's Data frame can be captured by node B, and thus does not increase its CW. Clearly, this is unfair for node D. To see why the flow from node D to C starves, one has to look for the condition under which node D will get access to the medium. If node A starts a frame exchange sequence (FES), we have seen that, then A gets control of the medium till the FES is completed. The only condition under which node D can transmit a frame successfully is that node D sends out this frame in-between node B sends back the ACK and node A initiates another RTS. However, this is very unlikely, since node D also suffers from the large-EIFS problem after it has received an SR frame corresponding to node B's ACK. In fact, from the simulation trace, we find that the AODV at node D cannot even successfully transmit the route request packet and thus cannot find a route to node C. Therefore, the flow from node D to C starves if the flow from node A to B starts first, which is the case in our simulation. However, if we start the flow from node D to C first, exactly opposite results will be obtained, i.e., node A will starve.
Enhanced Carrier Sensing (ECS)
EIFS based deferment is designed to allow the next frame in an FES to pass through. Since the next frame can be of any type (i.e., CTS, Data, or ACK), the transmission time of this frame may differ substantially. However, the IEEE 802.11 does not distinguish among different SR frames and uses the same constant EIFS value in all the cases, which results in large-and small-EIFS problems. In the light of this discussion, we make two proposals as follows:
1. Whenever a node detects an SR frame, it should try to identify the type of that frame.
2. EIFS value should be directly linked to the type of SR frame detected.
Since our CS mechanism tries to distinguish among the SR frames rather than just sensing their presence, we call it Enhanced Carrier Sensing (ECS). Obviously, the ECS exploits the feature of the wireless medium that the sensing range is larger than the transmission range.
Distinguishing among SR Frames
Basically, there are two methods in which we can distinguish among different type of SR frames. The first method is to use the recent history of frames observed on the medium to decide the type of the current SR frame as the frames are transmitted in a specific sequence. However, this method is very complex and the recent history may not provide very precise information as there may be multiple FESs in progress at any given time. The second method is to get the information from the frame itself. However, it is not so simple as the node cannot interpret the contents of an SR frame. We propose that the various type of frames should have different lengths, and based on the length of an SR frame observed on the medium, the type of the frame is identified.
We first need to differentiate the lengths of different type of frames. In IEEE 802.11 [1] , the lengths corresponding to the control frames are as follows, RTS: 20 bytes, CTS: 14 bytes, ACK: 14 bytes. On the other hand, the header of a Data frame is 34 bytes, implying that the length of a Data frame must be greater than 34 bytes. In order to distinguish between CTS and ACK, CTS should be increased by a few bytes. The reason why we increase the size of CTS rather than ACK is that the extra bytes in the CTS may be used by the receiver to add some receiver status information, which may be useful to the sender before it sends out the Data frame. What is an appropriate number of bytes that should be added to the CTS depends upon the trade-off between the sensitivity of the physical layer and the additional overhead introduced due to these bytes. In our implementation, we change the length of the CTS to 17 bytes.
When a node gets an SR frame, to identify the type of the frame, the node only needs to detect the length of the frame. This can be achieved with the help of the clear channel assessment (CCA) mechanism [1] . Moreover, even in the situation that the transmission rate is variable and that the length of Data frame is very small, the type of an SR frame can also be identified by making the transmission time of different type of frames at different rates unique.
EIFS Values in ECS
Based on the type of the frame observed on the medium, an EIFS value should be chosen accordingly. The basic rule for deciding the EIFS value is that it should be large enough to allow the complete transmission of the next frame in the sequence. Based on this rule, five different values of EIFS are defined in Figure 6 . For an RTS type SR frame, the EIFS value is equal to SIFS + TxTime(CTS). When a node detects a CTS type SR frame, since the next frame in the sequence is a Data frame whose length may be variable and cannot be detected from the CTS type SR frame, we simply set the EIFS according to the maximum length allowed for the Data frames, i.e. Max-Data-Length. For a Data type SR frame, the EIFS value is set to SIFS + TxTime(ACK). Lastly, for an ACK type SR frame, since this is the last frame in the sequence, the EIFS value is set to DIFS.
In the above discussion, for convenience of description we have ignored two complex problems. The first problem occurs as follows. Due to the mobility and dynamic propagation characteristics (e.g., fading), when an SR frame is detected by a node, it may only be a part of a frame rather than being a complete frame. We call this partial-frame problem. In such a situation, we may not identify the type of the frame or may misunderstand the type of the frame. Another type of problem may occur as follows. Due to the spatial reuse of the bandwidth in the multi-hop networks, multiple frames may be there around a node at any given instant, resulting in a collision. As a result, the SR frame that a node detects may be an overlapped of several frames rather than a single frame. We call this overlapping-frames problem. In fact, it is very difficult for an MAC protocol to fully take care of these two problems. Therefore, whenever any of these two problems occur, we use the same value of EIFS as defined in the standard [1] . This is indicated by the last line in Figure 6 .
Simulation Results
In the performance evaluation of our Enhanced CS (ECS), the same simulation parameters are used as described in Section 2.
Scenario-1:
This scenario exhibited in Figure 1 has been used to demonstrate the large-EIFS problem. The simulation results under the ECS are presented in Figure 7 . The two flows share the bandwidth equally, i.e., each has average throughput of about 0.7 Mbps, and thus we conclude that the large-EIFS problem has been eliminated up to a great extent.
Scenario-2:
This scenario ( Figure 5) has been used to demonstrate the small-EIFS problem.
The simulation results under the ECS are presented in Figure 8 . In comparison to the results under the IEEE 802.11 where one flow is starved and the other flow gets the entire bandwidth, the average throughput of the two flows under the ECS is about the same. It is clear that the small-EIFS problem is solved by our ECS. Table 1 presents several other scenarios and their corresponding average throughputs. We notice that the ECS improves the fairness in most of the cases. For the scenario-3, the ECS's performance is almost the same as that of IEEE 802.11 since there is no small-or large-EIFS problem in this case. For the scenario-4, though the average throughput is almost the same, the ECS dose not exhibit the short-term unfairness as exhibited in the case of IEEE 802.11. The same is also true for scenario-5. In scenario-6, there are three single-hop flows. Under IEEE 802.11, there is large variation among the average throughputs of the three flows. However, under the ECS, the bandwidth is more evenly distributed. In scenario-7, which also has three single-hop flows, one of the flows (i.e., flow from node A to B) is completely starved under the IEEE 802.11. On the other hand, under ECS, this flow gets about 0.25 Mbps, which is a substantial improvement. We notice that under this scenario, even the ECS does not distribute the bandwidth fairly among the flows. Thorough analysis shows that the unfairness is due to the deficiency of Binary Exponential Back-off mechanism adopted in IEEE 802.11.
Scenarios 3 to 7:
Grid Topology: Figure 9 shows the grid topology with 25 nodes. The distance between any two neighboring nodes is 200 meters. In the topology, there are five rows and each row has 4 single-hop flows, resulting in 20 flows. In this topology, if AODV is used, the route discovery process is difficult to be successful due to the unfairness discussed in Section 2. Therefore, the majority of the flows will starve while others will get the full bandwidth of the medium. In order to isolate the effects of routing mechanism and thus show the advantage of ECS clearly, we use static routing in this topology. The average throughputs under IEEE 802.11 and ECS are presented in Table 2 and Table 3 , respectively. Under IEEE 802.11, five flows are completely starved. On the contrary, under ECS, only one flow is starved. Table 4 presents the aggregate throughput and the standard deviation among the average throughputs of the flows. It is easy to see that, under ECS, the aggregate throughput improves while the standard deviation decreases (implying better fairness). This again shows the efficacy of our ECS. However, in the above complex topology, we notice that, even the ECS does not distribute the bandwidth very fairly among the flows. In fact, without deploying a scheduling algorithm (e.g., the one discussed in [8]) on the top of the MAC layer, it is very difficult for the MAC protocol itself to achieve the fairness among all the flows in a multi-hop scenario.
We also conducted the simulation for several more complex scenarios (e.g., chain and double-ring topologies). It is found that the ECS greatly improves the fairness (also throughput in some scenarios) in these complex scenarios. However, due to the space limitation, we do not present the results here.
Conclusions
In this paper we have focused on the carrier sensing part to improve the fairness of IEEE 802.11. In the IEEE 802.11, whenever a node detects a sensing range frame, it will defer its transmission by a fixed value (represented by EIFS). Due to this fixed EIFS value, we show that two problems arise: small-EIFS problem and large-EIFS problem, which lead to considerable unfairness. We enhance the capabilities of the carrier sensing scheme by proposing that the lengths of the frames be made different. Based on the length of a sensing range frame observed on the medium, the type of the frame can be detected, and the node defers the transmission for a duration accordingly, rather than by the fixed duration. This eliminates the small-and large-EIFS problems to a great extent, and thus fairness improves drastically as shown by the simulation results.
Further improvement in the fairness is possible by refining the Contention Resolution technique and integrating that with our enhanced carrier sensing scheme. 
