Abstract. In this paper we consider the Procrustes problem on the manifold of orthogonal Stiefel matrices. Given matrices A 2 R m k , B 2 R m p , m p k, we seek the minimum of kA?BQk 2 for all matrices Q 2 R p k , Q T Q = I k k . We introduce a class of relaxation methods for generating minimizing sequences and o er a geometric interpretation of these methods. Results of numerical experiments illustrating the convergence of the methods are given.
Introduction
We begin by de ning the set OSt(p; k) of orthogonal Stiefel matrices:
OSt(p; k) = fQ 2 R p k ; Q T Q = I k k g Due to the fact that the last m ? p rows of S are zeros we will simplify (1.3) by introducing new notations. We denote = diag( 1 ; : : : ; p ) and assume from now on that the problem does not reduce to a lower dimensional one, or in other words that all 1 p > 0. We de ne A 2 R p k to be a matrix composed of the rst p rows ofÃ. Consequently the Procrustes minimization on the set of orthogonal Stiefel matrices is :
For given A 2 R p k and diagonal 2 R p p minimize P A; ](Q) = kA ? Qk 2 (1.4) for all Q 2 OSt(p; k). 1 The original formulations of the Procrustes problem can be found in 2], 3]. We may write (1.4) explicitly as P A; ](Q) = trace(Q T 2 Q) ? 2 trace(Q T A) + kAk 2 (1.5) The Procrustes problem has been solved analytically in the orthogonal case when p = k and OSt(p; k) = O(p), see 11] . In this case Q 2 O(p) and we have P A; ](Q) = kAk 2 + k k 2 ? 2 trace(Q T A) (1.6) Provided that the singular value decomposition of A is A = P?R T the minimizer in (1.6) is then Q = PR T :
(1.7)
The functional P A; ] in (1.5) is a sum of two functionals in Q : the quadratic functional trace(Q T 2 Q) and the linear functional ?2trace(Q T A). It is well known how to minimize each of the functionals separately. The minimum value of the quadratic functional is equal to the sum of squares of the k smallest diagonal entries of . This result is due to Ky Fan 12] . The linear functional is minimized when trace(Q T A) is maximized. consists of the entries on the intersections of the m-th and n-th rows and columns of Q: A plane rotation by an angle in the (k; l)-plane in R p ,p 2 is represented by
A plane re ection R k;l ( ) in the (k; l)-plane is de ned similarily by means of R( ). The Stiefel manifold OSt(p; k) is the admissible set for the minimizer of the functional P in (1.4) . This manifold however is not a vector space which poses severe restrictions on how the succesive approximations can be obtained from the previous ones. Additive corrections are not admissible, but the Stiefel manifold is closed with respect to left multiplication by an orthogonal matrix R 2 O(p). Thus RQ, where Q 2 OSt(p; k), is an admissible approximation. Consequently, we restrict our considerations to a class of minimization methods which construct the approximationsQ to the minimizer Q by the rulê Q = RQ ; (3.1) where Q andQ denote respectively the current and the next approximations to the minimizer. In what follows we will consider only relaxation minimization methods which seek for the minimizer of the functional P, according to (3.1) with R = R N R 1 (3.2) where N M and M is the dimension of the manifold OSt(p; k). Each R i 2 O(p), i = 1; 2; : : : ; N depends on a single parameter whose value results from a scalar minimization problem. We will refer to the left multiplication by R in (3.1) as to a sweep. Our relaxation method consists of repeated applications of sweeps which produce a minimizing sequence for the problem (1.4).
We will choose matrices R i to be orthogonally similar to a plane rotation or re ection. Di erent choices of similarities will lead to di erent relaxation methods. The relaxation method de ned by (3.7) will be refered to as a right-sided relaxation method or RSRM. Our objective is to propose a geometric interpretation of the LSRM and describe its numerical implementation based on the geometric aspects of the method. We will compare our left-sided relaxation method with an existing method for the the Procrustes problem for orthogonal Stiefel matrices due to H. where G( ) is a plane rotation (the case of re ection is similar and can be treated in a completely analogous way The minimization problem of the type (4.10) will be called a planar Procrustes problem. Such problem has to be solved on each step of our relaxation method and is geometrically equivalent to projecting C onto an ellipse. In the next section we consider two di erent iterative methods for nding the projection. Both of these geometrically based method provide excellent initial approximations to the solution end means for error control. in R 2 we want to nd a point S 2 E, S = Zq = (z 1 cos ; z 2 sin ) T which is a projection of C onto E.
This can be achieved in a variety of ways. We describe the classical projection of a point onto an ellipse due to Appolonius and a method of iterated re ections based on the re ection property of the ellipse. For any speci c numerical values of the coe cients this equation can be easily solved symbolically. A simpler, purely numerical alternative is to solve the system (5.1) , (5.2) using Newton's method. Another alternative is to reduce the system to a scalar trigonometric equation.
Assume that C = (c 1 ; c 2 ) T is in the rst quadrant and that C = 2 E. Let S be the projection of C onto E. Then setting (x 1 ; x 2 ) = (z 1 cos ; z 2 sin ) in (??) and next substituting t = tan leads to the equation g(t) = 0 in t, where g(t) = c 1 z 1 t ? ( we have g(t 0 ) > 0. Thus, Newton method starting from the initial approximation t 0 will generate a decreasing, convergent sequence of approximations to the root of g(t) = 0. E has the re ection properties and Appolonius normal.
The re ection properties of the ellipse do not extend to the eccentric Stiefel manifold and in particular not even to ellipsoids in R p . The construction of an Appolonius normal to the ellipse based on the orthogonality of the ellipse and an associated hyperbola which results in a scalar equation (5.4) is also particular to the planar problem. As a result in the case p > k > 1 our relaxation step, which amounts to solving a planar Procrustes problem, cannot be directly generalized to a higher dimensional problem.
A point not belonging to E has either a unique projection onto E or a nite number of projections. 
Geometric Interpretation of Left and Right Relaxation Methods
Since the notion of the standard ellipsoid OSt ](p; 1) in R p is very intuitive we will now interpret the minimization problem (1.11) treating matrices in R p k as k-tuples of vectors in R p . Let A = (a 1 ; a 2 ; : : : ; a k ) be a given k-tuple of vectors in R p . Let Q = (q 1 ; q 2 ; : : : ; q k ) 2 OSt(p; k) be the current approximation to the minimizer. Clearly the points q i all belong to the ellipsoid OSt ](p; 1). Thus the minimization of P A; ](Q) can be interpreted as nding points q i on the ellipsoid, where q i are orthonormal vectors, that best match, as measured by P A; ](Q), the given vectors a i in R p .
The relaxation method described in Section 3 can be interpreted as follows. Pick an orthonormal basis in R p . In the next sweep rotate the current set of vectors q i as a frame, in planes spanned by all pairs of the vectors from the current basis.
In the left-sided relaxation method the basis is the cannonical basis and is the same for all sweeps. All relaxation steps are exactly the same, and all amount to solving a planar Procrustes problem.
In the right-sided relaxation method the basis consists of two subsets and changes from sweep to sweep. The rst subset of the basis consists of the columns of the current approximation Q and the second subset consists of the columns of the orthogonal complement Q ? of Q.
Working only with the columns of Q is equivalent to the so-called balanced Procrustes problem studied by Park 14] That is, the unbalanced subproblem is to nd a vector on the ellipsoid in the plane spanned by q r and q s closest to the given vector a r . As the intersection of this plane and the ellipsoid is an ellipse, the unbalanced subproblem can be expressed as a planar Procrustes problem (4.10) and any of the algorithms discussed in Section 5 can be used to solve this unbalanced problem.
Other choices of bases may be possible but the choices leading to the left and the right sided-relaxation methods seem to be the most natural.
Numerical experiments
In this section we present numerical experiments illustrating the behavior of the left and the right relaxation methods discussed in Section 3. We will start by summarizing the left and the right relaxation methods given below in pseudocode.
Given A 2 R p k , A = (a 1 ; :::; a k ), and = diag( 1 ; :::; p ) both algorithms construct of sequences of Stiefel matrices approximating the minimizer of (1.4).
Algorithm LSRM: This can be achieved by rst computing the QR decomposition followed by a 2 2 SVD problem. After the SVD is calculated, a projection on an ellipse has to be determined. The cost of a sweep is approximately O(kp 2 ) oating point operations.
A sweep in the RSRM method consists of k(k + 1)=2 computations of p 2 SVD problems. In adition, there are k(p?k) planar Procrustes problems, each requiring computation of the SVD of a p 2 matrix followed by computation of a projection on an ellipse. Thus the cost of a sweep is again approximately O(kp 2 ) oating point operations.
Surely, the precise cost of a sweep will depend on the number of iterations needed for obtaining satisfactory projections on the resulting ellipses. For each projection, this will depend on the location of the point being projected as well as the shape of the ellipse. Computation of the projection will be most costly when the ellipse is at.
As can be seen, sweeps in the two methods may have di erent costs. However, the number of sweeps performend by each of the methods will give some bases for comparing the convergence behavior of the two methods.
We begin by illustrating the behavior of the LSRM method for nding Q in the Procrustes problem with p = 4; k = 2, = diag (10 Table 1 . Matrices Q in a minimizing sequence generated by LSRM.
We will now present comparative numerical results for the LSRM and RSMR methods.
Recall that the functional P is a sum of a linear and a quadratic term. We will consider classes of examples when the functional can be approximated by its linear or the quadratic term.
In the rst class of examples the linear term dominates the quadratic term or in other words when jjAjj >> jj jj. We deal here with a perturbed linear functional. The minimum of the functional P can be approximated by the sum of singular values of T A.
The second class of examples consists of cases when the quadratic term dominates the linear term, that is when jjAjj << jj jj. We deal here with a perturbed quadratic functional. Then the minimum value of the functional P can be approximated by the sum of the k smallest singular values of .
The third class of examples consists of cases when the functional is genuinely quadratic, that is when A Q for some Q 2 OSt(p; k). The minimum of the functional is then close to zero.
In each class of examples we pick two di erent matrices : one corresponding to the ellipsoid being almost a sphere, that is when I, the other corresponding to the ellipsoid being very at in one or more planes, that is when 1 p is large. The algorithms were written in MATLAB 4.2 and run on an HP9000 workstation with the machine relative precision = 2:2204e ? 16 . We set Maxstep = 30 and threshold = 5 . As the initial approximation we took Q = I p k for the LSRM, and (Q; Q ? ) = I p p for the RSRM.
The planar Procrustes solver used was based on the hyperbola of Appolonius (the iterated re ections solver was giving numerically equivalent results). Some representative results are shown in Tables 2-6 Table 2 illustrates the behavior of the two methods when the ellipsoid is almost a sphere and when there exists Q such that Q = A. That is the bilinear and the linear terms are of comparable size. The experiments suggest that the LSRM requires less sweeps to obtain a satisfactory approximation to the minimizer. Table 4 illustrates the behavior of the two methods when the ellipsoid is almost a sphere but now A is chosen so kAk 10 ?2 k k. That is the quadratic term dominates the linear term. In this case the minimum of the functional can be estimated by the minimum value of the quadratic term. In Table 4 esterror denotes the di erence between the minimum value of the quadratic term and the computed value of the functional, and sweepcorr = kA ? Qk ? kA ? Q k where Q andQ are the last and penultimate approximations to the minimizer. The experiments suggest that the LSRM requires less sweeps to obtain a satisfactory approximation to the minimizer. Table 5 illustrates the behavior of the two methods when the ellipsoid is almost a sphere but now A is chosen so kAk 10 2 k k. That is the linear term dominates the quadratic terms. In this case the minimum of the functional can be estimated by the minimum value of the linear term. In Table 5 esterror denotes the di erence between the minimum value of the linear term and the computed value of the functional. The experiments suggest that the RSRM requires less sweeps to obtain a satisfactory approximation to the minimizer.
