A radically new approach to the problem, based on the theory of elliptic functions, was found by C.G.J. Jacobi in his famous Fundamenta nova [J] published in 1829. In order to state his results, introduce the following power series in q:
Then, clearly, the coefficient of q k in the power series expansion of (q) d is the number of representations of k as a sum of d squares of integers (taking into account the order of summands). Jacobi discovered the following remarkable identities, which gave a solution to the problem for d = 2, 4, 6 and 8:
(q) 2 = 1 + 4 The main objective of the present paper is to demonstrate that representation theory of affine superalgebras is a natural framework for the study of the problem of sums of squares and sums of triangular numbers. However, in order to state our main result we need only the following notions. Let V be a finite-dimensional vector space over R with a non-degenerate symmetric bilinear form (.|.). Let ∆ be a finite set of vectors in V not containing 0, called the set of roots, and let ∆ = ∆ 0 ∪∆ 1 be represented as a disjoint union of two subsets, called the sets of even and odd roots. A choice of a linear function f on V which does not vanish on ∆ defines a subset of positive roots ∆ + = {α ∈ ∆|f (α) > 0};
we let ∆ ǫ+ = ∆ ǫ ∩ ∆ + , ǫ = 0, 1. Given α ∈ V we define the exponential function e α by e α (v) = e (α|v) . We call the Weyl denominator associated to the above root data the function R = α∈∆ 0+
(1 − e −α ) α∈∆ 1+
(1 + e −α ).
Let q be an indeterminate; we call the affine denominator the infinite product
(1 − q n ) ℓ α∈∆ 0
(1 − q n e α ) α∈∆ 1
(1 + q n e α ) ,
where ℓ is the dimension of the R-span of ∆. Our main objective is to find expansions for R andR. Of course, in the case when ∆ = ∆ 0 is the set of roots of a simple finite-dimensional Lie algebra, an expansion for R (resp.R) is given by the well-known Weyl denominator identity (resp. Macdonald identity [Mac] ), see e.g., [K9] . Our main Theorems 2.1 and 4.1 extend these results to the case when ∆ is a set of roots of a finite-dimensional simple Lie superalgebra g with a non-degenerate Killing form.
The connection to sums of squares is obvious. Indeed
(1 − q n )
and if it happens that (0.5) ℓ + |∆ 0 | = |∆ 1 | =: d, then we get an expansion of (q) d , in view of Gauss' identity
Evaluating at points other than 0, one gets expansions for triangular numbers (and, more generally, m-gonal numbers).
To be more specific, let us give an example of a root system of type A(m − 1, n − 1), where m > n ≥ 1. Let V be the (m + n)-dimensional vector space over R with basis ǫ 1 , . . . , ǫ m , δ 1 , . . . , δ n and the symmetric bilinear form given by (ǫ i |ǫ i ) = −(δ j |δ j ) = 1 for all i and j and zero for any other pair. Let ∆ 0 = {ǫ i − ǫ j |1 ≤ i, j ≤ m, i = j} ∪ {δ i − δ j |1 ≤ i, j ≤ n, i = j}, ∆ 1 = {ǫ i − δ j , δ j − ǫ i |1 ≤ i ≤ m, 1 ≤ j ≤ n}, ∆ = ∆ 0 ∪ ∆ 1 . Let ∆ + = {ǫ i − ǫ j , δ i − δ j |i < j} ∪ {ǫ i − δ j |i ≤ j} ∪ {δ i − ǫ j |i < j}. Condition (0.5) holds iff m = n + 1. In this case, i.e., ∆ of type A(n, n − 1), the denominator identity is (0.6)
. Here x i = e −ǫ i , y i = e −δ i , i and j take all possible values and ǫ(w) is the sign of the permutation w ∈ S n+1 . Furthermore, the affine denominator identity reads:
(0.7)
1≤i,j≤n+1 1≤r,s≤n
ǫ(w) n+1 . Dividing both sides of (0.7) by R and taking limit as x i , y i → 1, we obtain an expansion of (q) 2n(n+1) . One of the ways to actually compute this limit is explained in the proof of Theorem 4.2, but probably there is a different way giving a better formula. Of course, for n = 1 we thus recover Jacobi's formula (0.2). Another specialization of (0.7) gives the following expansion (see Example 4.3b):
(0.8) (−q) 2n = 2 n m∈M n s∈S
where S is the set of all subsets of the set {ǫ i − ǫ j |i < j} (= set of positive roots of type A n ), ands (resp. |s|) denote the sum (resp. number) elements from s ∈ S. Formula (0.8) for n = 1 is an equivalent form of (0.1).
Even the simplest case of (0.6), when n = 1, is a truly remarkable identity. Letting u = −x 1 /y 1 , v = −x 2 /y 1 , it takes the following beautiful symmetric form:
After establishing this identity, we realized that it has been rediscovered many times in the past. It is implicitly contained in [KL] as it follows immediately by comparing characters in the super boson-fermion correspondence (which gives a combinatorial proof of (0.9)), and in [M] where it is used to rewrite the characters of N = 2 superconformal algebras in a multiplicative form. As has been pointed out in [F] and [H] , (0.9) is a special case of the Ramanujan summation formula for the bilateral basic hypergeometric function 1 Ψ 1 .
Condition (0.5) holds iff g is of type A(n, n−1), B(n, n) or D(n+1, n+1) (n = 1, 2, . . .), which gives an expansion for (q) N for N = 2n(n+1), 2n(2n+1) and 4(n+1) 2 respectively (given by Theorem 4.2; see also Examples 5.3 and 5.4). The first members of the first and the second series are Jacobi's formulas (0.2) and (0.3). The second member of the first series gives an expansion for (q) 12 , however we do not know how to derive from this expansion the famous result of J. Liouville (1860) that the number of representations of 2k, where k is odd, as a sum of 12 squares equals 264 j|k j 5 . Finally note that Jacobi's formula (0.4) is obtained by evaluating at 0 the (conjectured) denominator identity for the case g = gl(2, 2), which is a Lie superalgebra with a zero Killing form (see Conjecture 7.1).
Another very interesting case which is not covered by Theorem 4.1 is g = Q(m) (see we thus recover Legendre's formulas for sums of 4 and 8 triangular numbers (whereas formulas for 2, 4 and 6 triangular numbers are obtained by certain specializations of the affine denominator identities for A(1, 0), A(1, 0) and B(1, 1) respectively, see Section 5).
For s ≥ 2 we obtain formulas which are probably new. For example, we find that the number of representations of n as a sum of 16 triangular numbers equals
In Section 1 we recall the necessary material on a simple finite-dimensional Lie su-
. The new material here concerns the dual Coxeter number h ∨ (which is the eigenvalue of the Casimir operator associated to the suitably normalized Killing form).
As in the Lie algebra case, h ∨ plays an important role in the theory of affine superalgebras. In Section 2 we introduce the important notion of the defect of g (which is 0 in the Lie algebra case) and of a maximal isotropic set of roots. This allows us to state the denominator identity (Theorem 2.1) for the root system of g. We give a proof which works in the case of def g ≤ 1 (which takes care of all exceptional Lie superalgebras). A proof in the general case involves more calculations and will be published elsewhere. At any rate, the proof is based on the analysis of irreducible subquotients of the Verma module M (0) over g with highest weight 0. Since the denominator identity may be viewed as the character of the 1-dimensional g-module, it is only natural to go on and try to compute in Section 3 the character of an arbitrary finite-dimensional irreducible g-module V . There has been a number of papers concerned with this problem [K3, K4, BL, TM1, TM2, VJ1, VJ2, JHKT1, JHKT2, P, PS1, PS2, S, Se, . . .] . Our basic new ingredient is the notion of a λ-maximal isotropic subset, which allows us to define atypicality of V which is independent of the choice of the set of positive roots, and of a tame g-module V . Our first basic result is Theorem 3.1 which states that V is tame (and hence gives a formula for ch V ) in the case when for some choice of the set of positive roots there exists a Λ+ρ-maximal isotropic subset consisting of simple roots. (Note that Theorem 2.1 is a special case of Theorem 3.1 since def g = atp 0.) This theorem covers most of the known formulas for ch V (proved in [K3, K4, BL, VJ1, VJ2, JHKT2, . . .] ), but unfortunately there exist V that are not tame.
We describe all cases of non-tame V of atypicality ≤ 1; this gives, in particular, character formulas for all V over exceptional Lie superalgebras (Example 3.3). We also give a proof of a dimension formula (Theorem 3.2), which is based on a nice regularization procedure, and of a superdimension formula (Theorem 3.3), which is based on an interesting property of the root system of g (Lemma 2.2d) and on Theorem 2.1.
In the second part of the paper (Sections 4-8) we turn to the associated to g affine superalgebraĝ. The main result is Theorem 4.1 which gives the affine denominator identity in the case when the Killing form is nondegenerate (equivalently, h ∨ = 0). The proof is again based on the analysis of irreducible subquotients of the Verma module overĝ with zero highest weight. (Of course, this is the basic idea of the proof of Macdonald identities given in [K1].) Examples 4.4 and 4.5 give a more convenient form for specializations of the affine denominator identity. Theorems 4.2 and 4.3 and Example 4.3b give explicit formulas for two specializations of this identity. These formulas are applied in Section 5 to derive expressions for the number of representations of an integer as sums of squares and sums of triangular numbers. In Section 6 we use the simplest affine denominator identity to study transformation properties of certain "degenerate" theta functions and modular forms and apply this to prove transformation properties of the N = 2 superconformal algebras, cf.
[RY]. (These results may be extended to the general case by the same method.) In Section 7
we discuss the affine denominator identity for g = gl(2, 2), the simplest case when h ∨ = 0.
Another extremely interesting case is g = Q(m). We conjecture the corresponding affine denominator identity and derive formulas for the number of representations as sums of triangular numbers in terms of dimensions of irreducible representations of sl m+1 . Finally, in Section 8 we introduce the notion of an integrableĝ-module, based on our experience with the 1-dimensional module. Theorem 8.1 gives a classification of irreducible integrable highest weightĝ-modulesL(Λ).
(As in the Lie algebra case, the level of such a module is a non-zero integer, but there may be infinitely many such modules of positive level.) It is an extremely interesting problem to calculate the characters of integrableL(Λ). A partial answer is given for
Of course, in the case when def g = 0 the answer is well known for both g andĝ [K5] .
Acknowledgment
We learned from V. Choose a Cartan subalgebra h of g 0 , let ∆ ∈ h * be the set of roots, ∆ 0 and ∆ 1 the subsets of even and odd roots and let W ⊂ GL(h * ) be the Weyl group (= the group generated by reflections r α with respect to even roots α). Let g = h ⊕ ⊕ α∈∆ g α be the root space decomposition.
Recall that an odd root α is isotropic i.e. B(α, α) = 0 iff 2α is not a root. We let
Choose a set of positive roots ∆ + in ∆, let ∆ ǫ+ = ∆ ǫ ∩ ∆ + (ǫ = 0 or 1) and let
. . , α l } ⊂ ∆ + be the set of simple roots and let θ ∈ ∆ + be the highest root. Let ρ ǫ be the half of the sum of the roots from ∆ ǫ+ and and let
The following generalization of Freudenthal-de Vries "strange formula" holds:
Assuming that h
(this is independent of the choice of B), and let W ♯ denote the subgroup of W generated by reflection r α with respect to all α ∈ ∆ ♯ 0 . Denote by (.|.) the even invariant bilinear form on g normalized by the condition (α|α) = 2 for the longest root α ∈ ∆ ♯ 0 .
( 1.3)
The corresponding to this form number 
Remarks 1.1. (a) Let κ( . , . ) denote the Killing form, which we assume to be nondegenerate. Then ∆ ♯ 0 = α ∈ ∆ 0 κ(α, α) > 0 is the root system of one of the simple components of g 0 and h
In these cases we define ∆ ♯ 0 as follows. The root system ∆ 0 is a union of two orthogonal to each other root subsystem; namely one has respectively:
Then we let ∆ ♯ 0 to be the first subset and W ♯ to be the subgroup of W generated by the r α with α ∈ ∆ and that when the Killing form κ is non-degenerate one has:
and since (1.4) is a polynomial identity which holds for all other values of (m, n) (except when κ ≡ 0) we obtain that (1.4) holds in all cases when κ is non-degenerate. This proves Proposition 1.1 and formula (1.1).
From formula (2.1) in §2, it follows that B(ρ, ρ) is independent of the choice of ∆ + .
(1.6)
Hence it suffices to check (1.2) for one choice of ∆ + . A more conceptual proof of (1.2) is based on the theory of "degenerate" theta functions (cf. Remark 6.1 in Section 6).
Example 1.1. g = A(m, n) with m > n. Choose ∆ + such that the number of odd simple roots is maximal. Then Π = Π ′ ∪ Π ′′ , where (α|α) = 0 if α ∈ Π ′ and (α|α) = 2 if α ∈ Π ′′ , and one can order the sets Π ′ and Π ′′ :
in such a way that all non-zero scalar products of distinct roots are:
In particular, Π ′ (resp. Π ′′ ) is a set of simple roots of A(n + 1, n) (resp. A m−n−1 ). The root system ∆ ♯ 0 is of type A m and has the following set of simple roots: {α 1 + α 2 , . . . , α 2n+1 + α 2n+2 , α 2n+3 , . . . , α m+n+1 }. In the (most important for us) case when m = n + 1, we have Π = Π ′ and ∆ ♯ 0 has simple roots {α 1 + α 2 , . . . , α 2n+1 + α 2n+2 }. Note that (1.2) for A(m, n) follows from the "strange formula" for A m−n−1 . §2. The Weyl denominator of g.
Given a subset of positive roots ∆ + of ∆ and a simple root α, we may construct a new subset of positive roots (cf. [PS2] ):
The set ∆ ′ + is called a simple reflection of ∆ + . Then one has:
Note that ∆ By a regular exponential function on h we mean a finite linear combination of exponentials e λ , λ ∈ h * . A rational exponential function is a ratio P/Q where P and Q are regular exponential functions and Q = 0. The Weyl group W acts on the field of rational exponential functions via e λ → e w(λ) , w ∈ W .
The rational exponential function
is called the Weyl denominator of g. Introduce also the Weyl superdenominator :
The proof of the following lemma is straightforward. 
The basic difference between the Lie algebra and superalgebra cases is that the restriction of the bilinear form (.|.) to the subspace V := α∈∆ Rα may be indefinite; the dimension of a maximal isotropic subspace of V is called the defect of g and is denoted by def g. Here is a list of defects
(Note that def g = 0 iffḡ is a Lie algebra or a Lie superalgebra B(0, n).)
A subset S of ∆ is called maximal isotropic if it consists of def g roots that span a maximal isotropic subspace of V . The following can be checked by a straightforward calculation.
Lemma 2.2. (a) A maximal isotropic set of roots always exists. (b) Given a maximal isotropic subset of roots S there exists
(c) Given two maximal isotropic subsets of roots S = {β 1 , . . . , β s } and
(d) Let S ⊂∆ 1+ be a maximal isotropic subset and let∆
Theorem 2.1. Let S be a maximal isotropic subset of roots and choose ∆ + such that
This theorem is a special case of Theorem 3.1 in Section 3.
Here we shall give a proof in the case def g = 1. The proof is based on the following Lemma 2.3.
Suppose that an irreducible g-module with highest weight λ ∈ h * is a subquotient of a Verma g-module M (Λ). Then there exists a sequence of weights λ 0 = Λ, 
Proof. See [K4, Theorem 3b] . (Note that the exponents in the determinant formula given by [K4, Theorem 3a] should be corrected as in [K8] .)
Proof of Theorem 2.1 (case def g = 1.) As usual, we have:
where F is the set of weights described by (i) and (ii) in Lemma 2.3 for Λ = 0. Choose ∆ + such that Π contains a unique odd (isotropic) root, say, β. We clearly have:
Consider the minimal i for which the possibility (ii) of Lemma 2.3 might occur. Then
Consider now the minimal j ≤ i − 1 for which
possibility (ii) of Lemma 2.3 might occur, we conclude that
By a case-wise inspection, we see that (ρ−β|β 1 ) = 0, β 1 ∈∆ 1+ ⇒ β 1 = β. Hence λ s = w 1 (ρ−2β), etc. Thus, the set A := {λ+ρ|λ ∈ F } coincides with the set {w(ρ−jβ)|w ∈ W ♯ , j ∈ Z + }. But by Lemma 2.1, w(e ρ R) = ǫ(w)e ρ R. This together with (2.6) completes the proof.
Remark 2.1. Recall that ǫ(w) = (−1) m , where m is the number of reflections with respect to roots from ∆ 0+ entering in a decomposition of w as a product of reflections. We leť ε(w) = (−1)m, wherem denote the number of reflections occurring in this decomposition with respect to roots from∆ 0+ . Then one easily deduces from (2.4) the formula
. §3. Finite-dimensional irreducible g-modules.
Let λ ∈ h * . The atypicality of λ, denoted by atp λ, is the maximal number of linearly independent roots β i such that (β i |β j ) = 0 and (λ|β i ) = 0 for all i and j. Such a set
Proposition 3.1. Given two λ-maximal isotropic subsets {β i } and {β
Let V be a finite-dimensional irreducible g module. If we fix a set of positive roots ∆ + , we may talk about the highest weight Λ of V and about the ρ. If ∆ ′ + is obtained from ∆ + by a simple α-reflection, where (α|α) = 0, and if Λ ′ is the highest weight for ∆ ′ + , then we clearly have
Hence by (2.1) we obtain:
Corollary 3.1. For the g-module V , atp(Λ + ρ) is independent of the choice of ∆ + .
Thus, we may talk about the atypicality of the g-module V : atp V := atp(Λ + ρ), which is independent of the choice of ∆ + . Note that atp V ≤ def g.
Choose a Λ + ρ-maximal isotropic subset S Λ in ∆ + and consider the following rational exponential function:
Denote by j Λ the coefficient of e Λ+ρ in the regular exponential function
(1 + e −α ) Λ and, provided that j Λ = 0, let
We shall write sometimes ch Λ,∆ + ,S Λ , . . . in place of ch Λ , . . . to emphasize the dependence of ∆ + and S Λ . 
Here + or − occurs according as the highest weight vector is even or odd.
. This follows from (3.1) and (3.2). However, if (Λ + ρ|α) = 0 and
(b) Let S Λ = {β 1 , . . . , β s } and suppose y ∈ W is such that y(Λ+ρ) = Λ+ρ, y(β i ) = β i for i = 2, . . . , s, and y(
(c) Theorem 2.1 states that the 1-dimensional g-module is tame with respect to
The number j 0 is listed below: (a) (cf. [K4] ) Let V be a typical g-module, i.e., (Λ+ρ|α) = 0 for α ∈∆ 1 (equivalently:
(b) (cf. [BL] , [JHKT2, VJ2] ) If g is of type A(m, n) or C(n) and atp V = 1, then V is tame with respect to (∆ + , S Λ ) for any choice of S Λ and
Proof. If V is a typical g-module, then formula (3.3) with S Λ = ∅ and some j Λ > 0 follows from the description of singular weights of the Verma module M (Λ) and W -antiinvariance of e ρ R ch V (cf. [K4] ). But if j Λ = 1, then the stabilizer of Λ + ρ in W is non-trivial, and since it is generated by reflections, we would get that ch V = 0, which is impossible, proving (a). 
Letθ be the only simple root of ∆ 0+ which is not in Π; its coefficients in terms of Π are given above (note thatθ = θ in all cases except for B(m, n) and D(m, n) with n > 1). Let
; the values of b are as follows:
, F (4) : 3.
Let V be a finite-dimensional irreducible g-module and let Λ be its highest weight. Let Otherwise we have:
Furthermore, provided that the highest weight vector is even, we have:
where w ∈ W is the shortest element such that w(β) ∈ Π. Here is a complete list of non-tame modules over exceptional Lie superalgebras (we write Λ = (k; k 2 , k 3 , . . .)): In the case of D(2, 1; α) this result is consistent with [VJ1] .
A proof of these results will be given elsewhere. Here we note that the same proof as of Theorem 2.1 shows that for g of defect 1 and atypical V with the highest weight Λ such that (Λ + ρ|β) = 0, β ∈∆ 1+ and such that k < b for g of the second kind one has:
Given integers a and b such that −1 ≤ a ≤ b, we let
Let N ǫ = |∆ ǫ+ |, ǫ = 0 or 1.
Theorem 3.2.
Let Λ ∈ h * , and let S Λ = {β 1 , . . . , β s }. Then (here and further | k| stands for i k i ):
The proof of the theorem is based on the following simple lemma.
Lemma 3.1. Let P (x 1 , . . . , x s ) be a polynomial of degree ≤ d in the indeterminates
(a) In the domain |x i | < 1 one has
Here and further we use the usual notation:
(b) The value of the rational function on the right-hand side of (3.7) at
Proof.
It suffices to prove (3.7) for a polynomial P (x) = x j , 0 ≤ j ≤ d. But this follows from the well-known formulas:
(b) follows from (a) and the formula
Remark 3.3. It is clear from the proof that one can take the summation over n in the right-hand side of (3.7) and in (3.8) over the set [P ] ∈ Z s + defined as follows. We let [ x a ] = { b ∈ Z s + |b i ≤ a i } and let [P ] be the union of [ x a ] over all the monomials occuring in P with a non-zero coefficient.
Proof of Theorem 3.2. Given λ ∈ h * , define the specialization F tλ by
First, we compute the following specialization, where |x i | < 1 for all i and R 0 = α∈∆ 0+ (1 − e −α ):
Hence we have in the domain |x i | < 1:
Note that the expression under the limit at the left-hand side of (3.9) is a continuous function in the domain |t| < ǫ and |x i − 1| < ǫ for sufficiently small ǫ. Hence we may calculate lim t→0
by applying Lemma 3.1a to the right-hand side of (3.9) and then evaluating it at x 1 = . . . = x s = 1 using Lemma 3.2b. Since dim Λ = lim t→0 F tρ 0 ch Λ , we obtain the result. 
Proof. Let W Λ be the subgroup of W generated by reflections with respect to the roots from M Λ and let W 1 be a set of left coset representatives, so that W = W 1 W Λ . Due to (2.3), formula (3.4) can be rewritten using the Weyl character formula for the root system M Λ as follows:
For λ ∈ h * such that (λ|α) = 0 for all α ∈ ∆, we apply to both sides of this equality the specialization F tλ to obtain as t → 0:
Due to Lemma 2.2d, if s < def g, the right-hand side tends to 0 as t → 0, proving (3.10b), and if s = def g, we obtain as t → 0:
is a constant which, in fact, is independent of the choice of λ (since all other factors in (3.12) are independent of λ). It follows that the constant c = c(λ, ∆ + , S Λ ) is independent up to a sign of the choice of (∆ + , S Λ ) as well. Recall now that, according to Theorem 2.1, the 1-dimensional module is tame with respect to a certain pair (∆ ′ + , S ′ ). Applying (3.11)
to the 1-dimensional g-module (for which sdim = ±1) and using (3.4), we obtain:
Finally a case by case inspection shows that dim L 0 (ρ ′ − ρ 0 0 ′ ) = 2 a , proving (3.10a).
In the case g = C(n) a formula equivalent to (3.10b) was obtained in [VJ2].
Conjecture 3.1. sdim V = 0 if and only if atp V < def g.
Example 3.4. (a) if V is a typical g-module then formulas (3.6) and (3.10) turn into the known formulas [K4] :
(b) Let g be an exceptional Lie superalgebra and let V be a finite-dimensional irreducible non-typical g-module with highest weight Λ, so that atp V = 1. We keep the notation of Example 3.3.
(α 2 |α 3 ) = 0. Assume that V is neither the 1-dimensional nor the adjoint module. Then sdim V = ±2 and 1 2 dim V is given by the following formulas, where m = k 2 , n = k 3 :
(Recall that for a typical V one has [K4] : dim V = 16(m+1)(n+1)(k −1) and sdim V = 0.)
If β = α 1 , then dim V = 1; β = α 1 + α 2 . If β = α 1 + α 2 + α 3 , then k = 2, m = 0 and sdim V = 2n+3. If β = α 1 +3α 2 +α 3 , then 2k = m+6; for k = 3 we have sdim V = −2n−3, for k > 3 we have sdim V = −2(m + 2n + 3). If β = α 1 + 3α 2 + 2α 3 , then 2k = m + 3n + 9 and sdim V = 2(m + n + 2). If β = α 1 + 4α 2 + 2α 3 , then 2k = 2m + 3n + 10; for k = 5 we have dim V = 321, sdim V = −1, for k > 5 we have sdim V = −2(n + 1).
If β = α 1 , then dim V = 1; β = α 1 + α 2 . If β = α 1 + α 2 + α 3 , then k = 2, l = n = 0 and sdim V = (m+2) 3 . If β = α 1 +2α 2 +α 3 , then 3k = l −2n+8; if β = α 1 +α 2 +α 3 +α 4 , then 3k = 2n−l+10; in both cases k ≥ 3 and sdim V = −(m+1)(l+m+n+3)(l+2m+n+4). If β = α 1 +2α 2 +α 3 +α 4 , then 3k = l+2n+12; if k = 4, then l = n = 0 and sdim V = (m+2) 3 ; if k > 4, then sdim V = (l + m + 2)(m + n + 2)(l + 2m + n + 4). If β = α 1 + 2α 2 + 2α 3 + α 4 , then 3k = l + 4m + 2n + 16 and sdim V = −(l + m + 2)(n + 1)(l + m + n + 3). If β = α 1 + 3α 2 + 2α 3 + α 4 , then 3k = 3l + 4m + 2n + 18; if k = 6, then l = m = n = 0 and sdim V = 1; if k > 6, then sdim V = (m + 1)(n + 1)(m + n + 2). §4. The denominator identity for affine superalgebras and its specializations.
Let g, as before, be a finite-dimensional simple Lie superalgebra over C of rank ℓ with a non-degenerate even invariant bilinear form (.|.) (see Section 1). Letĝ = C[t, t −1 ] ⊗ g ⊕ CC ⊕ Cd be the associated to g affine superalgebra. The Z 2 -gradation ofĝ extends from that of g by letting deg t = 0, deg
we have the following commutation relations (a, b ∈ g; m, n ∈ Z):
We identify g with the subalgebra 1 ⊗ g ofĝ. The bilinear form (.|.) extends from g to an even invariant bilinear form onĝ by:
= (d|d) = 0, (C|d) = 1. Letĥ = h + CC + Cd be the Cartan subalgebra ofĝ and letn + = n + ⊕ j>0 t j ⊗ h .
We identifyĥ * withĥ using the bilinear form (.|.).
Given a subset S ⊂ h, we letS = {α + nC|α ∈ S, n ∈ Z} \ {0}. Then the set of roots ofĝ with respect toĥ is∆ =∆ 0 ∪ {0}˜., the set of even (resp. odd) roots beinĝ ∆ 0 =∆ 0 ∪ {0}˜(resp.∆ 1 =∆ 1 ). The set of positive roots of∆ associated to the choice of ∆ + ⊂ ∆ is∆ + = ∆ + ∪ {α + nC|α ∈ ∆ ∪ {0}, n > 0}, the set of simple roots beinĝ Π = {α 0 := C − θ} ∪ Π. As usual the subscript + means the intersection with∆ + , e.g.,
Defineρ ∈ĥ * byρ = ρ + h ∨ d. One has:
As before, for α ∈∆ 0 we let α ∨ = 2α/(α|α). For α ∈ h * define t α ∈ Autĥ * by
For an additive subgroup S ⊂ h * the set t S := {t α |α ∈ S} is a subgroup of Autĥ * . Let
The following subgroup of W is more important, however:
Denote by F the field of meromorphic functions in the domain Y = {h ∈ĥ| Re(C|h) > 0}. Since C is W -fixed, the group W acts on F. Let q = e −C ; note that |q| < 1 in Y .
Given λ ∈ h * , we extend it to a linear functionλ ∈ĥ * by lettingλ(C) =λ(d) = 0; this gives us an embedding of the field F of rational exponential functions on h in the field F.
Let R be the Weyl denominator of g (see Section 2). Introduce the affine denominator
It is clear that R ∈ F . As in Section 2, it is easy to check that (4.1) w(eρ R) = ǫ(w)eρ R, w ∈ W .
Here ǫ : W → ±1 is a homomorphism which extends the homomorphism ǫ : W → ±1 by
The proof of Theorem 4.1 is based on the following Lemma 4.1. Suppose that Λ ∈ĥ * is such that (Λ +ρ)(C) = 0, and suppose thatL(λ),
is an irreducible subquotient of the Vermaĝ-module M(Λ). Then there exists a
the following two ways:
Proof. See [K6, Theorem 1b] . (Note that the usual proof is based on the determinant formula given by [K6, Theorem 1a] ; the exponents in this formula should be corrected as in [K8] ).
A detailed proof of Theorem 4.1 will be given elsewhere. In the case def g = 1 the same proof works as that in Section 2. 
Proof. From Theorems 2.1 and 4.1, and Remark 3.2c we have:
Assuming that |x j | are sufficiently small we expand in a geometric progression for each α:
Hence we may rewrite (4.5) as follows:
Applying the specialization F tρ 0 to both sides and tending t to 0 we obtain:
The theorem now follows from (3.7). 
where r is the number of roots from ∆ 1+ which are negative with respect to the standard set of positive roots.
Proof. Let λ ∈ h * be such that (λ|α) = 0 if α ∈ ∆ 0 and (λ|α) = 1 2 if α is odd and positive with respect to the standard set of positive roots. Now apply to both sides of (4.6) the specialization F tρ 0 −(log q)λ and tend t to 0.
Example 4.1. Let g = sl(2, 1). Choose ∆ + such that both simple roots α 1 and α 2 are odd. Then (α 1 |α 1 ) = (α 2 |α 2 ) = 0, (α 1 |α 2 ) = 1, ρ = 0, h ∨ = 1, M ♯ = Z(α 1 + α 2 ). We let x = e −α 1 , y = e −α 2 . Then (2.4) becomes (if we take β = α 1 or α 2 respectively):
Formula (4.2) for R becomes after expanding the right-hand side (for which we assume |q| < |x|, |y| < 1):
This truly remarkable identity may be viewed also as the denominator identity for N = 4 superconformal algebra. An equivalent form of (4.8) is (here we assume |q| < |x| < 1):
Replacing in this formula q by q 2 , x by z and y by qz −1 , we obtain
This identity may be viewed as the denominator identity for N = 2 superconformal algebra and also of the affine superalgebra gl(1, 1) ∧ . It also has been rediscovered many times (see, e.g., [KP] ). It is worth mentioning here that Gauss identities (5.1) and (5.2) are denominator identities for N = 1 superconformal algebras.
Yet another useful form of (4.8) is obtained by dividing both sides by R:
Letting x = y = z, we obtain:
Example 4.2. Let g = osp(3, 2). Choose ∆ + such that both simple roots α 1 and α 2 are odd; one has:
We let x = e −α 1 , y = e −α 2 . Then (2.4) becomes:
Formula (4.2) for R becomes after expanding the right-hand side (as before, |q| < |x|, |y| < 1):
Here is a general construction of a specialization (cf. [K9] ). Let σ be an automorphism of order m of g such that σ(h) = h for h ∈ h, let g = j∈Z/mZ g ǫ,j (ǫ = 0 or 1) be the corresponding Z/mZ-gradations and let d ǫ,j = dim g ǫ,j . For α ∈ ∆ we have g α ⊂ g ǫ,s α ; let s α ∈ Z be such that 0 ≤ s α < m,s α = s α mod m. Define λ ∈ h by (λ|α) = s α . Replace q by q m in (4.2), divide both sides of it by α∈∆ 0+ (λ|α)=0
(1 − e −α ) and apply to the resulting identity the specialization F σ := F −(log q)λ . The left-hand side becomes
One can generalize the trick applied in the proof of Theorems 4.2 and 4.3 to evaluate the right-hand side (as in [K9] ). However, the answer is simpler when λ is fixed under the action of W (as in Theorems 4.2 and 4.3). Another situation when this trick may be applied is when s α = 0 for α ∈ ∆ ♯ 0 and
Example 4.3. (a) Let σ be the automorphism of g such that σ| g 0 = 1, σ| g 1 = −1. Then
(b) Let g = A(n, n −1) and choose ∆ + such that Π consists of odd roots {α 1 , . . . , α 2n } (see Example 1.1). Let σ be such that s α 2j = 1 and s α 2j−1 = 0 (j = 1, . . . , n). Then F σ gives an expansion of (q) 2n over an n-dimensional lattice. Namely, using the same method as that in the proof of Theorem 4.2, we obtain:
where S is the set of all subsets in ∆ 0+ , and |s| (resp.s) stands for the number (resp. sum) of elements of s ∈ S. Note that M ♯ is an n-dimensional lattice (of type A n ), so that for n = 1 we recover Jacobi's formula (0.1), but for n = 2, 3 and 4 our formula is more complicated than Jacobi's (0.2-4). The way to recover Jacobi's formulas will be explained below.
(c) Let g = A(2n + 1, 2n) = sl(2n + 2, 2n + 1) and let σ be the conjugation by the matrix diag(I n+1 , −I n+1 ; I n+1 , −I n ). Then σ is an order 2 automorphism of g such
gives an expansion of (q) 2(n+1)(2n+1) over an n + 1-dimensional lattice (n = 0, 1, . . .).
Example 4.4. Let g = A(m, n) with m > n. We choose the set of simple roots as in Example 1.1. Then formula (4.2) can be written, using (2.4) and (3.4), as follows:
where M ♯ is the lattice spanned over Z by elements α 2j−1 + α 2j (j = 1, . . . , n + 1) and α i (2n + 3 ≤ i ≤ m + n + 1). Introduce the element ξ ∈ h by relations (ξ|α j ) = (−1) j /2 for 1 ≤ j ≤ 2(n + 1), (ξ|α j ) = 0 for 2n + 3 ≤ j ≤ m + n + 1. Then (ξ|α) = 0 for all α ∈ ∆ 0 , hence t ξ commutes with W . Applying t ξ to both sides of (4.12) we obtain (assuming |q| < 1):
(4.13)
β is the sum of the γ ∈ ∆ 1+ such that (γ|ξ) =
(so that (ρ|α) = m j=n+2 k j ). Dividing both sides of (4.13) by R 0 and letting e α i → 1 (i = 1, . . . , m + n + 1), we obtain (using the Weyl dimension formula) a power series expansion for the product
. Furthermore, applying t −ξ to both sides of (4.13), we obtain a better expression for the affine denominator:
(4.14)
Here S j = k, r j∈J ∈ Z 2|J| k j > 0 and r j ≥ 0, or k j < 0, r j < 0 for each j ∈ J , ǫ J k, r = (−1) ♯{j∈J|k j <0} and J c = {1, 2, . . . , n + 1} \ J.
Hence, by dividing both sides of (4.14) by R 0 and letting e α i → 1 (i = 1, . . . , m + n + 1), we may use Theorem 3.2 to obtain a power series expansion for
Example 4.5. Let g = B(m, m). We choose a set of simple roots α 1 , . . . , α 2m ∈ ∆ 1 with the following scalar products: (α i |α i ) = 0 for i = 1, . . . , 2m − 1, (α 2m |α 2m ) = −1/2,
We have: h ∨ = 1/2 and M ♯ is spanned over Z by vectors 2 (α 2j−1 + α 2j ), j = 1, . . . , m. Then formula (4.2) can be written using (2.4) and (3.4), as follows:
Introduce the element ξ ∈ h by relations (ξ|α j ) = (−1) j /2 for j = 1, . . . , m−1, (ξ|α 2m ) = 0.
Then w(ξ) − ξ ∈ M ♯ for all w ∈ W . Applying t ξ to both sides of (4.15) we obtain a more convenient for specializations formula:
(4.16) Consider the following power series in q (that converge for |q| < 1):
One has the following product expansions due to Gauss (which follow immediately from the Jacobi triple product identity):
Let ∆ j = j(j + 1)/2 and let ∆ = {∆ j |j ∈ Z + } be the set of triangular numbers. Let
n j = k}|) be the number of representations of k as a sum of N squares (resp. triangular numbers). Let N (q) = k∈Z + N,k q k and ∆ N (q) = k∈Z + ∆ N,k q k be the generating series for these numbers. Then, clearly
Thus, in view of (5.1) and (5.2) we may use the results of Section 4 to obtain expansion for N (q) and ∆ N (q). In fact, formulas (4.3) and (4.7) give such expansions provided that d 0 = d 1 , which happens for g of type A(n, n − 1), B(n, n) or D(n + 1, n + 1). These gives us formulas for N (q) and ∆ N (q), where respectively N = 2n(n + 1), 2n(2n + 1) or 4(n + 1)
Example 5.1. g = A(1, 0). Letting z → 1 in (4.10) we get:
1−q 4m , we obtain:
which is Jacobi's formula (0.2). In other words, for n ≥ 1:
k.
Letting z = i in (4.9), we get Jacobi's formula (0.1), i.e., that 2,n equals 4 times the difference between the number of divisors of n congruent to 1 mod 4 and the number of divisors of n congruent to −1 mod 4. This result goes back to Gauss.
Letting in (4.9) x = −y = q 1/2 , we obtain:
This means that ∆ 2,n equals the difference between the number of divisors of 4n + 1 congruent to 1 mod 4 and the number of divisors of 4n + 1 congudent to −1 mod 4.
Replacing in (4.9) q by q 2 , letting x = −qz, y = −q and tending z to 0, we get
This means that ∆ 4,n equals the sum of all divisors of 2n+1. This result is due to Legendre (1828).
Example 5.2. g = B(1, 1). Dividing both sides of (4.11) by (1 − xy)(1 − y) and letting x = y = z → 1, we obtain Jacobi's formula (0.3). In other words,
Furthermore, replacing in (4.11) q by q 2 and letting x = y = −qz, we obtain after dividing both sides by (z − 1) 2 and letting z → 1:
In other words, as can be easily seen:
Example 5.3. g = A(m, m − 1). Dividing both sides of (4.13) by R 0 , letting e α i → 1 (i = 1, . . . , 2m) and replacing q 1 2 by −q, we obtain
Similarly, we obtain from (4.14) using the remarks and notation of Example 4.4:
Example 5.4. g = B(m, m). Dividing both sides of (4.16) by R 0 , letting e α i → 1 (i = 1, . . . , 2m) and replacing q 1 2 by −q we obtain (using the Weyl dimension formula):
Conjecture 5.1.
. §6. Some "degenerate" theta functions and modular forms.
In this section we use the denominator identity (4.8) for sl(2, 1) ∧ to derive transformation properties of certain "degenerate" theta functions and modular forms, and related to them characters of N = 2 superconformal algebras.
Let q = e 2πiτ where Imτ > 0, and let Θ(τ, z) be the standard Jacobi theta function:
Recall that this theta function has the following transformation property (see, e.g. [K9] ):
Introduce the following function in τ , z 1 , and z 2 :
where η(τ ) is the Dedekind η-function. Note that F (τ, z 1 , z 2 ) is the left-hand side of identity (4.8) where x = −e 2πiz 1 , y = −e 2πiz 2 .
Fix a positive integer m. Using the transformation formula for Θ and identity (4.8),
it is not hard to derive the following transformation formula:
Z, introduce the following functions:
We call them degenerate theta functions since, due to (4.8), they have the following power series expansion associated to a bilinear form representing zero:
Transformation formula (6.1) implies the transformation formulas for indefinite theta functions. In order to state them introduce the following sets:
Introduce the following numbers:
Provided that j, k ∈ Z, one has:
Provided that j, k ∈ 1 2 + Z, one has: 
We want now to specialize to z = 0. Let ϕ
m (when the series diverges). These functions have the following power series expansions:
In order to get SL 2 (Z)-invariance, we must add functions ϕ
From the above transformation formulas we obtain the following theorem.
Remark 6.1. Similar results may be obtained for the affine denominator in the general case. As in [K5] , this may be used in order to prove the "strange formula" (1.2). §7. The case h ∨ = 0.
The simplest non-trivial case when h ∨ = 0 is g = A(1, 1). It is more convenient to consider g = gl(2, 2) instead, with simple roots α 1 , α 2 , α 3 , such that (α 1 |α 1 ) = (α 3 |α 3 ) = 0, (α 3 |α 3 ) = 2, −(α 1 |α 2 ) = (α 3 |α 2 ) = 1. We conjecture that the denominator identity still holds with an extra factor. Namely, letting x = e −α 1 , y = e −α 2 , z = e −α 3 , introduce the following functions (fixed under W ⋉ t Zα 2 ):
If we divide both sides by R and let x, y, z → 1 we obtain Jacobi's formula (0.4), i.e., (1 + e −γ j ) −1 .
The associated to Q(m) affine superalgebraĝ is a central extension (by CC) of the Lie superalgebra j∈Z t j g j mod 2 (its Cartan matrix is not symmetrizable). We let q = −e −C and define the affine denominator as follows:
In order to state the affine denominator identity, define t α for α ∈ Z∆ as follows
Conjecture 7.2. e ρ R = w∈W n∈Z s
In particular, for m = 1 Conjecture 7.2 reads
where x = e −α 1 . This identity follows from (4.8) by replacing q by q 2 , y by −qx and x by −q. As we mentioned in Section 5, dividing both sides by 1 − x and tending x to 1, we recover Legendre's formula ∆(q) 4 .
For m = 2, Conjecture 7.2 reads (here x = e −α 1 , y = e −α 2 ):
(1 − q 2n−1 x −1 )(1 − q 2n−1 y −1 )(1 − q 2n−1 x −1 y −1 ) = j∈N k∈Nodd q jk−1 (xy) 1−j (1 − x j )(1 − y j )(1 − x j y j ).
Letting in this identity x = y = z, we obtain after dividing by (1 − z) 2 (1 − z 2 ):
(1 − q 2n−1 ) 2 (1 − q 2n−1 z) 2 (1 − q 2n−1 z −1 ) 2 (1 − q 2n−1 z 2 )(1 − q 2n−1 z −2 ) = Finally, dividing both sides of the identity for general m by R and evaluating at 0 using Weyl's character formula we obtain the following two beautiful results for m = 2s −1 (resp. 2s):
(7.2) ∆ 4s 2 ,n resp ∆ 4s(s+1),n = ∆ 16,n = 1 12 r 1 ,r 2 ∈Z + k 1 ≥k 2 ∈Z + k 1 (2r 1 +1)+k 2 (2r 1 +1)+3r 1 +r 2 =n (2k 1 + 3)(2k 2 + 1)(k 1 − k 2 + 1) 2 (k 1 + k 2 + 2) 2 .
Letting a = 2k 1 + 3, b = 2k 2 + 1, r = 2r 1 + 1, s = 2r 2 + 1, we get the following beautiful form of this formula:
∆ 16,n = 1 3 · 4 3 a,b,r,s∈Nodd a>b ar+bs=2n+4 ab a 2 − b 2 2 .
Next new formula corresponds to m = 4:
∆ 24,n = 1 72 a,b∈N r,s∈Nodd a>b ar+bs=n+3
In a similar way the general formula (7.2) can be rewritten as follows: As before, we let k = (Λ|θ ∨ ) and k i = (Λ|α Then the same argument as in Section 2 gives the following character formula:
In particular, if m 1 = m 2 = 0, we obtain for c ∈ Z + : (8.2) eρ R chL(cd ) = α∈M ♯ t α eρ +cd R .
Letting x = e −α 1 , y = e −α 2 we may rewrite (8.2) as follows: 
