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A function f : R→ R is called vertically rigid if graph(cf ) is isometric to graph( f ) for all
c = 0. We prove Jankovic´’s conjecture by showing that a continuous function is vertically
rigid if and only if it is of the form a+ bx or a+ bekx (a,b,k ∈R). We answer the question
of Cain, Clark and Rose by showing that there exists a Borel measurable vertically rigid
function which is not of the above form. We discuss the Lebesgue and Baire measurable
case, consider functions bounded on some interval and functions with at least one point of
continuity. We also introduce horizontally rigid functions, and show that a certain structure
theorem can be proved without assuming any regularity.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
An easy calculation shows that the exponential function f (x) = ex has the somewhat ‘paradoxical’ property that cf (x)
is a translate of f (x) for every c > 0. It is also easy to see that every function of the form a + bekx has this property. This
connection is also of interest from the point of view of functional equations. In [1] Cain, Clark and Rose introduced the
notion of vertical rigidity as follows.
Deﬁnition 1.1. A function f : R → R is called vertically rigid, if graph(cf ) is isometric to graph( f ) for all c ∈ (0,∞). (Clearly,
c ∈ R \ {0} would be the same.)
Obviously every function of the form a + bx is also vertically rigid. D. Jankovic´ conjectured (see [1]) that the converse is
also true for continuous functions.
Conjecture 1.2 (D. Jankovic´). A continuous function is vertically rigid if and only if it is of the form a + bx or a + bekx (a,b,k ∈ R).
The main result of the present paper is the proof of this conjecture.
We will need the following technical generalisations.
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a set C via elements of G if for every c ∈ C there exists a ϕ ∈ G such that ϕ(graph(cf )) = graph( f ).
(If we do not mention C or G , then C is (0,∞) and G is the set of all isometries.)
The paper is organised as follows. In Section 2 we prove Jankovic´’s conjecture, even if we only assume that f is a
continuous vertically rigid function for an uncountable set C . We show that it is suﬃcient to assume that f has at least
one point of continuity, provided that it is vertically rigid for C via translations. We also show that it is suﬃcient to assume
that f is bounded on some nondegenerate interval, provided that it is vertically rigid via translations and C = (0,∞). In
Section 3 we show that Jankovic´’s conjecture fails for Borel measurable functions. Our example also answers a question
from [1] that asks whether every vertically rigid function is of the form a + bx (a,b ∈ R) or a + beg for some a,b ∈ R
and additive function g . In Section 4 we prove that every Lebesgue (Baire) measurable function that is vertically rigid via
translations is of the form a + bekx almost everywhere (on a comeagre set). The case of general isometries remains open. We
also prove that in many situations the exceptional set can be removed. In Section 5 we deﬁne the notion of a rigid set,
discuss how it is connected to the notion of a rigid function, and prove an ergodic theory type result. In Section 6 we deﬁne
horizontally rigid functions, and give a simple characterisation of those functions that are horizontally rigid via translations.
Finally, in Section 7 we collect the open questions.
2. Proof of Jankovic´’s conjecture
Theorem 2.1 (Jankovic´’s conjecture). A continuous function is vertically rigid if and only if it is of the form a + bx or a + bekx
(a,b,k ∈ R).
Remark 2.2. In fact, our proof will show that it is suﬃcient if f is a continuous function that is vertically rigid for some
uncountable set C .
It is of course very easy to see that these functions are vertically rigid and continuous. The proof of the diﬃcult direction
goes through three theorems, which are interesting in their own right. First we reduce the general case to translations, then
the case of translations to horizontal translations, and ﬁnally we describe the continuous functions that are vertically rigid
via horizontal translations.
Theorem 2.3. Let f : R → R be a continuous function vertically rigid for an uncountable set C ⊂ (0,∞). Then f is of the form a+ bx
for some a,b ∈ R or f is vertically rigid for an uncountable set D ⊂ (0,∞) via translations.
Proof. Let ϕc be the isometry belonging to c ∈ C . First we show that we may assume that these isometries are orientation
preserving. If uncountably many of the ϕc ’s are orientation preserving then we are done by shrinking C . Otherwise let
C ′ ⊂ C be uncountable so that ϕc′ is orientation reversing for every c′ ∈ C ′ . Fix c′0 ∈ C ′ , then one can easily check that
c′0 f is vertically rigid via orientation preserving isometries for C ′′ = { c
′
c′0
: c′ ∈ C ′}. Suppose that we have already proved the
theorem in case all isometries are orientation preserving. Then either c′0 f is of the form a + bx, and then so is f , or c′0 f is
vertically rigid for an uncountable set D via translations, but then so is f itself (for the same set D , but possibly different
translations).
For a function f let S f be the set of directions between pairs of points on the graph of f , that is,
S f =
{
p − q
|p − q| : p,q ∈ graph( f ), p = q
}
.
Clearly S f is a symmetric (about the origin) subset of the unit circle S1 ⊂ R2. As f is a function, (0,±1) /∈ S f . Since
f is continuous, it is easy to see that S f actually consists of two (possibly degenerate) nonempty intervals. (Indeed, if
p = (x, f (x)) and q = (y, f (y)), then x < y and x > y deﬁne two connected sets, open half planes in R2, whose continuous
images form S f .)
An orientation preserving isometry ϕ of the plane is either a translation or a rotation. Denote by ang(ϕ) the angle of ϕ
in case it is a rotation, and set ang(ϕ) = 0 if ϕ is a translation.
Now we deﬁne two self-maps of S1. Denote by α the rotation about the origin by angle α. For c > 0 let ψc be the map
obtained by ‘multiplying by c,’ that is, let
ψc
(
(x, y)
)= (x, cy)|(x, cy)| ((x, y) ∈ S1).
It is easy to see that the rigidity of f implies that for every c ∈ C
S f = ang(ϕc)
(
ψc(S f )
)
. (2.1)
If S f consists of two points, then f is clearly of the form a + bx and we are done.
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(0,±1) and (1,0). Suppose this fails, and consider the function l(c) = arclength(ψc(I)) (c ∈ (0,∞)). It is easy to see that
l is real analytic, and we show that it is not constant. Let us ﬁrst assume that (0,1) and (0,−1) are not endpoints of I ,
then limc→0 l(c) = 0, so l cannot be constant (as l > 0). Let us now suppose that either (0,1) or (0,−1) is an endpoint of I ,
then 0 < arclength(I) < π2 or
π
2 < arclength(I) < π . In both cases limc→0 l(c) = π2 but l(c) = π2 , so l is not constant. As l
is analytic, it attains each of its values at most countably many times, so there exists a c ∈ C so that arclength(ψc(I)) =
arclength(I), which contradicts (2.1).
(Actually, it can be shown by a somewhat lengthy calculation using the derivatives that l attains each value at most
twice.)
But this easily yields ang(ϕc) = 0 or π for every c ∈ C . (Note that (0,±1) /∈ S f and that S f is symmetric.) Just as above,
we may assume that ang(ϕc) = 0 for all c ∈ C . (Indeed, choose C ′, c′0 analogously.) But then f is vertically rigid for an
uncountable set via translations, so the proof is complete. 
Theorem 2.4. Let f : R → R be an arbitrary function that is vertically rigid for a set C ⊂ (0,∞) via translations. Then there exists
a ∈ R such that f − a is vertically rigid for the same set via horizontal translations.
Proof. We can clearly assume that 1 /∈ C . By assumption, for every c ∈ C there exists uc, vc ∈ R such that
cf (x) = f (x+ uc) + vc (∀x ∈ R). (2.2)
Applying this ﬁrst with c = c2 then with c = c1, we obtain
c1c2 f (x) = c1
(
f (x+ uc2 ) + vc2
)= c1 f (x+ uc2 ) + c1vc2 = f (x+ uc1 + uc2 ) + vc1 + c1vc2 . (2.3)
Interchanging c1 and c2 we get
c2c1 f (x) = f (x+ uc2 + uc1 ) + vc2 + c2vc1 . (2.4)
Comparing (2.3) and (2.4) yields vc1 + c1vc2 = vc2 + c2vc1 , so
vc1
c1 − 1 =
vc2
c2 − 1 for all c1, c2 ∈ C,
consequently a := vcc−1 is the same value for all c ∈ C . Substituting this back to (2.2) gives cf (x) = f (x + uc) + a(c − 1), so
c( f (x) − a) = f (x+ uc) − a for all c ∈ C , hence f − a is vertically rigid for C via horizontal translations. 
Theorem 2.5. Let f : R → R be a continuous vertically rigid function for an uncountable set C ⊂ (0,∞) via horizontal translations.
Then f is of the form bekx (b ∈ R,k ∈ R \ {0}).
Before proving this theorem we need a deﬁnition and a lemma.
Deﬁnition 2.6. For a function f : R → R let T f ,C ⊂ R be the additive group generated by the set T ′ = {t ∈ R: ∃c ∈ C ∀x ∈
R f (x+ t) = cf (x)}. (We will usually simply write T for T f ,C .)
Lemma 2.7. Let f : R → R be a vertically rigid function for an uncountable set C ⊂ (0,∞) via horizontal translations such that
f (0) = 1. Then T is dense and
f (x+ t) = f (x) f (t) ∀x ∈ R ∀t ∈ T .
Moreover, f (t) > 0 for every t ∈ T .
Proof. By assumption, for every c ∈ C there exists tc ∈ R such that cf (x) = f (x + tc) for every x ∈ R. Then tc ∈ T for every
c ∈ C . Since f is not identically zero, tc = tc′ whenever c, c′ ∈ C are distinct. Hence {tc: c ∈ C} is uncountable, so T is
uncountable. As every subgroup of R is either discrete countable or dense, T is dense.
Every t ∈ T can be written as t =∑mi=1 niti (ti ∈ T ′ , ni ∈ Z, i = 1, . . . ,m) where f (x+ ti) = ci f (x) (x ∈ R, i = 1, . . . ,m).
From these we easily get
f (x+ t) = ct f (x), where ct =
m∏
i=1
cnii , x ∈ R, t ∈ T . (2.5)
Note that ct > 0 (and also that it is not necessarily a member of C ). It suﬃces to show that ct = f (t) for every t ∈ T , but
this follows if we substitute x = 0 into (2.5). 
Proof of Theorem 2.5. If f is identically zero, then we are done, so let us assume that this is not the case. The class of
continuous vertically rigid functions for some uncountable set via horizontal translations, as well as the class of functions
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constants, so we may assume that f (0) = 1. Then the previous lemma yields that f (t1 + t2) = f (t1) f (t2) (t1, t2 ∈ T ), and
also that f |T > 0. Then g(t) = log f (t) is deﬁned for every t ∈ T , and g is clearly additive on T . But it is well known (and an
easy calculation) that an additive function on a dense subgroup is either of the form kx, or unbounded both from above and
below on every nondegenerate interval. The second alternative cannot hold, since f is continuous, so f |T is of the form ekx ,
so by continuity f is of this form everywhere. Since C contains elements different from 1, we obtain that f (x) = 1 (x ∈ R)
is not vertically rigid for C via horizontal translations, hence k = 0. 
Putting together the three above theorems completes the proof of Jankovic´’s conjecture.
We remark here that we have actually also proved the following, which applies e.g. to Baire class 1 functions.
Theorem 2.8. Let f : R → R be a vertically rigid function for an uncountable set C ⊂ (0,∞) via translations. If f has a point of
continuity, then it is of the form a + bekx (a,b,k ∈ R). If f is vertically rigid via translations (i.e. C = (0,∞)) and bounded on a
nondegenerate interval, then it is of the form a + bekx (a,b,k ∈ R), too.
Proof. Following the proof of the last theorem we may assume in both cases that f (0) = 1, the translations are horizontal,
and f |T is of the form ekx (k ∈ R).
In the ﬁrst case, let x0 be a point of continuity of f , then clearly f (x0) = ekx0 , since T is dense. Let now x ∈ R be
arbitrary, and tn ∈ T (n ∈ N) be such that limn→∞ tn = x0 − x. Using Lemma 2.7 we obtain
ekx0 = f (x0) = lim
n→∞ f (x+ tn) = limn→∞ f (x) f (tn) = f (x) limn→∞ f (tn) = f (x) limn→∞ e
ktn = f (x)ek(x0−x) = f (x)ekx0e−kx,
from which f (x) = ekx follows.
In the second case, for every c > 0 there is a tc ∈ T = T f ,(0,∞) such that cf (x) = f (x + tc) = f (x) f (tc). By substituting
x = 0 into the equation we get c = f (tc) = ektc for every c > 0. (In particular, k = 0.) So tc = log ck . If c ranges over (0,∞),
then tc ranges over R, so we get T = R. Hence f |T = f is of the form ekx , and we are done. 
Example 2.9. There exists a function f : R → R that is vertically rigid for an uncountable set C ⊂ R via horizontal transla-
tions, bounded on every bounded interval, and is not of the form a + bekx (a,b,k ∈ R).
Proof. Let P ⊂ R be an uncountable linearly independent set over Q, see e.g. [3, 19.2] or [6]. Deﬁne P̂ to be the generated
additive subgroup. Let
f (x) =
{
ex if x ∈ P̂ ,
0 if x ∈ R \ P̂ ,
then f is clearly bounded on every bounded interval.
It is easy to see that p2 ∈ R \ P̂ for every p ∈ P , so P̂ = R, hence f is not continuous, so it is not of the form a + bekx
(a,b,k ∈ R).
For every p ∈ P and x ∈ R we have x ∈ P̂ ⇔ x+ p ∈ P̂ , which easily implies f (x+ p) = ep f (x). Hence f is vertically rigid
for the uncountable set C = {ep: p ∈ P }. 
Jankovic´’s conjecture has the following curious corollary.
Corollary 2.10. There are continuous functions f and g with isometric graphs so that f is vertically rigid but g is not.
Proof. If we rotate the graph of f (x) = ex clockwise by π4 , then we obtain the graph of a continuous function. By Theo-
rem 2.1 it is not vertically rigid. 
3. A Borel measurable counterexample
In this section we show that Jankovic´’s conjecture fails for Borel measurable functions. Our example also answers Ques-
tion 1 in [1] of Cain, Clark and Rose, which asks whether every vertically rigid function is of the form a + bx (a,b ∈ R) or
a + beg for some a,b ∈ R and additive function g . By Theorem 2 of [1] a + beg is vertically rigid if and only if b = 0 or g is
surjective.
Theorem 3.1. There exists a Borel measurable vertically rigid function f : R → [0,∞) (via horizontal translations) that is not of the
form a + bx (a,b ∈ R) or a + beg for some a,b ∈ R and additive function g.
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and comeagre (= residual) sets consult e.g. [5] or [3]. For Polish spaces and Borel isomorphisms see e.g. [3].
Proof. Let P be a Cantor set (nonempty nowhere dense compact set with no isolated points) that is linearly independent
over Q, see e.g. [3, 19.2]. (One can also derive the existence of such a set from [6] using the well-known fact that every
uncountable Borel or analytic set contains a Cantor set.) It is easy to see that for all n1, . . . ,nk ∈ Z the set Pn1,...,nk ={n1p1 + · · · + nkpk: p1, . . . , pk ∈ P } is compact, hence the group P̂ generated by P (that is, the union of the Pn1,...,nk ’s) is a
Borel, actually Fσ set. As P is linearly independent, each element of P̂ can be uniquely written in the form n1p1+· · ·+nkpk .
Since P and (0,∞) are uncountable Polish spaces, we can choose a Borel isomorphism g : P → (0,∞). Let f : R → R be
the following function:
f (x) =
{
0 if x ∈ R \ P̂ ,∏k
i=1 g(pi)ni if x =
∑k
i=1 ni pi ∈ P̂ , ni ∈ Z, pi ∈ P , i = 1, . . . ,k.
This function is Borel, as it is Borel on the countably many Borel sets Pn1,...,nk , and zero on the rest. However, f is not
continuous, as it is unbounded on the compact set P . Therefore f is not of the form a + bx. Suppose now that f is of the
form a + beg for some a,b ∈ R and additive function g . Clearly b = 0, since f is not constant, therefore f−ab = eg is Borel
measurable, and then so is g by taking logarithm. But it is well known that every Borel (or even Lebesgue) measurable
additive function is of form kx (k ∈ R), hence f is continuous, a contradiction.
What remains to show is that f is vertically rigid via horizontal translations. For every c > 0 there exists a p ∈ P
such that g(p) = c. Now we check that cf (x) = f (x + p) for all x ∈ R. Clearly x ∈ P̂ if and only if x + p ∈ P̂ . Therefore
cf (x) = f (x+ p) = 0 if x /∈ P̂ . Let now x = n1p1 + · · · + nkpk ∈ P̂ , and assume without loss of generality that p = p1 (n1 = 0
is also allowed). Then cf (x) = g(p) f (x) = g(p)g(p)n1 g(p2)n2 · · · g(pk)nk = g(p)n1+1g(p2)n2 · · · g(pk)nk = f ((n1+1)p+n2p2+
· · · + nkpk) = f (x+ p), which ﬁnishes the proof. 
4. Lebesgue and Baire measurable functions
It is easy to see that the example in the previous section is zero almost everywhere (on a comeagre set). Indeed, it can
be shown that every Pn1,...,nk has uncountably many pairwise disjoint translates.
Therefore it is still possible that the complete analogue of Jankovic´’s conjecture holds: every vertically rigid Lebesgue
(Baire) measurable function is of the form a + bx or a + bekx almost everywhere (on a comeagre set). In this section we
prove this in case of translations. The general case remains open, see Section 7. We also prove that in many situations the
exceptional set can be removed.
Theorem 4.1. Let f : R → R be a vertically rigid function for an uncountable set C ⊂ (0,∞) via translations. If f is Lebesgue (Baire)
measurable, then it is of the form a + bekx (a,b,k ∈ R) almost everywhere (on a comeagre set).
Proof. By Theorem 2.4 we can assume that f is vertically rigid for C via horizontal translations. As in the proof of Theo-
rem 2.5 we can also assume that f (0) = 1. Then Lemma 2.7 implies that
f (x+ t) = f (x) f (t) ∀x ∈ R ∀t ∈ T (4.1)
and f (t) > 0 for every t ∈ T .
First we show that the sign of f is constant almost everywhere (on a comeagre set). It is easy to see from (4.1) that the
sets { f > 0}, { f = 0}, and { f < 0} are all Lebesgue (Baire) measurable sets periodic modulo every t ∈ T . It is a well known
and easy consequence of the Lebesgue density theorem (the fact that every set with the Baire property is open modulo
meagre) that if a measurable set H has a dense set of periods then either H or R \ H is of measure zero (meagre). But
the above three sets cover R, hence at least one of them is of positive measure (nonmeagre), and then that one is of full
measure (comeagre). If f = 0 almost everywhere (on a comeagre set), then we are done, otherwise we may assume that
f > 0 almost everywhere (on a comeagre set). (Indeed, − f is also rigid via horizontal translations, and then we can apply
a horizontal translation and a positive multiplication to achieve f (0) = 1.)
Set D = { f > 0} and deﬁne the measurable function g = log f on D . Recall that D + t = D (∀t ∈ T ) and note that T ⊂ D .
Clearly
g(x+ t) = g(x) + g(t) ∀x ∈ D ∀t ∈ T ,
so g|T is additive. Now we show that g|T is of the form kx. Let us suppose that this is not the case. As we have mentioned
above, if an additive function is not of the form kx then it is unbounded on every interval from above (and also below).
For every Lebesgue (Baire) measurable function there is a measurable set of positive measure (nonmeagre) on which the
function is bounded. So let M ⊂ D be a measurable set of positive measure (nonmeagre) such that |g|M |  K for some
K ∈ R. By the Lebesgue density theorem (the fact that every Baire measurable set is open modulo meagre) there exists ε > 0
so that (M+ s)∩M = ∅ for every s ∈ (−ε, ε). Choose t0 ∈ T in (−ε, ε) so that g(t0) > 2K . Fix an arbitrary m0 ∈ M∩ (M−t0),
then g(m0 + t0) = g(m0) + g(t0) > g(m0) + 2K , which is absurd, since m0 + t0,m0 ∈ M and |g|M | K .
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h(x+ t) = g(x+ t) − k(x+ t) = g(x) − kx+ g(t) − kt = h(x) + 0= h(x).
It is a well-known consequence of the Lebesgue density theorem (the fact that every Baire measurable set is open modulo
meagre) that if the periods of a measurable function form a dense set then the function is constant almost everywhere (on
a comeagre set). Hence g(x) = kx + c almost everywhere (on a comeagre set), so f (x) = ecekx almost everywhere (on a
comeagre set), so we are done. 
Our next theorem shows that the measure zero (meagre) set can be removed, unless f is constant almost everywhere
(on a comeagre set). Theorem 3.1 provides an almost everywhere (on a comeagre set) constant but nonconstant function
that is vertically rigid via horizontal translations.
Theorem 4.2. Let f : R → R be a vertically rigid function that is of the form a + bx (b = 0) or a + bekx (bk = 0) almost everywhere
(on a comeagre set). Then f is of this form everywhere.
Let us denote the 1-dimensional Hausdorff measure by H1. For the deﬁnition and properties see [2] or [4]. First we
prove the following lemma.
Lemma 4.3. Let f , g : R → R be arbitrary functions, and let ϕ be an isometry such that ϕ(graph( f )) = graph(g). Let f ′, g′ : R → R
be continuous functions such that f ′ = f almost everywhere (on a comeagre set) and g′ = g almost everywhere (on a comeagre
set). Let us also assume that graph( f ′), ϕ(graph( f ′)), graph(g′) and ϕ−1(graph(g′)) are coverable by the graphs of countably many
Lipschitz (continuity suﬃces for the category case) functions. Then ϕ(graph( f ′)) = graph(g′).
Proof. By symmetry of f ′ and g′ (with ϕ−1), it suﬃces to show that graph(g′) ⊂ ϕ(graph( f ′)). Since the latter set is closed,
it also suﬃces to show that ϕ(graph( f ′)) covers a dense subset of graph(g′). We will actually show that ϕ(graph( f ′)) covers
H1 a.e. (relatively comeagre many) points of graph(g′), which will ﬁnish the proof.
If an element of graph(g′) fails to be covered by ϕ(graph( f ′)), then it is either in graph(g′)\graph(g) or in ϕ(graph( f )\
graph( f ′))∩graph(g′). The ﬁrst set is clearly of H1 measure zero (relatively meagre in graph(g′)), so it suﬃces to show that
this is also true for the second. Equivalently, we need that graph( f ) \ graph( f ′) only covers a H1 measure zero (relatively
meagre) subset of ϕ−1(graph(g′)). Suppose that ϕ−1(graph(g′)) ⊂⋃∞n=1 graph(hn), where the hn ’s are Lipschitz (continuous)
functions. As graph(hn)∩ (graph( f ) \ graph( f ′)) is clearly of H1 measure zero for every n, we are done in the measure case.
Let us now write {x ∈ R: f ′(x) = f (x)} =⋃∞m=1 Nm , where each Nm is nowhere dense. It is enough to show that each
graph( f |Nm ) only covers a relatively nowhere dense subset of ϕ−1(graph(g′)). Fix an m, and suppose that graph( f |Nm ) is
dense in an open subarc U ⊂ ϕ−1(graph(g′)). By the Baire Category Theorem there exists a relatively open subarc V ⊂ U
that is covered by one of the graph(hn)’s. But this is impossible, as the arc V is in graph(hn), and the set Nm ⊂ R is nowhere
dense, so even Nm ×R covers at most a relatively nowhere dense subset of V , hence graph( f |Nm ) cannot be dense in V . 
Proof of Theorem 4.2. Using the notation of the above lemma, let ﬁrst f be a vertically rigid function such that f = f ′
almost everywhere (on a comeagre set), where f ′ is of the form a + bekx (bk = 0). The above lemma implies that f ′ is also
vertically rigid with the same isometries ϕc . By considering the unique asymptote and the limit at ±∞ of f ′ we obtain
that every ϕc is a translation. By Theorem 2.4 we may assume that every ϕc is actually horizontal, hence f ′ is of the form
bekx . Hence cf ′(x) = f ′(x+ log(c)k ) for every x ∈ R, c > 0 and the same holds for f . Assume now that there is an x0 so that
f (x0) = f ′(x0), then cf (x0) = cf ′(x0) for every c > 0, therefore f (x0 + log(c)k ) = f ′(x0 + log(c)k ) for every c > 0, which is a
contradiction as f = f ′ almost everywhere (on a comeagre set).
Assume now that f ′ is of the form a + bx (b = 0). First we show that f ′ is vertically rigid by the same isometries as f .
For every c > 0 set g = cf , g′ = cf ′ , and let ϕc be the isometry mapping graph( f ) onto graph(g). As graph( f ) ∩ graph( f ′)
contains at least two points and ϕc(graph( f ) ∩ graph( f ′)) is the graph of a function we obtain that the line ϕc(graph( f ′))
is not vertical, and similarly for ϕ−1c (graph(g′)). Therefore they are coverable by the graphs of countably many, actually a
single, Lipschitz (continuous) function, hence the previous lemma applies. Hence f ′ is vertically rigid by the same isometries
as f .
Similarly to Theorem 2.3 we can assume that f is vertically rigid via orientation preserving isometries for a set C of
positive outer measure (nonmeagre). So ϕc is a rotation or translation for every c ∈ C , and by splitting C into two parts and
keeping one with positive outer measure (nonmeagre), we can assume that A = {ang(ϕc): c ∈ C} is a subset of the left or
the right half of the unit circle. We could calculate ang(ϕc) explicitly, but we only need that it is a nonconstant real analytic
function. From this it is easy to see that the set A is of positive outer measure (nonmeagre). Assume now that there is an
x0 so that f (x0) = f ′(x0). We prove that this contradicts the fact that ϕc(graph( f )) is the graph of a function for every
c ∈ C . For this it suﬃces to show that S f (see Theorem 2.3) is of full measure (comeagre). But this clearly follows simply
by looking at the pairs (p0,q) and (q, p0) where p0 = (x0, f (x0)) and q ranges over graph( f ) ∩ graph( f ′). 
886 R. Balka, M. Elekes / J. Math. Anal. Appl. 345 (2008) 880–8885. Rigid sets
The starting point is the proof of Theorem 2.3. So far we are only able to prove this result for continuous functions, and
consequently we can only handle translations in the Borel/Lebesgue/Baire measurable case. But generalisations of the ideas
concerning the sets S f could tackle this diﬃculty. For a Borel function f the set S f is analytic (see e.g. [3]), and every
analytic set has the Baire property, so the result of this section can be considered as the ﬁrst step towards handling Borel
functions with general isometries. See Eq. (2.1) for the following notations.
Deﬁnition 5.1. We call a symmetric (about the origin) set H ⊂ S1 rigid for a set C ⊂ (0,∞) if for every c ∈ C there is an α
such that
H = α
(
ψc(H)
)
. (5.1)
Lemma 5.2. Let U be a regular open set (i.e. int(cl(U )) = U ) that is rigid for an uncountable set C . Then U = ∅, or U = S1 , or every
connected component of U is an interval whose endpoints are among (0,±1) and (±1,0).
Proof. Let A be the set of arclengths of the connected components of U . Then A is countable. Let I be a connected
component of U showing that U is not of the desired form. Then 0< arclength(I) < π since U is symmetric and regular. As
in the proof of Theorem 2.3 let us prove that the real analytic function l(c) = arclength(ψc(I)) (c ∈ (0,∞)) is not constant.
If I is in the left or right half of S1, then we already showed this there, so we may assume that (0,1) or (0,−1) is
in I . Since limc→∞ ψc(x) ∈ {(0,±1), (±1,0)} for every x ∈ S1, we obtain that limc→∞ l(c) ∈ Zπ2 . Hence we are done using
0 < arclength(I) < π unless arclength(I) = π2 . But if arclength(I) = π2 , then limc→∞ l(c) = 0 since (0,1) or (0,−1) is in I ,
and therefore l cannot be constant.
Hence l attains each of its values at most countably many times, so there is a c ∈ C such that arclength(ψc(I)) /∈ A,
contradicting (5.1). 
One can also show, using an argument similar to the above one (by considering the possible distances of pairs in H), that
the rigid sets (for C = (0,∞)) of cardinality smaller than the continuum are the following: the empty set, the symmetric
sets of two elements and the set {(0,±1), (±1,0)}.
The next statement is somewhat of ergodic theoretic ﬂavour.
Theorem 5.3. Let H be a Baire measurable set that is rigid for an uncountable set C . Then in each of the four quarters of S1 determined
by (0,±1) and (±1,0) either H or S1 \ H is meagre.
Proof. H can be written as H = UΔF in a unique way, where U is regular open, F is meagre and Δ stands for symmetric
difference, see [5, 4.6]. Then it is easy to see by the uniqueness of U that U is rigid for C , so we are done by the previous
lemma. 
6. Horizontally rigid functions
In this section we characterise the functions that are horizontally rigid via translations. This answers Question 3 of [1]
in the case of translations.
Deﬁnition 6.1. A function f : R → R is horizontally rigid, if graph( f (cx)) is isometric to graph( f (x)) for all c ∈ (0,∞).
Theorem 6.2. A function f : R → R is horizontally rigid via translations if and only if there exists r ∈ R such that f is constant on
(−∞, r) and (r,∞).
Proof. These functions are trivially horizontally rigid via translations. As the proof of the other direction resembles that of
Theorem 2.4, we only sketch it.
For every c > 0 there exist uc, vc ∈ R such that f (cx) = f (x + uc) + vc (x ∈ R). We may assume u1 = v1 = 0. If c ∈
(0,∞) \ {1} then there is an xc ∈ R such that cxc = xc + uc , and substituting this back to the above equation we get vc = 0.
Hence f (cx) = f (x+ uc) (x ∈ R) for every c ∈ (0,∞).
First we show that if f has a period p > 0, then f is constant. Using the last equation twice we obtain
f (cx) = f (x+ uc) = f (x+ uc + p) = f
(
(x+ p) + uc
)= f (c(x+ p))= f (cx+ cp).
If x ranges over R, then so does cx, hence cp is also a period. If c ranges over (0,∞), then so does cp, hence every
positive number is a period, so f is constant.
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f
(
c1(c2x)
)= f (c2x+ uc1 ) = f(c2(x+ uc1c2
))
= f
(
x+ uc1
c2
+ uc2
)
.
Interchanging c1 and c2 and comparing the two equations we get
f
(
x+ uc1
c2
+ uc2
)
= f
(
x+ uc2
c1
+ uc1
)
,
so ±[( uc1c2 + uc2 ) − (
uc2
c1
+ uc1 )] is a period, and hence it is zero. Therefore
uc1
1− 1c1
= uc2
1− 1c2
for every c1, c2 ∈ (0,∞) \ {1}.
Set r = uc
1− 1c
, then uc = r(1 − 1c ) for every c ∈ (0,∞). Substituting this back to f (cx) = f (x + uc) gives f (cx) =
f (x+ r(1− 1c )). Writing xc in place of x yields f (x) = f ( 1c (x− r) + r) for every c ∈ (0,∞).
Let x0 < r be ﬁxed and let c range over (0,∞), then 1c (x0 − r) + r ranges over (−∞, r), so f (x) is constant for x < r.
Similarly, f (x) is also constant for x> r. 
7. Open questions
The most important open question is the following. By Theorem 4.1 the diﬃculty is to handle rotations.
Question 7.1. Is every vertically rigid Lebesgue (Baire) measurable function of the form a + bx or a + bekx (a,b,k ∈ R) almost every-
where (on a comeagre set)? Or is this conclusion true at least for Borel measurable functions, or Baire class 1 functions, or functions
with at least one point of continuity?
Remark 7.2. It would be more natural to replace vertical rigidity by almost vertical rigidity. However, it is not clear how this
should be deﬁned, as a set can have a measure zero projection on one line and positive measure projection on another.
Question 7.3. Let f be a vertically rigid function and c > 0 such that there exists an isometry between graph( f ) and graph(cf ) that
is not a translation (or also not a reﬂection). Is then f of the form a + bx? Or is this true for Borel, Lebesgue, or Baire measurable
functions? And if we assume the same for every isometry between graph( f ) and graph(cf )?
Perhaps the following question can be answered in the negative by an easy transﬁnite recursion. A positive answer to
the analytic (see e.g. [3] for the deﬁnition of analytic sets) version would answer Question 7.1 for Borel functions.
Question 7.4. Let I ⊂ S1 be the open subarc of arclength π2 connecting (0,1) and (1,0). For a rigid set H can H ∩ I be anything else
but ∅, a point, I minus a point, or I? How about analytic, Borel, or Lebesgue (Baire)measurable rigid sets?
Question 7.5. What is the role of the uncountable set C ⊂ (0,∞) in the results of this paper? When is it suﬃcient to assume that it is
inﬁnite, dense, suﬃciently large ﬁnite, or contains a c = 1?
Remark 7.6. Let c0 = 1. It is easy to see that there exists a continuous f satisfying c0 f (x) = f (x + 1) for every x. Indeed,
if we deﬁne f to be an arbitrary continuous function on [0,1] satisfying c0 f (0) = f (1), then f extends to R in a unique
manner. Then f is vertically rigid via horizontal translations for the set C = {cn0: n ∈ Z}. Hence it is not suﬃcient to assume
for Jankovic´’s conjecture that C is inﬁnite.
There also exists a continuous nonlinear function f whose graph consists of two half lines starting from the origin so
that graph(2 f ) is a rotated copy of graph( f ).
Question 7.7. Is every horizontally rigid function of the form a + bx or of the form described in Theorem 6.2? Or is this true if we
assume Borel, Lebesgue, or Baire measurability? Is every continuous horizontally rigid function of the form a + bx?
Question 7.8.What can we say in higher dimensions?
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