Asymptotics of Solutions to the Boundary-Value Problem for the Korteweg–de Vries–Burgers Equation on a Half-Line  by Hayashi, Nakao et al.
Journal of Mathematical Analysis and Applications 265, 343–370 (2002)
doi:10.1006/jmaa.2001.7717, available online at http://www.idealibrary.com on
Asymptotics of Solutions to the Boundary-Value
Problem for the Korteweg–de Vries–Burgers
Equation on a Half-Line
Nakao Hayashi
Department of Mathematics, Graduate School of Science,
Osaka University, Osaka 560-0043, Japan
E-mail: nhayashi@math.wani.osaka-u.ac.jp
Elena I. Kaikina
Departamento de Ciencias Ba´sicas, Instituto Tecnolo´gico de Morelia,
CP 58120, Morelia, Michoaca´n, Me´xico
E-mail: kaikina@ifm1.ifm.umich.mx
and
Ilia A. Shishmarev
Department of Computational Mathematics and Cybernetics,
Moscow State University, 119899 Moscow, Russia
E-mail: Ilya@shishmarev.msk.su
Submitted by Rodolfo Torres
Received May 15, 2001
We study the following initial–boundary value problem for the Korteweg–de
Vries–Burgers equation,
01
ut + −1αuux − uxx + −1αuxxx = 0 x t ∈ R+ × R+
ux 0 = u0x x ∈ R+
∂nxu0 t = 0 n = 0 α t ∈ R+
where α = 0 1. We prove that if the initial data u0 ∈ H0ω ∩ H1 0, where
Hs k = 	f ∈ L2
 fHs k = xki∂xsfL2 < ∞, ω ∈  12  32 , and the norm
u0H0ω + u0H10 is sufﬁciently small, then there exists a unique solution
u ∈ C0∞H0 ∩ C0∞H1ω of the initial–boundary value problem (0.1),
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where  ∈ 0 12 . Moreover, if the initial data are such that x1+µu0x ∈ L1,
µ = ω − 12 , then there exists a constant A such that the solution has the asymp-
totics
ux t = A
t
α
(
x
2
√
t
 t
)
+O
(
min
(
x√
t
 1
)
t−1−
µ
2
)
for t →∞ uniformly with respect to x > 0 where α = 0 1, 0q t = q/
√
πe−q2 ,
1q t = 1/2
√
π
√
t e−q2 2q√t − 1 + e−2q√t.  2002 Elsevier Science
Key Words: dissipative nonlinear evolution equation; large time asymptotics;
Korteweg–de Vries–Burgers equation; half-line.
1. INTRODUCTION
We consider the initial–boundary value problem on a half-line for the
Korteweg–de Vries–Burgers (KdV-B) equation. The amount of the bound-
ary data for this problem depends on the direction of the half-line, x ≥ 0
or x ≤ 0, so we are interested in the two initial–boundary value problems
ut + uux − auxx + buxxx = 0 t > 0 x > 0
ux 0 = u0x x > 0
 u0 t = 0 t > 0
and
ut + uux − auxx + buxxx = 0 t > 0 x < 0
ux 0 = u0x x < 0
 u0 t = ux0 t = 0 t > 0
where a b > 0. By a change of variables and introduction of a parame-
ter α = 0 1, we can combine these two problems as one problem on the
half-line x > 0,
ut + −1αuux − uxx + −1αuxxx = 0 t > 0 x > 0
ux 0 = u0x x > 0 ∂jxu0 t = 0 t > 0 j = 0 α
(1.1)
The Korteweg–de Vries–Burgers equation (1.1) is a simple universal model
equation which appears as the ﬁrst approximation in the description of
dispersive dissipative nonlinear waves.
The main goal of this paper is to ﬁnd the large-time asymptotics of solu-
tions to problem (1.1). Some results on the decay estimates of the solutions
in different norms to the Cauchy problems for some nonlinear evolution
equations with strongly dissipative operators were obtained in papers [1–
3]. In papers [4, 7–9] the large–time asymptotic behavior of solutions to
the Korteweg–de Vries–Burgers-type equations, on the line was found. In
paper [5] the problem
ut + u2x − uxx + uxxx = 0 t > 0 x > 0
ux 0 = u0x x > 0
 u0 t = 0 t > 0
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was studied, and asymptotic behavior of solutions was obtained under
weaker conditions on the data since the L2 norm of the nonlinear term
decays faster than the case of this paper. This problem corresponds to the
case α = 0 in this paper. As far as we know there are a few results on the
asymptotics of solutions to the initial–boundary value problem (1.1) when
α = 1, which is different from the case α = 0. For the nonlinear nonlocal
Schro¨dinger equation on a half-line the initial–boundary value problem was
studied in [6], where the pseudodifferential operator  with homogeneous
symbol Kp = Cpβ was introduced through the Laplace transformation,
and it was shown that the number of boundary data which is necessary to
show the well-posedness of the problem is equal to β2 , except for the case
where β is an odd integer. In the case of Eq. (1.1) we have the operator
u = −uxx + −1αuxxx; i.e., the symbol Kαp = −p2 + −1αp3 is not
homogeneous and the order of p in the second term is an odd integer.
Thus we consider the critical case that the number of the boundary data
also depends on the sign of the highest derivative in the equation. Note
that in the case of the Cauchy problem for the Korteweg–de Vries–Burgers
equation the nonlinearity uux of the shallow water type is critical from the
point of view of the large time asymptotic behavior of solutions since the
nonlinearity in the equation has the same decay rate as the linear terms.
In the case of the initial–boundary value problem due to the homogeneous
boundary data the solution obtains an additional decay, and as a result
the nonlinear term in the boundary-value problem (1.1) appears to be
supercritical, in contrast to the corresponding Cauchy problem. The main
difﬁculty in the boundary value problem (1.1) is in the evaluation of the
contribution of the boundary data to the large time asymptotic formulas
of the solutions. Our approach here is based on the Lp estimates of the
Green function.
Let us denote by Hsk = 	f ∈ L2
 fHsk = xki∂xsfL2 < ∞ the
weighted Sobolev space; here and below x = √1+ x2. The symbol of
the operator  has the form Kαp = −p2 + −1αp3, so that it satis-
ﬁes the dissipation condition Kαp > 0 for all p on the imaginary axis
p = 0 p = 0. By the same letter C we denote different positive con-
stants. First of all we formulate the local existence of the solutions of the
initial–boundary value problem (1.1).
Now we state our results.
Theorem 1.1. Suppose that the initial data u0x ∈ H0ω ∩ H10, where
ω ∈  12  32 . Then for some T > 0 there exists a unique solution
ux t ∈ C0 T H0  ∩ C0 T H1ω
of the initial–boundary value problem (1.1), where  ∈ 0 12 .
Now we give sufﬁcient conditions for the global existence of solutions.
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Theorem 1.2. Suppose that the initial data u0 ∈ H0ω ∩H10, where ω ∈
1 32  and the norm u0H0ω + u0H1 0 ≤ ! where ! > 0 is small enough.
Then there exists a unique solution
u ∈ C0∞H0 ∩ C0∞H1ω
of the initial–boundary value problem (1.1), where  ∈ 0 12 . Moreover, if the
initial data are such that
x1+µu0x ∈ L1 µ = ω− 12 
then there exists a constant A such that the solution has the asymptotics
ux t = A
t
α
(
x
2
√
t
 t
)
+O
(
min
(
x√
t
 1
)
t−1−
µ
2
)
for t →∞ uniformly with respect to x > 0 where α = 0 1, and
0q t =
q√
π
e−q
2
 1q t =
1
2
√
π
√
t
(
e−q
2(
2q
√
t − 1)+ e−2q√t)
Remark 1.1. Estimates obtained in Theorems 1.1 and 1.2 are sufﬁcient
to obtain the large-time asymptotic formula for the solution, which is the
main aim of this paper. By virtue of the explicit formulas for the Green
function (see (2.9)) we can see that there is a smoothing effect in the prob-
lem (1.1), so the solution can be proved to be classical; namely, we have
u ∈ C∞0∞× 0∞.
Remark 1.2. Note that the asymptotics of solutions to the problem (1.1)
obtained in Theorem 1.2 have the decay rate t−1, which is more rapid in
comparison with the case of the Cauchy problem t−
1
2 . This happens due
to the homogeneous boundary data, similarly to the problems for the heat
equation on the line and the half-line.
We organize our paper as follows. In Section 2 we consider the linear
initial–boundary value problem corresponding to (1.1) and discuss the ques-
tion of the number of boundary data which are necessary to prove the exis-
tence and uniqueness of solutions. We construct the Green function of the
solution of the linear problem and formulate Theorem 2.1 on the existence
and uniqueness of the solution. In Section 3 we prove some preliminary
estimates in Lemma 3.1. Section 4 is devoted to the proof of Theorem 2.1
for the linear problem. In Section 5 we prove Theorem 1.1 on the local exis-
tence of solutions to the nonlinear problem (1.1). Theorem 1.2 is proved in
Section 6.
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2. LINEAR PROBLEM
We consider the linear initial–boundary value problem corresponding to
(1.1),
ut − uxx + −1αuxxx = f x t t > 0 x > 0
ux 0 = u0x x > 0
ujx0 t = 0 t > 0 for j = 0 α
(2.1)
where α = 0 1.
In this section we obtain the explicit formula for the solution of the linear
problem (2.1) under the condition
u0 ∈ L1R+ f ∈ Lq0 T 
L1R+
with q > 2. Taking the Laplace transformation of the problem (2.1) and
integrating the result with respect to t, we obtain a representation for the
Laplace transform of the solution,
uˆp t = e−Kαpt uˆ0p +
∫ t
0
e−Kαpt−τf1p τdτ(2.2)
where Kαp = −p2 + −1αp3 and
f1p τ = −p2
2∑
j=1
∂
j−1
x u0 τ
pj
(2.3)
+−1αp3
3∑
j=1
∂
j−1
x u0 τ
pj
+ fˆ p τ
The condition
uˆp t ≤M1+ pβ for all p ≥ 0(2.4)
with some M , β > 0 is necessary and sufﬁcient for the existence of the
inverse Laplace transformation. It is easy to see that condition (2.4) is
fulﬁlled in domains Kαp > 0 of the right half-complex plane p ≥ 0.
In domains Kαp < 0 of the right half-complex plane p ≥ 0, we rewrite
formula (2.2) as
uˆp t = e−Kαpt
(
uˆ0p +
∫ +∞
0
eKαpτf1p τdτ
)
−
∫ +∞
t
e−Kαpt−τf1p τdτ
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Since the last integral ∫ +∞
t
e−Kαpt−τf1p τdτ
satisﬁes the condition (2.4) for all p ≥ 0, Kαp < 0, we have to assume
the condition
uˆ0p +
∫ ∞
0
eKαpτf1p τdτ(2.5)
= uˆ0p −
2∑
j=1
p2−j
∫ ∞
0
eKαpτ∂j−1x u0 τdτ
+−1α
3∑
j=1
p3−j
∫ ∞
0
eKαpτ∂j−1x u0 τdτ
+
∫ ∞
0
eKαpτfˆ p τdτ = 0
for all p ≥ 0, Kαp < 0. We use Eq. (2.5) to ﬁnd some of the bound-
ary functions uj−1x 0 t involved in (2.3). Making the change of the variable
−Kαp = ξ, we transform domains Kαp < 0 of the right half-complex
plane p ≥ 0 to the half-complex plane ξ > 0. Since Kαp is a cubic
polynomial, there exist three functions φlξ = K−1α ξ = p, l = 1 2 3
which transform the half-complex plane ξ > 0 to domains, where
Kαp < 0. Therefore condition (2.5) can be written as an equation or a
system of equations in the half-complex plane ξ > 0,
uˆ0φlξ −
2∑
j=1
vˆj−1ξ
φlξj−2
+ −1α
3∑
j=1
vˆj−1ξ
φlξj−3
+ ˆˆf φlξ ξ = 0(2.6)
for all l such that φlξ > 0 for ξ > 0, where
ˆˆf φlξ ξ =
∫ ∞
0
∫ ∞
0
e−φlξx+ξτf x τdxdτ
uˆ0φlξ =
∫ +∞
0
e−φlξxu0xdx vˆjξ =
∫ +∞
0
e−ξτujx 0 τdτ
are the Laplace transforms with respect to space and time for the initial
data u0x, the boundary values ∂jxu0 t, and the source f x t, respec-
tively. The number of equations in system (2.6) is equal to the number of
functions φlξ = K−1α ξ such that φlξ > 0 for all ξ > 0. For exam-
ple, in the case α = 0 the equation
−K0p = p2 − p3 = ξ
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has two roots φ1ξ and φ2ξ such that φlξ > 0 l = 1 2 for all
ξ ∈ D0 ≡
{
ξ ∈ C ξ > 0 ξ /∈
[
0
4
27
]}

and in the case α = 1 the equation
−K1p = p2 + p3 = ξ
has only one root φ˜3ξ such that φ˜3ξ > 0 for all
ξ ∈ D1 ≡ 	ξ ∈ C ξ > 0
Therefore in the case α = 0 condition (2.6) is a system of two equations,
and so we assume in problem (2.1) one boundary datum, u0 t = 0, and in
the case α = 1 condition (2.6) is one equation, and so we assume in problem
(2.1) two boundary data, u0 t = ux0 t = 0. Solving (2.6) we deﬁne the
Laplace transforms of the remainder boundary functions vjt = ∂jxu0 t
j = 1 2, for the case α = 0 as follows:
vˆ1ξ =
uˆ0φ2 − uˆ0φ1 + ˆˆf φ2 ξ − ˆˆf φ1ξ
φ1 −φ2
(2.7)
vˆ2ξ =
uˆ0φ2 + ˆˆf φ2ξ1−φ1 + uˆ0φ1 + ˆˆf φ1ξφ2 − 1
φ1 −φ2
(2.8)
And for the case α = 1 from condition (2.6) we obtain for the Laplace
transform of the remainder boundary function v2t = ∂2xu0 t
vˆ2ξ = uˆ0φ˜3ξ + ˆˆf φ˜3ξ ξ
To ﬁnd the remaining boundary functions vjt = ujx 0 t we take the
inverse Laplace transforms
u
j
x 0 t = 12πi
∫
*α
eξt vˆjξdξ
where *α = ∂Dα; i.e.,
*0 = −i∞−i0 ∪
[
− i0 4
27
− i0
]
∪
[
4
27
+ i0 i0
]
∪ i0 i∞
*1 = −i∞ i∞
since condition (2.4) is fulﬁlled for the functions vˆlξ which are analytic in
the domain Dα.
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Now we prove an integral representation of the solution ux t to the
problem (2.1),
ux t =
∫ ∞
0
u0yFαx y tdy(2.9)
+
∫ t
0
dτ
∫ ∞
0
f y τFαx y t − τdy
where
F0x y t = −
1
4π2
∫ i∞
−i∞
dpe−py
∫ i∞
−i∞
eξt
eφ3ξx + epx
K0p + ξ
dξ
φ3ξ is the root of the equation K0p = −ξ such that φ3ξ < 0 for
ξ > 0 and for the case α = 1,
F1x y t =
1
4π2
∫ i∞
−i∞
dpepx
∫ i∞
−i∞
eξt
e−φ˜3ξy − e−py
K1p + ξ
dξ
φ˜3ξ is the root of the equation K1p = −ξ, such that φ˜3ξ > 0 for
ξ > 0. Note that the integrals in the deﬁnition of the functions F0 F1 are
convergent absolutely for all t > 0. Indeed, since
1
a+ ib ≤
1
aνb1−ν
for any a b ∈ R, where ν ∈ 0 1, we have
1
Kαp + ξ
≤ p−2νξ + −1αp3−1+ν(2.10)
for all p = 0ξ = 0 p ξ = 0, where ν ∈ 0 1. Therefore, integrating
by parts with respect to ξ in the domain ξ > 1, we get
Fα < C
∫ i∞
−i∞
dp
∫ i
−i
dξ
Kαp + ξ
+ C
t
∫ i∞
−i∞
dp
∫
ξ=0ξ>1
dξ
Kαp + ξ2
+ C
t
∫ i∞
−i∞
dp
Kαp ± i
< Cmaxt−1 1
We prove formula (2.9) for the more difﬁcult case α = 0 only; for the case
α = 1 the proof is analogous. Substituting representations (2.7), (2.8) into
(2.2) and taking the inverse Laplace transformation with respect to p, we
obtain
ux t = 1
2πi
∫ +i∞
−i∞
dpe−K0pt+px
(
uˆ0p +
∫ t
0
eK0pτfˆ p τdτ
)
(2.11)
+ 1
4π2
∫ i∞
−i∞
dpepx
∫ t
0
dτe−K0pt−τ
∫
*α
eξτHp ξdξ
≡ I1 + I2
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where
Hp ξ = p−φ2uˆ0φ1 +
ˆˆf φ1 ξ + φ1 − puˆ0φ2 + ˆˆf φ2 ξ
φ1 −φ2

Substitution of uˆ0p =
∫∞
0 e
−pyu0ydy and fˆ p τ =
∫∞
0 e
−pyf y τdy
into the ﬁrst integral I1 yields
I1 =
1
2πi
( ∫ +i∞
−i∞
dpe−K0pt+px
∫ ∞
0
e−pyu0y tdy(2.12)
+
∫ i∞
−i∞
dpepx
∫ t
0
dτe−K0pt−τ
∫ ∞
0
e−pyf y
 τdy
)
=
∫ +∞
0
u0yGx− y t dy +
∫ t
0
∫ ∞
0
f y τGx− y t − τdτ dy
where
Gx t = 1
2πi
∫ +i∞
−i∞
epx−K0ptdp
The change of the order of integration in formula (2.12) is justiﬁed under
the condition
u0 ∈ L1 f ∈ Lq0 t
L1R+
with q > 2, by the Fubini theorem. Now we consider the integral I2. We
prove the formula
I2=
∫ +∞
0
u0yG1xytdy+
∫ +∞
0
dτ
∫ +∞
0
f yτG1xyt−τdy(2.13)
where
G1x y t = −
1
4π2
∫ i∞
−i∞
e−pydp
∫ +i∞
−i∞
eξt
eφ3ξx
K0p + ξ
dτ
For simplicity we consider only the part of the function Hp ξ with the
function u0x; the part of the function Hp ξ containing the function
f x t is considered in the same manner. Substituting the Laplace trans-
form of u0 into the deﬁnition of the function Hp ξ, changing the order
of integration, and integrating with respect to t > 0, we get
I2=
1
4π2
∫ i∞
−i∞
epxdp
∫ t
0
e−K0pt−τdτ
∫ i∞
−i∞
dξ
eξτ
φ1−φ2
×
(
p−φ2
∫ +∞
0
e−φ1yu0ydy+φ1−p
∫ +∞
0
e−φ2yu0ydy
)
= 1
4π2
∫ ∞
0
u0ydy
∫ i∞
−i∞
epx−K0ptdp
∫
*0
H˜pφ1φ2y
eK0p+ξt−1
K0p+ξ
dξ
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where
H˜pφ1 φ2 y =
p−φ2e−φ1y + φ1 − pe−φ2y
φ1 −φ2

Since K0p > 0 for all p = 0, p = 0 and due to φ1ξ = φ2ξ for all
ξ ∈ D0, the function H˜pφ1 φ2 y is analytic in the domain D0; therefore
by the Cauchy theorem we have∫
*0
H˜pφ1 φ2 y
K0p + ξ
dξ = 0
Using the relations
φ1ξ = φ2ξ
for all
ξ ∈ D0 ≡
{
ξ ∈ C ξ > 0 ξ /∈ [0 427 ]}
and H˜pφ1 φ2 y = H˜pφ2 φ1 y, we can change the contour of inte-
gration *0 to the imaginary axis −i∞ i∞ to get∫
*0
H˜pφ1 φ2 y
eξt − e−K0pt
K0p + ξ
dξ =
∫ i∞
−i∞
H˜pφ1 φ2 y
eξt
K0p + ξ
dξ

therefore we can write the integral I2 in the form
I2 =
1
4π2
∫ ∞
0
u0ydy
∫ i∞
−i∞
epxdp
∫ i∞
−i∞
H˜pφ1 φ2 y
eξt
K0p + ξ
dξ
(since φ1 2ξ > 0, φ1 − φ2 ≥ 1 for all ξ = 0 and from inequality
(2.10), we see that the last integral in the above formula converges abso-
lutely). Hence applying the identities
K0p + ξ = p−φ1p−φ2p−φ3
1
φ1 −φ2φ1 −φ3
= φ′1ξ
1
φ2 −φ1φ2 −φ3
= φ′2ξ
and using the theory of residues, we obtain∫ i∞
−i∞
H˜pφ1 φ2 y
K0p + ξ
epxdp
= 2πi H˜φ3 φ1 φ2 yφ3 −φ1φ3 −φ2
eφ3ξx
= 2πieφ3ξx(e−φ1ξyφ′1ξ + e−φ2ξyφ′2ξ)
= −eφ3ξx
∫ i∞
−i∞
1
K0p + ξ
e−pydp
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Therefore
I2 =
∫ ∞
0
u0yG1x y tdy
where
G1x y t = −
1
4π2
∫ +i∞
−i∞
e−pydp
∫ i∞
−i∞
eξt+φ3x
1
K0p + ξ
dξ
Also since
e−K0pt = 1
2πi
∫ i∞
−i∞
eξt
1
K0p + ξ
dξ
we can rewrite the function Gx t in the form
Gx t = − 1
4π2
∫ i∞
−i∞
epxdp
∫ i∞
−i∞
eξt
1
K0p + ξ
dξ
Therefore, using (2.11)–(2.13) for solution ux t, we obtain
ux t =
∫ +∞
0
u0yF0x y tdy +
∫ t
0
dτ
∫ +∞
0
f y τF0x y t − τdy
where for the function F0x y t = Gx y t +G1x y t we have
F0x y t = −
1
4π2
∫ i∞
−i∞
e−pydp
∫ i∞
−i∞
eξt
eφ3ξx + epx
K0p + ξ
dξ
Thus the formula (2.9) is proved in the case α = 0.
Now we formulate the following result, which will be proved in Section 4.
Theorem 2.1. Let
u0 ∈ H0ωR+ ∩H10R+ tνf ∈ L∞0 T 
L1R+
with ω ∈  12  32 , ν ∈  16  14. Then for some T > 0 there exists a unique solution
u ∈ C0 T 
H1ω ∩ C0 T 
H0
of the initial–boundary value problem (2.1) such that
sup
t∈0T 
uH0  + tνuxL2 + xωuxL2 ≤ Cλ
where
λ = u0H0ω + u0H10 + T
1
4−ν sup
t∈0T 
tνfL1
and
ν ∈  16  14  ∈ 0 12 
To prove this result we prove some preliminary estimates in the next
section.
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3. PRELIMINARIES
As in Section 2 we denote by φlξ, l = 1 2 3, the roots of the equation
−K0ξ = p2 − p3 = ξ
such that
φlξ > 0 l = 1 2 φ3ξ < 0
for all
ξ ∈ D0 =
{
ξ ∈ C  ξ ≥ 0 ξ /∈ [0 427 ]}
Note that the functions φlξ are analytic in the domain{
ξ ∈ C ξ /∈ (−∞ 427 ]}
We represent
p2 = ξ
1− p for p < 1 and p
3 = −ξ
1− 1/p for p > 1
Hence we get
φ1ξ =

√
ξ +Oξ
ξ → 0ξ > 0 1+Oξ ξ → 0ξ < 0
ei
π
3 3
√
ξ +O1 ξ → ∞
(3.1)
φ2ξ =

1+Oξ
ξ → 0ξ > 0√ξ +Oξ ξ → 0ξ < 0
e−i
π
3 3
√
ξ +O1 ξ → ∞
(3.2)
and
φ3ξ =
{−√ξ +Oξ ξ → 0
− 3√ξ +O1 ξ → ∞(3.3)
for all
ξ ∈ {C ξ /∈ (−∞ 427 ]}
(by
√
ξ and 3
√
ξ we denote the main value of the analytic function; i.e.,√
1 = 3√1 = 1). In the case α = 1 the equation
−K1p = p2 + p3 = ξ
has roots
φ˜lξ = −φlξ l = 1 2 3
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such that
φ˜1ξ < 0 φ˜2ξ < 0 φ˜3ξ > 0
for all
ξ ∈ D1 = 	ξ ∈ C ξ ≥ 0 ξ = 0
Note that the functions φ˜lξ are analytic in the domain
	ξ ∈ C ξ /∈ −∞ 0
and have the asymptotic representations
φ˜1ξ =
−
√
ξ +Oξ ξ → 0ξ > 0
−1+Oξ ξ → 0ξ < 0
−e−i π3 3√ξ +O1 ξ → ∞
(3.4)
φ˜2ξ =

−1+Oξ ξ → 0ξ > 0
−√ξ +Oξ ξ → 0ξ < 0
−ei π3 3√ξ +O1 ξ → ∞
(3.5)
and
φ˜3ξ =
{√
ξ +Oξ ξ → 0
3
√
ξ +O1 ξ → ∞(3.6)
for all
ξ ∈ 	C ξ /∈ −∞ 0
As in the previous section we denote
F0x y t = −
1
4π2
∫ i∞
−i∞
dpe−py
∫ i∞
−i∞
dξeξt
eφ3ξx + epx
K0p + ξ

F1x y t =
1
4π2
∫ i∞
−i∞
dpepx
∫ i∞
−i∞
dξeξt
e−φ˜3ξy − e−py
K1p + ξ

(3.7)
for all x y t ≥ 0 where K0p = −p2 + p3 and K1p = −p2 − p3.
In the next lemma we prove the asymptotics of the functions Fα for
large t.
Lemma 3.1. We have
·δ∂nxFα· y tL2 ≤ Cyt−αn+
δ
2+γ(3.8)
where
αn =
3+ 2n
4
 γ > 0
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and
Fαx y t = t−14αyα
(
x
2
√
t
 t
)
+ y1+µO
(
t−1−
µ
2 min
(
x√
t
 1
))
(3.9)
for any x y t > 0 where
µ ∈ 0 1 α = 0 1 40y = e−y − 1+ y 41y = y
0q t =
q√
π
e−q
2
 1q t =
1
2
√
πt
(
e−q
2(
2q
√
t − 1)+ e−2q√t)
Proof. First we show the estimate (3.9) for the function F1x y t. Since
K′1p = 0 for p = 0 and p = − 23 , we have φ˜1ξ = φ˜2ξ for all ξ = 0.
Also we easily get
∑3
j=1 φ˜jξ = −1 and φ˜1φ˜2φ˜3 = ξ. Since K′1φ˜jξ =
−1/φ˜′jξ, by the theory of residues,∫ i∞
−i∞
eξt
K1p + ξ
dξ = 2πie−K1pt(3.10)
and ∫ i∞
−i∞
epx
ξ +K1p
dp = 2πi
2∑
j=1
resp=φ˜jξ
epx
ξ +K1p
(3.11)
= −2πi
2∑
j=1
eφ˜jξxφ˜′jξ
changing the order of integration and using the theory of residues we get
for the function F1,
F1x y t =
1
2πi
( ∫ i∞
−i∞
dξeξt−φ˜3ξy
2∑
j=1
eφ˜jξxφ˜′jξ(3.12)
+
∫ i∞
−i∞
dpepx−y−K1pt
)
=Mx y t + Rx y t
where
Mx y t = 1
2πi
( ∫ i∞
−i∞
dξeξt1− φ˜3ξy
2∑
j=1
eφ˜jξxφ˜′jξ
+
∫ i∞
−i∞
dp1− pyepx−K1pt
)
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and
Rx y t = 1
2πi
( ∫ i∞
−i∞
dξeξte−φ˜3ξy − 1+ φ˜3ξy
2∑
j=1
eφ˜jξxφ˜′jξ
+
∫ i∞
−i∞
dpe−py − 1+ pyepx−K1pt
)

Using the formulas (3.10) and (3.12) and changing the order of integration,
we have∫ i∞
−i∞
epx−K1pt1− pydp =
∫ i∞
−i∞
eξtdξ
∫ i∞
−i∞
epx1− py
K1p + ξ
dp
= −
∫ i∞
−i∞
eξt
2∑
i=1
eφ˜iξx1− φ˜iξyφ˜′iξdξ
Then via the identity
φ˜3ξ − φ˜jξφ˜′jξ =
−1j
φ˜1 − φ˜2
 j = 1 2
we write the function Mx y t as
Mx y t = y
2πi
∫ i∞
−i∞
eξt
eφ˜1ξx − eφ˜2ξx
φ˜1 − φ˜2
dξ
Similarly for the function Rx y t we obtain∫ i∞
−i∞
dpe−K1pte−py − 1+ py = 1
2πi
∫ i∞
−i∞
eξtdξ
∫ i∞
−i∞
e−py − 1+ py
K1p + ξ
dp
= −
∫ i∞
−i∞
eξte−φ3ξy − 1
+φ3ξy
2∑
j=1
φ′jξdξ
since
3∑
j=1
φ˜′jξ = 0 φ˜3 > 0
and K1p = Op3 as p → ∞. Therefore we can rewrite the function
Rx y t as
Rx y t = 1
2πi
( ∫ i∞
−i∞
dξeξte−φ˜3ξy − 1+ φ˜3ξy(3.13)
×
2∑
j=1
eφ˜jξx − 1φ˜′jξ +
∫ i∞
−i∞
dpe−K1pt
×epx − 1e−py − 1+ py
)

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First we estimate the function R. We have φ˜lξ < 0 l = 1 2
φ˜3ξ > 0 on the imaginary axis ξ = 0 ξ = 0. There is a contour in
the complex left half-plane ξ < 0 such that φ˜lξ = 0; it is deﬁned by
equation K1iy = −ξ, i.e., −iy3 − y2 = ξ with y = φ˜lξ ∈ R. Therefore
there exists a contour
 = 	ξ ∈ Cξ < 0ξ = Oξ ξ ≤ 1ξ = Oξ 23  ξ > 1
such that
φ˜lξ ≤ 0 l = 1 2 φ˜3ξ ≥ 0 for ξ ∈ 
Note that the asymptotic formulas (3.4)–(3.6) are valid on the contour .
Then using (3.6) we have for ξ ∈ , ξ < 1,
e−φ˜3ξy − 1+ φ˜3ξy = y1+µOξ
1+µ
2 
where µ ∈ 0 1. Since by (3.4) and (3.5) we have
φ˜′jξ = Oξ−
1
2  for ξ →−−1ji0
and
φ˜′jξ = O1 for ξ → −1ji0 ξ ∈ 
where j = 1 2 we get in the case ξ ≤ 1 ξ ∈ ,∣∣∣∣∣ 2∑
j=1
eφ˜jξx − 1φ˜′jξ
∣∣∣∣∣ ≤ C√ξ e−C
√
ξx − 1 + Ce−Cx − 1
≤ Cmin (x ξ− 12 )
In the case ξ > 1, ξ ∈ , we have∣∣∣∣∣ 2∑
j=1
eφ˜jξx − 1φ˜′jξ
∣∣∣∣∣ ≤ Cξ− 23 (e−C 3√ξx − 1) ≤ Cmin (xξ− 13  ξ− 23 )
≤ Cmin (x ξ− 12 )
Thus
2∑
j=1
(
eφ˜jξx − 1
)
φ˜′jξ = O
(
min
(
x
√
ξ 1
)
ξ− 12
)
for all ξ ∈ . Therefore we have(
e−φ˜3ξy − 1+ φ˜3ξy
) 2∑
j=1
(
eφ˜jξx − 1
)
φ˜′jξ
= y1+µO
(
min
(
x
√
ξ 1
)
ξ µ2
)
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for all x y > 0 ξ ∈ . In the same manner we obtain(
epx − 1)(e−py − 1+ py) = y1+µO(minxp 1p1+µ)
for all x y > 0, p = 0, where µ ∈ 0 1. Therefore, making the changes
in the variables of integration p2t = z2 and ξt = q in the formula (3.13),
we get
Rx y t = y1+µO
(
min
(
x√
t
 1
)
t−1−
µ
2
)
(3.14)
Now we estimate the main term of asymptotics Mx y t. Via (3.4) and
(3.5) we can write in the case x
√ξ ≤ 1, ξ < 1, ξ ∈ 
eφ˜1ξx − eφ˜2ξx
φ˜1ξ − φ˜2ξ
= e
−√ξx+Oξx − e−x+Oξx
1−√ξ +Oξ
=
(
e−
√
ξx1+Oξx − e−x1+Oξx
)
× (1+√ξ +Oξ)
= (e−√ξx − e−x)(1+√ξ)+Oξx
and in the case x
√ξ > 1, ξ < 1, ξ ∈ , ξ > 0 (the case ξ < 0 is
considered in the same manner), we have∣∣eφ˜1ξx − e−√ξx∣∣ ≤ e−C√ξxOξx = O(√ξ)
and
eφ˜2ξx ≤ C
x
≤ C
√
ξ e−x ≤ C
x
≤ C
√
ξ

therefore we obtain
eφ˜1ξx − eφ˜2ξx
φ˜1ξ − φ˜2ξ
= e−
√
ξx − e−x(1+√ξ)(3.15)
+O
(
min
(√
ξx 1
)√
ξ
)
for all ξ < 1, ξ ∈ . Again by virtue of asymptotics (3.4) and (3.5) in the
case x 3
√ξ ≤ 1 we get∣∣eφ˜1ξx − eφ˜2ξx∣∣ ≤ C∣∣φ˜1ξ − φ˜2ξ∣∣x ≤ Cx 3√ξ
and if
x 3
√
ξ ≥ 1
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we have ∣∣eφ˜1ξx − eφ˜2ξx∣∣ ≤ C
and hence∣∣∣∣∣eφ˜1ξx − eφ˜2ξxφ˜1ξ − φ˜2ξ
∣∣∣∣∣ ≤
∣∣∣∣∣ φ˜1ξ − φ˜2ξO( 3√ξ)
∣∣∣∣∣x ≤ Cmin(x 3
√
ξ 1
) 1
3
√ξ
≤ C
√
ξmin
(√
ξx 1
)
for ξ ≥ 1, ξ ∈ . Hence we see that representation (3.15) is valid for all
ξ ∈ . By virtue of the estimate∫

eξtO
(
min
(√
ξx 1
)√
ξ
)
dξ = O
(
min
(
x√
t
 1
)
t−
3
2
)
we write the representation for the function Mx y t,
Mx y t = y
2πi
∫

eξt
(
e−
√
ξx − e−x)(1+√ξ)dξ
+ yO
(
min
(
x√
t
 1
)
t−
3
2
)

Since ∫ ∞
−∞
e−q
2
dq = √π
and ∫ ∞
−∞
e−q
2
q2dq =
√
π
2

making the change of variables of integration ξt −√ξx = −η2 and ξt =
−q2, we obtain∫

eξt
(
e−
√
ξx − e−x)(1+√ξ)dξ = √πit− 32 (e− x24t x− 1 + e−x)
Therefore we get
Mx y t = y
2
√
π
t−
3
2
(
e−
x2
4t x− 1 + e−x
)
(3.16)
+ yO
(
min
(
x√
t
 1
)
t−
3
2
)

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From (3.12)–(3.16) we have the asymptotics (3.9) with α = 1. Now we show
the asymptotics (3.9) for the case α = 0. Similarly to the case α = 1, we
rewrite the function F0x y t as
F0x y t =
1
2πi
(∫ i∞
−i∞
dξeξteφ3ξx
2∑
j=1
e−φjξyφ′jξ(3.17)
+
∫ i∞
−i∞
dpepx−y−K0pt
)

Since
3∑
j=1
φ′jξ = 0
3∑
j=1
φjφ
′
jξ = 0
and K0p = Op3 for p ≥ 1, we have∫ i∞
−i∞
dξeξteφ3ξx
2∑
j=1
1−φjξyφ′jξ = −
∫ i∞
−i∞
dpepx−K0pt1− py
and ∫ i∞
−i∞
dξeξt
2∑
j=1
e−φjξy − 1+φjξyφ′jξ
= −
∫ i∞
−i∞
dpe−K0pte−py − 1+ py
Also we change the contour of integration with respect to ξ into . Denote
+ = 	ξ ∈  ξ > 0
and
− = 	ξ ∈  ξ < 0
Therefore we can write the function F0x y t = Mx y t + Rx y t,
where
Mx y t = 1
2πi
∫
−
dξeξteφ3ξx − 1e−φ1ξy − 1+φ1ξyφ′1ξ
+ 1
2πi
∫
+
dξeξteφ3ξx − 1e−φ2ξy − 1+φ2ξyφ′2ξ
and the remainder
Rx y t = 1
2πi
(∫
−
dξeξt
(
eφ3ξx − 1)(e−φ2ξy − 1+φ2ξy)φ′2ξ
+
∫
+
dξeξt
(
eφ3ξx − 1)(e−φ1ξy − 1+φ1ξy)φ′1ξ
+
∫ i∞
−i∞
dpe−K0ptepx − 1e−py − 1+ py
)

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By virtue of (3.1)–(3.3) we have(
eφ3ξx − 1)(e−φjξy − 1+φjξy)φ′jξ
= y1+µO
(
min
(√
ξx 1
)
 ξ µ2
)
for ξ ∈ + if j = 1 and for ξ ∈ − if j = 2, where µ ∈ 0 1. Also we have
epx − 1e−py − 1+ py = y1+µOminpx 1 p1+µ
for p = 0. Therefore by analogy to (3.14) we obtain
Rx y t = y1+µO
(
min
(
x√
t
 1
)
t−1−
µ
2
)
(3.18)
We use (3.1)–(3.3) to ﬁnd that(
eφ3ξx − 1)(e−φjξy − 1+φjξy)φ′jξ
= (e−√ξx − 1)e−y − 1+ y + yO(min(1 x√ξ)√ξ)
for ξ ∈ + if j = 1 and for ξ ∈ − if j = 2. Therefore similarly to (3.16)
we get
Mx y t = e
−y − 1+ y
2πi
(3.19)
×
∫

dξeξt
(
e−
√
ξx − 1)+ yO(min( x√
t
 1
)
t−
3
2
)
= e
−y − 1+ y
t
√
π
e−
x2
4t
x
2
√
t
+ yO
(
min
(
x√
t
 1
)
t−
3
2
)

By virtue of formulas (3.18) and (3.19) we obtain (3.9) with α = 0. Now we
prove estimate (3.8) in the case α = 0, n = 0 (the case α = 0, n = 1 and
cases α = 1, n = 0 1 are considered by analogy). Since∫ i∞
−i∞
dξeξteφ3ξx
2∑
j=1
1−φjξyφ′jξ = −
∫ i∞
−i∞
dpepx−K0pt1− py
via (3.17) we have
F0x y t =
1
2πi
(∫ i∞
−i∞
dξeξteφ3ξx
2∑
j=1
e−φjξy − 1+φjξyφ′jξ
+
∫ i∞
−i∞
dpepx−K0pte−py − 1+ py
)

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By virtue of the inequalities∣∣∣∣eφ3ξx 2∑
j=1
(
e−φjξy − 1+φjξy
)
φ′jξ
∣∣∣∣
≤
{
Cξ− µ2 yx−µ if ξ ≤ 1,
Cξ− µ+13 yx−µ if ξ > 1,
and∥∥∥∥xδ ∫ i∞−i∞ dpepx−K0pte−py − 1+ py
∥∥∥∥
L2
≤ Cy
∫ i∞
−i∞
e−ReK0pt p1−δdp
≤ Cyt− 34+ δ2 
we easily get
xδFx y tL2 ≤ Cy
∫
ξ∈
ξ− 14− µ2 −γeReξtdξ + Cyt− 34+ δ2
≤ Cyt− 34+ δ2+γ
Lemma 3.1 is proved.
4. PROOF OF THEOREM 2.1
From Section 2 we see that the solution of problem (2.1) can be repre-
sented as
ux t =
∫ ∞
0
u0yFαx y tdy(4.1)
+
∫ t
0
dτ
∫ ∞
0
dy f y τFαx y t − τ
where the functions Fαx y t are deﬁned in (3.7). Let us prove the esti-
mate
uXκωT ≤ Cλ(4.2)
where
uXκωT = sup
t∈0 T 
·u· tL2 + ·ωux· tL2 + tνux· tL2
λ = u0H0ω + u0H1 0 + T
1
4−ν sup
t∈0 T 
tν·ωf · tL1
T > 0 ν ∈ ( 16  14)  ∈ (0 12 ) ω ∈ ( 12  32 )
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and the norm is taken with respect to the space variable x, which is denoted
by the dot. From (4.1) we have
·δ∂nxu· tL2 ≤ C
∥∥∥∥ ∫ ∞0 u0y·δ∂nxFα· y tdy
∥∥∥∥
L2
(4.3)
+C
∫ t
0
dτ
∫ ∞
0
f y τ
∥∥∥·δ∂nxFα· y t − τ∥∥∥
L2
dy
for α = 0 1, n = 0 1, δ ≥ 0. Consider the case α = 1; the case α = 0 is
considered in the same manner. We have
∂nxF1x y t = Hnx x y t +Gnx x− y t
where
H
n
x x y t = − 12πi
∫ i∞
−i∞
eξte−φ˜3ξy
2∑
j=1
eφ˜jξxφ˜nj ξφ˜′jξdξ
and
G
n
x x t = 12πi
∫ i∞
−i∞
dpepx−K1ptpndp
Now we prove some estimates for the function Hnx x y t. Using
(3.4)–(3.6), we obtain
e−φ˜3ξy
2∑
1
eφ˜jξxφ˜nj ξφ˜′jξ
= O
(
x−µy−θ1 ξ− 1+µ+θ1−n2 + x−µy−θ2 ξ− 1+θ22
)
for ξ < 1 and
e−φ˜3ξy
2∑
1
eφ˜jξxφ˜nj ξφ˜′jξ = O
(
x−µy−θξ− 2+µ+θ−n3
)
for ξ ≥ 1, where n = 0 1; µ, θ, θ1, θ2 ≥ 0. Therefore changing the contour
of integration to the contour
 =
{
ξ ∈ Cξ < 0 ξ = Oξ ξ ≤ 1 ξ = O
(
ξ 23
)
 ξ > 1
}
such that φ˜lξ ≤ 0, l = 1 2, for ξ ∈ , we get∣∣∣Hnx x y t∣∣∣ ≤ Cx−µ ∫
ξ∈ ξ<1
ξ− 1+µ−n2 dξ + Cx−µ
∫
ξ∈ ξ<1
dξ√ξ
+Cx−µyγ−1
∫
ξ>1 ξ∈
eξt ξ− 3+µ−γ−n3 dξ
= x−µ
(
O1 +O
(
yγ−1t−
n−µ+γ
3
))

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where µ ∈ 0 1+ n. So choosing
µ = 12 + δ± γ δ ∈
[
0 12 + n
)
(γ > 0 is small enough), we obtain
·δHnx · y tL2 ≤ C1+ yγ−1t
1
6− n−δ+2γ3(4.4)
for all y > 0 t ∈ 0 T . In the same way as in the proof of the above
estimate we have the estimate
G· tL1 + ·δG· tL1 ≤ C
and
·δGnx · tL2 ≤ Ct−
2n+1
4(4.5)
for all t ∈ 0 T , where δ ∈ 0 12 + n. Applying the Young inequality∥∥∥∥∫ ∞0 gx− yvxdx
∥∥∥∥
L2
≤ CgL2vL1
we have
·δ∂nxu·tL2 ≤C
∥∥∥∥∫ ∞0 u0y·δF nx ·ytdy
∥∥∥∥
L2
+C
∫ ∞
0
f yτ·δF nx ·y t−τL2dy
≤C
(∫ ∞
0
u0y·δHnx ·ytL2dy
+
∥∥∥∥∫ ∞0 ·δu0yGnx ·−ytdy
∥∥∥∥
L2
+ sup
t∈0T 
tν·δf ·tL1
∫ t
0
dτ
τνt−τ 2n+14
)
≤C
(
t
1
6− n−δ+2γ3
∫ ∞
0
u0y1+yγ−1dy
+u02L·δGnx ·tL1+·δu0L2Gnx ·tL1
+T 14−ν sup
t∈0T 
tν·δf ·tL1
)
≤C
(
u0H1ω+T
1
4−ν sup
t∈0T 
tν
×f ·tL1+·δf ·tL1
)
≤Cλ
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where
µ = 14 − ν ν < 14  δ ∈ 0 12 + n n = 0 1
whence we get (4.2). We prove the uniqueness of the solution. Multiplying
Eq. (2.1) with f = 0 by ux t, integrating the result with respect to x > 0,
and using the identities ∫ ∞
0
uuxx dx = −
∫ ∞
0
u2x dx
and ∫ ∞
0
uuxxx dx =
−1α
2
u2x0 t
we have
1
2
d
dt
ut2L2 +
∫ ∞
0
u2x dx+
−1α
2
u2x0 t = 0
Integrating the above equation with respect to t and using the homogeneous
initial and boundary conditions, we obtain utL2 = 0. Thus the solution
of the linear problem (2.1) is unique. Theorem 2.1 is proved.
5. PROOF OF THEOREM 1.1
We prove the local existence of solutions by the contraction mapping
principle in the space
XωT ρ = 	φ ∈ L2  φXωT < ρ
where
uXωT = sup
t∈0 T 
·u· tL2 + ·ωux· tL2 + tνux· tL2
where
T > 0 ν ∈  16  14  ∈ 0 12  ω ∈  12  32 
Let ux t be a solution of the linear problem
ut +w − uxx + −1αuxxx = 0 t > 0 x > 0
ux 0 = u0x x > 0(5.1)
∂jxu0 t = 0 j = 0 α t > 0
where w = wwx is well deﬁned since w ∈ XωT .
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Note that the initial–boundary value problem (5.1) deﬁnes a mapping 
by u = w, and we will show that  is the contraction mapping from
XωT ρ into itself for a sufﬁciently small T > 0. Since w ∈ XωT ρ we have
sup
t∈0 T 
tν·ωw· tL1 ≤ Cρ2
Via Theorem 2.1 problem (5.1) has a unique solution ux t ∈ XωTρ with
the norm
uXωT ≤ Cλ
where
λ = u0H0ω + u0H10 + T
1
4−ν sup
t∈0 T 
tν·ωw· tL1
and µ = 14 − ν. Therefore we obtain
uXωT ≤ Cu0H0ω + Cu0H1 0 + CT
1
4−νρ2(5.2)
whence we get uXωT ≤ ρ if T > 0 and u0H1ω are sufﬁciently small.
Thus the mapping  transforms the closed ball XωT ρ with a center at the
origin and a radius ρ into itself. Analogously we can prove the estimate
supt∈0 T  u − u˜XωT ρ < supt∈0 T  w − w˜XωT ρ for small T . Therefore the
mapping  is a contraction mapping in XωT ρ and there exists a unique
solution ux t ∈ XωT ρ of the initial-value problem (1.1). Theorem 1.1
is proved.
Remark 5.1. By (5.2) we see that if the norm of the initial data u0 is
sufﬁciently small, namely, u0H0ω +u0H1 0 < !, then for some time T > 1
there exists a unique solution u such that u
XωT
< C!.
6. LARGE TIME ASYMPTOTICS
We consider the initial–boundary value problem (1.1) with small ini-
tial data,
u0H0ω + u0H1 0 < !1(6.1)
where
ω > 12 + µ µ ∈  12  1
and !1 > 0 is sufﬁciently small. Let us prove the estimate
sup
t>0
1∑
n=0
tαn
(
unx · tL2 + t−
δn
2 ·δnunx · tL2
)
< ε(6.2)
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where
αn =
3
4
+ n
2
− γ δn =
1
2
+ µn+ γ ≤ ω
and γ ε > 0 are small enough. We prove (6.2) by the contradiction. We
assume that there exists some T > 0 such that
sup
t∈0 T 
1∑
n=0
tαn
(
unx · tL2 + t−
δn
2 ·δnunx · tL2
)
= ε(6.3)
From Lemma 3.1 we have
·δ∂nxFα· y tL2 ≤ Cyt−αn+
δ
2(6.4)
for all y t > 0, where δ ≥ 0. Also by (4.4) and (4.5) we have
sup
y>0
∂nxFα· y tL2 ≤ Ct−
2n+1
4
for all t > 0. Therefore from (6.4) with δ = 0 we obtain for n = 0 1
unx · tL2(6.5)
≤ Ct−αnyu0L2 +
∫ t
0
dτ
∫ ∞
0
uuyy τF nx · y t − τL2 dy
≤ !1t−αn +
∫ t
2
0
· 12−γu· τL2·
1
2+γux· τL2t − τ−αndτ
+
∫ t
t
2
u· τL2ux· τL2t − τ−
2n+1
4 dτ
Using (6.4) with
δn =
1+ 2µn
2
− γ
we get
·δnunx · tL2 ≤ Ct−αn+
δn
2 yu0L2(6.6)
+
∫ t
0
dτ
∫ ∞
0
uuyy τ·δnF nx · y t − τL2dy
≤ !1t−αn+
δn
2 +
∫ t
0
· 12−γu· τL2
×· 12+γuy· τL2t − τ−αn+
δn
2 dτ
So substituting (6.3) into (6.5) and (6.6), we have
sup
t∈0 T 
1∑
n=0
tαn
(∥∥∥unx · t∥∥∥
L2
+ t− δn2
∥∥∥·δnunx · t∥∥∥
L2
)
< ε
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The contradiction obtained proves (6.2).
Now using estimate (6.2) and Lemma 3.1, we prove that if ·1+µu0L1 ≤
C, then the solution has the asymptotics for t →∞ uniformly with respect
to x > 0
ux t = 1
t
Aαα
(
x
2
√
t
 t
)
+O
(
min
(
x√
t
 1
)
t−1−
µ
2
)
(6.7)
where µ ∈ 0 1 and
Aα =
∫ ∞
0
4αyu0ydy +
∫ t
0
dτ
∫ ∞
0
4αyuy τuyy τdy <∞
Indeed, via (6.2), Lemma 3.1, and (4.1) we have
ux t = 1
t
Aαα
(
x
2
√
t
 t
)
+ Rαx t(6.8)
where
Rαx t ≤ Cmin
(
x√
t
 1
)
t−1−
µ
2
×
(
·1+µu0L1 +
∫ t
0
dτ·1+µu· τuy· τL1
)
+
∫ t
0
dτ
∫ ∞
0
dyuuy Fαx y t − τ − Fαx y t
Using estimate (6.2) and Theorem 1.1, we see that∫ t
0
τ· 12−γu· τL2·
1
2+γux· τL2dτ ≤ C +
∫ t
1
τ−
1
2 dτ ≤ Ct 12(6.9)
for t > 1. As in the proof of Lemma 3.1 we get
∂tFα· y tL∞ ≤ Cymin
(
x√
t
 1
)
t−2+γ
whence
Fα· y t − τ − Fα· y tL∞ ≤ Cyτmin
(
x√
t
 1
)
t−2+γ
Therefore using (6.9) we have
∫ t
0
dτ
∣∣∣∣∫ ∞0 uy τuyy τ
∣∣∣∣Fαx y t − τ − Fαx y tdy(6.10)
≤ Ctγ−2
∫ t
0
τ· 12−γu· τL2·
1
2+γuy· τL2dτ
≤ Cmin
(
x√
t
 1
)
t
−1− µ2
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with some µ ∈ 0 1. Since ·1+µu0L1 ≤ C, using (6.2) and (6.10), we get
Rαx t ≤ Cmin
(
x√
t
 1
)
t−1−
µ
2 (6.11)
where µ ∈ 0 1. From (6.8)–(6.11) we obtain the asymptotics (6.7) for the
solution. Theorem 1.2 is proved.
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