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AB ST R A C T
A computational fluid dynamic model of the Cold Gas Dynamic Spray (CGDS)
process is developed. The gas dynamic flow field and particle trajectories within an oval
shaped supersonic nozzle and impact target as well as in the jet that forms in the
immediate surroundings of the nozzle exit are predicted.
The particles are assumed to be spherical in shape and the model used for drag force
calculation takes into account Mach number effects. Due to the low concentration of
particulate matter, the particle-particle interactions are considered to be negligible. A
discrete-phase Lagrangian particle trajectory model is also assumed where the fluid
motion is not affected by the particle drag. Heat transfer between the particle and the
carrier gas is included as the critical velocity of a particle depends, to some extent, on its
temperature at the time of impact. It is assumed that there is negligible internal resistance
to heat transfer within the particle. The equations of impact dynamics as well as the
hardness characteristics of the impact materials are used to determine the normal and
tangential components of particle velocity after impact.
The flow field calculation inside the nozzle is validated by comparison with a series
of pressure measurements at the nozzle wall.

Good agreement with the numerical

simulation validates some assumptions made in developing the numerical solution. In
addition, predicted particle velocity results at the nozzle exit are compared with
experimental data. A forward-scatter laser Doppler anemometer (LDA) with frequency
shifting capability is used for this purpose.

The numerical results are in qualitative

agreement with the velocity profiles along the major and minor axis at the nozzle exit.
The results are used to determine the details of the pattern of particle release into the
surroundings. The locations and concentrations of particles leaving the boundaries of the
domain of interest are determined and presented in a graphical manner that is easy to
interpret. The dependency of the locations and concentrations to variations in the jet
standoff distance, target tilting angle, upstream temperature and particle material are
investigated. The knowledge obtained from this investigation is intended for use in the

iv
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design of an at-source exhaust system which would collect particles that rebound from
the target upon the impact.

v
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C H A PTER 1 - IN TR O D U C TIO N
The Cold Gas Dynamic Spray (CGDS) process is a relatively new material
deposition technique with many advantages over the more conventional methods. The
process, however, does not have a 100% deposition rate; hence particles can escape into
the working environment This, depending on the material and size distribution of the
sprayed particles, may cause health and safety hazards. In order to minimize any possible
risk, the current practice is to place the work piece in an enclosure, restricting the
mobility of the machine. This is a major drawback considering the fact that die current
version of the system is compact enough to easily be moved around a workshop (see
Figure 1.)

Figure 1 - The current portable design for a supersonic spray machine. Courtesy of
CenterLine (Windsor) Ltd.
1
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The ability to design a reliable yet portable and open particle exhaust system to
collect the particles that rebound from the target upon the impact would result in a wider
application of the technique. Knowledge of the flow field and particle trajectories in the
adjacent enclosure of the nozzle is essential for the design process of such an exhaust
system. The objective of this research is to develop a reliable computational technique to
predict the flow field and particle trajectories before and after the impact with the work
piece.

2
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C H A PT E R 2 - LITER A TU R E R E V IE W A N D O BJECTIVES
2.1

CGDS Process
The CGDS process is a direct material deposition process that utilizes the kinetic

energy of particles sprayed at supersonic velocities to produce bonding of the particles to
a target. The method was originally developed at the Institute of Theoretical and Applied
Mechanics of the Russian Academy of Science in Novosibirsk [1], The idea originated in
the middle 1980 s while studying particle erosion of a target surface. Instead of erosion,
rapidly increasing deposition occurred above a critical particle velocity (in supersonic
wind tunnel tests with flows containing small tracer particles) [2], The idea culminated
in the granting of U.S. and European patents [3,4], The critical velocity depends on the
characteristics of particle and target materials [5] and slightly on particle temperature [6],
Critical velocity can be defined at a particular value of deposition efficiency; however,
different values are used by different investigators. Figure 2 shows a plot of deposition
efficiency versus velocity and how different values of deposition efficiency can result in
different values for critical velocity. The values of critical velocity are found to be above
600 m/s for many materials with the deposition efficiency of 95% [5], Particle size is
also found to affect the critical velocity as particles of the same material but different
sizes have been reported to have different critical velocities [7], Particles consisting of a
variety of material types [7-14] in the size range of 1 to 100 microns, with different
carrier gases and target materials have successfully been used.

u
c
.® 0 . 8
o
£

-

0.6 -

c

o
<2 0.4 l/l
O

a.
a>
Q

0 .2 0 -

Vd

Velocity

Figure 2 - Dependency of critical velocity on desired deposition efficiency
3
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For the bonding mechanism, different hypotheses are proposed.

It is found that

particle kinetic energy at impact is typically significantly lower than the required energy
for melting the whole particle. Therefore the bonding mechanism is primarily, or perhaps
entirely, a solid-state process [15], Some observations, however, suggest that the surface
of the particles in the contact zone can possibly heat up to the melting temperature [12],
The process is sometimes thought to be analogous to explosive welding [16],
Particles are accelerated to supersonic speeds by means of a carrier gas forced to
pass through a converging-diverging DeLaval nozzle, as depicted in Figure 3. To make
this acceleration more efficient, the diverging section is normally chosen to be fairly long
resulting in slender nozzles. Two different approaches can be adopted to introduce the
particles to the gas stream. In the first approach, the particles are introduced before the
nozzle, where the gas pressure is essentially higher than ambient pressure [3,4], In this
approach, referred to as Papyrin’s process, the powder particles must be pushed, at high
pressure, into the stream.

In the second approach, however, particles are introduced

downstream of the nozzle throat [17].

In this case, the gas supply pressure can be

carefully chosen such that the pressure at the particle feed would be lower than the
ambient pressure and the powder particles along with some air flow are drawn in by the
stream vacuum pressure.

Convergingdiverging
nozzle
Heated gas
input

Particle
feed

Substrate

Figure 3 - Schematic diagram of the CGDS device; use of vacuum pressure to suck
particles in
4
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The CGDS process is similar to the High Velocity Oxy-Fuel (HVOF) process [18] in
that it uses a DeLaval nozzle to accelerate particles to supersonic speeds. In the HVOF
process, however, particles are heated up to a molten or semi-molten state. Compared to
HVOF, there are many advantages to CGDS due to the solid nature o f the particles as all
drawbacks of melting such as oxidation and thermally-induced residual stresses on both
the spray and target material can be avoided [10]. This allows temperature-sensitive
materials to be coated [9],

Furthermore, the peening effect of the impinging solid

particles causes potentially beneficial compressive residual stresses in the deposited
material [15]. Due to the accuracy of directing the powder material, masking is virtually
unnecessary and complex structures can be achieved [9,10], The feasibility of producing
a very dense coating (with no evidence of pores [9]) makes it possible to generate thick
coatings and free-standing shapes [2], A wide range of ductile (metallic and polymeric)
materials can be successfully cold-sprayed. In addition, non-ductile materials (such as
ceramics) can be cold-sprayed as a mixture with a ductile (matrix) material [15], Nano
phase, inter-metallic and amorphous materials, which are not amenable to conventional
thermal spray processes (due to thermal degradation of the deposit,) can also be sprayed
using this technique. Compared to solvent based liquid coatings, cold spray is easy to
apply, with fewer hazards and less waste [19], This technique allows for very high
deposition rates of the order of 0.6 g/s [20],
Cold spray of materials like copper, solder and polymeric coatings offers exciting
new possibilities for alternatives to technologies such as electroplating, soldering and
painting [15,21]. The technology, however, cannot yet be claimed as being completely
clean and safe as some hazards are known to be associated with the process and are
considered in the next section.

2.2

Health and Safety Issues
The potential hazards in a cold spray booth can be of two types, either health or

safety issues. Health issues are the long-term harmful effects on the workers due to their
exposure to the powder material. Coating powders can have a serious effect on skin, the
nose, eyes, but most importantly, if the particles are inhaled [19], Safety issues, on the
other hand, are those that can put the workshop and/or the workers in immediate risk of
5
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damage. These can be due to the explosiveness (and/or pyrophoricity) of powders [22].
Numerous feedstock powders are in an unsteady thermodynamic state.

A critical

concentration exists above which these risks become especially important.
Health issues can be either due to the size of particles being sprayed, or their
material. In the case of size, it is found that inhaled dust particles (whether respirable, i.e.
up to 8 p in size, or inhalable, i.e. up to 100 p) can be hazardous to health [19]. HeriaudKraemer et al. [22] found that inhaled particles used in material spraying can, depending
on the particle size, penetrate to various depths in the tracheobronchial tree, imposing
various risks of different types. Large particles (5-30 p.) stop in the pharynx; medium
ones (1-5 p) deposit in the trachea and bronchi, and small ones (<1 p) diffuse into the
pulmonary alveoli. Information is also available on the toxicity of different materials
commonly used in thermal spraying.
Many standards have been developed to provide a safe and healthy working
environment for traditional spray and coating technologies. In the case of safety hazards,
due to the relatively short history of the cold spray technology, research work and
standards have not yet been developed. There are, however, standards and safety
guidelines [22-26] referred to by Cowley [19] for powder coating, which are also useful
in the case of cold spraying. Legislation regarding exposure to harmful products give
recommendations for maximum exposure to materials, in terms of volumetric
concentrations of the material, irrespective of the particle sizes [22],

As we require

information regarding health hazard with respect to particle size, this type of information
is not of interest.
It seems that the risk of health hazard is noticeable for the entire range of particle
sizes used in cold spraying (1-100 p). It is, however, understood that respirable particles
(smaller than 8 p), which cover the medium and small particles, can cause more serious
problems.

6
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2.3

Supersonic Single-Phase Jets
Fundamental to this study is the knowledge of supersonic jets. A schematic diagram

of the flow field of a supersonic impinging jet that includes the possible flow features is
shown in Figure 4 [27,28], The impinging jet flow field consists of a number of distinct
regions. The first region is the main jet column [29,30] where the flow is primarily
invisdd. Depending on the ratio of nozzle exit pressure, p e, to the ambient pressure, p amb,
this zone will exhibit different characteristics. For the three possible cases of supersonic
flow at the exit, this ratio can be below, equal to, or above one, which correspond to overexpanded, ideally (correctly) expanded or under-expanded respectively. The main jet
column can contain expansion waves and oblique shock waves for non-ideally expanded
jets, and is rather uniform for the ideally expanded one.
The supersonic primary jet approaching the work-piece decelerates through the bow
shock. In the case of a non-ideally expanded nozzle, oblique jet shocks may interact with
the bow shock resulting in a third shock wave, referred to as a tail shock. This may
happen when the oblique shock and the bow shock are close enough to each other. The
combination of the bow shock and tail shock is generally referred to as the plate shock.
The region between the plate shock and the work-piece contains large gradients in flow
properties.
A low velocity stagnation bubble of re-circulating fluid occurs in this region under
certain conditions [27,31], When this bubble occurs, it affects the form of the pressure
distribution over the surface of the target. Although the formation of this stagnation
bubble is not completely understood, the existence of a bubble has been related to the
position of the intersection of the three shocks called the triple point [27],
A third region consists of a wall jet that flows outward from the jet center, beyond
the plate shock. Impingement of an under-expanded jet from a supersonic nozzle onto an
inclined flat plate has also been investigated [28,30], The flow has been shown to be
extremely complicated due to the interactions between the shock waves in the free jet and
the one caused by the presence of the plate.

7
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Figure 4 - Schematic diagram of the flow field of a generic supersonic impinging jet
The particle motion is due to the drag force exerted on the particles by the flow field.
The magnitude of this force depends on the drag coefficient, Cd, the Reynolds number,
Rep, and Mach number, Mp (for Mp > 0.3.) The analysis of this coefficient focuses on the
fluid-particle interaction; therefore the two nondimensionalized numbers Rep and Mp
should be determined corresponding to the relative movement of the fluid with respect to
the particle. The two dimensionless numbers are defined as represented by Equations (1)
and (2). In these equations, the subscript ‘g’ stands for gas and ‘p’ stands for particle

M =

2.4

K -V J
. — '-±.

(2)

Particle Drag
A correlation was proposed in 1975 by Walsh [32], intended for laser velocimetiy

correction, particularly for the range of Mp < 2 and Rep < 200. Two correlations for
8
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different ranges of Mp were proposed. These correlations involve four constants, whose
values are tabulated with respect to Mp. These relations are, according to the author,
valid for the particle size range of 0.5-10 p.. They are also found to be valid for 5-10°
oblique shocks with Mp ranging between 3-6, or normal shock waves with Mp ranging
between 1.6-6. Due to particle size and Reynolds number limitations, this correlation
does not seem to be suitable for CGDS applications. It was, however, previously used for
other similar processes [18],
One year later Henderson [33] proposed a set of three correlations, one for the range
of Mp < 1, one for Mp > 1.75, and a third one which was an interpolation of the first two
for 1 < Mp < 1.75. These correlations do not rely on any tabulated data, making them
more convenient for computer implementation. They are equivalent to simplified theory
in limiting cases; they take into account the effects of temperature differences, and have a
better agreement with experiment (a maximum 16% deviation from the data). They are
good for the range of Mp up to 6, and Rep up to laminar-turbulence transition. These
correlations are more suitable for the CGDS application, except that they are intended for
non-turbulent flows.

They also have been frequently used by researchers for CGDS

applications [9,15,34].
Another correlation was proposed in 1978 by Clift et al. [35], This drag law is
similar to the spherical law with corrections to account for a wide range of flow-particle
Mach numbers and Reynolds numbers (0.1 < Mp < 10 and 0.2 < Rep < 104.) In addition
to these parameters effect of particle and gas temperatures as well as the gas specific heat
ratio is taken into account. The expression for Cd is too extensive to repeat in this thesis.
It can simply be expressed mathematically in Equation (3).

CD = f ( R c p, M p, Tp, Tg, y )

(3)

Grujicic et al. [15] showed, through mathematical manipulation of analytical
expressions for particle dynamics, that for both air and helium, the drag coefficient under
typical CGDS conditions does not depart significantly from unity (no more than 10%.)
9
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They also found that this variation would have negligible effect on particle trajectories
(also found in [34].)
The correlation proposed by Clift et al. [35] is applicable to the wide range of
conditions encountered in CGDS applications. It is available in FLUENT and easily
implemented. In order to obtain the best possible accuracy this correlation is selected in
the present case.

2.5

Particle-Target Impact
In the CGDS application, when a particle hits the target, it will either stick to it or

bounce off. Whether the particle sticks to the surface or not is of a statistical nature and
depends on many parameters such as the kinetic energy of the particle, its shape, the
angle of attack, etc. As a simplifying assumption, however, in order to determine which
case occurs, the normal component of impact velocity is compared with the critical
velocity.

This is an arbitrarily defined threshold based on deposition efficiency

measurements (see Section 2.1).
In the case of rebounding, the equations of impact dynamics must be considered to
determine the normal and tangential components of particle velocity after impact, as well
as its rotational velocity. The equations of impact dynamics for an arbitrary shape are
given by Brach [36]. In extracting these equations it is assumed that the impact plane
(the plane coinciding with the velocity vectors before and after impact) is perpendicular
to the target plane at the impact location. This is true if the initial angular velocity vector
lies in the target plane and is perpendicular to the initial velocity vector. With an initial
angular velocity o f zero for the particles, this assumption will always hold. The analysis
of such a condition requires only a local two-dimensional coordinate system.
Ciampini et al. [37,38] expanded the model to three dimensions, but reduced it to
particles of spherical shape.

A combination of the two, i.e. the impact dynamics

equations in two dimensions and for spheres will be considered in this research. This
choice of combination is imposed by limitations in the FLUENT software which assumes
that the impact occurs in a plane perpendicular to the target plane. Moreover, FLUENT

10
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does not consider any angular velocity associated with particles. Modifications to this
method in order to accommodate FLUENT limitations will be discussed in Section 3.3.
The methods described above will resolve the tangential coefficient of restitution.
The value of the normal coefficient of restitution, however, is not just a characteristic of
the materials involved in the impact. In addition, it depends on the impact velocity.
Therefore a method must be found to determine this dependence. A procedure proposed
by Kleis and Hussainova [39] will be used to develop the method to be used for this
purpose.

This procedure relies on the knowledge of the hardness’s of the materials

involved in the impact and will be discussed in Section 3.3.
Another aspect of particle-wall interaction is the effect of nozzle roughness on the
trajectories and rotational velocities of particles leaving the nozzle exit [37,38,40],
Shipway and Hutchings [40] found, through extensive experiments, that nozzle roughness
has an insignificant effect on the shape of gas plumes, but causes distinct difference
between the shape of the particle plumes leaving nozzles of different wall roughness.
This is due to variations in the rebound behavior of the particles upon impact with the
nozzle wall. It is found that the smoother the nozzle wall, the closer the particle plume
will follow the nozzle walls.

2.6

Objectives
The objectives of this project are as follows:
1. To develop the necessary tools and a procedure, to be used with available

commercial software, to conduct a numerical investigation of the gas/particle flow field
in the surroundings of an idealized target to model the CGDS process.
2. To use Laser Doppler Anemometry (LDA) to experimentally obtain the particle
velocities at the nozzle exit. This information will be used to validate the prediction of
particle velocity magnitudes and distributions across the nozzle exit plane.

Also, to

measure the static pressure along the nozzle tube to directly validate the flow field
prediction inside the nozzle.

11
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3. To predict the locations and concentrations of particles leaving the boundaries of
a domain of interest and present these results in a graphical manner that is easy to
interpret.
4. To investigate the effect of change in certain geometrical parameters and
operating conditions on the particle trajectories. The geometrical parameters of interest
are the nozzle-target standoff distance (/) as well as the relative angle between the nozzle
axis and the target normal (6).

The operating conditions of interest are upstream

temperature (T0) and particle material or density (pp).

12
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C H A PT E R 3 - N U M E R IC A L M ET H O D O LO G Y
In order to perform the simulation, FLUENT 6.2 is used due to its applicability and
flexibility. The applicability of the software is due to its integrated modules for particle
tracking and impact dynamics calculations although they are restricted to some special
and simplified cases. These modules are capable of implementing desired correlations,
limited to particular forms, for some parameters involved in the model. For example, the
coefficients of restitution can be easily implemented as long as they are polynomial
functions of impact velocity magnitude and angle.
Implementing new correlations where more general cases are encountered, however,
can also be accomplished by generating computer codes in the C language, called UserDefined Functions (UDF’s,) to interact with the main software code. In our case, one
correlation to be implemented is that of the impact dynamics.

In addition to the

previously mentioned advantages, FLUENT has been compared, in the literature [34], to
a finite-difference solver developed and validated for supersonic flows, and proved 30%
faster without significant difference in the results.
The calculation domain of particular interest, schematically shown in Figure 5, is a
region containing the majority of the nozzle and all the features of the jet leaving it. The
boundaries o f the region must be reasonably far from the nozzle exit and the target to
make it possible to accurately describe the distribution of particles leaving the enclosure.
A value of 2 cm and 2.5 cm for y and w was found appropriate through preliminary
simulations for the purpose of this study.
In order to implement the boundary condition at the nozzle exit a simulation of the
nozzle is also incorporated. The nozzle has a round cross-section up to the particle feed
location with a throat diameter, c t, of 2.66 mm. This round shape transforms to an oval
shape in a diverging tube stretched from downstream of the particle feed to the nozzle
exit.

This tube, to be called the nozzle tube, is approximately 12 cm long.

The

dimensions of the nozzle cross-section at its exit plane, te, is 4.5 and 3.0 mm along the
major and minor axes respectively. The distances of the nozzle exit and particle feed
from nozzle throat (ze and z/respectively,) are 13.9 cm and 5.6 mm respectively.
13
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Figure 5 - Calculation domain to be considered for simulation (not to scale)
Results obtained from the theoretical analysis of Grujicic et al. [15] show that a 10%
variation of the flow-particle drag coefficient, CD, causes negligible variation in gas
velocity.

Moreover, it is found that over a considerable range of particle fluxes,

including those above the threshold for particle-particle interactions (see Section 3.2,)
particle velocity is independent of its flux.

These findings suggest that momentum

transfer from the particles to the gas has a negligible effect on the flow field and particle
velocity field (despite some contradicting observations [28]).

The procedure of

independently solving the flow field and then using a Lagrangian approach to predict the
particle trajectories using drag coefficient correlations can hence be employed (despite
[28].)
Because the cross-section of the nozzle tube is oval, the assumption of axial
symmetry does not hold; therefore a three-dimensional solution is necessary. As gas flow
in the nozzle is, ideally, supersonic for this application, it is not greatly affected by
disturbances occurring in the downstream environment. Even if the flow becomes sonic
14
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due to an oblique shock wave inside the nozzle, it is found that the coupling of the nozzle
flow field and the outside environment is weak. This allows use of the same nozzle flow
many times to simulate the environment with all combinations of standoff distances and
nozzle-target angles.

The nozzle alone (disregarding the environment) has two

longitudinal planes of symmetry, making it feasible to reduce the model to a one-quarter
model. These two facts together will allow a saving of considerable computational effort
by breaking the domain into two sub-domains, namely the nozzle and the environment, as
shown in Figure 5.
Complexities, however, will arise in terms of transferring the nozzle outlet
conditions from the nozzle solution to the environment solution, both for the flow field
data and particle trajectory predictions. The methodology to address these complexities
will be discussed in detail later in this document.
The solution procedure is summarized in Table 1. The data obtained at the last step
of this procedure must then be post-processed to make it possible to visualize how the
particles spread through the boundaries as they leave the solution domain. The details
regarding each step of the procedure are expanded upon in the following pages.

15
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Table 1 - Solution procedures for the numerical simulation

Geometry
1. Create the nozzle geometry - lA model
2. Create the environment geometry - 1, Vi or lA model
Flaw Field
1. Solve for the flow field inside the nozzle
2. Transfer the nozzle outlet result to the environment solution
3. Solve for the flow field in the environment
Particle Tracking
1. Initiate the particles in the nozzle and track them in the solution domain
2. Record the particle data at nozzle outlet to a file
3. Implement the proper impact model to the target in the environment
solution
4. Initiate the particles in the environment and track them in the solution
domain
5. Save the particle track histories as well as their conditions at the
boundaries of the environment solution

3.1

Flow Field
The first step in developing a FLUENT simulation is to create the geometry using a

CAD program and mesh it using a meshing software program. In this project GAMBIT
is used for both purposes. A structured scheme is used to create hexahedral (rectangular)
elements throughout the field, except adjacent to the nozzle axis where wedge elements
are required.

The mesh consists of 29,760 cells for the nozzle sub-domain and,

depending on the standoff distance and the target tilting angle, between 53,166 and
94,042 for the environment sub-domain. The grid must be substantially finer close to the
16
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nozzle walls, within the jet zone, and near the target, in order to account for sharp
gradients of flow variables in these regions.
In order to make sure that the solution is independent of the grid size, a grid
dependency study is performed. In this study, the grid is refined by breaking every edge
within the domain into two edges. With all hexahedral cells in the domain, the new mesh
will have 8 times more cells than the original.

For the nozzle sub-domain, a grid

dependency study was performed for the 300 °C upstream temperature case. It was
observed that the mean velocity and maximum velocity at the nozzle outlet do not deviate
more than 3% between the two solutions. For the environment sub-domain, the solution
for cases identified by 10-05-300* was picked as a typical set of conditions. It was
observed that the value of the maximum velocity at the open boundaries of the domain
does not deviate more than 5% between the two solutions. The location of this maximum
velocity, only 0.3 mm away from the target, stays within the same parent cell in the
original grid.
In order to accommodate all cases of studies, many different geometries for the
environment sub-domain need to be considered which are slightly different based on the
standoff distance and target tilting angle. In order to avoid taking the same steps many
times for the different cases, and to obtain meshes of similar characteristics, a journal file
was created in GAMBIT to execute the steps and create the geometry (see Appendix I).
The continuity and momentum equations must be considered to recover the flow
field. Due to the transonic nature of the flow, compressibility effects are considerable
and must be accounted for. Therefore the ideal-gas law is used to determine the gas
density. This requires knowledge of the temperature across the flow and thus solution of
the energy equation. The Reynolds number is of such a value, due to the high velocities
involved, that turbulence modeling is inevitable.
This set of equations, i.e. continuity, momentum, ideal-gas law, energy and
turbulence model is sufficient to solve for the flow field. Temperature dependence of
viscosity is accounted for using the Sutherland law available in FLUENT. This is known
to be well suited for high-speed compressible flows [41], The coupled-implicit solver
17
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with second-order discretization scheme is found to be suitable for this purpose [34,41],
and therefore will be used in this work.
In order to model the turbulence, various numerical methods have been developed.
Based on the complexity of the model, these fall into three main categories of oneequation, two-equation and seven-equation models. The most popular model used for
engineering applications is a two-equation model, referred to as the k-e model.

A

modification to this model, in order to account for compressibility effects, was proposed
and successfully applied by Sarkar et al [42,43]. It is also shown to be good enough for
simulating similar flow fields [44,45].

This modification is built into the FLUENT

software and is automatically activated if compressibility effects are being considered
(ideal gas law is used for density.)
From a numerical solution point of view, accurately capturing the bow shock
requires special treatment o f the solution in the region where it occurs. In fact, across a
shock wave, all the above mentioned equations are still applicable.

The only

improvement that needs to be made is in terms of the grid size. This is because the
thickness of a shock wave is of the order of magnitude of (a few times larger than) the
free mean path of the gas molecules. Moreover, the gradients of the flow field variables
are very high across shock waves. A grid that is not fine enough to accommodate these
sharp gradients can cause serious convergence problems. On the other hand, a very fine
grid across the whole domain is not necessary and will cause substantial amount of
computational time and effort. The grid, hence, should be locally refined where the
shockwave occurs.
The exact location of the shockwave cannot be predicted before a preliminary
solution is obtained. Therefore creating a fine mesh in the region where the shock wave
would occur in the meshing stage is impossible. Moreover, this kind of mesh will be
problem-specific, and cannot be used for the same geometry with varying flow
characteristics and boundary conditions.

In order to resolve this problem, FLUENT

makes it possible to adapt the mesh during the solution using its Gradient Adaption

18
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control panel, which efficiently reduces the numerical error in the digital solution, with
minimal numerical cost [41].
For the purpose of grid adaption, available physical features of the evolving flow
field can be used to guide the process. One of two approaches can be selected in the
Adaption control panel: ‘Curvature’ for smooth solutions and ‘Gradient’ for strong
shocks. The latter is needed for this problem, which relies on the gradient of one of the
field values. This gradient and a characteristic length scale, modified by a weighting
factor, determine a value upon which adaption is based.

This value, to be called

Adaption Function, is calculated for every cell in the domain, and associated with the cell
just like any other field variable such as pressure or temperature. It is then possible to
refine the cells for which the value of this function is above a threshold value. It is also
possible to coarsen those refined cells that have been accidentally refined due to
numerical inaccuracies. Each time a cell undergoes a refinement, it breaks into eight new
cells. This means that after only 2 levels of refinement, for example, the original cell has
divided into 64 cells. FLUENT, therefore, allows the user to limit the number of levels
of refinement.
Using ‘Dynamic’ adaption, it is possible to have the adaption automatically
performed at a preset frequency while the solution is evolving (e.g. once every 100
iterations).

In order to use this feature, the refine and coarsen thresholds must be

provided, based on a universal scale. Depending on the sharpness of the gradients of the
solution variable, the Adaption Function can have any value. The absolute values of
Adaption Function are, therefore, not suitable for this purpose.

Consequently, three

normalization methods are available, ‘Standard’ (no normalization), ‘Scale’ (with respect
to average field value) and ‘Normalize’ (with respect to maximum field value). For our
application, the ‘Normalize’ method is chosen and, independent of boundary conditions
and flow characteristics, the Adaption Function will always maintain a value between 0
and 1.
Properly modifying the Courant number can play a key role in obtaining a converged
solution in a reasonable amount of time. This is because the solution is very unstable due
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to the supersonic nature of the flow and the high gradients through the shock waves that
are present in the domain.

This becomes more critical in the early stages of the

development of a solution. In order to stabilize the solution, lower Courant numbers
should be used. This, on the other hand, will decrease the rate of convergence. A good
compromise can be achieved by beginning the solution with a low Courant number, as
low as 0.5, and gradually increasing it to the default value of 5.

3.2

Particle-Fluid Interaction
In order to obtain the particle trajectories, the Discrete Phase toolbox of FLUENT

must be utilized.

FLUENT allows the simulation of a discrete second phase in a

Lagrangian frame of reference. This second phase will consist of spherical particles
dispersed in the continuous phase. The trajectories of these discrete phase entities, as
well as heat and mass transfer to and from them can be computed. The coupling between
the phases is considered only for the discrete phase calculation and its impact on the
continuous phase flow is not included.
The discrete phase formulation used by FLUENT assumes that the second phase is
sufficiently dilute so that particle-particle interactions and the effects of the particle
volume fraction on the gas phase can be neglected. These facts impose the condition that
the discrete phase must be present at low volume fractions, usually less than 10-12%.
The mixture being simulated in this case is dilute enough for the particle-particle
interactions to be negligible [2,15], The mass fraction was found to be 3%, and the
volume fraction less than 0.008% [11].

Moreover, it is known for gas-blasting

applications that erosive efficiency, equivalent to deposition efficiency in cold spray,
depends on the velocity of particles when hitting the target. Particle-particle interactions
in the region between the nozzle and target, mainly between incoming and rebounding
particles can drastically reduce this velocity.

The occurrence of these interactions

depends strongly on the particle flux. It has been found through extensive experiments
that a flux can be determined below which the effects of particle-particle interactions are
insignificant [46]. A value of flux slightly below this threshold would be the optimum
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[46], Therefore the condition of dilute mixture needs to be experienced in reality, and
will be assumed in the simulation.
The coupling of the discrete phase of the particles with the continuum phase of fluid
is through the aerodynamic drag force acting on the particles. As mentioned in Section
2.4, a correlation proposed in 1978 by Clift et al. [35] is applicable to the conditions
encountered in CGDS applications.

This correlation is incorporated in FLUENT, and

hence is used in the current numerical simulation.
In order to treat particles of non-spherical shapes and for low flow-particle Mach
numbers, FLUENT implements a correlation based on a characteristic of the geometry.
This variable is called the shape factor, 0, and is defined by Equation (4) (s is the surface
area of a sphere having the same volume as the particle, and S is the actual surface area of
the particle). For any given shape of the particles, this property must be calculated and
input to the software.

For non-spherical particles in high Mach number flows, however, further challenges
arise. Unfortunately, shape factors cannot be applied in the presence of shock waves,
which occur in this case. No correlations could be found to incorporate the effects of
particle shape and compressibility simultaneously. An analysis of non-spherical particles
in the flow field of the CGDS application is therefore not presently feasible. Any other
parameters that can play a role in the value of drag coefficient, such as surface roughness,
is also neglected.
All the abovementioned calculations are based on the mean values of the gas
velocity, neglecting the stochastic nature of turbulence. This stochastic nature, however,
introduces some uncertainties to the actual flow. FLUENT provides a tool to model these
uncertainties, namely Stochastic Tracking.
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In order to estimate the effect of turbulence randomness on particle trajectories, the
Stochastic Tracking tool of FLUENT is used.

When this model is used, FLUENT

predicts the turbulent dispersion of particles by integrating the trajectory equations for
individual particles, using the instantaneous fluid velocity along the particle path during
the integration. By computing the trajectory in this manner for a sufficient number of
representative particles (termed ‘the number of tries,’) the random effects of turbulence
on the particle dispersion may be accounted for.

In addition, In order to obtain

statistically meaningful results, a number of particles similarly initialized must be
tracked.
Calculation of heat transfer between the particle and the carrier gas is important as
the critical velocity of a particle depends, to some extent, on its temperature at the time of
impact (see Section 2.1) [6], For internal heat transfer of particles, it is assumed that
there is negligible internal resistance to heat transfer, i.e., the particle is at uniform
temperature throughout (previously used by [9]). All thermodynamic properties of the
heat transfer process of interest are constant, except for the flow-particle convective heat
transfer coefficient, hp. This coefficient can be evaluated using the formula given in
Equation (5) (Nup and kg represent the flow-particle Nusselt number the thermal
conductivity of the carrier gas respectively.) The set of correlations given by Equation
(6) and Equation (7) [9] determine the flow-particle Nusselt number required by Equation
(5) (Pr represents the Prandtl number of the carrier gas).

Nu = 2 + 0 .4 4 R e ,^ P r^ e x p (o .l + 0.872M ,)

for M p > 0.24&Tg > T

and
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(6)

Nu = 2 + 0 .6 R e ^ P r ^

elsewhere.

(7)

FLUENT, by default, uses Equation (5) to evaluate Nup and does not allow for any
modifications. This is, however, fortunate because the conditions of Equation (6) rarely
occur during the process [9], In the majority of the domain, i.e. before the bow shock
(see Section 2.3), the particle temperature is higher than the carrier gas temperature. In
the very narrow region beyond the shock wave, the particle and carrier gas temperatures
are very close, leading to very low heat transfer rates.

Therefore the approximation

imposed by using Equation (7) instead of Equation (6) will lead to little difference in the
final temperature of the particle, and is considered to be acceptable.
The nozzle model, as mentioned previously, is a one-quarter model. This is possible
because the nozzle geometry, and therefore the flow field, is symmetric about the two
major longitudinal planes. The particle trajectories, however, are not symmetric because
the particle feed location is asymmetric. Instead, the particle feed is a tube that connects
to lhe nozzle at a certain point on the periphery. A new method is proposed and used to
accommodate this asymmetry in particle trajectories within a one-quarter model of the
flow field.
In the normal particle trajectory calculation, as shown in Figure 6 (a), when a particle
reaches a plane of symmetry, it is customary to reflect the particle and continue the
trajectory prediction. In doing so, it is assumed that the particle injection, just like any
other object in the space, is symmetrical with respect to the plane of symmetry.
Therefore each particle in this type of calculation represents two real particles at the two
sides of the plane of symmetry. As a result, the knowledge of particle characteristics at
the end of the trajectory prediction is not enough to tell whether it belongs to the
simulated half or to the un-simulated half.
In the proposed method, however, each tracked particle represents only one real
particle. This is achieved through associating an index to each particle. This index, to be
called the Side Index, has a value of one when the particle is in the simulated half. Once
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it reaches the plane of symmetry and upon reflection, the value of the Side Index changes
to two as shown in Figure 6 (b). If along the way, it reaches the plane of symmetry again,
the value of the index changes back to one. At the end of the trajectory prediction,
therefore, the value of the Side Index will indicate that the particle belongs to the
simulated or un-simulated half. For a one-quarter model, the methodology remains the
same, but the Side Index will have a value from one to four inclusive.

flow
direction

(a)

Side Index = 1

(b)

Figure 6 - Traditional particle trajectory calculation (a) vs. the new proposed
method (b).
In order to implement this method, two UDF’s are generated. The first UDF will
serve as a boundary condition for the particles on the planes of symmetry (see Appendix
II). This UDF must reflect the particle trajectory and also change the value of the Side
Index to the proper value. In addition, in order to obtain the Side Index value in the
output file generated by the particle trajectory prediction module of FLUENT, the other

24

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

UDF must be used as the discrete phase boundary condition at the surrounding
boundaries of the environment sub-domain (see Appendix II.)

3.3

Particle-Wall Interaction
The equations of impact dynamics must be considered to determine the normal and

tangential components of particle velocity after impact. These equations for the impact
of a sphere occurring on a plane perpendicular to that of the target plane reduce to the
normal, tangential and angular momentum equations, i.e. P„, P, and M, respectively
(Figure 7). Although FLUENT does not consider any angular velocity for the particles,
the conservation of angular momentum will still be considered in the impact analysis. At
each impact, however, the initial angular velocity of particles will be assumed zero, and
its updated value will be discarded after the calculations of impact are completed.

n

Pn
Figure 7 - Free body diagram of a sphere impacting on a surface
Upon impact, the particle begins sliding on the surface. Depending on the conditions
of impact, two different scenarios can occur. In determining which scenario would take
place, the values of the coefficient of friction,/ and the impulse ratio, ju, play the main
role. The impulse ratio is defined by Equation (8) [36],
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In the first scenario, the particle keeps sliding throughout the impact. The equations
of impact dynamics in this case are given by Equation (9) through Equation (11) (e„ is the
normal coefficient of restitution, r is the particle radius) [36], These equations determine
the velocity components after impact (capital letters), in terms of those before impact
(small letters).

V. = - e .v n
ft

ft

ft

(9)

(10)

(ID

In the second scenario, the sliding motion ends prior to the end of the contact. After
the sliding ends, the particle begins to roll, and this will continue until the end o f contact.
With this scenario, velocity components after the contact relate to those before the
contact as described by Equation (12) through Equation (14) [36],

V - -e v
ft

ft

ft

(12)

V = —v
‘ 7

(13)

Q = — v,
Ir

(14)

In order to determine the appropriate set of equations, one must determine which
scenario takes place in any given situation. According to Brach [36], if the coefficient of
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friction,/ is relatively small, say /;, the tangential impulse Pt=fiPn will be insufficient to
cause sliding to end prior to separation. As / increases, it reaches a critical value, say / ,
just large enough to cause sliding to end at the time of separation. For any value off say
fs, larger than this critical value, the impulse necessary to cause sliding to cease occurs
earlier in time.

At that time, rolling begins and the tangential force drops to some

relatively small value. Consequently, part of the contact duration contains sliding and the
remainder rolling. For all coefficients of friction which are greater than/ , the tangential
impulse will never exceed

Thus a limiting critical value of impulse ratio f.c=PJP„

exists and is denoted by fa- Under no condition can the value of the tangential impulse
exceed jLkPr- The limiting condition occurs when the solution equations for sliding are
identical to the solution equations for rolling, resulting in

as given by Equation (15).

M‘ =7(i+eJ

<1 5 >

Briefly, in order to determine the correct scenario, / should be compared with the
value of //c given by Equation (15). If / is smaller than this critical value, the first
scenario occurs, and therefore Equation (9) through Equation (11) should be used.
Otherwise, Equation (12) through Equation (14) will be the proper choice.
With the particle size range encountered in CGDS applications (1—100 jj.,) regardless
of the value of the normal coefficient of restitution, the critical impulse ratio is always
smaller than 3e-5. This is four orders of magnitude smaller than the / value normally
encountered in metal-metal contacts, i.e. above 0.1 [36], Therefore, the latter scenario
always occurs resulting in a value of 5/7 for the tangential coefficient of restitution.
Kleis and Hussainova [39] proposed a procedure for estimating the normal
coefficient of restitution, e„.

In this procedure, the values of elastic and plastic

deformation of the particle, denoted by hei,p and hpiiP respectively, play a major role. The
value of hpip can be obtained using Equation (16) or Equation (17). It should be noticed
that choosing the right equation from the two requires knowledge of the value of heiiP.
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The calculation, however, can be performed using both equations, and the correct choice
can be made after obtaining the value of he!iP in subsequent steps. In these equations, £0,s
is the dynamic hardness of the target. The values for this quantity are available in the
literature [39] for some materials.

These values, however, correspond to rather hard

materials used in blasting applications making them inappropriate for our purpose. A
procedure needs to be developed to determine this value for the materials of our interest,
which will be introduced in the following paragraph.

(16)

(17)

hpl p (v) = r - 2r cos j - arccos 1

Knowing that hei,p is a characteristic of the particle material and target, it can be
obtained from available literature [39], If this value is known for one arbitrary velocity,
it can be used for all velocities, as it is a characteristic of the particle material and target,
not a function of impact conditions. Knowing the coefficient of restitution at an arbitrary
velocity, Equation (18) can be used for this purpose. Now, having the constant hei,p and
knowing hpiiP in terms of velocity, a rearranged form of Equation (18) can be used to
determine the value of coefficient of restitution as a function of impact velocity using
Equation (19).

h

(18)

(19)
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This procedure has been used to determine the two normal and tangential
coefficients of restitution as a function of impact velocity for glass particles hitting a
copper surface. As shown in Figure 8, the relations fail to predict any value for the
coefficients beyond a velocity of approximately 1150 m/s in this case. It is assumed here
that this value represents the critical velocity.

Mathematical manipulation of the

abovementioned equations can be used to express this velocity in terms of impact
parameters as represented in Equation (20). Rearranging this equation results in the value
of the dynamic hardness of the target, s0fS, in terms of particle density and impact critical
velocity, as given by Equation (21).
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Figure 8 - Normal and tangential coefficient of restitution for the perpendicular
impact of glass particles on a copper target
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(21)

The required parameters for predicting the two coefficients of restitution, therefore,
reduce to particle diameter and density, critical velocity under the impact conditions and
normal coefficient of restitution at an arbitrary velocity. The values of critical velocities
of different materials are available through the literature [2-5,7,13], For the normal
coefficient of restitution at an arbitrary velocity, a value between 0.07 and 0.10 will be
assumed at a velocity slightly below the critical velocity (as much as 20 m/s). This
assumption agrees well with the impact conditions whose parameters are well known,
such as those shown in Figure 8. Other parameters are either given or easily found in the
literature and material characteristic tables.
This approximate particle-wall interaction model must be implemented in FLUENT
through the DPM (Discrete Phase Model) dialog box of the wall boundary condition
menu. When a particle arrives at a wall, FLUENT by default gives four standard options.
The particle can reflect, trap, escape, or follow a wall-jet. None of these models can
sufficiently describe the details of the impact process of our interest. Therefore a custom
option allowed by FLUENT, i.e. implementation of a UDF is chosen (See Appendix III.)
It is possible that particle-wall interactions occur inside the nozzle as well. The same
code is used to account for these, with a different value for the critical velocity
corresponding to die nozzle wall material. As mentioned in Section 2.5, the nozzle wall
smoothness tends to influences the rebound behavior of the particles upon impact with
the nozzle wall. FLUENT does not account for this effect. The solution, therefore,
includes the assumption that the nozzle wall is smooth enough not to significantiy affect
the particle trajectories.

3.4

Boundary and Initial Conditions

3.4.1 Flow Field
The boundary conditions will be considered separately for the two sub-domains of
nozzle and environment. For the nozzle sub-domain, at the nozzle inlet, as shown in
Figure 9, a pressure inlet is used as boundary condition due to the sonic nature of the flow
within the domain. In order to specify this type of boundary, the required quantities are
the total and static pressures, p 0 and p respectively, the total temperature, Ta, and the
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direction of velocity vector, which is assumed to be perpendicular to the boundary. As a
turbulence model is used, the turbulence characteristics of the flow must also be
specified.

Thermocouple

Particle Feed

Pressure
Inlet

Pressure Hole

Figure 9 - Schematic of the nozzle sub-domain (not to scale) with the inlet boundary
conditions specified
To obtain an accurate value of the pressure just upstream of the nozzle throat a
measurement is needed. For this purpose a pressure tap has been located on the nozzle
wall; and a hole, necessary fittings and a pressure gauge have been arranged.

The

reading obtained through such arrangement corresponds to the static pressure. The total
pressure, however, could also be safely assumed equal to this value as a very low velocity
exists in this section.
Also, a thermocouple is mounted, as an integral part of the machine in order to
measure the gas temperature just upstream of the throat. This reading corresponds to
either the static or total temperature, again due to the low air velocity. There is a heating
element close to this thermocouple which may impose some radiation heat transfer error.
For the purpose of the current simulation, it is assumed that this error is negligible and
the reading obtained from the thermocouple is used.
In order to determine turbulence characteristics at the boundary, turbulence intensity
and turbulence length scale are provided. An intensity of 1% and a length scale equal to
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the 20% of the nozzle diameter are used as an estimate. This is being used and shown to
be good for similar flow fields in another ongoing study [47],
Specification of the remainder of the flow boundary conditions for the nozzle subdomain is straightforward. The nozzle outlet is a pressure outlet, with the pressure equal
to the atmospheric pressure.

The direction of velocity vector is obtained from

neighboring cells in this region. It is trivial that all walls should be set to the no-slip
boundary condition. Heat transfer between the fluid and the nozzle walls is assumed to
have an insignificant effect on the solution of the nozzle sub-domain and, hence, all walls
are considered to be adiabatic.
For the environment sub-domain, the nozzle outlet, which is the inlet to this sub
domain, is of the utmost importance. The flow field values at this boundary condition,
set to pressure inlet, are taken from the solution to the nozzle sub-domain.

The

methodology and tools developed to perform this task are discussed in Section 3.4.3.
Specification of the other boundary conditions for the environment sub-domain is
straightforward. The surrounding boundaries of the domain are pressure outlets, with the
pressure equal to the atmospheric pressure. The direction of velocity vector is obtained
from neighboring cells in these regions. The locations of these surrounding boundaries
are chosen such that all the important features of the flow can be captured. In addition,
care was taken that they are far enough away so as not to affect the solution of the flow
filed. Finally, the wall boundary conditions are treated in a similar manner as those in the
nozzle sub-domain.
The initial conditions are only important in avoiding early divergence and reducing a
number of iterations to get the final converged solution. A good compromise is achieved
by setting the x-velocity between 50 and 200 m/s. The solution is not very sensitive to
other variables. They can be initialized according to the inlet values in order to avoid
high field gradients at the early stages of the solution.
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3.4.2 Particle Tracking
The initial and boundary conditions will be considered separately for the two subdomains of nozzle and environment. In particle tracking, initial condition means where
in the domain the particle trajectories start and what the initial velocity and other
properties are. Discrete phase boundary conditions determine what happens to a particle
when it reaches a certain flow boundary condition.
For the nozzle sub-domain, as mentioned in Section 3.1, the flow domain contains
the particle feed section of the nozzle. The projection of the cross-section of the particle
feed tube (at 45° angle with the nozzle tube) on the nozzle cross-section forms an ellipse.
Therefore, in the numerical model, particles are added on this ellipse and randomly
distributed through it. The distribution implies that the particles are more likely to appear
closer to the center of the particle feed tube than its periphery (by squaring a uniform
random number and multiplying by the radius.)
The particles used in the experimental part of this study are obtained such that it is
not possible to determine a size distribution for them (see Section 4.2.3 for details.) In
assigning a size to the particles, therefore, it is assumed that the size distribution of the
particles is uniform. This is expected to have little influence on the results.
The velocity vector must be randomly chosen from a range of acceptable variations.
These variations are selected based on the geometry of the particle feed. They are tuned
such that an acceptable agreement with the experimental results in velocity predictions is
achieved. The parameters that determine the velocity vector are the longitudinal velocity
component and the ratio of radial to the axial velocity. The values of these parameters
for the four cases of aluminum particles at 100 °C and 300 °C upstream temperatures and
copper particles at 100 °C and 300 °C are listed in Table 2 (these cases are introduced in
detail in Section 3.6.)
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Table 2 - Ranges for parameters used for initiating particles in nozzle sub-domain
Case (Particle Material,

Axial Velocity

Radial to Axial Velocity

Upstream Temperature)

(m/s)

Ratio

Aluminum, 100°C

1 2 0 -1 8 0

0.92 - 1.02

Aluminum, 300°C

1 3 0 -2 1 0

0.92 - 1.02

Copper, 100°C

101.5-123

0 .8 -0 .9

Copper, 300°C

1 1 0 -1 4 0

0.8 - 0.9

Initializing particles can be performed in FLUENT using the Discrete Phase Model
window, under Set Injections Properties control panel, Point Properties tab. This tool,
however, is not convenient if the particles are to be launched from a large number of
different points.

In such a case, many injections of particles are required, each

representing a single particle or a row of particles, causing many problems in organizing
the results. In order to make this tool general enough, a UDF is generated to initiate and
launch all of the particles at the same time (see Appendix IV.)
In the case of discrete phase boundary conditions, the behavior of the nozzle interior
walls is similar to that of the target whose implementation has already been discussed in
Sections 2.5 and 3.3. No special treatment is necessary at the nozzle outlet; as FLUENT
provides a default boundary condition in which the particles escape the domain, and the
tracking procedure terminates. For the planes of symmetry, FLUENT provides a default
boundary condition that reflects the particle trajectory and resumes the trajectory
calculation.

In order to implement asymmetric particle trajectory prediction in the

symmetric flow field (as described in Section 3.2,) however, a UDF is generated to serve
as a boundary condition for the particles on the planes of symmetry (see Appendix II).
For the environment sub-domain, particles must be initiated at the nozzle outlet so
that the trajectory calculations can continue from where it terminated in the nozzle
solution.

In order to achieve this, all of the particle data, including their locations,

velocities, temperatures, etc. must be taken from the nozzle solution at the nozzle outlet.
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At this point, the data can be compared with experiment and modifications, if needed, be
performed on the velocity magnitudes. The methodology and tools developed to perform
these tasks are discussed in Section 3.4.3.
In the case of discrete phase boundary conditions, the behavior of the target and its
implementation has already been discussed in Sections 2,5 and 3.3. The nozzle edge and
its exterior walls also behave similarly. For the symmetry and surrounding boundary
conditions, FLUENT provides default boundary conditions. For the symmetry boundary
condition, this default boundary condition reflects the particle trajectory and, for the
surrounding boundary condition, one can choose to simply terminate the trajectory
prediction.

In order to implement asymmetric particle trajectory prediction in a

symmetric flow field (as described in Section 3.2,) however, two UDF’s are generated.
The first UDF will serve as a boundary condition for the particles on the plane of
symmetry (see Appendix II).

The other UDF must be used as the discrete phase

boundary condition at the surrounding boundaries of this sub-domain (see Appendix II.)

3.4.3 Transfer o f Data between the Two Sub-domains
The two solution sub-domains, i.e. the nozzle and the environment, are connected
through the nozzle outlet. The flow variable fields on the nozzle outlet plane obtained
from the nozzle solution, therefore, serve as the inlet boundary condition for the
environment solution.

There are totally eight such fields, namely total and static

pressures, total temperature, the three components of velocity direction vector, and the
two turbulence characteristics (turbulence kinetic energy, k, and turbulence dissipation
rate, s.) A preliminary solution of the nozzle flow reveals that most of these fields are far
from being uniform.
FLUENT provides a tool for linking these two solutions, called Boundary Profiles.
This tool, however, uses a zero-order interpolation method to obtain values at the
boundaries; which means the solver equates the value of each of the target nodes to that
of the closest node on the source boundary [41], This leads to inaccurate results near the
walls or where sharp field gradients are present. Therefore UDF’s must be utilized to
better approximate field values at the target boundaries.
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This better approximation can be achieved by fitting a curve to the values of each of
the field variables in terms of the co-ordinates. A MATLAB code has been generated to
fit a thin-plate smoothing spline [48] to the data points corresponding to each of the field
variables obtained from the nozzle solution (see Appendix V.) The value of each of the
flow field variables will then be estimated at the cell centers of the environment solution
using the generated curve. The coordinates of these points must already have been saved
in a data file and are called in the MATLAB code (see Appendix V for details.) This is a
generalized method for n-dimensional data interpolation. These values are then read into
the environment solution through UDF’s generated for this purpose (see Appendix VI).
Transfer of the particle data between the two sub-domains, however, is done with
less difficulty than the flow field variables.

The Discrete Phase Model of FLUENT

provides a tool that allows for recording all the characteristic data regarding all particles
as they hit or pass through a certain surface. Therefore, from the solution of the nozzle
sub-domain, a file can be created containing the information regarding the conditions of
all particles at the transitional surface, i.e. the nozzle exit. This can be done under the
‘Sample Trajectories’ window of FLUENT (see Appendix VII for more details.) This
file can then serve as a data source to be used in combination with a UDF to initiate the
particle trajectories in the environment solution (see Appendix VII.) Any modification to
the particle velocities based on the comparison with experimental results is performed at
this point. Care must be taken to put each particle in the correct side according to the
value of the Side Index (described in Section 3.2.)

3.5

Post-processing and Visualization
It is intended to use the knowledge gained from this investigation to design a

capture-at-source exhaust system for collecting the particulate that does not adhere to the
target during the CGDS process. It is of particular interest, therefore, to visualize the
particle concentrations leaving the environment close to the region of operation.
FLUENT provides basic post-processor tools for the particle tracking module, which
are not suitable for the purpose of this project. They are mainly histograms, lacking an
integrated visual impression of the locations. It is desired to be able to produce contours
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of particle concentrations on a surface surrounding the region of operation. An exploded
view of flat walls or a hemisphere can be possible options for the surface, the latter being
visually more appealing and easier to interpret.
In order to achieve this, the particle trajectories are processed. A study to determine
a statistically large enough sample number of particles for a typical case revealed that by
increasing the number of particles in batches of 200 particles, no change was observed in
increasing from 6800 to 7000 particles. All the result images, therefore, are obtained
from tracking 7000 samples.
FLUENT makes the trajectories available in an output file, giving all particle
properties in each time step.

A C code is developed to read this file and detect

intersections of particle trajectories with the surface of the sphere of interest
(particle_on_sphere_cross.exe.) The results, being a set of points on the sphere each
representing

a

particle,

will

then

be

recorded

in

another

file

(particle_on_sphere_cross.dat.) A MATLAB code is developed to read these data and
count particles in small spatial bins on the sphere surface (resultplotm.) The hemisphere
then is visually generated in the space, meshed (to make the results easier to interpret,)
tilted and colored according to particle concentrations. The tilting angle is also set in this
code (line 4.)
The results are universally normalized among all the images such that the same
color, a particular red for example, would represent the same particle concentration in all
images. The white regions are absolutely clean (no particle is passing through,) whereas
even one particle passing through a region will result in a small region of the darkest
blue.

3.6

Numerical Procedure
The numerical methodology is used to investigate the effect of change in certain

geometrical parameters and operating conditions on the particle trajectories.

The

geometrical parameters of interest are the nozzle-target standoff distance (/) as well as the
relative angle between the nozzle axis and the target normal {0). Two different upstream
temperatures (T0) and two different particle materials, representing two different densities
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(pp), will be considered.

These parameters and the range of their variations are

summarized in Table 3.

Table 3 - Parameters considered in this study and their va ues.
Parameter

Value 1

Value 2

Value 3

Standoff Distance, I (mm)

5

10

15

Target Tilting Angle, 0 (degrees)

0

5

10

Upstream Temperature, T„ (°C)

100

300

N/A

Particle Material [Density, pp (kg/m3)]

A1 [2719]

Cu [8978]

N/A

Combination of these parameters results in 36 different cases of study as summarized
in Table 4. Each case is given a case code containing three number and one letter fields.
The three number fields, representing standoff distance, / (mm,) target tilting angle, 6
(degrees,) and upstream temperature, T0 (°C,) are separated with dashes. The last field
represents the particle material (A for Aluminum and C for Copper.) From here onwards
in this document, wherever a case code is referred to with asterisks replacing characters, a
group of cases is meant that is generated by replacing the asterisks with meaningful
characters. For example, the case code 15-**-100A refers to cases 7, 8 and 9 of Table 4.
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Table 4 - Cases to be considered in this study
No.

Case Code

Standoff
Distance,

Target

Upstream

Tilting Angle, Temperature,

Particle Material
[Density, pp

/(mm)

0 (degrees)

To (°C)

(kg/m3)]

1

05-00-100A

5

0

100

A1 [2719]

2

05-05-100A

5

5

100

A1 [2719]

3

05-10-100A

5

10

100

A1 [2719]

4

10-00-100A

10

0

100

A1 [2719]

5

10-05-100A

10

5

100

A1 [2719]

6

10-10-100A

10

10

100

A1 [2719]

7

15-00-100A

15

0

100

A1 [2719]

8

15-05-100A

15

5

100

A1 [2719]

9

15-10-100A

15

10

100

A1 [2719]

10

05-00-300A

5

0

300

A1 [2719]

11

05-05-300A

5

5

300

A1 [2719]

12

05-10-300A

5

10

300

A1 [2719]

13

10-00-300A

10

0

300

A1 [2719]

14

10-05-300A

10

5

300

A1 [2719]

15

10-10-300A

10

10

300

A1 [2719]

16

15-00-300A

15

0

300

A1 [2719]

17

15-05-300A

15

5

300

A1 [2719]

18

15-10-300A

15

10

300

A1 [2719]
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19

05-00-100C

5

0

100

Cu [8978]

20

05-05-100C

5

5

100

Cu [8978]

21

05-10-100C

5

10

100

Cu [8978]

22

10-00-100C

10

0

100

Cu [8978]

23

10-05-100C

10

5

100

Cu [8978]

24

10-10-100C

10

10

100

Cu [8978]

25

15-00-100C

15

0

100

Cu [8978]

26

15-05-100C

15

5

100

Cu [8978]

27

15-10-100C

15

10

100

Cu [8978]

28

05-00-300C

5

0

300

Cu [8978]

29

05-05-300C

5

5

300

Cu [8978]

30

05-10-300C

5

10

300

Cu [8978]

31

10-00-300C

10

0

300

Cu [8978]

32

10-05-300C

10

5

300

Cu [8978]

33

10-10-300C

10

10

300

Cu [8978]

34

15-00-300C

15

0

300

Cu [8978]

35

15-05-300C

15

5

300

Cu [8978]

36

15-10-300C

15

10

300

Cu [8978]

The solution procedure has previously been summarized in Table 1. In order to
accommodate the 36 different cases, two different solutions for the flow field inside the
nozzle are obtained (for the upstream temperature of 100 °C and 300 °C.) Particles of
two different materials, i.e. aluminum and copper are tracked in each of these flow field
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solutions. Combinations of upstream temperature and particle material, therefore, result
in four different particle data sets at the nozzle outlet.
For the environment sub-domain, however, combinations of the three standoff
distances and three target tilting angles result in 9 different geometries. In each of these
geometries, two different flow fields are developed; each corresponding to one of the
upstream temperatures.

Therefore 18 different flow fields in the environment sub

domain are available. The particle data for the two different materials are then used to
perform the trajectory calculations, resulting in 36 sets of particle trajectories. Each of
these sets is then post-processed to obtain the results in the desired format.
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C H A PT E R 4 - EX PER IM E N TA L M ETH O D O LO G Y
4.1

Laser Doppler Anemometry
A ‘side-scatter’ laser Doppler anemometer with frequency shifting capability is used

in obtaining measurements of particle axial velocity at the nozzle exit.

Laser

anemometers are non-contact optical instruments for the investigation of fluid flow
velocities in gases and liquids. The method uses the Doppler shift of light scattered by
moving particles to determine particle velocity [49]. Laser anemometers offer unique
advantages over other flow measurements. Firstly, laser anemometers are used to probe
the flow with focused laser beams and can sense the velocity without disturbing the flow
in die measuring volume. The necessary conditions are a transparent medium with a
suitable concentration of tracer particles (or seeding) and optical access to the flow
through windows, or via a submerged optical probe. Moreover, output signal is linearly
related to particle velocity. The measurement is based on the stability and linearity of
optical electromagnetic waves, which in most practical cases can be considered
unaffected by other physical parameters such as temperature and pressure.
The quantity measured by the laser Doppler method is the projection of the velocity
vector on the measuring direction defined by the optical system The measured value is
therefore clearly defined as being scaled by a true cosine of the measurement angle.
Finally, the optics of the equipment is able to provide a very small measuring volume and
thus good spatial resolution to allow local measurement of the velocity.

The small

measuring volume in combination with the fast time response of the signal processing
electronics also permits time-resolved measurement of fluctuating velocities with very
good temporal resolution.
Among different possible arrangements for the equipment, only the dual beam
(differential Doppler) method has found widespread use [50], A simplified version of
this configuration, which is adopted in this research, is shown in Figure 10. A good way
of describing the principle is the fringe model, which provides a visualized picture of the
basis for the analysis o f the method [51].
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Laser
Source

Measuring
Volume

Beam
Splitter

Figure 10 - Dual beam (differential Doppler) arrangement of the LDA equipment
with frequency shifting. Modified version from die Dantec presentation slides Laser
Doppler Anemometry, Principles and Applications, 1999 [52].
Two coherent and monochromic laser beams having plane wave fronts yield a
pattern of plane interference fringes at the beam crossing, as shown in Figure 11. The
ellipse shown in this figure represents an ellipsoid in the space and each fringe represents
a flat plane. A Bragg cell, if used, shifts the frequency of one o f the two beams, resulting
in a moving rather than stationary fringe pattern. A particle moving across the fringe
pattern with a velocity component perpendicular to the fringe planes will scatter light at a
particular frequency. Moving fringes, formed using a Bragg cell, allow elimination of
directional ambiguity and a higher velocity limit in one direction.

111*
iMlMiiniinlMiilHIMI

Figure 11 - Fringe Pattern in a dual beam measuring volume. Reproduced from the
Dantec presentation slides LDA Applications: Wind Tunnel, 1997 [53].
This frequency is then converted to an electrical signal, known as the burst signal,
using a photodetector. The burst signal is then processed in the Burst Spectrum Analyzer
(BSA) module.

This process includes noise elimination and signal preparation.
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A

computer and software program are then used to determine the measured component of
velocity based on the received frequency as well as the knowledge of the angle between
the two beams, the wavelength o f the light and other optical parameters.
The maximum velocity that can be measured using LDA technique can be increased
by increasing the maximum frequency that can be detected by BSA or by increasing the
fringe spacing. This can be achieved by using a laser beam of a higher wavelength or a
front lens of a higher focal distance. If the velocity direction is known, it is possible to
perform measurements at an angle and increasing the readings by a factor determined
based on the velocity angle.

4.2

Experimental Apparatus

4.2.1 Laser Doppler Anemometer Setup
The laser used for this experiment is a 35mW, 40.6" Linear (Coherent Inc.) and the
optics are DISA 55X Modular LDA Optics (Dantec.) In Table 5, the laser characteristics
and optical parameters required by the software to compute the dimensions of the
measuring volume are given for the LDA optics that was used in the current study. Also,
the setup provides a frequency shifting of 40 MHz.

Table 5 - LDA optical parameters
Parameter

Value

Focal Length

700 mm

Beam Spacing

30 mm

Beam Diameter at Laser Exit

1.25 mm

Expansion Ratio

1.75

Wavelength

632.8 T|m

With these parameters, the dimensions and other characteristics of the measuring
volume can be calculated [50] as given in Table 6. Maximum velocity that could be
measured with this arrangement was approximately 660 m/s.

In addition to fringe
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spacing, this maximum is also dependent upon the maximum frequency that the BSA can
capture.

Table 6 - Characteristics of measuring volume
Parameter

Value

Number of Fringes

15

Fringe Spacing

14.980 [l

Beam Half-angle

1.210 degrees

Measuring Volume Height

0.262 mm

Measuring Volume Width

0.262 mm

Measuring Volume Length

11.2 mm

A schematic of the LDA setup used for this experiment is shown in Figure 12. This
figure represents a one-component ‘side-scatter’ differential Doppler mode with
frequency shifting.

In this type of setup, the readings are very insensitive to the

orientation of the receiving optics.
S u p p o rts
B ra g g C ell

L aser
B eam

B e a m E x p a n d e r U n it

___
B e a m S p litte r

/

B e a m D isp la c e r

jrr}
DISA

Figure 12 - Schematic of the LDA arrangement Reproduced from DISA
Elektronik user manual DISA 55x Modular LDA Optics, 1980 [51].
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Different components of the setup can be categorized in a number of modules. The
first module is the emitting optics, which includes the laser emitter and the optics. The
entire optics module is mounted using two supports (DISA 55X23,) one at the laser end
and one in the middle. They include a beam splitter (DISA 55X24) to split the laser
beam into two beams of equal intensity, one continuing through the center of the optics
and one leading to the periphery. The two beams then go through the Bragg Cell (DISA
55X29,) where the central beam is frequency-shifted by 40 MHz. In the next stage, a
beam displacer (DISA 55X28) directs the central beam to the side opposite to the other
beam. The two beams then go through a beam expander unit (DISA 55X12.) In this unit,
the beam diameter expands by a factor of 1.9 times. This leads to an improvement in the
performance of the setup by diminishing the cross-section of the probe volume and
increasing the light intensity. Finally the front lens converges the two beams to one point
to form the measuring volume.
The next module is the receiving optics and burst spectrum analyzer. The receiving
optics are contained in a photomultiplier (55X08 PM) whose centerline is oriented at
approximately 45 degrees with respect to the laser beam and is focused on the measuring
volume. The photomultiplier receives the light intensity fluctuations and converts the
optical signal to an electrical one. The signal obtained from this unit is then sent to the
BSA module for signal preparation.
A computer is used for collecting and post-processing the data. The computer is
connected to the BSA module through a AT-GPIB(PnP) data acquisition card (National
Instruments.) The software used for collecting and processing the data is BSA Flow
Software (Dantec.) An image of the actual LDA measurement equipment is shown in
Figure 13.
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Figure 13 - LDA assembly used in this experiment
In this experiment, it is desired to measure the velocity of the working particles of
the spray rather than the gas velocity; therefore there is no need for additional seed
particles.

These working particles range in size from 25 to 38 (im, which is quite

favorable for developing a signal that can easily be captured by the available setup. The
particles are either aluminum or copper and they both reflect enough light to be detected
by the receiving optics.

4.2.2 Test Facility
The equipment used in this experiment is set up on a test bench and shown in Figure
14. This picture shows different components of the setup, including the emitting optics,
(the laser emitter and the optics,) the receiving optics (photomultiplier) and burst
spectrum analyzer (BSA,) as well as the computer.
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Emitting
Optics
R e c e iv in g H H H c o m

p u te r

Optics

Burst Spectrum
nalyzer (BSA)
Figure 14 - Experimental test bench
The spray gun provided by CenterLine for use in this experiment is shown in Figure
15. A vacuum hose is used to collect the particles after the velocity is measured. The
fixture used to hold the vacuum hose as well as the manual traverse to position the spray
gun is also shown. This, in combination with the precise (0.01 mm resolution) height
meter allows for accurately traversing the spray gun in the vertical direction.
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Figure 15 - Test set-up
4.2.3 Wall Pressure Measurements
The nozzle tube used for the LDA measurement is instrumented for pressure
measurements (see Figure 16.)

This is done by drilling pressure taps, 0.5 mm in

diameter, along the tube. Seven holes are drilled along the minor axis and one along the
major axis. The one hole located along the minor axis is used for verifying the reading
from the corresponding hole along the major axis.

Figure 16 - Nozzle tube instrumented for pressure measurements
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Short metal tubes are welded to the nozzle to provide the necessary fitting. These
tubes are connected to a pressure gauge through plastic tubes fitted to them These tubes
are easily plugged. The fitting tubes and plugs are tested for proper sealing. This is
achieved by injecting pressurized air in the tube and submerging the tube and all fittings
in water. A vacuum pressure gauge is used to take readings. The resolution of the
pressure gauge is ±2 kPa.

4.3

Experimental Procedure

4.3.1 LDA Measurements
The LDA equipment is used to measure the longitudinal particle velocities at the
closest possible location to the nozzle exit plane.

This small clearance between the

nozzle outlet plane and the plane of measurement is imposed due to the fact that one of
the two laser beam can be blocked by the edge of the nozzle. This clearance, however, is
very small (in the order of magnitude of 0.5 mm) because of the very small angle
between the two beams, and can be neglected. The axis of the spray gun and the optical
axis of the LDA (axis of the fringes) are perpendicular.
Four sets of measurements are required for aluminum particles at 100 °C and 300 °C
upstream temperatures and copper particles at 100 °C and 300 °C. The measurement is
performed at a number of points along the two axes of the nozzle exit cross-section, i.e.
the major and die minor axes (see Figure 17.) At each measurement point, 1000 velocity
readings are obtained. The data points are located at a 0.5 mm spacing on the axes (13
and 11 points on the major and minor axes respectively.) In order to obtain the profiles,
the gun is moved using the manual traverse with reference to the height meter.

Minor Axis
Major Axis

Figure 17 - Cross-section of the oval nozzle at the exit plane (not to scale)
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The measurement points are determined with respect to the center point of the nozzle
outlet, which is determined by visual observation. The uncertainty in this estimation can
be safely assumed to be no more than ±0.5 m m The uncertainty in the relative position
of the measurement points is governed by the resolution of the height meter, i.e. ±0.01
mm. The uncertainty in the absolute position of measurement points, therefore, can be
assumed to be approximately ±0.5 mm. An uncertainty analysis of all the readings is
presented in Appendix VIII.
While taking measurements, it is assumed that the presence of the target will not
affect either of the flow field or the particle velocities at this section. Instead of a target,
therefore, a vacuum hose is mounted in front of the gun outlet to collect the particles. In
the current study, the particle feed is located along the major axis, as shown in Figure 18.

Particle
feed

Figure 18 - Orientation of the particle feed with respect to the two axes
In performing the experiments, an important operating condition that must remain
constant is the total pressure, p 0.

The value of this quantity is measured in each

experiment using a pressure gauge mounted upstream of the nozzle throat as described in
Section 3.4.1. This value is set to p 0 = 72 ± 0.5 psig (500 ± 4 kPa gauge) using a manual
pressure regulator on the device.
Another important operating parameter is the total temperature, T0. This quantity is
measured using the thermocouple described in Section 3.3.1. A simple feedback loop
ensures this quantity remains constant during the operation of the device through
actuating a heating element located inside the gun upstream of the thermocouple. Once
the temperature reaches its steady state value, it may fluctuate slightly around the target
value due to the environmental disturbances. These fluctuations do not exceed 2 °C. The
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actual values of temperature for the two sets of cases are, therefore, Ta = 100 ± 2 °C and
T0 = 300 ± 2 °C respectively.
The particles used in this study are aluminum and copper material of irregular shape.
These particles are obtained by sieving batches of particles resulting in a size range of
25-38 p.. This is the smallest available bin resolution; therefore, it is not possible to
determine the size distribution of particles within this range.

4.3.2 Pressure Measurements
Pressure measurements were performed for the two cases of upstream temperatures
of 100 °C and 300 °C and without particles. In order to obtain the value of static pressure
at each point, the vacuum pressure gauge is connected to the corresponding tube and all
other tubes are plugged.
In performing the simulation, the effect of air flow through the particle feed on the
overall flow field is ignored. This is equivalent to assuming that the particle feed is
closed. In order to validate this assumption, two sets of measurements, pertaining to the
two cases of particle feed being open or closed are performed.
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C H A PTER 5 - R E SU LTS A N D D ISC U SSIO N
In the following, the numerical and experimental results for the nozzle sub-domain
will be presented.

This is followed by the results of the numerical study of the

environment sub-domain.

5.1

Nozzle Sub-domain

5.1.1 Numerical Particle Trajectory Results
The results of particular interest in performing this simulation are the particle
velocities at the nozzle exit plane. In obtaining these results, 2500 particles are tracked
inside the nozzle. The results for the case of aluminum particles at 300 °C upstream
temperature are shown in Figure 19.

400 ^

'«>' 3 5 0 %

Figure 19 - Numerically obtained contour of particle velocities at the nozzle exit
plane for die case of aluminum particles at 300 °C upstream temperature
The oval shape of the nozzle is represented by an ellipse located at the bottom of the
space.

Each magenta dot located inside this ellipse represents a particle leaving the

nozzle outlet. It can be seen that the distribution of particles is considerably asymmetric
about the major axis, but relatively symmetric about the minor axis. This characteristic is
due to the orientation of the particle feed.

Along the major axis, the particle
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concentration is slightly higher towards the positive side of the axis. The particles enter
the nozzle at the negative side of this axis. Most of the particles hit the walls at the
positive and then negative side of the walls consecutively, and leave the nozzle slightly
towards the positive side of this axis.
Using MATLAB, a contour is fitted to the velocity data obtained from simulation as
shown in Figure 19. The data and details of how this contour is determined are given in
Appendix IX. This contour will later be used to extract velocity profiles along any lines
of interest, particularly the two nozzle axes.
Images similar to Figure 19, corresponding to the cases of aluminum particles at 100
°C upstream temperature as well as copper particles at 100 °C and 300 °C are shown in
Figure 20 to Figure 22.

The contours depict similar features with slightly different

values.
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Figure 20 - Numerically obtained contour of particle velocities at the nozzle exit
plane for the case of aluminum particles at 100 °C upstream temperature
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Figure 21 - Numerically obtained contour of particle velocities at the nozzle exit
plane for die case of copper particles at 100 °C upstream temperature
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Figure 22 - Numerically obtained contour of particle velocities at the nozzle exit
plane for die case of copper particles at 300 °C upstream temperature
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5.1.2 Experimental Particle Velocity Results
The experimentally obtained particle velocity profiles at the nozzle outlet plane and
along the two axes for the case of aluminum particles at 300 °C upstream temperature are
shown in Figure 23. In each set of measurements, the points indicated by ‘x ’ show
slightly higher velocity than the general trend o f the profile. This is due to the cyclic
operation of an air dryer unit embedded within the device. The operation of this unit
causes a temporary increase in the operating pressure of the whole device, resulting in
locally higher readings. The velocity profile is considerably asymmetric and drastically
non-uniform about the major axis, but relatively symmetric and uniform about the minor
axis. The trends in particle concentration observed qualitatively during the experiment
agree with those obtained numerically (see Figure 19.)
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Figure 23 - Experimentally obtained particle velocity profiles at the nozzle outlet
plane for die case of aluminum particles at 300 °C upstream temperature
Images similar to Figure 23 and corresponding to the cases of aluminum particles at
100 °C upstream temperature as well as copper particles at 100 °C and 300 °C are shown
in Figure 24 to Figure 26. The profiles depict similar trends but at different magnitudes.

56

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

V e lo c ity P rofile a lo n g t h e M in o r A xis

V e lo c ity P rofile a lo n g t h e M a jo r A xis

400

400

350

350
M

99

i /i

£_

2 300

2 300

o

ai

01

>

>

250

e

ra

CL

250

ra

CL

200

200
o

E x p e rim e n t

*

E x p e rim e n t, a c c e p t a b l e

150
-5

150
M a jo r A xis (m)

x1Q -

x 10

Figure 24 - Experimentally obtained particle velocity profiles at the nozzle outlet
plane for the case of aluminum particles at 100 °C upstream temperature
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Figure 25 - Experimentally obtained particle velocity profiles at the nozzle outlet
plane for the case of copper particles at 100 °C upstream temperature
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Figure 26 - Experimentally obtained particle velocity profiles at the nozzle outlet
plane for the case of copper particles at 300 °C upstream temperature
5.1.3 Comparison and Validation
The data obtained from the experimental part of this study is used for validating the
simulation of the nozzle sub-domain. The particle velocity profile at the nozzle exit will
be used to verify the flow field and particle trajectory predictions inside the nozzle. It
will also determine the validity and performance of the impact model. Some available
static pressure values along the nozzle tube will be used to validate the flow field
prediction inside the nozzle.
A comparison of the simulation results with the experiment for the case of aluminum
particles at 300 °C upstream temperature is shown in Figure 27. The simulation profiles
are extracted from the contour fit to the particle velocities as described in Section 5.1.1.
The trends in predicted profiles along both axes agree very well with experiment.
Predicted particle velocities, however, are 15% lower than the values experimentally
obtained. For the simulation of the environment sub-domain, a modified value of the
velocity is used. This is simply an increase by 15% in the longitudinal particle velocities.
A number of different reasons can cause the discrepancy in measured and predicted
particle velocity magnitudes. The use of a drag law for spheres as an approximation to
the drag for the non-spherical particles would result in drag coefficients lower than those
present in reality. Inaccuracies of the model used to simulate the maimer in which the
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particles enter the nozzle as well as inexactness of the impact model could be other
reasons for this discrepancy.

In addition, the model used for estimating turbulence

randomness effects on particle motion could contribute to differences between the
experiment and prediction.
V e lo c ity Profile a lo n g t h e M in o r Axis

V e lo c ity P rofile a lo n g t h e M a jo r Axis

I

^

C
J
O
OJ

450

450

400

400

350

U
_o

350

a)

% 300

« 300

250

250

0
1

S im u la tio n , ra w
S im u la tio n , m odified
x

200
-5

200

-5
M a jo r A xis (m)

E x p e rim e n t__________

0
M in o r A xis (m)

5
xio~3

Figure 27 - Particle velocity profiles, simulation versus experimental results for the
case of aluminum particles at 300 °C upstream temperature
Images similar to Figure 27 and corresponding to the cases of aluminum particles at
100 °C upstream temperature as well as copper particles at 100 °C and 300 °C are shown
in Figure 28 to Figure 30. Predicted particle velocities for these cases are lower than the
values experimentally obtained by approximately 20%, 45% and 30% respectively.
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Figure 28 - Particle velocity profiles, simulation versus experimental results for the
case of aluminum particles at 100 °C upstream temperature
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Figure 29 - Particle velocity profiles, simulation versus experimental results for the
case of copper particles at 100 °C upstream temperature
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Figure 30 - Particle velocity profiles, simulation versus experimental results for the
case of copper particles at 300 °C upstream temperature
5.1.4 Nozzle Static Pressure Results
Wall pressure values along the nozzle tube obtained from simulation along with the
two sets of pressure measurements (pertaining to the case of particle feed open and close)
are shown in Figure 31 (see Figure 16 for scale.) This figure incorporates both cases of
100 °C and 300 °C upstream temperatures. It can be observed that the simulation results
agree very well with the actual pressure values. Pressure values for the two cases of
particle feed being open or close are also very close (no larger than the resolution of the
pressure gauge used, i.e. 2 kPa.) This verifies that neglecting the particle feed air flow in
the simulation will not affect the final results significantly.
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Figure 31 - Comparison of experimental and numerical values for pressure at tube
wall; upstream temperature of (a) 100 °C and (b) 300 °C
As observed in the figure, under the operating conditions of this study the flow
undergoes an oblique shock wave inside the nozzle. This is not favorable because the
flow velocity significantly drops beyond this shock wave, resulting in a subsonic flow at
the nozzle outlet plane. This shock wave can be avoided, or at least pushed back towards
the outlet, by either increasing the total pressure at the inlet or by adopting more
conservative (lower) nozzle outlet to throat area ratios.

5.2

Environment Sub-domain
The particle concentrations leaving the environment around the nozzle outlet are

obtained and included in Appendix IX for all cases. The image corresponding to case 1005-300A is shown here for the purpose o f discussion (Figure 32.) The hemisphere shown
is centered at the intersection of the nozzle centerline and the target plane. The center of
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the nozzle exit plane is located on the z axis of the co-ordinate system. Its exact location
on this axis is determined by the standoff distance such that a height of -0.005, 0 or 0.005
would correspond to standoff distances of 5,10 or 15 mm (cases 05-**-****, 10-**-****
or 15-**-****) respectively. The radius of the sphere is 2 cm

The black rectangle

located on top of the sphere represents the location where the nozzle intersects with this
imaginary surface. The fact that this rectangle is not concentric with respect to the pole
of the sphere, evident in the top view, clearly indicates that the target plate is tilted at a
particular angle.
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Figure 32 - Concentration of particles entering the surrounding for case 10-05-300A
It is evident for case 10-05-300A, from the shown result, that most particles leave the
sphere through a band extending from the side of the nozzle to the target. Within this
band, the concentration is significantly higher close to the nozzle side, forming a bright
spot in that area For the operating conditions that pertain to this case, the direction
towards which the target is tilted mainly determines where the particles go after
rebounding from the target. The band of high concentration itself is not symmetric about
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the nozzle plane of symmetry. This is due to the asymmetry in the location of the particle
feed.
In the following sections, the effect of each of the parameters of interest on the
exhaust pattern will be investigated separately. In doing so, all parameters will remain
constant and images resulting from the particular parameter of interest will be considered
for comparison. Although only 7 images are required to perform these comparisons,
images for all 36 possible combinations of parameters are obtained and included in
Appendix IX.
There are three parameters that are of interest in designing an exhaust system. In
most images, a high-intensity concentrated region can be distinguished. The location of
this region is the first parameter. The location of the center of the spot (the whole colored
region) is the second parameter. Finally, the size of the spot will be considered. All the
analyses will be performed quantitatively and relatively.

5.2.1 Standoff Distance
In order to illustrate the effect of standoff distance, the cases identified by **-05300A are chosen (Figure 33 to Figure 35.) In all cases, the high-intensity point is located
very close to the nozzle. This point cannot be easily distinguished in the closest distance.
The spot spreads in a band from the nozzle wall to the target towards the low end of the
target in all three cases, with a fairly similar size. The location o f the center of this
region, therefore, is approximately half the way between the nozzle wall and the target.
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Figure 33 - Concentration of particles entering the surrounding for case 05-05-300A
(1 = 5 mm)
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Figure 34 - Concentration of particles entering the surrounding for case 10-05-300A
(/ = 10 mm)
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Figure 35 - Concentration of particles entering the surrounding for case 15-05-300A
(/ = 15 nun)
Similar trends can be observed in all other cases that are included in Appendix IX.
In the cases of zero-degree target tilting angle, identified by case code **-00-****, the
trend cannot be observed because the particles spread in an approximately equal manner
over the environment and exhibit no particular distribution. These cases can be easily
identified in Appendix IX. In this case the code applies to Figure 47 and every third
figure thereafter, i.e. Figure 50, Figure 53, etc. In the cases of largest (10-degree) target
tilting angle (cases **-10-****,) the pattern is mostly concentrated around the highintensity point and the spot does not spread closer to the wall as much.

5.2.2 Target Tilting Angle
In order to investigate the effect of target tilting angle, the cases identified by 10-**300A are chosen (Figure 36 to Figure 38.) In the case of zero-degree target tilting angle,
the particles spread in an approximately equal manner over the environment and exhibit
no particular distribution (except a slightly higher intensity towards the right side of the
domain due to the particle feed orientation.) As the angle increases, the high-intensity
point and a clear spot start to form At 5-degree angle, the high-intensity point is located
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very close to the nozzle. The spot spreads in a band from the nozzle wall to the target
towards the tilting angle. The location of the center of this region, therefore, is half the
way between the nozzle wall and the target. At the largest angle (10 degrees,) most of
the particles are located around the high-intensity point.

The location of the high-

intensity point does not change in this case, but the spot spreads mostly around this point.
The location of this spot, therefore, is closer to the nozzle wall than the target.
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Figure 36 - Concentration of particles entering the surrounding for case 10-00-300A
(0 = 0 degree)
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Figure 37 - Concentration of particles entering the surrounding for case 10-05-300A
(0 = 5 degrees)
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Figure 38 - Concentration of particles entering the surrounding for case 10-10-300A
(0 = 10 degrees)
68

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Similar trends can be observed in all other cases that are included in Appendix IX.
In cases of shortest (5-mm) standoff distance (cases 05-**-****,) a clearer spot tends to
form between the high-intensity point and the target. This is likely due to the reflection
of some particles off the edge of the nozzle, which does not occur in longer standoff
distances. In these cases, the size of the spot is larger and the location of its center is
closer to the target.

5.2.3 Upstream Temperature
In order to investigate the effect of upstream temperature, the cases identified by 1005-***A are chosen (Figure 39 and Figure 40.) The location of the high-intensity point
and the center of the spot are not affected by upstream temperature.

At the higher

temperature, however, the particles tend to spread slightly more in the space and the spot
becomes slightly larger.
Top View
Side View, Right

Figure 39 - Concentration of particles entering the surrounding for case 10-05-100A
(T0 = 100 °C)
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Figure 40 - Concentration of particles entering the surrounding for case 10-05-300A
(T0 = 300 °C)
Similar trends can be observed in all other cases that are included in Appendix IX.
In cases of zero-degree target tilting angle (cases **-00-****,) the trend cannot be
observed because the particles spread in an approximately equal manner over the
environment. In cases of largest (10-degree) target tilting angle (cases 15-**-****,) the
pattern is mostly concentrated around the high-intensity point and the spot does not
spread closer to the wall as much.

5.2.4 Particle Material
In order to investigate the effect of particle material, the cases identified by 10-05300* are chosen (Figure 41 and Figure 42.) The location of the high-intensity point and
the center of the spot do not change with the particle material. In case of aluminum, the
particles tend to spread significantly more in the space than copper, and therefore the spot
becomes significantly larger. This can be associated with the lower density of aluminum
which causes aluminum particles to be more easily influenced by turbulence and hence
follow a more random trajectory.
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3D View, R ig h t-T o p -F ro n t

Figure 41 - Concentration of particles entering the surrounding for case 10-05-300A
(Aluminum)
Top View
Side View, Right
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Figure 42 - Concentration of particles entering the surrounding for case 10-05-300C
(Copper)
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Similar trends can be observed in all other cases that are included in Appendix IX.
Even in cases of zero-degree target tilting angle (cases **-00-****,) the space is
completely filled in the case of aluminum particles, whereas some clean regions can be
identified in the case of copper particles.
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C H A PT E R 6 - C O NCLUSIO NS
The tools developed to achieve the objectives of the project were successfully used
to perform the required simulations. It should be emphasized that all these tools are
general enough to be applied, sometimes with minor modification, to other combinations
and wider ranges of parameters. From the comparison among the obtained results, it was
found that:
1. The flow field calculation is validated by comparison with wall pressure
measurements and is in very good agreement. The assumption of negligible effect of the
air flow through the particle feed on the overall flow field is verified.
2. The numerically obtained particle velocities at the nozzle outlet demonstrate
similar trends with the experimentally obtained profiles.

The velocity magnitudes,

however, are underestimated and possible reasons discussed.
3. A method is developed for post-processing the data that is convenient for
providing qualitative comparison between the results.
4. In cases of zero-degree target tilting angle the particles spread in an
approximately equal manner over the environment and exhibit no particular distribution,
except for variations due to the asymmetry in the location of the particle feed.
5. As the target tilt angle increases, the location where particles enter the
surroundings becomes more well-defined. This location is on the side of the nozzle
farthest from the target.
6. The upstream nozzle temperature has little effect on the location where particles
enter the surroundings.
7. As the standoff distance increases, the location of particles entering surroundings
becomes slightly more well-defined. Over the range considered, however, this parameter
has little effect.
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8.

Aluminum particles, due to their lower density, are more easily influenced by

turbulence than copper particles and tend to follow a more random trajectory, making the
pattern created significantly larger.
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C H A PT E R 7 - R E C O M M EN D A T IO N S
Due to the use of a number of simplifying assumptions in developing the numerical
model, there is a great potential for future work to improve the model.

In order to

provide recommendations for future work, the limitations of the present model must first
be considered.

7.1

Model Limitations and Assumptions
The model limitations are a direct result of the assumptions used in developing it.

These assumptions can be summarized as follows:
•

In breaking the domain into two sub-domains, it is assumed that the coupling of

the nozzle flow field and the outside environment is weak.

This is a very good

assumption in supersonic flows. Although the flow becomes sonic due to an oblique
shock wave inside the nozzle, it is found that the flow field coupling is still weak
(Chapter 3 -Numerical Methodology.)
•

In performing the simulation, the effect of air flow through the particle feed on

the overall flow field is ignored. This is equivalent to assuming that the particle feed is
closed. Measurements of nozzle tube wall pressure reveal that the effect of air flow
through particle feed on the pressure field inside the nozzle is negligible (Section 5.1.4.)
•

In setting the boundary condition at the nozzle inlet, it is assumed that the flow

velocity is very low in this cross-section and therefore the static and total values of
temperature and pressure are equal.

This assumption agrees very well with the

simulation results (Section 3.4.1.)
•

A heating element is located close to the thermocouple that measures temperature

of the flow at nozzle inlet. This may impose some radiation heat transfer error to the
thermocouple reading. It is assumed in this study that this error is negligible and the
reading obtained from the thermocouple is used (Section 3.4.1.)
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•

Heat transfer between the fluid and the nozzle walls, both inside and outside of

the nozzle, is assumed to have an insignificant effect on the solution of the nozzle subdomain and, hence, all walls are considered to be adiabatic (Section 3.4.1.)
•

The particles used in the experimental part of this study are obtained in such a

way that it is not possible to determine their size distribution. In assigning a size to the
particles, it is assumed that the size distribution of the particles is uniform (Section 3.4.2.)
•

The model assumes that the particulate phase is sufficiently dilute so that particle-

particle interactions and the effects of the particle volume fraction on the gas phase can
be neglected.

Evidence in the literature is sufficient to support these assumptions

(Section 3.2.)
•

In choosing a drag law, no correlations could be found to incorporate the effects

of particle shape and compressibility simultaneously.

An analysis of non-spherical

particles in the flow field of the CGDS application is therefore not presently feasible and
this model assumes perfectly spherical particles in drag calculations (Section 3.2.)
•

In calculating heat transfer between the particulate matter and the carrier gas, for

internal heat transfer of particles, it is assumed that there is negligible internal resistance
to heat transfer.

This means that the particle is assumed at uniform temperature

throughout (Section 3.2.)
•

Whether a particle sticks to the target or not is of a statistical nature and depends

on many parameters such as the kinetic energy of the particle, its shape, the angle of
attack, etc.

As a simplifying assumption, however, a comparison of the normal

component of impact velocity with the critical velocity is used to deterministically
specify the stick or non-stick condition (Section 2.5.)
•

In predicting particle-target impact, in order to simplify the momentum equations,

particles are assumed to be perfectly spherical.

It is also assumed that the impact

phenomenon is locally two-dimensional, with an initial angular velocity of zero (Section
2.5.)
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•

Smoothness of the nozzle wall can influence the rebound behavior of the particles

upon impact. The present model does not account for this effect (Section 3.3.)
•

While taking measurements, it is assumed that the presence of the target will not

affect either the flow field or the particle velocities at the measurement point. Instead of
a target, therefore, a vacuum hose is mounted in front of the gun outlet to collect the
particles (Section 4.3.1.)
These assumptions and limitations provide the necessary grounds to propose fields of
further research. These recommendations are discussed in the next section.

7.2

Recommendations
Considering the assumptions listed in Section 7.1 improvement in two main aspects

of the numerical model are felt to be most important. These are considered below.
Firstly, the impact model developed and used here is mainly based on previous
results obtained from investigations on materials other than those used in the CGDS
process. This model assumes perfectly spherical particle shapes and to a great extent
depends on the value of critical velocity.

There is a discrepancy in how different

researchers interpret the critical velocity, and therefore in the results reported in the
literature. In addition, the dependence of the critical velocity on many important factors
such as temperature and particle size is ignored by many researchers. The present impact
model, therefore, can be greatly improved in various directions.

A more thorough

investigation of the impact phenomenon and the critical velocity is recommended.
Secondly, the drag law used in this study assumes that all the particles are perfect
spheres. The predicted drag forces, therefore, are lower than the values for the nonspherical particles used in this study. There is no correlation available in the literature to
include both the effects of high Mach number and the non-spherical shape of particles.
An attempt to estimate the drag coefficient under these conditions can therefore improve
the results.
In addition, the numerical predictions of particle velocity and concentration entering
the ambient need to be validated. A natural extension of this work, therefore, is an
77
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attempt to employ an experimental method to obtain particle trajectories and/or
concentrations for comparison with the present results.

78

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

R EFER EN C ES
1

Alkhimov, A.P., Kosareve, V.F. and Papyrin, A.N. A Method of Cold GasDynamic Spray Deposition. Dokl. Akad. NaukSSSR, 1990,315(5), pp. 10621065.

2

Dykhuizen, R.C. and Smith, M.F. Gas Dynamic Principles of Cold Spray.
Journal o f Thermal Spray Technology, 1998, 7(2), pp. 205-212.

3

Alkhimov, A.P., Papyrin, A.N., Kosarev, V.F., Nesterovich, N.I. and
Shushapanov, M.M. Gas-Dynamic Spray Method for Applying a Coating. U.S.
Patent 5,302,414, 1994.

4

Alkhimov, A.P., Papyrin, A.N., Kosarev, V.F., Nesterovich, N.I. and
Shushapanov, M.M. Method and Device for Coating. Patent 0 484 533 B l,
1995.

5

Gilmore, D.L., Dykhuizen, R.C., Neiser, RA., Roemer, T.J. and Smith, M.F.
Particle Velocity and Deposition Efficiency in the Cold Spray Process. Journal o f
Thermal Spray Technology, 1999,8(4), pp. 576-582.

6

Kosarev, V.F., Klinkov, S.V., Alkhimov, A.P. and Papyrin, A.N. On Some
Aspects of Gas Dynamics of the Cold Spray Process. Journal o f Thermal Spray
Technology, 2003, 12(2), pp. 265-281.

7

Van Steenkiste, T.H., Smith, J.R. and Teets, R.E. Aluminum Coatings Via
Kinetic Spray with Relatively Large Powder Particles. Surface and Coatings
Technology, 2002,154(2-3), pp. 237-252.

8

McCune, R.C., Donlon, W.T., Popoola, O.O. and Cartwright, E.L.
Characterization of Copper Layers Produced by Cold Gas-Dynamic Spraying.
Journal o f Thermal Spray Technology, 2000,9(1), pp. 73-82.
79

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

9

Stoltenhoff, T., Kreye, H. and Richter, H.J. An Analysis of the Cold Spray
Process and Its Coatings. Journal o f Thermal Spray Technology, 2002,11(4), pp.
542-550.

10

Stoltenhoff, T., Kreye, H., Richter, H.J. and Assadi, H. Optimization of the
Cold Spray Process. Proceedings of the International Thermal Spray Conference,
Singapore, Singapore, 30/05/2001, pp. 409-416.

11

Shukla, V., Elliott, G.S. and Kear, B.H. Nanopowder Deposition by Supersonic
Rectangular Jet Impingement. Journal o f Thermal Spray Technology, 2000, 9(3),
pp. 394-398.

12

Van Steenkiste, T.H., Smith, J.R., Teets, R.E., Moleski, J.J., Gorldewicz,
D.W., Tison, R.P., Marantz, D.R., Kowalsky, K.A., Riggs II, W.L.,
Zajchowski, P.H., Pilsner, B., McCune, R.C. and Barnett, K.J. Kinetic Spray
Coatings. Surface and Coatings Technology, 1999, 111(1), pp. 62-71.

13

Li, C.-J. and Li, W.-Y. Deposition Characteristics of Titanium Coating in Cold
Spraying. Surface and Coatings Technology, 2003,167(2-3), pp. 278-283.

14

Shukla, V., Elliott, G.S., Kear, BJI. and McCandlish, L.E. Hyperkinetic
Deposition of Nanopowders by Supersonic Rectangular Jet Impingement. Scripta
Materialia, 2001, 44(8-9), pp. 2179-2182.

15

Grujicic, M., Tong, C., DeRosset, W.S. and Helfritch, D. Flow Analysis and
Nozzle-Shape Optimization for the Cold-Gas Dynamic-Spray Process.
Proceedings o f the Institution o f Mechanical Engineers, Part B: Journal o f
Engineering Manufacture, 2003, 217(11), pp. 1603-1613.

80

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

16

Smith, M.F., Brockmann, J.E., Dykhuizen, R.C., Gilmore, D.L., Neiser, R.A.
and Roemer, T.J. Cold Spray Direct Fabrication - High Rate, Solid State,
Material Consolidation. Proceedings o f the 1998 MRS Fall Meeting - Symposium
V, 'Solid Freeform and Additive Fabrication', 1999, v 542, pp. 65-76.

17

Kashirin, A.I., Klyuev, O.F. and Buzdygar, T.V. Apparatus for Gas-Dynamic
Coating. U.S. Patent 6,402,050, 2002.

18

Dolatabadi, A., Mostaghimi, J. and Pershin, V. Effect of a Cylindrical Shroud
on Particle Conditions in High Velocity Oxy-Fuel (HVOF) Spray Process.
Journal o f Materials Processing Technology, 2003,137(1-3 SPEC), pp. 214-224.

19

Cowley, M. Dusting-Off the Hazards of Powder Coating. Finishing, 2003,
27(12), pp. 18-21.

20

Grujicic, M., Zhao, C.L., Tong, C., DeRosset, W.S. and Helfritch, D. Analysis
of the Impact Velocity of Powder Particles in the Cold-Gas Dynamic-Spray
Process. Materials Science and Engineering A, 2004, 368(1-2), pp. 222-230.

21

Bishop, C.V. and Loar, G.W. Practical Pollution Abatement for Metal Finishing.
Plate Surface Finish, 1993, 80(2), pp. 37-39.

22

Heriaud-Kraemer, H., Montavon, G., Hertert, S., Robin, H. and Coddet, C.
Harmful Risks for Workers in Thermal Spraying: A Review Completed by a
Survey in French Company. Journal o f Thermal Spray Technology, 2003,12(4),
pp. 542-554.

23

HSE. Medical Aspects o f Occupational Skin Disease, Sudbury, UK, 1998 (HSE
Books).

81

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

24

HSE. Controlling Exposure to Coating Powders, Sudbury, UK, 2000 (HSE
Books).

25

Working Safely with Coating Powders. Controlling Exposure to Coating
Powders, www.hse.eov.uk. UK, 2004, (Health & Safety Executive).

26

The BCF Code of Safe Practice - Powder. Surrey, UK, 2002, (British Coatings
Federation).

27

Kalghatgi, G.T. and Hunt, B.L. Occurrence of Stagnation Bubbles in
Supersonic Jet Impingement Flows. Aeronautical Quarterly, 1976, 27(3), pp. 169-

185.
28

Kitamura, S. and Iwamoto, J. Numerical Analysis of Supersonic Impinging Jet.
Transactions o f the Japan Society fo r Aeronautical and Space Sciences, 1998,
41(132), pp. 57-64.

29

Donaldson, C.D., Snedeker, R.S. and Margolis, D.P. A Study of Free Jet
Impingement. Part 2. Free Jet Turbulent Structure and Impingement Heat
Transfer. Journal o f Fluid Mechanics, 1971, 45(3), pp. 477-512.

30

Lamont, P.J. and Hunt, B.L. Impingement of Underexpanded, Axisymmetric
Jets on Perpendicular and Inclined Flat Plates. Journal o f Fluid Mechanics, 1980,
100(3), pp. 471-511.

31

Nobuyuki, T., Hayashi, A.K., Fujiwara, T., Arashi, K. and Kodama, M.
Numerical Simulation of a Supersonic Jet Impingement on a Ground. SAE
(Society o f Automotive Engineers) Transactions, 1991,100(1-2), pp. 2168-2180.

32

Walsh, M.J. Drag Coefficient Equations for Small Particles in High Speed
Flows.AIAA Journal, 1975,13(11), pp. 1526-1528.

82

Reproduced with permission o f the copyright owner. Further reproduction prohibited without permission.

33

Henderson, C.B. Drag Coefficients of Spheres in Continuum and Rarefied
Flows. AIAA Journal, 1976,14(6), pp. 707-708.

34

Jodoin, B. Cold Spray Nozzle Mach Number Limitation. Journal o f Thermal
Spray Technology, 2002,11(4), pp. 496-507.

35

Clift, R., Grace, J.R. and Weber, M.E. Bubbles, Drops, and Particles, New
York, 1978 (Academic Press).

36

Brach, R.M. Impact Dynamics with Applications to Solid Particle Erosion.
International Journal o f Impact Engineering, 1988, 7(1), pp. 37-53.

37

Ciampini, D., Spelt, J.K. and Papini, M. Simulation of Interference Effects in
Particle Streams Following Impact with a Flat Surface Part I. Theory and
Analysis. Wear, 2003,254(3-4), pp. 237-249.

38

Ciampini, D., Spelt, J.K. and Papini, M. Simulation of Interference Effects in
Particle Streams Following Impact with a Flat Surface. Part II. Parametric Study
and Implications for Erosion Testing and Blast Cleaning. Wear, 2003, 254(3-4),
pp. 250-264.

39

Kleis, I. and Hussainova, I. Investigation of Particle - Wall Impact Process.
Wear, 1999, 233-235(Dec), pp. 168-173.

40

Shipway, P.H. and Hutchings, I.M. Influence of Nozzle Roughness on
Conditions in aGas-Blast Erosion Rig. Wear, 1993,162-64(pt A), pp. 148-158.

41

Fluent 6.2 User's Guide, Lebanon, NH, USA, 2005 (Fluent Inc.).

83

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

42

Sarkar, S., Erlebacher, G., Hussaini, M.Y. and Kreiss, H.O. Analysis and
Modelling of Dilatational Terms in Compressible Turbulence. JFluidM ech,
1991, 227(Jun), pp. 473-493.

43

Sarkar, S. and Lakshmanan, B. Application of a Reynolds Stress Turbulence
Model to the Compressible Shear Layer. AIAA Journal, 1991,29(5), pp. 743-749.

44

Lopez, A.R., Hassan, B., Oberkampf, W.L., Neiser, R.A. and Roemer, T.J.
Computational Fluid Dynamics Analysis of a Wire-Feed, High-Velocity Oxygen
Fuel (HVOF) Thermal Spray Torch. Journal o f Thermal Spray Technology, 1998,
7(3), pp. 374-382.

45

Hassan, B., Lopez, A.R. and Oberkampf, W.L. Computational Analysis of a
Three-Dimensional High-Velocity Oxygen Fuel (HVOF) Thermal Spray Torch.
Journal o f Thermal Spray Technology, 1998, 7(1), pp. 71-77.

46

Shipway, P.H. and Hutchings, I.M. Method for Optimizing the Particle Flux in
Erosion Testing with a Gas-Blast Apparatus. Wear, 1994,174(1-2), pp. 169-175.

47

Karimi, M., Rankin, G.W. and Fartaj, A. A Numerical Investigation of the
Flowfield of a Supersonic Jet Impinging on a Flat Plate. Proceedings of the CFD
Society of Canada 2005, St. Johns, Newfoundland, Canada.

48

The MathWorks Inc. Matlab Documentation, www.mathworks.com. 2005 (The
MathWorks, Inc.).

49

BSA Flow Software Installation and User's Guide, Skovlunde, 1998 (DANTEC
Measurement Technology).

50

Brown, M. Velocity Measurements near an Automotive Cooling Fan. MASc
Thesis, University of Windsor, Windsor, Ontario, Canada, 2001.
84

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

51

DISA 55x Modular ID A Optics, Skovlunde, Denmark, 1980 (DISA Elektronik,
DISA Information Department).

52

DANTEC. Laser Doppler Anemometiy, Principles and Applications. Skovlunde,
Denmark, 1999.

53

DANTEC. LDA Applications: Wind Tunnel. Skovlunde, Denmark, 1997.

54

Kline, S.J. and McClintock, F.A. Describing Uncertainties in Single-Sample
Experiments. Mechanical Engineering, Jan. 1953, 3-8 (ASME).

55

TSI. Laser Velocimetry Systems, St. Paul, MN, USA, (Thermal Systems
Incorporated).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

A PPEN D IC E S
Appendix I GAMBIT Journal File
The journal file for the environment sub-domain of 10 mm standoff distance and 5degree target tilting angle is included hereafter. This same journal file can be used for all
eight other geometries.

The standoff distance and tilting angle can be modified by

modifying the first parameter in command lines 36 and 14 & 15 respectively (underlined
in the code text.) The location of the output geometry file and mesh file can be set in the
last two lines of the journal file. Slight modification in some commands may be required
to accommodate all the cases.
/ Journal File for GAMBIT 2.1.2
reset
solver select "FLUENT 5/6"
vertex create coordinates -10 0 25
vertex create coordinates -10 25 25
vertex create coordinates -10 25 -25
vertex create coordinates -10 0 -25
vertex create coordinates
vertex create coordinates
vertex create coordinates
vertex create coordinates

10 0 25
10 25 25
10 25 -25
10 0 -25

vertex move "vertex.6" "vertex.5" offset -2.1872 0 0
vertex move "vertex.8" "vertex.7" offset 2.1872 0 0
edge create straight "vertex.3"
edge create straight "vertex.3"
edge create straight "vertex.3"
edge create straight "vertex.8"
edge create straight "vertex.6"

"vertex.7"
"vertex.2"
"vertex.4"
"vertex.5"
"vertex.5"

"vertex.6" "vertex.2"
"vertex. 1" "vertex.4"
"vertex.8" "vertex.7"
"vertex. 1"

face create wireframe "edge. 10" "edge.9" "edge.2" "edge.12"
face create wireframe "edge. 12" "edge.3" "edge.5" "edge.ll"
face create wireframe "edge. 10" "edge.ll" "edge.6" "edge.8"
face create wireframe "edge.9" "edge.8" "edge.7" "edge.l"
face create wireframe "edge.2" "edge.l" "edge.4" "edge.3"
face create wireframe "edge.4" "edge.7" "edge.6" "edge.5"
volume create stitch "face.l" "face.2" "face.3" "face.4" "face.5" "face.6" real
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import step \
"/home/ends/karimil/CL/PR3/Geometries/half physical nozzle - orientated.stp" \
noedges nofaces scale 1 heal tolerant
volume move "volume.2" offset 0 0 0 connected
volume split "volume.2" faces "face.6" connected
volume delete "volume. 3" lowertopology
edge create straight "vertex. 13" "vertex.29"
edge create straight "vertex.35" "vertex.40"
face create wireframe "edge.64" "edge. 18" "edge.30" "edge.43"
face create wireframe "edge.64" "edge.61" "edge.65" "edge.52"
face create wireframe "edge.65" "edge.59" "edge.57" "edge.53"
volume create stitch "face.31" "face.30" "face.29" "face.17" "face.23" \
"face.28" "face.24" "face.20" "face.8" "face.27" real
volume subtract "volume. 1" volumes "volume.3"
face create translate "edge.48" "edge.46" "edge.92" "edge. 15" "edge. 13" \
"edge.32" vector 20 0 0
face create wireframe "edge.103" "edge.106" "edge.109" "edge.112" \
"edge.98" "edge.101"
volume create stitch "face.46" "face.42" "face.41" "face.40" "face.45" \
"face.44" "face.43" "face.29" "face.38" real
volume split "volume.3" faces "face.l" connected
volume delete "volume.4" "volume.2" lowertopology
volume subtract "volume. 1" volumes "volume.3" keeptool
face connect "face.44" "face.54" real
face connect "face.45" "face.55" real
face connect "face.40" "face.56" real

undo begingroup
edge picklink "edge. 122" "edge. 115" "edge. 118"
edge mesh "edge.l 18" "edge.115" "edge.122" successive ratio 1 1 size 0.4
undo endgroup
undo begingroup
edge modify "edge. 10" backward
edge picklink "edge.10" "edge.150"
edge mesh "edge.10" "edge.150" firstlength ratio 1 0.4 intervals 30
undo endgroup
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undo begingroup
edge picklink "edge.9" "edge. 12"
edge mesh "edge. 12" "edge.9" successive ratiol 1 intervals 20
undo endgroup
undo begingroup
edge picklink "edge.2"
edge mesh "edge.2" successive ratiol 1 intervals 42
undo endgroup
undo begingroup
edge picklink "edge. 123" "edge. 119" "edge. 114"
edge mesh "edge.l 14" "edge. 119" "edge. 123" successive ratiol 1 size 0.375
undo endgroup

undo begingroup
blayer create first 0.1 growth 1.5 total 0.8125 rows 4 transition 1 trows 0
blayer attach "b_layer.l" volume "volume. 1" "volume.3" face "face.63" \
"face.50"
undo endgroup

volume mesh "volume.3" cooper source "face.29" "face.50" "face.38” size 0.4
volume smooth "volume.3" fixed lwlaplacian
face mesh "face. 63" pave size 1.3
face smooth "face.63" fixed lwlaplacian
volume mesh "volume. 1" cooper source "face.63" "face.6" size 1.3
volume smooth "volume. 1" fixed lwlaplacian

window modify volume invisible nolower mesh

physics create "nozzle_edge" btype "WALL" face "face.38"
physics create "nozzle_walls" btype "WALL" face "face.32" "face.33" \
"face. 34"
physics create "nozzle_outlet" btype "PRESSURE_INLET" face "face.29"
physics create "surrounding_top" btype "PRESSURE_OUTLET" face "face.6"
physics create "surrounding xylarge" btype "PRESSURE_OUTLET" face "face.4"
physics create "surrounding xy small" btype "PRESSURE_OUTLET" face "face.2"
physics create "surrounding xz" btype "PRESSURE_OUTLET" face "face.5"
physics create "symmetry_xz" btype "SYMMETRY" face "face.62" "face.48" \
"face.49" "face.52" "face.39"
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physics create "target" btype "WALL" face "face.63" "face.50"

save name "/home/ends/karimil/CL/PR3/Geometries/22_attempt01.dbs"
export fluent5 "/home/ends/karimil/CL/PR3/Simulations/22_mesh.msh"
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Appendix II

BC UDF’s for Asymmetric Particle Tracking

The two UDF’s to be used as the symmetry boundary condition for the proposed
particle tracking method are included here.

The first UDF allows for performing

asymmetric particle tracking in a symmetric flow field. In developing this UDF, it is
assumed that the flow field solution is symmetric about both or either of the x-y or x-z
planes.
This UDF should be linked to the solution as compiled. Extra care should be taken
in applying this UDF as the default symmetry boundary condition of FLUENT does not
give an option for specifying the particle tracking boundary type.
obtaining the flow field solution, the case must be saved.

Therefore, after

The symmetry boundary

condition should then be replaced by another type of boundary.

The choice of this

boundary type is very important, because FLUENT changes the boundary values
immediately upon changing a boundary condition. Therefore if the new boundary type
includes velocity values, upon applying the boundary, the velocity values will vary in
boundary faces, causing some error in particle tracking process. Among all available
boundary types, the ‘pressure-outlet’ boundary condition is recommended, with
Backflow Direction Specification Method set to ‘From Neighboring Cell.’ The generated
UDF can be applied in the boundary condition dialogue box under Discrete Phase BC
type. The code for the x-y plane of symmetry follows; the same code with slight changes
being applicable for the x-z plane.
#include "udf.h"

DEFINE_DPM_BC(bc_dpm_symm_zx, p, t, f, fnorm al, dim)
{
real alpha; /* angle of particle path with face normal */
real vn=0.;
real nor_coeff = 1.;
real ta n c o e ff = 1.;
real normal [3];
int i, idim = dim;
real NV_VEC(x);
int sideO, side;
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sideO = p->flow_rate;
switch(sideO)
{
case 1:
side = 2;
break;
case 2:
side= 1;
break;
case 3:
side = 4;
break;
case 4:
side = 3;
break;
}
p->flow_rate = (float) side;

for (i=0; i<idim; i++)
normal [i] = f_normal[i];
if(p->type=DPM_TYPE INERT)

{
alpha = M P I/2. - acos(MAX(-l.,MIN(l.,NV_DOT(normal,p->state.V)/
MAX(NV_MAG(p->state.V),DPM_SMALL))));
if ((NNULLP(t)) && (THREAD TYPE(t) = THREAD F WALL))
F_CENTROID(x,f,t);

/* Compute normal velocity. */
for(i=0; i<idim; i++)
vn += p->state.V[i]*normal[i];
/* Subtract off normal velocity. */
for(i=0; i<idim; i++)
p->state.V[i] -= vn*normal[i];
/* Apply new tangential velocity. */
for(i=0; i<idim; i++)
p->state.V[i] *= tan_coeff;
/* Apply new normal velocity. */
for(i=0; i<idim; i++)
p->state.V[i] -=nor_coefPvn*normal[i];
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/* Store new velocity in stateO of particle */
for(i=0; icidim; i++)
p->stateO.V[i] = p->state.V[i];
return PATH_ACTIVE;

}
return PATHABORT;

}
The second UDF is generated to ensure that the Side Index value will be recorded in
the output file generated by FLUENT in the environment sub-domain. This UDF should
be linked to the solution as compiled.

It should be applied at all the surrounding

boundary conditions, under the ‘Discrete Phase BC Type’ in the ‘Pressure Outlet’
boundary condition window.
#include "udf.h"
DEFINE_DPM_BC(bc_dpm_env_sur, p, t, f, f_normal, dim)
{
P_VEL(p)[0] = P_FLOW_RATE(p);
return PATH ABORT;

}
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Appendix III

UDF for Particle-Wall Impact

The UDF used to estimate the coefficients of restitution according to the correlation
used in this work (Section 3.3) is included here. This UDF should be linked to the
solution as compiled. It can be used under the ‘wall’ boundary condition of FLUENT, in
the ‘DPM’ tab and under the ‘Boundary Cond. Function’ pop-up menu (appears if “userdefined” is chosen under the ‘Boundary Cond. Type’ pop-up menu.)
The code developed for this purpose follows.
parameters can be used for all cases.

This code with slight changes in

The key parameters required to apply the

correlation are set in line 22 (underlined in the code text,) where the critical velocity can
be correlated with particle size and temperature.

#include "udf.h"
#include "math.h"

DEFINE_DPM_BC(bc_COR_A137, p, t, f, fnorm al, dim)
{
real alpha; /* angle of particle path with face normal */
real vn=0.;
real vt=0.;
real r_p, rhojp, v_c, v a, e_na, f_const;
real eps_os, h_plp, h_elp, m u ec, mue;
real nor_coeff= 1.1;
real tan_coeff = 0.3;
real normal [3];
int i, idim = dim;
real NV_VEC(x);
/* defining the key parameters */
r_p = p->state0.diam / 2;
v c = 950-300*(r d*1000-12.5V(19.-12.5L /* to determine eps os*/
v_a = v_c - 20; e_na = . 10; /* to determine h_elp */

#if RP_2D
/* dim is always 2 in 2D compilation. Need special treatment for 2d
axisymmetric and swirl flows */
if (rp a x isw irl)
93

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

real R = sqrt(p->state.pos[l]*p->state.pos[l] +
p->state. pos [2] *p->state. pos [2]);
if (R > l.e-20)
{
idim = 3;
normal [0] = f_normal[0];
normal[l] = (f_normal[l]*p->state.pos[l])/R;
normal[2] = (f_normal[l]*p->state.pos[2])/R;
}
else
{
for (i=0; i<idim; i++)
normal[i] = f_normal[i];
}
}
else
#endif
for (i=0; icidim; i++)
normal [i] = f_normal[i];
/* Compute normal velocity. */
for(i=0; i<idim; i++)
vn += p->state.V[i]*normal[i];

if(p->type=DPM_TYPE_INERT && vn<v_c)
{
alpha = M P I/2. - acos(MAX(-l.,MIN(l.,NV_DOT(normal,p->state.V)/
MAX(NV_MAG(p->state.V),DPM_SMALL))));
if ((NNULLP(t)) && (THREAD TYPE(t) = THREAD F WALL))
F_CENTROID(x,f,t);
/* Compute tangential velocity. */
for(i=0; i<idim; i++)
vt += p->state.V[i]*p->state.V[i];
vt = sqrt(vt);

/* determine the coefficients of restitution */
eps_os = iho_p*v_c*v_c/2;
h_plp = v_a*r_p*sqrt(2./3*rho_p/eps_os);
h_elp = h_plp/((0.8/e_na/e_na)-l);
if (h_elp+h_plp > 0.2*r_p)
{
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h_plp = r_p - 2*r_p*cos(l./3*acos(l-rhojp*v_a*v_a/eps_os)+3.1415/3);
h_elp = h_plp/((0.8/e_na/e_na)-l);
}
h_plp = vn*r_p*sqrt(2./3*rho_p/eps_os);
if (h_elp+h_plp > 0.2*r_p)
h_plp = r_p - 2*r_p*cos(l./3*acos(l-rho_p*vn*vn/eps_os)+3.1415/3);
n o rc o e ff = sqrt(0.8*h_elp/(h_elp + h_plp));
ta n co e ff = 0.7143;

/* Subtract off normal velocity. */
for(i=0; i<idim; i++)
p->state.V[i] -= vn*normal[i];
/* Apply tangential coefficient of restitution. */
for(i=0; icidim; i++)
p->state.V[i] *= tan coeff;
/* Add reflected normal velocity. */
for(i=0; icidim; i++)
p->state.V[i] -= nor_coeff*vn*normal[i];
/* Store new velocity in stateO of particle */
for(i=0; icidim; i++)
p->stateO.V[i] = p->state.V[i];
return PATH_ACTIVE;
}

return PATH ABORT;
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Appendix IV

UDF for Particle Initialization in the Nozzle

The UDF used to initiate the particles in the nozzle domain is included here. This
UDF should be linked to the solution as compiled. It can be used in the ‘Set Injection
Properties’ window of FLUENT, in the ‘DPM’ tab and under the ‘Initialization’ pop-up
menu.
The code developed for this purpose follows.

This code with slight changes in

parameters can be used for all cases. The key parameters in this code, i.e. the axial
velocity range and the radial to axial velocity ratio can be set in lines 30 and 31
(underlined in the code text.)
#include "udf.h"
#defineE_A 0.0011
#defme E_B 0.0016
#defme E r 1.0

DEFINE_DPM_INJECTION_INIT(particle_feed_y_25_38,I)

{
Particle *p;
float m;
srand((unsigned) time(NULL));
float yside, zside;
loop(p,I->p)

{

m = (float) (randf)-1)/RAND_M AX;
yside = -1.0 + 2.*floor(2.*m);
m = (float) (rand()-1)/RAND_M AX;
zside = -1.0 + 2.*floor(2.*m);
P_FLOW_RATE(p) =1.;
if (yside = -1. && zside = 1.) P_FLOW_RATE(p) = 2.;
if (yside == -1. && zside = -1.) PFL O W R A T E (p) = 3.;
if (yside = 1. && zside = -1.) P_FLOW_RATE(p) = 4.;
P_POS(p)[0] =-0.120;
m = (float) rand()/RAND_MAX; P_POS(p)[l] = m*m*(E_B*E_r*l.);
m = (float) rand()/RAND_MAX; P_POS(p)[2] = (E_A*E_r*l.)*sqrt(l P_POS(p)[l] *P_POS(p)[l]/((E_B*E_r* 1,)*(E_B*E_r* 1,)))*m*m;
P_POS(p)[l] +=l.e-5;
P_POS(p)[2] +=l.e-5;
m = (float! randO/RAND MAX: P VELfntrOl = (130.0+m*80.0k
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m = (floaflrandO/RAND MAX: P VEL(p>m = vside*(P VEL(d¥Q]*(0.92+0.
m = (float) rand()/RAND_MAX; P_VEL(p)[2] = (0.5-m)*0.1*P_VEL(p)[0];
m = (float) rand()/RAND_MAX; P_DIAM(p) = le-6*(25.0+(38.0-25.0)*m);
P _ T (p )

= 3 0 0 .0 ;

}
}
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Appendix V

MATLAB Code for Boundary Condition Transfer

The MATLAB code generated to estimate the flow field variables at the nozzle
outlet boundary for the environment sub-domain according to the solution for the nozzle
sub-domain is included here. In order to use this code, the flow field profiles at the
nozzle outlet plane obtained from the nozzle sub-domain as well as cell center locations
at the nozzle outlet from the environment sub-domain grid are required. These pieces of
information can be obtained from the ‘Export’ menu of FLUENT.

For ‘File Type,’

“ASCII” must be used. Then under ‘Surfaces’, the “nozzle_outlet” must be selected. For
the nozzle sub-domain, the eight flow field variables of interest must be selected under
‘Functions to Write.’

Comma delimited data at node locations must be saved as

‘OutletNodalProfileExport.’ For the environment sub-domain, only the location data is
required, therefore the ‘Functions to Write’ dialogue must be left blank.

Comma

delimited cell center locations must be saved as ‘OutletCellCenterLocations.’ These two
files must be located at the same folder as the original MATLAB code.
The output of this code is eight data files, each storing one of the flow field variable
quantities at the cell center locations of the nozzle outlet at the environment sub-domain.
These files will later be used to retrieve the data and assign them to the environment
solution as boundary condition.
clear;
outputfiles = ['boundary_stapre.dat',
'boundary totpre. dat',
'boundaiy_xvel.dat ',
'boundaiy_yvel.dat ',
'boundary_zvel.dat ',
'boundary _tottem. dat',
'boundary turkin. dat',
'boundary turdis.dat'];

sourcedata = importdata('OutletNodalProfileExport');
targetpoints = importdata('OutletCellCenterLocalions');

x = [sourcedata.data(:,3)'; sourcedata.data(:,4)'];
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target = abs([targetpoints.data(:,3)'; targetpoints.data(:,4)']);
zsign = sign(targetpoints.data(: ,4)');
clear targetpoints;
sourceprofiles = sourcedata.data(:, 5:12)';
clear sourcedata;
fori = 1:8,
y = sourceprofiles(i,:);
st = tpaps(x,y,l);
f = fhval(st,target);
if i == 5
f = zsign. *f;
end
dlmwrite(strtok(outputfiles(i,:),''), f);
end

i = 5;
y = sourceprofiles(i,:);
st = tpaps(x,y,l);
f = fnval(st,target);
if i = 5
f = zsign. *f;
end

fnplt(st); hold on
plot3(x( 1,: ),x(2,:),y,'woVmarkerfacecolorVk')
plot3(target( 1,: ),target(2,:),f,'wx Vmarkerfacecolor','k')
hold off
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Appendix VI

UDF’s to Read Nozzle Outlet Flow Field Data in
Environment Sub-domain

One of the eight UDF’s (for the static pressure) generated to read the flow field data
at the nozzle outlet in the environment solution is included here. The other seven codes
are very similar to this one, the only difference being the name of the code and the file
name from which the data is to be taken. These UDF’s should be linked to the solution
as compiled. The data files already generated by by a previously discussed MATLAB
code (see Appendix VI) need to be in the same folder as the case and data files. This
code can be used in the ‘Pressure Inlet’ boundary condition window associated with the
nozzle outlet surface. In order to use the three codes that determine the direction of
velocity, “Direction Vector” must be selected under ‘Direction Specification Method.’
The rest of the codes can be simply used in the boundary condition window.
#include "udf.h"
#defineLINE_LENGTH
#defineTOKENS

200
" \t\n"

DEFINE_PROFILE(static__pressure, thread, index)
{
face_t f; cell_t c;
char text_line[LINE_LENGTH];
char * text_line_pointer;
double number;
int datumnindex = 0;
FILE * TextFilePointer;
TextFilePointer = fopen("boundary_stapre.dat","r");
while (fgets(text_line,LINE_LENGTH,TextFilePointer) != NULL)

{
text_line_pointer = strtok(text_line,TOKENS); /*fmds the first token (index number)
in the text line */
number = atof(text_line_pointer); /*changes the string to the floating point*/
F_PROFILE(datumnindex, thread, index) = number; /*atof(text_line_pointer);
/*changes the string to the floating point*/
datumnindex++;
}
100
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fclose(TextFilePointer);

}
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Appendix VII

UDF to Read Nozzle Outlet Particle Data in Environment
Sub-domain

A UDF generated to read the particle trajectory data at the nozzle outlet in the
environment solution is included here. The data file must be already generated from the
trajectory calculations performed inside the nozzle. This can be done under the ‘Sample
Trajectories’ window of FLUENT. The default name of ‘nozzle_outlet.dpm’ must be
kept for this file.
This UDF should be linked to the solver as compiled. It can then be used in the ‘Set
Injection Properties’ window under the ‘UDF’ tab. This code with slight changes in
parameters can be used for all cases. The key parameters in this code, i.e. the velocity
correction factor (ratio of the measured to calculated axial velocity) and the nozzle-target
standoff distance can be set in lines 5 and 6 (underlined in the code text.)
#include "udf.h"
#defmeLINE_LENGTH
200
#defineTOKEN S
" 0 \f'
#define VEL COR______________ 12
#define STANDOFF_______ £ 0

DEFINE_DPM_INJECTION_INIT(y_half_particle_transfer,I)
{
Particle *p;
char text_line[LINE_LENGTH];
char * text_line_pointer;
inti;
FILE * TextFilePointer;
float side;
Message("\nlnitializing Injection %s Using nozzle_outlet.dpm \n",I->name);
TextFilePointer = fopen("nozzle_outlet.dpm",M
r");
fgets(text_line,LINE_LENGTH,TextFilePointer);
fgets(text_line,LINE_LENGTH,TextFilePointer);
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loop(p,I->p)
{
if (fgets(text_line,LINE_LENGTH,TextFilePointer) = NULL)
{
Message("\nEnd of file, starting from the beginning.");
fclose(TextFilePointer);
TextFilePointer = fopen("nozzle_outlet.dpm","r");
fgets(text_line,LINE_LENGTH,TextFilePointer);
fgets(text_line,LINE_LENGTH,T extF ilePointer);
fgets(text_line,LINE_LENGTH,TextFilePointer);
}
text_line_pointer = strtok(text_line,TOKENS);
P_POS(p)[0] = 10.0e-3 - STANDOFF* 1.0e-3 + 1.0e-5;
for (i=l ; i<3 ; i++)
{
text_line_pointer = strtok(NULL,TOKENS);
P_POS(p)[i] = atof(text_line_pointer);
}
textlinejpointer = strtok(NULL,TOKENS);
P_VEL(p)[0] = VEL_COR * atof(text_line_pointer);
for ( i = l ; i<3 ; i++)
{
text_line_pointer = strtok(NULL,TOKENS);
P_VEL(p)[i] = atof(text_line_pointer);
}
text_line_pointer = strtok(NULL,TOKENS);
P_DIAM(p) = atof(text_line_pointer);
text_line_pointer = strtok(NULL,TOKENS);
P_T(p) = atof(text_line_pointer);
text_line_pointer = strtok(NULL,TOKENS);
side = atof(text_line_pointer);
P_FLOW_RATE(p) = side;

if ((side = 3.) || (side = 4.))
{
P_POS(p)[2] = -P_POS(p)[2];
P_VEL(p)[2] = -P_VEL(p)[2];
}
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}
Message("\n");
fclose(TextFilePointer);
}
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Appendix VIII

Uncertainty Analysis of Experimentally Obtained Particle
Velocity Profiles at the Nozzle Outlet Plane

The uncertainty due to the data acquisition can be investigated by considering the
basic principles of the LDA measurement techniques and how the estimated velocity
relates to the measured frequency through setup parameters. In addition to this traditional
type of measurement uncertainty, other types of uncertainties can also be conceived
This includes the uncertainty in the location of the measuring volume as well as spatial
ambiguity due to the size of the effective measuring volume.
The estimated velocity, U, in terms of the measured Doppler frequency, / d, is given
by Equation (22). In this equation, X represents the wavelength of the laser beam, d is the
beam spacing and F is the focal distance of the front lens. The values of these parameters
are given in Table 5.

It can be safely assumed that the uncertainty in the value of

wavelength is negligible, therefore its value is exactly X = 632.8 qm. The value of beam
spacing and focal distance, considering the uncertainty in each parameter, is d = 30 ± 0.5
mm and F = 500 ± 1 mm. Considering the case of maximum velocity (U= 400 m/s) and
assuming a ±5% uncertainty in reading (no information was found in the documents,) the
Doppler frequency is estimated to befo = 3.79 x 107 ± 1.90 x 106.

U = XfL I

(22)

In order to relate the uncertainty in the measured velocity to the uncertainty in each
of these parameters, the Kline and McLintock method [54] is used. By applying this
method to our case, the relationship given by Equation (23) can be obtained.
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(23)

After performing the differentiations and inserting in the values of d, F and fo as well
as their respective uncertainties, the uncertainty in measured velocity, uv, is estimated to
be uu,measurement = ±21 m/s, i.e. 5% of the maximum reading.
The uncertainty in the location of the measuring volume relative to the jet center was
discussed in Section 4.2.3 and was determined to be ±0.5 mm. This happens to be the
distance between two consecutive measurement points.

Therefore the maximum

uncertainty due to the uncertainty in the probe location, uu,location is the maximum of the
difference between the measured velocity and its neighboring reading(s). The maximum
of this uncertainty occurs when the absolute value of the gradient of the average velocity
is at a maximum. When the gradient is at zero (the maximum value of the velocity,) the
uncertainty due to probe location is zero. In absolute terms, the maximum uncertainty is
±29 m/s, ±28 m/s, ±28 m/s and ±24m/s for the cases of aluminum particles at 100 °C and
300 °C upstream temperatures and copper particles at 100 °C and 300 °C respectively.
These values are equivalent to relative uncertainties of 7%, 8%, 8% and 8% respectively
(a typical value of 8% will be used as a representative for all cases.)
Spatial ambiguity exists because the effective measuring volume is not a single
point, but stretched in the space. If a measuring volume is located in a steady one
dimensional flow with a constant gradient, then particles will pass through the measuring
volume with a range of velocities depending on the location of the particle’s path within
the measuring volume. Since the arrival of a particle and its location is a random event,
the readings from this measurement will show a distribution of velocities.
phenomenon is known as spatial ambiguity.

This

Since the velocity readings in this

experiment exhibit spatial gradient, spatial ambiguity is a cause of uncertainty for this
study.
The measuring volume created by the intersection of the two beams has a length of
approximately 11 mm (see Section 4.2.1.) This is not, however, the effective measuring
volume length due to the location and characteristics of the photomultiplier relative to the
measuring volume.

The photomultiplier centerline is oriented at approximately 45

degrees with respect to the laser beam and the focal lengths of the collecting lens and the
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focusing lens are approximately 18 cm and 11 cm respectively. Assuming a typical value
of 0.2 mm for aperture size, the effective measuring volume length is calculated to be
approximately 0.5 mm [55], A similar analysis to that conducted for the uncertainty due
to the probe location, therefore, is valid in this case as well. This results in the same
values for the maximum uncertainty due to special ambiguity, uu,ambiguityThe uncertainty considered so far corresponds to individual readings. Each data
point on a graph, however, represents the mean value of 1000 of such readings. It is
therefore required to estimate the uncertainty in the mean value based on the uncertainty
in individual readings. In order to achieve this, the definition of mean value, as given by
Equation (24) must be considered.

_
U = - & ----N

(24)

Applying the Kline and McLintock method [54] to this relationship, the uncertainty
in the mean velocity relates to the uncertainty in each reading as given by Equation (25).

\2
un = ± .

(25)

Equation (24) is used for performing the differentiation. Using this equation, the
values of all partial differentials turn out to be equal as given by Equation (26):

dU
w

1
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<“>

Inserting this expression as well as the maximum uncertainty, uu, in Equation (25),
the uncertainty in the mean velocity can be obtained as given by Equation (27), where N
represents the number of readings taken to obtain each data point.

Uu

4n

(27)

Such an analysis, of course, is valid only for the uncertainties o f a random nature,
whereas uncertainties of a bias nature cannot be compensated by taking more
measurements.

For the first type of uncertainty, uu,measurement, the first two terms of

uncertainty in Equation (23) are bias uncertainties, but the third term is a random
uncertainty. Applying Equation (23) to the third term reduces the previously calculated
value of this uncertainty to 6.7 m/s, i.e. 2% of the maximum velocity reading.
The uncertainty due to probe location, Uu,location, is of bias type as it exists in all
readings in a series of readings and therefore is not reduced by averaging (remains to be
8%.)

The uncertainty due to spatial ambiguity, uu,ambiguity, however, is a precision

uncertainty. Due to averaging, therefore, this uncertainty reduces to 0.3%.
If all these three types of uncertainties are combined, the best estimate of the overall
uncertainty can be estimated using the Kline and McLintock method [54], This results in
a value of approximately 8.3% for the overall uncertainty, which shows that probe
location is the most significant factor.
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Appendix IX

Method for Fitting a Contour to Numerically Obtained
Velocity Data at the Nozzle Outlet

Numerically obtained particle velocities at the nozzle exit plane for the case of
aluminum particles at 300 °C upstream temperature are shown in Figure 43. In addition
to the features of Figure 19 discussed in Section 5.1.1, this figure contains white dots
placed in the space. These are located at the same locations as the magenta dots, each
elevated by a height proportional to the longitudinal velocity of the corresponding
particle.

4 0 0 x. . ... .
350 x.
w

n

> 300 v.

uo
*2)
> 250 ^
Q>
U
200^
a.
150„

M in o r

Figure 43 - Numerically obtained particle velocities at die nozzle exit plane for the
case of aluminum particles at 300 °C upstream temperature
Using MATLAB, a contour is fitted to these data In order to obtain this contour, a
thin-plate smoothing spline [48] is fitted to the velocity data points. If all the data points
were used for this purpose, the regions where more particles exist would have a
dominating effect in determining the shape of this contour. This results in a contour that
does not accurately represent the spatial variation of the data In order to avoid this, a
uniform particle spatial density over the flow area is used.

This is indeed a closer

equivalent to the experimental process, where for each data point the same number of
particle velocity readings is taken (equal spatial density.)
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Images similar to Figure 43, corresponding to the cases of aluminum particles at 100
°C upstream temperature as well as copper particles at 100 °C and 300 °C are shown in
Figure 44 to Figure 46.

> 200
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x 10

Figure 44 - Numerically obtained partide velocities at the nozzle exit plane for the
case of aluminum particles at 100 °C upstream temperature
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Figure 45 - Numerically obtained particle velocities at the nozzle exit plane for the
case of copper particles at 100 °C upstream temperature
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Figure 46 - Numerically obtained particle velocities at die nozzle exit plane for the
case of copper particles at 300 °C upstream temperature
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Appendix X

Images of Particle Concentration Entering the
Surroundings

Images of particle concentrations entering the surroundings around the nozzle outlet
are presented here. The images are identified in their captions by their case code and the
order of the images is that of Table 4.
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Figure 47 - Concentration of particles leaving the nozzle region for case 05-00-100A
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Figure 48 - Concentration of particles entering the surrounding for case 05-05-100A
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Figure 49 - Concentration of particles entering the surrounding for case 05-10-100A
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Figure 50 - Concentration of particles entering the surrounding for case 10-00-100A
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Figure 51 - Concentration of particles entering the surrounding for case 10-05-100A
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3D View, R ig h t-T o p -F ro n t
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Figure 52 - Concentration of particles entering the surrounding for case 10-10-100A
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Figure 53 - Concentration of particles entering the surrounding for case 15-00-100A
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Figure 54 - Concentration of particles entering the surrounding for case 15-05-100A
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Figure 55 - Concentration of particles entering the surrounding for case 15-10-100A
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Figure 56 - Concentration of particles entering the surrounding for case 05-00-300A
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Figure 57 - Concentration of particles entering the surrounding for case 05-05-300A
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Figure 58 - Concentration of particles entering the surrounding for case 05-10-300A
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Figure 59 - Concentration of particles entering the surrounding for case 10-00-300A
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Figure 60 - Concentration of particles entering the surrounding for case 10-05-300A
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Figure 61 - Concentration of particles entering the surrounding for case 10-10-300A
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3D View, R ig h t-T o p -F ro n t
Front View

Figure 62 - Concentration of particles entering the surrounding for case 15-00-300A
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Figure 63 - Concentration of particles entering the surrounding for case 15-05-300A
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Figure 64 - Concentration of particles entering the surrounding for case 15-10-300A
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Figure 65 - Concentration of particles entering the surrounding for case 05-00-100C
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Figure 66 - Concentration of particles entering the surrounding for case 05-05-100C
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Figure 67 - Concentration of particles entering the surrounding for case 05-10-100C
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Figure 68 - Concentration of particles entering the surrounding for case 10-00-100C
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Figure 69 - Concentration of particles entering the surrounding for case 10-05-100C
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Figure 70 - Concentration of particles entering the surrounding for case 10-10-100C
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Figure 71 - Concentration of particles entering the surrounding for case 15-00-100C
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Figure 72 - Concentration of particles entering the surrounding for case 15-05-100C
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Figure 73 - Concentration of particles entering the surrounding for case 15-10-100C
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Figure 74 - Concentration of particles entering the surrounding for case 05-00-300C
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Figure 75 - Concentration of particles entering the surrounding for case 05-05-300C
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Figure 76 - Concentration of particles entering the surrounding for case 05-10-300C
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Figure 77 - Concentration of particles entering the surrounding for case 10-00-300C
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Figure 78 - Concentration of particles entering the surrounding for case 10-05-300C
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Figure 79 - Concentration of particles entering the surrounding for case 10-10-300C
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Figure 80 - Concentration of particles entering the surrounding for case 15-00-300C
T o p V ie w
S i d e V ie w , R ig h t

3 D V ie w . R i g h t - T o p - F r o n t
... .....

F r o n t V ie w

Figure 81 - Concentration of particles entering the surrounding for case 15-05-300C
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Figure 82 - Concentration of particles entering the surrounding for case 15-10-300C
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