Introduction {#Sec1}
============

The analysis of the large-time behavior of dynamical networks is important to the understanding of their stability properties. Of particular interest are reversible chemical reactions interacting with diffusion. While there is a vast literature on the large-time asymptotics of reaction--diffusion systems, much less is available for reaction systems with cross-diffusion terms. Such systems arise naturally in multicomponent fluid modeling and population dynamics \[[@CR38]\]. In this paper, we prove the exponential decay of solutions to reaction-cross-diffusion systems of Maxwell--Stefan form by combining recent techniques for cross-diffusion systems \[[@CR37]\] and reaction--diffusion equations \[[@CR25]\]. The main feature of our result is that the decay rate is constructive up to a finite-dimensional inequality and that the result holds for detailed-balance or complex-balance systems.

Model Equations {#Sec2}
---------------
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                \begin{document}$$\beta _i^a$$\end{document}$ are the stoichiometric coefficients. The evolution of the fluid is assumed to be governed by partial mass balances with Maxwell--Stefan relations for the diffusive fluxes$$\documentclass[12pt]{minimal}
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                \begin{document}$$D_{ij}=D_{ji}>0$$\end{document}$ are the diffusivities. The physical quantities are summarized in Table [1](#Tab1){ref-type="table"}. The reactions are described by the mass production terms $\documentclass[12pt]{minimal}
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                \begin{document}$$k_b^a>0$$\end{document}$ are the forward and backward reaction rate constants, respectively, and $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{j}}_i$$\end{document}$: partial particle flux of the *i*th species$\documentclass[12pt]{minimal}
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                \begin{document}$$c_i = \rho _i/M_i$$\end{document}$: partial concentration of the *i*th species$\documentclass[12pt]{minimal}
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Equations ([1](#Equ1){ref-type=""}) are solved in the bounded domain $\documentclass[12pt]{minimal}
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                \begin{document}$$d\geqslant 1$$\end{document}$) subject to the no-flux boundary and initial conditions$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} {\varvec{j}}_i\cdot \nu =0 \text{ on } \partial \Omega ,\quad \rho _i(\cdot ,0)=\rho _i^0 \quad \text{ in } \Omega ,\ i=1,\ldots ,n. \end{aligned}$$\end{document}$$To simplify, we assume that $\documentclass[12pt]{minimal}
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                \begin{document}$$\Omega $$\end{document}$ has unit measure, i.e. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|\Omega | = 1$$\end{document}$.

System ([1](#Equ1){ref-type=""})--([2](#Equ2){ref-type=""}) models a multicomponent fluid in an isothermal regime with vanishing barycentric velocity. The Maxwell--Stefan diffusion system models diffusive transport of multicomponent diffusion and was first introduced by [Maxwell]{.smallcaps} \[[@CR42]\] and [Stefan]{.smallcaps} \[[@CR52]\]. Since then, the range of applications goes from respiratory airways \[[@CR8]\] to dialysis, electrolysis, sedimentation, ion exchange or ultrafiltration \[[@CR54], [@CR57]\]. Equation ([1](#Equ1){ref-type=""}) for $\documentclass[12pt]{minimal}
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                \begin{document}$$\nabla x_i$$\end{document}$ can be derived from the Boltzmann equations for mixtures in the diffusive limit and with well-prepared initial conditions \[[@CR9], [@CR35], [@CR36]\] or from the reduced force balances with the partial momentum productions being proportional to the partial velocity differences \[[@CR6], Section 14\]. It can also be derived from a kinetic model of a reacting sphere system \[[@CR3]\] or by careful exploitation of the entropy principle \[[@CR6], Sections 7--8\]. Concerning the isothermal regime, we remark that, even though the chemical reactions usually modify the temperature of the system, there exist situations in which a heat bath is sufficiently efficient for keeping the whole system at the same temperature. For more details, we refer the interested reader to, e.g., the invention \[[@CR56]\], which designs an engine for compressing gaseous fluids isothermally. Moreover, our analysis of the isothermal case can be used as a starting point in investigating more complex, non-isothermal systems.

We assume that the total mass is conserved and that the mixture is at rest, i.e., $\documentclass[12pt]{minimal}
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                \begin{document}$$\sum _{i=1}^n{\varvec{j}}_i=0$$\end{document}$. This implies that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \sum _{i=1}^n r_i({\varvec{x}})=0 \quad \text{ for } \text{ all } {\varvec{x}}=(x_1,\ldots ,x_n)\in {\mathbb {R}}_+^n, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbb {R}}_+=(0,\infty )$$\end{document}$. Furthermore, we assume that the system of reactions satisfies a detailed-balance condition, meaning that there exists a positive homogeneous equilibrium $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{x}}_\infty \in {\mathbb {R}}_+^n$$\end{document}$ such that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} k_f^a{\varvec{x}}_\infty ^{{\varvec{\alpha }}^a} = k_b^a{\varvec{x}}_\infty ^{{\varvec{\beta }}^a} \quad \text{ for } \text{ all } a=1,\ldots ,N. \end{aligned}$$\end{document}$$Roughly speaking, a system is under detailed balance if any forward reaction is balanced by the corresponding backward reaction at equilibrium. Condition ([5](#Equ5){ref-type=""}) does not give a unique but instead a manifold of detailed-balance equilibria,$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \mathcal {E}= \big \{{\varvec{x}}_\infty \in {\mathbb {R}}_+^n:\ k_f^a{\varvec{x}}_\infty ^{{\varvec{\alpha }}^a} = k_b^a{\varvec{x}}_\infty ^{{\varvec{\beta }}^a}\quad \text{ for } \text{ all } a=1,\ldots ,N\big \}. \end{aligned}$$\end{document}$$To uniquely identify the detailed-balance equilibrium, we need to take into account the conservation laws (meaning that certain linear combinations of the concentrations are constant in time). This is discussed in detail below. We are also able to consider complex-balance systems; see Section [5](#Sec19){ref-type="sec"}.

The aim of this paper is to prove that under these conditions, there exists a unique positive detailed-balance (or complex-balance) equilibrium $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \sum _{i=1}^n\Vert x_i(t)-x_{i\infty }\Vert _{L^p(\Omega )} \leqslant C({\varvec{x}}^0,{\varvec{x}}_\infty )e^{-\lambda t/(2p)}, \quad t>0,\ p\geqslant 1, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$${\varvec{x}}^0={\varvec{x}}(0)$$\end{document}$ and the constant $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda >0$$\end{document}$ is constructive up to a finite-dimensional inequality. Before we make this result precise, we review the state of the art and explain the main difficulties and key ideas.

State of the Art {#Sec3}
----------------

The research of the large-time asymptotics of general reaction--diffusion systems with diagonal diffusion, modeling chemical reactions has experienced dramatic scientific progress in recent years. One reason for this progress is due to new developments of so-called entropy methods. Classical methods include linearized stability techniques, spectral theory, invariant region arguments, and Lyapunov stability; see, e.g., \[[@CR15], [@CR26]\]. The entropy method is a genuinely nonlinear approach without using any kind of linearization; it is rather robust against model variations, and it is able to provide explicitly computable decay rates. The first related works date back to the 1980s \[[@CR29], [@CR30]\]. The obtained results are restricted to two space dimensions and do not provide explicit estimates, since the proofs are based on contradiction arguments. First applications of the entropy method that provide explicit rates and constants were concerned with particular cases, like two-component systems \[[@CR17]\], four-component systems \[[@CR19]\], or multicomponent linear systems \[[@CR20]\]. Later, nonlinear reaction networks with an arbitrary number of chemical substances were considered \[[@CR24], [@CR43]\]. Exponential convergence of close-to-equilibrium solutions to quadratic reaction--diffusion systems with detailed balance was shown in \[[@CR10]\]. reaction--diffusion systems without detailed balance \[[@CR23]\] and with complex balance \[[@CR18], [@CR44], [@CR53]\] were also thoroughly investigated. The convergence to equilibrium was proven for rather general solution concepts, like very weak solutions \[[@CR46]\] and renormalized solutions \[[@CR25]\].

The large-time behavior of solutions to cross-diffusion systems is less studied. The convergence to equilibrium was shown for the Shigesada--Kawasaki--Teramoto population model with Lotka--Volterra terms in \[[@CR50], [@CR55]\] without any rate and in \[[@CR11]\] without reaction terms. The exponential decay of solutions to volume-filling population systems, again without reaction terms, was proved in \[[@CR58]\].

A number of articles are concerned with the large-time asymptotics in Maxwell--Stefan systems. For global existence results on these systems, we refer to \[[@CR31], [@CR40], [@CR41]\]. In \[[@CR40]\], the exponential decay to the homogeneous state is shown with vanishing reaction rates and same molar masses. The result was generalized to different molar masses in \[[@CR12]\], but still without reaction terms. The convergence to equilibrium was proved in \[[@CR27], Theorem 9.7.4\] and \[[@CR31], Theorem 4.3\] under the condition that the initial datum is close to the equilibrium state. The work \[[@CR31]\] also addresses the exponential convergence to a homogeneous equilibrium assuming (i) global existence of strong solutions and (ii) uniform-in-time strict positivity of the solutions (see Prop. 4.4 therein). A similar result, but for two-phase systems, was proved in \[[@CR7]\]. The novelty in our paper is that we also provide a global existence proof (which avoids assumption (i)) and that we replace the strong assumption (ii) by a natural condition on the reactions, namely that there exist no equilibria on $\documentclass[12pt]{minimal}
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                \begin{document}$$\partial {\mathbb {R}}_+^n$$\end{document}$. We note that there exists a large class of chemical reaction networks, called *concordant networks*, which possess no boundary equilibria \[[@CR51], Theorem 2.8(ii)\].

We finally remark that the mathematical study of the Maxwell--Stefan diffusion system is a dynamic field, and many works have been carried out after the submission of our paper. We refer the interested reader to the incomplete list \[[@CR2], [@CR3], [@CR14], [@CR34], [@CR39], [@CR47], [@CR48]\] of recent works.

Key Ideas {#Sec4}
---------

The analysis of the Maxwell--Stefan equations ([1](#Equ1){ref-type=""}) is rather delicate. The first difficulty is that the fluxes are not given as linear combinations of the gradients of the mass fractions, which makes it necessary to invert the flux-gradient relations in ([1](#Equ1){ref-type=""}). However, summing the equations for $\documentclass[12pt]{minimal}
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                \begin{document}$$i=1,\ldots ,n$$\end{document}$, we see that the Maxwell--Stefan equations are linear dependent, and we need to invert them on a subspace \[[@CR5]\]. The idea is to work with the $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho _n=1-\sum _{i=1}^{n-1}\rho _i$$\end{document}$, i.e., the mass density of the last component (often the solvent) is computed from the other mass densities. Then there exists a diffusion matrix $\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {A}({\varvec{\rho }}')\in {\mathbb {R}}^{(n-1)\times (n-1)}$$\end{document}$ such that system ([1](#Equ1){ref-type=""}) can be written as$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathbb {A}({\varvec{\rho }}')$$\end{document}$ is generally neither symmetric nor positive definite. However, equations ([7](#Equ7){ref-type=""}) exhibit a formal gradient-flow structure \[[@CR40]\]. This means that we introduce the so-called (relative) entropy density$$\documentclass[12pt]{minimal}
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Summarizing, the entropy helps us to "symmetrize" system ([1](#Equ1){ref-type=""}) and to derive $\documentclass[12pt]{minimal}
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The cornerstone of the convergence to equilibrium is to prove inequality ([13](#Equ13){ref-type=""}). In comparison to previous results for reaction--diffusion systems, e.g. \[[@CR24], [@CR43]\], the difference here is that the reactions are defined in terms of molar fractions, while the conservation laws are written in terms of concentrations. This difference causes the main difficulty in proving ([13](#Equ13){ref-type=""}), except in very special cases, e.g., when all molar masses are equal (in this case, the molar fraction and concentration are proportional) or in case of equal homogeneities (see Section [3.4](#Sec15){ref-type="sec"}). Naturally, one could express the molar fractions by the concentrations, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$c_i$$\end{document}$ and *c*, allows us to adapt the ideas from previous works on reaction--diffusion systems to finally obtain the desired inequality ([13](#Equ13){ref-type=""}).

Main Results {#Sec5}
------------

Our main result is the exponential convergence to equilibrium. For this, we need to show some intermediate results. The existence of solutions to ([1](#Equ1){ref-type=""}), ([3](#Equ3){ref-type=""}) was shown in \[[@CR12]\] without reaction terms. Therefore, we prove the global existence of bounded weak solutions to ([1](#Equ1){ref-type=""}), ([3](#Equ3){ref-type=""}) with reaction terms ([2](#Equ2){ref-type=""}). The proof follows that one in \[[@CR12]\] but the estimates related to the reaction terms are different. A key step is the proof of the monotonicity of $\documentclass[12pt]{minimal}
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Second, we derive the conservation laws satisfied by the solutions to ([1](#Equ1){ref-type=""}) (Lemma [9](#FPar11){ref-type="sec"}) and prove the existence of a positive detailed-balance equilibrium $\documentclass[12pt]{minimal}
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Third, we prove the entropy entropy-production inequality ([13](#Equ13){ref-type=""}) (Prop. [19](#FPar29){ref-type="sec"} and [26](#FPar40){ref-type="sec"}). The proof follows basically from \[[@CR25], Lemma 2.7\] when the stoichiometric coefficients satisfy $\documentclass[12pt]{minimal}
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Before stating the main theorem, we need some notation. Let$$\documentclass[12pt]{minimal}
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### Remark 2 {#FPar2}

(Classical and weak solustions) Theorem [1](#FPar1){ref-type="sec"}(i) provides the global existence of a weak solution with physical initial data, while the local existence of a classical solution, with more regular initial data, was already proved in \[[@CR5]\], based on general results on normally elliptic operators. Both the global existence of a classical solution as well as the uniqueness of weak solutions for Maxwell--Stefan reaction-cross-diffusion systems are extremely difficult to prove. On the other hand, a weak-strong uniqueness result might be achievable; see \[[@CR13]\] for such a result for a different class of reaction-cross-diffusion systems. We leave this interesting open question to future investigations.

### Remark 3 {#FPar3}

(Complex balance)\] We show in Theorem [11](#FPar15){ref-type="sec"} that system ([1](#Equ1){ref-type=""}) with the reaction terms ([2](#Equ2){ref-type=""}) possesses a unique positive detailed-balance equilibrium. This means that we have assumed the reversibility of the reaction system. This assumption is rather strong, and it is well known in chemical reaction network theory that it can be significantly generalized to complex-balance systems. Here, the balance is not assumed to hold for any elementary reaction step but only for the total in-flow and total out-flow of each chemical complex. We are able to extend our results to this situation as well, considering the reaction terms ([54](#Equ54){ref-type=""}); see Theorem [33](#FPar54){ref-type="sec"} in Section [5](#Sec19){ref-type="sec"}.

Clearly, any detailed-balance equilibrium is also a complex-balance equilibrium, and Theorem [1](#FPar1){ref-type="sec"} is included in Theorem [33](#FPar54){ref-type="sec"}. However, to make the proofs as accessible as possible, we prefer to present the detailed-balance case in full detail and sketch the extension to complex-balance systems. $\documentclass[12pt]{minimal}
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The paper is organized as follows: Part (i) of Theorem [1](#FPar1){ref-type="sec"} is proved in Section [2](#Sec7){ref-type="sec"}. In Section [3](#Sec11){ref-type="sec"}, the conservation laws are derived, the existence of a detailed-balance equilibrium and the entropy entropy-production inequality ([13](#Equ13){ref-type=""}) are proved, and the convergence result is shown. Section [4](#Sec18){ref-type="sec"} is concerned with a specific example for which the constant in the entropy entropy-production inequality can be computed explicitly. The results are extended to complex-balance systems in Section [5](#Sec19){ref-type="sec"}. Finally, we prove the technical Lemma [21](#FPar33){ref-type="sec"} in the appendix.

Notation {#Sec6}
--------
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Global Existence of Weak Solutions {#Sec7}
==================================
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Theorem 4 {#FPar4}
---------
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The proof is similar to the one given in \[[@CR12]\]. Since in that paper no reaction terms have been considered, we need to show how these terms can be controlled. First, we collect some results.
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Solution to an Approximate Problem {#Sec9}
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Uniform Estimates {#Sec10}
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Convergence to Equilibrium Under Detailed Balance {#Sec11}
=================================================

In this section, we prove parts (ii) and (iii) of Theorem [1](#FPar1){ref-type="sec"}. First, we discuss the conservation laws and the existence of an equilibrium state.

Conservation Laws {#Sec12}
-----------------

We set $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$R_i=r_i/M_i$$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{J}}_i={\varvec{j}}_i/M_i$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{R}} = (R_1,\ldots ,R_n)^\top $$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb {J}=({\varvec{J}}_1,\ldots ,{\varvec{J}}_n)^\top $$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{c}}=(c_1,\ldots ,c_n)^\top $$\end{document}$, where we recall that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c_i=\rho _i/M_i$$\end{document}$. Dividing the *i*th-equation of ([1](#Equ1){ref-type=""}) by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M_i$$\end{document}$, we can reformulate them in vector form as$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \partial _t{\varvec{c}} + {\text {div}}\mathbb {J} = {\varvec{R}}. \end{aligned}$$\end{document}$$Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb {W}=(\beta _i^a-\alpha _i^a)\in {\mathbb {R}}^{n\times N}$$\end{document}$ be the Wegscheider matrix and let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$m=\dim {\text {ker}}(\mathbb {W}^\top )$$\end{document}$. Note that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$m\geqslant 1$$\end{document}$ since it follows from the conservation of total mass, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sum _{i=1}^n r_i({\varvec{x}})=0$$\end{document}$, that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{M}}^\top \mathbb {W}=0$$\end{document}$, i.e., the vector $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{M}}=(M_1,\ldots ,M_n)^\top $$\end{document}$ belongs to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\text {ker}}(\mathbb {W}^\top )$$\end{document}$. Let the row vectors $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{q}}_1,\ldots ,{\varvec{q}}_m\in {\mathbb {R}}^{1\times n}$$\end{document}$ be a basis of the left null space of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\mathbb {W}$$\end{document}$, i.e. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{q}}_i\mathbb {W}=0$$\end{document}$ for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$i=1,\ldots ,m$$\end{document}$. In particular, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{q}}_i^\top \in {\text {ker}}(\mathbb {W}^\top )$$\end{document}$. Finally, let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\mathbb {Q}}=(Q_{ij})\in {\mathbb {R}}^{m\times n}$$\end{document}$ be the matrix with rows $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varvec{q}}_j$$\end{document}$.

We claim that system ([20](#Equ20){ref-type=""}) (with no-flux boundary conditions) possesses precisely *m* linear independent conservation laws.

### Lemma 9 {#FPar11}
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### Lemma 10 {#FPar13}
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Detailed-Balance Condition {#Sec13}
--------------------------

The relative entropy ([9](#Equ9){ref-type=""}) is formally a Lyapunov functional along the trajectories of ([1](#Equ1){ref-type=""})--([2](#Equ2){ref-type=""}) for $\documentclass[12pt]{minimal}
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For chemical reaction networks in the context of ordinary differential equations (ODE), the existence of a unique equilibrium state was proved by [Horn and Jackson]{.smallcaps} \[[@CR33]\]; also see \[[@CR21]\]. The difficulty in this work lies in the fact that the reactions are modeled by molar fractions $\documentclass[12pt]{minimal}
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### Theorem 11 {#FPar15}

(Existence of a unique detailed-balance equilibrium) Assume that (A2) holds and let $\documentclass[12pt]{minimal}
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To prove Theorem [11](#FPar15){ref-type="sec"} we first show the existence of an "equilibrium" in the augmented space.

### Proposition 12 {#FPar16}

Suppose the assumptions of Theorem [11](#FPar15){ref-type="sec"} hold. Then there exists a unique $\documentclass[12pt]{minimal}
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Before proving this result, we first show that Theorem [11](#FPar15){ref-type="sec"} follows from Proposition [12](#FPar16){ref-type="sec"}.

### Proof of Theorem 11 {#FPar17}
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We need one more lemma.

### Lemma 14 {#FPar20}
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### Proof of Proposition 12 {#FPar21}
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### Remark 15 {#FPar22}

(Boundary equilibria and Global Attractor Conjecture) Besides the unique positive detailed-balance equilibrium obtained in Theorem [11](#FPar15){ref-type="sec"}, there might exist (possibly infinitely many) boundary equilibria $\documentclass[12pt]{minimal}
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Preliminary Estimates for the Entropy and Entropy Production {#Sec14}
------------------------------------------------------------

We derive some estimates for the relative entropy ([9](#Equ9){ref-type=""}) and the entropy production ([12](#Equ12){ref-type=""}) from below and above. In what follows, let $\documentclass[12pt]{minimal}
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### Lemma 16 {#FPar23}
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### Proof {#FPar24}
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It remains to formulate the square on the right-hand side in terms of the partial concentrations. To this end, we set $\documentclass[12pt]{minimal}
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### Lemma 17 {#FPar25}

There exists a constant $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C>0$$\end{document}$, only depending on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M_\mathrm{min}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M_{\mathrm{max}}$$\end{document}$, such that$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} D[{\varvec{x}}] \geqslant C\left[ \sum _{i=1}^n\int _\Omega |\nabla c_i^{1/2}|^2 \hbox {d}z + \int _\Omega |\nabla c^{1/2}|^2 \hbox {d}z + \sum _{a=1}^N\int _\Omega \big (k_f^a{\varvec{x}}^{{\varvec{\alpha }}^a}-k_b^a{\varvec{x}}^{{\varvec{\beta }}^a}\big ) \ln \frac{k_f^a{\varvec{x}}^{{\varvec{\alpha }}^a}}{k_b^a{\varvec{x}}^{{\varvec{\beta }}^a}}\hbox {d}z\right] . \end{aligned}$$\end{document}$$

### Proof {#FPar26}

Lemma [6](#FPar7){ref-type="sec"} shows that the first term in $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$D[{\varvec{x}}]$$\end{document}$ can be estimated from below:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \int _\Omega \nabla {\varvec{w}}:\mathbb {B}({\varvec{w}})\nabla {\varvec{w}} \hbox {d}z \geqslant C_B\sum _{i=1}^n\int _\Omega |\nabla x_i^{1/2}|^2 \hbox {d}z. \end{aligned}$$\end{document}$$We claim that we can relate $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sum _{i=1}^n|\nabla x_i^{1/2}|^2$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$|\nabla c^{1/2}|^2$$\end{document}$. For this, we proceed as in \[[@CR12], p. 494\]. We infer from the definition $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x_i=c_i/c$$\end{document}$ that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c\sum _{i=1}^n M_ix_i=\sum _{i=1}^n M_ic_i=\sum _{i=1}^n\rho _i=1$$\end{document}$. Therefore, inserting $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c=1/\sum _{i=1}^n M_ix_i$$\end{document}$ and using the Cauchy--Schwarz inequality,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} |\nabla c^{1/2}|^2&= \frac{1}{4c}|\nabla c|^2 = \frac{1}{4c}\bigg |\frac{-\sum _{i=1}^nM_i\nabla x_i}{(\sum _{i=1}^n M_ix_i)^2}\bigg |^2 = c^3\bigg |\sum _{i=1}^n M_i x_i^{1/2}\nabla x_i^{1/2}\bigg |^2 \nonumber \\&\leqslant nc^3\sum _{i=1}^n M_i^2 x_i|\nabla x_i^{1/2}|^2 \leqslant \frac{nM_{\mathrm{max}}^2}{M_\mathrm{min}^3}\sum _{i=1}^n|\nabla x_i^{1/2}|^2, \end{aligned}$$\end{document}$$where we used $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$c\leqslant 1/M_\mathrm{min}$$\end{document}$ (see ([29](#Equ29){ref-type=""})). Similarly, employing ([33](#Equ33){ref-type=""}),$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{i=1}^n|\nabla c_i^{1/2}|^2&= \sum _{i=1}^n|\nabla (cx_i)^{1/2}|^2 \leqslant 2\sum _{i=1}^n x_i|\nabla c^{1/2}|^2 + 2\sum _{i=1}^n c|\nabla x_i^{1/2}|^2 \nonumber \\&= 2|\nabla c^{1/2}|^2 + 2c\sum _{i=1}^n |\nabla x_i^{1/2}|^2 \leqslant C\sum _{i=1}^n |\nabla x_i^{1/2}|^2, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C>0$$\end{document}$ depends only on $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M_\mathrm{min}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$M_{\mathrm{max}}$$\end{document}$. Adding ([33](#Equ33){ref-type=""}) and ([34](#Equ34){ref-type=""}) and integrating over $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Omega $$\end{document}$ then shows that, for another constant $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C>0$$\end{document}$,$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \sum _{i=1}^n\int _\Omega |\nabla x_i^{1/2}|^2 \geqslant C\bigg (\sum _{i=1}^n\int _\Omega |\nabla c_i^{1/2}|^2 \hbox {d}z + \int _\Omega |\nabla c^{1/2}|^2 \hbox {d}z\bigg ). \end{aligned}$$\end{document}$$The lemma then follows from definition ([12](#Equ12){ref-type=""}) of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$D[{\varvec{x}}]$$\end{document}$. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\quad \square $$\end{document}$

### Lemma 18 {#FPar27}
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The Case of Equal Homogeneities {#Sec15}
-------------------------------

The aim of this and the following subsection is the proof of the functional inequality $\documentclass[12pt]{minimal}
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### Proposition 19 {#FPar29}

(Entropy entropy-production inequality; case of equal homogeneities) Fix $\documentclass[12pt]{minimal}
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### Proof {#FPar30}
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The Case of Unequal Homogeneities {#Sec16}
---------------------------------
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### Lemma 21 {#FPar33}
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A similar but slightly simpler result for reaction--diffusion systems is proved in \[[@CR25], Lemma 2.7\]. The proof of this lemma is lengthy and therefore shifted to [6](#Sec20){ref-type="sec"}. We remark that the validity of this lemma applies to all measurable functions with $\documentclass[12pt]{minimal}
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### Lemma 22 {#FPar34}

Assume that ([1](#Equ1){ref-type=""})--([2](#Equ2){ref-type=""}) possesses no boundary equilibria. Fix $\documentclass[12pt]{minimal}
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### Remark 23 {#FPar35}

We mark that this lemma is proved for *any* vector $\documentclass[12pt]{minimal}
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### Remark 24 {#FPar36}

While all the constants before and after this lemma are constructive, this is not the case for the constant in Lemma [22](#FPar34){ref-type="sec"}, since the lemma is proved by using a contradiction argument. Still, inequality ([41](#Equ41){ref-type=""}) is finite-dimensional. Therefore, in the general case, the rate of convergence to equilibrium to system ([1](#Equ1){ref-type=""})--([2](#Equ2){ref-type=""}) is constructive up to the finite-dimensional inequality ([41](#Equ41){ref-type=""}). We present in Section [4](#Sec18){ref-type="sec"} an example for which ([41](#Equ41){ref-type=""}) can be proved with a constructive (even explicit) constant, which consequently leads to a constructive rate of convergence to equilibrium for ([1](#Equ1){ref-type=""})--([2](#Equ2){ref-type=""}). $\documentclass[12pt]{minimal}
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### Proof of Lemma 22 {#FPar37}
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We now provide the technical computations needed in Lemma [22](#FPar34){ref-type="sec"}.

### Lemma 25 {#FPar38}
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We are ready to prove the main result of this subsection.

### Proposition 26 {#FPar40}

(Entropy entropy-production inequality; unequal homogeneities)
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### Proof {#FPar41}
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Proof of Theorem [1](#FPar1){ref-type="sec"} {#Sec17}
--------------------------------------------
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Example: A Specific Reaction {#Sec18}
============================

As mentioned in Remark [24](#FPar36){ref-type="sec"}, the rate of convergence to equilibrium is generally not constructive since the finite-dimensional inequality ([41](#Equ41){ref-type=""}) is proved by a nonconstructive contradiction argument. The derivation of a constructive constant for this inequality seems to be a challenging problem, which goes beyond the scope of this paper. In this section, we show that, potentially in any specific system, the finite-dimensional inequality ([41](#Equ41){ref-type=""}) can be proved in a constructive way and thus gives the exponential decay with constructive constant. More specifically, we consider the single reversible reaction$$\documentclass[12pt]{minimal}
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--------
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Proof {#FPar43}
-----
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Convergence to Equilibrium for Complex-Balance Systems {#Sec19}
======================================================

One of the main assumptions of this paper is the detailed-balance condition ([5](#Equ5){ref-type=""}). This condition was used extensively in the thermodynamic community and it leads to a natural entropy functional that is the core tool for the global existence analysis and the large-time asymptotics. However, the detailed-balance condition requires that the reaction system is reversible which is quite restrictive. In chemical reaction network theory, it is well known that there exists a much larger class of reaction systems, namely so-called *complex-balance systems* which also exhibits an entropy structure; see, e.g., \[[@CR18], [@CR23], [@CR25]\] for reaction--diffusion systems. In this section, we show that the global existence and large-time behavior results can be extended to systems satisfying the complex-balance condition. We only highlight the differences of the proofs and present full proofs only when necessary:
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The Maxwell--Stefan diffusion system consists of equations ([1](#Equ1){ref-type=""}), ([3](#Equ3){ref-type=""}), and$$\documentclass[12pt]{minimal}
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Definition 1 {#FPar44}
------------
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The existence of global weak solutions to ([1](#Equ1){ref-type=""}), ([3](#Equ3){ref-type=""}), and ([54](#Equ54){ref-type=""}) follows as in Section [2](#Sec7){ref-type="sec"}. We just have to verify that Lemma [7](#FPar8){ref-type="sec"} also holds in the case of the reaction terms ([54](#Equ54){ref-type=""}).

Lemma 28 {#FPar45}
--------
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-----
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Next, we show the existence of a unique complex-balance equilibrium. For this, we denote as before by $\documentclass[12pt]{minimal}
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Proposition 29 {#FPar47}
--------------

(Existence of a complex-balance equilibrium) Let $\documentclass[12pt]{minimal}
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The proof follows from the case of detailed balance with the help of the following lemma:

Lemma 30 {#FPar48}
--------
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Proof {#FPar49}
-----
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We prove a result similar to that one stated in Lemma [20](#FPar31){ref-type="sec"}.

Lemma 31 {#FPar50}
--------
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Proof {#FPar51}
-----
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Finally, we show an inequality which is related to that one in Lemma [22](#FPar34){ref-type="sec"}.
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Proof {#FPar53}
-----
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The results in this subsection are sufficient to apply the proof of Theorem [1](#FPar1){ref-type="sec"}, thus leading to the following main theorem.

Theorem 33 {#FPar54}
----------

(Convergence to equilibrium for complex-balance systems)
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Appendix A. Proof of Lemma [21](#FPar33){ref-type="sec"} {#Sec20}
========================================================

The proof of Lemma [21](#FPar33){ref-type="sec"} is partially inspired by the proof of Lemma 2.7 in \[[@CR25]\]. We divide the proof into two steps, which are presented in Lemmas [34](#FPar55){ref-type="sec"} and [35](#FPar57){ref-type="sec"}. For convenience, we set $\documentclass[12pt]{minimal}
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--------
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Proof {#FPar56}
-----
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Proof of Lemma 21 {#FPar59}
-----------------

Applying first ([58](#Equ58){ref-type=""}) and then ([62](#Equ62){ref-type=""}) leads to$$\documentclass[12pt]{minimal}
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