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It is important to be able to compare variances efficiently and accurately 
regardless of the parent populations. This study proposes a new right tailed test for the 
ratio of two variances using the Edgeworth’s expansion. To study the Type I error rate 
and Power performance, simulation was performed on the new test with various 
combinations of symmetric and skewed distributions. It is found to have more controlled 
Type I error rates than the existing tests. Additionally, it also has sufficient power. 
Therefore, the newly derived test provides a good robust alternative to the already 
existing methods. 
  
CHAPTER 1: INTRODUCTION 
In many real world applications, analyzing variability is extremely important. The 
most common measurement of variability is standard deviation and/or variance. Although 
researchers are usually interested in comparing means, variance needs to be considered 
and controlled. If two means are compared from populations with unequal variabilities, 
the results could be incorrectly interpreted. Ott, Lyman, and Longnecker (2001) provided 
a case study on the Scholastic Assessment Test (SAT). The testing agency wanted to test 
a new method of administering the exam. A group of 182 high school students was 
randomly selected to participate in the study with 91 students randomly assigned to each 
of the two methods of administering the exam. The means of the final exam scores for the 
new and old methods were very close, but the standard deviation of the old method was 
significantly smaller than the standard deviation for the new method. If the differences in 
variabilities were overlooked, the testing agency might have compared means without 
accounting for unequal variances. Consequently, the conclusion may be different.  
Additionally, comparing variabilities is greatly beneficial. By way of illustration, 
a soft drink firm is interested in evaluating their investment in a new type of canning 
machine (Ott, Lyman, and Longnecker, 2001). They will do so by determining whether 
the variability on the fills for the new machines is less than the variability on the current 
machines. 61 cans were selected from the output of both types of machines and the 
amount of fills is determined. If the new machine does have a smaller variance, then the
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likelihood of over filling or under filling the cans of soda is greatly reduced. This saves 
money in the long run which is a good investment. 
It is clear that the ability to compare variances between two populations 
accurately provides a lot of insight. The hypotheses for comparing two variances is 
H0: σ1
2 =  σ2
2 vs. Ha: σ1
2 ≠  σ2
2        (1.1) 
To test (1.1), let Xi1, Xi2, … Xinibe the random sample of size ni from population i 
with a mean of μi and variance of σi
2, i = 1,2.  
If both populations are normally distributed, the F test statistic can be used:  











 is the sample variance, and X̅i is the sample mean for i = 1,2. 
Under H0, F∗ is distributed as F(n1−1,n2−1). When F











, the null hypothesis is rejected at the significant level 
of α. 
One drawback of the F-test is that it is extremely sensitive from departures from 
normality. However, in real life, it is rare when both populations are normally distributed. 
Other methods for comparing two variances should be considered when the populations 
are not normal.  
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 A well-known alternative to compare variances of non-normal populations is the 
modified Levene’s test (Brown and Forsythe, 1974). To test the hypothesis test in (1.1), 
the modified Levene test statistic is calculated:  
WL =








           (1.3) 














. WL follows F(1,   n1+ n2−2) under H0. When WL is 
greater than the critical value of F(1 − α,   1,   n1+ n2−2), the null hypothesis is rejected.  
According to Brown and Forsythe (1974), the modified Levene’s test performs 
conservatively when the two populations are either Gaussian with small sample sizes, 
long tailed, or Cauchy. However, it can ‘maintain its size near the five-percent level of 
significance’ for the chi-square distribution with four degrees of freedom. Only limited 
Type I error rates and Power simulations were studied in their article. 
 Bonett (2006) provided a method to construct a (1- α)*100% confidence interval 
for the ratio of the two standard deviations, 
σ1
σ2
. The natural log of the ratio of variances 
was used in their derivation instead of the regular ratio because the natural log of the 
sample variance was proven to approach normality at a faster rate than the original 






2 )± z1− α2
se}
           (1.4) 
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where c = {
n1
(n1 − z1− α2
)⁄
n2















,   γ̅4p =
(n1 + n2) ∑ ∑ (xij− mi)
4
ji
[∑ ∑ (xij− x̅i)2]ji
2   is the pooled kurtosis estimate, and mi is the sample trimmed 





 , i = 1, 2. If the interval does not include one, 
the variances are concluded to be unequal.  
Bonett’s simulations showed that the confidence interval has a coverage 
probability that is roughly (1 - α)*100% when the population distributions are the same, 
regardless of the sample sizes. However, when the two populations were not identical, 
coverage probability suffered when the first distribution was less skewed than the second, 
and sample sizes of 30 and 10 were selected from the first and second populations, 
respectively. Moreover, only a handful of simulations with different populations and 
equal variances were investigated. 
 Rajić and Stanojević (2013) proposed a (1- 𝛼)*100% confidence interval for the 
ratio of two variances using Edgeworth’s expansion and Johnson’s transformation. The 
confidence interval is constructed using:   





where ϕ(x) and Φ(x) are the probability density function and cumulative distribution 
function of the standard normal variable,  







































 for i = 1, 2…..n1 ,  



















They applied Johnson’s transformation and it has the following form:  













′     (1.5) 
















′     (1.6) 
where M̂3
′  is the moment estimator of M3
′ . There is no closed form for this confidence 
interval. 
 In their simulation study, the proposed confidence interval has low coverage 
probabilities compared to the nominal level for all the cases considered. Furthermore, the 
study is very limited and displays simulations that were run on a few selected 
distributions with unequal variances. 
 As seen throughout Chapter 1, there does not exist an adequate method of 
comparing the ratio of two variances for any two populations. Therefore, this research is 
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on the development of a new test for testing the equality of variances. At this point, we 
would like to focus on the right-tailed test: 
H0: σ1
2 =  σ2
2 vs. Ha: σ1
2 >  σ2
2        (1.7) 
In Chapter 2, the proposed methods and their derivations are provided. The Type I 
error rates and Power simulation study are in Chapter 3 with the summary of the results 
in Chapter 4. The conclusion is found in Chapter 5.  
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CHAPTER 2: THE PROPOSED TEST STATISTIC 
 Let  X1i, X1i, … X1n1 be a random sample of size n1 from population one and let 
X2i, X2i, … X2n2  of size n2 be a random sample from population two with means μ1 and 
μ2 and variances σ1
2 and σ2
2, respectively. The derivation of the proposed test statistic 
utilizes the Edgeworth Expansion and Edgeworth Inversion formula.  
2.1: Edgeworth Expansion 
Edgeworth expansion is an approximation to the distribution of any estimate θ̂ of 




≤ x) = Φ(x) +
1
√n
p1(x)ϕ(x) . . . +
1
√n
pi(x)ϕ(x) + ⋯,     (2.1) 




2 is the standard normal density function, Φ(𝑥) is the 
standard normal distribution function, and pi(x) are polynomials with coefficients 
depending on the cumulants of (θ̂-θ0) (Hall, 1992). 




≤ x) = Φ(x) +
1
√n
q1(x)ϕ(x) . . . +
1
√n
qi(x)ϕ(x) + ⋯,     (2.2) 
where qi(x) are polynomials with coefficients depending on the cumulants of (θ̂-θ0) 
(Kendall et al., 1994). 
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2.2: Edgeworth Inversion Formula 







γp(x)) =  Φ(x) + o(n−
1
2)      (2.3) 
where p(x) = (1 + 2x2) and γ is the coefficient of skewness of θ̂. Also, when estimating 







γq(x)) =  Φ(x) + o(n−
1
2)      (2.4) 
where q(x) = (x2 − 1). 
2.3: Derivation of Proposed Test Statistic 
To test  H0: σ1
2 =  σ2
2 vs. Ha: σ1
2 >  σ2




2 and define 
𝑍 =  
(θ̂−θ0)
σθ̂














 .        (2.5) 
where Si
2 is the unbiased estimator for σi
2. The approximate expectation for the ratio of 













] for Y > 0     
 (2.6) 


































































































































)]      (2.7) 
where K4(i) is the fourth cumulant of population i (Kendall, Stuart, Ord, Arnold, & 
O’Hagan, 1994). 
Additionally, the approximate variance for the ratio of two random variables (Stuart, Ord, 





































































































































)      (2.9) 
With the approximations in (2.7) and (2.9), the original Z statistic from (2.5) looks like: 














































)    
      (2.10) 
Under H0: σ1
2 =  σ2






























)    
       (2.11) 
When σθ̂ is unknown in (2.5), the T statistic is considered with σi
2 estimated by Si
2 and 
K4(i) estimated by K̂4(i) in (2.12):  
T =  
(θ̂−θ0)
σ̂σ̂











































)    
     (2.12)  
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′ = ∑ (Xij −  X̅i)
kni
j=1   for k = 2, 4 (Kendall 




2), action needs to 













] is set to 0 which makes the 
denominator of (2.12) equivalent to the denominator in Rajić and Stanojević’s test 
statistic, TRajić.  
From preliminary simulations, T in (2.12) did not provide an advantage for larger 
sample sizes. As the sample size increased, the Type I error rate didn’t always decrease. 
Thus, replacing ni in the denominator with the smallest sample size denoted by nmin 






























)    
      (2.13) 
Furthermore, (S1
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    (2.23) 
where ?̂?𝑖 =  
K̂4(i)
Si
4  is a correction term based on simulation study. It was originally used for 




2  where d ̂ = (1 + 
?̂?𝑖
2
) −1.  
2.4: Derivation of the Proposed Decision Rule 
The derived test statistics from the previous section need a decision rule to 
perform the hypothesis test in (1.7). 
Applying the inversion formulas in (2.3) and (2.4), the considered decision rules 
for every form of T, is to reject H0 when:  
T >  T(1−α,n1+ n2−2) +
1
6
γ(1 + 2T(1−α,n1+ n2−2) 
2)      (2.24) 
and  




2 − 1)      (2.25) 




′3)n1i=1  with Xi

























.   
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From preliminary simulation studies, the decision rules in (2.24) and (2.25) had 
inflated Type I error rates when the first sample size was larger than the second. This was 
a result of a drastically reduced critical value of T due to the large sample size and a 
larger test statistic from the variability in the smaller sample. When the reduced critical 
value was compared to the larger test statistic, the tests rejected the null hypothesis more 
often. Thus, to control the Type I error, T(1−α,n1+ n2−2) was replaced by T(1−α,2nmin−2 ) :  
T >  T(1−α,2nmin−2 ) +
1
6
γ(1 + 2T(1−α,2nmin−2 ) 
2)      (2.26) 
and  




2 − 1)      (2.27) 
 Other decision rules that did not incorporate the Edgeworth Inversion formulas 
were also considered and compared:  
T >  T(1−α,2nmin−2 )          (2.28) 
T >  Z(1−α)            (2.29) 




CHAPTER 3: SIMULATION 
The purpose of the simulation study is to compare Type I error rates and Power 
performance of different right tailed tests for equal variances. The simulations were run 
in R. The proposed test statistics are compared to all the existing methods which include: 
F, Bonett, Modified Levene’s, and Rajić. The following sections will summarize the 
Type I error and Power simulation procedure, the parent distributions considered, and the 
reconfigured right tailed test statistics from Chapter 1. Pseudocode and program code for 
each test statistic is in the Appendix. 
3.1: Parent Distributions Examined 
The parent distributions considered for the Type I error and Power simulation studies 
are:  
 Normal described by Normal(μ, σ2) with μ = 0 and σ2 = 0.083, 0.5, 1, 2, 3, 4, 6, 8 
 Studentized T described by T(γ) with γ degrees of freedom = 3, 4, 5, 6. The 




 Gamma described by Gamma(α, β) with shape parameter α = 0.5, 1, 3/2, 2, 3, 4, 
5, 10, 15, 20 and scale parameter β = 0.5, 1, 2, √3, 3, 4, 10. The expected value 
and variance for the Gamma distribution are μ = αβ and σ2 = αβ2. 
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 Exponential described by Exp(λ) with λ = 1. The expected value and variance for 
the Exponential distribution are μ = λ and σ2 = λ2. 
 Weibull described by Weibull(λ, k) with shape parameter λ = 1, 2, 5, 10 and scale 
parameter k = 1. The expected value and variance for the Weibull distribution are 
μ =  λΓ(1 +
1
k
), and σ2 = λ2[Γ (1 +
2
𝑘






 Beta described by Beta(α, β) with shape parameters α = 0.5, 1, 2, 3, 5 and β = 0.5, 








 Chi-Squared described by Chisq(γ) with γ degrees of freedom = 1, 3, 9. The 
expected value and variance for the Chi-Squared distribution are μ = γ and σ2 = 
2γ. 
 Log-Normal described by LogNorm(μ, σ2) with μ = 0 and σ2 = 1. The expected 
value and variance for the LogNormal distribution are exp
μ+  σ2






For each pair of populations considered, sample sizes of (10, 10), (20, 20), (30, 30), (30, 
10) and (10, 30) were examined with nominal levels of 0.05 and 0.01.  
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3.2: Type I Error Simulation Study 
To study the Type I error rate, different combinations of symmetric and skewed 
distributions were run 10,000 times each for sample sizes (10, 10), (20, 20), (30, 30), (30, 
10), and (10, 30). The Type I error rate was calculated as the number of times H0 was 
rejected divided by 10,000. Results are found in tables I, II, III, and IV of the Appendix 
for α levels of 0.05 and 0.1.  
3.3: Power Simulation Study 
For Power performance, a few distributions and sample size combinations were 
considered and simulated 10,000 times. The first population is assumed to have variance 
K-times larger than the variance of the second population where K = 2, 3, 4. Results are 
found in tables V and VI of the Appendix for α level of 0.05. 
3.4: Simulation Code Summary 
The program requires input from the user that contains information about the 
parent distributions from which the two independent samples are drawn, the sample sizes, 
the simulation size, the alpha value, K for the power study, and the seed. After all the 
information is input, it collects the random samples of data, calculates all the test 
statistics, and compares it to the critical value for the corresponding test statistic’s 
distribution. If the test statistic is greater than the critical value, it increases the number of 
times the hypothesis is rejected by one. The above process is repeated based on the 
number of times specified by the user. Once all the simulations are performed, the 
number of times the hypothesis is rejected is divided by the simulation size to retrieve a 
proportion for each test. If the distributions from which the samples are drawn have the 
same variance, the proportion measures the Type I error rate. If the distributions from 
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which the samples are drawn do not have the same variance, the proportion measures the 
Power.   
In order to accurately compare the existing methods, from Chapter 1, to the 
proposed hypotheses tests, they were repurposed into right tailed hypotheses tests. The 
following sections summarize the existing method reconfigurations. 
3.4.1: F Right Tailed Test Statistic 
The right tailed hypothesis F-test test statistic is:  




2           (3.1) 
If F∗ is greater than F(1−α,n1−1,n2−1), the null hypothesis in (1.7) is rejected.  
3.4.2: Bonett Right Tailed Test Statistic and Pseudocode 





























          (3.2) 
When Z∗ is greater than Z1−α, the null hypothesis in (1.7) is rejected.  
3.4.3: Modified Levene’s Right Tailed Test Statistic 
The right tailed hypothesis test statistic for the modified Levene’s Test is:  









         (3.3) 
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When T∗ is greater than the critical value of T(1−α,n1+ n2−2), the null hypothesis in (1.7) is 
rejected. 
3.4.4: Rajić and Stanojević Right Tailed Test Statistic 























)    
         (3.4) 
Estimating σi
2 with the sample variance for population i, Si
2, TRajic is considered:  























        (3.5) 
Under H0, TRajic reduces to:  



















        (3.6) 
Rajić and Stanojević then applied Johnson’s transformation using (3.6) to get the 
following test statistic:  













′     (3.7)  
For the right tailed hypothesis test, when g(TRajic)  is greater than the critical value of 
Z1−α, the null hypothesis in (1.7) is rejected.  
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CHAPTER 4: RESULTS 
In this chapter, the Type I error rates and Power are compared between the 
proposed test statistics and existing methods. From preliminary simulation studies, T3, 
T6, and T9 with the decision rule in (2.27) produce the best Type I error rates and Power. 
Therefore, for the ease of comparison and analysis of the different statistics the other 
derived test statistics and decision rules from Chapter 2 will not be mentioned discussed.  
 4.1: Type I Error Rate Comparisons  
Results for the Type I error rates for identical distributions are found in Tables 1 
and 3 of Appendix A, and results for the Type I error rates for two different parent 
distributions are found in Tables 2 and 4 of Appendix for nominal levels of 0.05 and 0.1, 
respectively.  
 One can immediately notice that the F-test fails almost all cases except when the 
parent distributions are Normal, Beta, or some cases of Weibull. It appears to perform the 
best when the distributions have a small kurtosis and skew. 
Additionally, Rajić’s test also produces conservative Type I error rates when the 
distributions are Normal, Beta, Weibull, and some cases of Gamma. However, it is 
completely out of control for most combinations and sample sizes. For a lot of cases with 
the same distribution combination, the Type I error rate can be extremely conservative, or 
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inflated depending on the sample size. Although smaller sample sizes perform better, it is 
still uncontrollable. 
4.1.1: Identical Populations 
 
When the two parent distributions are the same, Bonett and WL usually have error 
rates around α for sample sizes (10, 10), (20, 20), and (30, 30). Yet, when both 
distributions are LogNorm(0, 1), the Type I error rates with sample size (10, 10) for 
Bonett and WL are 0.0716 and 0.0432. WL appears to perform better than the Bonett test.   
Furthermore, Bonett’s error rates tend to inflate for right skewed parent 
distributions with sample sizes (30, 10). For example, when both distributions are 
Chisq(1) at a 0.05 significance level, Bonett’s Type I error rate for sample sizes (30, 10) 
and (10, 30) is 0.0914 and 0.0213, respectively. Clearly, Bonett fails this test case when 
the sample size is (30, 10). Also, the difference between the sample sizes (30, 10) and 
(10, 30) indicates that the Bonett has inflated Type I error rates even though the sample 
size is larger than (10, 10). This was a disadvantage that the proposed tests are corrected 
for in (2.13).   
On the other hand, T3, T6, and T9 produce more conservative, consistent, and 
controlled Type I error rates. T3’s Type I error rates fall right in the middle of the 
conservative T9 and slightly uncontrolled T6. 
 Moreover, it can be noted that as sample size increases, the Type I error rates of 
the three proposed tests usually decreases. This is a good characteristic that Bonett and 
WL do not have. It can be used to quickly stabilize inflated Type I error rates that usually 
occur for smaller sample sizes.  
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For instance, when both parent distributions are Gamma(5, 1) and the sample size 
is (10, 10), the Type I error rate for Bonett, WL, and T6 is 0.0463, 0.0459, and 0.0532. 
T6’s Type I error rate decreases to 0.026 while Bonett and WL’s error rates increase to 
0.0508 and 0.0518 when the sample size is increased to (30, 30).  
However, when both of the parent distributions have a noticeable negative 
kurtosis, T6 struggles to continually deflate the Type I error rate like T3 and T9. A good 
illustration of this effect is when the populations are beta distributions with small shape 
parameters like Beta(0.5, 0.5) and a kurtosis of -0.25.  T6’s type I error rate increases as 
the sample size increases.  
It becomes evident that the T3 and T9 have more control than T6, Bonett, and WL 
when the distributions are identical. 
4.1.2: Different Populations 
 
Comparatively, when the two parent distributions have like shapes with different 
parameters, Bonett, WL, T3, T6, and T9 perform similarly to having two identical parent 
distributions. For example, when the first parent distribution is Gamma(5, 1) and the 
second parent distribution is Normal(0, 5),  the respective Type I error rates at the 
nominal level of 0.05 are 0.0335, 0.0309, 0.0275, 0.0407, and 0.0162. The populations 
have close skew and kurtosis values to one another.  
Contrariwise, when the first parent distribution is roughly symmetric like 
Normal(0, 0.5) and the second is right skewed and/or long tailed like Gamma(0.5, 1), 
Bonett and WL completely fail to control the Type I error rates. Further investigation 
revealed, it is common for sample variances from a distribution with a small skew value to 
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be significantly higher than sample variances from a more skewed distribution. Even 
though the two population variances are the same, this can cause tests to reject the null 
hypothesis at an alarming frequency. For the combination of Normal(0, 0.5) and 
Gamma(0.5, 1), Bonett’s Type I error rate is approximately 0.2 for all sample sizes while 
WL begins rejecting at a rate of 0.2 for sample size (10, 10). Interestingly, as the sample 
size increases, WL rejects more often, and fails to detect that the variances are equal. By 
sample size (30, 30), WL’s Type I error rate increases to 0.3087 which is worse than the F-
test and Rajić’s test.  
Investigating further, when the distributions are Normal(0, 1) and Exp(1), Bonett 
and WL continue experiencing issues. Bonett’s Type I error rate is around 0.13 for sample 
sizes of (10, 10), (20, 20), and (30, 30). WL’s Type I error rate begins at 0.1222 for a 
sample size of (10, 10) and reaches 0.1735 by sample size (30, 30). Again, WL’s Type I 
error is completely out of control. It is clear that Bonett shows more control in this 
situation than WL. Regardless, both tests fail in this scenario. 
T3, T6, and T9 also have inflated error rates when the first distribution is symmetric 
and the second is skewed. However, one can see that they have significantly more control 
than Bonett and WL, especially for distributions Normal(0, 0.5) and Gamma(0.5, 1). At a 
significance level of 0.05, T3, T6, and T9 have Type I error rates of 0.1621, 0.1887, and 
0.128 for sample size (10, 10). T9 has the best rate starting from small sample sizes. 
Additionally, T3, T6, and T9’s Type I error rates decrease as sample size increases. Thus, 
their respective error rates at sample size (30, 30) reduce to 0.1127, 0.1404, and 0.0861. 
This is about half of the rejection rate of Bonett and WL for the same distribution 
combination.   
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Of all distributions and sample sizes considered, T3 behaves the best. Although T9 
has the largest advantage when the cases are extreme like Normal(0, 0,5) and Gamma(0.5, 
1), the parent distributions are usually unknown. Since T9 is extremely conservative for all 
other cases, it will most likely fail to reject the null hypothesis, especially when the first 
variance is larger.  
On the other hand, T6 is not conservative enough. Its Type I error rates are very 
close to Bonett and WL. This means that in extreme scenarios it will most likely go out of 
control. Additionally, its Type I error rate doesn’t decrease for larger sample sizes with 
parent distributions like Beta(0.5, 0.5). This displays less control than T3.  
 It is clear that T3 is the happy medium between T6 and T9. It has the most 
reasonable Type I error rates out of all the tests, and consistently decreases the Type I error 
rate as the sample size increases.  
4.2: Power Performance Comparisons 
Results for Power for identical parent distributions and different parent 
distributions are found in Tables 5 and 6 of Appendix A, respectively.  
It is visible that the F-test has the largest power. This is expected in response to its 
inflated Type I error rates for non-normal populations.  
Additionally, Rajić’s test also has large power. It’s small for sample sizes of (10, 
10) and increases as the sample size and magnitude of ratios increase.  
On the other side of the spectrum, T9 has the lowest power in this study because 
of its conservative nature. 
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Since F, Rajić’s, and T9 consequently produce Power results that are not 
meaningful, they are not examined further in this Power analysis.  
Furthermore, it is evident that T3 and T6 have lower power than Bonett and WL. 
The robust nature of the two proposed tests costs in Power. Therefore, the ability to reject 
the null hypothesis of T3 and T6 are of interest in the following sections. 
4.2.1: Identical Populations 
 
When the parent distributions are identical and symmetric, T3 and T6’s power 
rates are close to those of Bonett and WL. Considering two standard normal parent 
distributions where the first distribution’s variance is K times larger than the second, their 
power is only about 0.05 less than Bonett and WL for sample sizes of (10, 10).   
However, T3 and T6’s power does not keep up at the same rate as sample sizes 
increase. For example, when K = 3, Bonett and WL’s Power increases to 0.8855 and 
0.8382 by a sample size of (30, 30). Meanwhile, T3 and T6’s peak rejection rates are 
0.6596 and 0.7563. This is anticipated since Bonett and WL had slightly more inflated 
Type I error rate. Also, 0.6596 and 0.7563 is adequate power to test the ratio of variances.  
When the two identical parent distributions are skewed, T3 and T6 have more 
difficulty rejecting the null hypothesis when the first population’s variance is K times 
larger than the second. For instance, when the first distribution is Chisq(3) and the second 
distribution is Chisq(1) with a sample size of (30, 30) and K = 3, Bonett and WL reject 
the null hypothesis at rates of 0.5796 and 0.7515. T3 and T6 reject at rates of 0.2744 and 
0.3153. Neither test performs as well as they do when the distributions are symmetric, 
and there is a larger difference between the existing and proposed tests. The Bonett and 
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WL appear to have a larger ability to detect the differences in variances. Nonetheless, the 
proposed tests still have sufficient power. It is clearly not the best, but if five tests are 
conducted on variances where the first variance is 3 times larger than the second for 
skewed distributions, Bonett and the proposed tests will arrive at approximately the same 
conclusion.  
Additionally, the proposed tests’ power increases as the sample size and 
magnitude of the ratios increase. This is another good property that the proposed tests 
have. Despite their conservative nature, larger sample sizes help T3 and T6 recognize 
when the variances are unequal with more accuracy. Therefore, T3 and T6 have sufficient 
ability to test whether the first distribution’s variance is larger than the second.  
4.2.2: Different Populations 
 
 When the parent distributions are different, the proposed tests perform similarly 
compared to Bonett and WL. The Power is expectedly higher when the first distribution is 
symmetric like Normal(0, 6) and the second is heavier tailed like T(4). Although the 
proposed tests still produce lower Power, they are consistently not far behind Bonett and 
WL.  
Considering only the power results that were discussed, T3 and T6 are the 
recommended tests.  
4.3: Further Discussion 
In view of the Type I error and Power results, T3 is recommended over T6 and 
T9.  Although T3 does not have the best power, it has sufficient capability to test the ratio 
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of variances. In the real world, controlling Type I error plays a bigger role then Power as 
long as the test has sufficient capability to reject the null hypothesis when necessary.  
 For example, in manufacturing, having a more robust test like T3 instead of T6 is 
preferred. It creates less false alarms on the production line. False alarms take time away 
from employees performing important tasks to fix possible discrepancies. This can cost 
the employer thousands of dollars.  
If a discrepancy is indicated by a test like T3, then most likely the ratio of 
variances is significantly large as seen in the Power study. Thus, a fix or adjustment is 
definitely required. Otherwise, if the test is too sensitive and signals that a fix is required 
when it is not, time and money are wasted on problems that may not exist. 
Therefore, T3 is the ideal comparison of variances out of all of the proposed and 
existing methods discussed while considering its possible real world applications.   
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CHAPTER 5: CONCLUSION 
 In this study, right tailed tests were derived using the Edgeworth Expansion to 
compare the ratio of two variances. The new tests were compared to the following 
established methods: F, Bonett, Modified Levene’s, and Rajić. The presented simulation 
study found that T3 is preferred over existing methods. It had the best balance between 
Type I error rate and Power out of the new tests.  
Furthermore, T3 performs consistently with a more controlled Type I error rate 
than Bonett and WL, regardless of sample size. Although it lacks sensitivity, it still has 
enough power to reject the null hypothesis when the variances are unequal.  
In the real world, the parent populations will not be known, and in many cases 
only small random samples can be collected. Therefore, using T3 to compare variances 
provides a more robust method than any of the proposed and existing ones. T3 is ideal in 
these situations. Future research for similarly derived test statistics should take into 
account robust estimates of location and new approximations for the coefficient of 
skewness for ratio of variances
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APPENDIX A: DATA TABLES 
Table 1  



















I: Normal (0,1) 







































































































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 














































I: Gamma(1, 0.5) 













































I: Gamma(2, 2) 













































I: Gamma(3, 3) 













































I: Gamma(4, 4) 














































I: Gamma(10, 10) 













































I: Gamma(5, 1) 
















































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(2, √3) 













































I: Gamma(3/2, 2) 



























































































I: Weibull(1, 1) 













































I: Weibull(2, 1) 













































I: Weibull(5, 1) 













































I: Weibull(10, 1) 

















































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Beta(0.5, 0.5) 















































I: Beta(1, 1) 















































I: Beta(2, 2) 















































I: Beta(3, 3) 














































I: Beta(1, 2) 














































I: Beta(1, 3) 














































I: Beta(2, 3) 



















































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Beta(5, 4) 


















































































































































































































































Type I Error Rates with α = 0.05 for Different Distributions 
Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(2, √3) 













































I: Gamma(3/2, 2) 













































I: Normal (0, 2) 
II: T(4) 
 
  Skew(0, 0) 




























































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(5,1) 




























































































































































































I: Exp(1)  

































































































































































































I: Normal(0, 1/12) 






























































































































































































































































































Type I Error Rates with α = 0.1 for Identical Distributions 
Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Normal (0,1) 




























































































































































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(1, 0.5) 













































I: Gamma(2, 2) 













































I: Gamma(3, 3) 













































I: Gamma(4, 4) 













































I: Gamma(10, 10) 













































I: Gamma(5, 1) 































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 




























































































I: Weibull(1, 1) 













































I: Weibull(2, 1) 













































I: Weibull(5, 1) 













































I: Weibull(10, 1) 













































I: Beta(0.5, 0.5) 




















































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Beta(1, 1) 














































I: Beta(2, 2) 














































I: Beta(3, 3) 














































I: Beta(1, 2) 














































I: Beta(1, 3) 














































I: Beta(2, 3) 















































I: Beta(5, 4) 



























































































































































































































































Type I Error Rates with α = 0.1 for Different Distributions 
Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 



























































































































































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(5,1) 



























































































































































































I: Exp(1)  

































































































































































































I: Normal(0, 1/12) 






























































































































































































































































































Power Simulation with α = 0.05 for Identical Distributions 
Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Normal (0,2) 































I: Normal (0,3) 































I: Normal (0,4) 



































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(2, 1) 































I: Gamma(3, 1) 































I: Gamma(4, 1) 






































































































































Power Simulation with α = 0.05 for Different Distributions 
Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 



































































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(10,1) 





































































































































































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 
I: Gamma(1, 1) 































I: Gamma(1, 1) 































I: Gamma(1, 1) 































I: Normal(0, 1) 































I: Normal(0, 1) 
































I: Normal(0, 1) 




































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 




































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 


































































































































II: Beta(1, 1) 
 






























































































Distribution 𝒏𝟏, 𝒏𝟐 F Bonett WL Rajić T3 T6 T9 




Kurtosis(-1.2, 0)  
 






























Kurtosis(-1.2, 0)   
 






























Kurtosis(-1.2, 0)   
 






























APPENDIX B: FORMULAS FOR SKEW AND KURTOSIS APPROXIMATIONS 
a. Normal Distribution 
Skew: 0 
Kurtosis: 0 
b. T Distribution 
Skew: {






, γ >  4
∞, 2 < γ ≤  4
UD, otherwise
 





















































































g. LogNormal Distribution 
Skew: (eσ
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APPENDIX C: SIMULATION CODE 
#Right Tailed Simulation Script for R 
#dist1 = Name of distribution the first dataset is generated from. 
#param1 = Vector of parameters for dist1. First value is the shape parameter. 
Second value is the scale parameter. 
#sample_size1 = The sample size of the first generated dataset. 
#dist2 = Name of distribution the second dataset is generated from. 
#param2 = Vector of parameters for dist2. First value is the shape parameter. 
Second value is the scale parameter. 
#sample_size1 = The sample size of the second generated dataset. 
#type = Type of hypothesis test. 
#alpha = Level of signficance. 
#n = simulation size.  
#K = kvariance1 = variance2.  
#seed = 123.  
 
simulate <- function(dist1, param1, sample_size1, dist2, param2, sample_size2, 





 countBonett <<- 0 
 countRajic <<- 0 
 countWL <<- 0 
 countF <<- 0 
 countT3 <<- 0 
 countT6 <<- 0 
 countT9 <<- 0 
 count = 0 
 for(i in 1:n) 
 { 
new_count = test(dist1, param1, sample_size1, dist2, param2, 
sample_size2, type, k) 
  if(new_count == 2) 
  { 
   i = i-1 
  } 
 } 
  




















test <- function(dist1, param1, sample_size1, dist2, param2, sample_size2, type, 
k) 
{ 
 data_set1 = c() 
 data_set2 = c() 
 count = 0  
 switch(dist1,  
  normal =  
    { 
data_set1 <- rnorm(sample_size1, 
param1[1], sqrt(param1[2])) 
    },  
  exp =  
   { 
    data_set1 <- rexp(sample_size1, 1/param1[1]) 
   },  
  gamma =  
   { 
data_set1 <- rgamma(sample_size1, param1[1], 
scale = param1[2]) 
   },  
  t =  
   { 
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    data_set1 <-rt(sample_size1, param1[1]) 
   },  
  weibull =  
   { 
    data_set1<-rweibull(sample_size1, param1[1]) 
   }, 
  chisq =  
   { 
    data_set1<-rchisq(sample_size1, param1[1]) 
   },  
  beta =  
   { 
    data_set1<-rbeta(sample_size1, param1[1], 
param1[2]) 
   }, 
  lognorm = 
   { 
    data_set1<-rlnorm(sample_size1, param1[1], 
param1[2]) 
   }  
  ) 
 switch(dist2, 
  normal =  
    { 
data_set2 <- rnorm(sample_size2, 
param2[1], sqrt(param2[2])) 
    },  
  exp =  
   { 
    data_set2 <- rexp(sample_size2, 1/param2[1]) 
   },  
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  gamma =  
   { 
data_set2 <- rgamma(sample_size2, param2[1], 
scale = param2[2]) 
   },  
  t =  
   { 
    data_set2 <-rt(sample_size2, param2[1]) 
   },  
  weibull =  
   { 
    data_set2<-rweibull(sample_size1, param2[1]) 
   },  
  chisq =  
   { 
    data_set2<-rchisq(sample_size2, param2[1]) 
   },  
  beta =  
   { 
    data_set2<-rbeta(sample_size2, param2[1], 
param2[2]) 
   }, 
  lognorm = 
   { 
    data_set2<-rlnorm(sample_size2, param2[1], 
param2[2]) 
   }  
 
  ) 
 
  data_set1 = sqrt(k)*data_set1   
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    if(var(data_set1) > var(data_set2)) 
    { 
countBonett <<- countBonett + 
bonett(data_set2, param2, data_set1, 
param1) 
countWL <<- countWL + WL(data_set1, 
param1, data_set2, param2) 
countRajic <<- countRajic + 
Rajic(data_set1, data_set2, alpha) 
countF <<- countF + f(data_set1, param1, 
data_set2, param2) 
countT3 <<- T3(data_set1, data_set2, alpha) 
+ countT3 
countT6 <<- T6(data_set1, data_set2, alpha) 
+ countT6 
countT9 <<- T9(data_set1, data_set2, alpha) 
+ countT9 
     count = 1 
    }else  
    { 
     count = 2 





bonett <- function(test1, param1, test2, param2) 
{ 
  #Calculation 
  data_set1 = c()  
  data_set2 = c() 
  order = order(test1) 
  for(i in 1:length(test1)) 
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  { 
   data_set1[i] = test1[order[i]] 
  } 
  order = order(test2) 
  for(i in 1:length(test2)) 
  { 
   data_set2[i] = test2[order[i]] 
  } 
  sample_mean1 = mean(data_set1) 
  sample_mean2 = mean(data_set2) 
  trim1 = 1/(2*((length(data_set1)-4)^(1/2))) 
  trim2 = 1/(2*((length(data_set2)-4)^(1/2))) 
  m1 = mean(data_set1, trim = trim1) 
  m2 = mean(data_set2, trim = trim2) 
  sum1_m = 0 
  sum2_m = 0 
  sum1_mu = 0 
  sum2_mu = 0 
  for(i in 1:length(data_set1)) 
  { 
   sum1_m = (data_set1[i] - m1)^4 + sum1_m 
  } 
 
  for(i in 1:length(data_set2)) 
  { 
   sum2_m = (data_set2[i] - m2)^4 + sum2_m 
  } 
 
  for(i in 1:length(data_set1)) 
  { 
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   sum1_mu = (data_set1[i] - sample_mean1)^2 + sum1_mu 
  } 
 
  for(i in 1:length(data_set2)) 
  { 
   sum2_mu = (data_set2[i] - sample_mean2)^2 + sum2_mu 
  } 
 
pooled_kurtosis = ((sample_size1 + sample_size2)*(sum1_m + 
sum2_m))/((sum1_mu + sum2_mu)^2) 
  #Find Critical Value 
  upper_critical_value = qnorm(1 - alpha) 
  lower_critical_value = qnorm(alpha) 
c = ((sample_size1)/(sample_size1 - 
lower_critical_value))/((sample_size2)/(sample_size2 - 
lower_critical_value)) 
  k1 = (sample_size1-3)/(sample_size1) 
  k2 = (sample_size2-3)/sample_size2 
  top = - log(c*var(data_set1)/var(data_set2))  
bottom = sqrt(((pooled_kurtosis - k1)/(sample_size1 - 1)) + 
((pooled_kurtosis - k2)/(sample_size2 - 1))) 
  statistic = top/bottom 
  if(statistic > upper_critical_value) 
  { 
   return(1) 
  }else 
  { 
   return(0) 





WL <- function(data_set1, param1, data_set2, param2) 
{ 
 z1 = 0 
 z1_set = c() 
 for(i in 1:length(data_set1)) 
 { 
  temp1 = abs(data_set1[i] - median(data_set1)) 
  z1_set[i] = temp1 
  z1 = temp1 + z1 
 } 
 z2 = 0  
 z2_set = c() 
 for(i in 1:length(data_set2)) 
 { 
  temp2 = abs(data_set2[i] - median(data_set2)) 
  z2_set[i] = temp2 
  z2 = temp2 + z2 
 } 
 z1_bar = z1/length(data_set1) 
 z2_bar = z2/length(data_set2) 
 z_bar = (z1 + z2)/(length(data_set1) + length(data_set2)) 
 z_dev1 = 0 
 for(i in 1:length(data_set1)) 
 { 
  z_dev1 = (z1_set[i] - z1_bar)^2 + z_dev1 
 } 
 z_dev2 = 0 
 for(j in 1:length(data_set2)) 
 { 




top = (length(data_set1)*((z1_bar - z_bar)^2)) + 
(length(data_set2)*((z2_bar - z_bar)^2)) 
 bottom = (z_dev1 + z_dev2)/((length(data_set1) -1) + (length(data_set2) - 
1)) 
 statistic = sqrt(top/bottom) 
 #Find Critical Value 
 t_statistic = qt(1-alpha, (length(data_set1) -1) + (length(data_set2) - 1))  
 if(statistic > t_statistic) 
  { 
   return(1) 
  }else 
  { 
   return(0) 
  } 
 
}  
Rajic <- function(data_set1, data_set2, alpha) 
{ 
top_T = (var(data_set1)/var(data_set2)) - ((length(data_set2) + 
1)/(length(data_set2) -1)) 
 varying = (var(data_set1)/var(data_set2))^2 
 second_part_ratio1 = length(data_set1) + length(data_set2) - 2 
 second_part_ratio2 = (length(data_set1) -1)*(length(data_set2)-1) 
 var_ratio_s1_s2 = (2*varying*second_part_ratio1)/(second_part_ratio2) 
 T = top_T/sqrt(var_ratio_s1_s2) 
 M3 = M3(data_set1, data_set2) 
 z_alpha = qnorm(1-alpha) 
 upper_critical_value1 =(1/3)*(1/sqrt(length(data_set1)))*M3*(T^2)  
 upper_critical_value3 = (1/6)*(1/sqrt(length(data_set1)))*M3 




 if(upper_critical_value > z_alpha) 
 { 
  return(1) 
 }else 
 { 
  return(0) 
 } 
} 
M3 <- function(data_set1, data_set2)  
{ 
 X1i = c() 
 X = c() 
 V = c() 
 part1 = 0 
 part2 = 0 
 part3 = 0 
 sq_sum2 = 0 
 for(j in 1:length(data_set2)) 
 { 
  sq_sum2 = (data_set2[j] - mean(data_set2))^2 + sq_sum2 
 } 
 for(m in 1:length(data_set1)) 
 { 
  s = (data_set1[m] - mean(data_set1))^2 




  V[m] = (part1-part2)^2 
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  X1i[m] = part1-part2   
 } 
 for(h in 1:length(X1i)) 
 { 
  X[h]= X1i[h]/sqrt(mean(V)) 
 } 
 M3_values = c() 
 for(b in 1:length(X)) 
 { 
  M3_values[b] = (X[b]^3) 
 }  
 M3 =  mean(M3_values) 
 return(M3) 
} 
f <- function(data_set1, param1, data_set2, param2) 
{ 
 f = var(data_set1)/var(data_set2) 
 upper_critical_value = qf(1-alpha, length(data_set1)-1, length(data_set2)-
1) 
 if(f > upper_critical_value) 
  { 
   return(1) 
  }else 
  { 
   return(0) 
  } 
} 
T3 <- function(data_set1, data_set2, alpha) 
{ 
 #calculation of sample kurtosis 
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 kurtosis_sum1 = 0 
 kurtosis_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  kurtosis_sum1 = (data_set1[j] - mean(data_set1))^4 + 
kurtosis_sum1 
 } 
 for(j in 1:length(data_set2)) 
 { 
  kurtosis_sum2 = (data_set2[j] - mean(data_set2))^4 + 
kurtosis_sum2 
 } 
 sq_sum1 = 0 
 sq_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  sq_sum1 = (data_set1[j] - mean(data_set1))^2 + sq_sum1 
 } 
 for(j in 1:length(data_set2)) 
 { 
  sq_sum2 = (data_set2[j] - mean(data_set2))^2 + sq_sum2 
 } 
 first_part1 = (length(data_set1)*(length(data_set1) + 1))  











 kurtosis1 = first_part_kurtosis1/second_part_kurtosis1 
 kurtosis2 = first_part_kurtosis2/second_part_kurtosis2 
 top_T =  
  (var(data_set1)/var(data_set2)) -  
  (((length(data_set2) + 1)/(length(data_set2) -1)) +  
   (( 
    ( 
     kurtosis2/ 
     ( 
      ( 
       var(data_set1)^2 
      )*length(data_set2) 
     ) 
    ) 
   )* 
   ( 
    (  
     length(data_set1)/(length(data_set1)-1) 
    )^2 
   )) 
  ) 
 samples = c(length(data_set1), length(data_set2)) 
 second_part_ratio1 = (kurtosis1/length(data_set1)) + 
(kurtosis2/length(data_set2)) 
 second_part_ratio2 = 1/(min(samples)-1) + 1/(min(samples)-1)  
 comparison_variances = c(var(data_set1), var(data_set2)) 
 varying = (min(comparison_variances))^-2 
 varying2 = (var(data_set1)/var(data_set2)) 




 if(var_ratio_s1_s2 < 0)  
 { 
   second_part_ratio1 = 0 
var_ratio_s1_s2 = (varying*second_part_ratio1) + 
(2*varying2*(second_part_ratio2)) 
 } 
 check = second_part_ratio1 
 T = top_T/sqrt(var_ratio_s1_s2) 
 M3 = M3(data_set1, data_set2) 
 samples = c(length(data_set1), length(data_set2)) 
 t_alpha = qt(1-alpha, 2*min(samples) - 2) 
 upper_critical_value = t_alpha + ((M3/6)*((t_alpha^2) -1))    
 if(T > upper_critical_value) 
 { 
  return(1) 
 }else 
 { 
  return(0) 
 } 
} 
T6 <- function(data_set1, data_set2, alpha) 
{ 
 #calculation of sample kurtosis 
 kurtosis_sum1 = 0 
 kurtosis_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  kurtosis_sum1 = (data_set1[j] - mean(data_set1))^4 + 
kurtosis_sum1 




 for(j in 1:length(data_set2)) 
 { 
  kurtosis_sum2 = (data_set2[j] - mean(data_set2))^4 + 
kurtosis_sum2 
 } 
 sq_sum1 = 0 
 sq_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  sq_sum1 = (data_set1[j] - mean(data_set1))^2 + sq_sum1 
 } 
 for(j in 1:length(data_set2)) 
 { 
  sq_sum2 = (data_set2[j] - mean(data_set2))^2 + sq_sum2 
 } 
 first_part1 = (length(data_set1)*(length(data_set1) + 1))  









 kurtosis1 = first_part_kurtosis1/second_part_kurtosis1 
 kurtosis2 = first_part_kurtosis2/second_part_kurtosis2 
 top_T =  
  (var(data_set1)/var(data_set2)) -  
  (((length(data_set2) + 1)/(length(data_set2) -1)) +  
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   (( 
    ( 
     kurtosis2/ 
     ( 
      ( 
       var(data_set1)^2 
      )*length(data_set2) 
     ) 
    ) 
   )* 
   ( 
    (  
     length(data_set1)/(length(data_set1)-1) 
    )^2 
   )) 
  ) 
 varying2 = (var(data_set1)/var(data_set2)) 
 samples = c(length(data_set1), length(data_set2)) 
 second_part_ratio1 = (kurtosis1/length(data_set1)) + 
(kurtosis2/length(data_set2)) 
 second_part_ratio2 = (varying2 * (1/(min(samples)-1))) + 
1/(min(samples)-1)  
 comparison_variances = c(var(data_set1), var(data_set2)) 
 varying = (min(comparison_variances))^-2 
 var_ratio_s1_s2 = (varying*second_part_ratio1) + 
((2)*(second_part_ratio2)) 
 if(var_ratio_s1_s2 < 0)  
 { 
   second_part_ratio1 = 0 





 check = second_part_ratio1 
 T = top_T/sqrt(var_ratio_s1_s2) 
 M3 = M3(data_set1, data_set2) 
 samples = c(length(data_set1), length(data_set2)) 
 t_alpha = qt(1-alpha, 2*min(samples) - 2) 
 upper_critical_value = t_alpha + ((M3/6)*((t_alpha^2) -1))    
 if(T > upper_critical_value) 
 { 
  return(1) 
 }else 
 { 
  return(0) 
 } 
} 
T9 <- function(data_set1, data_set2, alpha) 
{ 
 #calculation of sample kurtosis 
 kurtosis_sum1 = 0 
 kurtosis_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  kurtosis_sum1 = (data_set1[j] - mean(data_set1))^4 + 
kurtosis_sum1 
   
 }  
 for(j in 1:length(data_set2)) 
 { 





 sq_sum1 = 0 
 sq_sum2 = 0 
 for(j in 1:length(data_set1)) 
 { 
  sq_sum1 = (data_set1[j] - mean(data_set1))^2 + sq_sum1 
 } 
 for(j in 1:length(data_set2)) 
 { 
  sq_sum2 = (data_set2[j] - mean(data_set2))^2 + sq_sum2 
 } 
 first_part1 = (length(data_set1)*(length(data_set1) + 1))  









 kurtosis1 = first_part_kurtosis1/second_part_kurtosis1 
 kurtosis2 = first_part_kurtosis2/second_part_kurtosis2 
 top_T =  
  (var(data_set1)/var(data_set2)) -  
  (((length(data_set2) + 1)/(length(data_set2) -1)) +  
   (( 
    ( 
     kurtosis2/ 
     ( 
      ( 
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       var(data_set1)^2 
      )*length(data_set2) 
     ) 
    ) 
   )* 
   ( 
    (  
     length(data_set1)/(length(data_set1)-1) 
    )^2 
   )) 
  ) 
 samples = c(length(data_set1), length(data_set2)) 
 correction1 = (1 + (kurtosis1/(var(data_set1)^2))/2) 
 correction2 = (1 + (kurtosis2/(var(data_set2)^2))/2) 
second_part_ratio1 = (correction1*kurtosis1/length(data_set1)) + 
(correction2*kurtosis2/length(data_set2)) 
 second_part_ratio2 = 1/(min(samples)-1) + 1/(min(samples)-1)  
 comparison_variances = c(var(data_set1), var(data_set2)) 
 varying = (min(comparison_variances))^-2 
 varying2 = (var(data_set1)/var(data_set2)) 
var_ratio_s1_s2 = (varying*second_part_ratio1) + 
((2*varying2)*(second_part_ratio2)) 
 if(var_ratio_s1_s2 < 0)  
 { 
   second_part_ratio1 = 0 
var_ratio_s1_s2 = (varying*second_part_ratio1) + 
(2*varying2*(second_part_ratio2)) 
 } 
 check = second_part_ratio1 
 T = top_T/sqrt(var_ratio_s1_s2) 
 M3 = M3(data_set1, data_set2) 
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 samples = c(length(data_set1), length(data_set2)) 
 t_alpha = qt(1-alpha, 2*min(samples) - 2) 
 upper_critical_value = t_alpha + ((M3/6)*((t_alpha^2) -1))    
 if(T > upper_critical_value) 
 { 
  return(1) 
 }else 
 { 
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