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Electrical breakdown in homogeneous liquid water for an ,100 ns voltage pulse is analyzed. It is
shown that electron-impact ionization is not likely to be important and could only be operative for
low-density situations or possibly under optical excitation. Simulation results also indicate that field
ionization of liquid water can lead to a liquid breakdown provided the ionization energies were very
low in the order of 2.3 eV. Under such conditions, an electric-field collapse at the anode and plasma
propagation toward the cathode, with minimal physical charge transport, is predicted. However, the
low, unphysical ionization energies necessary for matching the observed current and experimental
breakdown delays of ,70 ns precludes this mechanism. Also, an ionization within the liquid cannot
explain the polarity dependence nor the stochastic-dendritic optical emission structures seen
experimentally. It is argued here that electron-impact ionization within randomly located
microbubbles is most likely to be responsible for the collective liquid breakdown behaviors. © 2004
American Institute of Physics. [DOI: 10.1063/1.1792391]
I. INTRODUCTION
There is a considerable interest in the study of electrical
breakdown in water (and other liquids) for a variety of
reasons.
1 Practical applications of dielectric liquids include
switching elements for pulsed power systems,2 use in energy
storage, as water-filled gaps for the design of acoustic
equipment,3,4 the insulation of high-voltage devices,5 and as
the medium in spark erosion machines.6 Generally, for high-
voltage-pulsed power systems, solids or gases at high pres-
sure have been used as the dielectric material. However, the
use of polar liquids seems to have advantages for both en-
ergy storage and switch media, particularly for the nanosec-
ond pulse generators. Polar liquids not only have a high di-
electric constant but have also a higher breakdown strength
than compressed gases.7 Water, for example, has been used
and found to hold off electrical fields beyond 1 MV/cm for
durations up to hundreds of nanosecond.8,9 In comparison to
solids, their ability to circulate leads to a better thermal man-
agement and easier removal of debris after breakdown. Liq-
uid dielectrics are also better suited for applications involv-
ing complex geometries.
The electrical behavior of dielectric liquids (especially
water) subjected to high electric fields has been intensively
studied,11–19 especially for voltage durations of microseconds
or longer. Despite a large body of experimental observations,
there is still no comprehensive understanding of the inherent
breakdown physics. Part of the problem is that liquids lack
the long-range order and periodicity that are inherent in sol-
ids. Also, in contrast to gases, the molecular density is much
higher, which significantly enhances the collective clustering
effects and formation of trimers, tetramers, and
pentamers.20,21 Water breakdown presents a complex and dy-
namical, many-body problem. Another complication is that
conduction is strongly influenced by both the liquid-
electrode interface and bulk properties that include a variety
of electric-field and temperature-dependent processes.22–24
For relatively long-voltage pulse durations of microseconds
or higher, two competing theories of liquid breakdown in
water have emerged: (i) A bubble-initiated breakdown pro-
cess and (ii) an electronic impact-ionization process. For
such long-voltage pulses, it is postulated that liquid electrical
breakdown proceeds through the creation and propagation of
streamers over regions of low density.16,25–28 The propaga-
tion of streamers during water breakdown is explained on the
basis of liquid water evaporation at the tip of the streamer
due to substantial local heating.23
The proposed electron-initiated mechanism does not ap-
pear to be very plausible for several reasons: (i) Firstly, elec-
tron avalanche processes in liquids are nearly negligible.10
As our own calculations in this contribution will demon-
strate, relatively high scattering cross sections coupled with
the largely isotropic elastic scattering excludes the possibility
for the electrons in water to acquire significant kinetic energy
for impact ionization. The electrons are most likely to un-
dergo a large number of random scattering events (i.e., ex-
hibit a very short mean free path), and quickly attach to
neutral molecules to form “electron bubble,”29,30 or recom-
bine with positive ions. (ii) Secondly, free electrons are gen-
erally absent in water because an enormous increase in en-
tropy is required to convert an electron into a negative ion by
attachment. This dearth of free electrons can alternatively be
viewed as arising from the large “band gap” of water, whicha)Electronic mail: rjoshi@odu.edu
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is ,8.5 eV,31 and the high barrier height between the metal-
liquid interface. Furthermore, recent experimental data
clearly shows that free electrons are quickly solvated within
,1 ps time scales.32 Hence, the probability for a free-
electron population is likely to be negligible. (iii) Finally, the
observed dependence of breakdown on hydrostatic pressure
and voltage pulse duration point toward the predominance of
the vapor bubble formation process. For example, a high
hydrostatic pressure inhibits bubble formation resulting in an
observed increase of the hold-off strength.33 Similarly, since
longer pulses allow more time for bubble nucleation, they
lead to decreases in the required breakdown field.
A scenario of internal heating with bubble formation can
only be possible if the duration of the applied voltage is
sufficiently long, i.e., at least in the 10–100 ms range or
larger. In recent experiments within our research group and
elsewhere, the breakdown of water-filled switches has been
observed with short 200 ns voltage pulses.2,9 This time dura-
tion is too small for any significant heating. Temperature
increases of less than 6 K are predicted34 for these situations.
Moreover, a simple application of the electrostatic image
method demonstrates that charged particles immersed in the
high dielectric water medium cannot penetrate to any natu-
rally occurring microbubbles, due to the inherent electro-
static Coulomb repulsion.35 Hence, a separate mechanism,
differing from the traditional viewpoint, has to be considered
for the initiation of breakdown in liquids by a short, submi-
crosecond electrical pulse. A possibility is the natural exis-
tence of a random distribution of microbubbles within the
liquid due to dissolved gases, even in the absence of any
internal heating.
A second important issue in the liquid breakdown con-
cerns the distinct polarity effects.1,36–39 For example, in the
wire-plane geometry that has been extensively studied, two
types of behaviors are exhibited depending on whether the
wire electrode is the anode or the cathode. In case of a wire
anode (positive polarity), the breakdown is accompanied by
bushy filamentary streamers and optical emission. In general,
the streamer propagation velocity is voltage dependent and
displays several modes.40 The negative biasing of the wire
electrode, on the other hand, leads to a higher voltage re-
quirement for breakdown,41 and streamers take longer to
form. The geometric form of the streamers is also different.
Such a polarity dependence is not well understood, and a
physical basis remains elusive. Based on gas discharge phys-
ics, one might expect the liquid water breakdown to be ini-
tiated at the cathode due to possible contributions of elec-
tronic injection. The experimental data, however, suggests
otherwise, and instead indicates that other mechanisms must
be relevant to the breakdown process.
Here, we attempt to seek, probe, and quantitatively in-
vestigate the possibility of electrical breakdown and the po-
larity effects on the basis of the on-going physical processes
in a homogeneous liquid medium. It will be shown that the
breakdown in a homogeneous medium (e.g., without any air
bubbles) is difficult and would require much higher applied
voltages than the experimentally observed. In our study, we
include details of the field-assisted charge transport at the
liquid-metal interface and asymmetries at the cathode and
anode based on the differences in the energy levels of posi-
tive and negative ions (for example, OH− and H3O+). For
example, positive ions favor electronic transitions by form-
ing potential wells for electrons, whereas negative ions
present repulsive barriers. Hence, cathodes, for example, can
be expected to have relatively larger conduction currents as
compared to anodes. Consequently, cathode neighborhoods
would not facilitate as large a displacement current and as-
sociated buildup of electric fields. Conduction across the an-
ode is shown here to be strongly field controlled with a sharp
switchlike characteristic in the conductance.
On the basis of Monte Carlo calculations, it is also
shown that free-electron transport and possible impact ion-
ization by electrons would be virtually absent for short-pulse
conditions. The electron-initiated processes can only become
possible at low water density, as might arise, for example,
through a heat-generated bubble formation or under nonther-
mal, nonequilibrium conditions of optical excitation.
We also investigate the possible role of field ionization
(the Zener-tunneling process) in water as a mechanism for
charge creation. Field ionization (or field assisted, intermo-
lecular electron transfer) can be expected to initiate within
the regions of the highest electric field. In the absence of
internal inhomogeneities, the likely location of high electric
stresses would be at the electrodes due to the space-charge
and geometric field-enhancement effects. The high interface
fields can be expected to be further enhanced by field-
dependent decreases in dielectric constant due to dipole ori-
entational effects.42 Our simulations demonstrate that for the
field ionization to be responsible for the water breakdown in
keeping with the experimental observations, the ionization
energy needs to be in the order of 2.3 eV. Based on this
process, an electric-field collapse at the anode with a fast
propagation toward the cathode side is predicted. However,
if the ionization energies are actually much larger (as in the
case of an isolated water molecule), then different processes
such as internal microbubble distributions, Grotthuss type,43
field-modulated mobility mechanisms, or intermolecular
electron transfers associated with local potential fluctuation
might be at work. The exact ionization energy parameter is
difficult to ascertain because it is determined by the collec-
tive many-body effects and the local molecular structure, and
so, could quite possibly be a random variable about a fixed
mean value.
II. MONTE CARLO ANALYSIS TO ASSESS POSSIBLE
ELECTRON-INITIATED IONIZATION IN LIQUID
WATER
In theory, the impact ionization by energetic electrons
emitted from the cathode could be considered a possible
route for liquid breakdown. While this likelihood has been
suggested in the past, we are not aware of any detailed analy-
sis or evaluation of this process. This has partly been due to
the unavailability of various scattering cross sections.
Though reports of Monte Carlo simulations for water vapor
have existed,44 cross sections for the high-density liquid wa-
ter became known only very recently.45
Here, we carry out three-dimensional, time-dependent
Monte Carlo analyses of cathode initiated, electron transport
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in liquid water. The details such as the electron energy dis-
tribution, the possibility of secondary electron generation,
drift velocities, and spatial distribution of injected electron
swarms are evaluated. Electrons in liquid water undergo an
energy-dependent scattering that can be either elastic, inelas-
tic ionization, or inelastic excitation.45 The latter includes
transitions toward the Rydberg or degenerate states, attach-
ment leading to negative-ion generation, vibrational and ro-
tational excitations, and excitation of the OH*, H*, and O*
radicals. In our analysis, the energy-dependent cross sections
SsEd were parameterized based on a recent data report.45 The
following mathematical expressions with the cross section S
in units of per square centimeter and the energy E in units of
electron volt were obtained. For elastic scattering
log10sSd = 0.06769flog10sEdg3 + 0.4833flog10sEdg2
− 1.848flog10sEdg − 13.288. s1d
For ionization, the following piecewise curve fit resulted in:
S = h13.86flog10sEdg5 − 106.6flog10sEdg4
+ 319.4flog10sEdg3 − 465.5flog10sEdg2j 3 10−16
+ h333.6flog10sEdg − 95.11j 3 10−16, s2ad
for 13.5 eV,E,120 eV and
S = H 0.6391flog10sEdg6 − 12.20flog10sEdg5 + 95.25flog10sEdg4
− 388.4flog10sEdg3 + 871.1flog10sEdg2 − 1019flog10sEdg + 488.5
J 3 10−16 s2bd
for 120 eV,E,104 eV.
There are a number of collective excitation processes
that can occur (for example, Ref. 45). We have parameter-
ized all of them, but for brevity, we have provided expres-
sions for only the most dominant ones. The cross sections for
electronic scattering toward the degenerate states A¯ 1B1 were
obtained as follows:
log10sSd = − 237.4flog10sEdg4 + 1122flog10sEdg3
− 1991flog10sEdg2 + 1574flog10sEdg − 486.0
s3ad
for 10 eV,E,20 eV,
log10sSd = − 0.1323flog10sEdg4 + 1.471flog10sEdg3
− 6.048flog10sEdg2 + 10.21flog10sEdg − 22.94
s3bd
for 20 eV,E,500 eV.
The cross sections for electronic scattering toward the
degenerate states B1A¯ 1 were obtained as follows:
log10sSd = 5187flog10sEdg5 − 31057flog10sEdg4
+ 74387flog10sEdg3 − 89107flog10sEdg2
+ 53400flog10sEdg − 12830. s4ad
for 10 eV,E,20 eV.
log10sSd = − 0.6091flog10sEdg4 + 5.453flog10sEdg3
− 18.47flog10sEdg2 + 27.42flog10sEdg − 31.79
s4bd
for 20 eV,E,500 eV.
From the electronic transitions to the diffuse band, the
parameterized cross sections were obtained as follows:
log10sSd = h1.558flog10sEdg5 − 10.14flog10sEdg4
+ 26.40flog10sEdg3 − 34.35flog10sEdg2j 3 104
+ h22.34flog10sEdg − 5.813j 3 104, s5ad
for 14 eV,E,25 eV,
log10sSd = − 0.6056flog10sEdg4 + 5.881flog10sEdg3
− 21.46flog10sEdg2 + 34.29flog10sEdg − 36.59,
s5bd
for 25 eV,E,500 eV.
The cross sections of electron scattering into the Ryd-
berg states were obtained as follows:
log10sSd = 0.2386flog10sEdg5 − 3.128flog10sEdg4
+ 16.11flog10sEdg3 − 40.89flog10sEdg2
+ 50.81flog10sEdg − 41.62, s6ad
for 20 eV,E,2000 eV, and
log10sSd = − 1.021flog10sEdg − 14.64, s6bd
for E.2000 eV.
The cross sections for dissociative excitation were curve
fit according to the following:
log10sSd = h1.062flog10sEdg5 − 7.428flog10sEdg4
+ 20.75flog10sEdg3 − 28.96flog10sEdg2j 3 103
+ h20.19flog10sEdg − 5.643j 3 103, s7ad
for 14 eV,E,35 eV,
log10sSd = − 1.004flog10sEdg − 15.60, s7bd
for E.35 eV.
Finally, for the dissociative attachment leading to the
formation of H−, which is the strongest of all the electron
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attachment processes, the parameterized equation for the
4–11 eV range, with zero values elsewhere was obtained as
follows:
S = s5.083E4 − 90.16E3 + 599.7E2 − 1771E + 1958d
3 10−19, s8ad
for 4 eV,E,6 eV,
S = s1.569E4 − 41.13E3 + 402.6E2 − 1744E + 2824d
3 10−17, s8bd
for 6 eV,E,7 eV,
S = s0.5958E4 − 20.97E3 + 275.4E2 − 1600E + 3473d
3 10−18, s8cd
for 7 eV,E,9 eV,
S = s− 4.032E3 + 148.4E2 − 1806E + 7275d 3 10−20,
s8dd
for 9 eV,E,11 eV.
The energy-dependent scattering rates from the cross
sections for elastic scattering, ionization, and all the excita-
tion processes obtained from the previous polynomial fitting
are shown in Fig. 1. At low energies, elastic scattering domi-
nates, and can thus be expected to lead to low mobilities and
electron energies. This is particularly true under the condi-
tions of isotropic angular scattering.
The Monte Carla scheme is a stochastic, kinetic ap-
proach that involves the space-time dynamical evolution of a
swarm of simulation particles. The particles are taken to
obey Newtonian mechanics, and their movements consist of
a series of free lights, peppered by random scattering
events.46 Based on the self-scattering (or the null scattering)
technique, the stochastic free-flight time tFF (or mean-time-
to-collision) is obtained from the maximum scattering rate
Rmax as follows: tFF=−flnsrdg /Rmax, where r is a random
number and “ln” stands for the natural logarithm. The Rmax
value is obtained by taking the maximum of the various
energy-dependent scattering rates RisEd with all the elastic
and inelastic processes taken into account. In general, the
scattering rate RsEd is related to the corresponding cross sec-
tion SsEd for that process obtained as follows: RsEd
=SsEdNvsEd, where N is the density of water molecules and
vsEd is the energy-dependent electron velocity. This scatter-
ing rate can also be used to crudely estimate the electron
mobility m for a thermal distribution of energies. In the
collision-dominated regime, m=qktl /m, where ktl is the av-
erage collision time and m is the electron effective mass.
Since roughly ktl,1/ kRl, the electron mobility works out
about 6310−6 m2/V/s for a thermalized energy distribution
from the values of Fig. 1.
Monte Carlo simulations were carried out by injecting a
swarm of 6000 particles from the cathode at a given electric
field. The electric field was not updated (as done in usual
“particle-in-cell” codes 47) on the assumption of a low elec-
tronic charge density. The initial energies were assigned
based on a thermalized Boltzmann distribution. A time step
of 0.01 fs was used for the highest water density (i.e.,
1 gm/cc) because of the high elastic scattering rate shown in
Fig. 1. The angular distribution was taken to be isotropic for
the inelastic processes. For elastic scattering, a Rutherford-
Moliere 45 differential cross section Ssud of the form
Ssud = K1/fK2 − cossudg , s9d
was used, with K1 and K2 being the angle independent con-
stants based on the energy, atomic number, and screening
parameter.45 From Eq. (9), the angle selection for the final
state after elastic scattering can be ascertained from the dis-
tribution Ssud, by invoking a random number “r” and by








Carrying out the integration leads to a closed form ex-
pression for the angle u in terms of the random number “r.”
Figure 2 shows the angular distribution as a function of the
random number for the three electron energies. As evident
FIG. 1. Energy-dependent elastic and inelastic scattering rates used for the
electron Monte Carlo scattering.
FIG. 2. Angular distribution with random number for elastic scattering for
three different electron energies.
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from the curves, the scattering is almost isotropic for small
energies and shifts toward an anisotropic, small forward
angle behavior only at very large energies. This essentially
implies that the electrons injected from the cathode are likely
to be heavily scattered in a random fashion and that they
would be unable to pickup much energy. Their mobility
would therefore remain close to the 6310−6 m2/V/s value.
Clearly, the scattering rate depends on the liquid density
N. The most favorable condition for energy gain, and argu-
ably, a pathway to possible impact ionization occurs at low
densities. This situation can occur for long-voltage pulses
that can cause internal heating and bubble formation or under
optical excitation. In order to ascertain the density depen-
dence for possible impact ionization, we carried out Monte
Carlo runs for different water density values (hence, different
scattering rates) by releasing 6000 electrons from the cathode
and following their trajectories for relatively short times. The
distributions of the swarm in position and energy space, as
well as the production of the secondary electrons due to ion-
ization were monitored. Figure 3 shows the time-dependent
mean swarm energy at a field of 108 V/m and various frac-
tional density factors F (here F=1 indicates the normal water
density). As the density is decreased, the scattering rates
scale down to lower values, thereby increasing the velocity
and energy of the particles. A snapshot of the spatial electron
swarm distribution from the cathode (at z=0) after 1.6
310−12 s is shown in Fig. 4. Most particles are seen to still
lie near the cathode. For the higher F values (corresponding
to the highest scattering and smallest mobility), the distribu-
tion is bunched more tightly and shows a peak toward the
low z values.
The number of impact ionization events for the 108 V/m
field are given in Fig. 5. At the highest density factor of
0.006, substantial numbers of secondary-charge carriers are
predicted within a relatively short time. However, increasing
the density factor to about 0.01 (not shown) resulted in al-
most no ionization event, and a very low drift velocity. In our
simulations, higher electric fields were also used, and the
corresponding upper bound on F required for initiating ion-
ization events decreased. Figure 6 shows a plot of the electric
field versus the maximum allowable density factor for ion-
ization. For the peak breakdown fields of about 4
3109 V/m for the water observed experimentally,2,9 our re-
sults indicate that normal water densities would be too high
to facilitate the ionizing avalanche necessary for triggering
the breakdown. This clearly demonstrates that electron injec-
tion at the cathode cannot play a dominant part in the break-
down for the short-pulse conditions, and is only likely to
produce slow moving negative ions (through trapping or at-
tachment), or quasi-localized electron bubbles.
III. ENERGY-BAND MODEL FOR LIQUID WATER
We next examine the breakdown phenomena and related
polarity effects based on an energy-band model for homoge-
neous liquid water. Such energy-band approaches have been
used in the past.31,48 Figure 7(a) shows a simple schematic of
the bands under zero-field, equilibrium conditions. Based on
published data,31 water was taken to have a band gap of
FIG. 3. Time-dependent Monte Carlo results showing the swarm kinetic
energies at a 108 V/m field for various density factors F.
FIG. 4. Spatial distribution of the electron swarm from the cathode (at z
=0) after 1.6 ps.
FIG. 5. Time evolution of the number of ionization events for a 108 V/m
field and various density factors.
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8.5 eV and an electron affinity of ,0.8 eV. For common
electrode materials (e.g., stainless steel, brass etc.), the metal
work function is near 4.5 eV. Space-charge effects and a
built-in electric filed (with opposing directionality) will oc-
cur at both electrodes under these conditions. Obviously, for
a small work function, the band bending and space-charge
polarity at the metal interfaces would be reversed. At high
bias, the band would change as sketched in Fig. 7(b), and a
unidirectional field would prevail.
Breakdown usually implies a sudden rise in the carrier
density (though a dramatic increase in mobility would have a
similar effect), and the following sources for charge creation
and/or injection exist, as sketched in Fig. 8. (i) Electronic
injection from the cathode [processes “4” or “5” of Fig. 8(a)]
can lead to the formation of negative ions due to electron
capturing trapping (because impact ionization cannot occur
as already shown). There could also be an annihilation of
positive ions [process “1” of Fig. 8(a)]. In theory, electronic
injection can occur either via the tunneling of cold electrons
[process “5” of Fig. 8(a)], or thermionic emission, or injec-
tion of hot electrons due to an Auger effect [processes “1–4”
of Fig. 8(a)]. Of these, the thermionic emission can be ne-
glected due to the near-thermal conditions for the present
short-pulse scenario. Cold electron tunneling is also not
likely due to the relatively large energy barrier to the con-
duction band. The Auger processes 1–4 are also likely to be
weak because this process requires that the electron transi-
tion “2” be quite strong to provide the energy boost for pro-
cess “3.” However, the electron populations close to the
Fermi level will be much smaller than those at much lower
energies. Hence, transition “2” from a level close to the
Fermi level is not as likely as the localized shuffling of me-
tallic electrons in the vicinity of level “1”. The cathode can
be expected to primarily supply current due to process “1”,
resulting in direct electronic transitions from the metal to the
positive ionic sites. Here, we have assumed that only process
“1” is of significance. This will produce a conduction current
that limits the displacement component and prevents large
increases in electric fields near the cathode.
Electronic charge-transfer processes occurring near the
anode include: (i) Electron transfer via tunneling at the anode
from negative ions, as shown in Fig. 8(b). In general, numer-
ous negative ions such as OH−, C1−, and I− can exist near the
anode. For simplicity, only the OH− ion is considered here,
with an energy separation of about 0.7 eV from the valence
band.31 This assumes nearly pure water, and as such, repre-
sents an idealized limiting condition. As evident from Fig.
8(b), the OH− ions in a very close proximity to the anode
would be unable to transfer electrons due to the near com-
plete state filling of the metallic band. A significant field
dependence to the charge transfer from the OH− ions is to be
expected due to the band bending. (ii) Field ionization 49 due
to the tunneling of electrons from neutral water molecules as
sketched in Fig. 8(c). As seen in Fig. 8(c), the effective en-
ergy barrier to the electron transfer process can be fairly
small in the order of ,2–3 eV. This field ionization rate RI
is strongly field dependent and roughly given as follows.39,50
RI = fsqEad/hgexpf− smap2D2d/sqEh2dg , s11d
where h is the Planck’s constant, a is the molecular separa-
tion (,0.31 nm for water at normal densities), q is the elec-
tronic charge magnitude, and D is the ionization energy bar-
rier for water. Generally, the ionization potential for an
isolated water molecule is quite large.51 However, as shown
recently, the clustering of water molecules, combined with
the presence of an external field, effectively leads to a sig-
nificant energy lowering.51 Here, we treat the energy barrier
as a fitting parameter and seek to obtain the numerical value
that would yield a good agreement with the experimental
results. Based on Fig. 8(c), field ionization can lead to a
continuous transfer of electrons in a sequential hopping man-
FIG. 6. Monte Carlo calculation of the water density factor vs the maximum
electric field required for ionizing multiplication.
FIG. 7. Energy-band representation for liquid water. (a) zero bias, equilib-
rium condition and (b) with external bias.
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ner through a chain of neighboring molecules, provided that
sufficiently high fields are accessible.
Since the precise values of effective mass, ionization en-
ergy, and molecular separation are not known, the following
generic form was taken to represent the field-dependent ion-
ization rate RI:
RI = fsqEad/hgexpf− K1/Eg , s12d
where K1 is an adjustable parameter. A value of 4.27
3109 V/m was seen to work in providing a quantitative
agreement with the experimental data, as discussed in the
next section. This corresponds to an effective ionization bar-
rier of 2.3 eV. The resulting field-dependent ionization rate
for this K1 value is shown in Fig. 9. For electric fields be-
yond 53108 V/m, a fairly high ionization rate is predicted.
As will be shown in the next section, this contributes to a
localized breakdown, and the high-field ionization cascades
down to successive segments. It may be pointed out that field
ionization does not require the presence of seed electrons nor
the charge transfer. Hence, the breakdown event can propa-
gate at the speed of the electric field and can be very fast due
to the exponential dependence of the ionization rate on the
field. Also, the process would not be limited by the carrier
drift.
The electronic transition probability p(E and z) from the
negative ions to the metallic anode as shown in Fig. 8(b) is
position and field dependent and governed by the wave func-
tion overlap between the ionic location and the z=0 anode.
Assuming a decaying exponential wave function and using
the Wigner-Kramers-Brillouin (WKB) approximation52 for
tunneling from the ions to the metal through the water band
gap leads to the following:
psE and zd = expf− azgexpfqsfm − 6.3 + Ezd/hkBTj ,
s13ad
for hzfE−akBT /qgj,6.3−fm,
psE and zd = 1.0., s13bd
for hzfE−akBT /qgjø6.3−fm,
FIG. 8. Schematic of charge-transfer processes in liquid water. (a) Various
electron injection processes at cathode, (b) electronic tunneling from ions at
the anode, and (c) field ionization process from a neutral molecule from
Ref. 49.
FIG. 9. Field-dependent Zener tunneling rate.












































Electric Field (Vim) 
psE and zd = 0.0, s13cd
for 6.3,fm, where fm is the metal work function in electron
volt and a is a characteristic parameter that describes the
wave function decay. Here, the wave function (centered at
the ion) was taken to be ,expf−auzug, with a,6.45
3109 m−1. Such decaying exponential descriptions of the
wave function are commonly used in the treatment of hop-
ping conduction in ions. Figure 10 shows the plots of this
anode-side probability as a function of electric field for three
different a values. It is evident that (a) the tunneling prob-
ability increases with the electric field as expected, (b) the
probability is higher for a metal with a larger work function,
and (c) finally, a distinct field-controlled switching character-
istic is evident in Fig. 11. Thus, beyond a critical anode field,
a sharp transition toward a large device conduction can be
expected. The work-function dependence is important, and
implies that large work-function metals will facilitate a large
anode current, leading to smaller hold-off voltages.
Finally, the cathode probability, pC, for electron emission
into the conduction band (process “a” of Fig. 8) can be ex-
pressed in the WKB approximation obtained as follows:
pC = expf− h4s2mqd0.5/s3E"djhfm − 0.1 − sqE/h4p«jd0.5jg ,
s14d
where E is the electric field at the cathode, " is the reduced
Planck’s constant, and « is the permittivity. As discussed
recently,42 the permittivity can be field dependent. This as-
pect was taken into consideration by using a variable «sEd
value. Due to the relatively large energy barrier between the
metal Fermi level and the conduction band of water, this pC
value is relatively low. The dominant conduction mechanism
at the cathode would be of electron flow from the metal to
the positive-ion states.
IV. TIME-DEPENDENT ANALYSIS
A time-dependent simulation model was developed and
implemented, as shown in Fig. 11. A 50 V external resistor,
R, along with a supply voltage Vapp, was placed in series with
the simulation volume representing the water-filled switch
device. The entire device simulation region was divided into
a central region consisting of “N” boxes of equal size and
characterized by ion transport on the basis of drift-diffusion
(DD) theory. The DD approach was also used to update both
the negative and position ion densities within each box tak-
ing account of inflows and outflows, bulk recombination and
generation, charge creation due to field ionization [Eq. (11)],
negative-ion generation at the cathode, positive-ion decay at
the anode [based on Eqs. (13a)–(13c)], and positive-ion an-
nihilation at the cathode via electron transfer. The existence
of free electrons was neglected. Current continuity was used
to update the internal electric field E(x and t) and the poten-
tial at grid points within the center of each box through the
relation Jcctstd= fVappstd−Vdevstdg /R=df«sEdEsx and tdg /dt
+sEsx and td, where Vdev is the device voltage and «sEd is
the field-dependent permittivity. Based on a detailed atomic-
level analysis of the electrical response of water dipoles at
the metal-liquid interface,42 an effective field-dependent per-
mittivity was used. This effectively leads to electric-field en-
hancements arising from a positive feedback mechanism,
since permittivity decreases with increasing electric field.
The cross sections were assumed to be rectangular, with the
dimension increasing linearly from 0.85 mm at the wire to a
larger 22 mm value at the plane electrode in keeping with
experimental data.9 The distance between the wire and plane
electrodes was taken to be 200 mm.
FIG. 12. Time-dependent circuit current from the simulations in response to
a 40 kV,200 ns pulse.
FIG. 10. Electron hopping conduction probability at the anode as a function
of electric field for various a values.
FIG. 11. Schematic of the quasi-two-dimensional continuum model used for
water breakdown simulations.
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The time-dependent simulation results for the previous
geometry and a 200 ns, 40 kV electrical pulse were obtained
by incorporating all of the charge transport and field-
dependent processes. Figure 12 shows the time-dependent
current for an ionization energy of 2.3 eV. The initial, sharp
subnanosecond drop from a high value represents a strong
displacement current. It is particularly large here because the
effective inductive and/or capacitive elements were not in-
cluded in the external circuit. The current is seen to quickly
decay to insignificant levels until about 70 ns. Current
growth and oscillations then become dominant, and break-
down is predicted. The time frame and the large characteris-
tic current swing obtained are in good agreement with the
actual experimental data shown in Fig. 13. The breakdown is
predicted to be initiated at the anode and to progressively
move toward the cathode. The snapshots of the longitudinal
electric field along the direct anode-cathode axis at different
times are shown in Fig. 14. A collapse of the electric field
near the anode is predicted, with a progression toward the
cathode. This is due to the buildup of a large density of
negative ions at the anode side from the field ionization,
which reduces the electric field and resistivity. Figure 15
shows the snapshots of the negative charge density at 0.1,
1.0, 60, and 68 ns from the initiation of the external pulse.
Even though the equilibrium OH− levels are roughly in the
order of 3.631021 m−3, values as high as 531026 m−3 are
predicted near the anode. At times near 70 ns, this density
progressively increases with the onset of the breakdown. The
corresponding positive-ion densities, shown in Fig. 16, de-
crease with time. This is primarily due to recombination, as
ionic drift velocities are generally too small to allow for the
rapid carrier flush out. Quite conceivably, such recombina-
tion is likely to give rise to radiative processes, as have been
observed in the experiments.
V. SUMMARY AND CONCLUSIONS
In conclusion, we have analyzed the electric breakdown
process in a homogeneous liquid water for short electrical
pulses in the nanosecond range. Unlike most previous break-
FIG. 13. Experimental data for the time-dependent circuit current for a
200 ns pulse.
FIG. 14. Calculated distribution of the electric along the longitudinal direc-
tion at four time instants. The collapse of the field starting from the z=0
anode side is evident.
FIG. 15. Calculated distribution of the negative-ion density along the lon-
gitudinal direction at four time instants. The density is predicted to buildup
with time starting at the anode.
FIG. 16. Calculated distribution of the positive-ion density at three time
instants. The density continually decays due to the ion recombination at the
anode end.
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down studies involving pulses in the microsecond range or
higher, internal heating cannot be a factor in the present situ-
ation. Consequently, the liquid vaporization-related density
reductions become irrelevant to the breakdown physics. In
this contribution, we have attempted to probe the breakdown
process based on the nonlinear, field-dependent mechanisms.
It has been shown here on the basis of Monte Carlo
simulations that breakdown would not be the result of
electron-impact ionization from the cathode injection. The
results showed that strong elastic scattering, coupled with the
highly isotropic angular deflections, prevent electrons from
picking up the requisite energy. Consequently, the energy
distributions were predicted to remain far below the thresh-
old for impact ionization, despite the high external electric
fields. It was also shown that only under low-density situa-
tions (as might exist due to bubble formation or partial va-
porization), or upon external photoexcitation, might the
electron-impact ionization process be operative. The results
of the Monte Carlo analyses are also keeping with the ob-
served polarity dependence. The electron-initiated processes
would have implied a cathode initiation of the breakdown
process. However, experimental data clearly indicates that
breakdown is initiated at the anode and proceeds via stream-
ers propagating toward the cathode.
A drift-diffusion model was then used in this study to
probe the time-dependent dynamics of breakdown. Field ion-
ization, as well as charge transfer at the two electrodes, and
bulk recombination were all accounted for in the model. Our
results indicate that field ionization (i.e., the Zener process)
could only be responsible for the dramatic nonlinear in-
creases in the current and local ion density, provided the
ionization energies as low as 2.3 eV were to exist. Since this
phenomena is field dependent, it is predicted to almost al-
ways start from the regions of highest electric fields, i.e., the
wire electrode for the wire-plane geometries, regardless of
the polarity. This is in agreement with the experimental ob-
servations. However, the relatively low-field ionization ener-
gies of ,2.3 eV necessary for this scenario are somewhat
unrealistic, and probably precludes this possibility.
Thus, our modeling results indicate that neither the field
ionization in a homogeneous liquid water nor the electron-
initiated impact ionization is likely to be the processes re-
sponsible for the experimental observations. Instead, other
mechanisms not considered here would effectively be opera-
tive. Firstly, the presence of high electric fields at the con-
tacts (especially the wire electrode) might promote the for-
mation of nanocracks within the water as suggested
recently.53 Physically, this might arise from a net momentum
transfer from either the electron swarm injected at the cath-
ode or due to moving ions, as the charges accelerate in the
high-field region. The nanocracks (or local reductions in the
water density) could facilitate subsequent charges passing
through the nanocrack to acquire greater energies. In time,
such cracks might spread and also allow for some impact
ionization. However, our preliminary analysis based on the
GROMACS simulation tool,54 which uses an atomistic ap-
proach, indicates that there would be no significant crack
formation. This aspect will be reported in detail elsewhere.
Next, it must be mentioned that the possibility of electron-
facilitated (inelastic) field ionization was ignored here. This
might be likely in the regions of large quasi-free electron
populations and high electric fields. The inelastic energy loss
from the quasi-free electrons could assist the field-ionization
process. However, this is not likely to be very important,
given the predicted lack of free and energetic electrons.32
Experimental evidence is in support of the rapid solvation of
free electrons.
The field dependent, Grotthuss-type mobility enhance-
ments due to the proton transfers were also not considered
here. However, based on the experimental data, such mobil-
ity enhancements are less than an order of magnitude.55 So
while this mechanism would certainly contribute additively
to increases in the current, a breakdown or runaway phenom-
ena would not result. Finally and more importantly, this
analysis has been based on an energy-band picture, which is
strictly valid for periodic, homogeneous lattices, or in the
presence of long-range order. In water, however, there is no
long-range order, and the constant motion of the molecular
dipoles produces local fluctuations in the potential. Under
such circumstances, dynamic shifts in the electronic states
can be expected, leading to a field-assisted electron transfer
(i.e., tunneling) between neighboring molecular sites.56 The
molecular fluctuations would provide a mechanism for bring-
ing an occupied energy state of molecule “A” in line with an
unoccupied energy state of a nearby molecule B, at least for
a finite time, as the energy of individual molecules: shifted in
response to structural changes. So effectively, there could be
an effective field ionization based on the electron transfer
during limited periods of time. However, the fluctuations in
the ionization energy would be perturbative.57 Hence, large
deviations from the experimental reports of ,5.2 eV ioniza-
tion energies for water, based on many-body effect,51 are not
expected. Certainly, values as low as 2.3 eV as required here,
would not apply for long periods of time.
The central conclusion from this quantitative analysis is
that the ionization process (whether electron impact or Zener
tunneling) in homogeneous, liquid water cannot be respon-
sible for the experimental effects. A random distribution of
pre-existing microbubbles within the liquid would ad-
equately explain the observed breakdown fields and time de-
lays. Physically, the situation would be similar to that occur-
ring in the ceramics and nanogranular dielectrics. The strong
electric fields capable of field ionization at the liquid-bubble
interface would initiate the charge generation. The subse-
quent impact ionization within the bubble gas would create a
large plasma formation and conductivity enhancements. The
polarity effects would arise from the finite lifetime of free
electrons in liquids. The details of the microbubble processes
and quantitative results for the breakdown phenomena will
be discussed elsewhere.
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