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Abstract
Consider the mod 2 homology spectral sequence associated to a cosimplicial
spaceX . We construct external operations whose target is the spectral sequence
associated to EΣ2 ×Σ2 (X × X). If X is a cosimplicial E∞-space, we couple
these external operations with the structure map
EΣ2 ×Σ2 (X ×X)→ X
to produce internal operations in the spectral sequence. In the sequel we
show that they agree with the usual Araki-Kudo operations on the abutment
H∗(TotX).
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1. Introduction
Let C be a fixed E∞ operad in spaces. The aim of this work is to provide a new
proof of the following theorem.
Theorem 1.1. Suppose that X is a cosimplicial object in the category of C-
spaces. Then there are operations in the mod-2 homology spectral sequence as-
sociated to X:
Qm : Er−s,t → E
r
−s,m+t m ≥ t
Qm : Er−s,t → E
w
m−s−t,2t m ∈ [t− s, t]
where w ∈ [r, 2r − 2] is given by
w =

r m = t− s
2r − 2 m ∈ [t− s+ 1, t− r + 2]
r + t−m m ∈ [t− r + 3, t].
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The first proof of this was given by Jim Turner in [22]. We present here
a fundamentally different proof which is more direct and is amenable to gen-
eralization. In particular, in [9], we prove the analogue of Theorem 1.1 for
cosimplicial En+1-spaces. The calculations for the E∞-case are substantially
more transparent than those for the En+1 case, and [9] requires much of the
machinery and many of the calculations in this paper. Had we bundled this
into one paper, we would have had to prove the E∞ case first anyway, so for
simplicity we have separated it out. Another motivation for providing a new
proof of 1.1 is to address the issue of compatibility with Araki-Kudo operations2
in the abutment of the spectral sequence, H∗(TotX). Thus this paper also feeds
into [10], where some of the themes (small examples and external operations)
help us to give the first complete proof of [22, 5.11] (the proof sketch given there
has substantial gaps).
Pictorially, the images of these operations applied to an element in bidegree
(−s, t) lie on the solid and dotted lines of Figure 1. We call operations of the
first type “vertical operations” and operations of the second type “horizontal
operations”.
−s−2s
2t
t
Qt−s(x) Qt(x)
x
Figure 1: Vertical and Horizontal Operations
Prior to Turner’s work, Araki-Kudo operations were constructed in Eilenberg-
Moore spectral sequences in [1] and [14], though in both cases only the ‘vertical’
operations were given. The theory of Steenrod operations, on the other hand,
has a rich literature. Appropriate starting points are [7] and [21, Chapter 7].
Steenrod operations in spectral sequences have been used to facilitate computa-
tions of cohomology; in particular, this extra structure sometimes allows one to
prove collapse theorems. As an example, the existence of Steenrod operations
was used in [18] to calculate the cohomology of the classifying spaces of some
exceptional Lie groups.
2These are also referred to as Dyer-Lashof operations.
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We now mention two examples of cosimplicial C-spaces where the homology
spectral sequence and its target are of interest. The theory presented in this
sequence of papers may provide insight to each. For the first, consider a pullback
diagram
Ef //

E

Z
f
// B
and let X• be the two-sided geometric cobar construction with Xn = Z×Bn×E
(see [19, §2] for a complete definition). Using H∗ to denote homology mod 2, the
homology spectral sequence associated to X• is the Eilenberg-Moore spectral
sequence
E2 ∼= CotorH∗(B)(H∗(E), H∗(Z))⇒ H∗(Ef ),
as demonstrated in [19, Theorem 5.1]. If the above pullback diagram is a pull-
back diagram in the category of C-spaces, then X• is a cosimplicial C-space.
Thus, in this case, there are operations in the Eilenberg-Moore spectral se-
quence associated to the pullback diagram above.
As a second example, suppose that Z is a space and that R is a commutative
ring. In [5, Chapter I], Bousfield and Kan define the R-completion of Z as the
totalization of a certain cosimplicial space R˜Z. It turns out that if Z is a C-space, then R˜Z is a cosimplicial C-space. Thus there are homology operationsin the associated spectral sequence, which, coupled with convergence results of
Bousfield and Shipley [4, 20], may help provide information about the mod 2
homology of R-completions of various C-spaces.
The scheme of the paper is as follows. We work with simple Bousfield-Kan
universal examples, which one might think of as cosimplicial spheres. We con-
struct external operations for these examples and use the universal property to
transport these operations into the spectral sequence for an arbitrary cosimpli-
cial space. When that cosimplicial space is actually a cosimplicial C-space, we
then obtain internal operations by combining the external operations with the
C(2)-structure.
We begin with some background and notation.
1.1. Homology Spectral Sequence and Passage to Chains
Let X be a cosimplicial space (where ‘space’ means either topological space
or simplicial set). We briefly outline the construction of the homology spectral
sequence associated to X (see [4] for more details).
Definition. We always work over the field k = Z/2 and just write Ch for the
category of chain complexes over k. For a set Z with basepoint ∗, the notation
kZ will always mean the free k-module with basis Z \ {∗}, so that k defines
a functor Set∗ → kMod. If Z is just a set, then kZ will be denote the free
k-module with basis Z.
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We will use the normalization functor N : kMod∆
op
→ Ch given, on a
simplicial k-module Z, by
Nk(Z) = Zk/(s0Zk−1 + . . . sk−1Zk−1)
with differential induced from the sum of the face maps. Let
S∗ : Spaces→ Ch
be the mod-2 (normalized) chains functor. The first step in the construction
of the spectral sequence is to pass from X to the cosimplicial chain complex
S∗(X).
If Y is a cosimplicial object in an abelian category A, we will write CY for
the conormalization of Y
CY p = coker
( p⊕
k=1
dk :
⊕
Y p−1 → Y p
)
, (1)
which is an object in coCh≥0A, the category of nonnegative cochain complexes
over A. The differential on CY , which we write as dh, is the map induced by
the coface map d0. When A = Ch, the category of chain complexes over k, we
will regard CY as a left-plane bicomplex which consists of the k-module CY pq
in bidegree (−p, q).
Definition. In this setting, we always write
dv : CY
p
q → CY
p
q−1
for the differential coming from Y p and
dh : CY
p
q → CY
p+1
q
for the differential which is induced from the coface maps. Given the definition
of conormalization, we have that dh is just the coface map d
0. We will also
write ∂ = dv + dh for the differential in the total complex below.
Given a bicomplex B, we will let TotB denote the product total complex:
(TotB)m =
∏
j
Bj,m−j. (2)
The appropriate filtration in this situation is the one by columns
F km =
∏
j≤k
Bj,m−j.
We may regard TotC(Y ) as a subcomplex of∏
m
Hom(∆m∗ , Y
m),
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where this is the internal Hom in the category Ch and ∆m∗ denotes normalized
simplicial chains on the simplicial set ∆m = Hom(−, [m]). The natural filtration
of ∆•∗ by skeleta induces the above filtration on TotC(Y ) (see [4]).
The homology spectral sequence associated to a cosimplicial space X is,
by definition, the one obtained from this filtration on TotCS∗(X). For this
reason we usually work with cosimplicial chain complexes rather than cosim-
plicial spaces, though of course we will have to check that various geometric
constructions we make behave well when we pass to chains. This will usually
take the form of an E1 or E2 isomorphism between algebraic and geometric
constructions.
Definition. If C is a filtered chain complex with F−s−1 ⊂ F−s, we will write
Zr−s,t = { x ∈ F
−sCt−s | ∂x ∈ F
−s−rC }
Br−s,t = ∂Z
r−1
−s+r−1,t−r+2 + Z
r−1
−s−1,t+1
for the r-cycles and r-boundaries, and Er−s,t = Z
r
−s,t/B
r
−s,t for the (−s, t) po-
sition of the rth page of the spectral sequence . Furthermore, if x and y are in
F−sCt−s, then we will write x ∼r y if x− y ∈ B
r
−s,t.
1.2. External Operations
Araki-Kudo operations were introduced in [13]. In this section we recall,
following the construction in [16], that the operations for a C-space X may be
obtained by combining an “external operation” with the C(2)-structure map.
Set π := Σ2 = {e, σ} and let k
triv be k with trivial π-action. Let W be the
minimal kπ-free resolution of ktriv, which is defined by
Wi =
{
kπ · ei i ≥ 0
0 i < 0
(3)
and
d(ei) = (1 + σ)ei−1.
This is kπ-chain-homotopic to S∗(Eπ), which, combined with the shuffle map,
gives a quasi-isomorphism
W ⊗pi (S∗(X)⊗ S∗(X))→ S∗(Eπ ×pi (X ×X))
for any space X . We have that C(2) is equivariantly homotopic to Eπ, so if X
is a C-space then there is a map
Eπ ×pi (X ×X)→ X
which induces
W ⊗pi (S∗(X)⊗ S∗(X))→ S∗(X).
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Let C be a chain complex. We define, for each m, a graded (non-additive)
function of degree m
qm : C →W ⊗pi (C ⊗ C)
c 7→ em−|c| ⊗ c⊗ c+ em+1−|c| ⊗ c⊗ dc
(interpreting terms with e−n as zero). Notice that q
md = dqm and that qm
induces a homomorphism in homology. If C is a chain complex equipped with
a map W ⊗pi (C ⊗ C) → C (for example if C is chains on a C-space) then the
image of [c] under the composite
H∗(C)→ H∗+m(W ⊗pi (C ⊗ C))→ H∗+m(C)
is, by definition, Qm[c]. Since the Araki-Kudo operations Qm factor through
H∗(W ⊗pi (C ⊗ C)), we call
qm : H∗(C)→ H∗+m(W ⊗pi (C ⊗ C))
an ‘external operation’.
A naive first attempt to construct operations in our spectral sequence would
involve mimicking what we did for chain complexes. We now explore this,
though it won’t be enough, as noted below. The tensor product of two cosim-
plicial chain complexes A•∗ and B
•
∗ is the cosimplicial chain complex given in
cosimplicial degree p by Ap∗ ⊗ B
p
∗ . If X is a cosimplicial C-space, then we have
a map
W ⊗pi (S∗(X)⊗ S∗(X))
E1-iso.
−→ S∗(Eπ ×pi (X ×X))→ S∗X,
so it is useful to consider cosimplicial chain complexes Y equipped with a map
W ⊗pi (Y ⊗ Y )→ Y. (4)
If Y is any cosimplicial chain complex, then applying qm levelwise gives a map
of cosimplicial sets
qm : Y →W ⊗pi (Y ⊗ Y ).
One must then check (since qm is not additive) that this induces maps Er(Y )→
Er(W ⊗pi (Y ⊗ Y )) for r ≥ 1. Combining this with (4) gives operations
Qm : Er(Y )
qm
→ Er(W ⊗pi (Y ⊗ Y ))→ E
r(Y ).
Notice, though, that [y] ∈ Er−s,t is mapped to something in bidegree (−s, t+m)
and to zero for m < t, so we only pick up the vertical part of Figure 1.
Henceforth, whenever we speak of external operations on a cosimplicial chain
complex Y we will mean operations whose target is the spectral sequence for
W ⊗pi (Y ⊗ Y ). It will grow quite tedious to write
W ⊗pi (Y ⊗ Y )
for the homotopy orbit complex, so instead we will abbreviate it as
E(Y ) =W ⊗pi (Y ⊗ Y ). (5)
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Remark (See Section 10). The class [y] is in total degree t−s, so we expect there
to be Araki-Kudo operations in total degrees ≥ 2(t−s). The vertical operations
begin in total degree 2t− s, indicating that we have missed a few. There is one
other operation that we could reasonably talk about here, the one at the bottom
left. Notice that if Y comes equipped with a mapW⊗pi (Y ⊗Y )→ Y , then there
is a multiplication on the spectral sequence of Y . Since the bottom Araki-Kudo
operation of an element is meant to be its square, it is compelling to notice that
if [y] is in Er−s,t then both Q
t−s[y] and [y]2 are in bidegree (−2s, 2t). This may
convince the skeptical reader of the validity of the shape of Figure 1.
1.3. Bousfield-Kan Universal Examples
For each p, define Dp(r,s,s) as the cofiber of the inclusion
sks−1∆
p
+ → sks+r−1∆
p
+
in the category of simplicial based sets (here ∆p+ is obtained by adding a disjoint
basepoint to the standard simplicial p-simplex). For t ≥ s, define Dp(r,s,t) by
iterating the Kan suspension ([12, 2.2] or [8, III.5]) t− s times.
D
p
(r,s,t) = Σ
t−sD
p
(r,s,s) (6)
These cosimplicial spacesD•(r,s,t) were introduced in [6] where it was shown that
the (integral) homology spectral sequence has the form of Figure 2.
−s−(s+ r)
t
t+ r − 1
ı
δr(ı)
Figure 2: Spectral Sequence for D(r,s,t)
The Bousfield-Kan example D(r,s,t) is weakly universal for elements in E
r
−s,t
of the homology spectral sequence. Indeed, for a cosimplicial simplicial abelian
group B and an element b ∈ Er−s,t(B) there is a map of cosimplicial simplicial
abelian groups ZD(r,s,t) → B which, on the spectral sequence level, sends ı to
b. We used the adjective ‘weakly’ because the cosimplicial simplicial abelian
group map actually depends on a choice of representative of b. Slightly more
general ideas can be found in [6], while slightly more specific ideas can be found
in section 2.2.
In any case, the spaces D(r,s,t) are the atomic cosimplicial spaces when it
comes to the homology spectral sequence. To understand external operations,
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−s−2s
2t
Figure 3: E2(Epi ×pi (D(∞,s,t) ×D(∞,s,t)))
we will first understand them in these basic examples. We shall examine the
spectral sequence for the cosimplicial space Eπ ×pi (D(r,s,t) ×D(r,s,t)).
Part of the proof of Theorem 1.1 we present relies on a calculation (Theo-
rem 7.1) giving Figure 3 (or Figure 8 on page 25), which is extremely suggestive
when compared to Figure 1 on page 2.
1.4. Outline
The next section is devoted to a careful consideration of the universal ex-
amples of Bousfield and Kan. In particular, we give a basis for the levelwise
homology (Proposition 2.3), a complete calculation of the spectral sequence
(Proposition 2.4), and the universal property (Proposition 2.5). The basis for
the levelwise homology will be used in Section 3 to give a basis for the E1 page
of the spectral sequence associated to E(Drst), which is the spectral sequence
we spend much of the remainder of the paper calculating. We explore some
consequences of the dual Eilenberg-Zilber theorem for cosimplicial chain com-
plexes in Section 4, which we will need for the calculation of E2 in Sections 5–7.
Sections 8 and 9 are dedicated to a computation of the higher differentials in
this spectral sequence.
Having completed the calculation of the spectral sequence associated to
E(Drst), we give a definition in Section 10 of the external operations on the
level of cycles. The basic idea is that an r-cycle y ∈ Zr−s,t(Y ) determines a map
Θy : Drst → Y with ı 7→ [y]. We define the operations on [y] as the images of
certain generators of Er(E(Drst)) (the bottom right part of Figure 8 on page 25)
under the map induced by E(Θy). It is not at all obvious from this construction
(perhaps because it is not generally true) that these operations depend only on
the class [y] ∈ Er−s,t(Y ), rather than on the r-cycle y, nor is it obvious that
the operations are homomorphisms. In Section 11 we show that these cycle-
level operations are additive, which we use finally in Section 12 to show that
the cycle-level operations descend to spectral sequence operations in the sense
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of Theorem 1.1. The fact that the representing maps depend on our choice
of r-cycle introduces some indeterminacy in this step, which is precisely where
the ‘w’ in the theorem statement comes in. On page 41 we use the universal
examples to show that this ‘w’ is the best possible.
2. Algebraic Bousfield-Kan Examples
In this section we give an explicit description of the mod-2 homology spectral
sequence associated to the Bousfield-Kan universal examples.
We give two separate constructions of the E1 page of these spectral se-
quences. The second, starting on page 12, gives a complete description of
the spectral sequence and allows us to establish the universal property for the
Bousfield-Kan universal examples. It is also relatively quick.
The first construction is more involved and only produces E1. This relies on
the observation (see [6, 3.1]) that, for a cosimplicial chain complex Y ,
C(Ht(Y ))
s ∼= Ht(CY
s),
where the latter term is isomorphic to E1−s,t(Y ). The method we use is to first
compute the levelwise homology Ht(Y
s) and then calculate the (higher) coface
maps Ht(d
1), Ht(d
2), . . . , Ht(d
s+1). This will tell us about the left-hand side of
the above isomorphism.
The advantage to presenting a construction along these lines is two-fold.
First, it provides good practice since we will use this method of calculation
later to calculate E(Y ). More importantly, the levelwise homology of Y gives
information about the levelwise homology of E(Y ) (see section 3.1).
Most future calculations in this paper rely on the bases we choose here.
2.1. Homology of the Skeleton of the p-Simplex
Let ∆p denote the (normalized) simplicial chains for the standard simplicial
model of the p-simplex. A basis for ∆p in dimension k is given by the set of
ordered injections [k] →֒ [p].
For a complex C, write skt(C) for the brutal truncation with
skt(C)k =
{
Ck k ≤ t
0 k > t.
This notation is chosen because of its relation to the usual notion of simplicial
skeleton: if X is a simplicial set, then
skt S∗X = S∗ sktX,
where S∗ = Nk is the normalized simplicial k-chains functor. Thus we wish to
compute the homology of skt∆
p, and since we always have
Hk(skt C) =

0 k > t
Zt(C) k = t
Hk(C) k < t
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we are left to understand Zt(∆
p). If t > 0 then Zt(∆
p) = Bt(∆
p) and if t = 0
then Zt(∆
p) is given by the collection of vertices k{[0] →֒ [p]}. In summary,
Hk(skt∆
p) =

Bt(∆
p) k = t > 0
k{[0] →֒ [p]} k = t = 0
k k = 0, t > k
0 else.
We now give an explicit description for Ht(skt∆
p) = Bt(∆
p) when t > 0.
Definition. We already have ∆pr = k{[r] →֒ [p]}. Consider the set of based
injections
Λpr = { ε | ε : [r] →֒ [p], ε(0) = 0 }.
Proposition 2.1. The restriction of the differential
dv : ∆
p
t+1 → ∆
p
t
for t ≥ 0 gives an isomorphism
kΛpt+1
∼=
→ Bt(∆
p).
Proof. We define an operator S : ∆pt → ∆
p
t+1 whose image is kΛ
p
t+1. This
operator takes a basis element ε : [t] →֒ [p] to zero if 0 ∈ im ε, or, if 0 /∈ im ε,
adds zero to its image so that ε decomposes as
[t]
d0
→ [t+ 1]
S(α)
−→ [p].
Then S2 = 0 and dvS + Sdv = id[t] for t > 0.
To show surjectivity of dv : imS → Bt(∆
p), consider a boundary dvε (with
ε : [t+ 1] →֒ [p] for some t+ 1 ≥ 1). Then
dvε = dv(dvSε+ Sdvε) = dv(Sdvε)
is in the image of dv|imS .
To show injectivity, suppose Sε : [t + 1] →֒ [p] is in imS = kΛpt+1. If
dv(Sε) = 0, then
Sε = S(Sdvε+ dvSε) = S
2dvε+ S(dv(Sε)) = 0.
Proposition 2.2. The homology of the t-skeleton of the standard p-simplex is
given by
Hk(skt∆
p) ∼=

kΛpt+1 k = t > 0
k{[0] →֒ [p]} k = t = 0
k k = 0, t > k
0 else.
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2.2. Homology Spectral Sequence of the Bousfield-Kan Examples
Fix r ≥ 1, s, t ≥ 0, and define Dp = Dprss as the cokernel of the inclusion
sks−1∆
p →֒ sks+r−1∆
p.
The cosimplicial structure of D• is induced from that of ∆•. It is not hard to
see, for t ≥ s, that
Drst := Σ
t−sDrss ∼= NkD(r,s,t), (7)
where D(r,s,t) is the cosimplicial space defined in [6, 5.1] and (6), N is the nor-
malization functor kMod∆
op
→ Ch, and Σ is the suspension of chain complexes:
(ΣC)q+1 = Cq.
Proposition 2.3. For s ≥ 0 and r ≥ 2, the homology of Dprss is given by
Hk(D
p
rss)
∼=

kΛps+r k = s+ r − 1
kΛps k = s
0 else.
Proof. There is a short exact sequence of complexes
0→ sks−1∆
p → sks+r−1∆
p → Dp → 0
and, when s 6= 1, the result follows immediately from the associated long exact
sequence and Proposition 2.2. When s = 1, the bottom map in the diagram
0 // H1D
p
r11
// H0 sk0∆
p // H0 skr∆
p // H0D
p
r11
// 0
k{[0] →֒ [p]} // k
is surjective and kΛp1 is a p-dimensional vector space.
Remark. The statement of this proposition is not true for r < 2. We will
assume that r ≥ 2 until section 11, where we will momentarily need an easy
calculation for r = 1.
We now reproduce a the mod-2 version of [6, 5.3, (i)–(iii)] using Proposi-
tion 2.3. Namely, we compute the E1 page of the spectral sequence of Drss. We
do this using the fact (from [6, 3.1]) that
E1−p,q(Drss) = HqC(Drss)
p ∼= C(Hq(Drss))
p.
There isn’t an obvious way to obtain information about the differentials from
this isomorphism, so we will not prove [6, 5.3, (iv)] using this method. The
answer is given in Figure 4 (see also Figure 6).
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−s−(s+ r)
t
t+ r − 1
Figure 4: Page 1 of Drst
We want to compute a basis for CHDrss (noting that CHDrst is obtained
from this by suspension). For j > 0, the coface map dj takes elements of Λpt to
elements of Λp+1t . Applying conormalization, we find
CHs(Drss)
p = kΛps/
(
d1kΛp−1s + · · ·+ d
p
kΛp−1s
)
∼= k{ ε | ε : [s] →֒ [p], ε(0) = 0, [1, p] ⊂ im ε }
= k{id[s]}
CHs+r−1(Drss)
p ∼= kΛ
p
s+r/
(
d1kΛp−1s+r + · · ·+ d
p
kΛp−1s+r
)
∼= k{ ε | ε : [s+ r] →֒ [p], ε(0) = 0, [1, p] ⊂ im ε }
= k{id[s+r]}
CHk(Drss)
p = 0 k 6= s, s+ r − 1.
This is reflected in Figure 4. The separation of the two remaining classes means
all intervening differentials δ1, δ2, . . . , δr−1 must be zero, so E1 = E2 = · · · =
Er.
Instead of using Proposition 2.3, we could conormalizeDrss and get Figure 5.
The elements on the line with y-intercept 0 are id[s], . . . , id[s+r−1] and those on
the line with y-intercept −1 are dh id[s], . . . , dh id[s+r−1]. One can calculate that
dh id[k] = dv id[k+1]
in C∆• since dv id[k+1] = id[k+1] d
0 = d0 = dh = dh id[k].
Proposition 2.4. If 2 ≤ r ≤ ∞, then
E1p,q(Drst) = E
r
p,q(Drst) =
{
k (p, q) = (−s, t) or (−s− r, t+ r − 1)
0 otherwise.
If, furthermore, r <∞, then Er+1(Drst) = 0. Finally,
Hk(TotCDrst) =
{
k k = t− s and r =∞
0 otherwise,
where Tot is the product totalization (2).
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−s
s
s+ 1
s+ r − 2
s+ r − 1
Figure 5: The Bicomplex C(Drss)
Proof. This essentially follows from Figure 5 in the case s = t and by iterated
suspension otherwise. There is exactly one r-cycle in total degree 0, namely
ı =
s+r−1∑
k=s
id[k] . (8)
Applying the total differential, we have ∂ı = dh id[s+r−1] (or 0 if r =∞).
This proof tells us why Er+1Drss = 0 for r < ∞, which we did not show
using the first construction. Thus, the spectral sequence is as in Figure 6.
−s−(s+ r)
t
t+ r − 1
ı
δr(ı)
Figure 6: Pages 2 through r of Drst
Proposition 2.5 (Universal Property). Let Y be a cosimplicial chain complex
and y ∈ Zr−s,t(Y ). Then there is a map
Θy : Drst → Y
with
Er(Θy)(ı) = [y] E
r(Θy)(dh id[s+r−1]) = δ
r[y].
We will be using the definition of Θy frequently.
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Definition (Representing Map). Let
y ∈ Zr−s,t(Y ) ⊂ F
−s TotC(Y )t−s =
∏
p≥s
CY pt−s+p
which we write as
y =
∞∑
k=0
ys+kt+k y
p
q ∈ C(Y )
p
q .
Define C(Θy) by
Σt−s id[s+k] 7→ y
s+k
t+k
Σt−sdh id[s+k] 7→ dhy
s+k
t+k .
The following proof will show that this is a map of bicomplexes, so C(Θy) gives
Θy by the Dold-Kan theorem.
Proof of Proposition 2.5. Since ∂y ∈ F−s−r we know that
dhy
s+k
t+k = dvy
s+k+1
t+k+1
for 0 ≤ k ≤ r−2, which shows that C(Θy) is a map of bicomplexes. Furthermore,
using the notation from page 5, we have
C(Θy)ı =
r−1∑
k=0
ys+kt+k ∼r
∞∑
k=0
ys+kt+k = y
and
C(Θy)∂ı = dhy
s+r−1
t+r−1 .
3. The E1 Page
We are interested in the spectral sequence associated to the cosimplicial
chain complex E(Drst) (where E is a homotopy orbit complex, see (5)). Note
that E(Drst) ∼= Σ
2t−2sE(Drss) where the suspension is taken levelwise, so it is
enough to understand the spectral sequence for E(Drss). Let Y be a cosimplicial
chain complex; following [6, 3.1], E1−p(Y ) is isomorphic to C(H∗Y )
p. We note
that the isomorphism CH∗(−) ∼= H∗C(−) is an isomorphism of complexes of
graded modules. It is not true in general that the spectral sequence associated
to Y is isomorphic to the spectral sequence associated to H∗(Y ).
Fix r and s; we now turn to computing C(H∗E(Drss)). Below we often use
the abbreviation Dp = Dprss.
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3.1. Homology
To compute H∗(E(Drss)), first notice that, for a map of chain complexes
C → C′ and choices of quasi-isomorphisms H(C) → C and H(C′) → C′, the
diagram
H(C) //

C

H(C′) // C′
commutes up to homotopy. It follows from [16, Lemma 1.1] that we have a
natural transformation
H∗(E(H∗(−)))→ H∗(E(−))
which is an isomorphism for each object. Thus
H∗
(
E(Dprss)
)
∼= H∗
(
E(H∗(D
p
rss))
)
and this is an isomorphism of cosimplicial graded modules.
Once we have made this change, notice that, for a kπ-module M (such as
H∗(D
p)⊗H∗(D
p)), the complex W ⊗pi M is just
· · ·M
1+σ
−→M
1+σ
−→M
1+σ
−→M → 0.
Thus the homology isM/(1+σ) in the bottom dimension and ker(1+σ)/ im(1+
σ) in dimensions bigger than zero. This essentially gives the following special
case of [16, Lemma 1.3]:
Lemma 3.1. Let K be a k-module with totally ordered basis { xj | j ∈ J }.
Let A ⊂ K ⊗ K have basis { xj ⊗ xj | j ∈ J } and B ⊂ K ⊗ K have basis
{ xj1 ⊗ xj2 | j1 < j2,where j1, j2 ∈ J }. Then
H(W ⊗pi (K ⊗K)) ∼=
(
∞⊕
i=0
ei ⊗A
)
⊕ (e0 ⊗B).
We choose an order for the basis Λps ⊔ Λ
p
s+r of H∗(D
p
rss) that we found in
Proposition 2.3.
Definition (Total Order). We associate to ε : [m] →֒ [p] the word of length
p + 1, whose ith letter is 0 if i /∈ im ε and 1 if i ∈ im ε. For a fixed m we
declare the order on injections to be given by the reverse lexicographic order
on their associated words. By Proposition 2.3, we then have an induced order
on Hs+r−1(D
p) and on Hs(D
p). We give H∗(D
p) an order by declaring that
Hs(D
p) < Hs+r−1(D
p).
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We apply Lemma 3.1 with this totally ordered basis to see that the homology
of E(H∗(D
p)) has a basis given by the disjoint union of the following sets:
{ em ⊗ ε⊗ ε | ε ∈ Λ
p
s,m ∈ N }
{ em ⊗ γ ⊗ γ | γ ∈ Λ
p
s+r,m ∈ N }
{ e0 ⊗ ε⊗ ε
′ | ε, ε′ ∈ Λps, ε < ε
′ }
{ e0 ⊗ ε⊗ γ | ε ∈ Λ
p
s, γ ∈ Λ
p
s+r }
{ e0 ⊗ γ ⊗ γ
′ | γ, γ′ ∈ Λps+r, γ < γ
′ }
(9)
Each γ appearing in the above tensor products stands for dvγ as in the isomor-
phism in Proposition 2.3. This isomorphism is induced from dv (see Proposi-
tion 2.1) and, for k > 0, dkdvγ = dvd
kγ. Thus we may use dk : kΛps+r → kΛ
p+1
s+r
for k > 0 without worry.
Lemma 3.2. For k > 0, the coface maps
dk : E(H∗(D
p))→ E(H∗(D
p+1))
respect the basis for H∗(E(H∗(D
•))) given above (9).
Proof. In the word associated to an injection, the operator dk inserts a 0 in the
kth position, an operation which preserves the reverse lexicographic order.
3.2. Conormalization
We just saw that dk, k > 0, sends basis elements in H∗(E(H∗(D
p))) to basis
elements in H∗(E(H∗(D
p+1))) via
em ⊗ ε⊗ ε
′ 7→ em ⊗ d
kε⊗ dkε′
ε, ε′ ∈ Λps ∪ Λ
p
s+r m ≥ 0.
Thus the conormalization (see (1))
CH∗
(
E(H∗(D
p))
)
has a basis consisting of elements of the original basis which are not in the image
of dk for k = 1, . . . , p.
Theorem 3.3. Let 2 ≤ r ≤ ∞ and s ≥ 0. The E1 page of the spectral sequence
for the cosimplicial chain complex E(Drst) can be given a basis consisting of the
following:
If r = ∞, then the basis consists of the disjoint union of the following two
sets:
{ em ⊗ id[s]⊗ id[s] ∈ E
1
−s,2t+m | m ≥ 0 }
{ e0 ⊗ ε⊗ ε
′ ∈ E1−p,2t | ε < ε
′ ∈ Λps and [p] = im ε ∪ im ε
′ }.
(10)
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If r <∞, then the basis is given by the disjoint union of the sets (10) with the
sets
{ em ⊗ id[s+r]⊗ id[s+r] ∈ E
1
−s−r,2t+2r+m−2 | m ≥ 0 }
{ e0 ⊗ ε⊗ γ ∈ E
1
−p,2t+r−1 | ε ∈ Λ
p
s, γ ∈ Λ
p
s+r and [p] = im ε ∪ im γ }
{ e0 ⊗ γ ⊗ γ
′ ∈ E1−p,2t+2r−2 | γ < γ
′ ∈ Λps+r and [p] = im γ ∪ im γ
′ }.
Proof. In the spectral sequence associated to E(Drss), E
1
−p
∼= CH∗
(
E(H∗(D
p))
)
has a basis consisting of elements of the original basis which are not in the image
of dk for k = 1, . . . , p. This basis is given by the disjoint union of the following
sets:
{ em ⊗ ε⊗ ε | ε ∈ Λ
p
s, [1, p] ⊂ im ε,m ∈ N }
{ em ⊗ γ ⊗ γ | γ ∈ Λ
p
s+r, [1, p] ⊂ im γ,m ∈ N }
{ e0 ⊗ ε⊗ ε
′ | ε, ε′ ∈ Λps, [1, p] ⊂ im ε ∪ im ε
′, ε < ε′ }
{ e0 ⊗ ε⊗ γ | ε ∈ Λ
p
s, γ ∈ Λ
p
s+r, [1, p] ⊂ im ε ∪ im γ }
{ e0 ⊗ γ ⊗ γ
′ | γ, γ′ ∈ Λps+r, [1, p] ⊂ im γ ∪ im γ
′, γ < γ′ }.
Furthermore, recall that ε and γ are injective maps and 0 is in the image of each.
This establishes the s = t case of the theorem. Now apply the (2t − 2s)-fold
suspension in the vertical direction to this basis.
A picture of the E1 page is given in Figure 7, where we have indicated
modules with rank greater than zero by snaky lines and modules of rank one
with straight lines. The reader is encouraged to compare this to the picture of
E2 given in Figure 8 on page 25.
−s−s− r−2s−2s− r−2s− 2r
2t
2t+ r − 1
2t+ 2r − 2
Figure 7: E1(E(Drst))
Remark. Using the notation of Theorem 3.3, we note that that the basis ele-
ments e0⊗ ε⊗ ε
′ live in cosimplicial degrees between −s− 1 and −2s, e0⊗ ε⊗γ
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live in cosimplicial degrees between −s− r and −2s− r, and e0 ⊗ γ ⊗ γ
′ live in
cosimplicial degrees between −s− r − 1 and −2s− 2r.
It is possible to give an explicit description of the differential δ1 in terms of
this basis. The interested reader may find formulas in [11], but they are not
needed for the calculation of E2.
4. Spectral Sequence of X ⊗ Y
In this section we examine the spectral sequence associated to the tensor
product of two cosimplicial chain complexes, anticipating applications for com-
puting E2(E(Drst)) (in section 5) and for the external product (in section 10).
Let X and Y be cosimplicial chain complexes. There are two bicomplexes,
C(X)⊗C(Y ) and C(X ⊗ Y ), which are readily associated to the pair. We now
give natural transformations
C(X)⊗ C(Y )⇄ C(X ⊗ Y ),
which are the cosimplicial versions of the Alexander-Whitney and shuffle maps
on normalized chains that arise when considering simplicial abelian groups, as
in [15, Corollaries VIII.8.6 and VIII.8.9].
Definition ([2, Appendix]). The Alexander-Whitney map AW is defined on
C(X)p ⊗ C(Y )q by
AW (xp ⊗ yq) = dp+q · · · dp+1x⊗ dp−1 · · · d0y. (11)
The shuffle map ∇ is defined on C(X ⊗ Y )n by
∇(xn ⊗ yn) =
∑
p+q=n
∑
(p,q)−shuffles
τ
sτ(p) · · · sτ(p+q−1)x⊗ sτ(0) · · · sτ(p−1)y
where we consider (p, q)-shuffles as permutations of the set
{0, 1, . . . , p+ q − 1}.
Lemma 4.1. The Alexander-Whitney map and shuffle map are maps of bicom-
plexes.
Proof. Regarding X and Y simply as cosimplicial modules, the usual statement
is that these are both maps in Ch≥0(kMod). Since the cosimplicial operators
commute with the internal differential Xpi → X
p
i−1, these are actually both
maps in Ch≥0(Ch). Finally, then tensor product on Ch≥0(Ch) is given by
(A⊗B)pq = ⊕i+j=pA
i ⊗Bj = ⊕i+j=p,m+n=qA
i
m ⊗B
j
n
which is compatible with the isomorphism between the categories of bicomplexes
and cochain complexes in complexes.
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Notice that C(X)⊗ C(Y ) is a retraction of C(X ⊗ Y ):
∇ ◦AW = idC(X)⊗C(Y ) .
Furthermore, if X and Y are cosimplicial abelian groups, the dual Eilenberg-
Zilber theorem (see, for example, the appendix in [2]) tells us that∇ and AW are
inverse chain homotopy equivalences. In the case when X and Y are cosimplicial
chain complexes, we can extend this to show that these maps give isomorphisms
on E2 (Proposition 4.3).
We begin with a small result on the spectral sequence associated to the
tensor product of bicomplexes.
Lemma 4.2. Let B and B′ be bicomplexes (over k) and consider the spectral
sequences obtained by filtering by columns. Then the map
Er(B)⊗ Er(B′)→ Er(B ⊗B′)
is an isomorphism.
We will generally identify these two bigraded modules.
Proof of Lemma 4.2. The tensor product
(B ⊗ B′)p,q =
⊕
i,j
Bi,j ⊗B
′
p−i,q−j
is again a bicomplex. The result follows by iterated application of the Ku¨nneth
isomorphism. Specifically, we use the induction and have the isomorphism
(ErB ⊗ ErB′)p,q =
⊕
i,j
Eri,j(B)⊗ E
r
p−i,q−j(B
′)
=
⊕
i,j
H(Er−1(B), δr−1)i,j ⊗H(E
r−1(B′), δr−1)p−i,q−j
∼= H
(
(Er−1(B), δr−1)⊗ (Er−1(B′), δr−1)
)
p,q
⋆
∼= H(Er−1(B ⊗B′), δr−1)p,q
= Erp,q(B ⊗B
′)
where ⋆ is the statement for r − 1 and the base case is
(E0B ⊗ E0B′)p,q =
⊕
i,j
E0i,j(B)⊗ E
0
p−i,q−j(B
′)
∼=
⊕
i,j
Bi,j ⊗B
′
p−i,q−j = (B ⊗B
′)p,q ∼= E
0
p,q(B ⊗B
′).
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Proposition 4.3. Let X and Y be cosimplicial chain complexes. The Alexander-
Whitney map
C(X)⊗ C(Y )→ C(X ⊗ Y )
induces an isomorphism
Er(X)⊗ Er(Y )
∼=
→ Er(X ⊗ Y )
for all r ≥ 2. The inverse is induced from the shuffle map ∇.
Proof. By Lemma 4.2 it is enough to show that the map of bicomplexes C(X)⊗
C(Y )→ C(X⊗Y ) induces a an isomorphism on page 2 of the associated spectral
sequence:
E2(C(X)⊗ C(Y ))
∼=
→ E2(C(X ⊗ Y )).
Consider the diagram
CH∗(X)⊗ CH∗(Y )
AW // C[H∗(X)⊗H∗(Y )]
∼= // CH∗(X ⊗ Y )
H∗C(X)⊗H∗C(Y )
∼= // H∗[C(X)⊗ C(Y )]
H∗AW // H∗C(X ⊗ Y )
where the isomorphisms come from the Ku¨nneth theorem. It is easy to see that
this commutes when we consider CH∗(X) = H∗C(X) as a subobject of H∗(X).
The dual Eilenberg-Zilber theorem implies that the top left map AW becomes
an isomorphism when we take homology in the horizontal direction. The same
thus applies to H∗AW , implying that the composite
E2(X)⊗ E2(Y )
∼=
→ E2(C(X)⊗ C(Y ))
E2(AW )
−→ E2(X ⊗ Y )
is an isomorphism.
Since ∇AW = id, the inverse map must be the one induced from ∇.
Remark. One consequence of this proposition is that although
AW : C(Y )⊗ C(Y )→ C(Y ⊗ Y )
is not π-equivariant, it becomes so on E2 (see [6, Theorem 9.3(vii)]). This is
because at the level of bicomplexes ∇ is π-equivariant:
AWσ = AWσ id = AWσ(∇AW ) = AW (∇σ)AW ∼2 idσAW = σAW,
where ∼2 indicates that these induce the same map on E
2.
5. Isolation of the Rows
Recall from Figure 7 that the E1 page of the spectral sequence for E(Drst)
contains three ‘horizontal strips’ [−2s,−s]×{2t}, [−2s−r,−s−r]×{2t+r−1},
and [−2s− 2r,−s− r]×{2t+2r− 2} (if r =∞ we only have the first of these)
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which are the only places where δ1 may be nonzero. We introduce a slightly
more general class of complexes in this section (basically including the r = 0
and r = 1 cases of the middle horizontal strip) to facilitate this computation,
and quickly compute the cohomology of the middle horizontal strip. In section 6
we will compute the cohomology of the top and bottom strips.
Fix s and s′ nonnegative integers and let Ωs,s′ be the cochain complex
Ωs,s′ = C(Hs(D∞ss)⊗Hs′(D∞s′s′)). (12)
When s = s′, Ωs,s has an obvious π-action and we define
Ω¯s = Ωs,s/π. (13)
We know from Proposition 2.3 that a basis for Hs(D∞ss) is given by
Λps = { ζ | ζ : [s] →֒ [p], ζ(0) = 0 },
and we take Λps × Λ
p
s′ as the preferred basis for Hs(D
p
∞ss)⊗Hs′(D
p
∞s′s′). Let
ωps,s′ ⊂ Λ
p
s × Λ
p
s′
be the set of pairs (ζ, ζ′) with [p] = im ζ ∪ im ζ′.
Lemma 5.1. The set ωps,s′ is a basis for Ω
p
s,s′ .
Proof. Recall that if ζ ∈ Λps, ζ
′ ∈ Λps′ , and k > 0, then d
kζ ∈ Λp+1s and
dkζ′ ∈ Λp+1s′ . Thus d
k takes basis elements to basis elements for k > 0. A basis
element (ζ, ζ′) ∈ Λps×Λ
p
s′ with [1, p] ⊂ im ζ ∪ im ζ
′ is not in im dk for any k > 0,
hence is not in im d1 + · · · + im dp. All other basis elements are in im dk for
some k > 0. Thus the set of elements (ζ, ζ′) with [1, p] ∈ im ζ ∪ im ζ′ constitutes
a basis for a complement of im d1 + · · · + im dp. The result follows from the
definition of conormalization.
Remark. Observe that ωps,s′ is nonempty exactly when p ∈ [max(s, s
′), s+ s′].
Proposition 5.2. Fix r, s, t, and consider the spectral sequence for E(Drst).
There are maps
ψbot :Ω¯
p
s → E
1
−p,2t
ψmid :Ω
p
s,s+r → E
1
−p,2t+r−1
ψtop :Ω¯
p
s+r → E
1
−p,2t+2r−2
for p ≥ 0 which are isomorphisms of complexes.
Proof. Assume t = s. We have isomorphisms of cosimplicial modules
(Hs(Drss)⊗Hs(Drss))/π → H2s(E(H∗(Drss)))
Hs(Drss)⊗Hs+r−1(Drss)→ H2s+r−1(E(H∗(Drss)))
(Hs+r−1(Drss)⊗Hs+r−1(Drss))/π → H2s+2r−2(E(H∗(Drss)))
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each given by ζ ⊗ ζ′ 7→ e0 ⊗ ζ ⊗ ζ
′. Applying C to the modules on the right
gives the nontrivial rows of E1.
We now identify the left hand side in the above isomorphisms. The in-
clusion Drss → D∞ss induces an isomorphism Hs(Drss)
∼=
→ Hs(D∞ss). Since
Hs+r∆
p = 0 = Hs+r−1∆
p and sks−1∆
p is zero in degree s+ r − 1 and degree
s+ r − 2, the long exact sequences associated to the short exact sequences
0→ sks+r−1∆
p → ∆p → Dp∞,s+r,s+r → 0
0→ sks−1∆
p → sks+r−1∆
p → Dprss → 0
give isomorphisms
Hs+r(D∞,s+r,s+r)
∂
∼= // Hs+r−1(sks+r−1∆)
∼= // Hs+r−1(Drss).
Combined, these give isomorphisms
Ω¯s → C((Hs(Drss)⊗Hs(Drss))/π)
Ωs,s+r → C(Hs(Drss)⊗Hs+r−1(Drss))
Ω¯s+r,s+r → C((Hs+r−1(Drss)⊗Hs+r−1(Drss))/π).
Theorem 5.3. The cohomology of Ωs,s′ is
HnΩs,s′ =
{
k if n = s+ s′,
0 otherwise.
Proof. Notice that H∗D∞ss is concentrated in degree s by Proposition 2.3. So
H∗Ωs,s′ = H
∗C(H∗D∞ss ⊗H∗D∞s′s′)
= E2(H∗D∞ss ⊗H∗D∞s′s′)
∼= E2(H∗D∞ss)⊗ E
2(H∗D∞s′s′)
where the last isomorphism is by Proposition 4.3. The result follows from the
computation of E1(D∞ss) in Proposition 2.4.
6. Cohomology of Ω¯
Fix s ≥ 0. In this section we employ a short exact sequence in order to
compute the cohomology of Ω¯s. Let A = ker(Ωs,s → Ω¯s) and consider the exact
sequence
0→ A→ Ωs,s → Ω¯s → 0.
We begin by identifying the complex A and studying its cohomology.
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Observe that for p > s, if (ζ, ζ′) ∈ ωps,s then σ(ζ, ζ
′) 6= (ζ, ζ′). Thus Ωps,s is
a free kπ-module for p > s, so
ker(Ωps,s → Ω¯
p
s) = A
p = (1 + σ)Ωps,s.
Furthermore, ωss,s = {(id[s], id[s])}, so A
s = 0.
We have now identified A as the image of the map
Ωs,s
1+σ
−→ Ωs,s.
The kernel of this map,
Υ = ker(1 + σ : Ωs,s → A)
will be of independent interest (see [9, Proposition 2.2]). For now, notice that
Υp = (1 + σ)Ωps,s = A
p for p > s since Ωps,s is kπ-free. This implies that
HpΥ = HpA p ≥ s+ 2.
Using this, we have the following lemma.
Lemma 6.1. Consider the inclusion Υ→ Ωs,s. If s ≥ 2, then the induced map
H2s(Υ)→ H2s(Ωs,s)
is zero. As a consequence, the inclusion A → Ωs,s induces the zero map
H2s(A)→ H2s(Ωs,s).
Proof. By assumption, s ≥ 2, so H2sΥ = H2sA. The short exact sequence
0→ Υ→ Ωs,s → A→ 0
induces the exact sequence
0 // H2s−1A // H2sΥ // H2sΩs,s // H
2sA // 0
k
since H2sΩs,s = k by Theorem 5.3 and Υ
2s+1 = 0. Seeking a contradiction,
suppose that H2sΥ→ H2sΩs,s is nonzero. Then 0 = H
2sA, but since s ≥ 2 we
have H2sA = H2sΥ. This contradicts our assumption.
Proposition 6.2. Fix s ≥ 0. We have
Hp(A) =
{
k for p ∈ [s+ 1, 2s], s > 0,
0 else
Hp(Υ) =

k for p ∈ [s+ 2, 2s], s > 1,
k for p = 0 = s,
0 else.
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Proof. We use the long exact cohomology sequence associated to the short exact
sequence
0→ Υ→ Ωs,s → A→ 0
as well as Theorem 5.3, which says that H2sΩs,s = k and H
pΩs,s = 0 for p 6= 2s.
If s = 0 then A = 0, so Υ = Ω0,0 and the result is obvious.
If s = 1, then Ap = 0 for p 6= 2 and A2 6= 0, so exactness of
0 // H2Υ // H2Ω1,1 // H
2A // 0
k A2
implies H2Υ = 0 and H2A = k.
Suppose that s ≥ 2. Examine the exact sequence
0→ H2s−1A→ H2sΥ→ H2sΩs,s → H
2sA→ 0.
By Lemma 6.1, H2sΥ→ H2sΩs,s is zero. Thus we have k = H
2sΩs,s = H
2sA,
and H2s−1A → H2sΥ = H2sA = k is an isomorphism. For p < 2s, we have
that
0→ Hp−1A→ HpΥ→ 0
is exact, so for s+ 2 ≤ p < 2s we have
Hp−1A = HpΥ = HpA = k.
To finish this case, notice that Ap−1 = 0 for p− 1 ≤ s, so 0 = Hp−1A = HpΥ
for p ≤ s+ 1.
Theorem 6.3. The cohomology of Ω¯s is
HnΩ¯s =
{
k n ∈ [s, 2s]
0 otherwise.
Proof. We use the exact sequence
0→ A→ Ωs,s → Ω¯s → 0,
Theorem 5.3, and Proposition 6.2. Notice immediately that Hi−1Ω¯s ∼= H
iA for
i < 2s, so we are reduced to analyzing the exact sequence
0→ H2s−1Ω¯s → H
2sA→ H2sΩs,s → H
2sΩ¯s → 0.
We merely need to show that H2sA→ H2sΩs,s is always zero. When s ≥ 2, this
is just Lemma 6.1. If s = 1, and α ∈ A2 = Υ2 is a cycle, then α is a boundary in
Υ since H2Υ = 0, hence α is a boundary in H2(Ω1,1). Finally, H
0A→ H0Ω0,0
is trivially zero since A = 0 when s = 0.
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−s−s− r−2s−2s− r−2s− 2r
2t
2t+ r − 1
2t+ 2r − 2
Figure 8: E2(E(Drst))
7. The E2 page
We now record the E2 page of the spectral sequence. See Figure 8.
Theorem 7.1. Let 2 ≤ r ≤ ∞. Each bidegree in the E2 page of the spectral
sequence for E(Drst) is either 0 or k. The nontrivial terms are in
{−s} × [2t,∞)
[−2s,−s− 1]× {2t}
and, if r <∞, in
{−s− r} × [2t+ 2r − 2,∞)
{−2s− r} × {2t+ r − 1}
[−2s− 2r,−s− r − 1]× {2t+ 2r − 2}.
Proof. Theorem 3.3 gives the E1 page. The structure of that page gives the
ranges {−s} × (2t,∞) and {−s− r} × (2t+ 2r − 2,∞). Theorems 5.3 and 6.3
combine with Proposition 5.2 to give the rest.
Notice that when r =∞, the structure of the E2 page implies that all further
differentials are zero, so
E∞−p,q =

k if q = 2t and − p ∈ [−2s,−s],
k if p = s and q ≥ 2t,
0 else.
We will compute the differentials for finite r in the next two sections.
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8. E∞ = 0 when r <∞
Let D = Drss for r < ∞. The goal of this section is contained in its title:
we wish to show that E∞(E(D)) = 0.
Lemma 8.1. If r is finite, then the bicomplex C(D ⊗D) is finite.
Proof. The vector space C(D ⊗ D)pm has a basis consisting of elements ε ⊗ ε
′
where ε : [q] →֒ [p], ε′ : [q′] →֒ [p], q + q′ = m, and [1, p] ⊂ im ε ∪ im ε′.
Furthermore, since we are working in Drss we require that q, q
′ ∈ [s, s+ r − 1].
Thus we see that C(D ⊗ D)pm is zero unless m ∈ [2s, 2(s + r − 1)] and p ∈
[s, 2(s+r)], so C(D⊗D) is bounded. Furthermore, each C(D⊗D)pm is finite.
Proposition 8.2. For r finite we have H TotC(D ⊗D) = 0.
Proof. Lemma 8.1 implies convergence, so we have
H TotC(D ⊗D) ∼= TotE∞(D ⊗D) ∼= Tot[E∞(D)⊗ E∞(D)]
by Proposition 4.3. We saw in section 2.2 that E∞(Drss) = 0 for r <∞.
We will need similar algebraic convergence results for E(Drst).
Theorem 8.3. Let 2 ≤ r ≤ ∞. Then
H∗ TotC(E(Drst)) ∼= TotE
∞(E(Drst)).
Proof. Write B = C(E(Drst)). Note that TotB is the completion (as a filtered
complex) of the sum totalization (Tot⊕B)m = ⊕p+q=mBp,q. Reindexing so that
we have a fourth quadrant, cohomological bicomplex with vertical differential dv
and horizontal differential dh, we have conditional convergence of our spectral
sequence by [3, Theorem 10.1].
Since each group E1−p,q is a finite k-module, only finitely many differentials
δj : Ej−p,q → E
j
−p−j,q+j−1 may be nonzero. Thus we have strong convergence of
our spectral sequence by [3, Theorem 7.1] and the Remark immediately following
it.
The following proposition works over any ground ring and, in particular,
gives
C(W ⊗pi (D ⊗D)) ∼=W
v ⊗pi C(D ⊗D),
where W v is the bicomplex concentrated on the y-axis with W v0,∗ =W∗.
Proposition 8.4. Let X∗ be a chain complex and let X
v
∗ be the bicomplex which
has X as its zeroth column. If Y •∗ is a cosimplicial chain complex then
C(X∗ ⊗ Y
•
∗ )
∼= Xv∗ ⊗ C(Y
•
∗ ).
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Finiteness of C(D ⊗D) allows us to conclude that
TotC(E(D)) = TotC(W ⊗pi (D ⊗D)) ∼=W ⊗pi TotC(D ⊗D).
Furthermore, the functor W ⊗pi − preserves quasi-isomorphism.
Proposition 8.5. Suppose that L → L′ is a map of nonnegatively-graded kπ-
complexes which induces an isomorphism in homology. Then
H(W ⊗pi L)→ H(W ⊗pi L
′)
is an isomorphism as well.
Proof. The Ku¨nneth spectral sequence (see [17, Theorem 2.20])
Ep,q2 =
⊕
s+t=q
Torp
kpi(H
s(W ), Ht(L))⇒ H(W ⊗pi L)
is a first-quadrant spectral sequence, so it converges. The map L→ L′ induces
an isomorphism on E2.
Proposition 8.6. For r finite we have TotE∞(E(Drst)) = H TotC(E(Drst)) =
0.
Proof. We already saw that TotC(E(Drst)) ∼=W ⊗pi TotC(Drst ⊗Drst), so we
have H TotC(E(Drst)) = 0 by Propositions 8.2 and 8.5. The spectral sequence
converges by Theorem 8.3.
9. All Other Differentials Are Automatic
A spectral sequence with E2 page of the form of Theorem 7.1 with E∞ = 0
can only have one pattern of differential, which we give a rough picture of in
Figure 9. We need only consider differentials δj : Ejp,q → E
j
p−j,q+j−1 for j ≥ 2.
Proposition 9.1. The following differentials in the spectral sequence associated
to E(Drst) are nontrivial:
δr : Er−2s−r,2t+r−1 → E
r
−2s−2r,2t+2r−2
δ2r−1 : E2r−1p,2t → E
2r−1
p−2r+1,2t+2r−2 p ∈ [−2s,−s− 1]
δ2r−1−b : E2r−1−b−s,2t+b → E
2r−1−b
b+1−2r−s,2t+2r−2 b ∈ [0, r − 2]
δr : Er−s,2t+b → E
r
−s−r,2t+b+r−1 b ∈ [r − 1,∞)
Proof. First we look at the ‘top row’ [−2s − 2r,−s − r] × {2t + 2r − 2}. All
differentials δj out of Ejp,q for (p, q) ∈ [−2s− 2r,−s− r] × {2t+ 2r − 2} must
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be zero. We list all possibilities for differentials mapping to this row which have
the potential to be nontrivial:
δ2r−1 : E2r−1p,2t → E
2r−1
p−2r+1,2t+2r−2
δr : Er−2s−r,2t+r−1 → E
r
−2s−2r,2t+2r−2
δj : Ej−s,2t+2r−j−1 → E
j
−s−j,2t+2r−2
where
p ∈ [−2s,−s]! p− 2r + 1 ∈ [−2s− 2r + 1,−2r − s+ 1]
j ∈ [r, 2r − 2]! −s− j ∈ [2− s− 2r,−s− r].
But we have that
[−2s−2r,−s−r] = [−2s−2r+1,−2r−s+1]⊔{−2s−2r}⊔ [2−2r−s,−s−r],
so each map listed above must have rank 1.
This leaves us only with the leftmost column
{−s− r} × [2t+ 2r − 1,∞)
and part of the rightmost column {−s}× [2t+r,∞) still unaccounted for. Then
it is obvious that there is only one possibility:
δr : Er−s,q → E
r
−s−r,q+r−1 q ∈ [2t+ r,∞).
−s−s− r−2s−2s− r−2s− 2r
2t
2t+ r − 1
2t+ 2r − 2
δr
δr
...
· · · δ2r−1 · · ·
Figure 9: Differentials in the spectral sequence associated to E(Drst)
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Corollary 9.2. Let E∗∗,∗ be the spectral sequence associated with E(Drst). We
record when various bidegrees become zero; they each contain a copy of k on the
previous page. First for the lower right portion
E2rp,2t = 0 p ∈ [−2s,−s]
E2t+2r−v−s,v = 0 v ∈ [2t+ 1, 2t+ r − 1]
Er+1−s,q = 0 q ∈ [2t+ r,∞)
then for the upper left portion
Er+1−2s−2r,2t+2r−2 = 0
E2rp,2t+2r−2 = 0 p ∈ [−2s− 2r + 1,−2r − s+ 1]
E−s−p+1p,2t+2r−2 = 0 p ∈ [−2r − s+ 2,−s− r]
Er+1−s−r,q = 0 q ∈ [2t+ 2r − 1,∞)
and finally
Er+1−2s−r,2t+r−1 = 0.
Remark. In the spectral sequence associated to E(Drst) we have E
2r = 0.
10. Products and Operations on Cycles
This section is a bit of a warm-up for what will come. The first goal is to
define the (external) product in the spectral sequence of a cosimplicial chain
complex Y and show that it is commutative. We define external operations for
r-cycles and show that the bottom operation agrees with the external square.
In general, if Y is a cosimplicial chain complex equipped with a multiplication
Y ⊗ Y → Y , then there is a product Er(Y ) ⊗ Er(Y ) → Er(Y ) which is a
derivation for δr, coming from
C(Y )⊗ C(Y )
AW
→ C(Y ⊗ Y )→ C(Y )
where AW is the Alexander-Whitney map from (11). In our setting, we start
with a cosimplicial map
θ : E(Y )→ Y
and obtain a product by precomposition with the composite
κ : Y ⊗ Y = k⊗ Y ⊗ Y
17→e0−→ W ⊗ Y ⊗ Y →W ⊗pi (Y ⊗ Y ) = E(Y ).
The following proposition shows that products Er(Y ) ⊗ Er(Y ) → Er(Y ) ob-
tained from
Y ⊗ Y
κ
→ E(Y )
θ
→ Y
are commutative for r ≥ 2.
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Proposition 10.1. Let Y be a cosimplicial chain complex and r ≥ 2. The
external product
µr : E
r(Y )⊗ Er(Y )
AW
→ Er(Y ⊗ Y )→ Er(E(Y ))
is commutative.
Proof. Since AW becomes π-equivariant starting at E2 (see the remark on
page 20), we can reduce the problem to showing that the following holds on
E2:
µ2σ = κAWσ = κσAW
?
= κAW = µ2.
The equality µrσ = µr then follows for all r ≥ 2.
Thus we merely need to show that κσ = κ on E2. This is actually true on
E1. Consider v ∈ Z1−s(Y ⊗ Y ) ⊂ TotC(Y ⊗ Y ), then we have the formula
∂(e1 ⊗ v) = (1 + σ)e0 ⊗ v + e1 ⊗ ∂v
in Tot[W v ⊗pi C(Y ⊗ Y )] = TotC(E(Y )). Notice that
∂(e1 ⊗ v) ∈ ∂F
−s = ∂Z0−s+1−1 ⊂ B
1
−s
and
e1 ⊗ ∂v ∈ F
−s−1 = Z0−s−1 ⊂ B
1
−s.
Furthermore,
(1 + σ)e0 ⊗ v = (κ+ κσ)v,
so κ = κσ on E1.
We now define external operations on r-cycles using the universal property
of Drst. The idea is that the lower ‘ L’ in the spectral sequence for E(Drst)
should map to the external operations. We saw in §9 that the 2nd page is the
same as the rth page in this spectral sequence.
Theorem 7.1 says that E2p,q = E
r
p,q is either k or 0; in the former case we
write
0 6= up,q ∈ E
2
p,q = E
r
p,q = k (14)
for the generator.
Definition. We define functions
Q˜m : Zr(Y )→ Er(E(Y ))
as follows. For y ∈ Zr−s,t(Y ), we let
Q˜mv (y) = E
r(E(Θy))(u−s,m+t) m ≥ t
Q˜mh (y) = E
r(E(Θy))(um−s−t,2t) m ∈ [t− s, t]
(15)
which are all classes of Er(E(Y )). Here Θy is the map from Proposition 2.5 and
up,q is the universal class from (14).
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The idea is that the lower ‘ L’ in the spectral sequence for E(Drst) should
map to the external operations of y ∈ Zr−s,t.
Remark. Recall that on Er, Θy only depends on the class of y in E
r, rather
than on y itself. The situation is much more subtle for E(Θy), and, at E
r, this
map does depend on the specific choice of r-cycle.
Notice that an r-cycle is, in particular, an (r−1)-cycle. Let us now compare
the answers we get by considering an r-cycle in these two ways.
Proposition 10.2. Let r > 2, and suppose y ∈ Zr−s,t(Y ). Write yr for y
considered as an element of Zr and yr−1 ∈ Z
r−1 for y considered as an r − 1
cycle. Then
Q˜m(yr) = [Q˜
m(yr−1)]r.
Before beginning the proof, notice that we can easily compare the two con-
structions because
Dr−1,st
Θy
##●
●●
●●
●●
●●
Θı // Drst
Θy
}}④④
④④
④④
④④
Y
(16)
commutes.
We will need the following lemma. It says that if we consider the inclusion
Θı : Drst → D∞st, where ı is the class defined in (8), then E
2(E(Θı)) is an
injection when restricted to the bottom ‘ L’.
Lemma 10.3. Consider the inclusion Θı : Drst → D∞st. The map E
2(E(Θı))
is an isomorphism in the bidegrees [−2s,−s]× {2t} and {−s} × [2t,∞).
Proof. On E1, the map E(Θı) is an isomorphism in this range.
Proof of Proposition 10.2. A special case of diagram (16) is when Y = D∞st and
y = ı. Combined with Lemma 10.3, this tells us that in the spectral sequence,
E(Dr−1,st) → E(Drst) takes the lower ‘ L’ to the lower ‘ L’. Furthermore, the
following commutes,
E2(E(D(r−1)st))
''P
PP
PP
PP
PP
PP
E2EΘı // E2(E(Drst))
ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
E2(E(Y ))
which implies that the representatives on the second page of Q˜m(yr) and Q˜
m(yr−1)
are the same. The result follows.
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10.1. Bottom Operation is the Square
We now show that the bottom operation coincides with the squaring opera-
tion. In particular, since the external product is commutative, this shows that
the bottom operation is additive.
Lemma 10.4. Let r ≥ 2. In the case of the universal example Drst,
µr(ı⊗ ı) 6= 0
where
µr : E
r(Drst)⊗ E
r(Drst)→ E
r(E(Drst))
is the external multiplication.
Proof. First notice that we can factor the external multiplication as
Ej(Drst)⊗ E
j(Drst)
∼=
→ Ej(Drst ⊗Drst)→ E
j(E(Drst)),
with the first arrow an isomorphism when j ≥ 2 by Lemma 4.2. We will prove
that
E2(Drst ⊗Drst)→ E
2(E(Drst))
is nontrivial; the result then follows by examining the spectral sequence for
E(Drst) since nothing can hit the element in bidegree (−2s, 2t).
The vertical maps in the following commutative diagram are nontrivial,
where Drst → D∞st is the inclusion.
E2−2s,2t(Drst ⊗Drst)

// E2−2s,2t(E(Drst))

E2−2s,2t(D∞st ⊗D∞st) // E
2
−2s,2t(E(D∞st))
We must see that the bottom map is nontrivial. To do so, note that the diagram
E2−2s,2t(D∞st ⊗D∞st)
// E2−2s,2t(E(D∞st))
H2sΩs,s // H
2sΩ¯s
∼= Prop. 5.2
OO
also commutes (where Ωs,s and Ω¯s are defined in (12, 13)), and the first map in
the exact sequence
H2sA→ H2sΩs,s → H
2sΩ¯s → 0
is zero by Lemma 6.1, so H2sΩs,s → H
2sΩ¯s is an isomorphism.
Proposition 10.5. Let y ∈ Zr−s,t(Y ), where r ≥ 2. Then
µr([y], [y]) = Q˜
t−s(y).
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Proof. Let Θy : Drst → Y be the representing map from Proposition 2.5. Then
Q˜t−s(y) = Er(E(Θy))(u−2s,2t) = E
r(E(Θy))(µr(ı⊗ ı))
by the preceding lemma, where up,q is the universal class from (14). Since µr :
Er(−)⊗Er(−)⇒ Er(E(−)) is a natural transformation, we have a commutative
diagram
Er(Drst)⊗ E
r(Drst)
µr
//
Er(Θy)⊗E
r(Θy)

Er(E(Drst))
Er(E(Θy))

Er(Y )⊗ Er(Y )
µr
// Er(E(Y ))
so
Q˜t−s(y) = µr(E
r(Θy)⊗ E
r(Θy)(ı⊗ ı)) = µr([y], [y]).
There are two consequences to this proposition. The first is that
Q˜t−s : Zr−s,t(Y )→ E
r(E(Y ))
is additive. This follows from commutativity of µr. Second, Q˜
t−s induces a
homomorphism
Qt−s : Er−s,t(Y )→ E
r(E(Y ))
since µr only depends on the E
r-class of a given r-cycle.
11. Additivity and Sums of Bousfield-Kan Examples
The goal of this section is to prove the following proposition for m > t− s.
Proposition 11.1 (Additivity). Let r ≥ 2. The functions
Q˜mv :Z
r
−s,t(Y )→ E
r
−s,m+t(E(Y )) m ≥ t
Q˜mh :Z
r
−s,t(Y )→ E
r
m−s−t,2t(E(Y )) m ∈ [t− s, t]
are homomorphisms.
Let x, y ∈ Zr−s,t(Y ). The following diagram commutes:
Drst
Θx+y
!!
❉❉
❉❉
❉❉
❉❉
// Drst ⊕Drst
Θx⊕Θy
yyss
ss
ss
ss
ss
X
(17)
where the top map is the diagonal. This suggests that analyzing the spectral
sequence for E(Drst ⊕ Drst) may be helpful in understanding additivity. We
will need greater generality later, so we now investigate the spectral sequence
associated to E(Drst ⊕Dr′s′t′).
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Lemma 11.2. Let X and Y be cosimplicial chain complexes. Then
E(X ⊕ Y ) ∼= E(X)⊕ E(Y )⊕ (W ⊗X ⊗ Y )
via
en ⊗ (x + y)⊗ (x
′ + y′) 7→
en ⊗ x⊗ x
′ + en ⊗ y ⊗ y
′
+en ⊗ x⊗ y
′ + σen ⊗ x
′ ⊗ y
and the obvious inclusions of the first two summands along with the inclusion
W ⊗X ⊗ Y →W ⊗pi
(
(X ⊕ Y )⊗ (X ⊕ Y )
)
en ⊗ x⊗ y 7→ en ⊗ x⊗ y
σen ⊗ x⊗ y 7→ σen ⊗ x⊗ y = en ⊗ y ⊗ x.
Proof. We may work with a fixed cosimplicial degree, so we prove the corre-
sponding statement for chain complexes. If A and B are chain complexes, then(
(A⊕B)⊗ (A⊕B)
)
= (A⊗A)⊕ (B ⊗B)⊕
(
A⊗B ⊕B ⊗A
)
as kπ-modules. Since A⊗B ⊕B ⊗A is a free π-module, we see
W ⊗pi
(
(A⊕B)⊗ (A⊕B)
)
= (W ⊗pi (A⊗A))⊕ (W ⊗pi (B ⊗B))⊕ (W ⊗A⊗B).
As mentioned above, we now consider the special case
E(Drst ⊕Dr′s′t′) ∼= E(Drst)⊕ E(Dr′s′t′)⊕ (W ⊗Drst ⊗Dr′s′t′).
Conormalization is an additive functor, as is the functor which takes a bicomplex
to its associated spectral sequence, so we see that we need only compute the
spectral sequence for
W ⊗Drst ⊗Dr′s′t′ .
But this is easy – the inclusion
Drst ⊗Dr′s′t′ →W ⊗Drst ⊗Dr′s′t′
induces an isomorphism on E1 by the Ku¨nneth theorem, so by Proposition 4.3,
Ej(W ⊗Drst ⊗Dr′s′t′) ∼= E
j(Drst)⊗ E
j(Dr′s′t′)
for j ≥ 2. In particular, E2(W ⊗Drst ⊗Dr′s′t′) is zero outside of the following
set of bidegrees:
(−s− s′, t+ t′),
(−s− s′ − r, t+ t′ + r − 1), (−s− s′ − r′, t+ t′ + r′ − 1),
(−s− s′ − r − r′, t+ t′ + r + r′ − 2)
 . (18)
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Proof of Proposition 11.1. Applying E to the diagram (17), we have the follow-
ing commutative diagram:
E(Drst)
E(Θx+y) $$■
■■
■■
■■
■■
// E(Drst ⊕Drst)
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣
11.2
E(Drst)⊕ E(Drst)⊕ (W ⊗Drst ⊗Drst)
E(Θx)+E(Θy)+???mmE(Y )
Using the formula from Lemma 11.2 we see that the composite
E(Drst)→ E(Drst ⊕Drst)։ E(Drst)⊕ E(Drst)
is just the diagonal.
We examine the map
E2(E(Drst))→ E
2(W ⊗Drst ⊗Drst)
in bidegrees {−s}× [2t,∞) and [−2s,−s− 1]×{2t}. Of course E2(W ⊗Drst⊗
Drst) = E
2(Drst)⊗ E
2(Drst) is zero at all of these bidegrees except for
E2−2s,2t(W ⊗Drst ⊗Drst) = k.
In particular, we know that for m > t− s
Q˜mv (x+ y) = Q˜
m
v (x) + Q˜
m
v (y) m ≥ t
Q˜mh (x+ y) = Q˜
m
h (x) + Q˜
m
h (y) m ∈ (t− s, t]
We saw at the end of the last section that Q˜t−s is additive.
We will need the following lemma at the beginning of the next section.
Lemma 11.3. We have
E2(E(D1st)) = 0,
which implies
E2 (E(Drst ⊕D1s′t′)) ∼= E
2(E(Drst)).
Proof. The implication comes from
E(Drst ⊕D1s′t′) ∼= E(Drst)⊕ E(D1s′t′)⊕ (W ⊗Drst ⊗D1s′t′)
and the fact that E2(W ⊗Drst ⊗D1s′t′) ∼= E
2(Drst)⊗ E
2(D1s′t′) = 0.
For the main statement, notice that D1ss is concentrated in homological
degree s and E0 = E1 for this spectral sequence since
Hk(D
p
1ss) = (D
p
1ss)k =
{
∆ps k = s
0 k 6= s.
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The basis for the conormalization of E(D1ss) consists of
en ⊗ id[s]⊗ id[s]
en ⊗ d
0 ⊗ d0
and also
e0 ⊗ ε⊗ ε
′
where ε < ε′ in ∆ps and [1, p] ⊂ im ε ∪ im ε
′. The differential δ1 on a basis
element in homological degree 2s is
δ1(e0 ⊗ ε⊗ ε
′) =
{
e0 ⊗ d
0ε⊗ d0ε′ when 0 ∈ im ε ∪ im ε′,
0 when 0 /∈ im ε ∪ im ε′.
We define a contracting homotopy S with
S(e0 ⊗ ε⊗ ε
′) =
{
0 when 0 ∈ im ε ∪ im ε′,
e0 ⊗ s
0ε⊗ s0ε′, when 0 /∈ im ε ∪ im ε′
which then satisfies δ1S + Sδ1 = id. For the other degrees, we have
δ1(en ⊗ id[s]⊗ id[s]) = en ⊗ d
0 ⊗ d0
so we see that E2 = 0.
12. Definition of the Operations
In section 10 we defined (additive) operations Q˜m on r-cycles. The goal of
this section is to show that these induce operations which are defined on classes
in the spectral sequence. The simplest thing would be to show that Q˜m vanishes
on
Br−s,t = ∂Z
r−1
−s+r−1,t−r+2 + Z
r−1
−s−1,t+1
for all m, but this does not happen. It turns out that the horizontal operations
Q˜mh may be nonzero on ∂Z
r−1
−s+r−1,t−r+2, which leads to the indeterminacy in
Theorem 12.6.
We begin with the easy part of Br−s,t: elements in lower filtration.
Lemma 12.1. The homomorphisms Q˜m vanish on Zr−1−s−1,t+1 for r ≥ 2.
Proof. Write r′ = r − 1, s′ = s+ 1, t′ = t + 1 and let y ∈ Zr
′
−s′,t′(Y ) ⊂ Z
r
s,t(Y ).
Then the following commutes
Drst
Θry !!❉
❉❉
❉❉
❉❉
❉
Θı // Dr′s′t′
Θr
′
y||①①
①①
①①
①①
①
Y
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where, of course, we regard ı ∈ Zr
′
−s′,t′(Dr′s′t′) as an element of Z
r
−s,t. If r
′ ≥ 2,
then by Theorem 7.1 the E2 page of the spectral sequence of E(Dr′s′t′) is zero
except for the following ranges of bidegrees:
{−s− 1} × [2t+ 2,∞)
{−s− r} × [2t+ 2r − 2,∞)
[−2s− 2,−s− 2]× {2t+ 2}
{−2s− r − 1} × {2t+ r}
[−2s− 2r,−s− r − 1]× {2t+ 2r − 2}
which means that Er(E(Dr′s′t′)) is zero on the ranges we are interested in:
{−s} × [2t,∞) and [−2s,−s− 1]× {2t}
Returning to the definition (15) of Q˜, we note that the diagram
Er(E(Drst))
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
// Er(E(Dr′s′t′))
ww♦♦
♦♦
♦♦
♦♦
♦♦
♦
Er(E(Y ))
commutes and the rightmost composition takes up,q to zero for
(p, q) ∈ {−s} × [2t,∞) ∪ [−2s,−s− 1]× {2t},
so all of the Q˜ must vanish on y.
The case r = 2 is even easier, since we knowE2(E(D1s′t′)) = 0 by Lemma 11.3.
We now shift our attention to ∂Zr−1−s+r−1,t−r+2. We run into a problem
immediately, for we would like to use the diagram
Drst
Θ∂y
!!
❈❈
❈❈
❈❈
❈❈
Θ∂ı // Dr−1,s+1−r,r−t−2
Θy
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
Y
where y ∈ Zr−1−s+r−1,t−r+2, but this diagram does not commute. To see this,
write
y =
∞∑
j=s−r+1
yj where yj ∈ C(Y )j .
We have
∂y =
∞∑
k=s
(dhy
k−1 + dvy
k) ∈ F−s
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since y is an (r − 1)-cycle. Then
C(Θ∂y)
s+r−1∑
j=s
id[j]
 = s+r−1∑
j=s
(dhy
j−1 + dvy
j)
and
C(Θy)C(Θ∂ı)
s+r−1∑
j=s
id[j]
 = C(Θy)(dh id[s−1])
= dhy
s−1.
We can guarantee these expressions are equal when ys, ys+1, . . . , ys+r−1 are all
zero. We will need the following special case in the proof of Lemma 12.4.
Lemma 12.2. If
y =
s−1∑
j=s−r+1
yj ∈ Zr−1−s+r−1,t−r+2
then the diagram
Drst
Θ∂y
!!
❈❈
❈❈
❈❈
❈❈
Θ∂ı // Dr−1,s+1−r,r−t−2
Θy
xx♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
Y
commutes.
Suppose that
y =
∞∑
j=s−r+1
yj ∈ Zr−1−s+r−1,t−r+2.
Then the tail
∑∞
j=s y
j is in
F−s ⊂ Zr−1−s+r−1,t−r+2,
so we can split y up into two pieces
y =
s−1∑
j=s−r+1
yj +
∞∑
j=s
yj
both of which are in Z−s+r−1,t−r+2. We first treat the tail of y.
Proposition 12.3. The homomorphisms Q˜m vanish on ∂F−s.
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Proof. Lemma 12.1 guarantees that the operations vanish on elements of ∂F−s−1 ⊂
Zr−1−s−1,t+1. By additivity we may consider the boundary of a single element in
cosimplicial degree s:
y = yst+1.
Define a cosimplicial chain complex V (depending on s and t) schematically
by
∆•s
id

in homological degree t+ 1
∆•s in homological degree t
with zero outside of these two homological degrees. The conormalization of this
is pictured in the right hand side of Figure 10, as well as a map of bicomplexes
from C(Drst) to C(V) (open circles map to open circles).
−s
t
t+ 1
t+ r − 2
t+ r − 1
−s
t
t+ 1
Figure 10: C(Drst)→ C(V)
This figure tells us that the diagram
C(Drst) //
C(Θ∂z) $$■
■■
■■
■■
■■
C(V)
{{✇✇
✇✇
✇✇
✇✇
C(Y )
commutes, where C(V) → C(Y ) is the map taking the square in the former to
the square
dhy
s
t+1

yst+1

oo
dhdvy
s
t+1 dvy
s
t+1
oo
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in C(Y ). We apply E to get the commutative diagram
E(Drst) //
E(Θ∂y) $$■
■■
■■
■■
■■
E(V)
{{①①
①①
①①
①①
E(Y )
The vanishing of the vertical homology of V implies the vanishing of E1(E(V)),
so E1(E(Θ∂y)) = 0.
Lemma 12.4. The vertical maps Q˜v vanish on ∂Z
r−1
−s+r−1,t−r+2 for r > 2.
Proof. Let r′ = r − 1, s′ = s + 1 − r, t′ = t − r + 2 and suppose that y ∈
Zr−1−s+r−1,t−r+2 has the form
y =
s−1∑
j=s−r+1
yj ,
an assumption that the previous proposition and additivity allow us to make.
Since y has this form, the following diagram commutes by Lemma 12.2.
Drst
Θ∂y
!!
❉❉
❉❉
❉❉
❉❉
Θ∂ı // Dr′s′t′
Θy
||①①
①①
①①
①①
①
Y
Applying Theorem 7.1 to E(Dr′s′t′) (when r > 2) we find nonzero terms exactly
in the following bidegrees:
{−s− 1− r} × [2t− 2r + 4,∞)
{−s} × [2t,∞)
[−2s+ 2r − 2,−s+ r − 2]× {2t− 2r + 4}
{−2s+ 2r − 1} × {2t− r + 2}
[−2s,−s− 1]× {2t}.
The column {−s} × [2t,∞) vanishes at Er by the ‘upper left portion’ part of
Corollary 9.2, so the vertical operations Q˜v(∂y) vanish at E
r.
Lemma 12.5. If r = 2 then the homomorphisms Q˜ vanish on ∂Z1−s+1,t.
Proof. Apply E2E to the diagram from Lemma 12.2:
D2st
Θ∂y
!!
❉❉
❉❉
❉❉
❉❉
Θ∂ı // D1s′t′
Θy
||②②
②②
②②
②②
Y
Lemma 11.3 says that E2(E(D1s′t′)) = 0.
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Theorem 12.6. The homomorphisms of Proposition 11.1 induce homomor-
phisms
Qmv :E
r
−s,t(Y )→ E
r
−s,m+t(E(Y )) m ≥ t
Qmh :E
r
−s,t(Y )→ E
w
m−s−t,2t(E(Y )) m ∈ [t− s, t]
where
w =

r m = t− s
2r − 2 m ∈ [t− s+ 1, t− r + 2]
r + t−m m ∈ [t− r + 3, t].
Notice that if r = 2, then w = 2.
Proof. We have already shown that the vertical operations pass to this quotient
using Lemmas 12.1 and 12.4. The well-definedness of the horizontal operations
follows from the diagram in Lemma 12.4 by applying the second part of Corol-
lary 9.2 to Dr−1,s+1−r,t−r+2.
We give an example to show that the w above is the best possible. Consider
the diagram
E(Drst)
E(Θ∂y) $$■
■■
■■
■■
■■
E(Θ∂ı)
// E(Dr−1,s+1−r,t−r+2)
E(Θy)
ww♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
E(Y )
from Lemma 12.4.
Example. We let t = s ≥ r−1, and take as our example the cosimplicial chain
complex Y = Dr−1,s+1−r,s−r+2 together with the class
y = ı =
k∑
k=s+1−r
id[k] .
The diagram
Hs(Drss)
Θ∂ı //
∼=

Hs−1(Dr−1,s+1−r,s−r+2)
Hs(D∞ss)
∼=
∂
// Hs−1(sks−1∆)
∼=
OO
commutes, and so the diagram
Ω¯s
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
yytt
tt
tt
tt
tt
E1(E(Drss)) // E
1(E(Dr−1,s+1−r,s−r+2))
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also commutes, where Ω¯s is the complex defined in (13). Thus, at E
2, generators
in the strip [−2s,−s]×{2t}map to nonzero elements. Vanishing of their images
occurs at exactly the page described by ‘w’ in the theorem.
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