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DISTRIBUTIONS INVARIANTES SUR LES GROUPES
RE´DUCTIFS QUASI-DE´PLOYE´S
FRANC¸OIS COURTE`S
Re´sume´. Soit F un corps local non archime´dien, et G le groupe des F -points
d’un groupe re´ductif connexe quasi-de´ploye´ de´fini sur F ; dans cet article, on
s’inte´resse aux distributions sur G invariantes par conjugaison, et a` l’espace de
leurs restrictions a` l’alge`bre de Hecke H des fonctions sur G a` support compact
biinvariantes par un sous-groupe d’Iwahori I donne´. On montre tout d’abord
que les valeurs d’une telle distribution sur H sont entie`rement de´termine´es par
sa restriction au sous-espace de dimension finie des e´le´ments de H a` support
dans la re´union des sous-groupes parahoriques de G contenant I ; on utilise
ensuite cette proprie´te´ pour montrer, moyennant certaines conditions sur G,
que cet espace est engendre´ d’une part par certaines inte´grales orbitales semi-
simples, d’autre part par les inte´grales orbitales unipotentes, en montrant tout
d’abord des re´sultats analogues sur les groupes finis.
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1. Introduction
Soit F un corps local non archime´dien, O son anneau des entiers, p l’ide´al max-
imal de O, ̟ une uniformisante de F ; soit p la caracte´ristique re´siduelle et q le
cardinal du corps re´siduel O/p de F .
Soit G un groupe re´ductif connexe de´fini sur F ; on supposera G quasi-de´ploye´
sur F . Soit G = G (F ) le groupe des F -points de G.
Dans ce qui suit, on s’inte´ressera aux distributions sur G invariantes par conju-
gaison et a` support dans l’ensemble des e´le´ments de G compacts, c’est-a`-dire fixant
au moins un point de l’immeuble de G. Soit Dc l’espace de ces distributions, et
Dc,1 le sous-espace des e´le´ments de Dc a` support dans la re´union des sous-groupes
parahoriques de G, c’est-a`-dire des fixateurs connexes (au sens de Bruhat-Tits) des
facettes de l’immeuble de G. Conside´rons d’autre part l’alge`bre de Hecke H = HI
des fonctions sur G a` support compact et biinvariantes par un sous-groupe d’Iwa-
hori I fixe´. D’apre`s la conjecture de Howe de´montre´e par Clozel, on sait que, dans
le cas de la caracte´ristique 0, l’espace des restrictions des e´le´ments de Dc,1 a` cette
alge`bre est de dimension finie, et c’est e´galement vrai en caracte´ristique p graˆce a` la
the´orie des corps locaux proches ; on peut donc chercher a` en exhiber des syste`mes
de ge´ne´rateurs finis.
Si g est un e´le´ment compact deG, en fixant une mesure invariante par conjugaison
sur l’orbite de g dans G, on peut de´finir une distribution inte´grale orbitale associe´e a`
g, qui est un e´le´ment de Dc. On va conside´rer deux familles particulie`res d’e´le´ments
compacts de G :
– les e´le´ments de G semi-simples non ramifie´s de re´duction re´gulie`re, c’est-a`-dire
les e´le´ments g appartenant a` un sous-groupe parahorique K de G dont l’image
dans le groupe fini correspondant est un e´le´ment semi-simple re´gulier. De tels
e´le´ments existent pour q assez grand ;
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– les e´le´ments unipotents de G.
Dans [24, 3.2], J.L. Waldspurger a conjecture´ que :
– la restriction a` H de l’inte´grale orbitale d’un e´le´ment semi-simple non ramifie´
de re´duction re´gulie`re ne de´pend que de la classe de conjugaison dans G de
l’unique tore non ramifie´ maximal le contenant ;
– l’espace engendre´ par ces restrictions co¨ıncide avec l’espace engendre´ par les
restrictions a` H des inte´grales orbitales unipotentes sur G.
Le but de ce qui suit est de montrer cette conjecture moyennant certaines condi-
tions sur G ; on va meˆme montrer que d’une part les inte´grales orbitales des e´le´ments
semi-simples non ramifie´s de re´duction re´gulie`re de G, d’autre part les inte´grales
orbitales unipotentes, engendrent l’espace des restrictions a` H de Dc,1 tout entier.
On va chercher a` se ramener au cas des groupes finis. L’objet du chapitre 3 est de
montrer que les restrictions a` H des e´le´ments de Dc sont entie`rement de´termine´es
par des distributions sur un nombre fini de groupes finis (e´ventuellement tordus
par un groupe abe´lien libre de type fini). Pour cela, on aura besoin de quelques
pre´liminaires.
Soit Γ = G/G1, ou` G1 est le sous-groupe de G engendre´ par les sous-groupes
parahoriques ; Γ est canoniquement isomorphe a` NG (I) /I, et si K est un sous-
groupe parahorique de K, ΓK = NG (K) /K est canoniquement isomorphe a` un
sous-groupe de Γ (lemme 2.1). SoitM l’ensemble des classes de conjugaison dans G
de couples (M,Kµ), ou` M est un sous-groupe de Levi de G et Kµ un sous-groupe
parahorique maximal de M ; on peut associer de manie`re canonique a` chaque sous-
groupe parahorique de G un e´le´ment de M ; si (M,Kµ) est un repre´sentant de
µ, le lemme 2.1 assure de plus que les groupes G = Kµ/K1µ et G
+ = γZKµ/K
1
µ,
ou` K1µ est le premier sous-groupe de congruence de K
1
µ, ne de´pendent pas de K.
D’autre part, pour tout µ ∈M, si (M,Kµ) est un repre´sentant de µ, le sous-groupe
Γµ = NG (Kµ) /NG1 (Kµ) de Γ ne de´pend pas de (M,Kµ), et pour tout K d’image
µ, ΓK est canoniquement isomorphe a` un sous-groupe de Γµ ; si N est l’ensemble
des couples (γ, µ), avec µ ∈ M et γ ∈ Γµ, on peut donc associer a` chaque couple
(γ,K), ou` K est un parahorique de G et γ ∈ ΓK , un e´le´ment de N .
Soit D ∈ Dc. Pour tout ν = (γ, µ) ∈ N et tout sous-groupe parahorique K
de G d’image ν, la restriction de D a` l’espace des fonctions a` support dans γK
invariantes par le premier sous-groupe de congruence K1 de K s’identifie a` une
distribution invariante sur G+ a` support dans γG, ou encore a` une fonction φ sur G
invariante par γ-conjugaison. Soit C (G)G,γ l’espace de ces fonctions et Ccusp (G)
G,γ
le sous-espace des fonction γ-cuspidales ; si R est un syste`me de repre´sentants des
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sous-groupes de Levi de G stables par γ, on a le re´sultat de de´composition suivant
(proposition 3.22) :
Proposition 1.1.
C (G)G,γ =
⊕
M∈R
IndGM,γ Ccusp (M)
M,γ
Dans l’e´galite´ ci-dessus, si P = MU est un sous-groupe parabolique de G stable
par γ, IndGM,γ de´signe l’induite tordue par γ, de´finie par :
IndGM,γ (f) : g ∈ G 7−→
1
card (P)
∑
x∈G,m∈M,u∈U,g=γ−1xγmux
f (m) ;
on de´duit de la proposition 2.5 que cette induite ne de´pend que de M et pas de P.
Soit φν (D) la composante dans Ccusp (M)
M,γ
de φ ; elle ne de´pend pas du choix
deK (lemme 3.20). Soit T0 un tore de´ploye´ maximal de G dont l’unique sous-groupe
parahoriqueKT0 est contenu dans I, et soitMγ le plus petit sous-groupe de Levi de
G semi-standard relativement a` T0 et contenant a` la fois M et γ, et soit l’inte´grale :
Dφν(D),γ (f) =
∫
Z0Mγ \Mγ
(∫
Mγ
f
(
m−1ym
)
φν (D)
(
γ−1y
)
dy
)
dm.
Cette inte´grale converge pour tout f (corollaire 3.6), et de´finit une distribution
invariante sur Mγ a` support dans l’ensemble des normalisateurs de sous-groupes
parahoriques de Mγ ; on en de´duit la distribution invariante sur G suivante :
DGφν(D),γ : f 7−→ Dφν(D),γ
(
fPγ
)
,
ou` Pγ est un sous-groupe parabolique de G de LeviMγ , et f
Pγ est le terme constant
de f suivant Pγ . Posons maintenant :
D˜ =
∑
ν∈N
DG
φν(D)
;
pour les ν ∈ N qui ne sont associe´s a` aucun parahorique deG, on poseraDG
φν(D)
= 0.
Soit D˜c le sous-espace de Dc constitue´ des distributions de la forme ci-dessus, et soit
C0 l’espace engendre´ par les fonctions sur G a` support dans le normalisateur d’un
sous-groupe parahorique et biinvariantes par le premier sous-groupe de congruence
de ce meˆme parahorique ; on a (proposition 3.26) :
Proposition 1.2. Soit D ∈ Dc. Alors il existe un unique D′ ∈ D˜c tel que les
restrictions de D et D′ a` C0 sont identiques ; de plus, on a D′ = D˜.
Fixons maintenant un sous-groupe parahorique I de G et conside´rons le sous-
espace C de C∞c (G) engendre´ par les fonctions a` support compact biinvariantes par
le premier sous-groupe de congruence d’un sous-groupe parahorique de G contenant
I. On a (the´ore`me 3.28) :
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The´ore`me 1.3. Pour tout D ∈ Dc, D˜ co¨ıncide avec D sur C. En particulier, si
D˜ = 0, D est nulle sur C.
Soit C0 le sous-espace de C engendre´ par les fonctions a` support dans le normalisa-
teur d’un sous-groupe parahorique de G contenant I et biinvariantes par le premier
sous-groupe de congruence de ce meˆme sous-groupe parahorique, D˜ ne de´pend que
de la restriction de D a` C0, et on de´duit alors imme´diatement du the´ore`me pre´ce´dent
le re´sultat suivant (3.27) :
The´ore`me 1.4. Si D est nulle sur C0, alors elle est nulle sur C.
En particulier, si le support de D est contenu dans une classe de G modulo G1,
ses valeurs sur C sont entie`rement de´termine´es par ses valeurs sur un espace de
dimension finie. (Si G est semi-simple, c’est meˆme vrai pour D quelconque.)
(Remarque : Il devrait eˆtre possible de ge´ne´raliser ce re´sultat aux espaces de
fonctions de niveau n quelconque.)
On va utiliser ce re´sultat pour montrer son analogue en remplac¸ant C par H.
Conside´rons donc le sous-espace H0 des e´le´ments de H a` support dans la re´union
des normalisateurs des sous-groupes parahoriques de G contenant I. On a le re´sultat
suivant (the´ore`me 3.36) :
The´ore`me 1.5. Si D est nulle sur H0, alors elle est nulle sur H.
Pour montrer les re´sultats cherche´s (chapitres 4 et 5), on se rame`ne donc au cas
des groupes finis. Soit G le groupe des Fq-points d’un groupe re´ductif connexe de´fini
sur Fq, P0 un sous-groupe parabolique minimal de G et HG l’alge`bre de Hecke des
fonctions sur G biinvariantes par P0. Pour toute fonction f sur G et tout g ∈ G,
posons :
1g (f) =
∑
h∈G
f
(
h−1gh
)
;
c’est la somme de f sur l’orbite de g. On a les re´sultats suivants (proposition 4.5,
lemme 5.18 et corollaire 5.19) :
Proposition 1.6. – Si g est un e´le´ment re´gulier d’un tore maximal T de G, la
restriction a` HG de la distribution 1g ne de´pend que de la classe de conjugaison
de T dans G.
– Soit RG un syste`me de repre´sentants des classes de conjugaison de tore max-
imaux de G ; supposons que pour tout T ∈ RG, il existe un e´le´ment re´gulier
gT dans T. Si le diagramme de Dynkin de G ne contient aucune composante
connexe de type E7 ou E8, alors les distributions 1gT |HG , T ∈ RG, engendrent
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l’espace des distributions invariantes sur HG, et en constituent une base si G
est de´ploye´.
Lemme 1.7. Soit T un tore maximal de G, g un e´le´ment re´gulier de T ; alors la
restriction a` HG de l’inte´grale orbitale 1g est combinaison line´aire des restrictions
des inte´grales orbitales unipotentes sur G.
Corollaire 1.8. Si G est tel que tout tore maximal T de G admet au moins un
e´le´ment re´gulier, et si aucune composante connexe du diagramme de Dynkin de G
n’est de type E7 ou E8, alors les inte´grales orbitales unipotentes engendrent l’espace
des restrictions a` HG des distributions sur G.
On va ensuite utiliser ces re´sultats pour montrer leur analogue sur G. Si K est un
sous-groupe parahorique deG contenant I,K/K1 s’identifie au groupe des Fq-points
d’un groupe re´ductif connexe de´fini sur Fq, et I/K1 est un sous-groupe parabolique
minimal de ce groupe ; on peut donc appliquer les re´sultats pre´ce´dents a` chacun
des K contenant I. En recollant les distributions ainsi obtenues et en utilisant le
the´ore`me 3.36, on de´montre (the´ore`mes 4.2 et 5.23, corollaire 5.24) :
The´ore`me 1.9. – Si g est un e´le´ment non ramifie´ de re´duction re´gulie`re d’un
tore non ramifie´ maximal T de G, la restriction a` H de la distribution J (g, ·)
ne de´pend que de la classe de conjugaison de T dans G.
– Supposons que G ve´rifie :
(C1) : Tout tore maximal non ramifie´ T de G admet au moins un e´le´ment
non ramifie´ de re´duction re´gulie`re.
Soit R un syste`me de repre´sentants des classes de conjugaison de tores non
ramifie´s maximaux de G, et pour tout T ∈ R, soit gT un e´le´ment non ramifie´
de re´duction re´gulie`re de T . Si le diagramme de Dynkin de G ne contient au-
cune composante connexe de type E7 ou E8, alors les distributions J (gT , ·) |H
engendrent Dc,1|H, et en constituent une base si G est de´ploye´ sur F .
Notons que (C1) est vraie pour q assez grand (lemme 4.1).
Soit Fnr l’extension non ramifie´e maximale de F , et Gnr = G (Fnr). On dira que
p est un bon nombre premier pour Gnr si, en notant Φnr le syste`me de racines de
Gnr relativement a` un tore de´ploye´ maximal et ∆ = {α1, . . . , αn} un syste`me de
racines simples de Φnr, pour tout β =
∑
i ciαi ∈ Φnr, si ci 6= 0, ci n’est pas multiple
de p. On a :
The´ore`me 1.10. Supposons que G ve´rifie (C1), que son diagramme de Dynkin ne
contient aucune composante connexe de type E7 ou E8,et que p est un bon nombre
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premier pour Gnr. Alors les restrictions a` H des distributions inte´grales orbitales
unipotentes sur G engendrent Dc,1|H.
Corollaire 1.11. Si G ve´rifie les conditions du the´ore`me pre´ce´dent, les espaces
engendre´s par les restrictions a` H des distributions inte´grales orbitales respective-
ment sur les e´le´ments semi-simples re´guliers non ramifie´s de G et sur les e´le´ments
unipotents de G sont e´gaux.
2. Pre´liminaires
Dans ce qui suit, si H est un groupe et H ′ un sous-groupe de H , on notera
NH (H
′) (resp. ZH (H
′)) le normalisateur (resp. le centralisateur) de H ′ dans H . Si
g est un e´le´ment de H , on notera e´galement ZH (g) le centralisateur de g dans H .
Enfin, on notera ZH = ZH (H) le centre de H .
2.1. Sous-groupes parahoriques. Soit B = BG l’immeuble de Bruhat-Tits de G,
A = AG un appartement de B. Soit N0 l’ensemble des points de G conservant A ;
c’est un sous-groupe ferme´ de G, dont la composante neutre H0 est un tore maximal
de G. Soit T0 la composante de´ploye´e de H0 ; c’est un tore de´ploye´ maximal de G,
et on a N0 = NG (T0) et H0 = ZG (T0). De plus, A est un R-espace affine dont la
dimension est e´gale au rang semi-simple de G, et le R-espace vectoriel V associe´
a` A est canoniquement isomorphe a` X∗ (T0) ⊗ R/X∗ (ZG,d) ⊗ R, ou` ZG,d est la
composante de´ploye´e du centre de G.
Soit x un point de A, et soit Kx le sous-groupe parahorique de G attache´ a` x ;
c’est le fixateur connexe (cf. [4, II. 4.6.28]) de la facette Ax de B contenant x. Si
A′ est un autre appartement de B contenant x, d’apre`s [4, I. 2.5.8], il existe un
e´le´ment g de G tel que g (A) = A′ et que gx = x ; le tore de´ploye´ maximal T ′0 de G
correspondant a` A′ est alors conjugue´ a` T0 par un e´le´ment de NG (Kx).
Soit ΦT0 le syste`me de racines de G relativement a` T0, et soit, pour tout α ∈ ΦT0 ,
le sous-groupe radiciel Uα de G correspondant ; on notera Uα,x = Uα,Kx = Uα∩Kx.
On va de´finir le premier sous-groupe de congruence K1x de Kx comme suit : puisque
T0 est un tore de´ploye´ maximal et G est quasi-de´ploye´, ZG (T0) est un tore ; son
immeuble de Bruhat-Tits est alors constitue´ d’un unique appartement, lui-meˆme
constitue´ d’une unique facette, et ZG (T0) posse`de donc un unique sous-groupe
parahoriqueKZG(T0). On de´finit tout d’abord le premier sous-groupe de congruence
K1ZG(T0) de KZG(T0) de la manie`re suivante : soit T
′ le tore maximal de G tel que
ZG (T0) = T
′ (F ). Soit F la cloˆture alge´brique de F , O son anneau des entiers, p
l’ide´al maximal de O ; fixons un isomorphisme φ de
(
F
∗
)d
dans T ′, ou` d est la
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dimension de T ′. Alors on a KZG(T0) = ZG (T0) ∩ φ
((
O
∗
)d)
, qui ne de´pend pas
de φ, et on peut poser :
K1ZG(T0) = ZG (T0) ∩ φ
(
(1 + p)
d
)
;
ce groupe ne de´pend pas non plus du choix de φ. D’autre part, soit A une chambre
de A dont l’adhe´rence contient x ; le sous-groupe d’Iwahori KA de G fixant A est
contenu dans Kx, donc pour tout α ∈ ΦT0 , on a Uα,KA ⊂ Uαx . En particulier,
posons :
Uα,x+ =
⋂
A
Uα,KA ,
l’intersection portant sur les chambres A de A dont l’adhe´rence contient x ; Uα,x+
peut e´galement eˆtre vu comme l’ensemble des e´le´ments de Uα fixant point par point
un voisinage de x dans A. Si V est l’espace vectoriel associe´ a` A et si Hα est
l’hyperplan vectoriel noyau de la syme´trie sα sur V associe´e a` α, on a Uα,x+ = Uα,x
si on est dans un des deux cas suivants :
– x+Hα n’est pas un mur de A ;
– la facette Ax contenant x n’est pas incluse dans x+Hα.
Si x+Hα est un mur de A et si Ax ⊂ x+Hα, Uα,x+ est le plus grand sous-groupe
strict de Uα,x de la forme Uα,y, y ∈ A ; si on pose :
K1x = K
1
ZG(T0)
∏
α∈ΦT0
Uα,x+,
d’apre`s [21, proposition I.2.2 et corollaire I.2.3], ce produit ne de´pend pas de l’ordre
dans lequel on place les α, et K1x est un sous-groupe normal de Kx ; de plus, le quo-
tient G = Kx/K1x est le groupe des Fq-points d’un groupe re´ductif connexe de´fini sur
Fq. De plus, si KT0 est l’unique sous-groupe parahorique de T0 et K
1
T0
son premier
sous-groupe de congruence, le quotient T0 = KT0/K
1
T0
s’identifie canoniquement a`
un tore de´ploye´ maximal de G, et l’ensemble des α ∈ ΦT0 tels que Uα,x+ ( Uα,x
s’identifie canoniquement au syste`me de racines de G relativement a` T0.
On notera C0 (G) le sous-espace des e´le´ments de C
∞
c (G) annule´s par toute distri-
bution sur G invariante par conjugaison. On notera e´galement C0 (G) le sous-espace
des fonctions sur G annule´es par toute distribution sur G invariante par conjugaison.
2.2. Normalisateur d’un sous-groupe parahorique. Soit A une chambre de
B, I le sous-groupe d’Iwahori de G qui fixe A, A un appartement de B contenant A,
T0 le tore de´ploye´ maximal de G associe´ a` A et KZG(T0) = ZG (T0)∩I l’unique sous-
groupe parahorique de ZG (T0) ; le groupeW
′ =W ′ (G/T0) = NG (T0) /KZG(T0) est
le groupe de Weyl affine de G relativement a` T0. D’apre`s [6, 3.5], c’est le produit
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semi-direct du groupe ΓI = NG (I) /I et du sous-groupe distingue´ W
′
0 de W
′ en-
gendre´ par les syme´tries orthogonales s′1, . . . , s
′
n+1 par rapport aux murs de A (n
de´signant le rang semi-simple de G) ; ΓI agit sur W
′
0 par permutation des s
′
i. De
plus, on a la de´composition :
G =
⊔
w′∈W ′
Iw′I.
Par un le´ger abus de notation, si H est un sous-groupe de G contenant KZG(T0), on
notera W ′ ∩H l’ensemble des e´le´ments de W ′ contenus dans H .
Le groupe W ′ agit transitivement sur l’ensemble des chambres de A ; pour tout
w′ ∈ W , on appelle longueur de w′ (relativement a` A) et on note l (w′) = lA (w′)
la longueur d’une galerie minimale entre A et w′A ; c’est e´galement la longueur l
d’une de´composition minimale de w′ sous la forme w′ = γs′i1 . . . s
′
il
, γ ∈ ΓI . On a
pour toute de´composition de ce type :
Iw′I = γIs′i1I . . . Is
′
il
I;
d’autre part, on a pour tout i :
Is′iIs
′
iI ⊂ I ∪ Is
′
iI.
On en de´duit en particulier que, si on pose :
G1 =
⊔
w′∈W ′0
Iw′I,
G1 est un sous-groupe normal de G, ouvert et ferme´ dans G, qui ne de´pend pas du
choix de I ; de plus, posons :
Γ = G/G1;
d’apre`s ce qui pre´ce`de, Γ est canoniquement isomorphe a` ΓI ; le groupe ΓI ne de´pend
donc, a` isomorphisme pre`s, pas de I, et chaque e´le´ment de Γ posse`de un unique
repre´sentant dans W ′ appartenant a` ΓI .
D’autre part, pour toute partie J ( {1, . . . , n+ 1}, il existe au moins un point
de A fixe´ par les s′i, i ∈ J ; le sous-groupe de G engendre´ par I et les s
′
i, i ∈ J est
alors un sous-groupe parahorique KJ de G contenant I, et tous les sous-groupes
parahoriques de G contenant I peuvent eˆtre obtenus par ce moyen. G1 contient alors
tous ces sous-groupes, donc e´galement tous les autres sous-groupes parahoriques de
G puisque ceux-ci leurs sont conjugue´s. En particulier, G1 contient tous les sous-
groupes compacts des sous-groupes radiciels de G relativement a` T0 ; G
1 contient
alors tous ces sous-groupes radiciels, donc e´galement le groupe qu’ils engendrent,
qui est le groupe de´rive´ de G ; on en de´duit que Γ est abe´lien.
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De plus, on a le lemme suivant :
Lemme 2.1. Soit J une partie de {1, . . . , n+ 1} distincte de {1, . . . , n+ 1} lui-
meˆme. On a :
NG (KJ) = ΓJKJ ,
ou` ΓJ est le sous-groupe des e´le´ments de ΓI qui permutent les αi, i ∈ J .
De´monstration. Puisque I ⊂ KJ , NG (KJ) est une re´union de doubles classes mod-
ulo I, et il suffit de caracte´riser les e´le´ments w′ ∈ W ′ qui normalisent KJ . Soit donc
un tel w′ ∈ W ′ ; e´crivons-le w′ = w′0γ, avec γ ∈ Γ et w
′
0 ∈W
′
0. Puisque γ normalise
I, il stabilise A et permute les faces de A ; si AJ est la face de A dont KJ est le
fixateur connexe, il existe alors J ′ telle que γAJ = AJ′ ; pour que w
′ normalise KJ ,
on doit donc avoir w′0AJ′ = AJ . Or puisque A posse`de une unique face de chaque
type, d’apre`s [4, I. 1.3.5], il existe une unique face de A transforme´e de AJ′ par un
e´le´ment de W ′0, et cette face est force´ment AJ′ ; on a donc J
′ = J , ce qui implique
a` la fois que γ ∈ ΓJ et que w′0AJ = AJ , d’ou` l’on de´duit graˆce a` [4, I. 1.3.5] que w
′
0
est un e´le´ment du sous-groupe de W ′0 engendre´ par les sαi , i ∈ J , ce qui de´montre
le lemme. 
On en de´duit imme´diatement le corollaire suivant :
Corollaire 2.2. Pour tout J , NG (KJ) ∩G1 = KJ .
Soit maintenant x un point quelconque de G, Kx son fixateur connexe dans G ;
on posera Γx = ΓKx = NG (Kx) /Kx.
Soit K un sous-groupe parahorique de G. Comme son premier sous-groupe de
congruence est de´termine´ de manie`re unique, il est e´galement normalise´ par tout
e´le´ment de NG (K). Supposons que K contient I, et soit γ ∈ NG (I). Conside´rons
le groupe G+ = G+γ = γ
ZK/K1 ; c’est le produit semi-direct de G = K/K1 par le
groupe γZ. Puisque γ peut eˆtre d’ordre infini, G+ n’est pas toujours le groupe des
Fq-points d’un groupe re´ductif, mais on peut faire la remarque suivante : puisque G
est fini, son groupe d’automorphismes l’est e´galement, et il existe donc un entier b
tel que γb agit trivialement par conjugaison sur G ; γb est alors central dans G+, et
G+/γbZ est le groupe des Fq-points d’un groupe re´ductif de´fini sur Fq. On va donc
pouvoir appliquer a` G+ certains des re´sultats de [12].
On appellera sous-groupe parabolique de G+ un sous-groupe de la forme P+ =
NG+ (P), ou` P = MU est un sous-groupe parabolique de G. De meˆme que dans
[12, proposition 1.5], on a une de´composition de la forme P+ = M+U, ou` M+ =
NP+ (M) ; M+ est un sous-groupe de Levi de G+. De plus, on a P = P+ ∩ G et
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M = M+ ∩ G ; il y a donc bijection canonique entre les sous-groupes paraboliques
(resp. de Levi) de G+ et ceux de G.
D’autre part, il existe un repre´sentant de γ dans G+ qui est quasi-central (au sens
de [12, 1.15]) : c’est une conse´quence imme´diate de [12, 1.16 et 1.34]. En assimilant
γ a` un tel repre´sentant, et en posant Gγ = G ∩ ZG+ (γ), on en de´duit le re´sultat
suivant :
Lemme 2.3. Il existe une bijection canonique entre les classes de conjugaison de
sous-groupes de Levi de G+ contenant γ et les classes de conjugaison de sous-groupes
de Levi de Gγ, induite par l’application canonique M+ 7→ M+ ∩Gγ .
De´monstration. Ce lemme est une conse´quence imme´diate de [12, proposition 1.40].

Soit P+ = M+U un sous-groupe parabolique de G+. Si f est un e´le´ment de
l’espace C (G+)G
+
des fonctions sur G+ invariante par conjugaison, on de´finit sa
restriction a` M+ par :
rG
+
P+ f : m ∈M
+ 7−→
∑
u∈U
f (mu) .
Si maintenant φ est une fonction sur M+ invariante par conjugaison, on de´finit son
induite a` G+ par :
IndG
+
P+ φ : g ∈ G
+ 7−→
∑
m∈M+,u∈U+,h∈G+,g=h−1muh
φ (m) .
Conside´rons le produit hermitien de´fini positif sur l’espace des fonctions invari-
antes sur G+ a` support dans γG, donne´ par :
〈f, f ′〉G =
1
card (G)
∑
g∈γG
f (g)f ′ (g) .
On a les re´sultats suivants :
Lemme 2.4. Soit f (resp. φ) une fonction centrale sur G+ (resp. M+) a` support
dans γG (resp. γM). On a :
〈f, IndG
+
P+ φ〉G = 〈r
G+
P+ f, φ〉M.
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De´monstration. En effet, on a :
〈f, IndG
+
M+ φ〉G =
1
card (G)
∑
g∈γG
f (g)

 1
card (P)
∑
x∈G,m∈γM,u∈U,g=x−1mux
φ (m)


=
1
card (P) card (G)
∑
m∈γM

 ∑
x∈G,u∈U
f (x−1mux)φ (m)


=
1
card (M) card (U)
∑
m∈γM,u∈U
f (mu)φ (m)
= 〈rG
+
P+ f, φ〉M.

Proposition 2.5. Soit P+ =M+U un sous-groupe parabolique de G+ contenant γ.
– Soit f ∈ C (G+)G
+
a` support dans γG ; la restriction rG
+
P+ f de f a` M
+ ne
de´pend pas du choix de P+ ;
– soit φ ∈ C (M+)M
+
a` support dans γM ; l’induite IndG
+
P+ φ de φ a` G
+ ne de´pend
pas du choix de P+.
De´monstration. Si P+ = G+, le re´sultat est trivial ; supposons donc P+ propre. Soit
P′+ =M+U′ un autre sous-groupe parabolique de G+ contenant γ et de Levi M+ ;
on va montrer par re´currence sur le rang semi-simple de G+ que l’on a :
〈IndG
+
P+ φ, Ind
G+
P+ φ〉G = 〈Ind
G+
P+ φ, Ind
G+
P′+ φ〉G = 〈Ind
G+
P′+ φ, Ind
G+
P′+ φ〉G,
ce qui montrera la seconde assertion, la premie`re s’en de´duisant au moyen du lemme
2.4.
On de´duit de ce meˆme lemme 2.4 que ces e´galite´s sont e´quivalentes a` :
〈φ, rG
+
P+ Ind
G+
P+ φ〉 = 〈φ, r
G+
P+ Ind
G+
P′+ φ〉 = 〈φ, r
G+
P′+ Ind
G+
P′+ φ〉.
Ces dernie`res e´galite´s se de´duisent imme´diatement de la formule de Mackey pour
les paraboliques de G+ (cf. [12, the´ore`me 3.2]) et de l’hypothe`se de re´currence. 
2.3. E´le´ments compacts. Le but de cette partie est de classifier les parties de G
de la forme γK, ou` K est un sous-groupe parahorique de G et γ ∈ NG (K).
On dira qu’un e´le´ment de G est compact dans G s’il est contenu dans le nor-
malisateur d’un sous-groupe parahorique de G ; g ∈ G est compact dans G si et
seulement si il appartient a` un sous-groupe de G compact modulo le centre Z de G,
ce qui est vrai si et seulement si toutes les valeurs propres de l’application line´aire
Ad (g) sur Lie (G) sont de valuation 0. La notion de compacite´ de´pend du groupe
conside´re´ : en effet, si H est un sous-groupe re´ductif ferme´ de G, tous les e´le´ments
compacts de G sont compacts dans H , mais la re´ciproque est fausse.
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Lemme 2.6. L’ensemble Gc des e´le´ments compacts de G est un ouvert ferme´ de
G.
De´monstration. En effet, Gc est re´union de sous-groupes ouverts de G ; c’est donc
un ouvert de G. D’autre part, conside´rons l’application φ de G dans F [X ] telle que
pour tout g ∈ G, φ (G) est le polynoˆme caracte´ristique de Ad (g) sur Lie (G) ; φ est
continue, et Gc est l’image re´ciproque par φ de l’ensemble des polynoˆmes de degre´
dim (G) dont toutes les valeurs propres sont de valuation 0, qui est un ferme´ de
F [X ] ; Gc est donc un ferme´ de G et le lemme est de´montre´. 
Soit x ∈ B, A un appartement de B contenant x, T0 le tore de´ploye´ maximal
de G associe´ a` A. Soit Φx l’ensemble des racines de G relativement a` T0 telles que
Uα,x+ est strictement contenu dans Uα,x ; d’apre`s ce qui pre´ce`de, c’est e´galement
l’ensemble des racines α telles que Hα est un mur de A et que Ax ⊂ x +Hα ; cet
ensemble est un sous-syste`me de racines de Φ. SoitMx le groupe de G engendre´ par
ZG (T0) et les Uα, ou` α de´crit l’ensemble des racines qui sont combinaisons line´aires
a` coefficients dans Q d’e´le´ments de Φx : c’est un sous-groupe de Levi de G, dont
la classe de conjugaison ne de´pend pas du choix de T0. On pose KMx = Kx ∩Mx ;
KMx est un sous-groupe parahorique maximal de Mx dont la classe de conjugaison
ne de´pend pas non plus du choix de T0 ; la classe de conjugaison µx (dans G) du
couple (Mx,KMx) est donc de´termine´e uniquement par x.
(Remarquons que le groupe Hx engendre´ par ZG (T0) et les Uα, α ∈ Φx, est un
sous-groupe re´ductif ferme´ de G dont T0 est un tore de´ploye´ maximal, mais n’est
pas ne´cessairement un sous-groupe de Levi de G.)
Soit x, y ∈ B ; on dira que Kx et Ky sont associe´s si µx = µy, c’est-a`-dire si
deux couples (Mx,KMx) et
(
My,KMy
)
quelconques sont conjugue´s entre eux. Deux
parahoriques de G conjugue´s entre eux sont clairement associe´s ; la re´ciproque est
fausse.
On notera M0 l’ensemble des couples (M,KM ), ou` M est un sous-groupe de
Levi de G et KM un sous-groupe parahorique maximal de M , et M l’ensemble des
classes de conjugaison d’e´le´ments de M0.
Si K0 est l’ensemble des couples (Kx, T0), ou` x est un e´le´ment de B et T0 un
tore de´ploye´ maximal de G correspondant a` un appartement de B contenant x, on
a ainsi de´fini deux applications canoniques :
– une application κ0 de K0 dans M0 ;
– une application κ de B dans M.
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Puisque κ(x) ne de´pend que de la facette contenant x, par un le´ger abus de notation,
on notera parfois κ (Kx) = κ (x).
Soit µ ∈ M et (M,Kµ) un repre´sentant de µ ; siK
1
µ est le premier sous-groupe de
congruence de Kµ, le groupe M = Kµ/K1µ est l’ensemble des Fq-points d’un groupe
re´ductif connexe M de´fini sur Fq, qui ne de´pend pas du choix de (M,Kµ) ; de plus,
si x est un e´le´ment de B dont l’image par κ est µ, le groupe re´ductif fini Kx/K1x est
canoniquement isomorphe a` M. Pour tout e´le´ment k (resp. toute partie X) de Kµ
ou de Kx, on notera k ou kM (resp. X ou XM) son image dans M.
Soit maintenant A un appartement de B, T0 le tore maximal de G associe´ a` A,
x ∈ A, (M,KM ) = κ0 (Kx, T0), AM l’appartement de l’immeuble de BM de M
associe´ a` T0 et xM un point de la facette de AM fixe´e par KM ; on va de´finir une
surjection canonique entre A et AM . Puisque l’espace vectoriel VM associe´ a` AM est
canoniquement isomorphe a` X∗ (T0)⊗R/X∗ (ZM,d)⊗R, ou` ZM,d est la composante
de´ploye´e du centre deM , et puisqu’on a clairement ZG,d ⊂ ZM,d, on a une surjection
canonique entre l’espace vectoriel V associe´ a`A et VM . Soit φx la bijection de A dans
AM induite par cette bijection canonique en posant φx (x) = xM ; on va montrer
que φx ne de´pend pas du choix de x. Soit donc y un autre e´le´ment de A tel que
κ0 (Ky, T0) est de la forme (M,K
′
M ) ; on va ve´rifier que si yM est un point de AM
fixe´ par K ′M , on a φx (y) = yM .
Puisque l’adhe´rence de toute chambre de A contient au moins un y, par une
re´currence e´vidente, on peut supposer que x et y sont se´pare´s par un unique mur
H de A ; soit α′0 la racine affine de G relativement a` T0 associe´e a` H et contenant
x et pas y, et α0 la racine de G relativement a` T0 associe´e a` α
′
0. Comme φx et φy
sont deux applications affines de meˆme partie line´aire, il suffit de conside´rer leurs
images respectives en un point donne´.
Pour toute racine α deM relativement a` T0, si Uα est le sous-groupe radiciel deM
correspondant et Uα,K un sous-groupe ouvert compact de Uα maximal parmi ceux
contenus dans K ′M , Uα,K fixe un demi-espace de A contenant y, donc e´galement un
demi-espace de AM contenant φx (y) (c’est trivial si α 6= ±α0 ; si α = α0 (resp. si
α = −α0), le demi-espace de AM fixe´ par Uα,K est l’adhe´rence de la plus grande
racine affine de M relativement a` T0 strictement contenue dans φx (α
′
0) (resp. de
la plus petite contenant strictement φx (α
′
0)) ; or le seul sous-groupe parahorique
de M contenant tous les Uα,K est K
′
M , ce qui impose φx (y) = yM . Par le meˆme
raisonnement, on voit que si maintenant y est un point quelconque de A, φx (y) est
fixe´ par Ky ∩M ; on a donc montre´ le re´sultat suivant :
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Lemme 2.7. Il existe une unique surjection affine de A dans AM qui, a` tout x ∈ A,
associe un point xM de AM fixe´ par Kx ∩M .
On va maintenant utiliser ce lemme pour montrer le re´sultat suivant :
Lemme 2.8. κ et κ0 sont surjectives.
De´monstration. Montrons d’abord que κ0 est surjective, c’est-a`-dire que pour tout
µ ∈ M et tout repre´sentant (M,Kµ) de µ, il existe un point x de B et un tore
maximal T0 de G dont l’appartement A de B associe´ contient x, tels que (M,Kµ) =
κ0 (Kx, T0).
Soit donc AM un appartement de l’immeuble de M contenant un point xM
fixe´ par Kµ, T0 le tore de´ploye´ maximal de M associe´ a` AM , A l’appartement
de l’immeuble de G associe´ a` T0, et φ une isome´trie de A dans AM ve´rifiant les
conditions du lemme pre´ce´dent. Conside´rons l’image re´ciproque E dans A par φ de
la facette AM de AM contenant xM : c’est un sous-espace affine de A, et pour tout
x ∈ E, Kx contient Kµ ; puisque Kµ est un sous-groupe parahorique maximal de
M , on en de´duit que l’on a Kx ∩M = Kµ ; re´ciproquement, pour tout x ∈ A tel
que Kx ∩M = Kµ, on a φ (x) ∈ AM , donc x appartient a` E. On en de´duit que E
est re´union de facettes de A.
Soit maintenant A une facette de A de dimension maximale parmi celles con-
tenues dans E, et soit x ∈ A. Alors Kx convient : en effet, soit (Mx,KMx) =
κ0 (Kx, T0) ; on de´duit de la de´finition de κ0 que M ⊂Mx ; d’autre part, le rang de
Mx est e´gal au rang de G moins la dimension de A, qui est e´gale a` celle de E, ce
qui donne :
rg (Mx) = rg (G)− dim (E) = rg (M) ;
on en de´duit que Mx = M . Enfin, KMx = Kx ∩ M = Kµ, ce qui ache`ve la
de´monstration de la surjectivite´ de κ0.
Montrons maintenant la surjectivite´ de κ : soit µ ∈ M, et (M,Kµ) un repre´sen-
tant de µ dansM0. Puisque κ0 est surjective, il existe un couple (Kx, T0) ∈ K dont
l’image par κ0 est (M,Kµ) ; mais alors, on a κ (x) = µ. Donc κ est surjective et le
lemme est de´montre´. 
On va maintenant s’inte´resser aux classes de la forme (γ,Kx), avec x ∈ B et
γ ∈ NG (Kx). Soit tout d’abord (M,K) ∈ M0, T0 un tore de´ploye´ maximal de M ,
et x ∈ B tel que κ0 (Kx, T0) = (M,K) ; il est clair que NG (Kx) ⊂ NG (M,K).
Posons donc :
Γ(M,K) = NG (M,K) /NG (M,K) ∩G
1.
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Il est clair que si (M ′,K ′) est un e´le´ment de M0 conjugue´ a` (M,K), Γ(M ′,K′) =
Γ(M,K) ; Γ(M,K) ne de´pend donc que de la classe de conjugaison µ de (M,K), et
on le notera alors Γµ. Pour tout µ ∈ M, Γµ s’identifie donc a` un sous-groupe de Γ
contenant tous les Γx, avec x ∈ B tel que κ (x) = µ. Remarquons que les Γx ne sont
ge´ne´ralement pas e´gaux a` Γµ, ni meˆme force´ment e´gaux entre eux.
On a le re´sultat suivant :
Proposition 2.9. Soit x, x′ ∈ B tels que Kx et Kx′ sont associe´s, soit T0 (resp.
T ′0) le tore de´ploye´ maximal de G associe´ a` un appartement A (resp. A
′) contenant
x (resp. x′) et soit (M,K) = κ0 (Kx, T0) (resp. (M
′,K ′) = κ0 (Kx′ , T
′
0)). Soit
γ un e´le´ment de W ′ (G/T0) ∩NG (Kx) et γ
′ un e´le´ment de W ′ (G, T ′0) ∩NG (Kx′)
repre´sentant un meˆme e´le´ment de Γ et normalisant chacun un sous-groupe d’Iwahori
de G ; alors les triplets (γ,M,K) et (γ′,M ′,K ′) sont conjugue´s dans G.
De´monstration. La de´monstration de cette proposition fera l’objet du paragraphe
3.1. 
On de´duit de cette proposition que le groupe γZKx/K
1
x ne de´pend que de γ et
de µ = κ (x). Conside´rons donc l’ensemble G des couples de la forme (γ, x), x ∈ B
et γ ∈ Γx, et l’ensemble N des couples ν = (γ, µ), µ ∈ M et γ ∈ Γµ, et soit
l’application ζ de G dans N de´finie par :
ζ : (γ, x) 7→ (γ, κ (x)) ;
si ν ∈ N posse`de au moins un ante´ce´dent x par ζ, on peut lui associer de manie`re
canonique le groupe G+ = G+ν = γ
ZKx/K
1
x. Notons que ζ n’est ge´ne´ralement pas
surjective.
Puisque ζ (γ, x) ne de´pend que de γ et de la facette contenant x, par un le´ger
abus de notation, on notera e´galement parfois ζ (γ,Kx) = ζ (γ, x).
2.4. Sous-groupes standard et semi-standard. Fixons un tore de´ploye´ maxi-
mal T0 de G et un sous-groupe parabolique minimal P0 =M0U0 de G tel que T0 est
contenu dans le centre de M0. Un sous-groupe parabolique P = MU de G sera dit
standard (resp. semi-standard) relativement a` P0 et T0 (resp. T0) si P0 ⊂ P (resp.
M0 ⊂ P ) ; M est un sous-groupe de Levi standard (resp. semi-standard) de G s’il
contient M0 et s’il existe un P =MU tel que P est standard (resp. semi-standard).
Soit maintenant M un sous-groupe de Levi semi-standard de G, AM l’apparte-
ment de l’immeuble BM de M correspondant a` T0 ; soit K un sous-groupe para-
horique maximal de M fixant un point de AM , et soit M = K/K1 ; il existe un
unique sous-groupe d’Iwahori IK de M contenu dans K dont l’image IK dans M
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est le sous-groupe parabolique minimal P0 = P0 ∩K de M ; IK sera appele´ sous-
groupe d’Iwahori standard (relativement a` T0) de K. Si Kx est un sous-groupe
parahorique de G fixant un point x de A et tel que (M,K) = κ0 (Kx, T0), il existe
un unique sous-groupe d’Iwahori I de G contenu dans Kx et tel que I ∩Kx = IK ;
on l’appellera le sous-groupe d’Iwahori standard de Kx (relativement a` T0).
Si M est un sous-groupe de Levi standard de G, il existe un unique sous-groupe
parabolique standard P de G de Levi M ; c’est P = MP0. Soit K0 un sous-groupe
parahorique maximal spe´cial de G fixant un sommet de l’appartement A de B
associe´ a` T0 ; on a G = K0P0 = K0P , et K0 ∩M est un sous-groupe parahorique
maximal spe´cial de M . Fixons des mesures de Haar sur K0 et sur U , et de´finissons,
pour f ∈ C∞c (G), le terme constant de f selon P , note´ f
P
K0
ou fP , par :
fPK0 : m ∈M 7−→ δP (m)
1
2
∫
K0×U
f
(
k−1muk
)
dkdu,
ou` δP est la fonction module sur P ; cette de´finition de´pend du choix de K0, mais si
K ′0 est un sous-groupe de G ve´rifiant les meˆmes conditions, avec des normalisations
convenables des mesures de Haar, fPK0 et f
P
K′0
ne diffe`rent que d’un e´le´ment de
C0 (M) ; si D est une distribution invariante sur M , D
(
fPK0
)
ne de´pend pas de K0
et on pourra donc e´crire sans ambigu¨ıte´ D
(
fP
)
sans pre´ciser K0.
3. Distributions invariantes a` support compact
Le but de cette partie est de montrer que les restrictions a` certains sous-espaces
de C∞c (G) des distributions invariantes sur G a` support compact sont entie`rement
de´termine´es par leurs restrictions a` des sous-espaces de dimension finie de fonctions
a` support dans des normalisateurs de sous-groupes parahoriques de G. Pour cela,
on va utiliser certaines distributions particulie`res.
3.1. De´monstration de la proposition. On va maintenant de´montrer la propo-
sition 2.9. Montrons d’abord que l’on peut supposer γ = γ′ et T0 = T
′
0. Soit A
une chambre de A′ dont l’adhe´rence contient x′, et I le sous-groupe d’Iwahori de
G fixant A ; on a I ⊂ Kx′ . Quitte a` remplacer x par gx, avec g convenable, et a`
conjuguer T0 et γ par g, on peut supposer que A ⊂ A et que Kx contient e´galement
I ; on peut alors supposer γ ∈W ′ ∩NG (I) et γ′ = γ. De plus, d’apre`s [4, corollaire
2.2.6], il existe h ∈ G′ fixant A et tel que hA = A′ ; quitte a` conjuguer T0 et γ par
h, on peut donc supposer T0 = T
′
0.
Supposons donc γ = γ′ et T0 = T
′
0, et soit g ∈ G tel que g
−1 (M ′,K ′) g =
(M,K), et soit AM (resp. A′M ) l’appartement de l’immeuble BM de M associe´ a`
T0 (resp. g
−1T0g). Alors A et A′ contiennent le sommet y de BM fixe´ par K, donc
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d’apre`s [4, 2.5.8], il existe h ∈ M fixant y et tel que hA′ = A. Mais alors on a
(gh)
−1
(M ′,K ′) gh = (M,K) et gh−1T0gh = T0 ; (M,K) et (M
′,K ′) sont donc
conjugue´s par un e´le´ment w de W ′, et on a w−1 (W ′ ∩K ′)w =W ′ ∩K.
Re´ciproquement, si w est un e´le´ment deW ′ ve´rifiant cette dernie`re e´galite´, posons
(M ′′,K ′′) = w−1 (M ′,K ′)w. Alors W ′ ∩K ′′ =W ′ ∩K ; les sous-espaces de A fixe´s
par K et K ′′ sont alors identiques, et on en de´duit que l’on a K = K ′′, d’ou`, puisque
M (resp. M ′′) est la fermeture de Zariski de K (resp. K ′′), M =M ′′. Pour montrer
la proposition, il suffit donc de trouver w ∈ W ′ qui commute avec γ et tel que
w−1 (W ′ ∩K ′)w =W ′ ∩K.
Montrons maintenant que l’on peut supposer que le centre de G est compact. Soit
ZG,d = ZG,d (F ) la composante de´ploye´e du centre de G ; conside´rons le morphisme
canonique :
φ : G →֒ G −→ G/ZG,d.
Il est clair que le noyau de φ est ZG,d ; φ induit donc une injection de G/ZG,d dans
G/ZG,d. De plus, le groupe de cohomologie H
1
(
Gal
(
F/F
)
, ZG,d
)
est trivial (c’est
vrai si ZG,d est de dimension 1 par [22, II. 1, proposition 1], et dans le cas ge´ne´ral car
ZG,d est produit direct de tores de dimension 1 de´ploye´s sur F ), et l’on en de´duit que
l’image de φ est
(
G/ZG,d
)
(F ), et donc que ce groupe est e´gal a` G/ZG,d. De plus,
si (γ,M,K) et (γ′,M ′,K ′) sont conjugue´s dans G, leurs images le sont clairement
dans G/ZG,d ; re´ciproquement, d’une part ZG,d est contenu a` la fois dans M et M
′,
et d’autre part γ et γ′ (resp. K et K ′) sont contenus dans la meˆme classe de G
modulo G1, et sont invariants par multiplication par KZG(T0) ⊃ ZG,d ∩ G
1 ; on en
de´duit que si (γ,M,K) et (γ′,M ′,K ′) sont conjugue´s modulo ZG,d, alors ils le sont
dans G. Quitte a` remplacer G par G/ZG,d, on peut donc supposer que le centre de
G est compact.
On va commencer par montrer la proposition dans le cas ou` le diagramme de
Dynkin de G est connexe. Supposons d’abord M = G. On a alors e´galement M ′ =
G ; de plus, il existe w ∈ W ′ (G/T0) tel que Kx = w−1Kx′w. Soit w′ ∈ W ′ ∩ Kx
tel que w′−1w−1Iww′ = I ; w′ existe car les images de I et de w−1Iw dans Kx/K
1
x
sont deux sous-groupes paraboliques minimaux de ce groupe. Alors ww′ normalise
I, donc appartient a` ΓI ; comme ce groupe est abe´lien et contient γ, ww
′ et γ
commutent. On a donc (ww′)
−1
(γ,G,Kx′)ww
′ = (γ,G,Kx) et la proposition est
de´montre´e dans ce cas.
Supposone maintenant M et M ′ propres. Soit ∆ = {α1, . . . , αn+1} l’ensemble
des racines de G relativement a` T0 correspondant aux murs H1, . . . , Hn+1 de A
dans A ; Γ agit sur ∆ par l’interme´diaire de l’image canonique de ΓI dans le groupe
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de Weyl W = NG (T0) /ZG (T0) de G relativement a` T0. Pour toute partie J de
{1, . . . , n+ 1}, on notera ∆J l’ensemble des αj , j ∈ J .
Soit J (resp. J ′) la partie de {1, . . . , n+ 1} tel que ∆J (resp. ∆J′) est un ensemble
de racines simples de M (resp. M ′) ; ∆J et ∆J′ sont stables par γ.
Soit O1, . . . , Or les orbites de ∆ pour l’action de γ. Pour tout i, on notera Ki le
sous-groupe parahorique de G engendre´ par I et par les e´le´ments de W ′ correspon-
dant aux re´flexions par rapport aux Hj , j 6∈ Oi ; γ normalise Ki, et on a le lemme
suivant :
Lemme 3.1. Supposons qu’il existe i ∈ {1, . . . , r} tel que K et K ′ sont tous deux
inclus dans Ki, et conjugue´s par w ∈ W
′ ∩ Ki ; alors on peut supposer que w
commute avec γ.
De´monstration. En effet, conside´rons le groupe re´ductif fini non connexe G+i =
γZKi/K
1
i ; W
′ ∩Ki s’identifie au groupe de Weyl de Gi = Ki/K1i relativement au
tore de´ploye´ maximal T0 = T0/T 10 . Les sous-groupes de Levi M
+ et M′+ de G+i ,
images respectivement de γZK/K1 et γZK ′/K ′1, sont conjugue´s, donc d’apre`s le
lemme 2.3, en identifiant γ a` un de ses repre´sentants quasi-centraux dans G+i , si G
γ
i
est le sous-groupe des e´le´ments de Gi = Ki/K1i commutant avec γ, les sous-groupes
de Levi Mγ = M+ ∩ Gγi et M
′γ = M′+ ∩ Gγi de G
γ
i sont conjugue´s. Or ces sous-
groupes sont semi-standard relativement au tore de´ploye´ maximal Tγ0 de G
γ
i , donc
il existe w′ ∈ Wγ = W (G
γ
i /T
γ
0 ) tel que w
′−1M′γw′ = Mγ . On en de´duit, toujours
graˆce au lemme 2.3, que l’on a w′−1M′w′ = M. Or Wγ s’identifie a` l’ensemble des
e´le´ments de W ′ ∩Ki commutant avec γ, ce qui de´montre le lemme. 
On va maintenant conside´rer les diffe´rents cas, suivant le type de G : puisque
l’assertion du lemme ne de´pend que de la structure de W ′, il suffit de conside´rer le
type du syste`me de racines de G relativement a` T0.
– Si G est de type An, d’apre`s [3], il existe un entier s divisant n + 1 et tel
que Γ est cyclique d’ordre
n+ 1
s
, r divise e´galement n + 1, est un multiple
de s et γ est un e´le´ment d’ordre
n+ 1
r
de Γ. Si α1, . . . , αn+1 sont nume´rote´es
dans l’ordre du diagramme de Dynkin, les Oi sont les parties de ∆ de la forme{
αi+rk | 0 ≤ k <
n+ 1
r
}
, et J et J ′ sont (modulo n+1) pe´riodiques de pe´riode
r.
Supposons d’abord qu’il existe un e´le´ment j de {1, . . . , n+ 1} n’appartenant
ni a` J ni a` J ′ ; si Oi est l’orbite contenant αj , K et K
′ sont contenus dans Ki,
et (M,K) et (M ′,K ′) sont conjugue´s par un e´le´ment deW ′∩Ki ; c’est trivial si
Ki est un sous-groupe d’Iwahori de G, et si Ki n’est pas un Iwahori, en posant
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Gi = Ki/K1i , M = K/K
1 et M′ = K ′/K ′1, M et M′ sont des sous-groupes de
Levi de Gi, et si D1, . . . , Dn+ 1
r
sont les composantes connexes du diagramme
de Dynkin de Gi, puisque γ agit transitivement sur les Dk, pour tout k, le
diagramme de Dynkin de M (resp. M′) est constitue´ de
n+ 1
r
copies de son
intersection avecDk, et ces deux intersections sont isomorphes. De plus, Dk est
de type Ar−1, donc le groupe de Weyl de la composante correspondante de Gi
est isomorphe au groupe syme´trique Sr, et il est clair que deux sous-groupes
de Sr tous deux engendre´s par des transpositions e´le´mentaires et isomorphes
entre eux sont conjugue´s. On en de´duit que K et K ′ sont conjugue´s par un
e´le´ment de Ki, et le lemme 3.1 permet alors de conclure.
On va donc montrer que, quitte a` conjuguer (M ′,K ′) par un e´le´ment de W ′
commutant avec γ et convenablement choisi, on peut toujours supposer qu’il
existe un j n’appartenant ni a` J ni a` J ′.
Le groupeW ′ se plonge de manie`re canonique dans le groupe de Weyl affine
W ′n de PGLn+1 (F ) relativement a` son tore diagonal, en identifiant, pour tout
j ∈ {1, . . . , n+ 1}, αj a` la racine de ce tore donne´e par :
(λ1, . . . , λn+1) 7−→ λjλ
−1
j+1,
les indices e´tant pris modulo n+ 1 ; le groupe W ′ s’identifie alors a` l’ensemble
des e´le´ments de W ′n dont la valuation du de´terminant (qui est un e´le´ment de
Z/ (n+ 1)Z) est multiple de s. Conside´rons l’ensemble :
L = {j1 − j2 | j1, j2 6∈ J} ,
et soit l le pgcd des e´le´ments de L ; on a le lemme suivant :
Lemme 3.2. Le groupe des valuations des de´terminants des e´le´ments de NW ′n (W
′ ∩K)
est lZ/ (n+ 1)Z.
De´monstration. En effet, si w ∈ NW ′n (W
′ ∩K), la valuation du de´termi-
nant de w est un multiple de l ; re´ciproquement, il existe un e´le´ment de
NW ′n (W
′ ∩K) dont la valuation du de´terminant est l : en effet, pour tout
couple (j1, j2), j1 < j2, conside´rons l’e´le´ment :
Diag (1, . . . , 1, ̟, . . . , ̟, 1, . . . , 1)
du tore diagonal de GLn+1 (F ), ou` les termes valant ̟ sont ceux d’indices
j1+1 a` j2 inclus ; la valuation de son de´terminant est j1− j2, et sa classe dans
PGLn+1 (F ) normaliseW
′ ∩K. Le sous-groupe de Z/ (n+ 1)Z des valuations
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des de´terminants des e´le´ments de NW ′n (W
′ ∩K) contient donc les classes de
tous les j1 − j2, donc contient celle de l et le lemme est de´montre´. 
Revenons a` la de´monstration de la proposition. Supposons d’abord qu’il
existe un couple (j, j′) et un entier a tels que j 6∈ J , j′ 6∈ J ′ et j − j′ = la.
Puisque l est le pgcd des e´le´ments de L, on peut e´crire (modulo n+ 1) :
la =
t∑
k=1
li,
ou` les li appartiennent a` L ; on supposera la de´composition choisie de fac¸on
a` minimiser t. On va montrer l’assertion de la proposition par re´currence sur
t, sachant que le cas t = 0 correspond au cas j = j′ auquel on cherche a` se
ramener. Soit j1, j2 6∈ J tels que j1 − j2 = l1, soit Oi l’orbite de αj1 , et soit w
l’e´le´ment du groupe de Weyl de Ki/K
1
i constitue´ de r copies de l’e´le´ment :

1
. . .
. . .
1
1
. . .
1


1
l1
l1 + 1
n+ 1
;
il est clair que w commute avec γ. Posons w′ = γj−j1n wγ
j1−j
n ; c’est un e´le´ment
deW ′ qui commute avec γ, et qui envoie {αj | j ∈ J} sur une partie de ∆ de la
forme {αj | j ∈ J ′′} ; J ′′ ne contient alors pas j−l1, et on conclut en appliquant
l’hypothe`se de re´currence a` (M ′′,K ′′) = w′ (M,K)w′−1 et (M ′,K ′).
Posons maintenant l′ = pgcd (s, l) et supposons qu’il existe un couple (j, j′)
et un entier b tels que j 6∈ J , j′ 6∈ J ′ et j − j′ = l′b. Soit c un entier tel
que cs + l′b est un multiple de l, et soit (M ′′,K ′′) = γcs (M,K) γ−cs, et J ′′
de´fini comme pre´ce´demment en remplac¸ant w′ par γcs ; alors J ′′ ne contient
pas j + cs, et on peut appliquer le cas pre´ce´dent a` (M ′′,K ′′) et (M ′,K ′).
Supposons enfin qu’il n’existe aucun couple (j, j′) tel que j 6∈ J , j′ 6∈ J ′ et
j − j′ est multiple de l′. Alors d’apre`s le lemme, la valuation du de´terminant
de tout e´le´ment w′ de W ′n tel que w
′−1 (W ′ ∩K)w′ =W ′ ∩K ′ est de la forme
j − j′ + la, donc non multiple de l′ sinon j − j′ le serait, et en particulier
non multiple de s ; un tel e´le´ment ne peut donc pas appartenir a` W ′, et on en
de´duit que W ′ ∩K et W ′ ∩K ′ ne sont pas conjugue´s dans W ′. On arrive donc
a` une contradiction, ce qui ache`ve la de´monstration pour le cas An.
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– Supposons maintenant G de type Bn, n ≥ 3. Le diagramme de Dynkin e´tendu
de G est alors de la forme :
❡
αn+1
❡
αn
❍❍
✟✟❡
αn−1
❡
αn−2
❡
α2
 
❅
❡
α1
Si γ est non trivial, d’apre`s [3], il est d’ordre 2, permute αn et αn+1 et fixe
toutes les autres racines ; αn et αn+1 sont donc racines de M si et seulement
si elles sont racines de M ′. De plus, α1, e´tant la seule racine simple courte,
est racine de M si et seulement si elle est racine de M ′. Il y a donc trois cas
possibles :
– si α1 n’est pas racine de M , K et K
′ sont contenus dans K1 ; si i est
le plus grand e´le´ment de {1, . . . , n+ 1} tel que αi n’est pas racine de
M , on a K = K ′ si i vaut 1 ou 2, et si i > 2, K et K ′ sont conjugue´s
par un e´le´ment de la composante de type Ai−2 du groupe de Weyl de
(K1 ∩Ki) / (K1 ∩Ki)
1
(cette assertion se de´montre de la meˆme fac¸on que
l’assertion similaire qui se trouve dans la preuve du cas An) ; le lemme
3.1 permet alors de conclure ;
– si αn et αn+1 ne sont pas racines de M , meˆme chose en remplac¸ant K1
par Kn et en prenant pour i le plus petit e´le´ment de {1, . . . , n+ 1} tel
que αi n’est pas racine de M ;
– si α1, αn et αn+1 sont racines de M , soit j ∈ {1, . . . , n+ 1} maximal tel
que αj n’est pas racine de M ; le diagramme de Dynkin de M posse`de
alors une composante de type Dn−j−1 (ou A1×A1 avec αn et αn+1 pour
racines). Celui deM ′ en posse`de alors e´galement une, ce qui n’est possible
que si αj n’est pas non plus racine de M
′ ; K et K ′ sont alors contenus
dans Kj , et sont conjugue´s par un e´le´ment de la composante de type Bj−1
du groupe de Weyl de Kj/K
1
j ; on termine comme dans le cas pre´ce´dent.
– Supposons maintenant G de type Cn, n ≥ 2. Le diagramme de Dynkin e´tendu
de G est alors de la forme :
❡
αn+1
 
❅
❡
αn
❡
αn−1
❡
α2
❅
 
❡
α1
Si γ est non trivial, d’apre`s [3], il est d’ordre 2 et envoie, pour tout j, αj
sur αn+2−j ; de plus, α1 et αn+1 e´tant les seules racines simples longues, M
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les admet pour racines si et seulement si M ′ les admet aussi. Il y a donc deux
cas possibles :
– si α1 et αn+1 ne sont pas racines de M , K et K
′ sont contenus dans K1,
et sont conjugue´s par un e´le´ment de W ′ ∩K1 qui est de type An−1 ; on
conclut avec le lemme 3.1 ;
– si α1 et αn+1 sont racines de M , soit j ∈ {1, . . . , n+ 1} minimal tel que
αj n’est pas racine de M ; le diagramme de Dynkin de M posse`de alors
deux composantes de type Bj−1 (ou A1 avec respectivement α1 et αn+1
pour racines), e´change´es par γ. Celui de M ′ posse`de alors e´galement de
telles composantes, ce qui n’est possible que si αj n’est pas non plus racine
de M ′ ; K et K ′ sont alors contenus dans Kj, et sont conjugue´s par un
e´le´ment de la composante de type An+1−2j du groupe de Weyl de Kj/K
1
j
si j <
[n
2
+ 1
]
, sachant que le cas j =
[n
2
+ 1
]
impose K = K ′ et que
l’assertion du lemme est alors triviale ; ici encore, on conclut graˆce au
lemme 3.1.
– Supposons maintenant G de type Dn, n ≥ 4. Le diagramme de Dynkin e´tendu
de G est alors de la forme :
❡
αn
❡
αn−1
❍❍
✟✟❡
αn−2
❡
αn−3
❡
α2✟
✟
❍❍
❡
α1
❡
αn+1
Supposons d’abord n impair. Si γ est non trivial, d’apre`s [3], il est d’ordre
2 ou 4, et Γ est un groupe cyclique de cardinal 2 ou 4.
– Si γ est d’ordre 4, ses orbites sont O1 = {α1, αn−1, αn, αn+1}, et pour
tout i ≤
n− 1
2
, Oi = {αi, αn−i}. Si ∆J ne contient pas O1, ∆J′ non
plus ; K et K ′ sont alors contenus dans K1, et sont conjugue´s par un
e´le´ment de W ′ ∩K1 commutant avec γ puisque K1/K11 est de type An−3
et graˆce au lemme 3.1. Si ∆J contient O1, soit i ∈ {1, . . . , n− 1} minimal
tel que ∆i 6∈ J . Si i = 2 (resp. si i ≥ 3), le diagramme de Dynkin de
M comporte quatre composantes de type A1 (resp. deux composantes de
type Di) permute´es par γ (resp. permute´es par γ et sur lesquelles l’action
de γ2 est non triviale) ; c’est donc e´galement le cas pour M ′, ce qui n’est
possible que si ∆J′ contient tous les Oi′ , i
′ ≤ i, mais pas Oi. K et K ′ sont
alors tous deux contenus dans Ki, et sont conjugue´s par un e´le´ment de la
composante de type An−1−2i du groupe de Weyl de Ki/K
1
i si i <
n− 1
2
,
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sachant que le cas i =
n− 1
2
impose K = K ′ et que l’assertion du lemme
est alors triviale. On conclut graˆce au lemme 3.1.
– Si maintenant γ est d’ordre 2, ses orbites sont O1 = {α1, αn+1}, On−1 =
{αn−1, αn}, et pour tout i ∈ {2, . . . , n− 2}, Oi = {αi}. Si ∆J ne contient
ni O1 ni On−1, ∆J′ non plus ;K et K
′ sont alors contenus dans K1∩Kn−1
et on conclut comme d’habitude puisque (K1 ∩Kn−1) / (K1 ∩Kn−1)
1
est
de type An−3.
Supposons ensuite que ∆J contient soit O1 soit On−1 ; c’est donc e´gale-
ment le cas de ∆J′ . Soit i (resp. i
′) minimal tel que Oi n’est pas contenu
dans ∆J (resp. ∆J′). Si i = i
′, alors K et K ′ sont contenus dans Ki, et
sont e´gaux si i = n− 1 ou i = n− 2 ; si i < n− 2, soit i1 maximal tel que
Oi1 n’est pas contenu dans ∆J ; i1 est alors e´galement l’indice maximal
tel que Oi1 n’est pas contenu dans ∆J′ ; de plus, si i1 = i ou i1 = i + 1,
K et K ′ sont e´gaux, et sinon, ils sont conjugue´s par un e´le´ment de la
composante de type Ai1−i−1 du groupe de Weyl de Ki/K
1
i , et on conclut
encore une fois graˆce au lemme 3.1. Si i 6= i′, alors dans tous les cas, ∆J′
contient tous les On−j , j > i, et pas On−i. Si Γ est de cardinal 4 et si
γ′ est un e´le´ment de Γ distinct de 1 et de γ, en remplac¸ant (M ′,K ′) par
γ′−1 (M ′,K ′) γ, on est ramene´ au cas i = i′.
– Il reste a` traiter le cas ou` Γ est de cardinal 2 et ou` i 6= i′ ; supposons par
exemple i > i′.
Soit L1, . . . , Lt des sous-groupes parahoriques de M contenant I ∩M et
contenus dans K ve´rifiant les proprie´te´s suivantes :
– on a W ′ ∩K =
∏t
i=1 (W
′ ∩ Li) ;
– pour tout i ∈ {2, . . . , t− 1}, le diagramme de Dynkin de Li/L1i est non
vide et connexe ;
– le diagramme de Dynkin de L1 (resp. Lt) correspond a` la re´union des
Oj , j < i (resp. j > n− i′).
De tels sous-groupes sont uniques a` permutation des Li, 2 ≤ i ≤ t − 1,
pre`s. On de´finira de meˆme L′1, . . . , L
′
t en remplac¸ant K par K
′.
Soit GSO′2n la forme de´ploye´e de GSO2n ; ce groupe peut eˆtre vu comme
le sous-groupe des e´le´ments g de GL2n tels que
τgg est une homothe´tie,
ou` τg de´signe la transpose´e de g suivant la diagonale non principale. Soit
PGSO′2n le quotient de GSO
′
2n par son centre ; c’est un groupe semi-
simple, adjoint et de´ploye´ de type Dn. Soit B2n le sous-groupe de Borel
des e´le´ments triangulaires supe´rieurs de PGSO′2n, T2n le tore diagonal
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de B2n et α
′
1, . . . , α
′
n les racines simples de PGSO
′
2n relativement a` B2n
et T2n, nume´rote´es de fac¸on similaire a` α1, . . . , αn sur le diagramme de
Dynkin.
Si p 6= 2, on peut plonger W ′ dans le groupe de Weyl affine W ′n de
PGSO′2n (F ) relativement au tore diagonal (si p = 2, cela marche en-
core en remplac¸ant PGSO′2n (F ) par PGSO
′
2n (F
′), ou` F ′ est de car-
acte´ristique re´siduelle diffe´rente de 2 ; comme on s’inte´resse uniquement
a` la structure de W ′, ce qui suit reste valide) ; un calcul matriciel mon-
tre que si w′ ∈ W ′n normalise W
′ ∩ K, on peut e´crire w′ = w′1w
′′w′t, ou`
w′1 ∈W
′ ∩ L1, w
′
t ∈W
′ ∩ Lt et w
′′ ∈W ′ ∩M0, ou` M0 est le sous-groupe
de Levi standard de PGSO′2n (F ) (relativement a` B2n et T2n) admettant{
α′i+1, . . . , α
′
n−1−i′
}
comme ensemble de racines simples. De plus, si In est
le sous-groupe d’Iwahori standard de PGSO′2n (F ) (c’est-a`-dire le groupe
des e´le´ments de PGSO′2n (O) triangulaires supe´rieurs modulo p) et si γ
′
est un ge´ne´rateur de NG (In) /In, W
′ ∩K et W ′ ∩K ′ sont conjugue´s par
un e´le´ment de (W ′ ∩M0) γ′Z ; on en de´duit que si w ∈ W ′n est tel que
w−1 (W ′ ∩K)w = W ′ ∩K ′, il existe w1 ∈ W ′ ∩ L1, w′t ∈ W
′ ∩ Lt et un
entier l tels que si w′′ = ww′1
−1w′t
−1, w′′−1 (W ′ ∩K ′)w′′ = W ′ ∩ K et
w′′−1 (W ′ ∩M0)w
′′ =W ′ ∩ γ′−lM0γ
′l, d’ou` :
w′′−1
(
W ′ ∩ L′2L
′
3 . . . L
′
t−1
)
w′′ =W ′ ∩ L2L3 . . . Lt−1;
de plus, si w appartient a` W ′, w′′ aussi, et puisque w′1 et w
′
t normalisent
W ′∩K, on a w′′−1 (W ′ ∩K ′)w′′ =W ′∩K. Enfin, L2 . . . Lt−1 et L′2 . . . L
′
t−1
sont contenus dans K1 ∩Kn−1 ; comme l’action de γ est triviale sur W ′ ∩
K1 ∩Kn−1, w′′ commute avec γ et l’assertion du lemme est de´montre´e.
Supposons maintenant n pair. Γ est un sous-groupe de (Z/2Z)2, et γ est
toujours d’ordre 2 s’il est non trivial. On a les cas suivants :
– si γ envoie α1 sur αn+1, ses orbites sont O1 = {α1, αn+1}, On−1 =
{αn−1, αn} et pour tout i ∈ {2, . . . , n− 2}, Oi = {αi} ; la suite de la
de´monstration est identique au cas n impair et γ d’ordre 2 ;
– si γ envoie α1 sur αn−1, ses orbites sontO1 = {α1, αn−1}, Oi = {αi, αn−i}
pour tout i ∈
{
2, . . . ,
n
2
− 1
}
, On
2
= {αn
2
} et On
2
+1
= {αn, αn+1}.
Si ∆J contient O1 et On
2
+1
, ∆J′ e´galement et ce cas ce traite comme
celui ou` n est impair et γ d’ordre 4 ; meˆme chose si ∆J ne contient ni
O1 ni On
2
+1
. Supposons que ∆J contient O1 et pas On
2
+1
; s’il en est
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de meˆme de ∆J , K et K
′ sont tous deux contenus dans Kn
2
+1
, dont le
diagramme de Dynkin est de type An−1, et on conclut comme d’habitude.
Si maintenant ∆J′ contient On
2
+1
et pas O1, si Γ est de cardinal 4, en
conjugant (M ′,K ′) par un e´le´ment de Γ non nul et distinct de γ, on est
ramene´ au cas pre´ce´dent. Supposons donc Γ de cardinal 2 ; en conside´rant
des sous-groupes parahoriques L1, . . . , Lt (resp. L
′
1, . . . , L
′
t) de G tels que
l’on a :
W ′ ∩K =
t∏
i=1
(W ′ ∩ Li)
(resp.
W ′ ∩K ′ =
t∏
i=1
(W ′ ∩ L′1))
que pour tout i, le diagramme de Dynkin de Li/L
1
i (resp. L
′
i/L
′
i
1) est sta-
ble par γ et est soit connexe, soit constitue´ de deux composantes connexes
permute´es par γ, et que celui de L1/L
1
1 (resp. L
′
1/L
′
1
1) contient O1 (resp.
On
2
+1
), ce cas se traite de fac¸on analogue au cas n impair et γ d’ordre 2.
– Enfin, le cas ou` γ envoie α1 sur αn est similaire au pre´ce´dent.
– Si G est de type E6, son diagramme de Dynkin e´tendu est de la forme suivante :
❡
α1
❡
α3
❡
α4
❡
α2
❡
α7
❡
α5
❡
α6
Si γ est non trivial, d’apre`s [3], il est d’ordre 3, il engendre Γ et on a
O1 = {α1, α6, α7}, O2 = {α2, α3, α5}, O3 = {α4}. Le seul cas ou` (M,K) est
diffe´rent de (M ′,K ′) est celui ou` ∆J = O1 et ∆J′ = O2 (ou l’inverse) ; K et K
′
sont alors contenus dans K4 et sont conjugue´s par un e´le´ment de w
′ ∈ W ′∩K4
commutant avec γ (w′ envoie chaque e´le´ment de O1 sur l’e´le´ment de O2 situe´
dans la meˆme composante connexe du diagramme de Dynkin de K4/K
1
4).
– Si G est de type E7, son diagramme de Dynkin e´tendu est de la forme suivante :
❡
α8
❡
α1
❡
α3
❡
α4
❡
α2
❡
α5
❡
α6
❡
α7
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Si γ est non trivial, d’apre`s [3], il est d’ordre 2, il engendre Γ et on a
O1 = {α8, α7}, O2 = {α1, α6}, O3 = {α3, α5}, O4 = {α4}, O5 = {α2}. On a
trois cas a` conside´rer :
– si ∆J et ∆J′ ne contiennent pas O3, alors K et K
′ sont contenus dans
K3, et sont dans tous les cas conjugue´s par un e´le´ment de W
′ ∩K3 ; on
conclut graˆce au lemme 3.1 ;
– si ∆J contient a` la fois O3 et O4, le diagramme de Dynkin de M , et
donc e´galement celui de M ′, est de l’un des types suivants : A3, D4,
A1 × A3 × A1, A1 × D4 × A1, A5, E6, A7. Or on ve´rifie aise´ment qu’il
existe un unique sous-diagramme stable par γ du diagramme de Dynkin
e´tendu de E7 de chacun de ces types, et donc le seul choix possible pour
(M ′,K ′) est (M ′,K ′) = (M,K) ;
– si ∆J contient O3 et pas O4, le diagramme de Dynkin de M , et donc
e´galement celui deM ′, est de l’un des types suivants : A1×A1, A1×A1×
A1, A2×A2, A2×A1×A2, A1×A1×A1×A1, A1×A1×A1×A1×A1,
A3 × A3, A3 ×A1 ×A3. Dans les quatre derniers cas, on conclut comme
pre´ce´demment. Dans les cas A1×A1 et A2×A2, ∆J′ ne peut pas contenir
O4 ; K et K
′ sont donc tous deux contenus dans K4 et on conclut comme
d’habitude. Dans le cas A1×A1×A1, on a ∆J = O3∪O5, et ∆J′ ne peut
pas contenir a` la fois O1 et O2 ; K et K
′ sont alors tous deux contenus soit
dansK1, soit dansK2, et on conclut toujours de la meˆme manie`re. Dans le
cas A2×A1×A2, il est facile de voir que le seul cas ou` on ne peut pas faire
de meˆme est le cas ou` ∆J = O2∪O3∪O5 et ∆J′ = O1∪O2∪O4 ; mais dans
ce cas, si x′′ est un point de la face de A correspondant a` O1 ∪O2 ∪O5 et
si (M ′′,K ′′) = κ0 (Kx′′ , T0), il suffit d’appliquer le lemme successivement
a` (γ,M,K) et (γ,M ′′,K ′′), puis a` (γ,M ′′,K ′′) et (γ,M ′,K ′).
– Si G est de type E8, F4, G2 ou BCn, n ≥ 1, d’apre`s [3], on a toujours Γ = {1},
d’ou` γ = 1 et le re´sultat de la proposition est trivial.
Soit W ′0 =W
′ ∩G1 : montrons maintenant le lemme suivant :
Lemme 3.3. Supposons que le diagramme de Dynkin de G est connexe. Si w′ est
un e´le´ment de W ′ tel que w′−1 (M ′,K ′)w′ = (M,K), il existe w ∈ W ′ congru a` w′
modulo W ′0 tel que w
−1 (γ,M ′,K ′)w = (γ,M,K).
De´monstration. En effet, soit ΓK (resp. Γγ,K) l’image dans Γ du sous-groupeNW ′ (W
′ ∩K)
de W ′ (resp. du sous-groupe NW ′ (γ,W
′ ∩K) des e´le´ments de W ′ qui commutent
avec γ et normalisent W ′ ∩K). Il est clair que Γγ,K ⊂ ΓK ; on va montrer que l’on
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a en fait l’e´galite´, ce qui suffira a` de´montrer le lemme puisque, en partant d’un w
quelconque ve´rifiant w−1 (γ,M ′,K ′)w = (γ,M,K), puisque w ∈ w′NW ′ (W ′ ∩K),
on pourra alors toujours rendre w congru a` w′ modulo W ′0 en le multipliant a` droite
par un e´le´ment de NW ′ (γ,W
′ ∩K). Supposons donc qu’il existe γ0 ∈ ΓK n’appar-
tenant pas a` Γγ,K ; W
′ ∩K et W ′ ∩ γ−10 Kγ0 sont alors conjugue´s par un e´le´ment
de W ′0, mais tout e´le´ment w de W
′ tel que w−1
(
W ′ ∩ γ−10 Kγ0
)
)w = W ′ ∩K ap-
partient a` γ−10 NW ′ (γ,W
′ ∩K), qui ne rencontre pas Γγ,KW ′0. Or d’apre`s ce qui
pre´ce`de, si W ′ ∩K et W ′ ∩ γ−10 Kγ sont conjugue´s dans Γγ,KW
′
0, ils le sont par un
e´le´ment commutant avec γ ; on aboutit donc a` une contradiction, ce qui de´montre
l’assertion cherche´e. 
Supposons maintenant que G est produit direct de groupes dont le diagramme
de Dynkin est connexe ; l’assertion de la proposition, ainsi que celle du lemme
pre´ce´dent, se de´duisent trivialement du cas pre´ce´dent.
Supposons enfin G quelconque ; en posant T = ZG (T0), soit Φ (resp. φ∨, le
syste`me de racines (resp. de poids radiciels) de G associe´ a` T , et Φ1, . . . ,Φt (resp.
Φ∨1 , . . . ,Φ
∨
t ) la partition de Φ (resp. Φ
∨) correspondant aux composantes connexes
du diagramme de Dynkin de G. Pour tout i ∈ {1, . . . , t}, soit Gi le sous-groupe
ferme´ de G engendre´ par T et par les sous-groupes radiciels Uα, α ∈ Φi,et soit
Ti le sous-tore de T engendre´ par les images des ξ ∈ Φ∨ − Φ∨i ; Gi et Ti sont
clairement de´finis sur F , et Ti est central dans Gi. Soit Gi = Gi (F ), Ti = Ti (F ) et
Hi = Gi/ (Ti ∩ T0) ; Hi est le groupe des F -points d’un groupe alge´brique, et on a
une injection canonique :
φ : G 7−→ H1 × · · · ×Ht.
Soit, pour tout i, Kx,i, Kx′,i, Mi, M
′
i , Ki, K
′
i les images dans Hi des intersections
respectives de Kx, Kx′ , M , M
′, K, K ′ avec Gi ; on ve´rifie aise´ment que Kx,i et
Kx′,i sont des sous-groupes parahoriques de Hi associe´s et que l’on a, avec un le´ger
abus de notation, κ0 (Kx,i, T0) = (Mi,Ki) et κ0 (Kx′,i, T0) = (M
′
i ,K
′
i). De plus, si
pour tout i, W ′i est le groupe de Weyl affine de Hi relqtivement a` son tore de´ploye´
maximal T0/ (Ti ∩ T0), on a une injection canonique de W ′ dans le produit direct
des W ′i , et si on pose :
γ = γ1 . . . γt,
avec pour tout i, γi ∈ W ′i , alors pour tout i, γi normalise Kx,i, Kx′,i, Mi, M
′
i , Ki
et K ′i ; puisque le diagramme de Dynkin de Hi est connexe, on peut lui appliquer
la proposition, et obtenir wi ∈ W ′i tel que l’on a wi (γi,Mi,Ki)w
−1
i = (γi,M
′
i ,K
′
i) ;
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en posant w = (w1, . . . , wt), on obtient dans H1 × · · · ×Ht :
w (γ,M,K)w−1 = (γ,M ′,K ′) .
Il reste donc a` ve´rifier que l’on peut choisir w dans W ′. Or si w′ est un e´le´ment de
W ′ ⊂ W ′1 × · · · ×W
′
t tel que w
′ (M,K)w′−1 = (M ′,K ′), d’apre`s ce qui pre´ce`de,
on peut supposer que w est dans la meˆme classe que w′ modulo (W ′1 × · · · ×W
′
t ) ∩
(H1 × · · · ×Ht)
1
; or ce dernier groupe contientW ′∩G1, et est un groupe de Coxeter
affine de meˆme type que celui-ci ; ces deux groupes sont donc e´gaux, et on en de´duit
que si w′ ∈W ′, w aussi, ce qui ache`ve la de´monstration. 
3.2. Distributions associe´es a` des fonctions γ-cuspidales. Soit µ ∈M, (M,KM )
un repre´sentant de µ, et G = KM/K1M le groupe re´ductif fini associe´ a` µ ; si φ est une
fonction sur G invariante par conjugaison, φ est cuspidale si pour tout sous-groupe
parabolique propre P =MU de G et tout m ∈M, on a :
∑
u∈U
φ (mu) = 0.
La notion de fonction cuspidale peut se ge´ne´raliser de la fac¸on suivante : soit
ν = (γ, µ) ∈ N , et G+ = γZG le groupe associe´. Soit φ une fonction de G+ dans
C invariante par conjugaison ; on dira que φ est cuspidale si pour tout sous-groupe
parabolique propre P+ =M+U de G+ et tout m ∈M+, on a :
∑
u∈U
φ (mu) = 0.
Soit g, h ∈ G ; g et h seront dit γ-conjugue´s si les e´le´ments γg et γh de G+ sont
conjugue´s. Si φ est une fonction de G dans C invariante par γ-conjugaison, φ sera
dite γ-cuspidale si la fonction φ′ de G dans C de´finie par φ′ (g) = φ
(
γ−1g
)
si g ∈ γG
et φ′ (g) = 0 sinon est cuspidale.
Montrons d’abord qu’il suffit, dans la de´finition pre´ce´dente, de conside´rer les
sous-groupes paraboliques de G+ stables par γ ; cela se de´duit imme´diatement du
lemme suivant :
Lemme 3.4. Pour tout sous-groupe parabolique P+ de G+ tel que P+ ∩ γG 6= ∅, il
existe un sous-groupe parabolique P′+ de G+ conjugue´ a` P+ et stable par conjugaison
par γ.
De´monstration. En effet, soit P0 un sous-groupe parabolique minimal de G stable
par conjugaison par γ ; il en existe d’apre`s [12, proposition 1.36], et puisque tous les
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sous-groupes paraboliques minimaux de G sont conjugue´s entre eux, P+ contient
un conjugue´ de P0. Soit donc h ∈ G tel que hP0h−1 ⊂ P+ ; posons :
P′+ = h−1P+h.
Alors γ−1P′+γ contient γ−1P0γ = P0 ; or puisque P+ rencontre γG, P′+ aussi, donc
P′+ et γ−1P′+γ sont conjugue´s entre eux par un e´le´ment de G ; si P′ = P′+ ∩ G,
P′ et γ−1P′γ sont donc deux sous-groupes paraboliques de G conjugue´s entre eux
dans G ; puisqu’ils contiennent un meˆme sous-groupe parabolique minimal de G,
ils sont e´gaux, donc leurs normalisateurs dans G+ le sont aussi et le lemme est
de´montre´. 
Supposons qu’il existe x ∈ B tel que γ ∈ Γx et ζ (γ, x) = (γ, µ) ; on peut relever
φ en une fonction sur γKx invariante par conjugaison par Kx, que par un le´ger
abus de notation on notera e´galement φ ; on e´tendra φ a` G tout entier en posant
φ (g) = 0 pour g 6∈ γKx.
Soit A un appartement de B contenant x et T0 le tore de´ploye´ maximal de G
associe´ a` A. Pour de´finir une distribution sur l’ensemble des conjugue´s de γKx a`
partir de φ, on va utiliser un sous-groupe de Levi de G semi-standard relativement
a` T0 un peu plus gros que M . Soit V l’espace vectoriel associe´ a` A ; on a une
de´composition de V en facettes vectorielles pour l’action de W , et tout e´le´ment de
W qui fixe un point d’une facette donne´e la fixe toute entie`re ; on en de´duit que
si V γ est le sous-espace des e´le´ments de V fixe´s point par point par l’e´le´ment wγ
de W image de γ par la surjection canonique de W ′ dans W , V γ est re´union des
facettes vectorielles qu’il rencontre.
Conside´rons l’immeuble sphe´rique Bs de G ; V s’identifie canoniquement a` l’ap-
partement de Bs associe´ a` T0. Soit A une facette vectorielle de V γ∩VM de dimension
maximale ; l’ensemble des points de G qui la fixent est un sous-groupe parabolique
Pγ de G semi-standard relativement a` T0. Posons Pγ =MγUγ , avec Mγ e´galement
semi-standard relativement a` T0 ; le groupe de WeylWMγ deMγ fixe point par point
le sous-espace de V engendre´ par A, qui n’est autre que V γ ∩VM . Re´ciproquement,
un e´le´ment de W qui fixe cet espace appartient a` W ∩ Pγ = WMγ ; on en de´duit
que WMγ , et donc Mγ , ne de´pendent pas du choix de A, et que Mγ est le fixateur
de V γ ∩ VM . En particulier, il contient M et γ, et si M ′ est un sous-groupe de Levi
de G semi-standard relativement a` T0 contenant M et γ, l’ensemble des points de
Bs qu’il fixe est contenu dans V γ ∩ VM , donc Mγ ⊂ M ′. Mγ est donc le plus petit
sous-groupe de Levi semi-standard de G (relativement a` T0) contenant a` la fois M
et γ.
DISTRIBUTIONS INVARIANTES 31
Soit Kγ = Kx ∩Mγ ; Kγ/K1γ est isomorphe a` G et γ
ZKγ/K
1
γ a` G
+ ; si k est un
e´le´ment de γZKγ (resp. si X est une partie de γ
ZKγ), on notera k (resp. X) son
image dans G+. Pour pouvoir de´finir des distributions a` support dans l’ensemble
des conjugue´s de γKγ dans Mγ , on va d’abord montrer la proposition suivante :
Proposition 3.5. Soit H un sous-groupe ouvert de Mγ , C une partie compacte de
Mγ. Alors il existe une partie C
′ de Mγ, compacte modulo le centre ZMγ de Mγ ,
telle que pour tout m ∈Mγ −C
′, l’une des deux conditions suivantes soit ve´rifie´e :
– m−1Cm ∩ γKγ = ∅ ;
– il existe un sous-groupe parabolique propre P+ = M+U de G+ tel que l’on a
m−1Cm ∩ γKγ ⊂ P+ et m−1Hm ∩Kγ ⊃ U.
De´monstration. La de´monstration de cette proposition fera l’objet du paragraphe
suivant. 
Corollaire 3.6. Soit φ une fonction γ-cuspidale sur G, releve´e en une fonction sur
Mγ a` support dans γKγ. Pour tout f ∈ C∞c (Mγ), l’inte´grale :∫
Z0Mγ \Mγ
(∫
Mγ
f
(
m−1ym
)
φ
(
γ−1y
)
dy
)
dm
converge.
De´monstration. Pour montrer ce corollaire, il suffit de montrer que pour tout f ∈
C∞c (Mγ), l’application :
φf : m 7−→
∫
Mγ
f
(
m−1ym
)
φ
(
γ−1y
)
dy
est a` support compact modulo Z0Mγ . Soit C le support de f , et H un sous-groupe
ouvert compact de Mγ tel que f est biinvariante par H . Puisque C est compact,
on peut appliquer a` C et H la proposition pre´ce´dente, et puisque φ est γ-cuspidale,
la partie C′ de Mγ donne´e par cette proposition contient le support de φf , ce qui
montre le corollaire. 
On peut donc, graˆce a` ce corollaire, de´finir une distribution D
Mγ
φ sur Mγ par :
D
Mγ
φ : f ∈ C
∞
c (Mγ) 7−→
∫
Z0
Mγ
\Mγ
(∫
Mγ
f
(
m−1ym
)
φ
(
γ−1y
)
dy
)
dm.
Cette distribution est clairement invariante par conjugaison. On de´finira e´galement,
si Pγ =MγUγ est un sous-groupe parabolique de G dont Mγ est un Levi :
DGφ : f ∈ C
∞
c (G) 7−→ D
Mγ
φ
(
fPγ
)
:
32 FRANC¸OIS COURTE`S
cette distribution est e´galement invariante. De plus, elle ne de´pend pas du rele`vement
de φ a` Mγ : en effet, soit x
′ un autre e´le´ment de ζ−1 (ν) tel que, en tant qu’e´le´ment
de Γ, γ ∈ Γ′x ; soit A
′ un appartement de B contenant x′, T ′0 le tore de´ploye´ maxi-
mal de G associe´ a` A′, (M ′,KM ′) = κ (Kx′ , T ′0), I
′ un sous-groupe d’Iwahori de G
contenu dans Kx′, γ
′ l’unique e´le´ment de ΓI′ ∩γG1 et M ′γ′ le plus petit sous-groupe
de Levi de G semi-standard relativement a` T ′0 et contenant M
′ et γ′. D’apre`s la
proposition 2.9, quitte a` remplacer x′ par gx′, g ∈ G, on peut supposer T ′0 = T0 et
(γ′,M ′,KM ′) = (γ,M,KM), d’ou` M
′
γ′ =Mγ ; de plus, on a le lemme suivant :
Lemme 3.7. Il existe un unique sous-groupe parahorique de Mγ contenant KM et
normalise´ par γ.
De´monstration. Puisque l’assertion du lemme ne de´pend que de Mγ et pas de G,
on aupposera Mγ = G. Soit E l’ensemble des points de A fixe´s par KM ; c’est
un sous-espace affine de A contenant Ax et de meˆme dimension que celle-ci, donc
engendre´ par celle-ci. De plus, d’apre`s le lemme 3.14, γ permute transitivement les
murs de Ax ; il ne stabilise donc aucune face de Ax autre que Ax elle-meˆme. On en
de´duit que le sous-espace des e´le´ments de E fixe´s par γ ne coupe aucune face de Ax
autre que Ax ; il est donc entie`rement contenu dans Ax, et on de´duit du lemme du
point fixe de Bruhat-Tits ([4, I. 3.2.4]) que la seule facette de E stabilise´e par γ est
Ax, ce qui de´montre l’assertion du lemme. 
D’apre`s ce lemme, on a Kx ∩Mγ = Kx′ ∩Mγ , et en notant φx (resp. φx′) le
rele`vement de φ a` Mγ obtenu en conside´rant x (resp. x
′), il existe un e´le´ment g de
NMγ (Kx ∩Mγ) tel que φx′ = φx ◦Ad (g) ; on en de´duit que D
Mγ
φx
= D
Mγ
φx′
, donc que
DGφx = D
G
φx′
, ce qui de´montre l’assertion cherche´e.
Calculons maintenant certaines valeurs de ces distributions. Soit ν = (µ, γ) ∈ N ,
(M,Kµ) un repre´sentant quelconque de µ, T0 un tore de´ploye´ maximal de M , Mγ
le plus petit sous-groupe de Levi de G semi-standard relativement a` T0 et contenant
M et γ, M = Kµ/K1µ et φ une fonction γ-cuspidale sur M ; supposons-les tels qu’il
existe x ∈ B tel que (M,Kµ) = κ0 (Kx, T0) et que γ s’identifie a` un e´le´ment de W ′
normalisant Kx, et conside´rons la distribution D
G
φ : d’apre`s ce qui pre´ce`de, on peut
supposer, en fixant un sous-groupe parabolique minimal P0 de G contenant T0, que
M et Mγ sont standards relativement a` P0 et que si I est le sous-groupe d’Iwahori
standard de Kx relativement a` P0, γ ∈ ΓI .
De´finissons e´galement ν, µ′,M ′,Kµ′ , T
′
0, γ
′,M ′γ′, φ
′, x′,Kx′ de manie`re similaire ;
quitte a` les conjuguer, on peut supposer que T ′0 = T0 et que Kx′ admet e´galement
I comme sous-groupe d’Iwahori standard relativement a` P0.
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On a le lemme suivant :
Lemme 3.8. On a :
DGφ (φ
′) = 0
si ν 6= ν′, et :
DGφ (φ
′) = vν
∑
n∈NG(γ,Kµ)/NMγ (γ,Kµ)
〈φ,Ad (n)φ′〉M,
ou` vν est une constante ne de´pendant que de ν, si ν = ν
′.
De´monstration. Si γ 6= γ′, les supports de DGφ et de φ
′ sont disjoints, et on a
DGφ (φ
′) = 0 ; supposons donc γ = γ′. Soit K0 un sous-groupe parahorique maximal
spe´cial de G ; quitte a` le conjuguer, on peut supposer qu’il contient I ; l’ensemble
des doubles classes de K0 modulo K0 ∩ Pγ a` gauche et K0 ∩ Kx′ a` droite admet
alors pour syste`me de repre´sentants une partie deW ′∩K0. Ecrivons, pour m ∈M :
φ′Pγ (m) = δGPγ (m)
1
2
∫
K0
∫
Uγ
φ′
(
k−1muk
)
dudk.
Il est clair que multiplier k a` gauche par un e´le´ment de Pγ revient a` conjuguer m
par un e´le´ment de Mγ ; de plus, φ
′ e´tant invariante par conjugaison par I, φ′Pγ est
e´gale a` un e´le´ment de C0 (Mγ) pre`s a` :
f : m 7−→ δGPγ (m)
1
2
∑
w∈(K0∩Pγ)\K0/I
vol ((K0 ∩ Pγ)wI)
∫
Uγ
φ′
(
w−1muw
)
du.
Montrons d’abord les lemmes suivants :
Lemme 3.9. Supposons x′ tel que Kx′ est un sous-groupe d’Iwahori de G ; soit
w ∈W ′. Alors Kx′ ∩w−1Mγw est un sous-groupe d’Iwahori de w−1Mγw.
De´monstration. En effet, puisque Kx′ est un sous-groupe d’Iwahori de G, x
′ est
contenu dans une chambre A de B ; de plus, puisque x′ ∈ A, A ⊂ A, donc puisque
w ∈ W ′, wA ⊂ A. Soit Aw−1Mγw l’appartement de w
−1Mγw associe´ a` T0, et
soit A′ la facette contenant l’image de wA par la surjection canonique de A dans
Aw−1Mγw ; c’est une chambre de Aw−1Mγw, et tout e´le´ment de Kx ∩ w
−1Mw fixe
A′, donc Kx∩w−1Mγw est contenu dans le sous-groupe d’Iwahori KA′ de w−1Mγw
qui fixe A′. Re´ciproquement, tout e´le´ment de w−1Mγw qui fixe A
′ fixe son image
re´ciproque dans A, et en particulier wA ; on a donc Kx ∩ w−1Mγw = KA′ et le
lemme est de´montre´. 
Corollaire 3.10. Supposons x′ quelconque. Alors Kx′∩w−1Mγw est un sous-groupe
parahorique de w−1Mγw.
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De´monstration. En effet, si A est une chambre de A dans l’adhe´rence contient x′,
Kx′ contient le sous-groupe d’Iwahori de G qui fixe A, dont l’intersection avec
w−1Mγw est un sous-groupe d’Iwahori de w
−1Mγw d’apre`s le lemme pre´ce´dent.
De plus, Kx′ ∩ w−1Mγw est un sous-groupe compact de w−1Mγw contenu dans(
w−1Mγw
)1
; c’est donc un sous-groupe parahorique de w−1Mγw. 
Lemme 3.11. Soit w ∈ W ′ ∩ K0, m ∈ Mγ, u ∈ Uγ tels que w
−1muw ∈ γKx′ .
Alors on a w−1mw ∈ γKx′ et w−1uw ∈ Kx′ ; de plus, γ appartient a` l’ensemble(
W ′ ∩ w−1Mγw
)
(W ′ ∩Kx′).
De´monstration. En effet, en posant h = mu, w−1hw normalise le groupe Kx′ ∩
w−1Pγw, donc par projection sur w
−1Mγw, on voit que w
−1mw normalise le sous-
groupe parahorique Kx′ ∩ w
−1Mγw de w
−1Mγw ; d’apre`s le lemme 2.1, il existe
alors γ′ ∈ W ′ ∩ w−1Mγw tel que w−1mw ∈ γ′
(
Kx′ ∩ w−1Mγw
)
. De plus, on peut
supposer que γ′ normalise le sous-groupe d’Iwahori I ∩ w−1Mγw de w−1Mγw ;
comme Kx′ ∩ w−1Mγw ⊂
(
w−1Mγw
)1
, d’apre`s le lemme 2.1, γ′ ne de´pend alors
pas de h. On en de´duit :
γKx′ ∩ w
−1Pγw ⊂ γ
′
((
Kx′ ∩ w
−1Mγw
)
w−1Uγw
)
,
d’ou`, puisque W = NG (T0) /ZG (T0) et ZG (T0) ⊂ Kx′ ∩ w−1Mγw :
W ′ ∩
(
γKx′ ∩ w
−1Pγw
)
⊂W ′ ∩
(
γ′
(
Kx′ ∩ w
−1Mγw
))
.
Or γKx′ ∩ w−1Pγw e´tant non vide, il contient au moins une double classe modulo
le sous-groupe d’Iwahori I ∩ w−1Pγw de w−1Pγw, donc le membre de gauche de
l’e´galite´ ci-dessus n’est pas vide ; on en de´duit que γ′ ∈W ′ ∩ γKx′, donc d’une part
que w−1mw ∈ γKx′ et w−1uw ∈ Kx′, ce qui de´montre la premie`re assertion, et
d’autre part que γ ∈ γ′ (W ∩Kx′), ce qui de´montre e´galement la deuxie`me assertion.

Revenons a` la de´monstration du lemme 3.8. D’apre`s le lemme 3.11, on peut e´crire,
pour tout m ∈Mγ :
f (m) = δGPγ (m)
1
2
∑
w∈(K0∩Pγ)\K0/I
vol ((K0 ∩ Pγ)wI)
·
∫
w−1Uγw∩Kx′
φ′
(
w−1mwu
)
du.
Pour tout w, si l’image de w−1Uγw ∩Kx′ dans Kx′/K1x′ n’est pas re´duite a` {1},
le terme correspondant de la somme ci-dessus est nul puisque φ′ est γ-cuspidale.
Or on a w−1Uγw ∩Kx′ ⊂ K1x′ si et seulement si M
′ ⊂ w−1Mγw. Supposons donc
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cette condition ve´rifie´e : comme d’apre`s le lemme 3.11, φµ′
(
w−1mwu
)
est toujours
nul si γ 6∈
(
W ′ ∩ w−1Mγw
)
(W ′ ∩Kx′) =W ′∩w−1Mγw, on en de´duit que les seuls
termes e´ventuellement non nuls de la somme ci-dessus sont ceux correspondant aux
w tels que M ′γ ⊂ w
−1Mγw. En particulier f est nulle si M
′
γ n’est contenu dans
aucun conjugue´ de Mγ .
Supposons donc queM ′γ est contenu dans un conjugue´ deMγ ; quitte a` conjuguer
Mγ et a` remplacer Kx par un sous-groupe parahorique associe´, ce qui ne change pas
DGφ d’apre`s ce qu’on a de´ja` vu, on peut supposer que M
′
γ ⊂Mγ . Soit, pour tout m,
W ′m l’ensemble des e´le´ments w de (K0 ∩ Pγ) \K0/I tels que w
−1mw ∈ γKx′ ; on a
alors :
f (m) = δGPγ (m)
1
2
∑
w∈W ′m
vol ((K0 ∩ Pγ)wI) vol
(
w−1Uγw ∩Kx′
)
φ′
(
w−1mw
)
,
d’ou` :
DGφ (φ
′) = DGφ (f)
=
∫
Z0
Mγ
\Mγ
∫
Mγ
δGPγ (y)
1
2 φ
(
m−1ym
)
·

 ∑
w∈W ′y
vol ((K0 ∩ Pγ)wI) vol
(
w−1Uγw ∩Kx′
)
φ′
(
w−1yw
) dydm
=
∑
w ∈ (K0 ∩ Pγ) \K0/I
M ′γ ⊂ w
−1Mγw
vol ((K0 ∩ Pγ)wI) vol
(
w−1Uγw ∩Kx′
)
·
∫
Z0
Mγ
\Mγ
∫
Mγ∩mγKxm−1∩wγKx′w
−1
φ
(
m−1ym
)
φ′
(
w−1yw
)
dydm.
Conside´rons, pour tout w et tout m ∈ G tel que Mγ ∩mγKxm−1∩wγKx′w−1 n’est
pas vide, l’inte´grale :∫
Mγ∩mγKxm−1∩wγKx′w
−1
φ
(
m−1ym
)
φ′
(
w−1yw
)
dy.
On supposera que w est un e´le´ment de W ′ ∩ K0 de longueur minimale dans sa
classe a` gauche modulo W ′ ∩ (K0 ∩ Pγ) ; on a alors w (I ∩Mγ)w−1 ⊂ I. Quitte a`
multiplier m par un e´le´ment de I ∩Mγ a` gauche et par un autre a` droite, ce qui ne
change pas la valeur de l’inte´grale puisque φ et φ′ sont stables par conjugaison par
I, on peut supposer m ∈ NG (T0). D’autre part, quitte a` remplacer m par mw
−1,
on peut supposer w = 1.
Conside´rons le sous-groupe compact m−1K1x′m ∩ w
−1Kxw de G ; pour que l’in-
te´grale soit non nulle, il est ne´cessaire que l’image de ce sous-groupe dans le groupe
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(
w−1Kxw
)
/
(
w−1K1xw
)
, identifie´ a` M, ne contienne aucun sous-groupe qui soit
le radical unipotent d’un sous-groupe parabolique de
(
w−1γZKxw
)
/
(
w−1K1xw
)
,
identifie´ a` M+, rencontrant γM, ou, de manie`re e´quivalente, d’un sous-groupe
parabolique de M stable par conjugaison par au moins un e´le´ment de γM. On
va donc montrer que cette condition implique ν = ν′.
On va d’abord ve´rifier que pour tout m ∈ NG (T0), si mγKxm−1 ∩ γKx′ est
non vide, elle contient un e´le´ment de NG (T0). Soit donc k ∈ mγKxm−1 ∩ γKx′ ;
k stabilise a` la fois mAx et Ax′ , et ces deux facettes sont alors contenues dans
l’appartement kA de B. Or d’apre`s [4, I, proposition 2.5.8], il existe g ∈ G1 tel que
gkA = A et que g fixe A ∩ kA, donc en particulier mAx et Ax′ , point par point.
Autrement dit, gk ∈ NG (T0) et g ∈ mKxm−1 ∩Kx′, donc gk ∈ mγKxm−1 ∩ γKx′.
Puisque gk ∈ NG (T0), W
′ ∩
(
mγKxm
−1 ∩ γKx′
)
est non vide ; il existe alors
wx ∈ W ′ ∩Kx, wx′ ∈W ′ ∩Kx′ tels que l’on a :
mγwxm
−1 = γwx′ .
On en de´duit que si le groupe
(
m−1K1x′m ∩Kx
)
M
n’est pas re´duit a` l’identite´, il
contient le radical unipotent d’un sous-groupe parabolique de M stable par conju-
gaison par γwx = m
−1γwx′m, et l’inte´grale est alors nulle. Dans le cas contraire,
on a m−1K1x′m ∩ Kx ⊂ K
1
x, ce qui n’est possible que si on a m
−1Mm = M ′ et
m−1Kµm = Kµ′ , c’est-a`-dire µ = µ
′. Donc la premie`re assertion du lemme est
de´montre´e.
Supposons maintenant Mγ = M
′
γ , ν = ν
′ et Kµ = Kµ′ ; on a alors Kx ∩Mγ =
Kx′ ∩Mγ , d’ou` Kx = Kx′ puisque Kx et Kx′ contiennent tous deux I, et pour tous
m ∈ NG (T0) et w ∈ NG (T0) ∩K0 :
∫
Mγ∩mγKxm−1∩wγKxw−1
φµ
(
m−1ym
)
φµ′
(
w−1yw
)
dy
= vol (Kx) 〈φ′, Ad
(
wm−1
)
φ〉M
si wm−1 ∈ NG (γ,Kµ), et 0 sinon ; de plus, si w ∈W ′∩K0 normaliseMγ et I∩Mγ ,
d’apre`s le lemme 3.7, il normalise aussi (γ,Kµ) et on a alors m ∈ NMγ (γ,Kµ).
D’autre part, le groupeNG (γ,Kµ) /NMγ (γ,Kµ) admet un syste`me de repre´sentants
dans NG (T0), et puisque K0 est spe´cial, on a :
NG (T0) = (NG (T0) ∩K0) (NG (T0) ∩Mγ) ;
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enfin, pour tout w ∈ W ′ ∩ K0 tel que Mγ = w−1Mγw, on a w−1Uγw ∩ Kx =
w−1Uγw ∩ I et :
vol ((K0 ∩ Pγ)wI)vol
(
w−1Uγw ∩Kx
)
=
vol (K0 ∩ Pγ) vol
(
w−1Uγw ∩ I
)
vol (I)
vol (w−1Pγw ∩ I)
=
vol (K0 ∩ Pγ) vol (I)
vol (Mγ ∩ I)
.
Donc en posant :
vν =
vol (K0 ∩ Pγ) vol (Kx) vol
(
Z0Mγ\NMγ (γ,Kµ)
)
vol (I)
vol (Mγ ∩ I)
,
l’assertion du lemme est ve´rifie´e. 
3.3. De´monstration de la proposition. On va maintenant de´montrer la propo-
sition 3.5. L’assertion ne de´pendant que de Mγ et pas de G, on supposera G =Mγ ,
d’ou` Kx = Kγ . De plus, quitte a` remplacer G par G/ZG,d, on pourra supposer que
le centre de G est compact. D’autre part, il est clair que la proposition est vraie pour
H et C si elle est vraie pour un groupe plus petit que H et une partie compacte de
G plus grande que C ; on pourra donc faire les hypothe`ses suivantes :
– il existe un sous-groupe parahorique maximal spe´cial K0 de G contenant
KZG(T0) et tel que C est re´union de doubles classes modulo K0 ;
– H est compact, et stable par conjugaison par K0.
En effet, si K0 est un bon sous-groupe parahorique maximal de G, l’ensemble des
doubles classes de G modulo K rencontrant C est fini puisque C est compact, donc
leur re´union est e´galement une partie compacte de C ; d’autre part, si H ′ est un
sous-groupe ouvert compact de G, il existe un entier s tel que H ′ contient le s-e`me
sous-groupe de congruence Ks0 de K0, qui est stable par conjugaison par K0.
Si m est un e´le´ment de G ve´rifiant l’une des deux conditions de l’e´nonce´, alors
pour tout m′ ∈ K0mKx, m′ ve´rifie la meˆme condition ; c’est clair pour la premie`re,
et pour la seconde, en posantm′ = kmk′, k ∈ K0, k′ ∈ Kx, si P+ est un sous-groupe
parabolique propre de G+ ve´rifiant la condition voulue pour m, k′
−1
P+k′ convient
pour m′ ; pour montrer la proposition, il suffit donc de conside´rer un ensemble de
repre´sentants de K0\G/Kx.
Soit W le groupe de Weyl de G relativement a` T0. On a W = NG (T0) /ZG (T0)
et W ′ = NG (T0) /KZG(T0), ou` KZG(T0) est l’unique sous-groupe parahorique de
ZG (T0) ; il existe donc une surjection canonique de W
′ dans W , dont le noyau est
ZG (T0) /KZG(T0). De plus, soit I un sous-groupe d’Iwahori de G contenant KZG(T0)
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et contenu dans Kx ; conside´rons la de´composition de Bruhat :
G =
⊔
w∈W ′
IwI.
Soit I ′ un sous-groupe d’Iwhori de G contenant e´galement KZG(T0) et contenu dans
K0 ; il existe t0 ∈ T0 tel que I ′ = t0It
−1
0 , et en multipliant tous les termes de la
de´composition ci-dessus par t0 a` gauche, on obtient :
G =
⊔
w∈W ′
I ′wI.
D’autre part, puisque K0 est spe´cial, pour tout w ∈ W , il existe un unique w′ ∈
W ′ ∩K0 dont l’image dans W par la surjection canonique est w ; on en de´duit que
l’on a :
G =
⊔
t∈X
K0tI =
⋃
t∈X
K0tKx,
ou` X est un syste`me de repre´sentants de ZG (T0) /KZG(T0). Ce dernier ensemble
e´tant un groupe abe´lien libre de type fini, on pourra supposer pour alle´ger les
notations que X est lui-meˆme un groupe. De plus, soit X0 = X ∩ T0KZG(T0) ; X0
est canoniquement isomorphe a` T0/KT0 , donc a` X∗ (T0) ; de plus, il est d’indice fini
dans X ; X est donc canoniquement isomorphe a` un sous-groupe de type fini de
X∗ (T0)⊗Q.
D’apre`s ce qui pre´ce`de, il suffit de montrer que tous les e´le´ments de X sauf un
nombre fini d’entre eux ve´rifient au moins une des deux conditions de la proposition.
Pour cela, montrons d’abord le lemme suivant :
Lemme 3.12. Il existe un compact T1 ⊂ ZG (T0) tel que pour tout t ∈ ZG (T0) −
T1 (T0 ∩Mder), on a t−1Ct ∩ γKx = ∅.
De´monstration. Pour montrer ce lemme, on aura besoin du re´sultat suivant :
Lemme 3.13. Soit t ∈ X. Si γ−1tγ 6∈ w−1twKZG(T0) pour tout w ∈W
′∩Kx, alors
t−1γKxt et γKx sont disjoints.
De´monstration. En effet, supposons qu’il existe g ∈ γ−1t−1γKxt ∩Kx ; alors si Ax
est la facette de A contenant x, g fixe Ax et envoie t−1Ax sur γ−1t−1Ax. D’apre`s
[4, 2.5.8], il existe h ∈ G1 tel que hgA = A et que h fixe A∩gA, donc en particulier
Ax et γ
−1t−1Ax, ou encore h ∈ Kx ∩ γ−1t−1Kxtγ ; on en de´duit :
hg ∈ ZG (T0) ∩Kx ∩ γ
−1t−1γKxt.
Il existe donc w,w′ ∈W ′ ∩Kx tels que l’on a :
w = γ−1t−1γw′t;
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de plus, w et w′ ont meˆme image par la surjection canonique de W ′ dans W , ce qui
n’est possible que s’ils sont e´gaux. L’assertion du lemme s’en de´duit imme´diatement.

Revenons a` la de´monstration du lemme 3.12. Conside´rons le sous-groupe T2
de ZG (T0) engendre´ par les t tels qu’il existe w ∈ W ′ ∩ Kx tel que γ−1tγ ∈
w−1twKZG(T0) ; on va montrer d’une part qu’il existe un compact T
′
1 de ZG (T0) tel
que T2 ⊂ T ′1 (T0 ∩Mder), et d’autre part qu’il existe une partie finie T
′′
1 de ZG (T0)
telle que pour tout t ∈ ZG (T0)−T ′′1 T2, t
−1Ct∩γKx = ∅ ; T ′′1 T
′
1 est alors un compact
de ZG (T0) ve´rifiant la condition du lemme.
Montrons d’abord la premie`re assertion. Soit s le rang semi-simple de G, s′ le
nombre de composantes connexes de son diagramme de Dynkin, et soit β1, . . . , βs+s′
l’ensemble des racines de G relativement a` T0 correspondant aux murs de A ; on
supposera les indices choisis de telle sorte que :
– {β1, . . . , βs} est un ensemble de racines simples de G relativement a` T0 ;
– si r est le rang semi-simple de M , {β1, . . . , βr} est un ensemble de racines
simples de M .
Alors wγ permute les βj , 1 ≤ j ≤ s+ s′ ; on notera pour tout j, βγ(j) = wγβj .
Soit 〈·, ·〉 le produit de dualite´ canonique entre X∗ (T0) et X∗ (T0), c’est-a`-dire le
produit tel que pour tous χ ∈ X∗ (T0) et ξ ∈ X∗ (T0), on a :
χ (ξ (̟)) = ̟〈χ,ξ〉.
Ce produit s’e´tend de fac¸on canonique en un produit de dualite´ entre X∗ (T0)⊗Q et
X∗ (T0)⊗Q a` valeurs dansQ, qui se rele`ve en un produit de dualite´ entreX∗ (T0)⊗Q
et ZG (T0).
On va d’abord montrer que si t ∈ T2, les valeurs de 〈βr+1, t〉, . . . , 〈βs+s′ , t〉 sont
de´termine´es par celles de 〈β1, t〉, . . . , 〈βr, t〉. L’application qui a` t ∈ ZG (T0) associe
(〈β1, t〉, . . . , 〈βs+s′ , t〉) e´tant un morphisme de groupes de ZG (T0) dans Qs+s
′
, il
suffit de le montrer pour une partie ge´ne´ratrice de T2 ; on peut donc supposer qu’il
existe w ∈ W ′ ∩Kx tel que γ−1tγ ∈ w−1twKZG(T0).
Supposons d’abord w = 1. Puisque par hypothe`se, γ−1tγ ∈ tKZG(T0), on a pour
tout i :
〈βγ(j), t〉 = 〈βj , t〉.
De plus, si J1, . . . , Js′ sont les parties de {1, . . . , s+ s′} correspondant aux com-
posantes connexes du diagramme de Dynkin, on a pour tout i une relation de la
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forme : ∑
j∈Ji
ci〈βj , t〉 = 0,
les ci e´tant des entiers strictement positifs. Enfin, soit, pour tout i, ∆i l’ensemble
des βj , j ∈ Ji ; on a le lemme suivant :
Lemme 3.14. Pour tout i, les e´le´ments de ∆i qui ne sont pas racines de M , s’il
en existe, sont tous situe´s dans une meˆme orbite Oi pour l’action de wγ sur Φ.
De´monstration. Il est clair que l’on peut supposer s′ = 1. De plus, puisque G =Mγ ,
en de´finissant V , V γ et VM comme dans le paragraphe pre´ce´dent, on a V
γ∩V M = 0.
Conside´rons l’ensemble ∆1 = {β1, . . . , βs+1}. On sait que wγ agit sur ∆1 ; puisque
γ normalise M , wγ aussi, donc il permute les β1, . . . , βr. Supposons l’assertion du
lemme fausse ; il existe alors au moins une orbite O de Φ pour l’action de wγ incluse
dans {βr+1, . . . , βs}. Si de plus cette orbite est {βr+1, . . . , βs} tout entier, l’ensemble
{β1, . . . , βs} est stable par wγ , ce qui n’est possible que si wγ = 1, c’est-a`-dire si
γ ∈ T0 ⊂M ; mais alors G =M et l’assertion du lemme est trivialement vraie, d’ou`
contradiction. On en de´duit que le cardinal de O est strictement infe´rieur a` s− r.
D’autre part, soit a = Hom (X∗ (T0) ,R) l’alge`bre de Lie re´elle de T0 ; a est
canoniquement isomorphe a` X∗ (T0)⊗R, donc a` V puisqu’on a suppose´ le centre de
G compact, par l’application φ de´finie, pour tous λi ∈ R et tous χi ∈ X∗ (T0), par :
φ
(∑
i
λiξi
)
(χ) =
∑
i∈I
λi〈χ, ξi〉.
Soit aM le sous-espace de a engendre´ par les coracines de M relativement a` T0 ;
puisque γ normalise M , son image wγ par l’application canonique de W
′ dans W
laisse stable aM , donc e´galement son orthogonal aM par un produit scalaire W -
invariant sur a ; si pM est la projection orthogonale de a sur aM , pM commute avec
l’action de wγ . Soit, maintenant, pour tout βj ∈ O, ej le vecteur unite´ de V normal
au mur de A correspondant a` βj et dirige´ vers A ; conside´rons le vecteur :
eO =
∑
j,βj∈O
ej.
Puisque wγ permute les βj ∈ O, il permute e´galement les ej , donc fixe eO. D’autre
part, on a, pour tout ξ ∈ V , en normalisant convenablement le produit scalaire
W -invariant sur a :
(ej, ξ) = 〈βj , ξ〉
pour tout j, d’ou` :
(eO, ξ) =
∑
βj∈O
〈βj , ξ〉.
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Puisque pM (eO)− eO est combinaison line´aire des coracines de M , on a une e´galite´
de la forme :
(pM (eO) , ξ) =
∑
βj∈O
〈βj , ξ〉 −
r∑
j=1
λj〈βj , ξ〉
pour tout ξ ∈ V , donc pM (eO) 6= 0. Puisque pM (eO) est fixe´ par wγ , le sous-espace
des e´le´ments de aM fixe´s par wγ n’est pas re´duit a` 0 ; or on a aM = VM , d’ou`
contradiction et le lemme est de´montre´. 
On de´duit de ce lemme et de ce qui pre´ce`de que pour tout i et tout j ∈ Ii tel
que j > r, on a : 
 ∑
k∈Ii;k>r
ck

 〈βj , t〉 = − ∑
k∈Ii;k≤r
ck〈βk, t〉;
comme la somme des ck du membre de gauche est non nulle, 〈βj , t〉 ne de´pend que
des 〈βk, t〉, avec k ∈ Ii et k ≤ r.
Supposons maintenant w quelconque ; on a le lemme suivant :
Lemme 3.15. Soit t ∈ X tel que γ−1tγ ∈ w−1twKZG(T0) ; il existe w
′ ∈ W ′ ∩Kx
tel que γ−1w′−1tw′γ ∈ w′−1tw′KZG(T0).
De´monstration. Supposons d’abord s′ = 1. Si Kx est un sous-groupe d’Iwahori de
G, alors w = 1, et w′ = 1 convient. Supposons donc queKx n’est pas un Iwahori : Ax
n’est alors pas de dimension maximale, et est contenue dans exactement r murs de
A. Soit doncH1, . . . , Hr les murs deA la contenant, etD1, . . . ,Dk les adhe´rences des
composantes connexes du comple´mentaire dans A de la re´union des Hi : γ permute
les Dj , et si D1 est la composante contenant les t
′Ax, avec t
′ tel que 〈βk, t′〉 > 0
pour tout k ≤ r, γ laisse D1 globalement stable. Or on a, pour tout w′′ ∈W ′∩Kx :
γ−1w′′−1tw′′γ ∈
(
wγ−1w′′γ
)−1
t
(
wγ−1w′′γ
)
KZG(T0),
donc γ permute les w′′−1tw′′KZG(T0), w
′′ ∈ W ′ ∩ Kx ; on en de´duit que γ per-
mute les facettes de la forme w′′−1tw′′Ax. De plus, chaque Di contient exacte-
ment une des facettes w′′−1tw′′Ax ; donc si w
′ est un e´le´ment de W ′ ∩ Kx tel
que w′−1tw′Ax ∈ D1, on a γ−1w′−1tw′γAx = w′−1tw′Ax, d’ou` l’on de´duit que
γ−1w′−1tw′γ ∈ w′−1tw′KZG(T0) (comme on a suppose´ la composante de´ploye´e du
centre de G triviale, le stabilisateur de w′−1tw′Ax ne contient aucun e´le´ment de X
autre que 1).
Supposons maintenant s′ quelconque. De´finissons, pour tout i ∈ {1, . . . , s′}, des
groupes Ti, Hi et Kx,i de la meˆme fac¸on que dans la de´monstration du lemme 2.9 ;
on a une injection canonique de G dans H1×· · ·×Hs′ , et chacun des Hi posse`de un
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diagramme de Dynkin connexe. De plus, si pour tout i, W ′i est le groupe de Weyl
affine de Hi relativement a` T0/ (Ti ∩ T0), W ′ ∩ Kx est canoniquement isomorphe
au produit direct des W ′i ∩Kx,i. Ecrivons donc γ = γ1 . . . γs′ et w = w1 . . . ws′ , ou`
pour tout i, γi et wi sont des e´le´ments de W
′
i . Pour tout i, wi ∈ W
′
i ∩Kx,i et γi
normalise Kx,i, qui est un sous-groupe parahorique de Hi ; on peut donc appliquer
l’assertion du lemme a` l’image de t dans Hi, γi et wi et obtenir w
′
i ∈ W
′
i ∩ Kx,i
ve´rifiant la condition voulue ; l’e´le´ment w′ = w′1 . . . w
′
s′ de W
′ ∩Kx convient alors
pour t, γ, w. 
D’apre`s ce lemme, on peut appliquer le cas w = 1 a` w′−1tw′ ; on en de´duit que
les valeurs de 〈βr+1, w′−1tw′〉, . . . , 〈βs+s′ , w′−1tw′〉, et donc toutes les valeurs de
〈α,w′−1tw′〉, α ∈ Φ, sont de´termine´es par celles des 〈βi, w′−1tw′〉, i ≤ r. Or on a
pour tout i :
〈βi, w
′−1tw′〉 = 〈w′ (βi) , t〉;
on en de´duit que les valeurs des 〈α, t〉 sont de´termine´es par celles des 〈w′ (β1) , t〉,
i ≤ r. Or w′ appartient a` W ′ ∩ Kx, donc son image dans W est un e´le´ment du
groupe de Weyl deM relativement a` T0 ; les racines w
′ (β1) , . . . , w
′ (βr) constituent
donc un ensemble de racines simples de M et l’assertion cherche´e s’en de´duit.
Soit X2 = X ∩ T2. D’apra`s ce qui pre´ce`de, si R est un syste`me de repre´sentants
des orbites de γ dans {β1, . . . , βr}, l’application :
t ∈ X2 7−→ (〈βj , t〉)βj∈R
est un isomorphisme entre X2 et un re´seau de Qcard(R) ; X2 est donc un groupe
abe´lien libre de rang card (R).
Conside´rons maintenant le groupe T0∩Mder. Le groupe T0∩Mder/KT0∩Mder est
en bijection canonique avec le sous-groupe de X∗ (T0) engendre´ par les coracines de
Mder relativement a` T0 ; siXd est un sous-groupe de T0∩Mder forme´ d’un syste`me de
repre´sentants des classes moduloKT0∩Mder , d’une partXd est en bijection canonique
avec un sous-groupe de X∗ (T0), et d’autre part un e´le´ment t
′ de Xd est entie`rement
de´termine´ par la valeur des 〈βk, t′〉, k ≤ r. Si maintenant Xd,2 = Xd ∩ T2, d’une
part on a une injection canonique de Xd,2 dans X2, et d’autre part, par le meˆme
argument que pourX2, Xd,2 est un groupe abe´lien libre de rang card (R) ; il est donc
isomorphe a` un sous-groupe d’indice fini deX2. Soit X1 un syste`me de repre´sentants
de X2 modulo ce sous-groupe ; posons :
T ′1 = X1KZG(T0);
d’apre`s ce qui pre´ce`de, T ′1 (T0 ∩Mder) contient T2.
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Montrons maintenant l’existence de T ′′1 ; pour cela, on va utiliser le lemme suiv-
ant :
Lemme 3.16. La re´union Cx,γ,0 des conjugue´s de γKx par un e´le´ment de ZG (T0)
est un ouvert ferme´ de G.
De´monstration. Puisque Cx,γ,0 est re´union de parties ouvertes de G, c’est un ouvert
de G. Il reste a` montrer que c’est aussi un ferme´ de G.
Soit (gn)n≥1 une suite d’e´le´ments de Cx,γ,0 convergeant vers un e´le´ment g de
G ; on va montrer que g ∈ Cx,γ,0. Puisque d’apre`s le lemme 2.6, l’ensemble des
e´le´ments compacts de γG1 est ferme´, g est compact ; soit donc K ′ un sous-groupe
parahorique de G et γ′ ∈ NG (K ′) tels que g ∈ γ′K ′, et A′ la facette de B stabilise´e
par K ′. Puisque γ′K ′ est ouvert, tous les gn, pour n assez grand, sont dans γ
′K ′, et
stabilisent alors a` la fois A′ et une facette de la forme tnAx, tn ∈ X . On va montrer
qu’il existe une partie finie X ′ de X telle que pour tout n, gn stabilise une facette
de la forme t′Ax, t
′ ∈ X ′ ; il existe alors au moins un t′ ∈ X ′ tel que t′γKγt
′−1
contient une infinite´ de gn, et on en de´duit que ce groupe contient e´galement g.
Soit Ω, Ω′ deux parties de B ; on de´finit la distance combinatoire dc (Ω,Ω′) de Ω
a` Ω′ comme la longueur de la plus petite galerie reliant Ω a` Ω′, c’est-a`-dire le plus
petit entier l tel qu’il existe des chambres C0, . . . , Cl de B telles que :
– l’adhe´rence de C0 rencontre Ω ;
– l’adhe´rence de Cl rencontre Ω
′ ;
– pour tout i, Ci et Ci+1 sont adjacentes.
Si x, y sont deux points de B, on de´finit de manie`re analogue dc (x, y) et dc (x,Ω).
Soit dk la distance combinatoire maximale entre deux chambres posse´dant un
sommet commun ; on a le lemme suivant :
Lemme 3.17. Pour toutes facettes B,B′, B′′ de B, on a :
dc (B,B
′′) ≤ dc (B,B
′) + dc (B
′, B′′) + dk.
De´monstration. En effet, soit (C0, . . . , Cl) et (C
′′
0 , . . . , C
′′
l′′) deux galeries tendues
respectivement entre B et B′ et entre B′ et B′′ ; les chambres Cl et C
′′
0 ont alors
une face commune B′, donc au moins un sommet commun, et il existe alors une
galerie tendue de la forme (Cl = C
′
0, C
′
1, . . . , C
′
l′ = C
′′
0 ), avec l
′ ≤ dk ; on en de´duit
l’asserton du lemme. 
Soit Q un quartier ferme´ de A de sommet x et rencontrant A′, et Ω l’ensemble
des points de Q n’appartenant a` aucun tQ, avec t ∈ X − {0} tel que tx ∈ Q ; Q
rencontre un nombre fini de facettes, et l’entier dm = supB,B′ dc (B,B
′), ou` B,B′
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de´crivent l’ensemble des facettes rencontrant Ω, est bien de´fini ; de plus, l’ensemble
des tQ, t ∈ X , constitue une partition de A.
Posons e´galement d0 = dc (A
′,A) ; puisque pour tout entier a, l’ensemble des
facettes deA situe´es a` une distance combinatoire d’au plus a deA′ est fini, l’assertion
cherche´e se de´duit imme´diatement du lemme suivant :
Lemme 3.18. Pour tout t ∈ X, il existe t′ ∈ X tel que dc (A′, t′Ax) ≤ d0+dm+2dk
et que γ′K ′ ∩ tγKxt−1 ⊂ t′γKxt′−1.
De´monstration. Si γ′K ′ et tγKxt
−1 sont disjoints, l’assertion du lemme est triviale ;
supposons donc γ′K ′ ∩ tγKxt−1 non vide. Soit E l’enclos de A′ ∪ tAx dans B.
Supposons d’abord γ = 1 ; on va montrer par re´currence sur d0 qu’il existe t
′ ∈ X
tel que t′Ax ⊂ E et que dc (A′, t′Ax) ≤ d0 + dm. Si d0 = 0, A′ ⊂ A et il existe un
unique t′ ∈ X tel que A′ rencontre t′Q ; t′ convient alors par de´finition de dm.
Supposons maintenant d0 ≥ 1 ; soit A0 une chambre de B dont l’adhe´rence con-
tient A′ et telle que dc (A0,A) = d0, A1 une chambre adjacente a` A et telle que
dc (A1,A) = d0− 1, A′ un appartement contenant a` la fois A1 et A′ et H le mur de
A′ contenant la cloison se´parant A0 et A1. Par hypothe`se de re´currence applique´e
a` A1, il existe t
′ ∈ X , une galerie tendue de la forme (A1, A2, . . . , Al) et un entier l′
tels que l′ ≤ d0 + dm, tAx ⊂ Al et t′Ax ⊂ Al′ . De plus, pour tout i ≥ 1, Ai ⊂ A et
est situe´e du meˆme coˆte´ de H que A1 et Ax ; on de´duit alors de [4, I, corollaire 2.8.4]
qu’il existe un appartement A′′ de B contenant A0 et le demi-plan de A′ de´limite´
par H contenant les Ai, i > 0 ; puisque H se´pare A0 et A1, (A0, . . . , Al) est une
galerie tendue. Donc si E contient au moins une chambre, il contient tous les Ai, et
en particulier t′Ax.
Il reste donc a` traiter le cas ou` E ne contient aucune chambre de B. Soit H ′ le
sous-espace de A′′ engendre´ par A′ et tAx. Puisque d0 ≥ 1, H ′ ne peut pas eˆtre
re´duit a` un point, et on peut supposer que A1 rencontre H
′ : en effet, tous les murs
de A′′ qui se´parent A′ et tAx coupent un segment reliant tx et un point de A′, donc
coupent E, donc contiennent une facette de E ; on peut alors choisir A1, . . . , Al de
fac¸on a` ce que A1 contienne une facette de E. On peut alors de´duire l’assertion du
lemme de l’hypothe`se de re´currence applique´e a` une telle facette.
Supposons maintenant γ quelconque. Soit A′ un appartement de B contenant E,
et T ′0 le tore maximal de G associe´ ; on peut supposer que γ
′ ∈ NG (T
′
0) ; d’autre
part, puisque γ′K ′ ∩ tγKxt−1 n’est pas vide, d’apre`s les lemmes 3.13 et 3.15 et
quitte a` remplacer γ′ par γ′w′, ou` w′ est un e´le´ment de NG (T
′
0) ∩ K
′, on peut
supposer que γ′ stabilise tAx. L’ensemble E est alors e´galement stable par γ
′, et
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l’assertion du lemme est vraie s’il existe t′ ∈ X tel que t′Ax est contenue dans
E et stable par γ′ et que dc (A
′, t′Ax) ≤ d0 + dm + 2dk. Soit V l’espace vectoriel
associe´ a` A, et A′γ
′
le sous-espace des e´le´ments de A′ stables par γ′ ; il existe
v ∈ V tel que A′γ
′
+ v soit re´union des facettes qu’il contient ; il est clair que
c’est alors e´galement le cas de A′γ
′
+ wv pour tout w ∈ W ′ (G/T ′0) commutant
avec γ. Soit A0 (resp. Al ; on supposera v tel que A′γ
′
+ v contient un sommet
y′ de Al. Soit y = t
−1y′, et soit A′′ une facette contenue dans A0 ∩
(
A′γ
′
+ v
)
(il en existe : en effet, on a A0 = wAl, avec w ∈ W ′ (G/T ′0) commutant avec γ
′,
et A0 ∩
(
A′γ
′
+ v
)
= w
(
Al ∩
(
A′γ
′
+ w−1v
))
est donc non vide) ; d’apre`s le cas
γ = 1, il existe t′ ∈ X tel que dc (A
′′, t′y) ≤ d0 + dm et que t
′y appartient a` l’enclos
de A′′ ∪ ty. Or cet enclos est inclus dans
(
A′γ
′
∩ E
)
+ v ; on en de´duit que t′t−1
stabilise A′γ
′
, donc que t′Ax rencontre A
′γ′ ; puisque γt′Ax est de meˆme type que
t′Ax, on en de´duit qu’elles sont e´gales. D’autre part, t
′y − v ∈ E ∩ t′Ax, donc
t′Ax ⊂ E. Enfin, on a, graˆce au lemme 3.17 :
dc (A
′, t′Ax) ≤ dc (A
′, A′′) + dc (A
′′, t′y) + dc (t
′y, t′Ax) + 2dk
≤ 0 + (d0 + dm) + 0 + 2dk,
ce qui ache`ve la de´monstration. 

D’apre`s ce lemme, l’ensemble :
C0 = C ∩Cx,γ,0 = C ∩
⋃
t∈ZG(T0)
t−1γKxt
est un ferme´ de C. Il est donc compact ; puisque les t−1γKxt sont des ouverts, il
existe alors une partie finie T ′′1 de ZG (T0) telle que l’on a :
C0 ⊂
⋃
t∈T ′′1
tγKxt
−1.
Pour tout t′ ∈ ZG (T0) tel que t′−1Ct′ ∩ γKx 6= ∅, il existe donc t ∈ T ′′1 tel que
t′γKxt
′−1 rencontre tγKxt
−1 ; d’apre`s le lemme 3.13, on a alors t′ ∈ tT2, ce qui
ache`ve la de´monstration du lemme 3.12. 
D’apre`s ce lemme, il suffit de conside´rer les e´le´ments de T1 (T0 ∩Mder). Cet en-
semble est re´union finie de classes a` gauche modulo KZG(T0)Xd ; quitte a` remplacer,
pour t de´crivant un syste`me de repre´sentants de ces classes, C par tCt−1 (et K0 par
tK0t
−1), il suffit de montrer qu’il n’existe qu’un nombre fini d’e´le´ments de Xd ne
ve´rifiant aucune des deux conditions de l’e´nonce´ de la proposition. De plus, soit Xγ
le sous-groupe des e´le´ments t de Xd tels que γ
−1tγ ∈ t (KT0 ∩Mder) ; d’apre`s les
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lemmes 3.13 et 3.15, les seuls e´le´ments de Xd susceptibles de ne pas les ve´rifier sont
ceux appartenant a` w′−1Xγw′ pour au moins un w′ ∈W ′ ∩Kx ; puisque ce groupe
est fini, quitte a` conjuguer, pour tout w′, C et K0 par w
′, il suffit de conside´rer le
cas ou` w′ = 1.
Montrons d’abord que l’on peut se limiter a` l’e´tude d’une chambre positive de
T0 ∩ Mder. Soit {α1, . . . , αr} l’ensemble de racines simples de G relativement a`
T0 = KT0/K
1
T0
correspondant au sosu-groupe parabolique minimal P0 image de
I ; pour tout i ≤ r, soit si la re´flexion de W correspondant a` αi, et soit s′i (resp.
s′i,0) l’unique e´le´ment de W
′ posse´dant des repre´sentants dans Kx (resp. K0) et
dont l’image dans W est si. Les s
′
i engendrent le sous-groupe W
′ ∩ Kx de W
′ ;
les s′i,0 engendrent un sous-groupe W
′
0 de W
′ ∩ K0 (qui est W ′ ∩ K0 tout entier
si et seulement si Kx est un sous-groupe parahorique maximal spe´cial de G). Les
groupesW ′∩Kx etW ′0 sont tous deux canoniquement isomorphes (par la surjection
canonique de W ′ dans W ) au sous-groupe Wx de W engendre´ par les si. Pour tout
w ∈Wx, il existe donc tw ∈ X tel que pour tout j ∈ {1, . . . , r}, si w′ (resp. w′0) est
l’unique e´le´ment de W ′ ∩Kx (resp. W ′ ∩K0) d’image w dans W , on a :
〈βj , w
′
0
−1tw′〉 = 〈βj , w
−1tw〉+ 〈βj , tw〉.
D’autre part, on a le lemme suivant :
Lemme 3.19. Pour tout j ∈ {1, . . . , r}, il existe un e´le´ment wj de Wx tel que
〈βj , w
−1
j twj〉 est positif ou nul.
De´monstration. En effet, conside´rons l’e´le´ment tx =
∏
w∈Wx
w−1tw de T0. Il est
invariant par conjugaison par Wx, donc en particulier, pour tout k, par sk, d’ou` :
〈αk, tx〉 = 〈sαkαk, sk, tx〉 = 〈−αk, tx〉,
d’ou` 〈αk, tx〉 = 0. Or βj est combinaison line´aire des αk, donc on a :
0 = 〈βj , tx〉 =
∑
w∈Wx
〈βj , w
−1tw〉;
on en de´duit qu’au moins un terme de la somme est positif ou nul, ce qui de´montre
le lemme. 
On en de´duit :
〈βj , w
′
0
−1tw′〉 ≥ 〈βj , twj 〉 ≥ inf
w∈Wx
〈βj , tw〉.
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Or les w′0
−1tw′, w′ ∈ Wµ′ , repre´sentent tous la meˆme double classe de G modulo
K0 a` gauche et Kx a` droite ; on en de´duit, en posant pour tout j :
cj = inf
w∈Wx
〈βj , tw〉,
que ces doubles classes sont indexe´es par une partie de l’ensemble suivant :
E = (c1 + N)× · · · × (cr + N) ;
il suffit donc de conside´rer l’ensemble Xγ,+ des t ∈ Xγ tels que l’on a :
(〈β1, t〉, . . . , 〈βr, t〉) ∈ E.
Soit O1, . . . , Ok les orbites de {β1, . . . , βr} pour l’action de γ. Pour tout i ∈
{1, . . . , k}, posons :
ai = sup
j|βj∈Oi
sup
t′′∈T ′′1
〈βj , t
′′〉.
Pour tout i, tout t′′ ∈ T1 et tout t′ ∈ Xγ,+ tel que si βj ∈ Oi, 〈βj , t′〉 > ai, l’image
de t′−1t′′γKxt
′′−1t′ ∩ γKx dans G+ est contenue dans le sous-groupe parabolique
propre P+i = M
+
i Ui de G
+ standard relativement a` P0 et T0 et tel que M+i admet
pour syste`me de racines l’ensemble des racines de G+ qui sont combinaisons line´aires
d’e´le´ments de Oi′ , i
′ 6= i ; comme d’apre`s la de´monstration du lemme 3.12, t′−1Ct′∩
γKx est re´union des t
′−1t′′γKxt
′′−1t′ ∩ γKγ , t′′ ∈ T ′′1 , son image est alors contenue
dans P+i . De plus, soit α une racine de G
+ qui n’est pas racine de M+i , et soit
Uα,H = Uα ∩H ; Uα,H est un sous-groupe ouvert de Uα, et il existe donc bi,α ∈ Q
posse´dant la proprie´te´ suivante : si t ∈ Xγ est tel que 〈βj , t〉 ≥ bi,α pour au moins
un j ∈ Oi, t−1Uα,Ht contient Uα ∩Kx. Posons donc :
bi = sup
(
ai, sup
α
bi,α
)
,
la somme portant sur les α qui sont racines de G+ et pas de M+i . Si 〈βj , t
′〉 ≥ bi,
d’une part l’image de t′−1Ct′ ∩γKγ dans G+ est contenue dans P+i , et d’autre part
t−1Ht contient Uα ∩Kx pour tout α, donc son image dans G contient Ui ; t′ ve´rifie
donc la deuxie`me condition de la proposition.
On en de´duit que pour que t′ ∈ Xγ,+ ne ve´rifie aucune des deux conditions de
la proposition, il est ne´cessaire que pour tout i et tout βj ∈ Oi, 〈βj , t′〉 ≤ bi,α. Or
les e´le´ments de Xγ,+ ve´rifiant ces ine´galite´s sont en nombre fini, ce qui ache`ve la
de´monstration de la proposition. 
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3.4. Distributions D˜. Fixons a` nouveau un sous-groupe d’Iwahori I de G. Pour
tout sous-groupe parahoriqueK de G contenant I, soit CK l’espace des fonctions sur
G a` support compact et biinvariantes par K1, et CK,0 le sous-espace des e´le´ments de
CK a` support dans NG (K) ; si G+ = NG (K) /K1, CK,0 s’identifie canoniquement
a` l’espace des fonctions sur G+. Si x est un point de B dont le fixateur connexe est
K, on notera e´galement Cx = CK , Cx,0 = CK0 .
Posons e´galement :
C =
∑
K⊃I
CK ;
C0 =
∑
K⊃I
CK,0.
Soit Dc l’espace des distributions sur G invariantes par conjugaison et a` support
dans l’ensemble Gc des e´le´ments compacts de G. Pour tout ν = (γ, µ) ∈ N , tout
couple (γ,K) d’image (γ, µ) par ζ et toute fonction γ-cuspidale φ sur G = K/K1,
DGφ est un e´le´ment de Dc. Soit donc D˜c = D˜c (G) le sous-espace de Dc engendre´ par
les DGφ ; le but de cette section est d’associer de manie`re canonique a` tout D ∈ Dc
un e´le´ment D˜ de D˜c, qui co¨ıncide avec D sur C0.
Soit D ∈ Dc, ν ∈ N , (γ, x) ∈ G tels que ζ (γ, x) = ν et que Kx contient I ;
on identifie γ a` un e´le´ment du normalisateur de I. Soit Ccusp (γKx) l’espace des
fonctions de G dans C a` support dans γKx, invariantes par K1x, invariantes par
conjugaison par Kx et γ-cuspidales, c’est-a`-dire qui sont le rele`vement a` G tout
entier d’une fonction cuspidale surG+x = γ
ZKx/K
1
x ; Ccusp (γKx) est canoniquement
isomorphe a` l’espace Ccusp (Gx)
Gx,γ des fonctions invariantes par γ-conjugaison et
γ-cuspidales sur Gx = Kx/K1x, et la restriction de D a` Ccusp (γKx) s’identifie a`
une distribution sur Ccusp (Gx)
Gx,γ invariante par γ-conjugaison ; il existe donc
une unique fonction φγ,x (D) ∈ Ccusp (Gx)
Gx,γ telle que l’on a, pour tout f ∈
Ccusp (γKx) :
D (f) = v′ν〈φγ,x (D) , f〉Gx ,
ou` v′ν est de´fini de la manie`re suivante : soit µ = κ (x), (M,Kµ) un repre´sentant
de µ, T0 un tore de´ploye´ maximal de M , Mγ le plus petit sous-groupe de Levi de
G semi-standard relativement a` T0 et contenant M et γ (assimile´ a` un e´le´ment de
W ′ (G/T0)), et vν la constante de´finie dans l’e´nonce´ du lemme 3.8 ; on pose :
v′ν =
[
NG (γ,Kµ) : NMγ (γ,Kµ)
]
vν .
De plus, on a le lemme suivant :
Lemme 3.20. φγ,x ne de´pend que de ν.
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De´monstration. En effet, soit x′ un autre e´le´ment de B tel que κ (x′) = µ et γ ∈
NG (Kx′). Soit A un appartement de B contenant x et x′, et T0 le tore maximal
associe´ a` A ; graˆce a` la proposition 2.9 et quitte a` remplacer x′ par wx′, ou` w est
un e´le´ment de W ′ (G/T0), on peut supposer que (Kx, T0) et (Kx′ , T0) ont meˆme
image (M,Kµ) par κ0, et que γ normalise e´galement Kx′. Si Ax (resp. Ax′) est la
facette de A contenant x (resp. x′), Ax et Ax′ sont stables par γ et engendrent le
meˆme sous-espace affine E de A, qui est le sous-espace des points fixe´s par Kµ. En
conside´rant les facettes de E stables par γ maximales, on voit qu’il existe une suite
Ax = A0, A1, . . . , Ak = Ax′ de telles facettes telles que pour tout i, Ai et Ai+1 ont
en commun au moins une face stable par γ ; comme pour tout i, tout point de Ai
admet µ comme image par κ, il suffit de montrer le lemme dans le cas ou` Ax et
Ax′ ont en commun une telle face ; mais alors il existe un sous-groupe parahorique
K de G stable par γ et contenant a` la fois Kx et Kx′ . Soit G = K/K1 ; Gx et
Gx′ = Kx′/K1x′ s’identifient a` un meˆme sous-groupe de Levi de G. D’autre part, si
P =MU est un sous-groupe parabolique de G stable par γ et de Levi M, et si f est
une fonction de M dans C, en de´finissant l’induite de f a` G tordue par γ par :
IndGM,γ (f) : g ∈ G 7−→
1
card (P)
∑
x∈G,m∈M,u∈U,g=γ−1xγmux
f (m) ,
cette induite est un e´le´ment de C (G)G,γ ; de plus, on de´duit imme´diatement de la
proposition 2.5 applique´e a` G+ = γZG qu’elle ne de´pend pas du choix de P. Si
γ = 1, on retrouve bien e´videmment l’induite usuelle. On a :
Lemme 3.21. Soit P = MU un sous-groupe parabolique de G stable par γ, et
KP son image re´ciproque dans K. Soit f une fonction sur M invariante par γ-
conjugaison ; on a, en relevant f et son induite, ainsi que les e´le´ments de C0 (G),
a` des fonctions sur G a` support dans K :
IndGM,γ (f) ∈
card (G)
card (P)
f + C0 (G) .
De´monstration. Puisque Kx ⊂ K et K1x ⊃ K
1, f (en tant que fonction sur G)
est une fonction a` support dans K et biinvariante par K1, et s’identifie donc a`
une fonction sur G ; plus pre´cise´ment, c’est alors une fonction a` support dans P
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constante sur les mU, m ∈M. Or on a, pour tout g ∈ G :
IndGM,γ f (g) =
1
card (P)
∑
h∈G,m∈M,u∈U,g=γ−1h−1γmuh
f (m)
=
1
card (P)
∑
h∈G,p∈P,g=γ−1h−1γph
f (p)
=
1
card (P)
∑
h∈G
f
(
γ−1hγgh−1
)
.
On a donc :
IndGM,γ f =
1
card (P)
∑
h∈G
Adγ (h) f,
et l’assertion du lemme s’en de´duit imme´diatement. 
En appliquant ce lemme successivement a` Px = Kx/K1 et a` Px′ = Kx′/K1,
puisque ces groupes admettent tous deux Gx comme composante de Levi, on en
de´duit que pour f ∈ Ccusp (Gx)
Gx,γ , les rele`vements de f a` respectivement γKx et
γKx′ sont des e´le´ments de C
∞
c (G) qui ne diffe`rent que d’un e´le´ment de C0 (G) ; les
restrictions de D a` Ccusp (γKx) et Ccusp (γKx′) induisent donc la meˆme distribution
sur Ccusp (Gx)
Gx,γ , ce qui de´montre le lemme 3.20. 
Dans ce qui suit, on e´crira φν (D) a` la place de φγ,x (D) ; pour tout ν ∈ N
n’admettant aucun ante´ce´dent par ζ, on posera φν (D) = 0. Posons :
D˜ =
∑
ν∈N
Dφν(D),
C’est un e´le´ment de D˜c, et l’application D 7→ D˜ est clairement line´aire.
D’apre`s le lemme 3.8, on a, pour tout ν = (γ, µ) et toute fonction φ γ-cuspidale
sur le groupe re´ductif fini M associe´ a` µ, si M , Kµ et Mγ sont de´finis comme dans
l’e´nonce´ de ce lemme :
D˜ (φ) = DGφν(D) (φ) = vν
∑
n∈NG(γ,Kµ)/NMγ (γ,Kµ)
〈φν , Ad (n)φ〉M
= vν
∑
n∈NG(γ,Kµ)/NMγ (γ,Kµ)
〈Ad
(
n−1
)
φν , φ〉M.
Or puisque D est invariante, φν est invariante par conjugaison par NG (γ,Kµ) et
on en de´duit :
D˜ (φ) = DGφν(D) (φ) = v
′
ν〈φν , φ〉M = D (φ) .
Les distributions D et D˜ co¨ıncident donc sur l’espace engendre´ par les φ ; on va
maintenant montrer que modulo C0 (G), les φ engendrent C0. Pour cela, on va mon-
trer un re´sultat de de´composition pour les fonctions invariantes par γ-conjugaison
sur un groupe fini.
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Soit G le groupe des Fq-points d’un groupe re´ductif connexe de´fini sur Fq, et G+
un groupe engendre´ par G et un e´le´ment γ normalisant G. SoitM un sous-groupe de
Levi de G stable par conjugaison par γ ; son normalisateur NG,γ (M) pour l’action
ci-dessus est e´galement stable par γ. On notera Ccusp (M)
NG,γ(M),γ le sous-espace
des e´le´ments γ-cuspidaux de C (M)NG,γ(M),γ .
Soit R un syste`me de repre´sentants des classes de conjugaison des sous-groupes
de Levi de G stables par γ ; on a le re´sultat suivant :
Proposition 3.22. On a les de´compositions suivantes :
C (G)G,γ =
⊕
M∈R
IndGM,γ Ccusp (M)
M,γ
=
⊕
M∈R
IndGM,γ Ccusp (M)
NG,γ(M),γ .
De´monstration. Montrons d’abord l’e´galite´ des deux sommes de l’e´nonce´ : pour
cela, il suffit de montrer que pour tout M ∈ R, on a :
IndGM,γ Ccusp (M)
M,γ ⊂ IndGM,γ Ccusp (M)
NG,γ(M),γ ,
l’autre inclusion e´tant e´vidente. Soit donc f un e´le´ment de Ccusp (M)
M,γ ; pour tout
m ∈ NG,γ (M), en posant :
Adγ (m) (f) : g 7−→ f
(
γ−1mγgm−1
)
,
Adγ (m) f est e´galement γ-cuspidale et on a :
IndGM,γ (Adγ (m) f) = Ind
G
M,γ (f) .
Posons donc :
f0 =
1
card (NG,γ (M))
∑
m∈NG,γ(M)
Adγ (m) f ;
on a f0 ∈ Ccusp (M)
NG,γ(M),γ et IndGM,γ (f0) = Ind
G
M,γ (f), ce qui montre l’assertion
cherche´e. De plus, si la premie`re somme est directe, la seconde l’est aussi.
On va maintenant montrer, par re´currence sur le rang semi-simple de G, la
premie`re e´galite´, ainsi que le fait que la premie`re somme est directe. Si rg (G) = 0,
R = {G}, toute fonction invariante par γ-conjugaison sur G est γ-cuspidale et
l’assertion est triviale. Supposons donc G de rang non nul ; montrons d’abord les
lemmes suivants :
Lemme 3.23. On a C (G)G,γ = Ccusp (G)
G,γ
+
∑
M(G Ind
G
M,γ C (M)
M,γ
.
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De´monstration. Pour montrer ce lemme, il suffit de montrer que Ccusp (G)
G,γ
con-
tient l’orthogonal de
∑
M(G Ind
G
M,γ C (G)
G,γ
dans G pour 〈·, ·〉G ; puisque ce produit
hermitien est de´fini positif, l’assertion du lemme s’en de´duit imme´diatement. Soit
donc f un e´le´ment de cet orthogonal ; pour tout M ( G et tout f ′ ∈ C (M)M,γ , on
a :
〈f, IndGM,γ f
′〉G = 0.
D’apre`s le lemme pre´cedent, on a donc :
〈rGMf, f
′〉M = 0;
comme ceci est vrai pour tout M et tout f ′, on a rGMf = 0 pour tout M, donc f est
γ-cuspidale. 
Pour tout M ∈ F , soit WM,γ l’ensemble des e´le´ments commutant avec γ du
groupe de Weyl de M relativement a` T0.
Lemme 3.24. Soit M,M′ ∈ R ; il existe un syste`me de repre´sentants W0 de
WM′,γ\WG,γ/WM,γ tel que l’on a :
rGM′ ◦ Ind
G
M,γ =
∑
w∈W0
IndM
′
M′∩wMw−1,γ ◦Ad (w) ◦ r
M
M∩w−1M′w,γ .
De´monstration. Ce lemme est une conse´quence imme´diate du the´ore`me 3.2 de [12].

Lemme 3.25. Soit M,M′ ∈ R, φ (resp. φ′) une fonction γ-cuspidale sur M (resp.
M′) invariante par NG,γ (M) (resp. NG,γ (M′)). Alors on a :
〈IndGM,γ φ, Ind
G
M′,γ φ
′〉G = 0
si M et M′ sont distincts, et :
〈IndGM,γ φ, Ind
G
M′,γ φ
′〉G = card (NG,γ (M) /M) 〈φ, φ′〉G′
si M =M′.
De´monstration. Supposons d’abors M 6= M′. Puisque M et M′ sont deux e´le´ments
de R distincts, au moins l’un d’eux n’est pas contenu dans un conjugue´ de l’autre ;
supposons par exemple que M n’est pas contenu dans un conjugue´ de M′. On a par
le lemme 2.4 :
〈IndGM,γ φ, Ind
G
M′,γ φ
′〉G = 〈r
G
M′ Ind
G
M,γ φ, φ
′〉M′ .
Or le lemme 3.24 donne :
(1) rGM′ Ind
G
M,γ φ =
∑
w∈W0
IndM
′
M′∩wMw−1,γ ◦Ad (w) ◦ r
M
M∩w−1M′w,γ (φ) ,
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ou` W0 est de´fini comme dans l’e´nonce´ de ce lemme ; d’autre part, pour tout w,
puisque M n’est contenu dans aucun conjugue´ de M′, M ∩ w−1M′w est un sous-
groupe de Levi propre deM ; comme φ est γ-cuspidale, on en de´duit rMM∩w−1M′w (φ) =
0. On a donc :
rGM′ Ind
G
M,γ φ
′ = 0,
ce qui de´montre la premie`re assertion du lemme 3.25.
Supposons maintenant M =M′. Alors les seuls termes non nuls dans le membre
de droite de (1) sont ceux correspondant aux w tels que M ∩w−1Mw =M, c’est-a`-
dire w ∈ NG,γ (M) ; pour un tel w, on a :
IndMM∩wMw−1,γ ◦Ad (w) ◦ r
M
M∩w−1Mw (φ) = Ad (w)φ = φ
puisque φ est invariante par NG,γ (M). On en de´duit la deuxie`me assertion du lemme
3.25. 
Revenons a` la de´monstration de la proposition 3.22. Par hypothe`se de re´currence,
on a pour tout M ( G :
C (M)M,γ =
⊕
M′∈RM
IndMM′,γ Ccusp (M
′)
M′,γ
,
ou` RM est de´fini pour M de fac¸on similaire a` R pour G (notons que deux sous-
groupes de Levi deM peuvent eˆtre conjugue´s dans G et pas dansM). On en de´duit,
par transitivite´ des induites et graˆce au lemme 3.23 :
C (G)G,γ =
∑
M∈R
IndGM,γ Ccusp (M)
M,γ .
Il reste a` montrer que la somme est directe. Pour cela, soit, pour tout M ∈ R,
φM ∈ Ccusp (M)
M,γ ; supposons les φM tels que l’on a :∑
M∈R
IndGM,γ φM = 0.
Pour tout M′ ∈ R, on a alors, d’apre`s le lemme 3.25 :
0 = 〈
∑
M∈R
IndGM,γ φM, Ind
G
M′,γ φM′〉G = card (NM′,γ (M
′) /M′) 〈φM′ , φM′〉M′ ;
on en de´duit que φM′ = 0 pour tout M′ et la proposition est de´montre´e. 
D’apre`s cette proposition, pour tout x ∈ A et tout γ normalisant x, l’espace des
e´le´ments de Cx,0 invariants par conjugaison par Kx s’identifie a` l’espace engendre´
par les induites des fonctions γ-cuspidales sur les sous-groupes de Levi stables par
γ de Gx = Kx/K1x, releve´es a` des fonctions sur G ; on va en de´duire, en utilisant
le lemme 3.21, que ces fonctions γ-cuspidales engendrent C0, et donc que D et D˜
co¨ıncident sur C0. Plus pre´cise´ment, on a la proposition suivante :
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Proposition 3.26. Soit D ∈ Dc. Alors il existe un unique D′ ∈ D˜c tel que les
restrictions de D et D′ a` C0 sont identiques ; de plus, on a D′ = D˜.
De´monstration. Montrons d’abord l’unicite´ de D′ : supposons que D′ et D′′ sont
deux e´le´ments de D˜c tels que D′|C0 = D
′′|C0 = D|C0 . Alors D0 = D
′ −D′′ est un
e´le´ment de D˜c dont la restriction a` C0 est nulle ; il suffit donc de montrer qu’une
telle distribution est force´ment nulle. Posons :
D0 =
∑
ν
Dφν ,
ou` pour tout ν = (µ, γ) ∈ N , φν est une fonction γ-cuspidale sur le groupe re´ductif
fini G associe´ a` µ. Si (M,Kµ) est un repre´sentant de µ, en identifiant G a` Kµ/K1µ,
φν est invariante par conjugaison par NG (γ,Kµ) ; pour tout ν
′ = (µ′, γ′) ∈ N et
toute fonction φ′ γ-cuspidale sur le groupe re´ductif fini G′ associe´ a` µ′, on a alors,
en utilisant le lemme 3.8 :
D0 (φ
′) =
∑
ν
Dφν (φ
′) = v′ν′〈φν′ , φ
′〉G′ .
Or puisque φ′ se rele`ve en un e´le´ment de C0, on a D0 (φ′) = 0 ; on en de´duit :
〈φν′ , φ
′〉G′ = 0.
Comme ceci est vrai pour tout φ′, on a φν′ = 0 pour tout ν
′, donc D0 = 0.
Il reste a` montrer que D˜ ve´rifie D˜|C0 = D|C0 . Comme les sous-espaces de la forme
Cx,0, x ∈ A, engendrent C0, il suffit de ve´rifier l’e´galite´ des restrictions de D et D˜ a`
chacun de ces sous-espaces. De plus, pour tout x ∈ A et tout γ ∈ ΓI qui normalise
Kx, soit Cx,γ,0 = CKx,γ,0 le sous-espace des e´le´ments de Cx,0 a` support dans γKx ;
Cx,0 est somme directe des Cx,γ,0. On va donc ve´rifier l’e´galite´ des restrictions de D
et D˜ a` chacun des Cx,γ,0.
Soit x ∈ B, Kx le sous-groupe parahorique de G fixant x et γ un e´le´ment de ΓI
qui normalise Kx ; on va montrer par re´currence sur le rang de Gx = Kx/K1x que D
et D˜ co¨ıncident sur Cx,γ,0. Cet espace est canoniquement isomorphe a` l’espace des
fonctions sur le groupe fini Gx ; il existe donc une fonction φD,x,γ sur Gx telle que
pour tout f ∈ Cx,γ,0, on a :
D (f) = 〈φD,x,γ , f〉Gx .
Puisque D est invariante, φD,x,γ est invariante par γ-conjugaison ; graˆce a` la propo-
sition 3.22, on peut alors e´crire de manie`re unique :
φD,x,γ =
∑
M∈R
IndGxM,γ φD,x,γ,M,
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ou` R est un syste`me de repre´sentants des classes de conjugaison de sous-groupes de
LeviM de Gx stables par γ, et ou` pour toutM, φD,x,γ,M est une fonction γ-cuspidale
sur M invariante par NGx,γ (M). D’autre part, pour f ∈ Cx,γ,0, posons :
f ′ : g ∈ G 7−→
∫
Kx
f
(
k−1gk
)
dk.
Puisque D et D˜ sont invariantes, on a D (f) = D (f ′) et D˜ (f) = D˜ (f ′) ; de plus, f ′
est un e´le´ment de Cx,γ,0, invariant par γ-conjugaison en tant que fonction sur Gx ;
on peut donc e´crire, en utilisant a` nouveau la proposition 3.22 :
f ′ =
∑
M∈R
IndGxM,γ fM,
ou` pour tout M, fM est une fonction γ-cuspidale sur M. Or soit, pour tout M ∈ R,
P un sous-groupe parabolique de Gx invariant par γ et de Levi M, et K ′ le sous-
groupe parahorique de G contenu dans Kx et dont l’image dans Gx est P ; fM se
rele`ve en une fonction sur G a` support dans γK ′ biinvariante par K ′1, c’est-a`-dire
en un e´le´ment de CK′,γ,0, et si M ( Gx, on a donc par hypothe`se de re´currence :
D (fM) = D˜ (fM) .
De plus, d’apre`s le lemme 3.21, pour tout M ( Gx, on a :
D
(
IndGxM,γ (fM)
)
=
card (Gx)
card (P)
D (fM)
=
card (Gx)
card (P)
D˜ (fM)
= D˜
(
IndGxM,γ (fM)
)
.
Pour achever la de´monstration de la proposition, il reste donc a` ve´rifier que l’on a
D (fGx) = D˜ (fGx). Or d’apre`s le lemme 3.25, on a :
D (fGx) = 〈φD,x,γ,Gx , fGx〉Gx .
Ceci est vrai pour toute fGx ∈ Ccusp (Gx)
Gx,γ , donc si ν = ζ (γ, x), on a, par
de´finition de φν (D) :
φD,x,γ,Gx = v
′
νφν (D) .
D’autre part, on a, en utilisant la de´finition de D˜ et le lemme 3.8 :
D˜ (fGx) =
∑
ν′
Dφν′(D)
(fGx)
= v′ν〈φν (D) , fGx〉Gx
= D (fGx) ,
ce qui ache`ve la de´monstration. 
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3.5. Restriction des distributions a` C. On va maintenant montrer le re´sultat
suivant :
The´ore`me 3.27. Soit D ∈ Dc. Si D est nulle sur C0, alors elle est nulle sur C.
De´monstration. Si D est nulle sur C0, toutes les φν (D) sont nulles, donc D˜ = 0 ; le
re´sultat se de´duit alors imme´diatement du the´ore`me suivant :
The´ore`me 3.28. Pour tout D ∈ Dc, D˜ co¨ıncide avec D sur C. En particulier, si
D˜ = 0, D est nulle sur C.
Avant de commencer la de´monstration, introduisons quelques notations supple´-
mentaires. Soit π une repre´sentation irre´ductible tempe´re´e de G ; on de´finit la dis-
tribution trace compacte de π de la manie`re suivante :
trc (π) : f ∈ C
∞
c (G) 7−→
∫
G
tr (π (g)) 1c (g) f (g) dg,
ou` 1c est la fonction caracte´ristique de l’ensemble des e´le´ments compacts de G.
Soit π une repre´sentation irre´ductible admissible de G, V son espace, et K un
sous-groupe parahorique de G ; soit V K
1
le sous-espace des e´le´ments de V invari-
ants par le premier sous-groupe de congruence K1 de K. Puisque π est admissible,
V K
1
est de dimension finie ; de plus, puisque K1 est un sous-groupe normal de
NG (K), V
K1 est stable par NG (K) ; le groupe NG (K) /K
1 agit donc sur V K
1
,
et la repre´sentation de NG (K) /K
1 ainsi obtenue sera note´e πNG(K). Si H est un
sous-groupe de NG (K) contenant K, on notera π
H la restriction de πNG(K) a` H .
De´monstration. On va montrer le the´ore`me par re´currence sur le rang semi-simple
de G. Si ce rang est nul, G posse`de un unique sous-groupe parahorique K et on
a NG (K) = G ; on a alors C0 = C et le the´ore`me se de´duit imme´diatement de la
proposition 3.26. Supposons maintenant G de rang non nul ; on va d’abord montrer
la deuxie`me assertion. Soit D ∈ Dc telle que D˜ = 0 ; d’apre`s la proposition 3.26, D
est alors nulle sur C0.
Supposons d’abord que D est combinaison line´aire de traces compactes de repre´-
sentations tempe´re´es ; posons :
D =
t∑
i=1
λitrc (πi) ,
ou` les λi sont des constantes et les πi des repre´sentations irre´ductibles tempe´re´es
de G.
Proposition 3.29. Si D est nulle sur C0, alors D est nulle sur l’espace des fonc-
tions a` support dans l’ensemble Gell des e´le´ments elliptiques de G.
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De´monstration. Dire queD est nulle sur C0 revient a` dire que pour tout sous-groupe
parahorique K de G, on a :
t∑
i=1
λitr
(
π
NG(K)
i
)
= 0.
Pour montrer cette proposition, on va donc tout d’abord e´tendre les re´sultats de [21,
III.4] au casG re´ductif quasi-de´ploye´ quelconque. Fixons un sous-groupe d’Iwahori I
de G ; soit P l’ensemble de tous les sous-groupes parahoriques de G, et PI l’ensemble
de ceux qui contiennent I. Pour toute repre´sentation irre´ductible tempe´re´e π de G,
posons comme dans [21, III.4] :
fEP (π) =
∑
K∈PI
(−1)dim(AK) vol (NG (K) /Z)
−1 εAK tr
(
πNG(K)
)
,
ou` pour tout K ∈ P , AK est la facette de l’immeuble de G correspondant a` K, ou`
tr
(
π
NG(K)
i
)
est conside´re´e comme une fonction sur NG (K) e´tendue a` G par ze´ro,
et ou` εAK est de´fini comme dans [21].
Soit h ∈ Gell. On a les lemmes suivants :
Lemme 3.30. L’ensemble Xh des points de l’immeuble de G fixe´s par h recouvre
un nombre fini de facettes.
De´monstration. En effet, le lemme est vrai pourG/ZG,d et l’image de h dansG/ZG,d
d’apre`s [21, III.4.9] ; or les immeubles de G et de G/ZG,d sont isomorphes en tant
que complexes simpliciaux, et toute facette fixe´e par h dans l’immeuble de G l’est
aussi par son image dans G/ZG,d, et re´ciproquement. 
Lemme 3.31. On a pour tout π :∫
G/ZG,d
fEP (π)
(
g−1hg
)
dg =
∑
K∈P
(−1)dim(AK) tr
(
πNG(K)
)
(h) .
De´monstration. La de´monstration est identique a` celle de [21, III.4.10], en rem-
plac¸ant G par G/ZG,d ; la somme du membre de droite est finie graˆce au lemme
pre´ce´dent. 
Lemme 3.32. Soit ψ ∈ C∞c (G) a` support dans Gell. On a pour tout π :
tr (π) (ψ) =
∫
G
ψ (h)
∫
G/ZG,d
fEP (π)
(
g−1h−1g
)
dgdh.
De´monstration. La de´monstration est identique a` celle de [21, III.4.16]. 
Corollaire 3.33. Sous les meˆmes hypothe`ses, on a pour tout π :
tr (π) (ψ) =
∫
G
ψ (h)
∑
K∈P
(−1)dim(AK) tr
(
πNG(K)
) (
h−1
)
dh.
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Revenons a` la de´monstration de la proposition. Pour tout ψ ∈ C∞c (G) a` support
dans Gell, on a :
(ψ) =
∑
i
λitr (πi) (ψ)
=
∫
G
ψ (h)
(∑
K∈P
(−1)dim(AK)
∑
i
λitr
(
π
NG(K)
i
))(
h−1
)
dh.
Or l’ensemble des K ∈ P intervenant de fac¸on non triviale dans le membre de droite
est fini : en effet, pour tout h elliptique, il existe un voisinage de h dans G dont tout
e´le´ment fixe les meˆmes facettes que h (par exemple hK ′, ou` K ′ est un sous-groupe
ouvert compact de G contenu dans les fixateurs de toutes les facettes de Xh et de
toutes les facettes adjacentes a` Xh), et le support de ψ, e´tant compact, admet un
recouvrement fini constitue´ de tels voisinages. On peut donc e´crire :
D (ψ) =
∑
K∈P
(−1)dim(AK)
∫
G
ψ (h)
(∑
i
λitr
(
π
NG(K)
i
))(
h−1
)
dh.
Supposons d’abord NG (K) /K
1 fini ; on a alors, pour tout i et tout h :
tr
(
π
NG(K)
i
) (
h−1
)
= tr
(
π
NG(K)
i
)
(h) ,
d’ou` l’on de´duit :
D (ψ) =
∑
K∈P
(−1)dim(AK)
∫
G
ψ (h)
(∑
i
λitr
(
π
NG(K)
i
)
(h)
)
dh = 0
graˆce a` ce qui pre´ce`de, et la proposition est de´montre´e dans ce cas.
Supposons maintenant NG (K) /K
1 quelconque, et conside´rons le groupe γZK.
On a vu pre´ce´demment qu’il existe un entier b > 0 tel que γb est dans le centre
de G ; pour tout i, il existe donc un caracte`re χi de Z tel que pour tout entier z,
πi
(
γbz
)
est une homothe´tie de rapport χi (bz) ; de plus, χi est unitaire puisque πi
l’est. Conside´rons donc la repre´sentation :
χ−1i ⊗ π
γZK
i : γ
ZK/K1 7−→ V (πi)
K1
,
χi e´tant e´tendu a` un caracte`re sur γ
ZK par χi|K = 1. Cette repre´sentation est
triviale sur γbZ, donc induit une repre´sentation du groupe fini γbZK/γbZK1 canon-
iquement isomorphe a` K/K1. On a donc, pour tout h ∈ γZK :
tr
(
χ−1i ⊗ π
γZK
i
) (
h−1
)
= tr
(
χ−1i ⊗ π
γZK
i
)
(h) ,
d’ou`, puisque χi est unitaire :
tr
(
π
NG(K)
i
) (
h−1
)
= tr
(
π
NG(K)
i
)
(h) .
On conclut comme dans le cas ou` NG (K) /K
1 est fini. 
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Revenons a` la de´monstration du the´ore`me. La distribution D est inte´grable, in-
variante et nulle sur Gell ; d’apre`s [13, corollaire 3 au the´ore`me 3.1], elle est somme
d’induites de distributions invariantes DM sur un ensemble de repre´sentants des
classes de conjugaison de Levi propres de G ; de plus, fixons un sous-groupe para-
horique maximal spe´cial K0 de G contenant I ; on a le lemme suivant :
Lemme 3.34. Soit f ∈ C∞c (G) a` support dans l’ensemble des e´le´ments compacts
(resp. non compacts) de G, et soit P =MU un sous-groupe parabolique de G. Alors
fP = fPK0 est a` support dans l’ensemble des e´le´ments compacts (resp. non compacts)
de G contenus dans M .
De´monstration. Si P = G, le re´sultat est trivial ; supposons donc P propre. Sup-
posons que f est a` support dans l’ensemble des e´le´ments compacts de G, et soit
l ∈M non compact dans G ; on a :
fP (l) =
∫
K0×U
f
(
k−1luk
)
dk.
Supposons qu’il existe k ∈ K0 et u ∈ U tels que k
−1luk est compact dans G ; alors
lu aussi est compact dans G. Soit KU un sous-groupe compact de U contenant u ;
on de´duit de [7, 1.4.3] qu’il existe un e´le´ment z contenu dans le centre de M tel que
la suite des z−nKUz
n, n > 0, est de´croissante et que l’intersection des z−nKUz
n
est re´duite a` {1}. La suite des z−nluzn = lz−nuzn converge donc vers l ; or, tous
ces e´le´ments sont compacts dans G, donc par le lemme 2.6, l aussi, ce qui est exclu.
Donc pour tous k, u, k−1luk n’est pas compact dans G, donc f
(
k−1luk
)
= 0 ; on a
donc fP (l) = 0. La de´monstration dans le cas ou` f est a` support dans les e´le´ments
non compacts de G est similaire. 
Soit 1c la fonction caracte´ristique des e´le´ments compacts de G. On a :
D = D (1c·) =
∑
M
(
IndGM DM
)
(1c·) =
∑
M
IndGM (DM (1c·))
graˆce au lemme pre´ce´dent ; on peut donc supposer que pour tout M , on a DM =
DM (1c·), c’est-a`-dire que DM est a` support dans M ∩Gc ⊂Mc.
Soit, pour tout M , D˜M la distribution sur M de´finie pour DM de manie`re ana-
logue a` D˜ pour D ; posons :
D# =
∑
M
IndGM D˜M .
Par hypothe`se de re´currence, les restrictions de D˜M et de DM a` CM sont e´gales. De
plus, si K est un sous-groupe parahorique de M et γ un e´le´ment de NM (K) tel que
γK 6⊂ Gc ∩M , puisque DM est nulle sur γK, D˜M aussi ; on en de´duit que D˜M est
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a` support dans Gc ∩M ; comme ceci est vrai pour tout M , D# ∈ D˜c (G) d’apre`s le
lemme pre´ce´dent. Enfin, on a le lemme suivant :
Lemme 3.35. Soit f ∈ C, et P = MU un sous-groupe parabolique de G. Alors le
terme constant fP de f est somme d’un e´le´ment de CM et d’un e´le´ment de C0 (M).
De´monstration. Il suffit de montrer ce lemme pour f appartenant a` une partie
ge´ne´ratrice de C ; on supposera donc qu’il existe g ∈ G et x ∈ A tels que f est la
fonction caracte´ristique deK1xgK
1
x. On peut supposer P etM standard relativement
a` P0 et T0, ou` P0 est le sous-groupe parabolique minimal de G d’image I dans
K0/K
1
0 ; on a alors, pour tout l ∈M :
fP (l) = δGP (l)
1
2
∫
K0×U
f
(
k−1luk
)
dudk
= vol
(
K1x
)
δGP (l)
1
2
∑
k∈K0/K1x
vol
(
K1xgK
1
x ∩ k
−1lUk
)
= vol
(
K1x
)
δGP (l)
1
2
∑
k∈K0/K1x
vol
(
kK1xgK
1
xk
−1 ∩ lU
)
.
Il suffit de ve´rifier que pour tout k ∈ K0, l’application :
l ∈M 7−→
∑
k′∈(K0∩M)/(K1x∩M)
vol
(
k′kK1xgK
1
xk
−1k′−1 ∩ lU
)
est biinvariante par le premier sous-groupe de congruence d’un sous-groupe para-
horique de M . Elle l’est de´ja` par le sous-groupe ouvert compact kK1xk
−1 ∩ M
de M , qui ne de´pend que de la classe de k a` droite modulo Kx ; de plus, elle-
meˆme ne de´pend que de la classe de k a` gauche modulo K0 ∩ P . Il suffit donc
de montrer l’assertion pour k appartenant a` un syste`me de repre´sentants X de
(K0 ∩ P ) \K0/ (K0 ∩Kx) ; puisque Kx contient K10 et puisque les images de K0 ∩
P et de K0 ∩ Kx dans K0/K
1
0 sont des sous-groupes paraboliques standard de
K0/K
1
0 (relativement au parabolique minimal I/K
1
0 et au tore de´ploye´ maximal
T0/KT0), on peut supposer que X est e´galement un syste`me de repre´sentants de
(W ′ ∩ (K0 ∩ P )) \ (W ′ ∩K0) / (W ′ ∩ (K0 ∩Kx)).
Soit donc w ∈W ′∩K0. D’apre`s le corollaire 3.10, wKxw−1∩M est un sous-groupe
parahorique de M ; wK1xw
−1 ∩M est alors son premier sous-groupe de congruence,
ce qui de´montre l’assertion cherche´e. 
On a donc pour tout M , tout P = MU et pour tout f ∈ C, puisque fP ∈
CM + C0 (M) d’apre`s le lemme 3.35 et graˆce a` l’hypothe`se de re´currence :
IndGM D˜M (f) = D˜M
(
fP
)
= DM
(
fP
)
= IndGM DM (f) ,
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d’ou` l’on de´duit que D# (f) = D (f). En particulier, D et D# co¨ıncident sur C0 ;
comme D# ∈ D˜c (G), la proposition 3.26 impose D# = D˜. Comme par hypothe`se
D˜ = 0, D est nulle sur C et la deuxie`me assertion du the´ore`me est montre´e pour D
combinaison line´aire de traces compactes.
Supposons maintenant D quelconque. Pour tout γ ∈ Γ, soit Cγ (resp. C0,γ) le
sous-espace des e´le´ments de C (resp. C0) a` support dans γG1 ; on va montrer que
si D est nulle sur C0, elle est nulle sur Cγ . Comme C est somme directe des Cγ , la
seconde assertion s’en de´duit.
Fixons donc γ ∈ Γ. On va montrer qu’il existe une distribution D′ ∈ Dc, com-
binaison line´aire de traces compactes, qui co¨ıncide avec D sur Cγ ; la deuxie`me
assertion du the´ore`me se de´duit alors du cas pre´ce´dent. Si D = 0, c’est e´vident ;
supposons donc D 6= 0, et soit Dtc le sous-espace des e´le´ments de Dc|Cγ qui sont
combinaisons line´aires de traces compactes ; ce sous-espace est de dimension finie
car, d’apre`s ce qui pre´ce`de, un e´le´ment de Dtc est entie`rement de´termine´ par ses
valeurs sur les fonctions a` support dans un γK, avec K ⊃ I et γ normalisant
K, biinvariantes par K1, et l’espace de ces fonctions est de dimension finie. Soit
(D1, . . . , Dt) une base de Dtc et e1, . . . , et des e´le´ments de Cγ ve´rifiant Di (ej) = δij
pour tous i, j ; un e´le´ment de Dc|Cγ qui est combinaison line´aire de traces com-
pactes est entie`rement de´fini par ses valeurs sur les ei. D’autre part, soit C
0
γ le
sous-espace des e´le´ments de Cγ annule´s par toute distribution trace compacte de
repre´sentation tempe´re´e ; les e´le´ments de C0γ sont alors annule´s par toutes les distri-
butions traces compactes, donc par tous les e´le´ments de Dc d’apre`s [13, the´ore`me
0] (si la caracte´ristique de F est nulle) et [14, the´ore`me B] (si la caracte´ristique de
F est positive ; la de´monstration de Kazhdan marche e´galement pour les groupes
quasi-de´ploye´s) et en particulier par D. Posons donc :
D′ =
t∑
i=1
D (ei)Di.
On a D′ = D = 0 sur C0γ , et pour tout i, D
′ (ei) = D (ei) ; or C0γ et les ei engendrent
Cγ , donc D|Cγ = D
′|Cγ , ce qui ache`ve la de´monstration de l’assertion cherche´e.
Montrons maintenant la premie`re assertion du the´ore`me. Soit D ∈ Dc quel-
conque ; d’apre`s la proposition 3.26, la distribution D− D˜ est nulle sur C0. Comme
la distribution nulle est un e´le´ment de D˜c qui co¨ıncide avec D − D˜ sur C0, en ap-
pliquant a` nouveau la proposition 3.26, on en de´duit que D˜ − D˜ = 0 ; d’apre`s la
deuxie`me assertion du the´ore`me, D − D˜ est alors nulle sur C et le the´ore`me est
de´montre´. 

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3.6. Restrictions des distributions a` H. Conservons le sous-groupe d’Iwahori
I de G fixe´ pre´cedemment. Soit H = HI l’alge`bre de Hecke des fonctions sur G a`
support compact et biinvariantes par I, et H0 = H0,I le sous-espace des e´le´ments
de HI a` support dans la re´union des normalisateurs des sous-groupes parahoriques
de G contenant I ; H (resp. H0) est clairement un sous-espace de C (resp. C0). On
va montrer un re´sultat similaire au the´ore`me pre´ce´dent pour H et H0 :
The´ore`me 3.36. Soit D ∈ Dc nulle sur H0. Alors D est nulle sur H.
De´monstration. Montrons d’abord la proposition suivante : soit (π, V ) une repre´-
sentation irre´ductible tempe´re´e de G, I un sous-groupe d’Iwahori de G, et V I = V Ipi
le sous-espace des e´le´ments de V invariants par I. On a :
Proposition 3.37. Si V I est re´duit a` 0, la distribution trc (π) est nulle sur H.
De´monstration. En effet, d’apre`s [10, corollaire a` la proposition 2.1], on a, pour tout
f ∈ C∞c (G) :
trc (π) (f) =
∑
P=MU
(−1)rg(G)−rg(M) tr

(δGP )−
1
2 πP

(χˆUfP ) ,
ou` la somme porte sur l’ensemble des sous-groupes paraboliques standard de G, et
ou` pour tout P =MU , χˆU est une fonction sur M constante sur les classes modulo
M1, et en particulier a` la fois invariante par conjugaison et biinvariante par tout
sous-groupe d’Iwahori de M .
D’autre part, soit K0 le sous-groupe parabolique maximal spe´cial de G inter-
venant dans la de´finition du terme constant ; on supposera qu’il contient I.
Pour tout sous-groupe de Levi M semi-standard de G, on notera HM l’alge`bre
de Hecke des fonctions sur M biinvariantes par IM = I ∩M ; le lemme 3.9 montre
que ce sous-groupe est bien un Iwahori de M .
On a les lemmes suivants :
Lemme 3.38. Soit f ∈ H, P = MU un sous-groupe parabolique standard de G.
Alors fP ∈ HM + C0 (M).
De´monstration. En effet, puisque les sous-groupes d’Iwahori de M sont tous con-
jugue´s entre eux et par le meˆme raisonnement que dans le lemme 3.35, il suffit de
montrer que pour tout k ∈ K0, l’application :
l ∈M 7−→
∑
k′∈(K0∩kMk−1)/(K1x∩kMk
−1)
vol
(
k′kIgIk−1k′−1 ∩ lU
)
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est biinvariante par un sous-groupe d’Iwahori de M . Or elle l’est par kIk−1, et elle
ne de´pend que de la classe de k a` gauche modulo K0 ∩ P ; on peut donc supposer
que k ∈ NG (T0), et le lemme 3.9 permet alors de conclure. 
Corollaire 3.39. Si f ∈ H, on a χˆUfP ∈ HM + C0 (M).
De´monstration. En effet, e´crivons graˆce au lemme pre´ce´dent fP = f ′+f ′′, f ′ ∈ HM ,
f ′′ ∈ C0 (M). Puisque χˆU est biinvariante par tout sous-groupe d’Iwahori de M , on
a χˆUf
′ ∈ HM ; d’autre part, si γ ∈M/M1, les restrictions de f ′′ et de χˆUf ′′ a` γM1
sont proportionnelles, donc si D est une distribution invariante sur M a` support
dans γM1, puisque D (f ′′) = 0, D (χˆUf
′′) = 0. Si maintenant D est quelconque, on
peut e´crire de manie`re unique :
D =
∑
γ∈M/M1
Dγ ,
ou` pour tout γ, Dγ est a` support dans γM
1 ; M/M1 est en ge´ne´ral infini mais pour
tout φ ∈ C∞c (M), tous les Dγ (φ) sont nuls sauf au plus un nombre fini d’entre eux,
donc la somme converge. On a alors :
D (χˆUf
′′) =
∑
γ∈M/M1
Dγ (χˆUf
′′) = 0,
ce qui de´montre le corollaire. 
Lemme 3.40. Soit P = MU un sous-groupe parabolique standard de G, IM =
I ∩M , (π, V ) une repre´sentation irre´ductible admissible de G. Si V I est re´duit a`
ze´ro, alors πP n’admet aucun vecteur non nul invariant par IM .
De´monstration. Ce lemme est une conse´quence imme´diate de [7, the´ore`me 3.3.3].

Revenons a` la de´monstration de la proposition. Pour tout P = MU , on ve´rifie
facilement que si f ′ ∈ HM , et si σ est une repre´sentation irre´ductible admissible
de M et Vσ son espace, σ (f
′) est un e´le´ment de V IMσ ; si cet espace est re´duit a` 0,
on a donc σ (f ′) = 0. Puisque V Ipi = 0, on de´duit de ce qui pre´ce`de que si f ∈ HI ,
tous les tr

(δGP )−
1
2 πiP

(χˆUfP ) sont nuls, ce qui implique trc (π) (f) = 0. La
distribution trc (π) est donc nulle sur H et la proposition est de´montre´e. 
Montrons maintenant le the´ore`me. Pour tout γ ∈ Γ, soitHγ l’espace des e´le´ments
de H a` support dans γG1 ; on va montrer que si D est nulle sur H0, elle est nulle sur
Hγ ; comme H est somme directe des Hγ , le the´ore`me s’en de´duit imme´diatement.
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PuisqueHγ ⊂ Cγ , d’apre`s la de´monstration du the´ore`me 3.27, il existe un e´le´ment
de Dc qui est combinaison line´aire de traces compactes et qui co¨ıncide avec D sur
Hγ . On pourra donc, ici encore, supposer que D est combinaison line´aire de traces
compactes. Ecrivons :
D =
t∑
i=1
λitrc (πi) ,
ou` les λi sont des constantes et les πi des repre´sentations irre´ductibles tempe´re´es de
G. Pour tout i, soit Vi l’espace de πi et V
I
i le sous-espace des vecteurs de Vi invariants
par I ; d’apre`s la proposition pre´ce´dente, on peut supposer que tous les V Ii sont non
triviaux. De plus, soit, pour tout i, χpii le caracte`re central de πi ; puisque πi admet
des vecteurs invariants par I, χpii est trivial sur ZG ∩ I = ZG ∩G
1, et on peut donc
l’e´tendre a` un caracte`re de G trivial sur G1 ; la distribution :
D′ =
t∑
i=1
λiχpii (γ) trc
(
χ−1pii πi
)
,
qui est combinaison line´aire de traces compactes de repre´sentations irre´ductibles
tempe´re´es de G de caracte`re central trivial, co¨ıncide avec D sur Hγ ; on pourra
donc supposer D = D′. On va montrer que dans ce cas, D est nulle sur C0 ; d’apre`s
le the´ore`me 3.27, D est alors nulle sur C tout entier, et en particulier sur Hγ .
Soit, pour tout x ∈ A, Kx le fixateur connexe de x dans G ; c’est un sous-groupe
parahorique de G qui contient I. Posons Gx = Kx/K1x, et pour tout γ ∈ Γx,
G+x,γ = γ
ZKx/K
1
x ; pour tous i, x, γ, conside´rons la repre´sentation π
γZKx
i de G
+
x,γ ,
dont l’espace est le sous-espace V
K1x
i des vecteurs de Vi invariants par K
1
x.
Lemme 3.41. Toute composante irre´ductible de πγ
ZKx
i admet des vecteurs non nuls
invariants par le sous-groupe parabolique minimal Px,0 =Mx,0Nx,0 image de I dans
Gx.
De´monstration. Puisque πKxi est, pour tout γ normalisant Kx, la restriction a` Gx
de πγ
ZKx
i , il suffit de montrer ce lemme lorsque γ = 1. Soit ρ une sous-repre´sentation
irre´ductible de πKxi ; alors d’une part il existe un sous-groupe parabolique P =MU
de Gx et une repre´sentation cuspidale σ de M telle que σ est contenue dans le
module de Jacquet ρP, et d’autre part, d’apre`s le the´ore`me 5.2 de [19] (dont la
de´monstration de l’assertion d’unicite´ est valable en caracte´ristique quelconque), si
ρ′ est une autre sous-repre´sentation irre´ductible de πKxi et si P
′ = M′U′ et σ′ sont
de´finis de la meˆme fac¸on pour ρ′, alors (M, σ) et (M′, σ′) sont conjugue´s (dans G).
En particulier, si M =Mx,0 et σ est la repre´sentation triviale, ρP est somme directe
de copies de cette repre´sentation triviale, donc ρ admet des vecteurs invariants par
Px,0, et ρ′ admet des vecteurs non nuls invariants par le sous-groupe parabolique
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minimal P′ de Gx ; or tous les sous-groupes paraboliques minimaux de Gx sont
conjugue´s, donc ρ′ admet aussi des vecteurs non nuls invariants par Px,0.
Il reste donc a` montrer que M = Mx,0 et σ = 1 conviennent pour au moins
une sous-repre´sentation irre´ductible de πKxi . Soit v un e´le´ment non nul de V
I
i ⊂
V
K1x
i , si V
K1x
i = W1 ⊕ · · · ⊕Wt est une de´composition de V
K1x
i en sous-Kx-modules
irre´ductibles, e´crivons :
v =
t∑
j=1
vj ,
ou` pour tout j, vj ∈Wj . Puisque π
Kx
i stabilise chacun desWj , on a, pour tout h ∈ I
et tout j, πi (h) vj = vj , donc vj ∈ V Ii ; puisque v est non nul, au moins un des vj est
non nul, donc la sous-repre´sentation ρ de πKxi d’espace Wj admet des vecteurs non
nuls invariants par Px,0. Mais alors le module de Jacquet ρPx0 admet des vecteurs
non nuls invariants par Mx,0, ce qui ache`ve la de´monstration du lemme. 
D’apre`s ce lemme, il existe des repre´sentations irre´ductibles ρ1, . . . , ρs de G+x,γ ,
appartenant toutes a` la se´rie principale, et des constantes µ1, . . . , µs telles que pour
tout f ∈ Cx,0 a` support dans γZKx, on a :
D (f) =
s∑
j=0
µjtr (ρj) (f) .
Supposons d’abord γ d’ordre fini dans G+x,γ . Alors G
+
x,γ est fini, donc d’apre`s [11,
proposition 11.25], puisqueD est nulle surH0, tous les µj sont nuls, doncD est nulle
sur l’ensemble des e´le´ments de Cx,0 a` support dans γZKx. Supposons maintenant γ
quelconque ; on va en fait se ramener au cas d’un groupe fini. Il existe un entier b
tel que γb posse`de des repre´sentants dans ZG ; le sous-groupe γ
bZ de Gx est alors
contenu dans le centre de G+x,γ, donc pour tout j, il existe un caracte`re χρj de
Z tel que pour tout z ∈ Z, ρj
(
γbz
)
est une homothe´tie de rapport χρj (z). De
plus, puisque tous les χpii sont triviaux, tous les χρj aussi ; on peut alors passer au
quotient G+x,γ/γ
bZ, qui est fini, et on est ramene´ au cas pre´ce´dent. On en de´duit que
D est nulle sur l’ensemble des e´le´ments de Cx,0 a` support dans γZKx ; comme ceci
est vrai pour tout x ∈ A et tout γ ∈ Γ normalisant Kx, D est nulle sur C0, donc sur
Hγ et le the´ore`me est de´montre´. 
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4. Inte´grales orbitales semi-simples
4.1. Inte´grales orbitales semi-simples sur G. On va maintenant s’inte´resser
aux distributions inte´grales orbitales semi-simples sur G. Pour tout g ∈ G semi-
simple re´gulier et tout f ∈ C∞c (G), posons :
J (g, f) =
∫
h∈Z0
G
(g)\G
f
(
h−1gh
)
dg.
Cette inte´grale converge et la distribution J (g, ·) est invariante ; de plus, si g est
compact, elle est a` support dans l’ensemble des e´le´ments compacts de G. On peut
donc s’inte´resser au sous-espace de Dc engendre´ par les J (g, ·), avec g compact.
Dans ce qui suit, on s’inte´ressera uniquement aux J (g, ·), g ∈ G1. Soit Dc,1
le sous-espace des e´le´ments de Dc a` support dans G1 ; on va de´crire, moyennant
quelques conditions sur G, un syste`me de ge´ne´rateurs de Dc,1|H constitue´ d’inte´-
grales orbitales semi-simples.
Soit T un tore de G. C’est le groupe des F -points d’un tore T de G de´fini sur F ,
et il existe une extension finie E de F telle que T est de´ploye´ sur E. On dit que T
est non ramifie´ si E peut eˆtre choisie non ramifie´e ; T sera dit non ramifie´ maximal
si T est maximal parmi les tores non ramifie´s de G.
Supposons maintenant que T est un tore non ramifie´ maximal de G. Soit KT
l’unique sous-groupe parahorique de T ,K1T son premier sous-groupe de congruence ;
T = KT /K1T est alors le groupe des Fq-points d’un tore de meˆme dimension d que
T et de´fini sur Fq ; si K est un sous-groupe parahorique de G contenant KT , en
posant G = K/K1, T s’identifie a` un tore maximal de G.
Soit g un e´le´ment de KT . Si son image g dans T est un e´le´ment re´gulier de T
dans G, alors il est clair que g est un e´le´ment re´gulier de T dans G. La re´ciproque
est fausse, et il existe meˆme des cas ou` T ne contient aucun e´le´ment re´gulier dans G
(par exemple si G = GLn (F ), G = GLn (Fq), avec n ≥ q, et T est le tore diagonal
de G). On dira que g est non ramifie´ de re´duction re´gulie`re si pour tout sous-groupe
parahoriqueK de G contenant KT , l’image de g dans K/K
1 est un e´le´ment re´gulier
de K/K1.
On va supposer que G ve´rifie la condition suivante :
(C1) : Tout tore maximal non ramifie´ T de G admet au moins un e´le´ment non
ramifie´ de re´duction re´gulie`re.
Cette condition est vraie pour q suffisamment grand. Plus pre´cise´ment, conside´-
rons le groupe G/ZG,d ; on a une de´composition de la forme :
G/ZG,d = G0G1G2 . . . Gt,
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ou` G0 est un groupe fini et G1, . . . , Gt sont les groupes des F -points de groupes
re´ductifs simples et connexesG1, . . . , Gt. Soit F
nr l’extension non ramifie´e maximale
de F ; pour tout i, soit Gnri = Gi (F
nr), hi le nombre de Coxeter de G
nr
i , Ti un tore
de´ploye´ maximal de Gnri , Xi = X∗ (Ti) et Pi le groupe des poids du syste`me des
coracines de Gnri relativement a` Ti. On notera, pour tout i, Ti le couple compose´
du diagramme de Dynkin de Gnri et de Pi, et T l’ensemble des Ti. On a le re´sultat
suivant :
Lemme 4.1. Il existe un entier qT , ne de´pendant que de T , tel que si q ≥ qT ,
tout tore non ramifie´ maximal de G admet des e´le´ments non ramifie´s de re´duction
re´gulie`re.
De´monstration. Quitte a` remplacer G par G/ZG,d et a` le de´composer en produit
de groupes simples, on peut le supposer simple ; on notera alors h = h1, l = l1,
X = X1, P = P1. Soit T = T (F ) un tore non ramifie´ maximal de G. Supposons
d’abord T de´ploye´ ; soit Φ = Φ (G/T ) le syste`me de racines re´duit de G relativement
a` T , qui est aussi le syste`me de racines re´duit de Gnr relativement au tore de´ploye´
maximal Tnr = T (Fnr) ; si K est un sous-groupe parahorique maximal spe´cial de
G contenant l’unique parahorique KT de T , φ est e´galement le syste`me de racines
du groupe re´ductif K relativement a` son tore maximal KT /K
1
T (un tel syste`me est
toujours re´duit car le groupe est de´ploye´). On va montrer que pour q assez grand, il
existe ξ ∈ X∗ (T ) tel que pour tout α ∈ Φ, 〈α, ξ〉 n’est pas un multiple de q − 1 ; si
x est un e´le´ment de O∗ dont la re´duction modulo p est un ge´ne´rateur de F∗q , ξ (x)
est alors un e´le´ment non ramifie´ de re´duction re´gulie`re de T .
Soit ∆ = {α1, . . . , αn} un ensemble de racines simples de Φ ; conside´rons l’appli-
cation φ de X∗ (T ) dans Nn de´finie par :
φ : ξ 7−→ (〈α1, ξ〉, . . . , 〈αn, ξ〉) ;
cette application est injective et son image est un sous-groupe d’indice [P : X ] de
Zn. Soit αM la plus grande racine de Φ ; e´crivons-la :
αM =
∑
i
ciαi.
Pour tout ξ ∈ X∗ (T ) d’image (a1, . . . , an) par φ, posons :
qξ =
n∑
i=1
ciai + 1,
et soit qT le minimum des qξ, avec ξ tel que pour tout i, ai ≥ 1. Soit ξT un e´le´ment
de X∗ (T ) ve´rifiant cette condition et tel que qξT = qT ; si q − 1 ≥ qT , pour toute
68 FRANC¸OIS COURTE`S
racine positive α, on a 〈α, ξT 〉 ∈ {1, . . . , q − 2}, qui ne contient aucun multiple de
q − 1 par hypothe`se, et l’assertion du lemme est de´montre´e.
Supposons maintenant T = T (F ) quelconque, et toujours q ≥ qT ; soit E une ex-
tension non ramifie´e de F telle que T (E) est de´ploye´, k = [E : F ], et σ le ge´ne´rateur
de Gal (E/F ) dont la re´duction sur les corps re´siduels est le Frobenius x 7→ xq. Soit
Φ le syste`me de racines de G (E) relativement a` T (E), et ∆ = {α1, . . . , αn} un
ensemble de racines simples de Φ, et soit ξT ∈ X∗ (T (E)) construit de la meˆme
fac¸on que dans le cas de´ploye´ ; conside´rons l’e´le´ment suivant :
ξ′ =
k−1∑
j=0
σj (ξT ) .
C’est une application de E∗ dans T (E), stable par Gal (E/F ) donc a` valeurs dans
T ; d’autre part, puisque pour tous i, j, on a :
〈αi, σ
jξT 〉 = q
j〈σ−jαi, ξT 〉,
on en de´duit que l’on a, pour tout j et toute α ∈ Φ positive :
0 < 〈α, σjξT 〉 < q
j (q − 1) ,
d’ou` :
0 < 〈α, ξ′〉 <
k−1∑
j=0
qj (q − 1) = qj
k
− 1.
Si x est un e´le´ment de l’anneau des entiers OE de E dont la re´duction modulo
l’ide´al maximal pE est un ge´ne´rateur de F∗qk , l’e´le´ment ξ
′ (x) de T est alors non
ramifie´ de re´duction re´gulie`re dans G (E), donc a fortiori dans G et le lemme est
de´montre´. 
On calculera explicitement les valeurs de qT en fonction de T dans le paragraphe
4.3.
On va maintenant montrer le the´ore`me :
The´ore`me 4.2. – Si g est un e´le´ment non ramifie´ de re´duction re´gulie`re d’un
tore non ramifie´ maximal T de G, la restriction a` H de la distribution J (g, .)
ne de´pend que de la classe de conjugaison de T dans G.
– Supposons que G ve´rifie (C1). Soit R un syste`me de repre´sentants des classes
de conjugaison de tores non ramifie´s maximaux de G, et pour tout T ∈ R, soit
gT un e´le´ment non ramifie´ de re´duction re´gulie`re de T . Si le diagramme de
Dynkin de G ne contient aucune composante connexe de type E7 ou E8, alors
les distributions J (gT , ·) |H engendrent Dc,1|H, et en constituent une base si G
est de´ploye´ sur F .
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De´monstration. D’apre`s le the´ore`me 3.36, on peut remplacerH parH0 dans l’e´nonce´
ci-dessus ; de plus, pour tout e´le´ment non ramifie´ de re´duction re´gulie`re g d’un tore
non ramifie´ maximal T de G, on a g ∈ G1, donc la distribution J (g, ·) est un e´le´ment
de Dc,1, dont la restriction a` H0 ne de´pend que de sa valeur sur le sous-espace H′0
des e´le´ments de H0 a` support dans G1.
Soit A la facette de B fixe´e par I ; H′0 est somme, pour x de´crivant A, des
sous-espaces H′0,x des e´le´ments de H
′
0 a` support dans le fixateur connexe Kx de
x. Si, comme dans la de´monstration du the´ore`me 3.36, on note Gx = Kx/K1x et
P0,x = I/K1x, alors P0,x est un sous-groupe parabolique minimal de Gx et H
′
0,x
s’identifie a` l’espace des fonctions sur Gx biinvariantes par P0,x ; de plus, si T est
un tore non ramifie´ maximal de G tel que KT ⊂ Kx, g un e´le´ment non ramifie´ de
re´duction re´gulie`re de T et Gg un syste`me de repre´sentants de G modulo Z
0
G (g) a`
gauche et Kx a` droite ; on a, pour tout f ∈ H′0,x :
J (g, f) =
∑
h∈Gg
vol
(
Z0G (g) \Z
0
G (g)hKx
) ∫
Kx
f
(
k−1h−1ghk
)
dk.
Les seuls termes non nuls de la somme ci-dessus sont ceux correspondant aux h tels
que h−1gh ∈ Kx ; de plus, on a le lemme suivant :
Lemme 4.3. Soit h ∈ G tel que h−1gh ∈ Kx ; alors h−1KTh ⊂ Kx.
De´monstration. En effet, supposons d’abord T de´ploye´ ; T est alors un tore de´ploye´
maximal de G, et puisque KT ⊂ Kx, l’appartement A′ de B associe´ a` T contient x.
D’apre`s [4, lemme 2.5.8], il existe h′ ∈ G1 tel que h′A = A′ et que h′ fixe A ∩ A′
point par point ; on a donc en particulier h′x = x. On en de´duit que h′ ∈ Kx et que
h′−1Th′ = T0 ; on peut donc supposer T = T0. De plus, puisque g est re´gulier dans
T0 et fixe hx, d’apre`s [23, 3.6.1], hx ∈ A ; on en de´duit que h−1KT0h ⊂ Kx, ce qui
de´montre l’assertion du lemme.
Supposons maintenant T quelconque, et soit E une extension finie non ramifie´e
de F telle que TE = T (E) est de´ploye´. TE est un tore non ramifie´ maximal de´ploye´,
donc un tore de´ploye´ maximal, de GE = G (E) ; de plus, si BE est l’immeuble de
GE , B s’identifie canoniquement a` l’ensemble des points de BE fixe´s par Gal (E/F ).
Si g est re´gulier dans T , il l’est aussi dans TE, donc d’apre`s ce qui pre´ce`de, h
−1KTEh
est contenu dans le fixateur connexe Kx,E de x dans GE . En conside´rant les inter-
sections avec G de ces deux groupes, on obtient h−1KTh ⊂ Kx et le lemme est
de´montre´. 
Corollaire 4.4. h−1gh est un e´le´ment semi-simple re´gulier de Gx.
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De´monstration. En effet, h−1KTh ⊂ Kx d’apre`s le lemme pre´ce´dent, et h−1gh est
un e´le´ment re´gulier du tore maximal h−1KTh de Gx. 
D’apre`s ce corollaire, la restriction de J (g, ·) a` H′0,x s’identifie a` une somme de
distributions inte´grales orbitales d’e´le´ments semi-simples re´guliers de Gx. On va
donc conside´rer les inte´grales orbitales d’e´le´ments semi-simples re´guliers sur des
groupes re´ductifs finis.
On va ainsi montrer un re´sultat analogue a` celui du the´ore`me, mais concernant
les groupes finis. Soit G un groupe re´ductif connexe de´fini sur un corps fini Fq, et
soit F une application de Frobenius de G dans lui-meˆme, c’est-a`-dire un morphisme
bijectif de G dans lui-meˆme tel qu’il existe des entiers k, l > 0 tels que Fk est le
morphisme induit par l’application x 7→ xq
l
de Fq dans lui-meˆme. Soit G = G
F
l’ensemble des points de G stables par F ; G est un groupe re´ductif connexe et fini.
Soit L l’application de Lang de G dans lui-meˆme de´finie par :
L : g 7→ g−1F (g) .
D’apre`s [15, corollaire au the´ore`me 1], pour tout sous-groupe ferme´ connexe H de
G, L (H) = H ; en particulier, L est surjective.
Soit B = TU un sous-groupe de Borel de G, avec T est stable par F (B lui-meˆme
pouvant ne pas l’eˆtre). Posons X˜ = L−1 (U) ; c’est une varie´te´ alge´brique affine,
stable par multiplication a` gauche par G et par multiplication a` droite par T = TF :
en effet, pour x ∈ X˜, g ∈ G et t ∈ T, on a :
L (gxt) = t−1x−1g−1gF (x) t = t−1L (x) t ∈ U.
Le groupe G×T peut donc eˆtre assimile´ a` un groupe fini d’automorphismes de X˜ ;
pour tout (g, t) ∈ G×T, on peut alors de´finir le nombre de Lefschetz L
(
(g, t) , X˜
)
comme dans [5, 7.1.4].
Pour tout caracte`re θ de T, soit RT,θ le caracte`re de Deligne-Lusztig de G dans
C associe´ a` T, de´fini par :
RT,θ : g 7−→
1
card (T)
∑
t∈T
θ (t)−1 L
(
(g, t) , X˜
)
;
d’apre`s [5, proposition 7.3.6], cette application ne de´pend que de T et pas de B.
Soit HG l’alge`bre de Hecke des fonctions sur G biinvariantes par un sous-groupe
parabolique minimal P0 de G fixe´ ; on a :
Proposition 4.5. – Si g est un e´le´ment re´gulier d’un tore maximal T de G, la
restriction a` HG de la distribution 1g ne de´pend que de la classe de conjugaison
de T dans G.
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– Soit RG un syste`me de repre´sentants des classes de conjugaison de tore maxi-
maux de G ; supposons que pour tout T ∈ RG, il existe un e´le´ment re´gulier gT
dans T. Si le diagramme de Dynkin de G ne contient aucune composante con-
nexe de type E7 ou E8, alors les distributions 1gT |HG engendrent l’espace des
distributions invariantes sur HG, et en constituent une base si G est de´ploye´.
De´monstration. La de´monstration de cette proposition fera l’objet de la section
suivante. 
Revenons a` la de´monstration du the´ore`me. Puisque pour g ∈ G semi-simple
re´gulier, J (g, ·) ne de´pend que de la classe de conjugaison de g, il suffit, pour
montrer la premie´re assertion, de ve´rifier que si T est un tore non ramifie´ maximal
de G et si g, g′ sont deux e´le´ments non ramifie´s de re´duction re´gulie`re de T , alors
J (g, ·) et J (g′, ·) co¨ıncident sur H′0. Puisque le sous-groupe parahorique KT de T
est un sous-groupe compact de G1, il est contenu dans un sous-groupe parahorique
maximal de G, donc il fixe au moins un point de B ; soit donc AT une facette de B
de dimension maximale parmi celles fixe´es par KT , et K le sous-groupe parahorique
correspondant. Quitte a` conjuguer T , on peut supposer que K contient I. Pour tout
x ∈ AT , si Kx est le fixateur connexe de x, on a KT ⊂ Kx ; KT /K1T est alors un tore
maximal de Gx = Kx/K1x, et en appliquant la premie`re assertion de la proposition
4.5 a` Gx, g et g′, en posant, pour tout f ∈ C∞c (G) :
Jx (g, f) = JKx (g, f) =
∫
Kx
f
(
k−1gk
)
dk
et de meˆme pour g′, les distributions Jx (g, ·) et Jx (g′, ·) co¨ıncident sur l’espaceH′0,x
des fonctions sur Kx biinvariantes par I. De plus, si f est un e´le´ment de H′0 dont
le support est disjoint de Kx, on a clairement Jx (g, f) = Jx (g
′, f) = 0 ; Jx (g, ·) et
Jx (g
′, ·) co¨ıncident donc sur H′0.
Soit maintenant A la chambre de B fixe´e par I, x ∈ A et Gg un syste`me de
repre´sentants de G modulo Z0G (g) a` gauche et Kx a` droite ; on a, pour tout f ∈
H′0,x :
J (g, f) =
∑
h∈Gg
vol
(
Z0G (g) \Z
0
G (g)hKx
) ∫
Kx
f
(
k−1h−1ghk
)
dk
=
∑
h∈Gg,h−1gh∈Kx
vol
(
Z0G (g) \Z
0
G (g)hKx
) ∫
Kx
f
(
k−1h−1ghk
)
dk
=
∑
h∈Gg,x∈Ah−1Th
vol
(
Z0G (g) \Z
0
G (g)hKx
)
Jx
(
h−1gh, f
)
,
(2)
ou` Ah−1Th est la face de A de dimension maximale parmi celles fixe´es par Kh−1Th
s’il en existe, et Ah−1Th = ∅ sinon ; d’apre`s le lemme 4.3, x ∈ Ah−1Th si et seulement
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si h−1gh ∈ Kx. On a une de´composition similaire pour J (g′, f) ; de plus, on a le
lemme suivant :
Lemme 4.6. On a Z0G (g) = Z
0
G (g
′), et pour tout h ∈ Gg, h
−1gh ∈ Kx si et
seulement si h−1g′h ∈ Kx.
De´monstration. Puisque g et g′ sont re´guliers dans T , on a :
Z0G (g) = Z
0
G (T ) = Z
0
G (g
′) .
De plus, soit h ∈ Gg tel que h−1gh ∈ Kx ; d’apre`s le lemme 4.3, h−1KTh ⊂ Kx, donc
h−1g′h ∈ Kx. Puisque d’apre`s la premie`re assertion, on peut supposer Gg′ = Gg,
l’autre implication est syme´trique. 
D’apre`s ce lemme et ce qui pre´ce`de, on a :
∑
h∈Gg,x∈Ah−1Th
vol
(
Z0G (g) \Z
0
G (g)hKx
)
Jx
(
h−1gh, f
)
=
∑
h∈Gg′ ,x∈Ah−1Th
vol
(
Z0G (g
′) \Z0G (g
′)hKx
)
Jx
(
h−1g′h, f
)
,
autrement dit J (g, f) = J (g′, f), pour tout f ∈ H′0,x. Comme ceci est vrai pour tout
x ∈ A, J (g, ·) et J (g′, ·) co¨ıncident sur H′0,I et la premie`re assertion du the´ore`me
est de´montre´e.
Montrons maintenant la seconde. Supposons donc que G ve´rifie (C1), et que son
diagramme de Dynkin ne contient aucune composante de type E7 ou E8 ; soit R un
syste`me de repre´sentants des classes de conjugaison de tores non ramifie´s maximaux
de G, et pour tout T ∈ R, soit gT un e´le´ment non ramifie´ de re´duction re´gulie`re de
T , KT l’unique sous-groupe parahorique de T et T = KT /K1T . Soit D ∈ Dc,1 ; on va
montrer que la restriction a` H′0 de D est combinaison line´aire de celles des J (gT , ·).
Soit K un sous-groupe parahorique de G contenant I, et G = K/K1. D’apre`s la
proposition 4.5, si RK est un ensemble de repre´sentants des classes de conjugaison
de tores maximaux de G, il existe des constantes λT, T ∈ RK , telles que pour toute
fonction f sur G a` support dans K et biinvariante par I, on a :
D (f) =
∑
T∈RK
λTJK (gT, f) ,
ou` pour tout T, gT est un e´le´ment re´gulier de T ; de plus, si K ′ est un sous-groupe
parahorique de G contenant K, et si G′ = K ′/K ′1, G s’identifie a` un sous-groupe de
Levi du sous-groupe parabolique P image de K dans G′, et on a le lemme suivant :
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Lemme 4.7. Pour tout T′ ∈ RK′ et pour toute fonction f sur G a` support dans K
et biinvariante par I, on a :
JK′ (gT′ , f) = card (NG′ (T′))
∑
T
1
card (NG (T))
JK (gT, f) ,
la somme portant sur l’ensemble des T ∈ RK conjugue´s a` T′ dans G′.
De´monstration. En effet, soit RK,T′ cet ensemble. Puisque gT′ est re´gulier dans T′,
il l’est aussi dans T, donc pour tout h ∈ G′, h−1gT′h appartient a` au plus un e´le´ment
de RK,T′ ; on en de´duit :
JK′ (gT′ , f) =
∑
h∈G′
f
(
h−1gT′h
)
=
∑
T∈RK,T′
∑
h∈G′,h−1gT′h∈T
G
f
(
h−1gT′h
)
=
1
card (G)
∑
T∈RK,T′
∑
h∈G′,h−1gT′h∈T
G
JK
(
h−1gT′h, f
)
=
1
card (G)
∑
T∈RK,T′
∑
h∈G′,h−1g
T′h∈T
card (G)
card (NG (T))
JK (gT, f)
= card (NG′ (T′))
∑
T∈RK,T′
1
card (NG (T))
JK (gT, f) ,
ce qui de´montre le lemme. 
D’apre`s ce lemme, on a pour tous K,K ′, f :
D (f) =
∑
T∈RK
λTJK (gT, f)
=
∑
T′∈RK′
λT′ card (NG′ (T′))
∑
T
1
card (NG (T))
JK (gT, f) .
On en de´duit que l’on peut supposer, pour tous K,K ′ et tout T ∈ RK , si T′ est
l’unique e´le´ment de RK′ tel que T ∈ RK,T′ :
λT =
card (NG′ (T′))
card (NG (T))
λT′ .
Pour tout tore non ramifie´ maximal T de G, tel qu’il existe un sous-groupe para-
horique K de G contenant I et KT , si T est l’image de T dans G = K/K1, posons :
µT = card (NG (T))λT;
on de´duit de ce qui pre´ce`de que µT ne de´pend que de T et pas du choix de K.
Soit d le plus petit entier ve´rifiant la proprie´te´ suivante : il existe une face B de
A de dimension d et un tore non ramifie´ maximal T de G tels que KT ⊂ KB, ou`
KB est le fixateur connexe de B, et que µT 6= 0 ; si une telle face n’existe pas, on
pose d = −1. On va montrer l’assertion cherche´e par re´currence sur d.
74 FRANC¸OIS COURTE`S
Si d = −1, la restriction de D a` H′0 est nulle, donc D est nulle sur H d’apre`s le
the´ore`me 3.36 et l’assertion est triviale. Supposons donc d ≥ 0, et soit A1, . . . , As
les faces de A de dimension d ; pour tout j, soit HAj l’espace des fonctions sur
Kj = KAj biinvariantes par I. D’apre`s ce qui pre´ce`de, pour tout j ∈ {1, . . . , s} et
tout f ∈ HAj , on a :
D (f) =
∑
T∈RAj,ell
λTJKj (gT, f) ,
ou` RAj ,ell est un ensemble de repre´sentants des classes de conjugaison de tores
maximaux elliptiques de Gj = Kj/K1j .
Si T et T ′ sont deux tores de G conjugue´s entre eux, alors KT et KT ′ le sont
e´galement, de meˆme que K1T et K
1
T ′ ; G agit donc par conjugaison sur l’ensemble
des tores finis KT /K
1
T , ou` T est un tore de G. Montrons d’abord le lemme suivant :
Lemme 4.8. Soit j, j′ ∈ {1, . . . , s}, soit T ∈ RAj ,ell et T
′ ∈ RAj′ ,ell ; supposons
T et T′ conjugue´s par h ∈ G. Alors Kj et Kj′ sont associe´s ; de plus, si j = j′, h
normalise Gj.
De´monstration. Soit h ∈ G tel que h−1Th = T′ ; on a alors, si T est un tore de G
tel que T = KT /K1T :
KT ⊂ Kj ∪ hKj′h
−1.
On en de´duit que KT fixe a` la fois Aj et hAj′ .
Soit A′ un appartement de B contenant Aj et hAj′ et T ′0 le tore de´ploye´ maximal
de G associe´ a` A′ ; posons (M,KM ) = κ0 (Kj, T ′0), (M
′,KM ′) = κ0
(
KhAj′ , T
′
0
)
.
Alors T est un tore elliptique a` la fois de M et de M ′ ; or puisque M et M ′ sont
tous deux semi-standard relativement a` T ′0, leur intersection est un sous-groupe de
Levi a` la fois de M et de M ′ ; comme elle contient T , on en de´duit que M =M ′. De
plus, KM et KM ′ sont deux sous-groupes parahoriques maximaux de M contenant
KT ; puisque T est elliptique dans KM/K1M = Gj , ils sont e´gaux, ce qui montre
d’une part que Kj et Kj′ sont associe´s, et d’autre part, si j = j
′, que h normalise
M et KM , et le lemme est de´montre´. 
Revenons a` la de´monstration du the´ore`me. Par le meˆme raisonnement que dans
le lemme 3.20, si Kj et Kj′ sont associe´s et si φ est un isomorphisme entre HAj
et HAj′ obtenu en les identifiant tous deux a` l’espace des fonctions sur Gj = Gj′
biinvariantes par le parabolique minimal image de I, on a D (φ (f)) = D (f) pour
tout f ∈ HAj . En particulier, pour tout j, si h normalise Gj , on a :
D (f) =
∑
T∈RAj,ell
λTJKj (gT, f) =
∑
T∈RAj,ell
λh−1ThJKj (gT, f) ;
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si T et T′ sont deux e´le´ments de RAj ,ell conjugue´s dans G, on peut donc supposer
λT = λT′ .
Si maintenant T et T ′ sont deux tores non ramifie´s maximaux de G conjugue´s
entre eux et tels qu’il existe j, j′ tels que T = KT /K1T et T
′ = KT ′/K
1
T ′ sont des
tores elliptiques maximaux respectivement de Gj et Gj′ , d’apre`s le lemme pre´ce´dent,
Kj et Kj′ sont associe´s, et on de´duit de ce qui pre´ce`de que l’on a encore λT = λT′ ,
d’ou`, puisque Gj et Gj′ sont isomorphes, µT = µT ′ ; µT ne de´pend donc que de la
classe de conjugaison de T dans G, et on a, pour tout j et pour tout f ∈ HAj :
D (f) =
∑
T∈Rd
µT
∑
T′′∈RAj,ell,T
1
card
(
NGj (T′′)
)JKj (gT′′ , f) ,
ou` RAj ,ell,T est l’ensemble des e´le´ments de RAj ,ell conjugue´s a` T, et ou` Rd est
l’ensemble des T ∈ R tel que RAj ,ell,T est non vide pour au moins un j.
De plus, pour tout T ∈ R, en remplac¸ant D par J (gT , ·) ou` gT est un e´le´ment
non ramifie´ de re´duction re´gulie`re de T , on obtient, pour tout f ∈ HAj , en utilisant
2 :
J (gT , f) = νT
∑
T′′∈RAj,ell,T
1
card
(
NGj (T′′)
)JKj (gT′′ , f) ,
ou` νT est une constante non nulle. La distribution :
D′ = D −
∑
T∈Rd
µT
νT
J (gT , ·)
est alors nulle sur tous les HAj . Par hypothe`se de re´currence, D
′ est combinaison
line´aire d’inte´grales orbitales de la forme J (gT , ·), T ∈ R ; c’est donc e´galement le
cas de D et l’assertion cherche´e est de´montre´e.
Supposons maintenant G de´ploye´ ; on va montrer que les J (gT , ·), T ∈ R sont
line´airement inde´pendantes. Supposons que l’on a une relation de la forme :
∑
T∈R
cTJ (gT , ·) = 0,
avec au moins un des cT non nul. Soit d le plus grand entier tel qu’il existe au
moins un T ∈ Rd tel que cT 6= 0, soit A1, . . . , As les faces de A de dimension d et
K1, . . . ,Ks les parahoriques de G correspondants. Alors pour tout j, en conservant
les notations pre´ce´dentes, on a, d’apre`s ce qui pre´ce`de :
∑
T∈Rd
cT νT
∑
T′′∈RAj,ell,T
1
card
(
NGj (T′′)
)JKj (gT′′ , ·) = 0,
Or puisque G est de´ploye´, Gj = Kj/K1j l’est aussi, donc d’apre`s la proposition
4.5, les JKj (gT′′ , ·) sont line´airement inde´pendantes ; l’e´galite´ ci-dessus n’est alors
possible que si pour tout T tel que RAj ,ell,T est non vide, cT = 0. Comme ceci est
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vrai pour tout j, on en de´duit que pour tout T ∈ Rd, cT = 0, ce qui contredit
la de´finition de d ; on en conclut que tous les cT sont nuls et que les J (gT , ·) sont
line´airement inde´pendantes. 
4.2. De´monstration de la proposition. On va maintenant de´montrer la propo-
sition 4.5. La premie`re assertion se de´duit imme´diatement du lemme suivant :
Lemme 4.9. Soit T un tore maximal de G, g un e´le´ment re´gulier de T. Pour tout
f ∈ HG, on a :
1g (f) =
1
card (T)
〈RT,1, f〉G,
ou` T est l’unique tore maximal de G contenant T.
De´monstration. En effet, on a, d’apre`s [5, proposition 7.5.5] :
1g (f) =
εZ0
G
(g)
card (ZG (g)) card
(
Z0G (g) ∩G
)
p
∑
T′∋g|F(T′)=T′
εT′
∑
θ
θ (g)
−1 (
RT′,θ, f
)
,
ou` pour tout T′, εT′ est de´fini comme dans [5, 6.5] et vaut ±1, et ou` pour a entier,
ap est la plus grande puissance de p divisant a. Or puisque g est re´gulier dans T, T
est a` la fois le centralisateur de g dans G et le seul tore maximal de G le contenant ;
de plus, puisque T est un tore de G, son cardinal n’est pas multiple de p. L’e´galite´
ci-dessus se re´duit donc a` :
1g (f) =
1
card (T)
∑
θ
θ (g)−1
(
RT,θ, f
)
.
Soit θ un caracte`re non trivial de T ; on va montrer que
(
RT,θ, f
)
= 0 pour tout f ∈
HG, ce qui montrera le lemme. Pour cela, soit T0 un tore maximal de G contenu dans
P0, donc contenant un tore de´ploye´ maximal de G, et soit T0 le tore maximal de G
contenant T0. Les couples (T0, 1) et (T, θ) ne sont pas ge´ome´triquement conjugue´s ;
si χ est un caracte`re irre´ductible deG tel que 〈RT,θ, χ〉G 6= 0, on a alors 〈RT
0
,1, χ〉G =
0 d’apre`s [5, the´ore`me 7.3.8], d’ou`, par [5, proposition 7.2.4], 〈IndGP0 1, χ〉G = 0. Or
d’apre`s [11, proposition 11.25], cela implique 〈χ, f〉G = 0 pour tout f ∈ HG ; on en
de´duit l’assertion cherche´e. 
Pour montrer la deuxie`me assertion de la proposition, il suffit, d’apre`s le lemme
4.9, de montrer que les restrictions a` HG des distributions 〈RT,1, ·〉G, ou` T de´crit un
syste`me de repre´sentants des classes de conjugaison de tores maximaux de G, sont
line´airement inde´pendantes.
Montrons d’abord que l’on peut supposer G simple et adjoint. Soit Z le centre
de G, et Z0 sa composante neutre ; en posant Z0 = Z0F, on a Z0 ⊂ P0, donc HG
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est canoniquement isomorphe a` l’alge`bre de Hecke de G/Z0, et pour tout x ∈ G, si
x est l’image de x dans G/Z0, on a pour tout f ∈ HG :∑
g∈G/Z0
f
(
g−1xg
)
=
1
card (Z0)
∑
g∈G
f
(
g−1xg
)
.
De plus, l’application T 7→ T/Z0 est une bijection canonique entre les tores maxi-
maux de G et ceux de G/Z0, et deux tores maximaux sont conjugue´s si et seulement
si leurs images sont conjugue´es. Enfin on a le lemme suivant :
Lemme 4.10. Le sous-groupe des points fixe´s par F de G/Z0 est canoniquement
isomorphe a` G/Z0.
De´monstration. Ce lemme est une conse´quence imme´diate de [5, 1.17]. 
D’apre`s ce lemme et ce qui pre´ce`de, la proposition est donc vraie pour G si et
seulement si elle est vraie pour G/Z0, et on peut supposer que Z0 est trivial ; G est
alors semi-simple.
Montrons maintenant que l’on peut supposer Z trivial. Par le meˆme raisonnement
que pre´ce´demment, d’une part la proposition est vraie pour G si et seulement si elle
est vraie pour G/Z, et d’autre part, on a une injection canonique de G/Z dans
(G/Z)F, qui cette fois n’est plus surjective, mais dont l’image est un sous-groupe
normal de (G/Z)F ; de plus, l’ensemble des classes de (G/Z)F modulo G/Z est
indexe´ par Z/L (Z) (L (Z) est un groupe car Z est abe´lien). Ceci reste vrai en
remplac¸ant G par n’importe lequel de ses sous-groupes ferme´s F-stables contenant
Z, et en particulier par un tore maximal T ; on en de´duit en particulier d’une part
une bijection canonique entre les tores maximaux de G/Z et ceux de (G/Z)F, et
d’autre part, puisque (T/Z)F rencontre toutes les classes de (G/Z)F modulo G/Z,
que deux tores maximaux de G/Z sont conjugue´s dans (G/Z)F si et seulement si ils
le sont dans G/Z. On a donc une bijection canonique entre les classes de conjugaison
de tores maximaux de G/Z et celles de (G/Z)F.
Soit maintenant P0 un sous-groupe parabolique minimal de (G/Z)
F. C’est le
groupe des points fixes par F d’un sous-groupe de Borel F-stable de G/Z, donc
d’apre`s ce qui pre´ce`de, P0 ∩ (G/Z) est un sous-groupe normal d’indice [Z : L (Z)]
de P0 ; on en de´duit que les alge`bres de Hecke H
(
(G/Z)F
)
et H (G/Z), constitue´es
des fonctions biinvariantes respectivement par P0 et P0 ∩ (G/Z), sont canonique-
ment isomorphes. D’autre part, les espaces des restrictions a` ces deux alge`bres des
distributions invariantes sur les groupes respectifs sont e´galement canoniquement
isomorphes : en effet, conside´rons la repre´sentation π = Ind
G/Z
P0/Z
1. D’apre`s [11,
11.25], l’espace des restrictions a` H (G/Z) des distributions invariantes sur G/Z est
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engendre´ par les traces des sous-repre´sentations de π ; on a e´galement une assertion
similaire pour (G/Z)F et π′ de´finie de fac¸on similaire a` π. D’autre part, d’apre`s
[5, 1.17] applique´ a` G et P0, les e´le´ments de l’espace V de π sont les restrictions a`
G/Z des e´le´ments de l’espace V ′ de π′, et l’application restriction est bijective ; de
plus, si W ′ est un sous-espace irre´ductible de V ′ et W son image dans V , W est
stable par π, et somme de sous-espaces irre´ductibles sur lesquels G/Z agit par des
repre´sentations toutes conjugue´es entre elles par des e´le´ments de (T/Z)F ; puisque
H (G/Z) est invariante par conjugaison par ce groupe, toutes ces repre´sentations
ont meˆme trace sur H (G/Z), ce qui de´montre l’assertion cherche´e.
Enfin, si x est un e´le´ment semi-simple re´gulier de G/Z et si f ∈ H
(
(G/Z)F
)
, on
a : ∑
g∈G/Z
f
(
g−1xg
)
=
1
[Z : L (Z)]
∑
g∈(G/Z)F
f
(
g−1xg
)
;
la proposition est donc vraie pour G/Z, et donc pour G, si et seulement si elle
est vraie pour (G/Z)F, et donc on peut, quitte a` remplacer G par G/Z, supposer
Z trivial, c’est-a`-dire G adjoint. Enfin, on peut supposer G simple par le meˆme
raisonnement que dans [5, 12.1].
SoitW le groupe de Weyl de G relativement a` T0. Puisque T0 est stable par F, F
agit surW ; on dit que deux e´le´ments w,w′ deW sont F-conjugue´s s’il existe x ∈W
tel que w′ = x−1wF (x). La F-conjugaison est clairement une relation d’e´quivalence
surW ; de plus, d’apre`s [5, proposition 3.3.3], il existe une bijection canonique entre
les classes de conjugaison de tores maximaux de G et les classes de F-conjugaison
de W . Soit W ′ un syste`me de repre´sentants de ces classes ; pour tout w ∈ W ′, on
fixera un tore maximal Tw de G tel que Tw appartient a` la classe correspondant a`
w.
Si G est de´ploye´, l’action de F sur W est triviale, et les classes de F-conjugaison
de W sont les classes de conjugaison ordinaires. Pour tout caracte`re irre´ductible φ
de W , posons alors :
Rφ =
1
card (W )
∑
w∈W ′
φ (w)RTw ,1.
Si G n’est pas de´ploye´, soit W1 le groupe fini d’endomorphismes de T0 engendre´
par W et F, et posons pour tout caracte`re irre´ductible φ de W1 :
Rφ =
1
card (W )
∑
w∈W ′
φ (Fw)RTw,1.
Puisque l’on a e´galement pour tout w ∈ W ′ :
RTw ,1 =
∑
φ
φ (w)Rφ
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si G est de´ploye´, et :
RTw,1 =
∑
φ
φ (Fw)Rφ
sinon, l’espace engendre´ par les Rφ est le meˆme que celui engendre´ par les RTw,1 ;
on va donc montrer que les restrictions a` HG des 〈Rφ, ·〉G engendrent l’espace des
distributions sur HG, et en constituent une base si G est de´ploye´.
Pour cela, conside´rons les caracte`res irre´ductibles unipotents de G, c’est-a`-dire
ceux qui interviennent comme composantes irre´ductibles des RTw,1. Lusztig ([18]) les
classe en familles de la manie`re suivante : les familles sont les plus petites parties de
l’ensemble des caracte`res unipotents de G telles que si χ et χ′ sont deux caracte`res
intervenant comme composantes de Rφ, pour φ donne´, ils sont dans une meˆme
famille, ou encore : deux caracte`res unipotents χ et χ′ de G sont dans une meˆme
famille si et seulement si il existe une suite χ = χ0, χ1, . . . , χr = χ
′ de caracte`res
unipotents et des caracte`res irre´ductibles φ1, . . . , φr deW tels que pour tout i, χi−1
et χi interviennent tous deux dans Rφi .
Supposons d’abord G de´ploye´. D’apre`s [5, propositions 10.1.2 et 10.11.2], il ex-
iste une bijection φ 7→ χφ entre les caracte`res irre´ductibles de W et ceux de G
intervenant dans la se´rie principale. Conside´rons donc la matrice indexe´e par les
caracte`res irre´ductibles de W suivante :
MG = (〈Rφ, χφ′〉G)φ,φ′ .
Puisque les 〈χφ, ·〉G forment une base de l’espace des distributions sur HG, il suffit
de montrer que cette matrice est inversible.
Soit F une famille de caracte`res unipotents. D’apre`s [5, 12.3], on peut lui attacher
un groupe fini Γ = Γ (F), qui est soit (Z/2Z)n, n ≥ 0, soit le groupe syme´trique Sn,
n = 3, 4, 5, et qui ve´rifie la proprie´te´ suivante : fixons un ensemble de repre´sentantsR
des classes de conjugaison de Γ. SoitM (Γ) l’ensemble des couples (x, σ), ou` x ∈ R et
σ est un caracte`re irre´ductible de ZΓ (x) ; il existe alors une bijection (x, σ) 7→ χ(x,σ)
entre M (Γ) et F telle que pour tout (x, σ) ∈ M (Γ) et tout caracte`re irre´ductible
φ de W , si (y, τ) est l’e´le´ment de M (Γ) tel que χφ = χ(y,τ), 〈Rφ, χ(x,σ)〉G vaut :
{(x, σ) , (y, τ)}
=
1
card (ZΓ (x)) card (ZΓ (y))
∑
g∈Γ,xgyg−1=gyg−1x
σ
(
gyg−1
)
τ (g−1xg).
En particulier, les {(x, σ) , (x, σ)} sont non nuls, donc pour tout φ, χφ intervient
dans Rφ ; on en de´duit que si φ, φ
′ sont tels que χφ et χφ′ ne sont pas dans la meˆme
famille, 〈Rφ, χφ′〉G = 0. La matrice MG est donc (en ordonnant convenablement les
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φ) diagonale par blocs, chaque bloc e´tant constitue´ des termes d’indice (φ, φ′) tels
que χφ et χφ′ appartiennent a` une famille donne´e ; le bloc de MG correspondant a`
F est constitue´ des {(x, σ) , (y, τ)}, ou` (x, σ) ∈ M (Γ (F)) est tel qu’il existe un φ
tel que χφ = χ(x,σ), et de meˆme pour (y, τ). Il suffit donc de ve´rifier que chacun de
ces blocs est inversible ; pour cela, il faut conside´rer se´pare´ment les diffe´rents cas
possibles.
Si maintenant G n’est pas de´ploye´, on obtient une matrice :
MG = (〈Rφ, χ〉G)φ,χ
qui n’est plus force´ment une matrice carre´e ; ici, les blocs a` conside´rer sont compose´s
des termes d’indice (Rφ, χ) tels que les χ sont les caracte`res de la se´rie principale
appartenant a` une famille donne´e et les Rφ sont ceux dans lesquels les χ intervi-
ennent ; il suffit de ve´rifier pour chacun de ces blocs que, si r est le cardinal de
l’ensemble des χ de la se´rie principale contenus dans la famille correspondante, le
bloc est de rang r. La` aussi, il faut conside´rer se´pare´ment les diffe´rents cas possibles.
Supposons d’abordG de type An, n ≥ 1. Alors d’apre`s [5, 13.9], toutes les familles
de caracte`res unipotents sont des singletons, et le groupe qui leur est attache´ est
{1} ; la matriceMG est alors une matrice diagonale dont les termes diagonaux valent
{(1, 1) , (1, 1)} = 1 ; c’est donc la matrice identite´, qui est inversible.
Supposons ensuiteG de type 2An, n ≥ 1. Alors d’apre`s [5, 13.9], toutes les familles
de caracte`res unipotents sont e´galement des singletons, et si χ est un caracte`re
unipotent, s’il appartient a` la se´rie principale, il existe un φ tel que Rφ = χ et le
bloc correspondant vaut {1} ; si χ n’est pas dans la se´rie principale, le bloc est vide.
Ce bloc est donc toujours de meˆme rang que le nombre de caracte`res de la se´rie
principale contenus dans la famille, ce qui montre l’assertion cherche´e.
Supposons maintenantG de typeBn ou Cn, n ≥ 2. D’apre`s [5, 13.9], les caracte`res
unipotents de G sont alors en bijection avec les symboles de la forme suivante :
 λ1, λ2, . . . , λa
µ1, . . . , µb

 ,
ou` a − b est impair et positif, les suites (λi) et (µi) sont des suites strictement
croissantes d’entiers naturels, (λ1, µ1) 6= (0, 0), et on a :
a∑
i=1
λi +
b∑
i=1
µi −
[(
a+ b− 1
2
)2]
= n,
ou` pour x ∈ R, [x] repre´sente la partie entie`re de x ; le membre de gauche de l’e´galite´
ci-dessus est appele´ le rang du symbole. Parmi ces symboles, ceux correspondant a`
des caracte`res de la se´rie principale sont ceux tels que a− b = 1.
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Soit

 λ1, λ2, . . . , λa
µ1, . . . , µb

 et

 λ′1, λ′2, . . . , λ′a′
µ′1, . . . , µ
′
b′

 deux symboles de rang n ; ils
correspondent a` deux caracte`res de la meˆme famille si et seulement si les multi-
ensembles {λ1, . . . , λa, µ1, . . . , µb} et {λ′1, . . . , λ
′
a′ , µ
′
1, . . . , µ
′
b′} sont e´gaux. Si un
e´le´ment apparaˆıt dans les deux lignes d’un symbole, il apparaˆıtra e´galement dans
les deux lignes de tous les symboles de la meˆme famille ; pour une famille donne´e, si
Z est l’ensemble des entiers apparaissant exactement une fois dans les symboles de
la famille, et si son cardinal est 2z+1, lesdits symboles sont alors en bijection avec
les parties de Z de cardinal congru a` z modulo 2 (l’image d’un symbole e´tant alors
l’ensemble des e´le´ments de Z se trouvant sur sa ligne du haut si a− b est congru a`
3 modulo 4 et sur sa ligne du bas sinon), et ceux correspondant a` des caracte`res de
la se´rie principale sont en bijection avec les parties de Z de cardinal exactement z.
Fixons une famille F de symboles. Elle contient un unique symbole spe´cial ; c’est
celui pour lequel on a a− b = 1 et :
λ1 ≤ µ1 ≤ λ2 ≤ · · · ≤ µb ≤ λa.
La partie Z∗ de Z image de ce symbole par la bijection ci-dessus est l’ensemble des
µi diffe´rents a` la fois de λi et de λi+1 ; posons e´galement Z
∗ = Z − Z∗.
Soit un symbole de F , et soitM ⊂ Z son image par la bijection ci-dessus. Posons :
M# = (M ∪ Z∗)− (M ∩ Z∗) .
Le cardinal de M# est pair ; de plus, on a :
M =
(
M# ∪ Z∗
)
−
(
M# ∩ Z∗
)
.
L’application M 7→ M# est donc une bijection entre les parties de Z de cardinal
congru a` z modulo 2 et les parties de Z de cardinal pair ; de plus, les parties M de
Z de cardinal z sont en bijection avec les parties M# de Z telles que M# ∩ Z∗ et
M# ∩ Z∗ sont de meˆme cardinal.
Soit donc V l’ensemble des parties de Z de cardinal pair. SiM# et N# sont deux
e´le´ments de V , leur diffe´rence syme´trique est encore un e´le´ment de V ; de plus, cette
diffe´rence de´finit une loi de groupe sur V , pour laquelle V est isomorphe a` (F2)
2z
.
Conside´rons la forme alterne´e sur V de´finie par :
〈M#, N#〉 = card
(
M# ∩N#
)
mod 2.
Ecrivons Z = {z0, . . . , z2z} et posons, pour 1 < i < 2z :
fi = {z0, . . . , zi}
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si i est impair, et :
fi = {z0, . . . , zi−2, zi}
si i est pair. Alors (f1, . . . , f2z) est une base de V , pour laquelle la matrice de la
forme alterne´e 〈·, ·〉 est la matrice diagonale par blocs dont tous les blocs diagonaux
sont

 0 1
1 0

. Soit Γ (resp. Γ′) le sous-groupe de V engendre´ par les fi, i impair
(resp. i pair). Pour tout g′ ∈ Γ′ non nul, l’application line´aire (−1)〈g,·〉 de Γ dans C
est non nulle ; Γ′ est donc canoniquement isomorphe a` Γ∗. De plus, puisque Γ est
abe´lien, on a M (Γ) = Γ×Γ∗ ; M (Γ) est donc en bijection canonique avec V . Enfin,
soit M#, N# ∈ V , et soit (x, σ) et (y, τ) les e´le´ments correspondants de M (Γ) ; on
a :
{(x, σ) , (y, τ)} =
1
2z
σ (y) τ (x) =
1
2z
(−1)〈x
′,y〉+〈y′,x〉
,
ou` x′ et y′ sont les e´le´ments de Γ correspondant respectivement a` σ et τ . De plus,
on a, puisque Γ = Γ⊥ et Γ′ = Γ′⊥ pour 〈·, ·〉 :
〈x′, y〉+ 〈y′, x〉 = 〈x + x′, y + y′〉 = 〈M#, N#〉,
d’ou` :
{(x, σ) , (y, τ)} =
1
2z
(−1)card(M
#∩N#) .
Il suffit donc de montrer que la matrice suivante :
M =
(
(−1)card(M
#∩N#)
)
M#,N#
ou` M# et N# de´crivent l’ensemble E des parties de Z dont les intersections avec
Z∗ et avec Z
∗ sont de meˆme cardinal, est inversible. On va en fait montrer le lemme
un peu plus ge´ne´ral suivant que l’on appliquera a` la transpose´e de M :
Lemme 4.11. Soit z, z′, d ∈ N, d′ ∈ Z ve´rifiant d ≤ z, z − d = z′ + d± 1 et −z′ ≤
d′ ≤ z. Soit Z∗ (resp Z∗) un ensemble de cardinal z (resp. z′), et soit Z l’union
disjointe de Z∗ et Z∗ ; soit E (resp F ) l’ensemble des parties M de Z ve´rifiant
card (M ∩ Z∗) = card (M ∩ Z∗) + d (resp. card (M ∩ Z∗) = card (M ∩ Z∗) + d′).
Alors la matrice :
M′ =
(
(−1)card(N∩M)
)
N∈F,M∈E
a pour rang le cardinal de F . En particulier, si d = d′, elle est inversible.
De´monstration. On va montrer le lemme par re´currence sur le cardinal z + z′ de
Z (en remarquant tout d’abord que la condition z − d = z′ + d ± 1 impose z + z′
impair). Si z + z′ = 1, on est dans un des cas suivants :
– z = 1, z′ = 0, d et d′ valent 0 ou 1 ;
DISTRIBUTIONS INVARIANTES 83
– z = 0, z′ = 1, d = d′ = 0.
Dans tous les cas, on a E = {Z} si d = 1, et E = {∅} si d = 0 ; il en est de meˆme
pour F en fonction de d′. M′ vaut alors (1) ou (−1) suivant les cas, et est donc de
rang card (F ) = 1.
Supposons maintenant que z + z′ > 1, et remarquons d’abord que l’on n’a ni
d = z ni d = z′ = 0 : en effet, le premier cas impose 0 = z′ + d ± 1 = z′ + z ± 1,
d’ou` z′ + z = 1 ; quant au second, il impose z = ±1, d’ou` z + z′ = 1.
Appelons λ1, . . . , λz (resp. µ1, . . . , µz′) les e´le´ments de Z
∗ (resp. Z∗) ; le groupe
syme´trique Sz (resp. Sz′) agit sur Z
∗ (resp. Z∗), et cette action induit une action de
Sz × Sz′ sur l’ensemble des parties de Z ; E et F sont stables par cette action. Soit
r = card (E), r′ = card (F ), et M1, . . . ,Mr (resp. N1, . . . , Ns) les e´le´ments de E ; si
(e1, . . . , er) (resp. (f1, . . . , fr′) est la base canonique de Rr (resp. Rr
′
), on posera,
pour tout i, eMi = ei (resp. fNi = fi).
Pour tout i ∈ {0, . . . , z′}, soit Ei (resp. Fi) l’ensemble des e´le´ments M de E
(resp. F ) tels que M ∩ Z∗ est de cardinal i ; posons :
vi =
∑
M∈Ei
eM ;
v′i =
∑
N∈Fi
fN .
Pour toute transposition e´le´mentaire s de Sz et tout e´le´ment M de E (resp. N de
F ) non invariant par (s, 1), posons :
wM,s = eM − e(s,1)(M);
w′N,s = fN − f(s,1)(N).
Pour toute transposition e´le´mentaire s′ de Sz′ et tout e´le´ment M de E (resp. N de
F ) non invariant par (1, s′), posons enfin :
uM,s′ = eM − e(1,s′)(M);
u′N,s′ = fN − f(1,s′)(N).
Conside´rons la famille d’e´le´ments de Rr constitue´e des vi, des wM,s et des uM,s′ .
Cette famille engendre Rr ; en effet, on a pour tout M , si i = card (M ∩ Z∗) :
eM =
1
card (Ei)
(
vi −
∑
N∈Ei
(eN − eM )
)
;
de plus, Sz×Sz′ agit transitivement sur Ei, et il existe donc pour tout N ∈ Ei, une
suite de transpositions e´le´mentaires s1, . . . , sl de Sz et s
′
1, . . . , s
′
l+l′ de Sz′ telles que,
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si on pose N0 = N et pour tout i, par re´currence, Ni = (si, 1) (Ni−1) si 1 ≤ i ≤ l et
Ni =
(
1, s′i−l
)
(Ni−1) si l < i ≤ l+ l′, on a Nl+l′ =M ; on en de´duit :
eN − eM =
l+l′∑
i=1
(
eNi − eNi−1
)
=
l∑
i=1
wNi−1,si +
l′∑
i=l+1
uNl+i−1,s′i .
Il en est de meˆme pour la famille d’e´le´ments de Rs constitue´e des v′i, des w
′
N,s et
des u′N,s′ ; il suffit donc de montrer que tous ces e´le´ments sont dans l’image de M.
Conside´rons d’abord les w′N,s. Si d
′ = z, il n’en existe pas et l’assertion cherche´e
est triviale ; supposons donc d′ < z. Pour tout s et tout M ∈ E, si s permute les
e´le´ments λi et λi+1 de Z
∗, avec par exemple λi ∈M et λi+1 6∈M , on a :
M′wM,s =
∑
N∈F
(
(−1)card(M∩N) − (−1)card((s,1)(M)∩N)
)
eN
=
∑
N∈F
(−1)card(M∩N)
(
e(s,1)N − eN
)
= −
∑
N∈F,s(N) 6=N
(−1)card(M∩N) w′N,s
= −2
∑
N∈F,λi∈N,λi+1 6∈N
(−1)card(M∩N) w′N,s.
Fixons un s ; il existe une bijection entre l’ensemble des M ∈ E tels que λi ∈M
et λi+1 6∈M et l’ensemble E′ de parties de Z−{λi, λi+1} de´fini de manie`re similaire
a` E en remplac¸ant d par d − 1 (si d = 0, on inverse les roˆles de Z∗ − {λi, λi+1} et
Z∗ et on remplace d par 1), donne´e par M 7→ (Z − {λi+1}) −M ; on a de meˆme
une bijection entre l’ensemble des N ∈ F contenant λi et pas λi+1 et l’ensemble F ′
de´fini de manie`re similaire a` E′. De plus, on a pour tous M,N contenant λi et pas
λi+1, puisque Z − {λi+1} est de cardinal pair :
(−1)card(M∩N) = (−1)card(M∩((Z−{λi+1})−N))
= (−1)card(((Z−{λi+1})−M)∩((Z−{λi+1})−N)) .
On ve´rifie aise´ment que si d > 0, le septuplet :
(z − 2, z′, d− 1, d′ − 1, Z∗ − {λi, λi+1} , Z∗, Z − {λi, λi+1})
(resp. si d = 0, le septuplet :
(z′, z − 2, 1, 1− d′, Z∗, Z
∗ − {λi, λi+1} , Z − {λi, λi+1}))
ve´rifie les conditions du lemme ; en lui appliquant l’hypothe`se de re´currence, on
voit que la matrice constitue´e des termes ci-dessus est surjective ; pour tout M ,
w′N,s est donc dans l’image de M
′, et ceci est vrai pour tout s. Par un raison-
nement similaire, tous les u′N,s′ sont e´galement dans l’image de M (il n’en existe
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pas si d′ = −z′, et si d′ > −z′, on applique l’hypothe`se de re´currence au septu-
plet (z, z′ − 2, d+ 1, d′ + 1, Z∗, Z∗ − {µi, µi+1} , Z − {µi, µi+1})), ou` µi, µi+1 sont
les e´le´ments de Z∗ permute´s par s
′.
Conside´rons maintenant les vi : on a, pour tout i :
M′vi =
∑
M∈Ei
∑
N∈F
(−1)card(M∩N) fN =
z′∑
j=0
cj,i,z,z′,d,d′v
′
j ,
avec pour tous i, j, en fixant Nj ∈ Fj :
cj,i,z,z′,d,d′ =
∑
M∈Ei
(−1)card(M∩Nj) .
Soit i1 = inf (z − d, z′), j1 = inf (z − d′, z′) ; Ei (resp Fj) est non vide si et seulement
si 0 ≤ i ≤ i1 (resp. 0 ≤ j ≤ j1). On va montrer que pour tous ces j-la`, v′j est dans
l’image de M, ce qui est le cas si et seulement si la matrice :
(cj,i,z,z′,d,d′)0≤i≤i1,0≤j≤j1
est de rang j1 + 1. Pour cela, fixons une suite croissante M0 ⊂M1 ⊂ · · · ⊂Mi1 , ou`
pour tout i, Mi ∈ Ei ; en posant I = {1, . . . , i1}, pour toute partie I ′ de I, posons :
MI′ =M0 ∪
⋃
i∈I′
(Mi −Mi−1) .
C’est un e´le´ment de Ecard(I′) : en effet, pour tout i, Mi−Mi−1 contient exactement
un e´le´ment de Z∗ et un e´le´ment de Z∗, et tous les Mi −Mi−1 sont disjoints. Pour
toute partie I ′ de I, et tout N ∈ F , soit χ l’application de l’ensemble des parties
de I ′ dans C donne´e par :
χ : K ⊂ I ′ 7→ (−1)card(N∩(MK−M0)) :
si on munit l’ensemble des parties de I ′ de la loi de groupe de´finie par la diffe´rence
syme´trique, χ est un caracte`re de ce groupe, et on a donc :
∑
K⊂I′
χ (K) = 0
sauf si χ = 1, ce qui est le cas si et seulement si tous les Mi−Mi−1, i ∈ I, sont soit
inclus dans N soit disjoints de N . Soit Fj,I′ l’ensemble des N ∈ Fi ve´rifiant cette
condition ; posons, pour toute partie I ′ de I de cardinal i :
kj,i,z,z′,d,d′ = 2
−i
i∑
k=0

 i
k

 cj,k,z,z′,d,d′
= 2−i
∑
N∈Fi
∑
K⊂I′
(−1)card(N∩MK)
=
∑
N∈Fj,I′
(−1)card(N∩M0) .
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On a le produit matriciel suivant :
(kj,i,z,z′,d,d′)j,i = (cj,i,z,z′,d,d′)j,i

2−i

 i
i′




i,i′∈{0,...,i1}
.
La seconde matrice du membre de droite est ne matrice triangulaire supe´rieure
dont les coefficients diagonaux sont 1, 2−1, . . . , 2−i1 ; elle est donc inversible, et on
en de´duit que la matrice des cj,i,z,z′,d,d′ est de rang j1−1 si et seulement si celle des
kj,i,z,z′,d,d′ l’est. On va donc monter que les lignes de cette matrice sont line´airement
inde´pendantes.
Pour tout i ∈ {1, . . . , i1}, en posant I
′ = {1, . . . , i}, e´crivons Fj,I′ = Fj,I′,1 ∪
Fj,I′,2, ou` Fj,I′,1 (resp. Fj,I′,2) est l’ensemble des e´le´ments de Fj,I′ qui contiennent
Mi−Mi−1 (resp. disjoints de Mi−Mi−1). Soit E′i (resp. F
′
i ) l’ensemble des parties
de Z−(Mi −Mi−1) de´fini de manie`re similaire a` E (resp. F ) ; de´finissons e´galement
(F ′i )j,K , pour K ⊂ I
′−{i}, de manie`re similaire a` Fj,K . Alors les e´le´ments de Fj,I′,2
sont exactement ceux de (F ′i )j,I′−{i}, et l’application N 7→ N − (Mi −Mi−1) est
une bijection canonique de Fj,I′,1 dans (F
′
i )j−1,I′−{i} ; on en de´duit :
∑
N∈Fj,I′
(−1)card(N∩M0)
=
∑
N∈(F ′i)j,I′−{i}
(−1)card(N∩M0) +
∑
N∈(F ′i )j−1,I′−{i}
(−1)card(N∩M0) ,
soit :
kj,i,z,z′,d,d′ = kj,i−1,z−1,z′−1,d,d′ + kj−1,i−1,z−1,z′−1,d,d′.
Soit λ0, . . . , λj1 tels que pour tout i,
∑
j λjkj,i,z,z′,d,d′ = 0 ; on en de´duit pour i ≥ 1 :
j1−1∑
j=0
(λj + λj+1) kj,i−1,z−1,z′−1,d,d′ = 0.
Par hypothe`se de re´currence, la matrice (kj,i,z−1,z′−1,d,d′)j,i est de rang j1, donc
tous les λj + λj+1 sont nuls ; on en de´duit, pour tout j :
λj = (−1)
j λ0.
Pour achever la de´monstration, il suffit donc de ve´rifier que l’on a :
j1∑
j=0
(−1)j kj,0,z,z′,d,d′ 6= 0;
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cela montrera que tous les λj sont nuls et donc que les lignes de la matrice des
kj,i,z,z′,d,d′ sont bien line´airement inde´pendantes. Pour tout j, on a :
kj,0,z,z′,d,d′ = cj,0,z,z′,d,d′
=
∑
N∈Fj
(−1)card(N∩M0)
=

 z′
j

 j∑
k=0
(−1)k

 d
k



 z − d
j + d′ − k

 .
On en de´duit :
j1∑
j=0
(−1)j kj,0,z,z′,d,d′ =
j1∑
j=0
(−1)j



 z′
j

 j∑
k=0
(−1)k

 d
k



 z − d
j + d′ − k




=
z−d∑
l=0
(−1)l

 z − d
l



 z′∑
j=0

 z′
j



 d
j + d′ − l



 .
Montrons donc le lemme suivant :
Lemme 4.12. Pour tout l, on a :
z′∑
j=0

 z′
j



 d
j + d′ − l

 =

 z′ + d
l + d− d′

 .
De´monstration. En effet, conside´rons le polynoˆme (1 +X)
z′+d
. Son terme de degre´
l + d− d′ est

 z′ + d
l+ d− d′

 ; or on a :
(1 +X)
z′+d
= (1 +X)
z′
(1 +X)
d
,
et le terme de degre´ l + d− d′ du membre de droite de cette e´galite´ vaut :
z′∑
j=0

 z′
j



 d
l+ d− d′ − j

 .
Comme pour tout j, on a

 d
l + d− d′ − j

 =

 d
j + d′ − l

, on trouve bien
l’e´galite´ de l’e´nonce´. 
On de´duit de ce lemme que l’on a :
j1∑
j=0
(−1)j kj,0,z,z′,d,d′ =
z−d∑
l=0
(−1)l

 z − d
l



 z′ + d
l + d− d′

 .
Quitte a` remplacer z par z− d, z′ par z′+ d et d′ par d′− d, on peut donc supposer
d = 0 ; on a alors z = z′ ± 1. Supposons par exemple z′ = z + 1 ; on a le lemme
suivant :
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Lemme 4.13. Pour tout k ∈ Z, on a :
z∑
l=0
(−1)l

 z
l



 z + 1
l + k

 = (−1)

 z − k + 1
2

  z[z − k + 1
2
]

 .
De´monstration. En effet, le membre de gauche de cette e´galite´ est e´gal a` :
z∑
l=0
(−1)l

 z
l



 z + 1
z + 1− l − k

 ,
qui est le terme de degre´ z + 1− k du polynoˆme :
(X − 1)z (X + 1)z+1 =
(
X2 − 1
)z
(X + 1) .
Or pour tout l ∈ Z, les termes de degre´ 2l et 2l + 1 de ce polynoˆme sont e´gaux et
valent (−1)l

 z
l

. Le terme de degre´ z−k+1 est donc e´gal au membre de droite
de l’e´galite´ de l’e´nonce´, ce qui de´montre le lemme. 
En appliquant ce lemme au cas k = −d′, on a :
z∑
l=0
(−1)l

 z
l



 z + 1
l − d′

 = (−1)

 z + d′ + 1
2

  z[z + d′ + 1
2
]

 .
Puisque d′ est compris entre−z′ = −z−1 et z, on a 0 ≤
[
z + d′ + 1
2
]
≤ z, le membre
de droite de l’e´galite´ ci-dessus est non nul, ce qui ache`ve la de´monstration. 
Supposons maintenant G de type Dn, n ≥ 4. D’apre`s [5, 13.9], il existe une
surjection de l’ensemble des caracte`res unipotents deG dans l’ensemble des symboles
de la forme suivante (modulo inversion des deux lignes) :
 λ1, λ2, . . . , λa
µ1, . . . , µb

 ,
ou` a−b est multiple de 4, les suites (λi) et (µi) sont des suites strictement croissantes
d’entiers naturels, (λ1, µ1) 6= (0, 0), et on a :
a∑
i=1
λi +
b∑
i=1
µi −
[(
a+ b− 1
2
)2]
= n
(le membre de gauche de l’e´galite´ ci-dessus est ici encore appele´ le rang du symbole) ;
un symbole

 λ1, λ2, . . . , λa
µ1, . . . , µb

 a deux ante´ce´dents par cette surjection si a = b et
pour tout i, λi = µi, et un seul dans tous les autres cas. Parmi ces symboles, ceux
correspondant a` des caracte`res de la se´rie principale sont ceux tels que a = b.
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Soit

 λ1, λ2, . . . , λa
µ1, . . . , µb

 un symbole de rang n. Si a = b et λi = µi pour tout
i, les deux caracte`res unipotents correspondants sont dans deux familles distinctes
et re´duites a` eux-meˆmes ; sinon, si

 λ′1, λ′2, . . . , λ′a′
µ′1, . . . , µ
′
b′

 est un autre symbole de
rang n, ces deux symboles correspondent a` deux caracte`res de la meˆme famille si et
seulement si les multi-ensembles {λ1, . . . , λa, µ1, . . . , µb} et {λ′1, . . . , λ
′
a′ , µ
′
1, . . . , µ
′
b′}
sont e´gaux. On en de´duit, de meˆme que dans le cas Bn/Cn, que si Z est l’ensemble
des entiers apparaissant exactement une fois dans les symboles d’une famille, et si
son cardinal est 2z, lesdits symboles sont en bijection avec les couples non ordonne´s
de parties de Z de cardinal congru a` z modulo 2 de la forme (M,Z −M) (l’image
d’un symbole e´tant alors le couple forme´ de l’ensemble des e´le´ments de Z se trouvant
sur chacune des deux lignes), et ceux correspondant a` des caracte`res de la se´rie
principale sont en bijection avec les couples de parties de Z de cardinal exactement
z de la forme ci-dessus.
Si z = 0, on est dans le cas ou` a = b et λi = µi pour tout i et M = (1) est
clairement inversible ; supposons donc z > 0. Soit M une partie de Z de cardinal
congru a` z modulo 2 ; posons :
M# = (M ∪ Z∗)− (M ∩ Z∗) .
D’apre`s ce que l’on a de´ja` vu, l’application M 7→ M# est une bijection entre les
parties de Z de cardinal congru a` z modulo 2 et les parties de Z de cardinal pair ;
de plus, les parties M de Z de cardinal z sont en bijection avec les parties M# de
Z telles que M# ∩ Z∗ et M# ∩ Z∗ sont de meˆme cardinal ; enfin ; on a pour tout
M :
(Z −M)# = Z −M#.
Conside´rons le F2-espace vectoriel V constitue´ de l’ensemble des parties de Z de
cardinal pair muni de la diffe´rence syme´trique, et la forme alterne´e sur V de´finie
par :
〈M#, N#〉 = card
(
M# ∩N#
)
mod 2.
Puisque le cardinal de Z est pair, on a pour tous M#, N# :
〈M#, Z −N#〉 = 〈M#, N#〉.
Conside´rons donc l’espace V1 = V/ {0, Z} ; les e´le´ments de V1 sont les couples non
ordonne´s de la forme
(
M#, Z −M#
)
, ou` M# est de cardinal pair. V1 est muni de
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la forme alterne´e induite par celle de V , et par un raisonnement similaire a` celui du
cas Bn/Cn, il suffit de montrer que la matrice :
M =
(
(−1)〈C1,C2〉
)
C1,C2
ou` C1 et C2 de´crivent l’ensemble des couples non ordonne´s
(
M#, Z −M#
)
de parties
de Z tels que les intersections de M# avec Z∗ et avec Z
∗ sont de meˆme cardinal,
est inversible.
Soit x un e´le´ment de Z∗ quelconque ; l’ensemble des couples non ordonne´s de
parties de Z de la forme
(
M#, Z −M#
)
tels que M# est de cardinal pair (resp.
M# est de cardinal pair etM#∩Z∗ etM#∩Z∗ ont meˆme cardinal) est en bijection
avec l’ensemble des parties M#1 de Z − {x} de cardinal pair (resp. de cardinal
pair et dont les intersections avec Z∗ − {x} et Z
∗ ont meˆme cardinal) ; l’image de(
M#, Z −M#
)
est celle des deux qui ne contient pas x. On a donc :
M =
(
(−1)card(M
#
1 ∩N
#
1 )
)
M#1 ,N
#
1
ou` M#1 et N
#
1 de´crivent l’ensemble des parties de Z − {x} dont les intersections
avec Z∗ − {x} et avec Z∗ sont de meˆme cardinal, et une telle matrice est inversible
d’apre`s la de´monstration du cas Bn/Cn.
Supposons maintenant G de type 2Dn, n ≥ 4. D’apre`s [5, 13.9], il existe une
bijection de l’ensemble des caracte`res unipotents de G dans l’ensemble des symboles
de la forme suivante : 
 λ1, λ2, . . . , λa
µ1, . . . , µb

 ,
ou` a − b est positif et congru a` 2 modulo 4, les suites (λi) et (µi) sont des suites
strictement croissantes d’entiers naturels, (λ1, µ1) 6= (0, 0), et on a :
a∑
i=1
λi +
b∑
i=1
µi −
[(
a+ b− 1
2
)2]
= n
(le membre de gauche de l’e´galite´ ci-dessus est ici encore appele´ le rang du symbole).
Parmi ces symboles, ceux correspondant a` des caracte`res de la se´rie principale sont
ceux tels que a− b = 2.
Soit

 λ1, λ2, . . . , λa
µ1, . . . , µb

 et

 λ′1, λ′2, . . . , λ′a′
µ′1, . . . , µ
′
b′

 deux symboles de rang n ; ces
deux symboles correspondent a` deux caracte`res de la meˆme famille si et seulement si
les multi-ensembles {λ1, . . . , λa, µ1, . . . , µb} et {λ
′
1, . . . , λ
′
a′ , µ
′
1, . . . , µ
′
b′} sont e´gaux.
Encore une fois, on en de´duit de meˆme que dans le cas Bn/Cn que si Z est l’ensemble
des entiers apparaissant exactement une fois dans les symboles d’une famille, et si
son cardinal est 2z, lesdits symboles sont en bijection avec les parties de Z de
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cardinal infe´rieur a` z et congru a` z − 1 modulo 2, et ceux correspondant a` des
caracte`res de la se´rie principale sont en bijection avec les parties de Z de cardinal
exactement z − 1.
Soit Z∗ (resp ; Z∗) les parties de Z de´finies comme dans le cas Bn/Cn ; si M est
une partie de Z, posons ici aussi :
M# = (M ∪ Z∗)− (M ∩ Z∗) .
L’application M 7→ M# induit une bijection de l’ensemble des parties de Z de
cardinal z (resp. z − 1) dans l’ensemble Z0 (resp. Z1) des parties M
# de Z telles
que card
(
M# ∩ Z∗
)
= card
(
M# ∩ Z∗
)
(resp. card
(
M# ∩ Z∗
)
− 1).
D’apre`s [16, 3.15.2], il suffit de ve´rifier que la matrice :
M =
(
(−1)card(M
#∩N#)
)
M#∈Z0,N#∈Z1
est de rang r = card (Z1) ; c’est un cas particulier du lemme 4.11, que l’on applique
a` la transpose´e de M en posant z′ = z − 1, d = 0 et d′ = −1.
Supposons maintenant G de type 3D4 ; d’apre`s [17, 1.17], la se´rie principale de G
posse`de six caracte`res unipotents, quatre constituant quatre familles a` eux seuls et
les deux restants dans une meˆme famille F de cardinal 4 ; d’autre part, W posse`de
sept caracte`res irre´ductibles, et les e´le´ments de F interviennent dans les Rφ cor-
respondant a` trois d’entre eux ; d’apre`s [17, 1.18], la matrice bloc correspondante
est :
M1 =
1
2


1 1
1 −1
1 1

 ,
qui est clairement de rang 2.
Supposons maintenant G de type G2. D’apre`s [5, 13.9], la se´rie principale de
G posse`de six caracte`res unipotents, deux constituant deux familles a` eux seuls
et les quatre restants dans une meˆme famille F de cardinal 8 ; d’autre part, W
posse`de six caracte`res irre´ductibles, et les e´le´ments de F interviennent dans les Rφ
correspondant a` quatre d’entre eux ; d’apre`s [5, 13.6], la matrice bloc correspondante
est :
M2 =


1
6
1
2
1
3
1
3
1
2
1
2
0 0
1
3
0
2
3
−
1
3
1
3
0 −
1
3
2
3


,
dont le de´terminant vaut −
1
6
et qui est donc inversible.
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Supposons maintenant G de type F4. D’apre`s [5, 13.6, 13.9], il suffit de conside´rer
les deux matrices suivantes :
M3 =
1
2


1 1 1
1 1 −1
1 −1 1

 ,
M4 =


1
24
1
8
1
8
1
12
1
4
1
4
1
8
1
8
1
8
1
3
1
4
1
8
3
8
3
8
1
4
1
4
1
4
−
1
8
−
1
8
−
1
8
0 −
1
4
1
8
3
8
3
8
1
4
−
1
4
−
1
4
−
1
8
−
1
8
−
1
8
0
1
4
1
12
1
4
1
4
1
6
0 0
1
4
1
4
1
4
−
1
3
0
1
4
1
4
−
1
4
0
1
2
0
1
4
1
4
−
1
4
0 0
1
4
1
4
−
1
4
0 0
1
2
−
1
4
−
1
4
1
4
0 0
1
8
−
1
8
−
1
8
1
4
1
4
−
1
4
3
8
−
1
8
3
8
0
1
4
1
8
−
1
8
−
1
8
1
4
1
4
−
1
4
−
1
8
3
8
−
1
8
0 −
1
4
1
8
−
1
8
−
1
8
1
4
−
1
4
1
4
3
8
−
1
8
3
8
0 −
1
4
1
3
0 0 −
1
3
0 0 0 0 0
2
3
0
1
4
−
1
4
1
4
0 0 0
1
4
−
1
4
−
1
4
0
1
2


.
Le de´terminant de M3 vaut −
1
2
, celui de M4 vaut
1
192
; elles sont donc toutes deux
inversibles.
Supposons maintenant G de type E6. D’apre`s [5, 13.6, 13.9], il suffit de conside´rer
la matrice M3 et la matrice suivante :
M5 =


1
6
1
2
1
3
1
3
1
6
1
2
1
2
0 0 −
1
2
1
3
0
2
3
−
1
3
1
3
1
3
0 −
1
3
2
3
1
3
1
6
−
1
2
1
3
1
3
1
6


,
dont le de´terminant vaut
1
6
et qui est donc inversible.
Supposons enfin G de type 2E6. D’apre`s [17, 1.15] et [5, 13.6, 13.9], il suffit de
conside´rer les matrices suivantes :
M6 =
1
2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1


,
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M7 =


2
3
1
3
0 0 −
1
3
1
3
1
6
−
1
2
−
1
2
1
3
0 −
1
2
1
2
−
1
2
0
0 −
1
2
−
1
2
1
2
0
−
1
3
1
3
0 0
2
3


.
La premie`re est hermitienne par [5, 13.9], donc inversible ; le de´terminant de la
seconde est −
1
6
, donc elle est e´galement inversible. 
Remarque : si G est de type E7 ou E8, d’apre`s [5, 13.9], il existe des familles
(une pour E7 et deux pour E8) de caracte`res unipotents de G qui sont de cardinal 4
et qui contiennent exactement deux caracte`res de la se´rie principale, et les matrices
blocs correspondantes sont e´gales a` :
M8 =
1
2

 1 1
1 1


qui n’est pas inversible ; les Rφ ne sont alors pas line´airement inde´pendants, et ne
peuvent pas non plus engendrer l’espace des distributions sur HG puisqu’ils sont
en nombre e´gal a` la dimension de cet espace ; G ne ve´rifie donc aucune des deux
assertions de la proposition.
4.3. Calcul de qT . D’apre`s la de´monstration du lemme 4.1, dont on reprendra les
notations, il suffit de conside´rer le cas ou` G est simple et admet un tore non ramifie´
maximal T de´ploye´, ce que l’on supposera par la suite. Les syste`mes de racines de G
et de Gnr relativement a` un tore de´ploye´ maximal sont alors isomorphes ; on notera
{α1, . . . , αn} un syste`me de racines simples, et α1∨, . . . , αi∨ le syste`me de coracines
simples associe´. Pour chaque type, la nome´rotation des racines est la meˆme que
dans la proposition 2.9 (ici, on ne conside`re plus que le diagramme de Dynkin non
e´tendu). Toujours d’apre`s la de´monstration du lemme 4.1, il suffit de conside´rer le
syste`me de racines re´duit de G relativement a` T .
– Supposons d’abord G de type An. D’apre`s [3], le groupe P/X est cyclique
d’ordre r divisant n+ 1, et on a :
φ (α1
∨) = (2,−1, 0, 0, . . . , 0) ;
φ (α2
∨) = (−1, 2,−1, 0, . . . , 0) ;
. . .
φ (αn−1
∨) = (0, . . . , 0,−1, 2,−1) ;
φ (αn
∨) = (0, . . . , 0, 0,−1, 2) .
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On voit donc que pour tout i, φ (αi
∨) appartient au sous-groupe des e´le´ments
(a1, . . . , an) de Zn ve´rifiant :
a1 + 2a2 + · · ·+ nan ∈ (n+ 1)Z.
Ce sous-groupe e´tant un sous-groupe d’ordre n + 1 de Zn, ils l’engendrent ;
on en de´duit que φ (X∗ (T )) est un sous-groupe d’ordre r de Zn le contenant,
et le seul sous-groupe ve´rifiant ces proprie´te´s est le sous-groupe des e´le´ments
(a1, . . . , an) de Zn ve´rifiant :
a1 + 2a2 + · · ·+ nan ∈ rZ.
On a (1, . . . , 1) ∈ φ (X∗ (T )) si et seulement si r divise
n (n+ 1)
2
, ce qui est
toujours le cas si r est impair ; si r est pair, c’est vrai si et seulement si r divise
n+ 1
2
. Dans ce cas, puisque d’apre`s [3], pour tout i, ci = 1, on a qT = n+ 1.
Supposons donc que r est pair et ne divise pas
n+ 1
2
. Alors n est force´ment
impair, et l’e´le´ment (1, . . . , 1, 2, 1, . . . , 1), ou` le terme d’indice
n+ 1
2
vaut 2,
appartient a` X∗ (T ) : en effet, on a :
1 + 2 + · · ·+
n− 1
2
+ (n+ 1) +
n+ 3
2
+ · · ·+ n =
n (n+ 1)
2
+
n+ 1
2
=
n+ 1
2
(n+ 1) ,
qui est un multiple entier de n+ 1, donc de r. On a alors qT = n+ 2.
– Supposons maintenant G de type Bn, n ≥ 2. D’apre`s [3], le groupe P/X est
d’ordre 1 ou 2 (2 si G est simplement connexe, 1 si G est adjoint), et on a :
φ (α1
∨) = (2,−1, 0, 0, . . . , 0) ;
φ (α2
∨) = (−1, 2,−1, 0, . . . , 0) ;
. . .
φ (αn−1
∨) = (0, . . . , 0,−1, 2,−1) ;
φ (αn
∨) = (0, . . . , 0, 0,−2, 2) .
Les φ (αi
∨) engendrent donc le sous-groupe des e´le´ments (a1, . . . , an) de Zn
ve´rifiant :
a1 + a3 + a5 + · · ·+ am ∈ 2Z,
ou` m = n − 1 si n est impair et m = n si n est pair. Si G est simplement
connexe, φ (X∗ (T )) est e´gal a` ce groupe.
D’apre`s [3], on a c1 = 1 et ci = 2 pour tout i > 1 ; on en de´duit que si G est
adjoint, ou si G est simplement connexe et n est congru a` 3 ou 4 modulo 4, on a
(1, . . . , 1) ∈ φ (X∗ (T )), d’ou` qT = 2n. Si maintenant G est simplement connexe
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et n est congru a` 1 ou 2 modulo 4, φ (X∗ (T )) ne contient pas (1, . . . , 1), mais
contient (2, 1, . . . , 1), d’ou` qT = 2n+ 1.
– Supposons maintenant G de type Cn, n ≥ 2. D’apre`s [3], le groupe P/X est
d’ordre 1 ou 2 (2 si G est simplement connexe, 1 si G est adjoint), et on a :
φ (α1
∨) = (2,−1, 0, 0, . . . , 0) ;
φ (α2
∨) = (−1, 2,−1, 0, . . . , 0) ;
. . .
φ (αn−1
∨) = (0, . . . , 0,−1, 2,−2) ;
φ (αn
∨) = (0, . . . , 0, 0,−1, 2) .
Les φ (αi
∨) engendrent donc le sous-groupe des e´le´ments (a1, . . . , an) de Zn
ve´rifiant an ∈ 2Z. Ce groupe ne contient jamais (1, . . . , 1), mais contient tou-
jours (1, . . . , 1, 2) ; comme d’apre`s [3], on a ci = 2 pour i < n et cn = 1, on en
de´duit qT = 2n+ 1 si G est simplement connexe et qT = 2n si G est adjoint.
– Supposons maintenant G de type Dn, n ≥ 4. D’apre`s [3], le groupe P/X est
isomorphe a` un sous-groupe de Z/4Z si n est impair (resp. (Z/2Z)2 si n est
pair), et on a :
φ (α1
∨) = (2,−1, 0, 0, . . . , 0) ;
φ (α2
∨) = (−1, 2,−1, 0, . . . , 0) ;
. . .
φ (αn−2
∨) = (0, . . . , 0,−1, 2,−1,−1);
φ (αn−1
∨) = (0, . . . , 0, 0,−1, 2, 0) ;
φ (αn
∨) = (0, . . . , 0, 0,−1, 0, 2) .
Supposons d’abord n impair. Les φ (αi
∨) engendrent le sous-groupe des e´le´-
ments (a1, . . . , an) de Zn ve´rifiant :
2a1 + 2a3 + 2a5 + · · ·+ 2an−2 + an−1 − an ∈ 4Z.
En posant r = [P : X ], le groupe φ (X∗ (T )) est alors le sous-groupe des
e´le´ments (a1, . . . , an) de Zn ve´rifiant :
2a1 + 2a3 + 2a5 + · · ·+ 2an−2 + an−1 − an ∈ rZ.
Si r vaut 1 ou 2, ou si r = 4 et n est congru a` 1 modulo 4, on a (1, . . . , 1) ∈
φ (X∗ (T )). Comme on a, d’apre`s [3], c1 = cn−1 = cn = 1 et ci = 2 pour tout
i diffe´rent des pre´ce´dents, on en de´duit que l’on a qT = 2n− 2. Si maintenant
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r = 4 et n est congru a` 3 modulo 4, φ (X∗ (T )) ne contient pas (1, . . . , 1) mais
contient (2, 1, . . . , 1), d’ou` qT = 2n− 1.
Supposons maintenant n pair. Les φ (αi
∨) engendrent le sous-groupe des
e´le´ments (a1, . . . , an) de Zn ve´rifiant les conditions suivantes :
(E1) : a1 + a3 + a5 + · · ·+ an−1 ∈ 2Z;
(E2) : an−1 + an ∈ 2Z.
Le groupe φ (X∗ (T )) est alors le groupe des e´le´ments de Zn ve´rifiant une partie
de {(E1), (E2)} de cardinal m, avec r = 2
m. Si r = [P : X ] = 1, ou si r vaut
2 ou 4 et si n est multiple de 4, (1, . . . , 1) ve´rifie les meˆmes conditions et on
a qT = 2n − 2. Si maintenant r vaut 2 ou 4 et n est congru a` 2 modulo 4,
(1, . . . , 1) ve´rifie toujours (E2), mais plus (E1), et (2, 1, . . . , 1) ve´rifie les deux ;
on a donc qT = 2n−1 sauf dans le cas ou` r = 2 et φ (X∗ (T )) est le sous-groupe
des e´le´ments de Zn ve´rifiant (E2), auquel cas on a qT = 2n− 2.
– Supposons maintenant G de type E6. D’apre`s [3], le groupe P/X est d’ordre
1 ou 3 (3 si G est simplement connexe, 1 si G est adjoint) et on a :
φ (α1
∨) = (2, 0,−1, 0, 0, 0) ;
φ (α2
∨) = (0, 2, 0,−1, 0, 0) ;
φ (α3
∨) = (−1, 0, 2,−1, 0, 0) ;
φ (α4
∨) = (0,−1,−1, 2,−1, 0);
φ (α5
∨) = (0, 0, 0,−1, 2,−1) ;
φ (α6
∨) = (0, 0, 0, 0,−1, 2) .
Les φ (αi
∨) engendrent le sous-groupe des e´le´ments (a1, . . . , a6) de Z6 ve´rifiant :
a1 − a3 + a5 − a6 ∈ 3Z.
L’e´le´ment (1, . . . , 1) ve´rifie toujours cette condition, et on de´duit de [3] que
l’on a qT = 12.
– Supposons maintenant G de type E7. D’apre`s [3], le groupe P/X est d’ordre
1 ou 2 (2 si G est simplement connexe, 1 si G est adjoint) et on a :
φ (α1
∨) = (2, 0,−1, 0, 0, 0, 0) ;
φ (α2
∨) = (0, 2, 0,−1, 0, 0, 0) ;
φ (α3
∨) = (−1, 0, 2,−1, 0, 0, 0);
φ (α4
∨) = (0,−1,−1, 2,−1, 0, 0);
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φ (α5
∨) = (0, 0, 0,−1, 2,−1, 0);
φ (α6
∨) = (0, 0, 0, 0,−1, 2,−1);
φ (α7
∨) = (0, 0, 0, 0, 0,−1, 2) .
Les φ (αi
∨) engendrent donc le sous-groupe des e´le´ments (a1, . . . , a7) de Z7
ve´rifiant :
a2 + a5 + a7 ∈ 2Z.
L’e´le´ment (1, . . . , 1) de Z7 ne ve´rifie pas cette condition, mais (1, . . . , 1, 2) la
ve´rifie. On de´duit donc de [3] que l’on a qT = 18 si G est adjoint et qT = 19 si
G est simplement connexe.
– Supposons maintenant G de type E8, F4 ou G2. Dans tous ces cas, P/X est
trivial et on a donc toujours (1, . . . , 1) ∈ φ (X∗ (T )). On de´duit donc de [3] que
l’on a :
– qT = 30 si G est de type E8 ;
– qT = 12 si G est de type F4 ;
– qT = 6 si G est de type G2 ;
On a ainsi, dans tous les cas, montre´ le re´sultat suivant :
Proposition 4.14. Supposons que q ≥ h + 1, ou` h est le nombre de Coxeter de
Gnr. Alors tout tore non ramifie´ de G admet des e´le´ments de re´duction re´gulie`re.
Si G est adjoint, c’est vrai e´galement si q = h.
5. Inte´grales orbitales unipotentes
5.1. Orbites unipotentes et sous-groupes parahoriques. Conside´rons main-
tenant les distributions inte´grales orbitales unipotentes sur G. Pour tout u ∈ G
unipotent et tout f ∈ C∞c (G), posons, si U est l’orbite de u dans G :
JU (f) =
∫
u∈Z0
G
(u)\G
f
(
h−1uh
)
dh;
cette inte´grale converge, et la distribution J (u, ·) est invariante et a` support dans
l’ensemble des e´le´ments unipotents de G, qui est contenu dans l’ensemble des
e´le´ments compacts de G1 ; c’est donc un e´le´ment de Dc,1. Le but de cette par-
tie est de montrer que, moyennant certaines conditions sur G, les restrictions a` H
des distributions inte´grales orbitales unipotentes engendrent Dc,1|H tout entier.
Plus pre´cise´ment, soit Fnr l’extension non ramifie´e maximale de F , et soit Gnr =
G (Fnr) ; on supposera que p est un ”bon” nombre premier pour Gnr, c’est-a`-dire
que si Φnr est le syste`me de racines de Gnr relativement a` un tore de´ploye´ maximal
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et ∆ = {α1, . . . , αn} un syste`me de racines simples de Φnr, pour tout β =
∑
i ciαi ∈
Φnr, si ci 6= 0, ci n’est pas multiple de p. Plus pre´cise´ment, on aura :
– si Gnr est de type An, p quelconque ;
– si Gnr est de type Bn, Cn, Dn ou BCn, p 6= 2 ;
– si Gnr est de type E6, E7, F4 ou G2, p 6= 2, 3 ;
– si Gnr est de type E8, p 6= 2, 3, 5 ;
– si le diagramme de Dynkin de Gnr est non connexe, p est bon pour chacune
des composantes.
Si p est bon pour Gnr, il l’est e´galement pour G ; il existe alors, d’apre`s [2], une
application de Springer sur G, c’est-a`-dire un morphisme bijectif ψ de varie´te´s entre
la varie´te´ des e´le´ments unipotents de G et celle des e´le´ments nilpotents de Lie (G),
ve´rifiant les proprie´te´s suivantes :
– pour tout u ∈ G unipotent et tout g ∈ G, ψ
(
g−1ug
)
= Ad
(
g−1
)
ψ (u) ;
– l’image par ψ de chaque orbite unipotente de G est une orbite nilpotente de
Lie (G) toute entie`re.
On voit aise´ment que ψ est entie`rement de´termine´e par sa valeur en un e´le´ment u
de l’unique orbite unipotente de dimension maximale de G, et que si on a a` la fois
u ∈ G et ψ (u) ∈ Lie (G), ψ est fixe´e par Gal
(
F/F
)
; dans ce dernier cas, ψ induit
un morphisme bijectif de varie´te´s entre la varie´te´ des e´le´ments unipotents de G et
celle des e´le´ments nilpotents de Lie (G), que l’on appellera e´galement application
de Springer. On a une assertion similaire en remplac¸ant F et G par Fnr et Gnr.
Soit u un e´le´ment unipotent de G, et soit K un sous-groupe parahorique de G
contenant u ; l’image u de u dans G = K/K1 est un e´le´ment unipotent de G. Si
f est une fonction sur G a` support dans K et biinvariante par K1, on peut donc
e´crire, en identifiant f a` une fonction sur G :
(3) J (u, f) =
∑
h∈Gu
vol
(
Z0G (u) \Z
0
G (u)hK
)
vol (K)
1
h−1uh
(f) ,
ou` Gu est un syste`me de repre´sentants des doubles classes de G modulo Z
0
G (u)
a` gauche et K a` droite, et ou`, si u′ est un e´le´ment unipotent de G, 1u′ (f) est
la somme des valeurs de f sur l’orbite de u′. Graˆce au the´ore`me 3.36, l’e´tude des
distributions inte´grales orbitales unipotentes sur G peut donc se faire a` l’aide des
inte´grales orbitales unipotentes sur les groupes finis.
Soit µ ∈M, (M,Kµ) un repre´sentant de µ, M = Kµ/K1µ et m un e´le´ment de M
n’appartenant a` aucun sous-groupe de Levi deM ; on appelleraG-orbite (anisotrope)
de m dans M l’ensemble des conjugue´s de m par un e´le´ment de NG (Kµ) ; une telle
orbite ne de´pend pas du choix de (M,Kµ). Si m appartient a` un sous-groupe de
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Levi M′ de M, on appellera G-orbite de m dans M la re´union des orbites de M
rencontrant la G-orbite de m dans M′.
Dane ce qui suit, on va associer a` chaque couple (µ,O), ou` µ ∈ M et O est une
G-orbite unipotente anisotrope du groupe M associe´ a` µ, une orbite unipotente de
G. On notera Λ l’ensemble des couples (µ,O).
Conside´rons l’immeuble Bnr du groupe Gnr = G (Fnr). On a une action du
groupe de Galois Gal (Fnr/F ) sur cet immeuble, et B s’identifie a` l’ensemble des
points de Bnr fixes pour cette action. De plus, l’injection B 7→ Bnr pre´serve les
facettes, c’est-a`-dire que pour toute facette A de B, il existe une facette A′ de
Bnr telle que A = A
′ ∩ B ; A′ est alors stable par Gal (Fnr/F ). Re´ciproquement,
par le the´ore`me du point fixe de Bruhat-Tits ([4, I. 3.2.4]), toute facette de Bnr
stable par Gal (Fnr/F ) contient un e´le´ment de B ; on a donc une bijection canon-
ique entre l’ensemble des facettes de B et l’ensemble des facettes de Bnr stables
par Gal (Fnr/F ). On en de´duit une bijection canonique entre l’ensemble des para-
horiques de G et l’ensemble des parahoriques de Gnr stables par Gal (Fnr/F ) : si
K est un parahorique de G d’image Knr, on a K = Knr ∩G.
SoitKnr un sous-groupe parahorique de Gnr stable par Gal (Fnr/F ) ; son premier
sous-groupe de congruenceK1nr est e´galement stable par Gal (Fnr/F ), et le quotient
Knr/K
1
nr est un groupe re´ductif G sur Fq stable par Gal (Fnr/F ) ≃ Gal
(
Fq/Fq
)
,
donc de´fini sur Fq ; si K = Knr ∩G, le quotient K/K1 s’identifie au groupe G des
Fq-points de G.
Soit F le Frobenius de Gal (Fnr/F ), qui s’identifie a` celui de Gal
(
Fq/Fq
)
; on
peut de´finir sur Gnr l’application de Lang de la meˆme fac¸on que sur un groupe
de´fini sur un corps fini, par :
L : g 7−→ g−1F (g) .
On a le lemme suivant :
Lemme 5.1. Soit Hnr le groupe des Fnr-points d’un groupe alge´brique de´fini sur
F , et Knr un sous-groupe ouvert de Hnr stable par Gal (Fnr/F ), contenu dans un
sous-groupe parahorique K0,nr de Hnr et tel que le quotient Knr/
(
K10,nr ∩Knr
)
, en
tant que groupe alge´brique sur Fq, est connexe ; la restriction a` Knr de l’application
de Lang est surjective.
De´monstration. Pour tout entier s > 0, de´finissons le s-e`me groupe de congru-
ence Ks0,nr de K0,nr de la meˆme fac¸on que pour les parahoriques de G. Fixons un
entier s tel que Ks0,nr ⊂ Knr ; un tel s existe car les K
s
0,nr constituent une base
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de voisinage de l’unite´ ; de plus, Ks0,nr est normal dans Knr. Conside´rons le groupe
H = Knr/Ks0,nr ; c’est un groupe alge´brique connexe de dimension finie de´fini sur
Fq. L’application de Lang sur un tel groupe e´tant surjective, on en de´duit que pour
tout g ∈ Knr, il existe h0 ∈ Knr tel que g ∈ h
−1
0 F (h0)K
s
0,nr = h
−1
0 K
s
0,nrF (h0).
Posons maintenant :
gs = h0gF (h0)
−1 ∈ Ks0,nr
et conside´rons le groupe Gs = K
s
0,nr/K
s+1
0,nr. C’est encore un groupe alge´brique
connexe de dimension finie de´finie sur Fq ; l’application de Lang y est donc e´galement
surjective, et on en de´duit l’existence de hs ∈ Ks0,nr tel que gs+1 = hsgsF (hs)
−1 ∈
Ks+10,nr. Par une re´currence e´vidente, on obtient, pour tout i ≥ s, un hi ∈ K
i
0,nr et
un gi+1 = higiF (gi)
−1 ∈ Ki+10,nr. Conside´rons maintenant l’e´le´ment :
h = . . . hi . . . hs+2hs+1hsh0 ∈ Knr;
le produit converge puisque pour tout i ≥ s, hi ∈ Ki0,nr, et l’on a :
hgF (h)
−1 ∈
⋂
i
Ki0,nr = {1} ,
d’ou` g = L (h), ce qui de´montre le lemme. 
Soit O une orbite unipotente anisotrope de G, et soit O′ l’orbite de G contenant
O ; O′ n’est pas toujours anisotrope, mais elle est toujours stable par Gal (Fnr/F ).
Soit P = MU un sous-groupe parabolique de G, et soit Mder (resp. Uder) le
groupe de´rive´ de M (resp. U) ; on dit que P est distingue´ si dim (Mder) = dim (U)−
dim (Uder).
Soit T un tore maximal de G, et B un sous-groupe de Borel de G contenant T,
que l’on supposera stables par Gal (Fnr/F ). Soit ΦKnr le syste`me de racines de G
relativement a` T, et Φ+Knr l’ensemble des racines de ΦKnr positives relativement
a` B. Puisque p est bon pour Gnr, il l’est e´galement pour G, et il existe alors un
sous-groupe parabolique P = MU de G contenant B, un sous-groupe parabolique
distingue´ P′ =M′U′ de M contenant B∩M et un e´le´ment u de O′ tels que u est un
e´le´ment de U′ appartenant a` l’orbite de Richardson de P′ ; c’est une conse´quence
de [20, corollaire au the´ore`me I.3.5 et the´ore`me II.1.5] lorsque G est semi-simple, et
dans le cas ge´ne´ral, c’est vrai dans le groupe semi-simple Gder, donc a fortiori dans
G.
Soit ΦG = ΦKnr le syste`me de racines de G relativement a` T, et Φ
+
Knr
l’ensemble
des racines positives de ΦKnr relativement a` B.
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Soit U (resp. N ) la varie´te´ des e´le´ments unipotents (resp. nilpotents) de G (resp.
Lie (G)), et ψ une application de Springer de U dans N , que l’on supposera invari-
ante par Gal
(
Fq/Fq
)
; on a le lemme suivant :
Lemme 5.2. On peut supposer u tel que n = ψ (u) est de la forme :
n =
∑
α∈Φn
nα,
ou` Φn est une partie de Φ
+
Knr
constitue´e d’e´le´ments line´airement inde´pendants, et
ou` pour tout α ∈ Φn, nα est un e´le´ment de Lie (Uα), ou` Uα est le sous-groupe
radiciel de G correspondant a` α.
De´monstration. La de´monstration est identique a` celle de [2, E.III.4.2.9], sachant
que la ge´ne´ralisation de [2, E.III.4.2.8] au cas p bon quelconque se de´duit de [20] et
que l’on utilise la graduation suivante de Lie (M) : pour toute racine simple αi de
M relativement a` T et B ∩M, on pose c (αi) = 0 si Uα ⊂ M
′ et c (αi) = 2 sinon ;
pour tout α =
∑
i λiαi, on pose c (α) =
∑
i λic (αi). On a alors :
Lie (M) =
⊕
j∈2Z
Lie (M)j ,
avec :
Lie (M)0 = Lie (T)⊕
⊕
α,c(α)=0
Lie (Uα) = Lie (M
′) ,
et, pour tout j 6= 0 :
Lie (M)j =
⊕
α,c(α)=j
Lie (Uα) .
Remarquons que si p est assez grand, on retrouve ainsi la graduation associe´e a` un
sl2-triplet contenant n. 
D’autre part, on a le lemme suivant :
Lemme 5.3. Soit v ∈ O′ ∩G ; les orbites unipotentes de G contenues dans O′ sont
en bijection avec les e´le´ments de G\L−1
(
ZG (v)
)
/ZG (v).
De´monstration. En effet, soit v′ ∈ O′ ∩ G, et soit g ∈ G tel que g−1v′g = v. On a
alors e´galement :
F (g)
−1
v′F (g) = v,
d’ou` :
L (g) = g−1F (g) ∈ ZG (v) .
Re´ciproquement, si g′ est un e´le´ment de G qui ve´rifie l’assertion ci-dessus, on a
g′vg′−1 = F (g′) vF
(
g′−1
)
, d’ou` g′vg′−1 ∈ G.
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D’autre part, il est clair que si g′ ∈ G est tel que v′′ = g′vg′−1 ∈ G, v′′ appartient
a` la meˆme G-orbite que v′ si et seulement si on a g′ ∈ GgZG (v), ce qui montre le
lemme. 
On va maintenant associer a` la Gnr-orbite contenant O
′ une orbite unipotente de
Gnr ; pour cela, on aura besoin de quelques pre´liminaires. Soit Anr la facette de Bnr
fixe´e par Knr, Anr un appartement de Bnr stable par Gal (Fnr) et contenant Anr,
et Tnr le tore de´ploye´ maximal de Gnr correspondant a` Anr ; ΦKnr s’identifie a` un
sous-syste`me de racines re´duit et stable par Gal (Fnr/F ) du syste`me de racines Φnr
de Gnr relativement a` Tnr. Soit H
′
nr = H
′ (Fnr) le sous-groupe de Gnr engendre´
par Tnr et les sous-groupes radiciels Uα,nr, α ∈ ΦKnr ; c’est un sous-groupe re´ductif
ferme´ de Gnr de´fini sur F .
Montrons qu’il existe un sous-groupe H de H ′ de´fini sur F , ferme´, re´ductif et
de´ploye´ sur Fnr dont le syste`me de racines relativement a` un tore maximal s’identifie
canoniquement a` ΦKnr : pour tout α ∈ ΦKnr , conside´rons le sous-groupe radiciel
Uα,nr de Hnr. D’apre`s [4, II. 4.1.9 et 4.1.16], il existe une extension se´parable finie
Enr de Fnr telle que Uα,nr est de l’une des deux formes suivantes :
– Uα,nr est isomorphe a` Enr ;
– il existe une extension quadratique se´parable E′nr de Enr telle que Uα,nr est
isomorphe au groupe des e´le´ments unipotents triangulaires supe´rieurs du la
forme de´ploye´e de SU3 (E
′
nr/Enr) (de´finie comme l’ensemble des e´le´ments g
de GL3 (E
′
nr) ve´rifiant
τgσ(g) = 1, ou` τg est la transpose´e de g par rapport a`
la diagonale non principale et σ l’e´le´ment non trivial de Gal (E′nr/Enr).
Dans les deux cas, soit U0,α,nr le groupe des points de Uα,nr dont l’image est a`
coordonne´es dans Fnr ; c’est un sous-groupe ferme´ de dimension 1 de Uα,nr, et c’est
le groupe des Fnr-points d’un sous-groupe ferme´ U0,α de H
′ de dimension 1 ; de plus,
on de´duit des relations de commutation entre e´le´ments unipotents de Gnr (cf. [4,
annexe]) que pour tous α, β ∈ ΦKnr , [U0,α,nr, U0,β,nr] est inclus dans le produit des
U0,γ,nr, γ ∈ ΦKnr . Conside´rons donc, en posant Tnr = T (Fnr , le groupe H engendre´
par T et les U0,α, α ∈ ΦKnr : d’apre`s ce qui pre´ce`de, il ve´rifie les conditions voulues.
On notera H (resp. Hnr) l’ensemble de ses F -points (resp Fnr-points). Il est clair
que si H ′ est lui-meˆme de´ploye´ sur Fnr, on a H = H
′.
Soit Unr (resp. Nnr) la varie´te´ des e´le´ments unipotents (resp. nilpotents) de Hnr
(resp. Lie (Hnr)) ; on a le lemme suivant :
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Lemme 5.4. Il existe une application de Springer ψnr de Unr dans Nnr telle que
pour tout v′ ∈ Knr ∩ Unr d’image v′ dans G, l’image de ψnr (v′) dans Lie (G) est
ψ
(
v′
)
.
De´monstration. En effet, soit v un e´le´ment de Knr et v son image, que l’on sup-
posera appartenir a` l’orbite unipotente de dimension maximale de G, et soit ψ′nr une
application de Springer quelconque de Unr dans Nnr. Soit X = ψnr (v) ; on montre
comme dans le lemme 5.2 qu’il existe h ∈ H tel que Ad
(
h−1
)
X est un e´le´ment de
Lie (H) de la forme :
Ad
(
h−1
)
X =
∑
α∈∆nr
nα,
ou` ∆nr est un ensemble de racines simples de ΦKnr et ou` pour tout α, nα appartient
a` Lie (Uα), ou` Uα est le sous-groupe radiciel de H correspondant a` α. Quitte a`
multiplier h a` droite par un e´le´ment de T , on peut meˆme supposer que l’on a
Ad
(
h−1
)
X ∈ Lie (Hnr) et que pour tout α, nα appartient a` Lie (Uα,nr ∩Knr) et
est d’image non nulle dans G. L’image de Ad
(
h−1
)
X dans Lie (G) est alors un
e´le´ment X ′ de l’orbite nilpotente de dimension maximale de Lie (G), et il existe
alors un e´le´ment h′ ∈ G tel que Ad
(
h′
−1
)
X ′ = v. Soit h′ un e´le´ment de Knr
d’image h′ dans G, et soit ψnr l’unique application de Springer de Unr dans Nnr
telle que l’on a :
ψnr : v 7−→ Ad
(
h′−1h−1
)
X ;
l’image de ψnr (v) dans G est alors ψ (v), et pour tout v′ ∈ Knr dont l’image
v′ appartient a` l’orbite unipotente de dimension maximale de G, puisque v′ est
conjugue´ a` v dans H , l’image de ψnr (v
′) dans G vaut ψ
(
v′
)
.
Supposons maintenant que v′ ∈ Unr ∩ Knr est tel que son image v′ dans G
n’appartient pas a` l’orbite unipotente de dimension maximale de G. Quitte a` le
conjuguer, on peut supposer que v′ appartient a` U0,nr =
∏
α∈Φ+
Knr
Uα,nr ; on trouve
alors facilement une droite D de Lie (U0,nr) contenant ψnr (v
′), telle qu’il existe un
isomorphisme de D dans Fnr qui envoie D ∩ Lie (Knr) dans l’anneau des entiers
Onr de Fnr et que les images dans Lie (G) de tous les e´le´ments de D ∩ Lie (Knr)
correspondant a` des e´le´ments de O∗nr (resp. l’ide´al maximal pnr de Onr) sont con-
tenues dans l’orbite nilpotente de dimension maximale de Lie (G) (resp. sont e´gales
a` ψ (v)) : si α1, . . . , αk sont les racines simples de Φ
+
Knr
n’intervenant pas dans
l’e´criture de ψ (v) comme somme d’e´le´ments des sous-groupes radiciels associe´s aux
e´le´ments de Φ+Knr , et si pour tout i, ni est un e´le´ment de Lie (Uαi ∩Hnr ∩Knr)
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d’image non nulle dane G, la droite :
D = {ψnr(v) + z
k∑
i=1
ni | z ∈ Fnr}
convient. Soit V = ψ−1nr (D) : c’est une sous-varie´te´ ferme´e de dimension 1 de U0,nr,
et d’apre`s ce qui pre´ce`de, si V (resp v′) est l’image de V ∩Knr (resp. v′) dans G,
l’image de D ∩ Lie (Knr) dans Lie (G) est la re´union de ψ
(
V
)
−
{
ψ
(
v′
)}
et d’un
singleton ; or elle est ferme´e, donc elle contient e´galement ψ
(
v′
)
; puisque l’image de
ψnr (v
′) n’appartient pas a` l’orbite nilpotente de dimension maximale de Lie (G),
on en de´duit qu’elle appartient au singleton, donc qu’elle est e´gale a` ψ
(
v′
)
, ce qui
ache`ve la de´monstration. 
Soit n un e´le´ment de Lie (Hnr) de la forme :
n =
∏
α∈Φn
nα,
ou` pour tout α ∈ Φn, nα est un e´le´ment de Lie (Uα,nr ∩Knr) dont l’image dans
Lie (U) est nα. Un tel n est clairement nilpotent. Soit u = ψ−1nr (n), et soit Onr
l’orbite dans le groupe Hnr ∩Knr.
Soit P 0 le sous-groupe parabolique minimal de H engendre´ par T et les sous-
groupes radiciels Uα, α ∈ Φ
+
Knr
; soit P = MU l’unique sous-groupe parabolique
de H standard (relativement a` P 0 et T ) tel que l’image de P ∩ Knr dans G est
P = MU, et P ′ = M ′U ′ le sous-groupe parabolique de M standard (relativement
a` P 0 ∩M et T ) tel que l’image de P
′ ∩ Knr dans G est P′ = M′U′ ; il est clair
d’apre`s la classification de [1] (valable pour tout p bon par [20]) que P ′ est un sous-
groupe parabolique distingue´ de M ; d’autre part, l’image de Onr ∩U ′nr dans G est
l’intersection de U′ et de l’orbite de Richardson de P′ ; on en de´duit que Onr∩U ′nr est
Zariski-dense dans U ′nr, et donc qu’elle est contenue dans l’orbite de Richardson de
P ′. On notera P0,nr (resp. Pnr, Mnr, Unr, P
′
nr, M
′
nr, U
′
nr) le groupe des Fnr-points
de P 0 (resp. P , M , U , P
′, M ′, U ′).
L’orbite Onr ainsi de´finie n’est pas unique et de´pend du choix de n : on notera
Unr l’ensemble des Onr possibles, et U0nr l’ensemble des e´le´ments de Unr stables par
Gal (Fnr/F ). Ce dernier ensemble n’est pas vide : en effet, il est clair que P0,nr et Tnr
sont stables par Gal (Fnr/F ). Soit σ ∈ Gal (Fnr/F ). Puisque O′ rencontre G, u et
σ (u) sont conjugue´s ; d’apre`s [20, the´ore`me II.1.7 (ii)], on en de´duit que M et σ (M)
sont conjugue´s. De plus, si w est un e´le´ment du groupe de Weyl W (G/T) tel que
w−1Mw = σ (M) (il en existe puisque M et σ (M) sont semi-standard relativement
a` T et conjugue´s entre eux) et w−1 (M ∩ B)w = σ (M ∩ B), on a w−1P′w = σ (P′) ;
en effet, les syste`mes de racines de M′ et de wσ (M′)w−1 sont les meˆmes a` un
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automorphisme du diagramme de Dynkin deM pre`s, et on ve´rifie imme´diatement, en
se ramenant au cas ou` le diagramme de Dynkin de M est connexe et en conside´rant
successivement chaque cas de la classification de [1], que P
′
est toujours invariant
par un tel automorphisme. Dans ce qui suit, on supposera Onr ∈ U0nr.
On a alors le lemme suivant :
Lemme 5.5. Soit v un e´le´ment de Onr ∩K ∩H ; les orbites unipotentes de K ∩H
contenues dans Onr sont en bijection avec les e´le´ments de l’ensemble :
(K ∩H) \L−1 (ZKnr∩Hnr (v)) /ZKnr∩Hnr (v) .
De´monstration. La de´monstration est identique a` celle du lemme 5.3. 
Corollaire 5.6. Il existe une bijection canonique entre les orbites unipotentes de
K ∩H contenues dans Onr et les orbites unipotentes de G contenues dans O′, qui
a` l’orbite de v ∈ Onr ∩K ∩H associe celle de sa classe dans G.
De´monstration. En effet, soit v ∈ Onr ∩K ∩ H , et v sa classe dans H ; on de´duit
de la classification de [5, 13.1] applique´e successivement a` H/ZH et a` G/ZG que
l’ensemble des classes dans G des e´le´ments de ZKnr∩Hnr (v) est exactement ZG (v).
De plus, si g ∈ L−1 (ZKnr∩Hnr (v)), son image dans G appartient a` L
−1
(
ZG (v)
)
;
d’autre part, posons :
Cv = ZKnr∩Hnr (v) /ZKnr∩Hnr (v)
0 .
Puisque v ∈ H , Gal (Fnr/F ) agit sur Cv, et l’application de Lang surKnr induit une
bijection de K ∩ H\L−1 (ZKnr∩Hnr) (v) /ZKnr∩Hnr (v) dans l’ensemble des classes
de Cv pour la relation d’e´quivalence suivante : x ≡ y si et seulement si il existe
z ∈ Cv tel que x = z
−1yF (z). De meˆme, en de´finissant Cv de manie`re analogue
a` Cv, l’application de Lang sur G induit une bijection de G\L−1
(
ZG
)
(v) /ZG (v)
dans l’ensemble des classes de Cv pour la relation d’e´quivalence similaire. Or on
de´duit de [5, 13.1] que dans tous les cas, Cv et Cv sont canoniquement isomorphes
et que Gal (Fnr/F ) agit de la meˆme manie`re sur l’un et sur l’autre ; on en de´duit
une bijection canonique :
K ∩H\L−1 (ZKnr∩Hnr (v)) /ZKnr∩Hnr (v) −→ G\L
−1
(
ZG
)
(v) /ZG (v) ,
qui a` chaque double classe associe l’ensemble de ses images dans G. L’assertion du
lemme se de´duit alors imme´diatement des lemmes 5.3 et 5.5. 
D’apre`s ce corollaire, on peut associer a` chaque orbite unipotente O deG contenue
dans O′ une orbite unipotente UO de G, qui est celle contenant l’orbite unipotente
de K ∩H ante´ce´dent de O par la bijection en question.
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Conside´rons la relation de pre´ordre sur les orbites unipotentes de G (resp. Gnr)
de´finie de la fac¸on suivante : U ≤ U ′ si U est contenue dans l’adhe´rence de U ′.
On dira qu’un e´le´ment d’un ensemble d’orbites unipotentes de G (resp. Gnr) est
minimal s’il l’est pour cette relation.
On a le lemme suivant :
Lemme 5.7. Les orbites de Gnr contenant les e´le´ments de Unr sont minimales
parmi celles rencontrant uK1nr.
De´monstration. En effet, supposons d’abord Gnr de´ploye´, et Knr maximal spe´cial ;
on a alors Hnr = Gnr. Soit v ∈ uK1nr unipotent ; si w ∈ ZKnr (v), son image dans G
est clairement dans ZG (u). Conside´rons le morphisme canonique ZKnr (v)→ ZG (u).
Il induit un morphisme canonique Lie
(
ZKnr (v)
0
)
→ Lie
(
ZG (u)
0
)
, qui se factorise
en :
Lie
(
ZKnr (v)
0
)
→ Lie
(
ZKnr (v)
0
)
→ Lie
(
ZG (u)
0
)
.
Puisque Lie
(
ZKnr (v)
0
)
est un ouvert de Lie
(
ZGnr (v)
0
)
et puisque le second
morphisme est injectif, on en de´duit :
dim
(
Lie
(
ZGnr (v)
0
))
= dim
(
Lie
(
ZKnr (v)
0
))
≤ dim
(
Lie
(
ZG (u)
0
))
.
Or d’apre`s [5, 13.1], on a l’e´galite´ pour v = u ; on en de´duit :
dim (ZGnr (v)) ≤ dim (ZGnr (u)) ,
ce qui de´montre que l’orbite de u est minimale parmi les orbites unipotentes ren-
contrant uK1nr.
Supposons ensuite que Knr n’est plus ne´cessairement maximal, mais est contenu
dans un sous-groupe parahorique maximal hyperspe´cialK0,nr de Gnr, toujours avec
Gnr de´ploye´. Pour montrer l’assertion du lemme, il faut alors montrer que les or-
bites de Gnr contenant les e´le´ments de Unr sont exactement les orbites unipotentes
minimales parmi celles rencontrant uU0K10,nr, ou` U0 est le radical unipotent du
sous-groupe parabolique de G0 = K0,nr/K10,nr image de Knr. Cette assertion se
de´duit, par une re´currence e´vidente, du cas pre´ce´dent et du lemme suivant :
Lemme 5.8. L’orbite de u est l’unique orbite unipotente minimale parmi celles qui
rencontrent uU0.
De´monstration. Par la correspondance de Springer, on voit que l’assertion du lemme
est e´quivalente a` l’assertion correspondante concernant n. Soit donc n′ ∈ n +
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Lie
(
U0
)
; e´crivons-le :
n′ =
∑
α∈Φ+K0,nr
n′α,
ou` Φ+K0,nr est de´fini de manie`re analogue a` Φ
+
Knr
. Soit ∆0 = {α1, . . . , αn} l’ensemble
des racines simples de Φ+K0,nr , les indices e´tant choisis de telle sorte que ∆nr =
{αr+1, . . . , αn}. Pour tout α ∈ Φ
+
K0,nr
de la forme :
α =
n∑
i=1
ciαi,
posons :
c (α) =
r∑
i=1
ci.
Pour tout x ∈ Fq, posons :
n′x =
∑
α∈Φ+
K0,nr
xc(α)n′α.
Il est clair que l’ensemble
{
n′x | x ∈ Fq
}
est une sous-varie´te´ ferme´e de G, que n′0 = n
et que pour tout x 6= 0, n′x appartient a` l’orbite de n
′ ; on en de´duit que n appartient
a` l’adhe´rence de l’orbite de n′ ; comme ceci est vrai pour tout n′, l’orbite de n est
l’unique orbite minimale parmi celles rencontrant n+ Lie
(
U0
)
, ce qui de´montre le
lemme. 
Revenons a` la de´monstration du lemme 5.7. Supposons maintenant Knr quel-
conque, toujours avec Gnr de´ploye´, et soit K0,nr un sous-groupe parahorique max-
imal de Gnr contenant Knr ; on a le lemme suivant :
Lemme 5.9. Il existe une extension finie Enr de Fnr telle que si K0,Enr est le
sous-groupe parahorique maximal de G (Enr) contenant K0,nr, K0,Enr est spe´cial.
De´monstration. En effet, soit x0 un point spe´cial quelconque de l’appartement Anr,
et soit {α1, . . . , αn} un ensemble de racines simples de Gnr relativement a` Tnr. Pour
tout i, conside´rons une forme affine fi sur Anr de´finie de la fac¸on suivante :
– si Vnr est l’espace vectoriel associe´ a` Anr et Hi l’hyperplan de Vnr associe´ a`
αi, le noyau de fi est x0 +Hi ;
– les points ou` fi prend des valeurs entie`res sont exactement les hyperplans de
la forme x′ +Hi, ou` x
′ est un sommet de Anr, qui sont re´union de facettes de
Anr.
Une telle forme affine est unique au signe pre`s ; de plus, l’ensemble des points
spe´ciaux de Anr est exactement l’ensemble des points ou` toutes les fi prennent
des valeurs entie`res. D’autre part, si Enr est une extension finie galoisienne de Fnr,
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soit BEnr l’immeuble de G (Enr), et AEnr l’appartement de BEnr correspondant a`
l’unique tore de´ploye´ maximal de G (Enr) contenant Tnr ; l’appartement Anr s’i-
dentifie a` l’ensemble des points de AEnr fixe´s par Gal (Enr/Fnr), et l’ensemble des
points de Anr correspondant a` un sous-groupe parabolique maximal spe´cial de GEnr
est exactement l’ensemble des points x′ tels que pour tout i, fi (x
′) ∈
1
[Enr : Fnr ]
Z.
Pour montrer le lemme, il suffit donc de ve´rifier qu’il existe Enr ve´rifiant ces con-
ditions, ce qui est toujours le cas si, en notant x le sommet de Anr fixe´ par K0,nr,
pour tout i, fi (x) est un rationnel dont le de´nominateur n’est pas multiple de p.
Il est clair que l’on peut supposer que le diagramme de Dynkin de Gnr est
connexe. Si Gnr est de type An, tout sous-groupe parahorique maximal de Gnr
est spe´cial et il suffit de poser Enr = Fnr ; on supposera donc que Gnr n’est pas
de type An. Conside´rons, pour tout i, l’hyperplan de Anr syme´trique de x0 + Hi
par rapport a` x ; une telle syme´trie pre´serve la structure simpliciale de Anr, donc il
est re´union de facettes ; de plus, il contient le sommet x′′ de Anr syme´trique de x0
par rapport a` x. Comme ceci est vrai pour tout i, x′′ est spe´cial, donc pour tout i,
fi (x
′′) ∈ Z ; comme x est le milieu du segment [x′′, x0], on en de´duit que pour tout
i, fi (x) ∈
1
2
Z. Or puisque p est bon pour Gnr, il est diffe´rent de 2 ; on en de´duit
l’assertion cherche´e. 
Revenons a` la de´monstration du lemme 5.7. Soit K10,Enr le premier sous-groupe
de congruence de K0,Enr ; on a :
K10,nr = K
1
0,Enr ∩Gnr;
en effet, si x est un point de l’immeuble BEnr de GE,nr dont K0,Enr est le fixateur
connexe, les deux membres de l’e´galite´ ci-dessus sont e´gaux au groupe des e´le´ments
de Gnr fixant un voisinage de x dans BEnr . L’assertion du lemme se de´duit alors
imme´diatement du cas pre´ce´dent.
Supposons enfin Gnr quelconque, et soit E
′
nr une extension de Fnr sur laquelle G
est de´ploye´ ; l’assertion est vraie pour G (E′nr) d’apre`s ce qui pre´ce`de, et si KE′nr est
un sous-groupe parahorique de G (E′nr) contenant Knr, par un argument similaire
a` celui du cas pre´ce´dent, on a :
K1nr = K
1
E′nr
∩Gnr;
elle est donc e´galement vraie pour Gnr par restriction. 
On en de´duit imme´diatement, par restriction, le corollaire suivant :
Corollaire 5.10. Parmi les orbites unipotentes de G rencontrant uK1, les orbites
rencontrant un e´le´ment de U0nr sont minimales.
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Fixons maintenant une orbite UO de G rencontrant un e´le´ment de U0nr ; on a le
lemme suivant :
Lemme 5.11. Soit K1 un autre sous-groupe parahorique de G, G1 = K1/K11 , O1
une orbite anisotrope de G1, et UO1 une orbite de G associe´e a` O1 de la meˆme
fac¸on que UO l’est a` O. Si UO rencontre l’image re´ciproque de O1 dans K1 et est
minimale dans celle-ci, alors K et K1 sont associe´s et O et O1 sont contenues dans
la meˆme G-orbite de G ≡ G1.
De´monstration. Soit v ∈ U0 ∩O1K11 ; quitte a` conjuguer v et K1 par un e´le´ment de
G convenable, on supposera v ∈ H .
Tout d’abord, montrons que l’on peut supposer que K1 contient KT0 . Soit A1 la
facette de B dont le fixateur connexe est K1 et A′ un appartement de B contenant
a` la fois A et A1 ; d’apre`s [4, 2.5.8], il existe k ∈ G1 tel que kA = A′ et que
k fixe A ∩ A′ ; en particulier, k fixe A, donc k ∈ K. De plus, il est clair que
si dans ce qui pre´ce`de, on remplace T0 par kT0k
−1, on conjugue tous les sous-
groupes radiciels, et donc e´galement H , par k ; on peut donc choisir kuk−1 a` la
place de u, et l’orbite associe´e a` O est alors kUOk
−1 = UO ; on peut donc, quitte
a` remplacer T0 par kT0k
−1, H pat kHk−1 et v par kvk−1, supposer KT0 ⊂ K1.
Le groupe K1,H = K1 ∩ H est alors un sous-groupe parahorique de H ; de plus,
H1 = K1,H/K11,H est un sous-groupe re´ductif ferme´ de G1 qui contient l’image de
v, donc qui rencontre O1, et O1 ∩H1 est re´union d’orbites unipotentes anisotropes
de H1. De plus, KH = K ∩ H est un sous-groupe parahorique maximal spe´cial de
H .
Supposons KH et K1,H associe´s dans H ; ils sont alors conjugue´s par un e´le´ment
h de H , et en particulier, K1,H est e´galement maximal spe´cial. Soit (L,KL) =
κ0(K,T0), (L1,KL1) = κ0(K1, T0) ; L1 est alors un sous-groupe de Levi de G con-
tenant H , et de meˆme rang semi-simple que H ; en effet, si ce n’e´tait pas le cas,
H serait contenu dans un sous-groupe de Levi propre de L1, et O1 rencontrerait
alors un sous-groupe de Levi propre de G1 = L1/L11, ce qui est exclu par hypothe`se.
D’autre part, par de´finition de H , L est e´galement un sous-groupe de Levi de G
contenant H et de meˆme rang semi-simple que H ; on a donc L = L1. De plus, KL
(resp. KL1) est l’unique sous-groupe parahorique de L contenant KH (resp. K1,H) ;
on en de´duit que KL et KL1 sont conjugue´s par h, et donc que K et K1 sont as-
socie´s. Enfin, il est clair que si O et O1 rencontrent une meˆme H-orbite de G, elles
sont contenues dans la meˆme G-orbite ; il suffit donc de montrer le lemme dans le
cas ou` G = H .
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Supposons donc G = H ;K est alors un sous-groupe parahorique maximal spe´cial
de G, et UO est une orbite unipotente anisotrope. On a le lemme suivant :
Lemme 5.12. Soit U ′ une orbite unipotente de G minimale parmi celles rencon-
trant O1K
1
1 ; alors U
′ rencontre L1 ∩O1K11 .
De´monstration. Par une re´currence e´vidente, il suffit de conside´rer le cas ou` L1
est propre maximal, sachant que si L1 = G il n’y a rien a` de´montrer. Soit V1 et
V −1 les radicaux unipotents des deux sous-groupes paraboliques de G semi-standard
(relativement a` T0) admettant L1 pour composante de Levi ; on a la de´composition
d’Iwahori :
K1 =
(
V −1 ∩K1
)
(L1 ∩K1) (V1 ∩K1) .
Soit u′ ∈ U ′∩O1K11 ; on va montrer qu’il existe v ∈ V1∩K1 tel que v
−1u′v ∈ L1V
−
1 .
En inversant les roˆles de V1 et V
−
1 , on obtiendra ensuite un v
− ∈ V −1 ∩K1 tel que
v−
−1
v−1u′vv− ∈ L1V1 ∩ L1V
−
1 = L1, ce qui de´montrera le lemme.
Soit A1 l’areˆte de A fixe´e par K1, x
′
1 le sommet de A1 tel que si K
′
1 est le sous-
groupe parahorique maximal de G fixant x′1, on a K
′
1∩L1V1 = K1∩L1V1, A2 l’areˆte
de A syme´trique de A1 par rapport a` x
′
1, et K2 le fixateur connexe de A2 ; puisque
A1 et A2 engendrent la meˆme droite D de A, K1 et K2 sont associe´s. On va montrer
qu’il existe v1 ∈ K1 ∩ V1 tel que v
−1
1 u1v1 ∈ O1K
1
1 ∩ O1K
1
2 ; en conside´rant ensuite
les areˆtes A3, A4, · · · de D telles que pour tout i, Ai est le syme´trique de Ai−1 par
rapport au sommet x′i−1 de Ai−1 distinct de x
′
i−2, on obtient ainsi par re´currence
pour tout i un e´le´ment vi de Ki∩V1 tel que v
−1
i · · · v
−1
1 u1v1 · · · vi ∈
⋂i
j=1O1K
1
j . De
plus, la suite des Ki ∩ Vi est une base de voisinage de l’unite´ dans Vi ; on en de´duit
que le produit infini des vi converge vers un e´le´ment v de K1 ∩ V1 tel que v
−1u1v
appartient a`
⋂∞
i=1O1K
1
i , qui n’est autre que O1
(
K11 ∩ L1V
−
1
)
⊂ L1V
−
1 .
Montrons donc l’existence de v1. Soit u′ (resp P′1) l’image de u
′ (resp. K1) dans
G′1 = K
′
1/K
′
1
1
; G1 s’identifie a` une composante de Levi de P′1, et u′ appartient a`
une orbite unipotente de G′1 minimale parmi celles rencontrant O1P
′
1. Pour montrer
l’existence de v1, il suffit de montrer l’existence d’un e´le´ment v1 du radical unipotent
U′1 de P
′
1 tel que v1
−1u′v1 ∈ O1 ; puisque K ′1 ∩ L1V1 = K1 ∩ L1V1, l’image de V1
dans G′1 est e´gale a` U
′
1, et il existe donc un repre´sentant v1 de v1 appartenant a` V1,
qui ve´rifie la condition cherche´e.
Posons G′1 = G
′
1(Fq), G1 = G1(Fq), U
′
1 = U
′
1(Fq). D’apre`s le lemme 5.8 applique´
a` P′1, par minimalite´ de l’orbite de u′, il existe v
′
1 ∈ P
′
1 tel que v
′
1
−1
u′v′1 ∈ G1,
et il est clair que l’on peut supposer v′1 ∈ U
′
1 ; puisque la composante dans G1 de
v′1
−1
u′v′1 est la meˆme que celle de u
′, on a v′1
−1
u′v′1 ∈ G1 ; si F est le Frobenius de
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Gal
(
Fq/Fq
)
, on a donc F(v′1)
−1u′F(v′1) = v
′
1
−1
u′v′1. On en de´duit :
v′1F(v
′
1)
−1 ∈ ZG′1(u
′) ∩ U′1.
Or d’apre`s [5, 13.1], le groupe ZG′
1
(u′) ∩ U′1 est toujours connexe ; l’application de
Lang y est surjective, et on obtient v′′1 ∈ ZG′1(u
′) ∩ U′1 tel que l’on a :
v′1F(v
′
1)
−1 = v′′1
−1
F(v′′1 ),
c’est-a`-dire v′′1 v
′
1 ∈ G
′
1. En posant v1 = v
′′
1v
′
1, on obtient v1
−1u′v1 ∈ O1, ce qui est
l’assertion cherche´e. 
Revenons a` la de´monstration du lemme 5.11. D’apre`s le lemme pre´ce´dent, UO
rencontre L1 ; or UO est anisotrope, donc L1 = G et K1 est maximal. Soit x (resp.
x1) le sommet de B fixe´ par K (resp. K1) ; on va montrer qu’il existe g ∈ G tel que
gx1 = x, c’est-a`-dire que K et K1 sont conjugue´s.
D’apre`s la de´finition de UO, v est conjugue´ a` u par un e´le´ment de Knr ; on
de´duit donc de la de´finition de u qu’il existe un appartement A′nr de Bnr stable par
Gal (Fnr/F ) et tel que l’ensemble des points de A′nr fixe´s par v est l’intersection de
t = card (Φn) racines affines α
′
1, . . . , α
′
t telles que pour tout i, la facette A1,nr de B
contenant x1 appartient a` la frontie`re de α
′
i. Soit Cnr un quartier de A
′
nr stable par
Gal (Fnr/F ) contenu dans cette intersection, et soit A′′nr un appartement de Bnr
contenant a` la fois A1,nr et un sous-quartier C
′
nr de Cnr que l’on pourra, quitte a`
le re´duire, supposer e´galement stable par Gal (Fnr/F ) ; si P
′
0,nr = M
′
0,nrU
′
0,nr est
le sous-groupe parabolique minimal de Gnr associe´ a` la direction de Cnr, il existe
v ∈ U ′0,nr tel que vA
′′
nr = A
′
nr ; de plus, on de´duit des relations de commutation
entre e´le´ments unipotents de Gnr (cf. [8] et [4, annexe]) que vA1,nr est situe´ sur
l’intersection des α′i ; enfin, on a le lemme suivant :
Lemme 5.13. On peut choisir A′′nr et v tels que v ∈ G et A
′′
nr est stable par
Gal (Fnr/F ).
De´monstration. En effet, puisque A1,nr et C
′
nr sont stables par Gal (Fnr/F ), l’ap-
partement F(A′′nr), ou` F est le Frobenius de Gal (Fnr/F ), les contient e´galement.
De plus, on a le lemme suivant :
Lemme 5.14. L’application de Lang sur U ′0,nr est surjective.
De´monstration. En effet, pour tout y ∈ C′nr stable par Gal (Fnr/F ), elle est sur-
jective sur Ky ∩U ′0,nr par le lemme 5.1, et la re´union de ces sous-groupes est U
′
0,nr
tout entier. 
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On en de´duit qu’il existe v′ ∈ U ′0,nr tel que v
′−1F(v′)F(A′′nr) = A
′′
nr ; l’apparte-
ment v′A′′nr est alors stable par Gal (Fnr/F ). De plus, on a :
F (v′v)A′′nr = v
′vA′′nr = A
′
nr,
donc v−1v′
−1
F (v′v) appartient a` l’intersection de U ′0,nr et de NGnr
(
T ′0,nr
)
, ou` T ′0,nr
est le tore maximal associe´ a` A′nr. Or une telle intersection est force´ment re´duite
a` l’identite´ : en effet ses e´le´ments sont des e´le´ments unipotents de NGnr
(
T ′0,nr
)
qui fixent un quartier de A′nr, donc A
′
nr tout entier ; ce sont donc des e´le´ments de
ZGnr
(
T ′0,nr
)
, qui est un tore et ne contient pas d’e´le´ments unipotents autres que 1.
On en de´duit v′v ∈ G. L’assertion du lemme est donc vraie en prenant v′A′′nr et v
′v
a` la place de A′′nr et v. 
On en de´duit que vx1 est un point de A′nr fixe´ par Gal (Fnr/F ) et situe´ sur
le sous-espace affine E de A′nr engendre´ par Anr. Or le seul point ve´rifiant ces
proprie´te´s est x : en effet, s’il existe un autre point y de E fixe´ par Gal (Fnr/F ), ce
groupe fixe point par point la droite de E engendre´e par x et y ; comme l’intersection
de Anr et d’une telle droite est un segment ouvert, elle n’est pas re´duite a` x et on
obtient une contradiction. On en de´duit que l’on a vx1 = x et donc queK etK1 sont
conjugue´s. Quitte a` remplacer K par vK, on peut donc supposer K = K1 ; le fait
que O et O1 sont contenues dans une meˆme G-orbite de G se de´duit imme´diatement
du corollaire 5.6.

Soit Λ l’ensemble des couples (µ,O), ou` µ ∈M et O est une G-orbite unipotente
anisotrope du groupe fini M associe´ a` µ ; on a ainsi montre´ le re´sultat suivant :
Proposition 5.15. Il existe une injection φ de Λ dans l’ensemble des orbites unipo-
tentes de G, qui posse`de la proprie´te´ suivante : pour tout couple (µ,O), si K est un
sous-groupe parahorique de G dont l’e´le´ment de M associe´ est µ, UO = φ (µ,O) est
une orbite unipotente de G minimale parmi celles rencontrant l’image re´ciproque de
O dans K ; de plus, si (M,Kµ) est un repre´sentant de µ, UO rencontre Kµ.
Soit maintenant µ ∈ M, (M,KM ) un repre´sentant de µ, G = KM/K1M , O une
G-orbite unipotente de G et U = UO = φ (µ,O). Si O est anisotrope, on posera
r (O) = dim (UO) ; si O et quelconque, si M est un Levi de G et OM une G-orbite
unipotente anisotrope de M tels que OM ⊂ O, on posera r (O) = r (OM). On a le
re´sultat suivant :
Lemme 5.16. Soit µ′ ∈M, K ′ un sous-groupe parahorique de G tel que κ (K ′) =
µ′, G′ = K ′/K ′1, et U ′ l’ensemble des G-orbites unipotentes de G′. On a une e´galite´
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de la forme :
JU |CK′,0 =
∑
O′∈U ′
cU,O′1O′ ,
avec pour tout O′ :
– si K ′ est associe´ a` un sous-groupe de K et si O′ ⊂ O, on a cU,O′ 6= 0 ;
– si O′ ne ve´rifie pas la condition ci-dessus et si r (O′) ≥ r (O), on a cU,O′ = 0.
De´monstration. En effet, on a par (3), pour tout f ∈ CK′,0, si u est un e´le´ment
quelconque de U :
JU (f) =
∑
O′∈U ′

 ∑
h∈Gu,h−1uh∈O′
vol
(
Z0G (u) \Z
0
G (u)hK
′
)
vol (K ′)

 1O (f) ,
d’ou` pour tout O′ ∈ U :
cU,O′ =
∑
h∈Gu,h−1uh∈O′
vol
(
Z0G (u) \Z
0
G (u)hK
′
)
vol (K ′)
.
Soit O′ ∈ U ′ telle que r (O′) ≥ r (O) ; si l’image re´ciproque de O′ dans K ′ ne
rencontre pas U , il n’existe aucun h ∈ Gu tel que h−1uk ∈ K ′ et h−1uh ∈ O′, et
donc cU,O′ = 0. Supposons donc que l’image re´ciproque de O
′ dans K ′ rencontre
U . Soit M un Levi de G′ et O′M une orbite unipotente anisotrope de G
′ tels que
O′M ⊂ O
′. Soit P un sous-groupe parabolique de G′ de Levi M, et K ′P le sous-groupe
parahorique de G image re´ciproque de P dans K ′ ; d’apre`s la proposition 5.15, UO′
M
est minimale parmi les orbites unipotentes de G rencontrant l’image re´ciproque
d’un e´le´ment u′ quelconque de O′M dans K
′
P ; comme K
′1 ⊂ K ′P
1, a fortiori, UO′
M
est minimale parmi les orbites unipotentes de G rencontrant u′K ′1, et on a donc
r (O′) = r (O′M) ≤ r (O). De plus, par le lemme 5.11, si U est e´galement minimale
parmi les orbites unipotentes de G rencontrant u′K ′1, K et K ′P sont associe´s et, en
identivfiant G a`M, on a O′M = O, ce qui de´montre la deuxie`me assertion du lemme.
Montrons maintenant la premie`re : supposons queK ′ est associe´ a` un sous-groupe
de K et que O′ ⊂ O. Alors la somme de´finissant cU,O′ comporte au moins un terme
non nul ; puisque ces termes sont tous positifs, on en de´duit que cU,O′ 6= 0. 
Corollaire 5.17. Les inte´grales orbitales JUO sont line´airement inde´pendantes sur
C0.
De´monstration. En effet, supposons qu’il existe des constantes λO′ , O
′ ∈ Λ, telles
que
∑
O′ λO′JU,O′ |C0 = 0 ; on va montrer par re´currence sur r (O
′) qu’elles sont
toutes nulles. Fixons donc (µ′, O′) ∈ Λ, et supposons que pour tout (µ,O) ∈ Λ telle
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que r (O) > r (O′), on a λO = 0. Soit K un sous-groupe parahorique de G contenant
I, et G = K/K1 ; e´crivons, comme dans le lemme pre´ce´dent, pour tout (µ,O) ∈ Λ :
JUO |CK,0 =
∑
O′′
cUO,O′′1O′′ ,
ou` O′′ de´crit l’ensemble des orbites unipotentes de G. On en de´duit, en identifiant
1O′ a` un e´le´ment de C0 :
JUO (1O′) = cUO,O′ ,
d’ou` :
0 =
∑
O,r(O)≤r(O′)
λOJUO (1O′) =
∑
O,r(O)≤r(O′)
λOcUO,O′ .
Or d’apre`s le lemme pre´ce´dent, si r (O) ≤ r (O′), cUO ,O′ = 0 si O 6= O
′ ; l’e´galite´
pre´ce´dente se re´duit donc a` :
λO′cUO′ ,O′ = 0.
Comme, toujours par le lemme pre´ce´dent, cUO′ ,O′ 6= 0, on a λO′ = 0, ce qui de´montre
le corollaire. 
5.2. Quelques re´sultats sur les groupes finis.
Lemme 5.18. Soit G un groupe fini re´ductif et connexe, P0 un sous-groupe parabolique
minimal de G, HG l’alge`bre de Hecke des fonctions sur G biinvariantes par P0.
Soit T un tore maximal de G, g un e´le´ment re´gulier de T ; la restriction a` HG
de l’inte´grale orbitale 1g est combinaison line´aire des restrictions des inte´grales or-
bitales unipotentes sur G.
De´monstration. SoitG un groupe re´ductif connexe de´fini sur Fq et F une application
de Frobenius de G dans lui-meˆme tels que G = GF ; pour tout tore maximal T de G,
soit T le tore maximal F-stable de G tel que T = TF. Si gT est un e´le´ment re´gulier
de T, on a, d’apre`s le lemme 4.9, pour tout f ∈ HG :
1gT (f) =
1
card (T)
〈RT,1, f〉G,
ou` RT,1 est l’application de Deligne-Lusztig de G dans C de´finie dans la de´monstra-
tion du the´ore`me 4.2. Or d’apre`s la de´monstration du lemme 4.9, tous les 〈RT,θ, f〉G,
θ 6= 1, sont nuls, et on peut donc e´crire :
〈RT,1, f〉G =
∑
θ
〈RT,θ, f〉G
=
1
card (G)
∑
g∈G
f (g)
∑
θ
RT,θ (g) .
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D’autre part, on a pour tout g ∈ G, d’apre`s la de´monstration de [5, the´ore`me 7.5.1] :
∑
θ
RT,θ (g) = L
(
(g, 1) , X˜
)
,
ou`, comme dans la de´monstration du the´ore`me 4.2, X˜ = L−1 (U), U e´tant le radical
unipotent d’un sous-groupe de Borel B de G contenant T, et ou` L
(
(g, 1) , X˜
)
est
le nombre de Lefschetz ; si g = su est la de´composition de Jordan de g, ce nombre
ve´rifie, d’apre`s [5, 7.1.10] :
L
(
(g, 1) , X˜
)
= L
(
(u, 1) , X˜(s,1)
)
,
ou` X˜(s,1) est l’ensemble des points de X˜ fixe´s par (s, 1), c’est-a`-dire l’ensemble des
e´le´ments h de X˜ ⊂ G ve´rifiant sh = h. Or cet ensemble est vide si s 6= 1, c’est-a`-dire
si g n’est pas unipotent ; on en de´duit :
〈RT,1, f〉G =
∑
g∈G,g unipotent
f (g)
∑
θ
RT,θ (g) .
Puisque les RT,θ sont des fonctions sur G invariantes par conjugaison, si U est
l’ensemble des orbites unipotentes de G, on peut reformuler l’e´galite´ ci-dessus de la
manie`re suivante :
〈RT,1, f〉G =
∑
u∈U
(∑
θ
RT,θ (u)
)
1u (f) ,
ou` pour tout u ∈ U , 1u est l’inte´grale orbitale sur u, ce qui de´montre le lemme. 
Corollaire 5.19. Si G est tel que tout tore maximal T de G admet au moins un
e´le´ment re´gulier, et si aucune composante connexe du diagramme de Dynkin de G
n’est de type E7 ou E8, alors les inte´grales orbitales unipotentes engendrent l’espace
des restrictions a` HG des distributions sur G.
De´monstration. Ce corollaire se de´duit imme´diatement du lemme pre´ce´dent et de
la proposition 4.5. 
Soit maintenant P = MU un sous-groupe parabolique de G et O′ une G-orbite
unipotente anisotrope de M. On peut assimiler 1O′ a` la fonction caracte´ristique de
O′ dans M ; on peut alors de´finir la distribution IndGM 1O′ sur G. On de´duit de la
de´finition de l’induite que l’on a :
IndGM 1O′ =
∑
O
card (ZG (u))
card (P)
card (O′U ∩O) 1O,
la somme portant sur les G-orbites unipotentes de G ; u de´signe un e´le´ment quel-
conque de O. De plus, on a le lemme suivant :
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Lemme 5.20. Avec les notations pre´ce´dentes, pour tout O, O′U ∩ O ne peut eˆtre
non vide que si on a soit O′ ⊂ O, soit r (O′) > r (O).
De´monstration. En effet, soit KP le sous-groupe parahorique de G image re´cipro-
que de P dans K, (M,KM ) = κ0 (KP), µ′ la classe de (M,K) dans M′ et u un
repre´sentant dans KM de UO′ . Soit P = MU l’unique sous-groupe parabolique de
G de Levi M tel que l’image de P ∩ K dans G est P ; si O′U ∩ O est non vide,
O admet un repre´sentant dans G de la forme uv, v ∈ U ; un tel repre´sentant est
clairement unipotent, et si O′ n’est pas contenue dans O, l’orbite V de uv dans G
ne contient pas u. Or il existe t ∈ NG (KM ) tel que t−1 (U ∩K) t ⊂ U ∩ K1 : si
T0 est un tore de´ploye´ maximal de G contenu dans M , il suffit de choisir t tel que
pour toute racine α de G relativement a` T0 telle que Uα ⊂ U , α (t) est de valuation
strictement positive. L’e´le´ment t−1uvt est alors un e´le´ment de K dont l’image dans
G est dans O′, et on de´duit de la proposition 5.15 que φ (µ′, O′) ⊂ V . Puisque
O′ n’est pas contenue dans O, on de´duit du lemme 5.11 que φ (µ′, O′) n’est pas
minimale dans V , d’ou` r (O′) > r (O). 
Soit maintenant f une fonction sur G ; on dira que f est cuspidale si la fonction
centrale fG =
1
card (G)
∑
g∈GAd (g) f est cuspidale. Pour une telle fonction f , on
a en particulier, pour tout sous-groupe de Levi M propre de G et toute orbite
unipotente O′ de M : (
IndGM 1O′
)
(f) =
(
IndGM 1O′
) (
fG
)
= 〈1O′ , r
G
Mf
G〉M
= 0.
Fixons un sous-groupe parahorique minimal P0 = M0U0 de G et un tore de´ploye´
maximal T0 de G. Soit HG l’alge`bre de Hecke des fonctions sur G biinvariantes par
P0 ; on notera HG,cusp le sous-espace des e´le´ments cuspidaux de HG.
Soit P = MU un sous-groupe parabolique de G standard (relativement a` P0 et
T0) ; par restriction, HM s’identifie canoniquement a` une sous-alge`bre de HG. On a
le lemme suivant :
Lemme 5.21. Soit R un syste`me de repre´sentants des classes de conjugaison de
sous-groupes de Levi standard de G ; on a la de´composition suivante :
HG =
∑
M∈R
HM,cusp,
et la somme est directe modulo C0 (G) ∩HG.
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De´monstration. En effet, soit f ∈ HG. D’apre`s la proposition 3.22, on peut e´crire
de manie`re unique, en posant pour tout M ∈ R :
fG =
∑
M∈R
IndGM fM,
ou` fM est une fonction centrale et cuspidale surM ; de plus, pour toutM, si P =MU
est un parabolique de G contenant M, d’apre`s le lemme 3.21, IndGM fM et fM ne
diffe`rent que par un e´le´ment de C0 (G). Pour montrer le lemme, il suffit donc de
montrer que pour tout M, fM ∈ HM + C0 (G).
Pour toute fonction φ sur G et tout M ∈ R, on posera rGMφ = r
G
M
(
φG
)
. Montrons
le lemme suivant :
Lemme 5.22. Pour tout M ∈ R, rGMf ∈ HM + C0 (M).
De´monstration. En effet, soit P0 = M0U0 un sous-groupe parabolique minimal de
G tel que M0 ⊂M, T0 le tore de´ploye´ maximal de G contenu dansM0, W le groupe
de Weyl de G relativement a` T0, et W ′ un syste`me de repre´sentants de W modulo
W ∩M a` gauche ; on a :
rGMf =
1
card (G) card (U)
∑
g∈G
∑
u∈U
f
(
g−1 · ug
)
=
∑
w∈W
card (PwP0)
card (M) card (G) card (U)
∑
m∈M
∑
u∈U
f
(
w−1m−1 ·muw
)
.
Cette dernie`re fonction est e´gale a` un e´le´ment de C0 (M) pre`s a` :
∑
w∈W
card (PwP0)
card (G) card (U)
∑
u∈U
f
(
w−1 · uw
)
.
Conside´rons, pour tout w, la fonction
∑
u f
(
w−1 · uw
)
. Elle est biinvariante par
wP0w−1 ∩M ; or ce groupe est un sous-groupe parabolique minimal de M, et est
donc conjugue´ dans M a` P0 ∩M, et on en de´duit l’assertion du lemme. 
Revenons a` la de´monstration du lemme 5.21 ; on va montrer, par re´currence
sur le rang semi-simple de M, que pour tout M, fM ∈ HM + C0 (G). Fixons donc
un M, et supposons que pour tout M′ ∈ R de rang strictement infe´rieur, on a
fM′ ∈ HM′ ⊂ HG. D’apre`s le lemme pre´ce´dent, on a :
∑
M′∈R
rGM Ind
G
M′ fM′ ∈ HM + C0 (M) .
Or si φ ∈ C0 (G), φG = 0, donc rGMφ = 0 ; on en de´duit, en utilisant le lemme 3.21 :∑
M′∈R
rGMfM′ ∈ HM + C0 (M) ;
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d’autre part, si M′ n’est pas contenu dans un conjugue´ de M, le lemme 3.25 montre
que rGM Ind
G
M′ fM′ = 0. Enfin, pour toutM
′ distinct deM et contenu dans un conjugue´
de M, par hypothe`se de re´currence, fM′ ∈ HM′ + C0 (G) ⊂ HM + C0 (G) (cette
inclusion est e´vidente si M′ ⊂ M, et le lemme 3.21 permet de ce ramener a` ce
cas), d’ou` rGMfM′ ∈ HM + C0 (G) d’apre`s le lemme pre´ce´dent ; on en de´duit que
rGM Ind
G
M fM ∈ HM + C0 (G) ; enfin, on de´duit imme´diatement du lemme 3.24 que
l’on a :
rGM Ind
G
M fM ∈ fM + C0 (G) ,
ce qui permet de conclure. 
5.3. Le re´sultat principal. On va maintenant de´montrer le re´sultat principal de
cette partie :
The´ore`me 5.23. Supposons que G ve´rifie (C1), que son diagramme de Dynkin ne
contient aucune composante connexe de type E7 ou E8,et que p est bon pour Gnr.
Alors les restrictions a` H des distributions inte´grales orbitales unipotentes sur G
engendrent Dc,1|H.
De´monstration. Ici encore, graˆce au the´ore`me 3.36, il suffit de conside´rer les re-
strictions des distributions au sous-espace H′0 des e´le´ments de H a` support dans la
re´union des parahoriques de G contenant I. On va montrer l’assertion suivante : si
f est un e´le´ment de H′0 tel que pour tout (µ,O) ∈ Λ, JUO (f) = 0, alors f annule
toute distribution invariante sur G ; comme H′0 est de dimension finie, cela implique
l’assertion du the´ore`me.
Soit donc D ∈ Dc,1. Pour tout sous-groupe parahorique K de G contenant I, si
HK est l’ensemble des e´le´ments de H
′
0 a` support dans K, on peut e´crire, graˆce au
corollaire 5.19 :
D|HK =
∑
O∈U ′
K
λ′O1O,
ou` U ′K est l’ensemble des orbites unipotentes de G = K/K
1. De plus, puisque D
est invariante par conjugaison, si O et O′ sont deux orbites unipotentes contenues
dans une meˆme G-orbite, on peut supposer λ′O = λ
′
O′ ; on peut donc reformuler la
somme ci-dessus de la fac¸on suivante :
D|HK =
∑
O∈UK
λO1O,
ou` UK est l’ensemble des G-orbites unipotentes de G.
Conside´rons l’ensemble des classes de G-conjugaison de couples (M, O′), ou` M
est un sous-groupe de Levi de G et O′ une G-orbite unipotente anisotrope deM. Cet
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ensemble est en bijection canonique avec l’ensemble des G-orbites unipotentes de
G : a` une telle G-orbite O, on associe un sous-groupe de LeviMminimal rencontrant
O, et O′ = O ∩M ; de plus, on de´duit du lemme 5.20 que la matrice :
(card (O′U ∩O))O,O′ ,
ou` O′ de´crit l’ensemble des seconds membres des e´le´ments de Λ, est triangulaire
supe´rieure, a` coefficients diagonaux non nuls puisqu’il est clair que si O′ ⊂ O,
card (O′U ∩O) 6= 0. Elle est donc inversible, et on peut alors e´crire D|HK sous la
forme :
D|HK =
∑
(M,O′)∈RK
dO′,G,D Ind
G
M 1O′ .
On en de´duit, si UK,anis est l’ensemble des G-orbites unipotentes anisotropes de G :
D|HK,cusp =
∑
O′∈UK,anis
dO′,G,D1O′ .
Notons que si D = JU , ou` U est une orbite unipotente de G, l’e´galite´ ci-dessus est
valable pour la restriction de D a` l’espace CK,0,cusp des e´le´ments cuspidaux de CK,0
tout entier.
Pour toute O′ ∈ UK,anis, on posera dO′,U = dO′,G,JU ; on obtient alors une matrice
carre´e A =
(
dO′,UO′′
)
O′,O′′
, ou` O′ et O′′ de´crivent l’ensemble des seconds membres
des e´le´ments de Λ, qui est inversible d’apre`s le corollaire 5.17.
Soit maintenant K1, . . . ,Kt les sous-groupes parahoriques maximaux de G con-
tenant I. Soit f ∈ H0 ; posons :
f =
t∑
i=1
fi,
ou` pour tout i, fi est un e´le´ment de HKi,0. Pour tout i, soit Ri un syste`me de
repre´sentants des classes d’association de sous-groupes parahoriques K ′ de G tels
que I ⊂ K ′ ⊂ K ; d’apre`s le lemme 5.21, on peut e´crire, de fac¸on unique modulo
C0 (G) :
fi =
∑
K′∈Ri
fi,K′ ,
avec pour tout K ′, fi,K′ ∈ HK′,cusp. Pour tout µ ∈ M, posons :
fµ =
∑
K′∈κ−1(µ)
∑
i,K′∈Ri
fi,K′ .
Il est clair que l’on a :
f =
∑
µ∈M
fµ;
d’autre part, on de´duit du lemme 3.21 que pour tout sous-groupe parahorique K ′
de G contenant I, si µ = κ−1 (K ′), fµ ∈ HK′,cusp +C0 (G). Fixons donc, pour tout
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µ, un sous-groupe parahorique Kµ de G contenant I et tel que κ (Kµ) = µ ; quitte
a` rajouter a` f un e´le´ment de H ∩ C0 (G), on pourra supposer fµ ∈ HKµ,cusp pour
tout µ.
Pour tout (µ,O′) ∈ Λ, e´crivons :
JUO′ (f) =
∑
µ′∈M
JUO′ (fµ′) =
∑
µ′∈M
∑
O′′∈UK
µ′
,anis
dO′′,O′1O′′ (fµ′) .
Pour tout (µ′, O′′) ∈ Λ, conside´rons la distribution DO′′ sur H′0 de´finie par :
DO′′ |HK
µ′′
,cusp
= 1O′′ |HK
µ′′
,cusp
pour tout µ′′ tel que Kµ′′ est contenu dans Kµ′ + C0 (G), et :
DO′′ |HK
µ′′
,cusp
= 0
pour tout µ′′ ne ve´rifiant pas cette condition ; on obtient alors :
JUO′ (f) =
∑
(µ′,O′′)∈Λ
dO′′,O′DO′′ (f) .
Or on sait que la matrice des dO′′,O′ est inversible ; on en de´duit DO′′ (f) = 0 pour
tout O′′, d’ou`, par une re´currence e´vidente, pour tout (µ′, O′′) ∈ Λ, 1O′′ (fµ′) = 0,
d’ou` D (fµ′′) = 0 pour tout µ
′′, donc D (f) = 0, ce qui de´montre le the´ore`me. 
Corollaire 5.24. Si G ve´rifie les conditions du the´ore`me pre´ce´dent, les espaces
engendre´s par les restrictions a` H des distributions inte´grales orbitales respective-
ment sur les e´le´ments semi-simples re´guliers non ramifie´s de G et sur les e´le´ments
unipotents de G sont e´gaux.
De´monstration. En effet, d’apre`s le the´ore`me pre´ce´dent et le the´ore`me 4.2, ces deux
espaces sont e´gaux a` Dc,1|H. 
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