Abstract. Testing the difference of means between two groups is one of the oldest problems in hypothesis testing. Usual solutions like the twosample t-test rely on p-values. Bayesian alternatives were introduced recently by Gonen et al. (2005) , building on the Bayes factor as introduced by Jeffreys (1939) . These were improved further by Rouder et al. MSC 2010 subject classification: Primary 62F03; secondary 62F15, 62F10, 62F25
INTRODUCTION
In empirical sciences, the t-test is one of the most popular statistical procedures conducted in research. Nuijten et al. (2016) showed in a meta-analysis that of 258105 p-values reported in psychology journals between 1985 until 2013 Correspondence regarding this article may be addressed to Riko Kelter, Walter-Flex-Strasse 3, 57072 Siegen, University of Siegen, Germany, (e-mail: riko.kelter@uni-siegen.de) 26% belonged to a t-statistic. In its most restricted setting, the t-test assumes normally distributed data with the same standard deviation in both groups, so that Y 1i ∼ N (µ 1 , σ 2 ), Y 2i ∼ N (µ 2 , σ 2 ) and tests the null hypothesis of no difference, that is H 0 : µ 2 − µ 1 = 0, for identical sample sizes i, j = 1, ..., n,n ∈ N. Allowing for unequal standard deviations σ 1 , σ 2 and group sizes n 1 , n 2 leads to the well known Behrens-Fisher-problem for which only approximative solutions exist until today, known as Welch's t-test. These frequentist solutions are based on sampling statistics, which allow to reject the null hypothesis via the use of p-values. The misuse and drawbacks of p-values have been detailed in countless papers, including an official ASA statement in 2016 and 2019, see Wasserstein and Lazar (2016) ; Wasserstein et al. (2019) .
On the other hand, Bayesian versions of the two-sample t-test have become more popular in recent literature. Most of these proposals focus on the Bayes factor (BF) as the key quantity for testing a null hypothesis H 0 : δ = 0 of no effect against a one-or two-sided alternative H 1 : δ > 0, H 1 : δ < 0 or H 1 : δ = 0. Due to the problems with Bayes factors as detailed in Kamary et al. (2014) and Robert (2016) , this paper proposes a different solution to the Bayesian two-sample t-test by formulating the statistical model as a two-component Gaussian mixture. The plan of the paper is as follows: Section 2 gives information about the related work on Bayesian t-tests mainly based on Bayes factors. Section 3 then details the most important problems inherent in frequentist null hypothesis significance testing (NHST) and Bayesian hypothesis testing based on Bayes factors. Section 4 explains the shift to New Statistics, from hypothesis testing to estimation under uncertainty as proposed by Cumming (2014) and Kruschke (2018) and the region of practical equivalence (ROPE) as a possibly better acceptance-and rejectioncriterion for null values as proposed by Kruschke (2018) . In section 5 the Bayesian t-test is then reformulated as a two-component Gaussian mixture model and the theoretical assumption of a mixture model is discussed and justified. Section 6 derives the full conditionals necessary for the derivation of a single-block Gibbs sampler for inference of δ via the joint posterior of µ 1 , µ 2 , σ 2 1 , σ 2 2 given the complete data, which is used in a simulation study in section 7 afterwards. In the simulation study, the ability of the Gibbs sampler to detect small, medium and large effect sizes δ according to Cohen (1988) is studied and also the type I error rate often criticised in conventional frequentist methods. The results are promising and show that for medium to large sample sizes the Gibbs sampler achieves the desired performance for all effect sizes, while also providing the same information as previously introduced Bayes factor based Bayesian t-tests in the literature. Section 8 gives a summary of the developed alternative and discusses the limitations and possibilities of extension of the Gibbs sampler.
BACKGROUND AND RELATED WORK
Since the mid-2000's an increasing interest in Bayesian versions of the twosample t-test can be observed. Most of these approaches include Bayes factors as a measure of evidence for the null hypothesis H 0 against an alternative H 1 or vice versa, see for example Gonen et al. (2005) , Rouder et al. (2009) , Wetzels et al. (2009) , Wang and Liu (2016) and Gronau et al. (2019) .
A different but to the author's current knowledge not widely adopted approach instead uses Markov-Chain-Monte-Carlo (MCMC) methods to approximate the posterior distribution of µ 2 −µ 1 or δ and includes an acceptance-rejection-criterion called region of practical equivalence (ROPE), see Kruschke (2013 Kruschke ( , 2014 Kruschke ( , 2018 ; Kruschke and Liddell (2018) .
Bayesian t-tests based on the Bayes factor
Bayesian hypothesis testing is most often related to the Bayes factor, the predictive updating factor and key quantity which measures the change in relative beliefs about both hypotheses H 0 and H 1 given the data x:
P(H 0 |x) P(H 1 |x)
Posterior odds = p(x|H 0 ) p(x|H 1 )
Prior odds (2.1)
The Bayes factor can be rewritten as the ratio of the two marginal likelihoods of both models, which can be calculated by integrating out the respective model parameters according to the prior distribution of the parameters. Generally, calculation of these marginals can be complex for non-trivial models, and for the case of the two-sample t-test, Gronau et al. (2019, p. 4) note that the null hypothesis H 0 : δ = 0 of no effect specifies the two free parameters ζ = (µ, σ) and the alternative hypothesis H 1 : δ = 0 of a non-null effect three free parameters (ζ, δ) = (µ, σ, δ), and that once the priors π 0 (ζ) and π 1 (ζ, δ) are specified, the Bayes factor as the ratio of the two marginals is given by
While Jeffreys (1961) was the first to introduce not only the Bayes factor, but also a first one-sample Bayesian t-test, his proposal was complicated and simplified by the reparameterization of Gonen et al. (2005) . Gonen et al. (2005) developed a first version of a Bayesian t-test in 2005 out of the lack of a generally accepted Bayesian version of such a test, see Gonen et al. (2005, p. 3). Assuming normally distributed, conditionally independent data with identical standard deviation in both groups, that is Y 1i ∼ N (µ 1 , σ 2 ), Y 2i ∼ N (µ 2 , σ 2 ), he derived a Bayesian version of the two-sample t-test for testing H 0 : µ 2 − µ 1 = 0 against the two-sided alternative H 1 : µ 1 − µ 2 = 0. Novel in their approach was to put a prior on the effect size
(which is the key quantity of interest in a large part of applied research) instead of putting it on just µ 1 − µ 2 . Gönen specified this prior on the effect size as N (λ, σ 2 δ ) and chose a non-informative prior (µ, σ 2 ) ∝ 1/σ 2 for (µ, σ 2 ) under both H 0 and H 1 . Completing the prior by setting P(δ = 0) = 0.5 as the prior probability of H 0 being true, Gonen et al. (2005, p. 5) where T ν (·|a, b) denotes a noncentral t probability density function with location a, scale b 0.5 and ν degrees of freedom, t is the pooled variance two-sample t statisticȳ 1 −ȳ 2 sp/n 1/2 δ , λ and σ 2 δ are the prior mean and variance of the effect size. n δ = (n −1 1 +n −1
2 ) −1 is the effective sample size, s 2 p = [(n 1 −1)s 2 1 +(n 2 −1)s 2 2 ]/(n 1 +n 2 −2) is the pooled-variance estimate andȳ i and s 2 i are the respective sample mean and variance of group i. In most situations, the hyperparameter λ of the prior N (λ, σ 2 δ ) on δ will be set to λ = 0, as no direction of the effect is reasonable a priori. In this case, Gonen et al. (2005) showed that the Bayes factor above can be simplified to the term BF 01 = 1 + t 2 /ν 1 + t 2 /{ν(1 + n δ σ 2 δ )} −(ν+1)/2
(2.5)
The solution of Gonen et al. (2005) has two important benefits:
1. It offers an analytical way to conduct a Bayesian version of the frequentist two-sample t-test by inserting the necessary quantities in the above expression; these are the two-sample t-statistic t and the effective sample size, which are both easily obtained from the dataset at hand; the prior-variance σ 2 δ is set in advance so it can be inserted also directly whereas the degrees of freedom ν also follow from the dataset given 2. It explains "Bayesian tests in terms of unconditional (central and noncentral T) distributions" (Gonen et al., 2005, p. 5) In 2009, Rouder et al. (2009) built on the solution of Gonen et al. (2005) and added a layer of modeling by putting an inverse chi-square prior on the prior variance σ 2 δ itself: σ 2 δ ∼ χ −2
1 . The original idea can already be found in Zellner (1980) . The normal prior N (λ, σ 2 δ ) on the effect size δ = µ 1 − µ 2 combined with the hyper-prior σ 2 δ ∼ χ −2 1 can be shown to be equivalent to a Cauchy prior on the effect size, that is δ ∼ Cauchy (Rouder et al., 2009, p. 231) . Using Jeffrey's prior on the variance, p(σ 2 ) = 1/σ 2 , this prior modeling of Rouder et al. (2009) is then called Jeffreys-Zellner-Siow (JZS) prior, which can be used as a (more) objective prior for one-and two-sample t-tests (than the earlier solution of Gonen et al. (2005) ). Their prior then leads to the JZS Bayes factor (2.6)
for which the researcher only needs to provide the observed t-statistic and the sample size N . While being more objective than the solution of Gonen et al. (2005) , the JZS Bayes factor of Rouder et al. (2009) . Rouder et al. (2009) still assumes the same variance σ 2 in both groups, which limited its use. Wetzels et al. (2009) then constructed the Savage-Dickey (SD) test based on the JZS Bayes factor to address this limitation. The SD test allowed the testing of order-restricted hypotheses like δ > 0 and removed the restriction of equal variances across groups. Wetzels et al. make use of the Savage-Dickey density ratio
and use a half-Cauchy(0, 1) prior on the standard deviation σ (which is proper, in contrast to Jeffrey's prior utilised by Rouder et al. (2009) ) and the Cauchy prior C(0, 1) on the effect size δ chosen by Rouder et al. (2009) . Using Markov-ChainMonte-Carlo methods, Wetzels et al. (2009) then obtain samples of the posterior of δ to calculate the Bayes factor BF 01 via the Savage-Dickey ratio (2.7). To address the Behrens-Fisher problem and generalise their method to the situation of the two-sample t-test, Wetzels et al. (2009) further extended their model and used the pooled standard deviation, after which the procedure is analogue to the previous case (for details see Wetzels et al. (2009, p. 757) ). Wang and Liu (2016) further improved the proposed solutions by solving some of the main issues of the previous approaches, namely Bartlett's paradox -also called the Jeffreys-Lindley-paradox, see Lindley (1957) -and the information paradox, see (Wang and Liu, 2016, p. 5 ). Bartlett's paradox states that the Bayes factor always favors the null hypothesis H 0 when the prior information is minimized, that is, when σ 2 δ is sufficiently large. Generally, the posterior probability of H 1 should be higher than that of H 0 if the samples are indeed generated under H 1 and the t-statistic goes to ∞. The information paradox resulting from the t-test introduced by Gonen et al. (2005) now is given by the fact that the Bayes factor of Gonen et al. (2005) given in equation (2.5) becomes the constant (1 + n δ σ 2 δ ) when the t-statistic t goes to infinity. Instead, it should indicate evidence for H 1 without bound, which would match the desired information consistency of the Bayes factor, a central desiderata of the Bayes factor requested by Jeffreys (1961) . Wang and Liu (2016) therefore proposed to put a hyperprior on the prior variance σ 2 δ of the prior N (λ, σ 2 δ ) of the effect size δ. Selecting a Pearson type IV distribution with shape parameters a > −1, b > −1 and scale κ > 0, they showed that for the specific choice of κ := n δ (where n δ is the effective sample size as defined previously) and b := (ν + 1)/2 − a − 5/2 the resulting Bayes factor can be written as
(2.8) Wang and Liu (2016) proceeded by showing that their Bayes factor resolves the information paradox -see (Wang and Liu, 2016 , Theorem 1) -and show in a simulation study that it improves upon the previous result of Gonen et al. (2005) . Gronau et al. (2019) proposed another solution based on any proper prior π(δ) for the effect size δ. They exploited the fact that the Bayes factor BF 10 can be written as
when π 0 (µ, σ) ∝ 1/σ, where again T ν (t|a) denotes a t-density with ν degrees of freedom and noncentrality parameter a. Gronau et al. (2019) then proposed to use a t-prior 1 γ T κ ( δ−µ δ γ ) for the effect size δ to incorporate expert knowledge into the specification, where µ δ is a location, γ a scale and κ a degrees of freedom hyperparameter. Their proposed solution contains the Bayes factor of Gonen et al. (2005) as a special case when γ = √ g and κ → ∞ and the Cauchy prior proposed by Rouder et al. Rouder et al. (2009) is obtained as a special case when setting κ = 1, µ δ = 0. While at a first glance this seems only preferable, as it includes the objective prior of Rouder et al. (2009) and at the same time (for a different set of hyperparameters) makes incorporation of expert knowledge possible, the solution also suffers from not fully attaining predictive matching and information consistency as desired by Jeffreys (1961) . As shown above, the Gönen Bayes factor also suffered regarding information consistency leading to the information paradox. To counterfeit these problems, Gronau et al. (2019) developed two measures for the departure from Jeffrey's desiderata, which allow the researcher to judge the deviation from predictive matching and information consistency resulting from a specific choice of a prior π(δ). Their solution is also implemented in the open-source statistical program JASP 1 .
Bayesian t-tests based on Markov-Chain-Monte-Carlo
A Bayesian t-test building on the Hamiltonian Monte Carlo (HMC) sampler STAN was given by Kruschke (2013 Kruschke ( , 2014 . Instead of relying on the Bayes factor, Kruschke (2013) proposed a hierarchical model where the data in the two groups are assumed to be t-distributed, that is y ij ∼ t ν (·|µ j , σ j ) where t ν (·|µ j , σ j ) is the noncentral t-distribution with centrality parameter µ j , scale parameter σ j and ν degrees of freedom. Putting a normal prior µ j ∼ N (M, S) on µ j for j = 1, 2 and a uniform prior σ j ∼ U (L, H) on σ j for j = 1, 2 and an exponential prior ν + 1 ∼ exp(K) on the transformed parameter ν = ν − 1 with hyperparameters M, S, L, H and K, Kruschke (2013 Kruschke ( , 2014 obtains posterior draws of the joint posterior µ 1 , µ 2 , σ 1 , σ 2 , ν|x given the data x via the STAN model specified in Kruschke (2014, p. 469) . Using these, quantities of interest as µ 2 −µ 1 or δ = µ 2 −µ 1 σ can be estimated, where the standard estimator (σ 2 1 + σ 2 2 )/2 is used for σ,
. The hyperparameters are chosen uninformative with S = 100 · s n (x), L = s n (x)/1000, H = s n (x) · 1000, K = 1/29.0 and M =x, where s n (x) is the empirical standard deviation of the data x. For details on the selection of K = 1/29 see Kruschke (2014, p.463 ). To test a specified hypothesis such as δ = 0, δ > 0 or δ < 0, Kruschke (2013 Kruschke ( , 2014 introduced the region of practical equivalence (ROPE), details of which are given in the next section.
PROBLEMS WITH NHST AND BAYES FACTORS
In recent times frequentist hypothesis testing from the perspectives of Fisher and Neyman-Pearson were heavily critisized, see for example Wasserstein et al. (2019) , Benjamin et al. Benjamin and Berger (2018) and Colquhoun Colquhoun (2019 , 2017 . While the Neyman-Pearson theory constructs tests which control the type I error -that is, the probability of rejecting the null hypothesis in favour of the alternative although the null hypothesis is true -and minimize the type II error, the biggest problem of these tests is that they were developed to guide the decisions of the researcher in the long term. Therefore, as the parameter θ of interest is no random variable from a frequentist perspective, no statement about the probability with which the parameter lies inside a given range of values can be made, nor does the selected test level α guarantee that no type I or II error is made in the situation at hand, see Neyman (1937) ; Neyman and Pearson (1936) . Also, null hypothesis significance testing (NHST) seldom answers the question a researcher is interested in in practice, like the question for the effect size δ: NHST can only reject the null hypothesis H 0 : δ = 0, leaving the practitioner alone with the question naturally emerging thereafter, which is: How large is the effect size δ? Rouder et al. (2009) summarized the situation as follows:
"It is reasonable to ask whether hypothesis testing is always necessary. In many ways, hypothesis testing has been employed (...) too often and too hastily, without sufficient attention to what may be learned by exploratory examination for structure in data (...). To observe structure, it is often sufficient to plot estimates of appropriate quantities along with measures of estimation error (...). As a rule of thumb, hypothesis testing should be reserved for those cases in which the researcher will entertain the null as theoretically interesting and plausible, at least approximately." (Rouder et al., 2009, p. 235) The blue highlights have been added above, because most often estimation under uncertainty is more interesting than hypothesis testing, leading to the shift from hypothesis testing to estimation under uncertainty. Also, approximate (not precise) differences of null are often relevant, leading to the ROPE-criterion.
From a Bayesian perspective, Bayes factors are most prominently used to test hypotheses, going back to Jeffreys (1939 Jeffreys ( , 1948 Jeffreys ( , 1961 . Despite the fact that Bayes factors and their probabilistic equivalent -the posterior probability of modelsare frequently used to quantify the evidence for H 0 relative to H 1 given the data, there are multiple problems with them:
1. Bayes factors are highly sensible to the prior modeling, which is an essential part of Bayesian inference; this does not change even in large datasets, so increasing the sample size does not suffice to mitigate this problem 2. Keeping the influence of the prior as minimal as possible is the goal of objective Bayesian analysis. This leads to the use of improper priors, which are not justified in most testing situations, see for example the JeffreysLindley-paradox, detailed in Jeffreys (1939) and Lindley (1957) ; also, improper priors may cause severe problems when using Markov-Chain-MonteCarlo methods, particularly Gibbs sampling, see for example Robert Robert and Casella (2004, p.404, Example 10 .30) 3. Bayes factors require the researcher to calculate the marginal likelihoods
in the case of two families of models x ∼ f 1 (x|θ 1 ), θ 1 ∈ Θ 1 and x ∼ f 2 (x|θ 2 ), θ 2 ∈ Θ 2 , where each model models one of the hypotheses to be compared. The calculations can be quite complex -see section 2.1 -except when conjugate distributions exist 4. In the setting of the two-sample t-test, any Bayes factor can only weight the evidence for H 0 : δ = 0 against the evidence for H 1 : δ = 0 (or H 1 : δ < 0, or H 1 : δ > 0) given the data x. In the case that BF 01 = 20, H 0 is 20 times more likely than H 1 after observing the data x, so the researcher can conclude that no effect, that is, δ = 0 is more probable. In the case when BF 10 = 20, H 1 is 20 times more likely after observing the data than H 0 . The natural question following in such a case is then: How large is δ? A Bayes factor cannot answer this question and indeed was not even designed to answer such questions by its inventor, but most often this is the question which is of upmost relevance in practice 5. In most applied research, estimation of the effect size δ is more desirable than a mere rejection or acceptance of a point or composite hypothesis. Ly et al. (2016b,a) and Robert Robert et al. (2008) give a detailed account on the introduction of the Bayes factor by Harold Jeffreys in his monograph Theory of Probability. Etz and Wagenmakers (2015) suggest, that J.B.S. Haldane may have had more influence in the development of the BF than previously acknowledged. Quite interestingly, Haldane focussed more on estimation via posterior distributions than on testing in contrast to Jeffreys, who focussed on testing instead of estimation. In the 1930's no MCMC methods (and no computers either) were available (even when the last edition of Theory of Probability in 1961 was published, technology was far away from offering a widely accessible option to utilize MCMC to obtain posteriors in realistic models), so that it was not possible to obtain posterior distributions for quantities of interest like µ 2 − µ 1 in the setting of the Bayesian t-test or more generally, δ. With the advent of modern MCMC techniques this limitation was lifted and it became possible to obtain posterior distributions of the quantities of interest. Robert Robert (2016) summarises the problems with Bayes factors as follows:
"Harold Jeffreys set a well-defined track, namely the Bayes factor, for conducting Bayesian testing and by extension model selection, a track that has become the norm in Bayesian analysis, while incorporating the fundamental aspect of reference priors and highly limited prior information. However, I see this solution as a child of its time, namely, as impacted by the on-going formalisation of testing by other pioneers like Jerzy Neyman or Egon Pearson." (Robert, 2016, p. 8) 
THE SHIFT FROM HYPOTHESIS TESTING TO ESTIMATION AND THE ROPE
The last section showed that there are multiple issues both with frequentist NHST as well as Bayesian hypothesis testing via Bayes factors. A potential resolve to these problems is given by the shift from hypothesis testing to estimation with uncertainty. Cumming (2014) entitled the shift from hypothesis testing to estimation the New Statistics, a development which is needed and observable in a broad range of scientific fields, see Wasserstein and Lazar (2016) ; Wasserstein et al. (2019) . One of the six principles for properly interpreting p-values in the 2016 ASA-statement of Wasserstein and Lazar (2016) 
was stated as:
"A p value, or statistical significance, does not measure the size of an effect or the importance of a result. Statistical significance is not equivalent to scientific, human, or economic significance. Smaller p values do not necessarily imply the presence of larger or more important effects, and larger p values do not imply a lack of importance or even lack of effect." (Wasserstein and Lazar, 2016, p. 132) Therefore, Cumming (2014) included in his proposed shift a focus on "estimation based on effect sizes" (Cumming, 2014, p. 7) , a proposal which by now has not been followed regarding the Bayesian t-test. To promote this shift, Kruschke and Liddell (2018) offered two conceptual distinctions in data analysis, which are replicated in table 1 below. While Cumming (2014) originally proposed a shift from frequentist hypothesis testing in the form of NHST to frequentist estimation with uncertainty, Kruschke and Liddell (2018) opposes this view and proposes that such a shift can be easier achieved by the use of Bayesian methods. The main reasons are that confidence intervals as quantities for estimation are still "highly sensitive to the stopping and testing intentions." (Kruschke and Liddell, 2018, p. 184) , while Bayesian posterior distributions are not. In summary, maximum likelihood estimates (MLE) combined with confidence intervals (CI) still suffer from multiple problems inherent in frequentist NHST -which is because of the direct connection between tests and confidence sets, see Casella and Berger (2002, Chapter 9 ) -while Bayesian posterior distributions with highest density intervals do not.
The proposal of a region of practical equivalence
To facilitate the use of Bayesian methods as well as the shift to an estimationoriented perspective away from Bayes factors, Kruschke and Liddell (2018) proposed the region of practical equivalence (ROPE). As he notes: "ROPE's go by different names in the literature, including "interval of clinical equivalence", "range of equivalence", "equivalence interval", "indifference zone", "smallest effect size of interest," and "good-enough belt" ..." (Kruschke and Liddell, 2018, p. 185) , where these terms are taken from Louis (2009), Freedman et al. (1983) , Hobbs et al. (2008) , Lakens (2014) and Schuirmann (1987) . The idea of a ROPE is to establish a region of practical equivalence around the null value of the hypothesis, which expresses "the range of parameter values that are equivalent to the null value for current practical purposes." (Kruschke and Liddell, 2018, p. 185 ) With a caution not to slip back into dichotomic black-and-white thinking, the following decision rule is proposed by Kruschke and Liddell (2018):
• Reject the null value, if the 95% highest density interval (HDI) falls entirely outside the ROPE • Accept the null value, if the 95% highest density interval (HDI) falls entirely inside the ROPE In the first case, with more than 95% probability a posteriori the parameter value is not inside the ROPE, and therefore not practically equivalent to the null value. A rejection of the null value then seems legitimate. In the second case, the parameter value is inside the ROPE with at least 95% probability a posteriori, and therefore practically equivalent to the null value. It is legitimate then to accept the null value. Note, that in this case accepting the null value is equal to accepting any value inside the ROPE, because by definition of the ROPE, these values are practically equivalent now. If for example in the setting of the Bayesian t-test, a ROPE of (−0.2, 0.2) is chosen around the null value δ = 0, and the 95% HDI of the posterior of δ lies inside the ROPE (−0.2, 0.2), accepting the null value (not hypothesis) δ = 0 means to accept that δ has any value inside the ROPE, which are interpreted as equivalent for practical purposes. Therefore, δ = 0 cannot be distinguished from e.g. δ = 0.05 or δ = −0.1.
Wellek (2010) proposed a slightly modified version, in which only the mass of the posterior distribution inside the ROPE is of interest. This also allows for a continuous quantification of the evidence for or against the null value.
There are multiple advantages of the ROPE:
1. First, when using the single-block Gibbs sampler derived below, the results obtained are consistent, that is, in the case the ROPE includes the true effect size δ the ROPE-criterion of acceptance or rejection of a null value δ leads to the correct decision; this is a direct consequence of the validity of the Gibbs sampler: Under irreducibility conditions, the Gibbs sampler produces an ergodic and thus converging Markov chain, see Robert and Casella (2004) . By virtue of the ergodic theorem, an empirical average based on such a Markov chain will converge to the associated expectation under the stationary distribution. As a posterior distribution p n is said to be consistent for the parameter θ 0 , if for every neighbourhood
almost surely under the law determined by θ 0 -see Ghosal (1996) -by Theorem 1 in Ghosal (1996) , the consistency of the posterior follows for any prior π when choosing any ROPE U , except possibly on a set of π-measure zero. As a direct consequence one therefore obtains: If a ROPE U = ∅ contains the true parameter θ 0 of interest, any prior π leads to a consistent posterior for which p n (U ) a.s.
−−−→ n→∞ 1 almost surely under the law determined by θ 0 except possibly on a set of π-measure zero. The decision rule based on the ROPE is consistent. 2. As Greenland et al. (2016, p. 338) stress with regard to the dichotomy induced by NHST, "estimation of the size of effects and the uncertainty surrounding our estimates will be far more important for scientific inference and sound judgment than any such classification." 3. Rothman (2016, p. 443) pointed out that "students of statistics (...) should avoid statistical significance testing, and embrace estimation instead." 4. Leaving frequentist NHST aside for the moment, also in contrast to the Bayes factor the ROPE has important advantages: As detailed earlier, the BF is highly sensitive to the prior modeling, while Bayesian estimation typically is not (Kruschke and Liddell, 2018, p. 196) . Gigerenzer and Marewski (2015, p. 423) warned explicitly against Bayes factors becoming the new p-values due to the same automatic calculation routines (as advertised e.g. for the Bayesian t-tests based on Bayes factors presented in section 2.1)
MODELING THE BAYESIAN T-TEST AS A MIXTURE MODEL
5.1 Some theory and justification Kamary et al. (2014) recently introduced a new perspective on Bayesian hypothesis testing via formulating it as a mixture estimation model, see also Robert (2016) for arguments in a shift of Bayes factor based hypothesis testing to this new paradigm. The general idea in Kamary et al. (2014) is to estimate the weights η i in a finite mixture-distribution between two densities and use MCMC methods like Metropolis-Hastings or Gibbs sampling to obtain posterior distributions of the weights η i given the data and use posterior point estimates like the posterior mode as a continuous quantity to judge the evidence for the two densities, representing the two models or hypotheses under consideration.
In this paper, a different approach is chosen by utilizing finite mixture modeling to obtain posterior estimates of the effect size δ for the setting of the two-sample t-test and combine them with the ROPE-criterion detailed in section 4. While Ly et al. (2016b) argued that the proposed mixture estimation model of Kamary et al. (2014) has similar drawbacks like solutions relying on the Bayes factor, we do not want to join this discussion here for a simple reason: The mixture estimation model of Kamary et al. (2014) opposes two hypotheses, represented by probability density functions with (partly) distinct parameter values and obtains the posterior of the mixture weights η i . In the setting of the Bayesian two-sample t-test, only one difference between both groups is observed. If the paired-sample t-test was of interest, indeed a whole dataset of differences (e.g. difference of blood pressure in patients between some first and second treatment for every patient) would be available and the mixture estimation model applicable. In the current case of the two-sample t-test still, it makes no sense to oppose two models represented by probability distributions for the difference in means or effect size, as both quantities are just observed one single time for a given dataset in the case of the independent two-sample t-test.
We therefore follow the lines of Frühwirth-Schnatter:
"Consider a population made up of K subgroups, mixed at random in proportion to the relative group sizes η1, ..., ηK . Assume interest lies in some random feature Y which is heterogeneous across and homogeneous within the subgroups. Due to heterogeneity, Y has a different probability distribution in each group, usually assumed to arise from the same parametric family p(y|θ) however, with the parameter θ differing across the groups. The groups may be labeled through a discrete indicator variable S taking values in the set {1, ..., K}. When sampling randomly from such a population, we may record not only Y , but also the group indicator S. The probability of sampling from the group labeled S is equal to ηS, whereas conditional on knowing S, Y is a random variable following the distribution p(y|θS) with θS being the parameter in group S. (...) The marginal density p(y) is obviously given by the following mixture density Frühwirth-Schnatter, 2006, p. 1) Clearly, this resembles the situation of the two-sample t-test, in which the allocations S are known. To be more specific, when conducting a two-sample t-test the inherent assumption of the researcher is that the population is indeed made up of K = 2 subgroups, which differ in a random feature Y which is heterogeneous across groups and homogeneous in each group. The group indicator S of course is recorded in the setting of the Bayesian two-sample t-test. When conducting a study or experiment, the researcher will choose the objects under study according to a sampling plan, which could be set to achieve equally sized groups, that is, η 1 = η 2 . Therefore, when sampling the population with the goal of equally sized groups, the researcher samples the objects with equal probability from the population. In practice, consider a treatment and a control group. The researcher could flip a coin for each patient in the study to assign him or her to the treatment or control group, so that with probability η 1 = 0.5 the patient is assigned to the treatment group, and with probability η 2 = 0.5 the patient is assigned to the control group. Repeating this process leads to the mixture model given above. After the experiment or study is conducted, the resulting histogram of observed Y values will take the form of the mixture density p(y) above, which ideally expresses bimodality which in turn is the result of the underlying mixture model of the data-generating process. If unbalanced groups are the goal, the weights could be adjusted accordingly. As in most cases equally sized groups are considered, η 1 = η 2 = 0.5 is a justified assumption regarding the sampling process in the study or experiment conducted, when balanced groups are used. After fixing the mixture weights, the family of distributions for the single components needs to be chosen. The above considerations lead to consider finite mixtures of normal distributions, which are detailed in Frühwirth-Schnatter (2006, Chapter 6) , as these "occur frequently in many areas of applied statistics such as biology, economics, marketing, medicine, or physics" (Frühwirth-Schnatter, 2006, p. 169) and therefore are ideal candidates for a wide range of application of the Bayesian two-sample t-test. Also, the assumption of normally distributed data in groups is also found in the Bayes factor based two-sample t-tests detailed in subsection 2.1.
is the density of the univariate normal distribution. Note that this modeling also has the advantage of being generically identifiable, a property not common to general mixtures due to the invariance to relabeling the mixture components.
Parameter estimation in finite mixtures of normal distributions consists of estimation of the component parameters (µ i , σ 2 i ), the allocations S i , i = 1, ..., n and the weight distribution (η 1 , ..., η K ) based on the available data y i , i = 1, ..., n. In the case of the two-sample Bayesian t-test, the allocations S i (where S i = 0 if y i belongs to the first component and S i = 1 else), and are known for all observations y i , i = 1, ..., n. Therefore, inference is concerned with the component parameters µ k , σ 2 k given the complete data S, y. The weight distribution (η 1 , η 2 ) is known in this case as explained above, as the total sample size and the relative sizes of the groups, which equal η i , i = 1, 2 are known and η 1 = η 2 = 0.5 represent the most often selected sampling process chosen by the researcher when sampling observations from the population with the goal of equally sized groups.
From a broader perspective, inference is possible via method of moments estimators, Maximum-Likelihood-Estimation via the EM-Algorithm and via Bayesian Estimation. There are multiple problems with ML-estimation for finite mixtures of normals, among them the unboundedness of the mixture likelihood function, see Day (1969) . Hathaway (1985) therefore proposed to constrain ML-estimation, which leads to strong consistency of the resulting estimator. There are more problems inherent to ML-estimation, which can be found in Frühwirth-Schnatter (2006, p. 52-53) .
Bayesian estimation on the other side has multiple advantages over ML-estimation in this setting: As shown by the Kiefer-Wolfowitz example -see Kiefer and Wolfowitz (1956) and Frühwirth-Schnatter (2006, Section 6.1. 3) -each observation in a dataset generates a singularity in the mixture likelihood, which causes the EM algorithm often to be trapped at one of the local modes. In contrast, choosing the common inverse Gamma prior σ 2 i ∼ G −1 (c 0 , C 0 ), the conditional posterior of σ 2 k is always proper. The structure imposed by Bayesian prior modeling removes the singularities and local modes. For more details see Frühwirth-Schnatter (2006, Section 6.1.2) . We therefore utilize Bayesian inference to obtain the posterior for the effect size δ in the mixture model of the Bayesian two-sample t-test. This also has the advantage, that the effect size δ can be inferred from the posterior draws of the MCMC algorithm used to approximate the posterior.
INFERENCE VIA GIBBS SAMPLING

Bayesian parameter estimation for known allocations
In this section, for the setting when the Allocations S are known the posterior distribution of µ k , σ 2 k given the complete data S, y are derived, following Frühwirth-Schnatter (2006, Section 6.2.1). As mentioned above, the weights (η 1 , ..., η K ) are known in this case because for every observation y i ∈ (y 1 , ..., y N ) it is known to which group y i belongs, that is, the quantities S i = k, k ∈ {1, ...K} are available for all i ∈ {1, ..., N }.
In the setting of a t-test between two groups with equal sample sizes n 1 = n 2 and n 1 + n 2 = N , the belonging of an observation y i to its group normally is known for all observations i ∈ {1, ..., N }. The underlying data generating process therefore can be assumed to consist of a mixture of K = 2 components with weights η 1 = η 2 = 0.5. This makes inference in the mixture model much easier compared to the case when both the weights (η 1 , ...η K ) as well as the component parameters (µ 1 , ..., µ K ) and (σ 2 1 , ..., σ 2 K ) are unknown. To conduct inference about the unknown parameters, the necessary group-specific quantities are the number N k (S) of observations in group k, the within-group variance s 2 y,k (S) and the group meanȳ k (S):
where | · | denotes the cardinality of a set. These quantities depend on S, so the classification of the observation y i to the component S i = k needs to be available. When S i = k for an observation y i holds, then the observational model for observation y i is N (µ k , σ 2 k ) and y i contributes to the complete-data likelihood p(y|µ, σ 2 , S) by a factor of
Taking into account all observations y 1 , ..., y N , the complete-data likelihood function can be written as
The complete-data likelihood is a product of K components, of which each summarizes the information about the i-th group, i ∈ {1, ..., K}. These K factors are then combined in a Bayesian analysis with a prior. While the ultimate interest lies in the posterior of both µ k , σ 2 k , we consider first two different cases, which will eventually lead to the solution of the joint posterior for µ k and σ 2 k . In the first case, when the variance σ 2 k is fixed, the complete-data likelihood function as a function of µ is the kernel of a univariate normal distribution. Choosing a N (b 0 , B 0 )-distribution as a conjugate prior, the posterior density of µ k given σ 2 k and the N k (S) observations in group k can be derived as
where in (1) the fact that σ 2 k is assumed to be given and the allocations S are known constants, too, was used. In general, for a sample of size n from a N (µ, σ) distribution with known variance σ 2 , a standard Bayesian analysis, see e.g. (Held and Sabanés Bové, 2014, p. 181) , yields, that the likelihood
when combined with a prior µ ∼ N (ν, τ 2 ) leads to the posterior
(6.10)
Substituting ν = b 0 and τ 2 = B 0 for the prior of µ as well as µ k for µ and σ 2 k for σ 2 in the likelihood, the posterior p(µ k |σ 2 k , S, y) in equation 6.6 becomes
By equation 6.11, the posterior can be written as
where for an empty group k the term N k (S)ȳ k (S) is defined as zero. On the other hand, if the mean µ k is regarded as fixed, the complete-data likelihood as a function of σ 2 k is the kernel of an inverted Gamma density. Choosing the conjugate inverse Gamma prior σ 2 k ∼ G −1 (c 0 , C 0 ), a standard Bayesian analysis -for details, see for example (Held and Sabanés Bové, 2014, p. 181 ) -yields the posterior of σ 2 k |µ k , S, y as
The case of interest here is when both µ k and σ 2 k are unknown, and in this case a closed-form solution for the joint posterior p(µ k , σ 2 k |S, y) does exist only under specific conditions. That is, the prior variance of the mean of group k, µ k , must depend on σ 2 k through the relation
, where N 0 is a newly introduced hyperparameter in the prior of µ k , that is, the prior
The joint posterior now can be rewritten as
where (1) follows from the fact that the group parameters µ k , σ 2 k are assumed to be independent across groups and (2) follows from factorising the joint posterior as
As the factors (A) and (B) in equation 6.18 were already derived in equation 6.11 as well as equation 6.15 with corresponding parameters in equations 6.13, 6.14 and equations 6.16, 6.17 for arbitrary k, the factor (A) of the posterior equation 6.18 is normal-distributed N (b k (S), B k (S)) with parameters and by integrating out µ k , a standard Bayesian analysis shows that the marginal posterior of σ 2 k is distributed as G −1 (c k (S), C k (S)), where c k (S) is already given in equation 6.16, and the parameter C k (S) in equation 6.17 changes to
This is, because by combining an inverse-gamma prior with the normal likelihood with known mean yields an inverse-gamma posterior as shown above and marginalising this posterior for the variance yields exactly another inverse-gamma distribution with different parameters. Details can be found in Held and Sabanés Bové (2014) .
Application to the two-sample t-test -Derivation of the marginal and joint posterior distributions
In the case of the two-sample t-test, the general derivations above can be specified more precisely. For two groups, the mixture can be interpreted as a data generating process consisting of K = 2 components. The weights η 1 and η 2 are both equal to 1/2 for equally sized groups, that is, N = n 1 + n 2 with n 1 being the sample size of group one and n 2 the sample size of group two. Taking into account all observations y 1 , ..., y N , the complete-data likelihood function can be written as
where 6.33) where also N 1 (S) = N 2 (S) = N/2 are half of total sample size andȳ k (S) is the mean of group k = 1, 2. After choosing the conjugate prior µ k ∼ N (b 0 , B 0 ), these posteriors can be computed. The posteriors
and again, after selecting a conjugate prior σ 2 k ∼ G −1 (c 0 , C 0 ) for k = 1, 2, these posteriors are also completely determined. The necessary marginal posteriors for σ 2 k for k = 1, 2 are then obtained, following the derivations in the above section, as
These marginal posteriors are completely determined, once c 0 , C 0 is given by the selected conjugate prior G −1 (c 0 , C 0 ) and the group variances s 2 y,1 (S) and s 2 y,2 (S) are calculated. Again here, N 1 (S) = N 2 (S) = N/2 due to equal sizes of both groups, and theȳ 1 (S) andȳ 2 (S) are the means of the two groups. The joint posterior, which is the ultimate quantity of interest, then can be rewritten as
6.3 Derivation of the full conditionals using the independence prior There are multiple priors available, the most prominent among them the conditionally conjugate prior and the independence prior. While the conditionally conjugate prior has the advantage of leading to a closed-form posterior p(µ, σ 2 |S, y), the main difficulty in the setting of the Bayesian two-sample t-test is that while a priori the component parameters θ k = (µ k , σ 2 k ) are pairwise independent across both groups, inside each group the mean µ k and variance σ 2 k are dependent. This is in sharp contrast to the assumption one would make in the setting of the Bayesian two-sample t-test, and therefore here the independence prior is chosen. The independence prior assumes that the mean µ k and the variance σ 2 k are independent a priori, that is
The independence prior was used in Escobar and West (1995) and Richardson and Green (1997) (see also Frühwirth-Schnatter (2006, p. 179) ), and it is used here, too, leading to the full conditionals
with b 1 (S), B 1 (S), b 2 (S), B 2 (S), c 1 (S), c 2 (S), C 1 (S) and C 2 (S) as defined in equations 6.13, 6.14, 6.16 and 6.17.
Derivation of the single-block Gibbs sampler
Based on the full conditionals derived in the last section, this section now derives a single-block Gibbs sampler to obtain the joint posterior distribution p(µ 1 , µ 2 , σ 2 1 , σ 2 2 |S, y) given the complete data (S, y). The single-block Gibbs sampler can be interpreted as a simplified version of the two-block Gibbs sampler for unknown allocations detailed in Frühwirth-Schnatter (2006, Algorithm 6 .1). The complete second block (b) is omitted, as the allocations are known in the setting of the two-sample Bayesian t-test and only block (a) is conducted, using the hyperparameters c k (S), C k (S) and b k (S), B k (S) induced by the independence prior, that is, as specified in equations 6.13 and 6.16. The resulting single-block Gibbs sampler is given by: Algorithm 1: Single-Block Gibbs sampler for a univariate Gaussian Mixture of two components with known allocations Conditional on the classification S = (S 1 , ..., S N ):
where c k (S), C k (S) and b k (S), B k (S) are given by equations 6.13, 6.14, 6.16 and 6.17.
The validity of the above single-block Gibbs sampler follows immediately from standard results about Markov-Chain-Monte-Carlo, see for example Robert and Casella (2004) .
A SIMULATION STUDY
Section 6 derived the full conditionals of the joint posterior and the corresponding single-block Gibbs sampler. In this section, a simulation study is conducted to study the performance of the Gibbs sampler in different situations. First, interest lies in the ability to correctly estimate different sizes of effects. The effect sizes are oriented at the standard effect sizes of Cohen (1988) , where an effect is categorized as
A secondary interest lies in analysing if the single-Block Gibbs sampler achieves a better performance regarding the type I and II error compared with Welch's t-test, which is the standard frequentist solution to the Behrens-Fisher-problem.
The plan of the study is as follows: To test the performance of the singleblock Gibbs sampler of detecting effect sizes correctly, three pairs of normally distributed datasets of different size are simulated. The parameters µ k , σ k are chosen in each of the pairs, to resemble a small, medium and large effect size. The posterior of δ is obtained via the single-block Gibbs sampler derived in section 6 for every pair of datasets. To study the long-term behaviour of the Gibbs sampler, the whole procedure is repeated 100 times, that is, 100 pairs of datasets with a small effect size are simulated and the Gibbs sampler is run to obtain the posterior of δ for every of the 100 pairs of datasets. The same is repeated for 100 pairs of datasets with a medium and large effect size. As the true effect size is known to be δ =
, the performance of the Gibbs sampler can be tested against this value. In total, the Gibbs sampler should stabilize around the true effect size δ.
To test this behaviour, the ROPE-criterion as detailed in section 4 is used. The ROPE is crucial in shifting from a habit of rejecting null hypothesis to habit of estimation with uncertainty. If the uncertainty is small enough, the ROPE allows then as detailed previously to accept the null value under consideration. As Rouder et al. (2009) stressed: "... it is worth considering the argument that invariances do not exist, at least not exactly. Cohen (1994) , for example, started with the proposition that all variables affect all others to some, possibly small, extent. Fortunately, there is no real contradiction between adhering to Cohen's view that invariances cannot hold exactly for relatively trivial reasons that are outside the domain of study. When they hold only approximately, they often provide a more parsimonious description of data than do the alternatives and can serve as guidance for theory development. Hence, wether one believes that invariances may hold exactly or only approximately, the search for them is intellectually compelling." (Rouder et al., 2009, p. 226) The influence of the sample size is studied, too. 
Detecting small effect sizes
Posterior Median and 95% credible-intervals for δ for 100 datasets consisting of sample sizes 2n, with n observations from a N (3.5, 1.56) distribution and n observations from a N (2.89, 1.84) distribution; dotted lines represent the ROPE (−0.5, −0.2] of a small effect size, while the true effect size is δ = −0.35
Now, if there is indeed an effect, the single-Block Gibbs sampler should lead to a posterior distribution of δ which lies outside the ROPE (−0.2, 0.2), which is equivalent to the rejection of the null hypothesis H 0 : δ = 0. It should be stressed here, that the precise estimation of the size of an effect is a second task, one that is more demanding and adds more information than the sole rejection of H 0 : δ = 0. If the single-block Gibbs sampler correctly rejects the null hypothesis, because the posteriors concentrate in the set [0.2, ∞) ∪ (−∞, −0.2], this indicates that it makes no type II error and subsequently achieves a power of nearly 100%. Of course, this will depend on the sample sizes in both groups. Still, if the Gibbs sampler achieves this behaviour -even if it is just for a large sample size -it then still dominates not only Welch's t-test as it achieves 0% type I error rate for large enough sample sizes as shown in subsection 7.4 below, but it also is at least equally good as the corresponding Bayes factor t-tests detailed in subsection 2.1, because these allow only to reject or accept hypotheses without quantifying the size of the effect.
If additionally, the 95%-credible intervals of the posteriors concentrate in the set {[−0.2, −0.5)∪[0.2, 0.5)}, then the Gibbs sampler is also consistent for small effect sizes, of course again depending on the sample size. This would be a definitive advantage of the Gibbs sampler over the proposed Bayes factor based Bayesian t-tests detailed in subsection 2.1.
Therefore, 100 datasets of a two-component mixture with the first component being N (2.89, 1.84) and the second component being N (3.5, 1.56) are simulated, resulting in a effect size of δ = (2.89 − 3.5)/ ((1.56 2 + 1.84 2 )/2) = −0.35, that is, a small effect according to Cohen. This is the most difficult situation, because the null hypothesis H 0 : δ = 0 is easier to reject when medium and large effects exist, than when only a small effect exists. The Gibbs posteriors of δ should concentrate in the interval [−0.2, ∞) now, because this would affirm that with 95% probability a posteriori there is at least a small effect, so that δ = 0, and more specific, due to the magnitude one can also state that δ < 0. On the other hand, if the true effect size would be positive, the posteriors of δ obtained by the Gibbs sampler should concentrate in the interval [0.2, ∞). In contrast to the existing Bayes factor based Bayesian t-tests, this makes the specification of the direction of an effect a priori unnecessary. It should be emphasized again, that if the posteriors of δ even concentrate in the interval (−0.5, −0.2] and if this interval is chosen as the ROPE corresponding to a small effect (which is reasonable according to Cohen (1988) ), then the Gibbs sampler makes no type II error depending on the sample size. That is, accepting the null hypothesis H 0 : δ = 0 although the alternative H 1 : δ = 0 is true. Then the Gibbs sampler also is consistent for small effect sizes δ between (−0.5, −0.2] (or [0.2, 0.5)). Such a behaviour clearly is preferable than the one of the Bayes factor based t-tests, which reject the null hypothesis H 0 : δ = 0 of no effect or H 0 : δ > 0, respectively H 0 : δ < 0 of a directed effect without quantifying the precise size of the effect. Also, the same holds for Welch's t-test, too, as also no estimation under uncertainty measures of the effect size is given by Welch's t-test. For the simulation study, 100 datasets of size 2n were simulated, consisting of n observations which are N (3.5, 1.56) distributed and n observations which are N (2.89, 1.84) distributed. Therefore, the dataset represents a mixture with η 1 = η 2 = 0.5 with f 1 and f 2 being the densities of the N (3.5, 1.56) and N (2.89, 1.84) distributions and for the specific situation when the mixture density exactly produces a sample of n observations of f 1 and n observations of f 2 , matching the situation of the two-sample Bayesian t-test. For every dataset, the single-Block Gibbs sampler was run 150000 iterations to obtain the posterior distribution of δ and a burnin-phase of 120000 iterations was used. The posterior was obtained via the single-Block Gibbs sampler using a modified set of hyperparameters oriented at the ones chosen by Raftery (1996) and selected to stay uninformative, that is
wherex is the sample mean of the whole sample, S 2 n (x) the sample variance and N the complete sample size.
95% highest density intervals (HDI) as the posterior draws equaling the 0.05-and 0.95-quantiles and the posterior modes are extracted and used for inference based on the ROPE-criterion as introduced in section 4. The ROPE is chosen as detailed above as (−0.5, −0.2], which is a small effect to Cohen (1988) . Figure 1a and 1b show the results for sample sizes of n = 100 and n = 150 in each of the two groups. It is clear that the 95%-HDIs in both cases fluctuate strongly, indicating that anything from no effect at all to a medium effect would be possible. Figures  1c and 1d show the results for n = 200 and n = 300 observations in each group. While the 95%-HDIs get narrower, they stabilize more inside the ROPE of a small effect size. Still, there are still outliers. Increasing the sample size again to n = 350 and n = 400 in each group, the results of which can be seen in figures 1e and 1f, there are still some outliers, indicating no effect. Figures 2a, 2b , 2c, 2d, 2e and 2f visualise how the 95% HDIs stabilize more and more inside the ROPE of (−0.5, −0.2]. For samples sizes of n = 550 for each group almost all of the 95%-HDIs now are located inside the ROPE of a small effect ranging from [−0.2, −0.5) as indicated by the dotted lines at −0.2 and −0.5. Clearly, this sample size is not small, but note that a small effect requires of course a larger sample size to be detected, and the criterion here is that all of the 95% HDIs lie inside the ROPE. If a less strict criterion is used, for example requiring the 95% HDIs only not to be outside the ROPE of [−0.2, −0.5), sample sizes of n = 350 for each group suffice as shown in figure 1e . Also, the perentage of posterior mass inside and outside the ROPE could be used to get percentage values which quantify the evidence for H 0 : δ = 0 and H 1 , see Wellek (2010). For n = 350 observations per group, there are 6 HDIs crossing the thresholds of δ = −0.2 and δ = −0.5 to no and a medium effect. Note that the three cases where the HDIs cross the threshold of δ = −0.2 are worse regarding that in this case no effect is stated and probably researchers would not opt to increase sample size in search for more precision then. One can therefore conclude that it is safer to use about n = 550 observations per group if a small effect size should be detected reliably, see 2c.
Detecting medium effect sizes
In this subsection, the same procedure of the previous subsection is repeated, but this time the data in the first and second group are simulated as a N (254.08, 2.36) and a N (255.84, 3.04) distribution, yielding a true effect size of δ = (255.84 − 254.08)/ ((3.04 2 + 2.36 2 )/2) = 0.6467 ≈ 0.65. This is a medium effect size according to Cohen (1988) , and therefore a ROPE of [0.5, 0.8) is selected, which incorporates all effect sizes categorised as medium. Again, depending on the sample size, the single-Block Gibbs sampler should yield posteriors whose 95%-credible intervals concentrate inside the ROPE of [0.5, 0.8) to be consistent in estimating medium effect sizes. The posterior distributions are based on 150000 iterations of the single-Block Gibbs sampler with a burnin of 120000 iterations again. 
Posterior Median and 95% credible-intervals for δ for 100 datasets consisting of sample sizes 2n, with n observations from a N (3.5, 1.56) distribution and n observations from a N (2.89, 1.84) distribution; dotted lines represent the ROPE (−0.5, −0.2] of a small effect size, while the true effect size is δ = −0.35 Figure 3a and 3b show the result of n = 25 and n = 50 observations in each group and indicate that the 95% HDIs resulting from the single-block Gibbs sampler are highly instable for such small sample sizes. Increasing the sample size to n = 100 and n = 150 leads to the results shown in figures 3c and 3d. These figures show, that even for sample sizes of n = 100 in both groups, no 95% HDI crosses the threshold of δ = 0.2 to no effect, indicating that while the size of the effect may still be not accurate, the null hypothesis of no effect δ = 0 will always be rejected when using sample sizes of at least n = 100 in each group and the underlying effect is a medium one. Of course, if the underlying effect is smaller than δ = 0.65, e.g. δ = 0.51, larger sample sizes would be needed. Still, increasing the size of the effect from small to medium shows that much smaller sample sizes may achieve the same as the Bayes factor based t-tests. When it comes to precisely estimating the size of the effect, larger sample sizes are necessary: Figures 3e, 3f, 4b , 4c, 4d, 4e and 4f show how the posterior 95% HDI stabilize inside the ROPE of [0.5, 0.8) when increasing the sample sizes in each group to n = 200, n = 250, n = 350, n = 400, n = 500, n = 600, n = 700 and n = 800. 
Posterior Median and 95% credible-intervals for δ for 100 datasets consisting of sample sizes 2n, with n observations from a N (254.08, 2.36) distribution and n observations from a N (255.84, 3.04) distribution; dotted lines represent the ROPE [0.5, 0.8) of a medium effect size around the true effect size of δ = 0.65
Detecting large effect sizes
In this subsection, the same procedure of the previous subsection is repeated, but this time the data in the first and second group are simulated as a N (15.01, 3.4 2 ) and a N (19.91, 5.8 2 ) distribution, yielding a true effect size of δ = (19.91 − 15.01)/ ((5.8 2 + 3.4 2 )/2) = 1.03. This is a large effect size according to Cohen (1988) , and therefore a ROPE of [0.8, ∞) is selected, which incorporates all effect sizes categorised as large. Again, depending on the sample size, the single-Block Gibbs sampler should yield posteriors whose 95%-credible intervals concentrate inside the ROPE of [0.5, 0.8) to be consistent in estimating medium effect sizes.
Figures 5b, 5c and 5d show that about n = 100 observations in each group suffice to reject the null hypothesis of no effect, and about n = 150 to n = 200 suffice to precisely estimate a large effect size.
Controlling the type I error rate
In frequentist NHST, the Neyman-Pearson theory aims at controlling the type I error rate α, which is the probability to reject the null hypothesis H 0 falsely, when indeed it is correct. In the setting of the two-sample Bayesian t-test this equals the rejection of H 0 : δ = 0 although the true effect size is δ = 0. Following 
Posterior Median and 95% credible-intervals for δ for 100 datasets consisting of sample sizes 2n with n observations from a N (254.08, 2.36) distribution n observations from a N (255.84, 3.04) distribution; dotted lines represent the ROPE [0.5, 0.8) of a medium effect size around the true effect size of δ = 0.65 Cohen (1988) , an effect is considered small if the effect size is at least |δ| ≥ 0.2, so that effect sizes in the interval (−0.2, 0.2) can be considered noise, or termed differently, practically equivalent to zero. This leads naturally to the ROPE-criterion and therefore, a ROPE of (−0.2, 0.2) is set around the null value δ = 0 to compare the type I error rate of the single-block Gibbs sampler against the standard frequentist NHST solution, Welch's t-test. Therefore, again 100 datasets of different sample sizes are simulated where the true effect size δ is set to zero. The Gibbs sampler should then concentrate the posterior distributions inside the ROPE to indicate acceptance of the null value δ = 0. If a 95%-credible interval lies completely outside the ROPE, this equals in frequentist terms the rejection of the null hypothesis H 0 : δ = 0 of no effect and therefore the commitment of a type I error. Figure 6a shows the results of 100 datasets of size n = 100 in each group, so that the total sample size is 200. The first group was simulated as 100 N (148.3, 1.34) samples, the second group as 100 N (148.3, 2.03) samples. The true effect size therefore is δ =
= 0. The dots represent the posterior modes, that is, the most probable effect size given the data, and the blue dotted lines represent the 95%-credible intervals of the posterior distributions. The posterior was again obtained via the single-Block Gibbs sampler using the same modified set of hyperparameters oriented at the ones chosen by Raftery (1996) and selected to stay wherex is the sample mean of the whole sample, S 2 n (x) the sample variance and N the complete sample size. The results for every dataset are based on 150000 iterations of the single-Block Gibbs sampler with a burnin of 120000 iterations. Figure 6b shows the results when increasing the sample size in each group to n = 150 in each group. With the exception of a single 95%-credible interval which indicates a small effect, and three credible intervals which cross the threshold of δ = −0.2 or δ = 0.2 to a small negative or positive effect, the remaining 95%-credible intervals concentrate in the ROPE of [−0.2, 0.2] , indicating that there is no effect present. Figure 6b and 6c show the results of the same simulation when the sample size in both groups is increased to n = 200 and n = 500 in each group, resulting in total sample sizes of 400 and 1000. The results show, that for a small sample size of n = 100 observations in each of the two groups, the single-Block Gibbs sampler attains a type I error rate of approximately 2%, as only two of the 95%-credible intervals lie completely outside the ROPE of (−0.2, 0.2). While there are multiple other credible intervals lying partly inside and partly outside the ROPE, this situation simply states that more data is needed to thoroughly draw conclusions, see Kruschke (2018) .
As the sample size is increased, the type I error rate converges to zero, as figures 6c and 6d show. The number of credible intervals which lie partly inside and partly outside the ROPE decreases to zero, too. In contrast, p-values are uniformly distributed under the null hypothesis, so that no matter what sizes the samples in both groups are, by its construction in the long-run one will still obtain α% (most often 5%) type I errors. Therefore, conducting Welch's t-tests will lead to a type I error rate of 5%, if the level is set to α = 0.05. If the sample size is at least n = 150 in each group, the single-Block Gibbs sampler performs better with respect to control the type I error rate.
Influence of the sample size
The influence of the sample size of course plays a role in the accuracy of the posterior 95% HDIs obtained by the single-block Gibbs sampler. The previous sections showed that for a small effect, generally large sample sizes of about n = 550 observations per group are necessary to produce reliable and precise results, with the 95% HDI being inside the ROPE of a small effect.
For a medium effect, about n = 100 observations in each group suffice to reject a null hypothesis H 0 : δ = 0 of no effect -see figure 3c -while for precise estimation of the effect size larger sample sizes of n = 400 to n = 500 in each group are necessary, similar to the situation of detecting small effect sizes, see figures 4b and 4c.
For large effects, about n = 100 observations suffice to detect at least a medium effect -see figure 5b -that is, the effect gets underestimated slightly but the null hypothesis of no effect is definitely rejected. About n = 200 observations suffice to reliably detect a large effect, see figure 5d .
In total, rejecting a null hypothesis H 0 : δ = 0 of no effect is achieved for medium and large effects for realistic sample sizes of n = 100 observations in each group, so that a total sample size of n = 200 suffices to produce a first stage of reliable results when the goal is to find out if there is an underlying existent effect or not. To get very precise estimate of the effect size δ, sample sizes of n = 200 for large effects and n = 400 to n = 500 for medium effects suffice. In this case, the 95% HDIs will indicate that there is a medium or large effect. In the worst case, the 95% HDIs for these sample sizes will signal that the effect is 
Posterior Median and 95% credible-intervals for δ for 100 datasets consisting of different sample sizes 2n, with n observations from a N (148.3, 1.34) distribution and n observations from a N (148.3, 2.04) distribution; dotted lines represent the ROPE (−0.2, 0.2) of no effect size around δ = 0; posterior distributions are based on 150000 iterations of the single-Block Gibbs sampler with a burnin of 120000 iterations on the boundary of a small to a medium or on the boundary of a medium to a large effect size, see figure 4b . Small effect size require quite large sample sizes to reliably reject a null hypothesis H 0 : δ = 0 of no effect and to precisely estimate the size of an effect. Sample sizes of n = 550 are recommended when using the single-block Gibbs sampler, as indicated by figures 2a.
Fostering cumulative science
The single-block Gibbs sampler shows that cumulative science is supported when using it to draw inference about the effect size δ. As the previous subsection showed, small effect sizes require large samples. Medium to large effect sizes require smaller sample sizes to reliably reject a null hypothesis H 0 : δ = 0 of no effect, and medium sample sizes to precisely estimate the true effect size δ.
In a lot of research, these sample sizes are attainable. Still, there are cases where especially the sample size required for reliably etimating small and medium effect sizes may seem prohibitive to use the single-Block Gibbs sampler. Figure 7a and 7b show the effect of using the single-block Gibbs sampler on cumulative science. In both cases, a dataset consisting of only n = 10 observations in each group has been simulated, resulting in a total sample size of n = 20, where the first component is simulated as N (3.5, 1.56) and second component as N (2.89, 1.84), resulting in the same small effect size of δ = −0.35 as in subsection 7.1. The sample size is gradually increased by one observation then, until n = 250 samples are simulated for each of the two groups. The figures visualize the process of cumulative science, which is generally defined as the collaboration of different researchers or labs to reach higher validity and reliability of their research results. Assume the first researcher starts with the small sample of just n = 20 observations, resulting in a 95% HDI which signals a medium to large effect, see figure 7a . To check the results, another researcher reproduces the experiment and collects 80 additional observations, so that combining both samples yields a sample size of 100 samples in total, or n = 50 samples in each group. The resulting 95% HDI now is given as the CI at the x-axis point x = 50 in figure 7a, which shows that an effect size of above δ = −1.0 now has become unprobable given the whole dataset. Still, merging both datasets supports the claim of an effect and therefore, assume a third researcher reproduces the experiment again under similar conditions and achieves to further collect 300 observations, so that the total sample of the three experiments yields 400 observations, or n = 200 in each group. Figure 7a now indicates that the 95% HDI of the "full grown" dataset has converged quite closely to the true effect size of δ = −0.35, and while the true effect size may still not be inside the 95% HDI for sample sizes of n = 200 in each group, the researchers can conclude by then that the 95% HDI is completely inside the ROPE of a small effect indicated by the dotted lines in the plot. Therefore, by supporting collaboration and cumulative science, the true effect has been revealed. Figure 7b shows a second simulation, where exactly the same procedure has been used but now due to the randomness in the simulation, the first estimates produce different results for the effect size δ. In the long run, for about n = 150, the same conclusions are reached.
Figures 8a, 8b and ?? show the same simulation for increasing samples, starting again with n = 10 samples in each group, until n = 500 samples in each group are attained. In the long run, approximately n = 100 to n = 150 observations in each group seem to suffice to detect small effect sizes. So even in situations when the requirements of such sample sizes seem to high, collaborating with other researchers to attain those sample sizes will be a possible way to obtain precise estimates of the effect size. This way, use of the single-block Gibbs sampler will hopefully support cumulative science and collaboration, therefore enhancing the validity of research.
CONCLUSIONS AND FUTURE WORK
In this paper, an estimation-oriented alternative to current Bayesian t-tests based on the Bayes factor was introduced. Following the proposal of a shift from hypothesis testing to estimation under uncertainty as proposed by Cumming (2014) and Kruschke and Liddell (2018) , a Markov-Chain-Monte-Carlo algorithm was developed with the goal to estimate the effect size δ. By reformulating the situation of the two-sample t-test as a mixture model of two normally distributed components with known weights η 1 , η 2 and allocations S i , i = 1, ..., n, the joint posterior for the parameters µ 1 , µ 2 , σ 2 1 , σ 2 2 |S, y was derived in a Bayesian analysis following the results of Frühwirth-Schnatter (2006) . By considering the independence prior, the means µ k and variances σ 2 k were assumed to be independent for k = 1, 2, being a more realistic assumption for the situation of the two-sample t-test than the conditionally conjugate prior. The modification of the two-block Gibbs sampler of Frühwirth-Schnatter (2006) for full inference when the allocations and weights are not known to the single-block Gibbs sampler given in algorithm 6.1 leads to a Markov-Chain-Monte-Carlo solution to obtaining the joint posterior and also the posterior distribution of the effect size δ.
The simulation study conducted in section 7 shows that the sample sizes of n = 100 in each group are large enough to reliably reject a null hypothesis H 0 : δ = 0 of no effect for medium and large effect sizes. Precisely estimating the effect size requires more information in form of a larger sample size, which is about n = 400 to n = 500 for medium effects and n = 200 for large effects. 
---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
----- For small effects, larger sample sizes of about n = 550 per group are necessary to reliably reject a null hypothesis H 0 : δ = 0 of no effect and precisely estimate a small effect size. Still, when gradually increasing the data by collaboration, the simulation study showed that much smaller sample sizes may suffice. Also, type I errors are prevented if the true effect size is zero when using sample sizes of about n = 150 observations per group. Of course, one could argue here that when using the ROPE-criterion, effect sizes δ ∈ (−0.2, 0.2) also are interpreted as practically equivalent to zero, so that even for effect sizes of e.g. δ = 0.15 or δ = −0.19 no type I error should be made, but then of course the sample size of n = 150 could be a little too small. Still, by asymptotics, with a large enough sample size the type I error decreases to zero and the type II error does, too. The singleblock Gibs sampler derived in this paper therefore is a considerable alternative to currently existing Bayesian two-sample t-tests based on Bayes factors, which only quantify the evidence for two competing hypotheses. The Gibbs sampler achieves the same behaviour using the ROPE-criterion if hypothesis testing is the goal, but also produces estimates and quantifies the uncertainty inherent in them.
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
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From a computational point of view, Gibbs sampling is highly efficient and the sampler takes about a few seconds to produce about 150000 iterations in contrast to the existing solutions via STAN proposed by Kruschke (2013), which not only requires to install and handle the STAN model but also takes longer to compute, as the No-U-Turn sampler of Hoffman and Gelman (2014) adaptively needs to tune the parameters of the Hamiltonian-Monte-Carlo algorithm running under the hood. The derived single-block Gibbs sampler avoids the inherent problems with scaling parameters completely, which is why Gibbs sampling is considered one of the most reliable MCMC algorithms for inference in mixture models.
The proposed solution also supports cumulative science as visualised in the simulation study. As shown, much smaller sample sizes may be sufficient then to produce valid results. Possible extensions of the method may be to consider three-component Gaussian mixtures as an alternative to the analysis of variance. Also, while the single-block Gibbs sampler is derived with the goal of estimation under uncertainty, future work could consist of simulation studies comparing the single-Block Gibbs sampler to some of the Bayes factor based two-sample t-tests when using the ROPE-criterion with the Gibbs sampler.
Another aspect s concerned with the ROPE-criterion itself: Instead of accepting or rejecting a null value only when the 95% HDI is completely inside or outside the ROPE, one could adopt the idea of Wellek (2010) to quantify the evidence for the competing hypotheses by considering the posterior mass inside and outside the ROPE, allowing for a more continuous quantification of evidence for each hypothesis. Then, much smaller sample sizes will be needed to accept or reject a null value, e.g. when the criterion is lowered to accept a null value if 80% of the posterior distribution are located inside the ROPE.
