Abstract. It is known that a backward Schramm-Loewner evolution (SLE) is coupled with a free boundary Gaussian free field (GFF) with boundary perturbation to give a conformal welding of a quantum surface. Motivated by a generalization of conformal welding for a quantum surface with multiple marked boundary points, we propose a notion of multiple backward SLE. To this aim, we investigate a commutation relation between two backward Loewner chains, and consequently, we find that the driving process of each backward Loewner chain has to have a drift term given by logarithmic derivative of a partition function, which is determined by a system of Belavin-Polyakov-Zamolodchikov-like equations so that these Loewner chains are commutative. After this observation, we define a multiple backward SLE as a tuple of mutually commutative backward Loewner chains. It immediately follows that each backward Loewner chain in a multiple backward SLE is obtained as a Girsanov transform of a backward SLE. We also discuss coupling of a multiple backward SLE with a GFF with boundary perturbation and find that a partition function and a boundary perturbation are uniquely determined so that they are coupled with each other.
Introduction
Recent studies on Schramm-Loewner evolution (SLE) coupled with two-dimensional Gaussian free field (GFF) [Dub09, SS09, SS13, DMS14, She16, MS16a, MS16b, MS16c, MS17] have created a new trend in random geometry leading to a canonical construction of SLE from GFF and an insight into underlying geometry of GFF. In these studies, a GFF is an ingredient of random objects such as a quantum surface [DMS14, She16] or an imaginary surface [MS16a, MS16b, MS16c, MS17] , roughly, the former (resp. the latter) of which is an equivalence class of two-dimensional simply connected domains equipped with random metrics (resp. random vector fields). Given a quantum surface uniformized to the complex upper half plane, then, one can think of matching boundary segments lying on both sides of the origin so that they have the same length with respect to the random metric and gluing them together. Consequently, one obtains a random curve glowing in the complex upper half plane and could consider the conformal welding problem that requires to determine its probability law. In case that an imaginary surface uniformized to the complex upper half plane is given, one sees a flow line starting at the origin along the random vector field and could consider the flow line problem that requires to determine its probability law. It has been proved [She16, MS16a, MS16b, MS16c, MS17] that, for a quantum surface and an imaginary surface with proper boundary perturbations, both problems are solved by SLE relying on the coupling of SLE with GFF.
Due to the boundary perturbations, the quantum surfaces (resp. the imaginary surfaces) subject to the conformal welding problem (resp. the flow line problem) can be regarded as being equipped with two marked boundary points (resp. boundary condition chainging points) at the origin and infinity. Therefore, it seems natural to consider analogues of these problems in case when the quantum surfaces (resp. the imaginary surfaces) are equipped with more marked boundary points (resp. boundary condition changing points) than two. In the previous work [KK19] , we posed such generalizations and found that they are solved by multiple SLE [BBK05, Dub06, Dub07, Gra07, KP16, PW19], but we also encountered a new problem.
In fact, the couplings of SLE with GFF to solve the conformal welding problem and the flow line problem are slightly different. While, in case of the flow line problem, the coupling of the usual forward flow of SLE [Sch00, RS05] and GFF under proper boundary condition is useful, in case of the conformal welding problem, one has to make a backward SLE be coupled with free boundary GFF with a proper boundary perturbation. These differences not only inherit when we move on to the case with multiple marked boundary points/boundary condition changing points, but also get more serious. It is known [Law09b] that a forward SLE and a backward SLE are roughly the inverse mapping of each other, which is why a forward SLE and a backward SLE generate essentially the same random curve. Note that the proof of this fact relies on the property that, for a Brownian motion (B t : t ≥ 0) and a fixed time T > 0, the stochastic process (B T −t − B T : t ∈ [0, T ]) is again a Brownian motion. Therefore, for a multiple SLE, whose driving process has a drift term apart from a Brownian motion, the same thing cannot be expected. Nevertheless, a multiple backward SLE naturally gives a solution to the conformal welding problem for a quantum surface with multiple marked boundary points. The new problem mentioned above and we address in this paper is how a multiple backward SLE makes sense as a stochastic process generating random curves.
Let us take a quick look at construction of a multiple SLE in forward case based on a commutation relation between Loewner chains [Dub06, Dub07, Gra07] . Suppose that we have two Loewner chains (g t (·) : t ≥ 0) and (g s (·) : s ≥ 0) driven by some Itô processes. Using these Loewner chains, one can think of two schemes of generating multiple curves: One scheme is to generate a curve according to (g t (·) : t ≥ 0) and next to generate the other curve in the remaining domain letting (g s (·) : s ≥ 0) evolve, and the other one is to do the same thing in the converted order. In both schemes, one obtains two random curves in the complex upper half plane. Then the requirement that their probability laws are identical imposes strict conditions on the driving processes of the Loewner chains. In particular, it can be argued that they share a function that solves a system of Belavin-Polyakov-Zamolodchikov(BPZ)-like equations so that their drift terms are given by its logarithmic derivatives. What is called a multiple SLE these days [KP16, PW19] is a multiple of Loewner chains, the driving process of each of which has a drift term given by a logarithmic derivative of a single function solving a system of BPZ equations. Owing to the argument of commutation relation, it is ensured that these multiple of Loewner chains consistently generate multiple curves in the complex half plane. It is also known [Wer04, SW05, KP16, PW19] that, for multiple SLE, each Loewner chain is a Girsanov transform of a usual SLE up to some stopping time.
We also comment that a multiple SLE was also constructed in [BBK05] , where a multiple SLE was thought of as a Loewner chain generating multiple curves, which can be regarded as a stochastic version of a multiple slit Loewner theory [RS17] and was adopted in our previous work [KK19] . In [BBK05] , drift terms in driving processes were derived in connection to conformal field theory (CFT) whose probability theoretical origin was later clarified in [Gra07] .
Our aim is to carry out an analogous discussion of commutation relation as above for a backward case. As was expected, Rough statement of Thorem 2.7: the commutation relation imposes conditions on the driving processes of the backward Loewner chains under consideration so that the drift terms are given by logarithmic derivatives of a function that is a solution of a system of BPZ equations, but a parameter in the BPZ equations is different from one that appeared in case of a multiple forward SLE. To define a backward multiple SLE, we turn this argument upside down and start from a solution of a system of BPZ equations, which we call a partition function. Then a multiple backward SLE associated with that partition function is defined as a multiple of backward Loewner chains, whose driving processes have drift terms determined by logarithmic derivatives of the partition function. Similarly as in the case of a multiple forward SLE, these backward Loewner chains consistently generate multiple random curves. It can be also seen that Rough statement of Theorem 3.3: each backward Loewner chain is a Girsanov transform of a usual backward SLE with the Radon-Nikodym derivative being written in terms of the partition function. Therefore, a multiple backward SLE is equivalently defined as a multiple of probability measures each of which is a suitable Girsanov transform of the law of an ordinary backward SLE.
After fixing a definition of a multiple backward SLE, we discuss a coupling between a multiple backward SLE and free boundary GFF with boundary perturbation. We begin with a precise definition of coupling so that a multiple backward SLE coupled with free boundary GFF with boundary perturbation gives a solution to the associated conformal welding problem. Then we find that Rough statement of Theorem 4.5: the requirement that a multiple backward SLE is coupled with free boundary GFF with boundary perturbation imposes constraints on both the multiple backward SLE and the boundary perturbation strict enough to fix them essentially uniquely. We also prove an analogue of Theorem 4.5 for a multiple forward SLE in Theorem B.6.
Let us make some comments on difference and relation between the current work and our previous work [KK19] . In the previous work, we considered a multiple backward SLE that generates multiple curves at once. On the other hand, what we call a multiple backward SLE in the current work is a consistent family of backward Loewner chains by which multiple curves are generated one by one. It has been already observed in the previous work [KK19] that a time change of a Dyson model is naturally chosen as a system of driving processes so that the corresponding multiple SLE is coupled with free boundary GFF with boundary perturbation, but its mathematical content was obscure at that moment. Theorem 4.5 in the current paper gives a precise statement for that observation.
An implication of Theorem 4.5 seems to be of great importance. At first, we intended to design a boundary perturbation so that the associated conformal welding problem is solved by a desired multiple backward SLE, but, consequently, Theorem 4.5 prohibited us from carrying out that program except for one case. Then a new problem arises whether it is possible to construct other multiple backward SLE by considering a generalization of conformal welding problem or whether the chosen multiple backward SLE is the only one that can be constructed starting from the theory of GFF.
Before closing this introduction, we briefly comment on future directions. We believe that analogues of Theorems 4.5 and B.6 also work for a multiple SLE that generates multiple curves at once [BBK05, Gra07] . It would be also interesting to consider other kinds of SLE such as a radial SLE, a quadrant SLE [Tak14] and an SLE(κ, ρ) to generalize Theorems 4.5 and B.6. We are in particular interested in cases of multiply connected domains that are treated by means of an annulus SLE [Zha04, BKT18] or a stochastic Komatu-Loewner evolution [BF08, CF18, Mur19] . This paper is organized as follows. In the next Sect. 2, after fixing our terminologies concerning backward Loewner chains, we investigate commutation relation between two backward Loewner chains to prove Theorem 2.7. We also discuss mutual commutativity among multiple of backward Loewner chains extending the result of Theorem 2.7, following which, in Sect. 3, we define a multiple backward SLE as a special case of a mutually commuting family of backward Loewner chains. We also prove Theorem 3.3 and pose an equivalent definition of a multiple backward SLE as a multiple of probability measures, with which we work in Sect. 4. In Sect. 4, we consider coupling of a multiple backward SLE with free boundary GFF with boundary perturbation. To this aim, we begin with a review of free boundary GFF and then give a definition of coupling. We will find that the coupling conditions impose strict constraints on both the multiple backward SLE and the boundary perturbation to give Theorem 4.5. In this paper, we avoid an explicit use of CFT and carry our discussion in purely a probability theoretical manner. For readers familiar with CFT, however, it might be more convenient to see CFT background underlying our discussion. In Appendix A, we summarize how observables that play significant roles in our discussion originate as correlation functions of CFT. Though we focus on a multiple backward SLE in this paper, an analogue of Theorem 4.5 can also be considered for an ordinary multiple forward SLE. In Appendix B, we discuss a multiple forward SLE coupled with a Dirichlet boundary GFF with boundary perturbation. We recommend readers to read Appendix B separately from the main body because, to avoid notational complexity, we use the same symbols as in the main body with different definition or parametrization.
Terminologies. Let H = {z ∈ C|Imz > 0} be the complex upper half-plane and let H be its closure in C. For a compact subset K ⊂ H, we assume that H K := H\(K ∩ H) is simply connected. Then there exists a unique conformal equivalence g K : H K → H under the hydrodynamic normalization at infinity:
We define the half-plane capacity of K at infinity by
For N ∈ N, we set
as the collection of N -point configurations on R.
Acknowledgements. The author is grateful to Yoshimichi Ueda and Takuya Murayama for stimulating his interest in the subject of the present paper. He also thanks Makoto Katori, Makoto Nakashima and Noriyoshi Sakuma for discussions and opportunities to talk in seminars they arranged. This work was supported by the Grant-in-Aid for JSPS Fellows (No. 19J01279).
Commutation relation
In this section, we investigate commutation relation between two backward Loewner chains and derive conditions so that they consistently generate two curves. To this aim, we begin with fixing our terminologies concerning backward Loewner chains.
Definition 2.1. Let U : [0, ∞) → R be a continuous function. The backward Loewner chain (f t (·) : t ≥ 0) driven by U is the solution of the equation
Given a backward Loewner chain (f t (·) :
is a conformal equivalence. For convenience, we set η t := η + U (t), t ≥ 0. Then each η t is a curve anchored on U (t) and f t : H → H\(η t [0, t] ∩ H) is the hydrodynamically normalized conformal equivalence. It is also obvious that hcap(η t [0, t]) = 2t, t ≥ 0.
The definition of a backward Loewner chain obviously works even if a continuous function U is replaced by a stochastic process as long as its paths are almost surely continuous. A fundamental example is a backward SLE(κ) defined as follows: Definition 2.2. Let κ > 0 be fixed. A backward SLE(κ) is a backward Loewner chain (f t (·) : t ≥ 0) driven by (W t = √ κB t : t ≥ 0) where (B t : t ≥ 0) is a Brownian motion. We call the associated random curve η a backward SLE(κ)-curve.
It has been known [RS05, Kan07, Lin08, Law09b] that a backward SLE is easier to analyze in many ways than an forward SLE. More recent studies on backward SLE include [RZ16, MZ19] A backward SLE(κ) is roughly the inverse mapping of an SLE(κ). A proof of the following fact can be found e.g. in [Law09b] .
where we put W t = √ κ B t , t ≥ 0 with ( B t : t ≥ 0) being a Brownian motion. We set The proof of this proposition relies on the fact that for a Brownian motion (B t : t ≥ 0) and T > 0, the stochastic process (B T −t − B T : t ∈ [0, T ]) is again a Brownian motion. Therefore we cannot expect the same property for a backward Loewner chain driven by a stochastic process with a drift term.
Definition 2.4. Let κ > 0 and N ∈ N be fixed and let b = b(x 1 , . . . , x N ) be a function on Conf N (R) that is translation invariant and homogeneous of degree −1. For i ∈ {1, . . . , N }, we consider a stochastic process X t = (X
where (B t : t ≥ 0) is a Brownian motion. We call the backward Loewner chain (f t (·) : t ≥ 0) driven by the above stochastic process X (i) t : t ≥ 0 an i-th backward SLE(κ, b) driven by the stochastic process (X t : t ≥ 0). For an N -point configuration X = (X 1 , . . . , X N ) ∈ Conf N (R), we say that the i-th backward SLE(κ, b) starts at X if X 0 = X.
Remark 2.5. One has not to be confused in usage of the term "driving process". For an i-th SLE(κ, b) driven by (X t : t ≥ 0), only the i-th process (X (i) t : t ≥ 0) plays a role of a driving process of a Loewner chain. It is, however, convenient to call (X t : t ≥ 0) the driving process of the i-the SLE(κ, b) in case that one needs to keep track of other points as well.
The assumption that the function b is translation invariant and homogeneous of degree −1 ensures that the law of associated random curve η is conformally invariant. Indeed, this homogeneity of b gives the property that d λX
for an arbitrary constant λ > 0. Let us fix a pair {i, j} ⊂ {1, . . . , N }. For κ > 0 and a function b on Conf N (R) translation invariant and homogeneous of degree −1, let (f t (·) : t ≥ 0) be an i-th backward SLE(κ, b) driven by a stochastic process (X t ∈ Conf N (R) : t ≥ 0). For anotherκ > 0 and a functionb on Conf N (R) translation invariant and homogeneous of degree
We denote the filtration associated with (X t : t ≥ 0) and X s : s ≥ 0 by (F t ) t≥0 and (F s ) s≥0 , respectively and assume that (F t ) t≥0 and F s s≥0 are independent. Set
forms a double filtration of σ-algebras. Using these two backward Loewner chains, we have two schemes of generating two curves in H given an N -point configuration X ∈ Conf N (R):
Scheme 1: Generate a curve η ε according to the i-th backward SLE(κ, b) (f t (·) :
t ≥ 0) starting at X up to a time ε > 0. Next, forgetting the first curve η ε , generate the second curveηε letting the j-th backward SLE(κ,b) f s (·) : s ≥ 0 starting at X ε evolve up to a timeε > 0. We also require that
for a fixed c > 0. Then one obtains two curves
Scheme 2: Generate a curveη ε ′ according to the j-th backward SLE(κ,b) f s (·) : s ≥ 0 starting at X up to a time ε ′ > 0. Next, forgetting the first curveη ε ′ , generate the second curve η cε letting the i-th backward SLE(κ, b) (f t (·) : t ≥ 0) starting atX ε ′ evolve up to a time cε > 0, whereε > 0 and c > 0 are those taken in Scheme 1. We also require that
Then one obtains two curves
Definition 2.6. An i-th backward SLE(κ, b) and a j-th backward SLE(κ,b) are said to
Here is the main theorem in this section.
Theorem 2.7. An i-th backward SLE(κ, b) and a j-th backward SLE(κ,b) are commutative if and only if the following conditions are satisfied:
(1) Either κ =κ or κ = 16/κ. 
where we set
Moreover, the function Z is unique up to multiplicative constant.
Proof. The stochastic process (X t : t ≥ 0) is a Markov process. Thinking of Conf N (R) as a subset of R N , its generator is derived by means of Itô's formula so that
The stochastic process X s : s ≥ 0 is also a Markov process generated by
First let us determine the time ε in Scheme 1 in terms ofε. Let f s (·) : s ≥ 0 be the j-th backward SLE(κ,b) starting at X ε . From the Loewner equation, we have
Then up to the first order ofε,
Because of the scaling property of the half-plane capacity, we see that
Equating this to 2cε, ε is determined to be
In a similar manner, the time ε ′ in Scheme 2 is determined as
be a bounded smooth function. In Scheme 1, we see that
On the other hand, in Scheme 2, we have
Therefore the desired equivalence K 1 c,ε
= K 2 c,ε holds if and only if the following relation among operators is valid:
Using the expressions (2.1) and (2.2), each side becomes
Therefore, we can see, by comparing the coefficients ofε 2 , that if the relation (2.3) holds, then it follows that the commutation relation between infinitesimal generators
holds. Conversely, since (X t : t ≥ 0) and X s : s ≥ 0 are Markov processes, the infinitesimal commutation relation (2.4) ensures the finite commutation relation (2.3). Note that the commutation relation (2.4) imposes conditions on input data κ,κ, b,b.
Therefore, the commutation relation (2.4) is equivalent to the following conditions
Since every connected component of Conf N (R) is simply connected, from Eq. (2.5), we see that there exists a function Z = Z(x) on Conf N (R) such that b = κ∂ x i log Z and b =κ∂ x j log Z. Note that the function Z is unique up to multiplication by functions independent of x i and x j . Also since b andb are translation invariant and homogeneous of degree −1, the function Z is also translation invariant and homogeneous. Substituting them into Eqs. (2.6) and (2.7), we see that
Therefore, there exist functions
For this system of equations to have a solution Z, the functions F i and F j have to be chosen properly. To find conditions on F i and F j , we set
Then Z is annihilated by any operators from the ideal generated by Q i + F i (x i , x) and Q j + F j (x j , x) in the ring of differential operators. In particular, it is annihilated by the following operator:
which is just a multiplication operator. Therefore, if there exists a nonzero solution Z, then this operator has to be zero as a function, which implies that either κ =κ or κκ = 16 holds and that there exists a function
. It is also obvious that F ij is homogeneous of degree −2 so that Z is homogeneous.
As noted above, the function Z is unique up to multiplication by function independent of x i and x j . Let C ij (x) = C ij (x 1 , . . . ,x i , . . . ,x j , . . . , x N ) be a function independent of x i and x j . Assuming that Z is annihilated by operators Q i +F ij (x i , x) and Q j +F ij (x j , x), we also require C ij (x)Z(x) to be annihilated by them. Then we have
For the residue at x i = x k to vanish, we must have ∂ x k C ij = 0 for all k = i, j, which means that C ij is a constant.
Theorem 2.7 can be immediately extended to a family of mutually commutative backward Loewner chains.
Corollary 2.8. We take κ i > 0, i = 1, . . . , N and translation invariant and homogeneous of degree -1 functions
of backward Loewner chains, where f
, N . Then these backward Loewner chains are mutually commutative if and only if the following conditions are satisfied:
(1) There exists κ > 0 such that either κ i = κ or κ i = 16/κ holds for i = 1, . . . , N .
(2) There exists a translation invariant and homogeneous function Z = Z(x 1 , . . . , x N ) on Conf N (R) with the following properties:
where
Proof. From Theorem 2.7, it follows that there exists κ > 0 and either κ i = κ or κ i = 16/κ holds for every i = 1, . . . , N . It also follows that there exists a function
for every pair {i, j} ⊂ {1, . . . , N }. Here F ij are functions taken in Theorem 2.7. Thinking of these equations for a fixed i, we see that the function
is actually independent of j. Observation of poles of degree two at x i → x j , j = i forces the function G i (x) be in the form
is independent of x j for every j = i, we conclude thatG i depends only on x i , which justifies writingG i (x) = c i x 2 i with a constant c i sinceG i is homogeneous of degree −2. Therefore, the function Z satisfies
and also is annihilated by
Therefore the above function itself has to vanish, which implies c i = 0, i = 1, . . . , N .
Proposal of multiple backward SLE
Let N ∈ N and κ > 0 be fixed. We think of a multiple backward SLE as a special case of a family of mutually commuting Loewner chains considered in Corollary 2.8. Namely, we consider a case where κ i = κ, i = 1, . . . , N are chosen uniformly. We also write Owing to Corollary 2.8, members of a Z-multiple SLE(κ) consistently generate N random curves in H.
We can see that each flow f
. . , N is obtained as a Girsanov transform of a backward SLE(κ). Let (f t (·) : t ≥ 0) be a backward SLE(κ), which satisfies
where W t = √ κB t , t ≥ 0 with (B t : t ≥ 0) being a Brownian motion with respect to a probability measure P. For x ∈ R, we denote the law of a Brownian motion starting at x by P x . Let Z = Z(x 1 , . . . , x N ) be an partition function. For X ∈ Conf N (R) and i ∈ {1, . . . , N }, we set
and consider a stochastic process M (i) X,t : t ≥ 0 under a probability measure P X i . For each i ∈ {1, . . . , N }, n ∈ N and X ∈ Conf N (R), we define a stopping time
Theorem 3.3. The stochastic process M (i) X,t : t ≥ 0 is a local martingale with respect to P X i . For n ∈ N, define a probability measure Q
Then the Loewner chain (f t (·) : t ≥ 0) above is an i-th Loewner chain f Proof. By Itô's formula, we see that
The assumption that Z is an (N, κ)-partition function ensures that the stochastic process M (i) X,t : t ≥ 0 is a local martingale. Its increment is also written as
X,t dB t , t ≥ 0, where
Therefore, by Girsanov-Maruyama's theorem, a stochastic process B X,n , which is the i-th flow of an Z-multiple backward SLE(κ).
Owing to Theorem 3.3, a Z-multiple backward SLE(κ) is equivalently defined as follows:
Definition 3.4. Let κ > 0, N ∈ N, Z be an (N, κ)-partition function and X ∈ Conf N (R). A Z-multiple backward SLE(κ) starting at X is a family of probability measures Q (i) X,n : i = 1, . . . , N, n ∈ N each of which is defined by (3.2).
We will work with Definition 3.4 as a definition of a multiple backward SLE. If we consider a backward Loewner chain (f t (·) : t ≥ 0) driven by (W t = √ κB t : t ≥ 0) with (B t : t ≥ 0) being governed by Q (i) X,n , it is just the i-th Loewner chain f 
We denote the probability law for these Gaussian random variables by P. This family of Gaussian random variables is constructed by means of Bochner-Minlos's theorem 
where G(z, w), z, w ∈ D is a Neumann boundary Green's function on D. Motivated by this, we set
Then the collection {(H, f )|f ∈ C 0 (D)} is one of Gaussian random variables such that
It is natural to think of H as a random distribution with test functions taken from C 0 (D) to symbolically write
We understand the object H(z), z ∈ D in this sense and also call H free boundary GFF on D. The covariance structure is reproduced by the formula
Example 4.1. In case that D = H is the complex upper half plane, we set G H (z, w) := − log |z − w| − log |z − w|, z, w ∈ H, z = w as a Neumann boundary Green's function on H.
A free boundary GFF plays a role of an ingredient of the Liouville quantum gravity [Pol81a, Pol81b] and a probability theoretical construction of Liouville conformal field theory. This aspect of GFF has been studied extensively [DS09, DS11, DMS14, RV16, DKRV16, GRV16, DRV16, GMS17, HRV17, KRV19].
SLE/GFF-coupling.
Let us begin with a definition of a boundary perturbation for free boundary GFF. Here we fix N ∈ N.
Definition 4.2. Let u(·; x 1 , . . . , x N ) = u(z; x 1 , . . . , x N ) be a harmonic function of z ∈ H with additional parameters (x 1 , . . . , x N ) ∈ Conf N (R). We say that u(·; x 1 , . . . , x N ) is a boundary perturbation for free boundary GFF if the following conditions are satisfied:
Translation invariance: For any a ∈ R, u(z + a; x 1 + a, . . . , x N + a) ≡ u(z; x 1 , . . . , x N ), z ∈ H, (x 1 , . . . , x N ) ∈ Conf N (R) modulo additive constants. Scale invariance: For any λ > 0,
For a boundary perturbation u(·; x 1 , . . . , x N ), one can think of a random distribution H (u,X) := H + u(·; X 1 , . . . , X N ) on H, where H is a free boundary GFF on H and X = (X 1 , . . . , X N ) ∈ Conf N (R). We call the above H (u,X) a (u, X)-perturbed free boundary GFF. Note that a free boundary GFF H and a (u, X)-perturbed free boundary GFF H (u,X) cannot be distinguished by test functions in the bulk. Namely, since u = u(z; X 1 , . . . , X N ) is harmonic in z ∈ H, for a test function f ∈ C 0 (H) that is supported in H, we have
Suppose that an (N, κ)-partition function Z = Z(x 1 , . . . , x N ) is given. Let P be the law of a backward SLE(κ) (f t (·) : t ≥ 0) that is independent of a GFF and let Q (i) X : i = 1, . . . , N be the family of laws of a Z-multiple backward SLE(κ) starting at X ∈ Conf N (R) defined in (3.2). For each i ∈ {1, . . . , N }, we consider a stochastic distribution h (i) X,t : t ≥ 0 defined by
where W t = √ κB t , t ≥ 0 with (B t : t ≥ 0) being a P X i -Brownian motion and we set
Definition 4.3. We say that the Z-multiple backward SLE is coupled with a (u, X)-perturbed free boundary GFF H (u,X) with coupling constant γ if, for all i ∈ {1, . . . , N } and n ∈ N, the stochastic distribution h 
where G t (z, w) := G H (f t (z), f t (w)), t ≥ 0, z, w ∈ H, z = w with (f t (·) : t ≥ 0) being a Loewner chain obeying Q
This definition is motivated by the following fact. For each i ∈ {1, . . . , N }, let us set
Note that p 
X,n is identical to that of H (u,X) under P for every i = 1, . . . , N and n ∈ N. Proof. Firstly, we note that a (u, X)-perturbed free boundary GFF gives Gaussian random variables (H (u,X) , f ), f ∈ C 0 (H) with mean being shifted by (u(·; X), f ) and variance
Therefore, we have
Let (F t ) t≥0 be the filtration associated with a P X i -Brownian motion (B t : t ≥ 0). Then we have
By assumption, we have d (h
This leads to
where e
which gives the desired result.
This proposition is interpreted in terms of conformal welding of a quantum surface [She16, KK19] . Indeed, the Loewner chain (f t (·) : t ≥ 0) under the law Q (1) The relation between parameters √ κ = γ or √ κ = 4/γ holds.
(2) The (N, κ)-partition function is given by
up to multiplicative constants. (3) The boundary perturbation u(·; x 1 , . . . , x N ) is given by
up to additive constants.
Before proving Theorem 4.5, let us note the following fact. 
for every n ∈ N, where B Proof. It follows from a direct computation of the increment of the stochastic process (G t (z, w) : t ≥ 0), z, w ∈ H, z = w, where
Indeed, its increment is given by
Therefore, we obtain the desired result.
Proof of Theorem 4.5. For a boundary perturbation u(·; x 1 , . . . , x N ) = u(z; x 1 , . . . , x N ), we write its holomorphic extension byũ(z; x 1 , . . . , x N ), namely, we have
Such a holomorphic function uniquely exists on H up to additive constants. Then the stochastic process (h X,t , t ≥ 0 wherẽ
By definition of the probability measure Q (i) X,n , the stochastic process h (i) X,t : t ≥ 0 is a Q (z; x 1 , . . . , x N )Z(x 1 , . . . , x N 
Then the stochastic process N (i) X,t : t ≥ 0 is explicitly written as
Its increment is computed as
Therefore, the stochastic process N 
Then the increment of the stochastic process h (i) X,t : t ≥ 0 is computed as
By definition (3.3) of the Q
n,t , t ≥ 0 , we have dB
X,t dt, t ≥ 0. The coefficient can also be further computed to give
From Lemma 4.6, we can also require that there exists a sequence ǫ = (ǫ i ∈ {±} : i = 1, . . . , N ) such that (4.5)
so that the Z-multiple backward SLE(κ) is coupled with H (u,X) for an arbitrary X ∈ Conf N (R). The Eqs. (4.5) are solved bỹ
where h = h(z) is a holomorphic function only of z ∈ H. It can be seen that the assumption that u = Reũ is a boundary perturbation for free boundary GFF requires the function h to be constant so that it is translation and scale invariant modulo additive constants. Let us write X =ũZ withũ being given above and apply the operators D κ z,i , i = 1, . . . , N on both sides. Note that
For Eq. (4.4) to be satisfied, we must take √ κ = γ or √ κ = 4/γ and ǫ i = −1, i = 1, . . . , N . We see that additional conditions on the (N, κ)-partition function are imposed so that (4.6)
This implies that the (N, κ)-partition function has the asymptotic behavior
for any pair i, j ∈ {1, . . . , N }, which fixes it so that
up to multiplication by nonzero constants.
Appendix A. Conformal field theory approach
In this paper, we avoided an explicit use of CFT. For readers familiar with CFT, however, it might be more useful to see ideas that originate from CFT.
The free boson field φ(z) is defined as a formal series:
where the symbols q and a n , n ∈ Z are subject to commutation relations:
Then the current field J(z) := ∂φ(z) = n∈Z a n z −n−1 satisfies the following operator product expansion (OPE):
Note that the free boson field is also obtained formally as
Given a parameter b ∈ C, the stress-energy tensor (Virasoro field) is defined by
and the corresponding central charge is checked to be c FB b = 1 + 12b 2 . A vertex operator V α (z), α ∈ C is a primary field of conformal weight h FB b (α) = α(2b − α)/2 with respect to T b (z), namely it admits an OPE
For κ > 0, we adopt the parametrization
and h FB b(κ) (α ± (κ)) = h κ . We also consider a Liouville conformal field theory. Let Ψ h , h ∈ C be a Virasoro primary field of conformal weight h and set
where |0 is the vacuum vector of central charge c κ and h| is the dual of a suitable highest weight vector so that the above correlation function is non-trivial. Since the field Ψ hκ is degenerate, the correlation function Z(x 1 , . . . , x N ) satisfies BPZ equations:
. . , N. Therefore, the function Z is considered as an (N, κ)-partition function.
Under the free boson theory, we set
where |α is the vacuum vector of charge α and α| is its dual. Then the above correlation function Z FB (x 1 , . . . , x N ) satisfies the system of BPZ equations (A.1).
Next we consider a correlation function denoted as
which does not, however, make a rigorous representation theoretical sense because the vertex operator V α (z) does not act on a state space of a Liouville CFT. Nevertheless, the above description verifies a defining property of X(z, x 1 , . . . , x N ) in Eq. (4.2) as a solution of a system of differential equations. Regarding the vertex operator V α (z) as a primary field of conformal weight h FB b(κ) (α), we see that
3), we see that the correlation function
satisfies the system of differential equations
2 . Therefore, the function X here is identified the function in Eq. (4.2).
We also remark that the correlation function Z FB in (A.2) satisfies an additional system of differential equations. Noticing the property
and an OPE
we see that 
where L n , n ∈ Z are the standard generators of the Virasoro algebra. A primary field Ψ h behaves under conjugation by R(f t ), t ≥ 0 as
Regarding a vertex operator V α (z) as a primary field of conformal weight h FB b (α), we see that it behaves in the same manner. Then the application of the directional derivative
Owing to the fact that (2L −2 + κ 2 L 2 −1 ) |h κ = 0 in the irreducible representation of central charge c κ , and the property Ψ hκ (W t ) |0 = e L −1 Wt |h κ , the vector valued stochastic process
is a local martingale. Therefore, it follows that, for z ∈ H, X ∈ Conf N (R) and i ∈ {1, . . . , N }, stochastic processes
are local martingales that appeared in Eqs. (3.1) and (4.3), respectively.
Appendix B. Forward flow case
The aim of this appendix is to present an analogue of Theorem 4.5 in case of forward flow. To make notations simpler, we use the same symbols as in the main body with different definition or parametrization. Therefore, readers are recommended to read this appendix separately from the main body. At the same time, we give all descriptions in detail so that readers do not need to refer to the main body to read this appendix.
B.1. Multiple SLE. We define a multiple SLE as a multiple of probability measure. Let (B t : t ≥ 0) be a Brownian motion and denote its law by P. The law of a Brownian motion starting at x will be denoted as P x . For a parameter κ > 0, we consider an SLE(κ) [Sch00] , which is a Loewner chain (g t (·) : t ≥ 0) satisfying
If we set η(t) := lim ǫ↓0 g −1 t (W t + √ −1ǫ), t ≥ 0, then η : [0, ∞) → H is almost surely a continuous curve [RS05] , which we call an SLE(κ)-curve. Also we write H t for the unbounded component of H\η[0, t], t ≥ 0 and set K t := H\H t . Then
For N ∈ N and κ > 0, an (N, κ)-partition function Z is a translation invariant homogeneous function on Conf N (R) such that D κ i Z = 0, i = 1, . . . , N , where
with h κ = 6−κ 2κ . The solutions of this system of differential equations are studied in detail in [FK15a, FK15b, FK15c, FK15d, KP16, PW19] . Usually, given an (N, κ)-partition function, the corresponding multiple SLE is defined as a multiple of Loewner chains properly constructed [KP16, PW19] . In this appendix, however, we directly construct Girsanov transforms to define a multiple SLE.
Let (g t (·) : t ≥ 0) be an SLE(κ) driven by (W t : t ≥ 0) and let Z be an (N, κ)-partition function. For X = (X 1 , . . . , X N ) ∈ Conf N (R) and i ∈ {1, . . . , N }, we consider a stochastic process M (i) X,t : t ≥ 0 defined by
under the probability measure P X i . For each i ∈ {1, . . . , N }, n ∈ N and X ∈ Conf N (R), we set τ
X,t > n . It it checked that it is a local martingale with increment
By Girsanov-Maruyama's theorem, a stochastic process B (i) n,t : t ≥ 0 defined by
is a Brownian motion under a probability measure Q
Definition B.1. Let N ∈ N and κ > 0. Take an (N, κ)-partition function and X ∈ Conf N (R). A Z-multiple SLE(κ) starting at X is a family of probability measures Q 
and denote its Hilbert space completion as
We write P for the probability law of these Gaussian random variables. Using the Dirichlet boundary Laplacian ∆, we also set (H, f ) :
where G(z, w) is Dirichlet boundary Green's function of D. We formally write
and also call a random distribution H a Dirichlet boundary GFF on D. The desired covariance structure can be reproduced by thinking of
Example B.2. In case of D = H, we write G H (z, w) = − log |z − w| + log |z − w|, z, w ∈ H, z = w for Drichlet boundary Green's function.
is called a boundary perturbation for Dirichlet boundary GFF if it is harmonic in z ∈ H and has the following properties.
Translation invariance: For any a ∈ R, we have
Scale invariance: For any λ > 0, we have
For a boundary perturbation u = u(z; x 1 , . . . , x N ) and X ∈ Conf N (R), we call a random distribution H (u,X) := H + u(·; X) with H being a Dirichlet boundary GFF a (u, X)-perturbed Dirichlet boundary GFF. Note that for f ∈ C ∞ 0 (H), which is compactly supported, we have (
Therefore, a (u, X)-perturbed Dirichlet boundary GFF cannot be distinguished from the original Dirichlet boundary GFF by a test function supported in the bulk. Given a boundary perturbation u = u(z; x 1 , . . . , x N ) and X ∈ Conf N (R), for each i ∈ {1, . . . , N }, we consider the following stochastic process
under P X i , where (g t (·) : t ≥ 0) is an SLE(κ) driven by (W t : t ≥ 0) and χ > 0. We also assume that the probability measure P X i is independent of the law of a Dirichlet boundary GFF.
Definition B.4. Let N ∈ N, κ > 0 and Z be an (N, κ)-partition function. We also let u = u(z; x 1 , . . . , x N ) be a boundary perturbation for Dirichlet boundary GFF. For X ∈ Conf N (R), we say that a Z-multiple SLE(κ) starting at X is coupled with a (u, X)-perturbed Dirichlet boundary GFF H (u,X) with coupling constant χ if, for every n ∈ N, each h
X,n -local martingale with cross variation given by
To motivate this definition, let us consider the following stochastic processes. For X ∈ Conf N (R) and each i ∈ {1, . . . , N }, set
At t = 0, we have p 
X,n is identical to that of H (u,X) under P for every i = 1, . . . , N and n ∈ N.
Proof. The proof is identical to the case of backward flow, but we present it here again. It can be seen that
for the Dirichlet energy of f ∈ W (H).
On the other hand, denoting (F t ) t≥0 for the filtration associated with a P X i -Brownian motion (B t : t ≥ 0), we have
Here we restrict the test function on H t . By assumption, we have d (h This proposition admits an interpretation in terms of the flow line problem [She16, MS16a, KK19] . Indeed, it says that the i-th curve is the flow line starting at X i along a random vector field generated by H (u,X) .
The main result here is the following theorem. Proof. Note that we have G t (z, w) = − log |g t (z) − g t (w)| + log |g t (z) − g t (w)|, z, w ∈ H t , z = w, t ≥ 0.
The assertion immediately follows from the fact that dG t (z, w) = −Im 2 g t (z) − W t Im 2 g t (w) − W t dt, z, w ∈ H t , t ≥ 0 holds.
Proof of Theorem B.6. Letũ =ũ(z; x 1 , . . . , x N ), z ∈ H, (x 1 , . . . , x N ) ∈ Conf N (R) be a holomorphic function in z so that u(z; x 1 , . . . , x N ) = Imũ(z; x 1 , . . . , x N ), z ∈ H, (x 1 , . . . , x N ) ∈ Conf N (R).
Such a function is determined uniquely up to addition of constants. Then, for X ∈ Conf N (R) and i ∈ {1, . . . , N }, the stochastic process h up to multiplication by nonzero constants.
In our proof, a partition function is chosen so that it exhibits proper asymptotic behavior, which is why we had to assume that κ = 4. Recall that an (N, κ)-partition function Z admits an asymptotic behavior
where the exponent ∆ is either 2/κ or (6 − κ)/κ. Therefore, when κ = 4, additional requirements of asymptotic behavior cannot fix a partition function because two exponents coincide in this case. Indeed, coupling with a multiple SLE(4) and GFF was considered for any partition function [PW19] concerned with level lines of GFF.
