Abstract -We present a general '&message-passing" algorithm for distributing information in a graph. Besides being interesting in its own right, this algorithm may help us to understand the approximate correctness of both the Gallager-Tanner-Wiberg algorithm, and the turbo-decoding algorithm.
I. INTRODUCTION
In this paper we discuss a general information-distributing algorithm, similar to a class of algorithms well-known to the AI community [l, 2, 41 , which has the Gallager-Tanner-Wiberg algorithm, the BCJR algorithm, the FFT algorithm, Viterbi's algorithm, the turbo decoding algorithm, and many other algorithms as special cases. Although this algorithm is guaranteed to give exact answers only in certain cases, unfortunately not including the cases of GTW or turbo-decoding, we hope that a close study of it will provide answers to the important question of why certain iterative decoding algorithms perform as well as they do. (u,w} E E, the "message" sent from U to w is a table containing the values of a function P , ,~ : A,",,, + R. Initially, all such functions are defined to be identically one, but when a particular message P,,~ is updated, the following rule is used:
THE PROBLEM
Similarly the "state" of a vertex v E V is defined to be a table containing the values of a function p v : A, --+ R.
Initially, pv is defined to be the local kernel +,(zv), but when p , is updated, the following rule is used. 
(4)

{ u , v ) E E
The hope is that after sufficiently many messages have been passed, the states of the selected vertices v E V will be, exactly or approximately, the desired marginalization tables.
When the vertices U E V are, or can be, organized as a hypertree Abelian group. Interestingly, this algorithm can also be specialized to give the Gallager-Tanner-Wiberg algorithm [3], and the turbo decoding algorithm [5, 61, although an explanation of its "approximate correctness" in these cases has yet t o be found.
