In probability theory f(iz) is known as the characteristic function of g(t)
[LU 1,2]. We note that if g(t) consists of a finite number of atoms, then (i.i)
becomes an exponential polynomial.
For an example, say g(t)
ga(t) has two atoms of mass 1/2 located at i a and I + a respectively. Then Z f(z) e cosh az, (1.2) and as the parameter a increases the zeros become more and more dense along the imaginary axis, with the one of smallest modulus approaching 0. nearest to the origin tends to ; in fact, it can be shown to do so monotonically.
Here we have two atoms of mass (l-b)/2 at +i and one atom of mass b at 0, so the mean is 0 in this case.
The following informal assertion seems reasonable.
The -Hypothesis. The distance from the origin to the nearest zero tends to vary inversely with the variance Our goal in this paper is to determine to what extent this hypothesis is true.
To do this we assemble results scattered throughout the literature. However, the theorems of 3 and 4 may be new.
To achieve an appropriate level of generality, we shall study the hypothesis in the class of all functions of the form f(z) I eWZd(w) (1.4) where (w) is a probability measure on the complex plane, not necessarily of cornpact support, with "mean i" and "variance o," i.e.,
o2
For example, when (w) is purely atomic, symmetric about the real axis, and confined to Re(w) Thus for e(n) sufficiently small, the zeros of f(z;e,4n) nearest the origin are more distant than the nearest zero of f(z;e,l).
For further examples of a similar nature (involving cosine sums on the real line) see [NU] . [POI, 5] and [DIR] . We shall require that the power moments of g(t) do not grow too rapidly; our condition (4.3) seems quite natural since it is satisfied for g(t)
exp(-It-I I) and g(t) exp[-(t-l)2], and commonly occurs in the study of characteristic functions [LUI, pp. 19ff 
we find for the even function below on the left that
where R(z) is an infinite sum of double integrals. Since
Since G(z 0) O, the result follows by summing the series on the right of (4.9). 
3) and (X) n(X). (7.4)
Thus if we begin with a class of functions g(t) for which the rule (2.9) holds, and replace each g(t) by the density for the corresponding X, the rule holds with "much more room to spare." What (7.3) and (7.4) suggest, of course, is that for "nicely shaped" pulses, the appropriate rule to investigate is o 2 >> 1, (7,5) a rule we already stumbled upon in 6.
We next observe that for g(t) with infinite support, it may be that 0. is large, and f(z) is zero free. For example, let g(t) be the normal density
exp(-z+z20.2/2) (7.7) there are no zeros! We can now construct densities of compact upport that are nearly as good. Simply multiply g(t) by a number 1 + e where e > 0 and redefine it to be zero outside of some large interval [-L,L] , so the resulting function again has total mass one. Various densities other than the g(t) of (7.6) are also available; in fact, when an infinitely divisible distribution has an entire characteristic function f(z), then f(z) is zero free [LUI, p. 187].
The graph of the normal density is bell-shaped; this means that its nth derivative changes signs n times. If this holds merely for n < M we can say it is M-bell shaped. It is conceivable that some such subtle measure of the shape of the spike and not merely its peakedness may determine the extent to which (2.9) or (7.5) may be replaced by a sharper rule. The concept of bell-shaped will also occur below in 8.
We now return to the problem of 2. Let g(t) be a "normal density distri- ii. REMARKS. 'The location of minimum modulus zeros has been extensively investigated for polynomials [MA] , but the literature for analytic functions does not seem terribly large, despite the importance of the related problem of location of minimal eigenvalues. The literature on zero-free half planes, at least, for exponential polynomials, is perhaps larger owing to its importance for stability theory. See [PON] and also [BE] for many further references.
For the asymptotic distribution of zeros of exponential polynomials and closely related functions see [BE, CART, DII- 
