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PART 1. PRELIMINARIES 
1.1. Introduction 
During this century, and even before, a substantial amount of work has 
been devoted to finding the maximal subgroups of finite simple groups and 
their automorphism groups. Some of the earliest published results of this 
nature appear in Wiman [42] and Moore [33], where the maximal sub- 
groups of the groups L,(q) = PSL,(q) are determined for all q. Then 
Mitchell [31, 321 and Hartley [15] found the maximal subgroups of L,(q), 
U,(q) = PSU,(q), and also PSpJq) for odd q. Several decades later, 
analogous results appeared for various other low-dimensional classical 
groups, including P,!+,(q) with q even, L,(q), U,(q), and L,(q). (The 
bibliographies of [lo] and [43] serve as good sources of reference.) 
Recently Aschbacher [2] made a significant contribution to the solution 
of the problem of finding the maximal subgroups of any group whose socle 
is a classical simple group. The main theorem of [2] says the following. Let 
Go be a linite classical simple group with natural projective module V, and 
let G be a group with socle G, (i.e., G, a G9 Aut(G,)). Assume that if 
GOr PQ,t(q) then G does not contain a triality automorphism of G,. If M 
is a maximal subgroup of G not containing G,, then one of the following 
holds: 
IS 
on ;“’ A4 
a known group with a well-described projective action 
;B) th e socle S = sot(M) of M is a non-abelian simple group whose 
projective representation in PGL( V) corresponds to an absolutely 
irreducible representation of the covering group of S in GL( V). 
So roughly speaking, the main theorem of [2] “reduces” the problem of 
finding the maximal subgroups of G to that of finding its absolutely 
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irreducible simple subgroups. Thus one is left to answer: Which quasisim- 
ple groups have an absolutely irreducible representation in GL( V)? If the 
dimension dim(V) of V is small enough, then the answer can be obtained 
by invoking the classification of finite simple groups. In this way, we have 
determined the maximal subgroups of G when dim(V) d 12. In [24] we 
treat the case in which G,, is isomorphic to one of these low-dimensional 
classical groups other than PC?,+(q), and in this paper we handle the case 
Go 2 PQ,t(q). There are essentially two reasons for giving PQ,+(q) this 
special attention. First, the geometry associated with PQ,+(q) is perhaps 
the richest low-dimensional classical geometry, and thus many groups 
occur under (a). Second, unlike the other classical groups, our analysis 
must go beyond the scope of the main theorem of [2], because that 
theorem does not cover the case in which G contains a triality 
automorphism of PQ2,+(q). So in some sense, this paper serves to fill in the 
gap occurring in the main theorem of [Z]. Our proof uses the classification 
of finite simple groups and the statement of our results appears in the 
results matrix, Table I, described in Section 1.5. 
Although we have mentioned only the classical finite simple groups so 
far, there are in fact numerous results concerning the maximal subgroups of 
other simple groups. For instance, the maximal subgroups of the following 
exceptional groups of Lie type have been found: Sz(q) = 2B,(q) [37], G,(q) 
[3, 10, 25, 301, 2G,(q) [25], 3D,(q) [23] and ‘F4(q) [35]. Moreover, a 
classification (but not an explicit enumeration) of the maximal subgroups 
of the alternating and symmetric groups appears in [29], and presently the 
maximal subgroups of 21 of the sporadic simple groups are known 
(see C91). 
1.2. Notation and Prerequisites 
Our conventions for expressing the structure of groups run as follows. 
(Note that all groups in this paper are finite.) If H and K are arbitrary 
groups, then H.K denotes any extension of H by K. The expressions H:K 
and H. K denote split and nonsplit extensions, respectively, while Ho K 
denotes a central product of H and K. Also, (l/m) H refers to a subgroup 
of index m in H. The symbol [m] denotes an arbitrary group of order m, 
while Z, or simply “m” denotes a cyclic group of that order. The dihedral 
group of order m is written D,. If r is prime, then (Z,)” or simply “f” 
denotes an elementary abelian group of order r”, and 2i++6 denotes an 
extraspecial group of order 2’ isomorphic to D, 0 D8 0 D,. We write L;(f) 
for the group L,(F) or Um(rO), according as E is + or - . 
Let V, be an m-dimensional vector space over F, = GF(qr) and 
Q1 : V, -+ F, a quadratic form with associated bilinear form ( , )1. Assume 
that Q, is nondegenerate, which is to say ( , )1 is nondegenerate. If v E V, 
and Q(v) = 0, then v and the l-space (v) are called singular. Otherwise v 
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and (v > are nonsingular. The norm of v is (v, v)i . A subspace W is non- 
degenerate (n.d.) if the restriction (Q,) w of Q, to W is a nondegenerate 
quadratic form on W. However, if Q, vanishes on W, then W is totally 
singular (t.s.). 
Denote by TL( I/, , F,) the group of all nonsingular semilinear transfor- 
mations of I’, and define 
~(I/,,Q,,F,)={g~TL(1/~,F~):Q~(v~)=~~Q~(u)~~forallv~V~, 
where & E F f and CJ~ EAut( F I ) depend only on g }, 
WV’,> Q,, F,)= (g=W, Q,, F,): /2,= 11, 
WV,, (21, F,)= [WV,, (21, F,), O(J",, PI, F,)l. 
If dim( I’,) = m is odd, then sZ,(q,) denotes the abstract group isomorphic 
to a( V,, Ql, F,). If m = 2h is even, then the corresponding abstract group 
is written s2k(q,), where E is + or - according as Q, has (Witt) defect 0 or 
1 (i.e., according as the maximal t.s. subspaces of Y1 have dimension h or 
h - 1). We also write PY = Y/Z(Y), where Y is either G2,(q,) or G;(q,). 
Similar remarks hold for the groups SO,(q,), SO;(q,), O,(q,), etc. Recall 
the isomorphisms O”,(q) zD~(~-~~), L?,(q) z L,(q), O,+(q) z SL,(q)o 
SUq), Q;(q) z L2(q2), Q,(q) s J%,(q), and PQ:(q) z L”,(q). 
Define the discriminant disc(Q,) of Q, to be the determinant 
(mod(F:)2) of the matrix of ( , )1 with respect o some basis of I/, (see [l, 
p. 1071). When q, is odd and m is even, then the defect of Q1 is determined 
by disc( Q 1 ). 
LEMMA 1.2.1. When q1 is odd and m is even, Q1 has defect 0 if and only 
if one of the following holds: 
(i) m = 0 mod 4 and disc@,) is a square; 
(ii) m 3 2 mod 4, q1 5 1 mod 4, and disc(Q,) is a square; 
(iii) m z 2 mod 4, q1 G 3 mod 4, and disc( Q,) is a nonsquare. 
For a thorough description of the basic properties of the orthogonal 
groups, see [ 1, Chap. V]. There is also a good compendium of information 
in the introduction of [9] and in [20]. 
Now fix an &dimensional vector space I/ over F = GF(q), where q = p” 
and p is prime. Assume that Q: ‘J -+ F is a nondegenerate quadratic form of 
defect 0 (thus the maximal t.s. subspaces have dimension 4). Write ( , ) for 
the associated bilinear form and put X= X( V, Q, F), where X ranges over 
the symbols r, d, 0, SO, and 52. The corresponding projective groups will 
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be denoted PX When q is odd, - 1 E !Z by Theorem 5.19 of [ 11. When q is 
even we regard - 1 = 1, so that we may write (- 1) = Z(B) for all q. 
Define 
G,=PQrPQ,f(q), 
a simple group. Also define 2 to be the group of scalars in GL( V) and put 
d= (2, q - 1). Then 
r/A z PY/PA z Am(F) c Z,, 
IA:021 = /PA:PO/ = d, 
IO:SOl = IPO:PSO/ = d, 
(SOLi = (PSO:G,J = 2, 
lG,I =-$f2(q2- 1)(q4- 1)2(q6- 1). 
Also define A = Aut(G,). Thus Go < PT< A, and in fact IA:PZJ = 3; the 
group A is generated by PT and a triality automorphism of Go (see [7, 
Theorem 12.5.11). Throughout this paper, G denotes a group satisfying 
Further M is a maximal subgroup of G not containing G, and M,= 
A4 n G,. The term triality automorphism refers to any element of A inducing 
a symmetry of order 3 on the Dynkin diagram of G,, and we let F be the 
set of triality automorphisms in A. 
Let W be a n.d. subspace of V of dimension m. If m is even, then W 
inherits an Ok-geometry from V, where E is + or -. In this case we call W 
an Em-space. If m is odd, then q must be odd and we call W a +m-space 
(resp. -m-space) if disc(Q w) is a square (resp. nonsquare). We write 
52(W) = 52( W, Qw, F) and regard 52(W) as a subgroup of 52: elements of 
52(W) act naturally on W and centralize WL. Similar remarks hold for 
SO(W), O(W), and so on. We write - 1 w for the element in GL( V) which 
acts as - 1 on W and + 1 on WI. (When q is even, - 1 w= 1.) Clearly 
-lWEO(W)<O. 
We extend the definition of “+ l-space” to subspaces of V in even 
characteristic. Namely, when p = 2 we call W a + l-space provided W is a 
nonsingular 1 -space. 
If H < 0 and U < V is H-invariant, define 
H(U) = H/C,(U). 
Thus H(U) acts faithfully on U and if U is n.d. then H(U) < O(U). 
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If v, )...) If/k are subspaces of V, then for any H contained in r or PT, 
NN[ V, ,..., I’,] is the set of elements of H which permute the spaces Vl 
amongst themselves, while NJ V ,,..., Vk) is the set of elements of M which 
fix each V,. If V= VI@ ... 0 I/,, then the spaces V, form a decomposition 
of V, and we usually let 8 designate such a decomposition. We define the 
centralizer of d by 
C,(a) = NJ V, ,..., V, ), 
and the normalizer or stabilizer of 8 by 
NH(a) = NH{ v, ‘..., V,), 
and if H< N,(d) (or H< N&d)) then we write 
H” = H/C,(a). 
Thus H’ acts faithfully on the set { V, ,..., Vk}. If each V, in d has dimension 
m for some fixed m, then 8 is called an m-decomposition. If each V, in an 
m-decomposition is ts., then 8 is called an sun-decomposition (s z singular). 
If, on the other hand, each V, is an Em-space and the sum is also an 
orthogonal sum (i.e., V, is orthogonal to V, for all i# j), then 8 is called 
an &m-decomposition. If U and W are subspaces of V, then the expression 
UI W indicates that U n W= 0 and U is orthogonal to W. Thus an 
&m-decomposition may be written 
v= v,l-...iv,, 
where km = 8. Note that if 8 is an El-decomposition, then q is odd. 
Remark. (i) If X is a group, then O(X) usually refers to the largest 
normal odd-order subgroup of X. However, in this paper the symbol O(X) 
appears only when X is a n.d. subspace of V. Thus O(X) is always a 
subgroup of 0 = 0( V, Q, F) which acts faithfully on X6 V. 
(ii) The terms “m-space” and “+m-space” have different meanings. 
When a subspace W is called an m-space, then no assumptions about non- 
degeneracy or nonsingularity are to be made about W. However, when W 
is called a +mspace, then W is a n.d. subspace (or a nonsingular l-space 
in even characteristic) according to the definitions above. 
(iii) As in (ii), there is an analogous distinction between “m-decom- 
position” and “ + m-decomposition.” 
In the event that W< V is a tm-space, where m = 2h is even, W 
contains a standard basis 
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where each e, and f/ is a ts. vector and (e,, f,) = 6,. The proof of the 
following lemma is left to the reader. 
LEMMA 1.2.2. Suppose that ge GL( W) fixes both (e,,..., e,,} and 
( fi ,..., fh). Then g E O(W) ij” and only if 
with respect o /3, where t denotes transpose. Further, g E Q( W) if and only if 
det(a) is a square. 
Now suppose that (e, ,..., e4, fi ,..., f4) is a standard basis of V. Observe 
that the map dj. detined by 
multiplies (2 by 1. Hence if II is a nonsquare, then di. E A\OZ. Some of the 
elements in O\Q are the reflections: if a E V is nonsingular, then the refec- 
tion in v is the element r, E O\Q given by 
r,(x) =x - ((4 v)lQ(u)) v, 
for all x E V. When q is odd, elements of SO\Q are those which have spinor 
norm a nonsquare (see [l, p. 193ff]). When q is even, elements of SO\0 
are those which interchange two families of maximal t.s. subspaces of V 
(see [ZO] and Section 1.6). 
For any XC J’, let x be the image of X in PT. If Y < PO let Y be the full 
preimage of Y in 0, and if Y 6 PA but Y 4 PO, let Y be the full preimage 
of Y in A. If y E PA, let 5 E A be a preimage of y, and if y E PO, choose j to 
lie in 0. Moreover, if y E 0 and 1 yl is odd, then choose j so that 1 yj = 131. 
The letter p usually denotes an ordered basis of V, and diagp(al,..., a,) = 
diag(a, ,..., as) (aiE F*) denotes the corresponding diagonal matrix with 
respect to j?. 
If H is any group and p a set of primes, then O,(H) is the largest normal 
p-subgroup of H, and OP(H) is the subgroup of H generated by all 
p’-elements of H. Al so sot(H) is the socle of H, the group generated by all 
minimal normal subgroups of H. If H is an r-group for some prime r, 
then O,(H) = (h E H: h’= 1). If H is a subgroup of K and kg K, then 
C$(k)=CX((k))=(hEH: kh=k or kh=kml). If H<A, then 
Hom,( V) = {g E End,(V): hg = gh for all h E H). Thus if H is irreducible 
on V, then Horn,(V) is a field extension of F by Schur’s Lemma. We 
conclude this section with an easy yet useful result. 
MAXIMALSUBGROUPSOF Pa,+(q) 179 
LEMMA 1.2.3. Suppose that H< G, and 02(H) = H. If CE C,,(H) then 
FE C,(A). 
ProoJ: Clearly we may assume that q is odd. Take h E H with lhJ odd, 
so that h^‘= 5-h. By our convention, jki = Ih( and so 1 -fil is even. 
Therefore /? = h and the result now follows because H is generated by 
elements of odd order. 1 
1.3. Some Terminology and Lemmas 
(Some of the material here is based on [41].) In this section, K denotes 
an arbitrary (finite) group, H a normal subgroup of K, T a maximal sub- 
group of K not containing H and To = T n H. 
DEFINITION. If L, Jd K then L, = njsJ L’, the largest subgroup of L 
which is normalized by J. 
LEMMA 1.3.1. Assume that H is non-abelian and simple and let L satisfy 
T,<LcH. Then 
(i) 1 # T,= L,; 
(ii) T/T, r K/H; 
(iii) if 1 < Jd T, and Jr! T, then T,=N,(J); 
(iv) if O,( To) is a nontrivial Sylow r-subgroup of T,, for some prime r, 
then T, is a Sylow r-normalizer in H. 
(v) if O,( T,) # 1 for some prime r, then O,(L) < O,(T,). 
Proof. Lemma 2.1 of [41] shows that T,# 1, hence L,# 1 as T,< L,. 
Clearly T < TL,< K, and so TL, equals T or K. However, 1 # L*ZG TL,, 
hence TL, # K by the simplicity of H. Hence T = TL, and T,, = 
H n TLT= (H n T) L,= L,, proving (i). Assertion (ii) is obvious and (iii) 
is an immediate consequence of the simplicity of H and the maximality of 
T. As for (iv), we see that 0,( T,) E Syl,(H) by (iii) and the fact that every 
proper subgroup of an r-group is properly contained in its normalizer. 
Thus by (iii), T, = NH(Or( To)) is a Sylow r-normalizer in H. To prove (v) 
put R = O,(T,) and S= O,(L), so that Sn T,< R. By (iii), T, = N,(R), 
hence 
N,.(R) = RS n T, = R( S n To) = R. 
Thus RS = R, as desired. l 
TERMINOLOGY. The group T is called an H-novelty if T,, is nonmaximal 
in H. If L is any subgroup of H, then we say L extends from H to K if 
IIN, = K. If L is self-normalizing and nonmaximal in H, yet N,(L) is 
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maximal in K, then we say L extends to an H-novelty in K. Also define 
[LIH to be the H-class of groups containing L, that is, 
When using this terminology we often omit reference to the group H, in 
which case it is understood that H = G,. Thus “novelty,” “extends to K,” 
and “CL]” are short for “G,-novelty,” “extends from G, to K,” and 
“[Llc,.” We make use of this next result implicitly throughout the paper. 
LEMMA 1.3.2. Assume that L d H. 
(i) If H < J,< K and L extends from H to K, then L extends from H 
to J. 
(ii) Assume that H d J, < Kfor i= 1, 2, and that L extends from H to 
J, for i = 1, 2. Then L extends from H to (J, , J, ). 
(iii) If L is maximal and self-normalizing in H, and L extends from H 
to K, then N,(L) is maximal in K. 
(iv) The K-class [Llk- splits into jK:N,(L) HJ classes in H. 
(v) If L does not extend to K, then N,(L) is nonmaximal in K. 
The following lemma helps to show that certain subgroups of Go cannot 
extend to a novelty in any G (see, e.g., 1.6.1). 
LEMMA 1.3.3. Assume that 1 < L <J< H, and H is non-abelian and sim- 
ple. Also suppose that J extends from H to K and L extends from J to N,(J). 
(i) If N,(L) = L, then N,(L) d N,(J). 
(ii) rfT,=L, then L=J. 
ProoJ: (i) Define P = NJ J) and N = N,(L). By assumption, PH = K 
and NJ= P. Therefore NH = K, which means N,(L) H = K. Because L is 
self-normalizing in H, we also have N n H = N,(L) n H = L. Therefore 
IN/ = IKKJ ILj/IHI = IN,(L)I, whence N,(L) = N,< P, as required. 
(ii) By 1.3.l(iii) L is self-normalizing in H. Thus by (i) and the 
maximality of T we conclude T = NK( J). Thus J 2 L = T,, = NH(J) 3 J, and 
(ii) follows. g 
1.4. The Groups A = Aut(G,), Out(G,) and C 
Let eI ,..., e4, fi ,..., f4 be a standard basis of Y (see Sect. 1.2) and consider 
the map I#I ErL( V) given by 
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where cli, ,!I,EF and (a) =Aut(F). Clearly Q(t?)= Q(IJ)~ for all UE V, 
hence r=d:($). Thus PT=PA:@, where @= (6). We claim that 
CPA, @I d Go. (lb) 
When q is even, PA = PO = PSO z G,.2; hence PA/G, is a normal sub- 
group of order 2 in PI-/G, so (lb) holds. Now assume that q is odd and 
observe (T~:)~ = Y,# for each nonsingular u E V. Thus the spinor norm of 
T~.(Y,)~ is (v, u)(uB, 0”) = (a. u)(v, V)~E (F*)*, and so [r,, $1 ELM. Since the 
reflections generate 0, it follows that [0, d] < a and so [PO, @] < G,. 
Also (Aj,j4 = d;,n, where dj- is as in (la), hence [d,, tj] = dlci-l. Now 
iuP * = p* for some p E F*, and so [d,, ~$1 = pg where g acts as the scalar 
p on (e,,..., e4) and the scalar p-1 on (j”, ,..., f4). By 1.2.2, ge52 and 
hence [A, 41 f LZ This proves (lb). 
The group @ consists of field automorphisms of G, in the sense of 
[7, p. 2001, and so by [7, Theorem 12.2.31, @ centralizes a triality 
automorphism. Jt follows from (lb) that 
In particular Go @ a A. 
Define D to be the group of inner 
Thus DdPA and DaA and 
and diagonal automorphisms of G,. 
if 4 is even 
if q is odd. 
It is well known that AJD g S3 x Z,, and when q is odd the S, acts 
faithfully on D/G, z 2’. Consequently D d A’ and 
A’/D r Z, and A’/G,r A 
i 
Z3 if q is even 
(IdI 
4 if q is odd. 
We also define 
Thus 
8= A’PA. 
if q is even 
if q is odd. 
Evidently A = 8 : @ and 
(W 
Out( G,) = A/G, = O/G,, x @G,,/G,, 2 s,xzn if q is even s x z 
4 n if q is odd. 
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It is convenient to define B as the kernel of the action of A on the Dynkin 
diagram of G,. Thus 
A/B E S3 and B=D@. (l&d 
By (If) there exists a homomorphism rc from 0 to C with kernel G,, 
where Z is S, or S4 according as q is even or odd. When q is odd, n(D) is 
the normal 4-group V4 in C z S,, whence 
n(D) = 
1 if q is even 
f’4 = <(12)(34), (13)(24)) if q is odd. 
(lh) 
Now let r E 0 be a reflection in a vector whose norm is a square in F*. 
Then FE PO/D and so n(r) is a 2-cycle in C. Without loss we put 
‘/t(Y) = (12), W 
and as PA = D(F) we obtain 
‘(“)= 
((121) if q is even 
D, = ((12), (13)(24)) if q is odd. 
Assume that q is odd and let SE 0 be a reflection in a vector with norm 1, a 
nonsquare in F. Then z(S) (like rc(Y)) is a 2-cycle and as EYE PSO\G,, we 
have n(r) #n(s). However, [r, s] E Sz, hence [n(r), z(S)] = 1 and so 
71(S) = (34). 
Thus 
n(pso) = 
71(0)=7c(Pd)= ((12)) if q is even 
(( 12)(34)) if q is odd. (lk) 
and 
((12)) if q is even 
n(G,(F, S))= ((12), (34)) if q is odd. (11) 
We now enlarge the domain of n: from 0 to A by enlarging the kernel 
from G, to G,@. Thus for gE 0 and 11/ E@, we have z(gll/) = n(g). For any 
subgroup 176 L’, define G, = z-‘(n) < A. If n= (a), then write G, = G,. 
Thus 
G, = ker(n), A/G, E 8/G, g 2, (W 
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and the following holds: 
q odd q even 
Gl = GO@ G,@=B 
G (12) = G,(F) PO.@ = PI- 
G<~m~w~> = PO.@ 
G V4 = B=D@ 
G D8 = PT=PA.@ 
G 
G; 
= A’@ 
= A A. 
Also observe that the set of triality automorphisms F in A satisfies 
5 = (u E A: +a) is a 3-cycle). (W 
It is often useful to exploit the structure of Out(G,) to obtain infor- 
mation about the subgroups of Go. We do so with the help of these next 
few results. The first appears in [ 14, Theorem 9.11. 
PROPOSITION 1.4.1. Suppose that z E F has order 3 and put C = Co,(z). 
Then one of the following occurs: 
(i) CE 3D,(q,) where q = q:; 
(ii) C E G,(q); 
(iii) p = 3 and C E [q’].SL,(q); 
(iv) q E ~1 mod 3 and C E PGL”,(q), where E = ‘r . 
Conversely, each of these groups do in fact occur as centralizers in Go of 
triality automorphisms of order 3. 
LEMMA 1.4.2. Let H be a subgroup of G not containing GO, and assume 
that H,, = H n G, has an H-invariant subgroup N such that C,(N) = 1. 
(i) If CE C,(N) then N,,(N) < C,,(c), and if CE F, then 
IN,,(N):N,,(N)I G22. 
(ii) If H is maximal in G, then at least one of the following holds: 
(a) HO appears in 1.4.1 (but ylof l.Cl(iii)); 
(b) HO = C,,(x) for all x E C,(N)\l. 
Proof: (i) Clearly [N,,,(N), c] < CGO( N) = 1, hence N,,(N) < C,,(c). 
Now suppose that c E Y and take g E NPd(N). If n(g) does not normalize 
(n(c)), then q is odd, L’:r S4 and [n(c), z(g), n(c)] E V,\l. ConsequentIy 
1 # [c, g, c] E G, n A’ = D, hence [c, g, c] E C,(N)\l, a contradiction. 
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Therefore n(g) normalizes (Z(C)). If [n(g), E(C)] = 1, then gE 
ker(rc) n PA = GO, and it now follows that IN,,(N):N,,(N)J d 2. 
(ii) Since IA’:D( = 3, the condition C,(N)= 1 ensures that 
IC,(N)I 13. If IC,(N)I = 1, then [H, C,(N)] = 1. Thus for XE C,(N)\1 
the maximality of H yields H= C,(x). Consequently Ho = C,(x) and (b) 
occurs. Assume therefore that C,.(N) = (z) has order 3. Clearly 
H = N,( (r )), hence H, = C,,(z). Thus HO appears in 1.4.1, but not 
1.4.l(iii) by [4] and 1.3.1(v). Therefore (a) holds. l 
LEMMA 1.4.3. Assume that H< G, and that the e-class [HI@ splits into 4 
classes jn Go. Suppose further that [HI@ = [H] A. Then A/G, r S, acts 
naturally on these 4 classes. 
ProoJ: Let K be the kernel of the action of A on the 4 G,-classes. 
Clearly 8/G, acts naturally as S, on the 4 classes, hence so does A/K. By 
(lc), @K/K< Z(A/K) E Z(S,) = 1, hence G, = G,@ < K. Since A/G, z 
C z A/K, we have G, = K, as desired. 1 
1.5. The Results Matrix and Our Theorem 
We now present the main result of this paper. We exhibit a collection 97 
of subgroups of G,, such that M,, = M n G, is GO-conjugate to some HE %Y. 
In this case M=N,(M,) is G-conjugate to N,(H) and Mr H.(G/G,). 
Conversely, for a given HE %? we determine precisely those groups G for 
which N,(H) is maximal in G. Thus for any G, one can identify all classes 
of maximal subgroups of G not containing G,. 
It turns out that for a given HE V, the maximality of H in G depends 
only on q and Z(G). Thus we can express our results in a matrix-called 
the results matrix-whose rows are indexed by the groups HE V and whose 
columns are indexed by representatives of the conjugacy classes of sub- 
groups of Z. If 176 Z heads a column, then the (H, I;r)-entry of the results 
matrix contains the values of q for which N,(H) is a maximal subgroup of 
any group G with n(G) = n. The goal of this paper is to prove 
THEOREM. The results matrix holds. 
The results matrix appears in Table I, and we now explain the notation 
used therein. Column I contains the name of the group HE V and 
column XV indicates where in the paper a discussion of the relevant group 
occurs. Column II usually gives the structure of HE %?. Sometimes, 
however, it is convenient to write the structure of the preimage fi< Q; in 
these cases, the symbol “ A ” appears just before the structure is given. 
(Since A does not act on 52, the structure of A may be different from H” for 
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some a E A.) Two groups in % are separated by a horizontal line in the 
results matrix if and only if they are not A-conjugate. 
Column111 contains certain restrictions on q, and the symbol * in the 
results matrix is an abbreviation for those values of q which appear in 
column III. The symbol “0” is an abbreviation for “q odd”; for example, 
“0, q 3 5” in row 19 and column X stands for “q odd and q > 5.” 
We now describe the symbol “I” which frequently appears in the results 
matrix. As we determine the groups in V in the course of this paper, we wiI1 
also show that the action of A on [V] = { [H]: HE Q?} contains G, = Go @ 
in its kernel. Thus C acts on [Fj via the homomorphism R defined in Sec- 
tion 1.4, and two groups H, KEV are joined by the symbol I in the nth 
column if there exists an element of n which takes [H] to [K]. If this 
occurs, and if n(G) = Z7, then neither H nor K extends to G, and hence 
N,(K) and N,(H) are nonmaximal in G (see 1.3.2(v)). 
We remark that the subgroup S, d ,E which heads column VII is the sub- 
group (( 123) (12)). Thus S, = Z when q is even, while IE:::S,I = 4 when 4 
is odd. 
Observe that we have compressed 12 classes in V to the single row 75. 
The symbol “a” in column V of that row indicates that the 12 classes of 
A,, in Go are permuted transitively by A with stabilizer Gti2). Similarly, an 
“(@” appears in column VII of row 70 because the d2 classes of PGL”,(q) in 
G, are permuted transitively by A with stabilizer G,,. The same notation is 
used in rows 63, 71-74. 
If G n F = d, then n(G) is a 2-group hence n(G) is E-conjugate to a sub- 
group of n(Pr). Thus G is A-conjugate to a subgroup of PT, hence we may 
divide our analysis into two cases: G d PT and G n 9 # 4. Accordingly, we 
obtain two collections, ‘& (2.4.1) and %$ (4.2.1), whose union is %?, such 
that M, is G,-conjugate to some member of %?r (resp. ‘+$) if G < Pf (resp. 
G n F # 4). The case G < PT is handled using the main theorem of [2] 
and the classification of finite simple groups, as described in Section 1.1. 
The case G n Y # 4 depends on results in Sections 2.2, 2.3 and Part 3, 
along with the fundamental ideas of 1.3.1. 
1.6. Some Parabolic Subgroups of GO and Their Incidence 
We fix a Bore1 subgroup B, of Go and consider the parabolic subgroups 
of G,, containing B,. The Dynkin diagram of Co is 
/I3 
r1 --r2 
\ 
r4 
and p,,,... , denotes the parabolic subgroup of G, corresponding to the set of 
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nodes {r,, r ,,... }. Th e maximal parabolic subgroups of G,, have the follow- 
ing geometric interpretations: 
P 1,2,3 = NG,(S), 
P 1,2,4 = N,( T)~ 
P 2.3.4 = NGO( WY 
P 1,3,4 = && WI> 
where S and T are t.s. 4-spaces (or t.s. solids), U is a t.s. point, W is a t.s. 
line, and U< W-C Sn T. The group Go is transitive on the sets P of t.s. 
points and JZ of t.s. lines and has just two orbits Y;, Y; of t.s. solids, with 
representatives S and T. Two t.s. solids lie in the same orbit if and only if 
their intesection has even dimension. This fact ensures that each t.s. 3-space 
(or t.s plane) lies in exactly two t.s. solids, one in each y;‘. Thus the nor- 
malizer in Go of a t.s. plane is the intersection of the normalizers of the two 
ts. solids which contain it. Therefore 
pi,2 = PL2.3 n p1,2,4 = %&S, T) = N,(S n T). 
Furthermore Go is transitive on t.s. planes. 
(10) 
Two parabolic subgroups are said to be incident if their intersection is 
again a parabolic subgroup. Also, two t.s. subspaces of V are incident if one 
contains the other, or if they are a pair of solids which intersect in a plane. 
It is easy to verify that two t.s. subspaces are incident if and only if their 
normalizers in G, are incident. 
If XEBU P’uU; u Y; and aEA, then X“’ is defined by N&P)= 
NG,,(X)‘. In this way A acts on the set of t.s. points, lines and solids. (Of 
course this action agrees with the usual action of PI’.) Since A preserves 
incidence amongst the parabolics, A also preserves incidence in 
9 u 5? u yI u YZ. For example, let z E 5 induce the symmetry r1 t-+ r4 H r3 
on the Dynkin diagram. Then 9” = q and Y5p; = Y;, and if XE 9, then 
X< J? if and only if dim(X” n J?) = 3. We will make use of these remarks 
in the proof of 4.1.4. 
The only proper parabolic subgroups which extend to A lie in [P&J u 
[P2] u [&,I. The Bore1 subgroups (i.e., groups in [&,I) are the stabilizers 
of flags. A flug is a sequence of four subspaces (Vi,..., V,) of V such that 
Vi < Vi+ i for i ,< 3, and V, is a t.s. i-space. For example, (U, W, S n T, S) is 
a flag. Observe that P, = P1,2,3 n P1,2,4 n P,,,,, = NGo( U, S, T). Conversely, if 
(u’, S’, T) is any triple of subspaces of V such that u’ E 9, S’ E s, T’ E Y;, 
and s’ n T’ is a plane containing u’, then NGO( u’, s’, T) E [P2]. Although 
P, is nonmaximal in Go, P, extends to a novelty in groups G Q A which 
contain a triality automorphism (see 4.2.2). However, 1.3.3 shows that B, 
never extends to a novelty: 
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LEMMA 1.6.1. MO is not a Bore1 subgroup of G,. 
Proof Since 3, is a Sylow p-normalizer of P,, the Frattini argument 
shows that B, extends from P, to N&P*) (recall G, 6 G <A). But P, 
extends to A, and hence to G (1.3.2(i)). Thus N,(B,) <NG(PZ) by 
1.3.3(i). fl 
1.7. Counting Classes 
In some of the discussions below, we will need to determine the number 
of conjugacy classes of absolutely irreducible subgroups of GO with a given 
structure. Here are some remarks about counting such classes. 
LEMMA 1.7.1. Let H < 52 be absolutely irreducible. 
(i) Q and its scalar multiples are the only quadratic formsfixed by H. 
IIence N,( ,,,( H) d I. 
(ii) If H is perfect, then the number of conjugacy classes of absolutely 
irreducible copies of H in A is at most the number of such classes in GL(V). 
ProoJ (i) Let P be a nonzero quadratic form preserved by H. Let F be 
the matrix of the bilinear form ( , ) with respect o some basis of V, and let 
E be the corresponding matrix for P (with respect o the same basis). Thus 
hFh’ = F and hEh’= E 
for all h E H. Therefore, 
h(FE-‘) h~‘=hFh’(hhl)‘E-lh-‘=FE-l, 
and as H is absolutely irreducible, E = IF for some 1 E F*. Thus P and nQ 
have the same associated bilinear form. The equality P = nQ is immediate 
for odd q and follows from 4.9 of [2] for even q. The second assertion in 
(i) is clear, smce r = N,, yJ (0). 
(ii) Assume that H” < A for some x E GL( V). Then H< A”-‘, and 
since H is perfect, H < D-l. Therefore H stabilizes the quadratic form 
P(u) = Q(u”), and by (i), P = AQ for some /z E F*. Therefore x E d and (ii) 
holds. t 
Let p, 6: H--f GL( V) be representations of a group H. We say that p and 
CT are quasiequivalent if there exists CI E Aut(H) such that cr is equivalent to 
clp. It is trivial to prove 
LEMMA 1.7.2. If p and d are quasiequivalent, hen HP and H” are con- 
jugate in GL( V). In particular, ifall the irreducible faithful representations of
H in GL( V) are quasiequivalent, hen there is a unique class of irreducible 
copies of H in GL(V). 
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PART 2. THE CASE G < PT 
Throughout Part 2 (except for Section 2.3) G satisfies 
2.1. The Classical Subgroups 
Aschbacher [Z, pp. 472ff] describes eight collections C1 ,..., C, of sub- 
groups of G, such that M is either a member of one of these collections or 
sot(M) is a non-abelian simple group. A subgroup of G is called a classical 
subgroup if it is a member of one of these eight collections. We use these let- 
ters R, 1, F, T, S, and E to denote members of C, (the reducible groups), 
C, (the imprimitive groups), C3 (the normalizers offield extensions of F), 
C, or C,, (the stabilizers of tensor product decompositions of V), C, (the 
stabilizers of sublields of F), and C, (whose preimages in r normalize 
extraspecial groups), respectively. The collection C8 is void for the 
orthogonal groups. (We warn the reader that the letters R, I, F, etc., may 
be used in contexts other than the ones mentioned here.) The groups with 
simple socle satisfying the description on p. 469 of [2] will be called C,- 
groups, since they comprise, in effect, Aschbacher’s ninth collection. 
Result 15.1 of [2] indicates how a triality automorphism of G, acts on 
various subgroups of G,. (Regarding 151.13 of [2], however, we remark 
that a certain PA-orbit of S-groups is not an A-orbit-see 2.2.10.) In par- 
ticular, the proofs of 15.1.12 and 15.1.14 of [2] show that T-groups, other 
than normalizers of Spz(q) 0 Sp,(q) in odd characteristic, are contained in 
members of C,, C,, or a suitable C,-group. Thus “T-group” refers only to 
a normalizer of Sp,(q) @ Sp,(q) with q odd. In the table below, we explain 
our notation for the classical subgroups. 
The Classical Subgroups of G, 
Name Description 
R sm 
R 
I: 
Z 
:y 
F, 
T 
SE 
s- 
E 
- 
stabilizer of a t.s. m-space 
stabilizer of an am-space 
stabilizer of an &m-decomposition 
stabilizer of an s4-decomposition 
preimage in D is normalizer of an irreducible Q:(q”) 
preimage in Q is normalizer of an irreducible S&‘,(q) 
preimage in Q is normalizer of Sp,(q) @J Sp,(q), q odd 
normalizer of subfield group PQ: (qo). q = q;, q prime 
normalizer of subfield group Q;(h), q a square 
preimage in L2 is normalizer of 2 \+ 6, q = p 2 3 
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Remarks. (i) The letter s occurs in the names R,, Is4, as a mneumonic 
for totally singular. 
(ii) The groups in the table are subgroups of GO. The classical sub- 
groups of G are the normalizers in G of the classical subgroups of G,. For 
example, if d is a +Zdecomposition of V, then NG(8) = NG(NGO(d)). 
2.2. The A-Conjugates of the Classical Subgroups 
Here we determine the number of classes in GO of a given type of 
classical subgroup (e.g., the number of classes of T-groups), and determine 
where these classes are sent under the action of A. Recall (Sect. 1.3) that if 
H < GO, then [H] denotes the GO-class containing H, Also define 
[H]“={[H”]:aEA}. 
If there is more than one GO-class of a given type of classical subgroup or 
C,-group, then we add superscripts to distinguish the classes. For example, 
there are two classes of Rs4-groups, corresponding to the two families Y;, 
Sp, of ts. solids (see Sect. 1.6). Thus we write Rf4 and Rid to denote 
representatives of the two classes. 
Let C be a classical subgroup of GO and suppose that C extends to 
G,=G,~*Thus[Clg=[C]forallgEG,,andifaEAthenC”extendsto 
G’; = G1 (see (1~)). Therefore A/G, acts transitively on [Cl” and so .Z acts 
transitively on [Cl” via the homomorphism rr given in Section 1.4. We 
thus describe the action of A on [Cl” in terms of the action of C. For 
example, let C be an R,i-group, (i.e., the stabilizer in G,, of a t.s. point). As 
GO is transitive on 9 (the set of t.s. points), there is a unique class of R,,- 
groups in GO. And because G1 acts on P’, it follows that C extends to G, . 
Thus C acts transitively on [Cl”. Now PT acts on 8, so C extends to PT. 
Therefore z(Pr) < N,( [Cl), which means N,( [Cl) equals rr(Pr) or Z. 
However, if r E Y:, then C is an R,,-group and so [C] # [Cl. Therefore 
NJ [Cl) = z(PY), which equals ( (12)) or D, according as q is even or 
odd (see (lj)). Thus there are [C:N,([C])\ =3 classes in [CIA and it is 
clear from Section 1.6 that [Cl” = ( [RfI], [R$J, [Rf] ). This shows 
PROPOSITION 2.2.1. There is a unique class of R,,-groups in GO and just 2 
classes of R,,-groups. Furthermore, we have 
(12) (123) (13)(24) 
X t 
X 
Rb4 
I i 
X 
e.4 X 
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If CI is one of the elements of 2 in the top row of the table above, and R 
is one of the groups on the left, then an “ x ” appears in the (R, cc)-entry if 
and only if M fixes [R]. This occurs if and only if R extends to 
G,=c~((Lx)); that is, if and only if G,<N,(R) G,. As in the results 
matrix, two groups R, R* on the left are joined by “I” in the c&h column if 
and only if (a) takes CR] to CR*]. The last column is to be ignored when 
q is even. We use diagrams of this sort in most of the propositions in this 
section. These next two results follow directly from Section 1.6. 
PROPOSITION 2.2.2. There is a unique class of R,,-groups in G, and R,, 
extends to A. 
PROPOSITION 2.2.3. There is a unique class of R,,-groups in GO and using 
the notation of Section 1.6 we have 
(12) 
Rs, = P,., X 
P 2.3 
P 2.4 I 
(123) (13)(24) 
T X 
, X 
. X 
PROPOSITION 2.2.4. There are just 2d classes of C,-groups in GO with 
socle 52,(q). Let K; , 1 < i < 2d be representatives of these classes. There are 
just d classes of R,,-groups. We have K; z R,, z Q,(q) and 
(12) (123) (13)(24) 
R +1 X . 
K: 
G I 
, 
. X T 
R-1 (qodd) X I 
K: (qodd) 
I ! 
I 
K; (4 odd) X 
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Remark. When q is even, O,(q)=Q,(q)= Sp,(q). Also, recall 
d=(2,q-1). 
Proof It is known that G, is transitive on any full set of isometric 
l-spaces, thus GO has just d classes of R,,-groups. Clearly G, = GO@ acts on 
the set of + l-spaces in V, hence R+l extends to G1 . Therefore, as 
described above, X acts transitively on [R + I]A. Since PO acts on the 
+ l-spaces, R + i extends to PO. Therefore (12) E N,( [R + i]) by (ll), and if 
q is odd then also (34) E N,( [R, i]). When q is odd, PA fuses the two 
classes [R+l], [ReI], and so (13)(24)$N,([R+,]). Further, it is well 
known that if r E Y then R”, 1 realizes an irreducible spin representation of 
R,(q) in G,, hence N,( [R+I]) does not contain a 3-cycle (see (In)). We 
conclude that N,([R+,]) =x(PO). Thus there are just lC:~(Po)j = 3d 
classes in [R + i]“. Clearly 2d of these classes are comprised of &-groups, 
so it remains to show that there are no other C,-groups with socle Q,(q). 
By Theorem 1.1 of [27], all (absolutely) irreducible representations of 
B,(q) in GL( V) are quasiequivalent, where B,(q) is the full covering group 
of Q,(q). Hence by 1.7.2 and 1.7.l(ii), PA has a unique class of absolutely 
irreducible Q,(q). Thus any such copy of Q,(q) in G, must be A-conjugate 
to R,,, and the proof is complete. 1 
Remark. The term K,-group or the symbol K, refers to an arbitrary 
member of [K; ] for some i. Similar terminology holds for &,,.., K,, below. 
PROPOSITION 2.2.5. For odd q, there are just 2 classes of R,,-groups and 
just 4 classes of T-groups. We have 
(12) (123) (13)(24) 
R-3 X . ! 
T3 L 
P I * X 
Proof The group G, is transitive on +3+paces and on -3-spaces, 
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hence there are just 2 classes of &-groups in G,, namely [R+3] and 
[KS]. Since PO.@ acts on the +3-spaces, R,, extends to PO.@. In par- 
ticular, R + 3 extends to G, , hence Z acts transitively on [R +3]A and 
((12), (34))6N,([R+,]). Now PA fuses the two classes [R+3] and 
CR-J, hence (13)(24)4~dCR+J). Therefore Nz(CR+d)= ((12), (34)), 
so there are IZ:N,( [R+3])1 = 6 classes in [R+3]A. By 15.1.6 of [2], the 4 
classes in [R+3]A other than [R+3] and CR-,] are classes of T-groups; 
we write Tl,..., F for representatives of these classes. Clearly 
[T’] u ... u [F] is a PA-orbit of T-groups, and by Theorem BA.4 of 
[2], any T-group is G,-conjugate to some 7? Thus there are just 4 classes 
of T-groups, and it is clear that the action of Z on the 6 classes [R +J A is 
as stated in the Proposition. 1 
PROPOSITION 2.2.6. (i) If q = p = + 1 mod 8, then I,, g 26.S8 and there 
are precisely 4 classes of I,,-groups and 8 classes of E-groups. We have 
IL 
El 
E2 
12 +1 
E3 
E4 
I’, 
ES 
E6 
12 -1 
E7 
ES 
(12) 
X 
! 
X 
I 
l 
. 
9 
. 
L 
A 
(123) (13)(24) 
t 
. 
. 
. 
? 
. 
l 
. 
. 
. 
. 
. 
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(ii) Ifq = p z + 3 mod 8, then I,, g 26: A*, and there are just 2 classes 
of I,,-groups and 4 classes of E-groups. We have 
(12) (123) (13)(24) 
I +1 X . 
E’ 
E2 I 
4. , 
. X 
I-1 X . 1 
E3 
I 
1 * 
E4 . X 
ProoJ: Let d be a + l-decomposition Y= (ai) . . * I (u,), where 
(vI, v,)= 1 for all i. Put J= N,(d)22 2 S, and I=JnB=N,(d), so that f 
is an 1, l-group in 6,. Clearly I contains a perfect subgroup 27 : A,. Further 
J= N,(I), hence by 1.3.2(iv) the PO-class [I],, splits into jO:iRJl classes 
in G,. So as PO is transitive on + l-decompositions, Go contains precisely 
j 0 : sZJ/ classes of I+ ,-groups. 
Observe Y,, --til interchanges v1 and vz and J= Z(r,,_,?, r”,). Now 
<ro,-u22 rv,) is a 4-group and In (rt,l--y2, rUj) < (r,, -t,zrc3). The spinor 
norm of rvl _ r,z~,l is 2 and so Iln (T”, _ rz, rv, ) 1 = 2 or 1 according as 2 is a 
square or nonsquare in F. 
Thus when p = q = + 3 mod 8, we have l&2 :OI = lJ:Il = 4, which means 
J&J = 0. Hence Go has a unique class of I+ ,-groups with representative 
f= 1,1, and similarly G, has a unique class of I-,-groups. Now YS acts on 
[I+ilA because G,=G, (since q=p), and ((12), (34)) =n(J),< 
N,( [I]) = N,( [I+ i]). Notice, however, that PA fuses [I,,] and [I-i]l so 
as in the proofs of 2.2.4 and 2.25, (13)(24) # N,([Z+,]). Consequently 
NA111+,1)= ((W, (34)) which means there are 12‘: ((12), (34))j = 6 
alasses in [I+i]‘I. By 15.1.11 of [Z] the remaining 4 classes are E-groups, 
and as in 2.2.4 and 2.2.5, there are precisely 4 classes of E-groups. Thus the 
diagram in (ii) holds. Moreover Ir 27 : As and fr 26: A,, hence the proof 
of (ii) is finished. 
When p =qz _+ 1 mod 8 then /552:52/ = IJ:I[ = 2, hence G, has 
I,O:JQl = 2 classes of I+,-groups, with representatives I= 1: 1 and I!+, . 
Similarly Go has just 2 classes of I-,-groups [I’_,], [12_.2]. Thus there 
are at least 4 classes in [I]“. And by 15.1.11 of [Z], f is A-conjugate 
to an E-group, which means there are at least 5 classes in [I]“? 
whence INz([f])I < 4. However N,,(n = J= f(i;,, >, hence NJ [I]) n 
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(( 12), (34)) = n(J) = (n(r,,)) = (( 12)). It now follows that Nz( [I]) = 
(( 12)), so there are 12 classes in [I]. As before, the remaining 8 classes in 
[Ill” exhaust the classes of E-groups in G,. Since (13)(24) interchanges the 
classes of I+,-groups with the classes of IL,-groups, it is easily seen that 
the diagram in (i) holds. Finally, Ig2’.S, and Iz~~.S,, so the proof is 
complete. 1 
PROPOSITION. 2.2.7. (i) There is a unique class of I,,-groups in GO for 
each E. 
(ii) Zf (q, E) # { (2, + ), (3, + )> then ZE2 extends to A. 
(iii) There is a unique class of I+,-groups in G, and Z+4 extends to A. 
(iv) If (q, E, nz)~ { (2, +, 2), (3, +, 2), (2, +, 4)}, then MO is not con- 
tained in an I,,-group. This includes the case GA Y # 4. 
ProoJ: Evidently G, is transitive on c2-decompositions for each E, hence 
(i) holds. Moreover (ii) and (iii) follow from 15.1.9-15.1.10 and 15.1.7 of 
[a], respectively. 
(iv) Assume for a contradiction that MO < I,,. Note that M, # 1 by 
1.3.1(i). If (q, E, m) = (2, +, 4), then M,, 6 1+4 z 34: [a”]. Thus M, is either 
a 2-group or has a nontrivial normal Sylow 3-subgroup, contrary to 
1.3.l(iv). If (q,E,m)=(2, +,2), then MO<I+,dR,,. Now I+,r2’:S,, 
and as M, is not a 2-group nor does it have a nontrivial normal Sylow 3- 
subgroup (by 1.3.l(iv)), we have 1~ IO,(M,)l <2’. But R,, z2’.A,, and 
this contradicts 1.3.1(v). If (q, E, m) = (3, +, 2), then M, d 1+2 d I+4 (see 
the proof of 15.1.9 of [2]). We have Z+*r [2’].S,, so as before 
1 < lO,(M,,)I < 27. However, Z+4 z [29] : [3”] : [2’] and we appeal to 
1.3.1(v) again. 1 
In this next proposition we compress three tables into one; the notation 
is self-explanatory. 
PROPOSITION 2.2.8. There is a unique class of R +2-, RpZ- and Z-,-groups 
in G, and just two classes of ZS4-, F2-, and F,-groups. We have 
(12) (123) (13)(24) 
R +2 R_z Z-4 X X 
IS4 F; F; 
I I 
X 
E4 G F: 
X 
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Proof. Evidently G, is transitive on -2-spaces and PT acts on the 
-2-spaces. Therefore R--2 extends to PT and I[R-2]“1 6 lA:PZ’l =3. 
By the proof of 151.5 of [2], RY, is an iF,-group for each ~EF-, 
and thus [K2]” = {[Rhz], [Fi], [fl]}. Thus PA acts on Cl;:] u [fi], 
and as PA is transitive on F,-groups [2, Theorem Bd.31, the groups-in 
[Ft] u [Fz,] exhaust the F,-groups in G,. Similar arguments apply to the 
R+2-, Zs4-, I_,- and F,-groups (see [2, 151.4, 15.1.81). 1 
~oPosITIoN 2.2.9. Assume that q = q;, with c1 prime. Zf (a, d) = 1, then 
G, has a unique class of SE-groups and S, g P&I,+ (qO) is self-normalizing in 
GO. Zf a = d = 2, then there are 4 classes of S,-groups and S, = S2 z 
Ps2,f (qO).2’; the group A/G, E S4 acts naturally on these 4 classes. 
Proof: Since F, = GF(q,) is a splitting field for D4(qO) (the full covering 
group of PS2: (qO)), it follows from [2, Sect. S] that every Pf2g (qO) in Go is 
the socle of an S,-group. Thus by Theorem Bd.S(a) of [Z], PA has a 
unique class of PQ,+ (qO). Let H be a natural copy of Szg (qO) in D acting on 
I’,, the F,-span of a standard basis (e,,..., f4) (Sect. 2). Then H= 
a( V,, Q-,, F,), where Q0 is the restriction of Q to V,, and by 8.2 of [2] 
Let /?. generate F$, and put v=e,+f,, w=e,+Af2. Then 
where d, is as in (la). 
If CI = d= 2 (so that q is odd), then 1 is a square in F, hence 
(d,, r,r,,.)<QZ. Obviously r,EO\Q, hence N,,(W)== (R, JA, ?,?,)z 
B.22. Further N,,(H) G, = G,(F,) ?z G,.2, thus G, has IPA: G,(F,)l=4 
classes of PQ,+ (qO) permuted transitively by 8. Hence by 1.4.3, A/G, acts 
naturally on these classes. 
If q and M are odd, then A is a nonsquare in F, whence the spinor norm 
of rvr,,, is a nonsquare in F. Therefore rVr, E SO\&? and d, E A\OZ, showing 
that NGo(W) = w and that R extends to PA. Thus Go has a unique class of 
PsZ,+ (qO) and such groups are self-normalizing in G,,. 
Finally, if q is even, then rv E O\Go, and again H extends to 0 = PA. 
Similar remarks apply. g 
PROPOSITION 2.2.10. Zf q = qi then G, has just 2d classes of C,-groups 
with socle Qc(qO). Let K;, 1 <i < 2d, be representatives of these classes. 
There are just d classes of S _ -groups in GO. We have Ki r S _ z 52; ( qO), and 
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(12) (123) 
S’ X T 
i 
,I 
. 
Sl (q odd) X t 
K; (4 odd) 4, 
G (qodd) I . 
(13W) 
. 
, 
X 
6 
. 
X 
Proof: Let H be a fixed copy of Q;(qO). It is convenient to adopt the 
notation of [27, pp. 428ffJ Let A,, I,, A,, j/4 be the fundamental dominant 
weights of H which are obtained from the fundamental roots r,, r2, rg, rd. 
By Theorem 1.1 of [27], each 8-dimensional absolutely irreducible FH- 
module is quasiequivalent o one of M(i,), M(&), or M(&), as described 
on pp. 428 of [27]. And by the remarks preceding Theorem 2.2 of 
1271 M(;1,)‘“‘r M(&), where q. = pa. Thus M(&) and M(I,) are 
quas;equivalent FH-modules. Hence there are at most 2 quasiequivalence 
classes of FH-modules. Therefore by 1.7.l(ii), 1.7.2 and the fact that any 
Og(q,,) in Go is absolutely irreducible, we conclude 
PA has at most two classes of L2;(q0). @a) 
By [7, Theorem 14.5.2 J, there exists a graph-field involution y E A which 
satisfies [y, @] = 1 and C,,(y) z ii’;( Assume now that H= C,,(y). 
Since H is absolutely irreducible, C,(A) = 2 = Z(GL( V)), and thus by 
1.2.3, C,,(H) = 1. Hence by 1.4.2(i), 
N,,(H) = H, (2b) 
and as [y, @] = 1 we deduce that H extends to G, = G,@. Therefore Z: acts 
transitively on [HI”. Replacing H by an A-conjugate if necessary, we can 
write n(y) = (12) E 2, so that 
W)~~z(C~I). PC) 
Observe that [N,(H), r] < C,(H) = 1, whence N,(H) = C,(y). By 9.1.2(e) 
of [14], C,(y) = Inndiag(H) = H.d. Thus when q is odd, (2b) implies that 
IN,( [H]) n I’,/ = 2. Thus by (2c), 
I~z(Cfll)n& =4 (q odd). WI 
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We now argue that if r E 9, then 
Otherwise, there exists x E PA such that Hx = H’, and thus N< 
C,,((y, S)), where 6 =yTx-‘. Since n(z) is a 3-cycle, n(6) is a 2-cycle distinct 
from (12) or (34). Hence w = [y, S] E C,,(H) and n(w) is a 3-cycle. Since 
A’ E G,.3 or GoA, (see (Id)) it follows that w3 E Go. Therefore 
u’~ E C,,(H) = 1, which means H is a subgroup of one of the groups occur- 
ring in 1.4.1. But none of these groups contains an Sz; (qO) and so (2e) 
holds. Thus by (2a), PA has precisely 2 classes of Sz; (qO) with represen- 
tatives H and H’. Consequently A is transitive on subgroups O;(q,) of 6, 
and N,([H]) does not contain a 3-cycle. Thus (2~) and (26) yield 
IN,( [HI)\ = 2d. Therefore A has exactly IL’1/2d= 3d classes of Q;(qc). 
Finally suppose that H is an K-group in G,. Since PA is transitive 
on S--groups by [2, Theorem BAS.b], (2e) implies that H’ is not an 
S--group, and it follows easily that H’ is a C,-group. Similarly w2 is a 
C,-group, and so just d of the classes in [H]” are S--groups, while the 
remaining 2d classes are C,-groups. The diagram in the Proposition now 
follows. 1 
We make use of this next result in Section 4, below. 
LEMMA 2.2.11. The R,1-, K,-, RE3-, T-, Kz- and S-groups are the cen- 
tralizers in G, af elements in A\G,. 
ProoJ: The R,,-groups are centralizers of reflections in PO\Go, hence 
the K,-groups are also involution centralizers by 2.2.4. Similarly, an R,,- 
group is the centralizer of involution x E PO where .< = - 1 w for some n.d. 
3-space or 5-space W. Thus T-groups are involution centralizers by 2.2.5. 
The S_- and K,-groups are involution centralizers in view of the proof of 
2.2.10. Finally, the S,-groups are centralizers in G, of field automorphisms 
of G, (see 9.1.1 of [14]). 1 
2.3. The &-Groups 
In this section we drop the assumption G 6 PT: thus G is any group 
satisfying G, d G < A. We suppose that M0 = M n G, is a CL’,-group, so that 
the socle S = soc(M,) is a non-abelian simple group which satisfies 
L? is absolutely irreducible on V; WI 
the representation of 2 on V is defined over no proper 
subfield of F. GM 
Remark. If p is an absolutely irreducible p-modular repesentation of a 
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group H and x is the character corresponding to p, then p is defined over 
F,(x)=F,[x(~): he H], where F,=GF(p) (see Theorem 2.7B of [ll]). 
This fact has two consequences, which we record in 
LEMMA 2.3.1. (i) F = F,[trace(s): s E S]. 
(ii) If F, is a spZittingjXdfor 3, then F SG F,. 
Also by Schur’s Lemma, C,,,.,(S) = 2. Hence by 1.2.3, 
C,(S) = 1. (2h) 
As a convenience, we call a p-modular representation of a group 
p-relevant if it is an absolutely irreducible representation of degree 8. 
Using the classification of finite simple groups, we consider the various 
possibilities for S. 
S of Lie Type in Characteristic p 
Let q1 be an arbitrary power of p, and set F, = GF(q,). 
PROPOSITION 2.3.3. If Sr L;(ql), then 
(i) 2 < q = q, = ~1 mod 3; 
(ii) M,, = S.3 % PGL”,(q); 
(iii) there are just d2 classes of PGL”,(q) in G, permuted transitively by 
API. 
ProoJ First assume that E = +. By Theorem 2.1 of [27], F, <F. But 
F, is a splitting field for SL,(q,), so by 2.3.l(ii), F = F,. Further, by 
Theorem 2.2 of [28], S acts on V via the adjoint representation. Namely, 
V= (PEM3(q): Tr(P)=O}, (2i) 
where M3(q) is the set of 3 x 3 matrices over F, and S acts on V by con- 
jugation. This representation is reducible when 3 divides q, so (3, q) = 1. 
Note that S preserves the quadratic form 
=a2+i2+ai+bd+cg+Jh. (3) 
We leave it to the reader to verify that Q has defect 0 only if q 5 1 mod 3. 
Thus (i) holds. The absolutely irreducible representations of SL,(q) of 
degree 68 are given in Theorem 2.2 of [28], and only the adjoint 
representations have Z(SL,(q)) E Z, in their kernels. Therefore all groups 
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L,(q) in GL( V) are absolutely irreducible. And since the adjoint represen- 
tations of L,(q) are quasiequivalent, GL( V) has a unique class of L3(q) by 
1.7.2. Thus by 1.7.l(ii), A has a unique class of L,(q), hence so does PA. It 
now follows from 1.4.1 that S < C,,(r) for some triality automorphism T of 
order 3. Thus by 1.4.2(i), M, = C,,(r) = S.3 z PGL,(q), proving (ii). Also 
1.4.2(i) yields 
(N,,(S):M,I d 2. (2k) 
However, the transpose map x: PH P’ defined on the module V given in 
(2i) induces a graph automorphism on S and X E PO\G,. Thus equality 
holds in (2k) and so G, has just IPA:G,(Z)l =d2 classes of L,(q), per- 
muted transitively by PA. Thus by 1.4.3, A/G, acts on these classes and (iii) 
holds. 
Now take E= -, so that Sz U,(q,). By Theorem 2.2 of [27], q1 dq, 
and since GF(q:) is a splitting field for SU3(ql), we have q 6 qt. Let W be 
an S-dimensional irreducible module for SU,(q,) over GF(q:). By 
Theorems 13.1 and 13.3 of [36], the corresponding representation extends 
to one of SL,(q:), so as before, 
W= {PEM,(q:):Tr(P)=O}, 
and (3, ql) = 1. However, SU3(ql) acts on the F,-space 
u= {PE w: P=P’), 
where “ -” is the involutory field automorphism of GF(q:) (see [28. 
Sect. 2b, case 11). Thus the representation in GL( W) is writable over F, 
with module U, hence q = ql. (Also note that q > 2, for U,(2) is solvable.) 
Clearly S stabilizes QU, where Q is the quadratic form on W given in (2j). 
It is straightforward to verify that Q, has defect 0 if and only if q 5 - I 
mod 3. We now reason as for L:(q). m 
PROPOSITION 2.3.4. (i) Zf Sz Q,(q,), then M, = S is a K,-group. 
(ii) If S ?z 52;(q,), then M0 = S is a K,-group. 
(iii) rf Sz 3D4(q1), then 
(a) 4=d; 
(b) M,=S; 
(c) there are just 2d’ classes of 3D,(q,) in G, permuted transitively 
by A/G,. 
Proof. (i) By Theorem 2.1 in [27], F, d F. And as F, is a splitting field 
for Q,(q,), we have F = F, by 2.3.l(ii). Thus M0 = S is a K,-group by 2.2.4. 
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(ii) By Theorem 2.2(i) of [27], F, <F. Since GF(q:) is a splitting 
field for Q;(ql), F <GF(q:) (again by 2.3.l(ii)). Order considerations 
show that q = qf, hence M, = S is a K,-group by 2.2.10. 
(iii) By [27, Theorem 2.2(ik(ii)] and the fact that GF(q:) is a 
splitting field for 3D4(q1), we deduce that q = qf. As in the proof of 2.2.10, 
each 8-dimensional irreducible FS-module is quasiequivalent o one of the 
modules M(A,), M(I,), M(I,). And if q1 =p”, then as FS-modules, 
M(AJ2”’ r M(IZJ@) 2i M(&). Thus all irreducible representations of 5’ in 
GL( I’) are quasiequivalent. So by 1.7.l(ii), 1.7.2 and the fact that every 
3D,(q,) in G, is absolutely irreducible, PA has a unique class of 3D4(q1). So 
as in the proof of 2.2.10, we conclude that every 3D,(q,) is the centralizer in 
G, of a graph-field automorphism and hence extends to Gi . Therefore A/G, 
acts on the classes of 3D4(q1) in G,,. Moreover, 1.4.1 and 1.4.2(i) imply that 
NG,,(S) = S and INPA : S( < 2. Suppose for the moment that 
IN,(S):SI =2. By (2h), Npd(S) embeds in Aut(S), and it is well known 
that Aut(S) z S: Z, (a split extension). Thus there is an involution 
XEN~~(S)\S, and by 9.1.1 of [14], C,(x) z ‘D4(,,&). But this is 
impossible, for any 3D4(&) in G, must be absolutely irreducible, hence 
has trivial centralizer in PA. Thus NPd(S) = S and G, has precisely 
IPA :G,( = 28 classes of groups 3D,(q,) upon which PA/G, acts regularly. 
The assertions in the Proposition now follow. 1 
DEFINITION. A K,-group (resp. K,-group) is a subgroup PGL”,(q) (resp. 
3D4(q1)) as given in 2.3.3 (resp. 2.3.4(iii)). 
The following result is useful for eliminating some of the smaller simple 
groups, such as L2(ql). 
LEMMA 2.35 (i) If S < K, for some i < 4, then MO = Kj. 
(ii) S is not contained in a T-group. 
(iii) Suppose that the following hold: 
(a) PA has a unique class of absolutely irreducible copies of S; 
(j3) S embeds in Q,(q); 
(y) Sdoesnotembedin R, (l<m<4), R,,, R,,, Ik4, F1 orF,. - 
(6) S does not embed in G,(q). 
Then M, = S is a K1-group. 
ProoJ: Suppose that S Q H< G,, where H is either a T-group or a 
Kc-group for some id4. By (2h), we can appeal to 1.4.2(ii). If 1.4.2(ii)(a) 
holds, then M, is a K,- or K,-group because the subgroups G,(q) of G, are 
reducible (see 3.1.1). Assume first that MO is a K,-group, so that SzL:(q) 
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(q = ~1 mod 3). We remarked in the proof of 2.3.3 that L”,(q) has no faithful 
representation of degree ~7, hence H & Q,(q). Also, any faithful represen- 
tation of L”,(q) of degree 8 cannot be written over a proper subfield of F 
(see 127, Theorem 2.11). Therefore H & 0; (q), whence N is neither a 
K,- nor a K,-group. Lagrange’s Theorem ensures that M, is not contained 
in a T- or K,-group, hence H is a K,-group. That is, MO = H, as desired. A 
similar argument handles the case in which M, is a K,-group, so we can 
assume that 1.4.2(ii)(b) holds. Now 1.4.1, 2.3.3(iii), 2.3.4(iii)(c) and 2.2.11 
ensure that H= C,,(x) for some x E A, hence M,, = H. Consequently (i) 
holds, and as soc( T) is not simple, it follows that H is not a T-group and 
so (ii) also holds. 
(iii) Let K be a K,-group and let L satisfy S z L d K. We claim that 
L is irreducible. Otherwise, (y) ensures that L is contained in an &-group 
R say, and by 2.2.4, R= kTT for some z E Y. But then by 3.1.l(vi), 
L < K n R z G?(q), contrary to (6). Therefore L is irreducible, and as L is 
not contained in an PI- or F,-group (by (y)), L is absolutely irreducible. 
Therefore by (a), S is PA-conjugate to L and hence S is contained in a 
K,-group. Thus M, is a K,-group by (i). 1 
PROPOSITION 2.3.6. We have S zk L,(q,). 
ProoJ Suppose otherwise. Since F, is a splitting field for SL,(q,), we 
have F < F,. Thus the proof of Theorem 2.1 of [27] yields q1 E {q, q’]. The 
absolutely irreducible p-modular representations of SL,(q,j are well known 
(see [5], for example), and one of the following holds (we use the notation 
of [27] as in the proofs of 2.2.10 and 2.3.4(iii)): 
(a) q1 =q is even and I/~~(~~,)“‘OM(~,)“‘OM(~“,)‘k’ as 
FS-modules for some i, j, k; 
(b) q1 = q, p3 5, S’z L,(q) and VzzrM(3~,)“‘OM(~,)“’ as 
F$‘-modules for some i, j; 
(cl 41=q3 is even and V@ F, z Wi as F, S-modules, where 
W,=M(/Z,)“)@M(;1 ) 1 (i+n)@M(A1)(z+2n’ (recall n =log,(q)). 
Evidently (b) cannot hold because of 2.3.5(ii). If (a) occurs, then by the 
proof of 15.1.14 of [2], S is contained in a K,-group, contrary to 2.3.5(i). 
Thus (c) holds. As the modules Wi are quasiequivalent, GL( V) has a uni- 
que class of absolutely irreducible L,(q’). Thus there is just one class of 
absolutely irreducible L2(q3) in PA, hence 2.3.5(iii)(a) holds. It is easy to 
verify that (fl), (y ) and (6) also hold, and thus we have contradicted 
2.3.5(iii). 1 
PROPOSITION 2.3.7. If S is of Lie type in characteristic p, then 44, is a 
Ki-group for some i < 4. 
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ProoJ The possibility that S is L,(ql) or U,(q,) for m 34 can be 
eliminated by Theorem 2.2 of [28]. When q is even, the absolutely 
irreducible modules for B2(ql) and Sz(q,) have dimension 4” for some m 
(see Theorem 3.2 of [S]), and hence these groups are also eliminated. The 
remaining groups can be discarded using Theorem 1.1 in [27] and 
Theorems 2.2, 2.6, and 2.10 in [28]. 1 
S Alternating or of Lie Type in Characteristic Prime to p. 
By results in [26, 38, 39, 401, S is one of the following groups: 
A “2 5<n< 11, 
L2(rh rE (4, 5, 7, 8, 9, 11, 13, 17}, 
L,(2), Jx3)v L,(4), U,(3)> 
L(2), U,(2)> U,(3)> 
SP6(2), Q,+(2)> Sz(8). 
(21) 
To study these groups, we rely on results appearing in [9], which supply 
their ordinary character tables, along with the unpublished work of Parker 
[34], which provides most of the appropriate modular character tables. 
PROPOSITION 2.3.8. If Ss L?;(2), then 
(i) q=p33; 
(ii) M, = S and NA(S) c Aut(S) z S.S,; 
(iii) G, has just 4 classes of Q:(2), permuted naturally by A/G, E Sq. 
ProoJ It follows from [9, 21, 221 that the double cover 2-Q,+(2) has a 
unique p-relevant representation (namely, the reduction mod p of the 
ordinary 8-dimensional representation). The character of this represen- 
tation takes values in F,, hence (i) holds by 2.3.1(i). The inclusion 
Q:(2) d PsZ,+(p) is well known for all primes p, thus by 1.7.l(ii), 1.7.2 and 
the fact that every O,+(2) in G, is absolutely irreducible, PA has a unique 
class of Q,+(2). According to [9], the p-relevant representation of 2’Q2,t(2) 
extends to representations of a double cover 2’0,+(2) of O,+(2) = 52,+(2).2. 
(Note that the pair (O,+(2), G0,+(2)) in the notation of [9] corresponds to 
our pair (Q,+(2), O,+(2)).) The character value on an involution in 
2’0,+(2)\2’52,+(2) is &2, hence 2’0,+(2) does not embed in SL,(p). 
Therefore PA 3 O,+(2) 4 G,. A triality automorphism of the full cover 
22.Q,+(2) of Q,+(2) acts nontrivially on the normal 4-group, hence this 
representation of 2”Q,+(2) does not extend to 22’Q,+(2).3. Thus 
Q$(2).3 4 G,, M, = S, N&S) = iVpd(S) = S.2 z 0: (2), and there are 
IPd:N,,(S) G,l = jPA:Go.2/ =4 classes of Q,+(2) in G,, permuted 
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naturally by A/G0 2 Sq. Therefore NA(S) 2 S.S3, and as S is not centralized 
by a triality automorphism (see 1.4.1), N,(S)gAut(S). 1 
PROPOSITION 2.3.9. If Sr Sz(8), then 
(i) q=5; 
(ii) M, = S and NA(S) 2 Aut(S) = S.3; 
(iii) G, has just 8 classes of Sz(8), permuted transitively by A/GO z S,. 
Proof. By [9,34], the double cover 2’Sz(8) has a p-relevant represen- 
tation only when p = 5. There is only one such representation, and it is 
writable over F,. By [9, p. 281, this representation is orthogonal and is a 
faithful representation of 2’Sz(8). Obviously the central involution is sent 
to the scalar - 1 E GL( V), hence 2’Sz(8) C Q;(5) as Z(Qg(5)) = 1. 
Therefore Sz(8) embeds in G,. Thus by 1.7.l(ii), 1.7.2 and the fact that any 
Sz(8) in G, is absolutely irreducible, PA has a unique class of Sz(8). As in 
the proof of 2.3.8, Aut(Sz(8)) = Sz(8).3 $ PA, hence NPA(S) = S, and there 
are 1 PA : G,( = 8 classes of Sz(8) in Go, permuted regularly by PA/G,. Thus 
NA(S) = S.3, and as in 2.3.8, we have C,(S) = 1 and so NA(S) % Aut(S). 1 
PROPOSITION 2.3.10. If SE A,, then 
(i) q=2; 
(ii) M,=S and N,(S)zSS,; 
(iii) GO has just 3 classes of Ag, permuted naturally by A/G, r S,. 
Proof. Case p = 2. All 2-relevant representations of A9 are writable 
over I??, so q = 2 by 2.3.1. Assertions (ii) and (iii) now follow from [l-2]. 
Case p = 3. By [34]. 2A, has a unique 3-relevant representation, and 
it is writable over F,. Therefore q = 3 and PA has a unique class of 
absolutely irreducible A, by 1.7.l(ii). Thus 2.3.5(iii)(c() holds, and as A, 
embeds in Q,(3), 2.3.5(iii)(p) also holds. It is easy to see that A, satisfies 
conditions (/3) and (6) of 2.3.5(iii), hence 2.3.5(iii) eliminates the case p = 3. 
Case p >, 5. By [9, 341, 2’A, has just two quasiequivalence classes of 
p-relevant representations, and these are writable over F,. Thus q = p, and 
because every A, in PGL( I’) is absolutely irreducible, there are at most two 
classes of A, in PGL( V). Thus by 1.7.l(ii), there are at most two classes of 
Ag in PA. Suppose for the moment that A fixes a PA-class. This P&class 
splits into I, 2,4, or 8 classes in G,, one of which must be fixed by a trial&y 
automorphism. It follows that an A, in 6, is normalized by a triality 
automorphism and as 3 j jOut(A,)l, this A9 is centralized by a trialiry 
aut’omorphism, contrary to 1.4.1. It follows that PA has two classes of A, 
which are fused into a single class in A. We now argue that C,(S) = 1. For 
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take gE C,(S) and note that rc(g) is not a 3-cycle, again by 1.4.1. Thus for 
a suitable a E A, we have rc(g”) E D8, and so g” E G,, = PT= PA. However 
S” is absolutely irreducible, whence C,,(S”) = 1, as required. Thus 
NA(S) < Aut(S) zz S,. However, S, < O:(2) < A and it follows that M nor- 
malizes a KS-group, hence is nonmaximal. 1 
PROPOSITION 2.3.11. lf Sr A,,, then 
(i) q=p=5; 
(ii) M, = S and NA(S) ES,,; 
(iii) G, has just 12 classes of A,, permuted transitively by A/G0 z S,; 
(iv) NA(S) G, is A-conjugate to Gc12) = G,.2. 
ProoJ: According to [9, 341, 2’Alo has no p-relevant representation, 
except when p = 5. Further, it has just three 5-relevant representations, all 
writable over Fg. Thus (i) holds by 2.3.1. 
Let A,, act naturally on 10 basis vectors wr,..., wID of a lo-dimensional 
space W over F,. Then A,, preserves the nondegenerate quadratic form 
Qr(c:” a,~,) =C:” %f on W, which has defect 0. Now A,, fixes w= 
w,+ ... + wIO and acts on the &space w’/(w). Evidently w’/(w) inherits 
a nondegenerate quadratic form Q0 from Q, , and Q. also has defect 0. 
Therefore A 1o < Go. 
The argument in the proof of 2.3.10 (Case p 3 5) also applies here to 
show that there is a unique A-class of A,, and C,(A,,) = 1. Clearly the 
representation of A 1o in GL(w’/(w)) described above extends to SIo, 
hence by 1.7.1(i), NA(S) z S,,. Let x be an involution in NA(S)\S. Note 
that an involution in Slo\Alo has determinant - 1 on w’/(w), hence 
SIo 4 SL,(5). Therefore x E PO\ PSO. Hence without loss, n(x) = (12) E Z 
and Go has IA:N,(S) G,( = IA:Gc12)l = 12 classes of A,,. Assertions (iii) 
and (iv) have thus been proved. 1 
DEFINITION. The KS-, K6-, K7-, and Kg-groups are the subgroups 
described in 2.3.8, 2.3.9, 2.3.10, and 2.3.11, respectively. 
PROPOSITION 2.3.12. If S is alternating or of Lie type in characteristic 
prime to p, then S is a K,-group where 5 < i < 8. 
ProoJ Results in [9, 341 and Brauer’s Theorem on blocks of defect one 
[ll, Theorem 4.6B] ensure that the only groups in (21) (apart from Q,+(2), 
Sz(8), A,, A,,) whose covers have a p-relevant representation are A, z 
-b(9) (P # 31, A,, A, =-L,(2) (P f2), L,(7) ~~22) (P Z 2,7)> L,(8) 
(p # 2), L,(17) (p # 171, L,(4) (p #2), and Sp,(2) (p 22). (The restric- 
tions on p occur because it is assumed that S is not of Lie type in charac- 
teristic p.) 
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Observe that the projective representation of S in G, corresponds to a 
representation of a double cover of S in Q. Although the full cover of L,(4) 
does have a p-relevant representation, the double cover 2’L,(4) does not, 
and so S & L,(4). Further S zk L,(17) because the indicator of each 
p-relevant representation of SL,(17) is - 1, and this means that any 
absolutely irreducible SL,(17) in GV( V) stabilizes a symplectic form but 
not a quadratic form. 
Now assume that S z L,(2) or Sp,(2) (p # 2). Then S has an irreducible 
representation in &(q), so S satisfies 2.3.5(iii)(/?). The group G,(q) has 
2-rank 3 while S has 2-rank at least 4, hence 2.3.5(iii)(6) holds, and it is 
easy to check that (y) holds. Further [9,34] imply that 2’S has a unique 
p-relevant representation, whence (a) holds, and we have contradicted 
2.3.5(iii). 
Now take SrL,(7)zLL,(2) (p#2,7). By [34], SL,(7) has no 
3-relevant representation, so p J ISI. By [9, p. 31, SL,(7) has a unique 
p-relevant representation with indicator + 1, and the character is x6. Thus 
there is at most one class of absolutely irreducible L,(7) in Pd. Also 
F = Fp(x6) =F, which means q= p. Now L,(7) has characters xZ, x3 of 
degree 3 and F&J =F,[x~] = F,[,/-?]. Thus there is a copy C of 
L,(7) in L= GL”,(p), where cl= (p/7). If p is a faithful 3-dimensional 
representation of L over FJfi], then o = p @ p* - 1 gives a represen- 
tation of L/Z(L) in GL(V), where p* is the dual of p. Moreover the 
restriction of CJ to C affords the character x2 @ x3 - 1 = x6. Thus we may 
write C” < L” 6 GL( V), with C” absolutely irreducible. By the remarks in 
the proof of 2.3.3, cr realizes an adjoint representation of L, and thus we 
can assume that L” B A. Consequently L” is a KS-group, and as there is just 
one class of absolutely irreducible L,(7) in Pd, we conclude that S is 
PA-conjugate to ??. But then S is contained in a K,-group, against 2.3.5(i). 
The case S z A, is treated in the same way as L,(7), using the characters 
xl4 and its dual x& given in [9, p. 51. We omit further details. The double 
cover of A, has a p-relevant representation only when p= 5, and the 
representation is writable over GF(5). As for A6 and L,(7), it can be shown 
that any C,-group in Go with socle A, is contained in a K,-group PGU,(S). 
Finally, assume that Sr L,(S) (p # 2). By [34], L2(8) has no 3-relevant 
representation, hence p > 5. Also [9, 341 ensure that PA has a unique 
p-relevant representation and it is writable over F,. Therefore q = p and 
PA contains a unique class of absolutely irreducible L2(8), (see 1.7.l(ii) and 
1.7.2). Now the p-relevant representation of L,(8) extends to Aut(L,@)) z 
L,(8).3, hence MO = S.3 by 1.7.1(i). Further, this p-relevant representation 
of L,(8).3 extends to a p-relevant representation of Ag. Thus if C,(S) = 1, 
then A4 = M, = S.3 < A, < G,. Hence C,(S) # 1. If S centralizes a triality 
automorphism, then so does M, by 1.4.2(i). But L,(8).3 does not embed in 
any of the groups in 1.4.1, so there is an involution j E C,(S). For suitable 
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a E A, i” E PA and thus Cpd(Sa) # 1. Since the smallest degree of a non- 
trivial representation of L2(8) is 7, S” is contained in an &-group. 
Therefore S is contained in a K,-group, against 2.3.5(i). 1 
S Sporadic 
Results in [16, 17, 18, 19, 28 (Sect. 5), 341 show that none of the double 
covers of the sporadic simple groups have p-relevant representations, 
except possibly 2’J,. However, it is not difficult to show that 2’5, has no 
p-relevant representation by restricting a character of degree 8 of 2’J, to the 
subgroup U,(3). Thus S cannot be a sporadic simple group. We summarize 
the results of Section 2.3 in 
PROPOSITION 2.3.13. Let G be any group satisfying GO 6 G d A. Assume 
that M is a maximal subgroup of G not containing G, and that MO = Mr\ GO 
is a C,-group. Then MO is a K,-group for some i < 8. 
2.4. Maximality Amongst the Groups in %?,. 
Recall GO < G < PT, M is maximal in G and G, 4 M. If M is a classical 
subgroup of G, then apart from a few exceptions, MO = M n GO appears 
in Section 2.2. The classical subgroups of G which do not appear in 
Section 2.2 are (i) members of C, with q even; (ii) members of C, 
which stabilize a tensor product decomposition V= V, 0 V, with V, an 
orthogonal space; (iii) members of C,; (iv) members of C, which stabilize 
an al-decomposition with q>p. However by 15.1.11, 15.1.12, and 15.1.14 
of [2], these exceptions do not give rise to maximal subgroups of G. Thus 
Section 2.2 describes all the classical subgroups of GO whose normalizer in 
G can be maximal in G. Also Section 2.2 and 2.3 describe all the C,-groups 
whose normalizer in G can be maximal, hence when we have proved 
PROPOSITION 2.4.1. If G, < G < PT and M is a maximal subgroup of G 
not containing G,, then M, is GO-conjugate to some member of WI, where gl 
consists of the groups in Table 11. 
(Two groups in Table II are separated by a horizontal line if and only if 
they are not A-conjugate.) 
For each group HE Vi, we will find those groups G < PI’ for which 
N,(H) is maximal in G. In doing so, we prove that certain rows in the 
results matrix (see Table I after Section 1.5) are correct. Recall (Section 1.4) 
that PT= G,, when q is odd and PT= Gci2) when q is even. Thus it suffices 
to consider the case 
BE (1, <(12)), ((13)(24))> 
<(1423)), <(12), (34)), v,, 4). (2m) 
TABLE II 
Non-abelian 
Name Order 
composition 
factors 
Restrictions 
on 4 
~q12(44-l)(q3-l)(q2-l)(q-l) 
f q12(q2 - 1)3(q - 1) 
L,(q) 
LAq)* 
R,3 
1 
;ji412(43-l)(q2-l)(q-1)2 
R,l 
K;, 1<2d 
R+z 
I!,, iG2 
Q,(q) 
L(q) 
R +A. R-3 
7-1, iG4 
; q5(q4- l)(q2- 1)2 L,(q)* 
PSp,(q) 
q odd 
I:,. i< j 
E’, i<4j 
j.2’2.32.5.1, 2j = 3 + 
0 
f 47 q=p>2 
1 +2 none 
I-2 2 (4 + 1 I4 none 
I-4 
I-4 
F:, i<2 
-$(Y’- II4 
$ qyq4 - 1)2 
L,(q)* 
L21q2) 
sz -$q;2(qg- l)(& l)%;- 1) 
S;, iG4 q6(q3--l)(q2--1)*kl) 
S’-, i<d $444-wI)o-l~ 
K;, i<2d 
K;, i&d2 43(43-El)(q2-l) 
Ki,i<2d2 4t2(4; + 4: + 1 M - 1 )(d - 1) 
K;, iG4 2’2.32.52.1 
Kk,i<8 26.5.7.13 
K;, i<3 26.34.S.l 
K&,z<12 27.34.52.1 
* L,(q) is not simple when q < 3. 
4 =.4;1 
&,~gYl 
q=q;.qodd 
4’4 
2<qrs1(3) 
4=4: 
q-p>2 
q=5 
qz2 
q=5 
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Since the maximal parabolic subgroups of G, are maximal subgroups of 
GO, 2.2.1 and 2.2.2 imply 
PROPOSITION 2.4.2. Rows 1, 2, 3 and 5 ?f the results matrix hold. 
PROPOSITION 2.4.3. Rows 68 in the results matrix hold, 
ProoJ: By Section 1.6, the group R,, is contained in precisely two 
overgroups in G,, namely, an Ri,-group and an R$-group (see (1~)). So as 
R,,-extends to Pr, NG(RS3) is maximal in G if and only if G interchanges 
the classes [R&l and [RZJ. This occurs if and only if n(G) $ V,, and so 
by (2m), NG(Rs3) is maximal if and only if n(G)~{((12)), ((1423)), 
<(12)> (34)), 44. I 
PROPOSITION 2.4.4. The R+,- and K,-groups are maximal in G,. Hence 
rows 9-14 in the results matrix hold. 
Prooj By Lagrange’s Theorem, R + 1- and K,-groups are not contained 
in any of the other groups in Vr. Thus they are maximal in G,. The result 
now follows from 2.2.4. 1 
PROPOSITION 2.45 Rows 19-21 of the results matrix hold. 
ProoJ: Write R = R,, = NGa( W), where W is a +2-space. Thus 
N,(R) = NG( W). First, Lagrange’s Theorem ensures that R is not con- 
tained in any other group in %‘, except RA1, Rs4, R,, or K, . If R d K1, then 
choosing T E r suitably yields I,, = R’ <K; = R,, , which is impossible as 
I,, is irreducible. Therefore R 4 K, and similarly R is not contained in RS1 
or Rs4. When q 3 4, R 4 R,, by Lagrange’s Theorem, and when q = 2, 
N,,(R) = N,(R) = N,(W) -=c N,(Y), where Y is the unique + l-space in W. 
Thus it remains to consider the case q = 3. In this case, our remarks so 
far show that R has precisely two overgroups in GO, namely, the stabilizers 
of the unique + l-space and the unique - l-space contained in W. Thus as 
in the proof of 2.4.3, NJ W) is maximal in G if and only if G interchanges 
the classes [R + 1] and [R-i 1. This occurs if and only if G 4 PO, and 
hence if and only if 
n(G) 4~ 4PO) = <(12), (34)) (see (11)). (2n) 
Therefore (2m) ensures that N,(R) is maximal in G if and only if n(G) E 
{<(13%‘4))> ((1423)), J’,, 44, h ence row 19 of the results matrix holds. 
Now take z E 9 with x(z) = (123). By 2.2.8 we have R’= Ii4 for some 
iE { 1, 2}, and without loss, i= 1. Thus (2n) ensures that N&I&,) is 
maximal in G if and only if Z(G) & z(PO)‘= ((23), (14)). Hence by (2m), 
N&1,1,) is maximal in G if and only if z(G)E (((13)(24)), V,}, which 
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means row 20 holds. Similarly cd is maximal in G if and only if 
n(G) 4 TC(PO)~‘~*~ = (( 13), (24)). Thus by (2m), NG(Z$) is maximal in G if 
and only if z(G) = V,. j 
PROPOSITION 2.4.6. The R-2- and F,-groups are maximal in GO, hence 
rows 23-25 in the results matrix hold. 
ProoJ: Use Lagrange’s Theorem and 2.2.8. 1 
In some of the arguments below, we need to show that certain subgroups 
of Go are not contained in K, g a,+ (2). So it is useful to have a list of the 
maximal subgroups of Q,+(2). Applying 2.4.1 and 2.2.7 to Q,+(2) yields 
LEMMA 2.4.7. Any maximal subgroup of Q,+(2) has one of thefohowing 
orders: 
IR,,( = 212.3*.5.7, IR+II =29.34.5.7, 
lR,,I = 2’2.33, [R-,1 = 27.35.5, 1Zh2( = 26.35, 
II-,( = 26.32.52, IAs1 = 26.34.5.7. 
PROPOSITION 2.4.8. The R +3- and T-groups are maximal in G,. Hence 
rows 27-32 of the results matrix hold. 
Proof. Write R = R +3 = Na,,( W), where W is a + 3-space. By 
Lagrange’s Theorem, R is not contained in any other member of QY1 except 
possibly R,, , R -*, F2, K, , or K,. Since R is irreducible on W and W’, we 
eliminate R,, and R -2 as possible overgroups of R in G,. Suppose that 
R =$ F2. Then choosing z E 9 suitably gives T = R” d 4 = R-,. But T (a 
tensor product group) is irreducible, hence this inclusion is impossible. An 
identical argument shows that R 4 K,. Finally, IRI divides lKsl only when 
q = 3, and in this case 1 RI = 35.29.5 divides none of the orders of the groups 
in 2.4.7. The result now follows from 2.2.5. 1 
LEMMA 2.4.9. Every Z-group is irreducible, except for Z+* when q < 3. 
Proof. Let Z be the stabilizer in G, of the +2-decomposition Y= 
V,I . . IV,. The exceptional cases are pointed out in 2.2.7(iv), so take 
q > 3. Let U # 0 be an Z-invariant subspace of V, and fix u = 
vl + v? + v3 + v4 E v\O, with v, E Vi. With no loss v, # 0, and it is clear that 
Q(V,)x ... xQ(V,)<f Since q>3 there exists gESZ(Y1) with vffv,. 
Thus 0 # ug - u E Un I/, . But NAV,) acts irreducibly as 0( V,) on I’,, 
hence V, < U. Since Z is transitive on the spaces V,, U = Y as required. The 
arguments for the remaining Z-groups Z,i, ZZz, ZG4, Zs4, are similar and are 
left to the reader. 1 
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PROPOSITION 2.410. Rows 33-50 of the results matrix hold. 
Proof: Let 1= I+ 1 be the normalizer in G, of a + l-decomposition of v. 
By 2.4.9, I is not contained in an R-group, and since I,, is solvable for 
E = &, these groups cannot contain I. The fact that A, has no nontrivial 
projective p-modular representation of degree <7 in odd characteristic 
implies that I is not contained in an F,-, K3-, IS4-, or IEE,-group. Since E is 
irreducible, it follows (conjugating by a suitable z E Y as in the proofs of 
2.4.5 and 2.4.8) that I is not contained in a K1-, F*-, or T-group. Order 
considerations how that I is not contained in K6, K7, or K,, so it remains 
to consider KS as a possible overgroup of I. When q = p = + l(8), 111 1 K,l, 
hence rows 39-50 hold by 2.2.6(i). 
Thus assume that q=p- * 3(8), so that Zzz2’:As. By 2.3.8, there is a 
K,-group Kg a,+(2) which extends to Gc12) r G,,.2. Thus N,,,,,(K) = K.2 z 
O,+(2) = sZ,+(2).2. Let L be the stabilizer in N,,,,,(K) of a singular vector in 
the O:(2)-geometry associated with K. Thus L s 2(j:S8 and we put 
C = O,(L), so that 26 r C < G,. Since L acts irreducibly on C, C is either 
elementary abelian or extraspecial. The group Q, oD, 0 D, has no faithful 
orthogonal representation of degree 8 (see the proof of [2, 11.8]), and so if 
C is extraspecial then C= 2 + l  6. But then L n G, is an E-group, which is 
impossible because E-groups do not extend to Gci2) (see 2.2.6). Therefore 
Cr 2’, hence C can be diagonalized with respect to a basis fi = (We,..., ws). 
If F is the matrix of the bilinear form with respect o /?, then F centralizes C 
whence F is a diagonal matrix. Further, r,,r,,, E C? < l2 for all i, j, hence the 
l-spaces (w,) are all isometric. Thus (w,)l... I(wa) is an sl-decom- 
position of V and NGo( C) is an I,,-group. Therefore L n G, z 2“ : A, is PA- 
conjugate to I and so column IV of rows 45-50 holds. Suppose that I is the 
stabilizer of the +1-decomposition (vi)1 ... -L(us). Here (a,, ui) is a 
square in F*, hence Yv, E Go2) ( see (li)). Thus N,,,,,(I) = I( Yv, ) 2 2’: A, and 
observe that O:(2) has no subgoup with this structure. Therefore Iextends 
to a novelty in Gc12) as shown in row 33, column V of the results matrix. 
It follows that L n G, is an I-i-group, and so N,,,,,(I-,) is nonmaximal in 
Go,,. Thus column V of rows 33-38 of the results matrix are correct. Since 
KS-groups do not extend to Gc12)(34), the groups 1+i and I-, extend to 
novelties in Gc12)(34) and in G<(12).(34)> = PO. Conjugating by a suitable 
r E Y with n(r) = (132), we conclude that E2 = 1; 1 and E4 = C 1 extend 
to novelties in (Gt12jc34J = Gc13jc24j, hence column VIII of rows 33-38 
hold. The remaining columns are now accounted for and the proof is 
complete. 1 
PROPOSITION 2.4.11. Row 55 of the results matrix holds. 
Proof Let I be the normalizer in Go of the +2-decomposition V= 
V,I . . . I V,. By 2.2.7(iv) we can take q 3 4. 
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Assume in this paragraph that q=4. Let S< G, be an S,-group, so that 
S g a.$ (2), and let Z* be an Z-,-subgroup of S (thus I* normalizes a 
-2-decomposition over GF(2)). Then Z* 2 +( 0; (2) 2 S,) s 3( 0: (4) 2 S,) 
= Z, and it follows that Z* is actually the stabilizer of a +2-decomposition 
over F, Thus Z is Go-conjugate to Z* and we may assume that Z= I*. By 
2.2.9, S extends to A and by 2.2.7(ii), Z extends from S to N,(S) % 
Aut(S) E S’S’,. Thus by 1.3.3(i), NA(Z) ,< N,(S), hence the restriction q > 5 
in row 5.5. 
Now assume that q 3 5. By 2.4.9, Z is not contained in an R-group, thus 
by a previous argument, (applying triality) Z is not contained in a K,-, F2-, 
Zs4-, or T-group. Lagrange’s Theorem eliminates all other members of %?, as 
possible overgroups of Z, save Zf4, ZE, E, Kg, and S2. With respect to a 
standard basis, 0( V,) = (($ j.!l), (y A)), where (A) = F*. As q3 5, 
tr( (S j.‘?,)) = I f J? - ’ generates F over the ground field F,, and it follows 
that Z is not contained in an S-group. We also claim that 
16 I,,. (20) 
For it is not hard to see that ? contains Q( V,) x ‘. . x Q( V4), that ii is 
transitive on the spaces I/,, and that N,(V,) acts as 0( V,) on each I’,. Thus 
the proof of 2.4.9 shows that Z’ is irreducible on V, and as Zi4 fixes a 
+Cspace, we deduce that (20) holds. When q > 7, IZj 1 \El and Z 4 K, by 
2.4.7. 
Thus it remains to consider the case q = 5. Note that the only possible 
overgroups of Z are ZEl, E, and K,, and because none of these extend to 
G(1423), Gv4. Go,, DA4, or G,, the corresponding columns IX, XI, XII, 
XIII, XIV of row 55 hold. The group 0( V,) 2 O:(5) g D8 is generated by 
and 
with respect o an orthonormal basis, and so N,(Z) is monomial. Therefore 
NpO(Z)<NPO(Z+l) and as PO= G<(,,,,,,,,>, N,(Z) is nonmaximal in G 
when rc(G) d ((12), (34)). Thus columns IV, V, and X hold. Choosing 
a E h(I) with 44 = (23) yields &o,,,,,,,,U) < ~G~,,3,,~24JZa+l)~ hence 
column VIII holds, Now by the proof of 2.4.10, Z < I+ 1 < K, E sL,C (2). 
Further ZE [211].S,, whence I is a parabolic subgroup of K, 
corresponding to the central node of the Dynkin diagram. Therefore Z 
extends from K, to NA(KS). Thus by 1.3.1(i), NG(Z)<NG(KS) when 
G<iVN,(K,) G,. Conjugating K, by a suitable element in N,(Z), we can 
assume that NA(K5) GS3, hence columns VI and VII hold. 1 
PROPOSITION 2.4.12. Row 56 of the results matrix holds. 
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ProoJ An argument similar to yet easier than the one in 2.4.11 shows 
that 1=1-z is contained in no other group in %?r, save possibly IEl, E, or 
K, when q = 3. So take q = 3. Observe that O,(3) is generated by the 
matrices given in (2~) with respect to an orthonormal basis, and so as in 
2.4.11, NpO(J) < N,&l+i). Thus as above columns IV, V, VIII-XIV hold. 
Further I< I+ i < K5 and as before I is a parabolic subgroup of KS 
corresponding to the central node ~-of the Dynkin diagram. Thus the 
remarks in the proof of 2.4.11 may be applied here to show that 
columns VI and VII hold. 1 
PROPOSITION 2.4.13. Row 57 of the results matrix holds. 
Proof: By 2.2.7(iv) we can take q> 2. The irreducibility of I+4 and 
Lagrange’s Theorem eliminate all other members of Wr as possible 
overgroups of 1+4, save KS when q = 3. However, I+4 4 K, by 2.4.7. 1 
PROPOSITION 2.4.14. The I-,- and F,-groups are maximal in GO, hence 
rows 58-60 of the results matrix hold. 
ProoJ Use Lagrange’s Theorem, 2.4.7, and 2.2.8. 1 
PROPOSITION 2.4.15. The S-groups S,, S- , and the C,-groups K,, 
3 < i < 8, are maximal in G,. Hence rows 62-75 of the results matrix hold. 
ProoJ: It is straightforward to show that these groups are maximal, 
simply by running through the list given in 2.4.1. Perhaps the only subtlety 
arises when showing that Kj is not contained in K, or K2. However, this 
was established in the proof of 2.3.5. m 
PART 3. SOME SUBGROUPS OF G, WHICH ARE NORMALIZED 
BY A TRIALITY AUTOMORPHISM 
In Section 2.2 we saw that most of the maximal subgroups of G, are not 
normalized by a triality automorphism. For this reason, if G n r # C$ then 
most of the maximal subgroups of G are novelties. In this part we describe 
what these novelties are. That is, we introduce some subgroups which are 
nonmaximal in G,, yet whose normalizers in G are maximal in G for cer- 
tain groups G d A with G n Y # 4. 
3.1. The G,-groups 
DEFINITION. A G,-group is a subgroup of Go isomorphic to G,(q). 
PROPOSITION 3.1.1. Let N be a G,-group. 
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(i) N fixes a unique l-space X, and X is nonsingular. 
(ii) PA is transitive on G,-groups. 
(iii) N,,(N) = N. 
(iv) n(C,(N)) = x(N,(N)) 2 S,. 
(v) There are just d2 classes of G,(q) in GO, permuted transitively by 
AIG,. 
(vi) Zf K is a K,-group and y E Y-, then Kn p E G,(q) and 
K n IQ = NK( X) for some nonsingular l-space X. 
ProoJ (i) The smallest degree of a nontrivial p-modular representation 
of N is 5 + d, hence N does not fix a nonzero t.s. space or a n.d. 2-, 3-, or 
4-space. Thus (i) holds because N has no irreducible p-modular S-dimen- 
sional representation. 
(ii) This follows from the facts that PA is transitive on nonsingular 
l-spaces and that O,(q) contains a unique class of G,(q). (The latter fact is 
proved in [24] for example). 
(iii) By 1.4.1 and (ii), N= C,,(z) for some z E F. If X is the l-space 
provided by (i), then N,(N) <N,(X) F SO,(q) z L&(q).d. However any 
G?(q) in SO,(q) has no centralizer in SO,(q), hence 
C,(N) = 1. 
Thus (iii) follows from 1.4.2(i). 
(iv) Since N 6 NGO(X) where X is as in (i), there is a reflection r E 0 
such that FE C,,(N). Therefore rc(C,(N)) contains the %-cycle n(r) and the 
3-cycle rc(z), whence rc(C,(N))rS, or Sq. If rc(N,(N))?SS4, then there 
exists ge N,(N) such that z(g) does not normalize rc(r). But then as 
in the proof of 1.4.2(i), [r, g, z] E C,(N)\l, contrary to (3a). Thus 
n(N,(N)) z S3 and (iv) now follows. 
(v) By 1.4.2(i), (N,(N):NI d2, and since FEC,,(N)\G,, we have 
N,,(N) = N x (F). Thus by 1.3.2(iv) and (ii), G,, has precisely 
IPA :G,(F)j = d2 classes of groups G,(q), permuted transitively by Pd. 
Thus A/G, acts on these classes by 1.4.3. 
(vi) Assume here that G,(q) 2 N < K, and let X< V be as in (i). The 
space X is an al-space where E is + or -, and we define N, = NK(X), an 
overgroup of N. By 2.2.4, there exists v E F such that NGO(X)” = K, hence 
K= C,,(F), where r is as in (iv). Now FE PO d 8 a A, hence 7” E 8 (recall 
from Sect. 1.4 that 6 = A’PA z Go.S, or G,.S,). Thus N1 centralizes 
z1 =F?“E$, and since rc(F) is a a-cycle and n(v) is a 3-cycle, R(z~) is a 
3-cycle. Therefore r:~ker(~)nO=G, and so z~EC~,,(N~)= 1, by (3a). 
Thus N, is a subgroup of one of the groups appearing in 1.4.1. Since N, 
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contains NE G,(q), it follows that N1 2 G2(q), hence N= NI. Thus it suf- 
fices to show that KnIPz G,(q). Now ]K:N( = (l/d) q3(q4- l)= 
/G,:N,,(X)(, whence Kis transitive on cl-spaces in V. Replacing y by y-l if 
necessary, we can assume that KY is an R,,-group, where 6 is + or - 
(see 2.2.4). If 6 = E, then by the transitivity of K there exists k E K such that 
KY = NG,(AJk. Hence Kn IQ = Nk, as required. Now suppose that 6 = -a 
By 2.2.4, K extends to either GC13)C24) or GC14)C23). Since GC131C241 and Go41C23) 
interchange the classes [R+1] and [R-l], there existsjE NpT(K) such that 
X’ is a al-space. Thus the same argument as before shows Kn KY is K-con- 
jugate to NJ = N,(X’), as desired. 1 
3.2. The N,- and N,-groups 
Write R = R,, = No& W), where W is an a2-space. Then R has a normal 
cyclic subgroup Q( W) g Q;(q) z (l/d)Z,- El. The group L2( W) and its sub- 
groups are in fact the only normal cyclic subgroups of R, and when (q, 8) $ 
((29 + 12 (39 + I> we define y(R) as the group of order r in 12(W), where Y is 
the largest prime divisor of (l/d)(q- al). When (q, e) = (3, +) then 
Q(W) = 1, however, SO(W) = (j) for some involution Jo D\ Go. In this 
case we define r](R) = (j), and it is easily seen that n(R) = Cn(R j. We do 
not define n(R) when (q, a) = (2, +). If ge PT then Rg is another 
R,,-group and it is clear from the definition that n(Rg) = v(R)~. Thus we 
may extend the function v] to all IS4- and F,-groups by putting 
y(R”) = y(R)” for all a E A. 
Evidently H = C&,(n(H)) where H is any RE2-, IS4-, or Fz-group. The 
following lemma serves to collects some useful facts about these groups 
rl(W. 
LEMMA 3.2.1. Let r and s be the largest prime divisors of q - 1 and q + 1, 
respectively. Also let co, be a primitive mth root of unity in an algebraic 
closure of F. Then there exists generators w, x, y, z of n(R +2), n(R --2), 
n(F2), and n(I,,), respectively, which satisfy the following. 
(i) /WI = (zl =r and 1x1 = IyI =s. 
(ii) 6 acts on a +2-space U with eigenvalues o,, co;’ and 
[a, UL] = 1. 
(iii) x ESZ acts on a -2-space W with eigenvalues co,, oSy, and 
[a, W’]=l. 
(iv) K= Co(p) acts irreducibly but not absolutely irreducibly as 
GU,(q) on V; moreover E = Hom,( V) = F(E) is a quadratic field extension 
of F and there is a nondegenerate Hermitian E-form f on V such that 
f(v, v) = Q(v) for all v E V. 
(v) There exists /2,, 2, E F and t.s. 4-spaces I/,, V, < V such that 
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V = V, @ V, and 2 acts as the scalar 1, on V, (i = 1,2). If r is odd then i E 52 
and (A,, &) = co,, o; ‘). If Y = 2 and q = I (4), then Z E Sz and (A,, A,) = 
(z, -l) (l= ,‘L -1). Ifr=2 andq=3(4), then q=3, iEd\ and(i,,&)= 
C-1, 1). 
ProoJ These assertions are clear, except possibly those in (iv). For 
information about the embedding of GU,(q) in 0 we refer to Section l.F of 
[20] or 7.6.2 of [2]. B 
DEFINITION. The group N < G, is an N,-group if N = R n F, with R an 
R-,-group, F an F,-group, and [q(R), q(F)] = 1, 
PROPOSITION 3.2.2. Let N < G, be an N,-group. Then 
(i) fir ((fld)W,+,) x (l/d) GU3(q)).2d; 
(ii) G, is transitive on N,-groups; 
(iii) N extends to A. 
ProoJ (i) Write N= R n F as in the definition, and put q(R) = (x) 
and v(F)= (y) as in 3.2.1. Also let IV’, f, E, K be as in 3.2.1. Since 
JJE C,,(X), W is j-invariant and hence W is a l-space over E. And 
because Q(Iv) #O for all WE W\O, W is nondegenerate in the unitary 
geometry ( V, E, f ). Therefore C,(a) n C,( 3) = NK( W) z GU, (q) x 
Gu,(q) = Z,+ 1 x GU,(q). The details concerning the various factors of 2 are 
left to the reader. 
(ii) Let N* be another N,-group. The proof of (i) shows that fi = 
N&E*, ,f*, W*), where (V, E*, f*) is a unitary geometry over the 
quadratic field extension E* of F and the -2-space W* is E*-invariant 
and n.d. with respect to f *. Since G, is transitive on -2-spaces, we can 
suppose that W= W*. Now Nn( W) acts as 0( W’) on the -6-space W’-? 
and by Theorems Bd.3 and BO of [2], 0( W’) r O;(q) has a unique class 
of groups GU,(q) acting irreducibly but not absolutely irreducibly on WI. 
Assertion (ii) now follows. 
(iii) Fix a E A. Replacing a by a ~ ’ if necessary, we can assume that 
F” is an R -,-group (see 2.2.8). Since R” is an F,-group, it follows from the 
definition that N” = R” n F” is an N,-group. Thus by (ii), a fixes [NJ 
whence (iii) holds. 1 
DEFINITION. For q Z 3, N < Go is an N,-group if N = R n I, with R an 
R+Z-group, / an I,,-group, and [q(R), v(l)] = 1. 
PROPOSITION 3.2.3. Let N d G, be an N,-group. Then 
(i) fir ((l/d) Z,-, x (l/d) GL,(q)).2? 
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(ii) Go is transitive on N,-groups; 
(iii) N extends to A. 
ProoJ: Write N = R n I as in the definition and put q(R) = (w) and 
q(1) = (z) as in 3.2.1. 
(i) Let r, U, V,, V2 be as in 3.2.1. 
Case r = 2 and q 5 l(4). Then $ = -1 U, and as [w, z] = I, we have 
$’ = f 6. But + and - $ have different eigenvalues, hence [tit, 21 = 1. Now 
iESZandiactsasr= &?EF on VI and -z on V,. Thus ($2) may be 
diagonalized with respect to a basis B = (vr,..., us). Since ZE C,(w) = 
NGO( U), it follows that $ and i act on U and U’. Thus we can take U= 
(v, , u2) and U’ = ( a3 ,..., us). Relabeling v3 ,..., v8 if necessary, we have 
+=diagp(-1, -1, I, 1, 1, I, 1, l), 
i = diagp(r, - 1, 1, 1, 1, -1, -I, --I). 
Evidently N= NGo{ U, X, Y> = NG,,(X, Y}, where X= (v,, vq, v5) and 
Y= (vg, v,, vs). If (a, b} E {3,4, 5}, then (II,, u6) = (ai, I$) = -(II,, v6), 
whence (zI,, vb) = 0. Thus X, and similarly Y, is t.s. Therefore 
fi= (Q(U) x Ni2(U~j(X, Y)).22, and N acu~+!C, Y) E (l/2) G&(q) by 1.2.2. 
Thus (i) holds. 
Case r = 2 and q = 3(4). As in the previous case, $ = -1, and 
[G, i] = 1. Further i E d \52, f acts as - 1 on V, and + 1 on V,, and t 
multiplies Q by - 1. Reasoning as before we obtain 
ti,=diagp(-I, -1, I, 1, I, I, I, 1, I), 
f=diag,(l, -1, I, I, 1, -1, -1, -1). 
Further N= NG,,( U, X, Y} = NGO{X, Y}, with X, Y as above. If {a, b} s 
{3,4, 51, then (v,, UJ = -(u$ vg, = -( va, v,), whence (v,, vb) =O. So 
again, X and Y are t.s. and the rest is the same. 
Case r odd. Here [tit/ = 111 = r and [@, 2]= 1 by 1.2.3. Since r(q- I, we 
can diagonalize (8,f) as before, and by 3.2.1 we arrive at 
+=diagp(w,, w;‘, I, 1, I, I, 1, I), 
2 = diagP(o,, u;l, u,, a,, wr, q’, or-l, 0,‘). 
The previous argument now applies. 
(ii) Let N* < Go be another N2-group. The proof of (i) yields 
N* = NGO{X*, Y*>, w h ere X* @ Y* is a +6-space, and where X* and Y* 
are t.s. planes. Since G, is transitive on +6-spaces, we can assume that 
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X0 Y = X* @ Y* = W. Now NJ W) acts as O(W) s O,f(q) on W, and it is 
clear that O(W) is transitive on decompositions of W into a direct sum of 
two t.s. planes. It now follows that N,(X*, Y*> is Go-conjugate to 
NGO{ X, Y>, as required. 
(iii) Argue as in the proof of 3.2.2(iii). 1 
3.3. The N,-Groups 
DEFINITION. An N,-group is a Sylow r-normalizer in Go, where r is an 
odd prime divisor of q2 + 1. 
PROPOSITION 3.3.1. We haoe 
ProojI Let W be a -4-space and observe NGc( W, WI> contains a 
Sylow r-subgroup R, where r is an odd prime divisor of q2 + 1. Since 
rt IGL,(q)I, Z? is irreducible on W and WI. Further, since Z? does not 
act faithfully on W, it follows that W and W’ are nonisomorphic 
as Z?-modules. Hence N,,(R) d NGO( W, Wi > g (Q;(q) x Q;(q)).22,r 
(L2(q2) x L2(q2)).22. The result now follows because the Sylow r-normalizer 
in L2(q2) is 42,d~cq2+I). I 
3.4. The N,-Groups 
PROPOSITION 3.4.1. Assume that q is odd, 
(i) Go contains exactly 4 classes of involutions, called 2A, 2B, 2C, 
20 (following the conventions of [9]). 
(ii) C,,(2A) =Z+4 (by “C,(2A)” we mean the centralizer of an 
element in the class 2A). 
(iii) (G&W, CG,(2C), CG,W)) = (R+2, G, G) or (R--Z, Fb Cl 
according as q = 1 or 3 mod 4. 
(iv) If g E 2A then g E 52 has order 2 and trace 0. 
(v) The class 2A is characteristic in G,. 
(vi) The group A acts on {2B, 2C, ZD} and a triality automorphism 
cyclically permutes these three classes. 
(vii) The group D has just 6 classes 2E,..., 2J of involutions not 
contained in G,, and (C,,(2E), C,,(2F), C,,(2G)) = (Z-d, Fi, q), while 
(C,,(2H), C&21), C,,(2J)) is as in (iii) with 1 and 3 interchanged. 
ProoJ: Ten visible classes of involutions in D are defined in assertions 
(ii), (iii), and (vii), and by [13, Theorem S] D has precisely 10 involution 
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classes. (Recall D is the group of inner and diagonal automorphisms of 
G,.) Thus (i), (ii), (iii), and (vii) hold. Further (v) and (vi) follow directly 
from 2.2.7(iii) and 2.2.8. As for (iv), it is clear that 2 acts as - 1 on a 
+Cspace and as + 1 on its orthogonal complement. 1 
DEFINITION. A subgroup of G,, is 2A-pure if every non-identity element 
is an involution in the class 2A. A 4-group in G, is 2BCD-mixed if it has 
involutions in each of 2B, 2C, and 20. 
PROPOSITION 3.4.2. Assume that q is odd and let P< G, be 2A-pure. 
Then 1 PJ < 8 and if 1 PI = 8 then the following hold. 
(i) P centralizes a unique l-decomposition d; 
(ii) if a is an &l-decomposition, then 
(a) N,,(P) g C2’1 :W2); 
(b) P = Z(WN,,(P))); 
(c) N,(P) is irreducible and N,,(P) 6 1+4. 
Proof: By 3.4.2(iv), /?I = 2 for all jE P\ 1, hence P is elementary abelian 
and P can be diagonalized with respect o a basis /I = (vi ,..., up). Moreover 
trace (j) = 0 for all j E P\ 1, and thus by considering the character table of 
P we find that IPI 6 16. Thus IPI < 8 and if IPI = 8 then P= ( - 1, x, y, z), 
where (relabeling the indices if necessary) 
x=diagp(l, 1, 1, 1, -1, -1, -1, -l), 
y = diag,( 1, 1, -1, -1, 1, 1, -1, -l), WI 
z = diag8(1, -1, 1, -1, 1, -1, 1, -1). 
It is now straigthforward to show that the decomposition a given by V= 
(v,)O ... o<v,> is the only l-decomposition centralized by P, so (i) 
holds. Thus putting N= N,,(P) we have fi< N,(a), which means fi acts 
monomially. To prove (ii), we assume that d is an &l-decomposition (recall, 
this means V= (vl) 1 ... I (us) and (v,) is isometric to (v,) for all i, j). 
Define C = C,(P) and observe C = C,(a) 2 27. Thus C,,( P)a = C,,,(P)/c, 
and it is clear that C,(P)a induces the group of permutations 
((15)(26)(37)(48), (13)(24)(57)(68), (12)(34)(56)(78)) ~2~ on the 
l-spaces (v,),..., (v~). Thus IC,,(P)I = ICI 23 = 29. It is not difficult to 
show that Aut,(P) E Aut(P) z L,(2), hence NZ [a’] :L,(2), proving 
(ii)(a). It is also not hard to see that each element of c\P is moved by a 
permutation in C,,(P)a, and conversely, each permutation in C,(P)a 
moves an element of C\ P. Thus P = Z(C,,(P)) = Z(O,(N,,(P))), proving 
(ii)(b). 
Since N is transitive on the vectors in /L an argument similar to the one 
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in 2.4.9 shows that N is irreducible. Also fi contains a subgroup L,(2) 
which consists of permutation matrices acting intransitively on the vectors 
0,. This L3(2) has an irreducible constituent of degree 25, hence 
N < I,,. I 
DEFINITION. A 2A-pure group Pd G, of order 8 is called nice if the 
l-decomposition d given in 3.4.2(i) is indeed an &l-decomposition. An 
N,-group is the normalizer in GO of a nice group. 
PROPOSITION 3.4.3. Assume that q =p is odd. Then there are just 4 
classes of N,-groups in GO permuted naturally by AJG, E S,. 
ProoJ: Let P be a nice group and let N = N,,(P), a, fi = (vl ,..., us) and 
x, y, z be as in the proof of 3.4.2. As d is an &l-decomposition, we can mul- 
tiply each v, by a suitable scalar to ensure that (v,, 0,) = 16, for some 3; 
independent of i and j. Now let P* < G, be an arbitrary 2A-pure group of 
order 8, and let N* = N&P*), a*, /I* = (v;” ,..., vt), x*, y*, z* be the 
objects associated with P”, analogous to those associated with P. Thus 
$ = ( - 1, x*, y*, z*), where x*, y*, z* are given in (3b) with /I replaced 
by b*, and d* is the l-decomposition V = (vf ) @ * . * @ (v$ >. 
Assume in this paragraph that P* is nice. Then a* is an el-decom- 
position, and so by multiplying each v,? by a suitable scalar we can ensure 
that (UT, v,*) = ;1*6, for some fixed II*. Then the map oi I-+ v.? multiplies Q 
by /2*1-l and its image in PA takes P to P*. Therefore 
PA is transitive on nice groups. WI 
Hence 1.3.2(iv) ensures that G, has 1 PA : NPd(P) GO/ classes of nice groups 
Since d is the unique l-decomposition fixed by P, we have NPd(P) d 
NPd(il) = N&d). Therefore IPA : Npd(P) G,-,l > /PA : PO\ = 2, and as F,, E 
CPo(P)\Go, we have 1 PA : NPd(P) GOI < 4. Consequently 
GO has either 2 or 4 classes of nice groups. 
Now fix a E A and note that P” is 2A-pure by 3.4.1(v). Thus we may let 
P* = P”. Let F be the matrix of the bilinear form ( , ) with respect to /?I*. 
Then [@, F] = 1 which means that F is a diagonal matrix. Thus V- 
(v? ) -L .. . I (0: ). If the spaces (VP ) are not all isometric, then 
lC,*(a*)\ 1 25. Since 212 1 lN*l, we have 27 1 (N*)“*. But a Sylow 2-subgroup 
of Ss is transitive on 8 points, consequently the spaces (vi* > are isometric 
after all. Therefore d* is an &l-decomposition which means P* is nice. Thus 
A acts on the nice groups and so by (3c), 
A acts transitively on nice groups in G,. (3e) 
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We return now to statement (3d). If there are just 2 classes of nice 
groups in GO, then (3e) ensures that P extends to 4A = A’ = G,, z G,.A,. 
In other words, n(N,(P)) = A,. However FV, E N,(P) and rc(~~,) $ A4 for it 
is a 2-cycle. Hence there are exactly 4 classes of nice groups in G,, which 
means 
jA:N,(P) G,( =4. WI 
Evidently (3e) guarantees that A acts transitively on N,-groups, hence 
there are IA:N,(N)I classes of N,-groups in GO. However 3.4.2(ii)(b) yields 
N,(N) = N,(P), and the result now follows from (3f). 1 
This next result describes normalizers of 2A-pure groups of order 4. 
PROPOSITION 3.4.4. Assume that q is odd and that R is a 2A-pure 4-group 
in G,. Then N,,(R) is an I,,-group for some E. 
ProoJ As in the proof of 3.4.2, we can assume that i?= (- 1, x, y), 
where x and y are given in (3b), with respect o some basis b’ = (w,,..., ws), 
possibly distinct from p. Let F be the matrix of the bilinear form ( , ) with 
respect to p’. Then [F, I?] = 1 and so V= V1 I * *. I V4, where Vi = 
(WZI~ w~~-~). Since C,,(X) = NGO{ V, I V,, V, I V,}, it follows that 
V, I V, and V, I V, are +4-spaces. Therefore V, is isometric to V, and 
I/, is isometric to V,. Similarly V2 is isometric to V3, and hence the spaces 
V, form an .s2-decomposition of I/ for some E. Thus N,(R) = 
NGo{ VI, v2, v3, v4} is an Ie2-group. I 
PART 4. TI-IE CASE Gn.~T#q3 
Throughout Section 4 we assume that G,, ,< G < A and that Gn F # 4. 
Thus X(G) contains a 3-cycle and replacing G by a suitable A-conjugate 
allows us to assume that (123) E G. Thus 
763~ w23h s,, A~, a. (44 
As usual, M is a maximal subgroup of G not containing GO and 
A4,=MnG,. 
4.1. The Determination of ‘ik; 
As advertised in Section 1.5, we obtain a collection ‘F; of subgroups of GO 
such that MO is GO-conjugate to some member of ‘F;. As there is no harm in 
putting the N,-groups and I,,-groups in y, we can suppose for the rest of 
Section 4.1 that 
M, is not an N3- or an I,,-group. (4b) 
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Assumption (4b) will serve as a convenience in several of the arguments 
below. It is also convenient to define 
H= 02(M,) and c = c,(m 
and by (4a) we can fix a triality automorphism ZE M\PT with 
(n(r)) = (( 123)). Furthermore we let L satisfy 
M,dL<G,, 
so that M, = L, by 1.3.1(i). In the following Proposition we collect a num- 
ber of useful facts to which we refer in subsequent arguments. 
PROPOSITION 4.1.1. (i) If 1 #0,(&f,) E Syl,(M,) for some odd prime Y, 
then rJq(q4 - 1). 
(ii) We have H # 1. Thus M, = N,,(H) and C < M,. 
(iii) M, is not contained in a Bore1 subgroup of Go; hence M, does 
not stabilize a flag. 
(iv) Suppose that H fixes a n.d. space W and that 3 <dim(W) d 5. 
Then @(W)#(-1,). 
(v) H cannot be contained in a group No&U, W), where U is a n.d. 
2-space, W is a n.d. 4-space and U < W. 
(vi) If M n PT< N,(L), then M, = L n L’ n L’“. 
(vii) If q is odd and M normalizes a 4-group K in G,, then K is 2BCD- 
mixed and M, fixes a n.d. 2-space. 
ProqjY (i) By 1.3.l(iv), O,(M,,)ES~I,(G,). If r (q2- 1, then by 1.3.l(iii) 
and the proof of 15.1.9-15.1.10 of [2], M,= N,,(.Z(U,(M,))) is an 
I,,-group, contrary to (4b). If r 1 q2 + 1, then M, is an N,-group, also 
against (4b). If r 1 q, then M, is a Bore1 subgroup, contrary to 1.6.1. 
(ii) Otherwise, M,ES~I,(G,) by 1.3.l(iv). If 4 is even, then either 
q = 2, in which case M, is a Bore1 subgroup, contrary to 1.6.1, or q > 2, in 
which case N&M,) > M,, against 1.3.l(iii). If q is odd, then we may 
assume that M, E SY~~(Z+~). Now Z+4 extends to A (see 2.2.7(iii)) and by 
the Frattini argument, M, extends from I,, to N,(Z+4), contrary to 
1.3.3(ii). The latter statements in (ii) are a consequence of 1.3.l(iii). 
(iii) Otherwise M,6 B, for some Bore1 subgroup B, of Go. If 
Q,(M,) = 1, then M, embeds in a group of shape (Z,_ 1)4, contrary to (i) 
and (ii). Thus by 1.3.1(v), O,(B,) d OJM,). But OJB,) E Syl,(G,J, and so 
O,(B,) = O,(M,). Therefore MO = N,,(O,(B,)) = B,, contrary to f.6.1. Tbe 
second statement now follows because the Bore1 subgroups are flag 
stabilizers (Sect. 1.6). 
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(v) Assume for a contradiction that J?(W) = ( - 1 w). Suppose first 
that H’# 1, so that M,=N,,(H’) by 1.3.l(iii). Hence Q(W) < 
C,(g) < $O. Therefore (G’(a( IV)))’ ,< (O’(&,)) <H?, which means 
(#(a( W)))’ acts on W as a subgroup of ( - 1 w). Thus 
W2(Q( W)))‘l G 2. (4c) 
Now 3 ddim( W)< 5, and thus Q(W) is isomorphic to O,(q), 52$(q) or 
Q2,(q). Thus (4~) holds only when W is a +4-space and q= 2. However 
Q,+(2) g 3*:2* and we deduce that H has a normal Sylow 3-subgroup of 
order at most 34. Thus the same holds of M,, contrary to (i). Therefore 
H’ = 1 and so if r is a prime divisor of IHI, then MO is a Sylow r-normalizer 
in G, by 1.3.l(iv). Now IHI divides 11+,1, /I_,) or IRE31, thus r divides q, 
q2 + 1 or q* - 1, contradicting (i) again. 
(v) Otherwise Hd NGa( U, Y) where Y= Wn U’, hence A(W) is 
contained in (-1 w, Q(U) x Q(Y)), an abelian group. Thus s(W) = 
( - 1 w), against (iv). 
(vi) By 1.3.1(i), it suffkes to show that M normalizes L n L” n L”. 
Since A4 n B (see (lg)) normalizes L and is normalized by z, it follows that 
M n B normalizes L” and LT2. Therefore M/Mn B embeds in S3, acting 
naturally or trivially on the set {L, L’, L”). The result follows. 
(vii) Clearly M= N,(K) and so M, = N,,(K). Thus K is not 2,4-pure 
by 3.4.4 and (4b). Thus K contains an involution in 2B u 2Cu 20. 
However, these three involution classes are permuted cyclically by z (see 
3.4.l(vi)), and thus K has one involution from each class. Thus K is 2BCD- 
mixed, and M, centralizes the 2B-involution in K, hence M, is contained in 
an R,,-group. 1 
We now consider the possibilities for the overgroup L of M,. 
PROPOSITION 4.1.2. If L is an R_,- or F2-group, then MO is an N1-group. 
ProoJ: By 2.2.8, M,, is contained in an R-,-group R and an F,-group F. 
Let r](R) = (x) and r(F) = (v) be the cyclic groups of order s as in 3.2.1. 
Thus MO < R n F = C&(x) n C&J y). 
Case s odd. Obviously X, y E C n H < Z(H) and so MO = N,,(J), where 
J= Q,(O,(Z(H))). Since [x, y] = 1, Rn F is an N,-group hence it suffkes 
to prove 
J= <x, Y>. (ad) 
We haveJ=(-l)xJ,,, where J~Jo2(i’,jj). Let W, E=F(P) andf 
be as in 3.2.1. Since Jo < C,(g), we can diagonalize Jo over E with respect 
MAXIMAL SUBGROUPSOF P&):(q) 229 
to an E-basis (ui , v2, v3, vq) of I’. Because Wand W’ are Jo-invariant, they 
are also E-invariant. Hence we can arrange this basis so that v1 E W and 
v2, v3, v4 E WI. Thus 2 = diag(o, 1, 1, 1) where o E E is a primitive sth root 
of unity, and replacing y by a suitable power of itself, we can take j to be 
the scalar diag(o, o, o, w). Define Wz = v,E, so that Wi is a 2-space 
(over F), W= W,, and WI= W2@ W,@ W,. Now take gEJ and write 
2 = diag(o’, uJ, uh-, 0’). Multiplying g by fj- ‘j? -I, we can assume that 
i=j=O. If w~#~#co’, then Z?<C,(g)<N,(C,(g))=N,(W,@ W,). 
We have f(~~, v2) =f(v$, vf) = wkf(v,, v2), hence f(uz, v3) =f(~~, u2) = 0. 
Consequently (u,, u3) =f(v2, v3) +f(v3, v2) = 0. Similarly (v,, u4) = 0 
and therefore V= ( W, @ W,) I ( W, @ W,). Thus W, @ W, is an 
H-invariant s4-space and HdNGO( W,, W, @ W,}, contrary to 4.1.1(v). 
Similarly, if gk = 1 # a’, then V=W,I(W,@W3)-L W, and H< 
NG,,{ W,, W, I W4}, contradicting 4.1.1(v) again. The case o”# I =w’ is 
entirely similar, and we conclude that g E (x, JJ). Thus (4d) holds, as 
desired. 
Case s = 2. Here q + 1 is a power of 2 and x, y are involutions in 
Z(M,). Hence there is a minimal normal subgroup K of M contained in 
Qi(O,(Z(M,))), and by 1.3.l(iii) we have M,= N,,(K). Since q+ 1 is a 
power of 2, so is y2 =log,(q), and thus Out(G,)/O,(Out(G,))g S3. As 
O,(M/Mo) acts trivially on K, it follows that Aut,(K)r 1, Z, or S,. If 
K< Z(M), then lKl = 2 and by 3.4.1, M, is an I+,-group, which is absurd. 
Therefore Aut,(K) %’ Z, or S, and K is a 4-group. Thus by d.l.l(vii), K iS 
2BCD-mixed. Since q = 3(4) it follows from 3.4.l(iii) and the definition in 
Section 3.2 that M,= C,,(K) is an ?J,-group. 1 
We may assume hereafter that 
M, is not contained in an R_,- or an F,-group. (de) 
PROPOSITION 4.1.3. Zf L is an R + 2- or I,,-group, then q > 3 and M, is an 
N,-group. Zj q = 3, then A, d n(G). 
Proof By 2.2.8, M, is contained in an R+,-group R and an I,,-group I. 
Let q(R) = (w) and q(Z) = (z) be the cyclic groups of order r as 
in 3.2.1. Thus M, < R n Z= C&,(w) n C&(z). Also write R = NGo( U), 
Z== NGO{Vl, If,> as in 3.2.1. 
Suppose in this paragraph that q< 3. Then M,< S, where S is the 
stabilizer in G, of the unique + l-space in U. By 3.1.l(vi), M, < S n S” z 
G,(q). Now S = C,,(J), where r E 0 is a reflection in a vector of norm 1, and 
- -7 n(r)= (12) (see (li)). Thus n((r, Y ))= ((123), (12)) =S3 and by 3.1.l(iv), 
N,(Sn Sz) = (Sn Sr) x (7, P). Obviously M, extends from Sn S” to 
(Sn S”) x (f, F), and so by 1.3.3(ii), Sn s’ does not extend from G, to G. 
Consequently G < G,,, which means A, < X(G) and q = 3. 
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Thus it remains to show that M, is an N,-group. 
Case r odd. As in the proof of 4.1.2 (Case s odd), we have w, ZE J= 
Qi(Z(H)), M,=N,,(J), j=(-l)xJ,, and (G,f)<J,rJ. Hence there 
is a basis /?= (vi,..., zig) with respect to which JO is a group of diagonal 
matrices. As in the proof of 3.2.3, we may write 
and 
+=diag@(o, o-l, 1, 1, 1, 1, 1, 1) 
where U= (vi, v2), UL = (v 3,..., us) and o = o, is a primitive rth root of 
unity in F. Also I? fixes the t.s. planes X= (v3, r4, us) and Y = 
( vg, v7, zig ), and the representation of I? on X is dual to its representation 
on Y (see 1.2.2). We claim 
J= (w, z). (4f) 
Take ge J and write g= diag(w’, o-‘, o’, ak, o’, o-j, CI-~, 0-I). Now 
multiply 2 by z w “--I ”/--’ to ensure that i = j = 0. Suppose that gk # 1# o’. 
Then fi<C,(g)dNo(C,(g)) = ( vi, v2, v3, vg). If aE { 1,2, 3, 6) then 
(v,, vq) = (~5, vf) = gk(v,, v,), whence (v,, vq) = 0. Similarly (v,, v5) = 
(v,, v,) = (v,, vg) = 0, and so V= C,(g) I (vq, v5, v7, us), which means 
C,(g) is a +Cspace. But then H<N,,,{U, C,(g)}, contrary to 4.1.1(v). 
Now suppose that mk = 1 # 0’. Then V= C,( 2) I (v5, v,), which means 
H fixes the +Cspace U I (v,, v,), contradicting 4.1.1(v) again. The case 
ok # 1 = ID’ is identical, and so gk = 0’ = 1, proving (4f). Hence MO is the 
Nz-group C&,(w) n C&(z). 
Case r = 2. Here q - 1 = 2’ for some i> 1, hence IZ = log,(q) ~2. Sup- 
pose that 2 1 lZ(M,)I. Then there is a minimal normal subgroup K of A4 
contained in Q2,(0,(Z(M,,))), and M, = N,,(K). As II < 2, Out(G,) is a sub- 
group of Z, x S,, so the argument used in the proof of 4.1.2 (Case s = 2) 
shows that M, is the centralizer of a 2BCDmixed 4-group, and hence by 
(4e), M, is an N,-group. Assume therefore that 
2~M~o)I. (f&d 
Then N&U) does not centralize an involution and so 3.4.l(iii) yields 
q E 3(4). Therefore q = 3 and so w, z E D \ G,. Now w inverts wz, hence w 
inverts (wz)~ E Go. However w, z E C,(M,), hence (wz)” E C&M,) < 
M,, < C,,(( w, z)), hence w centralizes (wz)~. Therefore I(wz)‘l ,< 2, and 
thus (wz)‘= 1 by (4g). Therefore [w, z] = 1, whence N,(M,) = 
M0 x (w) x (z). It follows from (4g) that (w, z) = O,(Z(N,(M,))) and so 
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M normalizes (w, z). Therefore M= NJ (w, z)) hence M, is the 
Ns-ow CG,((w, 2)). 1 
Hereafter we can assume that 
M, is not contained in an R +*- or I,,-group. (4h) 
PROPOSITION 4.1.4. If L is an R,,- or an R,,-group, then M, is a 
parabolic subgroup of G, corresponding to the central node of the Dynkin 
diagram. 
Proof. The arguments in this proof rely on the facts that A acts on the 
set 9 u Y’, u YZ and that A preserves incidence therein (see Sect. 1.6). We 
maywriteM,dL=N,,((v)),wherevEVand (v)~P,andweput I/,= 
(u)‘G~ and I/,= V;EY;. Thus ModNo, for i=l,2. 
Step 1. VE v, u I/,. 
Assume otherwise. As v $ VI, dim( VI n V,) = 1 (because z preserves 
incidence) and we fix u’ E (V, n V2)\0. Now (u, w) = 0 by (4h), hence 
UEd = V, + V,. Thus u=v, +v, where U,E V,\(w) for i= 1,2. It 
follows that M, fixes the t.s. lines (vi, w). Observe u 6 VI = Vf and hence 
ui n V, is an MO-invariant plane. Furthermore (v, . u) = (II,, vl) = Q(v) - 
Q(vr) - Q(u,) =O and so v1 EVA. Thus M, stabilizes the flag 
((ul), <u,, w), ul n V,, V,), against 4.1.1(iii). 
Step 2. uE V,n Vz. 
Assume for a contradiction that u $ V,, and as in Step 1 let (w) = 
V, n V,. Notice that Step 1 forces v E V,. So as r preserves incidence, the 
t.s. point V; is contained in V,. Now Vz T& V, (since v $ V,), hence 
V; # (w ). Also V, < ul by (4h) and so M0 stabilizes the flag 
((PC), (by) @ V;, V, n VI, V,), another contradiction. Therefore o E V, and 
a similar argument (which uses r2 instead of z) shows that VE V?. 
Step 3. 73 E N,,( (v)). 
Write (u ) = (u )” E 9. Since z preserves incidence, Step 2 guarantees 
that UE V, n V,. Thus if (u) # (u), then M, fixes the flag 
((v), (II, u), V, n V,, VI), a contradiction. 
Step 4. M, fixes a unique t.s. point. 
Let (x) be a ts. point fixed by M,, and set W, = (x)‘E,Y~ and W,= 
W; E yS. We claim that 
XE v,. (4i) 
Otherwise, x $ V, and so W = V, n x’ has dimension 3. Applying Step 2 
to x yields XE W,, hence V, n W, d W. And as (II, X) = 0 (by (4h)), 
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u E W. However (x) and V, are not incident, hence W, and c” are not 
incident. But V;’ = (v)~’ = (v) by Step 3, whence v $ W,. Therefore 
v E W\( V, n W,) which means V, n W, < W. Thus as dim( V, n W,) is 
odd, V, n W, E 9. Therefore MO stabilizes the flag (VI n W,, (V, n W,) 0 
(v), W, V,), a contradiction. Therefore (4i) holds, and similarly XE V,. 
However, because MO stabilizes no flag, MO fixes a unique point in the 
plane V, n V,, hence (v ) = (x), as required. 
Step 5. Conclusion. 
By Step 4, M n PT fixes (v ) and hence normalizes L. Therefore by 
4.1.1 (vi), M, = L n L’ n L’* = NGO( v), V,, V,), and the result now follows 
from Section 1.6. 1 
Recall that R,,-groups are contained in R,-groups (see (lo)). Thus we 
can assume hereafter that 
M,, is not contained in an RS1-, Rs3-, or R,,-group. W) 
PROPOSITION 4.1.5. Zf L is an R,,-group, then M, is a G,-group. 
ProoJ Write M, < L = N,,( W), where W is a nonsingular l-space. By 
(4e), (4h), and (4j), M, fixes no other nonsingular l-space. Therefore 
M n PT normalizes L, whence M, = L n L’ n L” by 4.1.1 (vi). Now L’ is a 
K,-group (2.2.4), hence by 3.1.l(vi), G2(q) g L’n Lt2 = NLI(X) for some 
nonsingular l-space X. Thus W= X and M, = L n L’z G2(q). 1 
Thus we may assume that 
MO is not contained in an R,,-group. (4k) 
PROPOSITION 4.1.6. Zf L is an R,,-group, then M, = L. 
Proof: Write M, < L = NGo( W), where W is a t.s. line in V. If W is the 
unique t.s. line fixed by M,, then M normalizes L and the proposition 
follows. So assume for a contradiction that M, fixes another t.s. line 
U#W.By(4j), WnU=WnUI=O,hence W@lJisa +4-spaceandM, 
is irreducible on W and U. Define Y= (We U)‘, a +4-space. By (4e), 
(4h), (4j), and (4k), MO does not fix a l-space or a n.d. 2-space in Y. And if 
M, fixes a t.s. line Y,, in Y, then M, fixes the t.s. solid Wl-Y,, against (4j). 
Therefore M, is irreducible on Y, hence Y is the unique 4-space upon 
which M, acts irreducibly. Thus Z= NGO{ U@ W, Y> is the unique 
I+,-group containing M,, which means M normalizes Z. But then M= 
N,(Z) and so M, = Z, a contradiction. 1 
We hereafter assume that 
M, is not contained in an R,,-group. (41) 
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Clearly (4j) and (41) imply that M, does not fix a nonzero t.s. space and 
therefore by [4], 
O,(M,) = 1. (4m) 
PROPOSITION 4.1.7. If L is an .I,,-group, then E = +, and M, = L. 
Proof. First observe that (4e)-(4m) imply 
Step 1. Any nonzero irreducible &,-submodule of V is n.d. of dimension 
3, 4, 5, or 8. 
NOW write M, < L = No,{ U, W}, where U and W= UI are &-spaces. 
Define 
so that lM, :Nl <2. 
Step 2. N is irreducible on U and W. 
By Step 1 we can assume that N # M,. Let Xf 0 be an irreducible 
fi-submodule of U and choose g E MO\ N. Then X I X” is M&variant, 
hence by Step 1, X -L XR is either a n.d. 4-space or is all of V. The former 
cannot hold by 4.1.1(v), hence X= U, as required. 
Step 3. H is irreducible on U and W. 
Otherwise there exists an irreducible &-submodule U, of U, with 
0 < U, < U. If dim( U,) = 1, then fi may be diagonalized on U by Clifford’s 
Theorem. But then g(U) = ( - 1 U), contrary to 4.1.I(iv). Also U, is not a 
nd. 2-space by 4.1.1 (v). Therefore U, is a t.s. line, which means E = +. If H 
is irreducible on W, then W is the unique 4-space upon which H acts 
irreducibly, hence L is the unique I +,-group containing H. Thus M nor- 
malizes L, whence M, = L. So it may be assumed that H is also reducible 
on W, and the previous argument shows that fi acts irreducibly on a t.s. 
line W, < W. In particular, all irreducible constituents of 2 on V have 
dimension 2. But H fixes the t.s. solid U, i W, and so (by applying 
triality) H also fixes a t.s. point, whence H has an irreducible constituent of 
dimension 1. This contradiction completes the proof of Step 3. 
Step 4. We can assume that U z W as &-modules and that I? is 
absolutely irreducible on U. 
Case E = +. If U Z+ W as &-modules, then U and W are the only non- 
zero irreducible fi-submodules of V, hence L is the unique I+,-group con- 
taining H. Therefore M, = L, as required. Thus it may be assumed that 
Ur W as &modules. Suppose now that & fails to be absolutely irreducible 
on U. Then by 7.6.1 of [2], Z?(U) embeds in a group sZz(q’) or GU,(q). In 
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either case, C contains a group Ci satisfying Z,, i E C, <Q(U). Since 
UE W as X&modules, C,( IV) = 1 and so C, n fi= 1. Therefore C, embeds 
in M,/H, which means JC,I = q + 1 is a power of 2. Consequently q is odd 
and n = log,(q) is also a power of 2. Thus M,, centralizes the involution in 
Z(L) and reasoning as in the proof of 4.1.2 (Case s = 2), we deduce that 
M=N,(K), where K6Q2,(0,(Z(M,))) and JKI 64. Clearly lKI 24 by 
4.l.l(vii) and Step 1, so we have IKl = 2. Therefore M, is the centralizer of 
a 2A-involution, hence M, is an I +4-group, as desired. Thus it may be 
assumed that A is absolutely irreducible on U. 
Case E = -. If l? fails to be absolutely irreducible on U, then by 7.6.1 of 
[2], I?(U) embeds in a group S0,(q2), which is abelian. Therefore 
s(U) = ( - 1 U), contrary to 4.1.l(iv). Thus we can suppose that & is 
absolutely irreducible on U and similarly on W. As MO is contained in an 
F,-group (see 2.2.X), HomA( V) contains a quadratic held extension of F. 
Therefore C,,,.(A) contains a group Z+ i. If U 2 Was &-modules, then 
C GL(Vj(H) fixes both U and W and induces scalars on these spaces. But this 
means C,,,.,(A)r Z,-, x Z,-,, a contradiction. Therefore U z W, and 
Step 4 now follows. 
Step 5. Conclusion. 
Fix a basis pi = (u,, u2, u3, uq) of U. By Step 4, there is a basis pZ = 
(U’l, w2, w3, wq) of W such that that elements h E A have the form 
(b E GUq)), 
with respect o /I = (PI, b2) = (ul ,..., uq, w1 ,..., wq). We write h = 1 @b and 
in general we write a @ b for the matrix 
where b E GL,(q) and a = (T $,) E GL,(q). With this convention, Step 4 
yields C,,,.,(fi) = GL,(q) @ 1 and 
C,(ri)< (-Lz), where z=((‘,)@l= -1,. W 
Notice that 1.2.3 implies C,(B) = C = C,Q&&). In particular, 
1e1 Iwxm. (40) 
Moreover the proof of 1.7.1(i) shows that there exists ~EF* such that 
Q(ui) = ~Q(w,), 1 di<4. (4P) 
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If -il-‘=~2forsome~~F,thenHfixesthet.s.soiid (ui-t~wi:ldi~4). 
But then H fixes a t.s. point, contrary to Step 3. Therefore --A is a non- 
residue, and so q is odd. 
Case E = +. Here equality holds in (4n) and it follows from (40) 
that [Cl is 4 or 8. If ICI =4, then C= (-1, z) and C= (2); hence 
M, = C,,(Z) = L, as desired. If, however, 16’1 = 8, then C z 2, or (2,)‘. In 
the former case, M0 = C,,(s2,(C)) = C,(Z) = L, as required. And the latter 
case is ruled out by Step 1 and 4.l.l(vii). 
Case E = -. Since - l,$Q(U), we have z$Q and so (4n) yields 
C,(A) = ( - 1). Therefore ICI d 2 by (40). If ICI = 2, then M, = C,(C) is 
an involution centralizer which means M, is an I+,-group. But I,, & I-,, 
hence C = 1 and so d = C,(a) = ( - 1). Consequently 
IGotm d4. (4q) 
Let F be the matrix of the bilinear form ( , ) on Ii with respect to pi. By 
(4p), the matrix of ( , ) on V with respect to /I is f@ F where f = (A ;) E 
GL,(q). Thus C,(G)= (g@lEGL2(q)@1: g’fg=f}. Si’nce -A is a 
nonresidue, f is the matrix of a nondegenerate symmetric form on a 
2-space which gives rise to an OF-geometry (see 1.2.1). Therefore 
c,(Ako0,t4)r&(y+1). And if g 0 1 E C,(A), then det( g) = +1 and 
so det(g@ l)=det(g)4= 1. Consequently IC,,(fi)l = iC,(fi)l=2(q+ 1), 
against (4q). 1 
By 2.2.8, we may assume hereafter that 
M, is not contained in an 1+4-, I_,- or F,-group. t4r) 
PROPOSITION 4.1.8. If L is an REX-, T-, or S-group, then M, = L and L is 
an SE-group for some prime divisor a of n = log,(q). 
Proof. We argue that 
C,(M,) = 1. (4s) 
Take x E C,(M,) of order r, where either r = 1 or r is prime. Evidently 
r#p in view of (4m). Thus (4e), (4h), (4r), and 3.4.1(i), (ii), (iii), (vii) 
ensure that r # 2. Consequently r is odd and x E C,,(M,) < MO and &,-, < 
C,(1) by 1.2.3. Suppose for the moment that M, is reducible. By (4e), (4h), 
(4j), (4k), (41), and (4r), q is odd and M, acts irreducibly on W and WI, 
where W is a nd. S-space. If MO fails to be absolutely irreducible on IV, 
then kO( W) embeds in GL,(q’) z Z+ 1. But then 2( IV) = ( - 1 W>, con- 
trary to 4.l.l(iv). Therefore M, is absolutely irreducible on IV, and 
similarly on WI. Thus by Schur’s Lemma, R induces scalars on both W 
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and W’ and so acts as +_ 1 on W and WI. Thus r < 2 and by a previous 
remark, r = 1. So we assume that M, is irreducible. Thus E = Horn&&V) is 
a field, and if E # F then the proof of 11.5 of [2] shows that M0 is con- 
tained in a member of C,; that is, M, is contained in an F,- or F,-group, 
contrary to (4r) and (4e). Therefore E = F, whence 2 E F n Q = ( - 1 ), and 
(4s) has been proved. 
Now suppose that L is an R,,-, T-, or S-group. Then by 2.2.11, L = 
C,,(y) for some y EA\G,. Observe that the groups in 1.4.1(i), (ii), (iv) are 
not contained in L, hence 1.4.2(ii) ensures that MO = C,(y) = L. By 2.2.5 
and 2.2.10, the R+3-, T-, and K-groups are not normalized by a triality 
automorphism. Consequently MO = L is an S,-group, as required. 1 
Hereafter we can assume that 
M,, is not contained in an R, 3-, T-, or S-group. - 
Evidently (4e), (4h), (4j), (4k), (41) (4r), and (4t) imply that 
(4t) 
M, is irreducible on V. (4u) 
PROPOSITION 4.1.9. L is not an I,,-group. 
Proof: Otherwise, AI,< L = NGO(d), where 8 is an &2decomposition 
V, 1 . . .I v, for some E = +. By (4~) and (4r), M, acts primitively on 
{V,, V2, V3, V,}, hence 
Mtr A, or Sq. (4v) 
Observe that L is a Sylow r-normalizer in Go for all primes r 3 5 dividing 
1 LI. Thus M,, has normal Sylow r-subgroups for all r 3 5, hence 4.1.1(i) 
ensures that MO is a (2, 3}-group. Observe that O’(C,(a)) is abelian. Thus 
O,(L) is the set of 3-elements in C,(a). Similarly (4~) ensures that O,(M,) 
is the set of 3-elements in C,,(a), hence O,(M,)<OO,(L). Now if 9) IMOl, 
then 3 1 ICM,(3)l and so O,(M,,)# 1. Thus by 1.3.1(v), O,(L)< O,(M,). 
Therefore O,(M,) = O,(L) and so M, = N,(O,(M,)) = N,(O,(L)) = L, 
against (4b). Therefore IMoJ = 2”3 for some a. This implies that J= 
O,(M,) > 1 and hence 4 is odd by (4~). Further 
M,IJrS, or Z,, 
hence 5.5 of [2], (4~) (4h), and (4r) imply that 
j acts homogeneously on V. 
We now argue that 
(4w) 
(4x) 
f2,(Z(J)) is 2.4-pure. (4Y) 
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Otherwise, Z(J) contains an involution in 2Bu 2Cu 20. Since T nor- 
malizes Z(J), J centralizes involutions in each of 2B, 2C and 20. Thus 
lQ,(Z(J))I 2 4 (42) 
and j fixes an s2-space W (see 3.4.l(iii)). By (4x), j acts faithfully on W 
and this means s embeds in O(W) % Dzcq ~ 21j. Hence j is either cyclic or 
dihedral and thus the same holds of J. Therefore (42) implies that J is a 
4-group, contradicting 4.l.l(vii) and (4~). Thus (4~) holds, and by 3.4.2, 
IQ,(Z(J))I 6 8. Now IQ,(Z(J))l f4 by 4.l.l(vii). Thus IsZ,(Z(J))i =2 or 8, 
and so by (4w), M, centralizes an involution in 52,(Z(J)). But then MO is 
contained in an I +4-group, against (4r). This final contradiction finishes 
the proof. I 
PROPOSITION 4.1.10. Assume that q =p 3 3. If L is an I,,- or E-group, 
then M, is an N,-group. 
Proof By 2.2.6, we may write M,,< L= N&d) where a is the 
s l-decomposition I’, i . . . I V,, and we put K= O,(L)= C,,(a). The 
group La acts faithfully on K z 26 as a subgroup of O(K, Q,, GF(2)) z 
O,+(2), stabilizing a quadratic form Q0 on K defined as follows: if k= 
diag(s, ,..., Ed) E k, then Qo(k) is 0 or 1 according as the number of eigen- 
values E, equal to 1 is congruent to 0 or 2 mod 4. One easily verifies that Q0 
is a nondegenerate quadratic form of defect 0. On the one hand Mi embeds 
in O(K, Q,, GF(2)), and on the other, A4: embeds in S,, acting faithfully 
on the l-spaces V,, 1 < id 8. By (4u), (4r) and 4.1.9, Mz is a primitive sub- 
group of S, and hence by [6], one of the following occurs: 
(a) 23:7<Mg623:L3(2)6S8, 
(b) L,(7)<M;dPGL,(7)<&, 
(c) A,<M;dS,. 
Suppose for the moment that O,(M,) = 1. Then (b) or (c) holds. It now 
follows from the facts that M, is irreducible ((4u)), M0 is not contained in 
an F-group ((4e) and (4r)), M0 is not contained in the stabilizer of a 
4-decomposition of V ((4h) and (4r)), and M, is not contained in an 
S-group ((4t)), that M, = Mi is a &-group. However, this contradicts 
2.3.13. Therefore O,(M,) # 1, whence 1.3.1(v) ensures that K< 0,(&f,). 
Since N,,(O,(M,)) = M0 # L = N,,(K), we have K < O,(M,). Therefore 
O,(Mz) > 1 and (a) occurs. Thus lO,(M,)I = 2’, M,= N,(O,(M,)) % 
[29].L,(2) and h4: r 23: L,(2). Thus i@, fixes a t.s. 3-subspace P of K in the 
O(K, Q,, GF(2))-geometry associated with K. It follows from the definition 
of Q0 and 3.4.1 that P is 2A-pure. And as the l-spaces Vi are isometric, P is 
nice (see Sect. 3.4). It now follows from 3.4.2 and 3.4.3 that M, = N,,(P) is 
an N,-group. 1 
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TABLE III 
Name Order 
Non-abelian 
composition 
factors 
Restrictions 
on 4 
p2 
RS2 
Nl 
N2 
G;, 1 <i<dz 
I +4 
N3 
I +2 
I-2 
s, 
1 
2 912(q2 - 1 x4 - 1 I3 
-$q’2(Y2--I)3w~ 
-$q3w+ l)(q2- l)(q+ 112 
~q3(q3-l)(q2-l)(q-1)’ 
q6(q6 - 1)(q2 - 1) 
Gq4!y2- 1y 
$(q’+ 1y 
$(q-l)’ 
$(q+ 1y 
f &I; - 1 )(C - 1 j2(qi - 1) 
q6(q-l)(q2--1)*(q3-l) 
2’2.32.7 
q3(q3 -El MqZ - 1) 
qF(qF: + 4; + 1 x4: - 1 )(d - 1) 
2’2.35.52.7 
26.5.7.13 
L,(q)* 
L,(q)* 
u,(q)* 
L,(q) 
G,(q)’ 
L,(q)* 
none 
PQ,+ (90) 
PQ,+(qo) 
L,(2) 
J%(q) 
3D4(ql 1 
f&TV) 
W8) 
4 = 4; 
a prime 
(a, d) = 1 
q=q;>qodd 
q=p>2 
2<qZE1(3) 
4=4: 
q=p>2 
q=5 
* L,(2), L,(3), and U,(2) are not simple. 
4.2. Maxirnality amongst the Groups in y 
As Section 4.1 deals with the case in which M,, is contained in a classical 
subgroup of GO, and as 2.3.13 handles the case in which MO is a C,-group, 
we may conclude 
PROPOSITION 4.2.1. Suppose that G, < G <A, and G n F # 4. Then MO 
is GO-conjugate to some member of &, where %F?~ consists of the following 
groups in Table III. 
For each HE %$ we determine those G for which NG( H) is maximal in G. 
In doing so, we show that the remaining rows of the results matrix 
(Table I) hold, thereby completing the proof of our theorem. 
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PROPOSITION 4.2.2. Row 4 of the results matrix holds. 
Proof. Since Pz is a parabolic subgroup of G, corresponding to the cen- 
tral node of the Dynkin diagram of Go, while Rs2 corresponds to the three 
outer nodes, we have P2 & R,,. None of the other members of %$ contain a 
parabolic subgroup of G,, hence the result follows. 1 
PROPOSITION 4.2.3. Row 22 of the results matrix holds. 
Proof. Order considerations eliminate all the groups in Wz as possible 
overgroups of Nz, save G, (when q d 3) and S,. It follows easily from 2.4.1 
that L,(q) is not involved in S,, and hence Nz & S,. Since Gz does not 
extend to G,, = A’ or G, = A when q = 3, the result follows from 3.2.3 and 
4.1.3. 4 
PROPOSITION 42.4. Row 26 of the results matrix holds. 
ProoJ: Lagrange’s Theorem ensures that N, is contained in no other 
group in %&, except possibly I- 2 when q = 2, or K, when q = 3. 
Suppose for a contradiction that N, < I- 2 when q = 2, and write N = N, , 
I= I-*. Assume that I= NGo{ VI,..., V,], where I/, i ... I V4 is a 
-2-decomposition. We have N < N,(W) for some -2-space W. Note that 
Syl,(N) s Syl,(G,), and that N,( V,) z 34.23.S3 contains a Sylow 
3-subgroup P of I. By Sylow’s Theorem there exists go I such that 
P < Ng < N,( Wg). It follows from 2.4.7 that P does not fix a nonzero t.s. 
space or a + l-space or a n.d. 4-space, hence P fixes a unique -2-space. 
Therefore Wg = V, whence 
(3 x GU,(2)).2 s Ng = N,( V,) z 34.23.S3. 
But this is impossible as O,(N)r 3 x 3l+* while U,(N,(V,))r 34. If 
N, f K, when q = 3, then order considerations and 2.4.7 force N, < SpJ2). 
However Sp6(2) has no subgroup 2’ x u,(3).2 Z N1 . B 
PROPOSITION 4.2.5. Rows 15-18 of the results matrix hold. 
Prooj The fact that G2(q) has no nontrivial p-modular projective 
representations of degree less than 6, coupled with Lagrange’s Theorem, 
ensures that G,(q) is contained in no other member of %$. Thus the result 
follows from 3.1.1. 1 
PROPOSITION 4.2.6. Row 61 of the results matrix holds. 
Proof. Lagrange’s Theorem shows that N, is contained in no other 
member of %$, except possibly KS g L?,+(2) when q E (3,7). In these cases 
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N3 is a Sylow 5-normalizer of G,. By 3.3.1, a Sylow 5-normalizer of K, has 
order 400, hence N, & K5 when q = 7. When q = 3, then 1 N3/ = 400, so we 
may regard Nx as a Sylow 5-normalizer of K,, hence columns VI and VII 
of row 61 hold by 1.3.3(ii). Because K, does not extend to G,, or G,, 
columns XIII and XIV also hold. m 
PROPOSITION 4.2.7. Rows 51-54 of the results matrix hold. 
Proof Clearly N4 has %-rank 3 6 and so N4 < K3 (note q =p is odd). 
The fact that N4 is nonsolvable together with 3.4.2(ii)(c) imply that N4 is 
contained in none of the other groups in ‘ZJ, except possibly K, r Q:(2). 
Suppose for a contradiction that NG(Na) < NG(K5), where G z G,.3 or 
G,.S,. Then there exists ZE N,(N,)n Y-, and by 2.3.8(ii), z induces a 
triality automorphism on KS. However, N4 is a parabolic subgroup of KS 
which corresponds to just two nodes of the Dynkin diagram, and this 
means that N4 cannot be normalized by a triality automorphism of K,. 
This contradiction finishes the proof. 1 
We have now completed the proof of our theorem. 
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