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PREFACE
This report surveys the results obtained during the first two 
years of the three-year project entitled "Multimodel Approach to Structural 
Uncertainty in Large Scale System Theory" and supported by the U. S. 
Department of Energy, Electric Energy Systems Division. The main theme in 
this research is HULTIMODELING, that is a mathematical formulation of 
problems in which decision makers use different models of the same large 
scale system. An example of a multimodel situation is found in multi-area 
power systems. The decision maker operating in an area employs a detailed 
model of his area and only a reduced order aggregate "dynamic equivalent" 
of the remainder of the system. Other decision makers behave similarly in 
their own areas. Thus the same power system appears in different forms to 
different decision makers.
The multimodeling analysis presented in Part One investigates 
the effects of reduced order models on decision makers' strategies. 
Techniques for reduced order modeling on the one hand, and multi-person 
game strategies on the other hand, are the two natural ingredients of multi- 
modeling, whose properties and interaction are being analyzed.
The reduced order modeling approaches developed in Parts Two and 
Three are singular perturbations and chained aggregation. The singular 
perturbation results in Part Two extend the applicability of this technique 
to a larger class of nonlinear, oscillatory and stochastic systems. For 
the first time these results contain an estimate of the bound on the 
singular perturbation parameter and a guaranteed stability region.
The effects of singular perturbations on a differential game has revealed 
the need for a reformulation of the game problem. The chained aggregation 
in Part Three is an order reduction technique based on available outputs 
and observability properties. Deeper insight in system and reduced model 
structures is gained by a constructive procedure for arriving at a generalized 
Hessenberg form.
The two order reduction techniques are related and complement each 
other. In particular, the missing prescriptive element in singular pertur­
bation is now provided by the chained aggregation. The chained aggregation 
procedure decomposes the system according to its time scales and directly 
suggests how to select the singular perturbation parameter. This relationship 
will be pursued further.
The multimodeling analysis in Part One uses the singular perturbation 
approach to analyze the situations with a common model of the slow subsystem 
and different models of the fast subsystems. Conditions of limited fast 
coupling establish when the designed feedback strategies will be near-optimal. 
At present the results are applicable to linear deterministic systems. In 
future research the results of Part Two will be used for extensions to non­
linear and stochastic systems. Similarly the use of the results of Part Three 
in multimodeling situations will be investigated.
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31. Introduction
Efforts to understand complexities encountered in planning and 
operation of large scale systems have led to the concept of multi-controller 
strategies with nonclassical information patterns [1], This concept 
expresses a basic fact that a controller has neither complete nor instantaneous 
access to other controllers' measurements and decisions. In this report we 
extend the notion of nonclassical information patterns by introducing a new 
concept of multi-modeling. It expresses a related and perhaps more basic 
fact that different controllers have different information about the system 
structure and dynamics and therefore use different simplified models of the 
same large scale system. These models may differ in parameter values, 
signal uncertainties, and, more critically, in their basic structural 
properties.
A strong motivation for the multi-modeling approach is found in 
multi-area power systems. The controller operating in an area employs a 
detailed model of his area only and a "dynamic equivalent" of the remainder 
of the system. Other controllers behave similarly in their own areas. Thus 
the same power system appears in different forms to different controllers. 
Present power system practice suggests that even if the controllers were 
given a complete model of the system, they would still use different 
simplified models to match their individual needs. Such practice results 
in an empirical decomposition of the multi-area power system and
4lead to distributed computations. Moreover, each area controller would only 
need measurements of the variables appearing in his "dynamic equivalent” of 
the remainder of the system, which means less communications between the 
controllers.
In this report singular perturbations [2] are employed to capture 
the multi-model nature of interconnected systems with slow and fast modes.
We consider systems strongly coupled through their slow parts and with, in 
some sense, limited coupling between their fast parts. Among earlier 
attempts to use this limited coupling is [3]. There are several reasons 
why the singular perturbation approach is adopted. First, it provides a 
physically motivated method for aggregating high order models into lower 
order equivalents. Second, it reveals the multiple time scale behavior 
of fast and slow subsystems. Third, it is applicable to nonlinear, stochastic 
and game problems.
multi-modeling problems single parameter perturbations are 
not sufficient and we start by formulating a vector singular perturbation 
problem. In particular, we treat the uniform asymptotic stability and 
initial value problems for multi-parameter singularly perturbed systems when 
all the small parameters are of the same order of magnitude. This problem 
is different from the multiple time scale problem when the parameters are 
of different orders of magnitude. While the multiple time scale problem 
has received considerable attention [4,5], the multi-parameter problem has 
not been investigated in the form presented in this report. In contrast to 
the boundary layer system stability requirement of the single parameter 
[2], we employ a generalization of D-stability. Several tests are given
case
5delineating important classes of systems satisfying this condition. It is 
also shown that this condition guarantees the boundary layer stability of 
the multiple time scale problem. Hence it can be employed in a generalized 
multi-parameter problem which encompasses the multi-time scale problem as 
a special case.
An alternative way to express limited coupling between the fast 
subsystems is to incorporate small coupling parameters in the description 
of the system, the so called fVeak coupling." The resulting multi-parameter 
problem is a special case of the previous one since the generalized D-stability 
condition is inherently satisfied for sufficiently small coupling parameters. 
This representation is convenient in more complicated situations like those 
arising in game problems. We propose a multi-model control design methodology 
and employ it in the design of Pareto and Nash strategies. Multi-parameter 
perturbations are used to show the validity of this approximate design for 
a stabilizing strategy, in general, and for Pareto and Nash strategies, in 
particular; Different possible design implementations are discussed and 
illustrated by a load frequency control problem for a two-area power system.
2. A Multi-Model Representation
A linear system consisting of slow subsystems and fast subsystems 
is modeled by
N N
* = V + j S i V j  + j£iBojuj’ x(to > - x
e i*i = *10*+ J£1*U«J + Bi i V  zi (to) " z10
(la)
(lb)
6where dimx-n^, dim z^ = ru, dim u^ = iik, i = l,...,N. The small singular 
perturbation parameters £ ^ > 0, one per subsystem, represent time constants, 
inertias, masses, etc. The states z^ are “fast" since their derivatives 
are l / & ± large. The interaction between the fast subsystems, that is, the
coupling term will be "limitedu or ‘Veak" in the sense to be defined
later.
Linearized models of many real systems appear in this form. A 
well documented case is the load-frequency control of a two-area power system 
in which each area is represented by one steam plant. A model of such a 
system based on [6,7] is given in Appendix A. It is apparent from this 
model that the time constants of the speed governor and the turbine are much
smaller than the time constants of the system inertia and the integral control. 
Hence we select the ratios of small versus large time constants as the singular
perturbation parameters and &2 ,
£.l
niax(TGi’Tti> (2)
We then substitute and Tt± in terms of £ and identify
x ' = (v1,v 2 , i f 1^ f 2 , i p 12) (3a)
as the slow states, and
z i  * (ApGi,Aai)j is=1>2 (3b)
as the fast states. Then, taking into account that the controls act upon 
speed changers, u± = ApQ , we obtain the model in the form of (1), where the 
subsystems are uncoupled, A. .=0, i ^  j .
7Let us now assume that the controller of the k-th subsystem 
neglects the fast dynamics of all other subsystems, but retains the exact 
model of his own subsystem. In the model (1) this simplification is equivalent
to the assumption that - 0, j ^ k, that is to
N N
x - Anx + £ An .z.+ 2 Bn .u.0 j-1 °J J j=l 0J 3
N
(4a)
V k " \ o x + j2iAkjzj + (4fa)
N
0 = AiOx + j?iAijZj + B iiUiJ (5)
Now, if A ^ = [A^] , i,j^k, i,j N, is nonsingular, the substitution of
i^k, i = l,...,N, from (5) into (4) results in the k-th simplified model
3^ =5 Akx + A 0kzk + j|150juj (6a>
N _
&kzk = \ o x +Akkzk + <6b>
where the matrices in the right hand side of (6) are formed of the matrices 
in the right hand side of (4). We point out that this "k-th model simpli­
fication” is achieved by the "k-th parameter perturbation," that is when the 
only parameter assumed to be different from zero is In our power system
example the first perturbation (k * 1) means that the controller of the Area 1 
neglects the small time constants of the Area 2, and the second perturbation 
(k ” 2) means that the controller of the Area 2 neglects the small time 
constants of the Area 1.
In the above presentation we have viewed the model (6) as a result 
of an intentional model simplification, that is as if the original model (1)
8had been available to all controllers. We now make a more realistic 
assumption that
each controller knows
only his simplified model (6). (7)
The earlier interpretation remains valid as a description of the relation­
ship between the original model (7) and its simplification (6), but need not 
imply the controller’s knowledge of the original model.
The main purpose of this report is to study the impact of such 
multi-model assumptions on the design of control strategies. We postpone 
the discussion of the design problem to Section 4. For the time being let 
us assume that by one way or another the k-th controller decides on a closed 
loop control strategy of the form
"k = FkOx + jllFkjzj>
which, when substituted in (1), results in the closed loop system
. (A0 + jllB0jFj0)x + ji1(A0j + j 1B0iFi .)zj
ei*i = (AiO+ B iiFiO) x + j£1(Aij + B iiFij>zj’
(8 )
(9a)
(9b)
The evaluation of any control design relies upon our ability to analyze 
systems of the form (9) and our knowledge of their characteristic properties. 
This leads us to a new multi-parameter perturbation problem which we discuss 
in the next section.
93. D-Stability and Multi-Parameter Singular Perturbations
We consider the linear singularly perturbed system
N
x - Aq (t)x * j ^ A 0j (t)zj» x(tQ) = xQ (10a)
eA  “ AiO(t)x+j?1Aij(t)zj’ zi (to} “ zio- <10b>
The singular perturbation parameters £^,...,6^  are ordered as components of 
Na vector £ € r  . System (10) satisfies
(Assumption I): For all t > t Q, all the matrices on the right hand side of
(10) are continuous, bounded and have bounded first 
derivatives.
Under the additional assumption that -*0 as g . -* 0, thei+l i i
system (10) would exhibit N time scales and could be treated by nested single 
parameter perturbations such as [4,5]. However, in many real systems the 
parameters are of the same order and do not allow the multi-time scale 
assumption. We therefore assume that the ratios of g^,...,g are bounded by 
some positive constants m and M
m £ M, ijj — 1,... ,N (ID
that is the possible values of £ are restricted to a cone H C rN , In contrast 
to the multi-time scale systems, in our case all z^ s  are in the same time 
scale. We call this case the multi-parameter problem. A fundamental require­
ment for every multi-parameter perturbation result is to hold for all 
suf^ficiently small £ € H, that is as £~*0 along any arbitrary path in H.
System (10) is rewritten in a form resembling a single parameter
perturbation problem
10
X * Aq (t)x + A0f(t)z, X rt O v-
' II X O (12a)
M.z = DAf0(t)x + DAf(t)z, z(t ) = z . ' o '  0 (12b)
However, it is not a single parameter problem because both
1
H. - (exe2 ... eH)N (13)
and
D = Block diagCjr“ 1 ^  . . .  1^] (14)
I N
depend on all £/s. The above form is convenient since, in view of (11), the 
elements of matrix D are bounded for all £ € H,
m £  M (15)
where m,M depend on m,M. The matrices AQf, AfQ, and Af are formed of the 
submatrices AQi, AiQ, and A ^ ,  i, j = 1,... ,N, respectively, and z 1 = [z^,... ,z^] . 
A reduced system is now formally obtained by setting £ = 0 in (12),
x = Aq (t)x + AQf(t)z, x(tQ) = XQ (16a)
0 = Af0(t)x + Af(t)I, (16b)
and, if A^t) is nonsingular for all t > t  , it can be rewritten as r o
x = [Aq (t) - AQf (t)A‘1(t)Af0(t)]x = Ar (t)x, x(tQ) = xq. (17)
We also define a boundary layer system
d r  ~ D^f(t0)z (T)> z (0) ~ z0"z(t0) (18)
t-t
where t * — -—  is the "stretched” time scale.
We are concerned with two problems. First, we seek conditions for 
the uniform asymptotic stability of (10) for all sufficiently small £ € H.
11
Second, we want to approximate the solution of the initial value problem (10)
in terms of the solution of the reduced problem (17) and the boundary layer
(
problem (18).
For the first problem we make the following 
(Assumption II): The reduced system (17) is uniformly asymptotically stable.
Our next assumption is crucial and represents a generalization of 
the so-called D-stability property of the boundary layer system. It defines 
the notion of limited interaction among subsystems, as the tests discussed 
later will show.
(Assumption III): For all t > t Q, the matrix Af(t) has the property that
Re \{DAf (t)] £  -2<J < 0 (19)
where (J is a fixed scalar independent of 8 , possibly depending on the bounds 
m and M. The main results of this section are summarized as follows.
Theorem 1: Under assumptions I, II, and III there exists a positive scalar
v such that for all fi-€ H, 0 < ||£|| v, system (10) is uniformly asymptotically 
stable.
Theorem 2 : If assumptions I and III are satisfied then for every finite T > t o
there exists a positive scalar v such that for all t€[ t Q,T] and all £ € H,
0 < ||£(| £ V ,  the solution of the initial value problem (10) is approximated by 
the solution of the reduced problem (17) and the boundary layer problem (18), 
that is,
x ( t )  = x ( t )  + 0(||s||) (20a)
z(t) = -A"1(t)Af0 (t)x(t) + z(T) + 0(||S||). (20b)
Moreover, there exists t ^ > t Q such that for all t € [t^,T]
12
x(t) = x(t> + o(||a||) (21a)
Z(t) = -A‘1(t)Af0(t)x(t) +0 (||e ||). (21b)
If in addition assumption II is satisfied then (20) and (21) hold for all 
t € [ t o,«).
Our assumption III has a general form, but it is not verifiable 
by an algorithm with a finite number of steps. That it indeed is implied by 
limited coupling of subsystems can be seen from the fact that it is satisfied 
in special cases such as when A^(t) is block diagonal or block triangular with 
the on-diagonal matrices satisfying the condition
Re X{A..(t)] ^  -c^ for all t > t ,  i-l,...,N. (22)1*
Another special case is when A^ is constant and z^'s are scalars. Then 
assumption III means that A^ is D-stable, that is DA^ is a stable matrix for 
all diagonal matrices D with positive elements. Several D-stability condi­
tions have been investigated in the economic literature [8]. Recently this 
concept has been used in large scale system analysis [9,10].
Our assumption III can be considered as an extension of the notion 
of D-stability to matrices depending on t and to vector rather than scalar 
subsystems, that is when n^>l. In this more general framework we now 
examine several conditions allowing to test assumption III. Each of these 
conditions represents a particular way of imposing limits on coupling matrices
(i) There exists a block diagonal positive definite matrix P(t),
In this section c^jC^,... are used to denote various fixed positive 
constant scalars.
13
P(t) - Block diag[P1(t),...,PN (t)]
satisfying
En.
c2||x|! £ x'P(t)x < c3||x|l for all x € R  \  t > t Q,
such that Q(t) given by
P(t)Af (t) + (t)P(t) * -Q(t)
is bounded from below by
2 En.
x'Q(t)x > cj|x|| , for all x € r  t > t  .^ o
(23)
(24)
(25)
(26)
This condition implies (19) since the Lyapunov function v(x)=*x,P(t)D~^x
dX
for the system ~  - DAf (t)x(s) has the negative definite derivative
dv •
ds* * "*x Q(t)x. (27)
Although this condition does not require the knowledge of D, it is still not 
finitely verifiable. However, it can be used to generate classes of matrices 
satisfying (19). An example is the case when A^(t) is symmetric with 
k{Af(t)} <--c5 for all t > t Q . Then condition (i) is satisfied by P*I, while
C2 SSC3 = 1, c4 = 2c5 satisfy (24), (26).
The next condition was introduced in [11] as a sufficient condition 
for stability of matrices with dominating diagonal blocks when A.. are 
symmetric.
(ii)
and
ii' “V for all t > t , —  0 i~l,...,N (28)
< 1, for all t > t , —  0 i * 1,...,N. (29)
then DAf(t) satisfies the same conditions with
Cg replaced by mc^ where m is the bound given in (15)
14
The next two conditions are due to Siljak [9] and Michel [10] who 
derived them to test the stability of interconnected systems when the 
isolated subsystems are stable. In these conditions the matrices Ai;L(t) 
satisfy (22) and symmetric positive definite P ^ t ^ Q ^ t )  are such that
Pi (t)Aii(t) + A ^ ± (t)Pi (t) * -Q± (t), i*l,...,N. (30)
Then there exist positive constants , rr^, tt^ ,  tt^ ,  and tt^  satisfying
llA.j (t)|| < l ±1, for all t > t — 0 (31)
TTill|x!t2 < x'Pi (t)x < TT12||x ||2 , for all
n.
x € R  \ t >t —  o (32)
" i3IU||2 < X lQi (t)x < TTi4||x||2 , for all c ni x € R , t > t  . — o (33)
In both Siljak's and Michel's conditions an NXN aggregation matrix is formed 
and tested for the stability of Af(t). The elements of Siljak's aggregation 
matrix S are
where
( - \ 3 *
1 V j ' i V  * i?6 j
\ i  = ^ I T » n = "i313 2TTi2 ’ H* -P"
II "12
v?rrll
and those of Michel's matrix T are
(34)
(35)
{
-d.TTi i3
W i j ^ V j i ’
i* j 
j
(36)
for some positive numbers d^-.-jd . The Siljak's condition is
(iii) The matrices Ai;^ (t) satisfy (22) and the principal minors ^  of S have
alternating signs, that is
15
\  = (-1) det
11 • • • • • slk
:kl • • • • • skk
> 0, k = l,...,N, (37)
We now show that this condition implies condition III. Consider the Lyapunov 
function
n.N £ -d.
v(x> ■ ¿ 1  - J -  x '=
with
Vi(Xi) » (x^Pi (t)xi)^,
(38)
(39)
where di >0, i = l,...,N, are yet unspecified numbers. By derivation similar 
to that in [9] we conclude that the derivative of v for the system
ff Ä DAf (t)x(s)
satisfies the inequality
dv N N-r— < 2d. 2 s . .v..ds - i=l l j=l ij j
It is shown in [9] that when inequalities (37) are satisfied there exist
(40)
(41)
numbers d^>0 and tt>0 such that
N
Hence
-TT 2 d . V . . ds i»! i i
dv A
di“ ^  ’nniv = ’C7V *
(42)
(43)
The fourth condition is that of Michel
(iv) The matrices AijL(t) satisfy (22) and there exist numbers d± such that 
the matrix T in (36) is negative definite.
To show that this condition implies condition III we consider the 
Lyapunov function (38) but with vi (xi) given by
vi (xi) = x^Pi (t)xi . (44)
16
Similar to [10] it can be shown that its derivative with respect to (40) 
satisfies the inequality
«„M h “-
Since T is negative definite, let \ (T)<0, thusmax s '  3
(45)
= * w 2 .
Using (32) and (46) we obtain
N
(46)
dv _____ -Xm______  A
ds “  max d. max tt._ v °8V ’ i 1 i
(47)
Michel s condition is not finitely verifiable since it requires the existence 
of positive numbers d^,...,d^. However, a more conservative, finitely veri­
fiable condition implying Michel's condition can be obtained [10] by writing 
the matrix T as
where
and W is given by
T = DW + WD
D = diag[d1,...,dN] , dt >0
TTi3
"12«ij
i = j 
i ?6 j
(48)
(49)
If the principal minors of W have alternating signs, that is, satisfy (37) 
then there exists matrix D such that T is negative definite.
is important to notice that Siljak's and Michel's conditions 
are not equivalent. Examples can be constructed for matrices which satisfy 
one of them and do not satisfy the other, and vice versa [1]. The motive
17
to study the implications of these two conditions to our condition III was
that the aggregation matrices S and T which satisfy the respective condition
are D-stable. However, as we have shown, the proof that Siljak's or
Michel s condition implies condition III does not rely upon the D**stability
of S or T, because we have chosen the Lyapunov function in each case in
such a way that we obtain the aggregation matrix independent of D.
The above discussion of assumption III shows that the class of
matrices A^(t) satisfying III contains important subclasses. However, a
complete characterization of that class is yet to be made by further studies.
As an illustration we now give a physical example of D-stable matrices which
is not included in any of the subclasses defined before.
Passive Linear Time-Invariant Network: Let Af be the matrix of a passive
RLC network without coupling between inductors. We are going to show that
if the network is asymptotically stable, that is if ReX (Af)< 0 then Af is
D-stable. Let us assume that the network has n„ inductors and n = En -n
* c i i
capacitors* A standard choice of the state variables is
xi * current through i-th inductor, when i-l,...,n.
Xj
xj * voltage through j-th capacitor, when j « n^+1,...,2n..
Then the state space equation takes the form [12]
Tx = Ax (50)
where ioi______ A, -B'
T = , A = 1
o o
_ B  \
Here L is a diagonal matrix whose positive diagonal element L ^  is the value 
of the i-th inductor, and C is a diagonal matrix with C. . being the value
18
of the j-th capacitor. The matrix A does not depend on the values of the 
inductors or the capacitors. It depends only on the network configuration 
and the values of the passive resistors. The matrices and are 
symmetric negative semidefinite.
Let us assume that this network is asymptotically stable and 
recall that this property does not depend on particular values of L and C, 
but solely on the presence of the resistors as dissipative elements. In 
other words if a network is asymptotically stable for one set of L,C 
values, it will remain asymptotically stable for any set of physically 
meaningful values of L and C. From the form of the system (50), we observe 
that changing values of L and C is equivalent to multiplying the system 
matrix from the left by a diagonal matrix. The preservation of asymptotic 
stability under this operation is the D-stability. Thus the network matrix 
A ^ = T ^A is D-stable.
If we consider the class of asymptotically stable networks for 
which A^ and k^ are negative definite, then the D-stability of Af follows 
from condition (i). To see this we take the energy stored in the system 
as a Lyapunov function, v(x) * j x'Tx. The derivative of v(x) along (50) is
v(x) = j x ' (A + A ')x * x]Aixx + X cA2x c
where x is partitioned in accordance with A into x' = (x' x ’). Since A. andc 1
A^ are negative definite so is v(x), and A^ satisfies condition (i) because 
T is diagonal. However, A^ and A2 are not necessarily negative definite.
For example the network in Fig. 1 has k ± and A£ merely negative semidefinite,
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1
Fig. 1
and its D-stable matrix
0 1
-1  -1
1 0
does not satisfy any of the sufficient conditions of D-stability given in 
this report or in [8] .
If the network contains mutual coupling between inductors then 
Af is not necessarily D-stable. For example the network in Fig. 2
which is not D-stable. The reason is that for the case of mutual coupling
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the matrix L becomes a positive definite symmetric matrix instead of being 
diagonal as in the case without mutual coupling. Multiplying Af by a 
diagonal matrix is equivalent to multiplying the matrices L and C by 
diagonal matrices. However, multiplying L by a diagonal matrix results now 
in a nonsymmetric matrix and hence cannot be interpreted as changing the 
values of inductors and capacitors.
Finally let us consider the case of RLC subnetworks which are 
connected through resistors. Suppose that mutual inductive coupling exists 
within each subnetwork, but there is no inductive coupling berween different 
subnetworks. The matrix T of such a network takes the form
T * Block diagC^,.. .,Tn],
where
Multiplying by a diagonal matrix of the form
D = Block diag[o? I ,. #.,a I 1 1 1  n nJ
is equivalent to multiplying 1^, C± by a which is merely scaling of the L 
and C elements of the i-th subsystem by 0i± . Thus such a network satisfies 
the generalized D-stability condition III.
Proof of Theorems 1 and 2 : We follow [13] to separate the fast and slow
modes of (12). Using
I -|iMD 1L -M-MD**1"1 o
zL . J
(51)
the system (12) is transformed into
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y * (Aq O:) - AQf (t)L(t))y, (52a)
M.v » (DAf(t) +|iL(t)A0f (t))v, (52b)
where L(t) and M(t) satisfy
M»L = DAfL - DAf0 - ^ LAQ +  M-LAQfL (53)
(1MD 1 53 -MAf + AQf -M‘MD"1LA0f + m-AqMD“1 -|iA0fLMD“1 (54)
with the initial conditions
l(to> " Af1<to)AfO(to) (55)
M(to^ “ A0f(to^Af (fco^' (56)
We first observe that the fast subsystem (52b) is of the form
- (DAf (t) +nr(t,£))z (57)
whose properties we examine in Lemmas 1 and 2. Then in Lemmas 3 and 4 we 
establish the existence and convergence of solutions L(t) and M(t) of (53) 
and (54). Lemmas 1, 2, 3, and 4 are stated under the assumptions I and III. 
Lemma 1: There exist positive scalars v, k and such that for all S € H,
0 <||s|| and t>s, the state transition matrix cp^tjx) of the system (57) 
with T « 0 has the property that
Y
llcP1(t,s)|| £  kx exp[- ~  (t-s)]. (58)
Proof: By assumption I and (15) we have ||DA.(t)|| < KoJ for all t ^ t  andr 2 o
Se n. Using (19) and Lemma 4 of [14, p. 116] we get for all 9^0, £ € H
llexpC^ - DAf (t)]|| < Kj exp(- 2. 9)
where K3 depends only on a and K2 » Also there exists $ > 0  such that
(59)
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|[DAf (t2) - DAf (t1)H £  Sltj-tJ , t1.t2 - t0 - 111611 b7 Theorem 12 of [14, p. 117]
there exists |J.*>0 such that for all n<p,*, cp-^tjS) satisfies (58) with 
2K^ - Kg and and v can be chosen to be the radius of the largest ball
centered at the origin with
Lemma 2 : If !|r(t,£)|| K^, for all t > t Q, £ € H, then there exist positive
scalars v, Y2< Y 1> such that for all £ € H, 0<||£||^v and t>s, the state
transition matrix 92 (t>s) of (57) satisfies
Y
||tp2 (t,s)|| KjexpC- (t-s)]. (60)
Moreover, there exist v>0, K > 0 such that for all £ £ h , 0<||£||<v , t > t  ,
t-t 0
the matrix tp3 (t,to) =cp2 (t,tQ) - exp[DAf (tQ) (-— 1-)] satisfies
il<T>3 CC,t0)|| < K5||e||. (61)
Proof: Inequality (60) follows from Lemma 1 and Theorem 9 of [14, p. 70].
To prove (61) we notice that cpg(t,tQ) satisfies the equation
= Ct) +  n r ( t , e ) ] < P 3 ( t , t o )
l c*c
+  -[DAf ( t )  - DAf ( t o ) +  n r ( t , e )]exp[DA (t  ) ( ---- 2 ,)J .
Noting that 9g(to,tQ) = we obtain
t 1 ^
= J <P2 ( t .T )  ~[DAf ( t )  - DAf ( t Q) +  M ,r(T,s)]exp[DA£ ( t o ) -  °  ]dT.
to
Using Lemma 1, (60), and the fact that ¡¡DAf (t) - DAf(to)|| £ 3 (t-t ), we obtain
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Y 2
t - ~(t-T)
H»3(t.e0)ll s K ^ ;  e 11 i[0(T-eo) + hK4]
* — (T-t )H* O
K? - — (t-C  ) t
S T  6 11 0 f[p <T-t0 ) + p,K4]dT
^o
dr
*  ^ ¡ e
2 p.x o(t-t ) t-to ,2 t-ttf<-T> + k4(~T)]
K,
s + y T ]1 Y * e Z V
s lle| | ~ ~  [ - T 2 + f T ] = K5l!e!|-m «/n  y U
K,
Next we establish the existence of solutions of (53) and (54). Let 
us first remark that the state transition matrix of the system T| * AQ (t)^ 
satisfies
Il90 ( t , s )|| ^ K6 exp[Y^| t " s | ] ,  fo r  a l l  t , s  ^  t Q (62)
for some positive constants K^, Y , (see [15, P. 287]).
Lemma 3 : There exists a positive scalar v such that for all £ € H,
0 < ||fi|| ^ v, t i tQ> there exists a continuously differentiable bounded 
solution L(t) of (53) and (55), satisfying
L ( t )  -  A^1 (C )A^0 +  0 ( i | e | | ) . (63)
Proof: Every solution of the integral equation L(t) = SL(t), where
-1SL(t) = ^(t.t )Af (to)Af0(to)<P0 (t ,t)
+ .[ DAf0(s) + L(s)A0f (s)L(s)]<P0(s,t)ds.
(64)
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is a solution of (53) with initial condition (55). Hence it is 
to prove the existence of a solution of this integral equation, 
the identity
LA0fL - LAQfL * (L-I)A0fL + LAQf (L - L) 
and expressions (58) and (62) we obtain
W||SL(C) - S L (t) |l  S ||L - L|i|!AQ£!! (!|L|| +  j|L ||),
1 ^ 3
and
| |sL (t ) | |  *  -  cHda£0H +  MIa,
Y l ~ ^ Of
Letting
1 Y1
+  K1K6 Ua ~ (to)lll|A£0|!exp[-(-£ - Y 3) (c - t 0 )] . 
P = 2K£Kg C ~  ||DAf 0 || +  l |A ^ ( t o )ll|lAf0 l|)
we choose p. > 0 so small that
* *1 « x VV- Y3 s  and l!OIP * 7 •Y, ”0f“r 2
If H |  £ p, ML| £ p, then for 0 < y. £ p, we get
sufficient
Using
(65)
(66)
(67)
(68) 
(69)
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||s l - s l|| £  j  ||l - l || (70)
and
||sL(t)|| < j  p. (71)
By the contraction principle the solution L(t) exists and is unique in 
||l || £  p. To prove (63) we let
L(t) = + AL(t) = L0(t) + AL(t). (72)
Noting that AL(tQ) = 0 and that AL(t) satisfies
AL = i  (DA£ +HL0A of)AL - ALAr +ALAQfAL + R£ (73)
where - ^o^Of^O ” ^ 0^0 ** ^ 0 * >s) and cp^(t,s) be the state transi­
tion matrices of equation (17) and pi = (DAf (t) +M<A^1 (t)AfQ(t)AQf (t))f, 
respectively. The norm of 9r (tjS) satisfies an inequality similar to (62) 
with constants and By Lemma 2, the norm of cp^(t,s) satisfies an
inequality similar to (6 0) with constants ^  and Y5 < Y1* Then from the form 
of the solution of (73)
t l
AL(t) = | 94 (t,s)[AL(s)AQf(s)AL(s) + R 1(s)]cpr (s,t)ds (74)
it follows that
!Ial(o II (IIaJHIalII2 +11^ 11)
< n  (IIa0£||(!|l0H+||l||)2 +|!r1||) < m.k8
- 1,£|1 (75) 
for some positive constant Kg, which proves (63), and v can be chosen similar
to Lemma 1.
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Lemma 4 : There exists a positive scalar V such that for all £ € H,
0<IWI<v, t i tQ , there exists a continuously differentiable bounded 
solution M(t) of (54) and (56), satisfying
M(t) - Aof(t)Aj1(t)+0(||e||). (76)
The proof of this lemma is similar to that of Lemma 3. Based on Lemmas 3 and 
4 the matrices of the transformed system (52) can be written as 0(||fi||) pertur­
bations of Ar (t), DA^(t), that is (52) becomes
y = (Ar ( t > + o ( | |e | | ) ) y ,  y ( t 0) = xo + ° ( | |e | | )  (77a )
M.V -  (DAf ( t )  + 0 ( | |e ||) )v , v ( t o ) = zo + L 0 ( t o ) + 0 ( | ! e | | ) .  (77b)
Proof of Theorem 1 : Since the transformation (58) is nonsingular for all
sufficiently small £ € H, it is sufficient to show that each subsystem (77a) 
and (77b) is uniformly asymptotically stable. This immediately follows from 
Lemma 2 and Theorem 9 of [14, p. 70],
Proof of Theorem 2 : The uniform convergence y(t) -* x(t) as ||£|| - 0 follows
from the continuous dependence of the solution of (77a) on the right hand
side and the initial conditions. Lemma 2 guarantees the uniform convergence 
t - t
v(t) z(—  ) - z(T). Using the inverse transformation of (51),
x ( t )  = y (t )+ H M (t)D '1v ( t )  = x ( t ) + 0 ( | | e | | ) ,  (78a)
z(t) = -L(t)y(t) + (I-HL(t)M(t)D‘1)v(t) = -A^1 (t)AfQ (t)x(t)
+ z(T)+ 0 ( l | e [ j )  (78b)
proves (20).
4. Relation with Multi-Time Scale Problems
Now we examine the relation between the multi-parameter and the 
multi-time scale problems. We have derived sufficient conditions for the 
asymptotic stability in the multi-parameter problem. For the multi-time 
scale problem, sufficient conditions for asymptotic stability are known 
from [4] . We consider a multi-time scale problem when the parameters
s . +1
S 1,*“ ,SN in are ordered such that “£--- '0 as M - 0, that is ft is
j
the smallest parameter. The ordering of the parameters is important because 
it establishes which matrices must be nonsingular to eliminate the variables 
Zj as the parameters ftj are successively set equal to zero. For the 
adopted ordering ^ ,^ N-1Î * * * ,81 t l^e nonsingularity is required for the 
matrices
where
\  * ^ k ^ l A A k *  k * 1,... ,N-1 
EN = ANN
IIH
w
(Ak,k+l Ak,k+2 •••
^Sc+ljk+l .... “ * \+l,N
E *zk
[JVk+l ...... ”  S j N
(79a)
(79b)
(80)
(81)
E3k “ (Ak+l,k Ak+2,k <82>
The matrices E^, k=l,...,N can be nonsingular for one ordering of smallness
of the parameters while for another ordering some of them may be singular.
Consider for example the case N = 2, n = n = 1 with A. - = 0 A, =1£ J- •£ 1 1 * 1 2 ’
^21 ^22 When g * 0 the system (10) possesses two fast time
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scales. In contrast the case 5---* 0 does not result in two fast time scales
&2
since for =0 cannot be eliminated from the equations.
With the assumed ordering £. -* 0, we know from [4] that ourJ
conditions I, II, and
ReXiE^t)} < -crk , for all t £ t Q, k*l,...,N (83)
form a set of sufficient conditions for asymptotic stability of (10). The 
relation between our condition III and condition (83) is established in 
the following lemma.
Lemma: If Af(t) satisfies condition III for all ^ > 0 ,  that is with arbitrary
bounds m > 0  and M > 0  in (15), then condition (83) holds for each ordering 
k = l,...,N, that is for all N.' possible permutations.
The proof of the lemma is based on the following proposition which is 
known from the eigenvalue properties of (84).
Proposition: Consider the single parameter singularly perturbed system
with a small scalar parameter v
*1 = Fllyl +  F12y2 (84a)
Vy2 = F21yl + F22F2 (84b)
where ?22 is nonsingular. There exists v * > 0  such that for all v € (0,v*] 
the eigenvalues of (84) have negative real part if and only if
ReX (f xi”^^2F22F21  ^^  ~c l 3 Re^^F22  ^< "c2 ^or some c^>c2 > 0*
Proof of the Lemma: Consider first the case N=2. Condition III implies
that for £ satisfying (15) we have
A]_]_ (t) A 2^ (b)
e i e ie j A 2i(t) ^ A 2 2 ( t )
< -o’, for all t > t .— o
ReX (85)
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The arbitrariness of the bounds m,M in (15) guarantees that (85) holds for
e2 . .sufficiently small ^ . Since t is treated here as a fixed parameter and
^22^*0 nonsingular for all t > t Q, it follows from the proposition that
Re \ (A^ (t)-Ai2 ^ *^22 ^ ^^21 ^ ^ ^ 2^2 ^ r<^ 2
for some constants ^ , ^ > 0 ,  and for all t ^ t Q . This proves the lemma for 
N ss2. For N>2, we can show that condition III implies (83) by nested 
application of the proposition. Noticing that if Af satisfies condition III 
so does P'AfP for all block permutation matrices P of comparable block 
dimensions, it follows that (83) must be satisfied for each ordering of k. 
Remark 1: This lemma applies to D-stable matrices as well as to all the
classes of the matrices which we have discussed before, because for all these 
cases condition III is satisfied for arbitrary bounds m>0, M>0.
Remark 2: If the bounds m,M are fixed instead of arbitrary, then the lemma
does not hold. Consider for example
~-2 2
Af =
_“4 l.
The matrix DAf is stable for j <  m <  ~ <  M<». Condition (83) is not satisfied 
since A22 * 1.
Remark _3: Asymptotic stability of the multi-parameter problem with arbitrary
bounds m >  0,M> 0 implies asymptotic stability of the multi-time scale 
problem for all possible orderings of the smallness of the parameters.
Remark 4: Condition (83) is a necessary condition for our condition III to
hold for arbitrary bounds m>0,M>0. It is a generalization of the 
necessary condition for D-stability reported in [8]. That (83) is not
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sufficient is clear from
The matrix Af satisfies (83) but it is unstable.
Remark 5 : If for some ordering of the parameters some of the matrices are
singular, then (83) is no longer necessary, Consider again
in which A f is D-stable, while (83) is not satisfied. We have shown before
that for this case no multi-time scale problem can be defined if »0.
fi2
We conclude that although the multi-parameter problem with 
arbitrary bounds is more conservative than the multi-time scale problem, 
there are cases where the first problem is well defined while the latter is not.
1
-1
, N = 2, n1 = n2 = 1
5. Strategies for Weakly Coupled Systems
In this section we introduce small coupling parameters to represent 
the weak coupling between the fast subsystems. Thus a linear time-invariant 
system consisting of strongly coupled slow subsystems and weakly coupled fast 
subsystems is modeled by
V  + A 01Z1 + A 02z2 + B 01U1 + B 02U2’ x(0) = xo (86a)
A10X + A 11Z1 + e 3A 12Z2 + Bl l V zl(0) = z10 (86b)
A20x +S4A21Z1 + A 22Z2 + B 22U25 z2 (0) = z20 (86c)
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where without loss of generality we consider only the case N = 2. In this
system there are four perturbation parameters which are now ordered as
4
components of a vector £ £ R  . The coupling parameters £^>£4 can be positive, 
negative or zero, while the singular perturbation parameters sati-sfy
(11) with arbitrary positive bounds m,M. This restricts the possible values 
of £ to a set HC R^.
A multi-model representation of (86) results when the controller 
of the k-th subsystem neglects the fast dynamics of the other subsystems and 
the weak coupling between the fast parts. In the model (86) this simplifi­
cation is equivalent to the assumption that £ . = 0, j #k, j - 1,2, £ = £ «0
J 3 4
that is
x = Aqx + A01z1 + \ 2Z2 + *QIxxI  + B 02U2 
ekzk = AkOx + A kkzk + B kkuk
0 “ AjOx + A jjzj + V V  j = 1>2 -
If Ajj is nonsingular, the substitution of
zj "  S j (AjOx + B j j V
into (87) results in the k-th simplified model
* " V  +A0kZk + B0kUk + Bkjuj> k 5s J 
ek*k = AkOxk +Akkzk + B kkUk
where
\  A0~A0iAiiAiO ’ * B0j“A0jAjjB-
(87a)
(87b)
(88)
(89a)
(89b)
, k, j = 1,2, k 7* j .°j jj j0 xj uj uj 23 33
The basic difference between the model simplification presented here and that 
presented in Section 2 is in the treatment of the weak coupling between the
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fast subsystems. In Section 2, the k-th controller neglects the fast 
dynamics of the other subsystems, but he retains the coupling between them.
In this section he neglects the fast dynamics of the other subsystems as well 
as the coupling between his fast dynamics and their fast dynamics.
Assuming that (7) holds, we analyze the impact of the multi-model 
representation of (86) on the design of control strategies. We consider that 
the k-th controller will base the design of his control strategy on the k-th 
model (89) to meet his set of design specifications. To be specific let the 
design specifications of the k-th controller be expressed in terms of a cost 
functional — J^(x,z^,u^). The cost functional J. of the i-th controller
is known to the k-th controller in the form J.(x,u.) since the z. variable*■ . ; 3L 1
does not appear in his model (88). For the well-posedness of this design 
problem it is assumed that J ± (x,u.,) is consistent with Ji (x,zi,ui) in the sense 
that it can be obtained from J± using (88). The k-th controller problem is 
characterized by (89) and the cost functionals
\  = Jk (x,zk 5\ ) ,  7i s (x >u±), i^k, i = 1,2. (90)
It will be viewed as a perturbation of an original problem characterized by 
(86) and the cost functionals
Jk = Jk (x,zk ,Uk), k ~ 1,...,N. (91)
This original problem will be helpful in the analysis of the impact of the 
multi-model situation on the design of Pareto optimal and Nash strategies.
Motivated by the single-parameter singular perturbation approach we 
propose that each controller will use the two-time-scale design method [16].
He would then have to solve two separate subproblems for the fast and slow 
subsystems of (89).
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In the fast time scale - t/C^ he would have to design a fast 
control u ^  for the subsystem
dr = Akkzkf + Bk k \ f  k (92)
subject to the initial condition
zkf(0) = zk o + \ ^ Akoxo + Bkkuk s (0))- (93)
Since the fast subsystem (92) is completely uncoupled from other states and 
controls, the design of u^£ can be approached by each controller as a 
separate state regulator problem.
In the slow time scale, the slow subproblem of the k-th controller 
is obtained by setting &k * 0 in (89) and using (88) to eliminate z. from (89)
lx
and from the cost functional J^. The relationship between the simplified 
model (89) and the original model (86) is such that setting £ =0 in (86) is 
equivalent to neglecting all the perturbation parameters in (86). Together 
with the assumption that ^ ( x , ^ )  is consistent with J ^ x . z ^ u ^ ,  this 
implies the existence of a common slow problem for both controllers.
The reduced order model for the slow state x
involves all the slow controls u^ and thus the slow problem has to be solved 
as a problem with multiple decision makers. To summarize, the design problem 
is approximately decomposed into 2 fast subsystem regulator problems and a 
slow game type problem.
where
(94)
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Let us assume for the moment that all these subproblems have been 
solved and that as a result we know the feedback matrices in
^ks ~ ^ks^s 9 \ f  = » k " 1,2. (95)
According to the two-time scale method [16] the control law of the k-th 
controller using the feedback matrices Gkg, Gkf will be composed as follows
“k = C(I + <1c£AkkBkk)<\ s + G k£AkkAk0^x + <l!;fzk ‘ (96)
At this point this control law is an ad hoc transplant of an earlier state
regulator result into the new multi-model environment. Our task is now to 
study the properties of the actual system (86) controlled by the control law 
(96). For this purpose we analyze the relationship between the response 
x (t)j zk (t) of the actual system and the response x (t), z, ..(t) of the 
designed subsystems.
When the proposed control law (96) is applied to the actual system 
(86) the resulting feedback system is
* 2 -1  2 
x = [A0+ + B 0iGi A i Ai05] x + iSi(A0i+B0iGif)zi (97a)
1Z1
2Z2
(A11 + Bn Gi f )Ai i (Aio +bu g1s)x + (A1 1 +Bn Gif )zi +e3Ai2z2 <97b>
(A22 +B22G2f)A22(A20 +B22G2s)x +£4A21Z1 + (A22 + B22G2f)z2' <97c)
We are now interested in predicting the behavior of the actual system (97) 
for all small values of £■ in H. We base this prediction on our knowledge of 
the slow response xg (t) and the fast response zlf(t/&1), z2f(t/S-2) of the 
subproblems (92) and (94).
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Theorem_3.: If ^ifzif and u£f “ G2fZ2f are desi§ned t0 stabilize the
fast subsystems (92), that is if
“• x<4kk+ B k A f > < 0 * k = 1>2:
then for every finite T > 0  there exists a positive scalar v such
x ( t )  = xg( t )  +o(||e||)
zl (t) = 'Ali(A10+ B llGls)xs (t)+zlf(t/&l) + 0(ll£ll) 
z2 ( t )  = - ^ 2 (A2 0 + B 22G2 s ) X s +Z 2 f ( t / £ 2 ) + 0 (||e||)
hold for all 0 < t < T  and all £ € H> 0<||£j|<v. If in addition u,li
U2s ” G2sXs stabilize the slow subsystem (94), that is if 
' 2
ReX(As + kSlBksGks) < 0 (100)
then (99) hold for all t€[0,®).
Remark 6 : This theorem can be considered as a consequence of Theorem 2, since
for sufficiently small £3,^, the condition (98) implies (19). However an 
independent proof is given below.
Remark 7_: In contrast to Theorem 2 the boundary layer corrections in (99),
2lf^t^l^ and z 2 f ^ t ^ 2 ^  can be obtained without the knowledge of the ratio 
^2^1 * This fact is helpful in applications, especially when the k-th fast 
subproblem (92) can be solved without knowing This situation makes the
design algorithm suitable for cases when the S.’s are small uncertain parameters 
Examples of this situation arise in Sections 5 and 6 when Pareto optimal and 
Nash strategies are designed.
Proof of Theorem 3: We first transform (97) into the separate slow and fast
(98)
that
(99a)
(99b)
(99c)
parts
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7 = E0y (101a)
V l  " ElVl + [S3A12+ e iLl<A 02+ B 02G2f)]v2 (101b)
S2*2 = [£4A21 + S 2L2 (A01 + B 01Glf)]vl + E 2V2 (101c)
where
Eo = A0 + iS1{BOi<I + GifAU Bii)Gis+ B OiGifAIiAiO-(Aai+ B OiGi£)I‘i} 
Ek “ ('Ak k +BkkGkf^+fi'kLk^AO k +BOkGkf^ k = 1>2 *
The transformation used is
y X
V1 = Li h  0 2i
V2
-----------1
CM
HO
CM
i Z2
where IQ, 1^, and I a r e  the identity matrices of the appropriate 
and L^, L^, M^, and satisfy the matrix algebraic equations
(102)
dimensions
P1 " (All+BllGl£)Lr (An +BllGlf)AU < A10+BU Gls)-e iLlE drt3A12L2 = 0 (103a>
P2 = (A22+B22^ f)L2-(A22+B22G2f)^(A20+B22G2s)-e2L2E0+e4A21L1 = 0 (103b)
P3 ~ W  + £ 2M2L2^A 01+B01Glf^'^A 0l+B01Glf^'e iEb Ml + £ 4M2A21 = 0 (103c)
P4 S M2E2 + e iMlLl(A02+B02G2f)'(A02+B02G2f)‘£2E0M2 + e 3MlA 12 " °‘ (103d)
When bounded L^, I^, M^, M2 exist the transformation (102) is obviously non­
singular for all £ in a sphere around £ = 0. The existence and differen­
tiability of L p  L2 , M p  M2 with respect to £ is established as follows.
First note that in view of (98) the unique solution of (103) at £ = 0 is
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-1
-1
k *  1,2 
k = 1,2.
(104a)
(104b)
\ (0) \k (Ak0 + ^ kScs ) »
V ° >  " ^ k  +  BO k W ^ k k + B k k W '
Then consider the operator PCL-^L^M^M^S) whose components are >P3,P4*
This operator is analytic in all of its arguments. At £ - 0 its partial 
derivatives with respect to 1^ , ^  and L2, ^  are (Axi+ B n Gif) and 
(A22 + B 22G2f), respectively. They are invertible because of (98). Thus, by 
the implicit function theorem, 1^ , L2 , and ^  are analytic in £ at £ = 0. 
Using this result the matrices and the initial conditions of the transformed 
system (101) are uniformly approximated by the matrices and initial conditions 
of the subproblems (92), (94), that is,
* = CAs+BlsGls+B2sG2s+0 (||e||)]y , y (0) * x o+0 (||e||) (105a)
V i  = [(A ii+Bu Gif)+o(l|e!l)]v1+o(||e||)v2 ,
+o(||e||) (105b)
e2v2 = o (||e|| )v1+[ (A22+B22<^f )40 (||e|| )]v2 , V2 <'0') ~ z20+A22 (A20+B22G25')Xo
* +o(||e||). (105c)
The uniform convergence y(t)-x(t) as ||£|| - 0 immediately follows from the 
continuous dependence of (105a) on its right hand side and the initial 
conditions. To prove the convergence of the fast variables we introduce 
a joint fast time scale T * and obtain
(Au +BiiGif)-K)(||s||)
0(||6||)
o<||e|l) VX(T)
(A22+B22G2f)+°(Ha II) v2 (T)
(106)
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where v1(t)=v1(T)J v£ (t) =* v£ (T) . The limit ||&|| - 0 expands every finite
t-interval to infinity in the T-scale, a characteristic of the "stretched”
time scales in most singular perturbation problems [2]. For infinite intervals
T € Co,00) the stability property (98) and the bounds (11) on £1/£2>
** ** ++ ^guarantee the uniform convergence v^ (T) -♦ v ^  (T), v2 (T)-* v2Q (t ) , where
~  At
Vi q (t ), v2q t^ ) are solutions of
A o  /
(All+BllGlf)v10(T)’ ^10(°) “ z10+All^A10+BllGls^xo,
d*20 / 
dT J\l~ (A22+B22G2f^V20(T^ V20 ^  = Z20+A22 ^A20+B2262s x^o *
(107a)
(107b)
Now the nonsingular rescaling of T into and
i =y5 T> T = / —- T2 y e 2
and the comparison with (92) and (93) shows that
i10(T) = zlf(Tl>’
v20^  = z2f ^ P '
Using the inverse transformation of (102)
■ A
-L,
-L,
W A
e A
■S2LlM2
I„-
y
V,
(108a)
(108b)
(109)
proves (99).
As a simple application of Theorem 3 consider the pole-placement 
design of the load-frequency control in Appendix B. Each area designs its
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controller matrix G^^ to place the fast eigenvalues. The slow eigenvalues
are placed by the centralized design of G, , G« .Is’ 2s
6. Pareto Optimal Strategy
We consider the situation in which decision makers decide on their 
strategies through mutual cooperation. The solution of such problems is 
found in the class of Pareto optimal strategies [17], the essence of which 
is that no variation from a Pareto optimal strategy can decrease the costs of 
both decision makers. Let each decision maker have a quadratic cost 
functional
09
Jk = 2 { &k?rk+,,kVk>dt* *k>0 <X1°)
yk = C0kx + C kkzk* (HI)
A pair u ^ju2 which minimizes
J *YlJl+Y2J2 , 0<Yk< l , Y1+Y2*l (112)
for some Y^ and y 2 is a Pareto solution. The optimal state regulator is a 
special case of this problem when the decision makers agree on a choice of 
Y-j_ and y 2 as weighting factors.
The specific form of the subproblems of Section 4 is as follows.
The slow subproblem is characterized by (94) and the cost functional
Js = V is  + y2J2s (113)
where
40
Jks 2 [  ^ A s S c s 2^  + 2uksDksCksXs + UksRksUks^dt ’ (114)
-1 -1,
°ks C0k " CkkiSckAkO5 °ks A A A k ’
Rks = \ + K s \ s -  
Its solution is
°ks = - \ s ^ 3CkS + (115)
where K is the positive semidefinite stabilizing solution of the Riccati s
equation
K A s s
2
+A'K + S B. R ~l z l K + y.c! (I-D. R?XD ! )C. ] » 0 (116)s s i=ilY. s is is is s i  isv is is is' isJ v J-°'
where
a  = a  - 2 b . r 71d ! C. .s s i=i is is is is
Denoting Bg = (B^g B^g) and Cg = (C|g C^g), a necessary and sufficient 
condition [16] for the existence and uniqueness of is that
(Ag,Bg,Cg) is stabilizable-detectable. (117)
This condition does not depend on the weighting factors y^, y^.
The fast subproblem (k) is characterized by (92) and the cost
functional
CO
Jkf = 2 £ (zkf^kSckzkf ^ f V W ^ V  (U 8 >
Its solution is
\ f  = •RklBkkKkfzkf (H9)
where is the positive semidefinite stabilizing solution of the Riccati 
equation
KkfAk k + A kkKk f +ckkck k ‘ KkfBkkRklBkkKk f _ °> ( 120)
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which, as is well known, exists iff
the triples are stabilizable-detectable. (121)
The specific form of the control law (96) is now
"k + Yk V . )  +Rk
k = 1 * 2 - (122)
When u1 and u2 are applied to the actual system (86), we know from Theorem 3 
that for sufficiently small £• the resulting response will be close to the 
predicted one. In an optimization problem it is of interest to check whether 
the resulting values of the cost functionals will be near their optimal 
values. The optimal values J* and J* are obtained with the strategies u*, u* 
which optimize the costs for the actual system (86).
Theorem 4: Under conditions (117) and (121), the application of U;L and u£ of
(122) to system (86) results in and J£ satisfying the relations
U m (Jk-J* ) - ° ,  k = l,2 (123)
where £-*0 within H.
Proof: The optimal strategy for the actual system (86) and (112) is
J ,  1 “1 I  A
where K is the stabilizing solution of the Riccati equation
(124)
KA+A'K + Q - KSK = 0 (125)
and
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A -
A01
i
CMO
<
' B0l ‘ B02
A10 An £3A12
Bi  =
B11 0
el c i ei el
’ B2 “
A20 £4A21 A22 0 B22
£2 2 2 . 2 J
Q * Y!Qi + Y2Q2
'C(5lC01 C0 l Cl l o’ C02C02 ° C02C22
i i " C11C01 cilcll 0
IICMO' 0 0 0
0 0 0 _C22C02 o c ' c nn22 22J
-1«.
sk " W  V  a n d x  = <x ' z i  ZP -
To avoid unboundedness as e ^ O  the solution K of (44) is sought in the form
oo« e iKoi £2K02
K = eiK<5i S 1K11
_e2^2 ^ * 1 2 £2K22 .
(126)
In this form all the coefficients in (125) have well defined limits as £ 0  
within H. In particular let a.j = lim^./S^) ,i,j«l,2, then the limiting
process in (125) with (11) results in
K00 (0)Ao + K01 (0)A10 + Kq2 (0)^0 +  ^ K Q0 (0) + (0) + (0)
+ Y2C02C02 "ÿ^ K00(0)S01K00(0) ' yj K00 (0)S02K00(0)
1
K01(0)S01K00(0> - T z K02(0>S02K00(0> K00<0)501K01<°>
522K02
- ^  Kq1 (0)S11^ 1 (0) - ^  Koq ( O ^ K ^  (0) - ^  KQ2 (0) = 0 (127a
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K0 0 ^ A01+ K01(0^ A11+AioKl l ^  +V^L2 A20K12 ^  + Y1C01C
“ K00(0^ 01K11(0) “y^ K01(0)S11K11(0)
afa.
Y0 ^00 ^ °^02 +1^ 02 ^ ^ 22^^12 ^  = 0 (127b)
K0 0 ^ A ()2 +K0Z^°^A22 +V^21 Aio K12 ^  +A20K2 2 ^  +Y2C02C:22
'Oi21
Y± (K00(0)S01+ K 01(0)S11)K12(0) "y 9 K00(0)S02K22(°)
- ^ K02<°>S22K22(0> " 0 (127c)
Kll<0)All+AilKll<°^lCilCll Kll(0)Su Kn (0) Kl2(0)S22K'2(0)*0^27^
^ 12K12 (0)A22 +Y^ 21A11K12 ’ "y ~  K11 (°)sn K12 K12 (0^S22K22 (0) * 01 Y2 (127e)
a
K22(0)A22+A22K22(0)+Y2C22C22 Ki2(0)SU K12(0) Y K22(0)S K (0) = 01 t2 (127f)
where
,-1.» -1„.
S0k ." B0kRk B0k ' S0k "  Bo A X k  > Skk = A k ^ 1^ -
The unique positive semidefinite solution of (127d), (127e), (127f) is
Kxl(0) * YxKlf, K12(0) » 0, k22(0) * Y2K2f* (128)
Then (127b) and (127c) yield
V 0* “ Koo(0)gk * YA  (129>
where
\  = ^ o A f - A o k ^ A k - A A f ) ' 1-
A  ■ +C0kCkk) (Akk‘ SkkKkf)
and the substitution into (127a) results (after lengthy calculations) in
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K00<°^s + ÀsK00<°> + Í ¿ -  è  K00<°>BísRL1bÍsW ° >
+Y.C' (I-D. r 71D! )C. ] * 0.i is' is 1S isy 1SJ (130)
This equation in KQ0 (0) is identical to the equation (116) in Kg for the slow 
subproblem. The uniqueness of the positive semidefinite stabilizing solution 
implies that
K o o W K .S (131)
Since the above solution of (127) does not depend on and 0^ ,  the limits 
^.(0) of are uniquely defined as &~*0 along any trajectory in H. We 
now use this result to evaluate the limit of J* as £ - 0  in H.
Jk = 2 * k = 1>2
,(k)where M v‘ satisfies the Lyapunov equation
M (k) (A-SK) + (A-SK) 'M(k) +Qfc KSfcK = 0.
\
Assuming for M end M  ^ the form (126), we obtain, by an analogous 
argument, the limits
Mil)(0) = Klf> * £ > ( 0) - 0, M ^ O )  = 0,
^ ^ ( Q )  = M0(01)(0)Ê2
M ^ ^ O )  = 0, m {2)(0) - 0, ^ > ( 0) = K^ ,
0 > = ^ (o)(0>êr « o T w  - M00)(0)Ê2-ê2
,00where (0) satisfies the Lyapunov equation
^ 0)(0)Ás + Á > 00)(0) + C¿s (I-DksR¿s1D¿s)Ck s + Í K s B kX s\ s Ks = 0Y,
(132)
(133)
(134)
(135)
(136)
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with
* ~  ^ 1 «• 1A - A - S -- B. R. B.' K .s s i-1 is is is s
To evaluate the actual cost we express u^ and u^ of (122) as
"k  *  -  ^
* k  o o ns
eiKim V l Klf 0
0 £2Y2K2f
X 1 -1 ,  A
where
LVS«
When u^ and u^ are applied to (86), they result in
1 - , (kV
Jk = 2 xoN V  k = 1>2
(k)where N v satisfies the Lyapunov equation
N (k)(A-SL)+ (A-SL)'N(k)+Qk +-i-L'S.L = 0.
Yk
To calculate the loss of performance (Jk“j£) we subtract (133) from 
and obtain the equation for N ^ - M ®  =
W (k) (A-SL)+(A-SL) 'W(k) + ~  L'SkL - -y KSkK-W(k)S(K-L)+(K-L) ’SH(k) » 0.
YtY
We again assume the form (126) for W ^ .  This allows the limit £ - 0  
taken in (140) along any trajectory in H. Knowing the stability of 
(A-q  ^ll^lf^ s.nd ^A^2~^22^2f^ oan be shown that
lim W. . “ 0, £ € H
£-* 0 ij
which proves Theorem 4.
(137)
(138)
(139)
(139)
(140) 
to be
%
V
(141)
An interpretation of the proposed design is that a Pareto game 
played on the full system is replaced by a Pareto game played on the slow
46
part of the system and two regulator problems for the fast subsystems. The 
slow Pareto game has the same weighting factors as the original game. The 
two regulator problems do not depend on the weighting factors. This means 
that each decision maker optimizes his own fast dynamics independently from 
the other decision maker. They need to agree only on the optimization of 
the slow dynamics.
A Pareto game problem for our own power system example is solved in 
Appendix C.
7. Nash Equilibrium Strategy
When cooperation between decision makers cannot be guaranteed, they 
select their strategies individually. If neither decision maker knows the 
strategy selected by the other, each selects his own strategy based on some 
rational assumptions concerning the behavior of the other decision maker. A 
solution defined for this class of problems is the Nash equilibrium strategy 
[17,18], the essence of which is that neither decision maker can reduce his 
cost functional by unilaterally deviating from the Nash equilibrium strategy. 
For system (86) and individual cost functionals (110), the Nash equilibrium 
strategy uj, u* must satisfy
Ji(ui,uj) ^  Ji(ui»u*), (142)
for all admissible u^ and for ± , 2 - 1 , 2 .
Applying our design algorithm we get three subproblems, two fast 
optimization problems identical to those of the Pareto strategy case, and a 
slow problem characterized by (94) and cost functionals J- and J given by-L S ¿S 1
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(114). A closed loop Nash equilibrium strategy u* and u* of the slowIs 2s
problem, called a reduced strategy, must satisfy the following necessary 
conditions
UL  - -RL1<BisKis+ D u ci s > v  i = 1 >2 (143)
where and are a stabilizing solution of the coupled algebraic Riccati 
equation CARE
h s K  + < h s  +Cl s  ( I - Dis RIs Dis > Ci s ‘ Ki s Bis RI s Bi s Ki s - Kl s Bj s Rj s BjS Kj 3
sBj  sRj s Bj sRis  = 0
for i,j * 1,2 and i ^ j . The control law (96) takes the form
(144)
Ui = ‘C (I'Ri BiiKifA IiBii>R L ( BisKis + DisCis> + R ilBiiKifA U A i O >
i ‘ 1 , 2 . (145)•RilBiiKifzi>
When u1 and u£ are applied to the actual system (86), it is important that 
the resulting values of the cost functionals are near their equilibrium
values. The equilibrium values J* and J * are obtained with the strategy 
u*, u* which satisfy (142).
Iheorem 5: If there exists a unique reduced closed loop Nash equilibrium
strategy, and if condition (121) is satisfied, then the application of u^ and 
u2 °f (145) to system (86) results in and satisfying the relations
UmWi-J*) = 0. 1 = 1,2 (146)
where £-»0 within H.
Proof: It can be shown [17] that necessary conditions for obtaining the
closed loop Nash equilibrium strategy of (86) and (110) are
ui = , 1 = 1,2 (147)
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where and K2 are a stabilizing solution of the CARE
k 1a + a ,k 1 + q 1-k 1s1k 1-k 1s2k2-k2s2k 1 « 0
K2A + A ,K2 + Q 2-K2S2K2-K2S1K1-K1S1K2 = 0.
The equilibrium values of the cost functionals are
_* _ 1 * -  J-t T  x K.x . i 2 o i o
(148a)
(148b)
(149)
To avoid unboundedness as £ - 0  the solutions K1 and K2 of (148) are sought 
in the form (126). Then the limiting process in (148) with (11) results in
k m <°> = Kis * = h s h ' h  >
Ki(i}<°) = % £  > * g }(0) = 0 , *<}>«)) = 0 , i,j = 1,2, i * i
(150)
where are as in Theorem 4. We use this result to evaluate the limit
of J* as £-»0 within H. We know that
= h x *K.x , i 2 o i o ’
We express’ u^ and u2 of (145) as
i - 1,2. (151)
„-1 .
U1 * "R1 B1
KIs
u2 = -R^ B2
e lKip £lKlf 0
_S2Kiq 0 0
mCM
1___ 0 0
ei ^ q 0 0
.£2^ P ° £2K2f
x = -R 1BjL1x, (152)
 ^ tm 1 a AX = -R2 B^L^X (153)
=where K.p = K^'(0), K.q = K ^ < 0 )  , i,j =1,2, 1 * j. When ^  and u2 are
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applied to (86) they result in
J± -  7  x ' v . x  ,3- 2 o l o i 381>2
where V\ satisfies the Lyapunov equation
(154)
Vi(A-S1L1-S2L2) + CA-S1L1-S2L2) 'V [  + ( ^ * (155)
Subtracting (155) from (148) we find that (Vj-Kj) = W. satisfies the equation 
Wi (A-S1L1-S2L2)+(A-S1L1-S2L2) ’Wj+O^-Lj) ' S. (K.-Li)
+ K1sj (KJ-Lj)+ (Kj-I,j)'SjKl = °, j #i, i,j «1,2. (156)
We again assume the form (126) for W.. Knowing the stability of 
2 ^
A^s"j5lBjsRjs^DjsCjs+ B jsKjs^ A^ ll"SllKl P  and A^22”S22K2f^ it: can be shown 
that
i’k'il i m w y = 0  , S € H ,  k = 1,2, i, j * 1,2,3 (157)£-»0 3
which proves Theorem 5.
As in the Pareto strategy we find that in the Nash equilibrium 
strategy our design procedure replaces a Nash game played on the full system 
with a Nash game played on the slow part of the system and two regulator 
problems associated with the fast dynamics of each subsystem.
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Appendix A
We consider a power system consisting of two interconnected identical 
areas. Following [6,7] the model of each area consists of the governor 
equation (A-l), the non-reheat steam turbine equation (A-2), and the power 
balance equation (A-3).
Tgia = -¿a + APC - f (A-l)
TtAPG = -APg + Aa (A-2)
TAf = -Af + i ( A P G -APd -APt .e). (A-3)
Taking AP, « = AP*.. , the tie-line equation isLZ tie^
AP12 “ Ti2(Afi-Af2). (A-4)
To fulfill all design requirements [6] the integral of the area control error
(ACE) is incorporated into the state vector
vk = J(ACE)kd t = J ( A p +bsk Afk)dt. (A-5)
k
The system variables entering equation (A-l) to (A-5) are: Aa * turbine valve 
position variation; AP = turbine output variation; Af = frequency variation;VJ
APc = speed changer variation; A P ^  " tie-line power flower variation.
Typical numerical values of the system parameters are r = speed regulation = 
.25; T^ “ governor time constant = .1; T = turbine time constant = .2;
T “ system inertia time constant * 20; T ^  = synchronizing power flow 
coefficient = 32.7; D = .5, bg * 4.5. All quantities are in per unit and time 
is in seconds . Assuming a constant load disturbance AP^ and redefining the
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state and control variables to be deviation from their steady state values, 
the disturbance inputs can be omitted from the equations. According to (2)
we choose e ^  ~ e 2 . 2 _20 * .01, that is Tg * 10ek, Ttk = 20ek . Then
0 0 4.5 0 1 0 0 0 0 |
0 0 0 4.5 -1 0 0 0 0
0 0 -.05 0 -.1 > 0 H-* I
I .1 0 ’ A02 * 0 0 j
0 0 - 0 -.05 .1 0 0 .1 0
0 0 32.7 -32.7 0 0 0 0 0
— — 1_ — -
10
\ k
0 0 0 0 0
0 0 -.4 0 0
.05  .05
0 - . 1
, A20
0 0 0 0 0
0 0 0 - . 4  0
B0k = °> *kk
0
.1
A = s
— *— 1 -  — *•
0 0 4.5 0 1 0 0
0 0 0 4.5 -1 0 0
0 0 - .4 5 0 - .1
•  Bls = .1 •  B2S = 0
0 0 0 -.45 .1 0 .1
0 0 32.7 - 32.7 0 0 0
— *  . _
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Appendix B
In pole-placement design of the power system defined in Appendix A, 
we solve three subproblems, one for the slow subsystem and one for each fast 
subsystem. For the slow subsystem the eigenvalues are placed at
-•2 + j. 1, “ • 25 + j 2.5, -.2 (B-l)
with the feedback gains
Gls s [-.2486 .1375 -2.5 3. -.9268] (B-2)
G0 - [-.0556 zs -.0556 0 .5 -.9924]. (B-3)
For convenience we assume that the desired eigenvalues of the two fast sub-
problems are the same. The k-th fast subsystem eigenvalues are placed at
-8, -12 (B-4)
with the feedback gain
Gk f = i- 42 -.5]. (B-5)
Therefore from (96), the feedback control is
u^ = [-.4773 .264 -8.48 5.76 -1.78]x + [-.42 - . 5 ^ (B-6)
u2 = [-.1067 -.1067 0 -2.72 -1.91]x + [-.42 -.5]z2 . (B-7)
When u^ and u^ are applied to actual system (86) the resulting eigenvalues are 
-12.964, -12.577, -7.05, -6.37, -.252 + j2.634, -.21+ j.099,
-.2095,
which are close to their desired locations,
(-12, -12,-8,-8,-. 25 + j2.5, -.2 + j.l, -.2).
(B-8)
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Appendix C
Let the cost functionals J^, of the area decision makers in 
the power system of Appendix A be defined by
Qx = diag(1,1,1,1,1,1,1,0,0) (C-l)
Q2 = diag(l,1,1,1,1,0,0,1,1) (C-2)
R x = R2 = 20. (C-3)
Suppose that they agree on a Pareto game with weighting factors
Y 1 * Y2 * *5 * (C-4)
The solution of the slow subsystem Pareto problem is
u = [-.3015 0 -4.079 1.8219 1 • o -p> OO 1—1
 
X
CO
(C-5)
u2s = [ 0 -.3015 1.8219 -4.079 -.0478]x . s (C-6)
The k-th fast subsystem is optimized by
= [-.0162 -.0326]zkf. (C-7)
Then according to (122) the control law is
u. = [-.3162 0 -4.473 1.911 - .05]x + [-.0162 -.0326]z^ (C-8)
u2 = [ 0 -.3162 1.911 -4.473 .05]x+[-.0162 -.0326]zr (C-9)
To evaluate the cost functionals using (138), we assume that the initial 
conditions are zero mean independent random vector with covariance matrix
e [x x ^} = 10"4diag(l>l,.01,.01,l,l,l,l,l). (C-10)
This choice is typical, given the physical meaning of the state variables 
[6]. Then the average value of the cost functionals are
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e C^} = EtJ2) = 12.75 X 10'4 . (C-ll)
If this Pareto problem had been solved for the actual system (89), the 
optimal solution would have been
u* = [-.3162 0 -4.5806 1.8694 .053]x +[-.1079 -.0759]z1
* + [ .0378 .0176lz (C-12)
u* » [ 0 -.3162 1.8694 -4.5806 -.053]x+[.0378 .0176]z.
+ [-.1079 -.0759]z2 (C-13)
resulting in the average values
e {j£} - e {j*} = 11.7X 10"4 . (C-14)
Thus, from (C-ll) and (C-14) we find that each cost functional has a loss 
of 9 percent, that is
e Cj ^ - e Cj * }  e { j 2) - e { j * }
ElJ*} e !j|) = '09- (C-15)
In a more general case, when the two control areas are different, the 
application of the control law (96) may result in one of the decision makers 
benefiting instead of having a loss.
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1. Introduction
Singular perturbation methodologies are being developed as 
analytical tools to formulate and investigate multi-model situations. 
The results surveyed in this part of the report contribute to the 
extension of the multi-modeling approach to nonlinear (Section 2), 
oscillatory (Section 3) and stochastic (Section 5) systems and to a 
deeper understanding of the well-posedness of differntial game 
problems (Section 4). (Two related results are not presented here. One 
reveals structural properties of high gain systems and the other gives 
a stability bound on the singular perturbation parameter (jl. Further 
details on these results are available from J6, R6, and J18 in the list 
of publications at the end of this report.)
In Section 2 we present a method for near-optimal design and 
stabilization of a class of nonlinear systems. The stabilization is 
guaranteed in an explicitly known domain and an estimate of the 
permissible range of the singular perturbation parameter is given.
Applications of singular perturbations have been heretofore 
limited to well damped fast subsystems. This limitation is now removed 
by the results of Section 3.
Section 4 investigates the behavior of Nash strategies in 
presence of modeling errors due to neglecting the fast dynamics. A 
fundamental result calls for a reformulation of the game problem.
Progress in the stochastic control of singularly perturbed 
systems is briefly surveyed in Section 5.
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2. Nonlinear Regulators (J. Chow, P. Kokotovic)
The problem considered is to optimally control the nonlinear system
x s a1(x) + A1(x)z + B1(x)u, x(0) = x q
M<z = a (x) + A (x)z + B (x)u, z(0) = zz z  z o
(la)
(lb)
with respect to the performance index
( 2)0
where U > 0 is the small singular perturbation parameter, x, z are n-,m- 
dimensional states, respectively, u is an i^dimensional control and the 
prime denotes a transpose. It is assumed that there exists a domain D CRn 
containing the origin such that for all XSD and zeRm the problem satisfies 
the following assumptions:
I. The functions a]L, a2, A^, A2, B ^  B2, p, s, q and R are differentiable 
with respect to x a sufficient number of times and a , a , p and s arex 2
all zero only at x = 0.
II. The matrices Q(x) and R(x) are positive definite, that is, Q(x) > 0, 
R(x)> 0. Furthermore, the scalar function p+s'z + z'Qz of x and z is 
positive definite in both x and z.
III. For every fixed x€d
and hence A2(x) is assumed to be nonsingular. (If not, then using
A
u = u + K(x)z such that A2 + B2K is nonsingular we redefine the problem*) 
Assumptions I and II establish that the origin is the desired 
equilibrium of (1). Assumption III and Q(x)> 0 simplify the derivations. 
Alternatively a less restrictive stabilizability-detectability condition
rank [B2, A ^ ,  .. • ] = * (3)
can be used.
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In singular perturbation techniques [l], a problem for the full 
order system (1) where p, > 0 is interpreted as a perturbation of a reduced 
problem
x * a^x) + A 1(x)z + B1 (x)u, x(0) * x q (4a)
0 * a2 (x) + A2(x )z + B2(x )u (4b)
in which (j,=0. Due to Assumption III, z can be solved from (4b) and eliminated 
from (4a) and (2). Then the reduced problem is to optimally control the system 
x ® aQ (x) + Bq (x )u , x(0) * x q (5)
with respect to
00 (
Jo * / Cp q (x ) + 2so (x)u + u 'R0 (x )u]dt (6)
where
a = a.© 1  A1A2 a2
Bo = B1 - V a ' S
P0 - p - s'A^a2 + a ' A ^ V ^ 1^
S.o = B ' A ^ - ^ Q A - ^  - | s) - 
Ro = R + . (7)
The origin x = 0 is the desired equilibrium of the optimally controlled reduced, 
system (5) for all x6D, since, in view of Assumption II, aQ (0) * 0 and
P Q (x) + 2s^(x)u + u'Ro (x)u (8)
is positive definite in x and u.
The reduced problem (5), (6) is considerably simpler than the original 
problem (1), (2) because of the elimination of the fast variables and the 
reduction of the system order. One of the tasks of the singular perturbation 
analysis is to establish whether the full problem is well posed in the sense
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that its solution tends to the solution of the reduced problem as p. -* 0.
If so, then the next task is to deduce the properties of the original 
problem from the properties of the reduced problem. Finally these properties 
are to serve as a basis for a simplified design procedure.
To formulate our basic assumption about the properties of the 
solution of the reduced problem we use the optimality principle
0 * min [pQ (x) + 2s^(x)u + u ‘Ro (x)u + Lx (aQ (x) + Bq (x )u )] (9)
where L is the optimal value function and is its partial derivative with 
respect to x. This yields the minimizing control
Uo “ -R^1(so + 2 BoLx>’ L(0) = °- <10>
whose elimination from (9) results in the Hamilton-Jacobi equation
0 “ - soRo’lsn> + M a„ - » x 1»-) - r L(0) - 0.X O O O o ' 4 x 0 0 0 x :
( 11)
Note that, due to (8), p - s ’R ^ s  is positive definite in D. Ouro o o o
crucial assumption is then stated as follows.
IV. The unique positive definite solution L(x) of (11) exists in D and is
differentiable with respect to x a sufficient number of times.
Furthermore the level surface L * c = constant is taken to be theo
boundary of the set D.
In the special case considered in [2], where the linearization of (5) at x®0 
is stabilizable and its states are observable in the quadratic approximation 
of J , our Assumption IV is automatically satisfied for all x near the origin. 
It follows from Assumption IV that u q is the unique optimal feedback control 
for the reduced problem and L is a Lyapunov function of the optimally 
controlled reduced system
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x = a - B R “1(s + ^ B ’L') = a (x) ( l ? )o o o v o 2 o x' o v ' K '
establishing that the origin is asymptotically stable and the set D belongs
to its domain of attraction.
The optimal value function V(x,z,|i) of the full problem (1), (2) 
satisfies the equation
0 * min[p + s'z + z'Qz + u'Ru + V (a1 + A,z + B,u) + u x 1 1 1
ll V a2 + V  + c2u)  ^ (13)
where V , V denote the partial derivatives of V with respect to theX z
variables x, z, respectively. The minimizing control of (13) is
(14)
and its substitution into (13) yields the Hamilton-Jacobi equation 
0 = p + s'z + z ’Qz + + AjZ) + i Vz (a2 + A2z)
* i (VxBl + f  Vz V R ’1(BlVx + f  B2r z > ‘ = 0- (15)
‘Since system (1) is linear in z and J in (2) is quadratic in z,
and since z is multiplied by |ju, we seek a solution of (15) in the form
V(x,z,p-) * VQ (x) -?• M<V|(x )z +  \i>z}V^{x.)z + n,q(x,z,^) 
a  V(x,z,M.) + jj.q(x,z,|JL) , VQ (0) - 0 (16)
where
dq/dx * 0(1), 3q/3z = 0(ji). 
(The expansion of q is investigated in [ 3 ].) 
V with respect to x,z are
(17)
The partial derivatives of
Vx = V0x + °^>
Vz = + 2^ z 'V2 + 0(n2).
(18)
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Substituting (18) into (15) and neglecting the p, dependent terms, we obtain 
the equation
° “ P + VOxal + VIa2 * i < V B1 + + B'^)
\ i 7T1 /i ^ -.“1-nlrT+ [s' + 2a'V2 + V0x (A1-B1r '1B^V2) + ( A ^ r 'V; V^lz
+  z ' (Q + V ?  + a i v  V * " 1®;*.) 2 . (19)2 2 ' n 2 v2 '2“" ~2'2 
In order to satisfy (19) identically for all z, we require that
° " P + 70xal + Via2 ’ ?  < V l  + ViB2)R "1(Bi?Ox + W *  V ° >  " 0 (20)
(21) 
(22)
0 = s' + 2a^V2 + V0x (A1-B1R-1B^V2) + ( A ^ R -^ )
0 = Q + + A'V2-V2B2R-1B^V2
At each fixed value of x, (22) is an algebraic Riccati equation for V . In 
view of (3) and Q(x) > 0, the unique positive definite solution V£ exists such 
that for all x£D, the real parts of the eigenvalues of A2 — A2“,B2R"*^B,V , 
denoted by Re £\ (A2)3, are less than a negative constant. Thus A2 is non­
singular and Vx can be expressed in terms of and V£ as it is necessary 
that the .leading term VQ of (16) be identical to the solution L of the 
reduced problem.
Lemma 1
If Assumptions III and IV are satisfied, then the unique positive 
definite solution VQ (x) of (20)-(22) exists in D and is identical to the 
solution L(x) of the reduced problem (5), (6).
The proof of Lemma 1 is found in £ 4 ].
By virtue of Lemma 1, VQ and ?2 are solved independently from (11)
and (22). This is the separation of time scales in the design of nonlinear 
regulators, analogous to the linear time-invariant design in [o ].
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Using V, we derive the control
ù =  - K ' c b-v - + i B 'v;)
“ - \  + B^(?x + 2V2z )] + 0 (h ) (24)
u + OCi) c
whose main part u is defined as the composite control. Eliminating V, from c 1
(24) using (23) and following the derivation in [5], u can be written as
u + \  W * R ' V 2Cz + + 2 BóVÒ x » ]
u o -R_1B ^ 2 (z + À ^ 1i'2) (25)
where
A2(x ) = A2-B2r ’1B^V2 (26a)
V x > " a2 - \  B2R '1(Bi^0x + B2^1> ’ ®2(0) " °- (26b)
Hence the composite control u consists of a slow control u which optimizesc o
the reduced system (5) and a fast control -r ' ^ V ^ z + a “1^ )  which optimizes
the fast part (z + A 1a2) of z in the sense that V2 satisfies (22). Note
that when z is not penalized in (2), that is when Q(x) * 0, but Re{\(A2)]< 0,
then V2 is identically zero and u^ reduces to u^ of (10)• Stabilizing properties
of the composite control u are now established.c
System (1) controlled by u^ is 
x * a^ + A^z +B^uc= ^(x) + A-l(x )z , x (0) ■ x
(27)
M-z = a2 + A2z + B2u c = a2 (x) + A2 (x)z, z(0) = zq
where
a., = a1 - J B 1R'1( B ^ x  + B^V1), « (0)
A, = Ar BiR ‘lB2v2- (28)
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With the change of variables
T\ ■ z + A^ «2
exhibiting T| as the fast part of z, system (27) becomes
--1-a.
x * aQ +  Ax T] , x(0) - x q
(29)
(30a)
^  = H(A2Aa2)xao + [A2 + n(A21a2)xA1]Tl
3 p,f(x) + [A, (x) + m.F(x )]T) , T|(0) - z n +  a T1(x  )a,(x ). (30b)
*• o z o z o
Since the right-hand side of (30b) is an OOa ) perturbation of A2 (x)T] and
RefA(A2)} < 0 in D we expect that 1] will rapidly decay to an O fa ) quantity.
This motivates the introduction of
o < x ,T U ) = vQ(x) + e V v 2 (X)il (31)
as a tentative Lyapunov function for (30). Here £ is a small positive scalar 
to be determined. From Assumptions III and IV, V„(x) is positive definite 
and V2 (x)>0 in D. Hence U is positive definite for all xeD and 7]eRm . 
Furthermore, since Vg(x)=co > 0  for all x on the boundary of D, the surface
S(x,T|,e) - {X ,T1 : U(x,ll,e)-c } (32)
is closed in the (n-Hn)-dimensional domain xeD, 71eRm . We define S to be
in
the domain in the interior of S.
Let be a set strictly in the interior of D, that is, the boundary 
of Dx does not intersect the boundary of D, and let E be a bounded set in Rm . 
The presence of £ in U extends S to encompass (x,Tl) for all xeD1 and for 71 in
any prescribed set E. This crucial result is stated as follows.
Lemma 2
If Assumptions III and IV are satisfied, then there exists an £ > 0  
such that the domain Sin contains all xeD.., TjeE.
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Proof: At each point xeD^, the projection S onto the 7] subspace is the
ellipsoid
1TV2 (x )71 = (co-VQ (x))/e (33)
implying that 11 extends to 0(l/v£). Hence for every x, there exists an £(x) 
sufficiently small such that the ellipsoid (33) includes all "HeE- (Note that 
we must exclude the boundary of D because from (33) the projection of S at 
any point on the boundary of D is a single point Tl-O.) Hence choosing £* to 
be the smallest of such £(x), the domain Sin contains all xeD^ T|eE for any 
£e(0,£*].
Ey virtue of Lemma 2, the initial condition T](0) of (30b), and 
hence z(0) of (27), can be as far away from zero as 0(1 A fE ) and still be 
enclosed by S. We now examine the relationship between £ and (j..
Using (11), (22) and rearranging, we obtain the time derivative of 
U with respect to (30) as
where
U = -g(x,e,H) S 'q(x )5 -^•Tl,M(x,Tl,e^)Tl
U, , -1
8 = t i r f c r ’q y
h  ■ V SX \  + Z ?0xBoRolBo?ix'
y “ si?0 x +2 e v
5 -  -§* <fly
M = % + V0B^R~1b 'Vo
(34)
(35)
2 + V 2B2R B2V2ii (V2F + F fV2)iJ. V2 .
Since V2F + f 'V2 and V2 are bounded for all x,TJ in Si , and since Q(x)>0 
in D, it follows that there exists a M** > 0 such that M >  0 for all x,71 in Sm
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and for M*e(0,p.^]. Thus the last two terms in U are positive definite. To
ensure that g(x,£,p.) is positive definite, we assume that the reduced problem 
also satisfies
V. The limit
lim y = k(S)<oo
x h o g- (36)
exists for all fixed £>0.
.„-INote that k > 0  because y'Q y is positive semidefinite and g is positive
definite. The limit (36) implies that there exists a domain D about x - 0  
such that
y'Q'V £  (l+k)gl (37)
that is such that for n < 2£/(1-Hc), g is positive definite in D, see (35). 
Let k(£)> 0 be the minimum value of g on the boundary of D. Hence in the 
domain
Dx (x) - [x : g1 (x) <k] (33)
g is positive definite. On the other hand, since D is bounded, there exists 
a k^(£)>0 such that y Q y < k^ for all xeD, that is such that g is positive 
definite when x is not in the domain
D(x) = [x : gx(x) <M.k1/2S] (39)
about the origin. But for M ^ S k / k ^  D C ^ ,  implying that g is positive 
definite in D. Thus U is negative definite for all x,Tl contained in S
in*
We now conclude that U is a Lyapunov function for (30) guaranteeing that 
x = 0, Ti=0 is asymptotically stable for all xeD , T]eE and for ne(0,n*L where
min( It1+k
2£k
k. K'?). (40)
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Returning from the 7] variable to the z variable via z 
we obtain for all xeD^, T]eE a corresponding bounded domain E^ for z. We 
summarize the above discussions on the asymptotic stabilizing property of 
u^ in (24) as follows.
Theorem 1
If Assumptions I-V are satisfied, then there exists a jj,* > 0 such 
that for all M*®(0,|j.*] and for all xeD^ and z in any prescribed bounded set 
E^, the origin x=*0, z®0 of the feedback system (1) controlled by the 
composite control u i s  asymptotically stable.
Theorem 1 can be applied in two different directions. As outlined 
above, for any given and E^, we first find £* such that Sin of (32) 
contains all xeD^, zeE^. Then we find p,* from (40). If (j. represents some 
given physical parameters, such as time constants, we use its value to 
determine the smallest suchi that U of (34) is negative definite, that is
we find D^, E^.
‘As an example, consider the optimal control of 
x = xz 
|IZ * -z + u
with respect to the performance index
(41)
J =. p , 4 , i 2 1 2. ,*  J (x +  J  2 +  J  u )d t . (42)
0 2 2Solving the reduced problem we obtain L » Vq * x and u^ = -x .
3The optimally controlled reduced system (12) is x = -x and its unique 
asymptotically stable equilibrium is x=0. Note that the linearization of 
the reduced system fails to provide any stability information at x=0. Let 
D be the interval [-1,1], that is, L=c = 1 at x » +1 by Assumption IV.
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The pair ^ j*^) = (-1,1) satisfies (3) and we can solve (22) for 
V2 = 2^ C/2-l) such that = - » J l . Then the substitution of Vq=L*x 2 and 
into (23) yields the following expressions for (24) and (16)
Uc = -i/2x2 + (/2-l)z) (43)
V = x2 + v J I x - z  + n j  (/2-l)z2. (44)
The resulting feedback system is
x = xz
M»z * - 2x2 - 2z . (45)
This system is essentially nonlinear since the linearization of
(45) at x-0, z«0 does not provide any stability information. Using the
2change of variables 7] * z + x , system (45) becomes
x = -xZ + xT)
M*T1 = -2iix4 - (v/2-2m,x 2)T|. (46)
Since we require |x| < 1 ,  p» is restricted to be less than 1 / J l . The 
tentative Lyapunov function (31) is
u(x,n,e) = x2 + |  (/2-i)eii2 . (47)
If we require that the initial conditions of (46) be in |x| < .8, |T]| < 5, 
then we must set £ to be less than .0695 in order for the ellipse
S(x,Tl,£) - {x,T|: u = x2 + |  <vT-l)STl2=l} (48)
to enclose these initial conditions. Plots of S in the x,T] coordinates 
and the x,z coordinates for £ * .06 are shown in Figure 1. The time 
derivative of U with respect to (46) is
Csi - e y2> - |r s2- \  r n 2 (49)
4 „ „ 9 1  2where gx- 2x , y=2(l - £ (v5-l)x2)x2.
§* T] - y, M - -  - V2-2p,(a/2-1)x 2. (50)
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2Since lim y /g *2, Assumption V is satisfied. For all x,T] in the interior 
xr'O
of S and £» * .06, U is negative definite for all [ie(0,.03]. Hence x = 0, 
z=0 is asymptotically stable for all |x| < 5  and p,e(0,.03].
Figure 1. Plot of S in (48)* x,Ti coordinates 
x,z coordinates
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3. Systems with High Frequency Oscillatory Modes (J. Chow, P. Kokotovic) 
Systems governed by physical laws such as Newton's law and 
Kirchhoff's law can be modeled as second order matrix differential equations 
s + Ps + Qs * 0, ; s(tQ) * sQ, s(tQ) - sQ (51)
where s€ Rr and P, Q are r X r matrices. We assume that system (51) is the 
form
(52)
where (jl is a small positive parameter which arises due to the presence of 
stiff springs or small massess and is responsible for the high frequency 
oscillations in (51). Then (51),(52) can be rewritten as a singularly 
perturbed system of first order differential equations
(53)
V P P 1 2 Q 2/p.2 "
s = ,P. =* jQ =
,S2. P PL3 4. ,Q3
x = Ax + Bz , x(t^) 
|iz = Cx + Dz , z(tg)
‘0
(54)
where
x = 'xl‘ SSV IIN V ii ’s2Ai2-«CMX________9 co» h-* 1 __ --1CMN__f s2/\l _
0 I ' 0 0
A =
.-«i •Pl
9 B *
; q2
-
0 0 * ' 0 I
C *
* 3
—
I
COcui
9 D =
:q4 -,p4 _
(55)*
The matrix I denotes an identity matrix of an appropriate dimension,
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Our analysis of (53), (54) does not require the matrices A,B,C,D 
to be in the special form (55)., The only assumptions that system (53), (54) 
has to satisfy are the following:
VI. The norms of A, B, C, D are bounded about \i » 0 and the state z is of 
even dimension, that is, z€R .
VII. The matrix D is in the form
(56)
where D9,D- are m X m nonsingular matrices and the matrix D„D- has £■ j  2 3
2simple and negative eigenvalues -œ^, i * l,2,...m.
There is no restriction on the dimension n of the state x € Rn . Assumption 
VII guarantees that high frequency oscillations will occur in (53), (54), we 
consider a mass-spring-damper system (Figure 2) where the spring k2 is stiff. 
A set of convenient state variables for this system is the positions of the 
center of mass
sc * (M1s1 + I^s^/M, M - M1 + ^  
and the relative displacement between the masses
(57)
Sd " S1 ~s2 (58)
where s^, s2 are the positions of the masses M^,
Since the spring k2 is stiff, we define
u
Mk£ (59)
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Figure 2. A mass-spring-damper system.
such that ¡j, is small. In the state variables
x, = s1 c ’ 2 c c * 1 d
the equation of motion for this system is
Vr » Z = . z2 " * vd/n (60)
X1 = x2
*2
ki
M X 1
fl
M X2
2 klM2
“ 2 M
2X - M* £1M2 
M2 "2
p.z1 = z2
• kl ^ 2 k A . £ f-M
“*2 ^  X1 ' ^  X2 -(1 + M* MM1 41 * + -=— ) z  M1M2;z2
which is in the form (53), (54) and satisfies Assumptions VI and VII with
2 2 ^1^2 
1 ^ M1M *
Before analyzing (53), (54) we investigate the behavior of the system 
M<w = Dw + u (62)
where D satisfies Assumption VII. The characteristic polynomial of D/y. is
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<p (X) ® det
XI - D.
-D3/|i
-d 2/h
XI- D'4 J
det
• \ ! v - + ^ ( M - d4)D31(\x -d 1)
- v * Xl-D,
-(-l)mdet[X2I -X(D4 +  Dj Dj D^j ) - ( D ^  - p . ^ D ^ D ^ ) / ! ! 2] .
(63)
Let T diagonalize suc^ that
T D ^ l " 1 = A
= diag (-U)2, -(B2,..., -<B2 )
and rewrite the characteristic polynomial as
cp(X) = -(-l)m det [X2I - RXX -(A + m*2R2)/m*21
where R1 = T(D4 + D ^ D jD ^ t "1 and R£ » TD4D~1D1D3t "1. Expanding the
determinant in (65) it is readily shown that the coefficients of x \  
i = 0,1',... ,2m, are of the form a± (t-L)/(i2m’"i for i even and a ^ ) / ^ 2111""1”1 
for i odd, where is bounded about (1 = 0. Neglecting p, R and the
off-diagonal elements in R^, (65) becomes
(64)
(65)
m
cp(X) * -(-l)m tt (X2-2a X + 00?/^) 
i*l 1 1
(66)
where 2o\ is the i-th diagonal element of R^. The coefficients of X1 of 
(66) are also of the form b^^Cjl)/jj,2m"’:L for i even and b± Ojl)/|jL2m”:L"1 for i 
odd, and furthermore, b ^ )  approximates a ^ )  to CHjj, ) .  Instead of (63) 
<p(X) can be expressed as
tp(\) =-(-l)mdettX2I-X(D1-H3‘1D4D2) - ( D ^  V ^ D ^ D ^ ) / ! ! 2]. (67)
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Letting S = TtD ^  where T is any nonsingular diagonal matrix, we obtain 
SD~D S 1 * A. Then the diagonal elements of S(D.. + D^D.D )S~1 are 
identical to those of and (67) can also be approximated by (66). To 
analyze the roots of cp(\) we use the following lemma.
Lemma 3: If D satisfies Assumption VII, then, as |i -* 0+, the eigenvalues
of D /(jl approach infinity as
*i ±  i * 1,2,... ,m. (68)
By Lemma 3, as |i -* 0+ , the eigenvalues of (62) approach infinity 
along asymptotes parallel to the imaginary axis. Note that the large 
imaginary parts of (68) are the consequence of solving for \ of the quadratic 
equations in (66). If some of the eigenvalues of D2D2 either positive 
or not simple, then in general some of the eigenvalues of D/p. may be positive 
and 0(l/p.). This case of fast instability is less realistic and will not be 
considered here.
Due to the eigenvalues with large imaginary parts, the response w(t) 
of (62) will in general consist of high frequency oscillations superimposed 
on slowly varying dynamics. Our purpose is to compute this slowly varying 
response due to the input u(t). The proof of the following lemma is given 
in [ 6 ] . .
Lemma 4: If D satisfies Assumption VII and if u(t) * u(t) + u(t) is an input
where u(t) is the slowly varying part with \fl\ < c^ and \%\< c2 for some fixed 
c^ and c2 and u(t)~is the oscillatory, part, then there exists a finite T(jJi) 
such that the slowly varying part w(t) of w(t) of (62) for tQ < t < T is
w(t) u(t) + OCj,).
0 j
(69)
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This analysis justifies a simple method to obtain w(t), which is 
to set j, = 0 in (62), as is usually done in singular perturbations. However, 
the meaning of setting p. ■ 0 here is different. Considering u = tl as the 
input and w as the output, the input-output behavior of system (62) is 
that of a lowpass wideband filter. Then w(t) is the dominant part of the 
filter output which shows the relationship with the usual assumption in 
the technique of averaging [ 7  Thus w(t) approximates w(t) closely
if the high frequency component of w is negligible or if w(t) is used as 
an input to a slow filter.
To completely separate the slowly varying part z from z, we introduce the
Letting x be the slowly varying part of x and either applying 
Lemma 4 to (54) or setting jj, = 0, we obtain the slowly varying part H
of z as
(70)
change of variables
(71)
and determine G such that (53), (54) is transformed into
x * (Aq-}J.BG)x + HT] 
HT| « (D + p,LB)T]
(72a)
(72b)
where
(73)
Thus G is required to satisfy
(74)
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By the implicit function theorem, the solution of (74) is
where
Let
G = d ’2CAq + 0(jj.)
= B”2CA0 -h 0<jjl) 
Aq = A - BD"1C.
M,Dx
D2 A  D2 '
D -fylLB = + M*
. D3 T
: d3 M.D4 
** -0
1
CB + 0(p,2)
(75)
(76)
where
M-(D1 + D31c 2B1> D2 +
D3 + A C1B1 ^(D4 + d^1c1b2)
K
+ 0(n2) = D + OOi2)
53
+0(M<2)
(77)
B :c •*
l* 2
(78)
Then the upper block triangular form (72) exhibits the eigenvalues of (53), (54). 
Lemma 5: If Assumptions VI and VII are satisfied, then the eigenvalues of AQ
and D/p. are on 0(i) approximation to the eigenvalues of the original system 
(53), (54). Furthermore as p, “* 0 , the eigenvalues of D/(j, approach infinity as
Pi ±  i * 1,2,... ,m (79)
where 2p^ is the i-th diagonal element of the matrix T(D^ + d ’^D^D^)!”1.
The second statement of Lemma 5 follows from Lemma 3. The meaning of 
Lemma 5 is that n eigenvalues of system (53), (54) are small. They are
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responsible for the slowly varying dynamics of the system. The large 
imaginary parts of the other 2m eigenvalues are responsible for the high 
frequency oscillations while the real parts modulate the envelope of these 
high frequency oscillations.
The approximation in Lemma 5 is purely algebraic and does not 
require the eigenvalues of system (53),(54) to be stable. However, it can 
be used to guarantee the stability of system (53), (54) as the following 
observation shows.
Corollary 1: Under the assumptions of Lemma 5, if AQ is Hurwitz and
Pj[> ~ 2,... ,m, are negative, then there exists a |i ^ 0 such that system
(53), (54) is asymptotically stable for all p,€(0,n*].
To separate the slowly varying part in x, we introduce
§ = x -p,(CD”1-tp,N)71 H x - nHT] (80)
and choose N such that
B + m,(Aq -m<BG)H - H(D + (jbLB) * 0 
By the implicit function theorem,
(81)
- 2 _-2 -1N * AqBD -BD CBD -K>(^ )
= A0BD’2-BD’2CBD'1 + OOi).
This completes the transformation (71), (80) which becomes
I -|iHL -|iH
L I
(82)
- ^
?
1--
-
L_ 
_
—1
1
and its inverse is
X
z
.
I (JLH
- L I  - |iLH
X
z
-
?
J /n.
(83)
(84)
The original system (53), (54) rewritten in the state variables §,7] is completely 
decomposed into the fast and slow subsystems
80
§ = as
M*T| = &T|
where G * Ag - M-BG, & m D + |iLB.
(85)
(86 )
The decomposition (83),(84) is an exact block diagonalization 
transformation. Neglecting the Q fo) term in (85), we define the slowly 
varying subsystem of (53),(54)
x = V
z" = -D ^Cx.
, x(t0) * x0 (87a)
(87b)
The oscillatory subsystem
~ __ ~ -XM-z » Dz, z(tQ) = zQ + D CxQ (88)
2is obtained from (86) by neglecting the 0(jj, ) terms in
The state approximations achieved by the subsystems (87), (88) are 
stated as follows.
Theorem 2: If the original system (53), (54) satisfies Assumptions VI and VII,
then there exists a finite T O O  such that the states of (53), (54) are approximated 
to O O O  by the subsystems (87), (88) for tQ < t < T, that is,
x (t) = 5T(t) + 0 Oi) <89a)
z(t) « z(t) + z(t) + 0(|j,). (89b)
The result of Theorem 2 implies that if the initial condition 
I is much smaller than |x(tQ)|, then the high frequency oscillation
can be neglected and the original system (53), (54) is adequately modeled by 
its lower order slowly varying subsystem (87). Furthermore the subsystems 
(87), (88) can be used to stimulate approximately the actual response of (53), 
(54). Due to the presence of n, the ill-conditioned (n + 2m)-th order system 
(53), (54) requires a prohibitively small integration stepsize. However,
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using the lower order subsystems, the small integration stepsize is necessary 
only for the 2m-th order fast oscillatory subsystem (88), while the integration 
of the slowly varying subsystem (87) can be computed with a much larger 
stepsize, resulting in savings of computing time. In the case when the high 
frequency oscillations are negligible, only the integration of the slowly 
varying subsystem is required.
We illustrate the subsystem decomposition procedure with the mass­
spring-damper system (61). Neglecting the |jl terms, the slowly varying sub­
system (87) of (61) in the original state variables is
s (t.) * s c 0 co
fl - f i ­
ll sc " M V W co
(90)
vd - 0.
Subsystem (90) represents the motion of the center of mass as if M1 and M2
are connected by a rigid rod and are moving together. Intuitively this
can be explained by assuming that the spring restoring force k^ s,, remains2 d
finite in the limit as 00. The displacement s^ becomes negligible,
that is the spring becomes a rigid rod.
To reintroduce the high frequency oscillation due to the fact that k, 
is finite, we consider the fast oscillatory subsystem (88)
2
Zl (t0> = •do/“'
(91)
~ ~ flM2 f2M ~ -
= _Z1 ■tiCi y T - +  5^ - )z2> W  = Vdo/y"
Since the spring k is stiff, the initial displacement sz do is small. In the
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spring and rod analogy, the rod is now allowed to be slightly elastic.
Assuming that forces are finite, z^ = s^ /pL is not large and is actually
properly scaled. The same property holds for z2 * v^ /p, as |s^| ■ ^|v^| due
to the high frequency oscillations in sd * We rewrite (91) in the original 
~  2~variable s^ = z^ as a second order equation
A « 2
3d + <*yi
f2M i
ï ÿ Ç )Sd +
1 - 
~2~ Sd (92)
that is,
“l A  - . S A . ~  . . -
M Sd + f^2 + ^2 ^Sd + k2Sd = °* (93)
Equation (93) describes the motion of the masses and connected by a 
spring and a damper f^ + f^M^. Thus our decomposition procedure shows 
that in analyzing the high frequency modes, the spring can be neglected 
while the damper f^ is reflected through the connections and increases the 
effective damping.
Thus concluding from Theorem 2, if the initial condition s, anddo
vdo are of 0(u), we obtain
s * s +0(]i) , v = v +0(u) c c c c '
sd » 0(PO, vd =* 00i).
(94)
The extension of singular perturbation technique to nonlinear 
systems with high frequency oscillations is considered in [3], There, 
since both the slowly varying and the fast oscillatory subsystems are non-
83
linear, only state approximations of the type (89) are obtained. Other 
schemes such as retaining the slow subsystem as nonlinear-, but linearizing 
the fast subsystem, are also discussed* An interconnected power system 
illustrates the decomposition procedure and the state approximations.
4* Well-Posedness of Singularly Perturbed Nash Games (B. F. Gardner, Jr.,
J. B. Cruz, Jr.)
In this section we investigate the well-posedness of Nash strategies 
with respect to singular perturbation. There are two principal reasons for 
this investigation. First the model can only be an approximation of the actual 
system and we must insure that the control is robust with respect to neglected 
fast dynamics. A second major reason is computational simplification when 
an original full order model is reduced by neglecting the small parameter. 
However, this application of singular perturbation is not as direct as in 
optimal control [5 ] and needs further clarification. We give an example 
of a nonzero-sum Nash game whereby the apparently natural perturbation leads 
to a strategy which results in values of performance indices different from 
the limiting values of those corresponding to the full-order Nash strategy.
We then show that a reformulation of the performance indices 
appropriate to insure robustness results in a well-posed singularly perturbed 
nonzero-sum Nash game problem. With this reformulation computational savings 
can be gained and a close approximation to the optimal performance indices 
obtained by order reduction of the Riccati equations. These results can be 
compared with out earlier results [8 ] on zero-sum Nash games. (There, the
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natural order reduction used in optimal control formulations leads to well- 
posed problems, i*e., in the zero-sum games it does not matter whether the 
order reduction is due to ignorance of inadequately modeled fast dynamics or 
to computational simplification.)
Consider the linear system
X1 = A11X1 + A12X2 + BU U1 + B12U2 <95)
“ *2 - + *22*2 + B21u1 + B22u2 <96)
and performance criteria
C
k S
X 1 1 ^ 2 "X 1
_X2 _Qh Qi3 _X2_
+ u.'R. .u . + u !r ..u . dt l 11 i j lj j (97)
i ^  j
The quantities x^ and are n]_ an<i n2 dimensional components of the state
vector, u^ and u2 are m^ and dimensional control vectors to be chosen by
Players 1 and 2 in accordance with the Nash solution concept, and the control
strategies are restricted to be feedback functions of the state. The usual
definiteness assumptions are made on 0.. and R.. so that Nash solutions could** J
be guaranteed to exist.
The standard approach to obtaining a reduced order model is to set 
the right handside of (96) equal to zero, solve for x ^ , and substitute in 
(95) and (97) to obtain
X1 " (All'A12A22A21)xI + (Br A12A22B21)ul +  <B12_A12A22B22)u2 (98)
or
x =  A x + Bniu- + Brt«u_ s o s  01 Is 02 2s (99)
85
and 00
J. = \  f [x'Q. nx +2x'Q.0 (B„ .u . + B 0 .u . ) + u .' R. .uis 2 «J s u.1 s s%i2 2i is 2j js' is ii
+ u! R. .u. +2u.* Q._u. ]dt js i j  js i s^ O  jsJ
where
A0 = A i r A12A22A21’
B0i = Bli“A12A22B2i’
**il " ^il~^2A22A2l” ^ 2 2 ^ 1 ^  *^i2 +  ^ 22A21^ ' ^ i3A22A21J 
Qi2 = (A22A2 p  ,Qi3A22"Qi2A225 
Rii “ Rii+ B 2i^A22^ ^i3A22B2iJ 
Rij = Rij + B 2j (A22^ ,Qi3A22B2j>
^i3 “ B2i^A22^ ,Qi3A22B2j *
Solving for the reduced order Nash strategies, we have
u, = -R.TJ'Cb '.K. x +B' Q* x +Q._u. ] is n  oi is s 2ixi2 s xi3 jsJ
u. = -M. x is is s
where K. satisfies is
0 = ' \ r A0Kis-KisA0 + M i3&iiMis'Mj:s \ j Mjs +[KisBOj + ^i2B2j^ js
+ m j's[B0jKis+ B 2 j ^ 2 ]’ for i’j - 1’2 » i * i -
Using the gain matrix Mig from (101), we implement the control
u. = -M. x,1 is 1
and apply it to the system in (95) and (96). The resulting value of the 
optimal performance criteria in (97) can be expressed as
J. 4 x '(t )V. x(t )1 . 2 v o/ i , v o/red red
(100)
(101)
(102)
(103)
sub-
(104)
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where the matrix satisfies a Lyapunov equation. The matrix V.
red 1red
depends on p. because (96) contains p.. Dividing (96) by ^ the equivalent
A and B matrices in (96) contain p..
We could also compute the exact feedback Nash strategy as a function
of p,. The solution is
u. = -r 71b .'k .xl il l i (105)
where
and satisfies
x = B. =i
Bii
Bi 2 ^
0 = - (Q.4K A+A'K . ) +  K ■ B .r "JB!K . +K.B.r 7^B!K. + K.B.r 7*b !k .1 1  L i l  li l i  i J J J J J  J J JJ J l
-k .b .r 7*r . .r 71b !k .,
J J JJ 1J JJ J J
for i,j = 1,2; i f  j. (106)
The resulting values of the optimal performance criteria are given by
* T x ' ( t  )K.x(t ). (107)
We wish to examine the nature of this optimal L  as [i-'O. In particular we
wish to verify if J approaches J. given in (104) as p. approaches zero.
red
We perform this comparison on a specific numerical example.
Consider the second order system 
x„
lx2
1 2 ' *i
v
"l ' 'l'
_ 1 _ 2 + 2 u i + 2
~ p._ 2 >  _ .Ì.
U, (108)
xx(0) II
f---
Hi
.x2 <°> 2
with performance criteria
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Jl “ 2 ^ X il ^]x + U1 + 2u2^dt <109)
o® r* "i
J2 = 2 ^ x Ll 2JX + 2ul + u2^dt* (110)
For this example, the resulting reduced order Kig and Mis from (101) and (102) 
are
Kls = K 2s = / S = °-6804 (1X1)
and
Mls = “23 = -4082- (112)
Calculation of the resulting values of J for several values of |i are given 
in Table 1. Because of symmetry, J1 = J2 - It is seen that the limit of
Table 1
.5 .2 .1 .01 .005 .001
dopt 1.3012 .73245 .5425 .3724 .3630 .3630
dred 1.84127 .86558 .59083 .36420 .35217 .34259
Jopt as is different from the value of J at (i«0. This discrepancy
between the J's in the neighborhood of (1*0 indicates that the Nash strategy 
yields a performance criterion which is not robust.
The manner in which the singular perturbation approach could be 
reformulated so that we have a well-posed problem depends on the reason for 
the appearance of the singular perturbation parameter in the system model.
To clarify this, let us suppose that we have a Nash strategy 
corresponding to a model, such as that corresponding to (99), or (95) and
0 ~ A21X1 + A22X2 + B21U1 + B22U2 * (113)
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We wish to examine the robustness of the Nash strategies when (113) is 
replaced by (96). The performance index in (97) leads to an ill-posed problem 
as we demonstrated. We reformulate this performance criterion so that the 
problem will be well-posed.
If indeed the original model used for design is based on (95) and 
(113), then for consistency it is appropriate to assume that the vector x^ 
that appears in (97) is constrained by (113). That is, from (113) we have
X2 ’A22^A21X 1 + B 21U1 + B 22U2- (114)
Substituting (114) into (95) we obtain (98) and substituting (114) into (97) 
we obtain
J.l
00
2 { [x& l x l + 2x& 2  (s2iui + B2 juj > + UiBiiUi
+ u !r . .u . +2u.'Q.-u.Idt. j ij j iyi3 (115)
The reformulated performance index in (115) for i,j = l,2, i ^  j , 
reflects the model constraint of (113) or (114). In this case, the variable 
X£ in (97) is not a component vector of the state x, but it is simply a 
function of x^, u^, and u^ as given in (114). For example, in a dc motor model, 
we may be interested in penalizing the armature current. However if our model 
neglects armature inductance then the armature current is expressed as a 
function of the speed and the voltage. On the other hand, in our earlier 
ill-posed example x2 in (95) is not constrained to satisfy (113) or (114) but 
instead, it is part of the state as given in (96). Thus in this reformulated 
problem, we are interested in comparing the Nash strategy that is obtained 
from (95), (113), and (115), with the Nash strategy that is obtained from
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(95), (96), and (115), as We show that this is a well-posed problem
and that the Nash strategy is robust against the inaccuracies caused by 
neglecting higher order dynamics, provided that they are stable.
In the optimal full order Nash solution given in (107) we represent
K. asl
K. =l
Kil ^Ki2 
^Ki2 ^Ki3
(116)
where
Ui * “®li^B2i^i2*°^x + ^Bli-B2 i ^ Kix + ^i3uj^ 
= -H^x (117)
and satisfies
0 = Qii 0 
0 0
+ K.A + A'K. -K.B.M. - h !b !k . 1 1 i J J J J i
<i2
0
(118)
B2jMj - m :b '.[q ’2 :0] + MlR.jM.
Setting p. =i0 we obtain the following equation for evaluated at p, - 0
where
= - Q n - ^ i r K i ^ o + K ^ o j M j  +5:B0jK.1 + Qi2BijM.
+ MjB-.Q-2-MjR..M. + M & . M . (119)
- R1i[B2iQi 2 + B (JiKii"Qi3^ ]  , i, j “ 1,2; i^j. (120)
that this KiX is identical to Kig given by (102). Thus the value of
Jred at M* = 0 equals the value of Jopt at \i = 0 so that the problem is well-posed 
It should be noted that in (115) x2 does not appear explicitly, 
and that there are cross terms of x l  with ^  and u2 and also cross terms of
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and u^. A simple linear transformation among x^, u^, and u^, performance 
criterion without cross terms could be obtained. However, in this case, the 
transformation induces a structural constraint on the control, and the Nash 
solution might be different. A second point to note is that although does 
not appear in (115), the "slow" part of x^ as given by (114) does appear, since 
(114) was substituted into (97) to obtain (115).
Let us now return to the model (95) and (96) and obtain an approxi­
mation of the Nash strategy by singular perturbation methods such that the 
resulting value of the performance criterion is equal to the limiting value of 
the optimal performance criterion for jj. — 0. As we have seen the usual singular 
perturbation order reduction leads to an ill-posed problem. We reformulate 
the order reduction so that the order of the Riccati equations is reduced 
rather than the order of the system. The idea in this method is that there 
is no change in the system structure so the Nash strategy is not changed.
In the optimal full order Nash solution given in (107) we represent
K. asl
( 121)~ Ki i ^ > !
h k120O
j p.Ki3(tl)_
where satisfies (106). If (121) is substituted into (106) and set p, =0 we 
obtain six coupled equations of lower order given by
0 = -<k l - Ai i Kl l - * l l Ai r A21,Ci2 - Kl2 A21 +  f f i l Bi i + f L 2 » 2 i ) « i i 0 » i A i  +  8iilCi2)
-1
+ <Kj lBlj + Kj2B2j >Rj j‘ (Bi jKil + B2 jKi2> + ®ilBlj + K i2B2j )Rj i (BijKj 1
-1.
+ B2jKj2)-<KjlBlj "i"Rj2B2j>Rj jRijRj j <BijKj 1 + B2jKj2> ( 122)
(124)
Since equation (124) is not dependent on (122) or (123), and may be
K12> and and K,^ and hence may be eliminated from equation (122). Thus 
one may first solve equation (124), and use those results to solve (122).
In this way an approximation of the Riccati gain is obtained with a savings 
in computation. This approximate Riccati gain can then be used instead of 
the optimal Riccati gains to form an approximate Nash control. If the control
is implemented in (95), (96) a suboptimal cost results which can be expressed
Clearly Vi depends on p. since (96) contains p.. Thus, the suboptimal cost 
red
is dependent on p.. If unique positive definite roots K^, K ^ ,  i = l,2 to
equations (122)-(124) exist for p, small enough, and since IL^(p.) = 1 ^ + 0 0 1 ) ,
^ 2  (M*)  “  ^ 2  +  0  ( p - )  and 0-0 ~  ^ ¿ 3  +  0  (p * ) > then JN *■ * as p < - » 0 .
ric
The question of well-posedness is thus bypassed and an approximation
found first. and K22 may be found from equation (123) in terms of K.^,
as
J.1ric ric
(126)
of the optimal costs is achieved through reduction of the order of the Riccati 
equations.
92
5, Stochastic Control of Singularly Perturbed Systems (A. H. Haddad,
H. Khalil)
In order to make the deterministic singular perturbations techniques 
useful in realistic large scale systems which in general involve uncertainties, 
the singular perturbation methodology has been extended to stochastic systems. 
Here a brief summary of such results is presented, and the possibility for 
a more general and well-posed problem is discussed. In the stochastic 
control problem we consider the singularly pertubed linear system represented 
by
x^t) = A 11(t)x1 (t) + A12(t)x2 (t) + B1 (t)u(t) + G1 (t)v(t), (127)
p.x2 (t) - A21(t)x1 (t) + A 22(t)x2(t) + B2(t)u(t) + G2(t)v(t) (128)
observed in additive white Gaussian noise
y(t) = c 1 ( t ) x 1 ( t )  +  c2 ( t ) x 2 ( t )  + w ( t )
where x^ and x2 are the slow and fast states respectively, v(t) and w(t) 
represent the input and measurement noise which are assumed to be Gaussian, 
and u(t) is the control vector to be selected so as to minimize the perfor­
mance index
(129)
J = E
¡j,T12\ 1 \
T(2 ^T2 t=t ,
~i
x 2 1
CiCl CiC2\/Xl
4 C1
+ u'Ru
\x2 /
dt (130)
If the input noise v(t) is allowed to be white with G^  0 the 
general problem becomes ill-defined in the limit as jo, -» 0+, since the fast 
states will then contain a white component which will contribute an 0(1/|a ) 
term to the performance index. Consequently a simpler but well-posed version 
of the general problem has been considered first [9]. In this case the 
input noise v(t) is assumed to be a purely colored noise without a white
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component. Then the problem may be reformulated by state augmentation and 
expressed just as in (127)-(130) with v(t) a white noise process but with 
0>2 = Under appropriate assumptions, the solution of the stochastic control 
problem (127)-(130) is then approximately obtained by solving the reduced- 
order problem, obtained by setting M* = 0 in (127)-(130) and eliminating x2 
by algebraically solving (128). The resulting error in the performance 
index of the approximate reduced-order solution is 0(p,). The details of 
the derivation are presented in [9]*
In the more general problem when v(t) is white and G2 ^ 0, the 
difficulties represented by the white noise model have been circumvented 
by different approaches depending on the stability or instability of the 
matrix A 22. When is stable, the matrix is required to behave as 
C2 = 0(|i ) so as to eliminate the 0(1/(JL) effect of the white noise component 
in the fast subsystem. The results of the simple version discussed above 
still apply in this case provided a fast control, which may be obtained from 
lower order fast control problem only, is added to the reduced-order control. 
The major contribution to the performance index of the fast control is 
contained ‘in a boundary layer at the right end-point of the time interval 
[t ,tf] just as in the deterministic case. The 0([i) weight assigned to the 
fast subsystem in the performance index results in an 0 (p.) contribution of 
the fast control during the interval [t‘,t"] c  [t ,t^]. For the case of 
unstable A 22, the fast state need to be controlled, and hence C2 cannot be 
made to tend to zero. The performance index J is expanded in asymptotic 
series as follows
J =  +  J2 +  0( | jl) (131)
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The control problem is again separated into two lower-order slow and fast 
control problems solved separately in two time-scales. The quasi steady- 
state fast controller in the interval [t’,t,f] c  [t ,tf] minimizes the term 
J^, while the slow (or reduced-order) controller together with the boundary 
layers of the fast controller minimizes the bounded term J^. Consequently 
an 0 ( jjl) approximation to the stochastic control problem (127)-(130) is 
obtained as the solution of two lower-order multiple time-scale separate 
control problems. The details are provided in [10] . In all the problems 
discussed above the solution is obtained via the usual feedback controllers 
applied to the filtered estimates of the states.
The difficulty involved in the general formulation considered 
here is that the fast state has a white noise component in the limit which 
means that it has infinite variance. While fast variables are of interest 
for modeling purposes, the infinite variance needs to be eliminated. However, 
fast variables with finite variance yields negligible contribution when used 
as inputs to slower systems due to a property of white noise. Consequently 
the system formulation of (127)-(130) is being modified by appropriate 
weightings such that the fast subsystem is meaningful both in its own time 
scale t/|i (i.e., has finite variance) and yields a meaningful contribution 
both as input to slower subsystems (i.e., nonzero output) and as part of the 
performance index.
Appropriate separation of time scales in linear stochastic control 
results in hierarchical filter-controller structures and reduction of off­
line and on-line computations as it has also been demonstrated by Teneketzis 
and Sandell [ll].
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1. Introduction
The development of chained aggregation and the restricted QL 
algorithm is aimed at the construction of reduced order models induced 
by the information structure. We present the theoretical background, the 
resulting methodology and the interactive software for reduced order model­
ing. A multimodel situation will arise if each decisionmaker applies this 
procedure based on the outputs available to him. The multimodeling aspect 
is not pursued at present and will be subject of future investigations.
The reduced order modeling procedure retains the subsystems strongly 
observable in the available outputs. The approach is based on chained ag­
gregation, a generalization of the concept of aggregation. It transforms 
the system to a form suitable for detecting weakly observable subsystems.
This representation, here called the Generalized Hessenberg Representation, 
may be used to define a collection of plausible reduced order models, de­
fining in each case the structure of the model. If the weakly observable 
part cannot be simply neglected it also defines a subset of model para­
meters appropriate for adjustment. Adjustment of these parameters is per­
formed by the restricted QL algorithm which is a generalization of the 
well known QR type algorithms. A property of this generalization is that it 
orders the system eigenvalues according to their dominance. Thus it also 
procides the prescriptive element for the time scale decompositions and 
applications of singular perturbation theory particularly when dominant 
modes are strongly observable in the outputs.
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In summary, our major results in this area are:
. Development of the Chained Aggregation and the Generalized Hessenberg 
Representation. These provide new insight into the structural proper­
ties of linear systems and are useful for selection of candidate 
reduced order models.
. Generalization of the QL algorithm and its application to the GHR 
for the purpose of determining weak coupling links in the system 
representation.
. Use of the QL algorithm for the grouping and ordering of system 
eigenvalues with respect to dominance.
. Development of the restricted QL algorithm for construction of 
reduced order models.
. Implementation of interactive software for preselection and construc­
tion of reduced order models by reduction to the GHR and application 
of the restricted QL algorithm.
Partial results described herein were reported in [1,2,29,30] 
while a more detailed description, including also some alternative procedures 
for constructing reduced order models from the GHR, and other examples of 
model reduction and a detailed description of the software, is contained in 
[30.
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2. Basic Theory of Aggregation
We first present a brief review and reinterpretation of basic 
results in dynamic aggregation [ 3 ]. Consider a linear time invariant 
system
x ■ Ax + Bu (1 )
where x € Rn , u € Rm . A reduced r^-th order state z^, r^ < n, is defined 
as z^ = Cx where without loss of generality it is assumed that the r ^ X n  
aggregation matrix C has full row rank. In the sense of Aoki, a linear 
time invariant model
Z1 * F11Z1 + G1U (2) 
is desired to describe the dynamic variations of the aggregated state z^(t). 
By definition of z^, we have
z 1 = CAX + CBu
It is then easily shown that an aggregated model of the form (2) exists if 
and only if. the aggregation conditions
CA * F n C, Gx » CB. (3)
are satisfied. Thus we are led to:
Definition 1 [3,4]; System (1) is said to be completely aggregable with 
respect to C if there exists an r^ X matrix F ^  such that CA s F-^C. 
Generalizing Definition 1, we have:
Definition 2 : System (1) is said to be aggregable with respect to C if 
there exists a matrix C of maximal rank such that (1) is completely aggre­
gable with respect to the enlarged matrix
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C
Remark: Definition 1 is merely a restatement of aggregation as originally
defined in [3 ]. Often, the specification of a desired aggregation matrix 
C does not satisfy the necessary condition (3). The possibility of enlarging 
the aggregate state which retains the selected C as a submatrix motivates 
Definition 2.
It is advantageous to view complete aggregation as an outcome of 
a transformation of (l)»We partition the aggregation matrix C as
C ” [C11 ( 4> 
where is an r^ x nonsingular matrix and define a nonsingular trans­
formation
" cu Gu
1
N
r
u
z = Tx, T *
0 I
» Z *
Z-
n ‘r l 2
_  .
(5)
Application of (5) to (1) yields
'Fu F12 Gn
z +
1--
- to t-* F22 _G12_
u ( 6)
The resulting representation may be considered to be an interconnection of 
two subsystems, the aggregate subsystem,
Z1 = F11Z1 + F 12Z2 + Glu> (7)
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and the residual subsystem
F21z1 +  F22Z2 V (a)
If (1) is completely aggregatile with respect to C then it immediately 
follows that F12 ’ °* If so, the composite system reduces to a tandem 
configuration with the aggregate subsystem driving the residual and no 
feedback from the residual into the aggregate. See Fig. 1.
y......... . -»■
u
Figure 1. Tandem configuration of the 
• aggregate and the residual sub­
system under complete aggregation.
Also,'since z^ contains the system outputs, the residual subsystem is 
unobservable through the aggregated variables- Thus, (6) with F ^  * 0 is an 
observability decomposition cannonical form. Important and illuminating 
connections between aggregation and observability were summarized in [1,2]. 
The basic conclusions may be stated as follows:
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Theorem 1 : The following statements are equivalent:
(a) The system (1X2) is completely aggregatale with respect to C.
(b) ft{(CA)f] c  ftfc'}, where ft{x] denotes the range space of X.
(c) A Ker{c} C  Ker{c].
Thus (C,A) is not an observable pair if the system (1) is completely aggre- 
gable. Moreover, if M is the observability matrix for the pair (C,A) then rank 
M  ** r^. In partucular if rank M = p, then there always exist a p X n  matrix 
C such that ( 1) is completely aggregable with respect to C. Further results on the 
properties of completely aggregable and aggregable systems, on approximate 
aggregation and on the choice of suitable output matrix C for the aggregate to 
retain particular dynamic properties were described in [3,4,5]. Since these 
results are not crucial to our main problem of constructing an approprimate 
reduced model induced by the information structure, further discussion is 
omitted.
3. Reduction of a System to the GHR 
Consider now the system
x * Ax + Bu, 
y = CjX (9)
where y € Rrl is the available output, and consider the problem of con­
structing a reduced order model that reflects the input-output characteristics 
of the system. In the spirit of aggregation, if the above system is completely 
aggregable with respect to the output matrix C then the reduced order model 
will have the form (2 ) with y * z^, and will exactly describe the dynamics
of the output y.
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However, by far the more interesting and realistic case occurs 
when the system (1) is not completely aggregable with respect to C; that is 
when (A,C)Ls a completely observable pair. An extension of aggregation 
called chained aggregation, is now proposed. This consists of a sequence of 
aggregation steps that either reduce the system (9) to its aggregable form, 
or, if (9) is not aggregable, to a representation called the Generalized 
Hessenberg Representation. This form is used in the sequel as the basis for 
reduced order modeling in view of its appealing structural properties.
To this end, we introduce the following definition:
Definition 3: A system representation
z a Fz +  Gu 
y ** Dz
is said to be a Generalized Hessenberg Representation (GHR) if
( 10)
F ^  F ^  0 . . . .  0 ...............  0 Gi
F21 F22 F23 0 ........................ 0
•-
(2
F *
•  •-
Fjl Fj2 . . . . . .  . Pjj Fjj+1 0 ......... 0
•
> G *
•
Fk-2, 1 .................................. Fk-2,k-l 0
Fk-l,X Fk-1,2 ..................................  Fk-l,k V i
Fk, 1 Fk , 2 .............................. V  * Fk,k
( U )
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D * [lx 0 ... 0]
with ? € R
k
■ n, and 1^ is the Xr identity
matrix. The representation (ll)is called the Generalized Hessenberg
numerical literature [6 ]. Observe also that the GHR displays an internal 
structure of the given system. This internal structure is dependent on C 
and is therefore said to be induced by the information structure. The 
system may be considered to be the interconnection of k subsystems, 
characterized by the subsystem matrices F ^  and mutually coupled by the 
interactions F^ Note also that the interconnection pattern has a parti­
cular form and exhibits the essential feedback links within the system,
Fig. 2. That is, the GHR is a sequence of subsystems coupled so that each 
subsystem receives feedforward signals from all subsystems preceding it 
and a feedback signal only from the subsystem immediately following it in the 
interconnection.
The fundamental results concerning the reduction to the GHR are 
stated in the following two theorems.
Theorem 2 : Any LTI system (9) can be transformed into the Generalized
Hessenberg Representation (10)-(11).
This theorem will be established by a constructive proof which
Representation because the block matrices F ^  * 0 for i * 1,2, ... k-2, 
j ssi+2,...,k and thus F generalizes the concept of an n-th order
Hessenberg matrix characterized by f „  »0 for i=l,2,.. .k-2,jsai+2y  •  •  • 9***9 n well known in
links the GHR to aggregation [ 3 ]. The procedure will be explained in a 
series of steps, the steps forming the chained aggregation procedure.
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Figure 2. Structural diagram of the GHR (most feedforward 
paths have been eliminated to simplify this 
structural diagram).
Step 1; Recalling that now y « and using (4)-(5) we have
» — | — —
7 F11 F12 7 G11
• at r f + f
_*2 F21 F22 _*2 J u
u (12)
as the equivalent representation of (9). If the system (1) is
completely aggregable with respect to (10) is the GHR. If not, proceed 
with Step 2.
i
2; If the system (9) is not completely aggregable with respect to 
then ^ 0. It may still be possible to obtain aggregation by
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enlarging the output vector as a consequence of Definition 2. To obtain 
both the aggregable subsystem as well as the additional output matrix C,
t 2we proceed systematically by considering F ^ x  as the output of the residue 
subsystem in (12),and perform the aggregation of the residue subsystem 
with respect to this output.
Denote the new output F^x^ by w^. Since F ^  1 Z , where 
n2 «»n-r^, in general F ^  does not have full rank. To extract linearly 
independent components of w2 , note that there exists a nonsingular matrix 
E2 such that
r, X1 °2
E2w 2 E2F12x2
2x » (13)
r2X n?where C2 6 R , r^ ^ r^; is the product of elementary Gaussian
*
elimination matrices DL4-] each differing from the unit matrix in only 
certain rows. Define
„ 2
y2 * C2x .
Then
-1w2 - E2 F12?2
while the residual subsystem of (12)is now described by
• » t 2 t
*2 * F21 + F22X + C2U
- 2 
y2 * C2x •
s (14) 
(15)
Now proceed with chained aggregation. Partition C2 as
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C s [C C ] 2 L 22 2 2 J
where C is assumed nonsingular,* and define the n *n nonsingular matrix 
«  2 2
D2 "
C22 C22
0
i
“3
(16)
where n^-n^ " r2 ‘ Applying % (16)to (14) we obtain after two aggregations,
h  a FU yl + F12y2 + + G^u
y2 = F21yl + F22y2 + Fisy3 + C2U
*3 - f -i7i + F'2y2 + f '3*? + o3u.
with y^ = y. If now F^3 =0, the chained aggregation procedure terminates.
If not, the procedure is repeated using (17b) as the residual and w = F f x 33 23
(17)
as the new output equation. Clearly, the process of chained aggregation 
terminates in a finite number of steps, namely k, where min £k) = 1 and 
max fkl = n-r..
Theorem 3. • The internal structure of the GHR characterized by the 
indices r^,..., r^ is unique.
t
Proof. It, is sufficient to show that if an arbitrary nonsingular trans­
formation is initially applied to the system (1), rank F ^  with F ^  defined as 
in (6), is invariant with respect to this transformation. The theorem then 
follows by induction on the step i of the chained aggregation procedure. Given 
the system (.9) let the transformation (5) bring the system into the
*If C^2 is singular then a further permutation of the components
2of x is necessary to transform (14)-(15) into an equivalent form in which 
the resulting would be nonsingular. Such a permutation always exists.
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w
representation (6). The dimension of the next layer in the GHR is then 
uniquely defined by rank F^2, with F^2 given by
F12 = C1(A12~A11C1 C2) + C2(A22"A21C1 C2) 
where A , i,j=l,2 comes from a decomposition of A compatible with that of
(18)
T i n  (5).
Suppose an initial similarity transformation P is applied to ( 9) 
and the system transformed into
a* A*
z = Az + Bu
’ a*
y = Cz
mm ^  1  mm
with z=px, A=PAP and B=PB. The only restriction on P is that the leading
0msquare submatrix of C is nonsingular. Apply now the first step of chained 
aggregation to (19). Defining, analogously to (5),the transformation
(19)
T =
1 «  ~  ■. -1n a CP11 12
0 1
—MO
____
—*
( 20)
mm
the représentâticn of the system resulting after application of T is
mm
characterized by the plant matrix F given by
'-1F= TAT
A A.1
= TAT
*-l
“llCP 
0 I
/-v
rH'a
CP*1 
0 I
-1 » m 
°11 C12
P , P
(• '
A
C11 °12 1 
P , P «> 21 22a . 21 22►
(21)
Decompose P and T • compatibly with T so that
pu P12 A C C 11 12 A-l
P =
P21 P22
,T =
P PL 21 22
,T =
W11 *12
Wo, W00 21 22
( 22)
From (21) and in analogy with (18) it is found that
F12 = C1(A11W12+A12W22) + °2 (A2lWl2+A22W22) *
But from T (T-1) = I it follows that C11W12+C12W22=0’ P21W12+P22W22=I and
(23)
thus
Ill
and
W22 " C11C12W22 
W22 = (P22”P21C11C12)
~ = F- WFl2 12 22
(24)
(25)
Thus, rank Fl2 is invariant if W22 is nonsingular. We show finally that 
under conditions that and are both nonsingulai:, W22 as given by (23) 
is always nonsingular. To see this note that from (21) T ■ TP and 
therefore
det T * det
°L1 C12
P21 P22
¿ 0  . (26)
However, by assumption det f  0, and thus
-1det T = det C^.det O ^ - P ^ C ^ )  t  0 
Thus W22 is nonsingular, and the proof is completed.
(27)
It is possible to interpret chained aggregation as a sequence of 
similarity transformations on the full system. Define
V % , j =2,3 , • . . , k-1, (28)j-1
O \
Then the transformation H that brings the original system (9) into the 
GHR (10)-(11) is
H s V i W " V  (29)
Note that H is lower block triangular and partitioned compatibility with 
the GHR. If, in general, it becomes necessary to permute the components of 
the residue subvector x* during intermediate steps of chained aggregation 
to assure that is nonsingular, then H is given by
H - V i V iW m — V i (30)
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where are permutation matrices. As a consequence H is no longer upper 
block triangular.
Remark: Because of the strong relation between aggregability and observa­
bility, the generalized Hessenberg transformation matrix H, (30) is 
closely related to the observability matrix M of the pair (C^,A)• In 
particular if H ,s*[ H* H'], then ®  span P < n, where
is the set of linearly independent row vectors of M. Also, 
since chained aggregation will identify the observable subspace when the 
system is aggregable it is noteworthy to point out the relation with results 
in [ 7,8] concerning the unobservable subspace. The procedures are com­
plementary in the sense that chained aggregation identifies the observable 
subspace by gradually extending ft(C) while the procedure in [ 7 ] and related 
results in [ 8 ] identify the unobservable subspace by gradually decreasing 
7ÌC C).
Based on the structure of the GHR we now extend the definition 
of the aggregate and residual subsystems as follows: Given (11) define
F*, H*, G*, ‘E*, Fi, and G* as follows:
i
Fn  Fi 2 0 0
F21 F22 F2 3 * ” . °
1
i
0 0
0 0 
•
Gi
G2
F = ••«
F F  F . . . F  * i l  i 2 l 3 i i J
H =
1
0 0 • . .  0
H. . .  0 • .  .  • 0 i , i + l
G =
■rt
O
II
•HW
F .  - « • • •  F ,  - i  
i + 1^1 • • •  i + 1 ,
•• •• •• •
- i =F
►
F ,  ,  , 1 . . .  i + l , i + l  ••
••
«
F i + l , k
••
•• Ò1-
Gi +1
•••
•
. Fk l  ...........Fk , i !
F- , « • • • k , i + l
»
Fk , k
(31)
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1
Then for i=l,...,k-l and p - E r,,then p.-th dimensional subsystem
j»l 2
.i _i i i-i , JL z * F z + H z  + G u
is called the aggregate subsystem S* and the (n-^)-th dimensional subsystem
¿i -i-i -iz * E z  +  F z + G u
is called the residual subsystem S*.
The role of GHR in reduced order modeling can best be assessed 
by a consideration of various interrelated cases. If the system is 
completely aggregable then F12 * C and S1 is a reduced order model of 
the same dimension as the output that exactly describes the input-output 
behavior of the system. If the system is only aggregable then there is some 
¿+2.* 0» with i€ {2,...,k-l}, and the aggregate subsystem then exactly
describes the input-output behavior of the system. Further generalizing, 
if the system is not aggregable with respect to the output, then none 
of the F^ i+1 will be zero. By continuity, it is clear that whenever 
the influence of the interaction term H* is small for some i, the aggregate 
subsystem S obtained by neglecting H will also be a good approximate 
of the input-output behavior of the system. The central problem in 
reduced order modeling via GHR, however, is to obtain a satisfactory 
reduced order model in the case when none of the Hessenberg block Fi, i+1
can be considered negligible.
4. Structural properties of the GHR
Next we examine the observability and controllability pro­
perties of the aggregate subsystem S* when the GHR is arbitrarily 
decomposed into an aggregated subsystem S* and a residual subsystem 
S*. The following lemma is needed:
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Lemma 1. Consider a linear time-invariant system
*1
«
A12 X 1 + B1
A » ^22 A B2
u
7 - [Cj C2]
where (A,B) and (C,A) are controllable and observable respectively. 
Then [a ^ C a ^  Boland {A ^ ,  [A21 B£]} are completely controllable
and C[q21] , A u } and {[^12], A ^ }  are completely observable.
Proof: (A.,B) is completely controllable if and only if V\£C
rank
An ' XI A i2 b i
^ 1  B2
* n^ + n2= n
(32)
which implies
rank [a ^^-XI l A^2 B^l * n^ 
rank [a ^ - X I  ! A ^  B2] * n2
VXGC
Observability is established similarly.
If the system (32)is viewed as a composite system consisting 
of two interacting subsystems, Lemma 1 .states that if the composite is 
completely controllable, then the individual subsystems are controllable 
by the joint influence of both interaction and external control u. However, 
we cannot claim the controllability of each subsystem by either the respective 
interaction or controls alone. Recalling the special structure of the 
GHR, it follows that the aggregated subsystem S** is always controllable 
through both external control and interactions from the residual subsystem 
whiie the residual S* is always observable through both the available
outputs and the interaction from the residual system that enters the
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aggregate. It is to be expected that the influence of the interaction 
in a given decomposition of the GHR into and S*’ depends signifi­
cantly on the controllability of the aggregate through the interaction 
alone, as well as on the observability of the reridual through this 
interaction. These ideas are made specific by the following: 
Definition 4: The subsystem S* is said to be interaction observable
by S* if (H^,F^) is an observable pair.
riTheorem 4; Consider the Generalized Hessenberg Representation. S 
is interaction observable by S* if and only if the blocks F. . . # 0, j > i
Proof: Form
N
Fn - u F12 0 . . . . •
0
F21 F22-XI F23 0 * * •
•• 0
F31 F32 F33-XI. *
■Fk-2,k-2'XI Fk-2,k-l 0 
V l , W ' U  Fk-l,k
kl k,k-l
0
Fkk“Xl
(33)
I x 0 ........... 0
-k-1 * k-1For S to be observable by S through F ^ ^  ^y^ we must have
rank
Fkk*XI
k-l,k
= r, * rank k
k-l,k
Fkk-XI
(34)
But this is exactly the last r^ columns of N in (33). By construction,
k -1F^_^ ^ has full rank r^. Hence y^ is interaction observable by S . Next
k-2consider the interaction observability of y ^ y ^   ^by S , we have
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Fk-i,k-rXI Fk-l,k
'
Fk-2,k-l 0
rank Fk,k-1 Fkk'XI = rank Fk-X,k-X'XI Fk-l,k
Fk-2,k-X 0 Fk,k-1 Fkk-Xl » m
r, -,+r, k-1 k
(35)
?X€C
By construction, because each of and k are of rank r^^,
-k-2 k-2and r^ respectively, then S is interaction observable by S
Moving from lower right hand corner, and proceeding upwards, we establish 
that all residual subsystems S* are interaction observable by S* for any 
partition i * 1,2,...k-1 if F^ ^ q and F^ has maximal rank.
But this later condition is guaranteed by the chained aggregation pro­
cedure. Furthermore, note as we proceed from the lower right hand 
corner of (33),the blocks proceeding i for the Si under consideration 
do not enter as conditions for interaction observability. Thus only 
the blocks F^ for j > i need to be considered. Conversely if S* is 
interaction observable by S* then the matrix has full column rank 
where
N.
Fi,i+1 0
Fi+i,i+rXI Fi+l,i+2 o • • • • • • • 
o
Fi+2,i+l
•*•
Fi+2,i+2“Xl
♦
•
•
Fk-X,k-l'XI Fk-:
Fk,i+1 Fk,i+2 * ’ k,k
(36)
^i+l Pi+2 ‘ * * V
k
i.e. rank N* = E r . V X c?- which implies p , .1=1+1, *~k must have 
j=i+l 2 2
maximal column rank. For j=k, we have 
F,
rank
k-l,k
F. .-Xl k,k
= r. V X &
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for X 6 a _(Ffc fc).
’
rank Fk-l,k = rank Fk-l,k
Fk,k'XIy * ji
0
Thus F j ^  y f  0. Proceeding inductively, we see that F^ f 0 
^ j ■ i, . k. This completes the proof.
Remark Theorem 4 is applicable whether is scalar or is a block
matrix. This means the dynamical behavior of S* is always observable 
through interaction F± i+1 y±+1 by S* and consequently S1 will always 
affect the dynamics of the aggregate subsystem S*.
Next we consider the interaction controllability.
Definition 5_: A subsystem S* is said to be interaction controllable by
S* if (F*,H*) is a controllable pair.
Theorem 5 : Given the scalar Hessenberg system representation, then for
• i -i i -1-any partition into S and S , S is interaction controllable by S if
and only if f . - f  0 for all j < i.j,j+l J -
The proof of Theorem 5 may be easily constructed by forming the controll­
ability matrix and is omitted.
The extension to the matrix case of interaction controllability 
results of the scalar Hessenburg Representation is not possible. In 
general, we cannot guarantee the interaction controllability of S* by S* 
even with the assumption of complete composite controllability by control. 
It is possible, however, to characterize the increase in the dimension 
of the subspace controlled by the interaction when the aggregated subsystem 
is extended from S* * to S*. Defing rank [f ^ X I  H1] -c , V C ,  we have 
Theorem 6 : The increase in the dimension of the subspace controlled’ by 
the interaction when the aggregate subsystem is expanded from to
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is bounded above by r^ and below by r^+^, i.e., ri+1 < cr ^ * r i.>
I — 1 f 2 y » * • •
Proof Consider the rank condition
and
rank
£ * u - XI f 12] - ax T \P  e
(37)
’ Fi r  « F12 : 0 « if X e (38)
F21 F22A l !  F23
2
Since rank ® r^, combining with (37) it is obvious
+ r3 < ^ 2 < ^  + r2 -
Proceeding in a similar manner we have
rank
H1'1 0•••
0
Fi f  * ‘ Fii-1 F*ii+i<
= < J., V X C. (39)
Then it is obvious
°i-l+ ri+l -  ai -  ai-l + ri
or
ri+i s c i - CTi - i * v
Although controllability of the aggregate with respect to the control 
and the interaction input from the residual are of more general interest 
they will be used here only as criteria in selecting reduced order models
from the GHR.
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5. QL Transformations
The construction of a reduced order model by detecting a "small" 
super-diagonal (Hessenberg) block Fi i+1 and ignoring its coupling influence 
is not possible if none of the coupling terms appears to be "weak." In this 
case, a further procedure must be developed to place in evidence such a weak
coupling. In this section we develop for this purpose the generalized QL
\0 ./
algorithm. It is a variant of the standard QR algorithm [6,9] that differs 
in that the algorithm is constructed for block partitioned matrices and the 
original matrix to which it is applied (in this case the plant matrix in the 
GHR) is decomposed into the product of a unitary matrix Q and a lower block 
triangular matrix L, each compatibly partitioned as the generalized Hessen­
berg system matrix.
J The QR algorithm as developed by Francis [9 ] has been extensively
described, in particular by Wilkinson [6 ]. The QR algorithm has been used 
extensively‘in eigenvalue computations particularly in conjunction with 
scalar Hessenberg matrices (Hessenberg matrix with scalar entries) [6 ].
Its effect on the scalar Hessenberg matrix is to transform it from the 
Hessenberg to the triangular form exhibiting thus the eigenvalues on the 
diagonal.
The motivation for using the particular generalized QL algorithm 
to be described is found in the fact that its successful application to the 
GHR would have the effect of reducing in the limit the plant matrix in the 
GHR from the generalized Hessenberg to the block triangular form, and in 
that process it would result after a number of iterations that all elements
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in at least some of the Hessenberg blocks F. ... would be greatly reduced. 
Thus, the algorithm is expected to place in evidence those blocks that 
could be neglected with acceptable approximation error. The full potential 
of the QL type transformations in reduced order modeling will actually be 
exploited in Section 10 in the form of the restricted QL algorithm.
We first develop the prerequisite tools including the generalized QL 
algorithm itself, its convergence properties and its effect on the GHR.
The specific results that apply to the QL algorithm are stated 
first in full analogy with results for the QR algorithm [ 9 ]. Let A be an 
nx n matrix, Q a nx n unitary matrix, and L a  n x n  lower triangular matrix. 
Then:
Result 1 : The factorization A * QL is always possible.
Result 2: The factorization A - QL is unique if A is nonsingular and the
diagonal elements of L are restricted to be positive and real.
Consider an iterative procedure,
As+1 “ LsQs’ S * (40>
where the unitary matrix Q and the lower triangular matrix L are givens s
by the factorization
As  "  (41 )
as above. Equations (40) and (41) constitute the QL algorithm. We then have
Result 3 : All Ag are similar to each other, and, in particular, are similar
to A^«
Result 4 : Let P =* Q.Q.... Q , U * L L . ... L. . ThenS 1 Z S S S s-l 1
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(i) As+1 “ Q1 oM ••• ^2 = PsV s (42)
(ii) P U = A*, s s 1 (43)
sThus P U achieves a QL decomposition of A..S S JL
Result 5 : Given a n x n  matrix with real eigenvalues* Then the QL
algorithm converges to a lower triangular matrix A with eigenvalues of A^ 
on the diagonal in ascending magnitude, that is,
with
diag A (X^, * • •, ^ )
1^11 < I ^ 21 < * * * 1 *
Result 6 : Given A with distinct real or complex-conjugate pairs of eigen­
values, the eigenvalues in the limiting matrix A are again ordered with 
respect to their absolute value, as in Result 5, with the distinction that 
2 x 2 block diagonal entries correspond to complex-conjugate pairs of 
eigenvalues.
6 . Generalized QL Algorithm
A generalization of the QL algorithm suitable for application to
the GHR is now developed. Consider the matrix F in the GHR (.11). For
notational purposes denote F by F^. Also, matrices Q^ and L^ will be called
compatible with F^ if they have the same block partition as F^. Starting
with F^, matrices F^, i = 2,3,... are defined sequentially via the generalized
QL algorithm as follows. Let Q and L be defined so thatsl 8
Fg = QsLs.'s = 1.2.... (44)
where
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Q 3 n x n  block unitary matrix compatible with F, s l
L 3 nx n lower block triangular matrix, compatible with F,. s ■*>
Define
Fs+1 * Ls V  3 *
The following results then hold:
Theorem 6 : Given a matrix F in generalized Hessenberg form, the factoriza
tion F ■ QL is always possible where Q is unitary and L is lower block 
triangular and each compatible with F.
Proof: The theorem will be proved by a constructive procedure referred to
as the successive orthogonalization method« Since F - QL and using the 
notation
j [F^ ... F^] * LQl ••• 0^3
h i  0 0 '
h i  L22 : (46)
We have
Fk “ hhk
Fk-1 “ h -lh -l.k -l + hh.k-l
! (47)
h  ■ h h i  + Vih+1,1 + •” + h h i  
Fi * Qi h i  + h h i  + • • • + h h i  *
The successive orthogonalization method starts by choosing 
T ★such that This is always possible if columns of Qk
•/( 1^  denotes the r^x r^ identity matrix.
are
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Torthonormal vectors. From (47a) we immediately have L^k * ^ext
T Twe choose such that Q^.x^-x “ Ijt_1 and Qk-1Qk = °» This is always
possible if columns of are chosen such that each column of Qk-i is
orthogonal to each column of and all columns of are mutually ortho-
Tnormal. From the second equation of (47) we get k-  ^* Q^x^k-l an<*
Tk 1 * ^kFk 1* 111 8eneralj Q^, i - k,k-l,...,l are chosen in succession
starting from Q such that; (a) columns of Q. are mutually orthonormal and
(b) each column of is orthogonal to each column of Q^, i < j £ k, i.e.,
T T» !L, 3 0 Y j > i. This is always possible. Once is selected
and since Q^, j > i are known from previous steps, we have
ii < Fi
Li+l,i = Qi+lFi (48)
Thus the matrix L is obtained block column-wise starting from the kth block 
column. Clearly each L . V  i,j » 1,2,...,k is well defined and with Q , 
i * l,2,...,k appropriately selected, the generalized QL decomposition of 
an arbitrary generalized Hessenberg matrix always exists.
Theorem 7 : The decomposition F = QL is unique if F is nonsingular and L
is restricted to have positive definite and symmetric diagonal blocks
Proof: By hypothesis F is nonsingular, thus L is nonsingular with positive
definite diagonal blocks i - 1,2, ...,k. Assume that there exists
two decompositions such that F ** * ^2^2* Defin^n8
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V - Q &  = L^ 1 (49)
Q. being unitary gives
VTV - q^ q2(^q1 - I. (50)
Thus equating both sides of (50) and using (49) we have V “ diag(V.,), 
r Xr
Vti€ R 1 i, with V^.V.. * I ± , i - 1,2,•.• ,k. From (49) V.± -
L21,i)[L^1,i)]"1. Hence L^1,l)TlJ;1,:L) « L^1,l)TL^lai). If L (i,i) is 
restricted to be symmetric and positive definite (or all negative definite), 
then L ^ 9*^ * which implies and it follows that and
* Q2* This proves that if L is restricted to have positive definite and 
symmetric diagonal blocks, then the QL decomposition is unique. It should 
be noted that a unique decomposition F ® QL can be attained under other 
conditions, such as if F is nonsingular and L is restricted to have negative 
definite and symmetric diagonal blocks for all i. However, there is
no loss in generality in taking the to be positive definite.
Henceforth, except where noted otherwise, it is assumed that F^
is nonsingular. For this case we have the following results:
• </
Theorem 8 (i): All Fg are similar and thus similar to the initial gener­
alized Hessenberg matrix F,; (ii) Define P ** Q-...Q and L * L .. .L,. Then1 s i s  s s 1
s sP U *~F,, i.e., P U achieves a QL decomposition of F,. s s 1 s s 1
Proof: (i) By definition, F * Q L , then3 S 3
qt f q = qt (q L )Q s L Q  s s s ^s • s s s s s s+1
In particular,
s+1 Q • ♦ •s
TP F.P . s i s
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(ü) P U s s Q1 ••• Qs-l(QsLs)Ls-l ••• L1 
Q1 ••• Qs-2Qs-1FsLs-1Ls-2 *•• L1
F,Ql'4! "• Qs-2(Qs-1Ls-1)Ls-2 “1• • • Li
* F®.
Theorem 9 : Given an initial generalized Hessenberg matrix F, all QL
iterates are structurally invariant, i.e., all Fg are generalized Hessenberg 
matrices compatibly partitioned as in F.
Proof: If F is nonsingular, the assertion is obvious because L will bes
nonsingular and
F ,, = L L  .... L.FL“1 ... L"1 s+1 s s-1 1 1  s
* U FU*1. s s
Since U is lower block triangular and compatibly partitioned then F , s • s+1
V s *  1,2,... will be generalized Hessenberg and compatibly partitioned.
J
For Fj^  singular the result can be shown to hold by recalling the possibili­
ties of structuring the block matrices in Q via successive orthogonalization,
TFrom (47) we have * Q^F^ and thus
“ Qk-l,kFk-l,k + ^c,kFk,k* <51)
k-l,k 
'k,k
By selecting ^ and can be made to take on arbitrary value.
From the submatrices of the block matrix QL and using the structure of F, 
we have = 0 V i - 1»2,. ..,k-2 and arbitrary implies * 0
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TV i *  l,2,...,k-2. In a similar manner, * Q ^ ^ F ^ ^  shows that
hc-l k-1 is indePendent of ^  ^  for 1 * l,2,....k-3. Thus by the same 
argument, Q^ * 0 for i * l,2,...,k-3. The rest is by induction. Thus 
the unitary matrix Q is also generalized Hessenberg. Consequently ■ LQ 
is also generalized Hessenberg.
7. Convergence of the Generalized QL Algorithm
Having established the existence and uniqueness of the generalized 
QL algorithm, consider next its convergence properties. We shall first show 
the relationship between the generalized QL algorithm and the power method 
used in numerical procedures for eigenvalue extraction [15]. Based on the 
properties of the power method, conclusions on the convergence of the QL 
algorithm will be drawn. In addition, it will be shown that if the general­
ized QL algorithm converges, a partial ordering of eigenvalues will be 
induced so that the leading submatrix of the limiting matrix F contains the
dominant eigenvalues, i.e., eigenvalues with smallest moduli, with the 
remaining eigenvalues ordered in order of dominance so that the last diagonal 
block contains the eigenvalues with largest moduli.•■o
From (.45)
lim F ,, * lim P F.P ._  s+1 _ s 1 ss -*œ S -»°9
(52)
Thus, F converges to a constant F if and only if P ->P as s->®. On the s s
other hand, from Theorem 7, the decomposition is not unique if F^ (thus
F ) is singular. Since P * Q. ... Q , nonuniqueness of decomposition implies S S i -  s
P cannot be expected to converge. Thus for convergence considerations, we s
restrict F^ to be nonsingular. Using F^ * t l^en
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1 s (53)
Because U is lower block triangular, (53) implies that the last q block
columns of P are linear functions of the last q block columns of the matrix " s
F^. Let the n x n  identity matrix I be partitioned compatibly with F^, i.e.,
l x 0 0 0
• •
I,
... *k-q+l 
0 0
0
*k
The following notations and definitions will be used in the sequel. We 
define £, as the space spanned by the last q block columns of I, i.e.,
V * i l4i
where
"hc-q+l
0
Let 3^ be the linear operator corresponding to the matrix and let Z q be
an arbitrary subspace of spanned byp linearly independent n-vectors
x.jX-,...,x . An iterative sequence of subspaces [2 } will be denoted by 1 2 p w sJ
s 3, ... 3 , Zr*o J i Z1^0* 1,2,. (54)
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and X will be called the starting subspace of X . Let the eigenvalues andO 3
their respective eigenvectors be ordered by their modulus:
|^]J > 1^ 2' ^ *** * (55)
x, ,x X .1* 2’* *** a
Then any p dimensional subspace spanned by the leading p eigenvectors is 
called dominant in modulus. If |\p| “ |\p+ jJ, then there will be more than 
one such dominant in modulus invariant subspaces. Let p,/£n ) denote the 
set of all such dominant in modulus spaces. By cardinality of a set, we 
refer to the number of elements in that set. When card iKp,^11) = 1» we shall 
denote this unique dominant in modulus invariant subspace by D(p,^ ). In 
general, for an arbitrary n x n  matrix compatible with a given generalized 
Hessenberg matrix F, let (A) denote the submatrix of A consisting of theq
last a block columns of A and (A) be the subspace of spanned by the-------------- q
linearly independent columns of (A) . Furthermore, we introduce theq
following definitions:
n .Definition 6 : An operator 3^ in £  is defective if there does not exist
a basis for f f 1 made up of eigenvectors of 5 .^
Definition 7 : Let X be an arbitrary p dimensional subspace of and---------------------- p
7|p be a p dimensional invariant subspace. X ^ is said to be deficient in
n p if Y'flp * 0.
cRemark: If X is not deficient in 7L» then X- is a complement of 77 , i.e.,---------  p P P q
* X p ©  7^. In this case it is equivalent to say X ^ and 7|^  must not 
contain common elements. However, in general we can not claim X^  contains 
7|p or vice versa. A simple example shows this. Let 7|p * span
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c 3■ span {x^} where x^ are linearly independent and x^€/p . Clearly
3
R  = span fx1,x2>x3}. Let Z p ■ span [x -j+x ^ jX ^  = span { v ^ v ^ .  Clearly 
- c 3Z O 71 - P but neither X contains 71 nor 77 contains Z .P P ^ P P P P
Fact 1 f 151: For an arbitrary vector x £ £  , let X^ and V  be the eigenvalues
of A with maximum modulus and its associated eigenvectors. Under appropriate
sconditions, the power sequence [A x, s s 0,1,2, •••} converges to
For the simplest case of distinct eigenvalues, this may be seen
as follows. Let u be an arbitrary n-vector and define two sequences u ands s
t by s
us+l * ts+iyrmax(ts+l)* S “
t , = Au , s * 0,1,2,...s+1 s
where max(x) equals the element of maximum modulus of x. Then
ASu
~ S /AS x^ max (A u )
, s ■ 0,1,2,... .
Next express u^ in terms of the eigenvectors
n
u ** £ a / ir . .
° i = i 1 1
Hence
n
Asu - s = x " [ ^  + z f t , / u \ y . ] .
i=*l 1 M K  M i#M 1 M 1
Since |Xi| < |X | V 1j then as s-®, if f 0, we have
A Uo W m *
Also max(ASuo) ~ » giving us
The more general case of repeated eigenvalues may be found in [6 ].
Fact 2 [151 : For arbitrary n-vectors x, y, and z, the subspace spanned by
x, y, z and its successive iterates obtained by the power method,
[xs,ys,zs] *AS [x y z]
lander appropriate conditions, converges to the invariant subspace spanned 
by eigenvectors associated with eigenvalues of largest modulus.
The following lemma from [15] allows us to relate the convergence 
of the generalized QL algorithm to that of the power method.
Lemma 2 [15 3 : If 5 is a nondefective operator in /?“ and card 2Kp»£ ) * 1
then the power sequence Z] where X * span {x^,...,Xp} converges to 
D(p,^>n) linearly as s -*.£ if and only if X is not deficient in D(p ,/£**).
Lemma 2 may be interpreted as follows. In order for the 
starting space X to converge under the power method, X must not contain 
common elements with D (py? ) which is the invariant subspace formed by the
•o
n-p eigenvectors other than the p eigenvectors associated with the p eigen­
values of maximum modulus.
A relationship between the generalized QL algorithm and power
method may be established as follows. Since U is lower block triangular,s
it is obvious that
o f 1) e l  .s q q
From (54 ) » we have
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Comparing (54) - and (56), we conclude that the sequence {X ^ } is generateds
from the starting subspace In particular, the generalized QL algorithm
is seen to be equivalent to a nested sequence of k power sequences with 
starting spaces For the convergence of the generalized QL
algorithm, we immediately have the following theorem.
Theorem 10 : The generalized QL algorithm converges if and only if the
power sequence =* [5 converges for all q * l,2,...,k.
Furthermore, in view of Fact 2 of the power method, if the genera-
k
lized QL algorithm converges, (J? ) , Y q 3 k,... converges to £ r. * m
* q i-k-qfl 1 1
dimensional subspace of /J spanned by the m^ eigenvectors corresponding to
the m eigenvalues of largest magnitude. In other words, P * lim P is
s -*  cp 3
ordered such that (P) spans D(m , /^ n ). Becauseq q
lim PTF.P s i sS “ * OD
TP FXP
l Z
then the leading £ r. x £ r. submatrix of F will represent the restriction 
i“ l i=l 1 l
of F to the eigenspace spanned by the 2 r eigenvectors corresponding to
i=l 1 _
smallest modulus. Thus we conclude that the leading submatrix of F always
contains the dominant (eigenvalues with smallest modulus) eigenvalues of F^. Moreover,
Theorem 11 : If the generalized QL algorithm converges, the eigenvalues
of the limiting lower block triangular matrix F are grouped in order of
dominance.
Using Lemma 2 and Theorem 10., the convergence of the generalized 
QL algorithm may be stated as follows:
Theorem 12; If
(i) 3^ nondefective, and
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(ii) 3, has a unique eigenspace D(m i f f 1) , m = S r .  corresponds to 
1 q q 1
m eigenvalues of largest magnitude, and <1
(iii) is nonsingular and generalized Hessenberg,
then the generalized QL algorithm converges if and only if (X^)^ is not
deficient in D(m ,c>n) V q 38 k,k-l,...,l where (X.*) denotes the spaceq ^ l q
spanned by the last q block columns of L^ from the decomposition 58 Q^L^< 
Proof: From (53), ,
P - F f u ' 1 - F. L * 1 ( I .'1, • • • . l " 1) . s i s  1 L s
Consider an alternate sequence
lPs
s,-l
n h
Hence
( a  ) = s f a * 1) •r s  q 1 q
Now -1P - P  if and only if V q, (X, ) is not deficient in D(m ). Since I s i s  q q
(L~^ ... L~*") is also lower block triangular of same form as L^ \  thus
(O '1) € (X"1) .s q 1 q
s  ^ • XHence in effect operates on (X^ ) . Thus Pg converges if and only if
.P converges. This proves the assertion i s
From Theorem 10, convergences of the QL algorithm dictate that
% q must converge V ® [l,2,...,k], equivalently all & must be non-s q
deficient in D(m , / f 1) . On the other hand, it is entirely possible that
q .
convergence is achieved only for some q€?(. If we define partial convergence
as convergence of for a subset it is of interest to determine the
usefulness of QL algorithm when such restricted convergence occurs. To 
investigate how crucial the condition of nqndeficiency is on the convergence
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of the QL algorithm, let F^ be nonsingular (has no zero eigenvalues).
Then there exist X and Y = X ^ such that
Fx * XDX’1 = XDY . (57) *
r.Xr.
where D is block diagonal, D » diaglA^A^,... ,A^3 with , i.e.
D is compatible with . If S ^ )  denotes the spectrum of and m i n S ^ ) ,  
max S ( h / ) denotes the eigenvalues in S(Ap with minimal and maximal modulus 
respectively. Assume further that '*
max S (Aj^ ) <  mins (Ai+1), i»l,...,k-X. (58)
Note that cases with eigenvalues of equal moduli including repeated eigen­
values have not been ruled out. The only assumption is that eigenvalues 
with equal moduli may be grouped into a particular and thus satisfy 
(58). Factorize X and Y as
<> X * QL (59a) '
Y a U1 (59b)
where Q is unitary. L is lower block triangular, U is unit upper block 
triangular (i.e. unit matrices on the main block diagonal) and L is lower 
block triangular. Moreover, Q, L, U, and L are all compatible with F^.
Recall from Theorem 8
PsUs - Fj - XDSY
• * QLDSUL
= QL(DSUD'S)DSL. (60)
— —* ‘ _ _ _ _ _  *
This depends on r^ and number of eigenvalues of equal modulus which 
is determined by the structure of the generalized Hessenburg matrix F ^
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Since U is unit upper block traingular,
f[D. .]SU. ,[d . . ]  
[dsud" ]. . * 1 1,1 1,2 ^
l 0
-s
(
otherwise
(61)
Hence we can write
D3UD"S - X+E (62) .
where E is upper block diagonal with zero main diagonal blocks and for j>i, s
the (i,j)th block is given by (61). Due to (58), has eigenvalues with 
larger moduli than those of D... Then lim E ®0 using (60) in (62,),11 2_»co S
we have
PsDs “ FX = QL(I+E3)DSL
Q(I+LE l'1)LD3L s
QQ -L LDSL s (63)
where the product Q L results from a generalized QL decomposition of c s s“1 <*» *  w  gI + L E  L Because Q and Q are unitary and L , L, D , and L are lower block s s s
triangular, it follows from the uniqueness of the QL decomposition (see 
Theorem 7 that '•«
Ps
0 = L LDSL.s s
Moreover, from the fact that lim E * 0, it must be thats-*» s
lim L = I* as S
(64a)
(64b)
S“ o
I.
3~* co
S..-1Recall P = F.U , thus using (64b), 
S X s
Ps a F1 • K l  * Fi * s 1 s
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Hence
x - V x -1*;1 ~  c £ l)q.
Since if1 * L ' V 1, ... l T1, (if1) -  (X.)”1. Thus s s s-1 1 5 s yq N lyq
¿■•ld ‘sx '1£'1 ~  (x:1) .S 1 H
~-l -s -1— 1In view of Theorem 3.7, we are interested in the relationship of X D X Xg
(65)
To this end, using (59) and (64)
~-l -s_-1~-1 -s_-1~L D L Lo = Q * LD s L Q . xs
-s -Las s-*®, LD L Qr LD L s which is
compatible with F^. From (65), we conclude
( X ' V V ^ - 1) ~  (q ) .N s yq x h ( 6 6 )
Recall from (59a),
Q - XL
c
where X is the matrix formed by the eigenvectors associated with eigenvalues
ordered according to (58). Thus (Q)^ € D O n ^ 11) which implies —  D(m J(^ n).
From (56) we conclude (X SX ~  D(m^,£n). Hence (X^1)^ is not
deficient in D (m^,^n). Thus Theorem 12 guarantees the convergence of the
generalized QL algorithm as long as F^ has nonzero eigenvalues and the
eigenvalues of F^ may be grouped according to (58).
An interesting fact concerning the generalized QL algorithm is
that when we have convergence, the transformation required to bring the
initial generalized Hessenberg matrix F^ to its limit point F may be
obtained by a QL decomposition of the modal matrix X of F^. This can be
easily seen from (64^. Provided all diagonal blocks of L , L . L, and Ls - s
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are chosen to be positive definite and symmetric, by uniqueness of 
decomposition, we have P 38 QO and 0 -*I as s-**°. Thus
Urn P = 
s—  s Q » constant matrix (67)
and
lim F
S—»oo 3+1
> F » lim pV p = QTF.Q
S-tCO S X 5 X
(68)
or
I  * q T (x d x *1)q
m l d l "1. (69)
Equations (68)-(69) show that F indeed converges and the limiting 
matrix F will be lower block triangular. In other words, the superdiagonal 
blocks will tend to a zero matrix in the limit when convergence
is achieved. It is to be noted that such convergence to a zero matrix may 
take on different rates for each different block depending on the eigen­
value modulus separations of various blocks.
Definition 8 : The generalized QL algorithm is said to have partial
convergence if there exists a set with ^ “ {q,. ,q,
tl,2, ...,k} such that
rr  *r2 qr }»t
U m F  1 = 0  Y q . € ^ 0 .
3 - .  CD 3  X  u
Because the dimensions of the subraatrices F ^ ’*^ of the GHR are 
defined apriori once the output matrix C is specified in the original system 
representation, it is possible that eigenvalues with equal moduli appear in 
successive blocks of (58). The simplest example occurs when the 
output is one dimensional and there exist complex conjugate pairs of eigen­
values so that due to the dimension of blocks F ^ ’^ (which is 1 by 1 if
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output is scalar), one complex eigenvalue is associated with A, and itsi
complex conjugate is associated with In view of (61),
lim [DSUD The nonzero elements will have constant modulus8r*&
but different in argument for each value of s. To see that F still3
converges to a lower block triangular matrix as s-»00 but not all i€^s
converges to a zero matrix, let us, for simplicity, assume that A , At t*rT
have eigenvalues of equal modulus. The extension to more general case 
where there are isolated groups of A^1s with eigenvalues of equal modulus 
is obvious. Equation (58) now becomes
max S(A1)<minS(A2)< • • • <max S(At) <min S(Afc+1) < • • • <max S ^ ^ )  <min S(Afc) .
( 70)
Then instead of (62), we may write
d s u d ’s = U +E s s
where lim E ^ O ,  with Ue of the formS-* <=o S S
<71)
0.
0
Xt-1 °
h  X
■t+1
Xt+2 0 " •  0
h
(72)
Recall from (60),
P U  3 (DSUD~S)DSL s s
_-l s-- XUS (I + U S ES)D L
- x u s (i + g3)d 3l
where lim G *0. Writing XU_ - 0 L then
g—*<a S S o S
P U - Q L (I+G )DSL s s xs s s'
or
Hence
Now
Q ~  P . xs s
FS+1 ■ P3F1P3
P^XDX.-1,
“ FsXDs < ^ lDUs > ^ lx'lps
XDS - QLUS » C^L
If we define
and •I
0
0
W-I
w
* Hs S/?PXP> p “ rt+rt+l
LU.
Clearly they satisfy (74). Hence denoting
h i 0 0 * \
L * h i L22 0 and D =
> rt O
h i L32 L33. o At+1
D2
(73*-
(74)
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s+1 W. LDL
-1 W-1
0 0 i_ _0
’ h i 0 0
wshi
AW L s 22WS_1 0
L s i
a -1
L32Ws
A
L33
0
0
I
where L.. Vi ,j are independent of iteration number s, and
^ K 1- <*>
Thus as s-*®, Fg^  eventually becomes a fixed-structure lower block
triangular matrix except for block rows and block columns corresponding to
A and A . Even though the diagonal blocks correspond to A and A do c t*ri t t+1
not converge, their eigenvalues are those of A^ and A as a consequence
» A * 1 = WsL22
t
0 A
0 
t+1
8. Computational Aspects
Successive- iterates of the generalized QL algorithm require the 
factorization of F into block matrices 0 and L and obtain F ,, as in (45). 
Alternatively, the successive iterates may be obtained using the relationship
Fs+X = PsFXPs " V l i 1* <76>
While there are many computational procedures for the standard QR algorithm 
that may be adapted to the generalized QL algorithm, the presence of block 
structure in F , Q and L and with reasonably small dimensions associatedo 5 S
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with each block, new alternative approaches may be developed. In view of 
(76), it is sufficient to obtain Ls only in order to obtain the next
iterate Fg+^. We have from (44)
and, for F nonsingular, s
T TFAF = LaL s s  s s
F * L F if1. s+1 s s s
When F and L are written in terms of their block entries
(77)
(78)
h i
o••••o
h i
••
1*22 ^ • • 0 
•
h i * h k
E ® [Fx ... Fk] and L
then equating both sides of (77), we find that
LiiLii " FIF1 - j +1LL Lmi» ' l-k.k-l,...,l
i Ic
Llj “ 0 £i>‘ [FIFj - m^ +1L^ Lmj] * j = 1>2.....i-l-
(79)
(80)
(81)
Then (80)-(81) constitute a set of recursive equations for L, of course 
knowing L, Q ^ F L  While (77) for F nonsingular always has a solution 
in terms of nonsingular Lg, it is not evident that this solution may be 
constructed to be lower block triangular and have symmetric, positive 
definite diagonal blocks. An examination of (80) indicates that may 
be solved for only if the right hand side of (80) is at least positive 
semi-definite and may then be obtained using (81) only if the right
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hand side of (80) is positive definite. We now proceed to show that under 
the assumption of nonsingularity of F, the right hand quantity of (80) 
is indeed positive definite. From (47),
LiiLii = [Fi - j +1 v - 1 T[Fi - J + i V w i 1 •
Expanding the right hand side and using (49) we have
ip It ^ m k tn
L7.L, . * F<F. + 2 L .L . - 2 L .L . - 2 L .L .ii ii i i m=3i+1 mi mi m=i+1 mi mi m=i+1 mi mi
T ^ T* F^F. - 2 L .L ..i 1 . ,, mi mim=i+l
(82)
(83)
This (82) is equivalent to (80). We can conclude that the right hand 
side of (80) is at least positive semi-definite. Due to the nonsingularity 
of L , the right hand side then must be positive definite. It is obviously 
symmetric. Note during step i, all quantities on the right hand side have 
already been obtained. From C163 > a unique positive definite and symmetric
^a
exists using (80).. Thus when Q is not explicitly required, (.80)- 
(81) provide a simple set of equations for L.
Next consider the solution of (80)-(81). Denote the right 
hand side of .(80) by Q^, i - k,k-l,...,1. The problem therefore reduces 
to solving a quadratic equation for L.., inverting the L.. and then solving 
for . Since is symmetric and positive definite, then the matrix of 
eigenvectors of is unitary. Denote the matrix of eigenvectors of by 
V^, then
viLiiLiivi = v& vi - « » « & * , =  At
where } = o Cq^}. c {q^} denotes the set of eigenvalues of Q^.
Thus
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LiiLu  - <viAivI) (viAivi>
giving us
'ii v aVW i (84)
which is symmetric and positive definite if is taken to be positive. Once 
L ^  is obtained, L ^ ,  j 3 1,2,...,i-l may be obtained by using - (81). Note 
block submatrices of L are obtained successively starting from the kfc^  block 
column. See Figure 3 for a summary of the algorithm.
9, Application to the GHR
While the Generalized QL algorithm may be used for solely numerical 
purposes, in this section we stress its role in bringing out the structural 
features of linear systems by considering the effect of its application to 
the GHR. We discuss two aspects. The first is the general effect of similarity 
transformations of the GHR by the transformation matrix L , 3*1,2,... that3
achieves the QL decomposition of F in the GHR and the possibility of placing 
in evidence by this procedure the weak couplings between some subsystems in 
the GHR. The second is the property of the QL algorithm when applied to the 
GHR to indicate a two-time scale decomposition of the system into a fast 
subsystem and a slow subsystem, due to the grouping of eigenvalues in order 
of dominance. While this property is in fact a particular consequence of the 
first property, its repercussions are of separate significance because of 
applications within the theory of singular perturbation. The generalized QL 
algorithm provides a prescriptive procedure for identifying slow and fast 
subsystems and thus represents a convenient tool for achieving this crucial 
step for the application of singular perturbation results.
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Figure 3 . Flow chart of subroutine for obtaining L for the 
generalized QL decomposition
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At the beginning, we pointed out that a reduced order 
model can be constructed from the GHR by detecting and ignoring a particular 
super diagonal block which has least influence on the leading
aggregate subsystem. What motivates the development of the generalized QL 
algorithm is to bring out such a weak coupling when none of the may
be suitably ignored due to strong coupling. In view of Theorem 11 we observe 
that under conditions of convergence some or all of the super diagonal blocks
g
in F will gradually reduce towards a zero matrix and, thus would tend to become 
weak links in the system structure. If indeed some of these links may be 
neglected with acceptable approximation error this would result in an 
acceptable reduced order model. We now make the above discussion more 
concrete by applying the sequence of similarity transformations characterized 
by the matrices Lg, s=l,2,3,... to the GHR. Denote the GHR from (10) as
*1 * Flya +  Glu ’ yl€ rD (85)
rl
y ■ nyv  y e n
with z » y^, F ■ F^, and G * G1 employed to simplify the notation in this 
section. Since F^ is nonsingular, it has a unique block QL decomposition 
(Theorem 7), Fj» Q ^ .  Premultiply (85) by L^. Then
V l  * LlFlyl + L1G1U " L1Q1L171 + L1G1U# (86)
Define y£ * L ^ ,  G£ = L ^ .  Then y2 * F2y2 + G£u and ym = DL“3^ .  A 
sequence of transformations yields the system representation :
y8+l " FS+l7s+l + GS+1U 
ym  ’ Dh 1- "  ^ lys+l " DDs'lys+l
(87)
where
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y. = L y .  = l . . .  L-y- = u j .  = u y
G , , = L G = L ... L1 Gn = U G, s+1 s s s 1 1  s i
(88)
Since U - . tt L is lower block triangular the r--dimensional s i—l j- 1
leading subvector of y is the transformed measured output y . This iss ym
precisely why we require the decomposition F=QL instead of F=QR. Otherwise 
the transformed output yg+  ^will be a linear combination of all system states 
instead of measured output only. This is crucial because we want to "preserve" 
relationship between the measured outputs and state variables of any reduced 
order model constructed from the GHR (87).
The effect of applying a sequence of QL iterations on the system 
structure, as depicted in Figure 2 is that the subsystems have now been 
ordered so that S^, as an independent subsystem, contains the dominant 
dynamics, S2 is the system with which the next group of eigenvalues, in order 
of dominance, is associated, and so on to the last subsystem S, which is the 
fastest subsystem as it is associated with eigenvalues with largest moduli.
It is however, important to note that as the iterations are allowed to go to 
infinity,while the essential feedback links would tend to become weaker and 
weaker,the effect of the iterations on some other parameters is to make them 
larger and larger, e.g. allow them to grow unboundedly. To see this recall 
that from 64b, lim U =* lim L ID L = lim L D L, when F-, contains
S —» oo S s —» co S s -* a> 1
eigenvalues with modulus greater than one Us will grow unbounded. Thus, when 
the QL algorithm is applied to the final
blocks to arbitrary neighborhood of the zero matrix, the.inevitable result 
is the appearance of large gain factors in the control matrix and some feed­
forward links, accompanied with negligible entries in the output matrix. On
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the other hand when there exist some eigenvalues of moduli smaller than one 
this will have the inevitable result of the appearance of high gains in the 
output matrix of the resulting GHR. Thus, the primary aim of applying the 
QL algorithm is to detect after a relatively small number of iterations 
whether some of the superdiagonal blocks have a high rate of convergence 
towards a zero matrix such that by neglecting them an acceptable 
approximation error between the outputs of the full order model and the 
outputs of the neighboring model in which such terms have been neglected is 
acceptable. Thus if after s iterations, we have a new GQX. processed GHR 
representation;
with
y, = V s +  V
F =
y . =
A
7m = if a 1 Cix o ... O
 i—l *4 (0
Fs^ 8„3.
G = 8
GJ | 8
HJs 8 GJa
¿1
to
-1yJ 3 1 yJg € jP, P = 1
(89)
(90)
=1
S 1If superdiagonal block F. , in EJ is appreciably reduced, a candidate1, lTi S
reduced order model is obtained by placing H * * 0 and thus has the followings
form:
z - F sjz + G ^ u  (91)
y - V(1,1)~1[I 0 ... 0]z m s
which results from retaining only the strongly observable part of the resulting
system.
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10. Reduced Order Modeling
We now show how the GHR and the QL algorithm are employed to derive 
a reduced order model. The GHR is useful because it determines a collection 
of candidate structures of the reduced order models and singles out parameters 
appropriate for further adjustment if this is necessary. The underlying idea 
is to compensate the influence of the interaction between the aggregate and 
the residual by the adjustment of some parameters in a candidate reduced order 
model from the GHR. A procedure applying the restricted QL algorithm to the 
GHR is developed for adjustment of these parameters. Thus, model reduction 
consists of: (i) transforming the system to the GHR, (ii) selecting from the
GHR a structure and a set of adjustable parameters, (iii) using the restricted 
QL algorithm for the adjustment of these parameters. Models based on the 
GHR and the restricted QL algorithm describe the dynamic behavior observed 
through the available measurements, require the adjustment of only a 
restricted subset of parameters and at the same time retain the internal 
structure of the subsystem strongly observable through the outputs.
We begin by noting that the GHR of a dynamic system is a sequence 
of subsystems coupled so that each subsystem receives feedforward signals 
from all subsystems preceding it and a feedback signal only from the sub­
system immediately following it. If the influence of any of the feedback 
paths can be considered weak, or may be compensated, its elimination or 
compensation will result in a reduced order model that preserves the
input-output behavior of the system. Thus, if for some i < k F =0
3 i, i+1 1
then the GHR immediately yields an exact reduced order model. Such cases 
occur only if the original system (9) is not completely observable.
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A more interesting case occurs if the original system is obser­
vable and thus not aggregable. In this case F^ ±+1 t  0, for all i. However, 
if for some i, the norm IJh 1! is much smaller than the norms of ||f:L| , ||e L||,
IIFXH , IIG1!!, and Hg^H , where
F1 =
F11 F12 0 0
F21 F22 F23 0
Fil Fi2 Fi3 Fii
H
H.L i,i+l
0
0
. 0
. 0
G1 =
G.1 J
(92)
R l -
- -
F . ,, , ... F . ,. . l+l, 1 l+l, l
• —i
Fi+l,i+l Fi+l,k
—i
Gi+i
F - • G = •
_Fkl Fk,i Fk,i+1 Fk,k 3 c .
then F^ may be neglected and the reduced order model is
„1 , „1 z - F z + G u (93)
y ■ [I1 0 ... 0]2.
In this case the GHR directly provides the model structure and the appropriate 
values of all model parameters.
Consider now the case when none of the F^ i = l,...,k-l can
be neglected. For i — 1,...,k-l the system may be considered to consist of 
an aggregate subsystem S1 coupled with the residual subsystem S1, and 
represented as
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. i i i , i—i iz = F z + H Z + G u
—i i i , —i—i _i (94)z = E z + F x + G u
with F , H , G , E , F , G given by (92). The GHR determines the structure 
of the model and establishes the appropriate adjustable parameters within 
this structure. First, we propose that a reduced order model be constructed 
in the form
z = F1z + C^u (95)
y = [I1 0 ... 0] z,
for some i = l,...,k-l where F and G have the same structure as F1 and G*~ 
in (92) except that some parameters in F1 and G1 are to be adjusted to more 
appropriate values. Second, these values are selected to compensate for 
the effect of the neglected term F^ i+1zi+1* Thus, a natural choice is to 
adjust only the parameters in F. . ,_j = 1,...,i, and G. to achieve1 3 J 1
i _ « i+1
.2 F. .z. + G. u ^ E F. .z. + G.u J=1 IjJ J i j=l i,j J i (96)
and thus compensate for the effect of the neglected term F. . , z. , . Wei,i+l l+l
propose that this compensation be achieved through a procedure which applies 
the restricted QL algorithm on the obtained GHR from chained aggregation to 
obtain another GHR from which a suitable reduced order model may be extracted.
Consider a GHR of a LTI system and assume that based on the 
internal structure of the GHR, a plausible model may have dimension 
Vf ri + * * • +r i? where r ^ , j = l,...,i is the dimension of Sl through in 
the GHR. Then for a model of dimension p^ the plant matrix F1 and the 
control matrix G1 are then seen as rational initial guesses in 
construction of a reduced order model. If the interaction in (92)
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connecting the aggregate (F*,G*) with the residual (F*,g S  is not weak, 
it cannot simply be neglected. We propose here that the interaction 
term should be compensated and that this generally be accomplished 
by the adjustment of some parameters in F* and G* when the interaction 
term is dropped. However, the procedures described in previous sections 
are only useful if the GHR has been further conditioned to a new GHR.
We now describe how the selection of parameters to be adjusted and the 
subsequent adjustment of these parameters can be achieved 
by applying the restricted QL algorithm. Decompose the plant matrix 
F as in (92):
(97)
F =
Note that from the introduced notation the following relation holds 
between F* and F* :
„i-1F H1'1
A
1*
A B
at
i-1£1 I1'1 C D
i *
It also follows that
.i-1
I 0
!:I •
' 0
i-l,i
FM
(98)
B = Hi-1
i-l,i
0 ... 0
. a . . .  o 
0 ... 0
(99)
and that FM , in ,(98) are the top layer blocks in C, whilei,i-l
F± ^ is the upper-left corner block matrix of D.
L
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Define now the similarity transformation
( 100)
the block-partition of T being compatible with (97) and define L such 
that it achieves the generalized QL decomposition of D, i.e.
D = QL
for some unitary matrix Q. It is immediately clear from the properties 
of the generalized QL algorithm that this transformation achieves the 
following:
(i) T defines a similarity transformation and thus all 
eigenvalues of F are preserved
(ii) L defines a QL decomposition of D and thus all 
eigenvalues of D are preserved.
Consider now a sequence of iterations such that in the k-th iterate 
we have
V
A, B,
r—oM
k k
T. =k
C, D, 0 Lk k k
9 Dk “ QkLk
Then, since, F. . =T.F, T*1 we have ’ k+1 k k k
k+1
A, B, L“1 G1'1k k k k
Gk+1 =
L, C, L, D, L“1 l G1'1k k k k k k k
(101)
( 102)
Thus after a number of iteration we observe that (letting L = L L . . . , L )1* 2 k
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(a) A, , = A, = F* * and thus F* ^ has remained unaffected;k+1 1
(b) =s B L * and thus, because of (99) ^ has been
adjusted;
(c) C. . = LC_ and thus the blocks F , j=l,...,i-l haveIC+X 1 *jji
been adjusted;
(d) as LD^L 1 and thus F^ the left upper corner block of 
Dl^ has been adjusted;
(e) The block Fi next to Fi i in has been reduced in norm;
(f) The eigenvalues of D have been ordered in dominance and the 
dominant eigenvalues of D are now contained in the adjusted F ^ ;
(g) G*+J = G* * and thus G^, is unaffected by the
transformation;
(h) G*+^ as LG* * and thus G^ has been adjusted.
Therefore, if based on the structural properties of the GHR
and the physical insight concerning the system being considered, it is
decided that, a reduced order model containing the first i layers of the
GHR should be used as the basis for constructing a reduced order model of
dimension p , then the restricted QL algorithm provides a
way for modifying those parameters of the model contained in the blocks
F. . F. ., j=l,...,i and G .. The final result obtained by neglecting i - i , i i » j  i
F^ in the resulting GHR is a model characterized by the following plant 
and control matrices:
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F
1,1
2,1
1,2
2,2
• • • • • 0
• • • •« 0
F F*-1,1 i-1,2 '
.... F
G *
JL-1 
L Gi
(103)
(104)
M  1,2 -i,±
where the result may be interpreted as if the coupling term F y
iji+l^i+l
has been approximated via a linear combination
with additional adjustment of the parameters in the block F± #
The results are related to the concepts of equivalents of external 
systems. Consider then the pair (F1”1,G1"1) to be the internal subsystem, 
coupled to the external subsystem (f1 .G*"1) through the coupling terms, Fig.4a.
Application of the restricted 0L algorithm may be interpreted as obtaining an 
equivalent of the external system containing its dominant dynamics, Fig. 4b.
The reduced order model is the composite model formed by the internal model and 
the external equivalent, Fig. 4c. By inspecting (103), it is observed that the 
internal model of the system remains unaffected by the equivalencing procedure, 
while the interconnections and the model of the equivalent have to be adjusted 
and constructed, respectively.
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11; Software Support
To investigate the usefulness of GHR in model 
reduction problems as described in previous chapters, a numerical package 
called ROM is developed in accordance with the theory of chained aggrega­
tion, generalized QL transformations and restricted QL transformations.
In addition, to assess the results of model reduction via GHR, a 
simulation package has also been developed. The package ROM contains 
five subpackages, namely (1) GHR*FOR, used to carry out the chained 
aggregation steps ; (2) GQL.FOR, used to perform generalized 
QL transformation ; (3) RQL.FOR, used to perform the restricted 
QL algorithm ; (4) SIM.FOR, used to simulate design problems
using reduced order models obtained from GHR; (5) SIM2.F0R, same as 
SIM.FOR except it is modified to accomodate systems with outputs which 
also contain input u.
tional mode between the user and the computer. The’ remaining chapter 
describes only the major functions of each package. Details of various 
programs and additional illustrative examples are contained in
• All packages have been programmed in interactive and conversa­
[31] .
GHR.FOR: Consider any arbitrary system representation
x =5 Ax + Bu + Ev (105)
(106)
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T1 j j j  •  ^
where x£ R , u ^ R  , y^z R and A,B,C,E are constant matrices of 
appropriate dimensions. The program GHR is used to obtain the generalized 
Hessenburg representation of (105)-(106). The chained aggregation steps 
are performed by establishing a sequence of equivalence transformations 
on the input system representation, namely.
H = Tk-1 Pk-1 Tk-2 Pk-2 •—  T1P1 <107>
The accuracy of the resulting equivalent GHR representation [f , G, W, ¿1
is in general reliable and detrimental to the success of a good GHR is
only limited to the numerical stability of the matrix inversion and matrix
rank testing routines used. Computational experience indicates that if
the system matrices are well-behaved, i.e. no ill-conditioning occurs,
then the resultant GHR is satisfactory. However, if the system
matrices have wide fluctuations with respect to the magnitudes of their
elements, the final GHR can be unsatisfactory at times.
At the termination of program GHR, the input system representation 
[A,B,E,C] and the system eigenvalues are printed. Then the obtained 
GHR, i.e. [f,G, W, d] and its associated eigenvalues are printed. The 
printing of eigenvalues of input and output representations serves as 
a check to the accuracy of the series of transformations carried out 
during the execution of the program. In addition, all possible reduced 
order models directly obtained from the GHR as described and their respective 
eigenvalues are printed.
GQL.FOR, RQL.FOR: Consider an input system specified in GHR form,
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z = F z  + G u + W v C108)3 S S S 3
y = D z , s=l (109)■'m s s 9
The program GQL.FOR obtains the lower block triangular factor
matrix L (which is compatible with the input system matrix F) of F s s
i.e., F = Q L . s=l,2,.... At each QL iteration, the matrix L is s s s s
obtained block by block according to (80) and (81). Computation'in
each iteration is well defined and the inversion of submatrix in (81)
presents no numerical instability in general. The order of is
bounded above by dim (y^) = Hence no large matrix need to be inverted
in the process of obtaining L . Once L is obtained in each iteration, as s
linear transformation is applied to (108)-(109) using L . An arbitrarys
number of GQL iterations may be carried out. Upon user desired termina­
tion, the input GHR and its various reduced order models and the final 
GHR (GQL processed) are printed.
The program RQL.FOR is essentially a modified version of GQL.FOR.
At each iteration, the matrix L is of the forms
L = s
I 0
0 L
, s —1,2,... ( 110)
where L is the factor matrix from the QL decomposition of F*"^ is obtained. 3 s
F* \  is a submatrix of F^ of (108), i.e.
r
F i -
i-1 i-1
H1"1 J1“1H 1 F1
(111)
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Here i denotes the i*^ reduced order model as described previously.
A linear transformation using Lg of (110) is applied to the GHR.
As in GQL.FOR, the starting GHR and the final GHR (RQL processed) are 
printed. Notice while GQL.FOR is only applicable to input GHR with non­
singular system matrix F^, the program RQL.FOR may be applied to system 
with singular F^ as long as F^ 1 is nonsingular for the reduced model index 
i chosen by the user.
SIM.FOR: The program SIM.FOR is used to simulate output trajectories
of input system and its reduced order model. No specific form is required 
for the input model. For a linear time invariant input system of the 
form:
A11 ^ 2
A , A21k 22
* « «
B! h+ u +
B_ E2
»
2
(112)
ym = t0!! C12^ (113)
its reduced order model is taken to be
^1 = A11X1 + B1U +Eiw (114)
yB = C11X1
where x., is of order n , n denotes the order of. the reduced order model i r r
desired. Thus the program is not necessarily applied only to an input system
158
of GHR form, however it is best suited for such a special system * 
representation. In addition, the program is set up such that it may 
be used only to solve an optimal state regulator problem without 
stepping through the remaining program involving reduced order model 
simulations.
Two regulator problems and a suboptimal control implementation 
are solved. Using the full model, a state regulator solution (denoted 
as optimal regulator) is obtained. The output trajectories corresponding 
to the open-loop and closed-loop system are computed, stored and 
plotted. Next a designated reduced order model in the sense of 
(114) is selected. A second state regulator solution (denoted as 
reduced regulator) is obtained using the chosen reduced order model.
The corresponding output trajectories of the open-loop and closed—loop 
reduced model are computed, stored and plotted. In both cases, the 
same performance index
J = \l + uTr u dt (115)
0
is used, where ym is the measured output of the full model. To obtain 
the suboptimal trajectories, the control obtained as optimal on the 
reduced order model is used on the full model. This control is
u = [F 0] *1
where F is the optimal feedback gain of the reduced regulator. The 
resulting solution will be denoted as the suboptimal regulator. The 
corresponding output trajectories are computed, stored and outputed. 
Finally, a comparison of each component of the output trajectories for 
the above 3 cases are displayed at the user’s request.
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The program SIM2.F0R is essentially the program SIM.FOR 
modified to accomodate the simulation of the following system: 
x = Ax + Bu
=  Cx +  D0U
' - ■ f O X , dt
(116)
i.e. SIM2.F0R simulates systems whose output equation contains an 
control term Dqu . Exactly same options are in program SIM.FOR are 
available and exactly same operations are performed.
12. Interconnected Power System Example
Consider now the model of an interconnected power system. The 
interconnection is assumed to consist of three power areas with one thermal 
and one hydropower plant in the first area, a hydro plant in the second area 
and a thermal plant in the third area. Together with the tie line power flow 
equations between the areas (all three areas are assumed to be mutually 
connected by tie lines) the system is described by a 19-th order linear system 
of the form
x = Ax + Bu + Dz
y = Cx
1*60
where x is the state vector, u is the control vector, w is the vector of 
external disturbances and y is the vector of measured outputs. In this model 
the first area is modeled by an eighth order model, the second area by a 
fourth order model, and the third also by a fourth order model, with three 
additional equations modeling the tie line power flows between areas. Details 
of the modeling process, as well as the explanation of all model parameters 
and the values of these parameters used in the example are taken from [28].
The state control, disturbance and output vector components have the following 
physical interpretation.
Components of the state vector:
x^ ~ Aa^ - valve position displacement in the thermal unit
x? * Ap 53 power output displacement of HP- turbine in the thermal unit
■ l
x-, * Ap = power output displacement of IP turbine in the thermal unit
2
x, = Ap * power, output displacement of LP turbine in the thermal unit
. 3 •
x5 * * 2ate valve position displacement in the hydro unit
x6 * = Sa^e valve velocity displacement in the hydro unit
Xy * Aq “ displacement of water flow through the penstock of hydro unit
Xg ® Af^ = system frequency displacement in first area
xQ 35 Ap = displacement of tie-line power flow in area one
' * el
x ^q = Af^ - system frequency displacement in area two
X11 * = displacement of water flow through the penstock of hydro unit
in area two
X 1 2  “ Av * Sate valve velocity displacement in the hydro unit in area two
x13 * ^  * £atc valvc position displacement in the hydro unit of area two
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x ^  = Apt = power output displacement of LP turbine in thermal unit of 
area three
x^g = Apt = power output displacement of IP-turbine in thermal unit of 
area three
x16 = ^pt = power outPut displacement of HP turbine in thermal unit of 
area three
x^y = Aa = valve position displacement in the thermal unit of area three 
x^g = Afg = system' frequency displacement in area three 
x19 * ^pe = displacement °f tie-line power flow in area two 
Components of the control vector:
u.. = Af = set-point adjustment in thermal plant of area one
HH -
- Af = set-point adjustment in hydro plant of area one
Ug = Af = set-point adjustment in hydro plant of area two
u4 = Af = set-point adjustment in thermal plant of area three
H
Components of the disturbance vector:
z, = Ap = load displacement in area one
1 .
* Ap = load displacement in area two 
A L 2
z~ ~ Ap = load displacement in area three 
L3
Components of the output vector:
y = Ap = displacement of tie-line power flow in area one
el
~ Ap0 ~ displacement of tie-line power flow in area two 2
y3 * = systera frequency displacement in area one
y4 = Afg = system frequency displacement in area two
The governors in the thermal plants are assumed to be of the tachometric type 
while those in the hydro plants to be accelerotachometric with transient
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speed-droop. Also, the hydro plants are assumed to be river plants with no 
intake tunnel and no surge tank,in which case the losses in the penstock may 
be neglected.
Generally, for this system the frequency displacement in area three 
is also available as an output variable, as is the tie line power flow 
displacement in area three. However, this last measurement is linearly 
dependent on the other two tie-line power flow measurements. The frequency 
in system three has been eliminated for simplicity, so that a model with the 
same number of inputs and outputs results. Models with different subsets of 
measurements may also be studied but were not presently analyzed. The system 
matrices (A,B,C,E) and physical meaning of matrix entries majrbe found- 
in [28}. In particular, the values » ai -$ ~ z are used in the system
- \Y • ’ ' * • •
matrices for the present analysis. c The model as well as all other 
numerical values are taken from [28] and the reader is referred to it for 
additional insight as well as the value of the physical parameter.
. _ V
When chained aggregation is applied to the system as represented in 
Table 2 the result is a G1IR consisting of 8 subsystems; their dimensions are 
respectively 4,3,3,3,2,2,1,1. Thus, reduced order models.of orders 4,7,10,13 
etc., may in principle be constructed from the GHR with an internal structure 
prescribed by the GHR structure and with nominal parameters as given by the 
GHR.
Consider the models obtained directly from the GHR by neglecting
the appropriate block matrix i+1 in the GHR. The block Fx 2 is neglected
for a 4-th order model, F~ ~ for a 7-th order model, F- for a 10-th order3,4
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19-th order 
system
18-th order 
model
17-th order 
model
15-th order 
model
-5.2117 -5.3789 2.8428 -2.0080
-5.1414 -5.1382 5.1418 -5.1417
-5.0174 -5.0174 5.0174 -5.2533
-4.9975 -5.2116 5.2117 -5.2112
-0.0104-fj2.3791 -0.0104+j2.3791 -0.0104-fj2.3791 -0.0104-fj2.3798
-0.0104-j2.3791 -0.0104-j2.3791 -0.0104-j2.3791 -0.0105-j2.3798
-0.0350-Hcl.9734 -0.0350-fj 1.9785 -0.0352+j1.9788 -0.0349-fj1.9794
-0.0350-jl.9784 -0.0350-jl.9785 -0.0352-jl.9788 -0.0349-j1.9794
-1.6220 -1.6283 -1.6425 -1.6039
-1.9937 -1.9934 -1.9940 -1.2479+J0.0256
-1.9991 -1.9952 -1.9879 -1.2479-jO.0256
-1.2029 -1.2041 -1.2071
-0.0897+j0.3174 -0.0897-fj0.3047 -0.1247+j 0.3049 -0.1654+j0.3060
-0.0897-jO.3174 -0.0897-j0.3047 -0.1247-jO.3049 -0.1654-jO.3060
-0.4042 -0.3694 -0.3325 *
-0.2228 • r -0.1500
-0.1747 -0.1600
-0.1478
-0.0656 -0.0980
-0.0635 -0.0685
-0.0501 -0.0495
13-th order 
model
10-th order 
model
7-th order 
model
4-th order 
model
-5.2123 -6.2041
-5.1642 -5.6855
-3.1456 -2.0000 -2.0189
-0.0149+j2..3S06 -0.0232-fj2.3567 -0.0207-fj2.2862 -0.0555+j2.0918
-0.0149-j2.3806 -0.0232-j2.3567 -0.0207-j2.2862 -0.0555-j2.0918
-0.037-6-fjl.9797 -0.0445+j 1.9568 0.0055+j1.8604 . -0.0560-fjl.0817.
-0.0376-jl.9797 -0.0445-jl.9568 0.0055-jl.8604 -0.0560-j1.0817
-1.1940 -1.2935
-1.8849 *
-1.6198 -1.6428 -1.6890
-0.1247-fj 0.1505 *
-0.1247-j0.1505
0.1766 -0.2088 0.1252
Table 1. Eigenvalues of the original and all reduced order 
models from the GHR
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model, F^,5 for a 13-th order model, etc. The eigenvalues of the resulting 
reduced order models and the eigenvalues of the original 19-th order model 
are presented in Table 1. Clearly, the two pairs of lightly damped, highly 
oscillatory modes are retained even in the crudest 4-th order model.
Based on eigenvalue comparison and open-loop comparisons the best 
model derived directly from the GHR is the 10-th order model. To assess its 
capability in predicting closed loop behavior of the system, as well as to assert 
its use in determining strategies to be used on the actual system, a linear 
regulator was designed using Q=0.1I and R^IOI. Full state feedback was 
allowed for both the 10-th order model (using all 10 model states) and for the 
system (using all 19 states). Results for all available outputs are shown in 
Figure 5 and are clearly satisfactory. However, when analogous design was 
attempted with Q-I and R5*!, the results were drastically different. While 
all the outputs of the optimal system were in good agreement with all the 
outputs of the optimal reduced order model, Figure 6, when the strategy 
obtained on the reduced order model was applied to the actual system, this 
suboptimal system became unstable. Thus this is an example where the reduced 
order model models with acceptable accuracy the open-loop behavior of the 
plant, may be used to assess the closed-loop behavior of the plant but fails 
to provide satisfactory solutions for control strategies to be used on the 
actual system. Thus it possesses capabilities (a) and (b) but not (c) as 
defined previously. In view of these results, two problems were then 
considered: (i) determine a model providing satisfactory answers to (a), (b),
and (c), and (ii) determine the causes of such behavior of the 10-th order 
model. While the answer to the second problem should guide the study of the
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Fig. 5. Closed-loop output trajectories of 10-th order model (R), of the optimal 
19-th order system (0) and of the suboptimal system (S) with respect to 
Q = 0.1I, R = 10 I.
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Fig. 6. Closed-loop output trajectories of the 10-th order model and the 
optimal and suboptimal 19-th order system with respect to Q=*I,
R ■ I showing instability of the suboptimal system.
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first problem, at this stage of research the procedure was inverted; the RQL 
algorithm was used to obtain and analyze a candidate model, and results 
obtained, together with those already presented were then analyzed and an 
empirical answer to the second problem proposed. These conclusions are 
supported by the results obtained in this example but the theoretical back­
ground for more general conclusions is only presently being developed.
Consider therefore the problem, of obtaining a satisfactory model by 
the RQL algorithm. Note that the 10-th order model is also not satisfactory 
because the control u^ is not present in the model. The reason for this is 
that its effect on the measurement is smaller than the other three controls 
since the frequency of the third area is not used as a measurement. Thus, 
the first model that actually contains all the external inputs in controls is 
the 13-th order model.. The reason the 13-th order model was not immediately 
used is that the model derived directly from the GHR has one unstable mode 
and does not satisfy (a), Figure 7, despite the observed fact that it 
provided satisfactory answers to both (b) and (c), as may be observed from 
Figure 8, where results of closed-loop design for Q = I and R = I are 
presented. In summary, the 13-th order model appears a better candidate for 
a reduced order model if the RQL algorithm may be used to.obtain a model that 
would provide a satisfactory answer to (a) as well. Such a model was obtained 
with 3 RQL iterations. The resulting representation of the system is another 
GHR such that by construction all reduced order models lower than the 13-th order 
model are unchanged with respect to the original GHR, while the 13-th order 
model is modified and is now stable. The open-loop responses of the 4-th, 7-th, 
10-th (all identical with those from the original GHR) and 13-th order model
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Fig. 7. Open-loop response of the 13-th order model derived from the GHR 
and of the 19-th order system.
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Fig. 8. Closed-loop output trajectories of 13-th order model (R) 3 of the optimal 
19—th order system (0) and of the suboptimal system (S) -or Q ~ I a R~ l.
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obtained after 16 RQL iterations for all 4 outputs are presented in Figures 
9 to 12. A comparison of the eigenvalues of the system, of the 13-th 
order model obtained from the GHR and of the 13-th order model obtained from 
the RQL is presented in Table 2. The closed loop responses for the case 
Q»0.1I, R * 1 0 I  are presented in Figure 13 and in Figure 14 for the case 
Q * I and R « I .  The model is clearly satisfactory.
13. Influence of Transmission Zeros
Let us investigate causes that have made the 10-th order model 
unacceptable for task (c), while acceptable for tasks (a) and (b), and on 
the other hand have made the 13—th order model acceptable for tasks (b) 
and (c) and after modification by the RQL algorithm also for task (a).
The basic question may be formulated as follows: Why is the 13-th order
model satisfactory for predicting closed-loop behavior as well as providing 
strategies to be used on the system, while the 10-th order model was 
satisfactory in predicting closed-loop behavior only and is not satisfactory 
in providing strategies to be used on the actual system? It is well known 
that closed-loop behavior of the system is greatly affected by the trans- ’ 
mission zeros of the system, and thus in explaining the behavior described 
above it was investigated whether transmission zeros provide an 
explanation. As is well known when the gains in the output feedback are 
allowed to increase,some of the poles of the resulting closed-loop system 
approach the finite transmission zeros. Therefore, if the system has a right- 
half-plane transmission zero it will become unstable when feedback gains are 
sufficiently increased. The assumption that transmission zeros provide an 
answer to the above results was based on the fact that unsatisfactory 
behavior of the suboptimal system when strategies obtained on the 10-th order
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a) 19-th order system (S) and 
4-th order model (M)
c) 19-th order system and 
10-th order model
b) 19-th order system (S) and 
7-th order model (M)
d) 19-th order system and 
13-th order model
Fig. 9. Comparison of open-loop trajectories of yr
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a) 19-th order system (S) and 
4-th order model (M)
b) 19-th order system (S) and 
7-th order model
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c) 19-th order system and 10-th 
10-th order model
d) 19-th order system and 
13-th order model
Fig. 10. Comparison of open-loop responses of y^.
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a) 19-th order system (S) and 
4-th order model b) 19-th order system (S) and 4-th order model (M)
c) 19-th order system and 
10-th order model d) 19-th order system and 10-th order model
Fig. 11. Comparison of open-loop responses of y^.
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a) 19-th order system (S) and 
4-th order model (M) b) 19-th order system (S) and 7-th order model
c) 19-th order system (S) and 
10-th order model d) 19-th order system and 13-th order model
Fig. 12. Comparison of open—loop responses of y . ,
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19-th order model 13-th order GHR model 13-th order RQL model
-5.2117 -5.2123 -5.2109
-5.1414 -5.1642 -5.0619
-5.0174
-4.9975 -3.1456 -2.0695
-0.0104+j2.3791 -0.0149+j2.3806 -0.0034+j2.3830
-0.0104-j2.3791 -0.0149-j2.3806 -0.0034-j2.3830
-0.0350+j1.9784 -0.0376+jl.9797 -0.0325+j1.9814
-0,.0350+j 1.9784 -0.0376-jl.9797 -0.0325-jl.9814
-1.9991 -1.8849
-1.9937
. -1.6220 -1.6198 -1.6110
-1.2029 -1.1940 -1.2144
-0.0879+j0.3174 -0.1247+j0.1505 -0.1753+j0.3063
-0.0879-j0.3174 -0.1247-j0.1505 -0.1753-j0.3063
-0.4042 -0.7148
-0.2228
-0.1478 0.1766
-0.0656 -0.0643
-0.0501
Table 2
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xmt1
Fig. 13. Closed-loop output trajectories of 13-th order RQL model of 
the optimal system and the suboptimal system for Q-0.1I, 
R*10 I.
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14. Closed-loop output trajectories of 13-th order RQL model (R), 
of the optimal system (0) and of the suboptimal system (5) for 
Q = I, R = I.
Fig.
¿78
model are used is observed in the case where constraints on the controls 
are considerably decreased and thus the gains aru allowed to have higher 
values, i.e. on the case where Q = 0.1I, R»10I.
To investigate the influence of transmission zeros it must be
remembered that full state feedback was allowed for the models. Therefore,
neither the 10-th order model, nor the 13-th order model have transmission
zeros. To investigate whether the system has transmission zeros, the outputs
• •
available for feedback for each model must be considered as the system outputs 
respectively. Thus, with respect to the 10-th order model it must be assumed 
that the available outputs are not the first four state variables in the GHR 
but the first 10. Similarly, with respect to the 13-th order model, the 
system must be assumed to have available as measurements the first 13 state 
variables of the GHR. The transmission zeros, of the system with 10 outputs 
and 13 outputs respectively are presented in Table 3.
10 outputs 13 outputs
-4.999 -5.0023
-1.9989
-0.21322 -0.24124
-0.15475
0.53234
Table 3. Transmission zeros of the system with *10 and 13 
outputs respectively.
We find that when the first 10 state variables are available as outputs the 
system possesses one right-half-plane transmission zero. However, the 10-th
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order model, with full model state feedback has no transmission zeros. 
Therefore, the model does not contain this information on an upper bound on 
the allowable gains. Hence, the optimal gains obtained for the'model are 
too high when applied to the actual system and it becomes unstable. This is 
why the model is good for tasks (a) and (b) but not for (c). Observe that the 
unstable mode of the suboptimal regulator is 0.5564. On the other hand, with 
13 outputs available for feedback the system has no right-half-plane trans­
mission zeros, and thus when the gain is increased in the output feedback it 
does not exhibit the tendency to go unstable.
14. Future Research
Further insights will have to be gained into structural properties 
of the GHR and their effect on the selection of a particular reduced order 
model in terms of the number of layers in the GHR to be included into the 
reduced order model. Conditions under which the restricted QL algorithms 
leads to a representation in which the interconnection from the residual of 
the external system to the dominant dynamics of the external system may simply 
be neglected will be analyzed. For the more general case the effect of this 
residual will be taken into account by applying results of singular perturba­
tion theory. Conversely, the ordering of modes will be used in singular pertur 
bations and time scale decompositions. The role of GHR in characterizing 
transmission zeros and the capability of models obtained by this reduction 
technique to retain specific, notably right-half plane transmission zeros, will 
be investigated. The impact of several decision makers using this technique 
results in a multimodel situation which will be analyzed subsequently.
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