I. INTRODUCTION
WDM (Wavelength Division Multiplexing) allows hundreds of high-speed wavelengths, each with a bandwidth of 40Gbps or above, to be multiplexed onto a single fiber for parallel data transmission. Due to its high-speed nature, even a very short service downtime caused by a single fiber-cut can lead to huge data and revenue loss. Therefore, network survivability against possible link failures is an important issue in all-optical WDM networks [1] . To achieve fast optical recovery against a link failure, it is critical to precisely localize the failure in a timely manner, such that the routing entities can immediately reroute the disrupted traffic to bypass the failed link.
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This work is partially supported by Canada NSERC PDF grant and Chinese NSF under project number 60872032. on a set of alarm signals observed in the optical domain. Note that all-optical monitoring is the key to achieve fast link failure localization, where no O/E process and signal dissemination should be allowed. Several fast link failure localization schemes have been proposed [2] , including simple and non-simple m-cycle [3] [4] [5] [6] [7] , m-path [4] [5] and m-trail [8] [9] . Although they differ from each other by adopting different monitoring structures (i.e., simple/non-simple cycles, paths, or trails), a common feature is that each monitoring structure is all-optically pre-cross-connected as a supervisory lightpath to support the transmission of an optical supervisory signal. The on-off status of the optical supervisory signal, as detected by a monitor equipped on each structure, indicates whether or not a link failure event occurs on the structure. By reading the status of a single structure, which denotes a single binary bit of an alarm code (to be discussed in Section II), the failure can be localized to the set of links on the structure (but not yet to the specific failed link) if an "off" status is observed. Generally, a solution consists of a set of monitoring structures. By collecting the status of all the monitoring structures, an alarm code can be generated, and the failure location decision can be made by a table lookup process.
Among all the monitoring structures, m-trail [8] [9] is shown to be the most general and flexible one with the best performance, while all other monitoring structures can be taken as special cases. However, previous studies on m-trails set the destination node of each m-trail as the only node that can detect the status of the m-trail using a single monitor, and each m-trail may terminate at a different node from others. Therefore, alarm dissemination/flooding has to be performed at all the destination nodes upon a failure event, such that a remote routing entity can collect the flooded alarms and form the alarm code to localize the failure. We claim that the use of electronic signaling in the alarm bits collecting process makes this approach not qualified as an all-optical monitoring framework. Note that such an issue was addressed in [4] where the number of monitoring nodes (MNs) was taken as a parameter to minimize. However, limited by using simple paths and cycles as monitoring structures, the solution in [4] most likely needs multiple monitoring nodes if the network is not densely meshed enough. It is clear that a practical solution for FULL without any signaling dissemination has never been reported.
In this paper, we propose a novel framework of FULL based on m-trails, where each MN can individually achieve FULL for a single link failure without any alarm dissemination/flooding mechanism. This is achieved by having a sufficient number of m-trails to pass through each MN such that each MN can locally and all-optically form a valid alarm code to achieve FULL. We claim that this is the first work that ensures all-optical fault localization at each individual MN. To save supervisory wavelength-links, the proposed framework allows multiple MNs on a common m-trail to share the alarm bit of the m-trail by tapping the optical supervisory signal. By solving a formulated ILP for the proposed framework, we will show that such status sharing can effectively suppress the increase of monitoring resources as the number of MNs increases.
The rest of the paper is organized as follows. Section II briefly reviews existing failure localization schemes. Section III presents the proposed framework based on m-trails. An ILP (Integer Linear Program) is formulated in Section IV to allocate m-trails under the proposed framework. Numerical results are given in Section V. Section VI concludes the paper with some discussions on future work.
II. LITERATURE REVIEW ON FULL SCHEMES
Several existing works [3] [4] [5] [6] focus on FULL using simple m-cycles (which can pass through a node at most once). In particular, the studies in [4, 5] used simple paths (m-paths) and cycles (m-cycles) to localize single and SRLG failures. An interesting algorithm was developed to allocate the m-paths and m-cycles one by one. With a goal of minimizing the number of MNs, the performance of this algorithm is significantly limited due to the adoption of very simple monitoring structures. The study in [7] improved the monitoring structure flexibility and used non-simple m-cycles for single link failure localization, aiming at significantly improving the performance by better exploring the connectivity and topology diversity of mesh networks [10] . For example, if a network has ||E|| links and ||V|| nodes and the degree of each node is greater than 2, the algorithms in [3, 6] need O(||E||-||V||) simple m-cycles in contrast to O(log 2 ||E||) non-simple m-cycles in [7] . Another study [11] adopts a tree-based monitoring walk to launch probes for fault diagnosis as an upper layer protocol.
Monitoring trails (m-trails) [8] provide the most general and flexible monitoring structures by removing the cycle and tree constraint. In essence, an m-trail is an all-optical supervisory lightpath which can pass through a node multiple times and a directed link once (or once per direction in a bidirectional network). All the previously reported monitoring structures can be taken as a special case of m-trails. For example, simple and non-simple m-cycles are closed m-trails, and m-paths are simple open m-trails. Fig. 1a shows the structure of an m-trail where the optical transmitter and receiver can be equipped at different nodes, and an optical supervisory signal is transmitted in the m-trail. Upon a link failure (as any one in Fig. 1b) , any m-trail passing through the failed link will be broken, and a monitor equipped at the destination node of the m-trail will detect Loss of Light (LoL) and issue an alarm, which is denoted by a "1" bit in Fig. 1c . After collecting all the alarms via an electronic signaling mechanism, a remote routing entity can achieve FULL based on the alarm code table in Fig. 1c .
III. PROPOSED FRAMEWORK
Since m-trail is the most general and flexible monitoring structure, we propose our framework based on m-trails. Assume that a given set of MNs in the network need to achieve FULL against a single link failure. Our target is to let each MN be able to locally collect sufficient alarm information in optical domain to form a valid alarm code such that FULL can be achieved at this node. This essentially removes the alarm dissemination and collection process in the previous m-trail failure localization framework. In the example of Fig. 1b under the original m-trail framework, the two monitors equipped at node 2 for m-trails t 0 and t 2 can observe two bits of the alarm code, and the other bit is observed by the monitor equipped at node 0 for t 1 . A node needs to collect all the three bits for FULL due to the dispersal of the alarm code bits. Such an alarm dissemination/flooding mechanism not only increases the failure localization latency, but also takes electronic signaling which breaks the premise of all-optical failure localization.
Motivated by the above observation, we extend the original m-trail framework [8] by ensuring every MN to individually achieve FULL without taking any electronic signaling and dissemination mechanism. Note that a MN can only detect the alarm bits issued by those m-trails passing through it. To save supervisory wavelengths, the proposed framework allows multiple MNs on an m-trail to share the status of the m-trail by tapping the optical supervisory signal. To ensure the operability in terms of optical power, we can further limit the number of MNs on each m-trail. With a set of properly allocated m-trails, every MN will be able to locally receive sufficient alarm code bits to achieve FULL in an all-optical manner.
It is possible that a MN uses the on-off status of some existing working lightpaths to achieve FULL. However, it is not considered in the proposed framework due to the dynamic nature of the working lightpaths which may lead to frequent reconfiguration of m-trail allocation. In addition, the information leakage on the status of working lightpaths between control and data planes will significantly complicate the monitoring resource deployment. Basically, we should consider a general scenario in directed WDM networks using both open and closed m-trails. However, the m-trail allocation problem in this general scenario is very complex. In Figs. 2a-2c , assume that both nodes 2 and 4 are MNs and link (1, 3) fails. For the m-trail pre-cross-connected in Fig. 2a , only node 4 can detect the off status of the optical supervisory signal, because node 2 is an upstream node of the failed link (1, 3) . If the m-trail is pre-cross-connected as in Fig.  2b , both node 2 and node 4 can detect the off status. This example shows that we have to formulate the pre-cross-connection pattern of the m-trails in order to properly describe the status sharing relationship among the MNs, which will dramatically complicate the design. On the other hand, this issue will be removed if the m-trail is in a shape of a cycle (i.e., a closed m-trail). For example, if link (1, 3) in Fig. 2c fails, both node 2 and node 4 can detect the off status of the closed m-trail. Although node 2 is an upstream node of the failed link, node 0 (which is both the source and the destination of the closed m-trail) will disable the transmission of optical supervisory signal when it detects a Loss of Light on the m-trail, and thus the off status can also be detected by node 2. Therefore, if an m-trail is closed, every MN on the m-trail can share the status of the m-trail no matter how the m-trail is pre-cross-connected. To simplify the design, we consider the simplified scenario in bidirectional WDM networks using only closed m-trails. Accordingly, a linear monitoring structure, such as 0-1-2 in Fig. 2d , will be treated as a closed m-trail 0 1 2 1 0.
IV. ILP FORMULATION
In this section, we formulate an ILP for m-trail allocation under the proposed framework. In our ILP, each supervisory wavelength-link on an m-trail is denoted by a directed on-trail vector (vector for short), where the direction of the vector gives the direction of the optical supervisory signal. Decimal alarm code [7] [8] [9] is adopted, which is a decimal translation of the corresponding binary alarm code as shown in Fig. 1c . The ILP is formulated based on the Voltage Analysis and the technique for ensuring unambiguous localization in [8] . Since those concepts and techniques have been well-established in [7, 8] , in this paper we only give brief description on them. Readers may refer to [2, 7, 8] 
Similar to [7] [8] , the objective of our design is to minimize the total cost of all monitors and supervisory wavelength-links. The difference is that the total number of all monitors in the new framework is obtained by summing up the number of MNs on each m-trail. Closed m-Trail Formulation Constraints:
Constraint (2) defines closed m-trails by requiring each node to have an equal number of inbound and outbound vectors. Since this constraint may lead to multiple disjoint closed m-trails, the Voltage Analysis technique in [8] is used to ensure a single m-trail t j by excluding others. In particular, constraints (3)-(4) define a single root node in each non-empty m-trail t j (a non-empty m-trail must have some on-trail nodes). Constraints (5)-(6) check whether a node u is on m-trail t j . Constraint (7) assigns a voltage value to each vector. Then, the voltage constraint (8) ensures that all disjoint closed trails without passing through the root node will be excluded, and thus a single m-trail t j can be obtained [8] . MN Constraints:
Constraints (9)- (10) check whether an m-trail t j passes through a particular link (u, v) . From constraints (11)- (13), the necessary and sufficient condition for a MN k to detect the off status of m-trail t j upon a link failure at (u, v) is that both link (u, v) and node k are on m-trail t j . Constraint (14) means that a non-empty m-trail must pass through at least one MN.
Unambiguous Localization Constraints:
; (18) Constraint (15) translates binary alarm codes to decimal ones. Constraint (16) requires each decimal alarm code to be larger than 0. Constraints (17)-(18) ensure unambiguous link failure localization at each MN [8] .
Optional Constraints:
The following optional constraints can be used to limit the length and the number of MNs of each m-trail. Fig. 3 and all nodes as MNs as in Fig. 4 . The cost is optimized based on (1) where we set γ=1 and c uv =1 for each link (u, v) . Let a and b be the total number of monitors and supervisory wavelength-links required in the solution, respectively. In Figs. 3 & 4 , am+bw means that a monitors and b supervisory wavelength-links are required in total, and A k is the decimal alarm code vector as observed at MN k. Note that in our previous works [7] [8] we put great emphasis on minimizing the total number of monitors required. Under the new framework in this paper, each MN achieves FULL in a distributed manner according to the locally observed optical signals. As a result, a large number of monitors (due to the increase of the number of MNs as in Fig.  4 ) is no longer an issue, because it will not complicate alarm 552  82  10  579  72  73  27  538  34  513  3  32  547  67  17  512  1  16  594  577  2  578   552  66  14  579  204  201  11  522  34  513  131  164  679  71  1  516  133  128  706  709  130  582   8  82  14  67  204  201  27  26  2  1  131  132  135  71  17  4  133  144  210  197  130  70   520  82  14  579  204  201  27  538  2  513  131  132  647  71  17  516  133  144  722  709  130  582   520  18  10  515  136  137  27  538  2  513  131  128  643  3  17  512  129  144  658  641  130  514   544  2  6  515  132  129  3  514  34  513  131  164  935  7  1  516  133  128  642  645  130  518   544  2  6  515  132  129  3  514  34  513  131  164  935  7  1  516  133  128  642  645  130  518   512  82  6  579  196  193  19  530  2  513  131  132  647  71  17  516  133  144  722  709  130  582   512  82  6  579  196  193  19  530  2  513  131  132  647  71  17  516  133  144  722  709  130  582   512  66  6  579  196  193  3  514  2  513  131  132  647  71  1  516  133  128  706  709  130 + E [7] [8] [9] as shown by m 2 . Although w 1 increases moderately (which is indeed the cost for removing the dissemination of alarm bits), w 2 actually decreases which shows the capacity efficiency on supervisory wavelength-links by allowing status sharing among multiple MNs on the same m-trail.
VI. CONCLUSION AND FUTURE WORKS
The paper introduced a novel framework for Fast and Unambiguous Link-failure Localization (FULL) based on m-trails. The proposed framework is characterized by completely removing any electronic signaling mechanism that was required in the previously reported counterparts. As a result, the failure localization latency can be significantly reduced at each monitoring node (MN). Under the proposed framework, each MN can individually achieve FULL by observing the locally available m-trail status. To save supervisory wavelengths, the proposed framework allows multiple MNs on an m-trail to share the status of the m-trail by tapping the same optical supervisory signal. An ILP was formulated for the proposed framework by employing closed m-trails, and was solved in a case study. The results verified the formulated ILP model and demonstrated the feasibility of the framework. Interestingly, we found that the status sharing among MNs on the same m-trail effectively suppressed the increase of monitoring resources when the number of MNs increases.
There are a number of distinguished future topics under the proposed framework: 1) the ILP solution can hardly reach optimality. To provide an accurate benchmark for our future research, we will try to improve our ILP model to make it more computationally efficient; 2) efficient heuristic algorithms will be developed that can complement the ILP model; 3) with a fast heuristic algorithm, we will investigate whether the average number of required monitors per monitoring node (i.e., m ) still remains stable and the number of supervisory wavelength-links still increases moderately with the number of MNs in large-size networks with various topologies; 4) a more general framework will be considered by defining a monitoring set. The nodes in a common monitoring set are allowed to exchange alarm bits they detected respectively via signaling dissemination. This is practical since a monitoring set can be a set of adjacent nodes such that the extra delay due to alarm dissemination among them is tolerable; and 5) most importantly, those frameworks should be considered in the more general scenario of directed WDM networks using both closed and open m-trails, and both ILP models and heuristics are of significant importance for performance investigations and real applications. 
