To solve the many-boson Schrödinger equation we utilize the Multiconfigurational timedependent Hartree method for bosons (MCTDHB). To be able to attack larger systems and/or to propagate the solution for longer times, we implement a parallel version of the MCTDHB method thereby realizing the recently proposed [Streltsov et al. arXiv:0910.2577v1] novel idea how to construct efficiently the result of the action of the Hamiltonian on a bosonic state vector. We study the real-space dynamics of repulsive bosonic systems made of N = 12, 51 and 3003 bosons in triple-well periodic potentials. The ground state of this system is three-fold fragmented. By suddenly strongly distorting the trap potential, the system performs complex many-body quantum dynamics. At long times it reveals a tendency to an oscillatory behavior around a threefold fragmented state. These oscillations are strongly suppressed and damped by quantum depletions. In spite of the richness of the observed dynamics, the three time-adaptive orbitals of MCTDHB(M = 3) are capable to describe the many-boson quantum dynamics of the system for short and intermediate times. For longer times, however, more self-consistent time-adaptive orbitals are needed to correctly describe the non-equilibrium many-body physics. The convergence of the MCTDHB(M ) method with the number M of self-consistent time-dependent orbitals used is demonstrated.
I. INTRODUCTION
Quantum dynamics of bosonic systems [1] is a highly active branch of modern physics.
It plays a crucial role in experiments with trapped ultra cold atomic or molecular clouds especially when external trap potentials are varied in time. Theoretical predictions on the dynamics of quantum systems in these cases are highly desirable. Quantum dynamics is usually governed by the time-dependent Schrödinger equation [1, 2, 3, 4, 5, 6, 7, 8] . To solve it means to define an initial condition, i.e., initial wave packet, and to find the evolution of this initial state in time, i.e., to propagate it. In this work we are interested in the manybody dynamics of quantum systems made of indistinguishable bosons. Specifically, to solve the time-dependend multi-boson Schrödinger equation we use a the Multiconfigurational time-dependent Hartree method for bosons (MCTDHB), developed recently in Refs. [9, 10] .
The MCTDHB(M) is a very efficient and successful propagation tool, because it utilizes a very powerful ansatz for N-boson wave function, defined in a complete Fock subspace, and spanned by all possible many-body basis functions (permanents) appearing as permutation of N bosons over M time-dependent self-consistent orbitals.
The key idea of the original MCTDH technique Ref. [11] was to consider as many-body basis functions the Hartree products build of N time-dependent orbitals, which can be, in principle, identical. This method has been widely and successfully applied (see Ref. [7] ) to study multi-dimensional quantum dynamics of polyatomic molecules, where each vibrational mode has been assigned to a distinguishable quasi-particle. Lately, it was realized that by applying anti-symmetrization operation to the Hartree products one can study dynamics of fermionic systems, so the original MCTDH method has been expanded in Ref. [12] to the MCTDHF, here the letter "F" means fermions. Analogously, we took symmetrized Hartree products (permanents) as many-body basis functions in Ref. [13] and showed their applicability for stationary multi-boson problems and, for the first time in this context, reformulated the representation of the working equations in terms of elements of the reduced one-and two-body density matrices. This reformulation has provided a deeper insight onto the underlying structure of the MCTDH "ideology" and allowed us to derive in Refs. [9, 10] closed-from MCTDHB equations for time-dependent bosonic problems and extend the MCTDH ideas further in Refs. [14, 15] to mixed systems of bosons, fermions and spinors, as well as to systems with particle conversion Ref. [16] . In the latter case particles of one kind, e.g., atoms, are allowed to undergo transformation and build up particles of another kind, i.e., molecules, and vice-versa.
The developed MCTDHB theory has been successfully applied to study a splitting of a repulsive bosonic cloud by ramping-up a potential barrier in Ref. [9] . An optimal control of this process has been addressed in Ref. [17] . The first-and second-order correlation functions of the split sub-clouds have been analyzed in Ref. [18] . In ultra-cold atomic clouds with attractive inter-boson interactions the split phenomena take even more interesting forms.
In Ref. [19] we have shown that by pumping energy into an initially-coherent localized attractive bosonic cloud one can fragment it into two dynamically stable sub-clouds, which are still strongly coupled. Moreover, attractive bosonic systems also support another kind of dynamically stable fragmented states -the famous quantum superposition states. These can be formed by scattering an attractive cloud from a potential barrier, as was predicted independently by two groups using absolutely different many-body methods [20, 21] . In Ref. [22] within the framework of the MCTDHB method we have shown that there is a much more efficient way to generate the quantum superposition states -instead of scattering an initially-coherent attractive cloud from the potential barrier one can thread it by a barrier.
The MCTDH method is so numerically stable and powerfull that one can use the many-body basis sets made of non-symmetrized Hartree products, originally proposed to describe distinguishable particles, to study systems of indistinguishable particles. The configurational spaces in these cases, however, are much larger than actually needed restricting the applicability of such a scheme to few-particle problems. Nevertheless, numerically-exact studies of few-boson problems using this scheme have been successfully done in Refs. [23, 24] .
To specify the many-body wave function in MCTDHB means to provide two sets of complex numbers -a set of expansion coefficients, i.e., a vector-array of the size of the respective Fock subspace, and a set of M one-particle functions usually defined on a real space grid. Both these sets are time-dependent, i.e., they are changing in time. The timeevolution of the expansion coefficients in the Fock space and the orbitals in space are governed by the respective MCTDHB equations [9, 10] . In Ref. [25] we have developed a novel, effective and general algorithm to operate with state vectors in Fock space, without resorting to matrix representation of operators and even to its elements. Now our goal is to utilize, implement, and apply these ideas to the MCTDHB method. In particular, we expect that a parallel implementation of the MCTDHB method augmented by the proposed algorithm allows us to propagate the time-dependent Schrödinger equation faster and more efficiently for larger configurational spaces, and thus be able to attack bigger systems, and to propagate for longer times.
In this paper we apply the MCTDHB method augmented by the invented algorithm [25] to study real-space dynamics of repulsive bosonic systems made of N = 12, 51 and 3003 bosons in triple-well traps with periodic boundaries. As initial wave packets we take fully threefold fragmented states and displace them suddenly and strongly out of equilibrium.
The periodic trap used for the propagations supports at least six bound eigenstates per well, i.e., six bands are available for the quantum dynamics. As a consequence of the displacement applied, the energies per particle of the evolving wave packets are located between the fourth and fifth bands which implies strongly non-equilibrium dynamics. On the one hand, The key methodological consequence of this study is to show that due to the algorithm used one can tackle large configurational spaces thus opening many new opportunities for the MCTDHB method.
The structure of the paper is as follows. In section II we consider a general many-boson system in real space, define its Hamiltonian and the N-boson state vector (wave function).
The basics of the multiconfigurational time-dependent Hartree method for bosons (MCT-DHB) are given in subsection II A. The implementation of the novel idea how to operate by a bosonic Hamiltonian on a state vector within the MCTDHB method is discussed in subsection II B. In particular, we describe how to map and address permanents (configurations), how to operate with one-and two-body operators as well as with total Hamiltonian, and how to construct the respective expectation values. Application of the MCTDHB method to many-boson quantum dynamics in triple-well traps is illustrated in section III. In subsection III A we provide the specification of the systems under consideration -initial and final trap potentials, initial wave packets, interparticle interactions, etc. The detailed analysis of the evolving wave packets for the systems made of N = 12, 51 and 3003 bosons are reported in the subsections III B, III C, and III D respectively. Section IV summarizes and concludes.
II. THEORY
The quantum dynamics of a system made of N bosons is governed by the many-body time-dependent Schrödinger equation. This equation describes the evolution of a manyboson wave function Ψ(t) in time:
were = 1, r j is the coordinate of the j-th boson,ĥ(r) =T (r) +V (r) is the one-body
Hamiltonian containing kinetic and potential energy terms, andŴ (r j − r k ) describes the pairwise interaction between the j-th and k-th bosons. In the most general case, the onebody potentialV (r) and the two-body interactionŴ (r j − r k ) and, hence, the many-boson
HamiltonianĤ itself may be time-dependent. To solve Eq. (1) means to specify initial conditions at t = t 0 and propagate the ansatz in time. More precisely, we have to specify the many-body wave function Ψ(t = t 0 ), i.e., an object which depends on coordinates r i of each of N particles and by using Eq. (1) find the many-boson wave function at desired time
Ψ(t).
A. Multiconfigurational time-dependent Hartree method for bosons (MCTDHB)
General analytical solutions of the time (in)dependent Schrödinger are unknown, therefore, different numerical approaches are in use [1, 2, 3, 4, 5, 6, 7] . In this section, we consider one of them -the multiconfigurational time-dependent Hartree method for bosons (MCTDHB). The general formulation and derivation of the MCTDHB method have been given elsewhere, see Refs. [9, 10] for the details. Here, we present the final equations and
give some remarks on the numerical realization of the novel ideas in [25] how to operate in a configurational (Fock) space without resorting to the matrix representation of the respective operators.
The MCTDHB ansatz, i.e., the proposed structure of the many-boson wave function is a linear combination of time-dependent many-body basis functions | n; t :
For a system of indistinguishable bosons we take permanents as many-body basis functions. Every permanent is constructed as a symmetrized Hartree product of N one-particle functions (orbitals):
where n 1 bosons reside in the first orbital, n 2 bosons reside in second one, etc., and n M bosons reside in the M-th orbital. The possible occupation patterns n, also called configurations, are constrainted only by the condition that the total number of particles is conserved n 1 + n 2 + · · · + n M = N. So, the complete configurational space of the standard MCTDHB(M) method is formed by all possible permanents obtained by distributing N bosons over M orbitals [26] :
where
. The specification MCTDHB(M) means that M self-consistent timeadaptive orbitals have been used in the computation and the size of the respective Fock space, i.e., the total number of the configurations is determined by Eq. (5).
At any given time the many-boson MCTDHB(M) wave function |Ψ(t) is known if the set of expansion coefficients {C n (t)} ≡ C(t), i.e., a complex array of N conf elements and the set of M one-particle functions {φ i (r, t)} are specified. Here, we do not discuss how one-particle functions are represented because this depends on the dimensionality of the problem and on the particular realization of the code. For example, in 1D cases, one can represent each of these functions on a one-dimensional grid as a vector-array of complex numbers.
The MCTDHB(M) ansatz Eq. (3) possesses a standard feature of any many-body timedependent expansion -its expansion coefficients C(t) depend on time. It reflects the basic idea of quantum propagation: The many-body wave packet is composed of contributions of very many states (configurations) and these contributions are changing in time. The ansatz Eq. (3) has an additional, the MCTDHB-specific feature -dependency of the orbitals, i.e., one-particle functions {φ i (r, t)} used to construct the permanents Eq. (4) on time. The orbitals {φ i (r, t)} of the evolving many-boson wave packet are optimized at every point in time according to the Dirac-Frenkel variational principle [27, 28] , changing, thereby, the many-body basis permanents. We shall see later how this additional MCTDHB-specific feature allows one to span effectively much larger configurational spaces in comparison to methods using fixed, i.e., time-independent orbital basis sets.
In the MCTDHB theory the expansion coefficients C(t) and the shapes of one-particle functions {φ i (r, t)} are considered as independent variational parameters, see Refs. [9, 10] .
We substitute the MCTDHB(M) ansatz Eq. (3) into the Hamiltonian and introduce Lagrange multipliers to guarantee the normalization of the total wave function as well as orthonormalization of the orbitals. Then, by utilizing the Dirac-Frenkel time-dependent variational principle [27, 28] we get a coupled system of integro-differential equations which have to be solved (integrated) simultaneously. According to the derivation, the coupled system is composed of two sets of the variational equations, one for the expansion coefficients C(t) and another one for the one-particle functions {φ i (r, t)}. In numerical implementations of these equations, it is usually assumed that during the elementary propagation of the first set of variational parameters, say expansion coefficients from C(t) to C(t + ∆t), the second one, i.e., the orbital set {φ i (r, t)}, is kept fixed, and vice-versa, during the propagation of the orbitals from {φ i (r, t)} to {φ i (r, t + ∆t)} the C(t)-set is kept fixed. Of course, the ∆t has to be sufficiently small.
The first set of the MCTDHB equations describes the evolution of N conf expansion coefficients and can be rewritten as:
where H = n; t Ĥ n ′ ; t is the matrix representation of the Hamiltonian. In this equation it is assumed that at each point in time, the shapes of the orbitals {φ i (r, t)} are known and, therefore, during an elementary numerical propagation time step they remain unchanged, i.e., fixed. Hence, the original real-space Hamiltonian operator [see Eq. (2)] is represented now in the second quantized form:
where the elements h kq of the one-and W ksql of the two-body operators are directly available as integrals over the discussed above orbitals:
The second set of the MCTDHB equations, also called equations-of-motion for orbitals, describes the evolution of M orbitals φ j (r, t) and can be written as:
where the expansion coefficients C are assumed to be known and remain fixed (i.e., unchanged) during an elementary numerical propagation time step. There are no individual contributions of the expansion coefficients to these equations-of-motion, they enter only as integrals [9, 10] via the elements ρ kq and ρ ksql of the reduced one-and two-body density matrices:
Since the orbitals {φ i (r; t)} are time-dependent functions, the integrals h ks and W ksql , computed according to Eq. (8) become time-dependent functions even for time independent
Hamiltonians. Hence, the price of using the self-consistent time-adaptive orbitals is that at every elementary numerical propagation time step one has to update these integrals, i.e., the second quantized form of the Hamiltonian, Eq. (7).
Having the MCTDHB(M) wave function |Ψ(t) at every given time, i.e., the N conf complex numbers C(t) and M one-particle functions {φ i (r, t)}, we have an access to the elements of the reduced one-, two-or higher-order density matrices and can construct, thereby, respective correlation functions [18] or compute any desired properties. Specifically, in this work we construct and diagonalize the reduced one-body density matrix:
the obtained eigenvalues n k (t) and eigenvectors φ N O k (r, t) are called natural occupation numbers and natural occupation orbitals, respectively. Hence, this diagonalization procedure is often called natural analysis. A simple visualization of the reduced one-body density is obtained by plotting only its diagonal part ρ MB (r) ≡ ρ(r, r; t), also referred to as density.
Summarizing, there are N conf MCTDHB equations (6) describing the evolution of the expansion coefficients, and M non-linear integro-differential equations (9) describing the evolution of the one-particle functions. To propagate the initial state, we divide time onto small elementary slices or steps. During every elementary time step either set of expansion coefficients or one-particle functions is assumed to be unchanged. This allows within a given time step to integrate the MCTDHB Eqs. (6) and Eqs. (9) independently, see
Refs. [9, 10] for more details. The evolution of the one-particle functions, i.e., propagation of the respective Eqs. (9) can be done by using general variable-order integrators, such as the Adams-Bashforth-Moulton (ABM) predictor-corrector integrator [29] . To propagate Eqs. (6) for expansion coefficients we can use the short iterative Lanczos (SIL) scheme [30] , because in the present work we deal with hermitian Hamiltonians, i.e., with real traps and real interparticle interaction potentials. The key ingredient of the SIL technique is a K-dimensional Krylov subspace, formed by repeated operations of the Hamilto- In a standard computational scheme to construct Krylov vectors at every integration step one first recalculates the Hamiltonian matrix elements n; t Ĥ n ′ ; t which is a quite tedious task that even for a moderate-sized systems. And then by multiplying this matrix with the complex vector-array of the expansion coefficients repeatedly one builds up the Krylov subspace of the desired size. In Ref. [25] we invented an alternative technique to compute the action of the Hamiltonian on a state vector. Now, we discuss how to implement the proposed ideas to the MCTDHB method to obtain quickly and efficiently all the required vectors without (re)construction of the respective Hamiltonian matrix at every point in time.
This allows, as we shall demonstrate below, for faster operations in larger configurational spaces.
B. Details of implementation of MCTDHB
The propagation of the MCTDHB wave function within a given time interval consists of two steps: propagation of the expansion coefficients keeping the orbitals fixed, Eqs. (6), and propagation of the orbitals keeping the expansion coefficients unchanged, see Eqs. (9) . The key operation at the first step is the action of the Hamiltonian Eq. (7) on a state vector |Ψ , having at hands the integrals h kq and W ksql . At the second step we need to know the elements ρ kq and ρ ksql of the reduced one-and two-body density matrices. This subsection shows how to get these quantities by implementing and utilizing the ideas reported in Ref. [25] .
As we have seen above, the set of the one-particle functions {φ i (r, t)} and the set of expansion coefficients C(t), i.e., the complex array of N conf elements, specify the MCTDHB wave function |Ψ(t) at any given time. We first introduce a simple and compact scheme to enumerate elements of the complex array C. More strictly, we utilize the explicit scheme of Ref. [25] to map M integers n 1 , n 2 , n 3 , . . . , n M characterizing each configuration to one integer J addressing it as a coordinate of the state vector. The address J of the bosonic configuration |n 1 , n 2 , n 3 , · · · , n M in the state vector is computed as:
Technically, it means that for any given set of M integer occupation numbers n ≡ (n 1 , n 2 , n 3 , · · · , n M ) we can immediately compute one integer -its address J. Consequently, using this mapping we can access any desired element of the complex array C by providing the respective set of the occupation numbers.
The next question is how to access the elements of the C array. Let us take the definition of the MCTDHB(M) ansatz (3) and rewrite it:
where the summation index J running over all N conf configurations is associated with the above defined mapping index Eq. (12) . To access every C J element by starting one DO-loop over J is inconvenient, because one has to, first, restore M occupation numbers (n 1 , n 2 , n 3 , · · · , n M ) corresponding to every given address J at every step, i.e., to solve the respective inverse problem. That is in principle possible but not necessary. To avoid it, we start, instead, M nested DO-loops running over occupation numbers n i with the condition that n 1 + n 2 + n 3 + · · · + n M = N, the index J is immediately available by applying Eq. (12).
Hence, in the case of an M-loop implementation there is no need to solve the inverse problem at all. From now on, by writting a sum over index J we actually mean that in practical implementations M nested loops over n i are running instead. The repeated recomputations of the binomial coefficients needed by Eq. (12) can be avoided by introducing a small static two-dimensional array and filling it only once by the respective binomial integers. Hence, to find the address J corresponding to a given set (n 1 , n 2 , n 3 , · · · , n M ) of the occupation numbers one needs to sum up M − 1 elements of this integer array. Now, we approach the key issue -how to find the result of the action of the Hamiltonian Eq. (7) on a bosonic state vector. Within a standard quantum mechanical text-book approach, e.g., Ref. [8] , to getĤ|Ψ one needs, first, to construct the respective Hamiltonian matrix and then to multiply it by the complex vector of expansion coefficients C.
In Ref. [25] we propose a simple alternative to it. The Hamiltonian is a sum of one-bodŷ
operator on a state vector is known, the total action of the Hamiltonian is obtained by summing them up. In [25] we discussed these operations in great details, here we give only the final formulations.
Actions of the basic one-and two-body operators
In Ref. [25] we have seen that the action of the b † k b q combination of creation and annihilation operators on every configuration |n 1 , · · · , n k , · · · , n q , · · · , n M ≡ |J of the incoming state vector can be interpreted as a re-addressing of this configuration to another one 
As we have discussed above, instead of running one DO-loop over index J, we start here M nested DO-loops over n i . The occupation pattern of the current configuration J is explicitly
The occupation pattern of the configuration that we reffer to as J kq is obtained from the current one by reducing the occupation number of the kth orbital by one, i.e., now it becomes n k −1 and by increasing the occupation number of the q-th orbitals by one n q + 1:
The change between q and k indices appears due to the change of the summation index, see Ref. [25] for more details.
Using Eq. (12) we compute the addresses of the current
with address J of the resulting state vector is obtained as a product of the C J kq component of the incoming state vector, having address J kq , and the √ n k n q + 1 prefactor. This simple and straightforward methodology is ideally suitable for programming.
Moreover, within the framework of this method we also get a direct access to the elements ρ kq of the reduced one-body density matrix. Indeed, according to the standard definition, for a given state vector |Ψ , the one-body density matrix element reads:
Thus, the matrix elements ρ kq can be immediately computed as a dot-product of the incoming |Ψ and resulting Ψ kq state vectors.
Similarly, we get the action of the general (
where the current index
vector as well as the address of the incoming vector, which we refer to 
Obviously, in the discussed scheme the elements of the one-and two-body density matrices, needed by the second part of the MCTDHB(M) equations (9) are naturally available.
Clearly, the elements of three-and higher-body density matrices can be obtained in a very similar way.
The following strategy is implemented in the MCTDHB(M) code to obtain the result of the action of the Hamiltonian on a state vector. First, for a given vector |Ψ , i.e., a given set of the expansion coefficients C, the actions of every one-and two-body basic operators are evaluated using Eqs. (14) or (16) . Each of these actions can be computed independently, implying effective parallelization. Namely, the C array, corresponding to the incoming vector is copied over all the available nodes. Then, on every node, independently, we start M nested loops to get the resulting Ψ kq and Ψ kslq vectors, corresponding to every pair {k, q} and quartet {k, s, q, l}. Second, by taking the dot-product of the incoming and the resulting state vectors, i.e., by using Eqs. (15) or (17) 
Action of the Hamiltonian
In principle, the desired vectorĤ|Ψ can be obtained by collecting actions from oneand two-body operators into two separate groups and summing only two resulting vectors afterwards. Using the results of the previous subsections we determine the total action of all the one-body terms on an initial state vector |Ψ as:
where every component Cĥ J of the resulting vector having address J = Analogously, we group the contribution from all the two-body terms:
where C kslq J are computed using Eq. (16) for every given quartet {k, s, q, l} of the summation indices.
Finally, the desired resultĤ|Ψ is obtained as a sum of the two computed above vectors
Eqs. (18) and (19):Ĥ
and the respective expectation value of the Hamiltonian is given as a dot product:
These closed form results can be considered as a formal proof that one can operate with state vectors without construction of the corresponding Hamiltonian matrix. It also justifies the used representation of Eq. (6). Now, instead of the standard matrix representation of the time-(in)dependent Schrödinger equations we can rewrite them in terms of the enumerated configurations, i.e., in a formally "vectorized" form:
where every CĤ J element is computed according to Eq. (20) as a sum of the respective one-(14,18) and two-body (16, 19) contributions.
Let us conclude. We implement in the MCTDHB(M) method the ideas proposed in
Ref. [25] allowing to determine the result of the action of the Hamiltonian written in second quantized form on a state vector without building up the respective Hamiltonian matrix.
The implemented computational scheme has several advantages comparing to the standard one. First of all it does not require the (re)evaluation of the Hamiltonian matrix elements in the given many-body basis set at each time step. Consequently, there is no need to construct, store and address the Hamiltonian matrix or its elements at all. Second, the elements of the reduced one-and two-body matrices, needed by the MCTDHB(M) method are immediately available as scalar products of the incoming and resulting state vectors, obtained by acting the respective combination of creation and annihilation operators. Third, the proposed ideas can be easily extended to three-body and higher-order interactions potentials. Last but not least, the proposed ideas are implemented using very effective parallelization schemes, which are of high demands in modern computational physics.
III. MANY-BOSON QUANTUM DYNAMICS IN TRIPLE-WELL TRAPS
Condensation is one of the key physical phenomena taking place in quantum many-boson systems [1] . To characterize a many-boson quantum state one constructs and diagonalizes the reduced one-body density matrix, see Eq. (11). According to Penrose and Onsager
Ref.
[31] the bosonic state is condensed if only one natural orbital has macroscopic occupation. On the other hand, when several natural orbitals are macroscopically occupied the system becomes several-fold fragmented [32] . Fragmentation usually takes place in repulsive condensates due to multi-well structure of the external potentials trapping bosonic clouds.
Increasing, for example, the height of the barrier separating two wells of the double-well trap one can change the ground state property of a weakly-interacting repulsive many-boson system from almost pure condensed to fully twofold fragmented Refs. [13, 33] . Analogously, ground state properties of repulsive bosons in optical lattices depend on the intensity of the laser light forming the lattice. The ground state of weakly interacting bosons in shallow optical lattices is superfluid, i.e., condensed [34, 35] . Increasing the intensity of the optical potential, i.e., its depth, one can drive the system from the superfluid state to a completely different, so called Mott insulating state [34, 35, 36] . Considering an optical lattice as an extreme case of a multi-well trap, one can associate the fragmented states in multi-well sys- 
Here, V 0 = 120 is the barrier height of the initial trap where fully treefold fragmented states have been prepeared at t < 0. V f inal = 12 is the barrier height of the final trap where we study the dynamics for t ≥ 0, and ∆ = π/4 is the shift applied to this final potential.
We propagate the time-dependent Schrödinger equation for different numbers N of bosons in real space within framework of the MCTDHB(M) method, as described in the previous section II. The interparticle interaction is chosen to be λ 0 = 0.15/(N − 1). In this case the systems made of different numbers N of bosons become equivalent in the sense that the fraction of interparticle interaction energy, also associated with the total non-linearity strength λ = λ 0 (N −1), remains the same for every system. Consequently, the total energies per particle in these systems are expected to be very close to each other. That allows us to compare their evolutions. In Fig. 1 we schematically depict the initial and final-shifted trap potentials as well as the initial many-body density. The topology of the used triple-well trap implies triple degeneracy of the respective one-particle energy levels ǫ i ofĥ(x)ψ(x) = ǫ i ψ,
i.e., ǫ 0 ≈ ǫ 1 = ǫ 2 , ǫ 3 = ǫ 4 ≈ ǫ 5 , etc. Again, using the analogy between optical lattices and multi-well potentials we can associate each of these triples of quasi-degenerate levels with a band. The split between the levels forming a band is smaller for deeper bands. In Fig. 1 we show the lowest-energy levels of each band. The energy per particle E T D /N of the evolving systems is also depicted by a red solid bold line. Generally speaking for different N these energies are slightly different, see Table. I, but at the plotted scale these differences are indistinguishable. It is important to stress that here we study the dynamics of the interacting bosonic systems in the periodic triple-well potential where at least six bands are available, see Fig. 1 . The shift ∆ = π/4 applied to the final potential means that every initial wave packet is pushed far away from equilibrium. Due to this shift a lot of energy has been pumped into the system, such that the energy per particle of the initial wave packet is located around the fourth band. Hence, the system is in a non-equilibrium highly excited state. After the sudden shift the total energy of the system is conserved because during the wave packet propagation the final trap potential remains unchanged and the respective
Hamiltonian is time-independent and hermitian.
B. Evolution of N = 12 bosons
We first study the dynamics of the system made of N = 12 bosons. The ground state of such a system becomes fully threefold fragmented already at the barrier height V 0 = 7.5.
However, to be able to relate later the results to those obtained for systems made of different numbers of bosons we choose as an initial state the ground state at a much higher barrier The mathematical role of the self-consistent orbitals in MCTDHB is to contract the fixed primitive DVR basis functions (exponential functions in the present example), according to the variational principle, and to project, thereby, the huge configurational subspace to the optimal and compact one. From a physical point of view this means that every excitation constructed using self-consistent orbitals actually utilizes a huge number of the primitive excitations built on the fixed DVR functions. As we see from Table. I even a modest number of the self-consistent orbitals can provide a very accurate description of the quantum system.
From Table. I we see that the ground state energy obtained at the three-orbital level of the MCTDHB(M = 3) theory is very close to those computed using M = 6, 9, 12 selfconsistent orbitals. We analyze the properties of the respective solutions by constructing and diagonalizing the reduced one body density [see Eq. (11)] and find that, indeed, only three natural orbitals are macroscopically occupied: n 1 = n 2 = n 3 = 1/3. We conclude that a physically correct description of the ground state is obtained already at the MCTDHB(M = 3) level. Further increase of the Hilbert subspace does not lead to significant changes, but costs, of course, considerable computational efforts (see N conf in Table. I). The ground state density obtained for M = 12 is depicted in Fig. 1 . The ground state density profiles, obtained using M = 3, 6, 9 self-consistent orbitals cannot be distinguished from this one and, therefore, are not shown.
We now turn to the propagation of the initial many-boson wave functions obtained above.
Let us first define the natural time-scale of the problem. The energy difference between the second and first bands of the periodic potential
where ǫ 0 and ǫ 3 are the respective lowest-energy levels forming the first and second bands.
This energy difference relates to oscillations of the density in each well (on each site) and can be used to define the time-scale of the problem τ = 2π/ω ≈ 2.7. We present here the results of the propagation until t total = 400 which approximately corresponds to ≈ 150τ periods of oscillations of the one-site densities.
Having obtained the initial-state wave function, i.e., respective expansion coefficients and one-particle functions (orbitals), we use them as initial conditions for integration of the MCTDHB(M) equations (6) and (9) with M = 3, 6, 9, 12 orbital sets. We construct and diagonalize the reduced one-body density Eq. (11) Fig. 3 . We might associate these evolutions with the structure of the one-particle states of the triple-well trap used. We recall that each band of the triple-well periodic potential Eq. (23) is formed by three discrete eigenstates. In the lowest bands all of them are almost degenerate, in the higher ones two of the three one-particle eigenstates are degenerate while the third one is split off. We thus conclude that the topology of the external trap might be responsible for the observed behavior of the natural occupation numbers of the evolving many-body wave packets.
The structure of the evolving natural occupation numbers presented in Fig. 3 has a very complicated character. We can consider two main scales: the general leading trend -gradual long-time oscillation with a period of t ≈ 270 ≈ 100τ , and small modulating short-time oscillations on top of it. Comparing, first, these small modulating oscillations for different M we conclude that they are nicely reproduced at all the presented levels of the MCTDHB(M) computations, starting already at M = 3. The long-scale dynamics might be viewed as a damped oscillations around perfect threefold fragmented state. These oscillations may be attributed to periodic attempts to develop coherence in the system. Alternatively, using optical-lattice terminology one may say that this behavior mimics the oscillations between Mott insulating and superfluid states. Till t ≈ 65 all the results practically coincide -one
can not see the deviations at the presented scales of computations is the number of time-adaptive orbitals available for dynamics, i.e., the number of excited states taken into account (see respective dimensions N conf listed in Table. I). We can suppose that excitations to higher orbitals, not available at the MCTDHB(M = 3) level, are responsible for the discrepancy. On the other hand, these quantum excitations deplete the occupations of the three leading fragments and, hence, we can call this process quantum depletion. The proposed explanation can be directly verified by comparing the details of the three-orbital and M > 3 computations. In the M > 3 cases the depletion is naturally described by populating higher time-adaptive orbitals. Indeed, the MCTDHB(M) results using M = 6, 9 and 12 time-adaptive orbitals are very close to each other and show that the populations of the higher M > 3 natural orbitals increase with time. This can be seen from the left upper panel of Fig. 3 where all the natural occupation numbers for M = 12 case are plotted. Now, we elaborate more on the role of depletions in the three-orbital MCTDHB(M = 3) description. We recall that every time-adaptive orbital is a sum of primitive DVR functions (plane waves in this study). Hence, an excitation involving only a few time-dependent optimized orbitals actually contracts a huge number of excitations between the primitive plane waves. So, due to this mutual self-consistency of the MCTDHB method large fraction of quantum depletion is simulated by readjustments of the orbitals' shapes already at the three-orbitals level. Since the total number of particles and self-consistent orbitals are kept fixed, the "depleted" populations can only be redistributed between available self-consistent orbitals, which is reflected as changes of the natural occupation numbers. Of course, at longer propagation times contributions from higher excited states become more and more relevant and a larger number of the time-adaptive orbitals are needed to provide a more accurate description of these excitations. This explains the small differences in the densities between M = 3 and M > 3 cases seen in Fig. 2 at long propagation times (t = 300).
In the scenario studied here the processes of quantum depletion play a very important role -they lead to a considerable damping of the long-scale oscillation around the perfect threefold fragmented state. The general conclusion is that at the MCTDHB(M = 3) level of description almost all key physical features of the evolution are accurately reproduced, while numerically converged results are obtained using more time-adaptive orbitals.
C. Evolution of N = 51 bosons
Now we discuss the second numerical example with N = 51 repulsive bosons trapped in the same triple-well potential as before, Eq. (23) . As an initial state we take, again, the ground state of the system at V 0 = 120 and λ 0 = 0.15/(N −1). Similarly to the N = 12 case, the ground state becomes fully treefold fragmented n i=1,2,3 = 1/3 at smaller barrier heights starting at V 0 = 10.0. We propagate the MCTDHB(M) equations (6) and (9) using M = 3 and M = 6 time-adaptive orbitals in imaginary time to get the ground state expansion coefficients and respective one-particle functions. The obtained ground state energies per particle are listed in Table. I. First of all, we see a convergence of the ground state energy with M. Second, comparing the results for N = 12 and N = 51 we conclude that these systems are indeed very similar from the point of view of energy per particle.
The next step is dynamics -we ramped down the periodic potential suddenly to the depth V f inal = 12 of the triple-well and shift it to ∆ = π/4, see Eq. (23), and then perform the real-time propagation. We again follow the evolution of the many-boson wave function and construct and diagonalize the reduced one-body density matrix according to Eq. (11) (11) we verify that the obtained state is indeed threefold fragmented -the respective natural occupation numbers are n i=1,2,3 = 1/3. Then, we suddenly shift the potential to ∆ = π/4
and reduce its amplitude to V f inal = 12 as before, see Eq. (23), and apply the real-time propagation scenario. The computed energies of the initial system E GS as well as of the evolving wave packet E T D are presented in Table. I. Now, we analyze the results of the real-time propagation. In Fig. 6 we plot the densities at the short t = 10 ≈ 3.7τ , intermediate t = 100 ≈ 37τ and long t = 300 ≈ 111τ propagation times. Comparing these results with the respective densities depicted in Fig. 2 and Fig. 4 for the bosonic systems made of N = 12 and N = 51 particles we conclude that all three systems exhibit very similar behaviors. We apply The key observation is that evolutions of all the three systems are qualitatively the same.
Moreover, the evolutions of the systems made of N = 51 and N = 3003 bosons are much closer to each other than to the N = 12 ones. Therefore, we might speculate that for the present studies the many-body properties are saturated to some average values already at N = 51. Hence one can expect that key aspects of the dynamics of the initially threefold fragmented systems with larger N will be very similar to those obtained for N = 51.
Let us now summarize all three studies. We have considered systems made of N = 12, N = 51 and N = 3003 particles choosing the strength of the contact interparticle interaction potential such that the non-linearity parameter λ = λ 0 (N − 1) is the same for all systems. We have solved the many-particle time-dependent Schrödinger equation using the scenario of Eq. (23) (see also Fig. 1 ) for all the considered systems. Comparing the diagonal parts of the reduced one-particle density matrices, i.e., the densities computed at different propagation times and depicted for N = 12, N = 51, and N = 3003 bosons in Figs. 2, 4 and 6, respectively, we observe that the presented densities look very similar at the short, intermediate and long propagation times. We also verify that the energy per particle of the considered systems are very close to each other, as one can see by comparing the data collected in Table. I. Hence, we can conclude that the non-linearity parameter λ = λ 0 (N −1)
is useful to characterize the global behavior of the densities in the systems made of different numbers of particles, at least for the dynamical studies of the presented type. The compared results for the time-dependent densities are quite similar, but more involved properties reveal differences. Indeed, the comparison of the properties of the evolving wave packets, e.g., evolutions of the natural occupation numbers presented in Figs. 3, 5 and 7 for N = 12, N = 51, and N = 3003, respectively, shows that global tendencies are λ dependent, while the depletions, i.e., excitations from the three most-occupied orbitals to higher ones depend in addition on total number N of the bosons in the system as well as on their interaction strength λ 0 . We conclude that in the presented study the dependence of the properties on the number of particles N explicitly appears at longer propagation times and is related to the quantum depletion which is also found to grow with time.
IV. SUMMARY AND CONCLUSIONS
Recently, in Ref. [25] we proposed a novel, effective and general theory to construct the result of action of any many-particle operator represented in the second quantized form on a state vector, without resorting to matrix representation of operators and even to its elements. In the present work we adopt the bosonic version of this theory to the MCTDHB method. We first discuss the practical realization of the proposed ideas in the MCTDHB(M) computational scheme and address its parallel implementation in some details. Using this new tool we study highly non-equilibrium dynamics of repulsive systems made of N = 12, 51, 3003 particles in real-space triple-well traps. As an initial wave packet we take the fully threefold fragmented quantum state, strongly displace it out of equilibrium and then, 
