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Abstract
High resolution gas chromatographic relative retention time (HRGC-RRT) models were
developed to predict relative retention times of the 209 individual polychlorinated biphenyls
(PCBs) congeners. To estimate and predict the HRGC-RRT values of all PCBs on 18 different
stationary phases, a multiple linear regression equation of the form RRT = ao + a1 (no.
o-Cl) + a2 (no. m-Cl) + a3 (no. p-Cl) + a4 (VM or SM) was used. Molecular descriptors in the
models included the number of ortho-, meta-, and para-chlorine substituents (no. o-Cl, m-Cl
and p-Cl, respectively), the semi-empirically calculated molecular volume (VM), and the
molecular surface area (SM). By means of the ﬁnal variable selection method, four optimal
semi-empirical descriptors were selected to develop a QSRR model for the prediction of RRT
in PCBs with a correlation coefﬁcient between 0.9272 and 0.9928 and a leave-one-out
cross-validation correlation coefﬁcient between 0.9230 and 0.9924 on each stationary
phase. The root mean squares errors over different 18 stationary phases are within the range
of 0.0108–0.0335. The accuracy of all the developed models were investigated using cross-
validation leave-one-out (LOO), Y-randomization, external validation through an odd–even
number and division of the entire data set into training and test sets.
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Introduction
Polychlorinated biphenyls (PCBs) are a
class of discrete organic compounds with
one to ten chlorine atoms attached to a
biphenyl nucleus and a general chemical
formula of C12H10-nCln, where n = 1–10
[1]. A general chemical structure of
polychlorinated biphenyls is shown in
Fig. 1. There are 209 theoretically pos-
sible congeners subdivided into ten
homologue groups with 1–46 congeners
in each. PCBs of a given homolog with
diﬀerent chlorine substitution position
are called ‘‘isomers’’. The degree of
chlorination varies depending on the
reaction conditions, and ranges from 19
to 69% (w/w). The composition of PCBs
is summarized in Table 1 [2]. All cong-
eners have been assigned a systematic
number from 1 to 209 corresponding to
a speciﬁc substitution pattern. The initial
scheme was proposed by Ballschmiter
and Zell [3] and revised by Guitart et al.
[4].
PCBs are hydrophobic compounds
with low volatility, and the highly chlo-
rinated ones have poor water solubility.
Moreover, they are resistant to acids,
bases, and (generally) environmental
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fore, highly persistent in the environment.
They have good electrical insulation
properties with high thermal conductivity,
low ﬂammability and high resistance
to thermal degradation [2], and have
therefore been widely used as heat
transfer ﬂuids and dielectric ﬂuids in
electric transformers and large capaci-
tors. They have also been used as or-
ganic diluents, plasticizers, additives in
pesticides, carbonless copy paper, paint
additives, hydraulic ﬂuids, lubricants
and many other applications [1, 5–8].
Since PCBs occur as complex mix-
tures of up to 209 distinct congeners,
their properties are dependent on the
composition of the mixture. The prop-
erties of individual PCB congeners also
vary according to the degree of chlori-
nation and location of the chlorine
atoms. Generally, the water solubility
and vapor pressure decrease as the de-
gree of substitution increases, and the
lipid solubility increases with increasing
chlorine substitution. PCBs in the envi-
ronment may be expected to associate
with the organic components of soils,
sediments, and biological tissues, or with
dissolved organic carbon in aquatic sys-
tems, rather than being in solution in
water [9–11].
The toxicity of a PCB is dependent
not only on the number of chlorine
atoms present in the biphenyl structures,
but also on the positions of the chlorine
atoms. PCBs with many chlorines in
ortho-position (nonco-planar) induce phe-
nobarbital-type responses, while PCBs
that lack chlorine atoms in the ortho-
position but have chlorine atoms in both
para-positions (4 and 40) and at least one
in the meta-position (3, 5, 30,5 0) (co-
planar), can rotate freely around the
phenyl–phenyl (1,10 bond). This means
that they can exhibit structural resem-
blance to the dioxins, i.e. a relatively
planar structure (coplanar PCBs), and
may hence induce methylcholanthrene-
type responses and dioxin-like toxicity
[12–14]. Most PCB congeners do not
exhibit dioxin-like toxicity but have a
diﬀerent toxicological proﬁle [13, 15].
Co-planar PCBs, like dioxins and furans,
bind to the AL-receptor and may exert,
thus, dioxin-like eﬀects, in addition to
AL-receptor independent eﬀects, which
they share with non-coplanar PCBs (e.g.
tumor promoter) [13]. Association be-
tween elevated exposure to PCB mix-
tures and alterations in liver enzymes,
hepatomegaly, and dermatological ef-
fects such as rashes and acne has been
reported [13].
Due to PCBs’ complex composition,
many researchers have also placed
emphasis on the identiﬁcation of the
individual PCB congeners [16, 17].
Presently, all 209 PCB congeners have
been commercially synthesized and are
available for use as standards, and be-
cause of advances in high resolution gas
chromatography (HRGC), it is possible
to determine most of the individual PCB
congeners in the environmental samples.
However, separation and characteriza-
tion of all 209 PCB congeners is still an
extremely diﬃcult (if not impossible)
task that attracts on-going research
focus in this ﬁeld [18].
One of the most successful ap-
proaches to the prediction of physico-
chemical and biological properties of
organic molecules, starting only from
molecular structure information, is
quantitative structure–property/activity
relationships modeling (QSPRs/QSARs)
[19]. QSPRs/QSARs are mathematical
models that attempt to correlate the
molecular structure of compounds and
their biological, chemical, and physical
properties. Among the most extensively
studied properties are the chromato-
graphic ones. It is considered that the
same basic intermolecular interactions
determine the behavior of chemical
compounds in both biological and
chromatographic environments [20].
Retention in chromatography is the re-
sult of a competitive distribution process
of the solute between mobile and sta-
tionary phases, in which, the partitioning
of the solute between these phases is
largely determined by the molecular
structure [21]. Predicting chromato-
graphic behavior from molecular struc-
ture of solutes resulted in the
quantitative structure-retention rela-
tionships (QSRR) methodology. QSRR
are statistically derived relationships be-
tween the chromatographic parameters
determined for a representative series of
analytes in given separation systems and
the molecular descriptors accounting for
the structural diﬀerences among the
investigated analytes [22]. Such rela-
tionships may provide insight into the
molecular mechanism of separation in a
given chromatographic system, generate
knowledge about the various interac-
tions taking place between the solute and
the stationary phase, evaluate physico-
chemical properties of analytes and
identify the most informative structural
descriptors. Due to the need to control
the PCBs level in the environment, the
analytical methods for their analysis are
currently based on their separation by
GC [23] using on capillary columns with
diﬀerent polarities [24, 25] and speciﬁc
detectors such as the ﬂame ionization
detector (FID) [26], the electron-capture
detector (ECD) [27, 28] and mass
spectrometry (MS) [29, 30]. The HRGC-
RRT on a capillary column with detec-
tion by ECD is a unique characteristic of
the PCBs and can be used for the iden-
tiﬁcation purpose. Despite the broad
range of GC stationary phases available,
none can separate all PCBs from each
other. Various techniques have been used
based on the combination of commer-
cially available GC columns to improve
the separation eﬃciency of PCBs [31–34].
At present, a database of RRTs and co-
elutions for all 209 congeners on 20 dif-
ferent stationary phases with MS or ECD
detection has been reported [17, 35].
Inthepast,severalattemptshavebeen
made to build QSRR models on the pre-
diction of RRT for PCBs on diﬀerent
stationaryphases[36–43].HasanandJurs
[37] used the ﬁve-variable regression
equation for prediction of GC-RRT of
209 PCBs with R
2 = 0.997 and standard
deviation of 0.017. Liu et al. [38] used the
ﬁve-variable regression equation with
R
2 = 0.9928 and the root mean square
errors of 0.0152 based on molecular elec-
tronegativity distance vector (MEDV)
descriptors to correlate with the GC-
RRTsof209PCBcongenersontheSE-54
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Fig. 1. Generic polychlorinated biphenyl
(PCB) chemical structure
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CODESSA software package and princi-
palcomponentanalyzed(PCA)presented
a QSRR study for the GC–GC–TOFMS
(time-ﬂight mass spectrometry) chro-
matographic relative retention time of
209 PCB congeners. PCA was used to
recognize groups of samples with similar
behavior and assist the separation of the
data into training and test sets. Ja ¨ ntschi
et al. [42] reported the use of a molecular
descriptors family (MDF) in QSRR
modeling to predict the chromatographic
relative retention times of 209 PCBs on a
capillary column of SE-54.
In the preceding paper [43], several
estimation models derived from the
HRGC-RRT values of all 209 PCB
congeners on the 18 stationary phases by
a GA-based best multiple linear regres-
sion analysis with four optimal descrip-
tors were proposed. The present work is
focused on the successful application of a
semi-empirical topological method for
the prediction of the HRGC-RRTs 209
PCBs congener’s values on the same sta-
tionary phases. Selecting some semi-
empirical chemical descriptors such as
molecular volume (VM) and molecular
surfacearea(SM)aswellasthenumberof
substituted chlorine atoms as descriptors,
the QSRR models correlating to the
RRTs of 209 PCB congeners are devel-
oped using the elimination selection
stepwise best multiple linear regression
(BMLR) analysis. It has been found that
the QSRR models have not only high
estimation qualities and high stabilities
but also good predictive potentials.
Experimental
Experimental Database Set
The observed HRGC-RRTs of 209
PCBs on 18 diﬀerent stationary phases,
30m DB1, 30m SPB-Octyl, 60m SPB-
Octyl, 100m CP-Sil5-C18, 30m DB5-MS,
60m RTX-5, 50m CP-Sil-13, 30m SPB-
20, 30m HP-35, 60m RTX-35, 30m DB-17,
60m HP-1301, 30m DP-XLB, 30m
DB-35-MS, 50m HT-8, 30m Apiezon L,
30m CNBP#2, 48m 007-23, reported by
Frame [17, 35] served as experimental
data in this study and the HRGC-RRTs
designed as dependent variables. The
structures of the PCBs together with their
relative retention time values are listed in
Table S1 (see Supplementary Material).
Computer Hardware
and Software
AllcalculationswererunonaPentiumIV
personal computer (CPU at 2.6 MB) un-
der Windows XP operating system. The
ISIS/Draw version 2.3 software was used
for drawing the molecular structures [44].
Molecular modeling and geometry opti-
mization were employed by Hyperchem
(version 7.1, HyperCube) [45]. Dragon
software [46] was employed for calcula-
tion of theoretical molecular descriptors.
SPSS software (version 13.0, SPSS)
(http://www.spss.com/) was used for
stepwise MLR analysis and other calcu-
lations were performed in the MATLAB
(version 7.0, Math Works) environment.
Descriptor Generation
To obtain QSRR models, PCB congeners
must be represented using molecular
descriptors. Descriptors are generated
solely from the molecular structures and
aimed to numerically encode meaningful
features of each molecule. The calcula-
tion process of the molecular descriptors
is described as below: all the two-dimen-
sional structures of the molecules were
drawn using ISIS/Draw 2.3 program
[44]. Then the 3D geometry structures of
the molecules were pre-optimized using
MM+molecular mechanics force ﬁled
and precisely optimized with semi-
empirical AM1 method implemented in
HyperChem software package (Hyper-
cube, version 7.0) [45]. All calculations
were carried out at restricted Hartree–
Fock level without conﬁguration inter-
action. The molecular structures were
optimized using the Polak–Ribiere algo-
rithm until the root mean square gradient
was0.01kcalA ˚ mol
-1(200K,gasphase).
Inordertopreventthestructureslocating
at local minima, geometry optimization
was run many times with diﬀerent stating
points for each molecule.
During this investigation, 22 molec-
ular descriptors were studied to charac-
terize all 209 PCB congeners. Among
these, six quantum chemical descriptors,
like the dipole moment of the molecules
at X, Y and Z directions (l), the stan-
dard heat of formation (DHf
º), the energy
of the highest occupied molecular orbital
(EHOMO), the energy of the lowest
unoccupied molecular orbital (ELUMO),
EHOMO
2 , ELUMO
2 ; 11 theoretical descrip-
tors, molar mass (Mw), the natural log-
arithm of molar mass (lnMw), molecular
volume (VM), molecular surface area
(SM), molecular polarizability (a),
hydration energy (He), total energy of
the molecule (Etot), bending energy
(Eben), electronic energy (Eele), nuclear
energy (Enuc), molar refractivity (Rf);
and the other ﬁve descriptors, the num-
ber of ortho-substituted chlorines (o-Cl),
meta-substituted chlorines (m-Cl) and
para-substituted chlorines (p-Cl), the
root square of the number of chlorine
substituents (Cl
1/2) and the square
number of chlorine substituents (Cl
2),
belonged to topological-type ones; were
calculated by the HyperChem and Dra-
gon programs. The number of these
descriptors presented the electronic
Table 1. Composition of PCBs by homologs
Homolog Molecular
formula
Chlorine
(% by weight)
Number
of isomers
Monochlorobiphenyl C12H9Cl 19 3
Dichlorobiphenyl C12H8Cl2 32 12
Trichlorobiphenyl C12H7Cl3 41 24
Tetrachlorobiphenyl C12H6Cl4 49 42
Pentachlorobiphenyl C12H5Cl5 54 46
Hexachlorobiphenyl C12H4Cl6 59 42
Heptachlorobiphenyl C12H3Cl7 63 24
Octachlorobiphenyl C12H2Cl8 66 12
Nonachlorobiphenyl C12HCl9 69 3
Decachlorobiphenyl C12Cl10 71 1
Total congeners – – 209
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instance, EHOMO imply the electron-
donating ability, ELUMO denote electron-
acceptance ability, l refers to molecular
dipolar property, DHf
º is the heat re-
leased or absorbed (enthalpy change)
during the formation of a pure substance
from its elements at constant pressure.
Some other descriptors revealed the
molecular size and topological informa-
tion such as Mw, o-Cl, m-Cl, and p-Cl. In
addition, the logarithm transferation
and square along with root square
operations are to calculate a number
of nonlinear components in linear
model.
Results and Discussions
The calculated semi-empirical topologi-
cal descriptors were collected in a data
matrix (D) whose number of rows and
columns were the number of molecules
and descriptors. At the beginning, in
order to minimize the information
overlapping in descriptors and to reduce
the number of descriptors required in
regression equation, the concept of non-
redundant descriptors (NRD) [47] was
used in our study. That is, when two
descriptors are correlated by a linear
correlation coeﬃcient value greater than
0.85, both descriptors are correlated with
the dependent variables and the better
correlation is used for the actual analysis,
leaving out the descriptors showing a
lower correlation. This objective-based
feature selection left reduced and predic-
tive descriptors for the studied com-
pounds. By using these criteria, 17 out of
22 original descriptors were eliminated.
These descriptors can give some infor-
mation on the aﬀecting degree for RRTs
of diﬀerent descriptors and well under-
standing the correlation between the
experimental and calculated values.
Therefore, o-Cl, m-Cl, p-Cl, and one of
SMor VMsetof descriptors hasbeenused
intheQSRRmodelsforRRTsprediction
on all capillary stationary phases.
Linear Regression of RRTs
with SM and VM
To reduce redundancy in the descriptor
data matrix, correlation of descriptors
with each other and with the RRT values
of the PCB congeners was examined to
detect collinear descriptors (i.e. r > 0.9).
The correlation coeﬃcient matrix for the
descriptors used in this study, is listed in
Table 2. Among these descriptors,
molecular volume (VM) and molecular
surface area (SM) are presenting the
molecularsize.Theyarehighlycorrelated
with each other. The correlation coeﬃ-
cient amounts to as high as 0.9891 for the
present set of 209 PCBs congeners. Con-
sequently, at the start, the correlation of
the semi-empirical topological descrip-
tors SM and VM along with the RRT of
all PCB congeners of each stationary
phase has been studied. The inﬂuences of
the SM and VM descriptors on the corre-
lation coeﬃcient (R
2) and the standard
deviation (SE
2) for the resulted 18 uni-
variate models versus stationary phases
are plotted in Fig. 2. Obviously, low to
very high correlation coeﬃcients were
obtained for both semi-empirical topo-
logical descriptors. As can be shown, for
Table 2. Correlation matrix for the inter-correlation of various semi-imperial descriptors of 209
PCBs congeners
No. o-Cl No. m-Cl No. p-Cl SM VM
No. o-Cl 1.0000
No. m-Cl -0.0038 1.0000
No. p-Cl -0.0182 -0.0116 1.0000
SM 0.4062 0.7467 0.4878 1.0000
VM 0.5207 0.7041 0.4556 0.9891 1.0000
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Fig. 2. The inﬂuences of the molecular surface area (SM) and molecular volume (VM) descriptors
on the correlation coeﬃcient (R
2) and the standard deviation (SE
2) for the resulted 18 univariate
models versus stationary phases
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S20, S22, S24, S26, and S27), the SM
produced a better model as the VM, while
for four stationary phases (S1, S14, S15,
and S16) the VM produced a better model
as the SM but for other stationary phases
(S11, S12, S13, S17, and S21), the corre-
lation coeﬃcient (R
2) and the standard
deviation (SE
2) are almost equally. Being
colinearofbothdescriptors(SMandVM),
to derive the best QSRR models for all
stationary phases, caused to eliminate
one of them from the selected set of
descriptors. According to the obtained
results, the molecular volume semi-
empirical descriptor should be removed.
Therefore, the ability of the resulting
QSRR regression models to enable
accurate prediction of the relative reten-
tion time is not related to colinearity
between the variables.
Table 3. QSRR models and statistical parameters of GC-RRT values versus (52 + 180) for the total sets (n = 209) of polychlorinated biphenyl
(PCB) congeners on 18 GC capillary columns
System no. Models of the training sets R
2 RMS REP FR cv
2 RMSCV Rmax
2
S1 RRT = 1.3633(±0.0987) + 0.0930(±0.0031)
no. o-Cl + 0.1734(±0.0054) no. m-Cl + 0.1825(±0.0056)
no. p-Cl - 0.0037(±0.0003) SM
0.9885 0.0134 2.9204 4404.6 0.9879 0.0137 0.0012
S4 RRT = 0.6151(±0.0753) + 0.0577(±0.0024)
no. o-Cl + 0.1194(±0.0041) no. m-Cl + 0.1296(±0.0043)
no. p-Cl - 0.0014(±0.0002) SM
0.9915 0.0108 2.3345 5923.3 0.9910 0.0111 0.0017
S6 RRT = 0.5652(±0.0809) + 0.0659(±0.0025)
no. o-Cl + 0.1363(±0.0044) no. m-Cl + 0.1480(±0.0046)
no. p-Cl - 0.0015(±0.0002) SM
0.9928 0.0113 2.4726 7032.9 0.9924 0.0116 0.0020
S8 RRT = 0.5610(±0.0841) + 0.0632(±0.0027)
no. o-Cl + 0.1342(±0.0046) no. m-Cl + 0.1447(±0.0048)
no. p-Cl - 0.0015(±0.0002) SM
0.9919 0.0119 2.5939 6260.4 0.9914 0.0122 0.0014
S10 RRT = 0.3320(±0.0826) + 0.0387(±0.0026)
no. o-Cl + 0.0737(±0.0045) no. m-Cl + 0.0792(±0.0047)
no. p-Cl - 0.0003(±0.0002) SM
0.9819 0.0115 2.2614 2773.7 0.9809 0.0118 0.0015
S11 RRT = 0.7229(±0.0915) + 0.0680(±0.0029)
no. o-Cl + 0.1273(±0.0050) no. m-Cl + 0.1354(±0.0052)
no. p-Cl - 0.0018(±0.0003) SM
0.9881 0.0135 2.8985 4221.0 0.9874 0.0138 0.0016
S12 RRT = 0.8629(±0.1070) + 0.0737(±0.0034)
no. o-Cl + 0.1367(±0.0058) no. m-Cl + 0.1460(±0.0061)
no. p-Cl - 0.0022(±0.0003) SM
0.9844 0.0158 3.4007 3213.7 0.9835 0.0162 0.0015
S13 RRT = 0.6793(±0.1005) + 0.0585(±0.0032)
no. o-Cl + 0.1074(±0.0055) no. m-Cl + 0.1153(±0.0057)
no. p-Cl - 0.0015(±0.0003) SM
0.9803 0.0147 3.1238 2543.4 0.9793 0.0151 0.0022
S14 RRT = 1.4366(±0.1217) + 0.0929(±0.0038)
no. o-Cl + 0.1712(±0.0066) no. m-Cl + 0.1818(±0.0069)
no. p-Cl - 0.0038(±0.0003) SM
0.9813 0.0179 3.8538 2670.8 0.9802 0.0183 0.0023
S15
* RRT = 0.8083(±0.1217) + 0.0669(±0.0038)
no. o-Cl + 0.1184(±0.0066) no. m-Cl + 0.1277(±0.0070)
no. p-Cl - 0.0019(±0.0003) SM
0.9743 0.0179 3.7843 1926.2 0.9729 0.0183 0.0023
S16 RRT = 0.6064(±0.1075) + 0.0480(±0.0034)
no. o-Cl + 0.0822(±0.0059) no. m-Cl + 0.0897(±0.0061)
no. p-Cl - 0.0011(±0.0003) SM
0.9651 0.0151 3.1515 1407.8 0.9630 0.0155 0.0019
S17 RRT = 0.9159(±0.0925) + 0.0658(±0.0029)
no. o-Cl + 0.1263(±0.0050) no. m-Cl + 0.1337(±0.0053)
no. p-Cl - 0.0022(±0.0003) SM
0.9849 0.0136 2.9117 3333.5 0.9841 0.0140 0.0020
S20 RRT = 0.2871(±0.0865) + 0.0332(±0.0027)
no. o-Cl + 0.0689(±0.0047) no. m-Cl + 0.0750(±0.0049)
no. p-Cl - 0.0001(±0.0002) SM
0.9788 0.0121 2.3845 2351.6 0.9775 0.0125 0.0019
S21 RRT = 0.4342(±0.0934) + 0.0373(±0.0029)
no. o-Cl + 0.0709(±0.0051) no. m-Cl + 0.0771(±0.0053)
no. p-Cl - 0.0006(±0.0003) SM
0.9708 0.0131 2.7321 1692.4 0.9690 0.0134 0.0016
S22 RRT = 0.4503(±0.0992) + 0.0438(±0.0031)
no. o-Cl + 0.0935(±0.0054) no. m-Cl + 0.1009(±0.0057)
no. p-Cl - 0.0008(±0.0003) SM
0.9795 0.0143 3.0452 2430.7 0.9782 0.0147 0.0018
S24 RRT = 0.6231(±0.0936) + 0.0625(±0.0030)
no. o-Cl + 0.1454(±0.0051) no. m-Cl + 0.1587(±0.0053)
no. p-Cl - 0.0017(±0.0003) SM
0.9910 0.0123 2.7188 5624.4 0.9905 0.0127 0.0012
S26 RRT = 0.3447(±0.0999) + 0.0241(±0.0031)
no. o-Cl + 0.0672(±0.0054) no. m-Cl + 0.0729(±0.0057)
no. p-Cl - 0.0003(±0.0001) SM
0.9657 0.0141 2.9458 1436.5 0.9636 0.0145 0.0017
S27 RRT = 1.5251(±0.2246) + 0.0692(±0.0071)
no. o-Cl + 0.1696(±0.0123) no. m-Cl + 0.1787(±0.0128)
no. p-Cl - 0.0039(±0.0006) SM
0.9272 0.0335 7.2682 649.9 0.9230 0.0345 0.0030
* For system 15 n = 208
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with Descriptors
The general purpose of multiple regres-
sions is to quantify the relationship be-
tween several independent or predictor
and dependent variables. A set of coeﬃ-
cients deﬁnes the single linear combina-
tion of independent variables (molecular
descriptors) that best describes RRT val-
ues. The RRT values for each PCBon the
stationaryphasewouldthenbecalculated
as a composite of each semi-empirical
topological descriptor weighted by the
respective coeﬃcients. A multiple linear
model can be represented as:
y ¼ b0 þ b1X1 þ b2X2 þ b3X3 þ   
þ bkXk þ e ð1Þ
where X1;...;Xk fg are molecular descrip-
tors, b0 is the regression model constant,
b1– bk are the coeﬃcients corresponding
to the descriptors X1–Xk and y is depen-
dent variable. The values for b0 – bk are
chosen by minimizing the sum of squares
of the vertical distances of the points from
the hyperplane so as to give the best pre-
dictionofyfromX.Regressioncoeﬃcients
representtheindependentcontributionsof
each calculated molecular descriptor. In
matrix notation, we will write the MLR
model is deﬁned in Eq. 2 as:
y ¼ Xb þ e ð2Þ
WhenXisoffullranktheleastsquares
solution is: ^ b = (X
TX)
-1X
Ty where ^ b is
the estimator for the regression coeﬃ-
cients in ^ b: The advantages of MLR are
that it is simple to use and the derived
models are easy to interpret. The sign of
the coeﬃcients b0 - bk shows whether
the molecular descriptors contribute
positively or negatively to the target
property and their magnitudes indicates
the relative importance of the descriptors
to the target property. Table 3 summa-
rizes the best correlation between the
computed semi-empirical molecular
structure descriptors including o-Cl,
m-Cl, p-Cl, and SM and RRT through
MLR analysis for the total sets of PCB
congeners on 18 GC capillary columns,
where R
2 is the calibration squared cor-
relation coeﬃcients, RMS is the root
mean square error, REP is the relative
error of prediction, F is the Fisher’s
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Fig. 3. Plots of the RRTs estimated for the odd set (u, A) and even set ( , B) samples by holdout
model versus that observed RRTs experimentally for all stationary phases of PCBs
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the equations. The value after the symbol
‘‘±’’ in the parenthesis is the standard
deviation related to the regression coeﬃ-
cient. As can be seen in this Table, the R
2
values above 0.9651 with the exception of
system 27 (R
2 = 0.9272) and the RMS
and REP below 0.0179, 3.8538; except
for system 27 (RMS = 0.0335, REP =
7.2682), indicated that the MLR models
have good statistical qualities with low
prediction error and demonstrated an
excellentpredictivepoweroftheobtained
QSRR models for all stationary phases.
In addition, taking into account the signs
of the correlation coeﬃcients, the fol-
lowing explanation of RRT-semi-empiri-
cal descriptors relationships can be given.
The terms of o-Cl, m-Cl and p-Cl are
positively while the SM term is negatively
correlated with the RRT in all QSRR
models, which indicate increasing the
number of chlorine atoms substituted in
ortho, meta and para positions on biphe-
nyl rings caused to increase further inter-
action with the stationary phases
possessing diﬀerent polarities, while
increasing the molecular size caused to
increase its surface area and stronger
intermolecular dispersion force will be
achieved, therefore the PCB molecule
with larger SM value does not tend to be
adsorbed onto the stationary phase (the
RRT become less).
Model Prediction-Validation
Model validation is a critical component
of QSRR development. A number of
procedures have been established to
determine the quality of QSRR models.
Therefore, a leave-one-out cross-valida-
tion (LOO-CV), Y-randomization, and
external validation (EV) procedures
through an odd–even number and divi-
sionoftheentiredatasetintotrainingand
testsetsareusedtovalidatethepredictive
ability and check the statistical signiﬁ-
cance of the developed 18 QSRR models.
Cross-Validation
The most popular validation method is
cross-validation (CV), known as jack-
kniﬁng or leave-one-out (LOO). This
method systematically removes one data
point at a time from the training set, and
constructs a model with the reduced data
set. Subsequently, the model is used to
predict the data point that has been left
out. By repeating the procedure for the
entire data set, a complete set of pre-
dicted properties and cross-validated
statistics can be obtained. It has been
argued that the LOO procedure often
overestimates the predictivity of the
model and that, subsequently, the QSRR
models are overoptimistic [48]. For
cross-validated statistics, it has been
suggested that prediction residual error
sum of squares (PRESS), cross-validated
square correlation coeﬃcient (Rcv
2 ) and
root mean square error in cross-valida-
tion (RMScv) are good estimates of the
real prediction error of a model:
PRESS ¼
X N
i¼1
ðypred;i   yobs;iÞ
2 ð3Þ
R2
cv ¼ 1  
PN
i¼1 ðypred;i   yobs;iÞ
2
PN
i¼1 ðyobs;i   yobsÞ
2
¼ 1  
PRESS
PN
i¼1 ðyobs;i     yobsÞ
2 ð4Þ
RMScv ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ PN
i¼1ðypred;i   yobs;iÞ
2
N
s
ð5Þ
where N is the number of training
patterns, yobs,i and ypred,i are the experi-
mental, and predicted RRTs of the
left-out compound i, respectively and
  yobs is the average experimental RRT of
left-in compounds diﬀerent from i. Val-
ues of Rcv
2 can range from one to less
than zero. A value of one indicates a
perfect prediction, and a value of 0
means that the QSRR derived has no
modeling power. Negative values arise
from a situation where the derived
QSRR is a poorer description of data
than no model at all. The Rcv
2 values can
be considered as a measure of the pre-
dictive power of a model: whereas R
2 can
always be increased artiﬁcially by adding
more parameters, Rcv
2 decreases if a
model is over parameterized [49], and is
therefore a more meaningful summary
statistic for predictive models. The cor-
relation coeﬃcients (Rcv
2 ) and RMScv for
each subset are presented in Table 3 and
the resulted values are plotted in Fig. 3.
The cross-validation results show that
the Rcv
2 are higher than 0.9230 and
RMSCV lower than 0.0345 for all GC
stationary phases. Furthermore, in all
cases, the cross-validated Rcv
2 values are
very close to the corresponding R
2 values
and the cross-validated RMScv values
are only slightly larger than the corre-
sponding RMS values. Clearly, the
cross-validation demonstrates the ﬁnal
models to be statistically signiﬁcant.
This method is not a very rigorous
model predictivity test and suﬀers
from two other major deﬁciencies: the
Table 4. Statistical parameters of the over-ﬁtting and predictive ability of the models
System
no.
Odd samples Even samples
RMSERS RRS
2 RMSEHO RHO
2 RMSERS RRS
2 RMSEHO RHO
2
1 0.0150 0.9905 0.0158 0.9903 0.0169 0.9870 0.0176 0.9867
4 0.0110 0.9934 0.0115 0.9932 0.0134 0.9897 0.0137 0.9895
6 0.0120 0.9943 0.0126 0.9941 0.0141 0.9915 0.0146 0.9913
8 0.0124 0.9936 0.0132 0.9933 0.0147 0.9905 0.0153 0.9902
10 0.0124 0.9853 0.0127 0.9850 0.0144 0.9788 0.0148 0.9784
11 0.0133 0.9908 0.0138 0.9906 0.0163 0.9855 0.0166 0.9853
12 0.0157 0.9878 0.0162 0.9876 0.0189 0.9811 0.0193 0.9810
13 0.0149 0.9844 0.0153 0.9841 0.0177 0.9764 0.0181 0.9762
14 0.0179 0.9853 0.0186 0.9851 0.0214 0.9775 0.0220 0.9774
15 0.0207 0.9720 0.0210 0.9715 0.0189 0.9769 0.0192 0.9765
16 0.0162 0.9713 0.0167 0.9706 0.0187 0.9593 0.0191 0.9585
17 0.0136 0.9881 0.0141 0.9880 0.0163 0.9819 0.0167 0.9817
20 0.0129 0.9827 0.0133 0.9822 0.0151 0.9751 0.0155 0.9745
21 0.0141 0.9758 0.0145 0.9751 0.0162 0.9661 0.0166 0.9653
22 0.0149 0.9832 0.0154 0.9827 0.0173 0.9762 0.0178 0.9755
24 0.0138 0.9929 0.0147 0.9927 0.0164 0.9894 0.0170 0.9892
26 0.0151 0.9716 0.0156 0.9706 0.0173 0.9605 0.0178 0.9593
27 0.0335 0.9413 0.0345 0.9406 0.0393 0.9139 0.0402 0.9130
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increases as the square of the size of
training set; the method produces n ﬁnal
models (each corresponding to one of
the training set molecules being left out)
and it is not clear which is the ‘best’
model. To further check the prediction
ability of the resulting QSRR models
two better methods are applied here,
one by Hawkins and co-workers in 2004
[50] namely the odd–even external vali-
dation and the other better method is to
remove a percentage of the training set
into a prediction set [49, 51].
Odd–Even External Validation
To validate and develop a credible
QSRR model, it is not enough to build a
model for the whole data set. So, the 209
(208 for System 15) data set PCBs for all
stationary phases were sorted in the
ascending order of RRT values and then
divided into two sets namely ‘‘odd set’’
and ‘‘even set’’ RRTs [49, 51]. This way
of splitting ensures that the distribution
of RRT values of the two subsets were
very similar. The QSRR models were
ﬁtted to the odd set and even set samples
separately and the resulted ﬁtness were
assessed by applying QSRR models to
both samples. To compare the estima-
tion abilities of the models, two statisti-
cal parameters namely root mean
squares error (RMSE) and R
2, were
calculated. The same data set (i.e. ‘cali-
bration set’) that was already used to ﬁt
the models was employed to determine
resubstitution parameters, i.e. RMSERS
and RRS
2 , also to determine holdout
parameters, i.e. RMSEHO and RHO
2 for
the other data set, which was not in-
volved in the ﬁtting. The resubstitution
statistical parameters of the samples base
their predictions on the regression ﬁtted
to those samples and this is while the
holdout statistical parameters base their
predictions on the regression ﬁtted to the
other samples. The plots of RRTs esti-
mated by odd- and even-set QSRR
models (holdout prediction) versus the
RRTs observed experimentally are given
in Fig. 3, also Table 4 summarizes these
statistical parameters achieved by this
approach. As can be seen, in the odd-
and even-set samples, the resubstitution
and holdout RMSE are very similar,
indicating that the same sample and
other sample predictions are equally
precise for all stationary phases.
Y-Randomization Test
Another procedure that is easy to
perform is a randomization test called
Y-randomization (randomization of
response, i.e. in our case RRT). In this
method for each column stationary
phase, the output RRTs values of the
compounds are shuﬄed randomly, and
Table 5. QSRR models of GC-RRT values versus (52 + 180) for the training sets (n = 160) of
polychlorinated biphenyl (PCB) congeners on 18 GC capillary columns
System no. Models of the training sets
S1 RRT = 1.2899(±0.1128) + 0.0905(±0.0036)
no. o-Cl + 0.1680(±0.0063) no. m-Cl + 0.1769(±0.0066)
no. p-Cl - 0.0035(±0.0003) SM
S4 RRT = 0.6307(±0.0851) + 0.0858(±0.0027)
no. o-Cl + 0.1203(±0.0047) no. m-Cl + 0.1307(±0.0050)
no. p-Cl - 0.0015(±0.0002) SM
S6 RRT = 0.5916(±0.0925) + 0.0669(±0.0030)
no. o-Cl + 0.1375(±0.0052) no. m-Cl + 0.1494(±0.0054)
no. p-Cl - 0.0016(±0.0003) SM
S8 RRT = 0.5849(±0.0970) + 0.0642(±0.0031)
no. o-Cl + 0.1352(±0.0054) no. m-Cl + 0.1460(±0.0057)
no. p-Cl - 0.0015(±0.0003) SM
S10 RRT = 0.4113(±0.0933) + 0.0417(±0.0030)
no. o-Cl + 0.0788(±0.0052) no. m-Cl + 0.0849(±0.0055)
no. p-Cl - 0.0005(±0.0003) SM
S11 RRT = 0.7831(±0.1022) + 0.0703(±0.0033)
no. o-Cl + 0.1308(±0.0057) no. m-Cl + 0.1394(±0.0060)
no. p-Cl - 0.0020(±0.0003) SM
S12 RRT = 0.9207(±0.1185) + 0.0759(±0.0038)
no. o-Cl + 0.1400(±0.0066) no. m-Cl + 0.1498(±0.0070)
no. p-Cl - 0.0024(±0.0003) SM
S13 RRT = 0.7553(±0.1112) + 0.0614(±0.0036)
no. o-Cl + 0.1121(±0.0062) no. m-Cl + 0.1205(±0.0065)
no. p-Cl - 0.0017(±0.0003) SM
S14 RRT = 1.4395(±0.1355) + 0.0930(±0.0044)
no. o-Cl + 0.1706(±0.0076) no. m-Cl + 0.1815(±0.0080)
no. p-Cl - 0.0039(±0.0004) SM
S15
a RRT = 0.8821(±0.1323) + 0.0698(±0.0042)
no. o-Cl + 0.1233(±0.0074) no. m-Cl + 0.1329(±0.0078)
no. p-Cl - 0.0021(±0.0004) SM
S16 RRT = 0.6943(±0.1202) + 0.0514(±0.0039)
no. o-Cl + 0.0880(±0.0067) no. m-Cl + 0.0959(±0.0071)
no. p-Cl - 0.0014(±0.0003) SM
S17 RRT = 0.9449(±0.1037) + 0.0670(±0.0033)
no. o-Cl + 0.1277(±0.0058) no. m-Cl + 0.1354(±0.0061)
no. p-Cl - 0.0023(±0.0003) SM
S20 RRT = 0.3808(±0.0967) + 0.0368(±0.0031)
no. o-Cl + 0.0751(±0.0054) no. m-Cl + 0.0817(±0.0057)
no. p-Cl - 0.0004(±0.0002) SM
S21 RRT = 0.5130(±0.1050) + 0.0404(±0.0034)
no. o-Cl + 0.0761(±0.0059) no. m-Cl + 0.0829(±0.0062)
no. p-Cl - 0.0008(±0.0003) SM
S22 RRT = 0.5440(±0.1100) + 0.0476(±0.0035)
no. o-Cl + 0.0994(±0.0061) no. m-Cl + 0.1072(±0.0065)
no. p-Cl - 0.0011(±0.0003) SM
S24 RRT = 0.5887(±0.1106) + 0.0613(±0.0036)
no. o-Cl + 0.1424(±0.0062) no. m-Cl + 0.1559(±0.0065)
no. p-Cl - 0.0016(±0.0003) SM
S26 RRT = 0.4424(±0.1125) + 0.0278(±0.0036)
no. o-Cl + 0.0735(±0.0063) no. m-Cl + 0.0800(±0.0066)
no. p-Cl - 0.0006(±0.0003) SM
S27 RRT = 1.5647(±0.2523) + 0.0707(±0.0081)
no. o-Cl + 0.1705(±0.0141) no. m-Cl + 0.1807(±0.0148)
no. p-Cl - 0.0040(±0.0007) SM
a For system 15 n = 159
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QSRR method against real (unscram-
bled) input descriptors to determine the
correlation and predictivity of the
resulting ‘‘model’’ [43, 52–54]. The whole
procedure is repeated on many diﬀerent
scrambled data sets. The rationale be-
hind this test is that the signiﬁcance of
the real QSRR model would be suspect if
there is a strong correlation between the
selected descriptors and the randomized
response variables. The randomization
was repeated ten times. If the statistical
qualities of these models are much lower
than the original model, it can be con-
sidered that the model is reasonable and
had not been obtained by chance. The
results are shown in last column of
Table 2. Very low level of Rmax
2 (in the
interval of 0.0012 for S1 and 0.0030 for
S27) indicates good results in our origi-
nal models and is not due to a chance
correlation or structural dependency of
the training set for each stationary phase
of the GC column.
Calibration and Prediction
Sets
In this investigation, for further testing
the predictive ability of the models for
the external compounds without the
models, part of the congeners are picked
up from 209 (208 for System 15) PCBs to
construct a training set which is used to
develop a prediction model and then
predict the values of RRTs in the
remaining congeners. How to pick up
the compounds in the training set is very
important for developing of the predic-
tive QSRR models. In this case, before
each training run, all data sets were split
randomly into two separate sub-matri-
ces: the training set matrix and external
testing set matrix. Out of 160 congeners
(159 for System 15) (76.6%) were used
for the training set and 49 congeners
(23.4%) were used as external validation.
The PCBs constituting the training and
testing sets are clearly presented in Table
S1. Moreover, the same divisions were
repeated with corresponding RRTs val-
ues. The test examples are marked as
bold font and training set was also used
to obtain the best ﬁt equation of MLR
with four semi-empirical descriptors.
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Fig. 4. Plots of the RRTs estimated by the QSPR models in Table 5 vs. that observed for 160
(system 15 159) training set PCBs (u) and 49 testing set ones ( ) for all stationary phases
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monitor overﬁtting the MLR models.
The resulted MLR models for training
set congeners were the same as those
obtained for the entire set of all PCBs in
each subset subject to use descriptors of
all congener’s models supporting suﬃ-
cient ability for the prediction set of 49
PCBs. The resulting regression equations
of the training set for individual HRGC
column stationary phases with the opti-
mal four descriptors are indexed in
Table 5, and results obtained are plotted
in Fig. 4. Statistical parameters for the
best-ﬁtted models are also presented in
Table 6. The correlation coeﬃcients (R
2)
of the obtained models are >0.96 for all
the stationary phases except for system
27 (0.9157), and the highest one is 0.9915
for System 6. The root mean square er-
rors (RMS) and relative error prediction
(REP) of estimation ranged from 0.0124,
2.7646 of System 4 to 0.0198, 4.4217 of
System 14 (except for System 27),
respectively, also the F statistic values
are >977.4 (except System 27). The
LOO-CV method was used to examine
the stability of QSRR models, and the
values of Rcv
2 and RMScv for the models
were above 0.9590 and in the range of
0.0129 and 0.0205 (except for System
27). The predicted RRTs versus the ob-
served RRTs of the 160 (159 for System
15) PCB training sets are plotted in
Fig. 4 (diamond). As shown in Table 6
and Fig. 4, the QSRR statistical results
exhibit good estimation capacity and
stability for internal training set PCB
samples to individual stationary phases.
High predictive ability of QSRR models
for external examples is another criterion
of a good QSRR model. The predicted
RRTs of 49 PCBs in the external testing
set by the models in Table 5 are also
demonstrated in Fig. 4 (circle) versus the
observed RRTs of 18 GC stationary
phases. For all 18 HRGC stationary
phases, the regression of the observed
and predicted RRTs had a high agree-
ment with the diagonal of each chart.
The predicted correlation coeﬃcients
(R
2) over 0.9726 with the exception of
System 27 (R
2 = 0.9497), the root mean
square errors (RMS) and relative error
prediction (REP) below 0.0209 and
4.603, respectively, except for System 27
(RMS = 0.0370, REP = 7.2079) dem-
onstrated an excellent predictive power
of the obtained QSRR models.
Conclusion
The HRGC-RRT values of PCBs on 18
capillary stationary phases (S1, S4, S6,
S8, S10, S11, S12, S13, S14, S15, S16,
S17, S20, S21, S22, S24, S26, S27), de-
pend on four semi-empirical molecular
descriptors, o-Cl, m-Cl, p-Cl and SM.
MLR with non-redundant descriptors
(NRD) produced more predictive,
informative and signiﬁcantly improved
QSRR models. The validation and pre-
dictive ability of the models were exam-
ined by three methods of leave-one-out
cross-validation, Y-randomization, and
external validation. The methods indi-
cated that the resulted multiparametric
QSRR models have high prediction
ability and low overﬁtting. All QSRR
models but one related to the System 27
column stationary phase provide a rea-
sonably well calibrated correlation coef-
ﬁcient (R
2 = 0.9619–0.9915) and the
LOO cross-validation correlation coeﬃ-
cient (RCV
2 = 0.9590–0.9909).
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