Introduction and motivation
Lightweight structures are made up of different materials (e.g. metal alloys, composites) and, as such, their mechanical behavior is strongly influenced by the presence of interfaces. The latter affect structural strength and stiffness, and to a large extent the fracture behavior. In fact, interfacial debonding of adjacent layers is one of the most important failure mechanisms in layered composite materials (Hutchinson and Suo, 1992; Evans and Hutchinson, 1995) . Therefore, many research efforts have recently addressed the design and processing of high-quality interfaces securing structural integrity during service (Srikanth et al., 2006; Alfano et al., 2011 Alfano et al., , 2012 Almuhammadi et al., 2014) , but also the implementation of predictive tools for the assessment of their reliability (Van den Bosch et al., 2006; Samimi et al., 2009 ).
Fracture Mechanics has been proven to be useful in understanding failure in layered materials (Hutchinson and Suo, 1992) . However, the premise of a vanishingly small fracture process zone (FPZ) relative to the sample characteristic size is often not satisfied in practical applications, i.e. failure of bonded connections often occurs concurrent with the formation of a non-negligible FPZ in front of a macroscopic crack (Kolluri et al., 2011 ).
An alternative approach for the analysis of interfacial fracture and debonding, which accounts for the FPZ, is the use of a cohesive zone model (CZM) (Barenblatt, 1962; Dugdale, 1960) . A cohesive zone is represented by a set of cohesive surfaces, which are held together by cohesive tractions. The tractions bonding the adherends across the interface may result from direct chemical (e.g. covalent bonds) and physical bonding (e.g. van der Waals forces), or may be caused by the presence of an interphase (e.g. adhesive layer 1 ). The separation process is characterized by a the traction will first increase and reach a maximum (cohesive strength), after which it decreases and eventually vanishes when the final opening displacement is reached. The CZM concept can be easily embedded in a finite element (FE) framework, and allows crack initiation to be simulated and growth in a wide range of materials and structures (Hillerborg et al., 1976; Needleman, 1987; Mohammed and Liechti, 2000; Van den Bosch et al., 2006) . Recent contributions, which reviewed advantages and limitations of the CZM approach, have highlighted that precise determination of the whole traction-separation relation is essential for the predictive nature of the model (Elices et al., 2002; Chandra et al., 2002; Park and Paulino, 2012; Wang, 2013) . Initially, most papers focused on semi-empirical calibration procedures combining experimental testing performed on beam-like adhesive bonded specimens (e.g. Double Cantilever Beam, End Notch Flexure) and FE simulations of fracture, e.g. (Hutchinson and Evans, 2000) . Specifically, the shape of the traction-separation relation has to be assumed a priori, from which the interfacial properties, such as cohesive strength and energy (i.e. the area enclosed by the traction-separation relation), were iteratively adjusted until a reasonable match between experiments and simulations was achieved. Typical experimental data used in such calibrations are the loaddisplacement curve, the specimen deflections and crack opening profiles (Mohammed and Liechti, 2000; Kafkalidis and Thouless, 2002; Tan et al., 2005) . The resulting cohesive models provided satisfactory predictive capabilities. However, as reported in Chandra et al. (2002) , Shen and Paulino (2011) and Park and Paulino (2012) , empirical calibration procedures do not guarantee the uniqueness of the identified cohesive model. Direct methods have been proposed enabling the determination of the traction-separation relation without numerical post-processing. However, these methods typically require sophisticated experimental setups (Ivankovic et al., 2004; Bao and Suo, 1992; Sørensen, 2002; Sørensen and Jacobsen, 2003; Andersson and Stigh, 2004; Zhu et al., 2009; Gowrishankar et al., 2012) . Some of these approaches (cf Sørensen, 2002; Sørensen and Jacobsen, 2003; Andersson and Stigh, 2004) recover the CZM features through the differentiation of J-integral, which is determined during the crack initiation regime in the experiment. Consequently, such approaches are heavily influenced by specimen pre-crack preparation artifacts.
Alternative approaches have been developed exploiting recent advances in the area of image processing, and the availability of low-cost CCD cameras, which enabled seemingly accurate measurements of surface displacement and rotation fields using Digital Image Correlation (DIC) (Schreier et al., 2009; Hild and Roux, 2006; Avril et al., 2008) . A DIC algorithm typically correlates the local features of a pair of digital images searching for the displacement field which provides the best match between pixel intensities. This task is carried out by minimizing a norm of the residual between reference and deformed images. By using DIC, a large number of kinematic unknowns can be resolved compared to classical measurement devices (e.g. extensometers, encoders). The field information provided by DIC prompted the development of more versatile inverse parameter identification techniques combining FE simulations and full field displacement data. These techniques, also known as Finite Element Model Updating (FEMU), were initially proposed in order to identify elastic, elasto-plastic and visco-elastic constitutive properties of bulk materials (Avril et al., 2008) . Subsequently, they were also used to supplement the existing methods for the identification of cohesive models, see Fedele et al. (2009), Valoroso and Fedele (2010) , Gain et al. (2011) and Shen and Paulino (2011) to list a few. In these simulation-based identification frameworks, polynomial, exponential or bi-spline traction-separation relations were used. The unknown interfacial properties were then iteratively adjusted in order to minimize the difference between computed and measured surface displacements taken across the sample surface (Gain et al., 2011; Shen and Paulino, 2011) or a suitable sub-region (Fedele et al., 2009; Valoroso and Fedele, 2010) .
In these existing approaches, essentially two minimization problems are solved, one associated with the DIC algorithm and the other to the FE-based equilibrium problem. As a result, uncertainties associated to both minimization loops sum up. This decoupling between the extraction of the displacement field and the identification of the interfacial properties may even lead to incorrect results. Indeed, interfacial properties may have a limited influence on the entire displacement field in some cases. Consequently, a small error in displacement measurements could result in significant errors in the identified traction-separation relation, as will be shown in this paper. Moreover, FEMU methods require a significant computing power since a complete non-linear FE simulation must be carried out at each iteration. In order to circumvent these issues, the DIC minimization procedure should be coupled directly to the final goal, i.e. the interfacial fracture properties.
Therefore, a DIC procedure is called for, which is based on the data retrieved from a simple test configuration, with minor experimental effort and expenditures, and reduced data post-processing. The aim of this work is to propose such a procedure, that complements existing methods and attempts to overcome some intrinsic limitations. The novel approach developed here exploits recent developments in the area of non-contact optical techniques and makes use of the so-called Integrated Digital Image Correlation (I-DIC) . The basic idea behind I-DIC is to introduce a regularization of the unknown displacement field through an efficient decomposition using a set of characteristic basis functions with unknown amplitudes (i.e. the degrees of freedom or dofs). However, the dofs are generally not kinematic variables as in local (Schreier et al., 2009 ) and global (Besnard et al., 2006) DIC, but rather mechanical quantities, e.g. stress intensity factors or elastic properties Mathieu et al., 2012) . Introducing this ''mechanical'' regularization, the gray level residual minimization directly yields the targeted mechanical interface properties (i.e. the unknown dofs), using a ''one-step'' algorithm. It is obvious that the success of I-DIC for identification of CZMs hinges on the proper incorporation of a mechanically admissible displacement field. In this paper, a closed-form theoretical framework is developed to reconstruct a mechanically admissible displacement field describing the kinematics of the adherends during a classical DCB fracture test 3 with only three dofs. The description accounts for the traction distribution across the interface, and the dofs represent the unknown interfacial properties. Once the dofs have been identified, the full displacement field within the sample can be reconstructed. As a result, by effectively combining the crack opening displacement and the identified traction profile, the corresponding traction-separation relation can be obtained. Since the proposed description displays a highly nonlinear dependency on the dofs, a suitable adaptation of the I-DIC framework is also proposed. To validate the I-DIC procedure and assess its computational efficiency and its robustness (with respect to noisy data and the choice of the initial guess), synthetic images of virtual DCB tests are post-processed with the I-DIC procedure. The paper is organized as follows. Section 2 introduces the proposed I-DIC identification procedure. Section 3 illustrates a closed-form theoretical description of the displacement field in the DCB fracture test. Section 4 describes the procedure adopted to generate synthetic experimental data (i.e. synthetic images) of the DCB tests. Section 5 presents the results, validation analysis and discussion, while concluding remarks and suggestions for future work are given in Section 6.
2. Identification of cohesive fracture properties using Integrated Digital Image Correlation (I-DIC)
Local and global approaches to Digital Image Correlation
A classical DIC algorithm correlates the local features of the reference ðf Þ and the deformed ðgÞ images, to identify the displacement field that provides the best match between pixel intensities in an area with a unique image pattern. The images ðf Þ and ðgÞ are matrices whose components represent gray level values for each pixel ðxÞ. The pattern can be a randomly speckled surface obtained by spraying black and white paints on the object, or its natural surface texture . The unknown displacement field, u ¼ uðxÞ, is identified by assuming that the surface speckle, or texture, of the object is not affected by the deformation, and passively follows the surface displacement of the underlying solid so that f ðxÞ % gðx þ uÞ, i.e. brightness is conserved during the deformation. Therefore, the objective within a conventional DIC algorithm is the determination of a displacement field that minimizes the correlation residual between ðf Þ and ðgÞ.
However, stated in this form the problem is ill-posed, since u can only be determined in the direction of the intensity gradient. Therefore, resolving the motion at the pixel level requires additional hypotheses on the regularity of the unknown displacement field. Moreover the brightness conservation equation is not strictly satisfied due to acquisition noise and fluctuations in light intensity (Mitiche and Bouthemy, 1996; Hild and Roux, 2006) . For these reasons, an objective function IðuÞ is introduced to determine the optimal approximate displacement field u opt :
where the functional IðuÞ operates on u. When the sum of the squared gray level residual is minimized, the unknown displacement field u opt results. In the earlier applications of DIC, the residual was evaluated over a domain X representing a small window of the considered region of interest, namely the zone of interest (ZOI). In this approach, often referred to as local DIC, the residual is minimized considering a subset-based reconstruction of u (cf Schreier et al., 2009) . The unknown displacement field is retrieved after a collection of independent correlation computations for each subset, followed by interpolation of the displacements at the ZOI centers. No additional assumptions are enforced to restrict u. In local DIC, the regularization is then implicitly embedded by the scale of the ZOI, i.e. the size of the subsets. However, local DIC suffers some drawbacks, e.g. the lack of displacement compatibility between adjacent subsets (which may lead to noisy reconstructed fields), and the sensitivity to the quality of the speckle pattern, which adversely affects the measured displacements (Shen and Paulino, 2011; Hild and Roux, 2012) .
In order to overcome these limitations, additional information can be included. For instance, a regularization can be introduced by assuming that the unknown displacement field is continuous. In this case u is decomposed over the whole region of interest (ROI) using a chosen set of basis functions which satisfy the continuity requirement, such that:
where ða i Þ 16i6n are the dofs, while ðu i Þ 16i6n are the associated shape functions. The latter can be common Finite Element shape functions (cf Hild and Roux, 2006; Besnard et al., 2006) . Evidently, several other choices are also possible depending on the specific problem at hand, such as X-FEM functions (cf Roux and Hild, 2006; Réthoré et al., 2008 Réthoré et al., , 2009 , polynomial basis functions (cf Neggers et al., 2014) or dedicated solutions, such as analytical expansions (cf Mathieu et al., 2012) or beam kinematic solutions (cf Hild et al., 2009; Leplay et al., 2010) . The important point is that the gray level residual is minimized over a domain X representing the whole ROI and all the unknown dofs are obtained simultaneously in a single correlation step. This method is known as global Digital Image Correlation (G-DIC) Avril et al., 2008) .
Proposed identification approach based on I-DIC
Latest developments in the area of DIC gave rise a new approach, the so-called integrated (global) DIC (I-DIC). In this case the displacement field definition, and the DIC procedure, are tailored to a specific parameter estimation (Réthoré et al., 2009 ). The chosen dofs ða i Þ 16i6n are directly related to the unknown material properties, and hence they are typically not displacements variables. As a result, the displacement field has to satisfy both constitutive and equilibrium equations. The I-DIC approach allows to identify, through a one-step algorithm, the unknown dofs, i.e. the unknown mechanical properties of interest. The main advantage is, as already discussed in Roux and Hild (2006) , Réthoré et al. (2009 Réthoré et al. ( , 2011 and Hild and Roux (2012) , that the noise sensitivity is largely reduced. In recent work, I-DIC has been mainly introduced for the identification of stress intensity factors in cracked samples, by using shape functions based on numerical or analytical descriptions of the displacement field (Réthoré et al., 2009; Mathieu et al., 2012) . To the best of our knowledge, there is no I-DIC approach aiming for the identification of interface debonding models.
This challenge, which requires a kinematic description of the interfacial traction profile, is developed in this paper. Specifically, we propose an iterative method for the identification of interface properties based on I-DIC. As for any I-DIC based identification procedure, two key elements are essential, i.e. (i) a mechanically admissible description of the displacement field (possibly characterized by a reduced number of dofs), and (ii) a suitable algorithm for the minimization of the image residual.
Although the complete description of the displacement field will be detailed in the next section, it is apparent from the discussion above that the displacements entail a highly nonlinear dependence on the interface dofs. This can be written as:
where ðK i Þ 16i6n are the selected dofs, i.e. the unknown interfacial properties to be resolved. As a result, Eq. (2) is not directly applicable, and the minimization process requires a suitable adaptation. This task is described in detail next. First, we assume that the cost function IðuÞ, given in Eq. (1), remains valid for the nonlinear case. By introducing the nonlinear displacement field given by Eq. (3), one obtains
IðKÞ is minimized by setting its derivative with respect to K i equal to zero, 8i 2 ½1; n, which yields a system of nonlinear equations:
8i 2 ½1; n;
This problem is solved using a modified Newton-Raphson procedure. An iterative process is introduced, in which the dofs K are incrementally updated with the corrections dK:
Using a first-order Taylor expansion, the non-linear problem stated in Eq. (5) can be recast in a set of linear equations at iteration ðit þ 1Þ:
The derivatives of g with respect to the dofs can be expressed using the gradient of the image. This is done in a small-displacement context, which leads to r $ r 0 , and which justify the use of the reference image gradient r 0 f to ensure a reasonable computational efficiency, following (Besnard et al., 2006; Roux et al., 2008) :
This yields the following linear system:
to be solved for dK. Note that M and b are defined in term of the
The nonlinear procedure outlined above typically differs from a classical DIC approach through the evaluation of the shape functions. Indeed, in the present procedure the shape functions are not defined a priori but are redefined at each step of the iterative process. Another point of attention concerns the calculations. An analytical expression for this derivative is possible for some cases, but a numerical evaluation may offer more flexibility, especially for the present case, where the displacement reveals a highly non-linear dependence on the dofs ðK it Þ. The calculation of the shape functions is thus carried out as follows:
where e denotes the magnitude of the (small) numerical perturbation. The next section presents the closed-form analytical kinematic description of the DCB test and the associated degrees of freedom.
The main steps involved in the proposed procedure are summarized in the flow chart given in Fig. 1 . It essentially involves two algorithms, which are related to the I-DIC procedure, and to the kinematic description of the DCB test, respectively. The I-DIC procedure has been detailed in this section: based on a pair of images ðf ; gÞ, the algorithm elaborates at each iteration (i) the right hand member b and (ii) the tangent operator M, which are based on the displacement u and the shape function ðu i Þ 16i6n corresponding to the dofs K. An iterative correction of the dofs ðdKÞ is then computed and the dofs are updated accordingly, K K þ dK. When this correction becomes small, the convergence criteria is satisfied and the problem is solved. The second algorithm, i.e. the kinematic description of the DCB test, is described in the next section.
3. A closed-form theoretical framework for the analysis of a DCB test 3.1. Description of a DCB test: from interface traction to 2D displacement field
The backbone of the proposed method is a suitable kinematic description of the DCB fracture test to be used in the I-DIC procedure (ASTM, 2007) . A schematic depiction of a peel loaded DCB sample (mode I loading) with its interface at y ¼ y 0 is given in Fig. 2(a) . At the left end of the sample, a pre-crack of length a 0 has been introduced. The beams have thickness h þ and h À , respectively, width w and length L=x R À x L . The DCB is modeled as two beams whose kinematics is assumed to comply with the classical Bernoulli theory with corrections to account for nonlinear effects, originating from the large transverse deflections which may occur during crack growth (Kolluri et al., 2009 ). The sample beams are subjected to prescribed opening displacements ðv þ p e y ; v À p e y Þ at the left end (i.e. at x ¼ x L ), which corresponds to concentrated forces F þ e y and F À e y (see Fig. 2(a) ). In addition, the interface condition entails an interfacial (normal) traction distribution tðxÞðt þ ðxÞ ¼ ÀtðxÞ; t À ðxÞ ¼ tðxÞÞ between the adherends at which an interfacial separation DðxÞ is corresponding, see Fig. 2(b) ). Note that the knowledge of both the traction distribution tðxÞ and the interfacial separation DðxÞ allows the recovering of the traction separation law (see Fig. 2(c) ).
By stating the equilibrium equations, and imposing the boundary conditions (F þ ; F À and tðxÞ), 5 the neutral fiber displacement functions can be determined for both beams (details are given in Appendix A). Since there is no axial loading in the proposed Bernoulli beam model, all axial quantities are equal to zero and they are therefore not shown. The kinematic variables defining the motion of the beams at the neutral fiber are fully described by the beam transverse deflections, v þ ðxÞ and v À ðxÞ and the cross-sectional rotations h þ ðxÞ and h À ðxÞ (Fig. 2(d) ). With the vertical displacement at both neutral fibers v þ ðxÞ and v À ðxÞ known, the description of the 2D displacement field across the beams surface is easily obtained as:
where '' Ã '' refers either to the lower ('' 
Notice that this procedure has a small computational cost compared to a full FE formulation, which would require the solution of an iterative problem, thereby considerably increasing the cost of the quantification procedure. However, it should be noticed that alternative beam kinematics can be incorporated, for instance based on Timoshenko's theory (see Gowrishankar et al., 2012) .
Parametrization of the interfacial traction profile
It is recognized that the adopted traction profile, tðxÞ, chosen to model the interface, greatly affects the robustness of the quantification procedure. We propose a partition into two distinct regions, the damaged (cohesive) region (½x L þ a 0 ; x 0 , called FPZ) and the undamaged one (½x 0 ; x R , called UDR), where the point x 0 denotes the physical crack tip position (Li et al., 2005) .
In the first region, x 6 x 0 , the tractions essentially represent the cohesive interactions accommodating the interfacial separation in the FPZ. In the second one, x P x 0 , they represent the elastic response of the undamaged part of the interface. A schematic representation of the proposed partition is shown in Fig. 3 .
Let us first introduce the traction profile chosen to represent the FPZ region. For this, a polynomial function has been selected:
where ' o is defined as the length of the process zone, t c is the critical traction, x c is the location along the x-axis where t c is attained (cf. Fig. 3 ), and P is the so-called rectangular function, which eclipses t FPZ ðxÞ outside the FPZ. This polynomial description has been introduced because of its large versatility, i.e. by varying the dofs a large set of tractionseparation relations can be recovered, as shown in Fig. 4 , while yielding a compact definition of the traction profile with only 3 degrees of freedoms, i.e. x 0 , ' o and t c . It is recognized that Fig. 1 . Flow charts illustrating the proposed procedure adopted. Two nested iterative algorithms are involved: the top one iteratively solves the I-DIC problem, the bottom one concerns the calculation of the displacement field. Fig. 3 . Proposed partition of the traction profile along the sample interface. The damaged (cohesive) region, where material damage has occured, is described by a polynomial function with only 3 degrees of freedom, i.e. the length of the cohesive zone ð'oÞ, the peak stress ðtcÞ and the transition point ðx0Þ between the two regions. In the undamaged region (II), the tractions are described modeling the substrates as beams on an elastic foundation.
alternative choices for the parametrization are possible (see Swadener and Liechti, 1998; Mello and Liechti, 2004) .
For the undamaged region (UDR), the interface stiffness is expressed as a beam on an elastic foundation, for which an analytical solution exists, i.e. the Winkler solution (cf Jumel et al., 2011) , yielding the following (oscillatory) traction profile:
where t 0 w is linked to the magnitude of the traction and where k can be interpreted as a damping coefficient.
So far, the traction profile is completely defined by five dofs, i.e. x 0 ; ' o ; t c ; t w and k. We can reduce the number of dofs further by enforcing additional equilibrium equations. Indeed, by simply adopting equilibrium to one arm of the sample, e.g. the upper layer ('' þ ''), we recover two additional equations. The first one is related to the force equilibrium in the y-direction:
while the second one expresses the rotational equilibrium around x 0 :
It is apparent that, through Eqs. (17) and (18), the Winkler parameters k; t 0 w À Á can be expressed as a function of x 0 ; ' o ; t c , which are the parameters of interest describing the interfacial traction profile.
In addition, interfacial stiffness continuity has been enforced between the two regions, as described in Appendix B, whereby the number of dofs has been preserved.
With the proposed partition of the interface behavior it is possible to describe the entire interfacial traction profile with only three dofs and subsequently compute the complete 2D displacement field over both sample layers. This kinematic description has been incorporated in the I-DIC procedure, see Fig. 1(b) . The algorithm titled ''Determination of kinematic response'' yields, for a set of interfacial parameters ðx 0 ; ' o ; t c Þ, the 2D kinematic response uðxÞ, satisfying the prescribed displacement at the left end of the specimen as well as equilibrium. The problem is solved with a prescribed force at the left end of both arms of the specimen. The procedure is initialized by using the applied ðF þ ; F À Þ.
Consequently, this necessitates the proposed iterative scheme, in order to ensure the satisfaction of the prescribed displacement boundary condition.
Generating synthetic data for procedure validation

FE modeling and development of pseudo-experimental displacement data
Synthetic data will be used for validation purposes. To this aim, we focus on the DCB specimen that was studied in Kolluri et al. (2009) . The analyzed sample consists of steel substrates (
, bonded with a thin adhesive layer. The geometrical specifications are:
and a length of 20 [mm] (cf Fig. 2) . The synthetic images, to be post-processed with the proposed procedure, are generated from a FE model of this DCB sample. The strategy adopted to construct the synthetic images involves the following steps: (i) a FE simulation of the DCB fracture test for a given traction-separation relation; (ii) subsequently, extraction of the synthetic reference image ðf Þ obtained by virtually attaching an artificial pattern to the specimen domain; and (iii), deformation of the reference pattern ðf Þ using the FE displacement field, yielding the deformed synthetic image ðgÞ. These steps are detailed next.
A 2D finite element model has been used for the sample, with plane stress quad elements for the substrates 6 and a single row of cohesive elements for the adhesive layer. The latter utilizes the enriched formulation recently proposed in Samimi et al. (2009) . Vertical displacements were prescribed at the left end of both sample arms ðv þ p ; v À p Þ to induce the desired peel loading condition, and the problem was solved assuming a large displacement hypothesis. The efficiency of such a numerical approach has already been demonstrated in Kolluri et al. (2012) .
Four cases are analyzed, which differ only through the adopted ''physical'' traction-separation relation. In the first case study (i.e. #1), the interface behavior is described using a bi-linear traction-separation relation; in the remaining ones (i.e. #2-4), a potential based cohesive model was employed (cf Park et al., 2009) . Details on the selected set of cohesive parameters for each case are given in Fig. 5 . In order to use suitable parameters for the problem at hand, we selected input traction-separation relations that are in the range of the physical response identified in Kolluri et al. (2012) . Nevertheless, large differences between the 4 cases are incorporated, see Fig. 5 . The FE global loaddisplacement responses obtained for each application are shown in the insert in Fig. 5 . The figure also highlights the loading steps selected to extract the displacement data that is used to generate the deformed synthetic images ðgÞ. These have been chosen in the post-peak regime of the global response to ensure that the deformed images incorporate a fully developed FPZ. It is thereby assumed that the resulting images contain all the information needed to identify the complete traction profile.
Generating reference and deformed synthetic images
The reference image ðf Þ, illustrated in Fig. 6(a) , is the superposition of an artificial pattern on top of the specimen domain. This Fig. 4 . Model traction-separation relations generated by varying the degrees of freedom employed to represent the traction profile within region I of the sample interface, i.e. 'o x0 and tc.
pattern is defined as the combination of three Gaussian fluctuation fields, which have identical mean and standard deviation respectively set to 16.67% and 10%. These three fluctuation fields are then interpolated to the pattern using different length scales, which are 2, 8 and 32 pixels (Dainty, 1977) . The images resolution is set to 1024 Â 100 pixels, with a minimum pixel size around 5 [lm] . The next step consists in ''deforming'' the reference pattern using the FE solution to get the (noiseless) deformed image ðgÞ. This step is detailed on the basis of case study #1. The FE maps of the 2D displacement field corresponding to the prescribed opening of the DCB are given in Fig. 6(b) . These displacements are subsequently applied to the reference pattern, which thereby deforms according to the computed displacement field. In order to closely resemble actual experimental conditions, white noise is also added to the deformed image (Fig. 6(c) ). As stated in Hild and Roux (2012) , there is no noticeable difference between applying noise on both ðf Þ and ðgÞ or a double noise on ðgÞ (or ðf Þ) only. The added white noise is defined through a Gaussian distribution, with a mean equal to 0 and a standard deviation r ranging up to 15%. It should be recognized that the introduced noise reflects poor measurement conditions, since the standard deviation of usual CCD or CMOS cameras is typically of the order of 1% of the dynamic range. This choice allows to assess the robustness of our approach. 
Results and discussion
The mechanically admissible kinematic description of the DCB test is now used in conjunction with the generated synthetic data in the I-DIC algorithm. First the results obtained from the proposed procedure, and the associated error maps, are presented. Next the sensitivity of the method with respect to the initial guess and noisy data is thoroughly investigated.
Results of the proposed procedure
An important outcome of the minimization procedure is that, apart from the optimized dofs values and the associated displacement field, a map of the residual, i.e. f ðxÞ À gðx þ u opt ðxÞÞ can also be obtained. The residual map emphasizes (localized) systematic errors, which may result from an inappropriate kinematic description. Fig. 7 illustrates the final DIC residual for case study #1. A small homogeneous distributed mismatch can be observed, which corresponds in amplitude to the added white noise present in the image ðgÞ. The absence of any systematic pattern in the residual field indicates that the kinematics description used within the I-DIC is rich enough to describe the fracture process.
The quality of the kinematic description can be investigated more directly from the displacement error maps. Fig. 8 presents these maps for case study #1. The error components are noticeably low, below 2:10
With a pixel size of 8.8 [lm] the error is thus less than 2% of a pixel in the y-direction (0:2% of a pixel in the x-direction). Moreover, since the pixels are clearly visible in Figs. 7 and 8, it becomes apparent that a high image resolution is not required for the proposed procedure. Finally, the knowledge of the error of the displacement field highlights some important features of the procedure, which are not visible in the residual maps in Fig. 7 . The map of the x-component of the displacement error illustrates that the non-linearity associated to the large deflection is well captured. The fact that the sign of the error switches from positive to negative on both error maps indicates that there is still a mismatch, but the associated order of magnitude remains small. In addition, localized errors close to the position of the applied interface conditions can be observed, especially in the x-component of the displacement error map Fig. 8(a) , which indicates that the adopted kinematic description is not incorporating these local phenomena. As shown in Fig. 7 , these details are masked through the white noise in the residual map. Consequently, adding a more detailed description, with more dofs, would probably result in a more noise-sensitive procedure. The goal of the proposed procedure is, however, not to recover the displacement field, but the interfacial fracture properties. We therefore focus next on the recovering of the interfacial stress distribution and its efficiency. The recovered traction profile, for case study #1, is illustrated in Fig. 9(a) . Once the traction profile known, the displacement field is reconstructed and hence the opening profile results. The associated traction-separation relation is given in the insert of Fig. 9(a) . The identified traction distribution as well as the traction-separation relation adequately fit most important characteristics of the input. The length of the opening zone ð' o Þ, the critical traction ðt c Þ and the physical crack tip position ðx 0 Þ are well captured. In addition, the assumed Winkler description, used in the I-DIC solution for x > x 0 , is fairly well confirmed. Note however, that the adopted I-DIC procedure cannot capture the discontinuity at the maximum traction used in the bi-linear model. Indeed, the traction profile included in the kinematic description Fig. 7 . Map of the residual at convergence for the I-DIC approach plotted at the reference undeformed specimen position ðf Þ. The data refers to study #1 and the black line at the center, i.e. the interface line, is a mask applied to the I-DIC to eliminate pixels close to the interface. Fig. 8 . X-error map (a) and y-error map (b) for case study #1 obtained from the reconstructed displacement fields from I-DIC and the input displacement fields from FEA, and they are plotted at the reference undeformed specimen position ðf Þ. The input FE fields are shown in Fig. 6 . The black line at the center, i.e. the interface line, is a mask to eliminate pixels close to the interface. has a polynomial form, which excludes such discontinuities. Using the same procedure, the cohesive properties for the other cases studies (#2-4) have been identified as well, see Fig. 9(b) . The comparison of identified and input traction-separation relations reveals a reasonable match. In particular, the general shape of the traction-separation relation is well recovered, although a higher mismatch results for those cases characterized by a larger final opening displacement ðD c Þ. Note that the work of separation (/, i.e. the area under the curves) is always quite accurately estimated, as the deviation never exceeds 5%. In addition, the critical traction peak ðt c Þ, which is usually difficult to recover, is adequately estimated.
From these results, it is obvious that the proposed method effectively recovers the interface fracture behavior, i.e. the traction profile and the corresponding traction-separation relation. The relatively small errors between the input traction-separation relation and the I-DIC reconstructions are due to an adequate parametrization of the interfacial traction profile within the FPZ. The relative errors of the cohesive parameters ðt c ; D c ; / c Þ are larger than those of the displacement field, cf. Fig. 8 , which is essentially due to the presence of image acquisition noise, cf. Fig. 7 . This highlights the fact that an accurate description of the traction profile in the FPZ, based on a limited set of dofs, is essential to avoid amplification of the displacement error towards the final traction-separation relation.
Sensitivity to initial guess and robustness against noisy data
Next, the robustness of the method is assessed by examining (i) the sensitivity with respect the initial guess, and (ii) the robustness to noisy data -resembling actual experimental conditions. As specified earlier in Section 3.2, the complete traction profile is defined through the dofs, i.e. K ¼ fx 0 ; ' o ; t c g. To start the iterative method, an initial guess for K is required, see Fig. 1 . A simple dedicated I-DIC procedure, which is described in Appendix C, is employed for the initialization of x 0 and it yields the correct value of x 0 within $ 0:1 [mm] accuracy. Subsequently, the initial choice of the remaining parameters is obtained by enforcing layer equilibrium:
where a linear traction profile t linear is assumed. This gives a relation between the initial choice of ' o and t c . By using this constraint, a wide variety of initial sets for ' o and t c have been studied,whereas the initial guess of x 0 equals 5.32 [mm] (see Appendix C). The identification problem was solved to reveal the sensitivity to the initial guess. The results are reported in Fig. 10(a) showing that the obtained responses overlap, i.e. the I-DIC approach is insensitive to the choice of the initial guess.
Regarding the robustness to noisy data, we depart from the already depicted results, in which a white noise with a standard deviation of 3% was used to create the synthetic images. 7 The impact of increasing noise levels on the quality of the identified interface properties is next evaluated. To this aim, the traction profiles have been reconstructed for different noise levels. Case study #1 is considered for this purpose. Starting from a zero noise level we corrupted the images using a white noise with standard deviations r ranging from 2% to 15%. Fig. 10(b) shows that noise levels up to r ¼ 10% do not affect the results, which remain comparable with the results from noiseless data. For noise levels r P 10%, the evaluation of the transition point x 0 remains accurate, but the traction peak and the size of FPZ are adversely affected. Therefore, it is concluded that the proposed procedure is noise robust as long as the images are recorded with a reasonable measurement noise level.
Conclusions
In the present work, a procedure has been proposed for the identification of the interfacial traction profile, and associated traction-separation relation, based on a DCB fracture test. The method roots in the recently developed Integrated Digital Image Correlation (I-DIC) approach. A mechanically admissible displacement field was obtained by incorporating a closed-form theoretical description that approximates the DCB test, which was coupled to the I-DIC algorithm. By minimizing the correlation residual with respect to the degrees of freedom, the unknown interfacial properties are identified in a one-step algorithm. The obtained results have shown that the most important features of the unknown traction-separation relation are adequately captured with the adopted set of dofs. The analysis of the spatial maps of the residual and the displacement errors revealed that the kinematic description is rich enough to capture all essential characteristics without yielding a high noise sensitivity. The procedure has shown to be robust with respect to the initial guess and noisy data, since it systematically recovered accurate estimation of the interfacial fracture properties.
Results shown are convincing. The main assumption on the interfacial properties concerns the parametrized traction distribution in the fracture process zone. To be as general as possible, a polynomial description was adopted. Nevertheless, this remains an open issue, and, for other cases better descriptions may be needed.
The proposed nonlinear I-DIC approach can be extended to different problems, including the identification of mixed-mode cohesive fracture properties of bonded samples, or bulk samples. The overall procedure will keep the same framework, while the kinematic description will be updated. Future work will address the application of the procedure to actual experimental data retrieved from in situ fracture testing of miniaturized beam-like samples. ðB:2Þ
Therefore, the continuity is restored by an additional term that is only active in the (FPZ) denoted by t k ðxÞ, which does not affect the global equilibrium (i.e. self-balanced). The resulting conditions to be enforced read: A dedicated I-DIC procedure has been set-up to select a suitable initial guess for x 0 . To this aim, simplified beam kinematics has been used, whereby both layers are modeled as two clamped Bernoulli beams and the interfacial interactions are not taken into account. The two beams are clamped at the position x ¼ x 0 and subjected to a prescribed displacement. The I-DIC procedure is now used to solve a problem where the single dof employed in the kinematic description is given by x 0 . The obtained solution is then used to initialize the main I-DIC algorithm to recover the traction profile at the interface. The results for the different cases studies presented in Section 5 are summarized in Table C.1. For each case study, this dedicated I-DIC was initialized with an arbitrary value of 1 [mm] . The comparison with the reference FEA shows that the resulting guess for x 0 is accurate within $0.1 [mm]. 
