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Abstract 
Low density materials like Al 2024-T351 have found a wide range of applicability due to its capability of bearing high 
loads. To combat the need of extensive experimental trials to understand the orthogonal machining of Al 2024 T351, Finite 
element (FE) simulations have been employed. One of the most important parameters which determine the effectiveness of 
the FE code in the case of machining simulations is the flow stress model that is employed. However, there is a dearth of 
constitutive models in literature, capable of perfectly simulating the orthogonal machining of Al 2024 T351. 
The present work aims to assess and validate the performance of the JC constitutive equation in modelling the 
deformation behaviour of Al 2024-T351 alloy. Orthogonal machining experiments were conducted at nine different cutting 
conditions by varying cutting speed and feed. An FE model was constructed in Deform 2D and the flow stress data 
calculated from the JC model parameters, based on Oxley machining model was input into the FE code. The FE results for 
cutting force, chip thickness and temperature were compared with those of the experiments. The effective stress, strain and 
strain rate were analyzed for the various cutting conditions. 
Keywords: Orthogonal machining; Finite Element simulation; flow stress; Johnson Cook; DEFORM 2D; 
1. Introduction 
In the current industrial scenario, there is a great demand of light weight structural materials capable of bearing 
heavy loads and possessing good machinability characteristics. Al 2024-T351, which belongs to this category, is widely 
used in the manufacture of aircraft fuselages, missile parts, munitions, rectifier parts etc. These materials are often subjected 
to machining operations where the criterion of minimization of lubricant use makes it more viable, as more than 16% of the 
manufacturing cost can be attributed to the coolants [1]. Consequently, it is interesting for researchers to develop green 
manufacturing processes like dry high-speed machining [2-3]. Since the major cost of a product comes from processing the 
materials, it is important to assess the machinability of the work materials in order to optimize the cutting conditions and the 
tooling requirements. Optimizing the cutting conditions for the orthogonal machining of Al 2024 T351 through 
experimental trials proves to be expensive posing a huge economic burden for the manufacturing industry.  
Finite element modelling of machining processes has proved immensely valuable in the manufacturing sector owing to its 
capabilities in regulating and optimizing the governing parameters of tooling and production systems. The FE tools have 
significantly improved the quality of the product, reduced the cost of design changes and significantly reduced the lead time. 
FE Simulations have also helped understand the machining characteristics of important alloys like Aluminium.  
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The FE code relies on the qualitative nature of inputs like the material constitutive model, friction conditions and fracture 
criteria. Of these the flow stress model is the most important governing factor for simulation purposes. However, there is a 
dearth of constitutive models in literature capable of perfectly simulating the orthogonal machining of Al 2024 T351 [4]. 
Johnson and Cook [5] developed a constitutive model for various materials subjected to high strains, high strain 
rates and high temperatures using experiments with the Al2024 T351 were taken from Split Hopkinson Pressure Bar 
(SPHB). Lesuer [6] performed a study to understand the ability of Johnson Cook model in understanding deformation and 
failure behaviour of Al2024 T351 and generated a new set of material constants for the JC model after numerically studying 
failure behaviour using the LS-Dyna simulation software.  
Wierzbicki et al [7] conducted a systematic evaluation of six ductile fracture models to identify the most suitable 
fracture criterion for high velocity perforation problems and suggested a new set of JC parameters for Al 2024 T351. These 
parameters were used by Tarek Mabrouki et. al [8] who conducted a  combined Numerical and experimental study for the 
dry cutting of the aeronautic aluminium alloy focusing on the physical phenomena accompanying chip formation at varying 
cutting speeds. 
Fang and Fronk [9] presented a modified set of material constants for JC flow stress model by studying the tool-
chip interface very closely. Adibi-Sedeh et al [10] formulated a new set of constants for JC parameters for Al2024 T351, by 
 
high temperature. 
Fang and Wu [11] presented an experimental and theoretical study on the effects of tool edge geometry in 
machining. Both chamfered and honed tools were investigated covering a wide range of cutting speeds and feed rates.     
List et al [12] described tool wear mechanisms in dry machining of Al2024 T351 with an uncoated cemented carbide tool. 
List et. al. [13] studied the experimental approach in the development of both optimised tool geometry and optimised cutting 
conditions for drilling aluminium alloys without the need for lubrication. 
Pujana et al., [14] concluded that the number of material parameters to be identified in a flow stress model has an 
exponential effect on the number of material tests to be performed for the least square approximation. Umbrello [15] 
employed various flow stress models in the numerical simulations of the machining process to test and validate the 
application of these models in machining. It has been widely reported that numerical results are sensitive to material models 
and not one model is best for a material.[16] Adibi  Sedeh et al.,[17]reported that machining tests should be performed for 
generating flow stress and parameters in order to get perfect numerical results. Shatla et al.,[18] concluded that FE methods 
need accurate description of material flow stress as a function of strain, strain rate, temperature and microstructure of the 
work material and it is important to measure the flow stress at high strains (1 and higher), strain rates (103 to 105 s-1 ) and 
temperatures (200 to 1000°C and higher). Childs [19] reported that material flow stress and friction conditions are the two 
most important input parameters for machining simulations 
The paper is organized as follows: Section 2 details the experimental procedure. Section 3 discuses the proposed 
numerical model. The results are analysed in Section 4 to validate the numerical model and help understand the physical 
phenomena accompanying the cutting process. 
Nomenclature 
 Flow Stress (MPa) 
A Initial Yield Stress (MPa) 
B Hardening Modulus (MPa) 
C Strain Rate sensitivity coefficient  
n Work Hardening exponent 
m Thermal softening exponent 
o Equivalent plastic Strain 
 Plastic Strain Rate (s-1) 
Tmelt Melting Temperature (K) 
Troom Ambient Temperature (K) 
 
2. Experiment Procedure 
Orthogonal cutting was performed on a solid rod of Al2024 T351 having a diameter of 65mm, under nine different 
operating conditions by changing the cutting speed and feed. The cutting speeds, 66 m/min, 102 m/min, 157 m/min were 
altered under three feeds - 0.102 mm/rev, 0.205 mm/rev, 0.318 mm/rev. The turning was done under dry cutting conditions 
with a depth of cut of 1mm. Table 1 lists the experimental setup and cutting conditions. The cutting forces were measured 
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along with the associated temperature at the tool-chip interface. The chips resulting from the nine processes were collected 
and the dimensions defining the chip morphology were measured using three different measurement techniques. 
2.1. Experimental Setup 
Fig.1. shows the layout of the experimental setup. The experiments were performed on a conventional Lathe 
machine tool. The cutting force was recorded using a Kistler dynamometer (Type 9257 B) attached to the tool post which 
was connected to data acquisition software through a multi channel charge amplifier. The chips obtained from nine different 
experiments were analyzed for chip thickness under a high resolution Scanning Electron microscope (SEM). The SEM was 
then used to photograph with a magnification of 10,000x providing a resolution of 4nm (30kV LV mode). The coating unit 
used was comprised of an ion sputter coated with a gold target. The tool used for turning was a tungsten carbide cobalt 
insert coated with a physical vapour deposition of titanium aluminium nitride (TiAlN). The temperature of the tool-chip 
interface was recorded using a non contact type IR sensor. Table 2 shows the physical properties of the work and Table 3 
shows the composition of Al 2024 T351. 
 
 
Fig 1. Layout of the Experimental Setup 
 
          Table 2. Composition of  the  Material 
 
2.2. Experimental outputs 
 
Fig. 2 shows the plot of the cutting force obtained from the Kistler dynamometer, for a cutting speed of 102 m/min 
and a feed of 0.102 mm/rev. The mean force was recorded at near steady state conditions at each of the feed and cutting 
speed combinations and was plotted against cutting force. The cutting force variations are minimal about the mean showing 
     Work material  Parameter 
 Work Dimensions (mm x mm) 250x65 
 Cutting Speeds (m/min) 66,102,157 
 Feed rate (mm/rev) 0.102,0.205,0.318 
 Environment Dry 
 Tool holder PCLNR H12 
 Insert CNMG 120408, KC 5010 
 Rake Angle (°) -5 
 Clearance Angle (°) 5 
 Tool Material WC CO  
 Dynamometer 
Kistler (9257 B) 
 
Component Weight (%)  
Aluminium 93.1 
Copper 4.08 
Magnesium 1.67 
Manganese 0.67 
Silicon  0.11 
Iron  0.24 
Titanium 0.058 
Zinc 0.044 
Nickel 0.019 
Tin 0.02 
Table 1. Experimental set up.  
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the ease of machinability with the aluminium alloy. Fig. 3 shows the variation of cutting force with cutting speeds at 
different feed rates. The cutting force decreases at higher feeds and increases at lower feeds with increasing cutting speed.   
This phenomenon can be attributed to the domination of the work hardening over thermal softening at lower feeds and vice 
versa [18]. The Kistler dynamometer was thoroughly calibrated using standard procedures before being used for the 
experiments. The cutting temperature at the chip tool interface was measured using a non contact Infrared sensor. The 
temperatures were measured at five different positions during the cutting process and the average values recorded for the 
analysis.  Fig. 4 shows the comparison of temperature over various feeds and cutting speeds. The temperature is increasing 
over the cutting speeds and feeds, due to the cutting conditions and the absence of any external cooling agent. The chip 
thickness was measured using three different methods  optical projector, digital micrometer and SEM, with the SEM 
values taken for the numerical comparison. The average chip thickness was recorded during SEM analysis by measuring the 
chip thickness across the chip cross section at different positions. Fig. 5 shows the experimental chip thickness over a range 
of cutting speeds and feeds and though the chip thickness is higher at higher feeds, the variation within a feed range shows 
the effect of chip segmentation as shown in Fig. 6, in the machining of AA 2024 T351. 
                             
                  
 
   
                                 
 
 
 
 
 
                              
 
 
Fig. 2. Cutting force as a function of time at a cutting 
speed of 102 m/min and a feed of 0.102 mm/rev 
Fig. 3. Cutting force variation with cutting speeds and 
feeds  
Fig. 4. Comparison of Chip-Tool Interface 
Temperature with Cutting Speed at 
different feeds 
 
Fig. 5. Comparison of Chip Thickness 
with Cutting Speed at different feeds 
Fig. 6.  SEM image obtained at a 
speed of 102 m/min and a feed of 
0.205 mm/rev 
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3. Numerical Study  
3.1. Finite Element Modelling 
Finite Element Modelling (FEM) of the cutting operation was done using Deform-2DTM which is based on a 
modified Lagrangian formulation. The work piece and tool were considered to be plastic and rigid respectively. The work 
piece was modelled with a 6 x 2 rectangular cross section and meshed with 4500 four noded iso-parametric quadrilateral 
elements with an elemental width of 0.057 mm and an aspect ratio of 1 to ensure an optimal mesh density and uniformity of 
elements. The FE simulations were run with grids of varying mesh densities till the solution reached steady state.  The tool 
was modelled using identical rake and clearance angles as those used for the experimental trials and was meshed with 1000 
elements, aspect ratio of 1. Table 3 shows the summary of boundary conditions and problem settings and the fig. 7 shows 
the FE model showing the boundary conditions. The simulation was carried out with a plane strain assumption and the 
cutting conditions were identical to the experiments. An automatic re meshing algorithm has been integrated in the FE code 
of Deform-2DTM, which ensures the continuity of the chip formation process. An iterative convergence procedure was 
employed to improve the FE predictions. Table 4 shows the physical properties of the work and tool materials. 
    
 Table. 3 Boundary conditions and problem settings 
Workpiece  Plastic  
Tool Rigid 
Cross section of FE model of workpiece 6 x 2 mm 
Elemental width 0.057 mm 
Aspect ratio of  each element in workpiece 1 
Type of element Iso-parametric quadrilateral type 
No. of elements in workpiece 4500 
No. of nodes in workpiece 4680 
No. of elements in tool 1000 
No. of nodes in tool 1082 
 
 
Fig. 7. FE model showing the boundary conditions 
 
 Table 3. Physical properties of the Work and Tool materials 
Physical Parameter Workpiece (Al 2024-T351) Tool (Tungsten Carbide Insert) 
Density, Kg/m
3
)   2700  11900 
Elastic modulus, E (GPa)  73  534 
  0.33  0.22 
Specific heat, Cp (Jkg-1°C-1)  Cp=0.557T+877.6  400 
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-1
C
-1
)  
 25<T<300: T + 114.4 ;    
300<T< T
melt
 : T + 226.0  50 
Expansion, d (μm.m
-1
°C
-1
) 23.22  d = 8.9*10
-3*
T + 22.2  - 
Tmelt (K)  793  - 
d = 22.9 * 10^-6  30  30 
 
3.2. Flow Stress Model 
Various Mathematical models have been adopted to represent the flow stress data over a range of temperatures and 
strain rates. The Steinberg Cochran Guinan Lund model[16], the Zerilli Armstrong model[17], the Johnson-Cook 
model[1], the Mechanical Threshold Stress model [18], etc are few of the models developed over the past few decades. 
Among all, the Johnson  Cook constitutive model is chosen for the research study, as it provides a good description of the 
metal material behaviour, subjected to large strain, strain rates and high temperatures. The JC equation is given by Eq (1). 
 
 
 
 
3.3. Simulation Inputs and Boundary Conditions 
 The physical properties of the plastic work material have been tabulated in table 4. The coefficient of Thermal 
Expansion, Thermal Conductivity and the Heat capacity of Al 2024 T351 have been taken as a function of temperature, in 
order to accommodate the wide variation in temperature in the zone of plastic deformation throughout the cutting process. 
to be a constant for the work material. This is primarily due to the fact that during 
most machining processes, the work material almost instantaneously transforms from elastic to plastic state. The work 
material movement was constrained at the base and the left edge and the cutting tool was made to move alone the negative 
X direction. The friction at the tool work interface was calculated to be approximately 0.43 based on Merchants theory of 
metal cutting. The flow stress data was generated using the parameters referenced in Adibi-Sedeh et al [10] and input into 
the FE code.  
 
4. Results and Discussion 
 
4.1. Cutting Force 
Fig. 8 shows the comparative study of cutting force with different ranges of cutting speeds and feed rates. It is evident 
that at high feed rates, the cutting force decreases with speed, which is the conventional trend. However, at a lower feed of 
0.102 mm/rev, the cutting force increases with cutting speeds on account of the high work hardening of the material. A 
maximum error percentage of 26.13% was recorded at a feed of 0.102mm/rev with a cutting speed of 157 m/min, and the 
error of 2.91% was found to be the lowest at a speed of 102 m/min and a feed of 0.205mm/rev.The JC model showed good 
experimental correlation at a higher feed rate compared to intermediate and lower feed rates, indicating the impact of cutting 
conditions on the effectiveness of the constitutive model in mapping the deformation characteristics of the work material. 
           
 
 
m
roommelt
room
TT
TTC 1ln.1BA n
Fig. 8. Comparisons of FE cutting forces with experiments for various feed rates 
 (1) 
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4.2. Chip Thickness 
Fig. 9 shows the comparison of experimentally recorded chip thickness with the FE results. The numerical chip 
thickness shows excellent correlation with the SEM chip across cutting feeds, with the deviation being the lowest at lower 
feeds. The image of a chip taken using a SEM at a Cutting speed of 102 m/min and a feed of 0.318 mm/rev is shown in Fig 
10. Fig. 11 shows the simulated chip formed at the same cutting speed and feed. The chip curl is also similar to the 
experimental chip. However, the JC model did not show any segmentation pattern which was visible in the experimental 
chip indicating its ineffectiveness in modelling the chip segmentation of AA 2024 T351 alloy. 
 
 
 
       
 
 
 
 
 
 
 
 
 
 
                
 
 
 
4.3. Temperature Distribution 
Heat transfer in the machining process takes place primarily in the shear zone where the plastic work is converted into 
heat and the chip-tool interface where frictional heat is generated. Some heat is lost to the ambience through convection and 
some transferred to the outgoing chip and the cutting tool through conduction. The high thermal conductivity of aluminium 
alloys ensures good heat dissipation and can be conveniently machined at dry environments. In the FE model the work 
material is treated as plastic and the tool as rigid to facilitate better understanding of the heat transfer due to plastic 
deformation of aluminium alloy during machining. Hence, the thermal analysis is concentrated on the work material alone. 
The temperatures reach steady state quickly after the initial increase in the primary and secondary deformation zones. The 
experimental temperature is usually the highest at the chip-tool interface (secondary deformation zone) followed by the 
shear plane (primary deformation zone) and least in the uncut surface.  
Experimentally, the temperature is measured using a non-contact type Infra Red(IR) sensor, and it is observed that 
the simulated result h as 36.42%, for a speed of 157 m/min and a feed of 0.205 mm/rev. This huge 
deviation in temperature predictions has become inevitable in modelling turning operation of Al 2024 T 351[10]. Variations 
in friction values also did not increase the temperature values beyond a point. This point to the deficiency of the JC model in 
accurate temperature predictions of Al 2024 T351 alloy.  
Fig. 9. Comparisons of FE chip thickness with experiments for various feed rates 
Fig. 10. Image of the chip taken using a SEM at a 
cutting speed of 66 m/min and a feed of 0.102 mm/rev 
Fig. 11. Simulated output of a chip at a cutting 
speed of 66 m/min and a feed of 0.102 mm/rev 
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4.4. Stress Distribution
Stress is generally maximum at the primary deformation zone, where the tool is in contact with the work piece. The 
negative rake angle causes greater stress on the work and the tool at the point of contact. The stress on the machined surface
is residual in nature while the stress values decrease around the uncut surface and the deformed chip. Fig. 13 shows the
predicted effective Von Mises stress distribution for a cutting speed of 66 m/min, under medium feed range. It is clearly 
seen from the figure that the model predicts very high stress values at primary shear zone, followed by the secondary and 
tertiary shear zones as expected in the natural phenomena.
4.5. Strain Distribution
Fig. 14(a) shows the experimental chip with regions of localised plastic deformation and chip segmentaion which is
an unique feature of aerospace alloys such as AA 2024 T351, even at low cutting speeds and feeds. The strain values are
found to be the highest in the secondary deformation zone, the interface between the chip and the tool, followed by the
primary zone and lastly comes the tertiary zone. Fig. 14(b) shows the strain field in the numerical chip where, the Johnson
Cook model predicts localised high strain areas throughout the length of the chip, but shows no segmentation as seen in the
SEM chip. High strain values are predicted by the JC model .
4.
Fig. 12. (a) shows the variation of temperature for a range of cutting speeds at a feed of 0.102 mm/rev; (b) numerical
chip showing the temperature distribution 
Fig. 13. Stress distribution at a cutting speed of 66 m/min and feed of 0.205 mm/rev
Fig. 14. (a) Strain in the experimental chip; (b) Strain in the numerical chip
                                 
a b
a b
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Fig. 15 represents strain rate at 0.205 mm/rev and 66 m/min. The metal cutting process itself involves high strain 
rates due to the instantaneous nature of the fracture during metal deformation. In general, for a given cutting speed, strain 
rate decreases as the feed increases, and for a given feed, the strain rate increases as cutting speed increases. The primary 
shear zone is the most vital point of the machining process as it determines the amount of deformation. Strain rapidly 
changes with time in this zone, whereas in the other places of the chip and work piece the strain rate is extremely low as 
low and medium feed ranges. The JC model seems capable of modelling the strain rate phenomena. 
 
 
 
 
 
5. Conclusion 
 
The JC model parameters predicted cutting forces, showing the same pattern of variation of experimental cutting force. 
The range of cutting forces predicted by this model correlated well at higher cutting speeds and higher feeds. At higher feed 
this model showed very less deviation, from the experimental cutting force. The chip thickness prediction is in good 
agreement with the experimental value. The usual trend of under predicting the temperature distribution by finite element 
process is also shown by this model as it predicted large deviation in cutting temperature when compared to the 
experimental cutting temperature. The local variables in the cutting process such as effective stress, strain and strain rate 
was well predicted by the JC model. This proves the robust nature of Johnson Cook flow stress model in suitably modelling 
the deformation behaviour from a local point of view. The above results suggest the need to obtain the flow stress 
parameters from machining tests in order to match experiments and if possible optimize the parameters to suit machining 
conditions.  
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