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MULTILEVEL APPROACH FOR SIGNAL RESTORATION
PROBLEMS WITH TOEPLITZ MATRICES∗
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Abstract. We present a multilevel method for discrete ill-posed problems arising from the
discretization of Fredholm integral equations of the ﬁrst kind. In this method, we use the Haar
wavelet transform to deﬁne restriction and prolongation operators within a multigrid-type iteration.
The choice of the Haar wavelet operator has the advantage of preserving matrix structure, such as
Toeplitz, between grids, which can be exploited to obtain faster solvers on each level where an edge-
preserving Tikhonov regularization is applied. Finally, we present results that indicate the promise
of this approach for restoration of signals and images with edges.
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1. Introduction. Linear ill-posed problems in the form of Fredholm integral
equations of the ﬁrst kind occur frequently in the physical sciences [8]. They model
inverse problems, that is, situations where hidden information is computed from ex-
ternal observations. A ﬁrst-kind Fredholm integral equation for a one dimensional
(1D) problem is as follows:
(1.1)
∫ α2
α1
K(s, t)f(t)dt = g(s), β1 ≤ s ≤ β2,
where the function K, called the kernel, is a known function of two variables s and
t, and the right-hand side g is also known, while f is the unknown function that we
wish to compute.
In particular, when the kernel K(s, t) is spatially invariant, that is, its eﬀect
depends only on the distance between s and t, then the preceding equation represents
a convolution integral, where K(s, t) = K(s− t). In this case, we can say that g(s) is
the result of convolving K(s) and f(s).
The discretization of such an integral equation gives a discrete ill-posed problem
[11], taking the form
(1.2) Axtrue = btrue,
where the matrix A is a discretization of the integral operator, and the vectors xtrue
and btrue are the discretized versions of the continuous functions f and g. Then, given
A and btrue, the corresponding discrete inverse problem is to recover xtrue.
The continuous problem (1.1) is generally ill-posed in the sense that small changes
in g can cause arbitrarily large changes in f . Consequently, the matrix A is ill-
conditioned, and its singular values decay to zero without signiﬁcant spectral gap. In
fact, instead of having btrue, we have measured data, b, that contains noise, e, due to
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measurement and/or approximation error. In this paper, we assume that e is white
noise (i.e., the covariance matrix for e is a scaled identity matrix). Then, the exact
solution of the system of equations
(1.3) Ax = b = btrue + e
has little relationship to the noise-free solution xtrue and is worthless. Thus, we seek
an approximation to the solution, xtrue, by solving a nearby more well-posed problem.
This method is called regularization. Regularization methods [11] include Tikhonov
regularization or early termination of certain iterative methods, such as conjugate
gradient least squares (CGLS).
In this paper, we restrict ourselves to the case when A ∈ Rm×m, with m = 2k
for some integer k. We focus on the 1D signal restoration problem, although the 2D
(image restoration) problem is also discussed. In the 1D case, A acts as a blurring
operator on the “signal” xtrue, and b denotes the blurred noisy signal. We are particu-
larly interested in the case when the signal has “edges” that we want to recover. Also,
we will assume that the blurring function K is spatially invariant. Consequently, the
matrix A is Toeplitz. A Toeplitz matrix A is one whose elements are constant along
diagonals; that is, the (i, j) entry in A, tij , is given by ti−j .
Multigrid (MG) methods [5] are well known as extremely eﬃcient solvers for cer-
tain large-scale systems of equations, namely the ones resulting from the discretiza-
tions of certain classes of partial diﬀerential equations and integral equations of the
second kind. These have been extensively studied in recent years. However, for ill-
posed problems the classical multigrid approach is not immediately applicable. The
ﬁrst consideration is that vectors in the span of the singular vectors corresponding
to the largest singular values are smooth, while the singular vectors corresponding to
the small singular values represent “high frequency” information. Since the integral
operator is a smoothing operator but the noise vector is assumed to be white, the
expansion coeﬃcients of btrue decay on average faster than the singular values, while
the expansion coeﬃcients of the noise vector are roughly constant in absolute value.
Thus, the noise perturbs the high frequency components of the right-hand side and
makes it impossible to recover xtrue through the use of typical multigrid “smoothers”
such as Jacobi or Gauss–Seidel, because they can be shown to incorporate noise into
the solution immediately.
Multigrid methods have already been considered for solving ill-posed problems
[6, 9, 13, 17, 19, 21, 22]. The two-level and multilevel methods presented in [9, 22] are
applied directly to the regularized Tikhonov form of the problem. That is, the regu-
larization of the problem is obtained by the starting model. The approaches presented
in [6, 13, 17, 19, 21], on the other hand, present multilevel methods applied to the
unregularized problem. Then, the regularization is obtained by the method itself. We
present a new multilevel approach that follows the overall ideas found in [6], where the
authors used a standard multigrid V-cycle scheme and standard (with respect to the
PDE literature) prolongation and coarse-grid correction operators. The smoothers
advocated were those such as CGLS, which are known to capture the smooth compo-
nent of the signal at each level without mixing in noise (high frequency information)
as long as they are terminated after a small number of iterations. However, their
approach did not include a residual correction (post-smoothing) step on the upward
part of the V-cycle, and rather used only interpolation to move back up to the ﬁne
grid. They advocated for very few iterations at each level (i.e., overregularization)
and multiple V-cycles. As a result of this choice of smoother, in many cases, the edges
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in the restored images are not well recovered. However, the work in [6] illustrates the
potential for a multilevel approach to regularized signal and image deblurring.
Therefore, in the present work, we turn to the diﬃcult task of recovering edge
information in 1D signals using a multilevel approach. It is well known in the signal
processing literature that one can restore edge information by using, for example,
a Tikhonov-based approach where the regularization functional is a total-variation
(TV) operator [23]. Another edge-preserving approach is the PPTSVD approach [12].
These approaches, although they can work very well, can be quite computationally
expensive. Therefore, we develop a multilevel approach that has the capability to
recover some edge information at a lesser expense than other traditional methods.
The authors in [19] had the same goal in mind. Their approach diﬀers from ours in
two respects: (1) they work with a full multigrid approach rather than a traditional
V-cycle with pre-smoothing, and (2) the edge preservation is obtained through use of
a nonlinear edge-preserving prolongation operator, whereas our edge preservation is
built in through the choice of appropriate coarse-grid and post-smoothing operators.
We present a method that has a standard multigrid V-cycle scheme but uses a
diﬀerent restriction operator than that in [6]. It also uses a residual correction step
which actually lives on a coarse grid but regularizes over the next ﬁner grid. In
particular, we choose to move between grids using a Haar wavelet operator. We show
that the choice of the Haar wavelet operator has the advantage of preserving matrix
structure between grids, which can be exploited to obtain faster solvers on each level,
and allows for a straightforward analysis of errors and residuals as we move through
the V-cycle. For other multigrid methods for Toeplitz matrices, see [1, 2].
The structure of the paper is as follows. In section 2, we ﬁrst give the outline of a
generic multilevel algorithm for discrete ill-posed problems, and then describe how we
will use the Haar wavelet operator to move between grids. In section 3, using some
matrix and residual analysis, we design our pre-smoothing, coarsest-grid correction
and so-called residual-correction strategies (post-smoothing). We address some of
the computational issues in section 4. Section 5 presents a straightforward extension
of the algorithm to the 2D case, the image deblurring problem. Section 6 contains
numerical results, and section 7 summarizes conclusions and future work.
2. Multilevel algorithm. We ﬁrst describe the main characteristics of a mul-
tilevel method as it applies to a discrete ill-posed problem. The overall idea follows a
classical MG approach [5], such as was also used in [6]. Then, we give some details of
how we will move between grids.
2.1. Basic framework of a multilevel method. The main idea of a multilevel
method is to deﬁne a sequence of systems of equations decreasing in size,
Aixi = bi, 0 ≤ i ≤ n,
where the superscript i denotes the ith level we have processed. In particular, i = 0
corresponds to the ﬁnest level, and i = n to the coarsest level. We call these systems
(for i > 0) coarse-grid equations. The restriction operator, R, and the interpolation
operator, P , deﬁne the transfers from ﬁner to coarser grids and vice versa. The
operator at each level is deﬁned by
Ai+1 = RiAiP i.
Then, the solution process consists of computing a regularized solution to the ﬁne-
scale system (pre-smoothing), computing the residual, transferring the residual from
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
302 MALENA I. ESPAN˜OL AND MISHA E. KILMER
ﬁne to coarser grid, solving (in the regularized sense) the coarsest-grid correction
equation (coarsest-grid correction), interpolation of corrections from the coarse grid,
and computing a regularized solution to the updated residual equation on the ﬁner
grid (residual correction). The residual-correction step corresponds to post-smoothing
in the MG literature. We can summarize the method recursively as follows.
Algorithm 1 (Multilevel V-Cycle: MGM).
Input: Ai, bi
Output: xi
1. If i = n
2. RegularizedSolve (Aixi = bi) (Coarsest-grid correction)
3. Else
4. If i = 0
5. RegularizedSolve (Aixipre = b
i) (Presmoothing)
6. Else
7. x0pre = 0
8. End If
9. ri = bi −Aixipre
10. bi+1 = Riri
11. Ai+1 = RiAiP i
12. yi+1 = MGM(Ai+1, bi+1)
13. xi = xipre + P
iyi+1
14. ri = bi −Aixi
15. RegularizedSolve (Aixic = r
i) (Residual correction)
16. xi = xi + xic
17. End If
As in [6], we do not pre-smooth on the ﬁnest level. The reason is mainly due to
computational cost, since pre-smoothing at the ﬁnest level will in fact improve the
solution given by this multilevel approach. In order to give a complete deﬁnition of a
multilevel method, we need to deﬁne the restriction and interpolation operators, and
also what we mean by pre-smoothing, coarsest-grid correction, and residual correction;
that is, we need to deﬁne how we solve the systems on lines 2, 5, and 15. We address
these issues in the next section.
2.2. Haar decomposition. Recall that, in our problem, A is an m×m matrix
with m = 2k. Consider the Haar matrix transform deﬁned by
(2.1) WT =
1√
2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 . . . . . . 0 0
0 0 1 1 . . . . . . 0 0
...
...
...
...
. . .
. . .
...
...
0 0 0 0 . . . . . . 1 1
1 −1 0 0 . . . . . . 0 0
0 0 1 −1 . . . . . . 0 0
...
...
...
...
. . .
. . .
...
...
0 0 0 0 . . . . . . 1 −1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
[
WT1
WT2
]
.
Our problem Ax = b can be written in the wavelet domain as
Aˆxˆ = bˆ.
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Fig. 2.1. True solution xtrue (top left), approximate solution x˜ = W [xˆ1; 0] (top right), scaling
coeﬃcients xˆ1 (bottom left), and wavelet coeﬃcients xˆ2 (bottom right).
In other words, if WT is the Haar matrix transform,1 then Aˆ = WTAW , xˆ = WTx,
and bˆ = WT b.
We partition the transformed problem into blocks of size 2k−1 to obtain the
following problem:
(2.2)
[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
] [
xˆ1
xˆ2
]
=
[
bˆ1
bˆ2
]
,
with Aˆij = W
T
i AWj , xˆi = W
T
i x, and bˆi = W
T
i b for i, j = 1, 2.
We now discuss how to use this partitioning to our advantage. It is clear from
the deﬁnition that WT1 applied to a vector does weighted averaging, while W
T
2 does
weighted diﬀerencing. Indeed, in the wavelet literature [4] if v is a vector, then WT1 v
is called the vector of scaling coeﬃcients and WT2 v is called the vector of wavelet
coeﬃcients. In the interest of space, we will not give detailed background on wavelets
here, but refer the interested reader to [4] for why Haar wavelets are useful for de-
composing signals with edges. We present only the facts most relevant to justifying
the use of the Haar basis in our multilevel approach.
Given the preceding description, not surprisingly we observe from Figure 2.1 that
the plot of the scaling coeﬃcient vector xˆ1 captures a level of detail similar to the
original image, while the plot of the wavelet coeﬃcient vector xˆ2 is spiky. This leads
us naturally to say that if we could recover the “downsampled” signal xˆ1, we would
have a rather good approximation to the ﬁne-scale vector (in the sense that setting
xˆ2 to 0 and x˜ = W [xˆ1; 0] (see Figure 2.1) would already give an okay (but blocky)
representation of the signal). So our ﬁrst goal is to try to recover xˆ1.
1We use WT rather than W for ease in reading the linear algebraic equation.
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From the ﬁrst block equation of (2.2), we have
(2.3) Aˆ11xˆ1 = bˆ1 − Aˆ12xˆ2.
We do not know xˆ2, of course. In the next section, we discuss why it is appropriate
to ﬁnd a regularized solution to
(2.4) Aˆ11xˆ1 = bˆ1
for our pre-smoothing and coarsest-grid correction problems, and we discuss what
regularization methods are appropriate. Then, we will discuss how to recover xˆ2,
given our estimates of xˆ1.
3. Analysis and algorithm details. Let us compare the submatrices Aˆij . Re-
call that A is a discretized version of a blurring operator. Let
A = UΣV T =
[
U1 U2
] [ Σ1
Σ2
] [
V T1
V T2
]
be the singular value decomposition (SVD) of A. The matrices Ui and Vi with i = 1, 2
have size 2k × 2k−1, and the matrices Σi with i = 1, 2 have size 2k−1 × 2k−1. The
singular values of A, σi, are decreasing from 1 (assuming A has been normalized) to
a very small number, with no gap. It is well known that the vectors in U and V
increase in frequency from left to right [11], so we can think of the vectors in U1 and
V1 as the lower frequency vectors, while U2 and V2 are the higher frequency. Then
(3.1) Aˆ =
[
WT1 U1 W
T
1 U2
WT2 U1 W
T
2 U2
] [
Σ1
Σ2
] [
V T1 W1 V
T
1 W2
V T2 W1 V
T
2 W2
]
.
If we look at the columns of WT1 U1, we ﬁnd low frequency vectors due to the
fact that U1 contains low frequency column vectors and W
T
1 smooths them even
more. Since we know that the columns of U1 are smoother than the columns of U2,
the matrix WT1 U1 contains vectors with lower frequency than those of W
T
1 U2. As we
mentioned before, WT2 acts as a weighted diﬀerence. Then, the columns of W
T
2 U1 and
WT2 U2 are higher frequency vectors. Thus, W
T
1 U1 retains the character of the lowest
frequency vectors of U . A similar analysis can be done for the blocks on the rightmost
matrix of (3.1), and we therefore conclude that V1W
T
1 best represents, among all four
subblocks, the characteristics of the lowest frequency vectors of V . In particular, we
can compute
(3.2) Aˆ11 = W
T
1 U1Σ1V
T
1 W1 +W
T
1 U2Σ2V
T
2 W1,
which can be written as Aˆ11 = W
T
1 U1Σ1V
T
1 W1 + E. We have the following lemma.
Lemma 3.1. Given the partitioning above,
|σs(Aˆ11)− σs(WT1 U1Σ1V T1 W1)| ≤ σ2k−1+1, s = 1, . . . , 2k−1,
where the notation σs(B) means the s-largest singular value of the argument B.
Proof. Since W,U, V are matrices with orthonormal columns, it is easy to show
that ‖WTi Ui‖2 = 1 and ‖V Ti Wi‖2 = 1 for i = 1, 2. Therefore, ‖E‖2 = σ2k−1+1. By
Corollary 8.6.2 in [7], we know that |σs(Aˆ11) − σs(WT1 U1Σ1V T1 W1)| ≤ ‖E‖2. Then,
the result of the lemma follows.
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Fig. 3.1. Maximum sine of the canonical angles between the subspaces spanned by T1 and T2
for j = 1, . . . , 2k−1.
Typically, in these problems, the singular value σ2k−1+1 of A is small, so we can
say that the term WT1 U1Σ1V
T
1 W1 is dominant in (3.2). This matrix is almost already
in its SVD form, as the matrices WT1 U1 and V
T
1 W1 are close to being orthogonal, and
so if Σ1 is somewhat ill-conditioned, it follows that Aˆ11 inherits these characteristics
as well. Speciﬁcally, let Aˆ11 = QDP
T be the SVD of Aˆ11. Let T1 = Q1:j denote the
ﬁrst j columns of Q, and T2 = (W
T
1 U1)1:j denote the ﬁrst j columns of that matrix.
Not surprisingly, since the ﬁrst few (orthonormal) columns of U1 were smooth and
WT1 U1 is just the averaged version of U1, the sine of the canonical angles between the
subspaces spanned by T1 and T2 has to be small (where small is relative to the size
of j). (A similar statement holds for the left singular vectors.) This is illustrated in
Figure 3.1 for the blurring operator in our numerical results section. By Corollary
I.5.4 in [24], we can deﬁne
cosΘ(Range(T1),Range(T2)) = diag(σ˜1, . . . , σ˜j),
where σ˜l are the singular values of T
T
1 T2. Then,
sinΘ =
√
1− σ˜2l , l = 1, . . . , j.
In Figure 3.1, we plot the maximum sine of the canonical angles as a function of j.
If we extend this analysis for the operator Ai at each level, then we expect Aˆi11
to still be somewhat ill-conditioned on the ﬁnest grids (small i), but getting better
conditioned the coarser we go (increasing i), and Aˆi11 always captures the lowest
frequency characteristics of the original matrix A0.
3.1. Presmoothing and coarsest-grid correction. It is well known that
Krylov subspace algorithms such as LSQR [20] work as regularization methods if
stopped early (i.e., before converging to the solution of the system) [11]. This is
because these methods, when applied to a discrete ill-posed problem, try to reduce
the residual in the ﬁrst few iterations over the subspace corresponding to the largest
singular values, and these are precisely the smooth modes [16]. In other words, if r
denotes the residual vector after k steps of LSQR are applied to a discrete ill-posed
problem with white noise, a plot of the components of UT r shows that the ﬁrst few
have been decreased (compared to the initial residual), while the last few have re-
mained relatively untouched (meaning noise has not been mixed into the solution),
as shown in Figure 3.2.
The matrix analysis in the previous section has the following implication for our
multigrid approach. Suppose we do two or three steps of LSQR on Ax = b, form
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Fig. 3.2. Spectral coeﬃcients of b (thicker line) and spectral coeﬃcients of r = b−Ax (thinner
line), where x is given by 3 iterations of LSQR.
r = b −Ax, and then form the residual equation in wavelet space:
[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
] [
xˆ1
xˆ2
]
=
[
rˆ1
rˆ2
]
.
Consider the system
Aˆ11xˆ1 = rˆ1.
Looking at QT rˆ1, where Q is the matrix of left singular vectors of Aˆ11, this is equal
to
QTWT1 r = Q
TWT1 UU
T r = [QTWT1 U1, Q
TWT1 U2](U
T r).
Recall from the previous section that QT1:j(W
T
1 U1)1:j ≈ I. So at least the ﬁrst j
components of this vector are the same in magnitude as they were before—that is, if
they were made small on a previous grid, they remain so.
We will consider the term Aˆ12xˆ2 that appears in (2.3) as noise and use LSQR to
ﬁnd an (overregularized) solution to the system
(3.3) Aˆ11xˆ1 = bˆ1,
where we use b instead of r for consistency with the previous section. We can con-
sider the term Aˆ12xˆ2 as noise for the following reason. Recall that xˆ2 is the “spiky”
wavelet coeﬃcient vector. Applying the operator Aˆ12 smoothes xˆ2 a little (by adding
a slightly larger low frequency component to it) but not much because Aˆ12 is not
quite a smoother like Aˆ11 is. We also know that bˆ1 = W
T
1 (b
true + e) = bˆtrue1 + eˆ1.
Then, Aˆ12xˆ2 is not white noise, but spectrally it is below the additive white noise, eˆ1,
in our applications, so we can ignore it. Figure 3.3 shows the spectral coordinates of
bˆtrue1 , eˆ1, and Aˆ12xˆ2 for comparison. By discarding the term Aˆ12xˆ2, a method based
on solving (3.3) cannot compute the exact solution of the noise-free problem (1.2).
Again, this analysis is extended to any level. We apply a few iterations of LSQR to
obtain an (overregularized) solution, xipre, to any intermediate system A
ixi = bi. At
the coarsest level (i = n), though, while we may have adequately reduced the residual
at the smoothest modes, we may not have obtained as much information over the
higher frequency modes of that level’s operator. (Some of the highest frequencies
relative to the ﬁnest level have, of course, disappeared by this level.) We see that
if the original signal has edges, the coarsest-grid problem may still have edges, since
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Fig. 3.3. The spectral coordinates of bˆtrue1 (solid line), eˆ1 (dashed line), and Aˆ12xˆ2 (dotted).
this is the system for the scaling coeﬃcients. To recover that information here, we
solve a regularized problem:
(3.4) min
xˆn1
{
‖Aˆn11xˆn1 − bˆn1‖22 + λq‖L(xˆn1 + xˆn0 )‖qq
}
,
where L is a discrete ﬁrst-derivative operator, 1 < q < 2, and xˆn0 is the initial guess, at
the nth level, which is the corresponding projection of the original initial guess x00 and
the successive pre-smoothing solutions xipre with i = 1, . . . , n − 1. This allows us to
recover some edge information on this grid, but, since we are at a coarse level, this is
a much more computationally tractable problem than if we had tried to employ it on
the ﬁnest grid. On the other hand, if we are at a coarse enough grid, we can replace
this simply by a direct solve, as there are no longer any suﬃciently small singular
values to magnify any remaining noise in the right-hand side (and, in practice, the
noise is barely perceptible in the right-hand side at this level).
In summary, we have the following:
• Presmoothing: take a few iterations of LSQR on Aixi = bi, i = n;
• Coarsest-grid correction: if Aˆn11 is somewhat ill-conditioned, solve (3.4); oth-
erwise, solve Aˆn11xˆ
n
1 = bˆ
n
1 exactly by a direct or iterative method.
The fact that the Toeplitz structure is preserved allows both these steps to be com-
puted eﬃciently, as we discuss in section 4.1.
3.2. Residual correction. While the above steps can lead to good recovery of
the scaling coeﬃcients in the wavelet expansion, we also need to recover the wavelet
coeﬃcients xˆ2 in order to adequately recover edges but not produce a solution that
looks too artiﬁcially blocky. For this part, we deﬁne a residual-correction step. As-
suming that we have an approximation xˆ∗1 of xˆ1 from the coarse-scale (3.3), then we
can rewrite system (2.2) as follows:
(3.5)
[
Aˆ12
Aˆ22
]
xˆ2 =
[
bˆ1
bˆ2
]
−
[
Aˆ11
Aˆ21
]
xˆ∗1.
We denote the right-hand side of (3.5) by rˆnew . To solve this problem, we again
use the following Tikhonov formulation to keep a certain smoothness in the solution:
(3.6) min
xˆ2
{∥∥∥∥
[
Aˆ12
Aˆ22
]
xˆ2 − rˆnew
∥∥∥∥
2
2
+ λq‖L(xnew +W2xˆ2)‖qq
}
,
where L is a ﬁrst-derivative operator, 1 < q < 2 as in (3.4), and xnew = x0 + xpre +
W1xˆ
∗
1, where x0 is the initial guess before pre-smoothing on the current level, xpre is
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the correction given by the pre-smoothing step, and W1xˆ
∗
1 is the prolongation of the
coarse-scale solution xˆ∗1.
The superscript i is omitted to simplify notation; however, this step is applied to
each level. From a computational perspective, it is very important to note that the
regularization is applied to the reconstructed signal.
3.3. Our algorithm. Our multilevel algorithm is as follows.
Algorithm 2 (Multilevel V-Cycle: MGM).
Input: Ai, bi, xi0
Output: xi
1. If i = n
2. xi = direct solve or Newton(Ai, bi, xi0) (see section 4.1)
3. Else
4. If i = 0
5. xipre = LSQR(A
i, bi, iter)
6. Else
7. xipre = 0
8. End If
9. ri = bi −Aixipre
10. bˆi+1 = WT1 r
i
11. xˆi+10 = W
T
1 (x
i
0 + x
i
pre)
12. Aˆi+1 = WT1 A
iW1 (see section 4)
13. xˆi+11 = MGM(Aˆ
i+1, bˆi+1, xˆi+10 )
14. xinew = x
i
pre +W1xˆ
i+1
1
15. rinew = b
i −Aixinew
16. xˆi+12 = Newton(W
TAiW2,W
T rinew, x
i
0 + x
i
new) (see section 4.2)
17. xi = xinew +W2xˆ
i+1
2
18. End If
Here “iter” in line 5 is the number of iterations of LSQR. We assume x00 = 0. A
diﬀerent initial guess for x00 can be added in line 7. Notice that the value of x
i
0 is used
only for the regularization term.
4. Computational issues. One nice feature of the Haar decomposition is that
it preserves the Toeplitz matrix structure. This implies that we can have fast matrix-
vector products of the intermediate-level interior linear least squares problems that
must be solved iteratively (see next two subsections). In [18], the discrete wavelet
transform (DWT) of Toeplitz matrices is discussed. We restrict our study to the
Haar wavelet transform (HWT), however, and apply a technique diﬀerent than that
in [18] to prove the following theorem.
Theorem 4.1. Let A be an m×m matrix with Toeplitz structure, and m = 2k.
Then, the 2k−1×2k−1 submatrices deﬁned in (2.2), Aˆ11, Aˆ12, Aˆ21, and Aˆ22, also have
a Toeplitz structure.
Proof. We shall use the representation of a Toeplitz matrix introduced in [15].
Consider the following Toeplitz matrix:
A =
⎡
⎢⎢⎢⎢⎢⎣
t0 t−1 t−2 . . . t−(m−1)
t1 t0 t−1 . . . t−(m−2)
t2 t1 t0 . . . t−(m−3)
...
...
...
. . .
...
tm−1 tm−2 tm−3 . . . t0
⎤
⎥⎥⎥⎥⎥⎦ .
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The vector t = (t−(m−1), . . . , t−1, t0, t1, . . . , tm−1) is called the Toeplitz vector that
generates A. If Zm is the (2m − 1) × (2m − 1) “downshift” matrix (i.e., a Toeplitz
matrix where its Toeplitz vector t is a vector of all zeros except t−1 = 1) and Pm is
the m× (2m− 1) matrix [Im, 0], then
(4.1) A = [PmZ
m−1
m t, . . . , PmZ
1
mt, PmZ
0
mt].
We know that vec(WTAW ) = (WT ⊗ WT )vec(A) (see Lemma 8.5.3 in [3]), where
E⊗F denotes the Kronecker product of E and F [3, section 8.5], and vec(E) unstacks
matrix E by columns to create a column vector. Then,
vec(Aˆ) = (WT ⊗WT )vec(A) = (WT ⊗ I)
⎡
⎣WTPmZm−1m t...
WTPmZ
0
mt
⎤
⎦ = (WT ⊗ I)
[
c1
...
cm
]
=
1√
2
⎡
⎢⎢⎢⎢⎢⎢⎣
c1+c2
c3+c4
...
cm−1+cm
c1−c2
c3−c4
...
cm−1−cm
⎤
⎥⎥⎥⎥⎥⎥⎦
=
1√
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
WTPmZ
m−2
m (Z
1
m+Z
0
m)t
WTPmZ
m−4
m (Z
1
m+Z
0
m)t
...
WTPmZ
0
m(Z
1
m+Z
0
m)t
WTPmZ
m−2
m (Z
1
m−Z0m)t
WTPmZ
m−4
m (Z
1
m−Z0m)t
...
WTPmZ
0
m(Z
1
m−Z0m)t
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Deﬁne t¯ = (Zm + I)t and t˜ = (Zm − I)t. It follows that
Aˆ =
1√
2
WTPm[Z
m−2
m t¯, Z
m−4
m t¯, . . . , t¯, Z
m−2
m t˜, Z
m−4
m t˜, . . . , t˜].
Then, we have
(4.2)
Aˆ =
1
2
⎡
⎣Pm/2Z
m
2 −1
m/2 t¯11, . . . , Pm/2Z
0
m/2t¯11
∣∣ Pm/2Z m2 −1m/2 t¯12, . . . , Pm/2Z0m/2t¯12
Pm/2Z
m
2 −1
m/2 t¯21, . . . , Pm/2Z
0
m/2t¯21
∣∣ Pm/2Z m2 −1m/2 t¯22, . . . , Pm/2Z0m/2t¯22
⎤
⎦ ,
where the vectors t¯11, t¯12, t¯21, and t¯22 are deﬁned (using MATLAB notation) as
follows:
t11 = (I + Zm)t¯, t12 = (I + Zm)t˜, t21 = (I − Zm)t¯, t22 = (I − Zm)t˜,
t¯11 = t11(1:2:2m−3), t¯12 = t12(1:2:2m−3), t¯21 = t21(1:2:2m−3), t¯22 = t22(1:2:2m−3).
From (4.2) and from the characterization of Toeplitz matrices (4.1), the result of
the theorem follows. Moreover, we have shown that the vectors 12 t¯11,
1
2 t¯12,
1
2 t¯21, and
1
2 t¯22 are their respective Toeplitz vectors.
There are two important computational issues deduced from Theorem 4.1:
• we can compute the entries of Aˆij with i, j = 1, 2 without explicitly computing
the matrices;
• since Aˆij are Toeplitz, they admit fast matrix-vector products. This is a
computational advantage for LSQR on the downward part of the V-cycle and
also for solving the system or regularized problem on the coarsest level (as
noted below).
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
310 MALENA I. ESPAN˜OL AND MISHA E. KILMER
Furthermore, we can show that the bandwidth of the Toeplitz matrices at each
grid level is reduced. Then, the coarsest-grid operator can be reduced as far as to a
tridiagonal matrix, depending on the initial bandwidth and how many levels are used,
again reducing the overall computational burden further down the V-cycle.
Theorem 4.2. If A is an m ×m, m = 2k, banded Toeplitz matrix with upper
bandwidth ku and lower bandwidth kl, then Aˆij are m/2×m/2 banded Toeplitz matrices
with bandwidths 	ku/2
 and 	kl/2
.
Proof. As in the preceding proof, we deal directly with the Toeplitz vectors. From
the proof above, we know that Toeplitz vectors that generate Aˆij can be written as
t¯ij = tij(1 : 2 : 2m− 3), where tij is a 2m− 1 length vector tij = αIt+ βZmt+ γZ2mt
with α and γ either plus or minus 1 and β either 0 or 2.
Thus each tij is easily shown to havem−ku−3 leading zeros, followed by kl+ku+3
nonzeros, followed by m− kl − 1 trailing zeros. Since t¯ij is obtained by subsampling
tij in every other entry starting with the ﬁrst, there must be 	m−ku−32 
 leading zeros
in t¯ij . Clearly, the upper bandwidth of the m/2 ×m/2 matrices Aˆij is obtained by
subtracting the number of leading zeros plus 1 (to account for the main diagonal)
from m/2. Given the number of nonzeros in the “middle” of the Toeplitz vector t¯ij
and the upper bandwidth, we can compute the lower bandwidth.
Case 1: ku = 2s+ 1 for positive integer s. The upper bandwidth is easily shown
to be s+1 (equivalently, 	ku2 
). Since ku is odd, given the subsampling pattern, there
must be 	kl+ku+32 
 = s+ 2 + 	kl2 
 nonzeros after the leading zeros in t¯ij . Hence, the
lower bandwidth of Aˆij is s+ 2 + 	kl2 
 − 1− (s+ 1) = 	kl2 
.
Case 2: ku = 2s, which implies that the upper bandwidth of each Aˆij is
m
2 −
(m2 − s− 1)− 1 = s = ku2 . Since ku is even, there are ku+kl+32  = s+ kl+32  nonzeros
after the leading zeros in t¯ij . Thus the lower bandwidth is s+ kl+32  − 1− s, which
is easily shown to be 	kl2 
 regardless of whether kl is even or odd.
4.1. Coarse-scale solve and parameter issue. Recall that we may need to
solve (3.4) on the coarsest grid if not enough levels are used. If q = 2, we could use
a hybrid approach [14] to solve the Tikhonov problem and simultaneously select the
regularization parameter in an eﬃcient manner. However, we typically take 1 < q < 2,
with q  2 to best preserve the edges at the coarsest grid. To solve the minimization
problem (3.4), we use Newton’s method with line search. The recursion of this method
is deﬁned by xk+1 = xk + αkdk, where αk is the length of the step
2 and dk is its
direction. Recall that if we minimize a function s(x), then the direction d is the
solution to the linear system
(4.3) H(x)d = −s(x),
where s(x) is the gradient of s with respect to x, and H(x) is the Hessian matrix,
containing second derivatives: Hij = ∂
2s(x)/∂xi∂xj . In our particular case, we have
that
s(xˆ1) = ‖Aˆ11xˆ1 − bˆ1‖22 + λq‖L(xˆ1 + xˆ0)‖qq.
Then, the corresponding gradient and Hessian are as follows:
s(xˆ1) = 2AˆT11r¯1 + λqqLT sign(r¯2).∗|r¯2|q−1
2The value of αk is chosen using a standard line search.
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and
H(xˆ1) = 2Aˆ
T
11Aˆ11 + λ
qq(q − 1)LTdiag(|r¯2|q−2)L,
where r¯1 = Aˆ11xˆ1 − bˆ1, r¯2 = L(xˆ1 + xˆ0) and, for a vector v, sign(v) and |v| are the
vectors containing the sign and absolute value of each entry of v, and diag(v) is the
diagonal matrix with entries given by v; also for two vectors v and w, v.∗w is their
coordinatewise product. Then, the system of (4.3) can be written as
(4.4) (AˆT11Aˆ11 + L
TDL)d = −
(
AˆT11r¯1 +
1
q − 1L
TDr¯2
)
,
where D = λ
q
2 q(q − 1)diag(|r¯2|q−2). To solve (4.4), we can apply an iterative method
such as CG or MINRES [7], or we can also solve its equivalent linear least squares
problem,
(4.5) min
d
∥∥∥∥
[
Aˆ11
D1/2L
]
d−
[ −r¯1
− 1q−1D1/2r¯2
]∥∥∥∥
2
2
,
by applying an iterative method such as LSQR or CGLS that needs only the matrix
vector product Aˆ11v and D
1/2Lv.
Choosing a good regularization parameter speciﬁcally for (3.4) is beyond the scope
of this paper. In our numerical section, we present results for which λ was chosen to
be optimal over a small, discrete set of choices. Choosing the parameter at this level
is the subject of current research.
4.2. Residual correction solve. To solve the minimization problem (3.6), we
also use Newton’s method with line search. In this case, we have that
s(xˆ2) = ‖r˜1‖22 + ‖r˜2‖qq,
where
r˜1 =
[
Aˆ12
Aˆ22
]
xˆ2 − rˆnew and r˜2 = λ(Lxnew + LW2xˆ2).
Then, the corresponding gradient and Hessian are as follows:
s(xˆ2) = 2
[
Aˆ12
Aˆ22
]T
r˜1 + q(λLW2)
T sign(r˜2).
∗|r˜2|q−1
and
H(xˆ2) = 2
[
Aˆ12
Aˆ22
]T [
Aˆ12
Aˆ22
]
+ q(q − 1)(λLW2)T diag(|r˜2|q−2)(λLW2).
Then, the system of (4.3) can be written as
(4.6) ATLDALd = A
T
LDw,
where
AL =
⎡
⎣ Aˆ12Aˆ22
λLW2
⎤
⎦ , D = [2I 0
0 Dq
]
, and w =
[ −r˜1
− 1q−1 r˜2
]
,
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with Dq = q(q−1)diag(|r˜2|q−2). To solve (4.6), we can apply an iterative method such
as CG or MINRES [7]. We do not need to construct the matrix ATLDAL explicitly.
We need only the matrix-vector product. Since D is diagonal and AL has Toeplitz
and sparse blocks, this is eﬃciently solved using iterative solvers that capitalize on
this structure for matrix-vector products. We can also solve its equivalent linear least
squares problem,
(4.7) min
d
‖D1/2ALd−D1/2w‖22,
by applying an iterative method such as LSQR or CGLS. Also in this case, we do not
need to construct the matrix D1/2AL explicitly.
Recall that xˆ2 lives on a coarser grid than where we are enforcing the regular-
ization (at the next ﬁnest grid level). As we have seen in Figure 2.1, the wavelet
coeﬃcients are spiky. It is still worthwhile to use q as close to 1 as possible to re-
cover wavelet coeﬃcients accurately enough to represent the edges appropriately on
the next ﬁnest grid level. As mentioned in the previous subsection, the selection of
an optimal regularization parameter is beyond the scope of the present work.
5. The 2D case: The image restoration problem. In this section, we discuss
a straightforward extension of the above approach to the image (2D signal) restoration
problem by considering a simpliﬁed type of 2D blurring kernel. As we note below,
there are subtle issues associated with the 2D case that warrant further investigation.
However, the results here show the potential for our concept on 2D problems.
A ﬁrst-kind Fredholm integral equation for a 2D problem is as follows:
(5.1)
∫ α2
α1
∫ γ2
γ1
K(s, s′, t, t′)f(t, t′)dtdt′ = g(s, s′).
We consider the special case where the kernel K(s, t) is spatially invariant and sepa-
rable, i.e., K(s, s′, t, t′) = l(s− t)w(s′ − t′). Moreover, we shall assume for simplicity
that l = w. If A is the discretization of the integral operator l, then the corresponding
discrete operator A of the kernel K is deﬁned by
A = A⊗A ∈ Rm2×m2 ,
with m = 2k, where the matrix A acts as a blurring operator on the image xtrue and
b denotes the blurred noisy image. We can state our image reconstruction problem
as ﬁnding x such that
Ax = b,
where x contains the elements of the 2D image by stacking its columns.
The 2D HWT W˜ can be deﬁned as a Kronecker product of the 1D HWT W ,
that is, W˜ = W ⊗W . To get a convenient matrix representation we use W = PW˜,
where P is specially deﬁned so that the system in the wavelet domain resembles the
1D version of the problem in the wavelet domain. That is, the system in the wavelet
domain has the form[
Aˆ11 Aˆ12
Aˆ21 Aˆ22
] [
x˜1
x˜2
]
=
[
b˜1
b˜2
]
, x˜1 = xˆ11 = (W1 ⊗W1)x,
x˜2 =
⎡
⎣xˆ21xˆ12
xˆ22
⎤
⎦ =
⎡
⎣(W2 ⊗W1)x(W1 ⊗W2)x
(W2 ⊗W2)x
⎤
⎦ ,
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with similar deﬁnitions for b˜1 and b˜2. Note that, like the 1D case, xˆ11 contains pure
scaling coeﬃcients, but unlike the 1D case, the system is not split in half.
From the ﬁrst equation we have
Aˆ11x˜1 + Aˆ12x˜2 = b˜1.
As before, we discard Aˆ12x˜2 and solve Aˆ11x˜1 = b˜1 to get x˜1. Note, however, that
Aˆ11 = Aˆ11⊗ Aˆ11. We have shown for the 1D case that Aˆ11 is still ill-conditioned and
that it captures the lowest frequency characteristics of A. Thus, we expect the matrix
Aˆ11 to be somewhat ill-conditioned, since its condition number κ(Aˆ11⊗ Aˆ11) (that is,
‖Aˆ11 ⊗ Aˆ11‖‖(Aˆ11 ⊗ Aˆ11)−1‖) is κ(Aˆ11)κ(Aˆ11), and to capture the lowest frequency
characteristics of A.
The extension to the 2D case seems straightforward by following the same steps
used to develop the algorithm for the 1D case. However, if we do a similar spectral
analysis to justify why it is allowable to discard Aˆ12x˜2, we ﬁnd that important in-
formation is lost by this model simpliﬁcation. Furthermore, eﬃciency is lost in that
the system size is not halved each time. We can still compute a regularized solu-
tion, but it is possible to obtain a better reconstruction. So a more careful algorithm
needs to be developed. Current research aims to address this issue by means of a
wavelet-packet–based multilevel approach.
In terms of computational issues, the inheritance of structure from the 1D case is
also seen in the 2D case. In the case of the image deblurring problem, the m2 ×m2
matrix A is block-Toeplitz–Toeplitz-block (BTTB), that is, an m × m block-Toeplitz
matrix with each block being an m × m Toeplitz matrix. So is Aˆ11. Thus, in the
2D case the BTTB structure is kept and can be used for fast matrix multiplication.
6. Numerical results. We conclude with illustrations of the performance of our
algorithm in signal and image restoration problems. All computations were performed
in MATLAB. In the following examples, we aim to recover the original signal/image
from a blurred and noisy signal/image.
6.1. Example 1: 1D signal restoration. The blurring operator is deﬁned by
an m×m symmetric banded Toeplitz matrix A, where its ﬁrst row is deﬁned by the
vector
(6.1) z =
1
2πσ2
[exp(−([0 : band− 1].2)/(2σ2)); zeros(1,m− band)].
The parameter band speciﬁes the half-bandwidth of the matrix A, and the parameter
σ corresponds to the variance of the Gaussian point spread function,
h(x) =
1
2πσ2
exp
(
x2
2σ2
)
.
We usem = 128, and the parameters σ = 3 and band = 7. The condition number of A
is κ(A) = 4.8×105. The exact solution, represented by xtrue, is the vector of length 128
shown in Figure 2.1. The noise-free blurred signal, represented by btrue, is computed
as btrue = Axtrue. The elements of the noise vector e are normally distributed with
zero mean, and the standard deviation is chosen such that ‖e‖2‖btrue‖2 = 0.05. In this
case, we say that the level of noise is 5%. The noisy right-hand side of our system is
deﬁned by b = btrue + e (see Figure 6.1).
For the solutions shown in Figure 6.1, we deﬁne the initial guess x00 = 0, and
we apply nine iterations of LSQR on the pre-smoothing step. The operator at the
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Fig. 6.1. Blurred noisy right-hand side, b (top left), 3-MGM solution without residual-correction
step (top right), 3-MGM solution without pre-smoothing step (no LSQR iteration) (middle left), 3-
MGM solution with q = 1.1 (middle right), 3-MGM solution with q = 1.5 (bottom left), and 3-MGM
solution with q = 1.01. In all ﬁgures, the exact solution xtrue appears as a thin line.
coarsest level has size 32× 32 (which means we apply a 3-level MGM), and a Newton
method is applied to solve the coarsest-grid correction. For the regularization term
in (3.4) and (3.6), we use q = 1.1 and the matrix
L =
⎛
⎝−1 1−1 1. . . . . .
−1 1
⎞
⎠ ,
which is a scaled discrete approximation to the ﬁrst derivative operator on a regular
grid, with no assumptions on boundary conditions. We deﬁne ten logarithmically
spaced values of λ from 10−3 to 1. We loop for all values of λ at each level and choose
the combination of λ values that makes ‖x
true−xMGM(λijk)‖1
‖xtrue‖1 minimum. We test the
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Table 1
Comparison of diﬀerent levels and parts of the multilevel method.
Level LSQR iter q Newton iter λopt
‖xtrue−xMGM‖1
‖xtrue‖1
1 - 1.1 34 λ7 0.1821
2 9 1.1 31,29 λ4,10 0.1963
3 9 1.1 19,27,28 λ4,5,10 0.1736
3 9 1.1 23,0,0 λ4,−,− 0.2397
3 0 1.1 23,29,34 λ8,6,5 0.1902
3 9 1.01 47,90,45 λ3,4,10 0.1796
3 9 1.5 5,9,7 λ5,7,9 0.1819
Table 2
Comparison of diﬀerent methods applied to diﬀerent levels of noise.
Noise level LSQR(iter) TV (λi) MGM (iter, λijk)
1% 0.1742 (24) 0.1637 (λ2) 0.1340 (24, λ5,5,10)
5% 0.2165 (8) 0.2065 (λ4) 0.1736 (9, λ4,6,10)
10% 0.2191 (6) 0.2187 (λ7) 0.2049 (2, λ7,7,8)
method with q = 1.1 in both minimization problems (3.6) and (3.5). We observe
that using both the pre-smoothing and residual-correction steps is essential to recover
the signal. Without pre-smoothing we miss some edge information, and we obtain a
blocky solution if we do not use the residual-correction step in our algorithm.
We also test the method for diﬀerent number of levels; that is, we compute the
solution of 1-level, 2-level, and 3-level MGMs. In Table 1, we report the number of
iterations for Newton’s method at each level, the optimal values of λ for each level,
and the relative errors computed by ‖x
true−xMGM‖1
‖xtrue‖1 . The leftmost Newton iteration
number is the number of iterations on the coarsest grid, and they read from left to
right with respect to coarseness of the grid. Recall that for multiple levels, the last
Newton iteration is on a residual correction equation where the solution is on the next-
to-ﬁnest grid and only the regularization is applied at the ﬁnest level. The notation
λijk means that for the coarsest level we need λ(i), for level 1 we need λ(j), and for
the ﬁnest level we need λ(k).
We also compare solutions for diﬀerent values of q since the algorithm is sensitive
to changes in it. When q is very close to 1, then the number of iterations needed for
Newton’s method to converge increases. On the other hand, when q = 1.5, only a
few iterations are needed. However, we can see in Figure 6.1 that, in the case when
q = 1.5, the solution is smooth, loosing some edge information. One could opt to
increase q with decreasing coarseness in an attempt to achieve more balance, but we
did not investigate that possibility here.
For diﬀerent levels of noise (1%, 5%, and 10%), we compute an LSQR solution,
xLSQR(iter), and a TV solution, xTV (λ), at the ﬁnest level for comparison. To compute
xTV we applied a primal-dual Newton method (see section 8.2.5 in [25]). We deﬁne
ten logarithmically spaced values of λ from 10−4 to 1. The optimal parameters k and
λ are chosen such that ‖x
true−xLSQR(iter)‖1
‖xtrue‖1 and
‖xtrue−xTV (λ)‖1
‖xtrue‖1 are minimums. For a
quantitative comparison, see Table 2. For qualitative comparison in the case when
the noise level is 10%, see Figure 6.2.
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Fig. 6.2. Blurred noisy right-hand side, b (top left), LSQR solution (top right), TV solution
(bottom left), MGM solution(bottom right). In all ﬁgures, the exact solution xtrue appears as a thin
line.
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Fig. 6.3. True solution xtrue (left) and the blurred noisy right-hand side, b (right).
6.2. Example 2: 2D image restoration. Our next example is a 2D image
deblurring problem which consists of recovering the original N × N image from an
image blurred by the optical system used to record it. The blur operator is deﬁned by
theN2×N2 matrixA = (2πσ2)A⊗A, where A is anN×N symmetric banded Toeplitz
matrix whose ﬁrst row is also deﬁned by (6.1). We use N = 32, and parameters
σ = 3 and band= 9. The matrix A has a condition number κ(A) = 3.75 × 1011.
The original image, obtained from the Regularization Tools package by Hansen [10],
is shown in Figure 6.3. It is a 32 × 32 image that is columnwise stacked in the
vector xtrue. The vector btrue, containing the noise-free blurred image, is computed
as btrue = Axtrue. The entries of the error vector e are normally distributed with
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Fig. 6.4. The MGM solution.
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Fig. 6.5. Solutions computed at the ﬁnest level using LSQR (left) and Newton (1-MGM) (right).
Table 3
Comparison of diﬀerent methods: relative errors.
LSQR (41) Newton (λ2) 3-MGM (50, λ5,6,8)
0.6650 0.4925 0.5459
zero mean and normalized such that ‖e‖2‖btrue‖2 = 0.01. The contaminated right-hand
side of our system is deﬁned by b = btrue + e (see Figure 6.3).
For the 3-MGM solution shown in Figure 6.4, we deﬁne the initial guess x00 = 0,
and we apply 50 iterations of LSQR on the pre-smoothing step. The image at the
coarsest level has size 8 × 8, and a Newton method is applied to solve the coarsest-
grid correction. For the regularization term in (3.4) and (3.6), we use q = 1.1 and the
matrix
L =
[
I ⊗ L1
L1 ⊗ I
]
,
where L1 is the regularization operator used in Example 1.
We deﬁne ten logarithmically spaced values of λ from 10−4 to 1. We loop for
all values of λ at each level and choose the combination of λ values that makes
‖xtrue−xMGM(λijk)‖1
‖xtrue‖1 minimum.
We also compute both xLSQR(iter) and 1-MGM (λi) solutions for comparison.
The optimal parameters k, λ are chosen such that the 1-norm relative errors are
minimums. Table 3 shows optimal parameters and relative errors. Figures 6.4 and
6.5 show the reconstructed images.
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7. Conclusion. In this paper, a new edge-preserving multilevel algorithm for
signal restoration problems has been presented. The transformation of the problem to
the wavelet domain using Haar wavelets leads to a multilevel algorithm that preserves
matrix structures. In particular, we have shown that Toeplitz structure is preserved
between grids, which leads to intermediate linear system solves inside damped Newton
iterations that are structured. This means that iterative methods can be eﬃciently
applied to the linear systems. Numerical experiments illustrate that this is a promising
technique for 1D restoration that can be extended in a straightforward way to the 2D
case. A detailed study of more appropriate modiﬁcations of the method to handle 2D
restoration is currently under investigation. Future work includes eﬃcient parameter
selection techniques, number of smoothing steps at intermediate grids, and number
of V-cycles.
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