Lloyd's k-means algorithm is one of the most classical clustering method, which is widely used in data mining or as a data pre-processing procedure. However, due to the thin-tailed property of the Gaussian distribution, k-means suffers from relatively poor performance on the heavy-tailed data or outliers. In addition, k-means have a relatively weak stability, i.e. its result has a large variance, which reduces the credibility of the model. In this paper, we propose a robust and stable k-means variant, the t-k-means, as well as its fast version in solving the flat clustering problem. Theoretically, we detail the derivations of t-k-means and analyze its robustness and stability from the aspect of loss function, influence function and the expression of clustering center. A large number of experiments are conducted, which empirically demonstrates that our method has empirical soundness while preserving running efficiency.
Introduction
Lloyd's algorithm 1 [Lloyd, 1982] is one of the most classical methods in solving the clustering problem, and is widely used today in data mining [Yu et al., 2009; Tsironis et al., 2013] , pattern recognition [Coates et al., 2011; Coelho and Murphy, 2009], etc., or as a data pre-processing procedure in more complex algorithms [Gopalan, 2016; Zhang et al., 2017] .
It's known that k-means is a special case of Gaussian mixture model (GMM) [Mclachlan and Basford, 1988] with each components sharing the same mixing coefficient and covariance matrix [Bishop, 2006] . However, due to the thintailed property of the Gaussian distribution, k-means (also GMM) may perform poorly on the data which contain a group or groups of observations with heavy tails or outliers [Peel and Mclachlan, 2000] . Consequently, t mixture model (TMM) [Liu and Rubin, 1995] has been introduced to gain robustness in the clustering task, since its base (t distribution) is a heavy-tailed generalization of Gaussian distribution. However, due to the tremendous demand in the necessary parameter estimation (such as covariance matrices), TMM is unstable with the arbitrary initialization and requires overwhelming time cost. The facts greatly prevent it to be a popular clustering method. In addition, since the update of clustering center is based only on the information of the sample in its cluster, k-means have a relatively large variance, which reduces the credibility of the model.
In this paper, to obtain robust and stable clustering method while preserving running efficiency, we propose t-k-means. It is not only as extensible and fast as k-means but also robust to heavy-tailed data and more stable than classical k-means method. Through this paper, we elaborate on the derivations of t-k-means, prove the robustness and stability, and also illustrate an extensive empirical study.
In summary, our three major contributions are as follows.
• We derive t-k-means clustering method from TMM, which is a robust and stable generalization of k-means.
• We theoretically prove the proposed method more robust and stable than k-means, from the views of loss function, influence function and clustering center expression.
• Empirically, a large number of experiments demonstrate that our method has empirical soundness while preserving running efficiency. et al., 1998 ] calculating the median for each cluster to determine its centroid, instead of the means, as a result of using L1-loss. k-means with Mahalanobis distance metric [Mao and Jain, 1996] has been used to detect hyperellipsoidal clusters, but at the expense of higher computational cost. A variant of k-means using the Itakura-Saito distance [Linde et al., 1980] has been used for vector quantization in speech processing. Banerjee [Banerjee et al., 2005] exploits the family of Bregman distances for k-means [Jain, 2010] .
In addition, a preprocessing procedure, k-means++, for choosing the initial values for k-means to avoid the occasional poor k-means results due to the arbitrarily terrible initialization is proposed in [Arthur and Vassilvitskii, 2007] . It can also be perfectly integrated into our proposed t-k-means method.
Relation between k-means and GMM
For better explaining TMM and t-k-means, we start by reviewing the most well-known technique GMM.
Given the dataset D = {x x x n |n = 1, 2, . . . , N }, where x x x n ∈ R p denotes a p-dim sample, Gaussian mixture model (GMM) is a linear superposition of K-component Gaussian distribution [Mclachlan and Basford, 1988] , i.e.,
where
are the mixing coefficient, the mean vector and the covariance matrix of the k-th component, respectively, and
Usually, the EM algorithm can be used to estimate the parameters. More specifically, the complete-data of sample x x x n in the EM algorithm is given by
⊤ , where the latent variable z nk = (z z z n ) k ∈ {1, 0} denotes whether x x x n belongs to the k-th component. As we have known, in M-step, the parameters π π π, µ µ µ, Σ Σ Σ of GMM is updated by following objective
where r nk is the expectation of z nk . Let I I I denote a p-dim identity matrix and α be a known parameter. Assuming that all the components share one single mixing coefficient and covariance matrix, we will have
Eq. (3) is identical to the loss function of k-means. Clearly, k-means can be regarded as a special case of GMM with different components sharing the same mixture coefficient and covariance matrix [Mitchell and others, 1997] .
Derivation of t-k-means
Similar to k-means and GMM, t-k-means is also a special case of TMM under the condition that π i = 1 K , Σ Σ Σ i = αI I I, i = 1, 2 . . . , K given parameter α. To reduce the parameters further, following Liu and Rubin, et al. [Liu and Rubin, 1995] , we also assume that ν i = ν, i = 1, 2, . . . , K. Those conditions are used to regulate the model complexity, so that tk-means can have robustness while preserving running efficiency.
Log Likelihood Function Deduction
Similar to GMM, the t mixture model (TMM) is a linear superposition of K-component t distribution, i.e.,
where Ψ Ψ Ψ = {π π π, ν ν ν, µ µ µ, Σ Σ Σ} and ν ν ν = {ν k |k = 1, . . . , K}.
Following the definition of the complete-data vector z z z in GMM, we write it for TMM by
where z 1 , . . . , z N is defined in section 2.2 and u 1 , . . . , u N are the additional missing data [Liu and Rubin, 1995] , such that
Thus, the complete-data log likelihood function can be written as
EM-based Log Likelihood Optimization
In this section, we detail the derivations about how to use EM algorithm to iterative optimizes log likelihood. In the EM algorithm, the objective function in a new iteration is the current conditional expectation of the completedata log likelihood function, i.e.,
The parameters with superscript " ⋆ " will be estimated in the new iteration.
e., gamma(p/2, 1/2). Treating x x x n as data, from the property of gamma distribution, it is not hard to prove that the likelihood of u n is
According to Eq. (4) and Eq. (7), the posterior distribution of u n given x x x n , z nk = 1 is
Based on Eq. (8), we have
Estimate E(ln u n |x x x n , z z z n ) To estimate E(ln u n |x x x n , z z z n ), we need to make use of the following lemma from [Liu and Rubin, 1995] .
Applying Lemma 1 to Eq. (8), it is obvious that we obtain
M-step
Given the result of E-step, we can decompose
Estimate α ⋆ With the same technique for estimating µ µ µ
and obtain
The estimation of ν ⋆ is the solution of the equation
We apply the following lemma in the work done by Abramowitz and Milton, et al. [Abramowitz and Stegun, 1964] , to solve Eq. (14).
Bi is i , where B i is the Bernoulli numbers of the second kind and B 1 = 1 2 . From Lemma 2, we have
Bi i(ν ⋆ ) i is the error term. Denoting the constant term in Eq. (14) as η, it is not hard to show We illustrate the functional plot of ǫ(ν ⋆ ) in Figure 1 , looking at which, when ν ≥ 1, ǫ(ν ⋆ ) approximates to 0. Therefore, we can update ν ⋆ using 1 −η . A Fast Version of t-k-means In TMM, if ν is unknown, the EM algorithm converges slowly [Liu and Rubin, 1995] . Therefore, following Jarno Vanhatalo and Pasi Jylänki, et al. [Vanhatalo et al., 2009] , we fix ν as a constant. For further reducing the dimensionality of parameters, we apply α → 0 referring to Bishop [Bishop, 2006] . With fixed ν and α → 0, we have a fast version of t-k-means, and we coin it fast t-k-means. 
Relation between t-k-means and k-means
If ν → ∞, then TMM degenerates to GMM. According to Section 2.2, k-means is a special case of GMM with all components sharing the same mixing coefficient and covariance matrix, meanwhile t-k-means is a special case of TMM with the same condition. Therefore, it is not hard to obtain that t-k-means is a robust generalization of k-means, i.e., t-kmeans→k-means when ν → ∞.
Robustness and Stability Analysis
In this section, we will prove that t-k-means is more robust than k-means from the perspective of loss function and influence function [Koh and Liang, 2017] , and explain why t-kmeans is more stable than k-means.
Robustness Analysis Loss Function Perspective
The log likelihood of t-k-means is given by
Given Eq. (16),we can rewrite the loss function of t-k-means as
Focusing on the term related to data x x x, we have
Considering Eq. (17) and Eq. (3), we learn that J t-k-means is a log L2-loss function of x x x n while the loss function of kmeans Eq. (3) is a L2-loss norm. Besides, from the work in [Arora et al., 1998 ], it is known that the loss of k-medians is a L1-loss norm. On the other hand, an outlier 2 is often distant from the component mean µ µ µ k . Thus, we plot the relationship between the loss values and the data-to-centre distance in Figure 2. The figure illustrates that log L2-loss is the least sensitive to the distance between x x x n and µ µ µ n . That is, in this regard, t-k-means is more robust than k-means and k-medians as its objective function is far less sensitive to the outliers than the other two.
Influence Function Perspective
The influence function, a measure of the influence from upweighting a training sample x x x i on the estimation of model parameters [Koh and Liang, 2017] , is adopted to compare the robustness of t-k-means and k-means in this section. The influence of upweighting the training sample x x x i on the parameter Ψ Ψ Ψ is given by (3), we can obtain the influence function of kmeans for parameter µ µ µ ⋆ k , i.e., I up,params,k-means (x x x i ) = r ik (x x x i − µ µ µ ⋆ k ). Now we consider the influence function of t-k-means:
It is clear that the difference between the influence of kmeans and that of t-k-means lies on the coefficient. We denote these coefficients as follows:
Let us denote (x x x − y y y) ⊤ (x x x − y y y) = dis(x x x, y y y), from Eq. (19), Eq. (9) and Eq. (6), it is not hard to prove that u nk τ nk and C up,params,t-k-means are the strictly decreasing functions of dis(x x x, µ µ µ k ). Since the outliers are farther from the component mean µ µ µ k than clean samples (assume the outliers are in the k-th component), C up,params,t-k-means of outliers are smaller than that of clean samples.Assuming that a sample x x x i is an outlier and lies in the k-th component, we know that C up,params,k-means = 1. In contrast, since the outlier x x x i is farther from the component mean µ µ µ k than clean samples and u ik τ ik is a strictly decreasing function of the distance between x x x i and µ µ µ k , u ik τ ik is smaller than u nk τ nk where x n is a clean sample, i.e., C up,params,t-k-means = u ik τ ik 1 N N n=1 u nk τ nk < 1, which implies I up,params,t-k-means (x x x i ) < I up,params,k-means (x x x i ). Therefore, t-k-means is more robust to outliers than k-means from the view of influence function.
Stability Analysis
The randomness of the k-means and t-k-means methods is mainly involved in the selection of the initial clustering center. Once the initial clustering center is given, the clustering results of the two methods are also fixed.
In k-means method, the update of clustering center is based only on the information of the sample in its cluster. However, according to equation (9) and (14), during the iteration, the update of the clustering center in t-k-means is determined by the information of all samples. In other words, no matter which sample is used as the initial clustering center, the further update of cluster centers still depend on all samples. This use of such global information significantly reduces the influence of the randomized clustering center on t-k-means, therefore it enjoys stronger stability.
Experiments

Experiment Settings
The information of the datasets is shown in Table 2 . The synthetic datasets are from [Pasi Franti, 2015] and the real-world datasets are from UCI datasets [Lichman, 2013] . In the experiments, the hyper-parameter K is given by the selected datasets and the hyper-parameter ν in fast t-k-means is set as 1. The baselines include k-means [Lloyd, 1982] , k-means++ [Arthur and Vassilvitskii, 2007] , k-medoids [Kaufman and Rousseeuw, 1987] , k-medians [Arora et al., 1998 ], GMM [Mclachlan and Basford, 1988] and TMM [Liu and Rubin, 1995] .
In order to evaluate the performance of the model, Adjusted Rand Index (ARI) [Hubert and Arabie, 1985] is employed for data with label, clustering mean squared error (MSE) [Tan and others, 2006] , and W/B (W: withincluster sum of squares; B: between-cluster sum of squares) [Kriegel et al., 2017] is used for unlabelled data. Besides, the experiment is repeated 100 times to reduce the effect of randomness. Among all methods, the one with the best performance is indicated in boldface and the value with underline denotes the second best. In addition, to make it fair, all of the evaluated methods are implemented with MATLAB and conducted on Intel(R) Core(TM) i7-7500U CPU running at 2.7GHz with 16 GB of RAM. 
On Synthetic Datasets with Labels
In this part, we conduct the experiments on the synthetic datasets, including S1 S4, A1 A3, Unbalance, dim32 and dim64 [Pasi Franti, 2015] .
As illustrated in Table 1 , GMM and TMM have relatively poor performance, since the mixture models demand heavy parameter esimation and are sensitive to the parameter initialization. With randomly initiated parameters, the proposed t-k-means and fast t-k-means outperform all k-means class methods, GMM and TMM in all datasets. Besides, a new method, the fast t-k-means++, obtained when fast t-k-means is initialized with k-means++ instead of random initialization reaches the best performance in all 10 synthetic datasets. t-k-means 0.202±0.000 0.202±0.000 0.333±0.000 1.015±0.000 fast t-k-means 0.216±0.000 0.217±0.000 0.333±0.000 0.975±0.000 fast t-k-means++ 0.216±0.000 0.217±0.000 0.333±0.000 0.975±0.000
In addition, the t-k-means class method has a smaller standard deviation than the k-means class method on all data sets, which empirically demonstrates the stability of t-k-means.
On Real-world Datasets with Labels
The methods are also evaluated on 2 real-world datasets with labels, including Iris and Bezdekiris. The experiment lead to the same conclusion that the family of t-k-means achieve the best performance on all datasets and with best stability. However, the sample sizes of real-world datasets are so small that the gap between t-k-means and other methods cannot be opened. 
On Real-world Datasets without Labels
We evaluate our methods on 4 real-world datasets without labels (Bezdekiris, Iris, Seeds and Wine) in this section. For Iris and Bezdekiris, the labels are ignored.
For the real-world data, with regard to two measures, the best performer is the family of t-k-means except the W/B for Seed and Wine. Even when our methods could not perform the best (in regard to the certain measure), they are very close to the best performers. In addition, within all measure-data pairs, there is always at least one member in the t-k-means family that performs the best (most probably) or the second best. The stability of t-k-means is also verified here again.
Runtime Efficiency
As shown in Table 5 , t-k-means reduces the total runtime significantly compared with TMM. Notably, the speed of fast t-k-means and fast t-k-means(++) is on the same order of magnitude as the speed of k-means. 
Conclusion
This paper depicts a novel TMM-based k-means variant, t-kmeans, and its fast version, in order to improve the robustness and stability of the conventional k-means method. We present the full mathematical derivations for t-k-means, and compare its robustness and stability with k-means with respect to the loss function, influence function and clustering center expression. Additionally, a large number of experiments empirically demonstrate that our method has empirical soundness while preserving running efficiency.
