We introduce an improved model for human communication patterns, in particular for arrival times of Twitter tweets. We introduce a concept that allows to capture the dependence of subsequent waiting times between such events. The presence of such dependence not only matches intuition, but the data shows a significantly better fit for the new model, thus confirming the proposition.
Introduction
One of the popular research topics on networked humanity is to understand how people interact, communicate [2] . We want to understand the patterns arising, and in particular to investigate the series of communication events happening for a single user [1] .
The importance of understanding communication patterns has already been recognized as a proxy to infer information on the user, for example, on his/her social group [3] or gender [10] . Similarly, analyzing airtime credit purchase patterns lead to derive social indicators that would otherwise be extremely costly to find using classical methods based on census [5] .
Communication patterns are not only important for inference and for extracting information. It has been shown that they have a very strong effect on the actual dynamics of the network. On one hand, they determine the way as information [9] or diseases [11] , [12] spread over the network. Moreover, the robustness of network connectivity has been found to be be reinforced thanks to the waiting time distribution observed [13] .
We aim to contribute to this strong effort to better understand communication patterns, we choose a data set of Twitter tweets from different users as the form of communication to focus on.
One way to represent such structures is to take a snapshot of the communication within a time window and evaluate the events that occurred in a static way. Alternatively, we may view the communications as a process evolving in time. For example, in the case of a homogeneous Poisson process where events happen uniformly and independently over a time period, we can describe it as a process evolving in time with independent exponential waiting times. For human communication, it is not considered as a homogeneous process, instead, a bursting behavior has been observed. This has been translated as independent waiting times following a power-law distribution [4] , [8] .
We now go one step further with this modeling effort. We question the independence assumption of waiting times, and for a good reason. For a number of users we count the number of occurrences of two subsequent short waiting times with what the standard independent model would suggest. This ratio would be exactly 1 if the independent model had been the true one. The resulting histogram of this frequency ratio for different users is shown in Figure 1 . We see that the histogram reinforces our intuition, the ratio is well above 1 for most users. A detailed description is given in Section 4.
Moreover, it turns out that we get a much better fit to the data for the model proposed and explained in Section 2 than for the independent one, confirming the presence of dependence. We consider our results as a * B. Gerencsér, C. Cloquet and V. Blondel proof of concept to encourage developing further refinements and even alternative models to better capture this dependence.
Some alternative approaches to incorporate dependence have already been proposed, however, they are quite different. In [14] , a long memory of an initial state is considered, but the effect of later events is disregarded. In [15] , memory is included implicitly for modeling task scheduling by using the queue length of tasks to be completed. Still, this intuition is not applicable for tweeting or calling behavior. Another possibility would be to tailor self-exciting processes to the current situation. A primary candidate is the renowned Hawkes-process [7] used in financial mathematics. However, it seems unconvincing once it has to be modified to produce power-law waiting times instead of exponential ones.
Next, in Section 2 we describe in detail the model proposed in a mathematically sound and clean way. In Section 3 we present the data set being used. Results on evaluating the new model are shown in Section 4. Finally, conclusions are drawn in Section 5.
Model description
For a single user, let W 1 , W 2 , . . . be the tweet inter-arrival times, i.e., W i is the waiting time between tweet no. i and i + 1. We now describe the model we use for W 1 , W 2 , . . .. First of all, we distinguish "short" and "long" waiting times depending on whether W i exceeds some threshold T S . This property will be recorded by X i . If W i < T S , we set X i = "S" for "short" and disregard the actual value of W i . If W i ≥ T S , we set X i = "L" for "long" and keep the precise value of W i . The choice of this structure has a twofold reason. First, using this one bit property X i allows us to introduce a simple and clean dependence structure, as will be described just below. Second, we plan to use a power-law distribution with density proportional to some x −γ . This can be used only on an interval bounded away from 0 if we want to make it well defined. Using this distribution only for long waiting times makes the model respect this constraint.
The key point of the model is the dependence structure we propose. We assume that the distribution at index i depends on the type X i−1 of the previous waiting time, but conditionally independent from anything else before. Therefore we have a transition probability matrix for the type X i :
Here p S|L stands for the probability of observing a short waiting time after a long one, and analogously for the other entries. From this we can calculate p S and p L , the overall probabilities of having short or long waiting times. For the long waiting times, we also have the probability densities f |S , f |L : [T S , ∞] → R + for W i . This implies the density might be different after a short and after a long waiting time. For these densities, we consider power-law distributions, giving them the form
Now that the evolution of the type X i is defined together with the actual waiting times W i , this completely describes our model. For comparison, we use a simplified model with complete independence. This means we only use the global probabilities p S , p L of the types, and a single distribution for long waiting times:
Let us determine the degree of freedom for the two models. For the independent case, p S and γ completely specifies the model, so we have 2 free parameters. For the new model, observe that given p S|S and p S , we can calculate all other probabilities concerning the process X i . For the long waiting times, we have the two parameters γ S , γ L . In the end, this model has 4 independent parameters to specify.
Data gathering
As we mentioned before, we use tweets from Twitter as the type of communication to be analyzed. Twitter provides free access to tweets as long as no more than 1% of the total traffic is downloaded. This is provided through the Twitter Streaming API.
We only use geotagged tweets limited to the bounding box between N49.496842, E2.544951 and N51.505484, E6.408534. This corresponds to Belgium and some surrounding areas. As geotagged tweets represent about 1% of total tweets, and Belgian tweets are much less than 1% of the total Twitter traffic, we never exceed the 1% limit imposed by Twitter. We gathered data between November 30, 2013 and April 22, 2014.
For recording the data, we rely on the Twython module of Python, and the server provided by the ICTEAM Institute at Université catholique de Louvain.
We also perform filtering to remove bots and other non-human users from our list. First of all, we remove tweets originating from the domains twitter.com, foursquare.com, instagram.com and blackberry.com. We also exclude pairs of tweets where the difference in location and time would imply a speed of more than 350 km/h. There is an additional list of robots identified which are removed.
We focus on the dynamics of waiting times. Clearly the night period is misleading, as it gives an extreme long waiting time corresponding to sleeping, which is not our target activity. Therefore for each user we cut the series of tweets into daily blocks, and treat them separately. To work only in the cases where there is sufficient data available, we select only users which have at least 1000 tweets during the data collection period. After all, we end up with the series of tweets for N = 1315 users.
Results
In order to justify the model we proposed, we statistically compare it with the simplified model, which is the mathematically correct description of the power-law independent waiting time model. We fix the threshold to be T S = 60s. This value is chosen such that both short and long waiting times are present at a non-negligible proportion in general. It is moreover a natural choice for the separation of the two types of waiting times.
We compare the models in two different ways. First, we consider individual users and decide separately for each of them which model is more appropriate. Second, we assume that a single overall decision has to be made for all users, and check how the two models compare.
In both cases we use the likelihood-ratio test. This means we perform a Maximum Likelihood fitting of the parameters for both models, we call the resulting likelihoods L indep and L new . Assuming the null hypothesis that the independent model is correct, we have that the difference
follows a chi-squared distribution with degrees of freedom equal to the number of extra parameters in the more refined model [6] . In our case this is 2 for individual users and 2N for the overall comparison. We reject the null hypothesis and claim that the new model fits better if D is large. We present the histogram of the resulting D values in Figure 2 for the N users being considered. In order to keep the figure visible, we merged all values above 100 to 100, this explains the large value there. For the individual users we accept the new model if D has a p-value at most 0.05, that is, it is in the tail of the chi-squared distribution (with degree of freedom 2) corresponding to a probability of only 0.05. We find that out of the 1315 users, the new model fits significantly better for 997 of them, which is over 75%. The histogram of the computed p-values are shown in Figure 3 . Values above 0.2 are merged to 0.2.
For the overall comparison, we get D all ≈ 43239.
This should be coming from a chi-squared distribution with degree of freedom 2630. The threshold for a p-value of 0.001 is ≈ 2860, thus for an overall view of inter-arrival times it is absolutely clear that the new model has to be preferred to the simple, independent one. Let us emphasize again how the bursty behavior of the data can be better captured by the new model. Once the overall probability p S of short waiting times is determined, the independent model would propose p 2 S as the probability of two subsequent short waiting times. We compare this with the actual frequency of short-short waiting time pairs in the data. This ratio is computed for all users, and the resulting histogram is shown in Figure 1 . We see that this is mostly above 1, meaning that there is indeed a tendency of short waiting times to occur together, and this is now captured by the new model.
Conclusions
The point of the paper is to propose an inspiring alternative for the standard model of human communication. The intuition of this modification is to allow dependence between subsequent waiting times. As a result this allows stronger burstiness to be explained than what is captured by just declaring the waiting times to follow a power-law distribution. We justify this new model by using Twitter tweet data, and we see convincing evidence that this is the correct direction to go in order to improve the modeling of communication patterns. In particular, the new model fits significantly better individually for 75% of the users considered. Even more, for an aggregated comparison, the new model has a convincingly better fit.
It is important to point out that we do not claim that this is the one and only model for such communication processes. The aim was to build a mathematically sound model with a clean and simple dependence structure. We do this in order to direct attention to this dependence property that has to be exploited if we want a mature model describing human communication patterns.
