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ABSTRACT
This th e s i s  c o n ta in s  an account o f  s e v e ra l m o d if ic a tio n s  to  two 
a lg o rith m s  fo r  u n c o n s tra in e d  o p tim iz a tio n , bo th  o f  which a re  due to  
G i l l  and Murray.
C hapter One c o n ta in s  a b r i e f  su rvey  o f  u n c o n s tra in e d  
o p tim iz a tio n  and c o n ta in s  a ls o  some r e s u l t s  which a re  used  
su b se q u en tly .
C hapter Two c o n ta in s  an account o f  some work on i t e r a t i v e  
p ro ced u res  fo r  th e  s o lu t io n  o f  o p e ra to r  e q u a tio n s  in  Banach spaces 
due to  Wolfe (1978a) in  which i t  i s  su g g ested  th a t  i t  may be p o s s ib le ,  
in  c e r t a in  c irc u m sta n c e s , to  use h ig h -o rd e r  i t e r a t i v e  p ro ced u res  
r a th e r  th a n  Neifton' s m ethod, th e re b y  o b ta in in g  co m p u ta tio n a l adv an tag es .
In  C hapter Three th e  N ewton-type a lg o rith m  o f  G i l l  and Murray 
( 197^) i s  d e sc r ib e d  and th e  id e a s  c o n ta in ed  in  C hapter Two a re  used  to  
c o n s tru c t  some m o d if ic a tio n s  o f  t h i s  a lg o rith m .
C hapter Four c o n ta in s  some a lg o rith m s  fo r  th e  n u m erica l 
e s tim a tio n  o f  b o th  f u l l  and b a n d -ty p e  H essian  m a tr ic e s .  These 
a lg o rith m s  may be used  in  c o n ju n c tio n  w ith  th e  o p tim iz a tio n  a lg o rith m s  
which a re  d e sc r ib e d  in  C hapters Three and F iv e .
In  C hapter F ive th e  le a s t - s q u a r e s  a lg o rith m  o f  G i l l  and 
Murray (1976) i s  d e sc r ib e d  and th e  id e a s  c o n ta in ed  in  C hapter Two 
a re  used  to  c o n s tru c t  some m o d if ic a t io n s  o f  t h i s  a lg o rith m .
C hapter S ix  c o n ta in s  th e  com p u ta tio n a l r e s u l t s  which were o b ta in e d  
by u s in g  th e  a lg o rith m s  which a re  d e sc r ib e d  in  C hap ters  T hree , Four and 
F ive to  so lv e  th e  t e s t  problem s which a re  l i s t e d  in  A ppendices One 
and Two.
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C hap ter 1,
U n co n stra in ed  O p tim iza tio n
1.1 H is to r i c a l  Survey
The e x is te n c e  o f  o p tim iz a tio n  problem s i s  a s  o ld  as  m athem atics, 
In d eed , even E u c lid  knew how to  f in d  the  p o in t  on the  s t r a i g h t  l i n e
ax + by ”  c ( 1 , 1. 1)
w hich i s  c lo s e s t  to  th e  o r ig in ,  u s in g  th e  compass and s tr a ig h te d g e j  
in  f a c t  he was m in im iz ing  (x + y ) s u b je c t  to  th e  l i n e a r  
c o n s t r a in t  ( 1 ,1 ,1 ) ,  In  th e  S ev en teen th  C en tu ry , Newton and L e ib n itz  
d e r iv e d  the  fundam ental theorem s o f d i f f e r e n t i a l  c a lc u lu s ,  w ith  which 
i t  became p o s s ib le  to  f in d  m axim izers and m in im izers  o f  con tin u o u s 
fu n c t io n s .  By th e  N in e te e n th  C en tu ry  th e  more s p e c ia l iz e d  method o f  
Lagrange m u l t ip l i e r s  had .been developed  f o r  s o lv in g  o p tim iz a tio n  
problem s s u b je c t  to  e q u a l i ty  c o n s t r a in t s .
In  1847 Cauchy in tro d u c e d  th e  method o f  s te e p e s t  d e sc e n t f o r  
u n c o n s tra in e d  m in im iza tio n  and i t  was su b se q u e n tly  u sed  by C ourant 
( 1945) ,  C urry  (1944) and some o th e r s .  The method o f s te e p e s t  d e sc e n t 
was one o f  th e  few o p tim iz a tio n  methods which were su p p o rted  by a 
convergence th e o ry  (se e  G o ld s te in  ( 1962 ) ) ,  A nother method which was 
su p p o rted  by convergence th e o ry  was N ew ton 's method w hich converges 
q u a d r a t ! c a l ly  (see  Cauchy ( l8 2 9 ) and Traub ( 1964 ) ) ,  The slow 
convergence o f  the  method o f  s te e p e s t  d e sc e n t on one hand and the  
need  to  d e term ine  th e  f i r s t  and second o rd e r  p a r t i a l  d e r iv a t iv e s  o f  
th e  o b je c tiv e  fu n c tio n  in  N ew ton 's method gave r i s e  to  th e  developm ent 
o f  many o th e r  u n c o n s tra in e d  o p tim iz a tio n  methods some o f  whi.ch a re
2.
rev iew ed by Broyden ( 1965) ,  Box ( 1966) ,  Kowalik and Osbom e ( 1968) ,
Bard ( 197O), Huang (1970), Pow ell (1971 ), Dixon (1975), G i l l  and 
M urray (1 9 7 4 ), D ennis and More (1 9 7 7 ), B ro d iie  ( l9 7 7 )  and V olfe  (1 9 7 8 )« 
But in  bo th  N ew ton 's method and in  th e  quasi-N ew ton m ethods, some 
p r a c t i c a l  d i f f i c u l t i e s  s t i l l  rem ained; the  most im p o rta n t one b e in g  
th e  in d e f in i t e n e s s  o f th e  H essian  o r  i t s  ap p ro x im atio n . In  th e  case  
o f  n o n - l in e a r  le a s t - s q u a r e s  prob lem s, Leveriberg (1944) added a  
s u i ta b le  m u lt ip le  o f  th e  i d e n t i t y  m a tr ix  to  the  approx im ated  H essian , 
a s  d id  M arquardt (1965)* G reen s tad t ( 1967) a p p lie d  e ig en -sy s te m  
a n a ly s is  to  N ew ton 's m ethod, and P iacco  and Mccormiok ( 1968) a p p lie d  
C holesky f a c t o r i z a t io n  to  N ew ton 's m ethod, M urray (1972) suggested  
a  m odified  C holesky f a c t o r i z a t io n  w hich i s  n u m e ric a lly  s ta b le  and 
p ro v id e s  a  p o s i t iv e  d e f in i t e  m a tr ix  a s  an approx im ation  to  th e  H essian ; 
t h i s  id e a  has been im plem ented by G i l l  and M urray ( 1974a). A lso , G i l l  
and M urray (1976) have d e sc r ib e d  n u m e ric a lly  s ta b le  m ethods in v o lv in g  
th e  s in g u la r  v a lu e  decom position  o f th e  Jaco b ian  f o r  s o lv in g  
u n c o n s tra in e d  n o n - l in e a r  l e a s t  sq u a re s  p roblem s.
From 1959 , when Davidon d e sc r ib e d  what m ight be c a l le d  the  
f i r s t  quasi-N ew ton m ethod, u n t i l  abou t 1970, many a u th o rs  devo ted  
t h e i r  a t t e n t i o n  to  th e  c o n s tru c t io n  o f  e f f i c i e n t  quasi-N ew ton m ethods. 
S ince abou t 1970, how ever, s e v e ra l  a u th o rs ,  among whom a re  Pow ell 
( 1971a ) ,  Broyden, D ennis and More ( l9 7 5 ) ,  D ennis and M ore"(1974 ), 
and More and T ran g e n ste in  (1976), have c o n tr ib u te d  to  th e  convergence 
th e o ry  o f  v a r io u s  a lg o rith m s  f o r  u n c o n s tra in e d  o p tim iz a tio n .
B efore abou t 1970, h i  ^ - a c c u r a c y  l in e - s e a r c h e s  were u sed  in  most 
u n c o n s tra in e d  o p tim iz a tio n  a lg o ri th m s . Nowadays a  g r e a t  d e a l o f 
a t t e n t i o n  i s  devo ted  to  th e  rep lacem en t o f  l i n e  s e a rc h e s  w ith  s te p ­
le n g th  a lg o ri th m s , ITirtheirnoore, much a t t e n t io n  h as  r e c e n t ly  been
g iven  to  th e  convergence th e o ry  o f  m ethods f o r  -unconstra ined  o p tim iz a ­
t io n  in  which s te p le n g th  a lg o rith m s  r a th e r  than  l in e - s e a r c h e s  a re  
u se d . The r e a d e r  i s  r e f e r r e d  to  th e  p ap e rs  by S to e r  (1975) and 
Pow ell ( 1975) ,  f o r  exam ple,
1 ,2  D escen t M ethods,
•An. im p o rta n t c l a s s  o f  m ethods f o r  th e  u n c o n s tra in e d  m inim iza.tion
n io f  d i f f e r e n t i a b l e  fu n c t io n s  F : R — R i s  th e  c l a s s  o f  d e sc e n t 
m ethods. Each member o f t h i s  c l a s s  i s  i t e r a t i v e  and i s  such th a t  the  
v a lu e  o f th e  o b je c t iv e  fu n c tio n  F d e c re a se s  a t  each  i t e r a t i o n .  In  
o rd e r  to  d e s c r ib e  th e  c l a s s  o f  d e s c e n t m ethods in  g r e a t e r  d e t a i l  we 
need th e  fo llo w in g  d e f i n i t i o n .
D e f in i t io n  1 ,2 ,1
n iSuppose t h a t  F : R — R i s  G -  d i f f e r e n t i a b l e ,
Hien th e  v e c to r  p 6R i s  s a id  to  be a  d o w n -h ill d i r e c t io n  f o r  F a t  
x E R "  i f  and o n ly  i f
g  (x ) <  0 (1 , 2 . 1)
nv/here g  ( x ) ÇR i s  th e  g ra d ie n t  v e c to r  o f  F a t  x . O
Theorem 1 .2 ,1
n 1I f  1, F ît)C R  — -fc^ R i s  G -  d i f f e r e n t i a b l e  a t  X B i n t  ( d) ;
2, p i s  a  d o w n -h ill d i r e c t io n  a t  x ,
th en  3 S',)» G such th a t  ( V  ^  E  (O^ ) )
F (x  4- c< p ) <  F (x ) ( 1, 2 . 2 )
P ro o f ,
See O rteg a  and R héinbo ld t ( 1970 ) ,
Any i t e r a t i v e  method w hich p ro v id e s  a  d o v n -h i l l  d i r e c t io n  p ,
(K) (K)an e s tim a te  x o f  th e  m in im izer o f  F , and a  s c a la r  oi a t  s ta g e  k
to  s a t i s f y  ( l , 2 , l )  and ( 1 , 2 , 2 )  i s  r e f e r r e d  to  as  a  d e s c e n t a lg o r i th m . 
The g e n e ra l d e sc e n t a lg o rith m  i s  a s  fo llo w s .
A lgorithm  1, 2, 1
n 1Suppose t h a t  F : R — 1^  R has  an unco io ira ined  lo c a l  m in im izer
« _ n (0) n ■ *X 6 R and x 6 R i s  an i n i t i a l  e s t im a te  o f  x ,
s te p  1, S e t k ~ 0
(K) (K)T / (K)s te p  2 F ind  p such t h a t  p g  (x ) <  0 .
(K) J.
s te p  3 . D eterm ine ^  E R such  th a t
, U<) IK) ( K)p  (x + o< p ) <s F (x  ) .
s te p  4 . S e t
( K *M ) ( K ) ( K ) ( . K )
X =  X +  CK p  ,
k K k -f* 1, and go to  S tep  2 , Q
5,
I t  i s  e v id e n t t h a t ,  when g (x ) 0 , th e n  th e  s e t
f  n T / (K) .  ,  1s = < p Ç R : p g ( x  ) < 0  \
i s  non-em pty , s in c e  -  g  (x  ) € S , Thus, e i t h e r  a t  s ta g e  k ,/ (K) ( K)g (x ;  = 0 w hich in d ic a te s  t h a t  x i s  a  c r i t i c a l  p o in t  o f  P ,
o r  o th e rw ise , th e re  e x i s t s  a  d i r e c t io n  a lo n g  w hich th e  v a lu e  o f  th e
(K )o b je c t iv e  fu n c tio n  i s  d e c re a se d  by a  s u i ta b le  ch o ice  o f  c< ,
Now suppose t h a t  th e  sequence (x ) i s  g e n e ra te d  from  a  d e sc e n t
a lg o ri th m  such  t h a t  (V k ^  O) g (x  ) ^ 0 ,  Then th e  fo llo w in g  theorem
i s  t r u e .
Theorem 1 , 2 , 2
n i  2I f  1 , F ; R  R i s  a  g iven  fu n c tio n  and F 6C  (D) ,
where D i s  an open convex s e t j
2, (0 )X 6 D ;
5,  8 C  D 9 where S 10)P (x ) <  J  (x  ) I ;
4 , 3  L € R such  th a t  L F (x ) (V  x £ s )  ;
5 . 3 M > 0  such  th a t  M >  II G (x) II ( V x G S )  ;
6.  p (K) i s  chosen so t h a t
p ( K ) T ^ ( K ) ^  -  E^I l P ^^ ll . H g ^ ^ l | ( V k > 0 ) ,
6,
where 6^  )> 0 i s  g iv en ;
/  ( K ) \7c th e  sequence [x ) i s  g e n e ra te d  from A lgorithm  1 ,2 ,1
8. such t h a t
3 t  y  0 such  th a t
(K) (K + U  (K) (K)T (K) ,   ^ ^F -  F g P ( k ^ O )
th en  corresponding? to  each  £ >  0 , th e re  e x i s t s  a  p o s i t iv e  
in te g e r  K such th a t
( K )
e  II 4: £ (k  >  K)
T hat i s ,  A lgorithm  1 ,2 .1  w i l l  te rm in a te .
P ro o f ,
See Wolfe (1 9 7 8 ). O
In  o rd e r  to  s t a t e  a  more g e n e ra l theorem  r e l a t e d  to  the  
convergence o f  th e  sequence o b ta in e d  from A lgorithm  1 ,2 ,1 ,  we 
fo llo w  O rtega and R h e in b o ld t( i9 7 0 ) , O
D e f in i t io n  1 ,2 ,2  1
A m apping c r  ; F 0 , cK) ) — f o ,  oo ) i s  a  f o r c in g  fu n c tio n
7.
(o r  F -  fu riet lo n )  i f  and o n ly  i f  f o r  any sequence ( t ^  ) ( t ^  6 [ o ,  ( V k 01
(lim  cr‘ (t^^ ) -  O) =4» (lim  t  = O) . [ j
K—tfOo «—r*6fl
The fo llo w in g  theorem  i s  u sed  su b se q u e n tly .
(1 .2 .3 )
Theorem 1 ,2 .5
I f  1, P ; R -----É*- R i s  G — d i f f e r e n t i a b l e  and bounded be low g
/ ( K) \ / (K ) \ ,  ( K ) \2, th e  sequences (x  }> ( P )» and ( ) a re
d e te rm in ed  from A lgorithm  1 ,2 ,1 ;
5, th e re  e x i s t s  a  f o r c in g  fu n c tio n  G'  ^ : Co, co)““î> E o , )
such t h a t  ( V k  0 ) ,
( K) ( K ) (K) ( K) CiOT (><)/„ (K) n
th en
P  (x  ) -  P  (x  + o< p  ) c r  ( g  P ' /  II P IV ,
( 1 .2 .4 )
( K) T ( K)  ( K )g P /  II P II — > 0 (k  — ^ oo ) .
( k )
P ro o f ,
S ince P i s  bounded below , th e n  th e  sequence (P (x  ) ) i s  
bounded below , and by ( 1 ,2 ,4 )  i t  i s  a l s o  n o n - in c re a s i i ig .  T h e re fo re
8,
(i<)(f  (x ) ) i s  a  co n v erg en t sequence and th u s
(K) ( K' t l )
(p (x ) -  P (x ) ) — ^  0 ( k — &»ca)
whence from ( 1 ,2 ,4 )  and D e f in i t io n  1 , 2 , 2 ,
(K) T" (K) ( K)
g (x ) p /  Il P 11— as  k — , u ( 1 . 2 , 5 )a
C o ro lla ry  1 ,2 ,1
I f  1, th e  h y p o th eses  o f  Theorem 1 ,2 ,5  a re  v a l id ;
2 , 3 0  > 0 such  th a t
th e n
P roof.
(K) T (K) (K)
- g ( x  ) p  > 0{j g  I  • II ^ II > 0 ) , ( 1, 2 , 6 )
lim  g (x ) = 0 ,
to
(1 .2 .7 )
By  Theorem 1 ,2 ,5 ,  ( 1 .2 , 5 ) h o ld s .  T h ere fo re  from  ( l , 2 , 6 ) ,
( 1 . 2 . 7 ) h o ld s , p
D e f in i t io n  1 ,2 ,5
( K )
The s te p - le n g th  <x o b ta in e d  in  Algorithm . 1 ,2 ,1  s a t i s f i e s
th e  c o n d itio n  o f  s u f f i c i e n t  d e c re a se  i f  and o n ly  i f  in e q u a l i ty  ( 1 .2 ,4 )  
i s  s a t i s f i e d ,  , Q
D e f in i t io n  1 ,2 ,4
A d i r e c t io n  o f  s e a rc h  p a t  x i s  s a id  to  be a  s te e p e s t  d e sc e n t
n 1d i r e c t io n  f o r  P w ith  r e s p e c t  to  a  v e c to r  norm I! , 1} î R — R 
i f  and o n ly  i f
II g  (x ) 11=  -  g (x ) p /  II p j | , Q
Theorem 1 ,2 ,4
n  iI f  1, F Î R  R i s  G -  d i f f e r e n t i a b l e  a t  x ;
2, B i s  an n x n  sym m etric p o s i t iv e  d e f in i t e  m a tr ix ;
n i
5. II * I! ! R  R i s  d e f in e d  b y
"p "Vz MII X II = (x Bx) ( V X 6 R ) ,
th en  th e  s te e p e s t  d e sc e n t d i r e c t io n  f o r  F a t  x w ith  r e s p e c t  to  th e  
norm d e fin e d  by H y p o th esis  5 i s  g iven  by
p = -  B g (x ) ,
10,
P ro o f ,
See O rteg a  and R lie in b o ld t ( 1970 ) , p
Thus, i f  in  th e  d e sc e n t a lg o ri th m , a t  s ta g e  K , we d e term ine  a
IK)sym m etric p o s i t iv e  d e f in i t e  m a tr ix  B and s e t
<K) I k )
th en  p i s  the  s te e p e s t  d e sc e n t d i r e c t io n  a t  x w ith  r e s p e c t
(K) (K) , T (K)to  th e  norm j| . || d e f in e d  by |1 x  1! = (x B x )  ,
The c o rre sp o n d in g  d e sc e n t method i s  r e f e r r e d  to  a s  a  v a r ia b le  m e tr ic  
m ethod.
In  th e  d e sc e n t a lg o r i th m , h av in g  foim d th e  se a rc h  d i r e c t io n
(K) , (K) ,th e  s te p - le n g th  o< has to  be d e term ined  in  such  a  way th a t  (x  )
g e n e ra te d  from  th e  a lg o rith m  has th e  c r i t i c a l  p o in ts  o f  P a s  l i m i t
p o in t  u n d e r some re a so n a b le  c o n d i t io n s .  The p ro ced u re  f o r  d e te rm in in g  
(K)
such  (X i s  c a l le d  a  s te p - le n g th  a lg o r ith m . In  p a r t i c u l a r ,  a  s te p -
( K ) / \ / O' ) (K) ^le n g th  a lg o ritlm i w hich d e te rm in e s  (X so as to  m inim ize P (x 4- p
i s  r e f e r r e d  to  as  a  l i n e - s e a ro h . A ttem pts have been made by many
re s e a rc h  w orkers such  as C urry  ( 1944 ) ,  K e ife r  (1955)» Johnson ( l9 5 5 ) ,
G layza l ( l9 5 9 ) and C ro c k e tt  and C h em o ff (1 9 5 5 ), to  c o n s tru c t  e f f i c i e n t
l i n e  se a rc h  a lg o r i th m s ,
D avidon (1959) h as  su g g e s te d  th a t  th e  o n e -v a r ia b le  fu n c tio n
Y ( K ) = P (x + o < p  ) be approx im ated  w ith  a  cu b ic  
(K)
po lynom ial and «x d e te rm in ed  to  be th e  m in im izer o f  t h i s  p o lynom ial,
Hiiimielblau (1972), G i l l  and M urray ( 1974b), and V olfe  ( l9 7 8 ) have gn.ven 
a lg o rith m s  f o r  l in e - s e a r c h e s  w hich in v o lv e  q u a d ra t ic  in t e r p o la t io n ,
Altman ( 1966) ,  G o ld s te in  ( 1967) ,  and Armijo ( 1966) have proposed  
s te p - le n g th  a lg o ritim is  d e t a i l s  o f  w hich a re  g iven  by O rteg a  and
11 <
S h e in b ü ld t ( 1970) ,
G i l l  and M urray ( 1974b) have d e sc r ib e d  two a lg o r i th m s , nam ely 
th e  sa feg u ard ed  cu b ic  and q u a d ra t ic  u n iv a r ia te  m in im iza tio n  a lg o ri th m s , 
in  which the  fu n c tio n  (ÿ i s  approx im ated  w ith  po lynom ials  o f  d eg rees  
5 and 2 r e s p e c t iv e ly .  G i l l  and M urray have a ls o  d e sc r ib e d  two s te p ­
le n g th  a lg o r i t lm s ,  nam ely th e  Cubic and q u a d ra tic  in te r p o la t io n  
s te p ~ le n g th  a lg o ri th m s , in  which th e  cu b ic  and q u a d ra t ic  u n iv a r i a te  
m in im iza tio n  a lg o rith m s  a re  u se d .
L et 8 ^ be th e  s e t  o f p o in ts  g e n e ra te d  by th e
sa feg u ard ed  cu b ic  u n iv a r i a te  m in im iza tio n  a lg o rith m , and 
l e t  8 ^ ”  } be th e  s e t  o f  p o in ts  g e n e ra te d  by the
safeg u ard ed  q u a d ra t ic  u n iv a r i a te  m in im iza tio n  a lg o rith m .
The cu b ic  i n t e r p o la t io n  s te p -1 e n g th  a lg o rith m  o f G i l l  and M urray 
i s  as  fo llo w s .
A lg o r i th  1 ,2 .2
S tep  1. Compute th e  f i r s t  member cx o f  such th a t
(O _  IK) T (K) (K) T (K)
I g  (x  -I- cx p ) P I -  [g  (x ) P , ( 1 , 2 , 9 )
where ^  Ç Q), 1 ) i s  a  p re -a s s ig n e d  s c a la r
(K) -  (K) ( OP (x  4* «K P  ) <  P (x ) ,
N ote: when 7 = 0 , oi i s  a  l o c a l  m in im izer o f  P a lo n g  th e
( K)  L ( K)l i n e  X t  cK p ,
12.
Step  2, I f  * i s  such th a t
F
where h e (0 , i
(K) —s e t CK s= cK
s e t / 2 - i j > 1
(K) -- U<) \  . J. — (K) /T (K) i+ cx u ) S  -  M Oi (x ) -D . Î
i s  another p re-a ssig n ed  s c a la r , then <
. O therw ise, l e t  "w be the f i r s t  member o f  the
such th a t w tx s a t i s f i e s
, (l<) , „ , (l<) -  (K) . . u , , -  /• A  (K )p ( x  ) - P ( x  +Wcxp ) ^ - p W o < g ( x  ) p  ,
( K)
S et oc = w oc ...
The quadratic in te r p o la t io n  s te p -le n g th  algorithm  o f G il l  and 
Murray i s  as fo llo w s .
Algorithm 1 .2 .5
Step 1. Compute the f i r s t  member x  o f  8^ such th a t
,  <'<> <!<) , <K) _  (K) .  ^  UÜT (K)  'j F ( x  + p) -  F (% + « p  )i -  I  g (x ) p ,
^ (1 .2 .1% )and
+ â p ^ ^ h  < F(%(^) ) ,
where <=^ i s  the l a s t  member o f  S^ fo r  which <( <x , and % 6 [o, l )
i s  a p re-assign ed  s c a la r .
Step 2. I f  oi i s  such th a t
(K) (K) -  -**" (K)F (x ) -  F (x  + o i p  ) > - / ^ o < g ( x  ) p  ,
j
15,
where t'" E (O, &] i s  a n o th e r  p re -a s s ig n e d  s c a la r ,  then
(/<) ...s e t  04 = ,
O therw ise l e t  W be th e  f i r s t  member o f  th e  s e t  ^ 2  I j  ^  1 ^
such th a t  w <x s a t i s f i e s
UQ (K) -  u -  /  (K)F (x ) -  F (x + w cx p } ^  - r w o < g  (x ) p
(K) _  ^
S e t •>< -  w oc , \ (
The fo llo w in g  theorem s show t h a t  a lg o rith m s  1 ,2 ,2  and 1 ,2 ,5  
s a t i s f y  th e  c o n d itio n  o f s u f f i c i e n t  d e c re a se .
Theorem 1 ,2 ,5
n 1 1I f  1, P Î D C R  R and PEG (d ) ^ where D i s
an open s e t;
2. S I ( P ( x ‘^ ^  ) ) “  | x : x € D  and P (x)  ^  P (x  ^ ) j
i s  com pact;
5 , CO [ A ( P  (x ) ) ] C  D where CO ( / V )
d en o te s  th e  c lo se d  convex h u l l  o f  .EL ,
/  ( * )  \4 , (p  } i s  any sequence o f  d o w n -h ill d i r e c t io n  
f o r  P ,
then  th e  sequence ( (X ) g e n e ra te d  from A lgorithm  1 ,2 ,2  s a t i s f i e :  
th e  c o n d itio n  o f s u f f i c i e n t  d e c re a se .
14.
P ro o f ,
See G i l l  and M urray ( 1974b), C3 
Theorem 1 ,2 ,6
I f  1 , th e  h y p o th eses  o f Theorem 1 ,2 ,5  a re  v a l id ;
2, ( oc } i s  th e  sequence g e n e ra te d  from
A lgorithm  1 .2 ,5»
(K)  ,then  th e  sequence ( cx ) s a t i s f i e s  th e  c o n d itio n  o f  s u f f i c i e n t
d e c re a se .
P ro o f ,
See G i l l  and M urray ( 1974b). ]T\
In  p r a c t ic e  to  p re v e n t p o s s ib le  ov erflo w , we may have to  r e s t r i c t  
( X )th e  *=X g e n e ra te d  from  th e  u n iv a r i a te  s e a rc h  a c c o rd in g  to  A
f o r  a  f ix e d  A , Thus, th e  v a lu e  o f  cX o b ta in e d  may be such th a t  
S? rs b e fo re  th e  c o n d it io n s  ( l . 2 , D  ) o r  ( l , 2 , 1 0 )  m et. In  t h i s  
e v e n t, th e  fo llo w in g  theorem  i s  v a l id .
Theorem 1 ,2 ,7
I f  1, th e  h y p o th eses  o f  Tlieorem 1 ,2 ,5  a re  v a l id ;
2, th e  s e t s  S and S_ a re  such th a t  Q I.
(,<)
«  <  A (Vk >  0) ,
(K)
th en  th e  s tep -» leng th  c< g e n e ra te d  from  bo th  a lg o rith m s  1 ,2 ,2  and
1 ,2 ,5  s a t i s f i e s  e i t h e r  th e  s u f f i c i e n t  d ec re a se  c o n d itio n s  o r  i s  such 
t h a t
, ( Kl .  ,  (K) (K) (K) . U )  ,T (K)p (x ) ~ p (x + « p ) /  “ rA g (x ) p
•15.
P ro o f ,
See G i l l  and M urray ( 1974b), D
In  subsequen t s e c t io n s  we d e s c r ib e  some a lg o rith m s  w hich a re  
members o f  th e  c l a s s  o f  d e sc e n t m ethods w hich a re  o b ta in e d  by ch o o sin g  
a  s p e c ia l  v e c to r  a s  a  d o iv n -h ill d i r e c t io n .
An im p o rta n t concep t in  co n n ec tio n  w ith  i t e r a t i v e  methods f o r  
u n c o n s tra in e d  o p tim iz a tio n  i s  th e  r a t e  o f  convergence o f  th e  sequence 
( X  ^  ^) o f  e s tim a te s  o f  a  m in im ise r .
D e f in i t io n  1 ,2 ,5
u < )Suppose t h a t ,  in  a  normed l i n e a r  sp ace , th e  sequence (X  )
* c K ) ,  ^ .converges to  x and x x ( V k K) f o r  some K, Then th e
o rd e r  o f  convergence o f  (x ) w ith  r e s p e c t  to  th e  norm j| , jj
i s  th e  l a r g e s t  in t e g e r  p (p  ^  l )  such th a t ,  f o r  some C d  (O, ^  )
l i m " !  :L!" =  c  . ( )I K )  ^K -  xli^ Q
D e f in i t io n  1 ,2 ,6
Suppose t h a t ,  in  a  normed l i n e a r  sp ace , th e  sequence (x )
(i<) , * .converges to  x , and th a t  x ^  x (V k  ^  K) f o r  some K, A
Then (x  ^  ^ ) converges £  -  l i n e a r l y  i f  and o n ly  i f  f o r  some C. 6 (O, ) ,
CK + i)  » %
||x  -  xll J
I
IIX -  xll :
16.
( K )
and (x  ) converges £  -  su p e r lin e a r ly  i f  and on ly  i f
L " "  „ " < ô ----------*II X  -  X  I □
U su a lly , th e  more e f f i c i e n t  methods a re  Q -s u p e r l in e a r ly  
co n v erg en t.
F o r more d e t a i l  ab o u t convergence r a t e s  o f  i t e r a t i v e  p ro ced u res  
see  O rteg a  and R h e in b o ld t(  1970) C h ap te r 9*
The fo llo w in g  r e s u lt s  are quoted from Dennis and More (1974) 
when the d ir e c t io n  o f search  i s  obtained  as in  ( 1 .2 .8 ) ,
Lemma 1 ,2 ,1  
I f  1, 
2 .
then
(x ) i s  a  sequence in  R ;
. ( K )  *(x  ) converges to  x Q -  s u p e r l in e a r ly ,
„ u o
il X  -  X  It
P ro o f ,
See Dennis and More (1 9 7 4 ), FI
Theorem 1 ,2 ,8
Suppose th a t
1 1 .  .1. F ; R  ► R and F € C (d ) where D CZ H
i s  an open convex s e t ;
17.
2 . 3% € D such th a t the H essian G o f P i s  continuous
a t X and G (x  } i s  non s in gu lar;
3 . (B ) i s  a sequence o f  n on -sin g u la r  m atr ices;
( 0 )4 . X € D ; . (K)5 . the sequence (x  ) generated from
^ (^.K) ^ ^<l<1 ^ (K) (^K:>.o') ( 1 ,2 .1 4 )
remains in  D and convergesto  x ,
IK) ^ *Then (x  ) converges to  x Q -  su p e r lin e a r ly  and g (x ) = 0
i f  and on ly  i f
lim   L,)  ^  = 0 -  ( 1 . 2 . 1 5 )k-*. II X -  X II
P roof.
See Dennis and More (1974) .  Q
Theorem 1 . 2 , 9
Suppose th a t
1. hypotheses 1 -  4 o f  Theorem 1 . 2 . 8  are v a lid ;
/ (K) .2. the sequence (x ) generated from
( K + 1 )  ( K)  ( K)  ( K ) - l
X  =  X -  oc B g
*remains in  D and converges to  x ;
5 . ( 1 . 2 . 1 5 )  h o ld s .
Then (x   ^ ) converges to  x *  Q -  su p e r lin ea r ly  and g  (x  ) = 0
18.
i f  and on ly  i f
(K )
lim  ex. = 1 .
k  — GO
P roof.
See Dennis and More (1974) .  Q
The fo llo w in g  r e s u lt s  do n o t appear in  any source which i s  known 
to  the Author,
Lemma 1 , 2 . 2
Suppose th a t
1. the sequence ( S' ) in  R i s  bounded and
(K)
r  ( V k > 0 )  ;
(«)
2 . the sequence o f  non—sin g u la r  n x n m atrices (B ) s a t i s f i e s
(K+1)
lim  (B -  B ) = 0 ; ( 1 . 2 . 1 6 )
k  - >  GO
5.  A i s  any n X n matrix^
Then
(K) ( K + i )
I1[b ‘ -  A ]s  1 1 ^
II + °  ( 1 . 2 . 1 7 )
i f  and on ly  i f
IK ^ i)
k —*»co li 5 11
18a,
P ro o f ,
Because
(K + l )  (K«Vl)  IK) ( K- Vi )  ( K- j - t )  ( '<)  ( K ' M )
( b *" a) S “  ( b — a) *1- ( b -» b ) S'
i t  fo llo w s  th a t
J i B ^ r  ''
II II
„ ( Kdl )  ( K t i )
^  . J U l  z_ A )_ l
II
B ut, s in c e
U t i J  (K) ( K' + i )  ( K + l )  ( K)
II (B -  B ) Ï  II ^  II B -  B II
l U  " " ' l l
th en  hy ( l . 2 , l 6 )
IK + l )  ( K) (K+i)
II (B -  B ) Î  II 
lim  ------------  = 0 . (1 .2 .2 0 )
II g
I f  ( 1 *2 , 17) h o ld s , then  by ( 1 . 2 ,1 0 ) ,  th e  r i g h t  hand s id e  o f  (1 .2 .1 9 )
19-
te n d s  to  zero  as  K — oo , T h e re fo re , (1«2 ,18) h o ld s .  C onversely , 
i f  (1 ,2*18 ) h o ld s  th en  the l e f t  hand s id e  o f  ( 1 , 2 , 19 ) te n d s  to  zero  
a s  K —I»* 06 and th u s , by (1 ,2 * 1 0 ), (1*2 ,17 ) h o ld s , [*“”[
Theorem 1*2,10
Suppose th a t
1, th e  h y p o th eses  o f  Theorem 1 ,2 ,8  h o ld ;
(K)2* th e  sequence (B ) s a t i s f i e s  ( 1 . 1 , 1 6 )
/  *Then th e  sequence (x  ) converges to  x Q -  s u p e r l in e a r ly  and
g (x ) ^ 0 i f  and o n ly  i f
( K-tl.) . V , (K +l) (K) 1^1It (B -  G(x ) ) ( x  - X  ) II ( 1 . 2 , 2 1 )
l i m  “ (K-VÏ) H o  ^   ^ 'k -Hi- OO X — X
P ro o f . * (K + i) (K + i )  (K)
S e t A = G (x  ) and % = x «=- x
The r e s u l t  then  fo llo w s  from Lemma 1 ,2 ,2  and Theorem 1,2 .8 , \  J
Theorem 1 ,2 ,11  
I f  1, th e  hypo th eses  1, and 2 o f Theorem 1 ,2 .9  h o ld ;
2 , ( 1 . 2 . 21 ) h o ld s ;
( X )
3 , th e  sequence (B ) s a , t i s f i e s  ( l , 2 , l 6 ) ,  
then  th e  conc lu s ion  o f  Theorem 1 .2 .9  h o ld s .
P ro o f,
From hypo th eses  3 » and 2 and Lemma 1 ,2 ,2 ,  (1 .2 ,1 5 )  h o ld s .
20,
T h e re fo re , i f  ) converges to  x’' Q «- s u p e r l in e a r ly  then  by
Theorem 1 ,2 ,9 ,
( K)  . /  \o<  i»» 1 (-k ------?» oO ) ,
( '<)
C onverse ly , i f  (X— ^  1 th e n , s in c e  ( 1 ,2 ,1 5 )
h o ld s , th e  r e s u l t  fo llo w s  from Theorem 1 ,2 ,9 .  Q
1 ,3  'The Method o f  Newton,
A su b c la s s  o f  d e sc e n t m ethods i s  th e  c la s s  o f s te e p e s t  d e sc e n t
m ethods as d e sc r ib e d  in .  Theorem 1 ,2 ,4 .  In  t h i s  s u b c la s s ,  th e  d i f f e r e n t
(K)members a re  d is t in g u is h e d  by d i f f e r e n t  methods o f  ch o o sin g  th e  B
, ' \ (K)in  E quation  ( 1 ,2 ,8 ) ,  One way o f  ch oosing  B i s  su g g es ted  by the  
fo llo w in g  th re e  theorem s.
Theorem 1 ,3 .1
n 1  ^ \I f  1, E ; DCR ——-f" R i s  a  g iven  fu n c tio n  and EEC (B) ^ where
D i s  an open convex s e t ;
2 , X*' € B ;
*3 ,  g  ( x  )  =  0 ; t *4 , 3 r  > 0 such th a t  B(x , r  )C B  and ( y x  ÇB (x  , r ) ) ,
G (x ) i s  p o s i t iv e  d e f i n i t e ,
*then  E has a  s tro n g  lo c a l  m in im ise r a t  x ,
P ro o f,
See A v rie l (197&)* . D
21.
Theorem 1 ,3 ,2  
I f  1, H ypo thesis  1 o f  Theorem 1,5*1 i s  v a l id ;
■jf2. X € I);
■H3, P has a  lo c a l  m in im izer a t  x ,
♦f -Hth en  g  (x ) = 0 and G (x ) i s  a  p o s i t iv e  s e m i-d e f in i te  m a tr ix .
P ro o f ,
See A v rie l (1 9 ? 6 ) . [ ]
Theorem 1.3*3
I f  1, G :D«^R ------»-'L(R ) i s  continuous a t  x € D ;
. % - 1  2, G (x ) e x i s t s ,
th en
(a ) 3 r  > 0 , and-3 M such that  ( y x S B A B ^ x  , r j )
— 1
G (x ) i s  n o n -s in g u la r  and l|G (x ) || ^  M ;
- I
(h ) C (x ) i s  co n tin u o u s  in  x a t  x ,
P ro o f ,
See O rteg a  and Hhêinboldi(! 97O ) , Q  
Theorem 1,3*4
I f  th e  h y p o th eses  o f  Theorem 1,3*0. a re  v a l id ,  then  3 r  >0se m f’ ^
such th a t  G (x ) i s  p o s i t i v e / d e f i n i t e  ( V x€B  (x  , r )  H b ) .
P ro o f ,
See Simmons (1 9 7 5 ) ' D
22,
«By Theorem 1,3*4» i f  x € 3) i s  a  lo c a l  m in im izer o f
n 1 nE :D cR   ►R , where DCR i s  an open s e t ,  th e  H essian  G o f
* / * \F i s  co n tinuous a t  x , and G (x ) i s  p o s i t i v e - d e f in i t e ,  then
G (x ) i s  p o s i t iv e  d e f in i t e  in  a  neighbourhood o f  x , Thus, when
•*f (K)
X i s  s u f f i c i e n t l y  c lo se  to  x , th en  we may determ ine B f o r  u se  in
(K) , (K) \( 1 ,2 ,8 )  from B = G (x ) ,  The c o rre sp o n d in g  d e sc e n t method
c o n s is t s  o f  g e n e ra tin g  (x ) from
( K + l )  ( K)  (K) (X )- l  (K)
X = X - < K B  g ( k > 0 )  (1 ,3 * 1 )
in  which
( K )  ( K)
B = G  . ( k > 0 )  (1 .3 .2 )
Such a  d e sc e n t method i s  r e f e r r e d  to  as  a  m od ified  Newton
( K )  ^  /  \  *Method, I f  X  *»x (k —>«>) , then  because G i s  co n tin u o u s  a t  x ,
we have
( K)  CK)
lim  B = lim  G (x  )
k — “j K—► GO
= G (x ) ,
Thus, i f  o< -----». 1 ( k —*-oo) , th e n  by Theorem. 1 ,2 ,9»  o r  Theorem 1 ,2 ,11
/ <K) .th e  convergence o f  (x  ) i s  Q. -  s u p e r l in e a r .  T his le a d s  to  the
(K)co n ju n c tu re  th a t  may be s e t  to  U n ity  f o r  a l l  k (k  0) when
( K)
X i s  s u f f i c i e n t l y  c lo se  to  x , I f  in  ( l ,3 * l ) »  = l ( v k ^ O ^ ,
th e  co rre sp o n d in g  d e sc e n t method i s  c a l le d  Newton* s M ethod,
In  bo th  th e  m od if ied  Newton Method and th e  Newton Method, i t  i s
(0 ) *  n e c e ss a ry  t h a t  x he s u f f i c i e n t l y  c lo se  to  x in  th e  sense  th a t
23,
(0) * . .;x: G B (x , r )  where r  > 0 i s  such th a t  G (x ) i s  p o s i t iv e  d e f in i t e
vx€33 (x** 5 r ) .  In  p r a c t ic e  however, i t  i s  v e ry  d i f f i c u l t  to  dec id e
( 0 )w hether o r n o t a g iven  i n i t i a l  i t e r a t e  x s a t i s f i e s  t h i s  co n d itio n *
Thus, i f  X i s  such  th a t  G (x ) i s  n o t  p o s i t iv e  d e f i n i t e ,  then  e i t h e r  
-1G (x) may n o t e x i s t  o r  th e  d i r e c t io n  p g en e ra ted  from
—  1
p = -  G (x) g  (%)
may n o t be a  d o v m -h ill d ire c tio n *  F u rth erm o re , in  p r a c t i c e ,  we may 
have to  d e a l w ith  o b je c tiv e  fu n c tio n s  f o r  which th e  H essian  e i t h e r  
i s  n o t  a v a i la b le  a n a l y t i c a l l y  o r  i s  c o m p u ta tio n a lly  expensive  to  
e v a lu a te .  Many a u th o rs ,  in c lu d in g  G o ld s te in  and P r ic e  (1 9 6 ?), 
G re e n s ta d t ( 1967) ,  F iacco  and Mccorraick ( 1968) ,  Mathews and B avies 
( 1971) ,  M urray (1 9 7 2 ), and F le tc h e r  and Freeman (1977) have d e sc r ib e d  
methods f o r  g u a ra n te e in g  a  d o w n -h ill d i r e c t io n  a t  each  i t e r a t i o n .  To 
overcome the  o b je c tio n  th a t  th e  H essian  i s  n o t a v a i la b le  a n a l y t i c a l l y  
o r  i s  c o m p u ta tio n a lly  expensive  to  e v a lu a te ,  Davidon (1959) has 
in tro d u c e d  an id e a  which w i l l  be surveyed  in  subsequen t s e c t io n s .
In  a d d i t io n ,  G i l l  and M urray ( 1974a), in  t h e i r  im p lem en ta tion  o f  th e  
id e a  o f  M urray (1972) have u sed  a  f i n i t e - d i f f e r e n c e  approx im ation  to  
th e  H essian ,
1 ,4 . The GausS“Newton Method 
n mL et f  : R — r-R be a  g iven  mapping and 
n il e t  F : R  p-R be d e f in e d  by
m 2
F (x)  = T  f  (x)
1 = 1 Î
T n~ f  (x) f  (x ) ( vx eR  ; m ^  n ) ,
24
h n VY1
L e t Aï R  >L (r , H ) be d e f in e d  by
A (x ) = ( 3. f .  (x ) )m  X n ( i  = 1 , . .  . ,m; j -■ 1 , . .  . ,n )j  i-
Then th e  g ra d ie n t  v e c to r  g (x ) o f F a t  x i s  g iven  by
T
g (x ) = 2A (x ) f  (x ) ,
and th e  H essian  m a tr ix  G (x ) o f F a t  x i s  g iven  by
T n\
G (x ) = 2 (a (x ) A(x ) + Z  f .  (x) G. (x ) )  , ( 1 ,4 ,1 )i  « r  1 1
where G (x ) = ( f  (x ) )  (1 = 1, 2, m)1  J  1 I  n x n
The se a rc h  d i r e c t io n  p a t  x , c o rre sp o n d in g  to  N ew ton 's method 
f o r  m in im izing  F i s  g iven  by
T —1 T
P = -(A (x ) A(x) + Ç f  (x)G (x ) )  A(x) f ( x )  ( 1 .4 ,2 )1 a 1 J. 1
When f  : i s  l i n e a r ,  or. II I  f - ( x )G.  (x) f|  i s  n e g l ig ib le  compared w ith  |1=1 ^
II A (x ) A (x ) II , th en  th e  term  in  ( l « 4 , 2 )  c o n ta in in g  G^ (x) 
may be n e g e le c te d  to  g ive  th e  se a rc h  d i r e c t io n  P  d e f in e d  by
y -1  Tp = -  (a  ( x ) a  (x ) )  A (x ) f  (x ) ,
The v e c to r  p i s  c a l le d  th e  Gauss-Newton o r  Gauss se a rc h  d i r e c t io n .
The d e sc e n t method co rre sp o n d in g  to  th e  se a rc h  d i r e c t io n  P i s  r e f e r r e d  
to  a s  th e  Gaus s-N ewton m ethod, V/hen f .  ( l  ^  i  ^  m) i s  a  l i n e a r  fu n c t io n ,
25.
we have p = p* Thus, in  t h i s  c a s e ,  th e  Gauss-New ton  Method i s  
e q u iv a le n t  to  th e  Newton M ethod,
I t  may w e ll h e , how ever, t h a t  2A (x ) A (x) i s  n o t  an ad equa te  
approx im ation  to  G (x ) in  ( l , 4 . l )  o r  th a t  A (x ) A (x ) i s  n o t 
p o s i t iv e  d e f i n i t e ,
Levenberge (1944) and M arquardt (1963) have d e sc r ib e d  methods 
f o r  determ ining  a d i r e c t io n  w hich l i e s  between p and -  g  by s o lv in g
T   -p
(a  ( x )  a  ( x )  +  a  I )  p  =  -  a  ( x )  f  ( x )  ,  ( 1 , 4 . 3 )
where th e  s c a la r  A i s  a d ju s te d  a t  each  i t e r a t i o n .  O bviously  f o r  "^ > 0 , 
p i s  u n iq u e ly  d e te rm in ed .
In  o rd e r  to  a n a ly se  th e  a lg o ri th m , we r e q u ir e  a d d i t io n a l  n o ta t io n .
L e t V be th e  n x  ( n - t )  m a tr ix  th e  columns o f  w hich span th e  n u l l  space
T To f  A (x ) A ( x ) ,  and i s  such  t h a t  7  7  = ^ n -1  where I  i s  th e
u n i t  m a tr ix  o f  o rd e r  n — t .  L e t V be th e  n  x t  m a tr ix  th e  columns
T To f  w hich span th e  range  o f  A (x ) A ( x ) ,  and i s  such  th a t  W W = I  ,
, . T n ^Then A (x ) 7  = 0 and V 7  = 0 . S ince any v e c to r  in  R can be
ex p re ssed  a s  a  l i n e a r  com bination  o f  th e  columns o f  7  and V, we have
p = p + p , 1 2
where p = W "U , p^ = 7  y  , U i s t x l  and y  i s  (n -  t )  x 1
S u b s t i tu t in g  in  ( l# 4 .3 )  f o r  p we o b ta in
A ( x ) ^  A (x) ¥  U + A WU + A7y = -  A (x )^  f  . ( 1 .4 .4 )
Yp  re m u lt ip ly in g  ( l , 4 . 4 )  by ¥  we o b ta in
26,
T T(w A (x ) A (x)W+ A I  ) d -  — W A (x ) f  ?
. . Twhich u n iq u e ly  d e f in e s  U . P re m u ltip ly in g  ( 1 ,4 ,4 )  by V we o b ta in
y  = 0 ,
Hence, we have p = WU = p^ , T here fo re  p i s  in  th e  range o f
A (x)^A (x). Now l e t
I  f .  G (x) i  = 1 1 i
w ith  j| B II = 1 ,
Then, from ( 1 ,4 ,2 )  we have
T T( a  (x) A (x ) + & B ) p = -  A (x) f  (x ) , ( 1 , 4 , 5 )
L e t
p. = p + p ,1 2.
where p = V*a , and ,p^ = Vy, By s u b s t i t u t i n g  in  ( 1 ,4 ,5 )  we have
T TV BVy = -  V BWTl ,
so t h a t  in  g e n e ra l p i s  n o t  in  th e  range o f  A (x) A ( x ) .  S ince |j y || 
i s  n o t  n e c e s s a r i ly  sm all compared w ith  l l n  || th e  v e c to r s  p an d p  
w i l l  n o t  be s im i la r .  In  p a r t i c u l a r ,  when £ i s  a  ].a,rge number compared
O'7.
w ith  11 A (x ) A (x) II , th en  p (o r  p )  i s  n o t  an adequa te  approx im ation  
to  p .  T his i s  one sou rce  o f p o s s ib le  f a i l u r e  f o r  th e  Gaus s-N ewton Method,
1 ,5  Quasi-Newton M ethods,
When a n a ly t i c a l  fo rm ulae f o r  th e  second o rd e r  p a r t i a l  d e r iv a t iv e s
n 1o f  th e  o b je c tiv e  fu n c tio n  P : R —4^  R a re  n o t  a v a i la b le ,  on? a re  
c o m p u ta tio n a lly  expensive  to  e v a lu a te ,  quasi-N ew ton methods f o r  
m in im iz ing  P a re  e f f e c t iv e .  The g e n e ra l quasi-N ew ton method i s  
c o n ta in e d  in  th e  fo llo w in g  a lg o rith m .
A lgorithm  1 .5 ,1
( 0 ) *L et an e s tim a te  x o f  m in im izer x o f P and a  sym m etric p o s i t iv e
( 0 )d e f in i t e  m a tr ix  H which i s  an e s tim a te  o f  th e  in v e rs e  H essian  o f  P 
a t  X be g iv e n .
S tep  1, S e t k = 0 •
U ) (K)S tep  2, Compute P and g from
( K)  /  ( K )  \P = P (x )
CK) ( K)and g = g  (x ) ,
, 0 0  . (K)where g (x ) i s  th e  g r a d ie n t  o f  P a t  x .
( f < )S tep  3 , ■ Compute p from
p^'^^ = -  H
S tep  4 , Compute by u s in g  A lgorithm  1-,2 ,2 .
( i< + 1  )S tep  5* Compute x from
28.
( K + l )  (K)  ( K )  I K)
X =  X +  d  T
( K + i )  ( K)  ( K)S tep  6 . Compute g , s and y from
and
( k +  1)  ( K + l )
g  ( x  )
( K )  (K+l) ( K )
S =  X -  X )
( K)  ( K +  l )  ( K )
y  =  e  -  g
( K +  l )s te p  7 , Compute H from
( K + l )  ( K)  ( K )
H = H + G  ^ ( 1 .5 .1 )
( K)  (K +  l )where th e  m a tr ix  C i s  such  t h a t  H i s  sy n m etric  p o s i t iv e
d e f in i t e  and s a t i s f i e s  th e  quasi-N ew ton eq u a tio n
( K + l )  ( K)  ( K )
H y = 8  ( 1 ,5 .2 )
s te p  8 . S e t k = k + 1 and go to  S tep  3» Q  '
The id e a  o f  a quasi-N ew ton method was o r ig i n a l l y  in tro d u c e d  by 
Davidon (l959)»  and has been c l a r i f i e d  and m od ified  by F le tc h e r  and 
Pow ell ( 1963) ,  S ince then  a  la rg e  amount o f  r e s e a r c h  has been done 
in  t h i s  a re a .  In  p a r t i c u l a r ,  Broyden (1 967 ), (1970 ), F le tc h e r  (1 9 ?0 ), 
Shanno ( l9 7 0 ) ,  G oldfarb  ( l9 7 0 ) ,  Huang ( l9 7 0 ) ,  Bard ( 1968) ,  Dixon (1972) 
G i l l  and M urray ( l9 ? 2 ) ,  Bavidon (1 9 7 5 ), D ennis and More (1977) and 
B ro d lie  (1977) have made m ajor c o n t r ib u t io n s  to  the  developm ent o f
29.
quasi-N ew ton m ethods.
S ince Bard ( 1968 ) observed  t h a t  su c c e ss iv e  app rox im atio n s o f  the  
in v e rs e  H essian  in  th e  im p lem en ta tio n  o f  F le tc h e r  and Pow ell ( 1963) 
may n o t rem ain p o s i t iv e  d e f i n i t e ,  even i f  in  th e o ry  th e y  should  be , 
a  number o f a l t e r n a t iv e  u p d a tin g  fo rm ulae and im p lem en ta tio n s  have 
been su g g es ted .
Broyden (19?0)? F le tc h e r  ( l9 ?0 )y  G oldfarb  (1970), and Shanno 
( 1970) have in tro d u c e d  in d e p e n d e n tly  th e  BEGS fo rm u la  f o r  u p d a tin g  
an approx im ation  to  th e  H essian  m a tr ix .  This fo rm u la  i s
I K )  ( K )  ( K ) T  ( K )B = B + y ^ / y  B ^ ( ,0
( v k  >  0 )  ,  ( 1 . 5 , 5 )
( 0 )where B i s  a g iven  sym m etric p o s i t iv e  d e f in i t e  m a tr ix  as  an i n i t i a l  
approx im ation  to  th e  H essian ,
G i l l  and M urray (1972) have in tro d u c e d  a  g e n e ra l u p d a tin g  fo rm u la  
o f  th e  form
( K )g ; S
( K +  1 ) T -
& IK) T
(  V k  >  0 ) , ( 1 ,5 .4 )
where and ^  a re  r e a l  num bers, w hich c o n ta in s  u p d a tin g  fo rm ula
( 1 , 5 *3 ) a s  a  s p e c ia l  c a se . A lso , in  th e  same p ap e r, G i l l  and M urray 
have d e sc r ib e d  an im plem en ta tion  o f  quasi-N ew ton m ethods c o rre sp o n d in g  
to  th e  u p d a tin g  form ulae c o n ta in e d  in  c la s s  (1 .5 * 4 ) . In  the  im plem enta­
t io n  o f  quasi-N ew ton methods due to  G i l l  and M urray, th e  system  o f 
l i n e a r  e q u a tio n s
30,
OO ( •< ) ( K)
B p = -  g , ' ( 1 , 5 . 5 )
( K) C K )where- g i s  th e  g ra d ie n t  o f  th e  o b je c tiv e  fu n c tio n  F a t  x , m ust be
so lv ed  f o r  th e  s e a rc h  d i r e c t io n  p  ^ G i l l  and M urray have d e v ise d  two
(K)methods f o r  u p d a tin g  th e  Choleslcy f a c to r s  o f  B so t h a t  a t  i t e r a t i o n  Ic
(,<) (K) (K) (K) T
B = L D L ,
(K) ». ( K)
where L i s  a  u n i t  low er t r i a n g u la r  m a tr ix  and D i s  a  d ia g o n a l
(K)m a tr ix .  The v e c to r  1 can be d e term ined  by s o lv in g  f i r s t l y
( O  ( ! < )L V = — g
and then
( K ) T  (K) (K )-l
L p = — B V
so t h a t  i f
( i< ) ( K)
h ~ ( 1 .  ) (i>  j  ~ 1> 2 , n )  ,
and
then
,  (K) IK)B = B rag  (d , d ) ,
IK )
Yl = -  ( 1 .5 .6 )
(K) i - 1  IX)
V. =  -  g .  -  Ç-  1 . .  V.  ( i  = 2, 3 » ..» n )  v1*b.7;
1 1 J = i  J
(K) , (K )
p  =  V /d  ( 1* 5 . 8 )h n n
31
and
(K) , (K) (K) (K) , . , \p = y  / d — ( i> - n * '* 1 j e ® , ,  l ) \ 1 * 5 o 9 )
î  i  1 j  =1+1 J  i  1
The im plem en tation  o f quasi-N ew ton methods due to  G i l l  and 
M urray i s  co n ta in ed  in  th e  fo llo w in g  a lg o rith m .
A lgorithm  1 ,5 «2
" ( 0 )  ( O' )  ( D )I t  i s  assumed th a t  x , L and B a re  g iv e n .
S tep  1. S e t k = 0 .
(K ) / 0<) , U<) , (K) .S tep  2, Compute F = F (x ) ,  and g = g (x ) ,
S tep  3, Compute F by s o lv in g  (1 ,5 * 5 ) and u s in g
( 1 .5 .6 )  -  ( 1 .5 .9 ) .
(K + l )  ( K+l )  (K + l )S tep  4* Compute x , F and g from
(K + l )  ( K ) (K) (K)
X  =  X  +  ^  F  J
■ ( K  +  n  ,  ( K + l )  ,F = F (x  )
( K + l )  ( K +  1 )
& = g (x  ) ;
J
by u s in g  A lgorithm  1 ,2 ,2 ,
52.
(K + l )s te p  5. D eterm ine B in  th e  form
(K + l )  (K+l )  (K + l )  (K + l ) !
B = L D L
■{!<) (K) ( K) (K)T
from ( 1. 5 . 4 )? where B = L D L
S tep  6, S e t k = k + 1 and go to  S tep  3* Q
The fo llo w in g  theorem  c o n ta in s  s u f f i c i e n t  c o n d itio n s  f o r  the  
/ (X) \sequence (x /g e n e ra te d  from a  quasi-N ew ton Method w ith  th e  BPGS 
u p d a tin g  fo rm ula  to  converge to  a  c r i t i c a l  p o in t  o f  P .
Theorem 1 ,5 .1
n 1I f  1, F : R — *-R i s  tw ic e - d i f f e r e n t ia b le ;
2 , F i s  convex;
(0 ) n3 . X € R;
,  ( 0 )  . r  o  _  ^  . ( o >  14 , L (x  ) = I X 6 ?v : r  (X ) <  f  (X  ) i
i s  a  bounded s e t ;
, (K)5 , th e  sequence (x ) i s  g en e ra ted  from A lgorithm  1 ,5 .2  w ith  
th e  BPGS u p d a tin g  fo rm u la , u s in g  A lgorithm  1 ,2 ,2 ;
6 , L (R ) i s  a  sym m etric p o s i t iv e  d e f i n i t e  m a tr ix ;
33.
7 . & > 0 i s  any a r b i t r a r y  sm all number,
then  3 K such th a t
g II 8 ( VK K)
P ro o f,
See Pow ell (1 9 7 6 ), . □
An im p lem en tation  o f  A lgorithm  1 ,5 .2  w ith  th e  u p d a tin g  fo rm ula
1 ,5 .3  i s  a v a i la b le  in  th e  N um erical A lgorithm  Group (NAG) l i b r a r y  o f  
program s, and w i l l  be r e f e r r e d  to  as  A lgorithm  1 ,5*3 .
1 ,6  A Simple P rocedure f o r  S te p - le n g th  D e te rm in a tio n ,
Pow ell ( 1975) has d is c u s se d  th e  convergence o f  a  b road  c la s s  o f 
u n c o n s tra in e d  o p tim iz a tio n  a lg o ri th m s . The fo llo w in g  a lg o rith m  i s  
co n ta in e d  in  th e  c l a s s  w hich Pow ell has c o n s id e re d .
A lgorithm  1 ,6 .1
(0) IfL et X be an e s tim a te  o f  a  m in im izer x o f  F , /Ù /  0, 6 ^ 0 ,
0 < C  <  1 , 1 ^ 0  , and 0 C <( 1 be g iv e n ,
— C\s) , (k)S tep  1, S e t k = 0 , A s  A > and compute F = F (x  ) ;
( K )  ( K)S tep  2. Compute^ g = g (x  ) ,
U<)S tep  3 , I f  II g  II ^  £ then  s to p ,
(K)S tep  4 . Compute an n x n sym m etric p o s i t iv e  d e f in i t e  m a tr ix  B
34. %
{ K ) C K ) “  I- ^   ^ ^
Step  5® Compute S  =  — B <=>
(K) (i<)
S tep . 6 I f  II S  II ^  ^  then  go to  S tep  8,
(K) {K) ( K) ( K)
S tep  7« S e t % = A S /  || ^
_ (K) ( K ) ( K)
S tep  8, S e t  x = x + S
a. (i<)S tep  9. Compute P = P (x  )
_  (K) (K) (K) (K)S tep  10. I f  P P th en  s e t  A = C j| ^ || and
go to  S tep  6,
_ _  ( K)Step  11. Compute <f = (p (x  ) where
(K)  _  IK)   ^ (K)  -  (K)Step  12. I f  P -  P < C (P -  Y ) then
(K +l) (k;s e t  A = C ^ % |{ and go to  S tep 15.
(K + l )  HStep  13, S e t à  = o jj •
( K +  i  ) —  ( K +  s.  )
S tep  14. I f  A y  ^  then  s e t  A A
( K + l )  ( K)  ( K + l )  _  (X)
S tep  15. S e t X = X , P  = P  , k  = k + 1
and go to  S tep  2, Q
55.
S teps  (T -  14 c o n ta in  a  p rocedure  f o r  d e te rm in in g  the  s te p - le n g th .  
T his p rocedure  w i l l  be r e f e r r e d  to  as P o w e ll 's  s te p - le n g th  a lg o rith m . 
■The fo llo w in g  theorem  c o n ta in s  s u f f i c i e n t  c o n d itio n s  to  ensu re
( K)t h a t  th e  sequence (g  /g e n e ra te d  from A lgorithm  1 ,6 ,1  i s  n o t  bounded 
away from z e ro .
Tlieorem 1 ,6 .1  
I f  1, P ; R  > R i s  bounded below;
2, P i s  d i f f e r e n t i a b l e ;
n n5, g : R  t^R i s  u n ifo rm ly  co n tin u o u s;
, IK)4 . th e  sequence (x / i s  g en e ra ted  from A lgorithm  1 ,6 ,1  
th en  g i s  n o t  bounded away from zero  ( VK ^  0 ) ,
P ro o f ,
See Pow ell (1975 ). : □
The fo llo w in g  theorem  c o n ta in s  s u f f i c i e n t  c o n d itio n s  f o r  the  
Q •» s u p e r l in e a r  convergence o f  a  sequence g en e ra ted  from A lgorithm  1 ,6 ,1 ,
Theorem 1 .6 ,2
, I* ) \I f  1, the  sequence, (x  ^ g en era ted  from  A lgorithm  1 .6 .1  converges
■X-to  a  l i m i t  p o in t  x ;
2, 3 T 0 such  th a t  tRe S*- P a re  co n tin u o u s  in  b |x  , r  j  ;
3. G (x  ) i s  p o s i t iv e  d e f i n i t e ;
20.
(K) (K) (K)  <l<) (K) (K)
4 . Il e (x  + S ) -  g  (% ) ~ B 5 II/Il S Ij— 0 (le—
(1. 6. 1)
(.K) CK) (KJ
where ï  and B a re  g en e ra ted  from  A lgorithm  1 ,6 ,1 ,  then  (x )
tconverges to  x Q, -  s u p e r l in e a r ly .
P ro o f ,
See Pow ell ( 1 9 7 5 ) .  D
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C h ap te r 2
I t e r a t i v e  Methods f o r  S o lv in g  Systems o f 
N o n lin e a r  E quations*
In  t h i s  c h a p te r  we d is c u s s  some i t e r a t i v e  methods on which the  
u n c o n s tra in e d  m in im iza tio n  a lg o rith m s  ap p e a rin g  in  subsequen t 
c h a p te rs  a re  based ,
2,1 Newton’ s Me th o d ,
L e t g be a  c o n tin u o u s ly  d i f f e r e n t i a b l e  mapping
*and suppose th a t  i t  i s  r e q u ire d  to  f in d  ^  E D such th a t
g  (x  ) = 0 » ( 2 , 1 , 1 )
L e t X be an e s tim a te  o f  x** , I f  we expand g abou t x by T a y lo r 's
theorem  we s h a l l  have
g(x  ) "  g (x ) + g (x )h  + 0 ( llh  1) ) , ( 2 , 1 , 2 )
where g*" (x ) = ( 3. g^  (x )
X s= X + h  . ( 2 , 1 , 3 )
W hen g i s  a l i n e a r  fu n c t io n ,  from  ( 2 ,1 ,2 ) ,  and (2 ,1 ,3 )  we o b ta in
* A , A - 1  AX = X -  g  (x) g (x) , ( 2 , 1 , 4 )
/ n — j, Ap ro v id ed  th a t  g (x ) e x i s t s .  O therw ise , when x i s  s u f f i c i e n t l y  c lo se
20,
to  X J by n e g le c t in g  th e  term  0 ( |j l i  || ) in  ( 2 .1 ,2 )  we o b ta in  a  
new approx im ation  to  x , nam ely x where
— A /  . A .  — 1 / A .  . \
X =  X -  g  (x ) g ( x ) ,  (2 .1 ,5 )
T his g iv e s  r i s e  to  N ew ton 's m ethod, w hich c o n s is ts  o f  g e n e ra tin g  the
/  .sequence (x ) from
MO /  ( K )  ( K)
X = X -  g (x ) g  (x ) (k  > 0 )  ( 2 .1 .6 )
w ith  x^  ^ g iv e n . The fo llo w in g  r e s u l t s  a re  due to  K antorov ich  ( 1964) ,
Theorem 2 ,1 .1
n n i  .I f  1. g  ; SCH ------- ^  R i s  g iven  m apping and g EC (S)
r  (0)  ^ ^w here, S = B [x  ^ r j  f o r  some r  > 0 •
/ .10)2, g  (x J e x i s t s  and such th a t
I (0 ) -  1
g (x ) II <  K ;
3 .  3K ^'>osuoh t h a t
11® (x) II ^  K ( V X € S )  ;
4 . BK -^osuoh th a t
59,
5.  K = IC^  4  1/2;
6. (1 -  x A - i K  ) K , /  K <
th en  th e  Newton sequence g en e ra ted  from ( 2 ,1 .6 )  converges to  a s o lu t io n
% / \X o f g (x ) = 0 which e x i s t s  in  S , and
K
CK) M K ~ X  2 . - 1
| | x  - X  II (1 /2 )  .. (2K) K ( v k ) . 0 )
P ro o f,
See R a i l  (1969) o r  K antorovich  and A kilov  ( 1964) .  [ 1
2 ,2  The Extended I t e r a t i v e  M ethods
Trauh ( 1964) and Bosarge and P a lb  ( 1969) ,  (1970) among o th e rs
have d e sc r ib e d  a  ioigher o rd e r  i t e r a t i v e  p rocedure  f o r  th e  s o lu t io n
o f  g  (x ) = 0 , where g" : E  >R i s  a  g iven  F -  d i f f e r e n t i a b l e  mapping.
The r e s u l t s  o f  Bosarge and F a lb  ap p ly  to  g : X —î-X  where X  i s  an
a r b i t r a r y  Banach sp ace , Wolfe (1978a) has co n s id e re d  an i t e r a t i v e
method M , c h a ra c te r iz e d  by 
0
(K +l) (K) ( 0)
X = (x ) ( FK ^  0 ) ,  (x p re s c r ib e d )  ( 2 , 2 , 1)
f o r  the s o lu t io n  o f  th e  o p e ra to r  eq u a tio n  g (x ) = 0 , where
G^  : X g s X —— X are given operators and X  is  a
Banach sp ace , and has c o n s tru c te d  a fa m ily  o f m ethods ( P ' ^1  )
40.
c h a ra c te r iz e d  by
( K  +  l )  ( K )  (Û)
X = G (x ) ( Vk ^  O) (x p re s c r ib e d )  , ( 2 .2 .2 )
where : X ------- r-X  i s  d e f in e d  r e c u r s iv e ly  by
G. (%) = G (x) ~ r  g ' ( v  (%)) g(G . (x ) )  ( 2 ,2 .3 )1 0 j  = i  J -1
in  w hich w % X  ^X  i s  a  g iven  o p e ra to r .  The i t e r a t i v e  method
( p ^  1) has been r e f e r r e d  to  as  an ex te n s io n  o f  th e  i t e r a t i v e
method M ,0
The convergence o f th e  sequence g en e ra ted  from  ( 2 .2 ,2 )  and ( 2 .2 ,3 )  
i s  g u a ran teed  by th e  fo llo w in g  theorem .
Theorem 2 .2 .1
I f  1. P Î X  «-X i s  a  g iven  o p e ra to r  and X i s  a  Banach space ;
2. 3  X 6 X such th a t  x = P (x ) ;
3 . P E C  ( s )  , where S = B [x  ? r  ]  f o r  some r  )> 0 ;
4 , ( I  -  P (x ) )  e x i s t s  ( vx  € S ) ,  and f o r  some B >  0 ,
_ J
Sup II ( I  -  p ' ( x ) )  II <: B 5 
X  € 6*
, 5 »  P ; X—5*-L (X, L (x ) ) i s  such t h a t  f o r  some K > o
Sup II p" (x) II <  K Î 
x e S
41
(0)6 ,  % € S I
Ye w î X feo'X i s  such th a t  f o r  some a  _> 0 , and »
# 4^ hj j w  ( x )  -  X (I ^  a | { x  -  X II 5 ( V X  € s )  ;
8 * G : X— -#.X, i s  such t h a t  f o r  some b >  0 and ^  ^  ^
0
II G (x ) «  X II. ^  b jjx -  X II ( v x €  S) 5
9.  BKr <  2/5
10, a r  4  1 ;
v -  i  ,11, b r  <  1>
(K)
th en  th e  sequence (x ) g e n e ra te d  from ( 2 ,2 ,2 )  w ith  G ( ?  ^  1)
/  \  ^  d e f in e d  by ( 2 ,2 ,5 )  l i e s  in  S and converges to  x w ith  o rd e r  o f
convergence a t  l e a s t  V -h p h , M oreover, th e  r a t e  o f  convergence
i s  g iven  by
(K-H) «• U<'^  # ^  , .| |x  -  X II 4  Gp I! X "* X II ( V k ^ O ), ( 2 .2 .4 )
where ^  i s  d e f in e d  r e c u r s iv e ly  by
C = b , andD




P ro o f . %
4
Mr
See Wolfe ( 1978a). D
The e x is te n c e  and u n iq u e n ess  o f  x  such th a t  x  «  P (x  ) i s
g u a ran teed  by a  theorem  g iven  by Wolfe ( l9 ? 8 a ) .
D if f e r e n t  c h o ic e s  o f  G : X >**X in  ( 2 .2 ,1 )  and vr ; X-*-X in
0
(2 ,-2 .3 ) g ive  r i s e  to  d i f f e r e n t  members o f  th e  c l a s s  14^  . F o r exam ple,
i f  we d e f in e  G and w a c c o rd in g  to  0
G (x) = X -  g ' (x) g(x) (V X G X ), ( 2 ,2 .6 )
and w  (x ) = x ( v x  6 X ), ( 2 ,2 ,7 )
w hich i s  th e  Newton’ s method th e n  th e  i t e r a t i v e  method c h a ra c te r iz e d  by 
(2 .2 .2 )  and (,2 .2 .3 ) w ith  p ^  1, th e  method d e sc r ib e d  by 
Bosarge and F a lb  (1 9 6 9 ), (1970) i s  o b ta in e d . By Theorem 2 .2 ,1 ,  th e  
i t e r a t i v e  method co rre sp o n d in g  to  ( 2 ,2 ,2 ) ,  (2 ^ 2 .3 ) ,  ( 2 ,2 .6 )  and ( 2 ,2 ,7 )  
h as  o rd e r  o f  convergence P + 2 ( v 5  ^  1 ) ,  The id e a  u n d e r ly in g  th e  
Extended Newton Method h as  been u sed  by B ren t (1975) f o r  s o lv in g  
system s o f  n o n lin e a r  a lg e b ra ic  e q u a t io n s .
In  p a r t i c u l a r ,  Wolfe ( 1978a) h as  d e sc r ib e d  th e  i t e r a t i v e  methods 
M 2 ,2 ,1  and M 2 ,2 .2 ,  b o th  o f  which have o rd e r  o f  convergence 5 + 2P ,
(K) .I t e r a t i v e  method M 2 ,2 ,1  c o n s i s t s  o f g e n e ra tin g  th e  sequence (x )
' ( 0 )from  ( 2 , 2 . 2 ) and (2 * 2 ,3 )  w ith  x g iven  where w and G^  a re  d e f in e d  by
, - 1vv(x) = y -  i g  (x ) g  ( i )  , ( 2 . 2 , 8 )
where
4■41
/  " I
y  =  X -  g (x ) g  (x ) , ( 2 , 2 , 9 )
45.
and G (x ) = y  -  g  (w (x)) g (y ) , ( 2 ,2 .1 0 )
and
I t e r a t i v e  method M 2 ,2 ,2  co rresp o n d s  to
w(x) -  X -  g  (x ) g  (x ) , (2 ,2 ,1 1 )
G (x )  = y  -  g  (w (x ) )  g (y ) , (2 ,2 .1 2 )
0
where
y  = X -  2 (g  (x ) + f / ( w  ( x ) j  g  (x ) . ( 2 , 2 , 13 )
The fo llo w in g  theorem  c o n ta in s  a n o th e r  h ig h e r  o rd e r  method f o r  
s o lv in g  g (x ) = 0 , This method appears  n o t to  have been used p re v io u s ly .
Theorem 2 ,2 ,2
I f  1, g  I D C X  ^  X i s  g iven  o p e ra to r  on
* »"a  Banach space X and 3 x  , such t h a t  g  (x  ) = 0 ;
3 M2 , g ^ G  ( s )  , where 8 = B [x , t ] C B  f o r  some r  >  0 ;
/ — 1
3 . S  (x ) e x i s t s  ( v x €  S ) and 3B>osuch th a t
Sup II g  (x ) II ^  B ; 
X€ S
44 4
5. a K such th a t
6 . a ij, ■ such th a t
Sup II (x ) II ^  L 5
7 . BEr < 1 ;




th en  th e  sequences (x  ) ,  (y  ) and (z  ) g e n e ra te d  from
y = x*^*' -  g ' ( x ' " '  g  ( x '* '  ) (k  % 0 ) ;  (2 .2 .1 4 )
I K )  ( K)  /  ( K )  “ 1  ,  I K ) ^   ^ ^
a • = y  -  g  (x ) g (y  ) ( k  % 0 ) ;  (2 ,2 .1 5 )
+  y  _  ë r ( % ' ' ^  ) " '  g  ( y ' * )  )  ( k  > 0  ) ;  ( 2 . 2 . 1 6 )
rem ain in  S and converges to  x and
%
iX
4 , 3B such th a t  .%
Sup II g  (x ) Il ^  I) ? 
XE S
Sup | | / ( x )  11 < . K î I
45.
( K )  *  ( K )  *  2
Il y  -  x.W <  B K j |x  -  X II (k  f iO )  ; (2 ,2 .1 ? )
2
(K) * Z (K) * 3
11% -  % (I < 2 ( 3 % )  ;%  -  X H (k ;>  0) ; (2 ,2 .1 8 )
8
( K 4- 1 ■) « ^
II*  -  * Il 4  c | | x  -  X II (k  % 0) ; (2 .2 .1 9 )
where
B (BE) [ (2 L r  + 15K)r + 16Zd ]  . ( 2 .2 ,2 0 )
42
P ro o f
I t  i s  e a s i l y  v e r i f i e d  th a t
( 0 )  jg (o') -Mr z
II y  ~  x | l  4 Æ II % - X  I! .  ( 2 , 2 , 2 1 )
(0^^ i n c e  BKr < 1 , th e n  from  ( 2 .2 ,2 1 ) ,  y   ^ S , A lso , we have
- x i i  ) " | |  II +
II e ( x  ) ( / ” ' - x ) ~ g ( y ' ° ’ ) . +  e ( ;  ) l l j i
(2 , 2 . 22)
By h y p o th eses  3» 5 and. th e  M ean-Value theorem , from (2 .2 ,2 1 )  and 
( 2 . 2 , 22 ) we o b ta in
(0) # 1 (o) ^
11% -  X M 4: _5 (3%) H = -  % H , ( 2 . 2 , 23)
8
(Oso th a t  by H y p o thesis  7f z E S ,  and then  by H y p o thesis  3 ,
( 0 ) ( 0 >Let h = z «“ y  , Then we have
46.
/  (0 ) " 1,1
II g (z  ) H 3  . ( 2 .2 . 2 4 )
II i s  ■ ) i i  II 4  A  [  jl  % -  X  H + | | y  -  X  H ]
2
2 10 4 #  %/  9 BK ll X -  X II ( 2 . 2 . 25)
^  1 6
and
| | s ( y *  ) H ' jlig'^ (y  ) hj |  < 2 _  (BKr) ( 2 ,2 . 2 6 )
16
1 6
L et A “  g (y  ) + Jg"" (y  )h . (2 .2 .2 ? )
Then, from (2 ,2 ,2 5 )  and. h y p o th eses  3, and ? we have
| | g " ( y ^ * ^ ^  )  W " II e  ( y  )  “  ^  II < _ 2 .  ( B R r )
16
< 1 ,
—  1so , by Banach’ s Lemma A e x i s t s  and
l l ^ ^ l l  <  I L  B • (2 ,2 .2 8 )
7
T h e re fo re ,
[ | x ' ” - x * | |  <  I l l ' l l  | | A ( y ' ” ’ - x ‘ ) - g ( / ” ' ) + g  (X* ) I I
+  | U ' | |  I I e ' ( s ' ° '  ) ' l l  | | g ( 4 “' )  -  a | ( b i i  - x ' l l
( 2 . 2 . 2 9 )
A lso by ( 2 . 2 , 2 1 ) ,  ( 2 . 2 , 2 3 ) ,  and h y p o th eses  5 and 6 we o b ta in
47,
CO") ^ (o') « ir è_
A (y  -  X ) -  g  ( y  ) + g  (x ) Il 4  ^  + 2_ %] Il
6 4
( 0 )  5
X -  % Il
(2 . 2 . 30)
and
, - 1 , /  , ( 0 ) - 1 || . /  (0 )  ^ ( 0 )  * „  4  3 ( 0 )|A II II g (% )  Il II g ( % ) ~ A | | B | j y  ~  x | | ^ £ 7 B  KB II X
( 2 .2 . 3 1 )
T h e re fo re , by (2 .2 ,2 8 )  -  (2 ,2 .5 1 )  we have
M X( 1 ) x | < (&Br + 5K )r + 27D2
= C II ( 0 )X
« u
X 11 ( 2 ,2 , 5 2 )
Sinoe BlCr < 1  , th en  hy H ypo th esis  8 , from (2 ,2 ,3 2 )  we have
C r  4  B Jf r g r  + 27ED + 5 1 r  
7 3 ‘ 2 ( 2 . 2 , 3 3 )
80, X
< 1 ,
(i) X ^  r  whence x E S, T h e re fo re , (2 ,2 ,1 ? )  •=■ (2 .2 ,1 9 )
h o ld  f o r  k = 0 , By a  s im i la r  argum ent to  th a t  w hich was u sed  in
g o in g  from  k = 0 to  k  = 1 i t  can be proved th a t  ( 2 ,2 .1 ? )  ( 2 , 2 . 19 )
h o ld  f o r  k 4- 1 i f  th e y  h o ld  f o r  k . T h e re fo re , by in d u c tio n  on k , 
th e  theorem  i s  p ro v e d ,„ F urtherm ore we h ave , by (2 ,2 ,1 9 )
(K + i )  3 ( 0^  *X -  % I .< (C r ) II X -  x | | ,
( K)Thus, by (2 ,2 ,g 3 )  th e  sequence (x ) con v erg es, Q
48,
The fo llo w in g  theorem  i s  a  consequence o f theorem s ( 2 , 2 d )  
and ( 2 , 2 , 2 ) ,
Theorem 2 ,2 ,3  
I f  1, th e  hypo th eses  o f  Theorem 2 .2 ,2  h o ld ;
2, B ( BKr f  [(2L r + 15K)r + 162D] < 1 ?
42
5 , w ; X — X and G ; ^ ^ ^
0
i n  ( 2 , 2 , 1 ) and ( 2 , 2 . 3 ) a re  d e f in e d  a c c o rd in g  to
w (x ) = y  -  g ' (x ) g (y ) , ( 2 , 2 , 3 4 )
where
a n d
y  = X -  g '( x )  g  (x ) ( 2 , 2 . 35 )
/ •* !LG (x ) = y  -  g (w (x)) g (y ) , ( 2 . 2 , 3 6 )
0
th e n  th e  i t e r a t i v e  method d e f in e d  by (2 ,2 .2 )  and (2 ,2 ,5 )  has  
o rd e r  o f  convergence 4  -i- 3 p , ( VP ^  0 ) ,
P ro o f,
By Theorem 2 ,2 ,2 ,  we have
2
= 3» 4 ; a  = 5 (3  K) /  8 and b = C , where Q i s  de term ined
49.
— 1
by ( 2 , 2 , 20 ) ,  T h e re fo re , by h y p o th eses  1 and 2, we have a r  < 1  and
b r  <( 1 ; so , th e  c o n c lu s io n s  o f Theorem 2 ,2 ,1  h o ld , | /
The i t e r a t i v e  method ( p ^  1) c h a ra c te r iz e d ' by Theorem 2 ,2 ,3
w i l l  be r e f e r r e d  to  a s  M 2 ,2 ,3 .
So f a r  we have quoted  some r e s u l t s  which show how an i t e r a t i v e
method w ith  o rd e r  o f convergence can be ex tended  in  such a  way
t h a t  u n d er re a so n a b le  c o n d i t io n s ,  th e  o rd e r  o f  convergence o f th e  new
method i s  l i ig h e r . A lso , in  e v e ry  method which has been c o n s id e re d , i t
i s  assumed t h a t  th e  Jaoob ian  i s  a v a i la b le  a n a l y t i c a l l y .  But o f te n ,
in  p r a c t ic e ,  e i t h e r  the, Jao o b ian  i s  d i f f i c u l t  to  d e r iv e  a n a l y t i c a l l y
o r  i t  i s  expensive  to  com pute. In  th e  n e x t s e c t io n ,  we show th a t  th e
tKe.
convergence r a t e  fo r^ e x te n d e d  Newton method h o ld s  even i f  th e  Jao o b ian  
i s  approx im ated .
50.
2 .5  A pproxim ated M u ltip o in t M ethods.
•Let X be a  Banach space and P ^  1 be a  f ix e d  in t e g e r .  For th e
given  o p e ra to rs  g  : X—&-X and Ü ; X— ®^ L ( x )  , d e f in e  the  o p e ra to r
\o s X— >X r e c u r s iv e ly  a c c o rd in g  to
y  (x ) -  X  ( v x € X )  , ( 2 ,5 ,1 )
1 .1
t : ( x )  î= X -  Z  U (x) g  ( Y, (x ) )  ( l ^ i < . p ?  v x  e x ) ,  ( 2 ,5 ,2 )
^  j  = i
—  r
p ro v id ed  th a t  U (x) , e x i s t s .
From ( 2 , 5 . 2 ) we have
X (x)  = 'f. (x) -  ÏÏ (x)  g  ( Y. (x) )
1 + 1
[I  -  n (x )^  g]  ( 4^(x) )  ( l < i < : p )  . ( 2 , 5 . 3 )
Thus, f o r  i  = p ,
-  i
Y (x ) = f l  -  U (x ) g ]  ( 4- (x ) )  ( v x ê X )  . ( 2 , 3 . 4 )"p+r - 3
From ( 2 , 5 . 1) “  ( 2 . 5 . 4 ) ,  by m ath em atica l in d u c tio n  we o b ta in
- 1  ?
(x) = j^I U (x ) g ]  (x) ( vp  >  I 5 y x G X )  . (2 .5*5)
Theorem 2 .5 .1
I f  1, g  : X— f-X i s  a  g iven  o p e ra to r  on a  Banach space and
51
T î X— t^X i s  given by T =  I  -  g  ;
2 ,  W : X — ( x )  i s  a g iven  approx im ation  o f  T (x) and
U t X î>L ( x )  i s  g iven  by U (x) ~ I  W (x ) )
% M / * \5, X £ X i s  such th a t  x = T (x ) ;
4 , TEC (S) , where S = B [x , r  ] f o r  some r  )> 0 *
5 , ( l  «  W(x) ) . e x i s t s  ( Vx € S ) ,  and ^ B  )> 0 such th a t
Sup II ( I  W (x )) |l  4  B 5
X 6 S
6, 3K such th a t
Sup |1 T (x) II 4  K ;
X £  8
7 , 3 3  such th a t
II W (x) -  T (x ) II <  L || X -  X II ( v x  £ S) Î
8 , B (3K + 2L ) r < 2  ;
9 , BLr < 1 }
(0)10, X  £ S ;
/  (X ) \11, f o r  a  g iven  in t e r g e r  p ^  1 , th e  sequence (x ) i s  
g en e ra ted  from
( K - f l )  ( K  )X = Y (x ) (k ^  0 ) , ( 2 . 3 . 6 )
52.
. , r ,
a
where Y i s  given by ( 2. 3. I )  and ( 2 .3 .2 ) ,  then
(a )  th e  sequence (x  ^  ^ ) converges to  x , and x 6 S ( Vk ^  O);
(b ) th e  r a t e  o f  convergence i s  g iven  by
(K+l) ^ (K)IIX ~ x | |  4  C | (x ~ x | |  ( V k > 0 ) ,  ( 2 . 3 . 7 )
where
= B (K 4  2 L )/2 , (2 ,3 ,8 )
and
C = BO r  K + L -h KC r ^  / 2 I ( v p > l )  ( 2 .3 .9 )
P ro o f,
hypo th eses  5» and 7 we have 
II ( I  -  W ( x ) ) II II ( I  -  t ' ( x ) )  -  ( I  -  W ( x ) ) | U <  BL I X ~ x * |j
•< BLr ( v x  E S ) ,
/ - iSo, by Banach’ s leinma and H y p o thesis  9» ( I  T (x ) )  e x i s t s  ( Vx £ S )  
and
I I ( I  -  t ' ( x ) J '  II , 4  3 /(1  -  H . r ) .
Mow, by h y p o th eses  2, and 1 , and ( 2 .3 .5 ) ,
“ 1 -
( x )  =  [ ( I  -  W ( x ) )  (T -  w ( x ) ) ]  ( x )  ( v x e s )  ,  ( 2 , 3 . 1 0 ) ,
53.
Thus, hy h y p o th eses  5 , 6 , 7 and 8 , and (2«3.& ), f o r  p = 1,
X -  X II <  ll X -  ( I  -  ¥ (x  ) )  (T -  ¥ (x  ) ) ( x  ) | |
<  B (K/2 + L) II x '°^  -  X* II ^
= II x ' ° '  -  1 | /  , (2 .3 .1 1 )
r  =  B C .  r  K  + L  + KD. r"- / 2 l  r  ^ ^ ^1 + 1  I d  1 J
<  B [ k + L + K/2 ]  r
< 1 .
S ince (2 ,3 ,1 2 )  h o ld s  f o r  i  = 1, th e re fo re  by in d u c tio n
C.Z <  1 ( i  = 1 , . . . , p ) ,




SO t h a t  by H y p o th esis  8 ,  r  <  1 and th e re fo re  x .  € S and (2 .3 .7 )  
h o ld s  f o r  k :=  0 , By a  s im i la r  argum ent to  th a t  w hich was used  in  g o in g
from  k == 0 to  k = 1 , i t  can be proved th a t  x ^ ^ e  S( Vk ^  O) and :il
"ÿ
( 2 , 3 . 7 ) h o ld s . A lso ,, from (2 ,3 .1 0 )  by in d u c tio n  on p , ( 2 ,3 .7 )  can be 
p roved . M oreover, i f  we assume th a t  fo r  some i  >  1
0 r ^ <  1 (2 .3 .1 2 )
Ithen  by ( 2 .3 .9 )  and H y p o th esis  8 ,
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C o ro lla ry  2 ,3 ,1
2- ^I f  1, g Ç c  ( s )  , where S = B [  x , r ]  in  which r  > 0 and g (x  ) ~ 0
-12, U (x) e x i s t s  on S ( vx £ 8 ) ,  and 3B> 0 such th a t
Sup II XT (x ) II ^  B ;
X 6 8
3, 3K >  0 such th a t
Sup |[ g  (x ) j| ^  K ;
X 6 8 :
4 , 3 L >  0 such th a t
U (x ) » 'g - '(x ) II ^  l | | x » x || ( v x 6 S ) ;
5 . B (3K 4 2L)Ï7  2 <  1;
6 . B L r  <  1;
6 , H ypo thesis  11 o f  Theorem 2,3*1 h o ld s ,
(K)
then  th e  sequence ( •% )
converges to  x^ and (2 ,3 * 7 ) •" (2 ,3 * 9 ) h o ld .
n c riAs an a p p l ic a t io n  o f  C o ro lla ry  2 ,3*1 , l e t  X = R and g ; R  v-R
be d e f in e d  by .
g (x ) = A (x) f  (x ) ,
n vrtwhere f  ; R  ».R (m ^  n )  i s  a  g iven
mapping and
A (x ) — ( D. f .  (x ) )  ( i  — 1, 2, «ce,  m| j  — 1, 2, n ) ,J
55.
T h ere fo re  g  (x ) = A (x ) A (x ) + A (x) f  (x)
Now, l e t  TJ î R -— -f>L (r  ) be d e f in e d  by
ü  (x ) "  A (x) A (x) -I- f  (x ) I
M 1where I ^  i s  an n x n u n i t  m a tr ix ,  and î R — *"R i s  a  g iven  f u n c t io n a l .  
Then the  fo llo w in g  theorem  i s  a  consequence o f  C o ro lla ry  2 ,3 ,1 ,
Theorem 2 , 3 , 2
n VY)I f  1, f t  R - — t?»R i s  a  gj.ven mapping and
f  (x  ) “  0 where x £ R ;
2, f  £ C ( s )  where S = s|^ x , r  ^ f o r  some r  >  0 ;
3 , M(x) -  C | | f  (x)  II ( v x £ S )  , where C i s  a g iven  s c a la r ;
2
-  1
4 , R (x) e x i s t s  ( Vx £ S ) ,  where
TÜ (x) =  A (x ) A (x) -i- ^  (x) I^  , ( vx 6 S)
in  which A (x ) = ( o>' f  * (x ) )  ,J m y. n
n n5 , g  : R  b-R  i s  d e f in e d  by
Tg (x) = A (x ) f  (x ) ( v x  £ S) ;
6 , 3-B >  0 such th a t
8up It V ( x ) l |  ^  B ;
Y x e s
56.
7 * 3  K >  0 such th a t
Sup II B ( x ) | |  < K
X€S
3 L "5 0 such th a t
/ ,  \T / V  / /  \TII A (x ) f  (x ) -  A (y ) f  (y ) j | ^  L^ l j x  -  y || ( Vx^yGS),
9, such th a t
ll (^%) -  M-(y) II ^ B 11 X»- y 1 ( v x , y £ 8 )  ,
10, L = L + CL  ^ ;
11, B (3K + 2L) r / 2  <  1;
(o)12. ,  X  £ S;
/ <K) \13. th e  sequence (x  ; i s  g en e ra ted  from
( K +1 ) ( K \
X = Y. (x  ) ,  ( k ^ o )  (2 .5 .1 3 )
where ( l  ^  i  <  p) i s  d e fin e d  r e c u r s iv e ly  by
Y. (x ) = X -  ^2 n (x ^  A ( Y, (%)) f  ( Y (x ) )  (1 < 1 ^ p)
3 =  1 (2 .3 .1 4 )
Y (x) =  X  (VxC-R ) , ( 2 , 3 . 15 )
0
then  th e  c o n c lu s io n s  (a )  and (b ) o f  Theorem 2 .3 .1  h o ld , Q
57.
In  co n n ec tio n  w ith  Theorem 2 ,3 ,2 ,  th e  fo llo w in g  theorem  h as  been 
proved by Wolfe (1978b),
Theorem 2 ,3 .5
I f  1, th e  h y p o th eses  1 ™ 10 o f theorem  2 ,3 .2  h o ld ;
(0 )2 ,  X  e- s
3. 31*3 >  0 such t h a t
II A (x) -  A (y)  II <  II X -  yjl ( y x ,  y  E S)
4 . 3 ^ ^  >  0 such  th a t
II f  (x ) -  f  (y )  II ^  By ll X -  y|| ( vx, y e s )
5. 3  [3% + 2 (L + L ) ]  r / 2  <( 1 ;
(K)6, th e  sequence (x ) i s  g e n e ra te d  from
(K + l') , , .
X « Y ( x  )  5 (k  >  O) ,
where ( l  ^ 1  ^  p  ) i s  d e f in e d  r e c u r s iv e ly  by
r J  -1  T4% (x ) = X -  Z  u (x ) A (x) f  ( T. ( x ) )  , (1 < i ^ p )
3=1
(2 , 3 . 16)
and
4  (x) = X ( v x « R  ) ; ( 2 .3 . 1 7 )
, (K) . Kth en  th e  sequence (x  ) converges to  x , F u rth erm o re ,
U - v D  ^  ( K )  % T t dII X  -  x(| 4  C II X  -  X  I I  ( k > 0 )  ,
58,
where
0 = B (K + 2L) /2  ,
T - 1
and = B C j. j [ (K  + L + I,^ ) + (K/2 + )C^_^ r  ]
(p  > 1) . □
The fo llo w in g  theorem  i s  used  to  c o n s tru c t  an i t e r a t i v e  method 
f o r  l e a s t  sq u a re s  problem  in  C hap ter 5*
Theorem 2 ,3 .4  er&
I f  1 . g ; X— i s  a  g iven  o p e ra to r ,^ X  and Y a re  B a n s p a c e s ;
2* g (x ) — »
3* g E C (S ; where S ~ B (x  , r )  f o r  some r  )> 0 ;
4» 3 K ^ C  such th a t
11 S  (x ) II 4  % ( vx e S) 5
5 . g  (^ )  e x i s t s  ( v x  C* S ) and 3 B > 0
y — 1
such th a t  II g  (x ) jj ^  B ( v x e s )  ;
6 , U- :  X—»>L (X, Y) i s  such th a t
11 R (x ) -  g'* (x ) II <  L II X ~ X II ( v x  EB (x^ , r ) ) ,
where
•M» ^  0 An \
X  =  X  -  g  ( x )  g  ( x )  ;
59,
7 , T s X — 1>Y i s  such t h a t  > 0 ,
H t  ( x )  « g  (x)tl ^  M |[ x  ™ X ( v x  EB (x  ^ r ) )  5
where p i s  a  p o s i t iv e  in te g e r ,  and p <. 3 I
*p
8 . BLr < 1  ;
9 . BKr < 1 ;
10, B [B  f  r" '" '' + 4BLKr + 8mJ  r ^ 8 (1 ~ BLr) ?
11. X C- S 5
,  ( K)  . . ( K )  .12, th e  sequences ( x  ) ,  and (x ; a re  g e n e ra te d  from
X = x ' "  ) _  g  g  ( x ' " '  ) ( Vk % 0 )  (2 .3 .1 8 )
( K - V l )  ( K )  ( K ) _ l  ,  ( K)   ^  ^ 1
X =  X  « u ( x  ) T (x ) ( V k  ^  o )  ( 2 , 3 , 19) I
th en
/ \  . ( K )  (K)  *(a )  th e  sequences (x ; and (x ) converge to  x  ;
(h ) Il X “  X 1[. ^  J K | | x ^ ^ ~ . x | |  ( V k,^ 0 ) ( 2 . 3 . 20 )
2
( 0 ) | | x  ~ x j| ^  C | | x^^^  -  x | |  ( V k >  0 ) ( 2 . 3 . 21 )
where
r  % 3 U~P 2~P 1 , ,0 = B|_B K r  -}• 4BLI<r + 8MJ /S  ( l  « BLr) .
60,
P roo f
By hypo th eses  5» 6 and 12, f o r  K' ^o  we have
- * 1 1  4  - *  '
t h u s ,  by H y p o thesis  9 , x G B (x , r ) .  By hypo th eses  6 , and 8 and 
Banach’ s lemma, U (x ) e x i s t s  and
It U (x^*^ ) % ^  B/(1 -  BLr) ,
T h e re fo re , by (2 ,3 ,1 9 )  f o r  k =  0 and h y p o theses 4> 6, and 7 we have
ll X -  x" | |  4  11 t f  ( x '  3  11 .  il [ g ^  ( x  N ( x  '' -  X )  -  g  ( x *  t  +  g  ( x  ) ]
+ (u ( $ “' ) -  g (x ^ ° 5 ) (x ' ° ^  -  5)  -  (T (x'°' ) -  g  ) ) l l
r  ^  ^ T  “ P  , 3~ T> / 4 (O)<  B „ [  B K r  /8  + BKLr  ^ /2  + M J  H x -  x %
( l  -  BLr)
SO by H y p o thesis  10, x £ B (x , r ) .
T h ere fo re  (b ) and (c )  h o ld  f o r  k = 0 , By a  s im i la r  argum ent to  th a t  
w hich was used  in  g o ing  from k = 0 to  k = 1 , i t  can be proved th a t
(b ) and (c )  h o ld  f o r  k + 1 i f  th e y  h o ld  f o r  k , T h ere fo re  by in d u c tio n  
on k , (b) and (o) a re  p roved .
From ( 2 . 3 , 21 ) ,
( K -M ) « jP- 1 II ( i< ) H I,
jl X -  X 11 4  Cr II X -  X II ,
w here, by hypo th eses  8 ™ 10, Cr < 1  T h ere fo re
X X* ( k  p
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C hap ter 3
Some M o d if ic a tio n s  o f  the  N ew ton-type 
A lgorithm s o f  G i l l  and M urray.
In  t h i s  c h a p te r  some a lg o rith m s  f o r  u n c o n s tra in e d  m in im iza tio n  
based  on th e  i t e r a t i v e  methods d is c u s se d  in  C hap ter 2 a re  p re s e n te d ,
3.1 The N ew ton-type A lgorithm s o f G i l l  and M urray.
h 2 • ftI f  F ; R  t=»R i s  c o n tin u o u s ly  d i f f e r e n t i a b l e  th en  a  m in im izer x
o f  F s a t i s f i e s
g (x )  = 0 , ( 3 ,1 .1 )
n nwhere g ; R— î>R i s  th e  g ra d ie n t  v e c to r ,o f  F ,
T h ere fo re  any o f  th e  i t e r a t i v e  methods f o r  th e  s o lu t io n  o f  ( 3 . I . I )  
wliich a re  d is c u s s e d  in  C hap ter 2 may, in  p r in c ip le ,  be u sed  to  c o n s tru c t  
an a lg o rith m  f o r  e s t im a t in g  x .
Safeguarded  a lg o rith m s  w hich a re  based upon Newton’ s method f o r  s o lv in g
( 3 , 1 , 1 ) have been d is c u s se d  by G o ld s te in  and P r ic e  (196?)» G reen s tad t 
( 1967) ;  F iacco  and McCormick ( 1968 ) ,  Dixon and Biggs (1 9 7 0 ), Mathews 
and D avies (1 9 7 1 )y G i l l  and M urray ( l9 7 4 a ) , and F le tc h e r  and Freeman 
( 1977) .  An in t ro d u c to ry  accoun t o f  th e  p r in c ip a l  problem s which need 
to  be overcome in  o rd e r  to  sa feg u a rd  Newton’ s method has been given  by 
Wolfe ( I9 7 8 )i
The N ew ton-type a lg o rith m  MA o f G i l l  and M urray (1974&) f o r
Hr n re s t im a t in g  an u n c o n s tra in e d  m in im izer x o f  F : R  $»R i s  as fo llo w s ;
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A lgorithm  3 .1 ,1  (MNA) ^
Suppose th a t  an e s tim a te   ^ o f  a  s tro n g  lo c a l  m inim izerA of P, 
and a  to le ra n c e  £ > o ,  a re  g iv en ,
(K) , (K),S tep  1, S e t k ~ 0 , and compute P = P (x },
(X) / (K) .S tep  2, Compute g = g  (x  ) .
I K)  I K ) ,S tep  3« Compute G = G (x  ) ,
S tep  4* Form th e  m od ified  G holesky f a c t o r i z a t io n  o f  G such th a t
_(K)  . (K) (l<) (1<) TG = L D L
fK) (K) G + E
(K)where L i s  a  u n i t  low er t r i a n g u la r  m a tr ix ,
( K )  ( K )  I K ) .  ( K )  ,  i K )  (i<)D = D iag (d^  , d^ ) ,  and E = D iag (E^ , E^ )»
The f a c to r i z a t io n  i s  such th a t  G i s  p o s i t iv e  d e f i n i t e ,
0 i f  G i s  p o s i t iv e  d e f i n i t e .  For 
d e t a i l s  see G i l l  and M urray (1974&),
(KJ ( K )S tep  5 . I f  l lg  || and || E | | ^  = 0 , then  x i s
^ *reg a rd ed  as  an adequa te  e s tim a te  o f  x and the  a lg o rith m
U<) ( i<)i s  te rm in a te d . I f  li g  > E , th en  d e term in e  p by
s o lv in g  th e  l i n e a r  system
I K )  ( K >  C K ) T  ( K )  ( K )
L D L p = -  g  , ( 3 .1 .2 )
EX)
I f  II g jl 4  G and IIE ||  Y' 0 » then  de term ine  y
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by s o lv in g  th e  l i n e a r  system
(K) ,  .L y  = e . , ( 5 . 1 . 5 )J
where e^ i s  th e  column j o f  th e  n x n u n i t  m a tr ix  and
IK)  (K) ( K)  (K)
d . e- E . = min I d - -  E :  ) *3 3 1 0 .
I f  1! g^^ \ |   ^ ~ 0 , then  s e t
=  y  , ( 5 . 1 . 4 )
I f  11 g^ '^ ll ^ 0 J th en  s e t
EX) (K)T V , \p «  -  Sign (g  y) y  ' ( 5 . 1 . 5 )
U<) IK) .S tep  6 , D eterm ine o< such th a t  c< ^  and
, (K) (K) (K)^ ^p ( x  + t K  p ) 4  F
by u s in g  A lgorithm  1 , 2 , 2 ,  D uring  th e  im plem en tation
,  ( K )  ( K)  I K) .o f th e  A lgorithm  1 , 2 , 2 ,  bo th  E (x + y p ) and
IK) (K) (K|g (x  K p ; a re  computed.
S tep  7 . S e t k  = k  + 1 and go to  S tep  3 . Q
A lgorithm  3 .1 .2  (MA DIE?) i s  th e  same as  A lgorithm  3 .1 .1  save 
th a t  S tep  3 o f MNADIEF i s  as  fo llo w s .
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^x) u<)S tep  3. Compute th e  n x n m a tr ix  Y w ith  columns y\
( j  = 1, 2 , , n )  d e f in e d  hy
OO / / IK) 1 (K) \ ,y . = (g  (% + h j  Gj ) -  g (x  ) ) / h j  5 ( 3 .1 .6 )
t  .... i tC X )  — “ t
where 2 " 4  h . 4  2 in  which 2 i s  the3
r e l a t i v e  machine p r e c i s io n .  Compute th e  n x n m a tr ix  
IK)G from
(K) IK)
G . = (Y + Y ) /2  . U  ( 3 .1 .7 )
Hie fo llo w in g  theorem s a re  v a l id ,  and t h e i r  p ro o fs  a re  g iven 
in  G i l l  and M urray ( 1974a).
Theorem 3 .1 .1 .
EK)L e t G ( k ^ O ) b e a  sym m etric m a tr ix  w ith  bounded e lem en ts .
th IK )Then th e  j  d ia g o n a l e lem ent o f  th e  m a tr ix  E a s s o c ia te d  w ith
IK)th e  m od ified  C holesky f a c t o r i z a t io n  o f  G i s  bounded. Q
Theorem 3 .1 .2
IK)I f  1, (G ) i s  a  sequence o f  sym m etric m a tr ic e s ;
2 . 3  such th a t
||G ^'^3l <  f  ( V k ^ o )  Î
„ ( K )  I K )  ( K)  ( K) T ( K )  E K)3.  G ~ L D L -  G + E ,
( K )  ( K )  ( k )
w here, L , D , and E co rrespond  to  th e  m od ified
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( K )C holesky f a c t o r i z a t io n  o f G ,
th e n -3V> 5 such th a t
Theorem 3»1.3
n  1 1I f  1. F : DC:R - - ^ R  i s  g iven  and FEC (o ) ;
2. th e  s e t  S o f c r i t i c a l  p o in ts  o f  ,F i s  f i n i t e ;
3. X 6 D i s  such th a t  3 l  (F ) i s  compact and CO |_it ( f  ) jcZD; 
where J l .  ( t )  d en o tes  th e  c lo su re  o f  th e  l e v e l  s e t
JL  ( t )  = ,  ^ X G D ; F (x ) 4  t  j.
and CO ] ib e  c lo se d  convex h u l l  o f J \  ;
4 . 3 J “>  0 such t h a t  H G (x) l| ^  f  ( v x Ç j l ( P  ) ) ;
5 . £ = 0 ,
I th e  sequen 
A lgorithm  3 , 1 , 2  (MADIFP) i s  such th a t
( K )th en ce (x ) g en e ra ted  from  A lgorithm  3*1,1 (MA) ol*
( K )  -K-
X — X (a s  k —î^co),
%where x £ S. |~1
Theorem 5*1*4
I f  1. h y p o th eses  1 -  4 o f  Theorem 3*1*3 a re  v a l id ;
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2, G ( x )  i s  n o t  p o s i t iv e  se m i~ d e fin ite  a t  any p o in t  x €  S,
( t o
then  th e  sequence ( % ( £ ) )  g e n e ra te d  from A lgorithm  $ .1 ,1  i s  such t h a t
lim  lim  x(E)  = x  ^E 0 ^
where x i s  a  s tro n g  lo c a l  m in im ise r o f  P , .^_l
, (K)I f  th e  sequence (x ) g e n e ra te d  from A lgorithm  $ , 1 , 1  u l t im a te ly  
l i e s  in  a  s e t  on whd.ch G i s  u n ifo rm ly  p o s i t iv e  d e f i n i t e ,  then 
A lgorithm  3 , 1 , 1  i s  i d e n t i c a l  w ith  Newton'^method and th e re  i s  a  
sequence (x ) which converges to  a  s tro n g  lo c a l  m in im ise r o f  F,
A ( K)  A
A lso th e re  e x i s t s  an in t e g e r  k  such th a t  « ~ 1  ( V k ^  k ) ,  and
, IK) \th e  convergence o f (x ; i s  s u p e r l in e a r .
As p o in te d  o u t by G i l l  and M urray, A lgorithm s 3 ,1 ,1  and 3 ,1 ,2  
a re  p a r t i c u l a r l y  a t t r a c t i v e  when G i s  a  hand m a tr ix .  In  t h i s  c a se . 
A lgorithm  5,1*2  would he exp ec ted  to  he s u p e r io r  to  quasi-îîew ton 
m ethods. G i l l  and M urray c la im  th a t  A lgorithm  3*1*2 com petes w ith  
quasi«"Newton m ethods when G i s  n o t  sp a rse  and n ^ l o  , w h ile  i f  G 
h as  a  knoAvn s t r u c tu r e  such as  a  f ix e d  h an d , then  A lgorithm  3*1*2 i s  
s u p e r io r  to  quasi-^Nev/ton methods w ith  r e s p e c t  to  ho th  fu n c tio n  and 
g ra d ie n t  su b ro u tin e  c a l l s ,  s to ra g e  re q u ire m e n ts , and work p e r  i t e r a t i o n .
3 ,2  Extended Newton and A pproxim ated Extended Newton Method, 
nIf-  X -  R , P -  I  “  g , where
g  — ( , * , ,  ^ F  ) 9
th e n  th e  i t e r a t i v e  m ethods d e f in e d  by ( 2 , 2 , 6 ) ,  ( 2 , 2 , 7 ) »  ( 2 , 2 , 2 )  and
67.
( 2 , 2 , 3 )  w ith  p -  1 and p ^  2 axe Newton and ex tended  Newton methods 
f o r  lo c a t in g  th e  c r i t i c a l  p o in t  o f  P , when G th e  H essian  o f  P i s  
a v a i la b le  a n a l y t i c a l l y .  S u f f ic i e n t  c o n d itio n s  f o r  th e  convergence o f  a
th e  sequences g e n e ra te d  by th e se  m ethods a re  c o n ta in e d  in  Theorem 2 ,2 ,1 ,
A lso , when th e  H essian  G o f P i s  n o t  a v a i la b le  a n a l y t i c a l l y ,  th en  by
C o ro lla ry  2,3*1» th e  approx im ated  Newton i t e r a t i o n  and th e  ex tended  
Newton i t e r a t i o n  g e n e ra te d  from  (2.3*1)» ( 2 , 3 * 2 ) ,  and (2 ,3*6)  w ith  
p  = 1 and p 2 r e s p e c t iv e ly  converge to  a  c r i t i c a l  p o in t  o f  P w ith  
o rd e r  o f  convergence p + 1, T h e re fo re , i f  x^^  ^ i s  s u f f i c i e n t l y  c lo se
to  a  c r i t i c a l  p o in t  x^ o f  P and G i s  p o s i t iv e  d e f i n i t e  a t  a l l  p o in ts
* , IK) .i n  a  neighbourhood o f  x  , th en  th e  sequence (x ) g e n e ra te d  by th e
ex tended  Newton and approx im ated  ex tended  Newton m ethods w i l l  converge
¥ rto  X more r a p id ly  than  th e  sequence g e n e ra te d  from  th e  Newton
(A lg o rith m  3*1 *1) and approx im ated  Newton methods (A lgorithm  3*1*2) ,
*r e s p e c t iv e ly ,  P u rth e rm o re , a t  p o in ts  f a r  removed from  x , i t  shou ld
be p o s s ib le  to  economize on th e  number o f  e v a lu a tio n s  and in v e rs io n s
o f  G i f  th e  ex ten d ed  Newton and approxim ated  Newton m ethods a re  u se d .
I t  i s  c l e a r ,  how ever, t h a t  j u s t  a  Newton (o r  approx im ated  Newton)
method w i l l ,  in  g e n e ra l ,  f a i l  u n le s s  x  i s  s u f f i c i e n t l y  c lo se  to  x* ,Extended
and th e  ex tended  Newton (o r  approximatecKNewton) method a lo n e  w i l l
*f a i l .  There i s  no g u a ran tee  t h a t ,  a t  p o in ts  x f a r  removed from  x ,
G (x ) i s  p o s i t iv e  d e f i n i t e ;  n e i t h e r  i s  th e re  any g u a ran tee  th a t
. ( K + l )  . . ,  ( K)  (K +  a. ) /  \P (x )<[P (x  ) i f  X i s  computed from  ( 2 , 2 , 6 ) ,  ( 2 , 2 , 7 ) »
( 2 . 2 , 2 )  and ( 2 , 2 , 3 )  ( o r  ( 2 , 3 * l ) ,  ( 2 ,3*2)  and (2 .3 * 6 ) ) w ith  p > 2,
The fo llo w in g  a lg o r i th m s , how ever, w i l l  be shown to  converge to  a  
c r i t i c a l  p o in t  o f  P u n d e r th e  h y p o th eses  o f Theorem 3 .1 * 5 . I
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A lgorithm  3,2,1  (Extended Newton Method)
Suppose th a t  p , and >o ( i  = 1, 2, 3) a re  g iv e n , p ^  2.
( K) CKVS tep  1, S e t k ~ 0 and compute F = F (x  },
( K )  ( K)Step  2c Compute g = g (x  ) .
(K) , (KT,S tep  3* Compute G = G (x  ) ,
( K)
S tep  4 . Form the  m od ified  C holesky f a c t o r i z a t io n  o f G as
,_(K) IK) (K)T (K) (K) tin  A lgorithm  3,1*1 (G = 1 D L •■= G + E )
( K)
S tep  3« I f  (I & 11^  \  * then  go to  S tep  8 .
II ( K )S tep  6, I f  I B s= 0 , th en  x i s  re g a rd e d  a s  an adequate' c-o H-e s tim a te  o f a s tro n g  lo c a l  m in im ise r x o f  F , and 
th e  a lg o rith m  i s  te rm in a te d .
S tep  7 , D eterm ine p by u s in g  (3 * 1 ,3 ) “* (3,1*5)» s e t  j  = 0, 
and go to  S tep  23*
( K)  . .S tep  8 , D eterm ine p from (3*1*2)
S tep  9* I f  Min j d . j  < then  go to  S tep  23. 
i n
1 /S tep  '10, I f  j| ^ II , then  go to  S tep  23,




( K' j  ( K )S tep  12, D eterm ine , from
( K )  ( K )  ( X )
X =  X +  p  ,1 0  0
a n d
(K)  ^ (K1F = F (x ),X 1
s te p  13. I f
IK) (K) (K)T (K)
> F, +  ^ e ,  p 0 ,
where ^  6 (O, , th en  s e t  j  = 0 and go to  S tep  23.
(K) , (K).S tep  14* Compute g . = g ( x .  }.
0 J
S tep  15. I f  j  = 3  then  go to  S tep  22.
(KJT (K)S tep  16, I f  g  _p \  0 then  go to  S tep  22.j
( K)  _ ( k ) - i  ( X)S tep  17. Compute p .  ~ -  G g ,  ,
0 3
S tep  18. I f  |[ p !^"^|| ^  th en  go to  S tep  22,
(K)(K)D eterm ine x .  ,
3 + 1
IK) (K)
X ^ î= X , + 'p
3 + 1 3 ;




s te p  20, I f  F .  F + H g . P‘, > then  go to  S tep  22,
3 -i-1 j  0 J
S tep  21. S e t j  = j  + 1 and go to  S tep  14,
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t k + l )  ( K )  C K + l )  ( K )S tep  22. S e t x ~ x .  , F ~ F,
J  3
C K + l )  CK)g = g , , k = k + 1, j  = 0 , and go to  S tep  3.
(K+1) (K+1) (K+l)S tep  23. D eterm ine x , F , and g from
( K f i )  CK) (/<) (/<;
X  -  X  +  c< p  ,
CK41) ( K+1 )
F = F (x ) ;
(K-M)  / ( K + ï )  .= e  (% ) ,
by u s in g  A lgorithm  1 , 2 , 2 ,
s te p  24. S e t k = k + 1 and go to  S te p  3.
A lgorithm  3 . 2 , 2  i s  the  same as A lgorithm  3 .2 ,1  save th a t  S tep  3 o f
A lgorithm  3 . 2 , 2  i s  i d e n t i c a l  w ith  S tep  3 o f  A lgorithm  3 . 1 . 2 ,
S tep s  1 -  8 o f  A lgorithm  3 . 2 ,1  a re  i d e n t i c a l  w ith  s te p s  1 -  5 o f
A lgorithm  3 .1 .1 .  S tep  9 c o n ta in s  a  t e s t  which p re v e n ts  e x c e s s iv e ly  
K )la rg e  s te p s  p which cou ld  le a d  to  o verflow , e s p e c ia l ly  when the  
o b je c t iv e  fu n c tio n  c o n ta in s  e x p o n e n tia ls .  S tep  10 c o n ta in s  a  more 
d i r e c t  check on th e  s te p - le n g th ,  S tep ^  I 'f -  21 c o n ta in  an in n e r  
i t e r a t i o n  which i s  indexed  by j ,  where 1 ^  j  ^  'P, The in n e r  i t e r a t i o n  
p e rm its  th e  same in v e rs e  H essian  G to  be used  f o r  up to  P tim es .
The in n e r  i t e r a t i o n  i s  l e f t  e i t h e r  because j  = P  o r  because one o f
th e  t e s t s  in  13 , 16, 18, and 20 in d ic a te s  th a t  th e  in n e r  i t e r a t i o n
should  be d isc o n tin u e d .
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,  (K) \In  a lg o rith m s  3*1.1 and 3*1*2 th e  sequence (x ) i s  computed
e s s e n t i a l l y  from
( K + 1 )  ( K)  t X )
X
where
= X + cx p , ( 3 ,2 .1 )
(K) _ ( K ) - l  IK)
P = - G  g , ( 3 .^ ,2 )
(K)and (K i s  such th a t
(K + I )  (K) ( K ) ( K j r  ('<)
?  /  r  + M «  g p . ( 3 .2 .3 )
,  ( K )  .In  A lgoritlim  3*2,1 ,  (x  J i s  computed e s s e n t i a l l y  from
I K + i )  I K)  _  ( K ) - l  &  )
X = x  - G  I S - '  ( 3 .2 .4 )  \J  = o -J
where P ^  P v a r ie s  from  i t e r a t i o n  to  i t e r a t i o n ,  and i s  such th a t  K
) T ( K )e .  P < 0  ( j  = 0 , ) ,  ( 3 .2 .5 )
and
( K + l )  ( K )P -  F
n .
where
CK) CK)T ( X )é  F + I^S  p  , ( 3 .2 ,6 )
(l<) IK)P = I p .  ( 3 .2 .7 )3 = 0 J
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T h e re fo re , in  A lgorithm  3 .2 ,1 ,  ( V k > 0 ) ,
( K ) T  O O  . J k  ( K ) - l  ( K)
p = 4 - 6 ;  G g ,3 = & J
IK)T IK)
— ^ g _ -  p (3*2 ,8 )
j
<  0
,  (K) \%  in s p e c t io n  o f A lgorithm  3*2,1 ,  we see t h a t  th e  sequence (% )
i s  g en e ra ted  from ( 3 . 2 , l )  w ith  p g iven  by ( 3 . 2 , 7 ) f o r  some p ^  p , 
o r  w ith  p/*^ determ ined  from  ( 3 * 1 *" )^ ( 3 *1*5 ) i f  l|g^ M <( & and
( K )G i s  n o t  p o s i t iv e  d e f i n i t e ,  F u r th e m o re , i f  one o f  th e  a lg o rith m s
1 , 2 ,2  o r  1 , 2 ,3  i s  u se d , th en  ( 3 , 2 . 3 ) h o ld s  and ^  A ( V k]^0 ) f o r  
some ^  >  0 ,
The fo llo w in g  theorem  g u a ra n te e s  th a t  u n d er th e  h y p o th eses  o f
/ NTheorem 3*1*3; th e  sequence (x .) g en e ra ted  from A lgorithm  5, 2 ,1
converges to  a  c r i t i c a l  p o in t  o f  F,
Tiieorem 3*2,1 
I f  1, th e  h y p o th eses  o f  Tiieorem 3*1*3 h o ld ;
2 , ;
( K)  .then  th e  sequence (x ) g en e ra ted  from A lgorithm  3*2,1 o r
A lgorithm  3*2,2 i s  such th a t
{K ) n
lim  X = X ;
k CO
where x 6 S,
75,
Proof ,
(0)We may suppose th a t g  0 , Then by ( 3 . 2 , 8 )
0 ( V k > 0 ) ,
(K)with e q u a l i ty  on ly  i f  g  «  0 ,
5y Theorem 1 . 2 , 7 ,  e ith e r
) ( 3 .2 .9 )
1 1where cr : R —► R i s  a fo r c in g  fu n c tio n , or
(.K) (K +  1 )  ( K ) r  ( K )
F - F  ^ -  M-Ag p ( 5 .2 . 1 0 )
where € (O, -J- ]  . Whichever o f  ( 5 , 2 , 9 )  or (3 .2 ,1 0 )  h o ld s,
(F ) i s  monotone d ecreasin g  sequence and x  ^  ^ E (p ) ( vk ^  0 ) .
r r  ( 0 ) ( K )Since JL (F ) i s  compact, (F ) converges, whence 
CK) ( K + 1 )
lim  (F -  F ) = 0 .  ( 3 ,2 . 1 1 )
l< — po
By Algorithm  3 , 2 , 1 ,
?I
j  = 0 J
and by Theorem 3 . 1 . 2 ,  there e x i s t s  V  such th a t
_  ( K ) - l  CK)
p = -  G L g .  , ( 3 . 2 . 1 2 )
T  >  V , i ; T ( V k ^ o ) .  (3 .2 .1 3 )
I.'jssi
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T h ero fo re  by ( 3 .2 .1 2 ) ,  (3 .2 .1 3 )  (3 .2 .5 )
( K I T  ( K)  r  I K ) T  ( K )S P = 2- g  G g .
i= o  c 3
ÏK
“  J  =  l  J
• ( 3 . 2 . 1 4 )
A lso , by Theorem 3*1 and ïïyï)oth e s i s  4 o f  Theorem 3*1.3? 3 f  such th a t
( K ) «"»"| | g  II ( v k > o )  .
T h ere fo re
I h J I  ( v k  > 0)  , ( 3 .2 . 1 5 )
whence by (3 ,2 ,1 4 )  and (3*2 .7)
CK)  ^  ( K V  ^  ^K)
>  f  I I P g  II /  (  l l p ^  II +  i  | | P j  II )
(3*2 , 16)
I f  (3 *2 ,10 ) h o ld s ,  th en  by ( 3 . 2 , 1 1 ) ,  and (3 ,2 .1 4 )
(K) ^ . XP  0  ^k — ^  / *0
Assume t h a t  ( 3*2 ,9)  h o ld s .  Then by (3 * 2 ,1 1 ) and Theorem 1 , 2 , 3  
we have
l im ( - / ' " ' p ' " '  /  | | p " | |  ) . 0  .
K.-+PO ( 3 . 2 , 17)
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By in s p e c t io n  o f  A lgorithm  3 , 2 , 1 , (or A lgorithm  3 ,2 .2 )  we see
(K) UO 0<) (0 ) . ,th a t  F* 4 F * ( j ~ 1 , 2 , , , , ,  'p ) ,  so x* ç .H- ( f  ) ( j  — 0? I»J J - 1 X J
2, . ) ,  T h ere fo re  i s  bounded ( O ^ j ^ p ^ )  ( V k  ^  0 ),
T here fo re  by (3 ,2 ,1 7 )  and ( 3 ,2 ,1 6 ) ,  p -L p, 0 a s  k — . Thus, by 
(K) *( 3 , 2 , 15) ,  | |g  | | —#.0 as  k —^ 00 .
Now
, (K+1) (K) (K) 0<)
X X  II =  CK | | p  II
u<) ( k;
where e i t h e r  tK = 1 o r  cx i s  de term ined  by one o f  th e  a lg o rith m s
( / < )1 ,2 ,2  o r  1 , 2 . 3 , In  e i t h e r  case  U ^  A  ( Vk ^  0 ) f o r  some A  >  0 , 
T here fo re
I k " " " '  <  A  IIP "^ 11
IK)
< A / 1 .  | | g .  II . ( 3 . 2 . 1 6 )
j= «  :
A lso by h y p o th eses  1, and 4 o f  Tiieorem 3*1.3
-  c ' l i  <  ) »  i i c - f w
- ^ 1 1
(K)
< f | | 5  II l U J j .
, (K),i IK),T h ere fo re  | |g ^  | | — ^  0 as  k — >^00 , S im ila r ly ,  | | ^  || —^  0 as
k —O'CK' fo r  any j  ( l  ^ j  ^ P ^  )* T h ere fo re  by ( 3 ,2 ,1 8 ) ,  s in c e  p ^ p 
/ . (K + l )  (K),,( Vk ^  0 ) ,  jjx “ X 11 — 0 a s  k —,> w , The theorem  now fo llo w s
from Theorem 14.1.5 of O rteg a  and R h e in b o ld t (lS7£^- Q
The fo llo w in g  theorem  may be proved in  th e  same way a s  Tiieorem 3*2,1
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Theorem 3 ,2 ,2  
I f  1, th e  hypo th eses  o f Theorem 3*2,1 a re  v a l id ;
■2- Ê , ,
(K)then  th e  sequence (x (&) ) g e n e ra te d  fx’om A lgorithm  3*2,1 i s  such th a t
CK) / \ *lim  lim  x ( i )  = x ,£ 0 K —^ O'?
where x i s  a  s tro n g  lo c a l  m in im izer o f ?.. [ ]
In  A lgorithm  3*2.1 (o r  A lgorithm  3 * 2 ,2 ), i t  i s  n e c e s s a ry  to  
CK)compute F .  ( j  = 0 , 1, , , , ,  T? ) ( V k ^ O )  in  o rd e r  to  d e term ine
( K)w hether to  a c c e p t p . f o r  a d d i t io n  to  th e  s te p  which i s  to  be taken
( K )  Jfrom X , I t  i s  re a so n a b le  to  c o n je c tu re  th a t  i t  may be more 
e f f i c i e n t  to  de term ine  th e  t o t a l  s te p  p  ^w ith o u t r e q u i r in g  th a t
CK) ( K)  ( l O T  ( K )
^ 5  + r  ^  ^ ^0 F j ( j  = 0 ; 1» .**» )*
I f  we s t i l l  r e q u ire  th a t
(K)T (K)
B.  D G ( j  =5 0 j,1, , , , ,  p ) ,J O  K
/  N ( K)then  ( 3 .2 ,8 )  s t i l l  h o ld s , and we may th e re fo re  s t i l l  u se  P in
a lg o rith m s  1 ,2 ,2  and 1 ,2 ,3*  These c o n s id e ra t io n s  g iv e  r i s e  to  the 
a lg o rith m s  3*2.3 and 3*2*4.
A lgorithm  3*2*3
( 0 )Suppose th a t  x ,p  , and E. >  0 ( i  = 1 , 2, 3) a re  g iv en .
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u<) . (K) .S tep  1, S e t k = 0 and compute F F (x j
(K) , CK) .S tep  2. Compute g  = g  (x  ) .
( K) , (K) ^S tep  3# Compute C = G (x  ) ,
(K)S tep  4* Form th e  m o d ified  C holesky f a c t o r i z a t i o n  o f G a s  in  
A lgorithm  3 ,1 * 1 ,
CK).S tep  5 , I f  | |g  l| ^  ^ th en  go to  S tep  8 ,
% 1
Il ll ' ;S tep  6 . I f  (}E 11^ = 0 , then  x , i s  reg a rd ed  as  an
ad equa te  e s tim a te  o f a  s tro n g  lo c a l  m in ira izer o f F 
and th e  a lg o rith m  i s  te rm in a te d .
S tep  7 . D eterm ine p by u s in g  (3 .1 ,3 )  ”  (3*1 ,5 )»  s e t  j  = 0 ,
and go to  S tep  22,
CK) . .S tep  8 , D eterm ine p from (3*1*2),
f (K)_S tep  9 , I f  J cl . > < E  » then  go to  S tep  21.
i  4  i  4^1 1 J I
hO ,,S tep  10, I f  IIP ^  ^3 ; then  go to  S tep  21,
n<) (K) . (X) (K) (H) (K)S tep  11, S e t j  = 0 , g^ ~ g  , pQ = P » ^ o
. CK)„S tep  12. I f  ||P  II ^  1, th en  go to  S tep  21,
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s te p  13 . I f  j  = P, then  go to  Step 24.
( K )S tep  14 . D eterm ine x - fromJ + 1
( K)  ( K)  ( K)
X . = X , + P .
J  + Ï  0 0
S tep  15 . S e t j  = j  + 1.
(K) CK)S tep  16 , Compute g , ~ g (x ; ) ,
3 0
(iOr CK)s te p  17* I f  g . -p 0 th en  s e t
( K)P = 1 - P ' d = 0  ^
and go to  S tep  21
CK) _ CK)-'-! (K)
S tep  18. Compute p . = «» G g .J  3
S tep  19 , I f  | l p .  ||q_ ^  I 5 then  s e t
CK) 5 - 1  (K)
'  ' i o ' i
and go to  S tep  21.
S tep  20, Go to  S tep  13,
S tep  21. S e t j  = 0 .
(K + !) LK + Û.) CK + l )
S tep  22, D eterm ine x , F , and g from
IK + l )  (K) IK) IK)
X = X + «X p ,
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and
(K + l )  ( !<■ + 1 )
F = F (x ) ,
(K + l )  ( K +  l )  V=  g  ( x  )>
by u s in g  a lg o rith m s  1 ,2 .2  o r  1 ,2 ,3  as in  A lgorithm  3*1,1*
S tep  23* S e t k ~ k + 1 and go to  S tep  3
(K> ^  Ik)S tep  24. S e t p = X  p , ,
and go to  S tep  21. [ ]
A lgorithm  3*2,4 i s  th e  same a s  A lgorithm  3*2*3 save th a t  S tep  3 
o f  A lgorithm  3*2,4  i s  id e n t i c a l  w ith  S tep  3 o f  A lgorithm  3*2 ,2 , 
A nalogues o f theorem s 3*2,1 and 3*2,2 may be proved f o r  th e  
a lg o rith m s  3*2,3 and 3 * 2 ,4 ,
A s ig n i f i c a n t  p a r t  o f th e  co m p u ta tio n a l la b o u r  re q u ire d  to  
im plem ent th e  a lg o rith m s  3 ,2 ,1  -  3*2 ,4  a re  th a t  r e q u ire d  to  e v a lu a te
'ft'G, At th e  p o in ts  x f a r  removed from  th e  m in im izer x , an a c c u ra te  
e s tim a te  o f  G (x) i s  n o t  r e q u ir e d ,  and i t  may be c o n je c tu re d  th a t  a 
quasi-N ew ton u p d a tin g  fo rm u la  cou ld  be u sed . At th e  p o in ts  n e a r  x* , 
where g (x ) i s  sm a ll, an a c c u ra te  e s tim a te  o f G (x ) would be re q u ire d  
in  o rd e r  to  tak e  advan tage o f th e  lo c a l  convergence p r o p e r t i e s  o f  th e  
i t e r a t i o n  co rre sp o n d in g  to  th e  ex tended  Newton o r  approxim ated  ex tended  
Newton M ethod, These o b se rv a tio n s  g ive  r i s e  to  th e  fo llo w in g  m o d ific a ­
t io n s  o f A lgorithm  3*2,2 to  g ive  A lgorithm  3*2 ,5 ,
(a )  R eplace S tep  1 o f  A lgorithm  3,2*2 w ith
S tep  1 , S e t k = 0 , n = 0 , and compute F^^ = F ) «
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(b ) Replace S tep  3 o f A lgorithm  3*2,2 w ith
fS tep  3 ,1 ,  S e t = 2,
• (K>S tep  3*2, I f  ll g II ^  and = 0 th en  s e t  n^= 1,
/ { K \S tep  3*3* I f  a  ~ 2 then  compute G ' as  in  A lgorithm  3*2 ,2 ,
'  ^ (K) , ,S tep  3*4* I f  n^ = 1  then  compute G from (1 ,5 * 3 ) ,  n o t in g
th a t  f o r  k = 0 , we s e t  G^^^ -  % where I  i s  an n x n u n i tn n
m a tr ix ,
(c )  I n s e r t  s te p s  4 and 4  ^ between s te p s  4 and 5 o f A lgorithm  3*2 ,2 , 
S tep  4^ , S e t n  = 0 ,
S tep  4 * I f  ||F  and n^= 2 then  s e t  n^ -  1,
(d) I n s e r t  s te p  8 between s te p s  8 and 9 o f A lgorithm  3*2 ,2 ,
S tep  8 . I f  n ” 1 th en  go to  S tep  23. [j[
S im ila r  re a so n in g  le a d s  u s  to  m odify A lgorithm  3*2.4  to  o b ta in  
A lgorithm  3 * 2 ,6 , The m o d if ic a t io n s  ( a ) ,  (b) and (c )  to  A lgorithm  3*2,4  
a re  th e  same a s  ( a ) ,  (b ) and (c )  in  A lgorithm  3 * 2 ,5 , b u t (d) i s  as fo llo w s
(d ) I n s e r t  S tep  8 between s te p s  8 and 9 o f A lgorithm  3*2,4*
S tep  8 , I f  n^ “ 1 th en  go to  S tep  21 o f  A lgorithm  3*2,4* [ J
M oreover, in  the  s im i la r  way A lgorithm  3*2,7 w i l l  be o b ta in e d  i f  
we ap p ly  the  m o d if ic a t io n s  ( a ) ,  (b ) and (c ) to  A lgorithm  3*2 ,2 ,
AUnder th e  c o n d itio n s  o f Theorem 1,5*1 , ^  K such th a t  
(KJ A
| | &  II <  ( V k >  k) 5
t h a t  i s ,  from any s t a r t i n g  p o in t ,  th e  sequence (x  } g e n e ra te d  
from a lg o rith m s  3*2,5 “* 3*2,7 e n te r s  an neighbourhood o f  a  
c r i t i c a l  p o in t ,  and u l t im a te ly  one o f th e  a lg o rith m s  3*2 .2 , 3*2,4 
and 3*1*2 w i l l  be im plem ented.
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3*3 Some M ethods o f H igher Order*
In  view o f  th e  r e s u l t s  re p o r te d  by Wolfe ( l9 ? 8 a )  in  co n n ec tio n  
w ith  th e  i t e r a t i v e  methods determ ined  by ( 2 , 2 , 2 ) ,  ( 2 , 2 . 3 ) sod ( 2 , 2 , 6 )
-  ( 2 . 2 , 7 ) ,  M 2 , 2 , i ,  M 2 .2 ,2 ,  i t  may be c o n je c tu re d  th a t  i t e r a t i v e  
m ethods M 2 .2 .1  and M 2 ,2 ,2  and a l s o ,  in  the  l i g h t  o f  Theorem 2 ,2 ,3 ,
M 2 , 2 . 3 , nia,y be u sed  w ith  advan tage in  p la ce  o f th e  extended Newton 
method in  m od ify ing  A lgorithm  3 ,1 ,1 *  This can be done in  a  manner 
s im i la r  to  th a t  w hich has a l re a d y  been d isc u sse d  in  S e c tio n  3*2, to  
y ie ld  th e  fo llo w in g  a lg o ri th m s . We n o te  th a t  th e  fo llo w in g  a lg o rith m s  
a re  su p p o rted  by convergence theorem s on ly  i f  th e  H essian  o f  th e  
o b je c t iv e  fu n c tio n s  a re  computed a n a l y t i c a l l y .
A lgorithm  3 .3 ,1  (C orrespond ing  to  M 2 ,2 ,1 ) ,
Suppose th a t  x^*^ , y , and >  0 ( i  = 1, 2, 3 ) a-re g iven  
and r =  2,
( X) ( K)S tep  1, S e t k =s 0 and compute F = F (x ) ,
(K) ( K ) ,S tep  2. Compute g -  g  (x ) ,
CK) IK)
S tep  3 , Compute G = G (x ) ,
(K)S tep  4 , Form th e  C holesky  f a c to r i z a t io n  o f G a s  in
_ ( K)  CK) CK) (K)T CK) (K)
A lgorithm  3 .1 .1  (G = L D L  G + E )
. .  COS tep  3 , I f  g  II ■> £ , th en  go to  S tep  8 ,
‘2 1
, (K) %Step  6, I f  I I F IÎ ^  ”  0 , then  x i s  reg a rd ed  as an adequa te
*e s tim a te  o f  a  s tro n g  lo c a l  m in ira izer x o f  F , and the  
a lg o rith m  i s  te rm in a te d .
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(K) /  N /  Vs te p  7 . D eterm ine p by u s in g  ( 3 ,1 ,3 )  ( 3 ,1 .5 ) ,  s e t  j  = Ü,
and go to  S tep  48,
S tep  8 , D eterm ine p^ from ( 3 ,1 ,2 ) ,
S tep  9, I f  Up  1^1^  ^  & , th en  go to  S tep  48,
S tep  10. S e t j  = 1,
^ tK) (K)S tep  11, D eterm ine x- and F from
_ ( K )  CK)F = F (x ) .
_ ( K )  . CK) CK)T CK)   ^ _S tep  12. I f  F ^  F +• ft g p , where 6 (o^ 1/2J  j
th en  go to  S tep  14,
S tep  13, Go to  S tep  48,
_ ( K )  CK) .S tep  14, Compute g = g (x ),
( K ) T  CK)
S tep  15, I f  g  p < 0  th en  go to  S tep  17,
iK + i )  _ CK) (K + 1 )S tep  16, S e t j  = 0 , x  = x  , g  = g
CK + i )  _ ( K )F = F , k. = k + 1 and go to  S tep  3,
_jK)S tep  17, Compute p from
( K)  CK) ( K ) T  _ ( K )  _ ( K )L D L p = “  g
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(K)s te p  18. I f  lip II Ê r  then go to  Step 16,
A  (K) - C K)S tep  19. S e t X = X + f  /  r
A IK) ,A sS tep  20, Compute F = F (x  ) ,
A IK) ,  _  l*<^  u _  W T  (K)S tep  21. I f  F ^  F + ~  g  p th e n  go to  S tep  23,
S tep  22, S e t p^*^ = p  ^ + p^*^ and go to  S tep  48,
. (i<) a O<)  ^ , (K).S tep  23. I f  |(F  -  F ) /F  |]^0 ,1  then  go to  25
( K + l )  A l K )  I K + I )  A CK)S tep  24, S e t x  = x , F = F , j  = 0 ,
= g  ) ,  k =s k + 1 and go to  S tep  3,
(K) _ ,A lK )S tep  25 . Compute G = G (x  ) ,
A IK)S tep  26 , Form th e  m o d ified  C holesky f a c t o r i z a t i o n  o f  G ,
7  A ( K )  ^  ( K )  ^ ( K ) T
G = L D L
r   ^ C'< ).S tep  2 7 , I f  min j d » ] <( 6 th en  s e t  IX -  2 ;
1 <: i  2"
o th e rw ise  s e t  u =  1 ,
^(K) 1 0 - 1  ( K)
S tep  28, Compute p = -  G g
_ u ) r  A ('()s te p  29. I f  g  P <  0 th en  go to  S tep  55 ,'
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s te p  30, I f  j  = 1, then go to  Step 32,
(K +  1 )  I K + I )  _ t K )  CKf l )  - ( K )Step  31 . S e t X = X , g  -  g  , F  = F ,
j  = 1, k = k + 1; and go to  S tep  3 *
( Kt I )  a C‘<) f Kf i )  A (K) A ^ ^S tep  32 , S e t X  = X , F  = F  , G  = G
(K ti)  , I K t i )  .S tep  3 3 , Compute g = g (x ) ,
S tep  3 4 . S e t k = k + 1, and go to  S tep  5*
^i|<) À
S tep  35 . Compute p -  -  G g ,
(Kj
S tep  36 . I f  II p II then  go to  S tep  30 ,
^ ( K )  I K )  ( K )
S tep  37 , S e t X ~ X H- ^
^ (K)  IK)
S tep  38, Compute F ~ F (x )
_ I K)  (K)S tep  39, I f  F ^ F + H g  P th en  go to  S tep  3 0 ,
S tep  4 0 , S e t j  = j  4 1,
S tep  4 1 * I f  u  = 2, o r  j  = "P then  go to  S tep  45»
_ ( K )  _  I K )  _ d O  ^ ( K )S tep  4 2 . S e t X = X » F ~ F
_ (k )  (f<) .S tep  43» Compute g = g  (x  ) .
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s te p  44. Go to  Step 29.
(K+l) IK+1>S tep  45. S e t j  = 1, X = X , F  = F , k = k  + 1.
IK) , (!<) .S tep  46, Compute g  = g (x )
S tep  47, Go to  S tep  3.
( K + l )  ( K + Ï )  ( K + 1 )S tep  48. D eterm ine x , F , and g from
CK+i) IK) (K) (K)
X  =  X +  P' ,
t K + 1 )  ( K + 1 )  .F = F (x ) ,
(K tl) , (K+1)g = g (x ) f
by u s in g  A lgorithm  1 ,2 ,2 ,
Step 49. S e t k = k + 1, and go to  Step 3. D
(K)S tep s  12, and 13 ensu re  t h a t  i f  Newton’ s s te p  w ith  «x = 1 does
n o t  g ive  a, s u f f i c i e n t  d e c re a se , th en  A lgorithm  1 ,2 ,2  i s  a p p lie d  to  
(K)f in d  oi and th e  m o d if ic a t io n  in  t h i s  i t e r a t i o n  i s  n o t  a p p l ie d . The
IK)t e s t  in  S tep  15 e n su re s  th a t  th e  se a rc h  d i r e c t io n  p computed a t
(K)S tep  17 i s  d o w n -h ill a t  x , s in c e
_(K)T CK) _(K)T _ l K ) - ï  (K)g P “  -  g  G g
( K ) T  ( K )
p B ■ ( 3 .3 .1 )
S teps 9» 18, and 36 c o n ta in  a check on the  s te p  le n g th , whereby the  
a lg o rith m  r e v e r t s  to  Newton’ s method w ith  ^™ 1 o r  method M 2 ,2 ,1
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w ith  e x te n s io n  ^  p i f  th e  le n g th  o f p^  ^ i s  too  la r g e .  One 
com plete i t e r a t i o n  c o rre sp o n d in g  to  ^ ^ 3  i s  shown in  th e  F ig u re  1
In  F ig u re  3 ,1 ,
(K)p = AB
_(K )p- =  BO
tiO
p^ = BD
_  IK) (K) IK ) A (K) _ ( K)  „  (K)X = X  + p  , X  =  X + - g - p  ,
_(K ) _ IWn
X -'“ X + p , and x = X -h p ,1 1 1 1 2 .
In  F ig u re  3 ,1 ,  B, h ,  and E a re  th e  Newton i t e r a t e ,  th e  i t e r a t e  
co rre sp o n d in g  to  Method M 2 ,2 .1  v.dth "o = Q and '5 = 1 in  ( 2 ,2 ,2 ) ,  
( 2 , 2 , 3 ) r e s p e c t iv e ly ,  w h ile  C r e p re s e n ts  th e  ex tended  Newton i t e r a t e ,
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iiÇy s te p s  25 , 2 6 , 28, 29 , and 35, we a re  su re  t h a t  a t  each  in n e r  i t e r a t i o n  |
j  ( s te p s  29- 4 4 ) p  ^  ^ i s  d o w n -h ill a t  s in c e  f o r  a l l  j  ( 1 ^  j ^ p  ) ,  C
(K)T ^ IK)  t i<; r  , A _IK)SS g (— G
( 3 .3 .2 )
A lso , i f  an i t e r a t i o n  ends a t  B o r  M o r  C, we s t i l l  have
0 , 0 , 3 . 3 )
and
CK)r _ ( K ) /  ,  .s p  <  0 ,  ( 3 .3 .4 )
and th e  co rre sp o n d in g  s u f f i c i e n t  d e c re a se  c o n d itio n  i s  s a t i s f i e d .  
T h e re fo re , an a lo g u es o f  Theorem 3 .2 ,1  and Theorem 3 .2 ,2  may be p roved . 
By A lgorithm  3*3.1» one o f  th e  req u ire m en ts  f o r  th e  e x te n s io n  
from  D to  E i s  to  e v a lu a te  th e  fu n c tio n  a t  one e x t r a  p o in t ,  say  E, 
to  t e s t  w hether
F (îT ) F  (x   ^ ) + ft g  (x^*^ ) g  ( 3 . 3 . 5 )2- 3. 1
i s  s a t i s f i e d .  I t  i s  re a s o n a b le  to  determ ine th e  t o t a l  s te p  -p  ^ ^
w ith o u t r e q u i r in g  (3 * 3 .5 ) .  T hat i s ,  f o r  ? =  3 , A lgorithm  1 ,2 ,2  i s
( K )  — ( K)  w  ( K)  _ I K )a p p l ie d  to  f in d  a lo n g  AE = .p + .p + .p , T h is g iv e s1 2
r i s e  to  th e  fo llo w in g  a lg o ri th m .
88,
A lgorithm  3 .3 ,2  (c o rre sp o n d in g  to  M 2 ,2 ,1 )
S tep s  1 -  28 a re  th e  same a s  in  A lgorithm  3*3.1
( K )  ( t < )
S tep  29. S e t ^  -  p and j  ~ 1,
(Kjr  ^ (K)S tep  30 I f  g p 0 then  go to  S tep  35.
S tep  31. I f  j  7= 1 then  go to  S tep  48 o f A lgorithm  3*3.1
(K + i )  ^(K) tK t l )S tep  32, S e t x = x  , F -  F
(K4D IK tl)  .S tep  33, Compute g = g (x ),
-  CK)AS tep  34. S e t k = k + 1, G = G and go to  S tep  5.
( K t i )  ^
{lO -  U ) - !  tK )
s te p  35. Compute p = -  G g
(K) CK) (K)
s te p  38 . S e t ^ -  S + p
00
S tep  37. I f  |l ^ ^3 then  go to  S tep  39.
(i<) U)S tep  38 , S e t p ~ S  and go to  S tep  48 o f  A lgorithm  3.3*1
U) (K)S tep  39 , S e t p ~ S  and j  = j  + 1
S tep  4 0 . I f  j  "  P o r  u ~ 2 th en  go to  S tep  48 o f  A lgoritiim  3*3.1
Ik) ti<) S tep  4 1 . S e t X = X + p
"m
89,
_  CK ) ( K )
S tep  4 2 . Compute g  = g  (x ) and go to  S tep  3O, L j
In  A lgorithm  3 ,3 ,1  end th e re fo re  in  A lgorithm  3 .3 ,2 ,  i f  we s e t  
I? “  1, th en  th e  a lg o rith m s  3*3,3 aJid 3 ,3*4 co rre sp o n d in g  to  
Method M 2 ,2 ,3  w i l l  be o b ta in e d .
The m in im iza tio n  a lg o rith m  c o rre sp o n d in g  to  M 2 .2 ,2  i s  as 
fo llo w s .
A lgorithm  3,3*5 (c o rre sp o n d in g  to  M 2 .2 ,2 )
( 0 ^ .Suppose th a t  x , p@ >  0 ( i  = 1, 2, 3) a re  g iven .
IK) u<) ^S tep  1, S e t k = 0 and compute P ~ F (x  ) ,
(K) . CO .S tep  2, Compute g = g  (x ) ,
t K)  ,  IK) \S tep  5 , Compute G = G (x },
( K )S tep  4 , D eterm ine th e  m od ified  C holesky f a c t o r i z a t io n  o f  G 
a s  in  A lgorithm  3 ,1 ,1 *
(K)S tep  5 , I f  | |g  II '^ 4 ^  > then  go to  S tep  8 .
!l I ('<)S tep  6 , I f  }}E 11^ = 0 ,  then  x i s  reg a rd ed  a s  an adequa te
e s tim a te  o f  a  s tro n g  lo c a l  m in im izer x o f F , and th e
a lg o rith m  i s  te rm in a te d .
S tep  7 , D eterm ine p  ^ by u s in g  (3 ,1 ,3 )  -  (3 * 1 ,5 ) ,  and 
go to  S tep  49*
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IX)s te p  8, Determine p from (3*1*2;,
1 IKX, . fS tep  9* I f  ||p  II  ^ ^  3 then  go to  S tep  49.
A 0^  ^ (X) CK)S tep  10, S e t X -  x + p
A(K) . (K)S tep  11, Compute F -  F (x ) ,
A (K 3 (K) ( X) 7  t K)S tep  12, I f  F y  ^  g  p f where ^ (O, -gj,
then  go to  S tep  49*
, ,  (K) A(K) , , (K)|S tep  13, I f  I (F -  F ) /  F I ;> 0 ,1  then  go to  S tep  1?,
Uti) . CK) (Kfl) 4 IK)Step  14* S e t X = X , F = F
iK+j) (K + l )  .S tep  15* Compute g = g (x ) ,
S tep  16. S e t k = k + 1 , and go to  S tep  3,
A , A  CK)S tep  17, Compute G = G (x ) ,
^  ( K )  CK)  ^ CK)
S tep  18, S e t G ~ G + G ,
S tep  19, D eterm ine th e  m od ified  C holesky f a c t o r i z a t io n  o f  G 
a s  in  A lgorithm  3*1*1*




s te p  21, I f  IIp II <C 2 3 /  2 then go to  Step 25.
< K + l )  A CK+x)  A I k )S tep  22, S e t x = x , P = P
CK + l )  . (X -v l). S tep  23 . Compute g = g (x )
(K) A IK)S tep  24 . S e t k = k -i- 1, G = G and go to  S tep  4 .
4(K)S tep  25 . D eterm ine th e  m o d ified  Cholesky f a c t o r i z a t io n  o f G 
a s  in  A lgorithm  3 .1 * 1 . That i s
_  Ik) (i<) (,() GOTA A A AG “  L D L
( K)
= G H- E
f A ( K )  'JS tep  26 , I f  min ) d . I  ^ , then  s e t  u ~ 2^
O therw ise s e t  u  = 1,
_ I K)  (K) _ I K )S tep  27 . S e t X = X + 2p
-  (K) , _ l k )  VS tep  28, Compute P = P (x ) ,
_  u )  A (k) _i ic)  (K) n o r  _ (i<)s te p  29 . I f  P < P and P <  P + 2 ^  g  p
then  go to  S tep  3 3 ,
i K t i )  . n c j  _(K) % t t )( K H - X )  .  I K )  C K X X ;  AStep  3 0 . S e t X ~ x  , P ~ F , G = G
(K-vl) . (K-f-l)S tep  3 1 , Compute g = g (x
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step 52, Set k “ k + 1 and go to Step 5.
( K)  “  ( k ) - l  { K )
S tep  3 5 . Compute p = -  G g
S tep  3 4 . Compute g = g (x ) and s e t  j  = 1,
_ ( K ) T  I K )
Step  3 5 . IT  g p < 0  th en  go to  S tep  38 ,
S tep  36 . I f  j  = 1 th en  go to  S tep  30 .
( K - t l )  ( !< ) ( K + i )  i K + d )  ( k )
Step  37 . S e t X = X , g  = g  , P = P
k k 4- 1, and go to  S tep  3*
(i<) -  ( K ) - l  ( K )
Step  3 8 , Compute §'  = -  G g .
IK )
S tep  39, I f  U p  1^2. ^  ^3 th en  go to  S tep  3 6 ,
_ ( * )  ^ ( K)
S tep  4 0 . S e t X = X + p
^  ( X ) ( i< )
S tep  4 1 . Compute F = P  (x ) ,
^(K ) (K) (K)r (K)
S tep  4 2 , I f  P P + /< g  p then  go to  S tep  3 6 ,
S tep  4 5 . S e t j  = j  + 1,
S tep  44. I f  j  = p o r  u  -  2 then  go to  S tep  47.
(K) (K) _ (K )
S tep  4 5 . S e t X = X » P = P
9^.
_(K) IK)Step 4 6 « Compute g  = g (x ) and go to  Step 35.
( K t l )  ^  ( K )S tep  4 7 . S e t X ~ 5c , ?  -  F <
(K + 1 )  . tK + 1 ) .S tep  48. Compute g = g (x ) and go to  S tep  3 .
11< -f 1 )S tep  4 9 . D eterm ine x and g from
IK)I \< -t 1 )
by u s in g  A lgorithm  1 ,2 .2
The g eo m e tric a l r e p r e s e n ta t io n  o f  a  ty p ic a l  i t e r a t i o n  c o rre sp o n d in g
to  p ~ 3 i s  sho\m in  F ig u re  3 .2
-  (K)
(K)
F ig u re  3 ,2In  F ig u re  3 ,2
= AB
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( K ^  j3f-
p = AM
( K )  ,  ^ C<)  - 1  ,  ( K )= -  ( g (x ) + G (x  ) ) g  (x  ) ,
_ GO _ _j.
p = CD
= -  G (x""'^ g (x  )
= -  G r  g (% )2. 1
A (K)
=  m
U ) (X ~  X ■i- p
^(K) ^  (''<)X ss X + P1 1
K) _  (K) (K) ( K) wG<) _. (K), X =  X *i- 2p , X ~ X + p ;
(K) , (K+1) ^ I Kj  ^ i' ,  and X -  X ,
2
From A lgorithm  3 , 3 .5  i t  i s  e a s i l y  v e r i f i e d  th a t  a t  each  i t e r a t i o n ,  
s u f f i c i e n t  d e c re a se  o f  th e  o b je c t iv e  fu n c tio n  has been made, and a l s o ,
( K)a l l  s e a rc h  d i r e c t io n s  in v o lv e d  a t  each  i t e r a t i o n  a re  d o v /n -h ill a t  x 
Thus, analogues o f  theorem s 3*2.1 and 3*2.2  may be proved  f o r  the 
sequence (x  ^  ^ ) g e n e ra te d  from t h i s  a lg o rith m .
The method co rre sp o n d in g  to  M 2 ,2 .2  may be im plem ented in  two 
d i f f e r e n t  ways as f o r  M 2 .2 ,1  , w ith o u t a l t e r i n g  th e  convergence 
p r o p e r t i e s .  The second im p lem en ta tion  c o rre sp o n d in g  to  M 2 .2 ,2  i s  
a s  fo llo w s .
A lgorithm  3*3.8  (C orrespond ing  to  M 2 .2 ,2 )
S tep s  1 - 3 4  a re  th e  same a s  in  A lgorithm  3* 3 .5 . 
S tep  35, S e t = 2p
tK)r ( K )
S tep  56 , I f  g < 0  then  go to  S tep  39,
S tep  3 7 . I f  j  = 1 th en  go to  S tep  30,
S tep  38 . Go to  S tep  49 o f A lgorithm  3*3*5
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( K)  _ ( ! < )step  59 o Compute p = -  C g
U<)  ( K )  ^  ti<3Step 40 , S et S = r  + p
11 (K)|,Step 41 . I f  | |f '  g- then go to  Step 45.
( K)  ( K)Step 42 . Set p ~ S and go to  Step 49 o f  Algorithm 5.5*5
( K ) ( K )Step 45* S et p = S
Step 44 , S et j = j + 1
Step 45* I f  j = 1 or u = 2 , then go to  Step  49 o f  Algorithm 5*3*5
. - (K )  (K)Step 48 . Set X = X + p
_'(K ) . iK)S tep  47* Compute g = g (x  ) and go to  S tep  36. Q
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C hapter 4.
On th e  H um erical E s tim a tio n  o f  H essian  M a tr ic e s ,
4 .1  I n t ro d u c t io n ,
In  o rd e r  to  im plem ent A lgorithm  3*1*2 when a n a ly t i c a l  form ulae 
f o r  th e  second p a r t i a l  d e r iv a t iv e s  a re  n o t a v a i la b le ,  G i l l ,  M urray, 
and P icken  (1974) have u sed  (3*1*6) and (3*1*7), in  w hich the  
a n a ly t i c a l  f  orraulae f o r  th e  f i r s t  p a r t i a l  d e r iv a t iv e s  o f  th e  o b je c t iv e
fu n c tio n  a re  known. The method r e q u ir e s  n e v a lu a tio n s  o f th e  g ra d ie n t
n 1 nv e c to r  g o f th e  o b je c tiv e  fu n c tio n  E ; E — »> E a t  x € E .
C om putational ex p erien ce  shows th a t  u s u a l ly ,  th e  r e s u l t s  which a re
o b ta in e d  by u s in g  A lgorithm  3*1*1 a re  i d e n t i c a l ,  to  a  h ig h  degree  o f
p r e c i s io n ,  to  th o se  whj.ch a re  o b ta in e d  by u s in g  A lgorithm  3*1*2,
G i l l  and M urray (l9 7 4 c) have su g g ested  th a t  a lg o rith m s  3*1*1
and 3 .1*2  may be used  f o r  th e  s o lu t io n  o f l a rg e - s c a le  u n c o n s tra in e d
o p tim iz a tio n  problem s i f  th e  H essian  m a tr ix  i s  s p a rs e .  In  p a r t i c u l a r ,
th e y  propose a  method f o r  e s tim a ,tin g  G (x ) n u m e ric a lly  when G i s
m -d iag o n a l. T his method r e q u i r e s  m e v a lu a tio n s  o f  g to  e s tim a te
G (x ) i f  i t  i s  supposed th a t  g  (x ) i s  a l re a d y  known. C om putational
e x p e rien ce  shows th a t  u s u a l ly  th e  r e s u l t s  which a re  o b ta in e d  by u s in g
t h i s  method w ith  A lgorithm  3*1*2 to  m inim ize o b je c tiv e  fu n c tio n s  w ith
m -  d ia g o n a l H essian  m a tr ic e s  a re  i d e n t i c a l ,  to  a  h ig h  degree  o f
p r e c i s io n ,  to  the  r e s u l t s  w hich a re  o b ta in e d  by u s in g  A lgorithm  3*1*1,
in  which G i s  computed a n a l y t i c a l l y .
In  view  o f th e  p re c e d in g  rem arks, i t  i s  d e s i r a b le  to  c o n s id e r
w hether more e f f i c i e n t  m ethods f o r  th e  n u m erica l e s t im a tio n  o f  bo th
f u l l  and m -  d ia g o n a l H essian  m a tr ic e s  may be d e v ise d . C le a r ly ,  to
be s a t i s f a c to r y ,  any such methods shou ld  be a s  a c c u ra te  and a s  r e l i a b l e
97*
a s  th o se  which have been proposed  in  th e  p rev io u s ly -m en tio n ed  
r e f e r e n c e s .
In  t h i s  c h a p te r ,  a  number o f  a lg o rith m s  f o r  th e  n u m erica l
e s tim a tio n  o f the  H essian  m a tr ix  G o f  an o b je c tiv e  fu n c tio n  
h 1P s R — R a re  d e s c r ib e d . In  each case  i t  i s  supposed th a t  
a n a ly t i c a l  form ulae f o r  P and f o r  th e  n components o f  th e  g ra d ie n t  g 
o f  P a re  Icnovna, I t  i s  o f te n  t r u e  th a t  th e  form ulae f o r  the components 
o f  g  c o n ta in  e x p re s s io n s  in  common, so th a t  th e  co m p u ta tio n a l la b o u r  
which i s  re q u ire d  in  o rd e r  to  e v a lu a te  g i s  o f te n  l e s s  th an  n tim es 
t h a t  w hich i s  re q u ire d  f o r  th e  e v a lu a tio n  o f  one component o f g, 
I 'u rth e rm o re , i t  i s  o f te n  t ru e  t h a t  th e  form ulae f o r  P c o n ta in s  
e x p re s s io n s  which a re  common to  some o r  a l l  o f  th e  fo rm ulae f o r  th e  
components o f  g. In  t h i s  case  a  c o n s id e ra b le  sa v in g  in  com p u ta tio n a l 
la b o u r  can be made in  th e  sim u ltan eo u s e v a lu a tio n  o f  P and g,
4*2 The E stim a tio n  o f P u ll  H essian s
In  t h i s  s e c tio n  a  v e ry  sim ple a lg o rith m  f o r  e s t im a t in g  f u l l  
H essian  m a tr ic e s  i s  d e s c r ib e d . I t  would ap p ea r to  have a  s l i g h t  
advantage ov er th e  method o f  G i l l ,  M urray, and P icken  (1974) as 
re g a rd s  com puting tim e, w h ile  g iv in g  v i r t u a l l y  id e n t i c a l  n u m erica l 
r e s u l t s  when u sed  w ith  A lgorithm  3*1*2,
The n X 1 g ra d ie n t  v e c to r  g (x ) and th e  n x n H essian  m a trix
/V  M 1G (x)  o f  P ; R -— R a t  X a r e  d e f in e d  by
and
where
g ,  (x) = P (x ) ( i  = 1, 2, n )1 1
G, , (x ) — ^  R (%) ( i ,  j ) — 1, 2, , , , ,  n ) ,3 1
(tP  (x ) = P (x) ( i  = 1, 2, , , , ,  n )
1
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and ^  P (x)  ----   F (x ) ( i ,  j  = 1, 2, n ) ,
J  ^ 3 x .  à x .
L e t h  >  0 be a  g iven  s te p  le n g th . Then the G (x ) may be e s tim a te d  
w ith  tru n c a t io n  e r r o r  0 (h ) a c c o rd in g  to
G . Pd 4 ' (g  (x + h e. ) -  g. (x ) )  ( i ,  j  = 1, 2 , n ) ,
13 ^  i  1 1 (4 . 2. 1)
w here, f o r  j  = 1 , 2 . n , e . i s  column j  o f th e  n x n  u n i t  m a tr ix ,J
G i l l  and M urray argue th a t  because o f t ru n c a t io n  and roun d in g
e r r o r s ,  the e s tim a te  o f  G (x) which i s  o b ta in ed  by u s in g  ( 4 .2 , l )  a s
i t  s ta n d s  may n o t  be sym m etric, Tliey th e re fo re  advoca te  sym m etrizing
th e  e s tim a te  o f G (x ) by u s in g  (3 * 1 ,7 ) .  G i l l  and M urray have d isco v ere d ,
somewhat s u r p r i s in g ly ,  th a t  th e  v a lu e  o f  h  which shou ld  be u sed  in
(4 , 2 , 1 ) i s  r a th e r  in s e n s i t iv e  to  P b u t depends upon th e  com puting
machine p r e c i s io n .  They su g g es t th a t  a  s u i ta b le  v a lu e  f o r  h should
-  3t _ t
be between 2  ^ and 2  ^ , where t  i s  th e  number o f  b i t s  in  th e  word
le n g th  o f  th e  com puting m achine. T h e ir  a lg o rith m  i s  a s  fo llo w s .
A lgorithm  4*2,1
L e t X, g ~ g (x ) ,  n ,  and h be g iv en .
S tep  1, S e t j  = 1,
S tep  2, Compute g = g  (x + he_. ) ,
S tep  3, Compute G = (g .  -  g. ) /  h  ( i  = 1, 2 , n ) ,13 1 1
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S tep  4* I f  j  = n ,  then  go to  S tep  6,
S tep  5, S e t j  s  j  f  1 and go to  S tep  2,
S tep  6* S e t G ., = (G ..+  G.. )  /  2 ( j .=  1, 2 , , n - l )  ♦1J iJ 3^
X — j + 1 j  *«• ,  n ) e
S tep  7 . S top . Q
A lgorithm  4 ,2 .1  le a v e s  a  sym m etrized e s tim a te  o f  G (x) in  th e  
low er t r i a n g le  o f  G, A lgorithm  4 ,2 ,1  r e q u ir e s  n  e v a lu a tio n s  o f  g 
i f  i t  i s  supposed t h a t  g (x) i s  known.
The fo llo w in g  a lg o rith m  r e q u ir e s  n c a l l s  o f  th e  subprogram  f o r  
g a s  does A lgorithm  4 * 2 ,1 , b u t few er a r i th m e t ic a l  o p e ra t io n s  a re  
re q u ire d .
A lgorithm  4*2 ,2
L e t X ,  g -  g  (x ) ,  n ,  and h be g iven .
S tep  1, S e t j  = 1,
S tep  2, Compute g . = g , (x  + he) ( i  = j ,  , , , ,  n )ID 1 3
S tep  3. Compute G. . = ( g .  -  g .  ) /  h  ( i  = j ,  n ) ,Û 1
S tep  4 , I f  j  = n , th en  go to  S tep  6.
S tep  5* S e t j  = j  + 1 and go to  S tep  2,
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s te p  6. S top . □
A lgorithm  4 ,2 .2  le a v e s  an e s tim a te  o f G (x ) in  th e  low er 
t r i a n g le  o f  G.
4 . 3  The E s tim a tio n  o f  rn -  d ia g o n a l H essian s
I f  th e  n X n Hessian, m a tr ix  G (x ) i s  m -  d ia g o n a l so th a t  
G. . (x ) = 0  ( 1 i  -  j  I b- (m ~ 1) /  2 ) ,  then  G i l l  and M urray ( 1974c) 
su g g e s t an a lg o rith m  f o r  th e  e s tim a te  o f G (x ) ,  in  which on ly  ra 
e v a lu a tio n s  o f  g a re  r e q u ire d  i f  i t  i s  supposed th a t  g (x ) i s  a l re a d y  
known. The algorithm , i s  based  upon th e  f a c t  t h a t  i f  y (k  -  1,
K
2, m) a re  d e f in e d  by
1 .,
where
y  (x + h I  G ) -, g  (x) )  /  h , (4 . 3 , 1)K L 1 = 0 K +lm  j
1^^= [  (n -  k) /  m j , ( 4 , 3 , 2 )
in  which [ u ]  i s  the  g r e a t e s t  in t e g e r  n o t  g r e a te r  than  u ,  then  f o r  
i  = 1, 2, n and k = 1, 2, . m,
^  °  G . 5 . Î )
where
Ty  =  ( y  ,  , , , ,  y  )  •K IK MK
From ( 4 . 3 , 3 ) i t  fo llo w s  th a t  f o r  j  = 1, 2, . , , , n.
G. , = y. + 0 (h ) ,  (4 . 3 . 4 )13 1-K
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where
k = j  -  [ ( j  -  l ) /m ] m ,  ( 4 . 3 . 5 )
a n d
fl,  2,  [ ( m  +  l ) / 2  +  3  -  l j  ( 1  <  j  ^  ( m  +  l ) / 2 )
i  =  -  ( m  -  l ) / 2 j  ,  . . . .  f . 1  +  ( m ~  l ) / 2 j  ( ( m  +  3) / 2 , ^  -  ( m ~ l ) / 2 |
y 3 -  (m -  l ) / 2  I , . . ,  n  (n -  (m -  3 ) /2  ^  3 ^  n ) .
( 4 .3 .6 )
I f ,  in  ( 4 . 3 . 4 ) ,  th e  0 (h ) term  i s  n e g le c te d , then  the  fo llo w in g  
a lg o ritlim  i s  o b ta in e d .
A lgorithm  4 ,3 .1  (a )
L e t X, m, n , h , and g (x ) be g iv e n .
S tep  1. F o r k =  1, ra, compute y  from ( 4 ,5 ,1 )  and ( 4 ,3 ,2 )K
S tep  2, S e t j  ~ 1,
S tep  3 , Compute k from ( 4 ,3 ,5 ) ,
S tep  4 , I f  Ô 4  (™ "I" l ) / 2  th en  go to  S tep  7,
S tep  5 , I f  j  ^  n -  (ra -  l ) / 2  th en  go to  S tep  8 ,
S tep  6. F or i  ~  ^j  -  (ra -  l ) / 2 ^ ,  n , s e t  G. . = y\ ^ ,
and go to  S tep  9 ,
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S tep  7 . For 1 = 1, 2 , , , , ,  ( j  + (m -  l ) / 2 ) ,  s e t  G , . = y,1 0 AK
and go to  S tep  9.
S tep  8 . For i  = ( j  -  (m -  l ) / 2 ) ,  ( j  + (ra -  l ) / 2 )
G . .  = y-K
S tep  9» I f  j  = n ,  then  go to  S tep  11,
S tep  10, S e t j  = j  4- 1 and go to  S tep  3,
S tep  11, S top , Q
I f  i t  i s  r e q u ire d  to  o b ta in  a  sym m etrized e s tim a te  o f G (x) 
then  S tep  11 o f A lgorithm  4.3*1 (a )  m ust be re p la c e d  w ith  th e  
fo llo w in g , to  g ive  A lgorithm  4*3*1 ( b ) .
S tep  11, S e t i  ~ 2,
S tep  12, I f  i  fC (m + l ) / 2 ,  th en  go to  S tep  14,
S tep  13. For j  = ( i  ~ (m + l ) / 2 ) ,  , , , ,  ( i  -  l ) ,
s e t  G = (G + G ) / 2 ,  and to  to  S tep  15, 
i j  i j  j  i
S tep  14. F or j  = 1, 2 , , , , ,  ( i  -  l ) ,  s e t  G . = (G 4- ç  ) /2 ,
i j  j i
S tep  15, I f  i  = n  -  1, th en  go to  S tep  17*
S tep  16, S e t i  = i  + 1 and go to  S tep  12,
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step 17, Stop, [ I
S tep s  1 1 - 1 7  le av e  a  sym m etrized e s tim a te  o f  G (x ) in  th e  low er 
t r i a n g le  o f  G,
L e t r  = (m + l ) / 2 ,  and f o r  j  = 1, 2, r
l e t  y. he d e f in e d  by 3
I 3
(g  (x + >. h e .  ) -  g  (x ) ) ( 4 .3 .7 ) ,
1=0
where
I j  = [  (n -  j ) / r Q .  (4 , 3 . 8 )
Then f o r  i  ~ 1, 2, n ,  and j  = 1, 2 , , r ,
%. = G . . + 0 ( h ) . (4 . 3 . 9 )
1=0  +3
I f  th e  term  0 (h ) i s  n e g le c te d ,  then  the  fo llo w in g  r e s u l t s  may be 
deduced from ( 4 ,3 .9 ) ,
F or i  = 1, 2, , n ,
G.. = y. , ( 4 . 3 , 10 )1 1  r S
where S = i  -  [^  ( i  -  1 ) /r ^  r .  ( 4 . 3 . 1 1 )
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F or j  = i  + 1, , , , ,  i  + r  -  1,
h t
G . .  =  <  ^3
y.  — G ,I i t  ] - ) '
( j  -  r  <  l )
( j  -  r  > l )
(4 .3 ,1 2 )
where t  = j ~ [ ( j  -  l) /rQ r. (4 .3 .1 3 )
I f  i t  i s  assumed th a t  G = G. , then  th e  fo llo w in g  a lg o rith m  
i s  o b ta in e d .
A lgorithm  4 .3 .2  (a )
L e t X, m, n ,  h , and g (x ) be g iv e n .
S tep  1, S e t r  “  (m + l ) / 2 .
S tep  2, Compute
and ( 4 ,3 ,8 ) ,
( j  = 1» 2, , , , ,  r )  from  (4 ,3*7)»
S tep  3* Compute G. . ( i  = 1, 2, , , , ,  n )  from  (4*3*10),a 1
and ( 4 , 3 , 1 l ) ,
S tep  4 , S e t i  = 1,
S tep  5* S e t j  = i  + 1.
Step 6* Compute t  from ( 4 , 3 , 1 3 ) ,
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S tep  7 . I f  j  -  r  <  1, then  s e t  G , , = y, , and go to  S tep  9.i j  I t
S tep  8 . S e t G. , = y  - G
i j it 3 - r
S^ep 9 . S e t G = G ..DÎ
S tep  10, I f  j  = 1 4- r  -  1, then  go to  S tep  12,
S tep  11, S e t j  = j  + 1 and go to  S tep  6,
S tep  12, I f  1 = n -  1, then  go to  S tep  14.
S tep  13. S e t i  = i  + 1 and go to  S tep  5.
S tep  14. S to p , Q
The e s tim a te  o f  G (x ) w hich i s  o b ta in e d  by u s in g  A lgorithm  4 .3 .2  (a )  
i s  fo rc e d  to  be sym m etric by S tep  9 . A nother e s tim a te  o f  G (x ) cou ld  
be o b ta in e d  by u s in g  A lgorithm  4 .5 .2  (a )  " in  r e v e r s e ,"  and th e  two 
e s tim a te s  cou ld  th e n  be "averaged" as in  S tep  14 o f  A lgorithm  4 .3 .1  ( b ) .  
The su g g es tio n  i s  th a t  S tep  14 o f  A lgorithm  4 .3*2  (a )  shou ld  be 
re p la c e d  w ith  th e  fo llo w in g , to  g ive  A lgorithm  4 .3 .2  ( b ) .
S tep  14. S e t i  = n .
S tep  15. S e t j  = i  -  r  + 1,
Step 16, Compute t  from (4 .3*13).
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S tep  17 . I f  j  + r  > n , th en  s e t  0 . .  = y, , and go to  S tep  19,i j  I t
S tep  18, S e t G. . ~ y. -  G. .1J I t  -i . 3 + r
S tep  19* S e t G, = G ..j i  I J
S tep  20, I f  j  = i  -  1; th en  go to  S tep  22,
S tep  21, S e t j  = j  + 1 and go to  S tep  16,
S tep  22, I f  i  = 2, th en  go to  S tep  24*
S tep  23 * S e t i  = i  -  1 and go to  S tep  15.
S tep  24 . F o r 1 = 1 ,  2, . , , ,  n -  1, and 3 = i  + 1, , , , ,  min | i  + r ,
n + 1 1 , s e t  G . = (G ., + G ,. ) / 2 ,J i] 1] 13
S tep  25 . S top , {22)
A lgorithm s 4 .3 .2  (a )  and 4 .3 .2  (b ) each r e q u ir e  (ra + l ) / 2  
e v a lu a tio n s  o f  g .
The id e a s  u n d e r ly in g  A lgorithm  4 .3 .2  (b) may be u sed  to  o b ta in  
th e  fo llo w in g  a lg o rith m , w hich a ls o  r e q u ir e s  (m + l ) / 2  e v a lu a tio n s  
o f  g .
A lgorithm  4*3.3  (b ) .
L e t X, m, n , h , and g (x ) be g iv en .
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s te p  1. Set r  = (m 4- l ) / 2
S tep  2, Compute y  - ( j  = 1, 2, , , , ,  r )  from (4 .3*7)»  andJ
( 4 .3 .8 ) ,
S tep  3. Compute G ., ( i  = 1, 2, n ) from  ( 4 .3 .1 0 ) ,  and
(4 .3 .1 1 )
s te p  4 . S e t 1 = 1 ,
S tep  5. Compute k = min ^ i  4 - r ,  n + i j  ,
S tep  6, S e t j  = i  4- 1,
S tep  7 . Compute = [ ( i  -  l ) / r ]  .
S tep  8 . Compute = min -J^[.i/r]^  [ ( j  -  r  -  l ) / r j j
S tep  9. Compute = £ (n -  j ) / r ]
S tep  10, Compute = min (n -  r  -  i  ) / r  J  j . ,
S tep  11, Compute s from  ( 4 .3 .1 1 ) .
S tep  12, Compute t  from  (4 .3 .1 3 ) .
Step 13. Compute S = 2^ y
1 1=0 , t
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Step 14. I f  1^<C0, then  s e t  S^  = 0  and go to  Step 16,
■Step 15. Compute S from
S tep  16, Compute S  ^ from
s  — ^  y ,3 1=0 3. + r l  ; a
S tep  17 . I f  0 , th e n  s e t  s ^  = 0 and go to  S tep  I 9 ,
S tep  18, Compute 8^ from
\  1  + * 1 = 0
s te p  19 , Compute G . from
i J
G. . = (S^ + 8  -  -  S ) / i .
S tep  20. S e t G = G..j i
S tep  21, I f  j  = k -  1, th e n  go to  S tep  23.
S tep  22, S e t j  = j  4  1, and go to  S tep  6,
S tep  23 . I f  i  = n -  1, then  go to  S tep  25.




S tep  25 , S top , |2~|
T his algorithm  le a v e s  a  sym m etrized e s tim a te  o f  G (x ) in  th e  
p r in c ip a l  d ia g o n a l and in  th e  a d ja c e n t ( r  -  I )  d ia g o n a ls  o f  G,
I f  s te p s  9 and 10 o f  A lgorithm  4 .3 .3  (h) a re  d e le te d ,  and i f  
s te p s  16 - 1 9  o f  A lgorithm  4 .3 .3  (h ) a re  d e le te d  and a re  re p la c e d  
w ith
S tep  16 , Compute G^ .^ from
G., = (S -  S ) /2  ,
then  A lgorithm  4.3*3 ( a ) ,  c o rre sp o n d in g  to  A lgorithm  4*3 .2  (a )  i s  
o b ta in e d .
The p re c e d in g  a lg o rith m  i s  based upon a  theorem  which i s  proved 
su b se q u e n tly , We r e q u ir e  th e  fo llo w in g  lemmas. We n o te  t h a t  G (x ) 
i s  an m -  d ia g o n a l m a tr ix  and th a t  r  = (m + l ) / 2 .
Lemma 4.3*1
I f  t  = i  -  f  ( i  -  1) / r J  r  ( l  ^ i  ^  n ) th en
P roof
By th e  cho ice  o f  t ,  we have
i  = r l  + t  where 1 t  ^  r , and
1 '=  [ ( i - l ) / r ] .
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L et j  = r l  + t i  where 1" i s  any p o s i t iv e  in te g e r .  Then, when
1". ^ l ' ,w e  have
i  -  j  I = I l '  -  l ' )  r  y  ^
Thus, by ( 4 .5 .9 )  we have  ^ = y, .ip. ÿ
Lemma 4 .5 .2  
L et
j < i < j + r p
and
t  = j  •" [  ( j  -  l ) / r ]  r  (1 <  j  ^  n )
1. I f  j  + r  4  n  then
G. t  G. . = y ,J i j j + r  i j t
2, I f  j  + r  > n then
G. . = y .T-;t
P roo f
1, By th e  d e f in i t i o n  o f  t ,  we have 
/j  = r l  + t ,  where 1<  t  <  r , and 
1 '  = [ ( j - l ) / r ] .
Let
j   ^ = r l  + t ,  where 1 i s  any in te g e r  > 0. S ince j  < i  < j  + r ,
"S
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then  1 i  -  I ^  r  (V 1 such t h a t  11 -  1 i ]> 1 o r  1 = 1 -  1)
T h ere fo re  G, . = 0 ( v  X such th a t  | l  -  1 | )> 1 o r  1 = 1 -  1)
F o r 1 = 1 o r  1 = 1 + 1  we have j = j  o r  j  = j  + r1 i
r e s p e c t iv e ly .  T h ere fo re  by ( 4 ,3 .9 ) ,  we have
G. . + G. . -  y . .i j J + r  a , t
2, The p ro o f o f S ta tem en t 2 i s  s im i la r  to  th a t  o f  S ta tem en t 1 
and w i l l  th e re fo re  be o m itte d ,
Lemma 4.3*5
I f  0 < j - r < i < j ^ n  ( j  = r ,  r  + 1, , , , ,  n )  
then
where
G. . = G. , + (y  “ .y  ) , .  (4 .5 .1 4 )
\  ~ S -« |^ ( s  -  l ) / r ^ r ,  ( s  = 1, 2, ) (4 . 3 . 15)
P ro o f,
S ince 0 <  j  -  r  <  i  < j ^ n  then  by Lemma 4 .5 .2  and (4 .5 .1 5 )
we have
G .  .  +  G .  . = y , (4 .5 .1 6 )
I ' J - r  i . j  i , t .
and ^
G ,  + G  = y .  (4 .3 .1 7 )
J - r . i —r  j '
S ince G i s  sym m etric then  from (4 .3 .1 6 )  and (4 .3 .1 7 )





I f  1. G ‘ « = 0 f o r  a l l  i ,  j  such  th a t  i  <  0 o r  j  ^  0 o r  ^{}
n  < i  o r  n < j .
2, y . . = 0  f o r  a l l  i ,  j  such th a t  i  0 o r  j  ^  0 ,ijj
5. 1 ^  i  <  j  < n and j  < i  + r  (1 ^  j  ^  n ) ,
th en
where
tg  ( l  ^  s )  i s  d e f in e d  by ( 4 . 3 . 15 ) ,  
and 1^ = [ i / r ] .
P ro o f,
We proceed  by in d u c tio n  on i .
L e t i  = 1, Then 1^ = [ i / r ]  = 0 , t .  = 1 and then  by H y p o thesis  1,
y  = 0 because j - r ^ i - 1 = 0 .  A lso by ( 4 .3 .9 )
0 r , 1.
we have
y , = G + G  _ 4- , , ,  + 0  (h)
G . + 0 ( h ) .
That i s
where
t j  — j .
T h ere fo re  (4 .3 .1 8 )  h o ld s  f o r  1 = 1 ,
Assume th a t  (4 .3 .1 8 )  h o ld s  f o r  a l l  i n t e g e r  < i .  Then by
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Lemma 4 .3 .3  we have
G . = G.  . + (y.  -  y.   ^ ) ,  ( 4 . 3 . 1? )ï - r , 3 - r  k  t  j  3 - r / f i
S ince i  -  r  < i  and i  -  r  < j  -  r ,  then  h y ( 4 .3 .1 8 )  we have
I l  rG — / y , /  *" y  /  )
î - r , 5 - r
/ ffwhere 1 = f ( i  -  r ) / r l , t  = t .  and t  = t .1 ^  j - r  i ~ r
But s in c e  t^  = ^ ( l  4  s )  and [ ( i  -  r ) / r ]  = [ i / r ]  -  1, then
where = [ i / r j .
Thus, by ( 4 .3 .1 9 ) ,  (4 .3 .2 0 )
we have
GX
Lemma 4 .3 .4
I f  1 ^ j < i < ( j  + r ^ n  then
G . = G_ + (y. “  y  ^ ) ,
where t ^ ( l  < s )  i s  d e f in e d  by ( 4 . 3 . 13) .
114.
Proof*
The p ro o f i s  s im i la r  to  th a t  o f  Lemma 4 . 3 . 3 ,  smd i s  th e re fo re  
o m itte d ,
Theorem 4 .3 .2  
I f  1, h y p o th eses  1 and 2 o f Theorem 4 .3 .1  h o ld ;
2. ■ 1 <  j  < i  4  n and i  < j  + r ,
then
hG. • = Z < y - J. - y .1 .0  IL i  + r l ,
where t  ( l  < s )  i s  d efin ed  as in  (4 *3 . 15) and
1 = [  (n -  i ) /r 1 *1 -*
P ro o f,
S et k = n -  i  i  = n , ( n - l ) ,  . , , ,  1,  The proof i s  by 
in d u ction  on k, and i t  i s  s im ila r  to th at o f  Theorem 4 . 3 . 1 ,  i f  we 
apply Lemma 4 . 3 . 4 ;  thus the proof i s  om itted .
In Algorithm 4 . 3 . 3  the d iagonal elem ents o f G are determined 
by u s in g  Lemma 4 . 3 . 1 ,  w hile theorems 4 . 3 . 1  and 4.3*2 are used to  
provide the upper tr ia n g u la r  and low er tr ia n g u la r  part o f  G 
r e s p e c t iv e ly .
The fo llo w in g  theorem guarantees th a t the elem ents y^^^
( l  < s ^ n ,  1 ^ t ^ r )  which are ap p lied , to compute Gj^  j  are d if fe r e n t  
from those which are used to  compute G. . ( v i j J ^ n ,  i ^ ^  ) ,
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Theorem 4.3.3
If 1 ^ i < j < i  + r ^ n  then the two expressions for
ap p ro x im atin g  G. , and G . have no common e lem en ts .1,3 j ,  1
P ro o f ,
S ince i  < j ,  th en  by Theorem 4 .3 .1  we have
where t^  (1 4  s )  i s  d e f in e d  a s  (4 . 3 . 15) and 1 = [ i / r ] ,
/  /How s e t  i  = j  and j  = i .  Then t ./ = t .  and t y  = t .  , M oreover,
/  . /  , 1 J J a
s in c e  j  < i  , and i  <  j  + r ,  then  by Theorem 4 .3*2  we have
where 1^= [  (n -  j ) / r ] .
Suppose th a t  a t  least?  one o f  the  term s in  (4 ,3 ,2 1 )  ap p ea rs  in  
(4 . 3 . 22) ,  S ince i  < j -{- r  and th e re fo re  t . : ^  t .  , then  th e re  e x i s t  
1 , 1 ^ 0  such th a t  e i t h e r
1 , i - r l = i + r ( l + l ) ?
o r
2,  j  -  r  (1 + 1) = j  + r l  .
O bviously  bo th  case s  1 and 2 a re  im p o ss ib le , [ ]
By theorem s 4 .3 .1  and 4 .3 .2  i t  i s  e v id e n t t h a t  an m -  d ia g o n a l 
H essian  m a tr ix  o f  a  tw ice  c o n tin u o u s ly  d i f f e r e n t i a b l e  fu n c t io n a l  P 
can be n u m e ric a lly  approxim ated  and sym m etrized by j u s t  (m + l ) / 2  
g ra d ie n t  e v a lu a tio n s  a t  each  p o in t  x a t  which g (x) i s  known. In
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p a r t i c u l a r ,  th e  n  X n f u l l  H essian  m a tr ix  can be n u m e ric a lly  
approxim ated  and sym m etrized w ith  j u s t  n g ra d ie n t  e v a lu a t io n s .
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C hapter 5*
Some V a r ia t io n s  on a L east Squares 
A lgorithm  due to  G i l l  and M urray.
5.1 In tro d u c t io n
G i l l  and M urray (1975)» (1976) have d e sc r ib e d  a  r e l i a b l e  and 
e f f i c i e n t  method f o r  th e  s o lu t io n  o f the  u n c o n s tra in e d  l e a s t  sq u a res  
problem .
T
Min P (x ) = f  (x ) f  (x ) , (5 .1 .1 )
if
■n Yn , . 2 nwhere f  : R - — R (m ^  n )  and F t C  (R ) .  The method c o n s i s t s ,
e s s e n t i a l l y  o f  a  ju d ic io u s  com bination  o f  the  Gauss*~Newton method 
and Newton’ s m ethod, so t h a t  the  second p a r t i a l  d e r iv a t iv e s  o f  th e  
components f ^  ( l  ^  i  ^  m) o f  f  a re  re q u ire d  to  be e v a lu a te d , A 
b r i e f  d e s c r ip t io n  o f  th e  method w i l l  now be g iven  in  o rd e r  to  c l a r i f y  
subsequen t s e c t io n s ,  A com plete a lg o rith m  co rre sp o n d in g  to  one 
im p lem en ta tion  o f th e  method i s  g iven in  S ec tio n  5 .2 .
I f  P ; R  R i s  d e f in e d  a s  in  ( 5 « 1 . l ) ,  then  Newton’ s method
f o r  th e  m in im iza tio n  o f  P c o n s is ts  o f  g e n e ra tin g  th e  sequence (x   ^ ) 
from
(K-t-l) (K) CK)
X = X + P (k  0) , ( 5 .1 .2 )
(K)where p i s  o b ta in e d  by s o lv in g
(K) IK) (K )
G P = -  g  ( 5 .1 .3 )
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1%) I K)in  which th e  n x n m a tr ix  G and th e  n X 1 v e c to r  g  a re  
d e f in e d  by
IK ) IX)T IK ) (K )
and
G ~ A  A ^ f  ' G « ( 5 *1*4 ):l V.Î 1




IK] (K)and the  m X n Jaco b ia n  m a tr ix  A o f  f  a t  x and th e  n x n
tK) U<) 'H essian  m a tr ix  G o f  f  a t  x a re  d e fin e d  by1 1
IK) _ (K) 'A ~ ( ^- f  • (x  ) ) , ^ VY\ X n
( K)  ( K)   ^ i
G = ( ^ .  9. f  (x  ) )  (1  = 1; 2, m), “■
f^ (x ) “  "^ Txj * ^  à  ~ 1 j  2j mj j  ~ 1, 2j • • . ,  n ) , ?
1
f - (x ) = T”  f  (x ) ( i ,  j  ~ 1f 2f n ;  1 ~ 1 ,2 , . , ,m ) .J i  j' i l
The Gauss-Newton method f o r  th e  m in im iza tio n  o f  P c o n s is t s  o f 
g e n e ra tin g  th e  sequence (x ^   ^ ) from  (5*1 .2 ) where p  ^  ^ i s  o b ta in ed  
by s o lv in g  n o t  ( 5 .1 .3 )  b u t
( K ) T  (i<) (.K) U )A A p = -  g  ( 5 . 1 . 6 )
Thus the  Gauss-Newton Method i s  d e r iv e d  from th e  Newton Method by
I K )n e g le c t in g  th e  term  H in  ( 5 .1 .4 )  d e f in e d  by
U) (K) (K)
B = X  f ,  G . . ( 5 . 1 . 7 )i =  1 1 1
The Gauss-Newton method i s  s u i ta b le  f o r  those  problem s in  which
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Il h (K)„j|B jj i s  sm all compared w ith  |)A A )| f o r  each  k ^  0 ,
T his s i tu a t io n  a r i s e s  in  th o se  d a t a - f i t t i n g  problem s fo r  w hich, i f  x* i s  
a  m in im izer o f  P , th en  P (x ) i s  v e ry  sm all in  m agn itude. In d eed , |
K* -K- Ii f  b o th  th e  Newton and Gauss-rNewton methods converge to  x and P (x  ) = 0 
then  u s u a l ly  b o th  m ethods u l t im a te ly  converge a t  th e  same r a t e ,  |
I n  p r a c t i c e ,  th e  Newton and Gauss-Newton sequences g en e ra ted
from  ( 5 .1 .2 )  f r e q u e n t ly  f a i l  to  converge to  a  m in im izer x o f  P i f  "1;
(0 ) *X i s  a  poo r e s tim a te  o f  x  , The r e l i a b i l i t y  o f  b o th  th e  Newton 1|
/ (K) \ 'and Guass-Newton methods i s  g r e a t ly  im proved i f  (x  ) i s  g e n e ra te d
from
( K + i )  ( K )  ( K )  I K J
X =  X + p ( 5 .1 .8 )
I K )
where (X i s  de te rm in ed  by u s in g  A lgorithm  1 ,2 ,2 ,
(K) ( X) T IK)  ( K )  .I f  11® II is  small compared with IIA A ]| and A i
( K) T I K)h as ran k  n then  A A i s  non—s in g u la r  and th e  Gauss-Newton W
tK )method would be ex p ec ted  to  be e f f e c t i v e .  I f ,  how ever, A i s
I K)  . „ ( K ) T  IK) , .  CK) T CK)r a n k - d e f i c ie n t  o r i f  P /  IIA A || i s  la rg e  th en  A A
( i< )may n o t  be an adequa te  ap p ro x im atio n  to  G , and th e  Newton method 
would be expec ted  to  be e f f e c t i v e .  The Newton method in v o lv e s  th e  
s o lu t io n  o f
T  T(A A + B ) p * - A  f ,  ( 5 .1 .9 )
where th e  s u f f ix  k i s  su p p resse d  f o r  b r e v i ty .  The l e a s t  sq u a res
a lg o rith m  o f G i l l  and M urray (1976) c o n ta in s  a  p ro ced u re  f o r  s o lv in g
( 5 .1 .9 ) .  Ih e  p ro ced u re  p e rm its  ( 5 .1 .9 )  to  be so lv ed  when A*^  A + B
i s  p o s i t iv e  d e f in i t e  and when a "^  A + B i s  i n d e f i n i t e ,  and y ie ld s  th e
Gauss-Newton v e c to r  p w hich s a t i s f i e s
GN
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T 'IA A p = -  g  , ( 5 . 1 . 10)
where. A i s  n o t  r a n k - d e f i c ie n t ,  a s  w ell as th e  Newton v e c to r  p w hichM
s a t i s f i e s  ( 5 .1 .9 ) .
The p rocedu re  f o r  s o lv in g  (5 .1 .9 )  depends upon th e  s in g u la r  
v a lu e  decom position
TV (5 .1 .1 1 )
o f A in  which U i s  an m % m o rth o g o n a l m a tr ix , V i s  an n X n
o rth o g o n a l m a tr ix , and S = D iag  (s^ , , . . . ,  s^^ ) i s  th e  m a tr ix
o f  s in g u la r  v a lu e s  o f  A, w ith  s s^  ( i  = 1, 2 , n ) .  For
f u r th e r  d e t a i l s  see the  book by Lawson and Hanson (1974).
nBecause th e  columns o f  V p ro v id e  a  b a s is  f o r  R , th e re  e x i s t s
hz(R such th a t
p  =  V z ,  ( 5 . 1 . 1 2 )
I t  fo llo w s  from ( 5 .1 .9 ) ,  (5 .1 .1 1 )  and (5 .1 .1 2 )  th a t
(s^  + v ^  B v ) z  = -  l s^ ! o j u ^  f .  ’ ( 5 . 1 . 13)
As e x p la in e d  by G i l l  and M urray (1976 ), th e  n u m e rica l problem s 
2. Tw hich a r i s e  when S + V B V i s  i l l - c o n d i t io n e d  can be avoided
by com puting th e  s o lu t io n  p o f ( 5 .1 ,9 )  as th e  sum o f  two components
np , and p , where p l i e s  in  th e  subspace o f  R spanned by th e
1 - 2  1
columns o f  V co rre sp o n d in g  to  th e  ’ l a r g e ’ s in g u la r  v a lu e s  o f  A,
and p l i e s  in  th e  subspace spanned by th e  columns o f  V co rre sp o n d in g  
2
to  th e  s m a lle r  s in g u la r  v a lu e s  o f  A,
121,
L et
S = ( 5 . 1 . 14)
where S = D iag ( s  , s , s  ) and S = D iag (s^.^ ,1 1 2  V 1 r r l
) ,  The in te g e r  r  i s  r e f e r r e d  to  by G i l l  and M urray as the  
g rade o f  A, and i t  i s  v a r ie d  in  a  manner w hich depends upon th e  
co m p u ta tio n a l p ro g re s s  w hich h as  been made.
L et
^  = [ v  I v ] . (5 .1 .1 5 )
where i s  an n x  r  m a tr ix  and Y^  i s  an n x (n -  r )  m a tr ix . 
I f  th e  s o lu t io n  p o f  (5 * 1 .9 ) i s  w r i t te n  in  th e  form
p  =  V  w +  y , (5. 1. 16)
where w i s  an r  x 1 v e c t o r  and y i s  an (n -  r )  X 1 v e c t o r ,  then  by
( 5 . 1 . 1 5 ) ,  ( 5 . 1 . 1 5 ) and ( 5 . 1 . 1 6 ) ,  we have ,
S w  + V B V w  + V B V y  = - S f  , 1 1 1  1 1 1 1
and
2 T T
8 y  + V B V y  + V BVW -  8 f  
1  1
( 5 . 1. 17)
(5 .1 .1 8 )
where th e  r  x 1 v e c to r  f ^  and th e  (n  -  r ) x 1 v e c to r  f  a re  such
t h a t r* I T ! f  "^"1 ■ , &f  n  =: I f  i f  i f  and f  i s  an (m -  n )  X 1 v e c to r ,L 1 I 2 ' J
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An app rox im ation  W to  w may be o b ta in e d  from  (5«1*17) by 
n e g le c t in g  th e  second and th i r d  term s on th e  le f t - h a n d  s id e  to  
o b ta in
W = -  8  ^ f  (5 .1 .1 9 )
and a  co rre sp o n d in g  ap p rox im ation  y  to  y i s  then  o b ta in e d  from
(5 .1 .1 8 )  and s a t i s f i e s
% T  T(S, + V  W  ) y  = -  8 f  - V  B V W .  (5 .1 .2 0 ) ^ 2 2 2 2 2 1
T 2. TI f  A A + B i s  p o s i t iv e  d e f in i t e  th en  S. + V BV i s  a l s o1 X zX Tp o s i t iv e  d e f i n i t e ,  and BY^  i s  n o t i l l - c o n d i t io n e d  because
th e  " la rg e "  s in g u la r  v a lu e s  o f A a re  in  8 • T h ere fo re  (5 .1 .2 0 )
may be so lv ed  f o r  y by d e te rm in in g  th e  C holesky f a c t o r i z a t i o n  o f
<  + <YI f  A A + B i s  i n d e f i n i t e  th en  G i l l  and M urray (1974) u se  
t h e i r  m od ified  N ew ton-type m ethod, in  which th e  v e c to r  p s a t i s f i e s
L D iT  p = -  A^ f  , (5 .1 .21)
Twhere L i s  u n i t  lo w e r - t r ia n g u la r ,  D i s  d ia g o n a l, and L D L i s  the  
m o d ified  O holesky f a c t o r i z a t i o n  o f  G where
G = A /A  + B (5 .1 .2 2 )
As d e sc r ib e d  by G i l l  and M urray ( 1974a) L and D a re  such th a t
L D = G + E , (5 .1 .2 5 )
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where E i s  a  d ia g o n a l m a tr ix ,  th e  e lem en ts  o f  which a re  a l l  zero  
i f  G i s  p o s i t iv e  d e f i n i t e ,
When G i s  i n d e f i n i t e ,  (5 ,1 ,2 0 )  may he so lv ed  f o r  y by d e te rm in in g
2 rth e  m o d ified  C holesky f a c t o r i z a t i o n  o f  8^ 4 . T his i s
e q u iv a le n t to  d e te rm in in g  p by s o lv in g
T T
(G + EF ) p =  -  A f .  (5 .1 .2 4 )
T his i s  n o t s a t i s f a c t o r y  f o r  a l l  v a lu e s  o f  r  because i f  G h as  n 
n e g a tiv e  . e i ^ n ^ v a l u e s  th en  x Gx < 0 ( v x ^  O), T h ere fo re  th e re  
e x i s t s  1 G R such  t h a t  x = V 1  , and
X ^ (G + E v J  ) X = x^ Gx <  0 ,
whence G + BV^  i s  n o t  p o s i t iv e  d e f i n i t e .  T h ere fo re  a s  a  s a fe ­
guard , p i s  recom puted w ith  r  = 0 i f  f o r  a  g iven  p o s i t iv e  number £, ,
-  <  e llg  II II p II , (5 .1 .2 5 )
I f  r  = 0 th en  V, = 0 , = 0 , V = V, and S = S so hy
( 5 . 1 . 19) and ( 5 . 1 . 20 ) ,  i f  p = Vy th en  p s a t i s f i e s  ( 5 ,1 .2 1 ) ,  As 
shown by G i l l  and M urray ( l9 7 4 a )  th e re  e x i s t s  cr >  o such th a t
■^P > c r  II g II II p II . (5 .1 .2 6 )
T h ere fo re  th e  sa fe g u a rd  e n su re s  t h a t  th e  l e a s t  sq u a re s  a lg o rith m  o f 
G i l l  and M urray i s  g ra d ie n t—r e la t e d  , and Theorem 3 .1 .3  i s  a p p l ic a b le .
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U O T  (K)  IK)  t'<)I f  f o r  some k , A f  ~ 0 and E 0 where E co rresp o n d s
to  th e  m od ified  C holesky f a c t o r i z a t i o n  o f th en  i s  a  sad d le
p o in t  o f F, G i l l  and M urray (19743') have shown th a t  a  d e sc e n t
d i r e c t io n  p ^ ^ ^  from x  ^  ^ may be o b ta in e d  by s o lv in g
L y  = e j  , (5 .1 .2 7 )
where e . i s  column j  o f  th e  n  -y. n u n i t  m a tr ix  and j  i s  such th a t  3
IK) (K) (K) (K) ,d  ^ -  E j ^  d^ -  E^ ( i  = 1, 2, n ) ,
in  w hich
a n d
(i<) , ii<) ,,<)D, = M a g  ( d , . . . ,  d )
B = M a g  (E  E )1 h
(K)The d e sc e n t d i r e c t io n  p i s  th en  o b ta in e d  from
= V (5 .1 ,2 8 )
I f  a n a l y t i c a l  fo rm ulae  f o r  th e  c)^  f^  (x ) a re  n o t  a v a i la b le ,  
th e n , a s  e x p la in e d  by G i l l  and M urray (1976 ), row j  o f  B ^^^
may be e s tim a te d  by u s in g  th e  f i n i t e  d if f e re n c e  fo rm u la
IK)T (K) ( K) Tf  , IK) IK) , , IK)
3Y. B =: f  I^ A (x 4 h V . ) -  A (x  ) J  /  h
( j  = r  4 1, , n ) (5 ,1 ,2 ? )
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i n  w hich
and
(K) ( K- Yi ) r  tK + l  ) (K)T CK)
y  = A  A - A  f  . (5 .1 .3 3 )
5 .2 , Hie L e a s t Squares A lgorithm  o f  G i l l  and M urray,
An im p lem en ta tion  o f  th e  l e a s t  sq u a re s  a lg o rith m  o f G i l l  and 
M urray i s  a v a i la b le  in  th e  N a tio n a l P h y s ic a l L a b o ra to ry  A lgorithm s 
(NPL) l i b r a r y  o f  program s and t h i s  im p lem en ta tion  c o n s t i tu t e s  th e  
fo u n d a tio n  f o r  th e  m o d if ic a t io n s  which a re  d e sc r ib e d  su b se q u en tly  
in  t h i s  c h a p te r .  The a lg o rith m  c o rre sp o n d in g  to  t h i s  im plem en tation  
w i l l  be r e f e r r e d  to  a s  A lgorithm  5 .2 .1  and i s  a s  fo llo w s .
'■rI
J
in  which h  i s  a  f i n i t e - d i f f e r e n c e  s te p le n g th .  I f  (5 *1 .29 ) i s  u sed
( K) T (K)
to  e s tim a te  B th e n  (n -  r )  e v a lu a tio n s  o f  A a re  r e q u ire d .
Now r  i s  seldom v e ry  much l e s s  th an  n , so the  u se  o f  (5 .1 ,2 9 )  y ie ld s
( K) T CK)  :a v e ry  e f f i c i e n t  method f o r  e s t im a t in g  V, B , j
G i l l  and M urray (1976) have a ls o  d e sc r ib e d  a  quasi-N ew ton method f
IK)f o r  e s t im a t in g  th e  B when a n a l y t i c a l  fo rm ulae f o r  th e  ^  • f  (x ) I
(K) ^  1 à
a re  n o t a v a i la b le .  The u p d a tin g  fo rm u la  f o r  B w hich G i l l  and ^
M urray propose i s  based  upon the  BPGS u p d a te  and i s  g iven  by 1
(K+l) U) CK)B = B + 0  , (5 .1 .3 0 )
where
(K) cK)r GO 00  (K)T (k)T(K) y  y  V p p W
C = _______________________     , (5 .1 .3 1 )^ l K ) y O O T  pCK)  p  ( K )
I1
i
CK) C K - t l ) T  (K + 1 )  ( K )  iw = A  A + B  (5 .1 .3 2 )  4
,4
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Algorithm  5 .2 .1
I t  i s  assumed th a t  , m, n ,  ( l  ^ i  ^  6 ) ,  and n ^ a re  g iv e n .
S tep  1. S e t k  ~ 0 , n  ~ n ,  n = 1, n = 0 , n  = 0 , n  = 1,2 X 5^ Ê y
10, and n^ = 2.
(K) CK) iK) ,  t o  rS tep  2. Compute f  , A , P , and g from
a "=’ = a ( x ‘"^ f " '  .
('<) C‘<)T „Ci<3and g = A f
S tep  5, I f  n^ ~ 0 th en  go to  S tep  ? .
S tep  4 . D eterm ine th e  s in g u la r  v a lu e  decom position  o f  A 
a c c o rd in g  to
(K)
( K )  IK)  Y CK)A = U Y \K)T
where = D iag  ) ,  Y  = [ 4 1 - - '
( K )  I K )  ‘ ^in  w hich th e  s in g u la r  v a lu e s  s^ o f  A a re  such
th a t  s .   ^ /  8^^^  ^ ( i  = 1, n  -  1 ) .1 + 1 i
(K)S tep  5 . D eterm ine th e  number j  o f  s in g u la r  v a lu e s  Sy ( i  ^  1}
CK) I K )such th a t  s . '> 10 6 s  and s e t  n = 1 4 j ,1. 2 1 3
S tep  6 , S e t n^ = 0 ,
Step 7 , I f  n < n then s e t  n3 2 1 n
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— 1 — XStep 8 , I f  r  >  10 or ( Z >  10 and n = O) then
go to  Step 13,
Step 9 . S et n = 1,
_  2.
Step 10, I f  'C >  10 then go to  Step 13#
Step 11, I f  n = 0 then determ ine n such th a t  J  ^
( K >  ,  ( K )  ( K )  (l<) I K )  C K )  (K) CK)
«a /  \  <  «a '  " j  + 1
( j ~ 1 >  •••> l — l )
IK)where s is  the last non zero singular value
Step 12. I f  n = 1  then determ ine n^  such th a t n < n ,5 ^
CK) \-t<> CK) CK) CK)
, 10 ' 8 , and s , < 1 0  • s , wherey\
CK) ^ CK)
= log S -  r  log 8 1 ,
10 '0 V
in  which [u '] i s  the la r g e s t  in te g e r  which i s  n o t  
g rea ter  than u , and s e t  n^ = n' .
Step 13, Set n = n .5 f
Step 14# I f  n = 0  then s e t  n = n .5 2 3
128. ..1
Step 1 5 # I f  k 0 , and
( K )  ( K - l )  . ( K ) , ,I I  %  -  X  ^  +  f g  )  (1 - b  I I  X  1 1 ^  )  a n d




•V3 i  K)(1 4 F )
(K) ^/l
(F )
(K) 2or  F <  £
th en  s e t  n = 0 , 
7
Î?
(K)2 U<)üS tep  16 , Compute V from  V = F /  s^
S tep  17 . I f  (n = 0 o r  V <  & ) and n ~ 0 , th e n  s to p .6  ^ ^ 7
The i t e r a t e  x  i s  an a d e q ia te  e s tim a te  o f a  
m in im ize r o f  F ,
I K )
S tep  18, I f  n = 0  o r  n  = 0 then  s e t  p = 0  and 1 7  1
go to  S tep  20,
(K) „ (K)S tep  19 . Compute p from  p
1  a




I = M ae
IK) ) . j
and ( K ) T  IK) U r  ( K ) T '  ( « ) T i  ^  -J[ f ,  I f  I f  ]
Step 20. I f  n -  0 then s e t  p
5 ^
CK) 0 and go to  S tep  3 2 ,
1 2 9 .
Step 21, I f  =5 0 then go to  Step 23,
GO ( K ) T  l « )S tep  22, E s tim a te  T = B by u s in g  th e  f i n i t e -
d if f e r e n c e  fo rm u la  ( 5 , 1 , 29 ) ,  and compute p
( K )  I K )  I K )  I K )Q = T V , where V
IK) , 
V I-!
1 ( K )
*t "Vi
and then  go to  S tep  26,
I K )S tep  23 , I f  Up = 1 o r  n ^  = 1 then  compute B d e f in e d
by ( 5 , 1 . 7 ) a n a l y t i c a l l y .
S tep  24 , S e t n^ = 2,
( l < )  C K ) T  ( K )  ( K )S tep  25 , Compute T = B , Q
1
and
S tep  26 , D eterm ine th e  m o d ified  C holesky f a c t o r i z a t i o n  o f 
CK)l CK)8  ^ + Q a c c o rd in g  to
G O  ( K )  C K ) r  D D L
Step  27 , S e t n  = 0 , 6
( k  )S tep  28, I f  IIE 0 then  s e t  n  = 1,05^ 6
iK')s te p  29 . I f  n ~ 0 o r  n = 1  then  de term ine  y  from d 7
( K )  I K )  G O T  U )  ( K )  ( i < )  ( K )L D L y = -  f ,  -  q
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where S„ = D iag ) and f J ^  i sZ M + X Yl Z
d e f in e d  a s  in  S tep  19.
{k" 3S tep  30 . I f  n “ 1 and n = 0  then  de te rm in e  y  from  ( 3 ,1 ,2 7 ) ,  B 7
(K) (K) (K) (k)S tep  31, Compute p^ from  p  ^ -  V y ,
S tep  32 , Compute p  ^  ^ from p^^^ =sp^^^ + p^*^^1 X
S tep  33, S e t n = 1, Ï
( K ) r  ( | < )  ( K )  I K )S tep  34 , I f  g p > 0  th en  s e t  p = -  p
S tep  35* I f  -  ' I I 1^1 or
n ^  = 0 ,  th e n  go to  S tep  38,
S tep  36, I f  n = 0  then  s e t  n = 1  and n = 1. 
$ ^ 9
S tep  37* S e t n  = 0 , n  = 0 ,  and go to  S tep  9,
2. ÿ
(K)S tep  38. D eterm ine oc by u s in g  A lgorithm  1 , 2 , 2 ,
(K)
I f  A lgorithm  1 , 2 , 2  cou ld  s u c c e s s fu l ly  de term ine
( K4 1 )  IK + I )  ( K- t - l )  th en  f  , F , A a re  determ ined
C K- t i )  ( K)  C K )  C K )by A lgorithm  1 , 2 , 2 ,  where x = x -f ^ p ,
IK41) . (K-vl) X ( Kt l ) T  t t + 3 )f  = f ( x  ; , F  = f  f  ,
(K-Vl) .  ( K i l )  \A ~ A (x )
S tep  39,  Compute T  from
131.
CK) tK +l) (l<)= (F -  F ) /  F
( K )I f  A lgorithm  1 ,2 ,2  cannot determ ine « then  th e  
v a lu e  o f  X  w i l l  be z e ro .
S tep  4 0 . I f  'T 0 then  s e t  k = k + 1 and go to  S tep  3 ,
S tep  4 1 . S e t n^ = 0 ,
S tep  4 2 , I f  n  = 0 th e  s e t  n  = 1  and n = 1, 
S' 5  9
S tep  4 5 . I f  0 then  s e t  k ~ k + 1 and go to  S tep  3 .
S tep  4 4 , S top , □
In  th e  o r ig in a l  im plem en tation  o f  A lgorithm  5 .2 ,1 ,  S tep  23 i s  
as  fo llo w s .
S tep  23 . I f  n^ ~ 1 th en  compute B  ^  ^ d e f in e d  by ( 5 .1 .7 )  
a n a l y t i c a l l y .
A lso , in  th e  o r ig in a l  im plem en tation  o f A lgorithm  5 .2 .1 ,  S tep  42
does n o t  e x i s t .  The o r ig in a l  NPL program f a i l e d  to  so lv e  problem s 27
and 28 o f Appendix 2 , b u t th e  program based upon A lgorithm  5 .2 ,1  in
25*t h i s  s e c tio n  d ec re ase d  the sum to  1, 90  from 10 ,
I n  th e  o r i g n a l  im plem en tation  o f A lgorithm  5 .2 ,1 ,  th e  t e s t  in  
S tep  3 5 i s  m iss in g  a lth o u g h  G i l l  and M urray (1976) m ention i t  in  
th a t  r e p o r t .
The s ig i i f i c a n c e  o f  th e  in te g e r s  n  -  n i s  a s  fo llo w s ,1 9
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5 ,3  An A lte rn a t iv e  Graded Gauss-Newton S earch  D ir e c t io n ,
The m od ified  Gauss-Newton s e a rc h  d i r e c t io n  p u sed  by G il l  and 
M urray i s  approxim ated  by u s in g  (5 * 1 .1 6 ) , ( 5 ,1 .1 9 ) ,  and (5 .1 ,2 0 ) .
In  o rd e r  to  f in d  a  more a c c u ra te  approx im ation  to  p , G i l l  and M urray 
ap p ly  th e  fo llo w in g  a lg o ri th m .
A lgorithm  5 ,3 ,1
s te p  1, S e t p = 0 ,
( j + i j  i j t l )S tep  2, F or j  = 0 , 1, , , ,  compute w and y
such th a t
2- (3 41) Y ^ 3 )8 w = -  8 f  -  V jlp  ( 5 .3 .1 )1 Ï 1
(K)I f  n ^  = 0  then  B i s  computed by u s in g  a n a l y t i c a l  fo rm ulae f o r
Ô. oi‘ f  (x ) ; i f  n  ~ 1 th e  f i n i t e - d i f f e r e n c e  fo rm u la  ( 5 .1 , 29 )
^ IK)i s  u se d . The in te g e r s  n  and n a re  the  grade o f  A and the2 3 3
c u r r e n t  number o f ’ l a r g e ’ e lem en ts  o f S  ^ r e s p e c t iv e ly .  I f  n^ = 0  5
th e n  th e  s te p le n g th  a lg o rith m  (S tep  38) has n o t been s u c c e s s fu l .  I f
n  = 0  then  a  Gauss-Newton s te p  h as  been ta k e n , w h ile  i f  n = 1 5 5
th e n  a  graded  Gauss-Newton s te p  o r  a  Newton s te p  has been ta k en ,
t K) 2-  IK)T IK) ( K) T-I f  n. = 0 then  S .  + V_ B V, i s  p o s i t iv e  d e f i n i t e ,
w h ile  i f  n^ = 1 th en  i t  i s  n o t  p o s i t i v e - d e f i n i t e .  I f  n = 0  then
C  7  .
X  ^ i s  ’ c lo s e ’ to  X *  in  th e  sense  th a t  x ^ ^ ^  s a t i s f i e s  th e
convergence c r i t e r i a  in  S tep  15. I f  n^ = 0  then  a  Gauss-Newton
s te p  m ust be ta k e n , w h ile  i f  n ^  = 1  th en  a  graded Gauss-Newton s te p
m ust be ta k e n . I f  n = 1 th en  B m ust be c a lc u la te d ,  w h ile  i f  n 1 g
U<)th en  B need n o t  be c a lc u la te d ,  1
I
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a n d  ( s  +  B V  )  ÿ  - 8  f  -  B V  wZ Z Z  2 Z 2 . 1
(5 .3 .2 )
s t e p  3. S e t  p  T  +  T  ÿ  .  Q
The v e c to r s  w and y d e f in e d  by (5 .1 .1 9 )  2n d  (5 .1 .2 0 )  a re  
de term ined  from  A lgorithm  5*5*1 a c c o rd in g  to
w = w. and y  -  y  .
T h e re fo re , a t  i t e r a t i o n  1, A lgorithm  5*3.1 d e te rm in e s
= T + F
= F w + V ÿ  (5 .3 .3 )
as  th e  f i r s t  approx im ation  to  p .
_  0<)The fo llo w in g  theorem  in d ic a te s  t h a t  th e  seqo.ence p g e n e ra te d  
from A lgorithm  5 .3 .1  w i l l  converge .
Theorem 5 .3 .1
_ c 3 )  _ Cl 41)I f  p and p a re  two ap p ro x im atio n s to  p o b ta in e d  by
u s in g  A lgorithm  5 * 3 .1 , th en  t h e i r  r e l a t i v e  e r r o r s  s a t i s f y  th e  in e q u a l i t y
||p  _ p /  II p l l ^ o - £ (1 4 £ “^  ) | | P “ P^^^]| /  | |p  II
where
£ =  ||b  II , , r =  11^' || , and  ^ = ||(S^  + F^  BF^  ) ||
134.
P ro o f ,
See G i l l  and M urray (1 9 7 6 ). D
In  p r a c t ic e ,  u s u a l ly ,  th e  f i r s t  i t e r a t i o n  o f  A lgorithm  5*3.1
w i l l  s u f f i c e .  T h e re fo re , th e  approxim ated  s e a rc h  d i r e c t io n  w i l l  be
. -  -  (f) ^g iven  by p = p




p = w + y -, ( 5 . 3 . 4 )
w -  f î /  f^  , (5 .3 .5 )
My = -  8 f ,  -  V J  BV^  W , (5 .3 .6 )
M = 8^ + y 7  BY, ( 5 . 3 . 7 )2. z z
i s  an (n -  r )  X (n  -  r )  sym m etric m a tr ix , and r  i s  th e  g rade o f A
as e x p la in ed  in  s e c t io n  ( 5 .1 .1 ) .
When r  ~ n ,  th en  Y^ = 0 , -  0 , 8^ = 8 , Y  ^ = Y
and th e re fo re
T  —1 Tp s= — ( a a ) A f
i s  th e  Gauss-Newton d i r e c t io n .
S im ila r ly ,  when r  = 0 , p i s  th e  Newton d i r e c t io n  o b ta in e d
from  ( 5 . 1 . 9 ) .
But when t  ^  0 and r  ^  n , th en  p =  p i s  c a l le d  by G i l l
and M urray (1976 ), th e  g raded  Gauss-Newton se a rc h  d i r e c t i o n .
The fo llo w in g  theorem  w i l l  be u sed  to  c o n s tru c t  a  method f o r  
d e te rm in in g  an a l t e r n a t iv e  graded  Gauss-Newton se a rc h  d i r e c t io n .
Theorem 5*3.2





P = -  G g ,
rg = A f ,
( 5 . 3 . 8 )
( 5 . 3 . 9 )
Tin  which N = BV^  , and a re  d e f in e d  a s  in  ( 5 *1 . 15) .
P ro o f.
W ithout lo s s  o f g e n e r a l i ty ,  we assume th a t  M i s  p o s i t iv e  d e f i n i t e ,  
s in c e  o th e rw ise , to  so lv e  (5 .3 * 6 ) ,  G i l l  and M urray a p p ly  th e  m o d ified  
C holesky f a c t o r i z a t io n  and M i s  re p la c e d  w ith  a  p o s i t iv e  d e f in i t e  
m a tr ix  M. Now i t  can be shown t h a t  G i s  n o n -s in g u la r  and G = H, 
where
H = V
-M^ NS '^I M
T
V ,
b ecau se , by o r th o g o n a l i ty  o f  V, we have
( 5 . 3 . 1 0 )
HG = ¥ t - L ° _0 ! II n -
T
and
GH = I  . n
By (5.1.11), (5.1.15), we have
r  A f
136,
V [ s  i ° ]
T U f
V S f  4  V S f  1 1 1  z 1 2
V
From (5^3*4) -  (5 .3 * 7 ) we have
P
-1= - v  s f  -  V M (8 f — 1-  NS1 1 1 t ' 2 2. 1
1
P s  -  ■p S V V-M N S \ M ^ 8 f». 1 1 L 2. 2. J
5 , 5 . 10) and (5 . 3 . 11) we have
(5 .3 .1 1 )
-1
G g .
C o ro lla ry  5*3.1
Suppose th a t  th e  h y p o th eses  o f  Theorem 5*3.2  a re  v a l id ,
(a )  I f  r  = n then  G = A A j
(b ) I f  r  = 0 then  G = A^  A 4 B,
(o) I f  0 < r < n  then G = jJ" A 4%/^
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P ro o f ,
I f  r  ~ n , then S = S, S = 0 , V = V, V1.  1  2. =r 0,
Y, N = 0,
'T h e re fo re , N = 0 , and M = 0 , Thus (a )  h o ld s .
I f  r  = 0 , then  Y = 0 , S = 0 , S = S, Y
i  : 2 %
1 Tand M = S + Y BY, T h ere fo re  (h ) h o ld s .
Suppose th a t  0 < r  < n ,  H ien, by (5 .5 .9 )»  (5 .1 .1 5 )»  and o r th o g o n a l i ty  
o f  Y, we have
r  2 I 1 r T 1
N 1 M Y /^  * i
2. T T TY S  Y 4 V NY 4 Y MY 1 1 1  2 1  2 1
= A A 4 Y ^Y jB  , Q
The fo llo w in g  theorem  g iv e s  an a l t e r n a t iv e  graded  Gauss-Newton 
se a rc h  d i r e c t io n .
Theorem 5 .5 .3
I f  1, M i s  d e fin e d  by (5 .5 * 7 ) and i s  p o s i t iv e  d e f i n i t e ;
2 , w i s  d e fin e d  by (5 .5*5)»




P = -  G g,
g = A f ,  and
(5 .5 .1 4 )
I _0
M
(5 ,3 .1 5 )
P ro o f
2S ince i s  a  p o s i t iv e  d e f in i t e  d ia g o n a l m a tr ix  and M i s  a 
p o s i t iv e  d e f in i t e  m a tr ix ,  then  G d e fin e d  by (5 .3 .1 5 )  i s  p o s i t iv e  





V (5 ,3 .1 6 )
Now by ( 5 . 3 . 14) and H ypo thesis  5 we have
p = _ Vi f i  _  V, M"!
[ ' A  ' t ] Fa  1 0  ^ TV V
^ 0  1
( 5 . 5 . 17)
By ( 5 . 3 . 16) ( 5 . 3 . 14) we havs
i
139.
G  g ,
s in c e A f  = V . □
C o ro lla ry  5 .3 .2
Suppose t h a t  th e  h y p o th eses  o f  Theorem 5 .3 .2  a re  v a l id ,  
(a )  I f  r  = n th en  G = A^ A,
(h ) I f  r  = 0 then  G = A  ^ A + B,
(c )  I f  0 <  r  <  n then  G = aTa + ,
P ro o f,
I f  r  ~ n ,  then  M = 0 , and th e re fo re  (a )  h o ld s .
Suppose th a t  r  < n .  Then by (5 .3 .1 5 )  we have
G = V
TV
I T  TV S V + V MY 1 1 1  2 1
T f r  = 0 th e n , Y^= Y. Ib u s  (b ) h o ld s jo th e rw is e  (c )  h o ld s ,  [ ]
I t  would appear t h a t  p de term ined  by Theorem 5*3-3 i s  a more 
s a t i s f a c to r y  cho ice  o f  p th a n  p g iven  by {5 • 3 .4 ) - ( 5 . 3 . 7 ) , because  i f
140.
M i s  p o s i t iv e  d e f i n i t e , '  th e n  G d e fin e d  hy (5 .3 .1 5 )  i s  p o s i t iv e  d e f i n i t e ,  
w h ile  G d e f in e d  hy (5* 3 .9 ) i s  m erely  n o n -s in g u la r .
A lgorithm  5 .3 .2  co rresp o n d s  to  th e  sea rch  d i r e c t io n  p .
A lgorithm  5 .3 .2  i s  th e  same as  A lgorithm  5 ,2 ,1  save th a t  S tep  29 
i s  re p la c e d  w ith  S tep  29^ $ which i s  as fo llo w s .
/ ( K)S tep  2 9 .  I f  n  = 0  o r  n  = 1  then  d e term ine  y from 6 7
IKj CK) Ck )T ( K)  (K) CK)L D  L y  = -  8 f1 L
A lso , th e  com putation  o f a t  s te p s  22 and 25 h as  to  be o m itte d .
M oreover, A lgorithm  5 .3 ,5  i s  d e f in e d  to  be th e  same a s  A lgorithm  5*3*2,
save th a t  n  -  1, T hat i s ,  B i s  n u m e ric a lly  approxim ated  by u s in g  d
f i n i t e - d i f f e r e n c e s ,
5 .4  The F i r s t  M o d if ic a tio n  o f  A lgorithm  5*3*2
A m in im izer x*  o f  F : R  o- R edefined  by ( 5 .1 .1 )  i s  a  s o lu t io n
o f  th e  eq u a tio n
g (x ) ~ 0 , ( 5 . 4 . 1)
where
Tg (x ) = A (x ) f  ( x ) ,  ( 5 . 4 . 2 )
I
The a p p l ic a t io n  o f Newton’ s method f o r  th e  s o lu t io n  o f  the
( K)
n o n lin e a r  e q u a tio n s  (5 * 4 .I )  y ie ld s  th e  sequence (x ) d e f in e d
by ( 2 , 1, 6) with
A ( 5 .4 .3 )
14
where B i s  a s  in  ( 5 .1 ,7 ) ,
In  C hap ter 2 , some o f  th e  i t e r a t i v e  methods f o r  th e  s o lu tio n  o f
( 5 . 4 . 1) w hich have h ig h e r  u l t im a te  r a t e  o f  convergence than  Newton^ s
method have been d is c u s s e d , in  a d d i t io n  to  Newton’ s m ethod,
Wolfe ( 1976) a p p lie d  th e  i t e r a t i v e  p ro ced u res  ( 2 ,5 ,1 5 ) ,  ( 2 .5 ,1 4 ) ,
( 2 , 5 , 15) ,  and ( 2 , 5 , 15) ,  ( 2 , 5 , 16 ) and ( 2 , 5 , 1? ) w ith  p ~ 2 to  so lv e
( 5 . 4 . 1 ) to  improve th e  perform ances o f a  l e a s t  sq u a re s  a lg o rith m  
due to  Meyer and Roth (1972 ), In  t h i s  c a se , he s e t  ÏÏ (x ) re q u ire d  
in  ( 2 , 5 , 14) and (2 ,5 ,1 ^ )  to  be
TJ (x ) = A (z )  A (x ) + v X  D (x ) ( Vx € R^ ) ,  ( 5 , 4 , 4 )
where D (x) = D iag  (d^ ( x ) ,  d ^ (x ) ) ,  ( 5 ,4 ,5 )
in  w hich d. (x ) = (A (x )^  A (x )) , . (1 ^ i / n )% r r
and A i s  a  s c a la r  which v a r ie s  from i t e r a t i o n  to  i t e r a t i o n .  A lso , 
Wolfe ( 1976) observed  th a t  th e  I t e r a t i v e  method d e f in e d  by (2 ,5 ,1 5 )
( 2 , 5 , 16 ) ,  and ( 2 , 5 , 17) i s  more c o m p u ta tio n a lly  e f f i c i e n t  than  th e  
one d e f in e d  by (2 ,5 ,1 3 )  -  ( 2 ,5 ,1 5 ) .  Ih ese  o b s e rv a tio n s  and 
Theorem 2 ,5 ,3  g ive  r i s e  to  th e  c o n je c tu re  th a t  th e  r a t e  o f  convergence 
and th e  co m p u ta tio n a l e f f ic ie n c y  o f  A lgorithm  5 ,3*2  may be improved 
by r e p la c in g  th e  Newton m ethod, upon w hich i t  i s  based , w ith  th e  
i t e r a t i v e  p rocedu re  (2 ,5 ,1 3 )»  (2 ,5 ,1 6 )  and (2 .5 ,1 7 )  in  which U (x) 
i s  d e f in e d  by
U (x) = G (x ) (vx e R ) ,
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where G (x ) i s  d e f in e d  a s  in  Theorem (5 .3 .3 )»  th u s  A lgorithm  5.4*1 
i s  o b ta in ed  from A lgorithm  5*3 .2  by m od ify ing  S tep  55 ac c o rd in g  to
f  Ü < ) T  iKj) (K )s te p  J5 . I f  ( -  g  P )  ;^  £ | j g  II IIP II
o r
n = 0 ; then  go to  S tep  2 ,1 ,%
and appending  th e  fo llo w in g  s te p s .
S tep  2 ,1 ,  I f  n  = 0 o r  (n = 1  and n = O) o r  || p \  6G 7 1 6
th en  go to  S tep  58,
_ (K) (K) (K)S tep  2 ,2 ,  S e t x = x + p and j  = 1.
-  ('<) CO „  iK) __ (KjS tep  2 ,5 ,  Compute f  = f  (x  ) and F = F (x  ) .
— ' (K) CKiT (.K)S tep  2 ,4 ,  I f  F ^  F + (3 g p then  go to  S tep  2 ,6 ,
_  UO „  CK)S tep  2 ,5 ,  Go to  S tep  58, making u se  o f  f  and F in  th e  
A lgorithm  1 , 2 , 2  i f  r e q u ir e d .
S tep  2 ,6 , I f  n = 0 o r  n  = 0  then  go to  S tep  2, 9,2 r
_  (K)
S tep  2 ,7 , Compute p from1
IK) I K)  t K ) - l  I K )
p = -  V S f1 1 1 1
S tep  2 ,8 ,  S e t p = 0  and go to  S tep  2,10, 1
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_  (K)S tep  2 ,9 ,  S e t p^ = 0 ,
S tep  2 ,1 0 , I f  = 0 th en  go to  S tep  2 ,1 3 ,
S tep  2 ,1 1 , Compute p1
_( K)S tep  2 ,1 2 , D eterm ine p from
2
IK) CK) CK)T I K )  IK)  _ I K )  ( k )L D L ÿ  = - S  f  - q
2. 2
and
.  T ÿ <« )2 2
_( K)  _  IK) __ IK)S tep  2 ,1 3 , S e t p = p + p
1  2.
( , K ) T  ( K )S tep  2 ,1 4 , I f  g  p <1 0 and j|p  and (n^ = 0
o r  -  II II ) th en  go to
s %. 2
S tep  2 ,1 8 ,
CK+a) __0<) (k) iK r i)  _CK)S tep  2 ,1 5 , S e t p = x  - x  , x  = x ,
CK-+1)  CK)  ( k + i )  _ ( k )F = F , f  = f  , and compute
1: = (F ^ * ' -  F * ^ " ^  ) /  F^ * )
tK + l ) .  I K 4 1 )  \  , I K 4 1 )  C k - t l ) r  1X4%)S tep  2 ,1 6 , Compute A = A (x  ) and g = A f
S tep  2 ,1 7 , S e t k  = k + 1 and go to  S tep  3#
(Ki _UC) _ C k ) 
S tep  2 ,1 8 , S e t x  = x + p
tfc.) ^(K> OOi
S tep  2 ,1 9 , Compute f  = f  (x ) and F »  f  f
144,
_ ( K)Step 2 ,20 , I f  P ^  F + /) g p then go to  Step 2 ,22 ,
S tep  2 ,2 1 , Go to  S tep  2c15,
CK) fK) (K) (K) Ck) _CK)
S tep  2 ,2 2 , S e t j  = j  + 1, F =: F , x f
S tep  2 ,2 5 , I f  j  = p th en  go to  S tep  2 ,1 5 ,
S tep  2 ,2 4 , Go to  S tep  2 ,6 ,  □
In  o rd e r  to  de term ine  s u f f i c i e n t  co n d itio n s  f o r  th e  convergence o f
A lgorithm  5 ,4 ,1  th e  fo llo w in g  lemma i s  re q u ir e d .  The sequences a p p e a rin g
in  th e  fo llo w in g  lemma a re  g en e ra ted  by A lgorithm  5 ,4 ,1 ,
Lemma 5 ,4 ,1
CK) (K)
I f  1, sequences (A ) ,  (B ) a re  bounded;
2 , 3  O' >  0 such th a t
_ ( K )5 , M i s  o b ta in e d  from m od ified  O holesky f a c t o r i z a t i o n  o f 
IK)M a s  in  S tep  26, where
IX) CK)2 U<)T IK) CK) •
M = S + V B V ;2 2 ^
^  CK)4 , G i s  d e fin e d  by
rr  I K )
G V s% ,  ^-j0 ! H
V IK) T
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then 3*y > 0 such that
T s t K )  . . .  , X  .X G X ^  11 X 11  ^ ( Vx Ç R )
P ro o f
(K) r U<) I (K.)4%  H y po thesis  1 and o r th o g o n a l i ty  o f V = V } V ,L 1 12, J
th e  sequence (M ) i s  hounded. T h erefo re  by Theorem 3 * 1 ,2 ,
3  0^ ^  0 such th a t
T — Ck) 2. n —r .
y  M y  ^ c r r l i y l l  ( V y  6 R ) ,^ 7.
nNow, f o r  a l l  x  çR , from  H ypotheses 4 we have
T = CK)
X G X = y y
( 5 .4 .6 )
( 5 .4 .7 )
I
1





(K) r  (K) n ~ rwhere y   ^ R and y G R 1 1
T h e re fo re , from (5 .4 .6 )  and (5 .4 ,7 )  and H ypo thesis  2 we have





>  ' ^ i k i r  '
(K),
( 5 .4 .8 )
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where
= min ( ^  )
IK) (K\S ince Y  i s  o rth o g o n a l then  11 x 11 -  H y  11 t  th u s  from2 2
(5 * 4 .8 ) th e  p ro o f i s  com pleted , q
Theorem 5*4.1
r\ mI f  1, f  : DCR —s»-R i s  tvmce c o n tin u o u s ly  d i f f e r e n t i a b l e  ( V x ^ D ) ;
T2. th e  s e t  SCD o f  c r i t i c a l  p o in ts  o f F (~ f  f )  i s  f i n i t e ;
5, x^^^ 6 D i s  such t h a t  th e  c lo su re  XL (F ) o f  i \  (F  ^ ) i s
com pact, where
CO) c (o)^J l  (F ) = I X 6 D Î F ( x )  ^  F I ,
CO (F^°^ ) ]  C  D, where CO [ Æ  (F ^ '" ^ )]  i s  th e
/ Co).c lo se d  convex h u l l  o f  JL  (F ) ;
4 . 3  J* 5* 0 such th a t  1 z.
B ( x )  I I  < (  /  ( v x  €  1 ( 1' ^  ’ ) ) ;
A ( x ) l l  ^  J ( V x « i C ( P ^  ) ) ,
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where
A (x ) = ( 0, f .  (x ) )  ,r  3 v\xvi
B (x ) = ^  f  G (x ) 3 
1=1 1 ^
i n  w hich G (x ) = ( 5 â, f  (%)) ( l  1  <  m),
1 1 j  1
th e n  th e  sequence (x  ) g e n e ra te d  from  A lgorithm  5 .4 .1  w ith
IK) , .S tep  15 o m itte d  i s  such  th a t  x  — ^  x* (a s  k —e>oo ) ,  where x*^  8 ,
P ro o f .
The p ro o f , in  w hich Lemma 5*4.1 may be u se d , i s  s im i la r  to  
t h a t  o f Theorem 5 .2 ,1  and w i l l  th e re fo re  be o m itte d ,
NOTE;
I f  th e  d i r e c t io n  o f  se a rc h  d e f in e d  by G il l  and Murray i s  used  th e n  
Theorem 5- 4. 1 i s  n o t v a l id  because G d e fin e d  by ( 5- 3- 9)  i s  n o t p o s i t iv e  
d e f in i t e  even i f  M i s  r e p la c e d  w ith  M where
M = L # L ^
= M+E
as in  s te p  26 o f  A lgorithm  5- 2. 1 .  Thus Lemma 5-4. 1 would n o t be v a l id ,  
and th e re f o r e  cannot be used  to  prove Theorem 5- 4. 1.
5 .5 . The S eco n d .M o d ifica tio n  o f  A lgorithm  5 .3 .2 ,
y\ Y\Theorem 2 ,5 .4  w ith  X = R , and Y = R may be u se d  to  c o n s tru c t  
a  l e a s t  sq u a re s  a lg o ri th m  in  o rd e r  to  econom ize on th e  e v a lu a tio n s  o f  
f ,  A and B, The fo llo w in g  o b s e rv a tio n s  g ive  r i s e  to  a  m o d if ic a tio n  
o f  A lgorithm  5 .3 .2  w hich g e n e ra te s  a  sequence ( x^*^) ,  th e  convergence
o f  w hich i s  g u aran teed  by Theorem 2 ,3 ,4 ,
The Jaoob ian  m a tr ix  A (x ) o f  f  a t  x i s  such th a t
148,
T r  t *A (x ) = a  (x ) I------- a  (x)L 1 t vn
where
T
( 5 .5 .1 )
a (x ) = ( ^  f ^ (x ) ,  . . . .  ( x ) )  (1 = 1, 2, . . . ,  m)
( 5 .5 .2 )
For each x , x E R  , l e t  th e  m x n m a tr ix  A be d e f in e d  by
A
I I
(5 .5 .3 )
where
â  = a^ (x ) + (x ) (% -  x ) ( 1 = 1 ,  2,  m),
( 5 .5 .4 )
—and l e t  f   ^R be d e f in e d  by
T T
f  = f  (x ) + a  (x ) (x -  x ) + i  (x «- x ) G (x ) (x  -  x ) ( l  = 1 , 2 , , , , m) .
I l l  1
( 5 .5 .5 ) .
n
L et U ; R — ^  L (R ) be d e f in e d  by
Ü (x ) = A ^\A -f 2  f  G. ( x ) ,1 1
VT)
1 = 1where
X =  X ~  G ( x )  g ( x )
(5 .5 .6 )
( 5 .5 .7 )
n nin  which g : R -— R i s  d e f in e d  by ( 5 ,4 .2 )  and
149.
vy\
G (x ) ~ A (x ) A (x ) + %  f . (x ) G. ( x ) .  ( 5 .5 .8 )
n nL et T. s R — R be d e f in e d  by
T _
T (x ) = A f  . ( 5 .5 .9 )
Suppose th a t  f  6 C (B (x  , r )  ) ,  and th a t  G (x )  e x i s t s  In  B (x  , r ) ,  
where x i s  a  s o lu t io n  o f  ( 5 .1 .1 ) .  Then by T a y lo r’ s theorem .
3M , N 3  ^ 0 such th a t
||TJ ( x )  »  G (x) |1 ^  M II X  -  X  II (v x  6 B (x , r) ),
where x i s  g iven  by (5.5.7), and
II T (x ) -> g (z )  II ^  N | |x  -  X II ( V z 6B (z^ , r )  )
in  which p = 2 i f  P (x ) 0 and p = 5 i f  F (x ) = 0 ,
T h ere fo re  i f  r  ^  0 i s  s u f f i c i e n t l y  sm a ll. Theorem 2 ,3 .4  g u a ra n te e s
th a t  th e  sequence (x ) g e n e ra te d  from (2 ,3 .1 8 )  and (2 ,3 .1 9 )  w ith
T and Ü d e fin e d  by (5 .5 .9 )  and ( 5 .5 .6 )  converges to  th e  s o lu t io n  x
o f ( 5 . 1 . 1 ) and th a t  (2 ,3 .2 1 )  h o ld s  i f i th  p = 2 i f  F (z  ) 76 0 and
p = 3 i f  F (x  ) = 0 , In  p r a c t ic e  th e  p rocedure  d e f in e d  by ( 2 ,5 .1 8 ) ,
( 2 , 5 . 19) ,  (5 . 5 . 6 ) and ( 5 , 5 . 9 ) canno t be used  a s  i t  s ta n d s  because o f
th e  h ig h  p r o b a b i l i t y  o f f a i l u r e .  I t  may, however, be in c o rp o ra te d
in to  A lgorithm  5 .3 .2  to  g ive  A lgorithm  5 .5 .1  i f  S tep  55 o f
/A lgorithm  5 .3 .2  i s  r e p la c e d  w ith  S tep  35 , w hich i s  d e f in e d  a s
fo llo w s .
'’■t;
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/  ( K' ) T ( K ) (K )  ( K. )S tep  35 , I f  -  g  P S  e II g II II P II o r  n  = 0 ,^ 5 "  2 ' 1 2.
1
th en  go to  S tep  3*1, and th e  fo llo w in g  s te p s  a re  ^
appended to  A lgorithm  5,5*2*
S tep  3,1  I f  n = 0 o r  n  = 0 o r  (n = 1 and n = O) o r  S ^ 6 7
^ (k ) t  Q Qj, ^  6 then  go to  S tep  3 8 ,Z -C
_ I K )  U )  CK)S tep  3*2 Compute x -  x  + p
_ ( K )  _ l K j  _  CK) _ C K j  _CK)
S tep  3 . 3  Compute A , f  , B , C , and g from
IK) CK) (K) CK) . .a  — a  + G p (1 ~ 1 j  2, • • *,  m)
1 1 1
_ p J K) ,  i JK. (K>.1.3/ I — - 3/ I
L  ‘  ! ! y
1 1 1  1
CK) J 2 ?  CK) _  CK)
B = 1  f  G ,
1=1 1 1
_ I K ) T  _ ( K )  _ t K )
C S3 A A H“ B a
CK) CK)T _  tIO 
g “ A f
_  CK)S tep  3*4 D eterm ine th e  m o d ified  C holesky f a c to r s  o f  C 
a c c o rd in g  to
IK) CK) CK)T (KjD D L  = 0 + E
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_ CKj
s te p  3 ,5  D eterm ine p from
IK) CK) Ck )t  __ IK.) __ t i c )L D L p = -  g
w ith  S tep  15 o m itted  converges to  a  c r i t i c a l  p o in t  o f  F u n d er th e  
hypo th eses  o f Theorem 2 .3 .4 .
5 , 6  The T h ird  M o d if ic a tio n  o f  A lgorithm  5.5*2
As explained  in  se c t io n  5*1, i t  a n a ly t ic a l formulae fo r  f  (x )
CK)T ( Kj  ^ 0 1a re  n o t  a v a i la b le ,  then  B may be e s tim a te d  by u s in g  th e
. . IK)f in i t e - d i f f e r e n c e  fo rm ula  (5 * 1 .2 9 ) , o r  B may be e s tim a te d  by
u s in g  a  quasi-N ew ton u p d a tin g  fo rm u la  such as (5 .1*50)#  G i l l  and
M urray (1976) observe t h a t  th e  quasi-N ew ton a lg o rith m  and the  f i n i t e -
d if f e r e n c e  a lg o rith m  r e q u ir e  s im i la r  numbers o f fu n c tio n  and
Jaoob ian  e v a lu a tio n s  b u t t h a t  the  f i n i t e - d i f f e r e n c e  a lg o rith m  w i l l
o c c a s io n a lly  succeed where the. quasi-N ew ton a lg o rith m  f a i l s .  G i l l
and M urray (1976) a ls o  observe  t h a t  w ith  l a r g e - r e s id u a l  problem s a
l i n e a r  r a t e  o f  convergence on ly  i s  ach ieved  n e a r  th e  s o lu t io n  when
u s in g  quasi-N ew ton m ethods, in  c o n t r a s t  w ith  th e  s u p e r l in e a r  r a t e
w hich i s  o f te n  o b ta in e d  f o r  quasi-N ew ton methods f o r  g e n e ra l
u n c o n s tra in e d  m in im iz a tio n . I t  would th e re fo re  ap p ea r t h a t ,  i f
a n a ly t ic a l formulae fo r  J  f  (x ) are not a v a ila b le ,  then the
Ï  0 1
f in i t e - d i f f e r e n c e  method co rre sp o n d in g  to  ( 5 *1 . 29 ) shou ld  be used
14I
lKfT__CK) aS tep  3 , 6  I f  g p ^  0 then  go to  S tep  38, ^
CK) I K)  _ _ l k )S tep  3. 7  S e t p = p + p , and go to  S tep  38, Q




in  preference to the quasi-Newton method corresponding to  (5*1*30)
-  (5*1*53).
As shov/n in  Table 6 ,4*4  the number o f ev a lu a tio n s o f A can be 
q u ite  h igh  compared w ith  the number oÇ ev a lu a tio n s o f  f ,  in  sp ite  
o f the f a c t  th at on ly  n -  r  ev a lu a tio n s o f  A are required  each time 
( 5 . 1 . 29) i s  u sed . Therefore i t  i s  d es ir a b le  to  co n stru ct a method 
fo r  estim a tin g  B which req u ires  few er ev a lu a tio n s o f  A than does the 
f in it e -d i f f e r e n c e  method, and which i s  a t  le a s t  as e f f i c i e n t  in  
oth er r e sp e c ts .
I f  A a   I ^ ( k  ^  0 )  ( 5 . 6 . 1 )1
CK) u r rwhere a . i s  column i  o f  th e  n x m m a tr ix  A , th en  f o r  k  >  0 i
^ (K) jan e s tim a te  G. o f  G. i s  g iven  by
( z : " ' -  x " ' " ’ , 's
Q = -(17)............................... ..(K) “kL-D v (1 i . ^ m ) .(x  -  X  )  j,x -  X  )  i(5.6 .2) %
CK) ik-i) iT his i s  a  ’ good’ e s tim a te  o f  G . a lo n g  th e  d i r e c t io n  x -  x
2 ■;in  t h a t  i f  f  t  C then  ■
1 1 ( 1 "  ) ( x - '  =
^  Sup l |G .( tx  +(i--t)x ) -  G.(3C )!|a
(K-l
X  -  X  I
( 5 . 6 . 3)
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/ \so i f  th e  sequence (x  ; converges then
lim   --------------------------     = 0 , ( 5 . 6 . 4 )
. i i x " ’ -  r ’ li
I f  k s= 0 then  ( 5 .6 ,2 )  i s  n o t  a p p l ic a b le .  T h ere fo re  i f ,  in
A lgorithm  5*3*2, th e  Gauss-Newton s te p ,  which i s  alw ays a ttem p ted
i n i t i a l l y  when k = 0 , i s  n o t  a d eq u a te , then  an a l t e r n a t iv e  to  ( 5 , 6 , 2 )
(0)i s  r e q u ire d .  I f  th e  s in g u la r  v a lu e  decom position  o f  A i s  g iven  
by




(^)  /  Co) lo) =where S = D iag (s  , , , , ,  s }, then  th e  d ia g o n a l e lem en ts  o f  
to)T (0)A A a re  bounded a c c o rd in g  to
(A^ ’^ ^^ A^'^ ) . . 4 : Max f  s . I ( i  = 1, 1, , , , ,  n ) .
Co)T h ere fo re  a  d o w n -h ill  d i r e c t io n  from  x may be de term ined  by u s in g  
A lgorithm  .5 . 5 . 2  w ith
= (Max { j ) I  , ( 5 .6 .6 )
where I^  i s  th e  n  x n u n i t  m a tr ix ,  when f o r  k ~ 0 , th e  Gauss-Newton 
d i r e c t io n  from x^°^ i s  in a d e q u a te .
The p re c e d in g  id e a s  may be in c o rp o ra te d  in to  A lgorithm  5 .5*2 to
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give A lgorithm  5 ,o ,1  hy r e p la c in g  S tep  2) w ith  S tep  23 and S tep  23 
w hich a re  d e fin e d  a s  fo llo w s .
/  ( K )S tep  23 • I f  (n^ = 1 o r  n^  = l )  and k 0 then  Compute B
from i
-  1 1 " )  d "  -  ) /  11 -  z ' - W
2 = X ^ ^ 2.
^ , V ( k )S tep  23 , I f  (n = 1  o r  n = 1) and k = 0 then  compute B 9 4-
from ( 5 . 6 , 6 ) ,  122
The fo llo w in g  theorem  c o n ta in s  s u f f i c i e n t  c o n d itio n s  f o r  the 
. CK)sequence (x ; g e n e ra te d  from  A lgorithm  5*6,1 to  converge to  a  
un ique s o lu t io n  x o f  g (x ) = 0 , and f o r  th e  r a t e  o f  convergence 
to  he a t  l e a s t  l i n e a r .
Theorem 5*6,1
I f  1, f  : J l  C-R — R i s  tw ice  c o n tin u o u s ly  d i f f e r e n t i a b l e  and
Co)  U  ( o )X € R and r  > 0  a re  such th a t  SCfL , where S = B (x  , r ) ;
2 , f o r  a l l  X e S and f o r  i  = 1, 2, , , , ,  m,
I lf .  (x ) jl ^  i  J
I K  K )  II ^ ( 3 ^  ;






3, Il /  (x ) Il ^  A  ( v x ^ S ) ,  where
5# M P <  1, where
m
r  = j \ r  + ;i=  1
6 , 3  ^  ® such th a t
Il g ) Il ^  ^  , where g:
by
Tg (x ) = A (x ) f  (x ) ;
"  ‘ ‘ ' fî -> i s  d e f in e d
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%j
T IN (x ) “ A ( x } A (x) , in  which
A (x ) = ( 3 . f . ( x )  ) ;J % VAxn
4 . Il#  (x^  ^ ) Il M ;
7 . g  %> 0 such th a t
Il g (x ) -  g  (y )  -  G (%  (x -  y) Il ^ P l ) x  -  y  II ( v x ,  y e s )  ,
M
where G (x ) = N (x ) + Z  fix ) G .(x ) ,1=1 :  ^
jj i which
G (x) = ( ^ 2 )  ^ (x ))  ( l  — 1, 2, * , , ,  ) ;
1 ^ j  1
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8 , 'C zsX{ (  ^ + L ) ^  1 ,  where
m
ê = A  r  + 2 X i  Î andi  = i
<A = M /  (1 -  M r  ) ;
9 , r  = M y /  (1 -  f  )
/  (K) \then  th e  sequence (x ) g e n e ra te d  from
(k  % 0 ) ,  ( 5 .6 .8 )
where T = N (x*‘°^ ) , ( 5 .6 .9 )
and
in  which
= T (x “ ^  ^ , (V k  ^  1) , ( 5 .6 .1 0 )
M  T z
T (x , y ) = N (x ) + 2  f - ( x )  (a .  (x ) -  a. (y ) )  (x  -  y ) /  |) x  -  y  || ,
( V X,  y 6-A.. and x yt y ) (5 .6 ,1 1 )
where (x ) = V  (x ) , i s  w e ll-d e f in e d  and converges to  th e  un ique 
s o lu t io n  x^ o f  g (x) ~ 0 in  B (%1*  ^ , r ) .  F u rtherm ore ,




P ro o f ,
H ypo thesis  2, f o r  i ~ 1 ,  2,  , , , , n w e  have
| j a .  ( x )  -  a .  ( y )  II ^  K  jjx «  y  II ( V x, y ^  S) (5 ,6 ,1 2 )3 - 1  1
and
Un (x) -  N (x*^) II /  A  IIX -  X]j ( v x e s ) ,  ( 5 , 6 . 15) I.-c
and th e re fo re  by ( 5 , 6 ,11^ and H y p o th es is  5,
||(T  ( x ,  y) “  N ( x  ) )  h  II /  | |h  | | ^  p (v x  , y 2 8 , x=^ y and Vh 6 R ).
( 5 . 6 , 14 )
- 1
T h e re fo re , by hypo th e  s e s 4  ^^ and Ranach’ s lemma, T (x , y ) e x i s t s  
( V X ,  y 6  8  5  x ^ y ) ,  and
T (x , y )^ l| ^  M /  (1 -  M p )
, ( 5 . 6 . 15)
where <X i s  as  in  H ypo th esis  8 ,
Now by (5 , 6 , 11 ) ,  and h y p th e ses  7» 2, and 8 we have
| |( T  (x , y) -  G ( x ^ ^ Y )  h II /  | |h | |  <E  (v x , y 6 8 , x  ^  y  , h e R ) .
T h e re fo re ,
( 0 )T (x,  y) -  G (x ) I] ^  £ ( v x ,  y  6 S, X  y) , (5 .6 ,16)
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Now, by ( 5 . 6 , 8 ) and hypotheses 6, 5 , 8 and 9 we have
^  II N (x^*^ ) II ' II g (x^*^ )
<  r ,  (5 . 6 . 17)
Cl)so t h a t  X ^ S,
I
A lso , by hypo th eses  7» azid 2 and ( 5 . 6 , 8 ) and ( 5 . 6 , 9 ) we have 
II g  (x^^) II ^  II g  (x^^ ) -  g (x'^) -  g  (x^°^)(x^^- x ’^)jj + |i^ (x ^ ''^ )  ^  T ^ ( x ^ ^ -  x^)| 
4 P  IIX^  ^ -  x^^^O + II G (x^^^ ) -  N (x '^^^ ) 11 II x ^ ^ ) -  X I*) II
and 11 G (x^ *^  ^ ) -  N (x^*) ) || ^  %  | f .  (x^^^ ) | II f .  (x^^^)lj!• 10 . - 1
where t  i s  d e f in e d  in  H ypo th esis  8 ,
T h ere fo re  || g  (x^^^ ) )| ^  ( /2 + 6 ) W -  x^^^ jj , (5 .6 ,1 8 )
Now f o r  k -  1 in  ( 5 .6 ,8 )  we have
where T^  ^ = T ( x ^ ^ \  x^^^) ,  and e x i s t s
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because S, and by (5 .6 ,1 5 )
w  I!
/ j_\So X i s  w e ll-d e f in e d  and by ( 5 .6 ,1 8 ) ,
-  x^^  ^ II ^  A ( (3 + e ) II x (5.6,19)
%  ( 5 . 6 . 19) and H ypo thesis  8 , x S.
Suppose t h a t  f o r  some X \  1 , we have fo r  ^  = 1 , 2 , . . . ,  X ,
-  x^^Ml /  r ,  (5 ,6 .2 0 )
11 x '^^  ^ -  11 ^  ,X l ie  (x  ^ ) II ;  (5 .6 .2 1 )
II g  (x^*) ) ; i  </ ( (^  + 6 ) I! x^ *^  ^ -  x^K"^) II , ( 5 .6 ,2 2 )
w hich b y (5 .6 ,1 7  ) and (5 .6 ,1 8 )  a n e  t r u e  f o r  k ~ 1,
Then
( I )  { 1 —%) ( ! } —1whence because x , x - t S ,  i t  fo llo w s  t h a t  T e x i s t s .
and II T  ^  ^ ^ II ^ lA • So by (5 .6 .8 )
Y  II <  tX 1!g  ( x ^  ^ )  II , ( 5 .6 .2 5 )
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whence (5 ,6 ,2 1 )  h o ld s  f o r  k = 1 + 1 ,  T h e re fo re , from  (5 ,6 ,2 3 )  and
(5. 6, 22),
11 X ^  - ’ M l
A lso by ( 5 ,6 .2 1 ) ,  (5 .6 .2 2 )  f o r  k  = 1, 2, (% -  1)
(H-Vl) IK) „ . 1, (t<) CK-1)
So
So
-  X " 'II  %. W = "  Ml .
11 -  x^'^W ^  % II x^Kj -  x^’"- ^> II ( k  =  1 2 ................. ]  ) .
-  X </%: H -  x^“ ^l (k  =  0 ,  1 ,  . . , , 1  ) .X
(5 .6 .2 4 )
So
, KsO
^  11 x " ^  -  :^^Ml 5L T: *
K= 0
■ ^  M 1 /  (1 - t ) ,
Thus, by H ypo th esis  9 ,  x \  8 , and (5 .6 ,2 0 )  h o ld s  f o r  k  = 1 + 1,
%r (5 .6 .%  ) ,  ( 5 . 6 . 16) and H y p o th esis  7 , i t  fo llo w s  t h a t
11 g  I 1 4 I K  )  -  &  ( x ' ^ >  )  -  Z ( x ' " ^  ) ( % ' " " ' -  x - ' " '
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X -  X
so th a t (5 , 6 , 22) h o lds fo r  k = 1 + 1 ,  Therefore, by in d u ction
( 5 .6 ,2 0 ) -  ( 5 . 6 . 22 ) h o ld  (V k >  1 ) .  So hy ( 5 .6 ,2 0 ) ,  S ( V k ^ O ) ,
Now f o r  any t  >  0 , by ( 5 *6 , 24 ) ,
C l+ k )  ( ! , ) „  /  K  ( I K )  i l d i - i )  X " X  II <  Z l l x  -  X
i î r l
<  n  \  x  /  (1 - " f ) .
Thus, by H ypo thesis  9»
 ^ “  X ^  t^ - r  (V 1 , K >  0 ) ,
So because t  <[ 1, (x^  ^ ) i s  a Cauchy sequence which has a l im it
■Xr W1X € R , w ith
X   ^ -  X *  H ^  71  r  ( V k ^ O )  , ( 5 , 6 , 25) ,
T here fo re  by c o n t in u i ty  o f  g
g ( x ' ) - =  0 .
.  & "*4 'X'I f  X i s  any o th e r  s o lu t io n  o f g  (x ; = 0 , such  th a t  x 6 S,
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then
jjx*« - x^ 'll = I I ^  -  x’^Oll
<  OT^O) ^iillg(x**) -  g(x*) -  T ( ° ) (x * * -x <
T 1 X - X \\
*<  11 X -  X  II ,
¥r .— ITlais i s  im p o ss ib le ,  so x  G S i s  u n iq u e ,  \ (
Lemma 5 .6 ,1
I f  1, th e  hypo theses  o f  Theorem 5 ,6 ,1  h o ld ;
2, 3  o< ]> 0 and 3  /3 1 such t h a t
(8
II a .  ( x )  -  a .  ( y )  11 /  (X Ij x  -  y  11 ;a 1 ^
(K ) I3, th e  sequence (x ) i s  g e n e ra ted  from ( 5 , 6 . 8 ) -  ( 5 ,6 ,1 0 ) ,
P ro o f ,
From ( 5 , 6 . 1 1 ) and (5 ,6 .1 0 )  we have
T^  ^ -  N (x^ ) II ^  II N (x^*^ ) -  N (x^ ) II
+ Z | f K ( x ^ ^ ^ ) |  jj(a ( x ^ ^ )  -  a  (x^^ ^^)(x"^ -  x'^"''^) j | / | |  x*^  ^ -r  = f  1 1
4
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T herefo re , by hypotheses 3  and 2 we w il l  have
11 T -  N (x^ ) II — 0  (a s  k — CH
Theorem 5 .6*2
I f  the  h y p o th eses  1 -  3 o f  Lemma 5 .6 ,1  ho ld  then  th e  convergence
( K )o f  (x )  Q -  s u p e r l in e a r .
P ro o f ,
By Theorem 1 ,2 ,1 0 , th e  t r u t h  o f Theorem 5 .6 ,2  fo llo w s  i f  we 
prove th a t
11 _ G ( i  )ll /  \\ as
By Lemma 5 .6 ,1  we have
I K )  ( . K - l )  '  ,  .T -  T — 0 (a s  k —î» “=**=) »
Now
II -  G ( x *  ) )  s ^ - ^ l t ^  / t l s ' K - ' M l ;
< 1 1 ( 1 " -  g‘ "^ ) / I I  +
z ^
H (G ^ * ^ -  G (x *  ) )  / I I  , (5 .6 .2 7 )
2 Z
C K - 1 )  CK) ( K - a )  CKj CK)where s = x -  x  and G = G (x  ) i s
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defined as in Hypothesis 7 of Theorem 5,6,1,
But
II  / ' " ' l l / l l  < | g A g ( x * ) | )
z  ^ z
and th e re fo re  th e  second term  o f  th e  r i g h t  hand s id e  o f ( 5 . 6 , 27 ) 
te n d s  to  zero  a s  k —?*.oo. A lso , by (5 .6 ,1 1 )  we have
1 1 ( 1 "  -  G s  '* -" '1 1  /  II s ' " - ' )  11
2 ^
<  i r t f  (x'"' ) ! | l a  (=(K) ) _ % ( % ' " ' ) )  - G ( x ' K - l  A  
1=1 1 1 1 1
W1
4  Z k ( x ' " '  ) I I |G ( % ' ' "  ) _ G ( x ' ^ - ' b | |  , ( 5 .6 .2 8 )
1 = 1  1 1 ^
where = 1 s^*'
When k  — t he r i g h t  hand s id e  o f  (5 .6 ,2 8 )  w i l l  te n d  to  z e ro , and 
th u s  th e  theorem  h o ld s . q
I t  seems th a t  H y p o thesis  2 o f  Lemma 5 .6 ,1  i s  s t r o n g e r  than  i t  
need be , s in c e , as  Table 6 ,4 .4  shows, th e  sequence ( x ^ * ^ )  g en e ra ted  
from  A lgorithm  5 .6 ,1  ap p ea rs  to k C ^ -s u p e r lin e a r ly  co n v erg en t f o r  
problem s 2 ,13 and 2 , l 6 ,  w h ile  none o f  th e se  fu n c tio n s  s a t i s f i e s  
th e  c o n d itio n  o f  H y p o thesis  2 o f  Lemma 5 .6 ,1 ,
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C hapter 6.
C om putational R e s u lts  and C o n c lu sio n s,
6.1 In  tro d u c  t i  on
The a lg o rith m s  which a re  p re se n te d  in  c h a p te rs  5 - 5  have been 
u sed  to  so lv e  a  group o f  t e s t  problem s which a re  l i s t e d  in  append ices 
1 and 2 , The a lg o rith m s  have been im plem ented on th e  IH i 560/44 
Computer a t  S t ,  Andrews w ith  double p re c is io n  a r i th m e t ic  to  o b ta in  
th e  co m p u ta tio n a l r e s u l t s  which a re  p re se n te d  in  t h i s  c h a p te r .
In  t h i s  c h a p te r  t^  i s  th e  CPU tim e, in  seconds, rounded to  
th e  n e a r e s t  0 ,0 2  s e c , ,  r e q u ire d  f o r  th e  ex ec u tio n  o f  a  g iven  a lg o rith m , 
and i s  in d ep en d en t o f  o p e ra to r  in te r v e n t io n  tim e and o f  th e  tim e 
re q u ire d  by o th e r  ta sk s  w hich may be s im u lta n e o u sly  execu ted  by 
th e  com puter,
6 .2  Comparison o f th e  A lgorithm s from C hap ter 3 .
In o rd e r  to  compare th e  e f f i c i e n c i e s  o f th e  a lg o rith m s  which 
have been d e sc r ib e d  in  C h ap te r 3i th e y  have been u sed  to  so lv e  a l l  
o f  th e  t e s t  problem s which a re  l i s t e d  in  Appendix 1,
A lgorithm s 3 .2 ,5  -  3 .2 ,7  have a ls o  been compared w ith  A lgorithm  
1 .5 .3 .  F u rtherm ore , th e  C holesky f a c t o r i z a t i o n ,  s te p le n g th  a lg o r i th  
(A lgorithm  1 ,2 ,2 ) ,  and convergence c r i t e r i a  sub-program s w hich a re  
u sed  in  th e  im p lem en ta tions  o f  a l l  a lg o rith m s  to  o b ta in  th e  n u m erica l 
r e s u l t s  in  s e c tio n s  6 ,2  and 6 ,3  a re  i d e n t i c a l  w ith  th o se  w hich a re  
u sed  in  th e  N um erical A lgorithm s Group (NAG) im plem en tation  o f 
A lgorithm  3 .1 .1 ,  and i t  i s  re a so n a b le  to  suppose t h a t  th e  d if f e r e n c e s  
in  th e  co m p u ta tio n a l r e s u l t s  which a re  o b ta in ed  a re  due s o le ly  to  
th e  a lg o ri th m ic  d i f f e r e n c e s ,  and n o t  to  v a r ia t io n s  in  programming
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e f f ic ie n c y .
The v a lu e s  o f th e  p a ram ete rs  which have been u sed  w ith  th e
— ioa lg o ritlim s  in  t h i s  s e c tio n  a re  6 = 2  , E = 10 , t  = 20 ,
- 1   ^ \ X ^6  ^ = 10 , ^  = 0 .9 ,  ^  = 10 , and vA = 1, where A i s  a  bound
f o r  th e  s te p le n g th ,  and t h i s  bound has been recommended in  the  NAG 
Manual by G i l l  an.d M urray, A lso , T = 5 g iv e s  a lm o st op tim al 
e f f ic ie n c y  f o r  a l l  o f  th e  t e s t  problem s o f Appendix 1, In  each 
c a se , i t  i s  supposed th a t  a n a ly t i c a l  fo m u la e  f o r  F and fo i‘ the  
n components o f  th e  g ra d ie n t  g o f  F a re  known. I t  i s  o f te n  tru e  
th a t  th e  form ulae f o r  th e  components o f  g c o n ta in  e x p re s s io n s  in  
common, so t h a t  th e  co m p u ta tio n a l la b o u r  w hich i s  re q u ire d  in  o rd e r  
to  e v a lu a te  g i s  o f te n  l e s s  than  n  tim es th a t  w hich i s  r e q u ire d  f o r  
th e  e v a lu a tio n  o f  one component o f g . F u rtherm ore , i t  i s  o f te n  
t r u e  t h a t  th e  fo rm u la  f o r  F c o n ta in s  e x p re s s io n s  w hich a re  common 
to  some o r  a l l  o f  th e  fo rm ulae f o r  th e  componentg o f  g . In  t h i s  
case  c o n s id e ra b le  s a v in g  in  co m p u ta tio n a l la b o u r  can be made in  
th e  s im u ltan eo u s e v a lu a tio n  o f  F and g .
I t  i s  d i f f i c u l t ,  f o r  th e  re a so n s  which have been g iven  in  th e  
p re c e d in g  p a rag rap h , to  a l lo c a t e  an a p p ro p r ia te  w e ig h tin g  f a c t o r  
to  an e v a lu a tio n  o f g  r e l a t i v e  to  an e v a lu a tio n  o f  F when a tte m p tin g  
to  compare th e  co m p u ta tio n a l la b o u r  re q u ire d  to  e v a lu a te  g  w ith  
t h a t  r e q u ire d  to  e v a lu a te  F , I f  such a  f a c t o r  cou ld  be found then  
i t  cou ld  be used  to  e s tim a te  th e  r e l a t i v e  co m p u ta tio n a l e f f i c i e n c i e s  
o f  th e  a lg o rith m s  f o r  th e  n u m erica l e s tim a tio n  o f  th e  H essian  G o f  
F w hich a re  d e sc r ib e d  in  C h ap te r 4»
L et th e  number o f  a r i th m e t ic a l  o p e ra t io n s  r e q u ire d  to  compute 
F and g be m^ and m  ^ r e s p e c t iv e ly .  Then
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m = m + ni» , (6 ,2 .1  )g  F
where 9 i s  th e  average  number o f  a r i th m e t ic a l  o p e ra t io n s  which a re  
r e q u ire d  to  e v a lu a te  each  component o f  g , in  a d d i t io n  to  , 
A ccording  to  F le tc h e r  (19?2) a  ty p ic a l  v a lu e  f o r  nv /m ^ i s  abou t 
2, T h e re fo re , i f  we re g a rd  one e v a lu a tio n  o f  F a s  r e q u i r in g  one u n i t  
o f co m p u ta tio n a l la b o u r , the  number o f u n i t s  o f  co m p u ta tio n a l la b o u r  
re q u ire d  f o r  one e v a lu a tio n  o f  g  i s  abou t 5*
I f  in  im p lem en ta tion  o f any a lg o rith m  d isc u sse d  in  c h a p te rs  3 
and 4» th e  number o f  e v a lu a tio n s  o f  F i s  n^  , th e  number o f  e v a lu a ­
t io n s  o f  g, e x c lu d in g  th o se  w hich a re  re q u ire d  to  e s tim a te  G, i s  n ^  ,
and the  number o f  e v a lu a tio n s ' o f  G i s  n , then  an index  n o f0 c
co m p u ta tio n a l la b o u r  f o r  a lg o rith m s  3 ,1 .2 ,  3 .2 .2 ,  3 .2 .4 ,  and 3*2.5 -  
3 .2 .7 ,  e x c lu d in g  a l l  a r i th m e t ic a l  o p e ra tio n s  save th o se  which a re  
re q u ir e d  to  e v a lu a te  F , g, and G, i s  g iven  by
n = n + 3n + 1 n ( 6 .2 ,2 )c F & 0 6
iii which 1^ i s  th e  number o f  u n i t s  o f  co m p u ta tio n a l la b o u r  which a re  
r e q u ire d  f o r  one e v a lu a tio n  o f  G,
In  g e n e ra l,  th e  v a lu e  o f  1^  ^ depends upon th e  v a lu e  o f = n-P /  .
In  p r a c t ic e ,  th e  v a lu e  o f  v a r ie s  w id e ly . In  some c a se s  ss: 0 , 
w h ile  in  o th e rs  ^  æ n -  1, T h ere fo re  th e  index  o f  co m p u ta tio n a l 
la b o u r  g iven by ( 6 ,2 ,2 )  i s  n o t  alw ays r e a l i s t i c .  C onsequently  i t  i s  
n e c e s s a ry  to  u se  an a d d i t io n a l  index  o f  co m p u ta tio n a l la b o u r ,  nam ely 
th e  CHJ tim e t^ , w hich i s  d e f in e d  in  S ec tio n  6 .1 ,
Every a tte m p t has been made, when o b ta in in g  th e  n u m erica l r e s u l t s  
w hich a re  p re se n te d  in  t h i s  s e c t io n ,  to  economize on co m p u ta tio n a l
■I
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la b o u r  when com puting g. Thus, any e x p re ss io n  which i s  common to  
some o r  a l l  o f  th e  components o f g  i s  e v a lu a te d  b e fo re  e v a lu a tin g  
g and i s  u sed  a s  many tim es as  r e q u ir e d  in  th e  com putation  o f  g 
i t s e l f ;  t h i s  r e s u l t s  in  M = 2 b e in g  r a th e r  an o v e r -e s tim a te  f o r  
th e  s e t  o f t e s t  problem s w hich a re  used  in  t h i s  s e c t io n .
M oreover, in  a lg o rith m s  3 ,1 ,2 ,  3 ,2 ,2 ,  and 3 ,2 ,4  -  3 ,2 ,7 ,  g  m ust 
be c a lc u la te d  a t  s e v e ra l  p o in ts  d i s t i n c t  from  th o se  a t  which F and 
G a re  c a lc u la te d .  T h ere fo re  no a llow ance has been made in  (6 ,2 ,2 )  
f o r  th e  f a c t  th a t  a t  l e a s t  once in  each  i t e r a t i o n ,  F and g a re  
e v a lu a te d  a t  th e  same p o in t .  T h ere fo re  we s e t  1_ = 3n f o r  the  
a lg o rith m s  3 .1 .2 ,  3 ,2 ,2  and 3 ,2 ,4  -  3 .2 ,7 »  w hile  1^ = 0 f o r  
A lgorithm  1 ,5 .3 .  A lgorithm s 3 ,1 ,2 ,  3 ,2 ,2 ,  3 .2 .4  -  3 .2 .7  and 1 ,5 ,3  
have been used  to  so lv e  a l l  o f th e  t e s t  problem s l i s t e d  in  Appendix 1, 
T ab les 6 ,2 ,1 ,  6 ,2 ,2 ,  6 ,2 ,3  and 6 ,2 ,4  show th e  v a lu e s  o f  n ,F
n , n  , n and t  o b ta in e d  by s o lv in g  a l l  o f  th e  t e s t  problem s S G c c
in  Appendix 1 w hich do n o t have a  sp a rse  H essian  by u s in g  the  
a lg o rith m s  3 ,1 ,2 ,  3 ,2 .2 ,  3 ,2 ,4  -* 3 .2 ,7  and 1 .5 .3 .  Table 6 ,2 ,5  
c o n ta in s  the  t o t a l  number o f  u n i t s  o f  co m p u ta tio n a l la b o u r  and 
th e  t o t a l  com puting tim e l^ v e r  a l l  o f  th e  t e s t  p rob lem s. Table 6 ,2 ,6  
c o n ta in s  th e  i t e r a t i o n  numbers which each  a lg o rith m  r e q u ir e s  to  so lv e  
each  o f th e  t e s t  prob lem s.
I f  th e  a lg o rith m s  a re  compared in  term s o f n^ then  from ta b le s
6 ,2 ,1  «  6 ,2 ,4  th e  fo llo w in g  c o n c lu s io n s  may be drawn,
1, A lgorithm  3 .2 ,2  i s  s u p e r io r  to  A lgorithm  3 .1 .2  f o r  a l l  
problem s save problem s 1,1 and 1 ,2 1 ,
2, A lgorithm  3 .2 ,2  i s  s u p e r io r  to  A lgorithm  3*2,4 f o r  a l l  
problem s save problem s 1 ,1 , 1,5» 1.21 and 1 ,2 2 ,
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3, A lgorithm  3 .2 .4  i s  s u p e r io r  to  A lgorithm  3 .1 .2  f o r  a l l
problem s save problem s 1 .1 , 1 .2 ,  1 ,8  and 1 ,9 .
4 , A lgorithm  3 .2 ,5  i s  s u p e r io r  to  a lg o rith m s  3 .2 ,2  and 3 .2 ,4  
f o r  a l l  problem s save problem s 1,21 and 1 ,2 2 ; A lgorithm
3 ,2 ,5  i s  a ls o  s u p e r io r  to  A lgorithm  3 .1 .2  f o r  a l l  problem s 
save problem  1,21 and 1 .22.
5 , A lgorithm  3 .2 ,6  i s  s u p e r io r  to  A lgorithm  3 .2 ,5  f o r  a l l  problem s 
save problem  1 ,17*
6, A lgorithm  3 .2 ,6  i s  s u p e r io r  to  A lgorithm  3 .2 ,4  f o r  a l l
problem s save problem s 1,21 and 1 ,2 2 ; i t  i s  a l s o  s u p e r io r
to  A lgorithm  3 .2 ,2  f o r  a l l  problem s save problem s 1,17»
1.21 and 1 ,2 2 , A lso A lgorithm  3 .2 ,6  i s  s u p e r io r  to  
A lgorithm  3 .1 .2  f o r  a l l  problem s save problem  1,21 and 1 .22 .
7 , A lgorithm  1 ,5 .3  i s  s u p e r io r  to  a lg o rith m s  3 .1 .2  and 3 ,2 ,4  
f o r  a l l  p rob lem s, b u t i t  i s  i n f e r i o r  to  A l^ r i th m  3 .2 ,2  
f o r  Problem  1 ,9 .
8 , A lgorithm  1 ,5 .3  i s  s u p e r io r  to  A lgorithm  3 .2 ,5  f o r  a l l  
problem s save problem s 1 ,2 ,  1 ,6 , 1 ,8 , 1 ,9» 1.17 and 1 .20 .
9 , A lgorithm  1,5*3 i s  s u p e r io r  to  A lgorithm  3 .2 ,6  f o r  a l l  
problem s save problem s 1 ,2 ,  1 ,6 ,  1 ,8 , 1 ,9» 1.19 and 1 .20 .
10, A lgorithm  3 .2 .7  i s  i n f e r i o r  to  A lgorithm  1 ,5 .3  f o r  a l l  
problem s save problem s 1 .6 , 1 .9 , 1.20 and a lg o rith m s  3 .2 .7  
and 1 ,5 .3  a re  e q u a l ly  e f f i c i e n t  f o r  Problem  1 ,8 ,
11, A lgorithm  3 .2 ,7  i s  s u p e r io r  to  A lgorithm  3 .2 .6  f o r  problem s
1.21 and 1,17» A lgorithm  3 .2 ,7  i s  s u p e r io r  to  A lgorithm  3*2,5 
f o r  problem s 1 ,1 ,  1 ,9 , 1.21 and 1 .22 .
12, A lgorithm  3 .2 ,7  i s  s u p e r io r  to  A lgorithm  3*2 ,4  f o r  a l l  
problem s save problem s 1,21 and 1 ,2 2 , A lso , A lgorithm  3.2*7
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i s  s u p e r io r  to  A lgorithm & '3.1 .2  and 3 .2 .2  fo r  a l l  problem s 
save problem s 1 .2 1 ' and 1 .22 .
I f  we were to  so lv e  th o se  t e s t  problem s o f Appendix 1 which do
n o t  have/ sp a rse  H e ss ia n s , then  from  th e  v a lu es  o f  in  Table 6 .2 .5  ( a ) ,  
i t  can be concluded  t h a t  A lgorithm  1 .5 .3  i s  th e  b e s t  a lg o rith m  and th e
second b e s t  i s  A lgorithm  3 .2 .2 ,  fo r  fu n c tio n s  w hich a re  expensive  to  compute
I f  we compare th e  a lg o rith m s  in  term s o f  CPU tim e t^ , then  
from  ta b le s  6 ,2 ,1  — 6 ,2 ,4  th e  fo llo w in g  conclusions-m ay  be drawn,
1. A lgorithm  3 .2 ,2  i s  s u p e r io r  to  a lg o rith m s  3 .1 .2  and 3*2,4  
f o r  a l l  problem s save problem s 1 ,5 , 1,21 and 1 ,2  2, A lso ,
A lgorithm  3*2.2  i s  a s  e f f i c i e n t  as A lgorithm  3*1.2  f o r  
Problem  1 ,1 .
2. A lgorithm  3*2 ,2  i s  s u p e r io r  to  A lgorithm  3*2.5 f o r  a l l  
problem s save problem s 1 .6 , 1 .1 6 , 1.17 and 1 .1 8 . A lgorithm
3 .2 .2  i s  a ls o  s u p e r io r  to  A lgorithm  3 .2 ,6  f o r  a l l  problem s 
save problem s 1 ,6 , 1 ,8 ,  1 ,16  and 1 ,18 ,
3 . A lgorithm  3 .2 ,7  i s  s u p e r io r  to  A lgorithm  3*2 .2  f o r  problem s
1 ,6 , 1 ,1 6 , and 1 ,1 8 ,
4 . A lgorithm  1,5*3 i s  s u p e r io r  to  A lg o r ith  3*2,5 f o r  problem s 1 .1 6 ,
1 .1 8 , 1.21 and 1 .22 . A lso , A lgorithm  1,5*3 i s  s u p e r io r  to
A lgorithm  3 .2 .6  f o r  problem s 1 ,1 6 ,1 .1 7 ,  1 .1 8 , 1.21 and 1 .22.
5 . A lgorithm  1 .5 .3  i s  s u p e r io r  to  A lgorithm  3*2.7 f o r  problem s
1 . 16 , 1 .1 7 , 1 .1 8 , 1.21 and 1 .2 2 .
6 . A lgorithm  3*2.5  i s  s u p e r io r  to  A lgorithm  3 .2 .6  f o r  a l l  
problem s save problem s 1 .7 ,  1 .8 ,  1 .9 , 1 . 16 , 1 .2 1 , and 1.22 and
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a lg o rith m s  3*2,5 and 3 ,2 .6  a re  e q u a lly  e f f i c i e n t  f o r  
problem s 1 ,1 , 1 ,2 ,
7 , A lgorithm  3*2,7 i s  s u p e r io r  to  A lgorithm  3*2,5 f o r  problem s
1 , l6 ,  1,21 and 1 .2 2 , A lso , A lgorithm  3*2.7 i s  s u p e r io r  to
A lgorithm  3*2,6  f o r  problem s 1,17 and 1 .2 1 ,
I f  we were to  so lv e  problem s 1 .1 , 1 ,2 , 1 ,4  -  1*9 aiid 1 , l6  -  1 ,22  
by a lg o rith m s  3*1*2, 3 * 2 ,2 , 3*2 ,4  -  3*2,7 mid 1,5*3» then  from 
Table 6 ,1 ,5  (a )  i t  may be concluded  th a t  A lgoritlim  3*2,5  i s  th e  b e s t  
a lg o rith m  and A lgorithm  1,5*3 i s  s u p e r io r  to  a l l  a lg o rith m s  save 
A lgorithm  3*2,5* A lso , A lgorithm  3 ,2 .2  i s  s i g n i f i c a n t l y  more e f f i c i e n t  
than  a lg o rith m s  3*1*2 and 3*2.4*
As i s  shov/n in  ta b le s  6 ,2 ,1  -  6 ,2 ,4 ,  a lg o rith m s  3*2,5 -  3*2.7 
and 1.5*3 a re  i n e f f i c i e n t  f o r  problem s 1,21 and 1 ,2 2 , In  p a r t i c u l a r ,  
a lg o rith m s  3*2.5 -  3*2,7 r e q u ir e  more e v a lu a tio n s  o f  th e  H essian  
than  i f  th e se  problem s were so lv ed  by u s in g  a lg o rith m s  3*2 ,2 , 3*2,4 
and 3*1*2 r e s p e c t iv e ly .  Thus, i f  we om it problem s 1,21 and 1 ,22  from
th e  com parison th en  from Table 6 ,2 ,5  (b ) can be concluded th a t  in
term s o f th e  t o t a l  CPU tim e re q u ire d  to  so lv e  problem s 1 ,1 ,
1,Q_, 1 ,4  -  1 ,9 ; and 1 , l6  -  1 ,2 0 , A lgorithm  3*2,5 i s  s i g n i f i c a n t l y  
more e f f i c i e n t  than  a lg o rith m s  3*1*2, 3*2 ,2 , 3 * 2 ,4 , 3* 2 .6 , 3*2.7 
and 1,5*3? w hile  in  term s o f  co m p u ta tio n a l la b o u r , A lgorithm  1.5*3 
i s  more e f f i c i e n t  th an  th e  o th e r s .  The i n f e r i o r i t y  o f  a lg o rith m s  
3 ,2 .6  and 3*2.7 in  term s o f  T^  i s  in h e r i te d  from a lg o rith m s  3*1*2 
and 3*2,4  which a re  i n f e r i o r  to  A lgorithm  3* 2 .2 .
In  A lgorithm  3 * 2 ,5 , (1 * 5 ,3 ) i s  u sed  to  e s tim a te  th e  H essian
u n t i l  f o r  some k , M g | £ • Tlien x '  ' ' i s  used  as  a  s t a r t i n g
y.
p o in t  f o r  th e  N ew ton-type a lg o rith m  3 * 2 .2 ,
(K )
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(K)One would ex p ec t t h a t  f o r  sm all v a lu e s  o f  £ , x would he
c lo se  to  a  m in im izer x and th e re fo r e  would he a  good s t a r t i n g
p o in t  f o r  A lgorithm  3 .2 ,2 ,
For problem s 1 .1 , 1 ,2 ,  1 .4  1 .9 , and 1,16 -  1 ,20 co m p u ta tio n a l
e x p e rien ce  shows t h i s  c o n je c tu re  to  be v a l id .  F or problem s 1 ,2 1 ,
“ i  ( !<)and 1 ,2 2 , how ever, i t  i s  found t h a t  w ith  2^  = 10 , x i s  a
poo r s t a r t i n g  p o in t  f o r  A lgorithm  3 .2 ,2 ,
-5" (K)F or ^  = 1 0  , X . i s  found to  be a  s a t i s f a c t o r y  s t a r t i n g
p o in t  f o r  A lgorithm  3*2 .2  when a p p lie d  to  problem s 1,21 and 1 .2 2 , 
b u t f o r  Problem  1 ,2 2 , th e  a d d i t io n a l  number o f  i t e r a t i o n s  c o r re s ­
ponding  to  th e  u se  o f  u p d a tin g  fo rm u la  (1 ,5 * 3 ) f o r  e s t im a t in g  the  
H essian  g ive  r i s e  to  la rg e  o v e r a l l  v a lu e s  o f  t^ . See Table 6 .2 ,5  ( c ) .
F o r problem s 1 ,1 , 1 ,2 , 1 ,4  -  1*9 and 1 ,16 -  1 ,22  co m p u ta tio n a l 
( 1 )e x p e rien ce  shows th a t  th e  v a lu e  o f  T^ c o rre sp o n d in g  to  th e  Newton- 
type a lg o rith m  3*1*2 o f  G i l l  and M urray i s  717 S e c ,,  w h ile  f o r  th e  
quasi-N ew ton a lg o ritlim  1,5*3 T^  i s  318 S e c ,,  For A lgorithm  3 ,2 ,5 ,  
T  ^ i s  278 S e c ,,  I t  would th e re f o r e  appear th a t  A lgorithm  3*2,5 i s  
s i g n i f i c a n t l y  b e t t e r  than  A lgorithm  3*2 ,2  and i s  a l s o  b e t t e r  than  
A lgorithm  1,5*3 a t  l e a s t  f o r  th e  t e s t  problem s which were u sed .
A lgorithm s 3 ,1 ,1 ,  3 ,2 ,1 ,  3 .2 .3  and 3 ,3 ,1  -  3*3*6 have been used  
to  so lv e  the  t e s t  problem s o f  Appendix 1, u s in g  a n a l y t i c a l  fo rm ulae 
f o r  th e  H e ss ia n s , I t  has been observed  t h a t ,  p = 2 g iv e s  a lm ost 
o p tim a l e f f ic ie n c y  f o r  a lg o rith m s  3 * 2 ,1 , 3*2,3 and 3 .3 ,1  -  3 .3 ,6 ,  
w hich su g g e s ts  t h a t  h i ^ e r  o rd e r  methods a re  n o t  a p p l ie d  o f te n .
This i s  v e r i f i e d  from  a  d e t a i l e d  p r in t - o u t  o f  th e  co m p u ta tio n a l 
r e s u l t s .  This i s  because e i t h e r  th e  se a rc h  d i r e c t io n s  a f t e r  an 
e x te n s io n  were n o t  d o w n -h ill o r  because th e  s u f f i c i e n t  d ec re a se
(1) see Table 6.2.5(a)
173.
c o n d itio n  re q u ire d  f o r  a llo w in g  th e  e x te n s io n s  i s  n o t s a t i s f i e d .
However, among a lg o rith m s  3 * 2 .1 , 3.2,*5 and 3*3.1 -  3*3*6, a lg o rith m s  
3 * 2 .1 , 3*3*1» 3*3*3, and 5*3.5 a re  the  b e s t  on problem s 1,1 -  1 .1 0 , 
when p ~ 2, The ta b le s  6 ,2 .7  and 6 ,2 .8  show th e  CPU tim es t^ 
which have been o b ta in e d  in  s o lv in g  problem s 1,1 -  1/%D* Prom 
Table 6 ,2 ,7  th e  fo llo w in g  c o n c lu s io n s  may be drawn.
1, A lgoritlim  3*2.1 i s  s u p e r io r  to  A lgorithm  3*1*1 f o r  a l l  te n  
t e s t  p rob lem s, and i s  a s  e f f i c i e n t  as A lgoritlim  3*3*3 f o r  
problem s 1,1 and 1 ,8 ,
2, A lgorithm  3*3*3 i s  s u p e r io r  to  A lgorithm  3*1*1 f o r  a l l  te n  
problem s save problem s 1.6 and 1 .9 .
3* A lgorithm  3*3*3 i s  i n f e r i o r  to  A lgorithm  3 ,2 ,1  f o r  problem s
1 .6 , 1 .9 and 1 .10 .
4 , A lgorithm  3*3*5 i s  i n f e r i o r  to  A lgorithm  3 . 2 . 1  fo r  a l l  problem s 
save problem  1.9
5* A lgorithm  3*3*1 i s  s u p e r io r  to  A lgorithm  3*2,1 f o r  seven 
problem s and i s  e q u a l ly  e f f i c i e n t  to  A lgorithm  3*2.1 f o r  
Problem  1 ,1 ,
From 'T able 6 ,2 ,8 ,  which shows th e  t o t a l  GPU tim e T^  over th e  
problem s 1,1 -  1 ,1 0 , i t  may be concluded  th a t  A lgorithm s 3*3*3 i s  
s u p e r io r  to  a lg o rith m s  3*1*1» and 3*3*5 and r e q u ir e s  o v e r 5 % l e s s  
com puting tim e than  i s  re q u ir e d  by A lgorithm  3*3*1*
%
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A lgorithm  3*1*2 
PROBLEM n n n n t
A lgorithm  3*2.2 
n n n n tF g G c c F â G c c
1.1 24 24 21 222 0 .3 8 44 42 16 266 0 .3 8
1*2 55 53 45 752 1 .76 79 70 29 637 1 ,4 2
1*4 21 21 21 336 0 .8 0 37 37 12 292 0 ,6 2
1*5 15 15 14 186 0 ,6 6 23 21 11 185 0 ,7 4
1 .6 20 20 19 194 2,28 23 20 9 137 1 ,6 6
1*7 12 12 12 120 1.54 14 13 5 83 1 ,0 4
1*8 15 13 13 159 2,28 14 12 7 113 1*54
1.9 15 15 15 240 3*76 25 19 10 202 3*14
1 . 1 6 60 60 47 1086 29*94 79 71 34 904 24*90
1*17 28 28 28 868 564.22 23 23 8 308 202 ,74
1.18 15 13 13 276 75*82 23 23 8 236 6 0 .3 6
1*19 55 55 48 1660 8 .0 0 69 68 25 1023 5*14
1 .2 0 30 30 30 1020 5.10 35 34 12 497 2 .66
1,21 157 157 11 0 1948 17*08 275 241 94 2126 18.92
1 ,2 2 37 37 30 5O8 4*44 60 59 22 501 4 , 6 8
Table 6 .2 ,1
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Algorithm  3 ,2 ,4 Algorithm 3 .2 .5
PROBLEM n n n n t n n n n t  ir ê & c c F G c 1
1.1 22 44 16 250 0 .4 2 43 41 2 178 0 .5 2  ^
1 .2 52 ■ 88 37 760 1,82 86 84 2 362 2 .60  1
1 .4 14 38 14 (L96 0 .78 42 42 8 264 0 .9 2  ?
1.5 12 20 11 171 0 .6 4 30 29 1 126 0 .8 6  f
1 .6 18 22 17 186 2 .06 20 19 .2 89 1,20 1
1.7 10 14 10 112 1.36 17 16 2 77 1.20  1
1 .8 12 16 12 168 2.26 20 20 2 98 1.58 1
1 .9 15 20 14 243 3 .76 36 33 5 195 3 .5 2  1
1 .16 50 78 38 968 25.64 85 78 27 8O5 2 3 .2 0  1
1.17 24 32 24 768 5 02 .32 31 31 3 205 138.10
1 .18 10 22 9 238 63.28 32 31 2 161 4 2 .1 4
1 .19 47 77 39 1448 7 .4 4 80 79 18 857 8 .0 0
1.20 27 43 26 936 4 .78 43 42 6 349 5 .5 4  ^
1,21 143 243 83 1868 16.34 575 529 189 4430 39 ,6 6
1.22 30 58 21 456 4 .1 2 132 123 43 1017 9 .4 0
Table 6 .2 ,2
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A lgorithm 5 .2 .6 A lgorithm 1 .5 .3
PROBLEM n n n n t n n n tF ë G c c F ë c c
1.1 55 40 1 l6 l 0 ,5 2 39 39 156 0 ,7 4
1 .2 81 85 1 3 5,2 2 .60 93 93 372 5 .0 4
1 .4 25 41 8 244 1.10 50 50 200 1 .9 6
1.5 27 29 1 125 0 .9 4 29 29 116 1 .4 6
1 .6 15 19 2 84 1 .22 26 26 104 2 .5 4
1.7 14 16 2 74 1 .06 18 18 72 1.68
1.8 15 19 2 90 1 .5 2 26 26 104 2 .5 0
1 .9 28 52 5 184 3 ,4 0 59 58 252 5 .0 6
1 ,16 62 78 27 782 22,58 128 128 512 17.58
1.17 55 54 9 578 244.08 71 71 284 174.82
1,18 27 31 2 156 42,28 35 35 140 38 .94
1.19 57 79 18 854 8 .1 6 233 233 932 2 3 .3 2
1.20 55 43 6 344 5 .6 2 108 108 432 1 2 .0 4
1.21 597 619 181 4426 58 .86 441 ■ 441 1764 2 7 .1 2
1 .22 77 127 39 926 8 .4 6 95 95 580 6,08
T able 6 ,2 .3
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A lgorithm  3*2,7
PROBLEM n n n n tF ê G c c
•1,1 39 39 2 168 0 .5 8
1 .2 90 90 2 384 2 .7 0
1 .4 30 3b 13 276 1 .10
1.5 28 28 2 130 0 .9 4
1 .6 17 17 ' 4 92 1 .32
1.7 15 15 3 78 1.20
1 .8 17 17 4 104 1.74
1.9 29 29 6 188 3 .5 6
1 .1 6 62 62 31 806 22.78
1.17 31 31 8 340 228,50
1,18 28 28 3 166 4 4 .9 2
1.19 60 60 24 960 8 .88
1.20 38 38 8 392 5 .80
1.21 352 352 228 4144 3 6 .4 6
1.22 87 87 52 972 8 .9 0
Table 6 .2 .4
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A lgorithm 3 .1 .2 3 .2 .2 3 .2 .4 3 .2 ,5 3 .2 .6 3 .2 .7 1 .5 .3
Nc 9575 7510 8868 9413 9248 9200 5800
717.06 329.94 637.02 278.44 582.20 369.38 318.48
(The v a lu es  o f  N and T fo r  th o se  t e s t  problem s in  Appendix 1 fo r  c c
which th e  H essian  i s  n o t s p a r s e .)
Table 6 .2 .5  (a )
A lgorithm 5 .1 .2 3 .2 .2 3 .2 .4 3 . 2 .5 3 .2 .6 3 . 2 .7 1 .5 .3
7119 4885 6544 3966 3896 4084 3676
695.54 306.54 616,56 229.38 334.88 324.02 285.29
(The v a lu es  o f  N and T fo r  th o se  t e s t  problem s in  Appendix 1 fo r  c c
which th e  H essian  i s  s p a r s e ,  b u t ex c lu d in g  problem s 1.21 and 1 .22 . )
T able 6 .2 .5  (b)
I
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PROBLEM n n n n t nF ê G- c c
1 .1 6 152 152 1 626 20.96 158
1.19 160 160 2 700 20.10 150
1,21 487 485 8 2058 27.50 559
1.22 197 196 2 8O9 11.40 156
^  I t e r a t i o n  Humber
Table 6 .2 ,5  (c )
(C om putational R e s u lts  co rre sp o n d in g  to  & = 10 in  A lgorithm  5 .2 ,5 /
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1 .2 45 29
1 .4 21 12
1 .5 14 11
1 .6 19 9
1.7 12 5


























Table 6 ,2 ,6
.2 .5 5 . 2 .6 1 .5 .5 1
50 29 52 1
69 68 75 '1
25 25 49
26 26 29 1
15 15 22 1
14 14 18 •1
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A lgorithm 5 .1 .1 5 .2 .1 5 .5 .1 5 .5 .5 5 .5 .5
PROBLEM
1.1 0 .5 4  . 0 .5 0 0 .5 0 0 .5 0 0 .5 4
1 .2 1.28 1.08 1 .06 1.04 1.28
1 .5 0 .8 4 0 ,7 6 0 .7 0 0 .6 2 0 .8 4
1 .4 0 .6 0 0 .5 0 0 .48 0 .4 2 0 .6 0
1 .5 0 .5 4 0 .5 0 0 .4 8 0 .4 4 0 .6 0
1 .6 1 .9 4 1 .54 1.50 1 .96 1.40
1.7 1.28 0 .8 8 0 .8 2 0 ,8 6 1 .00
1 .8 1 .76 1.18 1.16 1.18 1.48
1 .9 2 .9 8 2 .6 6 5 .26 5 .60 2 .1 6
1.10 2.48 2 .00 2 .24 2.02 2 .64
Table 6 .2 .7 (v a lu e s  o f  t s e c . )
A lgorithm 5 .1 .1 5 .2 .1 5 .5 .1 5 .5 .5 5 .5 .5
T Sec. c 14.04 11.20 11.80 11.00 15.98
Table 6 ,2 .8
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6 ,5  Comparison o f  th e  Methods f o r  E s tim a tin g  th e  H essian  N um erica lly ,
The n u m erica l methods f o r  e s t im a t in g  th e  H essian  m a tr ix  which a re
described  in  Chapter 4 have been incorporated  in to  Algorithm 5*1*2 to
so lv e  th e  t e s t  problem s in  Appendix 1, and the  n u m erica l r e s u l t s  a re
shown in  ta b le s  6,3*1 “  6,5*4*
For the  re a so n s  g iven  in  S e c tio n  6 .2 ,  the  v a lu e  o f n^ g iven  by
( 6 ,2 ,2 )  has been used  a s  w e ll a s  th e  CPU tim e t^ a s  a  m easure o f
co m p u ta tio n a l la b o u r . The v a lu e s  o f  1 in  ( 6 ,2 ,2 )  f o r  th e  d i f f e r e n tG
a lg o rith m s  in  t h i s  s e c t io n  a re  a s  fo llo w s .
For A lgorithm  4*2,1 which i s  i d e n t i c a l  to  A lgorithm  5*1*2,
1 .  = 5n, F o r A lgorithm  4 * 2 ,2 , 1 = 2n + 1 because by assum ingG G
th a t  one e v a lu a tio n  o f  g  i s  e q u iv a le n t  to  about 3 u n i t s  o f  co m p u ta tio n a l 
la b o u r , the  e v a lu a tio n  o f  k (k  l )  components o f  g w i l l  be e q u iv a le n t 
to  ab o u t 1 + 2k /h  u n i t s .  T h e re fo re , f o r  A lgorithm  4 * 2 ,2 , we s h a l l  
have
n
1 = n  + (2 /n )  %  i  = 2n + 1 ,
^ i  = i
For algorithm s 4*5*1 (a ) and 4*5*1 (b) 1^ = 5m, where m i s  the
number o f  non-zero d iagon a ls  o f the H essian , For algorithm s 4*5*2 ( a ) ,
4 .3 .2  (b ) ,  4 .3 .3  ( a ) ,  4 .3 .3  (b) = 3 (m + l ) / 2 .
— 2 8M oreover, in  th e  im p lem en ta tio n  o f  A lgorithm  5*1 *X» E = 2 ,
» — \0 ,9 ,  = 10 , 'A = 1 and the  v a lu e  o f th e  f i n i t e -
—z %d if f e re n c e  s te p le n g th  h i s  g iven  by h = 2 as  in  S e c tio n  6 ,2 ,
Table 6,5*1 con ta in s the r e s u lt s  which are obtained  when 
algorithm s 4*2.1 and 4*2,2  are used to estim ate G.
From Table 6 .3 * 1 , i t  would ap p ea r th a t  A lgorithm  4*2 ,2  i s  s l i g h t l y  
s u p e r io r  to  A lgorithm  4 .2 ,1  w ith  re g a rd  to  bo th  fu n c tio n  e v a lu a tio n s  
and com puting tim e, A lgoritlm is 4*2.1 and 4*2 ,2  w ere, in  f a c t  u sed  to
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so lv e  a l l  28 t e s t  problem s in  Appendix 1 w ith  s im i la r  r e s u l t s  to  
th o se  in  Table 6 ,5 .1*
From ta b le s  ^ ,5 * 2  and 6 .5 .5 ,  ü  would appear th a t  a lg o rith m s  
4*5*2 (a )  and 4*5*2 (b ) a re  s l i g h t l y  s u p e r io r  to  a lg o rith m s  4*5*1 (a )  |
and 4*5*1 (b ) r e s p e c t iv e ly .  M oreover, A lgorithm  4*5*2 (b ) r e q u ir e s
more s to ra g e  lo c a t io n s  th an  a lg o rith m s  4*5*1, 4*5*2 (a )  and 4*5*5*
From Table 6 ,5*4  i t  would a p p ea r th a t  a lg o rith m s  4*5*5 (a.) and g
4*5*5 (b) a re  s l i g h t l y  s u p e r io r  to  a lg o rith m s  4*5*1 (^ ) and 4*5*1 (b ) î
r e s p e c t iv e ly .  Comparing th e  r e s u l t s  f o r  a lg o rith m s  4*5*2 (a )  and 
4*5*2 (b ) ,  w ith  th o se  f o r  a lg o rith m s  4*5*5 (^ )  and 4*5*5 ( b ) ,  i t  
would app ea r th a t  A lgorithm  4*5*2 (a )  i s  to  be p r e f e r r e d  to  a lg o rith m s  
4*5*2 ( b ) ,  4*5*5 (a )  and 4*5*5 (b ) on grounds o f  com puting tim e.
F u rtherm ore , A lgorithm  5*1*2 f a i l s  to  so lv e  Problem  1 ,2?  when 
a lg o rith m s  4*5*1 (a )  and 4*5*1 (b ) a re  u sed , b u t i s  s u c c e s s fu l  when 
a lg o rith m s  4*5*2 ( a ) ,  4*5*2 ( b ) ,  4*5*5 (a )  and 4*5*5 (b )  a re  u sed .
A lgorithm  5*1*2 f a i l s  to  so lv e  Problem ‘\.28 when any o f  th e  a lg o rith m s  
4*5*1, 4*5*2 and 4*5*5 a re  u se d . A lso , A lgoritlim  1,5*5 f a i l s  to  
so lv e  t h i s  problem .
C le a r ly ,  th e  p re c e d in g  co n c lu s io n s  r e s t  upon r e s u l t s  which have 
been o b ta in ed  w ith  a  l im ite d  number, a l b e i t  q u i te  l a r g e ,  o f t e s t  
p rob lem s. I t  may w e ll be t h a t  th e re  e x i s t  problem s f o r  w hich some 
o r  a l l  o f  a lg o rith m s  4 * 2 ,2 , 4*5*2 and 4*5*5 would f a i l  to  produce 
s a t i s f a c t o r y  e s t im a te s  o f  G, w h ile  a lg o rith m s  4*2,1 and 4*5*1 a re  
s u c c e s s fu l .  The a u th o r  h as  n o t  y e t  found any such prob lem s.
I t  shou ld  be n o te d  th a t  a lth o u g h  in  Table 6 ,5*1 , A lgorithm  4*2 ,2  
r e q u ir e s  th re e  more e v a lu a tio n s  o f  f  and g and two more e v a lu a tio n s  
o f  G than  does i f  A lgorithm  4*2,1 to  so lv e  Problem  1 ,1 7 , th e re  i s  a 
v e ry  r e a l  sa v in g  in  com puting tim e i f  A lgoritlim  4*2 .2  i s  u sed .
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because in  t h i s  case  n = 9 and none o f  th e  components o f  g have any 
e x p re s s io n s  in  common, A s im i la r  s i tu a t io n  e x i s t s  in  Table 6*5.2 
f o r  problem s 1 .5  and 1.15 w hich have r e l a t e d  o b je c t iv e  fu n c t io n s ,  
save t h a t  in  th e se  c a s e s ,  th e  components o f g do have some common 
e x p re s s io n s , so t h a t  the  s a v in g  in  com puting tim e i s  n o t  so pronounced. 
A lgorithm s 4*2,1 and 4*2 .2  f o r  th e  n u m erica l e s t im a tio n  o f  th e  
H essian  have been u sed  w ith  th e  m in im iza tio n  a lg o rith m s  5 * 1 .2 , 5*2,2  
and 5* 2 .4 , on t e s t  problem s 1 ,1 , 1 .2 ,  1 .4  -  1*9 and 1 ,16  -  1 .2 2 , I t  
i s  found th a t  A lgorithm  4*2 .2  i s  b e t t e r  th an  A lgorithm  4*2*1 when 
u sed  w ith  A lgorithm  5*1*2, S im ila r  s ta te m e n ts  a re  v a l id  when 
A lgorithm  5*1*2 i s  re p la c e d  w ith  A lgorithm  5*2,2 and A lgorithm  5*2.4 
r e s p e c t iv e ly .  The r e l a t i v e  perform ance o f  a lg o rith m s  5*1*2, 5* 2 ,2 , and 
5*2,4  i s  unchanged by th e  s u b s t i tu t io n  o f A lgorithm  4*2 ,2  in  p la c e  o f  
A lgorithm  4 * 2 .1 ,
Table 6 ,5*6 c o n ta in s  co m p u ta tio n a l r e s u l t s  co rre sp o n d in g  to  
A lgorithm  5*2,2  w ith  p = 5 , where A lgorithm  4*2 ,2  i s  u sed  to  e s tim a te  
th e  H essian  o f  th e  fu n c tio n s  1 ,1 ,  1 ,2 ,  1 ,4  -  1*9 and 1 , l6  -  1 ,22 ,
From ta b le s  6 ,2 ,5  and 6 ,5 ,6  i t  may be concluded t h a t ,  in  terras 
o f  com puting tim e , A lgorithm  5*2.2  i s  s u p e r io r  to  A lgorithm  1.5*5 f o r  
a l l  t e s t  problem s save problem s 1 ,16  and 1 ,1 8 , A lso , A lgorithm  5*2,2  
i s  s i g n i f i c a n t l y  i n f e r i o r  to  A lgorithm  1,5*5 f o r  problem s 1 , l6  and
1 ,1 8 , A lso , from ta b le s  6 ,2 ,4  and 6 ,5*6 i t  may be concluded  th a t  
A lgorithm  5*2,2  i s  more e f f i c i e n t  than  A lgorithm  1.5*5 over f i f t e e n  
t e s t  problem s i f  we choose t^ a s  an index  o f  co m p u ta tio n a l la b o u r , 
b u t when n^ i s  u sed  a s  an in d ex  o f  co m p u ta tio n a l la b o u r ,  A lgorithm  
1,5*5 i s  s t i l l  s u p e r io r  to  A lgorithm  5* 2 .2 ,
A lgorithm #4*5*1, 4*5*2 and 4*5*5 f o r  th e  n u m e rica l e s tim a tio n  
o f  sp a rse  H essian s  have been u sed  w ith  th e  m in im iza tio n  a lg o rith m s
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5 ,1 ,2 ,  5 .2 ,2 ,  and 5 ,2 ,4  on t e s t  problem s 1,5» 1 ,1 0 , 1,11 -  1 ,15 aad 
1,25 -  1 ,2 8 , I t  i s  found th a t  A lgorithm  4,5*2  i s  b e t t e r  than  
a lg o rith m s  4*5*1 and 4*5*5 when u sed  w ith  A lgorithm  5*1*2, S im ila r  
s ta te m e n ts  a re  v a l id  when A lgorithm  5*1*2 i s  re p la c e d  w ith  A lgorithm
5 ,2 ,2  and w ith  A lgorithm  5*2.4  r e s p e c t iv e ly ,  .The r e l a t i v e  perform ance 
o f a lg o rith m s  5*1*2, 5* 2 ,2 , and 5*2 ,4  i s  indep en d en t o f  th e  a lg o rith m  
w hich i s  used  to  e s tim a te  th e  H essian  i f  t h i s  a lg o rith m  i s  chosen 
from  a lg o rith m s  4.5*1 ~ 4*5*5*
‘A lgorithm  1,5*5 has been used  to  s o lv e  th e  problem s o f  Appendix 1 
w hich have sp a rse  H essian s  and Table 6,5*5 c o n ta in s  th e  c o rre sp o n d in g  
com p u ta tio n a l r e s u l t s .
From ta b le s  6 ,5*2 -  6,5*5» i t  may be concluded t h a t  f o r  a l l  t e s t  
problem s A lgorithm  1.5*5 i s  s i g n i f i c a n t l y  i n f e r i o r  to  A lgorithm  5*1*2 
when any o f  th e  a lg o rith m s  4*5*1 -  4*5*5 a re  used  to  e s tim a te  th e  
H essian  in  A lgorithm  5*1*2,
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A lgorithm 4 .2 .1 A lgorithm 4 .2 .2
PROBLEM n n n n t n n n n tF ê G c c F ê G c c
1.1 24 24 21 222 0 .38 24 24 21 201 0 .4 0
1 .2 55 . 55 45 752 1 .76 55 55 45 617 1.58
1 .4 21 21 21 556 0 ,8 0 21 21 21 275 0 .75
1 .5 15 15 14 186 0 ,6 6 15 15 14 158 0 ,6 4
1 .6 20 20 19 194 2.28 20 20 19 175 2.18
1.7 12 12 12 120 1 .54 12 12 12 108 1 .40
1.8 15 15 15 159 2.28 15 15 15 155 2 .10
1 .9 15 15 15 240 5 .76 15 15 15 195 5 .5 0
1.16 60 60 47 1086 28,94 60 60 47 851 26,84
1.17 28 28 28 868 564.22 51 51 50 694 575.58
1.18 15 15 15 276 75 .82 15 15 15 211 5 0 .2 2
1 .19 55 55 48 1660 8 .0 0 55 55 48 1228 7 .4 2
1.20 50 50 50 1020 5 .10 50 50 50 750 4 .58
1.21 157 157 110 1948 17.08 157 157 110 1618 15 .90
1 .22 57 57 50 1048 4 .4 4 57 57 50 778 5 .60
Table 6 ,5 .1
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A lgorithm  4 ,5 ,1  (a) Algorithm  4 ,5 ,2  (a )
Table 6 ,3 ,2
PROBLEM n n n n t n n n n t  ;F ,§ G c c F ê G c (T f
1.5 20 20 20 260 1.26 28 28 21 238 1.08 ?
1 ,1 0 52 52 26 362 5 .12 52 52 26 284 2 .7 4  ;
1.11 22 22 17 241 1 .1 0 22 22 17 190 0 .9 5  ;
1 .1 2 25 25 20 272 1.76 25 25 20 212 1 .54 f
1 .15 22 22 22 286 2 .02 29 29 23 254 1.88 ;
1 .14 24 24 21 411 5 .24 24 24 21 285 2.68 ;
1.15 21 21 19 483 5 .50 21 21 19 312 2 .6 6  :
1.23 5 5 5 95 0 .97 5 5 5 65 0 .8 9  '
1.24 5 5 5 95 0 ,45 5 5 5 ' 65 0 .3 8  ;
1 .25 15 15 14 270 1.52 15 15 14 186 1 .04  1
1 .26 154 155 238 5155 10.18 55 54 45 475 2 .00  i
1.27 F a ile d 108 107 82 921 5 .9 6  j
1 .28 F a ile d F a ile d
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A lgorithm  4 .5 .1 (b) A lgorithm  4 .5 ,2  (b )
PROBLEM n n n n t n n n n tF § G c c F g G c C T
1 .5 20 20 20 260 1 .2 6 28 28 21 238 1.08 1
1 ,1 0 52 52 26 362 3 .1 6 52 52 26 184 2 .82  !
1.11 22 22 17 241 1.08 22 22 17 190 0 .9 6  I
1 .1 2 23 23 20 171 1.78 25 25 20 212 1.60 ^
1.15 22 22 22 286 1,98 28 28 22 244 1.82  ^
1 .14 24 24 21 411 3 .2 2 24 24 21 283 2 .80  ?
1.15 21 21 19 483 5.28 21 21 19 312 2 .8 2  .
1.23 5 5 5 95 1 .02 5 5 5 65 0 .8 6  ;
1 .24 5 5 5 95 0 .4 4 5 5 5 65 0 .3 8  j
1 .25 15 15 14 270 1.58 15 15 14 186 1.06
1 .2 6 254 255 238 5155 10 .26 55 54 45 475 2 .0 4  ^
1.27 P a lle d 113 112 85 947 6 .2 6  5
1.28 F a ile d F a ile d
Table 6 ,3 .5
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Algorithm 4 .5 .5  (a ) Algorithm  4 .5 .5  (h)
PROBLEM n n n n t n n n n t  -F S G c c F ê G c c ;
1 .5 28 28 21 238 1,10 28 28 21 238 1.12  1
1 ,1 0 52 52 26 284 2 .84 52 52 26 284 2 .96  ;
1 ,11 22 22 17 190 0 ,98 22 22 17 190 1 .0 0  r
1 .1 2 25 25 20 212 1,56 25 23 20 212 1 .6 6  f
1 .15 29 29 23 254 1 .88 28 28 22 244 1 .8 6  {
1 ,14 24 24 21 283 2 ,80 24 24 21 285 2 .9 2  }
1.15 21 , 21 19 312 2,75 21 21 19 312 2 ,8 8  '
1 .23 5 5 5 65 0 .85 5 . 5 5 65 0 .8 3  1
1 .24 5 5 5 65 0 .35 5 5 5 65 0 .3 8  1
1.25 15 15 14 186 1.08 15 15 14 186 1.06  3




F a ile d
107 82 921 6 ,1 2 113
F a ile d
112 83 947 6,38 Ï
Table 6 ,3 .4
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PROBLEM n n n t I te r ,F g c c
1 .5 47 47 188 2 ,3 6 46
1.10. 95 95 380 9 .98 83
1.11 58 38 152 2 .28 54
1,12 57 57 228 4 ,9 6 51
1 .15 88 88 552 6 ,3 2 88
1,14 74 74 296 8 .8 4 68
1,15 72 72 188 8 ,1 4 66
1.23 26 26 104 2 .54 18
1 .24 15 15 60 0 .7 6 11
1.25 55 55 140 1 1 .5 2 51
1 ,26 89 88 555 5 ,54 71
1,27 229 229 916 1 2 .9 2 183
1,28 F a ile d
T able 6 .5 .5
A lgorithm  1 ,5 .3
(C om putational r e s u l t s  due to  X f o r  th e  fu n c tio n s  w ith  sp a rse  H e s s ia n .)
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PROBLEM n n n n tF ê G c c
1.1 44 42 16 248 0 .4 2
1 .2 85 73 30 574 1 .5 2
1 .4 57 37 12 236 0 .6 2
1.5 23 21 11 163 0 ,6 4
1.6 23 20 9 128 1 .50
1.7 14 13 5 78 1.00
1 .8 14 12 7 99 1 .4 6
1 .9 25 19 10 172 2 .9 0
1.16 79 71 34 734 23.80
1.17 23 23 8 244 136 .86
1.18 23 22 8 193 4 4 .3 0
1.19 69 68 25 798 4 .9 0
1.20 35 34 12 389 2 .4 6
1.21 275 241 94 1844 16 .20
1.22 60 59 22 435 3 .84
T o ta l 6355 242 .42
Table 6 .3 .6
(C om putation r e s u l t s  due to  A lgorithm  3*2.2 w ith  p = 3 when the  
H essian  i s  approxim ated by A lgorithm  4 * 2 .2 .)
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6 .4  Computational R esu lts  fo r  the Least Squares A lgorithm s.
In  t h i s  s e c t io n ,  co m p u ta tio n a l r e s u l t s  co rre sp o n d in g  to the
a lg o rith m s  c o n ta in ed  in  C hap ter 5 a re  r e p o r te d . A lgorithm  1 .2 .2
has been used  a s  th e  s te p le n g th  a lg o rith m . The bound A f o r  th e
5s te p le n g th  re q u ire d  in  Theorem 1 .2 ,7  i s  ta k e n - to  be 10 f o r  a l l  
t e s t  problem s, save th a t  A = 10 f o r  the  problem s 2 .1 0 , 2 .1 6 , 2,18 
and 2 .19  a s  recommended by G i l l  and M urray (1976 ). The v a lu e s  o f
6. (1  ^ i  ^ 6) required in  the algorithm s o f Chapter 5 are = 2 
^ -28  -3  . ^ = 2 , E = 10 , E = 10 , 6 = 10 , £ =: A .
A lso in  A lgorithm  1 .2 .2 ,   ^ = 0 .9  and = 10 .
From S e c tio n  6 .2  and 6 .3  we may conclude th a t  th e  CPU tim e may 
be a  more r e a l i s t i c  m easure o f  com p u ta tio n a l la b o u r . T h e re fo re , th e  
com parison in  th i.s  s e c tio n  i s  based upon t^ ,
Table 6 ,4 .1  c o n ta in s  th e  n u m erica l r e s u l t s  f o r  a lg o rith m s  5 .2 ,1  
and 5 .3 .2  c o rre sp o n d in g  to  th o se  t e s t  problem s o f  Appendix 2 f o r  
w hich th e  e v a lu a tio n  o f B i s  r e q u ir e d .  Table 6 ,4 ,2  c o n ta in s  th e  
n u m e rica l r e s u l t s  f o r  A lgorithm  5 .3 .2  co rresp o n d in g  to  th e  t e s t  
problem s f o r  w hich r e s u l t s  a re  n o t  g iven  in  Table 6 .4 .1 .
From Table 6 .4 .1  i t  may be concluded th a t  f o r  a l l  o f  th e  t e s t  
problem s in  Appendix 2, th e re  i s  no s ig n i f i c a n t  d i f f e r e n c e  in  
e f f ic ie n c y  between a lg o rith m s  5 .2 ,1  and 5 .3 .2  save f o r  problem s 
2 ,2  7 and 2 ,2  8 , T his i s  p ro b ab ly  because graded-G auss-N ew ton s te p s  
have been tak en  seldom o r  n o t  a t  a l l .  The s l i ^ t  d i f f e r e n c e s  in  
e f f ic ie n c y  a r e ,  how ever, n o t ic e a b le  in  th e  s o lu t io n  o f  problem s 2 .4  
and 2 ,1 2 . l-Jhen A lgorithm  5 .2 .1  i s  u sed  to  so lv e  Problem  2.4» f o r  
exam ple, 37 i t e r a t i o n s  a re  r e q u ir e d .  The f i r s t  5 o f  th e se  a re  
Gauss-Newton i t e r a t i o n s ,  i t e r a t i o n s  6 and 7 sure graded  Gauss-Newton 
i t e r a t i o n s ,  and i t e r a t i o n s  8 -  16 a re  Newton i t e r a t i o n s ;  th e  rem ainder
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a re  Gauss-New ton  i t e r a t i o n s .  When A lgorithm  5*5*2 i s  u sed  in s te a d  
o f A lgorithm  5 ,2 .1 ^  56 i t e r a t i o n s  a re  r e q u ir e d .  The f i r s t  5 o f th e se  
a re  Gauss-Newton i t e r a t i o n s ,  i t e r a t i o n s  6 end 7 a re  g raded  G auss- 
Newton i t e r a t i o n s ,  and i t e r a t i o n s  8 -  I 7 a re  Newton i t e r a t i o n s ;  
th e  rem ainder a re  Gauss-Newton i t e r a t i o n s .  Thus, f o r  Problem  2 ,4  
A lgorithm  5*3*2 i s  more e f f i c i e n t  than  A lgorithm  5*2,1 in  term s o f 
i t e r a t i o n  number, tim e and e v a lu a tio n  o f the  fu n c tio n  and th e  Jaco b ia n , 
w h ile  f o r  Pi*oblem 2 ,1 2 , A lgorithm  5*2,1 i s  more e f f i c i e n t  w ith  re g a rd  
to  com puting tim e and number o f e v a lu a tio n s  o f th e  fu n c tio n  and th e  
Jaco b ia n , M oreover, A lgorithm  5*2,1 f a i l s  to  so lv e  problem s 2.27 
and 2 .2 8 , b u t A lgorithm  5*3.2  i s  s u c c e s s fu l  on th e se  p rob lem s, which 
su g g e s ts  th e  s u p e r io r i t y  o f  A lgorithm  5 .3 .2  over A lgorithm  5 .2 .1 .
For Algorithm 5*4.1» p = 5 g iv e s  alm ost optim al e f f ic ie n c y  fo r  
a l l  o f  the t e s t  problems o f  Appendix 2, The com putational r e s u lt s  
corresponding to  Algorithm 5 . 4 .1  are contained in  Table 6 . 4 . 3 ,  
Algorithm s 5.3*3» 5 . 5 .1»  and 5 . 6 , 1  g iv e  r e s u lt s  which are 
d is t in c t  from those corresponding to  Algorithm 5 . 5 . 2  on ly  when the 
second d e r iv a tiv e  m atrix B must be computed. For some problems o f  
Appendix 2, B need never be computed.
T ables 6 , 4 . 4  and 6 , 4 , 5  c o n ta in  th e  n u m erica l r e s u l t s  c o rre sp o n d in g  
to  a lg o rith m s  5 .3 .3 »  5 .5 .1 »  and 5 .6 ,1  r e s p e c t iv e ly ,  f o r  th o se  prob lem s, 
in  which B i s  computed.
From ta b le s  6 ,4 .1»  6 .4 .2 ,  and 6 ,4 .3 »  i t  may be concluded  th a t  
A lgorithm  5 .4 .1  i s  s u p e r io r  to  A lgorithm  5 .3 .2  f o r  20 problem s o u t 
o f  32 . F or problem s 2.27 end 2 ,2 8 , A lgorithm  5 .4 .1  f a i l e d ,  b u t 
A lgorithm  5.3*2 was s u c c e s s fu l .  A lgorithm s 5 .4 .1  end 5 .3*2  a re  
e q u a l ly  e f f i c i e n t  on Problem  2 .2 .
From Table 6 .4 .4  the fo llo w in g  conclusions may be drawn.
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1. F o r 6 o u t o f 32 t e s t  p rob lem s, A lgorithm  5 .5 .5  i s  s u p e r io r  
to  A lgorithm  5 .6 .1 .
2 . F or problem s 2 .1 4  and 2 .3 1 , A lgorithm  5 .5 .5  i s  s i g n i f i c a n t l y  
s u p e r io r  to  A lgorithm  5 .6 .1 .
3 . F o r problem s 2 .2 7 , and 2 .2 8 , A lgorithm  5 .3 .5  f a i l e d  to  f in d  
any s o lu t io n ,  w h ile  A lgorithm  5 .6 .1  found a  lo c a l  m in im ise r.
From ta b le s  6 .4 .3  and 6 .4 .5  th e  fo llo w in g  c o n c lu s io n s  may be 
draw n,
1. A lgorithm  5*4.1 i s  s u p e r io r  to  A lgorithm  5 .5 .1  f o r  21 problem s 
o u t o f  3 2 .
2 , F o r problem s 2 ,27  and 2 .28  A lgorithm  5 .4 .1  cou ld  d e c re a se  
th e  fu n c tio n  s u b s t a n t i a l l y ,  b u t A lgorithm  5 .5 .1  f a i l e d  a t  
an e a r ly  s ta g e .
From ta b le s  6 ,4 .1  and 6 ,4 .5  th e  fo llo w in g  c o n c lu s io n s  may be 
drawn,
1, F o r 6 o u t o f  32 p rob lem s. A lgorithm  5 .5 .1  i s  s u p e r io r  to  
A lgorithm  5 .3 .2 ,
2, F or problem s 2 ,27  and 2 .28  A lgorithm  5 .5 .1  f a i l e d ,  w h ile  
A lgorithm  5 .3 .2  d id  n o t .
As h as  been m entioned  p re v io u s ly ,  a lg o rith m s  5 .3 .2 ,  5 * 5 .1 , and
5 . 6 .1  a re  e q u a l ly  e f f i c i e n t  f o r  th o se  problem s f o r  w hich B i s  n o t  
com puted.
The t o t a l  com puting tim e o b ta in e d  by u s in g  a lg o rith m s  5 .3 .2 ,
5 . 5 .1  and 5 . 6 .1  to  so lv e  th e  problem s in d ic a te d  in  Table 6 .4 .4  w ith  
th e  e x c e p tio n  o f  problem s 2 .1 4 , 2 ,2 7 , 2 ,28 and 2,31? i s  c o n ta in e d  in  
T able 6 , 4 , 6 ,
From Table 6 , 4 .6  i t  may be concluded  th a t  A lgorithm  5 .4 .1  i s  th e  
b e s t  ov er 13 t e s t  problem s and A lgorithm  5 .5 .1  i s  th e  second b e s t .
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S ince A lgorithm  5*5.1 r e q u ir e s  m a r ra y s  each o f  s iz e  n  (n + l ) / 2  to  
e v a lu a te  th e  H essian s  o f th e  com ponents o f  f  in  a d d i t io n  to  th e  s to ra g e  
space re q u ire d ;  th en  A lgorithm  5*5 .2  may be p r e f e r r e d  f o r  la rg e  n . 
A lgorithm  5 .6 .1  i s  s u p e r io r  to  A lgorithm  5.5*3 aaid th e  sa v in g  in  
com puting tim e i s  ab o u t
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A lgoritlim  5 ,2 .1 A lgorithm 5 .5 .2
PROBLM n n n t n n n n t n ,9 J S c I f J B c I
2 .4 79 79 11 9 .80 57 75 75 12 9 .44 56 ^
2 .6 24 . 24 1 1.52 12 24 • 24 1 1.54 12
2 ,12 18 18 4 0 .5 8 8 24 24 4 0 .6 4 4 ^
2 .15 10 10 5 12.94 7 10 10 5 12.74 7 .
2 .14 46 46 7 16.70 22 46 46 1 16.56 22 :
2 .15 6 • 6 1 1.40 5 6 6 1 1 .5 2 5 i
2 .16 55 55 6 1.88 10 55 55 6 1 .9 6 10 (
2.17 11 11 5 2 .9 4 8 11 11 5 2 .9 0 8 ■
2.18 12 12 1 10.24 8 12 12 1 10 .52 8 (
2 ,19 19 19 5 121.04 11 19 19 5 121.66 11 1
2 .20 12 12 4 0 .60 10 12 12 4 0 .6 2 10 :
2 .22 11 11 4 1 .42 8 11 11 4 1.58 8  .1
2.27 F a ile d 229 229 101 52.58 159 ;
2 .28 F a ile d 252 252 104 52.82 158 i
2 .29 20 20 6 4 .5 6 12 20 20 6 4 ,18 12 :
2 .3 0 10 10 2 2 .70 7 10 10 2 2.68 7 ^
2.53 26 26 5 4 .5 2 7 26 26 5 4 .5 6 7 j
T able 6 ,4 .1
197.
Algorithm  5 ,5 ,2
PROBLEM n n n t nP J c.
2.1 52 52 0 0 ,68 15
2 .2 15 15 0 1 .10 10
2 .5 18 18 0 5 .06 17
2 .5 6 6 0 0 .2 6 5
2 .7 6 6 0 0 .18 5
2 .8 14 14 0 0 .4 2 7
2 .9 18 18 0 5 .16 16
2 .10 8 8 0 1 .56 6
2.11 5 5 0 1.20 2
2.21 6 6 0 17.02 5
2 .25 54 54 0 0 .68 15
2 .24 8 8 0 0 .8 2 5
2 .25 5 5 0 1 .54 4
2 .26 6 6 0 1.28 5
2 .5 2 6 6 0 24.50 5
Table 6 ,4 .2
198,
Algorithm  5 .4 ,1  P = 5
PROBLEM n n n t n PROBLEM n n n t n
f J 8 c J J % c I
2,1 3 4 31 0 0 .62 12 2.21 11 5 1 16 ,48 4
2 .2 17 13 0 1.10 10 2.22 11 8 4 1 . 2 8 7
2 , 3 31 11 0 1 . 9 8 10 2.23  . 35 31 0 0 .7 0 12
2 . 4 90 7 0 15 10.20 36 2.24 10 8 1 0 .86 5
2 .5 4 2 0 0 .12 1 2.25 7 5 0 1.36 4
2 .6 23 13 0 1.10 7 2.26 8 5 0 0 .98 4
2 , 7 7 4 0 0 .1 6 3 2 .27 14 12 4 1 ,4 0 5 *
2.8 15 11 0 0 .40 6 2.28 13 12 5 1 . 5 8 6*
2 . 9 30 12 0 2.20 10 2.29 32 26 12 6.52 18
2.10 11 7 0 1.36 5 2.30 11 5 0 1 .6 4 4
2.11 7 5 0 1.26 2 2.31 18 9 3 2 . 4 4 6
2.12 41 34 5 0 . 7 4 10 2.32 10 5 0 21.78 4
2.13 14 7 3 12.60 6
2 . 1 4 53 46 7 17 .1 6 22
2 . 1 5 10 5 1 1.22 4
2.16 31 25 5 1.48 8
2 . 1 7 15 12 3 3 . 0 2 8
2 . 1 8 16 10 2 9 .52 7
, 2 . 1 9 2 4 19 3 1 1 4 .2 2 10
2 . 2 0 23 13 3 0 . 6 0 9
Table 6 .4 ,3
(* )  convergence c r i t e r i a  n o t  s a t i s f i e d -
199,
Algorithm  5,3*3 Algorithm  5 ,6 .1
PROBLM n n t n n n n t nf J B c I F J B c :  4
2 ,4 73 116 10.30 36 77 77 10,00 37 1
2 ,6 24 29 1,42 12 24 24 , 1 ,44 12 i
2 .12 24 30 0 .6 2 9 31 31 0 .8 4 14 ^
2 .13 10 23 16.74 7 9 9 13,78 8 1
2 .14 46 67 19.54 22 253 253 89.30 116(1%
2,15 6 7 1.42 5 6 6 . 1 .38 5 5
2 .16 35 43 1 ,94 10 43 43 2 .26 13 5
2 .17 11 21 3 ,42 8 12 12 3 .1 6 9 i
2 .18 12 13 1 0 , 3 2 8 12 12 10.12 8
2,19 18 32 135.50 10 20 20 128.54 12 j
2 .20 12 19 0 ,6 0 10 15 15 0 . 7 2 13 J
2 .22 9 20 1,68 8 10 10 1.62 9 ]
2,27 F a ile d 9 9 0 .5 2
2 .26 F a ile d 9 9 0 .5 4 4**
2.29 20 38 5 .3 4 12 21 21 4 ,08 13 ;
2 . 3 0 10 15 3.18 7 14 14 3 .12 '  7 1
2.31 26 34 5 .2 0 7 58 58 11,06 18 i
Table 6 ,4 ,4
( l ) .  The Sim o f sq u a re s  o b ta in e d  a t  i t e r a t i o n  15» a g re e s  w ith  th e
sum a t  th e  minimum w ith  5 decim al p la c e s ,  b u t,  th e  convergence 
c r i t e r i a  were n o t s a t i s f i e d .
(** ) lo c a l  minimum has been found .
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A lgorithm 5 .5 .1
PROBLM n n n t nF J B C
2 .4  . 84 84 5 8 , 6 4 3 1
2 .6 24 24 1 1.46 12
2 ,12 24 24 4 0 , 6 4 9
2,15 7 7 2 12,28 6
2 ,14 46 4 6 7 18,02 22
2.15 6 6 1 1 .46 5
2 .16 35 35 5 2 .02 9
2.17 13 1 3 5 4 . 2 4 10
2.18 12 12 1 10.66 8
2.19 18 18 2 1 1 7 . 9 6 10
2.20 12 12 4 0 , 6 4 10
2.22 7 7 2 1 , 1 6 6
2.27 F a ile d
2,28 F a ile d
2 .29 16 16 2 3 .06 8
2.50 10 10 2 3,00 7
2.51 9 9 2 2 . 6 4 6




Algorithm 5 . 3 . 2  5 . 5 .5  5 .4 .1  5 .5 .1  5 .6 .1
T 171.18 197.68 164,14 167.22 181.06c
(T o ta l com puting tim e ov er th e  problem s 2.4» 2 .6 , 2 .1 2 , 2,13» 2 .15 
2 .2 0 , 2 .2 2 , 2 .2 9  and 2 . 30)
202.
6 .5  C om putational R e s u lts  C orrespond ing  to  th e  Use o f
P o w e ll 's  S te p le n g th  A lgorithm ,
In  S e c tio n  1 .6 , the  g e n e ra l m in im iza tio n  a lg o rith m  due to  Pow ell
h as  been g iv e n . T his c o n ta in s  a  sim ple p rocedure  f o r  f in d in g  the  
( K)s te p le n g th  in  such a  way t h a t  th e  sequence g en e ra ted  from  th e
a lg o rith m  converges to  a  c r i t i c a l  p o in t  o f th e  o b je c t iv e  fu n c tio n .
The e f f ic ie n c y  o f  P o w e ll 's  s te p le n g th  a lg o rith m  may be compared w ith  
t h a t  o f A lgorithm  1 ,2 ,2  by u s in g  P o w e ll 's  s te p le n g th  a lg o rith m  in  
a lg o rith m s  5*1*2 and 5*3*2 in  p la c e  o f  A lgorithm  1 ,2 ,2  to  so lv e  the  
t e s t  problem s l i s t e d  in  append ices 1 and 2 r e s p e c t iv e ly ,  Tiie 
co m p u ta tio n a l r e s u l t s  c o n ta in ed  in  ta b le s  6,5*1 and 6 ,5*2 co rrespond
-  - ato  A = (where X  i s  as  in  A lgorithm  1 ,2 ,2 ) ,  C^ = 1 0  ,
C = 2 and C = 1 /2 ,2
Prom ta b le s  6 ,2 ,1  and 6,5*1 i t  may be concluded th a t  P o w e ll 's  
s te p le n g th  a lg o rith m  in c re a s e s  th e  e f f ic ie n c y  o f  A lgorithm  5*1*2 f o r  
6 o u t o f  15 t e s t  p rob lem s. A lso , from Table 6 ,5*5 i t  may be concluded 
t h a t  P o w ell’ s s te p le n g th  a lg o rith m  re q u ir e s  more com puting tim e than  
A lgorithm  1 ,2 ,2  when u sed  w ith  A lgorithm  5*1*2,
Prom ta b le s  6 ,5*2 , 6,4*1 and 6 .4*2 , th e  sa v in g  in  com puting 
tim e o b ta in ed  by u s in g  P o w e ll 's  s te p le n g th  a lg o rith m  i s  n o t  s i g n i f i c a n t  
compared w ith  th a t  o b ta in e d  by u s in g  A lgorithm  1 ,2 .2  a s  s te p le n g th  
a lg o rith m . M oreover, A lgorithm  5*3.2  f a i l s  f o r  problem s 2 ,27 and
2 .28 and a  la rg e  number o f  i t e r a t i o n s  a re  re q u ire d  f o r  problem s 2 ,1 6 ,
2 .29  and 2,51 when P o w e ll 's  s te p le n g th  a lg o rith m  i s  u se d . This 
su g g e s ts  th a t  P o w e ll 's  s te p le n g th  a lg o rith m  may be no more e f f e c t iv e  
than  A lgorithm  1 ,2 ,2 ,  in  g e n e ra l.
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PROBLM n n n tF § G (
1.1 21 21 21 0 .3 6
1 .2 45 45 45 1 .82
1 ,4 21 21 21 0 .88
1 .5 14 14 14 0 .7 0
1 .6 19 19 19 2 .22
1 ,7 12 12 12 1.48
1 .8 15 15 15 2 .34
1 .9 15 15 15 3 .80
1 .16 48 45 45 19.22
1.17 29 29 29 587.16
1.18 15 15 15 76,14
1 .19 48 48 48 9 .9 4
1.20 51 51 51 6 .4 6
1.21 108 108 108 15 .12
1 .22 51 51 51 4 .58
Table 6 ,3 ,1
(C om putational R e su lts  c o rre sp o n d in g  to  A lgorithm  3 ,1 ,2  w ith  
P o w e ll 's  S te p le n g th  A lgorithm )
204.
PROBLM n n n t n PROBLM n n n t n
f J B c I f J c I
2.1 22 22 0 0 .5 6 11 2.21 8 8 0 25.90 7
2 .2 12 12 0 1.10 10 2 .22 11 11 4 1 .56 8
2 .5 18 18 0 5 .40 17 2.25 24 24 0 0 .6 0 12
2 .4 55 55 16 11.02 40 2.24 7 7 1 0 .8 2 5
2 .5 4 4 0 0 .5 2 5 2.25 5 5 0 1.52 4
2 .6 14 14 0 1 .40 10 2.26 6 6 0 1 .26 5
2 .7 4 4 0 0 .2 0 5 2.27 F a ile d
2 .8 14 14 0 0 .4 6 8 2.28 F a ile d
2 .9 18 18 0 5 .58 16 2.29 1015 1015 99 102.60 103
2 .10 7 7 0 1 .54 6 2.50 8 8 1 2 .42 6
2.11 24 24 0 2 .5 2 2 2.51 1015 1015 50 118.60 54
2 .12 16 16 4 0 .5 6 9 2 .5 2 9 9 0 58 .92 8
2 .15 9 9 5 15.88 7
2 .14 50 50 9 19.52 25
2 .15 6 6 1 1.40 5
2 ,16 252 252 105 17.22 114
2.17 15 15 2 5 .5 6 . 9
2 .18 12 12 2 10.62 8
2 .19 16 16 5 111.64 10
2 .20 12 12 4 0 .6 0 10
T able 6 .5 .2
(C om putational R e s u lts  co rre sp o n d in g  to  A lgorithm  5 .5 .2  w ith  
P o w e ll 's  S te p le n g th  A lgorithm )
205.
Algorithm 1 . 2 .2
P o w e ll 's  s te p le n g th  
A lgorithm
8eo. 717.06 752.02
Table 6 .5 .5
205a.
6 .6  Comparison o f A lgorithm s 3.1 «1 and 3 ,1 ,2  w ith  th e  A lgorithm  
o f F le tc h e r  and Freeman.
F le tc h e r  and Freeman (197?) have d e sc r ib e d  a  N ew to n -tj^e  method 
f o r  u n c o n s tra in e d  o p tim iz a tio n  w hich th e y  c la im  may be more e f f i c i e n t  
th an  A lgorithm  3 ,1 ,1  o f  G i l l  and M urray. T h ere fo re  i t  would seem to  
be d e s i r a b le  to  compare th e  a lg o rith m s  o f F le tc h e r  and Freeman and 
G i l l  and M urray, Table 6 .6 ,1  c o n ta in s  th e  r e s u l t s  w hich were o b ta in e d  
by u s in g  an im p lem en ta tion  o f  th e  a lg o rith m  o f F le tc h e r  and Freeman 
which was p ro v id ed  by F le tc h e r ,  The H essian  has been e s tim a te d  
n u m e ric a lly  a s  in  A lgorithm  3 ,1 ,2 ,  A lso , Table 6 ,6 ,2  c o n ta in s  the  
com puting tim e co rre sp o n d in g  to  th e  a lg o rith m  o f F le tc h e r  and Freeman 
when th e  H essian  i s  computed a n a l y t i c a l l y .
From ta b le s  6 ,2 ,1 ,  6 .2 ,7 ?  6 ,6 ,1  and 6 ,6 ,2 ,  i t  may be concluded 
t h a t  th e  New to n -ty p e  a lg o rith m  o f  G i l l  and M urray i s  more r e l i a b l e  
and e f f i c i e n t  than  th e  Newt o n -ty p e  a lg o rith m  o f  F le tc h e r  and Freeman 
( 1977) ,  a t  l e a s t  f o r  th e  problem s in d ic a te d .
206.
PROBLM nH t
1.1 35 55 14 0 .5 0
1 .2 66 66 24 1,16
1 .4 41 41 20 0 ,8 6
1 .5 55 55 11 0 ,78
1 .6 54 54 10 2 ,16
1 .7 22 22 8 1,62
1 .8 22 22 9 2 ,5 2
1 .9 56 56 15 4 .5 6
1 .16 F a ile d  (overflow )
1.17 A fte r 15 m inu tes th e s o lu t i i
1 ,18 10 10 1 16,20
1.19 1000 1000 175 59.48
1,20 1000 1000 166 57.76
1.21 224 244 21 9.58
1 .22 141 141 14 6,12
F a ile d
Convergence c r i t e r i a  
n o t  s a t i s f i e d .
Table 6 ,6 ,1
(C om putational R e su lts  co rre sp o n d in g  to  th e  m od ified  Newton method 













Table 6 ,6 ,2
(Computing tim e co rre sp o n d in g  to  th e  a lg o rith m  o f  F le tc h e r  and 
Freeman (1977)» when a n a ly t ic  H essian  i s  a v a i l a b l e , )
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6 ,7  Comparison o f  A lgorithm s 5 ,2 .1  and 5 .5 .2  w ith  F l e t c h e r 's  
L e a s t Squares A lgorithm ,
F le tc h e r  ( l9 7 l )  has  d e sc r ib e d  an e f f i c i e n t  im p lem en ta tion  o f  
I^ferquardt* s method f o r  th e  l e a s t  sq u a re s  problem . T h e re fo re , i t  
would seem to  be d e s i r a b le  to  compare a lg o rith m s  5 .2 ,1  and 5*5 .2  
v /ith  F l e t c h e r 's  l e a s t  sq u a re s  a lg o rith m . Table 6 ,7 .1  c o n ta in s  th e  
r e s u l t s  which were o b ta in e d  by u s in g  an im p lem en tation  o f  th e  
a lg o rith m  o f  F le tc h e r  which i s  a v a i la b le  in  th e  NAG l i b r a r y .
From ta b le s  6 ,4 .1 »  6 ,4 .2  and 6 ,7 .1 ,  i t  may be concluded  th a t  
F l e t c h e r 's  a lg o rith m  i s  more e f f i c i e n t  than  a lg o rith m s  5 .2 .1  and
5 .5 .2  f o r  sm a ll r e s id u a l  p rob lem s, w^hile A lgorithm  5*5 .2  i s  more 
r e l i a b l e  th an  F l e t c h e r 's  a lg o rith m  f o r  la rg e  r e s id u a l  prob lem s.
T his can be seen  by com paring th e se  a lg o rith m s  f o r  problem s 2 ,1 4 ,
2 ,1 8 , 2 ,20 and 2 ,29  -  2 .5 1 , (See ta b le s  6 ,4 .1  and 6 , 7 . l )
From ta b le s  6 ,7 .1  and 6 ,4 .4 ,  i t  may be concluded t h a t  A lgorithm
5 ,6 ,1  i s  more r e l i a b l e  b u t l e s s  e f f i c i e n t ,  than  F l e t c h e r 's  im plem enta­
t io n  o f  th e  L evenberg-M arquardt a lg o rith m .
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PROBLEM n n t n PROBLEM n n t nf J c I f J c 1
2,1 18 14 0 .5 2 14 2.21 7 6 5 .58 6
2 .2 12 9 _ 0 .4 6 9 2.22 28 25 1.42 25
2 .5 29 28 1.46 28 2.25 20 15 0 .5 6 15
2 ,4 71 64 5 .92 64 2,24 18 15 0 ,78 15
2 .5 5 2 0 .0 8 2 2.25 6 5 0 .5 4 5
2 .6 19 15 0 ,6 6 15 2.26 7 6 0 .5 0 6
2 .7 3 2 0 .0 4 2 2.27 88 58 5 .2 6 58
2 ,8 15 12 0 .2 6 12 2,28 87 57 5 .2 6 57
2 .9 44 45 2 ,64 45 2.29 174 155 17.68 155
2 .10 7 6 0 .6 4 6 2.50 109 108 15.02 108
2.11 3 2 0 .2 6 2 2.51 120 119 16.52 119*
2.12 21 18 0 .4 0 18 2 .5 2 7 6 7 .6 4 6
2.15 12 10 5 .5 2 10
2.14 478 411 99.14 411
2.15 8 7 0 .5 0 7
2 .16 20 12 0 .8 0 12
2.17 25 20 1,86 20
2.18 168 118 47 .50 118
2 .19 17 15 29.08 15
2 .20 45 41 0 .9 6 41
Table 6 ,7 ,1
(C om putational R e su lts  c o rre sp o n d in g  to  F le tc h e r ’ s L e a s t Squares 
a lg o r i th m ,)
(* ) convergence c r i t e r i a  n o t  s a t i s f i e d .
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6,8 Conclusions
I f  a n a ly t i c a l  fo rm ulae f o r  th e  components o f  th e  g ra d ie n t  o f  an 
o b je c tiv e  fu n c tio n  a re  a v a i la b l e ,  then  from s e c t io n s  6 ,2 ,  6 ,3  and
6 ,6  th e  fo llo w in g  c o n c lu s io n s  may be drawn,
1, I f  a n a ly t ic  fo rm ulae  f o r  the  H essian  o f  th e  o b je c tiv e  
fu n c tio n  a re  n o t known then
(a )  A lgorithm  5 .2 .2  w ith  p = 3 would ap p ea r to  be th e  b e s t  
o f  a lg o rith m s  3 .1 .2 ,  3 .2 .2 ,  3 .2 .4  -- 3 .2 .7  and 1 ,5 .3  
when th e  H essian  m a tr ix  i s  f u l l  and A lgorithm  4 .2 .2
i s  u sed  to  e s tim a te  i t s  v a lu e .
(b ) When th e  H essian  m a tr ix  i s  f u l l  and th e  g ra d ie n t  o f
th e  o b je c t iv e  fu n c tio n  i s  c o m p u ta tio n a lly  expensive
—1th en  A lgorithm  3 .2 .5  w ith  p = 3 , £ = 10 would%
ap p ea r to  be th e  b e s t  o f  a lg o rith m s  3 .1 .2 ,  3 ,2 .2 ,  3 .2 .4  
3 .2 .7 ,  and 1 .5 ,3 .
(c )  I f  th e  H essian  i s  an m d ia g o n a l m a tr ix ,  th en  A lgorithm
3 .2 .2  w ith  p = 3 i s  th e  m ost e f f i c i e n t  o f  a lg o rith m s  
3 .1 .2 ,  3 .2 ,2 ,  3 .2 .4  -  3 .2 .7 ,  and 1 .5 .3  i f  A lgorithm
4 .5 .2  i s  u sed  to  e s tim a te  th e  H essian  m a tr ix .
2 . When th e  H essian  o f  th e  o b je c tiv e  fu n c tio n  i s  computed 
a n a l y t i c a l l y ,  A lgorithm  3 .3 .5  w ith  p = 2 would ap p ea r to  
be th e  m ost e f f i c i e n t  and r e l i a b l e  o f  a lg o rith m s  3 .1 .1 ,  
and 3 . 5 .1  — 5 . 5 . 6 .
F o r b o th  th e  g e n e ra l m in im iza tio n  and l e a s t  sq u a re s  a lg o r i th m s . 
A lgorithm  1 .2 ,2  ap p ea rs  to  be p r e f e r a b le  to  P o w ell’ s s te p le n g th  
a lg o rith m .
For th e  l e a s t  sq u a re s  a lg o rith m s  d is c u s se d  in  s e c t io n s  6 . 4 , and 
6 . 7 , th e  fo llo w in g  c o n c lu s io n s  may be drawn.
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1, When B i s  computed a n a l y t i c a l l y ,  A lgorithm  5 .4 ,1  i s  m ost 
e f f i c i e n t ,  w h ile  A lgorithm  5 ,3 .2  i s  more r e l i a b l e  a lg o rith m  
th an  a lg o rith m s  5 .2 ,1 ,  and 5 ,4 .1 ?
2 , I f  B i s  n o t  a v a i la b le  a n a l y t i c a l l y  then A lgorithm  5*6.1 i s  
more r e l i a b l e  than  th e  l e a s t  sq u ares  a lg o rith m s  5 .5 .5 »  and 
F l e t c h e r 's  a lg o rith m . A lgorithm  5 .6 .1  o f te n  r e q u ir e s  more 
com puting tim e than  does F l e t c h e r 's  a lg o rith m ; however, 
t h i s  i s  because s in g u la r  v a lu e  decom position  i s  a  tim e- 
consuming p ro ced u re . T h e re fo re , in  t h i s  c a s e , the  most 
r e l i a b l e  o f  th e  th re e  l e a s t  sq u a res  a lg o rith m s  would ap p ea r 
to  be A lgorithm  5 * 5 .2 , w h ile  th e  most e f f i c i e n t  would ap p ea r 
to  be F l e t c h e r 's  a lg o ri th m .
212.
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Appendix 1
T es t Problem s Used in  S e c tio n s  6 .2  and 6 .3 .  
Problem  1 .1 , R osenbrock (1960)*
i  2.P (x) -  100 (x^ -  ) + (1 -  )
(0) T
X = ( -  1 .2 , l )  •
Problem  1 ,2 . Wood (se e  P earson  (1969) ) .
P (x ) = 100 (x^ -  ) + (x^ -  1) + (Xg -  1) + 90 (x^ -  x ^  )
H- 10,1 (x^ — l )  *i-(x — l ) J  + 19.8 (x^ — 1 ) (x — l )
( 0 )  T
X ~  ( —3 ;  —1; —3 ,  —1 )  •
Problem  1 .3 . M iele and C a n t r e l l  ( 1 9 6 9 ) .
P ( x )  -  (exp ( x  )  -  X )  -I- 100 (x « X ) + ( ta n  (x  -  x ) )  + x  ^
3- -2 2 3  3 Ï  Î
(0) Y
X = ( l j  2, 2, 2 ) ^ m ss 3 ,
Problem  1 ,4 . Pow ell ( 1 9 6 2 ) .
2. <■£P (x ) = ( x  + 10x ) + 5 (x  -  X ) + ( x  -  2x ) + 10 (x ~ X )
1 2  3 Ï  z 3 1 y
(0 ) r
X = ( 3 , —1 , 8 , 1 ) .
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Problem  1.5# F le tc h e r  and Pow ell ( 1 9 6 3 ) ,
i  2 2F (x ) = 1 0 0  ( (x -  109) + ( r - l ) ) + x ^  ^
w h ere
2 2r  =  I IX + X ) I , and 1 2 I
— 1
'&TT ta n  (x^ /x ^  ) ( x ^ > 0 )
0  ss ** 1.h r  ta n  (x^ / x ^  ) + i  (x  < O)
( 0 ) T
X  = ( - 1 .0 ,  0 .0 ,  0 .0 )  .
1
Problem  1 .6  Box ( 1 9 6 6 ) .
lo _ _ 2
F (x ) = I (exp (kx /IO )  -  exp (-k x  /IO ))  -  (exp ( - k / l 0 )  -  exp ( -k )  ) / ,
i  = l* ^
(0) T
X = ( 5 , 0 ) ,
Problem  1.7 Biggs ( 1 9 7 1 ) .
10
F (x ) = [ (e x p  (-k x  /IO ) - ' 5  exp (-k x  / lO ) )  -  (exp  ( -k /lO )
1 = 1 1 2
5 exp ( - k ) ) j  ,
( 0 ) TX = ( 1 , 2 )
Problem 1 .8  Biggs (1971).
10
F (x ) = [(ex p  (-k x  /IO ) -  X exp (~kx/lO ) -  (exp ( -k /lO )
1 = 1  t  ^ ^
5 exp ( - k ) ) J  ,
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to) T
X = (1 , 2 , 1) .
Problem  1 ,9 . Biggs (1971).
10
F (x ) = Ï I  [(x  exp (-lac /1 0 )  -  x exp (~kx /1 0 ) )  -  (exp ( -k /lO )  i s 1 3 1 a 2
-1 X5 exp ( -k ) ) J  .
(Û)  T% = (1 , 2 , 1 , 1)
Problem  1.10 Dixon (1973&).
2 2 J. 2 2F (x ) = ( l  — X ) + ( l - K  ) + % (x — X ) ,
‘ i  = i  i i  + i
(0) , ,TX = (—2, . . . ,  —2) y m — 5 •
Problem  1 .11 ,
F (x ) = ( l  -  X ) + ( l  -  X  ) + ][ (x. -  X .  ) .1 6  ^ 1 + 1
(0) , \TX — (—2, . . .  y —2) y m = 3*
Problem  1 .1 2 ,
2 2 7 a 1
F (x ) = ( l  -  X ) + ( l  -  X ) + X  (x -  X ) ,
i  8 i = l l  1+1
1 0 ) r
X =  ( — 2 ,  . . .  y — 2 )  y m =  3 *
Problem 1*13
8 1 ^P (x ) = -t* (exp (x^ ) ~ X ) + 100 (x -  X ) +
223,
" 1tan (x  -  X ) 3 I
2 Z
+ ( l — x )  + ( 1 — x )  +
2 2 2 Z
(x -  X ) + (x -  X )
i s  S C
to)
X ( l |  2 j  2 y 2 y  — 2 y  — 2 )  y m  —  3 *
Problem  1 ,1 4 .
P ( x )  =  ( l  -  X ) +  ( l  -  X ) + E  ( ( x .  -
' i  = l  1
. 2x; ) +  ( x
1+1 1
+ (x 2X  )  .  
10
1 0 ) r
( -2 ,  , , , y -2 ) y m = 5.
Problem  1 ,1 5 .
2 z z 2 . 1 2 2 2F (x)  = ( l - x )  + ( l ~ x  ) + ( x  - X  ) + (x “ X ) + (x -  X )1 10 s 9 g io 9 lo
_ Z , 2 1  2 2 2  2 .
+ 1  ?  ) + (%. ~ % ) + (x. -  % ) )■ 1  1+1 <1 = 1
(0) T
X  =  ( — 2 y  — 2  y . . .  y — 2 y  y =  7 *
224,
Problem 1.16 Biggs (1971),
13 2
F (x ) = 2T (x e x p  (~x t  ) -  X exp («x t .  ) + x  exp ( -x  t  ) -  y  ) ,
i = l  ^ ^ Z 1  6 s i  i ' /
where
y = exp ( - t  ) « 5 exp ( -1 0 t  ) + exp ( - 4 1  ) ( i  = 1, . 1 3 ) ,
i  i  i  i
i n  wMoh = i / lO  (1 ^  i  ^  13) •
(0) TX = (ly  2y 1 , 1, 1 , 1 ) ,
Pi'oblem 1,17 B ren t (1971 ).
Z 1 2  3 0  r o  r
F (x ) -  X + (x^ -  x  ^ -  l )  + 2  [ ( i  -  1)/29J
n r  Hr* ” ^2( Z  T (i -  l ) /2 9  1 ) -  1-J
( 0 )  TX = (O, Oj 0) y n = 9*
Problem  1 ,1 8 , B ren t (1971)*
F i s  a s  in  Problem  1.17 w ith  n = 6,
Problem  1 .1 9 , G i l l ,  M urray, and P i t f i e l d  (1972 ),
2 , 2 •
F (x ) = a  % (x -  l )  + b J ^ X .  -  1 / 4 1 , where
i = i  i  I J
“ 5a  = 10 , b = 1,
(0 ) rX = ( 1 , 2y , , , ,  n )  , n  = 10,
225,
Problem  1 ,2 0 , G i l l ,  M urray, and P i t f i e l d  ( l9 ? 2 ) .
- 3P i s  a s  in  Problem  1,19 w ith  a  = 10 ,
Problem  1 ,2 1 , G i l l ,  M urray, and P i t f i e l d  ( l9 ? 2 ) .
F (x) a
— V'^ 2 '
I  (exp ( X /1 0 )  + exp ( ^  /1 0 )  -  C* ) + .% X X -  X X
*-•1 =  2
(exp  (x^ /1 0 )  -  exp ( - I / I O ) )
where
( 27 (n -  i  + 1 ) X + (x  - 1 / 5 ) 1 ,  
1 = 1  i  1 J
C  = exp (x. /IO ) -Î- exp ( ( i  -  1 ) /1 0 ) ( i  = 2 , , , , ,  n )
a  S3 10 , and b = 1,
~ ( 1 / 2 , 1 / 2 , , , , ,  1 / 2 ) , . n  S3 4 ,
Problem  1 ,2 2 , G i l l ,  M urray and P i t f i e l d  (1972),
P i s  as  in  Problem  1,21 w ith  a  = 10 ,
Problem  1 .2 3 , Wolfe (1976a),
+ (x -  3x + X /2  -  1 ) 9 io lo
t o)  TX S3 (—1 , , , , ,  —1 ) , m — 5 ,
2  2 9 2 ;
F (x ) = (-3 x  + X  / 2  + 2x -  1 ) + % (x -  3x + X /2  + 2x -  I )^ ^  - i “~ 2  1 +  1 i  i  i - h l
2
226, ^
Problem 1,24, Wolfe (1978a).
2 2 2 2 ¥  (x ) = (-5 x  + X /1 0  + 2x -  1) + ( x . “  3x. -1- X /1 0  + 2x -  1)
 ^ i  i  i + l
/ z /■ 1+ (x -  3x + X /1 0  -  1) « 
i f f
(0) . .TX = (—1» —1> —1/ J m = 5» »
Problem  1 ,2 5 ,
2 1 2 1F (x ) = 100 (x -  10 0 ) + ( r  « l )  + (x + lOx ) + 5 (x -  x )
 ^ i l+ (x -  2x ) + 10 (x -  X ) + X ,3 S’ 1 s  S’
where r  and 0 a re  th e  same as  in  Problem 1,3*
(0) / . TX — (—1; 0y 3; —I ;  O) , m =  5#
Problem  1 ,2 6 ,
1 2 2‘V ■ 1F (x) = ( l  -  X  ) + ( l  -  X ) + Ÿ  (x  . -  X  ) ,
1 i  = 1 i  + 1
to) / xT
X  —  (—2 , * , , ,  “*2) f  n — 4» P ~ 3 »  ms s 3 *
Problem  1 ,2 7 .
F i s  as  in  Problem  I .I^ v d th  n = 6,
227.
Problem 1.28,
P i s  as  in  Problem l,26, w ith  n = 10, and p = 5»
N ote; th e  v a lu e s  o f  m in  problem s 1 .3 , 1 ,1 0 , 1,11 -  1 ,15 and 1,23 -  
1,28 show th a t  th e  H essian  co rre sp o n d in g  to  the  fu n c tio n  i s  
m -  d ia g o n a l.
228,
Appendix 2,
T e s t Problem s Used w ith  th e  L e a s t Squares A lgo rithm s, 
Problem  2,1 P i s  a s  in  Problem  1 ,1 ,
Problem  2 ,2 , P i s  a s  in  Problem  1 ,5 ,
Problem  2 ,3 . P i s  a s  in  Problem  1 ,4 .
Problem  2 ,4 . P i s  as in  Problem  1 ,2 ,
Problem  2 ,5 . Zangt-jill ( 1 9 6 7 ) ,
2 2. 2.P (x ) = (x -  X + X ) + (-X + X + X ) + (x + X -  X )
1 1 3  1 2 . 3  1 2 3 ^
( 0 ) T
X = ( 1 0 0 , - 1 , 2 , 5 ) ,
Problem  2 ,6 , Engv/all ( 1 9 6 6 )
5T 2
P (x ) = Z  f  (x ) ,
i  = i  1where
f  (x ) = X +  X + X - - 1,  1 1 1 3
f  ( x)  = X^  + X^  + (x -  2 ) “  1,' 2  1 1  3
1
f  (x)  = X + X  + X - 1 ,  
3 1 2  3
f  (x)  = X + X  - X  + 1 ,  i  1 1 s
229.
3 3 '  2f^ (x ) = + 3x  ^ + (5x^ -  x^ + 1) -  36
( o )  T
X = (1 , 2, 0 ) .
Problem  2 ,7 , Bran.in (1971 ).
P ■1( x )  =  [ 4  ( x  +  X )  J  +
r 4  (x + X ) + (x ~ X ) (x  -  2 ) + X^ -  l"lL I 2 1  1 1  1 J
( 0 ) ,X = ( 2 , 0 )
Problem  2 ,8 , Beale (1958), B e t ts  (1976),
P ( x )  = - X  ( 1  -  ) ]
where c = 1 ,5 ,  01 2 2 .25 ,  c = 2.625,  3
( 0 )  TX = ( 0 , 1 , 0 , 1 ) ,
Problem  2 ,9 , P i s  a s  in  Problem  1 ,3 .
Problem  2 ,10 Box ( 1 9 6 6 ) ,  B e t ts  (1976 ),
10
1  = 1P (x ) = 2T (exp  (~x t .  ) -  exp (~x t, ) )1 1 2 1
X (exp  ( - t  ) -  exp ( - l o t  ) ) 1  3 1 1 J  ^
230.
where = 0 ,1 1 , ( i  = 1, 2, , , , ,  10),
(0) . .TX = (0 , 10, 20) .
Problem  2 ,1 1 , Davidon (1976 ),
^ - 1  r~ K» J  _" • - x p n i - i  -, - 2
F  ( x )  =  Ë  I 1 1  X 1  +  ( x  -  i )  ,  i = i L  3 = 1  J  1
where m = 15, n = 5 .
(0) . J
X  =  ( 0 ,  0 ,  0 ,  0 ,  0 )  .




,  2  
= f  ( x )  +  
1 f  ( x ) ^  2 ;
2 3=  -1 3  +  X -  2 x +  5 x — X
1 2 2 2
=  -2 9  +  X — 1 4 x 2+  X 3+  X
1 2 1 2
=  ( 15 ,  - 2 )
Problem  2.13* Watson (se e  B ren t (1971))•
, \ 1 2  2. . 1 2P ( x )  =  X  +  ( x  -  X -  1 ) -H ( s ,  -  S -  1 )  ,
t 2 1 1=2 11 12
n j  _ 2
where S, = Y  ( j  -  I )  %. ( ( i  ~ I )  /  29)  and
j  = 2 J
231.
n
s. = X  X ( ( i  -  1) / 2 9 )  ■ 
^ j  = l  J
( 0 )  Tm = 31» n =5 6 , X = (O, 0 , 0 , 0 , 0 , O) •
Problem  2 .1 4 , Davidon (1976)
^  rF (x ) = L  |(x^ + x^ -  exp ( t ^ ) )  + (x^ + x^ S in  (t* )
COS ' i ) )  ]  .
where t .  = 0 .2 1 , m = 20, n  = 4 ,1
x '* \=  (25 , 5 , - 5 ,  -1)*^ .
Problem  2 ,1 5 , Bard (1970)»
1 5  *
F (x) = Z  [ y .  -  (x  + u /  (x y, + X w, )1=1 L 1 1 1 1 1 3 1 J
u . = 1 ,  V. = 16 -  1 , w, = min (u . , w, ) and y .  i s  g iven  In  T able 1 i l  i  i l  %
x**^ = (1 , 1, l ) ^  .
Problem  2 ,1 6 , J e n n r ic h  and Sampson ( 1 9 6 8 ) ,
where
F (x ) = ZZ f y .  -  (exp ( - i x  ) + exp ( i x  ) )  1 i  1 2 J
%= 2 + 21 , 1 = 1 , 2 , , 10, i
;
232.
( 0)  ,  . TX = ( 0 .3 ,  0 .4 )  '
Problem  2 ,1 7 , Kowalik and Osborne ( I 9 6 8 ) ,
Id r  2 2
F (x ) = 2 I  Y r(x (u . + X u .  ) / ( u .  + X u  . + x )1  I d  1 3 1  i -
where y  and u. a re  g iven  in  Table 2 ,
( 0 )  *rX = (0 . 2 5 , 0 . 3 9 , 0 . 4 1 5 , 0 , 3 9 ) .
Problem  2 ,1 8 . Osborne ( 1 9 7 2 )
P ^  r(x)  = Z- y* **• (x + X exp (-X t ,  ) + X exp ( -x  t .  )) 1 1 2 i  n  3 5" 1
where t .  = 10 ( i  ~ 1 ) ,  1 = 1, 2, . . . ,  33 and
i s  g iven  in  Table 3.
{0) T
X = ( 0 .5 ,  1 .5 , “ 1, 0 .0 1 , 0 ,0 2 ) .
Problem  2 ,1 9 , Osborne ( 1 9 7 2 ) ,
P (x ) = 2 .  (y  -  A) , where i  = 1
A = X  exp ( “ X  t ,  ) + X  exp ( -x  ( t ,  -  x ) ) 1 5 1 2 6 1 ^
+ X exp (-X ( t ,  -  X ) ) -f- X exp ( -x  ( t ,3 7 1  10 i  8 1 - ) ),
233.
in  which t .  = 0 ,1  ( i  ~ 1) i  = 1, 2, 6 5  and
1
i s  g iven  in  Table 4.
t o )  T
X = ( 1. 3 , 0 . 65, 0 . 65, 0 . 7 , 0 . 6 , 3 , 5, 7 ,  2 , 4 ,5 ,  5 .5 )  .
Problem  2 .2 0 . Madsen (1973).
 ^ 1  1 % 2F (x)  = (x + X + x x )  + Sin x + cos x 
1  d 1  2 1 2
( 0 )  T
X = ( 3 , 1 ) •
Problem  2,21 F i s  a s  in  Problem  2 ,13  w ith  h = 9 •
Problem  2 ,2 2 , H a r t le y  ( I 9 6 I ) ,
6 2 
F (x)  = ZZ (x + X exp (x t .  ) -  y.  ) ,1=1 1 1  2 1 1
where t .  , y. a re  g iven  in  Table 5 , 1 %
(0) ,
X = (580, - 1 8 0 , - 0 , 1 6 )  .
Problem  2 ,2 3 . Meyer and Roth (1972 ),
F i s  as  in  Problem  1,1 vdLth
(0) ,  ^ JX = ( - 0 . 8 6 , 1 . 1 4 ) .
234,
Problem  2 ,2 4 . Meyer and Roth (1972 ).
F (x ) = Z X X u* /  (1 + X u . + X V. ) -  y . 1 2  1 1 1  2 1 1
where u .  , v. , and y. ( i  = 1, 2, 6) a re  g iven  in  Table 6,1 1  1
(0) , .TX = (1 0 .5 9 , 4 8 .8 5 , 0 .7 4 ) •
Problem  2 ,2 5 , P e re y ra  (1967),
13
where
F (x ) = 1
1=1
X Sin (x^ ) + Xg -
y. = S in  ( t -  ) ( i  = 1, 2 , 15) in  which t -  a re
1 ^ 1
given  by th e  fo llo w in g .
i  1 2 3 4 5 6 7 8 9 10 11 12 15
t ,  0 , 1 0 5  0 ,2 5  0 .4  0 ,5 5  0 ,7  0 .9  1.1 1.25 1.35 1.45 1.55 1.57 1 .61
P e re y ra  used  th e  v a lu e s  o f  y. c o r r e c t  to  3^.1
( 0 )  TX = (0 ,9 ,  0 .9 ,  0 ,1 )  .
Problem  2 ,26  P e re y ra  ( 1 9 6 7 ) ,
10
F (x ) = Z  fx exp ( t .  X ) + X -  y 
2  1 1  3
where y  = 0 ,1  exp ( t .  ) -  5 .0  ( i  = 1, 2, , , , ,  IO) in  whichi  ^
t .  = - 2 . 0  ( 0 .5 )  2 .5 .
t») , TX = (0.8, 0 .2 ,  -4 .5 )  .
Problem  2 ,2 7 . Meyer and Roth (1972 ),
255.
io
t i  0F (x) = ^  X + X exp ( t .  X )1 2
where th e  d a ta  a re  g e n e ra te d  c o r r e c t  to  4D w ith
X = ( 1 5 . 5 , 1, 2, 0 , 0 2 ) , and a re  g iven  by Meyer and R oth .
(0) T
X = ( 2 0 ,  2 ,  0 . 5 ) .
Problem  2,28  Meyer and Roth (1 9 7 2 ),
F i s  a s  in  Problem  2,27  and th e  d a ta  a re  o b ta in e d  by ro und ing  
th e  d a ta  o f  Problem  2 ,27 to  1D,
to) T
X = ( 2 0 , 2 , 0 , 5 ) .
Problem  2 ,2 9 , Meyer and Roth (1972 ),
i f
F (x) = Z  [x ^  exp (x^ / ( t ^  + x^ ) ) -  y j  , 
1 = 1
where th e  d a ta  a re  g iven  by Meyer and Roth.
x ( ° )  = (0 .0 2 ,4 0 0 0 ,2 5 0).
Problem  2 . 30 .  Meyer and Roth (1972) .
256.
23
F (x) = z  [ x  (exp (-X u . ) + exp ( -x  v  )) -  y ]i Z L   ^ X
T
where- th e  d a ta  a re  g e n e ra te d  w ith  x = ( 3 1 . 5 , 1 .5 , 2 0 ,1) 
and a re  g iven  by Meyer and R oth,
(0) , . TX = (12 ,  1,  25)
Problem 2,31 Meyer and Roth (1972 ),
P i s  as  in  Problem  2 ,30  and th e  d a ta  a re  g iven  by Meyer and R oth,
Problem  2,32,
P i s  a s  in  Problem  2,13 w ith  n = 11.
257.
TABLE 1-
1 0 .1 4
2 0.18
3 0,22
4 0 .255 0.296 0,52
7 0 .558 0 .59
9 0 .5710 0.58





1 0.1957 4 . 0 0 0 0
2 0.1947 2 . 0 0 0 0
5 0.1755 1 . 0 0 0 0
4 0 . 1 6 0 0 0 . 5 0 0 0
5 0.0844 0 . 2 5 0 0
6 0.0627 0 . 1 6 7 0
7 0 . 0 4 5 6 0 . 1 2 5 0
8 0 . 0 5 4 2 0 . 1 0 0 0
9 0 . 0 5 2 5 0.085510 0 . 0 2 5 5 0 . 0 7 1 4




1 0 .844 18 0.5582 0.908 19 0.558
5 0 ,952 20 0 . 5 2 2
4 0.956 21 0 .506
5 0.925 22 0 .4906 0.908 25 0.478
7 0.881 24 0.4678 0.850 25 0.457
9 0.818 26 0.44810 • 0 .784 27 0.45811 0.751 28 0.45112 0.718 29 0 .424
15 0.685 50 0.420
14 0.658 51 0 .414






1 1 . 5 6 6 54 0.5752 1 . 1 9 1 55 0 . 3 7 2
5 1.112 56 0 . 5 9 1
4 1 . 0 1 5 57 0 . 5 9 6
5 0 . 9 9 1 58 0 , 4 0 56 0.885 59 0.428
7 0.851 4 0 0 . 4 2 98 0.847 41 0 . 5 2 3
9 0.786 4 2 0 .56210 0 . 7 2 5 45 0 . 6 0 711 0 .745 44 0 . 6 5 512 0 . 6 7 9 45 0 . 6 7 2
13 0 .608 46 O.7 O8
14 0 . 6 5 5 47 0 . 6 3 5
15 0 . 6 1 6 48 0,668
1 6 0 , 6 0 6 49 0 . 6 4 5
17 0 .602 5 0 0 . 6 3 218 0 .626 5 1 0 . 5 9 1
19 0 . 6 5 1 5 2 0 .55920 0 . 7 2 4 55 0.59721 0 . 6 4 9 54 0 . 6 2 522 0 . 6 4 9 55 0 .759
25 0 . 6 9 4 5 6 0 . 7 1 0
24 0 . 6 4 4 57 0 . 7 2 9
25 0 . 6 2 4 58 0 . 7 2 026 0 , 6 6 1 59 0 . 6 3 6
27 0 . 6 1 2 60 0.58128 0 .558 61 0 .428
29 0 .555 62 0 . 2 9 250 0 .495 63 0 .162
51 0 . 5 0 0 64 0 . 0 9 8
52 0 . 4 2 5 6 5 0 . 0 5 4
55 0.595
TABLE 5






\  ^ 5 U26
\
TABLE 6
i u. V .1 1
1 1 .0 1.0
2 2 . 0 1.0
3 1.0 2 . 0
k 2 . 0 2 . 0
5 0. 1 0 . 0
0.126 
0 . 2 1 9
0 . 0 7 6
0 .126  
0.186
