[1] Vertical column amounts of nitrogen dioxide, C(NO 2 ), are derived from ground-based direct solar irradiance measurements using two new and independently developed spectrometer systems, Pandora (Goddard Space Flight Center) and MFDOAS (Washington State University). We discuss the advantages of C(NO 2 ) retrievals based on Direct Sun -Differential Optical Absorption Spectroscopy (DS-DOAS). The C(NO 2 ) data are presented from field campaigns using Pandora at Aristotle University (AUTH), Thessaloniki, Greece; a second field campaign involving both new instruments at Goddard Space Flight Center (GSFC), Greenbelt, Maryland; a Pandora time series from December 2006 to October 2008 at GSFC; and a MFDOAS time series for spring 2008 at Pacific Northwest National Laboratory (PNNL), Richland, Washington. Pandora and MFDOAS were compared at GFSC and found to closely agree, with both instruments having a clear-sky precision of 0.01 DU (1 DU = 2.67 Â 10 16 molecules/cm 2 ) and a nominal accuracy of 0.1 DU. The high precision is obtained from careful laboratory characterization of the spectrometers (temperature sensitivity, slit function, pixel to pixel radiometric calibration, and wavelength calibration), and from sufficient measurement averaging to reduce instrument noise. The accuracy achieved depends on laboratory-measured absorption cross sections and on spectrometer laboratory and field calibration techniques used at each measurement site. The 0.01 DU precision is sufficient to track minute-by-minute changes in C(NO 2 ) throughout each day with typical daytime values ranging from 0.2 to 2 DU. The MFDOAS instrument has better noise characteristics for a single measurement, which permits MFDOAS to operate at higher time resolution than Pandora for the same precision. Because Pandora and MFDOAS direct-sun measurements can be made in the presence of light to moderate clouds, but with reduced precision ($0.2 DU for moderate cloud cover), a nearly continuous record can be obtained, which is important when matching OMI overpass times for satellite data validation. Comparisons between Pandora and MFDOAS with OMI are discussed for the moderately polluted GSFC site, between Pandora and OMI at the AUTH site, and between MFDOAS and OMI at the PNNL site. Validation of OMI measured C(NO 2 ) is essential for the scientific use of the satellite data for air quality, for atmospheric photolysis and chemistry, and for retrieval of other quantities (e.g., accurate atmospheric correction for satellite estimates of ocean reflectance and bio-optical properties). Changes in the diurnal variability of C(NO 2 ) with season and day of the week are presented based on the 2-year time series at GSFC measured by the Pandora instrument.
Introduction
[2] Nitrogen dioxide (NO 2 ) is an atmospheric constituent that plays a major role in tropospheric and stratospheric chemistry [Crutzen, 1979] . Through catalytic ozone destruction in the upper troposphere and lower stratosphere, NO 2 partly determines the ozone distribution in the Earth's atmosphere [Logan et al., 1981; Brasseur et al., 1998 ]. In the lower troposphere, and especially in the boundary layer, the distribution of NO 2 and O 3 concentrations directly affect air quality and human health [e.g., Seinfeld and Pandis, 1998; Environmental Protection Agency, 1998 ] and are regulated in the United States by the Environmental Protection Agency. NO 2 chemistry partly controls the oxidizing capacity of the troposphere, as well as the abundance of lower tropospheric ozone (ozone formation via photochemical smog) and the lifetimes of other greenhouse gases (e.g., methane) [Intergovernmental Panel on Climate Change (IPCC), 2001, 2007] . For example, observations over Boulder and Fritz Peak, Colorado, showed that high concentrations of NO 2 , caused by pollution and production by lightning in convective clouds, can reduce downwelling visible radiation by about 5-12% [Solomon et al., 1999] , corresponding to an estimated local radiative forcing effect that exceeds that of increasing CO 2 amounts [IPCC, 2001 [IPCC, , 2007 . Accurate estimates of atmospheric NO 2 absorption are needed when calculating the amount of upwelling radiance leaving the Earth's surface. An example of this is when neglect of absorption by NO 2 reduces the apparent amount of upwelling underwater radiances resulting in errors in satellite retrievals of coastal ocean properties [Ahmad et al., 2007] .
[3] Tropospheric NO 2 concentrations are highly variable in time and space and are influenced by both natural and anthropogenic emissions. Fossil fuel combustion from transportation and industrial activities (power generation) are the major sources of NO 2 , contributing about 50% on a regional scale and up to about 80% in local urban environments. For example, the Goddard Space Flight Center (GSFC) location in Greenbelt, Maryland, is close to two major highway systems and a busy local road, which are strong sources of NO 2 (automobile NO emissions quickly converted to NO 2 in the atmosphere). The main reactions and rates for daytime production and destruction of NO 2 [Sander et al., 2006] are
where Temp = atmospheric temperature, K = reaction rate, and hn = photon flux.
[4] The time constant t C for conversion from NO to NO 2 in the boundary layer is approximately t C = 1/ (K N O3 ). When the number density of O 3 , N O3 = 8.5 Â 10 11 molecules/cm 3 , t C = 1 min. For a typical wind speed of 5 m/s, NO emitted from a source will be converted to NO 2 within about 300 m, which is much smaller than the distance of the measuring instruments from the main automotive sources of NO on roads and highways at GSFC. This means that most of the NO is converted to NO 2 before it reaches the measuring instruments.
[5] Biomass burning is estimated to contribute about 20% of NO 2 globally, while lightning and soil microbial production are also important sources [Lee et al., 1997] . Other sources include aircraft emissions of NO into the troposphere with rapid conversion to NO 2 , and ammonia oxidation [Logan, 1983] . High concentrations of NO 2 are typically confined to industrial areas and have relatively short lifetimes ($27 hr) in the polluted boundary layer and much longer at higher tropospheric altitudes (4 -5 days) [Leue et al., 2001] . This gives rise to strong local diurnal variation and limited long-range transport from its sources, depending on local wind speed. Conditions where there are low OH and aerosol concentrations in the middle and upper troposphere can lead to a longer NO 2 lifetime (several days to a week) [Jaegle et al., 1998; Seinfeld and Pandis, 1998; Warneck, 2000] . Under certain conditions, tropospheric NO 2 can be transported over long distances for several days contributing to trans-boundary pollution episodes [Leue et al., 2001; Velders et al., 2001; Wenig et al., 2003] .
[6] Retrievals of total vertical column amount of NO 2 , C(NO 2 ), are usually performed applying Differential Optical Absorption Spectroscopy (DOAS) [Noxon, 1975; Noxon, 1979; Noxon et al., 1979; Platt, 1994] on radiance measurements of scattered sunlight. For ground-based instruments, sky radiances are measured either in the zenith direction (zenith-sky DOAS) [e.g., Van Roozendael et al., 1997; Liley et al., 2000] or measurements in multiple directions (multiaxis-DOAS, or MAXDOAS) [e.g., Leser et al., 2003] . The DOAS techniques have also been applied to derive NO 2 amounts from aircraft [e.g., Heue et al., 2005] and satellite measurements [e.g., Leue et al., 2001; Richter et al., 2004] as is currently done for the OMI (Ozone Monitoring Instrument), SCIAMACHY (Scanning Imaging Absorption Spectrometer for Atmospheric Cartography) and GOME (Global Ozone Monitoring Experiment) satellite instruments. A combination of direct sun and zenith sky UV-visible differential slant column density measurements was proposed for deriving NO 2 vertical distribution and total column amounts [Schofield et al., 2004] .
[7] The DOAS method retrieves the ''slant-path optical depth spectrum'', i.e., the optical depth as a function of wavelength along the average path of the measured photons through the atmosphere. The result is compared to a reference calculation of the optical depth spectrum based on laboratory cross sections to obtain the best fitting slantpath column amount of the absorbing species. The conversion from slant-path column to vertical column amounts is achieved by calculation of the air-mass factor (AMF). For scattered light radiance measurements, the AMF depends on several atmospheric parameters, mainly the NO 2 vertical profile shape, the ground surface reflectivity, and the assumption of horizontal homogeneity of the NO 2 distribution. Lack of accurate knowledge of the above factors for estimating the AMF needed for zenith sky DOAS, MAX-DOAS, or satellite retrievals can lead to errors on the order of 50 to 100% in determination of C(NO 2 ). In addition to these sources of retrieval error, there is dependence on unknown cloud or aerosol concentrations in the field of view [Boersma et al., 2004] .
[8] For zenith-sky DOAS, a spectrometer instrument points to the vertical direction and compares measurements near noon with those at larger solar zenith angles (SZA), usually near sunrise and sunset, and is mainly sensitive to stratospheric NO 2 . However, the accuracy is difficult to estimate if the tropospheric contribution is not constant throughout the day. In and near urban areas, this assumption usually fails, and is a major source of error. MAXDOAS compares measurements obtained looking at the zenith sky with those obtained looking near the horizon for a given SZA. MAXDOAS is mainly sensitive to tropospheric NO 2 because the stratospheric optical path has approximately the same SZA during the short period of multiangle view of scattered light measurements.
[9] Direct-sun DOAS (DS-DOAS) is a more accurate technique for deriving C(NO 2 ) from ground-based instruments using measurements of direct solar irradiance [e.g., Brewer et al., 1973; Cede et al., 2006] , where the AMF is approximately secant [SZA] . For SZA greater than 80°, corrections for a spherical atmosphere must be used. The direct-sun technique is equally sensitive to stratospheric and tropospheric NO 2 , and, in contrast to the scattered radiance DOAS techniques, does not require sophisticated radiative transfer calculations, is not affected by the Ring effect, does not require prior knowledge of the NO 2 profile shape, knowledge of ground reflectivity [Cede et al., 2006] , nor the assumption of horizontal homogeneity (except for large SZA, e.g., near sunrise and sunset) typical of zenith-sky DOAS and MAXDOAS. For example, if we assume a tropospheric layer of NO 2 between 0 and 3 km and that MAXDOAS uses a viewing angle of about 2°elevation, MAXDOAS is viewing a horizontal distance greater than 75 km for all times of the day for a cloud-free and aerosolfree atmosphere. In a real atmosphere with absorbing and scattering aerosols, the visibility is a function of wavelength that must be corrected using radiative transfer with multiple scattering and spherical geometry corrections. In contrast, DS-DOAS views a horizontal distance approximately given by 3/tan(90°-SZA), which for SZA < 50°is a horizontal distance less than 4 km.
[10] In principle, the sensitivity of DS-DOAS to small changes in C(NO 2 ) amount is less than zenith-sky DOAS or MAX-DOAS because of a smaller AMF leading to less absorption. However, we show that both of the new spectrometer systems (Pandora and MFDOAS) have a precision of 0.01 DU with DS-DOAS, which is sufficient sensitivity to detect minute-by-minute tropospheric and stratospheric changes at polluted and clean sites.
[11] The annual average geographic distribution of C(NO 2 ) for 2005 as measured by the AURA/OMI (Ozone Measuring Instrument) over the U.S. east coast is shown in Figure 1 . Figure 2 shows the retrieved values of C(NO 2 ) for 30 September 2005 including the interference in the retrieval from the presence of clouds. Figures 1 and 2 show the high spatial variability and range of values in both the annual average and in daily values. Maximum C(NO 2 ) values tend to be located over regions with the highest amounts of automobile traffic and industrial activity, which clearly identifies major cities. In a moderately polluted region near Greenbelt, Maryland, C(NO 2 ) can range between 0.2 and 3 DU with a local maximum typically around 10:30 (local time) and minima each morning and evening [Cede et al., 2006] . The NO 2 amounts in the boundary layer and lower troposphere are usually well in excess of typical stratospheric amounts (usually between 0.1 DU and 0.2 DU).
[12] Previously, a 2-year C(NO 2 ) time series from OMI was compared with ground-based Brewer double monochromator data at GSFC. The C(NO 2 ) amounts from OMI were approximately 25% lower than values from GSFC ground-based measurements [Wenig et al., 2008] . There are three major reasons for differences between ground-based and satellite measurements of C(NO 2 ). The AMF for satellite retrievals is sensitive to assumptions about the vertical distribution of NO 2 and the ground reflectivity, both of which are not well known. In addition, NO 2 has local regional spatial variability, variability at the OMI pixel level (13 Â 24 km 2 nadir), and at subpixel levels, so that each nearby OMI pixel can measure an average of high and low NO 2 regions compared to the small effective FOV (the Sun's angular size, 0.5°) measurements when using DS-DOAS.
[13] OMI C(NO 2 ) data shows large variability from region to region with maximum concentrations over urban or industrial areas. On the basis of the images in Wenig et al. [2008] , the variability of C(NO 2 ) between adjacent areas (adjacent pixels) is frequently a factor of two. Because it is well known that there is subpixel variability (e.g., Leigh et al. [2006] , from MAXDOAS data), comparisons of nearby OMI pixels with a specific ground-based site may require a long time series to average out the regional and subpixel variability.
[14] Section 2 provides a description of the technical characteristics of Pandora and MFDOAS with emphasis on those necessary for C(NO 2 ) measurements. Section 3 describes the NO 2 -retrieval algorithm and calibration methods used. Section 4 presents measurements obtained from field campaigns in two, typically, polluted sites, the Aristotle University of Thessaloniki (AUTH), in Greece 
Instrumentation Descriptions
[15] During recent campaigns, we have deployed two independent array detector (CMOS and CCD) instruments, Pandora (P) and MFDOAS (M). The motivation for using an array detector spectrometer is to provide simultaneous measurements over a wide wavelength range, which avoids atmospheric changes that may occur during the measurement time in wavelength scanning instruments.
[16] Tables 1 and 2 list technical characteristics of P and M. The spectrometers are spectrally oversampled, multiple detector elements, which permits each spectrometer's slit function to be determined in the laboratory using spectral line lamps and lasers, and improves the capability to match the spectrometer's measurements with laboratory absorption coefficients and independently measured extraterrestrial solar irradiances. A useful laboratory strategy can be applied of changing the spectrometer's temperature to shift the wavelengths slightly, which permits the slit function to be sampled at more points.
[17] Major differences between the two spectrometer systems are the use of different detectors and read-out electronics leading to better signal-to-noise ratio (SNR) for (M), use of fiber optic cables between the optical head and spectrometer (P), use of an integrating sphere for optical illumination uniformity (M), refrigerated water cooling to maintain constant temperature (M), thermoelectric cooling of the entire spectrometer to maintain constant temperature (P), measures both sun and sky radiances (M), measures sun radiance (P), and small size and low cost (P). A new CCD version of Pandora was recently deployed that also measures sun and sky radiances with improved SNR compared to the CMOS version.
[18] The Pandora spectrometer system (Figures 3a -3c, 4a) is based on an Avantes symmetric Czerny-Turner optical design ( Figure 3a ) with a 1024 element Hamamatsu CMOS linear array that has very few hot pixels (see Table 1 ). The spectrometer is connected to the sensor head (Figures 3b  and 4a ) by a 10-m fused silica 0.4 mm diameter single-core multimode fiber optic cable such that the transmitted light fills the 50-mm wide entrance slit. Use of a fiber optic cable permits the temperature sensitive spectrometer to be stored away from the sun in an insulated box with a thermoelectric heater-cooler capable of maintaining the temperature at 20°± 1°C. Small corrections for changes in the measured temperatures are applied on the basis of laboratory calibration. An additional temperature correction is estimated during the spectral fitting by comparing to a highresolution extraterrestrial solar spectrum. Laboratory measurements gave a wavelength shift of À3 pm/°C, which we use to estimate the internal instrument temperature based on the fitted wavelength shift.
[19] The sensor head ( Figure 3b ) has a multiply baffled collimating tube with a 1.6°FOV (field of view). Light passing through the collimator then goes through a filter wheel assembly that contains two UV band-pass filters, 280 -320 nm and 280 -380 nm, used for O 3 and SO 2 measurements, an open hole, and a blocked region for measuring dark current after each measurement. In addition, there is a circuit board for controlling the filter wheel and sun-tracking device through an RS-232 serial computer interface. A flat quartz window constitutes the first optical element, which protects the internal optical and electrical components from rain, dust, and humidity. The optical head is connected to a cooled spectrometer using a 10-m fiber optic cable, which contains a 20-cm diameter service loop that minimizes changes in radiometric transmission when the cable moves. This is very effective as long as the service loop has the smallest radius of curvature anywhere along the fiber (Figure 4a ).
[20] The front-end optical assembly is mounted on a precision pan-tilt tracking device (Figures 3c and 4a , from Directed Perceptions, Inc.) capable of 0.013°pointing resolution. The position of the center of the sun is calculated from ephemeris coordinates, corrected by detecting the sun's limb and triangulating to the center. If thick clouds are within the FOV, then just the calculated sun position is used. The front-end optics and tracking unit are mounted on a steel plate connected to a heavy-duty tripod. The steel plate and Pandora's optical axis are leveled to approximately 0.1°using a digital leveling device. Current versions of Pandora eliminate the accuracy of this requirement by calculating a leveling correction in software based on measuring the solar position in the sky three or more times during a few hours of operation.
[21] Figures 3d and 4b show a photograph and a schematic diagram of the MFDOAS instrument, which combines both direct-sun and multiaxis scattered light sky-viewing DOAS techniques. The instrument consists of separate telescopes for direct sun or scattered sky, a filter wheel containing various filters and polarizers, a spectrometer/CCD-detector system, an integrating sphere in the solar beam, a pointing device, a computer, and a water-based cooler to maintain constant temperature in the telescope/spectrometer system. The instrument incorporates a modified single-pass Czerny-Turner spectrograph (SpectraPro-2356) from Acton Research Corporation with focal length of 300 mm (f/4). A 400-groove/mm diffraction grating, with a blaze wavelength of 400 nm, is used to disperse light. The 100 mm entrance slit gives a 0.83 nm average spectral resolution (7.8 pixels FWHM). The wavelength coverage is from 282 nm to 498 nm (Table 2) .
[22] Light is detected by a back-illuminated, UV-coated CCD (PIXIS:2KBUV) from Princeton Instruments with an array size of 512 by 2048 pixels 2 . The CCD is thermo- igure 3. (a) The Pandora CMOS spectrometer with fiber optics coupling to (b) a sensor head with a control electronics box, an entrance optics, a rotating filter wheel, and a shutter. (c) Field-mounted fore optics and precision pan and tilt head with 0.01°pointing resolution. The aluminum box shown mounted on the Pan-Tilt head in Figure 3c weighs less than 1 kg. (d) Washington State University MFDOAS spectrometer, stand with internal computer, and solar tracker.
electrically cooled to À70°C. Four hundred rows are coadded to increase signal to noise ratio by about factor of 20. The MFDOAS spectrometer-detector system is the same for the direct-sun and MAXDOAS modes, except for the input optics, which are dependent on the observation mode.
[23] Direct-sun light enters the instrument through a 25 cm black anodized, baffled snout with a quartz window for weather control. A biconvex lens (2.5-cm diameter Â 50-mm focal length) focuses the sunlight into an 8-cm diameter spectralon integrating sphere that moves into the spectrometer's FOV during the direct-sun measurements. A series of baffles inside the telescope limit the direct-sun FOV to about 1.5°. Use of the integrating sphere assures equal illumination of the optics and minimizes the effect of pointing errors, eliminating a critical source of spectral residual error. The sky telescope is an off-axis paraboloid of 45 cm focal length, which focuses a 1°Â 0.025°field of view onto the entrance slit of the spectrograph, resulting in a narrow rectangular view of the sky. Before entering the spectrometer, light from the scattered sky or the direct sun passes through two filter wheels containing depolarizers (optional for sky-radiance measurements), an optional spectral flattening filter, and UV-transmitting and UV-cutoff filters. The instrument is enclosed into an insulated box and is temperature controlled by water cooling (20°± 2°C) for radiometric and detector stability.
[24] Solar pointing and positioning of the entire instrument is accomplished by a model 2APG sun tracker (Kipp & Zonen). In laboratory conditions it is capable of <0.01°a nd <0.05°precision and accuracy, respectively. After an initial instrument alignment the sun position is determined from ephemeris coordinates. The sun tracker is placed on a 1.5 m elevated stand to clear roof railings. The space inside the stand is used to protect the cooler and the instrument computer from the weather.
[25] The large CCD and longer focal length are two main features that give MFDOAS improved precision, even with shorter integration time, compared to the CMOS Pandora for direct-sun observations. A standard measurement for Pandora is the average of 5 to 2500 measurements in 20 s depending on exposure time (8 ms to 4000 ms, full sun to clouds). The averaging reduces the random noise (single shot SNR is 700:1, Table 1 ) to the point where it is negligible compared to the minute-by-minute variability of C(NO 2 ). MFDOAS does not require time averaging because of its much lower read-out noise compared to the CMOS read-out electronics used in the first version of Pandora.
Algorithm and Calibration
[26] A direct-sun NO 2 inversion method is described in detail in a paper by Cede et al. [2006] as applied to the measured irradiances from a Brewer spectrometer between 335 and 365 nm. A similar algorithm is applied to Pandora and MFDOAS and is described here. The biggest advantages of direct-sun measurements are (1) high photon flux, (2) simple geometric determination of the air-mass factor (optical path), and (3) no Ring effect correction is needed.
Spectral Fitting
[27] The first step in the algorithm is to subtract the irradiance logarithm of the measured spectra from the irradiance logarithm of the so-called reference spectrum. The reference spectrum can be a single measured spectrum, typically taken around noon on a clear day, or the average of many measured spectra (more details about the reference spectrum in the next section). Then, a simultaneous leastsquares fit is applied to the difference between measured and reference spectra (see Figure 5 ). The fitted functions are a low-order polynomial, the absorption spectra of NO 2 and other atmospheric absorbers, and wavelength shift and squeeze functions. The shift and squeeze functions are to provide the best match of the measured spectrum compared to a solar reference spectrum containing the solar Fraunhofer line structure. All the Pandora NO 2 data presented in this paper are from a 370 to 500 nm fitting window. MFDOAS makes a similar fit using a 405 to 430 nm spectral window. The range between 405 to 430 nm contains a region of large differential structure in the measured NO 2 absorption coefficients, and avoids regions of water vapor and significant ozone absorption. We call the fitted slant column amounts, which MFDOAS and Pandora initially retrieve, ''relative slant columns'' SC REL , since they give the difference between the absolute slant column at the time of the measurement and the absolute slant column included in the reference spectrum SC REF . The correction for this is discussed in section 3.2.
[28] The effective temperature (T eff ), used to interpolate the NO 2 cross sections, is calculated from equation (1) using GEOS-CHEM monthly average NO 2 and temperature profiles for the measurement sites.
where s (NO 2 ) i is a temperature-dependent NO 2 cross section at 415 nm in layer i, VC(NO 2 ) i is a total NO 2 vertical column in layer i, and T i is an average temperature in layer i. NO 2 cross sections at the corresponding temperatures are determined by linear interpolation from Harder et al.'s [1997] (MFDOAS) and Vandaele et al.'s [1998] (Pandora) high-resolution, temperature-dependent cross sections.
[29] As part of the retrieval of C(NO 2 ), additional trace gas and aerosol amounts are always simultaneously retrieved. Figure 5 illustrates the Pandora DOAS retrieval of slant column O 3 , NO 2 , HCHO, H 2 O, and SO 2 from clearsky direct-sun irradiance measurements at Thessaloniki for 22 July 2006. Only a small wavelength shift (0.0016 nm) and squeeze (4 Â 10 À6 nm) is needed to match the solar spectrum.
[30] The optical depth of the O 2 -O 2 dimer and the measured aerosol optical depth as a function of wavelength smoothed by a quadratic function are shown in the top of Figure 5 . Blue lines are the fitted slant column optical depths calculated from laboratory absorption coefficients, while red lines show the measured optical depths. The new extended-range Pandora measurements of C(H 2 O) are made using the stronger water band near 510 nm. The residuals in NO 2 slant column are about 0.05%, which are formed by taking the difference between the optical-depth values obtained from the measured radiances and those calculated from the laboratory absorption cross sections.
[31] We compared the SC REL from Pandora and MFDOAS ( Figure 6 ) during the campaign at GSFC in May 2007. First we calculated the SC REL for each instrument using a reference spectrum from a single measurement taken at the same time near noon on 21 May and using the NO 2 cross sections from the work of Harder et al. [1997] at 270 K. Then we applied cloud filtering for the Pandora data, requiring the DOAS-fitting rms to be below 0.5%. This left 508 cloud-screened Pandora retrievals, each one obtained from a 20-s direct-sun measurement. Because the MFDOAS Figure 5 . (top) Fitted Pandora slant column optical depths (blue) for a measurement on 22 July 2006 during the campaign in Greece (red). The left side shows the measurement with the 380-nm low pass filter; the right side shows the measurement without filter. Note that the wavelength range 370-380 nm appears on both sides. The black legends give the final retrieved vertical column amounts for each atmospheric absorber. data are at higher time resolution, with as much as 1 measurement per second, we created a smoothed MFDOAS data set averaging all MFDOAS retrievals within the 20-s duration of the Pandora measurements. Figure 6 compares the cloud screened Pandora data and smoothed MFDOAS data. The systematic difference between the relative slant columns of the two instruments is less than 1%. For all other data in the paper, Pandora NO 2 retrievals are compared with OMI, and so are based on the same cross sections used by OMI [Vandaele et al., 1998 ].
Determining the Slant Column Amount in the Reference Spectrum
[32] The main obstacle for the DS-DOAS method is in determining the absolute slant column amount in the reference spectrum SC REF . This problem would not exist, if one could use an extraterrestrial solar irradiance I O (l) at the top of the atmosphere that is compatible with the ground-based spectrometer data. In principle, this can be done using the radiometric and wavelength l laboratory calibration of a spectrometer system to compare with an independently measured I O (l). The independently measured I O (l) must be at much higher spectral resolution than the spectrometer so that it can be accurately convolved with the measuring spectrometer's slit function. This technique would have the advantage of giving an absolute measure of C(NO 2 ) within the accuracy of the laboratory calibrations and the measured I O (l) (about 3%; 1 sigma).
[33] An essential requirement is that the measured I O (l) can be accurately matched (to better than 0.01 nm) in wavelength to the ground-based instrument so as to permit the canceling out of the solar Fraunhofer spectral features, leaving only atmospheric spectral absorption signatures. In practice this has proved to be difficult because of wavelength-dependent errors in both the reference and measured spectra from the use of different instruments (e.g., caused by different wavelength-dependent slit functions). Therefore we use a reference spectrum resulting from the instrument's own measurements. In order to determine the value of SC REF , we use two statistical approaches. Both field calibration methods, the ''Minimum-Amount Langley-Extrapolation'' (MLE) and the ''Bootstrap-Estimation'' (BE) method [Cede et al., 2006] , are described below.
[34] Assuming a hypothetical day with no tropospheric NO 2 , and with the vertical column in the stratosphere constant over some measurement period at a value VC 0 , the measured relative slant columns SC RELi at time i would be given by the linear relation
where SC i is the absolute slant column at time i and AMF Si is the stratospheric direct-sun air-mass factor at time i. To calculate the direct-sun air-mass factor we use equation (3).
where r is the distance from the center of the Earth to the measurement location ($6370 km), SZA* is the apparent solar zenith angle (i.e., the true SZA corrected for refraction), and h EFF is the assumed effective height of the NO 2 layer. Here we assume h EFF = 25 km for the stratosphere (AMF S ) and h EFF = 2 km for the troposphere (AMF T ).
[35] If, under these conditions, SC RELi is plotted as a function of the AMF Si , the SC RELi would all be along a straight line with intercept ÀSC REF and slope VC 0 as indicated in equation (2). Figure 7 shows SC RELi as a function of AMF Si for MFDOAS data during a 2-week campaign at Table Mountain Facility (TMF) An arbitrary measured noontime spectrum from 7 July 2007 was selected as a reference spectrum for both MFDOAS and Pandora, since that day appeared to have the smallest amount of cloud and haze compared to other days. The SC REL data are not along perfect straight lines, since the vertical column C(NO 2 ) amount was not constant over the whole measurement period.
[36] The MLE method assumes that the minimum vertical column amount of an atmospheric parameter (e.g., C(NO 2 ) ) is constant during some portion of the measurement period, so that it will be independent of AMF. If we have a set of SC REL measurements from a series of days, we assume that there is a corresponding subset of minimum C(NO 2 ) over the whole data series that was independent of the AMF S . The TMF case shown in Figure 7 is illustrative, but unusual, since each day's data forms an approximately straight line. Only a few points from different days contribute to the sharp lower boundary fitted with the red line.
[37] The measured SC RELi were binned in groups of 100 data points from lowest to highest AMF Si , and the minima in each AMF group were determined from the 2-percentile subset for each of 97 AMF bins (green dots). To minimize uncertainties in the calculated AMF, we limit the analysis to AMF < 5 (i.e., SZA < 80°). A straight line was fitted to the 2-percentiles from each AMF bin (red line in Figure 7) .
[38] Because the y-intercept in Figure 7 is 0.12 DU, the absolute slant column in the selected reference spectrum (noon on 7 July 2007) is SC REF = 0.12 DU. The slope (see equation (2)) of the fitted red line is VC 0 = 0.09 DU, which means the minimum C(NO 2 ) data at the location had a vertical column amount of 0.09 DU, which is approximately the stratospheric column. Adding SC REF = 0.12 DU to all of the data gives absolute slant columns, SC i . The vertical columns were obtained by dividing the measured SC i by the ''effective'' AMF (equation (4)).
[39] The effective AMF is a combination of a stratospheric AMF with effective height of 25 km assuming a stratospheric NO 2 vertical column of 0.1 DU, and a tropospheric AMF with effective height of 2 km for the tropospheric column amount. The obtained VC amounts give a nearly flat slope versus AMF (dark blue data points fitted with a horizontal dashed line in Figure 8 ).
[40] At a polluted site, the basic MLE assumption, i.e., the minimum vertical column amounts are independent of AMF, may or may not occur during a short campaign period. However, it is very likely to occur for instruments that are located at a measurement site for many months.
[41] Figure 9 is similar to Figure 7 , but using the relative slant columns from the Pandora data series at GSFC from December 2006 to October 2008. The reference spectrum is not from a single measurement, but is the average over many spectra taken on clear days. Because of the highly variable tropospheric C(NO 2 ) at GSFC, the individual days shown in Figure 9 are not visually separable. However, the lower boundary straight line, formed from SC REL data from many days, (selected from the minimum 2-percentile in each of 48 bins) is well defined and yields VC 0 = 0.21 DU and SC REF = 1.08 DU. The minimum vertical column at GSFC of 0.21 DU is approximately the stratospheric column, and the average slant column amount for the measurements used in the reference spectrum is 1.08 DU.
[42] The Bootstrap Estimation BE method is similar to MLE, but, instead of making no assumptions about the magnitude of the minimum vertical column in the database, VC 0 in equation (3), is assumed to be a specific amount, VC 0 = 0.1 DU, equal to a nominal midlatitude stratospheric value during a given campaign. Subtract this amount (i.e., VC 0 Â AMF Si ) from the measured relative slant columns, and equation (2) Table Mountain Station, a distribution results that is sharply peaked at about À0.1 DU (Figure 10 ). The mode of this distribution is the bin from À0.09 to À0.10 containing 12% of the total amount of data. The 2-percentile of this distribution is À0.14, or SC REF = 0.14 DU. Because the left side of the distribution is very steep, the exact choice of which percentile to use is not too critical (the 1, 2, 5, and 10 percentiles of the distribution are À0.15, À0.14, À0.13, and À0.12 DU, respectively).
[44] One qualitative way to judge whether the estimated value of SC REF is reasonable is to examine the variation of C(NO 2 ) throughout a single day when C(NO 2 ) is approximately constant. If the variation shows a nearly U-shape or inverse U-shape curve about noon instead of a flat line, then SC REF is probably in error causing an AMF effect on the calculated C(NO 2 ) amounts. An example is given in section 4.2.
[45] An absolute validation method is through the comparison of Pandora and MFDOAS data with the FTUVS (Fourier Transform Ultraviolet Spectrometer from NASA/ JPL TMF), which measures the absolute amount of C(NO 2 ) in the atmosphere (described in a separate paper, S. Wang et al., Direct sun measurements of NO 2 column abundances from Table Mountain, California: Intercomparison of low and high resolution spectrometers, manuscript in preparation, 2009) determined from two measurements on the left and right edges of the solar disk. The C(NO 2 ) values from that comparison agree well with each other (FTUVS agrees with Pandora within 4% and with MFDOAS within 6%).
Uncertainty Estimation (Pandora and MFDOAS)
[46] This section estimates the errors inherent in the measurement technique that are independent of the instrument making the measurements. Both Pandora and MFDOAS are capable of making measurements with a precision of ±0.01 DU, with MFDOAS able to achieve this level of precision using a shorter integration time than Pandora. The additional errors are estimates of any possible offset from the exact C(NO 2 ) or the exact SC(NO 2 ). On the basis of equation (4), the uncertainty in the SC is a combination of the uncertainties in SC REL , SC REF , and AMF.
[47] For clear-sky conditions, the precision of the SC REL is about ±0.01 DU. In the presence of clouds the signal to noise decreases since there are fewer photons received during a fixed integration time, with the precision worsening up to ±0.2 DU for thick clouds. In addition to this constant amount, we estimate another ±5% uncertainty for SC REL caused by a difference between the actual and assumed temperatures in the atmosphere, and a similar systematic bias caused by uncertainties in the laboratory absorption cross sections.
[48] On the basis of the field calibration discussion in the previous section, we estimate the uncertainty of SC REF to approximately half the stratospheric value of C(NO 2 ), or about ±0.05 DU.
[49] The uncertainty of the AMF depends mostly on the uncertainty in the assumed effective tropospheric layer height, which we have assumed to be at 2 km above the local surface. For SZA < 80°, the uncertainty in the AMF is less than 1%.
[50] For clear-sky measurements with SZA < 80°, we can neglect the precision of SC REL and the uncertainty in AMF in the total uncertainty budget, which means that the total uncertainty in equation (4) is simply given by E R = (±0.05 DU ± 5%)/AMF (2-sigma level). This uncertainty is very small for the purposes of characterizing air quality or for validation of satellite data. For a measurement of C(NO 2 ) = 1.5 DU, the error estimate is E R = ± [(0.05/ AMF) 2 + (0.05 Â 1.5) 2 ] 0.5 = ±0.09 DU for AMF = 1 and ±0.07 DU for AMF = 5, which is consistent with the nominal estimate of the measurement error of 0.1 DU for polluted sites given in the abstract.
Results
[51] Direct-sun Pandora and MFDOAS C(NO 2 ) results are compared to the total vertical column NO 2 retrievals from OMI (level 2, version 3) available through http:// avdc.gsfc.nasa.gov. In the OMI data files, two column amounts are given: one for the OMI observed amount and the other with an additional estimated C(NO 2 ) amount assumed below the clouds. Total OMI C(NO 2 ) under cloudy conditions is calculated by summation of the observed vertical column amount of NO 2 above the clouds and a GEOS-CHEM model value for the amount under the clouds . To optimize the comparison between the small FOV (a circle of about 120 m diameter at 4 km altitude for Pandora) direct-sun measurements and spatially averaged satellite observations, we select data with cross track positions (CTP) 10-50, where CTP 20-40 has an FOV of 13 Â 24 km 2 and off-nadir pixels CTP 10-19 and 41-50, have a much larger FOV. Of these, we only select pixels having distances less than 20 km from their centers on the ground to the instrument location. In addition, only days with OMI cloud fraction of less than 0.2 are used for the intercomparison.
Thessaloniki
[52] The first set of field measurements using Pandora was made during 14-24 July 2006 in the city of Thessaloniki, Greece (40.6335°N, 22.9564°E) in the middle of the moderately polluted scene shown in Figure 11 . The campaign was part of the European Union Scout-O 3 campaign during July 2006. The instrument was set up on an elevated platform on top of the Aristotle University Physics Department building approximately 60 m above sea level and about 1 km from the Aegean Sea. Aside from Pandora, measurements were also made with GSFC's polarization insensitive Brewer double monochromator, and other auxiliary instruments.
[53] Thessaloniki is a very densely built urban area with the Aegean Sea on the southwest side and mountains on the northeast. There is a high level of industrial activity leading to amounts of haze and pollution in the air that significantly reduced surface visibility (Figure 11 ) during our measurement period. Trace gases and aerosols over the city originate from different sources, including local (i.e., industry and traffic) and long-range anthropogenic pollution from European countries north of Greece [Zerefos et al., 2000] , a mineral dust component from the Sahara desert [Papayannis et al., 2005] , which was not observed during the campaign, and a marine water-haze component [Barnaba and Gobbi, 2004] . Despite recent efforts to control emission sources, boundary layer NO 2 levels in Thessaloniki have been found to be above the European Commission air quality standards [Fresenius, 2002] . The presence of NO 2 just above Thessaloniki is visible as a slightly brown layer as shown in Figure 11 .
[54] During the 10 days that Pandora operated in Thessaloniki there were no days clean enough, or with sufficient periods of constant C(NO 2 ), to use the MLE method, so we applied the Bootstrap calibration (BE) assuming VC 0 = 0.1 DU. The retrieved C(NO 2 ) are shown in Figure 12 for Pandora (blue), the Brewer (red with noise estimations) [Cede et al., 2006] , and OMI (green). The Brewer C(NO 2 ) data have the same potential accuracy in SC REF as Pandora. However, since there are only six sequentially measured wavelengths available for the Brewer, and because the Brewer operates in a reduced sensitivity region of the NO 2 absorption cross section, it has much less precision (red dots and noise estimations in Figure 12 ) than Pandora. The ±0.01 DU Pandora precision is about the width of the blue dots. The clear-sky portions of the daily variation seen by the Brewer and Pandora usually agree with each other within the Brewer noise estimations. Because of a software error, there were several periods where Pandora did not perfectly track the sun and had only part of the sun's disk in its field of view. During these periods, highlighted by a light gray background, the Pandora-retrieved aerosol optical depth was significantly higher compared to the colocated Brewer and CIMEL retrievals. However, the retrievals of C(NO 2 ) were only marginally affected by this tracking problem because of the use of a DOAS retrieval algorithm. A successful sun-search routine usually brought the measurements back to the correct value (see, e.g., 15 July, shortly after 14:00). The software sun-tracking problem has now been solved. Open blue circles in Figure 12 are Pandora C(NO 2 ) data retrieved with an rms (root mean square) precision >1% because of reduced signal level caused by clouds.
[55] The Brewer data were obtained approximately every 20 min, while the Pandora data were obtained every 2 min, and OMI data were obtained once or twice per day. On some of the days observations were obtained during partly cloudy conditions, with the sun going in and out of thin clouds. Thin clouds only slightly degrade the Pandora data, since the wavelengths are obtained simultaneously. The same is not true for the Brewer, where the 6 wavelengths are obtained sequentially over a short interval. Each Brewer wavelength is integrated multiple times for 0.1147 s, or about 0.7 s for all six wavelengths. This time difference between successive wavelengths is sufficient for the radiances to change as a function of wavelength because of changes in cloud and aerosol transmission during the 0.7-s measurement period. While the wavelength-to-wavelength changes are small, it affects the ability to remove the solar Fraunhofer line structure. The result is additional scatter in the Brewer estimates of C(NO 2 ) as is clearly shown in Figure 12 . This effect is particularly clear on Saturday 15 July, where the Pandora data are highly correlated from measurement to measurement, while the Brewer data show substantial random scatter that is greater than their estimated noise.
[56] On Sunday, 16 July, there was moderately heavy cloud cover. This is clearly seen in the scatter of the Pandora C(NO 2 ) data (blue dots), which persisted into Monday morning, 17 July, after which the data are again highly correlated. There is hardly any Brewer data on the 18th and 19th, since the sky was fully overcast. There were also less Brewer data on the 18th, since the Brewer performed different measurement routines on that day.
[57] The more frequent data cycle and higher precision of Pandora is an advantage over the Brewer, which misses some of the features clearly seen with Pandora, such as the morning peak on 20 July. Interference by light cloud cover also causes missing Brewer data, but only moderately reduced precision data from Pandora. The Brewer data are cloud screened by requiring that the measurement noise to be less than 0.5 DU, while the simultaneously retrieved aerosol optical depth at 363 nm is less than 1.5.
[58] Some common features stand out during the two weeks that measurements were made in Thessaloniki. On most workday mornings, C(NO 2 ) rises rapidly from its nighttime low to reach a peak value at approximately 11 a.m. (0800 GMT), and then falls steadily throughout the day. The morning peak is probably caused by the heavy automobile traffic and the startup of local industry. C(NO 2 ) amounts decrease all during the afternoon caused by tropospheric photochemical reactions and clean-air winds from the Aegean. This was true on every day except Thursday 20 July when the decreasing C(NO 2 ) effect was postponed until about 1500 hr GMT (1800 local), when the photochemical production of NO 2 is reduced. On Sunday, 23 July, the amount of C(NO 2 ) is considerably less than on other days, which correlates with reduced automobile traffic and factory operation. A comparison with Thessaloniki OMI overpass data shows good agreement (green dots in Figure 12 ) when overpass pixel locations were near the Pandora observing site. In Thessaloniki, as at other urban polluted sites, the 13:30 OMI overpass misses the early-morning rush-hour maximum in C(NO 2 ), so that the satellite value is frequently an underestimate of the daily average C(NO 2 ).
Goddard Space Flight Center, Maryland
[59] The location for the first intercomparison campaign for Pandora and MFDOAS (14 to 25 May 2007), and for the Pandora data series from December 2006 to October 2008, is on the roof of a building about 88 m above sea level at Goddard Space Flight Center (GSFC, 38.993°N, 76.840°W). GSFC is close to two major highway systems and a busy local road that are strong sources of NO 2 (automobile NO emissions that are quickly converted to NO 2 in the atmosphere).
[60] The campaign at GSFC was designed to compare Pandora with similar measurements made by the MFDOAS spectrometer in a moderately polluted area using the same algorithm, cross sections, and field-calibration methods.
The following discussion applies to both instruments, which were always in close agreement. The close agreement gives confidence to the use of our ground-based C(NO 2 ) data to validate OMI C(NO 2 ) retrievals. There were no days during the 12-day campaign where C(NO 2 ) amounts were as low as stratospheric values. This caused the bootstrap (BE) field calibration technique to disagree with the Modified Langley (MLE) method as expected, whereas at the unpolluted TMF site, both methods agreed quite closely and showed nearly the same detailed dependence throughout each day (Wang et al., manuscript in preparation, 2009) . Figures 13 and 14 show the C(NO 2 ) retrievals for the GSFC site using the BE and MLE calibration techniques, respectively. Examination of the BE calibrated data (Figure 13 ) appears to show a calibration artifact that is most noticeable on 21 May, where the midday values are below the nearly identical morning and evening C(NO 2 ) values in a shallow U shape.
[61] When the same data are calibrated using the MLE method, the U shape is no longer present, and the C(NO 2 ) values on 21 May are nearly constant throughout the day. For the campaign data obtained at GSFC, there is simply not enough data to effectively use the BE method, and, only by chance, was there enough constant C(NO 2 ) as a function of SZA to effectively use the MLE method. Because the conditions favored the MLE method, it is likely that the curvature on 21 May shown for the BE calibration is Figure 13 . MFDOAS and Pandora C(NO 2 ) data from GSFC during May 2007 calibrated with the BE calibration method. Also shown are the OMI overpass total column data (green). The MFDOAS data (red) are sparser than Pandora (blue) whenever MFDOAS is interspersing measurements of sky radiances.
incorrect. The conclusion is that field calibration is possible and reasonable, even for short campaigns. However, a longer campaign would increase the probability of obtaining a more accurate calibration. Alternately, the instruments must be sufficiently stable so that calibration can be transferred from site to site. This is not a problem for permanently sited instrumentation with long data records.
[62] The differences between BE and MLE calibrations for short campaigns can be large enough to change the comparison conclusions about OMI C(NO 2 ) data. C(NO 2 ) data measured from GSFC ranges from $0.1 to $0.9 DU as would be expected in a moderately polluted site. Comparison of the ground-based C(NO 2 ) with those from OMI, during its 13:30 overpasses time, and from one orbit after or before (90 min) shows only moderate agreement. Using the preferred MLE calibration for the May 2007 campaign suggests that OMI is lower than the ground-based measurements for the majority of the campaign days. This might be expected if the large OMI pixel averages polluted and unpolluted areas relative to the polluted GSFC site.
[63] On 14 May 2007 MFDOAS sampled every 10 s and Pandora every 15 min near local noon (Figure 15, top) . The MFDOAS data shows that there is changing C(NO 2 ) amounts of up to 0.2 DU/10 min above GSFC. The less frequent data from Pandora generally follows and agrees with data from MFDOAS, but misses the details of the C(NO 2 ) variation. On the morning of 24 May 2007, the measuring cadence of Pandora was changed to more closely match MFDOAS. MFDOAS sampled every 4 s (light red dots) and Pandora every 2 s (light blue dots). Because instrumental noise may be a problem for the short Pandora integration times, both data sets were smoothed using running 1-min averages (solid lines).
[64] A closer look at the Pandora data suggests that the 2-s integration time retrieval detected real changes in C(NO 2 ) that were not the result of instrument noise. This can be seen from the systematic distribution of Pandora points relative to the maxima and minima of the 1-min averages in Figure 15 .
[65] The averaged data shows a clear cycle with a rate of change for C(NO 2 ) of 0.1 DU/min with a 2-min period. Because two independent instruments, MFDOAS and Pandora, observed the same variability, the observations are not instrument artifacts. Such rapid change increases the difficulty of interpreting differences with OMI satellite overpass data, which are not precisely colocated and have a much larger FOV. Pandora and MFDOAS FOVs are approximately 1.5°, and are effectively only 0.5°when looking at the Sun, which is about 30 m at the top of the boundary layer at about 3 km. The rapid temporal variability of about ±20% in magnitude over a few minutes suggests the difficulty of accurately modeling the effects of local transport in the boundary layer on the chemistry involved with air quality. A possible, but unproven, source of the short-term C(NO 2 ) variation is from the operation of a traffic light on a nearby (Figures 7  and 8 ), which demonstrate sensitivity to C(NO 2 ) and field calibration of Pandora and MFDOAS at a clean site. The daily C(NO 2 ) results from TMF will be presented in a separate paper (Wang et al., manuscript in preparation, 2009) , which also provides the details of a third instrument, the JPL FTUVS, using a totally independent method of observation, and whose field calibration is not dependent on the amount of C(NO 2 ) in the atmosphere or on obtaining a solar reference spectrum.
Long-Term Comparison of Pandora With OMI at GSFC
[67] A Pandora instrument has been operating frequently for about 2 years at GSFC with breaks for field campaigns, calibration and repairs, and unfavorable weather conditions. During this time, Pandora has obtained 172 cases of C(NO 2 ) data that can be compared with OMI. Of these, 79 cases are for conditions where the OMI cloud fraction was small (cloud fraction <0.2) and where the distance D GO of the center of the OMI pixel from the GSFC observing site was less than 20 km. For these cases (heavy blue dots in Figure 16 ), the linear least squares fit yielded a slope of 0.98 indicating that the OMI C(NO 2 ) retrievals are nearly evenly distributed relative to those values measured by Pandora. When considered as a time-ordered series, the correlation coefficient is 0.73, suggesting that there is only moderate day-to-day correlation between the points with regard to C(NO 2 ) amount.
[68] This is expected at the GSFC site where the spatial distribution of C(NO 2 ) is probably highly variable with distance from the NO 2 sources (nearby roads and highways). The remaining 172 cases, where D GO > 20 km and/ or the cloud fraction can be greater than 0.2, have a slope of 0.97 and a correlation coefficient of 0.44, indicating that OMI was sampling areas with both greater and less NO 2 pollution than GSFC (e.g., areas near the Chesapeake Bay or over Washington, DC). The results indicate the importance of careful filtering of OMI pixel data for pixel location and relatively clear scenes for validation of OMI retrieved C(NO 2 ). When OMI detects cloud-contaminated scenes, the OMI algorithm provides a climatological model value for the amount under the clouds . Inclusion of this correction removes an apparent bias relative to Pandora from y = 0.88 x (not shown) to y = 0.97 x as shown in Figure 16 .
[69] The highly variable daily time dependence of C(NO 2 ) is illustrated (Figure 17 ) for 30 November 2007 , 25 March 2008 , and 17 April 2008 . In most cases, C(NO 2 ) has a small value in the morning shortly after sunrise followed by larger values later in the day. Occasionally, this is not true (see Figure 13 for Monday, 21 May 2007) when the local meteorology provides very clean air. For 21 May 2007, there was a coastal storm on Friday and Saturday (18th and 19th) with a cold front that cleared the area on Sunday and Monday leaving almost cloud-free sunny conditions on Monday with very low pollution levels. On 30 November 2007, the weather was clear after a cold front came through with winds in the morning allowing pollution to build up in the afternoon.
[70] As indicated by the red dot, the agreement with OMI was quite good. On 25 March 2008, the weather was calm, cool, and sunny until the afternoon when clouds appeared. This allowed pollution to build by 10:00 until noon when the weather started to change. The agreement with OMI was fair for both orbits with OMI tracking the general diurnal change. On 17 April 2008, the weather was sunny, clear and warm with afternoon breezes. The comparison with OMI was poor on both orbits, but with OMI tracking the observed diurnal change. The 13:30 OMI pixel location was not near GSFC (D GO ) 20 km).
Seasonal and Day of the Week C(NO 2 ) Versus Local Time
[71] Even though the day-to-day C(NO 2 ) has high variability, there is a general pattern with respect to seasons and with day of the week as shown in Figure 18 where the seasonal variation is much larger than the standard error of the mean. Seasonal behavior for the spring and summer C(NO 2 ) are similar with a maximum most frequently occurring in the morning and then falling throughout the rest of the day, but with spring C(NO 2 ) values significantly higher than during the summer. The autumn C(NO 2 ) increases in the morning, similar to spring and summer, but continues to increase until about 15:00. The winter values decrease in the morning until about 09:50, and then increase until about 17:00. The day of the week behavior (Figure 18 , right) shows increasing pollution from Monday until it reaches a maximum on Thursday, and falls to a minimum on the weekend as would be expected from reduced traffic near a business site. [73] Richland, WA is part of a three-city complex (TriCities) with a population of about 150,000, located in the semiarid sparsely populated region of central Washington. The cities are interconnected by a small network of heavily traveled multilane federal and state highways. The measurement site was 6 km north from the center of Richland (approximately 6 km) and northwest of the main highway system highway system (about 15 km). The Hanford nuclear reservation, which is closed to the general public, is immediately north of PNNL. Because the main source of NO 2 pollution in the Tri-Cities area derives from vehicular emissions, considerable NO 2 heterogeneity is expected within short distances, ranging from clean rural concentrations north from the site to urban pollution to the south. MAX-DOAS measurements conducted in sequence with direct-sun measurements clearly show enhanced NO 2 loading toward the south and southeast compared to the north direction. NO 2 data from the site show clear dependence on wind direction and wind speed. Winds blowing from the north bring air representative of rural agricultural environments, and winds from the south or southeast carry air characteristic of urban pollution. As a result, OMI nadir pixels (footprint of 13 Â 24 km 2 ) over the instrument site most likely encompass areas with NO 2 characteristic of rural air and areas with urban NO 2 pollution. Such heterogeneity poses a significant difficulty when comparing direct-sun measurements with the spatially averaged OMI retrievals. MAX-DOAS measurements might be used to detect the heterogeneity and derive a correction to the direct-sun measurement, which may present a better choice for satellite intercomparison under such conditions.
[74] MLE and BE calibration methods were applied to 14 clean days (mainly weekends) throughout the campaign to determine SC REF . Good agreement was achieved between the two methods converging at SC REF of 0.21 DU. MFDOAS direct-sun C(NO 2 ) were compared to OMI C(NO 2 ) from pixels with cloud fraction <0.2 and distance from the pixel center to the instrument of less than 20 km. Among them 17 were nadir pixels (FOV 13 Â 24 km 2 ), 16 off nadir pixels FOV > 13 Â 24 km2) and the rest were far from OMI's nadir view pixels, which have much larger spatial averaging. Cloudy OMI pixels with erroneous C(NO 2 ) below clouds (À1.26765 Â 10 30 molecules/cm 2 ) and far off-nadir pixels 0 -9, and 51-60 were excluded. This resulted in comparison with 27 OMI C(NO 2 ) measurements. Figure 19 shows OMI C(NO 2 ) and coincident 1-hr averaged C(NO 2 ) measured by MFDOAS with appropriate error bars. The highest three OMI NO 2 values were associated with the OMI pixels encompassing the highway system and increased traffic caused by local farmers market events.
[75] OMI total C(NO 2 ) errors were estimated from E R OMI = ± [(E observedNO2 ) 2 + (E belowCloudsNO2 ) 2 ] 0.5
, where E observedNO2 and E belowCloudsNO2 are reported OMI standard deviation [76] The correlation of MFDOAS C(NO 2 ) with OMI C(NO 2 ) is 0.47 and the slope 0.84 with OMI over predicting. The large errors in the OMI retrievals, the problems with spatial heterogeneity, and wind direction dependence all contribute to this poor correlation. These data show the difficulties involved in comparing point ground-based measurements with spatially averaged satellite data.
Summary
[77] C(NO 2 ) data are presented from field campaigns at three sites, Thessaloniki (moderately polluted), in Greece, Greenbelt, MD (moderately polluted), and Richland, WA (less polluted) using two new and independently developed spectrometer systems, Pandora (GSFC) and MFDOAS (WSU). Field calibration is illustrated using data from an additional campaign conducted with Pandora and MFDOAS at the normally clean JPL TMF site, where the slant columns measured each day were mostly distinct from one another (Figure 7) . A similar field calibration is presented for the moderately polluted GSFC site showing that field calibration is effective under most conditions, if the campaign is of sufficient length to meet the requirements of the BE or MLE methods. The field calibrated C(NO 2 ) retrievals from Pandora and MFDOAS were in close agreement. Both instruments were shown to have a precision of 0.01 DU and a nominal accuracy of 0.1 DU based on a combination of laboratory and field calibration methods. The 0.01 DU precision is sufficient to track minute-byminute changes in C(NO 2 ) throughout each day with typical values ranging from 0.2 to 3 DU at GSFC and Aristotle University. This study suggests the desirability of using MFDOAS as a reference standard for the smaller portable Pandora series of instruments that can be located at multiple sites around the globe or within an urban airshed to study local pollution conditions and for validation of satellite data under a wide variety of conditions. Results from the extended Pandora data record (2 years) at GSFC, MD and MFDOAS (73 days) at PNNL, WA were compared to OMI results with a correlation of 0.73 (Y OMI = 0.98X Pandora ) at GSFC and 0.47 (Y OMI = 0.84X MFDOAS ) at PNNL, which shows that the GSFC Pandora C(NO 2 ) were in good agreement with OMI on average, while the OMI C(NO 2 ) values were less than those at PNNL from MFDOAS. The GSFC data showed the diurnal variability in C(NO 2 ) for different seasons and as a function of the day of the week. The successful intercomparison of Pandora and MFDOAS suggests that the direct-sun DOAS technique can be used for validation of satellite (e.g., OMI) retrievals of C(NO 2 ). Comparisons with OMI show that the agreement is good when the OMI FOV is closely coincident with the location of the ground-based instrument, especially in relatively homogeneous environments. At polluted sites, the large FOV of OMI (13 Â 24 km 2 ) usually measures less than Pandora, since it is the average of clean and polluted regions. The reverse was observed when the ground-based instruments were located at a very clean site surrounded by polluted regions located within an OMI FOV. DS-DOAS ground-based measurements of C(NO 2 ) are essential for satellite validation of NO 2 and for high-precision determination of the highly time variable changes in C(NO 2 ) from the motion of spatially inhomogeneous air parcels in the instrument FOV.
