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Abstract-The exact discrete time representations of both a closed and an open system of fourth- 
order differential equations are considered, in which all vector processes may contain both stock and 
flow variables. For extra generality, the closed system of equations contains seasonal dummies. The 
open system here contains levels and derivatives (up to fourth.order) of the vector of exogenous 
variables whose continuous time paths are approximated using a quartic interpolant. @ 2003 Else- 
vier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Macroeconomic variables evolve on a finer time interval than that at which they are observed as 
they adjust to decisions made at the microeconomic level of different economic agents at random 
points in time. Hence, the discrete time models that are invariably constructed to describe the 
movements of such variables can be viewed only as approximations to some underlying framework 
that is a function of a continuous time parameter. Continuous time econometric modelling offers 
many features that make it an attractive framework in which to construct macroeconomic models, 
and the reader is referred to. [1,2] for details. 
Typically, (systems of) differential equations are used to model (vector) time series in the 
continuous time framework. References [1,3] contain various continuous time studies that con- 
sider the problem of estimating the structural parameters using discretely observed data. In 
recent years, this has involved deriving the exact discrete time model from the solution of the 
(system of) differential equations. In this paper, expressions are determined for the coefficient 
matrices and the autocovariance matrices in the discrete time model derived from (both closed 
and open) systems of fourth-order differential equations. The discrete time representation is of 
VARMA form of order (4,3) or (4,4) and so the application to seasonal time series is obvious. 
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08981221/03/$ - see front matter @ 2003 Elsevier Science Ltd. All rights reserved. Typ==t by -%4-W 
PII: SOS98-1221(03)00211-6 
214 J. S. MCGARRY 
Autoregressions of this type are popular for modelling seasonally observed data in the discrete 
time framework as they may capture correlations between observations in the same seasons of 
different years. Deterministic sessonality is often a feature in economic time series which can 
be simply represented by seasonal dummy variables. To date, seasonal dummies have not been 
considered in the continuous time econometric literature. Here, they are explicitly included in 
the closed form model. 
A further contribution of this paper for the modelling of seasonal time series is in the treatment 
of exogenous variables, which appear here in levels and derivatives up to fourth order. Much of 
the literature assumes the exogenous variables to be quadratic functions of time. The assumption 
made here is that the exogenous variables are generated by a quartic interpolant; i.e., they are 
polynomials in time of degree not.exceer$ng four on overlapping intervals [t’ - 5, t’] of [0, T]. This 
produces fourth-order lags of the exogenous variables in the exact discrete time model and thus 
encapsulates seasonal correlations between the dependent and independent variables. 
The lack of focus on issues of seasonality in the continuous time literature has led to empirical 
applications that use seasonally adjusted data and low-order differential equations,’ examples 
being [4,5]. However, the seasonal behaviour exhibited by many economic time series is an 
inherent part of their evolution, which should be captured within the modelling process rather 
than extracted from the series prior to estimation. Adjusted data can be avoided .with the 
representations here. 
The paper is organised as follows. The exact discrete time models are derived for the closed 
system of differential equations in Section 2 and for the open system in Section 3. The proof 
of Theorem 2 is given in Appendix A, and Appendix B contains the formulae that define the 
coefficients of the exact discrete time representation of the open system of differential equations. 
2. THE CLOSED SYSTEM OF DIFFERENTIAL EQUATIONS 
Consider the following fourth-order closed system of differential equations: 
d [D3z(t)] = [A3(0)D3z(t) + A&9)D2z(t) + Al(B)Dz(t) + Ao(O)z(t) 
+ W)c(t)] dt + C(dt), 
(1) 
where {z(t)}go is a real-valued q-dimensional stochastic process and c(t) is a four-dimensional 
vector consisting of a constant and three seasonal dummy variables defined as 
si(t) = 
1, in quarter i, for i = 1,2,3, 
0, otherwise. 
It is envisaged that applications of this model will be to quarterly observed data, and hence, 
quarterly dummy variables are defined. The vector c(t) is, therefore, a vector of exogenous 
variables whose continuous time paths are known; e.g., q(t) = 1 for all 7 - 1 < t 5 r where 
(T - 1, T] represents the time interval of quarter one in each year of the sample. The matrices 
Ao(% . . ,-43(e) are of dimension q x q and B(B) is a q x 4 matrix, all known functions of an 
unknown p x 1 parameter vector 0 where p < 4q(q + 1) (this upper bound represents the number 
of elements in all matrices). The stochastic derivative D is the mean square differential operator 
as defined in [6]. The disturbance term, ((dt), in (1) is a vector of random measures that is 
assumed to have white noise properties, and the following assumption is made. 
ASSUMPTION 1. [(dt) = [<l(dt), . . . , &(dt)]’ is a vector ofrandom measures, defined on all subsets 
of the line 0 < t < 00 with finite Lebesgue measure, such that E[C(dt)] = 0, E(C(dt)C(dt)‘] = 
‘The properties of first- and second-order systems of differential equation are well established in the continuous 
time literature (see [l] for some examples). 
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C(dt), where C is a positive definite matrix and E[Ci(A&(Az)] = 0, i,j = 1,. . . ,q for any 
disjoint sets Al and AZ. 
Given that the disturbance term in (1) is a random measure and hence, defined on intervals of 
time rather than at points in time, the term D4z(t) does not exist. The process z(t) is therefore 
interpreted as satisfying a stochastic integral equation system 
D3x(t) - D35(0) = J ot [A3(e)D3s(r) + . . . + Ac@)z(r)] dr + 1’ B(B)c(r) dr + /’ C(dr), (2) 0 0 
where the first, integral on the right-hand side is defined in the wide sense,2 the second integral’ 
si C(T-) dr is observable, and si c(dr) = <[O,t]. Defining the 4q x 1 vector y(t) E [z(t)‘, Do(t)‘, 
D%(t)‘, Pz(t)‘]’ all ows the system to be written in companion form 
4/(t) = [A(e)y(t) + B*(@)c(t)l dt + C*(W, (3) 
where the 4q x 4q matrix A, the 4q x 4 matrix B*, and the 4q x 1 vector C* are given by 
The zero matrices in A, B’, ‘and I* are of dimension q x q, q x 4, and q x 1, respectively. The 
solution to (1) exists and is unique; see [6]. This solution satisfies integral equation (2) and the 
boundary conditions y(0) = [z(O)‘, . . . , D3z(0)‘] w lc h’ h are nonrandom, and is given by the first q 
equations of the system 
s t t y(t) = eAty(0) + eA(t-P)B*c(r) dr + / eA(“-‘)c(dr), 0 0 
where the matrix exponential is defined as eAt = Czo(At)i/(i!). 
ASSUMPTION 2. Ao(e) is a nonsingular matrix. 
System (3) is nonstationary if there are zero roots (z = 0) of the equation det(a(z)) = 0 where 
a(z) = ~14~ - A is the characteristic equation. Hence, if A is singular (at least one eigenvalue 
of A equals zero) then the system is nonstationary. The matrix A is singular if and only if A0 
is singular.3 Therefore, Assumption 2 rules out the possibility of zero roots and thus integrated 
and cointegrated processes (although the assumption can be maintained in the presence of unit 
roots if the appropriate differencing operator is applied to y(t)). Chambers [8] and McCrorie [9] 
determine methods for incorporating zero roots. Allowing for zero roots creates difficulties when 
deriving the coefficient matrices for the open model, and hence, Assumption 2 is maintained 
throughout thii paper. 
Allowing for both stock and flow variables ,4 the vector z(t) can be partitioned as z(t) = 
[x”(t)!, d(t)‘] h w ere z”(t) is qS x 1, d(t) is qf x 1, and qs + qf = q. Essentially, the aim is to 
derive a discrete equation that is satisfied by the observable components in the vector 
*See [7] for a definition of integration in the wide sense. 
3The characteristic equation of (1) is a(z) = z*I,, - A3z3 - - A0 such that la(z)1 = 0 has a zero root if and 
only if lAoI = 0. 
4Stock variables such as inventory levels, money supply, etc. are observed at integer points of time (t = 0, 1,2,. ) 
and flow variables such as output and consumption are observed as integrals over the interval t - 1 to t for 
t = 1,2,. 
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Selection matrices are used to pick out the required elements from the above vector. Thus, 
selection matrix Sr, given by 
where q’ = 3q - q’, Ik denotes the k x k identity matrix, and Ok1 is the k x 1 null matrix, will 
produce the following vector of observable variables: 
fort= l,... , T, since $r Dxa(r) dr = x”(t) - xs(t - 1). The unobservable vector of variables is 
obtained in a similar fashion by applying selection matrix S’z defined as 
1 
such that 
Wt = sz / t y(r) dr = x’(r) dr,xcf(t) - xf(t - l), t-1 J t t D2xs(r) dr, . . . , s D3xf (r) dr t-1 t-1 1 I . 
ASSUMPTION 3. The 3q x 3q matrices Czz and &f, defined in Theorem 1, are nonsingular. 
The problem for the econometrician is to estimate the vector of parameters /3 = [V, CL’, y’]’ 
(where p are the elements of C and y is the vector of unobservable elements in y(O), i.e., y = 
[xf(O)‘, ax(o)‘, . . . , D3x(0)‘]‘) from system (1) using the sample of observations 21, . . . , XT that 
are assumed to be generated from the continuous time model. This is achieved through the 
estimation of a discrete time model that is satisfied exactly by the data. The coefficient matrices 
of the exact discrete time model, defined in terms of the 9 parameters, and the autocovariance 
matrices are given in Theorem 1 below. The methods are based on [8] in which the exact discrete 
time model for a general kth-order system is derived. 
THEOREM 1. Under Assumptions 13, the complete exact discrete time model corresponding to 
the continuous time system (1) is given by 
xl = &Y(O) + blcl + 711, 
xz = JIXI + Gay(O) + hc2 + C12b2~1 + 772, 
~3 = Ax2 + J2x1 + G3yP) + hc3 + Gzh + ‘ZGdwl + 173, 
x4 = Ax3 + J2x2 + 53x1 + Gey(O) + blc4 + C&m + C&r&c2 + GzC&bzcl + 74, 
(5) 
xt = Fl(qxt-l + F2(eb2 + F3(6k3 + F4(q~t-4 + Ko(e)ct + w+2-l + K2(e)k2 
+ K3(e)k3 + 71tr 
fort=5,... , T, where ct = c(t) for discrete time periods and where 
Gl = SIH, G2 = C12S2K 
G3 = C12C22S2H, G4 = G2C;2S2K 
Jl = Glr J2 = C12C21, 
J3 = C12C22C21, 
Fl = Cl1 + CIPMNI, Fi = ClzMNi, j = 2,3,4, 
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Ko = 61, Kj = ClzMbj, j = 1,2,3, 
Cl1 = ww:, Cl2 = ww;, 
c21 = S2J7(1Pq, c,, = S2F(l)S;, 
bl = Sib, b2 = Szb, 
= [El : 82 : 6 ] 3 1 b = HB*, 
O” (rA)j 1 




eAt dr 1 
j-0 0 
771 = Sl’ul, v.2 = 2112 + G2S2v1, 
7?3 = u13 + c12u22 + c12c22s2v1, 
774 = u14 + ci2u23 -k 42c22u22 + c12c;2s2% 
U1t = &‘Ut, u2t = S2vt, 
qt = ult + GzMet, vt = F(r - s)<‘(ds) dr, 
et = [+- l? 4,t-2,4$-3&t-lr 4,t-2,4,t-3 I’, 
c12c,-,l 
M = &f-l [-13q : M’] , 
. 
M = C12C,-,2 , [ 1 G2c,-,3 
c12c,-,l 0 0 
M* = C12C;22 C12C,-,1 0 
c12c,-,3 _ 1 c12c;22 c12c,-,l 
-z Cl1 0 0 
0 -LJ 91 0 
NC ; ’ -z Cl1 
c21 0 0 
= [N,Nz,N3,N41. 
0 0 C2l 0 
-0 0 0 CZl- 
The discrete time disturbance vectors ql, . . . , VT have the following moving average representa- 
tion: 
t-1 _ _ 
77t = pi&-i, t = 1,...,4, 
i=O 
4 
qt = ~B,Et--i, t,= 5 ,,.., T, 
i=o 
where 
PO = [S1 : 01, Pl = [ClZSZ : Sl], 
p2 = (C12C22S2 : G2S21, P3 = [s2Gs2 : G2C22S2] 1 
Bo=[S1:O], BI = [C12M11% + C12MzS2 : SI], 
B2 = [G2M12& + c12M3s2 : C12M1& + S2M2S21, 
B3 = [c12Ml3% + c12M4s2 : C12&2%+ ‘%2M3s2], 
B4 = [o : c12Ml3& + c12M4s2], 
M = [Ml : ... : M4], MI = [Mu : Ml2 : M13]r 
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6 = [v:t,V;t]‘, t = 1)“‘) T, 
I 
t 
v1t = rl(t - r)c*(dr), 
t-1 I 
t 
‘U2t = r20 - r>c*(dr), 
t-1 
I-l(r) = A-’ [F(r) - Id,J I’z(T) = A-‘[F - F(r)] 
The autocovariance matrices of ~1, . . . , rp are given by 
t-1 
E(wLj) = Rt,t-j = c p,s2&mj, t = l,... ,4; j=o ,..., t-1, 
i=j 
4 
E(qtqi-j) E S&t-j = C BiQcPl!_j, t=5 ,..., 8; j=t-4 ).“) 4, 
i=j 
4 
E(Qtd-j) z fij = 2 B&EI,!-~, j = 0, . * ) 4; t=5+j,...,T, 
i=j 




0 Cf,ll = lTl(~)E*l?~(~) dr = A-1@;2@12 (A ’ -’ - A-‘C* [F’ - &] (A’)-2 ) 
0 
- A-2[F - I@* (A’)-1 + A-‘C* (A’)-‘, 
R <,12 = 
I 
o1 I’,(r)‘E*I’;(r) dr = A-2(F - L&*F (A’)-’ - A-‘C’F (A/)-l 
- A-%;,G12 (A’)-’ + A--lx* [F’ - &] (A’)-2, 
Q&21 = f&2, 
J 
1 
f-l &22 = I’,(r)C*lT2(r)‘dr = A+‘C*F’(A’)-’ - A-lFC* [F’ - &] (A’)-2 
-“A-2[F - 14,JC*F’(Ar)-1 + A-%;,CQ(A’)-~, 
0 0 ‘’ 0 
C* = E(C*(dt)c*‘(dt)) = 0 : : : : [ 1 0 . ’ . c 
!Cl = E(qq’) is a matrix of dimension qT x qT and has the form 
011 f-G2 n:, % i-q, 0 0 . ’ . . 0 0 
a21 a22 fia, Ql,, fi:, f&i 0 0 . . . . 0 
0231 a32 a33 fi$, f&j %i fig, 0 0 . . . 
a41 042 043 a44 n&i flkfj Ok7 %s 
0 . 
a51 052 053 a54 00 Q’, f-% f-G 
fq . . . . 
0 Q62 a63 Q64 f-h a0 a: f-& $-); . . . . . 
0 0 a73 a74 a22 Ql 00 f-q . . . . . . 
0 0 sl64 03 522 i-21 . . . . . ’ n& 0 
0 0 04 Cl3 . . ’ . 00 i-2; 0; 0; s-l& 
. . . n, 00 cl; 0; n; 
. . . $22 0, Ro n; n; 
0 . . . . . 0 fl4 R3 522 Rl s-lo s-l; 
0 0 . . . . . . 0 a4 Q3 02 521 Qo 
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The reader is referred to [8] for a detailed proof of this theorem for a general Icth-order system 
of differential equations without seasonal dummies. Treatment of the dummy variables is similar 
to that of a constant term. Since the vector c(t) = Q for discrete t and is either 0 or 1 over 
the unit time period (one quarter in this case), it is possible to write $r eA@-‘)B*c(r) dr as 
s,’ eAr @B*Q = bq. However, because some of the elements of the vector c are time dependent, 
the vector is affected by the lag transformations that occur in the proofs in [8]. This explains the 
presence of lagged Q in (5). It should be noticed that the sum of the coefficients on the terms 
involving the vector c is equal to that of the coefficient matrix on the constant term in [S]. Hence, 
with no seasonal dummies, the discrete time model here reduces to the fourth-order equivalent 
from [8]. 
Notice also from Theorem 1 that the submatrices of Rc implicitly involve integrals of the form 
sl eA’T*eAr d T-. Using a result from [lo], this integral can be written as @ksQrz and the matrix 
exponentials themselves can be computed in a variety of ways, e.g., the Pade approximation with 
scaling and squaring as discussed in [ll]. 
Closed models such as (1) can be of limited use in applied econometric work. Economic theory 
may suggest the need for exogenous variables in the continuous time specification. It is essential, 
therefore, to consider the presence of exogenous variables in the fourth-order differential equation 
system, and in the following section they are included as both levels and derivatives. 
3. THE OPEN SYSTEM OF DIFFERENTIAL EQUATIONS 
Consider the following fourth-order closed system of differential equations: 
d [D3z(t)] = 5 Ai(e + 2 Bi(B)Ih(t) dt -I- C(d), 
i=o i=o 1 (6) 
where z(t) is an m x 1 vector of exogenous variables and B<(O) for i = 0, . . . (4 are q x m matrices 
of known functions of 8. The vector z(t) contains variables whose continuous time paths are not 
observable, but it may also contain a constant term, dummy variables, and also time trends. For 
example, time trends are included in [12] to account for technical progress, a factor which is not 
directly observable. The other variables are as defined in the closed model in the previous section. 
Equation (6) can be interpreted as meaning that z(t) satisfies the stochastic integral equation 
&li(O)D’i~(r) + & B@)Di,,,)] dr + St C(dr). 
i=o i=o 0 
(7) 
The exogenous variables are a mixture of both stock and flow variables such that z(t) = [z”(t)‘, 
zf (t)‘] where 9 (t) is an rn’ x 1 vector of stock variables, zf(t) is an mf x 1 vector of flow variables, 
and ms + mf = m. The observable vectors are defined as 
fort=l,.,.., T, where the observable stock component is simply a trapezoidal approximation to 
St”- 1 zs (~1 d,-. 
The continuous time literature has suggested several ways to deal with estimating the param- 
eters in differential equations that contain exogenous variables. To obtain consistent estimates 
from discrete data, assumptions need to be made regarding the process that generates the con- 
tinuous time paths of the exogenous variables. Use has been made of approximations in which 
integrals are replaced by trapezoidal approximations and then simultaneous equation estima- 
tion techniques applied. Another method assumes that the exogenous variables themselves are 
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generated by a closed continuous time model such that the complete model is closed. Fourier 
methods assume that the exogenous variables are stationary random processes whose spectral 
density functions are zero outside of the frequency range (---a, n). 
The method employed here is based on that of Bergstrom [13], who in turn based the idea on 
those from [14-161. This procedure approximates the continuous time pa&s of the exogenous 
variables by a quadratic function of time, on overlapping time intervals. The Bergstrom procedure 
cleverly avoids the explicit evaluation of integrals of exogenous variables that appear in the 
discrete time model, by using results from the closed model form (see Appendix A). Here, although 
the general procedures are the same, the order of interpolant used is different. Of course, it is 
important to use an interpolant that will best describe the continuous time path of the exogenous 
variables and naturally the choice made is arbitrary, but it is possible to use the order of the 
differential equation as a guide to the choice of polynomial degree, as suggested in [13]. Hence, to 
account for se&ma1 patterns in processes observed quarterly, a fourth-order polynomial in time 
(quartic interpolant) will be used. This produces fourth-order lags of the exogenous variables 
in the exact discrete time model. Bergstrom [13] considers just the levels of the exogenous 
vector, but general open models containing their derivatives are analysed in [17,18]. Both papers 
consider a system of second-order differential equations containing second-order derivatives of the 
exogenous variables. The former paper transforms the exogenous variables in such a way that 
the formulae are valid from the discrete time model of a second-order differential equation with 
only levels of exogenous variables, i.e., the formulae provided in [13]. The latter paper actually 
derives the exact discrete time model for the unadjusted exogenous variab!es, providing precise 
formulae for the coefficient matrices, and this is the method employed here. 
The interpolant used here is given by 
z(t) = u + b (t’ - t) + c (t’ - t)2 + d (t’ - t)3 + e (t’ - t)4 , (9) 
for t’ - 5 5 t 5 t’ which produces four discrete time lags of the vector of exogenous variables. 
The accuracy of this approximation depends only upon the accuracy with which the elements 
of z(t) can be approximated by a sequence of quartic functions over the overlapping intervals 
[0,5], [l, 61, [2,7],. . , [T - 5,2’]. The discrete time model is given below. 
THEOREM 2. Let x(t) be the solution of equation (S) on the i&erval [0, T] subject to the boundary 
conditions given in the previous section, and assume that over the subinter@ [t’ - 5, t’] of [0, T], 
the elements of z(t) are polynomi& in t of degree not exceeding four. The exakt discrete time 
model is given by 
21 = &y(O) + Ella + E12z2 + El323 + E14z4 + Ewg + 71, 
x2 = JlXl + G2y(O) + E21z1 + E22z2 + E23z3 + E24x4 + EWZ~ + 712, 
23 = Jlz2 + J2~1 + G3y(O) + E31~1 + E32~2 + E3323 + E3424 + E3.5~5 + r/3, 
X4 = J1X3 + J222 + 53x1 + G4y(O) + E4121 + E42z2 + E4323 + E44z4 + E45.25 + ~4, 
(10) 
xt’ = Fl(B)xt,-1 + F2(+v-2 + F3(@xtt-3 + F~(B)x~~-~ + Ec,(~)zv 
+ El(e)zt~-l + E2(8)zv-2 + E3(e)zP-, + E4(e)zt’-4 + T]v, 
fort=5,... ,T WhereFl,..., F4, Ji for i = 1,2,3, Gi for i = 1, . . . ,4, and ql, . . . ,774 and q are 
defined in Theorem 1, and Ei and Eij, for i = 1, . . ,4, j = 1, . . ,5 are given in Appendix B. 
PROOF. See Appendix A. 
The extra generality that is achieved by including derivatives of the exogenous variables allow 
econometricians to estimate a wider dynamic structure in empirical studies in continuous time 
econometrics. The formulae for the coefficient matrices are easily adjusted for other types of 
open models that are nested within the general form (6). For example, it may only be necessary 
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to include the levels of the vector of exogenous variables, and hence, Bi = 0 for i = 1, . . . ,4 and 
the formulae given in Appendix B become significantly less complex. 
It is now appropriate to define an algorithm for computing the exact Gaussian estimates of the 
parameters of the system of fourth-order differential-equations. The vector of parameters is again 
given by fi = [e’, /.L’, y’]‘, and let L(p) denote minus twice logarithm of the Gaussian likelihood 
function less a constant; then b is the minimiser of this function where 
L(p) = In ]R/ + ~‘Kln. (11) 
As shown in [13], the use of the Cholesky factorisation R = VV’ exploits the sparseness of the 
covariance matrix to make the computation of the likelihood function much simpler. V is a lower 
triangular matrix consisting of positive elements along the diagonal, given by 
v= 
Vll 0 0 0 0 0 0 . ..o 0 
vzl V& 0 0 0 0 0 . ... 0 
v31 h2 v330 0 00 . ..... 
v41 h2 v43 v44 0 0 0 . . . . . 
v51 h2 KS3 v54 v55 0 0 * ... . 
0 vs2 v63 v64 v55 v&j 0 . . . . . 
. . . . . . . . . . 0 
. . . . . . . . . . . 
. . . . . . 0 V-i-,T-4 ’ . . VT,T 
Therefore, equation (11) can be written as 
L(p) = 5 (cf + 2 In vii) , 
i=l 
(12) 
where vii is the ith diagonal element of V and e = [ci , . . . , QT]’ whose elements can be determined 
recursively from Ve = 71 (due to the triangular nature of the V matrix). The advantage of 
using (12) is that it avoids the need to invert the qT x qT matrix s1. To compute L, for given 
initial values of the structural parameters and y, proceed as follows. 
1. Compute Ao, . . . , As, Bo, . . . , B4 and C from the continuous time model (6) given the 
known relationships between these matrices and B and ~1. 
2. Compute Fi, Gi, Eij for i F l,,. . . ,4, j = 1,. . . ,5, Eo, . . . , E4, and Sz using the results 
from Theorem 1 and Appendix B. Naturally this will involve computation of matrix ex- 
ponent& and their integrals, and references to discussions on procedures have already 
been given in Section 2. 
3. Compute the elements of V recursively from R = VV’. 
4. Compute the elements of 77 from (10). 
5. Compute the elements of E recursively from Vc = 77. 
6. Compute L from (12). 
The Gaussian estimator fi is obtained by a numerical optimisation procedure producing suc- 
cessive values of L. Implementation of this algorithm involves many formulae, but estimation 
can be easily performed on a standard PC. 
4. CONCLUSIQN 
The methods are clearly complex, in both open and closed cases. To estimate continuous time 
models with seasonally observed data, the use of the differential equation specification incurs 
large computational costs. But the general advantages to formulating models in continuous 
time, alongside the reduction in the standard errors of parameter estimates from using the exact 
discrete model over an approximation, justify such complexities. 
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APPENDIX A 
Let 
PROOF OF THEOREM 2 
z(t) = a + b (t’ - t) + c (t’ - t)2 + d (t’ - t)3 + e (t’ - t)4 (A.1) 
for t’ - 5 5 t < t’ where a, b, c, d, and e are m x 1 vectors of constants. Substituting (A.l) 
into (8) and letting t assume the values t’, t’ - 1, t’ - 2, t’ - 3, and t’ - 4 successively, the following 
system of equations is obtained: 
b=- 
d = -;z~! + ;z+~ - ;z,,T2 + ;zt,T3 - ;,._,, 
1 1 1 1 1 
e = -ztf - -qt-1 + -ztf-2 - -ztt-3 + -ztt-4, 
24 6 4 6 24 
where Ss = [Ims : Omamf] and S4 = [O,fna : I,f]. Let u(t) be defined as 
u(t)=z(t)+Pa+Qb+Uc+Vd+We+[Pb+2Qc+3Ud+4Ve](t’-t) 
+ [PC + 3Qd + 6Ue] (t’ - t)2 + [Pd + 4Qe] (t’ - t)3 + Pe (t’ - t)4 
b4.2) 
for t’ - 5 5 t < t’, where the P, Q, U, V, and W matrices are given in Appendix B. This function 
is determined in a way that maps the open system (7) into a closed system via the method of 
undetermined coefficients, as suggested in [19]. The procedure is discussed at the end of this 
Appendix. Hence, by construction, this function satisfies the closed expression 
l13u(t) - D3u(t’ - 5) = 
s 
t [AsD3u(r) + AzD2u(r) j- Al&(r) 
t’-5 





for t’ - 5 5 t < t’. By defining the observable vector ut for integer t as 
Ut = pj;i;a’] , (A.4) 
then it is clear that the exact discrete model in terms of ut will be of the same form as that given 
in Theorem 1; i.e., 
utl = Frutl-r + Fzur-2 + F3utj-3 + F4ut/-4 + vtl. (A.5) 
Substituting the expressions for a, b, c, d, and e into equation (A.2) and then substituting this 
into (A.4), the following system is obtained: 
Substitution of utr, utf-r,. . , utr-4 from (A.6) into (A.5) gives the last equation in system (10). 
Fourth-Order Differential Equations 
Deriving the Discrete Time Model for t = 1,. . . ,4 
Now define z(t) as 
z(t) = a + b(5 - t) + c(5 - t)2 + d(5 - t)3 + e(5 - t)4 
for 0 < t 5 5. Replacing t’ = 5 in the system of expressions defining a to e gives 
pr:] z4+ [!.Iz3- 
d = -& + ;z4 - ;z3 + ;z2 - fq, 
1 1 1 1 1 










The process u(t) is now defined by 
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(-4.7) 
u(t) = x(t) + Pa + Qb + UC + Vd + We + (Pb + 2Qc + 3Ud + 4Ve](5 - t) 
+ [PC + 3Qd + 6Ue](5 - t)2 + [Pd + 4Qe](5 - t)3 + Pe(5 - t)4 b4.8) 





D3u(t) - D3u(0) = 
o[ 
A3D3u(r) + A2D2u(r) + Al&(r) + Aou(r)] dr + C(dr). C-4.9) 
0 
If ut is defined as in equation (A.4), then Theorem 1 implies that 
UI = GIO~(O)+GIID~(O)+G~~D~~(O)+GI~D~~(O)+~]~, 
u2 = Jlul +G20u(O)+G2dh(O)+G22~~u(O)+ G23D3u(0)+r]2, 
213 = J1u2 + JZUI +G3ou(O)+G31h(O)+ G33D2u(0)+ G33D3u(0)+q3, 
(A.lO) 
~4 = 51~3 + J2~2 + J3~1 +G~~u(O)+G~~DU(O)+G~~D~U(O)+ G43D3u(0)+v4, 
whereGij,i=l,..., 4, j=O ,... ,3 are the appropriate subvectors of Gi. From equations (A.6), 
‘LLl Xl 
[I [I i 
L40 L41 L42 L43 L44 
112 22 L30 LB1 L32 L33 L34 = 
u3 x3 + L20 L21 L22 L23 L24 
(A.ll) 
114 x4 ho Lll L12 L13 L14 
and from the expressions for a to e and (A.8) 
[j$j=[;;j+[;; ;ji fj iii ;ji jI1 i . (A.12) 
Substitution of (A.ll) and (A.12) into system (A.lO) gives the first four equations in system (10). 
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Determining the Function u(t) 
Let u(t) be defined by 
u(t) =x(t)+Pa+Qb+Uc+Vd+We+[Fb+Gc+Hd+ Ie](t’-t) 
+ [Jc + Kd + Le] (t’ - t)’ + [Md + Ne] (t’ - t)3 + Oe (t’ - t)4, 
(A.13) 
for t’ - 5 I t 5 t’, where the coefficient matrices on a,. . . , e are to be determined. It can be 
shown that 
D3u(t) - D3u (t’ - 5) = D3z(t) - D3z (t’ - 5) + 24[0e] (5 - (t’ - t)) . (A.14) 
from (7), 
Substituting (A.l) and its derivatives into (A.15) and then this expression into (A.14), and 
integrating the exogenous components, will give 
D3U(t) - D3u (t’ - 5) = l,y5 [e 4(0)D’r(r)] 
i=o 
+[Boa - Bib + 2Bzc - 6B3d + 24[B4 + O]e] (5 - (t’ - t)) 
+ iB06 - Blc + 3Bzd - 12Bse] (5’ - (t’ - t)“) (A.16) 
+ [~Boc - Bid + 4B2e] (5” - (t’ - t)“) + [+Bod - Ble] (54 - (t’ - t)“) 
+ ;Boe (5’ - (t’ - t)“) + f, C(dr). 
Using (A-13) and the derivatives of u(t) gives 
Ai(s~~i~~~~] dr = l:-, [,$Ai(O)d,,TJ] dr + {Ao[Pu + Qb + Uc + Vd + We] 
-Al[Fb + Gc + Hd + Ze] + 2A$c + Kd + Le] - 6Aa[hfd + Ne]) (5 - (t’ - t)) 
;Ao[Fb+Gc+Hd+Ze] - Al[Jc + Kd + Le] + 3Az[Md + Ne] - 12AaOe) (5’ - (t’ - t)‘) 
+ { iAo(Jc + Kd + Le] - Al[Md + Ne] + lAzOe} (53 - (t’ - t)3) 
+ (iAo[Md + Ne] - Aloe} (54 - (t’ - t)“) + ;AoOe (55 - (t’ - t)“) 
Equating the coefficients in (A.16) and (A.17) gives (A.2). 
(A.17) 
APPENDIX B 
COEFFICIENT MATRICES FROM THEOREM 2 
&i = f: Gz,j-leji + JlL4,5-i - &,5-i, 
j=l 
E3i = kGS,j-leji + J2L4,5-i + JlL3,5-i - L2,s-i, 
j=l 
& = f: Gd,j-lejt + J&,5-i + J2L3,5-i + JlL2,5-i - L1,5-i, 
j=l 




@32 = p [ 79 -- 6 ” - - 27 11Q 2U, 
-- 2 s4 
1 
+ 15Q + 3U, 
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49 -- 





Q35 = P +ZQ+;U, 
@41= -3P - Q, 
@42 = 11P + 4Q, 
@43 = -15P - 6Q, 
044 = 9P + 4Q, 
045 = -2P - Q, 
L& = P 
Fourth-Order Differential Equations 
L20 = -514, 
3s3 




is4 -- 1 +;w, 
228 -- 
L& rP 
iS3 [ 1 -- iS4 
L2f3 =P 
L& = P 
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$1 +Q[-is41 -3U-v, 
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Li, = P 
L& = P 
1 
] +Q [:f14] -SW-V, 
Li3 = P 





gs3 1 +Q 0 
I 
13 25 -- s3 I[ -- 4 +U 6 ” 
-4s4 -- 13 1 -fV-;w, 
3 s4 
ES3 
Li4 = P 720 [ 1 + Q s4 
where 
P = Qo, 
Q = WQo - &I, 
u = 2 [Q2 + @Qo - WIQI - W2Qo] , 
’ = ’ L-Q3 + wl {Q2 + @Qo - WlQ1 - WzQo} - W2{WlQo - Q1} + W3QO] , 
w = 24 [Q4 + AO'Qo + w, { -Q3 + W1Q2 + W,3Qo - WlW2Qo - w,“Q1 _ W2WlQo 
+ w2Ql + W3Qd + w2 l-Q2 - W;Qo + WIQI + W2Qo} + W3{WlQ0 _ Q1}] , 
W, = A,lAi, i = 1,2,3, 
Qi = A;‘Bi, i = 0,. . . ,4. 
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