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Abstrat
The Gell-Mann and Low swithing allows to transform eigenstates of an unperturbed
Hamiltonian H0 into eigenstates of the modied Hamiltonian H0+V . This swithing an
be performed when the initial eigenstate is not degenerate, under some gap onditions
with the remainder of the spetrum. We show here how to extend this approah to the
ase when the ground state of the unperturbed Hamiltonian is degenerate. More preisely,
we prove that the swithing proedure an still be performed when the initial states are
eigenstates of the nite rank self-adjoint operator P0V P0, where P0 is the projetion onto
a degenerate eigenspae of H0.
1 Introdution
Adiabati swithing is a ruial ingredient of many-body theory. It provides a way to express
the eigenstates of a Hamiltonian H0 + V in terms of the eigenstates of H0. Its basi idea
is to swith very slowly the interation V , i. e. to transform H0 + V into a time-dependent
Hamiltonian of the typial form H0 + e
−ε|t|V , where the small parameter ε > 0 eventually
vanishes. It may be expeted that an eigenstate of H0 + V is obtained by taking the limit
of an eigenstate of H0, evolved aording to the time-dependent Hamiltonian H0 + e
−ε|t|V
when ε tends to zero. It turns out that this naive expetation is not justied sine the time-
dependent eigenstate has no limit when ε → 0 beause of some non-onvergent phase fator.
When the initial state belongs to a non degenerate eigenspae, Gell-Mann and Low solved the
problem by dividing out the osillations by a suitable fator [7℄. The ratio beomes, in the
limit ε → 0, the Gell-Mann and Low wavefuntion. Mathematially, the onvergene of this
proedure has been proved in 1989 by Neniu and Rashe [16℄, elaborating on the adiabati
theorem [3, 12, 6℄.
On the other side, the physis ommunity realized about fty years ago [2℄ that a general-
ization of the Gell-Mann and Low formula is needed in the ase of a degenerate eigenvalue of
H0. This happens in many pratial situations, for instane when the system ontains unlled
shells. This problem has been disussed in several elds, inluding nulear physis, solid state
physis, quantum hemistry and atomi physis, see the referenes in [4, 5℄. In most ases, it
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is assumed that there is some eigenstate in the degenerate eigenspae E0 of H0 for whih the
Gell-Mann and Low formula holds. In general however, the Gell-Mann and Low formula is
not appliable when this state is hosen at random in the degenerate subspae, as illustrated
in the simple model analytially studied in [4℄.
We show in this paper that the swithing an be performed provided the initial eigen-
states are also eigenstates of P0V P0
∣∣
E0
, the perturbation restrited to at on the degenerate
eigenspae. If the latter operator has itself degenerate eigenvalues, a further analysis is re-
quired, as disussed in Setion 3.4. The result is based on the reent progress in the math-
ematial analysis of adiabati problems, see [15, 1, 8, 21, 9, 14, 17, 22, 10℄ and referenes
therein.
The physial onsequenes of our result are disussed in the ompanion physis paper [5℄,
where we also omment on the formal relation with dierent types of Green funtions.
Aknowledgements: G.P. is grateful to S. Teufel and J. Wahsmuth for a useful disussion
in a preliminary stage of this work. We gratefully thank an anonymous referee for useful
omments and remarks, whih enouraged us to generalize the result appearing in the rst
version of the paper.
2 Statement of the results
2.1 Spetral struture of the problem
Consider a Hilbert spae H, a self-adjoint operator H0, with dense domain D(H0) ⊂ H, and
a symmetri perturbation V , H0-bounded with relative bound a < 1. Then, aording to
the Kato-Rellih theorem (Theorem X.12 in [18℄), H0 + λV is self-adjoint on D(H0) for any
0 ≤ λ ≤ 1. We denote1
H˜(λ) = H0 + λV,
with λ ∈ [0, 1]. In all this study, we assume that the spetrum has the following struture.
Assumption 1 (Struture of the spetrum). The spetrum of H˜(λ) = H0 + λV , λ ∈ [0, 1],
onsists of two disonneted piees
σ
(
H˜(λ)
)
= σN (λ) ∪
(
σ
(
H˜(λ)
)
\σN (λ)
)
where σN (λ) is a nite subset of the disrete spetrum:
σN (λ) =
{
E˜j(λ), j = 1, . . . , N
}
⊂ σdisc
(
H˜(λ)
)
,
and the initial state is degenerate: E˜j(0) = E˜k(0) for all 1 ≤ j, k ≤ N .
In order to apply results and tehniques from adiabati theory [3, 12, 15, 1℄, we make the
following standard assumption on the existene of a gap in the spetrum.
Assumption 2 (Gap ondition). There is a gap between the two parts of the spetrum, in the
sense that:
∆(λ) = min
j=1,...,N
(
min
{ ∣∣∣E˜j(λ)− E∣∣∣ , E ∈ σ(H(λ))\{E˜1(λ), . . . , E˜N (λ)}}) ,
1
For reasons that will beome lear one a time variable is introdued, we will always denote with a e
funtions of the variable λ ∈ [0, 1]. Untilded funtions will have time as an argument.
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is bounded from below by a positive onstant:
inf
λ∈[0,1]
∆(λ) = ∆∗ > 0.
The projetors assoiated with the N eigenvalues E˜j(λ) (ounted with their multipliities)
are denoted by P˜j(λ), for 1 ≤ j ≤ M with M ≤ N . The projetor onto the subspae
orthogonal to the eigenspae spanned by the N eigenvetors is P˜N+1(λ) = I −
∑M
j=1 P˜j(λ).
We denote in the sequel
P0 =
M∑
j=1
P˜j(0)
the projetor onto the eigenspae E0 = Ran(P0) spanned by the N degenerate eigenstates of
H0. For simpliity, we assume that the perturbation V is suient to split the degeneray (so
that M = N), in the sense that the following assumption holds true.
Assumption 3 (Degeneray splitting). The nite rank self-adjoint operator P0V P0 : E0 → E0
has non-degenerate eigenvalues, and there is a gap between the N rst levels in the interval
(0, 1]: for any λ∗ > 0, there exists α (depending on λ∗) suh that
inf
λ∗≤λ≤1
min
k 6=l
∣∣∣E˜k(λ)− E˜l(λ)∣∣∣ ≥ α > 0. (2.1)
This implies that the projetors P˜j(λ) are rank-1 projetors for any λ > 0 (sine it an be
proved that the perturbation V is enough to split the eigensubspaes, and the gap ondition
on (0, 1] ensures that no rossing an happen; see Setion 3.1 for more details).
Remark 4. Assumption 3 may be relaxed in several ways. First, the operator P0V P0 an have
degenerate eigenvalues, but then higher order terms should be onsidered in the perturbative
expansion of the eigenvalues. The gap assumption an be relaxed as well, and some rossings
ould be allowed. Besides, the general ase of M < N projetors of ranks greater or equal
to 1 an be treated similarly upon modifying the ondition
∥∥∥P˜j(1) − P˜j(0)∥∥∥ < 1 required in
Theorem 7 below. All these extensions are disussed in Setion 3.4.
2.2 Swithing proedure
Consider, for τ ∈ (−∞, 0],
H(τ) = H˜(f(τ)) = H0 + f(τ)V,
where the swithing funtion f has values in [0, 1] (in order for the operator H(τ) to be
well-dened as a self-adjoint operator on D(H0)). We denote by Pj(τ) the eigenprojetors
and eigenvalues orresponding to the rst N eigenvalues Ej(τ) of H(τ); also, PN+1(τ) =
I−
∑N
k=1 Pk(τ). Of ourse,
Pj(τ) = P˜j(f(τ)), Ej(τ) = E˜j(f(τ)).
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For the subsequent analysis, we assume that
Assumption 5. The swithing funtion f : (−∞, 0]→ [0, 1] is a C2 funtion suh that
(i) f is non-dereasing;
(ii) f(0) = 1 and lim
τ→−∞
f(τ) = 0;
(iii) f, f ′′ ∈ L1((−∞, 0]).
The most ommon hoie in pratie is f(τ) = eτ . Notie however that any C2 non-
dereasing ompatly supported funtion with f(0) = 1 satises the above assumptions. In
the latter ase, the monotoniity of f implies that the support of f is a ompat interval
[Rf , 0], and f(t) > 0 for t ∈ (Rf , 0]. The assumption f ∈ C
2
ensures that the adiabati
evolution (see (3.13) below) is well-dened.
As a onsequene of these assumptions, f ′ ≥ 0 and f ′ ∈ L1((−∞, 0])∩L∞((−∞, 0]), hene
f ′ ∈ L2((−∞, 0]). Indeed, the boundedness of f ′ is a onsequene of the fundamental theorem
of alulus and the fat that f ′′ ∈ L1((−∞, 0]). Besides,
∫ 0
t f
′ = f(0)− f(t) ≤ 1, and f ′ ≥ 0,
hene f ′ ∈ L1((−∞, 0]).
Remark 6. It an be shown that eigenprojetors and eigenvetors are analyti with respet to
λ = f(τ) (see Setion 3.1). When the swithing funtion f is analyti, the eigenvalues Ej(τ)
(and the assoiated eigenvetors and eigenprojetors) are also analyti with respet to τ .
We denote by Uε(s, s0) the unitary evolution generated by H(εs), i. e. the unique solution
(whih is well-dened by Theorem X.70 in [18℄) of the problem:
i
dUε(s, s0)
ds
= H(εs)Uε(s, s0), Uε(s0, s0) = I.
In order to remove divergent phase fators (see the proof in Setion 3.3.1), it is onvenient to
onsider evolution operators in the interation piture:
Uε,int(s, s0) = e
isH0Uε(s, s0) e
−is0H0 .
It is atually more onvenient to resale the time and to onsider a marosopi time t = εs.
The unitary evolution U ε(t, t0) in terms of the marosopi time is the solution of
iε
dU ε(t, t0)
dt
= H(t)U ε(t, t0), U
ε(t0, t0) = I,
and, in the interation piture,
U εint(t, t0) = e
itH0/ε U ε(t, t0) e
−it0H0/ε.
Standard results show that U εint(t,−∞)ψ = limt0→−∞U
ε
int(t, t0)ψ exists for ψ ∈ D(H0) (for
instane, by using a Cook's type argument and rewriting this operator as the integral of its
derivative with respet to t0).
4
2.3 Main results
We are now in position to state our main results.
Theorem 7. Suppose that the gap onditions on H0 and V (Assumptions 1 and 2) are sat-
ised, and that the perturbation term V lifts the degeneray (Assumption 3). Consider a
swithing funtion verifying Assumption 5. Let (ψ1, . . . , ψN ) be an orthonormal basis of E0
whih diagonalizes the bounded operator P0V P0
∣∣
E0
. Then, if
‖Pj(−∞)− Pj(0)‖ < 1, (2.2)
the limit
Ψj = lim
ε→0
U εint(0,−∞)ψj
〈ψj | U εint(0,−∞)ψj
〉
(2.3)
exists and is an eigenstate of H0 + V .
Notie that, for a generi state ψ ∈ RanP0 whih is not an eigenvetor of P0V P0
∣∣
E0
the
above limit generially does not exist, as showed in [4℄ by using a simple toy model. It is
therefore ruial to selet the appropriate initial states, so that the Gell-Mann & Low limit
(2.3) does exist.
As an intermediate step, the eigenprojetor Pj(0) and a orresponding eigenfuntion Ψj
an be reovered by Kato's geometri evolution [12℄.
Denition 8. The Kato evolution operator A(s, s0), for s, s0 ∈ R is the unique solution of
the problem
dA(s, s0)
ds
= K(s)A(s, s0), A(s0, s0) = I, (2.4)
with
K(s) = −
N+1∑
j=1
Pj(s)
dPj
ds
(s).
By our assumptions, the operator K(s) is uniformly bounded (see the omment after Deni-
tion 11). The Kato evolution operator is a unitary operator whih intertwines the spetral
subspaes of H(s) and H(s0), in the sense that
A(s, s0)Pj(s0) = Pj(s)A(s, s0).
Equipped with this notation, we have the following result, where no ondition analogous
to (2.2) is assumed.
Proposition 9. Let Assumptions 1, 2, 3 and 5 be satised. Let (ψ1, . . . , ψN ) be an orthonor-
mal basis of E0 whih diagonalizes the operator P0V P0
∣∣
E0
. Then
Ψj := A(0,−∞)ψj
is an eigenvetor of H0 + V .
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It is atually muh simpler to onsider the geometri evolution operator A rather than the
evolution operator U εint sine less onditions on H0 and V are required. Indeed, there is no
denominator whih needs to be onsidered in order to remove a divergent phase. However,
the many-body theory used in physis is dened in terms of U εint and not in terms of A.
We sketh shortly the struture of the proof, whih is done in four steps:
(i) rst, we use the Kato geometri evolution bakward in time, in order to identify, though
in a non expliit manner, the initial subspaes of P0 whose vetors an be onsidered as
onvenient initial states;
(ii) in a seond step (Setion 3.2), we give an expliit desription of these initial subspaes,
in terms of the eigenvetors of P0V P0
∣∣
E0
. At this stage, we are already in position to
prove Proposition 9;
(iii) then, we show how the limit of the full evolution U εint an be related to the geometri
evolution as ε→ 0 (Setion 3.3). A rst step is to introdue an intermediate onept, the
adiabati evolution, whih takes some dynamis into aount (arising from the Hamilto-
nian operator). The adiabati evolution is also an intertwiner. Sine intertwiners dier
only by a phase (in a sense to be made preise), and, provided this phase an be removed,
the adiabati evolution an be redued to the geometri one (see Setion 3.3.1);
(iv) the last point is to show that the limit as ε → 0 of the full evolution is the adiabati
evolution (see Setion 3.3.2).
Steps (iii) and (iv) are straightforward extensions of previous results in adiabati theory, and
we heavily relied on the paper by Neniu and Rashe [16℄ for Setion 3.3.1 and the book by
Teufel [22℄ for Setion 3.3.2.
3 Proof of the results
3.1 Geometri evolution and denition of the initial states
In view of the loal gap assumption, the projetors and eigenvalues of H˜(λ) are real analyti
funtions of λ ∈ (0, 1]. Besides, Theorem II.6.1 in [13℄ shows that the eigenvalues E˜j and pro-
jetors P˜j an be analytially ontinued in the limit λ→ 0. The Kato onstrution of unitary
operators A intertwining projetors an then be performed, see for instane Theorem XII.12
in [19℄ or Setions II.4 and II.6.2 in [13℄. Consider the operator
K˜(λ) = −
N+1∑
j=1
P˜j(λ)
dP˜j
dλ
(λ),
rst proposed in [12℄, and the unique solution of
dA˜(λ, λ0)
dλ
= K˜(λ) A˜(λ, λ0), A˜(λ0, λ0) = I. (3.1)
Sine K˜(λ) is uniformly bounded, the operator A˜(λ, λ0) is well-dened and strongly ontinuous
(see Theorem X.69 in [18℄). Besides, A˜(λ, λ0) is unitary, and intertwines the spetral subspaes:
P˜j(λ) = A˜(λ, λ0)P˜j(λ0)A˜(λ, λ0)
∗.
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It is also easily shown that A˜(λ2, λ1)A˜(λ1, λ0) = A˜(λ2, λ0), for instane by omputing the
derivative of both expressions with respet to λ1 and using the uniqueness of the solution
of (3.1).
We dene the initial subspaes by evolving bakwards eigenstates of the Hamiltonian H˜(λ)
for whih the perturbation has split the degeneray: the orresponding eigenprojetor is de-
ned as
P initj := A˜(0, λ)P˜j(λ)A˜(λ, 0), (3.2)
the denition being independent of λ > 0.
Eigenstates of H˜(1) = H0 + V are then obtained by evolving initial states belonging
to the range of P initj aording to the Kato evolution operator. Indeed, A˜(1, 0)P
init
j =
A˜(1, 0)A˜(0, λ)P˜j(λ) = A˜(1, λ)P˜j(λ). Thanks to the intertwining property of A, it holds
P˜j(1) = A˜(1, 0)P
init
j A˜(0, 1). (3.3)
3.2 Charaterization of the initial states
The above paragraph shows that it is ruial to identify Ran(P initj ). We now haraterize
these spaes by an expliit ondition.
General expressions of the eigenvalues and eigenvetors. Sine the eigenvalues and
eigenprojetors of H˜(λ) are analyti in λ ∈ [0, 1], the following expansions are valid for 1 ≤
j ≤ N :
E˜j(λ) =
+∞∑
n=0
λnEj,n, (3.4)
and
P˜j(λ) =
+∞∑
n=0
λnPj,n.
Of ourse, Ej,0 = E0 = E˜j(0), the ommon value of the energy in the degenerate ground-state.
Notie also that the operators Pj,n are not neessarily orthogonal projetors.
To dene P˜j(λ), it is more onvenient to onsider an eigenvetor φj(λ) assoiated with
E˜j(λ), i. e. a non-zero element of H satisfying
H˜(λ)φj(λ) = E˜j(λ)φj(λ). (3.5)
Suh an eigenvetor an be hosen to be analyti, by the same results whih allow to onlude
to the analytiity of the eigenprojetors. We therefore write
φj(λ) =
+∞∑
n=0
λnϕj,n. (3.6)
One suh an eigenvetor is known, the analyti eigenprojetor an be onstruted as
P˜j(λ) =
∣∣∣∣ φj(λ)‖φj(λ)‖
〉〈
φj(λ)
‖φj(λ)‖
∣∣∣∣ .
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The aim of this setion is to provide an expliit expression of the leading terms of the
above expansions, in order to have a more expliit denition of P initj . To this end, we rst
onstrut a basis of E0, whih will turn out to be partiularly useful to haraterize the terms
in the expansions (3.4) and (3.6).
Diagonalization of P0V P0. Sine P0V P0 and P0 ommute, it is possible to onstrut an
orthonormal basis (ϕ1,0, . . . , ϕN,0) of E0 suh that
P0V P0 ϕj,0 = αjϕj,0 (3.7)
for some real numbers α1, . . . , αN , and
∀j 6= k, 〈ϕk,0, P0V P0 ϕj,0 〉 = 0. (3.8)
Expressions for the terms in the expansions (3.4)-(3.6) at order 1. We identify the
terms assoiated with the same powers of λ in (3.5). An additional normalization ondition
should be added in order to uniquely dene the solution, so we impose
∀λ ∈ [0, 1], 〈ϕj,0, φj(λ) 〉 = 1, (3.9)
as is done in [20℄. As will be seen below, this ondition is simpler to work with than the
standard ondition ‖φj(λ)‖ = 1. The identiation of the terms in (3.5) gives, for 1 ≤ j ≤ N ,
the following hierarhy of equations:
(H0 − E0)ϕj,0 = 0,
(H0 − E0)ϕj,1 = (Ej,1 − V )ϕj,0,
(H0 − E0)ϕj,2 = (Ej,1 − V )ϕj,1 +Ej,2ϕj,0,
and, for n ≥ 2,
(H0 − E0)ϕj,n+1 = (Ej,1 − V )ϕj,n +
n−1∑
m=0
Ej,n+1−mϕj,m. (3.10)
The equation on the term of order zero does not give any information on the hoie of the
initial states ϕj,0. This information an be obtained from the rst order ondition:
(H0 − E0)ϕj,1 = (Ej,1 − V )ϕj,0. (3.11)
A neessary ondition for this equation to have a solution is that the right-hand side belongs
to E⊥0 (sine the left-hand side does):
∀1 ≤ j, k ≤ N, 〈ϕk,0, (Ej,1 − V )ϕj,0 〉 = 0. (3.12)
This requires
Ej,1 = 〈ϕj,0, V ϕj,0 〉 ,
and
∀k 6= j, 〈ϕk,0, V ϕj,0 〉 = 0.
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Therefore, the onditions (3.12) for k 6= j annot be fullled for a general basis. A neessary
ondition is that the basis {ϕk,0}k=1,...,N of E0 diagonalizes P0V P0. Besides, the rst-order
term in the energy shifts are exatly the eigenvalues of P0V P0. This ondition determines
uniquely the basis when P0V P0 has non-degenerate eigenvalues. If this is not the ase, infor-
mation about the higher order equations in the hierarhy is needed (see Setion 3.4).
Remark 10. Assuming that the bands do not reross after the initial splitting, and if the
degenerate state is the ground state of H0, then the ground state of H0 + V is obtained by
following the eigenstate assoiated with the lowest Ej,1.
One the initial basis and the rst energy shifts have been dened, the rst order term
in the variation of the eigenstates an be obtained from (3.11) as the sum of the redued
resolvent applied to the right hand side, and some solution of the homogeneous equation
(H0 −E0)ψ = 0:
ϕj,1 =
N∑
k=1
c1j,kϕk,0 + (H0 − E0)
−1
∣∣∣
E⊥
0
(Ej,1 − V )ϕj,0
=
∑
k 6=j
c1j,kϕk,0 −R0V ϕj,0,
where
R0 = (H0 − E0)
−1
∣∣∣
E⊥
0
= (I− P0) (H0 − E0)
−1 (I− P0)
is a bounded operator from E⊥0 to E
⊥
0 ∩ D(H0), and c
1
j,j = 0 in view of the normalization
ondition (3.9). The oeients c1k,j (for k 6= j) are undetermined at this stage. They have to
be hosen so that the right hand side of the next equation in the hierarhy is in E⊥0 .
Conlusion: haraterization of the initial subspaes. The above omputations show
that P˜j(λ) = Pj,0 + O(λ), with Pj,0 = |ϕj,0〉〈ϕj,0|. Besides, ‖A˜(0, λ) − I‖ = O(λ) in view of
the dierential equation (3.1) satised by A˜. The initial subspae (3.2) is therefore
P initj = A˜(0, λ)Pj(λ) = lim
λ→0
A˜(0, λ) [Pj,0 +O(λ)] = Pj,0.
Proof of Proposition 9. Let ψ ∈ E0 be an eigenvetor of P0V P0. Then, there exists
j ∈ {1, . . . , N} suh that ψ ∈ Ran(Pj,0) = Ran(P
init
j ). Using (3.3), it follows
A(0,−∞)ψj = A˜(1, 0)ψj ∈ Ran
(
P˜j(1)
)
,
whih proves the laim.
3.3 Adiabati evolution and limit of the full evolution
Denition 11. The adiabati evolution operator UA(s, s0) is dened for (s, s0) ∈ R
2
as the
unique solution of the problem
i
dUA(s, s0)
ds
= HA(s)UA(s, s0), UA(s0, s0) = I, (3.13)
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where the adiabati Hamiltonian is
HA(s) = H(s) + iK(s),
with
K(s) = −
N+1∑
j=1
Pj(s)
dPj
ds
(s).
Notie that K(s) = f ′(s) K˜(f(s)) so that
‖K(s)‖ ≤ Cf ′(s) (3.14)
for some onstant C > 0. Therefore, K(s) is uniformly bounded sine f ′ is bounded by our
assumptions on the swithing funtion.
Compared to the geometri evolution (3.1), a Hamiltonian term has been added, whih
is at the origin of some dynamial phase fator in the dynamis. The adiabati dynamis is
well-dened in view of the assumptions made on H0, V and f (see Theorem X.70 in [18℄). A
simple omputation shows that it intertwines the spetral subspaes:
Pj(s) = UA(s, s0)Pj(s0)UA(s, s0)
∗.
Swithing to the interation piture, we dene
UA,int(s, s0) = e
isH0 UA(s, s0) e
−is0H0 .
The fator ε is introdued by slowing down the swithing as
i
dUε,A(s, s0)
ds
= HA(εs)Uε,A(s, s0), Uε,A(s0, s0) = I, (3.15)
and the orresponding operator in the interation piture is eisH0Uε,A(s, s0) e
−is0H0
. It is
onvenient to rewrite the evolution (3.15) in the resaled time variable t = εs:
iε
dU εA(t, t0)
dt
= HεA(t)U
ε
A(t, t0), U
ε
A(t0, t0) = I, (3.16)
with HεA(t) = H(t) + iεK(t). The assoiated operator in the interation piture is
U εA,int(t, t0) = e
itH0/εU εA(t, t0) e
−it0H0/ε.
Theorem 7 is then a onsequene of the following results.
Lemma 12. Let ψj ∈ P
init
j (dened by (3.2)). Then, under the assumptions of Theorem 7,
the vetor
U εA,int(0,−∞)ψj
〈ψj | U εA,int(0,−∞)ψj〉
=
UA,int(0,−∞)ψj
〈ψj | UA,int(0,−∞)ψj〉
(3.17)
is an eigenstate of H0.
Lemma 13. Let ψj ∈ P
init
j . Then, under the assumptions of Theorem 7,
lim
ε→0
(
U εint(0,−∞)ψj
〈ψj | U εint(0,−∞)ψj〉
−
U εA,int(0,−∞)ψj
〈ψj | U εA,int(0,−∞)ψj〉
)
= 0.
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3.3.1 Proof of Lemma 12
We show rst in this setion that ψj an be transformed into an eigenstate of H(0) = H˜(1)
using the adiabati evolution dened from (3.13), and then the equality of the ratios (3.17).
The proof presented here reprodues the argument of Neniu and Rashe [16℄, whih was
given in the ase N = 1 with our notation, but an be applied mutatis mutandis to the ase
onsidered here. We however present the proof for ompleteness.
Evolution in the ase ε = 1. Sine both UA and A are intertwiners, they dier only by a
phase whih ommutes with the spetral projetors. Indeed, dene
Φ(s, s0) = A(s, s0)
∗UA(s, s0),
so that UA(s, s0) = A(s, s0)Φ(s, s0). Then,
[Φ(s, s0), Pj(s0)] = 0,
as an be seen using the intertwining properties:
[Φ(s, s0), Pj(s0)] = A(s, s0)
∗UA(s, s0)Pj(s0)− Pj(s0)A(s, s0)
∗UA(s, s0)
= A(s, s0)
∗Pj(s)UA(s, s0)−A(s, s0)
∗Pj(s)UA(s, s0) = 0.
The time-evolution of the phase matrix an be simplied due to this ommutation property.
First,
dΦ(s, s0)
ds
= −iA(s, s0)
∗H(s)UA(s, s0),
sine K(s)∗ = −K(s). Besides,
Φ(s, s0) =
(
N+1∑
k=1
Pk(s0)
)
Φ(s, s0)
(
N+1∑
k=1
Pk(s0)
)
=
N+1∑
k=1
Φk(s, s0),
where Φk(s, s0) = Pk(s0)Φ(s, s0)Pk(s0). The time evolution of the projeted phase-matrix is
a salar phase sine
d
ds
Φk(s, s0) = −iEk(s)Φk(s, s0),
hene
Φ(s, s0)Pj(s0) = exp
(
−i
∫ s
s0
Ej(r) dr
)
Pj(s0).
The geometri evolution and the adiabati evolution are therefore related through some global
dynamial phase:
UA(s, s0)Pj(s0) = A(s, s0)Φ(s, s0)Pj(s0) = exp
(
−i
∫ s
s0
Ej(r) dr
)
A(s, s0)Pj(s0).
To desribe the asymptoti evolution, we follow losely the approah of [16℄. In order for
UA(s, s0)Pj(s0) to be dened in the limit s0 → −∞, it is important to work in the interation
piture. Then,
UA,int(s, s0)Pj(−∞) = e
isH0A(s, s0)Φ(s, s0)e
−is0H0Pj(−∞)
= e−is0E0eisH0A(s, s0)e
−isH0eisH0Φ(s, s0)Pj(−∞).
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Using
Φ(s, s0)Pj(s0) = Pj(s0)Φ(s, s0)Pj(s0) = exp
(
−i
∫ s
s0
Ej(r) dr
)
Pj(s0),
it holds
e−is0E0eisH0Φ(s, s0)Pj(−∞)
= e−is0E0eisH0Φ(s, s0)Pj(s0) + e
−is0E0eisH0Φ(s, s0)(Pj(−∞)− Pj(s0))
= exp
(
−i
∫ s
s0
Ej(r) dr − is0E0
)
eisH0Pj(s0) + e
−is0E0eisH0Φ(s, s0)(Pj(−∞)− Pj(s0))
= exp
(
−i
∫ s
s0
Ej(r) dr − is0E0
)[
eisH0Pj(−∞) + e
isH0(Pj(s0)− Pj(−∞))
]
+e−is0E0eisH0Φ(s, s0)(Pj(−∞)− Pj(s0))
= exp
(
−i
∫ s
s0
Ej(r)− E0 dr
)
Pj(−∞) +W (s, s0)(Pj(s0)− Pj(−∞)),
where ‖W‖ ≤ 2. Sine λ 7→ Ej(λ) is C
1
on the ompat interval [0, 1], there exists a onstant
C > 0 suh that
|Ej(r)− E0| =
∣∣∣E˜j(f(r))− E˜j(0)∣∣∣ ≤ Cf(r).
Sine f ∈ L1((−∞, 0]), this shows that the funtion r 7→ Ej(r)−E0 is integrable on (−∞, 0].
Besides, P (s0) → Pj(−∞) when s0 → −∞. The limit s0 → −∞ of UA,int(s, s0)Pj(−∞) is
therefore well-dened:
UA,int(s,−∞)Pj(−∞) = exp
(
−i
∫ s
−∞
Ej(r)− E0 dr
)
eisH0A(s,−∞)e−isH0Pj(−∞). (3.18)
The above equality reads, for s = 0,
UA,int(0,−∞)Pj(−∞) = exp
(
−i
∫ 0
−∞
Ej(r)− E0 dr
)
A(0,−∞)Pj(−∞).
Sine Pj(0)A(0,−∞) = A(0,−∞)Pj(−∞), it holds, for ψj ∈ P
init
j = Pj(−∞) = Ran(ϕj,0),
Pj(0)ψj = A(0,−∞)Pj(−∞)A(0,−∞)
∗ψj = 〈ψj | A(0,−∞)
∗ψj 〉 A(0,−∞)ψj . (3.19)
Finally,
Pj(0)ψj
‖Pj(0)ψj‖2
=
Pj(0)ψj
〈ψj | Pj(0)ψj 〉
=
A(0,−∞)ψj
〈ψj | A(0,−∞)ψj 〉
=
UA,int(0,−∞)ψj
〈ψj | UA,int(0,−∞)ψj 〉
,
whih shows that the adiabati evolution transforms the initial eigenstate into an eigenstate
of H(1) provided ‖Pj(0)ψj‖ 6= 0, whih is the ase when ‖Pj(0) − Pj(−∞)‖ < 1.
Evolution in the ase ε > 0. Let us onlude this setion by proving the equality (3.17).
Computations similar to the ones performed in the ase ε = 1 lead to
U εA,int(0,−∞)Pj(−∞) = exp
(
−
i
ε
∫ 0
−∞
Ej(τ)− E0 dτ
)
A(0,−∞)Pj(−∞).
This an be seen for instane by notiing that (3.16) an be rewritten in the form (3.13), upon
onsidering the Hamiltonian H/ε in (3.13). Therefore, U εA,int(0,−∞)Pj(−∞) is equal, up to
the ε-dependene in the phase fator, to UA,int(0,−∞)Pj(−∞). The non onvergent phase
fator an be eliminated preisely by onsidering the Gell-Mann and Low ratio (3.17).
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3.3.2 Proof of Lemma 13
It is suient to prove that
lim
ε→0
‖U ε(0,−∞) − U εA(0,−∞)‖ = 0,
whih indeed gives the result sine
‖U εint(t, t0)− U
ε
A,int(t, t0)‖ = ‖U
ε(t, t0)− U
ε
A(t, t0)‖.
Notie that, although none of the operators U ε(0,−∞), U εA(0,−∞) has a limit when ε → 0,
the dierene goes to 0 in this limit.
The proof is based on the proofs of Theorem 2.2 and Corollary 2.5 in the book by
Teufel [22℄, whih are extended to the ase of non-ompatly supported swithing funtions
and N > 1 with our notation. In this setion, C and C ′ denote onstants, whih may hange
from line to line, but are always independent of t, ε, et, and depends only on the relative
H0-bound of V , on N , on ∆
∗
and on bounds on the funtions P˜j and their derivatives on
[0, 1].
We denote by δj(t) ≥ 0 the loal gap around Ej(t):
δj(t) = min
{
|Ej(t)− E|, E ∈ σ(H(t))\{Ej(t)}
}
.
Notie that δj(t) > 0 when f(t) > 0, but δj(t)→ 0 when f(t)→ 0 sine the initial eigenvalue
is N -fold degenerate (see Assumption 3). In fat, the analysis of Setion 3.2 shows that there
exist α1, α2 > 0 suh that
α1 ≤
∣∣∣∣δj(t)f(t)
∣∣∣∣ ≤ α2 (3.20)
when f(t) > 0.
Rewriting the dierene as an integral. The dierene between the two unitary evolu-
tions is rewritten as the integral of the derivative, as:
U ε(t, t0)− U
ε
A(t, t0) = −U
ε(t, t0)
∫ t
t0
d
dt′
(
U ε(t0, t
′)U εA(t
′, t0)
)
dt′
= −
i
ε
U ε(t, t0)
∫ t
t0
U ε(t0, t
′)
[
H(t′)−HA(t
′)
]
U εA(t
′, t0) dt
′
= −U ε(t, t0)
∫ t
t0
U ε(t0, t
′)K(t′)U εA(t
′, t0) dt
′.
The idea is to rewriteK(t) as a ommutator, so that t 7→ U ε(t0, t)K(t)U
ε
A(t, t0) is the derivative
of a funtion (up to negligible terms), and an integration by parts gives the required estimates.
The proof proposed here is an extension of the proof presented in [22, Chapter 2℄ in the ase
when several piees of the disrete spetrum are onsidered independently. It would also have
been possible to use the twiddle operation introdued in [1℄, whih is, in some sense, the
inverse operation of the ommutator with the Hamiltonian.
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Constrution of the funtion used in the ommutator. Consider −∞ < t ≤ 0 suh
that f(t) > 0 (for ompatly supported swithing funtions, this means that t is in the interior
of the support). Dene
F (t) = −
1
2
N+1∑
j=1
Fj(t) +Gj(t)
 ,
with, for 1 ≤ j ≤ N ,
Fj(t) =
1
2ipi
∮
Γj(t)
P⊥j (t)R(z, t)R˙(z, t) dz, (3.21)
Gj(t) =
1
2ipi
∮
Γj(t)
R˙(z, t)R(z, t)P⊥j (t) dz, (3.22)
where
R(z, t) = (H(t)− z)−1, R˙(z, t) =
d
dt
[
(H(t) − z)−1
]
= −R(z, t)
dH(t)
dt
R(z, t),
and Γj(t) is a ontour enlosing Ej(t) and no other element of the spetrum (suh a ontour
exists in view of Assumption 3). For j = N +1, we denote by ΓN+1(t) a ontour enlosing all
the rst N eigenvalues Ek(t), k = 1, . . . , N , and separated from the remainder of the spetrum
(suh a ontour exists in view of Assumption 2), and dene
FN+1(t) = −
1
2ipi
∮
ΓN+1(t)
(
N∑
k=1
Pk(t)
)⊥
R(z, t)R˙(z, t) dz, (3.23)
GN+1(t) = −
1
2ipi
∮
ΓN+1(t)
R˙(z, t)R(z, t)
(
N∑
k=1
Pk(t)
)⊥
dz. (3.24)
By denition of the ontours,
−
1
2ipi
∮
Γj(t)
R(z, t) dz = Pj(t), 1 ≤ j ≤ N,
and
−
1
2ipi
∮
ΓN+1(t)
R(z, t) dz =
N∑
k=1
Pk(t) = P
⊥
N+1(t).
Besides, in view of the ontinuity of t 7→ Ej(t) for all 1 ≤ j ≤ N , it is possible to use ontours
whih are loally onstant in time, i. e. for a given t > −∞ suh that f(t) > 0, there exists a
(small) time interval (t− τ, t+ τ) and a ontour Γtj suh that
∀s ∈ (t− τ, t+ τ), −
1
2ipi
∮
Γtj
R(z, s) dz = Pj(s)
for 1 ≤ j ≤ N , a similar result holding for j = N + 1. Using suh loally onstant ontours,
the time derivative of the ontour integral dening the projetor an be restated as a ontour
integral of the time derivative of the resolvent:
−
1
2ipi
∮
Γj(t)
R˙(z, t) dz =
dPj(t)
dt
, 1 ≤ j ≤ N,
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and
−
1
2ipi
∮
ΓN+1(t)
R˙(z, t) dz =
N∑
k=1
dPk(t)
dt
= −
dPN+1(t)
dt
.
Boundedness of F . The operator F (t) is bounded. To see this, we rst rewrite Fj (1 ≤
j ≤ N) as
Fj(t) = P
⊥
j (t)R(Ej(t), t)P
⊥
j (t)
dPj(t)
dt
. (3.25)
Indeed, using the expression (3.21) of Fj ,
Fj(t)− P
⊥
j (t)R(Ej(t), t)P
⊥
j (t)
dPj(t)
dt
=
1
2ipi
∮
Γj(t)
P⊥j (t)(R(z, t) −R(Ej(t), t))P
⊥
j (t)R˙(z, t) dz
= −
1
2ipi
∮
Γj(t)
P⊥j (t)(R(z, t) −R(Ej(t), t))P
⊥
j (t)R(z, t)H˙(t)R(z, t) dz.
When the ontour enirles losely enough Ej(t),
‖R(z, t)‖ ≤
2
δj(t)
.
Using the resolvent identity, it follows
‖P⊥j (t)(R(z, t) −R(Ej(t), t))P
⊥
j (t)R(z, t)‖ = |z − Ej(t)| · ‖R(z, t)P
⊥
j (t)R(Ej(t), t)P
⊥
j (t)R(z, t)‖
≤
8|z − Ej(t)|
δj(t)3
.
Then, the dierene∥∥∥∥∥
∮
Γj(t)
P⊥j (t)(R(z, t) −R(Ej(t), t))R(z, t)P
⊥
j (t)H˙(t)R(z, t) dz
∥∥∥∥∥ ≤ C f ′(t)δj(t)3 |Γj(t)|
an be made arbitrarily small by dereasing the radius of the ontour Γj(t), with a onstant
C depending on the relative H0-bound of V .
From the expression (3.25), and the bound ‖P⊥j (t)R(Ej(t), t)P
⊥
j (t)‖ ≤ δj(t)
−1
, it holds
nally
‖Fj(t)‖ ≤
‖P˙j(t)‖
δj(t)
≤ C
f ′(t)
f(t)
,
where we reall that both f and f ′ are non-negative. This shows that Fj(t) is a bounded
operator when f(t) > 0. A similar bound holds for Gj .
The terms FN+1(t), GN+1(t) require a dierent treatment. In this ase, the uniformity of
the gap between the N eigenvalues enirled by ΓN+1(t), and the remainder of the spetrum
may be used to onstrut a ontour ΓN+1(t) suh that
∀z ∈ ΓN+1(t), ‖R(z, t)‖ ≤
4
∆(t)
.
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This an be done by ensuring that the ontour remains far away enough from the remainder of
the spetrum, while still being at a nite distane of the rst N eigenvalues. In partiular, it is
possible to onstrut a ontour interseting the real axis at a point γ suh that |γ −EN (t)| ≥
∆(t)/4 and
inf
{
|γ − E|, E ∈ σ(H(t))\{E1(t), . . . , EN (t)}
}
≥ ∆(t)/4.
Then,
‖FN+1(t)‖ =
∥∥∥∥∥∥f
′(t)
2ipi
∮
ΓN+1(t)
(
N∑
k=1
Pk(t)
)⊥
R(z, t)2V R(z, t) dz
∥∥∥∥∥∥ ≤ C f
′(t)
∆(t)3
, (3.26)
and so FN+1 is bounded sine ∆(t) ≥ ∆
∗ > 0 and f ′ is bounded. A similar bound holds for
GN+1.
In onlusion,
‖F (t)‖ ≤ CF
f ′(t)
f(t)
, (3.27)
for some onstant CF independent of t.
Computation of the ommutator. It is easily seen that F (t) maps the Hilbert spae H
to D(H0). The ommutator [H(t), F (t)] an then be dened as an unbounded operator with
domain D(H(t)) = D(H0). For a given 1 ≤ j ≤ N , it holds, using the ommutation property
P⊥j (t)H(t) = H(t)P
⊥
j (t),
[H(t), Fj(t)] =
1
2ipi
∮
Γj(t)
[H(t), P⊥j (t)R(z, t)R˙(z, t)] dz
=
1
2ipi
∮
Γj(t)
[H(t)− z, P⊥j (t)R(z, t)R˙(z, t)] dz
=
1
2ipi
∮
Γj(t)
P⊥j (t)R˙(z, t) − P
⊥
j (t)R(z, t)R˙(z, t)(H(t) − z) dz
= −P⊥j (t)
dPj(t)
dt
+ P⊥j (t)
(
1
2ipi
∮
Γj(t)
R(z, t)2 dz
)
H˙(t)
= −(I− Pj(t))
dPj(t)
dt
,
following the proof of Theorem 2.2 in [22℄. Similar omputations show
[H(t), Gj(t)] =
dPj(t)
dt
(I− Pj(t)).
Finally, for 1 ≤ j ≤ N ,
[H(t), Fj(t) +Gj(t)] =
[
Pj(t),
dPj(t)
dt
]
.
In the same way,
[H(t), FN+1(t) +GN+1(t)] = −
[
PN+1(t),
dP⊥N+1(t)
dt
]
=
[
PN+1(t),
dPN+1(t)
dt
]
.
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Sine
K(t) = −
N+1∑
j=1
Pj(t)
dPj(t)
dt
= −
1
2
N+1∑
j=1
[
Pj(t),
dPj(t)
dt
]
,
it holds
[H(t), F (t)] = K(t). (3.28)
Integration by parts. Consider now −∞ < t0 < t ≤ 0 suh that f(t0) > 0 (hene f(t) > 0
sine f is non-dereasing). Dene
K(t) = −iεU ε(t0, t)F (t)U
ε(t, t0).
Then
K′(t) = U ε(t0, t)[H(t), F (t)]U
ε(t, t0)− iεU
ε(t0, t)F
′(t)U ε(t, t0).
In view of (3.28), the dierene between the evolution operators is rewritten as
U ε(t, t0)− U
ε
A(t, t0) = −U
ε(t, t0)
∫ t
t0
U ε(t0, t
′)K(t′)U εA(t
′, t0) dt
′
= −U ε(t, t0)
∫ t
t0
(
dK(t′)
dt′
+ iεU ε(t0, t
′)
dF (t′)
dt′
U ε(t′, t0)
)
U ε(t0, t
′)U εA(t
′, t0) dt
′,
(3.29)
so that, after an integration by parts for the term assoiated with K′,
‖U ε(t, t0)− U
ε
A(t, t0)‖ =
∥∥∥∥∫ t
t0
U ε(t0, t
′)K(t′)U εA(t
′, t0) dt
′
∥∥∥∥ (3.30)
≤ ‖K(t)‖ + ‖K(t0)‖+ ε
∫ t
t0
∥∥F ′∥∥+ ∥∥∥∥∫ t
t0
K(t′)
d
dt′
(
U ε(t0, t
′)U εA(t
′, t0)
)
dt′
∥∥∥∥
≤ ε
(
‖F (t)‖+ ‖F (t0)‖+
∫ t
t0
‖F ′(t′)‖ dt′ +
∫ t
t0
‖F (t′)‖ ‖K(t′)‖ dt′
)
.(3.31)
The rst two terms in the above equality are bounded with the bound (3.27) on F . For the
last one, we use again the bound (3.27) on F , and the fat that K is uniformly bounded
(see (3.14)), so that
∫ t
t0
‖F (t′)‖ ‖K(t′)‖ dt′ ≤ C
∫ t
t0
(f ′)2
f
≤
C
f(t0)
∫ t
t0
(f ′)2. (3.32)
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We now turn to the entral term. For 1 ≤ j ≤ N , and using (3.25),∫ t
t0
‖F ′j(t
′)‖dt′ ≤
∫ t
t0
‖P¨j(t
′)‖
δj(t′)
dt′ +
∫ t
t0
‖P˙j(t
′)‖
∥∥∥∥ ddt′ (P⊥j (t′)R(Ej(t′), t′)P⊥j (t′))
∥∥∥∥ dt′
≤
∫ t
t0
‖P¨j(t
′)‖
δj(t′)
dt′ +
∫ t
t0
2‖P˙j(t
′)‖2
δj(t′)
dt′
+
∫ t
t0
‖P˙j(t
′)‖ ‖P⊥j (t
′)R(Ej(t
′), t′)V R(Ej(t
′), t′)P⊥j (t
′)‖ f ′(t′) dt′
≤
∫ t
t0
‖P¨j(t
′)‖
δj(t′)
+
2‖P˙j(t
′)‖2
δj(t′)
+ Cf ′(t)
‖P˙j(t
′)‖
δj(t′)2
dt′
≤ C ′
∫ t
t0
∣∣∣∣f ′′(t′)f(t′)
∣∣∣∣+ 3 f ′(t′)2f(t′) +
(
f ′(t′)
f(t′)
)2
dt′
≤ C ′
(
1
f(t0)
∫ t
t0
(
|f ′′|+ 3(f ′)2
)
+
1
f(t0)2
∫ t
t0
(f ′)2
)
,
for some onstants C,C ′ > 0 (related to the relative H0-bound of V ). Similar expressions
an be obtained for Gj (1 ≤ j ≤ N). Straightforward estimates an be used for FN+1, GN+1,
following a treatment similar to what was done to obtain (3.26), upon deriving the terms
appearing in the ontour integral:
‖F ′N+1(t)‖ ≤ C
(
|f ′′(t)|
∆(t)3
+
f ′(t)
∆(t)3
N∑
k=1
‖P˙k(t)‖ +
f ′(t)2
∆(t)4
)
,
with
‖P˙k(t)‖ = f
′(t)
∥∥∥∂λP˜ (f(t))∥∥∥ ≤ C f ′(t).
In onlusion, ∫ t
t0
‖F ′(t′)‖ dt′ ≤ C
(
1
f(t0)
∫ t
t0
(
|f ′′|+ (f ′)2
)
+
1
f(t0)2
∫ t
t0
(f ′)2
)
, (3.33)
for some onstant C > 0.
Deomposition of the integral lose to the degeneray. In order to avoid the singulari-
ties when f(t0)→ 0, the dierene of the unitary operators is separated into two ontributions
as
U ε(0, t0)− U
ε
A(0, t0) = −U
ε(0, t0)
∫ T
t0
U ε(t0, t)K(t)U
ε
A(t, t0) dt
−U ε(0, t0)
∫ 0
T
U ε(t0, t)K(t)U
ε
A(t, t0) dt,
where T is hosen suh that f(T ) > 0. The rst term is bounded using the straightforward
estimate∥∥∥∥U ε(0, t0)∫ T
t0
U ε(t0, t)K(t)U
ε
A(t, t0) dt
∥∥∥∥ ≤ C ∫ T
t0
N∑
k=1
‖P˙k(t)‖ dt ≤ C
′
∫ T
t0
f ′(t) dt ≤ C ′f(T ).
(3.34)
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For t ∈ [T, 0], f(t) ≥ f(T ) > 0 and there is a gap proportional to f(T ) between the eigenvalues:
∀1 ≤ j ≤ N, ∀t ∈ [0, T ], δj(t) ≥ αf(T ),
for some α > 0. The inequality (3.30), ombined with (3.27), (3.32) and (3.33), allows to
bound the seond term as∥∥∥∥U ε(0, t0)∫ 0
T
U ε(t0, t)K(t)U
ε
A(t, t0) dt
∥∥∥∥ = ∥∥∥∥∫ 0
T
U ε(T, t)K(t)U εA(t, T ) dt
∥∥∥∥
≤ Cε
(
f ′(0)
f(0)
+
f ′(T )
f(T )
+
1
f(T )
∫ 0
T
(
|f ′′|+ (f ′)2
)
+
1
f(T )2
∫ 0
T
(f ′)2
)
.
(3.35)
The limit t0 → −∞ an then be taken in the above expressions. Moreover, upon hoosing T
small enough so that f(T ) = ε1/3 ≪ 1, it follows, adding (3.34) and (3.35), and using the fat
that f ′ ∈ L1((−∞, 0]) ∩ L∞((−∞, 0]) and f ′′ ∈ L1((−∞, 0]),
‖U ε(0,−∞)− U εA(0,−∞)‖ ≤ C
(
f(T ) + ε
(
1 +
1
f(T )2
))
≤ 3Cε1/3. (3.36)
This onludes the proof.
3.4 Extensions
The above proofs an be straightforwardly extended to the following ases (see Setion 2 for
the notation).
Denition of the initial states when P0V P0 has degenerate eigenvalues. Two hanges
should be made in the proofs presented in this paper: (i) the estimate obtained in the adiabati
limit degrades; (ii) more onditions are required to dene the initial states.
Denote by E0,i the M < N eigenspaes assoiated with the eigenvalues of P0V P0, set
ni = dim(E0,i), and dene
Ni =
{
k ∈ {1, . . . , N}
∣∣∣ϕk,0 ∈ E0,i},
the set of indies orresponding to the i-th eigenspae of P0V P0. Of ourse,
M∑
i=1
ni = N, Card(Ni) = ni.
In view of Assumption 3, for any (k, l) ∈ N 2i , k 6= l, there exists an integer pk,l ≥ 2 and an
analyti funtion ekl(λ) suh that
Ek(λ)− El(λ) = λ
pk,l ekl(λ), ek,l(0) 6= 0.
Denote by p∗ the maximal integer for all ouples 1 ≤ k, l ≤ N . Then, the nal estimate (3.36)
in the proof of the adiabati limit reads
‖U ε(0,−∞)− U εA(0,−∞)‖ ≤ C
(
f(T ) + ε
(
1 +
1
f(T )2p∗
))
≤ 3Cε1/(2p∗+1),
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whih is indeed larger than the ε1/3 bound found in the ase p = 1 (no degeneray of the
perturbation restrited to E0).
We now desribe an iterative proedure whih determines the initial states in a unique
manner, using the higher order equations in the hierarhy (3.10). We start with the onditions
of order 2. A neessary ondition for (3.10) to have a solution is that its right-hand side belongs
to E⊥0 . With (3.13), this requires, for all 1 ≤ j, k ≤ N ,
〈ϕk,0, V R0V ϕj,0 〉+ Ej,2δj,k + (Ej,1 − Ek,1)c
1
j,k = 0, (3.37)
where δa,b is the Kroneker symbol. In partiular,
∀i ∈ {1, . . . ,M}, ∀(j, k) ∈ N 2i , 〈ϕk,0, V R0V ϕj,0 〉+Ej,2 δj,k = 0.
Therefore, {ϕj,0}j∈Ni has to be an eigenbasis of P0,iV R0V P0,i where P0,i denotes the pro-
jetor onto E0,i. If P0,iV R0V P0,i has non-degenerate eigenvalues, the initial eigenfuntions
{ϕk,0}k∈Ni are uniquely dened.
Otherwise, the proedure must be repeated. Reall that there exists an integer p∗ suh
that after p∗ steps the degeneray has no further split (see the disussion at the beginning of
this paragraph). When the degeneray is not permanent (see below for this ase), this allows
to determine the initial states in a unique manner. See for instane [11℄. In many pratial
ases however, degeneray is never totally split beause V shares some symmetries with H0.
In this ase, permanent degeneray has to be taken into aount (see below).
Deomposition of the swithing. In the ase when (2.2) is not satised, i. e. ‖Pj(0) −
P (−∞)‖ = 1 or equivalently ‖Pj(0)ψj‖ = 0 (sine the eigenspaes are assumed to be one-
dimensional), the swithing should be done in several steps. The intermediate steps an be
hosen by nding a nite number of values λk ∈ [0, 1] (k = 1, . . . , N − 1), with λ0 = 0 and
λN = 1, suh that ‖P˜j(λk+1) − P˜j(λk)‖ < 1. This is possible sine P˜j is ontinuous on the
ompat interval [0, 1].
The initial state ψ0 is evolved into a state ψ1 by swithing from H0 to H0 + λ1V as
ψ1 = lim
ε1→0
U ε1int,λ1(0,−∞)ψ0〈
ψ0
∣∣∣U ε1int,λ1(0,−∞)ψ0〉 ,
where the evolution operator
U εint,λ1(t, t0) = e
itH0/ε U ελ1(t, t0) e
−it0H0/ε
is the following operator in the interation piture:
iε
dU ελ1(t, t0)
dt
=
(
H0 + λ1f(t)V
)
U ελ1(t, t0), U
ε
λ1(t0, t0) = I.
The state ψ1 is then evolved into a state ψ2 by swithing H0 + λ1V to H0 + λ2V as
ψ2 = lim
ε2→0
U ε2int,λ2,λ1(0,−∞)ψ1〈
ψ0
∣∣∣U ε2int,λ2,λ1(0,−∞)ψ0〉 ,
where the evolution operator
U εint,λ2,λ1(t, t0) = e
itH0/ε U ελ2,λ1(t, t0) e
−it0H0/ε
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is dened as the following operator in the interation piture:
iε
dU ελ2,λ1(t, t0)
dt
=
(
H0 + λ1V + (λ2 − λ1)f(t)V
)
U ελ2,λ1(t, t0), U
ε
λ2,λ1(t0, t0) = I.
This onstrution is repeated until an eigenstate ψN of H0 + V = H0 + λNV is obtained.
Notie that it is important to do the proedure sequentially.
Permanently degenerate eigenspaes. When there are permanently degenerate eigenspaes
assoiated with one of the eigenvalues E˜j(λ) or Ej(t), the determination of the initial basis an
still be performed as it is presented in Setion 3.2. However, the argument leading to (3.19)
in Setion 3.3.1 annot be extended as suh to the ase when Ran P˜j(0) is of dimension larger
or equal to 2. This is not a problem sine A(0,−∞)ψj is still an eigenvetor of Pj(0), and its
phase an be removed upon onsidering
U εA,int(0,−∞)ψj
〈φ | U εA,int(0,−∞)ψj〉
=
A(0,−∞)ψj
〈φ | A(0,−∞)ψj 〉
for some xed state φ, provided the denominator is non zero. In Theorem 7, the hoie φ = ψj
is done, together with the assumption 〈φ | A(0,−∞)ψj 〉 6= 0. This assumption ould in this
spei ase be translated into an assumption on ‖Pj(0)− Pj(−∞)‖, but in general it should
then be assumed that there exists φ ∈ H suh that 〈φ | A(0,−∞)ψj 〉 6= 0.
Existene of nitely many rossings. The projetors being analyti, the Kato operator
an still be dened when there are eigenvalue rossings. The main issue in extending the
Gell-Mann and Low formula to this ase is therefore the proof of the adiabati limit, whih
an however still be handled with [22, Corollary 2.5℄ sine the rossings are regular (again,
beause the eigenvalues are analyti).
Initial subspae omposed of several degenerate spaes E0, E1,... In this ase, the
operator V should be diagonalized in eah subspaes, i. e. the self-adjoint nite-rank operators
PjV Pj
∣∣
Ej
are diagonalized in order to onstrut a basis of Ej . A global basis is then obtained
by onatenation (diret sum).
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