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ABSTRACT
We present high-resolution (sub-parsec) observations of a giant molecular cloud in the nearest star-forming galaxy,
the Large Magellanic Cloud. ALMA Band 6 observations trace the bulk of the molecular gas in 12CO(2–1) and high
column density regions in 13CO(2–1). Our target is a quiescent cloud (PGCC G282.98−32.40, which we refer to as
the “Planck cold cloud” or PCC) in the southern outskirts of the galaxy where star-formation activity is very low and
largely confined to one location. We decompose the cloud into structures using a dendrogram and apply an identical
analysis to matched-resolution cubes of the 30 Doradus molecular cloud (located near intense star formation) for
comparison. Structures in the PCC exhibit roughly 10 times lower surface density and 5 times lower velocity dispersion
than comparably sized structures in 30 Dor, underscoring the non-universality of molecular cloud properties. In both
clouds, structures with relatively higher surface density lie closer to simple virial equilibrium, whereas lower surface
density structures tend to exhibit super-virial line widths. In the PCC, relatively high line widths are found in the
vicinity of an infrared source whose properties are consistent with a luminous young stellar object. More generally,
we find that the smallest resolved structures (“leaves”) of the dendrogram span close to the full range of line widths
observed across all scales. As a result, while the bulk of the kinetic energy is found on the largest scales, the small-
scale energetics tend to be dominated by only a few structures, leading to substantial scatter in observed size-linewidth
relationships.
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1. INTRODUCTION
Molecular clouds are highly turbulent (i.e., their ob-
served line widths are suprathermal), and they exhibit a
correlation between size and line width, approximately
of the form σv ∝ R1/2 (hereafter the R-σv relation), that
is reminiscent of a Kolmogorov-type cascade. Although
the R-σv relation has been studied for decades (Larson
1981; Solomon et al. 1987), interpretation has been ham-
pered by a number of observational biases. Molecular
cloud sizes are dependent on the observational resolu-
tion and sensitivity, and observations of molecular lines
are sensitive to a narrow range of densities and could
miss very dense or very diffuse structures. Line opacity
can affect the observed line width and lead to blending
of multiple components (Hacar et al. 2016), and compar-
ison of clouds at different distances must take into ac-
count beam dilution effects (e.g., Goodman et al. 1998).
Despite these challenges, it has been customary to inter-
pret the observed R-σv relation in terms of supersonic
turbulence driven by kinetic energy injection (Falgarone
et al. 1994; Brunt & Heyer 2002; Kritsuk et al. 2013).
A key result which has stimulated a resurgence of
interest in the R-σv relation was presented by Heyer
et al. (2009), who demonstrated using data from the
BU-FCRAO Galactic Ring Survey (GRS) of 13CO(1–0)
emission that the normalization of the relation (v0 =
σv/R
1/2) exhibits a linear correlation with mass surface
density (Σ = M/piR2) across more than an order of
magnitude in Σ. The data are consistent with a model
of clouds in virial equilibrium, except that the observed
normalization v0 is about a factor of 2 too large. Subse-
quent work by Field et al. (2011) has suggested that the
larger than expected v0 may result from external pres-
sure confinement, although to a lesser extent than has
been inferred for clouds in the outer Galaxy (Heyer et al.
2001) or near the Galactic Center (Oka et al. 2001). On
the other hand, Ballesteros-Paredes et al. (2011) have
interpreted the Heyer et al. (2009) result in terms of
gravitational collapse near free-fall, which differs from
the virial equilibrium prediction by a factor of
√
2 in v0,
and thus is roughly consistent with the GRS data. Al-
though these interpretations differ markedly, they share
a common theme of departing from the standard view
of molecular clouds being in a state of balance between
gravity and random turbulent motions.
The present work aims at improving our empirical
knowledge of molecular cloud structure and turbulence
by comparing two molecular clouds in the nearest star-
forming galaxy, the Large Magellanic Cloud. The prox-
imity (d ≈ 50 kpc, so 1′′ ≈ 0.24 pc) and face-on aspect of
the Large Magellanic Cloud provides the opportunity to
study a population of well-separated molecular clouds
at a common distance. The population of molecular
clouds in the LMC has been previously surveyed by the
NANTEN (Fukui et al. 2008) and MAGMA (Wong et al.
2011) CO surveys. The 40-pc resolution NANTEN sur-
vey identified 272 giant molecular clouds (GMCs) with
masses & 2 × 104M. The MAGMA survey mapped a
flux-selected sample of ∼160 of these clouds at higher
(11 pc) resolution, resolving them into 450 regions of
contiguous emission (“islands”). Hughes et al. (2010)
and Wong et al. (2011) analyzed the physical properties
of the MAGMA GMCs, finding that the R-σv relation
exhibits substantial scatter while displaying a system-
atic offset toward smaller line widths compared to the
Milky Way clouds studied by Solomon et al. (1987).
On scales of .10 pc, molecular line observations
probe the substructure of molecular clouds, producing
a “Type-4” (single-cloud, single-tracer) R-σv relation
in the terminology of Goodman et al. (1998). With
the resolution provided by the Atacama Large Millime-
ter/submillimeter Array (ALMA), it is now possible to
conduct such observations in the LMC. Here we focus
on a particularly quiescent cloud in the LMC which
has been designated as Planck Galactic Cold Clump
(PGCC) G282.98−32.40 (Planck Collaboration et al.
2016). Based on estimated dust temperatures inferred
from Planck data at 4′ resolution, it is very cold (Td . 15
K) and lacking in active massive star formation. Al-
though the cloud falls outside the region surveyed by
NANTEN, its size and mass are consistent with GMCs
detected by NANTEN, and it was also detected in
the Planck integrated CO(1–0) map. We subsequently
mapped the cloud in CO(1–0) with the Mopra antenna
of the Australia Telescope National Facility (see §2.1),
confirming the presence of strong CO emission, before
obtaining high-resolution observations with the ALMA.
For convenience we hereafter refer to the target as the
“Planck cold cloud” or “PCC,” although we emphasize
that it is just one of several such clouds identified in
the periphery of the LMC (Planck Collaboration et al.
2016).
This paper is organized as follows. We present the
observational data for the PCC in §2, including large-
scale view of the cloud from Mopra (§2.1) and the high-
resolution mapping with ALMA (§2.2). We present total
flux information in §3.1, confirm the quiescent nature of
the PCC by analyzing available infrared imaging in §3.2,
and undertake a structural decomposition of the cloud
using dendrograms in §3.3 and §3.4. We use a local ther-
modynamic equilibrium (LTE) analysis to estimate the
column densities of the substructures in §3.5. Both the
decomposition and LTE analysis are also performed on a
previous ALMA data set of the 30 Doradus cloud (Inde-
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betouw et al. 2013), where star formation is much more
active, to provide a point of comparison. We discuss our
results in §4 and summarize our conclusions in §5.
2. OBSERVATIONS AND DATA REDUCTION
2.1. Mopra CO(1–0) Data
The MAGMA survey presented by Wong et al. (2011)
includes observations made in 2005–2010 of a subset of
CO clouds identified by the NANTEN survey (Fukui
et al. 2008). Several additional projects undertaken
with Mopra in 2012–3 (M624, PI: Roman-Duval; M625,
PI: Bernard; M633, PI: Wong; M1022, PI: Hughes) ex-
panded the MAGMA areal coverage by ∼20% to include
additional fainter clouds, as well as clouds falling outside
the areal coverage of the NANTEN survey. The region
of particular interest for this paper was observed as part
of project M625 in 2013. All of the additional regions ob-
served in 2012–3 have been incorporated into the Third
MAGMA Data Release1 (DR3), which we document for
completeness here.
We employed the same mapping approach as with
MAGMA, scanning 5′ × 5′ square regions to reach a
map sensitivity of σ(Tmb) ≈ 0.3 K per 0.526 km s−1
channel by making two passes, one in right ascension
and the other in declination. A single pass required
about 75 minutes to complete and was followed by a
pointing correction on the SiO maser R Doradus (typi-
cal pointing corrections were about 5′′). The CO spec-
tra were placed on a main-beam brightness temperature
scale (Tmb) assuming an “extended beam” efficiency of
0.4 based on daily observations of Orion KL referenced
to the measurements of Ladd et al. (2005). Spectra were
subsequently gridded into a data cube using the ATNF
package gridzilla. The resulting maps possess a Gaus-
sian beam of 45′′ FWHM which is oversampled with a
pixel scale of 15′′. The CO(1–0) intensity map from
MAGMA DR3 is presented in Figure 1(a), overlaid on
the HERITAGE 350 µm image (Meixner et al. 2013).
As shown in Figure 1(b), where the MAGMA CO con-
tours are overlaid on the SAGE 8 µm map (Meixner
et al. 2006), the PCC cloud was covered by two ad-
jacent 5′ square maps. To generate an integrated CO
image, the cube was first smoothed spatially, to reach a
resolution of 67.′′5, and spectrally, by a convolving with
a Gaussian with a FWHM of 3 channels. Then a mask
was generated by expanding from the 5σ contour of the
smoothed cube out to the 3σ contour. (Both the ini-
tial and expanded mask are required to be at least 2
channels wide at every spatial pixel.) This mask was
1 http://mmwave.astro.illinois.edu/magma/DR3/
then applied to the original data cube before summing
along the velocity axis. The total CO flux measured
within the mask was 1040 Jy km s−1, which translates
to a molecular gas mass (including helium) of 2.7× 104
M using a standard αCO = 4.3 M pc−2 (K km s−1)−1
[equivalent to XCO = 2×1020 cm−2 (K km s−1)−1] (Bo-
latto et al. 2013). We note that values of αCO roughly
a factor of 2 larger than the standard value have been
derived for the LMC using virial or dust-based mass es-
timators (Hughes et al. 2010; Leroy et al. 2011; Jameson
et al. 2016), which would require that the mass quoted
here be scaled up by a similar factor.
2.2. ALMA CO(2–1) and 13CO(2–1) Data
ALMA Cycle 2 observations were obtained in 2014
and 2015 under project code 2013.1.00832.S (PI: Wong).
The observations cover a region of 220′′ × 80′′ elongated
in the north-south direction, covering the northern half
of the PCC cloud. [Figure 1 (right), Table 1]. The corre-
lator was set to simultaneously observe the 12CO(2–1),
13CO(2–1), and C18O(2–1) lines with a velocity resolu-
tion of 0.1 km s−1, along with two continuum bands at
218 and 232 GHz. Observations were performed sepa-
rately using the 12m, 7m (ACA), and total power (TP)
arrays, and calibrated data sets were delivered via the
ALMA pipeline.
Because the pipeline-reduced 12m data showed obvi-
ous negative artifacts, we re-imaged the calibrated visi-
bilities in CASA. This was performed initially using au-
tomatically generated CLEAN boxes (as described in
the M100 Band 3 tutorial of the online CASA Guides)
followed by a final interactive CLEAN. The resulting
12m images were combined with the corresponding TP
images using the CASA task feather. In this study
we have not incorporated the ACA data, given that
the ACA cubes have limited sensitivity (1σ noise of 200
mJy beam−1 in a 0.2 km s−1 channel, twice larger than
the 12m data convolved to the same resolution). We
compared the flux distribution of the 12m+TP cube
with two methods of incorporating the ACA data (in the
visibility plane or by feathering) and found the fluxes to
differ by .10%.
Integrated intensity images of the CO(2–1) and
13CO(2–1) lines are shown in Figure 2. As with the
MAGMA data, a signal mask was applied to the cube
prior to summing in velocity. The mask was obtained
by starting at the 3.5σ contour and expanding to the
2σ contour, then padding the mask by 1 pixel in all
directions. The 1mm continuum emission was not de-
tected at an RMS noise level of 0.21 mJy beam−1 for
a 1.′′58 × 1.′′02 beam, while the C18O(2–1) line was
only marginally detected at the location of the southern
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Figure 1. Left: MAGMA DR3 CO(1–0) areal coverage and intensity map overlaid on the HERITAGE 350 µm image. Rect-
angular blue contours outline the regions mapped in CO, while the black contour shows the CO intensity at the 2.5 K km s−1
level. The highlighted cloud at the southern edge of the galaxy is the focus of this paper. Right: Zoomed-in view of the PCC
cloud, centered on α2000=5
h24m09.′′2 and δ2000=−71◦53′37′′, with MAGMA contours at levels of 1, 2, ..., 5 K km s−1 overlaid on
the SAGE 8 µm image. The 45′′ MAGMA resolution is indicated by the circle in the lower left corner. The magenta rectangle
outlines the region observed with ALMA, while the dashed black contour outlines the region observed with Mopra.
peak. For the remainder of the paper we focus on the
CO and 13CO data.
For comparison purposes, we have also analyzed
ALMA data for an additional cloud, 30Dor-10 (Inde-
betouw et al. 2013), observed in Cycle 0 under project
code 2011.0.00471.S (PI: Indebetouw). Prior to further
analysis, we convolve the data for both clouds to achieve
a circular Gaussian beam of FWHM 2.′′5, corresponding
to 0.6 pc. The characteristics of the maps before and
after resolution matching are summarized in Table 1.
3. RESULTS
3.1. Fluxes and Line Ratios From Total Power Data
Since ALMA provides total power (TP) data for the
CO(2–1) and 13CO(2–1) lines (at 28′′ resolution), which
can be compared with the MAGMA CO(1–0) map at
45′′ resolution, we have derived integrated line ratios
for the PCC cloud for comparison with previously pub-
lished work. Integrating over the observed ALMA field,
we measure a CO(2–1) flux of 1691±10 Jy km s−1 and a
13CO(2–1) flux of 125±15 Jy km s−1, implying a CO(2–
1)/13CO(2–1) flux ratio of 13.5±1.6. The quoted uncer-
tainties reflect half the difference in flux measured with
and without a signal mask; the formal uncertainties due
to map noise are much smaller (∼1%) because of the
very high signal-to-noise ratio (up to 30–70 in each 0.2
km s−1 channel) of the TP data. Uncertainties in the
absolute flux scale are expected to be <10%2 and are not
included in these uncertainties—since the lines are ob-
served simultaneously, errors in the flux scale should not
affect the line ratio. Convolving the TP data to the 45′′
resolution of the MAGMA data yields a CO(2–1)/CO(1–
0) ratio of ∼2.5±0.5 in flux (Jy) units or ∼0.6±0.1 in
brightness temperature units, assuming calibration un-
certainties of 20% and 10% for the MAGMA and TP
data respectively. The integrated TP spectrum has a
linewidth of σv = 1.00± .01 km s−1.
Wang et al. (2009) measured a CO(2–1)/13CO(2–
1) ratio of 5.7 toward N113 (using the SEST with a
24′′ beam), indicating higher average line opacities in
N113 compared to the PCC, consistent with the much
stronger line fluxes from N113. Sorai et al. (2001) mea-
sured CO(2–1)/CO(1–0) ranging from 0.5 to 1.3 for 34
CO(1–0) peaks across the LMC at 9′ resolution, with a
luminosity-weighted average ratio of 0.9. Although their
average value is larger than the value we obtain for the
PCC (0.6), Sorai et al. (2001) report that clouds in the
outer parts of the LMC exhibit lower CO(2–1)/CO(1–
0) ratios than clouds in the inner LMC, consistent with
lower densities and temperatures for the outer clouds.
2 based on the ALMA Cycle 2 Proposer’s Guide
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Table 1. Summary of Map Parameters
Region Ref. R.A. Ref. Dec. Mosaic Size Beam Size ∆vch Trms,12
a Tpeak,12
b Trms,13 Tpeak,13
(J2000) (J2000) (′′ × ′′) (′′ × ′′) (km s−1) (K) (K) (K) (K)
PCC 5h24m09.s2 −71◦53′37′′ 80 × 220 1.81 × 1.24 0.2 0.43 14.7 0.46 7.9
2.50 × 2.50 0.2 0.19 12.0 0.21 5.3
30 Dor 5h38m47.s0 −69◦04′36′′ 50 × 50 2.47 × 1.59 0.5 0.12 60.3 0.13 23.9
2.50 × 2.50 0.5 0.07 51.5 0.08 19.6
aRMS noise in a channel map of width ∆vch in the
12CO(2–1) cube.
bPeak brightness temperature of the 12CO(2–1) cube.
3.2. Dust Temperature Validation
The PCC cloud was originally identified as a very cold
region in a map of the LMC’s dust temperature that was
constructed from Planck data with a resolution of ∼ 5′.
This is considerably larger than both the angular reso-
lution and the field-of-view (FoV) of the ALMA mosaic
presented here. To cross-check our assumption that the
PCC cloud is one of the coldest molecular gas regions in
the LMC, we re-estimated the average dust temperature
of the PCC, and compared it to the 30 Doradus molecu-
lar cloud and other CO-emitting regions identified in
the MAGMA survey. For each region, we estimated
the dust temperature using a simple modified black-
body (MBB) model for the spectral energy distribution
(SED) of the thermal dust emission at wavelengths be-
tween 100 and 500µm. The input SED was constructed
using the MIPS, PACS and SPIRE data delivered by
the Spitzer SAGE and Herschel HERITAGE programs
(Meixner et al. 2006, 2013). All bands were convolved to
a common resolution of 1′. For each region, the MBB fit
is performed using an iterative procedure based on the
Levenberg-Marquardt method, as implemented in the
DUSTEM software package (Compie`gne et al. 2011).3
The fitted parameters of the MBB model are the dust
temperature Td, the spectral index β and the normaliza-
tion of the dust SED. We constrain Td and β to lie in the
intervals [5, 55] K and [0.8, 2.8] respectively. We assume
a 10% total uncertainty in the average flux densities at
all bands; for simplicity, we do not impose any corre-
lation between bands in these uncertainties. Although
neglecting correlated uncertainties can lead to signifi-
cant mis-estimates of dust parameters (Gordon et al.
2014), we stress that we are primarily interested here in
the relative temperatures of GMCs.
3 Available from http://dustemwrap.irap.omp.eu/.
We construct a single SED for each CO-emitting re-
gion using median values of the flux density across the
region, i.e. we do not probe spatial variations of the
dust temperature within clouds. To isolate the emis-
sion from a target molecular region, a local background
surrounding the region was defined and the median sur-
face brightness at each band within this background was
subtracted from the median surface brightness measured
within the target region. For the MAGMA clouds, we
use the ‘islands’ assignment mask presented by Wong
et al. (2011) to define the target CO-emitting regions.
For the PCC and 30 Doradus regions, we use two differ-
ent masks: the field of view of the ALMA mosaics (mask
1), and the more extended region of CO emission iden-
tified by MAGMA enclosing the ALMA field (mask 2).
We note that some difference in the dust temperatures
estimated using the different masks is to be expected
since the ALMA observations focus on a subregion of the
molecular cloud identified by MAGMA. For all clouds,
the background regions that we use have roughly twice
the projected spatial extent as the target molecular re-
gions. Sightlines with a significant detection of emission
in the MAGMA 12CO(1–0) cube are excluded from our
defined background regions.
Figure 3 presents the distribution of dust tempera-
tures that we obtain for the CO-emitting ‘islands’ iden-
tified in the MAGMA survey. The dust temperatures
that we infer for the PCC and 30 Doradus molecular
clouds are overplotted as blue and red lines, with shaded
regions used to indicate the uncertainty. For consis-
tency with the data points in the histogram, we overplot
the average dust temperatures of PCC and 30 Doradus
within mask 2. Figure 3 clearly shows that the PCC
and 30 Doradus lie at the opposite extremes of dust
temperatures observed for molecular clouds in the LMC.
The PCC and 30 Dor clouds have dust temperatures of
15.9± 1.0 K and 37± 5 K respectively, while the bulk of
6 Wong et al.
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Figure 2. CO(2–1) and 13CO(2–1) intensity maps for the PCC (upper panels) and 30 Dor region (lower panels), at a common
resolution of 2.′′5, obtained by integrating the ALMA cubes over the region of the dilated CO mask. Contour levels are 2n K
km s−1, where n=0, 1, ..., 6 for panel (a), n=−1, 0, ..., 5 for panel (b), n=2, 3, ..., 8 for panel (c), and n=1, 2, ..., 7 for panel
(d). Color scales are also given in K km s−1 units. Physical scales and beam sizes are indicated on the bottom corners of each
panel. The red dashed contours indicate 50% and 80% of the peak sensitivity in the ALMA mosaic. Arrows in panel (b) indicate
the positions for which spectra are displayed in Fig. 5.
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Figure 3. Distribution of dust temperatures for CO-
emitting regions identified in the MAGMA survey. The me-
dian dust temperature of the MAGMA clouds is 21.9 K. The
average dust temperatures of the PCC and 30 Doradus cloud
regions are indicated with blue and red vertical lines, with
colored shading representing the uncertainty in their dust
temperature estimates.
the LMC cloud population (defined using the 10th and
90th percentiles) has a dust temperature between 17 and
27 K. The dust temperatures inferred for the PCC and
30 Dor regions within the more restricted field of view
of the ALMA observations (mask 1) are 17.4±1.2 K and
30.1 ± 3.6 K. Thus we confirm the very cold nature of
the PCC.
3.3. Structural Decomposition
To identify structures within the ALMA spectral line
cubes, we used the Python package astrodendro, which
decomposes emission into a hierarchy of structures
(Rosolowsky et al. 2008; Shetty et al. 2012; Colombo
et al. 2015). Parameters were chosen so that the al-
gorithm identified local maxima in the cube above
the 3σrms level that were also at least 2.5σrms above
the merge level with adjacent structures. Each local
maximum was required to span at least two synthe-
sized beams in area. Isosurfaces surrounding the lo-
cal maxima were categorized as trunks, branches, or
leaves according to whether they were the largest con-
tiguous structures (trunks), were intermediate in scale
(branches), or had no resolved substructure (leaves).
The resulting dendrograms for CO in PCC and the 30
Dor cloud are shown in the right panels of Figure 4.
The basic properties of the identified structures are
also determined by astrodendro, including their spatial
and velocity centroids (x¯, y¯, v¯), the integrated flux S,
the rms line width σv (defined as the intensity weighted
second moment of the structure along the velocity axis),
the position angle of the major axis (as determined by
principal component analysis) φ, and the rms sizes along
the major and minor axes, σmaj and σmin. All properties
are determined using the “bijection” approach discussed
by Rosolowsky et al. (2008), which associates all emis-
sion bounded by an isosurface with the identified struc-
ture. From these basic properties we have calculated
additional properties, including the effective rms spatial
size, σr =
√
σmajσmin, the spherical radius R = 1.91σr,
following Solomon et al. (1987), the luminosity L = Sd2,
adopting d = 48 kpc (Freedman & Madore 2010), the
virial mass Mvir = 5σ
2
vR/G, derived from solving the
equilibrium condition
2T +W = 2
(
3
2
Mσ2v
)
− 3
5
GM2
R
= 0 , (1)
and the luminosity-based mass (for 12CO)
Mlum
M
= 4.3X2
LCO
K km s−1 pc2
,
where X2=1 for a standard (Galactic) CO to H2 conver-
sion factor (Bolatto et al. 2013). In this paper we have
adopted X2=4 (scaling the luminosity-based masses up-
ward by a factor of 4) to account for two effects:
1. The CO(2–1) line is weaker (in Tb units) than the
CO(1–0) line by a factor of ∼0.6 (§3.1), and our
luminosities are for the CO(2–1) line.
2. The CO(1–0) to H2 conversion factor in the LMC
is ∼2.4 times the factor for the Milky Way, based
on the virial analysis of the MAGMA GMC catalog
by Hughes et al. (2010).
In the left panels of Figure 4, we have used ellipses to
denote the centroid positions, position angles, and rms
sizes of the dendrogram leaves (the larger branch and
trunk structures have been omitted for clarity). The
ellipses have been colored to reflect the rms line width,
as discussed further in §3.4.1.
Following Rosolowsky & Leroy (2006), we estimate
uncertainties in the derived properties using a bootstrap
approach. These do not take into account the uncertain-
ties in defining the structures, and should be interpreted
as the uncertainty in measuring the structure properties
assuming the boundaries of the structure in position and
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Figure 4. 12CO structures color-coded by velocity dispersion σv. A schematic of the full dendrogram is shown in the right
panels, while the locations and fitted shapes of the dendrogram leaves are shown in the left panels. The top panels correspond
to the PCC, where a single leaf at the location of the bright southern IR source exhibits an exceptionally high σv. The bottom
panels correspond to the 30 Dor cloud. Arrows in the upper dendrogram indicate the positions for which spectra are displayed
in Fig. 5.
velocity space are fixed. For each structure we generate
100 realizations of the data by random sampling with
replacement and use the median absolute deviation to
estimate an rms fractional uncertainty for each prop-
erty. We scale these uncertainties by the square root
of the number of pixels per beam area to account for
correlations between pixels.
We do not attempt to correct the sizes and line widths
for resolution effects. As noted by Rosolowsky & Leroy
(2006), a simple deconvolution approach would under-
estimate the sizes of structures defined above a given in-
tensity threshold. An alternative approach would be to
extrapolate the sizes and line widths to a zero-intensity
contour before deconvolution. This would complicate
the interpretation of nested structures in the dendro-
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Figure 5. CO and 13CO spectra toward two locations of the
PCC indicated by arrows in Fig. 2. In the northern location
the large line width can be attributed to two velocity com-
ponents whereas the 13CO profile in the southern location
suggests a single, high dispersion component.
gram, however, so we have chosen instead to simply in-
dicate with gray shading the regions where resolution
effects become important in our correlation plots. We
note that one consequence of adopting the bijection ap-
proach is that the rms line width tends to be underes-
timated for structures defined by high isocontour levels
(i.e., leaves) because the width of the spectral profile
is truncated by the isosurface boundary (Rosolowsky &
Blitz 2005).
In most of the figures presented below we have sepa-
rately identified leaves, branches, and trunks with dif-
ferent symbols. Note that the leaves are distinct from
each other, as are the trunks, but that all (non-isolated)
leaves belong to a trunk. In contrast, the branches are
not independent but lie at intermediate levels of the hi-
erarchy.
A concern that has been raised about decomposition
in position-position-velocity (PPV) cubes is the super-
position or blending of physically unrelated structures
that occur at the same radial velocity (e.g., Ostriker
et al. 2001). Assuming that superposition of unrelated
structures will sometimes occur at different radial ve-
locities, we can look for sudden changes in line width at
different levels of the hierarchy to diagnose such blend-
ing. We find a clear example of such a location as indi-
cated by the arrow labeled ‘N’ in Figure 2(b), with the
corresponding spectra shown in Figure 5 (top). Here
the similarity of the CO and 13CO profiles is consistent
with superposition, unlike the southern peak labeled ‘S’
[spectra in Fig. 5, bottom] where the double-peaked CO
profile but single-peaked 13CO profile suggests the CO
profile is self-absorbed. Such superposition appears to
be rare, however, with most of the leaves appearing well-
separated spatially.
3.4. Correlations between cloud properties
In order to characterize the relations between struc-
ture properties, we fit for linear relationships between
the logarithms of properties, i.e. power laws. We em-
ploy the kmpfit module of the Python package Kapteyn
(Terlouw & Vogelaar 2015) which provides non-linear
least-squares fitting of user-specified functions. In or-
der to take into account the estimated errors in both
variables, we first obtain an initial estimate of the slope
and intercept using an unweighted least-squares fit (code
in scipy.stats.linregress) and then optimize these
parameters in kmpfit after weighting each sample by
the inverse of its effective variance. The effective vari-
ance method assumes that an error δxi in xi changes the
value of yi by an amount f
′(xi)δxi, which can be added
in quadrature to the error δyi in yi. The kmpfit code
also provides a standard error (derived from scaling the
errors from the covariance matrix to bring the reduced
χ2 to 1) and allows plotting of a 95% confidence inter-
val. We exclude from fitting any invalid values for which
the logarithm is undefined, and any points which lie be-
low the instrumental resolution, as indicated by the gray
shading in the correlation plots. The resolution in σv is
defined as the channel width divided by
√
8 ln 2 ≈ 2.35,
the resolution in R is defined as the FWHM of the syn-
thesized beam (in this case 2.′′5 or 0.58 pc) divided by√
8 ln 2 and multiplied by 1.91, and the resolution in
area is defined as the equivalent area of the synthesized
beam.
The results of the power-law fits have been summa-
rized in Table 2.
3.4.1. Size-linewidth relations
Commonly known as Larson’s 1st law, the R-σv re-
lation relates the radius in parsecs to the velocity dis-
persion in km s−1. Solomon et al. (1987) derived the
relation
σv ≈ 0.72R0.5 km s−1 ,
which is somewhat flatter than the relations we derive
for PCC and 30 Dor (Figure 6), although still formally
within the 3σ errors of our fits. More striking is the vari-
ation in the normalization factor: a 1 pc structure in the
PCC has a typical line width of 0.3 km s−1, whereas a
similarly sized structure in 30 Dor has a line width of
10 Wong et al.
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Figure 6. From left to right: Size-linewidth relation for 12CO structures in the PCC, 13CO structures in the PCC, 12CO
structures in 30 Dor, and 13CO structures in 30 Dor. Points are labeled as trunks, branches, or leaves based on their position
in the dendrogram. The Galactic relation from Solomon et al. (1987) is shown as a red line. Linear fits (blue dashed lines with
shaded confidence intervals) are made to all structures except those that fall in the gray shaded regions, which indicate where
observational resolution strongly affects the inferred sizes and line widths.
1.5 km s−1. While opacity broadening can contribute
significantly to the observed line width of 12CO (Hacar
et al. 2016), the clear separation between PCC and 30
Dor is evident in both CO and 13CO structures, sug-
gesting that optical depth effects do not strongly affect
the normalization. (On the other hand, opacity effects
may flatten the slope of the relation, as evidenced by the
steeper slope seen for 13CO in the PCC.) The Solomon
et al. (1987) relation has a normalization intermediate
between these two regions, consistent with PCC and 30
Dor representing the two extremes of star formation ac-
tivity in the LMC.
The other important insight from Figure 6 is that the
spread in σv is already quite large on the smallest scales
of the dendrogram hierarchy, i.e. the leaves indicated as
green filled circles. Specifically, σv for leaves ranges up
to 0.95 km s−1 for the PCC (3.20 km s−1 for 30 Dor),
whereas the highest measured σv is 1.21 km s
−1 (4.84
km s−1 for 30 Dor). The high-dispersion leaves show up
distinctly in the color coding of Figure 4 (left panels):
in the case of the PCC, the CO peak labeled as ‘S’ in
Figure 2(b) dominates the line widths of all leaves in
both CO and 13CO. This CO peak is coincident with
an infrared (IR) point source that is discussed further
in §4.1. The sequence of high-dispersion branches that
connects this leaf to its underlying trunk is clearly vis-
ible in the left panel of Figure 6 and as the red lines
at the lower right of the dendrogram tree. The nearly
constant σv in these branches (with a slight decline) re-
flects the strong influence of the high dispersion in that
single bright leaf. The R-σv relation is thus driven in
part by the tendency for large structures to inherit the
largest line widths of their constituents. This is accen-
tuated by the tendency for high-dispersion structures
to exhibit higher CO surface brightness (Figure 7), and
thus dominate the properties of the enclosing structures
in the hierarchy. Since small structures with narrow line
widths exert little influence on the line widths of the
larger structures they are embedded in, the upper enve-
lope of the size-linewidth plot tends to be much flatter
than the lower envelope.
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Figure 7. Size-linewidth relation for 12CO structures in the
PCC, color coded by CO surface brightness (expressed as an
equivalent H2 surface density).
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At the same time, we still find that the largest val-
ues of σv result from merging small-linewidth structures
exhibiting different line-of-sight velocities; the location
labeled as ‘N’ in Figure 2(b) is a good example of this
phenomenon, which is seen in the dendrogram (Figure 4)
as leaves with low dispersion (colored blue) merging into
branches with high dispersion (colored red). Further-
more, since the vast majority of leaves have low disper-
sion, there is still a general trend of increasing dispersion
with increasing size scale. These features are character-
istic of a turbulent spectrum spanning a range of scales
with increasing kinetic energy on larger scales. We dis-
cuss the implications of clouds exhibiting a handful of
high-dispersion leaves along with a general increase in
dispersion with size scale further in §4.2.
3.4.2. Mass-radius relations
Figure 8 shows the correlation of two CO mass estima-
tors (integrated CO flux assuming a constantXCO factor
and virial mass) with the equivalent spherical radius R.
Diagonal black dotted lines show average surface densi-
ties of 1, 10, and 100 M pc−2, while red dotted lines
show average volume densities of n(H2) = 10
2, 103, and
104 cm−3. For comparison, the 1σ CO surface bright-
ness sensitivity of the ALMA maps (at 0.58 pc resolu-
tion) are 0.18 and 0.4 K km s−1 for PCC and 30 Dor
respectively, corresponding to a 3σ surface density of 9.2
and 21 M pc−2. Some of the smallest structures are
close to this limit, but larger structures are well above it.
Note that some measured surface densities may fall be-
low the nominal limit if they are derived from averaging
over several beams, or over a smaller range in velocity
than the moment mask.
We find that for a given mass estimator, clumps in 30
Dor show about an order of magnitude higher CO sur-
face brightness than those in the PCC, reflecting a com-
bination of higher brightness temperature and larger line
width. For the PCC, the typical surface densities (based
on virial mass) are comparable to or slightly less than
the canonical value of 206 M pc−2 derived by Solomon
et al. (1987) for Galactic clouds, also using virial masses,
whereas the surface densities in 30 Dor are much higher,
close to 103 M pc−2 in many cases. The volume den-
sities show similar differences, being typically 102–103
cm−3 for the PCC and ∼ 104 cm−3 for 30 Dor.
We also find that larger structures tend to show a nar-
rower range of surface density, as expected from ensem-
ble averaging, with the highest surface densities found
at intermediate size scales. The latter property may be
related to the fact that structures are essentially identi-
fied as isocontour levels in the cube. Small isocontours
can enclose both high and low brightness regions, while
intermediate-sized isocontours enclose relatively bright
regions that span multiple contour levels, and the largest
isocontours enclose the bulk of the emission in the cube,
averaging over moderate and high-brightness regions.
We note that the limited field-of-view of the ALMA
mosaics confines our observations to regions of bright
CO emission—the relatively high surface densities on
large scales are thus partly a result of targeting the ob-
servations toward the CO peaks of low-resolution single-
dish maps. When it comes to other properties, however,
our comparisons with the wide-field MAGMA data in-
dicate overall consistency between the ALMA-observed
regions and the larger CO cloud. For instance, while
the ALMA 30 Dor mosaic only covers a portion of the
cloud identified as 30Dor-10 by Johansson et al. (1998),
the line width of the entire cloud (identified as A331 in
Wong et al. 2011) is 4.73 km s−1, similar to the value of
4.84 km s−1 we derive on the largest scale of the ALMA
map. The mass of the entire cloud, with our adopted
XCO, is about 1.75× 105 M, compared with 1.0× 105
M for the region covered by the ALMA map.
3.4.3. Luminosity-mass (L-M) relations
Figure 9 shows the correlation between two 12CO-
based mass estimators: the “luminous mass,” based on
the integrated CO flux assuming a constant XCO fac-
tor, and the virial mass. With the XCO factor we have
adopted in this paper (§3.3), the two masses appear to
be roughly comparable in the PCC, whereas the virial
mass tends to be larger in 30 Dor, particularly for the
smallest structures. Since Mvir ∝ Rσ2v , this partially re-
flects the larger line widths observed in 30 Dor. In both
clouds, the slope of the correlation is significantly flat-
ter than unity, indicating that more massive structures
are more strongly bound (i.e. possess a smaller virial pa-
rameter αvir ≡ Mvir/Mlum). As noted by Shetty et al.
(2010), the slope of the Mlum–Mvir relation is related
to the slopes of the R–σv and mass-radius correlations;
if Mlum ∝ Rα and σv ∝ Rβ then Mvir ∝ M2β+1/αlum .
The sub-linear slope (2β + 1 < α) arises because the
R–σv relation is relatively flat (as noted in §3.4.1, larger
structures tend to inherit the largest line widths from
their constituents) whereas the R–Mlum relation is rel-
atively steep (§3.4.2; larger structures encompass much
more mass than their constituents). We caution, how-
ever, that opacity effects in 12CO may contribute to the
flatness of the R–σv relation, as discussed in §3.4.1.
3.4.4. L-M relations normalized by area
In Figure 10 the virial and luminous masses have been
normalized by the projected area A of each structure to
yield mass surface densities, which are then compared.
Since Mvir ∝ Rσ2v , this is essentially a plot of σ2v/R
12 Wong et al.
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Figure 8. Mass-radius relations for the PCC (first two panels, using luminous and virial mass indicators respectively) and 30
Doradus (last two panels), shown for the CO-identified structures. The dotted black lines indicate surface densities of 1, 10,
and 100 M pc−2, while dotted pink lines indicate average volume densities of 102, 103, and 104 molecules cm−3. The dashed
blue line represents the best-fit power-law relationship with slope (a) and intercept (b) given at the upper left.
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Figure 9. Relation between virial mass and luminosity-based mass (assuming a constant αCO factor as described in the text)
and virial mass for 12CO-identified structures in the PCC (left) and 30 Doradus (right).
against Σ, which is analogous to the “boundedness” plot
discussed by Heyer et al. (2009) (see also Keto & Myers
1986, Field et al. 2011, Leroy et al. 2015). This plot
removes much of the intrinsic correlation in the L-M
plot and allows loci of pressure-bounded equilibrium to
be distinguished (at least in principle) from virializa-
tion. The equality line represents the simple virial equi-
librium (SVE) relation of Equation (1), while the two
curves represent pressure-bounded equilibria with exter-
nal pressures of Pext/k = 10
2 and 104 cm−3 K, derived
from setting the left-hand side of Equation (1) equal to
4piR3Pext:
Σvir − Σlum = 20
3piG
Pext
Σlum
. (2)
Overall, the observed structures, particularly in the
PCC, lie close to SVE, although the higher virial-to-
luminous mass ratios observed in 30 Dor are again ap-
parent in this figure. There is a population of lower
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Figure 10. Relation between virial and CO-based surface densities for 12CO-identified structures in the PCC (left) and 30
Doradus (right). The line of slope unity represents simple virial equilibrium, while green and magenta curves represent loci of
pressure-bounded equilibria.
surface-density leaves in both clouds that lie well above
the SVE line, and are thus consistent with pressure con-
finement, albeit not at a single value of Pext. Espe-
cially for 30 Dor, the offset from the SVE line is often
much larger than the factor of ∼2 (0.3 dex) or √2 (0.15
dex) that has been attributed to pressure-bounded virial
equilibrium (Field et al. 2011) or energy equipartition
due to free-fall collapse (Va´zquez-Semadeni et al. 2007;
Ballesteros-Paredes et al. 2011) respectively, disfavoring
those explanations. It is important to note that in this
context “lower surface density” is defined in a relative
sense for each cloud, since the out-of-equilibrium struc-
tures seen in 30 Dor are found at surface densities where
most structures appear to be virialized in the PCC.
3.5. Comparison with 13CO-based masses
In concluding that molecular clouds and their clumps
are close to virial equilibrium, there is a risk of circular-
ity given that our luminosity-to-mass conversion (X2=4)
was calibrated in part by assuming virial equilibrium.
We use 13CO as an alternative mass tracer assuming
that 12CO and 13CO are in local thermodynamic equilib-
rium (LTE) at a common excitation temperature (e.g.,
Nishimura et al. 2015). We assume the 12CO (2–1) line
is optically thick at line center and not subject to beam
dilution, so that for a given line of sight the excitation
temperature is uniform and given by
Tex[K] = 11.06
[
ln
(
1 +
11.06
T12,pk + 0.187
)]−1
, (3)
where T12,pk is the peak temperature of the
12CO line
profile. The 13CO (2–1) optical depth is then calculated
from the brightness temperature T13 at each position
and velocity in the cube using
τ13 = − ln
[
1− T13
10.6
{
1
e10.6/Tex − 1 −
1
e10.6/2.7 − 1
}−1]
.
(4)
Since τ13 varies linearly with T13 in the optically thin
limit, we do not exclude T13 values below a 3σ sensitiv-
ity limit, but instead allow negative values of τ13 due to
noise; given the limited range of Tex (as discussed be-
low), these tend to average out when integrated in the
cube.
For any given Tex, there is a maximum allowed value
of T13 beyond which τ13 becomes undefined. For Tex=8
K we require T13 < 3.6 K. To reduce the number of
such undefined values we impose a minimum “floor” of
8 K on Tex under the assumption that lower inferred
values reflect beam dilution. Still, given that locally we
observe values of T13 as high as∼7 K, there are a handful
of 3D pixels for which the 13CO column density cannot
be calculated; these pixels are excluded from the LTE
14 Wong et al.
Table 2. Power Law Fit Parameters: log Y = a logX + b
PCC 12CO PCC 13CO 30 Dor 12CO 30 Dor 13CO
X Y a b a b a b a b
R σv 0.51± 0.02 −0.47± 0.01 0.91± 0.14 −0.53± 0.04 0.61± 0.03 0.23± 0.01 0.58± 0.06 0.16± 0.02
R Mlum 2.52± 0.05 1.96± 0.03 · · · · · · 3.10± 0.11 2.94± 0.06 · · · · · ·
R Mvir 2.00± 0.04 2.15± 0.03 2.89± 0.29 1.98± 0.07 2.23± 0.05 3.52± 0.03 2.20± 0.12 3.38± 0.05
Mlum Mvir 0.86± 0.01 0.36± 0.04 · · · · · · 0.80± 0.02 1.08± 0.07 · · · · · ·
Σlum Σvir 0.92± 0.06 −0.01± 0.10 · · · · · · 0.43± 0.03 1.75± 0.08 · · · · · ·
Mlum MLTE 0.95± 0.01 0.53± 0.03 · · · · · · 0.97± 0.01 0.44± 0.05 · · · · · ·
Mvir MLTE 1.04± 0.02 0.39± 0.08 0.94± 0.05 0.99± 0.13 1.06± 0.02 −0.14± 0.11 1.00± 0.03 0.35± 0.14
mass estimates, which might therefore be biased small
for the most luminous structures. Applying a Tex floor
significantly reduces the number of undefined values of
τ13, although too high a floor value reduces the allowed
range of Tex. At 2.
′′5 resolution, we derive values of Tex
ranging up to 17 K for the PCC and 57 K for 30 Dor.
The total 13CO column density in cm−2, summed over
all rotational levels, is then given by (Garden et al. 1991;
Bourke et al. 1997):
N(13CO) = 1.21× 1014 (Tex + 0.88)e
5.29/Tex
∫
τ13 dv
1− e−10.6/Tex .
(5)
Errors were estimated using a Monte Carlo approach,
with many realizations of the input 12CO and 13CO
cubes generated, consistent with the noise determined
from signal-free channels, to determine a resultant un-
certainty map for N(13CO). For each realization the Tex
floor was randomly varied between 6 and 10 K. In prac-
tice the uncertainty was calculated channel by channel
in order to allow the column density measurement to
be restricted to a 3D mask. We stress that these un-
certainties mainly reflect the uncertainties due to map
noise. The assumption of a single Tex that can be de-
rived from T12,pk, as well as the definition of the 3D
masks used for integration, introduce additional system-
atic uncertainties. Table 1 shows clearly, for instance,
that beam dilution reduces T12,pk when smoothing to a
common resolution of 2.′′5; our resulting underestimate
of Tex would lead us to overestimate τ13 and N(
13CO).
We derived an LTE-based estimate of clump masses by
scaling N(13CO) to N(H2) using an abundance ratio of
H2/
13CO of 5× 106, to maintain consistency with Inde-
betouw et al. (2013). We compare the LTE-based masses
with masses derived from the CO luminosity or virial
theorem in Figure 11. The top panels show, for the PCC
and 30 Dor respectively, the LTE mass derived by inte-
grating the scaled N(13CO) cube within the boundaries
of the 12CO-defined structures; this mass is typically
∼3 times larger than the CO-based mass. The bottom
panels show the LTE mass integrated within the bound-
aries of the 13CO-defined structures, compared with the
virial mass derived from the 13CO sizes and line widths.
The LTE mass overestimates the virial mass by a factor
of ∼2 in 30 Dor but a factor of 6–8 in the PCC. For
all cases the relation is very close to linear: the LTE
masses agree with the other mass estimators aside from
a constant multiplicative offset.
One reason for our systematically high LTE masses,
besides the underestimate of Tex described above, may
be our adopted H2/
13CO ratio, which is somewhat
higher than that adopted in most previous studies (e.g.,
Minamidani et al. 2011). The gas-phase [12C/13C] ratio
in the LMC was estimated to be between 30 and 75 by
Johansson et al. (1994), and a value of 36±11 was de-
rived by Heikkila¨ et al. (1999). The conventional value
for the H2/CO ratio in Galactic studies is 1–2 ×104 (Fr-
erking et al. 1982; Blake et al. 1987), but should be some-
what higher in the LMC, with a metallicity of roughly
half solar (Stasin´ska et al. 1998). Taken together, it is
plausible that our H2/
13CO abundance ratio is overes-
timated by a factor of 2–7, which would be adequate to
explain the discrepancies between the LTE-based masses
and the other mass estimators. Differences in the dy-
namical state of the PCC and 30 Dor clouds may also
systematically affect the virial mass estimates.
Departures from the LTE approximation constitute an
additional source of systematic uncertainty, for instance
if photon trapping enhances the population of upper-
level 12CO states above what would be expected from
LTE. This creates a range of densities (. 103 cm−3, In-
debetouw et al. 2013) for which 13CO is subthermally
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Figure 11. Top panels: Relation between luminosity-based mass (assuming a constant αCO factor) and LTE-based mass for
12CO-identified structures in the PCC (left) and 30 Doradus (right). Bottom panels: Relation between virial mass and LTE-based
mass for 13CO-identified structures in the PCC (left) and 30 Doradus (right).
excited while 12CO is thermalized. Heyer et al. (2009)
show that the LTE approximation can underestimate
the 13CO column density by factors of 2 or more in
low-density cloud envelopes, with selective photodissoci-
ation also reducing the 13CO abundance in UV-exposed
regions, leading to a further underestimate of the H2 col-
umn density. To diagnose the presence of such diffuse
cloud envelopes, we display the pixel-by-pixel correla-
tion of the integrated 12CO and 13CO line intensities in
Figure 12. Points at the bottom and left of each plot, be-
low a 4σ significance, have been suppressed and replaced
by contours indicating upper limits. The blue diagonal
line represents R13 ≡ I(12CO)/I(13CO) = 1 and the red
diagonal line represents R13 = 8. While a range of R13
values is observed in both clouds, at our sensitivity there
is little evidence for optically thin gas (R13  10). Cou-
pled with the fact that the LTE masses tend to be higher
than other mass estimates, it seems unlikely that diffuse
cloud envelopes contribute significantly to the emission
we measure. Rather, the underestimate of Tex by as-
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Figure 12. Correlation between 12CO and 13CO integrated intensity for the PCC (left) and 30Dor cloud (right). The comparison
is limited to the region enclosed by the dilated 12CO mask. Blue contours represent 4σ upper limits on 13CO but with 12CO
detected at a 4σ level or greater, whereas red contours are 4σ upper limits on both 12CO and 13CO. Blue and red diagonal lines
correspond to I12/I13 ratios of 1 and 8 respectively.
suming a filled beam and optically thick 12CO emission,
in addition to the somewhat high value of the H2/
13CO
ratio we adopt, is likely biasing the LTE masses high.
4. DISCUSSION
4.1. The Southern IR Source
The bright, compact CO source in the southern part
of the PCC is associated with an infrared (IR) point
source seen in the SAGE and HERITAGE surveys of the
LMC, with a 24µm flux of 4.87±0.09 mJy (Seale et al.
2014). In conjunction with the unusually broad line pro-
file seen in the CO spectra (Fig. 4 and 5), this is indica-
tive of a luminous young stellar object (YSO) or com-
pact cluster that is driving a powerful wind or outflow.
Seale et al. (2014) obtain a far-IR luminosity of 330±74
L for this source (designated J81.048316−71.913885)
based on graybody fitting to HERITAGE photometry.
We further combined the available 2MASS, SAGE, and
HERITAGE photometry with SED fitting to the models
of Robitaille et al. (2007) to estimate a total luminosity
of ∼1000 L. Although the quality of the fit is poor,
it implies a mass of ∼ 8M, an extinction AV ∼ 100,
and an envelope accretion rate of ∼ 3× 10−3 M yr−1.
Thus, despite the low temperature and IR brightness of
the PCC, star formation does appear to be underway:
the absence of a bright H II region does not imply a lack
of energetic feedback. Still, the upper left panel of Fig. 4
suggests that the vicinity of the YSO has not been the
site active star formation until recently (. 106 yr), as
structures within a few pc of the IR source do not show
elevated line widths.
4.2. Variations in line width on small scales
A key question in star formation theory remains the
source and maintenance of molecular cloud turbulence
(e.g., Klessen & Hennebelle 2010). Comparison with
simulations has suggested that the observed R–σv rela-
tions in Galactic molecular clouds are more consistent
with large-scale driving (i.e., on scales comparable or
larger than the cloud size) than with small-scale driv-
ing from stellar feedback (Ossenkopf & Mac Low 2002;
Brunt et al. 2009). Two of our principal results, how-
ever, suggest that internal feedback effects may have sig-
nificant impact on observed cloud properties and scaling
relations.
First, we find clear evidence for small-scale energy in-
jection in the PCC, at the location of the southern IR
source. Indeed, we have noted that the “leaf” struc-
tures appear to span nearly the full range of velocity
dispersions observed in structures of all scales (Fig. 6).
In terms of total cloud kinetic energy, the leaves still
play only a minor role, consistent with the majority of
them being quiescent. Approximating the kinetic energy
as Mlumσ
2
v , the leaves as a whole contribute only 5.5%
and 5.1% of the energy in PCC and 30 Dor respectively,
compared to 18% and 32% of the mass. Notably, how-
ever, the leaf with the highest kinetic energy in the PCC
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Figure 13. Left: Boundaries (colored contours) and RMS sizes (denoted by black ellipses) of clusters identified in the CO
dendrogram of the PCC using SCIMES. Middle: Size-linewidth relation for clusters (colored squares, using the same color key
as the left panel). Substructures within each cluster are shown as open circles with the same color as the cluster. The power-law
relation and its uncertainty are determined based on the cluster points only. The Galactic relation from Solomon et al. (1987)
is shown as a red line. Right: Size-mass relation for clusters (colored squares). Dotted lines are the same as in Fig. 8.
makes similar contributions to the mass (4.3%) and ki-
netic energy (3.9%) of the cloud as a whole. The most
energetic leaf in 30 Dor is less dominant among leaves
(contributing 4.1% of the mass but only 1.7% of the en-
ergy) but still provides a third of the kinetic energy of
all the leaves in total. These results suggest that energy
injection on small scales is likely to be highly localized
in space and time, increasing the scatter in observed
size-linewidth relations.
Second, we have found clear differences in line width
for two clouds (PCC and 30 Dor) with very different
star formation activity, challenging the notion that star
formation activity has little effect on the strength of tur-
bulent motions in a cloud. Of course, given the many
peculiarities of the 30 Dor region (in particular, its ex-
tremely high radiation field, e.g. Lopez et al. 2011), the
properties of this cloud may prove to be extreme, and
better context will be available with upcoming observa-
tions of many more clouds.
To better understand why previous analyses have of-
ten failed to uncover large variations in line width on
small scales, we can compare our results to a similar
analysis performed using SCIMES, an extension to as-
trodendro that segments the emission into closely re-
lated structures via cluster analysis (Colombo et al.
2015). A SCIMES decomposition results in distinct,
non-overlapping structures that resemble the clumps
identified by CLUMPFIND (Williams et al. 1994) or
CPROPS (Rosolowsky & Leroy 2006). Since SCIMES
works directly on the dendrogram output, we can relate
the “clusters” it identifies with the full set of structures
in the dendrogram. We find, for the PCC 12CO cube,
that SCIMES breaks the emission into just 7 clusters,
the largest of which includes the southern IR source
(Figure 13). Because small, high-linewidth structures
like the southern CO-bright “leaf” tend to lie well above
the noise floor, they are preferentially eliminated by in-
corporation into larger structures. The resulting clusters
tend to lie closer to a power-law relation than when the
full set of dendrogram structures are included, although
the slope is formally more uncertain because of the small
number of points.
The possibility that clouds derive a significant fraction
of their turbulent energy from internal feedback has been
noted by Goldbaum et al. (2011), who studied the stabil-
ity and lifetimes of clouds experiencing both mass accre-
tion and star formation. Yet it remains unclear whether
stellar feedback can provide turbulent support against
gravity on the &10 pc scales of GMCs (supernovae could
do so easily, but would likely disrupt the cloud). The
presence of bulk velocity gradients in Galactic and ex-
tragalactic GMCs (Koda et al. 2006; Imara et al. 2011)
suggests that both feedback and cloud-scale bulk mo-
tions can provide support to varying extents. Recog-
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nizing a role for feedback may provide a path for un-
derstanding why star formation appears to be enhanced
in GMCs that have experienced previous star formation
events (Ochsendorf et al. 2016). With a diverse set of
well-resolved GMCs all at a known distance, the LMC
will be a key laboratory for further exploration of these
issues.
4.3. High Densities Closer to Virial Equilibrium
The comparisons we have made between the PCC and
30 Dor clouds present an interesting conundrum. While
the basic scaling relations between size and line width
(Fig. 6) and size and mass (Fig. 8) have slopes consistent
with previous studies, there is a clear difference in nor-
malization between the two clouds. At the same time,
the comparisons between virial and luminous masses and
surface densities in Fig. 9 and 10 show that the highest
density structures in both clouds remain close to virial
equilibrium. While 30 Dor displays much higher line
widths and surface densities than PCC, the normaliza-
tion of the size-linewidth relation (σv/R
0.5 ∝ √Σvir)
scales with surface density, roughly as expected from
virial equilibrium. This scaling appears to explain much
of the difference in clump properties between the PCC
and 30 Dor, and is even more striking when comparing
structures within the PCC, where higher surface density
clearly implies higher line width at a given size (Fig. 7).
It is worth bearing in mind, however, that many
of the smaller structures in 30 Dor appear well out
of equilibrium, with virial masses exceeding luminous
masses by an order of magnitude or more. Although,
as noted in §3.3, our “bijection” approach to measuring
cloud properties likely underestimates the line widths of
smaller structures, correcting for this bias would only in-
crease the discrepancy. Given that αvir = Mvir/Mlum =
2T /|W|, the observed offset implies a strong excess of
kinetic energy in these structures, or the presence of a
confining external pressure. Interestingly, the bright-
est PCC clump associated with the southern IR source
in that cloud has αvir ≈ 1. This suggests that even
strong internal feedback need not lead to large depar-
tures from virial equilibrium, for example if internal
feedback “stirs” the dense gas but is unable to com-
pletely unbind it. The highly supervirial line widths
seen in parts of the 30 Dor cloud may instead result
from external kinetic energy injection (e.g., from the
nearby R136 cluster) that is not limited by local es-
cape speeds, or by a significant stellar contribution to
the gravitational potential that increases the virial line
width above what would be expected from the gas mass
alone (cf. discussion in Kruijssen & Longmore 2013).
Alternatively, the majority of the apparently unbound
structures could be transient density enhancements and
thus not in dynamical equilibrium at all (e.g., Dib et al.
2007).
5. CONCLUSIONS
We have presented Mopra and ALMA observations of
12CO(1–0), 12CO(2–1), and 13CO(2–1) emission from a
quiescent cold cloud in the outskirts of the LMC. We
have confirmed that the cloud has among the coldest
dust temperatures for CO clouds in the galaxy and pos-
sesses a relatively high 12CO(2–1)/13CO(2–1) line ra-
tio but low 12CO(2–1)/12CO(1–0) line ratio, consistent
with lower density and temperature than is typical for
more centrally located clouds. Comparing the PCC
cloud with the well-studied 30 Dor cloud using the same
analysis techniques at the same physical resolution, we
find the following:
1. Line widths in 30 Dor are larger than line widths
in the PCC by a factor of ∼5 at a given spatial
scale. As a result, the best-fit R-σv relations for
each cloud straddle the average relation found in
Galactic clouds by Solomon et al. (1987).
2. There is a large range in line widths measured for
the “leaves” that occupy the smallest scales in the
dendrogram hierarchy. Especially in the PCC, but
to some extent also in 30 Dor, the velocity disper-
sion observed on larger scales is heavily influenced
by the highest dispersion leaves, resulting in a rel-
atively flat upper envelope to the size-linewidth
relation.
3. The CO surface brightnesses and inferred surface
densities in 30 Dor exceed those in the PCC by an
order of magnitude, for structures of the same size
observed at a resolution of 0.6 pc.
4. The highest density structures in both clouds are
close to virial equilibrium, with higher surface den-
sities in 30 Dor compensated by higher line widths.
However, many of the smaller structures, particu-
larly in 30 Dor, appear far out of equilibrium, in-
dicating excess kinetic energy or a confining (but
spatially varying) external pressure.
5. Mass estimates based on 12CO brightness, simple
virial equilibrium, and 13CO emission in LTE show
strong correlations, yet systematically differ by up
to a factor of ∼6. These estimates each rely on
assumptions that may not be valid for individual
clouds, and should be treated with caution.
The clear and dramatic differences between PCC and
30 Dor illustrate the dependence of molecular cloud
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properties on galaxy environment, a topic which has
been the focus of significant attention in recent years
(e.g., Hughes et al. 2013; Fujimoto et al. 2014; Freeman
et al. 2017). The 30 Dor-10 cloud is located in an ex-
treme star-forming environment where young stars have
dispersed much of their natal gas; it is also in a more
central location in the galaxy than the PCC. High sur-
face densities and velocity dispersions, such as observed
in 30 Dor, translate into high internal cloud pressures
(Pint ∼ Σσ2/R), which have been found to correlate
with the external pressure required for hydrostatic equi-
librium of the galactic disk (Hughes et al. 2013). While
it is to be expected that the properties of clouds reflect
to some degree the properties of the environment from
which they form, the implications of GMC properties for
star formation are only beginning to be explored (e.g.,
Kruijssen et al. 2014; Federrath et al. 2016; Ochsendorf
et al. 2017). In future work, we will revisit these topics
with a more comprehensive survey of molecular clouds
in the LMC, which probe a more continuous range of
environmental conditions.
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