Abstract. A Gram-Schmidt type algorithm is given for finite d-dimensional reflexive forms over division rings. The algorithm uses d 3 /3 + O(d 2 ) ring operations. Next, that algorithm is adapted in two new directions. First a sequential algorithm is given whose complexity matches the complexity of matrix multiplication. Second, a parallel NC algorithm is given with similar complexity.
Introduction
The classic Gram-Schmidt 'orthogonalization process' returns an orthonormal basis of a given inner product space. Here we generalize that process in the appropriate fashion to reflexive forms b over an arbitrary division ring ∆, i.e.: functions b(u, v) = uBv σt where u, v ∈ ∆ d , σ : ∆ → ∆ is an anti-isomorphism, and B = sB σt , for some s ∈ ∆. This forces σ 2 = 1 and s 2 = 1. We prove:
There are deterministic algorithms which, given B, return an invertible matrix A such that The method of Theorem 1.(i) is shared by many generalizations of Gram-Schmidt. For symmetric forms the idea goes back at least to M. F. Smiley's Algebra of Matrices [5, Section 12.2] and is adequately described as symmetric Gaussian elimination. Dax and Kaniel [1] give a detailed analysis of such an algorithm for symmetric forms. Holt and Roney-Dougal [2] use the method along with a classification of nondegenerate reflexive forms over finite fields.
The objective here is towards a single uniform algorithm from which the optimal asymptotic and parallel algorithms can be derived without dependence on ∆. Hence, our algorithms must not assume even basic geometry of reflexive forms and instead the usual properties will be inferred form the output of the algorithms. This ignorance makes the methods elementary, compact, and allows them to apply in the broadest generality. It seems that Theorem 1.(ii) − (iii) is new even for common division rings ∆ such as R, C, H, O, and GF (p e ).
Smiley's method
Let us start with an algorithm which is not asymptotically optimal, but which (I believe) is the simplest to implement and which captures all reflexive forms at once. This is the prototype for the optimal sequential and parallel algorithms given later.
A standard basis for b is any basis for which the matrix B defining b in the basis has the form given in (2). The 2 × 2-blocks we call semi-hyperbolic while the 1 × 1-blocks are anisotropic if they are non-zero, otherwise they correspond to the radical of b. Since the parameters l, m, and α 1 , . . . , α l , β 1 , . . . , β m ∈ (∆, σ) (s) = {γ ∈ ∆ : γ σ = sγ} are not isometry invariants of b, we revisit this standard in A. By assumption B t = sB σ for s 2 = 1 and σ 2 = 1. If the s and σ are not specified with B, then suitable values can be detected during the execution of the algorithm for Theorem 1.(i). We either prove that B = 0 or we we find u, v ∈ V such that
. For simplicity we write the algorithm as though s and σ are known.
Note that if A is an elementary matrix then ABA σt modifies B in one of three ways: interchange two rows and the corresponding two columns, add a scalar times one row and corresponding column to another row and column, or scale a row and column by a non-zero scalar. We describe the algorithm as modifying B, but the change of basis matrix A can be recorded and returned. We call these operations on row-columns. Return
Proof of Theorem 1.(i).
The algorithm StandardBasis returns a block diagonal matrix whose blocks, subject to a permutation, have the from given in (2) . That algorithm only modify the entries of B so that the space complexity is O(d 2 ) elements in ∆. For the time complexity T (d) we find the correct case to enter by using d equality tests in ∆. In the anisotropic case we use d multiplications, d(d − 1) additions, and a recursive call on a matrix of dimension d − 1. In the isotropic case we use 2d + 3 multiplications, d
2 − d additions, and a recursive call on a matrix
is the cost of multiplying in ∆ and A(∆) the cost of adding in ∆, proving the claim.
Remark 2.1. Theorem 1.(i) implies the existence of a standard basis as defined in (2) . We may even allow ∆ to be non-associative if we take the care to define b(u, v) = (uB)v t and change a basis via (AB)A σt .
The complexity of finding a standard basis
Multiplication of d × d-matrices by the traditional algorithm is not the most efficient method for large dimensions. The various new methods use O(d ω ) operations in ∆ for some 2 ≤ ω ≤ 3 [6, p. 315]. We prove that finding a standard basis is at least as efficient as matrix multiplication. Notice that finding a standard basis requires finding a basis for the radical, i.e., the null-space of B. Thus, the complexity is at least that of solving a system of linear equations. The complexity of solving linear equations may be equivalent to the complexity of matrix multiplication (it is no harder). If so then Theorem 1. 
Proof of Theorem 1.(iii). The algorithm StandardBasisByBlocks uses O(log d) recursive calls and each step can use the parallel linear algebra algorithms of [3] and [4] .
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Apply step (1) to B ′′ , then halt.
Appendix A. Adjusting standards
In this section we include a list of typical tricks that can be used to convert the standard bases defined in (2) into other common standards. These tricks are possible only for division rings with restricted properties but doing so allows us to arrive a canonical representatives of the respective reflexive forms. To each δ ∈ ∆, assign t(δ) = δ + sδ σ and n(δ) = δδ σ .
A.1. Anisotropic point. Let B = [β], so β = sβ σ . Evidently, B is isometric to [δβδ σ ] for all δ ∈ ∆. If β = 0, then there is little that can be done to describe the isometry class of B in broad generality. The situation is improved if n(∆) is central in ∆. There n(∆ × ) is a subgroup of ∆ × and [β] is isometric to [γ] if, and only if, β ≡ γ mod n(∆ × ). For various ∆, a complete list of norm classes can be described; see Table 1 . Table 1 . Canonical representatives for one-dimensional reflexive forms.
Remark A.1. To transform from B to a canonical representative requires that we compute a pre-image of the norm map. That process depends greatly on (∆, σ). A good example is (R, 1) which requires taking square-roots. As we delay all squareroots until after an orthogonal decomposition is had, roundoff errors here have no affect on orthogonality in contrast to the usual Gram-Schmidt method.
A.2. Semi-hyperbolic pairs. Let B = 0 1 s α so that α = sα σ . Note that
To use this observation requires finding δ such that α = t(δ). If 2∆ = ∆ then δ = α/2 (recall that α = sα σ ). If instead 2 = 0, there is sometimes a means to use (3) .
is a subring of ∆, then k is a field and α = t(δ) is a k-linear equation so we may solve for δ ∈ ∆, provided that dim k ∆ is polynomial in d. Now suppose that t(∆) = (∆, σ) (s) (so 2 = 0 and s = 1). For 0 = δ ∈ ∆, it follows that
So if n(∆) = (∆, σ) (1) then B has either α = 0, or B isometric to I 2 . Again, to be practical requires a method to find δ ∈ ∆ such that α = n(δ). If σ = 1 then α = n(δ) = δ 2 is a linear equation in ∆ and so a solution can be found. For instance, if |∆| = 2 e then δ = α Finally, consider B = 0 1 s 0 . If there is a δ ∈ ∆ such that t(δ) = 0, then
Otherwise, if t(∆) = 0 then s = −1 and σ = 1. Thus, uBu t = 0 for all u ∈ ∆ 2 . Hence, B has no proper non-trivial orthogonal decomposition.
A.3. Wide rewriting. A final adjustment involves modifying pairs of blocks. If ∆ is a field and 0 = α = n(γ) + n(δ) for some γ, δ ∈ ∆ (for example, if σ = 1 and α is a sum of squares), then 
To obtain this, use Theorem 1 and (3). If b is a reflexive form over (GF (2 e ), 1) then b is isometric to exactly one of the following for integers m and r unique to b:
To obtain this, note that n(GF (2 e )) = GF (2 e ). Then use Theorem 1, (4), and (8).
If b is a reflexive form over (GF (p e ), 1) with p > 2, s = 1, and ω is a fixed nonsquare in GF (p e ), then b is isometric to exactly one of the following for integers m and r unique to b: To obtain this use Theorem 1, (3), (6) , and Table 1 .
If b is a reflexive form over (R, 1) with s = 1 then there are integers r, s and t unique to b such that b is isometric to: To reach this, use Theorem 1, (3), (6) , and Table 1 .
If b is a reflexive form over any of the following:
(16) (GF (p 2e ), α → α To obtain this not that for each (∆, σ) in (16) it follows that t(∆) = n(∆) = {δ ∈ ∆ : δ = δ σ } (that is, GF (p e ) or R). By Theorem 1, (3), (4), and (6), it follows that b is isometric to [α 1 ] ⊥ · · · ⊥ [α d ] with α 1 , . . . , α d ∈ n(∆). The rest follows form Table 1 .
