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Program dela
V magistrskem delu naj bodo predstavljene in obravnavane razlicˇice Hanoj-
skega stolpa. Resˇitve vsake razlicˇice naj bodo nazorno predstavljene na grafu
stanj.
Osnovna literatura
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Grafi stanj za razlicˇice Hanojskega stolpa
Povzetek
Osnovna igra o Hanojskem stolpu omogocˇa veliko mozˇnosti za razsˇiritev.
Predstavili in resˇili bomo nekaj razlicˇic te igre. S pomocˇjo grafov stanj bomo
obravnavali lastnosti posamezne razlicˇice. Rekurzivna sestava vodi do izpe-
ljave nekaterih lastnosti. Izpeljane vrednosti sˇtevila vozliˇscˇ, sˇtevila povezav,
optimalne resˇitve in sˇtevila optimalnih resˇitev bomo primerjali z vrednostmi,
ki nam jih vrnejo dokazano optimalni algoritmi.
State graphs for variations of the Tower of Hanoi
Abstract
The basic Tower of Hanoi game is open to many generalizations. We are
going to introduce and solve some variations of it. By drawing state graphs
for variations of the Tower of Hanoi we are going to analyse some properties of
specific variations. Their recursive structure leads to several characteristics.
We are going to use proven optimal algorithms to compare the numbers of
vertices and edges, optimal solutions and the number of optimal solutions.
Math. Subj. Class. (2010): 68R10, 05C12, 05C45, 05C85, 91A46
Kljucˇne besede: grafi stanj, Hanojski stolp, razlicˇice Hanojskega stolpa,
rekurzija





Legenda o Hanojskem stolpu, znanem tudi kot Brahmanski stolp pravi, da
se pod hindujskim templjem v mestu Benares nahaja soba s tremi stebri,
v kateri duhovniki premikajo 64 krhkih diskov iz zlata. Ker so diski tako
krhki, lahko premikajo le enega hkrati in nikoli ne smejo polozˇiti vecˇjega na
manjˇsega. Vse diske morajo previdno prenesti z zacˇetnega stebra na enega
izmed preostalih dveh v sobi. Legenda pravi, da se bo po premiku zadnjega
diska svet koncˇal. Cˇe bi duhovniki diske premikali tako, da bi za resˇitev
potrebovali najmanj premikov, bi zadnji disk premaknili v 264 − 1 premiku.
Cˇe bi za vsak premik potrebovali sekundo, bi za premik stolpa potrebovali
585 milijard let. Uradno je leta 1883 uganko o Hanojskem stolpu predstavil
E´duard Lucas. Ampak zakaj je uganko poimenoval po danasˇnji vietnamski
prestolnici Hanoi? V cˇasu, ko je Lucas predstavil uganko z osmimi lesenimi
diski, so Francozi zasedli mesto Hanoi. Lucas je tako izbral ime uganke po
besedi, ki se je najvecˇkrat pojavljala v takratnih cˇasopisih [3].
Uganka o Hanojskem stolpu je igra za enega igralca. Igralec zˇeli stolp
iz poljubnega sˇtevila diskov premakniti z enega nosilca na drugega. Med
resˇevanjem lahko hkrati premika le en disk, pri cˇemer mora slediti glavnemu
pravilu o Hanojskem stolpu, ki pravi, da lahko posamezen disk polozˇimo le
na disk vecˇje velikosti. Igra se zaradi svoje zanimivosti in hkrati preprosto-
sti v smislu razumevanja pravil igre uporablja v nevropsihologiji. Okoli leta
1920 so uganko o Hanojskem stolpu prvicˇ uporabili v kognitivnih testih za
preucˇevanje razlik med cˇrnci in belci. Teste so izvedli tako na otrocih kot
tudi na odraslih. Preucˇevali so tudi vpliv razvoja kognitivnih sposobnosti
glede na okolje in genetsko zasnovo. Kasneje so Hanojske stolpe s poljub-
nim sˇtevilom diskov uporabili tudi pri opazovanju sposobnosti miˇsljenja pri
sˇtudentih, od katerih so poleg same resˇitve zahtevali tudi iskanje optimalne
resˇitve in sˇtevilo potrebnih korakov. Zaradi spreminjanja tezˇavnosti in na-
zornosti se Hanojski stolpi sˇe dandanes uporabljajo v diskretni matematiki in
osnovah programiranja. Pri programiranju je rekurzivnost resˇitve kljucˇnega
pomena za razumevanje resˇevanja problema po delih [3].
Igra o Hanojskem stolpu je skozi zgodovino pridobila kar nekaj razlicˇic.
Posplosˇen problem Hanojskega stolpa vsebuje poljubno sˇtevilo nosilcev in
poljubno sˇtevilo diskov, ki jih natikamo na diske. V magistrski nalogi bomo
spoznali mnogo razlicˇic Hanojskega stolpa. Razlicˇice z obarvanimi diski, spre-
menjenimi premiki in razlicˇico, ki krsˇi osnovno pravilo o Hanojskem stolpu.
Cˇrno-beli Hanojski stolp, Hanojski problem mavrice in Stolp iz Antwerpna
bodo predstavljali razlicˇice, v katerih lahko diske poljubno pobarvamo. Z
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barvami bomo tudi omejili in dodali nekatera mozˇna stanja diskov na nosil-
cih. Izmenicˇni Hanojski stolp nam bo predstavil drugacˇen nacˇin premikanja
diskov med nosilci. hkrati bomo v tej razlicˇici lahko premikali dva diska.
Na koncu bomo spoznali tudi razlicˇico, ki krsˇi osnovno pravilo o Hanojskem
stolpu. Grupirani stolpi bodo omogocˇili premik vecˇjega diska na manjˇsega.
Ker mnogo problemov lazˇje opazujemo na grafih, bomo razlicˇice Hanoj-
skega stolpa, cˇe bo le mogocˇe, predstavili z grafi stanj. Graf stanj je graf,
v katerem vozliˇscˇa predstavljajo polozˇaje diskov na nosilcih (regularna sta-
nja), povezave pa dovoljene premike med stanji. Po besedah Donalda Kun-
tha cˇlovek stvar razume popolnoma sˇele, ko je zmozˇen predstaviti nekomu
na razumljiv nacˇin. Sˇe vecˇ razumevanja je potrebujemo, cˇe zˇelimo resˇitev
sprogramirati. Zaradi boljˇsega razumevanja problemov bomo v magistrski
nalogi opisali dokazane algoritme, ki resˇijo predstavljene razlicˇice Hanojskih
stolpov. Rezultate algoritmov bomo na koncu tudi primerjali na grafih stanj
za razlicˇice Hanojskega stolpa [3].
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1.1 Osnovni simboli in definicije
Za lazˇje branje bomo v tem poglavju uvedli nekaj oznak in pojmov, ki jih
bomo uporabljali v magistrski nalogi. V nalogi se velikokrat pojavi besedna
zveza Hanojski stolp. Zaradi pogoste uporabe jo bomo zapisovali s kratico
HS.
Graf G je urejen par mnozˇic V (G) in E(G), kjer V (G) predstavlja mnozˇico
vozliˇscˇ grafa G, E(G) pa mnozˇico povezav grafa G, katere elementi so urejeni
pari vozliˇscˇ.
Graf je povezan, cˇe lahko iz poljubnega vozliˇscˇa u po povezavah pridemo do
poljubnega drugega vozliˇscˇa v na grafu G. Sicer je graf nepovezan. Recˇemo
sˇe, da ima povezan graf le eno komponento.
V vsakem povezanem grafu G lahko definiramo razdaljo med vozliˇscˇema.
Razdalja med vozliˇscˇema u in v, dG(u, v), je enaka dolzˇini najkrajˇse poti
med vozliˇscˇema u in v.
Hamiltonova pot v grafu G je pot, ki vsebuje vsa vozliˇscˇa grafa G.
Mnozˇico prvih n−1 naravnih sˇtevil skupaj s sˇtevilom 0 bomo oznacˇili z [n]0.
Mnozˇico prvih n naravnih sˇtevil bomo oznacˇili z [n].
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2 Problem Hanojskega stolpa in pripadajocˇi
grafi stanj
Igra Hanojskega stolpa nam ponuja poljubno mnogo razlicˇic osnovne razlicˇice.
Kasneje bomo spoznali nekaj znanih razlicˇic osnovne oblike igre, za zacˇetek
pa si poglejmo klasicˇni problem Hanojskega stolpa.
2.1 Klasicˇni problem Hanojskega stolpa
Klasicˇni problem Hanojskega stolpa, na kratko problem HS, vsebuje tri no-
silce ali stebre in poljubno sˇtevilo diskov paroma razlicˇnih velikosti. Na
zacˇetku so vsi diski na prvem nosilcu urejeni po velikosti od najvecˇjega na
dnu do najmanjˇsega na vrhu. Taki postavitvi recˇemo popolno stanje. Cilj
uganke je, da z legalnimi premiki diskov, stolp s prvega nosilca premaknemo
na tretji nosilec. Premik je legalen, cˇe zadosˇcˇa pravilom resˇevanja. Pri
resˇevanju klasicˇnega problema HS moramo slediti naslednjim pravilom.
 Premikamo lahko samo en disk hkrati.
 Diski so vedno na nosilcih, razen med premikom.
 Disk lahko nataknemo na prazen nosilec ali nosilec, ki ima na vrhu disk
z vecˇjih polmerom.
Zadnjemu pravilu recˇemo tudi osnovno pravilo HS. Poljuben polozˇaj diskov
na nosilcih, do katerega pridemo z legalnimi premiki, imenujemo regularno
stanje.
V nalogi nas zanima najmanjˇse sˇtevilo korakov, v katerih lahko resˇimo
klasicˇni problem HS za n ∈ N. Nosilce z leve proti desni oznacˇimo z 0, 1 in 2
in diske od najmanjˇsega do najvecˇjega s sˇtevili od 1 do n. Poljubno regularno
stanje lahko enolicˇno predstavimo z n-terico r = (rn, rn−1, . . . , r1), pri cˇemer
i-ti cˇlen ri zaznamuje indeks nosilca, na katerem je i-ti disk. Regularno
stanje s slike 1 lahko zapiˇsemo z zaporedjem (0, 0, 1, 2, 0), zacˇetno stanje z
(0, 0, 0, 0, 0) in koncˇno stanje z (2, 2, 2, 2, 2).
Slika 1: Regularno stanje za klasicˇni HS s petimi diski
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Oglejmo si problem s tremi diski. Na sliki 2 vidimo optimalno resˇitev za ta
primer. Opazimo, da na vsakem lihem koraku premaknemo najmanjˇsi disk.
V sodih korakih pa premikamo ostale diske velikosti od 2 do n. Premikamo
jih tako, da najprej premaknemo stolp velikosti n− 1 na pomozˇen nosilec in
nato na koncˇni nosilec. Sklepamo, da je potrebno sˇtevilo korakov za resˇitev








Slika 2: Resˇitev klasicˇnega problema HS s tremi diski
Trditev 2.1. [3, Theorem 2.1] Klasicˇni problem Hanojskega stolpa ima eno
optimalno resˇitev dolzˇine 2n − 1.
Dokaz. Dokaz poteka z indukcijo glede na sˇtevilo diskov. Predpostavimo, da
trditev velja za n diskov. Najprej preverimo bazo indukcije, kjer preverimo
primer problema HS z enim diskom. Za optimalno resˇitev potrebujemo 22−
1 = 1 korak. To drzˇi, saj disk premaknemo z zacˇetnega nosilca na koncˇni
nosilec.
Za indukcijski korak predpostavimo, da trditev velja za problem HS z n
diski. Pri resˇevanju problema najprej premaknemo najmanjˇsi disk na enega
od preostalih nosilcev. Cˇe bi v naslednjem koraku sˇe enkrat premaknili disk
1, resˇitev ne bi bila optimalna. Zato v naslednjem koraku premaknemo disk
2 na prazen nosilec. V tretjem koraku diska velikosti 3 ne moremo prema-
kniti, saj sta na preostalih dveh nosilcih manjˇsa diska. Disk velikosti 2 lahko
premaknemo samo nazaj na zacˇetni nosilec (kar ni optimalno), zato prema-
knemo disk 1. Opazimo, da resˇitev ne bo optimalna, cˇe v dveh zaporednih
korakih premaknemo disk 1, saj koraka lahko zdruzˇimo, ali v dveh zapore-
dnih korakih ne premaknemo diska 1, saj tako le prestavimo diske nazaj v
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isti polozˇaj. Za lazˇjo predstavo, si pomagajmo s sliko 2.1. Opazimo, da v
lihih premikih premikamo disk velikosti 1, v sodih pa diske velikosti od 2 do
(n + 1). Po indukcijski predpostavki obstaja enolicˇna optimalna resˇitev za
Hanojski stolp z n diski velikosti od 2 do n + 1 v 2n − 1 korakih. Disk 1
premaknemo vsak lihi korak in na koncu, torej ga premaknemo 2n − 1 + 1
krat. Vseh korakov je torej 2(2n − 1) + 1 = 2n+1 − 1.
Za klasicˇni problem HS obstaja vecˇ algoritmov. Ker algoritmi, ki podajo
optimalno resˇitev razlicˇic HS vsebujejo algoritem, ki resˇi osnovni problem HS,
si bomo enega tudi ogledali. Algoritmi za razlicˇice HS so vecˇinoma rekur-
zivni, zato si bomo ogledali rekurzivni algoritem. V algoritmu parameter n
predstavlja sˇtevilo diskov, parameter i zacˇetni nosilec in parameter j koncˇni
nosilec.
Algoritem 1 Rekurzuvni algoritem za uganko o Hanojskem stolpu
procedure Hanoi(n, i, j)
if n ̸= 0 in i ̸= j then
k ← 3− i− j ▷ k je pomozˇen nosilec razlicˇen od i in j
Hanoi(n− 1, i, k) ▷ premaknemo n− 1 diskov na pomozˇni nosilec
premakni disk d z i na j




Definirajmo Hanojski graf Hnp prirejen klasicˇnemu problemu HS z n ≥ 1 diski
in p nosilci. Vemo, da lahko poljubno regularno stanje enolicˇno zapiˇsemo z
zaporedjem (rn, rn−1, . . . , r1). Vsako regularno stanje naj predstavlja vozliˇscˇe
Hanojskega grafa. Vozliˇscˇe, predstavljeno z zaporedjem (rn, rn−1, . . . , r1),
bomo na grafu krajˇse predstavili rnrn−1 . . . r1. Mnozˇica vozliˇscˇ torej vsebuje
vsa mozˇna regularna stanja HS z n diski in p nosilci. Oznacˇimo jo z V (Hnp ).
Pri klasicˇnem problemu HS je mocˇ mnozˇice V (Hn3 ) enaka 3
n. Vozliˇscˇi u in v
na Hanojskem grafu sta sosedni, kadar lahko stanje, ki ga predstavlja vozliˇscˇe
u z enim legalnim premikom pretvorimo v stanje, ki ga predstavlja vozliˇscˇe
v. Na primer, vozliˇscˇi 0101 in 0100 sta sosedni, saj ju lahko povezˇemo s
premikom diska 1 z nosilca 1 na nosilec 0 (glej sliko 3).
Povezave na grafu predstavljajo legalne premike med regularnimi stanji.
Mnozˇico povezav oznacˇimo z E(Hnp ). Na sliki 4 je predstavljen graf stanj za













Slika 4: Hanojski graf H23
Problem HS z n diski in p nosilci lahko predstavimo kot iskanje najkrajˇse
poti na grafu stanj med vozliˇscˇema, ki zaznamujeta zacˇetno in koncˇno stanje
uganke. Takemu problemu recˇemo krajˇse problem oblike P0. Cˇe opazujemo
graf stanj na sliki 4, vozliˇscˇe 00 predstavlja zacˇetno stanje uganke, eno izmed
vozliˇscˇ 11 ali 22 pa koncˇno stanje uganke. Gre za ponazoritev problema HS
z dvema diskoma na treh nosilcih. Na sliki 5 so predstavljeni grafi stanj
za osnovni problem HS z razlicˇnim sˇtevilom diskov. Opazimo, da dolzˇina
stranice trikotnika predstavlja optimalno resˇitev. V primeru HS z dvema
diskoma (slika 4) je dolzˇina stranice enaka 3, kar je enako dokazani vrednosti
optimalne resˇitve (22 − 1).
Rekurzivna sestava Hanojskih grafov: Kasneje bomo videli, da se
rekurzija pojavlja pri vseh resˇitvah razlicˇic problema HS. Vecˇina optimalnih
algoritmov je ravno rekurzivnih. Oglejmo si sedaj klasicˇni problem HS. Na
sliki 5 so predstavljeni Hanojski grafi s tremi nosilci in z razlicˇnim sˇtevilom
diskov (0,1,2,3). Opazimo, da graf Hn+13 dobimo iz treh podgrafov iH
n
3 ; i ∈
{0, 1, 2}. Poljubna dva podgrafa iHn3 in jHn3 pa povezˇemo z eno povezavo.
Ta povezava je med vozliˇscˇema ikn in jkn; k = 3− i− j. Rekurzivno sestavo






































Slika 6: Rekurzivna sestava Hanojskih grafov
3 Razlicˇice uganke o Hanojskem stolpu
V tem poglavju bomo spoznali kar nekaj razlicˇic klasicˇnega problema HS.
Zacˇeli bomo z razlicˇico o izmenicˇnih diskih, nato bomo spoznali Cˇrno-bele HS
in kasneje mnogo barvnih razlicˇic. Opisali bomo tudi razlicˇice z omejenimi
premiki ali posplosˇenimi premiki diskov. Vsaka, sˇe tako drugacˇna verzija
uganke, vsebuje diske in nosilce na katere natikamo dane diske. Pri resˇevanju
ugank se vedno drzˇimo sledecˇih pravil.
 Nosilce med seboj razlikujemo.
 Diske med seboj razlikujemo.
 Diski so vedno na nosilcih, razen med premikom.
 Diske lahko premikamo samo z vrha nosilca.
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Kljub temu, da se na prvi pogled zdijo pravila resˇevanja ugank ome-
jujocˇa, lahko z uposˇtevanjem le-teh tvorimo ogromno razlicˇnih ugank. Pri-
meri razlicˇic ugank
 Spreminjamo lahko sˇtevilo nosilcev, ki jih imamo na voljo.
 Omejimo lahko premike med dolocˇenimi nosilci.
 Vsak nosilec je lahko razlicˇno velik (nanj lahko nataknemo omejeno
sˇtevilo diskov).
 Dodajamo lahko razlicˇne barve diskov.
 Omogocˇimo lahko posebna, prej prepovedana stanja (vecˇji disk lahko
postavimo na manjˇsega).
 Hkrati lahko premaknemo vecˇ kot en disk.
 Kombinacije vseh razlicˇnih mozˇnosti.
3.1 Izmenicˇni Hanojski stolp
Prva razlicˇica, ki jo bomo spoznali, predstavi primer, kjer lahko premikamo
vecˇ kot en disk hkrati. Resˇitev uganke je predstavljena v [11]. Uganka prav
tako kot klasicˇni problem HS vsebuje tri nosilce in poljubno sˇtevilo diskov.
Cilj uganke je premik popolnega stolpa sestavljenega iz n diskov z legalnimi
premiki z zacˇetnega nosilca na koncˇni nosilec. Med resˇevanjem sta dovoljena
le dva nacˇina premika diskov:
 Najmanjˇsi disk (disk velikosti 1) lahko kadarkoli premaknemo na po-
ljuben disk.
 Disk velikosti d, pri cˇemer je 1 < d ≤ n, lahko zamenjamo z diskom
velikosti d−1, kadar sta diska d in d−1 vrhnja diska na svojem nosilcu.
Disk d gre torej na pozicijo diska d− 1 in obratno.
Za lazˇjo predstavo uganke si bomo najprej ogledali grafe stanj za majhno
sˇtevilo diskov (2 in 3). Grafe stanj bomo oznacˇili z In, kjer n zaznamuje
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Slika 7: Grafa stanj I2 in I3 za izmenicˇna HS
Enako kot pri problemu HS tudi tu vozliˇscˇa predstavljajo regularna sta-
nja, povezave pa legalne premike. Vozliˇscˇa so poimenovana rnrn−1 . . . r1, pri
cˇemer rn predstavlja nosilec, na katerem lezˇi najvecˇji disk (disk velikosti n).
Opazimo, da imajo grafi stanj 3n vozliˇscˇ in (3(3n)−3)/2 povezav, kar je enako
kot pri Hanojskih grafih s tremi nosilci. V vseh stanjih lahko premaknemo
mali disk na preostala nosilca, ali pa zamenjamo dva diska. To je mogocˇe v
vseh stanjih, razen v popolnih stanjih ((000), (111), (222)), zato odsˇtejemo
3. Ker smo vse povezave sˇteli dvakrat, delimo vse skupaj z 2. Grafi, ki jih
opazujemo, so ravninski.
V [11] je predstavljen optimalen algoritem za resˇitev uganke. Algoritem je
sestavljen iz treh delov. Prvi del premakne diske tako, da omogocˇi izmenjavo
najvecˇjih dveh diskov. Cˇe je cilj uganke premakniti diske iz stanja 0k v
stanje 1k, prvi del algoritma pride v stanje 012k−2, primerno za zamenjavo
najvecˇjih diskov. Uporabimo legalen premik zamenjave diskov, da pridemo
v stanje 102k−2. Nato z analognim programom pridemo v koncˇno stanje 1k.
Impliciramo delovanje algoritma na graf (glej sliko 8). Z rdecˇo barvo bo
oznacˇena zamenjava diskov, z modro proces, ki pride do stanja za zamenjavo
in z zeleno proces, ki dela analogno le obratno od zacˇetnega.
Sˇtevilo korakov je v [11] predstavljenih z nehomogeno linearno rekurzivno
enacˇbo cˇetrtega reda. Ko pogledamo vrednosti za veliko sˇtevilo diskov, vi-
dimo, da potrebujemo priblizˇno
1, 19188 · 1, 85356n
premikov za resˇitev P0 problema. Cˇe preracˇunamo vrednosti za grafe I2, I3
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in I4, vidimo da se najkrajˇsa pot med popolnimi stanji ujema z dokazano
vrednostjo potrebnih korakov.
Slika 8: Ponazoritev delovanja algoritma na grafu
3.2 Cˇrno-beli Hanojski stolp
Variacijo problema HS sta prvicˇ leta 2010 predstavila matematika Stockmeyer
in Lunnon v [12]. Uganka vsebuje sˇtiri nosilce in dve mnozˇici diskov. Vsaka
od mnozˇic vsebuje n razlicˇno velikih diskov, med seboj pa se razlikujeta le v
barvi diskov. Prva mnozˇica vsebuje n belih diskov, druga pa n cˇrnih diskov.
Pri resˇevanju uganke veljajo enaka pravila kot pri resˇevanju klasicˇne pro-
blema HS. Dodano je le pravilo, da diskov enake velikosti ne smemo polozˇiti
enega na drugega. Uganko zacˇnemo resˇevati, ko so vsi beli diski v popolnem
stanju na nosilcu 0 in cˇrni na nosilcu 2. Cilj uganke je, da zamenjamo lego
belih in cˇrnih diskov v cˇim manjˇsem sˇtevilu premikov. Koncˇno stanje je torej
takrat, ko imamo popolni stolp n cˇrnih diskov na nosilcu 0 in popolni stolp
n belih diskov na nosilcu 2. Na sliki 9 vidimo zacˇetno, poljubno in koncˇno
stanje diskov.
Poljubno stanje lahko predstavimo tako, da zapiˇsemo zaporedje pozicij
diskov bnbn−1 . . . b1|cncn−1 . . . c1. Pri tem cn predstavlja pozicijo najvecˇjega
cˇrnega diska in b1 pozicijo najmanjˇsega belega diska. S c torej oznacˇujemo
cˇrne diske in z b bele diske od najvecˇjega proti najmanjˇsemu. Primer poljub-
nega stanja s slike 9 bi torej zapisali takole 10302|03210.
V [12] je predstavljen optimalen algoritem za dano uganko. Algoritem
v svojem delovanju vsebuje program za resˇevanje klasicˇnega problema HS.
Najprej premaknemo n− 1 belih diskov na nosilec 1, pri cˇemer si pomagamo
z nosilcem 3. Premaknemo najvecˇji beli disk na nosilec 3. Nato n cˇrnih
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Slika 9: Zacˇetno, poljubno in koncˇno stanje pri resˇevanju uganke Cˇrno-belega
Hanojskega stolpa
diskov premaknemo s pomocˇjo nosilca 3 na nosilec 0. Premaknemo najvecˇji
beli disk na koncˇni nosilec 2. Nato sˇe preostalih n− 1 belih diskov na nosilec
2. Porabili smo 2n−1 − 1 + 1 + 2n − 1 + 1 + 2n−1 − 1 = 2n+1 − 1 korakov.
Trditev 3.1. [12] Problem cˇrno-belega Hanojskega stolpa lahko resˇimo v naj-
manj 2n+1 − 1 premikih.
Dokaz. Z indukcijo na najmanjˇsi disk bomo dokazali spodnjo mejo potrebnih
korakov. Opazimo, da moramo med premikom dveh diskov velikosti od 2 do
n zagotovo vsaj enkrat premakniti najmanjˇsi disk. Denimo, da premaknemo
poljuben vecˇji disk. Ker vemo, da diskov enake velikosti ne smemo polozˇiti
enega na drugega, opazimo, da najmanjˇsa diska bele in cˇrne barve zasedata
dva izmed nosilcev. Izbrani disk lahko torej premaknemo na edini preostali
nosilec. V naslednjem premiku imamo tri mozˇnosti: disk ponovno prema-
knemo na prejˇsnji nosilec, ali premaknemo enega izmed najmanjˇsih diskov.
Ker premik istega diska nazaj zagotovo ni optimalna resˇitev, opazimo, da
moramo premakniti enega izmed najmanjˇsih dveh. Iz tega sledi, da je sˇtevilo
premikov najmanjˇsega diska vsaj toliko, kolikor je premikov preostalih vecˇjih
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diskov. Denimo, da je M1(n) najmanjˇse sˇtevilo premikov za to uganko. Po
indukcijski predpostavki vemo, da za n− 1 diskov velikosti od 2 do n− 1 po-
trebujemo M1(n − 1) premikov. Po prejˇsnji ugotovitvi vemo, da najmanjˇsa
diska premaknemo vsaj M1(n − 1) + 1 krat. Vseh premikov je torej vsaj
2M1(n − 1) + 1. Ob uposˇtevanju zacˇetnega pogoja M1(1) = 3 pridemo do
zveze M1(n) ≥ 2n+1 − 1. Ker zgoraj opisani algoritem resˇi uganko v tocˇno
2n+1 − 1 korakih, je le-ta optimalen.
Na slikah 11 in 12 so prikazani grafi stanj za n = 1 in n = 2. Vidimo,
da graf za n = 2 (G2) vsebuje dvanajst kopij grafa za n = 1 (G1). V
poljubnem polozˇaju cˇrnega in belega diska velikosti 2 lahko razporedimo
diska velikosti 1 na |V (G1)| nacˇinov. Imamo 12 mozˇnih postavitev najvecˇjih
diskov na nosilcih in v vsaki postavitvi lahko razporedimo najmanjˇsa diska na
|V (G1)| nacˇinov. Enaki sklep velja za poljubno sˇtevilo diskov. V poljubnem
polozˇaju najvecˇjih diskov lahko diske velikosti 2 do n − 1 razporedimo na
|V (Gn−1)| nacˇinov. Graf Gn torej vsebuje dvanajst kopij grafa Gn−1, zato je
mocˇ mnozˇice V (Gn) enaka 12
n. S pomocˇjo rekurzivne sestave grafa, lahko
izracˇunamo tudi mocˇ mnozˇice E(Gn). Ker imamo v grafu Gn dvanajst kopij
Gn−1 ima Gn vsaj 12 · |E(Gn−1)| povezav. S tem smo dolocˇili povezave
vseh podgrafov Gn−1 v grafu Gn. Seveda pa moramo dodati sˇe povezave,
ki te podgrafe povezujejo. Oglejmo si primer, kjer je najvecˇji disk v poziciji
0|1 in ga zˇelimo premakniti v pozicijo 0|2. Najvecˇji cˇrni disk torej zˇelimo
premakniti z nosilca 1 na nosilec 2. To lahko storimo le, cˇe je na enem izmed
nosilcev najvecˇji cˇrni disk, drugi pa je prazen. Razporeditev preostalih diskov
na nosilcih 0 in 3 je lahko poljubna. Teh razporeditev je 2n−1. Podgrafa
Gn−1(0|1) in Gn−1(0|2) torej povezˇemo z 2n−1 povezavami. Mocˇ mnozˇice
E(Gn) je torej 12|E(Gn−1)| + 24 · 2n−1. Ob uposˇtevanju zacˇetnega pogoja
|E(G1)| = 24, izracˇunamo |E(Gn)| = 125 (122 − 2n). Za lazˇje razumevanje si
poglejmo sliko 10.
Na slikah 11 in 12 so z oranzˇno, rdecˇo, modro in zeleno barvo poudarjene
optimalne poti. Cˇe najkrajˇso pot med zacˇetnim in koncˇnim vozliˇscˇem pri-
merjamo z rezultati algoritma, vidimo, da se rezultati ujemajo. Graf stanj
pa nam pokazˇe sˇe nekaj vecˇ. Zaradi simetrije grafa vidimo, da imamo sˇtiri
razlicˇne optimalne poti. Dve barvi zaznamujeta resˇitev, pri kateri najprej
premaknemo cˇrne diske, pri drugih dveh pa bele diske. Denimo, da se
odlocˇimo zacˇeti z belimi diski. Algoritem pravi, da moramo najprej pre-
makniti n − 1 diskov na nosilec 1 s pomocˇjo nosilca 3. V tem primeru se
gibamo po oranzˇni poti na grafu. Opazimo, da lahko n − 1 belih diskov
premaknemo tudi na nosilec 3 s pomocˇjo nosilca 1 in s tem ne spremenimo
sˇtevilo potrebnih premikov. V tem primeru se na grafu gibamo po rdecˇi poti.
V nadaljevanju premaknemo najvecˇji beli disk na nosilec 3 (oranzˇna pot) ali
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Slika 10: Ponazoritev mozˇnosti povezav za n = 3
nosilec 1 (rdecˇa pot). Premaknemo vse cˇrne diske na nosilec 0 s pomocˇjo
nosilca 3 (oranzˇna pot) ali s pomocˇjo nosilca 2 (rdecˇa pot). Premaknemo
najvecˇjega belega na nosilec 2 in nato premaknemo sˇe preostale bele diske
na nosilec 2 s pomocˇjo nosilca 1 ali 2. Na podoben nacˇin dobimo dve mozˇni
resˇitvi, cˇe zacˇnemo s cˇrnimi diski. Sˇtevilo optimalnih resˇitev lahko razlozˇimo
tudi s pomocˇjo delovanja algoritma, ki resˇi uganko o Cˇrno-belem HS. Ker
resˇitev vsebuje algoritem za klasicˇni problem HS, imamo med izvajanjem
natanko eno resˇitev. Opazimo, da imamo na zacˇetku sˇtiri mozˇnosti izbora



















Slika 11: Grafa stanj za Cˇrno beli HS v prostoru in ravnini za n = 1
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Slika 12: Graf stanj za Cˇrno-beli HS za n = 2
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3.2.1 Razlicˇica A
Ta razlicˇica izhaja iz Cˇrno-belega HS, ki mu dodamo sˇe eno omejitev. Enako
kot pri Cˇrno-belem HS je cilj uganke zamenjava cˇrnega in belega stolpa.
Denimo, da imamo na zacˇetku popolni stolp n belih diskov na nicˇtem nosilcu
in popolni stolp n cˇrnih diskov na drugem nosilcu. Na koncu torej zˇelimo
imeti stolp n cˇrnih diskov na nicˇtem nosilcu in stolp n belih diskov na drugem
nosilcu. Med resˇevanjem sledimo zˇe vsem poznanim pravilom resˇevanja Cˇrno-
belega HS, katerim dodamo eno omejitev. Cˇrne diske lahko polagamo na
nosilce 0, 1 in 2, medtem ko lahko bele diske polagamo na nosilce 0, 2 in 3.
Oglejmo si algoritem 2 predstavljen v [12], ki resˇi razlicˇico A Cˇrno-belega
HS. V algoritmu 2 je n naravno sˇtevilo in vsi parametri, ki vsebujejo parame-
ter t, so reducirani po modulu 4. S parametrom t zaznamujemo mnozˇico, iz
katere v danem trenutku premikamo diske. Ker je t ∈ {0, 1}, z njim zaznamu-
jemo mnozˇico cˇrnih ali belih diskov. V algoritmu 2 uporabimo algoritem 1,
ki mu dodamo parameter t, s katerim povemo iz katere mnozˇice premikamo
diske. Algoritem 2 vsebuje dve zanki. Na koncu vsake iteracije zgornje zanke
so diski od 1 do i+1 trenutne mnozˇice t na svojem zacˇasnem nosilcu, medtem
ko so diski od i+ 2 do n trenutne mnozˇice t sˇe vedno na njihovem zacˇetnem
nosilcu. Diski od 1 do n nasprotne mnozˇice (1 − t) so na svojem zacˇasnem
nosilcu in diski od i+1 do n nasprotne mnozˇice na svojem zacˇetnem nosilcu.
Analogno velja za stanje ob koncu vsake iteracije spodnje zanke. Ob koncu
vsake iteracije so diski od 1 do i − 1 trenutne mnozˇice na svojem zacˇasnem
nosilcu in diski od i do n trenutne mnozˇice na svojem koncˇnem nosilcu. Diski
od 1 do i nasprotne mnozˇice so na svojem zacˇasnem nosilcu in diski od i+1
do n nasprotne mnozˇice so na svojem koncˇnem nosilcu. Vsi premiki diskov v
algoritmu so legalni, zato algoritem resˇi razlicˇico A uganke o Cˇrno-belem HS.
Iteracija i zgornje zanke naredi 1+(2i−1−1)+1+(2i−1) = 3 ·2i−1 premikov.
Cˇe sesˇtejemo vse iteracije, zgornja zanka naredi 3(2n−1−1) premikov. Enako
sˇtevilo premikov opravi spodnja zanka. Algoritem poleg dveh zank vsebuje
sˇe tri premike in se tako koncˇa po 3(2n − 1) premikih.
Trditev 3.2. [12] Najmanjˇse sˇtevilo potrebnih potez za resˇitev razlicˇice A
Cˇrno-belega HS je 3(2n − 1), kjer je n sˇtevilo diskov posamezne barve.
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Algoritem 2 Razlicˇica A Cˇrno-belega HS
procedure A(n)
t = 0
Premik(1, t, 0, 1)
for i from 1 to n− 1 do
t=1-t
Premik(i, t, 2t, 2t+ 2)
Hanoi(i− 1, 1, t, 2t+ 1, 2t, 2t+ 2)
Premik(i+ 1, t, 2t, 2t+ 1)
Hanoi(i, 1, t, 2t+ 2, 2t, 2t+ 1)
end for
t = 1− t
Premik(n, t, 2t, 2t+ 2)
for i from n− 1 to 1 do
t=1-t
Hanoi(i, 1, t, 2t+ 1, 2t+ 2, 2t)
Premik(i+ 1, t, 2t+ 1, 2t+ 2)
Hanoi(i− 1, 1, t, 2t, 2t+ 2, 2t+ 1)
Premik(i, t, 2t, 2t+ 2)
end for
t = 1− t
Premik(1, t, 0, 1)
end procedure
Dokaz. Enako kot pri prejˇsnji razlicˇici bomo dokazali spodnjo mejo za sˇtevilo
potrebnih korakov. Dokazali jo bomo z indukcijo. Opazimo, da v prvih dveh
in zadnjih dveh potezah premaknemo najmanjˇsa diska. Enako kot pri prejˇsnji
razlicˇici vemo, da je med vsakima premikoma vecˇjih diskov zagotovo premik
najmanjˇsega diska. Naj bo M2(n) najmanjˇse sˇtevilo korakov potrebnih za
resˇitev uganke. Po indukcijski predpostavki vemo, da za resˇitev uganke z n−1
diski potrebujemo M2(n− 1) premikov. Cˇe resˇujemo uganko z n diski vemo,
da najmanjˇsa dva diska premaknemo vsaj M2(n − 1) + 3 krat in preostale
diske,M2(n−1) krat. Za resˇitev uganke torej potrebujemo vsaj 2M2(n−1)+3
premikov. V rekurzivno enacˇbo vstavimo zacˇetni pogojM2(1) = 3 in dobimo
zvezo M2(n) ≥ 3 · 2n − 3 = 3(2n − 1). V [12] je predstavljen algoritem 2,
ki resˇi uganko v 3(2n − 1) korakih, kar je spodnja meja, ki smo jo ravnokar








































Slika 13: Grafa stanj za razlicˇico A Cˇrno-belega HS, n = 1 in n = 2
Na slikah 13 in 14 vidimo grafe stanj za razlicˇico A Cˇrno-belega HS. Graf
stanj za razlicˇico A dobimo tako, da grafu stanj za osnovno obliko Cˇrno-
belega HS odstranimo nekaj vozliˇscˇ in povezav. Odstranimo namrecˇ vsa
vozliˇscˇa, ki predstavljajo neregularna stanja in vse povezave do teh vozliˇscˇ.
Grafi stanj se tako precej poenostavijo. Na sliki 15 vidimo graf stanj za
razlicˇico A kot podgraf grafa stanj za Cˇrno-belega HS.
Cˇe primerjamo vrednosti algoritma 2 z najkrajˇsimi potmi na grafu, vi-
dimo, da se vrednosti ujemajo. V primeru n = 1 potrebujemo 4 korake,
n = 2 potrebujemo 9 korakov in n = 3 potrebujemo 21 korakov. Znani algo-
ritem nam vrne le sˇtevilo korakov potrebnih za resˇitev uganke, medtem ko na
grafu opazimo tudi sˇtevilo optimalnih resˇitev. Ker je graf simetricˇen glede na
y-os, imamo dve optimalni resˇitvi. Iz zacˇetnega stanja lahko najprej prema-
knemo cˇrni ali beli disk. Po izbiri barve diska v prvem koraku je optimalna
pot enolicˇno dolocˇena. Opazimo tudi, da je graf stanj sestavljen rekurzivno.
Vsak graf stanj z n+1 diski vsebuje sedem kopij grafov stanj z n diski in doda-
tnih 10 povezav. Iz sestave grafa stanj izracˇunamo, da je mocˇ mnozˇice V (Gn)
enaka 7n. Sˇtevilo povezav je enako |E(n)| = 7|E(n − 1)| + 10 = 5
3
(7n − 1),
kjer n zaznamuje sˇtevilo diskov posamezne barve.
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Slika 14: Cˇrno-beli HS razlicˇica A, n = 3
19
Slika 15: Graf stanj za razlicˇico A, kot podgraf Cˇrno-belega HS
3.2.2 Razlicˇica B
Denimo, da imamo 2s nosilcev, na katere polagamo diske. Imamo s mnozˇic
po n diskov. Te mnozˇice so med seboj identicˇne glede velikosti in sˇtevilo
diskov, a se med seboj razlikujejo v barvi. Imamo torej s mnozˇic diskov
s razlicˇnih barv. Uganko zacˇnemo tako, da je stolp prve barve na nosilcu
0, stolp druge barve na nosilcu 2,. . . , stolp s-te barve na nosilcu 2s. Cilj
uganke je, da za vsak i ∈ [s]0 prestavimo stolp z nosilca 2i na nosilec 2i+ 2
(po modulu 2s). Pri resˇevanju velja dodatno pravilo. Diske i-te barve lahko
natikamo samo na nosilce 2i, 2i+1 in 2i+2 (mod 2s). Za lazˇje razumevanje
glejte sliko 16.
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Slika 16: Zacˇetna postavitev stolpov za razlicˇico B, n = 4 s = 4
Trditev 3.3. Najmanjˇse sˇtevilo potrebnih korakov za resˇitev razlicˇice B Cˇrno-
belega HS je s(2n − 1) + 2n−1.
Dokaz. Opazimo, da vsi najvecˇji diski ne bodo premaknjeni s svojega zacˇet-
nega nosilca na koncˇni nosilec. Vsaj en najvecˇji disk bo premaknjen najprej
na pomozˇni nosilec in sˇele kasneje na koncˇnega. Denimo, da bo to disk na
nosilcu 0. Diski velikosti od 1 do n− 1 z nosilca 0 bodo najprej premaknjeni
na koncˇni nosilec. Tako lahko premaknemo najvecˇji disk tega kompleta na
pomozˇen nosilec 1. Nato zopet premaknemo n− 1 diskov na domacˇi nosilec
in sˇele kasneje na koncˇni nosilec 2. Ta komplet diskov torej opravi vsaj
3(2n−1 − 1) + 2 premikov. Ostalih s− 1 kompletov pa vsaj 2n − 1 premikov.
Cˇe presˇtejemo vse premike, dobimo M3(n, s) ≥ s(2n − 1) + 2n−1 premikov.
Spodnja meja je dosezˇena z algoritmom predstavljenim v [12], ki resˇi razlicˇico
B Cˇrno-belega HS v M3(n, s) korakih.
Cˇe primerjamo najkrajˇso pot na grafu na sliki 17 s sˇtevilom premikov
iz zgornje trditve, se rezultat ujema. Najkrajˇsa pot za s = 3 in n = 1 je
dolga 4, kar je enako 3(21 − 1) + 20. Z grafa stanj vidimo, da imamo tri
mozˇne optimalne poti. Te so odvisne od izbora barve diskov, za katero v
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enem koraku ne bomo premaknili najvecˇjega diska z zacˇetnega nosilca na
koncˇnega. Ker ima zˇe razlicˇica z enim diskom 18 vozliˇscˇ, grafov stanj za dva
in vecˇ diskov ne bomo prikazali.
0|3|50|2|51|2|51|2|41|3|4
0|3|4






Slika 17: Graf stanj za razlicˇico B cˇrno-belega HS, za primer n = 1 in s = 3
3.3 Stolp iz Antwerpna
Zˇe v prejˇsnjem poglavju smo predstavili razlicˇice problema HS z razlicˇnimi
barvami. Z dodajanjem barv lahko pridemo do poljubno mnogo razlicˇnih
problemov HS. V tem poglavju bomo spoznali sklop ugank, ki jih je leta 1981
predstavil matematik Wood. Ker je uganko poimenoval Tower of Antwerpen
ali stolp iz Antwerpna, sklepamo, da jo je tam tudi izumil. Igra vsebuje tri
nosilce in tri mnozˇice n razlicˇno velikih diskov. Prva mnozˇica je rumene,
druga rdecˇe in tretja cˇrne barve. Enako kot pri Cˇrno-belem HS se mnozˇice
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diskov med seboj razlikujejo le v barvi. Imamo torej tri diske vsake velikosti
(rdecˇe, rumene in cˇrne barve). Nosilci so dovolj veliki, da lahko na njih
nataknemo vse diske. To je posledica dodatnega pravila, ki nam omogocˇa,
da lahko diska enake velikosti polozˇimo enega na drugega. Poleg dodanega
pravila, med resˇevanjem uposˇtevamo zˇe znana pravila problema HS. Uganko
zacˇnemo v polozˇaju, ko je stolp rumene barve na nosilcu 0, stolp rdecˇe barve
na nosilcu 1 in stolp cˇrne barve na nosilcu 2. Cilj uganke je, da polozˇaj
stolpov na nosilcih zamaknemo. Koncˇno stanje torej vsebuje stolp rumene
barve je na nosilcu 1, stolp rdecˇe na nosilcu 2 in stolp cˇrne barve na nosilcu
0. Primer zacˇetnega, poljubnega in koncˇnega stanja za n = 5 je za lazˇjo
predstavo prikazan na sliki 18.
Slika 18: Zacˇetno, koncˇno in poljubno stanje pri resˇevanju problema o Stolpu
iz Antwerpna
Graf stanj za Stolp iz Antwerpna ima za n = 1 kar 60 vozliˇscˇ. Na sliki 19
vidimo graf stanj za n = 1. Zacˇetno in koncˇno stanje sta oznacˇena z rdecˇo
barvo ter tri optimalne resˇitve z rdecˇo, zeleno in modro barvo. Vozliˇscˇa v
notranjem krogu predstavljajo stanja, kjer so vsi trije diski na enem nosilcu,
v vmesnem krogu so vozliˇscˇa, ki predstavljajo stanja, ki vsebujejo dva diska
na enem nosilcu in v zunanjem krogu so vozliˇscˇa, ki predstavljajo stanja,
v katerih je vsak disk na svojem nosilcu. Tudi pri Stolpu iz Antwerpna
bi grafi stanj za 3n diskov vseboval kopije grafov stanj z 3(n − 1) diski.
Graf stanj za nek n bi imel 60n vozliˇscˇ. Sˇtevilo povezav je enako |E(n)| =
60 · |E(n − 1)| + 36, kjer 36 predstavlja povezave, ki povezˇejo podgrafe za
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n− 1. Ob uposˇtevanju zacˇetnega pogoja |E(1)| = 102, izracˇunamo vrednost
|E(n)| = 1
590
(1009 · 60n− 360). Ali se graf stanj ujema z dokazano optimalno
resˇitvijo, bomo potrdili s pomocˇjo optimalnega algoritma, ki resˇi Stolp iz
Antwerpna. Algoritem je izumil Minsker in ga predstavil v [7].
Slika 19: Graf stanj za Stolp iz Antwerpna
Predno si ogledamo optimalen algoritem, najprej definiramo nekaj oznak.
Za vsak 1 ≤ k ≤ n, oznacˇimo z Xk mnozˇico treh diskov velikosti k na istem
nosilcu. Ker je vrstni red barv pomemben, bomo z Xk oznacˇili Xk = ckrkruk,
kar pomeni, da rumeni disk velikosti k lezˇi na rdecˇem disku velikosti k in
rdecˇi disk lezˇi na cˇrnem disku velikosti k. Z X∗k oznacˇimo stolp treh diskov
velikosti k, le da so barve diskov na nosilcu zamenjane (X∗k = rukrkck). Sedaj
definirajmo pojem velikega stolpa. Stolpu s 3k diski oblike XkXk−1 · · ·X1
pravimo veliki stolp velikosti k.
24
Algoritem 6 je sestavljen iz treh podprogramov. V algoritmih bomo z
OD oznacˇili zacˇetni nosilec, z DO koncˇni nosilec in s SKOZI pomozˇni no-
silec. Algoritem 3 je rekurziven algoritem, ki premakne velik stolp oblike
XkXk−1 · · ·X1 z nosilca OD v velik stolp oblike X∗kXk−1 · · ·X1 na nosilcu
DO. Med resˇevanjem si pomagamo z nosilcem SKOZI. Algoritem 3 oznacˇimo
z ukazom Premik△ v△∗(k,OD,DO, SKOZI). Prvi argument k zaznamuje
velikost stolpa, ki ga premikamo. Premikamo torej stolp s 3k diski. Drugi
argument predstavlja zacˇetni nosilec, tretji argument koncˇni nosilec in cˇetrti
argument pomozˇni nosilec. Algoritem 3 vzame velik stolp s 3(n − 1) diski
na nosilcu OD in ga s pomocˇjo nosilca DO premakne na nosilec SKOZI.
Nato diske velikosti n premakne z zacˇetnega nosilca (OD) na koncˇen nosilec
(DO). V zadnjem koraku premakne z nosilca SKOZI s pomocˇjo nosilca OD
velik stolp s 3(n− 1) diski na nosilec DO.
Algoritem 3 Premik velikega stolpa v velik stolp
procedure Premik △ v △∗(k,OD,DO, SKOZI)
if k > 0 then
Premik △ v △∗(k − 1, OD, SKOZI,DO) ▷ 3 · (2(k−1) − 1)
Premakni disk z nosilca OD na nosilec DO ▷ +1
Premakni disk z nosilca OD na nosilec DO ▷ +1
Premakni disk z nosilca OD na nosilec DO ▷ +1
Premik △ v △∗(k − 1, SKOZI,DO,OD) ▷ 3 · (2(k−1) − 1)
end if
end procedure
Trditev 3.4. Denimo, da zˇelimo premakniti velik stolp S = XkXk−1 . . . X1 z
nosilca OD na nosilec DO s pomocˇjo nosilca SKOZI v velik stolp T (OD ̸=
DO). Velja naslednje.
1. Za postopek potrebujemo vsaj 3 · 2k − 3 premikov.
2. Spodnja meja je dosezˇena cˇe in samo cˇe je T = X∗kXk−1 . . . X1. V tem
primeru je algoritem 3 optimalen.
Dokaz. Pri resˇevanju problema lahko diske velikosti k, kjer je k ∈ [n], zlepimo
skupaj v mnozˇico Xk in tako problem prevedemo na klasicˇni problem HS. Po
trditvi 2.1 bi za stolp take oblike potrebovali vsaj 2n − 1 korakov. Ker so v
vsaki mnozˇici Xk trije diski, za nasˇ problem potrebujemo 3 · (2n−1) korakov.
Opazimo, da so mnozˇice treh diskov med resˇevanjem oblike Xk oziroma X
∗
k .
V optimalni resˇitvi bomo mnozˇico Xn z diski velikosti n premaknili le enkrat,
zato bo na koncˇnem nosilcu oblike X∗k , medtem ko bomo ostale mnozˇice Xk,
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k ∈ [n− 1] premaknili 2n−k krat in bodo oblike Xk. Stolp, ki ga po 3(2n− 1)
korakih tvorimo na koncˇnem nosilcu, je torej oblike X∗kXk−1 · · ·X1, kar je
ravno to kar smo zˇeleli dokazati.
Algoritem 3 se koncˇa po 3k−3 korakih in dosezˇe najmanjˇse sˇtevilo korakov
le, cˇe je koncˇen velik stolp oblike T = X∗kXk−1 . . . X1. Sˇtevilo korakov, ki jih
algoritem 3 potrebuje za izvrsˇitev, bomo oznacˇili z Bk.
Drugi podprogram zacˇne v zacˇetnem stanju uganke Stolpa iz Antwer-
pna in premakne diske v velik stolp oblike X∗kXk−1 . . . X1 na nosilcu DO.
Oznacˇimo z drugi1 in drugi2 nosilca razlicˇna od nosilca DO. Algoritem 4
zacˇne v zacˇetnem stanju uganke o Stolpu iz Antwerpna in tvori velik stolp S
s 3(k − 1) diski na nosilcu drugi1 in disku velikosti n, ki je zˇe bil na nosilcu
drugi1. Nato premaknemo disk velikosti n z nosilca drugi2 na koncˇni no-
silec DO. V naslednjem koraku velik stolp S z nosilca drugi1 premaknemo
v velik stolp T na nosilec drugi2 s pomocˇjo nosilca DO. Premaknemo disk
velikosti n z nosilca drugi1 na koncˇni nosilec DO. Nazadnje velik stolp T
premaknemo z nosilca drugi2 na nosilec DO s pomocˇjo nosilca drugi1. Tako
smo tvorili velik stolp s 3k diski na nosilcu DO. Denimo, da se algoritem
izvrsˇi po Dk korakih. Vidimo, da je Dk = Dk−1 + 1 + Bk−1 + 1 + Bk−1, kar
je enako Dk −Dk−1 = 2Bk−1 + 2. Ob uposˇtevanju zacˇetnih pogojev B1 = 3
in D1 = 2, izracˇunamo vrednost Dk = 3 · (2k+1 − 2)− 4k.
Algoritem 4 Iz zacˇetnega stanja v velik stolp
procedure Premik △△△ v △∗(k,DO)
if k > 0 then
Premik △△△ v △∗(k − 1, drugi1)
Premakni disk z nosilca drugi2 na nosilec DO
Premik △ v △∗(k − 1, drugi1, drugi2, DO)
Premakni disk z nosilca drugi1 na nosilec DO
Premik △ v △∗(k − 1, drugi2, DO, drugi1)
end if
end procedure
Trditev 3.5. Denimo, da zˇelimo zacˇetno stanje uganke o Stolpu iz Antwer-
pnu premakniti velik stolp S = XkXk−1 . . . X1 na nosilcu DO. Velja nasle-
dnje.
1. Za postopek potrebujemo vsaj 3 · (2k+1 − 2)− 4k premikov.
2. Spodnja meja je dosezˇena cˇe velja naslednje.
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 Barva spodnjega diska v Xk je rumena (rdecˇa, cˇrna) in nosilec
DO je enak nosilcu 0(1, 2). Torej, cˇe je spodnji disk v Xk rumene
barve, je nosilec DO nosilec 1 in enako za preostali barvi.
 Za vsak i ≤ j < k je barve spodnjega diska v Xj enaka barvi
zgornjega diska v Xj+1.
Dokaz. Dokaz za optimalnost je podoben dokazu za klasicˇni problem HS.
Uporabimo trditev 3.4 in indukcijo.
Tretji podprogram je inverzen algoritmu 4. Vzame velik stolp S =
XkXk−1 . . . X1 na nosilcu OD in ga prenese v koncˇno stanje uganke o Stolpu
iz Antwerpna. Enako kot pri algoritmu 4 sta drugi1 in drugi2 preostala
nosilca, razlicˇna od nosilca OD.
Algoritem 5 Iz velikega stolpa v koncˇno stanje
procedure Premik △ v △△△(k,OD)
if k > 0 then
Premik △ v △∗(k − 1, OD, drugi1)
Premakni disk z nosilca OD na nosilec drugi2
Premik △ v △∗(k − 1, drugi1, drugi2, OD)
Premakni disk z nosilca OD na nosilec drugi1
Premik △ v △△△(k − 1, drugi2)
end if
end procedure
Trditev 3.6. Denimo, da zˇelimo velik stolp S = XkXk−1 . . . X1 na nosilcu
OD premakniti v koncˇno stanje uganke o Stolpu iz Antwerpna. Velja nasle-
dnje.
1. Za postopek potrebujemo vsaj 3 · (2k+1 − 2)− 4k premikov.
2. Spodnja meja je dosezˇena, cˇe velja naslednje.
 Barva spodnjega diska v Xk je cˇrna (rumena, rdecˇa) in nosilec
OD je enak nosilcu 0(1, 2). Torej, cˇe je spodnji disk v Xk cˇrne
barve, je nosilec OD nosilec 1 in enako za preostali barvi.
 Za vsak i ≤ j < k je barva spodnjega diska v Xj enaka barvi
zgornjega diska v Xj+1.
Sedaj zdruzˇimo vse tri podprograme v program, ki resˇi uganko o stolpu iz
Antwerpna. Algoritem 6 za n ≥ 2 ocˇitno resˇi uganko o Stolpu iz Antwerpna.
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V primeru n = 1 bi primeren algoritem izgledal takole: premik c1:2 → 0,
r1:1 → 2, c1:0 → 2, ru1:0 → 1, c1:2 → 1. Oznacˇimo sˇtevilo korakov, ki
jih algoritem 6 potrebuje za svojo izvrsˇitev s C(n). Algoritem 6 se izvrsˇi
po 2Dn−1 + 4Bn−1 + 6 korakih. Cˇe vstavimo vrednosti B1 = 3 in D1 = 2,
izracˇunamo resˇitev C(n) = 3 · 2n+2 − 8n− 10.
Algoritem 6 Antwerpen
procedure Antwerp(n)
if k > 0 then
Premik △△△ v △∗(n− 1, 1)
Premakni disk run z nosilca 0 na nosilec 2
Premik △ v △∗(n− 1, 1, 2, 0)
Premakni disk rn z nosilca 1 na nosilec 0
Premik △ v △∗(n− 1, 2, 0, 1)
Premakni disk run z nosilca 2 na nosilec 1
Premakni disk cn z nosilca 2 na nosilec 1
Premik △ v △∗(n− 1, 0, 1, 2)
Premakni disk rn z nosilca 0 na nosilec 2
Premik △ v △∗(n− 1, 1, 2, 0)
Premakni disk cn z nosilca 1 na nosilec 0
Premik △ v △△△∗(n− 1, 2)
end if
end procedure
Trditev 3.7. Cˇe je n ≥ 2, potem je algoritem 6 optimalen algoritem, ki resˇi
uganko o Stolpu iz Antwerpna v 3 · 2n+2 − 8n − 10 korakih. Cˇe je n = 1,
uganko resˇimo v 5 potezah.
Dokaz. 1. Da algoritem 6 resˇi uganko o stolpu iz Antwerpna vemo zaradi
trditev 3.4, 3.5 in 3.6. Preveriti je treba, ali se premiki ujamejo glede
na lastnosti stolpov.
2. Dokaz optimalnosti: Najprej definirajmo nekaj oznak. Naj bo:
 △ v △∗(k, S, T,OD,DO) naj oznacˇuje optimalen algoritem, ki
premakne velik stolp oblike S velikosti k v velik stolp oblike T
velikosti k z nosilca OD na nosilec DO (OD ̸= DO).
 △△△ v△(k, U,DO) naj oznacˇuje optimalen algoritem, ki zacˇetno
stanje uganke o stolpu iz Antwerpna prestavi v velik stolp U veli-
kosti k na nosilcu DO.
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 △ v △△△(k, U,OD) naj oznacˇuje optimalen algoritem, ki velik
stolp U velikosti k na nosilcu OD prestavi v koncˇno stanje uganke
o stolpu iz Antwerpna.
Trditev 3.8. Naj bo n ≥ 2. Vsak algoritem, ki resˇi uganko o Stolpu iz
Antwerpna in klicˇe podalgoritem △ v △∗(n − 1, . . .) vecˇ kot sˇtirikrat,
ni optimalen.
Dokaz. Naj bo AL algoritem, ki resˇi uganko. Jasno je, da algoritem
zagotovo klicˇe podprograma △△△ v △(n− 1, . . .) in △ v △△△(n−
1, . . .). Denimo, da AL klicˇe podprogram△ v△(n−1, . . .) vsaj petkrat.
Po trditvah 3, 4 in 5 se AL izvrsˇi v najmanj 27 ·2n−1−8n−14 korakih.
AL torej potrebuje vecˇ korakov za izvrsˇitev kakor algoritem 6, zato ni
optimalen.
Naj bo AL optimalen algoritem za uganko o stolpu iz Antwerpna. De-
nimo, da bomo iz zacˇetnega stanja tvorili velik stolp S na nosilcu 1. V
prvem premiku najvecˇjih diskov bomo torej premaknili ali cn z nosilca
2 na nosilec 0 ali pa run z nosilca 0 na nosilec 2. Oglejmo si primer,
kjer bomo premaknili cˇrni disk. Zaradi pomozˇne trditve vidimo, da
ima AL sledecˇo strukturo:
△△△ v △(k, S1, 1)
premik cn s 2 na 0
△ v △(k, S1, S2, 1, 0)
premik rn z 1 na 2
△ v △(k, S2, S3, 0, 1)
premik cn z 1 na 2
△△△ v △(k, S3, S4, 1, 2)
premik run z 0 na 1
△ v △(k, S4, S5, 2, 1)
premik cn s 2 na 0
△ v △△△(k, S5, 1)
Po trditvah 3.4, 3.5 in 3.6 bi za izvedbo zgornjega algoritma potrebovali
3·2n+2−8n−11 premikov. Da bi sˇtevilo korakov dosegli, mora S1 zadostovali
drugemu pogoju trditve 3.5, S1 = S3 = S5 in S5 mora zadostovati drugem
pogoju v trditvi 3.5. Ker isti stolp ne more zadostovati obema pogojema, AL
ne more dosecˇi meje nizˇje od algoritma 6. V primeru, ko najprej premaknemo
rumeni disk, nas trditev 3.8 prisili, da ima algoritem AL enako obliko kot
algoritem 6. Algoritem AL se tudi v tem primeru ne more izvrsˇiti hitreje kot
algoritem 6.
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Trditev 3.9. Za n ≥ 3 imamo vsaj 3 · 2n−1 razlicˇnih optimalnih resˇitev za
uganko o Stolpu iz Antwerpna. Ko je n = 1, imamo tri razlicˇne optimalne
resˇitve ter ko je n = 2, imamo trideset razlicˇnih optimalnih resˇitev.
Dokaz. Za n = 1 smo na sliki 19 videli, da imamo tri optimalne resˇitve. Za
n = 2 je bilo sˇtevilo optimalnih resˇitev dolocˇeno s pomocˇjo racˇunalnika.
Naj bo sedaj n ≥ 3. V zacˇetku dokaza vidimo, da algoritem zagotovo
ni enolicˇen, saj lahko izberemo na katerem nosilcu bomo najprej tvorili ve-
lik stolp. Imamo torej tri razlicˇne mozˇnosti glede na izbor barve s katero
zˇelimo zacˇeti. Ko izberemo nosilec, na katerem imamo velik stolp, imamo
dve mozˇnosti premika najvecˇjega diska. V primeru algoritma 6 smo najprej
tvorili velik stolp na nosilcu 1, nato pa lahko izberemo, ali bomo prema-
knili disk velikosti n z nosilca 0 na 2 ali obratno. Zaradi rekurzivne sestave
algoritma sledi, da je optimalnih resˇitev 3 · 2n−1.
3.3.1 Mali stolp iz Antwerpna
Problem Malega stolpa iz Antwerpna je lazˇja razlicˇica osnovne uganke o
Stolpu iz Antwerpna. Mali stolp iz Antwerpna vsebuje diske zlate in srebrne
barve. Zacˇetno stanje uganke tvorita dva stolpa z n diski. Stolp n zlatih
diskov na nosilcu 0 in stolp n srebrnih diskov na nosilcu 1. Cilj uganke je
zamenjava pozicije zlatega in srebrnega stolpa. Ta uganka se od uganke o
Cˇrno-belem HS razlikuje v tem, da lahko tu diske enake velikosti polozˇimo
enega na drugega. Uganko je prvi predstavil in resˇil Minsker v [6].
Slika 20: Zacˇetno in koncˇno stanje uganke o Malem stolpu iz Antwerpna za
n = 4.
Prav tako kot pri Stolpu iz Antwerpna tudi tukaj definirajmo pojem ve-
likega stolpa. Za vsak 1 ≤ k ≤ n oznacˇimo mnozˇico dveh diskov velikosti k z
Xk. Pri tem pazimo, da Xk = zksk zaznamuje mnozˇico dveh diskov velikosti
k, kjer srebrni disk lezˇi na zlatem disku. Z X∗k pa oznacˇimo mnozˇico dveh
diskov, kjer sta barvi diskov zamenjani (X∗k = skzk). Stolp XkXk−1 . . . X1
sestavljen iz 2k diskov imenujemo velik stolp velikosti k. Algoritem s katerim
je v [6] dokazana optimalna resˇitev uganke, vsebuje tri podprograme.
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Prvi podprogram zacˇne z velikim stolpom S = XkXk−1 . . . X1 na nosilcu
OD in ga prenese v velik stolp T = X∗kXk−1 . . . X1 na nosilcu DO, s pomocˇjo
nosilca SKOZI. Velik stolp Xk−1Xk−2 . . . X1 najprej prenese z nosilca OD
na nosilec SKOZI s pomocˇjo nosilca DO. Prestavi diska velikosti k z nosilca
OD na nosilec DO. Na koncu premakne velik stolp X∗k−1Xk−2 . . . X1 z nosilca
SKOZI na nosilec DO s pomocˇjo nosilca OD. Cˇe presˇtejemo vse korake, ki
jih algoritem 7 potrebuje za svojo izvrsˇitev, izracˇunamo vrednost 2k+1 − 2.
Sˇtevilo korakov, ki jih algoritem 7 potrebuje za svojo izvrsˇitev, oznacˇimo z
Ak.
Algoritem 7 Premik velikega stolpa v velik stolp
procedure Premik △ v △(k,OD,DO, SKOZI)
if k > 0 then
Premik △ v △(k − 1, OD, SKOZI,DO)
Premakni disk z nosilca OD na nosilec DO
Premakni disk z nosilca OD na nosilec DO
Premik △ v △(k − 1, SKOZI,DO,OD)
end if
end procedure
Trditev 3.10. Denimo, da zˇelimo premakniti velik stolp S = XkXk−1 . . . X1
na nosilcu OD premakniti v velik stolp T na nosilcu DO, pri cˇemer OD ̸=
DO. Velja naslednje.
1. Za izvrsˇitev potrebujemo vsaj 2k+1 − 2 premikov.
2. Spodnjo mejo sˇtevila korakov dosezˇemo le, cˇe je koncˇen velik stolp oblike
T = X∗kXk−1 . . . X1.
Dokaz. Dokaz je podoben dokazu trditve 3.4, le da tu zlepimo dva diska
skupaj v mnozˇico Xi (k ∈ {1, . . . , k}). Za resˇitev uganke Malega stolpa iz
Antwerpna potrebujemo dvakrat toliko premikov kot za klasicˇni problem HS.
Uganko torej resˇimo v 2(2k − 1) korakih. Premislimo sˇe za obliko velikega
stolpa z 2k diski na koncˇnem nosilcu. Diske velikosti i v optimalni resˇitvi
premaknemo 2k−i krat. Ker mnozˇico Xk premaknemo enkrat, ostale Xi,
i ∈ [n − 1], pa sodo mnogokrat, je velik stolp na koncˇnem nosilcu oblike
X∗kXk−1 . . . X1.
Drugi podprogram zacˇne iz zacˇetnega stanja uganke Malega stolpa iz
Antwerpna in pride do velikega stolpa velikosti k na nosilcu 0 ali 1, kjer je
zˇe prej stal mali stolp. Nosilec, na katerem bomo tvorili velik stolp oznacˇimo
z DO1, drugi sprva zaseden nosilec pa z DO2. Algoritem 8 najprej klicˇe
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algoritem 9, ki zacˇetno stanje prestavi v velik stolp na praznem nosilcu 2.
Nato premakne disk z nosilca DO2 na nosilec DO1. Na koncu premakne
velik stolp velikosti k− 1 z nosilca 2 na nosilec DO1 s pomocˇjo nosilca DO2
Algoritem 8 Premik iz zacˇetnega stanja v velik stolp na nosilec, ki je bil na
zacˇetku zaseden
procedure Premik △△ v △ (k,DO1)
if k > 0 then
Premik △△ v △(k − 1)
Premakni disk z nosilca DO2 na nosilec DO1
Premik △ v △(k − 1, 2, DO1, DO2)
end if
end procedure
Tretji podprogram ima zacˇetno stanje uganke o Malem stolpu iz An-
twerpna in pride do velikega stolpa na nosilcu 2, ki je bil na zacˇetku prazen.
Algoritem 9 najprej klicˇe algoritem 8, ki zacˇetno stanje uganke Malega stolpa
iz Antwerpna premakne v velik stolp velikosti k − 1 na nosilcu DO1. Nato
premakne disk velikosti k z nosilca 0 na nosilec 2 in prestavi velik stolp veli-
kosti k− 1 z nosilca 2 na nosilec 0. Sledi premik diska velikosti k z nosilca 1
na nosilec 2 in nazadnje premik velikega stolpa velikosti k − 1 z nosilca 0 na
koncˇen nosilec 2.
Algoritem 9 Premik iz zacˇetnega stanja v velik stolp na nosilec, ki je bil na
zacˇetku prazen
procedure Premik △△ v △(k)
if k > 0 then
Premik △△ v △ (k − 1, 1)
Premakni disk z 0 na nosilec 2
Premik △ v △(k − 1, 1, 0, 2)
Premakni disk z nosilca 1 na nosilec 2
Premik △ v △(k − 1, 0, 2, 1)
end if
end procedure
Trditev 3.11. Oznacˇimo z Bk sˇtevilo korakov, po katerih se zakljucˇi al-
goritem 8 in Ck sˇtevilo korakov, po katerih se zakljucˇi algoritem 9. Velja
naslednje.
1. Bk = (2
k+4−9k−16)/6, cˇe je k sod, oziroma Bk = (2k+4−9k−17)/6,
cˇe je k lih.
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2. Ck = (5·2k+2−9k−20)/6, cˇe je k sod, oziroma Ck = (5·2k+2−9k−19)/6,
cˇe je k lih.
Dokaz. Z delovanja algoritma 8 in algoritma 9 vidimo, je
Bk = Ck−1 + Ak−1 + 1
Ck = Bk−1 + 2Ck−1 + 2.
Izlocˇimo Bk iz enacˇb in dobimo Ck−Ck−2 = Ak−2+2Ak−1+3 = 5 · 2k−1− 3.
Ob uposˇtevanju zacˇetnih pogojev C0 = 0 in C1 = 2, rezultati sledijo.
Trditev 3.12. 1. Denimo, da zˇelimo iz zacˇetnega stanja uganke Malega
stolpa iz Antwerpna tvoriti velik stolp S = XkXk−1 . . . X1 na nosilcu
OD1 (= 0, 1). Velja naslednje.
2. Za izvrsˇitev problema potrebujemo vsaj Bk premikov.
3. Spodnjo mejo za sˇtevilo premikov dosezˇemo cˇe in samo cˇe je barva
spodnjega diska v Xk zlata, cˇe premaknemo na nosilec 0 in srebrna,
cˇe premaknemo na nosilec 1. Barva spodnjega diska v Xj mora biti
drugacˇna od barve zgornjega diska v Xj+1, za vsak j = k− 2, k− 4, k−
6, . . ..
Denimo, da zˇelimo iz zacˇetnega stanja uganke o malem stolpu iz Antwerpna
tvoriti velik stolp S = XkXk−1 . . . X1 na nosilcu 2. Velja naslednje.
1. Za izvrsˇitev problema potrebujemo vsaj Ck premikov.
2. Spodnjo mejo za sˇtevilo premikov dosezˇemo cˇe in samo cˇe je barva spo-
dnjega diska v Xk−1 enaka barvi zgornjega diska v Xk. Barva spodnjega
diska v Xj mora biti drugacˇna od barve zgornjega diska v Xj+1, za vsak
j = k − 3, k − 5, k − 7, . . ..
Oba algoritma sta enolicˇna algoritma za resˇitev problema. Parametra S1 in
S2 sta tocˇno dolocˇena glede na S.
Dokaz trditve 3.12 najdemo v [6].
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Algoritem, ki resˇi uganko o Malem stolpu iz Antwerpna, ima sledecˇo
strukturo:
△△ v △ (N − 1, 0, 1, 2)
sn : 1→ 2
△ v △(N − 1, 0, 2, 1)
zn : 0→ 1
△ v △(N − 1, 2, 1, 0)
sn : 2→ 0
Stolp S je sedaj na nosilcu 1. Izvedemo obratno zaporedje premikov, ki
so ga zgradili, le da zamenjamo parametra S1 in S2. Tako bomo razstavili
stolp S v dva manjˇsa stolpa. In sicer zlati stolp na nosilcu 1 in srebrni stolp
na nosilcu 0.
Trditev 3.13. Uganko o Malem stolpu iz Antwerpna lahko resˇimo v najmanj
(7 · 2n+1− 9n− 11)/3 korakih, cˇe je n sodo sˇtevilo in v (7 · sn+1− 9n− 10)/3
korakih, cˇe je n liho sˇtevilo.
Dokaz. Cˇe uposˇtevamo vse pogoje podprogramov, algoritem z dano struk-
turo resˇi uganko. Korake presˇtejemo glede na predhodne dokaze potrebnih
korakov posameznih podprogramov. Vemo, da razstavimo stolp S enako hi-
tro, kakor stolp S sestavimo, saj je to le program izveden v obratni smeri.
Dokaz optimalnosti najdemo v [6].
Na slikah 21 in 22 vidimo grafa stanj za uganko o Malem stolpu iz An-
twerpna, za n = 1 in n = 2. Z rdecˇo barvo so oznacˇeni zacˇetno stanje,
koncˇno stanje in ena izmed optimalnih poti. Grafi stanj imajo rekurzivno
sestavo. Vsak graf z 2n diski vsebuje dvanajst kopij grafa stanj za Mali stolp
iz Antwerpna z 2(n− 1) diski. Zaradi rekurzivne sestave imajo grafi stanj za




12n−12) povezav. V [6] je dokazano tudi
sˇtevilo razlicˇnih optimalnih resˇitev. Cˇe rezultate zgornjih trditev primerjamo
z grafoma stanj na slikah 21 in 22, vidimo, da se rezultati ujemajo. Ujema
se tudi vrednost optimalnih resˇitev. V primeru n = 1 imamo dve optimalni
resˇitvi s tremi premiki in v primeru n = 2 imamo prav tako dve optimalni
resˇitvi z devetimi premiki.
Trditev 3.14. Uganka o Malem stolpu iz Antwerpna ima 2⌊(n−1)/2⌋ razlicˇnih
optimalnih resˇitev.
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Slika 21: Graf stanj za Mali stolp iz Antwerpna za n = 1
Slika 22: Graf stanj za Mali stolp iz Antverpna za n = 2
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Uganka o Malem stolpu iz Antwerpna ponuja vecˇ razlicˇic resˇevanja. Na
sliki 23 vidimo razlicˇne mozˇnosti izbora zacˇetnega in koncˇnega stanja. Pra-
vila resˇevanja ohranimo, le da resˇujemo P0, P1 ali P2 problem. Problemu v
katerem je cilj uganke prenos diskov iz enega popolnega stanja v drugo po-
polno stanje pravimo problem oblike P0. Problemu pri kateremu premikamo
diske iz popolnega stanja v regularno stanje pravimo problem oblike P1. In
sˇe zadnji problem v katerem diske premikamo iz regularnega stanja v drugo
regularno stanje pravimo problem oblike P2.
Slika 23: Razlicˇice uganke o malem stolpu iz Antwerpna
3.3.2 Dvojni Hanojski stolp
Dvojni HS je razlicˇica Malega stolpa iz Antwerpna. Dvojni HS dopusˇcˇa, da
zlate diske polozˇimo na srebrne enake velikosti. Ne smemo pa srebrnih diskov
polozˇiti na zlate diske enake velikosti. Cilj uganke je zamenjava zlatega in
srebrnega stolpa. Zlati stolp zˇelimo z nosilca 1 prenesti na nosilec 0, med-
tem ko srebrni stolp z nosilca 0 na nosilec 1. Cˇe vse zlate diske oznacˇimo
z 1, 3, . . . , 2n − 1 in srebrne z 2, 4, . . . , 2n opazimo, da je problem enak P2
problemu klasicˇnega problema HS. Problem uganke je oblike P2, cˇe je cilj
uganke premakniti diske s poljubnega regularnega stanja v drugo razlicˇno
poljubno regularno stanje. Isˇcˇemo najkrajˇso pot med poljubnima stanjema
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v hanojskem grafu. Natancˇneje resˇujemo namrecˇ klasicˇni problem HS iz sta-
nja (01)n v stanje (10)n. Graf stanj za dvojni HS je torej H2n3 . Zanimiva
opazka na Hanojskih grafih je, da je najvecˇja razdalja med dvema razlicˇnima
poljubnima vozliˇscˇema na grafu Hn3 ravno razdalja med dvema vozliˇscˇema,
ki predstavljata razlicˇni popolni stanji. Zanimivo je tudi, da pri resˇevanju
problemov, kjer zˇelimo diske z poljubnega regularnega stanja premakniti v
popolno stanje, najvecˇji disk premaknemo kvecˇjem enkrat. Cˇe je cilj uganke
premakniti diske iz popolnega stanja v poljubno regularno stanje, je to pro-
blem oblike P1.
3.4 Linearni Hanojski stolp
Linearni Hanojski stolp je razlicˇica problema HS z enako konfiguracijo, le
da zˇe poznanim pravilom resˇevanja dodamo eno pravilo. Premiki diskov
so enojni. To pomeni, da so dovoljeni le premiki med nosilcema 0 in 1, ter
nosilcema 1 in 2 (nosilec 1 je vmesni nosilec). Cilj uganke je premakniti stolp
z nosilca 0 na nosilec 2. Linearni problem HS je zelo podoben osnovnemu.
Za resˇitev klasicˇnega problema HS potrebujemo najmanj 2n − 1 korakov, za
Linearnega pa 3n − 1. Graf stanj za Linearni HS je namrecˇ pot od vozliˇscˇa
0n do 2n.
Trditev 3.15. Graf stanj za Linearni Hanojski stolp je pot.
Dokaz. Dokazˇimo najprej, da je graf stanj za Linearni HS z n diski povezan.
Lastnost bomo dokazali s pomocˇjo indukcije. V primeru n = 1 je graf stanj
P2, saj obstajata le premika med nosilcema 0 in 1 in med nosilcema 1 in 2.
Predpostavimo, da je graf stanj za Linearni HS z n diski povezan. Graf stanj
z n + 1 diski vsebuje vozliˇscˇa oblike 0an, 1an in 2an, zato po indukcijski
predpostavki zagotovo vsebuje tri povezane komponente. Premiki 0(1n) ↔
2(1n), 1(0n) ↔ 2(0n), 0(2n) ↔ 1(2n) paroma povezˇejo komponente, sledi da
je graf stanj za n+ 1 diski povezan.
V naslednjem koraku bomo opazovali stopnje vozliˇscˇ. Radi bi dokazali, da
sta vozliˇscˇi, ki predstavljata zacˇetno in koncˇno stanje, stopnje 1, medtem ko
so preostala vozliˇscˇa stopnje 2. Zacˇetni stanji 0n in 2n sta stopnje ena, saj je
v obeh primerih mozˇen le premik najmanjˇsega diska na nosilec 1. Oglejmo si
razlicˇne mozˇnosti polozˇajev diskov na nosilcih v preostalih regularnih stanjih.
 Naj bo na vsakem nosilcu vaj en disk. Vrhnji diski na posameznem
nosilcu so velikosti i, j in k, pri cˇemer i ̸= j ̸= k in i, j, k ∈ {1, 2, . . . , n}.
Disk i naj bo vrhnji disk nosilca 0, disk j vrhnji disk nosilca 1 in disk k
vrhnji disk nosilca 2. Ker med dimenzijami diskov velja relacija manjˇsi
(<), lahko med nosilcema 0 in 1 tvorimo le en legalni premik. Manjˇsega
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izmed diskov i, j lahko polozˇimo na vecˇjega. Enako lahko tvorimo med
nosilcema 1 in 2 en legalen premik. Manjˇsega izmed diskov j in k lahko
polozˇimo na vecˇjega.
 Naj bo nosilec 2 prazen in naj bo na nosilcema 0 in 1 vsaj en disk.
Disk i naj bo vrhnji disk nosilca 0 in disk j vrhnji disk nosilca 1, pri
cˇemer i ̸= j in i, j ∈ {1, 2, . . . , n}. Cˇe je i < j sta edina mozˇna premika
i : 0 → 1 in j : 1 → 2. Cˇe je j < i, pa sta edina mozˇna premika
j : 1 → 0 in j : 1 → 2. Podobno argumentiramo v primeru, ko je
nosilec 0 prazen in je na nosilcih 1 in 2 vsaj en disk.
 Naj bo nosilec 1 prazen in naj bo na nosilcih 0 in 2 vsaj en disk. Disk
i naj bo vrhnji disk nosilca 0 in disk j vrhnji disk nosilca 2, pri cˇemer
i ̸= j in i, j ∈ {1, 2, . . . , n}. Edina mozˇna premika v stanju take oblike
sta i : 0→ 1, j : 2→ 1.
 iz stanja 1n lahko tvorimo le dva premika. Disk 1 lahko premaknemo
na nosilec 0 ali na nosilec 2.
Iz vsakega poljubnega stanja, razen zacˇetnih stanj, lahko tvorimo le dva
premika. Vsa preostala stanja so torej stopnje 2.
Spomnimo se grafov Hn3 . Grafi H
n
3 so grafi stanj za problem HS s tremi
nosilci in n diski. Graf stanj za Linearni HS je pot med vozliˇscˇema 0n in
2n, enaka Hamiltonovi poti na Hn3 med vozliˇscˇema 0
n in 2n. Zaradi tega
si oglejmo konstrukcijo Hamiltonove poti na grafu Hn3 . Cˇe graf H
n
3 vsebuje
Hamiltonovo pot, potem je njegova Hamiltonova pot med vozliˇscˇema 0n in 2n
enaka grafu stanj za Linearni HS. Dolzˇina poti je resˇitev uganke o Linearnem
HS.
Trditev 3.16. [10] Graf Hn3 vsebuje Hamiltonovo pot.
Dokaz. Navedli bomo konstrukcijo Hamiltonove poti na grafu Hn3 med po-
ljubnima razlicˇnima vozliˇscˇema, ki predstavljata popolno stanje. Predsta-
vimo, da obstaja Hamiltonovo pot za vsak par vozliˇscˇ in in jn, i ̸= j in
i, j ∈ {0, 1, 2}, ki predstavljata popolno stanje. Konstrukcijo bomo dokazali
s pomocˇjo indukcije na n.
Baza indukcije: n = 1. Imamo graf H13 . Hamiltonova pot bi bila pot
i→ k → j.
Indukcijski korak: za n ≥ 2 predpostavimo, da obstaja Hamiltonova pot v
grafu Hn−13 med vozliˇscˇema i
n−1 in jn−1. Ker so Hanojski grafi rekurzivno
sestavljeni vemo, da Hn3 vsebuje tri disjunktne kopije H
n−1
3 . Hamiltonovo
pot tako konstruiramo v treh korakih. V posameznem koraku prepotujemo
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Hamiltonovo pot v Hn−13 , kjer najvecˇji disk n ostaja na istem nosilcu. V
prvem koraku prestavimo diske 1, . . . , n − 1 po Hamiltonovi poti z nosilca i
na nosilec j. Pridemo torej iz stanja in v stanje ijn−1. Ker je jn−1 vozliˇscˇe,
ki predstavlja popolno stanje, vemo, da Hamiltonova pot obstaja po induk-
cijski predpostavki. Premaknemo disk n z nosilca i na nosilec k (k ̸= i, j).
Preidemo torej v stanje kjn−1. V drugem koraku podobno najprej prema-
knemo po Hamiltonovi poti diske 1 . . . , n− 1 z nosilca j na nosilec i in nato
premaknemo najvecˇji disk na nosilec j. V zadnjem koraku po Hamiltonovi
poti premaknemo diske 1 . . . , n− 1, z nosilca i na nosilec j. Tako smo priˇsli
do vozliˇscˇa jn in obhodili vsa vozliˇscˇa grafa Hn3 .
Na sliki 24 vidimo Hamiltonovo pot na H33 med vozliˇscˇema 0
3 in 23. Ha-
miltonova pot povezˇe vsa ogliˇscˇa (vseh ogliˇscˇ je 3n) in je dolga 3n−1. Ker so
vsa vozliˇscˇa H33 regularna stanja uganke Linearnega HS in odstranjene pove-
zave predstavljajo nelegalne premike med nosilcema 0 in 2, je Hamiltonova
pot v grafu H33 tudi graf stanj za Linearni HS. Uganko Linearnega HS lahko
torej resˇimo v vsaj 3n − 1 korakih. Optimalna resˇitev je enolicˇna.
Slika 24: Hamiltonova pot na grafu H33 med vozliˇscˇema 000 in 222
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3.4.1 Dvojni linearni Hanojski stolp
Denimo, da imamo dva stolpa velikosti n urejena po velikosti na nosilcih 0
in 2. Stolpa se med seboj razlikujeta le v barvi. Stolp na nosilcu 0 je cˇrne
barve, stolp na nosilcu 2 je bele barve. Pravila resˇevanja so enaka kot pri prej
omenjenem problemu linearnega HS. Diske lahko premikamo le med nosilci
0 in 1 ter 1 in 2. Premik z nosilca 0 na nosilec 2 in obratno je prepovedan.
Diska enake velikosti lahko polozˇimo enega na drugega. V [5] je predstavljen
optimalen algoritem, ki resˇi uganko o dvojnem linearnem HS. Enako kot pri
Stolpu iz Antwerpna in Malem stolpu iz Antwerpna tudi ta algoritem vsebuje
tri podprograme.
Prvi podprogram premakne velik stolp S = bkckbk−1ck−1 . . . b1c1 velikosti
k na nosilcu OD v identicˇni velik stolp na nosilcu DO, pri cˇemer OD ̸= DO
in OD,DO ∈ {0, 2}. Z Dk oznacˇimo sˇtevilo premikov, ki jih algoritem opravi
za premik velikega stolpa z 2k diski.
Algoritem 10 Podprogram 1 za Dvojni linearni HS
procedure △ v △((k,OD,DO))
if k > 0 then
Premik △ v △(k − 1, OD,DO)
ck: OD → 1
bk: OD → 1
Premik △ v △(k − 1, DO,OD)
bk: 1→ DO
ck: 1→ DO
Premik △ v △(k − 1, OD,DO)
end if
end procedure
Trditev 3.17. Denimo, da zˇelimo po pravilih uganke o Linearnem HS pre-
makniti velik stolp z 2k diski z nosilca OD v velik stolp z 2k diski na nosilcu
DO (OD ̸= DO in OD,DO ∈ {0, 2}). Algoritem 10 resˇi problem v 2(3k−1)
korakih in je optimalen, cˇe sta zacˇetni in koncˇni velik stolp identicˇna ali se
razlikujeta le v vrstnem redu barv diskov velikosti 1.
Dokaz. Da algoritem 10 resˇi problem, preverimo z indukcijo na velikost ve-
likega stolpa. V primeru k = 1 algoritem 10 resˇi problem v sˇtirih korakih:
c1 : 0 → 1, b1 : 0 → 1, b1 : 1 → 2, c1 : 1 → 2. Predpostavimo, da algoritem
resˇi problem z 2(k − 1) diski. V primeru premika stolpa velikosti k program
najprej premakne velik stolp velikosti k−1 z nosilca OD na nosilecDO. Sledi
premik diskov velikosti k z nosilca OD na nosilec 1 in premik velikega stolpa
40
velikosti k − 1 z nosilca DO na nosilec OD. Premaknemo diska velikosti k
z nosilca 1 na koncˇen nosilec DO in na koncu velik stolp velikosti k − 1 z
nosilca OD na nosilec DO. Vsi koraki sledijo pravilom linearnega HS, zato
algoritem 10 resˇi problem za velik stolp velikosti k.
S pomocˇjo indukcije bomo dokazali, da noben algoritem ne more izvesti
problema v manj kot Dk korakih. Denimo, da obstaja algoritem AL, ki resˇi
problem z 2(k − 1) diski. Opazimo, da lahko diska velikosti 1 na dva nacˇina
v sˇtirih korakih premaknemo z nosilca OD na nosilec DO. En nacˇin ohrani
vrstni red barve diskov v zacˇetnem stanju, drugi vrsti red spremeni. Resˇitvi
bi izgledali takole.
Za k > 1 bi v primeru zamenjave barv diskov velikosti k pri premiku veli-
kega stolpa velikosti k, morali klicati algoritem AL za k− 1 vsaj petkrat. Cˇe
diskov velikosti k pri premiku velikega stolpa velikosti k ne bi zamenjali, pa
bi algoritem AL za k− 1 klicali vsaj trikrat. Algoritem, ki ne zamenja barve
spodnjih diskov, je torej optimalen. Ker je minimalno sˇtevilo klicev algo-
ritma AL trikrat, se struktura algoritma AL ujema s strukturo algoritma 10.
Algoritem 10 je torej optimalen. Ker se algoritem 10 izvrsˇi po Dk korakih,
lahko problem resˇimo v Dk korakih. Ker je nacˇin resˇevanja problema enak
kot pri Linearnem HS, le da je vsak premik podvojen, je Dk = 2(3
k − 1).
Velik stolp na koncu je identicˇen velikemu stolpu na zacˇetku. Mozˇna je le
zamenjava barv diskov velikosti 1.
Algoritem 11 Podprogram 2 za Dvojni linearni HS
procedure △ △ v △(k)
if k > 0 then
Premik △ △ v △(k − 1)
ck: 0→ 1
Premik △ v △(k − 1, 2, 0)
ck: 1→ 2




Drugi algoritem zacˇne v zacˇetni konfiguraciji uganke Dvojnega linearnega
HS in tvori velik stolp velikosti k na nosilcu 2. Oznacˇimo z Bk sˇtevilo korakov,
ki jih algoritem opravi za izvrsˇitev uganke s stolpoma velikosti k.
Trditev 3.18. Algoritem 11 premakne diske iz zacˇetnega stanja v Dvojnem
linearnem HS z 2k diski v velik stolp velikosti k na nosilcu 2 v 2(3k− 1)− 2k
korakih.
Dokaz. Najprej se s pomocˇjo indukcije na velikost stolpov cˇrne in bele barve
v zacˇetnem stanju prepricˇajmo, da algoritem 11 resˇi predstavljen problem. V
primeru k = 1, algoritem premakne cˇrni disk c1 z nosilca 0 na nosilec 1 in nato
z nosilca 1 na nosilec 2. Sledi, da v primeru k = 1 algoritem zadosˇcˇa pravilom
Linearnega HS in resˇi dan problem. Predpostavimo, da algoritem 11 ustreza
pravilom Linearnega HS in resˇi dani problem z 2(k − 1) diski. Algoritem 11
med resˇevanjem problema z 2k diski poleg klica samega sebe z 2(k−1) diski in
klica algoritma 10, premakne le disk ck z nosilca 0 na nosilec 1 in nato z nosilca
1 na nosilec 2. Premika diska ck sta legalna. Po indukcijski predpostavki
vemo, da oba klicana algoritma resˇita dana problema po pravilih Linearnega
HS. Algoritem 11 torej ustreza pravilom Linearnega HS in resˇi dani problem.
Iz strukture algoritma 11 razberemo zvezo za sˇtevilo korakov Bk = Bk−1 +
2Dk−1 + 2. Cˇe enacˇbo preoblikujemo in vstavimo vrednost za Dk, dobimo
Bk−Bk−1 = 4 ·3k−1−2. Vstavimo zacˇetni pogoj B0 = 0 in resˇimo rekurzivno
enacˇbo. Dobimo resˇitev Bk = 2(3
k− 1)− 2k, kar je ravno sˇtevilo korakov, ki
jih algoritem 11 potrebuje za svojo izvrsˇitev.
Tretji podprogram je inverzen drugemu podprogramu. Vzame velik stolp
na nosilcu 0 in ga prestavi v koncˇno konfiguracijo uganke o Dvojnem line-
arnem HS. Ocˇitno je, da algoritem porabi enako sˇtevilo korakov kot algori-
tem 11.
Algoritem 12 Podalgoritem 3 za Dvojni linearni HS
procedure △ v △ △(k)
if k > 0 then
Premik △ v △(k − 1, 0, 2)
ck: 0→ 1
Premik △ v △(k − 1, 2, 0)
ck: 1→ 2




Trditev 3.19. Algoritem 12 premakne velik stolp velikosti k z nosilca 0 v
koncˇno stanje uganke o Dvojnem linearnem HS v 2(3k − 1)− 2k korakih.
Sedaj zdruzˇimo opisane podprograme v program, ki resˇi uganko o Dvoj-
nem linearnem HS.
Algoritem 13 Program za Dvojni linearni HS
procedure △ △ v △ △(k)
if k > 0 then
Premik △ △ v △(k − 1)
ck: 0→ 1
Premik △ v △(k − 1, 2, 0)
bk: 2→ 1
Premik △ v △(k − 1, 0, 2)
bk: 1→ 0
Premik △ v △(k − 1, 2, 0)
ck: 1→ 2
Premik △ v △ △(k − 1)
end if
end procedure
Trditev 3.20. Algoritem 13 resˇi uganko o Dvojnem linearnem HS v
10 · 3n−1 − 4n− 2 korakih.
Dokaz. Da Algoritem 13 resˇi uganko o Dvojnem linearnem HS, bomo dokazali
s pomocˇjo indukcije glede na sˇtevilo diskov posameznega stolpa v zacˇetnem
stanju. V primeru k = 1 si koraki v Algoritem 13 sledijo takole: c1: 0 → 1,
b1: 2 → 1, b1: 1 → 0 in c1: 1 → 2. Ocˇitno je, da Algoritem 13 resˇi uganko
po danih pravilih.
Predpostavimo, da algoritem resˇi uganko o Dvojnem linearnem HS z 2(k−
1) diski po danih pravilih. Algoritem 13 v izvrsˇitvi problema z 2k diski poleg
klica algoritmov 10, 11 in 12 za problem z 2(k − 1) diski, premakne diska
velikosti k na sledecˇ nacˇin: ck: 0 → 1, bk: 2 → 1, bk: 1 → 0 in ck: 1 → 2.
Po trditvah 3.17, 3.18 in 3.19 vemo, da algoritmi 10, 11 in 12 resˇijo dane
probleme. Ker premik diskov velikosti k zadosˇcˇa pravilom uganke o Dvojnem
linearnem HS sledi , da algoritem 13 zadosˇcˇa danim pravilom in resˇi uganko o
Dvojnem linearnem HS. Iz strukture algoritma 13 razberemo, da se program
koncˇa po 2Bn−1+3Dn−1+4 korakih. Ob uposˇtevamo vrednosti trditev 3.17,
3.18 in 3.19 izracˇunamo, da se algoritem 13 koncˇa po 10 · 3n−1 − 4n − 2
korakih.
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Slika 25: Graf stanj za Dvojni linearni HS za n = 1
Trditev 3.21. [5] Naj N(n) predstavlja sˇtevilo optimalnih resˇitev uganke
Dvojnega linearnega HS. Potem je N(1) = 2 in za n > 1 velja N(n) = 2M ,
pri cˇemer M = 5 · 3n−2 − 2.
Dokaz trditve 3.21 najdemo v [5].
Na slikah 3.4.1 in 26 sta grafa stanj za Dvojni linearni HS. Na slikah so z
rdecˇo barvo oznacˇeni zacˇetno stanje, koncˇno stanje ter ena izmed optimalnih
poti. Cˇe dolzˇino najkrajˇse poti v obeh primerih primerjamo z dokazanimi
rezultati, se vrednosti ujemajo. V primeru n = 1 lahko Dvojni linearni HS
resˇimo na dva nacˇina v najmanj sˇtirih premikih in v primeru n = 2 lahko
resˇimo uganko na osem nacˇinov, v vsaj dvajsetih premikih. Grafi stanj za
2n diskov bi sestavljalo dvanajst kopij grafov stanj z 2(n − 1) diski, zato je
|V (n)| = 12n. Sˇtevilo povezav v grafu stanj za 2n diski je dvanajstkrat toliko
kot v grafu stanj za 2(n−1) diski in dodatnih 24 povezav, ki povezujejo kopije
podgrafov med seboj. Mocˇ mnozˇice E(n) je torej enaka 1
11
(13 · 12n − 24).
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Slika 26: Graf stanj za dvojni lineasrni HS, n=2
3.4.2 Linearni hibridni Hanojski stolp
Enako kot pri klasicˇnem problemu HS imamo tudi v tej uganki tri nosilce, ki
jih oznacˇimo z 0, 1 in 2. Denimo, da imamo na nosilcu 0 stolp n diskov ure-
jenih po velikosti od najvecˇjega do najmanjˇsega. Diski so cˇrne in bele barve.
Bele diske lahko premikamo med nosilci po pravilih klasicˇnega problema HS,
medtem ko cˇrni diski sledijo pravilom linearnega HS. Cilj uganke je premik
popolnega stolpa z nosilca 0 na nosilec 2. Uganko je predstavil in resˇil Steven
Minsker v [4]. Uganko je resˇil s pomocˇjo treh podprogramov.
1. Algoritem 14 premakne stolp velikosti k s sredinskega nosilca (1) v
stolp velikosti k na koncˇni nosilec. Koncˇni nosilec je lahko nosilec 0
ali nosilec 2. Cˇe za koncˇni nosilec izberemo nosilec X je drugi koncˇni
nosilec, nosilec 2−X. Postopek bomo poimenovali SK, kar zaznamuje
premik s sredine na konec.
2. Algoritem 15 premakne stolp velikosti k s koncˇnega nosilca (OD) v
stolp velikosti k na sredinskem nosilcu. Postopek bomo poimenovali
KS, kar zaznamuje premik s konca na sredino.
3. Algoritem 16 resˇi uganko o hibridnem linearnem HS z k diski. Prema-
kne torej stolp velikosti k z nosilca 0 (OD) na nosilec 2 (DO). Postopek
bomo oznacˇili z oznako KK.
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Algoritem 14 Podalgoritem SK za Linearni hibridni HS
Vhod: Stolp velikosti k na nosilcu 1
Izhod: Stolp velikosti k na nosilcu DO
procedure SK(k,DO)
if k > 0 then
SK(k − 1, 2−DO)
n: 1→ DO
KK(k − 1, DO)
end if
end procedure
Algoritem 15 Podalgoritem KS za Linearni hibridni HS
Vhod: Stolp velikosti k na nosilcu OD
Izhod: Stolp velikosti k na nosilcu 1
procedure KS(k,OD)
if k > 0 then
KK(k − 1, OD)
n: OD → 1
KS(k − 1, 2−OD)
end if
end procedure
Algoritem 16 KK za Linearni hibridni HS
Vhod: Stolp velikosti k na nosilcu OD
Izhod: Stolp velikosti k na nosilcu DO
procedure KK(k,OD)
if k > 0 then
if barva[n]==crna then
KK(k − 1, OD)
n: OD → 1
KK(k − 1, 2−OD)
n: 1→ 2−OD
KK(k − 1, OD)
else
KS(k − 1, OD)
n: OD → 2−OD





Trditev 3.22. Za vsak n ≥ 0 in poljubno barvanje diskov velja:
1. Algoritem 14 premakne stolp z n diski s sredinskega nosilca 1 na koncˇen
nosilec DO po pravilih Hibridnega linearnega HS.
2. Algoritem 15 premakne stolp z n diski z nosilca DO na nosilec 1 po
pravilih Hibridnega linearnega HS.
3. Algoritem 16 premakne stolpa z n diski za nosilca OD na nosilec DO
po pravilih Hibridnega linearnega HS.
Dokaz. Da algoritem 14, algoritem 15 in algoritem 16 resˇijo dane probleme,
bomo dokazali s pomocˇjo indukcije glede na sˇtevilo diskov.
Baza indukcije: Algoritem 14 v primeru n = 1 premakne disk z nosilca 1
na nosilec DO. Ne glede na barvo diska, Algoritem 14 resˇi dani problem po
pravilih Hibridnega linearnega HS. Algoritem 15 v primeru n = 1 premakne
disk z nosilca OD na nosilec 1. Enako kot algoritem 14 tudi algoritem 15
ne glede na barvo diska, resˇi dani problem po pravilih Hibridnega linearnega
HS. Algoritem 16 pa svoje delovanje locˇi glede na barvo diska. Cˇe je disk
cˇrne barve, ga najprej premakne z nosilca OD na nosilec 1 in nato z nosilca
1 na nosilec DO. V primeru, da je disk bele barve, pa ga premakne v enem
koraku z nosilca OD na nosilec DO. Sledi, da tudi algoritem 16 resˇi problem
in zadosˇcˇa pravilom Hibridnega linearnega HS.
Indukcijski korak: Uganka o Hibridnem linearnem HS je problem treh pro-
blemov v enem, zato bomo predpostavili, da algoritmi resˇijo dane probleme
z n − 1 diski. S pomocˇjo indukcijske predpostavke dokazˇimo, da algoritmi
resˇijo dane probleme z n diski.
Algoritem 14 najprej premakne stolp velikosti n− 1 z nosilca 1 na nosilec
2 − DO. Nato premakne disk velikosti n z nosilca 1 na nosilec DO. Na
koncu prestavi stolp velikost n − 1 z nosilca 2 − DO na nosilec DO. Po
indukcijski predpostavki vemo, da premika stolpa velikost n − 1 s sredine
na konec in s konca na konec ustrezata pravilom Hibridnega linearnega HS.
Ker tudi premik diska velikosti n ustreza pravilom Hibridnega linearnega HS,
algoritem 14 resˇi dani problem po pravilih Hibridnega linearnega HS.
Da algoritem 15 resˇi dani problem po pravilih Hibridnega linearnega HS,
dokazˇemo podobno kot za algoritem 14. Algoritem 15 v svojem delovanju
uporabi premik stolpa velikosti n− 1 s konca na konec in premik stolpa ve-
likosti n − 1 s konca na sredino, kar po indukcijski predpostavki resˇi dane
probleme po pravilih Hibridnega linearnega HS. Poleg premikov stolpa veli-
kosti n − 1 algoritem premakne disk velikosti n z nosilca OD na nosilec 1,
kar prav tako ustreza danim pravilom. Algoritem 15 torej resˇi dani problem
po pravilih Hibridnega linearnega HS.
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Algoritem 16 svoje delovanje razlikuje glede na barvo diska velikosti n. Cˇe
je disk n cˇrne barve, poleg klica algoritma 14 za n− 1 diskov in klica samega
sebe za n− 1 diskov, premakne disk velikosti n z nosilca OD na nosilec 1 in
nato z nosilca 1 na nosilec 2−OD. Cˇe je disk n bele barve, pa algoritem 16
poleg klica algoritma 14 in Algoritma 15 za n − 1 diski premakne disk veli-
kosti n z nosilca OD na nosilecDO. Vsi premiki diskov so legalni, zato tudi
algoritem 16 resˇi problem po pravilih Hibridnega linearnega HS.
Oznacˇimo s KK(n), SK(n) in KS(n) sˇtevilo premikov, ki jih algoritmi
16, 15 in 14 porabijo za svojo izvrsˇitev v primeru n diskov. S pomocˇjo
strukture danih algoritmov ugotovimo naslednje lastnosti.
 Uganka o Hibridnem linearnem HS ima eno optimalno resˇitev.
 Za vsako barvanje diskov velja 2n − 1 ≤ KK(n) ≤ 3n − 1.
 Za vsako barvanje diskov velja 2n − 1 ≤ KS(n) = SK(n) ≤ 3n−1
2
.
 Za vsako barvanje diskov velja KK(n) ≤ 2SK(n).
 Za vsako barvanje diskov velja 2SK(n) + 1 ≤ 3KK(n).
Na sliki 27 vidimo primere uganke za razlicˇna barvanja treh diskov. Vi-
dimo, da je osnova teh grafov graf Hn3 , kateremu smo odstranili povezave,
ki predstavljajo prepovedane premike. V primeru, da vse diske pobarvamo
belo, dobimo kar Hn3 , drugacˇe pa Hamiltonovo pot H
n
3 . Zacˇnemo torej s H
n
3 .
Cˇe je najmanjˇsi disk bele barve, pustimo vse podgrafe H13 enake, drugacˇe
jim odstranimo povezavo, ki predstavlja premik z nosilca 0 na nosilec 2. Po-
tem opazujemo disk velikosti 2. Cˇe je disk bele barve, se pomaknemo k
naslednjemu, drugacˇe odstranimo povezavo, ki predstavlja nelegalen premik
in povezuje podgrafe H13 v podgrafih H
2
3 . Postopek ponavljamo, dokler ne
pridemo do diska velikosti n. Ker smo v vsakem koraku odstranili najvecˇ eno
povezavo, so dobljeni grafi stanj sˇe vedno povezani.
Interpretirajmo sˇe dane lastnosti na grafih stanj. Ker opazujemo podgraf
Hn3 , ki ima eno optimalno resˇitev med dvema vozliˇscˇema, ki predstavljata
popolno stanje, imamo tudi pri uganki o Hibridnem linearnem HS eno opti-
malno resˇitev. Kot smo zˇe omenili, lahko vse diske pobarvamo belo ali vse
cˇrno. Cˇe so diski beli, bomo za resˇitev potrebovali 2n− 1 korakov, cˇe so cˇrni
pa 3n−1 korakov. Za poljubna druga barvanja je graf stanj nekaj vmes. Ima
torej vecˇ povezav kot Hamiltonova pot in manj kot Hn3 . Zato je resˇitev tudi
ravno v teh mejah. Na grafih stanj, sta z rdecˇo barvo oznacˇeni vozliˇscˇi, ki
predstavljata zacˇetno in koncˇno stanje, z modro barvo, pa vozliˇscˇe v katerem
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so vsi diski na nosilcu 1. Poimenujmo to vozliˇscˇe sredinsko vozliˇscˇe. Opa-
zimo, da je pot od zacˇetnega vozliˇscˇa do sredinskega vozliˇscˇa enaka poti od
sredinskega vozliˇscˇa do koncˇnega vozliˇscˇa, zato je SK(n) = KS(n). Zaradi
te lastnosti sledi KK(n) ≤ KS(n). Zadnjo lastnost, izpeljemo s s pomocˇjo
indukcije glede na sˇtevilo diskov in delovanja algoritmov. V primeru uganke
z enim diskom je 2SK(1) + 1 = 3 in 3KK(1) je enako 3 v primeru belega
diska in 6 v primeru cˇrnega diska. Sedi, da neenakost v primeru n = 1 drzˇi.
Predpostavimo, da zveza velja v primeru z n− 1 diski. Zaradi sestave algo-
ritma 15 vemo, da je KS(n) = KS(n− 1) + 1 +KK(n− 1). Zaradi sestave
algoritma 16 pa vemo, da je KK(n) = 3 ·KK(n− 1) + 2, cˇe je najvecˇji disk
cˇrn in 2 ·KS(n− 1) + 1, cˇe je najvecˇji disk bel. Razpiˇsimo obe strani zveze.
2KS(n) = 2KS(n− 1) + 2KK(n− 1) + 2
< 6KK(n− 1) + 2KK(n− 1) + 2
= 8KK(n− 1) + 2.
3KK(N) = min{9KK(n− 1) + 6,
6KS(n− 1) + 3} = 6KS(n− 1) + 3.
V drugi zvezi je drugi argument minimuma manjˇsi, ker uporabimo indukcij-
sko predpostavko. Po primerjanju rezultatov smo dokazali zvezo.
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Slika 27: Grafi stanj za Hibridni linearni HS s tremi diski in razlicˇnimi bar-
vanji diskov
3.4.3 Hanojski problem mavrice
Denimo, da imamo n diskov na treh nosilcih enake konfiguracije kot pri
klasicˇnem problemu HS. Pri Hanojskem problemu mavrice so diski pobarvani
tako, da diska enake barve ne lezˇita en na drugem. To je tudi dodatna
omejitev pri premikih diskov. Diske lahko torej natikamo na nosilce enako
kot pri klasicˇnem problemu HS, le da diskov enake barve ne smemo polozˇiti





Slika 28: Grafa stanj za Hanojski problem mavrice s tremi ali sˇtirimi diski
in dvema barvama
Cˇe opazujemo grafe stanj za Hanojski problem mavrice, vidimo, da bodo
podobne oblike kot Hanojski grafi, le da bodo nekatere povezave in vozliˇscˇa
odstranjena. Pri barvanju diskov z enakim sˇtevilom barv in diskov se pro-
blem mavrice ne razlikuje od klasicˇnega problema HS. V primeru, da diske
pobarvamo z dvema barvama in je n ≥ 3, pa bomo Hn3 odstranili vozliˇscˇa,
ki predstavljajo neregularna stanja. Denimo, da imamo tri diske. Zacˇetno
stanje bo v tem primeru oblike cˇrna-bela-cˇrna ali bela-cˇrna-bela. V vseh re-
gularnih stanjih se bo barva diskov izmenjevala. Odstranjena vozliˇscˇa pred-
stavljajo stanja, v katerih diska enake parnosti lezˇita direktno en na drugem.
V primeru uganke s sˇtirimi diski bomo odstranili trideset vozliˇscˇ. To so vo-
zliˇscˇa, ki predstavljajo stanja, v katerih disk 2 lezˇi na disku 4 ali disk 1 lezˇi na
disku 3. Grafa stanj za Hanojski problem mavrice z dvema barvama (Mn2 ) vi-
dimo na sliki 28. Opazimo, da je graf stanj sestavljen iz osnovnega trikotnika
in nekaj malih trikotnikov. Vozliˇscˇa na osnovnem trikotniku zaznamujejo
stanja optimalne resˇitve klasicˇnega problema HS, v katerih diska enake par-
nosti nikoli ne lezˇita direktno en na drugem. Ta vozliˇscˇa torej predstavljajo
stanja v katerih se barve diskov na nosilcih izmenjujejo. Manjˇsi trikotniki,
razen skrajnih treh, vsebujejo dva vozliˇscˇa na glavni stranici in eno doda-
tno vozliˇscˇe. Ker Hn3 vsebuje tri kopije H
n−1
3 , opazujmo sosedni vozliˇscˇi, ki
povezˇeta iHn−13 s jH
n−1
3 in i ̸= j. Ti dve vozliˇscˇi sta oblike ikn−2 in jkn−2 in
i ̸= j ̸= k. Cˇe skozi vozliˇscˇe ikn−2 tvorimo mali trikotnik, bosta preostali vo-
zliˇscˇi oblike ikn−3i in ikn−3j. Kadar je n liho sˇtevilo, sta najvecˇji in najmanjˇsi
disk enake barve, zato vozliˇscˇe ikn−3i ni regularno, in malega trikotnika ne
moremo tvoriti. Kadar je n sodo, pa sta najmanjˇsi in najvecˇji disk razlicˇne
barve, zato vozliˇscˇa ikn−3i, ikn−3j in ikn−2 predstavljajo regularna stanja in
na grafu stanj dobimo mali trikotnik. Na tak nacˇin dobimo 6 dodatnih malih
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trikotnikov ob stikih podgrafov Hn−13 .
V primeru, da diske pobarvamo z dvema barvama in je n ≥ 3, je naj-
manjˇse sˇtevilo potrebnih korakov za resˇitev Hanojskega problema mavrice
enako kot pri klasicˇnem problemu HS, kar se lepo vidi tudi na grafih stanj.
Trditev 3.23. Denimo, da pobarvamo diske tako, da noben par diskov razlicˇne
parnosti ni enake barve. Potem lahko resˇimo Hanojski problem mavrice v
najmanj 2n − 1 korakih.
Dokaz. Dokaz z indukcijo. V primeru, ko je n = 1, je najmanjˇse sˇtevilo
korakov ocˇitno enako 1. Denimo, da trditev velja za primer z n − 1 diski.
V primeru, ko imamo n diskov, najprej premaknemo n − 1 diskov velikost
od n − 1 do 1 na prehoden nosilec v 2n−1 − 1 korakih. Med premikanjem
diskov nikoli ne bo manjˇsi disk enake barve direktno na najvecˇjem disku, saj
v optimalni resˇitvi klasicˇnega problema HS nikoli ne polozˇimo diskov enake
parnosti neposredno enega na drugega. Sledi premik najvecˇjega diska na
koncˇno lokacijo in nato zopet stolp s prehodnega nosilca na koncˇni nosilec.
Sˇtevilo korakov v tem postopku je 2n−1 − 1 + 1 + 2n−1 − 1 = 2n − 1, kar je












































Slika 29: Graf stanj za Hanojski problem mavrice s sˇtirimi diski in tremi














































Slika 30: Graf stanj za Hanojski problem mavrice s sˇtirimi diski in tremi





















































Slika 31: Graf stanj za Hanojski problem mavrice s sˇtirimi diski in tremi
barvami (4 = r, 3 = b, 2 = c, 1 = r)
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Cˇe opazujemo grafa stanj na slikah 29 in 30 lahko potrdimo rezultate
zgornjih trditev. V obeh primerih diski razlicˇne parnosti niso enake barve.
V prvem primeru sta diska 4 in 2 rdecˇe barve, disk 1 cˇrne barve in disk 3 bele
barve. V drugem primeru sta diska 3 in 1 rdecˇe barve, disk 2 cˇrne barve in
disk 4 bele barve. Vidi se, da je najkrajˇsa resˇitev enaka klasicˇnem problemu
HS, saj na stranicah glavnega trikotnka na grafu Hn3 nismo odstranili nobene
povezave. Na sliki 31 sta diska razlicˇne parnosti enake barve (1 in 4). V tem
primeru, smo z stranice glavnega trikotnika na grafu Hn3 odstranili neregu-
larna vozliˇscˇa in vse povezave do teh vozliˇscˇ. Optimalna resˇitev uganke je
tako daljˇsa od optimalne resˇitve klasicˇnega problema HS.
3.5 Grupirani stolp
V tem poglavju si bomo ogledali primer HS, kjer bo dovoljeno prekrsˇiti tudi
glavno pravilo problema HS (na nosilce lahko natikamo le manjˇse diske na
vecˇje). Dovolili bomo namrecˇ, da vecˇje diske polozˇimo na manjˇse. Variacijo
problema HS je prvi predstavil Wood leta 1981. Leta 1992 pa je najmanjˇse
sˇtevilo potrebnih korakov resˇil in dokazal Pool v [9]. Variacijo je poimenoval
Bottleneck Tower of Hanoi, mi pa ji bomo rekli Grupirani Hanojski stolp.
Imamo tri nosilce na katere natikamo diske velikosti 1, 2, . . . , n. Disk velikosti
d lahko z nosilca i premaknemo na nosilec j, kadar velja
d− d′ < t,
kjer je d′ zgornji disk na nosilcu j in t fiksno naravno sˇtevilo. Z drugacˇnimi
besedami, disk velikosti d lahko polozˇimo na diske manjˇse ali enake velikosti
d′, pri cˇemer je d ≤ d′ + t. Konstanti t bomo rekli razmak. Cilj uganke je,
da popolni stolp na nosilcu i premaknemo v popolni stolp na nosilec j, pri
cˇemer i ̸= j. Opazimo, da je primer t = 1 enak problemu klasicˇnega HS, zato
si bomo ogledali le primere ko je t ≥ 2. Slika 32 predstavlja legalno stanje












Slika 32: Poljubno legalno stanje za Grupiran HS z 10 diski in razmakom
t = 4
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Oznacˇimo z GHSt grupiran HS z razmakom t. Poole v svojem delu [9]
predstavi algoritem, ki resˇi uganko o Grupiranem HS v najmanjˇsem sˇtevilu
korakov. Glavna ideja algoritma vsebuje tri korake. Premik n− 1 diskov na
pomozˇni nosilec, nato premik najvecˇjega diska na koncˇni nosilec in nazadnje
premik n − 1 diskov s pomozˇnega na koncˇni nosilec. Osnova algoritma je
enaka kot pri algoritmu 1, le da tu uporabimo tudi posplosˇitev glavnega
pravila, kolikor se le da. To naredimo tako, da zacˇetni popolni stolp velikosti
n − 1 razdelimo na N blokov velikosti t. Zadnji blok B1 vsebuje med 1
ali t diskov. Shemo razdelitve lahko vidimo na sliki 33. Velja torej zveza
n− 1 = (N − 1)t + r;n ∈ N in r ∈ [t]. Naj bo B nek podstolp, konstruiran
kot smo ravno opisali. Denimo, da se nekje v algoritmu pojavi podstolp B
na vrhu nosilca i (i ̸= j) in da so vsi diski na nosilcu j vecˇji od vseh diskov
v podstolpu B. Potem nam razmak t omogocˇa, da diske enega za drugim
premaknemo z nosilca i na nosilec j. Za tak premik potrebujemo tocˇno
t korakov. Diski podstolpa B so na nosilcu j sedaj urejeni v nasprotnem
vrstnem redu kakor so bili na nosilcu i. Opisan premik podstolpa B z nosilcev












Slika 33: Delitev popolnega stolpa priresˇevanju Grupiranega HS
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Oznacˇimo premik diska d z nosilca i na nosilec j z i
d−→ j, ter s HS(n, i, j)
algoritem, ki premakne n diskov z nosilca i na nosilec j. Celotni postopek
predstavljen v [9] lahko zapiˇsemo z algoritmom 17.
Algoritem 17 Resˇitev za grupiran HS
procedure GHS(t, n, i, j)
if n = 0 or i = j then koncˇaj
if n=1 then premakni disk n z i na j in koncˇaj
naj bo n− 1 = (N − 1)t+ r, r ∈ [t] ▷ razdelimo na bloke
B1 vsebuje diske od 1 do n
for l = 1, . . . , N−1 naj Bl+1 vsebuje diske r+(l+1)t+1, . . . , r+lt
k ← 3− i− j ▷ definiramo pomozˇni nosilec
izvedi HS(n, i, k) in zamenjaj premike k′ d−→ k′′ z
obrnjen(Bd, k′, k′′)
premakni disk n z nosilca i na nosilec j





Najprej poglejmo, ali algoritem resˇi problem grupiranega HS. Vemo, da
postopek HS(n, i, j) uposˇteva glavno pravilo problema HS. Vsak blok Bl, l ∈
[N ], vsebuje najvecˇ t diskov. Vsako stanje, do katerega pridemo z algoritmom
17, je legalno glede na pravila grupiranih HS. Ker se postopek HS(n, i, j)
izvrsˇi po 2n − 1 korakih, vemo, da se disk d ∈ [n] v izvedbi HS(n, i, j)
premakne 2n−d krat. Sledi, da algoritem 17 premakne vsak blok Bl, l ∈ [N ],
tocˇno 2 · 2N−l krat. Ker je to sodo sˇtevilo, bodo imeli vsi bloki ob izvrsˇitvi
najmanjˇse diske na vrhu. Z drugimi besedami, algoritem 17 se zakljucˇi v
popolnem stolpu na nosilcu j. Cˇe je n = 1, se algoritem zakljucˇi po enem
koraku, ko premakne disk n z nosilca i na nosilec j. Cˇe je n > 1 vsaka
izvedba postopka HS(n, i, k) in HS(n, k, j) premakne blok B1 2
N−1 krat.
Ker B1 vsebuje r diskov, je sˇtevilo premikov diskov v B1 enako
2 · t · 2N−1 = r · 2N .
Podobno sklepamo, da postopka HS(n, i, k) in HS(n, k, j) premakneta vsak
blok Bl+1, l ∈ [N − 1] 2N−l−1 krat. Ker vsak blok Bl+1 vsebuje t diskov je
sˇtevilo vseh premikov enako
2 · t · (2N−2 + 2N−3 + · · ·+ 20) = 2t · (2N−1 − 1).
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Vseh premikov je torej enako
r · 2N + 2t · (2N−1 − 1) = (r + t)2N − 2t+ 1.
Da je algoritem 17 optimalen, je Poole pravilno trdil. Na zˇalost je bil njegov
dokaz pomanjkljiv, saj je predpostavil, da so pred zadnjim premikom diska
n na koncˇen nosilec vsi ostali diski na pomozˇnem nosilcu. Razmak t nam
omogocˇa, da so med zadnjim premikom diska n diski n− t+1, . . . , n− 1 raz-
porejeni poljubno med zacˇetnim in pomozˇnim nosilcem. Priblizˇno petnajst
let kasneje sta dve skupini matematikov neodvisno skoraj istocˇasno izposta-
vili pomanjkljivost v dokazu in objavili popoln dokaz. V obeh primerih je
dokaz dolg in netrivialen ([2], [1]). Povzamemo lahko:
Trditev 3.24. Naj bo t ∈ N dovoljen razmak med diski in naj bo n ∈ N2.
Velja tudi n − 1 = (N − 1)t + r, r ∈ [t]. Potem je Algoritem 17 optimalen
algoritem, ki uganko Grupiranega HS resˇi v r · 2N + 2t · (2N−1 − 1) = (r +
t)2N − 2t+ 1 korakih.
Poole v [9] ni premislil, ali lahko najvecˇji disk premaknemo vecˇ kot enkrat.
Kasneje sta matematika Dinitz in Solomon v [2] dokazala, da se v vsaki
optimalni resˇitvi najvecˇji disk res premakne natanko enkrat. Hkrati sta v
svojem delu ovrgla predhodno trditev o enolicˇni optimalni resˇitvi. Dokazala











Cˇe rezultate primerjamo na grafih stanj na slikah 34, 35 in 36, vidimo,
da se rezultati ujemajo. Cˇe dobro pogledamo, vidimo, da smo grafe stanj za
Grupirane HS tvorili iz grafovHn3 z dodajanjem vozliˇscˇ in povezav. Grupirani
HS vsebujejo stanja, ki v pravilih klasicˇnega problema HS niso regularna.
Ocˇitno je, da uganko o Grupiranem HS resˇimo v kvecˇjemu v 2n − 1 korakih.
S pomocˇjo dodatnih povezav in stanj, si namrecˇ lahko zmanjˇsamo sˇtevilo
premikov v resˇitvi uganke.
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Slika 34: Grupiran HS, n = 2, t = 2
Slika 35: Grupirani HS, n = 3, t = 2
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Slika 36: Grupiran HS, n = 3, t = 3
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