In this paper we address the problem of recovering structure and motion from the contours of a smooth-curved surface. A novel and simpler technique for computing the structure of an object from its profiles is introduced. Experiments with real data show encouraging results, which are comparable to those obtained from much more sophisticated techniques. Furthermore, a new method for motion estimation from sequences of profiles is proposed. Preliminary results demonstrate the feasibility of the algorithm.
Introduction
The recovering of structure and motion from sequences of images is a central problem in computer vision, and its solution has generated a rich pool of algorithms [8, 1] . Most of these algorithms rely on correspondences of points or lines between images, and work well when the scene being viewed is composed of polyhedral parts. However, for smooth surfaces without noticeable texture, point and line correspondences may not be easily established. In this case the profile of the surface is, very often, the only feature available. This calls for the development of a completely different set of techniques, as the ones found in [17, 16, 19, 5, 2, 18] .
In this paper we address the problem of structure and motion recovery from the profiles of smooth surfaces. In section 2, the differential geometry of surface will first be briefly reviewed. This forms the theoretical framework for various techniques developed for the reconstruction of surfaces from profiles. Existing methods for reconstruction from discrete viewpoints are then described and compared. A simple and basic method for reconstruction is proposed and experimental results are presented, showing that the model recovered by this simple method is comparable to the others. The problem of motion estimation is tackled in section 3, where a novel technique, based on properties of the affine epipolar geometry under circular motion, is introduced. Experiments with synthetic data demonstrating the feasibility of the method have been carried out, and preliminary results are presented.
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Discrete Viewpoints
The depth formula (4) requires a dense continuous image sequence for approximating the spatial and temporal derivatives, and is sensitive to edge localisation. However, in practice only images at discrete viewpoints will be available and thus (4) cannot be used directly. Cipolla and Blake [5] developed a simple numerical method for estimating depth from a minimum of three discrete views by determining the osculating circle in each epipolar plane. Given three correspondences in three consecutive apparent contours, the viewing lines defined by them are projected onto the epipolar plane defined by the first two. By assuming that the curvature of the epipolar curve
is locally constant, it can be approximated as part of a circle tangent to these viewing lines. Vaillant and Faugeras [19] developed a similar algorithm which uses the radial plane instead of the epipolar plane. The osculating circle methods require the camera motion to be close to linear and the surface remains on the same side of the tangents in the projection plane.
Boyer and Berger [2] derived a depth formulation from a local approximation of the surface up to order two. Given two corresponding points and are not locally planar. In this paper, we propose to use simple triangulation techniques for reconstruction of the curved surface. The epipolar parameterisation of the spatial-temporal surface is adopted and points on consecutive apparent contours are matched according to the epipolar correspondence. The space point can then be obtained by a least square solution to the triangulation problem. This method is indeed a finite-difference (discrete) approximation to (4). Let 
This equation for © is essentially the first term in (5). In [2] , Boyer and Berger criticised that, by omitting the second term involving
in (5), it is assumed that the contour BMVC99 generators are not view dependent, which is false, and thus leads to error in depth estimation. In spite of that, if both the local radius of curvature of the surface and the motion of the camera are small, such errors will be negligible and would not affect the general shape recovered (see sec. 2.3). This method is, of course, computationally simpler. Unlike other methods, no decomposition of the 3x4 projection matrix is needed to obtain the calibration matrix for converting image coordinates to the unit viewing vector
, making it numerically more stable. Finally, this method can be used with affine cameras which do not have the concept of camera centre position. A head model has been reconstructed from the same image sequence using Boyer and Berger's method, finite-difference approximation and simple triangulation respectively. The image sequence was acquired by rotating the head model on a turntable with a fixed camera. The rotation angle between two successive images is of @ a and the whole sequence consists of 36 images. The cameras were calibrated by taking 5 images of a calibration grid performing the same motion on the turntable. Corner features were tracked through the 5 images of the calibration grid and the axis of rotation was estimated by fitting circles to the trajectories of the corner features in space. The projection matrices for the cameras were then generated analytically from the first camera matrix and the axis of rotation. The apparent contours were tracked by using cubic B-spline snakes [4] (see fig. 2 ). Fundamental matrices [13, 20] between two successive images were formed from the corresponding projection matrices and correspondences were then found by solving for the intersections between epipolar lines and the cubic B-splines analytically and by using ordering and disparity gradient constraints to resolve for any matching ambiguity. The results of the reconstructions are shown in fig. 3 .
Implementation and Experimental Results
It can be seen that the contour generators recovered by Boyer and Beger's method are a bit smoother and less noisy. Nonetheless, the models from finite difference approximation and simple triangulation are still comparable to that from Boyer and Berger's method, and the difference is hardly observable after shading. By assuming the radius of curvature along the epipolar curve be locally constant, the error , which is the distance between the reconstructed point and the surface, is given by
where is the angle between the viewing directions (see fig. 4 ). If the camera is far from the rotating object, 
Motion Estimation from Apparent Contours
The fundamental difficulty in estimating the motion of a smooth surface from the sequence of images of its contour generators is that, unlike point or line features [20] , the contours do not readily provide image correspondences that allow for the computation of the epipolar geometry, summarised by the fundamental matrix. This characteristic makes the motion estimation difficult even for humans, under certain circumstances [15] . A possible solution to this problem is the use of epipolar tangencies [16, 3] , as shown in fig. 5 . An epipolar tangency is the projection of the frontier points [3] (referred to as fixed points in [17] ), which is the intersection of two consecutive contour generators. If enough epipolar tangencies are present, the epipolar geometry can be estimated, and the motion is determined up to a projective transformation. The intrinsic parameters of the cameras can then be used to fix the motion of the surface [11] . The main problem of this approach is that a minimum of 7 epipolar tangencies are required, a number which is seldom ob- e' e frontier point Figure 5 : A frontier point is the intersection of two consecutive contour generators and is visible in both views. The frontier point projects to a point on the apparent contour which is an epipolar tangency. tained in practical circumstances. If the motion and the intrinsic parameters are known to be constant, the epipolar geometry between successive images will also be constant, and epipolar tangencies for successive pairs of images can be used altogether in the estimation of the fundamental matrix. Another possibility is the use of an affine camera model, which, as shown in [14] , allows for a simpler and more robust estimation of the epipolar geometry from only 4 epipolar tangencies.
The method presented here for motion estimation from apparent contours is a fusion of the techniques introduced in [14] . In these works the main image features of the circular motion, namely the image of the rotation axis and the horizon line [10, 9] , are used to derive a parameterisation of the fundamental matrix with only 6 degrees of freedom (d.o.f.), while the affine approximation is used to reduce the space of search of the parameters of the fundamental matrix. The drawback of the first method is that 6 epipolar tangencies are still needed, or 4 images with two epipolar tangencies each if the angle of rotation of the circular motion is fixed. In the affine case, 4 epipolar tangencies are still needed, and, again the use of successive pairs of images is possible only if the motion is constant.
Theoretical Background
Consider two affine cameras. The orientation of the epipolar lines on each image will depend only on the relative orientation of the normals to the image planes and the cyclotorsion, which is the rotation of the cameras around their optical axis. Fig. 6(a) shows a camera rotating an angle around an arbitrary (but fixed) axis. The angle between the image of the axis of rotation and the vertical axis in the image plane (in image coordinates) is denoted by d , as shown in fig. 6(b) . The angle between the image plane and the rotation axis is represented in Fig. 6(c (see fig. 7 (b)). Using elementary trigonometry, it is possible to show that the angle g will be given by
For non-zero cyclotorsion (d , and it does not need to be represented using more parameters. It is worth emphasising the importance of (8) . This is a great advantage over the results presented in [14, 6] , where even for circular motion with fixed rotation angle, 4 images with 2 epipolar tangencies were still needed. The overall cost function for the estimation of is given by
where
is the orthogonal distance between the point and the line . The technique to estimate the parameters of the circular motion of affine cameras is summarised in algorithm 1. 
Algorithm 1

Experimental Results
A preliminary experiment with synthetic data was carried out. Five images of an ellipsoid were generated [7] by successive rotations of a camera by % a
. The optimisation method used to implement the algorithm described in algorithm 1 was the Broyden-FletcherGoldfarb-Shanno [12] . The computation of the derivatives of the cost function was done by finite differences, and each angle of To evaluate the effect of noise in the algorithm, each ellipse correspondent to the 5 images of the ellipsoid was sampled in 50 points. Uniform noise was added to each Table 1 : After reaching the global minima valley, the algorithm promptly converges to the correct solution, and generally the angles describing the motion are correctly estimated within a of accuracy. Nevertheless, the presence of local minima and the insensitivity of the cost function to variations in make the search very difficult. point, and a new ellipse was fitted back to the disturbed points. This experiment was reproduced 100 times for each different noise level, and the results of the experiments that converged are presented in table 1. The iterations presented for each noise level is the average number of iterations before convergence, and all errors are root mean square errors in degrees. The noise level is in pixels. Several problems were already found at this stage of the implementation of the algorithm. The expression for g , given by (8) , is very insensitive to changes in for any practical value, e.g., ¼ 4 4 ¼ x ½ 3 8
. The effect of noise produces more disturbance in g than small variations in . Furthermore, the cost function t shown in (9) has many local minima points, some of them in regions with a radius of § % around the global minima, making the initialisation step of the algorithm very critical.
Conclusions and Future Work
The technique for reconstruction proposed here is indeed well-known in stereo-vision, in the context of point and line features. Nevertheless, its application for curved surface reconstruction is original, and the results obtained were convincing. Moreover, the method is more flexible than previous ones, as it can cope with affine cameras. This makes it suitable to be used in conjunction with the motion estimation technique presented in sec-tion 3.
The novel algorithm for motion estimation here introduced has a main advantage over previously proposed methods, in that it can cope with circular motion at a variable rotation angle even when only two epipolar tangencies are available in each image. This is a situation of great practical interest, since it corresponds to the motion of an object placed on a turntable spinning at unknown angle. Although the preliminary results are satisfactory, the algorithm is very sensitive to noise, and the presence of several local minima points in the cost function (9) makes the convergence difficult. The investigation of solutions to these problems are to be addressed in a future work.
