Using a novel self-consistent implementation of Hedin's GW perturbation theory, we calculate spaceand energy-dependent self-energy for a number of materials. We find it to be local in real space and rapidly convergent on second-to third-nearest neighbors. Corrections beyond GW are evaluated and shown to be completely localized within a single unit cell. This can be viewed as a fully self-consistent implementation of the dynamical mean field theory for electronic structure calculations of real solids using a perturbative impurity solver. DOI: 10.1103/PhysRevLett.96.226403 PACS numbers: 71.28.+d, 71.20.ÿb, 75.30.Mb The construction of a controlled practical approximation to the many-body problem of solid state physics is a long sought goal. Controlled approximations are important because the accuracy of the results can be improved in a systematic way. Dynamical mean field theory (DMFT) and its cluster extensions (C-DMFT) [1, 2] can be considered as candidates for such a controlled approximation as they permit one to improve accuracy in a systematic way increasing the number of electronic states per site and the number of lattice sites in a cluster.
The construction of a controlled practical approximation to the many-body problem of solid state physics is a long sought goal. Controlled approximations are important because the accuracy of the results can be improved in a systematic way. Dynamical mean field theory (DMFT) and its cluster extensions (C-DMFT) [1, 2] can be considered as candidates for such a controlled approximation as they permit one to improve accuracy in a systematic way increasing the number of electronic states per site and the number of lattice sites in a cluster.
The central goal is the computation of the one-electron Green function (its Fourier transform can be measured via photoemission and inverse photoemission spectroscopy), Gr; r 0 ; !, and the self-energy r; r 0 ; !. At the same time, following Hedin [3] , one introduces the effective or screened interaction Wr; r 0 ; !. The solution of the full many-body problem can be formulated as the extremization of a functional LG; W Tr lnG Tr lnW ÿ G ÿ W G; W. It is defined as the Legendre transform of thermodynamic potential with respect to noninteracting Green function and bare Coulomb interaction [4] . It strongly resembles the Luttinger-Ward functional [5] but has extremum both in the self-energy and polarizability , which plays the role of the self-energy for W.
The interaction functional G; W is then expanded in a perturbative series. The first few graphs are shown in Fig. 1(a) and corresponds to the Hartree, the GW, and the first correction beyond GW. Variations of over G and W give us and . For the self-energy these diagrams are given in Fig. 1(b) . To solve the corresponding Dyson equations numerically, one introduces a basis set and corresponding expansions for the self-energies, polarizations, and effective interactions. Cluster DMFT ideas truncate the functional , , and by setting its variables, i.e., the Green functions, equal to zero beyond a given range R [2] . When R is one lattice spacing, we have the highly successful single site DMFT. As the range R increases, the approximation converges to the solution of the full manybody problem. In this Letter we address the central problem of determining the minimal range that is needed to obtain accurate results for various materials.
There are three different parameters that need to be increased to achieve convergence: (a) the size of the basis set L max , (b) the order of the perturbation theory kept n max , and (c) the range of the graphs R max which needs to be kept to obtain accurate approximation. R max depends on L and n. We do not consider in this Letter the important issue of convergence as a function of L max nor the dependence of the range on the type of the basis set chosen. Instead we make the choice of a minimal basis set and focus on the issues of convergence as a function of n and R.
Keeping R max equal to one lattice spacing and n max 1 results in the multiband single site DMFT approximation. Keeping R max 1 and n 1 corresponds to the famous GW approximation [3,6 -9] . R max 1 and n max 1 are reduced to the local GW approximation introduced by Zein and Antropov [10] , as an approximation to accelerate the convergence of the GW method. Keeping R max n 1 1, R max n > 1 1, and n max 1 constitutes the GW DMFT approximation [10 -13] . Until now, this approximation has been fully implemented only in the context of model Hamiltonians [13] , and its more realistic implemen-FIG. 1. Diagrammatic representation of the interaction energy functional (a) and the self-energy (b). The first term in both graphs corresponds to Hartree, the second term is GW [3] , and the third term is a correction to GW.
tations [12] still contain adjustable parameters such as the double counting correction.
In this work we present a real-space cluster implementation of the GW technique which allows us to monitor directly the locality of the self-energy in the real space. In addition, we evaluate corrections beyond the GW and answer the question of their convergency with respect to the cluster size. We show that the most nonlocal are the contributions from the diagrams with one loop. It was recognized early on [14] that the higher the order of the diagram, the more local it is because ''crossing'' integration over internal wave vectors increases the role of large momentum leading to the locality in real space. Here we show that in many real solids, the truncation of diagrams beyond one loop to the range of one lattice constant is already very accurate.
Our approach allows us to obtain fully self-consistent results, independent of the starting point where local density approximation (LDA) to density functional theory [15] serves in many cases [6 -9] . We establish that even in the case of semiconductors where the Coulomb interactions have an infinite range due to lack of screening, a reasonably small cluster produces very accurate results. The size of the cluster needed to obtain accurate results is reduced as the order in perturbation theory increases.
For weakly correlated systems our approach can be regarded as a trick to simplify and accelerate the solution of the GW equations and further perturbation corrections to it. Alternatively, our approach should be viewed as the first fully self-consistent implementation of an ab initio cluster DMFT method for solids (with second order perturbation theory playing the role of the impurity solver).
We discuss the results of our calculations for a number of materials, such as simple and transition metals as well as semiconductors. Especially the latter class represents a hard case scenario for methodologies based on local selfenergy approximations due to the long range nature of its statically screened Coulomb interaction. We focus on the electronic structure of Si, a benchmark in past GW studies. Some aspects of this problem are still debated, such as the effect of higher lying energy states, core exchange, and pseudopotential vs all-electron approximations [16, 17] . We focus on the convergence of the electronic structure as a function of the cluster size used for determination of the self-energy for a given basis set. We also evaluate several diagrams beyond GW to examine the issue of convergency of the whole perturbation theory with respect to the Coulomb interaction.
Our implementation is based on the linear muffin-tin orbital (LMTO) method for electronic structure calculations [18] , which has been already used in realizations of GW [6, 19] . The LMTO basis functions separate the wave vector and radial dependences: In order to find the matrix elements k; i! n of the self-energy operator r; r 0 ; i! n in brackets of the LMTOs for a set of imaginary Matsubara frequencies ! n 2n 1T, we use atomic sphere approximation and represent real-space vectors r R and r 0 0 R 0 , where ; 0 are restricted by the unit cell and R; R 0 are the lattice translations. We redenote r; r 0 ; i! n R ; 0 ; i! n (due to translational invariance we can always set R 0 0). Then, as discussed in Ref. [20] , k; i! n has the following structure:
where
LL 0 R; i! n and the cluster self-energy is given by the matrix element
As we see, even if r; r 0 ; i! n can be local (i.e., nonzero only when both r and r 0 are in the same cell), the matrix elements k; i! n , Eq. (1), acquire some k dependence through the structure constants. It is due to the tails of the basis functions extended over all space, and it is quite analogous to the k dependence of local potential matrix elements in LDA. Such k dependence can be called ''kinematical,'' and in the following we will distinguish it from the dynamical k dependence connected to the existence of R Þ 0 elements of R ; 0 ; i! n , which is the main focus of the present work.
In our implementation, we solve the equation for the dynamically screened interaction W V ÿ VW on the product of basis functions following Ref. [21] . After finding Wr; r 0 ; i! n the self-energy is calculated either as R GRWR (R-space version) or as k P k GkWk q (k-space version). All calculations are performed on the imaginary energy axis. Because of the large frequency behavior of the Green function proportional to 1=i! n , special care should be taken for the direct exchange contribution to the self-energy ( x ÿGV), as the sum over large ! n needs to be done analytically. The remaining portion, c GVW, is due to correlations, and the sum over internal frequencies is rapidly convergent. Finally, in order to obtain the electronic spectrum for real frequencies we analytically continue the Green function using 40th to 60th order Pade's approximation [22] . For the energies near E f the accuracy of this procedure is checked by independent computations of quasiparticle Green functions.
We perform self-consistent GW calculations for Fe, Ni, Na, and Si using our newly developed cluster algorithm PRL
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and obtain the self-energies in real space. To discuss the results of these calculations, Table I it follows that c;dd R 0 dominates in transition metals and falls off very quickly in nearest neighbors, because of both small overlap between d orbitals and large screening at small energies. The c;ss R in these metals falls off more gradually, but its value is negligible in comparison with d. It explains why the recently developed one-site approach [10] is successful in this case. In simple metals like Na and Al, only s and p are significant; they fall off gradually, but nevertheless on the third coordination sphere they become small as compared to R 0, even if they are multiplied by a number of nearest neighbors at this sphere. In Si with its two atoms per unit cell (denoted by vectors ), translation R should be replaced by nearest distance R ij R i ÿ j , and both c;ss R ij and c;pp R ij fall off pretty slowly but nevertheless become very small at R's comparable with the size of the unit cell in accord with the conclusions reached in the pioneering work [8] .
Turning to a similar study for the polarizability function we should point out that for a semiconductor it is intrinsically nonlocal because one has to satisfy the f-sum rule k ! 0; ! 0 ! 0, which requires cancellation between on-site and intersite terms. We examined how this sum rule is fulfilled for Si, where values of R; ! 0 are computed for several R's. We conclude that this has rather long range expansion and we need cluster sizes comparable with the Si lattice parameter to produce the desired accuracy.
We now investigate the convergency of the electronic structure of Si using the cluster GW method. Both the direct and indirect energy gaps as well as the valence band width are calculated by varying the size of the cluster used when evaluating the correlational part of the selfenergy. The behavior of the electronic structure as a function of the cluster size is schematically shown on Fig. 2 . They indicate that the nonlocality of the self-energy in Si approximately extends up to a third coordination sphere.
We have evaluated the first self-energy correction beyond GW, R, for Si as a function of the cluster size. Our obtained on-site values for s and p electrons are as follows: s 0 0:22 eV and p 0 ÿ0:14 eV. The self-energies at first and second coordination sphere are given by s R 1 0:002 eV, p R 1 ÿ0:002 eV, s R 2 0:0003 eV, and p R 2 ÿ0:0005 eV. We see that the correction to GW is completely local and permits us to calculate it in the real space which is much less time consuming. It is also interesting to note that the energy dependence of this correction exists but at the same scale as in GW . To check whether the convergence of the self-energy in the real space is influenced by higher energy states we have performed LMTO calculations with doubling the basis set using the so-called multiple kappa technique. We did not find any significant changes compared to the data obtained with single kappa minimal LMTO basis. This is readily understood based on the quasiclassical argument which was noted earlier in Ref. [23] .
We finally would like to address a question on predicting the energy gaps in semiconductors and insulators widely discussed in the current literature [16, 17] . We have performed such calculations with and without imposing selfconsistency for the Green function, which in the latter case corresponds to the LDA Green function used in evaluating the interactions and the self-energies. We refer to these calculations as the self-consistent and ''first shot'' ones. In both cases was calculated as a product of two corresponding Green functions without inclusion of vertex terms. We include the core exchange effects, whose importance has been recently pointed out [16] . The results of these studies are presented in Table II where we list the obtained energy gaps for a whole series of materials, such 226403-3 as C, Si, MgO, and AlAs. The available previous calculations and experimental data are also listed in Table II for comparison. As we conclude, our present implementation shows that all our obtained GW values are well within the range of the published data by highly accurate pseudopotential and linear augmented plane wave based calculations, which gives us a foundation to believe that our evaluated corrections beyond GW are correct. However, due to the use of minimal LMTO basis sets, issues connected with the omission of full potential terms, as well as errors introduced by energy linearization procedure we are unable to provide further comments on the GW accuracy.
In conclusion, we have developed a self-consistent cluster DMFT methodology which allows us to monitor the locality of the self-energy in the real space. As a first application, we evaluated first contribution in Hedin's perturbation series for the self-energy in Si and found it to be completely local. Our approach is ideal for resuming the perturbation theory at the local level as was recently done in Ref. [13] . This step will allow us to study strongly correlated systems completing the first principles C-DMFT program for solids. [9] . b Reference [24] . c Reference [16] . d Reference [25] . e Reference [26] . f Reference [27] .
