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RESUMEN 
Este artículo tiene como propósito presentar una revisión de las relaciones en-
tre los sistemas dinámicos y las teorías del desarrollo. Para ello, se mencionan 
ciertos antecedentes de la aparición de los sistemas complejos en psicología, que 
derivan en su inclusión en la psicología del desarrollo, especialmente con la sin-
ergética y su aplicación al problema del movimiento de Bernstein. Se expone la 
psicología del desarrollo de Esther Thelen y Paul van Geert, donde se describen 
diversas propiedades de los sistemas dinámicos no lineales y varios métodos 
para estudiar el cambio psicológico. El texto finaliza señalando algunas conse-
cuencias de la implementación de esta aproximación y los posibles retos para una 
ciencia del cambio. 
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ABSTRACT
This paper presents a review of relations between dynamical systems and de-
velopment theories. To do this, mentioned some background of the emergence of 
complex systems in psychology is mentioned, which result in their inclusion in 
developmental psychology, especially with the synergetic and its application to 
the problem of the motion of Bernstein. Explain Esther Thelen and Paul van Geert 
developmental psychology is eplained, which describes various properties of non-
linear dynamical systems and some types of methods for studying psychological 
change. The paper concludes by pointing out some consequences of the implemen-
tation of this approach and potential challenges for a science of change.
Todo investigador del desarrollo, cuando aborda 
el desarrollo desde cualquier perspectiva, se ve 
abocado a poner atención sobre qué se desarrolla 
y cómo lo hace (Granott, 1998). Se ve en la ne-
cesidad de clarificar las estructuras y procesos 
posibles en los cambios y continuidades de las 
dinámicas tanto individuales como grupales. 
Desde sus inicios, la psicología del desarrollo 
se había interesado por dar respuesta a estos 
dos interrogantes; sin embargo, a pesar de los 
adelantos en la búsqueda de mecanismos con 
los cuales describir y explicar dichos cambios, no 
conseguía explicar la variabilidad intra e inter-
sujeto, en términos macro y microgenéticos, y los 
cambios abruptos y profundos de la ontogenia. 
Inicialmente, bajo un modelo estructuralista 
Piagetiano, se pensaba que la aparición de estruc-
turas cualitativamente nuevas era el resultado 
de procesos de adaptación que conducían a reor-
ganizaciones constantes de las estructuras del 
conocimiento existentes (Piaget, 1969a, 1969b, 
1971, 1972; Piaget & Inhelder, 1973). Posterior-
mente, con los teóricos del procesamiento de la 
información simbólica, estos cambios tendrían 
lugar en el nivel de las capacidades de representar 
el conocimiento, más que en un nivel estructural 
específico (Klahr, 1992). Y más recientemente, 
con los teóricos de la especificidad de dominio, 
aunque se aceptaba que existiesen cambios sis-
temáticos en las estructuras del conocimiento, 
estos no eran generales, existiendo diferencias 
entre dominios específicos del conocimiento 
(Karmiloff-Smith, 1994). 
Estos distintos avances iniciaron una frag-
mentación conceptual y empírica profunda que 
paulatinamente dejaba de lado las preguntas por 
mecanismos generales (Sternberg, 1999). Así, la 
mayoría de los estudios sobre  qué cambia en el 
desarrollo, se habían centrado en fases relati-
vamente estáticas que analizaban la ejecución 
infantil y las formas de pensamiento en una 
edad dada, y comparaban esos hallazgos entre 
edades (Granott, 1998). Sólo, a medida que se 
intentaba dar respuesta al cómo, se empeza-
ron a incluir nuevos modelos de investigación 
sustentados en el microdesarrollo (Granott & 
Parziale, 2002; Siegler, 1996), conexionismo 
(Munakata & McClelland, 2003) y sistemas 
automodificables (Smith & Thelen, 1993), que 
resaltaban el papel esencial de la temporalidad 
y de la dinámica de las estructuras en cambio 
permanente. 
A raíz de estas inclusiones, los nuevos teóricos 
del desarrollo veían la necesidad de introducir 
en sus trabajos una serie de conceptos referidos, 
desde la aproximación estructural, a la idea de 
arreglos u organizaciones que funcionaran como 
sistemas más generales y sintéticos; y desde 
una aproximación procesual, a modificaciones 
autoorganizables y emergentes. De esta forma, la 
fragmentación teórica, el aislamiento conceptual 
y la arbitrariedad empírica que caracterizaba a 
la psicología del desarrollo del momento, daba 
paso a la búsqueda de un cuerpo de insight 
compartido, un marco explicativo basado en 
principios científicos generales (Lewis, 2000b). Es 
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así que, hacia mediados de los 80’s autores como 
Esther Thelen y Alan Fogel, veían en la teoría 
de los sistemas dinámicos una herramienta con 
la cual era posible responder a los problemas 
comunes en la psicología del desarrollo, con-
duciendo a una primera publicación conjunta 
sobre su aplicación al desarrollo motor infantil 
(Thelen, Kelso, & Fogel, 1987), y al desarrollo 
comunicativo y expresivo temprano (Fogel & 
Thelen, 1987). 
Sistemas complejos en psicología: 
antecedentes
Los orígenes de la concepción de un orden 
complejo en la naturaleza, en la era moderna, se 
remontan a finales del siglo XIX y principios del 
XX, con la crítica al atomismo de la época, y con 
la reevaluación del reduccionismo como método 
científico idóneo en la adquisición de conocimiento 
(Sawyer, 2002). Pero particularmente se cuenta 
el desarrollo del álgebra topológica de Poincaré 
como el primer instrumento con el cual se abría 
paso a una nueva forma de interpretar el espacio 
y las relaciones al interior de éste. La naciente 
ciencia de la complejidad empezaría a incluir 
elementos de distintas ramas del conocimiento, 
y a impactar áreas diversas como la fisiología, 
la geofísica o la economía. Los desarrollos de la 
teoría de conjuntos en matemáticas, la teoría 
general de sistemas en biología, o la teoría de 
las estructuras disipativas en química, entre 
otras, conformarían una nueva “mirada” de las 
estructuras y procesos que tienen lugar en todos 
los campos del conocimiento. 
Hacia la década del 70, supuestos de la com-
plejidad, como la teoría de las catástrofes de René 
Thom (1975), alcanzaban a filtrarse de manera 
importante en las ciencias sociales, y en particular 
en la psicología. Los desarrollos de esta teoría 
llevaron a la aparición de un primer artículo que 
mostraba la aplicación de la complejidad en las 
ciencias comportamentales y de la vida (Cobb 
& Ragade, 1978), y posteriormente se utilizaría 
en la descripción de fenómenos conductuales y 
cognitivos (Rose & Fischer, 1998; van der Maas 
& Hopkins, 1998; van der Maas & Molenaar, 
1992a). Conceptos como el de histéresis, el cual 
hace referencia a la propiedad de una función 
con una parte “no lineal”, que es inaccesible y 
que se dobla hacia atrás en su curso (Figura 
1), se habrían utilizado para interpretar ideas 
piagetianas como la de discontinuidad (Fischer & 
Paré-Blagoev, 2000; Van Der Maas & Molenaar, 
1992b), y en fenómenos emocionales como la ira 
y la frustración (Scherer, 2000). 
De manera similar, la teoría del caos se 
empezaría a utilizar a finales de los 80’s, y prin-
cipios de la década de los 90’s, para estudiar 
la conducta humana y el desarrollo (Fabian & 
Stadler, 1991; Freeman & Skorda, 1990; Heiby, 
1992; Li & Xu, 1987; Lonie, 1991; Nelson, 1992; 
Schmid-Denter, 1992; Skinner, 1989; Thelen 
& Smith, 1994; van Geert, 1994; Vroon, 1992). 
Guastello (2000), por ejemplo, divide los aportes 
iniciales de la teoría del caos en tres campos de 
la psicología: el referente a la ciencia cognitiva, 
el campo de la psicología social y organizacional, 
y el campo de la psicología de la personalidad y 
Figura 1. Catástrofe cúspide. 
Refiere a una clase particular de cambio discontinuo. La superficie plegada 
representa diferentes transiciones posibles (líneas grises). La transición 
es tanto continua (flecha parte superior) como discontinua (flechas parte 
inferior). Qué tipo de transición ocurrirá dependerá de los valores de los 
parámetros de control que gobiernan el proceso en cuestión (tomado de 
van Geert, 2003).
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psicología clínica. Es así que, a partir de elabo-
raciones teóricas distintas, como las de Abraham 
y Gilgen (1995), Robertson y Combs (1995), y de 
Sulis y Combs (1996), se daría lugar, a mediados 
de los 90’s, a la formación de la Sociedad para 
la Teoría del Caos en Psicología y las Ciencias 
de la Vida. 
La sinergética de Haken y el problema de 
Bernstein
Mientras que la teoría de las catástrofes 
de Thom (1975) iniciaba su incursión en las 
ciencias sociales, Hermann Haken introdu-
cía, en el campo de la física, el concepto de 
sinergética, con el cual trata de estudiar los 
procesos de formación de estructuras de los 
sistemas al disminuir sus grados de libertad, 
desde lo inestable hacia lo estable (Haken, 
1999). La sinergética se convertía en el estudio 
de la emergencia de estructuras espaciales, 
temporales, espacio-temporales y funcionales 
equilibradas, en sistemas complejos, estructuras 
estables llamadas en muchos casos atractores. 
Estos son entendidos como lugares en el espacio 
donde el sistema se estabiliza, cualquiera que 
sea la condición inicial y cualquiera que sea el 
camino que el sistema tome para alcanzar el 
equilibrio (Figura 2). 
Para Haken (1999), la autoorganización del 
sistema se daba por lo que él llamó parámetros 
de control o de orden. Dichos parámetros cum-
plían la misión de “esclavizar” ciertos grados de 
libertad, forzando a los componentes del sistema 
a comportarse de una manera coherente. La 
relación que establecen se considera de tipo in-
teractiva, en la medida en que los componentes 
individuales determinarían el parámetro mismo. 
De esta forma, la sinergética llegaba a con-
solidarse en una herramienta para analizar las 
transiciones de comportamientos y para resolver 
los problemas de reconocimiento de patrones, 
los cuales emergían de la autoorganización del 
sistema. Con ella se manipularía el desarrollo 
de una organización caótica, disminuyendo su 
caoticidad, a través de la reducción del número 
de atractores del sistema (Haken, 1999; Haken, 
Kelso, Fuchs, & Pandya, 1990). En este sentido, 
con la sinergética se daría origen propiamente 
a la teoría de los sistemas dinámicos. 
Posterior a estos adelantos se discutía al 
interior de las ciencias del movimiento cómo 
dar respuesta al llamado Problema de Bernstein 
(Bernstein, 1967; Sporns & Edelman, 1993). 
Dicho problema consiste en explicar los orí-
genes del movimiento por fuera de un agente 
central de control. Para entender el problema 
de Bernstein hay que considerar que la acción 
motriz involucra la continua regulación de una 
miríada de movimientos musculares. Esta ca-
racterística, que en la literatura se ha llamado 
“de grano fino”, por la especificidad de las es-
tructuras necesarias para el movimiento, sólo 
podía ser entendida a través de la orquestación 
de un conjunto complejo. Resultaba evidente 
que las respuestas de cualquier conjunto de 
este tipo podrían colapsar cualquier mecanismo 
de control central, ya que el número de meca-
nismos subordinados que se necesitarían para 
ejercer el más mínimo movimiento en un tiempo 
específico era exageradamente alto (Camras & 
Witherington, 2005).
Esta perspectiva de un mecanismo de con-
trol central llevó a Kelso y otros autores (Kelso, 
1981a, 1981b; Kelso & Schöner, 1988a, 1988b; 
Kelso & Tuller, 1984; Schöner & Kelso, 1988; 
Turvey, 1990), a adoptar las nociones de Haken 
para pensar los músculos como ensambles or-
ganizados de manera sinergética que pueden 
operar como un grupo. La carga del control se 
Figura 2. Atractor. 
En un sentido estricto un atractor se concibe como la región 
del espacio-estado a la cual todas las trayectorias cercanas 
tienden. Este es el caso de atractor extraño de Lorenz.
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distribuiría entre procesos de alto y bajo control, 
y la activación de un solo miembro del ensamble 
podía conducir a la activación de otros miembros, 
sin la necesidad de una respuesta específica de 
un agente de control de orden superior. Desde 
esta nueva perspectiva, la activación motora era 
concebida en su mayoría como auto organizada, 
más que dictaminada en su totalidad por un co-
mando de orden superior (Thelen, 2000b). Es así 
que el ensamble de sinergias tomaría ventaja de 
los aspectos no neuronales del movimiento: los 
efectos de la gravedad, las propiedades elásticas 
de los músculos y los efectos inerciales (Thelen 
& Bates, 2003).
La perspectiva de ensambles auto organiza-
dos eliminaba los planes o programas codifica-
dos en un agente de control central. Dejaba de 
lado el asunto de la pre programación genética 
para hablar de estructuras coordinativas en los 
sistemas motores que trabajarían como grupos 
funcionales de músculos y uniones, cuya coor-
dinación mutua era regulada sinérgicamente 
por el sistema funcionando como un todo (Fo-
gel & Thelen, 1987). En sentido estricto, estas 
estructuras coordinadas eran vistas como una 
clase especial de sistema termodinámico, un 
sistema disipativo no lineal que usaba energía 
para mantener la complejidad (Kugler, Kelso, & 
Turvey, 1980). 
Tales adelantos tendrían dos consecuencias 
importantes para la psicología del desarrollo de 
la época: por un lado, mostraban al movimien-
to como un sistema dinámico, lo cual permitía 
interpretar su desarrollo bajo esta misma carac-
terística, y por otro, utilizaban el parámetro de 
orden como un concepto válido para entender 
la variabilidad y la estabilidad de un sistema 
en constante cambio, lo que había sido un pro-
blema para los teóricos del desarrollo hasta ese 
momento. Estas formas de apreciar la propuesta 
de Haken y de los sistemas dinámicos conduci-
rían, finalmente, a la conformación de las dos 
corrientes más importantes en la utilización 
de los sistemas dinámicos en la psicología del 
desarrollo: la corriente de Bloomington y la de 
Groningen y, a un sinnúmero de aplicaciones 
en otros campos psicológicos. 
El inicio de los sistemas dinámicos en la 
psicología del desarrollo
En un primer momento Thelen y otros autores 
(Hofsten, 1989; Kamm, Thelen, & Jensen, 1990; 
Thelen, 1985, 1995; Thelen & Smith, 1994) uti-
lizaron algunos de los principios de los sistemas 
dinámicos para explicar la ontogenia y la auto 
organización de la acción motriz infantil, propo-
niendo que el desarrollo de nuevas habilidades 
motoras resultaba de cambios en sus compo-
nentes, los cuales se hallaban relacionados de 
manera sinérgica, más que en la maduración de 
un programa motor predefinido. La propuesta 
inicial se encontraba orientada a demostrar que 
algunos fenómenos comportamentales, como 
la actividad motriz, no podían ser explicados 
fácilmente por las teorías tradicionales basadas 
en maduraciones tempranas.
Los primeros trabajos de esta autora en niños 
pequeños, sobre las dinámicas del movimiento, 
habían demostrado la multicomponencialidad de 
la conducta de caminar, el desarrollo diferencial 
de estos componentes y la sensibilidad a eventos 
orgánicos y medioambientales (Thelen, 1984). A 
partir de estos desarrollos, Esther Thelen, de la 
Universidad de Indiana, en Bloomington, utili-
zaría de manera descriptiva ciertas propiedades 
de los sistemas dinámicos, como la complejidad, 
la auto organización, la estabilidad dinámica 
y atractividad, los cambios y transiciones de 
fase, y las relaciones en escalas de tiempo, para 
entender el desarrollo motor infantil  (Thelen & 
Smith, 1994; Thelen & Ulrich, 1991), pero qui-
zá ha sido su consideración de las escalas de 
tiempo y el uso de escenarios topológicos, sus 
inclusiones conceptuales y metodológicas más 
relevantes al campo de la ciencia del desarrollo. 
Uno de los principales usos de los funda-
mentos de los sistemas dinámicos llevado a 
cabo por esta autora estuvo en la determina-
ción de escalas de tiempo interrelacionadas 
y mutuamente graduadas (Thelen & Smith, 
1994). Dentro de los primeros supuestos de 
los sistemas dinámicos se dice que los orga-
nismos en desarrollo son sistemas complejos, 
compuestos de muchos elementos individuales 
embebidos o incrustados unos dentro de otros, 
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y abiertos a un medio ambiente complejo. Esta 
diferenciación de elementos, subsistemas y 
relaciones entre elementos de muy diverso 
tipo, por efecto de la auto organización, puede 
generar estructuras a multiescala, es decir, 
patrones de inclusión sucesiva de unos sis-
temas en otros, a través de distintos niveles 
jerárquicos (Figura 3). 
Otro supuesto importante es que los cam-
bios ocurren en diferentes escalas de tiempo. La 
excitación neuronal ocurre en milisegundos, los 
tiempos de reacción son del orden de cientos de 
milisegundos, las personas aprenden habilidades 
después de horas, días y meses de práctica, los 
cambios en el desarrollo ocurren en el transcurso 
de semanas, meses y años, y la evolución du-
rante un periodo de tiempo mucho mayor. Todas 
estas escalas podrían acoplarse, por ejemplo, 
en una propuesta de estudio compleja de un 
aprendizaje específico. Desde la perspectiva de 
los sistemas dinámicos, considerar cada proceso 
por separado es erróneo. Las escalas de tiempo 
deben ser unificadas y coherentes, al igual que 
los elementos interactuantes del sistema (Smith 
& Thelen, 2003). 
Bloomington: aportes conceptuales y 
metodológicos
A continuación se presentarán algunos 
de los aportes señalados de la perspectiva de 
Bloomington.
Escalas de tiempo: tiempo real vs tiempo 
del desarrollo
El primer aporte importante de la escuela de 
Bloomington está en la reconceptualización de los 
tiempos del desarrollo. En esencia, Thelen nos 
habla de dos tiempos (Thelen & Smith, 1994). 
El primero es el llamado tiempo real, el aquí y 
el ahora, los segundos y fracciones de segundos 
de la conducta inmediata. Según la autora, cada 
acto es una forma de conducta nueva: estable 
y predecible en algunas de sus características, 
pero variable, flexible y adaptativa en cada ins-
tancia. Para esta autora, la piedra angular de la 
teoría dinámica del desarrollo es esta naturaleza 
emergente de la conducta acoplada en tiempo 
real. El segundo tiempo es el tiempo de la on-
togenia o del desarrollo. Con el desarrollo, la 
estabilidad de algunas formas puede aumentar 
o disminuir, pero el acoplamiento dinámico de 
las conductas permanece constante.
En los sistemas psicológicos, las escalas de 
tiempo comúnmente incluyen la emergencia de 
la conducta en tiempo real y la emergencia de 
hábitos conductuales en tiempo del desarrollo 
(Lewis, 2000a, 2002). Así, procesos en una 
escala influencian procesos en otra. La cohe-
rencia del tiempo y los niveles de los sistemas 
complejos significan que las dinámicas de una 
escala de tiempo deben ser continuas con, y es-
tar anidadas en, la dinámica de todas las otras 
escalas de tiempo (Smith & Thelen, 2003). Esta 
consideración es importante cuando se quiere 
abordar un fenómeno psicológico. Por ejemplo, 
Lewis (2000a, 2002), para estudiar la auto orga-
nización emocional, se basa en tres niveles del 
desarrollo emocional: el nivel de los episodios, 
el referido a los estados de ánimo, y el nivel de 
la personalidad. Cada uno se diferencia por la 
Figura 3. Estructura a multiescala. 
El sistema nervioso, el cuerpo y el medio son conceptualizados, cada uno, 
como sistemas dinámicos, los cuales están en constante interacción unos 
con otros (tomado de Beer, 2000).
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escala de tiempo adoptada: la primera iría de 
segundos a minutos, la segunda de horas a 
días, mientras que el nivel de la personalidad 
implicaría un tiempo de años de construcción. 
Esta visión de la temporalidad ha conducido 
a una interpretación de los procesos temporales 
del desarrollo en términos de microdesarrollo, 
mesodesarrollo y macrodesarrollo (Valsiner, 
2006). Cada uno de estos niveles se caracteriza-
ría por poseer una unidad de tiempo funcional 
propia. Según Valsiner (2006) la microgénesis, 
por ejemplo, estaría limitada a la transforma-
ción del desarrollo que ocurre en milisegundos. 
Mientras que la ontogenia, vinculada más direc-
tamente al mesodesarrollo, estaría restringida 
al tiempo de vida del organismo. Esta forma 
de ver los procesos en distintos niveles implica 
una comprensión de los fenómenos en paralelo, 
una nueva forma en la ciencia de abordar las 
estructuras y procesos complejos. Según este 
autor, lo importante en todo caso es conservar 
la interacción de los niveles en las distintas 
escalas de tiempo. Las diferentes consideracio-
nes sobre las dinámicas temporales rescatan 
la posibilidad de la autosimilitud entre escalas. 
Graficación de escenarios de cambio
El segundo aporte importante de la inclusión 
de Thelen y la corriente de Bloomington en los 
sistemas dinámicos es el uso de paisajes o es-
cenarios topológicos para describir las modifica-
ciones en la ejecución de ciertas tareas (Figura 
4). Thelen y otros autores (Gershkoff-Stowe & 
Thelen, 2004; Schutte, Spencer, & Schöner, 
2003; Smith & Thelen, 2003; Spencer & Schöner, 
2003), en un intento por aplicar la característica 
de campo de los sistemas dinámicos, utilizaron 
este método para describir la ejecución de varios 
niños en la llamada tarea de búsqueda del objeto 
oculto, la cual hace referencia a una tarea típica 
de permanencia de objeto. La tarea consiste en 
ocultar un objeto en un lugar A. Tras un tiempo 
especificado por el investigador se le permite al 
niño buscar el objeto. La siguiente parte de la 
tarea consiste en mover el objeto de un lugar A 
a uno B. El “error” común del niño es buscar el 
objeto en A y no en B, aunque su mirada puede 
variar de un lugar a otro (Figura 4).
Figura 4. Ejemplo de mapa topológico para graficación 
de proceso psicológico. 
Graficación de la evolución temporal de la activación frente a una tarea de 
objeto oculto (tomado de Smith & Thelen, 2003).
Thelen interpreta las variaciones en los mapas 
topológicos como las diferencias en la activación 
(arousal) del niño frente a la tarea. La activación 
 no sería del tipo todo o nada, sino que, por el 
contrario, aumenta y decae gradualmente. Para 
la autora, estas modificaciones en los niveles de 
activación juegan un papel importante en los 
cambios del desarrollo frente al comportamien-
to de la tarea. Lo que ésta y otros autores han 
encontrado es que la ejecución de dicha tarea 
depende especialmente de los inputs visuales y 
de procesos de memoria. Tras muchos ensayos 
la búsqueda del objeto variará de A a B (Spencer, 
Smith, & Thelen, 2001; Thelen, 2000a), (Figura 5).
Igualmente para Thelen, el error A-no B es 
mejor explicado por la teoría de la acción situa-
da, en la cual un sujeto corpóreo o psicológico, 
no un sujeto epistémico, actúa con la ayuda y 
constricción de un mundo físico que envuelve el 
medioambiente externo y las propiedades físicas 
del cuerpo, incluyendo el cerebro. En la llamada 
Teoría del Campo Dinámico la representación del 
bebé de las localizaciones espaciales se relaciona 
con un campo sostenido de pesos de activación 
en el cerebro.  De acuerdo a Thelen y sus cole-
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gas (Thelen, Schöner, Scheier, & Smith, 2001), 
el modelo se aplica a la acción real en objetos 
físicos en espacio y tiempo real. Para Thelen, 
hablar de representación desde esta psicología 
es innecesario, por cuanto que la cognición es 
un sistema dinámico complejo que percibe y 
actúa en el mundo en tiempo real, sin una re-
presentación dada (Smith, 2005).
La autora complementa esta serie de teorías 
con la llamada Teoría de la Corporalización (Em-
bodiment), sobre la cual sostiene la importancia 
de pensar la cognición a través del movimiento 
corporal. La hipótesis de la corporalización su-
pone que la inteligencia emerge en la interac-
ción de un organismo con un medio, y como el 
resultado de la actividad sensoriomotriz. Esta 
hipótesis sugiere que todo el conocimiento emer-
ge, se incrusta, distribuye y no se separa de los 
procesos en tiempo real, de percibir, recordar, 
atender y actuar (Samuelson & Smith, 2000). 
La cognición, desde esta perspectiva teórica, es 
un conjunto complejo de procesos internos que 
se afectan mutuamente y se dirigen al mundo 
a través de la percepción y la acción en tiempo 
real, sin representaciones fijas y segregadas de 
ningún tipo. La cognición sólo sería un sistema 
dinámico complejo.
El uso de este método ha tenido implicaciones 
importantes en otras áreas del desarrollo. Lewis 
y colaboradores (1999), por ejemplo, utilizan 
la técnica de graficación en una rejilla espacio 
estado (State space grid) como método espacio-
temporal para ubicar atractores en el comporta-
miento de un niño frente a la separación de su 
madre en diversas etapas de su desarrollo (de 
2 a 6 meses). La alta estabilidad del atractor, 
visualizada en la integración de las partes del 
mismo en la rejilla, se muestra en unas eda-
des (entre los 3 y los 6 meses), pero no antes 
(Figura 6). Estos trabajos también demuestran 
la alta variabilidad en el comportamiento entre 
individuos, ya que la forma de los atractores y 
la aparición de los mismos varía de un niño a 
otro y de una etapa a otra.
Figura 5. Esquema de la tarea de búsqueda del objeto oculto (tomado de Smith & Thelen, 2003).
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Groningen y la corriente europea de los 
sistemas dinámicos
Paralelamente a estos avances, hacia principios 
de los 90’s, Paul van Geert, de la Universidad 
de Groningen, Holanda, vería igualmente en los 
conceptos de sinergética y parámetros de orden 
de Haken, una forma de estudiar el desarrollo 
lingüístico temprano (van Geert, 1991). Para van 
Geert, la increíble complejidad del cerebro y la 
correspondiente complejidad del mundo son ca-
racterizados por patrones complejos, parámetros 
de orden, que emergerían de las interacciones 
entre organismos y medios (van Geert, 1994).
Modelos de Fisher & Dawson
van Geert inicia su incursión por los sistemas 
dinámicos utilizando el componente matemático 
de los mismos para generar modelos que simulan 
el desarrollo en diversas áreas de la psicología. 
En particular, este autor inicia sus desarrollos 
conceptuales utilizando el modelo de crecimiento 
logístico, que corresponde a uno de los cuatro 
modelos descritos por Fischer y Dawson (2002) 
para explicar el desarrollo lingüístico, cognitivo 
y socioemocional. A continuación se presenta 
brevemente cada uno de estos modelos:
Modelo de ecuación estructural. A partir de los 
trabajos de Kaplan (2000), estos modelos se basan 
en la regresión lineal, la cual es una herramienta 
que compara diferentes modelos de relación lineal 
entre medidas y/o constructos. Se dice que los 
tipos de ecuación estructural no son óptimos 
para responder a muchas de las preguntas del 
desarrollo debido a sus presupuestos lineales y 
a su falta de enfoque en los patrones del cambio 
(Fischer & Dawson, 2002).
Modelo de crecimiento lineal. Estos son mo-
delos de ecuación estructural modificados para 
aplicarse a problemas de crecimiento (Duncan, 
Duncan, Strycker, & Li, 1999), los cuales inclu-
yen el modelo de crecimiento latente y usan la 
función de crecimiento de cada persona como su 
unidad de análisis. 
Modelo de crecimiento logístico. A diferencia 
del modelo anterior introduce la visualización 
de los cambios no lineales. Con este modelo 
se reconoce que la mayor parte del desarrollo 
envuelve cambios no lineales que surgen de la 
dinámica de crecimiento. El crecimiento logístico 
se basa en la ecuación estándar de crecimiento 
usada en las ciencias biológicas, en la cual la 
curva básica es en forma de S en vez de una 
curva lineal. 
Figura 6. Ejemplos de rejillas espacio-estado. 
Diferencia en la estabilidad de un atractor de un niño entre los 2 y los 6 meses, medida por el ángulo de la mirada en un 
ejercicio de estrés por separación (tomado de Lewis, Lamey, & Douglas, 1999).
2 Months
Session 1
6 Months
Session 1
4
3
2
1
0
4
3
2
1
0
5 4 3 2 1 5 4 3 2 1
Jaime Castro-Martínez, Hernán Sierra-Mejía, Rita Flórez-Romero118
Suma Psicológica, Vol. 19 No 2: 109-130, diciembre 2012, Bogotá (Col.) 
Modelo de crecimiento dinámico. Estos mode-
los eliminan el presupuesto lineal de la mayoría 
de los análisis estadísticos y conllevan a que los 
patrones de crecimiento tomen formas más com-
plejas. Las herramientas estadísticas se centran 
en un grupo de patrones, pero el modelamiento 
de crecimiento mueve el análisis hacia la curva 
de crecimiento de los individuos, tomando cada 
curva individual como la unidad base. Cuando las 
complejas curvas de crecimiento individual son 
promediadas entre muchos individuos, resulta, 
generalmente, una curva alisada única, pero 
desafortunadamente esta curva no representa 
de manera precisa los patrones de crecimiento 
individual (Demetriou & Raftopoulos, 1999). 
En general, un modelo de crecimiento diná-
mico da cuenta explícitamente del principio de 
causalidad mutua o recíproca. En él se concibe 
el desarrollo como una red de componentes en 
interacción, basados en relaciones de soporte, 
relaciones competitivas y condicionales. Las re-
laciones son recíprocas pero no necesariamente 
simétricas. Al modelar tales redes de acción 
recíproca es posible comprender la emergencia 
de estados, regresiones temporales, crecimiento 
en forma de U invertida, oscilaciones,  zigzags 
y crecimiento en forma de S (Gershkoff-Stowe 
& Thelen, 2004; Thelen & Ulrich, 1991; Yan & 
Fischer, 2002; Zanone & Kelso, 1991).
De igual forma, los modelos dinámicos no li-
neales pueden ser usados para marcar diferencias 
individuales en las curvas de crecimiento. Esto 
se debe a que las ecuaciones que describen los 
sistemas cambiantes son sensibles a los valores 
iniciales, es decir, las trayectorias de las organi-
zaciones dependen de las condiciones iniciales 
del sistema. Aún si dos conjuntos de condiciones 
iniciales son ligeramente diferentes, en los siste-
mas dinámicos no lineales sus estados divergirán 
rápidamente. Las curvas de crecimiento que 
describen el desarrollo de dos individuos, cada 
una caracterizada por el mismo parámetro pero 
con diferentes valores iniciales, podrían mostrar 
marcadas diferencias sobre muchas iteraciones 
(Howe & Lewis, 2005). Desde esta perspectiva 
de modelo, para capturar las propiedades de la 
dinámica de relaciones, las medidas que se ha-
gan deben cumplir con los siguientes requisitos:
En primer lugar, la medida debe ser repetida 
con tal frecuencia (intervalos entre las medidas) 
que la característica variabilidad de una persona 
pueda determinarse (el rasgo característico en 
el cual el puntaje de la persona variará). Este 
rango es el producto de la variación del contexto 
característico de la persona, pero también de la 
variabilidad inherente a las condiciones inter-
nas. En segunda instancia, la variable medida 
debe ser distribuida a través de la persona y 
las características contextuales de la misma. La 
naturaleza distribuida a menudo coincide con 
el funcionamiento de la persona en modos muy 
específicos. La medida implica que los modos 
particulares de operación son examinados en 
forma de pruebas múltiples en varios contextos.
Se dice que los modelos utilizados en parti-
cular en la psicología del desarrollo se estable-
cen idealmente para dar cuenta del desarrollo 
porque ellos pueden “ajustar” las continuidades 
y discontinuidades que surgen en el devenir. 
La estabilidad de una estructura del desarrollo 
puede ser alterada de forma tal que algunos 
estados llegan a ser menos preferidos y menos 
confiables, mientras que otros resultan más 
estables y dominantes. Estas discontinuidades 
son capturadas en los modelos de sistemas di-
námicos usando la noción de transición de fases 
mencionada anteriormente. 
La ecuación de crecimiento cognitivo
Utilizando los modelos anteriores, van Geert 
define el crecimiento como un incremento 
cuantitativo catalítico en una variable crecien-
te, siguiendo la emergencia de una posibilidad 
estructural específica en el sistema cognitivo 
(van Geert, 1991, p.1), y utiliza el crecimiento 
logístico más específicamente en la interpretación 
del crecimiento del vocabulario. van Geert (1991) 
menciona la existencia de tres propiedades del 
crecimiento cognitivo: (a) El incremento debe ser 
autocatalítico, es decir, no se debe dar por im-
pedimentos extrínsecos. El crecimiento es regido 
por sí mismo, cualquier incremento que importe 
la mera adición de una fuente externa no es un 
crecimiento genuino. (b) Debe ser cuantitativo. 
El crecimiento es una propiedad de una varia-
ble. El valor de cada una debe ser expresado en 
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términos de un número entero o fraccionario, 
aunque se acepta que el crecimiento puede ser 
usado para describir cambios cualitativos tales 
como el desarrollo estructural. (c) El desarrollo 
debe seguir una posibilidad estructural del sis-
tema cognitivo, es decir, el desarrollo debe estar 
inscrito en un modelo estructural específico que 
provea interpretaciones cognitivas puntuales de 
los datos observados. A partir de estas caracte-
rísticas van Geert presenta la siguiente ecuación 
de crecimiento (Steenbeek & van Geert, 2005):
  
Lt+1 = Lt (1 + r – r * Lt /K)
Esta ecuación describe cómo un nivel de 
crecimiento posterior (Lt+1), en un tiempo (t + 1), 
es causado por un nivel de crecimiento ante-
rior (Lt), en un tiempo (t), y por dos parámetros 
adicionales r y K, en donde r representa la tasa 
de crecimiento y K una constante. La ecuación 
genera una secuencia de niveles de crecimiento 
que se siguen unas a otras y forman una curva de 
crecimiento (Figura 7). Otros ejemplos del uso de 
ecuaciones logísticas similares se pueden hallar 
en las investigaciones del mismo autor sobre el 
juego diádico (Steenbeek & van Geert, 2005).
A partir de estos modelos, la corriente de 
Groningen desarrolló una línea interesada en el 
estudio de las discontinuidades y variabilidades 
del desarrollo. Hasta ese momento las teorías 
convencionales habían considerado la variabi-
lidad como ruido, errores en las medidas que 
enmascaraban el verdadero fenómeno pero que 
podían eliminarse con métodos investigativos 
apropiados. Siegler (1996) mostró la prevalencia 
y valor de la variabilidad y su papel eminente 
en el desarrollo. Reveló que la variabilidad es 
constante no sólo entre dominios, como alegaba 
la especificad de dominio, sino también al inte-
rior de los mismos, ya fuese entre niños o en un 
niño en particular. La variabilidad existía entre 
tareas al interior de un dominio, entre objetos 
al interior de una tarea, entre presentaciones de 
un mismo objeto, y aún, en una única presenta-
ción de un único objeto. La variabilidad, así, era 
vista como una fuerza potencial que conducía o 
encausaba el desarrollo, y como un indicador, 
también potencial, de los procesos del devenir. 
Poco a poco la variabilidad llegaría a ser el 
centro de atención no sólo por su prevalencia 
sino por su papel importante para explicar el 
desarrollo (Granott, 1998). El incremento del 
interés por los aspectos irregulares del cambio 
es visible en las investigaciones que se vinculan 
al estudio del desarrollo motor, lingüístico y 
emocional. Los investigadores en estos campos 
perciben la variabilidad comportamental como 
un precursor de nuevos repertorios conductuales 
(Bertenthal, 1999; Thelen, 2000b).
Las investigaciones dirigidas al estudio del 
desarrollo emocional, por ejemplo, presentan 
indicios de que los niños despliegan conductas 
variables tanto al interior de las observacio-
nes como entre ellas (de Weerth, van Geert, & 
Hoijtink, 1999). A su vez, la variabilidad no se 
restringiría a los individuos sino que también 
se podría percibir en las interacciones emocio-
nales iniciales (de Weerth & van Geert, 2002; 
Fogel, 1988; Fogel, Toda, & Kawai, 1988; Granic 
& Lamey, 2002; Lavelli & Fogel, 2002, 2005). 
La variabilidad, según estas investigaciones, 
le asegura al niño una atención maternal con-
tinua (de Weerth & van Geert, 1999). Pero a 
medida que el niño crece la variabilidad puede 
Figura 7. Ejemplo de crecimiento logístico. 
Curvas empíricas del crecimiento del vocabulario de un individuo compa-
radas con curvas logísticas, donde K = 350, y la tasa de crecimiento es de 
0.23 y 0.28 (tomado de van Geert, 1991).
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disminuir como forma de estabilizar ciertos 
patrones conductuales y rasgos cognitivos que 
le permiten desenvolverse más ágilmente en el 
mundo. En el desarrollo del lenguaje, las inves-
tigaciones han develado que éste se caracteriza 
por enormes fluctuaciones. Ruhland y van Geert 
(1998), igualmente muestran que las formas de 
las curvas finales en el desarrollo lingüístico 
poseen grandes diferencias interindividuales, 
al tiempo que todos los niños mostrarían fluc-
tuaciones considerables en su propio desarrollo 
del lenguaje.
Modelos de estudio de la variabilidad: 
el uso de datos de tiempo serial
A partir de estas consideraciones sobre la 
variabilidad, van Geert y van Dijk (2002; van 
Dijk, 2004) presentan diversas técnicas, esen-
cialmente descriptivas, usadas para analizar 
tanto la tendencia general como la variabilidad, 
y que pueden aplicarse en muchas clases de 
datos de series de tiempo del desarrollo indi-
vidual. A continuación se presentan algunas 
de ellas:
Técnicas de graficación de variables cualita-
tivas y cuantitativas. Si partimos de que la 
variabilidad puede ser tanto cuantitativa como 
cualitativa, para el caso de la variabilidad cuan-
titativa cada medida consiste de un nivel en una 
dimensión única. La variabilidad en este tipo de 
datos puede ser fluctuante, y la fluctuación es 
posible de diagramar en una gráfica continua 
(Figura 8).
Para el caso de una variable cualitativa, cada 
medida consiste de un conjunto de conductas 
las cuales tienen, cada una, una ocurrencia 
específica. La diferencia fundamental entre las 
variables cualitativas y cuantitativas radica en una 
dimensión adicional. No sólo habría diferencias 
en el nivel de las medidas de las variables sino 
que también variables completamente nuevas 
pueden ser introducidas. Estas discrepancias 
en las medidas son expresadas en un gráfico 
de barras apiladas (Figura 9).
Figura 8. Ejemplo de una variable cuantitativa unidimensional. 
La gráfica representa la variación de la sonrisa de un individuo a lo largo de varias semanas (tomado de de 
Weerth, van Geert, & Hoijtink, 1999).
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Técnica de Dato Crudo y de Alisamiento. Esta 
técnica coloca los datos en un diagrama único 
X-Y, generando un gráfico similar al mostrado 
en la Figura 8; además, con esta técnica se trata 
de visualizar la tendencia del desarrollo en los 
datos usando un polinomio de segundo grado, 
es decir, una ecuación algebraica que represente 
una línea de tendencia como la observada en la 
gráfica. Mientras que los datos en el diagrama 
X-Y son más bien variables, la línea de tenden-
cia es complemente alisada. Sin embargo, esta 
técnica conduce a pérdida de información que 
puede ser valiosa. En muchos casos se utiliza 
cuando la variabilidad es considerada de poca 
relevancia (Figura 10).  
Graficando la variabilidad: movimiento de 
mínimos, máximos y promedios. Esta técnica 
intenta mantener los datos de la variabilidad al-
rededor de una tendencia general. Los datos son 
presentados en un ancho de banda de puntajes. 
Este método utiliza una ventana móvil, un marco 
temporal que se mueve de una posición a otra. 
Cada ventana solapa parcialmente la ventana 
precedente. Una vez diagramado se inspecciona 
visualmente si muestran fluctuaciones conside-
rables en el tiempo. Adicional a este gráfico se 
pueden agregar valores de mediana o combinar 
con la técnica de alisamiento (Figura 11). Dicha 
técnica es altamente sensible a valores extremos.
Graficando la variabilidad: líneas de altitud. 
Este método permite un estudio más a profundi-
dad de la distribución de los valores en el rango. 
La técnica incorpora las posiciones intermedias 
en un gráfico de líneas de altitud, en el cual no 
sólo se diagraman los valores mínimos y máximos 
en la ventana móvil, sino también los segundos, 
terceros y demás valores más altos, luego se 
conectan los correspondientes datos puntuales 
por una línea (Figura 12). En principio, las líneas 
de altitud pueden ser interpretadas de la misma 
forma que las líneas geográficas que representan 
la altitud y las inclinaciones de un relieve físico.
Graficando la variabilidad: técnica de progmax-
regmin. Este método conserva los valores 
altos y bajos en los casos en que sea necesario 
mantener esta información. El método consiste en 
seleccionar una ventana en la cual se tienen un 
número específico de datos, y se computa el valor 
máximo para esa ventana. Cuando se incrementa 
la ventana con otro dato puntual, se mantiene 
Figura 9. Ejemplo de una variable multidimensional. 
Respuesta infantil frente a una tarea de respuesta postural (tomado de van Geert & van Dijk, 2002).
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Min                Average score                Max
Figura 10. Datos crudos que incluyen una línea de tendencia polinómica. 
Desempeño de un individuo en preposiciones espaciales (tomado de van Geert & van Dijk, 
2002).
Figura 11. Máximos y mínimos. 
Método de graficación de movimiento de mínimos y máximos en preposiciones espaciales 
de un individuo (tomado de van Geert & van Dijk, 2002).
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Figura 12. Líneas de altitud. 
Aplicación del método de líneas de altitud a las preposiciones espaciales de un individuo (tomado 
de van Geert& van Dijk, 2002). 
Figura 13. Progmax-Regmin. 
Aplicación del método de progmax-regmin a las preposiciones espaciales de un individuo (tomado 
de van Geert& van Dijk, 2002).
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el punto inicial constante y se computa el valor 
máximo del periodo de la ventana extendida, y 
así sucesivamente hasta tomar todos los datos. 
El proceso es reversivo. Iniciando con el último 
dato se computa el valor mínimo y se realiza el 
procedimiento anterior. Haciendo esto se tiene 
una serie de datos de máximos progresivos 
y mínimos regresivos, lo que se aproxima al 
concepto matemático de “casco convexo”. Este 
método muestra el rango seleccionado a través 
de un periodo de tiempo único. 
Las distintas técnicas, aquí señaladas, son 
utilizadas por van Geert para obtener una primera 
impresión de la tendencia general de las curvas 
del desarrollo y la forma como la variabilidad se 
encuentra relacionada con esta tendencia. Según 
algunos autores (Lewis, 2000b) una aproxima-
ción más certera de los sistemas dinámicos a 
la psicología del desarrollo implicaría el uso de 
múltiples técnicas y modelos teóricos, por lo cual 
se recomienda la combinación, por ejemplo, de 
las técnicas de graficado propuestas por van 
Geert, más las técnicas de graficado topológico 
presentadas por Thelen, además de la incorpo-
ración de modelos dinámicos, ya sea a través de 
ecuaciones de crecimiento logístico o cualquier 
otra ecuación dinámica.
Presentado el marco actual de las dos corrien-
tes principales que han incorporado los sistemas 
dinámicos al desarrollo, resta aclarar algunas 
de las consecuencias específicas y los posibles 
retos para una ciencia del cambio.
Conclusiones
La perspectiva de los sistemas dinámicos 
ha traído consigo aportes importantes a la 
psicología del desarrollo, tanto teórica como 
metodológicamente. Las dos escuelas, antes 
señaladas, han permitido ampliar el panorama 
de los estudios del desarrollo al reconsiderar los 
principios comunes al desarrollo mismo, princi-
pios que se expresan a través de la complejidad, 
la irreversibilidad, y la multicomponencialidad. 
Esta perspectiva resalta aspectos clave como 
la variabilidad del desarrollo y las escalas 
temporales distintas en las que tiene lugar la 
evolución de los fenómenos, tanto de orden 
macrogenético como microgenético. Igualmente, 
ha permitido el avance de metodologías para 
el estudio del desarrollo, ya sea a través de la 
graficación de escenarios de cambio por medio 
de mapas topológicos, o a través de ecuaciones 
de análisis de series de tiempos que permiten 
observar la variabilidad tanto individual como 
interindividual.
Valsiner (2006), por ejemplo, menciona cuatro 
características del desarrollo psicológico que,  con 
la inclusión de esta nueva perspectiva, llegan a 
ser resaltadas:
La complejidad de las estructuras y 
procesos en desarrollo
Con la propuesta de los sistemas dinámicos 
el desarrollo deja de ser un proceso de relaciones 
lineales, o una simple suma de componentes, 
para convertirse en una especie de transformación 
altamente compleja. Las dinámicas del desarrollo 
empezarían a mostrar una alta sensibilidad a las 
condiciones iniciales y grandes cambios a largo 
plazo. Ejemplos de esta sensibilidad se pueden 
encontrar en el estudio de las trayectorias de 
vida de individuos en condiciones aparente-
mente similares (condiciones socioeconómicas, 
familiares, escolares, etc.) las cuales divergen 
significativamente a partir de cambios mínimos 
en sus historias de vida (Valsiner, 2006; Fogel, 
1999). 
La irreversibilidad del tiempo del 
desarrollo
A partir de la consideración de la entropía, 
como parte del marco de la complejidad en el cual 
se incluye los sistemas dinámicos, el desarrollo 
llega a ser irreversible, en el sentido de que, una 
vez que una nueva estructura emerge, o se al-
canza un nivel de crecimiento, el organismo no 
se revierte a formas tempranas (Valsiner, 2006; 
Prigogine, 1973, 1976). Es claro que ciertas fun-
ciones pueden declinar con la edad o con ciertas 
patologías, pero los procesos del desarrollo no 
llegan a deshacerse. 
Interacción a varios niveles
Con los sistemas dinámicos se hace aún más 
evidente la necesidad de interrelacionar diversos 
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niveles explicativos en el desarrollo infantil y 
adulto. En el desarrollo emocional, por ejemplo, 
ya no sólo se visualiza el interjuego del niño con 
la madre, como marco descriptivo del desarrollo 
mismo, sino que también se incluyen los cambios 
y variaciones a nivel de las estructuras cerebrales 
en un tiempo real, tanto de uno como de otro, 
además del nivel de las modificaciones en tiem-
pos mayores que explicarían la consolidación 
de personalidades emocionales más o menos 
estables (Valsiner, 2006; Lewis, 2002, 2005). 
La variabilidad de las acciones y 
comportamientos
Por último, las teorías de los sistemas di-
námicos colocan a la variabilidad en el centro 
del estudio del desarrollo. La comprensión de 
las variaciones en las ejecuciones por parte de 
un individuo, o entre individuos, es ahora más 
fácilmente manejable con cualquiera de las téc-
nicas descritas anteriormente, y los desfases del 
desarrollo no son ya causa de discusión entre 
los teóricos modernos (Valsiner, 2006; Siegler, 
1994; van Dijk, 2004).
Discusión
Un efecto interesante de la inclusión de los 
sistemas dinámicos se encuentra en la recon-
sideración de las teorías clásicas del desarrollo, 
como la teoría piagetiana o vygotskiana. Para 
van Geert (1998, 2000), por ejemplo, la variabi-
lidad y la estabilidad relativa son explicables a 
través de mecanismos generales identificables 
en las tesis piagetianas y vygotskianas. Según 
Piaget (1969b) cada encuentro de un sujeto 
con la realidad resulta en una adaptación dual 
del sujeto a esa parte de la realidad. Primero, 
involucra una asimilación de la realidad encon-
trada a los procedimientos existentes de acción 
o comprensión en el niño. Segundo, involucra 
una acomodación de los procedimientos inter-
nos existentes a alguna de las exigencias de la 
realidad con la cual la persona es confrontada. 
De esta forma, hay siempre algo nuevo en la 
realidad que experimentamos, pero la naturaleza 
de esta novedad co-depende de lo que somos 
capaces de acomodar. Vygotski (1989), por su 
parte, propone un principio dual comparable. 
Para este autor  existiría una diferencia entre lo 
que un niño puede lograr cuando actúa por sí 
mismo (nivel de desarrollo actual) y cuando el 
mismo niño puede hacerlo con ayuda de otras 
personas más competentes (nivel de desarrollo 
potencial). Las diversas formas de soporte o 
ayuda son gradualmente incorporadas en la 
propia competencia infantil, trasformando el 
nivel potencial en un futuro nivel de desarrollo 
actual. Este rango de diferencia, entre lo que el 
niño puede hacer con y sin ayuda, fue llamado 
por Vygotski la zona de desarrollo próximo o 
proximal (ZDP).
van Geert (2000) recapitula las tesis piage-
tiana y vygotskiana para hablar de modelos del 
desarrollo en donde fuerzas conservativas incre-
mentan la fortaleza de cualquier proceso interno, 
a través de una experiencia particular, y donde 
fuerzas progresivas incrementan la fortaleza del 
procedimiento interno que cae en la intersección 
entre la novedad y la familiaridad. Estas conside-
raciones no sólo incorporan teorías anteriores y 
relevantes a éste nuevo marco, sino que también 
reviven el interés por encontrar mecanismos que 
controlan, encausan o direccional el desarrollo. 
A pesar de los grandes avances en la teoría y 
métodos de los sistemas dinámicos, aún quedan 
grandes retos por superar e interrogantes por 
resolver. Podemos reducir estos a dos grandes 
campos: el ontológico, referido a la causalidad, 
y el epistémico, relacionado a la explicabilidad. 
Causalidad
Aunque si bien los sistemas dinámicos (y ge-
neral las teorías de la complejidad) rompen con 
los modelos causalistas clásicos, aún queda por 
resolver si efectivamente estos sistemas dejan de 
ser causales o mantienen una causalidad com-
pleja. Esto tendría consecuencias importantes 
para una ciencia del desarrollo, específicamente 
en la comprensión del desarrollo bajo un marco 
determinista o estocástico. 
El movimiento de la complejidad, en general, 
se ha convertido en la esperanza de aquellos que 
buscan ver la realidad de manera menos deter-
minada y más impredecible. El mundo del caos 
es comprendido como algo a lo cual no es posible 
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acceder, lo que significa una posición de ruptura, 
por muchos bienvenida, frente a los paradigmas 
tradicionales en la ciencia, caracterizados por 
la predicción. Sin embargo, para entender este 
dilema, consideremos en principio, como lo hace 
la mayoría de investigadores en desarrollo, que el 
desarrollo en sí es un sistema abierto, en donde 
es posible el intercambio del individuo con el 
medio a lo largo de su ciclo vital. Según Erwin 
Schrödinger, físico austriaco, premio Nobel en 
1933, y uno de los padres de la mecánica cuán-
tica, un sistema abierto se alimenta de entropía 
negativa, y mientras un sistema tal sea capaz de 
seguir alimentándose de esta entropía, tenderá 
hacia estados de menor entropía positiva, de 
menor desorden y de mayor improbabilidad. Esto 
es realmente importante porque nos señala que 
en sistemas caóticos autoorganizables, donde 
existen bucles de retroalimentación o intercam-
bios e interacciones constantes entre niveles 
organizativos, la probabilidad o estocasticidad 
desaparece, dando lugar a estados más deter-
minísticos. Sin embargo, la discusión continúa 
abierta si se considera la existencia de un caos 
determinístico en el desarrollo1, ya que sería 
necesario hablar de una posible estocasticidad 
debido a la perdida de información a lo largo 
del tiempo, lo que mantiene intacta la discusión 
antes referida.
Explicabilidad
Otra de las controversias fuertes en la cien-
cia versa sobre las características descriptivas 
y explicativas de ciertos modelos, perspectivas 
o teorías. Hasta el momento no es claro si la 
perspectiva de los sistemas dinámicos puede ser 
usada como marco explicativo de los fenómenos 
del desarrollo. Algunas cuestiones similares en 
otros campos de la psicología han sido presenta-
das por autores como Baratgin & Politzer (2006), 
al hablar tanto de las características normativas 
1 El caos determinista se sustenta sobre las siguientes cuatro caracterís-
ticas: a. son entornos que presentan una gran sensibilidad a las condi-
ciones iniciales, y existen retroalimentaciones; b. se pueden describir 
matemáticamente con ecuaciones diferenciales no lineales; c. son disi-
pativas, es decir, requieren aportes externos de energía; y d. se pierde 
una pequeña parte de la información en cada una de las etapas del 
proceso, de forma que no es posible conocer las condiciones iniciales 
tras un tiempo.
como descriptivas en redes bayesianas; o en los 
interesantes desarrollos de Moliner y Gutermann 
(2004) en representaciones sociales, sobre lo 
descriptivo o explicativo de una representación 
social. En el terreno de las representaciones 
sociales, por ejemplo, las dos vertientes con las 
cuales se estudia los fenómenos sociales dinámi-
cos (vertientes descriptivas y explicativas) llegan 
a aproximarse, hecho que resalta su relación 
con lo señalado por Baratgin y Politzer (2006) 
en cuanto a que toda aproximación científica a 
un fenómeno buscaría aproximar los criterios 
normativos a los descriptivos. Por ahora, los 
sistemas dinámicos presentan una aplicación 
más bien descriptiva al campo del desarrollo; 
sin embargo, no se descarta un acercamiento 
a la cualidad explicativa de ésta herramienta, 
si consideramos que la misma posee una serie 
de propiedades epistémicas y ónticas visibles 
en los estados y observables de un sistema que 
exhibe caos determinístico (Atmanspacher, 2000; 
Atmanspacher & Kronz, 1998). 
Un problema que se desprende del anterior 
es el referido al uso de las series temporales en 
la investigación psicológica. Independientemente 
que se considere el fenómeno del desarrollo 
como continuo o discreto, y en su defecto se 
utilice la versión continua o discreta de los 
sistemas dinámicos, para algunos existiría un 
problema al aplicar esta teoría a los fenóme-
nos psicológicos, ya sea porque generalmente 
se trata de problemas con series temporales 
relativamente cortas, con escalas de pocos 
intervalos, o por el posible alto nivel de ruido 
que se genera con las variables psicológicas, 
lo que imposibilita la construcción de modelos 
caóticos (Tscharcher & Scheier, 1998). El uso 
de series temporales implicaría, por un lado, 
la aplicación de métodos que permitan cap-
turar muchos momentos en cortos intervalos 
de tiempo, como los utilizados en los estudios 
del microdesarrollo, y una preparación riguro-
sa en este tipo de matemática, que posibilite 
disminuir los niveles de ruido en la toma de 
datos, mientras se aproxime a un problema 
psicológico específico.
Como consecuencia de lo anterior surgen 
los siguientes inconvenientes en la integración 
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de los sistemas dinámicos a la psicología del 
desarrollo: 
Estipular las variables o condiciones iniciales 
que intervienen en la aparición de un proceso 
complejo llega a ser un proceso difícil para cual-
quier investigación en desarrollo. Esta dificultad 
puede ser problemática para la generación de 
modelos de series de tiempos necesarios para 
un análisis dinámico. Cuáles son las condicio-
nes iniciales que determinan el desarrollo de un 
sistema, llega a ser una pregunta por solventar 
en cualquier investigación del desarrollo sujeta 
a este marco.
Por otro lado, para la psicología del de-
sarrollo el tema de la irreversibilidad genera 
varias controversias, por un lado, en el efecto 
o relación con la psicología piagetiana, donde 
la irreversibilidad no sólo es posible sino que 
se considera como un proceso fundamental de 
las estructuras del pensamiento en desarrollo, 
y segundo, en las relaciones o diferencias con 
posturas teleológicas del desarrollo, como la 
propuesta por Demetriou y Raftopoulos (1999), 
donde existiría un desenvolvimiento errático pero 
altamente direccionado del mismo. 
Además, a pesar de la propuesta multidimen-
sional, los límites de los niveles siguen siendo 
en muchas ocasiones difusos. El paso de una 
jerarquía a otra parece dar saltos cualitativos 
difíciles de manejar por la teoría.
También es importante señalar, que la 
perspectiva de los sistemas dinámicos apunta 
a procesos y estructuras que pueden, muchas 
veces, mantenerse cohesionados en el tiempo, 
dependiendo de parámetros de control especí-
ficos, en atractores relativamente estables. Las 
investigaciones actuales se han centrado más en 
el aspecto de la variabilidad en el tiempo real pero 
hasta el momento pocas se aventuran a explicar 
la posible estabilidad de las estructuras en los 
tiempos del desarrollo (van Geert y Steenbeek, 
2005a, 2005b).
A pesar de estos retos, para algunos in-
vestigadores, con la inclusión de los sistemas 
dinámicos se podría dar un gran salto hacia 
delante en la ciencia del desarrollo, salto análogo 
a la moderna síntesis de la genética molecular 
o a la selección natural en la biología evolutiva 
(Keating & Miller, 2000). Las teorías modernas 
en desarrollo han empezado a tomar caminos 
distintos a los tradicionales. Ejemplo de ello son 
las nuevas propuestas como la de Gärdenfors 
(2000), dirigidas a estipular los principios de una 
geometría del pensamiento, a través de una teoría 
de los espacios conceptuales construidos sobre 
estructuras geométricas basadas en un número 
de dimensiones cualitativas; o los acercamientos 
de los desarrollos de Prigogine al campo de los 
sistemas sociales, donde se rescata la posibilidad 
de pensar un orden individual inscrito en una 
dinámica temporal (Prigogine, 1976). La ciencia 
del desarrollo parece avanzar de la mano de una 
nueva conceptualización del espacio y del tiempo 
en psicología. Estas nuevas búsquedas de expli-
cación de estructuras y procesos en el tiempo 
han permitido la inclusión de aproximaciones 
totalmente novedosas del devenir psicológico, 
aproximaciones que sin duda han comenzado 
a impactar en la forma como se comprende el 
desarrollo infantil y adulto, en cómo se entienden 
las interacciones que se generan con el medio, 
y en los cambios a nivel del organismo, de las 
redes cerebrales, de las acciones y las repre-
sentaciones del mundo (Castro & Flórez, 2007). 
Una comprensión agrupada en un marco más 
holista, complejo y dinámico. 
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