We present the result for the finite part of the two-loop sunrise integral with unequal masses in four space-time dimensions in terms of the O(ε 0 )-part and the O(ε 1 )-part of the sunrise integral around two space-time dimensions. The latter two integrals are given in terms of elliptic generalisations of Clausen and Glaisher functions. Interesting aspects of the result for the O(ε 1 )-part of the sunrise integral around two space-time dimensions are the occurrence of depth two elliptic objects and the weights of the individual terms.
Introduction
The two-loop sunrise integral with non-vanishing internal masses is the first and simplest integral in quantum field theory, which cannot be expressed in terms of multiple polylogarithms. It has already received considerable attention in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . However, the question which generalisations of multiple polylogarithms appear in the evaluation of the two-loop sunrise integral is still open. A first and partial answer has been given for the two-loop sunrise integral in two space-time dimensions [13, 15] . In two space-time dimensions the two-loop sunrise integral is finite and does not require regularisation. Furthermore only one graph polynomial contributes in the Feynman parameter representation. It turns out that in two space-time dimensions the twoloop sunrise integral is given as a product of a period with a sum of elliptic dilogarithms. This has been shown for the equal mass case in [13] and for the general unequal mass case in [15] . The arguments of the elliptic dilogarithms have a nice geometric interpretation as the images in the Jacobi uniformisation of the intersection points of the variety defined by the graph polynomial with the integration region.
In this paper we study the two-loop sunrise integral around four space-time dimensions. Our motivations are as follows: First of all, four space-time dimensions is the physical value and it is the sunrise integral in four space-time dimensions which enters precision calculations in high-energy particle physics. Secondly, we hope to learn more about elliptic generalisations of polylogarithms. In particular we are interested in generalisations with higher weight or depth. Various elliptic generalisations of (multiple) polylogarithms have been discussed in the mathematical literature [13, 15, [19] [20] [21] [22] [23] . The definitions of the generalised functions differ among the articles in the mathematical literature and depend on the postulated mathematical properties one would like to keep in going from the (multiple) polylogarithms towards the elliptic case. We are interested to find out, which definition nature has chosen in quantum field theory.
Unlike in two space-time dimensions, the sunrise integral in four space-time dimensions is divergent and requires regularisation. Dimensional regularisation is the method of choice. In D = 4 − 2ε space-time dimensions, the ε-expansion of the two-loop sunrise integral starts at 1/ε 2 , corresponding to two ultraviolet divergences. The terms proportional to 1/ε 2 and 1/ε are very well known and our main interest in this article are the terms proportional to ε 0 .
Using dimensional-shift relations we can relate the O(ε 0 )-term around four space-time dimensions to the O(ε 0 )-term and the O(ε 1 )-term of the sunrise integral around two space-time dimensions. In the equal mass case the coefficient of the O(ε 1 )-term in this relation vanishes and the O(ε 0 )-term around four space-time dimensions is related to the O(ε 0 )-term around two space-time dimensions alone. In this paper we treat the more general case of unequal masses and discuss as a specialisation the case of equal masses.
The O(ε 0 )-term of the sunrise integral around two space-time dimensions is already known [13, 15] . In this paper we compute the O(ε 1 )-term of the sunrise integral around two space-time dimensions and express it in terms of generalisations of Clausen and Glaisher functions towards the elliptic case. We briefly recall that the Clausen and Glaisher functions are related to the real and imaginary parts of the classical polylogarithms. Generalisations of multiple polylogarithms towards the elliptic case start to make their appearance in physics [13, 15, 24, 25] . The O(ε 1 )-term of the sunrise integral around two space-time dimensions gives us information on elliptic generalisations of multiple polylogarithms of depth greater than one. In addition we observe that this term is not of uniform weight, it contains terms of weight three and four. We discuss in detail the occurrence of the weight four terms. This paper is organised as follows: In section 2 we introduce the two-loop sunrise integral. Section 3 is devoted to variables associated to this integral. Our principal method to calculate the integral is based on differential equations, and the differential equations obeyed by the two-loop sunrise integral are discussed in section 4. The solution of any differential equation requires boundary values, and the boundary values for the two-loop sunrise integral are presented in section 5. In section 6 we introduce generalisations of the Clausen and Glaisher functions to the elliptic setting. These functions will be needed to express our final result for the two-loop sunrise integral. In section 7 we give the result for the O(ε 1 )-part of the sunrise integral around two space-time dimensions. Using dimensional-shift identities we can relate the terms up to the finite part in the ε-expansion of the two-loop sunrise integral around four space-time dimensions to the O(ε 0 )-part and the O(ε 1 )-part of the sunrise integral around two space-time dimensions. This is done in section 8. Section 9 discusses the two-loop sunrise integral around four spacetime dimensions for the special case, where all masses are equal. Section 10 is devoted to a detailed discussion of the transcendental weights occurring in our result for the O(ε 1 )-part of the sunrise integral around two space-time dimensions. Finally, section 11 contains our conclusions. In an appendix we included explicit formulae, which are too long to be presented in the main text of this paper.
Definition of the sunrise integral
The two-loop integral corresponding to the sunrise graph with arbitrary masses is given in Ddimensional Minkowski space by
In eq. (1) the three internal masses are denoted by m 1 , m 2 and m 3 . Without loss of generality we assume that the masses are ordered as
The arbitrary scale µ is introduced to keep the integral dimensionless. We denote by ν = ν 1 + ν 2 + ν 3 the sum of the exponents of the propagators. The quantity p 2 denotes the momentum squared (with respect to the Minkowski metric) and we will write
We perform our calculation in the region defined by
and in the vicinity of the equal mass point. Our result can be continued analytically to all other regions of interest by Feynman's i0-prescription, where we substitute t → t + i0. The symbol +i0 denotes an infinitesimal positive imaginary part.
Where it is not essential we will suppress the dependence on the masses m i and the scale µ and simply write
In terms of Feynman parameters the two-loop integral is given by
The first two terms S (−2) 111 (4,t) and S (−1) 111 (4,t) are rather simple, while the term S
111 (4,t) is in the focus of this paper. With the help of dimensional-shift relations we relate the integral S 111 (4 − 2ε,t) to the integral S 111 (2 − 2ε,t), which has an expansion in ε starting at ε 0 :
111 (2,t) + εS
The term S (0) 111 (2,t) has been given in [15] in terms of elliptic dilogarithms, the term S (1) 111 (2,t) will be given in this paper.
In using dimensional-shift relations we will encounter simpler integrals, obtained by pinching internal propagators. For the sunrise integral any integral obtained by pinching propagators is a product of tadpole integrals. The tadpole integral is given by and
The modulus k and the complementary modulus k ′ of the elliptic curve are given by
The periods of the elliptic curve can be taken as
K(x) and E(x) denote the complete elliptic integral of the first kind and second kind, respectively:
The Legendre relation for the periods reads
The Wronskian is given by
We denote the ratio of the two periods ψ 2 and ψ 1 by
and the nome by
The nome q will be one of our new variables, and we can think of the variable q as replacing the variable t. A useful relation for expressing q in terms of t (or vice versa) is given by
In this equation, Dedekind's η-function, defined by
appears. The left-hand side of eq. (37) has a power series in t, the right-hand side of eq. (37) has a power series in q. Eq. (37) can be used to express t as a power series in q, or vice versa. We have
therefore t → 0 implies q → 0 and vice versa. It remains to define the variables w 1 , w 2 and w 3 . These are given by
In the definition of u i we used the convention that (i, j, k) is a permutation of (1, 2, 3). In the definition of β i the incomplete elliptic integral of the first kind appears, defined by
In the case q = 0 (or equivalently t = 0) we have
while in the equal mass case m 1 = m 2 = m 3 we have
for all q (or equivalently all t). There is a simple geometric interpretation for the variables w 1 , w 2 and w 3 : We recall that the points P 1 , P 2 and P 3 are the intersection points of F = 0 with the integration region σ. One of these points is chosen as origin of the elliptic curve. The set
is obtained from the images in the Jacobi uniformisation of the two points not chosen as origin by considering all three choices of origins. More details can be found in [15] . 
Differential equations
111 (2,t). The latter differential equation is then solved up to quadrature.
In two space-time dimensions the integral S 111 (2,t) = S
111 (2,t) satisfies a second-order differential equation [11] :
The coefficients p 2 , p 1 and p 0 as well as p 3 are collected in appendix A. The left hand side defines a Picard-Fuchs operator
The periods ψ 1 and ψ 2 are solutions of the homogeneous differential equation [12] 
We will encounter several differential operators. We will use the notation
where r denotes the order of the differential operator and D denotes the associated space-time dimension. In the case where D is an integer and a superscript j is present, this superscript denotes the order in the ε-expansion to which this operator belongs. Finally, i is a label to distinguish differential operators with identical r, D, j.
In D dimensions the integral S 111 (D,t) satisfies a fourth-order differential equation.
Here we used the abbreviation
The explicit expressions for the coefficients P 4 , P 3 , P 2 , P 1 , P 0 and c 12 , c 13 , c 23 are rather long and given in appendix A. There are several possibilities to obtain the fourth-order differential equation: It can either be derived by using the relations given in [6] , by using the program "Reduze" [26, 27] or by the algorithm given in [28] . Eq. (49) defines a fourth-order Picard-Fuchs operator
The Picard-Fuchs operator L 4 (D) has a polynomial dependence on the number of space-time dimensions D. Around D = 2 − 2ε we can write
Of particular relevance for the O(ε 1 )-part S (1) 111 (2,t) will be the operators L
The differential operator L 
Solutions to the homogeneous equations
Substituting the ε-expansion of S 111 (2 − 2ε,t) given in eq. (12) into the D-dimensional differential equation (49) gives a coupled system of differential equations for S
111 (2,t) will involve the lower order integrals S (i) 111 (2,t) with i < j. This system can be solved order by order in ε. At order ε 0 one finds
From eq. (45) we know already that
and eq. (57) reduces to
which is easily verified.
At order ε 1 we have
with 
111 (2,t). The fourth-order differential operator in eq. (60) factorises into two first-order differential operators and a second-order differential operator. The inhomogeneous term I 1 (t) has a Taylor expansion in t, starting with t 2 . Eq. (60) is easily solved for
with
where C 1 and C 2 are two integration constants to be determined from the boundary conditions. In eq. (63) we used the notation that
For the homogeneous solutions we have
The differential equation (63) is now of the same type as eq. (45), only the inhomogeneous term differs. It can be solved with the same methods as used for eq. (45) by changing variables from t to the nome q. This change of variables is described in detail in [15] . One finds
C 3 and C 4 are two further integration constants, which need to be determined from boundary conditions. Eq. (67) gives the solution for the integral S
111 (2,t) up to quadrature. We still need to determine the integration constants. In addition we would like to express the integral S (1) 111 (2,t) in terms of elliptic generalisations of multiple polylogarithms. Let us also mention that eq. (67) can be used to obtain the q-expansion (or equivalently the t-expansion) of S (1) 111 (2,t) to high orders in q (or t).
Boundary values
In this section we give the boundary values at t = 0 for the first two coefficients of the ε-expansion of S 111 (2 − 2ε,t) (i.e. S 111 (4, 0) together with regularity conditions at t = 0 to fix the integration constants C 1 , C 2 , C 3 and C 4 of the previous section.
Let us start with the boundary value at t = 0 of the sunrise integral in D = 2 − 2ε dimensions. We have
By a change of variables we can relate this integral to the one-loop three-point function in 4 + 2ε space-time dimensions (please note the sign of the ε-part) with massless internal lines and three external masses. The change of variables can be found in [12] and the result of the one-loop three point function can be taken from [29, 30] . One obtains for the ε-expansion of S 111 (2 − 2ε, 0)
The expansion of the hypergeometric function reads
We obtain for S
111 (2, 0) and S
111 (2, 0)
The definition of the multiple polylogarithms is given in eq. 
The expression for S
111 (4, 0) is obtained from the expression given in [6] by noting that the function
can be written in a more symmetrical way as
The constants of integration C 1 , C 2 , C 3 and C 4 are determined as follows: In section 8 we discuss dimensional-shift relations. These relations allow us to relate the integral S 111 (4 − 2ε,t) to the integral S 111 (2 − 2ε,t), and we can determine the integration constants from the following four conditions:
1. The requirement that S
111 (4,t) is regular at t = 0, i.e. there is no pole at t = 0 for S
111 (4,t).
The boundary value S (0)
111 (4, 0).
The requirement that S
111 (2,t) is regular at t = 0, i.e. there is no logarithmic singularity at t = 0 for S (1) 111 (2,t).
The boundary value S
(1) 111 (2, 0). The explicit expressions for C 1 and C 2 are given in appendix B. Condition 3 implies C 4 = 0. With
one finds for C 3
Generalisations of the Clausen and Glaisher functions
In this section we introduce elliptic generalisations of the Clausen and Glaisher functions. These generalisations will show up in our final result. The classical polylogarithms are defined by
and the multiple polylogarithms by
...
The sum representation gives rise to a quasi-shuffle product and one has for example
We recall that the Clausen functions are given by
Li n e iϕ − Li n e −iϕ , n even, 1 2 Li n e iϕ + Li n e −iϕ , n odd,
while the Glaisher functions are given by
Li n e iϕ + Li n e −iϕ n even,
Li n e iϕ − Li n e −iϕ , n odd.
The Clausen and Glaisher functions correspond to the real and imaginary part of Li n (e iϕ ), and the actual assignment depends on whether n is even or odd. Let us now consider the elliptic setting. In [15] we considered the following generalisation depending on three variables x, y, q and two (integer) indices n, m:
We define the weight of ELi n;m (x; y; q) to be w = n + m. The definition is symmetric under the exchange of the pair (x, n) with (y, m). The two summations are coupled through the variable q. In the special case q = 1 the two summations decouple and we obtain a product of classical polylogarithms:
In addition we introduce the following linear combinations Li n x −1 + ELi n;m (x; y; q) + ELi n;m x −1 ; y −1 ; q , n + m odd.
The special case (n, m) = (2, 0) appeared already in [15] . Eq. (85) gives the generalisation to arbitrary indices (n, m). In general, the functions E n;m (x; y; q) are not symmetric under the exchange of the pair (x, n) with (y, m), nor do they have for m = 0 a uniform weight. 
We now turn to the multi-variable case. In order to keep the notation simple in this case, we introduce a prefactor c n and a sign s n , both depending on an index n by
With the help of these definitions we can write the definition of the functions E n;m (x; y; q) uniformly as E n;m (x; y; q) = 
Please note that this definition is asymmetric in the quadruplets (n 1 , m 1 , x 1 , y 1 ) and (n 2 , m 2 , x 2 , y 2 ). Let us briefly discuss the weights of the individual pieces. The first term, consisting of products of the form
is of weight w 1 = n 1 + n 2 + m 1 + 2o, while the quadruple sum of the form
is of weight w 2 = n 1 + n 2 + m 1 + m 2 + 2o. For m 2 = 0 the two weights coincide.
For o > 0 we can express this function as an o-fold iterated integral over q (the variables x 1 , x 2 , y 1 and y 2 are treated as constants in the integration): In eq. (92) the asymmetry with respect to the quadruplets (n 1 , m 1 , x 1 , y 1 ) and (n 2 , m 2 , x 2 , y 2 ) manifests itself by the fact, that the constant part with respect to the Taylor expansion in q is subtracted out from E n 1 ;m 1 (x 1 ; y 1 ; q), but not from E n 2 ;m 2 (x 2 ; y 2 ; q). This subtraction ensures that the integrand has a Taylor expansion starting at q 1 . Therefore the integral is well defined at the lower integration boundary q = 0 and no regularisation is needed.
Let us write an explicit example. At depth two there is only one combination of indices, which will appear in the results of this paper. The indices are given by (n 1 , n 2 ) = (0, 1), (m 1 , m 2 ) = (−2, 0) and 2o = 4. We have E 0,1;−2,0;4 (x 1 , x 2 ; y 1 , y 2 ; −q) = (93) 1 i ELi 2;0 (x 1 ; y 1 ; −q) − ELi 2;0 x −1
The corresponding integral representation reads
The result for S
(1)
(2,t)
In this section we present the O(ε 1 )-term S 111 (2,t) of the ε-expansion of S 111 (2 − 2ε,t) is given by
with E (0) = E 2;0 (w 1 ; −1; −q) + E 2;0 (w 2 ; −1; −q) + E 2;0 (w 3 ; −1; −q) .
This motivates the following ansatz for S (1) 111 (2,t):
We find that E (1) is given by The first line gives all terms proportional to the O(ε 0 ) result E (0) . These terms are all of weight one, multiplying E (0) , which is of weight two, yielding the total weight three. The second and third line contain terms, which depend on the variables w j , but not explicitly on q. These are ordinary multiple polylogarithms. Terms like these are expected, since S (1) 111 (2,t) depends not only on the graph polynomial F , but also on the graph polynomial U. The ordinary multiple polylogarithms are all of weight three. The next four lines contain functions of depth two. Surprisingly, we only encounter the function E 0,1;−2,0;4 , which is of weight 1 − 2 + 4 = 3. The last line gives probably the most interesting part: It contains the elliptic polylogarithm E 3;1 , an elliptic generalisation of the Glaisher function Gl 3 according to eq. (86). The elliptic polylogarithm E 3;1 is not homogeneous in the weight, having parts of weight 3 and parts of weight 4. The occurrence of E 3;1 is discussed in more detail in section 10.
Furthermore, the result shows an explicit ln(2). These ln(2)-terms are spurious and cancel with ln(2)-terms from E 1;0 (−1; 1; −q) and E 0,1;−2,0;4 (w j , −1; −1, 1; −q).
The result for the sunrise integral around four space-time dimensions
In this section we discuss dimensional-shift relations, which relate the integrals S 111 (4 − 2ε,t) and S 111 (2−2ε,t). This allows us to express the finite part S
111 (4,t) of the sunrise integral around four space-time dimensions in terms of the already calculated integrals S (0) 111 (2,t) and S (1) 111 (2,t). 
From eq. (5) we find
For a fixed space-time dimension we can always reduce any integral to a linear combination of sunrise master integrals and simpler integrals. Inverting the relations, which relate integrals in D dimensions to integrals in (D + 2) dimensions, we can express S 111 (4 − 2ε,t) in terms of four sunrise master integrals for D = 2 − 2ε and simpler tadpole integrals. A possible basis of sunrise master integrals is given by
where the remainder function R (0) contains the contributions from the tadpoles. The differential operator L (−1) 3 (2) factorises again:
with L
The explicit expressions for the differential operator L
3 (2) and the remainder function R (0) are rather long and not provided here. We have used eq. (102) internally for the determination of the integration constants C 1 and C 2 .
In order to present our final result on S
111 (4,t) it is better to use an alternative basis of sunrise master integrals given by
This is the basis of sunrise master integrals used in [6] . We recall that
Let us define for k ∈ {−1, 0} two partial differential operators
For k = −1 the coefficients are given by
while for k = 0 we have
Please note that all coefficients ofL
(2) vanish in the equal mass case. For S
111 (4,t) we find
The notation (i, j, k) ∈ Z 3 stands for a sum over the three cyclic permutations of (1, 2, 3 (98) is the main result of this paper.
For completeness we list also the divergent terms of S 111 (4 − 2ε,t). These read
The equal mass case
This section is devoted to the equal mass case m 1 = m 2 = m 3 = m. In the equal mass case the result for the sunrise integral around four space-time dimensions is significantly simpler. We have already seen that the contribution from S
111 (2,t) in eq. (110) drops out in the equal mass case. Furthermore we have now a second-order differential equation for all D [7] :
. A convenient basis of sunrise master integrals is therefore
In terms of this basis the dimensional-shift relation simplifies and we have
For the coefficients of the ε-expansion we have now 
Weights
In this section we discuss in more detail the transcendental weights associated with individual terms and in particular the occurrence of the functions E 3;1 .
The building blocks of all our expressions are the multiple polylogarithms of the form
the generalisation of the classical polylogarithms to the elliptic case
and quadruple sums of the form
For
..x k = 1, y 1 = y 2 = 1 and q = 1 the summand is in all cases a homogeneous function of the summation variables. We defined the transcendental weight as the negative of the degree of homogeneity with respect to the summation variables in this case. Thus eq. (116) is of weight w 1 = n 1 + n 2 + ... + n k , eq. (117) is of weight w 2 = n 1 + m 1 , and eq. (118) is of weight
With this weight counting, the function
is of weight 4 and we would like to discuss the occurrence of this function in the result for S (1) 111 (2,t). It turns out, that the occurrence of this function can be related to the fact that ln q
should be counted as weight 2. The latter fact can be seen as follows: We have for example
Thus an integration with respect to d ln q = dq/q increases the weight by 2. The final result for S (1) 111 (2,t) does not contain any ln q-terms, however a convenient method for calculating S
111 (2,t) splits the integral into two parts, each part containing ln q-terms. The ln q-terms cancel in the sum, but leave the functions ELi 3;1 as remainders.
In order to understand how this happens, it is sufficient to consider the equal mass case
111 (2,t). In the equal mass case the differential equations for S (1) 111 (2,t) (and S (0) 111 (2,t)) simplify and we find with
the following differential equations
111 (2,t).
In order to find S (1) 111 (2,t), let us make the ansatz that S (1) 111 (2,t) consists of a part proportional to S (0) 111 (2,t) and a remainderS (1) 111 (2,t):
The differential equation forS
We are free to choose F 1 (t) (different choices for F 1 (t) will lead to different expressions for S (1) 111 (2,t)) and a convenient choice for F 1 (t) will be the one, which eliminates dS
111 (2,t)/dt on the right-hand side of eq. (126). This amounts to the choice
and hence
It turns out that this choice does not only eliminate the terms proportional to the derivative of S
111 (2,t), but also the terms proportional to S .
The inhomogeneous term of this differential equation is significantly simpler than the generic inhomogeneous term of eq. (126). But please note that F 1 (t) andĨ 2,equal (t) contain both terms proportional to ln(t) (which can be related to ln(−q)-terms).
In order to determineS (1) 111 (2,t) from eq. (129) one needs first the homogeneous solutions. These are spanned by ψ 1 and ψ 2 , defined in eq. (31) . For the case at hand it will be convenient to use instead of the basis {ψ 1 , ψ 2 } the basis given by
We then write the full solution as S (1) 111 (2,t) = c 1 ψ 1 + c 2 ψ 1 ln (−q) +S (1) 111,special (2,t) 
In the following we will denote by
the p-th root of unity. ForS Of particular relevance for the weight 4 part is the term 3 ln(−q). We have 
We note that eq. (137) contains terms of weight 3 and 4. The term proportional to ln(−q) in eq. (137) cancels the corresponding logarithmic singularity of ln(−q) (or equivalently ln(t)) in F 1 (t)S
111 (2,t). The second term proportional E 3;1 explains the occurrence of E 3;1 in the final result for S (1) 111 (2,t) in eq. (98).
Conclusions
In this paper we presented the result for the O(ε 1 )-part of the sunrise integral around two spacetime dimensions. The result is expressed in terms of generalisations of the Clausen and Glaisher functions towards the elliptic case. The O(ε 1 )-part gives us information on elliptic generalisations of multiple polylogarithms of depth greater than one. It is worth noting that the O(ε 1 )-part of the sunrise integral around two space-time dimensions contains terms of weight three and four. It is not of uniform weight. We discussed in detail the occurrence of the weight four terms. Using dimensional-shift relations we expressed the finite part of the sunrise integral around four space- 
