In this paper we prove the existence and uniqueness of mild solutions for impulsive fractional integro-differential evolution equations with infinite delay in Banach spaces. We generalize the existence theorem for integer order differential equations to the fractional order case. The results obtained here improve and generalize many known results.
Introduction
The differential equations of fractional order have emerged as a new branch of applied mathematics used in many mathematical models in science and engineering. The theory of fractional differential equations has been extensively studied by many authors [2] , [3] , [4] , [12] , [13] , [17] , [18] , [20] , [21] , [23] .
This paper is concerned with the existence and uniqueness of mild solutions of Cauchy problems for the impulsive fractional integro-differential Recently, the authors of [3] , [4] , [12] , [17] , [20] have studied the existence and uniqueness of mild solutions for impulsive fractional integro-differential evolution equations with delay or neutral ones. In [2] , [13] , [14] , [18] , [21] , [23] , existence and uniqueness results of mild solutions for the problem (1.3) are presented. In order to obtain the existence of mild solutions in these articles, usually, the compactness condition of sectorial operators or nonlinearity and pulse items, restrictive conditions on a priori estimation are used, the Lipschitz condition of pulse items is used to obtain the existence and uniqueness. In [1] and [14] , the authors used the Kuratowski measure of noncompactness without the compactness assumption on the associated family of operators to obtain the existence of mild solutions for semilinear fractional integro-differential equations, some restrictive conditions on a priori estimation and noncompactness measure estimation, for example,
D α t x(t) = Ax(t) + h(t, x(t), Bx(t)), t ∈ J, t = t i , Δx(t i
are still used in [1] and [14] . However, so far we have not seen existence and uniqueness results of mild solutions for the problem (1.1). In this paper, using the Kuratowski measure of noncompactness and progressive estimation method, we prove the existence and uniqueness of mild solutions for the problems (1.1), (1.2) and (1.3). The Lipschitz condition of pulse items, some restrictive conditions on a priori estimation and noncompactness measure estimation have been removed. Our results improve and generalize some corresponding results in [1] , [2] , [4] , [5] , [6] , [12] , [13] , [14] , [17] , [18] , [21] , [22] , [23] . As an application, two non-compact semigroups examples are given.
The paper is organized as follows. In Section 2 we give some basic concepts and lemmas. In Section 3 we discuss the existence and uniqueness of mild solutions for the problems (1.1), (1.2) and (1.3). Two examples are given in Section 4. Our results are based on the properties of equicontinuous semigroups and the ideas and techniques in Xie [24] .
Preliminaries
Let X be a complex Banach space with norm · and L(X) represents the Banach space of all bounded linear operators from X into X and the corresponding norm is denoted by · L(X) . C(J, X) is the Banach space of all continuous functions from J into X with the norm x C = sup t∈J x(t) .
We introduce the space
, X) and we represent by x(0) the right limit at zero. [10] we know that the set V ⊆ P C ([0, b] , X) is relatively compact if and only if each set
Definition 2.1. [8] The phase space B is a linear space of functions mapping (−∞, 0] into X endowed with a semi-norm · B . we will assume that B satisfies the following axioms:
(B) The space B is complete.
The two parameter Mittag-Lefller function is defined as follows:
where C is a contour which starts and ends at −∞ and encircles the disc |μ| ≤ |z| 1 α counter clockwise. An interesting property related with the Laplace transform of the Mittag-Leffler function is the following:
See [19] for more details. 
The sectorial operators are well studied in the literature. For details, see [7] . 
where S γ (t) is called the solution operator generated by A, T γ (t) is the γ-resolvent family generated by A (see [4] and the references therein). 
and B r denotes the Bromwich path.
Applying the Riemann-Liouville fractional integrable operator of order α on both sides, we get
where g α * (Ax + f x)(t) is the convolution of g α (t) and (Ax + f x)(t). Using initial conditions, we get c 1 
Applying the Riemann-Liouville fractional integral operator, we get
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Similarly, if t ∈ (t k , t k+1 ], we have
In general, the above equation can be expressed as
where
Taking the Laplace transformation of equation (2.3), we get
(2.4) Taking the inverse Laplace transformations of (2.4), we have
We directly give the definition of mild solutions for the problems (1.2) and (1.3). Ref. [4] , [23] . 
where S α (t) (0 < α < 1) is given by (2.2). 
where S α (t) and T α (t) (0 < α < 1) are given by (2.2).
See [15] for more details. We denote by β(·) the Kuratowski measure of noncompactness of X. (1).
Then F has a fixed point in Ω.
Main results
First, We make the following hypotheses. (H 2 ), (H 2 ) are the following conditions on a certain function σ(·). each x ∈ B, the function t → g(t, x) is strongly measurable and x → g(t, x) is continuous for almost all t ∈ J.
(2) There is an integrable function p g : J → R + such that
(H 1 ) The function g(·) is continuous, g(t, 0) = 0 and there is a constant
(H 2 ) The function σ : J × B × X → X satisfies the following conditions:
(
1) For each (x, y) ∈ B × X, the function t → σ(t, x, y) is strongly measurable and (x, y) → σ(t, x, y) is continuous for almost all t ∈ J.
(2) There is a constant d ≥ 0 and a bounded measure function p σ : J → R + such that 
(s) . Then F is well defined with values in S(b).
In addition, from the axioms of phase space, the Lebesgue dominated convergence theorem, the conditions (H 1 ), (H 2 ) and (H 3 ), we can show that F is continuous (ref. [4] , [15] ).
First, we show that the set 
By well-known Gronwall lemma and (3.2), there is a constant G 0 > 0 independent of z and λ ∈ (0, 1), such that z(t) ≤ G 0 , t ∈ J 0 , and so
It follows from this and (H 3 ) that
3) and boundedness of g(t 1 , z t 1 ) we obtain that
Thus there is a constant G 1 > 0 independent of z 1 and λ ∈ (0, 1) such that
Similarly, we can show that there is a constant
Let R > G and
Then Ω R is a bounded open set and 0 ∈ Ω. Since R > G, we know that x = λF x for any x ∈ ∂Ω R and λ ∈ (0, 1). Second, we verify that all the conditions of Lemma 2.3 are satisfied. Let V ⊂ Ω R be a countable set and V ⊂ co({0} ∪ F (V )). Then
Since S q (t), T q (t) (t ∈ J) are strongly continuous, by (H 1 ), (H 2 ), (H 3 ) and (3.1), it is easy to prove that F V is equicontinuous on every J i (i = 0, 1, · · · , m). From this and (3.4) implies that V is equicontinuous on J i . In the following, without loss of generality, we do not distinguish
When t ∈ J 0 , by measure of noncompactness properties, (3.1), (H 1 )(3), (H 2 )(3) and Lemma 2.2, we have
Since BV is bounded and equicontinuous on J, Lemma 2.2 implies that
. From this and (3.5) we get that
Thus β(V (t)) = 0, t ∈ J 0 and V is a relative compact set in C(J 0 , X). Since
When t ∈ J 1 , we have by (3.6),
Thence β(V (t)) = 0, t ∈ J 1 , and V is a relative compact set in C (J 1 , X) . Similarly, we can show that V is a relative compact set in C(J i , X) (i = 2, 3, · · · , m). Therefore V is a relative compact set in S(b). In view of Lemma 2.3, we conclude that F has a fixed point z ∈ Ω R , then z + y is a mild solution of the problem (1.1). 
for any bounded set V ⊂ P C ([0, b] , X). Theorem 3.1 implies that the problem (1.1) has at least one mild solution.
Next, we prove the uniqueness. Let u, v ∈ Ω R be two fixed points of the operator F defined by (3.1).
When t ∈ J 0 = [0, t 1 ], we have
When t ∈ J 1 , it is easy to get
Similarly, we can prove that
The proof of the following results follow with minor modifications from the related problem (1.1). Hence the proofs are omitted. 
Then Q is well defined with values in P C(J, X) and continuous (ref. [4] ). Now, we show that the set
(3.7) From this and the Gronwall lemma, there is a constant G 0 > 0 independent of z and λ ∈ (0, 1), such that z(t) ≤ G 0 , t ∈ J 0 . The rest of the proof is similar to Theorem 3.1. we omit it. 
Application
In this section, two examples of non-compact semigroups illustrate the obtained results.
Let B be the phase space It is well known that A is the infinitesimal generator of a strongly continuous cosine family (C(t) t∈R on X and C(t) L(X) = 1 for t ∈ R.
Consider the following impulsive fractional integro-differential equation:
where D α t is the Caputo fractional derivative operator with order α ∈ (0, 1), 0 < t 1 < t 2 < · · · < t m < 1 are prefixed numbers and z ∈ X, ϕ ∈ B.
where Bu(t, x) = 
where L f = max{sup 0≤t≤b d(t), 1}. All conditions of Theorem 3.2 are satisfied, so the system (4.3) has a unique mild solution. However,
the restrictive conditions (1.4) and (1.5) are not satisfied. 
It follows from Theorem 3.6 that the problem (4.4) has a unique mild solution. However,
