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We recall that any combination of linear equation and inequality constraints can be written in the form (1) if additional variables are allowed into the problem. Let p be a 1 by n matrix, and C be an n by n symmetric matrix. We shall write the objective function, the (partly) quadratic function to be extremized subject to (1), as An important restriction must be placed on the quadratic part, C, of the objective function in order to ensure the success of the computational method: the function / must be convex, that is, C must be positive semidefinite. This condition apparently essential, in the present state of the art, to all nonlinear programming schemes ensures that any local minimum encountered in the problem will be the global solution desired. Algebraically, the assertion of positive semidefiniteness for C is that (4) x'Cx > 0 for all x.
In economic problems, it is the ascription of nonincreasing returns to scale for all activities, since the marginal cost of changing from the program x to the program x + Ax is given by d t(A,x + t Ax) = x A-xC Ax -F tAx'C A4ax, which will be a nondecreasing function of t. We shall assume it from now on. A more detailed discussion of the role of this property in quadratic programming is given in [4] . A number of proposals for the computational solution of quadratic programnming problems have been made in the last two years; those which seem suited to high-speed digital computers are given in References [1]--[6] below. Barankin and Dorfman [1] first pointed out the linear formulation of the quadratic problem, inspiring the present approach; our Section 2 is taken, with changed notation, from Sections 1 and 3 of [1] .
The principal respect in which the present method differs from these is in using only the computational mechanisms of the Simplex Method for linear programming problems. It is therefore a simple matter to convert a computing machine code for linear programming into one for quadratic programming; the SHARE linear programming code for the IBM 704 requires modification in eleven instructions for this purpose.
In the sequel this method is developed in two forms, "short" and "long." The computations of the long form are like those of the short, but are aimed at solving the quadratic problem (3) for all A > 0 and at the same time avoiding certain restrictions on the use of the short form. The table below summarizes the conditions for use of these methods. The estimate of the number of Simplex Method changes-of-basis needed to solve the problem is based on experience like that described in Section 6. The coinditions (6) and (7) especially as necessary, rather than sufficient, conditions are essentially those of the "saddlepoint" theorem of Kuhn and Tucker [9] . In the present form, the result is due to Barankin and Dorfman Since the computational step of the Simplex Method can be used to explore basic solutions, Barankin and Dorfman have accordingly proposed use of the method, beginning with an arbitrary basic solution of (9), to reduce v'x to zero. One method which accomplishes this is given in [4] , but it is more complicated, and probably slower, than the present algorithm.
Markowitz, on the other hand, has suggested a method [6] for the "portfolio" problem (equivalent to solving the quadratic problem for all A > 0) which begins with constraints looser than (9) and which, while retaining (8) v'x 0, should alter the variables until (9) obtains. The method described here exploits this ingenious idea, differing from the proposal of [6] in keeping to a linear programming format.
Here we present the computational algorithms for the minimization of Apx + 1/2 x'Cx subject to x > 0, Ax b. First is given the "short form," for 2 fixed, whose convergence requires that either 2 0 or that C be positive definite; next is given the "long form," solving the quadratic problem "parametrically" for all 2 > 0, which does not need C positive definite, but which involves two recursions of the "short form" type. We shall suppose below, relying on [7] , that the constraints Ax = b and the constraints employed below are all nondegenerate.
Short Form
Let zl, z2, and w be respectively n-, n-, and m-component vectors. We begin with the set of relations
Cx-v+A'u+zl Note. E. M. L. Beale recently communicated an elegant modification of the "short form" procedure above which permits its use in the case that the quadratic form is only positive semidefinite instead of definite. It consists essentially in calculating the effect of a "virtual perturbation" of C which involves replacing Cjj by Cii + y1, j = 1, . . . , for arbitrarily small 6, so that the algorithm can operate as if a positive definite form were employed.
EXAMPLE
As an example for calculating with both the short form and the long form, we shall solve the problem The solution here for A = 1 is given directly from Basis 8 (cf. formula 22) for t 1/2 as (0,1/2,3/2), the same answer the short form gave.
PROOFS
The burden of this Section is to prove the statements regarding the two terminations of the recursions of Section 3.
The While the elimination is simple to perform, we have not employed it in calculation, for the reason that it is not likely, in problems whose matrices have many zero entries, to decrease very greatly the number of nonzero entries; and it is this latter number which, to a considerable extent, determines the speed of computation in sophisticated versions of the simplex method. This must be kept in mind when estimating the relative efficiencies of procedures of this sort; in this procedure, the bulk of the data consists of the entries of C and twice those of A. In the large problem described below, these data were only 1660 in number, although the resulting linear programming problem had 204 equations and 714 variables.
A revision of the SHARE Linear Programming code for the IBM 704 computer has been made for the solution of quadratic programming problems. This code can be used for either the short form or the long form as described above, or in an alternate version which first gets the solution to the linear problem obtained by dropping the quadratic form, and then proceeds to obtain the solutions for all A > 0. The code has been used on a variety of problems, the largest of which, concerned with the allocation of a strategic material, had 90 constraints and 192 variables, 78 of which were "slacks." This problem required 359 simplex method changes-of-basis during 230 minutes for the complete long form solution.
