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The split Bregman framework for Osher-Sole´-Vese (OSV) model and fourth or-
der total variation flow are studied. We discretize the problem by piecewise con-
stant function and compute ∇(−∆av)−1 approximately and exactly. Furthermore,
we provide a new shrinkage operator for Spohn’s fourth order model. Numerical
experiments are demonstrated for fourth order problems under periodic boundary
condition.
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1 Introduction
A gradient flow has been of great interest in mathematics and mathematical physics because
several evolution equations can be regarded as the gradient flows. For example, mathematical
models in materials sciences including the Allen-Cahn equation and mean curvature flow can
be regarded as second order L2-gradient flows. The Cahn-Hilliard equation is interpreted as a
fourth-order H−1-gradient flow.
We are interested in several important examples of gradient flows which are of the form
∂u
∂t
∈ −∂HE(u) for t > 0, (1)
where H is a Hilbert space, E : H → R∪{∞} is a convex, lower semi-continuous functional and
the subdifferential ∂H is defined as
∂HE(u) = {p ∈ H : E(v)− E(u) ≥ (p, v − u)H for all v ∈ H} . (2)
In this paper, we consider gradient flows (1) with convex energy E but may be very singular.
We give a few examples. Spohn [36] has proposed a mathematical model for the relaxation of a
crystalline surface below the roughening temperature;
ut = −∆
(
div
(
β
∇u
|∇u| + |∇u|
p−2∇u
))
, (3)
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where β > 0 and p > 1. Kashima [24] has presented this model as a fourth order H−1-gradient
flow for energy functional
E(u) = β
∫
Ω
|Du|+ 1
p
∫
Ω
|Du|p. (4)
Furthermore, the total variation flow, which is the gradient flow for total variation energy, has
been studied well in image processing. In 1992, Rudin, Osher and Fatemi [35] have introduced
the total variation to image denoising and reconstruction. Their model, which is known as the
Rudin-Osher-Fatemi (ROF) model, is described as
u = argmin
u∈L2(Ω)
{∫
Ω
|Du|+ λ
2
‖u− f‖2L2(Ω)
}
, (5)
where Ω ⊂ R2 is bounded domain and f : Ω → R is a given noisy image. This introduces the
second order total variation flow
ut = div
( ∇u
|∇u|
)
+ λ(u− f). (6)
On the other hand, Osher, Sole´ and Vese [33] have introduced the H−1 fidelity and provided
Osher-Sole´-Vese (OSV) model
u = argmin
u∈H−1(Ω)
{∫
Ω
|Du|+ λ
2
‖u− f‖2H−1(Ω)
}
, (7)
where H−1(Ω) = (H10 (Ω))∗. Their model performs better on textured or oscillatory images.
Equation (7) gives the fourth order total variation flow
ut = −∆
(
div
( ∇u
|∇u|
))
+ λ(u− f). (8)
Performing numerical computations for the ROF model, the OSV model and total variation
flow have difficulties because of its singularity. Several studies have suggested numerical schemes
for the ROF model and second order total variation flow. Especially, the split Bregman frame-
work is well-known as an efficient solver for the ROF model. The aim of this paper is to provide
a new numerical scheme, which is based on the backward Euler method and split Bregman
framework, for fourth order total variation flow and Spohn’s fourth order model. Numerical
experiments are demonstrated for fourth order problems under periodic boundary condition.
The split Bregman method, which is based on the Bregman iterative scheme [2], has been
studied and performed in image processing (for example, see [31]). Goldstein and Osher [20] have
proposed the alternating split Bregman method. Their method separates the “L1” minimization
part and “L2” part. The alternating split Bregman method has several advantages. They have
mentioned that the “L2” part is differentiable, and the shrinking method can be applied to the
“L1” part for the ROF model. Therefore it is extremely efficient solver and easy to code. The
split Bregman framework can be performed for second order total variation flow easily. For
example,
ut = div
( ∇u
|∇u|
)
(9)
introduces the subdifferential formulation ut ∈ −∂F (u), where F (u) =
∫
Ω |Du|. We let ut ≈
(uk+1−uk)/τ and apply the backward Euler method to the subdifferential formulation, then we
obtain
uk+1 = argmin
u∈L2(Ω)
{∫
Ω
|Du|+ 1
2τ
‖u− uk‖2L2(Ω)
}
, (10)
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where τ is time step size. This is essentially the same problem as the ROF model, therefore the
split Bregman framework can be applied to second order total variation flow.
In this paper, we propose the split Bregman framework for the OSV model (7), fourth order
total variation flow
ut = −∆
(
div
( ∇u
|∇u|
))
(11)
and Spohn’s fourth order model (3). For simplicity, we consider one-dimensional torus T. We
introduce spatial discretization by piecewise constant functions, then we compute ∇(−∆av)−1vh
for piecewise constant function vh approximately or exactly. We apply the discrete gradient
and discrete inverse Laplacian in our first scheme. In our second scheme, we calculate the
inverse Laplacian for piecewise constant functions directly by using the second degree B-spline,
which is continuously differentiable piecewise polynomials. The problem can be reduced into a
minimization problem on the Euclidean space, which is included in earlier studies for the ROF
model. Therefore we can apply the split Bregman framework to fourth order problems. Several
theoretical results such as the convergence [5] can be applied to our scheme directly. Both of our
two schemes are demonstrated for fourth order problems, and we can check that they perform
quite well. Furthermore, we introduce a new shrinkage operator for Spohn’s fourth order model.
This enables to perform the numerical experiment for the relaxation of a crystalline surface
below the roughening temperature quite effectively. Our scheme can be extended to fourth
order problems on the two-dimensional torus. We also suggest a shrinkage operator for two-
dimensional Spohn’s model.
Let us quickly overview some earlier results. There are many mathematical studies for the
second and fourth order total variation flow. The well-posedness for fourth order total variation
flow can be proved by considering the right hand side in (11) as a subdifferential of a total
variation in H−1(Ω) (see [24]). This enables us to use the theory of maximal monotone operators
[27, 3]. On the other hand, Elliott and Smitheman [9] have proved the well-posedness for
fourth order total variation flow by using the Galerkin method. Adjusting the methods in [15],
Giga, Kuroda and Matsuoka [16] have established the extinction time estimate under Dirichlet
boundary condition. Numerical computations which include anisotropic diffusion are performed
in [29] for second order models. Note that even for the second order total variation flow (9),
because of singularity at ∇u = 0, the speed of evolution is determined by nonlocal quantities.
Therefore the definition of the solution itself is nontrivial. For the second order model, the
comparison principle holds, and the theory of viscosity solutions is applicable to show well-
posedness for a wide class of total variation type equations [12, 13]. However, for the fourth
order problem, the comparison principle does not hold in general (see [11, Theorem 3.7]), and
the theory of viscosity solutions is not applicable. For more details of mathematical analysis,
we refer the reader to [11] and references therein.
Several studies have considered the fourth order problem under periodic boundary condition.
Kashima [25] has studied the characterization of subdifferential in H−1av (Td). The exact profile
of the fourth order total variation flow has been studied in [11]. The extinction time estimate
under periodic boundary condition has been established in [15]. A duality based numerical
scheme which applies the forward-backward splitting has been proposed in [17]. Kohn and
Versieux [26] have performed the numerical computation for Spohn’s model. Their numerical
scheme is based on the backward Euler method, mixed finite element method and regularization
for singularity. They have proved the convergence by combining the regularization error estimate
with temporal and spatial semidiscretization error estimates.
The application of the split Bregman framework to crystalline flow has also been studied
through what is called a level-set method. A crystalline mean curvature flow has been proposed
independently in [1] and [37]. Oberman, Osher, Takei and Tsai [30] have proposed applying
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the split Bregman framework to the level-set equation of mean curvature flow. Pozˇa´r [34] has
studied self-similar solutions of three dimensional crystalline mean curvature flow and presented
a numerical scheme which is based on the finite element method and split Bregman framework.
However, all calculations given there are for the second order model.
A level-set method for mean curvature flow interprets the motion of curvature flow by a
level-set of a solution of
∂u
∂t
− |∇u|div
( ∇u
|∇u|
)
= 0. (12)
It is a powerful tool to calculate evolution which experiences topological change. It was intro-
duced by Osher and Sathian [32] as a numerical way to calculate the mean curvature flow. Note
that the level-set mean curvature equation (12) looks similar to (9). However, the singularity
of (12) at ∇u = 0 is weaker than one of (9) because of the multiplier |∇u|. Therefore it is not
necessary to study nonlocal quantities for the level-set mean curvature equation. Its analytic
foundation such as well-posedness and comparison principle has been established in [8, 10]. For
more details, we refer the readers to [14]. Very recently, the analytic foundation of the level-set
method is extended to crystalline flow by Pozˇa´r and the first author [18, 19] and Chambolle,
Morini and Ponsiglione [7] and with Novaga [6] independently. Their methods are quite different.
This paper is organized as follows. Section 2 states the definition of H−1av (T) and the total
variation. We introduce the discretization by piecewise constant functions in Section 3. Further-
more, we propose two schemes for reducing ‖ · ‖H−1av (T) into Euclidean norm. Section 4 presents
the split Bregman framework for the OSV model and fourth order total variation flow prob-
lem. In Section 5, we describe the shrinking method for Spohn’s model. This report presents
numerical examples on one-dimensional torus in Section 6. Finally, we extend our scheme to
two-dimensional fourth order problems under periodic boundary condition in Section 7.
2 Preliminary
2.1 Fourier analysis on the torus T
First, we review some of the standard facts on the Fourier analysis for one-dimensional torus
T = R/Z. In this paper, we regard T as an interval [0, 1] with periodic boundary condition.
The Fourier transform for f ∈ L1(T) and definition of Sobolev space on R are explained in
[21, Chapter 3] and [22, Chapter 1.3], respectively. Let D(T) be the complex-valued function
space C∞(T) endowed with the usual test function topology and D′(T) be its dual. The Fourier
coefficient f̂T (ξ) ∈ C for f ∈ D′(T) is defined by the generalized Fourier transform (for example,
see [23, Chapter 5]);
f̂T (ξ) = 〈f, e−2piiξx〉D′(T),D(T). (13)
The generalized Fourier transform satisfies similar properties to Fourier transform for f ∈ L1(T),
for example,
d̂f/dxT (ξ) =
〈
f,
d
dx
e−2piiξx
〉
D′(T),D(T)
= −2piiξf̂T (ξ) (14)
for all f ∈ D′(T). Furthermore, the Fourier coefficients f̂T (ξ) ∈ C satisfies
f(x) =
∑
ξ∈Z
f̂T (ξ)e
2piiξx (15)
for all f ∈ D′(T) (see [23, Chapter 8.2]). In this Fourier series, the convergence should be
understood in the natural topology of D′(T). It is well-known that D(T) is dense in L2(T),
therefore we have L2(T) ' (L2(T))∗ ⊂ D′(T), where (L2(T))∗ is the dual space of L2(T) (for
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example, see [4, Chapter 5.2]). Using the generalized Fourier transform, the Lebesgue space and
the Sobolev space on T are defined as follows:
L2(T) =
f ∈ D′(T) : ∑
ξ∈Z
|f̂T (ξ)|2 <∞
 , (16)
H1(T) =
f ∈ L2(T) : ∑
ξ∈Z
ξ2|f̂T (ξ)|2 <∞
 =
f ∈ D′(T) : ∑
ξ∈Z
(1 + ξ2)|f̂T (ξ)|2 <∞
 , (17)
H−1(T) =
f ∈ D′(T) : ∑
ξ∈Z
(1 + ξ2)−1|f̂T (ξ)|2 <∞
 . (18)
Note that the duality pairing can be described formally as
〈f, g〉H−1(T),H1(T) =
∑
ξ∈Z
f̂T (ξ)ĝT (ξ) =
∫
T
f(x)g(x) dx (19)
for all f ∈ H−1(T) and g ∈ H1(T).
2.2 The inverse Laplacian (−∆av)−1
We consider the functions on T whose average are equal to zero. Let
L2av(T) =
{
f ∈ L2(T) :
∫
T
f(x) dx = 0
}
, (20a)
H1av(T) = L2av(T) ∩H1(T) =
{
f ∈ H1(T) :
∫
T
f(x) dx = 0
}
, (20b)
H−1av (T) =
{
f ∈ H−1(T) : 〈f, 1〉H−1(T),H1(T) = 0
}
. (20c)
These definitions agree with the following ones:
L2av(T) =
f ∈ D′(T) : ∑
ξ 6=0
|f̂T (ξ)|2 <∞ and f̂T (0) = 0
 , (21)
H1av(T) =
f ∈ D′(T) : ∑
ξ 6=0
ξ2|f̂T (ξ)|2 <∞ and f̂T (0) = 0
 , (22)
H−1av (T) =
f ∈ D′(T) : ∑
ξ 6=0
ξ−2|f̂T (ξ)|2 <∞ and f̂T (0) = 0
 . (23)
It is easy to check that each of these spaces are Hilbert space endowed with the inner products
(f, g)L2av(T) =
∑
ξ 6=0
f̂T (ξ)ĝT (ξ), (24a)
(f, g)H1av(T) =
∑
ξ 6=0
4pi2ξ2f̂T (ξ)ĝT (ξ), (24b)
(f, g)H−1av (T) =
∑
ξ 6=0
1
4pi2
ξ−2f̂T (ξ)ĝT (ξ), (24c)
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respectively. These inner products introduce the norms ‖ · ‖L2av(T), ‖ · ‖H1av(T) and ‖ · ‖H−1av (T). It
is easy to check that
‖f‖L2av(T) = ‖f‖L2(T) for all f ∈ L2av(T), (25)
‖f‖H1av(T) = ‖df/dx‖L2(T) for all f ∈ H1av(T). (26)
Fix u ∈ H1av(T) arbitrarily. Let c(ξ) = 4pi2ξ2ûT (ξ) ∈ C and f(x) =
∑
ξ∈Z c(ξ)e
2piiξx, then
we have c(0) = 0 and
∑
ξ 6=0 ξ
−2|c(ξ)|2 = 16pi4∑ξ 6=0 ξ2|ûT (ξ)|2 < ∞. This implies f ∈ H−1av (T).
Moreover,
−∆u(x) =
∑
ξ∈Z
(̂−∆u)T (ξ)e2piiξx =
∑
ξ∈Z
4pi2ξ2ûT (ξ)e
2piiξx = f(x), (27)
where −∆u = −d2u/dx2. Consequently, u = (−∆av)−1f defines (−∆av)−1 : H1av(T)→ H−1av (T).
We call this operator the inverse Laplacian. Let f ∈ H−1av (T) and u = (−∆)−1av f ∈ H1av(T), then
we have
‖f‖2
H−1av (T)
= ‖ −∆u‖2
H−1av (T)
=
∑
ξ 6=0
1
4pi2
ξ−2(̂−∆u)T (ξ)(̂−∆u)T (ξ)
=
∑
ξ 6=0
4pi2ξ2|ûT (ξ)|2 = ‖u‖2H1av(T).
This implies
‖f‖H−1av (T) = ‖(−∆av)−1f‖H1av(T) = ‖∇(−∆av)−1f‖L2(T) (28)
for all f ∈ H−1av (T), where ∇ = d/dx.
2.3 Bounded variation and H−1 fidelity for the torus T
We recall the spaces of functions of bounded variation in one-dimensional torus.
Definition 1 (Definition 3.3.13 of [21]). For a measurable function f on T which is defined
everywhere, we define the total variation as
∫
T
|Df | = ess sup

M∑
j=1
|f(xj)− f(xj−1)| : 0 = x0 < x1 < · · · < xM = 1
 , (29)
where the supremum is taken over all partition of the interval [0, 1]. we say f is bounded variation
if the total variation of f is bounded. Moreover, we define
BV (T) =
{
v ∈ D′(T) :
∫
T
|Df | <∞
}
. (30)
Remark. In the definition, D can be regarded as the distributional derivative, and Df can be
identified with a signed Borel measure.
Remark. The total variation on a general open set Ω ⊂ Rd is defined as∫
Ω
|Dv| = sup
{
−
∫
Ω
u(x) div φ(x) dx : φ ∈ C∞0 (Ω;Rd) and ‖φ‖L∞(Ω) ≤ 1
}
, (31)
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and the space of bounded variation is defined as
BV (Ω) =
{
v ∈ L1(Ω) :
∫
Ω
|Dv| <∞
}
. (32)
It is well-known that if v ∈W 1,1(Ω), then∫
Ω
|Dv| =
∫
Ω
|∇v| dx = |v|W 1,1(Ω), (33)
and therefore W 1,1(Ω) ⊂ BV (Ω) ⊂ L1(Ω).
We define the functional Φ : H−1av (T)→ R ∪ {∞} as
Φ(v) =

∫
T
|Dv| if v ∈ BV (T) ∩H−1av (T),
∞ otherwise.
(34)
Note that Φ : H−1av (T)→ R∪{∞} is nonnegative, proper, lower semi-continuous and convex. In
this paper, we consider the gradient flow equation of the form
(gradient flow)
{
du
dt
(t) ∈ −∂H−1av (T)Φ(u(t)) for a.e. t > 0,
u(·, 0) = u0 ∈ H−1av (T),
(35)
where the subdifferential ∂H−1av (T) is defined as
∂H−1av (T)F (u) =
{
p ∈ H−1av (T) : F (v)− F (u) ≥ (p, v − u)H−1av (T) for all v ∈ H−1av (T)
}
(36)
for any convex functional F : H−1av (T) → R ∪ {∞} and u ∈ H−1av (T). It is well-known that
the theory of maximal monotone operators shows the existence and uniqueness of solution u ∈
C([0,∞), H−1av (T)) to equation (35) (for example, see [27]).
Let τ > 0 be the temporal step size. We consider the backward Euler method for gradient
flow equation (35); for given uk ∈ H−1av (T), find uk+1 ∈ H−1av (T) such that
uk+1 − uk
τ
∈ −∂H−1av (T)Φ(uk+1). (37)
This can be reduced to solving the following minimization problem:
uk+1 = argmin
u∈H−1av (T)
{
Φ(u) +
1
2τ
‖u− uk‖2
H−1av (T)
}
. (38)
Since Φ is convex, such uk+1 is uniquely determined. The convergence of backward Euler method
has been proved in [27]. Note that equation (38) is similar to the OSV model [33] which can be
described as
(OSV)
 Find u ∈ H
−1
av (T) such that
u = argmin
{
Φ(u) +
λ
2
‖u− f‖2
H−1av (T)
}
,
(39)
where f ∈ H−1av (T) is given data and λ > 0 is an artificial parameter. The existence result in
convex analysis (for example, see [4, Cor3.23]) gives that the minimizer u ∈ BV (T) ∩H−1av (T)
exists.
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Hereafter, we consider the following minimization problem: find u ∈ H−1av (T) such that
(P0) minimize
u∈H−1av (T)
{
Φ(u) +
λ
2
‖u− f‖2
H−1av (T)
}
, (40)
where f ∈ H−1av (T) is a given data or f = uk, and λ is a given parameter or λ = 1/τ . This
involves both of (OSV) and the backward Euler method for (gradient flow). Furthermore, (P0)
introduces the following constrained problem:
(P1) minimize
u∈H−1av (T)
{∫
T
|d|+ λ
2
‖u− f‖2
H−1av (T)
: d = Du
}
. (41)
Remark. When we consider the Spohn’s model
ut = −∆
(
div
(
β
∇u
|∇u| + |∇u|
p−2∇u
))
, (42)
the subdifferential formulation is given as ut ∈ −∂H−1av (T)Φ˜(u), where
Φ˜(u) = β
∫
T
|Du|+ 1
p
∫
T
|Du|p. (43)
Therefore the backward Euler method yields
uk+1 = argmin
u∈H−1av (T)
{
Φ˜(u) +
1
2τ
‖u− uk‖2
H−1av (T)
}
. (44)
Then we consider the constraint problem
minimize
u∈H−1av (T)
{
β
∫
T
|d|+ 1
p
∫
T
|d|p + λ
2
‖u− f‖2
H−1av (T)
: d = Du
}
. (45)
3 Discretization for total variation flow and OSV model
3.1 Discretization for minimization problem
We introduce the (spatial) discretization for the problem (P1). Let N ∈ N be the partition
number, h = 1/N and xn = nh. We regard x0 = xN , then {xn}Nn=0 gives an uniform partition
for T. Furthermore, we let xn+1/2 = (xn + xn+1)/2 = (n + 1/2)h for n = −1, 0, . . . , N , where
x−1/2 and xN+1/2 are identified with xN−1/2 and x1/2, respectively. Then we define the following
spaces of piecewise constant functions:
Vh = {vh : T→ R : vh|In ∈ P0(In) for all n = 0, . . . , N} , (46a)
Vh0 =
{
vh =
N∑
n=1
vn1In ∈ Vh :
N∑
n=1
vn = 0
}
, (46b)
V̂h = {dh : I → R : dh|[xn−1,xn) ∈ P0([xn−1, xn)) for all n = 1, . . . , N}, (46c)
where I = [0, 1], In = [xn−1/2, xn+1/2), P0(In) is a space of constant functions on interval In and
1In is its characteristic function. Note that Vh0 is a finite dimensional subspace of H
−1
av (T).
Furthermore, we define Dh : Vh0 → V̂h ∩ L2av(I) as
Dhvh =
N∑
n=1
(vn − vn−1)1[xn−1,xn), (47)
8
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Figure 1: An example of vh ∈ Vh0 and Dhvh ∈ V̂h.
where v0 is identified with vN . Let dh = Dhvh ∈ V̂h, d = (d1, . . . , dN )T ∈ RN for dh =∑N
n=1 dn1[xn−1,xn), v˜ = (v1, v2, . . . , vN )
T ∈ RN for vh =
∑N
n=1 vn1In ∈ Vh0, then we have
Φ(vh) =
‖Dhvh‖L1(I)
h
=
‖dh‖L1(I)
h
= h‖∇hv˜‖1 = ‖d‖1, (48)
where ∇h : RN → RN is the discrete gradient
∇h = h−1

1 0 . . . 0 −1
−1 1 . . . 0 0
...
. . .
...
0 0 . . . −1 1.
 ∈ RN×N . (49)
Note that Dhvh ∈ V̂h ∩ L2av(I) ⊂ L2av(I) for all vh ∈ Vh0; however, Dhvh 6∈ H−1av (T) because it
does not satisfy the periodic boundary condition (see Figure 1).
Here we introduce the discretized problem for (P1);
(P1)h minimize
uh∈Vh0
{
‖d‖1 + λ
2
‖uh − fh‖2H−1av (T) : dh = Dhuh ∈ V̂h
}
, (50)
where fh ∈ Vh0 is given data or fh = ukh, and d = (d1, . . . , dN )T for dh =
∑N
n=1 dn1[xn−1,xn).
Furthermore, we introduce the unconstrained problem
(P2)h minimize
uh∈Vh0,dh∈V̂h
{
‖d‖1 + λ
2
‖uh − fh‖2H−1av (T) +
µ
2
‖dh −Dhuh‖2L2(I)
}
. (51)
Remark. In this paper, we use ‖dh −Dhuh‖2L2(I). This enables to apply the shrinking method
to minimization problem in the split Bregman framework.
3.2 Corresponding matrix form
We reduce (P2)h to the matrix formulation. Let d = (d1, . . . , dN )
T ∈ RN for dh =
∑N
n=1 dn1[xn−1,xn),
u˜ = (u1, . . . , uN )
T ∈ RN and u = (u1, . . . , uN−1)T ∈ RN−1 for uh =
∑N
n=1 un1In ∈ Vh0, then we
have
dh −Dhuh =
N∑
n=1
(dn − (un − un−1))1[xn−1,xn) = (d− Su˜) · (1[x0,x1), . . . ,1[xN−1,xN ))T, (52)
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where SN = h∇h ∈ RN×N . Furthermore, uh ∈ Vh0 implies uN = −
∑N−1
n=1 un, that is, u˜ = RNu,
where
RN =

1 0 . . . 0
0 1 . . . 0
...
. . .
...
0 0 . . . 1
−1 −1 . . . −1
 ∈ RN×(N−1). (53)
Therefore
µ
2
‖dh −Dhuh‖2L2(I) =
µh
2
‖d− SNRNu‖22. (54)
Next, we consider two expressions of ‖vh‖2H−1av (T) for vh ∈ Vh0. Recall that equation (28)
implies
‖vh‖2H−1av (T) = ‖∇(−∆av)
−1vh‖2L2(T). (55)
We propose two schemes for considering ∇(−∆av)−1. The first scheme is to approximate
∇(−∆av)−1 by using the discrete gradient ∇h ∈ RN×N and the discrete Laplacian
−∆h = ∇Th∇h = h−2STNSN = h−2

2 −1 0 . . . −1
−1 2 −1 . . . 0
...
. . .
...
−1 0 0 . . . 2
 ∈ RN×N . (56)
Let v˜ = (v1, v2, . . . , vN )
T ∈ RN and v = (v1, . . . , vN−1)T ∈ RN−1 for vh ∈ Vh0, then v˜ = RNv.
We define w ∈ RN−1 and w˜ ∈ RN for wh ∈ Vh0 in the same way. Letting v˜ = −∆hw˜ implies
RNv = −∆hRNw. (57)
Multiplying the (unique) pseudo-inverse matrix
LN =
1
N

N − 1 −1 . . . −1 −1
−1 N − 1 . . . −1 −1
...
. . .
...
−1 −1 . . . N − 1 −1
 ∈ R(N−1)×N (58)
yields v = LN (−∆h)RNw = h−2LNSTNSNRNw. For simplicity of notation, we let
AN = LNS
T
NSNRN , (59a)
(−∆av)h = h−2AN = LN (−∆h)RN . (59b)
It is easy to check that
AN =

3 0 1 1 . . . 1 1 1
−1 2 −1 0 . . . 0 0 0
0 −1 2 −1 . . . 0 0 0
...
. . .
...
0 0 0 0 . . . −1 2 −1
1 1 1 1 . . . 1 0 3

∈ R(N−1)×(N−1). (60)
satisfies detAN = N
2 6= 0, therefore we have det(−∆av)−1h 6= 0. This implies{
v˜ = −∆hw˜,
w˜ = RN (−∆av)−1h v.
(61)
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Figure 2: The second degree B-spline basis functions
Our first scheme is to approximate (−∆av)−1 by RN (−∆av)−1h , instead of (−∆h)−1 which does
not exist. This yields
∇(−∆av)−1vh ≈ (∇hRN (−∆av)−1h v) · (1[x0,x1), . . . ,1[xN−1,xN ))T, (62)
that is,
‖∇(−∆av)−1vh‖2L2(I) ≈
∥∥(∇hRN (−∆av)−1h v) · (1[x0,x1), . . . ,1[xN−1,xN ))∥∥2L2(I)
= h‖∇hRN (−∆av)−1h v‖22
= h3‖SNRNA−1N v‖22.
For simplicity, we let J = SRNA
−1
N ∈ RN×(N−1), then our first scheme can be described as
λ
2
‖vh‖2H−1av (T) ≈
λh3
2
‖Jv‖22 (63)
for all vh ∈ Vh0.
Remark. When we apply H−sav (T) norm (0 < s < 1) to (P1)h, the discrete inverse Laplacian
(−∆av)−sh can be introduced by the discrete Fourier transform (for example, see [17]).
Our second scheme is to compute ∇(−∆av)−1 directly. It requires the second degree piecewise
polynomial which has continuous derivative. We define the second degree periodic B-spline basis
functions (see Figure 2)
Bn(x) =

(x− xn− 3
2
)2
2h2
if x ∈ In−1,
(x− xn− 1
2
)(xn+ 1
2
− x)
h2
+
1
2
if x ∈ In,
(xn+ 3
2
− x)2
2h2
if x ∈ In+1,
0 otherwise.
(64)
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We identify B−1 ≡ BN−1, B0 ≡ BN and B1 ≡ BN+1. The B-spline basis functions have
continuous derivative (see Figure 3)
∇Bn(x) =

(x− xn− 3
2
)h−2 if x ∈ In−1,
2(xn − x)h−2 if x ∈ In,
−(xn+ 3
2
− x)h−2 if x ∈ In+1,
0 otherwise.
(65)
Therefore we have
−∆Bn(x) =

−h−2 if x ∈ In−1,
2h−2 if x ∈ In,
−h−2 if x ∈ In+1,
0 otherwise.
(66)
Fix vh ∈ Vh0 arbitrarily, then there exits wh ∈ span{B1, . . . , BN} such that wh = (−∆−1av )vh ∈
H1av(T). It is easy to check that∫
T
Bn(x) dx = h for all n = 1, 2, . . . , N. (67)
Let
∑N
n=1wn = 0, then equation (67) implies
∑N
n=1wnBn ∈ H1av(T). Furthermore, we let
wh =
N∑
n=1
wnBn ∈ H1av(T), w˜ = (w1, . . . , wN )T ∈ RN and w = RNw˜ ∈ RN−1. (68)
Then we have
vh = −∆wh =
N∑
n=1
wn(−∆Bn) = h−2
N∑
n=1
(−wn−1 + 2wn − wn+1)1In ∈ Vh0. (69)
This implies
RNv = v˜ = −∆hw˜ = −∆hRNw = h−2STNSNRNw. (70)
Multiplying the pseudo-inverse matrix LN yields
v = (−∆av)hw = h−2ANw. (71)
Therefore we have
w = (−∆av)−1h v = h2A−1N v. (72)
The definition, combining with equation (28) gives ‖vh‖2H−1av (T) = ‖∇wh‖
2
L2(T), where
∇wh =
N∑
n=1
wn∇Bn (73)
is a piecewise linear function which satisfies
∇wh(xn−1/2) = (wn − wn−1)h−1 for all n = 1, . . . , N. (74)
This implies
∇wh =
N∑
n=1
(wn − wn−1)h−1φn−1/2 = (∇hw˜) · (φ1/2, . . . , φN−1/2)T, (75)
12
−4
−2
0
2
4
∇Bn(x)
xn−2 xn− 32 xn−1 xn− 12 xn xn+ 12 xn+1
xn+ 32
xn+2
In−1 In In+1
−20
−10
0
10
20
30 −∆Bn(x)
xn−2 xn− 32 xn−1 xn− 12 xn xn+ 12 xn+1 xn+ 32 xn+2
In−1 In In+1
Figure 3: The derivative of second degree B-spline basis functions.
where
φn−1/2(x) =

(x− xn−3/2)h−1 if x ∈ In−1,
(xn+1/2 − x)h−1 if x ∈ In,
0 otherwise.
(76)
We identify φ−1/2 = φN−1/2, φ1/2 = φN+1/2 (see Figure 4). It is easy to check that
∫
T
φn−1/2(x)φm−1/2(x) dx =

2h/3 if n = m,
h/6 if |n−m| = 1,
0 otherwise
(77)
for all n = 1, . . . , N . Therefore we have
‖vh‖2H−1av (T) = ‖∇wh‖
2
L2(T)
= (∇hw˜)T

2h/3 h/6 0 . . . 0 h/6
h/6 2h/3 h/6 . . . 0 0
...
. . .
...
h/6 0 0 . . . h/6 2h/3
∇hw˜
=
1
h
(SNRNw)
TMNSNRNw,
where
MN =

2/3 1/6 0 . . . 0 1/6
1/6 2/3 1/6 . . . 0 0
...
. . .
...
1/6 0 0 . . . 1/6 2/3
 ∈ RN×N . (78)
Let
T =

a 0 . . . 0 b
b a . . . 0 0
...
. . .
0 0 . . . b a
 ∈ RN×N , (79)
where a =
√
3 + 1
2
√
3
and b =
√
3− 1
2
√
3
, then TTT = MN . Summarizing the above argument, our
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second scheme can be described as
λ
2
‖vh‖2H−1av (T) =
λ
2h
(SNRNw)
TMNSNRNw
=
λ
2h
(SNRN (−∆av)−1h v)TTTTSNRN (−∆av)−1h v
=
λh3
2
‖TSNRNA−1N v‖22.
Let H = TSRNA
−1
N = TJ ∈ RN×(N−1) for simplicity of notation, then we have
λ
2
‖vh‖2H−1av (T) =
λh3
2
‖Hv‖22. (80)
Applying equation (54), (63) and (80) to (P2)h implies the following two discretized problems;
minimize
u∈RN−1,d∈RN
{
‖d‖1 + λh
3
2
‖J(u− f)‖22 +
µh
2
‖d− SNRNu‖22
}
, (81a)
minimize
u∈RN−1,d∈RN
{
‖d‖1 + λh
3
2
‖H(u− f)‖22 +
µh
2
‖d− SNRNu‖22
}
, (81b)
where f ∈ RN−1 is given as f ∈ Vh0 or f = uk. Recall that the matrix J is introduced by
the approximation ∇(−∆av)−1 ≈ ∇hRN (−∆av)−1h . On the other hand, we obtain H by using
∇(−∆av)−1 exactly. Therefore (81a) can be regarded as an approximation of (81b), which is
equivalent to (P2)h.
4 Split Bregman framework
In this section, we review the alternating split Bregman framework in [20] for the problem
(P3K)h minimize
u∈RN−1,d∈RN
{
‖d‖1 + λh
3
2
‖K(u− f)‖22 +
µh
2
‖d− SNRNu‖22
}
, (82)
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where K ∈ RN×(N−1) is equal to J or H. Recall that (P3K)h is an approximation of the discrete
problem for (P0);
(P0K)h minimize
u∈RN−1
{
‖SNRNu‖1 + λh
3
2
‖K(u− f)‖22
}
. (83)
Let
Ψ(u,d) = ‖d‖1 + λh
3
2
‖K(u− f)‖2. (84)
The Bregman method replaces Ψ(u,d) into the Bregman distance and iteratively solves
(uk+1,dk+1) = argmin
u∈RN−1,d∈RN
{
Dp
k
Ψ ((u,d), (u
k,dk)) +
µh
2
‖d− SNRNu‖22
}
, (85)
where the Bregman distance Dp
k
Ψ is defined as
Dp
k
Ψ ((u,d), (u
k,dk)) = Ψ(u,d)−Ψ(uk,dk)− pku · (u− uk)− pkd · (d− dk), (86)
and pk = (pku,p
k
d) ∈ RN−1 × RN is defined as
pk+1u = p
k
u − µh(SNRN )T(SNRNuk+1 − dk+1) and p0u = 0 ∈ RN−1 (87a)
pk+1d = p
k
d − µh(dk+1 − SNRNuk+1) and p0d = 0 ∈ RN . (87b)
Thanks to Ψ : RN−1 × RN → R is convex and lower semi-continuous, the Bregman distance
Dp
k
Ψ (·, (uk,dk)) is also convex and lower semi-continuous. Applying the usual existence result of
convex analysis (see [4, Cor3.23]) gives that there exists a minimizer (uk+1,dk+1). Furthermore,
by using induction we can show that(
Ψ(u,d) +
µh
2
‖d− SNRNu−αk‖22
)
−
(
Dp
k
Ψ ((u,d), (u
k,dk)) +
µh
2
‖d− SNRNu‖22
)
(88)
is independent of (u,d), where αk+1 ∈ RN is defined as
αk+1 = αk − (dk+1 − SNRNuk+1) and α0 = 0. (89)
This implies the minimizer (uk+1,dk+1) of problem (85) satisfies
(uk+1,dk+1) = argmin
u∈RN−1,d∈RN
{
‖d‖1 + λh
3
2
‖K(u− f)‖22 +
µh
2
‖d− SNRNu−αk‖22
}
. (90)
This is the split Bregman iteration for the problem (P3K)h. Finally, we apply the alternating
split Bregman algorithm and obtain
(P4K)h

uk+1 = argmin
u∈RN−1
{
λh3
2
‖K(u− f)‖22 +
µh
2
‖dk − SNRNu−αk‖22
}
,
dk+1 = argmin
d∈RN
{
‖d‖1 + µh
2
‖d− SNRNuk+1 −αk‖22
}
,
αk+1 = αk − dk+1 + SNRNuk+1,
(91a)
(91b)
(91c)
where f ∈ RN−1 is given data or f = uk, α0 = 0, u0 is given as 0 or initial condition, and
d0 = SNRNu
0. This satisfies the following convergence result.
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Lemma 1 (Theorem 3.2 of [5]). Suppose that (P0K)h has a minimizer u
∗ ∈ RN−1, then uk
which determined by (P4K)h satisfies
lim
k→∞
‖SNRNuk+1‖1 + λh
3
2
‖K(uk+1 − f)‖22 = ‖SNRNu∗‖1 +
λh3
2
‖K(u∗ − f)‖22. (92)
Furthermore, if a minimizer u∗ of (P0K)h is unique, then limk→∞ ‖uk+1 − u∗‖2 = 0.
The functional in (91a) is differentiable with respect to u, and the minimization (91b) can be
reduced to the shrinking method
(dk+1)n = shrink
(
(SNRNu
k+1 +αk)n,
1
µh
)
, (93)
where (v)n is the n-entry of vector v and
shrink(ρ, a) =
ρ
|ρ| max{|ρ| − a, 0}. (94)
Therefore, the problem (P4K)h introduces
(P5K)h

uk+1 =
(
λh3KTK + µh(SNRN )
TSNRN
)−1 (
λh3KTKf + µh(SNRN )
T(dk −αk)) ,
(dk+1)n = shrink
(
(SNRNu
k+1 +αk)n,
1
µh
)
for all n = 1, . . . , N,
αk+1 = αk − dk+1 + SNRNuk+1,
where f ∈ RN−1 is given data or f = uk, α0 = 0, u0 is given as 0 or initial condition, and
d0 = SNRNu
0.
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5 Shrinking method for Spohn’s model
In this section, we consider the split Bregman framework for Spohn’s model
ut = −∆
(
div
(
β
∇u
|∇u| + |∇u|
p−2∇u
))
, (95)
which can be regarded as the gradient flow problem for energy functional
Φ˜(u) = β
∫
T
|Du|+ 1
p
∫
T
|Du|p, (96)
where β > 0 and p > 1. This energy is considered in model for the relaxation of a crystalline
surface below the roughening temperature (for example, see [26]). If we replace w = (Du)p,
the alternating split Bregman method introduces nonlinear problem. In this paper we always
assume p = 3, and we apply the constraint d = Du to |Du|3. The alternating split Bregman
method implies
uk+1 = argmin
u∈RN−1
{
λh3
2
‖K(u− f)‖22 +
µh
2
‖dk − SNRNu−αk‖22
}
,
dk+1 = argmin
d∈RN
{
β‖d‖1 + 1
p
‖d‖pp +
µh
2
‖d− SNRNuk+1 −αk‖22
}
,
αk+1 = αk − dk+1 + SNRNuk+1,
(97a)
(97b)
(97c)
We consider the Euler-Lagrange equation for equation (97b);
β
(
(dk+1)n
|(dk+1)n|
)
1≤n≤N
+
(
(dk+1)n|(dk+1)n|p−2
)
1≤n≤N
+ µh(dk+1 − SRNuk+1 −αk) = 0. (98)
For simplicity of notation, we let x = (dk+1)n, a = 1/(µh) > 0 and ρ = (SRNu
k+1 + αk)n.
This, combining with p = 3 gives
β
x
|x| + x|x|+
1
a
(x− ρ) = 0. (99)
Suppose that x > 0, then we have aβ < ρ and
x =
1
2
(
−1
a
+
√
1
a2
− 4
(
β − ρ
a
))
. (100)
By the similar way, supposing x < 0 yields ρ < −aβ and
x =
1
2
(
1
a
−
√
1
a2
− 4
(
β +
ρ
a
))
. (101)
If −aβ < ρ < aβ, we let x = 0. These observations provide the shrinking operator of the form
x =
ρ
2a|ρ|
(
−1 +
√
1 + 4amax{|ρ| − aβ, 0}
)
. (102)
Applying this to equation (97b) gives
uk+1 =
(
λh3KTK + µh(SNRN )
TSNRN
)−1 (
λh3KTKf + µh(SNRN )
T(dk −αk)) ,
(dk+1)n =
µhρk+1n
2|ρk+1n |
(
−1 +
√
1 +
4
µh
max
{
|ρk+1n | − β
µh
, 0
})
for all n = 1, . . . , N,
αk+1 = αk − dk+1 + SNRNuk+1,
where ρk+1n = (SNRNu
k+1 +αk)n.
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Figure 6: Numerical examples of the gradient flow.
6 Numerical example
6.1 Example 1: Comparison of two schemes
Here we show numerical examples of (P5K)h. Note that equation (91b) implies that µ should
satisfy µ = O(h−1). Moreover, this and equation (91a) yield λ = O(h−3) is necessary for
reasonable computation.
In this paper, we always regard T as an interval [0, 1] with periodic boundary condition. Our
first numerical example is the gradient flow (35) with the initial condition
u0(x) =
 10(4− log 5) if |x− 1/2| ≤ 1/10,5|x− 1/2| − 10(1 + log 5) otherwise. (103)
Note that the similar example is computed in [17]. They essentially apply the matrix J and
compute the gradient flow problem without split Bregman method. Their scheme requires
τ = λ−1 = O(h5) for H−1av fidelity.
We check the difference between K = J and K = H. Figure 5 shows two numerical results
with the same parameters N = 40, λ = h−3 and µ = 5h−1. Numerical results uk ∈ RN−1 are
represented as piecewise constant functions ukh ∈ Vh0. They are different because the matrix J
is introduced by discrete gradient and discrete inverse Laplacian. This difference is expected
to be small if we consider sufficiently small h. Figure 6 shows evolution of numerical solutions
for N = 200, λ = h−3 and µ = 5h−1. We infer from them that (81a) can provide sufficiently
accurate result.
6.2 Example 2: Discontinuity and symmetry
Our second numerical example for (35) is
u0(x) =

−a(1/4− r)3 if 0 < x < r or 1− r < x < 1,
a(x− 1/4)3 if r < x < 1/2− r,
a(1/4− r)3 if 1/2− r < x < 1/2 + r
−a(x− 3/4)3 if 1/2 + r < x < 1− r,
(104)
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Figure 7: Second numerical examples of the gradient flow.
where a = 450 and r = 1/15. In [11], a class of initial data including (104) as an example
has been studied analytically. They rigorously proved that the solution becomes discontinuous
instantaneously. Their analysis gives an exact profile of the fourth order gradient flow. Note that
because of uniqueness of a solution, the symmetry of initial profile is preserved during evolution.
We can check that our numerical result shows the discontinuity and symmetry approximately
(see Figure 7a, 7b). We use K = J , N = 200, λ = 25h−3 and µ = 15h−1. Furthermore, we note
that we can compute until uk ≈ 0 easily, because our scheme can be stable for τ = λ−1 = O(h3).
6.3 Example 3: Extinction time
Our third example for (35) is
u0(x) = − cos(2pix), (105)
which gives
‖u0‖H−1av (T) =
1
2
√
2pi
. (106)
Figure 8a shows evolution of numerical solution for third example. We use N − 200, λ = 20h−3
and µ = 30h−1 for .Figure 8a. Recall that our numerical scheme can compute the evolution
until uk ≈ 0. easily. Furthermore, applying the extinction time estimate [15, Theorem 3.11] to
one-dimensional torus implies
T ∗(u0) ≤ C∗‖u0‖H−1av (T), (107)
where T ∗(u0) is the extinction time for the initial condition u0 ∈ H−1av (T) and the constant C∗
satisfies ‖f‖H−1av (T) ≤ C∗
∫
T |Df | for all f ∈ H−1av (T). It is easy to check that
‖f‖H−1av (T) =
∑
ξ 6=0
1
4pi2
ξ−2|f̂T (ξ)|2
1/2 ≤ 1
2pi
‖f‖L2(T) ≤
1
2pi
‖f‖L∞(T) ≤
1
2pi
∫
T
|Df | (108)
for all f ∈ H−1av (T). Therefore, the extinction time for u0(x) = − cos(2pix) can be estimated as
T ∗(u0) ≤ 1
4
√
2pi2
≈ 1.7911224× 10−2. (109)
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parameters τ T ∗(u0)/τ / ‖uk‖∞ < 10−4 ‖uk‖∞ < 10−6 ‖uk‖∞ < 10−8
N = 100, λ = h−3 10−6 17911 4032 41769 135755
N = 100, λ = 10h−3 10−7 179112 40311 60579 333015
N = 200, λ = 10h−3 1.25× 10−8 1432898 322491 592634 1267927
Table 1: Time step k which satisfies ‖uk‖∞ < 10−4, 10−6 and 10−8.
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Figure 8: Numerical results for u0(x) = − cos(2pix).
The numerical solution is expected to be “extinct” in
k ≤ T
∗(u0)
τ
/ 1.7911224τ−1 × 10−2. (110)
Table 1 shows the time step number k such that ‖uk‖∞ < 10−4, 10−6 and 10−8 for each
parameters. This result shows that we can get ‖uk‖∞ / τ in reasonable iteration number which
is expected in (110), however, it requires more iteration to obtain smaller ‖uk‖∞.
6.4 Example 4: Spohn’s model
Our fourth example is split Bregman framework for Spohn’s fourth order model (4), which is
described in Section 5. Recall that we suppose that p = 3 in this paper. Therefore we can apply
the shrinkage operator (102) to split Bregman framework for Spohn’s model. Figure 8b shows
the numerical example for u0(x) = − cos(2pix), β = 0.5, N = 200, λ = 50h−3 and µ = 30h−1.
7 Two dimensional case
The fourth order total variation flow and Spohn’s model on two dimensional torus T2 can be
computed by the similar way to one dimensional case. We can define L2av(T2), H1av(T2), H−1av (T2)
and (−∆av)−1 : H−1av (T2)→ H1av(T2) by the generalized Fourier transform.
First, the fourth order isotropic total variation flow introduces the constraint problem
minimize
u∈H−1av (T2)
{∫
T2
|(dx, dy)|+ λ
2
‖u− f‖2
H−1av (T2)
: dx = Dxu and dy = Dyu
}
, (111)
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where Dx, Dy is distributional derivative for each variable. Note that
‖u− f‖2
H−1av (T2)
= ‖∇x(−∆av)−1(u− f)‖2L2(T2) + ‖∇y(−∆av)−1(u− f)‖2L2(T2), (112)
where ∇x = ∂/∂x and ∇y = ∂/∂y. Let Nx, Ny be the partition number, hx = 1/Nx, hy = 1/Ny,
xn = nhx and yn = nhy. Furthermore, we let Qnx,ny = [xnx−1/2, xnx+1/2) × [yny−1/2, yny+1/2)
and Q̂nx,ny = [xnx−1, xnx) × [yny−1, yny). Then we consider the space of piecewise constant
functions
Vh =
{
vh : T2 → R : vh|Qnx,ny ∈ P0(Qnx,ny) for all nx, ny
}
. (113a)
Vh0 =
vh =
Nx,Ny∑
nx=1,ny=1
vnx,ny1Qnx,ny ∈ Vh :
Nx,Ny∑
nx=1,ny=1
vnx,ny = 0
 , (113b)
V̂h =
{
dh : Ω→ R : dh|Q̂nx,ny ∈ P0(Q̂nx,ny) for all nx, ny
}
, (113c)
where Ω = [0, 1)2. Any element dh ∈ V̂h is described as dh =
∑
nx,ny
dnx,ny1Q̂nx,ny
. Let
v˜ = (v1,1, . . . , vNx,1, v1,2, . . . , vNx,2, . . . , vNx−1,Ny , vNx,Ny)
T ∈ RNxNy (114a)
v = (v1,1, . . . , vNx,1, v1,2, . . . , vNx,2, . . . , vNx−1,Ny)
T ∈ RNxNy−1 (114b)
d = (d1,1, . . . , dNx,1, d1,2, . . . , dNx,2, . . . , dNx,Ny)
T ∈ RNxNy (114c)
for vh ∈ Vh0 and dh ∈ V̂h. We define Dxh, Dyh : Vh0 → V̂h ∩ L2av(Ω) as
Dxhvh =
∑
nx,ny
(vnx,ny − vnx−1,ny)1Qnx,ny , Dyhvh =
∑
nx,ny
(vnx,ny − vnx,ny−1)1Qnx,ny . (115)
This gives
‖dxh −Dxhuh‖2L2(Ω) = hxhy‖dx − hx∇xhRNxNyu‖22, (116a)
‖dyh −Dyhuh‖2L2(Ω) = hxhy‖dy − hy∇yhRNxNyu‖22, (116b)
where RNxNy ∈ R(NxNy)×(NxNy−1) is defined as equation (53) and ∇xh, ∇yh are the discrete
gradient
∇xh = h−1x INy ⊗ SNx , ∇yh = h−1y SNy ⊗ INx , (117)
where IN ∈ RN×N is the identity matrix and ⊗ is the Kronecker product. Then our discretized
problem is described as
minimize
u∈RNxNy−1,dx,dy∈RNxNy
{
‖dxy‖1 + λhxhy
2
(‖Kx(u− f)‖22 + ‖Ky(u− f)‖22)
+
µhxhy
2
(‖dx − hx∇xhRNxNyu‖22 + ‖dy − hy∇yhRNxNyu‖22)
}
,
where dxy ∈ RNx×Ny is defined as
dxy,nx,ny =
√
d2x,nx,ny + d
2
y,nx,ny for all 1 ≤ nx ≤ Nx and 1 ≤ ny ≤ Ny, (118)
and Kx,Ky ∈ R(NxNy)×(NxNy−1) are deduced from ∇x(−∆av)−1 and ∇y(−∆av)−1, respectively.
For example, we can approximate the inverse Laplacian by using
(−∆av)h = LNxNy(∇Txh∇xh +∇Tyh∇yh)RNxNy . (119)
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This yields that our first scheme for two dimensional case is described as Kx = Jx and Ky = Jy,
where
Jx = ∇xhRNxNy(−∆av)−1h , Jy = ∇yhRNxNy(−∆av)−1h . (120)
If we let hx = hy = h, then it is required that λ = O(h
−4) and τ = O(h−2). The split Bregman
framework gives
uk+1 = argmin
u∈RNxNy−1
{
λhxhy
2
(‖Kx(u− f)‖22 + ‖Ky(u− f)‖22)
+
µhxhy
2
(
‖dkx − hx∇xhRNxNyu−αkx‖22
+‖dky − hy∇yhRNxNyu−αky‖22
)}
,
(dk+1x ,d
k+1
y ) = argmin
dx,dy∈RNxNy
{
‖dxy‖1 + µhxhy
2
(
‖dx − hx∇xhRNxNyuk+1 −αkx‖22
+‖dy − hy∇yhRNxNyuk+1 −αky‖22
)}
,
αk+1x = α
k
x − dk+1x + hx∇xhRNxNyuk+1, αk+1y = αky − dk+1y + hy∇yhRNxNyuk+1,
(121a)
(121b)
(121c)
where f ∈ RNxNy−1 is given data or f = uk, α0x = α0x = 0, u0 is given as 0 or initial condition,
and d0x = hx∇xhRNxNyu0, d0y = hy∇yhRNxNyu0.
Note that the equation (121b) is essentially the same formulation as the one of split Bregman
framework for second order isotropic problem, which is mentioned in [20]. The Euler-Lagrange
equation for equation (121b) yields
(dk+1x )n
|(dk+1xy )n|
+ µhxhy
(
dk+1x − hx∇xhRNxNyuk+1 −αkx
)
n
= 0, (122a)
(dk+1y )n
|(dk+1xy )n|
+ µhxhy
(
dk+1y − hy∇yhRNxNyuk+1 −αky
)
n
= 0 (122b)
for all n = 1, . . . , NxNy. We consider the approximation
(dk+1x )n
|(dk+1xy )n|
≈ (d
k+1
x )n
|(dk+1x )n|
· |s
k
x,n|
skn
,
(dk+1y )n
|(dk+1xy )n|
≈ (d
k+1
y )n
|(dk+1y )n|
· |s
k
y,n|
skn
, (123)
where
skn =
√
(skx,n)
2 + (sky,n)
2, skx,n = (hx∇xhRNxNyuk+1+αkx)n, sky,n = (hy∇yhRNxNyuk+1+αky)n.
Applying them into equations (122a) and (122b) give the following shrinkage formula, which are
equivalent to ones of [20, Section 4.1]:
(dk+1x )n =
skx,n
|skx,n|
max
{
|skx,n| −
|skx,n|
µhxhyskn
, 0
}
, (dk+1y )n =
sky,n
|sky,n|
max
{
|sky,n| −
|sky,n|
µhxhyskn
, 0
}
.
Figure 9a shows the numerical result of fourth order isotropic total variation flow (11) in T2
with initial data u0(x, y) = x(x − 1)y(y − 1) − 1/36. We use Nx = Ny = 40, λ = 5h−4 and
µ = 20h−2.
Next, the fourth order anisotropic total variation flow
ut = −∆
(
div
( ∇xu
|∇xu| ,
∇yu
|∇yu|
))
. (124)
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(a) Fourth order isotropic total variation flow
(b) Fourth order anisotropic total variation flow
(c) Spohn’s fourth order model on T2
Figure 9: Numerical results of two-dimensional problems.
Letting F (u) =
∫
T2 (|Dxu|+ |Dyu|) implies that formally we have(
∆
(
div
( ∇xu
|∇xu| ,
∇yu
|∇yu|
))
, v − u
)
H−1av (T2)
=
(
−div
( ∇xu
|∇xu| ,
∇yu
|∇yu|
)
, v − u
)
L2av(T2)
=
∫
T2
(∇xu∇xv
|∇xu| − |∇xu|+
∇yu∇yv
|∇yu| − |∇yu|
)
≤ F (v)− F (u),
therefore ut ∈ −∂H−1av (T2)F . We apply the backward Euler method and obtain
uk+1 = argmin
u∈H−1av (T2)
{∫
T2
(|Dxu|+ |Dyu|) + 1
2τ
‖u− uk‖2
H−1av (T2)
}
, (125)
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which introduces the constraint problem
minimize
u∈H−1av (T2)
{∫
T2
(|dx|+ |dy|) + λ
2
‖u− f‖2
H−1av (T2)
: dx = Dxu and dy = Dyu
}
, (126)
This, combining with the split Bregman framework gives
uk+1 = argmin
u∈RNxNy−1
{
λhxhy
2
(‖Kx(u− f)‖22 + ‖Ky(u− f)‖22)
+
µhxhy
2
(
‖dkx − hx∇xhRNxNyu−αkx‖22
+‖dky − hy∇yhRNxNyu−αky‖22
)}
,
dk+1x = argmin
dx∈RNxNy
{
‖dx‖1 + µhxhy
2
‖dx − hx∇xhRNxNyuk+1 −αkx‖22
}
,
dk+1y = argmin
dy∈RNxNy
{
‖dy‖1 + µhxhy
2
‖dy − hy∇yhRNxNyuk+1 −αky‖22
}
,
αk+1x = α
k
x − dk+1x + hx∇xhRNxNyuk+1, αk+1y = αky − dk+1y + hy∇yhRNxNyuk+1.
(127a)
(127b)
(127c)
(127d)
We can apply the shrinking method (94) to equations (127b) and (127c). Figure 9b presents the
evolution of fourth order anisotropic total variation flow for u0(x, y) = x(x− 1)y(y − 1)− 1/36,
Nx = Ny = 40, λ = 5h
−4 and µ = 20h−2. For second order anisotropic total variation flow,
 Lasica, Moll and Mucha [28] have considered rectangular domain Ω ⊂ R2 or Ω = R2 and
rigorously proved that if the initial profile is piecewise constant, then the exact solution is
piecewise constant. We can infer from our numerical experiment 9b that their theoretical result
is true also for fourth order anisotropic total variation flow.
Finally, we consider two dimensional Spohn’s fourth order model. The split Bregman frame-
work provides
uk+1 = argmin
u∈RNxNy−1
{
λhxhy
2
(‖Kx(u− f)‖22 + ‖Ky(u− f)‖22)
+
µhxhy
2
(
‖dkx − hx∇xhRNxNyu−αkx‖22
+‖dky − hy∇yhRNxNyu−αky‖22
)}
,
(dk+1x ,d
k+1
y ) = argmin
dx,dy∈RNxNy
{
β‖dxy‖1 + 1
p
‖dxy‖pp
+
µhxhy
2
(
‖dx − hx∇xhRNxNyuk+1 −αkx‖22
+‖dy − hy∇yhRNxNyuk+1 −αky‖22
)}
,
αk+1x = α
k
x − dk+1x + hx∇xhRNxNyuk+1, αk+1y = αky − dk+1y + hy∇yhRNxNyuk+1.
(128a)
(128b)
(128c)
The Euler-Lagrange equation for (128b) can be approximated by equation (123). In this paper,
we always suppose that p = 3. Note that the approximation (123) implies
|(dk+1xy )n| ≈ |(dk+1x )n| ·
skn
|skx,n|
and |(dk+1xy )n| ≈ |(dk+1y )n| ·
skn
|sky,n|
. (129)
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We obtain approximated Euler-Lagrange equations
β
(dk+1x )n
|(dk+1x )n|
· |s
k
x,n|
skn
+ (dk+1x )n|(dk+1x )n| ·
skn
|skx,n|
+ µhxhy((d
k+1
x )n − skx,n) = 0, (130a)
β
(dk+1y )n
|(dk+1y )n|
· |s
k
y,n|
skn
+ (dk+1y )n|(dk+1y )n| ·
skn
|sky,n|
+ µhxhy((d
k+1
y )n − sky,n) = 0. (130b)
By the similar way to one dimensional case, we provide the shrinkage operators of the form
(dk+1x )n =
µhxhy|skx,n|
2skn
· s
k
x,n
|skx,n|
−1 +
√√√√1 + 4skn
µhxhy|skx,n|
max
{
|skx,n| −
β|skx,n|
µhxhyskn
, 0
} , (131a)
(dk+1y )n =
µhxhy|sky,n|
2skn
· s
k
y,n
|sky,n|
−1 +
√√√√1 + 4skn
µhxhy|sky,n|
max
{
|sky,n| −
β|sky,n|
µhxhyskn
, 0
} . (131b)
Figure 9c shows the numerical result of split Bregman framework for Spohn’s forth order model.
We use p = 3, β = 0.25, Nx = Ny = 40, λ = 1.25h
−4 and µ = 5h−2. Moreover, we use the initial
value u0(x, y) = x(x− 1)y(y − 1)− 1/36, which is considered in [26]. We can obtain the similar
numerical result quite effectively by split Bregman framework.
8 Conclusion
In this study, we propose a new numerical scheme for the OSV model, fourth order total variation
flow and Spohn’s fourth order model. Our scheme is based on the split Bregman framework
for the ROF model and second order total variation flow. We demonstrate several numerical
examples for one dimensional and two dimensional problems under periodic boundary condition.
We use the parameters λ = O(h−3), µ = O(h−1) for one dimensional case, and λ = O(h−4),
µ = O(h−2) for two dimensional case. For fourth order total variation flow, our numerical results
approximately represent the flat facet and discontinuity, which is expected by the theoretical
result for the exact profile. Furthermore, we propose new shrinkage operators for Spohn’s model.
Numerical results for Spohn’s model show facet and relaxation.
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