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Introducción
En esta memoria tratamos algunos problemas relevantes, con condiciones de frontera gen-
erales, dentro del marco de la teoría de problemas elipticos de valores en la frontera lineales y
semilineales. A lo largo de esta memoria trabajamos con un dominio acotado S2 de RN, N>_ 1,
de clase C2 con frontera áSZ = I'p U I'1, donde I'p y I'1 son dos subconjuntos disjuntos abiertos y
cerrados de áSZ, y G es el operador diferencial lineal eliptico de segundo orden definido por
G :_ - ^ «t^ (^) ax a^ ^ + ^ «^(x) ax^ + «o(^) .
i,.i=1 ^ i=1
Se supone que G es uniformemente fuertemente elíptico en f2 con coeficientes
«;^=«^tiEC(SZ), «kEL^(St), 1<i,j<N, 0<k<N.
(1)
En lo que a las condiciones de frontera concierne, a lo largo de este trabajo para cada función
b E C(I'1), el operador 13(b) representa al operador de frontera definido por
^P
^(b)^ '= a^^ + b^ en I'p ,en I'1 , (2)
donde
v=(v^, ..., vN) E cl (r^, R")
es un campo vectorial exterior y no tangente y
av^ •_ (o^, ^)
Así, 13(b) es el operador de frontera de Dirichlet sobre I'o, denotado en lo sucesi^•o por D, y el
operador de frontera de Neumann o de derivada regular oblicua de primer orden sobre I'1. Debe
ser mencionado que o bien I'o o I'1 puede ser el conjunto vacío.
Uno de los aspectos más importantes que merecen ser destacados, es que nuest ras condiciones
de frontera generales no se encuentran dentro del marco clásico de trabajo, ^•a que estamos
tratando con condiciones de frontera mixtas y, además, la función peso en la frontera b E
C(I'1) pude ser negativa o anularse en alguna región de algunas de las componentes de I'1.
Nuestro principal propósito en esta memoria es generalizar, a nuestro marco dP trabajo, algunos
resultados clásicos bien conocidos disponibles en la literatura, para problemas elípticos de valores
en la frontera lineales y semilineales bajo condiciones de frontera más restricti^•as. E^i este sentido
la principal contribución de esta memoria es la obtención de nuevos, y más genPralPS, resultados
xi
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sobre dependencia continua de las soluciones de problemas elípticos lineales y semilineales de
valores en la frontera, respecto a perturbaciones del dominio y condiciones de frontera. En un
principio obtendremos resultados muy generales de dependencia continua del auto-par principal
del problema de autovalores lineal elíptico
Gcp = .1 cp en S2 ,
13(b)cp = 0 en áSZ , (3)
respecto a las variaciones del dominio y a las condiciones de frontera. Después, demostraremos la
dependencia continua de las soluciones positivas del correspondiente problema semilineal elíptico
Gu =^W (x)u - a(x) f(x, u)u en SZ ,
13(b)u = 0 en 8SZ , (4)
respecto de variaciones del dominio y condiciones de frontera, donde ^ E R, W E L^(SZ),
a> 0 pertenece a cierta clase de potenciales no negativos y f E C1(SZ x[0, oo); R) satisface
lim f(x, u) _-}-oo uniformemente en SZ
u j'oo (5)
au f(x, u) > 0, para todo (x, u) E St x[0, oo) . (6)
Posteriormente, estudiaremos el comportamiento asintótico del auto-par principal de (3) y la
solución positiva de (4) cuando
min 6 j' oo . (7)
rl
Básicamente, nuestros resultados establecen que bajo la condición (7), el auto-par principal de
(3), digamos (Ql, cpl ), converge en R x Hl (SZ) al auto-par principal del problema de Dirichlet
Gcp = ^cp en S2 ,
cp = 0 en 8SZ ,
y que la única solución positiva de (4), converge en Hl (SZ) a la única solución positiva del
problema de Dirichlet sublineal
Gu = aW (x)u - a(x^ f(x, u)u en S2 ,
u = 0 en 8SZ .
Los resultados básicos en los que se apoyan nuestras contribuciones a la teoría de variación
de dominios son el Teorema 12.1 de (4] el cual establece, bajo nuestras hipótesis generales, la
existencia y unicidad del autovalor principal de (3), denotado en lo sucesivo por Qn[G,Ci(b)];
y la reciente caracterización del principio del máximo fuerte en términos de la positividad del
autovalor principal y en términos de la existencia de una supersolución positiva estricta, debida a
H. Amann y J. López-Gómez [5], donde se generalizó la caracterización previa de J. López-Gómez
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& M. Molina-Meyer [36] obtenida para condiciones de frontera Dirichlet. Tal caracterización es
la principal herramienta técnica utilizada para obtener muchas de las comparaciones realizadas
a lo largo de este trabajo, entre ellas, las monotonías de Qn(G,13(b)] con respecto al potencial y al
dominio sub^•acente, su caracterización puntual mini-max, y su concavidad. Nuestros resultados
están fuertemente motivados por los trabajos (4],[5],(8],[9],(19],[20], (33],[34],[35],[36] y, al lado
de las técnicas de monotonía a las cuales ya nos hemos referido, las principales herramientas
técnicas utilizadas para obtener nuestros refinamientos son teoría local y global de bifurcación.
Básicamente, esta memoria ha sido dividida en cinco capítulos. En el Capítulo 1 especificamos
las principales propiedades sobre el dominio, sobre el operador diferencial y sobre las condiciones
de frontera con las cuales trabajaremos a lo largo de toda la memoria. También agrupamos
algunos de los principales resultados de [4] y[5] y fijamos algunas notaciones generales que serán
utilizadas para desarrollar nuestra teoría. En el Capítulo 2 obtenemos algunas propiedades de
monotonía y la caracterización puntual mini-max del autovalor principal Q^[G,13(b)]. También
analizamos la dependencia continua con respecto a variaciones del dominio y condiciones de
frontera del auto-par principal de (3), y encontramos el comportamiento asintótico del auto-par
principal de (3), cuando la condición (7) es satisfecha. En el Capítulo 3 analizamos, sin imponer
la condición (6), la existencia y estructura del conjunto de soluciones positivas de (4), de acuerdo
con el signo del potencial W en el conjunto de anulación de a. En el Capítulo 4, suponiendo (6),
analizamos la dependencia continua, respecto a variaciones del dominio y condiciones de frontera,
de las soluciones positivas de (4), y averiguamos el comportamiénto asintótico de tales soluciones
bajo la condición ( 7). Finalmente, el Capítulo 5 estará dedicado al análisis del comportamiento
asintótico de las soluciones positivas de un problema de la forma
Gu + ryVu = aWu - a(x) f(x, u)u en S2 , (8)
13(b)u = 0 en aS2 ,
cuando y J' oo. Este problema es de gran interés desde el punto de vista de las aplicaciones.
A continuación, resumiremos brevemente el contenido y los principales resultados obtenidos
en cada uno de los cuatro últimos capítulos.
El Capítulo 2 está dedicado al análisis de la existencia, multiplicidad y principales propiedades
de los autovalores principales del problema lineal elíptico de valores en la frontera con peso
Gcp = ^W (x)cp en S2 ,
13(b)cp = 0 en 8S2 , (9)
donde W E L^(S2). Por un autovalor principal de (9) entendemos cualquier valor de ^ E R para
el que existe una función positiva cp que es solución del problema lineal de valores en la frontera
(9)•
El análisis de la existencia de los autovalores principales de (9) es absolutamente necesario
para tener un conocimiento completo de la estructura del conjunto de solucionPS positivas de
amplias clases de problemas semilineales elipticos de la forma
Gu =^ f (x, u)u en S2 ,
13(b)u = 0 en 8St , (10)
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donde f: ^2 x[0, oo) -► R es una función continua y.1 es considerado como un parámetro real.
Observar que ^ puede ser el inverso de un coeficiente de difusión d:= 1/a en frente de G cuando
^> 0, y que, desde el punto de vista de las aplicaciones a las ciencias aplicadas y a la ingeniería,
uno está interesado en analizar cómo varía la dinámica de las soluciones positivas del modelo
parabólico asociado a(10) cuando la difusión, o equivalentemente ^, cambia. Adoptando este
punto de vista, los autovalores principales de la linealización alrededor de cualquier solución
positiva del problema nos proporcionan el rango de valores del parámetro para los cuales la
solución matemática puede ser una solución física de un sistema gobernado por (10).
En lo que concierne al contenido matemático de este capítulo, debe ser destacado que nuestras
condiciones de frontera no se enmarcan dentro del marco clásico, ya que estamos tratando con
condiciones de frontera mixtas y la función peso en la frontera b puediera ser negativa o anula^se
en alguna región de alguna de las componentes de I'1. En las aplicaciones estas condiciones de
frontera aparecen de forma natural; por ejemplo, cuando se linealiza alrededor de una solución
positiva del problema no lineal de radiación
Gu = .1 f(x, u)u en SZ ,
á„u = up en 8St ,
donde p> 1 y f : SZ x[0, oo) -► R es una función de clase C1. En efecto, si uo es una solución
positiva de (11), entonces la linealización de (11) en ella está dada por
Gu = a[8^, f(x, uo(x))uo(x) + f(x, uo(x))]u en SZ ,
a„u - puó-1(x)u = 0 en 8S2 , (12)
y, por ello, efectuando la elección
W (x) ^= auĴ (x, uo(x))uo(x) + Ĵ(x, uo(x)) ^ b(x) :_ -puo-i (x) ^ ro = ^ ^ (13)
(12) se ecuentra dentro de nuestro marco abstracto de trabajo. Obsérvese que b< 0 sobre I'1. Los
autovalores principales de (13) nos proporcionan los valores del parámetro ^ donde la solución
uo llega a ser estable, y por tanto, su conocimiento es absolutamente crucial para predecir el
comportamiento aintótico de las soluciones de estos problemas no lineales de racliación.
El análisis del caso clásico cuando el potencial W tiene signo definido y está alejado de cero
no ofrece ninguna dificultad matemática especial y está muy bien documentaclo en la literatura
(e.g. R. Courant &^. Hilbert [13]); en el caso clásico, (9) posee un único auto^•alor principal. El
análisis de (9) en la situación más general e interesante en que el potencial ^6' cambia de signo,
se remonta a los trabajos pioneros de A. Nlanes & A. M. Micheletti [39], clonclP fue tratado el
caso especial en el que el operador G es autoadjunto, y P. Hess & T. Kato [26] (cf. P. Hess [25]
y sus referencias), donde se demostró para operadores no necesariamente autoacl•juntos, que en
el caso en que los coeficientes de G y el potencial W son Hólder continuos, y aclc^i^iás b>_ 0, v es
la normal exterior unitaria, v^[G,13(b)] > 0, y o bien I'o = 0, o I'1 = Q), entoiirc^s (9) posee dos
autovalores principales; uno de ellos negativo y el otro positivo. Posteriormente, .1. López-Gómez
eliminó la hipótesis de coercividad
Q^ [G,13(b)] > 0
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del enunciado del teorema dado por P. Hess y T. Kato, en el caso especial en el que I'1 =(Ó (cf.
[33] y[35]), es decir, cuando 13(b) = D es el operador Dirichlet.
Nuestro primer propósito en el Capítulo 2 será obtener una versión general de los resultados
previos referentes a la existencia y multiplicidad de los autovalores principales de (9). En la
actualidad, los resultados de este capítulo nos proporcionan mejoras sustanciales de todos los
resultados obtenidos en [35], incluso en el caso más simple cuando 13(b) es el operador de frontera
Dirichlet, D. Pero ahora el análisis matemático será mucho más sofisticado que en [35], ya que
ahora necesitamos, bajo nuestras condiciones de frontera generales, la dependencia continua del
autovalor principal v^[G,13(b)] con respecto a perturbaciones del dominio alrededor de su fron-
tera Dirichlet. Esta dependencia continua de Q^[G, B(b)] respecto a perturbaciones del dominio
St alrededor de I'o, será demostrada en este capítulo y nos proporcionará un resultado múcho
más general, en la línea de resultados previos referentes al análisis de la existencia y multiplici-
dad de los autovalores principales de ^(9). La demostración de nuestra versión más general está
basada en la caracterización del principio del máximo fuerte de H. Amann & J. López-Gómez [5],
mediante la construcción de adecuadas supersoluciones. Tal construcción es muy delicada ya que
contiene gran cantidad de detalles técnicos. Durante la construcción de estas supersoluciones es
cuando necesitaremos la dependencia continua del autovalor principal con respecto al dominio.
Otro hecho destacable, es que en este capítulo se mostrará la dependencia continua del
autovalor principal Q^[G,13(b)], con respecto a perturbaciones del dominio, para una clase muy
general de dominios estables respecto del operador de frontera B(b) (cf. Sección 2.6 para más
detalles). Éste es el primer trabajo donde el concepto de estabilidad ha sido introducido en el
contexto de operadores con frontera general. El concepto de estabilidad de un dominio proviene
de I. Babuŝka [8] y I. Babuŝka & R. Vyborny [9] donde fue utilizado para generalizar algunos
resultados pioneros de R. Courant & D. Hilbert [13] sobre variación continua de autovalores
principales con respecto al dominio S2, en el caso especial en que I'1 =^ y G es autoadjunto.
Otra propiedad que demostraremos en el Capítulo 2 será la dependencia continua del au-
tovalor principal o^(G,13(b)] respecto de la función peso en la frontera b. Parece que nuestro
resultado es el primero disponible en la literatura. Aunque es crucial desde el punto de vista
de las aplicaciones, sus consecuencias serán analizadas en un próximo trabajo. Además, en este
capítulo averiguaremos el comportamiento asintótico del autovalor principal de (3), cuando b
diverge a infinito uniformemente en I'1.
En el Capítulo 3, sin imponer (6), empezaremos analizando la existencia de soluciones positi-
vas del problema sublineal elíptico de valores en la frontera (4), donde a(x) E L^(S^) pertenece a
una cierta clase de potenciales no negativos y W E L^(S2). Después, analizaremos la estructura
' del diagrama de soluciones positivas de éste, de acuerdo al signo del potencial W en el conjunto
de anulación de a(x) y caracterizaremos la existencia de soluciones positivas de (4) en el caso
particular en el que se cumple la condición (6). Finalmente, averiguaremos el crecimiento pun-
tual de las soluciones positivas de (4) en el conjunto de anulación del potencial a(x) y en alguna
de las componentes de su frontera, cuañdo ^ se aproxima al valor de bifurcación a soluciones
positivas de (4) desde infinito. Debe ser destacado que f(x, 0) E C1(ŜZ, R) y que no hay ninguna
restricción de signo sobre f(x, 0) en SZ. También debe ser mencionado, que ya que la aplicación
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u^---^ f(•, u) no es necesariamente monótona en (0, oo), el problema (4) puede exhibir más de
una solución positiva para cada valor de a perteneciente al rango de valores del parámetro ^
para los cuales (4) posee una solución positiva.
Los problemas semilineales elípticos de valores en la frontera del tipo (4) han atraido gran
atención durante las últimas decadas, por el gran número de aplicaciones en biología matemática
y química de su versión parabólica
atu + Gu =.^W(x)u - a(x) f(x, u)u en St x(0, oo) ,
13(b)u = 0 en óSZ x(0, oo) , (14)
u(•, 0) = uo on SZ .
Estos problemas parabólicos describen la dinámica de las soluciones positivas de muchas ecua
ciones de reacción-difusión usadas en la modelización de una gran variedad de fenómenos en las
ciencias aplicadas y la ingeniería. Desde el punto de vista de las aplicaciones uno está interesado
en analizar cómo varía la dinámica de las soluciones positivas del modelo parabólico (14) cuando
la difusión, o equivalentemente .1, cambia. En dinámica de poblaciones, el Problema (14) nos
proporciona la evolución de una especie que obedece una ley generalizada de crecimiento logístico
[40], [42]. Típicamente, u representa la densidad de población, as^ son los coeficientes de difusivi-
dad de la especie u, los coeficientes ais describen los efectos de transporte, -ao(x)+.^W(x) es la
tasa de natalidad, o mortandad de la especie, de acuerdo con su signo, f(x, u) describe el efecto
límite del aumento de población, y el coeficiente a(x) mide el estrés de población en la región
donde éste es positivo. De este modo, las soluciones positivas de (4) son los equilibrios de (14)
y por tanto, el análisis de la existencia, multiplicidad y estabilidad de las soluciones positivas
de (4) es absolutamente necesario para adquirir un conocimiento completo del comportamiento
asintótico de las soluciones positivas del problema de evolución (14).
En lo que al contenido matemático del Capítulo 3 concierne, de nuevo debe ser destacado
que nuestras condiciones de frontera y nuestra no linealidad, f(x, u), no se encuentran dentro
del marco clásico de trabajo, ya que estamos tratando con condiciones de frontera mixtas donde
la función peso en la frontera b(x) puede ser negativa o anularse en alguna subregión de alguna
de las componentes de I'1, y la función f(x, 0) puede ser no nula en SZ, y no estamos imponiendo
ninguna restricción de signo sobre ésta en SZ. Algunos trabajos previos discutienclo esta clase de
problemas son [12],[43], [19],[20] y[38], aunque nuestro marco de trabajo es lo suficientemente
general como para incluir los modelos especiales considerados en estas referencias, donde b no
cambia de signo y f(x, 0) debe ser idénticamente cero. Los originales resultados cle este capítulo
están motivados por los resultados encontrados en [32], (19] y[20], aunqúe merece ser destacado
que nuestras mejoras están lejos de ser obvias, principalmente por la dificultad del análisis
matemático necesario para solventar las dificultades técnicas inherentes al hPCho de trabajar
con una función b(x) que cambia de signo.
La principal herramienta técnica utilizada para obtener los resultados del Capítulo 3 es la
dependencia continua del autovalor principal con respecto a perturbaciones del cloininio alrededor
de su frontera Dirichlet, ya probada en el Capítulo 2. Así mismo, utilizaremos los resultados
principales de [14] y[46]. En este capítulo adoptaremos la misma metodología qi^e en [19] para
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obtener una condición necesaria y una condición suficiente para la existencia de una solución
positiva de (4). Una dificultad técnica que debemos solventar en nuestro marco general de trabajo
es la construcción de una adecuada supersolución positiva estricta. En nuestro marco de trabajo,
la construcción de la supersolución positiva estricta es mucho más delicada que en [19], ya que
la estructura del conjunto de anulación del potencial a puede ser más enrevesada que en [19] y
además, no estamos imponiendo ninguna restricción sobre el signo de b en I'1, y por ello, b(x)
podría anularse en algunas regiones de alguna de las componentes de I'1, siendo negativa en otras
regiones de esas componentes. Tal construcción es técnicamente complicada y está basada en la
dependencia continua del autovalor principal Q^[G, X3(b)] respecto a perturbaciones del dominio,
probada en el Capítulo 2. Además, en la construcción de la supersolución positiva estricta es
necesario utilizar el crecimiento a infinito del autovalor principal del problema de Dirichlet,
cuando la medida de Lebesgue del dominio subyacente tiene a 0(cf. Teorema 2.9.1 del Capítulo
2); resultado que mejora sustancialmente el obtenido originalmente en [35] para el caso especial
en que 13(b) = D y I'1 = 0. Además, realizamos un pormenorizado análisis de la acotación y
estructura del conjunto de soluciones positivas de (4) en nuestro marco general, de acuerdo con el
signo del potencial W en el conjunto de anulación de a(x), caracterizando el conjunto de valores
del parámetro ^ donde las soluciones positivas de (4) se bifurcan desde la rama trivial y desde
infinito. Finalmente, mostraremos el crecimiento puntual a infinito de las soluciones positivas de
(4), en el conjunto de anulación del potencial a(x) y en una cierta región de su frontera, en el
caso especial cuando W> 0 o W < 0 en S2 y a se aproxima al valor de bifurcación desde infinito
a soluciones positivas de (4). El resultado que obtenemos aquí, generaliza al obtenido en (3?],
[20], [38], que fue demostrado para el caso especial en que 13(b) = D.
En el Capítulo 4 usamos la teoría desarrollada en los Capítulos 2 y 3, para analizar la
dependencia continua con respecto a perturbaciones del dominio y condiciones de frontera de
las soluciones positivas del problema sublineal (4) cuando se verifica (6). Para el análisis llevado
a cabo en este capítulo suponemos que el campo vectorial v:_ (vl, ..., vN), que aparece en el
operador de frontera 13(b) (cf. (2)), es el campo vectorial conormal, es decir, está dado por
N
vz:=^at^n^, 1<i<N;
.i=1
donde a1^, 1 < i, j< N, son los coeficientes definidos por (1). Además incorporamos algunas
condiciones suficientes para que se verifique tal dependencia continua de las soluciones positivas
de (4) con respecto a variaciones del dominio y a las condiciones de frontera. EI análisis llevado
a cabo en este capítulo está fuertemente basado en los resultados de dependencia continua del
autovalor principal demostrados en el Capítulo 2, al igual que los resultados que caracterizan la
existencia de soluciones positivas de (4), demostrados en el Capítulo 3. Los rPSUltados de este
capítulo están lejos de ser obvios, ya que estamos trabajando con condiciones cie frontera mixtas,
y no hay ninguna restricción de signo ni sobre la función peso en la frontera b E C(I'1), ni sobre
f(x, 0) E C1(SZ, R). Finalmente, averiguamos el comportamiento asintótico clc^ las soluciones
positivas de (4), bajo las condiciones (6) y(7), proporcionando además conclicio ►ies suficeintes
que garantizan dicho comportamiento asintótico.
xviii Introducción
El Capítulo 5 está enteramente dedicado al análisis del comportamiento asintótico de las solu-
ciones positivas del problema sublineal elíptico (8) cuando ry tiende a infinito, donde W E L^(S2),
a(x), V(x) pertenecen a una cierta clase de potenciales no negativos, f E C1(SZ x[0, oo), R) y
además (5) y(6) se cumplen. Nuestro principal resultado en este capítulo es una sustancial
mejora del resultado principal de [34, Sección 4], que está lejos de ser inmediato, ya que in-
volucra muchos de los resultados teóricos desarrollados en los capítulos previos. Básicamente,
nuestro resultado establece que cuando ry J' oo, la única solución positiva de (8), digamos 8.^,
converge en V= 0, a la única solución positiva del correspondiente problema en la region donde
V= 0, mientras que ésta converge a cero en la region donde V> 0. Por supuesto, para obtener
tal resultado necesitamos que las regiones donde V = 0 y donde V> 0 sean suficientemente
regulares en el sentido que será descrito en el Capítulo 5. Este resultado tiene un gran número
de aplicaciones en ecología matemática como por ejemplo, para analizar el efecto de la com-
petición ilimitada entre especies biológicas en presencia de refugios. Como en [34], obtendremos
el comportamiento asintótico de las soluciones positivas de (8) cuando ry j' oo mediante la
construcción de una adecuada supersolución positiva estricta. Tal construcción es muy delicada
ya que contiene una gran cantidad de detalles técnicos, inherentes al hecho mismo de traba-
jar con una función peso en la frontera b(x) que cambia de signo. Finalizaremos el capítulo
proporcionando algunas condiciones suficientes, bajo las cuales el comportamiento asintótico
anteriormente mencionado de las soluciones positivas de (8) es garantizado.
Capítulo 1
Preliminares y notaciones
En este capítulo especificamos las principales propiedades del dominio, del operador diferencial
y del operador de frontera con los que trabajaremos a lo largo de esta memoria. También, intro-
ducimos el marco funcional en el cual será desarrollada nuestra teoría, fijamos algunas notaciones
generales y recogemos algunos de los principales resultados de [4] y[5] que serán utilizados a lo
largo de esta memoria. Ya que todos los resultados aquí incluidos han sido demostrados en los
trabajos anteriormente mencionados, únicamente enunciaremos dichos resultados.
1.1 Sobre el dominio, el operador diferencial, el operador de
frontera y el marco funcional
En esta sección detallamos las propiedades sobre el dominio, sobre el operador diferencial y sobre
el operador de frontera con los cuales vamos a trabajar a lo largo del resto de esta memoria.
También introducimos el marco funcional en el que será desarrollada nuestra teoría.
1.1.1 El dominio S2
A lo largo de esta memoria SZ es un dominio acotado en RN, N>_ 1, de clase C2, es decir, SZ es
una subvariedad N-dimensional compacta y conexa de clase C2 de RN con frontera aS2 = I'oUI'1
de clase C2, donde I'o y I'1 son dos subconjuntos disjuntos abiertos y cerrados de áS2. Además,
I'o y rl poseen un número finito de componentes y debe ser destacado que o bien I'o o I'i puede
ser el conjunto vacío.
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1.1.2 El operador diferencial G
El operador diferencial con el que trabajaremos a lo largo de esta memoria es el operador
diferencial lineal elíptico de segundo orden definido por
G:= - ^ «^^(x)a aa^. +^a=(^)ái +ao(^), (1.1.1)
i,j=1 ^ i=1
el cual es uniformemente fuertemente elíptico en S2 con
a1^ = a^i E C(Si) , ak E L^(S2) , 1 < i, j< N, 0< k< N.
En lo sucesivo denotaremos por µ> 0 a la constante de elipticidad de G en S2. Entonces, para
cada ^ E RN \{0} y^ E SZ tenemos que
N
^ as^(^)^=^.i ^ µ^ŝ ^2.
i,^=1
1.1.3 Los operadores de frontera ,C3(b) y D
En lo que concierne a las condiciones de frontera, en lo sucésivo para cada función b E C(rl),
B(b) representa al operador de frontera definido por
__ ^
,t3(b)cp .
a^^p + bcp
on ro,
on rl,
donde
Y=(1/1i ..., vly) E C1(rl^ RN)
es un campo vectorial exterior y no tangente, y
a„cp :_ (pcp, v) . (1.1.3)
Así, 13(b) es el operador de frontera Dirichlet sobre ro, denotado en lo sucPSi^•o por D, y el
operador de frontera Neumann o de derivada regular oblicua de primer orden sobre rl.
Es conocido por los resultados de (4], [41] que para cada b E C(rl) y p> 1.
Xi(b) E G(Wp (S^)^ Wn p(ro) x Wp P(rl)) •
Uno de los aspectos más importantes que merecen ser destacados, es el hecho ^lc^ que las condi-
ciones de frontera generales con las cuales trabajaremos en toda esta memoria ► io se encuentran
enmarcadas dentro del marco clásico, ya que estamos tratando con condicioiic^s ^l^ frontera mix-
tas y la función b puede ser negativa o anularse en alguna región de alguna cl^ l:^s componentes
de rl.
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En lo sucesivo, dado cualquier subdominio propio Sto de SZ de clase C2, asumiremos que S2o
satisface
dist(rl, 8S2o n S2) > 0. (1.1.4)
De este modo, si denotamos por ri, 1 <_ i <_ nl, a las componentes de rl, entonces para cada
1< i< nl o bien
ri c 8S2o
0
ri n BSto = 0 .
Además, si ri C óSto, entonces ri debe ser una componente de áSZo. En efecto, si ri n aSto ,
-^ ^
pero ri no es una componente de BSZo, entonces dist(ri, BSZo n St) = 0.
Por tanto, dado cualquier subdominio propio Sto de SZ de clase Cz verificando (1.1.4), el
operador de frontera 13(b, Sto) construido a partir de 13(b) definido por
cp en 8S2o n SZ ,
^(b^ ^o)^P ^= 13(b)cP en áSip n ÓSi
está bien definido en el sentido de [4]. Cuando SZo = Sl denotaremos
t3(b, SI) : = Z3(b) .
Si Sio C Si, entonces BSto C St y por definición
^(b^ ^o)^P = D^P = ^P ^
es decir, 13(b, S2o) se convierte en el operador de frontera Dirichlet, denotado en lo sucesivo por
D.
1.1.4 Marco funcional
En lo que al marco funcional se refiere, de aquí en adelante para cada p> 1 denotaremos por
W^^(b)(S^) :_ { u E W^ (SZ) : 13(b)u = 0 } ,
W^(6)(^) '= I I Wp,^(6)(^) C H2(^) .
p>1
Recalcar que para cada p> N,
Wp (S2) ^-► CZ p (St)
y que gracias al Teorema VIII.1 de [49], cada u E W^ (St) es en c.t.p. de St dos ^•eccs diferenciable.
También, de aquí en adelante C^°(SZ) representará el espacio de funciones clP clase C°O con
soporte compacto en St, C^°(SI U rl) el espacio de funciones de clase C°O con soporte compacto
en S2 U rl y Hro(S2) denotará la clausura en Hl(SZ) del conjunto de funciones Cx(i2 U rl).
Los anteriores espacios funcionales serán los espacios funcionales naturales e^^i los cuales será
desarrollada nuestra teoría.
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1.2 Autovalores principales de problemas de valores en la fron-
tera de tipo mixto
Bajo las hipótesis de la Sección 1.1, consideremos para cada V E L^(S2) y b E C(rl) el problema
de autovalores de tipo mixto
(G + V) cp =.1cp en SZ ,
13(b)cp = 0 en aS^ . (1.2.7)
Es conocido de los resultados de (4] que existe el menor autovalor real de (1.2.7) denotado en
lo sucesivo por o^ [G + V, ,t3(b)] y denomiando autovador principad de (G + V, ,t3(b), SZ). El auto-
valor principal es simple y asociada con él hay una autofunción positiva, única salvo constante
multiplicativa, denotada por cp]^+v,c^(b)] Y denominada autofunción principal de (G+V,13(b), SZ).
Gracias al Teorema 12.1 de [4] la autofunción principal satisface que
^ ^P[c+v,r^(b)] E W^(6)(S^) C H2(^)
y es fuertemente positiva en S2, en el sentido de que
^^c+v,a(b)] (x) > o d^ E s^ u rl n a^^]^+v,r^(6)] (^) < o d^ E ro .
De hecho, v^[G+V,13(b)] es el único autovalor de (1.2.7) que posee una autofunción positiva, y
es dominante en el sentido de que cualquier otro autovalor ^ de (1.2.7) satisface
^tQ > v^[G + V,13(b)] .
Además, tomando
(G+V)p :_ (G+V) ^Wp,g^b^(n) ^
se verifica que para cada w> -Q^ [G + V,13(b)] y p > N el operador
[W + (G +V)P]-1 E G(LP(^))
es positivo, compacto e irreducible (cf. [47, V.7.7]).
En lo sucesivo, dado cualquier subdominio propio S2o de SZ de clase C2 verificando ( 1.1.4),
denotaremos por v^0 [G + V,13(b, S^o)] al autovalor principal del problema lineal de valores en 1
a frontera
(G + V)cp = .1cp en Sto , ( 1.2.8)B(b, SZo)cP = 0 en 8S2o ,
donde 13(b, SZo) es el operador de frontera definido por ( 1.1.5). Con el objeto cle trabajar con
dominios con un número finito de componentes conexas, introducimos a continuación el concepto
de autovalor principal para un dominio con varias componentes conexas.
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Definición 1.2.1 Sea S2o un subconjunto abierto de St satisfaciendo (1.1.4), con un número
finito de componentes cone^as de clase C2, digamos Stó , 1< j< m, tales que
Szp (1 ^ = 0 si i#j.
Entonces, el autovalor principal del problema (G + V, B(b, S2o), S2o) es definido por
v^Ó G + V, ,t3 b, Sto)] := min Q^° [G + V B(b, SZó)]• (1.2.9)[ ( l^^m i ^
Nota 1.2.2 Debe ser destacado que ya que Sto es de clase C2 y satisface (1.1.4), se sigue de las
anteriores consideraciones que cada uno de los autovalores principales
v^°[G+V,13(b,^)], 1 < j <m,
está óien definido. Esto muestra la consistencia de la Definición 1.2.1.
Ahora introducimos el concepto de autovalor principal para una clase general de problemas
lineales elípticos de valores en la frontera con peso.
Definición 1.2.3 Para cada W E L^(St), cualquier valor de ^ para el cual el problema
Gcp = .1Wcp en St
,t3(b)^p = 0 en aS2 ; (1.2.10)
admita una solución positiva cp, será denominado un autovador principal de (G, W,13(b), SZ).
Además, si ^ es un autovalor principal de (G, W, Ci(b), S2) con
N[G - ^W] = span[cp] y Wcp ^ R[G - ^W] ,
se dirá que .1 es un autovalor simple de (G, W, X3(b), S2).
El concepto previo de autovalor simple es consistente con el concepto de auto^•alor simple de
(G -^W, W) en SZ introducido en (14]. Así, por la unicidad del auto-par principal asociado con
(G -^W,13(b), S2), garantizada por [4, Teorema 12.1], se sigue de la Definición 1.2.3 que los
autovalores principales de (1.2.10) están dados por los ceros de la apiicación
E(^) :_ ^^[G - aW,13(b)] , a E R.
Nos remitimos al capítulo 2 para detalles adiccionales.
8 Prellminares y notaciones
1.3 El principio del máximo fuerte
A lo largo del desarrollo de toda esta memoria utilizamos la relación de orden natural en el
espacio producto LP(S2) x Lp(áSZ). A saber, •
(Ĵl, 91) ?(Ĵ2^ 92) p fi ? Ĵ2 ^ 91 ? 92 •
Será dicho que (f1,91) > (f2^92) sl (Ĵ1^91) ? (Ĵ2^92) Y (Ĵ1^91) 9-` (Ĵ2^92)•
Con el fin de enunciar la caracterización del principio del máximo fuerte para problemas
de valores en la frontera con condiciones de frontera generales, en términos de la existencia
de una supersolución positiva estricta y en términos de la positividad del autovalor principal,
introducimos los siguientes conceptos.
Definición 1.3.1 Supongamos que p> N y sea V E L^(SZ). Se dice que una función ŭ E
Wp (St) es una supersolución positiva estricta de (G+V,13(b), St) si ŭ > 0 y((G+V)ŭ , Xi(b)ŭ) > 0.
Definición 1.3.2 Supongamos que p> N. Se dice que una función u E W^ (S2) es fuertemente
positiva en Si, si u(x) > 0 para cada x E Si U I'1 y 8Qu(x) < 0 para cada x E I'o con u(x) = 0 y
cualquier campo vectorial exterior y no tangente ^3 E C1(I'p, RN).
Definición 1.3.3 Sea V E L^(S2). Se dice que el problema (G+V,13(b), S2) satisface el principio
del mcíximo fuerte si p> N, u E Wp (St), y((G+V)u, t3(b)u) > 0 implican que u es fuertemente
positiva en el sentido de la Definición 1.3.2.
La siguiente caracterización del principio del máximo fuerte es un reciente resultado debido
a H. Amann y J. López-Gómez [5j, donde la previa caracterización de J. López-Gómez & M.
Molina Meyer [36], obtenida originalmente para condiciones de frontera Dirichlet, fue mostrada
ser satisfecha para un operador de frontera general de la forma (1.1.2). Tal caracterización nos
proporciona una de las principales herramientas técnicas para hacer muchas de las comparaciones
utilizadas a lo largo de toda esta memoria.
Teorema 1.3.4 Para cada V E L^(SZ) las siguientes afirmaciones son equivalentes:
• Q^[G + V,13(b)^ > 0;
•(G + V,13(b), S2) posee una supersolución positiva estricta;
•(G + V,13(b), SZ) satisface el przncipio del mcíximo fuerte.
1.4 Soluciones débiles, soluciones fuertes, subsoluciones y su-
persoluciones para problemas semilineales
En esta sección introducimos los conceptos de solución débid, solución fue^•te. subsodución y
supersolución para problemas semilineales de valores en la frontera, con concliciones de frontera
Dirichlet y condiciones de frontera de tipo mixto.
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Para establecer el concepto de solución débil para estas clases de problemas de valores en la
frontera, bajo las hipótesis de la Sección 1.1, es suficiente suponer que
at^ = a^2 E C(SZ) n W^(S2) ,^ i'< i, j< N. (1.4.11)
Sean, para cada V E L^(Si) y a E R, los problemas de valores en la frontera
(G + V)u = F(.^, x, u) en SZ ,
u = 0 en 8SZ ,
(G + V)u = F(a, x, u) en SZ ,
13(b)u = 0 en áSl,
donde
F(a, •, • ) : Sl x La(S2) ^-► Ls(^) ,
(1.4.12)
(1:4.13)
para cada .1 E R.
Definición 1.4.1 Supongamos ( 1.4.11). Se dice que una función cp E Hó(SZ) es una solución
débil de ( 1.4.12) si
^ ^i^ a^^ 8xi 8x, + .^ ^s^ at^^^ + ^it(ac + V)^^P = ^s2 F (^^ x, ^P)^ ^i,^-1 i-1
para cada 1; E C^°(St), donde
N
CĴai.7á; := a1 + ^ E L^(S2) ,
^=1 8xj
1<i<N. (1.4.14)
Definición 1.4.2 Sea SZ un dominio con frontera 8Sl = I'o U rl de clase C2, donde I'p y I'1 son
dos subconjuntos disjuntos abiertos y cerrados de 8S2 y denotemos por n=(nl, ..., nN) a la
normal exterior unitaria a SZ en I'1. Se dirá que el campo vectorial v:_ (vl, ..., vN) es el campo
vectoriad conormal sobre I'1, sí v viene dado por
N
vti:=^a;^n^, 1<i<N;
i=1
(1.4.15)
donde as^ , 1<_ i, j < N son los coeficientes definidos en (1.1.1). En este caso la derivada 8,,,
definida por (1.1.3), será denominada derivada conorrnal sobre I'1.
Nota 1.4.3 Debe ser destacado que si µ> 0 representa la constante de elipticidad de G y
asumimos que (1.4.15) se verifica, entonces
N
(v,n) _ ^ at^n^nt > µ^n^2 = µ > 0,
i,^=1
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y por tanto, v es un campo vectorial exterior y no tangente. También, debe ser notado que si
az^ E Cl (Ŝ2) , 1< i, j< N, entonces v E C1(rl, RN), ya que áSZ es de clase C2.
A lo largo de esta memoria el campo vectorial conormal desempeará un papel crucial.
Definición 1.4.4 Supongamos (1.4.11). Asumamos además que v es el campo vectoriad conor-
mal sobre I'1, es decir, (1.4.15) se verifica sobre I'1. Entonces, se dice que una función cp E
Hro(S2) es una solución débil de (1.4.13) si
^ f a^^ a^ ^^+^ f ái^ a^ + f(ap + V)Ŝ^P = f F(^^ x^ ^P)^ - f b^^P ^
i,.i=1 SZ a^i ^^ i_1 JS2 8xi n SZ rl
para cada l; E C^°(SZ U I'1), donde ái , 1< i< N son los coeficientes definidos por (1.4.14).
Ahora establecemos el concepto de solución fuerte y solución positiva para (1.4.13).
Definición 1.4.5 Se dice que una función u es una solución fuerte para el problema (1.4.13),
si u E W^ (St) para algún p> N y satisface (1.4.13). Si ademds u> 0 en SZ, entonces se dird
que u es una solución positiva de (1.4.13).
En lo sucesivo las soluciones de (1.4.13) serán consideradas como pares-solución de la forma
(a, u). Así, se dirá que el par (.^o, uo) es una solución de (1.4.13) si uo es una solución de (1.4.13)
para ^ _.^o. Lo mismo para las soluciones de (1.4.12).
Ahora introducimos el concepto de supersodución positiva y subsolución positiva para el
problema (1.4.13).
Definición 1.4.6 Sean .^ E R, p> N y u E WP (SZ). Entonces:
a) Se dice que u es una supersolución positiva de (1.4.13), si u > 0 en S2 y
(G + V)u > F(a, x, u) en SZ ,
B(b)u > 0 en 8S2 .
En el caso particular de que alguna de las anteriores desigualdades se verifique de forma
estricta, se dirá que la supersolución positiva u es estricta.
b) Se dice que u es una subsolución positiva de (1.4.13), si u> 0 in SZ y
(G + V)u < F(^, x, u) en SZ ,
13(b)u < 0 en 8S2 .
En ed caso particular de que alguna de las anteriores desigualdades se eerfique de forma
estricta, se diró, que la subsolución positiva u es estricta.
Capítulo 2
Propiedades de Autovalores
Principales
En este capítulo se caracteriza la existencia de autovalores principales para una clase general
de problemas lineales elípticos de valores en la frontera de segundo orden con pesos, sujetos a
una clase muy general de condiciones de frontera de tipo mixto. Nuestros resultados son una
extensión sustancial de la teoría clásica debida a P. Hess y T. Kato [26]. Para la obtención de
éstos, deberemos dar un gran número de nuevos resultados referentes a la dependencia continua
del autovalor principal de un problema lineal eliptico de valores en la frontera de segundo orden
con respecto al dominio subyacente y a sus condiciones de frontera. Estos resultados auxiliares
complementan en cierto sentido la teoría de D. Daners y E. N. Dancer (16]. La principal her-
ramienta técnica utilizada a lo largo de este capítulo, es una reciente caracterización del principio
del máximo fuerte en términos de la existencia de una supersolución positiva estc•icta, debida a
H. Amann y J. López-Gómez [5].
2.1 Introducción
En este capítulo estudiamos a la existencia, multiplicidad y principales propieclxcles de los au-
tovalores principales del problema lineal de valores en la frontera con peso
Gcp = aW (x) cp en S2 ,
Ci(b)cp = 0 en áSt , (2.1.1)
donde se efectúan las siguientes hipótesis:
a) S2 es un dominio acotado en RN, N>_ 1, de clase C2, es decir, S2 es ^i^ia subvariedad
N-dimensional compacta y conexa de clase C2 de RN con frontera áS2 cle c•lase C2.
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b) aER,WEL^(SZ)y
G :_ - ^ «ii (x) a^^x . + ^ ai (x) j^ + ao(x) (2.1.2)
^,j_i ^ ^-i
es uniformemente fuertemente elíptico en St con
aij = ajti E C(Si) , ak E L^(St) , 1< i, j< N, 0< k < N . (2.1.3)
En lo sucesivo denotaremos por µ> 0 a la constante de elipticidad de G en S2. Entonces,
para cada ^ E RN \{0} y x E Si tendremos que
N
^ atj (x)^iS^j ^ µIb (Z .
i, j=1
c) 13(b) representa al operador de frontera
__ ^P13(b)cp . áv^P + b^P
en I'p ,
en I'1 , (2.1.4)
donde I'o y I'1 son dos subconjuntos disjuntos abiertos y^cerrados de 8St con I'oUrl = aSZ,
b E C(I'1),
1/ _(1/1i ..., UN) E C1(rl ^ RN)
es un campo vectorial exterior y no tangente, y
a^^P •_ (D^P^ vÍ
Además, I'p y I'1 poseen un número finito de componentes. Así, 13(b) es el operador de
frontera de Dirichlet sobre ro, denotado en lo sucesivo por D, y el operador de frontera
de Neumann o de derivada oblicua regular de primer orden sobre I'1. Debe ser destacado
que o bien I'o o I'1 puede ser el conjunto vacío.
Recalcamos que por un autovalor principal de (2.1.1) entendemos un valor de ^ E R para el
que existe una función positiva cp que es solución del problema lineal de valores en la frontera
(2.1.1).
El análisis de la existencia de los autovalores principales de (2.1.1) es absolutamente necesario
para tener un conocimiento completo de la estructura del conjunto de soluciones positivas de
una amplia clase de problemas semilineales elípticos de la forma
Gu = a f(x, u)u en SZ ,
,t3(b)u = 0 en 8SZ , (2.1.5)
donde f:^t x[0, oo) - ► R es una función continua y^ es considerado como un parámetro real.
Observar que a puede ser el inverso de un coeficiente de difusión d:= 1/^ en frente de G cuando
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^> 0, y que, desde el punto de vista de las aplicaciones a las ciencias aplicadas y a la ingeniería,
uno está interesado en analizar cómo varía la dinámica de las soluciones positivas del modelo
parabólico asociado a(2.1.5) cuando la difusión, o equivalentemente ^, cambia. Adoptando este
punto de vista, los autovalores principales de la linealización alrededor de cualquier solución
positiva del problema, nos proporcionan el rango de valores del parámetro para los cuales la
solución matemática puede ser una solución física de un sistema gobernado por (2.1.5).
En lo que concierne al contenido matemático de este capítulo, debe ser destacado que nuestras
condiciones de frontera generales no se encuentran dentro del marco clásico, ya que estamos
tratando con condiciones de frontera de tipo mixto y b pudiera ser negativa o nula en alguna
región de alguna de las componentes de I'1. En las aplicaciones estas condiciones de frontera
surgen de forma natural; por ejemplo, cuando uno linealiza alrededor de una solución positiva
del problema no lineal de radiación
Gu = a f(x, u)u en SZ ,
8„u = u^ en 8S2 , (2.1.6)
donde p> 1 y f :^ x[0, oo) -► R es una función de clase C1. En efecto, si uo es una solución
positiva de (2.1.6), entonces la linealización de (2.1.6) alrededor de ella viene dada por
Gu = a[euf (x, uo(x))uo(x) + Ĵ(x, uo(x))]u^ en St ,
8„u - puo-1(x)u = 0 en 8S2 ,
y, por ello, efectuando la elección
(2.1.7)
W (x) ^= auĴ (x, uo(x))uo(x) + Ĵ (x^ uo(x)) , b(x) ^_ -puó1(x) , I'o = ^ , (2.1.8)
(2.1.7) se encuentra en nuestro marco abstracto de trabajo. Obsérvese que b< 0 en I'1. Los au-
tovalores principales de (2.1.8) nos proporcionan los valores del parámetro a donde la solución
uo llega a ser estable, y por tanto, su conocimiento es absolutamente crucial en orden a poder
predecir el comportamiento asintótico de las soluciones de estos problemas no lineales de ra-
diación.
El análisis del caso clásico cuando el potencial W tiene signo definido y está alejado de cero
no ofrece ninguna dificultad matemática especial y está muy bien documentado en la literatura
(e.g. R. Courant & D. Hilbert [13]); en el caso clá^ico, (2.1.1) posee un único autovalor principal.
El análisis de (2.1.1) en el caso más general e interesante en que el potencial W cambia de signo
se remonta a los trabajos pioneros de A. Manes & A. NI. Micheletti [39], donde fue abordado el
problema en el caso especial en el que G es autoadjunto, y P. Hess & T. Kato [26] (cf. P. Hess
[25] y sus referencias), donde se demostró para operadores no necesariamente autoadjuntos que
en el caso en el que los coeficientes de G y el potencial W son Hólder continuos, y además b> 0,
v es la normal exterior unitaria, v^[G,13(b)] > 0, y o bien I'o = 0, o I'1 = 0, entonces (2.1.1)
posee dos autovalores principales; uno de ellos negativo y el otro positivo. De aquí en adelante,
Q^[G,13(b)] representará al autovalor principal de G en S2 sujeto al operador cíe frontera B(b)
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definido por (2.1.4), es decir, Q^[G,13(b)] representará al único autovalor del problema
Gcp = vcp en SZ ,
,i3(b)cp = 0 en áSt ,
que posee una autofunción positiva. Posteriormente, J. López-Gómez eliminó la hipótesis de
coercividad
v^[G,,ú(b)] > 0 (2.1.9)
del enunciado del teorema dado por P. Hess y T. Kato en el caso particular en el que I'1 = 0(cf.
[33] y[35]), es decir, cuando 13(b) = D es el operador de Dirichlet. Tal sustancial generalización
fue posible gracias al siguiente resultado.
Teorema 2.1.1 Supongarrios que W>_ 0, W# 0, es un potencial regular con un conjunto de
anulación regular
S2o:=S1\{xESt : W(x)>0}.
Entonces,
Por tanto, ya que
y la aplicación
lim Q^ [G -.^W, D] = Q^0 [G, D] .
a^,-oc
(2.1.10)
^1^^ v^ [G - .^W, D] _ -oo
a --^ v^[G - aLV, D]
es decreciente, se sigue que (2.1.1) posee un autovalor principal si, y sólamente si,
v^0 [G, D] > 0 . (2.1.11)
Gracias a la célebre desigualdad debida a C. Faber [18] y E. Krahn [31], (2.1.11) es satisfecho si
la medida de Lebesgue de S2o, ^Sto^, es suficientemente pequea; independientemente del signo de
Q^[G, D]. Observar que la previa caracterización de la existencia de un autovalor principal bajo
las hipótesis del Teorema 2.1.1 es bastante natural ya que W tiende a un potencial clcísico cuando
^S2o^ ^, 0. Ahora, gracias a la continuidad del autovalor principal con respecto al potencial, uno
puede darse cuenta fácilmente que bajo la condición (2.1.11) si W es perturbado por un potencial
W< 0 de pequea amplitud, entonces el problema lineal (2.1.1) para el potencial perturbado
W+ W debe tener al menos un autovalor principal próximo al autovalor principxl del problema
no perturbado. Además, utilizando la analiticidad y concavidad de la aplicació^i
^--► E(^) := Q^[G - a(W + W), D]
muestra la existencia de exactamente dos autova.lores principales, [35]. Resuiiiic^ ► iclo, si (2.1.11)
se cumple y la amplitud de W < 0 es suficientemente pequea, entonces el pc•oblc^^iia ( 2.1.1) para
el potencial perturbado W+ W posee dos autovalores principales; los dos cPros ^lE^ la aplicación
E(^).
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Es interesante mencionar que, junto al interés del Teorema 2.1.1 para caracterizar la existen-
cia de autovalores principales de (2.1.1), ha sido mostrado que (2.1.10) es crucial en el análisis
semi-clásico de operadores elípticos de segundo orden involucrando potenciales con pozos degen-
erados. En la actualidad, el Teorema 2.1.1 fue el punto de partida para analizar algunos antiguos
problemas abiertos propuestos por B. Simon (48] (cf. E. N. Dancer & J. López-Gómez [17]).
En este capítulo adoptamos la misma metodología que en [35]. Así, nuestro primer propósito
será obtener una versión general del Teorema 2.1.1 en nuestro marco general abstracto. Los
resultados de este capítulo proporcionan mejoras sustanciales de todos los resultados encontrados
en [35], incluso en el caso más simple en el que 13(b) es el operador de Dirichlet, D. Pero ahora
el análisis matemático será más complicado que en [35J, ya que el Teorema 2.1.1 está basado
en la dependencia continua de vi [G, D] con respecto a Sl, y es conocido que trabajando bajo
nuestras condiciones generales de frontera la dependencia continua de Q^[G,13(b)] falla si I'o = 0
y b= 0(cf. los contraejemplos de Sección VI.2.6 en Volumen I de [13]). Como resultado de esta
contrariedad, un gran esfuerzo ha sido hecho por analizar cómo varía el espectro del operador
-0 bajo condiciones de frontera Neumann homogéneas cuando el dominio es perturbado, e.g.
J. K. Hale & J. M. Vegas [23], J. M. Arrieta [6], J. M. Arrieta et al. [7], y S. Jimbo [27], [28],
donde fue desarrollado un pormenorizado análisis del comportamiento de los autovalores de
tipo Neumann, para dominios formados por dos esferas unidas por un corredor que tiende a un
segmento. Posteriormente, E. N. Dancer & D. Daners (16] mostraron cómo el clásico problema
de tipo Robin, es decir, el caso en el que I'o = 0 y b está acotada inferiormente por una constante
positiva, se comporta de forma muy parecida al problema de Dirichlet, básicamente porque los
problemas de tipo Robin clásicos tienen propiedades de regularidad similares al problema de
Dirichlet, independientemente de la geometría del dominio, mientras que este no es el caso para
el problema de Neumann. Algunos resultados previos sobre problemas de tipo Robin fueron
encontrados en M. J. Ward & J. B. Keller [50] y M. J. Ward et al. [51], donde el método de
desarrollos asintóticos fue utilizado para calcular los autovalores y autofunciones perturbadas
para algunos casos especiales de interés en las aplicaciones. Como en este capítulo estamos
trabajando bajo condiciones de frontera mixtas generales y en particular b(x) puede anularse
en alguna región de alguna de las componentes de I'1, siendo además negativa en otras regiones
de estas componentes, para obtener la dependencia continua de Q^[G,Ci(b)] con respecto a S^ es
imperativo restringirnos a considerar perturbaciones de S2 alrededor de su frontPra Dirichlet, I'o.
Bajo nuestras hipótesis generales, la existencia y unicidad del autovalor principal o^[G,,B(b)]
proviene de H. Amann [4], y la caracterización del principio del máximo fuerte en términos
de la positividad del autovalor principal y en términos de la existencia de una supersolución
positiva estricta es un reciente resultado debido a H. Amann y J. López-Gómez [5], donde
la caracterización de J. López-Gómez & M. Molina-Meyer [36], obtenida originalmente para
condiciones de frontera Dirichlet, se generalizó para un operador de frontera ge^ic^ral de la forma
(2.1.4). Tal caracterización es la herramienta técnica clave para obtener muchos c1P los resultados
de comparación utilizados a lo largo de todo este trabajo, entre ellos la monoto^iía cle Q^[G, t3(b)]
con respecto al potencial y al dominio subyacente, su caracterización puntual iiiini-max, y su
concavidad.
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La dependencia continua de Q^[G,13(b)] con respecto a las perturbaciones de S2 alrededor de
I'o nos proporcionará el siguiente resultado que extiende sustancialmente el ya obtenido en el
Teorema 2.1.1.
Teorema 2.1.2 Supongamos que
aij ECl(^)r aiEC(^)e 1 <i,j <jV,
y W E L^(SZ), W>_ 0, es un potencial para el cual e^isten un subconjunto abierto SZo de S2 y
un subconjunto compacto K de Ŝ2 con medida de Lebesgue cero tal que
Kn(^tourl)=0,
S2+ :_ { x E Sl : W(^) > 0} = S2 \(S^o U K) ,
y se verifica ccida una de las siguientes condiciones:
a) SZo posee un número finito de componentes de clase C2, digamos Sló, 1< j< m, tales que
SZó n SZó =^ si i# j, y
dist(rl, as^o n st) > o.
Así, si denotamos por ri, 1<_ i< nl, a las componentes de I'1, entonces para cada
1<_ i<_ nl o bien I'i C aSZo o I'i n aSZo = 0. Además, si I'i C aSto, entonces I'i debe
ser una componente de aS2p. En efecto, si I'i n aSto ^^ pero I'i no es una componente de
aSto, entonces dist(I'i, aSto n S2) = 0.
b) Denotemos por {il, ..., ip} al subconjunto de {1, ..., nl } para el cual I'i n aSto = 0 si,
y sólamente si, j E{il, ..., ip}. Entonces, W estd alejado de cero en cada subconjunto
compacto de
P
52^. l.1 U I'i .
j=1
c) Denotemos por I'p, 1<_ i<_ no, a las componentes de I'o, y sea {il, ..., iq} el subconjunto
de {1, ..., no} para el cual (aSZp U K) n I'ó # 0 si, y sólamente si, j E{il, ..., iy }. Entonces,
W está alejado de cero en cada subconjunto compacto de
a
n+ U[ U ró \(aSto U K)] .
j=1
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d) Para cada ^> 0 e^isten un número natural Q(rl) > 1 y Q(rl) subconjuntos abiertos de RN,
G^ , 1< j< Q(rl), con ^G^ ^< rl, 1< j< Q(rl), tales que
G;nG^=O Si i^j,
1(,^)
KC UG^,
^=1
y para cada 1< j< Q(r^) el conjunto abierto Gj n S2 es cone^o y de clase C2.
e) v es el campo conormal sobre rl n aSto.
Entonces,
^1^^ o^[G + ^W,13(b)] = Q^0 [G,13(b, SZo)] , (2.1.12)
donde 13(b, Sto) es el operador de frontera definido por
cp en aS2o n St ,
^(b^ ^o)^P ^= Ci(b)cP en as^o•n as^ .
La demostración del Teorema 2.1.2 está basada en la caracterización del principio del máximo
fuerte de H. Amann & J. López-Gómez [5] a través de la construcción de adecuadas supersolu-
ciones; tal construcción es muy delicada ya que contiene varios detalles técnicos. Durante la
construcción de estas supersoluciones debemos aumentar ligeramente Sto y este es el preciso
momento cuando la dependencia continua del autovalor principal con respecto al dominio es
necesitada.
La dependencia continua del autovalor principal se demostrará que se verifica para una clase
muy general de dominios que son estables con respecto al operador de frontera 13(b) (cf. Sección
2.6 para más detalles). Parece que éste es el primer trabajo donde el concepto de estabilidad ha
sido introducido en el contexto de operadores de frontera generales. El concepto de estabilidad
de un dominio proviene de I. Babuŝká [8] y I. Babuŝka & R. Vyborny [9] donde fue utilizado
para generalizar algunos resultados pioneros de R. Courant & D. Hilbert [13] sobre la variación
continua de autovalores principales con respecto al dominio S2 en el caso especial en el que
I'1 = 0 y G es autoadjunto. La estabilidad de un subconjunto de RN es una condición muy
débil que, además de jugar un papel central en la teoría del potencial por proporcionarnos todos
los dominios para los cuales el problema de Dirichlet tiene sentido, (cf. D. R. Adams & L. I.
Hedberg (1], E. N. Dancer [15], y sus referencias), ha desempeado un papel muy importante en
la resolución de diversos problemas en análisis (cf. L. I. Hedberg [24]).
Otra propiedad que vamos a analizar én este capítulo es la dependencia continua del autovalor
principal v^[G,13(b)] con respecto a la función peso en la frontera b. Nuestro principal resultado
establece lo siguiente:
16 Propiedades de Autovalores Principales
Teorema 2.1.3 Denotemos por v(L^(I'1),L1(I'1)) a la topología débid * de L^(I'1) y supong-
amos que bn E C(I'1), n> 1, es una sucesión tal que
l^^bn = b en v(Loo(r1)^Ll(r^)) •
Entonces,
ñ 1.,^ ^i^[G^ E(bn)] _ ^i [G^ E(b)] •
Parece que éste es el primer resultado general concerniente a la dependencia continua del au-
tovalor principal con respecto a b disponible en la literatura. Debe ser destacado que el Teo-
rema 2.1.3 es un resultado muy general que tiene fuertes consecuencias. Por ejemplo, se sigue
fácilmente del Teorema 2.1.3 que si uo es una solución positiva estable de (2.1.6) y ul es una
solución positiva inestable de (2.1.6), entonces uo y ul deben estar separadas en la norma L^.
Con el fin de construir familias generales de potenciales indefinidos para los cuales (2.1.1)
posea dos autovalores principales, descompondremos el potencial eñ la diferencia entre su parte
positiva y su parte negativa
W=W+-W-, W+ :=max{W,0},
y supondremos que, por ejemplo, W+ satisface todos los requisitos del Teorema 2.1.2 y
+
^^0 [G,13(b, S^ó )] > 0 , (2.1.13)
donde S2ó representa el conjunto abierto maximal de anulación de W+. Por tanto, se plantea
una cuestión bastante natural. ^Cómo debe ser St+ y b para obtener la condición de coercividad
(2.1.13)?. En el caso en el que B(b, S2ó ) = D hemos probado que v^° [G, D] crece a infinito con
orden ^SZó ^^ cuando ^S2ó ^^, 0. Precisamente, hemos obtenido el siguiente resultado.
Teorema 2.1.4 Supongamos
Entonces,
at^ E C(SZ) fl W^(SZ), 1< i, j< N.
lim inf o^° [G, D] ^SZó ^^> µEi ^Bl ^`^ +I^ó I^o -
donde Bl es da bola unidad de RN, E1 = QBl [-0, D] y µ es la constante de el^pticidad de G.
Por otra parte, se demuestra el siguiente resultado.
Teorema 2.1.5 Supongamos
ati^ ECl(ŜZ), a2EC(Si), 1 <i,j <N,
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y sea bn E C(rl r18S2ó ) , n> 1, una sucesión arbitraria tal que
lim min b^, = oo .
n^Ó° I'if1á12ó
Entonces,
lim Q^° [G, B(bn, SZó )] = v^° [G, D] .
^-^^
De este modo, combinando el Theorem 2.1.4 con el Theorem 2.1.5 obtenemos que (2.1.13) se
cumple si ^SZó ^ es suficientemente pequeo y b^r^nas^ó es suficientementé grande, lo cual responde
completamente a la cuestión planteada anteriormente.
Una vez que hemos discutido algunos de los principales resultados de este capítulo, pasamos a
describir brevemente su organización. En la Sección 2.2 utilizamos la caracterización del principio
del máximo fuerte para obtener las monotonías del autovalor principal con respecto al potencial,
al dominio, y a la función peso en la frontera b. En la Sección 2.3 utilizamos la caracterización
del principio del máximo fuerte para dar una caracterización puntual mini-max del autovalor
principal que extiende el resultado correspondiente de M. Protter y H. Weinberger [45] y Teorema
4.5 de R. G. Pinsky [44], obtenido para condiciones de frontera Dirichlet. En la Sección 2.4
combinamos la caracterización mini-max obtenida en la Sección 2.3 con la ellipticidad de G,
para dar una prueba elemental de la concavidad del autovalor principal respecto del potencial.
Aunque nuestro resultado es sustancialmente más general, debemos mencionar que la concavidad
de la cota espectral con respecto al potencial proviene de T. Kato [29]. La concavidad se utilizará
en la Sección 2.11 para obtener resultados de multiplicidad exacta de autovalores principales de
(2.1.1). En la Sección 2.5 introducimos el concepto de estabilidad de un dominio para nuestras
condiciones de frontera generales y mostramos que cualquier dominio que satisfaga la propiedad
del segmento es estable. En la Sección 2.6 demostramos la dependencia continua del autovalor
principal con respecto a cualquier perturbación admisible de un dominio estable. Incluso cuando
nos restringimos a considerar el caso especial en el que I'1 = 0, nuestros resultados serán mejoras
sustanciales de los correspondientes resultados de [35], ya que en este capítulo estamos asumiendo
que
en lugar de
ai^ E C1(S2) ,
at^ E CZ(S^) ,
a1 E C(S2) ,
a; E C1(SZ) ,
1< i, j< N,
1< z,^ < 1V ,
como se supuso en [35] (cf. Teorema 4.2 de [35]). En la Sección 2.7 demostramos Pl Teorema 2.1.3,
en la Sección 2.8 demostramos el Teorema 2.1.5, en la Sección 2.9 demostramos cl Teorema 2.1.4,
y en la Sección 2.10 demostramos el Teorema 2.1.2. Finalmente, en la Sección '?.11 aplicaremos
la teoría previa para caracterizar la existencia de autovalores principales de (2.1.1).
2.2 Propiedades de monotonía
En esta sección utilizaremos la caracterización del principio del máximo fuertE^ ^l<<cla en el Teo-
rema 1.3.4 para obtener algunas propiedades de monotonía del autovalor princip<^l. El siguiente
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resultado muestra la dominancia del autovalor principal del operador G sometido a condiciones
de frontera Dirichlet homogéneas.
Proposición 2.2.1 Supongamos que I'1 ^ 0. Entonces,
Q^[G,B(b)] < v^[G,D] •
Demostración: Denotemos por cp(c,t^(n)] Y^P(c,^] a la autofunciones principales asociadas con los
autovalores principales Q^[G, B(b)] y Q^[G, D], respectivamente. Ya que cp(^^B(6)] es fuertemente
positiva, para cada x E SZUI'1 tenemos que cp(^^^(b)](x) > 0 y por eso, cp(^,a(b)] > 0 en ^SZ. De este
modo, cp(^,^(6)] nos proporciona una supersolución positive estricta de (G - Q^(G, B(b)], ^, S2).
Por tanto, gracias al Theorem 1.3.4, obtenemos que
0< Q^(G -^^[G, B(b)], D] = v^[G, D] - v^(G, B(b)] •
Esto concluye la demostración. o
El siguiente resultado muestra la monotonía del autovalor principal con respecto al dominio
subyacente.
Proposición 2.2.2 Sea S2o un subdominio propio de SZ de clase C2 verificando (1.1.4). Entonces,
^i^[G, B(b)] < ^i^0 [G, B(b^ ^o)] ^
donde B(b, SZo) es el operador de frontera definido por (1.1.5).
Demostración: Denotemos por cp(^,^(y)] la autofunción principal asociada con Q^[G, B(b)]. En-
tonces,
(G - o^[G, B(b)])^P[c,t^(b)) = 0
cp(^,^(b)] (x) > 0
^p(c,t^(b)] (x) = 0
ÓvcP(^.a(6)] (x) + b(x)cp(^^^(6)] (x) = U
en Sia ,
si x E 8S2a fl SZ ,
si x E aS2o n ro ,
si x E BSéo fl I'1 .
Además, 8S2o fl St ^ 0, ya que Sto es un subdominio propio de St. Por tanto, cp(^,^(b)] es una
supersolución positiva estricta de (G - Q^[G, B(b)], B(b, S2o), Sto) y se sigue del Teorema 1.3.4 que
0 < Qn0 [G - Q^(G, B(b)l , B(b, ^o)l = ^i^0 [G, B(b, ^o)] - ^i^[G, B(b)1 •
Esto concluye la demostración. q
El siguiente resultado muestra la monotonía del autovalor principal con respecto al potencial.
Proposición 2.2.3 Sean Pl, P2 E L^(SZ) tales que Pl < P2 en un conjunto de medida de
Lebesgue positiva. Entonces, ^
vn[G + Pi, B(b)] < Q^[G + P2i B(b)] .
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Demostración: Denotemos por ^pl la autofunción principal asociada con o^(G + Pl, Ci(b)].
Entonces,
(G + P2 - Q^[G + P1i13(b)I )cpl = (P2 - Pl)cpl > 0
en SZ. De este modo, cpl es una supersolución positiva estricta de
(G + P2 - vn [G + Pl, Ci(b)], B(b), St)
y por tanto, gracias al Teorema 1.3.4,
0< Q^(G + PZ - Q^[G + Pl, Ci(b)],13(b)] = o^[G + P2i13(b)] - o^[G + P1,13(b)] •
Esto concluye la demostración. q
Como una consecuencia inmediata, de este resultado obtenemos la dependencia continua del
autovalor principal con respecto al potencial.
Corolario 2.2:4 Sea Pn E L^(SZ), n> 1, una sucesión de potenciales tal que
lim Pn = P en L^(SZ) .
n-.oo
Entonces,
li^ o^[G + Pn, t3(b)] = o^(G + P, Ci(b)J .
Demostración: Para cada e> 0 existe un número natural n(e) > 1 tal que para cada n> n(E)
P-e<Pn<P+e en St.
Por tanto, gracias a la Proposición 2.2.3, para cada n > n(e) tenemos que
o^[G + P,13(b)] - E< Q^ [G + Pn, B(b)J < o^[G + P,13(b)J + e.
Esto concluye la demostración. q
El siguiente resultado muestra la monotonía del autovalor principal con respecto a la función
peso b(x).
Proposición 2.2.5 Supongarraos que I'1 ,-^ 0 y sean bl, b2 E C(I'1) tal que bl <_ b2, bl ,-^ b2.
Entonces,
Qi^[G, E(bi)] < ^i^[G, E(bz)] •
Demostración: Denotemos por cpl a la autofunción principal asociada con on[G,13(bl)]. En-
tonces,
(G - Q^[G, ^(bi)])^Pi = 0 en Si ,
cpl = 0 en I'o, Y
a,.^Pi + bz^Pi = (ba - bi)^Pi > 0
20 Propiedades de Autovalores Principales
en I'1. Así, cpl es una supersolución positiva estricta de (G - v^[G,13(bl)], C3(b2), S2). Por tanto,
gracias al Teorema 1.3.4,
0 < v^[G - Q^[G, B(bi)]^ ^(b2)] _ ^i^[G^ ^(b2)] - ^i^[G, B(bi)] •
Esto concluye la demostración. q
Corolario 2.2.6 Supongamos que I'1 # 0, sean bl, b2 E C(I'1) tales que bl <_ b2i bl # b2, y
S2o C Sl un subdominio de clase C2 verificando (1.1.4). Entonces,
^i^[G^ ^(bi)] < ^i ° [G^ ^(^i ^ ^o)] • (2.2.1)
Demostración: Asumamos que SZ = Sto. Entonces, (2.2.1) se convierte en
Qi^[G, B(b^)] < ^i^0 [G, B(b2)] ^
lo cual es garantizado por Proposición 2.2.5. Resta mostrar el resultado cuando Sto es un sub-
dominio propio de SZ. Gracias a la Proposición 2.2.5,
^i^[G^ B(bi)] < ^i^[G^ ^(b2)] •
Además, gracias a la Proposición 2.2.2,
^i^[G^ ^(ba)] < ^i^0 [G^ ^(bz^ no)] •
Esto concluye la demostración. O
Bajo las hipótesis del Corolario 2.2.6, asumamos que 8S2p fl I'1 = 0. Entonces, S2o es un
subdominio propio de SZ y 13(b2, SZo) = D en 8S2p. Por eso, (2.2.1) se convierte en
v^ [G,13(bl )] < v^0 [G, D] . (2.2.2)
Esta relación puede ser obtenida directamente de Proposición 2.2.1 y Prop^,irion 2.2.2. En
efecto, gracias a la Proposición 2.2.1
^n[G, li(bi)] < ^^[G,D] +
y por eso, obtenemos de Proposición 2.2.2 que
^i^[G, ^(bi)] < Q^0 [G, D] .
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2.3 Caracterización puntual mini-max
Como una consecuencia del Teorema 1.3.4 se obtiene la siguiente caracterización puntual mini-
max del autovalor principal Q^[G,13(b)J.
Teorema 2.3.1 Dado p> N, denotemos por P6 al conjunto de funciones ^i E Wp (SZ) tales que
•t/^(^) > 0 para cada ^ E ^2 y B(b)^/i > 0 en BSZ. Entonces,
G
ai^[G^ a(b)J = ,GEP xÉ^
^i ' (2.3.1)
Demostración: Fijemos ^ < ^^[G,13(b)J. Entonces,
v^ [G - ^,1'i(b)J > 0
y por eso, gracias al Teorema 1.3.4, (G -^, B(b), S2) satisface el principio del máximo fuerte. De
este modo, la única solución z/il del problema
(G - a)^t/^l = 1 en S2 ,
^/il = 1 en I'o ,
8„^/il -^ lrr/il = 1 en I'1 ^,
es fuertemente positiva. Además, ^/il E Wp (SZ). En particular, ^il E P6 y P6 # 0. Tenemos que
^il (^) > 0 para cada ^ E S^. Por eso,
.1 < ^11 en SZ .
Así,
a< inf G"^^ 1 < sup inf G^
xES2 Y'1 +GEPb xES2 ,l^j .
Ya que (2.3.2) es válida para cada a< Q^[G,13(b)J, obtenemos que
Q^(G,B(b)J < sup inf ^ .
+GEPb xES2
(2.3.2)
Para completar la demostración de (2.3.1) argumentamos por reducción al abs^trclo asumiendo
que
°^[G,13(b)J < sup inf G-^
^GEPy xESZ •t^j .
Entonces, existe e> 0 y z/i E Py tales que para cada x E Si
ai^[G, ^(b)J + E < G^(^)
^G(^) ^
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De este modo,
(G - Q^ (G,13(b)] - e)z/> > 0 en St ,
Ci(b)^/i > 0 en aSZ ,
y por eso, ^i es una supersolución positiva estricta de (G - o^ [G,13(b)] - e,13(b), S2). Por tanto,
gracias al Teorema 1.3.4
0< Q^[G - v^[G, Ii(b)] - e, t3(b)] _-e ,
lo cual es imposible. Esta contradicción completa la prueba del resultado. O
2.4 Concavidad respecto del potencial
En esta sección mostramos la concavidad de la aplicación
L^ (SZ) F--► R
P -► o^ [G + P, ,B(b)J
con respecto a P. Algunos resultados previos menos generales. de este tipo fueron dados en [29],
[25] y[35]. La prueba que aquí mostramos sigue el mismo esquema que la prueba del Teorema
3.3 en [35], y utiliza una estrategia procedente de [10].
Teorema 2.4.1 Para cada Pl, PZ E L^(S2) y t E[0,1] se verifica la siguiente desigualdad
o^(G + tPl +(1 - t)P2i13(b)J > t v^(G + P1,13(b)] +(1- t) Q^[G + P2, B(b)] . (2.4.1)
Demostraciónc Ya que G es fuertemente uniformemente elíptico en SZ, para cada x E S2 la
forma bilineal
N
(a^ bi ^_ ^ azi(^)aibj ^
+,j=i
donde a= (al, ..., aN), b= (bl, ..., bN) E RN, define un producto escalar en R`v y por eso,
gracias a la desigualdad de Hólder tenemos que
N N N
2 ^ aij(x)atbj ^ ^ a=j(^)aiaj + j^ «^j(^)bib9 •
z,j=1 s,j-1 ti,j=1
De esta desigualdad se sigue fácilmente que para cada p> N la aplicación G: LL ^(SZ) -► Lp(SZ)
definida por
" au a^G(u) :_ (G - «o)u + «o - ^ «i; a^= a^ . , u E wp (s^) ,
i,j=1 ^
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es cóncava; es decir, para cada ul, u2 E Wp (SZ) y t E (0,1] la siguiente desigualdad es satisfecha
G(tul +(1- t)u2) > tG(ul) +(1- t) G(u2) .
Observar que para cada ^/i E Pb se desprende la siguiente relación
G^ " ae ae G e^ =(G-ao)9+ao- ^ a;i--= ( )^
=,^=1 axi a^;
9 := log ^►/^
Consideremos Pl, P2 E L^(Sl), t E [0,1] y^/il, ^G2 E P6 arbitrarios. Tomemos
9i :=1og z/^a , i= 1, 2.
Teniendo en cuenta que siempre que ^i E Pb se tiene que ^, ^ E L^(St) y D^i E L^(S2, RN), se
sigue fácilmente que ^r/^i^►/^2-t E P6. Entonces,
[G+c P^+(1-t) Pz](,^`,^1-h
^i^z-
tPl+(1-t)P2+G^^^^^
t Pl +(1 - t) P2 + G(log(^/ii^2-t))
tPl+(1-t)P2+G(tlog^il-1-(1-t) log^%2)
t P1 +(1 - t) P2 + t G(B1) +(1 - t) G(92)
t G+PI ,/,i + 1- t G+P^ ^Gz
^1 G+PI ^,1 ) ^z G+Pz +Lzt inf^ ,^1 + (1- t) inf^ ,^,^ .
De este modo, gracias al Teorema 2.3.1 obtenemos que
v^[G + t Pl +(1 - t) P2, B(b)] > t in^f (G + Pl)^1 + (1- t) inf (G + P2)^G2
^Gi n ^1^2
Ya que esta desigualdad es satisfecha para toda ^il, ^/i2 E P6, tomando supremos con respecto a
^il y^/i2 en el miembro derecho obtenemos que
Q^ [G + t Pl +(1 - t) P2i ,Ci(b)] > t Q^(G + P1,13(b)J +(1- t) Q^[G + P2, l3(b)] .
Esto completa la demostración. q
2.5 Concepto de estabilidad
El concepto de estabilidad de un dominio proviene de Babu ŝka (8] y Babuŝka S^. Vyborny [9]
donde fue utilizado para generalizar algunos resultados pioneros de Courant & Hilbert [13] sobre
la variación continua con respecto al dominio S2 de los autovalores de un operaclor diferencial
autoadjunto G sujeto a condiciones de frontera Dirichlet homogéneas en aSZ. Posteriormente, se
demostró que este concepto jugaba un papel esencial en teoría del potencial, por proporcionarnos
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todos los dominios para los cuales el proble ma de Dirichlet tiene sentido (cf. [1] y sus referencias).
Además, el concepto de estabilidad fue requerido en [35] para mostrar la dependencia continua de
v^ [G, D] con respecto a St para una clase genera 1 de operadores diferenciales G no necesariamente
autoadjuntos.
Sin embargo, cuando tratamos con condiciones de frontera de tipo Neumann, Courant y
Hilbert [13] observaron que la dependencia continua del autovalor principal con respecto al
dominio puede fallar y por eso, la dependencia continua de v^[G, B(b)] con respecto a SZ no
es necesariamente cierta. De hecho, ésta falla si ro = 0, b= 0, G= -0 y v= n es la
normal exterior unitaria. De este modo, se plantea una cuestión bastante natural. Bajo nuestras
condiciones de frontera generales, hay alguna clase general de perturbaciones del dominio para
la que se verifique la dependencia continua de v^[G, S(b)] en S2?. En otras palabras, cómo debe
ser extendido el concepto de estabilidad del conjunto abierto St para que permanezca válida la
dependencia continua del autovalor principal?
En Sección 2.6 mostraremos que si ro ,^ 0, 8„ es la derivada conormal asociada a G y S2 se
perturba de tal forma que la frontera Neumann rl es mantenida fija, entonces v^[G,13(b)] varía
continuamente con SZ. Por tanto, adoptamos los siguientes conceptos.
Definición 2.5.1 Sea SZo un dominio acotado de RN con frontera áS2o = ró U rl tal que
r^ n rl =^, donde rp satisface los mismos requisitos que ro, y Stn, n>_ 1, una sucesión de
dominios acotados de RN con fronteras BSZn = ró U rl de clase C2 tal que
ró nr1=0 , n> 1,
y ró, n> 1, satisface los mismos requisitos que ro. Entonces:
a) Se dice que SZ„ converge a SZo desde el e^terior si para cada n> 1
S2o C Stn+l C Sén y
00 _ _
n ^n=^0•
n=i
b) Se dice que 52^, converge a Sto desde el interior si para cada n> 1
00
Sin C^n+l C Sio y U ŜĜn = SĜo .
n=1
c) Se dice que SZn converge a SZo si e^isten dos sucesiones de dominios acvlados regulares,
digamos SZñ y SZñ, n>_ 1, tales que SZñ converge a S2o desde el interior, f?f^ converge a S2o
desde ed exterior, y para cada n> 1
Ŝiñ C ŜZo n ŜZn , SZo U SĜn C SĜñ .
Nota 2.5.2 Debe ser destacado que si SZn es una sucesión de dominios acotado.ti convergiendo
a S2o desde el exterior en el sentido de Definición 2.5.1-a), entonces
dist (rl, áS2o n Stn+^) = dist (rl, ró) > 0
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dist (I'i, r7S2n+i n S2n) = dist (rl, ro+l) > 0
Del mismo modo, si 52,^ es una sucesión de dominios acotados convergiendo a S2o desde el interior
en el sentido de Definición 2.5.1-b), entonces
dist (rl, BStn n SZn+1) = dtist (r1, ró )> 0
dist (rl, BStn+1 n SZo) = dist (rl, ro+l) > 0.
Definición 2.5.3 Sea S2o un dominio acotado de RN con frontera aS2o = ró U rl tad que
rg n r1= ^, donde ró satisface los mismos requisitos que ro. Se dice que SZo es estabde si para
cada sucesión de dominios acotados regulares Stn, n>_ 1, convergiendo a SZo desde ed exterior en
el sentido de Definición 2.5.1-a) la siguiente relación se desprende
^
n Hró (^n) = Hro (^0) ^
n=1
donde las funciones de Hró(Slo) son consideradas como funciones de Hró(52,^) extendiéndolas
por cero fuera de SZo. Recalcamos que Hró (St.^) representa la cdausura en Hl (SZn) del conjunto
de funciones C^°(S2n U rl), n> 0.
El siguiente resultado muestra que si la frontera de S2o es C1, entonces S^o es estable en el
sentido de Definición 2.5.3. Este es uno de los resultados pivote de cual obtendremos nuestros
principales teoremas sobre dependencia continua del autovalor principal con re specto a SZo.
Teorema 2.5.4 Sea S2o un dominio acotado de RN con frontera BSto = ró U rl de clase C1 tal
que rp n rl = 0, donde ró satisface los mismos requisitos que ro. Entonces, Sto es estable.
Para demostrar este resultado necesitamos la siguiente versión refinada de Teorema 3.7 en
(52^.
Teorema 2.5.5 Sea S2 un dominio acotado de RN de clase Cl con frontera
as^=rour1i ronr1=^,
y consideremos cualquier subdominio propio Slo C St de clase C1 con frontera
as^o=rgur1, rónr1=^,
donde ró satisface los mismos requisitos que ro. Denotemos por Hró (SZo) a la clausura en Hl (S2o)
del conjunto de funciones C^°(Sto U rl).• Entonces,
Hró (S2o) _{ u E Hl (S2) : supp u C ^o }.
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En la prueba de este resultado usaremos el siguiente bien conocido concepto.
Definición 2.5.6 Se dice que SZo satisface la propiedad del segmento si para cada x E áS2o existe
un entorno U^ de x y un vector vx E RN \{0} tal que para cada t E (0,1)
U^ fl s^p + tvx C Sip .
Nota 2.5.7 Si S2o es de clase C1, entonces satisface la propiedad del segmento.
Demostración del Teorema 2.5.5: Sea u E Hl (St) tal que
supp u C Sto .
Ya que I'1 C 8St f18S2o y S2o es un subdominio de S2, existe e> 0 tal que
rĴE (1 Ŝi C ŜĈO , r%E := rl + BE ,
donde BE es la bola de radio e centrada en el origen. Además, ya que ró fl I'1 = Q1, e puede ser
elegido suficientemente pequeo tal que
UE n ró = 0 . (2.5.1)
Sea r^ E C^°(UE) tal que
Ya que u E Hl(SZ), u E Hl(Sto). Por eso, debido a que el conjunto de restricciones
{^il^o : ^i E C^°(RN) }
es denso en Hl(SZo), existe una sucesión ^ ►/^n E C^°(RN), n> 1, tal que
ñ óo II^nISZo - ^IIHI(Sio) _ ^.
Consideremos las nuevas funciones
ri(x) = 1 para cada x E Ua .
(2.5.2)
^n ^= 1^^n)IS2o ^ n ^ 1 .
Gracias a (2.5.1), para cada n> 1 tenemos que
^n E C^°(S2p U I'1) .
Además, gracias a (2.5.2),
ñ moo II^n - ^uIIHI(S2o) = O. (2.5.3)
Por Nota 2.5.7, SZo satisface la propiedad del segmento. Por eso, para cada .r E I'ó existe un
entorno Ux de x y un vector vx E RN \{0} tal que para cada t E (0,1)
U^ fl S2o + tv^ C Sto • (2.5.4)
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Por la compacidad de I'ó existe un número natural m> 1 y m puntos xj E I'Óp, 1<_ j< m, tales
que
m
r$ c U Ux, .
j=1
Sea U.,,^+1 un conjunto abierto tal que U,n+l C S2o y el sistema
{ Uyl , ..., Uxm ^ Um+l I
nos proporciona un recubrimiento de SZp ^ U^, y sea
t Ql ^... ^ Nm r Nm+l f
una partición de la unidad subordinada a ese recubrimiento. Tomemos
yj :=^3j(1-r^)u, 1 < j <m+l,
y consideremos las traslaciones
ry^:=yj(•-tv^^), 1<j<m, 0<t<1.
Por construcción,
suPP 7m+1 C suPP Qm+t C Um+l
Y Um+l C^o• Por eso,
7m+1 E Hó (S^o)
y por tanto, existe una sucesión ^.n +1 E C^°(Sio), n> 1, tal que
11,^ II^n +1
- ^i'm+l IIHI(i2o) = O. (2.5.5)
Además, ya que estamos asumiendo que supp u C Stp, para cada 1< j< m obtenemos que
supp ,(jj C U^^ (1 supp u C Ux^ fl Stp .
De este modo, gracias a(2.5.4),
supp y^ C Ux^ fl SZp + tvx^ C SZp , 1< j< m, 0< t< 1.
y por eso,
y^ E Há (SZo) , 1< j< m, 0< t< 1. (2.5.6)
Por la continuidad del operador traslación, para cada número natural n>_ 1 c^xiste t„ E(0,1)
tal que
II^Yjn - ^Yj IIHl(^ÉQ) < ^ , 1 < j < m . (2.5.7)
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Además, gracias a(2.5.6), para cada n> 1 y 1< j< m existe
^
^^ E C^ (S2o)
tal que
II^r^° - ^ñIIHI(SZo) <_ ñ • (2.5.8)
Por tanto, gracias a(2.5.7) y(2.5.8), obtenemos que
riy^ IISñ -^jIIHt(S2o) = 0 , 1 < j< m.
Ahora, consideremos la sucesión
m+l
^n ^ _ ^n -i- ^ ^ñ ^ n> 1.
j=1
Por construcción, para cada n> 1 tenemos que
cp„ E C^°(SZo U r^) .
Además, gracias a (2.5.3), (2.5.5) y ( 2.5.9),
m+l
ñ^.moo ^^ - ^u + ^ a^ (1 - ^)u en Hl (SZo) •j=1
En ^20 \ U 2 tenemos que
mientras que r^ = 1 en U^. Así,
y por tanto,
m+l
^Qj=1^;_^
ly^ cp,^ = u en Hl (SZo) ,
(2.5.9)
u E Hró(Sto) .
Para mostrar la otra inclusión consideremos u E Hró(S2o). Por definición, existe una sucesión
cpn E C^°(Sto U I'1) , n> 1, (2.5.10)
tal que
1^^ II^Pn - uIIHI(t2o) = 0. (2.5.11}
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Ahora, consideremos la nueva sucesión
cpn en SZp U rl ,
^n ^= 0 en St \(Sto U I'1) ,^ ' n> 1.
Gracias a (2.5.10), (2.5.11), y debido a que I'ó fl I'1 = 0, tenemos que
^/in E C^°(SZ U I'1) , n> 1.
Además, ^/in, n> 1, es una sucesión de Cauchy en Hl(SZ). De este modo, existe ^/i E H1(S2) tal
que
En particular,
ñ ^ Il^n - ^IIHI^^^ = o .
lim •r/^n = ^ c.t.p. en SZ ,
n-.oo
y por eso •+/^ = 0 en SZ \ S2o, ya que ^/in = 0 en SZ \ Sto para cada n> 1. Así,
suPP ^ C SZo .
Por otra parte, se sigue de (2.5.12) que
Además, por definición,
ñ^^ Il^nl^o - ^GI^oIIHl^no^ = o •
^Pn = ^n ^ S2p ^ n > 1.
De este modo, obtenemos de (2.5.11) y(2.5.13) que
u=^Glszo.
Por tanto, u E Hl (St) y
(2.5.12)
(2.5.13)
supp u C Sip .
Esto concluye la demostración. q
Ahora estamos en disposición de probar el Teorema 2.5.4.
Demostración del Teorema 2.5.4: Sea SZn, n> 1, una sucesión de dominios acotados reg-
ulares convergiendo a S2p desde el exterior en el sentido de Definición 2.5.1(a). Tenemos que
probar que
^
n Hr,^, (^n) = Hra (^o) •
n=1
(2.5.14)
Si S21 = SZo, entonces SZn = Sto para cada n> 1 y por tanto, (2.5.14) se verifica. Por lo tanto,
para el resto de la prueba asumiremos que S2o es un subdominio propio de 121.
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Asumamos que
Entonces, se sigue por definición que
y por eso,
^
u E n Hró (S^n) .
n=1
u E H1(Stn) , supp u C S2n , n> 1,
00 _ _
u E Hl (Si1) , supp u C n S2n = SZo .
n=1
Por tanto, gracias al Teorema 2.5.5,
2^ E Hro (S2o) •0
Ahora, asumamos que (2.5.15) y fijemos n> 1. Si S2o = S2n, entonces
(2.5.15)
z^ E Hró (St^) ,
mientras que si Sto es un subdominio propio de SZ„ la extensión de u por cero fuera de Sto,
digamos ú, satisface
^ E HTo (Sin) .
Esto concluye la demostración. q
2.6 Dependencia continua respecto de SZ
En esta sección analizamos la dependencia continua de Q^[G,13(b)] con respecto a perturbaciones
del dominio S2 alrededor de su frontera Dirichlet I'o en el caso particular en el que v„ es la derivada
conormal con respecto a G, es decir, cuando la condición (1.4.15) es satisfecha. Por lo tanto, para
el resto de esta sección será asumida la condición (1.4.15), aunque creemos quP c^sta condición
es necesitada exclusivamente por razones técnicas.
Denotemos por µ> 0 la constante de elipticidad del operador G. Entonces, gracias a(1.4.15),
tenemos que
N
(v^ n) _ ^ a^ini^ > µln^2 = µ > 0 ,
:,^=i
y por tanto, v es un campo vectorial exterior y no tangente. También, destac^«emos que si
aa^ E C1(S^), 1 <_ i, j< N, entonces v E C1(I'1i RN), ya que I'1 es de clase C2.
La dependencia continua del autovalor principal con respecto al dominio c^^tii basada en el
siguiente resultado, el cual nos proporciona la dependencia continua desde el e.rlr•rior.
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Teorema 2.6.1 (Dependencia continua exterior) Asumamos que
a^^ E C1(^2) , a1 E C(SZ) , 1< i, j< N, (2.6.1)
y que la condición ( 1.4.15) es satisfecha.
Sea S2o un subdominio propio de SZ con frontera de clase C2 tal que
as^o=rgur1, rgnr1=m,
donde rp satisface los mismos requisitos que ro, y sea SZn, n> 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a SZo desde el e^terior y tal que Stn C S2, n>_ 1. Para
cada n> 0, denotemos por Xin(b) al operador de frontera definido por
Bn(b)u ._ u en ró ,
8„u + bu en rl ,
donde
ró:-asin\r^, n>o,
y denotemos por (Q^" [G, Bn(b)], cpn) al auto-par principal asociado con (G, Cin(b), S2n), donde es
asumido que la autofunción principal está normalizada tal que
Il^nllxl(SĈn> = 1 + n>0.
Entonces, cpo E W^0(b) (Séo) y
l^,^v^"[G^ Bnlb)] _ ^iZO(G+Bo1b)J + 1^^ ^^^Pn^Sto - ^PO^^Hi(Sto) = o .
Demostración: La existencia y la unicidad de los auto-pares principales
(ain [G^ Bn(b)) ^ ^Pn) r n>0,
está garantizada por el Teorema 12.1 de [4J. Por construcción, para cada n> 1
^o C Stn+l C SZn C Si ,
y por eso, gracias a la Proposición 2.2.2 obtenemos que
Qlin lG^ Bn(b)1
< U^n+l fG, ,Qn+l (b)] ^ Q1^0 [G^ Bolb)J +
Por tanto, el límite
1 l n> 1.
°1E ^= l^^ ^i^n [G^ Bn (b)] (2.6.2)
está bien definido. Tenemos que demostrar que
^E _ ^^0 (G^ Bo(b)] • (2.6.3)
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Gracias al Teorema 12.1 de (4],
^pfL E YY^n(6)(3Ln) C H2(SZ„) , n> 0.
Ahora, tomemos
_ cpn en SZ^, ,
`Qn ' 0 en S2 \ SZn , n>0.
Ya que cpn E Hl (Stn) y cpn = 0 en I'p, para cada n> 0 tenemos que cpn E Hl (SZ). Además,
II^^IIHI(^) = II^nIiHl(s^n^ -1, n > o. (2.6.4)
Así, ya que Hl(S2) está incluido de forma compacta en L2(SZ), existe una subsucesión de cpn,
n> 1, reetiquetada por n, tal que
. . , 1^^ Ii^n - ^aIIL2^n^ = O
para alguna función cp E L2(SZ). En particular,
ñim cpn(x) = cp(x) c.t.p. en SZ .
^
Además, afirmamos que
suPP ^P C SZo .
En efecto, escojamos
x ^ Sio = n SZn .
n=1
(2.6.5)
(2.6.6)
(2.6.7)
Entonces, ya que Ŝ2n, n>_ 1, es una sucesión decreciente de conjuntos compactos, existe un
número natural no > 1 tal que x¢^n para cada n > no. Por eso,
cp„(x) = U , n > no .
De este modo,
lim cpn(x) = 0, si x ¢ Ŝ2o .
n^oo
Por la unicidad del límite en (2.6.6) tenemos que
cp = 0 en St \ SZo ,
y por lo tanto (2.6.7) está probado. Observar que cpn(x) > 0 para cada x E S2n U I'1 y n>_ 0, ya
que cp,^ es fuertemente positiva en S2n. En particular, cpn(x) > 0 para cada x E i2o U I'i Y n> 0.
Por eso, ( 2.6.6) implica
cp > 0 en Sto . (2.6.8)
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Ahora analizamos el comportamiento límite de las trazas cpn, n>_ 1, en I'1. Por la regularidad
requerida sobre BSto, se sigue del teorema de traza (e.g. Teorema 8.7 de [52^) que existe un
operador lineal continuo
7i ^= Hl(Sto) ^ W2 (ri)
tal que
yln = ulrl para cada u E Hl(S^o) .
Tal operador es denominado operador traza sobre I'1.
Para cada n> 1, denotemos por in la inclusión canónica
in : Hl(S2n) -' Hl(SZo) ;
in es la restricción a SZo de las funciones de Hl(SZ„). Obsérvese que para cada n> 1
IIZnIIG(Hl(^n),Hl(no)) <-1.
Ahora, tomando
Tn^=71oin, n>1,
obtenemos de (2.6.10) que
IITn^I^(H'(^„),W^(r^))
`- II7iII^(Hl(s^o),w^(r^))' n> 1.
(2.6.9)
(2.6.10)
En particular, estos operadores están uniformemente acotados. Además, para cada n>_ 1 ten-
emos que
^nlr1= in(^n) I r, = Tncpn E WZ (I'1) ,
y por eso
II^nIr1II",z (r^) - IITn^nliWz (r^) `- IIy^II^(Hl(^o),wá (r^))'
donde hemos utilizado la condición de normalización.
^
n> 1,
Por otra parte, la inclusión W2 (I'1) ^► L2(I'1) es compacta, ya que rl es compacto (e.g.
Teorema 7.10 de [52^), y por tanto existe una subsucesión de cpn, n>_ 1, de nuevo etiquetada
por n, tal que
ri^,^ II^v,^Irl - ^*IILa(r^) = O (2.6.11)
para alguna cp* E L2(I'1).
Ahora probamos que la correspondiente sucesión cpn, n>_ 1, es una sucesión cle Cauchy en
Hl(S2). Gracias a(2.6.5) esto muestra que
li^ II^P^ - ^PIIx^(^) = 0. (2.6.12)
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En efecto, supongamos que k y m son números naturales tales que 1 < k < rr^. Entonces,
5^,,,, C SZk y debido a que G es fuertemente uniformemente elíptico en SZ, integrando por partes
y teniendo en cuenta que cp,^ = 0 en I'ó para cada n> 1 obtenemos
µlio(^k - ^m)IIL2c^) -< ^N=1 J'na=7^(wk - ^m) ^(^k - ^m)
^k^ ^^ ^^^ a^ j^ a^m
_^^ =1 fSZk a^7 8xi ax^ + ff2,n ai1 ax; 8x^ - 2 fS2„^ ai.9 8x; 8x^
- -^^ 1 {fí2 a (ai ^)^k +,f ^(aijaŝ )^m - 2fSZ ^(aijĝ^)^m^,.7= k C^x' 7 x, SZm ^ • m
+ ^ ^=i frl a=^ ^ ^^Pkn^ + ^^Pmn^ - 2^^Pmn^} •
De esta relación, gracias al hecho de que cpn es la autofunción principal asociada con
^i ^_ ^i^° ^G^ B^(b)^ ^ n > 0 ,
obtenemos que
µllo(^k - ^m)IIL2c^) ^ fS2k ^^1 ^Pk - ^N 1 CY{ ^ - (Xp^Pk^^k
+ fS2,,. ^Qmtpm -^N 1 GYi x; - Ckocpm^l^m
-Ĝ
,)f2,n tQi cPk - ^N 1 CY{ ^ - (YO^Pk^^m
+^N=i frl a^.i {^^Pknj -1- axi`cpmnj - 2^^Pmnj}
(2.6.13)
donde los coeficientes cz; E C(SZ), 1<_ i<_ N, son los dados por (1.4.14). Reagrupando términos
en (2.6.13) se sigue que
µllol^k - ^m)IlLzcn) < ^1 fS2k ^k(^k - cPm) + \^1^ - ^1) fSZ,n ^m
+Ql f52,n ^m(^m - ^k) + ^^ 1 fS2k ail^m - ^k) ^
+^^ 1 fStm a_1^m^(^k - ^m)
+ fSZk a^^k(^m - ^k) + ff2m a^^ml^k - ^m)
+^ ^=1 JI'1 aij {(^k-^m)^^;' +^m^(^m-^k)} 11^.
(2.6.14)
Ahora, estimaremos cada uno de los términos del segundo miembro de (2.6.1-1). Obsérvese que,
gracias á (2.6.4), se desprenden las siguientes estimaciones
II^^IILz(^) ^ 1, IIo^nIlLac^) <_ 1, n> 0. (2.6.15)
Además, ^i , n>_ 1, es una sucesión creciente acotada superiormente por Q°, por construcción.
Usando este hecho junto con la desigualdad de H^lder y(2.6.15) se obtiene
Q^ f^k ^Pk(^Pk - ^Pm) <_ I^ii N^k - ^mIIL2(^) ^
\U1 ^ - Ql ) J^m ^ml ^ I Um - Ui I ,
(2.6.16)
(2.6.17)
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^1 ^nm `^m(^m - ^k)I <_ I^^I II^m - ^kIIL,(^) , (2.6.1$)
^ f ail^m - ^k)a^Pk ^ ^ IIaiIILoo(SZ) II^m - ^kIILZ(SZ) +
i=1 ^k a^i i=1
J ao^k(^m - ^k)
^k
<_ Ilao IIL^(sa) Il^vm - ^k IILz(^) ,
I f a0^m(^k - ^m)I <_ IIaoIIL^(s^)Il^m - ^kIIL2(^) •
^m
Con objeto de estimar las integrales sobre I'1 debemos recordar que para cada n> 1
8„cpn -}- b cpn = O en I'1 ,
donde
N
v;:=^aijnj, 1<i<N.
j=1
Así, para cada número natural n> 0 tenemos que
y por eso
[^ GYi j a
^n nj = ^` ^/i ^^n = ^D^n^ v^ = av^n = -b ^n ^ij-^1 Óx{ ij=^1 Ó^i
^j=
N
^ aij ^ . (^m - ^k)nj = -b (cPm - ^k) •
i,j=1
Por tanto,
^2 j=1 frl ai7(^Pk - ^Pm)^n71 = I.^ri b^k(cPm - cPk)I (2.6.22)
<_ IIbIIL^(rl)II^k(r1IIL2(rl)Il(^vk - ^m)Ir1IIL2(rl) ^
I^ ^=1 frl aij^m^(^m -^k)n.7^ _ `fI'i b^m(^k -^m)I
<_ IIbIIL^(r,)II^mIr^IIL,(r,)II(^k-^m)Ir1IIL2(r^)'
(2.6.23)
Unicamente queda por estimar el término
N ^
Imk :- ^ ^S2 a ^m E^x1
(^k - ^m) •
i=1 m
(2.6.24)
Ya que ái E C(^), con el fin de desarrollar una integración por partes en (2.6.24) debemos
aproximar cada uno de los coeficientes ái, 1< i< N, por una sucesión de coeficientes regulares,
denotada por ai , rt > 1.
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Fijemos ó> 0 y consideremos el entorno tubular de S2 de radio ó> 0,
^á ^_ ^ + Bá(0) .
Para cada 1 < i< N, sea ái una extensión continua de ái a RN tal que
ĈYi E Cc(^á) ^
Ahora, consideremos la función
IIaiIILo,(RN) - IIaiIIL^(S2) •
^
P(x) := e i=^0
y la aproxiTnación de la identidad asociada
Pn ^_ ( fRN P)-1nNP(n ') ^ n E N.
Observar que para cada n> 1 la función pn satisface
pn E C^°(RN) , suPP Pn C Bñ (0) , pn > 0,
Entonces, para cada 1 < i< N la nueva, sucesión
GYi :=p.n* ĈYi^ n> 1,
IIPnIILl((RN) =1.
(2.6.25)
es de clase C^°(RN) y converge a ái uniformemente en cualquier subconjunto compacto de RN
(e.g. Teorema 8.1.3 de [22]). En particular,
1^^ Iloci IiZ -^xillLa,(S2) = 0, 1 < i< N, (2.6.26)
ya que áil^ = á^. Además, gracias a(2.6.25), se sigue de la desigualdad de Young que
Ilai IIL„(RN) ^ IIPnIILI(RN)IIaiIIL„(RN) - IIaiIIL^(S2) ^ 1< i< N, r^ > 1, (2.6.2?)
n
II axi IIL,o(RN) ^ II ^xi IIL1(RN)IIaiIIL„(SZ) +
ya que
1<i<N, n>1.
aGYi apn
- *á^, 1<i<N, n>1.
ax; - axi
Por otro parte, para cada 1 < i< N y n> 1
II ^x1 IIL1(RN)
-(fRN P)_ln II ^^ IILI(RN) ,
si IxI < 1,
si IxI > 1,
(2.6.28)
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y por eso (2.6.28) implica
n
I) axi IIL,o(R.N) ^( fRN Pl-ln II a^ IILi(R^')II«iIIL,^(SZ) ^
Ahora, volviendo a(2.6.24) obtenemos que para cada n> 1
1<i<N, n>1. ( 2.6.29)
Irnk :_ ^ f (ĈY{ - GYi ) ^Pm^^ (^k - ^Pm) +- ^ J a' ^Pm(^^ (^Pk - ^Pm) • (2.6.30)
i-1 ^m i i_1 ^m t
Ahora estimamos cada uno de los términos del segundo miembro de (2.6.30). Aplicando la
desigualdad de H51der se sigue fácilmente que
I^.^1fS2m(ai-ai )^Pm^l^Pk-^Pm)I ^(^^l Ilai-ai IILoo(S2)) II^PmIILz(^)I^(^Pk-^Pm)IILz(S2)
<2^NiIIai-a^IIL„(s^)•
Además, integrando por partes se obtiene
^ J ai ^m a (^Pk-^Pm) - -^ f l^k-^m) a (ai ^m) +^ f ai ^ml^k-^m)ni ^
i-1 ^m ^^a tivl ^m ^xt {=1 rl
y por eso, .
I^,^ 1 ft2m ai^Pm^(^Pk -^Pm)I ^ (^N 1 II«i IIL„(R.N)) IID^mIILz(^)II^Pk -^PmIILz(SZ)
+ (^i=1 IIg^;'IIL,o(RN)) II^^►+IILz(SZ)II^Pk - ^mIILz(fZ)
+ (^^1 Ilai IIL,o(RN)) II^PmII'iIILz(I'1)II(^Pk-^Pm)II'IIILz(I'1)'
De este modo, sustituyendo estas estimaciones en (2.6.30) y usando (2.6.15), (2.6.27) y(2.6.29)
obtenemos que para cualquier n> 1
Ijmkl < 2^^ 1 II«i - ai IIL,o(SZ) +^^ 1 IIaiIIL,o(SZ)II^PmII'1 IILz(ri)III^Pk-4'^m)IC1 ^ILz(I'i)
+^N 1 (1 + IfRN P)-ln II^IILI(RN)) IIaiIIL^(SZ)II^Pk -^PmIILz(S2) •
Ahora, fijemos e> 0. Gracias a(2.6.26) existe n> 1 tal que
N
2 ^ II^i - «^ ^IL,^(s^) ^ 4 •
i=i
Por eso, gracias a(2.6.5) y (2.6.11), existe np > 1 tal que para cualquier no <^• < m
IImkI^2• (2.6.31)
Por tanto, sustituyendo (2.6.16 - 2.6.21) y(2.6.22 - 2.6.23) en (2.6.14) y usanclo ('?.6.2), (2.6.5),
(2.6.11), y(2.6.31), se sigue fácilmente que existe ko > no tal que para cada k^ < k< m
µII^(^Pk - ^Pm)IILz(ft) ^ E •
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Esto prueba que cp E H1(St) y completa la demostración de (2.6.12). Observar que
II^IIHI(^) = 1^^ ^I^nIIHI(n) = 1^^ II^nIIHI(s^n) =1. (2.6.32)
Además, si ryl representa el operador traza de Hl (S2) sobre P1, entonces
II^nlrl - ^Ir^ IIL2(rl) - II71(^n - ^)IIL2(rt) <_ II^IIIG(Hl(^),L2(rl))II^n - ^IIHI(n)
y por eso, gracias a(2.6.12),
ñ^^ II^nIr^ - ^Ir1IIL2(rl) ° o .
Así, gracias a (2.6.11) obtenemos que
Denotemos por
^PIr^ _ ^P* • (2.6.33)
cp := cpl^o . (2.6.34)
Ya que cpnls^o = cpnls^o, por ( 2.6.12) tenemos que cp E Hl(S^o) y que
ñ óo II^nIi2o - ^IIHI(S2o) - ^'
Además, gracias a (2.6.7) y (2.6.32),
II^IIHI(^o} = II^IIHI(^) =1 . (2.6.35)
De este modo, gracias a ( 2.6.8), cp > 0 en Sto. Ahora mostramos que ^p es una solución débil de
Gcp = QEcp
^o(b)^P = 0
en SZo ,
en (ĴSio ,
donde QE es el límite (2.6.2) y 13o(b) es el operador de frontera definido por
_ u en I'a ,
^o(b)u '- á„u -^ bu en I'1.
(2.6.36)
En efecto, ya que cp E Hl (SZ) y supp cp C SZo se sigue de Teorema 2.5.5 que cp E Hr^ (S2o), y por
eso cp = cpl^o E Hró(S^o). Ahora, tomemos
^ E ^^(^o U rl) •
Entonces, multiplicando la ecuación
nGcpn = Ql cpn en n, n> 1,
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por ^, integrando en Stn, aplicando de fórmula de integración por partes y teniendo en cuenta
que supp ^ C Sla U I'1, se sigue
N a^n a^ 1N a^n N
/^ t n t a^vn
^ aij +' ^ 1 GYi S + ^ a0^n^ _ ^1 f ^nb + ^, f aij ^ nj ^i,j=1 ^° axi áx; i=1 JJJ SZ° axi sz° sz° i,j=1 rl axi
para cada n> 1. Además, aplicando que
a„^pn+bcpn=0 en I'1, n> 1,
se verifica
L, aij a^n b nj =^ vi a^nS =(^^n^ v^b = ay^n^ _ -bcpn S^i -i axi i=i axi. ,j
y por eso para cada n> 1 obtenemos que
N J CYij a^n ^S + N J C.Y{ a^n ^ J 0^n n^ ^i^l s^° axi ax; ^ ^0 axi + ^0 a  _ ^i ^0 ^Pnŝ - rl b ^Pn ^ .
,j=
Ya que ^p^rl = ^PIr^ Y .
lf ,^ ^^^Pn - ^P^^xllsto) = 6 ^ ñ ^ ^^^Pnlr^ - ^PIr^ (^Lz(r^> = 6 ^
(2.6.37)
pasando al límite cuando n- ► oo en (2.6.37) el teorema de la convergencia dominada implica
que
^ f «i ^ a`^ a^ + ^ f «i a`^ ^ + f «o^^ _ ^E f w^ - f b ^ ^ ^
i,^=1 n° ' axi ax; i=1 ^° axi ^° ^° rl
De este modo, cp E Hró (SZo) es una solución débil de (2.6.36) y para cada w>-v^0 [G,13o(b)]
la función cp E L2 (Sto) nos proporciona una autofunción positiva de (w + G2)-1 asociada al
autovalor (w^-vE)-1. Gracias a la prueba de Teorema 12.1 de [4], el radio espectral del operador
(wmega+G2)-1 en SZo debe ser igual a(w-^oE)-1. Por otra parte, gracias al teorema de Krein-
Rutman (cf. [47] App. 3.2),
spr (w + G2)-1 = (w + v^0 [G, X3o(b)])-1 •
Por tanto,
^E = o l ° [G, Bo(b)] •
Además, por la unicidad de la autofunción principal cp = cpo. Esto concluye la demostración del
resultado, ya que el argumento es válido a lo largo de cualquier subsucesión. ^
Supongamos que S^o es un subdominio propio estable de SZ con frontera aSto = I'á U I'1 donde
ró fl rl = 0 y I'1 es de clase C2. Aunque el autovalor principal Q^0[G,13o(b}] pudiera no estar
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definido, ya que no estamos imponiendo ninguna condición de regularidad sobre ró, la prueba
del Teorema 2.6.1 todavía nos proporciona una condición suficiente para la existencia de un
autovalor con el cual hay asociada una autofunción positiva. Por supuesto, excepto en el caso
cuando ró es de clase C2, es desconocido si es o no único el autovalor principal. Precisamente se
verifica el siguiente resultado.
Teorema 2.6.2 Supongamos (2.6.1) y (1.4.15). Sea S2o un subdominio propio estable de S2 con
frontera
as^o=r$url, rgnr1=0,
donde rl es de clase C2 y ró satisface los mismos requisitos que ro. Asumamos además que
ea~iste una sucesión S2n, n>_ 1, de dominios acotados de RN de clase C2 convergiendo a SZo
desde el exterior y tal que SZ„ C SZ, n>_ 1. Denotemos por (v^^ [G, Bn(b)^, cpn) ad auto-par
principal asociado con (G, Xi„(b), S2n), donde la autofunción principal es normalizada tal que
II^PnIIxI(n„) = 1, n > 1.
Entonces, existe una subsucesión de cp,^, n>_ 1, de nuevo etiquetada por n, y una función
cp E Hro (SZo) tal que
li^ II^PnIs2o - ^PIIHI(S^o) = 0!
y cp es una sodución positiva débil de (2.6.36).
Demostración: Sea SZ_1 un subdominio propio de clase C2 de S2o tal que
as^_1= r^ 1 u rl
con rp 1 fl rl =^ . Entonces, para cada n> 1 tenemos que
Qi ^= Qi2n [G^ ^n(b)^ <_ vi^-1 [G^ ^(b^ ^-1)^ ^
y por eso el límite
QE := lim Qi
n^oo
está bien definido. Ahora, la construcción de cp tal que
1^^ II^P^tm - ^PIIHI(S2) = O (2.6.38)
a lo largo de alguna subsucesión cp,^m, m>_ 1, de cpn, n>_ 1, puede ser lle^•a^la a cabo con el
mismo argumento de la prueba del Teorema 2.6.1. Pero ahora para probar que
^P ^_ ^PIS2o E HTa(SZU)
no podemos utilizar el Teorema 2.5.5 como en la prueba del Teorema 2.6.1. ^•a que aquí no
estamos requiriendo que ró sea regular. En lugar de ese argumento utilizanios ^^l siguiente. Ya
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que para cada m> 1 tenemos que cpnm E Hl (S^n,^ ) y 52,,,n, m> 1, es una sucesión decreciente
de dominios, necesariamente
m •
`pnm E I I Hr^ (nnk) . m> 1,
k=1
Por eso, (2.6.38) implica
o°
^P E n Hra(^nk) = Hró(^o) ^
k=1
ya que estamos asumiendo que SZo es estable. Por tanto, obtenemos de (2.6.38) que cp E Hró(Sto).
Finalmente, el mismo argumento de la demostración del Teorema 2.6.1 muestra que ^p es una
solución positiva débil de (2.6.36). Esto concluye la demostración. q
El siguiente resultado nos proporciona la dependencia continua desde el interior.
Teorema 2.6.3 (Dependencia continua exterior) Supongamos (2.6.1) y (1.4.15). Sea S2o
un subdominio propio de S2 con frontera de clase C2 tal que
as^o=r$url, rgnr1=^,
donde ró satisface los mismos requisitos que ro y sea SZn, n>_ 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a Sto desde el interior. Para cada n >_ 0, denotemos
por 13n(b) al operador de frontera definido por
u en rp ,13n(b)u :=
a^u + bu en rl ,
donde
ro :=as^n\rl, n>o,
y denotemos por (Q^" [G, X3n(b)], cpn) ad auto-par principal asociado con (G, Ci„ (b), S2„), donde la
autofunción principal es normalixada tal que
^^^nIIHI(S2„) = 1 ^ n>0.
Entonces, cpo E WaO^y^(SZo) y
1^^Q^"[G^^n(b)]
_ ^i^0[G>^o(b)] ^ ñ ^ ^^^Pri - ^Po^^xllSZo) = 0.
donde
en SZ^n :_ ^Pn n ,
0 en Sto \ S^„ , n>0.
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Demostración: La existencia y la unicidad de los auto-pares principales
(Q^" (G, ^n(b)^, cPn) , n > 0 ,
está garantizada por Teorema 12.1 de (4). Definamos
^i ^_ ^i^n ^G, ^n(b)^ , n > 0 .
Por construcción, para cada n> 1
^n C ^n+l C ^o ,
y por eso, gracias a la Proposición 2.2.2 obtenemos que
Qi > Qi +i > Q^ , n> 1.
Por tanto, el límite
^i := 1 ^ Qi (2.6.39)
está bien definido. Tenemos que probar que vi = Qo
La prueba del Teorema 2.6.1 puede ser fácilmente adaptada para mostrar la existencia de
cp E Hl (S2o), cp > 0, y de una subsucesión cpnm, m> 1, de cp,,, n> 1, verificando
m^^ Ii^nm - ^IIHI(^p) = O . (2.6.40)
Ya que cpnm E Hró (S2o) para cada m> 1, (2.6.40) implica
^P E Hr^ (^o) •
Además, adaptando la prueba del Teorema 2.6.1 se puede ver fácilmente que cp nos proporciona
una solución positiva débil de
G^P = ^i ^P en SZo ,
^o(b)^P = 0 • en BSZo .
Por tanto,
^P = ^Po , r oal = ol .
(2.6.41)
Esto concluye la demostración, ya que el mismo argumento funciona a lo largo de cualquier
subsucesión de cpn, n> 1. ^
Como una consecuencia inmediata, del Teorema 2.6.1 y Teorema 2.6.3 obtenemos la depen-
dencia continua del autovalor principal con respecto al dominio, la cual establece lo siguiente.
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Teorema 2.6.4 (Dependencia continua) Supongamos (2.6.1) y (1.4.15). Sea S2o un subdo-
minio propio de SZ con frontera de clase C2 tad que
as^o=r$Url, rgnr1=^,
donde ró satisface los mismos requisitos que ro y sea SZn, n>_ 1, una sucesión de dominios
acotados de SZ de clase C2 convergiendo a S2o. Para cada n>_ 0, denotemos por B,^(b) al operador
de frontera definido por
t3n(b)u :- u en ró ,8„u + bu en rl,
donde
Entonces,
ró:=as^„\rl, n>o.
^ ^ ^i ° ^G, ^n (b)J = ^i^0 ^G^ ^o(b)J • (2.6.42)
Demostración: Por definición, existen dos sucesiones de dominios acotados regulares, SZñ y
Slñ , n> 1, tales que S2ñ converge a S2o desde el interior, SZñ lo hace desde el exterior, cuando
n^^^Y
S2ñ C SZp (1 Sin , S2p U Si,^ C Siñ ,' n> 1.
En particular,
Siñ C Sin C Siñ , n> 1,
y gracias a la Proposición 2.2.2
ai ° [^, ^(b, s^ñ)l ? ^^° [^, ^(b, s^,►)] ? ^^° [^, a(b, s^ñ )] . (2.6.43)
Por otra parte, debido al Teorema 2.6.1 y al Teorema 2.6.3 obtenemos que
ñi,^ ^i^" ^G^ ^(b^ ^ñ )J = ^i^0 ^G, E(b^ ^o)J ^ 1^^ ^i^° fG, E(b, ^ñ)1 =^i^0 f^, E(b, ^o)J •
Por tanto, (2.6.42) se sigue de (2.6.43). Esto concluye la demostración. 0
Nota 2.6.5 Si SZo es un subdominio propio de S2 con frontera BSto = ró U rl, donde ró fl
ri =^, ró satisface los mismos requisitos que ro, I'1 es de clase C2 y no requerimos ninguna
regularidad sobre ró, entonces para cualquier sucesión SZn, n> 1, de subdominios de S2o de clase
C2 convergiendo a Sto desde el interior cuando n^ oo, el límite (2.6.39) está bien definido y
nos proporciona un autovador asociado con el cual hay una solución positiva débil de (2.6.41).
La prueba de este hecho puede ser fácilmente obtenida adaptando la prueba del Teorema 2.6.3,
y por tanto omitimos sus detalles. Debe ser destacado que, excepto en el caso cuando ró es de
clase C2, oi pudiera no ser el único autovalor con una autofunción positiva débil asociada. De
hecho, gracias ad Teorema 2.6.2, si suponemos que S^o es estable, entonces QE nos proporciona
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otro autovalor asociado con el cual hay una solución positiva débil. E^cepto cuando ró es de
clase C2, es desconocido si se verifica o no la igualdad
^i = QE • (2.6.44)
Sería de gran interés caracterixar da clase de todos los dominios para los cuales (2.6.44) se
verifica, ya que estos dominios nos proporcionarían la familia de dominios que poseen un ^ínico
autovalor principal. Conjeturamos que (2.6.44) es cierto si, y sólamente si, SZo es estable en el
sentido de la Definición 2.5.3.
Debe ser destacado que el Teorema 2.6.4 nos proporciona una substancial extensión del Teo-
rema 4.2 de [35] incluso en el caso particular de que I'1 = 0, ya que los requisitos de regularidad
aquí pedidos sobre los coeficientes del operador diferencial, son substancialmente más débiles
que los asumidos en [35].
2.7 Dependencia continua respecto de b(x)
En esta sección analizamos la dependencia continua de
vi (b) : = v^ [G,13(b)] (2.7.1)
con respecto a la función peso b(^) en el caso particular en el que 8„ es la derivada conormal con
respecto a G, es decir, cuando la condición (1.4.15) es satisfecha. Con fin de establecer nuestro
principal resultado necesitamos la siguiente notación.
Definición 2.7.1 Por Q(L^(I'1), Li(I'1)) denotamos la topología débil * de L^(I'1). Así, dada
una sucesión bn E C(I'1), n> 1, se dice que
^ li^^ bn = b en o(Loo(ri), Li(ri)) (2.7.2)
si
lim f b„^ = f b^
n^OO r^ r^
para cada ^ E Ll(I'1).
Teorema 2.7.2 Supongamos rl # 0, (1.4.15) y (2.6.1), y sea bn E C(rl), n, > 1, una sucesión
arbitraria satisfaciendo (2.7.2). Para cada n>_ 1 denotemos por cpn a la aut.ofunción principal
asociada con vi := Ql (bn) normalizada tal que
II^PnIIHI(SZ) = 1, n > 1. (2.7.3)
Entonces,
ri..1..óo Q1 - ^1(b)' ri^  Ii^n - ^IIH^^^^ = O , (2.7.4)
donde cp representa la autofunción principal asociada con vl(b), normalizada tal yue
II^IIx^^^^ =1.
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Demostración: Gracias a las hipótesis generales sobre S2, la existencia y la unicidad de los auto-
pares principales (Qi , cpn), n> 1, y(Ql (b), cp) está garantizada por Teorema 12.1 de [4]. Además,
gracias a(2.7.2), obtenemos del Teorema de Banach-Steinhaus que bn, n> 1, está uniformemente
acotada en L^(I'1) (e.g. Proposición III.12(iii) de [ll]). En otras palabras, existe una constante
C> 0 para la cual
IIbnIILoo(rl) ^ C, n > 1.
De este modo, gracias a Proposición 2.2.5 obtenemos que
Ql (-C) < Qi < Ql (C) , n> 1,
y por tanto, existe una subsucesión de Qi , n> 1, reetiquetada por n, tal que
oi° := lim vi E R
n^oo
está bien definido. Gracias a Teorema 12.1 de [4J, para cada n> 1
^P^ E W^(6„)(^) C HZ(^),
y por eso, gracias a(2.7.3), existe una subsucesión de cpn, reetiquetada por n, tal que
ri^^ II^n - ^oollLa(^) = O (2.7.5)
para alguna cp^ E L2(S2), ya que la inclusión Hl(SI) ^- ► L2(SZ) es compacta. Como el argumento
previo es válido a lo largo de cualquier subsucesión y el auto-par principal (vl (b), cp) es único,
para completar la demostración del teorema es suficiente mostrar que
^i° _ ^1(b) ^ ^Poo = ^P ^ (2.7.6)
y que de hecho
li^ II^Pn - ^PIIx^(^) = 0. (2.7.7)
Gracias a (2.7.5),
ñ moo ^n = ^oo
c.t.p. en S2 ,
cp^ > 0 en St ,
ya que cpn > 0 para cada n> 1. En lo que concierne a la trazas de las funciones cp,,, n>_ 1, sobre
I'1, el mismo argumento de la prueba del Teorema 2.6.1 muestra que existe una subsucesión de
cpn, n> 1, de nuevo etiquetada por n, y una función cp, E L2(I'1) tal que
ñ^^ II^PnIrl - ^P•IILa(ri) = O . (2.7.8)
En particular, existe una constante M> 0 tal que
II^PnIr^ Ilr,z(r,) ^ M^ n> 1. (2.7.9)
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Ahora adaptamos el argumento de la prueba del Teorema 2.6.1 para mostrar que cpn, n_> 1, es
una sucesión de Cauchy en H1(S2). En efecto, argumentando como en la prueba del Teorema
2.6.1 para cada par de números naturales 1< k< m tenemos que para cualquier n> 1
µllo(^k ^m) IIĜ2(^) ^ ^1 f^ ^k(^k - ^m) + (^ln - ^1) fS2 ^m
+Ql fiZ ^m(^m - ^k) + ^^ 1 fSZ ai(^m - ^k) 8x;
+ ^^ 1 fSZ(ai - a{ )^mt3x; (^k - ^m) + ^^ 1 fS2 ai ^má^i (^k - ^m) (2.7.1^)
+ f1Z aO^Pk (^Pm - ^Pk) + f n ao^Pm (^k - ^m)
+^ ^=1 frl ai7 {(^k-^m)^ + ^^►+^(^m-^k)} ^j ^
donde ái E C(SZ), 1< i< N, son los coeficientes definidos por (1.4.14) y para cada 1 <_ i<_ N,
at , n> 1, es una sucesión de clase C^°(RN) tal que
,^^^ Ilai - aiIIL^(S2) - (] . (2.7.11)
Supongamos que a; , 1< i< N, n> 1, ha sido construida como en la prueba del Teorema 2.6.1.
Gracias a (2.7.3), para cada n> 1 tenemos que
II^nIILa(s^) <_ 1, IIo^nIIL^(s^) <_ 1, (2.7.12)
y por tanto, argumentando como en la prueba del Teorema 2:6.1 nos proporciona las siguientes
estimaciones
^1 ^SZ ^k (^k - ^m)
^1 Jft ^m(^m - ^k)I < k>P{I^1 I} II^m - ^kIIL2(^) , (a.7.ls)
(^1 - ^1) f ^ml ^ IQm - Ui I ,
^
N
^ ai(^m - ^k) a^k
i-1 ^^ a^i
^i^
a0^k(^m - ^k)
a0^m(^k - ^m)
<_ k>P{I^1 I} Il^k - ^mII L2(^) ,
N
<_ (^ IIaiIIL^(^) Ii^m - ^kIIL2(^) ^
^i
_< IIaOIIL^(^)II^m - wkIIL2(^) ,
<_ IIaOIIL^(^)Il^m - ^kIIL^(^) ,
N /'
^ J^(^xi - ai )^P+nI
Ĵ^•
(^Pk - ^Pm)
s
N
^ 2 ^ Ilai - ai IIL^(S2) +
i-1
(2.7.16)
(2.7.17)
(2.7.18)
(2.7.19)
^^Nl .f^ai^máx;(^k-^m)^ <_ E"1 IIaiIIL^(^)II^mIr^IlLacr^)II(^k-^m)Ir,^^L,(C^) (2.7.2o)
+^N1(1 +(fRN P)-ln II^; IILI(RN)^ IIaiIIL^(^)Ii^k - ^mIIL^(n) •
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Por otra parte, para cada n> 1 tenemos
C)„cpn = -bncp„ on I'1,
y por eso, gracias a(1.4.15),
N BiPk ^' Ó
^ ai^ CĴx• n^
-bk^k ^ ^ ai.1 ^x. (^m - ^k)n^ _ -b„ti^Pm + bk^Pk •
i,^=1 t i,j=1 s
De este modo,
^ f a^1(^Pk - ^pm) a^Pk n? _ ^ bk^Pk(^Pm - ^Pk) ^ (2.7.21)i^_1 rl 8x; rl
• ^ ^ ^xt^cpn` áxi (cPm - cPk)n7 - frl (bk^Pk - bm^Pm)^Pm • (2.7.22)t,^_1 r^
Además, gracias al hecho de que bn, n> 1, está uniformemente acotada, utilizando (2.7.9) se
sigue ii, bk^k(^m - ^k)^ <_ CII (^am - ^k)Ir^ IILz(r^) ^ (2.7.23)
donde C> 0 es una cierta constante independiente de k y m. 'Similarmente,
Ifrl(bk^Pk - bm^m)^ml < Ifrl bk^Pm(^Pk -^m )^ + IJ'rl ^m(bk - bm)^
<_ CII(^m - ^k)Ir^IILa(r^) ^- IJ'rl ^m(bk - bm)I . (2.7.24)
Además,
I.frl ^Pm(bk - bm)I ^ I.fri(^Pm - ^P^)(bk - bm)I + I.^r^ ^P:(bk - bm)I
< 2supk>1{Ibkl} Ii^m+^*IILz(r^)II^m-^*IILz(r^)+^.fr, ^:(bk-bm)I ,
y por eso, ya que bk, k>_ 1, está uniformemente acotada en L^(rl) y es una sucesión de Cauchy
para la topología w*, obtenemos de (2.7.8) y (2.7.24) que para cada E> 0 existe un número
natural no > 1 tal que para todo k, m> np
^ 1(bk^Pk - bm^Pm)^Pm
E
<2. (2.7.25)
Finalmente, utilizando (2.7.21 - 2.7.22) y sustituyendo (2.7.13 - 2.7.20), (2.7.23) y (2.7.25) en
(2.7.10) se sigue fácilmente que existe ka > no tal que
µllo(^k - ^m)IILa(^) <_ E, k, m > ^p.
Gracias a(2.7.5) esto muestra que '
1 ^ II^Pn - ^P^IIxI(st) = 0. (2.7.26)
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Además, por la continuidad del operador traza de Hl(S2) sobre I'1, existe una constante C> 0
tal que para cada n> 1
II(^Pn - ^p^)Ir^IIL^(r^) ^ CII^Pn -^ ^Peollxlis^) ^
y por eso (2.7.26) implica
Por tanto, gracias a (2.7.8),
ñ ^ II^PnIr^ - ^P^Ir1 IILa(ri) = O . (2.7.27)
^Poolri = ^P• •
Similarmente, ya que cpnlro = 0 para cada n> 1, por la continuidad del operador traza de
Hl (SZ) sobre I'o obtenemos que
cp^ I ro = 0 .
En particular,
cpao E Hro(St) .
Observar que, gracias a(2.7.3), se sigue de (2.7.26) que
II^Poollx^i^) = 1.
Así, ya que ^pn > 0 para cada n> 1,
^Poo>0.
Ahora probaremos que cp^ nos proporciona una solución débil de
G^Poo = oi°^Poo en SZ ,
13(b)cp = 0 en 852,
donde Qi° =1im,^^^ Qi . Ya es conocido que cp^ E Hro(SZ). Ahora, tomemos
^ E c^°(s^ U rl) .
(2.7.28)
Entonces, multiplicando la ecuación
nGcp„ = Ql cp,^ en , .n > 1,
por ^, integrando en St, aplicando la fórmula de integración por partes y teniendo en cuenta que
supp ^ C Si U I'1 se sigue
N a^Pn a^ N ^Pn r t _,^ t N a^Pn r
ai.! + ^ ai y+ a^^nS -^1 ^nb + ^ a^.! b n.9 ^
i^l ^SZ Ó^= (Ĵ^^ i^l ^Si (Ĵx{ ^Si S2 t^;-1 rl a^i
para cada n> 1. Así, se sigue de
8„cpn =-b„cpn = 0 en I'1 , n> 1,
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que para cada n> 1
^ .l aij + ^ ^i ^ + a0^n^ _ ^1 ^nŜ - bncPn ^ .
" I' a^n a^ " f a^n J ^ Ji,j=1 S2 2; áx; i=1 n a^i Sá S2 rl
Además, se obtiene fácilmente de (2.7.26) y(2.7.27) que
ñ ^ II(^n^ - ^^t;)Ir^ IIL^(r^) = o ^
y por eso (2.7.2) implica que
(2.7.29)
1'lm J bncpn^ _ ^ bcP^l; •
n^^ r^ r^
De este modo, pasando al limite cuando n- ► oo en (2.7.29) el teorema de convergencia dominada
implica que
^ f ai j a^P°° a^ ^-, ^ J ^Yi a^P^ ^+ f «o^PooŜ = Qi° J cpoc^ - f b^Poo^ ^
=,^=1 ^ ax; á^; i=1 ^ ax^ ^ ^ rl
y por tanto cp^ E Hro (SZ) es una solución positiva débil de (2.7.28). Esto muestra que para cada
w>-Ql(b) la función cp^ E L2 (SZ) nos proporciona una autofunción positiva de (w + G2)-1
asociada con el autovalor (w + Qi°)-1. Gracias a la prueba de Teorema 12.1 de [4], el radio
espectral del operador (w + G2)'1 en SZ debe ser igual a (w + Qi°)-1. Por otra parte, gracias al
teorema de Krein-Rutman (cf. [47] App. 3.2),
spr (w + Gz)-1 = (w + ai (b))-1 •
Por tanto,
Qi° = Ql (b) •
Además, por la unicidad de la autofunción principal, ^p^ _^p. Esto concluye la demostración
del resultado, ya que el argumento es válido a lo largo de cualquier subsucesión. ^
Nota 2.7.3 (a) La condición (2.7.2) es satisfecha si
„^^ Ilbn - bllt^(^) = 0.
(b) La prt.ceba del Teorema 2.7.,2 nos proporciona la e^istencia de un autovalor principal para
(G,13(b), S2), no necesariamente único, parn una amplia clase de funciones b E L^(I'1), no
necesariamente continuas. En efecto, si b es el límite puntual de una sucesión uniformemente
acotada bn E C(I'1), n>_ 1, entonces se sigue del teorema de convergencia dominada de Lebesgue
que bn es débilmente * convergente a b, y el argumento de la prueba del Teorema 2.7.2 muestra
que vi° está bien definido y que asociado con él hay una autofunción principal ^,o E Hro(SZ).
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2.8 Comportamiento asintótico de ^^[,C,13(b)] cuando minrl b^
00
En esta sección analizamos el comportamiento del autovalor principal (2.7.1) cuando minrl b ĵ
oo. El resultado principal establece que éste converge al autovalor principal del problema de
Dirichlet en S2. Para obten er este resultado no requerimos que (1.4.15) sea satisfecha.
Teorema 2.8.1 Supongamos I'1 # 0,
CYij E C1(SZ) , GY{ E C(^) , 1< i, ^<^Í , (2.8.1)
y sea bn E C(I'1), n> 1, una sucesión arbitraria tal que
lim min bn = oo .
^^^ r^
Definamos
(2.8.2)
Ql := ol^[G, I3(bn)^ , n> 1^
y para cada n> 1 denotemos por ^pn a la autofunción principal asociada con Qi , normadizada
tal que
Entonces,
^^^Pn^^x^i^i = 1, n> 1. (2.8.3)
lim Qi = Q° ,
^^^^
1^^ II^Pn - ^POIIHI(Sá) - ^ ^
donde (a^, cpo) es ed auto-par principad asociado con el problema de Dirichlet en SZ.
(2.8.4)
Demostración: Ya que se verifica la condición (2.8.2), sin pérdida de generalidad podemos
suponer que
min bn > 0, n> 1. (2.8.5)rl -
Ahora, combinando Proposición 2.2.1 con Proposición 2.2.5 obtenemos de (2.8.5) que
Q1(0) < Qi < Q°, n> 1.
Así, existe Qi° E[Ql(0),Q^] y una subsucesión de bn, n> 1, reetiquetada por n, tal que
Qi° := lim Qi .
n-^oo
En lo siguiente mostraremos que
^_ oQl - vl .
Gracias al Teorema 12.1 de [4] tenemos que
^p„ E Wĝ^ynl(SZ) C H2(S2) , n> 1.
(2.8.6)
(2.8.7)
(2.8.8)
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De este modo, se sigue de (2.8.3) y(2.8.6) que existe una constante Cl > 0 tal que
II(^i - ao)^PnIILa(SE) S I^i I^,Ci , n> 1. (2.8.9)
. ^
Así, por las estimaciones Lp de Agmon, Douglis y Nirenberg [2], existe una constante C2 > 0
tal que
II^nIIH^(S2) < ^!2 , n > 1 . (2.8.10)
Además, ya que Hl(SZ) ^-► L2(S2) es compacta, se sigue de (2.8.3) que existe una subsucesión de
cpn, n> 1, reetiquetada por n, y una función cp E L2(SZ) tal que
1^^ II^Pn - ^PIILz(S2) = O.
Necesariamente,
^ m cpn = cp c.t.p. en Si ,
y por eso
(2.8.11)
cp>0.
Para completar la prueba del teorema es suficiente mostar que (Qi°, cp) _(Q^, cpo) y que
1^^ II^Pn - ^PIIHl(S2) = O, .
ya que el argumento previo es válido a lo largo de cualquier subsucesión de bn, n>_ 1.
Denotemos por jl, j2 a las inclusiones compactas
j^ : w2 (r^) ^ L2(r^) , j2 : w2 (r^) ^-► LZ(r^> ,
y por
^r^ E c(xz(s^), w2 (r^)) , 72 E c(Hl(s^), w2 (r^)) ,
a los correspondientes operadores traza sobre I'1. Ya que cpn E H2(Si), para cada n> 1 tenemos
que
^Pnlr, E W2 (I'1) L+Lz(I'1),
y por eso, se sigue de (2.8.10) que
Similarmente,
^
^^Pnlrl E W2 (I'i) ^ L2(ri) ,
II^nIr1 IILz(I'1) = II.71(^Pn lrl )IILz(rl) ^ IIjIIIII^Pn lrlll^,^(rl)
^ IIj1IIII7iIIII^PnIIx^(sa) ^ IIjiIIII71IICa •
II^^PnII'IIILz(I'1) ^ II.72IIII^^PnIriIIW^ (rl) ^ IIjaIIII72IIII^^PnIIH^(SZ)
_< IIj2IIIIy2IIII^PnIIHa(12) ^ IIj2IIII72IIC2 •
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Por tanto, existe una constante C3 > 0 tal que
Ahora, tomando
se sigue de
que
Y Por eso
II^PnIr1IIL2(rl) ^ Cs ,
av^Qn = -bn^n
IID^PnIr^ Ill^a(ri) ^ C3 ^
^(3n : = min bn , n ? 1,
rl
a 2=b2 2, 2 2( L^n) n^Pn - Qn^n
en I'1 , n > 1,
n > 1. (2.8.12)
en I'1i n>1,
^Pñlr^ <_ Q^ 2(a^^Pn)2Ir^ ^ p^ 2IvI2I0^PnIr^ I2 ^ n> 1,
donde I• I representa la norma euclidea de RN. De este modo, aplicando (2.8.12) se obtiene que
II^nIr1IILa(rl) ^ pn21vI2II0cPnIr1IIL2(I`1) ^ Qn21vI2C3 +
y por eso (2.8.2) implica
En particular,
li ^ II^PnIr^ IILz(r^) = 0. •
n^l,
(2.8.13)
ri^^ ^pnl ri = 0 C.t.p. en rl .
Por otra parte, por construcción tenemos que ^pnlra = 0 para cada n>_ 1. Por tanto, obtenemos
de (2.8.13) que
n^,^ II^nIas:IIL2(as^) = o • (2.8.14)
Ahora mostramos que cpn, n>_ 1, es una sucesión de Cauchy en Hl(SZ). Combinando este hecho
con (2.8.11) se deduce que
,^ ^ II^P*+ - ^PIIHI(SZ) _ ^ ^ II^IIHI(^) =1 • (2.8.15)
En efecto, argumentando como en la prueba del Teorema 2.7.2 obtenemos que para cada 1<_ k<_
m la estimación (2.7.10) es satisfecha, al igual que las estimaciones (2.7.12 - 2.7.20). Además,
^^ ^=i.fr1 «ij l^Pk - ^Pm)^n;l <_ ^ ^=i II«tjIIL^(sz)IIo^kIr1 IILa(ri)II(^Pk-^Pm)Ir111Lz(rl)
< C3 ^j=1 II«i.9IILo,(St)III^Pk - ^Pm)Ir1IILa(rl) ^
donde hemos utilizado (2.8.12). Similarmente,
I^ 7=1 frl «17^Pm^(^Pm - ^Pk)n.71 ^ ^ 7=1II«i.iIIL^(^)II^PmIr1IILa(ri)I^(^Pm-^Pk)IriIIL2(ri)
< 2C3^N=1II«ijIIL„(S2)II^PmIr1IILa(rl)•
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Por tanto, gracias a(2.8.14), para cada E> 0 existe un número natural no > 0 tal que para cada
k, m > no tenemos
^ f ai7 l (^k-lpm) a^k -^- cpm^ t(c^m-l^k) 7 n1{,^=1 r^ ` J
C E
2 . (2.8.16)
Finalmente, sustituyendo (2.7.13 - 2.7.20) y(2.8.16) en (2.7.10) se sigue fácilmente que existe
kp > np tal que
µII o(^k - s^m) IIL^(^) s E+ k, m> ko.
Esto completa la prueba de (2.8.15), y en particular muestra que cp E Hl (SZ) y que cp > 0.
Ahora averiguamos el comportamiento de cp sobre aSZ. Denotemos por j a la inclusión com-
pacta
^j : w2 (a^) ^► LZ(a^) ,
y por
y E G(Hl(^)+w2 (a^)) +
al operador traza sobre aS2. Ya que cpn - cp E Hl (S2), para cada n> 1 tenemos que
(^n - ^) IBSE E w2 (a^) r
y por eso
II(^n - ^)Ias^IIr,2(as^) <_ Iljllll(^n - ^)lasall^,á (a^) = Iljlllly(^n -
^)Ilw^(es^)
<_ Ilj II Ilyll Il^n - ^IIHI(n) •
De este modo, (2.8.15) implica
ñ ^ II(^n - ^)Ie^IILz(e^) = o,
y por tanto, gracias a(2.8.14),
En particular, (2.8.15) implica que
7(^) _ ^Ias^ = 0.
cp E Hó (SZ) . (2.8.17)
Ahora, el mismo argumento utilizado en las pruebas de Teorema 2.6.1 y Teorema 2.7.2 muestra
que cp es una solución positiva débil de
Gcp = o^°cp en SZ , (2.8.18)cp = 0 en aS2 .
Por tanto, por la unicidad del auto-par principal, obtenemos que
(^i°+ ^P) _ (^i+ ^Po) •
Esto concluye la demostración. q
Como una consecuencia inmediata del Teorema 2.8.1 obtenemos el siguiente resultado.
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Corolario 2.8.2 Supongamos (2.8.1). Entonces,
Q^ [G, D] = suP ^i^ [G^ ^(b)] •
bEC^r^) ^ .
Demostración: Gracias a la Proposición 2.2.1,
sup o^(G,13(b)] < Q^(G, D] .
bEC^rl)
Además, debido al Teorema 2.8.1 tenemos que
ñ moo ^^ [G' E(n)] - ^^ [G' D] '
(2.8.19)
Esto concluye la demostración. q
2.9 Variando la medida de S2
En esta sección mostramos que si la medida de Lebesgue de St es suficientemente pequea y
minrl b es suficientemente grande, entonces (G,13(b), SZ) satisface el principio del máximo fuerte,
es decir, vi [G, B(b)] > 0. Este resultado está basado en la siguiente generalización del Teorema
5.1 de [35] .
Teorema 2.9.1 Supongamos (1.4.11) y
^i ^Bl^^^^^ ^^µ ? ^^^oo ^
donde
(2.9.1)
Bl ._ {^ E RN . ^x^ < 1} , Ei .= QBl [-0, D] , (2.9.2)
^• ^ representa la medida de Lebesgue en RN, µ> 0 es la constante de elipticidad de G en SZ, y
N z
l'x :_ (lxl, ..., ^YN) , I ^YI^p := sup ^ ^y2
^ =-1
donde ixi E L^(SZ), 1< i< N, son los coeficientes definidos en (1.4.14). Entonces,
(2.9.3)
^^[G,D] ? µ^^IB^I^^^I p - ^^^oo^i IB^IAI^tI-A +i^fao. (2.9.4)
En particular,
liminf Q^[G,D]^St^^ > µE1^81^^ . (2.9.5)
I^I^o
Variando la medida de SZ 55
Nota 2.9.2 (a) La estimación (2.9.1) es satisfecha si IS2I es suficientemente pequea. (b) Supong-
amos que G=-^. Entonces, gracias a la desigualdad de Faber ^18f y Krahn (31% entre todos los
dominios con una medida de Lebesgue prefijada, IStI, la bolu tiene el autovalor principal má,s pe-
queo, ba jo condiciones de frontera Dirichlet homogéneas. Así, para cada dominio S^ la siguiente
estimación es satisfecha
^i^[G^DJI^Ia ? EiIBiI^, (2.9.6)
y por tanto, la estimación (2.9.5) es óptima.
Demostración del Teorema 2.9.1: Denotemos por cp > 0 a la autofunción principal asociada
con o^[G,DJ. Entonces, multiplicando la ecuación diferencial
G^p = Q^[G, D)^p
por cp, integrando en Sl y aplicando la fórmula de integración por partes se sigue
^^ [G' DJ ^s^ ^2 - ^ ^s^ at^ ax 8^ + L .^s^ a^^P^x + Jsa ao^P2 .
(2.9.7)
i,^=1 ^ i_i
Debido al hecho de que G es fuertemente uniformemente eliptico en St obtenemos que
^ J13 a^^ á^ 8^ ^ µ f^ IDcpI2 .
(2.9.8)
i,.i-1 ^
Además, se sigue de la desigualdad de Hólder que
N
cx,cpa^P
^ f ^ ~ ^ a^i
- I^st `P(^, D^P) <_ fs^`^IaI Io^I <_ IaI^II^IILa(^)IIo^IILz(^) ^
y por eso
N
«^s^ a^ >_ -IaI^II^IILa(^)IIo^IIL,(^) . (2.9.9)^ f^ - ^ ax^^_^
De este modo, sustituyendo (2.9.8) y (2.9.9) en (2.9.7) se verifica que
^^[G, DJ > IIo^IIL,(s^) ^ IIo^IiL,(s^) - IaI^ + 1^ «p . (2.9.10)II^PIIL,(Sá) II^PIIL,(n)
Por otra parte, utilizando la caracterización variacional de Q^(-D,D], se sigue de (2.9.6) que
fs^ ID^PI2 > EiIBiI^I^I-^ . (2.9.11)
fsz ^P
Así, gracias a (2.9.11) y (2.9.1),
^ IIo^PIILz(St) > ^^1 IB1I^ I^I ^ >_ I«ioo •
II^PIILa(^)
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Finalmente, (2.9.4) se sigue sustituyendo (2.9.11) en (2.9.10). Esto concluye la demostración. q
Ahora, como una consecuencia inmediata del Teorema 2.8.1 y Teorema 2.9.1, obtenemos el
siguiente resultado. ^ ' •
Corolario 2.9.3 Supongamos (2.8.1). Entonces,
lim inf lim Q^ [G, B(b)] ^52^ Ñ> µEl ^Bl ^^. (2.9.12)
^^^^° b E C(I'1)
minr, b J' o0
En particular, Q^[G, X3(b)] puede ser tan grande como nosotros deseemos, tomando S2 con ^SZ^
suficientemente pequea y b E C(I'1) con minrl b suficientemente grande.
2.10 Explosión de potenciales no negativos. Clase ,A(S2) de po-
tenciales admisibles en SZ
En esta sección introducimos una clase de potenciales no negativos V E L^(St) para los que
^1^^ v^[G + ^V^ E(b)] _ °i ° [G^ B(b^ ^o)[ ^ (2.10.1)
donde Sto es el subconjunto abierto máximal de SZ donde V se anula y,t3(b, SZ°) representa el
operador de frontera introducido en (1.1.5). En la próxima sección utilizaremos (2.10.1) para
caracterizar la existencia de autovalores principales de una amplia clase de problemas lineales
de valores en la frontera con peso, de la forma
Gcp = QWcp en SZ ,
,t3(b)cp = 0 en BSZ, (2.10.2)
donde W E L^(SZ) es un potencial con signo indefinido. Recalcamos que por un autovalor
principal de (2.10.2) entendemos un valor de Q para el cual el problema admite una solución
positiva cp. Como ya fue comentado en la Sección 2.1, el análisis de (2.10.2) es central desde el
punto de vista de las aplicaciones de la teoría que estamos desarrollando a las ciencias aplicadas
y a la ingeniería. Algunas versiones de (2.10.1) sustanci almente más débiles fueron utilizadas
por J. López-Gómez en [17], para resolver algunos problemas clásicos abiertos, propuestos por
Simon en [48] en el contexto del análisis semiclásico de operadores de Schródinger. Por tanto,
(2.10.1) tiene interés en sí mismo.
Ahora introducimos la clase de potenciales admisibles, denotados en lo sucesivo por A(St),
para los cuales (2.10.1) se verifica.
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Deflnición 2.10.1 Se dice que V E L^(SZ), V>_ 0, es un potencial admisible en SZ si existe un
subconjunto abierto SZo de SZ y un subconjunto compacto K de SZ con medida de Lebesgue cero
tad que ,
K n(SZo U rl) = 0, " (2.10.3)
Sl+ :_ { x E S^ : V(x) > 0} = St \(S2o U K) , (2.10.4)
y se verifica cada una de das siguientes condiciones:
(Al) S2o posee un número finito de componentes de clase C2, digamos SZó, 1< j< rn, tal que
Sip fl Ŝi^ = Q! si i}^ j, y
aist(rl, asio n s^) > o. (2 :10.5)
Así, si denotamos por ri, 1< i< nl, las componentes de I'1, entonces para cada 1<
i< nl o bien I'i C BSZo o I'i f18SZo = 0. Además, si I'i C BSZo, entonces I'i debe ser una
componente de BS^o. En efecto, si I'i fl óSZo #^ pero I'i no es una componente de BSto,
entonces dist(I'i, BSZo fl S2) = 0.
(A2) Denotemos por {il, ..., iP} al subconjunto de {1, ..., nl } para el cual I'i fl BSto =^ si,
y sólamente si, j E{il, ..., iP}. Entonces, V está separada de cero en cada subconjunto
compacto de
P
s^+ U U ri . ^
;_^
Obseruar que si I'1 C BSZo, entonces únicamente estamos imponiendo que V esté separada
de cero en cada subconjunto compacto de SZ+.
(A3) Denotemos por I'ó, 1< i<_ no, a las componentes de I'o, y sea {il, ..., i9} el subconjunto
de {1, .. ., np} para el cual (BSia U K) fl I'p #(D si, y sólamente si, j E{il, ..., iq}. Entonces,
V está separada de cero en cada subconjunto compacto de
e
^+ U^ U ró \(8S2o U K)] .
^=1
Obseruar que si (áS2o U K) fl I'o = fD, entonces únicamente estamos imponiendo que V esté
separada de cero en cada subconjunto compacto de SZ+.
(A4) Para cada ^> 0 existen un número natural 2(^) > 1 y 2(rl) subconjuntos abiertos de RN,
G^ , 1< j< Q(^), con ^G^ ^< rl, 1< j< Q(^), tales que
^f1G; = 0 si i# j,
l(n)
^ KC UG^,
^_i
y para cada 1< j< Q(rl) el conjunto abierto G^ fl SZ es conexo y de clase C2.
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La familia de todos los potenciales admisibles en SZ será denotada por A(St).
También, en lo sucesivo denotaremos por A+(SZ) a la clase de funciones peso consistentes
en elemen'tos V E A(SZ) para los cuales SZo =^. Observar qu^ si V E A+(S2) entonces
xnr1=^, s^+:={^Es^ : V(^)>o}-^^x,
y si denotamos por I'ó, 1 < i< no, a las componentes de I'o y por {il, ..., iy} al subconjunto de
{1, ..., rao} para el cual K fl I'ó ^^ si ,y sólamente si, j E{il, ... , iq}, entonces V está separada
de cero en cada subconjunto compacto de
4
St+ U I'1 U( U I'ó ^ K) •
j=1
Cuando asumimos además que K fl I'o = ^, entonces únicamente estamos imponiendo que V
esté separada de cero en cada subconjunto compacto de St+UI'1. Además, se verifica la condición
(A4).
Para establecer nuestro principal resultado necesitamos introducir el siguiente concepto.
Definición 2.10.2 Sea S2o un subconjunto abáerto de SZ verificando dos requisitos (Al) de la
Definición 2.10.1. Entonces, el autovalor principad de (G, B(b, S2o), Sto) es definido por
^i^0 [G^ ^(b^ ^o)^ := min o° [G^ ^(b^ ^ó)l •1Gj<m
Nota 2.10.3 Ya que S^o es de cdase C2, se sigue de (2.10.5) que cada uno de los autovadores
principales o^° [G,13(b, S2ó)^, 1< j< m, está bien definido. Esto muestra da consistencia de la
Definición 2.10.2.
El principal resultado de esta sección establece lo siguiente.
Teorema 2.10.4 Supongamos (2.6.1) y V E A(St). Asumamos ademc£s que (1.4.15) se verifica
en I'1 f18Sto. Entonces, (2.10.1) es satisfecho.
Demostración: Gracias a la Proposición 2.2.2 y debido al hecho de que V= 0 en Sto, para
cada 1< j< m y a E R tenemos que
Q^[G + aV, B(b)) < ^i°[G^ ^(b^ ^ó)[ ^
y por eso
^^[G + aV^ ^(b)[ < ^i^0[G^ ^(b^ ^o)^ • (2.10.6)
Además, gracias a la Proposición 2.2.3, la aplicación
a -► P(a) := v^[G + ^V,13(b)]
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es creciente. De este modo, limaf^ P(a) está bien definido y debido a (2.10.6)
á^^ P(^) ^ ^° ^_ ^i^0 [G^ B(b^ ^o)] •
Por tanto, para completar la demostración de (2.10.1) resta probar que para cada e> 0 existe
A= A(E) E R tal que
P(^) > v^ - E
si ^> A. Observar que (2.10.7) puede ser escrito equivalentemente en la forma
(2.10.7)
Q^[G + ^V - Q° + e,13(b)] > 0
y que, gracias al Teorema 1.3.4, (2.10.8) es satisfecho si, y sólamente si,
(2.10.8)
(G + aV - Q° + e, , i3(b), SZ) (2.10.9)
posee una supersolución positiva estricta para cada a> A. El resto de la prueba está dedicado a
la construcción de una supersolución positiva estricta de (2.10.9) para valores grandes de .1. En
la construcción de ésta necesitamos distinguir entre varias situaciones d iferentes de acuerdo a
la estructura del conjunto de anulación del potencial, Sto. En un principio consideramos el caso
más simple cuando S2o es conexo y K=^. Después, consideraremos el caso general.
Paso 1: Supongamos
m=1, K=O.
Necesariamente, o bien ro n aSto = 0 o ro n aSZo #(D. Supongamos
ro n asio = ^ . (a.lo.lo)
Para cada k E{0,1}, denotemos por rk, 1< j< nk, a las componentes de rk. Denotemos
por {il, ..., i^} al subconjunto de {1, ..., nl } para el cual i i n BSto = 0, si y sólamente si ,
j E{il, ..., ip}. Observar que, gracias a(Al) de Definición 2.10.1, ri es una componente de aSto
para cada j E{1, ..., nl} \ {il, ..., iP}.
Fijemos e> 0 y para cada b> 0 suficientemente pequeo consideremos los entornos tubulares
de radio ó
^a ^_ (^o + B6) n SZ , (2.10.11)
.n^^' :_ (ró + Bá) n s^ , 1 < j < no , (2.10.12)
N6 ^ :_ (ri + Bá) n st , j E {il, ..., ip} , (Z .1o.13)
donde B6 C RN es la bola de radio 8 centrada en el origen. Observar que S2o debe poseer a lo
más un número finito de agujeros, ya que es de clase C2. Gracias a(2.10.10), existe bo > 0 tal
que para cada 0< 8< So
no ^^ no
asia \ (rl n as^o) c s^+ , SĜ6 n U JVá ^ = Q) , I I^,9 \ ro c n+ .
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Además, ya que I'k f1 I'é = 0 si i^ j, existe Si E(0, bo) tal que para cada 0< 8< Si
Ñ6 'j n Ñ6'= = 0 si (i, Q) ^ (j, k) , k, Q E {0, i}.
Además, ya que
P
as^o n ^J ri = ^,
;=1
existe ó2 E(0, Si ) tal que para cada 0< S< SZ
P
s^ n U Ñi''^ = 0.6 ó
j=1
Por construcción, tenemos que S2o es un subdominio propio de Stá y que limó^o ^a =^o en el
sentido de la Definición 2.5.1. Así, se sigue de la Proposición 2.2.2 y Teorema 2.6.1 que
b^o ^i^ó [G, ^(b^ ^a)] _ ^i^0 [G^ B(b^ ^o)] _ ^° ^ ^i^6 [G^ ^(b^ ^a)] < ^° ^ 0 < 8 < S2 ,
ya que se verifica ( 1.4.15) en cada una de las componentes de I'1 fl BSto. Por tanto, existe
8s E(0, S2) tal que
Q^á [G,13(b, SZ6)] < o° < Q^6 [G, Xi(b, SZ6)] -^ E si^ 0< b< S3 . (2.10.14)
Por otra parte, ya que limó^o ^^'^ ^= 0 para cada 1< j < no, se sigue del Teorema 2.9.1 que
^l^o o^'^ [G, D] = oo , 1< j< no ,
y por eso existe ó4 E(0, ó3) tal que para cada 0< S< S4
^.i
Qi 6(G, D] > Q^ , 1< j< no . (2.10.15)
Fijemos b E (0, EQ), y denotemos pór cps, ^/ió, i E{ii, . ., ip}, y^6, 1_< j<_ no, a las autofunciones
i,. ^
principales asociadas con Q^6 [G, B(b, S26)], vN6 (G,13(b, Ná'')], i E {ii, ..., ip}, y Q^' [G, D], 1<_
j< no, respectivamente, y consideremos la función positiva ^: ŜZ -► [0, oo) definida por
cpó en ŜZ 6 ,
^á en N^'`' , 1< j< p,
^ :_ ^^
^á en N 6'^ , 1< j < no ,
á ^,p
^6 en ŜZ^(ŜĜ3UVj_iN¢t^UU^o1^^^^),
donde ^ó es cualquier extensión positiva regular de 3
(2.10.16)
p n°
^P6 U U ^á U U ^á
j=1 j=1
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desde
^2 6 u U Ñ6'^^ u Ú No,j
? j_1 á j_1 2
hasta ^2 la cual es separada de cero en
St\(S^á u UN6''' u lJN°'').
^=1
^ j_1 2
Observar que ^6 existe, ya que las funciones cPó^est^nn, ^á ^e^.;;^ri ,
1< j< no, estás separadas de cero. Además, ^
^(x) > 0 para cada x E SZ .
1< j^ p, Y ŝó^a^.s^ro,
Si I'1 C BSto, entonces en la definición de ^(^) debemos borrar las ^á 's.
Para completar la prueba de (2.10.1) en el caso (2.10.10) resta mostrar que existe A= A(e)
tal que ^ nos proporciona una supersolución estricta de (2.10.9) para cada ^> A. En efecto, ya
que V> 0, se sigue de (2.10.14) que en S2 ^ se desprende la siguiente estimación para cada a> 0
(c + ^v - ^° + E) ^ _ (c + av - Q° + E)^s >_ (^^6 [^, ^(b, s^ó)l - ^° + E)^6 > o .
Similarmente, gracias a(2.10.15), obtenemos que para cada 1< j < no en N^'^ se verifica
z
(G + ^V - Q^ + E)^ _ (G + ^V - Q^ + E)^ó > (U^•i ^G, D^ - O^ + E)^6 > U .
Ahora, observar que gracias a(,A2) de Definición 2.10.1 existe una constante w> 0 tal que
^o
v> w> o en s^ ^(^i ^ u U,ñ^°'^) , (Z.1o.17)
;_^
ya que
^^(^áUl I^^j)CSi+uUI'i .
.il=1 ' j=i
De este modo, gracias a(2.10.17), para cada 1 < j < p en N^'ti tenemos que
(.c+av-^^+E)^ _ (c+av-Q^+E)^Gá > (a^^t^(^,^(b,Ná^'')^ -^^+E+aW)^ó > 0,
supuesto
a > max { w-1(Q^ - e - Q^ t^ ^G, ^(b,Ná'i' )^) , 0 } ,
no P
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mientras que en
tenemos que
,G \(JG6 u U Jy6^i1 U I I^^J12 v i
.i=1 á •^=1 • ^.
(G+aV-v^+E)^=(G+^V-^^+E)^á> (G-Q^+E)^á+aw^á>O
si ^> 0 si suficientemente grande, ya que (G - Q^ + E)^á es independiente de ^ y ^á está separada
de cero. Finalmente, por construcción,
,t3(b)^ = D^6 = 0 en ró , 1< j< no ,
,g(b)^ _ (8„ + b)^6 = 0 en ri , 1 < j < p ,
Y
ri(b)^ _ (8„ + b)cPá = 0 en BSto fl rl .
Esto completa la prueba del teorema cuando la condición (2.10.10) es satisfecha.
Ahora, supongamos que
ro f18SZo ,^ 0 , (2.10.18)
en lugar de (2.10.10). Denotemos por ró, 1< i< no, a las componentes de ro, y sea {il, ..., iq}
el subconjunto de {1, ..., np} para el cual 8S2o fl ró # 0 si y sólamente si j E{il, ..., iq}.
Fijemos E> 0 y dado r^ > 0 suficientemente pequeo consideremos el nuevo dominio soporte
9
Gn := s^ u ( U ró + a^) .
;_i
Fijemos r) > 0 y sean cx^^ = á^^ E Cl(G,^), áti E C(Ĝ,^), cxo E L^(G,^) extensiones regulares desde
SZ a Ĝ,^ de los coeficientes a;^ = a^;, ai, ao, 1< i, j < N, respectivamente. Ahora, consideremos
el operador diferencial
,^ :_ - ^ «^; a^ ax; + ^ ^t áxi + ^o;,^_i ^_i
en G,^ .
Ya que G es fuertemente uniformemente eliptico en St con constante de elipticidad µ> 0, se
sigue fácilmente que existe ^ E(0, r^) tal que G es fuertemente uniformemente elíptico en Gñ con
constante de elipticidad 2. Tomemos
y consideremos el nuevo potencial
ŜZ .= G^ ,
V:= 1 en St \ S2 ,
V en SZ ,
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y el nuevo operador de frontera
^(b) := D en, 8SZ \ ri ,
8Y + b , en rl .
De (A3) de Definición 2.10.1 se sigue fácilmente que V pertenece a la clase A(Sl) de potenciales
admisibles en S2. Además, por construcción
s^o =^o , (as^ \ rl) n aszo = 0.
De este modo, la condición (2.10.10) es satisfecha para el nuevo problema en S2, y por eso existe
A= A(e) y una función positiva function ^: S^ - ► [0, oo) con ^(x) > 0 para cada x E SZ la cual
es una supersolución estricta de
(Ĝ + aV - ^° + e, ^3(b), S2)
para cada ^ > t1, donde
Tomemos
^° ^_ ^i^° [G, ^(b, ^o)) _ ^i^° [G, B(b, ^o)^ = Q° .
En SÉ tenemos que para cada ^> A
(G+^V -^°+E)^ _ (Ĝ +aV -Q°+E)^ >_ 0.
Además,
ya que U^=1rp C SZ, y
9
^(x) _^(x) > o para cada x E U ró , (2.10.19)
;_^
(a^ + b)^^rl = (aY + b)^^rl > 0,
a
^=^=0 en ro\Uró .
.i=1
De este modo, X3(b)^ > 0 en 852, y por tanto ^ nos proporciona una supersolución positiva
estricta de (2.10.9) para cada a> A. Esto completa la demostración del teorema cuando SZo es
conexo y K = 0.
Paso 2: Ahora, supongamos que estamos trabajando bajo las condiciones generales del teorema
y que en adicción
ro n(BSZo U K) = 0. (2.10.20)
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Entonces, (2.10.3) implica .
K C SZ , S2o C S2 U rl , K fl S2o = 0. (2.10.21)
En particular,
dist(ro, S2o U K) > 0, dist(rl, K) > 0, dist(K,12o) > 0. (2.10.22)
Denotemos por Stó, 1< i< m, a las componentes de SZo y definamos
,
^i ^_ ^i^° (G, ^(b^ ^ó)] + 1 < i < m .
Sin pérdida de generalidad podemos asumir que
oi <oi+l, 1 <i<m-1.
Fijemos ^> 0. Gracias a(A4) de Definición 2.10.1, existe un número natural Q(^) > 1 y Q(r^)
conjuntos abiertos G^ C RN, 1 < j< Q(r^), con ^Gj ^< r^, 1< j< Q(r^), tales que
e(n^
KcIJ(G^nS^) y Ĝ;'n Ĝ^=O si i^j,
.i=1 •
y para cada 1<_ j < Q(r^) el conjunto abierto G^ f1St es conexo y de clase C2. Gracias a(2.10.21),
podemos elegir los Gj's tales que
e(,^)
KC U^CSZ,
j=1
UG;ns^o=m. (2.10.23)
i=1
En efecto, ya que
dist(K, s^o U ro U rl) > o,
existe un conjunto abierto G tal que
KcG, Ĝ cSt, Ĝ n^o=O.
Por eso, para tener (2.10.23) es suficiente tomar G fl Gj , en lugar de G; , 1<_ j< Q(^).
Argumentando como en la prueba del Teorema 2.9.1 se sigue fácilmente que existe
tal que para cada ^ E(0, r^o) y 1< j< Q(^)
^ _ _
Q^'(G,D] ? µE1^B1^^^ a- ^á^^Ei ^Bl^^r^ á+i^fao.
Por tanto, existe r^l E(0, ^o) tal que para cada rl E (0, ^1)
Qi < min Qc' [G, D] .i<^<e(n)
rlo>0
(2.10.24)
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Sin pérdida de generalidad podemos asumir que
oG^ (,C, D] < Qi i+i ^G^ D] ^ 1< j< 2(tJ) - 1.
Ahora, fijemos ^ E (0, r^l) y para cada ó> 0 y 1 < i< m consideremos el conjunto abierto
S2á :_ (Sto + Bá) n Sl .
Ya que S^tó n^= 0 si i; j, existe óo > 0 tal que para cada 0< ó< óp
Ŝ26 n SZ6 = 0 si i^ j. (2.10.25)
Además, gracias a(2.10.23), existe ói E (0, óo) tal que para cada 0< ó< ól
Y(*1) m
( U Ĝ^ ) n( U S2ŝ) = 0. (2.10.26)
,y=1 i=1
Ahora, consideremos los potenciales ,
_ V en St6 , _
V. 1 en St ^ St6 ,
Gracias a (2.10.4), (2.10.25) y (2.10.26),
m
1 <,i < m. (2.10.27)
St n U (SZá ^ ^ó) c ^+ ^
^_i
y por eso para cada 1 < i< m el potencial V está separado de cero en cada subconjunto
compacto de 52+, ya que V está separada de cero en cada subconjunto compacto de SZ+. Sean
ri, 1< j < nl, las componentes de rl y para cada 1< i< m denotemos por { jl, ..., jP^ } al
subconjunto de {1, . .., nl} para el cual ri n aS2ó = 0 si y sólamente si j E{jl, . .., jP^}. Entonces,
para cada 1< i< m tenemos que
Pi
as^ó n U rlk - 0.
k=1
En particular,
Pi
dist (BStó, U rlk )> 0, 1< i< m,
k=1
y por eso existe ó2 E (0, ól) tal que para cada 1< i< m y 0< ó< ó2
Pi( U r;k + Bó) n SZ6 = 0. (2.1o.2a)
k=1
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Fijemos S E(0, ó2). Entonces, se sigue de (2.10.28) que para cada 1 < i< m
V,•=1 en
P:( U rlk.+ B6) ^ ^ ,
k=1
y por eso para cada 1 _< i< m el potencial Y está separado de cero en cada subconjunto
compacto de
P:
SZ+ u U ri^° .
Por tanto,
k=1
V,•EA(SZ), 1<i<m.
Observar que para cada 1 < i<_ m el conjunto de anulación asociado a V es SZó, el cual es
conexo, y que el correspondiente K es el conjunto vacío, ya que (2.10.23) y (2.10.26) implican
que
Kn(ŜZsurl)=0, 1<i<m.
De este modo, cada uno de estos potenciales se encuentra dentro del marco abstracto de trabajo
del Paso 1, y por lo tanto para cada e> 0 existe A1 = Al (e) > 0 y m funciones regulares
^; : SZ -► [0, oo) , 1 < i < m ,
tales que
^i (x) > 0 , x E S^ , 1 < i < m , (2.10.29)
y para cada 1< i< m la función ^= es una supersolución estricta de
(c + av
- ^^^ [^, ^(b, s^ó)J + E, ^(b), s^)
para cada a > Al.
Ahora, consideremos los potenciales
en G; ,
en S2^Gj, 1 < j < Q(r^) . (2.10.30)
Fijemos 1< j < Q(^). Por construcción, el conjunto de anulación de Vj está dado por G^ el cual
es conexo y de clase C2. Además, gracias a(2.10.23), ^ C S2. Así, existe p > 0 tal que V^ = 1
en (I'1 + BP) fl SZ, y por eso
V^ E A(St) , 1< j< Q(^) .
De este modo, cada uno de estos potenciales se encuentra dentro del marco abstracto de trabajo
del Paso 1, y por tanto existe A2 = A2(e) > 0 y 2(^) funciones regulares
^^ : S2 --► [0, oo) , 1 < j < Q(^) ,
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tales que
y para cada 1 < j < Q(r^) la función ^; es una supersolución ^stricta de
0(G + av; - ^^' [G, ^(b, G; )l + E, ^(b), ^)
para cada .1 > A2. Observar que ya que Gj C St, 1< j< Q(r^),
13(b, G^ )= D, 1< j< Q(r^) ,
Y Por eso
QĜ' [G, 8(b, Gj )] = oG' [G, D) , 1< j< Q(r^) • (2.10.32)
Sean I'i, 1< j < nl, las componentes de I'1 y denotemos por {il, ..., iP} al subconjunto de
{1, ..., nl } para el cual I'i naSZo = 0 si y sólamente si j E{il, ..., ip}. Gracias a(Al) de Definición
2.10.1, I'i es una componente de aSZo para cada j E{1, ..., nl} \{il, ..., ip}. Además,
^j(x) > 0, ^ E Sl, 1< j<Q(r^), (2.10.31)
P
U ri n aSto = 0,
;_^
y por eso
P
dist( U ri , as^o) > o.
j=1
(2.10.33)
Ahora, consideremos los entornos tubulares de radio S definidos por (2.10.12) y(2.10.13). Gracias
a(2.10.20), (2.10.23) y(2.10.33), existe b3 E(0, b2) tal que para cada 0< b< S3
p n° m P(n)(UNs,s^^U^,j)n(U^^UG^)=0
j=1 j=1 j=1 j=1
(2.10.34)
Además, ya que I'k n I'é = 0 si (i, Q) ^( j, k), existe b4 E (0, b3) tal que para cada 0< b< b4
Nó 'j n Ñ6's = 0 si (i, 2) ,-^ (j, k) , k, Q E {0, i}. (2.10.35)
Además, ya que limá^o ^^^^ ^= 0 para cada 1< j < no, se sigue del Teorema 2.9.1 que existe
b5 E(0, b4) tal que para cada 0< b< b5
^
Ql 6[G, D] > 0^0 [G,13(b, SZo)] := oi , 1< j< no . (2.10.36)
Ahora, denotemos por ^/ió, i E{il, ..., iP}, y^á, 1< j< no, a las autofunciones principales
^,: ,
asociadas a vN6 [G,13(b, Nó't)], i E {ii, ..., ip}, y o^ [G, D], 1< j < no, respectivamente.
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Gracias a(2.10.26), (2.10.34) y(2.10.35), la siguiente función está bien definida
^^
^6
^ó
en
en
en
en
^a en
SZá, 1<i<m,
G^, 1<j<Q(r^),
JV6'^' , 1< j 5 p,
N 6'^ , 1< j< rto ,
z `
S2 \(Ui ` 1 Slá u U^(nl G; u Uj=1 N6 ^i' u U^►w i ^o'j jlá á
donde ^ó es cualquier extensión positiva regular de
m e^n) P no
U^^uU^juU^ó uU^ŝ
i=1 j=1 j=1 j=1
desde
(2.10.37)
m e^^!) P noU^óuUG^uUN6,^ivl I^,j
i=1 j=1 j=1 ^ j^=1 ^
hasta ŜZ la cual está separada de cero. Ésta existe ya que, gracias a(2.10.23), (2.10.29) y(2.10.31),
las funciones
^=las^6^r, ^ ^j^ac; ^ 1<i<m, 1<j<Q(^),
son positivas y separadas de cero, lo mismo que las funciones
^ó IaN^i^^rl ^ ^ó^a^^^^r0 ^ 1< j< p, 1< i< no.
Como en Paso 1, en la definición de ^(^) debemos borrar las z/^^á 's si I'1 C 8S2o.
Para cada 1 <_ i< m se sigue de la definición de ^; que en SZó las siguientes relaciones son
satisfechas para cada ^ > Al
(G + aV - Ql° [G, B(b, s^o)I + E)^ _ (G + aV - ^i + E)^ti > (G + aV - ^i + E)^; > 0 ,
ya que V= Y,• y
^i^0 [G^ ^(b^ ^o)J = ^i < Qi ^
mientras que, gracias a (2.10.24), para cada 1<_ j < Q(^) se sigue de la definición de ^j que en
G^ las siguientes relaciones son satisfechas para cada ^> AZ
^
(G + aV - 0^0 [G, B(b, S^o)J + e)^ > (G + aVj - Qi + e)^j > (G + aVj - o^' [G. D] + e)^j > 0 ,
ya que V> V= 0 en ^.
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Gracias a(A2) de Definición 2.10.1, V es positiva y separada de cero en cada subconjunto
compacto de
P
^+ U U ri ^
j=1
y por eso existe w> 0 tal que
P
V>w>0 en UN6'i'
j=1 2
De este modo, para cada 1< j < p en N6'`' tenemos que para cada a> 0
^
(G + aV
- ^^° fG, ^(b, ^o)] + E)^ > (^^'' fG, ^(b, Nó''' )l - ^i + E + aw)^6 > 0
si .1 es suficientemente grande mientras que debido a(2.10.36) para cada 1< j < no se sigue de
la definición de ^ y^6 que en N°'^ para cada a> 0 tenemos que
z
(G + av - ^^° fG, ^(b, s^o)l + E) ^ > (^^,^ fG, ^^ - ^1 + E)^a > o .
En
m e^T!) P n0
^^(U^ó^UG^^UN6,i^^U^,j)
i=1 j=1 j=1 ^ j=1 ^
tenemos que
(G+AV-?^+E)^=(G+aV-^^+E)^ó i (G-Q^+E)çá+^WSó>O
si a> 0 es suficientemente grande, ya que (G - Q° +E)^ó es independiente de a y ç6 está separada
de cero.
Finalmente,
li(b)^ = D^ _^6 = 0 en I'ó , 1< j< no ,
13(b)^ _ (8„ + b)^ _ (aY + b)^á = 0 en I'i ,
y para cada 1< j< m tal que áSió f1 I'1 ^^ tenemos que
1<j<p,
,^(b)^ _(a^ + b)^ _(a^ + b)^; > o en asi^ n rl - as^ó n rl .
Así
Li(b)^ > 0 en aSt,
y por tanto la función ^ definida por (2.10.37) nos proporciona una supersolución positiva
estricta de (2.10.9) si .^ > 0 es suficientemente grande. Esto completa la demostración del
teorema cuando la condición (2.10.20) es satisfecha.
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Ahora, supongamos que
ro n(8S2o u K) # 0. (2.10.38)
Sean I'ó, 1< j < no, las componentes de I'o, denótemós•por {il, ..., iq} al subconjunto de
{1, ..., no} para el cual
ro n(es^o u x) ^ 0
si y sólamente si j E{il, ..., iQ}, y para cada ^> 0 suficientemente pequeo consideremos el
conjunto abierto
a
SZ:=Gn:=S^U(UI'á +B,^).
j=1
El resto de la demostración consiste en construir G, V y B(b), como en la prueba del Paso 1
para el caso cuando la condición (2.10.18) es satisfecha, por lo que Ŝ2o = Sto, K= K, y
i'o n(BS^to U Ff) = 0.
Argumentando como en la prueba de la segunda parte del Paso 1, pero esta vez utilizando el
resultado del Paso 2 bajo condición (2.10.20), en lugar del resultado del Paso 1 bajo condición
(2.10.10), la presente situación es abarcada. Esto concluye la demostración del teorema. q
Argumentando como en la prueba del Teorema 2.10.4 en el caso particular en el que a E A(SZ)
y Sto =^, se sigue fácilmente el próximo resultado. Debe ser destacado que debido al hecho de
que no se necesita el Teorema 2.6.1 para demostrar el Teorema 2.10.5, la regularidad requerida
sobre los coeficientes del operador G es más débil que la necesitada en el Teorema 2.10.4. Además,
la condición (1.4.15) sobre rl no es requerida.
Teorema 2.10.5 Supongamos que
a^j E C(ŜZ) n W^(SZ) , ai, ap E L^(SZ) , 1< i, j< N.
Asumamos en adicción que V E A+(SZ), es decir, V E A(S^) y SZa =^. Entonces
^1^^Q^(G + ^V,,i3(b)J = +oo.
2.11 Autovalores principales para problemas con pesos
En esta sección utilizamos la teoría desarrollada en las secciones previas para analizar la exis-
tencia y multiplicidad de los autovalores principales del problema lineal de valores en la frontera
con peso
Gcp = ^Wcp en St,
X3(b)cp = 0 en BSt, (2.11.1)
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donde .^ E R y W E L^(S2). Un autovalor principal de (2.11.1) es cualquier valor de ^ para
el que el problema posee una solución positiva cp. Así, por la unicidad del auto-par principal
asociado a
(G - aW,13(b), SZ) , ^ '
los autovalores principales de (2.11.1) están dados por los ceros de la aplicación
E(a) := Q^[G - aW,,t3(b)] , ^ E R. (2.11.2)
El siguiente resultado nos proporciona algunas propiedades generales de E(.1).
Teorema 2.11.1 La aplicación E(^) definida por (2.11.2) satisface las siguientes propiedades:
a) E(.1) es read holomorfa y cóncava. Por tanto, o bien E"(^) = 0 para cada ^ E R, o bien
existe un conjunto discreto Z C R tal que E"(.1) < 0 para cada ^ E R\ Z. Por discreto es
entendido que Z fl K es finito para cada subconjunto compacto K de R.
b) Asumamos que e^iste un subconjunto abierto D+ C SZ para el cuad infD+ W > 0. Entonces,
^1^^ E(a) _ -oo . (2.11.3)
Si ademós W> 0 en S2, entonces E'(^) < 0 para cada a E R.
c) Asumamos que e^iste un subconjunto abierto D_ C SZ para el cual supD_ W< 0. Entonces,
lim E(^) _ -oo . (2.11.4)
a^,-co
Si ademcís W< 0 en S2, entonces E'(a) > 0 para cada .^ E R.
d) Asumamos que e^isten dos subconjuntos abiertos D+ y D_ of SZ para los cuales
D W> 0, sDUp W< 0. (2.11.5)
Entonces, las condiciones (2.11.3) y (2.11.4) son satisfechas. En particular, exti,ste ao E R
para el cual ,
E(^p) = sup E(.1) .
^ER.
Además, E'(^p) = 0, E'(a) > 0 si .^ <.10, y E'(.1) < 0 si ^>^o. Por tanto, ao es único.
Nota 2.11.2 En el Teorema 2.11.1(a) la primem opción puede ocurrir. En efecto, si W es
constante, entonces
E(a) = Q^[G,13(b)] - ^W .
De este modo, E'(.1) _-W y E"(^) = 0 para cada a E R.
72 Propiedades de Autovalores Principales
Demostración del Teorema 2.11.1: (a) Definamos
G(a) := G - aW .
Si G(.^), a E R, es considerada como una familia de operadores cerrados con dominio común
D(G(^)) = W^(b)(^) ,
y valores en L2(SZ), entonces es real holomorfa de tipo (A) en el sentido de T. Kato (cf. [30],
Capítulo VII, §2). En efecto, para toda v E LZ(SZ) y u E Wĝ(6)(S2), el L2-producto f^vG(a)u es
real holomorfo en .1. Por tanto, obtenemos de Teoremas 1.7, 1.8 de Capítulo VII, §1.3, de [30]
que E(.^) es real holomorfa en ^ ► . Además, si cp(a) representa la autofunción principal asóciada
a E(^), normalizada tal que f^ cp2(^) = 1, entonces la aplicación
R ~ L2(S2) (2.11.6)
a -' ^P(^)
es real holomorfa también. La concavidad de la aplicación J^ - ► E(.1) es una consecuencia del
Teorema 2.4.1. De estos hechos se sigue fácilmente que E"(^) < 0 para cada .1 E R. Finalmente,
ya que E"(^) es real holomorfa, se sigue del teorema de identidad que alguna de las siguientes
opciones ocurre: O bien E" = 0, o E" se anula en un conjunto,discreto, posiblemente vacío. Esto
completa la prueba de la Parte (a).
(b) Asumamos que existe un subconjunto abierto D+ C SZ para el cual infD+ W> 0. Sean
x+ E D+ y R> 0 tales que BR(x+) C D+. Entonces, Proposición 2.2.2 implica
E(.1) = on(G - .^W,13(b)] < QBR(x+) [G - aW^ D] ^
ya que
^(b^ BR(x+)) = D .
De este modo, para cada ^> 0 obtenemos que
E(a) < QB,z(x+)[G^D] - ^ D W ,
y por tanto
á moo E(ñ) _ -oo .
^
Esto muestra (2.11.3). Supongamos W>_ 0. Entonces, se sigue de Proposición 2.2.3 que E'(^) < 0
para cada .1 E R. Asumamos que existe al E R tal que
E'(ai) = 0.
Entonces, para cada .1 <.11 tenemos que
a
0> E'(a) = f E"(s) ds > 0,
%^1
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ya que E" < 0, y por eso E' = 0 en (-0o,.11j. Así, se sigue del teorema de identidad que E' = 0
en R, y por tanto E debe ser constante. Esto contradice (2.11.3) y muestra que E'(^) < 0 para
cualquier ^ E R. .
(c) Se sigue fácilmente aplicando Part (b) a la nueva función
^(a) := E(-a) , a E R,
asociada al potencial -W.
(d) Es suficiente mostrar que E'(^) > 0 si a<.^o, mientras que E'(.1) < 0 si a>^o. Por
definición,
E^(^o) = 0.
Asumamos que eaciste .11 <.1o tal que
E^(^i) _< 0.
Entonces,
%^1
0> E'(ai) = f E„(a) da > 0,
ao
ya que E" < 0, y por eso
^1
E^(^i) = f E„(^) da = 0.
ao
De este modo, E" = 0 en [.^1i ^o^ y por lo tanto, gracias al teorema de identidad, obtenemos que
E" = 0 en R. Por eso, existen dos constantes a, b E R tales que
E(^)=aa+b, aER.
Este hecho contradice (2.11.5). Por tanto, E'(.^) > 0 para todo a<.10.
Ahora, asumamos que existe ^2 >^o tal que
E'(^2) ? 0.
Entonces,
y por eso
az
0< E'(^2) = f Ea(^} d^ < 0,
ao
aa
E^(^2) = f E„(a) d^ = 0.
ao
Así, E" = 0 en (.^o, .12^ y por lo tanto, gracias al teorema de identidad, obtenemos que E" = 0
en R. Por eso, existen dos constantes a, 6 E R tales que
E(a) = aa + b, a E R.
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Este hecho contradice (2.11.5). Por tanto, E'(^) < 0 para todo a>^o. Esto concluye la de-
mostración del teorema. q
Del Teorema 2.11.1 se obtiene fácilmente la siguiente caracterización de la existencia de auto-
valores principales para el problema lineal de valores en la frontera con peso (2.11.1).
Teorema 2.11.3 Las siguientes afirnaacáones son ciertas:
a) Asumamos que W>_ 0 y que existe un subconjunto abierto D+ C SZ tal que infD+ W> 0.
Entonces, (2.11.1) posee un autovalor principad si, y sólamente si,
lim E(^) > 0. (2.11.7)
a^,-oo
Además, es único si e^iste. Denotémosle por .^1. Entonces, .11 es un autovalor simple de
(G -^1W, W) en el sentido de [I/J.
b) Asumamos que W<_ 0 y que e^iste un subconjunto abierto D_ C^ tal que supD_ W< 0.
Entonces, (2.11.1) posee un autovalor principal si, y sólamente si,
^1^^ E(a) > 0 . (2.11.8)
Además, es único si ex^iste. Denotémosle por ^1. Entonces, ^1 es un autovalor simple de
(G - a1W, W) en el sentido de [1.^J.
c) Asumamos que existen dos subconjuntos abiertos D+ y D_ of SZ para los cuales (2.11.5)
es satisfecha, y sea .^o E R el único valor de .^ para el cual E'(^) = 0. Entonces, (2.11.1)
posee un autovalor principal si, y sólamente si, E(.^o) >_ 0. Además, ao es el único autovalor
principal de (2.11.1) si E(ao) = 0, mientras que (2.11.1) posee exactamente dos autovadores
principales, digamos ^_ <^+, si E(.^o) > 0. Además, en este caso
.^_ < ^o < .1+ ,
y af es un autovador simple de (G - afW, W) en el sentido de [ll f. ^
Demostración: Los resultados de existencia y multiplicidad son una consecuencia inmediata
del Teorema 2.11.1. Únicamente resta mostrar la simplicidad de cualquier autovalor, digamos
^1i de (2.11.1) cuando E'(^1) ^ 0.
Como en la prueba del Teorema 2.11.1, denotemos por cp(.^) a la autofunción principal
asociada a E(^), normalizada tal que f^ cp2(^) = 1. Entonces, ya sabemos que es real holomorfa,
y por eso dif erenciando
(G - aW)^P(^) = E(^)^P(^)
con respecto a^ se sigue que
(G - aw)^'(a) - W^(a) _ ^'(a)^(a) + ^(a)^'(^) •
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De este modo, tomando
obtenemos que
^Pi ^_ ^p(ai) ^ ^Pi ^_ ^P^(^1) ^
(G - ^1W)^Pi = W^Pi + E'(^i)^Pi ^ (2.11.9)
ya que, por definición, E(^1) = 0.
R.ecalcamos que .11 es un autovalor simple de (G -^1W, W) si, y sólamente si,
Wcpl ^ R[G - .^iWJ .
Supongamos E'(.11) # 0 y Wcpl E R[G -.11W]. Entonces se sigue de (2.11.9) que
E'(^1)^Pi E R[G - ^iW] ^
y por eso
lo cual es imposible, ya que
^Pl E R[G - ^1WJ ,
(2.11.10)
N[G - ^1W] = sP^[^Pl]
y E(.^1) = 0 es un autovalor algebraicamente simple de G-a1W. Por tanto, la condición (2.11.10)
se verifica. R.ecíprocamente, se sigue de (2.11.9) que la condición (2.11.10) falla si E'(^1) = 0.
Esto concluye la demostración del teorema. q
Nota 2.11.4 (a) Bajo das hipótesis del Teorema 2.11.3(a) tenemos que, ^1 > 0 si y sólamente
si Q^[G,13(b)] > 0, y.11 = 0 sá y sódamente si v^[G, Ii(b)] = 0.
(b) Bajo las hipótesis del Teorema 2.11.3(b), ^1 > 0 si y sódamente si Q^[G,,Ci(b)J < 0, y
^1 = 0 si y sódamente si Q^[G, B(b)] = 0.
(c) Bajo las hipóteis del Teorema 2.11.3(c), asumamos ademcís que E(^o) = 0. Entonces,
.^o > 0 si y sódamente si E'(0) > 0, mientras que .10 = 0 si y sólamente si vn[G,13(b)] = 0.
Ahora, supongamos E(^o) > 0. Entonces, ^_ < 0<^+ si Q^(G, B(b)] > 0, 0=^_ < a+ si
Q^[G, B(b)] = 0 y E'(0) > 0, a_ < a+ = 0 si Q^[G, B(b)] = 0 y E'(0) < 0, 0<^_ < a+ si
Q^[G, B(b)] < 0 y E'(0) > 0, y a_ < a+ < 0 si Q^[G, B(b)] < 0 y E'(0) < 0.
(d) Ed Teorema 2.11.3 es sustanciadmente más general que el cdásico resultado de Hess y
Kato ^26f (cf. ^25f también), donde junto ad hecho de que dos coeficientes ded operador diferen-
cial y el operador de frontera son más restrictivos que los aquí considerados, fue requerido que
°i^[G^ B(b)] > 0.
El siguiente resultado nos proporciona algunas condiciones suficientes en términos de la
función peso W para que (2.11.1) pueda poseer un autovalor principal. En un principio consid-
eraremos el caso de un potencial con signo definido. Después abordaremos el caso general.
Teorema 2.11.5 Supongamos W E L^(SZ) y W>_ 0. Entonces, las siguientes afirrraaciones son
ciertas:
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a) Si inf^ W> 0, entonces (2.11.1) posee un único autovador principal.
b) Si infn W= 0, W es admisible en el sentido de la Definición 2.10.1, (2.6.1) es satisfecho
y (1.4.15) se verifica en I'1 fl BSZo, entonces (2.11.1) posee un autovalor principal si, y
sólemante si,
Q^0 [G,13(b, S2o)] > 0 . (2.11.11)
Ademcís, si existe es único.
Similarmente, el problema (2.11.1) posee un único autovador principal si sup^ W< 0, mientras
que cuando sup^ W= 0, -W es admisible en ed sentido de la Definición ,2.10.1, (2.6.1) es
satisfecho y (1.4.15) se verifica en I'1 f18S2o, entonces (2.11.1) posee un autovalor principal si, y
sólamente si, (2.11.11) es satisfecho. Ademcís, si existe es único.
Demostración: (a) Supongamos infSZ W > 0. Entonces, para cada .1 < 0 tenemos que
' ' E(a) _ ^^[G - aW, B(b)) ? ^i^[G^ ^(b)) - ^ i^f W ,
y por eso
lim E(.1) = oo .
^^-^
Por tanto, (2.11.7) se verifica y Teorema 2.11.3(a) completa la prueba.
(b) Supongamos inf^ W= 0, W E A(SZ), (2.6.1), y que (1.4.15) se verifica en I'1 fl BSZo.
Entonces, gracias al Teorema 2.10.4,
lim E(a) _ ^^0 [G^ ^(b^ ^o)] •a^,-^
De este modo, (2.11.7) ocurre si, y sólamente si, (2.11.11) es satisfecho. Gracias al Teorema
2.11.3(a), esto completa la prueba si W>_ 0.
Si W < 0, en lugar de W > 0, es suficiente aplicar el reaultado ya obtenido a la nueva función
^(^) := E(-a) , a E R,
asociada al potencial -W. q
Cuando W cambia de signo y .
Q^ [G, B(b)] > 0 ,
se sigue del Teorema 2.11.3(c) que (2.11.1) posee dos autovalores principales; uno negativo y el
otro positivo. Si (G,13(b), SZ) no satisface el principio del máximo fuerte, entonces se verifican los
siguientes resultados.
Teorema 2.11.6 Supongamos (2.6.1) y
Qi [G,13(b)] < 0 . (2.11.12)
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Sea W E L^(SZ) un potencial para el cual e^isten dos subconjuntos abiertos D+, D_ C SZ tades
que la condición (2.11.5) es satisfecha. Tomemos
W+:=max{W,0}, W-.=W+-W,
y asumamos que alguna de las siguientes dos condiciones es satisfecha:
a) W+ E A(SZ), la cdase de potenciales admisibles en SZ, ( 1.4.15) es satisfecho en I'1 f18SZó , y
^^° [G^ ^(b^ ^ó )^ > ^ ^ ^^ W ^^t^(n) ^ max ^+(^ ) ^ (2.11.13)
donde S2ó representa el conjunto abierto de anulación asociado a W+, cuya es=istencia está
garantizada por la Definición 2.10.1,
E+(^) := o^[G -.1W+, B(b)^ ^ .^ E R,
y^i < 0 representa ed único a para el cual E+(^) = 0.
b) W- E A(S2), la clase de potenciales admisibles en SZ, (1.4.15) es satisfecho en I'1 f18SZ^ , y
^i^° [G^ ^(b^ ^ó )^ > ^ ^ + E-(^)^^W ^^L^,(^) < max ^ ,
_ 1
(2.11.14)
donde ^^ representa el conjunto abierto de anulación asociado a W', cuya existencia está
garantizada por da Definición 2.10.1,
E_(^) := Q^[G + aW-,13(b)j , a E R,
y .1i > 0 representa el único .1 para el cual E_(.^) = 0.
Entonces, (2.11.1) posee exactamente dos autovadores principades. Además, en el caso (a) dos dos
autovalores principales son negativos, mientras que en el caso (b) los dos autovalores principales
de (2.11.1) son positivos.
Nota 2.11.? Gracias ad Corodario 2.9.3, (2.11.13) es satisfecho si ^Stó ^ es suficientemente pe-
quea, b es suficientemente grande, y W- es suficientemente pequea, mientras que (2.11.14) se
verifica si ^SZ^ ^ es suficientemente pequea, b es suficientemente grande y W+ es suficientemente
pequea. De hecho, gracias al Teorema 2.9.1, si I'1 f18S^ó = 0, y I^ó I y W- son suficientemente
pequeas, entonces la resctricción sobre ^b es innecesaria para tener (2.11.13). Similarmente, si
r^ n a^ó =^^ y I^o I y W+ son suficientemente pequeas, entonces la restricción sobre b es
innecesaria para tener (2.11.14).
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Demostración del Teorema 2.11.6: En un principio demostraremos que (2.11.13) y(2.11.14)
tienen sentido. Supongamos
+
^i^° ^G^ ^(b^ ^ó )^'> 0 : ,
Entonces, la existencia y la unicidad de ai está garantizada por el Teorema 2.11.5(b). Además,
.^i < 0 y, gracias al Teorema 2.11.1(b),
E+(^i ) < 0 .
De este modo,
^lim E+ ^^) = 0 .
^ i
Por otra parte, para cada ^<.^i tenemos que
E+ ^^) > 0 ^
y debido al Teorema 2.10.4
Por tanto,
lim E+ ^^) = 0 .
a^,-^
max E+(^) E (0, oo)
a<ai -^
está bien definido. En particular, (2.11.13) tiene sentido. Similarmente, se sigue fácilmente que
(2.11.14) tiene sentido.
Supongamos que la condición (a) es satisfecha. Entonces, e^ciste a < ai < 0 tal que
^^W ^^Lo^(st) ^ E+^^) ^
Y Por eso
De este modo,
o^[G - ^W+,13(b)l ? -aIIW ^^L^(sa) •
E(^) _^^[G - ^W, z^(b)] >^^[G - ^W+, z^(b)J + aIIW ^^L^^n^ ? o^
ya que ^< 0 y W- < ^^ W ^^L^inl. El Teorema 2.11.3(c) completa la demostración de este resul-
tado cuando la condición (a) es satisfecha. El argumento previo puede ser fácilmente adaptado
para probar el teorema cuando, en lugar de (a), la condición (b) es satisfecha. Es to concluye la
demostración. ^
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Teorema 2.11.8 Supongamos (2.6.1) y
Q^[G,13(b)^ = 0. (2.11.15)
. ^
Sea W E L^(S2) un potencial para el que e^isten dos subconjuntos abiertos D+, D_ C St tales
que se veriftca la condición (2.11.5}. Tomemos
W+:=max{W,0}, W-:=W+-W,
supongamos que alguna de las siguientes dos condiciones es satisfecha:
a) W+ E A(St), la cdase de potenciales admisibdes en SZ, (1.4.15) es satisfecha en I'1 f18SZó , y
^^W ^^L„(n) < max E+(^) , (2.11.16)
a<^ -a
donde S^ó representa ed conjunto abierto de anulación asociado a W+ y
E+(a) := o^[G - aW+, Ii(b)] , ^ E R.
b) W- E A(S2), la clase de potenciales admisibles en St, (1.4.15) es satisfecha en I'1 fl áStp , y
^^W+^^L^(^) < m ó ^ ^^) ^ (2.11.17)
donde S2^ representa el conjunto abierto de anulación asociado a W- y
E_(a) := vn[G +^W-,,6(b)] , a E R.
Entonces, (2.11.1) posee exactamente dos autovalores principales. Además, en el caso (a) uno
de ellos es cero y el otro es negativo, mientras que en el caso (b) uno de eldos es cero y el otro
es postitivo.
Demostración: En un principio mostraremos que (2.11.16) y(2.11.17) tienen sentido. Gracias
a (2.11.15),
E+(0) _ ^i^[G, E(b)^ = 0 ^
y por eso debido a la monotonía del autovalor principal con respecto al dominio
^i^° [G^ E(b^ ^ó )^ > 0 .
Además, gracias al Teorema 2.11.1(b),
E+(0) < 0.
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De este modo
1^^0 ^+^^) _ -E+(0) > 0.
Por otra parte, para cada a< 0 tenemos que
E+ (^^) > 0 ^
y debido al Teorema 2.10.4
Por tanto,
^^ ^ ^+ ^^) = 0 .
maó ^± ^^) E (0, oo)
está bien definido. En particular, (2.11.16) tiene sentido. Similarmente, se sigue fácilmente que
(2.11.17) tiene sentido.
Supongamos que la condición (a) es satisfecha. Entonces, existe ^< 0 tal que
IIW IIL^(^) < ^+(^) ,
-ñ
y por eso
^^(G - ^W+,B(b)) > -^IIW IIL^^n) •
De este modo,
E(^) _^n[G - ^W, B(b)) >^^(G - ^W+, e(b)) + aII W Ilt^(^) > o,
ya que ^< 0. Ahora, el Teorema 2.11.3(c) completa la demostración del resultado cuando la
condición (a) es satisfecha. El argumento previo puede ser fácilmente adaptado para probar el
teorema cuando, en lugar de (a), la con dición (b) es satisfecha. Esto concluye la demostración.
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Capítulo 3
Soluciones positivas de una clase
general de problemas sublineales
En este capítulo estudiamos la existencia y estructura del conjunto de soluciones positivas, de una
clase muy general de problemas sublineales elipticos de valores en la frontera con pesos y con no
linealidades no necesariamente monótonas, sujetos a condiciones de frontera no clásicas de tipo
mixto. Nuestros resultados proporcionan extensiones sustanciales de algunos resultados previos
encontrados en [32], [19] y[20]. Monotonía, teoría local y global de bifurcación y argumentos de
continuación global son, entre otras, las técnicas utilizadas para llevar a cabo nuestro análisis
matemático.
3.1 Introducción
En este capítulo empezamos caracterizando la existencia de soluciones positivas del problema
sublineal eliptico de valores en la frontera con peso
Gu =.1W (x)u - a(x) f(^, u)u en S2 ,
13(b)u = 0 en 8SZ ,
donde a(x) E Lo,(St) pertenece a cierta clase de potenciales no negativos y W E L,^(St). Después
analizamos la estructura del diagrama de soluciones positivas de (3.1.1), de acuerdo al signo del
potencial W en el conjunto de anulación de a(^), denotado en lo sucesivo por SZñ. Finalmente,
averiguamos el crecimiento puntual de las soluciones positivas de (3.1.1) en StQ y en algunas
regiones de su frontera, cuando a se aproxima al valor de bifurcación a soluciones positivas de
(3.1.1) desde infinito. La existencia de valores de a para los que el problema exhibe bifurcación
desde infinito se debe al hecho de que SZá ^ 0.
A lo largo de este capítulo supondremos lo siguiente:
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a) SZ es un dominio acotado en RN, N> 1, de clase C2, es decir, ^ es una subvariedad
N-dimensional compacta y conexa de clase C2 de RN con frontera aSt de clase C2.
b) ^ E R es considerado como un parámetro de bifurc2,ción y continuación, W E L^ (St) es
un potencial en frente de ^, y
_ ( )^G ++ ^( ( )aa 1 23: at x ^t ao- ^ asj x^) a^ x ^
,,j-i ^ ^_i
es uniformemente fuertemente eliptico en SZ con
. . )(
asj = aj; E C1(SZ) , a; E C(ŜZ) , ao E L^(SZ) , 1< i, j< N. (3.1.3)
En lo sucesivo denotaremos por µ> 0 a la constante de elipticidad de G en SZ. Entonces,
para cada ^ E RN \{0} y^ E St tendremos que
N
^ aij (^)^iSj ^ ilI S I2 •
i^j=1
c) a E L^(SZ), a> 0, es un ^otencial adrnisibde en SZ, en el sentido de la Definición 2.10.1.
Es decir, a es un potencial para el cual existen un subconjunto abierto SZá de St y un
subconjunto compacto de K de ^ con medida de Lebeŝgue cero tal que
K n(S^á U rl) = 0, (3.1.4)
S2á :_ { x E St : a(x) > 0} = St \(ŜZá U K) , (3.1.5)
y se verifica cada una de las siguientes condiciones:
(Al) SZá posee un número finito de componentes de clase C2, digamos SZQ'j,
tales que SZá'= fl S2á'^ = 0 Si i^ j, y
1 < j <m,
dist(rl, as^^ n ^) > o. (3.1.s)
Así, si denotamos por ri, 1<_ i< nl, a las componentes de rl, entonces para cada
1< i<_ nl, o bien ri C aSlá o ri f18StQ = 0. Además, si ri c aSZQ, entonces ri debe
ser una componente de aSiá. En efecto, si ri flaSiá ^ 0 pero I'i no es una componente
de aSZá, entonces dist(ri, aStá fl SZ) = 0.
Denotemos por {il, ..., ip} al subconjunto de {1, ..., nl } para el cual ri fl aStá = 0 si, y
sólamente si, j E{il, ..., iP}. Entonces, a está separado de cero en cada subconjunto
compacto de
P
stá U U ri .
;-^
Observar que si r1 C aSZá, entonces únicamente estamos imponiendo que a esté
separado de cero en cada subconjunto compacto de Stá .
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(A3) Denotemos por I'ó, 1< i< no, a las componentes de I'o, y sea {il, ..., iy} el subcon-
junto de {l, ... , no} para el cual (8S2á U K) n I'ó ^^ si, y sólamente si, j E{il, ..., i9}.
Entonces, a está separado de cero en cada subconjunto compacto de
e
^á ^ fU ró ^ (es^á U K)J .
^=i
Observar que si (áStá U K) n I'o = 0, entonces únicamente estamos imponiendo que a
esté separado de cero en cada súbconjunto compacto de SZá .
(A4) Para cada r^ > 0 existen un número natural 2(r^) > 1 y 2(r^) subconjuntos abiertos de
RN, G^, 1< j< Q(r^), con (G^ ^<^, 1< j < Q(r^), tales que
Ĝa n^=^ si i# j,
e(n)
xc UG?,
;=1
y para cada 1 < j < Q(^) el conjunto abierto Gj n S2 es conexo y de clase C2.
En lo sucesivo, para cada a E L^(St), a> 0 verificando las hipótesis (Al) -(A4) de c),
será denotado por a E A(SZ). .
d) Ci(b) representa al operador de frontera
B(b)u := u en I'o ,8„u ^- bu en I'1 , (3.1.7)
donde I'o y I'1 son dos subconjuntos disjuntos abiertos y cerrados de 8S2 con I'oUI'1 = BSZ,
b E C(I'1),
v=(vl^ ...^ vN) E C1(rl^ RN)
es cualquier campo vectorial exterior y no tangente verificando
N
vs :_ ^ as^n^, 1< i< N; (3.1.8)
i=1
sobre I'1 n 8S2á, donde n=(nl, ..., nN) denota la normal exterior unitaria a SZ sobre I'1 y
8„u :_ (Du, v).
Así, (3.1.8) implica que si I'1 n 8S2á ^ 0, entonces v es el carnpo conormal sobre I'1 n BSZQ
y 8„u representa la derivada cornormad de u sobre I'1 n BSZQ; y si I'1 n BStá =^, entonces
v E Cl (I'1, RN) es cualquier campo vectorial exterior y no tangente a SZ sobre I'1. Además,
I'o y I'1 poseen un número finito de componentes conexas. De este modo, B(b) es el operador
de Dirichlet sobre I'o, denotado en lo sucesivo por D, y el operador de Neumann o de
derivada regular oblicua de primer orden sobre rl. Debe ser destacado que o bien ro o I'1
puede ser el conjunto vacío.
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e) La función f: SZ x[0, oo) -► R satisface las siguientes hipótesis:
f E Cl (S^t x[0, oo); R) , ti^^ f(x, u) _+oo uniformemente en Sz. (3.1.9)
Obsérvese que (3.1.9) implica que para cada M> 0, existe X(M) > 0, uniforme en SZ, tal
que
f(x, ^) > M para cada x E SZ y^> X(M). (3.1.10)
En lo sucesivo denotaremos por X(M) a cualquier constante positiva fija verificando
(3.1.10).
Debe ser destacado que f (x, 0) E Cl ( SZ, R) y no hay ninguna restricción de signo sobre f(x, 0)
en St. También, en lo sucesivo denotaremos por If(x) a la función
If(x) ^_ ^o Ĵ (x^ ^) ^
y por ^(x, f) a1 eonjunto
^(x^ Ĵ) :_ {r^ > 0 . Ĵ (x^ rl) _ {^o Ĵ (x^ ŝ)}• (3.1.11)
Además,
Mo := min{ 0 , min{ f (x, ^) : (x, ^) E St x [0, X (0)^ }} ,
está bien definido, ya que f satisface (3.1.9). Se ve fácilmente que
Mo < If (x) < f(x, 0) E C1(Sl, R)
para cada x E St y, por ello, If E L^(SZ).
Ahora introducimos algunas notaciones. En lo sucesivo consideraremos los siguientes oper-
adores diferenciales
Ĝ := G+ a(x)If(x), Ĝ := G+ a(x) f(x, 0) ,
y para cada a E R
G(a) := G- aW(x) , Ĝ(a) := Ĝ - aW(x) , G(a) := Ĝ - aW(x) .
Observar que estos operadores son uniformemente fuertemente elípticos en SZ, con la misma
constante de elipticidad µ> 0 que G. Además, consideraremos las aplicaciones
E(^) ^_ ^i^[G(^)^ ^(b)^ ^ ^(^) ^_ ^i^[G(^)^ ^(b)j , E(a) := Q^[G(^),13(b)j , (3.1.12)
EO(^) ^_ ^i^° [G(^) ^ ^(b+ ^á)^ + (3.1.13)
todas ellas definidas para cada .^ E R, y
A(a^ f) :_ { a E R. ^(a) < 0< Eo(a) }.
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Obsérvese que ya que a> 0, gracias a la Proposición 2.2.2 y a la Proposición 2.2.3, para cada f
verificando (3.1.9) y^ E R, las aplicaciones definidas por (3.1.12) y(3.1.13) satisfacen
^(.^) < ^(a) < Eo(.1) .' . (3.1.14)
En todo este capítulo, representaremos las soluciones positivas de (3.1.1) como pares (a, ua) o
simplemente como ua, donde a es el parámetro de bifurcación. Además, para cada potencial a E
A(S^) y f verificando (3.1.9), denotaremos por A(a, f) al conjunto de valores de .1 para los cuales
(3.1.1) posee al menos una solución positiva. Se debe destacar que ya que la aplicación u -+ f(•, u)
no es necesariamente monótona en [0, oo), (3.1.1) puede exhibir más de una solución positiva
para cada ^ E A(a, f). Así, la expresión ( .1, ua) o simplemente ua, denotará cualquier solución
positiva de (3.1.1) para el valor ^ del parámetro. Para cada .^ E A(a, f), ,T(a) representará
cualquier conjunto tal que {u^ : i E.T(ñ)} nos proporcione el conjunto de soluciones positivas
de (3.1.1). ,
Los problemas semilineales elipticos de valores en la frontera del tipo (3.1.1) han atraido
un gran interés durante las últimas décadas, por las aplicaciones que en ecología matemática y
química tiene su modelo parabólico
^u + Gu =.1W (x)u - a(x) f(x, u)u en S2 x(0, oo)
,g(b)u = 0 en ^ 8SZ x(0, oo) (3.1.15)
u(•, 0) = uo en SZ .
Estos problemas parabólicos describen la dinásnica de las soluciones positivas de muchas ecua-
ciones de reacción-difusión utilizadas para modelizar una gran variedad de fenómenos en las
ciencias aplicadas y la ingeniería. En estos problemas, .1 puede ser el inverso de un coeficiente de
difusión d:= Z en frente de G cuando ^> 0. Desde el punto de vista de las aplicaciones uno está
interesado en analizar cómo varía la dinámica de las soluciones positivas del modelo parabólico
(3.1.15) cuando la difusión, o equivalentemente .1, cambia. En dinámica de poblaciones, el Prob-
lema (3.1.15) nos proporciona la evolución de una especie que obedece una ley generalizada de
crecimiento logístico [40], [42]. Típicamente, u representa la densidad de la población, a;^ son los
coeficientes de difusividad de la especie u, los coeficientes ais decriben los efectos de transporte,
-ao(x) + ^W(x) es la tasa de natalidad o mortandad de la especie, de acuerdo con su signo,
f(x, u) describe el efecto límite del aumento de población, y el coeficiente a(x) mide el estrés de
la población en SZá . Así, las soluciones positivas de (3.1.1) son los equilibrios positivos de (3.1.15)
y por tanto, el análisis de la existencia, multiplicidad y estabilidad de las soluciones positivas
de (3.1.1) es absolutamente necesario para tener un conocimiento completo del comportamiento
asintótico de las soluciones positivas del problema de evolución (3.1.15).
En lo que al análisis matemático contenido en este capítulo concierne, se debe destacar que
nuestras condiciones de frontera generales y nuestra no linealidad, f(x, u), no se encuentran
dentro del marco clásico, ya que estamos tratando con condiciones de frontera mixtas donde b
puede ser negativa en alguna subregión de alguna de las componentes de I'1 y anularse en otras
subregiones de estas componentes, y además, la función f(x, 0) puede ser diferente de cero en
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St. También se debe observar que no estamos imponiendo ninguna restricción sobre el signo de
f(x, 0) en SZ. Agunos trabajos previos discutiendo esta clase de problemas son [12],[43],[19],[20]
y(38], aunque nuestro marco de trabajo es lo suficientemente general como para incluir los
modelos especiales considerados en estas referencias, donde b"no cambia de signo y f(x, 0) debe
ser idénticamente cero. Nuestros resultados están motivados por (32], [19] y[20]. En [19], se
supone que S2 es un dominio acotado de RN, N> 1, donde 8SZ E C2^ para algún y E (0,1)
y o bien 8SZ = I'o o aSZ = I'1. Además, G es un operador del tipo (3.1.2) con a^^, a^, ao E
C^ (^Z) , i, j= 1, ..., N y el operador de frontera ,t3(b) es o bien el operador de Dirichlet, es decir,
B(b)u := Du = u si I'1 = 0, o el operador de Neumann si I'o = 0 a.nd b= 0, es decir, B(b)u := 8„u,
o el operador de R.obin si ro =^ y b^ 0, es decir, B(b)u := 8„u + bu, donde en ambos casos
v E C1^(BSt, RN) es un campo vectorial exterior y no tangente y b E C1^(áSt) es no negativa
en BSt. También, los potenciales a, W E Cry(S2), a> 0, y la función f : S2 x(0, oo) -► R es de
clase Cy^l^, verificando f(x, 0) = 0,
f(x, u) > 0, 8u f(x, u) > 0 para todo u> 0, x E SZ
lim f(x, ^) = oo , para cada x E SZ .
^l^
También, si denotamos por SZá al subconjunto abierto máxim^.l de SZ donde se anula el coeficnte
a(x), es decir,
Stá :_ { x E St : a(x) = 0},
entonces S2Q es un C2^-subdominio de SZ tal que o bien Stá C SZ si B(b) es el operador de
Dirichlet, o S^Z°a, C S2 if B(b) es el operador de frontera de tipo Neumann o R,obin. Bajo estas
hipótesis, en las Secciones 3 y 4 de (19] fue analizada la existencia de las soluciones positivas de
(3.1.1), lo mismo que la estructura de este conjunto de soluciones, en el caso especial en que o
bien I'1 = 0, o I'o = 0 y b>_ 0 en I'1. En las Secciones 2 y 3 de (20] fue analizada la existencia
de soluciones positivas de (3.1.1), al igual que el crecimiento puntual a infinito en Stá, en el caso
especial en el que SZ es un dominio acotado cuya frontera es de clase C1^1 , G:_ -0, 13(b) := D,
W= 1, f(x, u) := ur + g(x, u) , r> 0 donde g: SZ x[0, oo) -+ R, g E C(S2 x[0, oo); R) es
localmente Lipschitz continua en ŜZ x[0, oo) con respecto a u y verifica las siguientes condiciones
de crecimiento
lúó g(•, u) = 0 y 1^^ g(úu) = 0 uniformemente en S2.
Observar, que si tomamos Siá :_ { x E Si : a(x) > 0}, entonces ŜZQ C Si posee un níunero finito
de componentes, digamos SZá^, ,1 < j < Q, tales que ŜZñ; fl ŜZ^= 0 si i^ j, cada SZá^ es de
clase C1, y StQ := SZ \ S^á es conexo si N>_ 2. El objetivo principal de este capítulo es generalizar
a nuestro marco general de trabajo, los resultados de las Secciones 3 y 4 de [19] y algunos de los
resultados de las Secciones 2 y 3 de [20]. Sin embargo, debe ser destacado que nuestras extesiones
están lejos de ser obvias, ya que estamos trabajando con una clase muy general de potenciales
para los que las técnicas desarrolladas en las anteriores referencias no funcionan, además de las
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nuevas técnicas necesitadas para tratar el caso en el que b cambia de signo. En este capítulo
introduciremos una amplia clase de potenciales no negativos en S2, denotada por A(St), que nos
permitirá extender los resultados de las Secciones 3 y. 4 de [19], y alguno de los resultados de
las Secciones 2 y 3 de (20], concernientes a la existencia de solúciones positivas y a la estructura
del conjunto de soluciones positivas de (3.1.1), al caso en que estamos tratando con condiciones
no clásicas, en el sentido de que no estamos imponiendo ninguna restricción de signo ni sobre
la función peso en la frontera b E C(I'1), ni sobre f(x,0) E Cl(SZ). Observar que el Problema
(3.1.1) puede exhibir más de una solución positiva en el rango de valores del parámetro a para
el que existe alguna solución, por la pérdida de la monotonía de la no linealidad.
Las principales herramientas técnicas utilizadas para obtener los resultados de este capítulo
son: la caracterización del principio del máximo fuerte en términos de la positividad del autovalor
principal y en términos de la existencia de una supersolución positiva estricta, debida a H. Amann
y J. López-Gómez [5], donde la caracterización previa de J. López-GÓmez & M. Molina-Meyer
[36] fue generalizada, los resultados de monotonía de Q^[G, B(b)] respecto del potencial y del
dominio subyacente y los resultados de dependencia continua del autovalor principal respecto
a perturbaciones del dominio alrededor de su frontera Dirichlet, probados en el Capítulo 2.
La caracterización del principio del máximo fuerte es la clave técnica para obtener muchos de
los resultados de comparación usados en este capítulo. También serán utilizados los teoremas
principales de [14] and [46]. •
Ahora resumimos los principales resultados de este capítulo. Para enunciar y discutir nuestras
aportaciones, necesitamos el siguiente resultado obtenido en [19, Theorem 3.5, Proposition 4.1].
Teorema 3.1.1 Bajo las hipótesis de [19f ed Probema (3.1.1) posee una solución positiva si, y
sólamente si,
^^ [G - aw, ,a(b)] < o < ^^^ [G - aw, ^] .
Para probar la condición necesaria en el anterior resultado, se utilizó la monotonía del autovalor
principal respecto del dominio subyacente y respecto del potencial. La condición suficiente fue
obtenida utilizando el método de sub y supersoluciones (cf. [3]), mediante la construcción de
una adecuada subsolución positiva estricta y una adecuada supersolución positiva estricta del
problema (3.1.1). La construcción de tal supersolución positiva estricta fue posible, gracias a la
dependencia continua respecto del dominio del autovalor principal del problema de Dirichlet (cf.
[35]). En este capítulo, adoptando la misma metodología que en [19], pero esta vez usando la
monotonía del autovalor principal con respecto al potencial y con respecto al dominio subyacente
probadas en la Proposición 2.2.3 y la Proposición 2.2.2, podemos demostrar la siguiente condición
necesaria para la existencia de soluciones positivas de (3.1.1) en nuestro marco más general.
Proposición 3.1.2 Si (a, ua) es una sodución positiva de (3.1.1), entonces
^(.1) < 0 < Ea(.1) .
Si adem^ís existe un subconjunto medible Q C S2 con ^Q^ > 0 verificando
^p(x, f ) _ {0} , a(x) > 0 , x E Q ,
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donde ^(^, f) está defanido en (3.1.11), entonces
E(^) < 0 < Ea(^) .
Similarmente, en este capítulo obtenemos una condición suficiente para la existencia de una
solución positiva de (3.1.1), mediante la utilización del método de sub y supersoluciones (cf. [3]).
La construcción de la subsolución positiva estricta es folklore y se sigue del esquema de [19]. Un
problema técnicamente más complicado es la construcción de la supersolución positiva estricta
en nuestro marco general. En lo referente a la existencia y construcción de la supersolución
positiva estricta de (3.1.1), probamos el siguiente resultado:
Teorema 3.1.3 Bajo las condiciones generales de la introducción, (3.1.1) posee una super-
solución positiva estricta arbitrariamente grande y alejada de cero en SZ, si ^ E R satisface
Eo(^) > 0.
En nuestro marco de trabajo, la construcción de la supersolución positiva estricta es técnicamente
más complicada que en [19], ya que la estructura del conjunto de anulación del potencial a puede
ser más enrevesada que en [19] y además, no estamos imponiendo ninguna restricción sobre el
signo de b en I'1, pudiendo b anularse en alguna región de alguna de las componentes de I'1, siendo
negativa en otras regiones de esas componentes. Tal construcción está basada en el Teorema
2.6.1. A saber, la dependencia continua del autovalor principal con respecto a perturbaciones
del dominio alrededor de su frontera Dirichlet. El resultado obtenido en este trabajo mejora
sustancialmente el obtenido originariamente en [35] para el caso especial en que 13(b) = D y
I'1 =^. Durante la construcción de la supersolución positiva, debemos aumentar ligeramente el
conjunto Stá y este es el momento en el que es necesitada la dependencia continua del autovalor
principal con respecto a perturbaciones del dominio alrededor de su frontera Dirichlet. Además,
para la construcción de la supersolución positiva, anteriormente mencionada, también es necesario
utilizar el crecimiento a infinito del autovalor principal del problema de Dirichlet cuando la
medida de Lebesgue del dominio subyacente tiende a 0(cf. Teorema 2.9.1 de Capítulo 2). Como
una consecuencia inmediata del Teorema 3.1.3, utilizando el método de sub y supersoluciones
(cf. [3]), obtenemos la siguiente condición suficiente para la existencia de soluciones positivas de
(3.1.1); resultado que combinado con la Proposición 3.1.2 proporciona una versión más general
del Teorema 3.5 de [19].
Teorema 3.1.4 El Problema (3.1.1) posee una sodución positiva si
^(a) < 0 < Eo(a) .
Si suponemos además que 8u f(x, u) > 0 para cada each (^, u) E St x(0, oo), entonces se cumple
el siguiente resultado.
Teorema 3.1.5 Supongamos
au f(^, u) > o, (^, u) E si x(o, oo) .
Entonces, las siguientes afarmaciones son verdaderas:
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i) EI problema (3.1.1) posee una solución positiva si, y sólamente si,
^(^) < 0 < Eo(a) . (3.1.16)
Además, la solución positiva es única si existe. En lo sucesivo ésta será denotada por ua.
ii) Cada solución positiva de (3.1.1) es no degenerada, es decir, la lineadización de (3.1.1) en
cualquier solución positiva ^ínicamente posee la solución u = 0.
iii) La aplicación
A(a, Ĵ) --► C1(^) (3.1.17)a -► ua
es continua. Además, si W> 0( resp. W< 0) en SZ, entonces la apdicación (3.1.17) es
puntualmente creciente, ( resp. decreciente).
iv) Las soduciones positivas de (3.1.1) están uniformemente acotadas en L^(SZ) en cualquier
subconjunto compacto de A(a, f).
v) El conjunto de valores de bi,^Crcación a soduciones positivas de (3.1.1) desde da rama triviad
(^,u) _ (^,0) está dado por
0:={aER : ^(a)=0'}.
vi) Supongamos además (3.1.16) y sea .^o tal que
Eo(^o) = 0.
Entonces,
lim Ilua I I L,^ ^st) = oo.
a-.^o
En particular, ^o es un valor de bifurcación desde infinito a soluciones positivas de (3.1.1).
Debemos resaltar que no estamos imponiendo ninguna restricción sobre el signo de f(x, 0) y
que por tanto nuestro resultado proporciona una mejora sustancial de los resultados previos
existentes en la literatura (e.g. (19, Sección 4], (20, Teorema 2.4, Teorema 2.5^).
En este capítulo, también realizamos un análisis pormenorizado de la acotación y estructura
del conjunto de soluciones positivas de (3.1.1) en nuestro marco general, de acuerdo con el
signo del potencial W en el conjunto de anulación SZQ del potencial a; caracterizando además, el
conjunto de valores del parámetro .^ donde las soluciones positivas de (3.1.1) bifurcan desde la
rama trivial y desde infinito. Entre otros resultados, obtenemos los siguientes:
Teorema 3.1.6 Las soluciones positivas de (3.1.1) están uniformemente acotadas en L^(SZ)
en cada subconjunto compacto de t1(a, f). En particular, para cada subconjunto compacto D de
t1(a, f) con D fl A(a, f)# 4^ y cada p> 1, existe una constante C(D, p) tal que
Iluá IIwP (sa) < C(D, p) para todo (.1, i) E(D fl A(a, f)) x,7(^) .
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Teorema 3.1.7 Sean ^o tad que Eo(.1o) = 0 y{ u^ } cualquier familia de soluciones positivas
de (3.1.1) con (.^, i) E A(a, f) x,7(^). Entonces,
^ m ^^uá^^L^(f2) = 00, 2 E.f(ñ) .
En particular, ao es una valor de bifurcación desde infinito a soluciones positivas de (3.1.1).
Teorema 3.1.8 Sea
0:={aER : ^(a)=0},
y supongamos que W satisface o bien a) o b) o c) del Teorema 2.11.3. Entonces, das siguientes
afirrnaciones son cierias:
i) Si ^o es un valor de bifurcación a soluciones positivas de (3.1.1) desde da rama trivial
(^, u) _(^, 0), entonces .^o E O.
ii) Si aa E O y
E^(^o) í^ ^ , (3.1.18)
entonces .1o es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama triv-
ial. Además, si denotamos por (E(^o), cpo) al auto-par principal de (G(.^o), ,i3(b), SZ) y por y a
cualquier compdemento de span [cpo] en l,t, entonces existe e> 0 y una aplicación diferenciable
(a(s), y(s)) :(-E, e) -► R x y
tad que ((^(0), y(0)) _(^o, 0) y la curua (a(s), u(s)) definida por
^(3) _ ^o + D(^o)3 + o(s) , u(s) = S(^Po + y(s)) , s E (-e, E) ,
(3.1.19)
con D(^o) :_ .^'(0) , es una curva de soluciones de (3.1.1) para s E (-e, s). Ademcás, existe
un entorno ^ de (ao, 0) en R x I,t tal que (a, u) E S es una sodución positiva de (3.1.1) si, y
sólamente si, (a, u) _(^(s), u(s)) para algún s E(0, S) con S<_ e.
Ademós, (3.1.18) se cumple si, y sólamente si,
/ W ^Po^Pó ^ ^ ,
donde cpó > 0 representa la autofunción principal del operador adjunto G'(^o) de G(^o), y
D(^o) - fná a(x)a,.Ĵ (x, ^)^Pó^Pó
fsa W ^Po^Pó
iii) Sea ^o E O tal que E'(^o) = 0 y supongamos que (3.1.1) no posee ninguna solución
positiva en .1 = .10. Entonces, .^o es un valor de bifurcación a soduciones positivas de (3.1.1)
desde da rama trivial (^, u) _(a, 0).
iv) Supongamos ademós que
au f(x, u) > 0 para cada (x, u) E SZ x(0, oo) .
Entonces, ^o E R es un valor de bifurcación a soluciones positivas de (3.1.1) desde da rama
trivial (.^, u) _(.^, 0) si, y sólamente si, .1o E O.
lntroducción 91
Observar que bajo nuestras hipótesis generales, las demostraciones de los Teoremas 3.1.6, 3.1.7
y 3.1.8 son técnicamente más complicadas que las demostraciones de los resultados ya existentes
en su línea, debido a la posible no unicidad de solución. positiva como consecuencia de la pérdida
de la monotonía de la no linealidad f(x, u). ^
Otro problema que analizaremos en este capítulo es el crecimiento puntual a infinito de las
soluciones positivas de (3.1.1) en S2á y aSZá fl I'1, en el caso especial en el que o bien W> 0,
o W< 0 en S2, y J^ se aproxima al valor de bifurcación desde infinito a soluciones positivas de
(3.1.1). En esta dirección el resultado principal establece lo siguiente:
Teorema 3.1.9 Sea {u^} cualquier familia de soduciones positivas de (3.1.1), (^, i) E A(a, f) x
.7(.^) y Pi ,1 <_ k<_ nl las componentes de I'1. Supongamos que W> 0 en SZ y que existe un
subconjunto abierto D+ C SZá para el que
infW>0.
D+
Supongamos ademcís que
lim Eo(^) > 0.
a^-oo
Denotemos por ^o a la única raíz real de Eo(.^). Entonces,
P
lim uá(x) - oo , x E StQ U U rl' , i E.T (^) , (3.1.20)a^ao ;_^
donde { kl, k2i ..., kp } representa el subconjunto de { 1, ... nl } para el cual I'i f18Stá ,-^ 0 si, y
sódamente si, k E { kl, k2i .. ., lcp }.
Además, (3.1.20) se cumple uniformemente en cada subconjunto compacto de S2á U ^J^_1 I'i' .
En particular, e^isten .11 E A(a, f) pró^imo a.^o y para cada subconjunto compacto K de
Stá U^=1 I'i' una constante ry(K) > 0, tal que la siguiente estimación se verif^ca en K
uá > log( ^o - ^1)71K1, i E .%(^)
^o-^
para cada ^ comprendido entre al y^o.
Ed mismo resultado se cumple si W< 0 en S2 y ademós suponemos que eziste un subconjunto
abierto D_ C SZá para el cual
sup W < 0
D_
^^^ Eo(^) > 0 .
Este resultado extiende algunos resultados previos obtenidos en [37], [20], (38] para el caso
especial en que 13(b) = D.
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Ahora brevemente describiremos las distribución de este capítulo. La Sección 3.2 contiene las
demostraciones de la Proposición 3.1.2 y de los Teoremas 3.1.3 y 3.1.4. La Sección 3.3 contiene
las demostraciones de los Teoremas 3.1.5, 3.1.6, 3.1.7, y 3.1.8 y un pormenorizado análisis de la
acotación y estructura de A(a, f), averiguando el diagrama gldbal de bifurcación de las soluciones
positivas de (3.1.1), de acuerdo al signo del potencial W en Stá y S^á . Además en esta sección
caracterizaremos A(a, f). La Sección 3.4 contiene la demostración del Teorema 3.1.9.
3.2 Existencia de soluciones positivas
En esta sección analizamos la existencia de soluciones positivas de (3.1.1). En un principio obten-
emos una condición necesaria para la existencia de una solución positiva. Después, utilizamos
el método de sub y supersoluciones para obtener una condición suficiente para la existencia de
tal solución positiva. La construcción de la supersolución está basada en el Teorema 2.6.1 y
Teorema 2.9.1.
Definición 3.2.1 Se dice que una función u: SZ -+ [0, oo) es una sodución positiva de (3.1.1) ,
siuEWP(SZ) conp>N yu>0.
Lema 3.2.2 Supongamos que (.10, uo) es una sodución positiva de (3.1.1). Entonces, uo es fuerte-
mente positiva en SZ y uo E WB^b^(S2). Además,
o^[G - aoW + a(•).f ('^ uo('))^ 13(b)) = 0.
En particudar, para cada ry E(0,1) tenemos que uo E Cl^^(^, y uo es dos veces continuamente
diferenciable c.t.p. en S2.
Proof: Sea (a, u) _(.^o, uo) una solución positiva de (3.1.1). Por definición, existe p> N tal
que uo E Wp (SZ). Por eso, gracias al Teorema de Morrey, uo E L^(SZ). De este modo,
a(')Ĵ ('^ uo(')) E Loo(^)
y uo satisface
donde
Gouo = 0 en Si
li(b)uo = 0 en 8SZ ,
Go ^= G(^o) + a(•)f ('^ uo('))•
En otras palabras, uo es una autofunción positiva de Go asociada con el autovalor 0. Así, por la
unicidad del auto-par principal, (0, uo) es el auto-par principal de Go en S2 y por tanto,
^^ [Go ^ ^(b)^ = 0 , uo E Wĝ íbl (S^) ^
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y uo es fuertemente positiva en S2 (cf. [4, Teorema 12.1]). Las restantes afirmaciones se siguen
fácilmente de la inclusión Wp (Sl) C C2- p(SZ) para cada p> N, y Teorema VIII.1 de [49]. ^
Ahora, definamos ' • .
Lf := W^íbl(SZ), V := L2(St) ,
y denotemos por Lf+ al cono de funciones no negativas de l,f y por .^(a, u) := R x l,t+ -► V al
operador definido por
.^(a, u) := G(a)u + a(•) f(', u)u , (a, u) E R x l.t+ ; (3.2.1)
cuyos ceros son los pares de soluciones no negativas (^, u) de (3.1.1). Debe ser destacado que
gracias al Lema 3.2.2, (3.1.1) admite dos tipos de soluciones no negativas. A saber, u= 0 y las
soluciones positivas de (3.1.1), las cuales son fuertemente positivas en SZ.
El siguiente resultado nos proporciona una condición necesaria para la eacistencia de solu-
ciones positivas.
Proposición 3.2.3 Si (^, u^) es una solución positiva de (3.1.1), entonces
^(a) < 0 < Eo(^).
Si ademcís existe un subconjunto medibde Q C St con ^ Q^ > 0 verificando
(3.2.2)
^(x, f ) _ {0} , a(x) > 0 , x E Q (3.2.3)
donde y^(x, f) está definida en (3.1.11), entonces
^(^) < 0 < Eo(a). (3.2.4)
Demostración: En efecto, si (^, ua) es una solución positiva de (3.1.1), entonces u^ E L^ (S2),
f(•, ua(•)) E L^(Sl) y (0, ua) es el auto-par principal asociado con
(G(^) + a(') Ĵ ('^ ua('))^ ^(b)^ ^)•
Además, ya que ua es fuertemente positiva en SZ, para cada x E Si tenemos que
It(x) <_ f (x, ^a(x))•
Así, teniendo en cuenta que a> 0 y gracias a la Proposición 2.2.3, obtenemos que
o = ^i^[^(a) + a(x)f(x, ua), zi(b)l _> ^^[^(a), ^(b)] _ ^(a).
Además, ya que S2á C S2, la Proposición 2.2.2 implica que
o = ^^[^(^) + a(x)f (x, ^a), ^(b)l < ^^° [^(a), B(b, ^a)l = ^o(^) •
Esto completa la demostración de (3.2.2).
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Ahora probamos (3.2.4) bajo la condición (3.2.3). Supongamos que existe un subconjunto
medible Q C S2 con ^Q^ > 0 satisfaciendo (3.2.3). Entonces, para cada x E 2 y^> 0 se verifica
Ĵ (x, ^) > Ĵ(x, o)• ^ ^ (3.2.5)
De este modo, si (a, ua) es una solución positiva de (3.1.1), entonces debido al hecho de que ua
es fuertemente positiva en SZ, se sigue de (3.2.3) y(3.2.5) que
f(x, 0) = I f(x) < f(x, ua(x)) para cada x E Q. (3.2.6)
Además, ya que a(x) > 0 para cada x E Q, se sigue de (3.2.6) que para cada x E Q,
a(x)If(x) < a(x)f(x,ua(x))• (3.2.7)
Así, gracias a la Proposición 2.2.3 y(3.2.7), obtenemos que
o = ^^[^(a) + a(x)f(x, ua), z^(b)] > ^n[Ĝ(a), B(b)] _ ^(a).
Esto completa la prueba de (3.2.4) y concluye la demostración de la proposición. ^
El siguiente resultado nos proporciona una condición suficiente para la existencia de solu-
ciones positivas. •
Teorema 3.2.4 Bajo das hipótesis generales de la introducción, (3.1.1) posee una sodución pos-
itiva si
^(^) < 0 < Eo(^). (3.2.8)
Para demostrar este teorema necesitamos los dos próximos resultados.
Proposición 3.2.5 Bajo las hipótesis generales de la int^ducción, para cada a E R verifticando
^(a) < 0, (3.2.9)
el probdema (3.1.1) posee una subsolución positiva estricta arbitrariamente pequeña.
Proof: En efecto, tomemos .^ verificando (3.2.9). Denotemos por (E(a), cpa) al auto-par principal
asociado con (G(.1), B(b), SZ), y definamos
u^ := ecpa
donde E > 0 es suficientemente pequeño. Entonces
(G(^) + a(x)f (x^ ^?a))ua = ^^Pa(E(^) + a(x)(Ĵ (x^ E^Pa) - Ĵ (x, ^)))•
Además, debido a(3.1.9) tenemos que
fió(Ĵ (x^ e^Pa) - Ĵ (x^ 6)) = 0
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y por eso, eligiendo e> 0 suficientemente pequeño y teniendo en cuenta (3.2.9), obtenemos que
(G(^) +a(x) Ĵ(x,^))^ < o.
Por otra parte,
B(b)ua = ^B(b)cpa = 0,
y por tanto, ^ nos proporciona la subsolución positiva estricta requerida. Esto concluye la
demostración. ^
Teorema 3.2.6 Bajo las hipótesis generades de la introducción, (3.1.1) posee una supersolución
positiva estricta arbitrariamente grcande y alejada de cero en St, supuesto que ^ E R satisface
Eo(a) > o. (3.2.10)
Demostración: En efecto, tomemos a satisfaciendo (3.2.10) y definamos por
^1:= c(ñ) , Ep := Ep(ñ) _ ^^° [^1 e ^lb, ^a)) > 0.
Para construir la supersolución positiva estricta de (3.1.1) para este valor de a, necesitamos dis-
tinguir entre varias situaciones diferentes de acuerdo a la estructura del conjunto abierto máximal
de anulación SZá del potencial a que se encuentra en frente de la no linealidad. En un principio
consideraremos el caso más simple cuando SZQ es conexo y K= 0. Después, consideraremos el
caso general.
Paso 1: Supongamos
m=1, K=O.
Necesariamente, o bien I'o f18SZá = ^ O I'p f18SZá ,-^ 0. Supongamos
rp (1 CĴ^á = ^ . (3.2.11)
Para cada k E{0,1}, denotemos por I'k, 1< j< nk, a las componentes de I'k. Denotemos por
{il, ..., ip} al subconjunto de {1, ..., nl } para el cual I'i f18SZá = 0 si, y sólamente si, j E{il, ..., ip}.
Observar que, ya que a E A(Si), gracias a(Al), I'i es una componente de 8S2á para cada
j E {1, ..., nl } ^ {il, ... , ip}.
Para cada S> 0 suficientemente pequeño consideremos los entornos tubulares de radio b> 0
^6 :_ (Stá + Bó) n St ,
Ñ6,' ._ (ró+Bó), ^ .nl^^' .=Ñ6,' n^, 1<j<no, (3.2.12)
(3.2.13)N6 a:_ (I'i + B6) fl St , j E{il, ..., ip} ,
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donde Bó C RN es la bola de radio S centrada en el origen. Observar que SZá debe poseer a lo
más un número finito de agujeros, ya que es de clase C2. Gracias a(3.2.11), existe b° > 0 tal que
paracada0<8<S° ,
no no
as^ó \(rl n as^Q) c s^á , s^6 n U^,j =^^ U^,j \ r0 c st+a•
j=1 j=1
Además, ya que I'k n I'É _^ si (i, l) #( j, k), existe 81 E(o, b°) tal que para cada 0< 8< 81
Ñ6 'j n Ñá'i = 0 si (i, Q) #( j, k) , k, e E{o, l}.
También, ya que
P
as^^ n ^J ri = 0,
;=1
existe SZ E (o, bl) tal que para cada 0< S< 82
S^6 n U Ñ6 ^i^ = 0.
;_^
Por construcción, tenemos que SZá es un subdominio propio de SZ6 y que limá^° S26 = S2á en el
sentido de la Definición 2.5.1-a). Así, se sigue de la Proposición 2.2.2 y del Teorema 2.6.1 que
^^ó ^Gi ^ ^(b^ ^a)^ < E° , 0 < S < ó2
^^° Q^6 ^Gl e ^(be ^ó)^ _ ^° > O,
ya que se cumple la condición (3.1.8) en cada una de las componentes de I'1 n aSZá. Por tanto,
existe ó3 E(o, S2) tal que
0^6 [G^, B(b, Sts)] > 2° > 0 si 0< 8< S3 .
Por otra parte, para cada 0< b< 83 consideremos el nuevo dominio soporte
np
x6 .= Si U U ^,j
j=l
(3.2.14)
(3.2.15)
y sean átj = ájs E Ci(^-lá), c^; E C(?-ló), á°i W E L^(?-ló) extensiones regulares desde SZ hasta
^6 de los coeficientes aij = aj;, ai, a°, W, 1< i, j<_ N, respectivamente, del operador Gl.
Ahora, consideremos el nuevo operador diferencial
Gl ^_ - ^ ^tj(^) axaa^j + ^ ái(x) ^ 1 + á°(x) - .1W(^) in ?-l6. (3.2.16)i,j=i ^_i
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Ya que Gl es fuertemente uniformemente eliptico en SZ con constante de elipticidad µ> 0,
se sigue fácilmente que existe ó4 E(0, ó3) tal que para cada 0< ó< ó4 el operador Ĝl es
fuertemente uniformemente eliptico en ?^la con consta^te de elipticidad mayor que 2. Entonces,
ya que lima^,o ^^'^^ = 0 para cada 1< j < no, se sigue del Téorema 2.9.1 que existe b5 E(0, S4)
tal que para cada 0< ó< ó5
^,^
^1 [^1, D] > o , 1 < j < no . (3.2.17)
Fijemos ó E(0, ós), y denotemos por cpó, ^á, i E{il, .., iP}, ^6, j E{1, ... , no} a las autofunciones
Nl,i
principales asociadas con los autovalores principales c^6[Gl, B(b, SZá)], ol 6[G1,13(b,N6'f)], i E
^
{il, ..., iP} y Ql 6[,Ll, D], j E{1, ... , no} respectivamente. Entonces, definamos la función
positiva
ŭ :=k^
donde k> 0 es una constante suficientemente grande que será determinada más adelante y
^: SZ -► [0, oo) está definida por
cpó en
ŝá
^6 en
en
6 en
1<j<p,
N^'^ , 1 < j < no ,
á li•
^t ^(S^ a u U;=^ J^/6' ' u U; ° 1 Ñ°'' ),
^ z á
donde ^6 es cualquier extensión positiva y regular de
P ^►o
^P6 V U^ó V U Ŝ6 +
j=1 j=1
desde
_ P no
S^ 6 u U N6''i U U ^o,já j=1 ^ j=1 ^
hasta SZ, la cual está alejada de cero en
SĜ \(ĴZ 6 U U N6'=7 U' (^,71 .Z V /
j=1 ' .i=1 ^
Observar que ^ó existe, ya que las funciones
^P6 ^ 852^ nS2 ^ ^s ^a^.i; ^ri , 1< j 5 p^ ^6I a,^.s ^ 1< j< no
están alejadas de cero. Además, debe ser destacado que por construcción ^(x) es positiva y
alejada de cero en SZ.
98 So/uciones positivas de una clase genera/ de problemas sublinea/es
Si I'1 C aSZQ, entonces en la definición de ^(x) debemos borrar las ^á 's. Para completar la
demostración del Paso 1 en el caso (3.2.11) falta probar que existe ^c > 0 suficientemente grande
tal que ú:= k^ nos proporciona una supersolución positiva. estricta de (3.1.1) para cada k> ^c.
En efecto, fijamos "
Xl := X(1) > 0,
donde X(1) está definida en (3.1.10). Ya que cpó está separada de cero en SZ 6 , existe ^cl > 0 talá
que para cada k > ^cl > 0 se verifica lo siguiente en SZ s,
z
k^Ps?^i^Pa>Xl>0,
y por eso, para cada k>^1 > 0
f(x, kcpb) > 1, x E SZ ^ . (3.2.18)
Entonces, ya que a> 0, se sigue de (3.2.14) y(3.2.18) que en SZ á se verifica la siguiente estimación
para cada k> rcl > 0
(G^ + a(x)Ĵ (x^ ^))^ = k^P6(^^6 [Gi ^ ^(b^ ^6)^ + a(x)Ĵ (x^ k^Pa)) >
> kcpó( 20 + a(x)) > kcpb 20 > 0.
Similarmente, ya que ^6, 1< j < no, está alejada de cero en ^'^, existe ^c2 > ^cl > 0 tal que
para cada k> rc2 > 0 se desprende lo siguiente en J^(^a
_ ^
k^6 > ^c2^á > Xi ^
y por eso, para cada k > ^c2 > 0 y 1< j < no
f (x, kŝó) > 1 ^
Además, por construcción
1<j<no,
x E JV^'^ .
z
(3.2.19)
^^I„^,^=^^.
De este modo, se sigue de (3.2.17) y(3.2.19) que para cada 1< j < no y k> ^s2 > 0, en ^'^
- - 2
se verifica la siguiente estimación
(Gi + a(x)f (x^ ŭ))^ = k^6 (^^ ^ ^Gi ^ D ^ + a(x)Ĵ (x^ k^6)) >
> k^6(a^J^^i^D^ +a(x)) ? k^b^^^^G^^D] > 0^
yaquea>0.
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Ahora, notemos que ya que a E A(SZ), gracias a (A2) y debido al hecho de que
^\(^' U Í Í^^j) C SZñ U U I'i ,
9=1 ^ j=1
eaciste una constante w> 0 tal que
no
a> w> 0 en SZ \(SZ a^ U U JV^'^ ) . (3.2.20)
j=1
Ahora denotamos por
Má := max{ IQ^.i; ^Gi ^ ^(b^ Nó's' ) ^ ^ . j = 1, . . . , p } (3.2.21)
y fijamos
X2:=X(1+M6)>0.
w
Ya que ^/i'ŝ es fuertemente positiva en N6'^', está alejada de cero en JV^'`', y por eso existe
^c3 > rc2 > 0 tal que para cada k >_ k3 > 0 se verifica la siguiente estimación en Ná'''
3
y así, para cada k> ^c3 > 0
k^/i'á >^c3^i`á >X2>0, 1<j<p
f(x, k^/i'á )> 1+ M6 > 0, x E N^'t' . (3.2.22)
De este modo, gracias a(3.2.20) y(3.2.22) tenemos que para cada k> k3 > 0 y 1< j< p, se
verifica la siguiente estimación en N6'ti' , - -
z
^
(G1 + a(x)Ĵ (x^ ^))ŭ = k^á (^1 6 ' ^Gi^ ^(b^N6''')^ + a(x)f (^^ k^ó )) >
> K^/iá (^N6^ ^G^ ^ ^(b^ N6'sf ĴI -f- w+ Mó) > k^/i'ŝw> 0.
Por otra parte, por construcción existe wl > 0 ta1 que
^ó > wl > 0 en SZ \(SZá U U N^''' U U^'?). (3.2.23)
j=1 j=1
Fijemos
X3 := X(1 ^- I^G1 Ŝ^^^ ioo^^) )> 0,
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donde w es la constante positiva definida por (3.2.20). Entonces, existe rc4 > r^3 > 0 tal que para
cadak>^c4>0
k^b ^ ^4Ŝ6 ^ ^4w1 >' X3 % ^ • (3.2.24)
Así, debido al hecho de que Gl (^ó) es independiente de k, para cada k > ►c4 > 0 tenemos que
Ĵ (^, kC6) > 1^- IIGI Ŝ6IIL„ (st) ^ x E SZ \(SZ6 U U Ñ6's' U ^ Ño,^) . (3.2.25)
wwl ^ ^_1 3 j_1 s
Por tanto, gracias a(3.2.20) ,(3.2.23) ,(3.2.25) obtenemos que en
s^ \(^6 U ^J N6''' U ^J N°^)
a ^_1 3 ^_1 á
se verifica la siguiente estimación
(Gl + a(^) f(x, ŭ))ŭ > k(Gl^b + IIG1ŜaIIL,o(S2) +wwl) > kwwl > 0
supuesto k > ^c4.
Finalmente, por construcción, .
Ii(b)ŭ = k13(b)^ = kD^6 > 0 en N, 1 < j< na ,
,t3(b)ŭ = kS(b)^ = k(8„ + b)^6 = 0 en I'i , 1< j< p,
t3(b)ŭ = kB(b)^ = k(8„ + b)cpá = 0 en BStá fl Pi .
Por eso, tenemos que para cada k>_ ^c4 > 0 la función ŭ := k^ está alejada de cero en SZ y
satisface
Glŭ + a(^) f(^, ŭ)ŭ > 0 en SZ
t3(b)ŭ > 0 en áSZ .
Por tanto, ŭ nos proporciona la requerida supersolución positiva estricta. Esto completa la
demostración del Paso 1 bajo condición (3.2.11).
Ahora, supongamos
I'o f18SZá # 0 , (3.2.26)
en lugar de (3.2.11). Denotemos por I'ó, 1<_ i< no, a las componentes de I'o, y sea {il, ..., iy}
el subconjunto de {1, ..., no} para el cual BSZá fl I'ó # 0 si, y sólamente si, j E{il, ..., iQ}.
Dado r^ > 0 suficientemente pequeño consideremos el nuevo dominio soporte
e
Gn := s^ u( U r^ + B^) ,
;-^
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donde Bn C RN es la bola de radio ^ centrada en el origen. Fijemos r^ > 0 y sean áz^ _
á^i E C1(G,^), cxi E C(Ĝn), áo, W E L^(Gn) extensiones regulares desde SZ hasta Ĝn de los
coeficientes aa^ = a^i, a;, ao, W, 1< i, j< N, respectivamente, del operador Gl. Además, sea
f E C1(G,^ x [o, oo), R) una extensión regular desde SZ x[o, oo) hasta Ĝn x [o, oo) de la función
f tal que
lim f(x, u) _+oo uniformemente en Ĝn.
Ahora, consideremos el operador diferencial
Gl ^_ - ^ a^i (x) ax ax • + ^ a,(x) axi -^ ao(x) - .^W (x) en G,^ .
^,^=i ^ ^=i
Ya que G es fuertemente uniformemente elíptico en S2 con constante de elipticidad µ> 0, se
ve fácilmente que existe r^ E (o, r^) tal que Ĝl es fuertemente uniformemente elíptico en Gñ con
constante de elipticidad 2. Tomemos
consideremos el potencial auxiliar
1 en S^ \ SZ , -
a en SZ ;
el operador de frontera auxiliar
^(b) :_ D en aSZ \ rl ,
8„+b en rl;
y los problemas sublineales de valores en la frontera asociados
.^lu + ó(x) f(x, u)u = 0 en SZ
,t3(b)u = 0 en BSZ. (3.2.27)
De (A3), se sigue fácilmente que á pertenece a la clase A(SZ) de potenciales admisibles en S^.
Además, por construcción
s^ĝ = s^^ , (as^ \ rl) n as^^ _ ^ .
Observar que ahora
^o ^_ ^^° [Gl, ^(b, s^a)] _ ^^° [G^, ^(b, s^a)l = Eo > o ,
y
u;=1ró c ^t.
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De este modo, la condición (3.2.11) es satisfecha para el nuevo problema en Sz, y por eso por
los anteriores argumentos, existe una supersolución positiva estricta arbitrariamente grande de
(3.2.27), digamos ^, satisfaciendo ,
Glŭ + d(x) f(x, ú)^a > 0 en iZ
13(b)ú > 0 en BSZ.
Definamos
(3.2.28)
ŭ .= ŭ ^^
Entonces, gracias a(3.2.28) tenemos que en S2 se desprende lo siguiente
(Gl + a(x)Ĵ (x, ŭ))ŭ = (,Ĉl + d(x) f (x, ^)^ > 0 . (3.2.29)
Además, tenemos que sobre 8SZ se verifica lo siguiente
ŭ(x) = ŭ(x) > 0 para cada x E I'o ,
(8„ + b)ŭ(x) _(8„ + b)ŭ" (x) = 0 para cada x E I'1.
Por tanto,
(3.2.30)
li(b)ŭ > 0 en 8SZ
y gracias a(3.2.29), obtenemos que ŭ nos proporciona una supersolución positiva estricta arbi-
trariamente grande de (3.1.1) bajo condición (3.2.26). Esto concluye la demostración del teorema
cuando Stá es conexo y K= Q1.
Step 2: Ahora, supongamos que estamos trabajando bajo las condiciones generales del teorema
y que además
I'0 f1(BS^á U K) = 0. (3.2.31)
Entonces, (3.1.4) implica
K C St , ^á C St U I'1, K fl ^2a = 0. (3.2.32)
En particular,
dist(I'o, S2Q U K) > 0, dist(I'1, K) > 0, dist(K, ŜZá) > 0.
Denotemos por SZa^', 1< i< m, a las componentes de of SZá y definamos por
Eó := a^°^^ [G1,13(b, SZa^')] , 1< i< m.
Sin pérdida de generalidad podemos asumir que
Eó«ó 1+ 1<i<m-1.
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Entonces, por Definición 1.2.1 y gracias a (3.2.10) obtenemos que
0<Eo=Eó<Eó<...<Eó. (3.2.33)
.+
Fijemos r^ > 0. Gracias a(A4), existe un número natural Q(r^) > 1 y 2(^) conjuntos abiertos
G^ C RN, 1< j< 2(r^), con ^G^ ^<^, 1< j< Q(r^), tales que
e^^l
Kc U(G^!n1^) y Ĝ;'n^=^ si i^j,
;-i
y para cada 1< j < 2(r^) el conjunto abierto G; n Sl es conexo y de clase C2. Gracias a (3.2.32),
podemos elegir los Gj's tal que
^(n) l(n)
Kc U Ĝ; cS2, IJ Ĝ^n^Q=O.
i=1 .i=1
En efecto, ya que
(3.2.34)
dist(K, SZ^ u ro u rl) > o,
existe un conjunto abierto G tal que .
KcG, GcSt, GnS^á=O.
Por eso, para tener (3.2.34) es suficiente considerar G n G^ , en lugar de G^ , 1< j< e(r^).
Argumentando como en la demostración del Teorema 2.9.1 es fácilmente visto que existe
^p > 0 tal que para cada r^ E (0, r^p) y 1 < j< Q(r^)
^^' [G^, D) ?^^^ IB^I^^-^ - I«I^^i IBl l^^-^ + innf(«o - aw) ;
donde El, Bl y á están definidos en (2.9.2) y (2.9.3). Por tanto, existe r^l E(0, ^o) tal que para
cada r^ E (0, ^71)
n
min oc' [Gl, D] > 0 . (3.2.35)i^<t(+►)
Sin pérdida de generalidad podemos asumir que
0< oc' [Gl, D] < Qĉi+l [Gl, D] , 1< j< 2(r1) - 1. (3.2.36)
Ahora, fijemos r^ E (0, r^l) y para cada S > 0 y 1< i< Trc consideremos el conjunto abierto
S2ŝ :_ (SZQ^= + B6) n S2 .
Ya que S2á^i n SZa^^ = 0 si i^ j, existe 80 > 0 tal que para cada 0< 8< 60
SZ6 n^= 0 si i^ j. (3.2.37)
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Además, gracias a(3.2.34), existe Sl E(0, So) tal que para cada 0< b< Sl
e(n? m
(U Ĝ^)n(Us^ŝ)=^..
^=i i=i
Ahora, consideremos los potenciales
a en SZ6 ,
^i - 1 en ^ \ SZá ,
Gracias a (3.1.5), (3.2.37) y ( 3.2.38),
m
1<i<m.
ŜĜ n U (^6 \ ^a^i) C ^á ^
i=1
(3.2.38)
y por eso para cada 1 < i< m el potencial at está alejado de cero en cada subconjunto compacto
de 52^, ya que a está alejada de cero en cada subconjunto compacto de SZá . Denotemos por ri,
1< j<_ nl, a las componentes de rl y para cada 1 < i<_ m, denotemos por {jl,..., jP;}
al subconjunto de {1, ..., nl} para el cual ri n aSia^i = 0 si, y sólamente si, j E{ji, ..., jP;}.
Entonces, para cada 1 < i< m tenemos que
P:
as^a^i n U rik = 0.
k=1
En particular,
Pi
dist(áS^°o,^i, U rlk) > 0, 1 < i< m,
k=1
y por eso, existe S2 E(0, Si) tal que para cada 1 < i< m y 0< S< S2
P:(Urik+Bó)ns^6=^.
k=1
Fijemos S E(0, S2). Entonces, se sigue de (3.2.39) que para cada 1< i< m
Pi
ai = 1 en ( U rik + Bá) n St ,
k=1
(3.2.39)
y así, para cada 1 <_ i<_ m el potencial ai está alejado de cero en cada subconjunto compacto
de
Pi
,GáL U U rlk .
k=1
POT tant0,
at E A(SÉ) , 1< i< m.
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Observar que para cada 1<_ i< m el conjunto de anulación asociado con a; es S^á^', el cual es
conexo, y que el correspondiente K es el conjunto vacío, ya que (3.2.34) y(3.2.38) implican
Kn(SZ6uI'1)=0, '1<^Gm.
De este modo, cada uno de estos potenciales se encuentra en el marco abstracto de trabajo del
Paso 1. Además, gracias a (3.2.33), tenemos que
Eó>0 1<i<m.
Por tanto, por los resultados del Paso 1, existen m funciones regulares
ŭ;:SZ-► [O,oo), 1<i<m, ^
tal que ŭ; es positiva y alejada de cero en SZ y para cada 1< i< m se desprende lo siguiente
Glŭ.s + a;(x) f(x, ŭ;)ŭ; > 0 en SZ
13(b)ŭ; > 0 en BSZ.
Ahora, consideremos los potenciales
_ 0 en G^ ,
Q^ ' 1 en SZ \ G; , 1 < j < Q(r^) .
(3.2.40)
Fijemos 1< j < Q(^). Por construcción, el conjunto de anulación de d^ está dado por G^ el cual
es conexo y de clase C2. Además, gracias a(3.2.34), Ĝ^ C S2. De este modo, existe p> 0 tal que
d^ = 1 en (I'1 -^ BP) n S^, y por eso
á^ E A(St) , 1< j< Q(^) ,
Por tanto, cada uno de estos potenciales se encuentra dentro del marco abstracto de trabajo del
Paso 1. Además, ya que G^ C SZ para cada 1 < j< Q(^), tenemos que
li(b, Gj)= D, 1< j< Q(^) ,
y gracias a(3.2.36) obtenemos que
^í^' [Gi^ B(b^ ^)J = ^í^' [Gl, DJ > 0, 1 < j < Q(^l) •
Entonces, por los resultados del Paso 1, obtenemos que existen P(r^) funciones regulares
ú^ : SZ -► [0, oo) , 1< j< Q(r^) ,
tal que ú^ es positiva y alejada de cero en ŜZ y para cada 1< j < Q(r^) se desprende lo siguiente
Glú^ -}- d^ (x)f (x, ^^)^.i > 0 en S2 (3.2.41)B(b)ú^ > 0 en BSZ.
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Sean ri, 1<_ j< nl, las componentes de rl y denotemos por {il, ..., ip} al subconjunto de
{1, ..., nl } para el cual ri n áSZ°Q, = 0 si, y sólamente si, j E{il, ..., ip }. Gracias a(Al), ri es una
componente de aSZá para cada j E{1,...,nl} \{il,...,i^}. ^n particular,
P
^J ri n as^^ = 0,
;=1
y por eso
P
dist( U ri , aSZá) > 0. (3.2.42)
j=1
Ahora, consideremos los entornos tubulares de radio S> 0 definidos por (3.2.12),(3.2.13) y
(3.2.15) y el operador ,Cl definido por (3.2.16). Gracias a(3.2.31), (3.2.34) y(3.2.42), existe
83 E(0, 82) tal que para cada 0< ó< S3
(ÚNá,+^ U Ú^,j)n(Ú ^6U^^ G^) =0
j=1 j=1 j=1 j=1
(3.2.43)
Además, ya que rk n rl = 0 si (i, Q) ^(j, l^), existe ó4 E(0, b3) tal que para cada 0< S< 84
Ñó 'j n Ñá'' = 0 si (i, Q) ^(,j, k) , k, Q E {0,1} . (3.2.44)
También, ya que limó^,o ^N6'^^ = 0 para cada 1< j < no, se sigue del Teorema 2.9.1 que existe
85 E(0, S4) tal que para cada 0< ó< S5
^^,^ ^Gl' D] > O'
1 < j < no . (3.2.45)
Fijemos b E (0, E5) y denotemos por ^á, i E{il, ..., ip}, y^6, 1< j< no, a las autofunciones
Ni,+ ^,i
principales asociadas con ol 6 (,Cl, X3(b, N6's)], i E{il, ..., ip}, y Ql 6(Ĝl, D], 1<_ j< no, respec-
tivamente. Gracias a(3.2.38), (3.2.43) y(3.2.44), la siguiente función está bien definida
'^^
ZLj
^ó
^ó
en St6 , 1 < i< m,
en G^ , 1< j< Q(r^) ,
en ,/V¢''' , 1 < j < p ,
en JVá'' , 1< j< no ,
z
Có en SZ \(^Jm 1 SZ6 U ^J^(nl Gj U^=i JV^'=i U ^Jrto 1^^j)
donde ^6 es cualquier extensión positiva y regular de
m p^n) P , no
U ui U U u9 U V^b U V^6
i=1 j=1 j=1 j=1
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desde
U Stó u tU G^! u U ^V6'i' u U Ñ°,'
^_^ ^_i ^_^ '' ^_^, '
hasta ŜZ; la cual está alejada de cero. Ésta existe ya que las funciones
^ilanŝ^rl ^ ^^^ac^ ^ 1< i< m, 1< j< Q(r^) ,
son positivas y alejadas de cero, lo mismo que las funciones
TG'á Ie^,i^ ^rl , ^618^.^^^ , 1<j<p, 1<i<no,
como resultado del hecho de que (3.2.34) ,(3.2.43) ,(3.2.44) sean satisfechos y debido a que ŭ; y
ú^ están alejadas de cero en SZ para cada 1 < i< m y 1< j< P(r^), respectivamente.
Como en el Paso 1, en la definición de ^(x) debemos borrar las ^6 's si I'1 C óStá.
Ahora, consideremos la siguiente función
ŭ := k^ (3.2.46)
donde k> 0 es una constante suficientemente grande que será determinada más adelante. Para
completar la demostración del Paso 2 bajo las condiciones (3.2.31), falta mostrar que existe rc > 0
suficientemente grande tal que la función definida por (3.2.46) nos proporciona una supersolución
positiva estricta de (3.1.1) para cada k>_ ^c, la cual está alejada de cero en ŜZ. Ahora definimos
para cada 1< i< m las funciones
9t(') ^= Ĵ ('^ ŭ^ i(')) E Loc(^) ^
y para cada 1< i< m fijamos
`^ := X(II9iIILao(^)) > Q,
Entonces, ya que ŭi está alejada de cero en S2, existe una constante w; > 0 tal que
ŭ;>wi>0 en SZ,
y por eso, existe ^cl > 0 tal que para cada k> ki > 0
kŭ,^>^clwi>Xl >Xi, 1<i<m.
Entonces, para cada 1< i< m y k> c^l > 0 se desprende lo siguiente
Ĵ (x, ku^) > ^^9^^^t^(n) ^ x E S2 ,
Xl := lmax {X;} > 0.
(3.2.47)
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y por tanto de la definición de ŭ; y Xl, ya que a= ai en SZ6 y gracias a(3.2.40) y(3.2.47),
obtenemos que para cada 1 < i< m y k > ^cl > 0, se verifica la siguiente estimación en Stó
Glŭ + a(x) f(x, ŭ}ŭ = k(Glŭi + ai(x) f f x, kŭi)ŭi) _
= k(^1 + ai(^).f (xr ^i))^i + ka^i(^)^i(.f (x^ k^i) - f (x^ ^i)) >
> kai(x)^(^^9i^^L^(S2) - 9i(^)) ^ 0 ^
es decir, para cada 1< i< m en SZá
(Gl + a(x)Ĵ (x^ k^i))(kŭi) > 0
para cada k> ^cl > 0. Similarmente, ahora consideramos para cada 1< j < e(r^) la función
9;(') ^_ .f(', ^^(')) E L^(^) •
Definamos
X^ ^= X(^^9^IIL^(^)) > 0, XZ:= max {X^}>0.i^<e(,^)
Ya que por construcción ú^ está alejada de cero en Ŝ2, existe una constante ^^ > 0 tal que
ú^ > w^ > 0 en ŜZ
y por eso, existe ^c2 > ^cl > 0 tal que para cada k> k2 > 0
kíi^ > x2w^ > X2 > X^ , 1< j< Q(rl).
De este modo, para cada 1 < j < Q(^) y k> k2 > 0
Ĵ (x^k^^) > ^^9^^^L„(s^) ? 0, x E S^. (3.2.48)
Por eso, gracias a(3.2.48) y(3.2.41) y teniendo en cuenta que a>_ á^ = 0 en G;, se sigue
de la definición de vy que se verifica la siguiente estimación en G^ para cada 1< j < e(r^) y
k > ^s2 > 0,
Glŭ + a(x)f(x^^)^ > k(Glú^ + á^(x)Ĵ(x,k^^)^^) _
= k(Gl^.i + ^^ (x)f (x^ ^^)u.i) + ká^ (x)^^ (f (x^ k^^) - f (x^ ^i)) _
= k(Gl^.i + d.i(x)Ĵ(x^ ^^)^i) > 0 ^
es decir, para cada 1< j< 2(^),
(Gi + a(x)Ĵ (x^ k^^))(kú^) > 0 en G; , k>^2 > 0.
Similarmente, definiendo
X3 := X(1) > 0;
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y teniendo en cuenta que ^6 , 1 < j < no , está alejada de cero en
que para cada k> ^c3 > 0 y 1 < j < no
k^ó > ^c3^6 > X3 > O en J^Í^'^.
á
Así, para cada 1< j < no y k> k3 > 0
Ĵ (^^ k^ó) > 1, x E Ñ°a .
^
(3.2.49)
Por tanto, gracias a(3.2.45) y(3.2.49), se sigue de la definición de ŭ que para cada 1< j< no
se verifica la siguiente estimación en N°'^
^
Glŭ + a(x)Ĵ (x^ ŭ)ŭ = k^ŝ (^^ ^^^i, D^ + a(x) Ĵ(^^ k^6)) ?
> k^
ŝ (^^^^Gi^D^ +a(^)) ? k^6^^?^^i^Dj > 0;
para cada k > ^i3 > 0.
Ahora, observar que ya que a E,A(SZ), gracias a (A2) y debido al hecho de que
^\(Ú^á^`ÚG^^Ú^,j)csZQ uÚri ,
i=1 j=1 j=1 ^ j=1
existe una constante w> 0 tal que
m e^n) no
a> w> 0 en S2 \( U Stŝ U U G^ U U N°^) . (3.2.50)
i=1 j=1 j=1 ^
Consideremos la M6 > 0 definida por (3.2.21) y fijemos
^:_X(1+Ma)>0.
w
Entonces, ya que ^/i'á está alejada de cero en N6''', existe k4 > ^c3 > 0 tal que para cada
2k>^c4>0
k^i'ó >^c4^6 >Xq>U, 1<j5p^
y por eso, para cada 1< j < p y k> ^c4 > 0 ^
.f (^ ^ k^G6 ) > 1 + Mó > U , x E JU6'^' .w ^ (3.2.51)
De este modo, de la definición de ^i'á y gracias a(3.2.50) y (3.2.51), obtenemos que para cada
1< j< p y k> ^c4 > 0, se verifica la siguiente estimación en N6's'
^
N°'^, existe ^c3 > k2 > 0 tal
á
Glŭ + d(^)f (^, ŭ)ŭ = k^ó (^i^ t^ ^Gi, ^(b, N6'1' )] + a(x)f (^, k^ó )) ?
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> k^s (^ivá t^ ^Gl ^ B(b^ Ná't' )^ + M6 + 1) > k^á > 0.
Por otra parte, por construcción existe wl > 0 tal que
m i e^0) n P l^i no
^6>wl>0 en SZ\(USZ6UUGjUU^V6'UUÑ°'j)CSZá. (3.2.52)
i=1 j=1 j=1 ^ j=1 ^
Definamos
X5 := X(1 ^- ^^G1^6IIL^^^) ) > ^.
wwl
Entonces, existe ^c5 > k4 > 0 tal que para cada k> k5 > 0
k^6 ^ k5^b % 1^5w1 > X5 > O• (3.2.53)
De este modo, debido al hecho de que Gl(^6) es independiente de k, se sigue de (3.2.53) que
^ara cada k >•K5 > 0 se desprende lo siguiente
f 1^e kŜb) > 1-^ IIGI^6IILoo^^) > Q
wwl
(3.2.54)
en SZ i`_` Sti UI 'ein) G^ U ^^p N6's' U ^JnO_ J^lo'^ . Por tanto acias a /3.2.50 (3.2.52) y^(U _1 6 Vj=1 1 Vj=1 ^ 7_1 Z) ^ gr l )^
(3.2.54), en el conjunto
m e^n) P n0^\( ^ J ^á u ^ G^! u ^ J ^V6'i^ ^ ^ ^_,j )
i=1 j=1 j=1 ^ j=1 ^
se verifica la siguiente estimación
Glú + a(^) f(x,ŭ)ŭ > k(Glçó +wwl + ^^G^ç6IIL„(st)) ? kwwl > 0
para cada k > ^c5.
Finalmente, sobre la frontera tenemos que
,B(b)ŭ = kri(b)^ = kD^ = k^6 > 0 en ró , 1< j< rr,c ;
B(b)ŭ = kB(b)^ = k(a„ + b)^ = k(a^ + b)^ŝ = 0 en ri , 1< j< p;
y para cada 1 < i< m tal que aSZQ^i n rl ^^, se sigue que
,a(b)ŭ = kB(b)^ = k(a^ + b)^ = k(av + b)ŭi = o en as^á n r1= as^a'i n rl ,
por construcción. De este modo
Xi(b)ŭ > 0 en aSZ .
Existencia de soluciones positivas 111
Entonces, la función ŭ definida por (3.2.46) satisface
(Glŭ + a(^)Ĵ (^^ ŭ)ŭ , B(b)ŭ) > 0
y por tanto nos proporciona una supersolución positiva estricta de (3.1.1) para cada k>_ ^c5 > 0.
Observar que dicha supersolución está alejada de cero en SZ. Esto concluye la demostración del
teorema bajo condición (3.2.31).
Ahora, supongamos
I'o f1(BSZá U K) ^ 0, (3.2.55)
en lugar de (3.2.31). Denotemos por I'ó, 1< j< no, a las componentes de I'o, y por {il, ... , iq}
al subconjunto de {1, ..., no} para el cual
I'0 f1(8S2á U K) ^ ^
si, y sólamente si, j E{il, ..., iq}. Además, para cada ^> 0 suficientemente pequeño consideremos
el conjunto abierto
4
^:-c^:=s^u(Ur^ +sn).
;-^
El resto de la demostración consiste en construir Ĝl, á, f y II(b), como en la demostración del
Paso 1 para el caso cuando se verifica la condición (3.2.26), por lo que SZ°-a = S^á, K= K, y
I'p f1(8S2°-a U K) _ ^ ,
donde i'o = 8^2 \ I'1. Argumentando como en la demostración de la segunda parte del Paso 1,
pero esta vez utilizando el resultado del Paso 2 bajo condición (3.2.31), en lugar del resultado
del Paso 1 bajo condición (3.2.11), se cubre la presente situación. Esto concluye la demostración
del teorema. ^
Ahora ya estamos en condiciones de probar el Teorema 3.2.4.
Demostración del Teorema 3.2.4: Gracias a la Proposición 3.2.5 y al Teorema 3.2.6,
para cada ^ verificando (3.2.8), el problema (3.1.1) posee una subsolución positiva estricta u^,
arbitrariamente pequeña y una supersolución positiva estricta ŭa arbitrariamente grande. De
este modo, por la construcción de u^, realizada en la Proposición 3.2.5 y la construcción de ŭa
hecha en el Teorema 3.2.6, es posible tomar ^ suficientemente pequeña y ŭa suficientemente
grande tat que
0 < ua < ŭa.
Así, aplicando el método de sub y supersoluciones (cf. [3j), inferimos la existencia de al menos
una solución positiva ua de (3.1.1) verificando
0<ua<ua< ŭa,
supuesto que ^ satisface (3.2.8). Esto concluye la demostración del teorema. q
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Nota 3.2.7 Argumentando como en la demostración del Teorema 3.,2.6 en el caso particular
cuando a E A+(SZ), es decir, en el caso especial en ed que a E A(SZ) y St°, = 0 (cf. Sección 2.10), se
sigue fácilmente que (3.1.1) posee una supersolución positiva estricta arbitrariamente grande para
cada .^ E R. Además, en este caso particular, la condición (3.1.8) sobre I'1 no es requerida, ya
que no es necesario aplicar el Teorema 2.6.1. También, la única regularidad necesitada sobre los
coeficientes del operador G es da requerida parca tener garantixada la existencia de los autovalores
principales y apdicar ed Teorema 2.9.1, es decir,
a;^ E C(SZ) fl W^(St) , ai E L^(SZ) , 0< i< N. (3.2.56)
Ahora, argumentando como en la demostración de la Proposición 3.2.3, del Teorema 3.2.4, de
la Proposición 3.2.5, del Teorema 3.2.6 y teniendo en cuenta la Nota 3.2.7, se sigue fácilmente
el siguiente resultado.
Teorema 3.2.8 Supongamos a E A+(St), es decir, a E A(St) y SZá = ^. Asumamos además
(3.2.56). Entonces, las siguientes afirmaciones son ciertas:
i) Si (.^, ua) es una solución positiva de (3.1.1), entonces
^(^) < 0.
ii) Para cada a E R veráficando
^(.^) < 0,
(3.1.1) posee una subsodución positiva estricta suficientemente pequeña.
iii) Para cada ^ E R, (3.1.1) posee una supersolución positiva estricta arbitrariamente grande
y adejada de cero en ŜZ.
iv) Para cada ^ E R verificando
^ (3.1.1) posee una solución positiva.
^(a) < 0,
3.3 Estructura del diagrama de soluciones positivas
En esta sección analizamos el comportamiento de las soluciones positivas de (3.1.1) cuando .1
tiende a 8A(a, f) y averiguamos la estructura global del diagrama de soluciones positivas de
(3.1.1), de acuerdo al signo del potencial W E L^(St) en SZá y SZá , respectivamente. También,
utilizamos la teoría desarrollada en las secciones previas para caracterizar la estructura de A(a, f)
cuando W tiene signo constante en SZ y en algunos casos cuando W cambia de signo en SZ.
Además obtendremos un resultado local de multiplicidad para las soluciones positivas de (3.1.1)
en un entorno de los valores de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial
(^`^ u) _ (^^ Q)•
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El siguiente lema es crucial, para comparar las soluciones positivas de (3.1.1) con las solu-
ciones positivas de un problema sublineal auxiliar de valores en la frontera de tipo mixto donde
la no linealidad f(x, u) es monótona. Dicho lema es uaa de las principales herramientas técnicas
para obtener muchos de los resultados de esta sección. ^"
Lema 3.3.1 Sea f(x, u) verificando (3.1.9). Entonces e^iste g, h E C1([0, oo), R) tal que
au9(u) > 0, 8uh(u) > 0, u> p^ (3.3.1)
9(u) < Ĵ(x, u) < h(u) , (x, u) E SZ x[0, oo); (3.3.2)
y
9(0) < I^(x) , x E SZ. (3.3.3)
Demostración: En efecto, ya que f E Ci (SZ x(0, oo), R), para cada u E [0, oo) las funciones
m(u) ^_ ^^ Ĵ (^^ u) E R^ M(u) ^= É^  f(x' u) E R
están bien definidas. Además, ya que f(x, u) satisface (3.1.9), tenemos que
u^m o m(u) _+oo , u^ ^ M(u) _+oo
y por eso, existe una sucesión creciente de números reales positivos {N,^}°__1 tal que
m(u) > n si u> Nn
para cada n E N. Ahora, tomemos No := 0,
T< min{1 , min{m(u) : 0< u< Nl}}
y consideremos las siguientes sucesiones crecientes de números reales
T-1 si n=0,
Ñn:= T si n=1,
. n-1 si n>1,
Mn:=n+max{M(u) . 0<u<N„}, n>1.
Es claro que las sucesiones {Nn}°_o y{M„}°O_1 son crecientes. Para mostrar (3.3.1) y (3.3.2) es
suficiente construir dos funciones regulares g, h E C1([0, oo), R) verificando (3.3.1) cuyas grá.ficas
pasen por los puntos
(Nn^ Nn) ^ (Nn-i ^ Mn) ^ n > 1,
respectivamente. Tales funciones verificarán
g(u) < m(u) < f(x, u) < M(u) < h(u)
114 Soluciones positivas de una c/ase genera/ de problemas sublinea/es
para cada (x, u) E ^2 x[0, oo); y esto prueba (3.3.2).
Falta entonces por demostrar que es posible tomar g satisfaciendo (3.3.3). En efecto, si
la función g ya elegida satisface (3.3.3), entonces el, resultado está probado. De lo contrario,
supongamos que g no satisface (3.3.3). Entonces, ya que If(x) E L^(SZ), existe una constante
kERtalque
k < min{ g(0) , If(x) }, x E SZ .
Así, para obtener (3.3.3) es suficiente tomar k E R tal que
k>g(0)-k>0,
y considerar la nueva función
ĝ :=g-k.
Entonces, ĝ E Cl ([0, oo), R) y satisface (3.3.1) ,(3.3.2) y(3.3.3). Esto concluye la demostración.
q
El siguiente teorema nos proporciona una mejora sustancial de alguno de los resultados de [19]
por tratar el caso de no-linealidades generales monótonas y condiciones de frontera generales.
Debe ser destacado que aquí no estamos asumiendo que nuestra no-linealidad sea nula en el
origen(u = 0). Ésta puede tomar cualquier valor en u= 0, no necesariamente constante. La
prueba de la unicidad de solución positiva en el siguiente teorenza, está basada en la demostración
del Teorema 2.1 en [38].
Teorema 3.3.2 Supongamos
au f(x, u) > 0, (x, u) E SZ x(0, oo) . (3.3.4)
Entonces, las siguientes afirmaciones son ciertas:
i) Ed problema (3.1.1) posee una solución positiva si, y sódamente si,
É(a) < 0 < Eo(^). (3.3.5)
Además, da solución positiva es única si existe. En do sucesivo ésta será denotada por ua.
ii) Cada solución positiva de (3.1.1) es no degeneTada, es decir, la linealización de (3.1.1) en
cualquier solución positiva únicamente posee da solución u = 0.
iii) La aplicación
A(a, f ) -► Cl (^2) (3.3.6)
a -► ua
es continua. Además, si W> 0( resp. W< 0) en SZ, entonces da aplicación (3.3.6) es
puntualmente creciente, (resp. decreciente).
iv) Las soluciones positivas de (3.1.1) están uniformemente acotadas en L,^(S2) en cada sub-
conjunto compacto de A(a, f).
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v) El conjunto de valores de bifurcación a soluciones positivas de (3.1.1) desde la rama triviad
(a, u) _(^, 0) está dado por
0:={aER . ^(a)=0}.
vi) Supongamos además (3.3.5) y sea .1o tad que
Eo(^o) = 0• (3.3.7)
Entonces,
a^ ^^ua^^t^(^) = oo. (3.3.8)
En particular, ao es una valor de bifurcación desde infinito a soluciones positivas de (3.1.1).
Proof: i) En efecto, por la monotonía de f en su segundo argumento tenemos que
ji(x) _.f (x^ 0) ^ x E SZ (3.3.9)
y por eso, para cada ^ E R
.ĉ(a) = ĉ(a) , ^(a) - ^(a).
Observar que ahora el conjunto Q definido en la Proposición 3.2.3 puede ser tomado como SZá .
Así, gracias a la Proposición 3.2.3 y Teorema 3.2.4, obtenemos que (3.1.1) posee una solución
positiva si, y sólamente si, a satisface (3.3.5).
Ahora, argumentando como en [38, Teorema 2.1], probamos la unicidad de la solución positiva
de (3.1.1) para cada ^ satisfaciendo (3.3.5). Tomemos a satisfaciendo (3.3.5) y sean uá, i= 1, 2
dos soluciones positivas de (3.1.1) para el valor a del parámetro, u^ ; u^. Entonces, por la
existencia y unicidad del autovalor principal
v^ [G(^) + a(x) f(x, u^), t3(b)] = 0, i= 1, 2; (3.3.10)
Y
(G(.1) + a(x)g(x))(uá - u^) = 0 en St , (3 11)3
donde
B(b) (uá - uá) = 0 en 8S2 , . .
f(x^ul(y))ul(x)-f(x^ua(y))u'(x)
9(x) ^= ua(x)-ua(x)
f (x^ uá(x))
si u^ (x) # u^ (x) ,
si u^ (x) = u^ (x)
xESi.
Además, ya que uá # uá, por la monotonía de f en su segundo argumento, tenemos que
9(') > Ĵ(',uá('))• (3.3.12)
Así, se sigue de (3.3.10), (3.3.12) y la mónotonía del autovalor principal con respecto al potencial
que
^^[G(a) + a(x)g(x), B(b)] >_ ^^[^(a) + a(x)f(x, uá), e(b)] = o.
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Observar que puede ocurrir que g(x) = f(x, u^) en SZá , y por ello en la desigualdad previa no
podemos sustituir > por > sin ningún trabajo adiccional. Asumamos
Q^[G(a) + a(x)9(x),13(b)]'>'0.
Entonces, cero no puede ser un autovalor de G(.^) + a(x)g(x), y por eso obtenemos de (3.3.11)
que u^ = u^, lo cual es imposible. De este modo,
^i^[G(^) + a(x)9(x), B(b)J = 0
y uá ^ u^. Entonces, por la simplicidad del autovalor principal, se sigue de (3.3.11) que existe
,0 E R \ {0} tal que '
1 2 -
u^ - u^ - A^P^
donde cp > 0 representa a la autofunción principal asociada con el autovalor principal Q^[G(.^) +
a(x)g(x),13(b)] ; ^p es fuertemente positiva en SZ. Así, o bien u^(x) < uá(x) para cada x E SZ o
u^(x) > u^(x) para cada x E SZ. En cualquiera de estas situaciones tenemos que g(x) > f(x, uá)
para cada x E SZ. Por tanto, por la monotonía del autovalor principal con respecto al potencial
y (3.3.10) obtenemos que
^i [^(a) + a(x)g(x), ^(b)I > ^^[^(a) + a(x)f(x, ^á), ^(b)l = o ^
lo cual implica u^ = u^. Esta contradicción demuestra la unicidad de la solución positiva de
(3.1.1) para cada ^ satisfaciendo (3.3.5). Esto concluye la demostración de Parte (i).
ii) En efecto, si (a, ua) es una solución positiva de (3.1.1), entonces por la unicidad del
autovalor principal
^i^[G(^) + a(x)Ĵ (x^ ua)^ B(b)J = 0 .
Además, debido a(3.3.4) tenemos que
(3.3.13)
a(•)8„ f(• , u) > 0 , u> 0. (3.3.14)
De este modo, usando (3.3.13), (3.3.14) y la monotonía del autovalor principal con respecto al
potencial, obtenemos que
^^ [Du.^(a, ^a), ^(b)l = ^i^[^(a) + a(x) (f (x, ua) + auf (x, ua)ua), ^(b)] > 0 ,
donde .F(.1, u) es el operador definido en (3.2.1) y por ello, (^, ua) es no degenerada.
(iii) En efecto, sea .^# E A(a, f). Entonces, i) implica que ^, satisface (3.3.5). Además, por la
continuidad de las aplicaciones E(a) y Eo(a) (cf. Teorema 2.11.1-a)), existe e> 0 suficientemente
pequeño tal que
^(^) < 0 < Eo(^) (3.3.15)
para cada .1 E(.1, - E, .^,► + e) y por eso, i) implica que
(.1. - E, a. + e) C A(a, f). (3.3.16)
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Sea an, n> 1, un sucesión de números reales tal que '^
ñ ^ ^n = ^* , ^„ E (a* - e, ^* + e) , n > 1. (3.3.17)
Gracias a(3.3.16) y(3.3.17), se sigue de i) que para cada n E N, el problema (3.1.1) posee una
única solución positiva asociada con ^= a,^, digamos ua„ . Además, gracias al Teorema 3.2.6,
existe una supersolución positiva estricta uniforme de (3.1.1) para todo .^ E(^* - E, ^* -{- ^).
Denotaremos a ésta por ŭ . Entonces, por (3.3.4) y gracias al principio del máximo, se sigue de
la unicidad de solución positiva de (3.1.1) que
ua < ŭ para cada ^ E (.^* - ^, .^* + e) .
Así, existe C> 0 tal que
^^u^^^t^(n) < C para cada ^ E(^* - E, ^, +^)
y por eso, existe M> 0 suficientemente grande tal que
^^Gua„ - aouan^^L^(s^) _ ^^(anW - ao)ua„ - a(^)Ĵ (^^ua„)uan^^t^(sz) S M para cada n E N.
Entonces, por las estimaciones Lp-elipticas de Agmon, Douglis & Nirenberg (cf. [2^), para cada
p> 1 existe una constante C(p) > 0 tal que •
^^ua„ ^^wp (^) < C(p) , para cualquier n E N. (3.3.18)
Ahora fijamos p> N. Sean M>-Q^ [G, ,S(b)] y^% : Wp ^(6) (St) y LP(S2) el operador inclusión,
el cual es compacto. Consideremos el operador
1C(a, u) :_ (G + M)-i [(aW (,) + M),^u - a(') Ĵ (', .7u).7u) , (3.3.19)
el cual es compacto, como un operador en Wp,^( y) (S2) , p> N. De este modo, para cada n E N
la función ua„ satisface la siguiente ecuación de punto fijo
1C(^•, ua„) _ (a* - an)(G + M)-1(Wu^„) + ua„ . (3.3.20)
Entonces, gracias a(3.3.18) y ya que 1C(a*, •) es compacto considerado como un operador en
Wp ^(y) (SZ), podemos extraer una subsucesión de ua„ , n> 1, de nuevo etiquetada por n, tal que
lim 1C(^„ua„) = u*
ri^^ en
2Wp,^(6) (SZ) (3.3.21)
para alguna u* E Wp ^(b)(SZ). Además, ya que (G+M)-1(Wua„) , n >_ 1, está acotada y.^n -► .1,
cuando n -► oo,
li^m (a* - a„)(G + M)-1(Wua„) = 0.
De este modo, tomando límites en (3.3.20), se sigue de (3.3.21) y (3.3.22) que
(3.3.22)
ñi ^ ua„ = u* y u* =1C(^*, u*) . (3.3.23)
^
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Por tanto, u* es una solución de (3.1.1) para .^ = a*. Además, ya que uan > 0 para cada n E N,
obtenemos que u* >_ 0. Así, la Proposición 3.3.8 implica que o bien u* = 0 o u* es fuertemente
positiva en S2. Ahora, teniendo en cuenta que a, satisface (3.3.5), a afirmación v) implica que
a= a* no puede ser un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial
(^, u) _(a, 0). De este modo, u* > 0 y de la unicidad de la solución positiva de (3.1.1), se sigue
que u* = ua,. Por tanto, gracias a(1.1.6) se infiere que
lim u^„ = ua^ en Cl (^) .
n-.oo
Ya que este argumento se aplica a lo largo de cualquier subsucesión, la continuidad de la apli-
cación .1-► u^ está desmostrada.
Ahora probamos el carácter creciente de la aplicación (3.3.6) cuando W> 0 en SZ. En efecto,
por diferenciación con respecto a.1 se obtiene
Du.^(^, ua) d ua = Wua > 0 en S2
13(b)^ua = 0 en 8SZ .
Además, argumentando como en la prueba de Parte ii), obtenemos que
Q^[Du.^(a, ua), B(b)] > 0
y por ello, se sigue el principio del máximo que ^ua es fuertemente positiva en St. Por tanto,
la aplicación ^-► ua es puntualmente creciente. Este argumento puede ser fácilmente adaptado
para probar el correspondiente resultado cuando W< 0.
(iv) Razonaremos por reducción al absurdo. Si existe un subconjunto compacto D de A(a, f)
tal que las soluciones positivas de (3.1.1) no están acotadas en L^(S2) en D, entonces existen
una subsucesión (a,^,u^„), an E D, n E N, de soluciones positivas de (3.1.1) y un a* E D tal
que
lim ^„ = a* , lim (^ua„ ^^L^(^) = oo. (3.3.24)
n-+oo n^oo
Además, ya que a* E D C A(a, f), existe una función ua• > 0 tal que (^*, ua• ) es una solución
positiva de (3.1.1) y gracias a i), ua• es la única solución positiva de (3.1.1) para ^_.^*.
Entonces, por la continuidad de la rama de soluciones positivas en un entorno de ^* (cf. iii)) y
gracias a la unicidad de la solución positiva, se sigue que
lim (^n, ua„) _(^*, ua.) en R x C1(S2) .
^^^
Esto contradice (3.3.24) y completa la demostración.
v) Esta afirmación será demostrada en un contexto más general en el Teorema 3.3.10-iv).
vi) En efecto, supongamos (3.3.5) y sea ao verificando (3.3.7). Entonces, gracias a(3.1.14)
y debido a la concavidad de la aplicación Eo(.1) (cf. Teorema 2.11.1-a)), existe e> 0 suficiente-
mente pequeño tal que o bien
^(.^) < 0< Eo(a) para cada a E (.^o^ ^o + e) (3.3.25)
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E(^) < 0< Eo(a) Para cada .^ E(^o - e, ao). (3.3.26)
Supongamos que (3.3.25) es satisfecho. Entonces, por'el Teorema 3.2.4 tenemos que
(^o^ ^o + E) C A(a, f). (3.3.27)
Así, si asumimos que (3.3.8) falla, existe una constante C > 0 y una sucesión (an,ua„) de
soluciones positivas de (3.1.1) con {an}°O_i C(.10^ ^o +^) tal que
lirn ^„ = ao, ^^ua„^^L„^^l <_ C, para todo n E N. (3.3.28)n^oo
Entonces, gracias a las estimaciones Lp-elipticas de Agmon, Douglis & Nirenberg (cf. [2]), para
cada p > N uno puede adaptar el azgumento de la prueba de Pazte iii) para mostrar la existencia
de u* E ^(S2) satisfaciendo
lim u^,n = u* en
n-.oo WP (^)
y
G(.1o)u* + a(x)Ĵ (^^ u')u' = 0 en S2 ,
B(b)u* = 0 en 8SZ .
Ya que ua„ > 0, n E N, necesariamente (^o, u*) es una solución no negativa de (3.1.1). Supong-
amos u* > 0 en S^. Entonces, por la unicidad del autovalor principal y gracias a la Proposición
2.2.2, obtenemos que
0= o^[G(ao) + a(x)Ĵ(^^ u`)^ B(b)] < Eo(^o)
y esto contadice (3.3.7). Entonces, necesariamente u* = 0. De este modo, .1o es un valor de
bifurcación a soluciones positivas de (3.1.1) desde la rama trivial y Parte v) y (3.1.14) implican
que
^ = E(^o) < Eo(^o)^
lo cual, de nuevo, es una contradicción con (3.3.?). Por tanto, (3.3.8) se verifica. Esto concluye
la demostración bajo condición (3.3.25). Este argumento puede ser fácilmente adaptado paza
completar los detalles de la prueba en el caso (3.3.26). 0
Nota 3.3.3 Debe ser destacado que para obtener la unicidad de la sodución positiva del problema
(3.1.1), la condición (3.1.8) sobre I'1 f18SZá no es necesitada.
Argumentando como en la demostración del Teorema 3.3.2 en el caso particulaz cuando a E
A+(SZ), es decir, cuando a E A(SZ) y Stá = Q7, gracias al Teorema 3.2.8, se obtiene fá.cilmente el
siguiente resultado.
Teorema 3.3.4 Supongamos (3.2.56) y que a E A+(SZ). Entonces, (3.1.1) posee una solución
positiva si, y sólamente si,
^(a) < o.
Además, la solución positiva es única si eaiste.
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Nota 3.3.5 Debe ser destacado que en el Teorema 3.3.4 no eŝ requerida la condición (3.1.8)
sobre I'1.
En los próximos cuatro resultados, extenderemos la teoría de [19] y[20] a nuestro marco
general, estimando el subconjunto de a^s para los cuales (3.1.1) admite una solución positiva.
En la demostración de cada uno de ellos, adoptaremos la siguiente notación
^(^, f) ^_ ^^[^(^) + a(x)If(x), ^(b)l , ^(a, f) ^_ ^n[G(a) + a(x)f (x, o), ^(b)] ,
para señalar así la dependencia en f de las aplicaciones ^(.^) y ^(.^).
Teorema 3.3.6 Bajo das condiciones generales de la introducción, las soduciones positivas de
(3.1.1) están uniformemente acotadas en L^(S2) en cada subconjunto compacto de ^1(a, f). En
particular, para cada subconjunto compacto D de t1(a, f) con D n A(a, f),^ ^ y cada p> 1,
existe una constante C(D, p) tal que
^ IIuáII WD ^n^ <_ c(D, p) paTa todo (a, i) E(D n n(a, f)) x^(a) .
Demostración: En un principio mostraremos la existencia de cotas a priori uniformes para
las soluciones positivas de (3.1.1) en cada subconjunto compacto de t^(a, f). En efecto, ya que
f(x, u) satisface (3.1.9), se sigue del Lema 3.3.1 que existe g E Cl ([0, oo), R) verificando (3.3.1) ,
(3.3.2) y (3.3.3). Ahora, para cada .1 E A(a, g) consideramos el siguiente problema sublineal de
valores en la frontera de tipo mixto
G(.^)u + a(x)g(u)u = 0 en St ,
,S(b)u = 0 en 8SZ . (3.3.29)
Gracias al Teorema 3.3.2-i), ya es sabido que el problema (3.3.29) posee una única solución
positiva para cada ^ E A(a, g), la cual en lo sucesivo será denotada por B^a^yi. Además,
A(a, g) _{.1 E R : ^(a, g) < 0< Eo(.1) }. (3.3.30)
Ahora afirmamos que
Á(a, f) C A(a, g). (3.3.31)
En efecto, si .^ E Á(a, f) entonces
E(^, f) < 0 < Eo(a). (3.3.32)
Además, debido a (3.3.3) y ya que a> 0, tenemos que
a(x)g(0) < a(x)If(x) b x E St.
De hecho, en cualquier x E Stá la desigualdad previa es estricta. De este modo, por la monotonía
del autovalor principal con respecto al potencial, obtenemos que
E(^, g) _^i^[G(^) + a(x)9(0), B(b)] < E(^, f)^
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y por eso, (3.3.32) implica
E(^,g) < 0 < Eo(^).
Por ello, se sigue de (3.3.30) que .1 E A(a, g). Esto completa la prueba de (3.3.31).
^ Ahora, para cada a E A(a, f),,7(a) representará cualquier conjunto tal que { u^ : i E
^(a) } nos proporcione el conjunto de soluciones positivas de (3.1.1).
Ahora afirmamos que para cada a E A(a, f) se desprende lo siguiente
u^ < B^a^y^ , para todo i E,7(.1). (3.3.33)
En efecto, sea (^, i) E A(a, f) x^(^). Entonces, (3.3.31) implica que ^ E A(a, g) y por tanto,
existe una única solución positiva 6^a,9^ de (3.3.29). Además, gracias a(3.3.2) la función u^
satisface
0= G(^)uá + a(^)Ĵ (^^ uá)uá ? G(^)uá + a(^)g(u)► )uá en SZ ,
B(b)uá = 0 en 852.
Así, para cada i E.7(^), u^ es una subsolución positiva de (3.3.29) y por tanto, por la unicidad
de la solución positiva de (3.3.29) (cf. Teorema 3.3.2-i)) y el principio del máximo fuerte, (3.3.33}
se verifica para cada ^ E A(a, f)(cf. [38, Proposición 5.8)). '
Sea D un subconjunto compacto de t1(a, f) tal que D fl A(a, f)# 0. Por (3.3.31), D es un
subconjunto compacto de A(a, g) y gracias al Teorema 3.3.2-iv), existe M(D) > 0 tal que
IIB(a,y] IIL^(s^) < M(D) para cualquier ^ E D. (3.3.34)
Por tanto, si existe una sucesión de soluciones positivas de (3.1.1), (.1n, u^n), con .1n E D(1
A(a, f), n E N, i E,7(^n) , tal que
^ m00II^ñnIlLcp(^) _ ^ f
obtenemos además por (3.3.33) que
7L-r00 I I e^^n i9^ I I jicp (f i) -^ t
lo cual contradice (3.3.34). Esto completa la demostración de la existencia de cotas a priori
uniformes en L^ para las soluciones positivas de (3.1.1) en cada subconjunto compacto D de
^1(a, f) con D fl A(a, f),-E 0.
Ahora, ya que
IIuáIIL^(n) ^ M(D) para cualquier (ñ , i) E(D fl A(a, f)) x^(^)
y ua es una solución de (3.1.1), existe una constante M(D) tal que
II^uáIIL^(^) <_ M(D) para cualquier (a, i) E (D fl A(a, f)) x,7(^).
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De este modo, para cada p> 1 existe^ una constante M(D, p) tal que
IIGuáIILP(n^ _< M(D, p) para cualquier (ñ, i) E(D fl A(a, f)) x,7(^)
y por las estimaciones elipticas LP de Agmon, Douglis y Nirenberg (cf. (2^), se sigue la existencia
de una constante C(D, p) > 0 tal que
IIuállwp (st^ < C(D, p) para cualquier (a, i) E(D fl A(a, f)) x,7(a) .
Esto concluye la demostración del resultado. q
Proposición 3.3.7 Súponga^rcos que
inf A(a, f ) _ -oo. (3.3.35)
Entonces,
suD W > 0 (3.3.36)
en cada subconjunto abierto D de SZá. Ade^raás,
a) Si W> 0 en SZ, entonces existe C> 0 tal que
11msuPIIu^IIL^(^) <_ C,
a^,-oo
i E ,T(ñ).
b) Si e^iste un subconjunto abierto D_ C SZ \ SZá para ed cual supD_ W < 0, entonces
liminf IIuáIIL^(s^) _ +O°, a E ,7(^).
a^,-oo
Dernostración: En efecto, si existe un subconjunto abierto D C S^á tal que
sup W < 0,
D
entonces por el Teorema 2.11.1-c) tenemos que
y por ello
lim Ep(^) _ -oo,
a^,-oo
inf{aER : Eo(a)>0}ER.
Además, gracias a la Proposición 3.2.3,
A(a, f) C {^ E R: Eo(a) > 0}
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y por tanto,
^ inf A(a, f) E R,
lo cual contradice (3.3.35). Esto concluye la prueba de (3.3:36).
Ahora probamos Parte a). Observax que, gracias al Lema 3.3.1, existe g E Cl ([o, oo), R)
satisfaciendo (3.3.1) y(3.3.2). Entonces, considerando el problema (3.3.29) y argumentando
como en la demostración del Teorema 3.3.6, obtenemos (3.3.31). En particular, se sigue de
(3.3.35) que
inf A(a, g) _ -oo.
Para probar Parte a) razonaremos por reducción al absurdo. Supongamos que existe una sucesión
{.1n}°O_1 C A(a, f) tal que
ñ^ an =-oo , sup Iluá„ IIL,o(st) = oo , i E .7(ñn )• (3.3.37)
nEN
Observar que (3.3.31) implica
{ñn}°n°__1 C A(a^ 9)
y por eso, por la unicidad de la solución positiva de (3.3.29), para cada ^n existe una única
solución positiva de (3.3.29), denotada por B(^n^9(. Además, ya que W > 0 en SZ, se sigue del
Teorema 3.3.2-iii) que la aplicación ^-► IIB(a,,,y^ IIL„(s^) es creciente y por ello, existe C> 0 tal
que
Sup IIe(an,9^IIL^c^) = IIB(a^,9^ilL^cn) = c> o,
nEN
(3.3.38)
donde ^' := max,jEN{^n}. Ahora, argumentando como en la prueba del Teorema 3.3.6, se
obtiene que
IluanllL^(^) <_ IIe(an,9^IIL^(^) b' n E N, para cada (n, i) E N x^(an) .
De este modo, teniendo en cuenta (3.3.38), obtenemos que
nEÑ Iluan IIL^(n) ` ñEÑ IIe(an,9^ IILo^(^) = c> o,
lo cual contradice (3.3.37). Esta contradicción concluye la demostración de Parte a).
Ahora probamos Parte b). R.azonaremos por reducción al absurdo. Supongamos que existe un
subconjunto D_ C SZ \ SZá para el cual supD_ W< 0, C> 0 y una sucesión {^n }°O_I C A(a, f)
tal que
li^an =-oo, suP IluánllL^(n) ^ c, i E,7(an) .
nEN
Entonces, ya que f E Cl (Si x[o, oo), R) , tenemos que
f(x^ uá„) ^ IIĴ IIL^(izx(o,c^) ^= M> 0, para cualquier (n, i) E N x,7(^n) . (3.3.39)
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De este modo, teniendo en cuenta (3.3.39), gracias a la unicidad del autovalor principal y a su
monotonía con respecto al potencial, se desprende la siguiente estimación para cada n E N
0= v^[G -.1nW + a(x).f (x, u^n), Xi(b)] < on[G + a(x)M -^^„W, B(b)] , i E,7(^n). (3.3.40)
Por ello, se sigue del Teorema 2.11.1-c), que
lim v^[G + a(x)M - ^nW, ,g(b)] _ -oo ,
^-y^
lo cual contradice (3.3.40). Esto completa la prueba de Parte b) y concluye la demostración de
la proposición. q
Adaptando el argumento de la demostración de la Proposición 3.3.7 y usando el Teorema 2.11.1-
b), en lugar del Teorema 2.11.1-c), se sigue fácilmente el próximo resultado en la linea de la
Proposición 3.3.7 para el caso en el que sup A(a, f) = oo.
Proposición 3.3.8 Supongamos
sup A(a, f ) = oo.
Entonces,
inf W < 0
D -
en cada subconjunto abierto D de SZá. Además,
a) Si W< 0 en SZ, entonces existe C> 0 tal que
^^^P ^^uá^^La,(St) < C, i E ^(ñ).
b) Si existe un subconjunto abierto D+ C St \ SZá para el cual infD+ W> 0, entonces
1 ^^ ^^uá^^L^(^) _ +o°, a E .7(.^).
Teorema 3.3.9 Sea .^o tal que Eo(^p) = 0 y{ uá } cualquier familia de soluciones positivas de
(3.1.1) con (a, i) E A(a, f) x^(^). Entonces,
á^^ ^^uá^^L^(^) = oo, i E.7(ñ).
En particular, ^o es un vador de bifurcación desde infcnito a soluciones positivas de (3.1.1).
Demostración: En efecto, ya que f(x, u) satisface (3.1.9), se sigue del Lema 3.3.1 que existe
h E C1([0, oo), R) satisfaciendo (3.3.1) y(3.3.2). Ahora, para cada ^ E A(a, h) consideramos el
siguiente problema sublineal de valores en la frontera de tipo mixto
G(a)u + a(x)h(u)u = 0 en St ,
13(b)u = 0 en 852. ' (3.3.41)
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Gracias al Teorema 3.3.2-i), el problema (3.3.41) posee una única solución positiva, para ĉada
.^ E A(a, h), la cual en lo sucesivo será denotada por 6ia^h^, y
A(a, h) _ { ^ : ^(a, h) < 0 < E^(.^) }. (3.3.42)
Ahora afirmamos que
A(a, h) C A(a, f). (3.3.43)
En efecto, (3.3.2) implica
f(x, 0) < h(0) para cada x E S2 ,
y por ello,
a(x) f(x, 0) < a(x)It(0) para cada x E SZ ,
ya que a> 0. Además, para cada x E SZá la desigualdad previa es estricta. Entonces, por la
monotonía del autovalor principal con respecto al potencial, se sigue que
^(^, f)<^i^(G(^) + a(x)h(^), ^(b)] _ ^(.^, h).
De este modo, teniendo en cuenta (3.3.42), para cada a E A(a, h)
^(a, Ĵ) < 0 < Eo(a) . .
Ahora el Teorema 3.2.4 completa la prueba de (3.3.43). Ahora ya disponemos de los resultados
necesarios para demostrar el terorema.
Gracias al Teorema 3.2.4,
ao E an(a, f) n an(a, h) ^ m.
Además, por la continuidad y concavidad de Eo(.^) y ^(.1) (cf. Teorema 2.11.1-a)) se sigue de
(3.1.14) que existe s> 0 tal que o bien
E(a, h) < 0 < Eo(^)
es satisfecho para cada .^ E(ao - E, ao), o es satisfecho para cada ^ E (^o^ ^o + e). Por eso, el
Teorema 3.3.2-i) y(3.3.43) implican que o bien
(^o - E, ^o) C A(a, h) C A(a, f), (3.3.44)
(^o^ ^o +^) C A(a, h) C A(a, f). (3.3.45)
Sin pérdida de ganeralidad supongamos (3.3.44) y denotemos por ^(^) a la familia tal que
(.^, u) es una solución positiva de (3.1.1).si, y sólamente si, u= u^ para algún i E,7(^). Fijemos
(.^, i) E(.10 - E, .10) x^(a) C A(a, f) x^(a). Se sigue de (3.3.2) que la función u^ satisface
0= G(^)u^ ^- a(x) f(x, uá)u^ < G(a)uá -I- a(x)h(u^)uá en St ,
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13(b)uá = 0 en BSZ.
Así, para cada i E.%(^), u^ es una supersolución positiva •de. (3.3.41) y debido a la unicidad de
solución positiva de (3.3.41) (cf. Teorema 3.3.2-i)), se sigue del principio del máximo que
u^ > B[a^h] , para cada i E.7(^) ,
(cf. [38, Proposición 5.5]). De este modo,
^^e[a,h] ^^Lao(^) ^ ^^uaIIL„(fl) PBTa Cada (ñ , i) E(.^p - E, ñp) X ^j(.i) .
Además, gracias al Teorema 3.3.2-vi), se verifica lo siguiente
^^^^ ^^B[\,h] ^^Loo^^) _ +oo .
Por tanto, se sigue de (3.3.46) que
lim ^^u^^^L^(^) - +°°, a E ,?(a).
a^^`o
Esto concluye la demostración del teorema bajo condición (3.3.44). Este argumento puede ser
fácilmente adaptado para completar los detalles de la desmostración en el caso (3.3.45). Esto
concluye la demostración del teorema. p
En el próximo resultado, analizamos el conjunto de valores de bifurcación a soluciones posi-
tivas de (3.1.1) desde la rama trivial (.^, u) _(a, 0).
Teorema 3.3.10 Sea
(3.3.46)
0:={aER . ^(^)=0},
y asumamos que W satisface o bien a) o b) o c) del Teorema 2.11.3. Entonces, las siguientes
afirmaciones son ciertas:
i) Si ^o es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial
(J^, u) _(^, 0), entonces ^o E O.
ii) Si ^o E O y
^'(ao) ^ o, (3.3.47)
entonces ^p es un valor de bifurcación a soluciones positivas de (3.1.1) desde da rama triv-
iad. Además, si denotamos por (^(.10), cpo) al auto-par principad de (G(^o), Ci(b), SZ) y por y a
cualquier complemente de span [cpp] en L!, entonces existe E> 0 y una ,función diferenciable
(^(s), y(s)) : (-E, ^) -► R x y
tal que ((.^(0), y(0)) _(ao, 0) y la curua (^(s), u(s)) definida por
a(s) = ao + D(^o)s + o(s) ^ u(s) = s(^Po + y(s)) ^
(3.3.48)
s E (-e, e) , (3.3.49)
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con D(.1o) :_ .1'(0), es una curua de soluciones de (3.1.1) para s E (-E,e). Además, existe
un entorno ^ de (^o, 0) en R x L! tad que (a, u) E.S es una solución positiva de (3.1.1) si, y
sódamente si, (.1, u) _(^(s), u(s)) para algún s E(0, b) con, b<
_ e.
Además, (3.3.47) se verifica si, y sólamente si,
/ W ^Pa^Pó ^ 0 ^ (3.3.50)
donde ^po > 0 representa la autofunción principal del operador adjunto G*(.^o) de G(.^o), y en
este caso
D(^c) f ^a a(fnaW^
^ó)^Pó^Pó
3.3.51( )
iii) Sea .^p E O tal que E'(^a) = 0 y supongamos que (3.1.1) no posee ninguna sodución
positiva en .1 = ao. Entonces, .^o es un valor de bifurcación a soduciones positivas de (3.1.1)
desde da rama trivial (a, u) _(a, 0).
iv) Supongamos además que
áu f(^, u) > 0 para cada (^, u) E SZ x(0, oo) . (3.3.52)
Entonces, ^a E R es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama
tTiviad (^, u) _(^, 0) si, y sólamente si, ^o E O. ^
Demostración: Las soluciones positivas de (3.1.1) son los ceros del operador
^l : R x I,t+ -► l,t ,
definido por
?^l(a, u) := u - (G + M)-1 ^(ayy(.) + M),%u - a(•)Ĵ (', 9u).7u] ,
donde ,7 : L[+ ^-+ L^(S2) es el operador inclución, el cual es compacto, y
M > -Q^IG^ B(b)^ •
Además,
7-i(a, 0) = 0 para cada .1 E R
D^,?,l(a, 0) := Z - T(a) ;
donde para cada .1 E R, T(.1) : Lf+ -► l.t es el operador definidó por
T(^) :_ (G + M)-1^^W(•) + M- a(^)Ĵ('^ 0))^
e Z es el operador identidad en Ll+. También,
Dua^(^, 0) ^_ -(G + M)-iW .
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Gracias a la compacidad de T(^) considerado como un operador en Lf+, para cada .1 E R
tenemos que el operador Du^-L(.1, 0) es un operador de F^edholm de índice 0. Además,
N [Du7-l(^, 0)] = N [Ĝ(^)]:
Ahora probamos i). En efecto, si .^o es un valor de bifurcación a soluciones positivas de (3.1.1)
desde la rama trivial (.^, u) _ (a, 0), necesariamente dim N[Du^l(^o, 0)] > 1 y por eso,
N [G(^o)] ^ 0 .
Así, se sigue de la unicidad del auto-par principal del problema (G(^o), ,^3(b), S2), que E(.^o) = 0
y por tanto, i) está probado.
ii) Sea ^o E O satisfaciendo (3.3.47). En este caso, se sigue del Teorema 2.11.3 que ^o es
un autovalor simple de de (G(^o), W, B(b), S2) en el sentido de la Definición 1.2.3. Por eso, si cpo
denota la autofunción principal de G(.^o) asociada con E(ao) = 0, entonces
N LDux(ao, o)] = N[G(^o)1= Sp^[^o] . (3.3.53)
W^Po ^ R [G(^o))• . (3.3.54)
Además,
Duax(^o^ 0)^Po ^ R [Dux(^o^ 0)) ; (3.3.55)
porque si (3.3.55) no es satisfecho, entonces Wcpo E R[G(^)] y esto contradice (3.3.54). Así,
debido al hecho de que Du^-l(.10, 0) es un operador de Fredholm de índice 0 y gracias a(3.3.53),
(3.3.55), obtenemos que
dim N[Du?{(^o, 0)J = codim R[Du?-l(^o, 0)J = 1
Da u7{(^o, 0)^Po ^ R [Du^-l(ao, 0)] •
Por tanto, 0 es un Dau9-l(.10, 0)-autovalor simple de Du^-l(^o, 0) y[14, Lema 1.1] implica que ^o
es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial (a, u) _(a, 0)
y todas las afirmaciones sobre la aplicación (3.3.48) y la curva (3.3.49) son satisfechas.
Ahora probamos que (3.3.47) se verifica si, y sólamente si, (3.3.50) es satisfecho. En efecto,
denotemos por cp(a) a la autofunción principal asociada con E(a), normalizada tal que
^ cp2(^) = 1.
^
Ya es conocido que E(.1) es real holomorfa, y por ello diferenciando la relación
G(^)^P(^) = E(^)^P(^)
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con respecto a.^, se obtiene
^(a)s^'(a) - W^(a) _ ^'(a)^(a> ± ^(a)^ (a) •
Así, definiendo
^Po ^_ ^P(^o) ^ ^Pó ^_ ^P'(^o) ^
obtenemos que
G(^o)^Pó = yY^Po + E'(^o)^Po ^ (3.3.56)
ya que, por definición, ^(^o) = 0. De este modo, multiplicando (3.3.56) por cpó e integrando por
partes en S2, se sigue que
/ W^Po^Pó = -^'(^o) ^n ^o^ó • (3.3.57)
Por eso, ya que f^ cpo^po > 0, (3.3.57) implica el resultado.
Ahora demostramos (3.3.51). En efecto, sustituyendo (3.3.49) en (3.1.1), teniendo en cuenta
que E(.^o) = 0 y la definición de cpo, identificando términos de primer y segundo orden, se obtiene
que
G(^►o)^Po = 0 en SZ (3.3.58)
D(^o)W^Po = a(^)auÍ(^^0)^Pó• (3.3.59)
La condición (3.3.58) no proporciona ninguna información adiccional, pero multiplicando por
cpo' en ambos lados de (3.3.59) e integrando en S2, obtenemos que si la condición (3.3.50) es
satisfecha, entonces (3.3.51) se verifica. Esto concluye la demostración de ii).
iii) En efecto, si .^o E O y ^'(.^o) = 0, entonces se sigue del Teorema 2.11.1 que W satisface
las hipótesis del Teorema 2.11.3-c) y por ello, .^o es único y satisface
sup E(a) = E(^o) = 0.
^ER
De este modo, se sigue de (3.1.14) que existe E> 0 tal que
^(a) < 0< Eo(^) para cada a E(^o -^, .10 + e) \{.10}
y por eso,
(^o -^, ao + e) C t1(a, Ĵ) •
También, se sigue del Teorema 3.2.4 que
(^o - E, ^o + e) \ {^o} C A(d^ f) •
Sea (^n, ua„) , n> 1, cualquier sucesión de soluciones positivas de (3.1.1) tal que
^n E (ñ0^ ^0 + ĉ) , ri ^ ^n = ^0 •
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Se puede observar fácilmente que cada solución positiva (^n, ua„ ), n> 1, satisface la ecuación
de punto fijo
K(^o7 uan) - (^o - ^n)(G + M)-i(Wua,.) + uan ^
donde JC(.^, u) es el operador compacto en Wp a^bl (St) , p> N, definido por (3.3.19). Ahora,
gracias a la existencia de cotas a priori uniformes en L^ para las soluciones positivas de (3.1.1)
en [.^o, .10 + e) (cf. Teorema 3.3.6), se sigue mediante un argumento estándar de compacidad, la
exitencia de una subsucesión de (an, uan), reetiquetada por n, satisfaciendo
ñ m(a,,, ua„) _(^o, u*) en R x WP (SZ) , (3.3.60)
para alguna solución no negativa u* de (3.1.1). Ya que (3.1.1) no admite ninguna solución
positiva en .1 =.10, necesariamente u* = 0. Así,
ñ^(^^ ua„) _ (^o^ 0) en R x Wp (^)
y por tanto, .^o es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial
(.^, u) = S^, 0). Debe ser destacado que el mismo resultado puede ser obtenido si limn^,^ an =^o
y^ E(.^o - e, .10) , n>_ 1. Esto concluye la prueba de iii).
iv) La condición necesaria se sigue de i). Ahora demostramos la condición suficiente. En
efecto, tomemos .1o E O. Entonces, o bien ^
E'(^o) ^ 0 ^
0
E'(^o) = 0.
(3.3.61)
(3.3.62)
Supongamos que (3.3.61) es satisfecho. Entonces el resultado se sigue de ii) . Supongamos ahora
que (3.3.62) es satisfecho. Gracias a(3.3.52) se sigue del Teorema 3.3.2-i) que
A(a, f) _{^ E R: ^(.^) < 0< Eo(^) }
y por eso, ^o ¢ A(a, f). Ahora, el resultado se sigue fácilmente de iii). Esto concluye la de-
mostración del teorema. ^
Ahora, nuestro principal propósito es utilizar la teoría ya desarrollada para averiguar la
estructura de A(a, f) de acuerdo al signo de W E L^(S2) en SZá. En nuestro aná.lisis la continuidad
y concavidad de las aplicaciones ^(^) , ^(a) y Eo(^) mostradas por el Teorema 2.4.1 y Teorema
2.11.1-a) jugarán un papel esencial. Obsérvese que cada una de estas aplicaciones tiene a lo
sumo dos raíces reales, las cuales en lo sucesivo serán denotadas por .1; , ^i y a° , i= 1, 2
respectivamente. Para cada una de estas aplicaciones, usaremos el subíndice i= 1 si la raíz
es única, mientras que usaremos i= 1, 2 cuando tenga dos. Con estas notaciones, tomaremos
^1 <^2, .11 <.^2 y.^^ < a2, respectivamente. Debe ser destacado que debido al Teorema 3.3.9,
las raíces reales .1° , i= 1, 2, son valores de bifurcación desde infinito a soluciones positivas de
(3.1.1). También debe ser mencionado que si existe un subconjunto abierto D+ C S2 para el
Estructu^a del diagrama de soluciones positivas 131
cual infD+ W> 0 y además W > 0 en S2 y lima^_^ ^(^) > 0, entonces se sigue del Teorema
2.11.1-b) y Teorema 2.11.3-a) que la aplicación E(a) posee una única raíz real, digamos ^1i tal
que E'(al )< 0. Así, Teorema 3.3.10-ii) implica que .11 es ,un valor de bifurcación a soluciones
positivas de (3.1.1) desde la rama trivial (.^, u) _(^, 0). Similarmente, si existen dos subconjuntos
abiertos D+ y D_ de S2 para los cuales infD+ W> 0 y supD_ W < 0 y además supR ^(^) > 0,
entonces gracias al Teorema 2.11.1-d) y Teorema 2.11.3-c), la aplicación ^(a) posee exactamente
dos raíces reales, digamos .1;, i= 1, 2 con ^1 <.12 satisfaciendo ^'(.^1) > 0 y E'(^2) < 0 y por
eso, el Teorema 3.3.10-ii) implica que ^;, i= 1, 2 son valores de bifurcación a soluciones positivas
de (3.1.1) desde la rama trivial (^, u)
_(^, 0). En lo sucesivo denotaremos por C+(.1i) al continuo
de soduciones positivas de (3.1.1) emanando desde la rama trivial (^, u)
_(.1, 0) en a=.1; y
por Pa(C+(^^)) a su ^-proyección. Por un continuo entendemos un conjunto cerrado y conexo.
También, denotaremos por D(^^) al escalar definido por (3.3.49), si la condición (3.3.47) es
satisfecha.
En nuestro análisis haremos uso del siguiente concepto.
Definición 3.3.11 Se dice que W cambia de signo en D C SZ, sá existen dos subconjuntos
abiertos D+ y D_ of D para los cuales
DfW>0, supW<0.
+ D_
Proposición 3.3.12 Supongamos que W cambia de signo en SZá. Entonces
A(a, f) ^ 0 si, y sódamente si, sup Eo(a) > 0. (3.3.63)
aER
Supongamos además A(a, f)# 0. Entonces A(a, f) está acotado y
i) sup^ER E(a) < 0 implica A(a, f) _(^^, .12) ;
ii) sup^Ep, ^(ñ) = 0 implica (ñ°, ^2) \{.^1} C A(a, f) C(ñ°, .^2) ;
iii) sllpñER
.F•(i1) > O impliCa (i1^, ^1) U(ñ2i ñ2) C A(a, f) C l.^l, ^2) •
Además, en el caso iii) las siguientes afirmaciones son ciertas:
a) Si
sup ^(a) > 0, (3.3.64)
aER
entonces
C+(^i) C(^°^ ^i] x u^ C+(^2) C ^^2^ ^2) x L! . (3.3.65)
b) Supongamos (3.2.3) y
sup E(a) = 0. (3.3.66)
aER
Entonces
C+(^i) C(^°, ^i) x u, C+(^2) C (^i, ^2) x u. (3.3.67)
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c) En ambos casos, a) y b), C+(^ti) es no acotado en I,t y (^^, +oo) E C+(^;) , i= 1, 2.
Demostración: En efecto, ya que W cambia de signo en Stá, gracias al Teorema 2.11.1-d)
tenemos que ^
lim ^(^) _ -oo , lim ^(.1) _ -oo , lim Eo(a) _ -oo . (3.3.68)
a^t^ a^f^ a^too
Así, por la concavidad de las aplicaciones E(a) y Eo(^) (cf. Teorema 2.11.1-a)) y teniendo en
cuenta (3.1.14) y(3.3.68), se sigue que
sup Eo(a) > 0 si, y sólamente si, {.^ E R: E(.1) < 0< Eo(.^)} #^.
.^ER
De este modo, la Proposición 3.2.3 y el Teorema 3.2.4 implican la equivalencia (3.3.63). Supong-
amos ahora que A(a, f)^^. Observar que en este caso, se sigue de los argumentos pre-
vios que la aplicación Eo(.^) tiene exactamente dos raíces reales, denotadas en lo sucesivo por
.1° , i= 1, 2 con a° <.12. Entonces, ya que supaER ^o(^) > 0, se sigue de (3.3.68) que el conjunto
{a E R: Eo(^) > 0} está acotado y gracias a la Proposición 3.2.3, inferimos que A(a, f) está
acotado. Por otra parte, teniendo en cuenta (3.1.14), (3.3.68), Proposición 3.2.3 y Teorema 3.2.4,
las afirmaciones i), ii) y iii) se siguen fácilmente.
Ahora probamos iii) - a) , iii) - b) y iii) - c). Supongamos iii) y (3.3.64). Entonces, gracias
a la Proposición 3.2.3,
A(a, f) c{a E R: ^(a) < o<^o(a)} _(a°, ^^] ^[^2, a2) •
Ahora, ya que C+(.^i) es conexo y debido al Teorema 3.3.10, .1i , i= 1, 2 es un valor de bifur-
cación a soluciones positivas de (3.1.1) desde la rama trivial (.^, u) _(^, 0), se sigue (3.3.65).
Similarmente, si iii) es satisfecho, asumimos (3.2.3) y además suponemos (3.3.66), en lugar de
(3.3.64), entonces obtenemos que
A(a, Ĵ) c(^i, ai) ^(^i, a2) •
Ya que C+(ai), i= 1, 2 es cerrado y conexo, también tenemos (3.3.67).
Ahora, en cada uno de los casos iii) - a) y iii) - b) se sigue de la alternativa global de
Rabinowitz [46^, que o bien C+(a^), i= 1, 2 es no acotado en R x Lf o existe algún az con
^; #.^s, el cual es un valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial
(a, u) _ (.1, 0), satisfaciendo
C+(^;) f1 [{(^, u) _ (a, 0)} ^ ( ^z, 0)^ _ (az , 0).
De este modo, bajo cualquiera de las condiciones de a) o b), gracias al Teorema 3.3.10, se sigue
que ^1 y ^2 son los únicos valores de bifurcación a soluciones positivas de (3.1.1) desde la rama
trivial (.^, u) _( .^, 0) en Pa(C+(^1)) y Pa(C+(^2)), respectivarnente. Entonces, necesariamente
C+(a;) , i= 1, 2 es no acotado en R x?,^. Además, ya que su a-proyección está acotada, nece-
sariamente su Lf-proyección es no acotada. Además, ya que por el Teorema 3.3.6 tenemos cotas
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a priori uniformes para las soluciones positivas de (3.1.1) en cualquier subconjunto compacto
de Á(a, f), inferimos del Teorema 3.3.9 que (a°, oo) E C+(as) , i= 1, 2. Esto concluye la de-
mostración del resultado. . ^
Proposición 3.3.13 Supongamos que W E A(SZá), es decir, W es un potencial admisible en
SZá y que además e^iste un subconjunto abierto D_ C St \ S2á para el cual
sup W < 0. (3.3.69)
D_
Entonces,
A(a, f)# 0 si, y sólamente si, v^°^"^ [G, B(b, S2á^^,y)] > 0; (3.3.70)
donde S2á^^,y representa el subconjunto abierto má.^imal de Stá donde W es nula, es decir,
^o ._ ^o 0
a,w •- ( a)w•
Supongamos además A(a, f)^ f^. Entonces
i) suPaER, ^(^) < 0 implica A(a, f ) _ (-oo, ^^) ; ^
ii) supaER, E(a) = 0 implica (-oo, a^) \{al} C A(a, f) C(-oo, a^) ;
iii) supaER, E(a) > 0 implica (-oo, al) U(.^2i ^^) C A(a, f) C (-oo,.^°) .
Además, en el caso iii) las siguientes afirmaciones son ciertas:
a) Si las hipótesis de iii) - a) de la Proposición 3.3.12 son satisfechas, entonces
^+(^^) c(-^,^^] x u, ^+(^2) c[^2,a°) x u, (3.3.71)
b) Si las hipótesis de iii) - b) de la Proposición 3.3.12 son satisfechas, entonces
c+(^l) c(-^,^^) x u, c+(^2) c(^^,a°) X u. (3.3.72)
c) En ambos casos, iii) - a) y iii) - b), C+(al) es no acotado en ^ y?,1, C+(^2) es no acotado
en u y (^^, -^-oo) E C+(ñ2) •
Demostración: En efecto, ya que W E A(SZá), el conjunto SZá,^,y satisface (A1) en SZá y por
ello, el autovalor principal o^°^"^ [G,13(b, SZá^y^,)^ está bien definido. Además, ya que
as^°,w n rl c s^° n r1= as^^ n rl,
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y debido al hecho de que (3.1.8) se verifica sobre BStá fl I'1i tenemos que (3.1.8) se verifica sobre
BSZá^yy fl I'1. De este modo, gracias al Teorema 2.10.4, se desprende
lim Eo(a) = Q^a'`v^G^^(b^^á,w)^•
a^,-oo
Tomemos
^ñ w ^_ (^á)w ^
(3.3.73)
el cual está bien definido ya que W E A(SZá). Gracias a (A2) tenemos que W está alejada de
cero en cada subconjunto compacto de SZá yy y por ello, gracias a(3.3.69), W cambia de signo
en S2. De este modo, se sigue del Teorema 2.11.1-d) que
lim ^(^) _ -oo .
a^f^ (3.3.74)
También, el Teorema 2.11.1-b) ^, implica
a^^ Eo(a) _ -oo . (3.3.75)
Además, ya que W>_ 0 en SZá, por la monotonía del autovalor principal con respecto al potencial,
se sigue que Eo(a) es decreciente. Para probar (3.3.70) argumentamos como sigue. Supongamos
A(a, f) # 0 y tomemos ^. E A(a, f). Entonces, gracias a la Proposición 3.2.3, tenemos que
Eo(a,) > 0 y ya que Eo(.^) es decreciente, obtenemos que
lim Eo(^) > 0.
a^,-ao
Ahora, (3.3.73) completa la prueba de la condición necesaria. R.ecíprocamente, si
^1^°'W ^G^ ^(b^ ^á,w)) > 0 +
entonces obtenemos de (3.3.73) y (3.3.74) que existe ^^` E R verificando
^(a') < 0 < Eo(^') (3.3.76)
y por eso, el Teorema 3.2.4 implica que ^` E A(a, f). Esto concluye la prueba de (3.3.70).
Supongamos ahora que A(a, f) ^ 0. Observar que en este caso, se sigue de los argumentos
previos que la aplicación Eo(^) tiene una única raíz real, la cual será denotada en lo sucesivo
por ^^. Entonces, ya que Eo(.^) es decreciente en a, las aplicaciones Eo(.1), ^(^) son cóncavas
y usando (3.3.73), (3.3.74), (3.3.75), (3.1.14), se sigue fácilmente de la Proposición 3.2.3 y el
Teorema 3.2.4, la validez de i), ii) y iii). Similarmente, argumentando como en la Proposición
3.3.12, obtenemos las afirmaciones iii) - a) y iii) - b). Ahora probamos iii) - c). En efecto,
gracias al Teorema 3.3.10 tenemos que .^1 es un valor de bifurcación a soluciones positivas de
(3.1.1) desde la rama trivial. De este modo, se sigue del Teorema 3.3.10 y la estructura de E(.^),
que ^1 es el único valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial en
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Pa(C+(^1)). Por eso, gracias a la alternativa global de Rabinowitz [46], obtenemos que C+(^1)
es no acotado en R x l,t. De este modo, por la existencia de cotas a priori para las soluciones
positivas de (3.1.1) en cada subconjunto compacto de t^(a, f) (cf. Teorema 3.3.6), obtenemos que
C+(al) es no acotado en a. Además, gracias a la Proposición 3:3.7-b), C+(.^1) es no acotado en Lf.
Similarmente, adaptando los argumentos previos se obtiene fácilmente que C+(^2) es no acotado
en R x Lf. También, ya que su a-proyección está acotada, necesariamente C+(^2) es no acotado
en Ll y por la existencia de cotas a priori uniformes para las soluciones positivas de (3.1.1) en
cada subconjunto compacto de t1(a, f) (cf. Teorema 3.3.6), obtenemos que (^°, +oo) E C+(.12).
Esto completa la prueba de iii) - c) y concluye la demostración del resultado. ^
Proposición 3.3.14 Supongamos que
inf W > 0 (3.3.77)
sa^
y que e^iste un subconjunto abierto D_ C S2 ^ Siá para el que
sup W < 0. (3.3.78)
D_
Entonces, A(a, f)#^ y las afirmaciones i), ii) y iii) de la Proposición 3.3.13 son ciertas.
Además, si las hipótesis del caso iii)-a) (resp. iii)-b)) de la Proposición 9.3.13 son satisfechas,
entonces se verifica la condición (3.3.71) (resp. (3.3.72)) y en cualquiera de estos casos, C+(.^1)
es no acotado en .1 y l,t, C+(.^2) es no acotado en 1,t y (.^°,+oo) E C+(.^2).
Dernostración: En efecto, gracias a(3.3.77), para cada a< 0 tenemos que
Eo(a) _ ^^^ [c - aw, z^(b, ^a)J >_ ^^° [^, B(b, ^a)J - a ^ W .
a
Por ello, (3.3.77) implica
lim Eo(a) _ +oo. (3.3.79)
.^^,-oo
Observar que se sigue de (3.3.77) y (3.3.78) que el potencial W cambia de signo en S2. Por eso,
(3.3.74) se verifica y Teorema 2.11.1-b) implica (3.3.75). De este modo, de (3.3.74) y (3.3.79) se
sigue la existencia de a* verificando (3.3.76). Por tanto, el Teorema 3.2.4 implica que A(a, f)^ 0.
El resto de la demostración puede ser llevado a'cabo adaptando el argumento utilizado en la
demostración de la Proposición 3.3.13. Esto concluye la demostración del resultado. ^
Corolario 3.3.15 Supongamos que W satisface, o bien las hipótesis de la Proposición 3.3.12,
o de la Proposición 3.3.13 o de la Proposición 3.3.1.¢, y ademós asumamos que
sup E(.^) > 0
^EA
y (3.3.64) son satisfechos. Entonces, las siguientes afirmaciones son verdaderas:
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i) Si C+(al) emana supercríticamente de (^, u) _(.11i 0), entonces e^iste .^i verificando
^1 < ai < ^i^ (3.3.80)
' • ,
tal que bajo las hipótesis de da Proposición 3.3.12 satisface
(^°^ ^i^ U (^2^ ^á) C A(a^ Ĵ) ^ (3.3.81)
mientras que bajo das hipótesis de da Proposáción 3.3.13 (o Proposición 3.3.14) verifica
(-^^ ^i^ U (^a^ ^°) C A(a^ f )• (3.3.82)
^
ii) Si C+(^2) emana subcríticamente desde (.1, u) _(^2i 0), entonces existe ^2 verificando
^2 < ^2 < ^2 , (3.3.83)
tal que bajo las hipótesis de la Proposición 3.3.12 satisface
(^°^ ^i) U ^^2, ^z) C A(a^ Ĵ) ^ (3.3.84)
mientras que bajo las hipótesis de la Proposicáón 3.3.13 (o Proposición 3.3.1/) verifica
(-^^ ^^) U ^^2^ ^°) C A(a^ Ĵ)• (3.3.85)
iii) Si C+(.11) emana supercríticamente de (a, u) _ (^l, 0) y C+(a2) emana subcríticamente de
(.^, u) _( .^2i 0), existen ^i y^2 verificando
ñl < ñi < ^1 < ñ2 <_ ^2 < ñ2, (3.3.86)
tal que bajo das hipótesis de da Proposición 3.3.12 cumplen que
(^°^ ^i^ U ^^i^ ^á) C A(a, f ) ; (3.3.8?)
mientrns que bajo las hipótesis de la Proposición 3.3.13 (o Proposición 3.3.14) verifican
que
(-^^ ^i^ U ^a2^ ^°) C A(a, f). (3.3.88)
Demostración: i) En un principio supondremás que estamos trabajando bajo las hipótesis de
la Proposición 3.3.12. En efecto, ya que C+(al) emana supercríticamente de (^, u) _(.^1i 0),
existe E> 0 tal que
Definamos
(%^1e ñ1 + E) C^^(C+(^1)) n A(a^ f)•
ai := sup{a E R: a E Pa(C+(^1))}. (3.3.89)
Por construcción, tenemos que .^1 <.^i <_ ^1. Además, gracias al Terorema 3.3.6, existen cotas a
priori uniformes para las soluciones positivas de (3.1.1) en cada subconjunto compacto de t1(a, f),
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en particular en (al, .11]. De este modo, por un argumento natural de compacidad, se sigue que
para cualquier sucesión de soluciones positivas de (3.1.1), digamos ( .^,,, un), con u,^ = ua„ y
al < .^n < ,^1i n > 1, tal que . ,
ñmoo^n=^i^
se desprende que
lim u„=u*,
n-.oo
para alguna solución no negativa (ai,u*) de (3.1.1). Necesariamente u* > 0, ya que ^1 es el
único valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial (^, u) _(a, 0)
en (a^,.^l] (cf. Teorema 3.3.10-i)) y por construcción .11 < ai. De este modo, ya que ^a(C+(^1))
es conexo, obtenemos que
(^1 ^ ^i] C A(a^ f )• (3.3.90)
Ahora demostramos que en este caso, (3.1.1) posee una solución positiva para a=^1. En efecto,
ya que supaER, E(^) > 0, el Teorema 2.11.1-d y Teorema 2.11.3-c) implican que E'(^1) > 0 y que
^1 es un autovalor simple de (G, W, li(b), SZ) en el sentido de la Definición 1.2.3. Así, se sigue del
Teorema 3.3.10-ii) que ^l es un valor de bifurcación a soluciones positivas de (3.1.1) desde la
rama trivial (^, u) _(a, 0). De este modo, ya que C+(^l) es no acotado en Z!, (^^, +oo) E C+(.11)
y C+(.^1) emana supercríticamente de ^l, existen dos soluciones positivas de (3.1.1), digamos
(^t, uai) , i= 1, 2, con ^2 >^1 >^1 y(^ ►i, uai) E C+(^l) , i= 1, 2. Por tanto, ya que C+(.11) es
conexo y debido a hecho de que .11 es un autovalor simple de (G, W, B(b), St), se sigue fácilmente
que necesariamente existe una solución positiva de (3.1.1) en .1 = al, digamos (al, u^l), con
(^l^u^l) E C+(^1)•
Por otra parte, gracias a la Proposición 3.3.12, tenemos que
(^°^ ^1) U (^a^ ^á) C A(a^ Ĵ)• (3.3.91)
Por tanto, teniendo en cuenta (3.3.90),(3.3.91) y debido al hecho de que (3.1.1) posee una solución
positiva para ^_ ^l, se sigue (3.3.81). Esto completa la prueba de (3.3.81).
Los argumentos previos pueden ser fácilmente adaptados para mostrar (3.3.82) bajo las
hipótesis de la Proposición 3.3.13 o de la Proposición 3.3.14, ya que en ambas situaciones el
continuo C+(^1) es no acotado en a y en Ll.
Para probar ii), es suficiente tomar
a2 := inf{a E R:^ E Pa(C+(^2))}
y razonar como en el caso i).
iii) Se sigue fácilmente de i) y ái). Esto concluye la demostración del corolario. q
Nota 3.3.16 1) Resudtados simidares a los mostrados en ed Corolario 3.3.15 se pueden obtener
fácilmente, si en cualquiera de los casos i) o ii) o iii) del Corodario 3.3.15 asumimos (3.3.66)
en lugar de (3.3.64) y además suponemos (3.2.3). Omitiremos los detalles.
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2) Debe ser destacado que bajo las hipótesis de la Proposición 3.3.12-iii)-a), si denotamos
por
ai := sup{.1 E R:^ E Pa(C+(^1)) }, .^2^:= irif{^.1 E R: .^ E Pa(C+(^2)) },
pudiera ocurrir que ^i < ^1 < ^2 < ^2 siendo
A(ar f ) _ \^le ^1^ U (^2r %^2) •
De hecho, o bien A(a, f) fl (a^, .^1^, o A(a, f) fl (.^2, a2) pudiera no ser cone^o, ya que la existencia
de una o varias componentes del conjunto de soducáones positivas de (3.1.1), aisladas y separadas
de C+(^t) i= 1, 2, no puede ser excluida. Similarmente, en el caso iii) - b) pudiera ocurrir que
.^i < .^1 < a2 siendo
Ala^ f ) - lñle %^l^ U (^2e %^2)
con ^i < al <^1 <^2 <.^2. Incluso mcís, o bien A(a, f )fl(.1^,.11) o A(a, f)fl(^l, a2) no necesita
ser cone^o. Situaciones similares a éstas ya descritas pudieran ocurrir bajo las hipótesis de la
Proposición 3.3.13-iii) y Proposición 3.3.14-iii).
Ahora damos un resultado de multiplicidad local de las soluciones positivas de (3.1.1).
Corolario 3.3.17 Supongamos que W satisface, o bien las hipótesis de la Proposición 3.3.12,
o de la Proposición 3.3.13 o de la Proposición 3.3.1.¢. Asumamos además que sup^,ER, ^(a) > 0
y que o bien (3.3.64) es satisfecho o se verifican (3.3.66) y (3.2.3). Entonces, las siguientes
afirmaciones son ciertas:
i) Si C+(^1) emana supercríticamente desde (a, u) _(^1, 0), entonces existe e > 0 tad que
(3.1.1) posee al menos dos soluciones positivas para cada ^ E (.1i, al + e) y al menos una
solución positiva para .^ = al.
ii) Si C+(a2) emana subcríticamente desde (^, u) _(.12i 0), entonces e^iste E > 0 tal que
(3.1.1) posee al menos dos soluciones positivas para ca.da a E(.^2 - E,.^2) y ad menos una
solución positiva para ^ _ .12.
Proof: i) Ya que bajo las actuales hipótesis se verifica que ^(^1) = 0 y ^'(.^1) > 0, se sigue
del Teorema 2.11.3-c) y Teorema 3.3.10-ii) que .^1 es un autovalor simple de (G, W, B(b), SZ) en
el sentido de la Definición 1.2.3 y un valor de bifurcación a soluciones positivas de (3.1.1) desde
la rama trivial (.^, u) _(a, 0). Además, gracias al Teorema 3.3.10-ii), existe pl > 0 tal que
en Bpl(^l) el conjunto de soluciones positivas de (3.1.1) está dado por la curva de soluciones
positivas (3.3.49), donde Bpl (al) representa la bola de radio pl > 0 centrada en (^1, 0). Además,
argumentando como en la demostración del Corolario 3.3.15, obtenemos que existe una solución
positiva de (3.1.1) en .1 =^1i digamos (.^l,úl), con (.^l, ŭl) E C+(.^1). Sea P2 E(O,pi) tal
que (.^1,^1) ^ BPZ(.11) y(.^2,u2), con .11 <.12, la solución positiva de (3.1.1) obtenida como
intesección de la curva de soluciones positivas (3.3.49) con
{(a, u) E R x l,t : ^^ (a, u) ^^R.xu = p2 }.
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Tenemos que (.^Z, u2) E C+(al). Así, ya que C+(al) es conexo, existe un subcontinuo de C+(.^1),
digamos Ci (^1), conectando (J^2, u2) con (^l, ŭ l). Ahora, por la estructura del conjnto de solu-
ciones positivas de (3.1.1) dada por el Teorema 3.3.10-ii), necesariamente Ci (.^1) está localizado
en el exterior de BPz(^l). Por tanto, para cada .^ E(^1i.12) existen al menos dos soluciones
positivas de (3.1.1), una en el interior de la bola BPZ(al) y otra fuera de la bola Bp,(.^1).
Este argumento puede ser fácilmente adaptado para mostrar Parte ii). Esto concluye la
demostración. ^
Nota 3.3.18 Observar que si se cumple (3.3.50) y D(^1) > 0, entonces C+(^1) emana su-
percríticamente desde (^, u) _(.^1i 0) y podemos aplicar el Corolario 3.3.15-i) y Corodario
3.3.17-i). Similarmente, cuando se cumpde (3.3.50) y D(.^2) < 0, entonces C+(^2) emana
subcríticamente desde (^, u) _(a2, 0) y podemos aplicar el Corolario 3.3.15-ii) y Corolario
3.3.17 ii).
Teorema 3.3.19 Supongamos que W E A(SZ) y denotemos por S2^,y C SZ al subconjunto abierto
mó,ximal donde W es nula. Observar que SZi°,y satisface (Al). Asumamos ademcís que v es el
campo conormad sobre BSZ^^,y fl I'1 y que
inf W > 0. (3.3.92)^a .
Entonces, A(a, f) ^ 0 y las siguientes afirmaciones son ciertas:
i) Si oiw [G, Ii(b, SZ°yi,)J < 0, entonces A(a, f) _(-oo, a°) .
ii) Si Q^"' [Ĝ ,13(b, SZ°YZ,)] < 0< v^`y [Ĝ ,13(b, S2^°,y)], entonces o bien
(a) A(a, Ĵ) _ (-^^ ^i) ^ o
(b) A(a^ Ĵ) _ (^^ ^ ^°) , o
(c) A(a, f)_[a*, ^°) para adgún a* satisfaciendo
E(a*) < 0 < ^(,^*). (3.3.93)
iii) Si QiW [Ĝ , S(b, SZj^,y)] > 0, entonces o óien
(a) A(a^ f ) _ (^i, ^°), o
(b) A(a, f)_[a*, .^°) para adgún ^* satisfaciendo
^(a*) < 0 < ^(^*) (3.3.94)
con al menos una de las desiguaddades de forrraa estricta.
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Ademds, en los casos ii) -(b), ii) -(c) y iii), C+(^1) es no acotado en L! y
(^°, +oo) E C+(^1) ,
mientras que en el caso ii) -(a), C+(^1) es acotado en i,i y no acotado en ^, si
(.1^, +oo) ¢ C+(^1) .
Demostración: Ya que W E A(S2) y v es el campo conormal sobre 8S2i°,y fl I'1i se sigue del
Teorema 2.10.4 que
lim ^(^) _ ^^W [G+ ^(b+ ^°w)) +
.^^,-oo
lim ^(a) = a^W [G, B(b, Stw)] • (3.3.95)
a1,-^
Además, por la monotonía del autovalor principal con respecto al potencial, para cada .^ < 0
Ea(a) _ ^1 á [G - ^W, ,t3(b, ^á)] ? ^i^° [G, ^(b, ^á)] - ^ ^ W
a
y por eso, (3.3.92) implica
lim Eo(^) _ +oo. (3.3.96)
a^-^
Por otra parte, ya que W > 0 en St y se verifica (3.3.92), se sigue del Teorema 2.11.1-b) que las
aplicaciones ^(a), E(a) y Eo(^) son decrecientes y
^^m o ^(^) _ -oo, ^^m o ^(^) _ -oo, ^^m o Eo(.^) _ -oo. (3.3.97)
También, gracias a(3.3.95) y debido al hecho de que E(.^) y ^(^) son decrecientes, tenemos que
sup ^(^)
_ ^^"^ [G+ B(b+ ^°w)] + sup E(^) _ ^iw [G+ ^(b+ ^°w)]. (3.3.98)
aER aER
En particular, deducimos que Ep(a) tiene una única raíz real denotada por ^^, y que cada una
de las aplicaciones ^(^) y ^(.1) tiene a lo sumo una única raíz real, denotada por .^1 y^1
respectivamente, de acuerdo al signo de Q^W [G, B(b, St^^,y)] y Qi "' [Ĝ ,13(b, Stj°,y)J, respectiva.mente.
Ahora probamos que A(a, f) ^ 0. En efecto, se obtiene fácilmente de (3.1.14), (3.3.96),
utilizando además la continuidad de E(^) y Eo(.^), que existe .^ satisfaciendo
E(^) < 0 < Eo(^) .
Así, gracias al Teorema 3.2.4, ^ E A(a, f) y por eso A(a, f)^ 0.
Ahora probamos que si (al, ul) es una solución positiva de (3.1.1) para algún .11 E A(a, f),
entonces (3.1.1) posee una solución positiva para cada ^ E[.11, ^^), es decir, [al, .1°) C A(a, f).
En efecto, ya que W> 0 en SZ y (.11, ul) es una solución positiva de (3.1.1), para cada .1 > al
se desprende
0= G(^i)ui + a(x) f(x, ul)ui > G(^)ul + a(x).f (x, ui)ul en SZ ,
Estructura de/ diagrama de soluciones positivas 141
13(b)ul = 0 en 8St ;
es decir, ul es una subsolución positiva estricta de (3.1.1)'para cada .^ >.11. Además, gracias
al Teorema 3.2.6, para cada .1 < a^ existe una supersolución positiva estricta arbitrariamente
grande de (3.1.1), alejada de cero en SZ. En particular, para cada .11 <.1 <.1^, ul es una
subsolución positiva estricta de (3.1.1) y existe una supersolución positiva estricta de (3.1.1),
digamos wa , satisfaciendo 0< ul < ŭa. De este modo, aplicando el método de sub y supersolu-
ciones (e.g. [3]), obtenemos que (3.1.1) posee una solución positiva para cada .1 E(^1i ñ^) y por
tanto
[ai, ^°) C A(a, Ĵ) •
En particular, A(a, f ) es conexo.
Ahora probamos Parte i). Supongamos ^^w [G,13(b, Stj°,y)] < 0. Entonces usando los resulta-
dos (3.1.14), (3.3.95), (3.3.96), (3.3.97), (3.3.98) y el hecho de que las aplicaciones ^(^) y ^(^)
son decrecientes, se sigue que
E(a) < 0< Ep(^) para cada ^ E (-oo,.^^).
Por eso, la Proposición 3.2.3 y el Teorema 3.2.4 implican que t^(a, f) _(-oo, .1°). Esto completa
la demostración de Pazte i).
Observar que si las hipótesis de Parte i) fallan, entonces Q^"' [G,13(b, S2tc,y)] > 0 y ya que
^^W [G, ^(b, ^°w)] ^ ^^w [G, ^(b, ^°w)] ^
puede ocurrir que o bien
0
o < ^^W [G, ^(b, s^w)] <_ ^^w [G, ^(b, ^°.)] ,
^^^" [G,
^(b, ^w)] <_ o < ^1 w [G, ^(b, ^w)l•
(3.3.99)
Entonces, paza probar Pazte ii) y Parte iii) necesitamos distinguir entre los dos diferentes
últimos casos.
Demostración de la Parte ii). Supongamos o^`"' [Ĝ , Xi(b, S21°,y)] < 0< Qi W[G, B^b, S^°yy)]. En
este caso la aplicación E(a) tiene una única raíz real denotada en lo sucesivo por ^1. Además,
se sigue fácilmente que paza cada .^ E(ai, ^^) se verifica que
^(^) < o < Eo(^)
y por eso, el Teorema 3.2.4 implica que ^
(al, ^^) C A(a, f ) . (3.3.100)
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Entonces, o bien (3.1.1) no admite una solución positiva si .1 <,11i o existe una solución positiva
de (3.1.1) para algún ^1 <,^1, digamos (al, ul). En el primer caso, utilizando (3.3.100) se sigue
de la Proposición 3.2.3 que
A(a, f ) _ (^i, ^°) . ' ,
Esto completa la prueba de ii) -(b).
En el segundo caso, gracias a la Proposición 3.2.3 y al Teorema 3.2.4, o bien
inf A(a, f ) _ -oo ,
0
inf A(a, f) E R.
Así, si inf A(a, f) _-oo debido al hecho de que A(a, f) es conexo, obtenemos que
A(a^ Ĵ) _ (-^^ ^i)
y ii) - (a) es mostrado.
Si no es así, definamos
.1* := inf A(a, f) E R. (3.3.101)
En este caso, se sigue del hecho de que A(a, f) sea conexo que
(^i ^ ^°) C A(a^ f ) •
Además, gracias al Teorema 3.3.6, tenemos cotas a priori uniformes para las soluciones positivas
de (3.1.1) en cada subconjunto compacto de t1(a, f). Así, las soluciones positivas de (3.1.1) están
uniformemente acotadas en [^*, al +e] para algún s> 0 satisfaciendo ^1-{-e <^^. Ahora, por un
argumento estándar de compacidad, podemos inferir la existencia de una sucesión de soluciones
positivas de (3.1.1), digamos (an, un) , con .1* <.1n < al + e, n> 1 tal que
ñi,^(^n^u,.) _ (^*^u') ^
para alguna solución no negativa u* de (3.1.1) en ^_^*. De este modo, debido a que ^_ ^l es
el único valor de bifurcación a soluciones positivas de (3.1.1) desde la rama trivial (a, u) _(.1, 0)
(cf. Teorema 3.3.10-i)-ii)), o bien a* <.11 y entonces u* > 0, o.^* _ ^l y(3.1.1) posee una
solución positiva u* en al. Por tanto, si (3.3.101) es satisfecho y (3.1.1) posee una solución
positiva para algún ^1 < ^i, o bien A(a, f)_[.^*, ^o) para algún ^* verificando
^(a*) < 0 G E(a*) ,
o A(a, f) _[^l, ^°). Esto completa la prueba de ii) -(c).
Demostración de Parte iii). Supongamos Q^w (Ĝ ,13(b, SZ°yT,)] > 0. En este caso, gracias a
la Proposición 3.2.3 se sigue de (3.3.98) que A(a, f) está acotado inferiormente. Ahora, los
mismos argumentos utilizados para demostrar Parte ii) pueden ser usados para completar la
demostración de la Parte iii).
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Finalmente, debido a que .^1 es el único valor de bifurcación a soluciones positivas de (3.1.1)
desde la rama trivial (cf. Teorema 3.3.10-i),ii)), se sigue de la alternativa global de Rabinowitz
[46], que C+(^1) es no acotado en R x L!. Por otra parte, en los casos ii) -(b), ii) - Sc) o iii)
la a-proyección de C+(al) está acotada. Por tanto, en estos ĉasos obtenemos que C+(^1) es no
acotado en l,t. Además, en cualquiera de estos casos, por la existencia de cotas a priori uniformes
para las soluciones positivas de (3.1.1) en cada subconjunto compacto de Á(a, f), (cf. Teorema
3.3.6), tenemos que (a^, +oo) E C+(ai).
En el caso ii) -(a), si además (a^, ^-oo) ¢ C+(^1), entonces se sigue de la existencia de
cotas a priori uniformes para las soluciones positivas de (3.1.1) en cada subconjunto compacto
de Á(a, f)(cf. Teorema 3.3.6) que la .1-proyección de C+(^1) es no acotada, ya que por la
alternativa global de Rabinowitz [46] tenemos que C+(.^1) es no acotado en R x L!. Además, se
sigue de la Proposición 3.3.7-a), que en este caso la ?,^-proyección de C+(al) está acotada. Esto
concluye la demostración del teorema. ^
Teorema 3.3.20 Supongamos que W E A(S2) n A(S2á). Denotemos por SZá^yy ad subconjunto
abierto def^nido en la Proposición 3.3.13 y por SZt°,y ad subconjunto abierto má^imad de SZ donde
W se anuda. Supongamos además que v es ed campo conormad sobre BSZw n rl. Entonces,
A(a, f) ^^ si, y sódamente si, o^°•"^ [G, B(b, S2á^^,^,)] > 0. (3.3.102)
Supongamos ademcís (3.3.102). Entonces, todas das a,firmaciones ded Teorema 3.3.19 son ciertas.
Demostración: Ya que
a^Ĝa,W n rl c Ĝ^á n rl = astá n rl
y(3.1.8) se verifica sobre BStá n rl, tenemos que (3.1.8) se verifica sobre 8S2á,^,y n ri. Por ello,
el Teorema 2.10.4 implica que
llm ^ip(^) - ^l^a•W [^"e ^lb^ ^a,W )] •
a^,-oo
Además, ya que W> 0 en SZá, la aplicación Eo(a) es decreciente. Ahora, argumentando como
en la demostración de (3.3.70) en la Proposición 3.3.13, se sigue (3.3.102). EI resto de la de-
mostración puede ser llevado a cabo adaptando el argumento utilizado en la demostración del
Teorema 3.3.19. ^
Teorema 3.3.21 Supongamos que
infW>0. (3.3.103)
Entonces, A(a, f)^ 0. Además, o bien
n
iĴ A(a, Ĵ) _(^i, a^) o
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ii) A(a, f)_[^*, ^°) para algún a* verificando
^(^*) ^ 0 ^ E(^*)
con al menos una de las desiguaddades de forma estricta. En este caso, si además se cumple
(3.2.3), entonces
^(a*) < 0 < ^(,1*) .
En cualquiera de estos casos, i) y ii), C+(.11) es no acotado en l,t y (.1^, +oo) E C+(.^1).
Demostración: En efecto, se sigue de la monotonía del autovalor principal con respecto al
potencial, que para cada ^< 0
^(^) = Q^[Ĝ - ^W, B(b)l ? ^n[Ĝ , ^(b)I - ai^f W .
Por eso, (3.3.103) implica
lim ^(a) _ +oo . (3.3.104)
^^,-oo
Así, de (3.1.14) y(3.3.104) se desprende que
^^ ^(^) _ +oo , ^^m o Eo(^) _ +oo. (3.3.105)
Además, usando (3.3.103), el Teorema 2.11.1-b) implica que las aplicaciones ^(.^), E(^) y Eo(^)
son decrecientes y
lim ^(^) _-oo, lim ^(a) _-oo, lim Eo(.^) _-oo. (3.3.106)
a^+^ a^+^ a^+^
En particular, se sigue de los anteriores hechos que cada una de las aplicaciones previas tiene
una única raíz real, denotada por .^1i ^1 y^°, respectivamente. Ahora, usando los resultados
(3.1.14), (3.3.105), (3.3.106) y gracias a la continuidad de E(a) y Eo(a), obtenemos que
E(a) < 0< Eo(.1) para cada a E(.1i, ^^)
y por eso, se sigue del Teorema 3.2.4 que
(^i, ^°) C A(a^ Ĵ)•
El resto de la demostración puede ser lleva,do a cabo adaptando el argumento utilizado en la
demostración del Teorema 3.3.19-iii). Esto concluye la demostración del teorema. p
Nota 3.3.22 Obséruese que si en los resultados previos cambiamos W por -16', entonces pode-
mos obtener fácilmente los correspondientes resudtados sobre la estructurn de A(a, f) y ded con-
tinuo C+(^;), i= 1, 2.
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3.4 Comportamiento puntual de las soluciones positivas
En esta sección adoptamos los argumentos de [37], [20]; [38], para mostrar el crecimiento puntual
a infinito de las soluciones positivas de (3.1.1) en S2á y sobre BStá fl I'1, cuando .^ tiende al valor
de bifurcación desde infinito, en el caso especial cuando W tiene signo constante en St.
Teorema 3.4.1 Sean {uá} cualquier famidia de soduciones positivas de (3.1.1), (^, i) E A(a, f) x
,7(^) y I'i ,1 < k< ni das componentes de I'1. Supongamos que W> 0 en SZ y que existe un
subconjunto abierto D+ C Stá para el que
DfW>0. (3.4.1)
+
Supongamos además que
lim Eo(a) > 0.
J^^,-oo
I^enotemos por ^o a la única míz real de da aplicación Eo(^). Entonces,
P
(3.4.2)
`lim uá(^) = oo, x E S2á U U I'i' , i E.7(^) , (3.4.3)
^^Q^
'^1
donde { kl, k2i ... , kp } representa el subconjunto de { 1, .. . nl } para el cual ri f18S2á # 0 si, y
sólamente si, k E { kl, k2, .. ., kp }.
Además, se verifica (3.4.3) uniformemente en cada subconjunto compacto de Stá U 1^=1 I'i' .
En particular, e^isten ^1 E A(a, f) próximo a ao y para cada subconjunto compacto K de
S2á U^_1 I'i' una constante y(K) > 0, tal que la siguiente estimación se cumple en K
uá > dog( ^0 - ^1)ryíKl, i E ,7(.1) (3.4.4)
^o - ^
para cada ^ comprendido entre ^1 y^o.
El mismo resudtado se verifica si W< 0 en SZ y ademós asumimos que e^iste un subconjunto
abierto D_ C SZá para el cual
sup W < 0 (3.4.5)
D_
^^^ Eo(^) > 0 . (3.4.6)
Demostración: Supongamos W> 0 en S^ y asumamos que se verifican (3.4.1), (3.4.2). Entonces,
se sigue del Teorema 2.11.1 y Teorema 2.11.3 que en esta situación las aplicaciones Eo(.^) y E(.^)
son decrecientes y Eo(^) tiene una única raíz real. Denotemos por .^o a la única raíz real de
Eo(^). Usando (3.1.14) y gracias al carácter decreciente de Eo(a), E(a), se sigue del Teorema
3.2.4 que existe e> 0 tal que
(^o - E^ ^o) C A(a, f )• (3.4.7)
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Por otra parte, gracias al Lema 3.3.1, existe h E Cl ([0, oo), R) satisfaciendo (3.3.1) y (3.3.2).
Ahora, consideremos el problema de valores en la frontera de tipo mixto (3.3.41) y denotemos
por B(a^h^ a su única solución positiva para cada ^ E A(a, h) (cf. Teorema 3.3.2-i)). Entonces,
argumentando como en el Teorema 3.3.9, se sigue que existé El E(0, e) tal que
(^o - Ei, ^o) C A(a, h) C A(a, Ĵ) (3.4.8)
Y
u^ > 9(a^h^ , ^ E (ao - si ^ ^o) ^ 2 E .7(^1). (3.4.9)
En particular, utilizando (3.4.8) se sigue de la Proposición 3.2.3 y Teorema 3.2.4 que
^o E 8A(a, Í) ^ A(a, h) ^ 0.
Ahora, tomemos .11 E(^o-Ei, ^o)• Ya que W> 0 en SZ, gracias al Teorema 3.3.2-iii), la aplicación
a-► B(a,h^ es cFeciente y por eso, se sigue de (3.4.9) que
u^ > B(a^h^ > B(^l^h^ , ^ E (ñi ^ ^o) ^ i E .7(^).
Así, para probar (3.4.3) es suficiente mostrar que para cada ^ E Siá U^=1 I'i'
^lim B(a^h^ (^) = oo .
En efecto, diferenciando (3.3.41) con respecto a a se desprende que
(3.4.10)
(3.4.11)
G(^)e(^,n,^ + d(^)[e(a,h)auh(B(a,h)) + h(e[a,h^)^9(^,^h^ = WB(a^h^ en St (3.4.12)
13(b)6(a,h^ = 0 en aSZ, (3.4.13)
para cada ^ E[al, ^o), donde B(a,h^ representa la derivada de 6(a^h^ con respecto a^. De este
modo, ya que a es nula en S2á y W > 0, se sigue de (3.4.10) y (3.4.12) que para cada ^ E[.^1, ^o)
se verifica lo siguiente
G(a)6(a^h^ = W6(a^h^ > WB(al^h^ in 0SZa . (3.4.14)
Además, ya que B(a^h^ > 0 y gracias a(3.4.13), se sigue de la definición del operador de frontera
II(b, SZñ), que
8(b, SZá)9(a^h^ > 0 en BSZá. (3.4.15)
Por otro parte, la solución B(al,h^ es fuertemente positiva en SZ (cf. Lema 3.2.2) y por eso, existe
c > 0 tal que
W6(^1 h^ > cWcpo en Stá , (3.4.16)
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donde cpo representa la autofunción principal asociada con Eo(.^o). De este modo, ya que Eo(a) >
0 para cada ^ E[.11i ^o), gracias a la caracterización del principio del máximo (cf. Teorema 1.3.4),
se sigue de (3.4.14),(3.4.15) y(3.4.16) que para cada .\ E[^1, ^o)
B^ ^- G-1 a WB > G-1 a cW c^,h - ( ) ( [J^,h] ) - ( ) ( ^Po) - ^o - ^ ^0 r
donde G-1(^) representa al operador inverso de G(^) en Stá y por ello,
^lim 9^a^h^ (x) _ +oo
(3.4.1?)
(3.4.18)
para cada x E SZá tal que cpo(x) > 0. Así, debido al hecho de que cpo es fuertemente positiva en
Siá, tenemos que
^Po (x) > 0 ,
y por ello, (3.4.17) implica que
^limo 6[a^h^ (x) _ +oo ,
P
para cada x E SZá U U I'i' ,
^=1
P
para cada x E Siá U U I'i' .
^=1
Observar que gracias a(Al), se sigue que I'if C BSZá y I'i' es ŭna componente de BSéa para cada
1< j< p. Esto completa la prueba de (3.4.11) y consecuentemente (3.4.3) es mostrado.
Además, ya que cpo es fuertemente positiva en SZá, se sigue que cpo está alejada de cero en
cada subconjunto compacto de SZñ U ^_1 I'i' y por eso, (3.4.17) junto con (3.4.10) implican que
(3.4.3) se verifica uniformemente en cualquier subconjunto compacto de Stá U ^J^=1 I'i' . Además,
si K es un subconjunto compacto de S2á U^_1 I'i', debido a que B^al^h^ es fuertemente positiva
en St, se sigue de (3.4.10) y (3.4.17) que la siguiente estimación es satisfecha
uá(x) >_ 9(a^h] (x) > 6(al,h] (x) + log( ^o - ^1)^1K> > log( ^o - ^1)^lKl , x E K
^0-^ ^0-%^
para cada (^, i) E [^1, ao) x,7(a); donde ry(K) := cinfK cpo > 0. Esto concluye la demostración
del teorema cuando W> 0 en S2 y se cumplen (3.4.1) y (3.4.2).
Ahora supongamos que W < 0 en SZ y además (3.4.5) y (3.4.6) se verifican. Entonces,
adaptando el argumento previo obtenemos que ^(.1) y Eo(.1) son crecientes y que existe ^1 > 0
suficientemente pequeño tal que
(^o^ ^o + el) C A(a, h) C A(a, f)•
Además, la aplicación ^-- ► 9^a^h^ es decreciente y(3.4.10) es satisfecho para cada ^ E(^o, ^1]
con .11 E(^o, .^o +^1) fijo. De este modo, argumentando como en el caso en el que W> 0 en S2,
obtenemos que
P
lim B a h (x) _-oo , para cada x E SZá U I'i' ,a^aa [ 1 U
.i=1
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y por ello, (3.4.3) es mostrado. Además, de (3.4.10) obtenemos que (3.4.3) es satisfecho uni-
formemente en cualquier subconjunto compacto de SláU^=1 I'ij, y de nuevo (3.4.4) es obtenido
para cada ^ E(^o, ^1]. Esto completa la demostración.del teorema cuando W < 0 en SZ y (3.4.5),
(3.4.6) son satisfechos. Esto concluye la demostración del teórema. ^
Nota 3.4.2 Observar que ya que la función B^al h^ es fuertemente positiva en SZ (cf. Lema 3.2.2),
B^^,l^h^ está alejada de cero en cada subconjunto compacto D de SZ U I'1. Ahora, dado un subcon-
junto compacto D de S2 U I'1, de,finamos
C(D) ' xED e^^i ^h] (^) > 0 .
Entonces, bajo das hipótesis del Teorema 3.4.1, se sigue de (3.4.10) que existe e> 0 suficiente-
mente pequeño independiente de D, tal que
uá(x) > C(D) > 0, x E D, i E.7(^) ,
se verifica o bien para cada .1 E(.^o - E, ^o) si W> 0 en S2, o para cada ^ E (.10^ ^o + e) si
W< 0 en SZ. En otras palabras, si W tiene signo constante en Sl, existe e > 0 tad que la familia
de soluciones positivas de (3.1.1)
{ uá :(a, i) E((ao - e, ao + e) n A(a, f)) x,7(.1) }
está uniformemente alejada de cero en cada subconjunto compacto de SZ U I'1.
Capítulo 4
Variación de dominios y condiciones
de frontera en una clase general de
problemas sublineales
Este capítulo analiza la dependencia continua con respecto• a perturbaciones del dominio y
condiciones de frontera, de las soluciones positivas de una clase muy general de problemas
sublineales elipticos de valores en la frontera con pesos. También averigua el comportamiento
asintótico de las soluciones positivas de esa clase de problemas sublineales, cuando la función
peso en la frontera b(x) explota. Para llevar a cabo este análisis utilizaremos entre otros la
caracterización del principio del máximo fuerte debida a H. Amann y J. López-Gómez [5^, los
resultados sobre dependencia continua de autovalores principales demostrados en el Capítulo 2,
y los resultados sobre existencia y unicidad de soluciones positivas para problemas sublineales
elípticos de valores en la frontera, demostrados en el Capítulo 3.
4.1 Introducción
Es este.capítulo analizamos la dependencia continua con respecto a perturbaciones del dominio
SZ y condiciones de frontera, de las soluciones positivas del siguiente problema sublineal eliptico
de valores en la frontera de tipo mixto con peso
Gu =.1W(^)u - a(^) f(^, u)u en SZ ,
B(b)u = 0 en 8SZ ,
donde a E L^ (S2) pertenece a un cierta clase de potenciales no negativos que será introducida
más adelante y W E L^(SZ). A lo largo de este capítulo supondremos que:
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a) SZ es un dominio acotado de RN, N> 1, de clase C2, es decir, Sz es una subvariedad
N-dimensional compacta y conexa de RN con frontera 8SZ de clase C2.
b) a E R, W E L^ (St) y •.
G :_ - ^ a^^ (x) ax^ax • + ^ a, (x) ^xi + ao(x)
+,^=1 ^ i-1
(4.1.2)
es un operador diferencial lineal elíptico de segundo orden en S2 con coeficientes
az^ = a^; E Cl (SZ) , a; E C(Si) , ao E L^(SZ) , 1< i, j< N, (4.1.3)
el cual es uniformemente fuertemente elíptico en SZ. En lo sucesivo denotaremos por µ> 0
a la constante de elipticidad de G en S?. Entonces, para cada ^ E RN \{0} y x E SZ tenemos
que
N
^ a^,i(x) ^t ŝ^ ? µ ^ŝ ^2 .
t,^_i
c) B(b) representa al operador de frontera
13(b)u := u en I'o ,8„u+bu enI'1, (4.1.4)
donde I'o y I'1 son dos subconjuntos disjuntos abiertos y cerrados de 8S2 con I'o U I'1 = BSt,
b E C(rl), y
v=(vl, ...^ vN) E Cl (rl^ RN)
es cualquier campo vectorial exterior y no tangente. Necesariamente, I'o y I'1 poseen un
número finito de componentes conexas. Observar que 13(b) es el operador de frontera de
Dirichlet sobre I'o, denotado en lo sucesivo por D, y el operador de frontera de Neumann
o de derivada regular oblicua de primer orden sobre I'1. Debe ser destacado que o bien I'o
o I'1 puede ser el conjunto vacío.
d) La función f: S2 x[0, oo) - ► R satisface
f E Cl (SZ x[0, oo); R) , 1^^ f(x, u) _+oo uniformemente en S^l , (4.1.5)
Destacaremos que
au f(•, u) > 0 para cada u> 0. (4.1.6)
Ĵ (', 0) E Ci(^^ R)
y que no hay ninguna restricción de signo sobre f ( •, 0) en SZ. Además, (4.1.6) implica
f(•,o) _ ^^óf(•,^) •
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e) En lo que a la función peso a E L^(SZ) concierne, supondremos que a es un potencial
admisible en SZ, es decir, a E A(S^), donde A(SZ) es la clase de funciones peso a en SZ,
reales, no negativas, medibles y acotadas, para las cuales existe un subconjunto abierto S2á
de SZ y un subconjunto compacto K de S2 con medida c% Lebesgue cero tal que
K n (S^á U I'1) _ ^ , (4.1.7)
SZá :_ { x E St : a(^) > 0} = SZ ^(SZQ U K) , (4.1.8)
y que se verifica cada una de las siguientes cuatro condiciones:
(Al) S^á posee un número finito de componentes conexas de clase C2, digamos SZa^j; 1<
j< m, tales que SZa^' n SZa^^ _^ si i^ j, y
dist (rl, as^^ n s^) > o. (4.1.s)
Así, si denotamos por I'i, 1< i<_ nl, a las componentes de I'1, entonces para cada
1<_ i<_ nl o bien I'i C aSZá o I'i n aSZá =^. Además, si ri C aSZa, entonces I'i debe
ser una componente de aSZá. En efecto, si I'i n aStá ,-^ 0 pero I'i no es una componente
de aStá, entonces dist (I'i, aSZá n SZ) = 0.
(A2) Denotemos por {il, ..., iP} al subconjunto de {1, ..., nl } para el cual I'i n aS2á = 0 si,
y sólamente si, j E{il, ..., ip}. Entonces, a está alejada de cero en cada subconjunto
compacto de
P
sta U ^J ri .
;_^
Observar que si I'1 C aSZá, entonces únicamente estamos imponiendo que a esté
alejada de cero en cada subconjunto compacto de S2á .
(A3) Denotemos por I'ó, 1<_ i<_ no, a las componentes de I'o, y sea {il, . .., iy} el subcon-
junto de {1, ..., na} para el cual (aSZá U K) n I'ó # ^ si, y sólamente si, j E{il, ..., iq}.
Entonces, a está alejada de cero en cada subconjunto compacto de
9
S2á U[U I'ó ^(aS2á U K)] .
j=1
Observar que si (aSZá U K) n I'p =^, entonces únicamente estamos imponiendo que a
esté alejada de cero en cada subconjunto compacto de S2Q .
(A4) Para cada r^ > 0 existen un número natural Q(^) > 1 y Q(r^) subconjuntos abiertos de
RN, G^, 1 < j< Q(r^), con ^G? ^< r^, 1< j< Q(^), tales que
_ _ e(n)
G;nG^^=O si i#j, KCUG^,
j=1
y para cada 1 < j< Q(^) el conjunto abierto ^ n S2 es conexo y de clase C2.
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Debemos destacar que bajo estas hipótesis generales, la teoría abstracta desarrollada en los
Capítulos 2 y 3 puede ser aplicada para trabajar con (4.1.1).
En lo sucesivo también consideraremos la clase de funciones peso A+(St) consistente en los
elementos a E A(SZ) para los que Slá = 0(cf. Sección 2.10)^. '
Ahora introducimos alguna notación general. De aquí en adelante denotaremos por G al
operador diferencial auxiliar
G:= G+ a(•) f(•, 0) , (4.1.10)
y para cada a E R, representaremos por G(^) y G(a) a los operadores auxiliares
G(a) := G - ^W , Ĝ(^) := Ĝ - ^W . (^.1.11)
Se debe destacar, que los operadores definidos por (4.1.10) y(4.1.11) son uniformemente fuerte-
mente elípticos en SZ con la misma constante de elipticidad µ> 0 que G.
En lo sucesivo nos referiremos al problema (4.1.1) como problema P[a, SZ, B(b)]. También,
denotaremos por A[St, ,B(b)] al conjunto de valores de ^ E R para los cuales P[a, S2, B(b)] posee
una solución positiva. En el caso particular de que ,B(b) = D denotaremos por
P[^^ ^^ B(b)] = P[^^ ^> D] ^ A[^^ ^(b)] = A[SZ, D] .
Algunos resultados pioneros en el marco de soluciones débiles para condiciones de frontera
de tipo Robin clásicas, se pueden encontrar en E.N.Dancer & D.Daners [16], donde se realizó un
detallado análisis del comportamiento límite de las soluciones de ciertos problemas de valores en
la frontera de tipo Robin, cuando una sucesión de dominios S2„ converge a SZ en un sentido muy
débil. Ya que las condiciones de frontera allí consideradas son condiciones de frontera de tipo
Robin cásicas, es decir, ro = 0 y la función peso en la frontera b(x) está acotada inferiormente por
una constante positiva, para desarrollar su análisis Dancer y Daners pudieron utilizar resultados
globales de invertibilidad. Debido al hecho de que en este capítulo estamos trabajando bajo
condiciones de frontera generales de tipo mixto y en particular, la función peso en la frontera
b(x) se puede anular en algunas regiones de alguna de las componentes de rl, siendo además
negativa en otras regiones de estas componentes, para obtener la dependencia continua de las
soluciones positivas de (4.1.1) con respecto a perturbaciones del dominio St alrededor de su
frontera Dirichlet ro, debemos realizar un pormenorizado análisis sobre el comportamiento de
las trazas de las soluciones en los dominios aproximantes, para obtener así Ia convergencia en
Hl (SZ) de tales soluciones positivas. Precisamente, demostraremos los siguientes resultados sobre
dependencia continua de soluciones positivas de (4.1.1), con respecto a perturbaciones exteriores
e interiores del dominio alrededor de su frontera DirichIet.
Teorema 4.1.1 (Dependencia continua exterior) Supongamos (1.4.15). Sea Slo un subdo-
minio propio de SZ con frontera de clasé C2 tal que
as^o=r$url, r^nr1=^,
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donde I'ó satisface los mismos requisitos que I'o, y sea SZn C St, n> 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a SZo desde el e^terior en el sentido de la Definición
2.5.1. Para cada n E N U{0} denotemos por ,Bn(b) al, operador de frontera definido por
13n(b)u ._
donde
Supongamos además que
y que existe na E N ta! que
,
en I'p ,
en I'1,
I'ó := BSZn \ I'1i n E N U{0} .
a E A(^o) , ^ E A[Sto^ Bo(b)]
00 00
a E n A(Sin) , .^ E n A[Sin, ^n(b)]
n=no n=no
y para cada n>_ 0 denotemos por un a la única solución positiva de P[.^, SZn, Xin(b)]; debe ser
destacado que la unicidad está garantizada por el Teorema 3.3.2. Entonces,
ñ ^oo IIunISZo - uO^^Hi(S2o) - ^.
Teorema 4.1.2 (Dependencia continua interior) Supongamos (1.4.15). Sea SZo un subdo-
minio propio de SZ con frontera de cdase C2 tal que
as^o = r$ U rl , r$ n r1= ^,
donde I'ó satisface los mismos requisitos que Po, y sea S2n C S2, n > 1, una sucesión de dominios
acotados de RN de cdase CZ convergiendo a SZo desde el interior en ed sentido de la Definición
2.5.1. Para cada n E N U{0} denotemos por ,Cin(b) al operador de frontera definido por
^n(b)u ,_ u en
8„u ^- 6u en
I'p ,
I'1i
donde
Supongamos además que
y que es;iste np E N tal que
I'o := aStn \ I'1,
a E A(Si0) ,
n E N U{0} .
ñ E A[SZo,130(b)] ,
^ ^
a E n A(Sin) , ñ E n A[SZn,13n(b)] ,
n=n0 n=no
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y para cada n>_ 0, denotemos por un a da única sodución positiua de P[^, S2n, Bn(b)J; debe ser
destacado que la unicidad está garantizada por el Teorema 3.3.2. Entonces,
li ^ ^^ŭn - uo^^xl(f2o) _^^,"
donde
_ un en S2n
un ' 0 en SZ SZ0 \ ne
n>1.
Ahora, combinando el Teorema 4.1.1 con el Teorema 4.1.2 obtenemos el siguiente resultado:
Teorema 4.1.3 (Dependencia continua) Supongamos (1.4.15). Sea SZo un subdominio pro-
pio de St con frontera de clase C2 tal que
asio = rg U rl , rg n r1= 0,
donde I'ó satisface los mismos requisitos que ro, y sea SZn C SZ, n>_ 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a Sto en el sentido de la Definición ,2.5.1.
Sean S2ñ y SZñ , n> 1, dos sucesiones de dominios acotados en S2 tales que SZñ, n> 1,
converge a SZo desde el interior, Stñ , n> 1, converge a S2o desde el exterior y
Siñ C SZo fl Stn , Sio U Sin C Siñ , n> 1.
Para cada
ŜĜ E ii :_ { S^0 , Sln , S2ñ , sĜñ . n> 1},
denotemos por 13(b, SZ) al operador de frontera definido por
13(b, SZ)u := u en 8SZ \ I'1,8„u + bu en rl .
Supongamos además que
y que e^iste no E N tal que
a E A(Sto) , a E A[SZo, Bo(b)] ,
00
a E n[A(Stn) rl A(Siñ) fl A(St,n )^
n=na
a E(ĵ (n[s^n, ^(b, s^n)l ^ A[^ñ, ^(b, s^ñ)] ^ n[^ñ , B(b, ^ñ )1) ^
n=no
Denotemos por uo a la única sodución positiva de P(^, SZo, B(b, S2o)j y para cada n> no, denote-
mos por un, uñ, uñ a das únicas soduciones positivas de
P[^, ^n, ^(b, nn)^ , P[^+ ^n, B(b^ ^n)^ ^ P[^^ ^n + B(b, ^n )^ +
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respectivamente. Ahora, definamos
un =
Entonces,
y
Por tanto,
uIn
0
en S2ñ
en Sip ^ 52,1, ,
en
en
ñ^^ Iluñ I^o - uoilHl(^o) _ ^ ^
^n
s^ \ ^n , n> 1.
n^^oo Ilun - u^IIHl(SZo) _ ^ ^
2"bñ < 1dp G Tdn IS2o ^ un < unlf2o G uñ I^o ,
ñ ^oo IIŭnl^u - upllLp(52^) = 0 ^
en Sip , n > na .
p E [l, oo) •
Otra propiedad que analizaremos en este capítulo será la dependencia continua de las solu-
ciones positivas de (4.1.1) respecto de la función peso en la froritera b(x). En este sentido, nuestro
principal resultado establece lo siguiente:
Teorema 4.1.4 Denotemos porv(L^(rl),Ll(I'1)) a la topología débil de L^(I'1). Supongamos
I'1 #^ y (1.4.15). Sea bn E C(I'1), n> 0, una sucesión verificando
ñ ^bn = bp en Q(L^(r^)^L^(ri)) •
Sean 61, b2 E C(I'1) y no E N tales que
(4.1.12)
bl < bn < b2 , n= 0, n > no , (4.1.13)
cuya existencia está garantizada por (4.1.12). Supongamos además que
a • ^
^ E A[^^ B(bo)] n Í^ A[^+ E(bi)] n n A[^^ 13(bn)] . (4.1.14)
i=1 n=no
Para cada n> no, denotemos por un a la única solución positiva de P[a, S2, S(6n)], y por ua a
la única sodución positiva de P(^, SZ,13(bp)], cuya existencia estd garantizada por (4.1.14) y cuya
unicidad por el Teorema 3.3.2. Entonces,
ñ ^ Il^n - ^OIIHi(SE) _ ^.
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Parece que éste es el primer resultado general disponible en la literatura, concerniente a la
dependencia continua con respecto a b(^) de las soluciones positivas de un problema de valores
en la frontera del tipo (4.1.1). Debe ser destacado c}ue el Teorema 4.1.4 es un resultado muy
general con consecuencias muy fuertes. Por ejemplo, Theorem 4.1.4 es esencial en el análisis del
comportamiento de las soluciones positivas de problemas de valores en la frontera con condiciones
de frontera no lineales.
Finalmente, es este capítulo averiguaremos el comportamiento asintótico de las soluciones
positivas de (4.1.1) cuando
min b(x) j' oo.
r^
En este sentido, nuestro principal resultado establece que éstas convergen a la solución positiva
del problema de Dirichlet P(^, SZ, DJ. El resultado es el siguiente:
Teorema 4.1.5 Supongamos I'1 # 0. Sea bn E C(rl), n> 1, una sucesión verificando
lim min bn = oo .
n-'oo rl
Asumamos que
a E A[St, D] .
Supongamos además que e^iste no E N tad que
00
a E n A[^, ^(bn)J ^
Para cada n> no, denotemos por un a la única sodución positiva de P(.^, SZ, X3(bn)]. Entonces,
ñ^ II^ - uD II Hl^s^^ = o^
donde uD es la única solución positiva del problema de Dirichlet P[^, SZ, DJ .
Una vez que hemos discutido algunos de los principales resultados de este capítulo, pasamos
a describir brevemente su organización. En la Sección 4.2 damos un resultado de comparación
entre la única solución positiva de (4.1.1) y cualquier sub o supersolución positiva de (4.1.1), en la
Sección 4.3 demostramos que el hecho de pertenecer a la cLse A(SZ) o A+(St) se hereda a cualquier
subdominio abierto de St satisfaciendo determinadas propiedades estructurales, en la Sección 4.4
demostramos el Teorema 4.1.1, en la Sección 4.5 demostramos el Teorema 4.1.2, en la Sección 4.6
combinamos el Teorema 4.1.1 con el Teorema 4.1.2 para demostrar el Teorema 4.1.3, en la Sección
4.7 demostramos el Teorema 4.1.4 y finalmente, en la Sección 4.8 demostramos el Teorema 4.1.5.
Además, en las Secciones 4.4, 4.5, 4.7 y 4.8 proporcionamos condiciones suficientes bajo las cuales
está garantizado el marco abstracto de trabajo que permite aplicar los diferentes resultados de
dependencia continua de soluciones positivas de problemas sublineales elipticos.
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4.2 Un teorema de comparación
En esta sección, como una consecuencia del Teorema 1.3.4, mostramos un teorema de com-
paración entre la solución positiva y cualquier supersolucióri positiva (resp. subsolución positiva)
de un problemá elíptico del tipo (4.1.1).
Teorema 4.2.1 Para cada V E L^(SZ), sea ed problema
(G + V)u = aW (x)u - a(x) f(x, u)u en S2
X3(b)u = 0 en 8SZ . (4.2.1)
Supongamos que (4.2.1) posee una solución positiva, p> N, y u E Wp (SZ) es una supersolución
positiva (resp. subsolución positiva) de (4.2.1). Entonces,
u> 6 ( resp. u< B) ,
donde 9 representa la única sodución positiva de (4.2.1).
Demostración: Supongamos que u E Wp (St), p> N es una supersolución positiva de (4.2.1).
Necesariamente, o bien u= 6 o u,-^ 9. Si u= B el resultado está probado. Supongamos entonces
que
u ^ 9 . (4.2.2)
En este caso, u debe ser una supersolución positiva estricta de (4.2.1). En efecto, si no es así,
por la unicidad de solución positiva del problema (4.2.1) se deduce que u= 8, lo cual contradice
(4.2.2). Entonces,
(G + V+ ag - aW) (u - B) > 0 en SZ ,
B(b)(u - B) > 0 en 852,
con alguna de las desigualdades de forma estricta, donde
uz xux -8x x9z
g(x) ;= u x -B x
f(x,u(x))
si u(x) ^ B(x)
si u(x) = B(x) '
(4.2.3)
Por la monotonía de f en su segundo argumento, se sigue fácilmente que
g> f(•, B) en St ,
ya que u # 9. Así, gracias a la Proposición 2.2.3 y al Lema 3.2.2, obtenemos que
on (G + V+ ag - aW, B(b)] > Q^ [G + V+ a f(• , 6) - aW, B(b)] = 0. (4.2.4)
Debe ser destacado que pudiera ocurrir que g = f(•, B) en SZá . Por eso, > no puede ser sustituido
por > en (4.2.4) sin ningún trabajo adiccional. Supongamos
Qn(G + V+ ag - aW, B(b)] = 0 (4.2.5)
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y denotemos por cp > 0 a la autofunción principal de (G + V+ ag -^W, ,B(b), SZ). Entonces, se
sigue de (4.2.3) que para cada r^ > 0 la función
ŭ :=u-B-{-iccp ' •
nos proporciona una supersolución estricta de (G + V+ ag -^W, B(b), SZ). Además, ya que cp
es fuertemente positiva en S2, ^> 0 si rc es suficientemente grande. De este modo, se sigue del
Teorema 1.3.4 que
Q^[G + V+ ag - aW, B(b)] > 0, (4.2.6)
lo cual contradice (4.2.5). Por tanto, necesariamente se cumple (4.2.6) y cero no puede ser un
autovalor de (G + V+ ag -.1W, B(b), SZ). De este modo, gracias al Teorema 1.3.4, se sigue
de (4.2.3) y(4.2.6) que u> 6, siendo ésta la desigualdad deseada. Este argumento puede ser
fácilmente adaptado para completar la prueba del teorema. q
4.3 Estar en la clase ,,4(SZ) es hereditario
En esta sección probaremos que el hecho de estar en A(S2) o A+(SZ) se hereda a cualquier
subdominio abierto de SZ satisfaciendo adecuadas propiedades estructurales. En lo sucesivo,
siempre que a E A(Si) y SZ sea un subdominio abierto de S2 tal que a E A(Sé), denotaremos por
[SZ]á al subconjunto abierto máximal de SZ donde el potencial a se anula (recordar la definición
de la clase A(St)).
Teorema 4.3.1 SupongaTrcos a E A(SZ) y sean SZá, SZá y K los correspondientes conjuntos de
la definición de clase A(SZ). Sea SZ un subdoTrcinio abierto de SZ de clase C2 verificando
dist (BSt, aSt n SZ) > 0. (4.3.1)
Entonces, las siguientes afirmaciones son ciertas:
i) Si SZá n SZ ^ 0, S2á n S^t es de cdase C2 y
(8^ n St) n 8(Stá n S^) _(8^t n St) n 1^^ , (4.3.2)
entonces a E A(SZ) y
ii) Si SZá n S2 = 0 y
[^] a = sia n s^ .
r' \ K C S^á , (4.3.3)
parn cada co'nponente r* de 8St n SZ satisfaciendo
r*nx^0,
entonces a E A+(St) .
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In particular, si a E A+(SZ), entonces a E A+(SZ) .
Demostración: Primeramente debe ser observado que gracias a(4.3.1), cada componente
i' de aSt satisface o bien r C aS^ o r n á^ = 0 y si i' C^ aS^, ^ntonces i' debe ser una componente
de aSZ. En particular, si denotamos por ri , 1< i< nl, a las componentes de rl, entonces, para
cada 1 < i< nl, o bien ri C aSt o ri n aSZ = 0. Además, si ri C aSZ, entonces ri debe ser una
componente de aŜ2. Denotaremos por {il, ..., iñl } al subconjunto de {1, ..., nl} para el cual
ri C aSZ si, y sólamente si, i E{il, ..., i,ll }.
Ahora probamos i). Supongamos que S2á n SZ es no vacío y de clase C2. Ya que a E A(S2),
existe un subconjunto abierto Stá de S2 y un subconjunto compacto K de SZ con medida de
Lebesgue cero tal que
K n(SZñ U rl) = 0, (4.3.4)
S2á :_ { x E SZ : a(x) > 0} = S^ \(S2á U K) , (4.3.5)
y se verifica cada una de las cuatro condiciones (,,41) -(A4) de la introducción. En particular,
dist (rl, aSZá n St) > 0 . (4.3.6)
Observar, que gracias a(4.3.6), cada una de las componentes de ri, 1< i<_ nl, of rl satisface
o bien
ri c asZá
0
ri n as^a = 0 .
Además, si ri C aSZá, entonces ri debe ser una componente de BSZá.
Definiendo por
^á:=^án^,
mostraremos que el conjunto abierto
K:=KnSZ, SZá :=SZ\(SZaUK),
^^^a = ^a
y el conjunto compacto K satisfacen todos los requisitos de la definición de la clase A(SZ). En
efecto, denotemos por SZa'i, 1< i< m a las componentes de SZá. Es conocido de la definición de
clase A(SZ) que
^^'i n ^^,.1 = ^ Sla a i#j
Ya que SZñ es el subconjunto abierto máximal de SZ donde a se anula, SZá es el subconjunto
abierto máximal de St donde a se anula. Además, ya que
m m
S^4 = S^á n ^2 = U S2Q'^ n SZ = U(SZa'i n Ŝt) (4.3.7)
i=1 i=1
es de clase C2, obtenemos que SZa'' n 1^ es de clase C2 para cada 1 < i< m. Además,
s^a^' n^t n s^a^ n SZ = 0 (4.3.8)
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si i ^ j, porque
^á't n ^°,^ _ ^ .
Debe ser observa.do que alguno de los conjuntos SZá i n St, ^ < i<_ m puede ser el conjunto
vacío. De este modo, gracias a la reguaridad de S2á^' n St, para cada 1< i<_ m, obtenemos
que SZa^i n S2 posee un número finito de componentes de clase C2 con clausuras mutuamente dis
juntas. Por eso, gracias a(4.3.7) y(4.3.8), S2á posee un número finito de componentes de clase
C2 cuyas respectivas clausuras son mutuamente disjuntas. También, ya que K es un subconjunto
compacto de SZ con medida de Lebesgue cero, K es un subconjunto compacto de SZ con medida
de Lebesgue cero, y ya que K C K y S^á C SZá,
K n(SZa U rl) C K n(S^á U rl) .
Por eso, gracias a (4.3.4),
Kn(S^áUrl) =0.
Además, gracias a (4.3.5),
{x E SZ : a(x) > 0} = S2 n(SZ ^(SZá U K)) = SZ ^(SZá U K) ,
por la definición de Ŝ2á y K. Por tanto, .
SZá ={x E SZ . a(x) > 0} = SZ ^([SZ]a U K) .
Para completar la prueba de la Parte (i) resta mostrar que se cumplen (Al)-(.A4).
Ya que SZá posee un número finito de componentes de clase CZ cuyas respectivas clausuras
son mutuamente disjuntas, para completar la prueba de (Al) es suficiente demostrar que
dist (I'1i aStá n S^t) > 0.
En efecto, ya que
as^^ = a(s^Q n s^) c as^^ u as^ ,
tenemos que
(4.3.9)
as^á n s^ c(asZá U a^t) n s^ = aSZá n s't c aSZá n SZ ,
porque aSt n SZ = 0. Así, ya que a E A(SZ),
dist (rl, a Ĝ^á n^) > dist (rl, a^ÉQ n^) > o,
lo cual completa la prueba de (4.3.9).
Esto completa la demostración de (Al) para a en S^.
Gracias a(4.3.9), para cada i E{il, ..., iril }, la componente I'i de I'1 n aSZ ( cf. el principio
de la demostración) satisface o bien I'i C aSZá o I'i n aS2á = ^. Además, si I'i C aStá, entonces
I'i debe ser una componente de aŜ2ñ. Sin pérdida de generalidad podemos asumir que existe
1<ñ2<ñl
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tal que, para cada 1< k< ñl,
rlb c as^ n as^Q
si, y sólamente si, ^ ' •
1<k<ñ2.
Entonces, por construcción, tenemos
ñl ñg
rl n as^ = U ri , rl n as^ n as^^ = U ri ,
k=1 k=1
ñl
as^^ n U rib = m
k=ñ,+i
si ñ2 < ñl.
Ahora probamos (.A2) para a en SZ. Utilizando las notaciones previas, para probar (A2)
debemos demostrar que a está alejada de cero en cada subconjunto compacto de
ñl
s^á u U ri .
k=ñ,+i
Para demostrar lo anterior, utilizaremos la siguiente identidad
ñl
as^á n U ri = 0.
k=ñ,+i
Para probar (4.3.10) razonamos por reducción al absurdo asumiendo que existe
ñ2-^1<k<ñl
para el cual
Entonces, gracias a (4.3.6),
y por eso,
(4.3.10)
ri n as^á ^ ^ .
ri c asZá
ri C aStQ n aSZ, (4.3.11)
ya que, por construcción, ri C aSZ (cf. el principio de la demostración del teorema). Así, ya que
as^^ n as^ c a(s^^ n^) - as^^ ,
se sigue de (4.3.11) y(4.3.12) que
rik = rl n as^^ n as^ c ri n as^^ ,
(4.3.12)
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lo cual es imposible, ya que por construcción,
rlk n esZa = 0 .
Esta contradicción demuestra (4.3.10). Por otra parte,
Szá ={x E S2 : a(x) > 0} C {x E SZ : a(x) > 0} = Stá (4.3.13)
y por tanto, (4.3.10) y(4.3.13) implican
ñl ñl
s^ñ u U rik c s^á u U ri^ c siá u(rl ^ astQ) . (4.3.14)
k=ña+1 k=ñq+1
Ya que a E A(St), a está alejada de cero en cualquier subconjunto compacto de
Ŝ^á u (rl ^ a^ia) .
De este modo, gracias a(4.3.14), a está alejada de cero en cada subconjunto compacto de
ñl
^á u lJ ri
k=ña+1
y por tanto, (A2) es satisfecha por a en S2. Esto completa de demostración de (A2) para a en S^Z.
Ahora probamos (A3) para a en S2. Recalcamos que gracias a(4.3.1), cada componente r*
de 8SZ cumple o bien
r* c as^ ,
0
r•na^=0.
Además, si r* C BSt, entonces I'* debe ser una componente de BSZ. De este modo,
as^ _(ro n a^) u(rl n as^) u(as^ n s^) ,
y
dist (rl n aS^ , ro n a1Z) > o , dist (ri n a^Z , aS2 n si) > o , i= o, l. (4.s.15)
Denotemos por rp, 1< í< np a las componentes de ro y por ri, 1<_ j < nl a las componentes
de rl. Sean además, ró, 1< i < ño las componentes de BSZnro, ri, 1< j < ñl las componentes
de áŜZ n rl y r2i 1< l< ñ2 las componentes de 8SZ n St. Así, tenemos que
ño ñi ñ2
as^ n ro = U ró, a^ n r1= U ri, as^ n st = U r2 .
^=i ^=i t=i
Gracias a (4.3.15) tenemos que
dist (r2, ró) > 0, 1 < l< ñ2, 1< i < ño ,
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dist (r2, ri) > 0, 1 < l < ñ2, . 1< j< ñl ,
dist (ri, ró) > 0, 1 < j< ñl, • 1< i< ño .
Ahora, sea {il, ..., iP} el subconjunto de {1, ..., ño} tal que rá n(aSZ4 U K) ^^ si, y sólamente
si, i E {il, . .., iP}, y{ll, ..., lq} el subconjunto de {1, ... , ñ2} tal que r2 n(aS24 U K) ; 0 si, y
sólamente si, l E{ll, ... , lq}. Sea Z el subconjunto de {1, ... , no} tal que ró n(aSZá U K) ^^ si,
y sólamente si, i E 2.
Ahora probamos que
{i1i...,iP} C Z, (4.3.16)
y por ello,
ró n(astá u x) ^ 0,
para cada i E{il, ..., iP}. Para demostrar (4.3.16) razonaremos por reducción al absurdo asum-
iendo que existe i E{il, ..., iP} tal que i^ 2. Entonces,
ró n(as^^ U K) ^^ y ró n(ast^ U K) _^ (4.3.17)
se cumplen y ya que
ró n(as^^ u K) c ró n(ñ^ u x) c ró n(as^^ u x) _^,
llegamos a contradicción con (4.3.17). Esto demuestra (4.3.16).
Ahora, para demostrar (A3) para a en SZ debemos demostrar que a está alejada de cero en
cada subconjunto compacto de
P 4
^á u f U ró \(as^^ u K)] u f U r2 \(as^^ u K)] .
k=1 k=1
En efecto, ya que por construcción
9
U r2 c as^ n st ,
k=1
obtenemos que
e
f U rz \(a52á U K)] C(aS2 n SZ) \(aSZá U K) _(aSZ n St) \(a(Slá n S2) U K), (4.3.18)
k=1
ya que gracias a(Al) para a en SZ tenemos que SZQ = Stá n Sl. Así, gracias a(4.3.2), se sigue de
(4.3.18) que
4
f U r2 \(a^a u^t)J c( as^ n s^) \(^á u K) _(as^ n s^) \(^^ u x) c s^ \(s^^ u K) = s^á ,(4.3.19)
k=1
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ya que por definición de K,
Kna^nS2=Kn^tna^n52=KnaS2nSt.
Por otra parte, debe ser destacado que
ró \(aS2á U K) = ró \(aSZá U K) , 1< k< p, (4.3.20)
ya que
(aSZá U K) n rp =(BS^á u K) n ró ,
porque Uk=1 I'ó C aS2 n ra. Por eso, se sigue de (4.3.16) y(4.3.20) que
P P
[ U ro \(as^^ u K)l = f U ró \(as^^ u K)] ^[U ró \(as^^ U K)] . (4.3.21)
k=1 k=1 iEZ
Entonces, ya que SZá C S^á , se sigue de (4.3.19) y (4.3.21) que
P 4
^á u[ U ró \(as^° u K)] u f U r2 \( as^^ U K)] ^^á u fU ró \(asi^ u K)] . (4.3.22)
k=1 k=1 iEZ
Por tanto, debido al hecho de que a está alejada de cero en cada subconjunto compacto de
^á U f U rÓ \(aŜZá U K)] ,
iEZ
porque a E A(S^), se sigue de (4.3.22) que a está alejada de cero en cada subconjunto compacto
de
P 4 '
^á u f U ró \ (as^^ U K)] u f U r2 \(as^^ U K)] .
k=1 k=1
Esto completa la demostración de (A3) para a en SZ.
Ahora probamos (A4) para a en St. En efecto, sea ^> 0. Entonces, ya que a E A(St),
existe un número natural 8(r^) > 1 y Q(r^) subconjuntos abiertos de RN, G^ , 1<_ j< Q(r^), con
^G^ ^ < r^, 1< j< Q(r^), tales que
Ĝ;n^=O si i^j,
e(^)
K C U G; , (4.3.23)
.i=1
y para cada 1<_ j< 2(^) el conjunto abierto Gj n St es conexo y de clase C2.
Sin pérdida de generalidad podemos suponer que Gj n S^t ^ 0 para cada 1<_ j <$(r^). Ya
que G^ n SZ es de clase CZ para cada 1<_ j < Q(r^), y Sz es de clase C2, el conjunto G^ n SZ
posee un número finito de componentes con clausuras mutuamente disjunt as. Para cada r^ > 0
y 1< j< Q(^), denotemos por N(^, j) al número de componentes de G^ n f2 y por
{ G^'k , 1< k< N(r^, j) },
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a la familia de componentes de Gj n SZ. Ahora, para cada rl > 0 y 1< j < Q(^), consideremos
los conjuntos
^'k :_ ^'k + BE(0) , 1. < k < N(^7, j) ,
donde Bf(0) es la bola de radio ^> 0 centrada en el origen. Gracias a(4.3.23) y ya que para
cada 1<_ j < Q(rl) las clausuras de G^'k, 1<_ k< N(^, j) son mutuamente disjuntas, existe
^o > 0 tal que
Ĝ;'j n Ĝ^'k = ^ si (z, l) ^ (j, k) , (4.3.24)
para cada ^ E(0, ep). Observar que ya que G^'k es conexo para cada 1<_ j < Q(^), 1< k<
N(^, j), cada uno de los conjuntos G^'k es conexo. Ahora, ya que
e(n)
KC UG^,
j=1
tenemos que
e(n) t(n) N(n,^)
K= K n S^ c U(G^ n SZ) c U U Ĝ^'k (4.3.25)
Además, ya que
j=1 j=1 k=1
^Gj'k^ < ^G^ ^<^, 1< j< Q(rl) , 1< k< N(^, j) ,
existe El E(0, Eo) tal que
^Ĝ^'k^ < rl , 1< j< 2(rl) , 1< k < N(^, j) , (4.3.26)
para cada 0< s<^1. Además, ya que G^'k es conexo y SZ es de clase C2, existe E2 E(0, El ) tal
que G^'k n Si es conexo para cada ^pare^vsilon E(0, e2), 1< j< Q(^), 1< k< N(^7, j).
Fijemos E E(0, e2). Supongamos que G^'k n^ E C2 para cada 1 < j < Q(^), 1< k<
N(rl, j). Entonces, gracias a (4.3.24), (4.3.25), (4.3.26) y ya que G^'k n S2 es conexo y de clase
C2, obtenemos que existe un número natur al P(^) con
1 < Q(n) ^ Q(rl)N(rl^j) ^
y 2(r^) subconjuntos abiertos de RN, denotados por G^'k, cumpliendo los requisitos de (A4) para
d en St. En particular,
K C U ^'k . (4.3.27)
i <^ <c^n^
1<k<N(^,j)
Ahora, supongamos que existe un conjunto G^'k para el cual G^'k n S2 ^ C2. Entonces, gracias a
(4.3.27)
dist (K, 8 U Ĝ^'k) > 0,
i <j <t(+^)
1<k<N(^,j)
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y por eso, existe un subconjunto abierto ^'k de RN tal que Gj'k n S2 es conexo y
K n('i^'k C G^'k C G^'k C G^'k , G?'k n SZ E C2 .
Entonces, sustituyendo ^'k por G^'k, obtenemos que de nuevo (A4) es satisfecho para a en SZ.
La prueba de (A4) para a en SZ está completa.
Esto concluye la demostración de i).
ii) La demostración de i) puede ser fácilmente adaptada para demostrar que a E A+(SZ)
supuesto que Stá n S^Z = 0 y(4.3.3) es satisfecho por cada componente r* de aSZ n SZ verificando
r*nx^^.
Finalmente, supongamos que a E A+(SZ). Entonces SZá = 0 y por eso, S2ánSt = 0 y se verifica
la condición (4.3.3). Ahora, ii) implica el resultado.
Esto concluye la demostración del teorema. 0
Como una consecuencia inmediata del Teorema 4.3.1 se sigue fácilmente el siguiente corolario.
Corolario 4.3.2 Supongamos a, V E A(Si), sean Siá, SZá y K los correspondientes conjuntos
de la definición de a E A(St) y SZ^, SZy y Kv dos correspondientes conjuntos de la definición de
V E A(SZ). Supongamos ademcís que Slv es coneao y
dist (ro, asi^ n s^) > o. (4.3.28)
Entonces, las siguientes afirmaciones son ciertas:
i) Si SZñ n SZ°y ^ 0, SZá n SZ^°, es de clase CZ y
(as^^ n st) n a(s^^ n s^V) _(as^V n si) n^^,
entonces a E A(S2Y) y
^^V^a = ŜZá n ^y .
ii) Si Stá n SZV = 0 y(4.3.3) es satisfecho por cada componente r* de 8S2°y n SZ cumpliendo
r* n K# 0, entonces a E A+(S2v) .
iii) Si a E A+(SZ), entonces a E A+(S2v) .
Demostración: Ya que V E A(Sl), existe el correspondiente subconjunto abierto máximal de
St donde V se anula, denotado por SZ°y, verificando
dist (rl , áStv n SZ) > 0 (4.3.29)
y con un número finito de componentes de clase C2 con clausuras mutuamente disjuntas. En-
tonces, ya que aSt = rp U rl, se sigue de (4.3.28) y (4.3.29) que
aist (as^ , as^^ n s^) > o,
y por eso, ya que a E A(Si), tomando
S2 .= S^^°, ,
el resultado se sigue como una inmediata consecuencia del Teorema 4.3.1.
Esto concluye la demostración del corolario. q
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4.4 Dependencia continua exterior
En esta sección analizamos la dependencia continua de las soluciones positivas de (4.1.1), con
respecto a perturbaciones exteriores del dominio St alrededot de su frontera Dirichlet ro en el
caso especial en el que 8„ es la derivada conormal con respecto a G. Por tanto, a lo largo de
toda la sección asumiremos que se verifica (1.4.15).
En lo sucesivo nos referiremos al problema (4.1.1) como el problema P[^, S2, ,Ci(b)]. También,
denotaremos por A[SZ,13(b)] al conjunto de valores de a E R para los cuales P[a, S2, ,Ci(b)] posee
una solución positiva.
El siguiente resultado nos proporciona la dependencia continua e^terior de las soluciones
positivas de P[^, SZ, B(b)].
Teorema 4.4.1 (Dependencia continua exterior) Supongamos (1.4.15). Sea SZo un subdo-
minio propio de St con frontera de clase C2 tal que
as^o = r^ U r, , r^ n r, _^,
donde ró satisface los mismos requisitos que ro, y sea SZ„ C SZ, n> 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a Sto desde el exterior. Para cada n E N U{0}
denotemos por ,Bn(b) al operador de frontera definido por
u en ró ,
Bn(b)u ^_ (4.4.1)
a„u -f- bu en rl ,
donde
Supongamos además que
y que existe no E N tal que
ra := 8S2n \ r, , n E N U{0} .
a E A(SZo) , ^ E A[S2o,13o(b)]
00 00
a E n.f^(^n) , ^ E n A[SÉn^ ^n(b)]
n=n0 n=no
(4.4.2)
y para cada n>_ 0 denotemos por un a da única solución positiva de P[a, S2n,13n(b)]; debe ser
destacado que da unicidad está garantizada por el Teorema 3.3.2. Entonces,
1 ^ ^^unlS2o - u0^^X1(SZo) _ (). (4.4.3)
Demostración: Supongamos (4.4.2). Sin pérdida de generalidad podemos asumnir que no = 1.
Entonces, gracias al Teorema3.3.2, el problema P(a, SZn, 13n(b)], n E N U{0}, posee una única
solución positiva, denotada en lo sucesivo por un. Además, gracias al Lema 3.2.2,
un E W^n(y)(SZn) C H2(SZn) , n E N U{0} ,
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y un es fuertemente positiva en SZri. En lo sucesivo para cada n E N U {0} definimos
_ un en S2n ,
un ' 0 en ' SZ \ 52,^ .
Ya que un E Hl (S2n) y un = 0 sobre I'ó, tenemos que ŭn E Hl (SZ) y
IIu++IIHI(S2) = IIu+^IIHI(it„) ^ n E N U{0} . (4.4.4)
Además, ya que u„ es fuertemente positiva en S2n, I'1 = BStn \ I'p para cada n E N U{0} y
Sio C SZn+l C Stn , n E N,
se sigue fácilmente que
Gu„ = ñWu„ - a f(•, un)u,i en SZ„+1
Bn+l(b)un > 0 en ÓSZn+1
Gu,^ _^Wun - a f(•, un)un en SZa
Bo(b)u„ > 0 en BSZo
nEN,
nEN.
De este modo, para cada n E N la función un es una supersolución positiva de P[a, Stn+l, Bn+i (b)]
y P[.1, S2o, Bo(b)]. Por eso, gracias al Teorema4.2.1, obtenemos que
unl^n+i ^ un+l > Q^ unl^o > up >(), n^ 1.
Por tanto, en 52 tenemos que
0< ŭo < ŭn+l < ŭn < ŭ l , n E N. (4.4.5)
Ahora, tomando
se sigue de (4.4.5) que
y por eso,
M := IIŭ IIIL^,(s^) ^
IIŭnIIL^(i2) <_ M, n E N U{0} , (4.4.6)
IIŭnIIL^(^) < M ISiI á, n E N U{0} .
Ahora, Ahora mostraremos que existe M> 0 tal que
II^IIxI(^) <_ M, n E N U{0} .
(4.4.7)
(4.4.8)
En efecto, ya que SZn C St para cada n> 0 y G es fuertemente uniformemente elíptico en SZ,
integrando por partes y utilizando que u„ = 0 sobre ró, ŭn = 0 en SZ \ S2n, ŭnl^„ = u„ y
un E H2 (SZn), n> 0, se obtiene que
i^Il^unIlL $^ ^ ^^' 1 f ai• tl ;!ix• _^N f ai'^yt
^
2( ) ,J= S2 9 x ^ sr.7=1 S2n 9^ óxj
_ - ^^ =1 fS2^ ^ (a^.9 da; )un + ^7=1 fI^l ai9 tlx; unn^
N 8a N _a^ : ' .8^u^ N 8^ua
_ -^i,^=1 fS2n ai.9 x; xj un -^i,.7=1 fS2n 8xj tlx; un +^i,.9=1 fI'1 ai9 iix; ^n^ .
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De esta relación, teniendo en cuenta que un es una solución de P[a, SZn,13n(b)] obtenemos que
µll^ŭ^Iliz(s^) ^ ^sz„ [(^W - a f (•, un) - ao)u,^ - ^ Cza á^i ]un + ^ Jrl a'j ^^i u^►nj ^ (4.4.9)
^=i ^,j_i
donde los coeficientes ái E C(S2), 1< i<_ N, están dados por (1.4.14). De este modo, ya que
ŭ ,^ = 0 en SZ \ S2^ y ŭn E Hl (SZ) para cada n E N, se sigue de (4.4.9) que
i^Il^ŭ^ Iliz(sz) ^^[.1W - a f(• , ŭn) - ap]ŭñ - J ^ ^s 8ŭ,,,u^e ^- ^ J aa^ 8u^ u^,nj . (4.4.10)i2 S2 {=1 ax' i^j=1, rl a^^
Por otra parte, por construcción tenemos que
avun + bun = 0 en
donde v = (vl, ..., vN) satisface
r^ , nEN,
N
va:=^a;jnj, 1<i<N,
j=1
ya que estamos suponiendo que se verifica (1.4.15). Así, para cada número natural n> 1 tenemos
que
N C^,ILn N fĴun
^ aij--nj = ^ vti- _ ^^7Ln^ v ^ = av^n = -^n ^
+>j=1 , ax= ti=1 axi
y por eso
N
= -buñ^ (4 4 11).a,^ a u„nj . .^
t,j-1
Ahora, sustituyendo (4.4.11) en (4.4.10) y usando que ŭ„Irl = unlrl se obtiene que
N
ŭñ - - ^ b1W ^o L
^
4 4 12un un .- a f(•^ n) - ap][.µII unll ,(^) ^ J ^ a^ 8x ( . . ), r;^ sa i=1 1
Ahora procedemos a estimar cada uno de los términos del segundo miembro de (4.4.12). Gracias
a (4.4.6),
/
donde
[aW - aĴ('^ ^) - ao]ŭñ <M1M2I^I^
Ml ^= I^IIIWIIL^(n) + IIaIIL^(s^)IIfIIL„(^x(O,M]) + IIaoIIL^(s^) •
(4.4.13)
Además,
I f ^nl <_ M2IIbIIL^(rl)Ir^I, (4.4.14)
rl
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donde II'lI representa la medida de Lebesgue (N - 1)-dimensional de I'1.
Ahora, definiendo
N 1
M2 ^_ ^, ( I^iIIL„(f2) e
i=i
E.=•I M2)7 ^ (4.4.15)
donde µ> 0 es la constante de elipticidad de .C, y utilizando la desigualdad de Hólder se verifica
que
N a^
n 8xi^ ^ at ^ni=i
N 2
^^ IIaiIIL„(f2) fS^ IE a^ ( IE-lŭnl ^ M2 2 Il^u+illLz(SZ) + 2 2 IIT^nII Ĝz(1Z) •
i-i
De este modo, (4.4.15) implica
N
r a^n _
J ^ ĜYi-4Ln
^ i-1 8^i
2
^ 2IIDŭn IILa(Sl) + ^2 II^IILz(S2) •
Por eso, gracias a(4.4.7), (4.4.13), (4.4.14) y (4.4.16), obtenemos de (4.4.12) que
µII^^IILz(St) ^ M3 + 2 IID^++IILz(S2) ^
donde
De este modo,
M3 := M2(M1I^I + IIbIIL^(r^)Ir1I) + ZµM2M2I^I •
2M3
II^unlliz(s^) ^ µ ^
y por tanto, gracias a(4.4.?) y(4.4.17), obtenemos que
II^IIx1(n) ^ M, n E N,
donde
2M3 ^
M :_ ^M2IS2I + )
µ
(4.4.16)
(4.4.17)
Esto completa la prueba de (4.4.8).
Ahora, gracias a(4.4.5) y(4.4.8), a lo largo de alguna subsucesión, de nuevo etiquetada por
n, tenemos que
0 < L := nl ^ II^IIHI(st) • (4.4.18)
En lo sucesivo nos restringiremos a tratar con las funciones de esa subsucesión. Ya que Hl (S2)
está incluido de forma compacta en L2(SZ), se sigue de (4.4.8) que existe Tc E L2(SZ) y una
subsucesión de ^n, n> 1, reetiquetada por n, tal que
ñ moo Ilun - uIILz(S2) = O. (4.4.19)
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Para completar la demostración del Teorema es suficiente mostrar que (4.4.18) y(4.4.19) impli-
can
ñ moo Ilun - uII Hi(^) = 0, supp ^ C Sto , ŭ ISZu = u0 ^
ya que este argumento puede ser repetido a lo largo de cualquier subsucesión. De hecho, es
suficiente probar la validez de la primera relación a lo largo de alguna subsucesión, ya que uo es
la única solución positiva débil de P[a, SZo,13o(b)]•
Definamos
vn . IIunIIHl(12) ' v
n •- vnIS2" - IIunI
H (Si+► ) '
n E N U{0} .
Por construcción, vn E Hl(SZ), vn E H2(S2n),
vnI ^\^n = o^ IIvnIIHI(sa) = IIvnIIH1(^n ) = 1, n E N U{0} , (4.4.20)
y vn es una solución positiva de
Gvn =.1Wvn - af (•, un)vn en Stn (4.4.21)Bn(b)vn = 0 eII Ci^Ĝn ,
ya que un es una solución positiva de P[.1, SZn,13n(b)]. Ademáŝ , (4.4.5) y (4.4.6) implican
IIynIIL^(s^) = II^nIIL^(^) ^ M ^ M , (4.4.22)II^nIIHI(^) IIunIIL^(n) IIuoIILa(n)
Ahora, ya que Hl (SZ) está incluido de forma compacta en L2 (SZ), obtenemos de (4.4.20) que
existe v E L2(St) y una subsucesión de vn, n> 1, etiquetada por n, tal que
1 ^ Iivn - vIILz(^) ° O.
En particular,
lim vn = v c.t.p. en SZ .
n-+oo
(4.4.23)
(4.4.24)
En lo sucesivo nos restringiremos a trabajar con las funciones de esa subsucesión. Ahora afir-
mamos que
supp v C S^p . (4.4.25)
En efecto, tomemos
00
x ¢ ^^ = n Ĝ^n .
n=1
Entonces, ya que ^2n, n>_ 1, es una sucesión no creciente de conjuntos compactos, existe un
número natural no > 1 tal que x ¢ ŜZn para cada n> no. Así, vn(x) = 0 para cada n > no, y
por eso
ñ m^ vn (x) = 0 Si x ¢ Slo .
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Por tanto, la unicidad del limite en (4.4.24) implica que
v= 0 en SZ \ S^o .
A
Esto demuestra (4.4.25).
Observar que vn(x) > 0 para cada x E Sin U I'1 y n E N U{0}, ya que vn es fuertemente
positiva en Sin. Por eso, vn(x) > 0 para cada x E S2o U I'1 y n E N U{0}, ya que S2a C Sin. De
este modo, (4.4.24) implica que
v > 0 en Sto . (4.4.26)
Ahora, analizaremos el comportamiento limite de las trazas de v,,, n>_ 1, sobre I'1. Por la
regularidad requerida sobre aSZo, se sigue del teorema de traza (e.g. Teorema 8.7 of [52)} que el
operador traza sobre I'1
7i ^ Hi(^o)
u
b
--^ W2 (r^)
^--^ 7in :_ ^Ir,
(4.4.27)
está bien definido y es un operador lineal y continuo. Ahora, para cada n E N denotemos por
in a la inclusión canónica
i„ : Hl (Sln) --► Hl (Sto) ,
es decir, la restricción a Sto de las funciones de Hl(St„). Observar que para cada n> 1
II2nIIG^HIi^),Hl^^o)) ^ 1.
Entonces, definiendo
Tn^=7loin, n>1,
(4.4.28)
obtenemos de (4.4.28) que
<IITn
C^HI^^n),W^(ril) - ^1'i ^(Hl(^o),Wz (r^))'
n> 1.
Así, los operadores traza Tn, n> 1, están uniformemente acotados. Además, para cada n> 1
tenemos que
^
vnI r, = T,^11n E W2 (I'1) •
Por eso, (4.4.20) implica
Ilvnlr,Il^,^ (r^) - Ilvnlr^Il`yz (r^) - IlTnvnll^,ŝ (r^) ^ II7iII^(Hl(^o),^á (r^))'
y ya que la inclusión
n> 1,
W2 (r^) `^ L2(ri)
es compacta, porque I'1 es compacto (e.g. Teorema 7.10 de [52J), existen v* E L2(I'1) y una
subsucesión de vn, n> 1, de nuevo etiquetada por n, tal que
1^^ Ilvnlr, - v*IILa(ri) - O. (4.4.29)
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En lo sucesivo nos restringiremos a trabajar con funciones de esa subsucesión.
Ahora probaremos que v,,, n>_ 1, es una sucesión de Cauchy en Hl (S2). Observar que, gracias
a (4.4.23), esto implica que ,
„^^ Ilvn - vII Hl(^) = O. A (4.4.30)
En efecto, sean k y m dos números naturales tales que 1< k < m. Entonces, SZ„i C S^k y, ya
que G es fuertemente uniformemente eliptico en S2, integrando por partes y usando que vn = 0
sobre I'o, vn = 0 en (St \ Stn) U I'a y vnls^n = vn, n> 1, se obtiene
µ IIo(vk
- vm)IILa(^) `- ^N=1 IS2 «;;^(vk - vm) ^(vk - vm)
- N r^• 8^v ^ 8v ^- 8vk 8v^^
-^i^.7=1 Uflk at,i 8x; 8x^ + fiZ,n ai.7^ 8x • 2 fSi,R at9 ^3x: 8x^
_ - ^^ =1 ^fS2b vk ^ (ai9 8x{ ) + film vm ^ (ai9 dx{ ) - 2 f^m 71ny^ lCYij 8x; )^
+ ^N 1ai•(vk^+v„^^-2v„^^)nj. ^^,,-i Ĵr ^
Así, ya que vn, n> 1, es una solución positiva de (4.4.21), obtenemos de la desigualdad previa
que •
^ IIo(vk - vm)IILa(^) ^ .f^b ^aWvk - af ( •^uk)11k - ^N1 ĈY{^ - CkOvk^vk
^- .rit,^ ^ñWvm - d f (• ^ um)41m - ^N 1 CY{^ - GYOVm^vm
2 f r^Wvk - a f(•^ uk)vk -^^1 á;^ - aovk]v,,, (4.4.31)
•^ nm `
+^ ^=i frl ai^(vkg^ +v,,,^ - 2v,,,^)n^ ,
donde las funciones á; E C(Ŝ2), 1< i< N, son las dadas por (1.4.14). Reagrupando términos en
(4.4.31) obtenemos
µ II^(vk - vm)IILa(^) ^ f1Zk(ñW-CYp)(vk - vm)vk -^-./Si,^(.^W-CYp)(ym - vk)vm
+ ff2k a.f (' ^ uk) (vm - vk)yk + .1 52,^ df (• ^ ^k) (vk - vm)vm
+ffE a^m^f('^uk)-f('^^m)^ (4.4.32)
+^.^ 1 fS2k ai (v+n - vk) 8 +^^ 1,fSl,n GY{71m^(11k - vm)
+^ ^=1 fI'1 ai9 ^(vk - vm) 8x{ -i- vm^(vm - vk)^n9 •
Ahora estimaremos cada uno de los términos del segundo miembro de (4.4.32). Observar que
(4.4.20) implica
IIvnIIL,(^a) <_ 1, IlovnllLa (s^) ^ 1, n E N U{0} .
De este modo, gracias a la desigualdad de Hólder, obtenemos de (4.4.6) y(4.4.33) que
(4.4.33)
Jst,^ (^W - ao) (vk - vm)vk < IIaW - apiiL,^(^) Ilvk - vmll L,(s^) , (4.4.34)
I^s^m(aW -«p)(vm - vk)vm) < IIaW - O:pIIL^(^) Ilvk - vmll L,(n) ^ (4.4.35)
f^k af(',^k)(vm - vk)vkl <_ IIQIIL,^(^)II.fIIL^(^ax[O,Mj)Iivk - vmIIL,(^a) ^ (4.4.36)
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y
J df('^^k)(yk -^m vm)vml ^ IIaIIL,o(S^)IIf IIL,o(S2x(O,MJ)IIIIvk - vmllLa(S2) ^ (4.4.37)
N
v
^AN%
^ J ai(vm - vk)ak
a
^ II vm - vkllLz(St) ^ IIaiIIL,o(f2) • (4.4.38)
i-1 ^k xi i-1
Además, gracias a(4.4.6) y(4.1.5), se sigue fácilmente que
IJ ('^uk) -fl'^um)I ^ Ilauf\'^')IILoo(^x^O,M^)I9Lk -4LmI r
y por eso
I^^,,. Qvm^f l'^ uk) - .f l'^ ^r► )^ I <^i II7JmIILoo(^) f^m I vm(uk -^m) I^
donde
C := IIaIIL,^(f2)Ilauf IIL,^(S2x^0,M]) •
De este modo, utilizando la desigualdad de Hólder obtenemos de (4.4.22) y(4.4.33) que
f avm^f l'r ^k)-.f l'^ ^m)^I < IIu
Ĉ'iM ^) Il,
ŭk - umll Ls(S2) •
^m
(4.4.39)
Con el fin de estimar las integrales sobre I'1 uno debe recordar que
aYvn + b vn = 0 en rl , n E N,
ya que vn es una solución positiva de (4.4.21). Entonces, se sigue de la hipótesis (1.4.15) que
para cada n E N
N a,vn N a,Un
ai • -n • - vi - _ (Ovn, v^ = a^vn = -b vn ,i^l ^ axi ^ - ^_1 axi
,j-
y por eso
N
^ a'^
ax (11„^ - 47k)nj = -b (1)m - vk) .
i^j=1 i
Por tanto,
I^^_1 fI'1 at7lvk - 41.ns)^y 7LjI = I frl bvk (41,n - 71k)I
^ IIbIIL^,(rl)IlvkIr1IIL,(r^)II(vk - vm)Ir1IILz(r,i ,
(4.4.40)
I^^_1 fI'1 ai.7vn► ^(v.r,, - vk)n.9I = I .I1^1 bvn,, (11k - v,n)I (4.4.41)
^ IIbIIL^(I'i)IIvmII'iIILa(ri)II(vk-v ►►+)II'iIILz(^i)'
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Únicamente falta por estimar el término
N a
I,,,,k :_ ^ J ^iv„i---•(vk T vr,,) .
i=1 ^m ^^i
(4.4.42)
Ya que ái E C(SZ), 1<_ i< N, con el objeto de realizar una integración por partes en (4.4.42),
debemos aproximar cada uno de estos coeficientes por una sucesión de funciones regulares,
digamos ai , n>_ 1, 1 < i< N. Fijemos b > 0 y consideremos el entorno tubular de Sl de radio
S > 0,
St6 := S2 + Bb(0) .
Para cada 1 < i< N, sea ái una extensión continua de ái a RN tal que
ĈYi E Cc(^ó) ,
Ahora, consideremos la función
IIaiIIL^(RN) = IIaiIIL^(n) •
P(^) ^= e ^^i
--^E=1 si I^I < 1,
0 si I^I > 1,
y la aproz~imación de la identidad asociada
Pn ^_ (JR.N P)-1nNP(n ") ^
Observar que para cada n> 1 la función pn verifica
pn E C^°(RN) , Supp pn C B^ (O) ,
n
Entonces, para cada 1 < i< N la nueva sucesión
nEN.
Pn >_ ^ ^ IIPn IIL,(RN) =1 •
ai ^=Pn*^i^ n> 1,
(4.4.43)
(4.4.44)
es de clase C^°(RN) y converge a á; uniformemente en cualquier subconjunto compacto de RN
(e.g. Teorema 8.1.3 de [22^). En particular,
li^ IlanlsZ - ^;Ilt,o(st) = 0, 1 < i< N, (4.4.45)
ya que á;I^ = á;. Además, gracias a(4.4.43), se sigue de la desigualdad de Young que para cada
n>1
II«i IIL^(RN) _< IIPnIILI(RN)IIaiIIL^(RN) = IIaiIIL^(^), 1 < i < N , (4.4.46)
Y
II aa^ IIL^(RN) <_ II aPn ULl(RN) IlaillL^(^) , 1< i< N, /4.4.47l )C3x; 8xi
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ya que
Óaf _ (ÍPn
*&i, 1<i<N, n>1.8xi 8x;
Además, ya que para cada 1 < i< N y n> 1 •"
II axi IILI(RN)
-(JRN P)-ln II ax IIL^(RN) ^
(4.4.47) implica
aari
,v < ln aP r► á 1< i< N, (4.4.48II axi IIL^(R )-( fRNP) IlaxillLl(R )II iIIL^(sz) ^ )
para cada n> 1. Ahora, yendo a(4.4.42) obtenemos que para cada n> 1
l^,y/^ := N (CYi - ai ) 4J„ta (11k - 41m) + N % ai 11n,a (41k - 41m) .
^ ^iZm ax; ^ Jnm 8xi
(4.4.49)
Ahora estimaremos cada uno de los términos del segundo miembro de (4.4.49). Aplicando la
desigualdad de H51der y utilizando (4.4.33) se sigue fácilmente que
I^^lfft,,,(ai-ai )v+na v^`x m I <- ^EN1 Ilai-aŝ IIL^(s^)) IIvmIIL,(sa)I(o(vk-vm)IILa(s^)
N n
< 2 ^i=1 Ilai - ai IILo,(St) •
Además, integrando por partes se obtiene
^ J ai 11yna(^Jk - Z1m) = -^ J (41k - 11.m) a(ai 91m) +^ J ai ZJn,,(11k - vm)ni ^:_1 ^m (Ĵxti ti=1 SĜm Óxi ti=1 I'1
y por eso,
^E;'-l .f^m ai vm^x; (yk - vm) ^<_ (EN 1 Ilai IIL^(RN)) IlovmllLa(sz) Ilvk - vmll La(^)
+ E"1 IIg^;-IIL^(RN)) IIvmIIL,(s^)Iivk-vmIIL^(sz)
+ EN 1 Ilai II L^(RN)) Ilvmlr^ IILa(r^)II(vk - vm)Ir^ IIL2(r^) '
De este modo, sustituyendo estas estimaciones en (4.4.49) y usando (4.4.33), (4.4.46) y(4.4.48)
obtenemos que
Ilmkl <^N ^ (211^i - a^ IILo,(^a) + II^iIIL,^(sZ)Iivmlr^ IILz(r^)II(vk-vm)Ir^ IILZ(r^)^
+EN1(1 +(J'RNP)-ln llá IIL,(RN)) IIaiIIL^(sz)Ilvk - vmllLzc^)
para cada n> 1. Ahora, fijemos e> 0. Gracias a(4.4.45), existe n> 1 tal que
N E
2 ^ II^i - anIIL^(sz) <_ 4 .
i=1
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Por eso, gracias a (4.4.23) y(4.4.29), existe no > 1 tal que para cada na < k< m
II,^I<2 . (4.4.50)
Por tanto, sustituyendo (4.4.34 - 4.4.41) y(4.4.50) en (4.4.32) y utilizando (4.4.19), (4.4.23) y
(4.4.29), se sigue fácilmente que existe lr,o > no tal que para cada ko < k< m
^ IIo(vk - vm)IIL,(s^) <_ E.
Esto muestra que v E Hl(S2) y completa la prueba de (4.4.30). Observar, que gracias a(4.4.20),
IIvIIxI(^) = ñ ^ Ilvnilxl(n) =1.
Además, si ryl representa al operador traza de Hl(SZ) sobre rl , entonces
Ilvnlrl - vIr1IILa(r^) = Ilryl(vn - v)IIL,(rl) <_ IIryIIIc(xl(^),L,(rl))Ilvn - vllxl(sa)
y por eso, (4.4.30) implica
ñ moo IIv+► Iri - ZII'1 IIL2(ri) = O.
De este modo, gracias a(4.4.29), obtenemos que
(4.4.51)
ylrl = v'• (4.4.52)
Ahora, definamos
v ^= ylsZo • (4.4.53)
Ya que por construcción vnls^o = vnl^o, se sigue de (4.4.30) que v E Hl(S2o) Y
u ^ Ilvnis^o - ^Ilxl(^o) = o. (4.4.54)
Además, gracias a (4.4.25) y (4.4.51),
IIvIIxI(no) = Ilvilx^(s^) =1. (4.4.55)
Por otra parte,
II^n - L IIL,(n) = II - ^` - ^ IIL,(n) < II^ - uIILa(^) +II^IIxI(^) L II^^IIxI(^)
1 _ 1
II^IIxI(^) L II^IIL,(s^) ,
donde L es la constante definida por (4.4.18). Así, se sigue de (4.4.18) y (4.4.19) que
„^^ Iltin - L IIL,(^) = 0.
De este modo, gracias a(4.4.19) y (4.4.30), obtenemos que
ŭ = Lv en L2 (SZ) . (4.4.56)
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Además, gracias a(4.4.25), (4.4.26), (4.4.54), (4.4.55), y (4.4.56) tenemos que
ú E Hl (S^o) , supp ú C.S^o , ^ > 0. (4.4.57)
Definamos por
Gracias a(4.4.54) y(4.4.56), tenemos que
u .= ú^^o
u= Lv Y ñ^ ^^vn^s^o - L ^^Hl(s^to) = 0. (4.4.58)
A continuación mostraremos que u es una solución débil de P[.^, SZo, Bo(b)]. En efecto, yá que
v E Hl (S2) y supp v C SZo, se sigue del Teorema 2.5.5 que v E Hró (SZo) . Así, v E Hró (S2o) y por
eso u = Lv E Hro(SZo). Ahora, tomemos0
^ E ^^°(^o ^ rl) •
Entonces, multiplicando las ecuaciones diferenciales
Gvn = ñW41n -(EĴ(', u,^)vn , n> 1,
por ^, integrando en SZn, aplicando la fórmula de integración por partes y teniendo en cuenta
que supp ^ C Sto U I'1 se obtiene
^ ^_1 fS2o a=^^ ^; + ^N i .lito ai ^^ + .fSZo a^vnŜ = .rSZo(^W - aĴ('^ ^))vnŜ
+^N-i fr^ a^iá ŝ n^ ^
para cada n> 1, donde los coeficientes á^, 1< i< N, están dados por (1.4.14). Además, usando
que
se desprende que
(Ĵ^vn+bvn=O en I'1, n>1,
N avn N ^n
^ cx^^ - ^ n^ _ ^ v=-^ _ (^vn, v)^ = a^v,^^ _ -b vn ^ ,
^ i axi ^_^ ax^
,.i=
y por eso, paza cada n> 1 obtenemos que
^ ^ a'^ a ^ 8x +^ ^ a' axn ^+J aovnŝ = f (aW-af ('^ ^))vnŝ - f b vn ^ . (4.4.59)i,^=1 ^0 ' ^ ^=1 ^0 ' ^0 ^0 rl
De este modo, usando (4.4.6), v^rl = v^rl y
1^^ ^^un - uII L2(^) = O, ly^ ^^vn^S2o - v^^Hl(S2o) - ^' ñ moo Ilvnlrl - v^I'1 ^^L2(ri) = 0+
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y pasando al limite cuando n-► oo en (4.4.59), el teorema de convergencia dominada implica
" p av a^ " av f
^ J at;-- + ^ f ái-^ + f aovl; = J (.1W - a f (•, u))vl; - ^ b v ^ • (4.4.60)
=,^=1 ^^ a^; a^; i=1 ^o a^^ ^a ^o rl
Finalmente, multiplicando (4.4.60) por L y teniendo en cuenta que u= Lv se infiere que
^/' a4^ au al; +^ f á, au ^+ f aou^ = f(.1W - af ('^ u))^ - f bu
ŝia_1 f^o a^; a^; ^_^ ^ ax; ^o ^o rl
para cada ^ E C^°(Sto U rl). Por tanto, u E Hro(S2o), u> 0, es una solución positiva débil de
P(^, S^o,13o(b)J. Ya que uo es la única solución positiva de P(a, SZo, Bo(b)J, necesariamente
uo=u=Lv. (4.4.61)
Ahora, gracias a(4.4.54), se sigue de (4.4.61) que
li^ Ilvnlfto - L IIHl(SZo) = 0.
Además, ya que
urii^o - up = Iiŭ,► IIHI(^) ^vnl^o - L^+ L II^,► IIHI(^) ^0
se sigue de (4.4.8) que
IIu,► Is^a - upllHl(^o) ^ M ^IIvnl^o - L IIHI(^ao) +
Por tanto, gracias a(4.4.18) y(4.4.62), concluimos que
1 1
L II^►► IIHI(^)
i
IIu0iIH1(s^o) •
(4.4.62)
ñ moo II^+ISZo - u0IIH1(fto) = 0.
Esto muestra la validez de (4.4.3) a lo largo de la subsucesión con la que hemos venido trabajando.
Como el argumento previo funciona a lo largo de cualquier subsucesión, la demostración del
teorema está completa. ^
El siguiente resultado nos proporciona algunas condiciones suficientes que garantizan (4.4.2).
Por tanto, bajo estas condiciones se verifica la conclusión del Teorema 4.4.1.
Teorema 4.4.2 Sea S2o un subdominio propio de SZ con frontera de clase C2 tal que
asto = rg u rl , r^ n ast = 0,
donde rá satisface los mismos requisitos que ro, y sea SZ„ C SZ, n > 1, una sucesión de dominios
acotados de RN de clase C2 convergiendó a SZo desde el exterior. Para cada número natural n >_ 0
sea X3„(b) el operador de frontera definido por (4.4.1) y sean SZá, S2á y K los correspondientes
conjuntos de la definición de a E A(SZ). Entonces, las siguientes afirmaciones son ciertas:
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(a) Supongamos Stá C SZo. Entonces,
00
a E n A(SZn) ,
n=0
(4.4.64)
n > 0 . (4.4.63)
Supongamos ademós, que a E A[S2o, Bo(b)] y (1.4.15) se verifica sobre I'1 n áSZá. Entonces,
co
^ E n A[SZn, Bn(b)] •
n=o
(b) Supongamos S2o n Stá = 0. Entonces,
y e^iste no E N tal que
a E A+(Sto) (4.4.65)
ao
a E n A+(S2n) .
n=np
[^ñ]Q = ^á ^
Supongamos ademcís, que a E A[S2o, t3o(b)]. Entonces,
^
a E n A[Stn, Bn(b)].
n=np
(c) Supongamos
S^ta n SZo # 0, S^a n S2o = 0
y que cada componente I" de I'o pam da cuad I" n K# 0 satisface
(4.4.66)
(4.4.6?)
I"\KCSZá.
Asumamos ademó,s, que e^iste no E N tad que SZá n Stn es de cdase C2 y (4.3.2) es satisfecho
por SZ := SZn para cada n > no. Entonces,
a E A+(SZo) ,
00
a E (1 A(SZn) y
n=+►o
Supongamos ademcís que
[SZn]á = SZá n Stn , n> no . (4.4.68)
^ E A[^o,23o(b)] •
Entonces,
00
^ E n A[S2n,13n(b)] •
n=np
(4.4.69)
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(d) Supongamos
S2á fl S2o #^, Stá (1 SĜp E C2 , SZá fl (SZ ^ S2o) #^,
y que existe no E N tal que S^á fl Stn, n>_ no, es un subdománáo propio de SZ de clase C2.
Asumamos además, que (4.3.2) es satisfecho por S2 := Sto y SZ := S^n , n> no. Entonces,
a E A(SZo) , [^0]ñ = ^á n ^o (4.4.70)
^
a E n A(Sin) , [^]a = SZá Íl SZ.n , n> no . (4.4.71)
n=^►w
Supongamos además que .1 E A[SZo, Bo(b)] y ( 1.4.15) se cumple sobre rl f18[SZoJQ. Entonces,
existe mo E N, mo > no, tal que
00
^ E n A[Stn,13n(b)] .
n=mp
(e) Supongamos a E A+(S2), es decir, SZá =^. Entonces,
00
a E ^ A+(^n) ,
n=0
(4.4.72)
(4.4.73)
es decir, a E A(Sin) y [Sin]á =^ para cadan >_ 0. Supongamos además que ^ E A[SZo,13o(b)].
Entonces 00
ñ E n A[^Ĝn^ ^n(b)] •
n=o
(4.4.74)
Además, en cada uno de los cinco casos anteriores, suponiendo que a E A(Sto,13o(b)] y (1.4.15)
se verifica sobre rl y denotando por un a la única sodución positiva de P[a, SZn, t3n(b)], cuya
eaistencia está garantixada para n suficientemente grande, se sigue del Teorema 4.4.1 que
rii^^ ^^u„^s2o - uo^^Hl(s^o) = 0, (4.4.75)
donde uo es da única sodución positiva de P[^, S2o, Xio(b)].
Demostración: Ya que SZn es una sucesión de dominios acotados de RN convergiendo a S2o
desde el exterior, sin pérdida de generalidad podemos suponer que ró C SZ, n>_ 0, donde
ró := 8S2n ^ rl satisface los mismos requisitos que ró. Entonces,
dist (ra, r^) > o, dist (ro, ro) > o, n> o,
y por eso
dist (852, 8S2n (1 SZ) = dist (BSZ, ró, )= aist (rl u ro, ró )> 0, n> 0. (4.4.76)
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Por tanto, se verifica la condición (4.3.1) para cada Sln, n_> 0.
También debe ser destacado que ya que limn^^ S2n = SZo desde el exterior, tenemos que
S2o C Stn , dist (I'1, BSto n Stn) = dist (I'1, I'ó) > 0, n> 1
y por eso, gracias a la Proposición 2.2.2 obtenemos que
^i^"[G(^),L3n(b)] < Q^0[.C(^)^^o(b)] • (4.4.77)
Ahora probaremos cada una de las afirmaciones por separado.
Parte (a): Supongamos SÉQ C Sio. Entonces, para cada n E N U{0} tenemos que
S2á n Stn = S^a ^ 0, Stá n S^n = Slá E C2 , n> U
ya que SZá C Sto C SZn, n> 0. Además se cumple (4.3.2) para cada Stn, n> 0, ya que
^ ^a^Ĝn n sZ = r^ , a(^á n^in) = a^á , rÓ n a^á = r^ n^á ,
para cada n> 0. Así, ya que a E A(S2), gracias a(4.4.76) y(4.3.2) se sigue del Teorema 4.3.1
que
00
a E n A(SZn) , [SZn]á = Stá n S2n = SZá E CZ , n>_ 0.
n=0
Esto completa la prueba de (4.4.63).
Observar que
Ql^nlá [,C(^)^ B(b^ [^n]á)] _ ^iZO [G(^), ^(b^ ^á)] ^ n > 0 . (4.4.78)
Ahora, supongamos que
a E A[^o,,go(b)] ,
y(1.4.15) se verifica sobre ri n BSZá. Entonces, gracias al Teorema 3.3.2,
^1 ° [.c(a), go(b)l < o < Q^^ [c(a), B(b, ^a)] ^
ya que (1.4.15) se verifica sobre rl n áSZá. Además, gracias a(4.4.77),
(4.4.79)
Q^"[G(^)^^n(b)] ^ ^1Z0[G(^)^^o(b)] ^ n > 0, (4.4.80)
ya que SZa C SZn, n> 1. De este modo, gracias a(4.4.78), (4.4.79) y (4.4.80), obtenemos que
Qi "[G(^)^ ^n(b)] < O < Qis^,^1^ [^(^), B(b, [^nl^)l , n > 0 .
Por tanto, ya que (1.4.15) se verifica sobre ri n a[SZn]á = ri n BSZá, se sigue de nuevo del
Teorema3.3.2 que ^ E A[S^n, Bn(b)] para cada n>_ 0, lo cual completa la prueba de (4.4.64).
Esto concluye la demostración de Parte (a).
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Parte (b): Supongamos S^to n S^á = 0. Entonces,
aist (as^a, as^o) > o ,
y por eso,
Además
dist (aSZá, ró) > 0 . (4.4.81)
aS2o n S^ = rg .
Sea r* una componente de ró verificando que r* n K^ 0. Entonces, gracias a(4.4.81) se sigue
que
r* ^ x c s^n ,
y por eso, (4.3.3) es satisfecho por SZo. Entonces, gracias a(4.3.3) y(4.4.76) se sigue del Teorema
4.3.1 that a E A+(SZo).
Similarmente, ya que SZ„ es una sucesión de dominios acotados de RN convergiendo a SZo
desde el exterior, existe no E N tal que
s^á n stn = 0 ,
Así,
n > no.
dist (aSZá, ró )> 0, n> no . (4.4.82)
Además,
as^„ n s^ = ro .
De este modo, si r; es una componente de ró verificando que rñ n K^^, entonces gracias a
(4.4.82),
rñ \ K c Stá ,
y por eso, (4.3.3) es satisfecho por cada Stn, n> no. Así, gracias a (4.4.76) y (4.3.3), se sigue del
Teorema 4.3.1 que
00
a E n A+(Stn) .
n=^w
Esto demuestra (4.4.65) y (4.4.66).
Supongamos además que a E t1[Sto,13o(b)^. Entonces, gracias al Teorema3.3.4 y(4.4.77)
obtenemos que
^i^"[^(^)^^n(b)^ < ^i °(G(^)^^o(b)^ < 0, n > no.
Por tanto, gracias de nuevo al Teorema3.3.4, se verifica la condición (4.4.67).
Esto completa la demostración de Parte (b).
Parte (c): Supongamos Stá n SZo = 0, SZá n SZo ^^ y r* ^ K C S2á , para cada componente
r* de ró cumpliendo r* n K^(D. Entonces, ya que
aS2o n St = ró ,
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tenemos que cada componente r* de áSZo fl S2 para la cual r* fl K# 0, satisface
r*^xcs^á,.
Entonces, (4.3.3) es satisfecho por St = Sto y gracias a(4.4.76), se sigue del Teorema 4.3.1 que
a E A+(Sio) •
Por otra parte, ya que Stá fl Sio # ^, obtenemos que
^á fl SÉn # ^ ^ nEN,
para n suficientemente grande. De este modo, ya que existe no E N tal que Stá fl Stn E C2 y
(4.3.2) es satisfecho por SZ := Stn, n > no, gracias a(4.4.76) se sigue del Teorema 4.3.1 que
co
a E n A(^n) Y [SĜnJa = SĜá (1 Sin r
n=n°
Esto prueba (4.4.68).
Ahora, ya que Sto fl SZQ = 0, necesariamente
ñ mao ^[^nJa^ - ^ ^
n > no.
donde ^• ^ representa la medida de Lebesgue N-dimensional. Por tanto, gracias al Teorema 2.9.1,
podemos aumentar no, si es necesario, para que
Ql^nlá [G(^)' DJ > O'
n> no ,
ya que
B(b^ [^nJa) = D , n > no .
De este modo, (4.4.83) puede ser escrito en la forma
0 < Ql^"]á [,C(^), B(b^ [^nJá)J ^
(4.4.83)
n > no . (4.4.84)
Ahora, supongamos ^ E A[SZo, Bo(b)). Entonces, gracias al Teorema 3.3.4 y(4.4.77), obtenemos
que
^^"[G(a)^^n(b)J ^^i°[G(^)^^o(b)J <0^ n>0,
y por eso, (4.4.84) implica que
Q^" [.Ĉ(.1),13n(b)J < 0 < Ql^"1á [^(^) ^ B(b^ [^nJá)J , n > no .
Por tanto, gracias al Teorema 3.3.2, se verifica la condición (4.4.69). Debe ser destacado que
ahora, para aplicar el Teorema 3.3.2, no es necesitada la condición (1.4.15) ya que rl f18[SZn]á = 0.
Esto completa la demostración de Parte (c).
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Parte (d): Ya que SZá n Sto # 0, SZ°a, n S2o E C2 y(4.3.2) es satisfecho por SZ := Sto, gracias a
(4.4.76), se sigue del Teorema 4.3.1 que
a E A(Slo) , [^olá = ^á n ^o .
Además, ya que limn^^(SZá n Sl„) = S2á n S2o desde el exterior,
^án^n7'w,
para n suficientemente grande y por eso, gracias a(4.4.76) y ya que (4.3.2) y SZá n SZ„ E C2 son
satisfechos por S2 = SZn, n> no, se sigue del Teorema 4.3.1 que
a E n A(S2n) , [S2njQ = S2á n SZ„ , n> no .
^^ -
Así, (4.4.70) y(4.4.71) se verifican. Por eso,
dist (rl, a[Slnlá n SZn) > 0.
En particular, los autovalores principales
als^„]á[G(^)^
^(b^ [^nlá)l ^ n y no ^
están bien definidos.
Ahora, supongamos que .^ E A[SZo,13o(b)l y(1.4.15) se verifica sobre rl n a[S2olá. Entonces,
Teorema 3.3.2 implica que
^^0[Ĝ(a),Bo(b)] < 0 < v1^0]á[G(^)^^(b, [^olá)l • (4.4.85)
Además, ya que limn^^(SZ„]á =[S2o]á desde el exterior, tenemos que
rl n a[^nl^ = rl n a[^ol^ ^
y ya que (1.4.15) se verifica sobre rl n a[Sto]á, se sigue que (1.4.15) se verifica sobre rl n a[S2„lá.
Por otra parte, gracias a(4.4.77),
^i^°[G(^)^Bn(b)l < ^i^0[G(^)^^o(b)l ^ n > no. (4.4.86)
Además, el Teorema 2.6.1 implica que
1 ^ Ql^nlá [G(^),
^(b, [^nla)l = Q1^0]á [G(^), ^(b, [^ola)l , (4.4.87)
ya que (1.4.15) se verifica sobre rl n a[S2oJñ. De este modo, combinando (4.4.85) con (4.4.86) y
(4.4.87), obtenemos que existe mo > no tal que
^^n [^(a), ^n(b)l < o < ^l^nl^ [^(a), B(b, [^^la)l , n > ^o .
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Por tanto, gracias al Teorema3.3.2, se verifica (4.4.72), ya que (1.4.15) se cumple sobre rl n
a[^n Ĵ á•
Esto completa la demostración de Parte (d). . ,
Parte (e): Supongamos que a E A+(SZ). Entonces, gracias a(4.4.76), (4.4.73) se sigue del
Teorema 4.3.1.
Ahora, supongamos a E A[SZo, Bo(b)]. Entonces, gracias a (4.4.77) y al Teorema 3.3.4, tenemos
que
^^"[G(^)f ^n(b)] ^ °i^0[G(^)f Bo(b)l < U, n > 0,
y por eso, gracias de nuevo al Teorema 3.3.4, se verifica la condición (4.4.74).
Esto completa la demostración de Parte (e).
La última afirmación del teorema es una consecuencia inmediata del Teorema 4.4.1.
Esto concluye la demostración del teorema.
4.5 Dependencia continua interior
En esta sección analizamos la dependencia continua de las soluciones positivas de (4.1.1) con
respecto a perturbaciones interiores del dominio SZ alrededor. de su frontera Dirichlet ro, en el
caso especial en el que á„ e s la derivada conormal con respecto a G. Por tanto, a lo lazgo de
toda esta sección asumiremos que se cumple (1.4.15).
Como en la Sección 4.4, nos referiremos al problema (4.1.1) como el problema P[^, SZ, B(b)],
y denotazemos por A[SZ,13(b)] al conjunto de valores de ^ E R paza los que P[a, St, B(b)] posee
una solución positiva.
El siguiente resultado nos proporciona la dependencia continua interior de las soluciones
positivas de P[a, SZ, Xi(b)].
Teorema 4.5.1 (Dependencia continua interior) Supongamos (1.4.15). Sea SZo un subdo-
minio propio de SZ con frontera de clase C2 tal que
as^o=rgur1i r^nr1=^,
donde I'ó satisface los mismos requisitos que ro, y sea SZn C Sl, n> 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a SZo desde el interior. Para cada n E N U{0}
denotemos por 13n(b) ad operador de frontera definido por
_ u en rp ,
^n(b)u '- a„u ^- bu en rl ,
donde
Supongamos además que
ró := BStn \ rl , n E N U{0} .
a E A(Sio) , a E A[Sio, ^o(b)] ,
(4.5.1)
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y que existe no E N tad que
00 00
a E n A(Stn) , .^ E n A[^2n,13n(b)] ,
n=np n=np
(4.5.2)
y para cada n>_ 0, denotemos por un a da única solución positiva de P[^, SZn, Bn(b)]; debe ser
destacado que la unicidad está garantizada por el Teorema 3.3.2. Entonces,
1^^ Ilun - u0IIH1(no) = o,
donde
(4.5.3)
_ un en Sln
un ' 0 en Sto \ SZn, n> 1' (4.5.4)
Demostración: Supongamos (4.5.2). Entonces, gracias al Teorema3.3.2, el problema de valores
en la frontera P[a, S2n,13n(b)], n> no, tiene una única solución positiva, denotada en lo su cesivo
por un. Además, gracias al Lema 3.2.2,
un E W^n(y) (ŜZn) C Hz(SZn) , n? no ►
y un es fuertemente positiva en fZn. Ya que un E Hl (SZn) y un = 0 en I'ó , tenemos que ŭ,a E
Hl (^o) Y
IIu+► IIHI(S2p) = IIunIIHI(Ŝ2n ) + n ? no • (4.5.5)
Además, ya que un es fuertemente positiva en SZn, I'1 = BSZn \ I'ó para cada n E N U{0} y
Sin C Sin+l C Sio , n E N,
se sigue fácilmente que
.Cun+l = í^Wun+l - a.f l'+ un+l )un+l en Stn
Bn(b)un+1 >_ 0 en óSZ^,,,
Guo =.1Wuo - a f(•, uo)uo en
13n(b)uo > 0 en
^n
ÓSĈn,
n>no^
n>no.
De este modo, para cada n >_ no la función un+l es una supersolución positiva de P[^, Stn,13n(b)]
y uo es una supersolución positiva de P[.1, S2n,1in(b)]. Por eso, gracias al Teorema 4.2.1, tenemos
que
u+►+lIS2n ^ un >() , uOl^n ^ un >(), n 1 np.
Por tanto, en Sto tenemos que
U< ŭna < ŭn < ŭn+l <_ u0 ^ n>_ no . (4.5.6)
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Ahora, tomando
se sigue de (4.5.6) que
M := Iluo^^L^(^o) +
^^ŭn^^L^(s^o) ^ M, n > no. (4.5.7)
Ahora, cambiando St por Sto, la demostración del Teorema 4.4.1 puede ser fácilmente adaptada
para probar que existe u E Hl (S2o) y una subsucesión de ŭn, n> no, etiquetada de nuevo por
n, tal que
ñ moo ^^^n - ^^^Hl(S2o) _ ^.
Ya que ŭn E Hró(S2o), n > no, el Teorema2.5.5 implica que u E Hro(SZo). Además, se sigue
fácilmente que u nos proporciona una solución positiva débil de P[^, Sto, ,go(b)]. Ya que u puede
ser considerada como una autofunción principal para un operador eliptico de segundo orden, u
nos proporciona una solución positiva de P(.^,Sto,,go(b)]. De este modo, gracias a la unicidad
de uo, u= uo. Como el argumento previo es válido a lo largo de cualquier subsucesión de ŭn,
n> no, la demostración del teorema está completa. ^
El siguiente resultado nos proporciona algunas condiciones suficientes que garantizan la
condición (4.5.2). Por tanto, bajo esas condiciones se verifica.la conclusión del Teorema4.5.1.
Teorema 4.5.2 Sea S2o un subdominio propio de SZ con frontera de cdase C2 tal que
asto = rg u rl , rg n as^ _^,
donde ró satisface los mismos requisitos que ro, y sea SZn, n >_ 1 una sucesión de dominios
acotados de RN de clase C2 convergiendo a S^o desde el interior. Para cada n>_ 0 denotemos
por 13n(b) al opemdor de frontera definido por (4.5.1) y sean Stá, S2á y K los correspondientes
conjuntos de la definición de a E A(SZ). Entonces, las siguientes afirm aciones son ciertas:
(a) Supongamos que S2áflSto = 91 y cada componente r* de ró para la cual r* f1K ^ 0, satisface
r*^xcs^á.
Entonces,
^
a E n A+(Stn) .
n=0
(4.5.8)
Supongamos además que a E A[S1o,13o(b)] y (1.4.15) se cumpde sobre rl . Entonces, existe
no E N tal que .
00
^ E n A[SZn,13n(b)] • (4.5.9)
n=no
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(b) Supongamos que
S2á n Sto # 0, S2á n S2o E C2 , S2á n S2n E C2
y (4.3.2) es satisfecho por SZ = Sto y S2 = S2n, para n E N suficientemente grande. Entonces,
a E A(S^o) , [^o]á = ^á n ^o ^ (4.5.10)
y e^iste no E N tal que
00
a E n A(^n) , [Sln]á = Stá n S2n .
n=no
(4.5.11)
Supongamos además que ^ E A[SZo,13o(b)] y (1.4.15) se cumple sobre rl. Entonces, existe
mo E N, mo > no tal que
^
^ E n A[S2n,13n(b)] • (4.5.12)
n=mp
Además, en cualquiera de dos dos casos anteriores, suponiendo que a E A[Sto, IIo(b)] y (1.4.15)
se cumpde sobre rl, se sigue del Teorema 4. 5.1 que
ñ moo ^^ŭn - uo^^xl(S2o) = 0, (4.5.13)
donde ŭn es la extensión a S2o definida por (4.5.4), cuya existencia estd garantizada para n
suficientemente grande, y uo es la única sodución positiva de P[.^, SZo, Bo(b)].
Demostración: Una vez probadas las Partes (a) y(b), la relación (4.5.13) se sigue como una
consecuencia del Teorema 4.5.1.
Primeramente destacamos que al igual que en el Teorema 4.4.2, (4.4.76) es satisfecho.
Ahora demostraremos cada una de las afirmaciones separadamente.
Parte (a): Supongamos que SZánSZo = 0 y que cada componente r* de rp para la cual r*nK ^ 0,
satisface r* \ K C Stá . Entonces, ya que
as^o n s^ = rg ,
obtenemos que cada componente I'* de aS2o n SZ para la cual r* n K# 0, satisface
r' \ K C S2á.
De este modo, (4.3.3) es satisfecho por SZ := SZo y gracias a(4.4.76), se sigue del Teorema 4.3.1
que a E A+(SZo).
Por otra parte, ya que Stn es una suĉesión de dominios acotados de RN convergiendo a S^o
desde el interior, tenemos que
S2n C Sto , n> 0,
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y ya que SZá n SZo = ^, obtenemos que
StQnS2n=0, n>U.
Entonces, ya que
BS^n n S^ = ró c S^o,
tenemos que cada componente I'ñ de cada I'ó, para la cual I'ñ n K,^ 0, satisface
I'ñ\KCI'^\KCS^o\KCStá,
ya que S2Q n Sto =^. Así, (4.3.3) es satisfecho por ŜZ := Stn, n E N, y gracias a(4.4.76) se sigue
del Teorema 4.3.1 que
^
a E n .Q+(Sin) ,
n=0
ya que a E A(SZ). Esto demuestra (4.5.8).
Ahora, supongamos que
a E A[SZo^ ^o(b)] ^
y(1.4.15) se verifica sobre I'1. Entonces, gracias al Teorema 3.3.4
^^0[G(^o)^go(b)] <0. . (4.5.14)
Por otra parte, ya que limn^^ SZn = Sto desde el interior, y debido al hecho de que (1.4.15) se
verifica sobre I'1, se sigue del Teorema 2.6.3 que
ri moo °^* [G(^)^ Bn(b)] _ ^iZO [^(^), Bo(b)] . (4.5.15)
De este modo, combinando (4.5.14) y(4.5.15), obtenemos que existe no E N tal que
v^" [.Ĉ(^),13n(b)] < 0, n >_ no
y por eso, el Teorema 3.3.4 implica el resultado. Esto prueba (4.5.9).
Esto concluye la demostración de Parte (a).
Parte (b): Supongamos que SZá n Sto ^ 0 y S2á n S2o es de clase C2. Entonces, ya que (4.3.2) es
satisfecho por SZ = S^o, gracias a(4.4.76) se sigue del Teorema 4.3.1 que
a E A(Sto) , [stpjá = ^á n ^Ĝp .
Además, ya que limn^^ SZ„ = S2o desde el interior, existe no E N tal que
SZa n Sin ^ Q^ , n> n0 ,
y ya que SZá n SZn E C2 y(4.3.2) es satisfecho por S^ := SZ„ para n suficientemente grande,
aumentando np si es necesario, gracias a(4.4.76) se sigue del Teorema 4.3.1 que
00
a E n.A(SZn) , [Sin]^ = Si^ n SZ„ E C2 , n> np .
n=n°
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Esto prueba (4.5.10) y(4.5.11). Por ello, los autovalores principales
Ql^nlá[G(^)^^(b^ [^n]4)]^ n > no ^
están bien definidos.
Supongamos ahora que a E A[S1o,13o(b)] y(1.4.15) se verifica sobre I'1. Entonces, el Teorema
3.3.2 implica que
^i^0 [G(^) ^ B(b^ ^o)] < 0 < vl^0l^ [^(^), B(b^ [^o^á)] • (4.5.16)
Además, ya que limn^^ S2„ = SZo desde el interior, tenemos que [Stn]á es una sucesión de abiertos
regulares convergiendo a[Slo]á desde su interior, y por eso se sigue del Teorema2.6.3 que
ri ó ^^n [G(^), ^(b, ^^)] _ ^i^0 fG(^), ^(b, ^o)] (4.5.17)
Y
1^^ ^^^°1° [G(^) ^ ^(b, [^+^lá)l = vl^0lá [G(,^), ^(b, [^olá)] , (4.5.18)
ya que (1.4.15) se verifica sobre I'1. De este modo, obtenemos de (4.5.16), (4.5.17) y(4.5.18)
que existe mo E N, mo > no tal que
^^n [ĉ (a), B(b, s^„)] < o < ^l^n^^ [^(a), ^(b, f^nl^)] , n > mo .
Ahora, el Teorema3.3.2 completa la prueba de Parte (b).
Esto concluye la demostración del teorema. ^
4.6 Dependencia continua
Como una consecuencia inmediata de los Teoremas 4.4.1 y 4.5.1 se obtiene el siguiente resultado.
Teorema 4.6.1 (Dependencia continua) Supongamos (1.4.15). Sea Sto un subdominio pro-
pio de SZ con fronterca de clase C2 tal que
as^o = ró U rl , rg n r1= 0,
donde ró satisface los mismos requisitos que ro, y sea S2„ C S^, n > 1, una sucesión de dominios
acotados de RN de clase C2 convergiendo a Sto.
Sean Stñ y S2ñ , n> 1, dos sucesiones de dominios acotados en SZ tales que Stñ, n> 1,
converge a SZo desde ed interior, SZ,^ , n> 1, converge a S2o desde ed exterior y
Siñ C SZo fl Sin , Sio U S2„ C Siñ , n> 1.
Para cada
SZ E ĈJ :_ {Sio,s^n,Siñ,Siñ . n> 1},
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denotemos por B(b, S^) al operador de frontera de,finido por
,t3(b, St)u := u en, 8SZ \ I'i ,
ó„u ^- bu en I'1.
Supongamos además que
y que existe np E N tal que
(4.6.1)
a E A(Sip) , ñ E A[SiOi Bo(b)] , (4.6.2)
^
a E n[A(S2n) ^ A(^ñ) ^ A(^ñ )]
n=no
(4.6.3)
ñ E n (li[SZn^ ^(b^ ^n)] n A[^n^ ^(b^ ^n)] n A[^n ^ ^(b^ ^ñ )]) . (4.6.4)
' • n=no
Denotemos por uo a la única solución positiva de P[a, S^o, ,Ci(b, S2o)] y para cada n> no, denote-
mos por un, uñ, uñ a las únicas soluciones positivas de
P[^^ ^n^ ^1b^ ^n)] ^ P[^i ^n^ ^(b^ ^n)] ^ 'P[^^ ^n ^ ^lb^ ^n )] ^
respectivamente. Ahora, definamos por
I _ uñ en Stñ
un ^ 0 en Stp \ Stñ ,
Entonces,
n > 1, (4.6.5)
un ' On en SZ \ SZn , n> 1. (4.6.6)
ñ^,^ Iluñ I^o - uollHl(s^o) = s ^ „^^ Ii^ñ - ^oIIHI(^o) _ ^ ^ (4.s.7)
ŭ,l, < uo < uñ I^o , ŭñ < ŭnls^o ^ uñ Is^o , en Slo , n> no . (4.6.8)
Por tanto,
ñ moo IIunISZo - upllLp(í2o) = 0^ p E[l, oo) ' (4.6.9)
Demostración: Las relaciones (4.6.7) se siguen directamente del Teorema 4.4.1 y Teorema 4.5.1.
Las relaciones (4.6.8) se siguen muy fácilmente combinando la unicidad de las soluciones positivas
con el Teorema 4.2.1. Ahora, se sigue trivialmente de (4.6.?) y(4.6.8) que
ri moo IIunlSto - upllLs(^o) - O (4.6.10)
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y por eso, (4.6.10) implica que
ñi^^ II^nlno - ^pIILy(f2o) - U,. 1<p<2. (4.6.11)
Además, argumentando como en (4.4.5), se sigue de (4.6.8) y Teorema 4.2.1 que
ŭ„IS2o < uñ IsZo < uó IsZo , n> no • (4.6.12)
De este modo, tomando
obtenemos de (4.6.12) que
M := II^ oIIL^(^o) ^
IIŭnIIL^(^o) ^ M, rt > no. (4.6.13)
Por eso, gracias a la cota uniforme en L^(Sto) dada por (4.6.13), se sigue de (4.6.10) que
Ahora, (4.6.11) y(4.6.14) completan la demostración del teorema.
Esto concluye la demostración del teorema.
1^,^ II^I^o - ^oIILP(s^o) = 0, p E[2, oo) . (4.6.14)
q
Adaptando la demostración del Teorema 4.4.2 y del Teorema 4.5.2 uno puede fácilmente
obtener condiciones bastante simples sobre a y sobre los SZn's, para que (4.6.2) implique (4.6.3)
y (4.6.4).
4.7 Dependencia continua respecto de b(^)
En esta sección analizamos la dependencia continua de las soluciones positivas del problema
P[a, SZ,13(b)^ con respecto a la función peso b(x), en el caso especial en el que c7„ es la derivada
conormal con respecto a G, es decir, cuando la condición (1.4.15) es satisfecha. Para establecer
nuestro principal resultado necesitamos la siguiente notación, ya introducida en la Sección 2.7.
Definición 4.7.1 Denotaremos por Q(L^(I'1),Ll(I'1)) a la topología débid * de L^(I'1). Así,
dada una sucesión b„ E C(I'1), n> 1, se dice que
lim bn = b en Q(L^(I'1),Li(I'1)) ,
n^^
si
lim f bn^ = f b^
n^°° r^ r^
para cada l; E Ll(I'1).
Nuestro principal resultado establece lo siguiente.
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Teorema 4.7.2 Supongamos rl #^ y (1.4.15). Sea bn E C(I'1), n> 0, una sucesión satisfa-
ciendo
lim b„ = bo en Q(L^(I'^,), L1(I'1)) •
n-+oo
Sean bl, b2 E C(I'1) y na E N tales que
(4.7.1)
bl<bn<b2, n=0, n>no, (4.7.2)
cuya existencia está garantizada por (4.7.1). Supongamos ademcís que
2 00
a E A(Sl, B(bo)] n(1 A(St, X3(bi)J n(1 A(St, Xi(bn)] . (4.7.3)
i=1 n=n0
Para cada n> no, denotemos por un a da única sodución positiva. de P[.1, St, ,t3(bn)], y por ua a
la única solución positiva de P[.^, St,13(bo)], cuya existencia y unicidad están garantizadas por
(4.7.3) y Teor ema 3.3.2. Entonces,
ñ ^ II^ - uollx^^^) = o . (4.7.4)
Demostración: Gracias a(4.7.1) obtenemos del Teorema de Banach-Steinhaus que bn , n>_ 0
es una sucesión uniformemente acotada en L^(I'1) (e.g. Proposición III.12(iii) de [ll]). En otras
palabras, existe una constante C> 0 para la cual
IIbnIILo, ^r^) <_ C, n > 0. (4.7.5)
Sean bl, b2 funciones continuas sobre I'1 verificando (4.7.2) y supongamos (4.7.3). Sin pérdida
de generalidad podemos suponer que no = 1. Entonces, gracias al Teorema 3.3.2, el problema
P[.^, St, Zi(bn)], n E N U{o}, tiene una única solución positiva, denotada en lo sucesivo por un.
Además, gracias al Lema 3.2.2,
un E Wp^bn)(St) C H2(SZ) , n E N U{o} ,
y un es fuertemente positiva en SZ. Sea ú.; única solución positiva de P[a, St,13(6i)], i= 1, 2, cuya
existencia y unicidad están garantizadas por (4.7.3) y Teorema 3.3.2. Gracias de nuevo al Lema
3.2.2,
ú^ E Wáig.)(^)' a- 1^ 2^
y ú;, i= 1, 2 es fuertemente positiva, en SZ. Entonces, gracias a(4.7.2) y ya que ^an es una solución
positiva de P[a, SZ, l3(bn)], se desprende que
Gu„ _^Wun - a f(•, un)un en St
n E N U{o} .
Ii(bl)un < 0 < ,t3(b2)u„ en óSZ,
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Así, para cada n> 0 la función u„ es una subsolución positiva de P[^, S2, B(bl)] y una super-
solución positiva de P[.^, St, B(b2)]. Por eso, gracias al Teorema4.2.1, obtenemos que
0< z^2 < un < ^1i n E 1^T U{0} . (4.7.6)
Ahora, definiendo
se sigue de (4.7.6) que
y por eso,
M := II^^IIL^(^a) ,
IIunIIL,^(S^) < M, n E N U{0} , (4,7,7)
IIunIIL,(n) < M IS2I á, n E N U{0} . (4.7.8)
Ahora, demostraremos que existe M> 0 tal que
II^nIIHI(^) <_ M, n E N U {0} . (4.7,9)
En efecto, ya que G es fuertemente uniformemente elíptico en ^t, integrando por partes y uti-
lizando que un = 0 sobre ro y v,,, E H2(S2), n> 0, se sigue que
µllounllL^(^) 
-`
^N=1f^aije^^ ° .
_ - ^^ -1 fii ^ (aij iix; )^n + ^N =1 fI'1 a^j dx; ^nnj
N u8^ ^ N a^^:^ • 8^ua N r .8^u^
_ -^i,j=1 f12 aij x8 ;8xj ^+ -^i,j=1 fS2 dxj dx; ^n +^^,j=1 J ri aij iix; 1Lnnj •
De esta relación, teniendo en cuenta que un es una solución de P(.^, SZ, ,t3(bn)] obtenemos que
µllDunllL,(SZ) ^ f^[(ñW - aĴ (', un) - ao)un - ^ ('X{ ^^ ]un + ^ Jrl a
=^ Óxi unn^ ^ (4.7.10)t=i ^,^-1
donde los coeficientes ix^ E C(SZ), 1< i< N, son los dados por (1.4.14). Por otra parte, por
construcción tenemos que
a„un + bnu,l = 0 en
donde v = (vl, ..., vN) satisface
r^ , nENU{0}
N
v; :_ ^ a^jnj , 1< i< N,
jol
ya que estamos suponiendo (1.4.15). De este modo, para cada n E N U{0} tenemos que
N aun _ N^ au„
t^^l at^ CĴx• n^
- i-1 Li C%x•
-^Dun^ v) = avurt =-bnun ,
s s
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y por eso
N a,un
^ at^-unn^ =,-bnuñ.a^;^,;-i ^
Ahora, sustituyendo (4.7.11) en (4.7.10) se obtiene
(4.7.11)
Nf f C7u^n,µlio^Iliz(n) ^ Jn[aW - af (•, ^) - aoJuñ
- Jn ^ at ax; uri - frl b„u? . (4.7.12)i_1
Ahora procedemos a estimar cada uno de los términos del segundo miembro de (4.7.12). Gracias
a (4.7.7), i
donde
[aW - af ( •, un) - ap^uñl < MiM2ISZ) , (4.7.13)
Ml ^= IaIIIWIIL^(n) + IIaIIL^(^)IIfIIL^(^x[O,M]) + II«OIIL^(^) •
Gracias a (4.7.5) y (4.7.7) i^. bnuñ <_ CM2Ir^ I ,
donde II'1I representa la medida de Lebesgue (N - 1)-dimensional de I'1.
Tomando
N
Mz ^_ ^ II^^IIL^(^a) ,
^=i
ĉ
^_ \ M2 I a ^
(4.7.14)
(4.7.15)
donde µ> 0 es la constante de elipticidad de G, y usando la desigualdad de Hólder se verifica
que
r N ^,un
J ^ at un^ a^i^=i
<_ ^ IIaiIIL^(^) f IEaun I IE-lunl < MZ 2 IIo^nIIL2(^) + 2 z IlunilLz(^) •
sz áx;t-1
De este modo, (4.7.15) implica
^• N au^
J ^ ixt-un^ t-1 8x;
2
<_ 2IIo^IIiz(s^) + µ2 II^►•IIL,(s^) •
Por eso, gracias a (4.7.8), (4.7.13), (4.7.14) y(4.7.16), obtenemos de (4.7.12) que
µIIo^IIL,(^) ^ M3 + 2 IlounliL,(n) ^
(4.7.16)
(4.7.17)
donde
M3 .= M2(M1IS1I + cIr1I) + 2µM2 M2I ^I •
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De este modo, se sigue de (4.7.17) que
II^^IILz(S2) ^ 2µ3 ^ .
y por tanto, gracias a(4.7.8) y(4.7.18), obtenemos que
II^IIxI(^) <_ M, n E NU {0},
donde
2M3 áM :_ (M2ISZI + 1
\ ^ /
(4.7.18)
Esto completa la prueba de (4.7.9).
Ahora, gracias a(4.7.6) y(4.7.9), a lo largo de alguna subsucesión, de nuevo etiquetada por
n, tenemos que
0 < L := ñim IIu+,► Ilxl(sa) • (4.7.19)
En lo sucesivo nos restringiremos a tratar con funciones de esa subsucesión. Ya que Hl (SZ) está
incluido de forma compacta en L2(SZ), se sigue de (4.7.9) que existe u E L2(St) y una subsucesión
de un, n> 1, reetiquetada por n, tal que
ñ moo II^n - ^IILz(SE) = O. (4.7.20)
Para completar la demostración del teorema es suficiente mostrar que (4.7.19) y(4.7.20) implican
que
li ^Ilun-uIIHI(S2) =0 Y u=u0^
ya que este argumento puede ser repetido a lo largo de cualquier subsucesión. De hecho, es
suficiente probar la validez de la primera relación a lo largo de alguna subsucesión, ya que ua es
la única solución positiva débil de P(.^, SZ, B(bo)].
Definamos
v^ . II^I xl(st) , n
E N U{0} .
Por construcción, vn E Hl (St),
(Ivnllxl(n) = 1, n E N U{0} , (4.7.21)
y vn es una solución positiva de
Gvn =^Wvn - d f(•, u„)v„ en S2
B(b„)vn = 0 en BSt,
ya que un es una solución positiva de P[a, St,13(bn)J. Además, (4.7.6) y(4.7.7) implican
II^nIIL,o(sl) = IIu++IIL„(S2) < M < M
IIunIIXI(SE) IIunIILa(S2) II^2IILa(S2)
(4.7.22)
(4.7.23)
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Ya que Hl(SZ) está incluido de forma compacta en L2(St), obtenemos de (4.7.21) que existe
v E L2(Si) y una subsucesión de vn, n> 1, etiquetada por n, tal que
1^,^ Ilvn - vII L^(^) = O."
En particular,
y
lim v^ = v c.t.p. en S2 ,
n-+oo
(4.7.24)
(4.7.25)
v>0 en SZ,
ya que v„ > 0 para cada n> 0. En lo sucesivo nos restringiremos a considerar esa subsucesión.
En lo que a las trazas de las funciones vn, n >_ 0, sobre rl concierne, el mismo argumento
de la demostración del Teorema 4.4.1 muestra que existen v. E L2(I'1) y una subsucesión de v,^,
n> 0, de nuevo etiquetada por n, tal que
riy^ IIvnII'i - v*IILs(ri) = 0. (4.7.26)
En lo sucesivo nos restringiremos a considerar esa subsucesión. En particular, existe M4 > 0 tal
que
Ilvnlr^ IILZ(rl) <_ M4 , n E N U{0} . (4.7.2?)
Ahora adaptamos el argumento de la demostración del Teorema 4.4.1 para mostrar que v,,, n> 1,
es una sucesión de Cauchy en Hl (S2). Observar, que gracias a(4.7.24), esto implica
ñ ^ Ilyn - vIIH^(^) = O. (4.7.28)
En efecto, argumentando como en la demostración del Teorema 4.4.1, para cada par de números
naturales 1< k< m tenemos que
^ IIo(vk - vm)IILa(^) ^ J'^(aw-ap)(vk - vm)vk + J'sa(aw-ap)(vm - vk)vm
+ ffE d.f l'e uk)(vm - vk)vk -f- ,/S2 a.f l'^ ^k)(vk - vm)vm
+ JS2 avm^f ('^ uk) - f ('^ um)^ + ^N i .fSE ai(vm - vk) ^ (4.7.29)
+^^ 1 fS2(ai - ai )vn+^lvk - vm) +^^ 1 fS2 ai vrr+^(Uk ' vm)
+^ 7=1 fI'1 at.7^(vk - vm)^ -i'vm^(v^+ - vk)^n.7 ^
donde cz; E C(ŜZ), 1<_ i< N, son los coeficientes definidos por (1.4.14) y para cada 1 < i<_ N,
ai , n> 1, es una sucesión de clase C^°(RN) ta.l que
ñi,^ IIa^ - ^^IIL^(^) = 0. (4.7.30)
Suponemos que aŝ , 1< i <_ N, n>_ 1, han sido construidos como en la prueba del Teorema
4.4.1. Gracias a(4.7.21), para cada n> 1 tenemos que
IIvnIIL2(st) ^ 1^ IIDvnIILz(SZ) <_ 1, n E N U{0} , (4.7.31)
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y por tanto, argumentando como en la prueba del Teorema 4.4.1, se desprenden las siguientes
estimaciones
I J (^W - ao)(vk - vm )tikl _< IIaW - aoIIL^(^) II vk - timIILZ(^) , (4.7.32)st
I J (.^W - ao)(vm - ^k)Zml < IIñW - a^IlLoo(12) Ilvk - vm IIL,(^) , (4.7.33)^
I f^^,f(',uk)(vm-vk)vkl <_ IIaIIL„(sz)II.fiIL„(s^x(o,M])Iivk-vmIIL^(^), (4•7.34)
I f af(', uk)(vk ' vm)vmi s IIaIIL^(n)IIfIIL^,(^x(O,M])IIIItik - vmilLa(^) , (4.7.35)
^t
N ^vk
^ l.'Y{(4J,11 - 41k)
i=1 st áxi
y
N
<_ Iivm - vkIILZ(^) ^ IIaiIIL^(^) ,
i=1
N a
^ f^ (^Yi
- ai )v,v, C7x (vk - v,n)
i=1 °
N
< 2 ^ Ilai - a: IIL^(s^) ,
i=1
(4.7.36)
(4.7.37)
^^N1 J's^aivÑ^(vk-vm)^ <_ENeIIaiIIL^(s^)Ilvmlr^IlL^(r^)II(vk-vm)Ir^IILz(r^) (4.7.3$)
^- ^i=1 (1 +(.^RN p) n II á^ II L,(RN)^ IIaiIIL^(s^)Ilvk - vmIIL2(s^) ,
donde p es la función definida por (4.4.44). Además, gracias a(4.7.7) y(4.1.5), se sigue fácilmente
que
y por eso
donde
I.f(',uk)-.f(',um)I <- Ilau.f(',')IIL^(^x^o,M^)Iuk-uml,
1 d7lmlfl'^uk) - f('^ ^m)^I < Cl IIvmIILoo(^) f^ Ivm\uk -^m)I ^
Cl ^= IIaIIL^(s^)Ilau.f IIL^,(s^x[O,M]) •
De este modo, utilizando la desigualdad de Hólder obtenemos de (4.7.23) y(4.7.31) que
I f^ dym^f ('^ ^k)-f ('^ um)]I ^ II,^2 I^^) Iluk - um IIL^(s^) • (4.7.39)
Por otra parte, para cada n> 0 tenemos que
avvn + bn vn = O en rl ,
ya que vn es una solución positiva de (4.7.22). Entonces, se sigue de la condición (1.4.15) que
N fĴvk _ N l^vk _
^ a^^ 8x • n^ - ^ vt áx • - (Ovk, v) = avvk = -bk vk ,
ir.9=1 t i=1 t
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y por eso
Por tanto,
N a
^ a1? (^^{ (
1J,n - 1Jk)nj = bkvk - bm11m .
^,j=1 .
^ f avk fa^j(vk - vm) nj - bk vk (v+n - vk)
=,j=1 rl 8xi r^
(4.7.40)
N a
^ Gti{jvm-(11.,n - Zlk)nj = (bk vk - bmvrn)v„^ . (4.7.41)
^ ^ Jrl 8x= rl^,j_i
Gracias al hecho de que bn, n>_ 1, está uniformemente acotada y utilizando (4.7.5) y(4.7.27) se
obtiene
J bk vk (vm - 11k) I < CM4II (vm - vk)Ir^ IILa(r^) ^ (4.7.42)rl
donde C> 0 y M4 > 0 son constantes independientes de k y m. Similarmente,
I frl (bkvk - bmvm)vmI ^ I.frl bkvm\vk - vm)I + I,^ri vm(bk - bm)I 4 7 43
< CM4II (vm
- vk)II'i IILz(r^) +' I frl v^(bk - bm)) • ( • ^ )
Además,
I frl vm(bk - bm)I ^ I fr^(vm - v:)(bk - bm)I + I fr^ v*(bk - bm)I
< 2supk>1{Ibkl}Ilvm+v.IlLz(r^) Ilvm -v.IIL^(r^)+Ilfr, v: (bk-bm)II^
y por eso, ya que bk, k> 1, está uniformemente acotada en L^(I'1) y es una sucesión de Cauchy
para la topología w', obtenemos de (4.7.26) y(4.7.43) que para cada e> 0 existe un níunero
natural ño > 1 tal que para todo k, m> ñp
^ 1(bkvk - bmtim)vm < 2 (4.7.44)
Finalmente, usando (4.7.40) y (4.7.41) y sustituyendo (4.7.32) -(4.7.39), (4.7.42) y (4.7.43) en
(4.7.29) se sigue fácilmente que existe ko > ño tal que
/^II^(vk - vm)IILZ(S2) < E, k, m> kp .
Gracias a(4.7.24) esto prueba que
^^ II v^ - vII xl(tt) = 0^ v E Hl(St). (4.7.45)
Además, por la continuidad del operdor traza de Hl(S2) sobre I'1, existe una constante C2 > 0
tal que para cada n> 1
II(vn - v)Ir^ IILz(r^) ^ Ca Ilvn - vllxl(s^) ^
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y por eso (4.7.45) implica
ñ^ Ilvrilr^ - vlr^ IIL^(r^) = 0.
Por tanto, gracias a (4.7.26), .
(4.7.46)
vlrl = v, .
Similarmente, ya que vnlro = 0 para cada n> 1, por la continuidad del operador traza de Hl (S2)
sobre I'a obtenemos que
vlro = 0 .
En particular,
v E HTo (Si) .
Observar, que gracias a(4.7.21), se sigue de (4.7.45) que
IIvIIHI(n) =1 •
Así, ya que vn > 0 para cada n> 1,
v>0.
Por otra parte,
_ II^ - ^IILz(S3)
Ilyn - LIIL2(S2) = II II^nIIHI(12) j,IILa(St)
^ IIunIIHl(S2)
+
1 1
IIunIIHI(S2) L
IIuIILs(S2) ^
donde L es la constante definida por (4.7.19). De este modo, se sigue de (4.7.19) y(4.7.20) que
ñ moo Ilvn - LIILa(n) = O.
Así, gracias a(4.7.24) y(4.7.47), obtenemos que
u = Lv en L2(St) .
(4.7.47)
(4.7.48)
En lo sucesivo probaremos que u es una solución débil de P(a, SZ^B(bo)]. Ya conocemos que
v E Hra(S^) y por eso, gracias a(4.7.48), obtenemos que
u E Hro (S^) .
Ahora, tomemos
^ E c^°(si u rl) .
Entonces, multiplicando las ecuaciones diferenciales
,Cvn = ñWvn - a,Ĵ ('^ un)vn ^ n? 1^
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por ^, integrando en SZ, aplicando la fórmula de integración por partes y teniendo en cuenta que
supp^ C Si U rl se obtiene
^ f a1; avn ^^ +^ f át avn ^^- f aovn^ = J (aW - a.f (', ^))vn ŝ +^ f atj avn ^ nj ,
=,^=1 ^ a^1 a^; i=1 ^ ax^ ^ ^ i,^=1 rl ax1
para cada n> 1, donde los coeficientes cx^, 1< i< N, están dados por (1.4.14). Además, usando
que
se verifica
aYvri -}- bn vn = O en rl , n> 1,
N Ú'l Jn N avn
^ a^^ a^ S n^ -^ vt a2• S
-\^vn^ v^S = a^^Jn^ _-bn vn S i
^,^=1 i i=1 s
y por eso para cada n> 1 obtenemos que
N /' av^ a^ N /' a,^n /' %
^ J GY^j--+^ J GYi-Ŝ ^- J CxOZ1nŜ = J (^W-^f(•^un))vn^' f bnvn^. (4.7.49)
_^_^ ^ a^; ax; i=1 ^ a^^ ^ ^ rl
De este modo, usando (4.7.1), (4.7.7) y
ñ^^ Ilun -^IIL2(f2) = 0, ñ moo II vn ' vIIHI(S2) = 0 r ,^1^^ Ilvnlrl - vlrl IIL2^r1) -^^
y pasando al límite cuando n-► oo en (4.7.49), el teorema de la convergencia dominada implica
^, /' ai' av a^ +^N-. j^i av ^^- l' aov^ = f(aW - a f(
', u))v^ - J bp v^. (4.7.50)1,L^=1 J^ a^^ a^, 1L_l• f^ ax; f^ ^ r1
Finalmente, multiplicando (4.7.50) por L y teniendo en cuenta que u = Lv se sigue
^ f^ f at' au a^ +^/' á^ au ^+ f aou^ = J (aW - a f( ' ^ u) )u^ - f bo u^^ ^ J^ a^; a^; ;=1 J^ a^^ ^ ^ r,,^_
para cada ^ E C^°(St U I'1). Por tanto, u E Hro(SZ), u> 0, es una solución positiva débil de
P[^, SZ, B(bo)] y ya que ua es la única solución positiva de P[a, 5^,13(bo)], necesariamente
uo=u=Lv. (4.7.51)
Ahora, gracias a (4.7.51), se sigue de (4.7.28) que
ñmoo Ilvn - L IINi^^I = 0.
Además, ya que
ua l 1 _ 1
un - u0 = II^tnIIHI(S2) (v+►
- L I+ L IIunIIHI(S2) uo ^
(4.7.52)
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se sigue de (4.7.9) que
Ilun -^ollxl(^) <_ M I Ilvrt - L Ilxl(n) + 1 1 II^oIIHI(s^) •L II^nIIxl(sz)
Por tanto, gracias a(4.7.19) y(4.7.52), concluimos que
1^^ IIu,^ - uollx^(^) = 0 .
Esto muestra la validez de (4.7.4) a lo largo de la subsucesión con la que hemos estado trabajando.
Como el argumento previo funciona a lo largo de cualquier subsucesión, la prueba del teorema
está completa. Esto concluye la demostración d el teorema. 0
El siguiente resultado nos proporciona algunas condiciones suficientes que garantizan la
condición (4.7.3). Por tanto, bajo esas condiciones se verifica la conclusión del Teorema 4.7.2.
Teorema 4.7.3 Supongamos I'1 # 0 y (1.4.15). Sea b,^ E C(I'1), n>_ 0, una sucesión verifi-
cando (4.7.1). Asumamos además que o bien a E A+(S^) o a E A(S2) Entonces, las siguientes
afirmaciones son ciertas:
i) S2
a E A[^^ B(bo)] ^ (4.7.53)
entonces, e^iste no E N tad que
00
^ E n A[^^ B(bn)] • (4.7.54)
n=np
Si además
2
a E n A[^, ^(bi)] (4.7.55)
s=i
para algún par de funciones continuas bl, bZ sobre I'1 verificando
bi<b„<b2i n=0, n>no, (4.7.56)
entonces se verifica (4.7.4), donde un representa a la única solución positiva del problema
P[^, St, B(bn)], cuya e^istencia para n suficientemente grnnde es garantizada por (4.7.54), y
uo representa a da única solución positiva de P[a, St,13(bo)], cuya existencia es garantizada
por (4.7.53).
ii) Si
2
^ E n A[^, ^(bt)^ ^
i=i
(4.7.57)
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para algún par de funciones continuas bl, b2 sobre I'1 verificando
bi < bn < 62 , n =, 0 , , n > no , (4.7.58)
parn algún no E N, entonces
^
a E A[SZ,13(bo)] n n A[SZ, B(bn)] , (4.7.59)
n=np
y se verifica (4.7.4), donde un y uo representan las mismas funciones que en i), cuya
e^istencia es garantixada por (4.7.59).
Demostración: Desmostraremos cada una de las afirmaciones separadamente.
Part i): En un principio probaremos (4.7.54) por separado en cada una de las situaciones
a E A+(SZ) y a E A(SZ).
Supongamos que a E A+(S2) y (4.7.53) se verifica. Entonces, gracias al Teorema 3.3.4 tenemos
que
^^[G(a),13(bo)] < 0.
ya quePor otra parte
(4.7.60)
,
lim bn = bo
n^^
l T 2 7 2i d
en ^(L^(r^), L^(r^)) ,
quese s e eorema . .gue
ñi,,^ai^LG(^)^^(bn)] _ ^i2[G(^),t3(bo)] • (4.7.61)
Entonces, combinando (4.7.60) y(4.7.61), obtenemos que existe no E N tal que
^i^[G(^)^ ^(bn)] < 0 ^ n > no ^
y gracias de nuevo al Teorema 3.3.4 obtenemos que
00
^ E n A[St,13(bn)] •
n=np
Esto prueba (4.7.54) en el caso particular cuando a E A+(St).
Ahora supongamos que a E A(SZ) y(4.7.53) se verifica. Entonces, se sigue del Teorema 3.3.2
que
^i^[G(^)^ g(bo)] < 0 < Q^°[G(a)^ B(bo^ ^á)] . (4.7.62)
Por otra parte, necesariamente se verifica o bien
BStá n I'1 # ^ (4.7.63)
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áSZá f1 I'1 = 0 . (4.7.64)
Supongamos que se cumple (4.7.63). Entonces, gracia ŝ a(4.7.1), se sigue del Teorema 2.7.2 que
ñ^^ aiZ[G(^)^ B(bn)J = Qi^[G(.^),13(bp}J (4.7.65)
ñ ^.,^ ^^° [G(a), ^(b,^, s^a)1= ^^° [G(a), ^(bo, s^a)] ^ (4.7.66)
ya que (1.4.15) se verifica sobre I'1. De este modo, gracias a(4.7.62), obtenemos de (4.7.65) y
(4.7.66) que existe no E N tal que
^^ [G(^), B(bn)J < 0 < ^^^ [G(a), s(bn, s^^)1, n > ^o ,
y por eso, el Teorema 3.3.2 implica que
00
ñ E n n[^, B(bn)J •
n=np
Esto completa la demostración de (4.7.54) en el caso particular en el que a E A(St) y(4.7.63) es
satisfecho.
Supongamos ahora que a E A(St) y(4.7.64) es satisfecho. Entonces
°i^° [G(^) ^ ^(bn^ ^á)] = o^° [G(^), D] , n > Q , (4.7.67)
ya que
^(bn^ ^á) = D, n > 0.
De este modo, gracias a(4.7.62) y(4.7.67)
^^° (G(^) ^ B(bn^ ^á)] = Q^° [G(^), D] > 0 , n > 0. (4.7.68)
Entonces, argumentando como en el caso previo, (4.7.62), (4.7.65), (4.7.68) y el Teorema 3.3.2
implican (4.7.54). Esto completa la demostración de (4.7.54) cuando a E A(SZ) bajo condición
(4.7.64).
Ahora, en ambos casos a E A+(SZ) y a E A(S^), si además (4.7.55) y(4.7.56) son satisfechos,
se sigue del Teorema 4.7.2 que (4.7.4) se verifica.
Esto concluye la demostración de Parte i).
Parte ii): En un principio probaremos (4.7.59) separadamente en cada una de las situaciones
a E A+(Si) Y a E A(St).
Supongamos que a E A+(St) y (4.7.57) se verifica para bl, b2 E C(I'1) verificando (4.7.58).
Entonces, gracias a (4.7.57), se sigue del Teorema 3.3.4 que
Q^[G(a),Ci(b2)] <0. (4.7.69)
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Por eso, gracias a (4.7.58) y(4.7.69), se sigue de la Proposición 2.2.5 que
^i^[G(^), B(bn)] ^^i^[G(^)^ B(^i)] <. 0^ n= 0 y n> no.
,
Por tanto, gracias de nuevo al Teorema 3.3.4, tenemos que
^
^ E A[Sl, B(bo)] fl n A[SZ,13(bn)] •
n=^w
Esto prueba (4.7.59) en el caso particular cuando a E A+(SZ).
Ahora, supongamos que a E A(St) y(4.7.57) se verifica para bi, b2 E C(I'1) verificando
(4.7.58). Entonces, se sigue del Teorema 3.3.2 que
Q^[G(^), t3(bi)] < 0< o^° [G(.1), B(bt, Stá)] , i = 1, 2. (4.7.70)
De este modo, gracias a(4.7.58) y(4.7.70), se sigue de la Proposición 2.2.5 que
^i^[G(^)^ B(bn)] ^ ^i^[G(^)^ B(^)] < 0 ^
^1 a [G(^), B(bn, ^n)l ? ^i^° fG(^), B(b^; ^a)] > 0 ^
para n = 0 y cada n> no. Por tanto, gracias de nuevo al Teorema 3.3.2, obtenemos que
^
a E A[S2, B(bo)I n n A[^, B(bo)]•
n=no
Esto prueba (4.7.59) en el caso particular cuando a E A(St).
Además, en ambos casos a E A+(SZ) y a E A(SZ) se sigue del Teorema 4.7.2 que (4.7.4) es
satisfecho.
Esto completa la prueba de Parte ii) y concluye la demostración del teorema. p
4.8 Comportamiento asintótico de las soluciones positivas del
problema P[^, SZ, ,t3(b)] cuando minrl b j' o0
En esta sección analizamos el comportamiento de las soluciones positivas del problema sublineal
P[a, SZ, ,B(b)] cuando minrl b j' oo. El principal resultado de esta sección establece que éstas
convergen a la solución positiva del problema de Dirichlet P[a, SZ, D]. Para obtener este resultado
no requerimos que se verifique la condición (1.4.15).
Teorema 4.8.1 Súpongamos rl ^ 0. Sea bn E C(I'1), n> 1, una sucesión verifccando
lim min b„ = oo . (4.8.1)
n^^ rl
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Asumamos que
^ E A[S^, D] . (4.8.2)
Supongamos ademcís que esiste np E N tal que ^ '.
^
ñ E n A[^e^(bn)]•
n=np
(4.8.3)
Para cada n > no, denotemos por un a la única solución positiva de P[^, S2, B(bn)]. Entonces,
ñ moo Ilun - ^DIIHI(S2) _ ^ ^ (4.8.4)
donde uD es la única soluci6n positiva del problema de Dirichlet P[a, SZ, D] .
Demostración: Ya que se verifica la condición (4.8.1), sin pérdida de generalidad podemos
suponer que
min bn > 0, n> 1.
rl
Además, gracias a (4.8.1), existe rr,c E N tal que
sup bl < min bn , n> ño ;
r^ rl
y por eso
(4.8.5)
bl < bn , n > ño . (4.8.6)
Sin pérdida de generalidad podemos suponer que (4.8.3) y (4.8.6) son satisfechos para n> r^.
Por otra parte, gracias a(4.8.3), se sigue del Teorema 3.3.2 que P[.1, St,13(bn)J, n>_ na posee
una única solución positiva, denotada en lo sucesivo por un. Además, gracias al Lema 3.2.2,
un E Wá(bTl(S2) C H2(S2) , n> no, (4.8.7)
y un es fuertemente positiva en Si. Entonces, gracias a(4.8.6) y ya que un es una solución positiva
de P[^, SZ, ti(bn)], tenemos que
Gun =.^Wun - a f(•, un)un en SZ
B(bl)un <_ 13(bn)un = 0 en BSt, n>_no
y por ello, un es una subsolución positiva de P[a, SZ, Xi(bl )], n > no. Entonces, gracias al Teorema
4.2.1 tenemos que
un < ul , n > no . (4.8.8)
De la misma forma, es conocido que la solución positiva del problema de Dirichlet P(^, SZ, D],
denotada por uD, cuya existencia está garantizada por (4.8.2), satisface
uD = 0 y á„uD < 0 en a^t = ro u rl ,
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y por eso,
13(bn)uD < 0 , n > no .
De este modo tenemos que ' •,
GuD = ñWuD -^ f(•, uD) uD en S2
n> no
13(b„)uD < 0 en BSt,
y por eso, uD es una subsolución positiva estricta del problema P[a, SZ, Ci(bn)], n>_ no. Entonces,
gracias al Teorema 4.2.1, tenemos que
uD < u,^ , n > n0 , (4.8.9)
y así, se sigue de (4.8.8) y(4.8.9) que
OGuDGun<ul, n>np. (4.8.10)
Ahora, definiendo
M := IIu1IIL^(n) ^ (4.8.11)
se sigue de (4.8.10) que
IIunIIL^(s^) < M, n> nQ, (4.8.12)
y por ello,
II^nIILz(s^) <_ MI^I ^ , n > no . (4.8.13)
Por otra parte, gracias a(4.8.5) tenemos que
Jrl
bnuñ > 0 , n > no ,
y por ello, argumentando como en la prueba del Teorema 4.7.2 obtenemos que
µIIO^nIILa(^) ^ IS2[i1W - df (•^ iln) - aOJuñ - fft ^N 1 ai^^n - frl bnun
^ f12Ii1W - a f (' , un) - ao]un - ftj ^i' 1 (Y; ^un .
Entonces, siguiendo un proceso similar al mostrado en la demostración del Teorema 4.7.2, obten-
emos que existe C> 0 tal que
IIo^nIiL,(^) <_ Ĉ , n>no,
y gracias a(4.8.13), se sigue la existencia de una constante positiva M> 0 tal que
IIunllxl(s^) <_ M, n > np. (4.8.14)
Además, gracias a(4.8.10) y(4.8.14), a lo largo de alguna subsucesión, de nuevo etiquetada por
n, tenemos que
0 < L := ñ^^ II^IIHI(^) • (4.8.15)
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En lo sucesivo nos restringiremos a tratar con funciones de esa subsucesión. Ya que Hl (SZ)
está incluido de forma compacta en L2(Sl), se sigue de (4.8.14) que existen u E L2(SZ) y una
subsucesión de un, n> 1, reetiquetada por n, tal que. ,
u ^ Ilun - ^IILa(n) = O. (4.8.16)
Para completar la demostración del teorema es suficiente mostrar que (4.8.15) y(4.8.16) implican
que
li^ Iiun - ullxi(^z) = o Y u=^D ,
ya que este argumento puede ser repetido a lo largo de cualquier subsucesión. Definamos
_ un
vn ^ Ilunllxl(n) ' n > 1.
Por construcción y gracias a(4.8.7), vn E H2(SZ) fl L^(S^),
Ilvnlixl(n) =1, n > 1,
y v„ es una solución positiva de
Gv„ = ñWvn - a f(•, un)vn eII SZ
t3(bn)vn = 0 en 8SZ ,
(4.8.17)
(4.8.18)
ya que un es una solución positiva de P[.^, St,13(b„)]. Además, (4.8.10) y (4.8.12) implican
IIvnIIL^(s^) = II^nIIL^(^) ^ M ^ M , (4.8.19)IIunIIHI(^) IIunIILa(^) II^DIIL^(^)
También, se sigue de (4.8.17) que
IIvnIIL,(n) <_ 1, IlovnllL,(^) <_ 1, n> 1. (4.8.20)
Ahora, ya que Hl(SZ) está incluido de forma compacta en LZ(SZ), obtenemos de (4.8.17) que
existen v E L2(St) y una subsucesión de vn, n> 1, etiquetada por n, tal que
ñ moo (Ivn - vIIL3(^) = O.
En particular,
lim vn = v c.t.p. en St ,
n-.oo
y
(4.8.21)
(4.8.22)
v > 0 in St ,
ya que vn > 0 para cada n> 0. En lo sucesivo nos restringiremos a considerar esa subsucesión.
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Por otra parte, ya que gracias a(4.8.18)
II(G - «0)vnIIL,(sa) = II(aW - «p)vn - d(^)f(x^ ^n)vnIIL2(^) <_ C^IIvnIIL,(s^) ,
con
Cl ^= IIaW - aOIIL^(^) + IIaIIL^(^)Ilf('^')IIL^(nx(0,^) ,
se sigue de (4.8.20) que
3 ]y
.7i ^ W2 (ri) `--^ Lz(ri) ^ j2 ^ Wá (ri) `-^ L2(ri) ^
II(G - ao)vnllLa(^) ^ Cl , n> 1. (4.8.24)
De este modo, gracias a(4.8.20) y (4.8.24) se sigue de las estimaciones I,n de Agmon, Douglis y
Nirenberg (2j, que existe una constante CZ > 0 tal que
II vnll H^(^) <_ C2 , n> 1.
Denotemos por jl, j2 a las inclusiones compactas
y por
(4.8.23)
(4.8.25)
7i E G(H2(^), W2 (ri)) , 7a E G(Hl(^), Wá (ri)) ^
a los correspondientes operadores traza sobre I'1. Ya que vn E HZ(St), para cada n> no tenemos
que
vnlrl E Wá (r^) ^ Lz(r^) , ovnlrl E W2 (r^) ^ L2(r^) ^
y por eso, se sigue de (4.8.25) que
Ilvnlr^IIL2(rl) = II^1(vnlrl)IIL,(rl) <_ II^I1IIIynlr111^,^(rl)
<_ IIj1 II II^r1II II vnll x^(^) <_ II^I II II^r1 IIC2 •
Similarmente,
Ilvvnlr1llL,(rl) <_ IIj2IIIIotinIr^IIN,á (rl) <_ II^2IIII72IIIIovnIlx1(s^)
<_ IIj2IlII^r2IIIivnllx^(sa) <_ II^2IIII72IIC2 •
Por tanto, existe una constante C3 > 0 tal que
IlvnIr1IILa(r,) <_ C3 , Ilovnlr^ IIL,(rl) <_ C3 , n> 1.
Además, ya que vn es una solución positiva de (4.8.18) tenemos que
Ó^vn =-bnvn en I'1 , n> 1.
(4.8.26)
(4.8.27)
Ahora, definiendo
Qn:=minbn>0, n>1,
rl
Comportamiento asintótico de !as soluciones positivas de/ problema P(a, SZ, L3(b)J cuando minrl 6 j' o0 211
se sigue de (4.8.27) que
(avvn)2 = bnvn ^ Qñvn en, I'1, n > 1,
y por eso
vñlr^ <_ an2(a^yn)ZIr^ <_ añ21v121vvnIr^12, n>_ 1,
donde I • I representa la norma euclídea de RN. Así, aplicando (4.8.26) se sigue
Ilvnlrl lli,(rl) ^ Qñ21v1211ovnIr1IIL,(rl) ^ Qn2IY12C3 , n> 1,
y por eso (4.8.1) implica
„^^ Ilvnlr^ IILa(r^) - O.
En particular,
(4.8.28)
ri moovnlI'1 = 0 C.t.p. eII rl .
Por otra parte, por construcción tenemos que vnlra = 0 para cada n> 1, ya que u,jlro - 0, n> 1.
Por tanto, obtenemos de (4.8.28) que
,n^  IlvnleS^IILz(óS^) - o • (4.8.29)
Ahora mostramos que vn, n> 1, es una sucesión de Cauchy en Hl (SZ). Combinando este hecho
con (4.8.17) y(4.8.21) se llega a que
ñ^^ Il vn - vII Hl(^) - o ^ IIvIIH1(^) =1. (4.8.30)
En efecto, argumentando como en la demostración del Teorema 4.7.2 obtenemos que para cada
par de números naturales 1< k<_ m la estimación (4.7.29) es satisfecha, lo mismo que las
estimaciones (4.7.31) - (4.7.38). Además,
I^ á=ifrl a+.i (vk -vm)ánjl ^ EN=111a^jIIL^(^)Ilovklr111L2(rl)II(vk-vm)Irlllr,,(rl)
<- C3Ei,j=1 IIa^jIIL^,(sa)II(vk - vm)Ir1IIL,(r^) ,
donde hemos utilizado (4.8.26). Similarmente,
I^N=1.fr1 a^jvm^(vm - vk)njl <_ ^;,j=111a1jIIL^(^)IltimIr1IILa(r^)Ilo(vm-vk)Ir1IIL,(rl)
< 2C3E á=1 IlaijllL^(s^)Ilvmlr^ilLa(rl) •
Por tanto, gracias a(4.8.29), para cada E> 0 existe un número natural rca > 1 tal que para cada
k, m > ño tenemos
^ Jrl aij 5 (vk-vm) ^^ti + 11m i^ (v^n -vk) } nj < 2 . (4.8.31)
i,j-1 l J
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También, de la misma forma que en la demostración del Teorema 4.7.2, gracias a la desigualdad
de Hólder obtenemos de (4.8.19) que
^
donde
lLVm^f ('^ ^k) - f (' ^ utn)^ ^ C1M Iluk - u*►IIIt,(n) ^ (4.8.32)IIuDIIL,(^)
Cl ^= IIdIIL^(^)Ilau.filL^(^x[O,M])•
Finalmente, sustituyendo (4.7.32) -(4.7.38), (4.8.31) y( 4.8.32) en (4.7.29) se sigue fácilmente
que existe kp > ñ,c tal que
µllo(vk - vm)II Lz(^) <_ E, k , m > 1's,e .
Esto completa la prueba de (4.8.30) y en particular muestra que v E Hl(S2).
Ahora averiguamos el comportamiento de v sobre aS^. Denotemos por j a la inclusión com-
pacta
^j : w2 (as^) ^-► L2(as^) ,
y por
^r E ^(Hl(^), w2 (as^)) , .
al operador traza sobre BSZ. Ya que v„ - v E Hl (SZ), para cada n> 1 tenemos que
(vn - v) lasa E w2 (a^) ,
y por eso
II (vn - v) Ias^ II La(as^) <_ IIj II II (vn - v) Iasa II N,^ (a^) = IIj II II^(vn - v) Il w, (a^)
<_ II^ II II^riI Ilvn - v IIXI(s^) •
De este modo, (4.8.30) implica
y por tanto, gracias a (4.8.29),
En particular,
vlasa = 0.
v E Hó (S2) , (4.8.33)
ya que v E Hl(S2). Además, ya que vn > 0 para cada n> 1, se sigue de (4.8.30) que
n^ II(vn 'v)Ia^IIL,(as:) -o,
v>0.
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Por otra parte,
_ Ilun - ^IIL,(^) 1 _ 1Ilvn- LIILa(n) = IIII.^nIIHI(^) LIIL2(n)
^ IIunIIHI(^) ^+ IIunIIHI(^) L II^IIL,(^)+
donde L> 0 es la constante definida por (4.8.15). Así, se sigue de (4.8.15) y (4.8.16) que
ñ ^Ilvn-LIILz(s^)=o,
y por eso, gracias a(4.8.21) y(4.8.34), obtenemos que
(4.8.34)
u = Lv in L2(S2) . (4.8.35)
Así, u>OyuEHó(Si),yaque
L>0, v>0, vEHó(S2).
Ahora, el mismo argumento utilizado en la demostración del Teorema 4.6.1 y del Teorema
4.7.2 muestra que u es una solución débil de P[^, SZ, D]. Por eso, u E Hó (SZ), u> 0, es una
solución positiva débil de P[.1, SZ, D] y ya que uD es la única solución positiva de P(a, St, D],
necesariamente
uD=u=Lv.
Ahora, gracias a(4.8.36), se sigue de (4.8.30) que
„^^ Iivn - L IIHI(^) = O .
Además, ya que
^n - ^D = IIunIIHI(^) ^vn - L ^ + i II^.IIHI(^a)
se sigue de (4.8.14) que
Ilun - uDIIHI(s^) <_ M Ilvn - L Ilxl(n) + 1 1L II^nIIHI(^) IIuDIIHI(n) •
(4.8.36)
(4.8.37)
Por tanto, gracias a(4.8.15) y(4.8.3?), concluimos que
ñ moo II^n - ^DIIHI(S2) = O.
Esto muestra la validez de (4.8.4) a lo largo de la subsucesión con la que hemos venido trabajando.
Como el argumento previo funciona a lo largo de cualquier subsucesión, la demostración del
resultado está completa. Esto concluye la demost ración del teorema. q
El siguiente resultado nos proporciona algunas condiciones suficientes que garantizan (4.8.3),
supuesto que (4.8.2) es satisfecho. Por tanto, bajo estas condiciones suficientes se verifica la
conclusión del Teorema 4.8.1.
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Teorema 4.8.2 Supongamos I'1 # 0. Sea b„ E C(I'1) , n>_ 1, una sucesión verificando (4.8.1).
Supongamos además que
a E A[SZ, D] , . (4.8.38)
y que o bien a E A+(Sl) o a E A(SZ). Entonces, e^iste np E.N tad que
^
a E n A[^^ ^(bn)] • (4.8.39)
^-+lo
Además, en ambos casos, suponiendo que a E A[SZ, D] y denotando por u„ a la única solución
positiva de P[.^, S2, ti(bn)], cuya existencia es garantizada para n suficientemente grande, se sigue
del Teorema .^.8.1 que
ri moo ^^^n - uDIIHl(Sl) - ^+
donde uD es la única solución positiva del problema de Dirichlet P[^, SZ, D] .
(4.8.40)
Demostración: Una vez probado (4.8.39), la relación (4.8.40) se sigue como una consecuencia
del Teorema 4.8.1.
Ahora, demostraremos (4.8.39) separadamente en cada una de las situaciones a E A+(SZ) y
a E .A(S2).
Supongamos que a E A+(SZ). Entonces, gracias a (4.8.38); se sigue del Teorema 3.3.4 que
Q^[G(a),D] < 0. (4.8.41)
Por otra parte, ya que
lim min bn = +oo , (4.8.42)
se sigue del Teorema 2.8.1 que
n-.c° I'i
ñ moo °^[G(^)' ^(b^)] - oi [,^(^), D] • (4.8.43)
De este modo, combinando (4.8.41) y(4.8.43), se sigue que existe no E N tal que
^i^[G(^), Bíbn)] < 0 ^ n > no ^
y por eso, gracias de nuevo al Teorema 3.3.4, obtenemos que
^
a E n A[^^ ^(bn)] •
^+=no
Esto prueba (4.8.39) en el caso particular cuando a E A+(SZ).
Ahora supongamos que a E A(St). Entonces, gracias a(4.8.38), se sigue del Teorema 3.3.2
que
Q^[Ĝ (a), D] < 0< Qi ^ [G(a), D] . (4.8.44)
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Por otra parte, necesariamente o bien
astá n rl ^ 0,
0
(4.8.45)
BStá fl I'1 = 0 . (4.8.46)
Supongamos que (4.8.45) es satisfecho. Entonces, gracias a(4.8.1), se sigue del Teorema 2.8.1
que ^
„^^ ^i I^(^`), ^(bn)l = ^i^[^(a), Dl (4.8.47)
Y
ri moo ^^a ^G(^)' ^(bn^ ^a)^ _ ^12a ^^(^) ^ D^ • (4.8.48)
Así, gracias a(4.8.44), se sigue de (4.8.47) y (4.8.48) que existe no E N tal que
^ ^ ^^[^(a), ^(bn)l < o < ^^a ^c(a), ^(bn, s^a)l ^ n > no . (4.8.49)
De este modo, gracias a(4.8.49), el Teorema 3.3.2 implica que
00
^ E n A[^, ^(bn)I • .
n=np
Esto completa la prueba del resultado en el caso especial de que a E A(S2) y se verifique (4.8.45).
Ahora supongamos que a E A(St) y se cumple (4.8.46). Entonces,
^^° (G(^)^ B(bn^ ^á)^ _ ^1^° ^G(^)^ D^ r
ya que
n>0,
^(bnr^á) = D, n > 0,
y por eso, gracias a(4.8.44) tenemos que
Qi °^G(^)^^(bn^ ^á)^ > 0, n > 0. (4.8.50)
Ahora, argumentando como en la demostración de la situación previa, (4.8.44), (4.8.47), (4.8.50)
y el Teorema 3.3.2 implican (4.8.39), supuesto a É A(SZ) y (4.8.46).
Esto completa la prueba del resultado en el caso particular en el que a E A(S2).
Esto concluye la demostración del teorema. ^
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Capítulo 5
Explosión de potenciales en una clase
general de problemas sublineales
En este capítulo analizamos el comportamiento asintótico, cuando un cierto potencial explota, de
las soluciones positivas de una clase general de problemas sublineales de valores en la frontera de
tipo mixto con pesos. Nuestro principal resultado es una sustancial extensión de [34, Sección 4]
y tiene un gran número de aplicaciones en ecología matemática como, por ejemplo, en el análisis
del efecto de la competición ilimitada entre especies biológicas en presencia de refugios, análisis
que será lleva,do a cabo en un trabajo próximo. Como en los capítulos previos, las principales
herramientas técnicas utilizadas para desarrollar el análisis matemático de este capítulo son, la
caracterización del principio del máximo [5], los resultados referentes a dependencia continua de
autovalores principales respecto a perturbaciones del dominio alrededor de su frontera Dirich-
let, demostrados en el Capítulo 2, así como los resultados de dependencia continua respecto a
perturbaciones del dominio alrededor de su frontera Dirichlet de las soluciones positivas de la
clase general de problemas de valores en la frontera tratada en el Capítulo 4.
5.1 Introducción
En este capítulo analizamos el comportamiento asintótico cuando ry J' oo de las soluciones
positivas del siguiente problema sublineal elíptico de valores en la frontera de tipo mixto con
peso
Gu + ryV (^)u = aW (x)u - a(^) f(^, u)u en SZ (5.1.1)13(b)u = 0 en óSt ,
donde a, V E L^(SZ) pertenecen a una cierta clase de potenciales no negativos que será intro-
ducida más adelante y W E L^(St).
A lo largo de todo este capítulo supondremos que:
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a) Sl es un dominio acotado en RN, N> 1, de clase C2, es decir, S^ es una subvariedad
N-dimensional compacta y conexa de RN con frontera 8St de clase C2.
b) y, a E R, W E L^(St) y
G :_ - ^ ^^ (x) ax ax ^ + ^ a^(^) ^ t + ao(^) , (5.1.2)
t,^_i ^ ^=i
es un operador diferencial lineal eliptico de segundo orden en SZ con
a;^ = a^; E Cl(SZ) , a^ E C(SZ) , ao E L^(S2) , 1< i, j< N, (5.1.3)
siendo uniformemente fuertemente eliptico en SZ. En lo sucesivo denotaremos por µ> 0 a
la constante de elipticidad de G en SZ. Entonces, para cada ^ E RN \{0} y x E S2 tendremos
que
N
^ at; (^)^^^; ? µl^l2 .
i,.i=1
c) li(b) representa al operador de frontera
B(b)u := u8^u ^- bu
eñ I'0 ,
en I'1, (5.1.4)
donde I'o y I'1 son dos subconjuntos disjuntos abiertos y cerrados de 8St con I'oUI'1 = óSZ,
b E C(rl), y
v = (^/1i ..., vN) E ^%1(rle RN)
es cualquier campo vectorial exterior y no tangente. Necesariamente, I'p y I'1 poseen un
número finito de componentes conexas. Observar que, 13(b) es el operador de frontera de
Dirichlet sobre I'o, denotado en lo sucesivo por D, y el operador de frontera de Neumann
o de derivada regular oblicua de primer orden sobre I'1. Debe ser destacado que o bien I'o
o I'1 puede ser el conjunto vacío.
d) La función f: Sz x[0, oo) -► R satisface
f E Cl (St x [0, oo); R) , lim f (^, u) _+oo uniformemente en SZ , (5.1.5)
uf^
y
Debe ser destacado que
8u f(•, u) > 0 para cada u> 0. (5.1.6)
Ĵ('^0) E C1(^^R)
y que no hay ninguna restricción sobre el signo de f(•, 0) en SZ. Además, (5.1.6) implica
f(•,o) =^,of(•,^) •
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En lo sucesivo denotaremos por Ĝ al operador diferencial auxiliar ^
.Ĉ := G + a(•)Ĵ ('^ 0) ^ (5.1.7)
y para cada a E R, G(^) y G(.^) representarán a los operadores auxiliares
G(a) := G- aW , Ĝ(a) := Ĝ - aW . (5.1.8)
Se debe mencionar que los operadores definidos por (5.1.7) y(5.1.8) son uniformemente
elípticos en S2, con la misma constante de elipticidad µ> 0 que G.
e) En lo que a las funciones peso a, V E L^(SZ) concierne, asumiremos que a, V E A(S2),
donde A(SZ) es la clase general de funciones peso, reales medibles acotadas y no negativas
en SZ, introducida en la Definición 2.10.1. En lo siguiente denotaremos por
^á ^á ^ K ^
a los correspondientes conjuntos de la definición de a E A(S2), y por
^°v ^v^ Kv^
a los correspondientes conjuntos de la definición de V E A(SZ). Observar que (2.10.3),
(2.10.4), (2.10.5) y(Al) -(A4) son satisfechos por a e:g St con sus respectivos conjuntos
SZá, SZá Y K, lo mismo que V en SZ con sus respectivos conjuntos SZv, SZ^ y Kv.
Además, en todo este capítulo supondremos que SZ^ es conexo y que
as^^ - rg u(as^^ n rl) , r$ n as^ _^, (5.1.9)
donde ró satisface los mismos requisitos que ro. Se debe destacar que, como V E A(SZ),
dist (rl, as^^ n s^) > o.
Por eso, si denotamos por ri, 1 < i< nl a las componentes de rl, entonces para cada
1<_ i< nl o bien ri C aSZy o ri n S^V =^. Además, si ri C aS2to,, entonces ri debe ser
una componente de aSZ^o,.
También, en lo sucesivo supondremos que SZá y SZ^ satisfacen alguna de las hipótesis
(a), (b), (c), (d) o(e) del Teorema 4.4.2, donde en este teorema St^o, juega el papel de Slo,
y que existe alguna sucesión Stói S> 0 de dominios acotados de RN convergiendo a SZ^o,
desde el exterior, cumpliendo los requisitos del Teorema 4.4.2 con
r$ u StV c S^ó c S^ ,
para cada b> 0 suficientemente pequeo.
De aquí en adelante denotaremos por
^o ._ ^o o _ ^o n ^o
a,V •- ^ V^a - a V ^
cuando a E A(St^°,) y SZQ n St^°, ^ 0.
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Con el fin de enunciar el resultado principal de este capítulo, hemos de introducir las sigu-
ientes notaciones. En lo sucesivo, nos referiremos al problema (5.1.1) como P(y, .1, SZ,13(b)] y
denotaremos por A(y, S2, Ci(b)] al conjunto de valores. de a E R para los cuales P(y, ^, SZ,13(b)]
posee una solución positiva. En el caso particular en el que ry= 0, o V= 0 en SZ, denotaremos
por
P[a, SZ,13(b)] := P[0, ^, SZ, B(b)] , A(St,13(b)] := A[0, St, B(b)] .
También, ya que el Teorema 3.3.2 garantiza la unicidad de la solución positiva de P[y, ^, SZ,13(b)]
supuesta su existencia, en el caso particular en el que a E A[y, St, 23(b)] denotaremos por
u^ a la única solución positiva de P(y, ^, SZ,13(b)].[G-NyV,aW,Li(b))
El resultado principal de este capítulo proporciona una versión muy general, y refinada, del
Teorema 4.1 de (34] y que tiene una gran número de aplicaciones en ecología matemática como,
por ejemplo, en el análisis del efecto de la competición ilimitada entre especies biológicas en
presencia de refugios. El resultado establece lo siguiente.
Teorema 5.1.1 Sean los problemas P(y, a, St,13(b)] y P[a, SZy,13(b, St^)]. Supongamos que
a E A[^°V^ ^(b^ ^°v)] n A[7^ ^^ B(b)] (5.1.10)
para cada y> 0 suficientemente grande. Supongamos ademá,s que (1.4.15) se verifica sobre
rl n as^V . Entonces,
^ 5.1.117l^ ^^u[G+^rV,aW^^(b)1 - u[G,aW,B(b,^^)l IILP(SZv) 0^ P E[l^ ^) ^ ( )
^^ ^^u(G+7V,J^W,t3(b)J ^^Loo(K) - ^ , (5.1.12)
en cada subconjunto compacto K de S^Z \ SZ^. En particular,
ry i^ u^G^^,^W,^(b)) = u[G,aw,B(b,^^)] en SZ^°, o c. t. p. en S2 . (5.1.13)
^ 0 en St \ SZv ,
La demostración del Teorema 5.1.1 está basada en la construcción de adecuadas supersoluciones
positivas estrictas del problema P[y, a, S2, S(b)] para cada y > 0 suficientemente grande. Tal
construcción es técnicamente muy delicada. Durante la construcción de estas supersoluciones,
debemos aumentar ligeramente el conjunto abierto máximal de anulación S2^°, de V en St y éste
es el momento en el que hemos de recurrir a los resultados de dependencia continua respecto
a perturbaciones del dominio de las soluciones positivas de problemas sublineales, demostrados
en el Capítulo 4. La Sección 5.2 está enteramente dedicada a demostrar el Teorema 5.1.1 y
dar condiciones suficientes bajo las cuales se cumple (5.1.10). Por tanto, bajo esas condiciones
suficientes las conclusiones del Teorema 5.1.1 están garantizadas.
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5.2 Explosionando la amplitud de un potencial
En esta sección analizamos el comportamiento asintótico cuando ry j' oo de las soluciones
positivas de (5.1.1). Debe ser tenido en mente que ya que eŝtamos suponiendo que a, V E A(Si),
la existencia de los conjuntos SZá y St^ está garantizada. Además, ya que a lo largo de esta
sección será necesario tratar con el problema
P[^^ ^°v^ B(b, ^°v)] ^
debe ser destacado que ya que V E A(SZ) y SZv es conexo, el conjunto S2v es un subconjunto
abierto conexo de SZ de clase C2 verificando
dist (rl, as^^ n s^) = dist (ri, r^) > o. (5.2.1)
Por tanto, el problema P[.^, SZv, ,6(b, S^^)] se encuentra dentro del marco abstracto de trabajo
del Capítulo 3, lo mismo que los problemas P[^, S26i13(b, Slá)], á' > 0, para cada sucesión Sts de
dominios acotados de RN convergiendo a S2^°, desde el exterior y cumpliendo los requisitos del
Teorema 4.4.2.
Nuestro principal propósito en esta sección es demostrar el Teorema 5.1.1. El siguiente re-
sultado combinado con el Teorema 4.2.1, nos proporciona las herramientas técnicas básicas para
obtener el Teorema 5.1.1.
Proposición 5.2.1 Supongamos que
a E A[Sl^°,, B(b^ ^°v)] (5.2.2)
y (1.4.15) se verifaca sobre I'1 n aSZi°,.
Entonces, para cada S> 0 suficientemente pequeño, existen un número real A(S) > 0 y una
función positiva ŭá satisfaciendo:
i) ŭ6 es una supersolución positiva estricta de P[ry, a, SZ,13(b)] para cada ry> A(ó) > 0.
ii) Las siguientes convergencias son satisfechas:
^o
^o ^^uĉ
- u^G,aW,ú(b,^^)^ ^^Hl(SZv) ^ ^ (5.2.3)
y
^0 ^^ubllLa,(K) = o, (5.2.4)
en cualquier subconjunto compacto K de SZ \ Ŝ2v. En particular,
6^o ŭ6 = u(G,aw,r^(b,s^^)1 en S2^°,0 c.t.p. en SZ . (5.2.5)
0 en SZ \ S2v ,
222 Exp/osión de potenciales en una c/ase general de problemas sublinea/es
Demostración: Parte i) Sean .1 satisfaciendo (5.2.2) y los operadores
Gi:= G(a) y Ĝ1:= Ĝ(a).
• A
Ya que (5.1.9) es satisfecho,
as^^ n ro = 0 ,
y por eso necesariamente, o bien ro n K= 0 o ro n K^ 0.
Supongamos
ronK=O.
Entonces, (2.10.3) y (5.1.9) implican
K CSl, ^^CSl UrI, K nSZ^=^. (5.2.7)
En particular,
dist(ro, ^2^°, U K) > 0, dist(rl, K) > 0, dist(K, St^°,) > 0. (5.2.8)
Sea ^> 0. Gracias a(A4), existe un níunero natural Q(r^) > 1 y Q(r^) conjuntos abiertos Gj C RN,
1< j< Q(r^), con ^G^ ^ < r^, tales que '
e(^1
K c U(G^ n ^t) , Ĝ^ n Ĝ^ = 0 si i^ j,
;=i
y para cada 1< j < Q(^), el conjunto abierto Gj n SZ es conexo y de clase C2. Gracias a(5.2.7),
podemos elegir los G^'s para que
e^^l e^nl
Kc U Ĝ^ CSi, U Ĝ^n52Y=0. (5.2.9)
j=1 j=1
En efecto, ya que
dist(K, ^i^ U ro U rl) > o,
existe un conjunto abiero G tal que
KcG, Ĝ cSt, Ĝ n^t^=^.
Por eso, para tener (5.2.9) es suficiente considerar G n G°, en lugar de G^, 1< j< 2(r^).
Además, gracias a(5.2.9), para cada r^ > 0 existen ^ := e(r^) > 0 suficientemente pequeño y
conjuntos abiertos G^'f de clase C2 satisfaciendo
Ĝ^ C G^'£ c G^ + BE , 1< j< Q(r^) ,
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e(n) e(n) e(n)
K c U Ĝ^ c U G^'E c S^ , I G;'E I < 2r^ , , U G;'E n St°v = 0 , (5.2.10)
i=1 ^=1 ^-i
donde Bé representa la bola de radio E centrada en el origen. Así, ya que
^ ^Gj'E) = 0, 1 < j< 2(^l) ,
se sigue el Teorema 2.9.1 que existe r^o > 0 tal que para cada r^ E (0, ^o) y 1< j < Q(^)
,, s
min oĉ' [Ĝ i, D] > U , (5.2.11)ia<e(n)
donde e: _ ^(^7). Fijemos r^ E (0, r^o).
Ahora, para cada k E{0,1}, denotemos por rk, 1< j < nk, a las componentes de rk.
Denotemos por {ii, ..., iP} al subco^junto de {1, ..., nl } para el cual ri n aStj°, = 0 si, y sólamente
si, j E{il, ... , iP}. Gracias a(Al) para V en SZ, ri es una componente de aSZv para cada
j E {1, ..., nl} \ {il, ..., iP}. Entonces, tenemos que
P
U ri n ast^ = 0,
j=1
y por eso,
P
dist( U ri , asi^) > o.
^=i
(5.2.12)
(5.2.13)
Consideremos cualquier sucesión Stó, ó> 0 de dominios acotados de RN convergiendo a SZv
desde el exterior cuando ó^, 0, satisfaciendo los requisitos del Teorema 4.4.2 y
rá U Sl°y C St6 C Sl , (5.2.14)
para cada ó> 0 suficientemente pequeño. Debe ser destacado que ya que la sucesión Stá converge
a S2i°, desde el exterior, se desprende lo siguiente
as^v n r1= asió n rl . (5.2.15)
Sean además para cada S> 0 suficientemente pequeño, los entornos tubulares de radio ó> 0,
^'^ :_ (ró + Bs) n Sl , 1 < j < no , (5.2.16)
Ná ^:_ (I'i + Bó) n SZ, j E{il, ..., iP} , (5.2.17)
donde B6 C RN es la bola de radio 8 centrada en el origen. Gracias a(5.1.9), ( 5.2.6) y (5.2.10),
existe ól > 0 tal que para cada 0< ó< ól
1(^l) np
^s c St , U^'E n S26 = 0, aS^a \ rl c SZV , U JVá'' \ ro c S^^ . (5.2.1s)
;=1 ;=1
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También, gracias a(5.1.9), (5.2.6) y (5.2.12), existe S2 E(0, Sl) tal que para cada 0< S< S2
( Ú N6 ,s^ ^ Ú ^,j) n (^tá ^u e^ ^^'E) = 0 . (5.2.19)
j=1 j=1 j=1
Además, ya que I'k n I't = 0 si (i, P) ^( j, k), e^ciste S3 E(0, SZ) tal que para cada 0< S< S3
Ñ6 'j n N6't = ^ si (i, P) # (,j, k) , k , P E {0, i } . (5.2.20)
También, ya que limá^o ^Nó'^ ^ = 0 para cada 1<_ j < no, se sigue del Teorema 2.9.1 que existe
S4 E(0, S3) tal que para cada 0< S< S4
^
Q16 [,Ĉl, D] > 0, 1 < j< no . (5.2.21)
Ahora mostramos que en el caso particular en el que a E A(SZy) y SZá^V #^, (1.4.15) se
verifica sobre I'1 n óSZá^v. En efecto, ya que SZá^^ es un subconjunto de SZv, tenemos que
I'1 n 8S2°,,, c rl n s^^ = rl n est^ , (5.2.22)
y por eso, ya que (1.4.15) se verifica sobre I'1 n 8SZ°y, se sigue.de (5.2.22) que (1.4.15) se verifica
sobre I'1 n 8S2Q ^.
Entonces, ya que .^ E A[SZ^°,,13(b, SZv)], SZ6, S> 0 satisface los requisitos del Teorema 4.4.2 y
(1.4.15) se verifica sobre I'1 n BSZa^v, se sigue del Teorema 4.4.2 que existe S5 E(0, S4) tal que
a E n A[SZa,13(b, S26)] . (5.2.23)
óE(O,ág)
Además, gracias a la unicidad de solución positiva del problema P[a, S1á,13(b, Stá)], garantizada
por Teorema 3.3.2 para cada ^ E A[SZó, B(b, St6)], se sigue de (5.2.23) que para cada S E(0, S5),
el problema P[^, S26i Ci(b, SZá)] posee una única solución positiva, denotada por u^^^^w,B(6,n6)]•
Definamos
^ñ
^ó '- ^(G,^W,Ci(b,^6)^ '
Fijemos S E(0, b5) y tomemos
S E (0, S5) .
p(n) p no
H6.=UG^vUN^,=^vU^,^
^ j=1 j=1 j=1
Denotemos por ^á, i E {il, ..., ip}, y ^ó, 1< j < no, a las autofunciones principales asociadas con
i.+ ^,^
Q^6 [G1,13(b, Ná's)], i E{il, ..., ip}, y al 6 [Gl, D], 1 G j <_ no, respectivamente, normalizadas
tal que
II^óII^^(Ná^^) = 1^ ^^^ŝ ^^L,^(N^'s) = 1, i E{il,...,ip}, 1< j< no. (5.2.24)
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También, denotemos por ^, 1< j < Q(r^), a las autofunciones principales asociadas
ns
vĉ' [Gl, D], normalizadas tal que
^^^ ^^L^,(c^.sl = 1, 1 < j< Q(^l) •
Ahora, consideremos la función positiva ŭ6 : SZ ^-► [0, oo) definida por
u en
ŭ6 ._
ĉ _,
a
S^ en Ĝ^ , 1< j< Q(r^) ,
S^á en N6'^' , 1< j< p,
S^ó en Ná'^ , 1< j< no,
z
^6 en S^ \ (SZ ^ U H6 ) ,
á
con
(5.2.25)
(5.2.26)
donde ^á es cualquier extensión positiva y regular de
e(^) p +w
u6UUS^UUS^a UUS^6
j=1 j=1 j=1
desde SZ ^ U Há hasta SZ, la cual está alejada de cero en ŜZ \(SZ ^ U H^ ). Obsérvese que ^á existe
ya que las funciones
ualasa^\r^ ^ ^^ac^ ^ 1 < j <Q(^),
son positivas y alejadas de cero, lo mismo que las funciones
'' ^: ^á ^ aNo,: r, 1 < j< p, 1< i< no .
^6 ^eN^' ^\rl' ^ \ o
Si I'1 C BSZ^°,, entonces en la definición de ŭ6 debemos borrar las S^6 's, 1 < j< p.
Gracias a(5.2.18), (5.2.19) y(5.2.20), la función ŭ6 está bien definida. Además,
ŭó (x) > 0 para cada x E S2 .
Para completar la prueba de la Parte i) bajo condición (5.2.6) falta mostrar que existe
A= A(S) > 0 tal que ŭó nos proporciona una supersolución estricta de P[ry, a, SZ,13(b)] para
cada ry> A(S). En efecto, ya que V> 0 y rp U SZv C SZ^, se sigue por construcción que en S2^
la siguiente estimación es satisfecha para cada ry> 0,
(Gl + ryV + d(^)f (x, ^a))^ó = (Gl + yv + a(x)f (x, uó)) u6 = ryV1tó > O.
También, ya que S^ > 0 en ^, 1< j< Q(r^), se sigue de (5.1.6) que
f(x, S^ )> f(x, 0) , x E G^ ,
^G6
228 Exp/osión de potencia/es en una c/ase genera/ de problemas sublineales
y por eso, la siguiente estimación se veriflca en ^ para cada ry > 0 y 1< j< Q(^),
(Gi + ryV + d(^)f (x, ŭ6))ŭó = 8(Gl +^ ryV + a(^)Ĵ(x, S^ ))^ _
= a(^^' `f^1,D] +^rV +a(^)(f(x,^^) - f(^,o)))^ > b^^'s[ĉ^,D]^ .
De este modo, gracias a(5.2.11), en ^, 1< j< Q(^) la siguiente estimación se desprende para
cadary>0
.C11bá + ryVŭs + d(^).f (xr ^6)ŭ6 > ^ .
Similarmente, ya que b^á > 0 en N°^, 1 < j< no, se sigue de (5.1.6) que
z
Í(^, bŝŝ ) > Ĵ (x, 0) , x E JV°a , 1< j< no ,
^
y por eso, en N^'^, 1< j< no se desprende lo siguiente para cada ry> 0
(Gi + ryV + a(^)Ĵ (x, ŭ6))ŭ6 = s(G^ + yV + a(x) Ĵ (^, sŝó)) ŝŝ =
= a(^^,^ [Gl, D] +7V + a(x)(.f(^, S^ó) - f(^, 0)))^6 >_ a^^,^ [^^, Dl ^6 .
Así, gracias a(5.2.21), en ,N^^, 1< j < rzo la siguiente estimación se verifica para cada ry> 0
^
Glŭó + ryVŭó + a(^)f (^, uó)ŭá > 0.
Ahora, observar que ya que V E A(St), gracias a(.A2) existe una constante w> 0 tal que
V>w>0 (5.2.27)
en cada subconjunto compacto de SZy U^=1 I'i . En particular,
V> w> o en (SZ ^(SZ á U FI6 )) U U N^'i^ c s^^ U Ú ri . (5.2.2s)
.7=1 ^=1
De este modo, ya que b^á > 0 en N^'sf , 1< j< p, se sigue de (5.1.6) que
f(x, ó^ó )> f(^, 0) , x E N^'`' , 1< j< p,
1'i'
<< se des rende la si iente estimacióny por eso, gracias a (5.2.28) en Nó , 1_ j_ p, p gu^
z
(Gi + ryV + a(^)Í(x, ^ó))ŭs = ó(Gl + ryV + a(^)Í (x, s^á ))^á =
:;
=b(QN6 [^i,B(b,^')]+7V+a(^)(Ĵ(x,b^á)- Ĵ(x,6)))^ó >
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supuesto que
> ó(oN6^ (,^i, B(b,^')] +7w)^á > 0
1'tif -
ry> Al(ó) ._ w-1 max { ^Q^6 (G1i13(b,N6''')]^ }? 0.
1 G,^ ^p
Por otra parte, ya que SZ \(S2 ^ U H^ ) C Stv, se sigue de (5.2.28) que existe A2 (ó) > 0 con
A2 (ó) > Al (ó) > 0 ,
tal que la siguiente estimación se verifica en Ŝ2 \(S2 6 U Hĝ )
^ ,
(Gl +7v + a(^)f (^, ŭ6))ŭó = (G^ +7v + a(x)f (^, Có))Có > (G^ + a(x)f (^, C6) + yw)C6 > 0,
para cada y> A2 (ó) > 0, ya que w> 0, ^á está alejada de cero en SZ \(S2 6 U H^ ) y(Gl +
a(x) f(^, ^á))(a es independiente de y.
Finalmente, por construcción, en la frontera se desprende lo siguiente
B(b)ŭ6 = óD^6 = 0 en I'ó , 1< j< no ,
13(b)ŭ6 = ó(a„ + b)^a = 0
y gracias a (5.2.15),
Así,
en I'i, 1<j<p,
B(b)ŭ6 =(8„ + b)u6 = 0 en 8S2°y n I'1.
3(b)ŭá = 0 en 8SZ .
Por tanto, para cada S> 0 suficientemente pequeño existe
z
A(ó) := A2(ó) > 0,
tal que bajo condición (5.2.6) la función positiva ŭá definida por (5.2.26), nos proporciona una
supersolución positiva estricta de P(ry, a, SZ, B(b)] para cada ry> A(ó) > 0.
Esto completa la demostración de la Parte i) cuando la condición (5.2.6) es satisfecha.
Ahora, supongamos
ro n K ^ 0 , (5.2.29)
en lugar de (5.2.6). Denotemos por I'ó, 1< i< no, a las componentes de I'o, y sea {il, ..., iq} el
subconjunto de {1, ..., no} para el cual
xnró^0
si, y sólamente si, j E{il, ..., iy}.
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Dado p> 0 suficientemente pequeño, consideremos el nuevo dominio soporte
9
GP := s^ u( U ró ^+ BP) ,.
;_^
donde BP C RN es la bola de radio p centrada en el origen. Fijemos p> 0 y sean cz^^ = cz^i E
C1(ĜP), á; E C(Gp), áo , W E L^(GP) extensiones regulares desde SZ hasta ĜP de los coeficientes
a;^ = a^t, a;, 1<_ i, j< N, ao y W respectivamente. Ahora, consideremos el operador diferencial
auxiliar
Gi :_ - ^ a=^ (^) a^^ax ^ + ^ czt(x) i^ + áo(x) - .^W (x) en GP .i,^_i ^ i_i
Ya que G es fuertemente uniformemente eliptico en S2 con constante de elipticidad µ> 0, se
sigue fácilmente que existe p E (0, p) tal que Ĝl es fizertemente uniformemente elíptico en GP
con constante de elipticidad 2. Tomemos
SZ .= GP ,
consideremos los potenciales auxiliares •
^.= 1 en S2 \ S2 , V:= 1 en S2 \ SZ ,
a en SZ , V en SZ ,
y el nuevo operador de frontera
^(b) .= D en 8SZ \ I'i ,
8„ + b en I'1.
Además, sea f E Cl (SZ x [0, oo), R) una extensión regular desde ŜZ x[0, oo) hasta Sz x[0, oo) de
la función f, tal que
ti^^ f(^, u) _^-oo uniformemente en SZ .
De (A3) se sigue fácilmente que los potenciales auxiliares á, V pertenecen a la clase A(S2) de
potenciales admisibles en SZ. Además, por construcción
SZĝ = SZa , Si V= Siy C S^ , K=KCS^,
9
Uró C^^ (5.2.30)
.i=1
donde K es el correspondiente conjunto K de la definición de A(SZ). Por eso,
(8S2 \ rl) f1(BSZ^°-, U K) = 0. (5.2.31)
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Además gracias a(5.2.30), tenemos que (1.4.15) se verifica sobre rl f185Zy,
^°-a^v = S2°-a (1 SZ^°-, = ŜĜá Íi SZ°y = SĈá^v,
^(b, ^^°-,) = B(b, ^°v) _ ^(b, ^°v)
^ E A[^^^ ^(b, s^^)) = A[^v, B(b, ^v)] •
De este modo gracias a(5.2.31), la condición (5.2.6) es satisfecha para el nuevo problema en S^ y
por tanto, nos encontramos en el marco abstracto de trabajo de la Parte i) bajo condición (5.2.6),
pero ahora para el nuevo problema en SZ. Consecuentemente, por los resultados de Parte i), para
cada S> 0 suficientemente pequeño existen A(S) > 0 y una función positiva ŭa : SZ -► [0, oo)
satisfaciendo
^á(x) > 0 para cada x E S^
(Ĝi + ryV + á(x) f(x, ŭá))ŭ6 > 0 en Ŝ2
[3(b)^á = 0 en 8S2 (5.2.32)
para cada y> Á(S) > 0. Ahora, definamos
u6 •= ŭóls^ • (5.2.33)
Entonces, por construcción y gracias a(5.2.32), tenemos que en S2 se verifica lo siguiente
(Gi + ryV + a(x)Ĵ (x, ŭ6))ŭ6 = (Gl + ryV + á(x)Ĵ(x, ŭ6))ŭa^^ ? 0, (5.2.34)
para cada ry> A(S) > 0.
Además, por construcción, tenemos que en 8SZ se verifica
9
ŭ6(x) = ŭá(x) > 0 para cada x E U Pó # 0, (5.2.35)
j=1
ya que U^_lI'ó C SZ, y
9
^ó =^6 = 0 en ro ^ U ró i
j=1
(8„ + b)ŭ6 =(8„ + b)ŭ6 = 0 en I'1.
Por tanto,
,g(b)ŭ6 > O en BSZ,
y gracias a(5.2.34) obtenemos que para cada S> 0 suficientemente pequeño la función ŭ6
definida por (5.2.33), ŭ6 nos proporciona una supersolución positiva estricta de P[ry, a, S2, B(b)j
para cada ry> A(S) > 0. Esto completa la demostración de la Parte i) bajo condición (5.2.29).
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Esto concluye la demostración de la Parte i).
Parte ii) Primeramente recalcamos, como ya fue probado en Parte i), que debido al hecho
de que (1.4.15) se verifica sobre I'1 fl óS2^ tenemos que (1:4..15) es satisfecho sobre I'1 f185Z°^^,
suupuesto Stá ^ ^ ^.
,
Ahora demostraremos separadamente la Parte ii) en cada una de las situaciones (5.2.6) o
(5.2.29).
Supongamos (5.2.6) y sea SZó la sucesión de dominios acotados de RN convergiendo a S2^
desde el exterior, considerada en la Parte i). Entonces, ya que .1 E A[SZv, B(b, SZ°y)^ y (1.4.15) se
verifica sobre I'1 f18Stá v, se sigue del Teorema 4.4.2 que existe 8p > 0 tal que
,
a E n A[Sló^ B(b^ ^ó)^ • (5.2.36)
óE(O,ĉo)
Definamos para cada b E(0, bo)
^6
uó '- u[G,aW,Li(b^^s)) '
cuya existencia y unicidad están garantizadas por (5.2.36) y Teorema 3.3.2 (Nota 3.3.3). En-
tonces, ya que .^ E A[St^, li(b, SZ^)j y(1.4.15) se verifica sobre I'1 f18SZ^, se sigue de nuevo del
Teorema 4.4.2 que 0
d^o IIu6 - u ĉ^,aw^B(b,s^^)I IIHI(s^^)^= 0. (5.2.37)
Por tanto, ya que por construcción la supersolución positiva estricta ŭá definida por (5.2.26)
satisface
uóI f2^ ° uólí2^°, ^
se sigue de (5.2.37) que
_ o
6^0II uó - u [G,aW,Ci(6,SE°y)^IIHl(SZv) - ().
Esto demuestra (5.2.3).
Ahora probamos (5.2.4). En efecto, por construcción, se sigue de (5.2.24) y(5.2.25) que para
cada b> 0 suficientemente pequeño se verifica que
IIuóIILa,(H^) ^ b, (5.2.38)
donde ŭá es la supersolución positiva estricta definida por (5.2.26).
Ahora, sea K cualquier subconjunto compacto de S'2 \ SZi°,. Por construcción, existe So :_
áp(K) > 0 suficientemente pequeño tal que
K C St \ SZ 6, para cada 8 E (0, 80) . (5.2.39)
z
De este modo, se sigue de (5.2.38) y(5.2.39) que
IIuĉ IIL,o(KnH^) ^ S+ II uóll L^(K\H^^) = II C6II L„(K\H^)
Explosionando /a amplitud de un potencia/ 231
y por eso,
II^áIIL„(K) _<^^{s,IICóIIL^(K\H^)}•
Entonces, ya que ^6 es cualquier extensión positiva y regular de
t(o) P no
uáuU8^uU8^ó ^Uó^á
j=1 j=1 j=1
desde
(5.2.40)
_ e(n) r _ +w
s^ a u ^J G'! u ^ N6''' u ^J N°^ •z ^
;=1 ;=1 z ;=1 z
a Ŝt, y ya que gracias a(5.2.24) y (5.2.25)
b^o IIS^ IIL^(G,) = 6^o IIs^6 IIL^(^"^) 6^;0 IIS^6IIL^(,^.i) = 0,
tomando límites en la expresión (5.2.40) cuando 8^, 0, obtenemos (5.2.4).
Finalmente, (5.2.5) se sigue fácilmente de (5.2.3) y (5.2.4). Esto completa la demostración
de la Parte ii) bajo la condición (5.2.6). •
Ahora probamos (5.2.3), (5.2.4) y (5.2.5) bajo condición (5.2.29).
Supongamos (5.2.29). Entonces, argumentando como en la situación (5.2.6), tenemos que
la supersolución positiva. estricta ú6 construida en SZ en la Pa,rte i) bajo la condición (5.2.29)
satisface
s^V _
^o Ilua - u(ĉ,aw,B(b,nv)] IIHI(^^) 0^ (5.2.41)
donde
G := Gl + aW.
Además, teniendo en cuenta que por construcción
Si°-y = Siy C ^Z , 5.2.42)
tenemos que
uóI ^^ = uó ^ B(b, ^Y) = B(b, ^v) _ ^(b, ^v)
donde ŭ6 es la supersolución positiva estricta definida por (5.2.33) y
GI^V =G, WI^o =W.
Así, se sigue de (5.2.41) que
0
ó^p II uá - u(G,1W,ti(b^^°^r)^II Nl(Slv) = 0.
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Esto demuestra (5.2.3) bajo condición (5.2.29).
De la misma forma, argumentado en SZ como en la situación (5.2.6) tenemos que
6^0 ^^uá^^Loo(IC) ^ . (5.2.43)
en cualquier subconjunto compacto K de S2 \ Ŝtv, en particular (5.2.43) se verifica en cualquier
subconjunto compacto K de SZ \ SZv ya que
S^\^2^°, =5Z\SZy C S2\SZ^.
Ahora (5.2.4) se sigue teniendo en cuenta que
u6 ^Sl\fZ°y = ŭ6,
Esto prueba (5.2.4) bajo condición (5.2.29).
Ahora, (5.2.5) bajo condición (5.2.29) se obtiene fácilmente de (5.2.3) y(5.2.4) bajo condición
(5.2.29). Esto completa la demostración de la Parte ii).
Esto concluye la demostración de la proposición. p
Ahora ya estamos en condiciones de poder demostrar el Teorema 5.1.1.
Demostración del Teorema 5.1.1 En efecto, ya que a E A[S2^°,,13(b, SZ^)^ n A[ry, SZ, B(b)]
para cada ry> 0 suficientemente grande, gracias a la unicidad de solución positiva de los prob-
lemas
P[ry, a, s^, B(b)l y P[a, s^v, ^(b, s^V)l ^
garantizada por Teorema 3.3.2 (Nota 3.3.3), la existencia y unicidad de
^o
n[G^+-^yV,aW,B(b)] y u[G,J^W,Ci(b,^°y)]
está,n garantizadas para cada ry> 0 suficientemente grande. Además, por construcción
G(^)u[G-^-7V,aW,B(b)] + a(^)f (^^ u^G^ryV,aW,ti(b)])u[G+ryV,aW,6(b)] = 0
^(b)^[G+^yY,aW,li(b)J - 0 .
Además, ya que V E A(Si) tenemos que
dist (I'1, aS2^ n SZ) > 0 (5.2.45)
y por eso, el operador de frontera B(b, St^°,) definido por (1.1.5) está bien definido. De este modo,
por construcción .
en St^°, (5.2.44)
_ u(G+7Y,aW,ti(b)1 en aS2y n SZ
^(b' ^Y)u[G^Y^aW^B(b)] 0 en as^^ n a^ ,
Explasionando /a amplitud de un potencial 2S3
y ya que u^G+yv,aw,D(b)) es fuertemente positiva en SZ, obtenemos que
^(b' ^v)u[G^-'rv,aw,t^(b)1 >• 0 ; (5.2.46)
Así, (5.2.44) y(5.2.46) implican que u^G+,^,v,aw,t^(b)] es una supersolución positiva estricta del
problema P[.^, S2^°,, ,t3(b, S2^°,)] para ry> 0 suficientemente grande. Por eso, el Teorema 4.2.1 implica
que
^ ^°v
^[G+ryV,aW,Ci(b)] ISlo^,
^ u[G,aW,B(b,^^°r)] '
para ry> 0 suficientemente grande. Ahora, sea la función
,^o
^* ;_ ^(G,J►W,Ci(b,f2^)] en
0 en
^0
V
^^SĈV.
(5.2.47)
Entonces, ya que u^G+7v,aw,c^(b)] > 0 en S^, teniendo en cuenta (5.2.47), se desprende que
u* < u^G+ryv,aw,t^(b)] ^ (5.2.48)
para cada ry> 0 suficientemente grande. .
Por otra parte, ya que ^ E A[SZ^°,,13(b, St°y)] y (1.4.15) se verifica sobre rl f18SZ^°,, se sigue de la
Proposición 5.2.1 que para cada b> 0 suficientemente pequeño, existe un número real A(ó) > 0
y una función positiva ŭá tal que ŭ6 es una supersolución positiva estricta de P[ry, a, S2, Xi(b)]
para cada ry> A(ó) > 0, y las convergencias dadas por (5.2.3) y (5.2.4) son satisfechas. Además,
gracias al Teorema 4.2.1 se sigue que
u[G-t-7v,aw,B(b)] ^^ó Para ry> A(ó) > 0. (5.2.49)
Por eso, se sigue de (5.2.48) y(5.2.49) que
u*<u^ <uói ry>A /ó >0. 5.2.(G+ryV,aW,B(b)J - l ) ( 50)
En particular, gracias a(5.2.50) tenemos que
u[ĉ,aw,c^(b,nv)1 - u*In^ < u^c-i-7v,aw,$(b)]I n^ < ŭólnv ^ ry> A(ó) > 0, (5.2.51)
y por eso,
I) ^[G+7V,aW,B(6)] - u [G,aW,B(b,St°^.)] IILz(SZ°v) ^ IIu6 - u [G,aW,Ci(b,S^^)J II L^(Siv) ' ry> A(ó) > 0.(5.2.52)
Entonces, tomando limites en la expresión (5.2.52) cuando ry J' oo, obtenemos que
^o ^o
^^ IIu(G+yV,aW,g(b)]
- u [G,aW,li(6,^^°,)]II Ls(Slov) ^ Iluá - ^[G,aW,Ci(6,^^°r)]IILs(n°^.) ^ (5.2.53)
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y ya que gracias a la Proposición 5.2.1
^o
b^o II^6 - u[ĉ,aw,r^(b,s^^)IIILz(s^°v),= 0,
tomando límites en la expresión (5.2.53) cuando ó^, 0, se sigue de (5.2.54) que
^o
^^ II ^(G+•rv,^W,^(b)1 - ^(G,aW,B(b^^^)l ( I La(^v) = O .
Ahora, sea óo > 0 suficientemente pequeño. Entonces, gracias a(5.2.51) tenemos que
(5.2.54)
(5.2.55)
II u(G+yV,aW,^(b)] II Lo^(^v) <_ II uóo II L^(^v) ^ 7> A(óo) > o. (5.2.56)
Por eso, gracias a la cota uniforme en L^(StV) dada por (5.2.56) para u^G+,rv,ayv,a(b)], ry> A(óo),
y la convergencia dada por (5.2.55), obtenemos que
^o
7l^ II u(G+7v,^ ►^^^(b)1 - ^(G,aW,Ci(b^^°i.)]IILp(SZ°v) = 0,
Por tanto, gracias a(5.2.57), obtenemos que
^o
p E [2, oo) . (5.2.57)
7^^ II u[G+'YV^^w^^(b)] - u [G,aW,3(b^^^°r)! IILp(S2^°,) = 0 , p E[l, oo) •
Esto prueba (5.1.11) .
Ahora demostramos (5.1.12). En efecto, sea K un subconjunto compacto de SZ\^2°v. Entonces,
gracias a (5.2.50) tenemos que
0= u* I x<_ u^G+-yv,aw,t^(b)] ( x<_ ^a I x^ ry> A(ó) > 0 , (5.2.58)
para cada ó> 0 suficientemente pequeño, y por eso
II ^(G+7v,aw,r^(b)] II L^(x) <_ II^6IIL^,(x) ^ ry> A(ó) > 0.
Entonces, tomando límites en la expresión (5.2.59) cuando ry j' oo, obtenemos que
o<_ 7 f^ II u(G+ryV,aW,^(b)] II L^(K) <_ Ilub IIL^(K) ,
y ya que gracias a la Proposición 5.2.1
ŝ^o II u6II L^(K) - o^
tomando límites en la expresión (5.2.60) cuando ó^, 0 se sigue de (5.2.61) que
^^^ IIu[G+yV,aW,Ci(b)]IILa,(K) - ^.
(5.2.59)
(5.2.60)
(5.2.61)
Explosionando !a amplitud de un potencial 235
Esto demuestra (5.1.12).
Ahora, (5.1.13) se sigue fácilmente de (5.1.11) y(5.1.12).
Esto concluye la demostración del teorema. . ,
El siguiente resultado nos proporciona algunas condiciones suficientes que garantizan
O
a E A[7^ ^^ ^(b)]
para cada ry> 0 suficientemente grande, supuesto que a E A(SZV,13(b, SZv)]. Por tanto, bajo estas
condiciones se verifican las conclusiones del Teorema 5.1.1.
Teorema 5.2.2 Sean los probdemas P[ry, a, SZ,13(b)] y P(a, S2v, B(b, SZ^°,)]. Supongamos que
^ E A[^°v^ ^(b^ ^°v)] ^ (5.2.62)
y que o bien
S2a°,,v E C2 , a E A(S2^°,) , V E A(Stá) ,
si SZá^v ^ 0, o bien
a E A+(Sl°v) , V E.Q+(^a) ^
si SZá v = 0. .
,
Asumamos ademcís que (1.4.15) se verifica sobre I'1 fl (aS2y U BSta°,). Entonces,
a E A(ry^ ^^ B(b)]
para cada y> 0 suficientemente grande y ademc£s (5.1.11), (5.1.12) y (5.1.13) son satisfechos.
Demostración: Necesariamente o bien SZá,v ,-^ ^ o StQ,v = 41•
Supongamos que Stá v #^. En este caso, SZá,v es de clase C2 y ya que ( 1.4.15) se verifica
sobre I'1 f18SZv, argumentando como en la demostración de la Parte i) de la Proposición 5.2.1,
obtenemos que (1.4.15) se verifica sobre I'1 f18SZá v.
,
Ahora averiguamos la estructura de los conjuntos A(SZ^,,i3(b, Stv)] y A[ry, 52,13(b)] para ry> 0
suficientemente grande. Ya que a E A(SZv) tenemos que el conjunto abierto máximal de anulación
de a en SZv es
(^V]a = SĜá Íl SĜy = ŜĜá^v E C2
y debido al hecho de que (1.4.15) se verifica sobre I'1 f18SZá,v, Teorema 3.3.2 implica que
A(^°v^ B(b^ ^°v)] :_ {a E R : ^^v [G(^)^ ^(b^ ^°v)] < 0 < v^a^^ (G(^), ^(b^ ^á,v)] } . (5.2.63)
Similarmente, ya que a E A(S2) y(1.4.15) se verifica sobre I'1 f18SZá, se sigue del Teorema 3.3.2
que
A[ry, St,13(b)] :_ {^ E R: Q^ (Ĝ (.^) + ryV, B(b)] < 0< Q^° [G(^) + ryV,13(b, SZá)] } (5.2.64)
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Ahora mostramos que a E A[y, 52,13(b)J para cada ry> 0 suficientemente grande. En efecto,
ya que V E A(StQ) tenemos que el conjunto de anulación de V en SZ° es
[^a]V = ŜĜv fl SĜá = SĈá^v E Lc2
y debido al hecho de que (1.4.15) se verifica sobre I'1 f18SZá^^, se sigue del Teorema 2.10.4 que
^^ ^^° [^(a) + yV, B(b, s^a)l = ^^°^" [^(a), B(b, ^a,^)] • (5.2.65)
Similarmente, ya que V E A(S2) y(1.4.15) se verifica sobre I'1 f18SZ^°,, se sigue del Teorema 2.10.4
que
7r^ ^^ [G(^) + yV, ^(b)] _ ^i^V [G(^), B(b, ^°v)] • (5.2.66)
De este modo, ya que ^ E A[S^°y,13(b, S2^°,)], se deduce de (5.2.63), (5.2.65) y(5.2.66) que
^^ ^^ [^(a) + ryV, ^(b)l < o , l^ ^^° [^(a) + ryV, x^(b, ^^)] > o (5.2.67)
y por eso, para cada ry> 0 suficientemente grande se desprende que
Q^[G(^) + ryV,13(b)] < 0< Q^° [G(^) + ryV,13(b, S^á)] . (5.2.68)
Entonces, teniendo en cuenta (5.2.64), se sigue de (5.2.68) que .1 E A[ry, 52,13(b)], para cada y> 0
suficientemente grande. Ahora, el Teorema 5.1.1 implica el resultado en el caso particular en el
que Siá v # ^.
Ahora supongamos que SZá,y = 0. Para demostrar el resultado en este caso, primeramente
averiguaremos la estructura de los conjuntos A[SZi°,,13(b, SZ^)] y A[ry, St, ,B(b)] para cada ry> 0
suficientemente grande. Ya que SZQ^v =^ y a E A+(Slv), se sigue del Teorema 3.3.4 que
A[^°v ^ B(b^ ^°v)] _ {^ E R : oi ^ [,^(^) ^ ^(b^ ^°v)] < 0} . (5.2.69)
Similarmente, ya que a E A(SZ) y(1.4.15) se verifica sobre I'1 f18SZá, se sigue del Teorema 3.3.2
que (5.2.64) es satisfecho.
Ahora demostraremos que .1 E A[ry, S2, t3(b)]. para cada ry> 0 suficientemente grande. En
efecto, ya que V E A(SZ) y(1.4.15) se verifica sobre I'1 f18Stv, se sigue del Teorema 2.10.4 que
(5.2.66) es satisfecho. De este modo, ya que a E A[St°y,13(b, St°y)] se sigue de (5.2.66) y(5.2.69)
que
1^^ Q^ [Ĝ(a) + ryV, ri(b)] < 0. (5.2.70)
Similarmente, ya que Stá,v = 0 y V E A+(S2á), el Teorema 2.10.5 implica que
^^ ^i2° [G(^) + 1'Vi ^(b^ ^á)] _ +oo . (5.2.71)
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Entonces, se sigue de (5.2.70) y (5.2.71) que para cada ry> 0 suficientemente grande se verifica
^i [^(^) + 7V^ B(b)] < 0 < o^° [G(^) ?' ryV^ B(b^ ^á)] • (5.2.72)
,
Por tanto, (5.2.64) y(5.2.72) implican que .1 E A[ry, 52,13(b)), para cada ry> 0 suficientemente
grande. Ahora, el Teorema 5.1.1 implica el resultado.
Esto concluye la demostración del teorema. 0
Nota 5.2.3 Debe ser destacado que ed Corolario 4.3.,^ nos proporciona condiciones suficientes
para tener que a E A(Stv) y V E A(Stá) en el caso particular en el que Stá,y #^, o para tener
que a E A+(SZy) y V E A+(SZá) en ed caso particudar en el que SZá^v = 0.
Teorema 5.2.4 Sean los probdemas P[ry, ^, St,13(b)] y P[^, SZv,13(b, SZ^)]. Supongamos que
a E A[^°v^ B(b^ ^°v)] •
Asumamos adem^ís que a E A+(SZ) y (1.4.15) se veri,fica sobre I'1 fl B^Zv. Entonces,
a E A[ry^ ^^ B(b)]
para cada ry> 0 sufacientemente grande y ademcís (5.1.11), (5.1.12) y (5.1.13) son satisfechos.
Demostración: Primeramente averiguaremos la estructura de los conjuntos A[S^j°,, ,t3(b, SZ^°,)] y
A[ry, SZ,13(b)] para cada ry> 0 suficientemente grande. Ya que a E A+(SZ), el Corolario 4.3.2
implica que a E A+(St^°,) y por eso, se sigue del Teorema 3.3.4 que
A[^°v^ B(b^ ^°v)J = {a E R : Qi ^ [^(^)^ ^(b^ ^°v)] < 0} . (5.2.73)
Similarmente, ya que a E A+(SZ), se sigue del Teorema 3.3.4 que
A[ry, S2, $(b)] _{^ E R: o^[G(a) + ryV,13(b)] < 0} . (5.2.74)
Ahora probaremos que .1 E A[ry, SZ, B(b)] para cada y> 0 suficientemente grande. En efecto,
ya que V E A(SZ) y(1.4.15) se verifica sobre I'1 f18Stv, se sigue del Teorema 2.10.4 que
7r^ °^[^(a) + ryV, ^(b)] _ ^^`' f^(a), ^(b, s^V)] (5.2.75)
y ya que a E A(S2i°,, S(b, SZ°v)], obtenemos de (5.2.73) y(5.2.75) que
Q^ [Ĝ(a) + yV,1i(b)] < 0 , (5.2.76)
para cada y> 0 suficientemente grande. Por eso, teniendo en cuenta (5.2.74), se sigue del
Teorema (5.2.76) que ^ E A[y, S2, S(b)], para cada y> 0 suficientemente grande. Ahora, el
Teorema 5.1.1 implica el resultado.
Esto concluye la demostración del teorema. ^
238 Explosión de potenciales en una clase general de prob/emas sublinea/es
Nota 5.2.5 Debe ser destacado que si V E A+(Sl), entonces no tiene sentido analizar el compor-
tamiento límite cuando ry j' oo de las soluciones positivas de (5.1.1). En efecto, si V E A+(SZ),
entonces el Teorema ,2.10.5 implica que
^^ Q^ (.Ĉ(^) + yV,13(b)] _ +oo , (5.2.77)
y ya que gracias al Teorema 3.3.2 (si a E A(SZ)) o al Teorema 3.3.,^ (si a E A+(St)), tenemos
que
A(ry, 52,13(b)] C{^ E R: Q^[Ĝ(a) + yV, X3(b)] < 0} , (5.2.78)
se sigue de (5.2.77) y (5.2.78) que para cada a E R, e^iste ryo := yo(a) > 0 suficientemente
grande, tal que a^ A(ry,St,,t3(b)] para cada ry> ryp.
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