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LOCALISATION FORMELLE
ET GROUPE DE PICARD
par J. FRESNEL et M. van der PUT
INTRODUCTION
Soit X un espace affinoïde réduit sur un corps K complet pour une
valeur absolue non archimédienne, r : X -> X sa réduction canonique, p
un point de la variété algébrique affine X. Le but de ce travail est de
construire des objets sur K, espaces analytiques, algèbres nœthériennes,
qui rendent compte de la singularité du point p . La première idée est la
fibre formelle r~^(p) qui est canoniquement un sous-espace analytique de
X. Cet aspect est clairement insuffisant, d'une part l'anneau (P(r~l(p))
n'est pas nœthérien, il est donc difficilement utilisable avec l'algèbre
commutative traditionnelle, d'autre part la réduction de ^(r~l(p)) sera
^x.p qui ne décrit que l'aspect analytique de la singularité de p.
L'outil principal que nous construisons est la localisation formelle notée
^\,(P) • q111 est en quelque sorte l'algèbre des germes de fonctions
holomorphes sur r'^p), cette algèbre est de Banach nœthérienne, son
spectre maximal est r"1^) et sa réduction est ^x,p- Pour l'étude des
anneaux locaux il est parfois pratique de passer au complété, de même ici
nous définissons pour d?x,(p) un complété formel Cx,(p) qui est une algèbre
de Banach nœthérienne dont la réduction est (9^p. Cet anneau est
beaucoup plus petit que ^(r"1^)), par conséquent plus maniable et se
révélera être très utile.
Nous traitons ici deux applications :
D'abord le cas où p e X est un point régulier. On montre alors que
Pic (^x,(p)) » 1e groupe des classes d'isomorphie de modules projectifs de
rang 1 sur ^x,(p) est trivial et que ^x,(p) est factoriel si X est de plus
régulier.
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Le second exemple concerne la dimension 1 et plus précisément le cas
où X est régulier et où p est un point multiple ordinaire. L'aspect
analytique de la singularité de p est décrit par les équivalences suivantes :
1) le point p est multiple ordinaire
2) r ~ l ( p ) ^ P1 — (B^u- • -uB^) où les B^ sont des disques fermés
3) Pic(^,(p))=(l)
4) r ' 1 ^ ) est localement isomorphe à P1 .
Signalons que la partie 4) de l'équivalence nous a été suggérée par
W. Lùtkebohmert.
D'autre part l'aspect algébrique de la singularité du point p est décrite
(T^x jn -s
par l'isomorphisme Pic (^x,(p)) ^ —7— où n est la multiplicité de p, s/.1
le nombre de composantes irréductibles de X passant par p et Z un
sous-groupe de [K^l""5 engendré par au plus n — 1 éléments. Comme
corollaire on retrouve un résultat de [8] : Pic (<^x,(p)) = (^lr^ï)p = (0 sl
et seulement si p est une intersection multiple ordinaire.
C'est ce résultat et plus généralement l'article « Stable réductions of
algebraic curves » ([8]), qui fut à l'origine de notre travail. Il paraît certain
d'autre part que l'article « Ûber die Picardgruppen àffinoïder Algebren »
([4]) permettrait de calculer Pic (^x,<p)) P0111' d68 singularités plus
compliquées.
Conventions.
Si K est un corps value pour une valeur absolue |.| non
archimédienne, K° = {xeK| |x |^l} désigne son anneau de valuation,
K°° = {x e K||x|< 1} désigne son idéal de valuation et K = K°/K00 son
corps résiduel.
Si (A,||.||) est une algèbre normée, on note
A ° = { a e A | | M | ^ l } ,
A00 = {a e A|||û[| < 1}, A = A°/A00,
A s'appelle la réduction de l'algèbre A.
Si (K,|.|) est un corps value, on dit que la valeur absolue |.| est
discrète si \KX\ le groupe des valeurs de K est isomorphe à Z, ce qui
veut dire que la valuation associée est discrète.
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1. UNE LOCALISATION FORMELLE
1.1. Définition.
Soient X un espace affmoïde réduit, r : X -> X sa réduction
canonique, peX. Soit (9^p la fibre du faisceau structural (9^ en p,
c'est-à-dire ^x,p = lim ^x(U) où U décrit les ouverts de X contenant
p. Comme les ouverts principaux contenant p forment une partie
cofinale on peut se restreindre à ces derniers.
Soient ^x(X)° = { /e ^x(X)|||/||^l} ,
^m°°={fç^m\\\f\\< i},
^x(X) = ^x(X)°/^x(X)00 où 1 1 . 1 1 désigne la norme spectrale de ^x(X).
Par définition on a ^x(X) = ^x(X) • Si / e ^x(X)° on note / son image
résiduelle dans ^x(X).
Soient / e ^x(X)° tel que f(p) ^ 0 alors
r-^D^^xeXII/Oc)^!},
c'est donc un ouvert rationnel de X. On a
(,) <M,-(D(/))) . e-^-. Wr-WW = îf^
et
^x(X)[T]
^(r-^DC/))) = ^_-_ = ^(D(7)).
On sait qu'il existe un ouvert principal Uo 3 p tel que ^x(Uo) -> ^x
soit injectif. Il suit alors que pour tout ouvert principal U avec
p e U c: Uo, rhomomorphisme ^x(Uo) -> ^x(U) est injectif. Il résulte
de (1) que ^xO<~l>(Uo))--^xO•-l(U)) est isométrique. Ainsi chaque
norme spectrale sur ^(^(U)) induit une norme sur
lim^x^'^U)) = (r^x)p. On appelle localisation formelle de X en p le
complété de l'algèbre lim ^x^'^U)) pour cette norme et on le note ^x,(p)
2
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(noter que l'on écrit (p) pour éviter la confusion avec la fibre en p, qui
n'a pas de sens ici puisque p ^ X).
Si 1 1 . 1 1 désigne la norme de ^x,(p)» soient
^x,(p) = {/^xjll/11^1} ^x°(p) = {/e^xJII/IKl}
et
^)=^x,^x°o,).
Il suit immédiatement de (1) que S^^ = (P^p.
î/n exemple. — Soient K un corps value complet algébriquement clos,
X=Spm(K<Zi,Z2,. . . ,Z^»_^(K°)", alors ^x(X) = K[Zi,.. .,ZJ et
X == Spm (K[Zi,... ,ZJ) ^ K". Soit p == (Zi, . . . ,Z^) l'idéal maximal
engendré par les Z,. On a (9^ = K[Z]^ et r-^p) ^ (K00)" et ^x,(p)
s'identifie aux limites uniformes de fractions rationnelles
P(Z)/Q(Z)eK(Z) telles que Q(ZI, . . .,z^) + 0 pour tout
(z^z^,.. .A) € (K00)". En effet, si ||Q(Z)|| = 1, alors Q(0,0,.. .,0) + 0
est équivalent à Q(zi,Z2,.. .^n) ^ 0 pour tout (z^,.. .,z^) e (K00)".
Ainsi ^^ (p) s'identifie à l'algèbre des éléments analytiques au sens de
Krasner sur (K00)" [5], [9].
1.2. L'algèbre k\Z^.. .,Z^o).
Soient fe un corps complet pour une valuation discrète,
X = Spm (fe<Z, , . . . ,Z^>), p l'idéal (Z,^,... ,Z^) de ^[Z^,. . . ,ZJ .
Notons fe°<Zi,Z2,.. .,Z^>(Q) l'algèbre ^x,(p)- Alors (1) montre que
,0.7 7 v ^fe°<Z,,...,Z,,T>fe <Zi , . . .,Z^o) = lim——^ _ ——'
014 / parcourt les éléments fe°<Zi,.. .,Z^> tels que 7(0,0,.. .,0) ^ 0,
fe°<Z T^
ordonnés par la relation de divisibilité. De plus la norme de _. est
la norme induite par la norme spectrale de fe°<Z,T> et iiiii signifie
complété pour cette norme.
PROPOSITION 1. — Soit k un corps complet pour une valuation discrète.
Alors l'algèbre k°(Z^Z^.. .,Z^>(Q) est nœthérienne et locale.
LOCALISATION FORMELLE ET GROUPE DE PICARD 23
Démonstration. — Soient n une uniformisante de k° et
TO == nk° -h ^ Z.fe°<Zi,Z2,...,Z^o). Alors 9ÎÎ est Punique idéal
1=1
maximal de k°<Zi,.. .,Z^\Q). En effet si /^9W alors 7(0,..., 0 ) ^ 0
ainsi /eK[Z](z) est inversible, il s'ensuit que / est inversible.
Soient SI un idéal de fe°<Z>(o) et 91' = {/e fe°<Z>(o)l il existe n ^  0
avec T^fe 91}. Alors ®' = ÎI'/TtST est un idéal de l'anneau nœthérien
^(Z). donc ^ est de type fini. Soient u^ ..., M, = 31' dont les images
résiduelles u ^ , ù ^ , . . . , u ^ engendrent 5T. Soient/G SI' et ||/|| = 1,
alors il existe v\, . . . , v°, e fe°<Z>(o) tels que / = £1;^ . Ainsi
/ = v\u^ -h • • • -h u,v°, -h n/i où /i e 31'. De même il existe
v\, . . . , I;,1 e fe°<Z>(o) tels que /i = Zu^ + 71/2 • On pose alors
Vi = v°i + nu,1 + • • • et on a / = S^u,. Ce qui prouve que
ÎT ==Efe°<Z>(o^.
Montrons maintenant que 91 est de type fini. Il existe n tel que
n"Ui e 3Ï, ce qui montre que n"^ c: 91 c 9T. Ainsi ST/71 '^ est un
^^ module de type fini. Or °^>- = fc^ est nœthérien.
71 K
 ^/(O) K ^ <^/(0) K K W(Z)
II s'ensuit que SI'/TI^' est nœthérien et ainsi SI/TW est de type fini.
Comme 7i"9T est de type fini, on déduit que 3Ï est un idéal de k°(Z)^
de type fini. Ainsi l'algèbre k°(Z^Z^,.. .,Z^>(Q) est nœthérienne.
1.3. Bases normales dans les algèbres de Banach.
DÉFINITION 1. — Soient K un corps value complet, un sous-anneau R
de K° est dit discret s'il possède les propriétés suivantes :
1) II existe un sous-corps k <=. K dont la valuation induite est discrète
et tel que k° c= R c K°.
2) R = R/R00 (où R00 = R n K00) est un corps et K est une
extension algébrique purement inséparable de R.
3) II existe K^€K°° tel que R00 c: n^K°.
DÉFINITION 2. — Soient K un corps value complet, (A,||.||) une K-
algèbre de Banach. Une famille [ej, est appelée base normale de l'algèbre
A s'il existe un sous-anneau discret R c: K° tel que © R^» soit un sous-
anneau de A et que {^}, soit une base normale du K-espace de Banach
A.
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THÉORÈME 1 ([!]). - Soient K un corps value complet, (A,||.||) une K-
algèbre de Banach, {e^} une base normale de l'algèbre A,
A° = {/eA| 11/H^l}, A00 = {/eA| Il/I l <!}, A = A°/A00 et f^f la
surjection canonique de A° sur A. Soient SI un idéal de A ^ que ® 5oiî
s
^ type fini engendré par /i ,/2 » • • • ^fs • ^ors 91° = 31 n A° = ^ /A°.
1=1
De plus SI est facteur direct topologique. Si l'on munit A/9I de la norme
quotient on a (A/SI) = A/® et A/9I adm^t un^ fcase normale d'algèbre. En
particulier A nœthérien implique A nœthérien.
LEMME 1. — Soit K MU corps value complet. Alors il existe un sous-corps
fermé k cz K dont la valuation induite est discrète et tel que K soit une
extension algébrique purement inséparable de K . Si K est algébriquement
clos on peut choisir k tel que K = K.
Démonstration. — Ce résultat doit être bien connu, esquissons une
preuve rapide. Soit feo c K un sous-corps fermé dont la valuation induite
est discrète. Alors K contient une extension transcendante pure ^oO^ei
telle que K soit algébrique sur ^oO^ei • II est alors facile de vérifier que
le groupe des valeurs de feoO^ei est celui de feo- Soit k^ le complété de
^o(^i),ei • Soit f l'extension séparable maximale de K^ contenue dans K.
Alors le lemme de Hensel permet de relever ^ en L qui a même groupe
de valeurs que k^. Ce qui démontre le lemme. Si de plus K est
algébriquement clos, l'extension purement inséparable K de ^ se relève
en k qui a même groupe de valeurs que L.
1.4. L'algèbre K<Z^,.. .,Z^o).
THÉORÈME 2. — Soient K un corps value complet,
X = Spm (K<Z^, . . .,Z^)) l'espace analytique affinoi'de défini par le spectre
maximal de K<Zi , . . .,Z^)
p = (Z^.Z^,. . . ,Z^) e X = Spm (K[Zi,Z^... ,ZJ)
et K<Zi,Z2,. . .,Z^>(Q) = ^x,(p)- Soit k c: K un sous-corps fermé dont la
valuation induite est discrète et tel que ÎC soit algébrique purement
inséparable sur K . Alors
K<Z^,.. .,Z^o) ^ K ® fc°<Zi,Z,,.. .,Z^Q),
k°
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l'isomorphisme est isométrique, la K-algèbre K(Z^,Z^.. .,Z^)(Q) admet une
base normale d'algèbre et est nœthérienne.
Démonstration. — Soit D(/) un ouvert principal de X contenant p .
Soient ^ la caractéristique résiduelle, et ^ = max (l/), alors il existe n
tel J^'eQZ]. Comme D(/) = D(f^) on a
y/ry r y v -———K<Z ^  , . . . ,Z^,T>
K<Zi, . . .,Z^o) = l i m — — _ ——
où / parcourt les éléments de k°<Z^.. .,Z^> tels que 7(0,0,.. .,0) + 0.
/K<Zi, . . . ,Z^T>\° K°<Zi,.. . ,Z^,T>
Comme 1——\f^——) =——n^ff)——' que
K<ZO_>^^fT> ^ K ® feo<zi?_'yTzfT> et cet isomorphisme est
isométrique. Ainsi on a isométriquement
K<Zi,.. .,Z^o) ^ K ® k°<Zi,.. .,Z^>(o) .
k°
On a vu que k°<Z>(o) admet une base normale {^i}i, il suit alors que
{ 1 ® ^i}i est une base normale d'algèbre de K<Z)(()). D'autre part
K<Z>(()) = K[Z](Z), c'est un anneau nœthérien, ainsi le théorème 1 montre
que K<Z>(O) est un anneau nœthérien.
1.5. La localisation formelle 6?x,(p).
THÉORÈME 3. — Soient X un espace affmoïde réduit sur K value complet,
r : X —> X sa réduction canonique, p e X rié|/îm 5Mr K. Alors il existe un
entier n ^ 1 et un homomorphisme surjectif (p : K<Zi,. . .,Z^) -^ ^xPO
r^/ ^î^ (p : K[Zi,.. .,ZJ -»• ^x(^) solt surjectif et que p soit l'image de
(Z^.Z^,.. .,Z^) par (p. De plus (p induit un homomorphisme surjectif
(p^ : K<Zi, . . .,Z,>(Q) -^ ^x,(p) ^ 0" a ker q^ = M.K<Z>(O) où 31 = ker (p
^ (kercpp)0 = 3I°.K<Z>^). ^ sufr ^^ (9^ est une K'algèbre
nœthérienne.
Démonstration. — 1) Existence de (p : K^Z)> —^ ^x(X). Il existe un
homomorphisme surjectif v|/ : K<Ui, . . .,U,) -> (!)^(X). Alors Fhomo-
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Soit (p : K<Ui, . . . ,U,,Ti,. . .,T,> -^ ^x(X) défini par
q)(E<P) = S(p(^)/ï1 . . . /^
où a,eK<Ui, . . . ,U,>. Onadonc ^(K[Ui,.. .,U,,Ti,.. .,TJ) = ^x(X).
Soit donc n = s + r et notons {Z^,.. .,Z^} rensemble
{ U ^ . . .,U,,Tp.. .,TJ. Soit a , eK l'image de $(Z,) dans
^x(X)/ÏRp = K (où Wp est le maximal associé à peX) . Soit a.-eK0
tels que a, = a,, alors Z, h-> Z, — a, définit un automorphisme de
K<Zi,Z2,.. .,Z^>. Ainsi on peut supposer que p est l'image du maximal
(Zi,Z^...,Z^.
2) L'homomorphisme (pp ^st surjectif. Soit
^=^6K°<Z>^(0, . . . ,0)^0}.
—•— .^ /D ^Y^^/T'X
Puisque cp est surjectif on a 6^,(p) = lim A / • D'autre part on a
--—'••. V /'7 T\
par définition K<Z>(Q) = lim-——^' II est d'abord clair que (p induit
ge^ ' ° î
un homomorphisme
, ,— K<Z,T> — ^x(X)<T>
"'•• "•-(^^-""•(î^m
Comme X est réduit (p induit sur Ê\(X) une norme équivalente à la
norme spectrale, ainsi il existe 0 < c < 1 qui possède les propriétés
suivantes : pour tout fe (PxTO, il existe g 6 K<Z> tel que
(1) c\\g\\ < 11/H <S ||g|| et (pfe)=/.
/(Px(X)<T>\° (Px(X)°<T>
comme
 [ï-^g)r) =(i-(p(g)ï)' ll suit de ^ ^ ^  tout
<Px(X)<T> K<Z,T>
^"""(r^yr)' llexlste ^^^(i^o avec
(2) c||^ || < ||/i|| < II^ H et (p,,fei)=/i.
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II suit donc de (2) que (pp se prolonge par continuité en un
homomorphisme surjectif (pp : K<Z>(Q) -^ ^x,(p) •
On en conclut donc que (9^^ = (P^(K<Z>(())) est une algèbre
nœthérienne et que (pp induit sur ^x'(p) i"1^ norme équivalente à celle de
^y
3) Le noyau de (pp. Soit 31 = ker (p, montrons d'abord que le noyau
d.^W-W^.st(l-(pte)T)
ÎÏ°K°<Z,T> + (1 -^T)K°<Z,T> .
Soit Ea^T" e K°<Z,T> tel que E(p(^)T1 = (l-(p(g)T)(5:M;P1) où
2:^T"e^x(X)°<T>. Montrons qu'il existe ^eK°<Z> tel que
(p(i^) = M^. Comme u^ -> 0 il existe HQ tel que pour n ^  rio d'après (1),
on puisse trouver ^eK°<Z) avec (p(Un) = u^.
Autrement on a
"o = <P(^oMi = (p(^o+âi), . . . ,^ = (p(^o+^' - lal-^•••+û„)
pour n ^ no. Ce qui détermine bien le noyau cherché.
Soit /e(ker(^)0, alors /=l im^, où /, e limKO<Z?T> On a
- (1-^T)
K'°^Z T\
^p^D-^O. d'après (2) il existe ^ e l i m — ^ — tel que
- (1-gT)
dl^ll ^ l|(Pp(/n)ll < PJI et (p^a) = q)^(^).
i^o/y nr-x
On peut supposer que ^, /„ e _ _ pour un certain ^. Ainsi l'étude
qui précède montre que ^-^e3I°.K°<Z>(o). Ce qui montre que
(kercpp)0 est l'adhérence de 31°. K°<Z>(O) . Or 31° est de type fini sur
K°<Z>(O) puisque K[Z](Z) est nœthérien (théorème 1). D'autre part
K<Z>(O) est une algèbre de Banach nœthérienne, il suit donc que
ÎI°.K°<Z>(O) est fermé (lemme 11.3.8 [3] ou prop. 3.1 [10]). Il est alors clair
que ker(pp=3l .K<Z>(o) .
COROLLAIRE. — Les hypothèses sont celles du théorème. Alors l'algèbre
^(P)^!/"^- • •.Ts> est nœthérienne.
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Démonstration. — L'homomorphisme (pp induit un homomorphisme
surjectifde K<Z>(O)<T\,. . .,T,> sur ^x,o,)<Ti,.. .,T,> . Il suffit donc de
montrer que K<Z>(())<TI,. . .,T,> est nœthérien. Si Ea;? e K<Z>(O)<T>
par définition on a HI^PH = max ||aJ|. Si {e,}, est une base normale
d'algèbre de K<Z>(Q) il suit que {T^,}^. est une base normale d'algèbre
de K<Z>(Q)<T> . Son algèbre résiduelle est K[Z](Z)[T] qui est un anneau
nœthérien, ainsi le théorème 1 montre que K<Z>(Q)<T> est nœthérien.
Remarque. — La condition, p défini sur K, n'est pas indispensable,
néanmoins elle simplifie les démonstrations. Indiquons comment on peut
procéder pour généraliser le théorème 3.
Soient X un espace affinoïde réduit, X sa réduction canonique,
A c: X un sous-ensemble non vide possédant les propriétés suivantes :
i) A = n U où U parcourt les ouverts de X contenant A.
ii) Si U =» A est un ouvert, il existe un ouvert affine V avec
U => V =3 A. Dans le cas où les points de A sont définis sur K on
montre par la méthode du théorème que <^,(A) dlf nm ^x^'^U)) est une
algèbre nœthérienne. U^A
Soit p e X un point (quelconque), alors il existe une extension finie L
de K telle que [L :K] = [L :K] et que p soit défini sur L. Soient
X' = X x KL et X' = X x ^L sa réduction canonique. Soit A
l'ensemble (fini) des points de X' au-dessus de p, cet ensemble satisfait i)
et ii). Ainsi ^X',(A) est nœthérien et comme ^X',(A) ^ ^x,(p) ®K L il suit que
^x,(p) est nœthérien.
2. COMPLÉTÉ FORMEL ET FIBRE FORMELLE
La localisation formelle ^x,(p) est ™ anneau nœthérien. Néanmoins les
techniques du § 1 ne permettent pas de montrer que tout idéal maximal de
^x,(p) soit de codimension finie et qu'ainsi Spm (^x.(p)) s'identifie à
r ~
l ( p ) . Pour ce faire nous avons besoin d'une algèbre auxiliaire
nœthérienne factorielle dont la réduction correspond essentiellement à
K[Zi,Z2,... ,ZJ (§2.1, 2.2). Elle permettra de définir un complété formel
de ^x,(p) dont ta réduction sera essentiellement (9^ (§2.3.2).
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2.1. Une algèbre de sérielles formelles.
2.1.1. Définition de l'algèbre C;,.
Soient k c= K deux corps values complets. Posons
C, = K ® /c°[X,,X,,.. .,XJ c: K ® K°[Xi,X2,.. .,XJ
k°
cK[Xi,X^...,XJ.
Ainsi feC^ s'écrit de façon unique sous la forme /= ^ a^X". On
veN"
définit sur €„ une norme de K-algèbre par
Il/Il =sup|aJ.
v
Cette norme est multiplicative, c'est-à-dire \\fg\\ = ||/||.||^ || et on peut
montrer que cette norme n'est autre que la norme tensorielle sur
K®fe°[X]. On a
||CJ| = |K|, C^ = {/| Il/Il ^  1} = K° Ô HX] ,
C ^ = Q / C S ° = K ® H X ] .
2.1.2. Automorphismes de l'algèbre C^.
Désormais on suppose que k est un sous-corps fermé de K, que la
valeur absolue induite sur k est discrète (c.à.d. Ife^ ^ Z) et que K est une
extension algébrique de K. Il nous faut d'abord caractériser les éléments
de C, = K ® fc°[Xi,.. .,XJ parmi ceux de K[Xi,.. .,XJ.
DÉFINITION 3 (ou notation). - Soit S une partie de K; on note
Conv^(S) l'adhérence du sous-k°-module de K engendré par S. C'est
donc le plus petit « convexe » fermé du k-espace de Banach contenant S.
LEMME 2. - Soit /== Ea^eK^Xi,...^]. Alors les propriétés
suivantes sont équivalentes :
1) La série f est un élément de C; = K° g) ^[X].
2) II existe une suite {<?„} d'éléments de K° avec 0 = lim ^ et
{a,}, c: Conv^ ({(?„}) .
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Démonstration. - 1) => 2) On a / = £^ (g) ^  où ^ e fe°[X], ^ e K°
et lim ^ = 0. Il est alors clair que a^ e Conv^0 ({^J).
n ~* oo
2) ==> 1) Soient /= E^X" et â^ e Conv^0 ({<?„}). Soient e > 0 et
N = N(e) tel que \e^\ < £ pour n ^ N . Alors
^ = ^v,i^i + • • • + ^v,isi^N -+- ^v? avec 1^1 < e » ^v,ieko. On a donc
'= iA^x^+Z.
1 = 1 \ V / V
(i) / Z ^ Z^-x- p-E^x-.
Puisque E ^ X'e fe°[X]| et que Z^X" < e , Fégalité (1) montre que
/eK°®k°[X].
LEMME 3. — Soient {e^} une suite de K° telle que 0 = lim ^,
n~* oo
R = k°[^]^, la sous-k°-algèbre engendrée par [e^ sur k°. Alors il existe
une suite {v^} de K° telle que 0 = lim v^ et R c: Conv^0 ({v^}).
n-* oo
Démonstration. — Clairement on a
R c: Conv,°({^1 • • • e^\n ^  1, a^ , . . .,a^0}).
On peut supposer (quitte à changer les indices) que
kil = 1^1 " • = \^\ = 1 > kN+il > 1^+2! ^
II existe un polynôme unitaire P,(T) e fe°[T] tel que F((T) soit le polynôme
minimal de ê, sur K de degré d ^ . Tout polynôme P(T) e fe°[T] s'écrit de
façon unique sous la forme
(2) P(T) = Ao(T) + Ai(T)P,(T) + . • . + A,(T)P,(T)5,
avec rf°A,(T) < d,.
Il suit alors de (2) que ^' • • • e^ e Conv^0 (S) où
S = \e\^ ... e^(e^ ... P^)^V ... ^  o^pl<4Yl^ol.
(, OCN^^U,K^U J
Puisque |P,(^)| < 1, |^N^| < 1, la suite S a pour limite zéro. Ainsi le
lemme est montré.
LEMME 4. - Soient s ^ , s^, . . . , s^ e K ® fe°[Yi,... ,YJ, ||s,|| ^ 1 et
|Sf(0,.. .,0)| < 1. Alors il existe un unique K-homomorphisme (p, de
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K ® HX^,. . .,XJ dans K (g) fe°[Yi,.. .,YJ ^ ^  (p(X,) = s,. Il
est défini par (^(f(X^X^.. .,X^)) =/(si,S2,.. .,s^).
Démonstration. —
Existence de (p. — Soit /e fc°[X], par la formule de Taylor on a
/(X+T) = E/^XyP où ,/,(X) e k°[X].
v
Soit donc 5; = s^ — Sf(0,.. .,0). On a donc
/(5l,... ,S,) = ^ /,(5, (0),. . . ,5,(0)) ^ v2 . . . S^ .
V=(V(,...,V^)
or
 /v(si(0),.. .,5^(0)) est bien défini puisque |Sf(0)| < 1 et comme
s;(0) = 0 , on a f(s^.. .,5^ eK[Yi,.. .,Y^j. Il s'agit de montrer que
/(5i,... ,5^) e K ® k°[Y]. Puisque s,, . . . , ^  e K g) k°[Y] le lemme 2
montre qu'il existe une suite {e^}^ de K telle que
s,,, e Conv,o ({^}) où lim ^ = 0, s,(Y) = ^ s,^ .
m-»oo -^
On a s,(0) 6 Conv^o ({^}) et les coefficients /v(si(0),.. .,s^(0)) de
sr1, s^2, . . . , 5^" sont dans l'adhérence de l'anneau R = k°[e^ ' Or le
lemme 3 montre qu'il existe une suite {^} de K° telle que
R c: Conv^o ({M,,}) . Ainsi
/(si,S2,... ,5^) e K ® fe°[Y] et \\f(s^... ,s^)|| ^ ||/||.
On pose donc (p(/) =/(si,.. .,5^). Alors (p se prolonge à
/e K ® fe°|X] .
t/mcirê de (p. - Soit (p un K-homomorphisme de K ® fe°[X]
dans K (g) fe°[Y] tel que (p(X,) = 5,. D'après la partie existence on a
un K-homomorphisme T de K g) fe°[X] dans lui-même tel que
r(X,) = X, - s,(0,.. .,0). Soit <p' = (p o T on a q/(X,) = s; = s,(0).
Montrons que q/ (/) = f(s\,... ,5;,). Soit / = S^X" e K ® fc°[X],
posons /N = E û^. On a
M^N
(3) (p'(/) - /(5i,... ,^ ) = (P'ON) - Ms\,... ,5;,) e (Yi,... .Y^.
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Comme (3) est vrai pour tout N, il en résulte que
(P'(/)=/(5i,...^).
Et ainsi (p(/) =f(s^s^.. .,s^).
COROLLAIRE. - Soient s ^ , . . . , s^ e €„ = K ® fe°[Xi,.. .,XJ a^c
11^11 ^ 1 |5,(0)| < 1. Alors le K-endomorphisme (p défini par (p(X;) = 5,
induit un K-endomorphisme (p de K (x) fepCi, .. .,X^] . Z)e p?M5 51 (p ^sî un
automorphisme alors (p ^sr un automorphisme.
Démonstration. — Exercice.
2.2. Un théorème de division et de préparation
de Weierstrass.
DÉFINITION. - Soient fe C^ = K° ® fc°[Xi,.. .,XJ,/ son fma^ dans
C^ = K (g) ^Xi,.. .,XJ . On A'r ^M^ / est régulier en X^ et d'ordre d si
7(0,0,.. .,0,X^) ^ 0 ^ 5f d = ordxj(0,0,.. .,0,X^).
2.2.1. — L^ théorème de Weierstrass.
THÉORÈME 4 (de division et de préparation de Weierstrass).
1) (Division). - Soient feC^ régulier en X^, d'ordre d , heC^.
Alors il existe des éléments uniques qeC^ et yeC^_i[XJ tels que
h = fq + r, d^r < d, ||n|| = max (||^ ||, ||r||).
2) (Préparation). - Soit feC^ de norme 1. Alors il existe un K-
automorphisme CT de C^ tel que a(f) soit régulier en X^.
Démonstration. - 1) Puisque K est algébrique sur K , il existe un
corps ^ extension finie de K , avec <f c K, et /(X^,.. .,X^) e<f[X].
Soient cùi , . . . , ©,e K° dont les images résiduelles ôi, 0)2, . . . , œ,
constituent une base de ^ sur ^. Alors il existe g(X) e K° (g) fe°[X],
À, e K, [À-l = 1 satisfaisant
(1) g = Sa^X", a,ç= © ^œ,,
^(0,0,.. .,0,X^) = Xî + u.^X^1 ... ,1^ =/.
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Soient h e K° ® fc°[X], R la fc°-algèbre engendrée par les coefficients
de g et h, alors les lemmes 2 et 3 montrent qu'il existe une suite {v^} de
K° avec 0 = lim ^  et R <= Conv^o({^}). Il suit de (1) qu'on peut
effectuer la division de Weierstrass de h par g dans l'anneau R[X] ; il
existe ^ , reR[X] uniques tels que
(2) h = q g + r , d^r < d .
Il suit de (2) que pour h e K ® k°[X] il existe q, r e K ® k°[X] uniques
avec
(3) /i = ^  + r, d r^ < rf et ||^ || = max (||g||, ||r||).
Posons maintenant fi=f-^g, alors (3) s'interprète ainsi; soit
h e K ® k°[X] , il existe g, r , ^i e K (g) k°[X] avec
(4) h = q f - ^ r - ^ h ^ d°^r < d ,
||h||=max(||g||,||r||), \\h,\\1^ ||/J|.P||.
Ainsi par récurrence en utilisant (4) on construit des suites (/!„), (q^), (r^)
qui satisfont
(5) ^^J '+^+^+i , d°^<d,
PJ|=max(M,||rJ|), P i^ll ^ ||/i|| ||^ ||.
Il suit que ||^ || < ||/iir.||/i||, or ||/J| < 1 , ainsi les séries S^,S^ sont
convergentes. Posons
^ = = ^ + £ ^, ^ = ^ + Z ^.
n=l n=l
De (5) on déduit
(6) h = ^ // + r7, ^ / < d et p|| = max (||^ ||, ||r1|).
Ainsi l'existence de la division est montrée. Pour l'unicité supposons
h = q'f + r ' = q"f -h r " , il suit (q' - q")f = r" - r ' . Quitte à multiplier
par une constante on peut supposer \\q' - q"\\ = 1 et donc ||r" - r'|| = 1.
Résiduellement on à q' - qff.f= r" - r', de
ord^/(0,.. .,0,X^) = à et y - r ' < d
on déduit une contradiction.
34 J. FRESNEL ET M. VAN DER PUT
2) Soit fe K g) ^[X], il existe un corps ^ extension finie de K avec
f c= K tel que /6<f[X]. On sait qu'il existe des entiers u(i),
1 < i ^ n — 1 tel que l'automorphisme 5 de ^[X] défini par
5(X,) = X, + X^\ 1 ^ i ^ n - 1, 5(X^) = X^ transforme / en un
élément (p tel que (p(0,... ,0,X^) ^ 0 (Bourbaki, alg. corn. ch. 7, § 3, n° 7,
lemme 3, p. 38, [2]). Alors le corollaire du lemme 4 montre que
l'endomorphisme o de €„ défini par o(Xf) = X, + X^°,
1 ^ i ^ n — 1, a(X^) = X^ est un automorphisme de C^. On a bien
^(/) régulier en X^.
2.2.2. Conséquences du théorème de Weierstrass.
THÉORÈME 5 (conséquences du théorème de Weierstrass). - Soient
toujours k c K deux corps values complets, k de valuation discrète, K
algébrique sur K , C^ = K ®feo ^[X^X^,... ,XJ.
1) L'anneau C^ est nœthérien et factoriel.
2) Soit 31 MM idéa/ de €„, afors i7 éîxfsfô un entier d et un
homomorphisme injectif et fini C^ <—> C^/SI. La dimension de Krull de C^
est n.
3) Soit 9W un idéal maximal de C^, alors le corps CJW est une
extension finie de K.
Démonstration. - Elle est analogue à celle du théorème 11.3, p. 56 de
[3]. Il suffit de remplacer « degré » par « ordre ».
2.2.3. La (semi-) norme spectrale.
Décrivons d'abord le spectre maximal de €„. Soient a^, a^, . . . , a^
algébriques sur K et |o,| < 1 pour 1 ^ i ^ n. Alors il existe un K-
homomorphisme (p de C^ dans K[a^a^.. .,aJ tel que (p(X,) = a,
(c'est essentiellement le lemme 4). Alors ker q> est un idéal maximal de
€„. Soit 9ÎI un idéal maximal de C^, alors L = CJW est une extension
finie de K (théorème 5, partie 3). Soit (p l'homomorphisme canonique de
C^ sur L. Posons (p(X,) = a,, alors on a |a;| < 1. En effet, supposons
\âi\ ^ 1, puisque a, satisfait une équation de la forme
UQ + u^a, + • • • + u^-ior"1 + a^ = 0 avec u, e K,
\UQ\ ^ \u,\, il suit que / = UQ + u^X, + • • • + X^ est un élément
inversible de C^, or (?(/)== 0. On a donc |(p(X,)| < 1. En particulier si
K est algébriquement clos, Spm (€„) est en bijection avec (K00)".
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Soient 31 un idéal de C^, A = C^/SI, si W est un idéal maximal de A
il suit que A/SOI est une extension finie de K munie d'une unique valeur
absolue prolongeant celle de K. Soient x = SEW e Spm (A), /eA et
notons \f(x)\ la valeur absolue de l'image de / dans A/W. On définit la
semi-norme spectrale sur A par
11/llsp = SUp |/(X)|.
xeSpm(A)
II suit que la (semï)-norme spectrale sur C^ est la norme de C^ définie
en 2.1.1.
On pose
A° = {/ e A| ||/||^  1}, A°° = {/ e A| ||/|Lp< 1}, A = A°/A00.
PROPOSITION 2. — Soient SI un idéal de C^, la norme de C^ induit sur
C^/91 = A une norme de Banach notée ||.||.
1) Le radical de A est égal au nilradical de A. La semi-norme spectrale
est une norme si et seulement si A est une algèbre réduite.
2) Soit (p : C^ <=-> A injectifetfini, alors (p(C3) <= A° et A° est entier
sur (p(CS). On a A° = {/e A|sup H/^oo} et \\f\\^ = lim W».
n n~* oo
La démonstration est analogue à celle de 11.5.3,11.5.4,11.5.5 et 11.5.6 de
[3].
2.3. Le spectre maximal de ^x,(p)-
2.3.\. Fidèle platitude de K ® fe°[X] sur K<X>(Q).
THÉORÈME 6. — Soient k c: K deux corps values complets, k muni
d'une valuation discrète, ÎC algébrique purement inséparable sur K . Soient
i, j les homom'orphismes canoniques suivants :
K<X,,X^.. .,X,> c=L, K<Xi,X2,.. .,X^o) c^ K ® nx^,.. .,XJ.
Alors i est plat, j • est fidèlement plat, Spm (/) est bijectif, Spm (f) est
injectif et Spm (f) a pour image r'^O).
Démonstration. — 1) Soient SEW un maximal de K (g) fe°[X],
W = ÎW n K<X>(O), W = SDl n K<X>. Comme 9M est de codimension
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finie il suit que W, W sont de codimension finie et donc sont maximaux.
Tout d'abord on a
(1) (K<X>);. = (K<X>(O));, = (K®fe°[X]);.
Cette égalité est claire si 9M est le point (a^,... ,a^ e (K00)" ; en effet on
(K<X»;,, = (K<X>(O));. = (K®fe»[X]); = K[Y]
où Y, = X, - a,, le cas général est seulement techniquement un peu plus
compliqué. Il suit alors trivialement de (1) que Spm (/•) et Spm (i) sont
injectifs.
2) Montrons que i et j sont plats. On a le diagramme commutatif :
(K<X».a. -!-> (K<X>(o))ro. -^ (K®fe°[X]),n,
(K<X>);. -^ (K<X>(O));, -^ (K®fe°[X]);
Comme a, p, y sont fidèlement plats (théorème 56, p. 172, Matsumura,
corn. alg [6] ou prop. 9, chap. III, § 3, N. Bourbaki, alg. corn. [2]) et que i"',
J" sont des isomorphismes d'après (1) il suit que i et j sont plats (31, p. 24
Matsumura, corn. alg. [6] ou prop. 15, chap. II, §3, N. Bourbaki aie
corn. [2]). ' B'
3) Pour montrer la fidèle platitude de j, il faut vérifier que pour tout
idéal maximal <0i de K<X>(()) on a
WK ® À:°[X] ^ K ® fe°[X].
Supposons le contraire, il existe Wi , m^ , . . . m e 9W
fiJi, •..,/,6K®fe°[X], avec
s
(2) a = ^ wj;., a e fc00, a + 0, ||w,|| ^ 1, [|y;.|| < 1.
Soient m\ e K° ® k°<X\^, f\ e K° ® fe°[X] tels que
||w,—w;.|| ^ \a2\, \\fi-f\\\ ^la2].
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Alors on a
(3) Z m;/;. = a(l + ag) où g e K° (g) fe°[X] .
1=1
Puisque fe°<X>(o) est nœthérien local, d'idéal maximal
9Î = k00 + ^ X,fe°<X>(o) il suit que fe°[X] est le complété de fe°<X>(o)
pour la topologie 91-adique, ainsi fc°[X] est fidèlement plat sur fe°<X>(o)
(theorem 56, p. 172 [6], prop. 9 chap. III, § 3 [2]). Il suit que par
changement d'anneau que K° (g) k°[X] est fidèlement plat sur
K° ® f e ° < X > ( o ) . Soit 1 = ^ m;K° (g) f e ° < X > ( o ) , alors
1=1
I(K° (x) k°[X]) n K° (g) fe°<X>(o) = 1 ((4.c), p. 27, Matsumura [6]). Or de
(3) il suit que a 6l.(K°(g)k°[X]), ainsi ae l . Il existe donc
g ^ , . . . , g, G K° ® k°<X>(o) tels que
û = S m'igi.
Il suit alors de (3) et (2) que
5
a(l + ah) = ^ nligi où h e K<X>(O) .
1=1
Ce qui prouve que SOI = K<X)(()), d'où la contradiction.
PROPOSITION 3. — Soient K un corps value complet, k un sous-corps
fermé dont la valeur absolue induite est discrète et tel que ÎC soit algébrique,
purement inséparable sur K , 3Ï un idéal de K<Z)(()). Alors
(21.K (g) k°[Z])0 = 31°.K° (g) k°[ZÏ.
Démonstration. — Puisque K<Z)(Q) = K (g) k°<Z>(o) admet une base
normale d'algèbre il existe /i, ...,/, G St° tel que
W^E^K^fcXZW.
Soit g e (91. K ® fc°[Z])°, alors il existe a e K°°, a + 0, M, e K° (g) k°[Z]
tels que
(1) ag= t^,
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Soient
^ K°®k°<Z>(o) ^ K°(S)k\Z\^
a(K°®fe°<Z>(o)) ^ a(K°®fe°<Z>(o))?
^ K°®fe°P] ^ K°(8)fc°[Z]
a(K°®fe°[Z]) ^ a(K°(g)fe°[ZÎ) '
Puisque K0 (g) k°[Z] est fidèlement plat sur K° (g) k\Z\o^ il suit que B
est fidèlement plat sur A. Notons u\->u les surjections qui définissent A
/ s \ s s
et B. Par platitude on a ^A (x) B ^  ^ ffi, or 0 = ^M,
\»=i / 1=1 » = i
5
d'après (1), donc 0 = ^ ^ ® u , . Ainsi il existe â, ,eA, x . e B avec
1=1
0
 = Z^ij. ^ = ^ â^., soit donc
< j.
S^a,, e 91° n a(K°®fe°<Z>(o)) = a9I°
i
et Ui - ^  a^. == abi où fc, e K° ® k°[Z]. La relation (1) s'écrit
j
s s / \ s
ag = Z^ = ZY; I a,,x, + a ^fft,.
i==l i = l \ J / i= l
II est alors clair que ^eîT.K0 ® fe°[Z] .
2.3.2. Î7n complété formel pour ^x,(p)«
Soient fe un corps value, complet pour une valeur absolue discrète, X
un espace affinoïde réduit, r : X -^ X la réduction canonique, p ç X.
L'algèbre ^x(X)° est un anneau nœthérien, ainsi que l'algèbre ^x(p)- ^
plus (Px,(p) est un anneau local, soit ^x,(p) son complété pour la topologie
de l'idéal maximal. Cette dernière algèbre peut être normée en posant
||lim/J| = lim||/J| puisque ||/J| est stationnaire à partir d'un certain
rang. On appelle complété formel de ^x,(p) et on le note ^x,(p) l'algèbre
k ® ^x (p) • C'est une algèbre de Banach, nœthérienne dont la réduction est
^.
Lorsque le corps de base K n'est plus discret, l'algèbre 0^ ^  n'est plus
nœthérienne, ainsi la construction précédente n'est plus possible.
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Néanmoins en choisissant un sous-corps fermé k pour lequel la valeur
absolue induite est discrète on peut construire un complété formel de (9^ ^
qui a des propriétés analogues. En revanche cette algèbre dépend du
corps k.
Soient X un espace affinoïde sur K, r : X -> X sa réduction
canonique p e X défini sur K. Soient n ^ 1 et (p un homomorphisme
surjectif de K^Z^Z^,.. .,Z^> sur ^(x) tel que (p soit un
homomorphisme surjectif de K[Z^Z^,... ,ZJ sur ^(x) et que p soit
l'image de l'idéal maximal (Z^Z^,... ,Z^). Soient 3Ï = ker (p et k c: K
un corps fermé dont la valeur absolue induite est discrète tel que K soit
algébrique, purement inséparable sur Te. Alors on sait (théorème 3) que
^ K ® f c < Z > ^
^ 91 K ® k<Z>(o))
K g) fe°|[Zl
On appelle un complété formel de (9^^ l'algèbre _——^ ^7^ et on
<i.. Iv Çy "^ H_ -u
le note ^x,(p)- Cette algèbre dépend du choix de k et a priori de la
représentation ^x(X) = K<Z>/3I. Si K est algébriquement clos on verra
que ^x,(p) est indépendant de la représentation (proposition 7, § 2.5).
Puisque K ® fc°[Z] est nœthérien il suit que @x,(p) est nœthérien.
2.3.3. Le spectre maximal de ^x,(p)-
THÉORÈME 7. — Soient X MM ^spac^ affinoïde réduit sur K, r : X -^ X
sa réduction canonique, p e X dé^ni sur K. Soient les morphismes
canoniques ^x(X) —l—^ ^x,(p) —7—^ ^x,(p)- ^^s f est plat, j fidèlement
plat, Spm(/) estbijectif, Spm (i) est injectif et a pour image r~^{p). Il suit
que la norme de ^^ est la norme spectrale. Soient W e Spm (^x (p)) »
S»' = W n ^x,(p), 2R" = W n (^x(X). Alors on a
(^x(X));, = (^ x,(p))^  = (^x,(p))^
^r (^s algèbres (9^^ et ^x,(p) sont réduites. Enfin on a
dim (9^ = dim ^x,(p) = d™ ^x,p = ^P ^(ÏW) »
Wer-1^)
ori ^(SOÎ) désigne la hauteur de SB.
Démonstration. - Soient n ^ 1, (p ; K^Z^Z^,... ,Z^> -^ ^x(X)
tel que (p soit surjectif et que p soit l'image de l'idéal maximal
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(Z^ ,Z^... ,Z^). Soit ÎI = ker (p, alors on a K<X>(O)/%K<X>(O) = 0^
(théorème 3) et
^x,(p) ^ K ® fe°[Z]/ai(K.® fe°[Z]).
On a donc le diagramme commutatif suivant :
K<Z> -^ K<Z>(O) -^KÔHZ]
(1) J pi J
W) ———. ,^(p) -^ ^X.(p)
où i\ ] ' sont les morphismes injections canoniques, a, P, y les surjections
canoniques, f, j les morphismes induits.
Il s'ensuit d'abord que i' plat implique i plat, / fidèlement plat
implique j fidèlement plat. D'autre part (1) donne le diagramme
commutatif suivant pour les spectres maximaux
Spm (K<Z>) (^^Lspm (K<Z>(Q)) (spm ^  Spm (K®fe°[Z])
(2) Spm a Spm p Spm 7
X ^ Spm((^) ^  Spm(^,^
D'abord les maximaux de K (g) fe°[Z] sont de codimension finie
(théorème 5) il suit que leurs images réciproques par / et f o/ sont des
maximaux (de codimension finie) et que les maximaux de ^x(p) sont de
codimension finie, donc aussi leurs images réciproques par i et 107 (la
même remarque est valable pour K<Z>(Q) et (9^ ^ ). Sachant que Spm f
et Spm/ sont injectifs (théorème 6) il suit que Spm i et Spm j le sont
aussi. De plus on a :
im (Spm P) = im (Spm y)
= {W e Spm (K<Z>(O)) ^ Spm (K®fe°[Z])|W ^ 91},
ainsi Spm j est bijectif. Soit U un ouvert principal contenant p, les
morphismes ^x(X) -> ^xO*"1^)) -+ fi^,(p) impliquent
Spm(i) (Spm^^cr-^U).
Il suit alors que im(Spmï) = r ~ l ( p ) .
LOCALISATION FORMELLE ET GROUPE DE PICARD 41
Soient 9M un maximal de K ® k°[Z], W = W n K<Z>(Q),
9T = 9}l n K<Z>, alors on a
(K(Z));. = (K<Z>(O))^ = (K®fe°[Z]);
(première partie de la démonstration du théorème 6). De plus, soient A un
anneau nœthérien, 91 un maximal de A, 1 c: 91 un idéal de A, enfin
^
91' = 91/1. Alors on a (A/I)^ = —-• II suit donc que
^yi
(3) (^x,(p))^ = (^x,(p)) '^ = (^x(X))^ pour 9M maximal de ,^(p) et
W = 9W n ^p^ ^ , gr = 9W n ^ x(X).
Puisque ^x(X) est une algèbre affinoïde réduite il suit que (^x(X))^"
est réduit, ainsi que (^xW)sjR" (lemme 5' ci-après). Alors (^x,(p))w et
(^x.(p))w sont réduits, ce qui prouve que ^x,(p) et ^x,(p) sont des algèbres
réduites.
Notons V (W) la hauteur d'un idéal maximal Sttt. Le lemme 5 qui suit
dit que h\p)= sup /W. Or (^501) =dim (^x(X))^=dim (^x(X))^.
Wer-'^p)
Ainsi l'égalité (3) montre que pour tout 91 maximal de ^x,p) on a
^(91)= Aty-l(9^)) = ^ ((/oO-W.
On a donc
dim ^x.(p) = dim (9^ = sup ^(9M) = WÇp) = dim ^,p •
Wer-1^)
LEMME 5. — Soient A un^ algèbre affinoïde réduite, A sa réduction,
m e Spm (A). .4 tors /^(m) = max h^W).
<
»Ï6^-l(m)
Démonstration. — II existe d ^ 0 et une injection finie T^ <=—^ A,
ainsi T^ c—^ A, ^ est fini (11.6.7, p. 77, [3]) ce qui prouve que
dim A = dim A.
Soient X = Spm (A), U un rationnel de X, (p : ^x(X) -^ ^x(U).
Si 8W est un maximal de ^x(U) on a VÇW) = V^-^W)), en effet
^x(X);-iw = ^x(U); (III.7.2, p. 116, [3]).
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Soit X la réduction de X, il existe un ouvert principal V 9 p tel que
dim V = h1 (m). Comme
dim V = dim ^x(V) = d™ ^xO^V) = dim ^xO•-l(V)) ^ ^W
pour Wer'^V),
on a donc pour aWer '^m), ^(ÏR) ^ ^(m).
Supposons maintenant A intègre, c'est-à-dire X Zariski irréductible.
Montrons qu'alors ^(9%) = dim A pour tout W e X. Ceci est vrai pour
A = T^, comme A est intègre et T^ intégralement clos, le « going up »
« going down » est vrai pour T,, c"^  A (theorem 5, p. 33, [6]). Ainsi tout
idéal maximal de A est de hauteur d.
Enfin, soient ^, . . . ,^î , les idéaux premiers minimaux de A, le
s
morphisme canonique (p : A c—> © A/^ est isométrique. Soit
1=1(p, : A -> A/^Pf . En réduction on a
(p : A ci^  ©À/^ et ker ç, = ^ .
s
Donc X = (J V(^,). On peut supposer (par exemple) que meV(^Pi)
1=1
et que /^(n^dimV^i). Il existe donc m^ maximal de (Â/^Pi)
avec m=^l(m^) et ainsi h'(m) = VÇm^. Soit SOli maximal de
A/^i tel que r(9WO = m ^ . Comme A/^ est irréductible on a
V^) = dim(A/^J = dim (A/^i) ^ /i^mi).
Comme on a toujours ^(Wi) ^ y(r(9Mi)), il suit que h^W^) = ^(mO.
Soit alors 9M = (p-^aMieA/^® . . . ©A/^,), il est immédiat que
r(TO) = m et tf(W) = ^(TOQ = ^(m^) = ^(m).
Ce qui prouve le lemme.
LEMME 5'. — Soient A une algèbre affinoïde réduite, W un idéal
maximal de A. A lors Âg» est réduit.
Démonstration (certainement connue). — On se ramène au cas intègre.
5
Soient ^, ^  • • • , ^ s les premiers minimaux de A. Alors Q ^, = (0),
1=1
de plus la platitude de A^ -> A^ montre que n^Âg» = (n^)ÂOT.
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Alors l'application canonique Â^ -> © Â^/^Â^ est injective. Il suffit
donc de montrer que Â^/^Â(^ ^ (A/^)^ est réduit, où 90Î' = SOÎ/^.
Si A est une algèbre affinoïde intègre, la clôture intégrale de A dans
un corps extension fini de Fr(A) est fini sur A (théorème 11.6.1, p. 73,
[3]), il suit que cette propriété sera vraie pour les localisés, ce qui montre
que As»; est pseudo-géométrique. Un théorème de Nagata montre alors
que Â<O( est réduit (theorem 36.4, p. 132, [12]).
2.4. La fibre formelle en p.
Soient X un espace affinoïde réduit, r : X -> X sa réduction
canonique, p e X défini sur K. Alors X induit sur r"1^) une structure
d'espace analytique (réduit) sur le sous-ensemble r ' ^ Ç p ) c: X. Plus
précisément les ouverts admissibles de r~1 (p) sont r~1 (p) et les ensembles
rationnels V de X qui sont contenus dans r~l(p); d'autre part un
recouvrement {VJ, de r"1^) est admissible si tout admissible
V 7^ y'^p) est contenu dans une réunion finie de V^; enfin le faisceau
(9 = (9,-\^ est défini par ^P(V) = ^x(V) si V + r-^p) et
e(r~l(p)) = lim ^x(V^) si {Vj est un recouvrement admissible de r'^p)
par des V, rationnels dans X.
PROPOSITION 4. — Soient X un espace affinoïde réduit, r '. X -> X sa
réduction canonique, p e X défini sur K , / i , / 2 » t • ' ^ / s 6 ^,(p) te^ ^
/i, ... ,7s engendrent l'idéal maximal p^x,p- ^olt û e K00, n ^ 1, alors
V^ = {xeX[|/?(x)|^|a| ,l^f^5} est un sous-ensemble de r'^p)
rationnel dans X et on a
^(V )^ ^)<TlJ2^-Js> ^p
^x^,^-^^^^ ^T,-/;)
2)^ p?MS {V^JûeK00,^! ^st Mn recouvrement admissible de r ' ^ Ç p ) .
Démonstration. » — Soit x e V^, alors on a fi(r(x)) = 0 pour
1 ^ f ^ s, ce qui prouve que r(x) = p . Ainsi \a,n c= r ^ (p)- Soient U
un ouvert principal de X contenant p, on a un morphisme canonique
(p(U): ^x^U)-^^) et ||(p(U)|| ^ 1, ainsi les (p(U) passent à
la limite inductive complétée et ils induisent un morphisme
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(? : ^x,(p) -^ ^x (V^). De plus pour /;. e lim ^  0- ~1 (U)) et
II/;" -/?11 ^ H3 on a V^ = {xeX| |/;."(x)| ^ \a\Ç
Donc il existe Uo 9 p, ouvert principal de X tel que /;• e (^x(r~1 (Uo)),
1 ^ i ^ s.
Soit p e U c Uo un ouvert principal de X, on a le diagramme
commutatif suivant
Comme ^x,(p)<Ti, . . .,T,> est nœthérien (corollaire du théorème 3),
l'idéal (aTi-/ï,.. .,aT,-f^) est fermé pour la norme canonique de
^X,(P)<TI, .. • ,T,> induite par celle de (9^\ cette dernière induit sur B
une norme notée | | . H B et B est une algèbre de Banach. L'application a'o
resp.a'(T,)=a(^)), ce(resp. a') est définie par ao(T,) = a




< 1 et /;' < 1 impliquent
à B
L'application p est induite par la restriction
^(y'^Uo))-^^^"1^)), CT', CTO, CT sont les surjections canoniques.
/rn \
L'application ?' est définie par P'(T,) = ( p ^ j et P'(^) = (pfe) pour
g e ^x,o»; ce qui est possible puisque cpc^ ^ 1, ||(p(^)||v^ ^ \\g\\,
ici H.Hv^ est la norme de ^x(V^). Les applications a et P sont celles
induites par a'o (et aussi a') et y .
Il est immédiat de vérifier que p o a = l^(v^). Montrons que a est
surjectif; pour cela il suffit de prouver que aB"° c a(A°) + ^B0. Soit
&eaB°, alors il existe c e ^ ,(,)<TI, .. .,T,> tel que o(c) = b. On a
c = Ec^, il existe N tel que |v| > N implique \\c^\\ ^ \a\2. De plus il
existe c, e lim ^(r-^U)) avec ||c,-c,|| ^ |a|2. Soit donc U un ouvert
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principal de X tel que p e U c= Uo et c^e^O-'^U)) pour |v| ^ N.
Soit d= ^ c.a'Or^eA0. Alors on a ||fc-a(^)|[ ^ |a2! puisque
M^N
ll/?/^-/77^1lB ^ H2. Il suit que aB0 c a(A°) + a2^0, donc que a est
surjectif et que a est un isomorphisme.
Montrons que {^a,n}aeKOO^\ est un recouvrement admissible. Soit W
un rationnel de X contenu dans r ' ^ p ) , alors sup|y;(x)|<l pour
x e W
1 ^ i ^ s . En effet, il existe un ouvert principal U 9 p tel que
^•e^x(U), soient /;. e ^ (^(U))0 tels que ^ =/;•. Puisque W est
rationnel (dans r'^U)) on a sup |/;.(x)| < 1, ce qui implique
X 6 W
^Pl/ÎOOl = ^Pl/iOOl < 1- De plus il existe X o e W tel que
.V 6 W X 6 W
su? l/;(^o)l = ^P 1/iOOI. ainsi H ^^tc yî ^ 1 et aeK00 tel que
^^
5
 X 6 W
|^|1/" = sup |/;(^o)l (11.5.3 de [3]).
l^ l^S
II est alors clair que W c W^. Comme r"1^) = u V^^, il est clair
que {^anïaeK00^ un recouvrement admissible de r"1^).
n^l
COROLLAIRE. — Soient X, Y ^ux espaces analytiques affinoi'des réduits,
r : X ->X, r ' : Y -^ Y ?^urs réductions p e X, ç e Y définis sur R. 5'f
ks algèbres ^x^ et ^Y,^) sonr isomorphes, alors les espaces analytiques
r
 ^ (p) ^ r 1^) sonr isomorphes.
2.5. Le cas où K est algébriquement clos.
Soient toujours X un espace affinoïde réduit sur K, r : X -> X sa
réduction canonique, p e X. Soient k c: K un sous-corps complet de K
dont la valeur absolue induite est discrète et tel que K = K . Il existe un
entier n^ 1 et un homomorphisme surjectif (p : K<Zi , . . . ,Z^> sur
^x(X) tel que p soit l'image par (p de l'idéal maximal ( Z ^ , . . . ,Z^) de
K[Z] et que (p induise sur ^x(X) la norme spectrale, c'est-à-dire que
pour tout /e^x(X) il existe ^eK<Z> tel que (p(^) =/ et
11^11 = 11/llsp [1] • Dans cette situation on a une description plus précise des
algèbres ^x,(p)» ^x,(p) et de leurs réductions.
PROPOSITION 5. — Sous les hypothèses qui précèdent, soient SI = ker (p,
31° = 91 n K°<Z> , 9Ï°° = SI n K°°<Z> , ® = ÎI°/9I00 ^r
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K®fe°[Z] ,,
^'^.icênzf -4(orso"a••
(1) ^x(X) = K^ (Px(X)» = K^ ^(X) = (W) = ^
f2t <0 = ^^t0) f/n •)» = ^^Z^Q)
v
 ' ^ <ÎÏ.K<Z>(O) ' ^w ÎXOKO<Z>(o)
/n - m - ^^(Z)
^x,o» - ^  - i-^ z]^
, KÔUZ] . _K^_fe°[Z]_
^^ ^x.^ (y ^  (g) fe°[Z] ' v x•w <H°.K0 ® k0 [Z] '
. _ , _ K[Z]
^x,(,)-^-<g^^
ou K.[Z](Z) est /a localisation de K[Z] a l'idéal (Zi,...,Z,).
Les algèbres 6x(X), (Px,(p) et ^x,(p) admettent des bases nonnales
d'algèbre.
Démonstration. — Comme (p induit la norme spectrale de ^x(X), on
a (p(K°<Z» = ^x(X)° ainsi (1) suit. Comme (Px,(p) = ^x,p (§ 1-1). il suit
•"o'^^'S-
Montrons (3). On a (SI.K g) k°[Z])0 = 9t°.K0 (g) k°[Z] (proposition
3). Soient g ^ , . . . , ^  e 91° dont les images résiduelles ^i, . . . , gy e ®
r
engendrent ®, alors on a ÎT.K° (g) fe°[Z] = ^ g.K0 ® fe°[Z]. D'autre
1=1
part 9I.K®fe°[Z] est facteur direct topologique (théorème 1), plus
précisément, il existe un sous-K-espace de Banach F de K ® fe°[Z] tel
que K(g)fc°[Z] = 9I.K(g)fe°Z] CF et | |M+r|| = max (||M||,|H|) pour
tout MGÎÏ .K®fe° [Z] et y G F. Soient ||.|| la norme induite
K (à J I^TZil
sur
 ^.KênZ] Par celle de KÔfcm
B0 = {/e B| H/H <!}, B00 = {/6B| Il/H <!} et B = B°/B00.
——-.^^•^âli——^-^0'
Rrzi -
—_— == d)^(K) est une algèbre réduite puisque la norme spectrale est
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aussi ^x,p ^ ^ vm ^c?est la démonstration du lemme 5). Ainsi la norme
I I . I l de B est potentiellement multiplicative, ce qui prouve que ||. || est la
norme spectrale de B = (§^. Ainsi (3) est vérifié. Enfin les relations (1),
(2), (3) et le théorème 1 montrent l'existence de bases normales d'algèbre.
Désormais lorsque K sera algébriquement clos, un complété formel ^x(p)
K db fe°irzii
de ^x,(p) sera toujours défini par un quotient _ Lon-'yn oû k c: K est
«•. Iv Ç$/ K |l ^ ||
un sous-corps fermé dont la valeur absolue induite est discrète et le = ÏC, ori
k morphisme (p : K<Zi , . . . ,Z^> sur ^x(X) dé^nir ^ norme? spectrale de
^x(X) ar^c 91 = ker (p ^t ori p est l'image par (p ^ l'idéal ( Z ^ , . . . ,Z^).
LEMME 6. — Soient X un espace affinoide réduit, sur K algébriquement
clos, r ' . X - ^ X sa réduction, peX. Alors ^(p^i, ' • ' »T,> est une
algèbre nœthérienne.
ic )^ fc°frzii
Démonstration. - Comme ^x,(p) = or Y A y o n - T H ' et ^ue la norme
<l. IY (^ ) rC |[ZJj
spectrale sur ^x,(p) est ^ norme induite il suffit de démontrer que
K (g) fe°[Z]<Ti,... ,T,> est une algèbre nœthérienne. Puisque k est de
valuation discrète, fe°[Z] admet une base normale {ej;, ainsi {1 (g) e^
est une base normale d'algèbre de K (g) fe°[Z] et {(1(8^)'?}^ est une
base normale d'algèbre de K®k°[Z]<T>. Or son algèbre résiduelle
K(g)^[Z][T] est nœthérienne, ainsi le théorème 1 montre que
K ® k°[Z]<Ti ,T2, . . . ,T,> est nœthérienne.
PROPOSITION 6. — Soient X un espace affinoïde réduit, sur un corps
algébriquement clos K, r : X -> X sa réduction canonique, p e X,
fi » • • • »/s e (^x,(p))° ^5 que f^, ...,/, engendrent l'idéal maximal de (9^.
Soit aeK0 0 , afors V^ = {x e r'^p)! |y;.(x)|^|a|} est un sous-ensemble
rationnel de X et on a
^(v ) - ^x,o,)<Ti/r2>-«./L>X \ • a/ — / >-r> /• i—-< /'\ — 1-' •(aTi-/i,..., aT,-/,)
De p?us {Va}açK~ est un recouvrement admissible de r"1^).
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Démonstration :
1) Soient U c= r~^{p) un rationnel dans X, \|/ l'application de
restriction de ^x(X) dans ^x(U). Soit (p la surjection canonique de
K<Z> sur ^x(X), comme (p(Z,)€p, on a |(p(Zf)(x)| < 1 pour tout
x e r - ^ p ) . Ainsi ||\|/((p(Z,))||< 1, il suit que \|/o(p induit un
homomorphisme 9 de K ® fe°[Z] dans ^x(U). Notons aussi (p
rhomomorphisme surjectifde K g) fe°[Z] sur ^x,(p), comme (p(SÏ) = 0,
il suit que 9 induit un homomorphisme noté v|/ (aussi) de ^x ^  dans
^x(U) tel que 9 = v|/ o (p
K®fe°[Z] -^ ^
u
 (P 1 ^K<Z> -^ ^(X) -^^ ^(U).
Ainsi la restriction v|/ : ^x(X) -^ ^?x(U) se prolonge en un
homomorphisme noté aussi \)/ de 6^^ dans ^x(U).
2) Soient ^, e K° ® ^°[Z] tels que (p(A,) = ^ , g,, . . . , g, ç 9Ï" dont
les images g ^ , . . ., ^  engendrent ® . Alors l'isomorphisme
K fr7"n
.^p ^ <g gj^ montre que (^,.. . ,^ , . . . ,^ , . . . ,^ .) engendrent l'idéal
maximal (Z^Z;,.. .,Z,,) de K[Z]. Il existe a,, e ((PX,(,))° tels que
<p(Z,) =Sa,y/,., ainsi on a (p(Z,) = ^  a,,/;. +/,' avec/;. e ((P'x.o,))00.
Soit beK00 tel que |b| > |/i,(0,0,. .,0)| et |fc| ^ |/;.|, alors on a
V, = {xer^OQIL^KI&l} = {x er-\p)\ |(p(Z,)(x)| <|fc|}.
Comme (p(Z,) e <î'x(X) il est clair que V;, est rationnel dans X. Soit <)/
l'homomorphisme canonique défini en 1) de Ô^^ dans ^(V,,), alors on
a V., = {xeV»||^(y;.)|<|a|}. Comme <)/(/,) 6'<Px(V,,) il suit que V, est
rationnel dans V,,, donc dans X.
3) Soit beK00 défini comme en 2), N ^ 1 tel que Ifr)1" ^ |a|3.
Posons h, = h,^ + r, N où r, ^  est la somme de monômes de h, de degré
plus grand, que N. On a donc
||(p(A,/a) - <p(/î,,N/a)|| ^ |a|2.
LOCALISATION FORMELLE ET GROUPE DE PICARD 49




^x(VJ = (aT, -/„... ,aT,-/,)
Considérons le diagramme commutatif suivant
^x(X)<Ti,...,T,> ^,(p)<Ti-—^>
a'I^s^ ° | ^ ^^^~-J^
^(V )-A ^  ^x(XKTn ' • • ^  -^ ^<T1- •-T^r: ^(V )
^x(V.)-A ^-/,,.,aT,-/,) (aT,-/,,...,aT,-y c/x(vû)-
Comme ^x^CTi, • • . ,T,> est nœthérien (lemme 6), l'idéal
(âTi—/i , . . . , aT ,—/5) est fermé pour la norme canonique de
^x,(p)CI\,. . .,T^>; cette dernière induit sur B une norme notée [ | . H B et
B est une algèbre de Banach. L'application a' est définie par
/r.\
a^T,) = CT -L p ce qui est possible parce que ^ 1 et
fi fi
a a\\B
< 1 impliquent \\-L\\ ^ 1. L'application P' est définie par




puisque -—— ^ 1 et ||v|/(^)|| ^ \\g\\, ici [|.|| est la norme de
 v, v^, v^
^x(Vfl)- Les applications a et p sont celles induites par a' et P\
II est immédiat de vérifier que P o a = l^(v^) • Pour montrer que a
est surjectif il suffit de prouver que aB° c a(A°5 + ^B0. Soit b e âB°,
alors il existe c e ^ x^^i. • • • ^ s) tel ^ue a(c) = b- On a c = ^ <?
v
et il existe
à, e K° ® fe°[Z] tel que (p(d,) = c,, d, = E ^^Z^.
Ainsi b = ^  rf^a o ^ (Z^aCiy où r f^eK 0 . Il suit de la relation
v ^
CT 0 (p(Z.) = 2;CT(a,,)CT(^.) + (T(/;.)
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que ||ao(p(Z,)||B < 1 puisque ||CTC/;.)HB ^ |a|. Ainsi il existe N^ tel que
1 1 ^ - Z Z ^o^Z^aarilB^M2.M^NI ini^Ni
Soit e= ^ ^ ^o'^ZyVCITeA0.
M^NI IHI^NI
Comme a(a'(T)) = a(/;./a), a(T,) = aC/,/a), a(a'((p(Z,))) = a((p(Z,)),
on a ||fc-a(é?)|| ^ \a\2 puisque p--^ ^ \a\2. Ainsi rinclusion||a a
aB° c a(A°) + â2BO montre que a est surjectif et donc que a est un
isomorphisme.
Enfin montrons que {Va}aeK°° est un recouvrement admissible de
r~\p). Soit W un rationnel de X, W c r"1^), comme \fi(x)\ < 1
pour tout xer'^p) on a ||v|/C/;)|| < 1, où \|/ est Phomomorphisme
canonique de (9^ dans ^x(W). Soit aeK00 tel que
\a\ = max [|\|/C/;.)|[. Ainsi on a W c V^. Comme (J V^ = r'^p) ili^s ^^
est clair que {V^ç^00 est un recouvrement admissible.
COROLLAIRE. - Soient X et Y A?MX espaces analytiques affinoïdes
réduits sur K algébriquement clos, r : X ^ X , r ' : Y - ) > Y fc^rs
réductions, p e X . q e Y . Si les algèbres 6^ et ^^ sont isomorphes,
alors les espaces analytiques r~l(p^ et r ' ^ Ç q ) sont isomorphes.
PROPOSITION 7. - Soient X un espace affinoïde réduit sur K
algébriquement clos, r : X -> X sa réduction, p e X, fe c K un sous-corps
complet pour la valeur absolue induite qui est discrète et K = K. Soient
s : K<Zi,. . .,Z^> ^ ^x(X) (resp. s ' : K<T,,. . .,T,> ^ ^(X)) un
homomorphisme surjectif qui induit la norme spectrale de ^x(X) et tel que p
soit l'image par s (resp. 5') de l'idéal (Zi,...,Z^) (resp. (T\,...,TJ).
5oi^ SI = ker s (resp. 93 = ker 5'). Alors s et s' induisent un
isomorphisme (p de K<Z>/9I sur K<T>/%; cet isomorphisme se prolonge
de façon unique en un isomorphisme (p' de ——^ IL " 5Mr
•^l. J\- Çy rC II ^  II
K ® fc°[T]
SB.KÔfeW
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Soient Y;eK<T> tels que s'C/;.) = (po5(Z,) et ||y;|| ^ 1. Donc il existe
un homomorphisme unique (pi : K<Z>-^ K<T> tel que (pi(Z,.) = f^
puisque ||/f|| ^ 1 et on a k e r s ' o ( p i = ) 9 I . Comme \Z,(x)\ < 1 pour
tout xer" 1^) , on a |/;(0,.. .,0)| < 1. Ainsi il existe un
homomorphisme unique q>2 : K ® fe°[Z] -^ K (g) fe°[T] tel que
^(Z») =fi (lemme4). On a alors kero'oq^ => 91, ce qui montre que
q>2 induit un homomorphisme
, K ® fc°[Z] ^ K ® fc°[T]
<p
 ' ÎI.K ® fe°[Z] ~* 93.K (g) fe°[T]
, c • . , K®fe°[Z] K(g)fe°[T]qui prolonge cp. Soit maintenant v^^ ^  ^ ^ ^  ^ ^ ^  ^ ^ qui
prolonge (p, alors \|/ peut se relever en l'homomorphisme (p2, ce qui
prouve l'unicité.
De même (p~1 admet un relèvement (unique)
,_ , K®fc[T] ^ K(8)fc°[Z]
cp
 'a3.K®fe°[T] ~'?Ï.K®k°[Z]'
Ainsi (p~1 o (p sera un relèvement de l'identité sur K<Z>/3Ï, et l'unicité
-1 K ® fe°|[ZT|
montre que (p 1 o (p est l'identité sur —__ ^ , ^ •-_- • On a la même chose8Ï.K g) k |Zj
pour $ o (p ~ 1 , ce qui prouve que $ est un isomorphisme.
LEMME 7. — Soient X un espace affinoide réduit sur K algébriquement
clos, r : X -»• X sa réduction, p e X, (p un homomorphisme de
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K ®Jc°[Zi,. . .,ZJ dans ^,(p) tel que (p soit un homomorphisme surjectif
de K|Z] 5Mr ^,p- ^/ors (p ^r surjectif.
Démonstration. - On a ^ y ^ = K ^ T1^- • '^m]
K[T] 9I.K®fe"[T,,. . . ,TJ
^x.(p)=^x.p = ^Km Soient t,, . . . , ^  les images de T^, . . . , T^.
1) On peut supposer que ^ .e im(p . En effet, il existe r; e im (p tels que
||r; - t,\\ < 1. Donc il existe T;. e K ® fe°p\,.. .,TJ] tels que
Iffî - ^11 < 1 et que t; soit l'image de T;.. On sait alors que
K ® fc°[T,,... ,T,] = K ® fe°[T,,... ,TJ .
2)_ Soient ^ , . . . , ^  e (9^ tels que K[^,.. .,^] c^ ^  soit fini et
que K[Çi,.. .,^j soit une algèbre de séries formelles à d variables. On a
^ = (p(^) où M,eK° ® fe°[Z] et soit V, = q)(i^). Alors fe°[Vi,.. .,V^]
est bien une algèbre de séries formelles à d variables, de plus si / = Sa^
on a 11/H = sup|aj.
3) Soit p,(S) le polynôme minimal de t, sur K[^,...,y,
A.(S) = oco + a^S + .. • + S-'. On a a^ ^ ^K[^,.. .,y. Soient
ai e ^ V,K0 ® / c ° [Vi , . . .,V,] tels que a f - = ^ et
P,(S) == ao + û'iS + • • • + S''. Il existe donc a e K00 tel que
11^(^)11 < M pour 1 ^ i ^ m. Les polynômes P,.(T,) sont réguliers en
T\. d'ordre r, dans l'anneau K g) fc°[Vi,... ,V^,Ti,... ,T^] . Soit
/e K° ® ^°p\,.. .,T^], on peut effectuer la division de Weierstrass de /
par P,(T\), P^), . . . . PJTJ, on a donc
(1 ) /= t P,(T,)Q,(V,T) + y . . . Z1 ^ ,^,.,^ 1 .T? ... T;-
.=1 vi=0 v,=0
où Q,(V,T) e K° ® fe°[V,T], a, e K° (g) fe^V] . Soit v|/ l'homomorphisme
de K ® fc°[V,T] dans ^,(p) ^nni par v|/(V,) = V, et i|/(T,) = r,. Alors
(1) montre que
^x,(p))° == E • • • Z K° ® k°[VK1 • . • ^  + a(^(p))°.
vi=0 v^=0
n-1 '•m-1
II s'ensuit que 0^ = ^ . .. ^ K ® fe°[V]^1 .. • ^  (proposition 3.1
V)=0 vyn=o
de [10]). Il s'ensuit que (p est surjectif puisque K ® fe°[V] c im (p et
îf e im (p.
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3. LE GROUPE DES CLASSES DE MODULES
PROJECTIFS SUR (9^
Si A est un anneau nœthérien, on note ^(A) l'ensemble des classes
cTisomorphie de A-modules projectifs de rang n. Si n = 1, cet ensemble
a une structure de groupe, il est appelé le groupe de Picard de A et est noté
Pic (A). Au §3.1 nous montrons que ^,(^x,(p)) == ^^(^xO*"1^)).
u^p
Au § 3.2, nous montrons que p régulier implique que ^x(p) et ^x(p) sont
réguliers et factoriels. Enfin le § 3.3 est consacré à la dimension 1 lorsque X
est régulier et p point multiple ordinaire.
3.1. Classes de modules projectifs sur ^x,(p)«
3.1.1. Le faisceau ^x,(p) ® ^x-
Nous souhaitons montrer que le (pré)-faisceau sur X défini par
U i—^ ^x,(p) ® ^x(U) est acyclique pour tout recouvrement admissible de
^(x)
X . Un recouvrement standard <ï(/i,. . .,/s) est défini par
/i ,/2, . • . Js e ^ x(X), t /^x(X) = ^Px(X) et
1 = 1
U, = { x e X | |//x)|^|/,(x)|, 1^5}.
Il suffit donc de démontrer que le (pré)-faisceau ^x,(p) ® ^x est acyclique
pour tout recouvrement standard. Il faut donc montrer une version adaptée
du théorème de Tate. Pour cela on peut suivre la démonstration de [3] qui
montre que l'on se ramène au cas d'un recouvrement standard ï(l,/)
pour lequel nous donnons une démonstration.
Soient f,,...,/, e ^ x(X) avec f ^x(X) = ^x(X),
1 = 1
U, == [x e X| |//x)| ^  \f,(x)\, 1 <^s}.
Alors on a
m ^ (S) (() ai} ^ ^^(p^i^i.- • •/0Y 1 ) ^X^p) v^ ^X^^^^/.rF r rr^ f\
^X(X) Vi A 1 ~~J^ ' ' ' \7ï1 s ~Js)
54 J. FRESNEL ET M. VAN DER PUT
En effet, (Px(U,) = <!)xw<:Tl'J2"„_"rTS>' on a la suite exacte
Ui1 1 ~Jli • • • i j t ^ s ^ ' ^ s )
0 ^ Z(Px(X)<T>C/;T,-/,) ^  (Px(X)<T> -^ (Px(U..)^0,
J
en tensorisant par ^x,(p) on obtient la suite
(2) ^  ® fz^x^X^T.-^-^^o,) ® ^x(X)<T>




On a jî surjectif et im a dense dans ker jï. De plus im a est un
^x.(p) ® ^x(X)<T>-module de type fini. Or
^x,(p) ® ^x(X)<T> ^ ^x,(p)<T>
est une algèbre de Banach nœthérienne (corollaire du théorème 3), il suit
que im a est fermé (theorem 3.3 [10] ou 11.3.8 [3]). La suite (2) est donc
exacte. On déduit de (2) Fisomorphisme (1), de plus ^x,(p)(T> induit sur
^x.(p) ® ^x(Ui) une norme de Banach équivalente à la norme tensorielle.
LEMME 8. — Soit fe 6^x(X), alors le recouvrement X(l,/) est ac y clique
pour le (pré)-faisceau (Px,(p) ® ^x •
Démonstration. — Posons B = ^x,(p)« On a donc :
^x,(p) ® ^x(Ui) = B<T- si U, = { x e X | |/(x)|^l}
^(X) V 1 ~ J )
^X(p) ® ^(U^) = B<s>. Si U2={X6X|1^ | / (X) |}
^(x) v ~J:Ï)
^ ® ^x(U,nU,) = B<s?s.1>
ffx(X) l 1—^^
Considérons la suite de complexes
B<T> B<S> d" B<S,S-1>(rro ® (T )^ —— Tr^ sr c°mt"e"ï
î^o î"i
B<T> ® B<S> ——^—> B<S,S-1> complexe %"
î"o ,, î«i
B<T> © B<S> ————> B<S,S-1> complexe^
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OÙ




FO , ^i sont les surjections canoniques et d" est l'application induite par S.
(2) La suite 0 -> ^  -> ^  -^ V" -> 0 est une suite exacte de complexes
de B-modules, l'homomorphisme à est un isomorphisme. D'autre part la
suite
(3) 0 ^ B ——v-^  B<T> © B<S> ——d——^ B<S,S-1> -> 0
est exacte et scindée (où v(b) =(&,&)).
La suite (2) donne la suite exacte de cohomologie
(4) 0 -. H°(^) -> H°(^') -^ H0^') -> H1^)
-^ H1^') -. H1^") -. 0.
Puisque rf est un isomorphisme on a H°(^) = H1^) = 0 et de (3) on a
H°Cr) = B, H1^') = 0. Ainsi (4) donne H°(^") = B , H1^") = 0.
Ce qui est le lemme.
En suivant la démonstration de III. 2.2 de [3], on montre alors le
résultat suivant :
PROPOSITION 8. - Soient X un espace affinoïde réduit, r : X -> X la
réduction canonique, p e X défini sur K, (9^ la localisation formelle en
p . Alors tout recouvrement admissible de X est ac y clique pour le (pré)-
faisceau ^x(p) ® ^x-
' ^X(X)
3.1.2. Le faisceau Gl^(^,(p)®^x).
LEMME 9. - Soient Gl^(^x,(p)®^x) le (pré)-faisceau défini par
Ui-^Gl^x,(p) ® ^x(U)), { U i , U 2 , . . . , U j un recouvrement admissible
^xW*
d^ X. ^tors f? ^ is^ MH réel 0 < c < 1 possédant la propriété suivante : si
(a^ est un 1-cocycle du complexe de Sech du (pré)-faisceau Gl^(^x,(p)®^x)
associé au recouvrement {UJ avec ||a^-IJ| < c, alors (a^) est un
1 -cobord.
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Démonstration. — La proposition 8 montre que l'on a la suite exacte
(1) 0 -^ (9^ ® ^x(X) ——^ © ^x,(p) ® ^x(H.)
^
0




-^ © ^x(p) ® ^x(H-nU,nU,).
'J^
Posons B = ^x,(p)®^x(X), B,= ^x,(p)®^x(U,),
B
^ = ^x,(p) ® ^x(U,nU,), B,,,, = ^,(p) 0 ^x(U,nU,nU,).
De (1) on déduit la suite exacte
(2)
0 -^  M,(B) -£^ © M^(B,) -^-> © M,(B,,) ^ ^ © M^(B^)
i ij ij,fe
où M^(C) est l'anneau des matrices n x n à coefficients dans C norme
par le suprémum des normes des coefficients.
Alors le théorème de Banach montre qu'il existe un réel 0 < c < 1 qui
possède la propriété suivante: pour tout / e i m d k il existe
^e©M,(B,^,,^) tel que d,(g) =f et c\\g\\ ^ \\f\\ ^ c-^lgH pour
tout k = 0 ou 1.
Soient s ^ 2, (fl^je © Gl^(B^) un 1-cocyle tel que ||af,-IJ ^ c5.
ij
On a donc
(3) ^=^4 dans G1,(B^).
Posons ^=a^-I^. Il suit de (3) que 11^4-^-^11 ^ ^2S- Ainsi il existe
(cf,),,e©M^(B,,) tel que
'j
rfi((cy,,) = rf'i(W,)) et llcf.ll ^ c25-1.
Comme ri'i((c?j-fcfj)y) = 0 il suit de (2) qu'il existe
(i;î),6©M,(B.) avec rf'o((^ ),) = ((^ -^ )
l
et |K|| ^c 5 - 1 .
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Posons ûf/1 = (I^+yOaf/I^+u?"1. Alors (af/1) est un 1-cocycle avec
lI f l f /^—IJI ^ c25"1 ^ c^1. On peut donc construire par récurrence une
suite (î;f), avec H ^ H ^ c 5 " 1 . Posons
ai = (L+^-^L+y?)-1^^^)-1 . . . .
Alors on a a^- = a^a]^, ce qui prouve que û,2^ est un 1-cobord.
3.1.3. Modules projectifs sur ^x,(p)-
THÉORÈME 8. — Soient X un espace affinoïde réduit sur K, r : X -+ X
sa réduction canonique, p e X défini sur K, ^x,oo ^fl localisation de X ^
p. Soient ^n(^x(p)) l'ensemble des classes d'isomorphie de modules
projectifs de rang n sur ^X(D) ' Alors on a les bijections suivantes:
Wx^) ^ lim^^x^OJ)) ^ limH1^-1^), GI^X|.-I(U)).
U3p U9p
Si n = 1 c^5 bijections sont des homomorphismes de groupe.




 (^Ti-/i,...,^-/J' IJ (...^S,,-/,/„...),/
p» _ P\ . . . Z-i^^^p . . . / m ^ , p _ _ _ _ _ _
\ ' ' ' vujJk~m,n,pJmJnJpf • • • )m,n,p
On a un homomorphisme canonique de B .^ dans B^- induit par T\ i—^ S^-
et de B^. dans B(^ induit par S^, i-> Z^ ^ . Ces algèbres sont nœthériennes
(corollaire du théorème 3) donc de Banach pour la norme induite par les
quotients, de plus les homomorphismes canoniques sont de norme bornée
par 1.
Montrons que /i est inversible dans B,. Soit t{ l'image de T^ dans
B,, on a fit^ = ff effli et il existe ^ e B avec 1 = Z^/^, donc
ffti = B,. Ce qui prouve que ^ est inversible.
Soit m = inf |[/71 [ la . 1 . Soit /;.eB tel que ||/;. -y;.|| < w, alors /;•
i
devient inversible dans l'algèbre de Banach B,.
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Soient :
^ B<Ti,...,T:> ^ B<S ,^
' (/;-T'i-/i,...,/;T;-/;)' u (...,/;./^-/;/„...)'
Q/ _ ________"K^m.n.p/m,»,?________
(• • • ïfifjfk^m,n,p~~Jmffnffp'> ' - •)
On a un homomorphisme de B; dans B, induit par T} i-^/}//;. De
même ^ est inversible dans B; et T, ^ fjifi induit un homomorphisme
réciproque. On a donc B, ^ B; de même B^ ^ B^, B^ ^ B^.
2) Soit M un B-module projectif de rang n, alors il existe
/i,...,/, e B tels que B = Z/;B, et que M ®e By .^ soit un B^-module libre
de rang n. Comme ^ est inversible dans B, on a un homomorphisme
canonique de B^ dans B, et M 0g B, = (M 0g B .^) (g)^ B,. Donc
M (g) B, est un B^-module libre de rang n. D'autre part l'isomorphisme
M ®B B,, ^ (M (8)3 B,) ®B, B,, ^ (M ®B B,) (g)^. B,,
définit un élément a^ e Gl^(B^) avec a^-a^ = a^ dans Gl^(B^). Ainsi
(û^-) est un 1-cocycle.
Soient /;-elim ^x^'^U)) tels que |L/;--/;|| < w (où m est défini
dans la première partie). Alors il existe Uo 9 p tel que f\ e ^ x(r~lWo)) •
Ainsi les isomorphismes de 1) montrent que (a^)^ est un 1-cocycle de
Gl (^x (p^^xir-^uo)) relativement au recouvrement standard
ï(/i,.'..,/s) de r-^Uo).
Si (fc^-) est un 1-cocycle de GIn^x.ooÔ^xir-'dJo)) relativement au
recouvrement ï(/i,/2, • . • ,/s), soit N le B-module
N={(^,^,. . . ,fcs)eBï©Bn2e.. .eX|fc,=fc,^. pour ^^l-(^ l ^ J ^  sj
Alors N (g)g Bf est un B,-module libre de rang n. Soit 2W un maximal de
B, alors il existe i et un idéal maximal W de B^ tel que W n B = StR.
Il suit que (Bs^ = (B^)^ . Or N ® B, étant libre de rang n il suit que
N (x) Bsy; l'est aussi et le lemme de Nakayama montre que N ® Bs^ est libre
sur B.)(( de rang n. Ce qui montre que N est projectif de rang n sur B.
De plus il est facile de vérifier que N associé à (b^) est isomorphe à
N' associé à (b\j) si et seulement si il existe (c,), e © Gl^(B^) tel que
b^ = Cib^1 dans Gl^(B^) pour 1 ^ i ^ 5, 1 ^7 ^ s.
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3) Comme Hm ^x^'^U)) est dense dans fl^,(p) il smt fl^
uT?
lim^x^'^U)) est dense dans ^x,(p) ® ^x^'^U,)) où
uTp ' ^xW
U, = {x € r-^Uo)! \fjW\^\f,(x)\} . Il existe donc p e V c= Uo et
(û .^) e © G^(^x(y~ ^ V^U^U,) assez proche de (fc^), il suit alors de 2)
et du lemme 9 que (a^)^ et (fcij)y définissent le même module projectif.
Notons ^(/i,... ,fs) les classes d'isomorphie de module projectif M tels




Cette bijection induit clairement une bijection de ^,(^x,(p)) sur
lim H1 ( r ~ 1 (U) , Gl^^xir- 'dJ))) • Comme on sait que
UTp
H^r-^U^Gl^xir-ioj))) est en bijection avec ^(^xO-'^U)), le
théorème est montré (théorème III.8.2, [3]).
3.2. Le point p est régulier.
PROPOSITION 9. — Soient X un espace affinoïde réduit sur un corps K
algébriquement clos, r : X -> X su réduction canonique, p e X un point
régulier. Alors ^x,(p) est régulier et factoriel.
Démonstration. — On a donc (Px,p ^ K-Pi» • • • »^d] °ù ^ est ^
hauteur de p . Alors on a ^x,(p) ^ K ® fe°[Zi, . . . ,ZJ; en effet,
risomorphisme (p : ÎC[Zi, . . . ,Z^] -^ (Px,p se relève en un homomorphi-
sme \|/ : K ® fe°[Zi, . . . ,Z^] -> (Px,(p} avec ^ == ^^ comme v|/ est
injectif, il suit que ^f est isométrique, donc injectif; enfin le lemme 7
montre que v|/ est surjectif. Si 9W est un maximal de &x,\p) ^ sult ^i"
lement que ((^x.(p))^ est régulier, ce qui montre avec le théorème 7 que
^X.(P) est aussi régulier. De plus ^x,(p) ^ K ® ^°[Zi, . . . ,Z^] est factoriel
(théorème 5), il suit en particulier que 0\^ est intègre. Il nous reste à
montrer que tout idéal premier ç? de hauteur 1 de (^(p) est principal.
Soit 9ER un maximal de ^x,(p)» comme (^x,(p))w est régulier, l'idéal
premier ^(^x^a» de hauteur 1 est principal, ainsi ^ est projectif de
rang 1 et alors ^P^x,o») est projectif de rang 1 sur ^x,(p)- Or
Pic (^x,(p)) = (1) (factoriel et régulier) ce qui implique que ^P^x,(p) e&^
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principal. On a donc ^x,(p) =/'^x,(p) ^ec Il/Il = 1. La norme
multiplicative et la proposition 3 impliquent que
W.^)=^\,=f.C^.
Ainsi ^P est principal (corollaire 3 de la proposition 9, chap. III, § 3 de [2]).
Comme ^x,oo admet une base normale d'algèbre (proposition 5) il suit du
théorème 1 que ^ est principal.
3.3. Point multiple ordinaire, intersection multiple.
Ce paragraphe est consacré à l'étude de la dimension 1 lorsque p est un
point multiple ordinaire. Dans cette situation nous donnons par une suite
de propriétés équivalentes une description de r ~ l ( p ) et ^x(p)- Si de plus
p est une intersection multiple, on montre que cette situation est
équivalente à Pic (^x,(p)) = (0); résultat équivalent à (R^r^x)? = 0 dans
([8], Stable réduction).
3.3.1. Le complémentaire dans P1 d'une réunion finie de disques fermés.
Soient B(ûf , | p f |~ ) , 1 ^ i ^ s des disques non circonférenciés de P^
de centre a ^ e K et de rayon I p j G l K ^ tels que les disques
circonférenciés B ( û ( , | p , | ) soient disjoints. Soit alors
/ s \
Y = P^ - [ [ j B(a,,|p,|-) , on a Y = SpmA où
\»=i /
A =-———K<Z1?Z2?>"?ZW> x (t3L 11.4.12, p. 65).( z,z,+—'1— z, + —p/- z, )
\ a.-âj Clj-di Ji<j
Si Zi désigne l'image de Z; dans A, alors fe A se décompose de façon
unique sous la forme
s
/ = ^  + S Z Wl avec c^ ^ 0
f = l w>0
Pi




soc-(z^) avec c l l w ^ 0
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P.
et Y = ^z€P 1 ^- ^ 1,1^(^ (11.4.12, 13, pages 65-69 de [3]). De
plus la norme induite sur A par K<Zi , . . . ,Z,> est la norme spectrale et
Il/Il =max (II col). Il c,,J|).
i,m
II est alors facile de vérifier que A = L 1?" '?z^ . Ainsi Y est une
, . ^i^Kj
reunion de n droites affines qui se coupent en un seul point q




Z—di <1,1^<^=P^- U B(a,|p,|)).\i=l
De plus




^ ai-aj aj-ai /<;
= K®fc° [——,. . . ,——
' - z -a , Z-^
II est alors facile de vérifier que
^o+i: z ^, p.Y.(</)- \ <-()-'- Z, Z, ,m
i
 - l m > 0 V-û,
CQ, c^^ e K, il existe une suite
(Sn)n (dépendant de c,J telle
que 0 = lim s^ et que conv^o
({^.m}) ^ conv,o ({sj)
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Les inversibles de ^y ^ . — Montrons que tout fe Fr (^y,^))" s'écrit de
façon unique sous la forme
(i) /== i\(z-b^ n (^-^m-^),j *=i
où a..,P,eZ, b,er-1^), ^ e K - , |u(z)|<l, M(oo)=0
pour tout z e r ~ l ( q ) .
II suffit de considérer le cas où / est un inversible de ^y ,(q) • Soient
8 > 0, B,e = B^^dpJ+e)"), supposons e assez petit pour que les B^
soient disjoints. Alors on a :
/ = (z - ûQ"' . . . (z - O^l + A), où a, = ord,B,^ /, ^ e K x ,
/ le^p.œ^Ù B,,), \h(z)\ < 1
i= i
pour
z e P1 - [j B,,, et h(oo) = 0
» = i
([3], proposition 1.8.5, page 42). Si 0 < £' < £ on a ord^g. /= ord^. ,/
([3], théorème des résidus 1.3.3, page 23). Ainsi a, est indépendant de e et
X , aussi la relation (1) suit immédiatement.
Les anneaux ^y ^  et ^y,^) sont principaux, les idéaux maximaux sont
engendrés par ( — — — ) où b e r ~ l ( q ) , cela résulte de (1).\z-aJ
Le réseau A de ^Y,(<?)- — Soit fe Fr (^y,^ posons
|/|,= limsup{|/(z)| ||z-a,|=e}.
eilPi-l.
De la décomposition de / sous la forme (1), on déduit que
div(/) = Zn,[b,] - (En,+£a,)[oo],
et
IA = ni^-^Ql^-^np^l^leIK-l.
Soit a': Fr^.J' -^IK-I" défini par oc'(/) = (|/|,,... ,|/U.
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L'homomorphisme a' est surjectif. — Soient y , P i , . . . ,p ,eZ avec
0 = y + Ep, et
h,, h^, ..., b,e {^.e K| |pi| < |X—ai | < distance (a^,[a^,.. .,0,,});




D'où il suit que a' est surjectif. Soit la surjection
^ Fr^Vj- -^ IK-I ^ JK-I/IK-KI,!,...,!) ^ JK- ' 1 - 1 ! ;
alors A = a(6^.(y)) ^s( un réseau multiplicatif de I K " |"~1 . Ceci veut dire
que log (A) est un réseau de R"~1 où log:]!^!""1 -> R"~1 est défini
par
(^2 , . . . ,^n) -^ (log ^2» • • • , log ^ ).




II est facile de vérifier que
log A ^(Z") où ^(Y)=(log|^, . . . , log|^U.
Il nous reste à montrer que log A est un réseau de R""1 . Pour cela on
prolonge <f en un R-homomorphisme de R" dans R"~1 en posant
ou
^(yi,...,Yn)==(iog||/iUi,...,iog||h|,L)
Iz -û iT i . . Iz-aJ^\h\,(z) = pplûi-^p... iai-^r"
On a toujours
\h\,\, = 1 , ma^x|/i4(z)=max(||A|,|i, ...,||A|,U.
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Soit y e R" tel que Ey, = 0 et <f(y) = 0, alors il suit de ce qui précède
que \h\^(z) = 1 pour tout z e Y puisque | A | _ ^ possède la même
propriété. Si |z-aJ i p, il est facile de vérifier que y, = 0. Ainsi
n — \ = dim^(R") ce qui prouve que logA est un réseau de R"~ 1 .
Remarque. - Soit Q = P1 - (B(âi,|pJ) u . . . u B(ûJpJ)) où les
B(ûi,|p,|) sont des disques fermés disjoints. Le couple (Q,r) où T est un
ordre des s disques fermés détermine une matrice de rang (5—1) (et de
déterminant non nul) :
A' = log z—
z—
a}ûi Piû4- a^ 'ij=2,...,s
(avec des modifications évidentes si un des B, contient oo).
On dit que (ni,Ti) et (02^2) sont isomorphes s'il existe un
isomorphisme d'espaces analytiques (p : Q^ -^ -> ^2 avec (p(ïi) = T ^ .
Pour 5 = 1 ou 2 on voit aisément que A' détermine (Q,ï) à
isomorphisme près. Pour s = 3 c'est encore le cas. En effet, on peut
supposer (après un auto-morphisme de P1) que
BI =B(0,|pJ), B 2 = B ( l , | p 2 | ) ,
B3=B(^ , |p3 | )= {zeP l | [ z | ^ l l
l IPalJ
et
 I P i l J P i l J P s I < 1 - La matrice A' est égale à
log z-1 •Pi log
z-1
•Pi /!oglPlP2l log|Pi|
loglz-1?^ loglz-^lsV voglp11 loglplp31
Donc A' détermine (0,ï). Pour 5 > 3 la classe d'isomorphisme de
(Q,ï) n'est plus déterminée par A'. En effet, prenons
Bi=B(0 , [pJ ) , B 2 = B ( l , | p 2 | ) ,
Ba = B(a,|p3|), B^ = B(oo,|p4|)
où \a\= 1, |a-l| = 1 et I p i l , | p 2 l , | p 3 l , l p 4 l < 1.
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Un calcul montre que
/ logip ip^l logipj log|pj \
A' = ( logipj log ip ipa l log|pj j
\log|pJ logipj log|pip4|/
et A' ne donne pas d'information sur l'élément a, quoique
a e R — {0,1} soit un invariant de (tî,ï).
3.3.2. Le point multiple ordinaire.
DEFINITION. — Soit (Z,d?z) une variété algébrique de dimension 1,
affine, réduite sur un corps L algébriquement clos. Un point p e Z est dit
multiple ordinaire de multiplicité n s'il satisfait l'une des propriétés
équivalentes suivantes :
1) ^z.p = {ff=^z,p\f(Pi)=f(P2)= • . . =f(Pn)} où ^,p est la clôture
intégrale de O^p dans son anneau total de fractions et pi, ?2» ' ' "> Pn sont
les idéaux maximaux de 2?zp (au-dessus de p ) .





THÉORÈME 9. — Soient X un espace affinoïde, régulier de dimension 1
sur un corps K value complet algébriquement clos, r : X -> X sa réduction
canonique, p e X. A lors les propriétés suivantes sont équivalentes :
1) Le point p est multiple ordinaire.
2) ^x,(p) ^ ^Y,(,) ^ Y = P^ - U B(a,,|p,|-), a,, p e K ^ k5
disques B(ai,|p,|) sont disjoints (voir 3.3.1).
3) Pic(^x,(p))=(0).
4) L'espace analytique r"1^) est localement isomorphe à P1 .
Démonstration. — Montrons 1) implique 2). Puisque p est un point
multiple ordinaire on a
/(J ^ ^Pl>^2> • ' '^n] ^ n- , , , TI
.^p ^ ————/TT";—————— = -^ll7!'^- • -^nj-
^i^7i<j
Soient Z i , . . . ,z^ e (^x,(p))° des relèvements de z\, . . . , z;, (on a
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^ ^  = ^ ), (p le morphisme de K (g) fe°[Zi , . . . ,ZJ dans ^x,(p) défini
par (p(Z,) = Z f . Comme (p est surjectif il suit que (p est surjectif (lemme
7). Comme Z^Zj 6 ker (p, il existe r^ e K (g) fe°[Z] tel que
(ZiZj + rij) e ker (p et ||r^|| < 1. Il suit que ker (p = ker (p et ainsi
ker (p = (Z^.+r^)«j (théorème 1). Ainsi :
. K®nz,,z,,...,zj
^(p) ^ (7.Z 4-r }
\ ^ i ^ j ^ ' i j ) i < j
Soit oc : K ® fc°[T] -> CO^ définie par a(T) = z^ + • • • + z^ = r ,
elle est finie et libre de degré n parce qu'il en est ainsi de a.
Soient p e K " et | p | < l , | p | assez proche de 1 et soit
Xp= {aer~l(p)\\t(a)\^\p\}. Sur r'^p) on a ||z,r-z?|| < 1 et donc
|z,(a)|^|p| sur Xp. Alors
X p = { f l e r -^ l l z . ^ l ^ lp l pour ï^i^n}
est un affinoïde de X contenu dans r ~ ^ ( p ) . On a
^x(Xp) = <WU>/(t-pU) = ^ )<Ti,T2_-.,^>
V2! — P 1 i)i
K<Ti,T2,...,T,>
(T.•T.•+^2^0•(PTl'•••>PTn))
\ r / f < j
La réduction de cette dernière algèbre pour la norme induite par
K < T i , . . . ,T^> est K[Ti , . . . ,TJ/(T/T,),<,, c'est une algèbre réduite, ce
qui prouve que la norme induite par K<T\,...,T,,) est la norme
spectrale.
Soit B = ^x,(p)^S)/(Sî—p), c'est une algèbre nœthérienne et de
Banach pour la norme induite par celle de ^x,(p)^S> (lemme 6). Notons
pr~ 1 l'image de S dans B. On a:
t^z, + ... +r-^= i, ir^n^ipi-1
et
lir^r^ii^.ll^ii.
Soit p tel que ||^ || < |p|4. Ainsi les t"^. sont presque idempotents.
Soient eeB tel que ll^2-^!! < I p l 2 et \\e\\ < |p |~ 1 et
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^ = 3e2 - 2e3 = e 4- (-2e-\-l)^?2-^), alors on a ||^-^|| ^ |p| et
11^-^11 < ||^2-^2.114^-4^311 ^ H^-^l l 2 .
On a donc un procédé pour construire des idempotents e^, ..., e^ e B
avec
lir^—É?,!! < l, ^,=0 si i < j ,
ef = êi et ^i + ^2 + • • • + ^n = 1 •
Soit A = K ® k°[T]<S>/(Sr-p) on voit facilement que
B = A^i x A^2 x • • • x A^ et que A^ ^ A.
Il s'ensuit que
n




Chaque X, est un sous-espace analytique de X et l'application a ^  te^a)
de X; dans { À - e K | |p| ^ |X| < 1} est un isomorphisme d'espaces
analytiques. Soit l'espace analytique R, = {À, e K| |p| ^  |À,| ^  1}, on
construit l'espace analytique Y comme Xp u Ri u . . . u R^ où u^R,
est une réunion disjointe et R, se colle sur Xp par
të.-1 : {^.e K| |p| = W} -^ X, n Xp où
X. n Xp = [a e r-^p)! |t(a)| = |p| et \e,(a)\ > 1 } .
La réduction de Y par rapport au recouvrement { X p , R i , . . . ,RJ a la
forme ci-dessous. L'espace Y est donc de genre 0 ([11], IV, 2, page 138),
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La réduction canonique s : Y -+ Y est obtenue en contractant les
droites projectives (fig. 3).
-^-
FIG. 3.
Ainsi Y = P^ — (J B(af, |pJ~) où les disques fermés B(af,|pJ) sont
disjoints. l = l
Soit q le point multiple de Y, il nous reste à montrer que
^x,(p) ^ ^\,(q)' Considérons le diagramme suivant
0 -. ^Y(Y) -> ^v(Xp) ® S^Y(R.) -^ 2:^Y(XpnR,) -^ 0






En copiant la démonstration du lemme 8 on montre que la seconde ligne
est exacte. L'application a est l'identité, P est induite par
te,: Xf-^->{À,eK| |p|<|À|< 1} c R,, ces applications coïncident sur
^Y(XpnRf) elles induisent y. Alors ce diagramme implique l'existence
d'une application (p : ^y(Y) -> ^x,(p) qui rend le diagramme commutatif.
L'élément t = te^ + • • • + te^ € im P, alors c'est l'image d'un élément
îi de ^(Y) par (p. On voit aisément que l'application de K<T) dans
^y(Y) définie par Th-^i est finie de degré n , que
Xp={aeY||r ,(a)|^|p|} ,
RI u ... uR,={aeY||ri(a)|^|p|}
et que
5- l te)={aeY||r l (â)|<l} .
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En remplaçant la première ligne par la suite exacte
0 -. (9 -. ^W<U> „, ^Y,,)<S> gWS,S-1)0
 ^
 (pw
 ^ (tT^pu) e (sï^p)- - (S(.-P) - 0'
on voit que (p induit un isomorphisme \|/ : ^Y,(<?) —"-> ^x (p) •
L'implication 2) => 3) se déduit du § 3.3.1 puisque ^y,^ est principal.
Montrons 3) implique 4). Soit Ucr - 1 ^) ; l'homomorphisme
canonique (p : ^,(p) -> ^x(U) est dense. Soit TO un maximal de ^x(U),
alors (p'^OT) est un maximal de ê^y II est aisé de vérifier que
^((p"1^)) est dense dans 9M. Déplus Pic (^x,(p)) = (0) implique qu'il
existe /e 0^ avec (p-^W) =/.^x,(p). Ainsi SW ^ (p(/)^x(U).
Comme ^x(U) est nœthérien (p(/)^x(U) est fermé et alors (p(/)^x(U)
dense dans W, implique 9JÎ = (p(/)^x(U). Ainsi ^x(U) est principal
puisque X est régulier. Il suit alors que U est un affinoïde de P1 ([7]
theorem2.1, page 159).
Montrons que 4) implique 1). Il existe une application injective, finie,
de degré n, (p : K<T> -> (9(X) telle que 0 e K ^ Spm (K[T]) soit l'image
de p par Spmcp. Soient t =(p(T), p e K ^ |p| < 1 et [p | assez
proche de 1. Soient p = pi, p^, . . . p, les points de X au-dessus de
O e K . On a




Il est facile de vérifier que les X^, sont rationnels, connexes dans X , deux à
deux disjoints. Il suit que ^(Zp~) = © ^'(X;,) est fini, de degré n sur
K<T/p>. Ainsi Zp~ = u Xp la réduction canonique Zp~ estdedegré n sur
Spm (K <T/p» ^ K . Par hypothèse Xp ^ P1 - (B^u .. . uB^), où les
B; sont des disques ouverts disjoints puisque Xp est un affinoïde connexe de
P 1 . Le nombre de ces disques est donc inférieur ou égal à n. Soit
e = lim inf <?(p). On choisit alors une suite {p.} d'éléments de K telle quei p l î i l o '
I P i l < I P i l < • • • .1™ |P,1 = 1 et e(pi) = e pour tout i. Alors
\,, = P1 — (Bi^u. . .uB^) et les disques fermés correspondant aux
disques ouverts B, „ sont encore disjoints.
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L'espace affmoïde Xp^ qui est un sous-espace de P1 a une réduction
canonique composée de e droites affines L^, . . . , Lg qui se coupent en un
point q au-dessus de 0 e K (fig. 4).
•^—• réduction de Xp
-)(—— réduction de SpmK<T/pi>
|(| < Ipil M = pil M > Ipil
FIG. 4.
Soit l'espace analytique
X^ = Z^ u X2^ u . . . u X^ où Z^ = {a e X| \t(à)\ ^  \p, |}.
Alors ^ = {Zp^ ,X^, . . . ,Xpj est un recouvrement pur. La réduction de
L!^
réduction de X'
M < Ipil M = Ipil Ipil < kl < l
FIG. 5
, , . - K<T,S>
réduction Spm —————ST - pi
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Xp par rapport à ce recouvrement a des composantes incomplètes (fig. 5).
Il suit alors que Xp est un affinoïde (theorem, p. 139, [11], [8]).
Ainsi la réduction canonique de Xp a la forme ci-dessous (fig. 6).
FIG. 6
Comme {Xp^Xp } est un recouvrement pur de X, la réduction
s : X -> Y de X selon ce recouvrement a exactement e composantes
complètes. Ce sont les droites projectives L ^ , . . . ,L^ elles se coupent en un




Soient Yi = L^ u . . . u Lg la réunion des composantes complètes de
Y, (p : Y -+ X le morphisme canonique tel que r = (p o s où r est la
réduction canonique. On a (p(Yi) = <p(g) = p (les composantes
complètes se contractent en un point). Quitte à changer X en un ouvert
principal plus petit on peut supposer que X — {p} est régulier.
<P
Le lemme 11 (ci-après) montre que Y — Y^ —^ X — [ p ] , donc que
Y — YI est régulier.
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L'affinoïde {aer~l(p)\\t(à)\'^\p^\} est réunion disjointe de e
espaces analytiques, X^, . . . , Xg. Si r ' : Xp -> Xp est la réduction
canonique de Xp, on a r'"1^) = { a e X J |pJ < \t(a)\ < 1}, c'est-à-dire
^(^ U^^IIPiM^MPnl}
n^l
est une réunion d'espaces isomorphes à des couronnes non circonférenciées
de P1. Il suit alors du lemme 10 (ci-après) que ^ est un point double
ordinaire de Y.
Il nous reste à montrer que p = (p(g) est un point multiple ordinaire de
X. Soient r| : Y -> Y la normalisation de Y et la suite exacte de faisceau
sur Y
0 -> ^Y -^ U*^? -^ A -> 0.
On a la suite exacte de cohomologie
0 -, ^?(Y) -^ ^(Y) -^ H°(A) -^ H^y) ^ H1^) = 0.
En effet, Y est réunion disjointe de courbes affines et de droites
projectives, ainsi on a H^^y) = 0 .
Posons Y = (u LA u N où N est la réunion des composantes non
complètes (la réunion lest disjointe). D'autre part on a
H°(k)= e ^ ,/^,©^/^.1=1
On a |
dimK ^Y,J^Y,Ç, = 1 et dirn^ ^ /(P^ = e - 1
puisque ^ et ^ sont (les points multiples ordinaires. Or le morphisme de
W = © (S(Li) © Ê?(N) dans H°(A) = © ^Y,,,/^Y,,, © ^Y,,/^Y,, est
défini par
(Xi, ..., X,,/) ^  (/(^) + ?i,,... ,/(^) + X,, (?4, ..., X,));
Kj^ c ______________
on identifie ÎY^/^Y^ à ~n~7\———ÏT et (À, i , . . . ,À-g) à l'image deK(l, ...,!)
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( À , i , . . . ,À-g) dans le quotient. Il est alors facile de vérifier que ce
morphisme est surjectif, ce qui prouve que H^^y) = 0-
On a la suite exacte ([11], p. 141)
0 -^ H^Y^^XaK -> H^Y,^)^ TorrOTY^y.K) = 0.
Il suit donc que H^Y.s^;) ® K = 0, comme H1 (Y, 5^) est un K°-
module de type fini ([11], page 141), le lemme de Nakayama montre que
H^Y.s^) = 0. Enfin la suite exacte ([11], page 141)
0 -> H°(Y,s^) (x) K -> H°(Y,^Y) -^ Tor^H^Y^y.K) = 0
implique (P(X) -^—> (P(Y). Or Y - U(L,-^) est la normalisation X
de X. Il est clair que (P(Y) = {/G ^(X)|/(^) = . . . =/(<?,)}. Ce qui
prouve que (p(p) est un point multiple ordinaire de multiplicité e.
LEMME 10. — Soient X un espace affinoïde réduit sur un corps K
algébriquement clos, r : X -> X sa réduction canonique, p e X. On
suppose en plus que r ' ^ Ç p ) = (J €„, €„ c= C^-n pour n ^ 1; C^ ^5î
n ^ l
isomorphe par /„ d fa couronne non circonférenciée de P 1 ,
D^ = { z G K[ l <[z | <[rJ} ou ^ e K , 1^111^1 ^ ^n
lim !/„ o lo/j'^z)! = 1 ou i est l'injection canonique de Ci rfans C^.
M i l
^4 tors p est un point double ordinaire.
Démonstration. — Soit L => K un corps maximalement complet avec
L = K , IL^^I^O, alors l'affinoïde XK x L a la même réduction
que X. On peut donc supposer que K = L et ainsi |r| e IK" |.
Quitte à multiplier /„ par a^ e K et |aJ = 1, on peut supposer que
g^ = /„ o f o/i~1 est de la forme
^(z) = z-1 + ^ a?z-1 + S fc^', avec |a,| ^ 1 et |b,| ^ 1.
W j^\
Soient ^00 le K-espace de Banach des suites bornées, (p la forme
linéaire continue sur le sous-espace des suites convergentes défini par
<P( (^ i ,û2 , . . . ,^,...) = lim un; alors ||(p|| = 1 et le théorème de Hahn-
n~* oo
Banach montre que (p se prolonge à ^°° en une forme linéaire continue de
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norme 1, toujours notée (p. On définit une application
F : u C ^ -^ u D ^ ; s i b € C^ o n p o s e
F(fc) = (p(0 , . . . ,0,/^(fc),. .. , /^(fc) , . . . ) . H nous reste à montrer que F
est un isomorphisme de r~\p) sur {z e K| 1 < |z| < |r|}. Il suffit pour
cela de montrer que F|C^ est un isomorphisme de C^ sur D^. Montrons
le pour n, = 1 ; ceci revient à montrer que z -> (p(gi(z),... ,^(z),...) est
un isomorphisme de D^ sur D^ . Si z e D i , l imIz'^O et
limiz/rj-7 = 0 . Il est facile de vérifier que
F^i(z),... ,gjz),...) = z-1 + ^  (p(^)z-1 + ^  (p(fc,)(z/riy
'^2 y^l
où a-^^2,..,^,...), ^=f^f^y,...,fc/^
\ vi/ V^/ /
Ce qui montre que b ï-> P(b) est un isomorphisme de Ci sur D^. On
montrerait de même que F est un isomorphisme de €„ sur D^, donc de
r~\p) sur { z e K | l < | z | < | r | } .
Si ^ est le faisceau structural sur r ~ l ( p ) on a donc
(9(r-\p))° -^ {/= ^ a,z-1 + ^  fc/^y où a,fr,eK°}.
t '^o ;^i \y/
II suit alors clairement que ^(r-1^)) ^ K^Z1?Z2^ et comme
_____ ^ (^1^2)
^(r"1^)) ^ ^,p ([11], theorem 4.2, page 170), il suit que p est un point
double ordinaire.
LEMME 1 1 . — Soient X un espace affinoïde réduit de dimension 1 sur un
corps K algébriquement clos, r : X -^ X sa réduction canonique,
s:X ->Y sa réduction relativement à un recouvrement pur fini et
<P '' Y -^ X k morphisme canonique tel que r = (p o 5.
1) Sf Y é?sî une uartété algébrique affine, alors le morphisme (p est un
isomorphisme.
2) Supposons en plus que X soit irréductible et que Y^ soit la réunion
des composantes irréductibles complètes de Y; alors (p induit un
isomorphisme de Y — Y^ sur X — (p(Yi).
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Démonstration. — On a les résultats suivants
(1)
0 -. H'(Y,5,^) (g) K -. H'(Y,^) -> Tor^H^^Y.s^.K) -^ 0
K°
où H1 (Y, s,^ ) est un K°-module de type fini pour i ^ 1 et
H^Y,^;) = 0 pour i ^  2 ([11], page 141).
Si Y est affine en utilisant (1) pour i = 1 on obtient
H^Y.s^;) (x) K = 0 puisque H^Y^y) = 0. Comme H^Y.s^;)
est un K°-module de type fini, le lemme de Nakayama montre que
H1(Y,5„^)=0. Alors l'utilisation de (1) pour f == 0 montre que
H°(Y,s^)(g)K -^ H°(Y,^Y), soit donc 0^(X) -^ ^y(Y), ce qui
prouve la première partie du lemme.
Montrons la deuxième partie. L'image par (p d'une composante
complète est un point puisque X est affine. Ainsi (p(Yi) est un ensemble
fini de points de X, { p i , . . . ,pJ . Ainsi Y — (p'^^i,... ,pj) est un
ouvert affine de Y. La restriction de s à
r- l(X-{p„...,pJ)=s- l(Y-(p- l({^,...,p,}))
définit une réduction dont Y — ^^({pi , . . .,ps}) est l'image par s. Il
suit de la première partie que (p induit un isomorphisme de
Y — ^^({PiîPr • • • -»Ps}) sur X — { p i , . . . ,pj . Il nous reste à montrer
que YI = ^"^{pi , . . .,ps})- La relation (1) pour i = 0 s'écrit
0 -^ ^(X) -^ (Py(Y) ^ Tor^H^Y^y.K) ^ 0.
Or, dimKTorFCH^Y.s^y.K) < oo. Soit Z une composante
irréductible de Y, alors il suit de la finitude de ^vOO/imvl/ que
l'adhérence de (p(Z) est de dimension zéro si et seulement si Z est
complète. Il suit facilement qu'il existe te(P^(X) tel que \|/(OIY == ^
et vKOlz^O pour toute composante irréductible non complète Z de Y.
Soit U un ouvert de Y tel que
YI c U c Y - les zéros de t sur Y2 - (Y^r^)
où Y2 est la réunion des composantes non complètes de Y.
Soient X^ = s'^Y-Y^), X^ = s'^U). Pour la réduction induite
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par 5, ^(Y—Yi) a pour réduction Y — Y^ qui est affine, ainsi
s-i(Y-Yi) est affmoïde ([11] théorème p. 139) et il suit de la partie 1°)
que Y — YI est sa réduction canonique. D'autre part U a des
composantes irréductibles non complètes, le même théorème montre que
X^ = s'^U) est affmoïde. De plus ^ = {X^.X^} est un recouvrement
pur. D'abord X^ n X^ = 5 ~1 (Y—Y i-nombre fini de points) est pur dans
Xi et Xi n X ^ = {aeX2| |T(â) |= l} est pur dans X^Te^X)0 et a
pour image t e ^xPO) • La réduction X^ = X^ u X^ n'a pas de
composantes complètes, alors la première partie montre que X^ = X.
Ainsi { p i , . . . ,ps} c X^ et donc ^"^{pi , . . . ,pJ) <= U. Comme cela
est valable pour tout ouvert U, on a Y^ = ^^ ({p i , . . . ,ps})-
3.3.3. Le groupe de Picard de ^x,(p)-
Le théorème 9 décrit la relation entre le point multiple ordinaire p e X
n




^x(X)° - ^  -. ^  ^ > <^ ^  K° ® fe0!^' • • • -^-]
i i i l s
f 0 ( ^ \ ^ r o -^ ro -^ K[Zi,... ,ZJ
^(^ ——^ ^X,? ——> ^X,? ——^ ——r77~\————— ^ ^l2!» • • • ^nS
W^jÏKj
OÙ
( " / n X^ n^+ EZcJ^ = c + zzwr.
i = l w>0 \z~ai/ / i=lm>0
On dira alors que ( —l— ) i-^  z, définit Mne bijectiôn entre les\z-aJ
circonférences des disques B,(âf,|p;|) et les tangentes en p à X.
LEMME 12. — Soient X un espace affinoïde régulier connexe de
dimension 1 sur K algébriquement clos, r : X ->X sa réduction
canonique, p e X un point multiple ordinaire qui est le seul point singulier de
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n
X. L'espace analytique r ~ l ( p ) est isomorphe à P1 — (J B(a;,|pJ).
1=1
Soient Y ^ , . . . ,Y^ les composantes irréductibles de X ,
^(^•i JPn D » • • • îB(a, , |p, |) ?^s disques dont les circonférences1 1 n, M,
correspondent aux tangentes en p à Y(. 5'ofr 1 .1 , (û valeur absolue sur
Fr(^x(X)) définie par \f\ = lim |/(z)|. Alors pour tout fe O^X) on a
|z-û,Ulp,l
Il/Il =max(|/|i,...,|/U, Il/Il = ||/||,-^ ,
Il/Il.-'(Y..-?) = 1/1, = ... =1/1^. Pour l ^ i ^ s .
Démonstration. — Soit he(9(X), \\h\\ = 1, alors on a les équivalences
suivantes :
i) ?i|Y. + 0 (resp.?i|Y.=0)
ii) PIL-I(Y.-P) = 1 (resp.||/i||,-i^._^<l)
iii) 14, =1^= . . . =1^1^.= 1 (respj^<l,..., |^<l).
L'équivalence i) <=> ii) est immédiate. L'équivalence i) o iii) se déduit du
diagramme (1).
Il suit de ces équivalences que ||/|| = max (|/|i,... ,|/|n) et alors
1 1 / 1 1 = Il/Il- •(?).
Soit maintenant /e^(X), /^ 0, |/|^  == 1 ^ |/|,. pour 1 ^7 < n,.
Soit t,£^(X)° tel que 7,|Y, + 0 et Ï,|Y^ = 0 pour ; + i. Il existe
n ^ 1 tel que |/r^ < 1 pour j + i et comme h\-> \h\i est multiplicatif
on aura |/^|^ = 1 ^ |/r?[^ pour i\ ^7 ^ ^.. Ainsi ||/^[| = 1, en posant
h =/t? les équivalences montrent que B|Yy = 0 pour j + i et donc
?j|Y, + 0 puisque h + 0. Il suit que
l = W-I(Y,-P) = 14, == ... =W^
comme h \—> l l ^ l l r - i (Y-p) et S^Wj sont multiplicatifs, le lemme suit.
Si A est un anneau de Dedekind, le groupe des diviseurs sur Spm(A)
est le groupe abélien libre engendré par les idéaux maximaux de A et on le
note Div(SpmA). A tout /eF^A)" on associe de façon évidente un
élément de Div (Spm A) qui constitue un sous-groupe appelé le sous-
groupe des diviseur s'principaux que l'on note Div (Fr (A)"). Et on a
Pic (A) = Div (Spm A)/Div (Fr (A)').
THÉORÈME 10. — Soient X un espace affinoïde régulier de dimension 1
sur un corps K algébriquement clos, r : X -> X sa réduction canonique,
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p e X un point multiple ordinaire. Alors
r-^^P1- ÛB(^IP.I) ,
1=1
les disques B(fl;,|p;|) sont en bijection avec les tangentes à X en p . Soient
Y i , Y 2 , . . . , Y , les composantes irréductibles de X passant par p ,
^(^•iJPj)» • • • » îK^.JPiJ) ^5 disques correspondant aux tangentes en p
à Y,. £'n^n soit /^ |/|, = lim |/(z)| la valeur absolue associée à
|2-a,H|p,|
^(^ i - JP i l ) s^r ^x , (p ) - Alors l'homomorphisme surjectif
a: Fr^o,))' ^ IK ' I " défini par a(/) = (|/|i,... ,|/L) induit un isomor-
phisme de
Div (Spm (^x,(p))) = Div (Spm (^x,(p))
IKx 1"
sur
 (^—\" clul lul•nlê^ induit Visomorphisme
^(^X,(p))
|vx|n 11^ x |n-s





OM M est le sous-groupe engendré par a(^x,(p)) et
{(r^) e | Kx F |r^ = ,^ pour tour f, 7, /}
et ou Z est un sous-groupe engendré par au plus n — 1 éléments.
Démonstration. — Comme r'^p) est régulier de dimension 1, ^xo
et ^x,(p) sont deux anneaux de Dedekind. Comme ^x,(p) est principal
(théorème 9) on a Div (Spm (6^ ^ )) = ¥r ^ XJ(p)r . De plus
^(p)
Div (Spm (^)) = Div (Spm (^,(p))) = Div (r-1^)). Soit
T : Fr^)- ^ I K - F ^ ^ rl,
il s'agit donc de démontrer que ker T = <?x,(p). Fr (^x,(p))x •
Pour ^(^.Fr^x,^))' <= ke rx ; il suffit de voir que
^x,(p) - {0} Œ ker T . Soit /(= ^x,(p) » alors il existe un ouvert principal
V a p de X tel que U - p soit régulier et il existe g e fi^x^'^U)) avec
11/-^ 11 < min (|/|i,... ,!/!„). Ainsi |/|, = |g|, pour 1 ^ i ^  n et alors
le lemme 12 appliqué à r'^U) montre que |^ . == |^ |^ . pour tout i,j,/,
ce qui montre que a(/)eM, donc /ekerr7.
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Soit maintenant fe ker T, on peut supposer, quitte à multiplier / par
un inversible de (9^, que \f\^ = |/|y pour tout i, 7, /.
Soit U 9 p un ouvert principal de X tel que U — p soit régulier.
Alors le lemme 12 appliqué à r~1 (U) montre que les valeurs absolues |. |,
pour 1 ^ i ^ 5 de Fr^x^'^U)) sont indépendantes. Ainsi il existe
geFr^x^aJ)))- tel que \g\^=\f^. Soit donc
h =fg~1 eFr^x^r on a \h\, = 1 pour 1 ^ i ^ n. On souhaite
trouver un élément ^e^x^'^U)) de façon que ^/ie^x,(p) et l^li = 1
pour 1 ^ i ^ n.
Soient q un pôle de h et t e ^x^'^U))0 tel que ï(p) = 0 et
|T|Y; =^ 0 pour 1 ^ i ^ 5. Il suit du lemme 12 que
Mi = . . . = |tL = 1, de plus \t(q)\ < 1, ainsi
\t-t(q)\i = ... = \t-t(q)\^ = 1 . Il suit qu'un produit TlÇt-tÇq)))^
conviendra pour ^. Soit donc h^ = A.
On a 1 = H ^ l l = m a x ( | A i | i , . . . , | A i U . Si ^i e ^x,(p) il suit que
/e^^.Fr^x^p))" • Sinon Ti^ appartient à l'idéal maximal de ^x,p et
1
 = l ^ i l i = . . . = \h^ implique que | |M./ï i | | = \\u\\ pour tout
u e ^x,(p)» ou ce Ç1111 est équivalent, que Ji^ ne divise pas zéro. Il suit de
cela que (^x,(p))° = h2,^ et donc
(^X,(p)/^x,(p))° = <(p)/W,(p).
Ainsi ^x,(p)/^î^x,(p) a pour réduction ^x,p/^^x,p- Puisque Jii ne divise
pas zéro, cette dernière algèbre est de dimension zéro et donc aussi
^x.(p)/^x,p. Ainsi l'application %(?) ^  ^,(p)/^<(p) qui est
surjective en réduction est donc surjective. Il existe donc h^ç O^,. tel que
(p(^) = ^ module h2^^, ainsi ^ = hi + h\h^ où H ^ H ^ 1. Or
1 + h^ est inversible en réduction, donc 1 -h h^ e (P\,(p)' II suit que
fe ^,(p). Fr {O^^Y . Ce qui prouve Pisomorphisme
Pic(^x,(p)) -^ I K - r / M .
D'autre part il est clair que |KÏ/{(r,.)|r,,=r,, pour tout i J J ' } ^  [K^""5.
Comme l'image de a(^x,(p)) dans |KX | " / |K^|( i , ...,!) est un réseau
de dimension n — 1 (§3.3.1), il suit bien que Z est un sous-groupe
engendré par au plus n — 1 éléments.
COROLLAIRE 1 ([8]). — Soient X un espace affinoïde régulier de
dimension 1 sur un corps K algébriquement clos, r : X -> X sa réduction
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canonique, p 6 X. Alors les propriétés suivantes sont équivalentes :
1) p est une intersection multiple
2) (0)^Pic^)=(R\(PÎ\.
Démonstration. — On dit que p e X est une intersection multiple si p
est un point multiple ordinaire de multiplicité n et si X a n composantes
irréductibles passant par p .
Alors 1) implique 2) est une application immédiate du théorème.
Supposons 2) satisfait. Comme X est régulier de dimension 1, ^x,(p)
est un anneau de Dedekind et donc principal puisque Pic (^x,^)) = (0) •
Comme ^x,(p) et ^x,(p) ont 1e8 mêmes idéaux maximaux il suit que ^x,(p)
est principal et le théorème 9 montre que p est un point multiple
ordinaire. Le théorème 10 montre qu'alors Pic (^x,(p)) = W sl et
seulement si n = 5, ce qui prouve que p est une intersection multiple.
COROLLAIRE 2. — Les hypothèses sont celles du théorème avec 5 = 1 .
Alors Pic(^x,(p)) ^ IK ' r -^A où A est un réseau de IK']"-1 .
Démonstration. — En effet, on sait que IK" |"/a(^x,(p)) est isomorphe à
IK ' r ^ /A où A est un réseau de [K'F-1 (§3.3.1).
Exemple. — Soit X le sous-affmoïde de la courbe de Tate K" /<^>
image du sous-affinoïde X' de K donné par les inégalités \q\ ^ |z| ^ 1,
L2
>:m<w
X |Z - q\ < \q\
W = \q\
-y- ~ -^
|Z| = 1 |Z - 1 < 1 |Z| > 1
FIG. 8.
LOCALISATION FORMELLE ET GROUPE DE PICARD 81
| z — l | = 1 , \z—q\ ^ \q\, \z—n\ ^ |p| et où \q\ < \n\ < 1 ;
0 < |p| < |7t|. La réduction canonique de X' est donnée par la figure 8.
X se déduit de X' en identifiant les z de X' tel que |z| = 1 avec
qz e X'. La réduction canonique de X se déduit de X' en identifiant les
droites L^ et L^. Cela donne
FIG. 9.
(voir aussi «stable réductions» [8], 1.7).
Le point multiple ordinaire p de X a les propriétés
(i) r-^p) = P1 - BI u B^ u 83 où BI = { z e P 1 ! | z |^ l} ,
B,={zçPl\\z\^\q\} et B, = {z GP 1 ] |z-îc| ^  |p|}.
(ii) BI et B^ correspondent à la composante « L^ = L^ » de X et
83 correspond à la composante L3 de X.
Soient |/|i, j / l^, |/|3 (pour fe Fr (^x,(p))) les trois valeurs absolues
associées à Bi, B^ et B3. Selon le théorème 10, Pic(^x,(p)) ^ I K ^ I / Z
où Z est l'image de A dans | K x \.
On a ^x,(p)= {Ml+^z^z-^} où î l eK ' , ue^,(p); 1^)1 < 1
pour chaque ûGr" 1^); a , p e Z . On en déduit que Z est engendré par
1 ^ 1 et |TI|.
Pour cet exemple une méthode globale permet aussi de calculer
Pic(^x,(p))« Un diviseur D = Enjaj sur r ~ l ( p ) est le diviseur d'un
élément de Fr (^x,(p))x sl et seulement s'il existe une fonction méromorphe
/sur K"/^) avec div (/)|^-i^ = D. De plus un diviseur Em^[^] sur
^
x/^) est le diviseur d'une fonction méromorphe sur K^K^) si et
seulement si Ew, =.0 et 11^= l e K X / < ^ > . Cela implique que D est
principal si et seulement si n i f l f r ' e <|g|,|n| > . Alors
Pic^x^lK'l/^MTil).
Remarquons que le groupe Z c I K " ! , image de A, peut être un
sous-groupe non-discret.
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