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Local properties of strengthened ordered
directional and other forms of monotonicity
Mikel Sesma-Sara, Laura De Miguel, Radko Mesiar, Javier Fernandez and
Humberto Bustince
Abstract In this study we discuss some of the recent generalized forms of mono-
tonicity, introduced in the attempt of relaxing the monotonicity condition of aggre-
gation functions. Specifically, we deal with weak, directional, ordered directional
and strengthened ordered directional monotonicity. We present some of the most
relevant properties of the functions that satisfy each of these monotonicity condi-
tions and, using the concept of pointwise directional monotonicity, we carry out a
local study of the discussed relaxations of monotonicity. This local study enables to
highlight the differences between each notion of monotonicity. We illustrate such
differences with an example of a restricted equivalence function.
1 Introduction
A function f : [0,1]n→ [0,1] satisfying the conditions f (0, . . . ,0) = 0, f (1, . . . ,1) =
1 and f (x1, . . . ,xn) ≤ f (y1, . . . ,yn) for xi ≤ yi ∈ [0,1]n, for all i ∈ {1, . . . ,n}, is said
to be an aggregation function [2, 12]. Aggregation functions are aimed at fusing
data by representing with a single value the information coming from n values.
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There exist a great number of works that study aggregation functions, both from the
theoretical [1, 7, 10] and the practical [9, 16, 21] perspectives.
On occasion, the monotonicity condition of aggregation functions is restrictive,
in the sense that it prevents some, otherwise valid, non-monotone functions to enter
the framework of data fusion functions [22]. This is the case of some averaging
functions like Gini and Lehmer means [3] and other mixture functions [4].
In that respect, in the literature various proposals of weaker forms of monotonic-
ity can be found. The first one was introduced by Wilkin and Beliakov with the name
of weak monotonicity [22]. A function is said to be weakly increasing if whenever
the value of all its arguments increase by the same amount, the value of the function
increases. An analagous manner to look at this concept is as increasingness along
the ray defined by the vector (1, . . . ,1). This led to the generalization of weak mono-
tonicity to directional monotonicity [8], which considers monotonicity along direc-
tions defined by any vector −→r ∈ Rn \ {−→0 }. Functions that are directionally mono-
tone have been used in classification systems with sound results [15, 13, 14]. Weak
and directional monotonicity have been extended to more general frameworks, such
as lattices, intervals, intuitionistic fuzzy values, etc. in [20].
There also exist other generalizations of monotonicity, such as ordered direc-
tional (OD) monotonicity [6] and strengthened ordered directional (SOD) mono-
tonicity [19]. These two concepts are based on directional monotonicity but the di-
rection of increasingness varies from one point of the domain to another, depending
on the relative sizes of the components of the specific point.
In this work, we study the cited notions of weak, directional, ordered directional
and strengthened ordered directional monotonicity from a local point of view. All
these are global properties of monotonicity. We make use of the concept of pointwise
directional monotonicity, which is a local condition (studied at a specific point of the
domain) of monotonicity along rays, to study the relations and differences between
the mentioned relaxed forms of monotonicity. We characterize each of the forms in
terms of pointwise directional monotonicity and we illustrate these findings with an
example of a restricted equivalence function [5].
This paper is organized as follows. In Section 2 we fix the notation that is used in
this work. In Section 3 we present the notions of weak, directional, ordered direc-
tional and strengthened ordered directional monotonicity, along with some of their
most relevant properties and some examples. In Section 4, we present the definition
of pointwise directional monotonicity and show how it can be use to characterize
of each of the cited monotonicity forms. In Section 5 we expose some concluding
remarks.
2 Preliminaries
Let us first set the notation for this work. We refer to points in the unit hypercube
as x = (x1, . . . ,xn) ∈ [0,1]n and we denote real vectors, which are used to express
directions in the space, as −→r ∈Rn. In particular, we use the notations 0 = (0, . . . ,0)
Local properties of strengthened ordered directional and other forms of monotonicity 3
and 1 = (1, . . . ,1). To order elements in [0,1]n, we consider the product order ≤L
inherited from the standard total order of [0,1], i.e., for any x,y ∈ [0,1]n we say that
x≤L y if xi ≤ yi for all i ∈ {1, . . . ,n}.
Moreover, in this work, the order of the inputs of a function f : [0,1]n → [0,1]
has a great impact in the conditions of monotonicity that affect f at the point x
formed by these inputs. Consequently, in this work we deal with permutations of
the components of points x ∈ [0,1]n and we use the following notation: let Sn be
the set of all permutations of n elements, σ ∈Sn and x ∈ [0,1]n, then xσ denotes
the point (xσ(1), . . . ,xσ(n)) ∈ [0,1]n. Similarly, given −→r ∈ Rn we use the notation−→r σ = (rσ(1), . . . ,rσ(n)) ∈ Rn.
Once the basic notation is established, we recall the concept of an aggregation
function.
Definition 1. Let n ∈ N and A : [0,1]n → [0,1]. We say that A is an aggregation
function if
1. A(0) = 0 and A(1) = 1;
2. A is increasing with respect to all its arguments, i.e., if x,y ∈ [0,1]n such that
x≤L y, then A(x)≤ A(y).
Note that, throughout the paper, we use the term increasing to refer to the
property of non-decreasingness. We will explicitly state strict increasingness when
needed.
3 Different relaxations of monotonicity
3.1 Definitions
In this section we gather some of the recently introduced relaxed forms of mono-
tonicity. Among those that are object of study in this work, weak monotonicity was
introduced first [22].
Definition 2. Let n ∈N and f : [0,1]n→ [0,1]. We say that f is weakly increasing if
for all x ∈ [0,1]n and c > 0 such that x+c1 ∈ [0,1]n, it holds that f (x)≤ f (x+c1).
Similarly, f is weakly decreasing if for all x ∈ [0,1]n and c > 0 such that x+ c1 ∈
[0,1]n, it holds that f (x)≥ f (x+ c1).
If a function f is both weakly increasing and weakly decreasing, then f is said
to be weakly constant.
This concept was extended considering an arbitrary direction −→r ∈ Rn instead of
the vector 1, leading to the notion of directional monotonicity [8].
Definition 3. Let n ∈ N, −→r ∈ Rn \ {−→0 } and f : [0,1]n → [0,1]. We say that f is
−→r -increasing, if for all c > 0 and x ∈ [0,1]n such that x+c−→r ∈ [0,1]n, it holds that
f (x)≤ f (x+c−→r ). Similarly, f is−→r -decreasing, if for all c > 0 and x ∈ [0,1]n such
that x+ c−→r ∈ [0,1]n, it holds that f (x)≥ f (x+ c−→r ).
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If a function f is both −→r -increasing and −→r -decreasing, then f is said to be −→r -
constant.
The concepts given in Definitions 2 and 3 require that a function satisfies a prop-
erty of monotonicity along a ray which remains the same for all x ∈ [0,1]n. The
following two relaxed forms of monotonicity are related to directions in Rn as well,
but the direction of the monotonicity property changes from certain points of the
domain to others.
The next relaxed monotonicity form is known as ordered directional monotonic-
ity, or OD monotonicity for short, [6].
Definition 4. Let n ∈ N, −→r ∈ Rn \ {−→0 } and f : [0,1]n → [0,1]. We say that f is
ordered directionally (OD) −→r -increasing if for all c > 0, σ ∈ Sn and x ∈ [0,1]n
with xσ(1) ≥ ·· · ≥ xσ(n) such that
1≥ xσ(1)+ cr1 ≥ ·· · ≥ xσ(n)+ crn ≥ 0, (1)
it holds that
f (x)≤ f (x+ c−→r σ−1),
where σ−1 is the inverse permutation of σ . Similarly, we say that f is OD −→r -
decreasing if for all c > 0, σ ∈ Sn and x ∈ [0,1]n with xσ(1) ≥ ·· · ≥ xσ(n) such
that
1≥ xσ(1)+ cr1 ≥ ·· · ≥ xσ(n)+ crn ≥ 0,
it holds that
f (x)≥ f (x+ c−→r σ−1).
If a function f is both OD −→r -increasing and OD −→r -decreasing, then f is said to
be OD −→r -constant.
Based on the concept of OD monotonicity, in [19] the concept of strengthened
ordered directional monotonicity was introduced.
Definition 5. Let n ∈ N, −→r ∈ Rn \ {−→0 } and f : [0,1]n → [0,1]. We say that f is
strengthened ordered directionally (SOD)−→r -increasing if for all c > 0, σ ∈Sn and
x ∈ [0,1]n with xσ(1) ≥ ·· · ≥ xσ(n) such that xσ + c−→r ∈ [0,1]n, it holds that
f (x)≤ f (x+ c−→r σ−1).
Similarly, we say that f is SOD−→r -decreasing if for all c > 0, σ ∈Sn and x∈ [0,1]n
with xσ(1) ≥ ·· · ≥ xσ(n) such that xσ + c−→r ∈ [0,1]n, it holds that
f (x)≥ f (x+ c−→r σ−1).
If a function f is both SOD −→r -increasing and SOD −→r -decreasing, then f is said
to be SOD −→r -constant.
Example 1. Let L : [0,1]2→ [0,1] be the Lehmer mean, i.e., the function given by





with the convention 00 = 0. This function is weakly increasing. In fact, L only in-
creases along the direction given by the vector (1,1) [8].
Example 2. Let f : [0,1]2→ [0,1] be the function given by
f (x,y) = |x− y|.
Function f is SOD −→r -increasing for all −→r = (r1,r2) ∈ R2 \{(0,0)} such that r1 ≥
r2.
Indeed, let x ∈ [0,1]2, σ ∈S2 and c > 0 such thatxσ(1) ≥ xσ(2) and x+c−→r σ−1 ∈
[0,1]2. For the case x1 ≥ x2, clearly σ = (1 2) and since r1 ≥ r2, it holds that
f (x,y) = |x− y| ≤ |x− y|+ cr1− cr2 = |x+ cr1− y− cr2|= f (x1 + cr1,x2 + cr2).
The case in which x1 ≤ x2 is similar taking into account that σ = (2 1).
3.2 Properties
The direction given by a vector−→r ∈Rn \{−→0 } and the one given by any other vector
α
−→r for any α > 0 coincide. In consequence, for all the monotonicity conditions
with which we deal, it is equivalent to increase along −→r and along α−→r for any
α > 0.
Proposition 1. Let −→r ∈ Rn \{−→0 }, f : [0,1]n→ [0,1] and α > 0. Then,
1. f is weakly increasing if and only if f is (α
−→
1 )-increasing;
2. f is −→r -increasing if and only if f is (α−→r )-increasing;
3. f is OD −→r -increasing if and only if f is OD (α−→r )-increasing;
4. f is SOD −→r -increasing if and only if f is SOD (α−→r )-increasing.
By Proposition 1, the norm of a vector −→r has no effect in any of the conditions
of monotonicity. Therefore, we can find a unique representative vector for each di-
rection by requiring that ‖−→r ‖= 1.
Moreover, from the definitions, it is clear that weak monotonicity is a particular
case of directional monotonicity and, due to the restriction (1), it is also clear that if
a function f is SOD −→r -monotone for some −→r ∈ Rn \ {−→0 }, then f is also OD −→r -
monotone. The converse implication is not true [19]. However, if the components
of −→r are decreasingly ordered, then the concepts of OD and SOD monotonicity are
equivalent.
Proposition 2. Let f : [0,1]n→ [0,1] and let −→r ∈Rn \{−→0 } such that r1 ≥ . . .≥ rn.
Function f is OD −→r -increasing if and only if it is SOD −→r -increasing.
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Obviously, Propositions 1 and 2 can be equivalently stated in terms of OD and SOD
−→r -decreasingness and −→r -constantness.
The next result shows another difference between OD monotone functions and
SOD monotone functions.
Proposition 3. Let −→r ∈ Rn \{−→0 }. Then,
1. A function f : [0,1]n → [0,1] is −→r -increasing if and only if it is (−−→r )-
decreasing;
2. A function f : [0,1]n→ [0,1] is OD −→r -increasing if and only if it is OD (−−→r )-
decreasing.
Proposition 3 does not hold for SOD monotone functions. In fact, in Section 3.1
we present an example (Example 2) of a function that is SOD −→r -increasing but not
SOD (−−→r )-decreasing.
A relevant property that is satisfied by any function that meets one of the dis-
cussed monotonicity criteria is that if it increases along two directions, then it in-
creases along the positive convex combination of those directions. The following
three results state this fact for each concept of monotonicity.
Theorem 1 ([8]). Let −→r ,−→s ∈Rn \{−→0 } and a,b > 0. Let x ∈ [0,1]n and c > 0 such
that if x and x+c(a−→r +b−→s ) ∈ [0,1]n, then x+ca−→r ∈ [0,1]n or x+cb−→s ∈ [0,1]n.
Then, if a function f : [0,1]n → [0,1] is −→r -increasing and −→s -increasing, it is also
(a−→r +b−→s )-increasing.
Theorem 2 ([6]). Let −→r ,−→s ∈ Rn \ {−→0 } and a,b > 0. Let x ∈ [0,1]n, c > 0 and
σ ∈Sn such that if 1≥ xσ(1) ≥ . . .≥ xσ(n) ≥ 0 and
1≥ xσ(1)+ c(ar1 +bs1)≥ . . .≥ xσ(n)+ c(arn +bsn)≥ 0,
then either
1≥ xσ(1)+ car1 ≥ . . .≥ xσ(n)+ carn ≥ 0,
or
1≥ xσ(1)+ cbs1 ≥ . . .≥ xσ(n)+ cbsn ≥ 0.
Then, if a function f : [0,1]n→ [0,1] is OD −→r -increasing and OD −→s -increasing, it
is also OD (a−→r +b−→s )-increasing.
Theorem 3 ([19]). Let −→r ,−→s ∈ Rn and a,b > 0. Let x ∈ [0,1]n, c > 0 and σ ∈Sn
such that if 1≥ xσ(1) ≥ . . .≥ xσ(n) ≥ 0 and xσ + c(a−→r +b−→s ) ∈ [0,1]n, then either
x+ca−→r ∈ [0,1]n or x+cb−→s ∈ [0,1]n. Then, if a function f : [0,1]n→ [0,1] is SOD
−→r -increasing and SOD −→s -increasing, it is also SOD (a−→r +b−→s )-increasing.
As a consequence of Theorems 1, 2 and 3, it is equivalent for a function to in-
crease, in the standard sense, and to increase, in the sense of the three notions of
monotonicity, with respect a set of vectors that span the set of all positive vectors.
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Theorem 4 ([19]). Let f : [0,1]n→ [0,1] and (−→e 1, . . . ,−→e n) be the canonical basis
of Rn, i.e., the set of vectors such that −→e i = (0, . . . ,0,1
î
,0, . . . ,0) ∈ Rn for each
i ∈ {1, . . . ,n}. Then, the following statements are equivalent:
1. f is increasing;
2. f is −→e i-increasing for all i ∈ {1, . . . ,n};
3. f is OD −→e i-increasing for all i ∈ {1, . . . ,n};
4. f is SOD −→e i-increasing for all i ∈ {1, . . . ,n}.




1 and, hence, it is straight that




4 Local study of the different notions of monotonicity
The aforementioned conditions of monotonicity are global properties, in the sense
that they require to be fulfilled for all the points in the domain [0,1]n. In [17], the
local notion of pointwise directional monotonicity was introduced.
Definition 6. Let −→r ∈ Rn \ {−→0 } and f : [0,1]n → [0,1]. We say that f is −→r -
increasing at x ∈ [0,1]n if for all c > 0 such that x + c−→r ∈ [0,1]n, it holds that
f (x) ≤ f (x+ c−→r ). Similarly, f is −→r -decreasing at x ∈ [0,1]n if for all c > 0 such
that x+ c−→r ∈ [0,1]n, it holds that f (x)≥ f (x+ c−→r ).
Thus, weak and directional monotonicity can be characterized by means of point-
wise directional monotonicity. Clearly, given −→r ∈ Rn \ {−→0 }, it is equivalent for a
function f : [0,1]n→ [0,1] to be −→r -increasing and to be −→r -increasing at x, for all
x ∈ [0,1]n. The case of weak monotonicity follows similarly considering the vector
−→r =−→1 .
Remark 1. Note that the property of directional monotonicity stated in Proposition
3 does not hold for pointwise directional monotonicity at a specific point. Namely,
if a function f : [0,1]n → [0,1] is −→r -increasing at x ∈ [0,1]n for some vector −→r ∈
Rn \{−→0 }, it does not necessarily hold that f is (−−→r )-decreasing at x.
Indeed, let f : [0,1]2→ [0,1] be the function given by
f (x,y) = 2x2 +2y2−2x−2y+1.
One can easily verify that function f has a global minimum at the point (0.5,0.5),
in which f (0.5,0.5) = 0, and, also, that f (x,y)> 0 for all (x,y) ∈ [0,1]2 \{(0,0)}.
Hence, f is −→r -increasing at (0.5,0.5) for every possible −→r ∈ Rn \{−→0 }. In partic-
ular, given −→r ∈ Rn \{−→0 }, f is −→r -increasing and (−−→r )-increasing. However, f is
not −→r -decreasing with respect to any direction −→r ∈ Rn \{−→0 }.
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As for weak monotonicity and directional monotonicity, it is possible to charac-
terize the concepts of OD monotonicity and SOD monotonicity in terms of point-
wise directional monotonicity. For that, we need to introduce first some specific
subsets of [0,1]n.
Let σ ∈Sn and let us set Ωσ ⊂ [0,1]n as follows:
Ωσ = {x ∈ [0,1]n | xσ(1) ≥ xσ(2) ≥ . . .≥ xσ(n)}.
Thus, Ωσ is the set of points x ∈ [0,1]n such that xσ is decreasingly ordered.
Let us first start with the characterization of SOD monotonicity in terms of point-
wise directional monotonicity.
Theorem 5. Let−→r ∈Rn \{−→0 }. A function f : [0,1]n→ [0,1] is SOD−→r -increasing
if and only if, for every σ ∈Sn, f is −→r σ−1 -increasing at x for every x ∈Ωσ .
Proof. Let f be SOD−→r -increasing. If x∈ [0,1]n and σ ∈Sn such that xσ(1)≥ . . .≥
xσ(n), then x ∈Ωσ . Since f is SOD−→r -increasing, then by Definition 5, it holds that
f (x)≤ f (x+ c−→r σ−1),
for some c > 0. Hence, f is −→r σ−1 -increasing at x.
Conversely, let f be −→r σ−1 -increasing at x for every x ∈ Ωσ , for every σ ∈Sn.
Thus, if x ∈ [0,1]n and σ ∈ Sn such that xσ(1) ≥ . . . ≥ xσ(n), by the −→r σ−1 -
increasingness of f at x, it is clear that f (x) ≤ f (x+ c−→r σ−1), and, therefore, f
is SOD −→r -increasing.
The preceding result, Theorem 5, cannot be straightforwardly translated to OD
monotonicity. In fact, in Example 3 we can find an OD −→r -increasing function that
is not −→r σ−1 -increasing at x for all x ∈ Ωσ . It suffices to consider a vector
−→r ∈
R2 \{−→0 } such that r1 < r2.
Nevertheless, it is true that the converse implication holds naturally for OD
monotone functions.
Corollary 1. Let −→r ∈ Rn \{−→0 }. If, for every σ ∈Sn, a function f : [0,1]n→ [0,1]
is −→r σ−1 -increasing at x for every x ∈Ωσ , then f is OD
−→r -increasing.
Proof. Let f be −→r σ−1 -increasing at x for every x ∈Ωσ , for every σ ∈Sn. By The-
orem 5, f is SOD −→r -increasing and, since SOD monotonicity implies OD mono-
tonicity, f is OD −→r -increasing.
Corollary 1 fails to be a characterization because OD monotonicity does not re-
quire monotonicity conditions for points x ∈ Ωσ such that x+ c−→r σ−1 6∈ Ωσ , as it
means that condition (1) in Definition 4 is not satisfied.
The next result shows the modifications that need to be done in order to charac-
terize OD monotonicity in terms of pointwise directional monotonicity.
Theorem 6. Let −→r ∈ Rn \{−→0 }. A function f : [0,1]n→ [0,1] is OD −→r -increasing
if and only if, for every σ ∈ Sn, the restricted function f |Ωσ : (Ωσ )n → [0,1] is−→r σ−1 -increasing at x for every x ∈Ωσ .
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Proof. Let f be OD −→r -increasing and let c > 0, σ ∈Sn and x ∈ [0,1]n such that
xσ(1) ≥ ·· · ≥ xσ(n) and
1≥ xσ(1)+ cr1 ≥ ·· · ≥ xσ(n)+ crn ≥ 0.
Then, x∈Ωσ and x+c−→r σ−1 ∈Ωσ . Therefore, f (x)= f |Ωσ (x) and f (x+c
−→r σ−1)=
f |Ωσ (x+ c
−→r σ−1). Thus, since f is OD
−→r -increasing, it holds that
f |Ωσ (x) = f (x)≤ f (x+ c
−→r σ−1) = f |Ωσ (x+ c
−→r σ−1).
The converse implication follows analogously.
The next is an example that remarks the differences between SOD and OD mono-
tonicity from a local point of view. The function in it is a restricted equivalence
function (REF) [5], which have been used for diverse applications [11, 18].
Example 3. If we consider the function REF : [0,1]2→ [0,1] given by
REF(x,y) = 1−|x− y|.
To study the pointwise directional monotonicity of REF , let us firt note that for a
vector −→r = (r,r) ∈ R2 \ {(0,0)} it holds that REF(x,y) = REF(x+ cr,y+ cr) for
every (x,y) ∈ [0,1]2. Therefore, REF is (r,r)-constant for all 0 6= r ∈ R. Now, if
−→r = (r1,r2) ∈ R2 \{(0,0)} is such that r1 6= r2, note that
REF(0.8,0.8) = 1 > 1−|cr1− cr2|= REF(0.8+ cr1,0.8+ cr2).
Thus, REF is not −→r -increasing at (0.8,0.8) for any −→r such that r1 6= r2. Conse-
quently, by the characterization of global directional montonicity in terms of point-
wise directional monotonicity, REF is (r1,r2)-increasing if and only if r1 = r2 6= 0.
Let us proceed to study OD and SOD monotonicity of REF . In the 2-dimensional
case, there exist two possible permutations σ1 = (1 2) and σ2 = (2 1) ∈S2, whose
respective inverse coincides with themselves and which define the following sub-
sets:
Ωσ1 = {x ∈ [0,1]
2 | x1 ≥ x2}, and
Ωσ2 = {x ∈ [0,1]
2 | x1 ≤ x2}.
Clearly, by the same argument as before, REF is OD and SOD (r,r)-increasing
for all 0 6= r ∈ R. Hence, we can focus on the case of −→r = (r1,r2) ∈ R2 \ {(0,0)}
such that r1 6= r2.
On the one hand, if r1 > r2, let (0.8,0.2) ∈ [0,1]2. It holds that (0.8,0.2) ∈ Ωσ1
and there exists c > 0 such that (0.8+ cr1,0.2+ cr2) ∈Ωσ1 and, hence,
REF(0.8,0.2) = 0.4 > 1−|0.6+ c(r1− r2)|= REF(0.8+ cr1,0.2+ cr2).
Therefore, by Theorems 5 and 6, REF is neither OD, nor SOD (r1,r2)-increasing
for −→r ∈ R2 \{(0,0)} such that r1 > r2.
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On the other hand, if r1 < r2, first let (0.8,0.8) ∈ Ωσ1 . Thus, there exists c > 0
such that (0.8+ cr1,0.8+ cr2) ∈Ω2 and
REF(0.8,0.8) = 1 > 1− c(r2− r1) = REF(0.8+ cr1,0.8+ cr2).
Consequently, by Theorem 5, REF is not SOD −→r -increasing.
However, it is easy to check that in the cases that (x,y), (x,y)+ c(r1,r2) ∈ Ωσ1
and (x,y), (x,y)+c(r2,r1)∈Ωσ2 , the conditions REF(x,y)≤ REF(x+cr1,y+cr2)
and REF(x,y) ≤ REF(x+ cr2,y+ cr1), respectively, hold. Therefore, REF is OD−→r -increasing.
In conclusion, REF is SOD−→r -increasing if and only if−→r = (r,r)∈R2\{(0,0)}
and REF is OD −→r -increasing if and only if −→r = (r1,r2) ∈ R2 \ {(0,0)} such that
r1 ≤ r2.
5 Conclusions
We have gone over some of the recently introduced relaxed forms of monotonic-
ity. Particularly, we have discussed the notions of weak, directional, OD and SOD
monotonicity. We have also discussed some of the properties that functions veri-
fying the cited monotonicity conditions satisfy and we have carried out a study of
the local effect of this monotonicity conditions at specific points of the domain. In
that attempt, we have recalled the notion of pointwise directional monotonicity and
we have used it to characterize these relaxations. Additionally, we have pointed out
some differences between OD and SOD monotonicity by means of an instance of a
restricted equivalence function.
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