. Using the framework of operator or Caldéron preconditioning, uniform preconditioners are constructed for elliptic operators of order 2s ∈ [0, 2] discretized with continuous finite (or boundary) elements. The cost of the preconditioner is the cost of the application an elliptic opposite order operator discretized with discontinuous or continuous finite elements on the same mesh, plus minor cost of linear complexity. Herewith the construction of a so-called dual mesh is avoided.
I
This paper deals with the construction of uniform preconditioners for operators of positive order, using the framework of 'operator preconditioning' ([Hip06] ). It will build on our experiences with this approach for problems of negative order reported in [Sv18] .
For some d-dimensional domain (or manifold) Ω, a measurable, closed, possibly empty γ ⊂ ∂Ω, and an s ∈ [0, 1], we consider the Sobolev space It is well-known that such preconditioners of multi-level type are available. The advantage of operator preconditioning is, however, that it does not require a hierarchy of trial spaces.
In order to apply the operator preconditioning framework, one needs to construct families of closed subspaces W T ⊂ W := V ′ , uniformly boundedly invertible B T : W T → W (D T u)(v) := u, v L2(Ω) (u ∈ V T , v ∈ W T ). A typical example for s = 1/2 is that A is the Hypersingular Integral operator, and B is the Weakly Singular Integral operator.
A careful selection of W T has to be made to ensure that D T : V T → W ′ T is uniformly boundedly invertible. A suitable family of (V T , W T ) pairs has been introduced in [Ste02, BC07] . Here T is a triangular partition of a two-dimensional domain or manifold, V T is the space of continuous piecewise linears w.r.t. T , and W T is a subspace of the space of piecewise constants w.r.t. a barycentric refinement of T , constructed by subdividing each triangle into 6 subtriangles by connecting its vertices and midpoints with its barycenter. It has been shown in [Ste02, HUT16] that the preconditioner arising from these pairs (V T , W T ) is a uniform preconditioner for families of partitions that satisfy a certain mildly-grading condition.
A problem with the constructions from [Ste02, BC07] appears when one considers the matrix representation G T in the standard bases, i.e. G T = D Indeed, this matrix D T is not diagonal, and its inverse is densely populated so that it has to be approximated. Moreover, in order to get a uniform preconditioner, the accuracy with which D −1 T has to be approximated increases with a decreasing mesh-size. As a result, an application of D −1
T cannot be expected to execute in linear time.
Another (practical) issue with these constructions is the need for the construction of the non-standard barycentrical refinement of T . This refinement increases the number of elements by a factor 6, and therefore also increases the cost of evaluating B T : W T → W ′ T .
1.1. Contributions. With V T being the space of continuous piecewise linears, the construction of W T presented in this paper improves on the existing approach from [Ste02, BC07] concerning the following aspects:
• The matrix representation D T of D T will be diagonal, allowing one to (exactly) evaluate D −1 T in linear time; • The operator G T will be a uniformly well-conditioned preconditioner for families of uniformly shape regular partitions, without requiring a mildlygrading assumption on the partitions; • By using a stable decomposition of W T into a standard finite element space U T w.r.t. T (either being the space of piecewise constants or U T = V T ) and some bubble space, our B T will be the sum of the corresponding Galerkin discretization operator of the opposite order operator B, and an operator whose representation is a diagonal, with which the undesired barycentrical refinement is avoided; • The construction of W T applies in any space dimension, and extends to non piecewise planar manifolds.
We will extend the preconditioners to higher order finite element spaces by applying a subspace correction framework.
1.2. Outline. Sect. 2 recalls some notation that will be used throughout the article. In Sect. 3 the general theory of operator preconditioning is summarized. In Sect. 4, the framework is specialized to operators of positive order discretized with continuous piecewise linears. Sect. 5 give two constructions of B T ∈ Lis c (W T , W ′ T ) that avoid any refinement of the partition T that underlies the trial space V T . In Sect. 6 the preconditioners are generalized to higher order finite element spaces, and to spaces defined on manifolds. Finally, in Sect. 7 we report some numerical results obtained with the new preconditioners.
N
Notations 2.1. In this work, by λ µ we will mean that λ can be bounded by a multiple of µ, independently of parameters which λ and µ may depend on, with the sole exception of the space dimension d, or in the manifold case, on the parametrization of the manifold that is used to define the finite element spaces on it. Obviously, λ µ is defined as µ λ, and λ µ as λ µ and λ µ. 
Notations 2.3. Given a finite collection Υ = {υ} in a linear space, we set the synthesis operator
Equipping R #Υ with the Euclidean scalar product ·, · , and identifying (R #Υ ) ′ with R #Υ using the corresponding Riesz map, we infer that the adjoint of F Υ , known as the analysis operator, satisfies
A collection Υ is a basis for its span when F Υ ∈ Lis(R #Υ , span Υ) (and so 
and
, and
Let be given families of finite dimensional spaces V T for T ∈ T, and operators
Then in light of Proposition 3.1 we will seek preconditioners for A T of the form
A typical situation is that for some reflexive Banach space V and
Then for a suitable reflexive Banach space W , an operator B ∈ Lis c (W , W ′ ), and a subspace W T ⊂ W (thus equipped with · W ), one can take
uniformly is discussed in the next proposition. 
In our applications, the choices for W and D will be obvious, and the key ingredient for the construction of a uniform preconditioner G T will be the selection of W T that allows for a uniformly bounded Fortin projector P T .
3.1. Implementation. Let Φ T = (φ i ) i and Ψ T = (ψ i ) i be bases for V T and W T , respectively. Then in coordinates the preconditioned system reads as
By identifying a map in L(R #ΦT , R #ΦT ) with a #Φ T × #Φ T matrix by equipping R #ΦT with the canonical basis (e i ) i one has,
, and similarly,
Preferably D T is such that its inverse can be applied in linear complexity, as is the case when D T is diagonal. A goal of this paper is to construct such a diagonal D T .
Remark 3.3. Using σ(·) and ρ(·) to denote the spectrum and spectral radius of an operator, clearly σ(G T A T ) = σ(G T A T ). So for the spectral condition number we have
which thus holds true independently of the choice of the basis Φ T for V T . Furthermore, in view of an application of Conjugate Gradients, if A T and B T are coercive and self-adjoint, then A T and G T are positive definite and symmetric. Equipping
A
For a bounded polytopal domain Ω ⊂ R d , a measurable, closed, possibly empty γ ⊂ ∂Ω, and an s ∈ [0, 1], we take
We define the operator D ∈ Lis(V , W ′ ) as the unique extension to V × W of the duality pairing
T ∈T be a family of conforming partitions of Ω into closed uniformly shape regular d-simplices. Thanks to the conformity and the uniform shape regularity, for d > 1 we know that neighbouring T, T ′ ∈ T , i.e. T ∩ T ′ = ∅, have uniformly comparable sizes. For d = 1, we impose this uniform 'K-mesh property' explicitly.
For some T ∈ T, denote N 0 T as the subset of vertices that are not on γ, where we assume that γ is the (possibly empty) union of (d − 1)-faces of T ∈ T . For T ∈ T , write N T for the set of its vertices, set N 0
T , define the patch ω T ,ν := {T ∈T :ν∈T } T and the local mesh size h T ,ν := |ω T ,ν | 1/d . We omit notational dependence on T if it is clear from the context, and simply write ω ν and h ν .
Let the discretization space V T be the space of continuous piecewise linears, zero on γ,
equipped with the nodal bases
For future reference, define the space of discontinuous piecewise constants by
equipped with the basis (4.1)
where 1 K is defined by, for any K ⊆ Ω, 1 K := 1 on K, and 1 K := 0 elsewhere.
4.1. The subspace W T . We will construct the preconditioning space W T as
that is biorthogonal to Φ T , and for which the biorthogonal projector P T ∈ L(W , W ) onto W T is uniformly bounded. We require the collection
Existence of such collections will be shown later in Sect. 5.
Bounded Fortin projector. From the assumptions (4.2) it follows that the biorthogonal Fortin projector P
exists, and is given by 
Proof. Let T ∈ T. Define ω (0) T := T for T ∈ T , and for i = 1, . . ., denote ω (i)
Properties of the nodal basis functions, φ ν
, in combination with (4.2), can be used to show that, for T ∈ T and k ∈ {0, 1},
, from which we may directly conclude that
1 Note that the roles of V and W are interchanged compared to [Sv18] .
For proving boundedness in
3) and properties of the Π T [SZ90, (3.8) and (4.3)], we deduce that
, and consequently sup
An application of the Riesz-Thorin interpolation theorem yields the result.
The basis Ψ T has the crucial benefit that the matrix representation of D T , i.e.
is diagonal, and thus easily invertible, cf. Sect. 3.1.
Combining the theorem with Proposition 3.2 gives the following corollary (without requiring additional assumptions on the family of partitions T).
Corollary 4.2. Suppose we have
, a suitable B is given by the Weakly Singular Integral operator, whereas for
, the recently in [HJHUT18] introduced Modified Weakly Singular Integral operator can be applied. Similar comments apply to screens.
We expect it to be impossible to construct a basis Ψ T in the (standard) spaces S
T that is local and biorthogonal to Φ T as required in assumption (4.2). One remedy is to construct Ψ T in a (finite element) space w.r.t. a refined partition T * ≻ T . However, this implies that some opposite order operator B ∈ Lis c (W , W ′ ) has to be discretized on a space w.r.t. the refined partition T * . This increases the cost of the preconditioner, and moreover, increases implementational complexity as one has to actually construct this refined partition.
To circumvent (explicit) dependence on the refined partition T * , we shall apply the idea described in [Sv18, Sec. 3.3] . That is, we will construct an operator B T ∈ Lis c (W T , W ′ T ) by decomposing the space W T into a a standard finite element space U T , either S −1,0 T (in Sect. 5.2) or S 0,1 T (in Sect. 5.3), and some bubble space B T . On U T we will apply the Galerkin discretization operator of the opposite order operator B, whereas on the bubble space B T a diagonal scaling will suffice.
In the first subsection we present this construction of B T for some abstract W T . In the subsequent subsections, we will present two viable options for W T , leading to two different preconditioners. 
Proof. Let y,ỹ ∈ Y . Write u = Qy, b = (Id − Q)y, and similarlyũ = Qỹ,b = (Id − Q)ỹ. We have
.
[Szy06, (5.5), (5.7), (6.2)]), the proof is easily completed.
Remark 5.2. For a quantitatively weaker result as Proposition 5.1 to hold it is actually sufficient when Q is only defined on Y , and neither is it needed that it is a projector. Under these relaxed conditions, obvious estimates show bounds as in Proposition 5.1 with the factors Q 2 + Q 4 − Q 2 and 1 + 1 − Q −2 reading as Q| Y 2 + (1 + Q| Y ) 2 and 2, respectively. Both original factors are equal to 1 when Q is an orthogonal projector.
We are going to apply this abstract proposition with 'Y '= W T , 'U '= U T being a standard finite element space, 'B'= B T being a suitably constructed 'bubble space', and 'Z '= Z T := U T +B T , all equipped with the norm on W . The resulting 'B' will be the B T ∈ Lis c (W T , W ′ T ) we are seeking. In order to apply above proposition, what is left is the construction of a (uniformly) bounded projector defined on Z T . Furthermore, to allow for a simple preconditioner on B T we would like to find a setting in which on this bubble space the W -norm is equivalent to a weighted L 2 -norm. Both issues will be dealt with in the next two lemmas. The operator Q T | ZT in the first lemma will play the role of 'Q' in Proposition 5.1.
, and with
Together with the inverse inequality on Z T , this gives (uniform) boundedness of
The first result then follows from (2) and an interpolation argument.
By the inverse inequality on B T and the previously derived inequality, we have for 
Remark 5.5. It is not possible to construct B T ∈ Lis(W T , W ′ T ) directly as a diagonal scaling operator. Indeed, this would require w T W h s T w T L2(Ω) for w T ∈ W T . Suppose this to be true, then by L 2 (Ω)-boundedness of the biorthogonal projector P T , we would find for
which is known not to be true for smooth functions in V T . T is by (B T u)(ũ) := (Bu)(ũ) (u,ũ ∈ U T ) for some opposite order operator B ∈ Lis c (W , W ′ ). Finally, since Q T enters the implementation, we search this projector to be of local type.
Concluding: If, given a family of subspaces
W T ⊂ L 2 (Ω), one can find a family of projectors Q T ∈ L(L 2 (Ω), H 1 0,γ (Ω) ′ ), subspaces U T ⊆ ran Q T (of
5.2.
A space W T decomposable into the piecewise constants and bubbles. In this subsection, we construct W T = span Ψ T such that both Ψ T is biorthogonal to Φ T (Assumption (4.2)), and W T allows an appropriate decomposition into the space of piecewise constants U T := S −1,0 T and a bubble space B T . Fix T ∈ T and let T * ≻ T be a uniform red-refinement, i.e. every simplex T ∈ T is subdivided into 2 d subsimplices. 2 We define Ψ T = {ψ T ,ν : ν ∈ N 
Clearly supp ψ T ,ν = ω T ,ν , so we are left to show the biorthogonality condition. Fix some vertex ν ∈ N 0 T . For a simplex T ν ∈ T with ν ∈ T ν , we have
Let T * ,ν ∈ T * be the (unique) simplex with ν ∈ T * ,ν ⊂ T ν . From the refinement equation satisfied by the nodal hats, and |T * ,ν | = 2 −d |T ν |, it follows that
From these relations (5.5) follows.
By Lemma 5.6 it has been established that the Fortin interpolator is uniformly bounded, and that D T is represented by a diagonal matrix. The next proposition verifies the conditions imposed in Sect. 5.1 for the construction of B T . We are left to show that the collection of bubbles {θ ν :
Pick some T ∈ T , then the normalized 'bubble element matrix' satisfies
) matrix is strictly diagonally dominant, and therefore positive definite. We conclude this proposition by 
is given by
), then by taking B T as described in (5.3), we have
where, using that F −1
Recall the canonical basis Σ T for U T from (4.1). Using Q T ψ ν = 1 ων shows that
From (5.6), we infer that h Other than in Sect. 5.2, we cannot apply Proposition 5.1 for Q T being the orthogonal projector onto U T , since with the current choice of this space it will not be a local projector. As an alternative, we take Q T to be some biorthogonal projector. The question whether it enjoys an approximation property is answered in the following lemma.
Lemma 5.9. For ν ∈ N T , so including vertices on γ, let φ ν ∈ L 2 (Ω) be such that
for some constant R > 0, and
, satisfies the approximation property
Proof. We use the same strategy as in [Sv18] . That is, we define a Scott-Zhang type quasi-interpolator Π T :
-face e ν of some T ∈ T with ν ∈ e ν and e ν ⊂ γ if ν ∈ γ. We define Π T by
Since g T ,ν (1) = 1, using the properties from (5.7) one can show, cf. proof of [Sv18, Thm. 3.2] for details, that
By construction, g T ,ν (u) = 0 for ν on γ and u ∈ H 
The last statement can be proven similarly as in the proof of Theorem 4.1.
As before, let T * ≻ T denote a uniform red-refinement of T , and for any T ∈ T and ν ∈ N T , let T * ,ν ∈ T * denote the simplex with ν ∈ T * ,ν ⊂ T . For ν ∈ N T , so including boundary vertices, define
These functions satisfy (5.7), and
and so determine a valid biorthogonal projector Q T via Lemma 5.9. For T * * ≻ T * a uniform red-refinement of T * , we define
Since red-refinement subdivides each simplex into d subsimplices, one infers that (5.8)
calculations as in the proof of Lemma 5.6 show the following result.
Lemma 5.10. The collection Ψ T satisfies Assumption (4.2) with supp ψ T ,ν = ω T ,ν and
. So the Fortin interpolator is uniformly bounded, and D T is represented by a diagonal matrix. Next we verify the conditions imposed in Sect. 5.1 for the construction of B T . 
T , with these matrices given by
where we used that F We will now consider a (family of) higher order continuous piecewise polynomials, i.e. for some ℓ ∈ {2, 3, . . . } let
Because we have an inverse inequality on V T , we can construct a uniform preconditioner G T ∈ Lis(V ′ T , V T ) using an additive subspace correction method. That is, we consider the overlapping decomposition
T , where these spaces are given by
Proof. We have the (standard) inverse inequality
T , then from approximation properties of the interpolator we infer
Since apparently for u ∈ V T ,
T u 2 L2(Ω) : u 1 ∈ V 1 , u 2 ∈ V 2 , u 1 + u 2 = u , the result follows from theory of subspace correction methods, e.g. [Osw94] .
On the space V 
The usual lowest order boundary element spaces are defined by T , where orthogonality was interpreted w.r.t. the L 2 (Ω)-scalar product. Both the construction of Ψ T and the computation of the (bi)orthogonal projection could be reduced to computations on the individual elements in the partition, which yielded explicit expressions.
When attempting to transfer everything to the manifold case, a problem is the appearance of a generally non-constant weight
To deal with this, following [Sv18] , on L 2 (Γ) we define an additional 'mesh-dependent' scalar product
which is constructed by replacing on each χ −1 (T ), the Jacobian |∂χ| by its aver-
, and interpret (bi)orthogonality with respect to this scalar product. Now all steps in the construction of the preconditioners carry over, and yield preconditioners for the manifold case whose implementations are exactly as described in Sect. 5.2.1 and Sect. 5.3.1, where the patch volumes |ω T ,ν | now should be read as the volumes of the patches on Γ.
To prove that the constructed preconditioners are indeed uniform preconditioners requires additional work due to the use of the mesh-dependent scalar product. We refer to [Sv18] for details. The key ingredient is that not only the norm associated to ·, · L2(Γ) is uniformly equivalent to · L2(Γ) , but also that ·, · L2(Γ) and ·, · T are close in the sense that
be the boundary of the unit cube, V := H 1/2 (Γ), W := H −1/2 (Γ), and V T = S 0,ℓ T ⊂ V the trial space of continuous piecewise polynomials of degree ℓ w.r.t. a partition T . We shall evaluate preconditioning of essentially a discretized Hypersingular Integral operator.
The Hypersingular Integral operatorÃ ∈ L(V , V ′ ) is only semi-coercive, since it has a non-trivial kernel equal to span{1}. SolvingÃu = f for f with f (1) = 0 is, however, equivalent to solving Au = f with A given by (Au)(v) = (Ãu)(v) + α u, 1 L2(Γ) v, 1 L2(Γ) for some α > 0. This operator A is in Lis c (V , V ′ ), and we shall consider preconditioning discretizations A T ∈ Lis c (V T , V ′ T ) of A. By comparing different values numerically, we found α = 0.05 to give good results in our examples.
As opposite order operator B we take the Weakly Singular integral operator, which on compact 2-dimensional manifolds is known to be in Lis c (W , W ′ ). We will compare preconditioners G T based on the discretizations
. Spectral condition numbers of the preconditioned hypersingular system, using uniform refinements, discretized by continuous piecewise linears S T . Spectral condition numbers of the preconditioned hypersingular system, using uniform refinements, discretized by continuous piecewise cubics S 0,3 T , with α = 0.05. The higher order preconditioners G −1,0 T and G 0,1 T are constructed as described in Sect. 6.1.1, by using the preconditioners from Table 1 Here we take T to be the sequence {T k } k≥1 of locally refined triangulations, where T k ≻ T k−1 is constructed using conforming newest vertex bisection to refine all triangles in T k−1 that touch a corner of the cube. Table 4 gives condition numbers of the preconditioned hypersingular system discretized by continuous piecewise linears, i.e. V T = S 0,1 T . The condition numbers remain bounded under local refinements, confirming uniformity of the preconditioner w.r.t. T.
C
Using the framework of operator preconditioning, we have constructed uniform preconditioners for elliptic operators of orders 2s ∈ [0, 2] discretized by continuous finite (or boundary) elements. The evaluation of the preconditioners requires the application of an opposite order operator plus minor cost of linear complexity. Compared to earlier proposals, both the construction of a so-called dual-mesh and the inversion of a non-diagonal matrix are avoided, and our results are valid without constraints on the mesh-grading. For lowest order finite elements the computed condition numbers of the preconditioned system are below 2.5.
