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Abstract
The Kolmogorov, Gelfand, linear and orthoprojection widths of the classes of functions with mixed
smoothness in the anisotropic spaces and those of the anisotropic classes in the spaces of functions with
mixed smoothness are considered. The optimal asymptotic order of the widths are given.
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1. Introduction
Let 1 ≤ p ≤ ∞ and let L p := L p([0, 1]d) be the usual space of L p integrable functions
f (x) = f (x1, . . . , xd) on [0, 1]d , which is 1-periodic with respect to each variable. We write
f ∈ ◦L p :=
◦
L p([0, 1]d) if f ∈ L p and
 1
0 f (x) dx j = 0 hold almost everywhere for
(x1, . . . , x j−1, x j+1, . . . , xd) ∈ Rd−1, j = 1, . . . , d.
For r = (r1, . . . , rd) ≥ 0 (i.e., r j ≥ 0, j = 1, . . . , d), let Dr f (x) := ∂r1+···+rd f (x)
∂x
r1
1 ··· ∂x
rd
d
be the
generalized derivative of f in the sense of Weyl. For e ⊂ ed := {1, 2, . . . , d}, x = (x1, . . . , xd),
we define
xe = (xe1, . . . , xed), xei =

xi , i ∈ e
0, i ∉ e.
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Then for r = (r1, . . . , rd) > 0, R = (R1, . . . , Rd) > 0, the anisotropic Sobolev space WRp and
the Sobolev space W rmix,p of functions with mixed derivative are defined as follows:
WRp :=
 f ∈ ◦L p
 ∥ f ∥WRp := ∥ f ∥p + d
j=1
∂
R j f
∂x
R j
j

p
<∞
 ;
W rmix,p :=

f ∈ ◦L p
 ∥ f ∥W rmix,p := 
e⊂ed
∥Dre f ∥p <∞

.
When ri = Ri = 0, i = 1, . . . , d , the Sobolev spaces WRp and W rmix,p recede to the usual
space L p.
For R = (R1, . . . , Rd) > 0, r = (r1, . . . , rd) > 0, we choose a positive integer k such
that k > max(r1, . . . , rd , R1, . . . , Rd). Then the anisotropic Ho¨lder–Nikolskii space HRp and the
Ho¨lder–Nikolskii space H rmix,p of functions with mixed smoothness are defined in the following
way respectively:
HRp :=

f ∈ ◦L p
 ∥ f ∥HRp := ∥ f ∥p + d
j=1
sup
t j>0
t
−R j
j ∥∆kt j , j f ∥p <∞

;
H rmix,p :=

f ∈ ◦L p
 ∥ f ∥H rmix,p := 
e⊂ed
sup
j∈e

j∈e
t
−r j
j · ∥∆k
e
te f ∥p <∞

,
where t = (t1, . . . , td) > 0, and
∆kte f (x) :=

j∈e
∆kt j , j

f (x),
∆kt j , j f (x) :=
k
i=0
(−1)k−i

k
i

× f (x1, . . . , x j + i t j , . . . , xd).
When R1 = R2 = · · · = Rd > 0, WRp is the usual Sobolev space, HRp is the usual
Ho¨lder–Nikolskii space, and the spaces WRp , H
R
p are called the isotropic spaces.
Let Frmix,p denote one of the spaces W
r
mix,p, H
r
mix,p with the norm ∥ · ∥Frmix,p , let FRp denote
one of the anisotropic spaces WRp , H
R
p with the norm ∥ · ∥FRp , and let B Frmix,p, B FRp be the unit
balls of the spaces Frmix,p, F
R
p , respectively. In this paper, we consider the problem of widths
between the anisotropic spaces and the spaces of functions with mixed smoothness. Let X be a
Banach space with the norm ∥ · ∥X , and let A be a (convex, compact, centrally symmetric) subset
of X . The Kolmogorov width of A in X is defined by
dM (A, X) := inf
X M
sup
f ∈A
inf
g∈X M
∥ f − g∥X ,
where X M runs over all subspaces of X of dimension M or less.
We say that a subspace X M ⊂ X is of codimension M if there exist M linearly independent
continuous linear functionals λ1, . . . , λM on X such that
X M = {x ∈ X | λi (x) = 0, i = 1, . . . , M}, X0 := X.
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The Gelfand width of A is defined by
d M (A, X) := inf
X M
sup

∥x∥X : x ∈ A

X M

,
where the infimum is taken over all subspaces X M of X of codimension ≤ M .
The linear width of A in X is defined by
d ′M (A, X) := infPM supf ∈A ∥ f − PM f ∥X ,
where PM varies over all linear operators of rank at most M that map X into itself.
Let A ⊂ ◦L2. The orthoprojection (or Fourier) width of A in X is defined by
d⊥M (A, X) := inf{ui }Mi=1
sup
f ∈A
 f − M
i=1
( f, ui )ui

X
,
where the infimum is taken over all orthonormal systems {ui }Mi=1 ⊂ X of the space
◦
L2.
More information on Kolmogorov, Gelfand and linear widths can be found in [19,12]. For
orthoprojection widths, see [21].
The approximation of anisotropic (or isotropic) classes and classes of functions with mixed
smoothness by trigonometric polynomials in the space Lq was systematically investigated by
Nikolskii [16], Babenko [1], Galeev [8], Dinh Zung [5], Temlyakov [20], etc. A good source
for those investigations and also concerning references is the book [21] by Temlyakov. We
note that all these investigations were restricted in the space Lq . However, in the theory of
elliptic boundary value problems as well as boundary integral equations, we are often restricted
in the usual Sobolev spaces (see [3,7,9,17]). In order to avoid the curse of dimensionality (it
means the orders of approximation such as ε-complexity are exponentially dependent of the
space dimension d), we may suppose that the solution is in spaces of functions with mixed
smoothness (see [3,9,10,18,25]). So we need to study relationship between anisotropic (or
isotropic) spaces and spaces of functions with mixed smoothness (see [2,24]). In [24], we
determined the sharp exact orders of the Kolmogorov widths between the anisotropic spaces
and the spaces of functions with mixed smoothness for 1 ≤ p = q ≤ ∞. Our main goal
of this paper is to generalize the results of [24] and to determine the sharp asymptotic orders
of the Kolmogorov, Gelfand, linear, and orthoprojection widths of the classes B Frmix,p in the
anisotropic space FRq and those of the classes B F
R
p in the space F
r
mix,q for all 1 ≤ p, q ≤ ∞.
Our approximation apparatus here is the wavelet subspaces rather than the usual trigonometric
polynomial subspaces. The advantage of using wavelet over trigonometric polynomial lies in
the fact that it can provide not only the upper estimates of the orthoprojection widths for all
1 ≤ p, q ≤ ∞, but also by it we can get the discretization theorems about the lower estimates of
Kolmogorov, Gelfand, and linear widths. Our main results can be formulated as follows:
Theorem 1. Let 1 ≤ p, q ≤ ∞, α := r − R = (α1, . . . , αd) > 0, α¯ := min1≤i≤d αi . Then
dM (B F
r
mix,p, F
R
q ) ≍ M−α¯+λ, if α¯ > ι; (1.1)
d M (B Frmix,p, F
R
q ) ≍ M−α¯+µ, if α¯ > κ; (1.2)
d ′M (B Frmix,p, FRq ) ≍ M−α¯+max(λ,µ), if α¯ > τ ; (1.3)
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d⊥M (B Frmix,p, FRq ) ≍ M−α¯+(1/p−1/q)+ , if α¯ > (1/p − 1/q)+, (1.4)
where a+ = a if a ≥ 0, a+ = 0 if a < 0, A(M) ≍ B(M) means A(M) ≪ B(M) and
B(M) ≪ A(M), A(M) ≪ B(M) means that there exists a positive constant c independent of
M such that A(M) ≤ cB(M), and
(1) λ = µ = ι = κ = τ = 0 if p, q lie in the region I: 1 ≤ q ≤ p ≤ ∞;
(2) λ = ι = τ = 1/p − 1/q, µ = 0, κ = 1/2 if p, q lie in the region II: 1 ≤ p ≤ q ≤ 2;
(3) λ = 0, µ = κ = τ = 1/p − 1/q, ι = 1/2, if p, q lie in the region III: 2 ≤ p ≤ q ≤ ∞;
(4) λ = 1/p − 1/2, µ = 1/2 − 1/q, ι = 1/p, κ = 1 − 1/q, τ = max(ι, κ) if p, q lie in the
region IV: 1 ≤ p ≤ 2 ≤ q ≤ ∞.
Theorem 2. Let 1 ≤ p, q ≤ ∞, g(R) :=
d
i=1 R
−1
i
−1
, υ := di=1 ri/Ri , (1 − υ)g(R) >
(1/p − 1/q) and let λ,µ, ι, κ, τ be defined as in Theorem 1. Then
dM (B F
R
p , F
r
mix,q) ≍ M−(1−υ)g(R)+λ, if (1− υ)g(R) > ι; (1.5)
d M (B FRp , F
r
mix,q) ≍ M−(1−υ)g(R)+µ, if (1− υ)g(R) > κ; (1.6)
d ′M (B FRp , Frmix,q) ≍ M−(1−υ)g(R)+max(λ,µ), if (1− υ)g(R) > τ ; (1.7)
d⊥M (B FRp , Frmix,q) ≍ M−(1−υ)g(R)+(1/p−1/q)+ , if (1− υ)g(R) > (1/p − 1/q)+. (1.8)
Remark 1. We should point out that the asymptotically optimal subspaces for dM (B Frmix,p, F
R
p )
(1 ≤ p ≤ ∞) are the trigonometric polynomial subspaces (or wavelet subspaces) with
frequencies from a set similar to hyperbolic crosses (see Section 3) and cannot be from d-
parallelepipeds.
Remark 2. When p = q , the asymptotically optimal subspaces for dM (B FRp , Frmix,q) and
dM (B FRp , Lq) are both the trigonometric polynomial subspaces (or wavelet subspaces) with
frequencies from d-parallelepipeds. However, for 1 ≤ p ≤ 2, q = ∞, the proofs of upper
estimates of dM (B FRp , F
r
mix,q) and dM (B F
R
p , Lq) are different from the classical cases.
We organize this paper as follows. Section 2 contains some basic notations and facts
concerning tensor product periodic wavelet system. In Section 3, we discuss the approximation
by wavelet subspaces of anisotropic classes in the space of functions with mixed smoothness and
of classes of functions with mixed smoothness in the anisotropic space. In Section 4, we give
discretization theorems of estimates of widths. Finally, based on the results of Sections 3 and 4,
we prove Theorem 1 in Section 5 and Theorem 2 in Section 6. We are heavily indebted to the
books [12,21], of which we imitate the structure and writing in this paper.
2. Tensor product periodic wavelet system
In this section we introduce the tensor product periodic wavelet system and discuss its
properties.
Let ϕ be a univariate scaling function that satisfies (l + 1)-regular multiresolution analysis of
L2(R) (see [15]). Then there exists a univariate functionψ ∈ L2(R) (wavelet function) such that
its normalized integer shifts and scales 2k/2ψ(2k · − j), j, k ∈ Z constitute an orthonormal basis
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in L2(R), and the wavelet function ψ also satisfies the (l + 1)-regular condition as ϕ, that is,
|ϕ(k)(t)|, |ψ (k)(t)| ≤ C p,k(1+ |t |)−p, k = 0, 1, . . . , l + 1, p ∈ Z+, t ∈ R. (2.1)
Let
v j,k(t) := 2k/2

n∈Z
ϕ(2k t + 2kn − j) and w j,k(t) := 2k/2

n∈Z
ψ(2k t + 2kn − j).
Then the functions v j,k, w j,k are in L2([0, 1]) and the system {w j,k}2k−1j=0 is orthonormal for each
k = 0, 1, . . . . Moreover, the spaces
Vk := span{v j,k, j = 0, 1, . . . , 2k − 1} and Wk := span{w j,k, j = 0, 1, . . . , 2k − 1}
satisfy the properties:
V0 = {const}; Vk ⊂ Vk+1; Vk+1 = Vk ⊕ Wk; ∪∞k=0 Vk = L2([0, 1]),
for all k = 0, 1, . . . . This implies that ◦L2([0, 1]) = W0 ⊕ W1 ⊕ W2 ⊕ · · · , so the functions
w j,k (periodic wavelets), k = 0, 1, . . . , j = 0, 1, . . . , 2k − 1, constitute an orthonormal basis of◦
L2([0, 1]) (see [15,14]).
There exists a different indexing for the functions w j,k, k = 0, 1, . . . , j = 0, 1, . . . , 2k − 1.
Denote by D the set of dyadic intervals of [0, 1], each interval I in D being of the form
I = [ j2−k, ( j + 1)2−k], k = 0, 1, . . . , j = 0, 1, . . . , 2k − 1. For any dyadic interval
I = [ j2−k, ( j + 1)2−k] ∈ D, we define wI := w j,k . Thus the basis W := {wI }I∈D is the
same as {w j,k, k = 0, 1, . . . , j = 0, 1, . . . , 2k − 1}.
For multivariate periodic function space
◦
L2([0, 1]d), we can construct the multivariate
periodic wavelet basis by taking tensor products of the univariate periodic basis functions. Denote
by Dd the set of all dyadic intervals in [0, 1]d , each I ∈ Dd being of the form I = I1 × · · · × Id
with I1, . . . , Id ∈ D. For x = (x1, x2, . . . , xd) ∈ [0, 1]d , I = I1 × · · · × Id ∈ Dd , we define
wI (x) := wI1(x1) · wI2(x2) · · ·wId (xd).
Then the multivariate periodic wavelet function system W d := {wI }I∈Dd is an orthonormal basis
of
◦
L2([0, 1]d), which is called the tensor product periodic wavelet basis.
For any I ∈ Dd , 1 ≤ q, p ≤ ∞, we remark that
∥wI ∥2 = 1, ∥wI ∥p ≍ |I |1/p−1/2, ∥wI ∥p ≍ ∥wI ∥q |I |
1
p− 1q .
For any s ∈ Zd , s = (s1, . . . , sd) ≥ 0, we define
ρ(s) := {I = I1 × · · · × Id ∈ Dd | |I j | = 2−s j , j = 1, 2, . . . , d}.
It is easy to see that #ρ(s) = 2|s|, where #ρ(s) denotes the number of the intervals in ρ(s),
|s| := s1 + · · · + sd . For f ∈
◦
L1 :=
◦
L1([0, 1]d), s ≥ 0, we define
δs f (x) :=

I∈ρ(s)
f IwI (x), f I := cI ( f,W d) :=

[0,1]d
f (x)wI (x) dx .
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Then for 1 ≤ p ≤ ∞, s ≥ 0, using the methods in Chapter II, Section 5 of [15], we have the
analog of Marcinkiewicz theorem:
∥δs f ∥p ≍

I∈ρ(s)
∥ f IwI ∥p ≍ 2(1/2−1/p)|s|
 
I∈ρ(s)
| f I |p
1/p
. (2.2)
Furthermore, we have the following results.
Lemma 2.1. Let ψ be an (l + 1)-regular univariate wavelet, δs f be defined as above, r =
(r1, . . . , rd), 0 ≤ r j ≤ l, j = 1, . . . , d. Then
∥Dr (δs f )∥p ≍ 2(r,s)∥δs f ∥p ≍ 2(r,s)+(1/2−1/p)|s|
 
I∈ρ(s)
| f I |p
1/p
, (2.3)
where (r, s) := r1s1 + · · · + rdsd .
Proof. For a nonnegative real number α, we define the α-th generalized derivative ψ (α) of ψ in
the sense of Liouville by the relationψ (α)(ξ) = (−2π iξ)αψ(ξ),
where i2 = −1, ψ(ξ) = R e−2π i tξψ(t)dt is the Fourier transform of ψ . When α is a
nonnegative integer, the generalized derivative ψ (α) coincides with the usual derivative. For
j = 0, 1, . . . , l + 1, we have
ψ ( j)(ξ) = 
R
ψ(t)(2π i t) j e−2π i tξdt = 1
(−2π iξ)l+1

R

ψ(t)(2π i t) j
(l+1)
e−2π i tξdt.
It follows from (2.1) that
|ψ ( j)(ξ)| ≤ c
(1+ |ξ |)l+1 .
Now we assume that 0 ≤ α ≤ l and α is not an integer. According to inverse Fourier transform
formulas, we have
ψ (α)(t) =

R
(−2π iξ)αψ(ξ)e2π i tξdξ = 1
(2π i t)2

R

(−2π iξ)αψ(ξ)′′ e2π i tξdξ.
It follows that
|ψ (α)(t)| ≤ c
(1+ |t |)2 .
Obviously, by Poisson summation formulas, we get for 0 ≤ α ≤ l
Dα(w j,k(t)) = 2k/2

n∈Z

ψ(2k t + 2kn − j)
(α) = 2k/2
n∈Z
2kαψ (α)(2k t + 2kn − j).
Let us prove the upper estimate of ∥Dr (δs f )∥p first. For I ∈ ρ(s), I = I1 × · · · × Id , we
have,
T :=

I∈ρ(s)
|DrwI (x)| =

I∈ρ(s)
d
i=1
∂riwIi∂xrii (xi )
 = d
i=1

|Ii |=2−si
∂riwIi∂xrii (xi )
 .
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Since for 0 ≤ ri ≤ l,
|Ii |=2−si
∂riwIi∂xrii (xi )
 ≤ 2
si−1
ji=1
2si /22ri si

ni∈Z
ψ (ri )(2si xi + 2si ni − ji )
= 2si /22ri si

ni∈Z
ψ (ri )(2si xi + ni )≪ 2si /22ri si ,
we get
T =
d
i=1

|Ii |=2−si
∂riwIi∂xrii (xi )
≪ 2(r,s)+|s|/2. (2.4)
Similarly, for I ∈ ρ(s), by the well-known Kolmogorov inequality (for example, see [6]), we
have
∥DrwI ∥1 =
d
i=1
∂riwIi∂xrii

1
≪
d
i=1
∂ lwIi∂x li

ri / l
1
· ∥wIi ∥1−ri / l1 ≪ 2−|s|/2+(r,s). (2.5)
For 1 ≤ p ≤ ∞, let p′ satisfy 1p + 1p′ = 1. Then
|Dr (δs f )(x)| ≤

I∈ρ(s)
| f I ∥ DrwI (x)|1/p |DrwI (x)|1/p′
≤
 
I∈ρ(s)
| f I |p |DrwI (x)|
1/p
·
 
I∈ρ(s)
|DrwI (x)|
1/p′
≪ 2|s|/(2p′)2(r,s)/p′ ·
 
I∈ρ(s)
| f I |p |DrwI (x)|
 1
p
.
Taking p-power, and integrating on both side of the above inequality, by (2.5) we get
∥Dr (δs f )∥p ≪ 2
|s|
2p′ 2(r,s)/p
′
 
I∈ρ(s)
| f I |p ∥DrwI ∥1
1/p
≪ 2(r,s)+(1/2−1/p)|s|
 
I∈ρ(s)
| f I |p
1/p
≍ 2(r,s)∥δs f ∥p,
which gives the upper estimate of ∥Dr (δs f )∥p.
Now we prove the lower estimate. Since the wavelet function ψ is l-regular, ψ has up to l
order of vanishing moments (see [15]), so we can integrate the univariate function ψ , l times to
find a function ζ which satisfies (−1)lζ (l) = ψ and (2.1). For I ∈ ρ(s), I = I1 × · · · × Id , Ii =
[ ji 2−si , ( ji + 1)2−si ], 0 ≤ ji ≤ 2si − 1, i = 1, . . . , d , we define
ηI (x) := ηI1(x1) · · · ηId (xd), ηIi (xi ) := 2si /2

ni∈Z
ζ(2si xi + 2si ni − ji ),
i = 1, . . . , d.
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Then DlηI (x) = (−1)ld2l|s|wI (x), where l = (l, . . . , l) ∈ Zd . For I ∈ ρ(s), similar to the proof
of (2.4) and (2.5), we can prove
I∈ρ(s)
|Dl−rηI (x)| ≪ 2(l−r,s)+|s|/2 and ∥Dl−rηI ∥1 ≍ 2(l−r,s)−|s|/2.
Integration by parts and the Ho¨lder inequality show that
| f I | =
[0,1]d δs f (x) wI (x) dx
 = 2−l|s| [0,1]d Dl(δs f )(x) ηI (x) dx

≤ 2−l|s|

[0,1]d
Dr (δs f )(x) Dl−rηI (x) dx .
≤ 2−l|s|

[0,1]d
|Dr (δs f )(x)|p |Dl−rηI (x)|
1/p
·

[0,1]d
|Dl−rηI (x)| dx
 1
p′
≪ 2−l|s|2(l−r,s)/p′+|s|/(2p′)

[0,1]d
|Dr (δs f )(x)|p |Dl−rηI (x)| dx
 1
p
.
Hence, 
I∈ρ(s)
| f I |p
1/p
≪ 2−l|s|2(l−r,s)/p′+|s|/(2p′)
×

[0,1]d
|Dr (δs f )(x)|p

I∈ρ(s)
|Dl−rηI (x)| dx
1/p
≪ 2−(r,s)−(1/2−1/p)|s|∥Dr (δs f )∥p.
The proof of Lemma 2.1 is finished. 
Remark 3. We conjecture that Lemma 2.1 also holds if condition “ψ is an (l+1)-regular univari-
ate wavelet” is weakened by “ψ is an l-regular univariate wavelet”. However, we cannot prove it.
From (2.3) and the definitions of W rmix,p and W
R
p , we get
∥δs f ∥W rmix,p ≍ 2(r,s)∥δs f ∥p; ∥δs f ∥WRp ≍ 2
max
1≤i≤d(Ri si )∥δs f ∥p. (2.6)
For N = (N1, . . . , Nd) ∈ Zd ,N > 0, denote by TN the space of functions of the form
f (x) =

|I j |≥N−1j , j=1,...,d
f I wI (x).
Then for f ∈ TN, 1 ≤ p, q ≤ ∞, r = (r1, . . . , rd), 0 ≤ r j ≤ l, j = 1, . . . , d, we also have the
analogs of Bernstein inequality and Nikolskii inequality.
∥Dr f ∥p ≪

d
j=1
N
r j
j

∥ f ∥p; ∥ f ∥q ≪

d
j=1
N (1/p−1/q)+j

∥ f ∥p. (2.7)
We note that the system W d is Lq equivalent to the Haar system Hd and satisfies the
Littlewood–Paley inequalities for 1 < q < ∞ (see [4,22]). However, in this paper, we do not
need this property.
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In the following, we always suppose that ψ is (l + 1)-regular univariate wavelet, r =
(r1, . . . , rd), R = (R1, . . . , Rd), 0 < ri , Ri ≤ l, i = 1, . . . , d, s = (s1, . . . , sd) ∈ Zd , s ≥ 0.
Then the system W d can be enumerated in such a way that {wI k }∞k=1 forms a basis for the space
Frmix,q (or F
R
q ), 1 ≤ q ≤ ∞, and for each f ∈ Frmix,q (or FRq ), f has the unique representation
f (x) =

s≥0
δs f (x), (2.8)
and the sum is convergent in Frmix,q (or F
R
q ), 1 ≤ q ≤ ∞. Now we give the descriptions of
equivalent norms for the spaces H rmix,p and H
R
p .
Lemma 2.2 (See [22, p. 707] or [21, p. 132]). Let 1 ≤ p ≤ ∞. Then for f ∈ H rmix,p, we have
∥ f ∥H rmix,p ≍ sup
s≥0
2(r,s)∥δs f ∥p. (2.9)
For f ∈ HRp , n ∈ Z, n ≥ 0, we define
g(R) :=

d
j=1
R−1j
−1
; QnR := {s | s j ≤ [ng(R)/R j ], 1 ≤ j ≤ d};
A( f,R, 0)(x) :=

s∈Q0R
δs f (x); A( f,R, n)(x) :=

s∈QnR\Qn−1R
δs f (x), (n > 0).
Lemma 2.3 (See [23, p. 254] or [21, p. 111]). Let 1 ≤ p ≤ ∞. Then for f ∈ HRp , we have
∥ f ∥HRp ≍ sup
n≥0
2g(R)n∥A( f,R, n)∥p. (2.10)
Corollary 2.4. Let 1 ≤ p ≤ ∞. Then for f ∈ B HRp , we have
∥δs f ∥p ≪ 2
− max
1≤i≤d(Ri si ); ∥δs f ∥HRp ≍ 2
max
1≤i≤d(Ri si )∥δs f ∥p. (2.11)
Proof. For an arbitrary fixed s ≥ 0, there exists a positive integer J = J (s) such that
g(R)(J − 1) < max
1≤i≤d
(Ri si ) ≤ g(R)J.
Then s ∈ Q JR \ Q J−1R (we define Q−1R as an empty set). Using (2.10) we get
∥δs f ∥p = ∥δs(A( f,R, J ))∥p ≪ ∥A( f,R, J )∥p ≪ 2−g(R)J ≪ 2
− max
1≤i≤d(Ri si )
and
∥δs f ∥HRp ≍ sup
n≥0
2g(R)n∥A(δs f,R, n)∥p = 2g(R)J∥δs f ∥p ≍ 2
max
1≤i≤d(Ri si )∥δs f ∥p.
Corollary 2.4 is proved. 
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From (2.6), (2.9) and (2.11), we get
∥δs f ∥Frmix,p ≍ 2(r,s)∥δs f ∥p and ∥δs f ∥FRp ≍ 2
max
1≤i≤d(Ri si )∥δs f ∥p. (2.12)
3. Approximation of functions by wavelet subspaces
In this section, we discuss approximation of smooth functions by wavelet subspaces. First
we consider approximation of functions of the classes B Frmix,p in the spaces F
R
q . Let 1 ≤
p ≤ q ≤ ∞, α := r − R = (α1, . . . , αd), α¯ := min1≤i≤d αi , α¯ > 1/p − 1/q. For
J ∈ Z, J ≥ 0, 0 < ν < 1, we define
QνJ :=

s | (α, s)− (1/p − 1/q)|s| + ν

(R, s)− max
1≤i≤d
(Ri si )

≤ (α¯ − 1/p + 1/q)J

;
Ψ νJ :=

s∈QνJ
ρ(s);
T (Ψ νJ ) :=
 f ∈ ◦L1
 f (x) = 
I∈Ψ νJ
f IwI =

s∈QνJ
δs f (x)
 .
T (Ψ νJ ) is called the hyperbolic wavelet subspace. We want to compute its dimension. First we
introduce a lemma.
Lemma 3.1 (See [20, pp. 9–10]). Let κ > 0, α = (α1, . . . , αd) > 0, β = (β1, . . . , βd) > 0,
γi = αi/βi , i = 1, . . . , d, and 1 = γ1 = · · · = γν < γν+1 ≤ · · · ≤ γd , 1 ≤ ν ≤ d. Then
(β,s)>J
2−κ(α,s) ≍ 2−κ J · J ν−1 and

(α,s)≤J
2κ(β,s) ≍ 2κ J · J ν−1. (3.1)
From Lemma 3.1 we know that
dim T (Ψ νJ ) =

s∈QνJ
#ρ(s) =

s∈QνJ
2|s| ≍
d
j=1

(s,α j )≤(α¯−1/p+1/q)J
2(s,ω) ≍ 2J , (3.2)
where ω = (1, . . . , 1), α j = (α j1 , . . . , α jd ), α jj = α j − 1/p+ 1/q;α ji = αi − 1/p+ 1/q + νRi ,
i ≠ j .
For f ∈ FRq , we set
V νJ ( f, x) =

s∈QνJ
δs f (x).
Then for 1 ≤ q ≤ ∞, V νJ is a bounded linear operator from FRq into T (Ψ νJ ). Moreover, we have
Lemma 3.2. Let 1 ≤ p ≤ q ≤ ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi , α¯ >
1/p − 1/q. Then for all f ∈ B Frmix,p, we have
∥ f − V νJ f ∥FRq ≪ 2(−α¯+1/p−1/q)J . (3.3)
416 H. Wang / Journal of Approximation Theory 164 (2012) 406–430
Proof. Using (2.12) and (2.7), we get
∥ f − V νJ f ∥FRq =


s∉QνJ
δs f

FRq
≤

s∉QνJ
∥δs f ∥FRq ≪

s∉QνJ
2
max
1≤i≤d(Ri si )+(1/p−1/q) |s|∥δs f ∥p
≪

s∉QνJ
2
−(r,s)+ max
1≤i≤d(Ri si )+(1/p−1/q) |s| := K .
Let us estimate K . Since 0 < ν < 1, αi−1/p+1/q+Riai−1/p+1/q+νRi > 1, by Lemma 3.1 we know that
K =

s∉QνJ
2
−(r,s)+ max
1≤i≤d(Ri si )+(1/p−1/q) |s|
≤
d
j=1

(s,α j )>(α¯−1/p+1/q) J
2−(s,β j ) ≪ 2(−α¯+1/p−1/q) J ,
where β j := (β j1 , . . . , β jd ), α j := (α j1 , . . . , α jd ), α jj = β jj = α j − 1/p + 1/q, α ji =
αi − 1/p + 1/q + νRi , β ji = αi − 1/p + 1/q + Ri , i ≠ j . Lemma 3.2 is proved. 
Theorem 3.3. Let 1 ≤ p, q ≤ ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi >
(1/p − 1/q)+. Then
sup
f ∈B Frmix,p
∥ f − V νJ f ∥FRq ≍ 2−(α¯−(1/p−1/q)+)J . (3.4)
Proof. The upper estimates follow from Lemma 3.2 if p ≤ q . If p > q , we use the fact
B Frmix,p ⊂ B Frmix,q to reduce this case to the case p = q . Now we prove the lower estimates.
For simplicity we assume that α¯ = r1 − R1. Let s˜ = (J + 1, 0, . . . , 0). Then s˜ ∉ QνJ . For the
case p ≤ q , we may choose the function g = 2−(r1+1/2−1/p)JwI for a fixed I , I ∈ ρ(s˜). Then
∥g∥Frmix,p ≍ 2−(r1+1/2−1/p)J 2(r,s˜)∥wI ∥p ≍ 1;
∥g∥FRq ≍ 2−(r1+1/2−1/p)J 2(R1+1/2−1/q)J .
Hence,
sup
f ∈B Frmix,p
∥ f − V νJ f ∥FRq ≫ ∥g − V νJ g∥FRq = ∥g∥FRq ≫ 2−(α¯−1/p+1/q)J .
It remains to consider the case p > q . We may choose the function h = 2−(r1+1/2)J I∈ρ(s˜)wI .
Then
∥h∥Frmix,p ≍ 2−(r1+1/2)J 2(r,s˜)2(1/2−1/p)|s˜|
 
I∈ρ(s˜)
1p
1/p ≍ 1;
∥h∥FRq ≍ 2−(r1+1/2)J 2(R1+1/2)J .
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It follows that
sup
f ∈B Frmix,p
∥h − V νJ h∥FRq ≫ ∥h − V νJ h∥FRq = ∥h∥FRq ≫ 2−α¯ J .
Theorem 3.3 is proved. 
Now we consider approximation of functions of the classes B FRp in the spaces F
r
mix,q . Let 1 ≤
p ≤ q ≤ ∞, g(R) :=
d
j=1 R
−1
j
−1
, υ := di=1 ri/Ri < 1. For J ∈ Z, J ≥ 0, f ∈ Frmix,q ,
we denote
Q JR := {s | s j ≤ [Jg(R)/R j ], 1 ≤ j ≤ d}; Ψ JR :=

s∈Q JR
ρ(s);
T (Ψ JR ) :=
g ∈ ◦L1 | g(x) = 
I∈Ψ JR
gIwI =

s∈Q JR
δs g(x)
 ;
V JR ( f, x) =

s∈Q JR
δs f (x).
It is easy to show that for 1 ≤ q ≤ ∞, V JR is a bounded linear operator from Frmix,q into
T (Ψ JR ) and dim T (Ψ
J
R ) ≍ 2J . Similarly, we have
Lemma 3.4. Let 1 ≤ p ≤ q ≤ ∞, g(R) :=
d
i=1 R
−1
i
−1
, υ :=di=1 ri/Ri , (1 − υ)g(R) >
1/p − 1/q. Then for all f ∈ B FRp , we have
∥ f − V JR f ∥Frmix,,q ≪ 2−((1−υ)g(R)−1/p+1/q)J . (3.5)
Proof. Applying (2.12) and (2.7), we obtain
∥ f − V JR f ∥Frmix,q =

s∉Q JR
∥δs f ∥Frmix,q ≪

s∉Q JR
2(r,s)2(1/p−1/q)|s|∥δs f ∥p
≪

s∉Q JR
2
(r,s)+(1/p−1/q)|s|− max
1≤i≤d(Ri si )
≪

k>J
2−g(R)k

s∈Qk+1R \QkR
2(r,s)2(1/p−1/q)|s|
≪

k>J
2−g(R)k
d
i=1
2ri kg(R)/Ri 2(1/p−1/q)kg(R)/Ri
≪ 2−((1−υ)g(R)−1/p+1/q)J . (3.6)
Lemma 3.4 is proved. 
Theorem 3.5. Let 1 ≤ p, q ≤ ∞, g(R) :=
d
i=1 R
−1
i
−1
, υ :=di=1 ri/Ri , (1 − υ)g(R) >
(1/p − 1/q)+. Then
sup
f ∈B FRp
∥ f − V JR f ∥Frmix,,q ≍ 2−((1−υ)g(R)−(1/p−1/q)+)J . (3.7)
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Proof. The upper estimates follow from Lemma 3.4 if p ≤ q , and from Lemma 3.4 and the fact
B FRp ⊂ B HRq if p > q . The proof of the lower estimates is similar to that of Theorem 3.3.
Here we only give the extreme functions which attain the corresponding approximating order.
Let s¯ := ([Jg(R)/R1] + 1, . . . , [Jg(R)/Rd ] + 1). Then s¯ ∉ Q JR. For the case p ≤ q , the func-
tion g = 2−(g(R)+1/2−1/p)JwI can be taken as the extreme function for a fixed I , I ∈ ρ(s¯).
For the case p > q , we may choose h = 2−(g(R)+1/2)J I∈ρ(s¯)wI as the extreme function.
Theorem 3.5 is proved. 
4. Discretization of the problem of estimates of widths
In order to prove Theorems 1 and 2, we use the discretization method (see [13,11]), which is
based on the reduction of the calculation of widths of classes of functions to the computation of
widths of finite dimensional sets. Suppose 1 ≤ p ≤ ∞, M ∈ Z, M > 0. For x = (x1, . . . , xM ) ∈
RM , we introduce the norm
∥x∥ℓMp =


M
i=1
|xi |p
 1
p
, 1 ≤ p <∞;
max
1≤i≤M
|xi |, p = ∞.
Then we obtain the normed linear space ℓMp = {x ∈ RM | ∥x∥ℓMp < ∞} with the unit ball bMp .
In the following, uM represents dM , d ′M , d M .
Theorem 4.1. Let 1 ≤ p ≤ q ≤ ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi , α¯ >
1/p−1/q. For any M ∈ Z, M > 0, and any nonnegative integers Ms, Ms ≤ 2|s|, s ∈ Zd , s ≥ 0,
satisfying

s≥0 Ms ≤ M, we have
uM (B F
r
mix,p, F
R
q )≪

s≥0
2
−(r,s)+(1/p−1/q)|s|+ max
1≤i≤d(Ri si )uMs (b
2|s|
p , l
2|s|
q ). (4.1)
Proof. The proof of Theorem 4.1 is standard. For the readers’ convenience, we give the proof in
detail.
(a) we shall use the abbreviation d ′s := d ′Ms (b2
|s|
p , l
2|s|
q ). For 1 ≤ p ≤ ∞, s ≥ 0, we define
Ts,p :=

f ∈ ◦L p
 f (x) = 
I∈ρ(s)
f IwI (x), ∥ f ∥p <∞

.
First we shall prove the existence of linear operators Gs of rank ≤ Ms (of course, Gs = 0 if
Ms = 0; Gs is the identity operator if Ms = 2|s|.) that map Ts,p into itself so that for all f ∈ Ts,p,
we have
∥ f − Gs f ∥q ≪ 2(1/p−1/q)|s|d ′s ∥ f ∥p. (4.2)
By the definition of d ′s there exists a linear map Qs of l2
|s|
q into itself of rank ≤ Ms with
∥c − Qsc∥l2|s|q ≤ 2 d
′
s ∥c∥l2|s|p .
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Denote by Is,p the isomorphism of Ts,p onto l2
|s|
p which is established by associating a function
f (·) with the vector { f I }I∈ρ(s). From (2.2), we know that the norms of the operators Is,p and I−1s,p
satisfy
∥Is,p∥ ≍ 2(1/p−1/2)|s|; ∥I−1s,p∥ ≍ 2−(1/p−1/2)|s|.
For arbitrary f ∈ Ts,p, let c := Is,p f ∈ l2|s|p . Then
∥ f − I−1s,q Qs Is,p f ∥q = ∥I−1s,q (Is,p f − Qs Is,p f )∥q
≤ ∥I−1s,q ∥ ∥c − Qsc∥l2|s|q ≪ 2
(1/2−1/q)|s| d ′s ∥c∥l2|s|p
≪ 2(1/2−1/q)|s| d ′s ∥Is,p∥ ∥ f ∥p ≪ 2(1/p−1/q)|s| d ′s ∥ f ∥p.
This establishes (4.2), with Gs := I−1s,q Qs Is,p.
For each f ∈ B Frmix,p, we have the representation
f =

s≥0
δs f,
which is convergent in FRq and with ∥δs f ∥p ≪ 2−(r,s). Since δs f ∈ Ts,p, we get
∥δs f − Gsδs f ∥FRq ≪ 2
max
1≤i≤d(Ri si )∥δs f − Gsδs f ∥q
≪ 2 max1≤i≤d(Ri si ) 2(1/p−1/q)|s| d ′s ∥δs f ∥p
≪ 2−(r,s)+(1/p−1/q)|s|+ max1≤i≤d(Ri si ) d ′s . (4.3)
The rank of the operator G :=s≥0 Gsδs does not exceeds≥0 rank(Gsδs) ≤s≥0 Ms ≤ M .
So (4.1) holds with uM = d ′M .
(b) Similarly, for the Kolmogorov widths, there exists a subspace Xs of Ts,p of dimension
≤ Ms , so that for each f ∈ Ts,p, there is some f¯ ∈ Ts,p for which
∥ f − f¯ ∥FRq ≪ 2
(1/p−1/q)|s|+ max
1≤i≤d(Ri si ) dMs (b
2|s|
p , l
2|s|
q ) ∥ f ∥p.
In particular, we replace f by δs f for some f ∈ B Frmix,p and obtain an analogue of (4.3).
Summation yields (4.1) for uM = dM .
(c) For the Gelfand widths, arguing as above, on each Ts,p, s ≥ 0, one can define Ms linear
functionals ℓs, j so that the conditions ℓs, j ( f ) = 0, j = 1, . . . , Ms for f ∈ Ts,p imply
∥ f ∥FRq ≪ 2
(1/p−1/q)|s|+ max
1≤i≤d(Ri si ) d Ms (b2
|s|
p , l
2|s|
q ) ∥ f ∥p.
Now if f ∈ Frmix,p and ℓs, j (δs f ) = 0 for all s ≥ 0 and all j = 1, . . . , Ms , then the norm ∥ f ∥FRq
does not exceed the right-hand side of (4.1) with uM = d M . 
Using the same arguments, we can obtain
Theorem 4.2. Let 1 ≤ p ≤ q ≤ ∞, g(R) = (di=1 R−1i )−1, υ =di=1 ri/Ri , (1 − υ)g(R) >
1/p−1/q. For any M ∈ Z, M > 0, and any nonnegative integers Ms, Ms ≤ 2|s|, s ∈ Zd , s ≥ 0,
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satisfying

s≥0 Ms ≤ M, we have
uM (B F
R
p , F
r
mix,q)≪

s≥0
2
(r,s)+(1/p−1/q)|s|− max
1≤i≤d(Ri si )uMs (b
2|s|
p , l
2|s|
q ). (4.4)
Theorem 4.3. Let 1 ≤ p, q ≤ ∞, g(R) = (di=1 R−1i )−1, υ = di=1 ri/Ri , (1 − υ)g(R) >
1/p − 1/q. For any M ∈ Z, M > 0, there exists an M¯, M¯ ≍ M, M¯ ≥ 2M such that
uM (B F
R
p , F
r
mix,q)≫ M−(1−υ)g(R)+1/p−1/q uM (bM¯p , l M¯q ). (4.5)
Proof. Choose two positive integers M¯, J , such that M¯ = 2|s¯| ≍ 2J ≍ M, M¯ ≥ 2M , where
s¯ := ([Jg(R)/R1], . . . , [Jg(R)/Rd ]). As usual, we define
Ts¯ :=

f ∈ ◦L1
 f (x) = 
I∈ρ(s¯)
f IwI (x)

.
Then the space Ts¯ is the 2|s¯| dimensional wavelet subspace of Frmix,q , and δs¯ is the bounded
projection operator from Frmix,q to Ts¯

Frmix,q . First we show that
uM (B F
R
p , F
r
mix,q) ≥ uM

B FRp

Ts¯, F
r
mix,q

≫ uM

B FRp

Ts¯, F
r
mix,q

Ts¯

. (4.6)
From the definition of Gelfand widths, we know that (4.6) holds with “≫” replaced by “≥”
for uM = d M .
Now for any f ∈ B FRp

Ts¯ ⊂ B FRp , g ∈ Frmix,q , we have
∥ f − g∥Frmix,q ≫ ∥δs¯( f − g)∥Frmix,q ≫ ∥ f − δs¯ g∥Frmix,q .
Then we get (4.6) with uM = dM .
Similarly, let A : FRp → Frmix,q be a continuous linear operator such that rank A ≤ M . Then
the restriction δs¯ ◦ A

Ts¯
maps Ts¯,q into itself, rank δs¯ ◦ A

Ts¯
≤ rank A ≤ M , and
sup
f ∈B FRp
∥ f − A f ∥Frmix,q ≥ sup
f ∈B FRp

Ts¯
∥ f − A f ∥Frmix,q ≫ sup
f ∈B FRp

Ts¯
∥ f − δs¯ ◦ A f ∥Frmix,q ,
which means (4.6) with uM = d ′M .
For f =I∈ρ(s¯) f IwI ∈ B FRp  Ts¯ , by (2.12) we know that
∥ f ∥FRp ≍ 2
max
1≤i≤d(Ri s¯i )∥ f ∥p ≍ 2g(R)J 2(1/2−1/p)J
 
I∈ρ(s¯)
| f I |p
1/p
.
Hence, each function from B FRp

Ts¯ is associated with an element of the ball of radius of
c · 2−g(R)J 2−(1/2−1/p)J of the space ℓ2|s¯|p , where c is a constant independent of M . On the other
hand, if g =I∈ρ(s¯) gIwI ∈ Ts¯ , by (2.12) we get that
∥g∥Frmix,q ≍ 2(r,s¯)2(1/2−1/q)|s¯|
 
I∈ρ(s¯)
|gI |q
1/q
≍ 2υg(R)J 2(1/2−1/q)J .
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By (4.6), after discretization, we obtain that
uM (B F
R
p , F
r
mix,q) ≫ 2−g(R)J 2−(1/2−1/p)J 2υg(R)J 2(1/2−1/q)J uM (b2
|s¯|
p , l
2|s¯|
q )
≫ M−(1−υ)g(R)+1/p−1/quM (bM¯p , l M¯q ). 
Theorem 4.4. Let 1 ≤ p ≤ q ≤ ∞, α = r − R, α¯ = min1≤i≤d αi > 1/p − 1/q. Then for any
M, there exists an M¯, M¯ ≍ M, M¯ ≥ 2M such that
uM (B F
r
mix,q , F
R
p )≫ M−α¯+1/p−1/quM (bM¯p , l M¯q ). (4.7)
Proof. For simplicity we suppose that α¯ = min1≤i≤d(ri − Ri ) = r1 − R1. Let M, J satisfy
M¯ = 2J , 2J−2 ≤ M < 2J−1, s˜ = (J, 0, . . . , 0). Denote
Ts˜ :=
 f ∈ ◦L1
 f (x) = 
I∈ρ(s˜)
f IwI (x)
 .
Similar to the proof of (4.6), we can prove
uM (B F
r
mix,p, F
R
q )≫ uM

B Frmix,p

Ts˜, F
R
q

Ts˜

.
Using (2.12), we obtain that
uM (B F
r
mix,p, F
R
q ) ≫ 2−(r,s˜)−(1/2−1/p)|s˜|2
max
1≤i≤d(Ri s˜i )+(1/2−1/q)|s˜|uM (b2
|s˜|
p , l
2|s˜|
q )
≫ 2(−r1+R1+1/p−1/q)J uM (b2|s˜|p , l2
|s˜|
q )
≫ M−α¯+1/p−1/quM (bM¯p , l M¯q ). 
5. Proof of Theorem 1
Theorem 5.1. Let 1 ≤ p ≤ 2, q = ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi , α¯ > 1/p.
Then
dM (B F
r
mix,p, F
R∞)≪ M−α¯+1/p−1/2. (5.1)
Proof. We fix real numbers ρ, ν, ν¯ and a positive integer J satisfying
0 < ρ < 2(α¯ − 1/p), 0 < ν < ρν¯
1+ ρ < ν¯ < 1, M ≍ 2
J . (5.2)
For s ≥ 0, we put
Ms =

2|s|, s ∈ QνJ :=

s | (s, α)− |s|/p + ν

(R, s)− max
1≤i≤d
(Ri si )

≤ (α¯ − 1/p)J } ;2J (1+ρ)−ρ(α¯−1/p)−1(s,α)−|s|/p+ν¯

(R,s)− max
1≤i≤d(Ri si )
 , s ∉ QνJ ,
(5.3)
422 H. Wang / Journal of Approximation Theory 164 (2012) 406–430
where [a] is the largest integer not exceeding a. Note that Ms ≤ 2J ≤ 2|s| if s ∉ QνJ . Then
s≥0
Ms ≤

s∈QνJ
2|s| +

s∉QνJ
2
J (1+ρ)−ρ(α¯−1/p)−1(s,α)−|s|/p+ν¯

(R,s)− max
1≤i≤d(Ri si )

:= K1 + K2.
It follows from (3.2) that K1 ≪ 2J . Using Lemma 3.1, we get
K2 ≤ 2(1+ρ)J
d
j=1

(s,α j )>(α¯−1/p)J
2−ρ (α¯−1/p)−1 (s,β j ) ≪ 2J ,
where β j := (β j1 , . . . , β jd ), α j := (α j1 , . . . , α jd ), α jj = β jj = α j − 1/p, α ji = αi − 1/p +
νRi , β
j
i = αi − 1/p + ν¯Ri , β
j
i
α
j
i
= αi−1/p+ν¯Ri
αi−1/p+νRi > 1, i ≠ j . Hence
s≥0
Ms ≪ M. (5.4)
From the definition of Ms , we know that Ms = 0 if s ∉ Q ν¯(1+1/ρ)J . Then ds := dMs (b2
|s|
p , l
2|s|∞ ) =
0 if s ∈ QνJ ; ds = d0(b2
|s|
p , l
2|s|∞ ) = 1 if s ∉ Q ν¯(1+1/ρ)J . Using these estimates in Theorem 4.1
with uM = dM , we get
dM (B F
r
mix,p, F
R
q ) ≪

s∈Qν¯
(1+1/ρ)J \QνJ
2
−(r,s)+|s|/p+ max
1≤i≤d(Ri si ) ds
+

s∉Qν¯
(1+1/ρ)J
2
−(r,s)+|s|/p+ max
1≤i≤d(Ri si ) := K3 + K4. (5.5)
From (5.2), we know that (1+ 1/ρ)(α¯ − 1/p) > α¯ − 1/p + 1/2. Then
K4 =

s∉Qν¯
(1+1/ρ)J
2
−((α,s)−|s|/p+((R,s)− max
1≤i≤d(Ri si )))
≤
d
j=1

(s,α j )>(1+1/ρ)(α¯−1/p)J
2−(s,β j ) ≪ 2−(1+1/ρ)(α¯−1/p)J ≪ 2−(α¯−1/p+1/2)J , (5.6)
where β j := (β j1 , . . . , β jd ), α j := (α j1 , . . . , α jd ), α jj = β jj = α j − 1/p, α ji = αi − 1/p +
ν¯Ri , β
j
i = αi − 1/p + Ri , β
j
i
α
j
i
= αi−1/p+Ri
αi−1/p+ν¯Ri > 1, i ≠ j .
Now we estimate K3. For s ∈ Q ν¯(1+1/ρ)J \ QνJ , applying the following improved Kashin’s
inequality (see [12, p. 465]):
dn(b
m
2 , l
m∞)≪ n−1/2(log2(em/n))1/2, 1 ≤ n ≤ m, (5.7)
we have
ds ≤ dMs (b2
|s|
2 , l
2|s|∞ )≪ 2
−J (1+ρ)/2+ρ(α¯−1/p)−1(s,α)−|s|/p+ν¯

(R,s)− max
1≤i≤d(Ri si )

2
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·

2+ |s| − J (1+ ρ)+ ρ(α¯ − 1/p)−1(s, α)− |s|/p
+ ν¯

(R, s)− max
1≤i≤d
(Ri si )
1/2
≪ 2−J (1+ρ)/2 2ρ(α¯−1/p)
−1(s,α)−|s|/p+ν¯((R,s)− max
1≤i≤d(Ri si ))/2
·

1+ (s, α)− |s|/p + ρ
1+ ρ ν¯

(R, s)− max
1≤i≤d
(Ri si )

− (α¯ − 1/p)J
1/2
.
It follows from (5.2) that Q ν¯(1+1/ρ)J \ QνJ ⊂ Q
ρ ν¯
1+ρ
(1+1/ρ)J \ Q
ρ ν¯
1+ρ
J . Then
K3 ≪
[(1+1/ρ)J ]
k=J

s∈Q
ρ ν¯
1+ρ
(1+k)J \ Q
ρ ν¯
1+ρ
k
2
−

(α,s)−|s|/p+

(R,s)− max
1≤i≤d(Ri si )

· 2−J (1+ρ)/2 2ρ(α¯−1/p)
−1(s,α)−|s|/p+ν¯((R,s)− max
1≤i≤d(Ri si ))/2
·

1+ (s, α)− |s|/p + ρ
1+ ρ ν¯ ((R, s)− max1≤i≤d(Ri si ))− (α¯ − 1/p)J
1/2
≪ 2−J (1+ρ)/2
[(1+1/ρ)J ]
k=J
(1+ k − J )1/2

s∉Q
ρ ν¯
1+ρ
k
× 2−(α¯−1/p)
−1(α¯−1/p−ρ/2)

(α,s)−|s|/p+ α¯−1/p+ρ ν¯/2
α¯−1/p−ρ/2

(R,s)− max
1≤i≤d(Ri si )

.
Since
ν <
ρ ν¯
1+ ρ <
α¯ − 1/p − ρ ν¯/2
α¯ − 1/p − ρ/2 ,
αi − 1/p + α¯−1/p−ρ ν¯/2α¯−1/p−ρ/2 Ri
αi − 1/p + ρ ν¯1+ρ Ri
> 1, (5.8)
we have
K3 ≪ 2−J (1+ρ)/2
[(1+1/ρ)J ]
k=J
(1+ k − J )1/2
d
j=1
×

(α j ,s)>k(α¯−1/p)
2−(α¯−1/p)−1(α¯−1/p−ρ/2)(β j ,s)
≪ 2−J (1+ρ)/2
[(1+1/ρ)J ]
k=J
(1+ k − J )1/2 2−(α¯−1/p−ρ/2)k ≪ 2−(α¯−1/p+1/2)J , (5.9)
where β j := (β j1 , . . . , β jd ), α j := (α j1 , . . . , α jd ), α jj = β jj = α j − 1/p, α ji = αi − 1/p +
ρ ν¯
1+ρ Ri , β
j
i = αi − 1/p+ α¯−1/p−ρ ν¯/2α¯−1/p−ρ/2 Ri , i ≠ j . From (5.4) to (5.6) and (5.9), we arrive at (5.1).
The proof of Theorem 5.1 is complete. 
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Theorem 5.2. Let p = 1, 2 ≤ q ≤ ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi , α¯ >
1− 1/q. Then
d M (B Frmix,1, F
R
q )≪ M−α¯+1/2−1/q . (5.10)
Proof. Using the dual relation (see [19, p. 198])
dM (b
M¯
p , l
M¯
q ) = d M (bM¯q ′ , l M¯p′ ), 1/p + 1/p′ = 1/q + 1/q ′ = 1, (5.11)
in Theorem 4.1 with uM = d M , p = 1, we get
d M (B Frmix,1, F
R
q )≪

s≥0
2
−(r,s)+|s|/q ′+ max
1≤i≤d(Ri si )dMs (b
2|s|
q ′ , l
2|s|∞ ).
The proof of (5.10) reduces to the proof of (5.1), upon replacing p by q ′. Theorem 5.2 is
proved. 
Theorem 5.3. Let 1 ≤ p ≤ 2, 1/p + 1/p′ = 1, α = r − R = (α1, . . . , αd), α¯ =
min1≤i≤d αi , α¯ > 1/p. Then
d ′M (B Frmix,p, FRp′)≪ M−α¯+1/p−1/2. (5.12)
Proof. If p = 1, q = p′ = ∞, the proof of (5.12) for the linear widths d ′M is the same as the
proof of (5.1) for the Kolmogorov widths dM since one can use the following estimate (see [12,
p. 472]):
d ′n(bm1 , l
m∞) = dn(bm1 , lm∞) ≤ dn(bm2 , lm∞)≪ n−1/2(log2(em/n))1/2, 1 ≤ n ≤ m. (5.13)
If 1 < p ≤ 2, the proof differs from that of Theorem 5.1 only slightly and is simpler. We also
define the Ms by (5.3) with ρ, ν, ν¯, J as in (5.2). Then

s≥0 Ms ≪ 2J ≍ M . Using Theorem 4.1
with uM = d ′M and the following Gluskin’s estimate (see [12, p. 473]):
d ′n(bmp , lmp′)≪ m1−1/p n−1/2, 1 ≤ m ≤ n, (5.14)
we get
d ′M (B Frmix,p, FRp′) ≪

s∈Qν¯
(1+1/ρ)J \QνJ
2
−(r,s)+(1/p−1/p′)|s|+ max
1≤i≤d(Ri si ) 2(1−1/p)|s|
· 2−J (1+ρ)/2+ρ(α¯−1/p)
−1((s,α)−|s|/p+ν¯((R,s)− max
1≤i≤d(Ri si )))/2
+

s∉Qν¯
(1+1/ρ)J
2
−(r,s)+(1/p−1/p′)|s|+ max
1≤i≤d(Ri si ) := K5 + K6.
We have
K6 ≤ K4 :=

s∉Qν¯
(1+1/ρ)J
2
−(r,s)+|s|/p+ max
1≤i≤d(Ri si ) ≪ 2−(α¯−1/p+1/2)J ,
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and
K5 ≪ 2−J (1+ρ)/2

s∉QνJ
2
−(α¯−1/p)−1(α¯−1/p−ρ/2)

(α,s)−|s|/p+ α¯−1/p+ρ ν¯/2
α¯−1/p−ρ/2 ((R,s)− max1≤i≤d(Ri si ))

≪ 2−J (1+ρ)/2
d
j=1

(α j ,s)>J (α¯−1/p)
2−(α¯−1/p)−1(α¯−1/p−ρ/2)(β j ,s) ≪ 2−(α¯−1/p+1/2)J ,
where β j := (β j1 , . . . , β jd ), α j := (α j1 , . . . , α jd ), α jj = β jj = α j − 1/p, α ji = αi − 1/p +
νRi , β
j
i = αi − 1/p+ α¯−1/p−ρ ν¯/2α¯−1/p−ρ/2 Ri , and
β
j
i
a ji
> 1, i ≠ j by (5.8). The proof of Theorem 5.3 is
finished. 
In order to obtain the lower estimates of the orthoprojection widths, we need the following
lemma.
Lemma 5.4. Let {φi }Mi=1 ⊂ X be an arbitrary orthonormal system of the space
◦
L2, G( f ) =M
i=1( f, φi )φi be the orthogonal projection and let A( f ) := δs(G f ). Then there exists an
I0 ∈ ρ(s) such that
∥A(wI0)∥∞ ≪ M1/2. (5.15)
Proof. Since
I∈ρ(s)
∥A(wI )∥22 ≤

I∈ρ(s)
∥G(wI )∥22
=

I∈ρ(s)
M
k=1
|(wI , φk)|2 =
M
k=1

I∈ρ(s)
|(wI , φk)|2 ≤ M,
by Nikolskii inequality (see (2.7)) we obtain
min
I∈ρ(s) ∥A(wI )∥
2∞ ≤ 2−|s|

I∈ρ(s)
∥A(wI )∥2∞ ≪

I∈ρ(s)
∥A(wI )∥22 ≤ M,
which completes the proof of Lemma 5.4. 
Theorem 5.5. Let 1 ≤ p ≤ q ≤ ∞, α = r − R = (α1, . . . , αd), α¯ = min1≤i≤d αi >
(1/p − 1/q). Then
d⊥M (B Frmix,p, FRp′)≫ M−α¯+(1/p−1/q)+ . (5.16)
Proof. For simplicity we suppose that α¯ = min1≤i≤d(ri − Ri ) = r1− R1. Let s˜ = (J, 0, . . . , 0),
where J is given later. Let {ui }Mi=1 ⊂ X be an arbitrary orthonormal system of the space
◦
L2 and
define
A( f ) := δs˜(G f ), where G( f ) =
M
i=1
( f, ui )ui .
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By Lemma 5.4, there exists an I0 ∈ ρ(s˜) such that ∥A(wI0)∥∞ ≪ M1/2. Since ∥wI0∥∞ ≍ 2J/2,
we may choose J big enough such that 2J ≍ M and
∥wI0∥∞ − ∥A(wI0)∥∞ ≥ M1/2 ≫ 2J/2.
Since ∥wI0∥Frmix,p ≍ 2Jr1∥wI0∥p ≍ 2J (r1+1/2−1/p) and
∥wI0 − G(wI0)∥FRq ≫ ∥wI0 − δs˜(G(wI0))∥FRq ≍ 2J R1∥wI0 − A(wI0)∥q
≫ 2J R12−J/q∥wI0 − A(wI0)∥∞
≥ 2J R12−J/q(∥wI0∥∞ − ∥A(wI0)∥∞)
≥ 2J (R1+1/2−1/q),
we obtain
d⊥M (B Frmix,p, FRp′)≫ 2−J (r1+1/2−1/p)2J (R1+1/2−1/q) ≫ M−(α¯−1/p+1/q).
Theorem 5.5 is proved. 
Proof of Theorem 1. We first prove the lower estimates of the widths. Note that the lower
estimates of d⊥M (B Frmix,p, FRq ) follow from Theorem 5.5 for 1 ≤ p ≤ q ≤ ∞ and
the fact that d ′M (B Frmix,p, FRq ) ≤ d⊥M (B Frmix,p, FRq ) for p ≥ q . Note also that the lower
estimates of d ′M (B Frmix,p, FRq ) are the immediate consequences of those of dM (B Frmix,p, FRq )
and d M (B Frmix,p, F
R
q ), and the inequality
d ′M ≥ max(dM , d M ). (5.17)
Applying Theorem 4.4 with M¯ ≥ 2M, M¯ ≍ M and the dual relation (5.11), we know
it suffices to prove the lower estimates for dM (B Frmix,p, F
R
q ). Using the following estimates
(see [19, p. 236]) in (4.7) with uM = dM , we get the desired lower estimates.
dM (b
M¯
p , l
M¯
q )≫

M1/q−1/p, 1 ≤ q ≤ p ≤ ∞;
M1/q−1/p, 2 ≤ p ≤ q ≤ ∞;
M1/q−1/2, 1 ≤ p ≤ 2 ≤ q ≤ ∞;
1, 1 ≤ p ≤ q ≤ 2.
(5.18)
Now we prove the upper estimates. Obviously, the upper estimates of d⊥M (B Frmix,p, FRq )
follow from Theorem 3.3. We consider the linear widths. In the regions I, II, III, the upper
estimates of d ′M (B Frmix,p, FRq ) follow from Theorem 3.3. In the region IV: 1 ≤ p ≤ 2 ≤ q ≤ ∞,
applying the relation
d ′M (B Frmix,p, FRq ) ≤
d
′
M (B F
r
mix,p, F
R
q ), if p
′ = p
p − 1 ≥ q
d ′M (B Frmix,q ′ , F
R
q ), if p
′ ≤ q (equivalently, q ′ ≤ p),
and Theorem 5.3, we obtain the upper estimates of d ′M (B Frmix,p, FRq ). For Kolmogorov widths,
in the regions I, II, the upper estimates of dM (B Frmix,p, F
R
q ) follow from Theorem 3.3 or (5.17).
In the regions III, IV: 2 ≤ q ≤ ∞, we use the inequality
dM (B F
r
mix,p, F
R
q ) ≤ dM (B Fmix,pu , FR∞)
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to reduce these cases to the proof of Theorem 4.1, where pu := min(2, p). Similarly, for Gelfand
widths, in the regions I, III, the upper estimates of d M (B Frmix,p, F
R
q ) follow from (5.17). In the
regions II, IV: 1 ≤ p ≤ 2, we use the inequality:
d M (B Frmix,p, F
R
q ) ≤ d M (B Fmix,1, FRql )
to reduce these cases to the proof of Theorem 4.2, where ql := max(q, 2). Theorem 1 is now
proved. 
6. Proof of Theorem 2
We first give the analogies of Theorems 5.1–5.3 and 5.5.
Theorem 6.1. Let 1 ≤ p ≤ 2, q = ∞, g(R) =
d
i=1 R
−1
i
−1
, υ = di=1 ri/Ri ,
(1− υ)g(R) > 1/p. Then
dM (B F
R
p , F
r
mix,∞)≪ M−(1−υ)g(R)+1/p−1/2. (6.1)
Proof. Choose two positive numbers ρ, ε and a positive integer J such that
0 < ρ < 2((1− υ)g(R)− 1/p), 0 < ε < 1, M ≍ 2J . (6.2)
For s ∈ Zd , s ≥ 0, we put
Ms =

2|s|, s ∈ Q JR := {s | s j ≤ [Jg(R)/R j ], 1 ≤ j ≤ d};
2
J (1+ρ)−(ρ+ε)(g(R))−1 max
1≤i≤d(Ri si )+ε|s|

, s ∈ Q[(1+1/ρ)J ]R \ Q JR;
0, s ∉ Q[(1+1/ρ)J ]R .
(6.3)
Then 
s≥0
Ms ≤

s∈Q JR
2|s| +

s∈Q[(1+ρ)J ]R \Q JR
2
J (1+ρ)−(ρ+ε) (g(R))−1 max
1≤i≤d(Ri si )+ε|s|
≪ 2J + 2(1+ρ)J
[(1+1/ρ)J ]
k=J
2−(ρ+ε)k

s∈Qk+1R \QkR
2ε|s|
≪ 2J + 2(1+ρ)J
[(1+1/ρ)J ]
k=J
2−(ρ+ε)k2εk ≪ 2J ≪ M. (6.4)
From the definition of Ms , we know that dMs (b
2|s|
p , l
2|s|∞ ) = 0 if s ∈ Q JR, dMs (b2
|s|
p , l
2|s|∞ ) = 1
if s ∉ Q[(1+1/ρ)J ]R . Using these estimates and the improved Kashin’s inequality (5.7) in
Theorem 4.2 with uM = dM , we get
dM (B F
R
p , F
r
mix,q) ≪

s∈Q[(1+1/ρ)J ]R \Q JR
2
(r,s)+|s|/p− max
1≤i≤d(Ri si )2−J (1+ρ)/22−ε|s|/2
·2(g(R))
−1 max
1≤i≤d(Ri si ) (ρ+ε)/2
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×

2+ (1− ε)|s| − J (1+ ρ)+ (ρ + ε)(g(R))−1 max
1≤i≤d
(Ri si )
1/2
+

s∉Q[(1+1/ρ)J ]R
2
(r,s)+|s|/p− max
1≤i≤d(Ri si ) := K7 + K8,
where
K8 ≪

k≥[(1+1/ρ)J ]
2−kg(R)

s∈Qk+1R \QkR
2(r,s)+|s|/p ≪

k≥[(1+1/ρ)J ]
2−kg(R)2(υg(R)+1/p)k
≪ 2−(1+1/ρ)J ((1−υ)g(R)−1/p) ≪ 2−J ((1−υ)g(R)−1/p+1/2), (6.5)
and
K7 ≪ 2−J (1+ρ)/2
[(1+1/ρ)J ]
k=J
2−kg(R)+(ρ+ε)k/2

s∈Qk+1R \QkR
2(r,s)+|s|/p−ε|s|/2
· (2+ (1− ε)(k + 1)− J (1+ ρ)+ (ρ + ε)(k + 1))1/2
(since g(R)|s| ≤ max
1≤i≤d
(Ri si ))
≪ 2−J (1+ρ)/2
[(1+1/ρ)J ]
k=J
2−kg(R)+(ρ+ε)k/22υg(R)k+k/p−εk/2(k + 1− J )1/2
≪ 2−J (1+ρ)/22−((1−υ)g(R)+1/p−ρ/2)J = 2−((1−υ)g(R)+1/p−1/2)J . (6.6)
Theorem 6.1 is proved. 
Theorem 6.2. Let p = 1, 2 ≤ q ≤ ∞, g(R) :=
d
i=1 R
−1
i
−1
, υ := di=1 ri/Ri ,
(1− υ)g(R) > 1− 1/q. Then
dM (B F
R
p , F
r
mix,∞)≪ M−(1−υ)g(R)+1/2−1/q . (6.7)
The proof of Theorem 6.2 is an identical repetition of arguments given in Theorem 5.2, so we
omit it.
Theorem 6.3. Let 1 ≤ p ≤ 2, q = p′ = pp−1 , g(R) :=
d
i=1 R
−1
i
−1
, υ :=d
i=1 ri/Ri , (1− υ)g(R) > 1/p. Then
dM (B F
R
p , F
r
mix,p′)≪ M−(1−υ)g(R)+1/p−1/2. (6.8)
Proof. We consider the case 1 < p ≤ 2 only. We define the Ms by (6.3) with ρ, ε, J as in (6.2).
Then

s≥0 Ms ≪ 2J ≍ M . Using Theorem 4.2 with uM = d ′M and the Gluskin’s estimate
(5.14), we get
d ′M (B FRp , Frmix,p′) ≪

s∈Q[(1+1/ρ)J ]R \Q JR
2
(r,s)+(1/p−1/p′)|s|− max
1≤i≤d(Ri si )
· 2(1−1/p)|s|2−J (1+ρ)/22−ε|s|/22(g(R))
−1 max
1≤i≤d(Ri si ) (ρ+ε)/2
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+

s∉Q[(1+1/ρ)J ]R
2
(r,s)+(1/p−1/p′)|s|− max
1≤i≤d(Ri si ) := K9 + K10.
By (6.5) and (6.6) we obtain
K10 ≤ K8 :=

s∉Q[(1+1/ρ)J ]R
2
(r,s)+|s|/p− max
1≤i≤d(Ri si ) ≪ 2−J ((1−υ)g(R)−1/p+1/2),
and
K9 ≪ K8 ≪ 2−J ((1−υ)g(R)−1/p+1/2).
Theorem 6.3 is proved. 
Theorem 6.4. Let 1 ≤ p ≤ q ≤ ∞, g(R) :=
d
i=1 R
−1
i
−1
, υ := di=1 ri/Ri , (1 −
υ)g(R) > 1/p − 1/q. Then
d⊥M (B FRp , Frmix,p′)≪ M−(1−υ)g(R)+1/p−1/q . (6.9)
The proof of Theorem 6.4 is a repetition of arguments given in Theorem 5.5 except that s˜ is
replace by s¯ := ([Jg(R)/R1], . . . , [Jg(R)/Rd ]), so we omit it.
Proof of Theorem 2. The proof of Theorem 2 is similar to that of Theorem 1. Applying (4.5),
(5.11), (5.17), (5.18) and (6.9), we can get the lower estimates of widths. For the upper estimates,
using the same arguments as that of Theorem 1, we know it suffices to prove Theorem 3.6 and
the analogies of Theorems 5.1–5.3. The proof of Theorem 2 is complete. 
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