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Abstract
StatisticalsoftwareVASPCAisdevelopedforvariableselectioninprincipalcompo‐
nentanalysis（PCA).Thoughthissoftwareintendstoincludeavarietyofselection
proceduresproposedbysomeauthors,thisversionperformsvariableselectionproce‐
duresusingtheideaofthemodifiedＰＣＡｐｒｏｐｏｓｅｄｂｙＴａｎａｋａａｎｄＭｏｒｉ９).Ithasfour
typesofprocedure，Backward，Forward，Backward-forwardandForward-backward
inwhichonevariableisremoved/addedateachselectionstepTheirpracticalactions
areillustratedbyapplyingthemtoarealdataset．
lIntroduction
Principalcomponentanalysis（PCA）isastatisticalmethodwhichreducesthe
dimensionalityofthespaceusingappropriatecomponents・Itisstatedthatinmany
applicationsitisdesirablenotonlytoreducethedimensionofspace,ｂｕｔａｌｓｏｔｏｒｅｄｕｃｅ
ｔｈｅｎｕｍｂｅｒｏｆｖａｒｉablesthatareconsideredormeasureｄｉｎｔｈｅｆｕｔｕｒｅＳｕｐｐｏｓｅｗｅ
ｗｉｓｈｔｏａｐｐｌｙＰＣＡｔｏｍａｋｅａｓｍａｌｌ－ｄｉｍｅnsionalratingscalewhichmeasureslatent
traitsFromthevalidityaspect,inordertogatherimportantdimensionswell,allthe
variablesshouldbeincludeｄＯｎｔｈｅｏｔｈｅｒｈａｎｄ,fromtheaspectofpracticalapplica
tion,ｔｈｅｎｕｍｂｅｒｏｆｖａｒｉａｂｌｅｓｓｈｏｕｌｄｂｅａｓｓｍａｌｌａｓｐossibletoavoidwasteoftimeand
resourcesanddifficultinterpretationofcomponentsextractedfromtoomanyvari‐
ablesHenceitisessentialtoreducｅｔｈｅｎｕｍｂｅｒｏｆｖａｒｉａｂｌｅｓａｓｗｅｌｌａｓｐossible
withoutdisturbingtheoriginalfeatures・
TheproblemsofvariableselectionｉｎＰＣＡｈａｖｅｂｅｅｎｓｔｕｄｉｅｄbyJolliffe1)2)3)，
McCabe4),Krzanowski5)6)，RobertandEscoufier7),Mori,TarumiandTanaka8),Tana
kaandMori9)ａｎｄMori,TanakaandTarumilo)amongothersJolliffe，smethods1)2)3）
ａｒｅｂａｓｅｄｏｎｔｈｅｗａｙｔｏｒｅｍａｉｎｔｈｅｖａｒiablesrelatedtoimportantprincipalcompo‐
nents(PCS)ortorejectthoserelatedtounimportantPCsbyobservingtheeigenvalues
andthecoefficientsofthecorrespondingeigenvectorsMcCabe'smethods4）select
variablescontaininginsomesenseasmuchsampleinformationaspossibleKrzanows‐
ｋｉ，smethod5)6）ａｎｄMori，TarumiandTanaka'smethod8）usethecriteriabasedon
ProcrustesAnalysisandtheRV-coefficient,respectively・Theaimoftheirapproaches
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istoselectasubsetofvariablesbasedonordinaryPCsusingtheselectedvariablesin
suchawaythattheyretainasmuchinformationaspossibｌｅｃｏｍｐａｒｉｎｇｗｉｔｈＰＣｓｕｓｉｎｇ
ａｌｌｔｈｅｖariables・Asagainstthesetwostudies，RobertandEscoufier7)，Tanakaand
Mori9)ａｎｄMori，TanakaandTarumi1o)discussedmodifiedPCswhicharecomputed
usingnotonlyaselectedsubsetofvariablesbutalsoinformationofunselected
variablestorepresentallthevariablesRobertandEscoufier7)statedthattheiridea
canbeusedtoselectasubsetofvariables,butnoexamplewasshowntoillustratetheir
approachHowever,TanakaandMori9)ａｎｄMori，TanakaandTarumi1o)focusedon
extractingsuchPCsandalsodiscussedhowtoselectareasonablesubsetofvariables
withsomenumericalexamplesTheycalledthistypeofPCAasthemodifiedPCA(Ｍ・
PCA)todiscriminateitfromtheordinaryPCA
WehaveplanedtodevelopastatisticalsoftwareVASPCA(VAriableSelectionin
PrincipalComponentAnalysis)whichselectsasubsetofvariablesautomaticallyusing
theaboveideasforvariableselectionInthepresentpaperweshowthefirstversion
ofthissoftwareinwhichselectionproceduresusinｇｔｈｅｉｄｅａｏｆＭＰＣＡｈａｖｅｂｅｅｎ
ｐｒｏｇｒａｍｍedThegeneralformulationofMPCAwillbeshownbri6flyinthenext
sectionFourstepwiseselectionproceduresandtheirpracticalactionsinapplying
themtoarealdatasetwillbeindicatedinsection3and4，respectively・Concluding
remarkswillbesummarizedinthefinalsection．
２ModifiedPCA
SupposewehaveobtainedadatamatrixYwhichconsistsof〃observationsandP
variables・Ifanoriginaldatasethasqualitativevariables，Ydenotesitsquantified
matrixobtainedbyappropriatequantification・ＩｎＭＰＣＡｔｈｉｓＹｉｓｒｅｐｒｅｓｅｎｔｅｄｂｙγ
ＰＣｓａｓｗｅｌｌａｓｐｏｓｓｉｂｌｅ，whereγispreassignedandthePCsarelinearcombinations
ofasubsetofvariablesofY､ＴｏｄｅｒｉｖｅｓｕｃｈＰＣｓ,asdiscussedbyTanakaandMori9)，
PCAofinstrumentalvariablesproposedbyRao11)isutilizedbyassigningthesubsetof
variablesasinstrumentalvariables､Theformulationisasfollows・
ＷｅｗｉｓｈｔｏｍａｋｅγlinearcombinationsZ＝YiAwhichreproducetheoriginalP
variablesaswellaspossible,ｗｈｅｒｅＹＩｉｓａｓｕｂｓｅｔｏｆＹｗｉｔｈ９（１＜９＜Ｐ)variables
andAisa9×γ(１＜γ＜９)coefficientmatrixforthe9variablesHereA＝（α,,…，
αγ)isdeterminedinsuchawaythat〃canbepredictedaswellaspossiblebymeans
oflinearfunctionsofz・ThusthepredictiveefficiencyismａｘｉｍｉｚｅｄｆｏｒＺ/byusinga
linearpredictorintermsｏｆｚ、
Letth…r……MY-(Ｍ)beS-(三|:;:)TheresMcov…cematrixofUaftersubtractingthebestlinearpredictorisexpressedas
S花s＝Ｓ－ＳｌＡ(Ａ'SuA)-1Ａ'S,＝Ｓ－ＳＲｅｇ，
whereS,＝(S,,,Ｓｌ２).ＴｈｅｎtheproblembecomestomaximizeS…Ifitisformulated
asthemaximizationproblemof/γ(SReg）amongotherpossibilities，ageneralized
eigenvalueproblem
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[(S1f＋S12S2,)一入S,,)]α＝0 (1)
isobtainedLetthe9eigenvaluesof(1)beorderedfromthelargesttothesmallestas
入,,入2,…,A9andtheassociatedeigenvectorｓｂｅｄｅｎｏｔｅｄｂｙａ１,α2,…,α9.Then,thesolution
isexpressedasA＝(α,,…仏）andthemaximizedvalueofthecriterionノバS"eg）iｓ
ｇｉｖｅｎｂｙ
７
ｒｎａｘ／γ(SReg)＝ヨハガ （２）
ｉ＝l
ortheproportionoftheoriginalvariationsexplainedbytheγＰＣｓｉｓｇｉｖｅｎｂｙ
７
Ｐ＝ヱノ(仇(S)．（３）
ｉ＝ｌ
ＨｅｒｅｗｅｕｓｅｔｈｉｓＰａｓａｃｒｉｔｅｒｉｏｎｆｏｒmaxinIizationsinceitiseasytointerpret・
Ｗｈｅｎｗｅａｐｐｌｙｔｈｅａｂｏｖｅｍｅｔｈｏｄｔｏｓｔａndardizeddataratherthanrawdata，ｔｈａｔ
is,thecovariancematricesintheaboveformulationarereplacedbythecorresponding
correlationmatrices,theproportionPindicatestheaveragesquaredmultiplecorrela‐
tionbetweeneachoftheoriginalvariablesandtheγＰＣＳ．
SVariableSelectionProceduresinＭｏｄｉｆｉｅｄＰＣＡ
Ｓｕｐｐｏｓｅｗｅｗａｎｔｔｏｏｂｔａinthebestsubsetofvariablesconsistingof9variables・Ｉｎ
ｔｈｅｍｅａｎｉｎｇｏｆＭＰＣＡｗｅｃａｎｆｉｎｄｔｈｅbestsubsetbysearchingforonewhichhasthe
largestPvalueamongallpossiblesubsetsofsize9、ItprovidesthebestPCswhich
representallthevariablesverywell・ＴｈｏｕｇｈｉｔｉｓｔｈｅｂｅｓｔｗａｙｔｏｃｏｍｐｕｔｅＰforall
thepossiblesubsets,itisusuallyimpracticalduetohighcomputingcosLTherefore,as
practicalstrategiesweproposethefollowingtwo-stageproceduresofvariableselec
tion,Backwardelimination,Forwardselection,Ｂａckward-forwardstepwiseselection
andForward-backwardstepwiseselectionTheseproceduresaretoremｏｖｅｏｒａｄｄ
ｏｎｌｙｏｎｅｖａｒｉａｂｌｅａｔｅａｃｈｓelectionstep,ｂｕｔｉｔｈａｓｂｅｅｎｍａｄｅｃｌｅａｒｂｙＭｏｒｉ,Tarumi
andTanaka12)ｔｈａｔＰｖａｌｕｅｂａｓｅｄｏｎｔｈｅｓｕｂｓｅｔｏｆｖａriablesselectedbytheseproce
duresarenotdiffereｎｔｓｏｍｕｃｈｆｒｏｍｔｈｅｌａｒｇｅｓｔＰｗｈｉｃｈｉｓprovidedusingthebest
subsetofvariablesamongallpossiblecombinations・
Backwardelimination
SjZzgUAｊｏｊｊｍ／加eﾛﾉｰｯαγjbz肱smge
A-lAssign9variablestosubseｔＹｉ,usually9:＝Ｐ・
A-2Solvetheeigenvalueproblem(EVP)(1)．
A-3LookingcarefullyattheeigenvaluesandtheproportionsP，determinethe
numberγｏｆＰＣｓｔｏｂｅｕｓｅｄ
Ａ－４ＳｐｅｃｉｆｙｋｅｒｎｅｌｖariableswhicharealwaysinYi，ｉｆnecessary・Ｔｈｅｎｕｍｂｅｒｏｆ
ｔｈｅｍｉｓｌｅｓｓｔｈａｎ９・
ＳｍｇｅＢＪﾉﾋzγ、此ｓｅ/bctね〃sZZzg℃（6acADz(ﾉαγu/）
B-lRemovingoneofthe9variablesiｎＹｉ,makeatemporarysubsetofsize9-1，
andobtaintheproportionPbysolvinｇｔｈｅＥＶＰ(1)．Repeatthisforeach
variableinYi,thenobtain9PsFindthebestsubsetｏｆｓｉｚｅ９－１ｗｈｉｃｈｐｒｏｖｉｄｅｓ
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ｔｈｅｌａｒｇｅｓｔＰａｍｏｎｇｔｈｅ９Ｐｓａｎｄｒｅｍｏｖethecorrespondingvariablefromthe
presentsubsetofYiPut9:＝ｑ－ｌ
Ｂ－２１ｆｂｏｔｈＰａｎｄ９ａｒelargerthanpreassignedvalues,ｇｏｂａｃｋｔｏＢ－１０ｔｈｅｒｗｉｓｅ
ｓｔＯｐ
Ｂａｃｋｗａrd-forwardstepwiseselection
SmgｅＡ､ﾙｶﾞﾉヵﾉ／XｿreQl-〃αγ、此ｓｍｇＵ
Ａ－１ｔｏ４ＳａｍｅａｓＡ－１ｔｏ４ｉｎＢａｃkwardelimination
SmgUB、VMtz6にｓルc/jMsjZzg巳（6αc伽αγＷＭ(ﾉαγU/）
Ｂ－ｌＰｕｔｊ：＝l
B-2Removingoneofthe9variableｓｉｎＹｉ,makeatemporarysubsetofsize9-1，
andobtaintheproportionPbysolvinｇｔｈｅＥＶＰ(1)．Repeatthisforeach
variableinYi,ｔｈｅｎobtain9PsFindthebestsubsetofsize9-lwhichprovides
thelargestP(denotedbyB)ａｍｏｎｇｔｈｅ９Ｐｓａｎｄｒｅｍｏｖｅｔｈｅｃｏｒｒｅｓｐonding
variablefromthepresentsuｂｓｅｔｏｆＹｉＰｕｔ９:＝９－１．
Ｂ－３１ｆｂｏｔｈＰａｎｄ９ａｒｅｌａｒｇｅｒｔｈａｎｐｒｅassignedvalues,ｇｏｔＯＢ－４・Otherwisestop
B-4Removingoneofthe9variablesinYi,makeatemporarysubsetofsize9-l，
andobtaintheproportionPbysolvinｇｔｈｅＥＶＰ(1)．Repeatthisforeach
variableinYi,ｔｈｅｎobtainqPsFindthebestsubsetofsize9-1whichprovides
thelargestP(denotedbyB+,)amongthe9Psandremovethecorresponding
variablefromthepresentsuｂｓｅｔｏｆＹｉＰｕｔ９:＝９－１．
Ｂ－５ＡｄｄｉｎｇｏｎｅｏｆｔｈｅＰ－９ｖａｒｉａｂｌｅｉｎＹ２ｔｏＹｉ，makeatemporarysubsetofsize
９＋landobtaintheproportionPbysolｖｉｎｇｔｈｅＥＶＰ(1)Repeatthisforeach
variableinZexceptforthevariableremovedinB-4,ｔｈｅｎｏｂｔａｉｎＰ－９－１Ｐｓ・
Findthebestsubsetofsize9＋１whichprovidesthelargestP(denotedbyPl…）
ａｍｏｎｇｔｈｅＰ－９－１Ｐｓ
Ｂ－６１ｆＰｌ＜Hemp,addthevariablefoundinB-5toYi,ｐｕｔＰｌ:＝Ｐｔ…’９:＝９＋１ａｎｄ
/:＝ノー１，ａｎｄｇｏｂａｃｋｔｏＢ－５・Otherwiseputノ:＝/＋１ａｎｄｇｏｂａｃｋｔｏＢ－４
Ｆｏｒｗａｒｄｓｅｌｅｃｔｉｏｎ
ＳｍｇｅＡ､’'０ﾉﾉ、/加eQ/-"αγ、6/ｂｓｍｇＣ
Ａ－１ｔｏ３ＳａｍｅａｓＡ－１ｔｏ３ｉｎＢａｃｋｗardelimination
A-4Here9(９≧γ）isredefinedasthenumberofkernelvariables・Assign9vari‐
ablestosubsetYi・Ifthereisnospecifiedsubseｔｏｆｖａｒｉａｂｌｅｓｔｏｂｅａｓｓｉｇｎｅｄｔｏ
Ｙｉ，putting9:＝γ，the9variableswhichprovidethelargestPamongall
possiblesubsetsofsize9areassigned
SmgeBJﾉﾋzγ肋/ｂｓｅとc的〃ｓ/Zzge(/bγ〃αね/）
B-lAddingoneoftheP-9variablesiｎＹ２ｔｏＹｉ，makeatemporarysubsetofsize
９＋landobtaintheproportionPbysolｖｉｎｇｔｈｅＥＶＰ(1)Repeatthisforeach
variableinZ，ｔｈｅｎｏｂｔａｉｎＰ－９Ｐｓ・Ｆｉｎｄｔｈｅｂｅｓｔｓｕｂｓｅｔｏｆｓｉｚｅ９＋１which
providesthelargestPamongtｈｅＰ－９Ｐｓａｎｄａｄｄｔｈｅｃｏｒｒｅｓｐｏｎｄｉｎｇｖariable
tothepresentsubsetofYLPｕｔ９:＝９＋1．
Ｂ２１ｆｂｏｔｈＰａｎｄ９ａｒｅｓｍａｌｌｅｒｔｈａｎｐｒｅassignedvalues,ｇｏｂａｃｋｔｏＢ－ＬＯｔｈｅｒｗｉｓｅ
ｓｔｏｐ．
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Forward-backwardstepwiseseIectｉｏｎ
Ｓﾉﾋz9℃Ａ・ルノノヵノ胸ea-zﾉαγね肱ｓｍｇｅ
Ａ－１ｔｏ４ＳａｍｅａｓＡ－１ｔｏ４ｉｎＦｏｒｗａｒdselection
S/ZzgUB．Ｖ､γjZz肱ｓ火c肋〃ｓｊＺｚｇＵ(/Ｍ(ﾉαγuMacA?z(ﾉαね/）
Ｂ－１Ｐｕｔｊ:＝Ｌ
Ｂ－２ＡｄｄｉｎｇｏｎｅｏｆｔｈｅＰ－９ｖａｒｉａｂｌｅｓｉｎＺｔｏＹｉ，makeatemporarysubsetofsize
９＋landobtaintheproportionPbysolvｉｎｇｔｈｅＥＶＰ(1)Repeatthisforeach
variableinZ，ｔｈｅｎｏｂｔａｉｎＰ－９Ｐｓ・Ｆｉｎｄｔｈｅｂｅｓｔｓｕｂｓｅｔｏｆｓｉｚｅ９＋lwhich
providesthelargestP(denotedbyB)ａｍｏｎｇｔｈｅＰ－９Ｐｓａｎｄａｄｄｔｈｅｃｏｒｒｅ‐
spondingvariabletothepresentsuｂｓｅｔｏｆＹｉＰｕｔ９：＝９＋Ｌ
Ｂ－３ＩｆｂｏｔｈＰａｎｄ９ａｒｅｓｍａｌｌｅｒｔｈａｎpreassignedvalues,ｇｏｔｏＢ－４・Otherwisestop
B-４Ａ｡dｉｎｇｏｎｅｏｆｔｈｅＰ－９ｖａｒｉａｂｌｅｓｉｎＺｔｏＹｉ，makeatemporarysubsetofsize
９＋landobtaintheproportionPbysolｖｉｎｇｔｈｅＥＶＰ(1)Repeatthisforeach
variableinYh，ｔｈｅｎｏｂｔａｉｎＰ－９ＰｓＦｉｎｄｔｈｅｂｅｓｔｓｕｂｓｅｔｏｆｓｉｚｅ９＋１which
providesthelargestP（denotedbyB+,）ａｍｏｎｇｔｈｅＰ－９Ｐｓａｎｄａｄｄｔｈｅ
ｃｏｒｒｅｓｐｏｎｄｉｎｇvariabletothepresentsubsetofYi、Ｐｕｔ９:＝９＋L
B-5Removingoneofthe9variablesinYLmakeatemporarysubsetofsize9-l
andobtaintheproportionPbysoｌｖｉｎｇｔｈｅＥＶＰ(1)．Repeatthisforeach
variableinYiexceptforthevariableaddedinB-4，ｔｈｅｎｏｂｔａｉｎ９－１ＰｓＦｉｎｄ
ｔｈｅｂｅｓｔｓｕｂｓｅｔｏｆｓｉｚｅ９－１ｗｈｉｃｈｐｒｏｖｉｄｅｓｔｈｅｌａrgestP（denotedbyBemp）
ａｍｏｎｇｔｈｅ９－１ＰＳ
Ｂ－６１ｆＰｉ＜Ｐｔ…,removethevariablefoundinB-5froｍＹｉ,ｐｕｔＰｌ:＝Ｐ…p’９:＝
ｑ－ｌａｎｄｊ:＝ノー１，ａｎｄｇｏｂａｃｋｔｏＢ－５０ｔｈｅｒｗｉｓｅｐｕｔｊ:＝／＋１ａｎｄｇｏｂａｃｋｔｏ
Ｂ－４．
４ＳｔａｔｉｓｔｉｃａｌＳｏｆｔｗａｒｅＶＡＳＰＣＡ
ＳｔａｔｉsticalsoftwareVASPCAhasbeendevelopedinMicrosoftVisualBasicto
performvariableselectioninPCA、Thisversioncanselectareasonablesubsetof
variablesusingtheideaｏｆＭＰＣＡＴｈｅｆｌｏｗｉｓａｓｆｏｌｌｏｗｓ(Fig.１)．
ZノＤａｍｅ"/かα"ロノＰγﾋﾟﾉﾉ〃"α〃α"αlys左
1-1)Ｔｈｅｕｓｅｒｓｏｐｅｎａｄａｔａｆｉｌｅｏｒｉｎｐｕｔｄａtaonaspreadsheet、
1-2）Ｏｎｔｈｅｕｓｅｒｓ，demandVASPCAcancomputebasicstatisticslfthedatahas
qualitativevariablesandtheuserswanttoquantifythembeforeselection
VASPCAcanperformquantificationwiththealternatingleastsquaremethod
（Youngetal13)．AsforMPCAforqualitativedata，ｓｅｅMori，Tanakaand
Tarumi1o)）
三ﾉＦｊ畑ｓｍｇｅ（〃伽/加ed-〃αγｍ此ｓｍｇＵ）
2-1)TheusersselectoneofvariableselectionmethodsHereisonlyModifiedPCA
2-2)Theusersdeterminewhichtypeofmaｔｒｉｘｔｏｂｅｕｓｅｄ,covarianceorcorrelation、
2-3)Ifnecessary,theusersassign9variablestoYi（thatis,Ｐ－９ｏｎｅｓｔｏＹＤ,and
specifykernelvariablesinYi、
2-4)BasedontheaboveconditionsVASPCAsolvestheEVP(1)ｏｆＹ＝（Ｙｉ,ＹＤａｎｄ
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FiglFlowofvariableselectionbasｅｄｏｎＭＰＣＡｉｎＶＡＳＰＣＡ．
indicatestheeigenvalueswiththeirscreegraphLookingattheseoutputsthe
usersspecifythenumberγｏｆＰＣｓｔｏｂｅｕｓｅｄ
列Seco"QMZzg℃（I/izzγｍ肱ｓ地c伽〃ｓ/Zz9℃）
３－１）Theusersselectavariableselectionprocedurefrom“Backward，，,“Backward‐
forward，，，“Forward'，ｏｒ“Forward-backward，，、Thoughtheycanselect“Ａｌｌ
possible，，procedureoptionally,analertmessagetohighcomputationalcostsis
indicatedwhenitisSelected，
3-2)Theusersinputselectionconditions,Ｌｅ.,preassignedvaluesof9andPjustlike
asastoppingcriterion、
3-3)Theusersspecifyoptionson“Basicoutputs，,ａｎｄ“Additionaloutputs"・Ａｓｆｏｒ
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“Basicoutputs''，ＶＡＳＰＣＡｏｕｔｐｕｔｓｔｈｅｎｕｍｂｅｒｏｆｖａｒｉａｂｌｅｓｉｎＹｉ，Ｐvalue，
selectedvariablelabelsandremovedonesasdefault,ａｎｄＰｖａｌｕｅｓｅｘｐｌａｉｎｅｄｂｙ
ａｌｌＰＣｓａｓoption・Ａｓｆｏｒ“Additionaloutputs''，itcanoutputPvalues，
eigenvalues,PCscoresandcorrelationloadingsineverycomputationstep・Ａｌｌ
ｔｈｅｏｕｔｐｕｔｓｃａｎｂｅｓａｖｅｄｉｎａｆｉｌｅ・Theuserscanalsodeterminewhetherthe
reportofselectionprocessisdisplayedornot、
3-4）BasedontheaboveconditionsVASPCAexecutestheselectionprocedureln
computationitreportstheselectionprocessonaformwhen“Reportofselection
process，，ｉｓｓｅｌｅctedin3-3，Satisfyingthestoppingcriteria，ｉｔｄｉｓｐｌａｙｓａｓｕｍ‐
maryofresultsandadditionaloutputs・ＴｈｅｕｓｅｒｓｃａｎｄｒａｗａｎｉｎｄｅｘｐｌｏｔｏｆＰ
（ｏｒＰｂａｓｅｄｏｎａｌｌＰＣｓ）ｉｎｔｈｅｓｕｍｍａｒｙｔａｂｌｅ・Ｏｎｔｈｅｇｒａｐｈ,ｔｈｅｎumberof
variablesinYLPvalues,selectedvariablelabelsandremovedonescanbe
indicatedateverypointinteractivelyLookingattheseoutputs,theusersspecify
thenumberofvariablesandwhichsubsetofvariablesshouldbeused・Ａｆｔｅｒｔｈａｔ
ｔｈｅｕｓｅｒｃａｎｇｏｂａｃｋｔｏ２－１）ｏｒ3-1）andretrytofindareasonablesubsetof
variables
HereweillustratethｅｐｒａｃｔｉｃａｌａｃｔｉｏｎｓｏｆＶＡＳＰＣＡｂｙａｐｐlｙｉｎｇｉｔｔｏｔｈｅｄａta
gatheredforthepurposeofmakingaratingscaletomeasuretheseriousnessofmild
disturbanceofconsciousness(ＭDOC)duetoheadinjuryandotherlesions（Sanoet
aL14)'5)).Thedatasetconsistsof87individualsand25qualitativevariables(testitems，
fourpointsscale）AccordingtothepreviousstudiesM)'5)VASPCAisappliedtoa23
variables-2PCsmodeLAllthefiguresindicaｔｉｎｇａｃｔｉｏｎｓｏｆＶＡＳＰＣＡａｒｅｏｂｔａｉｎｅｄ
fromEnglishversion,butwecanalsouseJapaneseversiｏｎ
Ａｌｌｔｈｅｖａｒｉａｂｌｅｓｏｆｔｈｉｓｄａｔａａｒｅqualitative,thenwequantifiedthembyapplying
`Quantification，ｉｎ“Data'，menubeforeproceedingtothefirststage・
Inthefirststageweselected‘ModifiedPCA，ｉｎ“Method，，ｍｅｎｕ（Fig.２；Ｔｈｅ
F-万壷颪五一￣ ihl睦曾､Q鱗,虹xmi鞠宜IH鼬曠P噸h)jIH鼬ｺﾑｼ:?｣』j遜簿 笏Ｉ
Fig2Dataentryandselectingmetho。(Alltheveriableshavebeenquantified)．
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ＲｅｓｕｌｔｓｏｆｔｈｅｉｎｉｔｉａｌｓｔａｇｅＶＡＳＰＣＡdisplayseigenvalueswiththeirscree
graphobtainedbysolvingEVP(1)withthevariablepattemsetinFig3ａｎｄ
4.Theusersclick‘Execute'buttonafterspecifyingthenumberｏｆＰＣｓ．
Fig.５
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Fig.１１ＡｎｉｎｄｅｘｐｌｏｔｏｆＰｖａｌｕｅＴｈｅｎｕｍｂｅｒｑ，Ｐvalue，selectedvariablelabelsand
unselectedonescanbeindicatedatanypointhighlightedbyusers，mouseinstruction．
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variableshavebeenalreadyquantified).Selecting`correlationmatrix，andassigningno
variablestoYiandtokernels(Fig.３ａｎｄ４),weclickedExecute'buttontoobtainthe
resultsofthefirststage(Fig.５).LookingatFig5andfollowingthepreviousstudied
wespecifiedtwoPCsａｎｄｃｌｉｃｋｅｄａｔ‘Nextstage'button
Inthesecondstaged,weselected`Backward-forward，procedure(Fig.６)andinputted
nospecifiedconditionforstoppingcriteria(Ｆｉｇ７)andoutputs(Fig.８).Thismeansthat
selectionprocedurestartswhenthenumberofvariablesis23andcontinuesuntilit
becomes2・ClickingExecute，button，VASPCAstartedstepwiseselectionａｎｄｄｉｓ‐
playedtheprocessofselection（Fig.９）Whentheselectionwasdone，VASPCA
indicatedasummaryofselection(Fig.10).ＷｅｄｒｅｗａｎｉｎｄｅｘｐｌｏｔｏｆＰａｎｄｏｂｓｅｒｖｅd
Pvaluesatsomepointshighlighteｄｂｙｍｏｕｓｅ(Figll)Basedontheseresultswecan
makethedecisions,ｆｏｒexample,suchthatthellorlOselectedvariaｂｌｅｓｉｎｓｔｅａｄｏｆａｌｌ
ｔｈｅ２３ｏｎｅｓｃａｎｂｅｕｓｅｄｔｏｅｘｔｒａｃｔＰＣｓａｓａｔｗｏ－ｄｉｍｅｎｓｉonalscaleinthefuture
investigationsbecausethelossofinformationisalmostnegligiblebyremovingl2or
l3variablesamong23．
SConcludingRemarks
StatisticalsoftwareVASPCAhasbeendevelopedtoselectareasonablesubsetof
variablesusingavarietyofselectionideasinPCAByprogrammingtheseideasinone
packageitbecomespossibletoapplyvariableselectioninPCAeasilyinthereal
situationlnthepresentpaperselectionproceduresbasedonMPCAareillustrated
withthepracticalactionsandresultswhentheyareappliｅｄｔｏＭＤＯＣｄａｔａ.、
HereweshaUshowsomeconsiderationstoextendthissoftwareasfutureproblems．
(1)SincethisversiondealswithonlyselectionproceduresbasedontheMＰＣＡ,other
selectionmethodsmentionedinsectionlshoulｄｂｅｉｎｃｌｕｄｅｄｉｎＶＡＳＰＣＡ．
(2)Toimproveusefulnessofthesoftware,itisdesirabletoprovidesomeeasyand
visualfunctionsinVASPCAsuchａｓｔｏｃｏｍｐａｒｅＰＣｓｃｏｒｅｓ,correlationloadingsand
otherinformationcomputedusingtheselectedsubsetofvariableswiththoseusing
othersubset・Furthermoreoptionalinstructionsforbeginnersandrichhelpsare
convenient．
(3)Itisnecessarytoproposeastrategytodeterminethereasonablenumbeｒ９ｏｆ
ｖａｒｉａｂｌｅｓｔｏｂｅｕｓｅｄ
(4)Itisalsoimportanttosuggesttotheuserswhichprocedureissuitableforeachof
severalproblemsinthepracticalsituation．
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