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Abstract
A model for the slow dynamics of the supercooled liquid is formulated in terms of the standard
equations of fluctuating nonlinear hydrodynamics (FNH) with the inclusion of an extra diffusive
mode for the collective density fluctuations. If the compressible nature of the liquid is completely
ignored, this diffusive mode sets the longest relaxation times in the supercooled state and smooths
off a possible sharp ergodicity-nonergodicity (ENE) transition predicted in a mode coupling the-
ory. The scenario changes when the complete dynamics is considered with the inclusion of 1/ρ
nonlinearities in the FNH equations, reflecting the compressible nature of the liquid. The latter
primarily determines the extent of slowing down in the supercooled liquid. The presence of slow
diffusive modes in the supercooled liquid do not give rise to very long relaxation times unless the
role of couplings between density and currents in the compressible liquid is negligible.
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I. INTRODUCTION
The Mode coupling theory(MCT) has been developed as a microscopic theory to un-
derstand the slow dynamics of a supercooled liquid. The basic mechanism that increases
the viscosity was first identified [1–3] from kinetic theory of dense fluids. Subsequently
equations of fluctuating nonlinear hydrodynamics (FNH) have been used to derive [4–7]
the MCT. Generally, the defining expressions for these correlation functions are expressed
in terms of space and time dependent transport coefficients. In the FNH formulation of
the MCT, it is assumed that the crystallization process [8, 9] does not interrupt and the
transport coefficients are renormalized due to nonlinearities in the equations of motion for
the slow modes and they are expressed in terms of hydrodynamic correlation functions.
Nonlinear equations for the dynamics of the correlation functions are obtained from such
definitions combined with the self consistent expressions for the transport coefficients. This
gives rise to a feedback mechanism [2] for slow relaxation of correlations [10] in the super-
cooled liquid. As a consequence, the mode coupling theory (in its simplest form) predicts an
ergodicty-nonergodicity (ENE) transition at a critical density nc. The correlation function
φ(q, t) of collective density fluctuations at wave vector q and time separation t is f(q) 6= 0
at the transition.
In Ref. [11] analysis of the fluctuating hydrodynamic equations for the compressible
liquid showed how ergodicity is restored in the long time dynamics. The role of the 1/ρ [12]
nonlinearities in the generalized equation for the momentum fluctuations in the compressible
fluid played the key role in producing the ergodicity restoring mechanism. In a subsequent
work Schimitz, Dufty, and De [13] has also considered a self-consistent mode coupling theory
for supercooled liquids. The analysis presented by these authors demonstrates the absence
of sharp transition to an ideal glassy phase [11] in the model. In both the versions of mode
coupling theories, respectively described in Ref.[11] and Ref. [13], the density correlation
has an asymptotic behavior given by the form [z + iγ(q, z)]−1, where the kernel γ(q, z) can
be expressed self-consistently in terms of hydrodynamic correlation functions giving rise to
a diffusive decay. Subsequent to these works several other phenomenological models [14] for
the structural relaxation in a deeply supercooled glassy liquid [15] were developed. Models
taking into account orientational degrees of freedom [16, 17] has been proposed. From a
qualitative level the breaking of the cage formation in the dense liquid is manifested through
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the couplings of current and density fluctuations. This process influences the dynamics and
in particular mass transport in important ways. Orientational degrees of freedom has been
included in description of the supercooled liquid to describe the process of cage formation
and freezing at a local scale. In some of the works such phenomenological considerations were
used to construct model [18–21] by extending the existing self-consistent formulation of the
MCT. From a general viewpoint the effects of activated events in some of these models are
incorporated in the dynamics by using the concepts from the random first order transition
theory. The dynamic structure factor is modified by localized activated hopping [22] events
termed in some works as instantons. Thus if we denote the density correlation function
which acts like an order parameter in the MCT, as φMCT(q, t), by including the so called
hopping [23] it was modified as
φ(q, t) ≈ φMCTφhopp (1)
It is argued that close to the glass transition temperature, Tg, since the configurational
entropy Sc is diminishing, the activated process slows down leading to an arrest of the
structural relaxation. Beyond the mode coupling transition temperature, Tc, the density
correlation is assumed to decay via the hopping channel. Thus the longitudinal viscosity,
which is otherwise divergent in the idealized MCT, remains finite.
In the present work we propose a model in which instead of making a modification of
standard MCT at the level of correlation function [18, 24], with a diffusive mode, we modify
the equations of FNH with the same, which forms the basis of the MCT. We include an extra
diffusive processes in the collective density fluctuations in addition to the standard MCT. If
the extra diffusive mode is ignored then our model reduces to the standard extended MCT
model. The latter refers to the full mode coupling model in which all the important non-
linearities of the original equations of FNH are present. These nonlinearities include those
which gives rise to an ergodicity-nonergodicity (ENE) transition at the simplest level, as well
as the source of ergodicity restoring mechanism over longer time scales. The assumed diffu-
sive mode is an additional mode in the system. Our analysis demonstrates the importance
of the compressible nature of the liquid in determining the slow dynamics.
This basic model of extended MCT is obtained primarily from the conservation laws
and the dynamics of the corresponding collective modes in the liquid. The Fluctuating
Nonlinear Hydrodynamic model[13] is formulated in terms of two fluctuating variables g and
ρ and without any 1/ρ nonlinearity present in the generalized equation for the momentum
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conservation. This involves simplifying the expression for the kinetic energy term FK of
the driving free energy functional for the system which determines the equilibrium state of
the liquid [25]. Making this change violates the Galilean invariance of the FNH equations.
Since our focus here is primarily on the slow dynamics produced due to dominant density
fluctuations we assume that this is not too important in the present analysis. The FNH
equations studied in the present work are also based on a purely gaussian form of the
driving free energy functional F [ρ, g] like that of Ref. [13] and contains the same density
and current coupling in the continuity equation as in Ref. [13]. In this model of extended
MCT, the ENE transition is smeared off due to this density and current coupling appearing
in the continuity equation. On ignoring this nonlinearity in the continuity equation, we
get the basic MCT model which predicts an ENE transition at a critical density. As noted
above additionally, we include here a diffusive mode as an extra slow process in the dense
supercooled state of the liquid. With this the continuity equation is now modified and
the corresponding current have contributions from the diffusive mode as well as the random
noise. The form of a balance equation for the density variable is maintained. The dissipative
term in the equation of motion for the collective density field ρ(x, t) is linear. If this diffusive
mode and the related noise is ignored then our model reduces to the FNH model of Ref. [13].
The goal of the present analysis is to study how the simultaneous presence of the diffusive
mode and 1/ρ nonlinearities affects the dynamics and determine their relative importance
in producing the slow dynamics.
The paper is organized as follows. In the next section we discuss the construction of the
basic equations of FNH using standard formalisms [26] but adopting a purely gaussian free
energy functional. This is followed in section III by discussion of linearized dynamics and
the noise averaged correlation functions. In the next section VI we construct the renormal-
ized theory taking into account one loop expressions for the self energies renormalizing the
transport coefficients. Section V discusses the numerical solution of the MCT equations and
is followed by discussion section.
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II. MODEL STUDIED
The basic equations of the model for the dynamics of a fluid is obtained using the standard
techniques[26–28] of fluctuating nonlinear hydrodynamics (FNH). The equation of motion
for the coarse grained density ρ(x, t) is a continuity equation with the momentum density
g(x, t) as the current which itself is a conserved property. The current g(x, t) satisfies
the momentum conservation equation. The latter constitutes the generalized Navier-Stokes
equation. We include in the present work an additional dissipative term and a noise in the
continuity equation. The two are related by a standard fluctuation-dissipation relation.
A. Generalized Langevin Equations
We begin with the coarse grained mass density ρ(x, t) and the momentum density gi(x, t)
constitute the set of slow variables for the liquid. In the standard formulation of Fluctuating
nonlinear hydrodynamics these variables satisfy the Langevin dynamics with following the
generalized form[29] for the equation of motion,
∂ψi
∂t
= Vi[ψi]− L
0
ij
δF
δψj
+ θi . (2)
In the above equation and throughout this paper we follow the notation that repeated indices
are summed over. Vi[ψi] is the ”streaming velocity” term representing the reversible part of
the dynamics, and is obtained as
Vi(x) = Qij
δF
δψj
where Qij≡{ψi, ψj} is Poisson bracket between slow variables ψi and ψj . The driving free
energy is a functional of the slow modes in FNH description and is written as a sum of two
parts here,
F [ψ] = FK [ψ] + FU [ψ] . (3)
The kinetic part[30] and the potential part of free energy functional with the variables {ρ, g}
are respectively given by
FK [g] =
∫
dx
[
g2(x)
2ρ0
]
(4)
FU [ρ] =
1
2
∫
dx
∫
dx′ δρ(x)χ−1ρρ (x− x
′)δρ(x′) . (5)
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χ−1ρρ denotes the inverse of the static (equal time) correlation function of density fluctuations
and is related to the static structure factor[31] of the liquid. The above choice of the free
energy functional is of a purely gaussian in both fields ρ and g. The formulation of the
equations of fluctuating nonlinear hydrodynamics (FNH) is standard [11]. We provide here
a few details specific for the present model. With the choice (3)-(5) the streaming energy
term for the FNH equations ( signifying reversible dynamics) for density ρ and momentum
density g are different from the standard results [11]. Nonlinearities appear in the streaming
term Vρ for the density equation, while gallelian invariance term in the corresponding Vgi for
momentum density gi is different. The streaming velocities of ρ and g fields are obtained
as:
Vρ(x) = −∇.
[
g(x)ρ(x)
ρ0
]
(6)
V ig (x) = −ρ(x)∇
i
x
δFU
δρ(x)
−∇j
x
[
gi(x)gj(x)
ρ0
]
−∇i
x
(
g2(x)
2ρ0
)
(7)
The standard form for the free energy[11] is one in which the 1/ρ0 in the expression for
FK is replaced by a 1/ρ term. The corresponding FK gives a continuity equation which
is essential for the microscopic momentum conservation with the current density g. This
choice for FK also produces the proper nonlinear term in the momentum equation needed
for maintaining the Galilean invariance in the FNH equations. The advantage of using the
present form is that the free energy F [g, ρ] remain gaussian. As a result the dissipative
terms in the dynamical equations ( ∼ δF/δψ ) are linear in the hydrodynamic variables.
The time reversal properties of dissipative terms are given by that of the corresponding
transport coefficients,
L0ij(−t) = ǫiǫjL
0
ij(t) . (8)
Here ψi(−t) = ǫiψ(t). Thus the dissipative terms like L
0
gρ are zero. We have L
0
ρρ(−t) = L
0
ρρ(t)
is nonzero. Similarly L0gigj is also survives the time reversal symmetry. In the present model
dissipative terms are present in both the density and momentum equations. As a result,
both equations have respective random noise components as well. These noises in the ρ and
g equations are respectively denoted as f and θ. The random part of the density equation
is expressed in terms of a force vector fR such that f = ∇.fR. The corresponding noise
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correlation functions are given by the standard fluctuation dissipation relations.
〈f iR(x, t) f
j
R(x
′, t′)〉 = 2kBT δij Lρδ(x− x
′) δ(t− t′)
〈θi(x, t) θj(x
′, t′)〉 = 2kBT L
0
ijδ(x− x
′) δ(t− t′)
where we have taken the dissipative coefficient in the density equation as in the equation as
L0ρρ = Lρ∇
2.
Using the Poisson brackets between the slow variables[32] described in the appendix A,
the generalized Langevin equation of motion for ρ having both dissipative and random parts
is obtained as
∂ρ
∂t
+∇.
(
g(x)
ρ
ρ0
)
− γ0∇
2ρ(x) = f , (9)
where γ0 = Lρχ
−1
ρρ . The above equation is written in the form of a continuity equation as
∂ρ
∂t
+∇.g˜ = 0 , (10)
with the generalized current g˜(x, t) obtained as
g˜ = g +
δρ
ρ0
g − γ0∇ρ− fR . (11)
which is different from g(x, t) appearing in the first term on the right hand side. The field
g is such that its dynamics is described by the generalized Langevin equation (2), and the
reversible part of its dynamics being given in terms Poisson brackets for the microscopic
field g. The generalized Langevin equation of motion for g field is given as
∂gi
∂t
+∇j
[
gigj
ρ0
]
+∇i
[
g2i
2ρ0
]
+ ρ∇i
δFU
δρ
+ L˜0ijgj = θi . (12)
In a normal fluid the diffusive mode is absent and the two quantities g and g˜ are the same.
We have defined the matrix of kinematic viscosity coefficients in terms of L˜0ij = L
0
ij/ρ0 and
the nonzero bare transport matrix elements are obtained as
L0ij = −η0[
1
3
∇i∇j + δij∇
2]− ζ0∇i∇j . (13)
ζ0 and η0 respectively denotes the bulk and shear viscosities of the liquid. Equation (12)
does not imply microscopic conservation for the total momentum current g˜ appearing in the
continuity equation.
As a result of using the purely gaussian free energy functional there are several changes
in the equations of motion:
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(a) The convective nonlinearity of the standard form∇j [gigj/ρ] which is essential for Galilean
invariance is now absent from the equation for the momentum density g;
(b) The equations of motion must have the Poission bracket between slow variables un-
changed and the detailed balance condition Qij = −Qji is not compromised.
As a result the continuity equation now contain extra density-momentum nonlinearities.
These additional bi-linearities eliminate the structural arrest predicted by mode coupling
theories with only density-density nonlinearities in the Pressure term [33]. Interestingly, the
form of the cutoff function in this model, responsible for the removal of the sharp transition,
is identical at the one loop order to the same quantity in the analysis presented in Ref. [34].
This holds even when the diffusive mode in collective density fluctuations is ignored. In the
next section we consider the implications of the full nonlinear model with both the diffusive
mode and density current nonlinearities being present.
The issue of the microscopic momentum conservation in the present model is special. The
FNH equations considered here are plausible generalizations of the long time, long length
scale hydrodynamics. The continuity equation is maintained in the present model at the
microscopic level, i.e., with the microscopic definition of density ρˆ in terms of delta functions
we obtain a continuity equation with a corresponding microscopic momentum density gˆ. On
averaging the microscopic continuity equation we obtain a similar equation (10) involving
the coarse grained densities. The coarse grained current is < gˆ(x, t) > ≡g˜(x, t), defined
in the Eqn. (11). Note that the current g(x, t) which satisfies the balance Eqn. (12)
is different from the coarse grained current g˜. With this interpretation, the flux in the
continuity equation for density ρ(x, t), i.e., g˜ does not follow a balance equation and hence
the momentum conservation is not preserved. On the other hand, if we take g as the coarse
grained momentum density current, the continuity equation and Gallelian invariance are
both violated. In systems with microscopic Brownian dynamics for which the mode coupling
models, such as the present one, are often applied, momentum conservation is not satisfied
though not implied in the strict microscopic sense. For the frozen amorphous state, the
momentum fluctuations decay out much faster compared to the density fluctuations. Thus
for the decay of density fluctuations approximations without strict momentum conservation
is assumed. Works of Kawasaki[35, 36] obtaining the Dean-Kawasaki equations[37] using the
so called adiabatic or over-damping approximation of the momentum equation are similar
in this respect. Even in systems with Newtonian dynamics this approximation is applied for
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studying glassy behavior using density as the only relevant collective variable.
B. Correlation and Response functions
We use the standard field theoretic method of Martin-Siggia-Rose (MSR)[38–43] in order
to obtain the perturbative corrections due to the various nonlinearities. The full matrix
G of correlation between the various fields, respectively at two different space time points
(denoted as 1 and 2) includes the correlation functions and the response functions. These
are respectively defined as
Gαβ(12) = 〈ψβ(2)ψα(1)〉 (14)
Gαβˆ(12) = 〈ψˆβ(2)ψα(1)〉 (15)
The Greek letter subscripts refer to the set of physical fields {ψ} ≡ {ρ, g} and their respective
hatted counterparts ψˆ ≡ {ρˆ, gˆ}. The averages are functional integrals over all the fields
weighted by exp[−A] where the action functional A is obtained[11] as
A[ψ, ψˆ] ≡ A0[ψ, ψˆ] +AI [ψ, ψˆ] (16)
using the generalized Langevin equations. A0 and AI denote the gaussian (quadratic in
the fields) and nongaussian parts originating respectively from the linear and nonlinear
parts of the equations of motion for {ρ, g}. Using the equations of motion for the ρ and g
fields we obtain the MSR action functional involving the conjugate fields {ρˆ, gˆ} of the MSR
approach[4] in the following form.
A[ψ, ψˆ] =
∫
d1
[
β−1
{
ρˆ(1)γ0χρρ∇
2ρˆ(1) + gˆi(1)L
0
ij(1)gˆj(1)
}
(17)
+ iρˆ(1)
{(∂ρ(1)
∂t
+∇.g(1)− γ0∇
2ρ(1)
)
+∇.
(
g(1)
δρ(1)
ρ0
)}
+igˆi(1)
{∂gi(1)
∂t
+ ρ(1)∇iχ
−1
ρρ δρ(1) + L˜
0
ijgj(1) +∇j
[
gi(1)gj(1)
ρ0
+ δij
g2j (1)
2ρ0
]}]
≡ A0[ψ, ψˆ] +AI [ψ, ψˆ] (18)
In writing the above form of the action we have used the equation of motion (12) correspond-
ing to the Gaussian form of the driving free energy functional (5). The inverse of zeroth
order matrix G0αβ corresponding to the gaussian part A0 of the above action functional
(17) is given in table I.
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C. Fluctuation-Dissipation Relations
The transformations which keep the MSR action invariant are written in terms of the
field ψi as
ψi(x,−t) → ǫiψi(x, t) (19)
ψˆi(x,−t) → −ǫi
[
ψˆi(x, t)− iβ
δF
δψi(x, t)
]
, (20)
For example, we use the above transformation to obtain the FDT’s. Using the transformation
for the ρ field
ρ(x,−t) → ρ(x, t) (21)
ρˆ(x,−t) → −
[
ρˆ(x, t)− iβ
δF
δρ(x, t)
]
. (22)
Using these time reversal invariance properties[11, 44] of the action A, a set of fluctuation-
dissipation relations (FDR) linking the correlation and response functions is obtained.
Ggjβ(q, ω) = −2β
−1ρ0Im[Ggˆjβ(q, ω)] (23)
Gρβ(q, ω) = −2β
−1χρρIm[Gρˆβ(q, ω)] , (24)
where β is an un-hatted variable. This model have a complete set of FDR linearly relating
correlation and response functions. This is a consequence of having gaussian free energy
functional [44–46]. To summarize, using the time translational invariance properties of the
action (17), the fluctuation dissipation relation between correlation and response functions
involving the field ψˆ and ϕ are obtained in the form :
Gζψϕ(q, ω) = −2β
−1ImGψˆϕ(q, ω), (25)
where ζψ is expressed as a functional derivative of the free energy functional with the field
ψ:
ζψ(x) =
δF
δψ(x)
. (26)
In the present case since F is quadratic in the fields {ρ, g}, the function ζ is linear in the
fields. Hence the resulting FDT’s are therefore linear[47].
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D. Renormalized Dynamics
In this section we discuss how the nonlinearities in the FNH equations renormalize the
dynamics using standard field theoretic techniques. The role of the nonlinearities in the
dynamics is expressed in terms of the self energy matrix Σ defined through the Dyson
equation
G−1(1, 2) = G−10 (1, 2)− Σ(1, 2), (27)
where G−10 and G
−1 respectively denote the inverse of the correlation matrices obtained with
gaussian action A0 and full action A. The key quantity which determined the renormaliza-
tion of the correlation function matrix from G0 to G, is the self energy matrix Σ.
In the Appendix A we give a brief description of the structure of the Green’s function
matrix in this problem. We demonstrate that by inverting the matrix G−1, the correlation
functions of collective modes are obtained in a form which is real by construction and in-
volves the response type correlations between hatted and un-hatted fields. The renormalized
correlation and response functions are now expressed in terms of renormalized transport co-
efficients as shown in Eqn. (A6). The renormalization of the transport coefficients in the
model due to the nonlinearities in the equations of motion for the collective modes is a key
ingredient in the present analysis. We briefly outline the details of obtaining the expressions
for correlation functions (A2) and response functions (A4) using the MSR formalism in the
Appendix A. The renormalizability is demonstrated here in the hydrodynamic limit. To
understand this we need to analyze the nature of the renormalized theory in the present
case. We note the following points specific to the present model and essential for further
analysis.
(i) The FDR relations between the correlation (Gψψ) and response functions (Gψψˆ) of the
MSR theory presented here are linear.
(ii) The Dyson equation (27) links inverse of G and G0. Effects of nonlinearities are ac-
counted for through the self energy matrix Σ. The elements of the zeroth order Green’s
functions G−10 involve only the bare transport coefficients. The corresponding full G
for the nonlinear dynamics involve the respective renormalized transport coefficients.
(iii) The matrices G−10 and G
−1 both have correlation (ψψ) and response (ψψˆ) elements
which are expressed in terms of transport coefficients. ForG−10 it is only bare transport
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quantities. For G−1, the corresponding self energy elements appearing respectively in
its correlation and response elements must be linked to each other ensure that the
renormalized transport coefficients are unique. However the full G−1 matrix is not
simply obtained from the G−10 with bare quantities being replaced by renormalized
transport coefficients. Some of the elements of Σ are nonzero though the correspond-
ing element for G−10 matrix are zero. Thus for the full theory, a linear FDR between
the elements ofG does not translate in to a similar relation between the corresponding
elements of Σ. Similar relations we have established here hold only in the hydrody-
namic limit.
III. DYNAMICS OF CORRELATION FUNCTIONS
Using the linear FDR relactions (23)-(24) we obtain that the Laplace transformation of
three correlation functions are
Dψρρ(q, z) = z + iq
2L(q, z) (28)
Dψgg(q, z) = z + iq
2γ(q, z) (29)
Dψρg(q, z) = −iqc (30)
where the denominator D has been defined in Eqn. (A5) in the Appendix A. From the above
relations we obtain the density correlation function as,
1− zψρρ
ψρρ
+
q2c2
z + iq2L(q, z)
= iq2γ(q, z) . (31)
The term γ appearing on the right hand side of the above equation is the sum of the
contributions from the self energy γρˆρ and the bare diffusion process γ0 introduced here.
The self energy contribution arises from the bilinear couplings of density and momentum in
the continuity equation (10). In absence of this coupling, the self energy with γρˆρ is zero.
If both the bare diffusion and density-current couplings are absent, the continuity equation
has the flux g and we obtain the standard form of the density correlation function.
ψρρ(q, z) =
z + iq2L(q, z)
z[z + iq2L(q, z)]− q2c2
ψρg(q, z) =
−iqc
z + iq2L(q, z)
ψρρ(q, z) (32)
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By doing an inverse Laplace transform of the Eqns. (28)-(30), a set of integro-differential
equations for the time evolution of the correlation functions {ψρρ(q, t), ψρg(q, t), ψgg(q, t)}
are obtained. A fully wave vector dependent solution of the problem is very involved. We
focus here on the basic features of the mode coupling dynamics, suppressing all wave vector
dependence. In the schematic form of the model, wave vector dependence of the correlation
functions are dropped obtaining the following set of coupled equations for the time dependent
correlation functions:
ψ¨ρρ(t) + κ
2
[
ψρρ(t) + γ(t) +
∫ t
0
dτ [L(t− τ) + γ(t− τ)] ψ˙ρρ(τ)
+ κ2
∫ t
0
dτγ(t− τ)
∫ τ
0
dτ ′
[
L(τ − τ ′)ψρρ(τ
′)
]]
= 0 (33)
ψ˙gg(t) = ψ˙ρρ(t)− κ
2
∫ t
0
dτ [L(t− τ)ψgg(τ)− γ(t− τ)ψρρ(τ)]
ψ˙ρg(t) = −κ ψρρ(t)− κ
2
∫ t
0
dτL(t− τ)ψρg(τ) . (34)
In the above equation we have denoted the wave vector q scaled with an upper cutoff Λ
as κ = q/Λ. Time has been rescaled in units of L˜0/c
2 involving the bare (kinematic)
longitudinal viscosity L˜0 = L0/ρ0. Hence frequency is scaled in units of c
2/L˜0. We also
take the dimensionless quantity (ΛL˜0/c) = 1. Assuming wave vector independent structure
function χ (say), the mode coupling integrals are expressed in terms of the dimensionless
coupling constant λ = Λ3/(6π2c2βρ0). In the schematic model all wave vector dependence of
the theory is incorporated through the parameter λ. To properly account for the structural
effect, this dependence should be replaced by that of the static (equal time) correlation
functions. The latter depend on the thermodynamic parameters for the liquid state. The
renormalized memory functions are obtained as a sum of the bare and mode coupling parts,
L(t) = δ(t) + Lmc(t) (35)
γ(t) = ∆0δ(t) + γ
mc(t) , (36)
where the constant ∆0 is proportional to the diffusion constant γ0 corresponding to the slow
mode introduced in the continuity equation. In terms of the bare longitudinal viscosity L˜0
of the liquid we define
∆0 =
γ0
L˜0
(37)
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Lmc(t) and γmc(t) are both nonlinear functional of ψρρ(t), ψρg(t), and ψgg(t). At one loop
level we obtain these quantities from a diagrammatic calculation of the memory functions,
dropping all wave vector dependence. The corresponding one loop diagrams for the self
energies γgˆgˆ and γρˆρˆ respectively representing the renormalization of the viscosity and the
ergodicity restoring mechanisms, are shown in Fig. 1-2. The memory functions Lmc and
γmc are respectively obtained as
Lmc(t) = λψ2ρρ(t) (38)
γmc(t) =
λ
3
[
ψρρ(t)ψgg(t) + ψρg(t)ψgρ(t)
]
. (39)
The definitions (38)-(39) form a closed set of nonlinear equations (33)-(34) for the correlation
function. If we set the extra diffusive mode of γ0 to be zero then this model is same as what
was proposed in Ref. [13]. We refer this as SDD model and the corresponding γmc as γSDD.
γ(t) = γmc(t) = γSDD . (40)
In the following we also consider the case in which we obtain γmc to leading order in λ or
the density-momentum nonlinearity of the continuity equation. In this approach, we replace
the correlation function ψρg and ψgg in terms of derivatives of density correlation function
ψρρ at lowest order in the perturbation theory ( in terms of the gδρ coupling). This will
be the one loop approximation for the function γmc(t). In presence of the intrinsic diffusive
mode ∆0 the γ denoted as γDM .
γmc(t)≡ = γDM = 2λ
[
ψ˙2ρρ(t)−
2∆0
3
ψ˙ρρ(t)ψ(t)−
∆20
5
ψ2ρρ(t)
]
≡γDM . (41)
ψ˙ρρ(t) above refers to derivative with respect to time and so on. The decay of the correlation
functions with both γDM and γSDD will be presented in the following section.
IV. NUMERICAL RESULTS
In order to analyze the implications on the ENE transition we focus on the above integro
differential equation (33)-(34). Numerical solution of the above set of schematic equations
for the correlation function provides insight in to the nature of the dynamics under various
circumstances. In the extended mode coupling model considered here there are clearly two
mechanisms competing with each other in eliminating the sharp ENE transition. These are
13
A. The bilinear couplings of density and current ( gδρ) in the compressible liquid present in
the continuity equation similar to Ref. [13]. This is represented by the ∇ · [(g/ρ)δρ] term
in the continuity equation (10).
B. The presence of the slow mode with diffusion constant γ0 for density fluctuations.
If we remove both processes A and B, by ignoring the density momentum coupling int the
continuity equation and setting γ0 = 0, then the model is the simple MCT model [1] with
an ideal transition. In Fig. 3 the results for the density correlation function ψρρ(t) for
this simple case is shown for different values of the parameter λ. The liquid undergoes an
ideal ENE transition at the point λ = λc = 4 in the model. With increasing λ the density
correlation function relaxes slower and eventually freezes at a nonzero value beyond λ = 4.
A. Dynamics of SDD Model
To consider the extended model without the ENE transition we first take the case in
which process A is included while the diffusive process of B is absent. With this choice
(∆0 = 0) the present model becomes identical to what was earlier considered in Ref. [13]. It
is well known[13, 34] that the inclusion of bilinear couplings in the density and momentum
in the continuity equation produce the cut off mechanism responsible for the restoration
of the ergodicity in this model. The corresponding cut off function γmc(t) is now obtained
either in the form γSDD or γDM stated above. The mode coupling effects are considered
in the expressions (40) and (41) at the one loop level. In both cases due to contributions
coming from the density and current couplings, ergodicity is restored in the final decay of
the correlation function. In terms of the density dependent parameter λ we obtain the decay
of the correlation functions. In Fig 4-6, we show the density correlations respectively for
the parameter values λ = 4, 6, and 8. In each of these figures, we display the correlation
functions obtained corresponding to different choices for the cut off function γmc : set equal
to a) zero (dotted), b) γSDD (solid), and c) γDM (dashed).
Another approach to understanding slow dynamics involves assuming that the ergodicity
restoring mechanisms are effective beyond an initial time. The idea is to introduce a lower
cutoff time t0 from when the cutoff process is assumed to become effective [48, 49]. The
role of t0 on the dynamics of the density correlation function is explored in Fig. 7. The
main figure shows the results for ψρρ(t) vs. t with γ
mc≡γSDD for three different choices of
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t0 = 0, 1, and 2. With γ
mc being determined from γDM the effect of t0 is less on the long
time dynamics of ψρρ(t) as shown in the Inset of Fig. 7. The corresponding cutoff functions
γSDD(t) and γDM(t) are displayed in Fig. 8.
B. Inclusion of a diffusive mode
Next, we consider the case in which the process A is excluded but the diffusive mode of B
is present. This means that the bilinear density and momentum coupling in the continuity
equation is ignored but the extra diffusive mode is included in the theory taking γ0 nonzero.
The result of this model is shown in Fig. 9. We plot density correlation function ψρρ vs. t
for different choices of the relative bare diffusion coefficients ∆0 (defined in Eqn. (37). With
increase of ∆0, the density correlation function decays faster. The value of λ used in this
figure is kept constant at λc = 4.
Finally we take the case in which both processes A and B are included. Our primary
observation here is that the scenario of producing extremely slow dynamics due to an extra
diffusive mode ∆0 (or equivalently γ0) for the collective density becomes ineffective when
we take in to account all the relevant nonlinearities present in the FNH equations. Here
roles of a) the bilinear coupling of g-δρ in the continuity equation (10), and b) the pressure
nonlinearity of density fluctuations in Eqn. (12) are taken in to account in the theoretical
analysis. It is well known that b), the pressure non linearities give rise to the ENE transition
of the MCT. The time evolution of density correlation function in this case is shown Fig. 10.
The results shown here correspond to different values of the diffusion constant ∆0 while the
density dependent parameter λ is kept fixed at λ = 4. On comparing Fig. 10 with Fig. 9,
it is clear that in presence of gδρ coupling in the continuity equation, the diffusive mode γ0
doesn’t influence final time scales of density correlation function much. The corresponding
cutoff function γmc with the time is shown for different ∆0 in Fig. 11. With increasing
∆0, for larger diffusion constants for the extra decay mode for the density fluctuations, the
cutoff of the ENE transition becomes larger. As a result of this the correlation function
decays faster on increasing ∆0. The relaxation times τα corresponding to the final decay of
the density correlation function for different ∆0 values are shown in Fig. 12. The nature of
dependence of τα on ∆0 also agreed with the argument that the role of diffusion coefficient
on slow dynamics process is very feeble.
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We consider here also the situation in which diffusion coefficient γ0 for the extra decay
mode of density is dependent on the parameter λ, i.e., on the thermodynamic state of the
liquid. γ0 or ∆0 is chosen the form of ∆0
∆0(λ) = .01 exp(−(.01)λ) (42)
We present here the numerical results with ∆0 taken as a function of λ. Fig. 13 shows
the behavior of density correlation function with time for different values of λ = 4, 5 and 6.
Solid lines. The dashed line in each case respectively represent the corresponding correlation
function obtained by solving Eqn. (33) with ∆0 = 0 in Eqn. (41). Similar to Fig. 11, we
plot in Fig. 14 the dependence of the cutoff functions γmc on the parameter λ for both of
the above two cases. Solid and dashed lines show the results for ∆0 being given by Eqn.
(42) and set to zero respectively . The correlation function relaxes slower with increasing
λ. The variation of relaxation time τα with the respective λ are shown in Fig. 15 for the
respective cases.
V. DISCUSSION
The slow dynamics of a deeply supercooled liquid has been studied in the past by various
authors with models of generalized hydrodynamics. These models, formulated in terms
coupling of slow modes in a dense liquid, are generally termed as mode coupling theory
(MCT). They can be broadly divided in the following three groups.
A. The simple MCT in which an ideal ergodicity to non-ergodicity (ENE) transition is
predicted. The origin of the ENE transition in basic MCT is the nonlinear coupling of
density fluctuations in the pressure term of the generalized Navier-Stokes equation (12). In
a simple schematic form of this model, beyond a critical value of the density dependent
parameter λ ≥ λc, the liquid undergoes a transition from the ergodic to non-ergodic state.
The long time limit of the density correlation function ψρρ(t) is an order parameter for this
ENE transition and jumps to a nonzero value beyond the transition [50, 51]. This model, in
various forms have been studied extensively in the literature for explaining data on glassy
dynamics [23], in particular at the initial stage of supercooling near melting point.
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B. Models [11, 13, 52] which takes in to account wider set of nonlinear couplings of standard
hydrodynamic modes like density and currents. These nonlinearities follow from plausible
generalizations of equations of hydrodynamics to short length scales. In these models the
sharp ENE transition referred to in type A models is smoothed off due to mechanisms
which go beyond the simple MCT. It is generally agreed that the transition of simple MCT
is cut off due to such extended MCT models. It is the initial stage of viscous slow down in
which types of model A are more relevant. It is also known[53] that in its present form, the
fully self consistent models of type B do not make the cutoff mechanism weak enough to
cause large increase of time scales as seen in glassy relaxation data.
C. Extension of the simple MCT with presence of extra slow modes which are introduced
from phenomenological considerations [12, 18, 19, 24]. The time scale of the structural
relaxation in the supercooled state is linked to that of the extra slow mode which assumed
to be long. Thus development of long time scales in a supercooled liquid in these models is
more built in to the formulation than spontaneously coming out of the model. Both models
B and C has the similarity that they reduce to model A of simple MCT when the extra
couplings among hydrodynamic modes or the presence of extra slow modes are respectively
ignored.
With the above background, understanding the basic mechanism of drastic slow down in
structural glasses starting from the liquid side has remained a challenge. In the present work
we extend the mathematical analysis of type B Models to combine with it the models of types
C. First, as a test, we ignore the extra nonlinearities of type B models and consider only the
pressure nonlinearity of simple MCT together with an extra slow model like that of type C
models. The presence of slow diffusive process removes the ENE transition and effectively
determines the final decay in the supercooled liquid as expected. The density correlation
ψρρ(t) decays to zero. From the Fig.3 it is clear that this decay occurs increasingly slowly
with decreasing γ0. Second, we study the case in which the extra diffusive process is ignored
i.e., γ0 = 0. Now the results of Ref. [13] model are reproduced from our model. The present
work therefore also offers a detailed mathematical deduction of models of Ref. [13]. Finally,
we study the combined model of B and C. Our main finding is that in this case the decay
of the density correlation is not critically controlled by the presence of the slow diffusive
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mode. It is the density current nonlinearities in the equations of generalized hydrodynamics
which produce the dominant effect on the final decay process. The latter is determined self
consistently in terms of the correlation functions and their time derivatives [54]. We ignore
transverse momentum correlations contribution to the cut off functions for simplicity and
assume that they decay much faster. The dynamics is generally slower with the γDM as
compared to that with γSDD. In both case however we note that, (for the schematic cases
with all wave vector dependence dropped) the ergodicity-restoring term completely wash
out the slow dynamics. This means that the latter is not small enough to entail very slow
dynamics.
The simple MCT predicts a ENE transition and in the so called extended MCT, the
role of the nonlinearities going beyond simple coupling of density fluctuations smooths off
the dynamic transition. The key factor for producing very slow dynamics lies in how the
ergodicity restoring mechanism due to the the current-density couplings (1/ρ nonlinearity in
Eqn. (10) for g) are getting suppressed. From a physical point of view, in the supercooled
state the effects of currents density couplings should change in a manner so as to enhance
the cage effect in the dense liquid. Whatever we call this process, be it hopping or 1/ρ
nonlinearities, it is indeed true that the effect of this cutoff mechanism must be reduced to
explain structural arrest from the liquid side within MCT. The present work in fact puts
a constraint of similar nature on the phenomenological models that have been proposed in
recent literature to serve this. Going beyond MCT, various scenarios have been proposed
in this respect, including spontaneous breakdown of ergodicity [55] and Random first order
transition [56] to explain this structural arrest along the lines of Adam and Gibbs classic
papers. However coming from the liquid side, using a microscopic approach like MCT, this
still remains an open problem.
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ρ gj ρˆ gˆj
ρ 0 0 −ω + iγ0q
2 qjc
2
0
gi 0 0 qj −ωδij + iL˜
0
ij
ρˆ ω + iγ0q
2 −qj 2β
−1γ0q
2χρρ 0
gˆi −qic
2
0 ωδij + iL˜
0
ij 0 2β
−1L0ij
TABLE I: The inverse of zeroth-order matrix G0αβ
ρ gj
ρˆ ω + iq2γ −qj(1 + γρˆgj)
gˆi −qi c
2 ωδij + iLij
TABLE II: Elements of matrix [G−1]αˆβ defined in terms of the matrix R.
ρˆ gˆj
ρˆ 2β−1γ0q
2χρρ −Σρˆρˆ −Σρˆgˆj
gˆi −Σgˆiρˆ 2β
−1L0ij −Σgˆigˆj
TABLE III: Elements of matrix C
αˆβˆ
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Appendix A: Renormalization
The key quantity which determined the renormalization of the correlation function matrix
from G0 to G, is the self energy matrix Σ. This is expressed in the Dyson equation (27).
There are primarily two types of elements Σψψˆ and Σψˆψˆ respectively referred to as response
and correlation type matrix elements. Let us first consider the Dyson equation for the case
in which both indices in the matrix Eqn. (27) correspond to the un-hatted fields. In this
case, we have for the two respective terms on the right hand side,
(a) [G0
−1]αβ = 0 which follows from the action (17) obtained in the MSR field theory.
(b) Σαβ = 0 which follows from causal nature of the response functions in MSR field
theory.
We therefore obtain that the elements of the G−1 matrix corresponding to the un-hatted
fields, [G−1]αβ = 0. The inverse of the green function matrix G is obtained in the following
block diagonal form
G−1 =

© R†
R C

 (A1)
The renormalized for of the matrix R and C are obtained in terms of the elements of the
self energy matrix Σ introduced in the Dyson equation (27). Here the symbol R† denotes
the hermitian conjugate of R. By taking out the leading order wave number dependence of
the respective correlation and response self energies, we define the various elements of γψψˆ
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where ψ∈{ρ, g}. The renormalized elements of the matrix R and C are respectively listed
in table II and III . The above matrix elements for G−1 are obtained from renormalizing the
corresponding zeroth order contributions in G−10 with the appropriate self energies. The c,
γ and L respectively denote the renormalized quantities for the sound speed c0, the diffusion
constant γ0, and the longitudinal viscosity L˜
0
ij .
c2(q, ω) = c20 + γgˆρ(q, ω)
γ(q, ω) = γ0 + iγρˆρ(q, ω)
Lij(q, ω) = L˜
0
ij + iΣgˆigj(q, ω) .
The contribution to γρˆg is taken at the lowest order O(q
2). Inverting the matrix G−1 having
the above structure (A1), we obtain for the correlation functions of the physical, un-hatted
field variables
Gαβ = −
∑
µν
GαµˆCµˆνˆGνˆβ (A2)
where Greek letter subscripts take values ρ, g, and the self energy matrix Σµˆνˆ determine the
corresponding elements of the matrix C. From the set of equations denoted by (27) we also
obtain that the response functions Gαµˆ. Here we make use of the functional identity,∫
D(ψ)
δ
δψαˆ(1)
[
ψβ(2)e
−A[ψ]
]
= 0
where D(ψ) denotes the functional integral with the fields {ψ} and A is the MSR action (
for example see Eqn. 17) ) with respect to which averaged are obtained. Using this identity
we obtain [
(G−10 )αˆµ(13)− Σαˆµ(13)
]
Gµβˆ(32) = δ(12)δαˆβˆ . (A3)
The self energies Σαˆµ are expressed in a perturbation theory in terms of the two-point
correlation and response functions. Now inverting the matrix R given in table II, we obtain
the response function in the following form.
Gαµˆ =
Nαµˆ
D
(A4)
where the matrix N is given in table IV. The determinant D in the denominator of Eqn.
(A4) is given by.
D = (ω + iq2γ) (ω + iq2L)− q2c2 . (A5)
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L(q, ω) is the renormalized longitudinal viscosity obtained in terms of the self energy matrix:
L(q, ω) = L˜0 + iγgˆg(q, ω) .
The bare longitudinal viscosity is obtained as L0 = (ζ0 + 4η0/3) and the corresponding
kinematic viscosity L˜0 in Eqn. (A6) is denoted as L˜0 = L0/ρ0.
The symmetries of the vector field g and the scaler field ρ require that the vertices having
the corresponding MSR hatted field gˆi or ρˆ are associated with a factor of q, due to the total
derivatives present in the nonlinearities in the respective FNH equations. Using this, we
first estimate the leading order wave vector dependence of the various self energy functions.
The correlation self energy, elements between two hatted fields are obtained as
Σgˆigˆj(q, ω) = −q
2γgˆigˆj(0, ω) (A6)
Σρˆρˆ(q, ω) = −q
2γρˆρˆ(0, ω) (A7)
Σρˆgˆi(q, ω) = −q
3γρˆgˆi(0, ω) (A8)
On the other hand the response self energy elements between hatted and un-hatted fields
Σψψˆ generally satisfies the condition
Σψψˆ(q, ω) = −Σ
∗
ψˆψ
(q, ω) (A9)
The leading order behavior of the response self energy elements are obtained as
Σgˆigj (q, ω) = −iq
2γgˆigj(0, ω) (A10)
Σρˆρ(q, ω) = −iq
2γρˆρ(0, ω) (A11)
Σgˆiρ(q, ω) = −iq
3γgˆiρ(0, ω) (A12)
Σρˆgi(q, ω) = −iq
3γρˆgi(0, ω) (A13)
We find that at the one loop order, for the self energies on the right hand side of Eqns.
(A12)-(A13), the O(q) contribution is vanishing. In a similar way the total contribution to
the self energy γρˆg from the one loop diagrams involving the nonlinearity in the continuity
equation is of O(q2). The latter therefore is ignored compared to 1 in the matrix element
Nρgˆ shown in table IV. These diagrams are explicitly shown at the end of this section.
Using the above forms for the self energies in the fluctuation dissipation relations (23)-(24)
and doing a leading order analysis in the hydrodynamic limit, we obtain a set of useful
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relations between the correlation and response self energies. These relations are essential in
demonstrating that the theory is renormalizable in terms of a redefined quantities presented
in Eqns. (A2)-(A2), in terms of the self energy functions. Doing a standard analysis [11]
of the expression (A2) for the correlation functions, the following self-energy relations are
obtained in the hydrodynamic limit
γgˆgˆ = 2 β
−1ρ0γ
′
gˆg (A14)
γρˆρˆ = −2 β
−1ρ0
c20
γ
′
ρˆρ ., (A15)
where the prime indicates the real part of the corresponding self energy element. The
renormalized viscosity is given by either in terms of the response or the correlation self
energies. We write
L = L0 +
β
2
γgˆgˆ . (A16)
Similarly the renormalized diffusion coefficient is given by
γ = γ0 +
β
2
c20
ρ0
γρˆρˆ (A17)
1. One loop contribution for Σρˆg
The contribution to the first diagram ( see Fig. 16 ) for Σρˆg as shown in Fig. 16 is
obtained as
Σ
(1)
ρˆg (q, t) =
q
ρ20
∫
dk
(2π)3
u(q − uk) Gρρˆ(q − k, t) Ggρ(k, t) . (A18)
u is the cosine of the angle between q and k. For the second diagram shown in the same
figure we obtain
Σ
(2)
ρˆg (q, t) =
q
ρ20
∫
dk
(2π)3
u2k Gρρ(q − k, t) Ggρˆ(k, t). (A19)
We use the Fluctuation-dissipation relation
iΘ(t)Gβρ(q, t) = β
−1χρρGβρˆ(q, t), (A20)
where Θ(t) is the Heaveside step function. We obtain for the total contribution from the
sum of the two diagrams as,
Σρˆg(q, t) = Σ
(1)
ρˆg (q, t) + Σ
(2)
ρˆg (q, t)
= iΘ(t) q2
βc2
ρ20
∫
dk
(2π)3
(
u Gρρ(q − k, t) Ggρ(k, t)
)
. (A21)
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Σgˆigˆj = gˆi gˆj
ρρ
ρ ρ
FIG. 1: One loop contributions to Σgˆigˆj .
Σρˆρˆ = ρˆ ρˆ
gg
ρ ρ
ρˆ ρˆ
ρg
ρ g
FIG. 2: One loop contributions to Σρˆρˆ.
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FIG. 3: The density correlation function ψ(t) Vs. log(t) for different values of the thermodynamic
parameter λ (see text) with a sharp ENE transition at λ = 4. Here all ergodicity restoring process
have been ignored
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FIG. 4: The density correlation function ψ(t) Vs. log(t) for the thermodynamic parameter λ = 4
and γ0 = 0. With the cutoff function γ
mc(see text) set to a) zero(dotted), b) γSDD(solid), and c)
γDM (dashed).
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FIG. 5: The density correlation function ψ(t) Vs. log(t) for the thermodynamic parameter λ = 6
and ∆0 = 0. With the cutoff function γ
mc(see text) set to a) zero(dotted), b) γSDD(solid), and c)
γDM (dashed).
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FIG. 6: The density correlation function ψ(t) Vs. log(t) for the thermodynamic parameter λ = 8
and ∆0 = 0. With the cutoff function γ
mc(see text) set to a) zero(dotted), b) γSDD(solid), and c)
γDM (dashed).
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FIG. 7: The density correlation function ψ(t) Vs. log(t) for the thermodynamic parameter λ = 4
and ∆0 = 0. With the cutoff function γSDD set to start from a time t0 = 0(solid), 1(dashed), and
2(dotted). Inset shows the same results with the corresponding cutoff function as γDM
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FIG. 8: The cutoff function γmc(t) Vs. t for the results shown in Fig 7 in the main and inset
respectively.
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FIG. 9: The density correlation function ψ(t) Vs. log(t) for different diffusion coefficients ∆0. The
density-current coupling of Ref. [13] is absent here and λ = 4.
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FIG. 10: The density correlation function ψ(t) Vs. log(t) for different diffusion coefficients ∆0
together with the density-current coupling of Ref [13] being present. λ = 4.
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FIG. 11: The cutoff function γmc(t) Vs. t for the results shown in Fig 10.
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FIG. 12: The relaxation time τα (see text) for the density correlation function shown in Fig 10 vs.
diffusion constant ∆0.
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FIG. 13: The density correlation function ψ(t) vs. log(t) with the density-current coupling of Ref.
[13] being present and λ = 4. Solid line for ∆0 treated as a function of λ and dashed line for
∆0 = 0.
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FIG. 14: The cutoff function γmc(t) vs. t corresponding to results of Fig. 13. Solid and dashed
lines refer to the corresponding cases of Fig. 14.
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FIG. 15: The relaxation time τα (see text) for the density correlation function shown in Fig 13 vs.
the coupling constant λ.
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FIG. 16: One loop contributions to Σρˆg.
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