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ABSTRACT
Consider n source-destination pairs randomly located in a shared wireless medium, resulting in interference
between different transmissions. All wireless links are modeled by independently and identically distributed (i.i.d.)
random variables, indicating that the dominant channel effect is the random fading phenomenon. We characterize
the throughput of one-hop communication in such network. First, we present a closed-form expression for throughput
scaling of a heuristic strategy, for a completely general channel power distribution. This heuristic strategy is based
on activating the source-destination pairs with the best direct links, and forcing the others to be silent. Then,
we present the results for several common examples, namely, Gamma (Nakagami-m fading), Weibull, Pareto, and
Log-normal channel power distributions. Finally – by proposing an upper bound on throughput of all possible
strategies for super-exponential distributions – we prove that the aforementioned heuristic method is order-optimal
for Nakagami-m fading.
Index Terms—General fading, one-hop wireless networks, random connection model, throughput scaling.
I. INTRODUCTION
Determining the capacity of general wireless networks remains an open problem among information-theorists
[1], [2]. The main difficulty in addressing such problem is finding the optimum way to overcome and benefit
from the broadcast nature of the shared wireless medium which in turn results in interference phenomenon, further
complicating the problem. In fact, in a large wireless network, a vast number of possible transmission management
strategies can be adopted, thus, adding to the complexity of finding the optimum one.
The most successful attempts to address such problem are the ones which consider less-rigorously defined capacity
measures – such as network throughput – as the number of nodes goes to infinity. In such attempts, throughput is
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defined as the rate at which all source-destination pairs can communicate, under some restricting assumptions on
network operation such that the problem remains tractable.
As notable examples, [3], [4], [5], and [6] derive such throughput scaling laws. The authors in [3] show that
– using multi-hop strategy and spatial reuse concept – one can achieve the aggregate throughput scaling of order
√
n, where n is the number of the nodes in the network. In other words, based on two main themes, namely,
multi-hop strategy coupled with the spatial reuse concept, the resulting throughput per node vanishes as 1/
√
n
for large networks. In a network with multi-hop strategy, packets hop between neighboring nodes and follow their
way towards destination. At each hop, transmitter power is maintained as low as possible just to ensure reliable
communication with the neighboring node. Consequently, wireless channel path loss will provide the possibility of
spatial reuse where far-enough nodes can remain transmitting at the same time.
The main restricting assumption in [3] is the decode-and-forward strategy at relay nodes, which treats interference
as noise. The papers [4], [5] and [6] also derive the same √n aggregate throughput scaling for multi-hop schemes.
These papers also treat interference as noise, and arrive at the same scaling as [3], indicating a fundamental limitation
attached to the multi-hop strategy which limits the aggregate throughput to
√
n. In order to overcome such restriction,
in [7] the authors achieve linear throughput scaling (i.e. of order n) by proposing a hierarchical cooperation scheme.
Their result indicates non-vanishing throughput per node for large networks. The authors in [7] follow two main
themes. The first theme is employing distributed Multiple-Input Multiple-Output (MIMO) techniques and therefore,
not treating interference as noise. The second theme is designing a careful hierarchical scheme – by exploiting the
spatial reuse concept – for data distribution among closely located nodes. Further improvements on performance
of hierarchical design are also provided in [8], [9], and [10].
The core key concept in all aforementioned papers is the spatial reuse idea, which relies heavily on the path loss
phenomenon. In other words, geographical separation between nodes allows the network designer to activate a large
number of them simultaneously, without being disturbed by inter-node interference. However, in many situations
the dominant factor in channel condition is the random fading, and not the path loss effect (see e.g., [11], [12], [13],
[14], [15], [16], and [17]). In such networks, any signal transmission from a node, affects all other nodes in the
network equally likely. This effect is modeled by assuming that all links in the network are i.i.d. random variables
– leading to the so-called random connection model. Consequently, in such model the geometric structure of the
network, and the concept of neighbor and distant nodes becomes of less value leading to a model in which every
two nodes will be equally neighbors. As a result, such model leads to a critically interference-limited network, and
thus, the network throughput will be substantially lower compared with networks in which path loss is the dominant
channel characteristic.
It seems a completely different approach is consequently needed to operate such interference-limited class of
networks in which the spatial reuse concept can not be adopted. In [11], authors assume an ad hoc network under
the random connection model. They consider multi-hop strategy, and arrive at the throughput of order log(n) for a
network with Rayleigh fading channels. Comparing their result with those of [3] shows the deteriorating effect of
not being able to use the spatial reuse idea. In [13], the authors arrive at the throughput of the same order of log(n)
for Rayleigh fading networks – with only two hops – indicating the fact that under this model, multi-hop strategy
is not of high importance. The papers [12] and [16] arrive at the throughput of order log(n) even for the networks
operating under one-hop strategy. Also, if one is allowed to optimize throughput over the class of finite power
distributions (an assumption of mainly theoretical importance), then the results in [14] indicate the throughput of
order
√
n for two-hop networks. Also, they show that adding more hops does not increase the throughput under such
model. They also derive an upper bound of order n1/3 for one-hop network operation for networks with optimized
channel power distribution. This result combined with the lower bound result of order n1/3 for one-hop networks
in [17], shows that the throughput of one-hop networks is of order n1/3 when the channel power distribution
is optimized. All these papers convey two important messages: First, in networks with Rayleigh fading, we can
arrive at the throughput of order log(n) with just one-hop transmission and adding further hops is not beneficial.
Second, even if we are able to optimize the channel power distribution, adding hops beyond the two-hop strategy
is not beneficial. Accordingly, we can conclude that in the networks under the random connection model, the main
research efforts should be focused on one-hop and two-hop schemes.
A. Problem Model Overview
In this paper, we assume a one-hop wireless network with n source-destination pairs. We model the power of
all links between all sources and destinations by independent and identically distributed (i.i.d.) random variables,
with the common probability distribution function (p.d.f.) f(γ). This link model is broadly accepted for analyzing
the throughput of wireless networks ( [11], [12], [13], [14], [15], and [16]). Furthermore, we do not assume
any cooperation among sources and among destinations. Also, destinations do not use interference cancellation
techniques. Finally, we consider on-off transmission strategy for each source node. In other words, each source
either can transmit with the maximum allowed power, or should remain silent. The on-off strategy has been shown
to be the optimum paradigm in a number of network settings (see e.g., [18] and [16]) while not requiring much
feedback from the destination, making it simpler to implement in practice (the papers [12], [15], [14], and [17] also
consider the same set of assumptions). With such assumptions, our problem is finding the throughput of one-hop
communication in the network, where throughput denotes the maximum number of possible successful concurrent
transmissions. Clearly, the interference phenomenon will limit the throughput (see Fig. 1).
B. Our Contributions Versus Previous Results
The papers on one-hop communication under the same model fail to derive a closed-form throughput expression
for the networks with general fading. Accordingly, network throughput in the case of many practical channel power
distributions remains unknown. Our goal in this paper is proposing a new analysis framework which addresses this
problem in a general way. Specifically, our contributions are as follow:
• Showing that the complexity of determining the optimum transmission strategy is at least NP-hard.
• Deriving the achievable throughput of a low-complexity heuristic transmission strategy in closed-form, for a
general power distribution f(γ).
Fig. 1. Schematic of the network model. Si’s and Di’s are sources and destinations, respectively. The channel power between Si and Dj is
denoted by γi,j .
• Characterizing the achievable throughput scaling for networks with Gamma (Nakagami-m fading), Weibull,
Log-normal, and generalized Pareto power distributions, as four case studies.
• Deriving throughput upper bound for the class of super-exponential power distributions1, and proving the
order-optimality of the low-complexity heuristic strategy for Nakagami-m fading.
In order to further distinguish between our contributions in this paper and earlier results, we consider the most
related works to our paper ( [12], [15], [16], [17], and [14]).
In [12] and [16], the authors have derived the throughput scaling for the Rayleigh fading case (exponential power
distribution). Their scheme is asymptotically equivalent to our scheme, and our Corollary 1 for the Nakagami-m
fading covers their result as special case of m = 1. In [15], they have arrived at the throughput scaling for the
Log-normal power distribution as well, which coincides with our Corollary 4. In contrast to their work, we follow
a completely different approach by using a more powerful mathematical framework, namely, the intermediate order
statistics [24]. Accordingly, we are able to characterize the throughput for a completely general power distribution
in closed form. In addition, we prove the order-optimality of the heuristic scheme for Nakagami-m fading, whereas
they have proved it for a similar scheme under Rayleigh fading.
In [17], throughput scaling is only derived for the Pareto power distribution, while here, we arrive at a completely
general expression, with a generic fading distribution. In addition, the approach followed in [17] only considers the
average throughput, while here we present a convergence in probability result for the throughput, which is a much
stronger result. Also, here we discuss the computational complexity of the problem while in [17] no such analysis
is provided. Finally, it should be mentioned that in [17], no upper bounds are presented, while here we arrive at
1By definition, a super-exponential distribution’s probability distribution function can be upper bounded by an exponentially-decaying function.
an upper bound for the class of super-exponential distributions. In summary, Corollary 3 of this paper completely
covers the result in [17] for the Pareto distribution, in a much stronger probabilistic sense, and the other results are
sole contributions of this work.
Finally, in [14], the authors investigate the case of optimal power distribution with finite power. Such assumption
is not practical in general, as channel power distribution is dictated by the environment and cannot be optimized.
Since here we assume a general – but fixed and given – distribution, the result in [14] serves as an upper bound
for our general throughput expression.
We should also mention that a number of partially-related papers have used the concept of multiuser diversity to
arrive at high throughput in networks with randomly varying channels. Their results cannot directly be compared
with ours, since their network model (in terms of channel or traffic characteristics) differs from ours. For example,
in [19], considering cells of U users, a multi-cell network is considered and corresponding power control and user
scheduling mechanism are proposed. By considering path-loss in their model, they have improved the previously
derived result of order log log(U), and reached the throughput of order log(U). Sohn et al. have arrived at the same
result in [20] for a different application. The paper [21] considers the throughput of two-hop ad-hoc networks.
They also arrive at the logarithmic scaling of throughput with the number of users for the Rayleigh fading case.
Moreover, they derive the throughput for networks with Log-normal and Weibull fading. Although [19], [20], and
[21] address a problem similar to ours, it should be noted that there are major differences between our work and
those papers. First, the logarithmic scaling of the throughput in aforementioned references is due to use of path-loss
effect in the model. In our paper, we do not consider path loss, resulting in a critically interference-limited scenario,
which in many scenarios is a more proper model for large ad-hoc networks deployed in a limited area. Second –
in contrast to our paper – they consider a down-link scenario. Thus, the base station is allowed to schedule users
and can choose the best user for each channel realization. However, in our model, the source-destination pairs are
specified and remain fixed during network operation. Consequently, the aforementioned references rely on extreme
order statistics results, while we use the results from intermediate order statistics. The paper [21] also considers a
two-hop network, which provides the flexibility of choosing the appropriate relay for each source-destination pair.
So, the results of [21] are more comparable with [13], as they both consider a two-hop network, where our model
is one-hop.
Finally, another work that also relies on down-link scheduling is presented in [22]. Considering the down-link
scenario leads to a multiuser diversity gain which is not present in our model. In that sense, the results in [22]
should be compared with the two-hop networks as in [13], and [21], where such flexibility is provided by the use
of relay nodes.
In summary, the major contribution of our paper is deriving throughput scaling for a completely general power
distribution in closed form. This achievement is due to our choice of a totally different approach where we analyze
the problem in the context of intermediate order statistics. As a result, the results of other papers for the same
model can be reproduced as special cases of our main theorem (as we will illustrate in corollaries throughout the
paper). In addition, it is important to note that our results provide the opportunity to derive throughput scaling
for other new distributions, which have not been addressed in earlier work (e.g., Weibull distribution in Corollary
2, or Nakagami-m distribution in Corollary 1). Finally, we propose an upper bound for the large class of super-
exponential distributions (the upper bound proposed in previous results only covers the Rayleigh fading case.). Such
approach paves the path for proving the order-optimality of the heuristic scheme for Nakagami-m fading (extending
the previous result for Rayleigh fading).
C. Notations and Paper Organization
We use Knuth’s asymptotic notation as [23]: f(n) = O(g(n)) if there exist positive constants τ and n0 such that for
all n > n0 we have 0 6 f(n) 6 τg(n), f(n) = Ω(g(n)) if g(n) = O(f(n)), f(n) = Θ(g(n)) if f(n) = O(g(n))
and f(n) = Ω(g(n)). The expression “f1(x) → f2(x) as x → ∞” is equivalent to limx→∞ f1(x)f2(x) = 1. In
addition, ci’s (i = 1, . . . , 7) are strictly positive constants independent of n, where n is the number of the source-
destination pairs in the network. Also, an event B in the network happens with high probability (w.h.p.), if and
only if, limn→∞ Pr{B} = 1. Finally, all the logarithms are to base e, unless stated otherwise.
The rest of the paper is organized as follows. In Section II, we describe the network model and explain our
problem. In Section III we state the main lower bound theorem and discuss the proof sketch. Then, in Section IV,
the theorem is applied to four practical channel power distributions as case studies. In Section V, we propose an
upper bound for throughput of networks with super-exponential distribution, and discuss its implications. Finally,
Section VI concludes the paper.
II. NETWORK MODEL AND PROBLEM DEFINITION
In this section, we first explain the network model. Then, we describe the problem we consider under such
network model. Finally, we discuss the computational complexity of the problem as the number of nodes in the
network grows.
Consider n wireless nodes transmitting their data to n wireless receive nodes, in a shared medium. The transmit
nodes are denoted by S1, . . . , Sn, and the receive nodes are denoted by D1, . . . , Dn. The node Si sends its data
to the node Di, and Di is only interested in the data sent by Si. The communication is assumed to be completed
in a single hop where it follows an on-off paradigm. In other words, at each time slot, a subset of transmit nodes
(i.e. S ⊂ {S1, ..., Sn}) are active and send their signal with maximum power P , while the remaining transmitters
are inactive and do not transmit. Without loss of generality, we consider P = 1 throughout the paper.
At each time slot, the channel power gain between transmitter Si and receiver Dj is modeled by a random
variable γi,j . The random variables γi,j are assumed to be independent and identically distributed (i.i.d.). In other
words, γi,j ’s are drawn from the common probability distribution function (p.d.f.) f(γ) in an independent manner.
Also, we define E{γi,j} = µ, where E{.} represents the expectation operator. The channel power coefficients follow
a quasi-static rule. In other words, during a single time slot the channel power gains are fixed. However, at the next
time slot they are changed independently from other time slots. Fig. 1 shows the network model. We stress the fact
that this i.i.d. model for the link power between the nodes is a widely-accepted model in the literature, and it has
been used in many papers such as [12], [16], [11], [13], and [14] .
We assume single-user decoding at each receive node. We define the Signal to Interference and Noise Ratio
(SINR) at the receive node Di to be
SINRi ,
γi,i
N0 +
∑
Sk∈S,k 6=i γk,i
, (1)
where N0 is the variance of Additive White Gaussian Noise (AWGN) at the receivers. Thus, for the receive node
Di to be successful at a specific time slot, we should have SINRi > β at that time slot, where β is a constant.
To make the presentation more readable we define the following terms for our network model:
Definition 1. The links from Si to Di, i = 1, . . . , n are called Direct Links, while the links from Si to Dj ,
i, j = 1, . . . , n, i 6= j, are called Cross Links, or Interference Links.
Definition 2. The node activation vector, denoted by x, is an n × 1 binary vector where the ith element of x is
equal to 1, if Si is active and transmits with full power, and is 0 otherwise.
Definition 3. The network throughput, denoted by T , is defined as the number of successful receive nodes (i.e. the
ones that satisfy the SINR constraint). It should be noted that T depends on the active set S.
In our model, we assume that the information of all the channel states (i.e. γi,j , i, j = 1, . . . , n) is available at
all nodes in the network.
With the above model and assumptions, we will consider the following problem: At a specific time slot, by
knowing the channel power gains (i.e. γi,j’s) our goal is to find the optimum subset of active nodes such that the
largest number of successful receptions at the receivers is achieved. In other words, we should address the following
optimization problem
S
∗ = argmaxS⊂{S1,...,Sn}T (S), (2)
where the corresponding throughput will be
T ∗ = T (S∗). (3)
Such optimization problem is inherently complex as success or failure of each source is tightly coupled with
the status of other sources. For example, consider a source which has a strong direct link. Such source will have
a high chance of success if it is activated, however, it can deteriorate the chance of other nodes if it creates
strong interference links towards them. Therefore, in choosing the subset of active nodes we should consider all the
information we have about direct and cross links, in order to achieve the maximum number of successful receptions.
The most trivial algorithm for solving (2) is an exhaustive search over all subsets of {S1, ..., Sn}, and finding the
one resulting in the largest throughput. The complexity of such algorithm is of order 2n, which makes it impractical.
Thus, we look for more effective algorithms to find optimal or near-optimal solutions to (2).
In order to get a better understanding of the problem complexity, we develop the following formulation based
on the notion of activation vector. Accordingly, we will have
SINRi =
xiγi,i
N0 +
∑
k 6=i xkγk,i
, (4)
for i = 1, . . . , n. Consequently, the successful reception condition at the receive node Di (i.e. SINRi > β) will be
γi,ixi − β
∑
k 6=i
γk,ixk > βN0. (5)
Define the n× n matrix
A ,


γ1,1 −βγ2,1 . . . −βγn,1
−βγ1,2 γ2,2, . . . −βγn,2
.
.
.
.
.
.
.
.
.
−βγ1,n −βγ2,n . . . γn,n


, (6)
and the n× 1 vector
b ,


βN0
βN0
.
.
.
βN0


. (7)
Then, the set of successful reception conditions at all receive nodes (the set of inequalities in (5)) can be formulated
by the following set of linear inequalities
Ax > b, (8)
where x is the activation vector. For a specific choice of the activation vector, the number of inequalities satisfied in
(8) is exactly equal to the number of receive nodes which satisfy the SINR constraint, i.e. the network throughput.
Thus, solving the optimization problem in (2) is equivalent to finding the binary activation vector x∗ resulting in
the largest number of inequalities satisfied in (8).
This problem is called the maximum feasible subsystem problem (Max FS problem) and arises in many other
research fields such as machine learning, political science, computational biology, and . . . [28], [29]. This problem
(in the case of binary vector x, which is the case considered in this paper) is shown to be at least as hard as finding
a maximal independent set in a graph2, which is NP-hard [28]. A number of efficient sub-optimum algorithms have
been developed to address this problem [29], [30]. The essence of all these algorithms is proposing a numerical
approach with no rigorous performance guarantee. Therefore, we cannot exploit them to get closed-form results for
the network throughput.
2By definition, an independent set in a graph is a set of vertices, where no two of them are adjacent. Accordingly, a maximal independent
set in a graph is an independent set which is not a subset of any other independent set.
III. LOWER BOUND ON THE THROUGHPUT
In this section, we first propose a simple heuristic method to design the activation vector, and then analyze the
resulting throughput. The main idea of the underlying scheme is to activate the source-destination pairs with the
best direct links, and let the remaining pairs be silent. Thus, in this method, we do not use the information regarding
the power of interference links in order to decide which source nodes to activate. Therefore, the complexity of this
scheme is polynomial in terms of the number of nodes. Theorem 1 is the main result characterizing the throughput
of the network operated with this strategy which holds for a class of channel power distributions with a given
number of properties. Before stating the theorem, we need to define these properties:
Definition 4. The random variable X is said to satisfy the condition set 1 if its p.d.f., f(x), and its cumulative
distribution function (c.d.f.), F (x), satisfy the following conditions:
F−1(1)→∞, (9)
lim
x→∞
xh(x) = c0 > 0, or lim
x→∞
d
dx
1
h(x )
= 0, (10)
where F−1(x) represents the inverse of the function F (x), h(x) , f(x)1−F (x) , and c0 is a constant.
Definition 5. The random variable X is said to be of the Non-Heavy-Tailed (NHT), or super-exponential, type if
E{etX} <∞, for some t > 0 (Crame´r’s condition).
Definition 6. The random variable X is said to be of the Heavy-Tailed (HT), or sub-exponential, type if it has one
of the following properties3:
• Regularly varying tail:
1− F (x) = L(x)
xα
, for x > 0 (11)
for α > 2, and where, L(x) is a slowly-varying function.
• Log-normal type tail:
1− F (x) ∼ cxβe−λ logγ x, as x→∞ (12)
for γ > 1 and λ > 0.
• Weibull-like tail:
1− F (x) ∼ cxβe−λxα , as x→∞ (13)
for 0 < α < 0.5 and λ > 0.
For a rigorous definition of heavy-tailed distributions refer to [34].
Now, we are ready to state the main theorem:
3It should be noted that this is not an exhaustive list of heavy-tailed distributions. We only mention the ones for which our theorem applies.
Theorem 1. If the power distribution of the underlying wireless channel (with the cumulative distribution function
(c.d.f.) F (x)) satisfies the condition set 1, and is of NHT or HT type (as defined in definitions 5 and 6, respectively),
then in a one-hop wireless network with n source-destination pairs, throughput is lower bounded (w.h.p.) by
T = Ω
(
G−1 (n)
)
, (14)
where,
G(x) ,
x
1− F (βµx/2) , (15)
in which, β is the SINR target, and µ is the average channel power.
Proof: See Appendix A.
First, one should note that the distributions to which Theorem 1 applies are completely general, since it covers
both the super-exponential and sub-exponential distributions. Also, condition set 1 is completely general and is
satisfied by most practical distributions [31]. Later (in corollaries 1 to 4) we will provide several examples of how
to apply this theorem to different distributions.
Next, we describe the main ideas behind the proof of this theorem. Theorem 1 states that there exists a method
according to which we can have order of G−1(n) concurrent successful transmissions in the network. In other
words, it states that we can find an activation vector which results in the order of G−1(n) satisfied inequalities
in (8). The underlying method relies on activating source-destination pairs with the best direct links. Suppose we
activate t1 of them in the following way:
First, sort γi,i’s to get the order statistics γ(i),(i)’s such that4
γ(1),(1) 6 γ(2),(2) 6 . . . 6 γ(n),(n). (16)
Accordingly, we can sort the corresponding source-destination pairs Si-Di as S(i)-D(i). In other words, the pair
S(i)-D(i) has a better or the same quality direct link comparing with S(j)-D(j) if i > j. Then, the proposed
candidate subset for the set of active nodes will be:
S = {S(i)|i = n− t1 + 1, . . . , n}. (17)
This idea is illustrated in Fig. 2 where the source-destination pairs are sorted according to their direct links, and
the first t1 strongest ones are activated. Then, the main point of Theorem 1 is that we can choose t1 as large as
G−1(n) (G(x) is defined in (15)), where all receptions will be successful. In other words, if we activate G−1(n)
source-destination pairs with the best direct links, and force the remaining pairs to be inactive, all active pairs will
satisfy the SINR constraint.
Next, we describe why all these receptions satisfy the SINR constraint. First, we note that the most critical
transmission among active pairs is the one from S(n−t1+1) to D(n−t1+1). If such transmission is successful, then
all other transmissions will be successful as well (see Fig. 2). That is due to the fact that all active pairs experience
4In other words γ(i),(i)’s are the sorted version of γi,i’s.
Fig. 2. The proposed scheme and the proof sketch.
statistically equivalent interference, while, this pair has the weakest direct link among all of them. Therefore, we
should choose t1 as large as to ensure that this specific transmission will be successful. If we enlarge t1 (i.e. the
number of active nodes) it means we are choosing a larger set of active transmitters. This, in return, means that the
direct channel power of the weakest link among active pairs (i.e. γ(n−t1+1),(n−t1+1)) decreases. Also, enlarging t1
will result in an increase in the interference level of receivers. One can see that the power of the weakest direct
link will be of order F−1(1 − t1/n), and the increase of the interference is linear with t1 (see Fig. 2). If power
of direct link of this transmission pair is greater than the power of the interference imposed on this pair by other
transmissions, then this reception will be successful. Thus, the maximum t1 that we are able to choose occurs
when the order of these two quantities coincide. Roughly speaking, it can be examined that such situation happens
when we activate the order of G−1(n) nodes. Therefore, by activating the order of G−1(n) sources, we still have
non-vanishing SINR at all corresponding receivers, while all of them satisfy the SINR constraint (as will be
shown rigorously in the proof, in Appendix A).
The fact that γ(n−t1+1),(n−t1+1) is of order F−1(1 − t1/n) comes from a result in the “Intermediate Order
Statistics” context which is explained in Lemma 1 in Appendix A. Also, the fact that the interference increases
linearly with the number of active nodes can be made precise by the help of results from the “Large Deviations
Principle” context, which is explained in Lemmas 3 and 4 in Appendix A. The rigorous proof of Theorem 1 along
with mathematical techniques used are provided in Appendix A.
IV. CASE STUDIES
Theorem 1 holds for the class of distributions satisfying the condition set 1, which are of NHT or HT type (as
defined in definitions 5 and 6, respectively). As mentioned earlier, these conditions are very general, and accordingly,
the theorem applies to a wide range of distributions. Next, we present four corollaries as examples of applying this
theorem to specific distributions. In order to apply Theorem 1 to a specific channel power distribution, we should
follow three steps. First, we have to check if that distribution satisfies the conditions of theorem. Second, we should
find the order of growth of G−1(x) as x gets large. Finally, from the theorem we know that achievable throughput
is of order G−1(n) (rigorous proofs of corollaries can be found in Appendix B).
Corollary 1 (Achievable Throughput of Networks with Nakagami-m Fading (Gamma Power Distribution)). If in
an environment the channel gain behaves under the Nakagami-m distribution, then the channel power follows the
Gamma distribution whose p.d.f. is given by (all the distribution functions in this paper represent power of the
channel, and thus, are defined for just non-negative values)
f(x) = xm−1
e−mx/Ω
Γ(m)
(
Ω
m
)m , (18)
and the corresponding c.d.f. is as follows
F (x) =
γ
(
m, mxΩ
)
Γ(m)
, (19)
where Γ(.) represents the Gamma function, γ(., .) is the lower incomplete Gamma function, m and Ω are parameters
of the distribution. In such network, the achievable throughput will be
T = Ω(log(n)) . (20)
Corollary 2 (Achievable Throughput of Networks with Weibull Power Distribution). A random variable is said to
have Weibull distribution if its p.d.f. and c.d.f. are as follows, respectively:
f(x) =
k
λ
(x
λ
)k−1
e−(x/λ)
k
, (21)
F (x) = 1− e−(x/λ)k , (22)
where k and λ are parameters of the distribution. Then, the throughput of the network will be
T = Ω
(
(log(n))
1/k
)
. (23)
Corollary 3 (Achievable Throughput of Networks with Generalized Pareto Power Distribution). Consider the
following channel power distribution
f(x) =
α
(1 + x)α+1
, (24)
F (x) = 1− 1
(1 + x)α
, (25)
where α > 2. Then, the achievable throughput in this case will be
T = Ω
(
n1/(1+α)
)
. (26)
Corollary 4 (Achievable Throughput of Networks with Log-normal Power Distribution). Consider the following
channel power distribution
f(x) =
1√
2πσ2
1
x
e
−(log x−µ)2
2σ2 , (27)
F (x) =
1
2
+
1
2
erf(
log x − µ√
2σ2
), (28)
where σ and µ are the parameters of the distribution. Then, the achievable throughput in this case will be
T = Ω
(
e
√
2σ
√
log(n)
)
. (29)
It is important to note a few issues that can be deduced from the corollaries. First, considering Corollary 3, the
throughput for the Pareto distribution depends on the parameter α, which determines how fast 1−F (x) decays, as x
gets large. In fact, for smaller values of α we have a heavier tail. Similarly, from (26) we see that for smaller values
of α, higher throughput can be achieved, which leads to have higher throughput for heavier tails. The same trend is
noted for the Weibull distribution in Corollary 2. By increasing the parameter k, we will suppress the tail of 1−F (x),
while, the throughput will also decrease. We can explain this phenomenon with the help of concepts introduced
through the proof sketch where we demonstrated that the most important factor determining the throughput for a
distribution is the amount of multiuser diversity gain it can provide. In other words, the distributions that have a
heavier tail will result in a larger value for t∗1 (this is illustrated in Fig 2). That is due to the fact that in distributions
with heavier tails, we have a higher chance of encountering high power channels, which will provide the chance
to benefit from them in the multiuser diversity context5. If we constrain the distribution to have a finite channel
power, then the heaviest tail will belong to the Pareto distribution with α = 2 + ǫ (for any small strictly positive
ǫ)6. In the Log-normal distribution, the parameter σ determines the shaping of tail of the distribution, and thus,
determining the multiuser diversity gain. In the Nakagami-m fading, although m determines how heavy the tail
is, it is not effective-enough to increase (or decrease) the multiuser diversity gain order. Thus, the throughput of
Nakagami-m fading is of order log(n), regardless of value of m.
The above corollaries characterize the throughput scaling of wireless networks with different link power distri-
butions7, based on the scheme provided in Theorem 1. An important question still to be addressed is as follows.
In the scheme provided by Theorem 1 to achieve the throughput stated in (14), we have just used the information
about the status of direct links. However, in the optimum scheme, one should exploit the information regarding the
status of cross links as well. Thus, we have to characterize how much throughput is lost due to this simplification
in the scheme. In the next section, we will address this issue by providing throughput upper bound for all possible
activation vectors, and will compare it with the current achievable throughput.
V. UPPER BOUND ON THE THROUGHPUT
In the previous section, we have established lower bound results for the throughput of the network. In this section,
we present an upper bound on the throughput in the case of NHT type (super-exponential) distributions in Theorem
2.
5It should be noted we are interested in the intermediate order statistic behavior of the underlying distribution, not the extreme order statistics.
However, our intuition says that a distribution with high extreme order statistics will naturally yield a high intermediate order statistics as well.
6This is in agreement with the result in [17].
7Specifically, Corollary 1, when considered in the special case of m = 1, covers the results in [12] and [16], Corollary 4 covers the result
in [15], and Corollary 3 covers the result in [17] in a stronger probabilistic sense. The result in Corollary 2 for Weibull distribution has not
appeared in previous papers.
Theorem 2. Throughput of one-hop schemes in wireless networks with link power distribution of NHT (super-
exponential) type is upper bounded by O (log(n)).
Proof of Theorem 2: See Appendix C.
According to Theorem 2, there exists no strategy for activating the source nodes which results in a throughput
of order more than log(n).
We can now present the following corollary for the throughput scaling of networks with Nakagami-m fading:
Corollary 5. Throughput of one-hop schemes in wireless networks with Gamma link power distribution (Nakagami-
m fading) is of order Θ(log(n)).
Proof of Corollary 5: Gamma is a super-exponential distribution. According to Theorem 2, the throughput of
all activation strategies is upper bounded by order of log(n). On the other hand, we have shown in Corollary 1 that
there exists an activation strategy that achieves the throughput of the same order for networks with Nakagami-m
fading. Since the upper and lower bounds meet, we conclude that the throughput is of order Θ(log(n)).
Thus, we conclude that activating the pairs with strongest direct links – which ignores information of interference
links – is order-optimal for Nakagami fading. Meanwhile, we observe that for the Weibull distribution, upper bound
of throughput is of order log(n) according to Theorem 2. However, according to Corollary 2 the lower bound we
have derived in this paper for Weibull distribution is of order (log(n))1/k. This means that we do not yet know
whether the scheme (used in the proof of Theorem 1) is order-optimal for the Weibull distribution or not.
Also, Theorem 2 has an interesting algorithmic implication for super-exponential distributions. Generally, in order
to find the optimum activation vector for a generic distribution one needs to do 2n search trials on all activation
vectors. However, for super-exponential distributions, we know that no more than log(n) nodes can be active in the
optimum activation vector. This means that we should search over activation vectors whose weight (by definition,
weight of a binary vector is the number of 1’s in that vector) is less than log2(n). Thus, in this case we need the
following number of search steps8:
s =
log2(n)∑
i=1
(
n
i
)
(30)
< log2(n)
(
n
log2(n)
)
< log2(n)n
log2(n)
= log2(n)2
log22(n)
which is significantly less than the original 2n number of search trials for a generic distribution. Also, finding upper
bounds for other distributions (other than super-exponential) will be of the same algorithmic importance as well.
8Changing the logarithm base from e to 2 is just for presentation simplicity, and does not has any effect on scaling.
VI. CONCLUSION AND FUTURE WORK
In order to understand fundamental limits of wireless networks and design corresponding transmission strategies,
we have proposed lower and upper bounds for network throughput of one-hop networks. Our main lower bound
theorem proposes a closed-form throughput expression for a network with general fading. In addition to reducing
to previous results (Rayleigh fading, Log-normal power distribution, and Pareto distribution, in [12], [15], and [17],
respectively) as its special cases, this theorem enables us to also derive throughput for new distributions (Nakagami-
m fading and Weibull power distributions). More importantly, our analysis approach explains the mechanism behind
the heuristic method, and the main phenomenon affecting its performance. In fact, the multiuser diversity gain, which
we have characterized in the context of intermediate order statistics, determines the throughput of the network; the
heavier the power distribution tail is, the higher the throughput will be.
Moreover, we have proposed a throughput upper bound of order log(n) for super-exponential power distributions.
Based on this upper bound, we have proved that the heuristic scheme is order-optimal for Nakagami-m fading.
It means that, to decide about the transmission strategy we do not need to use information regarding cross links,
for networks with Nakagami-m fading. However, the throughput upper bound of order log(n) does not coincide
with the achievable throughput of order log1/k(n) for the case of Weibull distribution. This leaves the problem of
finding order optimal schemes for networks with Weibull channel distribution open. In addition, there is still need
for proposing throughput upper bounds for sub-exponential distributions (e.g., Pareto and Log-normal distribution)
to better understand the behavior of heuristic methods in such cases.
Two important practical issues remain untouched, which are interesting topics for future works:
A. Channel State Information
One important practical issue regarding the scheme achieving the mentioned throughput in Theorem 1 is the
amount of the Channel State Information (CSI) it requires. In the scheme used in Theorem 1, each destination
should decide whether or not its direct link with the corresponding source is among the t1 best direct links. Then,
for a positive answer, the destination instructs the corresponding source to become active at that time slot. Thus,
the destination should know the power of the direct link for all transmission pairs (i.e. γi,i, i = 1, . . . , n) in order to
perform the sorting process. Such approach requires some means of communication between destinations in order
to share CSI. As an alternative method, if the direct link power of each destination is above a carefully-designed
threshold level, then the corresponding source should become active (similar to the idea used in [12]). Therefore, in
this alternative approach, destinations do not need to know the power of direct links of other transmissions, relaxing
the need for inter-destination CSI exchange. A rigorous study of this idea, or other schemes relaxing the need for
substantial amount of CSI, is an interesting topic for future work.
B. Delay and Fairness
Since the method used in Theorem 1 is benefiting from the multiuser diversity gain, some price in terms of delay
should be paid. If we define the delay to be the number of time slots it takes for a node to become active, then it is
easy to note that the average delay for any scheme with the achievable throughput of order T (n) will be of order
n/T (n) for each node9. Also, it should be noted that since the nodes are statistically identical in terms of channel
powers, each one will have the same share of total throughput in an extended time span, ensuring the fairness of
the scheme. A rigorous study of probabilistic behavior of the delay of heuristic scheme, and considering fairness
in a limited time window are other interesting topics for further research.
9It is important to note that this is not a throughput-delay trade-off characterization. This is due to the fact that throughput and delay results
are derived for the case of maximum throughput without taking delay performance into account.
APPENDIX A: PROOF OF THEOREM 1
Before proving the theorem we need some lemmas. The first lemma comes from the “Order Statistics” context
and is an assertion about “Intermediate Order Statistics”.
Lemma 1 (Falk, 1989). Assume that X1, X2, . . . , Xn are i.i.d. random variables with the p.d.f. f(x). Assume that
F (x) (the corresponding c.d.f.) is absolutely continuous and satisfies the condition set 1. Define X(1), X(2), . . . , X(n)
to be the order statistics of X1, X2, . . . , Xn. If i→∞ and i/n→ 0 as n→∞, then there exist sequences an and
bn > 0 such that
X(n−i+1) − an
bn
⇒ N(0, 1), (31)
where ⇒ denotes convergence in distribution, and N(0, 1) is the Normal distribution with zero mean and unit
variance. Furthermore, one choice for an and bn is:
an = F
−1(1 − i
n
), bn =
√
i
nf(an)
. (32)
Proof of Lemma 1: The proof of Lemma 1 can be found in [24] (see also [31], Ch. 8).
In summary, Lemma 1 states that the random variable X(n−i+1) is asymptotically a standard Normal random
variable, after being normalized by the sequences an and bn. Also, we need the following Lemma which is closely
related to the previous one:
Lemma 2. In Lemma 1 we have
lim
n→∞
an
bn
=∞, (33)
where an and bn are defined in (32).
Proof of Lemma 2:
an
bn
= n
anf(an)√
i
(34)
=
i
1− F (an)
anf(an)√
i
=
√
ianh(an),
where h(x) = f(x)1−F (x) .
If we have the condition limx→∞ xh(x) = c0 > 0, then it is clear that
lim
n→∞
an
bn
=∞. (35)
If we have the other condition limx→∞ ddx
1
h(x) = 0, we will have
lim
n→∞
an
bn
= lim
n→∞
√
ianh(an) (36)
> lim
an→∞
an
1
h(an)
L′Hoˆpital
= lim
an→∞
1(
1
h(an)
)′
= ∞,
where we have used the L′Hoˆpital’s rule.
The next lemma is a simple result of the large deviations theory for distributions of NHT type:
Lemma 3. Assume that X1, X2, . . . , Xn are i.i.d. random variables of NHT type (as defined in definition 5). Then,
there exists n0 such that for all n > n0 we have
Pr
{
X1 + . . .+Xn
n
> Kµ
}
< c1e
−c2n, (37)
for some strictly positive constants c1 and c2. Also K > 1, and E{X1} = µ .
Proof of Lemma 3: The proof of Lemma 3 can be found in [25] (see also [32] Ch. 1).
The next lemma is a result from the large deviations theory for the distributions of HT type:
Lemma 4. Suppose the random variable X (with E{X} = µ) is of HT type (as defined in definition 6). Then, for
the sum of n i.i.d. such random variables we will have:
Pr{X1 + . . .+Xn > (1 + δ)nµ} ∼ nPr{X1 > nµδ}, (38)
where δ > 0 is arbitrarily small, and ∼ stands for asymptotic equivalence10.
Proof of Lemma 4: The proof of Lemma 4 can be found in [33].
Next, we provide the proof of the theorem.
Proof of Theorem 1:
• Proof Strategy
Define t , G−1(n), where G(.) is defined in (15) and n is the number of source-destination pairs. We prove that
it is possible to have t1 , (1 − ǫ)t1−δ concurrent successful transmissions with high probability, where ǫ and δ
are arbitrarily small positive constants. In order to prove this, at each time slot, we propose a subset of nodes with
(1 − ǫ)t1−δ members as a candidate for the set of active nodes S. The proposed candidate set of active nodes
consists of the nodes with the best direct link power, as stated in (17) where the main idea behind the proof was
explained (t1 indicated in (17) is set equal to (1 − ǫ)t1−δ in this proof) . Then, we prove that all destinations of
nodes in S will satisfy the constraint SINR > β, with high probability, where β is the SINR target.
10For details refer to [33].
o Power of the Desired Signal at Each Destination
Define the followings:
r1 , n− t1 + 1, (39)
φ , Kµt1,
where K > 1 is constant. Then, γ(r1),(r1) is the power of the desired signal at the weakest direct link among
active sources. In order to prove that all sources will have successful transmission, we have to analyze the statistical
properties of γ(r1),(r1) for which we will use Lemma 1. From the construction of the set of candidate active nodes, it
is clear that the involved random variables in our problem are γi,i’s, and we need to investigate their order statistics
γ(i),(i)’s. Thus, to use Lemma 1 we set:
X(i) = γ(i),(i), (40)
for i = 1, . . . , n. Also, we have for the corresponding sequences
an = F
−1
(
1− t1
n
)
, (41)
bn =
√
t1
nf(an)
.
Then, we have:
lim
n→∞Pr
{
γ(r1),(r1) > βφ
}
= lim
n→∞Pr
{
γ(r1),(r1) > βKµ(1− ǫ)t1−δ
} (42)
(a)
> lim
n→∞Pr
{
γ(r1),(r1) > (1− ǫ)
tβµ
2
}
(b)
= lim
n→∞
Pr
{
γ(r1),(r1) > (1− ǫ)F−1
(
1− t
n
)}
(c)
> lim
n→∞
Pr
{
γ(r1),(r1) > (1− ǫ)F−1
(
1− t1
n
)}
(d)
= lim
n→∞
Pr
{
γ(r1),(r1) > (1− ǫ)an
}
= lim
n→∞
Pr
{
γ(r1),(r1) − an
bn
> −ǫan
bn
}
(e)
= 1.
Inequality (a) is valid for large-enough11 t . Equality (b) is due to the fact that we have set t = G−1(n), which
results in (tβµ)/2 = F−1(1− t/n). Inequality (c) uses the fact that F−1(x) is an increasing function and the fact
that t1 = (1− ǫ)t1−δ < t. In step (d), we have used (41). Finally, equality (e) is due to Lemma 1 and Lemma 2.
Thus, we have proved that:
lim
n→∞
Pr
{
(γ(r1),(r1) > βφ) ∩ (γ(r1+1),(r1+1) > βφ) ∩ . . . ∩ (γ(n),(n) > βφ)
}
= lim
n→∞
Pr
{
γ(r1),(r1) > βφ
}(43)
= 1,
11By the term “large-enough” we mean that there exists a constant t0, independent of n, such that for all t > t0 this fact holds. Thus,
inequality (a) is valid for large-enough t, since, t−δ is less than any positive constant for large-enough t.
which states that the power of the desired signal at all destinations are simultaneously above βφ, with high
probability.
o Power of Unwanted Interference at Each Destination
The harmful interference for the transmission from S(n−i+1) to D(n−i+1) is denoted by Ii (for i = 1, . . . , t1). Since
while sorting the source-destination pairs we have not paid any attention to the cross-links, Ii’s are statistically
equivalent. Then, we will have:
Pr{(I1 < φ) ∩ . . . ∩ (It1 < φ)} = 1− Pr{(I1 > φ) ∪ . . . ∪ (It1 > φ)} (44)
> 1−
t1∑
i=1
Pr{Ii > φ}
> 1− t1c1e−c2t1 → 1 as t1 →∞,
where the last inequality follows from Lemma 3 by remembering that each Ii is the sum of t1 i.i.d. random variables
with mean µ. It should be noted that Lemma 3 only applies to distribution of NHT type. For distributions of HT
type we use Lemma 4 to get to the same conclusion:
Pr{(I1 < φ) ∩ . . . ∩ (It1 < φ)} = 1− Pr{(I1 > φ) ∪ . . . ∪ (It1 > φ)} (45)
> 1−
t1∑
i=1
Pr{Ii > φ}
= 1− t1 Pr{I1 > φ} → 1 as t1 →∞,
which results from the following facts in the three categories of HT distributions:
• Regularly varying tail:
t1 Pr{I1 > φ} = t21 ×
L((K − 1)µt1)
((K − 1)µt1)α → 0, (46)
for α > 2.
• Log-normal type tail:
t1 Pr{I1 > φ} ∼ t21 × c((K − 1)µt1)βe−λ log
γ((K−1)µt1) → 0, (47)
for γ > 1 and λ > 0.
• Weibull-like tail:
t1 Pr{I1 > φ} ∼ t21 × c((K − 1)µt1)βe−λ((K−1)µt1)
α → 0, (48)
for 0 < α < 0.5 and λ > 0.
Thus, the interference at all destinations are simultaneously below φ, with high probability (w.h.p.).
o Signal to Interference and Noise Ratio
Finally, by considering Eq. (43), Eq. (44) and Eq. (45) – for both NHT and HT type distributions – we have proved
that the desired signal power is greater than βφ at all the destinations, while, the interference is less than φ at all
of them. Thus, we conclude that all the transmissions satisfy the SINR constraint simultaneously (w.h.p.), which
concludes the proof of the theorem.
APPENDIX B: PROOF OF COROLLARIES 1, 2, 3, AND 4
The proof of all four corollaries is done in three consecutive steps. For Corollary 1 we have:
Proof of Corollary 1:
• Checking Conditions of the Theorem
First, we should verify that the Gamma distribution satisfies the theorem conditions. It is straightforward to
show that the Gamma distribution satisfies the condition set 1, which is shown in detail in [22]. Also, since
E{etx} = 1/(1 − Ωm t)m [27], it satisfies the Crame´r’s condition. Therefore it is of NHT type, and, we can
apply Theorem 1 to Nakagami fading case.
• Calculating the order of growth of G−1(x)
In order to find the order of growth of G−1(x), first we should find the asymptotic expression of G(x). In
order to do that, we use the following facts:
First, we have lower and upper incomplete gamma functions as follows, respectively ( [26], Ch. 6):
γ(a, x) ,
∫ x
0
ta−1e−tdt, (49)
and
Γ(a, x) ,
∫ ∞
x
ta−1e−tdt. (50)
Second, we know that ( [26], Ch. 6):
γ(a, x) + Γ(a, x) = Γ(a). (51)
Third, we have ( [26], Ch. 6):
Γ(a, x)
xa−1e−x
→ 1, as x →∞. (52)
Finally, from relation (15), by using the relations (49) to (52), and with some calculations, one observes that
G(x)
(a)
=
x
1− F (βµx/2) (53)
(b)
=
x
1− γ(m,mβx/2)Γ(m)
(c)
=
Γ(M)x
Γ(m,mβx/2)
(d)→ Γ(m)
(
2
βm
)m−1
x2−me
β
2mx as x →∞,
where (a), (b), (c) and (d) are due to (15), (19), (51) and (52), respectively. Now, our next step is to calculate
the order of growth of G−1(x). First, we observe that there exist positive constants c1 and c2 such that for
large-enough y we have:
c1 logG(y) < y < c2 logG(y) (54)
Then, setting y = G−1(x) yields the following expression for large-enough x12:
c1 log x < G
−1(x) < c2 log x, (55)
which will result in
G−1(x) = Θ (log(x)) . (56)
• Achievable Throughput
Now we are ready to state the throughput result. By applying (14) we will have
T = Ω
(
G−1(n)
) (57)
= Ω(log(n)) .
It is important to note that the case of m = 1 will result in the Rayleigh fading environment.
As in the previous corollary, we prove Corollary 2 through the following three consecutive steps:
Proof of Corollary 2:
• Checking Conditions of the Theorem
It is easy to check that Weibull distribution satisfies condition set 1, which can be found in detail in [22].
Subsequently, if we have k > 1, then the Weibull distribution will be of NHT (super-exponential) type, while
if 0 < k < 0.5, the Weibull distribution satisfies the conditions required for the HT (sub-exponential) type, as
given in Definition 6. Thus, this corollary holds for k ∈ (0, 0.5) ∪ [1,∞).
• Calculating the order of growth of G−1(x)
It is easy to see that
G(x) = xe(βΓ(1+1/k)x/2)
k
. (58)
Now, our next step is to calculate the order of growth of G−1(x). First, we observe that there exist positive
constants c1 and c2 such that for large-enough y we have:
c1(logG(y))
1/k < y < c2(logG(y))
1/k. (59)
Then, setting y = G−1(x) yields the following expression for large-enough x:
c1(log x)
1/k < G−1(x) < c2(log x)1/k, (60)
which will result in
G−1(x) = Θ
(
(log(x))1/k
)
. (61)
• Achievable Throughput
Finally, by applying (14) we will have
T = Ω
(
(log(n))1/k
)
. (62)
12Note that G(x) is an strictly increasing function.
Like before, for Corollary 3 we will follow three steps:
Proof of Corollary 3:
• Checking Conditions of the Theorem
It can be easily checked that the Generalized Pareto distribution satisfies limx→∞ xh(x) = c0 > 0, and also
is of HT type in the class of regularly varying tail distributions. Thus, it satisfies the theorem conditions.
• Calculating the order of growth of G−1(x)
It is easy to observe that
G−1(x) = Θ
(
x1/(1+α)
)
. (63)
• Achievable Throughput
Finally, by applying (14) we will have
T = Ω
(
G−1(n)
) (64)
= Ω
(
n1/(1+α)
)
.
Finally, for Corollary 4 we have:
Proof of Corollary 4:
• Checking Conditions of the Theorem
It can be easily checked that the Log-normal distribution satisfies the condition set 1, which is provided in
detail in [22]. Also, it is easy to note that it is of HT type.
• Calculating the order of growth of G−1(x)
First, in order to manipulate G(x), we use the asymptotic expansion of the error function as follows:
1− F (x)→ σ√
2π
e−(log x−µ)
2/2σ2
log x− µ , as x →∞. (65)
Now, our next step is to calculate the order of growth of G−1(x). First we observe that there exist positive
constants c1 and c2 such that for large-enough y we have:
c1e
√
2σ
√
log(G(y)) < y < c2e
√
2σ
√
log(G(y)). (66)
Then, setting y = G−1(x) yields the following expression for large-enough x:
c1e
√
2σ
√
log(x) < G−1(x) < c2e
√
2σ
√
log(x), (67)
which will result in
G−1(x) = Θ
(
e
√
2σ
√
log(x)
)
. (68)
• Achievable Throughput
Thus, we will have
T = Ω
(
G−1(n)
) (69)
= Ω
(
e
√
2σ
√
log(n)
)
.
APPENDIX C: PROOF OF THEOREM 2
Before presenting the proof of Theorem 2 we need some lemmas. The first lemma is an application of the large
deviations theorem:
Lemma 5. If X1, . . . , Xt are i.i.d. random variables, with the average of µ, satisfying Crame´r’s condition, then
there exist t0, c3 > 0 and c4 > 0 such that
Pr
{
X1 + . . .+Xt
t
<
µ
2
}
< c3e
−c4t, (70)
for all t > t0.
Proof of Lemma 5 : The proof of Lemma 5 can be found in [32], Ch. 1.
Lemma 6. Consider random variables A and B. Then, we have the following
Pr{A > B} 6 Pr{A > C}+ Pr{B < C}, (71)
for any arbitrary random variable C.
Proof of Lemma 6 : For two random variables A and B and any random variable C, we have
A > B → (A 6 C ∩B > C) (72)
= (A > C) ∪ (B < C),
where D is the complement of the event D. Thus,
Pr{A > B} 6 Pr{A > C}+ Pr{B < C}. (73)
The final necessary lemma (also used in [14]) is:
Lemma 7. For large t and n values we have (
n
t
)
<
(ne
t
)t
. (74)
Proof of Lemma 7: (
n
t
)
<
nt
t!
(75)
(a)≈ n
t
√
2πt
(
t
e
)t
<
(ne
t
)t
,
where (a), which is valid for large values of t, is due to the Stirling’s approximation.
Based on the above three lemmas, we are ready to prove Theorem 2.
Proof of Theorem 2: The proof strategy is in essence similar to the one stated in [14] with critical generalizations
to the super-exponential fading distribution. Define t , c7 log(n) for some positive constant c7. In a communication
scheme, we call the set S of the sources valid, if and only if, when they constitute the active set, all the destinations
of the nodes in S are successful in decoding the message. It is clear that one can find many possible valid sets of
sources. Define X(t) to be the number of valid sets which have t nodes. Then, according to Markov’s inequality
we will have:
Pr {X(t) > 1} 6 E {X(t)} (76)
=
(
n
t
)
(Pr {A})t ,
in which A is the event that a node can decode its message. Thus, we have
Pr {A} = Pr

γi,i > β(N0 +
∑
j∈S,j 6=i
γj,i)

 , (77)
for any arbitrary i ∈ S. Therefore,
Pr {X(t) > 1} 6
(
n
t
)
(Pr {A})t (78)
6
(
n
t
)Pr
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∑
j∈S,j 6=i
γj,i




t
(a)
6
(
n
t
)Pr
{
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β
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µt
2
}
+ Pr


∑
j∈S,j 6=i
γj,i <
µt
2




t
(b)
<
(
n
t
)(
Pr
{
γi,i
β
>
µt
2
}
+ c3e
−c4t
)t
=
(
n
t
)(
1− F
(
βµt
2
)
+ c3e
−c4t
)t
(c)
<
(
n
t
)(
c5e
−c6t)t
(d)
<
(ne
t
)t (
c5e
−c6t)t
(e)→ 0.
Inequality (a) follows from Lemma 6 (by setting C = µt/2). Inequality (b) follows from Lemma 5. Inequality (c)
holds since the tail of 1−F (x) for a super-exponential distribution can be bounded from above by an exponentially
decaying function, and the sum of two exponentially decaying functions can be bounded from above by another
exponentially decaying function, for large values of their argument13. Inequality (d) follows from Lemma 7. Finally,
(e) follows by setting t = (1/c6) log(n). Thus, we have shown that (for t = 1c6 log(n))
lim
t→∞
Pr {X(t) > 1} = 0, (79)
which states that with high probability we cannot find any set of t = c7 log(n) sources so that all will be successful.
This concludes the proof.
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