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ABSTRACT
TURBULENT FLOW OF A LIQUID THROUGH CHANNELS WITH
SUPERHYDROPHOBIC WALLS EXHIBITING
ALTERNATING RIBS AND CAVITIES

Brady L. Woolford
Department of Mechanical Engineering
Doctor of Philosophy

There is significant interest in reducing the frictional resistance that occurs along
a surface in contact with a liquid.

A novel approach to reducing the frictional resistance

across a liquid-solid interface is the use of superhydrophobic surfaces. Superhydrophobic
surfaces are created in this work by the use of micro-fabrication techniques where
systematic roughness is fabricated on a substrate surface which is subsequently treated
with a hydrophobic coating.

This work reports an experimental study of

superhydrophobic surfaces used to reduce drag in both laminar and turbulent channel
flows.
In the laminar flow regime reductions in frictional resistance greater than 55%
were measured in microchannels consisting of superhydrophobic walls. The reduction in
frictional resistance for laminar flow in microchannels with superhydrophobic walls was

shown to be dependent on the rib/cavity orientation, with greater reduction achieved
when the ribs/cavities were aligned parallel with the direction of the flow. Also, the ratio
of the cavity width to the combined rib/cavity pitch and the ratio of the combined
rib/cavity pitch to the microchannel hydraulic diameter exercise influence on the
frictional resistance. The condition when the flowing liquid was allowed to completely
“wet” the cavities was also explored.

Generalized expressions enabling prediction of

the classical friction factor-Reynolds number product as a function of the relevant
governing parameters were also developed.
The influence of superhydrophobic surfaces in turbulent flow was explored in
macrochannels (hydraulic diameter≈ 8.5 mm) using particle imaging velocimetry (PIV).
For the turbulent flow regime the time-averaged velocity profiles revealed no discernible
slip velocity at the superhydrophobic wall. However, the results did show that the
superhydrophobic surfaces exhibits an influence on the streamwise and wall-normal
turbulence intensities, the turbulent shear stress, the total shear stress distributions, and
the turbulence production in the channel. From the total shear stress distributions in the
channel the coefficient of friction at the channel walls was determined. The results
showed that for the superhydrophobic surface with ribs and cavities oriented parallel to
the flow direction a reduction in the coefficient of friction as high as 16% was achieved
compared to a smooth wall channel. Superhydrophobic surfaces with ribs and cavities
oriented transverse to the flow direction showed a modest increase in the coefficient of
friction. Differential pressure measurements in the turbulent flow channel were also
acquired and used to calculate the channel average friction factor.
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1 Introduction

1.1

Motivation
The hydrodynamic drag that exists at a liquid-solid interface due to the prevailing

shear stress at that interface is of significance to the design of both micro-scale and
macro-scale devices that involve liquid flow. With the emerging development of microfluidic devices such as micro-pumps, micro-heat exchangers, and “lab on a chip” devices
[1, 2], an increased need has developed to reduce the total frictional resistance in such
devices. The need to reduce such frictional losses can be illustrated by the fact that as the
hydraulic diameter decreases in a channel or pipe the pressure required to maintain the
same flow rate increases significantly. For rectangular channels the increase pressure
requirement scales as P ~ Dh-3, where Dh is the hydraulic diameter defined as Dh = 4A/Pw,
A is the cross-sectional area, and Pw is the wetted perimeter of the channel. A novel
approach to reduce frictional resistance at the liquid-solid interface in confined flows
(e.g., pipes and channels) is through the use of superhydrophobic surfaces.
The potential uses of superhydrophobic surfaces are not limited only to reducing
frictional resistance in microfluidic devices, but can also be employed in other areas such
as fluid control, protein adhesion, and cell patterning [3]. Superhydrophobic surfaces
have been used to control the direction of liquid flow and can also act as valves in
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microfluidic systems [4, 5]. For the separation of proteins from a solution, a tendency
exists for the proteins to absorb by solid surfaces. The use of superhydrophobic surfaces
in this process can potentially reduce the amount of surface absorption and minimize the
contact area between the protein carrying solution and the solid surface [6].
Superhydrophobic surfaces can also be used to help in cell patterning in which the
superhydrophobic parts of the surface form separate regions on which living cells can
grow and divide but are not allowed to interact with other regions [7].
A need exists to better understand the governing parameters for superhydrophobic
surfaces and how the modification of these parameters not only influences the dragreducing capabilities of these surfaces, but also how they influence the use of such
surfaces in other areas. The primary focus of this study is the experimental
characterization of superhydrophobic surfaces to reduce the frictional resistance at the
liquid-solid interface in confined flows. The hope also exists that the knowledge gained
on the use of superhydrophobic surfaces to reduce frictional resistance can further be
applied to other areas where the use of superhydrophobic surfaces is currently being
explored or will be in the near future.

1.2

Drag Reduction
In laminar flow without flow separation viscous effects dominate the resistance to

flow. For a liquid moving past a solid flat surface, the local shear stress exerted on the
wall is the product of the fluid viscosity, µ, and the prevailing wall-normal velocity
gradient of the streamwise velocity, du/dy. The total frictional resistance exerted by the
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solid on the fluid, or drag, is equal to the integral of the product of the wall shear stress
and the liquid/solid interfacial contact area [8].

D = ∫ τ wall dAwall = ∫ μ
A

du
dy

dAwall

(1.1)

y =0

Equation 1.1 indicates that for a given liquid flow the drag may be reduced by reducing
the shear stress at the surface and by reducing the interfacial contact area between the
liquid and solid surface. Decreases in the liquid viscosity will also result in a smaller
total drag. In real applications decreasing the viscosity in such a manner is not practical.
Thus, either the velocity gradient at the wall or the interfacial contact area must be
reduced to decrease the total frictional resistance. In a laminar fully developed channel
flow the shear stress distribution is linear with the shear stress greatest at the walls and
equal to zero at the channel centerline. When the velocity gradient at the walls is reduced
the shear stress distribution remains linear but the slope of the shear stress distribution is
decreased thus indicating a lower shear stress at the walls.
In a turbulent boundary layer or channel flow the transport of momentum due to
turbulent motion dominates, with the exception very near the wall where a viscous sublayer exists and viscous transport becomes important. The turbulent transport arises due
to the development of unsteady eddies in the flow, which gives rise to the apparent
turbulent nature of the flow [9]. As in the case of laminar flow the total frictional
resistance exhibited on the walls is a product of the interfacial contact area and the wall
shear stress, and by reducing either the interfacial contact area or the wall shear stress the
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total frictional resistance can be reduced. In turbulent flow the total local shear stress
acting in the streamwise direction is a summation of both the viscous stress and the
turbulent shear stress as given in Eq. 1.2 [10].

τ total ( y ) = τ lam + τ turb = μ

du
− ρ u′v′
dy

(1.2)

As in laminar flow, the viscous shear stress, τlam, is the product of the fluid viscosity, µ,
and the streamwise velocity gradient, du / dy , where u represents the time-mean
velocity. The turbulent shear stress, τturb, is the product of the fluid density, ρ, and the time
averaged product of the fluctuating velocity components in the x and y directions, u´ and
v´. The turbulent motions transfer momentum in the fluid much more rapidly than do the
viscous stresses and tend to reduce any velocity gradient present [11]. These terms are
often referred to as the Reynolds stress and are an apparent stress given by − ρ u ′v′ , with
the overbar indicating the time-averaged product of the fluctuating velocity components.
The influence of both the laminar and turbulent shear stress for a full channel is
illustrated graphically in Figure 1.1 as a function of the wall normal position, where the
bottom wall of the channel is at y = 0 and the top wall of the channel is at y = 4.3. The
figure illustrates that near the wall (y → 0) laminar shear stress dominates, but decreases
in magnitude with increasing y whereas the turbulent shear stress becomes more
influential. At the half channel location (y = 2.15) both components of the stress vanish.
In fully developed channel flow, the turbulent and laminar shear stresses combine in such

4

Figure 1.1 Illustration of the turbulent and laminar shear stress components that exist in fully
developed, turbulent channel flow

laminar channel flow. The shear stress becomes important because by minimizing the
shear stress the frictional resistance at the walls can be reduced. Superhydrophobic
surfaces, as described in the next section, have the ability to reduce the shear stress in
both laminar and turbulent flows.

1.3

Superhydrophobic Surfaces
One approach to reducing both the interfacial contact area and the average shear

stress at the wall is the use of superhydrophobic surfaces. The lotus leaf is an excellent
example of a superhydrophobic surface found in nature. When a water droplet is placed
on a lotus leaf, the droplet will bead up on the surface. The water-repellant behavior of
the surface lends itself to self-cleaning properties. The ability for the surface to be both
water repellant and self cleaning is often described as the “Lotus effect” [12]. The Lotus
5

leaf is not a smooth surface as one would expect, but is actually quite rough at the
microscale and consists of microstructures, called papillae, that are positioned on top of
the leaf’s epidermis. The papillae are post-like features usually having heights of 10-20
µm and widths of 10-15 µm. The papillae are also coated with an epicuticular wax,
which acts as a hydrophobic coating [13]. The combination of the microstructures and
the hydrophobic coating render the surfaces superhydrophobic.
The development of micro-fabrication processes has made it feasible to create
artificial surfaces that mimic features found on the Lotus leaf. These features can be
fabricated to take the shape of posts and cavities similar to the Lotus leaf or ribs and
cavities, where the ribs and cavities run the entire length of the surface. Photolithography
combined with either a wet or dry etch are micro-fabrication processes typically used to
construct the micro-features on a substrate surface. Once the features have been created,
they are then coated with a hydrophobic material. A scanning electron microscope
(SEM) image of a superhydrophobic surface consisting of micro-ribs and cavities is
shown in Figure 1.2. The cavities have been etched into the surface of a silicon substrate
leaving behind the silicon micro-ribs. Following the etching process the surfaces were
coated with a hydrophobic coating. The micro-ribs shown in the image have a thickness
of 12 µm, a height of 20 µm, and a rib-to-rib spacing of 28 µm.
The combination of the systematic roughness created by the ribs and cavities as
illustrated in Fig.1.2, along with the hydrophobic coating, render the surfaces
superhydrophobic, similar to the Lotus leaf. Water droplets tend to minimize their
surface energy by forming into spherical shapes due to the high surface tension. When a
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Figure 1.2 SEM image of a superhydrophobic surface with micro-ribs 20 µm tall by 12 µm wide and
cavities that are 28 µm wide.

droplet is placed on a hydrophilic surface, adhesion forces between the droplet and the
surface cause the droplet to wet instead of forming its desired spherical shape. The
degree of wetting on a surface is characterized by the contact angle of a static sessile
water droplet on a smooth surface where the contact angle, θ, is defined as the angle at
which the liquid/vapor interface meets the solid surface [14]. The amount of wetting is
dependent on an equilibrium state that is reached in which the surface energies (surface
tensions) between the interfaces involved are minimized.

For water droplets three

interfacial energies exists: the solid-liquid, γSL, liquid-gas, γLG, and solid-gas, γSG. It was
shown by Young [15] that the contact angle could be determined for a flat surface by
examining the interfacial energies when they are in thermodynamic equilibrium. Using
this analysis, Young predicted the contact angle on a solid surface in terms of the
interfacial energies as given in Eq. 1.3. This equation is known as Young’s equation.
7

cos θ =

γ SG − γ SL
γ LG

(1.3)

With superhydrophobic surfaces, the hydrophobic coating alters the surface chemistry at
the solid boundary and reduces the attraction of the liquid droplet to the solid surface thus
increasing the tendency for the droplet to form a more spherical shape on the surface,
which further reduces the area that the droplet wets.

1.3.1

Contact Angle on Superhydrophobic Surfaces

As mentioned previously the contact angle describes the degree of wetting that
occurs on a surface. Depending on the measured contact angle, a liquid droplet placed on
a surface will exhibit either a hydrophilic (wetting) condition or a hydrophobic condition.
In Figure 1.3 the hydrophilic and hydrophobic conditions are illustrated along with the
superhydrophobic condition, which is an extension of the hydrophobic condition. In the
hydrophilic (wetting) condition the liquid droplet wets the surface and exhibits contact
angles, θ < 90°. The hydrophobic condition exhibits contact angles in the range 90° < θ <
150° for liquid droplets. The third image in the figure illustrates a water droplet on a
superhydrophobic surface.

As illustrated in the figure, in order to achieve the

superhydrophobic state the surface must consist of micro-roughness coated with a
hydrophobic coating. On the superhydrophobic surface the water droplet rests on the
surface without wetting the cavities of the textured features. Typically, superhydrophobic
surfaces exhibit contact angles greater than 150° [16]. Superhydrophobic surfaces have
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Figure 1.3 Illustration of the contact angle for a sessile water droplet placed on surfaces exhibiting
different degrees of wetting.

been fabricated that have contact angles for liquid droplets as high as 177° [17]. The
contact angle of a liquid droplet can be measured using a goniometer, which uses an
optical system to image and analyze the shape of a water droplet on a solid surface.
The contact angle of a liquid droplet measured on a superhydrophobic surface is
not the true contact angle that exists at the solid liquid interface but is an apparent contact
angle, θCB. The apparent contact angle, θCB is an increase in the contact angle from that
measured on an unpatterned (smooth) surface due to the roughness of the surface. The
roughness causes trapped air to support the droplet which reduces the surface energy
between the liquid-solid interface and allows the droplet to take more of spherical shape.
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The apparent contact angle, θCB can be predicted by the relationship developed by Cassie
and Baxter [18]. This relationship is expressed as

cosθ CB = f r (cosθ + 1) − 1

(1.4)

where fr is the area fraction of contact, θ is the contact angle of a water droplet on an
unpatterned (smooth) surface and is the value that appears in Young’s equation (Eq. 1.3),
and θCB is the apparent contact angle on a patterned (rough) surface. The area fraction of
contact, fr, is the top surface area of the ribs or posts divided by the total projected area.
The equation shows that as fr→0, θCB→180°.

1.3.2

Non-wetting and Wetting Condition

Superhydrophobic surfaces can also be used to minimize the frictional resistance
at the liquid/solid interface for flowing liquids. Provided the pressure in the liquid is not
too high, the air trapped in the cavities supports either water droplets on
superhydrophobic surfaces or a flowing liquid above such a surface. Using Young’s law
to predict the equilibrium point for the liquid-gas interface that forms between the
cavities, the pressure difference that can be supported by the liquid-gas interface can be
expressed as

ΔP = Pw − Pa =

2σ
cos (π − ϕ ) .
wc

(1.5)
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In Eq. 1.5, wc is the rib-to-rib spacing, and σ is the surface tension. The pressure
difference, ΔP, is the pressure difference between liquid pressure, Pw, and the pressure of
the air, Pa, trapped in the cavities. The meniscus angle, φ , dynamically adjusts to balance
the pressure within the water until the measured contact angle, θ, on a flat unpatterned
surface is reached. The pressure difference, ΔP, described in Eq. 1.5 when φ = 0 is often
referred to as the Laplace pressure. If the pressure difference is exceeded the liquid-gas
interface can no longer be supported and the liquid will begin to wet the cavities. A fluid
domain that consists of the non-wetting liquid-gas interface is often referred to as being
in the Cassie non-wetting state, while a fluid domain that has exceeded the Laplace
pressure and has completely wetted the cavities is in the Wenzel wetting state [19, 20].
Throughout the remainder of this work the Cassie and Wenzel states are referred to as the
non-wetting condition and the wetting condition, respectively. As the pressure increases
in a cavity the meniscus intrudes further into the cavity compressing the air trapped in the
cavities. To fully wet the cavities the air must be completely displaced from the cavities.
For fully-developed pressure driven channel flow the pressure decreases linearly from the
entrance to the exit of the channel. The implication of this behavior is that when
superhydrophobic surfaces are used as the channel walls the likelihood of the cavities
transitioning from a non-wetting to a wetting state is greater near the channel entrance.

1.3.3

Velocity Distribution and Shear Stress Along Rib/Cavity of Superhydrophobic
Surface

When the surface is superhydrophobic and the pressure is low enough, such that
the Laplace pressure is not exceeded, a continuous flowing liquid will form a liquid-gas
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meniscus across each cavity as illustrated in Figure 1.4. At the liquid-gas interface the
shear stress does not completely vanish but is nominally two orders of magnitude smaller
in comparison to the shear stress along the liquid/solid interface. The typical shear stress
distribution across a single rib and cavity is illustrated in Figure 1.5, which shows the
difference in the shear stress between the solid-liquid and liquid-gas interfaces [21].

Figure 1.4 Illustration of a liquid flowing over a superhydrophobic solid substrate with patterned
ribs and cavities.

Figure 1.5 Illustration of the qualitative shear stress distribution across a non-wetting cavity, wc and
a rib, wr for liquid flowing across the surface.
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The qualitative difference in the shear stress between the solid-liquid and liquid-gas
interfaces is the same whether the liquid flows transverse to the patterned features or
parallel to the features. In the figure wr represents the rib width and wc represents the
cavity width. The figure indicates that the shear stress is greatest at the interface between
the rib and the cavity and decreases towards the middle of the rib. The average shear
stress across the rib/cavity width is the apparent shear stress that acts across the entire
interface and can be used to determine the reduction in frictional resistance across the
surface.
The qualitative streamwise velocity distribution at y = 0 (along the top of the rib
and cavity) for a liquid flowing above a superhydrophobic surface with a non-wetting
cavity is illustrated in Figure 1.6.

The figure indicates that along the rib surface the no-

slip condition is maintained with zero velocity. Along the liquid-gas interface the liquid
velocity exhibits a finite value with a maximum at the centerline of the cavity. The
integral average velocity at y = 0 along the rib/cavity width will be non-zero, and gives
rise to an apparent macroscopic slip velocity at the surface. A schematic shown in the
upper panel of Figure 1.6, illustrates the slip velocity in a parallel-plate channel with a
no-slip top wall and a superhydrophobic bottom wall. At the superhydrophobic wall the
apparent macroscopic slip velocity occurs as explained above.
The macroscopic slip velocity can also be related to a slip-length, λ , with the
slip-length being defined as the wall-normal location where the fluid velocity would
vanish. Navier [15] first proposed the slip boundary condition and showed that the slip
velocity, uslip, was proportional to the strain rate in the fluid at the wall, uslip = λ (du dy)
where λ is the slip-length. Because of the velocity slip the wall normal velocity gradient
13

Figure 1.6 Qualitative representation of the velocity distribution at y = 0 along a single rib and cavity.
The insert illustrates the apparent slip velocity and slip-length at a superhydrophobic surface.

is reduced. In a parallel-plate channel flow slip at the wall increases the overall flow rate
per channel unit width, Q′ , for a given pressure difference. The flow rate per channel
width can be written in terms of the slip-length, λ and is given as [22]

Q′ =

H 3 ⎛ dp ⎞ ⎡ 1 λ ⎤
⎜−
⎟ +
4 μ ⎝ dx ⎠ ⎢⎣ 3 H ⎥⎦

(1.6)

Here H is the channel height, dp/dx is the streamwise pressure gradient, and µ is the
dynamic viscosity of the liquid. Superhydrophobic surfaces can exhibit an apparent sliplength, and thus, laminar flow channel using superhydrophobic walls can be enhanced
compared to a channel exhibiting no-slip walls with the same wall-to-wall spacing and
pressure gradient.
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1.3.4

Definition of Key Parameters for Superhydrophobic Surfaces

The superhydrophobic surfaces are described throughout this document in terms
of key parameters. These key parameters include the cavity fraction, Fc,, the relative
module width, Wm, the hydraulic diameter, Dh, and the relative cavity depth, Zc. The
dimensions used to describe these parameters are illustrated in Figure 1.7. Also in Table
1.1 the key parameters are defined. The ratio of the cavity width, wc, to the total rib and
cavity width, w, is termed the cavity fraction, Fc. The total rib and cavity width, w is

Figure 1.7 Key dimensions of superhydrophobic surfaces consisting of alternating ribs and cavities as
explored in this work are illustrated.

Table 1.1 Lists the key parameters used in this study in terms of their
dimensions which can be referenced to Figure 1.7.

Parameter
Pitch, rib/cavity width
Hydraulic diameter
Cavity fraction
Relative module width
Relative cavity depth

Definition
w = wc + wr
Dh = 4A/P
Fc = wc/w
Wm = w/Dh
Zc = d/w
15

often termed the pitch in the literature. The relative module width, Wm, is defined as the
ratio of the rib/cavity pitch, w, to the hydraulic diameter, Wm = w/Dh. The relative cavity
depth, Zc, is defined as the ratio of the cavity depth, d, to the rib/cavity length, Zc = d/w.
The hydraulic diameter, Dh, is expressed here as Dh = 4A/Pw. Another key parameter that
is often referred to in this work is the orientation of the ribs and cavities to the direction
of flow. When the ribs/cavities are oriented parallel to the flow direction this is referred
to as the longitudinal orientation. In reference to Figure 1.7, the longitudinal orientation
would be the case when the flow direction is normal to the page. When the flow is
perpendicular to the ribs (flow left to right in the figure) this orientation is referred to as
the transverse orientation.

1.4

Contribution
This work looks to extend and expand the current understanding of the use of

superhydrophobic surfaces to reduce frictional resistance in both laminar and turbulent
channel flow. The majority of the results presented are experimental in nature which will
be used to validate analytical and numerical results found in the literature. In the laminar
regime additional knowledge is obtained on the influence of the cavity fraction, Fc,
relative module width, Wm, and the orientation of ribs. These results are for
microchannels consisting of superhydrophobic surfaces on both top and bottom walls of
the channel. Experimental data for microchannels that have patterned but uncoated
surfaces are also obtained for the wetting condition, which provide new insights into the
wetting cavity scenario. Direct correlations to analytical and numerical, non-wetting and
wetting predictions given in the literature are developed and compared to the
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experimental data. These correlations can also be used as a tool for the development of
superhydrophobic microchannels for specific microfluidic applications.

Numerical

simulations for the wetting case are also performed to validate the wetting cavity scenario
correlations and the analytical results reported. The ratio of the channel pressure to the
Laplace pressure for laminar flow in microchannels is also explored, in which new
knowledge is reported on the influence of this ratio on the frictional resistance.
Limited experimental research has been performed to date with turbulent flow
across superhydrophobic surfaces. The experimental turbulent flow results described
herein will be used to provide a better understanding of the influence of
superhydrophobic surfaces on frictional resistance in a turbulent boundary layer flow.
This will include insights into what transport mechanisms reduce frictional resistance in
the turbulent flow regime. The difference in frictional resistance between the transverse
and longitudinal orientation of the ribs has not previously been reported in the literature,
which this work will begin to address.

Further, detailed analysis of the average

velocities, rms velocities, turbulent shear stresses and the total shear stress for
superhydrophobic surfaces over a range of turbulent Reynolds numbers will also be
provided to the literature base. The knowledge gained from the turbulent flow results
will give valuable insights into how superhydrophobic surfaces can be used to reduce
frictional resistance in the turbulent flow regime. Results are also presented for turbulent
flow in microchannels with patterned surfaces where the patterned surfaces are allowed
to wet. This study provides data on the influence of systematically designed roughness in
microchannels for turbulent flow.
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1.5

Division and Topics of the Remaining Chapters
In Chapter 2 previous work relating to the use of superhydrophobic surfaces to

reduce frictional resistance is discussed. This will include a review on the use of such
surfaces with liquid droplets, continuous laminar flow in micro and macrochannels, and
turbulent flows. Both experimental and analytical work from previous investigations is
reviewed. The last section of this chapter will recapitulate how the present work differs
from that previously performed.
Chapter 3 consists of analysis performed on previously obtained numerical and
analytical results for surfaces in both the wetted and non-wetting condition, with the ribs
oriented transverse and longitudinal to the flow direction. The correlation expressions
developed from this analysis are presented for fully developed laminar channel flow.
Predictive expressions for the slip-length and the overall frictional resistance are
presented and discussed.
Chapter 4 presents the methodologies employed. Included are descriptions of the
experimental setups developed for both the microchannel and macrochannel experiments.
The methods used to characterize the reduction in frictional resistance for both the
microchannel and macrochannel experiments are also discussed. Numerical techniques
used to analyze channels that exhibit microstructures on the walls that completely wet are
developed. The experimental uncertainties for all results are also reported.
In Chapter 5 results are presented for the microchannel experiments which
include laminar flow results for both non-wetting and wetting surfaces. These results are
compared to the correlations developed from the analytical and numerical predictions.
The influence of the governing parameters on frictional resistance are illustrated and
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discussed. The experimental results for turbulent flow in microchannels with patterned
surfaces that are allowed to wet completely are also reported in this chapter.
Chapter 6 presents the macrochannel results for laminar and turbulent flow on
non-wetting and wetting surfaces. Turbulent flow results are presented for the timeaveraged streamwise velocity, wall-normal and streamwise rms velocities, the turbulent
and total shear stress, and the turbulence production for the different surfaces tested. The
influence of the Reynolds number on the friction factor is also reported. Based on the
detailed velocity field data and total shear stress calculations, the coefficient of friction
for each surface is determined.
Detailed conclusions on this work are made in Chapter 7 and the specific
contributions of this work to the general body of literature are discussed.

Finally,

improvements and suggestions for further experimentation with superhydrophobic
surfaces are given.
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2 Literature Review

Recently an increased amount of exploratory work has been performed with the
use of superhydrophobic surfaces for a variety of purposes. Both experimental and
analytical studies have examined the physics of liquid droplets rolling on such surfaces.
Numerical and experimental studies have also been performed to examine the influence
of superhydrophobic surfaces in fully developed laminar and turbulent flow. From the
laminar and turbulent flow studies it has been shown that superhydrophobic surfaces have
the potential to achieve significant reductions in frictional resistance. The use of such
surfaces in commercial applications appears very promising, but there is still a great deal
of knowledge that must be gained before such reductions can be realized in practice. The
majority of this chapter reviews relevant contributions that have been made in the use of
superhydrophobic surfaces to reduce frictional resistance for both droplet motion and
continuous liquid flows. The chapter concludes with a recapitulation of the contributions
to the literature that are made from this work.

2.1

Liquid Droplets
The dynamics of water droplets on superhydrophobic surfaces have been

investigated previously by various researchers [4, 23-29]. The frictional resistance that
such surfaces exert on a liquid droplet has been shown in these studies to be reduced
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dramatically compared to non-superhydrophobic surfaces, with the results showing direct
implication in self-cleaning surfaces.

In creating these superhydrophobic surfaces

various techniques have been developed to create the micro and nano-roughness required.
These techniques have included methods such as: photolithography, wet/dry chemical
etching, plasma etching, and the growth of structures on a substrate surface (nano-grass,
carbon nano-tubes) [24, 30-33]. Fluoropolymer coatings such as Teflon® and
organosilanes are substances commonly deposited onto the fabricated roughness of a
substrate surface to render the surface superhydrophobic. A fluoropolymer coating is
typically deposited on the surfaces through the use of a spin-coat method in which drops
of the fluoropolymer solution are deposited on the surface. The surface is then spun at a
high rate to produce a uniform, thin layer of the solution on the surface.

Organosilanes

react with substrates to form a monolayer of the silane compound on the substrate.
Organosilanes can be chosen that alter the surface tension of a substrate to induce a
hydrophobic state. The organosilane can be placed on the surface using either a vapor
deposition process, dip process, or a submersion process [34].
The effectiveness of the superhydrophobic surface to repel a liquid droplet and
also to reduce the sliding resistance that the droplet experiences are influenced by both
the measured contact angle, θCB, of the droplet on the surface and the contact angle
hysteresis. Researchers have examined both the contact angle and the contact angle
hysteresis that is exhibited on a superhydrophobic surface under a variety of conditions.
The contact angle hysteresis, which plays a role in the self cleaning capabilities of
superhydrophobic surfaces, is defined as the difference between the advancing, θa, and
receding, θr, contact angle. The advancing contact angle is the contact angle at the
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leading edge of a water droplet on a tilted surface, while the receding contact angle is the
wetting angle at the trailing edge. The greater the difference between the advancing and
receding contact angle the more resistance there is to droplet motion down the tilted
surface [35, 36]. Water droplet experiments have been performed on surfaces where the
roughness of the surface has been controlled by the use of micro-fabrication processes,
while in other studies random roughness has been created.
Some of the earliest experiments on the use of superhydrophobic surfaces were
performed by Bico et al. [25, 26]. The purpose in their studies was to minimize the
surface energy of a substrate material by mimicking the lotus leaf effect. Bico et al.
created surfaces which exhibited both micro engineered ribs/cavities and post/cavities. A
self-assembled monolayer of fluorosilane was used as the hydrophobic coating. The
surfaces exhibited apparent contact angles in the range of 151° to 167°, with post
configurations in the shape of spikes achieving the largest apparent contact angles, θCB.
A fractal surface, which had been treated to have a random degree of surface roughness,
was used in the studies performed by Onda et al. [37]. Using a hydrophobic material to
create the roughness on a fractal surface, Onda was able to achieve contact angles as high
as 174°.
A method that is often employed to investigate the motion of water droplets on
superhydrophobic surfaces is the simple tilting experiment. In this method a discrete
liquid droplet of a specified volume is placed on an inclined surface. The angle of the
surface is increased until the droplet begins to slide down the surface. The smaller the
sliding angle the less frictional resistance is exhibited by the surface. Simple tilting
experiments have been performed to characterize the decrease in flow resistance due to
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superhydrophobic surfaces.

Miwa et al. [38] used the tilting experiment with

superhydrophobic surfaces to show that air is trapped between the surface structures. The
trapped air allows the droplet to be supported between the structures resulting in a lower
sliding angle. Richard et al. [39] used a similar tilting experiment to demonstrate that a
droplet rolls instead of sliding down a tilted superhydrophobic surface.

They also

reported that the diameter of the droplet greatly influences the velocity at which the
droplet rolls, with smaller droplets exhibiting a larger running velocity. In simple tilting
experiments performed by Kim et al. [24] the flow resistance of droplets across
superhydrophobic surfaces with designed roughness was explored.

Their surfaces

consisted of micro-ribs aligned transverse and parallel to the path that the droplet was to
travel. They also investigated the effect of micro-posts and nano-posts on the flow
resistance of a water droplet. The micron sized structures were created using a deep
reactive ion process (DRIE), which is a dry etching method used in micro-fabrication
processes, to create ribs, posts, and other features with deep etched vertical walls. A
hydrophobic coating consisting of a 0.2% Amorphous Teflon solution mixed with
perfluoro-compound FC-75 (Acros) was spin coated onto the micro-structures. The
surfaces consisting of nano-posts were created by controlling the process parameters of
the DRIE. Their results showed that there was less flow resistance with the nano-posts
compared to surfaces using micro-ribs oriented parallel or transverse to the droplet
motion. Droplets that rolled parallel to the micro-rib orientation showed less resistance
compared to droplets that rolled transverse to the micro-ribs. The micro-post
configuration exhibited a rolling resistance lower than the transverse rib orientation but
slightly larger than the parallel rib orientation. With the nano-post design, the water
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droplet was found to roll off the surface at nearly a 0° tilting angle. They also explored
the difference in frictional resistance for a water droplet placed on an open surface and a
droplet placed in a confined channel consisting of superhydrophobic walls. Reductions
in rolling resistance compared to unpatterned, uncoated surfaces were achieved with both
the open surface scenario and confined channel scenario, with greater reductions
achieved with the open surface scenario. The resistance to droplet motion on the nanograss surface was reduced by 99% and 95% percent in the open and confined cases,
respectively.
Oner et al. [28] explored the effect of different post geometries and the spacing
between such structures on the advancing and receding contact angle of a water droplet.
Advancing and receding contact angles as high as 175o and 156o, respectively, were
achieved, based on optimum design parameters from their study. The surfaces were
created by the use of photolithography combined with dry etching. Organosilanes were
vapor deposited onto the surfaces to render the surfaces superhydrophobic. Their results
showed that the type of organosilane vapor deposited onto the etched surface influenced
the advancing and receding contact angle of the treated surface. Dimethyldichlorosilane
and n-octyldimethylchlorosilane gave slightly larger contact angles compared to
heptadecafluoro-1,1,2,2-tetrahydrodecyldimethylchlorosilane. The influence of the post
spacing was also explored with results indicating that as the cavity spacing is increased
between posts the tendency of the water droplet to wet also increased.

They also

illustrated that changing the shape of the posts from square to staggered rhombus, star, or
indented square also increased the receding contact angle, θr. In a study performed by
Yoshimitsu et al. [29] the influence of the post height was examined.

25

Various

superhydrophobic surfaces were prepared with varying post heights. The contact angle
of a discrete water droplet was measured on each surface. The results showed that the
contact angle of the surfaces increased with increased post height. Oner et al. also
studied this influence and showed that the contact angles were independent of the post
height in the range of 20 to 140 µm [28].
Even though the reductions in friction resistance achieved in the liquid droplet
tests may not be directly applicable to continuous flow they do provide valuable insights
into what parameters influence the hydrophobicity of the surface. These parameters
include the rib/cavity orientation, rib/post and cavity dimensions, and the shape of the
features. The liquid droplet tests have also provided insights into methods to fabricate
superhydrophobic surfaces that can be used in constructing superhydrophobic surfaces
for continuous flow applications.

2.2

Microchannel Laminar Flow
There has recently been increased exploration in the use of superhydrophobic

surfaces with continuous laminar flow [21, 22, 40-59].
included both experimental and analytical studies.

These investigations have

The studies have explored the

influence of key parameters on both the frictional resistance and the slip-length at the
wall.

2.2.1

Analytical and Numerical Non-Wetting Cavity Laminar Flow

An initial analytical study performed by Philip used a conformal mapping
technique to solve for two dimensional channel flow with various wall boundary
conditions for both pressure driven flow and shear driven flow scenarios [57]. The most
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relevant scenarios to the current work are those in which no-slip and no-shear boundary
conditions were applied to alternating regions on the bottom wall of a pressure driven
channel. Philips performed analytical studies and developed mathematical expressions
for the creeping flow regime where alternating regions of no-slip and no-shear were
oriented both longitudinal and transverse to the flow direction. The results from Philip’s
work showed that increasing slip occurs as the cavity width, wc, (see Fig. 1-7) is
increased. The results also demonstrated that very large macroscopic slip-lengths, λ, can
be achieved when alternating regions of no-slip and no-shear exist. The results from
Philip’s work can be used to illustrate the influence of the fluid slip on the flow field, as
is shown in Figure 2.1. This figure compares the velocity profiles over a no-slip rib and
no-shear cavity oriented parallel to flow direction on the bottom wall (y = 0) (left panel)
with a no-slip top wall determined from Philip’s analysis to the behavior of parallel-plate
channel with no-slip walls (right panel).

The same pressure gradient and channel

dimensions (H = 1, -2 < x < 2) were used to predict the velocity profiles for both
scenarios. The no-slip, no-shear wall (left panel) had a cavity fraction of Fc = 0.88 where
one half of the rib is shown on each side of the cavity. The velocity field for this scenario
shows that the slip velocity reaches a maximum at the center of the no-shear region (x =
0).

The slip velocity across the cavity region results in an overall increase in the

maximum channel velocity and channel average velocity, compared to parallel-plate
channel without the applied slip-length.
In work performed by Lauga and Stone [47] analytical expressions were
developed for flow through pipes with regions of no-slip and no-shear strips oriented
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umax = 3.40

umax = 3.15

Figure 2.1 Graphical representation of the predicted slip velocity using Philip’s analysis over a
rib/cavity with Fc = 0.88 on the bottom in parallel-plate flow compared to a control surface that has
no slip condition applied on both walls.

both longitudinal and transverse to the flow direction. They showed that for a parallelplate channel where both the Reynolds number and the Knudsen number approach zero,
the slip-length, λ normalized by the pitch, w, called the relative slip-length, λ/w, at the
liquid-vapor cavity interface can be expressed for both the transverse (Eq. 2.1) and
longitudinal (Eq. 2.2) orientations for alternating strips of no-slip and no-shear as

λ⊥ ,nw
w

λ&,nw
w

=
=

1
ln[sec (Fc π 2 )] ,
2π
1

π

(2.1)

ln ⎡⎣sec ( Fc π 2 ) ⎤⎦ .

(2.2)

These equations show that the relative slip-length, λ/w, is dependent on the cavity
fraction, Fc, and the orientation of the alternating strips relative to the flow direction. For
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similar cavity fractions, the equations developed show that the estimated normalized
macroscopic slip-length in the transverse direction, λ⊥ ,nw w is half the slip-length of that
in the longitudinal direction, λ&,nw w .
The work presented by Philips and Lauga and Stone. assumed an idealized shearfree flat interface for the liquid-vapor interface [47, 57]. For a realistic continuous flow
over superhydrophobic surfaces, the meniscus penetrates the cavities as the cavity
pressure increases and a perfectly flat interface does not exist at the liquid-vapor
interface. In an analytical study conducted by Sbragaglia et al. [52] the effects of the
liquid meniscus on the flow and slip-length were explored. The results showed that the
channel flow rate is increased as the meniscus intrudes further into the cavity when the
micro-structures are oriented longitudinal to the flow direction. They also showed that
the apparent average macroscopic slip-length increases as the meniscus penetrates farther
into the cavities. This is true if the meniscus does not wet the cavity walls.
A numerical study in which the influence of micro-structures oriented parallel to
the flow direction on both the top and bottom walls of a microchannel for laminar flow
was performed by Jeffs [60]. This investigator examined the influence of the cavity
fraction, Fc, and the relative module width, Wm, assuming a no-slip, no-shear interface for
the ribs and cavities. Results indicate that as the relative module width, Wm, is increased
the total reduction in frictional resistance decreases. It was also demonstrated that as the
cavity fraction, Fc, is increased the total frictional resistance decreases, with reductions as
high as 92% achieved for Fc = 0.97 and Wm = 1.0. Jeffs, also further explored the
influence of the meniscus along with the influence of the air cavity on the frictional
reduction due to the superhydrophobic surfaces. In his work, the liquid-gas interface was
29

rigorously modeled and the flow dynamics in the gas cavity were modeled along with the
liquid domain. The liquid and vapor domains were coupled by matching the local shear
stress and velocities at the liquid-gas interface. The results from the coupled modeled
simulations showed that the gas cavity can influence the frictional resistance across the
surface. Greater differences between the zero shear stress model and the coupled model
occurred as the relative module width is increased.
Davies et al. numerically explored the scenario of ribs and non-wetting cavities
oriented in the transverse orientation for pressure driven flow through microchannels for
both creeping and non-creeping flows [43, 61]. They examined both the no-shear, no-slip
interface idealization along with a liquid-gas coupled interface model.

The cavity

fraction, Fc, relative module width, Wm, and Reynolds number, (Re=ρUDh/µ) were varied.
The influence of these parameters on the total frictional resistance for the microchannel
was examined. The idealized no-shear, no-slip and liquid-gas coupled models in the
transverse orientation showed that the total frictional resistance on the superhydrophobic
surfaces was dependent on the Reynolds number. As the Reynolds number was increased
the reduction in friction due to the non-wetting walls was decreased. The results also
demonstrated that the frictional reduction for ribs oriented transverse to the flow direction
was less than that for ribs oriented longitudinal to the flow direction at similar cavity
fractions and relative module widths. Results for the reduction in frictional resistance
were often given in Davies et al. work and Jeffs work [21, 43] in terms of the friction
factor-Reynolds number product, fRe. This parameter is also used frequently in this work
to indicate the reduction in frictional resistance and will be explained in more detail in
Chapter 3.
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A three-dimensional finite element analysis was performed by Salamon et al. [51]
for a Newtonian fluid in a microchannel with superhydrophobic walls. The channel that
was modeled consisted of a microchannel having a channel height of 80 µm with
superhydrophobic surfaces on both the top and bottom walls. The superhydrophobic
surfaces consisted of 0.2 µm square posts with 2 µm cavities. A 1 psi/cm pressure
gradient was imposed on the channel.

Their results reported that a 40% flow

enhancement, along with a 5.4 µm macroscopic slip-length was predicted for their
modeled channel. Their results also indicated that to achieve estimates of the flow
enhancement, cell clustering must be used near the posts where the largest velocity
gradients exist. Similar to previous results, they also showed that the flow enhancement
can be increased by either increasing the spacing between the posts or decreasing the size
of the posts. Further analysis of the influence of the slip-length as a function of post and
cavity dimensions was conducted by Enright et al. [44, 59]. From their work scaling
relations were developed to predict the effective slip-length as a function of the post and
cavity dimensions when the superhydrophobic or Cassie state is maintained.

2.2.2

Experimental Non-Wetting Laminar Flow

Ou et al. performed an experimental investigation to characterize the pressure
drop reduction for flow through channels with superhydrophobic walls [22]. Hydraulic
diameters, Dh, ranging from 152 to 508 μm were investigated. The top surface of the
rectangular channel was hydrophilic glass and the bottom surface was a micro-engineered
superhydrophobic surface created through deep reactive ion etching.

Organosilane

heptadecafluoro-1,1,2,2-tetrahydrodecyldimethylchlorosilane was vapor deposited on the
surfaces to produce a hydrophobic interface along the solid surface of the substrate.
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Micro-ribs and cavities oriented longitudinal to the flow direction were explored at cavity
fractions of Fc = 0.50 0.67 and 0.80. Their results confirmed that as the cavity fraction is
increased the reduction in frictional resistance increases. Further, their results show that
as the channel height was decreased at a fixed cavity fraction (i.e., decreasing Wm) the
frictional resistance also decreased. Surfaces exhibiting micro-post features were also
studied by Ou et al. [22, 50]. The cavity fractions, Fc studied in their micro-post designs
ranged from 0.56 up to 0.97 where the cavity fraction is based on the ratio of the cavity
area divided by the combined cavity and post area. Their results showed that significant
reductions in the viscous drag are achievable, with pressure drop reductions as large as
40% being observed in their experiments for square micro-posts configuration with the
width of the post equal to 30 µm and the spacing between posts equal to 150 µm. For
ribs and cavities oriented longitudinal to the flow direction they also showed drag
reductions greater than 40% with wr = 20 µm and wc = 80 µm.
Ou et al. also used a confocal surface metrology system to characterize the depth
of the meniscus penetration into the cavity as a function of the channel pressure [22]. For
a surface with a cavity width of 30 µm, they showed that the meniscus penetrated a
maximum distance of 4 µm into the cavity at a pressure difference of 4500 Pa. In a more
recent paper, Ou et al. [50] used micro-PIV techniques to confirm that the decrease in
shear stress along the liquid-gas interface above the cavity is the mechanism leading to
the pressure drop reduction in a microchannel when the fluid is flowing in the
longitudinal direction across the micro-ribs and cavities.
In research performed by Lee et al. [58] the influence of the pitch, w, and the
cavity fraction, Fc, on liquid slip was explored. Cavity fraction studies were performed
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on superhydrophobic surfaces exhibiting alternating ribs and cavities and also surfaces
exhibiting post features with cavity fractions, Fc varying from 0.50 to 0.995.

The

surfaces exhibiting alternating ribs and cavities were oriented parallel to flow direction.
Their results showed that larger slip-lengths are achieved with the post surfaces compared
to the rib/cavity surfaces at the same pitch. The spacing between the rib configuration and
the post configuration was also studied with pitches, w, varying from 20 to 250 µm.
Their results showed that with both post and rib configurations the slip-length, λ,
increased linearly with respect to the pitch. They also reported very large slip-lengths up
to 185 µm, were achieved through the use of defect-free micro-structured surfaces
consisting of ribs and cavities with Fc = 0.98 and a maximum pitch of w = 200 µm and
ΔP = 300 Pa. At the same pressure difference and cavity fraction, the post configuration
could only achieve a maximum slip-length of approximately 88 µm at a maximum pitch
of 60 µm before wetting of the cavities occurred.
Watanabe et al. examined experimentally the influence of superhydrophobic
surfaces on macro-scale tubes [55]. Frictional loss measurements were performed in a
large (D = 16 mm) rough-walled pipe treated with a hydrophobic coating, and showed a
reduction in frictional resistance, albeit less pronounced from that in microchannels [55].
The surfaces were created by applying a mixture of fluorine-alkane-modified acrylic
resin and hydrophobic silica to the inner walls of the tube [54, 62]. Experiments were
conducted in the laminar Reynolds number range from 100 - 2300. The apparent contact
angle for the water-pipe wall interface was reported to be approximately θCB ≈ 150° and
the measurements showed a 14% reduction in the overall pressure drop relative to a
control case pipe without the superhydrophobic surfaces.
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Nano-ribs were used in the experiments performed by Choi et al. [42]. The nanoribs allowed for a large cavity fraction to be obtained while the spacing between the ribs
was kept small ( wc ≈ 180 nm and wr ≈ 50 nm) so that the pressure in the channel could
be evaluted up to 1 bar without exceeding the Laplace pressure and wetting the surfaces.
The surfaces with the nano-ribs were placed on both the top and bottom walls of the test
channel. The height of the microchannels was approximately 4 µm. The results showed
a pressure drop reduction between 20-30% using the nano-grating surfaces along with a
slip-length varying from 100-200 nm. They showed that the pressure drop reduction was
greatest when the grated surfaces were oriented longitudinal to the flow direction
compared to the transverse direction. They also showed that superhydrophobic surfaces
could be used to effectively reduce friction at large pressures.
Joseph et al. explored the use of superhydrophobic surfaces created from carbon
nano-tubes to reduce frictional resistance in a microchannel [46] The authors used the
technique of micro particle imaging velocimetry (µPIV) to analysis the velocity field near
the wall of a hydrophobic surface. Their results showed slippage on the non-wetting
superhydrophobic surfaces with slip-lengths measured to be a few microns. Their results
also showed that as the spacing between the nano-gratings was increased the slip-length
also increased.

2.3

Wetting Cavity Channel Laminar Flow
When the Laplace pressure is exceeded the air in the cavity region can no longer

support the liquid and the liquid enters into the cavities. A few studies have explored the
influence that wetting the cavities has on the flow resistance. One such study was
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performed by Wang [63] in which an analytical solution was presented for the scenario
where the liquid completely wets the cavities oriented transverse and also longitudinal to
the flow direction for a parallel-plate channel. The fluid domain was separated into two
separate fluid domains: the region above the cavity (y ≥ 0) and the cavity (y < 0). The
method of eigenfunction expansion along with matching of the two fluid domains was
used to obtain an analytical solution to the fluid dynamic problem. The analysis of Wang
showed that the magnitude of the normalized apparent slip-length, λ/w, depends on the
depth of the cavity regions.

The reported apparent slip-length is not a true slip-length

but is due to the fact that as liquid enters the cavities the velocity at y = 0 (across the top
of the ribs and cavities) is not zero but has a finite velocity. The velocity at y = 0 across
the cavity region is then used to calculate an apparent slip-length, which can then be
compared to actual slip-lengths due to a slip velocity. As the depth of the wetted cavities
goes to zero the apparent slip-length vanishes and the classical no-slip condition prevails.
Also, as the relative cavity depth, Zc, is increased the apparent slip-length is also
increased.

For the transverse configuration the normalized slip-length levels off at

approximately a constant value above Zc > 0.4. For the longitudinal configuration the
normalized slip-length levels off at Zc > 1.0, indicating that the cavity depth has a greater
influence on the apparent slip-length over increasing depths compared to the transverse
configuration.
Salamon et al. [51] also explored numerically the penetration of the liquid meniscus
into the cavities surrounding post features. Their investigation was limited to the same 80
µm microchannel as used for their non-wetting results reviewed above. The results for the
wetting case showed a strong dependence of the frictional reduction on the amount of
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wetting into the superhydrophobic surface. These investigators demonstrated that even
small amounts of wetting into the gas cavities partial wetting can significantly increase the
overall viscous drag on the surface. Enright et al. [44] presented results from numerical
simulations that also addressed the influence of partial wetting of the cavity on the
effective slip for surfaces exhibiting post patterning. Results from several scenarios where
the cavity depth, d, post width, wp, and post/cavity length, w were varied are given.

2.4

Non-Wetting Turbulent Flow
The majority of the available literature on superhydrophobic surfaces has focused

on the use of such surfaces with liquid droplets and laminar flow. The use of such
surfaces in turbulent flow has become of more interest recently. This section cites
literature that presents both numerical and experimental results for turbulent liquid flow
over superhydrophobic surfaces.

2.4.1

Numerical Non-Wetting Turbulent Flow

Jeffs [21] numerically explored the influence that superhydrophobic surfaces with
ribs and cavities oriented longitudinal to the flow direction could have on a fully
developed turbulent flow in a parallel-plate channel. The influence of Re, Fc, and Wm on
the reduction of frictional resistance was explored where the superhydrophobic surfaces
were placed on both the top and bottom wall of the channel. The fluid domain consisted
of no-slip and no-shear regions that were oriented longitudinal to the flow direction. A
flat idealized interface was assumed for the shear-free boundary condition. To solve for
the turbulent flow domain a k-ω model was used. The numerical predictions showed that
frictional resistance decreases as both Fc and Wm increase. It was also shown that in the
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turbulent flow regime for longitudinal ribs and cavities the friction factor is reduced with
increasing Reynolds number.

The numerical predictions also showed that larger

reductions in the frictional resistance occurred in the turbulent flows compared to laminar
flow at the same Fc and Wm.
The work performed by Jeffs has been supplemented by numerical simulations
performed by Min et al. [64] and Fukagata et al. [65]. In Min’s work direct numerical
simulation (DNS) was used to explore turbulent flow over a hydrophobic surface. A sliplength, λ, was specified at the walls in order to model the hydrophobic condition. The
work explored three different cases: streamwise slip (longitudinal orientation), spanwise
slip (transverse orientation), and a combination of both streamwise and spanwise slip.
Slip-lengths ranging from 0.0002 to 0.02 m were imposed on the walls. The imposed
slip-length was used instead of using a no-shear boundary condition at a set cavity
fraction as was done in Jeffs work. All of their DNS simulations were performed at a
single turbulent Reynolds number, Re = 4200.

Their results demonstrated that the

streamwise slip does contribute to frictional drag reduction, but the frictional drag
reduction was only apparent when the imposed slip-length was greater than 0.001 m. At
this slip-length the calculated percent change in the skin friction drag compared to no-slip
walls under the same conditions was greater than 2%. It was also concluded by Min that
the reduction in drag is a direct effect of the slip velocity at the surface. More recently,
Fukagata et al. [65] conducted an analytical analysis based on the results of Min et al. for
hydrophobic walls.

The purpose of the study performed by Fukagata et al. was to

present theoretical predictions of the drag reduction rate achieved with the use of a slip
boundary condition at the surface in the same three slip orientations presented by Min et
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al. The resulting expressions from their analysis related the drag reduction to the sliplength, λ, and were shown to qualitatively match Min’s numerical results.

2.4.2

Experimental Turbulent Flow

Henoch et al. performed experiments in which a plate consisting of
superhydrophobic

nano-structures

was

placed

in

a

water

tunnel

[66].

The

superhydrophobic surface consisted of nano-features referred to as “nano-grass” and
“nano-bricks.” SEM images of the nano-grass and nano-brick features used in their work
are shown in Fig. 2.2. Nano-grass is an array of very slender posts that extrude from a
silicon surface and resemble grass. Air is trapped between the posts of the nano-grass
surfaces so that low-drag characteristics are generated when the ‘nano-grass’ surface is
submerged in water [66]. Nano-bricks consist of closed cells that trap air and resemble
bricks. The test plate was connected to a force balance which allowed for the
hydrodynamic drag on the superhydrophobic surface to be measured. A surface with

Figure 2.2 SEM images of the nano-post and nano-brick configurations used in the turbulent flow
studies with superhydrophobic surfaces performed by Henoch et al [66].
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similar dimensions to the superhydropobic surface but without the patterned surface was
used as the control surface. They reported that a reduction of drag on the plate of up to
50% was measured in the laminar flow regime for the ‘nano-grass’ surface. In the
turbulent regime, no quantitative value for the reduction is mentioned, but it is stated that
there was a measurable reduction in the drag in the turbulent flow regime. It was also
reported that this reduction was less than the reduction that was achieved in the laminar
flow regime.
Wanatabe examined the influence of water repellant walls to reduce drag in the
turbulent flow regime [55]. In his study 6 mm pipes were used in which the inner
diameter of the pipes was coated with a highly water-repellent material.

The velocity

profile in the pipe with water-repellant walls was measured for both laminar and
turbulent flow for Re = 100 – 10,000. The results for the turbulent flow regime showed
that the transitional Reynolds number increased slightly in the water repellant pipe above
that in the smooth pipe. Also, the results indicated that the friction factor curve increases
at a lower rate for the highly water repellant pipe compared to the smooth pipe and it
merges with the curve for the smooth pipe at large Reynolds numbers in the turbulent
flow range. Their results did not show significant drag reduction in the turbulent flow
regime for the highly water repellant pipe.

2.5

Recapitulation of the Contributions of this Work
This chapter has discussed in detail the current state of the literature concerning

the use of superhydrophobic surfaces with both liquid droplets and continuous flow in
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turbulent and laminar flow. The work described in this dissertation adds significantly to
the already existent literature. Listed below are the contributions provided by this work.
•

Predictive expressions for the relative slip-length, λ/w, and fRe are developed
from the non-wetting results of Jeffs [21] and Davies [43] for fully developed
laminar flow. The predictive expressions account for the influence of the cavity
in the longitudinal and transverse case and also the Reynolds number dependency
for the transverse case. These predictive expressions are verified by experimental
results.

•

Additional experimental non-wetting results for microchannels with ribs and
cavities on both top and bottom walls oriented transverse and longitudinal to the
flow direction is added to the literature for laminar flow. Choi et al. [42] explored
the channel configuration with superhydrophobic walls on both walls but with
results limited to Dh < 10 µm. This study extends the range to include hydraulic
diameters from 140 µm to 450 µm.

Ou et al. [22] explored in detail the

longitudinal configuration for channel flow over similar hydraulic diameters as
those explored in this study, but their work was limited to a channel with a single
superhydrophobic wall. This work differentiates itself from that of Ou et al. for
the longitudinal configuration in that superhydrophobic surfaces were used on
both walls and the range of cavity fractions, Fc, explored exceeded that of Ou et
al. to include Fc = 0, 0.48, 0.69, 0.79 0.84, 0.91. This work also explores the
transverse orientation in more depth than what has previously been reported with
Fc = 0, 0.48, 0.69, 0.79, 0.83 and 0.93 over the same range of hydraulic diameters
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as mentioned above. The influence of the rib-cavity orientation on fRe for the
transverse and longitudinal orientation is compared.
•

The influence of the relative module width, Wm, on the frictional resistance for the
experimental data is confirmed experimentally and its use as a key parameter is
validated. Limitations for the range of Wm in which significant drag reductions
can occur for laminar flow are included.

•

Predictive expressions are developed for λ/w and fRe when the cavities
completely wet in both the longitudinal and transverse orientation. Results from
Wang [63] are expanded for this purpose and those expressions are validated with
both experimental results and numerical simulations. The predictive expressions
developed for both the non-wetting and wetting laminar flow scenarios are shown
to bound the experimental data for a given cavity fraction and relative module
width.

•

The stability of the liquid-gas interface for the non-wetting condition is shown,
through experimental results, to be dependent on the ratio between the maximum
channel pressure and the Laplace pressure, along with the orientation of the ribscavities. Results similar to these have not been reported until now.

•

Experimental results for turbulent flow in microchannels in which the walls
featured micro-ribs and cavities are presented.

The walls for this set of

experiments were uncoated and thus not superhydrophobic. Both the longitudinal
and transverse orientations are explored and comparisons are made to the
expected Darcy friction factor, f, for smooth wall surfaces. Also, a discussion on
the transition point for surfaces exhibiting the micro-roughness is included.
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•

Experimental non-wetting results for turbulent flow in macrochannels are also
added to the literature for Re < 10,000. Previous experimental results reported for
turbulent flows have measured the total drag across the surfaces or measured the
streamwise velocities using a hotwire anemometer. This work uses particle
imaging velocimetry (PIV) to explore the velocity field in the vicinity of the
superhydrophobic surface.

The results from the PIV images allow for detailed

analysis of the average velocities, RMS velocities, turbulent shear stress, and the
total shear stress. The analyses of these flow statistics allow a better
understanding of how the superhydrophobic surfaces are influencing the flow
field in turbulent flow. The superhydrophobic surfaces are compared to control
surfaces, and uncoated- patterned surfaces. The superhydrophobic surfaces are
also compared to experimental results in which the Laplace pressure has been
exceeded for the superhydrophobic surface causing the surface to wet. Further,
the influence of the rib orientation on the turbulent flow statistics and also the
frictional resistance are reported. Lastly, quantitative values of the coefficient of
friction ratios are given for all scenarios tested.
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3 Analysis

Previous numerical and analytical results have been reported for microchannels
with both wetting and non-wetting patterned walls [21, 43, 47, 61, 63]. These results are
used in this chapter to develop predictive expressions that allow direct comparison to the
experimental results presented in this work. Such expressions are developed for the
apparent slip-length, λ / w , which was defined in Chapter 2 to be the slip-length, λ
normalized by the pitch, w, and fRe for both non-wetting and wetting conditions with
ribs/cavities oriented longitudinal and transverse to the flow. Before developing such
expressions it is useful to define fRe and its relationship to the apparent slip-length, λ/w.
In order to define fRe the friction coefficient must first be defined. The average friction
coefficient expressed in terms of the volume flow rate and the pressure drop through a
channel can be expressed as [11]

f =

2ΔP Dh
ρ (Q / A)2 L

(3.1)

where ΔP is the measured pressure difference across a channel of length, L, Q is the
total measured volumetric flow rate, Dh is the hydraulic diameter of the channel, and A is
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the cross-sectional area of the channel. The friction coefficient can be multiplied by the
Reynolds number and simplified in order to give the average friction factor-Reynolds
number product as shown in Eq. 3.2 [11].

fRe =

ΔPD h3 B
LQ μ

(3.2)

In this expression B is the measured width of the channel. The fRe product is convenient
to use in laminar flow because it is a constant value based only on channel geometry.
As discussed previously, at the liquid-gas interface a slip velocity exists. Navier
hypothesized that the slip velocity, uslip, at the interface is proportional to the strain rate,

γ . The effective slip-length, λ, can thus be described as the ratio of the slip velocity, uslip
to the strain rate γ and computed as has previously been done for parallel-plate channel
flow [40].

λ=

uslip

γ

=

8Qe′ μ

Dh2

( − dP dx )

−

Dh
12

(3.3)

In the equation above Dh is the hydraulic diameter based on the rib-to-rib spacing
between walls given as H in Figure 1.7, Qe′ is the volume flow rate of liquid per unit
width of the channel through the envelope 0 ≤ y ≤ H, dP dx is the streamwise pressure
gradient averaged over many rib/cavity modules, and μ is the liquid viscosity. The fRe
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expression given in Eq. 3.2 can be written in terms of the pressure gradient, (-dp/dx) and
the total flow rate of liquid per unit width of channel, Q′ as

fRe =

Dh3 ⎛ dp ⎞
⎜− ⎟
Q′ μ ⎝ dx ⎠

(3.4)

The total flow Q′ consists of the flow rate of liquid passing through the rib-to-rib
spacing, Qe′ , and the flow rate through the cavities, Qc′ ; Q′ = Qe′ + Qc′ . Equations 3.3 and
3.4 can be combined in order to develop a relationship between fRe and the apparent sliplength, λ/w. The obtained expression when these equations are combined is given in Eq.
3.5

fRe =

1

(3.5)

1
⎛1 λ
⎞
Wm +
+ Qˆ c′ ⎟
⎜
96
⎝8 w
⎠

In Eq. 3.5 the first term in the numerator can be rewritten as λ ( 8 Dh ) using the definition
of the relative module width. This term represents the increase in the volume flow rate
through the rib-to-rib envelope due to the apparent slip at the top of the ribs. The term
1/96 represents the dimensionless fluid flow through the rib-to-rib spacing. The term
represented

(

by

Q̂c′

is

the

normalized

flow

rate

through

the

cavities,

)

Qˆ c′ = Qc′ μ Dh3 ( − dp dx ) . For the case when the ribs are oriented in the transverse
direction, for both the non-wetting case (superhydrophobic) and the wetting case (liquid
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wets cavities), Q̂c′ = 0.

This is because the fluid in the cavities for the transverse

orientation is not transported in the streamwise direction but is confined to a recirculation
cell in the cavity. Also, in the longitudinal, non-wetting configuration, when an idealized
zero shear flat interface is applied to the liquid-gas interface, Q̂c′ = 0. For the longitudinal
configuration when the cavities are allowed to wet, Q̂c′ ≠ 0. In this case the fluid in the
cavities will increase the overall flow in the channel and should be accounted for in
calculation of fRe. For the scenarios where Q̂c′ = 0, Eq. 3.5 can be reduced to

fRe = 96 (12 Wm λ w + 1) which has been reported previously [61]. Although the product
fRe is often used in evaluating overall frictional resistance in a duct, when macroscopic
slip exists the apparent slip-length, λ w can also be used. Equation 3.5 and the reduced
form for the case Q̂c′ = 0 can readily be used to convert to fRe from a calculated apparent
slip-length, λ/w. Equation 3.5 is written in terms of the apparent slip-length as a function
of fRe for Q̂c′ = 0 in Eq. 3.6.

λ
w

=

1
Wm

⎛ 8
1⎞
⎜⎜
− ⎟⎟
⎝ fRe 12 ⎠

(3.6)

In the following sections correlation expressions are developed for the superhydrophobic
and wetting conditions for ribs and cavities oriented both longitudinal and transverse to
the flow direction. The correlation expressions are developed from the numerical results
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of Jeffs [21] and Davies [43] for the superhydrophobic condition and the analytical
results from Wang for the wetted condition [63]. These expressions account for the
influence of the governing parameters and can be used to make direct comparisons with
experimental results.

3.1

Non-wetting Transverse Rib Configuration
The non-wetting results of Lauga and Stone [47], as given previously by Eqs. 2.1

and 2.2, are limited to the creeping flow regime with an assumed zero shear stress
prevailing at the idealized liquid-gas interface. This interface assumes a flat interface and
does not model the influence of the cavity depth.

In the transverse configuration

streamwise gradients exist which are dependent on Reynolds number.

The studies

performed by Davies [43] addressed the influence of the Reynolds number along with the
cavity depth on the overall flow dynamics for non-wetting ribs/cavities oriented in the
transverse direction. In the work performed by Davies [43] and Davies et al. [60] the
influence of the Reynolds number was numerically investigated over the entire laminar
flow range. Davies explored two modeling scenarios both of which used an idealized flat
interface for the liquid-gas interface. The first model, which will be called the zero shear
model (ZS) assumed vanishing shear stress at the liquid-gas interface. The second model,
termed the coupled liquid-gas model (CLG), did not assume a vanishing shear stress at
the liquid-gas interface but modeled the coupled dynamics of the two phases. The
influence of the depth of the gas cavity on the overall apparent slip, λ w , was thus also
characterized with the second model. The ranges of the dimensionless parameters
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explored by Davies [43] in the numerical modeling for both the ZS and CLG models are
tabulated in Table 3.1.
Table 3.1 Ranges are reported for parameters used in both the CLG and ZS numerical models
reported by Davies[61].

Parameter
Fc = wc/w

CLG Model
0.0 – 0.98

ZS Model
0.0 – 0.98

Wm = w/Dh

0.05 – 2.5

0.05 – 2.5

Zc = d/w
ρu Dh
Re =

0.1 – 2

N/A

0.4 – 2000

0.4 – 2000

μ

In the work presented by Davies et al. [61] an analysis of the numerical data
acquired in Davies’ original work revealed that the deviation of the apparent slip-length,

λ w , from the creeping flow vanishing shear stress interface solution exhibited strong
dependence on the Reynolds number and the relative module width, Wm. At a given Wm
some dependence on the cavity fraction, Fc was also observed, although this was much
more modest. In Figure 3.1 data are plotted from Davies’ numerical results for the CLG
model for Zc > 0.25 in which the ratio of the calculated apparent slip-length, λ⊥,nw , to the
creeping flow slip-length, λEq.2.1 is plotted as a function of both the Reynolds number
based on the hydraulic diameter, Re, and the Reynolds number based on the pitch, Rew,
written as Rew = ρuw μ . In the figure, the x axis takes on values for both Re and Rew as
indicated by the different symbols for each. The criteria Zc > 0.25 was used because for
Zc ≥ 0.25 the depth of the cavity ceases to exercise influence on the apparent slip-length
or frictional resistance. The figure illustrates that Rew is the appropriate scaling variable
causing the deviation in the slip-length from the expression given in Eq. 2.1. When the
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Figure 3.1 Numerical predictions for the CLG model in which

λ⊥,nw λEq.2−1 is plotted in terms of

both Rew and Re.

data is plotted in terms of Re the data is scattered and does not show any real trend, but
using Rew a distinct trend in the data is apparent. The trend shows that as Rew increases
from Rew = 0, the calculated slip-length significantly deviates from the creeping flow
expression developed by Lauga and Stone, Eq. 2.1.
The dependence of the numerical predictions on Rew for the transverse case can
be treated for by developing a correlation expression that accounts for the discrepancy in
the slip-length between the creeping flow solution and the numerical predictions. The
method used to obtain the desired correlation expressions for the numerical simulations
for the transverse orientation consisted of multiplying Eq. 2.1 by a function that is a curve
fit to the λ⊥,nw λEq.2−1 data for both the ZS and CLG models, as illustrated in Eq. 3.7.
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(λ

⊥ ,nw

w)corr =

λEq.2−1 ⎛ λ⊥ ,nw ⎞
⎟
⎜
w ⎜⎝ λEq.2−1 ⎟⎠
c. f

(3.7)

Here, (λ⊥,nw λEq.2−1 )c. f represents the curve fit and is a function of Rew. Various fits were
applied to the data with a curve fit to the form of a Hill equation,

( c + c ( Re
1

2

C3
w

( Re

C3
w

+ c4C3

) ) ) , providing the best fit to the predictions. The ratio between

the predicted slip-length from Davies results and the creeping flow solution are shown in
Figure 3.2 for two sets of data corresponding to the zero shear stress (ZS) and coupled gas
interface (CLG) models. The data is plotted on the logarithmic scale, which shows the
influence of Rew over the entire range of values explored. The corresponding Hill equation
fit to both sets of data is also included in the plot.

The results show that as Rew

Figure 3.2 Ratio of the apparent slip-length to the slip-length predicted by Eq. 2.1 for Re → 0 and
vanishing shear stress at the liquid-gas interface as a function of Rew for the transverse configuration
is shown, with the solid and dashed lines representing a Hill equation fit to the numerical predictions.
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increases the deviation from the creeping flow behavior also increases, and at large
values of Rew the slip-length is only 20% of the creeping flow limiting case value. The
two sets of predictions also reveal that the influence of the gas cavity depth on the sliplength is much more modest than the Rew-dependence, with the slip-length nominally
10% smaller in the coupled liquid-gas interface predictions.

Equation 3.8 represents the

form that the correlation expression takes using a Hill equation fit to both the ZS and
CLG models for the transverse orientation. The constants c1 – c4 are tabulated in Table
3.2 for both the zero shear stress and coupled liquid-gas interface models.

(λ

⊥ ,nw

w)corr =

⎡
⎛ ReC3
1
ln[sec(Fcπ / 2)]⎢c1 + c2 ⎜⎜ C3 w C3
2π
⎢⎣
⎝ Rew + c4

⎞⎤
⎟⎟⎥
⎠⎥⎦

(3.8)

Table 3.2 Values for the coefficients in Equation 3.8 given for both the ZS and CLG model

Zero Shear Stress
Model (ZS)
Coupled Liquid Gas
Model (CLG)

c1

c2

c3

c4

1.08

-0.91

1.30

255

0.98

-0.97

0.70
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A comparison is made in Figure 3.3 between the apparent slip-length predicted by
Eq. 3.8, (λ⊥,nw w)corr and the apparent slip-length taken from the numerical predictions of
Davies [43] for both the CLG and NS models. The correlation between the values of λ/w
derived from the numerical simulations and those predicted by Eq. 3.8 is very good with
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Figure 3.3 Correlated expressions for the apparent slip-length predicted by Eq. 3.11 are compared to
the numerical prediction from Davies work [43] for the transverse rib orientation.

the R2 measure of goodness of fit at 0.99 for the CLG model. The standard deviation of
the difference between the numerically predicted values and the values determined from
the expression for 35 results from different scenarios was 4%. The correlation for the ZS
model is also good with R2 = 0.99 with a standard deviation of 5% for 44 scenarios.
Substituting Eq. 3.8 into Eq. 3.5 yields a correlation expression given as Eq. 3.9
that enables prediction of fRe for laminar flow through channels where the now-wetting

( fRe⊥ ,nw )corr =

96
⎡
⎛ Re C3
6
Wm ln[sec(Fcπ / 2 )]⎢c1 + c2 ⎜⎜ C3 w C3
π
⎢⎣
⎝ Rew + c4
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⎞⎤
⎟⎟⎥ + 1
⎠⎥⎦

(3.9)

surfaces have ribs/cavities oriented transverse to the direction of the fluid flow. One
important aspect of Eq. 3.9 is that the expression captures the influence of the cavity
fraction, Fc; varying relative module width, Wm; Reynolds number, Rew; and
hydrodynamic coupling between the liquid and gas cavity dynamics on the frictional
resistance. The use of Eq. 3.9 is limited to cases where Zc > 0.25 and Rew ≤ 4000. The
developed fRe correlated expression for the ribs/cavities oriented transverse to the
direction will be used to make direct comparisons to experimental results obtained for the
present work.

3.2

Non-wetting Longitudinal Rib Configuration

Correlation expressions are also developed for λ/w and fRe for the case of non-wetting
surfaces with the ribs/cavities oriented longitudinal to the flow direction. The numerical
results given by Jeffs [21] are used in modifying the idealized-interface, creeping flow
solution for the apparent slip-length, given by Lauga and Stone (Eq. 2.2), to an expression
that accounts for other variables exerting influence on the frictional resistance for the
longitudinal configuration. For ribs/cavities oriented in the longitudinal direction with
laminar flow through a microchannel fRe is not dependent on the Reynolds number
because the convective terms vanish from the governing streamwise momentum equation
for the fully-developed condition. Jeffs’ results do indicate, however, that the gas cavity
depth does influence λ w and fRe [21].

The numerical results show that at increasing

cavity depth the influence of the cavity is less pronounced and that the influence of the
cavity is most notable at large cavity fractions (i.e., Fc → 1). Table 3.3 lists the ranges of
the dimensionless parameters explored in the numerical modeling performed by Jeffs
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where 42 unique scenarios were considered [21]. The dependence of λ/w on the ratio of
Zc/Fc, which can be simplified to d/wc, for the numerical simulations is shown in Figure
3.4 for the case where Fc = 0.97. The behavior illustrated in the figure is similar at all
cavity fractions and is well correlated by the functional form 1 − e

−C ( d wc )a

, where C and a

are constant coefficients. By statistical analysis of the results presented by Jeffs, the
constant coefficients C and a may be determined that give the best statistical match with
the simulation results. Subsequently the expression presented by Lauga and Stone for the
longitudinal orientation is modified to include the influence of the cavity on the predictive
expression for the apparent slip-length, λ w . The correlation expression for the apparent
slip-length, ( λ&,nw w)corr can be substituted into Eq. 3.5 to obtain a correlation expression
for fRe,

( fRe )

&,nw corr

. The developed expressions for ( λ&,nw w)corr and

( fRe )

&,nw corr

are

given in Eq. 3.10 and Eq. 3.11, respectively.

⎛ d ⎞
⎛
−5.0⎜ ⎟
⎛ λ&,nw ⎞
1
⎝ wc ⎠
⎜
⎜
⎟ = ln [sec( Fcπ / 2) ] ⎜1 − e
⎝ w ⎠corr π
⎝

( fRe )

& ,nw corr

=

0.70

⎞
⎟
⎟
⎠

(3.10)

96
⎛ d ⎞
⎛
−5.0⎜⎜
⎟⎟
⎝ wc ⎠
12
⎜
Wm ln [sec( Fcπ / 2) ] 1 − e
π
⎜
⎝

0.70

⎞
⎟ +1
⎟
⎠

(3.11)

The correlation between the values reported from the numerical simulations and those
predicted by Eq. 3.10, for λ w is R2 = 0.99 with a standard deviation of 4.7%. For fRe,
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the comparison yields R2 = 0.99 with a standard deviation of 3.5%. Equations 3.10 and
3.11 suggest that as d → 0, the no-slip expression for parallel-plate flow is obtained with
λ/w = 0 and fRe = 96. It is of interest to note that the correlation expressions developed
for the longitudinal non-wetting cases do not have any limitation when applying them to
laminar flow, while the transverse expression does have the limitation that Zc > 0.25.

Table 3.3 Ranges are reported for parameters used in the non-wetting CLG model for ribs/cavities in
the longitudinal orientation as given by Jeffs [21].

Parameter
Fc = wc/w

CLG Model
0.0 – 0.97

Wm = w/Dh
Zc = d/w

0.1 – 1.0
0.02 – 2.0

Figure 3.4 Numerical simulation results from Jeffs [21] illustrating the influence of the cavity, d/wc
on the apparent slip-length, λ/w for ribs oriented longitudinal to the flow direction and Fc = 0.969 for
Wm = 0.097 - 1.0.
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3.2.1

Wetting Longitudinal and Transverse Rib Configurations

In this section correlations for fRe and the apparent slip-length are developed for
both the longitudinal and transverse rib configurations for the wetting scenario, building
on analytical results from Wang’s [63] work. When the cavities of a superhydrophobic
surface wet there still exists an apparent slip-length across the rib/cavity region. This is
due to the fluid velocity exhibiting non-zero magnitude across the cavity region.
Analytical work by Wang [63] predicted λ w for the fully wetted scenario for both the
longitudinal and transverse rib/cavity configurations. Using Wang’s analysis a correlation
expression for λ w and fRe can be determined similar to what was done in the previous
section for the non-wetting cases.

The analysis initially presented by Wang showed that

the magnitude of the apparent slip-length, λ/w, depends on the depth of the cavity
regions, d. As d → 0 the slip-length vanishes and the classical no-slip condition prevails,
similar to the results obtained in the longitudinal non-wetting scenario. Also, as the
relative depth, Zc, increases so does the apparent slip-length. For both rib configurations

λ/w levels off at sufficiently large Zc and is dependent only on the cavity fraction, Fc. For
the longitudinal configuration λ/w levels off at Zc > 1.0, whereas for the transverse
configuration λ/w is very nearly constant for Zc > 0.25. The asymptotic results of Wang
[63] at large Zc are shown in Figure 3.5 and provide a comparison between the apparent
slip-lengths for the superhydrophobic and wetting states and for both rib/cavity
configurations. As expected the apparent slip is significantly greater when the
superhydrophobic state is maintained, although the trend for both scenarios is similar.
Namely, as Fc increases so does the apparent slip-length. Statistical analysis of Wang’s
results was performed for the work presented here. This analysis and the similar trends in
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the behavior for the two scenarios suggest the expressions given by Lauga and Stone [47]
for the superhydrophobic state with Re → 0 may be modified slightly to enable prediction
of the slip-length for the fully wetted cavity state. Using the data from Wang for the
wetted scenario the expressions developed by Lauga and Stone were modified to fit the
Wang data for both the transverse and the longitudinal configurations. The modified
expressions that can now be used to predict the apparent slip-length are given as

λ⊥ ,w
w

λ&, w
w

=

=

1
ln [sec (Fcπ / 2.53)] ,
4.0π

(3.12)

1
ln ⎡sec ( Fcπ / 2.53 ) ⎤⎦ ,
1.66π ⎣

(3.13)

where only the leading coefficients and the constant coefficients in the secant function
have been modified from the expressions given by Lauga and Stone for the
superhydrophobic scenario. Equations 3.12 and 3.13 are compared graphically in Figure
3.5 to the results published by Wang [63] with excellent agreement. The R2 measure of
goodness of fit between the data of Wang and the values provided by Eq. 3.12 and 3.13
are 0.999 and 0.998, respectively. Hereafter, Eq. 3.12 and 3.13 may be confidently used
to predict the apparent slip that exists with wetting conditions for the transverse and
longitudinal scenarios.
Equations 3.12 and 3.13 correspond to the asymptotic limiting behavior for deep,
fully wetted cavities (Zc > 1) where Re → 0. For the transverse case when Zc > 0.25, the
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Figure 3.5 The apparent slip-length for wetting and non-wetting surfaces are compared graphically
for both the transverse and longitudinal configuration. The developed correlation expressions for
the apparent slip-length when the cavities are fully wet for both the longitudinal and transverse
configurations are also compared to Wang’s [63]results.

results of Wang [63] show only slight variation in λ/w. Thus, the influence of the cavity
depth will not be considered further here for the transverse configuration. For the
longitudinal case, however, greater dependence on the relative cavity depth in the range
0.25 < Zc < 1.0 is observed. Because this range of Zc is typical of relative cavity depths
that result using standard micro-fabrication processes, this dependence is characterized
further below. Shown in Figure 3.6 are λ/w values derived from the analysis of Wang
[63] as a function of Fc for relative cavity depths in the range 0.05 < Zc < 1 for the
longitudinal configuration. This results show that for decreasing relative cavity depth the
slip-length also decreases at all cavity fractions, as expected. Presented in the insert
figure is the variation of the slip-length with relative cavity depth in the limit Fc → 1.
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Figure 3.6 Variation of the normalized slip-length with cavity fraction at relative cavity depths
ranging from 0.05 < Zc < 1.0 for the wetting state and longitudinal configuration. The inset shows the
variation of the normalized slip-length with relative cavity depth at Fc → 1.

This behavior is similar at all cavity fractions and well correlated by the expression

1− e

− C ( Zc Fc )

, where C is a constant coefficient determined statistically such that the error

between Wang’s results and the adjusted correlation expression for the apparent sliplength for the parallel direction is minimized. Equation 3.13 is modified to account for
the influence of the cavity depth by including the correlative expression for the cavity

(

depth, 1 − e

− C ( Zc Fc )

) . The modified equation is given as Eq. 3.14 and accounts for both

⎛ λ&, w ⎞
1
−5.41 d / w
ln ⎡⎣sec ( Fcπ / 2.53 ) ⎤⎦ 1 − e ( c )
⎜
⎟ =
⎝ w ⎠corr 1.66π

(

)

(3.14)

the influence of the cavity fraction and the cavity depth on the apparent slip-length for
fully wetted cavities oriented parallel to the flow direction.
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Results derived from the analysis of Wang [63] are compared graphically to the
correlation expression of Eq. 3.14 in Figure 3.7. The results correspond to 36 scenarios
spanning the following ranges of geometric parameters; 0.05 ≤ Zc ≤ 1.5 and 0 ≤ Fc < 1.0.
The R2 comparison of correlation between Eq. 3.14 and Wang results is 0.998 and the
standard deviation in the departure of the data from Eq. 3.14 is 4.1%.

Figure 3.7 Comparison of slip-length results of Wang [63] for the wetting state for the longitudinal
configuration with the correlation expression of Eq. 3.14.

For the transverse rib configuration the fRe product for the wetting case as given
in Eq. 3.15 is determined by substitution of Eq. 3.12 into Eq. 3.5. For the longitudinal
configuration, however, the additional flow through the cavity region, Q̂c′ , must also be

60

specified when calculating fRe. The flow through the cavity consists of the linear sum of
two components. The first component consists of flow driven by the streamwise pressure

( fRe⊥ ,w )corr =

96
3

π

(3.15)

Wm ln[sec(Fcπ / 2.53)] + 1

gradient and is the equivalent volume flow rate through a channel with the same
dimensions as the cavity, but exhibiting no-slip walls on all edges. The solution for the
total volume flow through a single cavity is [67]

dwc3 ⎛ dP ⎞ ⎡ 192wc
−
QP =
⎢1 − 5
12 μ ⎜⎝ dx ⎟⎠ ⎢⎣
π d

(

)

tanh nπ d 2wc ⎤
⎥.
∑
n5
⎥⎦
n=1,3,...
∞

(3.16)

The volume flow through all of the cavities per unit channel width is equal to the flow
through a single cavity (Eq. 3.16) multiplied by the number of cavities (2B/wc), then
divided by the total channel transverse width. The total normalized volume flow

(

)

(normalized by μ −1 Dh3 − dP dx ) per unit width due to the streamwise pressure gradient
may thus be expressed as

dw 2 ⎡ 192w
Qˆ ′p = c3 ⎢1 − 5 c
6 Dh ⎣
π d

tanh (nπd / 2wc ) ⎤
⎥.
n5
n =1, 3,..
⎦
∞

∑
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(3.17)

The second component of the flow through the cavity is that induced by the
existence of the shear flow in the region between ribs (0 ≤ y ≤ H). In the original paper,
Wang [63] presented the velocity distribution in a cavity due to an induced shear at the
top of the ribs (y = 0). However, the influence of the flow in the cavity for the
longitudinal configuration on the total drag exerted on a grooved surface was neglected.
The solution approach can be utilized to account for the flow in the cavity region.
Integrating the velocity distribution over the cavity region and multiplying by the total
number of cavities, yields the volume flow per unit width due to the flow above the ribs.
The non-dimensional flow rate is

2

⎛ w⎞ ϕ
Qˆ s′ = ⎜
⎟
⎝ Dh ⎠ 8

(3.18)

where

∞

ϕ = −∑
n =1

An

α

2
n

(

sin (α n Fc ) 1 − 2e−2 Zcα n + e−4 Zcα n

)

(3.19)

and αn = (n – ½)π/Fc. The An coefficients are determined as described by Wang by
simultaneously solving the n + m coupled equations

∞

(

Bm = 2∑ An Lmn 1− e
n=1

−4Zc α n

),

(3.20)
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Amα m 1+ e

−4Zc α m

)= −∑ B L
∞

n
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−

m

γn

mn

αm

n=1

,

(3.21)

where m ≠ 0, γn = nπ, and

(

)

(

)

sin ⎡⎣π mFc + n − 1 2 ⎤⎦ sin ⎡⎣π mFc − n + 1 2 ⎤⎦
+
Lmn =
.
2π ⎡⎣ m + n − 1 2 Fc ⎤⎦ 2π ⎡⎣ m − n − 1 2 Fc ⎤⎦

(

)

(

)

(3.22)

Four-digit accuracy in ϕ is obtained when the number of terms in the Fourier series is
greater than 40, which is the number of terms included for results presented here. While
the above equations can be solved to determine Q̂s′ for a given scenario, in practice such
becomes tedious. However, evaluation of ϕ over a wide range of Zc and Fc reveals that

ϕ may be accurately predicted from a least-squares correlation. Shown in Figure 3.8 is
the ratio ϕ Fc2.94 as a function of d/wc for the parameter ranges 0 ≤ Zc ≤ 10 and 0 ≤ Fc ≤
0.98. As evidenced in the figure the behavior is sigmoidal in shape and the curve fit
shown on the figure is given in Eq. 3.23.

ϕ
2.94
c

F

= β1 +

β

1+ e

2
− ( d wc − β 3 ) β 4

(3.23)
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Figure 3.8 Variation of

ϕ F 2.94 with d/wc for the wetted cavity scenario with flow in the longitudinal
c

direction.

The values of the coefficients β1 - β4 are: 0.108, 0.362, 0.259, and 0.251 respectively.
Equation 3-23 yields values of ϕ within 2% of the values predicted by solution to Eqs.
3.19 – 3.22 for d/wc > 0.15. The standard deviation of the difference between ϕ obtained
from the two methods for the data plotted in Figure 3.8 is 1.6%.
The total normalized flow through the cavity oriented parallel to the flow
direction is thus Qˆ c′ = Qˆ P′ + Qˆ s′ , where Q̂s′ may be determined either from Eqs. 3.18 and
3.23, or by solution of Eqs. 3.18 – 3.22, and Q̂P′ is determined from Eq. 3.17.
Substitution of Q̂c′ into Eq. 3.5 yields the fRe product for wetted cavities oriented
longitudinal to the flow direction as given in Eq. 3.24 in terms of Wm.
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( fRe )
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The expressions developed in this chapter will be used to make direct
comparisons to both non-wetting and wetting experimental results. The experimental
results will help to validate the numerical and analytical results along with the
correlations developed from the predictions. The predictive expressions developed in this
chapter for fRe for the laminar flow regime are given Table 3-4, along with the
limitations on the use of the expressions.

Table 3.4 Predictive expressions for fRe for the superhydrophobic and wetting states with transverse
or longitudinal rib/cavity configurations in the laminar flow regime

State

fRe

Rib/Cavity
Configuration

96
3

π

Wetting

Wm ln ⎡⎣sec ( Fc π 2.53) ⎤⎦ + 1
96

⎡
⎛ ReC3
Wm ln[sec(Fcπ / 2)]⎢c1 + c2 ⎜⎜ C w C
3
3
π
⎢⎣
⎝ Rew + c4
6

⎞⎤
⎟⎥ + 1
⎟
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Superhydrophobic

Limitations

Transverse

Re → 0
Zc > 0.25

Transverse

Zc > 0.25

Longitudinal

None

Longitudinal

None
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4 Methodology

The research presented in this document used experimental results as the primary
method to explore the influence of superhydrophobic surfaces in both laminar and
turbulent flow. Experiments were performed for laminar flow through microchannels
where the walls consisted of ribs/cavities oriented in both the longitudinal and transverse
configurations. The influence of the non-wetting and wetting condition on the frictional
resistance of the channel was explored using integral pressure measurements.
Experiments were also performed in macrochannels where the bottom wall was
constructed of superhydrophobic surfaces. The flow field for both laminar and turbulent
flow in the macrochannel experiments was captured through PIV measurements.
Differential pressure measurements were also acquired in the macrochannel experiments.
This chapter provides details on the methods used to construct the superhydrophobic
surfaces along with the various experimental test apparatus used in the laminar and
turbulent flow experiments. An uncertainty analysis is also provided in this chapter for
the measurements acquired for the laminar and turbulent flow scenarios. Details are also
provided on the numerical models, which were used for comparison with experimental
results for the case where the cavities are allowed to wet.
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4.1

Construction of Superhydrophobic Surfaces

The superhydrophobic surfaces were created using micro-fabrication processes
which are commonly used in the development of micro and nano-scale devices. The
Integrated Microfabrication Lab (IML) on the campus of Brigham Young University was
used in the fabrication of the superhydrophobic surfaces. The superhydrophobic surfaces
are described throughout the remainder of this study using the key dimensions as
described in Figure 1.7, along with the key parameters alluded to in Table 1.1. In both the
laminar and turbulent flow experiments cavity fractions ranging from 0.47 to 0.93 were
created and tested. In the microchannel testing the hydraulic diameter, Dh, ranged from
158-540 µm, while in the macrochannel testing Dh ranged from 8.20 – 9.60 mm. A
summary of the cavity fractions examined in the microchannel study are given in Table
4-1 in terms of the nominal rib and cavity widths for the longitudinal rib orientation. The
cavity depth, d for the experiments ranged from 12-25 µm. The ribs and cavities were
created using either a SU-8 photolithography process or a deep reaction ion etching
(DRIE) process.

Table 4.1 Values for the cavity fractions, Fc, explored in this work along with the measured values
for the cavity and rib widths at each cavity fraction are reported. The values are for the surfaces
with ribs oriented longitudinal to the flow direction.

Channel Study
Microchannel

Macrochannel

Cavity Fraction, Fc
Explored
0.48
0.69
0.79
0.84
0.91
0.93
0.80

Width of Cavity, wc
(µm)
19.2
27.6
42.66
33.6
57.33
2.75
32
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Width of Rib, wr
(µm)
20.8
12.4
11.34
6.4
5.67
37.25
8

4.1.1

Photoresist Construction Method

The photoresist construction method is an additive method in which the ribs and
cavities are added to a substrate material using a photoresist material. In Figure 4.1 the
steps used to construct the ribs and cavities using the photoresist construction method are
illustrated. Each step used in the construction process as illustrated in the figure is
denoted with a corresponding letter (a)-(f). The photoresist material used to construct the
ribs and cavities was SU-8 25. This photoresist is a viscous negative photoresist which
can be used to produce features in the range of 2-50 µm. As shown in the figure, the
photoresist construction method used in this work started with a clean silicon wafer (a) on
which a thin layer of Omnicoat (b) is applied using a spin-on process. The coating is
manufactured by MicroChem. The thin layer of Omnicoat was then baked using a hot
plate at 200°C for two minutes. Omnicoat acts as a photoresist adhesion promoter and
was used to help SU-8 photoresist adhere to the silicon substrate.

Once the Omnicoat

layer was adhered to the silicon surface, a quarter size sample (approximately 1-2 mL) of
SU-8 25 negative photo-resist was dispersed in the center of the silicon wafer. A Laurell
spinner was used to disperse the SU-8 uniformly across the wafer. In this process the
wafer was first ramped up to 500 RPM over a 5 second interval after which it was
ramped up to the final spin rate. The final spin rate was maintained for 1 minute. This
spin rate determines the thickness of the SU-8 layer and also the height of the ribs on the
silicon substrate.

The wafers were typically spun at a speed of 2300 RPM which

produced a nominally uniform layer of SU-8 25 (PR coating) with a thickness of
approximately 20 microns (c).
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Figure 4.1 Illustrates the steps used to create the micro structures on a silicon wafer using the SU-8
method.

Following the deposition of the SU-8 25 onto the surfaces, the wafer was baked at
65°C for 3 minutes and then ramped to 95°C where the bake process continued for an
additional 7 minutes. This bake process helped the solvent to evaporate in the photoresist
solution and densify the photoresist film. Following the bake process, photolithography
was used in which a mask with the desired microstructure dimensions was placed over
the wafer and the wafer was then irradiated with ultra-violet radiation using the Karl
Suess Aligner in the IML (d). Since a negative photoresist was used, any ultra-violet
radiation that exposed the SU-8 25 layer physical changed its chemical properties. The
masks used in the exposure step (d) were designed using L-edit software. The designed
mask layout was then used to create a chromo-soda lime mask with the desired features.
After the exposure step (d) in the photolithography process, the wafer was baked
once again on a hot plate at the same temperatures used in the previous bake process with
the duration of bake times shortened to 1 and 3 minutes, respectively. This bake process
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selectively cross-linked the exposed portions of the photoresist film. Once the hard bake
process was completed, the ribs and cavities were visible on the wafer. To remove the
un-exposed SU-8 material from the silicon substrate a SU-8 developing solution was used
(e). After 4 minutes in the developing solution the wafer with the SU-8 features was
removed from the developing solution, rinsed with isopropanol, and placed on a hot plate
that was ramped up to 180°C . The wafer was then held at this temperature for 15
minutes. The SU-8 surfaces were only used in the microchannel studies.
To render the surfaces superhydrophobic a hydrophobic coating was spun on to
the surfaces (f) following the develop step (e). Section 4.1.3 describes in detail the
different hydrophobic coatings used in this work. For each coating, submersion tests
were performed in which the superhydrophobic surface was submersed in water for a
specified time. Following the submersion, a water droplet was placed on the surface and
the surface was inclined until the droplet rolled off the surface. The inclined angle at
which the droplet rolled off the surface was measured. A plot illustrating the effect of
submersion time on a surface coated with a FluoroPel M1604V/MQ000 coating is shown
in Figure 4.2. The figure shows that after about 5 minutes of being submersed the surface
reaches its highest sliding angle, θs. Once this slide angle was reached there was no
noticeable decrease in the slide angle for the remainder of the test. This test can be used
to indicate the resilience of the coating and will be referred to later in this document.

4.1.2

DRIE Method

The second method used in this study to create the microstructures involved a
material removal technique in which the microcavities were etched into the silicon
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Figure 4.2 The slide angle, θs is plotted as a function of submersion time for a superhydrophobic
surface with ribs oriented longitudinal to the direction the droplet will roll is plotted.

substrate with a deep reactive ion etching (DRIE) method, as illustrated in Figure 4.3.
Once again the steps used in the DRIE method are labeled (a)-(h). To start the process a
silicon wafer is cleaned using acetone and isopropanol and then placed in a hydration
oven to remove any impurities (a). Following the hydration bake a negative photoresist,
AZ 2020, purchased from MicroChem was spun onto a clean silicon wafer at a spin rate
of 2750 RPM for 60 seconds. HDMS can be used as an adhesion promoter for AZ 2020
and is deposited onto the silicon substrate prior to the deposition of the photoresist. AZ
2020 produced a photoresist layer of 1-2 µm on the silicon wafer.

Following the

deposition of the photoresist, the wafer was baked at 110°C for 1 minute. A mask
exhibiting the desired dimensions for the ribs and cavities (the same masks were used for
both the SU-8 and DRIE method) was then oriented on the wafer and the photoresist was
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Figure 4.3 Illustrates the steps used to create the microstructures using the DRIE method.

exposed to ultraviolet radiation using the Karl Suess Aligner. The exposed wafer is then
placed on a hot plate and baked at 110°C for 1 minute (c).
Following this bake process the unexposed photoresist is removed by the use of
an AZ300MIF developing solution (d). The photoresist features left on the wafer are
used as a mask in the ion etching process. Deep reactive ion etching (DRIE) used the
Bosch process to etch the areas of the silicon wafer not protected by the photoresist. The
STS ICP-RIE in the IML was used to perform the Bosch process on the silicon wafers.
The Bosch process consists of alternating etch and passivation steps. The passivation
step deposits a Teflon-like coating of C4F8 onto the walls of the substrate which helps to
reduce undercutting of the ribs. The etch step consists of an SF6 ion beam that etches
away the silicon substrate (Appendix A contains the parameters set on the STS ICP-RIE
73

for the Bosche process used in this work). With the Bosch process, the depth of the
cavities is determined by the etch duration. Etching the channels into the silicon using
the Bosch process (e) allows for the walls of the cavities to be near vertical as is
illustrated in Figure 4.4
Following the Bosch process, the etched silicon surfaces were submersed in a
bath of Nanostrip heated at 90°C (Nanostrip consists of a 90% Sulfuric Acid, 5%
Peroyxmonosulfulic acid, 5% water, and <1% Hydrogen peroxide solution).

The

Nanostrip was used to remove the photoresist that remained on the ribs. The wafers were
left in the Nanostrip bath until all the photoresist was removed (f).

To render the

surfaces superhydrophobic a hydrophobic coating was deposited onto the etched silicon
wafers in a manner similar to that described previously (g). The surfaces etched with the
DRIE process were primary used in the macrochannel study.

Figure 4.4 A SEM image of micro-ribs and cavities etched into a silicon substrate using the Bosch
process is captured with wr = 8 µm and wc=32 µm and the height of the ribs, d, nominally 15 µm.
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4.1.3

Hydrophobic Coatings

Three different hydrophobic coatings were used in the experimental studies. The
method of deposition of each coating onto the micro-structured surfaces is explained in
detail in the following sections. The hydrophobicity of the coatings was found to vary
and also depended on the cavity fraction. The durability of the coatings to the fluid
environment in which they were placed also varied between the different coatings.

4.1.3.1 Fluoropel M1604V/MQ000

A solution consisting of Fluoropel M1604V and MQ000 was used as a hydrophobic
coating that was placed on the micro-structured surfaces. Both of these solutions are
produced by Cyntonix. When the Fluoropel M1604V coating is placed on an unpatterned
surface the coating exhibits a contact angle near 150°. Initial testing with the M1604V
solution showed that the coating had difficulty adhering to the structured surfaces when
placed in a fluid environment for an extended amount of time. It was found that by
mixing the MQ000 solution with the M1604V solution the coating adhered much better
to the patterned surfaces. The heterogeneous solution was deposited onto the patterned
surfaces through a spin on process. The rate at which the solution was spun onto the
patterned surfaces determined both the uniformity and thickness of the coating placed on
the patterned surfaces. At low spin rates the coating had a thickness greater than 1 µm
and was very non-uniform. Increasing the spin rate to a RPM > 2000 allowed for a more
uniform and thinner coating to be placed on the surface with the average thickness of the
coating on the surface to be around 1 µm. For the test surfaces used in this study the
coating was typically spun onto the surfaces at RPM ≈ 2500. The Fluoropel
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M1604V/MQ000 solution was the preferred coating deposited onto the patterned surfaces
created with the SU-8 method. To achieve to the final hydrophobic state with good
adhesion on the patterned surface the M1604V/MQ000 hydrophobic solution was baked
on the surfaces at 180°C for 30 minutes. The apparent contact angle, θCB, of a water
droplet was measured on the patterned surfaces as a function of the cavity fraction. The
results of the contact angle study for the FluoroPel MQ000/M1604V coating are given in
Table 4.2. The contact angle for a non-patterned coated surface was measured at 144°.
The contact angle was measured in both the transverse and the longitudinal orientation
through the use of a goniometer. The transverse orientation indicates that the microstructures are perpendicular to the goniometer eyepiece, while for the longitudinal
orientation the structures are parallel with respect to the goniometer eyepiece. The
contact angle was measured from a water droplet that was approximately 0.3 mL in
volume.

Table 4.2 Measured contact angles for water droplets on patterned surfaces that were coated
with a mixed Fluoropel M1604V and MQ000 solution are reported.

Cavity Fraction,
Fc
0.48
0.69
0.79
0.84
0.91
0.93

Contact Angle, θ
Transverse Orientation
155
160
161
164
166
168

Contact Angle, θ
Longitudinal Orientation
154
161
163
164
165
167

The Cassie-Baxter relationship as given in Eq. 1.3 can be written in terms of the
cavity fraction, Fc as shown in Eq. 4.1, from which the apparent contact angle can be
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determined. In Figure 4.5 the measured apparent contact angle, θCB from the FluoroPel
MQ000/M1604V data is graphically compared to the predicted apparent contact angle

cos θ CB = (1 − Fc )(cos θ + 1) − 1

(4.1)

from the Cassie-Baxter relationship. The reported values on the figure for the measured
contact angles are the average between the transverse and longitudinal data in Table 4.2
for each cavity fraction. The measured apparent contact angles on the superhydrophobic
surfaces show good agreement with the calculated values from the Cassie-Baxter
relationship with the error between the experimental data and Eq. 4.1 ranging from 0.04 1.98%.

Figure 4.5 Measured apparent contact angle, θCB for water droplets on superhydrophobic surfaces as
a function of the cavity fraction, Fc where the surfaces have been coated with the MQ000/M1604V
solution. Also shown is the estimated apparent contact angle predicted from the Cassie-Baxter
expression (solid line).
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4.1.3.2 DuPont TM Teflon® AF

DuPontTM Teflon® AF is an amorphous fluoropolymer fabricated by DuPont. The
Teflon® AF polymers possess outstanding chemical resistance along with being
hydrophobic. The Teflon solution is mixed with a perfluoro-compound FC-75 (Acros) to
give the desired final concentration of Teflon in the solution.

A 0.2% Teflon

concentration was utilized in this work. Teflon has difficulties adhering to a silicon
substrate, but adheres relatively well to metals. Thus, an aluminum layer 100 nm thick
was vapor deposited onto each wafer to increase the adhesion of the Teflon to the silicon
surface. The vapor deposition of the aluminum layer occurred after the surfaces had been
placed in, and removed from, a Nanostrip bath. The vapor deposition step consisted of
placing the wafer in a thermal evaporation machine. The machine heats aluminum pellets
past their vaporization temperature, a vacuum is pulled in the chamber and causes the
vaporized aluminum to be deposited onto the etched silicon wafers. Subsequently, the
aluminum coated surfaces are then coated with the Teflon solution using a spin-on
process. The Teflon was spun on at 1000 RPM and step heated at 90°, 165°, and 330°C
with the temperature being held constant at each step for 5, 5, and 15 minutes,
respectively. Following the heating process, the wafers were diced into rectangular
sections using a dicing saw. These surfaces were then coated with a final layer of Teflon
using either a drip-on method or the same spin-on method mentioned above. The drip
method consists of dripping the Teflon solution onto the surface, spreading it over the
entire surface, and then evaporating the solvent, leaving behind a thin layer of Teflon on
the surface. Following the final coating, the surfaces were heated on a hot plate once
again at the same temperature and time intervals as indicated previously. The measured
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resting contact angle, θ, of a water droplet on a smooth Teflon coated surface was
measured to be 119°. Apparent contact angles, θCB, of the Teflon coating as a function of
cavity fractions are shown in Table 4.3 .

Table 4.3 Contact angle measurements for superhydrophobic surfaces coated with DuPontTM
Teflon® AF for various cavity fractions.

Cavity Fraction,
Fc
0.48
0.69
0.79
0.84
0.91
0.93

Contact Angle, θCB
Transverse Orientation
145
155
157
158
160
162

Contact Angle, θCB
Longitudinal Orientation
146
155
156
157
159
158

An image taken through the goniometer of a water droplet placed on a
superhydrophobic surface with Fc = 0.80 is shown in Figure 4.6. The superhydrophobic
surface was created using the DRIE method and coated with Teflon®. The ribs and
cavities are parallel to the viewing window of the goniometer. In this orientation the
goniometer captures both the reflection of the water droplet along with the reflection of
the ribs and cavities that are supporting the water droplet. Figure 4.6 illustrates that the
water droplet is indeed supported by air and does not penetrate the cavities.

4.1.3.3 Organosilane

The third coating used in creating superhydrophobic surfaces was organosilane.
The organosilane method relies on a reaction occurring between the substrate surface and
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Figure 4.6 Visualization of a water droplet and its reflection placed on a Teflon coated surface with
Fc =0.80. The zoomed in view illustrates that the water droplet rests on the cavities and does not wet.
(Courtesy Joseph Prince)

the organosilane. In this work vapor deposition of the organosilane onto the patterned
surfaces was used as the mechanism for the reaction. Before the vapor deposition
process took place a silicon substrate with etched micro-structures was cleansed using
either a Nanostrip bath or a plasma cleaner. This allowed for oxide layers to be removed
and increased the number of sites on the surface that could react with the organosilane.
Immediately following the cleansing process, the vapor deposition process was initiated.
One method used for the vapor deposition required a dessicator. In this method the
surfaces were placed in the dessicator along with a small open vial containing the
organosilane. The dessicator was maintained at room temperature. In the dessicator the
organosilane slowly evaporates forming a vapor. The vapor reacts with the silicon
substrate causing a silane monolayer consisting of the organosilane to form on the
substrate surface.

Organosilanes were chosen that consisted of a fluoro-compound,
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which renders the monolayer hydrophobic. The vapor deposition process was allowed to
occur for 1-3 days using the dessicator method. After the deposition period, the surfaces
were removed from the dessicator and placed in an oven at 90°C for 10 minutes. They
were finally placed back in the dessicator and allowed to cool for 10 additional minutes.
In the second method, the wafer sections were cleansed as mentioned previously
and then placed in a plastic sealed container with a 0.5 mL organosilane solution on the
bottom of the container. The surfaces were placed above the silane solution so that they
were not in direct contact with the solution. The plastic container was heated to 60°C,
such that the vapor deposition process could occur at an elevated rate. Following the
vapor deposition, the wafer sections were rinsed in different concentrations of toluene,
ethanol, and water. The deposition and rinse processes used in the second method was
similar to the method used by Oner et al. [28]. After the rinsing process the surfaces
were baked in a clean oven for 15 minutes at 120°C. The following is a list of
organosilanes that were purchased from Gelest, Inc., and were tested on patterned
surfaces.
•

(Tridecafluoro-1,1,2,2-tetrahydroctyl) Trichlorosilane

•

(Heptadecafluoro-1,1,2,2-tetrahydroctyl) Dimethylchlorosilane

•

(Heptadecafluoro-1,1,2,2-tetrahydroctyl) Trichlorosilane

•

n-Octadecyltrichlorosilane

The best results were achieved with the trichlorosilane family of solutions.

The

trichlorosilane family consists of three chlorine atoms which allows the silane solution to
react more readily with the silicon. The chlorine atoms react with the silicon substrate to
from the monolayer. The experimental results from sliding angle tests tended to show
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that the organosilane surfaces were not very resilient in the liquid environment. When
placed in normal tap water, the surfaces easily wetted and good results were only
obtained when highly purified deionized water was used as the testing fluid on the
organosilane surfaces.
Each of the coatings explored in this work have advantages and disadvantages to
their use as a coating for superhydrophobic surfaces. The advantages of the FluoroPel
MQ000/M1604V are that it has a very high contact angle on a smooth surface (θ ≈ 144°)
which allows superhydrophobic surfaces using this coating to have a larger Laplace
pressure compared to the Teflon and organosilane coatings at similar cavity fractions.
Test results also tended to show that the coating can be effectively used in water that is
not highly purified. The coating can also be deposited onto a variety of substrates. The
disadvantages for this coating is that it tends to be a thicker coating compared to the
Teflon and organosilane coatings and also the MQ000 coating must be thoroughly mixed
with the M1604V coating or else the coating becomes very blotchy when spun onto a
surface.
One of the advantages of the organosilane coating is that it is vapor deposited
onto the silicon substrate which produces a uniform coating on the substrate surface.
Further, the organosilane coating is a monolayer coating which minimizes any influence
of the coating due to its thickness. Also, the monolayer consists of a covalent bond
between the organosilane and the silicon surface which makes it very difficult for the
coating to be removed. The main disadvantage of the organosilane coatings explored in
this study was the influence that the purity of the water plays on the performance of the
coating. Experimental analysis on surfaces coated with organosilanes showed that the

82

purity of the water used on the organosilane surfaces influenced the resilience of the
coating on the surfaces. This influence is best illustrated by comparing the slide angle, θs
as a function of submersion time for the organosilane surfaces submersed in water.
Figure 4.7 shows experimental data in which organosilane surfaces with similar cavity
fractions are submersed in distilled water and deionized water and the slide angle, θs is
measured as a function of submersion time. The distilled and deionized water in which
the surfaces are submerged had a measured resistivity of 500 kΩ and 3 MΩ, respectively.
The resistivity of the water indicates the amount of ions in the water. The results show
that for the surface placed in the distilled water the slide angle continues to increase as
the submersion time is increased. The surface (immersed or submerged) in the deionized
water has a small initial increase in the slide angle but then maintains the slide angle.
The insert in the graph shows that the slide angle for the surface submerged in deionized
water remained at a nearly constant value over the entire three-day testing period that the
surface was submerged in the water. An increase in the slide angle, θs indicates that the
hydrophobicity of the surface has decreased. A decrease in the hydrophobicity increases
the risk of wetting occurring in the cavities. It is very difficult to maintain the high purity
of the water in the testing environment used in this study.
One of the main advantages of the Teflon coating is that it provides a thin uniform
coating on the test surfaces. The Teflon coating did show to some degree an influence on
the purity of the water but not to the extent of the organosilane coatings. Test results also
showed that the Teflon coating had a difficult time adhering to the silicon substrate in the
absence of the aluminum layer. When the aluminum layer was used the coating tended to
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Figure 4.7 Compares the influence of distilled and deionized water on the hydrophobicity of a
superhydrophobic surfaces coated with an organosilane. The insert illustrates the resilience to
submersion time of the organosilane coating when submersed in highly purified deionized water.

be resilient to the liquid flow with some degradation in the hydrophobicity of the coating
over time similar to what was seen with the FluoroPel MQ000/M1604V.
Both the Teflon and the FluoroPel MQ000/M1604V coatings appear to be
effective for use as the hydrophobic coating for superhydrophobic surfaces. Both of
these coatings are used extensively in this work. It should be noted however, that results
have shown that these coatings are not indefinitely resilient to liquid flow. Observations
have shown that the resilience of the coatings does degrade over time depending on
variables such as the duration of time exposed in the liquid environment, the flow rate
across the surfaces, and if the Laplace pressure has been exceeded. Careful attention was
given to mitigate the influence of these variables for the experiments performed.
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4.2

Creation of the Microchannels

Following the fabrication and coating of the micro-patterned features on the
silicon wafers, the wafers were diced into sections using the Disco DAD 320 Automatic
Dicing Saw in the IML. On each section that was diced, ribs and cavities were oriented
in either the transverse or longitudinal orientation with a cavity fraction in the range of
values reported previously. The diced sections also had alignment marks that were used
to create the channels. The rib and cavity dimensions of each section were characterized.
The height of the ribs (cavity depth), d, was measured using an Alpha-step 200
Profilometer manufactured by Tencor Instruments. The profilometer has a resolution of
50 Ǻ, with a maximum vertical range of 1000 kǺ, which corresponds to 100 µm.
Scanning Electron Microscopy (SEM) was also used to verify the accuracy of the
profilometer measurements for the cavity and rib dimensions.
The thickness of the patterned sections was measured at approximately 40
locations over the entire section. A Mitutoyo micrometer with a 1 µm resolution was
used in the measurements.

Subsequently, two sections exhibiting the same cavity

fraction and rib orientation were joined, separated by a spacer of desired thickness. The
joined sections formed the top and bottom walls of a channel. The spacers used in this
study consisted of double-sided sticky tape of various thicknesses. The sections of
double-sided tape were measured to be very uniform in their thickness with around a 1
µm variation. To measure the gap spacing, H, the thickness of the assembled channel
was measured again at the same 40 locations where measurements were acquired
previously. The gap spacing was determined by subtraction of the individual wall
thicknesses from the total measured channel thickness. The standard deviation in the gap
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spacing measurement ranged between 0.3-1.4% of the channel hydraulic diameter. SEM
images as shown in Figure 4.8 were also taken on selected channels to verify the channel
gap spacing. The SEM image provides excellent detail into the feature sizes of the ribs
and cavities, along with the alignment of the ribs and cavities between the bottom and top
walls of the microchannel.

In order to acquire such images of the constructed

microchannels where the ribs and cavities are oriented longitudinal to the flow direction
it was necessary to sand off the first 20 µm of the entrance and exit of the channel. The
sanding process removes the wall-like features that run along the ribs and cavities at the
entrance and exit of the channel. The wall-like features are used to maintain the air in the
cavities. In the sanding process, a building up of particles tend collect along the bottom
wall of the channel, as is apparent in the SEM figure.

Figure 4.8 SEM image of a constructed microchannel exhibiting micro-ribs and cavities is
shown.
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4.3

Experimental Setup for Low-Re Laminar Flow Through Microchannels

The experimental approach for the study of low-Re laminar flow through
microchannels consisted of integral pressure-drop measurements across a microchannel
mounted between two Plexi-glass reservoirs. The experimental setup is illustrated in
Figure 4.10. The Plexi-glass reservoirs were designed such that upstream and
downstream reservoirs were large with essentially stagnant fluid. (See Appendix B for
detailed drawings of the fabricated components used in the microchannel setup). The
upstream reservoir consisted of an inflow port, while the downstream reservoir had a
fluid outflow port.

A microchannel holder was precision machined such that the

microchannel could be placed in the holder and fixed in place. Both reservoirs had
slotted sections on the front face which were used to insert the microchannel into the
reservoirs. Around the slot a pocket was machined which the microchannel holder could

channel holder

Figure 4.9 An illustration of the experimental setup used in the laminar microchannel testing
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be placed between the reservoirs.

A sealant was placed around the faces of the

microchannel holder. The microchannel holder was clamped in between the reservoirs to
seal the system.
Pressure taps and temperature taps were located on opposing side walls of both
the upstream and downstream reservoirs. The taps were located in the reservoir wall at
the same vertical location as the microchannel. The pressure taps were used to measure
the differential pressure between the upstream and downstream reservoirs. A K type
thermal couple was placed in each temperature port and was used to measure the fluid
temperature in each reservoir. The average temperature between the reservoirs was
measured for each test and used to estimate fluid properties such as viscosity and density
from published data [68] [69].

The measured temperature difference between the

reservoirs was small, typically ranging from 0.1 - 0.3°C. A source tank was connected to
the upstream reservoir and was used to provide fluid to the upstream reservoir. It was
also used to provide the pressure head for the microchannel. The differential pressure in
the channel was increased or decreased by raising or lowering the height of the source
tank. The source tank was sufficiently large such that the water level in the large reservoir
did not decrease significantly during a microchannel flow test. This allowed for the
pressure gradient in the microchannel to be held nearly constant throughout each test. A
plot illustrating the pressure profile typically measured throughout a laminar flow
microchannel test is depicted in Figure 4.10. The pressure spikes at the beginning and
end of the acquired pressure data, and occurs when the valve controlling the flow is
opened and closed. The pressure used in the calculations of the average friction factor
was obtained by averaging the pressure data that was acquired during the time interval
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between the pressure spikes. The standard deviation for the pressure data ranged from
0.1% to 0.7% of the mean pressure value.
Tubing was connected from the exit port of the downstream reservoir to a valve.
In the initial testing a solenoid valve was used to control the amount of time that the
liquid flowed through the microchannel. When the solenoid valve was open the amount
of liquid exiting the solenoid valve was collected in a graduated cylinder. The flow rate
through the microchannel for the set pressure difference was determined by measuring
the total volume of liquid collected over a time interval. The time interval in which the
liquid was collected was long enough to minimize measurement uncertainty, but
relatively short compared to the amount of time that would be needed for a detectable

Figure 4.10 Pressure data taken by the differential pressure transducer during a test of a
superhydrophobic microchannel.
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amount of liquid to evaporate from the volumetric flask. (At standard atmospheric
conditions it was calculated that the evaporation rate of water from the flask was
nominally 0.5% per hour.)
The differential pressure drop between the upstream and downstream reservoirs
was measured with an Omega PS2300 differential pressure transducer. The transducer
had a range of 0-1 psi (0-6.87 kPa) with an accuracy of 0.25% of full scale. Pressure
measurements were sampled at 10 Hz and acquired into a custom designed LabView
program. The LabView program was also used to control the solenoid valve. The
pressure data was output to a text file. The text file was read into a Matlab program
(Appendix C), where the mean pressure at each pressure setting was computed.

4.4

Determination of fRe for Laminar Flow Through Microchannels

Volume flow rate and pressure drop measurements were made allowing
computation of the average shear stress (or average friction coefficient) in the
microchannels.

Equations 3.1 and 3.2 given in the previous chapter were used to

determine the average friction coefficient, f, and also the friction-factor Reynolds number
product, fRe, for the microchannels tested. The fRe product is convenient to use in
laminar flow because, as stated earlier, it yields a constant value based on the channel
geometry. For example in pipe flow the fRe product is 64, and for parallel-plate channel
flow the value is 96. A direct comparison between the expected fRe value for a control
surface (no coating, no structures) and the values calculated from the experimental data
for the superhydrophobic surface can be used to determine the effectiveness of the
superhydrophobic surfaces in reducing frictional drag.

90

The aspect ratio (AR) is defined as the height of the channel divided by the width
of the channel. The smaller the aspect ratio the closer the channel can be approximated
to that of a parallel-plate channel. The aspect ratios for the microchannels tested in this
study ranged from 0.0066-0.02670. The expected fRe values for control channels without
superhydrophobic surface over the range of aspect ratios were from 92.7 - 95.2 [8]. This
variation occurs due to the different hydraulic diameters examined in the study.
The expression for fRe derived in Eq. 3.2 accounts only for the major losses
through the microchannel. This equation can be modified as given in Eq. 4.2 to account
for minor losses due to both entrance and exit effects [11].

fRe =

ΔPDh3 B
D
− ∑ K L h Re
LQμ
L

(4.2)

The second term in the equation represents the summation of the minor losses,
characterized by their respective minor loss coefficients, KL. In a classical macroscale
channel the entrance loss coefficient will range between 0.5 and 1.0. A portion of this
pressure loss is associated with accelerating the core of the flow into the classical
parabolic shape [67]. However, in a superhydrophobic channel the velocity profile tends
to be less parabolic and thus, this loss should be smaller. The exit loss coefficient is
theoretically equal to the kinetic energy coefficient, α. For laminar flow through the
classical parallel-plate duct, α = 1.53 and for a uniform (slug) flow through a
channel α = 1.00 [11]. For flow through a channel with superhydrophobic walls, where
on average the velocity profile tends to be more uniform, the value of α is bounded by
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1.0 and 1.53. There has not been any previous characterization of entrance and exit loss
coefficients for superhydrophobic channels. For this reason, mid-range values have been
assumed in the analysis of the experimental data at KL ≈ 0.75 and 1.25 for the entrance
and exits, respectively. For all scenarios the maximum minor loss constituted less than
6% of the total pressure drop. For most experiments reported here, where L/Dh > 100 and
Re < 20, the influence of the minor loss term is negligibly small (<1%). For all scenarios
for laminar flow through microchannels the entrance and exit minor losses were
accounted for as described above.

4.5

Uncertainty Analysis for fRe and λ/w Calculations

A careful analysis of the experimental uncertainty was performed for the
microchannel experiments using a method similar to that performed by Judy et al. [70].
The uncertainty analysis is used to determine the possible range of error that exists in the
calculated fRe value for each microchannel. The uncertainty associated with a parameter
as a function of other measured variables p(σ1, σ2, σ3, . . ., σn) may be stated as

χp =

⎛∂ p
⎞
χσ i ⎟
⎜
∑
i =1 ⎝ ∂σ i
⎠
n

2

(4.3)

where χp is the uncertainty in the parameter p, σi are the variables of functional
dependence, and χσ i is the uncertainty in the measurement of each functional dependent
variable σi, which can consist of both a precision and instrument error. When the loss
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coefficients are neglected the uncertainty in fRe, χfRe to the calculated fRe value can be
expressed as

2
2
⎛ χ ΔP ⎞ ⎛ χ L ⎞ ⎛⎜ 3χ Dh
= ⎜
⎟ +⎜
⎟ +
fRe
⎝ ΔP ⎠ ⎝ L ⎠ ⎜⎝ Dh

χ fRe

2

2

⎞ ⎛ χ B ⎞ ⎛ χQ ⎞ ⎛ χμ ⎞
⎟ +⎜
⎜
⎟
⎟ ⎝ B ⎟⎠ + ⎜ Q ⎟ + ⎜⎜ μ ⎟⎟
⎠
⎝
⎠ ⎝
⎠
2

2

.

(4.4)

The uncertainty due to the minor losses can also be included in the uncertainty
analysis. To determine the uncertainty in the minor losses the Reynolds number in Eq.
4.2 was replaced with Re = 2ρQ/(µB), where in this expression the height, H of the
channel has been replaced with Dh/2. This assumption assumes parallel-plate channel
flow, which is an appropriate assumption for the AR of the microchannels tested. This
assumption allowed for the Dh in the numerator of the Reynolds number to be cancelled,
thus simplifying the final expression for the uncertainty in the minor loss terms. The
uncertainty, χfRe as a ratio of fRe, which now includes the minor losses is written as

1/2

2
⎧⎛ χ ⎞2 ⎛ χ ⎞2
⎫
2
χ
⎛
⎞
2
D
⎪⎜ ΔP ⎟ + ⎜ L ⎟ ( K − 1) + ⎜ h ⎟ 3 − Kˆ +
⎪
⎪⎪
χ fRe ⎪⎪⎝ ΔP ⎠ ⎝ L ⎠
⎝ Dh ⎠
=⎨
⎬
⎛ ⎛ χ ⎞2 ⎛ χ K ⎞2 ⎞ ⎪
fRe ⎪⎛ ⎛ χ ⎞2 ⎛ χ Q ⎞2 ⎛ χ μ ⎞2 ⎞
2
ρ
2
B
L
ˆ
ˆ
⎪⎜⎜ ⎜ B ⎟ + ⎜ Q ⎟ + ⎜ μ ⎟ ⎟⎟ 1 + K + K ⎜⎜ ⎜ ρ ⎟ + ⎜ K ⎟ ⎟⎟ ⎪
⎝
⎠
⎠ ⎠
⎠ ⎝ L ⎠ ⎠ ⎪⎭
⎝
⎠ ⎝
⎪⎩⎝
⎝⎝

(

(

where Kˆ = 2K L ρQ 2

( ΔPB D )
2

2
h

)

)

(4.5)

and represents the fraction of the total pressure drop

associated with the minor losses at the microchannel inlet and exit. The full derivation of
the uncertainty for fRe is included in 0. Ranges for the measurement uncertainties from
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the experimental tests are given in Table 4.4. As shown in the table, the error in the
hydraulic diameter, χDh/Dh, was the largest contributor to the uncertainty. In the total
error calculation for fRe the χDh/Dh term as it appears in Eqs 3.4 and 3.5 is multiplied by a
factor of three which magnifies the influence of Dh on the total uncertainty in the fRe
measurement. For this reason, much care was taken in the measurement of the height of
the channel and determination of Dh. In order to reduce the error in the uncertainty in Dh,
channels that exhibited a standard deviation greater than 3 µm in the channel height
across the length of the channel were typically not tested. The average uncertainty in the
fRe calculation for Dh values ranging from 160 µm to 500 µm was 3% to 17%,
respectively, with 91% of the experimental measurements taken having an uncertainty of
less than 15%. The channels exhibiting the largest uncertainty consisted of the channels
with Dh < 200 µm.

Table 4.4 Range of uncertainties in each of the measured variables used in determining fRe

Variable
χΔP/ΔP

Range (%)
0.33 - 0.67

χL/L

0.01 - 0.02

χDh/Dh

1.01 - 7.09

χB/B

0.10 - 0.13

χQ/Q

0.08 - 2.79

χµ/µ

0.05 - 0.055

χρ/ρ

0
0.01 - 0.8

(χKL/KL)
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The uncertainty in the relative slip-length calculations can also be determined
using a similar method as was done for the uncertainty in fRe. The apparent slip-length
for the experimental results was determined using Eq. 3.6. The experimental uncertainty
for the apparent slip-length was determined from Eq. 4.6.

2

χλ /w

2

⎞
⎛ dλ / w
⎞ ⎛ dλ / w ⎞ ⎛ dλ / w
= ⎜
χ fRe ⎟ + ⎜
χw ⎟ + ⎜
χ Dh ⎟
⎠ ⎝ dDh
⎝ dfRe
⎠ ⎝ dw
⎠

2

(4.6)

The uncertainty for fRe, χfRe, determined from Eq. 4.4 is used to determine the uncertainty
in the apparent slip-length as shown in Eq. 4.5. Along with the uncertainty being
dependent on fRe the uncertainty is also dependent on the hydraulic diameter, which was
shown to be the largest contributor to the uncertainty in fRe. The additional uncertainty
due to the hydraulic diameter causes the uncertainty of the calculated slip-length on a
percentage basis to be larger than the uncertainty in the fRe calculations for the
experimental data.

4.6

Experimental Setup for Large Reynolds Number Flow Through
Microchannels

The experimental setup that was used in the microchannel turbulent flow testing
was similar to that used in the low Reynolds number setup. The plexi-glass upstream and
downstream reservoirs were replaced with two stainless steel reservoirs. The upstream
reservoir was connected to two large cylindrical steel tanks. The tanks allowed for water
to be pressurized to pressures greater than 1.38 MPa. A nitrogen tank was used as the
source to pressurize the water in the tanks. A regulator was placed between the large
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tanks and the nitrogen tank and was used to increase or decrease the pressure in the large
tanks, which determined the pressure differential applied across the microchannel. The
regulator worked well at maintaining a constant pressure during each test. A water pump
was used to fill the large tanks between tests. The solenoid valve which was used in the
laminar flow testing was replaced with a manually operated valve. The upstream and
downstream reservoirs were designed so that the microchannel could be easily placed in
between the two reservoirs (engineering drawings of the upstream and downstream
reservoirs along with the microchannel holder are given in Appendix B).
A channel holder was also used to hold the wafer in place and reduced the
possibility of the microchannel separating during the high pressure testing. Rubber
gaskets were placed around the ports of each reservoir. A clamp was used once again to
seal the microchannel/holder in between the reservoirs. A small bead of high strength
wax was also placed along the edges of the microchannel to eliminate leaking through the
spacers used in the construction of the microchannel. Cole Parmer wet-wet differential
pressure transducers with ranges of 0-7 kPa, 0-34 kPa and 0-344 kPa were used to
measure the pressure differential in the reservoirs during the testing. For pressures above
344 kPa two calibrated water Bourdon gauges were connected to the pressure ports in the
upstream and downstream reservoirs and measurements were taken from these gauges.
The test duration was long enough that sufficient water was collected in the graduated
cylinder to reduce uncertainty in the measurement. A stop watch was used to measure
the time required to fill a graduated cylinder. The experimental setup allowed for data to
be taken in a microchannel for Reynolds numbers as high as 10,000. The parameters
explored with the large Reynolds number experimental setup are shown in Table 4.5.
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Equation 4.2 was used to calculate fRe for the flow in both the laminar and turbulent
flow regime. When the flow transitioned to turbulent flow the entrance and exit loss
coefficients were adjusted to appropriate values for turbulent flow.

The exit loss

coefficient for turbulent flow was taken as 1.0, which is appropriate since the turbulent
flow profile is a more uniform profile compared to the parabolic profile that exists in
laminar channel flow. The minor loss coefficient due to the entrance length was taken as
0.78, since this is the recommended value to use for a reentrant entrance type [11]. The
calculated fRe value from the experimental data was divided by the Reynolds number in
order to isolate the Darcy friction factor, f.

The experimental Darcy friction factor, f,

was compared to the empirical Blasius expression [71] which is given as

f =

0.316
Re1 4

(4.7)

and also to the friction factor correlation provide by Beavers et al. [72] for channel flow,
is given as

f =

0.5072
.
ReD0.3h

(4.8)

The recommended range of applicability for the Blasius and Beavers et al. expressions
are 4000 < Re < 100,000 and 5000 < Re < 30,000, respectively. These ranges are well
within the range of the Reynolds numbers explored in this study The Blasius correlation
was developed as given in Eq. 4.5 specifically for pipe flow but it can be adjusted for use
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in channel flow by using a Reynolds number based on an effective diameter,

Deff = 64 Dh / C fRe , where CfRe is equal to 96 for parallel-plate channel flow [73]. In the
laminar flow regime the calculated Darcy friction factor is compared to f = CfRe/Re, where
CfRe is a constant and is dependent on the aspect ratio of the channel. This expression is
valid in the laminar regime since fRe is a constant value. The aspect ratio of the
microchannels tested was sufficiently small that CfRe = 96 was used in the analysis.
An uncertainty analysis was performed on the calculated friction coefficient for
each section tested similar to what was done with fRe and λ/w for the low Reynolds
number tests. The uncertainty in the measured friction fraction ranged from 2.0 – 7.0%.
The range of uncertainty in the turbulent flow measurements for the microchannels was
less than that for the low-Reynolds number, non-wetting microchannels. The difference
can be attributed to the range of hydraulic diameter used for the different tests. In the
laminar non-wetting tests hydraulic diameters as small as 150 µm were used. In the
turbulent flow larger hydraulic diameters were required in order to reach Reynolds
numbers as high as 10,000. The smallest hydraulic diameter used in the turbulent flow
was nominally twice that of the low Reynolds number laminar flow tests.

The

uncertainty in both f and fRe are strongly dependent on the hydraulic diameter due to the
Table 4.5 Parameters that were explored in the laminar and turbulent flow, high Reynolds number
microchannel testing along with the range of uncertainty in the measurements.

Parameters Explored

Range

Cavity fraction, Fc

0.71, 0.79, 0.83, 0.91

Hydraulic Diameter, Dh

0.00018 - 0.00053 µm

Rib Orientation

Longitudinal and Transverse

Uncertainty, χf /f

2.0 - 7.0 %
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uncertainty in the height measurement.

The uncertainty in the hydraulic diameter

decreases as the hydraulic diameter increases.

4.7

Experimental Setup for Laminar and Turbulent Flow Through a
Macrochannel with Superhydrophobic Walls

Particle Imaging Velocimetry (PIV) was the primary method employed to
experimentally explore the influence of the superhydrophobic surfaces in laminar and
turbulent flow through a macrochannel.

The vector fields produced from the PIV

measurements were used to calculate spatially resolved mean turbulence quantities
including the time-averaged streamwise and wall-normal velocities, the turbulence
intensity or rms velocity in both the steamwise and wall-normal directions, and the
turbulent (Reynolds), viscous and total shear stresses. The determination of these
quantities allowed for the influence of the superhydrophobic surface in both laminar and
turbulent flow to be examined for the macrochannel setup.

4.7.1

PIV Methodology

Particle imaging velocimetery (PIV) has been shown to be an effective minimally
intrusive measurement tool to capture the velocity field of a given fluid domain for both
laminar and turbulent flow [74-76]. The work performed in this study used a crosscorrelation PIV technique, in which the fluid field is seeded with a reflective particle.
Two lasers were used to illuminate the seed particles.

The lasers were pulsed

independently and were synchronized by a specified time interval.

A high intensity

CCD camera was used to acquire image pairs of the illuminated flow field at each laser
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Figure 4.11 Illustration of seed particles that have been illuminated by a single pulse of laser light.
The top and bottom walls of the macrochannel are visible.

pulse. A single image of the illuminated particles flowing through the macrochannel is
shown in Figure 4.11
The PIV method consists of capturing two images, which are then divided into
interrogation windows. The light intensity distribution (derived from the reflecting
particles) in each interrogation window of the first image is cross-correlated with the
corresponding light intensity distribution from the second image. The cross-correlation
formula [77] used in the analysis is given as

Φ fg (m, n ) = ∑∑ f (i, j ) × g (i + m, j + n) .
i

j
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(4.9)

In this equation f(i,j)and g(i,j) indicate the image intensity distribution of the first and
second image, m and n are the pixel offsets between the two images and Φ fg (m, n ) is the
cross-correlation function. The cross correlation for each interrogation window produces
a correlation map as shown in Figure 4.12. The location of the maximum peak in each
interrogation window can be determined to sub-pixel accuracy by using a Gaussian
curve-fit. The Gaussian curve fit uses a 3 × 3 pixel domain centered on the displacement
peak maximum in order to determine the location to sub-pixel accuracy [78]. The cross
correlation technique allows for one local displacement vector to be determined for each
interrogation window. The particle displacement vector in pixels for each interrogation
window is predicted for the flow field imaged. Calculating the vectors in one single pair
of images can be computationally expensive, since for a square integration area N, the
number of operations required to be computed is on the order of N4. In order to reduce
the computation effort required, a Fast Fourier Transform (FFT) is employed in the crosscorrelation process. The FFT allows for the computational effort to be reduced to the
order of N2lnN, thus significantly speeding up the processing and making PIV a plausible
measurement tool [79]. Through calibration of a known pixel displacement with a
corresponding length scale, the particle displacement vector in terms of an actual length
can be determined. The displacement vector consists of both x and y components of the
displacement. Using the calculated x, y particle displacements, Δ pixel , x and Δ pixel , y , for
each interrogation window, along with the time separation, Δt between images the
instantaneous x, y components of velocity, u(x,y) and v(x,y) can be determined from Eqs.
4.10 and 4.11. In these equations Cpiv is the pixel-to-mm conversion factor which is
obtained through calibration.
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u ( x, y ) = C piv
v( x, y) = C piv

Δ pixel , x

(4.10)

Δt
Δ pixel , y

(4.11)

Δt

The instantaneous velocity field can be constructed from the x, y velocity
components of each interrogation window. Multiple paired images of the fluid field are
acquired so that average values can be used to construct the velocity field. Averaging is
used in turbulent flows where the velocity at each location is constantly fluctuating. The
average vector field in this study was typically constructed from 500 - 4000 paired

Figure 4.12 An example correlation map from a single integration window from the experimental
PIV data that is used to illustrate the peak correlation from which displacement vectors can be
calculated from.
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images of the flow field depending on if the flow was laminar or turbulent. A 4.5 Hz
sampling rate was used to acquire the images.
Full-channel PIV measurements (Figure 4.11), where both the top and bottom
walls were apparent in the field of view were acquired.

As mentioned previously, the

vector fields produced from the PIV measurements were used to calculate spatially
resolved mean turbulence quantities, along with the streamwise and wall normal
velocities, u and v .

These quantities were normalized by the average streamwise

velocity, uave , and included the time-averaged streamwise and wall-normal velocities,
( U = u / uave , V = v / uave ), the turbulence intensity or RMS velocity in both the steamwise and wall-normal directions ( U rms =

u′2 uave , Vrms = v′2 uave )

and the turbulent or

2
) where uave was determined using Eq. 4.12. The
Reynolds shear stress ( Tturb = u ′v′ uave

integral in this equation was evaluated numerically using the trapezoidal rule.

uave

∫
=

H

0

udy

(4.12)

H

Turbulent production was also determined for all surfaces tested using Eq. 4.13.

P=

−u′v′H du dy
3
u ave

(4.13)
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The near-wall region for the turbulent flows was also examined with PIV
resolution down to y+ ≈ 7. The classical inner wall turbulent boundary layer variables u+
and y+ are defined as [67]

u+ =

u
u
=
uτ uave f 8

y+ =

yuτ

ν

=

yu ave

ν

(4.14)

f 8

(4.15)

In both the u+ and y+ expressions f is the Darcy friction factor, and for this study was
determined experimentally from the PIV measurements for the bottom wall over the
experimental wall section. Section 4.7.4 of this chapter provides details on the method
used to determine the normalized wall shear stress on the bottom wall using the total
shear stress distribution. The Darcy friction factor, f, for the bottom wall is easily
calculated once the normalized bottom shear stress is determined.
The calculated u+ and y+ values from the turbulent flow experiments are
compared to the Spalding correlation [80] which covers the entire wall-related region.
The Spalding correlation is a single expression given as

⎛ +
(u + k ) 2 (u + k )3 ⎞
⎟
−
y + = u + + e −kΒ ⎜⎜ eu k − 1 − u + k −
2
6 ⎟⎠
⎝
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(4.16)

which is a very good fit to the inner-law data of a turbulent boundary layer all the way
from the wall to the point y+ > 100 where the outer layer begins to rise above the
logarithmic curve. The inner-law region includes both the viscous sub-layer and the
buffer layer [67]. In this expression B and κ are constants for turbulent flow past smooth
walls and have been determined experimentally by previous authors [81, 82]. Values for
B and κ used in this study were 6.0 and 0.41, respectively. Control surfaces that were
uncoated and unstructured were initially tested as the bottom wall of the macrochannel
experimental setup.

The control surface data agreed very well with the Spalding

correlation when B = 6.0 was used.

4.7.2

PIV Experimental Setup

The test section of the experimental setup is illustrated in Figure 4.13 and is referred to as
the flow channel. Complete drawings of the flow channel are included in Appendix E.
The bottom wall of the flow channel was precision-machined such that test surfaces
could be embedded in the bottom wall. The transverse width of the channel was 40 mm
and the height of the channel was nominally 4.65 mm, with an aspect ratio, AR, of

Figure 4.13 Illustration of the macrochannel setup with the superhydrophobic surfaces placed in the
test apparatus.
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nominally 8.8 and a hydraulic diameter of Dh ≈ 8.3 mm. The streamwise placement of
the leading edge of the first test surface was at 41 Dh downstream of the channel inlet.
For the laminar and turbulent flow, the entrance length, Le, required to reach fully
developed flow was calculated for each Reynolds number using the following equations
for laminar and turbulent flow, respectively [8].

Le
= 0.06 Re
Dh

(4.17)

Le
= 4.4 Re 1 6
Dh

(4.18)

The Reynolds number was chosen such that the flow would be fully developed before it
reached the leading edge of the test surfaces. Measurements were acquired for Re =
1000-10,000 at multiple streamwise locations along the test surfaces. The flow channel
was connected to a flow loop used to circulate the fluid. The flow was conditioned prior
to entering the flow channel in order to reduce the freestream turbulence inherent in the
flow loop due to the centrifugal pump that was used to circulate the liquid. The device
used to condition the flow is shown schematically in Figure 4.14. When the flow enters
the conditioner the flow area is increased, reducing the velocity of the fluid. The marbles
were used to break up vorticity components of the flow. Flow straighteners downstream
help smooth out transitioning and turbulent flow. The converging section is used to
accelerate the flow and is designed to reduce flow separation leading into the flow
channel. Dimensional drawings of the flow conditioner are included in Appendix F. The
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bottom wall of the flow channel, where the test surfaces were positioned was precision
machined so that the test surfaces could be placed in the channel with minimal
discontinuity (< 30 µm on average) between the test surface height and the bottom wall
height. The channel provided optical access for laser illumination through the top wall of
the channel. One side wall of the flow channel also had optical access to allow a digital
camera to image the flow.

Figure 4.14 Schematic of the flow conditioner used to reduce free stream in the macrochannel test
setup.

The opposing side wall of the flow channel had ports regularly spaced to allow
length scale calibration rods to be inserted into the flow channel at the focal plane. The
port closes to the trailing edge of the experimental surfaces was used to probe the channel
static pressure. Two other pressure ports were inserted on the top wall in the middle of
the channel at streamwise positions near the leading and trailing edge of the experimental
test surfaces. Deionized water, seeded with titanium dioxide particles, was pumped with a

107

March MFG., Inc. Model AC-2CP-MD centrifugal pump at flow rates ranging 0.2 L/min
to 11 L/min. A large seat valve was used to make coarse adjustment to the flow rate,
while a small dial valve was used for the fine control of the flow rate. In series with each
valve was a rotameter which was used to measure the flow rate. A Cole-Parmer 0-15
L/min rotameter was used with the coarse control valve and a Cole-Parmer 0-2500
mL/min rotameter was used with the fine control valve. A K-type thermocouple was
placed in the flow loop, which provided the temperature of the fluid for each test. The
temperature was used to determine appropriate values for both the fluid density and
viscosity [69]. An air eliminator was placed at the exit of the channel and was used to
remove air from the flow loop. The air eliminator consisted of a large container that was
filled with deionized water. A tube extended from the exit of the flow channel to the air
eliminator. Water was removed from the air eliminator through port at the bottom and
the water was then re-circulated through the flow loop.
Local static pressure measurements taken from the port mentioned above were
acquired with a Cole Parmer Wet-Wet Differential pressure transducer, which had a
range of 0-7 kPa. A pressure tube extending from the high pressure port of the pressure
transducer was placed into the flow channel through a side wall port, allowing the
pressure to be measured near the same streamwise location where the velocity field was
characterized. The low-pressure port of the sensor was open to atmospheric pressure so
that the measured pressure by the transducer was the static gage pressure of the fluid in
the channel. The sensor was level with the flow channel in order to negate any erroneous
pressure measurement due to a hydrostatic pressure. The local pressure measurements
were monitored to verify that the Laplace pressure was not exceeded along the
108

superhydrophobic test sections. Following each test the surfaces were also visually
inspected to verify that the superhydrophobic non-wetting condition was maintained.
The pressure taps located at the leading and trailing edge of the test surface were
used to measure the differential pressure drop across the test surfaces.

A Vitran

IDP10A22A01F differential pressure transducer was used to measure the pressure
difference across a region of the test sections. The full scale on pressure transducer was
set to measure differential pressures from 0-500 Pa. The stated error of the pressure
transducer was 0.17% of the full scale. The accuracy of the pressure transducer was
sufficient for the pressure measurements taken in the macrochannel study. The pressure
measurements from both pressure transducers were acquired at 4.5 Hz through a data
acquisition system. A custom designed LabView program was used to acquire in the
digital signals and record the data to a text file, after which average values for each
measurement were obtained and used in the post processing analysis.
A bypass loop was integrated into the flow channel so that the flow rate, particle
seeding, and static pressure in the flow channel could be adjusted without the flow
passing across the test surface. A high intensity 12 bit CCD camera (Imager Intense)
produced by LaVision with a 1376 X 1040 pixel array was used to capture the fluid field
illuminated by the lasers.

For the full channel PIV measurements, each pixel

corresponded to approximately 5 µm. A photograph of the macrochannel experimental
setup is shown in Fig. 4.15.
The water in the flow channel was seeded with titanium dioxide particles
purchased from the Ponte Vedra Soap Shoppe. The mean diameter of the particles was
nominally 4 µm and was determined through the use of a Coulter Counter.
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The

Figure 4.15 Image of the experimental setup used in the laminar and turbulent flow macrochannel
tests.

distribution of the sampled particles appeared to be bimodal as shown in Figure 4.16. A
settling process was used so that the titanium dioxide particles only measuring nominally
1-5 µm would be used in the PIV macrochannel experiments. The velocity at which the
particles fall, upart, from a solution of distilled water and titanium particles was
determined from a force balance between the weight of the particle and the drag force,
which estimates the settling velocity as

u part =

2 ρ part g 2
Rpart .
9 μ

(4.19)
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This equation shows that the settling velocity is dependent on the density of the particle,

ρ part , gravity, g , the viscosity of the fluid in which the particle is settling in, µ and the
radius of the particle, Rpart. The time to settle a certain distance in the solution is
calculated by taking the desired distance to settle and dividing it by Eq. 4.14. To collect
particles that had a nominal diameter less than 5 µm the titanium dioxide particles were
mixed in a tank and allowed to settle for 30 minutes. After this time the solution
containing the titanium dioxide particles in the top 15 cm was collected from the tank and
placed in the flow loop.
The camera was mounted to a set of linear stages that attached to a tripod. The
linear stages allowed for fine control of both the focus of the camera along with the
horizontal placement of the camera. The tripod was used to adjust the vertical location of
the camera along with the pitch and roll of the camera. The full field consisting of the
flow between the top and bottom wall was imaged using a zoom lens (7000 Navitar TV

Figure 4.16 Typical particle size distribution of the titanium dioxide particles used in seeding the flow
loop for PIV measurements is plotted. The distribution is before the settling process has occurred.
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zoom) with two close-up lens attachments to achieve the desired magnification. The
lasers were positioned in such a manner that the laser light was reflected through an
optical train and passed through a LaVision (f = 10mm) lens that could be adjusted to
focus the laser sheet for illuminating the fluid field. The lasers used in this study were Qswitched Nd: YAG pulsed lasers fabricated by Big Sky. The two lasers produce laser
light at a wavelength of 510 nm. The synchronization of the lasers with the camera was
controlled by DaVis software developed by LaVision. This software package was also
used to extract the instantaneous velocity field. Specific parameters were set in the
software and used in the analysis of the acquired PIV images. These parameters allowed
for the removal of spurious vectors and also intensified the illuminated seed particles by
removing background noise. The fluid domain was masked between the walls of the
macrochannel. Masking permitted for only the particles inside the masked region to be
analyzed. The normal masking distance above the bottom and top walls was 50 µm. The
flow field domain analyzed by PIV consisted of a nominal area of 3 × 4.5 mm2 and is
illustrated in Figure 4.17.
A multi-pass procedure was used to analyze each pair of images. The first pass
used an interrogation window of 128 × 128 pixels. The next pass used a 64 × 64 pixels
interrogation window and the final pass used a 32 × 32 interrogation window. In each of
the subsequent passes the vector calculated in the previous pass was used as a best-choice
window shift. This allows for the interrogation windows to be adaptively improved in
order to compute the vectors in the following passes more accurately. This also ensures
that the same particles are correlated with each other even with small interrogation
windows where fewer particles enter into or disappear from the interrogation window.
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Typical imaging parameters used for the PIV flow field acquisition and processing are
given in Appendix G.

Figure 4.17 Illustration of the PIV domain analyzed for the turbulent flow macrochannel study with
superhydrophobic surfaces on the bottom wall.

4.7.3

PIV Calibration

The PIV system was calibrated for the full channel test sets in the following manner. A
glass calibration rod of known diameter was placed in the channel at the plane of
measurement. The frontal surface of the rod was imaged through the PIV software as
illustrated in Figure 4.18. Image analysis software was employed to characterize the
diameter of the rod in pixels. To run the analysis, 15-20 points around the outer diameter
of the rod were visually selected and the spatial x and y pixel locations of the selected
points were recorded.

The pixel location values were then entered into a

Matlab program that fits a circle with a least-squares approach to the selected points (see
Appendix H for Matlab code). The program minimizes the residual of the least squares
fit to a circle from the selected points. A Mitutoyo digital micrometer with 1 µm
resolution was used to measure the actual diameter of the rod, which was taken as the
average of 15 measurements. The uncertainty in the diameter of the rod was nominally
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7µm. Using the measured rod diameter in millimeters and the estimated rod diameter in
pixels a conversion factor for pixels to millimeters was determined.

Figure 4.18 Shows a calibration rod protruding into the illuminated flow field of the macrochannel
test section.

The location of the bottom and top walls were determined by taking advantage of
the particle reflections that occur when the flow field is imaged. The reflections occur
due to the reflective nature of the surfaces. The reflective particles are visibly apparent as
shown in Figure 4.19.. To predict the wall location the y pixel value of the maximum
intensity of a particle near the wall along with the y pixel value of its corresponding The
nominal standard deviation in the wall location was 0.8 pixels. Using such a method
resulted in an uncertainty of the wall location to be approximately ± 1.5 pixels (7.5 µm)
for the full field results. A wall finder code developed by Joseph Prince and Travis
Moore [83] was also used on a few selected channels to check that the calculated wall
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location was at the same location predicted by their code. Their code uses a Fast Fourier
Transform to find the walls using the particles and their reflections. The channel height
at each test location was determined by taking the difference between the predicted
bottom and top wall locations in pixels and multiplied the difference by the conversion
factor, Cpiv.

Figure 4.19 PIV image illustrating the particle reflection on the bottom wall of the microchannel test
section is illustrated.

4.7.4

Determination of Coefficient of Friction for Turbulent Flow

In Chapter One it was shown that the total shear stress in a turbulent flow consists
of two components (Eq. 1.2), the viscous shear stress and the turbulent (Reynolds) shear
stress. The total shear stress can be normalized as
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τ
ρu

2
ave

=ν

d u dy
u

2
ave

−

u ′v′

(4.20)

2

u ave

where ν represents the kinematic viscosity of the fluid.

The viscous shear stress

dominates near the walls for turbulent channel flow and quickly dissipates, while the
location of the peak value for the turbulent shear stress is Reynolds number dependent
and occurs in the range of 10 < y+ < 40 from the wall. The turbulent shear stress linearly
decreases to zero at the centerline of the channel. Also, the turbulent shear stress vanishes
zero at the wall. In a channel flow the viscous and turbulent shear stress sum to create a
linear shear stress distribution from the bottom wall to the top wall with zero shear stress
occurring near the centerline of the channel [8]. The linear form of the normalized shear
can be written in slope intercept form as

τ
2

ρ u ave

= a + b ( y h)

(4.21)

where y/H is the normalized height. A linear regression analysis on the normalized total
shear distribution from near the bottom wall, y/H ≈ 0.075, to the center of the channel
y/H ≈ 0.5, allowed for the determination of the slope, b and the intercept, a. Once the
slope and intercept are determined the normalized shear stress is determined by
substituting y/H = 0 into Eq. 4.22. The intercept, a, corresponds to the total shear stress
at the bottom wall for y = 0. The coefficient of friction (Fanning friction factor), Cf, can
be determined by multiplying the total normalized wall shear stress value at the wall by a
factor of 2 as given in Eq. 4.22.
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Cf = 2

τ wall
ρ uave

(4.22)

The Darcy friction factor, f in turn can be calculated simply by multiplying the Fanning
friction factor, Cf , by a factor of 4 [11]. This procedure of determining the Darcy friction
factor from the total normalized shear stress distribution was used to predict the friction
factor on the bottom wall of each surface tested in the flow channel.

4.7.5

Friction Factor Calculation From Differential Pressure Measurements

The average wall shear stress, τ w for the entire channel can also be determined
from the differential pressure measurements taken at the leading and trailing edge of the
test surfaces. A momentum balance applied over the test section region, in which a fully
developed flow is assumed shows that the pressure difference is balanced by the shear
stress on the walls of the test section as given in Eq. 4.23.

ΔPAc − τ w LPw = 0

(4.23)

where ΔP is the measured pressure difference, Ac is channel cross sectional area of the
channel, Pw is the wetted perimeter, and L is the length between pressure ports used to
measure the differential pressure. It should be noted that the momentum balance given
in Eq. 4.23 neglects changes in momentum that might occur from the leading edge (LE)

⎛
⎞
2
2
to the trailing edge (TE) due to the test surfaces, ⎜ ∫ ρ u dA − ∫ ρ u dA ⎟ . These terms
⎜A
⎟
ALE
⎝ TE
⎠
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were assumed to be small compared to the measured pressure difference and were
neglected.

The Darcy friction factor as given in Equation 4.24 is obtained in the

following manner: the average wall shear stress, τ w , is determined from Eq. 4.23 and
then substituted into Eq. 4.22. Using the definition of the hydraulic diameter the cross
sectional area and wetted parameter can be written in terms of the hydraulic diameter.
Finally, the Fanning coefficient of friction, Cf is multiplied by 4 in order to get the Darcy
friction factor, f ΔP where the subscript ΔP indicates that friction factor is determined
from the measured pressure difference.

f ΔP =

2ΔPDh,ave

(4.24)

2
ρ uave
,L L

The friction factor based on the pressure measurements (Eq. 4.24) differs from the
friction factor calculated for the bottom wall using the normalized total shear stress in
that f ΔP is the average friction coefficient for the entire channel. Both the top and side
walls along with the bottom wall influence the measured pressure difference used in the
to calculation of the friction factor, f ΔP . Because of the influence of the top and side
walls one would expect that any influence on the friction factor due to the test surfaces
would be less pronounced when compared to the predicted friction factor that is
determined from the normalized shear stress distribution for the bottom wall. Also, in the
calculation of f ΔP the hydraulic diameter used in this equation is not a constant value
from the leading to trailing edge. For this reason the hydraulic diameter used in Eq. 4.24
is an average hydraulic diameter, Dh,ave. To estimate the average hydraulic diameter the
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channel height was determined at the following locations downstream of the leading edge
of the first test surface: 3.0 cm, 12.5 cm, and 20 cm. The same method was used to
calculate the channel height as was mentioned previously, which required PIV images to
be acquired in which particle reflections for the top and bottom walls were visible. It also
required that calibration rods be measured at each location. The hydraulic diameter for
each location was determined from the height measurements from which the average
hydraulic diameter from the three location was determined, Dh,ave. The average velocity

uave,L used to calculate f ΔP was adjusted through the use of conservation of mass to
account for the varying channel height over the distance L. This adjustment is done by
taking the product of the average velocity, uave,m , and the measured hydraulic diameter,

Dh,m , at the test surface measurement location and dividing this product by the channel
average hydraulic diameter, Dh,ave ( uave, L = uave,m Dh,m Dh,ave ) .
The uncertainty in the pressure based friction factor, χ f ΔP , was determined using
Eq. 4.25. In this equation χΔP is the uncertainty in the pressure measurements, χ L is the
uncertainty in the measured distance between the pressure ports, χ Dh ,ave is the uncertainty
in the measured hydraulic diameter, and χ uave ,L is the uncertainty in the mid-channel
average velocity. The associated error range with each uncertainty described above is

χf

ΔP

f ΔP

2
2
⎛ χ ΔP ⎞ ⎛ χ L ⎞ ⎛ χ Dh ,ave
= ⎜
⎟ +⎜
⎟ +⎜
⎝ ΔP ⎠ ⎝ L ⎠ ⎜⎝ Dh ,ave

2

⎞ ⎛ χ uave ,L
⎟⎟ + ⎜⎜ 2
⎠ ⎝ uave, L
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⎞
⎟⎟
⎠

2

(4.25)

given in Table 4.6. The table shows that the largest contributor to the total uncertainty in
the friction factor, χ f ΔP , is the uncertainty in the pressure measurement, χ ΔP ΔP . The
uncertainty in the measured length is the same for all values because the distance, L
between the pressure ports did not vary. The total uncertainty for the pressure based
friction factor,

χf

ΔP

, calculated using equation 4.25 ranged from 0.9 – 4.7 % of the

calculated friction factor, f ΔP .

Table 4.6 Range of uncertainties in each of the measured variables used in determining the
coefficient of friction based on the differential pressure measurements.

Variable

Range (%)
0.3 – 4.5

χ ΔP ΔP
χL L

0.22

χ D Dh

0.3 – 1.5

h

χu

4.7.6

ave

1.28 – 1.47

uave

Uncertainty in Turbulent Statistics

For each of the turbulent statistics calculated there is an associated uncertainty
that can be related to the uncertainty determined for the u and v velocities. In the
calculation of u and v (Eq. 4.10) there is uncertainty in the conversion factor (pixel-tomillimeter calibration), Cpiv, the measured pixel displacement, Δpixel, and the time interval,
Δt, between pulses. The uncertainty in the conversion factor is due to the calibration rod
which is used to provide the relationship between the pixel displacement and a physical
length scale. The error in the conversion factor is the root-sum-square of both the error in
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the measured rod diameter used for the calibration and the error in the fit of a circle to the
image of the rod diameter. The error in the circle fit, Rod fit ,error can be determined from

Rod fit ,error

⎛ 1
=⎜
⎜ D pixel
⎝

Res 2
n

⎞
⎟100%
⎟
⎠

(4.26)

where Res is the residual of the least squares fit to the rod image determined by the
Matlab circle fit program, Dpixel is the diameter of the rod in pixels estimated also by the
program, and n is the number of measurements used to estimate the circle fit. Typical
errors in the circle fit using the least squares fit ranged from 0.59% to 1.02% of the
calibration rod diameter. The diameter of the calibration rod was determined from 25
measurements using a digital micrometer that had a 1 µm resolution. Accounting for
both the precision error and the measurement error of the measured calibration rod
provided an error of the measured rod diameter that ranged from 0.47 - 0.50%. The total
calibration error, χcal, which includes both the error in the measured rod diameter and the
circle curve fit ranged from 0.77% to 1.13% of the predicted calibration value.
The jitter in the laser and the trigger pulse is approximately 1 nanosecond. The
jitter is the associated uncertainty in the time interval, χΔt. The jitter corresponded to an
error in the time interval, χΔt that ranged from 0.002% to 0.0034% of the pulsed time
separations used in the turbulent flow PIV measurements.
The uncertainty of a single displacement measurement in the x-direction was
determined from Eq. 4.27 where β is the residual bias error and σ is the standard
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deviation of the uniform shift displacement data which constitutes the precision error
[84].

χ Δx = β 2 + (2σ )2

(4.27)

p ,i

The work of Forliti et al. [84] showed that using a Gaussian fit with a 64 × 64
interrogation window provided a maximum residual bias error of 0.035 pixels and a
maximum standard deviation of uniform shift 0.06 pixels, thus providing the uncertainty
of a single displacement measurement in the x direction of 0.07 pixels. Keane and
Adrian [85] showed that when velocity gradients occur in PIV measurements there exists
a velocity gradient error which biases the displacement towards lower magnitudes
because the larger displacements in the interrogation region tend to have a higher
probability of particle pair loss due to the finite size of the interrogation region. In their
work they proposed that the velocity gradient bias error is negligible for

M Δt Δu
d e2 + d r2

<1

(4.28)

where M is the lens magnification, Δt is the pulse separation, Δu is the velocity variation
from the mean velocity contained in the interrogation window, d r is the pixel size, and

d e is the particle image diameter. The particle image diameter can be determined from
Eq. 4.29.

(

de = M 2 d p2 + 2.44 (1 + M ) f # λ

)

2

(4.29)
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In this equation d p is the size of the particles, f # is the f- number of the lens, and λ is
the wavelength of the laser light (510 nm). In Table 4.7 values are given for the
parameters used for the wall to wall PIV results at both the highest and lowest turbulent
Reynolds numbers explored in this study to determine if bias error due to the velocity
gradient needed to be included in the uncertainty analysis. The results in the table show

Table 4.7 Values from Eqs. 4.27 and 4.28 used in PIV experiments for Re = 5,000 and 10,000.

Re

f#

M

de
(m)

dr
(m)

Δt
(s)

Δu
(m/s)

M Δt Δu
de2 + d r2

≈10,000

2.5

6

3.24e-5

~5.0e-6

2.90e-5

1.59e-1

0.844

≈5,000

2.5

6

3.24e-5

~5.0e-6

5.50e-5

8.90e-2

0.896

That over the range of Reynolds numbers explored M Δt Δu

d e2 + d r2 is less than 1, so

bias error due to the velocity gradients are negligible and can be neglected in the
uncertainty analysis.
The uncertainty in the average u velocity for the PIV measurements as a
percentage of the u velocity is determined from Eq. 4.30. The uncertainty as a percentage
of the u velocity typically ranged from 1.2-4.4% over all acquired velocity fields. The
greatest uncertainty in the u velocity occurs near the walls, where the pixel displacement,

Δxp,i , is small compared to the pixel displacement that occurs away from the wall.

2
⎛ χ ⎞ ⎛ χ Δx
= ⎜ cal ⎟ + ⎜ p ,i
u
⎝ Cal ⎠ ⎜⎝ Δx p ,i

χu

2

⎞ ⎛ χ Δt ⎞2
⎟⎟ + ⎜
⎟
⎠ ⎝ Δt ⎠

(4.30)
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Because of the small displacement this component of uncertainty increases significantly.
The average uncertainty in u is 1.4%. The average uncertainty in the measurement of the
v is the same as the average uncertainty for the measurement of the u velocity. The range
of the measurement uncertainties for the higher order flow statistics is directly related to
the average uncertainty in u. The uncertainty in the u measurements yields noise into the
higher order statistics and results in the higher order turbulent statistics exhibiting similar
error to u.

4.7.7

Uncertainty Analysis of Wall Shear Stress

An uncertainty analysis is performed in order to determine the amount of error
that exists in estimating the bottom wall shear stress from the total shear stress
distribution. The uncertainty in estimating the bottom wall shear stress consists of both
the uncertainty in the regression analysis and also the uncertainty in determining the
bottom wall locations. The variability of the predicated value for the normalized bottom
wall shear stress determined from the linear regression analysis has two sources. The
first source of variation is due the variation in the estimates of the slope, b, and intercept,
a, in Eq. 4.21.

The second source of variation is due to the fact that the actual bottom

wall shear stress will not equal the predicted value. The standard error in the prediction,
SEpred, of the normalized bottom wall shear stress can be determined from Eq. 4.31[86].

⎛ 1 (x − x) ⎞
= σˆ ⎜1 + + *
⎟
SXX ⎠
⎝ n

1/ 2

SE pred

(4.31)
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In this equation n represents the number of data points used in the regression analysis, x
is the average y/H value for the data points in the regression analysis, and x* is the y/H
value that is used to predict the normalized bottom wall shear stress (y/H = 0). The
quantity SXX is determined from Eq. 4.32 where xi represents each y/H value used in the
regression analysis.

SXX = ∑ ( xi − x )xi

(4.32)

The σ̂ term in Eq. 4.31 is the standard error of the regression and can be determined from
Eqs. 4.33 – 4.36 where y is the average normalized shear stress value calculated from
the data used in the regression analysis and yi is the normalized shear stress values used
in the regression analysis.

1/2

⎛ RSS ⎞
σˆ = ⎜
⎟
⎝ n−2⎠

(4.33)

SXY 2
SXX

(4.34)

SYY = ∑ ( yi − y ) yi

(4.35)

SXY = ∑ ( xi − x ) yi

(4.36)

RSS = SYY −

To account for the variation that can occur due to the actual bottom wall shear
stress being different from the predicted bottom wall shear stress, the standard error in the
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prediction, SEpred was multiplied by the student t-statistic (tdf,P*SEpred), which provides a
confidence interval for the predicted shear stress at the bottom wall. The number of
measurements, n, typically used in the linear regression analysis ranged from 24-27,
which provded 23-26 degrees of freedom, df, where df = n-1. A 95% confidence interval,
α was used along with the degrees of freedom to determine the student t-statistic. The
product of the student t-statistic and the standard error in the prediction, tdf,α*SEpred, is the
uncertainty in the normalized bottom wall shear stress due to the use of the linear
regression analysis. Equation 4.37 expresses the uncertainty in the linear regression
analysis, χτ w , RA as a ratio of the predicted bottom wall shear stress, τ w, y / h=0 .

χτ , RA
1
=
τ w, y / h = 0 τ w , y / h = 0

(t

w

df ,α SE pred )

2

(4.37)

The uncertainty due to the linear regression analysis ranged from 1.60 - 4.28 % of the
calculated bottom shear stress for the experiments in this study.
The uncertainty in determining the wall location must also be included in the
uncertainty of the predicted normalized wall shear stress on the bottom wall.

The

uncertainty in the wall location is determined from

χ wall ,loc =

((t ) S )
df ,α

2

(4.38)

x
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where once again tdf,α is the Student-t distribution based on the number of measurements
used to estimate the wall location at a 95% confidence interval. Sx is the standard
deviation of the measurements used to estimate the wall location. The bottom wall
location was typically determined from 15-25 measurements of particles and their
associated reflections that exist near the wall region. On average, the wall location
uncertainty was ±1.55 pixels which correspond nominally to ±7.5 µm. A perturbation
analysis in which the channel height was increased and also decreased by the calculated
wall location uncertainty was used to determine an upper and lower bound on the
normalized bottom wall shear stress. The upper and lower bounds were used to determine
the error that the wall location uncertainty causes in the calculation of the bottom wall
The uncertainty in the bottom wall shear stress, χτ w , BW , due to the

shear stress.

uncertainty in the wall location ranged from 0.26 to 0.78% of the calculated normalized
wall shear stress at the bottom wall for the experimental data presented in this study.
The total uncertainty,

χτ

w ,T

, in the predicted bottom wall normalized shear

stress is determined by combining both the uncertainty due to the linear regression
analysis,

χτ

w , BW

χτ

w , RA

, and the uncertainty due to estimating the bottom wall location,

, which can be written as

χτ

w ,T

τ w, y / h = 0

⎛ χτ , RA
= ⎜ w
⎜ τ w, y / h =0
⎝

2

⎞ ⎛ χτ w , BW ⎞
⎟⎟ + ⎜⎜
⎟⎟
⎠ ⎝ τ w, y / h = 0 ⎠

2

(4.39)
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The total calculated uncertainty ranged from 1.6 to 4.4 % of the normalized bottom wall
shear stress.

The error in the regression analysis is the leading component of the

uncertainty. The percent uncertainty in the calculation of the Darcy friction factor, f, is
equivalent to the percent uncertainty calculated for the normalized bottom wall shear
stress since the Darcy friction factor is eight times the value of the normalized bottom
wall shear stress.

4.8

Numerical Model for Wetted Channel Flow

Numerical simulations were performed for the laminar flow wetted cavity
scenario where the cavities were oriented both in the longitudinal and transverse
configurations. These numerical simulations were used to validate the predictive
equations given in Table 3.4 for the wetted case scenarios. The numerical simulations are
also used to make direct comparisons with the experimental data for the wetted cavity
scenario. The fluid domain analyzed in the numerical solutions was similar for both

Figure 4.20 Illustrates the fluid domain for the wetted cavity case used for the transverse
and longitudinal numerical simulation.
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scenarios as is shown in Figure 4.20 the only difference being that for the longitudinal
case the flow was into the image (z-direction) while for the transverse case the flow is in
the x-direction.

A different numerical approach was taken for the longitudinal

configuration compared to the transverse configuration. The transverse configuration
was solved using a two-dimensional numerical domain, while the longitudinal
configuration was solved numerically using Poissons equation. Both models considered a
single repeating rib and cavity module.
The reduced Navier-Stokes and continuity equations which describe the
periodically repeating flow field through an infinitely wide channel with cavities and ribs
oriented transverse to the flow direction for steady, laminar flow with constant fluid
density and viscosity are given in Eq. 4.40 – 4.42. In these equations, u is the streamwise
(x) velocity, v is the wall-normal (y) velocity, P is the static pressure, µ is the fluid
viscosity, and ρ is the fluid density. The advective terms which are due to the nature of
the flow over the ribs are evident in the equations. The equations were numerically

ρu

⎛ ∂ 2u ∂ 2u ⎞
∂u
∂u
∂P
+ ρv
=−
+ μ ⎜⎜ 2 + 2 ⎟⎟
∂x
∂y
∂x
∂y ⎠
⎝ ∂x

(4.40)

ρu

⎛ ∂ 2v ∂ 2v ⎞
∂v
∂v
∂P
+ μ ⎜⎜ 2 + 2 ⎟⎟
+ ρv
=−
∂x
∂y
∂y
∂y ⎠
⎝ ∂x

(4.41)

∂u ∂v
+
=0
∂x ∂y

(4.42)

solved using the commercial computational fluid dynamics (CFD) code FluentTM (Fluent,
Inc., New Hampshire), with the following boundary conditions specified: symmetry at
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the channel centerline, y = H/2 and no-slip at the micro-rib interface and also along all
walls of the cavity. The conditions at the upstream and downstream edges parallel to the
y axis were specified to be periodic, meaning u, v, du/dy, dv/dy, du/dx, and dv/dx were all
set to be equal at the corresponding locations along these two faces. The fluid domain
was discretized and the governing equations integrated around each computational cell.
This resulted in a set of nominally linear algebraic equations for the unknown dependent
variables. First-order upwind differencing was used for the advective terms, and the
SIMPLE algorithm was employed to treat the pressure-velocity coupling.
For the longitudinal wetted configuration where steady, laminar, fully-developed
conditions were applied, the momentum equations can be reduced to include only the
streamwise (z-direction) momentum equation as given in Eq. 4.43.

0=−

⎛ ∂2w ∂2w ⎞
∂P
+μ⎜ 2 + 2 ⎟
∂z
∂y ⎠
⎝ ∂x

(4.43)

This is Poisson’s equation. The non-dimensional form of Poisson’s equation can be
written as
⎛ ∂ 2W ∂ 2W ⎞
+
1= ⎜
⎟
2
∂Y2 ⎠
⎝∂ X

In this equation, W = wμ

(4.44)

( D ( dP dz ) )
2

h

is the normalized z-velocity, Y = y/Dh, is the

normalized wall-normal coordinate, and Z = z Dh is the normalized transverse
130

coordinate. The streamwise pressure gradient in the liquid is ( dP dz ) , the dimensional
streamwise liquid velocity is w, the wall-normal coordinate is y, the transverse coordinate
is x, and μ is the viscosity of the liquid. For all scenarios considered here the liquid
viscosity was assigned to be that of liquid water at standard conditions. The hydraulic
diameter used in the simulations was based on the nominal liquid area and liquid
perimeter excluding the cavity regions. The hydraulic diameter is determined from Dh =
4A/Pw, where A is the flow area, once again excluding the cavity regions and Pw is the
nominal liquid perimeter which does not include the walls of the cavities. The flow area
is A = HB where B is the total microchannel span-wise width and H is the gap-width
between the micro-engineered walls. The non-dimensional cavity depth is given as δ =
d/Dh where d is the cavity depth and has been non-dimensionalized by the hydraulic
diameter, Dh. In the fluid domain illustrated in Figure 4.20 the centerline height, H/2, is
replaced with H* which allows the hydraulic diameter to now be defined as Dh = 4H*.
The two-dimensional liquid computational domain can be confined to a small
repeating section which consists of a single rib and cavity. The combined rib and cavity
width is non-dimensionalized to form the relative module width, Wm = wc/Dh + wr/Dh =
Wc +Wr = w/Dh. The fluid domain can be limited to half of the total channel height due to
the symmetry condition at the channel centerline. The non-dimensional liquid domain,
excluding the cavity region, extends from 0 ≤ Y ≤ H*/Dh and 0 ≤ X ≤ Wm where H*/Dh =
¼. In the cavity region the wetted fluid domain extends from 0 ≤ Y ≤ -δc and from Wr/2 ≤
X ≤ Wc +Wr/2.
In solving Eq. 4.44 for the liquid domain the following boundary conditions were
applied to the control volume. At the channel centerline, Y = ¼ and for 0 ≤ X ≤ Wm , a
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symmetry condition was applied by setting the wall normal velocity gradient to zero,
∂W ∂Y = 0 . A periodic boundary condition was implemented at X = 0 and X = Wm for 0
≤ Y ≤ ¼. The classical no-slip boundary condition was applied at the rib and also along

the side and bottom walls of the cavity. The liquid computational domain was discretized
with node clustering near the wall regions. The commercial software package FluentTM
was used to solve the Possion equation. To achieve a solution to the non-dimensional
Possion equation, a heat transfer analogy was required since FluentTM cannot solve the
two-dimensional momentum equation for the scenario where the fluid streamwise
direction is perpendicular to the two-dimensional plane. FluentTM was set to solve a
scalar diffusion equation.

The scalar diffusion equation had a single source term

representing the pressure gradient. The velocity and shear stress boundary conditions of
the momentum equation were set to a specified value of the scalar and its wall-normal
gradient in the scalar diffusion equation. The wall-normal scalar gradient was set to zero
at the channel centerline, and the scalar magnitudes were set to be equivalent at equal
wall-normal positions on the periodic side boundaries. Along the rib and the cavity
walls, where a liquid-solid interface exists, the magnitude of the scalar was assigned to
zero.
In solving for the liquid domain for both the transverse and the longitudinal
orientation a grid refinement analysis was performed to verify that the solutions were
grid-independent, with independent solutions being achieved with 10,000-20,000 cells for
the transverse orientation, and 40,000-80,000 cells for the longitudinal orientation.
Numerical solutions were obtained for Fc = 0.50, 0.75, 0.85, and 0.90 for both the
longitudinal and transverse orientations.
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The number of iteration required for

convergence ranged from 10,000 to 60,000 iterations with less iterations necessary for
convergence for the longitudinal simulations.
The friction Reynolds number product, fRe was calculated from the numerical
results for both the transverse and longitudinal cases. The expressions used to calculate
fRe for the transverse simulations is given in Eq. 4.45.

fRe =

Dh3 ρ ΔP
m ′μ L

(4.45)

The m ′ represents the mass flow rate through the fluid domain. Since the transverse case
was solved two dimensionally the mass flow rate for this cases is given on a per unit
width, m ′ basis. An imposed pressure gradient ( ΔP L ) was applied on the fluid domain
with values similar to those used in the actual wetted experiments and m ′ was determined
from the numerical solution at the periodic boundary condition. Dh was taken to be the
same value as used by Davies [43] which was 2H, where H represents the gap spacing
between the ribs. The density, ρ and viscosity, μ were taken at standard atmospheric
values.
To determine fRe for the numerical wetted simulations in the longitudinal
configuration Eq. 3.4, fRe = Dh3 ( − dP dx ) ( Q′μ ) , was modified such that it could be
solved from the numerical solution to the scalar diffusion equation. The corresponding
expression for fRe given in Eq. 4.46 is dependent on the geometry of the computation
domain and the average scalar value for the computational domain. In this equation the
pressure gradient has been replaced by a single source term, S, and all fluid properties
have been set to unity. The flow rate per unit width, Q′ , in terms of the scalar field is the
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average scalar value, T , for the computational domain multiplied by the cross sectional
area, Ac and divide by the width of the domain, w, such that Q′ = TAc w . The crosssectional area can be written in terms of the key non-dimensional parameters in order to
achieve the final form of the equation, where δ c is the non-dimensional cavity depth.

fRe =

Dh2 S

(4.46)

⎛1
⎞
T ⎜ + 2 Fcδ c ⎟
⎝4
⎠

Using the same Dh as in the non-wetting results allowed for the numerical wetting
results to be compared directly to the non-wetting results presented by previously authors
in the literature [61, 87]. The numerical results from the wetted scenarios can also be
compared to the wetted predictive expressions developed in Chapter 3 for the
longitudinal and transverse configurations.
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5 Microchannel Experimental Results

This chapter reports results of the experiments performed using microchannels
with superhydrophobic surfaces for laminar flow. The results are compared to predictive
expressions developed in Chapter 3. Experimental results are presented for the micro-rib
and cavity surfaces in the superhydrophobic state, wetted state, and partial wetting state.
Turbulent flow data is also presented for microchannels with ribs and cavities oriented
transverse and longitudinal to the flow direction. For the turbulent flow experiments the
cavities were in a wetted state.

5.1

Laminar Control Channel and Coated Unstructured Channel Data

5.1.1

Control Channel Data

For the control channel tests, microchannels were constructed from unstructured
(no ribs/cavities), uncoated silicon wafers. The control channels were tested under the
same conditions that the superhydrophobic channels were tested.

Also, the control

channels were tested over the same range of hydraulic diameters as the superhydrophobic
channels. The control channels tests were used to validate the experimental setup and
also to provide data that could be compared to the microchannels with superhydrophobic
walls. The measured fRe value for the control data as a function of the channel pressure
is shown in Figure 5.1. The test results are given for two different nominal hydraulic
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diameters, Dh ≈ 90 and 200 µm. These correspond to aspect ratios (AR) of 0.0086 and
0.0215, respectively. The aspect ratio has been defined as AR = H/B, where H is the
channel height and B is the width of the channel.

The experimental control data

(markers) are compared to the expected classical fRe values based on the channel
nominal aspect ratios (dashed lines) [8]. The experimental fRe values from the control
channels show good agreement with the expected values of 95.2 and 93.9 for AR =
0.0086 and 0.0215, respectively. The calculated average fRe value from 19 independent
tests on control channels with AR ≈ 0.0215 is 92.5 with a standard deviation of 1.11.
This represents a 1.53% deviation (error) from the expected value of 93.9 and is within
the uncertainty of the experiments. For the control channel tests where the AR = 0.0086,
the average fRe value for the experimental data from 11 independent tests is 95.6 with a
standard deviation of 1.22, which indicates a deviation of only 0.57% from the expected
value of 95.2.

This deviation is also within the bounds of the uncertainty for the

experimental data. The control channel data shown in the figure also indicate that over
the range of pressures tested fRe does not exhibit dependence on the channel pressure.
This validates that the channel gap spacing of the microchannel does not increase as the
pressure in the channel is increased.
The control data can also be examined to determine if the microchannel laminar
flow indicates a Reynolds number dependence. In the laminar flow regime for the
control channel fRe should be independent of Reynolds number and should be a constant
value based on the aspect ratio of the channel. The results shown in Figure 5.2 confirm
that the control data are independent of the Reynolds number for the channel AR =

136

0.0215. The results from the control channel tests validate the use of the experimental
setup for the microchannels with superhydrophobic walls.

Figure 5.1 fRe as a function of ΔP for two channel aspect ratios, AR = 0.0086 and 0.0215 for the
experimental control channels (markers) and theory (lines).

Figure 5.2 fRe plotted as a function of Reynolds number for experimental control channels (markers)
and theory for channels having an aspect ratio of AR = 0.0215.
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5.1.2

Unstructured Hydrophobic Surfaces

Microchannels were created from silicon surfaces, where the surfaces were not
structured but were coated with a hydrophobic coating. The hydrophobic coating was
spun onto the surfaces in a similar manner as for the structured surfaces. The influence
of the coated unstructured surfaces on fRe was examined for both the FluoroPel
MQ000/M1604 coating and the Teflon coating. Test results on the unstructured coated
microchannels for the FluoroPel MQ000/M1604 coating at two different hydraulic
diameters are presented in Figure 5.3. The results show that within the experimental
uncertainty there is no reduction in fRe from the expected classical value of fRe = 95.1
and 94.2 for channel AR = 0.00865 and 0.0181, respectively. The significance of this is
that there appears to be no quantifiable micro-slip on the coated surfaces themselves.
Nano-bubbles have been previously shown to form on superhydrophobic surfaces causing
a micro-slip [53]. If such micro-slip exists here it is at such a level that it cannot be
distinguished with the present experiments.

5.2

Non-wetting Laminar Flow with Ribs and Cavities Oriented Longitudinal to
the Flow Direction

Microchannels were constructed in which the top and bottom walls consisted of
superhydrophobic surfaces with ribs/cavities oriented either longitudinal or transverse to
the flow direction.

In this section experimental results are shown for the

superhydrophobic microchannels with the ribs and cavities oriented longitudinal to the
flow direction. Results are also given that indicate the influence of the cavity fraction,
Fc, and the relative module width, Wm, on the frictional resistance of the
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Figure 5.3 fRe as a function of the applied pressure drop in channels with the MQ000/M1604V
hydrophobic coating placed on both the bottom and top walls of the channel.

superhydrophobic microchannel.

These results are compared to the predictive

expressions developed in Chapter 3 for non-wetting ribs and cavities oriented
longitudinal to the flow direction.

5.2.1

Influence of Cavity Fraction, Fc

Data were collected using superhydrophobic microchannels at nominally five
different cavity fractions with Fc ≈ 0.48, 0.69, 0.79, 0.84, and 0.91. In these experiments
the ribs/cavities were coated with MQ000/M1604V coating. The channels were tested
over a range of pressures and Reynolds numbers. Repeat measurements were taken on
channels with similar cavity fractions and relative module widths to verify that the data
was repeatable. Channels tested at the same cavity fraction and nominally the same
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relative module width are shown in Figure 5.4. The experimental data are compared to
the non-wetting predictive equation for fRe with ribs and cavities oriented longitudinal to
the flow direction (Eq. 3.11). The results show good repeatability between the three
different channels tested. The average calculated fRe value for each set of test data is
61.58, 63.45, and 63.38 for Wm = 0.172, 0.159, and 0.157 respectively. The standard
deviation in the calculated fRe values for the three sets of test data was 2.11. Also, the
experimental results show good agreement with the predictive results from Eq. 3.11.
Experimental results for microchannels with superhydrophobic walls coated with
the FluoroPel MQ000/M1604V solution are plotted in Fig. 5.5 where fRe is presented as
a function of Fc. The relative module width, Wm, for Fc = 0.48, 0.69, and 0.83 is
significantly from that of classical parallel-plate channel, which is illustrated by the

Figure 5.4 fRe as a function of Re for repeated measurements where Fc ≈ 0.83 and Wm = 0.157, 0.159,
and 0.172(markers). Also shown is the predictive expression (fRe||,nw)corr (Eq. 3.11) that corresponds
to each Wm(lines).
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dashed line. The decrease in fRe is non-linear with the reduction greater as Fc → 1. At a
cavity fraction of 0.91 the experimental data shows a reduction in the fRe value from the
parallel-plate channel (fRe = 96) of approximately 58% percent. This reduction is quite
remarkable when compared to previous methods implored to reduce drag in which a 12% drag reduction was considered significant. This result would corresponds to a 58%
reduction in the driving pressure required in a microchannel to maintain a given flow rate
compared to a microchannel without superhydrophobic walls.

The increase in the

reduction in fRe is caused by the increased non-wetting area that occurs as the cavity
fraction is increased. As the cavity fraction is increased the non-wetting area has a large
overall influence on the flow field. With larger cavity fractions the apparent slip-length

≈

Figure 5.5 fRe as a function of Fc for microchannels with ribs/cavities oriented longitudinal to the
flow direction at Dh ≈ 160 µm and Wm ≈ 0.25 for Fc ≈ 0.48, 0.69, 0.79, 0.83, 0.91 and Wm ≈ 0.35 for Fc ≈
0.91.
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and the slip-velocity increase, which increases the average velocity in the channel. As
the cavity fraction is increased the velocity profile in the channel also deviates from the
parabolic shape. The aggregate velocity along superhydrophobic walls is no longer zero
due to the apparent slip velocity and the profile becomes more slug-like. A slug flow
profile decreases the velocity gradient near the wall, and thus, both the wall shear stress
and friction factor decrease.
As mentioned previously, the experimental data shown in Figure 5.5 are for
microchannels in which both the top and bottom walls are constructed from
superhydrophobic surfaces. A comparison can be made between channels exhibiting a
single superhydrophobic surface and those consisting of both top and bottom walls
fabricated from superhydrophobic surfaces. Philip [57] developed an expression for the
velocity distribution, uz ( x, y ) , in a channel that consists of alternating regions of slip

⎛
⎜
H 2 ⎛ dp ⎞ ⎜ y
u z ( x, y ) =
⎜− ⎟
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⎜
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(5.1)

and no-slip region on the bottom wall. In the expression for the velocity distribution and
H is the total channel height. By integrating the velocity distribution across the channel
height the flow rate in the channel was determined for a specified pressure gradient. The
flow rate predicted from the integration of Eq. 5.1 was then substituted into Eq. 3.2 in
order to determine the fRe product. A comparison of the difference between the use of a
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single superhydrophobic wall on only the bottom wall of a microchannel and the use of
superhydrophobic walls on both the top and bottom walls is illustrated in Figure 5.6. The
results show that as the cavity fraction is increased the difference in the reduction of the
non-wetting fRe value from the smooth channel value (fRe=96) for a microchannel with a
single superhydrophobic wall (bottom) compared to a microchannel with a two
superhydrophobic walls increases significantly. For the relative module width shown, Wm
≈ 0.25, the difference in drag reductions at Fc ≈ 0.50 and Fc ≈ 0.90 for the channel with a
single superhydrophobic wall are 15% and 60% of the reduction in a channel with two
superhydrophobic walls. This result indicates that as the cavity fraction is increased a
channel with two superhydrophobic walls has a greater influence over the flow field
compared to a single superhydrophobic wall.

The experimental data taken with

Figure 5.6 fRe determined from Philips [57] analytical expression plotted as a function Fc for
microchannels (Wm = 0.25) exhibiting a single superhydrophobic wall (bottom). Experimental data is
also shown for microchannels with both top and bottom superhydrophobic walls, along with the
predictive expression (fRe||,nw)corr (Eq. 3.11).
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superhydrophobic walls for both the top and bottom walls with Wm ≈ 0.25 agree within
the experimental uncertainty to the predictive expression for superhydrophobic surfaces
on both the top and bottom walls (Eq. 3.11).

5.2.2

Influence of Relative Module Width, Wm

The numerical results of both Jeffs [21] and Davies [43] showed that a key parameter in
the drag reduction is the relative module width. The relative module width can be varied
by either changing the pitch, w, or the hydraulic diameter, Dh. Due to the differences in
spacer thickness, non-uniformity in wafer thickness and coating thickness, the relatively
module width is difficult to maintain at exactly the same value for each test. For this
reason, the influence of the relative module width is compared using nominal values.
Tests were performed on microchannels with ribs and cavities oriented longitudinal to the
flow direction for various relative module widths over a range of cavity fractions. The
experimental data presented in Figure 5.7 are compared to the predictive expression
developed in Chapter 3 for non-wetting ribs in the longitudinal direction (Eq. 3.11),
which is indicated in the figure as ( fRe&,nw )corr . Experimental data is plotted for two
nominal relative module widths, Wm ≈ 0.10 and 0.25. The data demonstrate that as the
relative module width is decreased the reduction in fRe also decreases. The relative
module width is decreased in one of two ways; reducing the size of the pitch or
increasing the hydraulic diameter. When the relative module width is decreased by the
liquid-air interfaces has less influence on the overall flow field because there is less nonwetting area (compared to the fluid volume). This reduces the slip velocity and causes an
increase in the wall shear stress which causes the hydrodynamic drag to increase. Figure
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5.7 also shows that at both relative module widths explored the predicted fRe value (Eq.
3.11) is within the experimental uncertainty. The experimental uncertainty is larger at the
larger relative module widths where a small uncertainty in the hydraulic diameter causes
a larger uncertainty in fRe.
predictive expression

( fRe )

The Wm ≈ 0.10 shows very good agreement with the

&, nw corr

given in Eq. 3.11 and developed from Jeffs’ numerical

simulations. The results show that the influence of the relative module width on the
reduction in fRe increases as the cavity fraction is increased. The difference is caused by
the increased shear-free area. The increased-shear free area will have a greater influence
on the flow field for larger relative module widths.

Figure 5.7 fRe as a function of Fc for (markers) microchannels with ribs/cavities oriented
longitudinal to the flow direction. Also shown are results from the predictive expression (fRe||,nw)corr
(Eq. 3.11) for Wm ≈ 0.10 and 0.25(lines).
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The influence of the relative module width on fRe is shown in Figure 5.8 for Fc ≈
0.83. The experimental results shown in the figure are compared to the predictive
equation for the longitudinal, non-wetting direction

( fRe )

&, nw corr

(Eq. 3.11) at constant Fc

≈ 0.83. The experimental results show very good agreement over the range of relative
module widths explored with the predictive equation. The results clearly show that as the
relative module width is decreased fRe increases. The relationship exhibits an inverse
relationship between fRe and Wm.

As the relative module width is decreased fRe

approaches the value of the parallel-plate channel flow (fRe = 96). The

( fRe )

&, nw corr

expression predicts that the fRe value will be within 1% of the parallel-plate channel

Figure 5.8 fRe as a function of the relative module width, Wm shown are both experimental data
(markers) and the predictive expression (fRe||,nw)corr (Eq. 3.11) for microchannels with ribs and
cavities oriented longitudinal to the flow direction with Fc ≈ 0.83(lines).
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value at Wm = 0.0023. This result indicates that one should expect minimal reduction in
fRe for laminar flow in channels with hydraulic diameters in the macroscale (Dh > 1 mm).

5.2.3

Analysis of Apparent Slip-length, λ/w

The apparent slip-length for the experimental data in the longitudinal case can be
calculated using the transformation suggested by Davies [43] and given in Eq. 3.6. The
experimental data in terms of the apparent slip-length can be directly compared to the
analytical results of Lauga and Stone (Eq. 2.1) for the case where Re → 0.

The

experimental slip-length data for a single cavity fraction, Fc = 0.71 are compared to the
analytical slip-length predictions from Lauga and Stone’s analysis Eq. 2.2 in Figure 5.9 at
the same cavity fraction. The experimental results are also compared to relative sliplength results obtained from the predictive expression, Eq. 3.10. The predictive
expression given in Eq. 3.10 differs from the expression developed by Lauga and Stone
in that Eq. 3.10 accounts for the influence of the cavity depth on relative slip-length. The
two groupings of the experimental data shown in the figure represent two different
relative module widths, Wm = 0.105 and 0.244.

The two groups illustrate the

independence of the slip-length on the relative module width when the pitch, w, is held
constant and the hydraulic diameter is varied. The results also illustrate that the sliplength is independent of the Reynolds number, as would be expected for the longitudinal
case.

There is scatter in the data which is due to both the uncertainty in the

measurements along with the influence that the liquid pressure has on transitioning
surface from a non-wetting surface to a completely wetting surface. The slip-length
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Figure 5.9 Apparent slip-length, λ/w as a function of Re for Fc = 0.71. Shown are experimental
measurements (markers), the Lauga and Stone prediction Eq. 2.1 (solid line), and also the predictive
expression, Eq. 3.10, (dashed line) for microchannels with ribs/cavities in the longitudinal
orientation.

experimental data does deviate from the Lauga and Stone prediction and also the
predictive expression.
The experimental data in terms of the apparent slip-length, λ / w , is compared in
Figure 5.9 to the predictive expression, Eq. 3.10, for the apparent slip-length as a function
of the cavity fraction, Fc.

The majority of the experimental data lies within the

experimental uncertainty when compared to the predictive expression except at Fc = 0.79.
The correlation expression plotted in the figure shows that as the cavity fraction is
increased the apparent slip-length increases exponentially, with very large slip lengths
occurring as Fc → 1. The experimental data appears to follow a similar trend as the
correlation expression with a significantly larger slip-length measured for Fc = 0.83
compared to the measured slip-lengths for Fc < 0.83. The apparent slip-length data
therefore indicates that very large apparent slip-lengths can be achieved with the use of
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superhydrophobic surfaces where Fc > 0.80. The estimated apparent slip-length, λ / w , at
Fc = 0.83 is 0.318 which when multiplied by the pitch for this surface gives a slip-length
of λ ≈ 12 µm. For comparison, measured slip-lengths caused by the formation of nanobubbles on surfaces have been measured to be smaller than 1 µm [53].

Figure 5.10 Apparent slip-length, λ/w, as a function of Fc. Shown are experimental data (markers)
and the predictive expression (Eq. 3.10) (line) for ribs/cavities oriented longitudinal to the flow
direction in microchannels.

5.2.4

Influence of Hydrophobic Coating

The influence of the type of hydrophobic coating on the fRe value was explored using the
FluoroPel MQ000/M1604V solution and the organosilane solution (Heptadecafluoro1,1,2,2-tetrahydroctylTrichlorosilane) for Fc ≈ 0.83. The results from the study are
plotted in Figure 5.11. At Fc ≈ 0.83, results from two separate channels that both had the
organosilane vapor deposited on to their surfaces are compared.
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The first channel

(Silane, Test 1) showed very good agreement with the predictive expression and also
coincide well with the results from the FluoroPel coating.

The second test with the

organosilane (Silane, Test 2) deviated significantly from the predicted value.

The

deviation is likely due to one of two things. The first may be that the organosilane did
not create a good monolayer with the substrate surface for the channel used in test 2, thus
causing the channel to be more susceptible to wetting in the cavities. The second reason
may be a lack of purity in the water used in the testing. As was shown previously in
Figure 4.7 the purity of the water used with the organosilane has a large impact on the
hydrophobicity of the surfaces. Tests performed with the FluoroPel MQ000/M1604V
coating showed better repeatability compared to the organosilane coatings. For this
reason the majority of the results shown in this chapter are for the FluoroPel
MQ000/M1604V coating.

Figure 5.11 fRe as a function of Re for tests where both the Fluoropolymer (MQ000/M1604V) and an
organosilane solution are used as the coating for the hydrophobic walls of microchannels with Fc ≈
0.83 and Wm ≈ 0.24
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5.3

Non-wetting Laminar Flow with Ribs and Cavities Oriented Transverse to
the Flow Direction

This section presents detailed results for microchannels consisting of
superhydrophobic surfaces at the top and bottom walls of the microchannel with the ribs
and cavities of the superhydrophobic surfaces oriented transverse to the flow direction.
Results are presented that show the influence of the cavity fraction and relative module
width on the frictional reduction when the ribs and cavities are oriented transverse to the
flow. Comparisons are made between the experimental values obtained for fRe to the
predictive expression for the transverse orientation

( fRe )

⊥, nw corr

(Eq. 3.9) which was

developed in Chapter 3. The measured apparent slip-length is also compared to both the
analytical expression developed by Lagua and Stone Eq. 2.1 (valid for Re → 0) and also
to the predictive expression for the apparent slip-length Eq. 3.8. This section also makes
comparisons between the fRe behavior for the longitudinal and transverse orientations.

5.3.1

Influence of Cavity Fraction, Fc

Experiments were conducted using superhydrophobic microchannels with
ribs/cavities oriented transverse to the flow direction for four different cavity fractions, Fc
= 0.48, 0.69, 0.79, and 0.83. In Fig. 5.12 results are presented for experimental data
where Dh ≈ 160 µm and Re < 20. The results show that in the transverse orientation the
influence of the cavity fraction on the reduction of fRe is very similar to the longitudinal
case, with very large reductions in fRe attained as Fc → 1. At Fc = 0.83 the overall
reduction in fRe is estimated to be 38% from that of the classical parallel-plate channel
flow.

The experimental data also shows very good agreement with the predictive

expression over the entire range of cavity fractions tested.
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Figure 5.12 fRe as a function of cavity fraction, Fc, for superhydrophobic surfaces oriented
transverse to the flow direction. Predictions from the expression (fRe┴,nw)corr (Eq. 3.9) are also shown
for Dh ≈ 160 µm.

A comparison between the longitudinal and transverse orientation allows for the
influence of the rib/cavity orientation on the drag reduction to be quantified.

The

measured fRe in the transverse orientation is compared to fRe for the longitudinal
orientation in Figure 5.13, as a function of the cavity fraction. The experimental and
theoretical predictions are for microchannels with Wm ≈ 0.25. The figure shows that
ribs/cavities oriented longitudinal to the flow direction exhibit a greater reduction in fRe
compared to the transverse orientation. The difference in the drag reduction between the
longitudinal and the transverse case becomes greater as the cavity fraction is increased.
The experimental results show that a microchannel with superhydrophobic walls oriented
longitudinal to the flow with Fc ≈ 0.83 and Wm ≈ 0.25 would experience a 10% greater
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Figure 5.13 fRe as a function of Fc is shown for experimental data and predictive expressions for
microchannels with ribs/cavities oriented in the longitudinal configuration and the transverse with
Wm ≈ 0.25.

reduction in fRe compared to a similar microchannel with superhydrophobic walls
oriented in the transverse orientation.
In the transverse orientation there is an added pressure requirement necessary to
accelerate the flow over the consecutive rib/cavity module that does not exist in the
longitudinal orientation. This additional pressure requirement is most likely causing the
differences in the drag reduction between the longitudinal and transverse orientations. It
should also be mentioned that in the transverse orientation there are several phenomena
not common in traditional boundary layer flows. First, the liquid velocity at the interfaces
will increase, starting from zero at the trailing edge of the preceding micro-rib. The
shape of the interface, and consequently the streamlines in the liquid, are dependent on
the surface tension, contact angle, and the thermodynamic pressure in both the liquid and
vapor phases. A convective cell will exist in the vapor cavity, driven by the induced
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motion at the interface. A momentum boundary layer begins to grow when it comes in
contact with the first rib. At the second rib a second momentum boundary layer begins to
grow inside the first and the wall shear stress will again decrease along the solid rib in the
streamwise direction, although the initial value will not be as high as the preceding rib.
This behavior will repeat in the streamwise direction throughout the length of the
channel.
The influence of the longitudinal orientation on the boundary layer can be
explored by examining the boundary layer over a single rib cavity module. As the flow
enters the channel a momentum boundary layer develops across the rib region. The
thickness of the boundary layer across the rib interface and cavity interface differs when
compared at the same streamwise location due to the fact that across the cavity there is a
non-zero velocity while the no-slip condition is maintained along the rib. Downstream
the boundary layers developing over the rib and cavity attain an invariant fully developed
state, whereas for the transverse configuration acceleration and deceleration in the
streamwise direction is always prevalent.
In the case of laminar flow with ribs oriented longitudinal to the flow direction
fRe is independent of Reynolds number.

Due to the non-vanishing convective

acceleration terms in the governing equations, the flow dynamics for ribs/cavities aligned
in the transverse direction are not independent of Reynolds number.

Numerical

predictions have shown that for the non-wetting case that as the Reynolds number is
increased the reduction in fRe decreases [43]. This is difficult to show experimentally due
to the fact that an increase in the Reynolds number requires that the pressure in the
microchannel also increase. At increased pressures the air-water interface becomes
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unstable and if the pressure exceeds the Laplace pressure the cavities will transition to the
wetting state.

5.3.2

Influence of Relative Module Width, Wm

Figure 5.14 compares fRe as a function of the cavity fraction for Wm ≈ 0.10 and
0.25.

In the experimental results presented Re < 100. The predictive expression,

(fRe⊥nw)corr is also plotted in the figure at both Wm. The results follow similar trends to
that shown in the longitudinal direction with the reduction in fRe increasing as Wm
increases. For Fc ≈ 0.83, the percent difference in fRe compared to the no-slip channel
increases from 20% to 38% as the relative module width increases from Wm = 0.1 to 0.25.
The results indicate that similar to the longitudinal case, the relative module width is

Figure 5.14 fRe as a function of Fc for Wm ≈ 0.10 and 0.25 with ribs and cavities oriented transverse
to the flow. Also shown are results derived from the predictive expression (fRe┴,nw)corr (Eq. 3.9)
(lines).
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indeed a key parameter in the overall drag reduction. The experimental data are also
compared to the predictive expressions (fRe┴,nw)corr (Eq. 3.9) for both relative module
widths examined and good agreement between the theoretical and experimental is
evident.
A similar method as used with the longitudinal data is used with the transverse
data to quantitatively explore the influence of the relative module width on fRe as Wm →
0. Using approximately the same cavity fraction as in the longitudinal case (Fc ≈ 0.83),
the influence of Wm on fRe can be explored as shown in Figure 5.15. The results indicate
that as the relative module width is decreased the data for the transverse rib/cavity
configuration approach the classical channel flow fRe value at a larger relative module
value width, compared to the longitudinal data. The predictive expression (fRe┴,nw)corr

Figure 5.15 fRe is compared as a function of Wm for microchannels with ribs/cavities oriented in the
longitudinal and transverse orientation for Fc ≈ 0.83. Experimental data for the longitudinal and
transverse configurations are compared to their corresponding prediction expressions, (fRe┴,nw)corr
(Eq. 3.9) and (fRe││,nw)corr (Eq. 3.11).
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predicts that for Fc ≈ 0.83 the transverse orientation reaches 99% of the parallel-plate
value for fRe (fRe =96) at Wm = 0.0041 compared to Wm = 0.0023 for the longitudinal
configuration.
This result once again indicates that significant drag reduction in the laminar flow
regime is only achievable with channels where Dh < 1.0 mm. The figure also illustrates
that the transverse data tends to follow more closely the corresponding predictive
expression, compared to the longitudinal data. A comparison of the longitudinal and
transverse data as a function of the Wm shows that as Wm decreases the difference in fRe
between the longitudinal and transverse orientation also decreases.

5.3.3

Slip-length Calculation, λ/w

The experimental transverse data in terms of fRe were transformed to be in terms
of the apparent slip-length using Eq. 3.8. The experimental apparent-slip measurements
are compared to the low Reynolds number results of Lauga and Stone in Figure 5.16.
The results show good agreement with the analytical solutions of Lauga and Stone for Fc
≈ 0.71 and 0.83 over the range of Wm explored. The data show that at similar cavity
fractions the calculated apparent slip-length stays nearly constant over the entire
Reynolds number range explored. This is observed since the range of Reynolds number
over which the channels were tested was quite low. Based on the work of Davies [43], a
dependency on Reynolds would become more apparent as the Reynolds number increases
above Re ≈ 500. The data plotted in the figure also illustrate the influence of the cavity
fraction on the apparent slip-length. By increasing the cavity fraction from 0.706 to 0.83,
λ/w is increased by 35%.
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Figure 5.16 Apparent slip-length, λ/w, as a function of Reynolds number for microchannels with the
ribs/cavities oriented transverse to the flow direction at Fc ≈ 0.71 and 0.83. Shown are experimental
data (markers) and the low Reynolds number results determined from the Lauga and Stone [47]
expression (Eq. 3.1) (lines) .

Trends in the calculated apparent slip-length from the experimental transverse
rib/cavity data are compared to the longitudinal rib/cavity data at selected cavity fractions
in Table 5.1. The slip-length displayed in the table represents an average value taken
from a range of relative module widths for the selected cavity fraction. 24 experimental
measurements were used to calculate the apparent slip-lengths for both orientations.
Recall that it was shown previously that the apparent slip-length is independent of the
relative module width. The data in the table show that the apparent slip-length in the
longitudinal case is significantly larger than the apparent slip-length measured in the
transverse orientation at similar cavity fractions.

However, the experimental and

theoretical slip-length predictions show better agreement with the transverse data then for
the longitudinal data.
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Table 5.1 λ/w from the experimental measurements compared to the predictive correlations (Eqs
3.10 and 3.8) for the longitudinal and transverse rib/cavity configurations.

Surface Orientation

Longitudinal
Transverse
Longitudinal
Transverse

5.4

Fc

λ/w (Experimental)

0.69
0.71
0.83
0.83

0.175
0.126
0.334
0.196

(λ/w ││,nw)corr (Eq. 3.10),
(λ/w┴,nw)corr (Eq. 3.8)
0.250
0.118
0.397
0.192

Physics Describing the Reductions in fRe for Non-wetted Surfaces

The experimental results in the previous sections showed that significant
reductions are achieved for fRe through the use of superhydrophobic surfaces in
microchannels. The reductions seen for both the longitudinal and transverse
configurations are due to the drastic decrease in the average wall shear stress across the
surface. The shear stress across the cavity region where the liquid/gas interface occurs is
very small compared to the shear stress at the liquid/solid surface thus reducing the
overall shear stress on the surface. As the cavity fraction is increased the wall shear stress
is reduced because the area of minimum shear stress of the liquid/gas interface is
increased compared to the shear stress for the liquid/solid interface (rib).

Also, the

velocity at the liquid/gas interface does not go to zero, but has a finite velocity. The slip
velocity at the wall causes the average velocity for the bulk channel flow to increase,
which also requires less pressure to drive the flow. When the relative module width is
decreased the superhydrophobic surfaces have less effect on the bulk flow. This results
because the ratio of the superhydrophobic wall area to the total cross sectional area for
the flow has decreased, which causes the slip velocity and low wall shear stress of the
superhydrophobic surfaces to have less of an influence in the bulk flow. At large relative
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module widths the walls have a greater influence on the bulk flow and for this reason the
frictional resistance is drastically reduced. The transverse configuration illustrates lower
reductions in frictional resistance compared to the microchannel due to the added
pressure requirement necessary to accelerate the flow over the consecutive rib/cavity
module that does not exist in the longitudinal orientation.

5.5

Wetting Laminar Flow

In the previous section data was presented for non-wetting cavities. This section
reports experimental and numerical results for the scenario where the cavities are fullywetted (Wenzel state). These results are compared to the predicted expressions for the
fully wetting condition as was developed in Chapter 3. Also, the influence of the Laplace
pressure on the amount of wetting that occurs in the cavities is presented.

5.5.1

Numerical Results for Wetted Data

Numerical simulations as described in Chapter 4 were performed for both the
longitudinal and transverse orientation where the cavities were fully wetted. These
simulations verify the predictive expressions for the wetted cases developed in Chapter 3
(Eq. 3.15 and 3.24). The numerical results are compared to the predictive values in
Figure 5.17 where fRe is shown as a function of the cavity fraction with Wm = 0.25. The
predictive expressions given by Eqs. 3.15 and 3.24 show good agreement with the
numerical simulation results for both the longitudinal and transverse rib/cavity
orientations. The numerical results in the transverse orientation are slightly below the
numerical simulations but the average error between the predictive expression and the
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Figure 5.17 Numerical simulations for both the longitudinal and transverse orientation(markers) are
compared to the predictive expressions, Eqs. 3.15 and 3.24(lines) for the two rib configurations,
respectively.

numerical solutions is 1.4%, while for the longitudinal direction the average error is
1.5%. The results indicate that the predictive expression for the wetted cases can be used
with confidence as a comparison with the experimental results.

5.5.2

Dependency of Wetted and Non-Wetted Results on Fc

Shown in Figure 5.18 and Figure 5.19 are fRe results that compare the nonwetting data results with the wetting data results. The non-wetting data were generated
from experiments at imposed driving pressures that were less than the Laplace pressure,
and employed channel walls that were patterned and coated with the hydrophobic coating
described previously. The wetted channel walls were patterned but were uncoated and
experiments with both distilled water and degassed water were employed for these
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experiments. The results correspond to flow at low Reynolds numbers with results for the
transverse rib/cavity configuration shown in Figure 5.18, and results for the longitudinal
rib/cavity configuration shown in Figure 5.19. In both figures the experimental results are
compared to the appropriate predictive expressions from Table 3.4 for the
superhydrophobic and wetting states, respectively. Experimental results are shown for
relative rib/cavity module widths of Wm ≈ 0.10 and 0.25 for the non-wetting or
superhydrophobic state, and for the experiments on the uncoated surfaces where distilled
and degassed water was used. For the experiments with the uncoated channels the Wm
values listed (0.10 and 0.25) are approximate and the actual values show slight variation
from this due to the individual fabrication of each channel, similar to the non-wetting
microchannels. The variation in Wm was no greater than 5% from the stated values. For
all experiments the relative depths of the cavities, (Zc = d/w) was in the range 0.4 ≤ Zc ≤
0.65 (again due to variations in the microfabrication process) while for the correlation
expressions a value of Zc = 0.5 was assumed. It should be noted that variations of Zc in
the range 0.45 – 0.6 result in predicted values of fRe that vary at most ± 2 fRe units at Fc
= 0.9, with the variation smaller as Fc decreases.
For both rib/cavity configurations, when the surfaces were uncoated and degassed
water was employed the fRe data shows agreement within the experimental uncertainty
with their respective correlation predictions. For the Wm ≈ 0.25 scenario where the water
employed was not degassed, the data lie below the corresponding wetting state predictive
results, although they exhibit a similar variation with Fc. It is likely in this scenario that
the surfaces are only partially wetted with some gas being trapped in the cavity regions.
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Figure 5.18 fRe derived from experimental data (markers) and the predictive expressions for fRe
given in Table 3.4 as a function of the cavity fraction, Fc for Re → 0, the transverse rib/cavity
configuration, both the wetting and superhydrophobic states, and for Wm = 0.11 and 0.25. The
relative cavity depth for all predictions was Zc = 0.5, and was in the range 0.4 ≤ Zc ≤ 0.6 for all
experimental data.

Since the cavities are initially filled with air, as water is pulled into the cavity regions by
surface tension the air in the cavity region will be compressed. However, since the
channels are closed on the ends, the air is confined and cannot diffuse into the water.
Thus, the liquid does not fully wet the walls of the cavity. This behavior does not prevail
when the degassed water is employed since trapped gas can diffuse into the water, thus
ensuring complete wetting. As expected, at the same relative rib/cavity module width (Wm)
the frictional resistance that prevails in the superhydrophobic channel is markedly less
than in the wetting channel scenario, for both rib/cavity configurations. Further, the
predictive results reveal that at large values of the cavity fraction the variation of fRe with
Fc is much greater for the superhydrophobic state than for the wetting state for both
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rib/cavity configurations. Lastly, the data and predictive results shown in Figure 5.18 and
5.19 illustrate that fRe depends strongly on the relative rib/cavity width, with greater
reduction in fRe observed at larger values of Wm for both the non-wetting and wetting
state.

Figure 5.19. fRe derived from experimental data (markers) and the predictive expressions for fRe
given in Table 3.4 (lines) as a function of the cavity fraction, Fc for the longitudinal configuration,
both the wetting and superhydrophobic states, and for Wm = 0.11 and 0.25. The relative cavity depth
for all predictions was Zc = 0.5, and was in the range 0.4 ≤ Zc ≤ 0.65 for all experimental data.

5.5.3

Influence of P/PLaplace on fRe

Figure 5.20 presents experimental measurements of fRe as a function of
(fRe⊥nw)corr(Eq. 3.9), the predictive expression for the superhydrophobic (non-wetting)
condition with transverse ribs/cavities, for several scenarios with Wm ranging from 0.10 –
0.33. The relative cavity depth for all predictions was Zc = 0.5, and was in the range 0.4 ≤
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Zc ≤ 0.65 for all experimental data. Plotted in this manner the deviation of the friction
characteristics from the superhydrophobic or non-wetting behavior is evident, and it
allows direct comparison over the entire range of all relevant problem parameters. The
solid line represents the expected lower limit on the data corresponding to the
superhydrophobic non-wetting state, and all experimental results lie either above this line
or within the experimental uncertainty of the measurements. Also shown on the figure are
fRe values derived from the predictive expression for the wetting state (lines) for
comparison. When the ratio of the driving pressure in the upstream reservoir to the cavity
Laplace pressure (P/PL) is less than 0.8 the experimental data for the coated surfaces

Figure 5.20 fRe compared to (fRe⊥nw)corr from Equation 3.9 for the transverse rib/cavity
configuration. Experimental results (markers) are shown for the imposed pressures and relative
module widths shown in the figure legend and predictive values (lines) derived from the expression in
Table 3.4 for the wetting state with transverse ribs are shown for comparison. The relative cavity
depth for all predictions was Zc = 0.5, and was in the range 0.4 ≤ Zc ≤ 0.65 for all experimental data.
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shows very good agreement with the superhydrophobic predictive expression for all
configurations. At higher pressures, 0.8 < P/PL < 1.2, the measured fRe value deviates
from the superhydrophobic behavior towards greater flow resistance. Here it is presumed
that the cavities are exhibiting partial wetting as the Laplace pressure is exceeded over
some portion of the microchannel length. When degassed water was employed the data
show good agreement with the wetting correlation predictions. For all experimental
scenarios considered, and within measurement uncertainty, the experimental data for
channels with coated walls are bounded by the predictions for the superhydrophobic state
and the wetting states for all values of Wm considered.
Figure 5.21 presents fRe result for the longitudinal configuration similar to those
presented in Figure 5.20 and discussed previously for the transverse configuration.
Again, fRe values derived from the predictive expression for the wetting state (lines) are
shown for comparative purposes. While the overall behavior is qualitatively similar to
that described previously for the transverse configuration, several differences of note
exist. First, departure of the fRe values from the superhydrophobic behavior (solid line)
for the coated channels occurs at a smaller ratio of the imposed upstream pressure to
Laplace pressure than observed for the transverse configuration. As the imposed driving
pressure values lie above the line denoting superhydrophobic behavior and the scatter in
the data is significantly greater than that observed for the transverse configuration.
However, within experimental uncertainty, for all scenarios the data are bounded by the
results derived from the appropriate predictive expressions for the superhydrophobic and
wetting states. Again, for the uncoated channel scenarios with degassed water the data
show good agreement with the wetting prediction correlation for all parameters explored.
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Figure 5.21 fRe compared to (fRe⎜⎜nw)corr expressed in Equation 3.11 for the longitudinal rib/cavity
configuration. Experimental results (markers) are shown for the imposed pressures and relative
module widths shown in the figure legend and predictive values (lines) derived from the expression in
Table 3.4 for the wetting state with longitudinal ribs are shown for comparison. The relative cavity
depth for all predictions was Zc = 0.5, and was in the range 0.4 ≤ Zc ≤ 0.65 for all experimental data.

Further analysis of the data of Figure 5.20 and Figure 5.21 reveals that the
departure of the data from the line denoting the superhydrophobic state is highly
correlated with the ratio P/PL. Shown in Figure 5.22 is the ratio fRe/(fRe)corr for all of the
experimental data taken for the laminar flow microchannels, where (fRe)corr corresponds
to the predictive correlation for the superhydrophobic state for each of the rib/cavity
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configurations. The data show that for each configuration the ratio fRe/(fRe)corr shows a
general increase with increasing P/PL over the entire range of imposed pressures
explored. For the longitudinal configuration the increase in fRe is much more pronounced
than for the transverse configuration, although at P/PL < 0.6 the deviation in the ratio
fRe/(fRe)corr from 1.0 is less than 15% for the longitudinal case. For the transverse case
the deviation is less than 15% up to a pressure ratio of P/PL ≈ 0.9. It is interesting to note
that the fabrication and coating process of all surfaces was the same and the contact angle
of a water droplet on a smooth silicon surface coated by the hydrophobic coating was
nominally the same at θ ≈ 144°. The data clearly show, however, that for ribs/cavities
aligned parallel to the flow direction the existence of the superhydrophobic state is more
difficult to maintain than for the transverse rib configuration. This likely is due to the fact
that, for the longitudinal configuration, the pressure is decreasing along the entire length
of the cavity as the pressure drops in the liquid. Also, the pressure in the gas phase is
increasing along the length of the cavity. Conversely, for the transverse configuration the
pressure does not vary along the cavity, either in the liquid or gas phases.
Another reason the transverse orientation might be less susceptible to wetting is
its ability to localize the wetting that occurs on its surfaces. The convective (circulation)
cell that develops in the transverse cavity as the liquid flows along each cavity is
maintained within the width of the cavity, while for the longitudinal direction long
convective (circulation) cells are developed which stretch the entire length of the channel.
Any flaw or defect in the coating or construction process increases the likelihood that the
water will penetrate the cavity as it flows over the flawed region.
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Figure 5.22 fRe/(fRe)corr as a function of P/PL for the transverse and longitudinal rib configurations
with coated channel walls. Solid lines represent linear fits to each set of data.

5.6

Corral Experiments
To explore the greater susceptibility to wetting shown by the longitudinal cavities,

experiments were performed with the longitudinal cavities interrupted so that the cavity
did not run the entire length of the channel. The longitudinal cavities were divided by
placing a transverse rib every 2.4 mm across the longitudinal cavity. In each longitudinal
cavity the transverse rib was offset from the other ribs so there was not a continuous rib
running across the surface. The intent of the transverse ribs was to “corral” any water
that enters into a longitudinal cavity so that it does not wet the entire cavity but only the
2.4 mm long region where it has entered into the cavity. Also, the corrals help by
reducing the possibility that if the Laplace pressure is exceeded at the entrance the entire
cavity running parallel to the flow will not wet. For the corral surfaces used in this study
Fc = 0.93 and w = 40 µm. A section of the corral surface illustrating the patterned ribs
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situated normal to the longitudinal ribs is shown in Figure 5.23. The patterned ribs
normal to the longitudinal ribs have a width of 5 µm. In the sections that follow results
are shown that compare experimentally measured fRe values for both the wetting and
non-wetting cases. The non-wetting results for the corrals are compared to the nonwetting experimental results for longitudinal ribs with a cavity fraction of Fc ≈ 0.91.

Figure 5.23 Illustration of the corral surfaces with Fc = 0.93 and the additional transverse ribs offset
from one another in the longitudinal cavities. The longitudinal ribs and cavities are 2.75 µm and
37.25 µm wide with the transverse ribs normally 5 µm.

5.6.1

Non-Wetting and Wetting Results

Experiments were conducted with microchannels consisting of superhydrophobic
“corral” surfaces under the same conditions that were used for the transverse and
longitudinal superhydrophobic microchannel testing. The results shown in Figure 5.24
are for the corral surfaces oriented such that the ribs/cavities are aligned in the
longitudinal direction with Wm ≈ 0.15 and 0.33.

The lines included in the graph

correspond to the fRe predictive expressions for the longitudinal rib/cavity orientation at
Fc ≈ 0.93 and Wm = 0.15 an 0.33. The experimental data are plotted as a function of the
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Figure 5.24 fRe as a function of P/PL for “corral” type structures for Wm ≈ 0.15 and 0.33 (open
markers). Predictions derived from derived from Eq. 3.24 (lines) are also shown in addition to data
for microchannels with surfaces in the longitudinal configuration (solid markers).

ratio of the channel pressure to the Laplace pressure, where the channel pressure is based
on the average pressure in the channel.

Experimental data for the longitudinal

configuration for Fc ≈ 0.91 at Wm ≈ 0.15 and 0.37 are also shown in the plot.
The experimental results for the corral data lie above the predictions of Eq. 3.11
and also modestly larger than the data for the longitudinal rib/cavity orientation. This is
not an unexpected result since the corral surfaces include evenly spaced ribs in the
transverse direction. As the flow passes over the transverse ribs there is an additional
pressure required to accelerate the flow over each successive rib. The additional pressure
requirement causes an increase in the wall shear stress. This increase in the wall shear
stress decreases the overall frictional reduction compared to ribs/cavities oriented
longitudinal to the flow direction without corrals.
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The fRe results for both relative

module widths over the range of P/PL explored for the channels with corral surfaces show
very little influence on the pressure ratio. This is in contrast to what was shown in
section 5.4.3 where channels with longitudinal ribs and cavities begin to show signs of
wetting at a pressure ratio P/PL > 0.6. The majority of the longitudinal data (solid
markers) shown in Fig. 5.24 are for P/PL > 1.0, which would indicate that it is in a partial
wetting state.

5.6.2

Laplace Pressure Influence for Corrals

As mentioned previously, one of the suggested advantages to the use of corrals is
that such can limit the amount of wetting that may occur. To examine the degree of
resiliency of the coated corral type surfaces to the changing channel conditions; the
results derived from test with these surfaces are compared directly to the results for the
longitudinal surfaces. This comparison is based on the ratio of the experimental fRe
value acquired for each surface normalized by the expected value for the longitudinal
configuration, (fRe||,nw)corr(Eq. 3.25). Each is plotted as a function of the channel pressure
divided by the Laplace pressure. It was shown in Section 5.4 that for microchannel
surfaces with ribs oriented longitudinal to the flow direction, the superhydrophobic
surfaces show significant wetting for P/PL > 0.6. In Figure 5.25 the influence of P/PL on
the friction resistance is explored for both the corral and longitudinal surfaces. All of the
data shown in the figure for microchannels with the corral surfaces exhibit
fRe/(fRe||,nw)corr > 1. This is likely due to the fact that the ratio fRe/( fRe||,nw)corr is based
on the longitudinal non-wetting predictive expression. In the previous section this shown
to underestimate the fRe value for the non-wetting corral surface. In the figure, both the
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Figure 5.25 fRe/( fRe||,nw)corr as a function of P/PL for microchannels with ribs/cavities in the both the
“corral” and longitudinal configurations at Fc ≈ 0.93 and 0.91, respectively.

microchannels with longitudinal surfaces and “corral” type surfaces show that as P/PL is
increased, fRe/( fRe||,nw)corr increases. The data from the channels with longitudinal
ribs/cavities show that as P/PL is increased fRe/( fRe||,nw)corr increases to much higher
values compared to the corral configuration. The increase in fRe/( fRe||,nw)corr due to
increasing P/PL is related directly to the wetting that occurs in the cavities. The farther
the value of fRe/( fRe||,nw)corr deviates from unity suggests that more of the cavity regions
of the superhydrophobic surface are wetting. Thus, the results from the figure would
indicate that the longitudinal surfaces have an increased amount of wetting occurring
across their surfaces compared to the corral surfaces for the same P/PL value. The
wetting characteristics of the corral surfaces, in regards to wetting, tend to behave more
comparably to the transverse configuration. Overall, the corral surfaces do appear to
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effectively decrease the amount of wetting that occurs in a microchannel at pressures near
the Laplace pressure compared to channels with longitudinal surfaces, but at the cost of
an increase in the fRe value.

5.7

Microchannel Turbulent Flow Experiments

The microchannel testing in the laminar flow regime confirmed that significant
drag reduction can be achieved through the use of superhydrophobic surfaces as the
microchannel walls. For superhydrophobic surfaces in a microchannel configuration it is
very difficult to achieve a turbulent flow while still maintaining a non-wetting condition.
This is due to the pressure drop needed to produce turbulent flow through the channel and
the likelihood of exceeding the Laplace pressure. Chang et al. [41] showed that in order
to sustain a non-wetting condition on the superhydrophobic surfaces at pressures as high
as 1 bar, the ribs-cavities must be on the nano-scale with the cavity spacing less than 1
µm.

The results presented in this section are related to the friction resistance in

microchannels with turbulent flow where the walls of the microchannels are designed to
have systematic roughness. The pressures required to produce turbulent flow in the
microchannels tested are much greater than can be supported by the liquid/gas interface
of a superhydrophobic surface. Therefore, even though the systematic roughness is
designed using the same rib and cavity configurations as in the laminar non-wetting
studies, and are coated with a hydrophobic coating, the cavities will be fully wetted in the
turbulent flow regime. Any phenomenon seen in the turbulent flow results is due to the
systematic roughness imposed on the walls and is a scale phenomena rather than an
influence due to a superhydrophobic surface.
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Therefore, the results shown are not

directly related to the main study of this work but are of secondary interest. Test results
are presented in this section for both laminar, transitional, and turbulent flow, all with
wetted cavities.

5.7.1

Control Channel Data

Channels with control surfaces were first tested in the experimental setup under
turbulent flow conditions to demonstrate validity of the experimental approach. The
microchannels used in the control channel tests were constructed from silicon sections
that were unstructured and uncoated.

Experiments were conducted over the same

Reynolds number range (50 < Re <10,000) over which the channels with
structured/coated surfaces were later tested. Control experiments for eight smooth-wall
control channels with hydraulic diameters ranging from 340 to 480 µm were conducted.

Figure 5.26 f as a function of Re for uncoated unstructured microchannel walls, derived from
experiments (markers) and classical predictions (lines).
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The results are shown in Figure 5.26, where the Darcy friction factor, f, is shown as a
function of Re. Also shown are the theoretical friction factor predictions in the laminar
and turbulent flow regimes [8, 71]. For the turbulent flow regime (Re > 2300) the
Blasius solution is employed as explained in Chapter 4 and given in Eq. 4.6. The friction
factor for laminar flow regime is simply taken as f = 93.75/Re, where 93.75 correspond to
the constant fRe value for laminar flow based on the average aspect ratio for the
microchannels tested.

The experimental data for the control channels show good

agreement with the expected values for f in both the laminar and turbulent flow regimes.
At Re < 1500 the experimental data exhibit very little deviation from the theoretical
predicted value, with an average error of 4.3% and a standard deviation of 2.8 %. For Re
> 1500 there appears to be slightly more scatter in the experimental data. In the turbulent
flow regime, the experimental values for f also show good agreement with the Blasius
prediction with an average error of 9.7% and a standard deviation of 4.3%.

5.7.2

Channels with Ribs/Cavities in Longitudinal Configuration

Figure 5.27 presents experimental friction factor data as a function of Re for
microchannels with ribs and cavities oriented longitudinal to the flow direction. Results
are shown for three cavity fractions, Fc ≈ 0.79, 0.84, and 0.91. The experimental data are
compared to the smooth-wall predictions in both the laminar (f = 93.75/Re) and turbulent
flow regime (f =0.316/Re1/4). As the flow transitions to turbulent flow the data for all
three cavity fractions explored are similar. At Re > 5000 the f values for all cavity
fractions tend to deviate slightly from that of a smooth wall, with data from Fc = 0.84
showing the largest deviation.
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Figure 5.27 f as a function of Reynolds number on experimental microchannel walls with Fc ≈ 0.79,
0.83, 0.91 (markers) along with classical predictions (lines).

5.7.3

Channels with Ribs/Cavities in Transverse Configuration

Experiments were also conducted in microchannels with walls where the
ribs/cavities were oriented transverse to the flow direction at large Reynolds numbers.
The results from these experiments are compared to classical-smooth channel predictions
in Figure 5.28. In the transitional flow regime, and extending into the turbulent flow
regime, all three cases show a large increases in f above the smooth channel predictions.
This increase exists from 2000 < Re < 8000. For Re > 8000 the data tend to lie closer to
the smooth-wall prediction.

177

Figure 5.28 Ribs/cavities oriented transverse to the flow direction are compared to the smooth wall
solution over both laminar and turbulent flow.

The results for the transverse rib/cavity configuration differ from the longitudinal
configuration in the turbulent flow regime. The systematic roughness appears to increase
the friction resistance in the turbulent flow regime for the transverse configuration, while
for the longitudinal configuration the majority of the data in the turbulent flow regime
closely follows that of a smooth channel surface. In Figure 5.29 the friction factor is
compared for a single cavity fraction (Fc = 0.79) between the results for the two
rib/cavity configurations. The data clearly show significant difference in f versus Re as
the flow transitions to turbulent flow with the longitudinal rib/cavity configuration
providing less resistance than exhibited by the transverse rib/cavity configuration.
The results from this section have explored the influence of systematic roughness on the
friction resistance for microchannels in the turbulent flow regime. Preliminary results
have been presented for ribs/cavities oriented in both the longitudinal and the transverse
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configurations for various cavity fractions.

The transverse configuration shows an

increase in the friction resistance over a Reynolds number range of 2000 < Re < 8000 for
all channels tested. For Re > 8000 the transverse configurations appears to collapse to the
smooth channel predictions. For the longitudinal configuration there appears to be a very
little influence due to the systematic roughness. Further investigation is required to fully
understand the influence of riblets in microchannels with turbulent flow.

Figure 5.29 f as a function of Reynolds number for microchannels with ribs/cavities oriented
in the transverse (T) and longitudinal (L) configurations with Fc ≈0.79.

5.8

Recapitulation
This chapter has provided experimental results characterizing the influence of

surfaces exhibiting ribs/cavities for both non-wetting and wetting conditions in
microchannels. For low Reynolds number the experimental non-wetting results showed
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that significant drag reduction can be attained through the use of superhydrophobic
surfaces where the Laplace pressure is not exceeded. The cavity fraction was shown to
exercise significant influence on the drag reduction, with very large reductions occurring
as Fc → 1. The drag reduction was also shown to be dependent on the relative module
width, with larger reductions in the friction resistance occurring as the relative module
width is increased. Further, the results show that as Wm → 0, there is no drag reduction
due to the superhydrophobic surfaces.
The results from the non-wetting study also illustrated the dependency of the drag
reduction on the rib/cavity orientation with ribs/cavities oriented longitudinal to the flow
direction giving larger reduction in the frictional resistance. The experimental results
were compared to the non-wetting predictive expressions developed in Chapter 3 and
show excellent agreement with these predictive expressions.
The influence of the Laplace pressure on the drag reduction was also presented.
The results showed that the longitudinal rib/cavity orientation is much more susceptible
to wetting than the transverse rib/cavity orientation. Results where the cavities were
forced to wet were also presented and excellent agreement with the predictive
expressions developed in Chapter 3 was observed. The wetted and non-wetted results
provide bounds between which all data, with superhydrophobic or wetted surfaces must
lie.
The use of corral type structures with ribs/cavities in the longitudinal direction
were shown to reduce the susceptibility of the longitudinal rib/cavity configuration to
wet. The use of the corral type structure also was seen to decrease the reduction in
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frictional resistance compared to ribs/cavities at a similar cavity fraction in the
longitudinal configuration.
The last section of this chapter was of a secondary focus. Results were presented
results for microchannels in which the Reynolds number was increased into the turbulent
flow regime. The microchannels consisted surfaces with ribs/cavities oriented in the
longitudinal and transverse direction. The superhydrophobic condition could not be
maintained at the turbulent Reynolds numbers due the elevated driving pressures that
exceed the Laplace pressure.

For channels with the ribs/cavities in the transverse

configuration an increase in the friction factor compared to a smooth walled channel was
seen for 2000< Re <8000. There was very little difference between in the predicted
friction factor for the channels in the longitudinal configuration and the channels with
smooth walls.
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6 Macrochannel Results

The results from the microchannel testing showed that in the laminar flow regime the
use of superhydrophobic surfaces as the walls of the microchannel can significantly
reduce the frictional resistance in the channel as long as the channel pressure is kept
below the cavity Laplace pressure.

The reduction in frictional resistance for the

experimental measurements was shown to be dependent on the cavity fraction, relative
module width, and rib/cavity orientation.

Drag reductions were greater for

superhydrophobic surfaces with ribs/cavities oriented in the longitudinal direction than
for the transverse rib/cavity orientation.

This chapter explores the influence of the

superhydrophobic surfaces on the flow field in a macrochannel (Dh > 1 mm) in the
turbulent flow regime.
Particle imaging velocimetry (PIV) was used to characterize the flow field near
the superhydrophobic surfaces, where higher order turbulent statistics were calculated
from the spatially resolved PIV measurements. For the turbulent flow, the total shear
stress distributions and integral pressure drop measurements will be explored for both the
longitudinal and transverse rib/cavity configurations. The local Darcy friction factor for
the test surfaces is determined from the total shear distribution, while integral pressure
drop measurements are used to predict an average friction factor for the channel. Results
will also be presented for structured surfaces in which the cavity regions are allowed to
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completely wet. The influence superhydrophobic surfaces exert in laminar flows in a
macrochannel will also be discussed. Finally, the macrochannel experiments will be
compared to the results from the microchannel tests and conclusions are made on the
effective use of superhydrophobic surfaces to reduce frictional drag in both
microchannels and macrochannels.

6.1

Laminar Macrochannel Flow

Particle imaging velocimetry (PIV) was used to analyze the flow field across the
test surfaces in the macrochannel setup for laminar flow. The extent of the fluid domain
that was analyzed for each test surface from the PIV measurements was previously
illustrated in Figure 4.17. The wall-to-wall spacing in the channel was nominally 4.45
mm and the PIV domain extends from 0.006 ≤ Y ≤ 0.994, where Y = y/H, y is the wallnormal coordinate measured from the bottom surface, and H is the distance between the
top and bottom walls. Further, the PIV domain in the streamwise direction extends
nominally 3 mm.

Data were acquired for control (smooth) and superhydrophobic

surfaces, with the superhydrophobic surfaces tested in both the longitudinal and
transverse rib/cavity configurations. The cavity fraction of the tested superhydrophobic
surfaces was held constant at Fc ≈ 0.80. For the laminar flow testing, the channel
Reynolds number was also held constant at Re ≈ 1000. The pressure at the test location
was monitored through a DAQ system to verify that the channel pressure remained
significantly lower than the Laplace pressure. In the analysis of the flow field for laminar
flow 500 paired PIV images were acquired and used in the calculation for the vector
fields. From these images an average streamwise velocity profile over the flow domain
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could be determined.

(The 500 paired images were sufficient to achieve image

independent solutions for the average streamwise velocity profiles.)

6.1.1

Velocity Profiles

Streamwise velocity profiles were calculated from the PIV images for laminar
flow over the test surfaces. The velocity profiles were acquired at one-half of the
transverse width of the test section (mid-channel) so that the influence of the side walls
would be minimized. The streamwise time-averaged velocities, u , were normalized by
the average velocity, U = u u ave , where the average velocity for the streamwise velocity
profile was obtained using Eq. 4.12. Normalized velocity profiles are shown in Figure 6.1
for laminar flow with Re ≈ 1000. Three different surfaces were tested as the bottom wall
in the laminar flow regime: smooth uncoated (Smooth) and superhydrophobic surfaces
with the ribs/cavities oriented in the longitudinal direction (Longitudinal), and the
transverse direction (Transverse). The normalized velocity profiles obtained for each test
surface are compared to the normalized analytical solution for laminar flow in a parallelplate channel, where the normalized analytical solution is given as [11]

U=

u
= 6 Y −Y 2 .
uave

(

)

(6.1)

The results presented in the figure show that the normalized streamwise velocity profiles,
U, in the macrochannel for all three test surfaces show good agreement with Eq. 6.1 and
the use of superhydrophobic surfaces at the bottom of the flow channel exert no
discernible influence on the velocity distribution.
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Figure 6.1 Normalized velocity profiles, U, as a function of Y for a smooth bottom wall,
superhydrophobic bottom wall with ribs/cavities in both the longitudinal and transverse orientations.
For all cases, Re ≈ 1000 and for the superhydrophobic surfaces Fc ≈ 0.80.

In Figure 6.2 the near-wall region (Y < 0.25) of the results in Figure 6.1 are
explored. The near-wall data also show no apparent influence of the superhydrophobic
surfaces. The measured surfaces velocity near Y = 0 is of interest because one would
expect the influence of the superhydrophobic test surfaces to be greatest in this region,
due to an apparent slip velocity that should exist for the non-wetting superhydrophobic
condition. The slip velocity should give rise to a slight deviation in the velocity profile in
the near-wall region.

The expected maximum slip velocity for the longitudinal

configuration can be estimated from the equation derived from Philip’s [57] analysis (Eq.
5.1) based on the cavity width, wc, and the wall-to-wall spacing of the flow channel, H.
The predicted normalized maximum slip velocity, U, for the longitudinal configuration is
0.011. For ribs and cavities oriented in the transverse orientation U will be even less than
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Figure 6.2 Normalized velocity profiles, U, for Y < 0.25 for a smooth bottom wall and
superhydrophobic bottom wall with ribs/cavities in both the longitudinal and transverse orientations.
For all cases, Re ≈ 1000 and for the superhydrophobic surfaces Fc ≈ 0.80.

that determined for the longitudinal configuration. The estimated slip velocity is
nominally an order of magnitude less than the smallest normalized velocities resolved
near the wall using the PIV approach. This makes it difficult to accurately capture the
influence of the superhydrophobic surfaces in the near-wall region due to the wall-normal
resolution that is required.
The results indicate that the use of superhydrophobic surfaces as the walls of
macroscale channels yield very little influence on the laminar flow field. These results
agree with those from the microchannel studies presented in Chapter 5, which showed
that as the relative module width is increased the fRe value approaches that of classical
channel flow. Using the analysis for the influence of the relative module width in
Chapter 5, the expected fRe value in the macrochannel laminar flow study for the
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longitudinal and the transverse cases should be within 2.1% and 1.1%, respectively,
smooth wall channel value. This comparison also demonstrates that it is not surprising
that the PIV measurements on the superhydrophobic surfaces reveal no discernible
influence on the slip velocity.

6.2

Turbulent Macrochannel Flow

In the turbulent flow regime the influence of the superhydrophobic surfaces on the
frictional reduction was also explored through the use of PIV, for the same fluid domain
described for the laminar flow field. The PIV measurements in the turbulent flow regime
provide streamwise and wall-normal velocities from which higher order turbulent
statistics such as

u′2

,

v′2

,

u ′v ′ ,

can be determined for the flow field. The total

turbulent shear stress distribution can also be determined and is used to predict the
normalized wall shear stress the on test surfaces. In the turbulent flow studies, PIV data
were acquired for test surfaces with ribs and cavities in both the longitudinal and
transverse orientations for non-wetting (superhydrophobic condition) and wetting
conditions. In these tests the pressure was controlled so that the channel pressure was
markedly below the Laplace pressure (see Chapter 5.4.3 for discussion on P/PL) for the
non-wetting tests. The data acquired with the structured non-wetting and wetting test
surfaces were compared to smooth control surface data. The structured surfaces (nonwetting and wetting) used in the turbulent flow study had a cavity fraction of Fc ≈ 0.80
with a pitch, w, of 40 µm. The range of Reynolds numbers explored in the study was
4700 < Re < 9900. Also, the wall-to-wall channel spacing, H, was nominally 4.65 mm
for the turbulent flow experiments. In the turbulent flow regime 4000 time-resolved
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paired images were acquired for each flow condition, from which turbulence statistics
were computed for the flow field.

For each surface tested, 3-5 different Reynolds

numbers were explored.
In Figure 6.3 the turbulent shear stress distribution, τturb= u′v′ is shown as a
function of Y at Re ≈ 8000. Here τturb is determined from 1000, 2000, 3000, and 4000
paired PIV images. The bottom wall of the flow channel consisted of a smooth, uncoated
test surface. The plot illustrates that the turbulent shear stress distribution depends on the
number of paired PIV images used in its calculation. As the number of images is
increased the distribution become independent of the number of images acquired. In the
figure there is very little variation between the turbulent shear stress distribution for 4000
paired images and 3000 paired images. Thus, 4000 paired images should be sufficient to
produce an average Reynolds shear stress distribution that is independent of the number
of PIV images processed. The figure also shows that the largest error between the
different distributions occurs at the peak regions of the turbulent shear stress. Table 6.1
shows the percent difference in the average error between the distributions of u ,

Table 6.1 Average percent difference between the distribution of the turbulent statistics
determined from 4000 paired images compared to the same values determined
from 1000, 2000, and 3000 paired images.

Paired PIV
Images
1000

u

u ′2

v′2

0.31%

1.37%

0.82%

7.97%

2000

0.15%

0.66%

0.51%

3.03%

3000

0.11%

0.34%

0.28%

1.05%
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u ′v ′

u′2

,

Figure 6.3 Turbulent shear stress as a function of y for flow in a channel with a control surface as the
bottom wall. Data are shown for 1000, 2000, 3000, and 4000 images pairs acquired for comparison.

v′2

, and

u ′v ′ determined

at 4000 paired images with those values determined from

1000, 2000, and 3000 paired images. The results indicate that the higher the order of
turbulent statistic being computed, the greater the number of images required for accurate
determination.

6.2.1

Control Surface Results

Experimental data acquired with smooth bottom wall control surfaces were used
to benchmark the experimental setup and to provide control data to which results
corresponding to structured non-wetting and wetting surfaces could be compared. These
surfaces were created from smooth silicon sections that were precision diced to fit into
the bottom surface of the macrochannel setup with minimal discontinuity in the bottom
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surface. The surfaces were cleaned with either Nano-strip or with a plasma etch so that
water on the surfaces exhibited a contact angle of θ ≤ 15°. The Darcy friction factor was
determined from the normalized total shear stress distribution in the flow domain for the
control test surfaces as explained in section 4.7.4. The Reynolds numbers explored with
the control surfaces ranged from 5100-9900, where the Reynolds number is calculated
using uave determined from the acquired PIV images. Dh is based on the local channel
area and perimeter at the streamwise location where the PIV images are acquired (Dh =
4A/Pw) and the Reynolds number, Re = ρ uDh μ . The calculated friction factors for the
control test surfaces are compared to predicted values determined from the correlation
expression of Beavers et al. [72].

6.2.2

Velocity Profiles for Control Surfaces

PIV control channel data were acquired at a streamwise location of 15Dh (120
mm) from the leading edge of the test surface as shown in Figure 4.13. This test location
is referred throughout this chapter as LA (Location A). The acquired PIV paired images
was processed using the parameters given in 0 to determine the turbulent statistics for the
flow field. All turbulent statistics were determined from 4000 image pairs.
The normalized streamwise velocity distributions, U = u uave , for Re = 5100,
6600, 8100, and 9900 are shown in Figure 6.4. The normalized streamwise velocity
distributions are determined from the PIV images acquired at LA. The experimental data
illustrate the influence of the Reynolds number on U over the range explored. As the
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Figure 6.4 Normalized velocity profiles, U, as a function of Y for a smooth bottom wall at Re = 5100,
6600, 8100, 9900.

Reynolds number is increased the normalized centerline velocity decreases as the profile
becomes more slug-like. Also, as Re increases the thickness of the viscous sub-layer
decreases and the turbulent core broadens. The velocity distributions approach zero at
both the top and bottom walls as expected.
Normalized

Urms

and

Vrms

distributions,

given

as

U rms = u′2 u ave and

Vrms = v′2 u ave , are shown in Figure 6.5 and Figure 6.6, respectively. The distributions for

both the Urms and the Vrms components of velocity are dependent on the Reynolds
number. As the Reynolds number increases the peak locations of Urms move closer to
channel walls (Y = 0, and Y = 1). For Re = 5100, the Urms value at the centerline (Y = 0.5)
is larger in comparison to the higher Reynolds numbers data, whereas the peak
magnitudes are nominally the same at all Reynolds numbers.
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Figure 6.5 Urms as a function of Y for smooth, uncoated, control surfaces on the bottom wall for Re =
5100, 6600, 8100, and 9900.

The influence of the Reynolds number on the shape of the Urms profile is also of
interest. As the Reynolds number is increased the Urms distribution in the turbulent core
deviates from the parabolic shape that is evident at Re ≈ 5100 and 6500. For Re ≈ 8100
the Urms distribution exhibits an inflection at Y = 0.16 and 0.84. DNS simulations
performed by other investigators [88-90] have shown a similar trend in the Urms
distribution as Re increases. At the largest Reynolds number explored for the control
surfaces (Re ≈ 9900), the distribution continues to exhibit the inflection in the Urms
versus Y plot. This phenomenon is not explored at further detail in this study, however, it
should be mentioned that this behavior was consistent for all data acquired at Re > 8000.
Vrms is shown as a function of Y in Figure 6.6 at the same Reynolds numbers as
shown in Figure 6.4. Here, the Vrms profile shows that as the Reynolds number is
increased the peak Vrms values also increase. As Re decreases, the slope of the Vrms data
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Figure 6.6 Vrms as a function of Y for smooth, uncoated, control surfaces on the bottom wall for Re =
5100, 6600, 8100, and 9900.

through the core of the channel (Y = 0.2-0.8) flattens. Both the Urms and Vrms curves are
symmetric about Y = 0 for all Reynolds numbers explored with a slight increase in Vrms
near the bottom region for Re > 6600. The distributions and trends in Urms and Vrms as a
function of Reynolds show good agreement with DNS simulations performed by Moser
et al. [89] and Abe et al. [90].
2
, are
Distributions of the normalized turbulent shear stress, Tturb = u ′v′ uave

shown in Figure 6.7 for the same Reynolds numbers explored in Figure 6.4. The turbulent
shear stress, Tturb, approaches zero as Y→0 and Y→1 where viscous shear stress
dominates and the no-slip condition prevails. The location of the peak in the turbulent
shear stress moves toward the walls (Y = 0 and 1) as the Reynolds number is increased,
following The peak values of Tturb also decrease as the Reynolds number is increased and
the distribution is nearly symmetric about Y = 0.5.
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Figure 6.7 Tturb as a function of Y for control test surfaces on the bottom wall at Re = 5100, 6600,
8100, and 9990.

The normalized total shear stress, Ttot, consists of the linear sum of the normalized
2
, and the normalized turbulent shear stresses,
viscous shear, Tvis = ν ( du / dy ) uave

2
. Tvis is determined from the time-averaged streamwise velocity profiles.
Tturb = u ′v′ uave

Ttot is shown as a function of Y in Figure 6.8 for the same Reynolds numbers used
throughout this section. The normalized total shear stress distribution, Ttot, vs. Y at each
Reynolds number is nominally linear, which is consistent with classical behavior for
turbulent channel flow with no-slip walls. This slope decreases as Reynolds number is
increased (i.e. decreasing friction factor), with Ttot ≈ 0 at Y ≈ 0.5 for all cases.
The linear regression method as described in section 4.7.4 is applied to the Ttot vs.
Y data to predict the normalized wall stress on the control surfaces. The Darcy friction
factor, f, is simply 8Ttot (Y = 0). In Table 6.2, the measured f values for the control test
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Figure 6.8 Ttot as a function of Y for control test surfaces on the bottom channel wall and Reynolds
numbers in the range of 5100 < Re <9900.

surfaces are reported for each Reynolds number tested. These values are compared to
predicted values from a correlation expression presented by Beavers et al. [72] for
turbulent channel flow. The table shows very good agreement between the measured
friction factor and that predicted by the Beavers correlation at each Reynolds number
tested. The differences between the measured friction factor and the Beavers correlation
are within the limits of the experimental uncertainty. The Beavers correlation is for
parallel-plate channel flow and does not account for the influence of side walls. The midchannel position at which PIV images were acquired is the location in the channel that is
most similar to parallel-plate channel flow. At this location centerline the velocity is the
greatest, due to the negligible influence of the side walls at the mid-span location and
here one would expect the observed favorable agreement with the Beavers et al.
correlation expression.
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Table 6.2 Darcy friction factors, f, for the control test surface as a function of Re. Also shown are
predicted values of f from a published correlation.

5100

0.0388

f
Beavers et al.
[72]
0.0391

6600

0.0378

0.0363

4.0

8100

0.0344

0.0341

0.9

9900

0.0319

0.0321

0.6

Re

6.2.3

Experiments

% Difference
0.8

Near-wall Control Data

The free stream velocity measurements near the bottom wall are used to examine
the flow field in the near-wall region.

In Figure 6.9 the near-wall control surface

streamwise velocity data are compared to the Spalding correlation (Eq. 4.16) at Re =
6600 and 9900. The Spalding correlation is used to describe, in terms of the classical
inner wall variables, the viscous sub-layer, the buffer region, and the log-law layer of the
turbulent boundary layer [80]. The constant coefficients used in the Spalding correlation
are κ = 0.41 and β = 6.0. The streamwise velocities and the wall normal locations have
been normalized in terms of inner wall coordinates, u+ and y+. By their definitions u+=
u uave f 8 and y+= ( yuave ν ) f 8 . The friction factor, f, used in the calculations of

u+ and y+ is determined from the linear regression analysis of Ttot as described previously.
The experimental data for the control test surfaces show excellent agreement with
the Spalding correlation. As y+ increases there is a slight deviation from the Spalding
correlation, which exists due to a non-zero channel pressure gradient [67] and is typical
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Figure 6.9 u+ as a function of y+ for the control surface scenario with Re = 6600 and 9900. The
Spalding correlation is also shown for comparison.

of low-Re turbulent channel flows. At Re ≈ 6600 the first u+ values occur at y+ < 5,
which places these measurements inside the viscous sub-layer. At Re = 9900 the first
data point is at nominally y+ ≈ 12 and is outside of the viscous sub-layer. This indicates
that in order to penetrate inside the viscous sub-layer for Re > 7500, the resolution for the
near-wall region must be increased considerably. this region.

Also, the u+ and y+

relationship in the viscous sub-layer is linear, which allows extrapolation to the wall to
predict the slip velocity and slip length due to the superhydrophobic surface. The slip
velocity and slip length can theoretically be predicted in such a manner if sufficient data
points are taken inside the sublayer so that a fit to the points can be extrapolated to the
wall.
PIV images were also acquired for control test surfaces at location LB. This
location (LB) was downstream of LA, at a position 200 mm from the leading edge of the
control surface. Since the flow at both LA and LB should be statistically fully developed
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for control surfaces, the turbulent statistics at these locations should be nearly identical.
The results shown in Figure 6.10 compares the Urms profiles acquired at LA and LB for
Re ≈ 5100 and 8100. The results in the figure show good agreement between the Urms
distributions at LA and LB for both Reynolds numbers. Similar agreement exists in the
turbulent statistics for U, Vrms, Tturb, and Ttot data. For Re ≈ 5100 there is a slight
deviation near the test surface between LA and LB, but the deviation is not significant
and can be contributed to slight differences in the Reynolds numbers of each case. The
results from this figure are important because they show that the flow is statistically fully
developed. In the remainder of this work results are only shown for position LA.
The results from the PIV measurements in the flow channel with the control
surfaces benchmark the experimental setup and approach. The results show that the
turbulent flow is statistically fully developed at measurement location LA. Further, the

Figure 6.10 Urms distributions as a function of Y for Re = 5100 and 8100 at LA and Re = 5000 and
8200 at LB for a channel with uncoated, smooth test surfaces on the bottom wall.

199

distributions for U agree with the classical power-law fit for turbulent channel flow and
Spalding’s law of the wall. Also, the distributions of the turbulent flow statistics show
the same trends as DNS performed by several investigators [88, 90, 91] for turbulent
channel flow. Lastly, the friction factors for the control test surfaces showed excellent
agreement with those derived from Beavers expression.

This provides additional

confidence in the use of the linear regression method to accurately calculate the friction
factor for the superhydrophobic surfaces.

6.3

Superhydrophobic Surface Turbulent Statistics

Experimental PIV measurements for turbulent flow in a microchannel were
acquired where the bottom wall consisted of test sections that were superhydrophobic
surfaces. The superhydrophobic surfaces were coated with the Teflon coating described
previously and fabricated with ribs/cavities oriented in both the longitudinal and
transverse configurations. The cavity fraction of all superhydrophobic surfaces was Fc ≈
0.80 and the measured contact angle of a liquid droplet on the surfaces, θCB, was
nominally 160° and 154° for the transverse and longitudinal orientations, respectively.
The depth of the cavities for each test section was measured and the average value for
each section was calculated. The average depth of the cavities for the test section used in
this study ranged from 14µm - 17µm. The superhydrophobic surfaces were tested in the
flow channel for the same conditions as the control surfaces, and over a similar range of
Reynolds numbers. The static pressure at location LA was monitored to ensure that the
channel pressure was kept well below the cavity Laplace pressure. Following each test,
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the superhydrophobic surfaces were visually inspected to verify that the non-wetting
condition was maintained on the surface. The flow field was constructed from 4000
paired PIV images processed using the parameters in Appendix G. The fluid domain
over which measurements were acquired was the same as that in the turbulent control
channel experiments. The normalized turbulent flow field statistics, U, Urms, Vrms, Tturb,
and Ttot are determined for the superhydrophobic non-wetting surfaces and compared to
the results of the control surfaces acquired at similar Reynolds numbers. The normalized
turbulent production, P, is also presented for the superhydrophobic test surfaces.

6.3.1

Non-wetting Streamwise Velocity Profiles

Normalized velocity distributions, U, were acquired and Figure 6.11 presents U as a
function of Y. Experiments were performed for surfaces with the ribs/cavities oriented in
both the longitudinal and the transverse directions. On Figure 6.11, and throughout the
remainder of this chapter, the tests performed with the longitudinal non-wetting 6500,
and 7500, are approximate due to inherent variations in the Reynolds number for each
test. The standard deviation in the Reynolds numbers for the results at each indicated
Reynolds number in the figure varied from 1.1% to 4.5%, with the Re = 5000 case
exhibiting the largest variation. The non-wetting test surfaces are located at Y = 0 for all
results shown.
The results in Fig 4.11 show that the streamwise velocity distributions for the
non-wetting superhydrophobic surfaces in both the longitudinal and transverse
orientation coincide with the profiles of the control test surface at similar Reynolds
numbers. The figures do not show any significant difference between the non-wetting
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LNW
TNW

LNW
TNW

LNW
TNW

Figure 6.11 U as a function of Y for channel flow with a superhydrophobic non-wetting
bottom
surfaces with ribs/cavities in both the longitudinal and transverse
configurations with Fc ≈ 0.80. Control channel results are also shown for a comparison.

202

surfaces and the control surfaces in the near-wall region and there is no evidence of a
slip velocity at the superhydrophobic wall.

The non-wetting profiles appear to be

symmetric similar to the control surfaces with the calculated maximum velocity
occurring near Y ≈ 0.5 for all cases shown.

6.3.2

Urms and Vrms Non-wetting Results

The lack of evidence of influence by the superhydrophobic surfaces on the
streamwise mean velocity distribution requires further analysis of the flow fluid using
higher order turbulent statistics. The intent of this analysis is to show that the
superhydrophobic surfaces do influence the flow, although their influence is manifest
primarily in the higher order statistical quantities. The results from the analysis are then
used to draw conclusions concerning frictional resistance on superhydrophobic surfaces
in a turbulent channel flow. Normalized distributions of Urms and Vrms for the channels
with superhydrophobic surfaces on the bottom walls are shown in Figure 6.12 and 6.13,
respectively. The profiles in these figures are compared to the control surface results at
similar Re. For Y < 0.5, the LNW surface exhibits a reduction in Urms, compared to the
control tests, at all Reynolds numbers. Conversely, the TNW tests show no discernible
reduction in Urms compared to the control surface data across the entire control channel.
The peak Urms values near the bottom wall for the LNW scenarios exhibit reductions in
the peak Urms values of 8.5% - 11.25%, when compared to the peak values for the control
data. For the data shown, the LNW surface data at Re ≈ 6500 provides the largest
reduction in the peak Urms.
For Y → 1, the Urms behavior for the LNW surface shows good agreement with
the Urms magnitude from the control tests. This result is expected since the top wall of the
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Figure 6.12 Urms as a function of Y for channel flow with a superhydrophobic non-wetting bottom
wall and ribs/cavities in both the longitudinal (LNW) and transverse (TNW) configurations where Fc
≈ 0.80. Control channel results are also shown for comparison.
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channel for the LNW tests is a smooth, un-patterned surface for all cases. The Urms
distributions for the TNW cases generally show good agreement with the Urms and
control channel distributions for Y > 0. The results show that for the LNW scenario the
development of turbulent fluctuations in the streamwise velocity are decreased compared
to the control channel behavior. The peak Urms values near the top and bottom wall
regions for the TNW tests are nominally the same as the peak values for the control tests
at each Reynolds number and indicate that the TNW surfaces have very little influence on
the streamwise turbulent velocity fluctuations.
In Fig. 6.13 Vrms distributions are shown for Re = 6500 and 7500. The results
suggest that the Vrms distribution is influenced by the LNW test surfaces more modestly
than the Urms data. At Re ≈ 6500 and 7500 the Vrms data exhibits a reduction in the peak
value near the bottom wall. The reduction in the peak Vrms values for the LNW tests was
6.4% and 3.4% Re ≈ 6500 and 7500 cases, respectively. The extent of the decrease in the
peak Vrms values for the LNW scenarios is less than that observed in the Urms data.
The Vrms distributions for the TNW surfaces at Re = 6500 show minimal
difference when compared to the control surface data at a similar Reynolds numbers. At
these Re the peak Vrms values near the wall are the same as for the control surface data.
At Re ≈ 7500, however, the Vrms distribution for the TNW surfaces deviates from the Vrms
distribution for the control surface. Here, the peak Vrms value near the bottom wall for the
TNW surface shows a 3.6% increase compared to for the control channel data. At Re ≈
9000 (data not shown) the peak value for the TNW scenario exhibits an increase of
nominally 5.0% above the peak in the control channel data.
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Figure 6.13 Vrms as a function of Y for channel flow with a superhydrophobic non-wetting bottom
wall with ribs/cavities in both the longitudinal (LNW) and transverse (TNW) configurations, where
Fc ≈ 0.80. Control channel results are also shown for comparison.

6.3.3

Turbulent Shear Stress

Distributions of the normalized turbulent shear stress, Tturb are shown in Figure
6.14 for the LNW, TNW, and control channel scenarios. The results shown in Figure
6.14 provide evidence that the superhydrophobic surfaces exert an influential effect on
the flow field. The LNW surface results show a considerable decrease in the peak value
of Tturb near the test surfaces, compared to the control channel data. Further, as Re
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Figure 6.14 Tturb as a function of Y for channel flow with a superhydrophobic non-wetting bottom
wall with ribs/cavities in both the longitudinal (LNW) and transverse (TNW) configurations where
Fc ≈ 0.80. Control channel results are also shown for comparison.

increases the deviation in Tturb from the control channel data appears to extend further
into the flow field. The maximum Tturb value near the bottom wall is 17% lower at Re ≈
6500 and 7500 than for the control channel data. The uncertainty in the measured Tturb
values ranges from 1.5 – 2.5 %. The LNW data show that superhydrophobic surfaces
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with ribs/cavities oriented in the longitudinal direction can significantly decrease the
turbulent shear stress in a turbulent channel flow.
The TNW surfaces also appear to influence the turbulent shear stress distribution,
albeit to a lesser extent than for the LNW surfaces. For Re ≈ 7500 the peak in the Tturb
distribution near the bottom wall exhibits a modest increase for the TNW data, compared
to the control channel data. For Re ≈ 6500 the peak Tturb value for the TNW scenarios are
near the same value as for the control channel results. The results tend to show that, in
general, the TNW surfaces yield turbulent shear stress distributions in the near-wall
region that are nominally the same or perhaps slightly greater in magnitude than the
control channel data.

6.3.4

Total Shear Stress

The total normalized shear stress distribution, Ttot, for the LNW and TNW
scenarios is determined using Eq. 4.20. The distribution in Ttot is of importance because
the wall shear stress on the test surfaces can be directly computed from a linear
regression applied to the distribution as was explained in Chapter 4. Figure 6.15 presents
Ttot as a function of Y for the LNW, TNW, and control channel scenarios at Re = 6500
and 7500. The variation of Ttot with Y is nominally linear, as it should be, for all cases.
The R2 values of the linear fits to the data range from a minimum of 0.99 for the worst fit
to a maximum of 0.999 for the best fit. Differences in the Ttot distributions are observed
between the three different test surfaces and are most notable near the bottom wall. For
the LNW scenario Ttot is significantly lower in the bottom wall region than for the TNW
and control channel cases. The reduction in Ttot for the LNW tests below the control
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Figure 6.15 Ttot as a function of Y for channel flow with a superhydrophobic non-wetting bottom wall
with ribs/cavities in both the longitudinal (LNW) and transverse (TNW) configuration where Fc ≈
0.80. Control channel results are also shown for comparison.

channel data in the bottom wall region appears to increase as the Reynolds number is
increased. An 18% reduction in Ttot is measured at Y ≈ 0.08 for the LNW scenario at Re =
7500. The data for the TNW scenarios tend to show a modest increase in Ttot near the
bottom wall compared to the control tests. The measured increase in Ttot at Y ≈ 0.08 is
7.9% for Re ≈ 7500.
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For Re ≈ 6500 and 7500, the deviation between the control channel results and the
LNW data decreases when moving in the direction of the top wall, until the two
distributions converge. Further at Y → 1 Ttot approaches the same value for the LNW,
TNW, and the control channel scenarios. This result suggests that the shear stress on the
top wall is not influenced by the LNW and TNW test surfaces. The Darcy friction factor,
f, for the control, LNW, and TNW surfaces are determined from the total normalized
shear stress distribution and are given in Section 6.5.

6.3.5

Turbulence Production

The normalized production of turbulence, P, was determined from Eq. 4.13

( P = −u′v′H du dy u ) and is equal to the product of the Reynolds stress and the wall
3
ave

normal velocity gradient.

Figure 6.16 plots P as a function of Y for the control channel,

LNW, and TNW scenarios at Re = 5100, 6500, and 7500. In the figure only the region
near the bottom wall is included. The results show that P reaches a peak value in the
region of Y < 0.1 and then decreases to around zero rapidly as Y → 0. The figure also
shows that the peak in P is dependent on both the Reynolds number and the surface used
as the bottom wall. At all three Reynolds numbers (Re ≈ 5000, 6500, and 7500) the peak
in P increases as the Reynolds number is increased. Also, the results show that as the
Reynolds number is increased the P peak moves toward the wall. This holds true for all
three surfaces explored at the various Reynolds numbers. It is also apparent that the peak
in P occurs at a similar location for all three test surfaces (LNW, TNW, Control) when
tested at the same Reynolds number.
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Figure 6.16 P as a function of Y for channel flow with a superhydrophobic non-wetting bottom wall
with ribs/cavities in both the longitudinal (LNW) and transverse (TNW) configurations where Fc ≈
0.80. Control channel results are also shown for comparison.
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The value of the peak in P is dependent on the test surface. As the figure shows,
the maximum P value is greatest for the TNW surface for all Re. The minimum P values
occur with the LNW surfaces for all Re. The reduction in the peak production for the
LNW tests compared to the control channel data is also shown in the figure to be
Reynolds number-dependent. For Re ≈ 5000 the reduction in P for the LNW scenario
compared to the control surfaces is small at 6.5%. This reduction is seen to increase,
however, to 23% at Re ≈ 7500. The difference in the turbulent production for the TNW
surface compared to the control channel data is also seen to increase as the Reynolds
number is increased. As Re increases from Re ≈ 5100 to 7500 the increase in the peak
value of P for the TNW scenario increases from 8.6% to 23%. For the LNW surfaces,
the P distribution also deviates from the control and tranverse distributions. In general
the LNW distribution exhibits lower turbulence production over a greater portion of the
fluid domain.

6.3.6

Integrated Comparison of Longitudinal Non-Wetting Turbulent Statistics

To further examine the influence of the LNW surfaces on the higher order
turbulent statistics they are integrated over the domain of 0.07 < Y < 0.5 and compared to
the control surface data over this same range. The data was integrated using the trapezoid
rule. Shown in Table 6.3 are results for the integrated turbulent statistics for the LNW
surfaces compared to the control surfaces. Four different LNW surfaces (LNW A, B, C,
and D) were tested and compared to the control surface data at similar Reynolds
numbers. In the table the negative values indicate a reduction in the integrated turbulent
statistic for the LNW surface data compared to the control surface results. Positive
values correspond to an increase. The table shows significant reductions in Urms, Tturb,
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and P for the majority of the LNW surfaces tested. The Vrms integrated values in some of
the test show a modest increase, while in other cases a modest decrease compared to the
control data. The results from this table would tend to indicate that the non-wetting
surfaces with ribs/cavities in the longitudinal configuration primarily reduce the turbulent
fluctuations in the streamwise direction, which will cause decreases in Tturb and also P.
The results also show that the LNW surfaces tend to have minimal influence on the wallnormal fluctuations.
Table 6.3 Comparison between the integrated data between the LNW surfaces and the control
channel data at various Reynolds numbers.

Re = 5100
LNW A
LNW C
LNW D
Re = 6500
LNW B
LNW C
LNW D
Re = 7500
LNW C
Re = 8000
LNW A
LNW B
LNW D

6.4

Urms

Vrms

Tturb

P

‐10.9%
‐9.1%
‐3.6%

‐0.5%
3.9%
2.7%

‐14.6%
‐6.4%
1.9%

‐36.3%
‐23.3%
‐20.3%

Urms

Vrms

Tturb

P

‐10.7%
‐9.6%
‐6.0%

‐2.5%
‐4.1%
‐1.2%

‐11.6%
‐19.1%
‐12.9%

‐12.9%
‐21.0%
‐17.0%

Urms

Vrms

Tturb

P

‐14.4%

‐2.9%

‐15.7%

‐24.2%

Urms

Vrms

Tturb

P

‐6.3%
‐8.8%
‐3.5%

0.5%
1.8%
‐3.9%

‐4.8%
‐13.6%
‐14.2%

‐22.9%
‐31.7%
‐21.4%

Turbulent Statistics for Wetted Surfaces

Experiments were also performed in the turbulent flow regime where the bottom
wall consisted of uncoated test sections that exhibited ribs/cavity features with the same
dimensions as the superhydrophobic surfaces. Without the hydrophobic coating the
liquid-gas interface (meniscus) cannot sustain any substantial pressure and the cavities
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easily wet when liquid flows over them. These surfaces are termed wetted surfaces. Test
data was acquired for the flow field for test surfaces that consisted of ribs/cavities
oriented both longitudinal and transverse to the flow direction. This section provides
comparisons between the wetting and non-wetting surface data.

6.4.1

Urms and Vrms for Longitudinal Wetted Surfaces

For results presented in this section the tests performed with the longitudinal
wetting surfaces are denoted as LW. The influence of the LW surfaces on the normalized
streamwise velocity distribution was similar to that shown for the LNW surfaces and
there was no discernible deviation from the control channel data. The effects of the LW
test surface on both the Urms and Vrms profiles are illustrated in Figure 6.17 and Figure
6.18, respectively. For all data shown in these figures Re ≈ 6500. The Urms and Vrms
profiles for the LW surfaces are generally similar to the control channel data, although
some modest deviation exists. A small deviation in the Urms and Vrms profiles might be
expected since a small amount of the liquid (maximum 0.5%) flows in the cavity region
and is not captured by the PIV images. The decrease in the magnitude of Urms and Vrms in
the Y < 0.5 region for the LW tests is much less than that achieved by the LNW surfaces.
Also, the decrease occurs over a larger region of the flow field for the LNW surfaces than
for the LW surface. The impact of the LW surfaces, as described above for Re ≈ 6500,
was similar at Re ≈ 5000, 7500, and 9500.
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Figure 6.17 Urms as a function of Y for tests with wetted (LW) and non-wetted (LNW) bottom walls
with ribs/cavities in the longitudinal configuration and Fc ≈ 0.80. Control channel results are also
shown for comparison.

Figure 6.18 Vrms as a function of Y for wetted (LW) and non-wetted (LNW) bottom walls and Fc ≈
0.80. Control channel results are also shown for comparison.
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6.4.2

Tturb and Ttot Longitudinal Wetted Surfaces
Shown in Figures 6.19 and 6.20 are Tturb and Ttot for the same scenarios shown in

Figures 6.17 and 6.18. LW surface results are compared to the results for the control
channel and the LNW surface data, at a similar Reynolds number. The profile of Tturb for
the LW surface data shows good agreement with the control channel results with the peak
value of Tturb near the bottom wall region slightly closer to the wall than for the control
channel results. Also, the LW surface data exhibit higher turbulent shear stress in the
region 0.3 < Y < 0.5. The LNW surface data shows significantly less turbulent shear
stress near the bottom wall than the LW surface data.

Figure 6.19 Tturb as a function of Y for tests with wetted (LW) and non-wetted (LNW) bottom walls
with ribs/cavities in the longitudinal configuration and Fc ≈ 0.80. Control channel results are also
shown for comparison.

Figure 6.20 presents the Ttot profiles for the LW, LNW, and control surfaces all at
Re ≈ 6500 For all three scenarios the data agree well in the region 0.5 < Y < 1.0. In this
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region the profiles essentially collapse to a single line with the implication that for all
three surfaces the normalized wall shear stress on the top wall is the same. In the bottom
half of the flow domain (Y < 0.5) the LW surface profile is similar to the control channel
profile, which is significantly higher in magnitude than the LNW data.

Figure 6.20 Ttot as a function of Y for tests with wetted and non-wetted bottom walls (LW) with
ribs/cavities in the transverse (TW) configuration and Fc ≈ 0.80. Control channel results are also
shown for comparison.

6.4.3

Urms and Vrms for Transverse Wetted Surfaces
In this section the turbulent statistics for wetted and non-wetted bottom surfaces

are compared, where the ribs/cavities are oriented in the transverse orientation. In the
following plots the transverse non-wetting results are indicated by TNW and the wetting
results by TW. Again, for both the TNW and TW surfaces there is no apparent influence
on the time-averaged streamwise velocity profiles. This behavior prevails at all Reynolds
numbers explored. In Figure 6.21 Urms profiles are shown for the TW, TNW, and control
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Figure 6.21 Urms as a function of Y, with the bottom walls that consists of wetted (TW) and nonwetted (TNW) surfaces exhibiting ribs/cavities oriented transverse to the flow direction and Fc = 0.80
for Re ≈ 8100. Control channel results are also shown for comparison.

surfaces at Re ≈ 8100. The results show that ribs/cavities oriented in the transverse
direction in either the wetting or non-wetting condition exhibit little influence on the Urms
profile.
Figure 6.22 presents Vrms as a function of Y for the TW, TNW, and control
channel cases. The results show that both the TW and TNW surfaces alter the magnitude
of the wall normal turbulent fluctuations. For both the TW and TWN surfaces larger Vrms
values prevail near the bottom wall than for the control channel data. Vrms is at an
elevated magnitude over most of the channel for both the TW and TNW surfaces,
although for the TW surfaces the difference is greater. The average increase in Vrms is
6.0% for the TW surface and 4.5% for the TNW surface. The nature of the elevated Vrms
magnitude for the TW and TNW surfaces are consistent over the range of Re explored.
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Figure 6.22 Vrms as a function of Y, with the bottom walls that consists of wetted (TW) and nonwetted (TNW) surfaces exhibiting ribs/cavities oriented transverse to the flow direction and Fc = 0.80
for Re ≈ 8100. Control channel results are also shown for comparison.

6.4.4

Tturb and Ttot for Transverse Wetted Surfaces
Distributions of Tturb and Ttot at Re ≈ 8100 are provided in Figure 6.23 and Figure

6.24. Interestingly, near the bottom wall (Y→0) the distributions for the TW and TNW
surfaces show good agreement with the control channel results. The Ttot distribution
shows a similar trend, where for Y < 0.5 all three profiles are similar. For Y > 5 the results
for both the TW and TNW surfaces deviate from the control channel behavior.
Surprisingly, this deviation occurs near the top smooth channel wall and suggests the TW
and TNW surfaces exert a global influence on the flow field. The Ttot distributions show
(Figure 6.24) similar trends as the Tturb distributions for the TW and TNW surfaces. For
the TW and TNW surfaces the normalized wall shear stress at the top wall is markedly
increased above the control channel value.
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Figure 6.23 Tturb as a function of Y for bottom walls that consists of wetted (TW) and non-wetted
(TNW) surfaces exhibiting ribs/cavities oriented transverse to the flow direction and Fc = 0.80 at Re ≈
8100. Control channel results are also shown for comparison.

Figure 6.24 Ttot as a function of Y for bottom walls that consists of wetted (TW) and non-wetted
(TNW) surfaces exhibiting ribs/cavities oriented transverse to the flow direction and Fc = 0.80 at Re ≈
8100. Control channel results are also shown for comparison.
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The results from the analysis of the turbulent flow statistics for channel flow with
non-wetting and wetting surfaces can be summarized as the following:
1. For the Fc and range of Re explored, the U distribution shows no discernable
influence due to the LNW, LW, TNW, and TW surfaces.
2. The LNW surfaces reduce the magnitude Urms in the region near the bottom wall,
compared to the control surface data.
3. The LNW surfaces yield significant reductions in the peak values of Tturb and Ttot
near the superhydrophobic surface. This corresponds to a lower shear stress on the
superhydrophobic surface. The reductions tend to increase as Re increase. The
distributions for both Tturb and Ttot merge with the control channel distributions
near the top wall.
4. Modest increases in Vrms, Tturb, and Ttot occur for the TNW surfaces, compared to
the control surface data.
5. Turbulence production, P, is decreased by the LNW surfaces and increased by the
TNW surfaces. Both of these trends are Re dependent with larger variations
occurring for the TNW and LNW surfaces, respectively, as Re is increased.
6. The LW surfaces have little influence on the turbulent flow statistics.
7. The TW surfaces appear to have a global effect on the Vrms, Tturb, and Ttot
distributions in which these distributions, with a surprising increase in Tturb and
Ttot at the top wall of the channel.
8. There appears to be no advantages in using the TNW surfaces to reduce frictional
resistance on a wall.
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6.5

Physics of the Turbulent Statistics

The results for the turbulent statistics provide strong evidence that the LNW
surfaces reduce the turbulence produced in the near wall region.

The reduction in

turbulent production causes the turbulent shear stress, Tturb to be decreased along with
Urms. For the LNW surfaces the turbulence is reduced due to the reduced shear stress
across the cavity regions oriented parallel to the flow. A slip-velocity occurs along the
liquid-gas interface, thus reducing the velocity gradient in the near wall region. The
reduced shear stress across the cavity regions along with the slip velocity reduce the
development of turbulence in the near wall region. The reduction in both the streamwise
velocity gradient and turbulence causes an overall decrease in the turbulence production
which corresponds to decreases in the near wall region of the higher order turbulent
statistics, such as: Urms, Vrms, Tturb, and Ttot.
For the TNW surfaces there is still reduced shear stress across the non-wetting
cavities, but unlike the LNW surfaces there is not a slip velocity occurring across the
entire test surface but is limited only to the width of the cavity. As the flow passes each
rib in the transverse configuration there is an added pressure requirement to accelerate
the flow over the rib causing convective accelerations in the near wall region. The
convective accelerations increase the formation of turbulent eddies in the wall normal
direction and also increase the wall shear stress across the rib. Thus, any decrease to the
low shear stress occurring in the cavity region is offset by the increased turbulence that is
produced along with the increase shear stress on the rib.
This is similar for the TW surfaces with the exception that the TW surfaces no
longer exhibit a reduced shear stress condition across the cavities. This should cause an
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increase in the turbulent production along with the wall shear stress. The fact that the
wall normal fluctuations and the Tturb distribution are increased throughout the flow field
for the TW surface is not fully understood at this time and needs further investigation, but
the result was consistent throughout the experiments and was also seen for the TNW
surfaces at elevated pressures.

6.6

Darcy Friction Factor Calculations for Non-wetting and Wetting Surfaces

In this section the Darcy friction factor data is presented for the LNW, TNW, LW,
TW, and control surfaces. The calculated f values are compared to the Beavers et al.
correlation [72]. Curve fits are applied to the calculated f values for the test surfaces and
show the general trends.

6.6.1

Longitudinal Configuration

In Figure 6.25 f is shown for data derived from tests on four different non-wetting
surfaces (LNW), with the ribs/cavities in the longitudinal configuration. Results are
shown for 4800 < Re < 9600. In the plot, the non-wetting test surfaces are denoted as
LNW A, LNW B, LNW C, and LNW D, where A, B, C, and D each represent a different
fabricated surface that has been used as the bottom wall with the same cavity fraction (Fc
= 0.80). The predicted f values for two control surfaces (Control A and Control B) are
also included in the figure. Uncertainty bars are included on the predicted f values and
the uncertainty range is dependent on the error in predicting f from the linear regression
analysis and the error in estimating the bottom wall. Thus, the uncertainty range varies
for each measurement.
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The control surface data show good agreement with the predicted value of f from the
Beavers et al. correlation [72]. The f values for the LNW surfaces deviate from that of
the control and Beavers et al. correlation and indicate that significant reductions in f
occur on the LNW surfaces. Both the Beaver’s et al. correlation and f for the control
surfaces, are outside the uncertainty bounds of the LNW surfaces. The reductions in the
f values for the LNW surfaces compared to the control surfaces range from a minimum of
3% (Re ≈ 4700, LNW D) to a maximum of 18% (Re ≈ 7600 LNW C). All data points
shown in the figure are for measurements in which, upon visual inspection, the test
surface appeared to generally maintain the non-wetting condition. The one exception is
the last data point taken on the LNW B surface at Re ≈ 9600. Upon inspection of this

Figure 6.25 f as a function of Re for non-wetting (LNW) and wetting (LW) surfaces with ribs/cavities
in the longitudinal configuration. The Beavers et al. [72] correlation and control surface data are
also shown for comparison.
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surface there appeared to be some significant localized wetting. The wetting was not in
the vicinity where the PIV (images) were captured. However, due to the fact that some
wetting was occurring this calls the data point into question. Also shown in Figure 6.25
are f values for the LW surface over the same Re range. The values of f for the LW
surfaces are shown to be modestly larger than both the f values for the control surface
data and the Beavers et al. correlation [72].
There does exist considerable scatter in the friction factor calculations for the
LNW surfaces due to the performance of the superhydrophobic surface. The performance
of the superhydrophobic surface is dependent on a variety of variables such as the
repeatability in the coating process, the measured contact angle on the structured surface,
the amount of time the test surface is in direct contact with the fluid environment, the
liquid flow rate over the surfaces, and the measured static pressure across the test surface.
The impact of these variables on the performance of the coating can range from causing
localized wetting on the test surface to complete wetting.
Curve fits, assuming a power law expression, are fit to the experimental f data for
the control, LNW and LW test surface data of Figure 6.25. The curve fit of the f data for
the LNW surfaces neglects the LNW data point that was taken at Re ≈ 9600.

For this

data point, some localized wetting was more evident on the test surfaces. The predictive
expressions from each curve fit are given in Table 6.4 and are also plotted without the
experimental data in Figure 6.26
As evidenced in the table, the correlation fits to the control and LW surface data
contain Re raised to the same exponent as the correlation of Beavers et al. [72]. The fit
for the control surface data varies by 1.1% from the Beavers et al. correlation. The fit to
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the LW surface data provides an overall increase in the friction factor of 3.5% compared
to the fit to the control surface data.
The fit to for the LNW data indicates that the influence of Re for these surfaces
deviates modestly from that of Beavers et al. correlation [72]. The fit to the LNW data
predicts that the reduction in f increases as the Reynolds number is increased. At Re =

Figure 6.26 Curve fits of f data as a function of Re for non-wetting (LNW), wetting(LW), and control
surfaces. The Beavers et al. [72] correlation is also shown for comparison.

Table 6.4 Predicted correlation for f derived from the experimental data for non-wetting and wetting
surfaces with ribs/cavities oriented in the longitudinal direction. The Beavers correlation et al.[72] is
also included as a comparison.

Fit
Beavers

Correlation Expression
0.507/Re0.30

Control Data

0.517/Re0.30

Longitudinal Wet (LW)

0.550/Re0.30

Longitudinal Non (LNW)

0.562/Re0.33
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5000 a 10% reduction in f is predicted by the data curve fits and at Re = 10,000 the
reduction is predicted to be 11.2% This behavior is in agreement with numerical results
of turbulent channel flow over superhydrophobic surfaces, which will be shown in
Section 6.5.5.

6.6.2

Transverse Configuration

The friction factor, f for the TNW and TW surfaces is compared to the control surface
data and Beavers et al. correlation in Figure 6.27. The TNW A and TNW B surfaces
represent two different non-wetting surfaces with the ribs and cavities oriented in the
transverse direction that were tested in the flow channel. The TW surface represents
results from a surface consisting of ribs/cavities in the transverse configuration that are

Figure 6.27 f as a function of Re for non-wetting (TNW) and wetting (TW) surfaces with ribs/cavities
in the transverse configuration. Beavers correlation et al.[72] correlation and control surface data
are also included.

227

not coated with a hydrophobic coating. The results shown in the figure were acquired
from the Ttot stress distribution for each surface from 0.07 <Y< 0.5. Results from the
calculated f for both the wetting and non-wetting surfaces are higher than for the control
surface data and the Beavers et al. correlation.

Some scatter is evident in the

measurements. In general the results show that f, for the TW and TNW surfaces, is
similar in magnitude to the control channel data, with some points exhibiting greater
friction.
In Figure 6.28, f data is shown for the TNW, TW, LNW, LW and control surfaces
for the top wall. The friction factor calculated on the top wall has been determined using
a linear regression analysis on the Ttot distribution for each surface over the range of 0.50
< Y < 0.95. The TNW, LNW, LW, and control surface data show good agreement with

Figure 6.28 f on the top wall as a function of Re for non-wetting and wetting surfaces with
ribs/cavities in both the transverse and longitudinal configuration. Control surface data, along with
a fit to the control data are also included.
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one another. The figure illustrates, however, that the TW surfaces yield a considerably
higher f on the top wall than the other test surfaces.

6.6.3

f Calculated from the Pressure Measurements

Differential pressure measurements were also acquired across the length of
channel where the test surfaces were placed. These allowed for a channel-averaged
friction factor, fΔp, to be determined using Eq. 4.24. Calculated fΔp values are shown in
Figure 6.29 for the TNW, LNW, LW, TW, and control surfaces.
The LNW data show a decrease in fΔp compared to the control data, consistent
with the results of Figure 6.25. The reduction in fΔp, for the LNW surfaces is less than the
reductions seen for f in Figure 6.25. This is due to the fact that fΔp is a channel averaged
value and includes the influence of the top and side walls. The bottom wall is nominally
44% of the total surface area, which means that 56% of the bottom wall is not
superhydrophobic which is LNW fΔp. The LNW fΔp data exhibits an average decrease of
4.7%, compared to 10.5% for f computed for the bottom wall only. The curve fit to the
fΔp data suggest that the reduction in fΔp, compared to the control measurements increases

as Re is increased. This is in agreement with the reduction in f for the LNW surfaces
shown previously. The TNW surfaces show a 1.4% increase in fΔp compared to the
control surfaces. The LW also show a modest increase in fΔp compared to the control
surfaces. In both Figure 6.27 and Figure 6.28 f on the top and bottom walls was larger
than the control surface data. The combination of the increased f measured on both walls
is also illustrated in fΔp. The fΔp for the TW data shows an average increase of 8%
compared to the control surfaces. The fΔp values based on the pressure measurements also
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Figure 6.29 fΔp as a function of Re for non-wetting and wetting surfaces with ribs/cavities in the
longitudinal and transverse configurations(markers). Fits to the LNW and TNW data and control
surface results are also included (lines).

verify that the reductions in the friction resistance with superhydrophobic surfaces are
only achieved when the ribs/cavities are oriented longitudinal to the flow direction.

6.6.4

Influence of Superhydrophobic Surfaces in Near-wall Region

This section explores the influence of the LNW and TNW surfaces on the flow in the
near-wall region in terms of the classical inner wall coordinates u+ and y+. The f values
determined for the test surfaces are used in computing, y+ and u+.

The results are

compared to the Spalding correlation [80], along with the y+ and u+ distribution for the
control surfaces. In Figure 6.30 u+ as a function of y+ is shown for the LNW, TNW and
control surfaces at Re ≈ 6500 and 7500. In the buffer region (10 < y+< 70) both the
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Figure 6.30 u+ as a function of y+ for surfaces with ribs/cavities in the transverse (TNW) and
longitudinal configurations (LNW) for Re = 6500 and 7500. Control channel results and the Spalding
correlation [80] are also shown.
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distributions for the control surface and TNW surface show good agreement with the
Spalding correlation. The control surface deviates slightly from the Spalding correlation
as it penetrates deeper into the buffer region due to the influence of the pressure gradient
at low Re [67]. The distribution for the LNW surface at the Re shown demonstrates a
significant increase in the u+ distribution compared to the control surface. This increase
occurs throughout the buffer region and into the viscous sub-layer. The deviation of the
LNW surface from the control surface provides evidence that the LNW surfaces are
producing a slip velocity at the surface. The figure also shows that as Re increases the u+
velocity distribution for the TNW surface decreases compared to the control surfaces.

6.6.5

Comparison with Numerical Results

The values f acquired from experiments using the LNW surfaces can be compared
to numerical simulations provided by Jeffs et al. [92] and others [64, 65, 93]. In the work
of Jeffs et al. numerical simulations for turbulent channel flow for channels with
superhydrophobic walls as both the top and bottom walls were performed [92].

The

superhydrophobic surface consisted of alternating regions of no-slip and no-shear
oriented in the longitudinal configuration. In the simulations Fc, Wm , and Re were varied.
The no-shear boundary condition neglected the influence of the cavity region. The fluid
flow was solved using a k-ω model.

The results from the numerical simulations

predicted the ratio of the friction factor on the superhydrophobic surface to that of
asmooth channel surface, f/fsmooth.

The predictive expression developed from the

numerical results is given in Eq. 6.2 where the slip velocity, Ua,s, is determined from Eq.
6.3
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(6.2)

(6.3)

The results for the LNW surface are compared to the predicted results from Eq. 6.2 in
Figure 6.31 where f/fsmooth is plotted as a function of Re. This comparison is not a direct
comparison since, the LNW surface data is for a channel with a single superhydrophobic
wall, while the numerical results are for channels with two superhydrophobic walls.
Even though it is not a direct comparison it does allow for general trends to be compared.
The f/fsmooth for the LNW surfaces was determined from the curve fit expressions shown

Figure 6.31 f/fsmooth as a function of Re for numerical results [92] and non-wetting experimental
results (LNW).
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in Table 6.4 for the LNW and control surfaces. The predictive expression (Eq. 6.2) and
the experimental data show similar trends. Both curves illustrate reductions in f/fsmooth
that are greater than 10% with f/fsmooth decreasing as Re increases. The rate at which
f/fsmooth decreases is modestly larger for the predicted expression compared to f/fsmooth for
LNW surfaces.
The u+ distributions in the near-wall region are compared in Figure 6.32 between
the numerical results from Martell et al. [93], Jeffs et al. [92] and experimental data from
the LNW surfaces. The numerical results for Martell et al. are for a channel with a single
superhydrophobic surface. The Spalding correlation is also included for comparison. A
qualitative comparison is made due to the differences in the parameters used for the
numerical simulations and the experiments. The parameters for each data set are given in
Table 6.5. The figure shows that the LNW results demonstrate a similar profile as the
numerical simulations. The numerical and experimental u+ distributions deviate from the
Spalding correlation due to the slip velocity at the wall. The slip velocity appears to
cause the u+ distribution to be offset from the Spalding correlation with the form of the
distribution for the non-wetting results similar to the Spalding correlation.
In DNS results provided by Min [64] and theoretical predictions by Fukagata [65]
the influence of superhydrophobic surfaces with ribs/cavities in the transverse
configuration is explored.

Their results indicated that the transverse configuration

increases the frictional resistance on the surfaces compared to a smooth wall. This result
agrees with the behavior seen in the experiments with the ribs/cavities oriented transverse
to the flow direction.
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Figure 6.32 u+ as a function of y+ for superhydrophobic surfaces with ribs/cavities oriented
longitudinal to the flow direction for experimental results and numerical results provided by Jeffs et
al. [92] and Martell et al. [93]. The Spalding correlation is also shown for comparison.

Table 6.5 Comparison of parameters used for the u+ data illustrated in Figure 6.32.

Present Experiments
Jeffs [92]
Martell [93]

6.7

Fc
0.80
0.50
0.50

Wm
0.005
0.1
0.094

Re
7600
10,000
12,200

Recapitulation
This chapter has explored the influence of superhydrophobic surfaces as the

bottom wall of a macrochannel. Listed below are the main results from this study.
•

Results for laminar flow showed no discernible difference between the LNW and
TNW surfaces, compared to the control channel results.
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•

Time-average streamwise velocity profiles for the LNW and TNW surfaces,
compared to control surface data also showed no discernible slip at the wall in the
turbulent flow regime. This is largely due to the fact that it is quite impractical to
resolve the viscous sub-layer where the velocity changes dramatically.

•

An analysis of the higher order turbulent statistics revealed that the LNW surface
produced significant reductions in Urms near the bottom wall region compared to
the control surfaces.

•

For the LNW surfaces, the peak values in Tturb and P showed reductions greater
than 10%, compared to the control surface data. The reduction tended to increase
as Re was increased.

•

The friction factor, f, was calculated on each surface using a linear regression
analysis from the Ttot distribution. The f values determined for the control
surfaces showed excellent agreement with the Beavers et al. correlation [72] .

•

The LNW surfaces showed considerable reduction in f with a maximum reduction
of 18%.

•

Curve fits were applied to the experimental data, which provided general trends of
f as a function of Re for the LNW surfaces. The fit to the LNW data suggests that
the percent reduction in f increases as Re increases. This agrees with numerical
predictions of Jeffs et al. [92]. Reductions as high as 11.5% are predicted for the
LNW surfaces in the range of Reynolds numbers explored.

•

The TNW surfaces produced an increase in both the distribution of Ttot and the
peak P value in the bottom wall region compared to the control surfaces.

•

The TNW and TW surfaces showed an increase in f on the bottom wall.
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•

The data for the TW surfaces showed an increase in Vrms and peak Tturb in the
bottom wall region.

•

The LW surface showed a modest increase in f compared to the control surfaces.

•

The influence of both the non-wetting and wetting test surfaces were generally
limited to the near-wall region (bottom), nearly all distributions merged with the
control channel data as Y→1. The one exception is the TW surface data in which
Vrms and peak Tturb increase at the top wall compared to the control surface
distribution.

•

Differential pressure measurements were used to calculate fΔP for the test channel.
The calculated fΔP for the LNW and TNW surfaces showed similar trends as f
determined from the Ttot profiles with reductions occurring in fΔP for the LNW
surfaces and increases in fΔP for the TNW surfaces compared to the control
surfaces. The reduction in fΔP for the LNW data compared to the control data
increased as Re increased, similar to what was seen in the f calculations. The TW
surfaces showed an increase in fΔP compared to the control surface data.
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7 Conclusions

There is significant interest in reducing the frictional resistance that occurs along
a surface in contact with a liquid. Previous methods of reducing shear induced frictional
resistance have shown only incremental reductions in the average shear stress across such
a surface. A novel approach to reducing friction resistance across a liquid-solid interface
has been explored in this study; in which superhydrophobic surfaces were used as the
walls for micro and macrochannels. The superhydrophobic surfaces were created using
micro-fabrication techniques to create systematic roughness on a substrate surface, after
which a hydrophobic coating was placed on the systematic roughness. The combination
of the micro-roughness with a hydrophobic coating rendered the surfaces
superhydrophobic with contact angles exceeding 150o. The superhydrophobic surfaces
used in this study consisted primarily of ribs/cavities in which the ribs/cavities were
oriented either longitudinal or transverse to the flow direction. Two methods were used
to create the ribs and cavities. The first method used a viscous photoresist (SU-8 25) to
add rib features to a silicon substrate. The second method used a deep reactive ion
etching (DRIE) process to remove the cavity regions from a silicon substrate. Both
methods produced features with rib heights from 14-20 µm.

The majority of the

superhydrophobic surfaces used either a Teflon or a Fluoropolymer coating. On the
super-hydrophobic surfaces the liquid forms a meniscus between the ribs and the cavities
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and does not wet the cavities. At the liquid/gas interface the shear stress is vanishingly
small compared to that at the liquid/solid contact regions at the top of the ribs.

The

liquid/gas interface is maintained as long as the Laplace pressure is not exceeded. This
work reported experimental studies of superhydrophobic surfaces used to reduce drag in
both laminar and turbulent channel flows.
The experimental approach used for the microchannel consisted of integral
pressure drop measurements to determine the frictional resistance. Laminar flow in
microchannels consisting of hydraulic diameters in the range of 140 – 410 µm was
explored. The reduction in frictional resistance for laminar flow in superhydrophobic
microchannels was shown to be dependent on key parameters such as the rib/cavity
orientation, the relative module width, Wm, and the cavity fraction, Fc. Friction resistance
in the microchannels was reduced when the ribs/cavities were oriented for both the
longitudinal and transverse orientations, with greater reductions achieved with the
ribs/cavities oriented longitudinal to the flow direction. Also, the cavity fraction, Fc, and
relative module width, Wm, were shown to exercise considerable influence on the
frictional resistance of the channel. The values explored for these parameters ranged from
Fc = 0 - 0.93 and Wm = 0.1 - 0.38, respectively. As the cavity fraction approached the
highest cavity fractions examined in this study, drag reductions as high as 55% were
measured. Results for both the transverse and longitudinal orientations showed that as Wm
→0, the reduction in friction resistance decreases. The results from the study on the
influence of Wm on the frictional resistance showed that for Dh > 1 mm (Wm ≈ 0) there
should be minimal reduction in the frictional resistance on the superhydrophobic channel
walls. Therefore, the use of superhydrophobic surfaces to reduce friction resistance in
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the laminar flow regime is limited to microchannels.

Results in the laminar

macrochannel studies verified this result. The condition when the flowing liquid was
allowed to completely enter of “wet” the cavities was also explored. The apparent
reduction in frictional resistance when the cavities are wetted was compared to the
superhydrophobic non-wetting results.

The non-wetting results showed significantly

larger reductions in the frictional resistance compared to the wetting scenario.
Generalized expressions enabling prediction of fRe as a function of the relevant
governing parameters were also developed for both the non-wetting and wetting
condition in the longitudinal and transverse configurations. It was demonstrated that the
theoretical predictions of the wetting and non-wetting scenarios represent limiting cases
bound which the experimental data acquired in this study. Experimental results verified
the predictive expressions that were developed. The use of such expressions can now be
used for the development of future micro-devices that require superhydrophobic surfaces.
Expressions for each condition and orientation were also developed for the relative sliplength.
For the micro-channel studies the influence of the channel pressure to the Laplace
pressure was also explored. The results showed that superhydrophobic surfaces with
ribs/cavities aligned parallel to the flow direction are more susceptible to wetting
occurring at a lower P/PL. The onset of significant wetting for the longitudinal case was
seen to occur as early as P/PL ≈ 0.6. The transverse surfaces were more resistant to
wetting, with initial wetting tending to occur at P/PL ≈ 0.9. The increase in the resistance
to wetting was due in part to wetting being localized in the cavity regions and not being
allowed to spread over the surfaces. Experimental “corral” surfaces were tested, in which
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5 µm ribs were spaced evenly every 2.5 mm along the longitudinal cavities. The purpose
of such transverse ribs was to mitigate the effect of the wetting and keep it localized. The
corral surfaces did appear to reduce the tendency to wet but at the cost of increasing fRe.
For turbulent flow in microchannels the liquid/vapor interface cannot be
maintained on the superhydrophobic walls and the cavities wet. The influence of the
micro-roughness for turbulent flow in microchannels was explored for Reynolds numbers
less than 10,000 with results indicating a marked difference in the friction factor based on
the orientation of the ribs and cavities. The influence on the friction factor due to the
cavity fraction, Fc, and the relative module width, Wm, was also explored for turbulent
flow in microchannels.
The influence of superhydrophobic surfaces in both laminar and turbulent flow
was further explored in macrochannels (Dh ≈ 8.5 mm) using PIV. Non-wetting and
wetting surfaces with ribs and cavities oriented longitudinal to the flow direction were
tested as the bottom wall in the flow channel. In the laminar flow regime no discernible
slip was detected in the experimental data. For the turbulent flow regime the timeaveraged velocity profiles revealed no discernible slip velocity at the superhydrophobic
wall. However, an analysis of the higher order turbulent statistics showed that the
superhydrophobic surfaces do exhibit an influence on the streamwise and wall-normal
turbulence intensities, the turbulent shear stress, and the total shear stress distributions in
the channel. The superhydrophobic surfaces with ribs/cavities oriented longitudinal to
the flow direction showed decreased peak values of the streamwise and wall normal
turbulence intensities. The peak turbulent shear stress value was also decreased in the
near-wall region of the superhydrophobic surface, along with the turbulent kinetic energy
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compared to control surfaces. The reductions in Urms, Tturb, and P were shown to be
Reynolds number dependent with larger reductions in the peak values compared to
control tests occurring as the Reynolds number was increased. Reductions as large as
17% and 23% were seen with the superhydrophobic surfaces for near-wall peak Tturb and
P values compared to control surfaces. The influence of the superhydrophobic surfaces
on the flow domain extended itself deeper into the flow domain as the Reynolds number
was increased. For superhydrophobic surfaces with ribs/cavities oriented transverse to the
flow direction there was no reduction in the turbulent flow statistics compared to the
control surfaces but an actual increase in Vrms, Tturb, and P was seen, which also appeared
to be Reynolds number dependent.
From the total shear stress distributions in the channel the friction factor on the
superhydrophobic walls was determined. The results showed that when the ribs/cavities
are oriented parallel to the flow direction a reduction in the friction factor occurs
compared to the smooth channel configuration. Fits to the friction factor data for the
longitudinal non-wetting surfaces showed reductions in the friction factor as high as 11%.
The reduction was Reynolds number dependent with the reduction increasing as the
Reynolds number increased. Data for control surfaces and surfaces with ribs/cavities in
the longitudinal orientation, where the cavities were allowed to wet, showed generally
similar behavior. When the ribs/cavities are oriented transverse to the flow direction a
modest increase in the friction factor across the superhydrophobic surface was observed.
The increase occurred for both wetted and non-wetted surfaces. A comparison between
the friction factors in the longitudinal and transverse direction show that the
superhydrophobic surfaces are only effective in decreasing the frictional resistance on the
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superhydrophobic surfaces when oriented with the ribs/cavities longitudinal to the flow
direction. This is contradictory to the microchannel cases in which reduction in the
frictional resistance was seen for channels with superhydrophobic walls with ribs/cavities
in both the longitudinal and transverse orientations.
Channel average friction factor data derived from differential pressure
measurements taken across the superhydrophobic surfaces showed similar trends as seen
for the friction factors determined from the total shear stress distribution. The transverse
orientation showed slightly higher friction factors compared to the control surfaces, while
the superhydrophobic surfaces in the longitudinal configuration showed a decrease in the
friction factor. The magnitude of the reduction or increase in the friction factor was
surface dependent and was less than that seen for the bottom-wall friction factor based on
the total shear stress distribution. This was due to the friction factor derived from the
pressure measurements being an average friction factor which includes the top, bottom,
and side walls in its estimate.
Experimental results for the turbulent flow study were compared to numerical
simulations present by Jeffs et al. [92] and others [64, 65, 93]. The experimental data
agreed well with qualitative behavior presented by these investigators.

When the

streamwise velocity measurements were plotted using inner wall coordinates for the
superhydrophobic non-wetting surfaces, there was an apparent offset from the Spalding
correlation throughout the inner wall region with higher u+ values at corresponding y+
values, compared to the control surfaces and the Spalding correlation. This offset and the
form that the profile takes agrees qualitatively with DNS predictions of Martell [93] and
also the predictions of Jeffs et al. [92].
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The influence of the orientation of the

ribs/cavities on the frictional resistance on the experimental results also agreed with the
numerical and theoretical predictions of Min et al. [64] and Fukagata et al. [65].
In general terms, the use of superhydrophobic surfaces has been shown in this
study to be an effective way to reduce frictional wall resistance in both laminar and
turbulent flow. In the laminar case, reductions are obtainable primarily in micro-scale
devices and the reduction of the wall shear stress due to the formation of the liquid-gas
interface is the mechanism causing the reduction in the frictional resistance. The use of
superhydrophobic surfaces in the turbulent flow regime is limited to macrochannels,
because in a microchannel environment the pressure required to induce turbulent flow
would exceed that of the Laplace pressure. In the turbulent flow regime it was shown
that the primary mechanism leading to drag reduction was a reduction in the streamwise
and wall-normal turbulent fluctuations. Reductions in frictional resistance in the turbulent
flow scenario were shown to only be obtainable with ribs/cavities aligned parallel to the
flow direction. Ribs/cavities in the transverse direction tend to increase the frictional
resistance.
It is recommended that further work should be continued in three areas to provide
a better understand of superhydrophobic surfaces and their use in practical applications.
The first area of emphasis would be in the development of coatings or surfaces that are
significantly more resilient to the fluid environment. The coatings used in this study
were sufficient for the intended research, but the downfalls of each of the coatings in an
industrial application would be their inability to maintain their hydrophobic state for long
durations of time. In the turbulent flow studies the coatings had difficulties maintaining
their hydrophobic state for Reynolds > 9000. To successfully use these coating in a
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commercial application the coatings or surfaces themselves would need to be able to
maintain the superhydrophobic state indefinitely. The next area would be continued
research in the influence of these surfaces in the turbulent flow regime. The influence of
key parameters such as the cavity fraction, Fc, and the relative module width, Wm, need to
be studied further. The turbulent flow study for macrochannels in this work examined
primarily one cavity fraction (Fc ≈ 0.80) and one relative module width (Wm ≈ 0.0047).
By examining other cavity fractions and relative module widths the influence on
governing parameters will be better understood and predictive expressions similar to
what was done in the laminar regime for microchannels will be developed and verified
for the turbulent flow regime. The last area of emphasis would be in the development
and use of new structured surfaces that may be more effective at reducing the frictional
resistance compared to the rib/cavity configuration. This may included features such as
posts, spikes, and other features yet to be developed. It is believe that through future
developments superhydrophobic surfaces will become a viable method for reducing
frictional resistance in both microscale and macroscale devices.
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Appendix A.

ITS-RIE Silicon Bosche Parameters for Etched
Ribs and Cavities

General Parameters to etch features 15-20 µm into silicon substrate

To increase the depth of the etch (height of the ribs) the number of cycles was
increased.
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Pressure settings

Gas settings
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RF settings

Back cooling settings
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Appendix B.

Reservoirs and Microchannel Holder

259

260

261

262

263

264

Appendix C.

Matlab Code for Average and Standard
Deviation of Pressure Data

%Reads in pressure data and allows user to select range of data to examine.
%Returns average and standard deviation for range selected.
%Created by Brady Woolford
%October 2004
clc
close all
clear all
data=textread('150L_teflon.txt'); %reads in text file
sample_rate=1/data(1);
scale=10;%Adjusts the amount of data being used
pressure=data(2:10:length(data));%pressure data from file
time(1)=0;
for i=2:(length(pressure))
time(i)=sample_rate*scale+time(i-1);%creates time array to go with pressure data
end

plot(time,pressure)
xlabel('time (seconds)')
ylabel('pressure (psi)')
SP=input('Select starting point: ')%Prompts user to select starting time of desired range
EP=input('Select end point: ')%Prompts user to select ending time of desired range
SPvalue=SP/(sample_rate*scale);
EPvalue=EP/(sample_rate*scale);
time_range=time(SPvalue:EPvalue);%creates array with selected time range
pressure_range=pressure(SPvalue:EPvalue);%creates array with selected pressure range
Average=mean(pressure_range); %average of pressure range
standard_dev=std(pressure_range);%standard deviation of pressure range
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Appendix D.

Uncertainty Analysis for Microchannel
Experiments

The uncertainty in fRe when the loss terms were included was given as
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)

The uncertainty in each component was determined from both the bias error and the
precision error of the uncertainty. The uncertainty in the differential pressure transducer
included both the uncertainty in the pressure transducer χ ΔP , I

,along

with

the

uncertainty in the measurements taken from the pressure transducer, χΔP,M. The root sum
square of these two uncertainties constitutes χ ΔP the total uncertainty in the pressure
measurement, as given in Eq. D.2.
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χ Δp = χ Δ2P,M + χ Δ2P, I

(D.2)

The uncertainty in the length, χL , was due to the resolution on the calipers used to
measure the length of each channel.

⎛1
⎞
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⎝2
⎠

2

(D.3)

To uncertainty in the hydraulic diameter can be expressed as
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(D.4)

Due to the definition of the hydraulic diameter for a rectangular channel the uncertainty
in the hydraulic diameter was due to but the uncertainty in the channel height
measurement, H, and the channel width, B. The uncertainty in the measured channel
height is due to the resolution of the micrometer, Hres , and the error in the measurements
taken, SX, where the student t-distribution is taken for 40 measurements and a 95%
confidence interval, XDF,α. The uncertainty in the width of the flow channel was taken to
be due to the resolution of the calipers, Bres, used to measure the width.
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The uncertainty in the width is also used in Eq. D.1. The viscosity and density values
used to calculate fRe were based on the temperature measurement, therefore the error in
the temperature measurement will provide uncertainty in both the viscosity, χµ, and the
density, χρ. where both errors were determined from a perturbation analysis. In this
analysis the uncertainty in the temperature was used in the correlations for the density
and viscosity to determine how much error were in the values used from the temperature.
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⎞
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(D.7)

χ ρ , χ μ = ρ ( χT ) , μ ( χT )

(D.8)

The uncertainty in the measured flow rate (Q=V/t) was dependent on both the uncertainty
in the volume measured, χV, and the uncertainty in the time, χt. This uncertainty could be
determined from the root square sums of each associated error multiplied by the partial
derivative of the flow rate with respect to each variable.
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Both of the uncertainties for the volume and the time were due to the error in the
measurement device for each.

The error in the volume was the resolution of the

graduated cylinder and the error in the time was the resolution of the measurement
device.
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The uncertainty in the Reynolds number, χRe, was determined through the root square
sums of the uncertainty of each variable in the definition of the Reynolds number
multiplied by the partial derivative of the Reynolds number with respect to each
individual variable.
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2

(D.12)

The uncertainties determined in the previous equations can now be used to determine the
uncertainty in fRe, which also accounts for uncertainty in the minor loss terms, where fRe
with the minor loss terms is given as

fRe =

ΔPDh3 B
D
− ∑ K L h Re
L
LQμ

(D.13)

To determine this uncertainty the partial derivatives of fRe with respect to each variable
were determined and then multiplied by the associated uncertainty with each variable as
shown in Eq. D.14.
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These terms was also divided by fRe to put the error on a percentage basis. The partial
derivatives for each variable are given in the following equations.
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The final expression in Eq. D.1 comes from substituting Eq. D.22 into Eq. D.21

(

Kˆ = 2 K L ρ Q 2 ΔPB 2 Dh2

)

(D.22)

where Eq. D.22 represents the fraction of the total pressure drop associated with the
minor losses at the entrance and exit of the microchannel.
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Appendix F. Dimensional Drawing of Macrochannel
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Appendix G. Dimensional Drawing of Flow Conditioner
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Appendix H. Settings Used for PIV Analysis

Table 0.1 Indication of the values used in the DaVis software to analysis the acquired PIV images.

Operation

Property

Value

Image Preprocessing

Subtract sliding
background length

10 pixel

Vector Calculation
Parameter

Iterations

First Setting

Multipass (Decrease
size)

-

Window pixel size 128 ×128

-

50% overlap

-

1 pass

Second Setting
-

Window pixel size32 ×32

-

50% overlap

-

1 pass

Usage of masked out Use pixel masking on
pixels
images

On – Used default settings on
condition for disabling vectors by
pixel masking and condition to
switch to direct calculation

Vector
postprocessing

Select -Delete vector if peak ratio Q
< 1.5

Do vector
postprocessing

Select- Median filter strongly
remove & iteratively replace
Remove if diff. to avg. > 2.5
(re)insert if diff. to avg. < 3
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Appendix I. Matlab Code for Circle Fit used in PIV
Calibration
Data Input File
%Data Input file for circle fit for pixel to mm conversion
%Created by Brady Woolford
clear all
close all
clc
format long
%Input pixel location
x =[462 364 212 202 202 290 307 351 395 445 519 618 701 714 809 833 812 768 701 531;204
236 406 443 608 749 768 801 823 839 845 828 784 773 650 515 403 328 263 201];%first row is
x pixel locations, second row is y pixel locations
[z, r, residual]=fitcircle(x)%',linear'
%diameter of glass rod
d=3.1055; %mm%.431 small rod, large rod 3.089
%pixel to mm conversion
conver=d/(2*r)
%predict bottom pixel
bottom_pixel=r+z(2,1)
Circle Fit Program
function [z, r, residual] = fitcircle(x, varargin)
%FITCIRCLE least squares circle fit
%
% [Z, R] = FITCIRCLE(X) fits a circle to the N points in X minimising
% geometric error (sum of squared distances from the points to the fitted
% circle) using nonlinear least squares (Gauss Newton)
%
Input
%
X : 2xN array of N 2D points, with N >= 3
%
Output
%
Z : center of the fitted circle
%
R : radius of the fitted circle
%
% [Z, R] = FITCIRCLE(X, 'linear') fits a circle using linear least
% squares minimising the algebraic error (residual from fitting system
% of the form ax'x + b'x + c = 0)
%
% [Z, R] = FITCIRCLE(X, Property, Value, ...) allows parameters to be
% passed to the internal Gauss Newton method. Property names can be
% supplied as any unambiguous contraction of the property name and are
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%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%
%

case insensitive, e.g. FITCIRCLE(X, 't', 1e-4) is equivalent to
FITCIRCLE(X, 'tol', 1e-4). Valid properties are:
Property:
Value:
-------------------------------maxits
positive integer, default 100
Sets the maximum number of iterations of the Gauss Newton
method
tol
positive constant, default 1e-5
Gauss Newton converges when the relative change in the solution
is less than tol
[X, R, RES] = fitcircle(...) returns the 2 norm of the residual from
the least squares fit

Example:
%x = [1 2 5 7 9 3; 7 6 8 7 5 7]; %first row is x pixel locations, second row is y pixel
locations
%
% Get linear least squares fit
%
[zl, rl] = fitcircle(x, 'linear')
%
% Get true best fit
%
[z, r] = fitcircle(x)
%
% Reference: "Least-squares fitting of circles and ellipses", W. Gander,
% G. Golub, R. Strebel - BIT Numerical Mathematics, 1994, Springer
% This implementation copyright Richard Brown, 2007, but is freely
% available to copy, use, or modify as long as this line is maintained
error(nargchk(1, 5, nargin, 'struct'))
% Default parameters for Gauss Newton minimisation
params.maxits = 100;
params.tol = 1e-5;
% Check x and get user supplied parameters
[x, fNonlinear, params] = parseinputs(x, params, varargin{:});
% Convenience variables
m = size(x, 2);
x1 = x(1, :)';
x2 = x(2, :)';

% 1) Compute best fit w.r.t. algebraic error using linear least squares
%
% Circle is represented as a matrix quadratic form
% ax'x + b'x + c = 0
% Linear least squares estimate found by minimising Bu = 0 s.t. norm(u) = 1
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%

where u = [a; b; c]

% Form the coefficient matrix
B = [x1.^2 + x2.^2, x1, x2, ones(m, 1)];
% Least squares estimate is right singular vector corresp. to smallest
% singular value of B
[U, S, V] = svd(B);
u = V(:, 4);
% For clarity, set the quadratic form variables
a = u(1);
b = u(2:3);
c = u(4);
% Convert to centre/radius
z = -b / (2*a);
r = sqrt((norm(b)/(2*a))^2 - c/a);
% 2) Nonlinear refinement to miminise geometric error, and compute residual
if fNonlinear
[z, r, residual] = fitcircle_geometric(x, z, r);
else
residual = norm(B * u);
end
% END MAIN FUNCTION BODY
% NESTED FUNCTIONS
function [z, r, residual] = fitcircle_geometric(x, z0, r0)
% Use a simple Gauss Newton method to minimize the geometric error
fConverged = false;
% Set initial u
u = [z0; r0];
% Delta is the norm of current step, scaled by the norm of u
delta = inf;
nIts = 0;
for nIts = 1:params.maxits
% Find the function and Jacobian
[f, J] = sys(u);
% Solve for the step and update u
h = -J \ f;
u = u + h;
% Check for convergence
delta = norm(h, inf) / norm(u, inf);
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if delta < params.tol
fConverged = true;
break
end
end
if ~fConverged
warning('fitcircle:FailureToConverge', ...
'Gauss Newton iteration failed to converge');
end
z = u(1:2);
r = u(3);
f = sys(u);
residual = norm(f);

function [f, J] = sys(u)
%SYS Nonlinear system to be minimised - the objective
%function is the distance to each point from the fitted circle
%contained in u
% Objective function
f = (sqrt(sum((repmat(u(1:2), 1, m) - x).^2)) - u(3))';
% Jacobian
denom = sqrt( (u(1) - x1).^2 + (u(2) - x2).^2 );
J = [(u(1) - x1) ./ denom, (u(2) - x2) ./ denom, repmat(-1, m, 1)];
end % sys
end % fitcircle_geometric
% END NESTED FUNCTIONS
end % fitcircle

function [x, fNonlinear, params] = parseinputs(x, params, varargin)
% Make sure x is 2xN where N > 3
if size(x, 2) == 2
x = x';
end
if size(x, 1) ~= 2
error('fitcircle:InvalidDimension', ...
'Input matrix must be two dimensional')
end
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if size(x, 2) < 3
error('fitcircle:InsufficientPoints', ...
'At least 3 points required to compute fit')
end
% determine whether we are measuring geometric error (nonlinear), or
% algebraic error (linear)
fNonlinear = true;
switch length(varargin)
% No arguments means a nonlinear least squares with defaul parameters
case 0
return
% One argument can only be 'linear', specifying linear least squares
case 1
if strncmpi(varargin{1}, 'linear', length(varargin{1}))
fNonlinear = false;
return
else
error('fitcircle:UnknownOption', 'Unknown Option')
end
% Otherwise we're left with user supplied parameters for Gauss Newton
otherwise
if rem(length(varargin), 2) ~= 0
error('fitcircle:propertyValueNotPair', ...
'Additional arguments must take the form of Property/Value pairs');
end
% Cell array of valid property names
properties = {'maxits', 'tol'};
while length(varargin) ~= 0
property = varargin{1};
value = varargin{2};
% If the property has been supplied in a shortened form, lengthen it
iProperty = find(strncmpi(property, properties, length(property)));
if isempty(iProperty)
error('fitcircle:UnkownProperty', 'Unknown Property');
elseif length(iProperty) > 1
error('fitcircle:AmbiguousProperty', ...
'Supplied shortened property name is ambiguous');
end
% Expand property to its full name
property = properties{iProperty};
switch property
case 'maxits'
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if value <= 0
error('fitcircle:InvalidMaxits', ...
'maxits must be an integer greater than 0')
end
params.maxits = value;
case 'tol'
if value <= 0
error('fitcircle:InvalidTol', ...
'tol must be a positive real number')
end
params.tol = value;
end % switch property
varargin(1:2) = [];
end % while
end % switch length(varargin)
end %parseinputs
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