ABSTRACT Automated software defect prediction is an important and fundamental activity in the domain of software development. However, modern software systems are inherently large and complex with numerous correlated metrics that capture different aspects of the software components. This large number of correlated metrics makes building a software defect prediction model very complex. Thus, identifying and selecting a subset of metrics that enhance the software defect prediction method's performance are an important but challenging problem that has received little attention in the literature. The main objective of this paper is to identify significant software metrics, to build and evaluate an automated software defect prediction model. We propose two novel hybrid software defect prediction models to identify the significant attributes (metrics) using a combination of wrapper and filter techniques. The novelty of our approach is that it embeds the metric selection and training processes of software defect prediction as a single process while reducing the measurement overhead significantly. Different wrapper approaches were combined, including SVM and ANN, with a maximum relevance filter approach to find the significant metrics. A filter score was injected into the wrapper selection process in the proposed approaches to direct the search process efficiently to identify significant metrics. Experimental results with real defect-prone software data sets show that the proposed hybrid approaches achieve significantly compact metrics (i.e., selecting the most significant metrics) with high prediction accuracy compared with conventional wrapper or filter approaches. The performance of the proposed framework has also been verified using a statistical multivariate quality control process using multivariate exponentially weighted moving average. The proposed framework demonstrates that the hybrid heuristic can guide the metric selection process in a computationally efficient way by integrating the intrinsic characteristics from the filters into the wrapper and using the advantages of both the filter and wrapper approaches.
I. INTRODUCTION
Enterprise software spending worldwide amounted to $3.8 trillion in 2014 [1] with quality assurance and testing accounting for 23% of the spending [2] . The significant amount of spending allocated to software testing shows the importance and criticality of software testing in software development life cycle (SDLC). However, modern software systems are inherently large and complex which makes them highly prone to defects. Different entities like processes, products and resources of the software systems are being continuously updated. Changes in resources are also frequent as developers move from project to project or adopt new tools.
This makes the software systems not only large and complex but also highly evolving. As a result, setting measurable targets and ensuring the quality of such complex and highly evolving software systems is very challenging.
Software engineers' ultimate aim is to release bug-free high quality software to end users. Unfortunately, defects are inevitable in large-scale software systems thus mechanisms are required for locating and correcting the faults. Although software testing is one of the popular techniques commonly adopted to reduce software defects and thereby ensure the quality of the system, it requires the execution of exhaustive test cases which become quite tedious and expensive.
Moreover, testing is limited to the case before software release due to limited resources, usage scenarios, execution environments and time compared to actual operational situations. No structural testing strategy can guarantee enough software testing to completely eliminate bugs and experimental studies on test effectiveness ratios show that it is typically no better than 40% for statement coverage [3] . This makes effective prediction of defect-prone components of software an essential part of modern software engineering. However, locating and correcting a software defect following deployment is 100 times more expensive than repairing it during the development process [4] . Moreover, delayed prediction of the fault allows it to propagate to subsequent development stages and complicate the whole prediction process. Similarly, prediction in early stages is challenging due to the unavailability of its own failure data at those stages [5] .
Generally, internal and external metrics are used as software quality measures to designate the level of software reliability. The internal metrics are measured by considering only the source code of the software whereas external metrics are measured by considering only the behaviour or functionalities of the software [2] . Software engineers need the key internal metrics causing the defects at an early development stage to predict the key metrics of entities of later life-cycles for monitoring and controlling the products. They also need to track changes across different entities like process, product and resources as different versions are released. For example, changes may happen in the design, code, regression tests, test requirements, processes and resources from one release to the next. Changes in the key attributes of different entities can potentially indicate problems in design, or a fall in quality and reliability. This, in turn can help to identify the modules at the development stage that are most likely to be errorprone or difficult to maintain and test later on. This requires the measurement of a large number of internal metrics of different entities. However, it is very hard and expensive for the developers to monitor, measure, analyze and track all metrics of the different entities of highly evolving software systems at every release to ensure its quality. Current literature on defect prediction shows limited capability in achieving a less expensive measurement process [6] , [7] .
Thus, automated prediction of defect-prone components of software is an important and fundamental activity for highly dynamic software systems in the course of the software development process. Many approaches that use standard machine learning (ML) techniques such as naïve bayes (NB) [8] , support vector machines (SVM) [9] , decision trees [10] , and neural networks [11] have been proposed for software defect prediction based on the measure of internal metrics and defect data from similar projects [12] - [14] or earlier releases to construct defect prediction models.
Filter [15] and wrapper [16] approaches both are used in metric selection. Filter models use heuristics on the dataset to reduce the overall search space. Filter approaches do not consider performance evaluation during their metric ranking process as that is usually done later. Therefore, performance of the selected subset in fault prediction may not be guaranteed all the time. Also, performance can be affected due to independent feature evaluation without considering their interaction. On the other hand, wrapper approaches use an induction algorithm to evaluate the performance of a selected feature subset. Typically, for an m-dimensional metric dataset, a wrapper approach needs to search from the 2 m subset space to find the most significant subset of metrics. Therefore, it is computationally expensive [17] due to the exponential search space. While the wrapper approaches consider feature dependencies, they show a risk of over-fitting [17] , [18] .
Although software defect prediction models have been of considerable interest to researchers and practitioners over the past two decades; to the best of our knowledge, there are limited research and methods available in the current literature to determine the key metrics for efficient automated monitoring and controlling to achieve a high quality product at every release. As the selection of high quality metrics is imperative for developing a highly accurate software defect prediction mechanism, a reliable, low-overhead, and best-performing defect prediction model is an urgent requirement [19] .
In this article, we propose a hybrid wrapper-filter approach for software faults prediction and metric selection. The novelty of the proposed approach is that we introduced different wrapper heuristics and hybridized with the filter approaches. Two wrapper heuristic based hybrid models were proposed including SVM hybrid heuristics and Artificial Neural Network (ANN) hybrid heuristics, and then the hybrids have been applied to find the significant metrics from the software defect data. This avoids the impact of any bias by the wrapper to find the best subset of metrics. In summary, we make the following contributions:
• We formulate the defect prediction and key metric selection problem as a single optimization problem.
• We propose a novel framework for identifying significant metrics using a combination of different wrapper and filter techniques to minimize the search space. The novelty of our approach is that it embeds the metric selection and training processes of software defect prediction into a single process while reducing the measurement overhead significantly.
• A hybrid model that couples SVM and ANN with a maximum relevance (MR) filter for high prediction accuracies;
• Two different wrappers and corresponding wrapper scores were been used with a filter score to justify the performance of the hybrid algorithms. The rest of the article is organized as follows. The next section presents the background terminology on software metrics and related work on fault prediction. Section III provides a mathematical formulation of the metric selection problem and discusses the proposed framework for metric selection and fault prediction and their related algorithms. Experimental analyses using real software fault data and the results of using the proposed framework has been presented in section IV. The conclusion and future work is discussed in the last section.
II. BACKGROUND AND RELATED WORK
In this section, we present some important software metrics that are used for the efficient design of a defect predictor, and some fault prediction research work closely related to ours.
A. SOFTWARE METRICS
Measurements are needed in software products for the purpose of quality assurance, performance, debugging, management, and estimating costs. These also play a vital role in discovering defects in software components. Measurements are usually carried out for software metrics. Different software metrics are used for defect prediction. In object oriented (OO) software, design coupling based metrics such as coupling between objects (CBO), response for a class (RFC), message passing coupling (MPC), and information-flow-based coupling (ICP) play important roles in defect prediction [14] . A systematic review targeting software defect prediction conducted in [13] showed that the most correlated OO metrics are CBO, RFC, and LOC. Furthermore, Chidamber and Kemerer's (CK) and traditional source code metrics were proved to be useful for software defect prediction in [20] .
The description of metrics is available in several literatures. However, to make our article independent, below we summarize some of the important software metrics.
1) LINES OF CODE (LOC) METRIC
This is a very basic software metric, that includes the number of executable source instructions excluding comments, blank lines, and any non-executable lines. Many studies have shown a rough correlation between the LOC metric and the number of defects in software [21] .
2) THE MCCABE CYCLOMATIC COMPLEXITY (MCC) METRIC
This metric measures the amount of independent decision logic through a program's source code, which represents how complex the source code is to test. It may also be applied to individual functions, modules, methods or classes within a program. It is proved to be an important metric for predicting software defects [22] .
Control flow graph G can be used to measure the MCC metric of a software product where
• Each node corresponds to a block of sequential code, and • Each edge corresponds to a path created by a decision. It can be calculated by the following equation
where
• e = number of edges in the graph,
• n = number of nodes in the graph, and • p = number of connected module components in the graph
As for example, the MCC calculated from the control flow graph of Fig. 1 is v(G) = 5 (where e = 8, n = 7, and p = 2). That means, it needs to test five independent decision logics to test all of the functionality. 
3) THE MCCABE ESSENTIAL COMPLEXITY (MEC) METRIC
This metric measures the amount of poorly-structured logic through a program's source code. It iteratively reduces the structured control sequences (e.g. if-then-else, for loops, and while loops) into a single entry point and a single exit point to provide a measure of how well a software program is structured. While a program with a high MCC is difficult to test, a low MEC of the same program allows a programmer to break up the program into some smaller functions to test the individual functions easily. Programs or functions with a high MEC means that they are hard to maintain. Control flow graph G, as used for measuring the MCC metric, is used for measuring the MEC metric ev(G). Nodes 2, 3, 4, 5, and 6 of the control flow graph shown in Fig. 1 could be iteratively reduced to a single node. So, ev(G) = 1. That means, managing the software/program source code relating to this flow graph is easy.
4) THE MCCABE MODULE DESIGN COMPLEXITY (MMDC) METRIC
This metric measures the amount of decision logic involved with subroutine calls by a module. It quantifies how much security testing is required if the module is integrated with the rest of the system. A study in [23] suggests that the MMDC metric could be used for software defect prediction. This is calculated as an MCC metric by reducing the control flow graph G by removing the nodes representing the decision logic that does not impact the calling control of the module over its subroutines. For example Fig. 2 shows a control flow graph G for the corresponding program code. Nodes 8 to 12 of G could be reduced to a single node that does not have any impact on the calling control of the module over its subroutines subA() and subB(), and thus the MMDC of G is iv(G) = 3. 
5) HALSTEAD METRICS
Halstead considers some primitive parameters of the implemented software product or program to measure its length, effort, development time, and other factors. The primitive parameters are as follows [24] .
• n 1 = the number of operators (distinct ),
• n 2 = the number of operands (distinct ),
• N 1 = the total number of operators, and • N 2 = the total number of operands. Based on the above parameters, several Halstead measurements can be calculated as follows [24] .
• Program vocabulary:
• Programming effort: E = D × V , and • Estimated time: T = E S seconds, where S is the speed of mental discriminations, which is recommended as 18.
6) OBJECT ORIENTED METRICS
Object oriented (OO) metrics are one of the most widely used metrics for predicting defects in software products [13] . Some of the commonly used OO metrics are as follows.
• Coupling between objects (CBO) [25] : When a class uses methods or instance variables defined by the other class, these two classes are then said to be coupled. It is defined as the number of classes to which a class is coupled.
• Response for a class (RFC) [25] : An object of a class invokes a set of functions of the class, and each of the methods may directly call several remote methods. RFC of a class is defined as the sum of the number of methods in the class and the number of external methods directly called by those methods.
• Message passing coupling (MPC) [26] : MPC is define as the total number of call statements identified in a class or the number of messages passed between objects within the local method of a class.
• Data abstraction coupling (DAC) [26] : DAC is defined as the total number of other class types defined as an attribute in a class. DAC excludes the count of primitive types, inherited types from the base class, and system types.
B. RELATED WORK
A systematic review, primarily intended for software fault prediction (SFP) using ML techniques, of 64 primary studies with seven categories from January 1991 to October 2013, was presented in [13] . The author showed that the ML models are superior than the traditional statistical models to classify software modules as either defective or non-defective. It was identified in the study that (a) the most widely used ML techniques for the prediction of software faults are C4.5, naïve bayes (NB), multilayer perceptron (MLP), support vector machines (SVM), and random forest (RF), (b) the most commonly used metric selection technique is the filter approach of correlation-based feature selection, (c) the most frequently used metrics are the procedural metrics, (d) the most useful OO metrics are CBO, RFC, and LOC, (e) the most frequently used dataset is the NASA dataset, and (f) the most widely used performance measures are the accuracy, precision, recall, area under a receiver operating characteristic curve (AUC), and F-Measure. Another systematic literature review was carried out in [20] on 106 primary studies to determine which are the most widely used metrics for software defect prediction. It is observed from the study that 49% of the metrics used are OO (Chidamber and Kemerer's (CK) metrics are among the highest), 27% are traditional source code metrics or 24% are process metrics.
A fuzzy logic based defect prediction model which uses only the most important reliability metrics to predict faults at each phase of the SDLC was presented in [5] . The metric selection process was carried out through an expert opinion, and so the evaluation may be biased due to this nonautomated process. As training a classifier with the same project datasets performed better than its counterpart [27] , involving an expert may lead to the selection of key metrics from different projects. Abaei et al. [28] , on the other hand, proposed a semi-supervised hybrid self-organizing map (HySOM) model as a combination of self-organizing map (SOM) and ANN, which eliminates the strong requirements of software quality experts and historical data. In our case, expert knowledge is not required to select the key metrics. Rather, the model is able to select those as a part of labeling modules as either defective or non-defective.
Hassan [29] used changes in software components to predict defects on those components. A successful attempt of VOLUME 6, 2018 applying the adaptive neuro fuzzy inference system (ANFIS) model which uses expert knowledge in terms of a number of fuzzy sets and types of membership functions at the training and learning to predict software faults was presented in [30] .
An ML-based software fault prediction model and the effort estimation model are proposed in [31] . A rule extraction algorithm was used to develop the decision trees to understand how automated prediction was made. An associationrule mining based approach was proposed in [32] which utilized the software defect patterns to find out the action patterns responsible for the software defects.
The influence of dataset size and metrics set on the performance of the software fault prediction showed that the random forest (RF) and naïve bayes (NB) techniques outperform as a software fault predictor for the large and small datasets, respectively, for the method-level metrics (irrespective of the presence of the derived Halstead metrics) [6] . On the other hand, fault prediction using the class-level metrics, whether correlation-based metric selection applied to it or not, shows that NB is the best fault predictor. While these techniques were evaluated based on the metric types and size, they were unable to make any conclusion about the minimum sized significant metrics for the defect prediction, which is the case of our model.
A comparative study between the software design and code metrics to evaluate their effectiveness in predicting faults on software modules showed that using only the design metric on the very early stages of the software development cycle could be a better policy of predicting faults as early as possible [7] . One of the main drawbacks of this work is that the evaluation was carried out only on a single dataset, which may show biased results in the final defect prediction model. In our case, we used different types of datasets for our evaluation. Moreover, we not only predicted defects on software modules, but also selected the key metrics.
Feature selection and software defect classification techniques were proposed in [12] . It was shown that the performance of this classifier can be further improved if only the important features, rather than all the features, are applied. A comparison of search space optimization was made which showed that greedy forward elimination (GFE) is efficient than correlation-based forward elimination. However search space optimization approach is based on only filter heuristic techniques whereas in our approach we used filter, wrapper and their hybrid techniques along with the sequential elimination techniques.
A general framework for software defect prediction was proposed and evaluated in [33] . The key objective of that framework was to solve the potential bias in the baseline experiments of [19] . The main components of the framework were evaluation and prediction. In the evaluation stage, different learning techniques were analyzed to choose the best subset of metrics from the historical data. In the prediction stage, this subset of metrics was used to train the predictor using historical data. Then that predictor was used to predict the faults of software with new data. Although this framework was stable, provided more accurate results, and solved the baseline bias of the previous approaches, one of the disadvantages was that the metric selection and defect prediction were performed in two separate steps, rather than in a single step. Reducing these two steps process into a single embedded process may reduce the computational complexity. This is one of the main focuses of our article.
Earlier work of Huda et al. [34] on multivariate process monitoring and prediction of sources of out-of-control signals in manufacturing systems based on a hybrid of the wrapper and filter approach is proved to be efficient in determining most significant attributes. This approach [34] injected the useful information computed by the filter heuristic into the wrapper search process to reduce the search space while maximizing the performance of the classifiers. However, the approach proposed in [34] used a single wrapper heuristic that may affect the performance of the hybrid due to the bias of the particular wrapper approach. In this article, we extend this earlier work [34] and propose a muli Wrapper-Filter hybrid framework to detect the source(s) of the software faults.
III. METHODOLOGY A. PROBLEM FORMULATION
Let us assume that we have given a set of N training software modules X , {X : x j |j = 1, 2, 3, . . . , N } which have the corresponding set C of fault/no-fault classes {C : c l |l = 1, 2, 3, . . . , N }. It is also assumed that we have a set of n metrics {Q : q i |i = 1, 2, 3 . . . , n} based on that, the faults are identified in X . The problem of determining the set of significant software metric mathematically can be defined as
Here Perf(S k | X ) is a performance function that determines the capability of a set of metrics S k to identify the software fault which can be defined as
whereŷ i = 1 if the predicted fault typeĉ i by the decision function D of the wrapper is equal to the actual type c i otherwiseŷ i = 0. One of the the main difficulties is to select a subset of metrics S k that maximizes the Perf(S k | X ). This generates a subsequent problem to select an appropriate wrapper that can determine a decision function D to provide useful information about the selected significant metrics. The generation of subset S k ⊂ Q for G(Q, X ) in (2) is also computationally expensive task. Given an n−dimensional metric set, a fault prediction subsystem needs to find the significant software metrics from 2 n subsets using an exhaustive search. Reduction of the exponential search space to a lower computational complexity to determine a minimumsized subset of metrics while maximizing the performance of the defect detector is still a challenging problem.
B. HYBRID FRAMEWORK
Sequential backward elimination (BE) or forward elimination (FE) of attributes from a complete set of attributes of a dataset is a general approach and is widely used in the ML literature. The exponential search space generated by exhaustive methods can be easily reduced using BE or FE. However, complexity arises when minimum sized subset is required with the highest performance. For this purpose, while reducing the search space, heuristics are used in BE or FE. Two main heuristics are 1)filter and 2) wrapper. Filter heuristic approaches can extract intrinsic characteristics from data and are easily scalable to a high dimensional database of software modules. However, these approaches do not use any performance evaluation criteria. Thereby a subset selected by the filter does not guarantee maximum performance. In contrast, given the advantages of embedded performance evaluation, wrapper approaches face the risk of over-fitting and local optimization of decision functions [17] , [18] . Instead of improving the limitation of individual approaches, we propose a hybrid model that blends the two approaches by integrating filter's score into the wrapper selection process. Thus the proposed hybrid model has the advantages of both approaches. The hybrid model may be influenced by the drawbacks of an individual filter or a wrapper. However, in this paper, our proposed model uses different wrapper techniques to find a suitable wrapper that maximizes the performance while minimizing the dimension of the final subset. Two different wrapper frameworks are proposed: 1) Artificial Neural Network based Input Gain Measurement Approximation (ANNIGMA) [35] 2) Support Vector Machines (SVM) based wrapper scoring In the proposed hybrid models, a BE process is engaged where significant metrics are selected by using a hybrid wrapper-filter score. To guarantee the maximum performance of a selected subset, a wrapper evaluation is done for each subset S k . The benefits in the hybrid models are that the computation of heuristic score for each metric and subset evaluation are blended into a single software component. Moreover, application of the BE strategy with a wrapper-filter score reduces search space complexity from an exponential space 2 n to a polynomial space n with maximum performance for the selected subset. A detail algorithm is given in Algorithm 1. Algorithm 1 combines two wrappers in one process. At step-2, it takes input for which wrapper is selected. When input W=true, ANN is selected and when W=false, SVM is selected. In Algorithm 1, step-7 to step-33 run the main BE process. Filter score is computed at step-9. Cross-validation is executed between step-10 and step-20 in Algorithm 1. if i, r and s are the input, hidden and output layers, and F(q) = 1/(1 + exp(−q)) is a logistic activation linear function of the first and second layers, where W ir andW rs are the network weights of a two layer neural network shown in Fig. 3 . Then the ANNIGMA [35] score can be defined as
1) HYBRID MODEL-1: ANNIGMA WRAPPER AND FILTER

Decision function for a two layer ANN is as
where LG is is the local gain for ith input to sth output;
LG is = r |W ir ×W rs |. A cross validation approach is employed while training the wrapper ANN.
In each fold, the ANNIGMA score is computed for every metric. Then, after training all folds, the ANNIGMA score for ith metric q i and sth output node is averaged as
The ANNIGMA score for ith metric
where K is the total number of output nodes of the network. The score for each fold in cross-validation for ANNIGMA is computed using step-11 to step-14 and the average is computed using step-21 to step-25. In the hybrid, maximum relevance (MR) is considered as the filter. MR score of a metric is computed using their information gain as below which is normalized using the maximum score of the subset of the metric
where I (q i ; c l ) is the mutual information between q i and class label set C which is defined as
where H (q i ) is the entropy of q i with the probability density function p. Here q i takes discrete values from set of values
The MR score is computed using step-9 in Algorithm 1. The combined score of a metric in the VOLUME 6, 2018 4: Let S ← x j whole set of n metrics 5: Let S 0 ← initial sets of metrics 6: for i = 1 to n − 1 do 7: Current set of metrics S current ← S 8: Compute MR score using equation (8) 9:
for fold = 1 ton do 10: if (W == true) then 11: Train the wrapper ANN with software metric set S current 12: Compute ANNIGMA scores of all metrics in the set S current using equation (5) 13:
Compute accuracy 14: else 15: Train the wrapper SVM with software metric set S current 16: Compute SVM scores of all metrics in the set S current using equation (13) 17:
Compute accuracy 18: end if 19: end for 20: Compute average accuracy of all folds for S current 21: if (W == true) then 22: Compute average ANNIGMA of S current for sth output node by (6) 23:
Compute average ANNIGMA of S current by (7) 24: else 25: Compute average SVM score of S current by (14) 26: end if 27: Compute combined score for every metrics in S current by (10 to 15) 28: Rank the metrics in S current using combined score in descending order 29 :
Update the metric set S current by removing the metric with lowest score 31: S current ← S current − (metric with lowest score) 32 : end for 33: S BEST ← Find the subset from S 0 with the highest accuracy 34: return S BEST MR-ANNIGMA is computed as follows, and in step-28 in Algorithm 1. step-28 in Algorithm 1.
2) HYBRID MODEL-2: SVM WRAPPER AND FILTER
The decision function for SVM is defined by
where w · x j + b is the hyperplane that separates the faulty and non-faulty types, w is the weight vector, and b is the displacement in the hyperplane which is a constant. The weight vector w is computed through maximization of the distance between the supporting hyperplane and is defined as
Here γ j is the lagrange multiplier. The implication of a metric can be determined by taking the partial derivatives of the geometric distance between the two supporting planes max
2/||w|| 2 with respect to
where τ is a constant. The above derivation shows that ith metric with higher w i has more influence in determining the width of the margin of the resulting hyperplane. It concludes that a significant metric for better discrimination will have a higher weight w i . The score for each fold in cross-validation for SVM is computed using step-16 to step-18 in Algorithm 1. In the second proposed approach, SVM is hybridized with an MR filter score. While computing the the combined score, the SVM wrapper is trained using n-fold cross validation and SVM wrapper score for all metrics are averaged over all folds as defined below which is accomplished in step-26 in Algorithm 1.
SVMS(q
The combined score of a metric in the MR-SVM is computed as follows and in step-28 in Algorithm 1.
The hybrids (MR-SVM and MR-ANNIGMA) in the proposed framework use different wrapper models where cross validation training has been used to avoid the bias in wrapper score computation due to training data. In Algorithm 1, step-21 computes the average accuracy of each subset for each wrapper used as the evaluation criterion of the metric subset. The new subset generation and accuracy tracking of the subsets are accomplished in step-29 to step-32. The BE process in Algorithm 1 runs until the size of the subset of metrics is reduced to one. The subset with the highest accuracy or close to the highest accuracy with a smaller number of metrics is selected as the most significant subset. This process is accomplished in step-34 to step-35 in Algorithm 1.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The evaluation of the algorithms was carried out for the eight NASA datasets CM1, JM1, AR1, KC1, KC2, PC1, PC3, and PC4. The authors are aware of the problems on original NASA datasets. Therefore, the datasets were taken from its latest version from the openscience repository [36] . Tables 1-3 show the accuracies of the hybrid models (SVM-MR) and (ANN-MR) at different iterations of the BE approaches. These tables also include the accuracies of the BE iterations from the independent filter (MR) and the wrappers SVM and ANN. Each of the accuracies presented is an average of three trials. While computing average accuracies, trials trials with 10fold cross validation were considered. Table 1 shows the results for the PC4 dataset. It can be observed from Table 1 that while applying the BE iteration and the metrics are eliminated, SVM's accuracy drops from approximately 91% to 90% at 28 metrics. Then it increased to 91.038% at 25 metrics. After that accuracy did not increase, instead it dropped to 87% with single metrics. Therefore the best subset of metrics by SVM was identified as 25. MR achieved a maximum accuracy of 91.221% for 33 metrics and almost the same maximum accuracy (91.084%) was achieved with a metrics set of 19. The hybrid approach (MR-SVM) achieved almost 91% accuracy at different subset of metrics including 34, 20, 17 and 11. After that accuracy did not increase, instead it dropped to 87.6% with single metrics. Therefore the best subset from MR-SVM is considered as 11 with an accuracy of 91.038%. The results of hybrid model based on ANNIGMA are also presented in the Table 1 . ANNIGMA achieved 90.855% with 31 metrics and MR-ANNIGMA achieved 91.056% with 17 metrics. It also can be seen that hybrid model MR-ANNIGMA performed better than MR and ANNIGMA. A demonstration of the subset generation process including the computed score of each individual metric in each BE iteration of the hybrid models is shown in Fig. 4 . The hybrid models start with 37 metrics (Fig. 4a) , and the 15th metric achieves lowest score. Therefore, hybrid eliminates the 15th metric in its next BE iteration, and recalculated the score. This subset generation process was then shown for subset of 13 to 8 metrics as shown in Fig. 4b-Fig. 4g .
Similarly, Table 2 shows the final accuracy of the hybrid models for the PC3 dataset for MR-ANNIGMA. Both MR and ANNIGMA achieved almost the same level of accuracies with subset size 1. The subset generation process of the hybrid technique (MR-SVM) is shown in Fig. 5 and the corresponding accuracies of BE are presented in Table 2 . It is observed from Table 2 that for a subset of 10 metrics, the hybrid models outperform the other two approaches, achieving an accuracy of 88.053% compared to the maximum accuracy 87.558% and 87.651% of accuracies for SVM and MR with subset sizes of 2 and 36, respectively. An evaluation of hybrid models for the KC2 dataset is presented in Table 3 . It is observed that the minimum subset size for which MR-SVM achieved an accuracy of 83.269% is 3. Similar accuracies were achieved by SVM (83.014%) and MR (83.142%) for subset sizes 5 and 4, respectively. The results also show that MR-ANNIGMA achieved 84.713% for metric − 18 whereas ANNIGMA achieved 84.674% for metric − 3. For the KC2 dataset, MR-ANNIGMA performed better than ANNIGMA, MR-SVM and MR. Therefore, the hybrid technique outperforms both the wrapper and filter approaches. Experimental results show that different hybrids may perform differently depending on the wrapper. However, it is clearly observed from the experimental results that hybrids MR-SVM and MR-ANNIGMA perform better than the independent filter and wrapper approaches which significantly proves the VOLUME 6, 2018 effectiveness of the hybrid framework in software fault prediction and metric selection.
An analysis with varieties of different datasets is required to generalize the conclusion. We have conducted experiments with CM1, JM1, AR1, KC1, and PC1 datasets in addition to KC2, PC3, and PC4 datasets. We also analyzed the standard deviation while computing the accuracies and AUC for these various datasets. Table 4 compares the average accuracy and standard deviation of different approaches against different datasets. It is observed from the results that all the approaches achieved a higher accuracy (more than 93%) with the PC1 dataset compared to the other datasets, and MR-SVM achieved a higher accuracy of 93.99% compared to the other approaches for this dataset. The standard deviation values are in between 0.002 to 0.004 for these results. Table 5 presents the AUC value that we achieved for different approaches against different datasets. It is observed from the results that SVM and MR achieved maximum AUC of 0.674 and 0.687, respectively, for the KC1 dataset. For ANNIGMA, the maximum AUC of 0.688 was achieved for the KC2 dataset. However, hybrid approaches MR-ANNIGMA and MR-SVM achieved the highest accuracy of 0.678 and 0.701 for PC1 and JM1 datasets, respectively, with the standard deviation value between 0.006 to 0.014. From this analysis we may conclude the effectiveness of the hybrid framework in software fault prediction and metric selection.
The identity of the final metrics and the metric subset sizes are very important when comparing the performance of different techniques. It is observed from Table 1 that MR-SVM, MR, and SVM achieved final subset sizes of 11, 19, and 25, respectively, for the PC4 dataset. For the PC3 dataset, these are 10, 36, and 2, respectively (refer to Table 2 ). The significant metrics that form the final smallest subsets for PC4 and PC3 datasets for different techniques are presented in Table 6 . A list of software metrics used in the evaluation process for PC4, PC3 and KC2 datasets is shown in Table 7 . The metrics presented in Table 6 are represented by the serial number, which could be compared against the data of Table 7 to extract the metric names.
A multivariate exponentially weighted moving average (MEWMA) [37] is applied which simultaneously monitors and measures performance of two or more related quality characteristics for any out-of-control (OC) situation. The performance of the proposed framework using MEWMA is described as follows: The MEWMA statistical control chart is used to justify process performance for metrics. The results in Table 8 indicate that in PC3, proposed framework achieved 95.9% in-control (IC) vs. 4.1% as out-of-control (OC) situations for MR-SVM and 93.6% vs. 6.4% for in-control and out-of-control situations respectively, recorded for MR-ANNIGMA which is higher than the filter approach. Table 9 shows the MEWMA performance justification process for MR-SVM. MR-SVM achieved 94.0% vs. 6.0% for in-control and out-of-control situations respectively in PC4. The results show that hybrid model MR-SVM performed better than MR-ANNIGMA which proves that our proposed framework is also capable to find a suitable wrapper while it finds the most significant and compact subset.
V. CONCLUSIONS
Achieving the planned goal while ensuring high quality software is challenging. Traditional testing approaches are not sufficient enough for quality assurance due to the limited opportunities of user testing during software development. Automated techniques for software fault prediction at different stages of development is now ubiquitous in software quality monitoring. However this requires measuring and tracking of a large number of metrics which is time consuming and expensive. Therefore, determination of significant metrics for which software faults can be identified is a crucial problem.
In this article, we proposed a framework for finding significant metrics using a hybrid wrapper and filter framework. The novelty of the proposed framework is that it embeds the training of both metric selection and fault prediction in a single process which reduces the complexity of metric selection and fault prediction. The proposed framework demonstrates that the hybrid heuristic can guide the metric selection process in a computationally efficient way by integrating the intrinsic characteristics from filters into the wrapper and taking advantage of both the filter and wrapper approaches. Two different hybrid models were proposed using ANNIGMA and SVM wrappers and their hybrids with maximum relevance filters. An extensive experimental study with real software metrics and faulty datasets showed that the proposed framework performs significantly better than the conventional filter and wrapper approaches and it found more compact set of significant metrics while achieving higher performance in fault prediction. The current study was limited to procedural metrics. Therefore, in future studies, authors should extend this work for OO metrics and a combination of more filters and wrappers. Applying parallel computing can also be investigated to reduce the computational complexity. 
