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INTRODUCC ION 
La presente investigación tratará sobre algunas técnicas 
de operadores no lineales eh espacios de Banach. El propó-
sito fundamental de este trabajo consiste en describir 
de diversas maneras algunas técnicas, para que nos faciliten 
manipular con mayor destreza dentro del campo del análisis 
la teoría de operadores y especialmente en los espacios 
de Banach. 
Puesto que una de las iniciativas que surgen dentro 
del estudio de la enseñanza de la matemática, consiste 
en buscar nuevas maneras de presentar los contenidos matemá-
ticos a enseñar en todos los niveles y en especial a nivel 
superior con el próposito de lograr mejores resultados 
en el aprendizaje. Es por ello que la propuesta de estudio 
que se presenta en este trabajo está orientada dentro de 
la dinámica que mueve a todo sistema educativo. 
La descripción de los contenidos que se desarrollarán 
en esta investigación, es la siguiente: 
En el primer Capítulo se hace una breve descripción 
de las definiciones, proposiciones y teoremas más importan-
tes que nos permitirán dar las bases necesarias para desarro-
llar la teoría correspondiente a los operadores no lineales 




En el Segundo Capitulo, se describen las técnicas sobre 
operadores no lineales que se han considerado para este estu-
dio tales como las contractivas, de Compacidad, anallticidad 
y monotónicas, cada una de ellas estará acompañada de su res-
pectiva teoría y de ejemplificación correspondiente. 
En el Tercer y último capítulo se hace una revisión de 
los principales resultados de Browder y otros autores, a los 
cuales se les aplica técnicas similares a las utilizadas por 
ellos, obteniendo así algunos resultados nuevos. 
Finalmente se presentan algunas consideraciones que el 





Un espacio métrico es un par (M,d) formado por 
un conjunto ,M no vacío y una aplicación d: M x M 
llamada distancia en M(o métrica) denotada por d(x,y) para 
todo x,y M que cumple los siguientes axiomas: 
d1  ) d(x,y) = O si y sólo si x = y. .  
d2) Para todo los x,y.  M, d(x,y) = d(y,x). 
d3) Para todo los x,y,z e M, d(x,y) + 
d(y,z) (desigualdad triangular). 
Los elementos de un espacio métrico pueden ser de natu-
raleza arbitraria: números, punto, vectores, funciones, con-
juntos, etc. Sin embargo los llamaremos siempre los puntos 
de M. 
Cuando no se preste a dudas se denota el espacio métrico 
con el mismo símbolo que el conjunto base. 
Ejemplos.  
1. La recta real R. 
Sea M =tRy d la aplicación de R x R en R definida por: 
d(x,y) = lx-y1 para todo x,y R 
Teniendo en cuenta las propiedades del valor absoluto 
es inmediato comprobar que d es una métrica en R, y se cono- 
ce como métrica natural o usual de R.  
2 
, 
=> 2   al  + 
1=1 
a. b + b2 (*) 1 1 1 1=1 1=1 
Al espacio métrico ( p;d) lo designaremos simplemente 
por la recta real R. 
2. El espacio euclideo Rn  
Sea M = R_ y d' la aplicación de Rn x Rn en R de- 
finida por: 
d'(x,y) = x -y )2 ]1/2 para todo 3. 1 
x =1' (x xn), y = (y1  ... y) . n 
Los axiomas d d2 son inmediatos. Probaremos d3. 
Sean x (x11 ..., xn), y = yn) y z = (z1,..., zn)ER 
Hagamos al = xl - z y bx =z -y para 1 = 11 n. 1 1 
Entonces 





Por la desigualdad de Cauchy-Schwarz 
t b(a2 ) 1/2 b2 ) 1/2 de (*) se obtiene 
1=1 1 1=1 1 1=1 1  
[1.:P(x,y)1 <.[(>  a211/2 
1=1 
(\,> b2 )1/21 2 
7.-71. 1  
[d1 (x,y 2< [d'(x,z) + d'(z,Y) i2 * * ) 
Finalmente, extrayendo la raiz cuadrada en ambos miem-
bros de (**) se obtiene la desigualdad triangular (d3 ). 
La métrica d' definida en esta forma se conoce como la 
métrica euclidea. 
El par ( se conoce como el espacio euclideo n-
dimensional Rn. 
3. La métrica del máximo en Rn. 
Sea M = Rn y d" la aplicación de Rn x Rn en R definida 
por: 
d"(x,y) = Max lx1-1711 para todo x = (x1,  xn ) 
lzi.‹-n 
Y = (Y1, '''' Yn) E». aln * 
En este ejemplo probaremos los axiomas dl' d2' d3. 
d1) d"(x,y) = O > Máx 1x1-y1I =0 
.1.• 2.-cn 
Como Máx rx -y I.> lx 1  -y  1  I Vi=l, ..., n se tiene que Ilalln --  
d"(x,y) = O <• > Ixi-y1l = O -4V 1=1, ..., n 
d"(x,y) = O< ,› x - y = O Y i=1,. ... , n 
d"(x,y) = 01_ > x1  = y1 \if 1=1, •.., n 
d"(x,y) = Of, « 3,C = y• 
d2) d"(x,Y) = Máx lx1-y11 = Máx lyi-xli 
entonces d"(x,y) = d"(y,x). 
4 
d3 ) d"(x,z) = Máx 1x-z11 14:1.1.tn 
Como V1=1, ..., n; 1x 141: 1x 1-y11 1 lv 1 -- 1-   4. 3:-Z11  
además \I 1=1. ..., n; 1x1-y1l está acotada por el máximo 
al igual que 11,1-zil, es decir: 
1x1- 1,1111 Máx lx1- 1/11 V 1=1, , n 
ly1-z1  1:15:  Máx lyi- zil V1=1, , n 
Sumando miembro a miembro tenemos: 
1x1- zil 15; 1x1-1,11 + Iyi-zil Máx lxi-yil + Máx 1y1- zil 
11; n 
Luego Máx 1x1-z11 Máx 1x-Y11  + Máx 1y1-z11 
14: in 1 d=1; n 1‹: n 
Por consiguiente d"(x,z) + d*(y,z) 
Observación.  
Sean d', d" las métricas dadas anteriormente. 




Sea B(X, R) es el conjunto de todas las fun-
ciones acotadas. Se sabe que la suma, la diferencia y el 
producto de funciones acotadas son funciones acotadas. 
5 
En B(X: R) definimos una métrica poniendo para 
f,g B(X; R) arbitrarias d(f,g) = Sup If(x)-g(x)1. Esta 
X Ea X 
métrica recibe el nombre de métrica de la convergencia uni-
forme o métrica del supremo. 
Sea X = Ca,b3 . Dadas f,g : acotadas, 
la distancia d(f,g) es la longitud de la mayor cuerda verti-
cal que se puede trazar uniendo la gráfica de f a la de g. 
Así, por ejemplo, en el espacio métrico B([9,]] , R) la dis-
tancia de la función f(x) = x a la función g(x) = x2 es 
d(f,g) = 1/4. 
En el caso que X = [1,2,3, ..., n toda función 
f : X >p es acotada y se identifica a una lista 
(xl,...,xn) donde xl  = f(x1), x2 = f(x2 ), xn  = f(xn). 
6 
Así para X = f1,2, tenemos que B(X: R) = Rn  
y la métrica del supremo coincide con la métrica del máximo. 
Definición 1.2. 
Una sucesión en un espacio métrico M, es una 
función que a cada número natural n e N, asigna un elemento 
xn e M. 
Definición 1.3. 
Diremos que una sucesión (x„) converge 'ineN 
7 
haciaxEM yla denotamos x 
 
ó Lim xn x 
 
cuando d(xn,x)----> 0, es decir 0, no € IN tal que 
d(xn,x).cE , V n ,7- no. 
Definición 1-4. 
Una sucesión (x n ) de M se llama una n E N 
sucesión de Cauchy si para cada E> 0, existe un no, tal 
que n,m e EN con n,m no  se tiene d(xn,xm ) E - 
Proposición 1.1. 
En un espacio métrico M, toda sucesión conver- 
gente es de.Cauchy.1 
1. Fernández, José L. y De La Torre Molné, Graciela. Aná- 
lisis Matemático. Editorial Pueblo y Educación, 1983. 
Pág.: 37-38. 
entero positivo no, tal que 
(o¿i 1 
1=1 r s' 
d(xr,xs ) siempre que 
Definición 1.5. 
Un espacio métrico M es completo si toda suce-
sión de elementos de M converge a un elemento de M. 
Proposición 1.2.  





Sea (xn )n e vi  una sucesión de Cauchy en Rn 
donde xn
1 ,¿1111 ). Entonces, dado E.> o, existe un 
8 
r,s > no 
Por tanto, para cada 1=1, • • , m 
I.2¿r E siempre que r,s;k: no  . 
Es decir cada sucesión componente (0.0) es una su- n nlIN 
cesión de' Cauchy en R. Como R es completo2 , existe un 
número real g".._ tal que o.(1  = Lim para 1 i n. 
A continuación verificaremos que el punto  
2. Haaser, Norman y Sullivan, Joseph A. Análisis Real. 
Editorial Trillas; México, 1978. Pág.: 54-55. 
es el límite de la sucesión (x ) 
n neIN 
Sea E> O, entonces para cada 1=1 • • . , m existe un 
entero positivo ni  tal que: 
1 oé ni  - o1 ¿E / V11- , siempre que n ni  
Sea no = Máx n : m , entonces para n no 
  
_ ,c1) 2] 1/2‹.( [11: J. 11 E.  /2 m 1=1 1=1 
es un espacio métrico completo. 
se tiene que d(xn,x) = 
Por consiguiente 
Definición 1.6. 
   
Una colección lu : 1 E II j  de conjunto abier-i 
to en un espacio métrico M, es un cubrimiento abierto de un 
conjunto A en M si AC1 U U . 
1 G. I 1  
Una sub-colección { U , 1 e F, F finitoI de conjuntos 
en el cubrimiento abierto {Ul, 1 E I) se llama sub-cubri- 
miento abierto finito de A si ACI: U 
F 
Definición 1.7. 
Un subconjunto A de un espacio métrico M es 
compacto si todo cubrimiento abierto de A contiene un sub-
cubrimiento abierto finito. 
Se dice que un espacio métrico M es compacto si, como 
conjunto, M es compacto. 
9 
Teorema 1.1.  
Sea M un espacio métrico; en él, las siguientes 
condiciones son equivalentes. 
1. M es compacto 
2. M es secuencialmente compacto (esto es, toda sucesión de 
puntos da M contiene una subsucesión convergente). 
3. M es completo y acotado. 3 
Definición 1.8. Continuidad en espacios métricos. 
Sean (Mi) y (N,d2 ) dos espacios métricos. 
Se dice que una función f de M en N es continua en el punto 
a G M si, para cada E > 0, existe J- 5 o, tal que 
d2 (f(x), f(a)) E siempre que d1(x t a)< á 
10 
3. Haasér, Norman y Sullivan, Joseph A. Análisis Real. 
Editorial Trillas; México, 1978. Pág.: 112-114. 
ESPACIOS VECTORIALES NORMADOS. 
Definición 1.9. 
Sea E un espacio vectorial real. Una norma en 
E es una función real 1.1 : E----> V (CK puede ser Ir 6 IR) 
que asocia a cada vector x e E el número real 1x1 llamado la 
norma de x, de manera que se cumplan las propiedades siguien-
tes: 
1x1 = O si y sólo si x = O. 
11 
N2 ) Para todoxCEytodo )5E fK, O >1/4x 1 
N3 ) Para todos los x,y e E se tiene que 
Ex+yl ..4. Ni + lyi (desigualdad triangular). 
Al par (E,1 1) formado por un espacio vectorial E y 
una norma en E se llama espacio normado. Un mismo espacio 
vectorial puede tener diferentes normas. 
Todo espacio normado es métrico con la distancia asociada 
a la norma definida por d(x,y) = 1x-y1. Un espacio normado 
se considera métrico con la distancia asociada a la norma. 
No toda distancia d en un espacio vectorial E proviene 
de una norma. Para que esto ocurra tiene que cumplir las pro- 
piedades siguientes: 
1) Para todos los x,y e E y 1C IK 
a( )1 x. )y) = I X id(x.y) (homogeneidad po- 
sitiva para homotecia). 
ii) Para todos los x,y,z en E, d(x+z,y+z) = d(x,y) 
(invarianza para traslaciones). 
12 
Si d es una métrica sobre un espacio vectorial E que ve-
rifica estas dos propiedades, entonces la función 
: E------YR 
x----->d(0,x) = ixj es una norma en E, y d es la distancia 
asociada a esta norma. 
Una propiedad que tiene el valor absoluto de un número 
real y que se cumple en todo espacio vectorial normado E es 
la siguiente. 
Para todos los xpy en E 
1 Exl - Oy¡ 1 Z. lx-y9. 
Ejemplos de espacios normados. 
1. El valor absoluto (o módulo) de un número real hace de 
R un espacio vectorial normado. 
2. En el espacio vectorial B(X; R) se define ifl=Sup{it(x) I ; 
x E.Xj 
Veamos que es una norma. 
Está claro que Ifl.> O. 
Si Ifq = O, entonces para todo x G. X, if(x)1 = O. Luego 
f = O y se.. cumple Nl' Por otra parte N2 se satisface trivial- 
mente. 
Para comprobar N3 , tenemos fpg e B(X, R). Se tiene que 
If(x) t g(x)1 if(x)1 + Hfl + Igf, luego 
If+g0 = Sup {If(x) + g(x)I : x e + Ogl. 
Suele llamare norma del supremo o norma uniforme a esta nor- 
ma. 
13 
Por consiguiente (B(X; R); I 1) es un espacio vectorial nor-
mado. 
3. En el espacio pn se pueden definirlas siguientes nor- 
mas: Si x = (x1,x2, 
a) 1x1 = Máx IX2. 1 
b) 13(1 = ( 
i=1 
ix;1 2 )1/2 (norma euclideana), 
Entonces ( IRA, 1 1) es un espacio vectorial normado. 
La definición de función continua en un espacio normado 
se,generaliza de la siguiente manera. 
Definición 1.10.  
Una función f de un espacio normado (E, 1 11) 
en un espacio normado (F, g 1 2 ) es continua en el punto a G. E, 
si para cada E> O, existe á ;› 0 tal que 1f(x)-f(a)O2 .11, 
siempre que 11 x-ail < 
Observación.  
Denotaremos por o,E(E,F) al espacio de las fun- 
ciones lineales continuas. 
Proposición 1.3.  
En un espacio normado E, la norma es una fun- 
ción continua. 
Demostración.  
Consideremos 1Q : r 1R +u {O/ . 
xe (114-u {01 
Debemos probar que VE> o, 3 s> o tal que 
1 gxA Ixol 1.1: E siempre que x-xo fi ,S . 
Cdmo 1.1x1 -xll <ilx-xoi Y 11x-x09. S 
tgmemos c5" = E y obtenemos que 1 ixi - Ixoi 1 E. siempre 
que lx-x01  <Ç • 
Definición 1.11.  
Sea (xn ) n IN una sucesión en un espacio li-
neal normado (E, II 1) y sea x un vector de E. De acuerdo al 
concepto general de convergencia de una sucesión a un punto 
en un espacio métrico, se tiene que: 
n-3 
Lim xn = x  : xn n gx g<¿. > (VE>0)(3 no o n 
Definición 1.12. 
Una sucesión (x n) n IN en E es acotada si 
31  m > O, para todo n tal que N. 
14 
ESPACIOS DE BANACH 
Definición 1.13.  
Se llama espacio de Banach a todo espacio vec-
torial normado en el que toda sucesión de Cauchy es convergen-
te, es decir, es un espacio lineal normado (E, 1 1) que como 
espacio métrico es completo. 
Ejemplos.  
1. 1R con lx1 = lx1 es de Banach. 
2. B(x, R) con Ifl = Sup If(x)1 es de Banach. 
x E X 
3. Si F es de Banach y E es un espacio vectorial normado 
cualquiera, (cf(E,F),2 1 1) es de Banach. 
En los espacios de Banach se cumplen propiedades como la 
desigualdad triangular y la de completitud. Mostraremos la 
de completitud. 
En efecto, sea f = (0Clj 4.¿2j nj ) una sucesión 




     
Luego, Para E> O, podemos hallar un número N sufi-
cientemente grande tal que 
2 2 
if-fk = (lj- 1k + (nj'nk)2 E2 (*) 
cuándo j,k,?.. N. 
En particular, E j,k> N. 
15 
Luego, la sucesión (0PC1] ) es una sucesión de Cauchy de 
números reales, la cual posee un limite. Así existe un núme- 
ro real a¿_ tal que >e_.1  cuando ]  
De manera similar, podemos mostrar que para cada 




n Sea f = E. (o¿1, n). Entonces fe Haciendo 
k >ocien (*), tenemos: 
(0¿13 - 01,-(1)
2 I- • • • + (c2<nj - E
2 para 3,?. N , 
Mas, esto es precisamente 1f
3 -fl









ESPACIOS DE HILBERT 
Definición 1.-14. 
Un producto interno sobre un espacio vecto-
rial E es una forma sesquilineal (bilineal en el caso real), 
hermitiana (simétrica en el caso real), positiva, o sea es 
una aplicación < , > :ExE >IK (donde 1( es f  (9 R), 
que asociaacada par ordenado (x,y)eExEel escalar 
<x,y> y que cumple las siguientes propiedades: 
1. < 1 > es sesquilineal, esto es, para cualesquiera 
x,y,',1GE y )\E (, se tiene: 
a) <:x + y, z> =(x, z> + <'y, z) 
Xx, y > =(x, y> 
b) <x, y + z> = <, x, y> + <x, z> 
< x, A y> =51 <x, y> 
2. < , > es hermitiana, esto es, para cualesquiera 
x,y 6 E se tiene. 
<x,y> = < y,x> 
3. < , > es positiva, esto es, para todo x e E. 
Se tiene 
< x,x>?, O; < x,x>. = O si y sólo si x = O. 
Observaciones.  
1. La barra que aparece en algunas de las propiedades ante-
riores, denotan el complejo conjugado. 
2. <x,0> = O =< 0,y> 
Definición 1.15.  
Un espacio vectorial provisto de un producto 
interno, se llama espacio pre-hilbertiano. 
Ejemplos.  
1. En Ril, para x = (xl, ..., xn), y = (yi, 
expresión < x,y> = x1y1 define un producto inter- 
no, que se llama producto escalar usual de 11(n. 
2. Sean (x1,x2 ), (y1,y2 )E R2 tales que 
Oxl,x2 ), (Y1,Y2 ) > = 'Vi - '15'2 - x2Y1 + 4x2y2' 
entonces R2 es un espacio pre-hilbertiano. 
17 
Otra propiedad importante del producto interno aparece 
en la desigualdad de la siguiente proposición. La desigual-
dad fue introducida por primera vez por el matemático francés 
August Louis Cauchy (1789-1857) en relación con las sumas de 
productos de números reales o complejos, y fue generalizada 
en 1859 por el matemático ruso Victor Jacovlevich Bunyakovski 
(1804-1889) para integrales. La aportación de Bunyakovski 
pasó desapercibida en Occidente, y la desigualdad hubo de ser 
redescubierta en forma independiente por el matemático alemán 
Hermann Amandus Schwarz (1843-1921). En la bibliografía de 
habla inglesa, la desigualdad se conoce diversamente como 
desigualdad de Schwarz, de Cauchy-Schwarz o de Cauchy-
Bunyakovski-Schwarz4 . 
Proposición 1.4. Desigualdad de Cauchy-Schwarz. 
Sea E un espacio con producto interno, enton-
ces, para todo x,y e E, 
Kx,Y:›1 lx1 IYI 
donde la Igualdad se cumple si, y sólo si, x y y son lineal-
mente dependientes. 
4. Haaser, Norman y Sullivan, Joseph A. Análisis Real. 
Editorial Trillas; México, 1978. Pág. 386. 
18 
Demostración. 
Si x y y son vectores linealmente independien-
tes en E, entonces para cada )1e K 
0<<x- \y, x- >1y> . < x,.>- ),< y, x>-T,< x,y>+ 
÷1M2 (Y.Y> 
19 
si ponemos >, - lx,y '4
, 
 







Wx.1r>>12 I x,y 12  + <Y.Y Y.Y 
i< xoy >12< < x,x> < y,y> 
de donde se deriva la desigualdad de Schwarz, 
l< x,Y>1 < ixl IYI. 
A continuación supóngamos que x y y son linealmente de- 
pendientes. 
Si y = O, entonces se ve con claridad que 
i< x,y>I = o = axi hrl. 
si y + O, entonces x = 5ky y 
1<xar.>1 = 1 < >%Y.Y> 1 = 1 1 l< Yar>1 = 1)5 1117 1 IYI 
1(x•Y>1 = ixi IYI. 
Teorema 1.2. 
Sea E un espacio con producto interno, enton-
ces Ixl 4<x.X> define una norma en E. 
Demostración.  
Las propiedades N1  y N2 se deducen de la de-
finición de producto interno. Probaremos la desigualdad 
triangular. 
V x,y e E, lx+y12 = < x+y, x+y) 
> Ix4-Y12 = < x,x> 4- Kx,Y> + < Y,x> 4-  
> lx+yl2 = lx12 +' <x,y> + < y,x> + lyg2  
I x+y I 2 = Ixi 2 + 2Re < x, y > + 1 y 12 
> lx+y12 = ixl2 + 2 I < x,y> i + 1y12 . 
Por la desigualdad de Cauchy-Schwarz 
- lx+yll 2  .4. lx12  + 2 Hx1 iyi + hri2 
====¿ lx+y12 4: (Ixi + 111) 2  
Por consiguiente 
lx+YI; lx1 IYI. 
Observación. 
En un espacio pre-hilbertiano la métrica se 
denota por d(x,y) = lx-yl = V <x-y, x-Y>. 
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Proposición 1.5.  
En un espacio pre-hilbertiano E es - válida la 
ley del paralelogramo. 
Vx,y a. E, lx+yQ 2 + jx-5,2  = 2 [1)012 + 1y12] . 
Demostración.  
Vx,y e E, se tiene: 
jx+yj 2 + lx-y12 = < x+y, ,X+y) + <x-y, x -y> 
= < xix > + < x1Y> + <Y'x> + 
4.< y,y> + <x,x> - <x,y> - 
-<y,x> +  
1 x+y j 2 + jx-y12 = 2 <x,x> + 2  
= 2 jxj2 + 2 11,12 
= 2 Ellxj2 + jy12] . 
Un producto interno está completamente determinado por 
la norma definida en un espacio pre-hi1bertiano. La fórmula 
de polarización (proposición 1.6) permite obtener el produc-
to interno a partir de la norma. 
Proposición 1.6.  
En todo espacio pre-hilbertiano E 5 . 
5. Kreyszig, Erwin. Introductory Functional Analysis with 
Applications. John Wiley & Sons Inc. New York, 1978. 
Pág.: 130-134. 
a) Complejo: V x,y e E, se tiene: 
1 r 2 
< x1Y > 1-11x+YI - gx-yl
2 4- ilx+iyi 2 - ilx-iyi2] 
b) Real: Vx.Y E E, se tiene 
1 = Dx+yl2 ox—y12] 
Definición 1.16. Conjunto Convexo. 
Diremos que un subconjunto A de un espacio 
vectorial E es convexo si, para cualesquiera x,y G A, 
)1x + (I-))y E A, para todo [0,1] . 
Observaciones.  
1. Todo subespacio vectorial de E es convexo. 
2. La intersección de una familia cualquiera de conjuntos 
convexos es un conjunto convexo. 
Definición 1.17. Espacio ab Hilbert. 
Un espacio pre-hilbertiano completo se llama 
espacio de Hilbert. 
Observaciones.  
1. Si un espacio pre-hilbertiano no es un espacio de Hilbert 
significa que, como espacio normado es un espacio de 
Banach. 
2. Cualquier espacio lineal normado (pre-hilbertiano) de 
dimensión finita es un espacio completo (Hilbert). 
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3. Un subespacio S de dimensión finita de un espacio norma- 
do E, es" cerrado en E (decimos que un subespacio S de 
un espacio normado E es cerrado si y sólo si, toda suce- 
sión (X ) de puntos en S que es convergente en E, n ne  N  
converge a un punto en S). 
Ejemplo. Espacio de Hilbert. 
Sobre el espacio vectorial de la n-uplas 
Vt. 
de números complejos; la expresión E x y defi- 
j=1 3 3  
ne un producto interno y por tanto con este producto 
Interno definido es un espacio de Hilbert. 
Lo que se conviene llamar anAbsis funcional no lineales un con-
junto de métodos, algunos de ellos ya conocidos por los ma-
temáticos del siglo pasado, que se aplican a problemas espe-
cíficos. Con el aparecimiento de los conceptos de espacios 
de funciones y la formulación del análisis funcional en este 
siglo, estos métodos fueron,puestos en forma abstracta uni-
ficada, mostrando claramente los puntos esenciales de los re-
sultados del pasado y posibilitando el tratamiento de proble-
mas nuevos. Con el objeto de introducir uno de estos métodos 
presentaremos uno de los ejemplos más simples de aplicación, 
que es precisamente el problema de Cauchy para ecuaciones di-
ferenciales ordinarias de primer orden. 
(1) x = f(t,x), x(t0 ) = xo  . 
Con el auxilio del teorema fundamental del cálculo es 
posible mostrar que el problema (1) es equivalente a la si-
guiente ecuación integral. 
;ft  (2) x(t) = xo  + f(s,x($ )ds que es una ecuación to 
integral no lineal de Volterra. 
Así si x(t) es una solución del problema de Cauchy en-
tonces también es solución de la ecuación (2) de Volterra y 
reciprocamente. 
Resultados sobre la solución del problema de Cauchy o 
de la ecuación integral (2) eran conocidos por los.matemáti-
cos del siglo pasado, antes de surgir el espacio de funciones 
y de los teoremas de punto fijo del análisis funcional no 
lineal. Con el lenguaje para estos nuevos conceptos y teo-
rías es pósible escribir las demostraciones de estos resulta-
dos de modo más simple, pero esencialmente equivalentes. Sin 
embargo, la abstracción de estos nuevos conceptos nos permite 
tratar otros problemas más complicados de modo conciso y ele-
gante. 
Uno de los resultados más antiguos sobre la solución del 
problema de Cauchy, es el teorema de Picard, cuya demostra-
ción original usa el método de las aproximaciones sucesivas 
que es un método conceptualmente bastante simple. 
Supongamos que se desee obtener la solución (o solucio-
nes) x de una ecuación de la forma f(x) = b, en donde f es, 
por ejemplo, una aplicación continua, definida en una parte 
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cerrada de En y tomando valores en En. Escribiendose 
e)(x) = f(x) + x - b, observamos que es continua y la 
ecuación original equivale a encontrar x tal que (49 (x) = x. 
Para resolver ésta última ecuación, tomemos un punto arbitra-
rlo xo y consideremos la sucesión de puntos 
xl  = Y(x0 ), x2 = LP(xl?, xn+1 = (49(x).  
llamados
. •• 
dos las aproximaciones sucesivas de la solución buscada. 
Si esta sucesión converge en el dominio de , entonces 
a = Lim xn será tal que 
a = Lim xn+1 =Lim 99(xn) =(Lim xn) = (19(a) esto sig- 
nifica que a es una solución de la ecuación 99(x) = x y 
por consiguiente de la ecuación f(x) = b. 
Estas observaciones de caracter Intuitivo encuentran su 
formulación en el principio de punto fijo para contracciones. 
Definición 1.18. 
Un punto fijo de una aplicación f : M  
es un punto x e M tal que f(x) = x. 
Ejemplos. 
El origen 0 E Rn es el único punto fijo de la 
aplicación f : Rn > Rn dada por f(x) = -x. 
La aplicación f : R----->R dada por f(x) = x2 posee 
dos puntos fijos que son precisamente el cero y el uno. 
Los puntos fijos de una función real de. variable real 
son las abscisas de los puntos del plano en que la gráfica de 
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f intersecta la diagonal y = x. 
Hay aplicaciones que no poseen puntos fijos como por 
Rn. ejemplo la traslación x >x + a , a O de Rn en  
También la aplicación f : > R Nl  01., definida 
por f(x) = 7 sen 1 ' no posee punto fijo. En efecto si x  
f(x) = x tenemos que 
x = r sen -5¿ de donde se concluye que sen = 2 lo que 2 
es imposible. 
Nada impide que una aplicación tenga infinitos puntos 
fijos como es el caso de la aplicación f : R2  ›R2 dada 
por f(x,y) = (y,x). 
Un famoso resultado de topología, llamado el teorema de 
punto fijo de Broúwer, dice que si B = B [0,1] es la bola 
unitaria de Rn, entonces toda aplicación continua 
f : B >B posee (por lo menos) un punto fijo. 
Existen varias demostraciones de este hecho, pero en 
todas ellas se utilizan técnicas no triviales. Sin embargo 
en el caso n=1 es de fácil demostración. Para esto probare- 
f : Lo, i]  [ , posee 
un punto fijo; consideremos la función continua 
: [o, i} >IR dada por y(x) = f(x) - x. 
Como O 4 f(x')Z. 1 para todo xE [0,11 , entonces 
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mos 'que toda función continua 
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q(0) = f(0) O y y ( 1 ) = f(1) - 1,15z O, luego por el 
teorema del valor intermedio6 , debe existir un x e (0,1) tal 
que Y(x) = 0, esto es f(x) = x. 
Observación.  
En los siguientes resultados vamos a represen-
tar las métricas de la misma forma, ya sobre entendiendo que 
cada una esta en su espacio. 
Definición 1.19.  
Sean M,N espacios métricos. Una aplicación 
f : M se dice una contracción cuando existe una cons-
tante c, con 0 4c <1 tal que 
d(f(x),f(y))11, cd(x,y), para cualquiera que sean x,y e M. 
Es fácil mostrar que toda contracción es uniformemente 
continua. 
Ejemplo. 
Sea f : I >IR una función real derivable 
en el intervalo I. Si existe una constante c tal que 
f' (x) c 1, entonces f es una contracción. 
6. Leithold, Louis. El Cálculo con Geometría analítica. 
Segunda Edición. liarla. México. Pág. 313-314. 
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En efecto por el teorema del valor medio, dados x,y en I, 
existe un punto z entre x y y tal que f(x) - f(y) = f'(z)(x-y) 
y por consiguiente 1f(x) - f(y)141 c lx-y1, como queriamos 
mostrar. 
El método de las aproximaciones sucesivas puede ser usa-
do para probar la existencia y unicidad de solución de una 
ecuación integral líneal de Irmdholm de segunda especie. Más 
precisamente de la ecuación de Fredholm. 
Y(t) = f(t) + \j".¿ K(t,$) Y(s) ds en donde 
K : [a,IJ x ,11---1 (E es una aplicación continua. Y 
para todo \ e CE tal que 1 XI< m(b_a) , ¡MI) IKI; dada 
f 1( [a,b] , (E ) existe una única funcióniX(e 7( [a,b],(C) 
que es solución de la ecuación integral de Fredholm. 
Demostración. 
E = 7( [a,b] , ( ) es un espacio métrico com- 
pleto. 
Sea T : definida por: 
(T,¿)(t) f(t) + X SI, K(t,$) x(s)js con 
I I m(ilt_a) t€ [a,1:] 
Observemos que si u,v edtoncés: 
1 
(Tu)(t) - (Ty)(t) = 10t,$) [u(s) - v(s)1 ds 
Y 
1(Tu)(t) - (T'v )(t)1:1 1MM(b-a)lu-v1 
O sea 
1Tu-Tv¡Z:, I MM(b-a)lu-vi, 
esto significa que T es una aplicación contractiva con 
c = IMM(b-a)‹ 1. 
Una vez que un punto fijo de T es precisamente la solu- 
ción de nuestro problema, se concluye la demostración. 
Observaciones. 
La condición de Lipschitz no es condición ne-
cesaria para la existencia de solución del problema de Cauchy. 
Tampoco es necesaria para la unicidad-. Existen condiciones 
más debiles ligadas a los nombres de Osgood, Nagumo, Kamke, 
Perrom y otros. Consulte por ejemplo el libro de J. Hale, 
"Ordinary Diffential Equations". 
Con respecto a la existencia de solución del problema de 
Cauchy, hay mucho más que 'añadir. Por ejemplo la mera conti-
nuidad de f es condición suficiente para la existencia de 
solución del problema de Cauchy en espacios de dimensión fi-
nita. En el caso de dimensión infinita, hay ejemplos de fun-
ciones.con'tinuas para las cuales la ecuación integral de 
Volterra ligado al problema de Cauchy no tiene solución. El 
primer ejemplo fue dado por Dieudonné. Posteriormente York 
presentó un ejemplo en espacios de Hilbert y Cellina en espa-
cios de Banach reflexivos y recientemente Gudunov produjo 
ejemplos en espacios de Banach arbitrarios. 
Las técnicas de contractividad y de analiticidad y sus 
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variantes-dominaron el panorama de las ecuaciones diferencia-
les hasta inicio de la década de 1,930, cuando Schawder 
aisló una clase importante de operadores no lineales, deno-
minados operadores compactos. En la actualidad las técnicas 
que dominan el campo de aplicaciones son las de compacidad y 
mono tonicidad. 
CAPITULO II 
ALGUNAS TECNICAS PARA OBTENER PUNTO FIJO DE 
CIERTOS OPERADORES NO LINEALES 
32 
En este capítulo trabajaremos principalmente con algunas 
técnicas para obtener punto fijo de ciertos operadores no li-
neales, es decir, exhibiremos las técnicas contractivas, de 
compacidad, analiticidad y monotónicas. Con el objeto de in-
troducir estos métodos, definiremos en el transcurso del ca-
pítulo algunos conceptos que nos serán utiles para el desen-
volvimiento y mayor comprensión de las técnicas anteriormente 
mencionadas. 
Definición 2.1. 
Sea E un espacio de Banach real. Sea >ICE y 
sea O : un operador. El operador O es continuo 
en xo M si x-x >0 (xn e M) implica que 





Sea E un espacio de Banach real. Sea MC_ E y 
sea O : M 5E un operador. El operador O se dice acotado 
si p.tia cada subconjunto acotado de M la norma de los vectores 
imagenes está _uniformemente acotada7 . 
Definición 2.3. 
Sean E1' E2 espacios de Banach reales y sea A 
7. Kreyszig, Erwin. Introductory Functional Analysis with 
Applications. John Wiley & Sons Inc. New York, 1978. 
Pág. 249-250. 
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un operador de El  sobre E2 (si El  = E2 = E, entonces A actua 
en E). D(A) denota el dominio de definición de A y R(A) su 
rango. El operador A se llamará compacto sobre el subconjun-
to MC D(A) si la imagen de cada subconjunto acotado de M es 
relativamente compacto. en particular si M = E1, entonces A 
es compacto si la imagen de cada bola está contenida en un 
conjunto compacto. 
Observaciones. 
1. Un operador compacto es desde luego acotado 
2. M es relativamente compacto o precompacto 
si y sólo si M es compacto. 
Definición 2.4. 
Sean X,Y espacios de Banach y Dc= X. Un ope- 
rador (no necesariamente lineal) T : D ›Y es completa- 
mente continuo si, para toda sucesión se tiene 
Tx ")Tx 
Observación. 
Un operador es completamente continuo si es 
compacto y continuo. 
Sean X,Y espacios vectoriales normados. Un operador K 
de X a Y es llamado compacto (o completamente continuo) si 
D(K) = X y para cada sucesión X tal que  
la sucesión Kxn/ contiene una subsucesión la cual conver- 
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ge en Y. El conjunto de los operadores compactos de X a Y lo 
denotaremos por K(X,Y). 
Teorema 2.1. 
Sea X un espacio vectorial normado y Y un es- 
pacio de Banabh. Si LE. B(X,Y ) y si existe una sucesión 
Fn}C K(X,Y) .tal que IL FnI ,-----90 cuando 
entonces L e K(X,Y). 
Demostración. 
Supongamos que xi.11 es una sucesión acotada 
en X, es decir 1%1 ..1;. c. Puesto que Fi  es un operador com- 
pacto, existe una subsucesión xn11 por cual F1xn1 
converge. 
Puesto que F2 es un operador compacto, existe una subsuce- 
sión x
n2 
de xn por cual F2xn2 
converge. Conti- 
nuando este proceso existe una subsucesión xn de k 
xnk...1} por cual Fnxnk 
converge. 
Hagamos zk = xnk
. Así zk) converge cuando k----,04 
para cada F . 
Ahora 1Lz - Lzk fl n = 1Lz - Fz + Fz - Fzk + Fzk 3 n n n 
Lzk g 
==> 0Lz3 -Lzkl bLz-Fnz j + 1Fnz-Fnzkg + IFnzk-Lzk 
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 ILz3-Lzkl ..',. 2c IL-FI + Unz3 -Fnzki 
Dado E> O, tomaremos n-grande de modo que 2c1L-FnI<E/2 
Puesto que { Fnzk • converge, podemos tomar j y k sufi- 
ciente grandes de modo que IFnz j  - Fnzk l -  E/2. 
De aquí, { LIk} es una sucesión de Cauchy y como Y es 
un espacio de Banach, se completa la demostración. 
Sea T : X  X una función continua que envía un 
espacio métrico completo (X,d) en si mismo. a continuación 
presentaremos la existencia y la unicidad de punto fijo para 
T. 
Definición 2.5.  
Sea AC X un conjunto acotado. Par el número 
real c:K(A) denotamos el ínfimo de todos los números E.> O 
tal que A admite una cobertura finita consistente de subcon-
juntos con diametro menor que E . 
Observamos que: 
a) O ..4.4‹..(A) diam(A) (diam(A) -= diametro de A). 
b) c'<. (A) - O< >A es precompacto. 
c) c‹..(Al...)B) = Máx -{c,C(A), oC.(B) . 
Definición 2.6.  
La función continua T se dice 0.0 - condensada 
si para todo subconjunto acotado A de X, tal que c>¿(A) > O, 
tenernos que 0( ( 7( A ) ) < 0( (A). 
F 
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Observación. 
La función contractiva y la completamente con-
tinua son 0¿ -condensada8 . 
Definición 2.7. 
Una aplicación F definida en un subconjunto de 
un espacio normado X y con valores reales es semiContinua 
inferiormente en xo si F(x) - cut) y F(x0 ) hm F(x). 
o 
Definición 2.8. 
Sea F una función real semicontinua inferior- 
mente definida en XXX. La función T antes mencionada será 
débilmente F-contractiva si se cumple la condición 
F(T(x), T(y))¿_F(x,y) para todo x,y E X, x + Y. 
Observación. 
Esta condición se cumple en especial cuando 
F =E, es decir IT(x) —T(y) I L: lx-y¡ en este caso la apli- 
cación se dice no expansiva. 
Si F(x,y) = d(x,y) (d = distancia en X), entonces deci-
mos simplemente T contracción débil. 
8. Nussbaum, R.D. The fixed point index and fixed point 
theorems for K-set-contractions. 
Ph. D. dissertatiol Univ. of Chicago. 1968. 
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Teorema 2.2. 
Sea T : 0P-C. -condensada y débilmente 
F-contractiva definida en un espacio métrico completo X. Si 
para algún xo e X, la sucesión ixn-1- de iteraciones que co-
mienza por xo (x1  = T(xo ), xn+1 = T(xn)) es acotada, enton- 
ces T tiene un único punto fijo en X. 
Demostración. 
Probaremos inicialmente que si existe punto 
fijo este es único. 
Supongamos que existen dos puntos xl  y x2 , (x1 x2 ) 
tales que T'el  = xl  
Tx2 = x2. 
Luego F(x1,x2 ) = F(Txl, Tx2 ) y como T és débilmente 
F-contractiva obtenemos que 
F(x1,x2 ) = F(Txl, Tx2 ) F(xl, x2 ) la cual es absurdo. 
Por consiguiente si existe el punto este es único. 




Supongamos A = Tenemos que T(A) = xVIC- A. 
entonces A es un conjunto invariante. Denotamos por A la 
clausura del conjunto A. A también es un conjunto invarian-
te. En efecto,por la continuidad de T, obtenemos que 
T(17) T(A)CA-. 
Ahora probaremos que A es compacto, para esto es sufi- 
ciente mostrar que c›<:(A) = O, puestb que en un espacio mé- 
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trico completo los conjuntos precompactos son además relativa-
mente compactos. 
Supongamos ¿>¿ (A) > O. En este caso .40((T(A)) 4,¿ (A) (*) 
y puesto que A = T(A)U{x0} , obtenemos que 
cX.._ (A) = Máx {( T ( A ) ), c‹.(x0)/ = Máx T( A) ) 
===> co¿(A) = 60 (T(A)), pero esto contradice (*). De aquí 
o¿(A) = O. 
Consideremos la función Teal A  R tal que 
A 
›F(x, T(x)) definida por F o T, donde F es la restric- 
ción de F en A x A y : 7x- >A xA tal que 
A 
x > (x,T(x)). Puesto que T es continua y F es semiconti-
nua inferiormente, entonces te es semicontinua inferior-
mente. 
Por lo tanto tiene un punto mínimo, digamos 1 en A. 
Asumamos ahora que T( ); por la débilmente 
F-contractiva de T tenemos que 
(T( )) = F(T(I ), T2(I HZ_  
es decir no es un punto mínimo. 




   
Si-la función T satisface la hipótesis del 
teorema y es contracción débil (o estrictamente no expansiva), 
es decir F(x,y) = d(x,y), entonces para cada x0E X la su- 
cesión xn de iteraciones converge el único punto fijo 5 
de T. En efecto, O .:5:d(xn_l1, ) Zld(xn,S) y puesto que 
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es un punto de acumulación de la sucesión n1 , tenemos que 
Lim d(xn , ) = inf d(xn , ) =o 
Teorema 2.3. Operador de contracción de Banach. 
Sea (M,d) un espacio métrico completo y 
T : M-----1M una aplicación tal que, para un entero n >O, y 
O k <1 , se tiene 
d(Tnx, Tny) kd(x,y); x,yE. M. Entonces, T tiene un 
único punto fijo. 
Observamos que cuando n=1, obtenemos una consecuencia 
del teorema 2.2 y podemos utilizar el principio de contrac-
ción para obtener la demostración fácilmente. 
Corolario 2.1. 
Sea T : M ,1,4 una aplicación de un espacio 
métrico completo M en si mismo. Sea O <k <1 tal que 
d(Tx, Ty)z: k d(x,y); V  x,y6 M, entonces allí existe 
un único punto fijo para T. 
Demostración. 
Como d(Tx,Ty).:  kd(x,y) para O ¿_1( Z:1, 
obtenemos que T es 0C -condensada y contracción débil. 
Además si xrd es una sucesión de iteracciones de T, te-
nemos que 
d(xo ,xn ) E d(x. 1' E d(xo ,x1)K1 1- i=1 i=1 
d(x0,x1) >d(xo ,xn )   es decir 4x
lÇ 
n es acotada. 
Por el teorema 2.2, T tiene un único punto fijo. 
Sea E un espacio de Banach uniformemente convexo con nor- 
ma Id y el elemento cero e. 
Sea B un subconjunto no vacío, cerrado, acotado, convexo 
de E, y supongase (sin perdida de generalidad) que e e B. 
diam(K) denota el diametro del conjunto XCE y a(x)=Inflxi. 
Sea = (0,1] y 12 = (0,] .
x€ X 
Definición 2.9. 
Sea = (0,1] y 12 = (0,2 . El espacio 
de Banach E es uniformemente convexo si existe una función 
positiva y creciente : 121 tal que 1X1 r, 
r y lx-y I > r, entonces 
(1-SI E»r, (x,y E E). 
Es obvio que Lim ( ) = O Y J;(2) = 1. Denotaremos 
la inversa de C1 por VL , y observemos que Lim V10(y) = 0. Y-40  
Recordemos que una transformaciónF:B----yB es no 
expansiva si se cumple la desigualdad ¡Fx-FITIZ- lx-y1 para 
todo x,y contenidos en B. 
A continuación, presentaremos resultados importantes 
sobre las técnicas contractivas y las cuales hacen uso del 
bien conocido principio de contracción de Banach. 
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Teorema 2.4. De Browder y Kirk. 
Cada función no expansiva F B >8 tiene 
al menos un punto fijo. 
Antes de hacer la demostración del teorema, observemos 
el siguiente lema. 
Lema. 
Sea E un espacio de Banach uniformemente con- 
vexo y u, v, w elementos de E tal que 1u-w R. !v-w1- R 
y iw u-71  ....._ r ,7.0, entonces 
11.1-v1; R yuRiir). 
Para la prueba del lema, necesitamos reescribir la con- 
dición lw > O en la forma 
I (w-u)+(w-v) R-r 1 /2 (1 y obtenemos el resultado 2 
inmediatamente por la definición (2.8). 
Demostración del teorema 2-4  
Para c 1 = (0,1] , sea FE = (1- E)F. 
Obviamente, FE es una contracción de B, y por el 
principio de contracción de'llanach, existirá para cada E e II  
un xE C B tal que xE = F 'cc . De esto obtenemos que 
lx E - FXi1 = I F.  xi - FxE I =1Fx € 1 4. E_ diam(B) 
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de aquí 
inf lx-Fx1 = O. 
x e B 
Sea CE = {x : Y 
DE = x€ CE : IxI ao + E. , donde Lím a(CE ) = ao. E--> O 
Es suficiente probar que la intersección de todos los 
CE es no vacía. En + efecto si esto fuera falso, se obtiene 
que ao > O, ya que cada CE es cerrado. 
Tomemos uli u2 en CE y observamos que para 1=1,2. 
ul+u,
114.0  (1) 1u1  F(  "5'2 - )It'r.lu1  Fu 1  I + IFu F( 2 2 )1. 
ul+u2 ==±>Iul  F( 2  )11_4- E+ -1 1111  -u21 Y 
ul+u2 c 1 (2) fui 2 -2- 'u].  -u2 I 
Por otra parte, como 
1,u14-u2 u1+u2  lu1-u2 91 Oul 2 ( 2 + F(--7__))11 
1 ul+u2 
+1112 7( 2 
sigualdad 
ul+u2  
+ F(---1.--))1, se verifica la siguiente de- 
1 u14112 ul+u2 1 
(3) lui •2 ( 2 F(--2--))1  71111-u2 11  
para al menos uno dé los valores 1=1,2. 
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Por el lema y las desigualdades (1), (2) y (3) se ob-
tienen las siguientes relaciones 
,u1+u2 
I 2 




ul+u2 ul+u2 E  F(--2---)0 Sup( )1? ). 
diam(B) 
m +u u +u E > 12 2 F( 12 2 )11 Máx Sup( & + )9c)(.1 --), 
Sup )1
0( 1+1  
E.  a  
TE _ E 4 s diam(B)  
- 2 
ul+u2 F( ul+u2 diam(B)  2 2 )1 .1: 1442c C2VC '( 2 +E )110( kfrd 
Sea diam(B) E ) y()  v-05 y1( €. ) = máxE2V-C , en- 
tonces podemos concluir que si ul, u2 e ce.  , luego  
Ui+U2  
 
Obviamente, Lim 0( E ) = 
Tomemos ahora ul, u2 6 DE Tenemos las desigualdades 
luill ao + E 
u1+11.1  
y 1u2 1 ao + E y como 3-2 e co( ) 
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se obtiene la siguiente relación 
u +u 1 2  > a(C ). 2 16( ) 
Utilizando una vez mas nuestro lema, obtenemos la desi-
gualdad 
ro+E -a(C16( c diam(DE ) = Suplu1-u2 1 (ao+ E ) tt
o ao + E 
ui,u2 DE. 
y Lim diam(DL ) = O. Por el teorema de Cantor9 , la inter-
E—> 0 
sección de todos los Dc es no vacía y así nuestro resulta-
do es provado. 
En conclusión podemos decir que en la técnica contracti-
va el objetivo es utilizar las funciones del tipo Lipschit-
ziana con constante k < 1 definidos en espacios de Banach 
para luego utilizar el teorema de Banach o uno de sus corola-
rios y así obtener los resultados deseados. 
Para comprender con claridad aspectos sobre los opera-
dores monotónicos, consideremos los siguientes resultados. 
9. George Simmons. Introduction to Topology And Modern 
Analysis. Mc Graw-Hill Book Company, Inc. Pag: 70-75. 
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Teorema 2.5. De Minty 
Sea H un espacio de Hilbert real y T : 
un operador (no necesariamente lineal) continuo y tal que 
existe una constante o< > O, para la cual 
(1) (Tx - Ty, x-y>>. o¿Ax-yl 2 ; x,y e H, entonces T 
es un homeomorfismo 10. 
Es verdad que operadores con la propiedad (1) son bastan-
te naturales, y ya hablan sido considerados anteriormente por 
Vainberg, Kacurovskii y por Zarantonello. Es más, esos au-
tores hacian una hipótesis adicional que T fuese Lipschitziana, 
lo que hace posible demostrar el resultado usando el principio 
de contracción. Por otra parte nada nuevo se dice respecto a 
nuevas técnicas, sin embargo uno de los resultados más gene-
rales es el teorema siguiente. 
Teorema 2.6. De Zarantonello 
Sean H un espacio de Hilbert real y 
T : un operador Lipschitziano, esto es, 
(2) 1Tx Klx-yl, x,y e H, donde K> 0. 
Supongamos también que T satisface (1) del teorema anterior. 
Entonces T es un homeomorfismo. 
10. Figueiredo, D.C. Topics in Nonlinear Functional 
Analysis. Lecture Series, NQ 48; University of Maryland. 
1967. Pág. 130-131.. 
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Demostración. 
Utilizando la desigualdad de Cauchy-Schwarz 
en (1) del teorema 2.5, obtenemos: 
ETx - Tyl ...:5 ol...Ex-yE, con lo cual se demuestra que T 
es inyectiva y Tes continua en R(T). Resta probar que T 
es sobreyectiva, esto es, para cada ye H, la ecuación Tx = y 
tiene solución en x, o equivalentemente x = x - X(Tx-y) 
tiene solución, donde X + O. 
La idea ahora es escoger )1 de modo que el operador 
Sx = x - X(Tx-y) sea una contracción. 
Ahora consideremos 
ESx1 - Sx2 E
2 = Exi  - )1(Tx1-y) - x2 + )1(Tx2-y)j 2 
 
>lsx1  - sx2 P 2 = ixi  ~ x2 - )1 (Tx1 - Tx2 )1
2 
 
>ESx1  - Sx212 . 12(1  _ x2I 2 4 ',\2 ETx1 - Tx212 - 
— 2 X < Tx1  - Tx2 1 xl  - x2> 
Luego utilizando (1) del teorema 2.5 y (2) del teorema 
2.6 con \> O, obtenemos 
1Sx1  - Sx2121-- (141(2 2 -244 )11x1 - x2 E
2 . 
Por lo tanto basta tomar  
k2 
para que S sea 
una contracción. 
Los operadores que satisfacen la condición (1) del teo- 
rema 2.5, son llamados operadores monotónicos. 
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CAPITULO III 
GENERALIZACIONES DE ALGUNOS DE LOS RESULTADOS DE BROWDER 
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En este capítulo pretendemos generalizar algunos resul-
tados de Browder [02] , sobre la convergencia débil de suce-
siones de operadores no lindales en espacios de Banach. 
Por simplicidad de técnica, laboraremos en espacios de 
Hilbert. Consideraremos ID un subconjunto convexo y cerrado 
de este espacio y (V ) una sucesión infinita de aplicaciones 
J 
de D en D, no necesariamente distintas dos a dos. Hacien- 
do la composición de los n primeros operadores V
1  definimos: J 
Sn(x) = VnVn...1  ... V1(x) 
Tenemos como principal objetivo investigar la convergen- 
cia de la sucesión ísn(x) para un punto que es un punto 
fijo para todas las aplicaciones V. 
J 
Browder ha trabajado con sucesiones (V 1 de operadores 
J) 
no expansivos. Queremos extender algunos de sus resultados 
para la clase más general de aplicaciones Cuasi-no expansivas 
(Vease def. 3-5. y nota 1.1). 
Presentaremos inicialmente algunas definiciones y pro-
posiciones básicas a fin de facilitar la lectura que sigue. 
De manera general, omitiremos ejemplos, puesto que los 
conceptos aquí presentados ya son conocidos por aquellos que 
investigan en esta área. 
Estos ejemplos pueden ser encontrados en Figueiredo 
[1°.] y Opial [22] . 
DEFINICIONES Y PROPOSICIONES BASICAS 
Definición 3.1. Espacio de Banach Estrictamente Convexo. 
Un espacio de Banach X es estrictamente con-
vexo si, para cualquiera pares de vectores x,y en X, tales 
que 
lx+yl = ¡xl + yl,se tiene que x = y, con >0. 
Proposición 3.1.  
Todo espacio de Banach uniformemente convexo 
es estrictamente convexo. 
Definición 3.2. Espacio Dual o Conjugado. 
Sea X un espacio de Banach. El conjunto de 
todas las funcioneales lineales, continuas definidas sobre X 
es llamado dual o conjugado de X. 
Observación. 
Al espacio dual lo denotaremos por X. 
Definición 3.3. Espacio de Banach Reflexivo. 
Un espacio de Banach X es reflexivo si la apli-
cación canónica de X en su bidual X** es suryectiva. 
Proposición 3.2. 
Todo espacio de Banach uniformemente convexo 
u es reflexivo. 
11. Larsen, Ronald. Funtional Analysis. Marcel Dekker, 
Inc. New York. 1973. Pág.: 217. 
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Proposición 3.3. 
Todo espacio de Hilbert es uniformemente con- 
vexo. 
Definición 3.4. Conjunto de los, puntos fijos. 
Sea U una aplicación de un subconjunto D de 
X en X. El conjunto de los puntos fijos de U en D es el con-
junto de todos los puntos x en D, tales que U(x) = x. 
Observación. 
Usaremos la notación F(U) pára tal conjunto. 
Definición 3.5. Aplicación Cuasi-No-Expansiva. 
Una aplicación V de un subconjunto ID de un 
espacio de Banach X en X se llama cuasi no expansiva si las 
siguientes condiciones se verifican: 
1. V tiene al menos un punto fijo en D 
2. 1V(x)-pli lx-p, pata todo x en D y todo p en F(V). 
Nota 1.1. 
El concepto de aplicación cuasi-no-expansiva 
lo introdujo Tricomi [32] , para funciones reales y estudia- 
da mas tarde por Díaz y Metcalf y Dotson [os] , para 
aplicaciones en espacios de Banach. 
Observemos que toda aplicación no expansiva U :  
es cuasi-no-expansiva, desde que F(U) 0 y que una aplica-
ción lineal cuasi-no-expansiva en un subespacio ID es no ex- 
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pansiva en este subespacio. 
No obstante, existen aplicaciones continuas y disconti-
nuas no lineales cuasi-no-expansivas las cuales no satisfacen 
las condiciones de no-expansividad como se puede observar en 
el siguiente ejemplo. 
Ejemplo 3.1.  
Sea U una aplicación definida en el conjunto 
de los números reales R de la siguiente manera: 
U(0) = O 
1 U(x) =Sen , x 0. 2 
Mostraremos que U satisface las condiciones de cuasi-no-
expansividad, sin embargo U no cumple las condiciones de no-
expansividad. 
Como U(o) ,= O 0 e F(U) >F(u) 0 
Sea x E F(u)  U(x) = x 
x O 
1 >x = — sen 2 
1 > 2x = x sen — x 
1 ----> sen = 2 ;imposible! 
--> F(U) = O/ 
Seaxe tRyp=0 
> 111(x)-pl = 1U(x)-ol = 113(x)11 = Isen 111 
 
 ilu(x)-pl ¿_ 11/ lxi = Ox -pl. 
 
 
Por consiguiente U es cuasi-no-expansiva. 
Sin embargo U no satisface las condiciones de no-expan- 
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siva. 
2 6  Escogiendo x =, y -  tenemos: 






' 7T-1 77 141r 
>IU(x) U(y)1 - I jr/r. 
Por otro lado 
2 
ir 
Luego existen x,y en X = tales que: 
1U(x) - U(y)1 > lx-yE y por consiguiente U no 
satisface la condición de no-expansividad. 
Definición 3.6. Sucesión Admisible. 
Una sucesión de aplicaciones v )1  3 ' donde 
cada v]  es definida en un subconjunto D de un espacio norma-
do X en si mismo es una sucesión admisible, si las siguientes 
condiciones son satisfechas: 
1. o e ID 
2. v (0) = O, para todo j. 
3. Existen dos aplicaciones continuas estrictamente cre- 
cientes 0, , definidas en el conjunto de los números reales 
positivos CR+ con valores en R+ , con 0(0) = O, kp(o) = O 
y tales que 
0(1v3 (x)1) -4- ki), (1x-v3 (x)1).1- 0(1x1) para todo xG D y 
para todo j. 
TOPOLOGIA DEBIL 
Definición 3.7. 
Llamamos topología fuerte la topología métrica 
inducida por la norma en un espacio de Banach X. 
Trabajando en X*, dual de X, podemos introducir otra to-
pologia, la topología débil en X, de la siguiente manera: 
Definición 3.8. 
Dado E> O y una sucesión finita de elementos 
1 f, f ' fn de X* sea 2 
V(f l,f2 , fn; ¿ ) = E X; I < f , X> < 
i= l,2, ..., 
donde < fi,x> indica el valor que la funcional f e X* 
asume en x6 X. 
Denotaremos por V la familia de todos los conjuntos 
V( f l, f 2 , fn; II ) para cualquier E y cualquier sucesión 
\\.1. finita fl, f2 , fn. La familia constituye una base 
de vecindad de cero en X. La topología definida por la base 
V. es llamada, topología débil de X. 
Definición 3.9. Convergencia Débil 
{Una sucesión xn de elementos de un espacio 
de Banach X es débilmente convergente hacia x E X si 




Usaremos las siguientes notaciones. 
, para indicar la convergencia fuerte. 
, para indicar la convergencia débil. 
Proposición 3.4. Smulyan, Eberlein. 
Un espacio de Banach X es reflexivo si y sola-
mente si toda sucesión acotada de elementos de X, contiene 
una subsucesión que es débilmente convergente. 
El segmento que une a los vectores x e y que pertenecen 
a X es el, conjunto de todos los vectores 
z = (1-t)x + ty, donde O 
Un subconjunto O de un espacio vectorial X es convexo 
si el segmento z = (1-t)x + ty pertenece a D cualesquie- 
0.54.t1 
ra que sean x,y en D. 
Proposición 3.5. Mazur 
Todo subconjunto convexo y cerrado de un espa-
cio de Banach es necesariamente débilmente cerrado. 
Definición 3.10. Aplicación Convexa. 
Sea D un subconjunto convexo de un espacio 
vectorial X (real). Una aplicación 
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f > R se dice convexa si: 
f(tx + (1-t)y) ¿tf(x) + (1-t) f(y) para todo x,yE 
y t E [-0,3j . 
Definición 3.11. Aplicación Demi-Cerrada. 
Una aplicación U : D >X, definida en 
un subconjunto D de un espacio de Banacil X con valores en 
X es demi-cerrada si para cualquiera sucesión 
tal que 
en D , 
xn xo en D y u(x en X, entonces 
U(x0 ) = y. 
Nota 1.2. 
- 
Fue demostrado por Browder 'Ot que si X 
es uniformemente convexo, D es convexo y cerrado, 




El 'primer resultado de este capitulo es una extensión 
del trabajo de Erowder r1 2] , y garantiza la convergencia de 
la sucesión íSn(x)/ , composiciones de un número n de apli-
caciones V no-lineales y cuasi-no expansivas, hacia un punto 
común a todas ellas. Al reemplazar la condición de cuasi-no-
expansividad por la condición de no-expansividad, fue necesa-
rio introducir una condición adicional, (a), para la suce- 
sión auxiliar (Uk de aplicaciones de un subconjunto ID 
de X en X, conforme podemos constatar a continuación. 
Teorema 3-1. 
Sea X un espacio de Hilbert, D un 
subconjunto convexo y cerrado de X, el cual contiene el ori- 
gen, tV3 una sucesión admisible de aplicaciones cuasi-no- 
expansivas de D en D 
Sea [Ux1 una sucesión (finita o infinita) de aplica-
ciones continuas cuasi-no-expansivas de D en X, tal que, 
para todo k se cumple la siguiente condición: 
(a) (I-Uk ) es demi-cerrado. 
Sea F el conjunto de-puntos fijos comunes a todas las 
aplicaciones Uk' esto es, F = 1.1 F(Uk ). 
Supongamos quel3CF ypara todo jytodofen F2 
V (f) = f. 3 
Supongamos también satisfecha-la condición de recurrencia. 
(R) para cada Do acotado en D , cada entero k y cada 
Si 
E:›0, existe un entero positivo m(e ,k), tal que, de cada 
conjunto de enteros sucesivos f m+1, n+m( podemos 
escoger un entero j, tal que, para todo x en Do, tenemos: 
IV 3 (x) -  
Para x e 0 , sea S(x) = Vn Vn..1 Vi(x). 
Entonces, para cada x E D la sucesión (Sn(x)} converge 
débilmente hacia un elemento f de F. 
La demostración del teorema 3-1., se hará a través de 
una serie de Lemas, usando la misma técnica de Browder L  102.] • 
Repetiremos algunos lemas usados por Browder, procurando 
dar mayor claridad a las demostraciones y modificando otros, 
obteniendo así nuevos resultados adaptados a la situación de 
nuestro problema. 
El primer lema es debido a Browder y una vez que el mis-
mo Vwdependedelaexpansividaddelosoperadores.,pode-
mos utilizarlo en nuestro teorema. 
Lema 3-1. (Browder, [0] 
Sea D un subconjunto convexo y cerrado 
de un espacio de Banach X y (V3 ) una sucesión admisible 
de aplicaciones de D en D . 
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Consideremos Sn = Vn Vn-1 • • • V1' para cada entero 
positivo n y Un  = Sn(U0 ), para U0  arbitrario en D. 
Entonces tenemos que lUn-Un_ 11---h- O cuando n--s- 
Demostración:  
Por la admisibilidad de (V I sabemos 
que existen dos aplicaciones continuas estrictamente crecien- 
tes, 0 y de Ilq+ en ft+ con 0(0) = O, Y(0) = O, tales 
que, para todoxED ytodo 3, 
Ø(V3 (x)i+ 1,1 (dx-V3  (x)H).5.1 0(12(1) (3-1) 
Haciendo 3 = n, x = Un_1, y teniendo en cuenta que 
Un-1 = Sn-1(Uo ) = y ... V1(110), tenemos que 
Un  = ,S(U) = Vn  Vn..1 V1(U0) = V(U -1) = Vn(x) 
reemplazando estos valores en (3-1), se tiene. 
16(lunl) + 0(lun_11) 
de donde 
Y(lUn_i-UnI)11 0(1Un_ii) - 95(iUni) (3-2) 
Sumando en n de 1 a N, tenemos: 
n=1 
youn_runi)0(11.101) - 95(ouNi)..93(11.101) (3-3) 
Haciendo N , sigue que: 
n=1 9
) (11Un_i-Un!)<z 190 (3-4) 
Siendo la relación (3-4) consecuencia de (3-3) y de 
propiedades de la aplicación Y que garantizan ser la suce- 
sión de sumas parciales de tal serle monótona, no decreciente, 
acotada superiormente por 0(5u0p) y por tanto, convergente. 
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A partir de (3-4) tenemos 
Lím 
n-5-00 ( lun-1-unl) 
= 0 (3.5) 
y por (3-5) y propiedades de concluimos finalmente que 
lUn-l-Un . 
El siguiente lema es una variación de un resultado de 
Browder [02] , donde el autor exige la no-expansividad de 
cada aplicación de la sucesión 
Adgptando a nuestro caso, constatamos que es suficiente 
exigir la continuidad de cada Uk, sin necesidad de que se le 
imponga la condición de no-expansividad, obteniendo de la 
misma forma la convergencia de la sucesión [un-Uk(un q 
hacia cero, cuando n--e- co. 
Lema 3-2. 
Sea D un subconjunto convexo y cerrado 
de un espacio de Banach X. 
Consideremos {N1 una sucesión admisible de aplica- 
ciones de D en D y tUk'  • k E Auna sucesión (finita 
o infinita) de aplicaciones continuas de D en X. 
Supongamos que las dos sucesiones (V31 y {U}j sa- 
tisfacen la condición de recurrencia (R) del teorema 3-1. 
Sea Un = Sn(Uo ), para Uo elemento arbitrario de D. 
Entonces para cada en A, se tiene: 
1Un -Uk(Un)1 0, cuando n 
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Demostración: 
Fijando k en A y >O, queremos demos- 
trar que: 13 ,k), entero positivo, tal que 
1Un-Uk(Un )1 <: e para n > N( ,k). 
Por la admisibilidad de (V3 ) , garantizamos que 
{Unles acotada. En efecto, sea Uo E D . Tenemos entonces 
que 
Un = Sn(Uo ) = V -1  ... V1 (Uo'  ) donde Un = Vn(Un-1). n  
Una vez que tVil es admisible, para j = n r>1.2 y 
X = Use tiene: 
movn(un_1)1) 4. y ( (,„1 11 ,),,,s(lun-11) . 
Siendo Un = Vn(Un-1),  sigue que: 
+ 41(1Un_1-4mnM1 95(1Un_11) (3-6) 
Una vez que Y es estrictamente creciente, con 
4)(0) = 0, sigue que 
(0) = 0 (3-7) J) (lun_run:) >, 
Las relaciones (3-6) y (3-7) verifican 
95(1Uni)!Z:  96(gUn_1i) 
y por tanto, lUnr4.1 ,n ;12. 
Así, por la condición de recurrencia ( R), para k e A 
y e > o fijos, existe un entero positivo m( 6 / 2 ,k), tal que, 
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de cada bloque de enteros sucesivos [n+1,...,n+m( /2,k).1 
podemos escoger un entero 3, para el cual 
IV (x) - Uk(x)I < E/2, para todo x en D 
Para dicho 3 tenemos: 
IU3-1-Uk(U)..1)1.! + IV 3(U3-1)  - Uk(U3-1)1 
IU3-1-V(U3-1)1 + E/2 (3-8) 
Por el lema 3-1, sigue que: 
gU n-Un-1I = IVn(Un-1)-Un-1 cuando n------10.~(3.9) 
Así podemos escoger un entero N(6 ,k), tal que, para 
todo m N( ,k). 
¿  lum-Vm+1(Unp.gc < e/6 6m( E/2,k) (3-10) 
Para n > N( E ,k), podemos escoger, como anteriormente 
un entero 3 del bloque n+1 ..... n+m( ¿/2,k) 
Así, tenemos 
IUn-Uk(Un)I<,Q fUn-U3 _11+IU + lUk(U3 _1)-Uk(Unn (3-11) 
Por otro lado, 
+(c, )-Z 
1 s -us+1"; 21: lus-vsfi( us ) S=n 
(3.12) 
y a partir de (3-10) y (3-12) obtenemos que 
cl ¡U -U I <C m( E/2,k) E  n 3-1 -- 6m( e./2,k) 6 (3-13) 
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Por otro lado, considerando (3-8) y (3-10). tenemos: 
1 u -U (U )1<1:1U 1 -V (U )1 +1 3-1 k 3-1 3-- 3 3-1 
4 E (3-14) 6 
Además, por (3-13) y por la continuidad de Uk 
lUk (Un ) Uk (U3 _1)1 < ¿/6 (3-15) 
Por (3-11) llevando en cuenta también (3-13), (3-14) y 
(3-15) sigue finalmente que 
1Un-Uk(Un )1 
y por la arbitrariedad de E 
1Un-Uk(Un)1-4. O cuando n , para 
cada k fijo en A. 
Dada una aplicación U : D X y una sucesión débil- 
mente convergente en , necesitamos garantizar que su 
limite débil sea un punto fijo de U en D En [92] D . Browder, 
utiliza el hecho de ser la aplicación no expansiva y trabaja 
con espacios de Hilbert. Una vez que no mas tenemos la no-
expansividad del operador, se hizo necesario Imponer otra 
condición (a) y se obtiene un nuevo Lema que garantiza la 
convergencia deseada, para un espacio de Banach X cualquiera. 
Lema 3-3. 
Sea D un subconjunto convexo y cerrado 
de un espacio de Banach X y sea 11 una aplicación continua de 
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D en X. 
Consideremos CVn una sucesión en D, tal que: 
n y IVn-U(Vn )1----->o, cuando n---b-CO 
Supongamos también que 
a) I-U.es demicerrado 
Entonces VeD y U(V) = V 
Demostración: 
Una vez que O es un conjunto convexo y 
cerrado en.X, (X espacio de Banach), tenemos por la propo-
sición 3-5 (Mazur) que O es débilmente cerrado. 
Luego, como por hipótesis Vn V, tenemos que 
V €0 
Además; ás,' (I-U)(Vn)-----0- O cuando n —9-00 y como por 
(a) I-U es demi-cerrado, se concluye que 
(I-U)(v) = 0, o sea U(v) = v. 
El siguiente resultado es un teorema de Browder [32] 
Mostraremos que dicho teorema es un corolario de Lema 3-3, 
que,, acabamos de probar. 
Corolario 3-1. 
Sea p un subconjunto convexo y cerrado 
de un espacio de Hilbert y U una aplicación no expansiva de 
D en X. 
Consideremos tVn1 una sucesión en D , tal que: 
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V----/` V y I(I-Y1)Vn O, cuando 0.0 
Entonces, V e D y U(V) = V. 
Demostración: 
X es un espacio de Hilbert y a consecuen-
cia de la proposición 3-3 es uniformemente convexo. Una vez 
que U es no expansiva sigue que 1-ti es demicerrado (vease 
nota 1-2). Tenemos pues, satisfechas las hipótesis del 
Lema 3-3, lo que garantiza la tesis. 
Debilitando las condiciones en X e imponiendose la con-
dición (a) del Lema 3-3, obtuvimos un nuevo resultado, del 
cual el Lema 5 de Browder [02] pasa a ser una consecuencia 
inmediata, utilizandose argumentos similares al del Corolario 
3-1. 
Lema 3-4. 
Sea O un subconjunto convexo y cerrado 
deunespaciodeBanachreflexivoy{y1}una sucesión admi- 
sible de aplicaciones de (El en D  
Consideremos flik} una sucesión (finita o infinita) de 
aplicaciones continuas de o en X, tal que, para todo k, la 
siguiente condición se satisface: 
(a) (I-Uk ) es demicerrado. 
Sea F el conjunto de los puntos fijos comunes a todas 
las aplicaciones Uk, o sea, F = rl F(Uk ). 
Supongamos queoeFypara todojypara todofen F, 
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V (fi = f. 
Supongamos también que se cumple la condición (R) del 
teorema 3-1. 
Sea Sn(x) = V V1"— , V1(x), para x e D y n n- 
Un = SII (U0 ) para U0 elemento arbitrario en UD 
Entonces cada límite débil de la sucesión tUnl es 
elemento de F. En particular si F es constituido apenas por 
el punto cero, entonces [un} converge débilmente hacia 
cero. 
Demostración: 
Con un razonamiento análogo al que se 
hizo en el Lema 3-2, se concluye de la admisibilidad de la 
sucesión (V3 } , que {Un} es una sucesión acótada. 
Podremos entonces considerar {Vs = Unsl
una subsuce- 
sión de t , débilmente convergente, con límite débil v, 
una vez que X es reflexivo. 
Por el Lema 3-2, 
Vs  -Uk  (V s O, cuando s------1-0100 y por el Lema 3-3 
v es un punto fijo de Uk, para todo k en A esto es 
F =n F(uk). 
Si F es el conjunto constituido apenas por el punto cero, 
entonces cada subsucesión débilmente convergente de la suce- 









Hasta el momento no hemos necesitado de 
la no-expansividad de la sucesión IV
3
y tUk] y fue 
posible omitir esta hipotesis en los lemas anteriores. 
Sin embargo, si agregamos esta condición para V en los 
Lemas (3-2) y (3-4) podríamos garantizar el acotamiento de 
tunl sin la necesidad de exigir la admisibilidad de tV I 
admitiendo solamente que V(0) = O, para todo j. 
En efecto, como O E F, suponiendo la cuasi-no-expansivi- 
dad de V , tenemos: 
IV (x)1.5„.1: lxil 
Haciendo j =n y x= Uen la relación arriba tene- 
mos: 
IV (U -1)1 1Un-11 
y por tanto, OUn_11, o sea, L Un-1 es acotada. 
El siguiente Lema se debe esencialmente a Opial [22 ] 
Repetiremos su prueba, procurando dar una demostración mas 
detallada y precisa. 
Lema 3-5. (Opial[22] 
Sea F un subconjunto convexo cerrado de 
un espacio de Hilbert X y flin una sucesión en X tal que: 
67 
1) Para cada f en F, es una sucesión no 
creciente: 
2) Cada límite débil de la sucesión {Unl está en F. 
Entonces {Un converge débilmente hacia un punto fo de 
F. 
Demostración: 
Para cada f E F, considerese la siguiente 
función definida por: 
p(f) = Lim ¡Un-fl 
Vemos fácilmente que p es una aplicación convexa. En 
efecto; 
Sean fisrf2 enFyte. [0,1] • Como F es convexo, 
sigue que 
x =,tfi  + (1-t)f 2 E F 
Queremos garantizar que 
p(x)41; tp(fl) + (1-t) p(f2 ) 
Así para codo n 
Un - (tf1+(l-t)f 2 ) = t(Un-f1)+(l-t)(U n  -f 2  ) 
Luego 
O Ilin-(tf1+(l-t)f2I t1U 04-(1-t ) n n2 
Pasando al límite, por la definición de p viene que: 
p(x)1: tp(fl) + (1-t) p(f2). 
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La función p es semi-continua inferiormente puesto que 
una aplicación convexa definida en un espacio de Banach y 
asumiendo valores en el conjunto de los números reales es 
semi-continua inferiormente. 
Por la hipótesis (1), sigue que {1Un-fE} es acotada 
para f dado en F y por lo tanto IIIII I es acotada por una cons-
tante M. 
En vista de que, para todo f E F 
Hfl - 1U11 1.;5: If-Unb = Itin-f: 
Por pasaje al límite, sigue que 
p(f) ;1 'fi - M y por consiguiente, p asume su mínimo 
en algún punto fo  e F. 
Sea fo tal mínimo. Mostraremos que {Un converge 
/ deblImente hacia fo. 
Como i es acotado, es suficiente probar que cada w 
límite débil de la sucesión, coincide con fo. 
Por la condición (2), es suficiente admitir que 
1  v.} = tUn J
, converge debilmente hacia f1 en F y mostrar 
que fl  = fo. 
Para cada t E C0,1] tenemos que el punto (1-t)f0+tf1  
es elemento de F, puesto que F es convexo. 
Como x es de Hilbert viene: 
IV-(l-t)f-tf fi 2=IVsfo1 <C 3. 2+2t V -f f -f .5 +t2 fif-f s o 1 11 2 (*) s o' o • o 
Cuando Sq----u-c0 , Vs f lo que implica, 
fo- fi> < fo fe, fl> = - if0-f11
2 
Pasando al límite en (*) tenemos: 
p((1-t)f0+tf1)





2tlf o -f1 5
2 <: t21fo-f11
2 , t 0, lo que implica f1 = fo -- 
El próximo lema es un resultado ya conocido de la teoría 
'de puntos fijos de operadores cuasi-no-expansivos. Hay va-
rias demostraciones de este lema. La que presentaremos esta 
basada en el teorema de Dotson [08] 
Lema 3-6. 
Sea D un subconjunto convexo y cerrado 
de un espacio de Banach X, estrictamente convexo y U una apli-
cación cuasi-no-expansiva de D en X. Entonces, el conjun-
to de los puntos fijos de U en D es convexo. 
Demostración:  
Sean a y b elementos de F(U), a b y 
t E. (0,1). entonces 
c = (1-t)a+tb E D , puesto que D es convexo. 
Como U es una aplicación cuasi-no-expansiva; tenemos 
(1) 1U(c)-a/-1; Y 
(2) ill(c)-bi Ic-b1 
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Observese que 
c-a = t(b-a) y c-b=(1-t)(a-b). 
Por tanto, sumandose miembro a miembro (1) y (2) y te- 
niendo en consideración la observación anterior, tenemos: 
lb-al 1; Ib-U(c)I + 1U(c)-a1:11 Ic-bI + Ic-al = 1b-al 
Asi, 
1(b-U(c)) + (U(c)-a)1 = 1b-U(c)1 + 1U(c)-a1 
Si b - U(c) = 0, entonces 
IU(c)-al = Ic-al = 
Lo que implica que t:› 1, contradicción. 
Analogamente, si U(c)-a = 0, tenemos que 11c 1-t, 
donde t.5.1 0, lo que es absurdo. 
Por tanto, como X es estrictamente convexo, existe 
r >0, tal que: 
U(c)-a = r(b-U(c)) (3) 
Haciendo S = l+r y usando (3), tenemos: 
U(c) = (1-S)a + S(b) 
donde U(c)-a = S(b-a). 
Luego, 
SIb-al = 111(c)-a1:5 Ic-a1 = tlb-al 
Lo que verifica, 
s t (4) 
Usando la relación U(c)-b = (1-S)(a-1), tenemos: 




(1-S) 11 1-t y por tanto 
S "j> t (5) 
de (4) , y (5), tenemos que S = t y finalmente 
U(c) = (1-t)a+tb = c 
O sea, c es elemento de F(U), lo que lleva a la conclu- 
sión de que F(U) es convexo. 
Estamos ahora en condición de demostrar el teorema 3-1. 
Demostración: (Teorema 3-1). 
Sea Un = Sn(Uo ), para Uo arbitrario en D 
Como [v} es una sucesión admisible, sabemos que [Un}  
es acotada. 
Por el Lema 3-2, garantizamos que 
51.1n-Uk(Un cuando n ---1—00 y por el 
Lema 3-4, sabemos que para cada punto límte débil de la su- 
cesión n es elemento de F, donde F = fl F(Uk ) 
Cada F(Uk ) es un conjunto convexo, según lo obtenido en 
el lema 3-6. 
Además, F(Uk ) es un conjunto cerrado, puesto que Uk es 
una aplicación continua para todo k. 
Tenemos entonces que F es la intersección de subconjuntos 
convexos y cerrados de un conjunto convexo y cerrado D en 
X. Luego F también es convexo y cerrado. 
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Por hipótesis, para cada f en F, V (f) = f y cada V es 3 3 
aplicación cuasi-no-expansiva. 
Así 
HU114.1 -fH = iVn+1 (Un)-f"1 Iljn-f5  
y por tanto, la sucesión {lUn-fl} es no creciente. 
/ Aplicando, el Lema 3-5, sigue que Pril converge debil- 
mente hacía un elemento fo en F, obteniendo así nuestro re-
sultado. 
CONC LUS I ON 
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Tratandose de un trabajo de matemática educativa tenía-
mos como primera meta presentar algunas técnicas no lineales 
en espacios de Banach, con el propósito de proporcionar 
a los futuros investigadores en esta área alguna facilidad 
de conocer más rapidamente las técnicas de punto fijo y 
de la teoría de sobreyectividad. Parte del objetivo fue 
logrado por medio del teorema de contracción de Banach, 
1922 y de los teoremas sobre homeomorfismo de Minty, 1962 
y de Zarantonello, por medio de los cuales se hizo la presen-
tación de algunas de las técnicas de manera clara y de fácil 
comprensión. 
A medida que el trabajo se fue desarrollando nos fue 
posible profundizar mucho más en estas técnicas y de manera 
natural sobre pasar el objetivo que teniamos como meta. 
En este sentido nos fue posible generalizar algunos resulta-
dos de Browder y con eso producir un trabajo de investigación 
de mayor rigurosidad matemático desde el punto de vista del 
análisis, esperando con esto proseguir investigando en este 
campo, ya que es un campo muy fértil. 
Además, se espera que este trabajo sirva de fuente 
de información para todos aquellos investigadores que desean 
trabajar en este campo. 
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