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The dynamics of complex networks, being a current hot topic of many scientific fields, is often
coded through the corresponding Laplacian matrix. The spectrum of this matrix carries the main
features of the networks’ dynamics. Here we consider the deterministic networks which can be viewed
as “comb-of-comb” iterative structures. For their Laplacian spectra we find analytical equations
involving Chebyshev polynomials, whose properties allow one to analyze the spectra in deep. Here, in
particular, we find that in the infinite size limit the corresponding spectral dimension goes as ds → 2.
The ds leaves its fingerprint in many dynamical processes, as we exeplarily show by considering the
dynamical properties of the polymer networks, including single monomer displacement under a
constant force, mechanical relaxation, and fluorescence depolarization.
PACS numbers: 36.20.Ey, 36.20.-r, 05.60.Cd, 89.75.Hc, 05.45.Df
I. INTRODUCTION
The interest to the theory of networks shows in the
last decade an accelerating growth, by attracting sci-
entists not only from physics but also more and more
from the interdisciplinary fields [1]. Such a transfer of
knowledge between different scientific fields is possible
because of the mutual underlying mathematics. One of
such mathematical fundamental objects is the Laplacian
matrix [2, 3]. From the physical point of view, it de-
scribes in a very simple way interactions between nearest-
neighboring nodes, so that in the case of an infinite linear
chain one obtains a discrete form of the Laplacian oper-
ator [4].
In macromolecular science the Laplacian matrix is used
to reflect the relationship between structural properties
of macromolecules and their dynamics [5]. Such a con-
cept of macromolecular representation (called generalized
Gaussian structures, GGS [5]) extends the well-known
Rouse model for linear chains [6] to arbitrary structures.
The basic simplicity of the GGS model is that one can ob-
tain analytical solutions of dynamical problems, even for
complex polymer systems. Here the deterministic struc-
tures are of special interest, because they allow exact cal-
culations typically based on iterative schemes [7, 8, 10–
20]. (We note that for disordered networks in some cases
mean-field results are possible [21–24].) Having a pool
of different structures which carry well-defined, unique
spectral properties is very important for checking of gen-
eral concepts, such as scaling [25–30].
In this paper we consider hierarchical “comb-of-comb”
networks. We note that combs, being also synthesized
structures [31] (representing up to now, however, only
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low order iterations of “comb-of-comb” networks), at-
tract in general, a lot of interest [32–34]. Combs are
used in context of reaction-diffusion problems [32], for
description of diffusion of ultracold atoms [33] and par-
ticles in crowded environments [34], to name only a few
examples. The combs which we consider here are hier-
archically constructed: at each step to each node of the
preceding structure a linear spacer of the same length is
attached. We show that the Laplacian spectra of such
“comb-of-comb” networks can be calculated based on
the equations involving recursive Chebyshev polynomi-
als, whose properties are of much help for the analysis
of the spectra. As an application, we consider relaxation
dynamics of the “comb-of-comb” polymeric networks in
the GGS scheme as well as the energy transfer on the
networks.
The paper is structured as follows: In Sec. II we in-
troduce the model of “comb-of-comb” networks and dis-
cuss briefly their structural properties. In Sec. III we
obtain the closed-form formulae for the determination of
Laplacian spectra as well as discuss their properties. In
Sec. IV we exemplify the results of Sec. III on the dynam-
ical properties of macromolecules and on the fluorescence
depolarization. We summarize the conclusions in Sec. V.
II. THE MODEL
In this section, we introduce a tree-like network built in
an iterative way, which can be viewed as “comb-of-comb”
network. Let Cg (g ≥ 0) be the family of networks after
g iterations. For the initial status g = 0, C0 is a single
node without any edges connected to it. For generation
g = 1 the Cg is just a chain of r nodes, and for g = 2 it is
a comb, see Fig. 1. In general, the network Cg+1 of the
generation g + 1 is obtained by attaching of a new chain
with r− 1 nodes (here r ≥ 2) to each of the nodes of the
network Cg, see Fig. 1.
2FIG. 1. Illustration of network Cg corresponding to r = 4 and
g = 3 (all beads). Only filled beads represent the network at
generation g = 1, filled and crossed beads together give the
network of generation g = 2, see text for details.
By its construction, it is easy to see that the number
of nodes and edges in Cg is Ng = r
g and Eg = r
g − 1,
respectively. The tree-like structure assures that the two
quantities differ from each other just by 1. Also there are
some other properties: The diameter of this network in
generation g is (2g − 1)(r − 1), which grows logarithmi-
cally with the network size, showing that the networks
are of small-world type. One can find that the distribu-
tion here is not a power law as many other small-world
networks, but exponential. Also the networks Cg have
the same number of nodes as, e.g., Vicsek Fractals [12]
for r = f+1, where f is the only variable in Vicsek Frac-
tals. This makes them quite suitable to compare to other
deterministic structures in order to highlight the role of
connectivity.
III. LAPLACIAN SPECTRA
The Laplacian matrix Lg is defined through its diago-
nal elements, which are equal to the degrees (functionali-
ties) of the beads, and through the off-diagonal elements
−1 for any two directly connected nodes; all other ele-
ments of Lg are zero [35].
From the construction of the network Cg, we can easily
see that the corresponding matrix Lg is a r
g× rg matrix,
which can be represented by r × r blocks:
Lg =


Lg−1 + Ig−1 −Ig−1 · · · 0 0 0
−Ig−1 2Ig−1 · · · 0 0 0
0 −Ig−1 · · · 0 0 0
...
...
. . .
...
...
...
0 0 · · · 2Ig−1 −Ig−1 0
0 0 · · · −Ig−1 2Ig−1 −Ig−1
0 0 · · · 0 −Ig−1 Ig−1


,
(1)
where each block is a square matrix with size rg−1. One
can find the eigenvalues of Lg by solving its characteristic
polynomial Pg(λ) = det(λIg − Lg).
To find the rg roots of the characteristic equation
Pg(λ) = 0, we have to make the determinant diagonal-
ization. Here we transform the above determinant into
a lower triangle determinant by the procedure discussed
below. Let us define Ri as the ith row of block matrices
λIg − Lg in Pg(λ) and Di as the corresponding diagonal
block after diagonalization. The procedure starts from
Rr according to the following steps:
(1) We add − 1λ−1Rr to Rr−1. Noting that Dr = (λ−
1)Ig−1, the diagonal block in row r − 1 then becomes
Dr−1 = (λ− 2)Ig−1 −D
−1
r =
λ2 − 3λ+ 1
λ− 1
Ig−1. (2)
(2) We add −D−1r−1Rr−1 to Rr−2, the diagonal block
in row r − 2 then follows
Dr−2 = (λ− 2)Ig−1 −D
−1
r−1 =
λ3 − 5λ2 + 6λ− 1
λ2 − 3λ+ 1
Ig−1.
(3)
(3) Analogously, we added −D−1i+1Ri+1 to Ri (i = r−
3, r − 4, ...2), the diagonal block in row i then reads
Di = (λ− 2)Ig−1 −D
−1
i+1 =
(λ− 2)Di+1 − Ig−1
Di+1
Ig−1.
(4)
(4) Finally, we add −D−12 R2 to R1, the element in the
upper-left corner becomes
D1 =
(λ− 2)D2 − Ig−1
D2
Ig−1 − Lg−1. (5)
For further simplification, we introduce αi and βi such
as (αi/βi)Ig−1 = (λ− 2)Ig−1 −D
−1
i+1. In this notation
Di =
αi
βi
Ig−1 =
(λ − 2)αi+1 − βi+1
αi+1
Ig−1. (6)
With this we obtain
Pg(λ) = det(D1D2 · · ·Dr) =
det
(
(λ−2)D2−Ig−1
D2
Ig−1 − Lg−1
)(
α2
β2
α3
β3
· · · αrβr
)rg−1
= det
(
(λ − 1− β2α2
)
Ig−1 − Lg−1)α
rg−1
2
= Pg−1
(
λ− 1− β2α2
)
αr
g−1
2 .
(7)
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FIG. 2. Densities of states ρ(λ) corresponding to the parameter sets (r, g): (a) (2, 16), (b) (4, 8), (c) (16, 4), (d) (65536, 1). All
networks have Ng = 65536 beads in total (case (d) represents just a linear chain), see text for details.
The factor α2 has an exponent r
g−1, which is equal to
the size of determinant Pg−1(λ). We can infer that the
eigenvalues of Pg(λ) are totally determined from those
λ(g−1) in generation g − 1 by the equation
λ− 1−
β2
α2
= λ(g−1), (8)
without the influence of factor α2. It is easy to find the
relations between α’s and β’s from Eq. (6) as
αi = (λ− 2)αi+1 − βi+1 and βi = αi+1. (9)
Based on the initial values αr = λ − 1 and βr = 1, α2
and β2 can be expressed by:
α2 = Wr−1
(
λ
2
− 1
)
and β2 =Wr−2
(
λ
2
− 1
)
. (10)
In Eq. (10) Wn(x) is the Chebyshev polynomial of
the fourth kind [36], for which holds W0(x) = 1,
W1(x) = 2x+ 1, and Wn(x) = 2xWn−1(x) −Wn−2(x).
Moreover, using the relation between the Wn(x) and
the Chebyshev polynomial of the second kind Un(x) (for
Un(x) holds U0(x) = 1, U1(x) = 2x, and Un(x) =
2xUn−1(x) − Un−2(x)): Wn(x) = Un(x) + Un−1(x), the
characteristic Eq. (8) becomes
λUr−1
(
λ
2 − 1
)
Wr−1
(
λ
2 − 1
) = λ(g−1), (11)
where the only variable here is the eigenvalue λ, cor-
responding to generation g. Thus, one can obtain all
eigenvalues iteratively, starting from the exact eigenval-
ues of the discrete linear chain[37] of length r, λ
(1)
k =
4 sin2[(k − 1)pi/(2r)] for k = 1, . . . , r.
Now, recalling that the substitution x = cos θ
leads to Un(x) = sin(n + 1)θ/ sin θ and to
Wn(x) = sin(n+
1
2 )θ/ sin
1
2θ or that x = cosh θ
4leads to Un(x) = sinh(n+ 1)θ/ sinh θ and to
Wn(x) = sinh(n+
1
2 )θ/ sinh
1
2θ [36], Eq. (11) can
be readily solved. Moreover, with the substitution
x = cos θ we can look at the behavior of small eigenval-
ues. Making a Taylor expansion of the left-hand side of
Eq. (11), we obtain:
rλ +O(λ2) ≈ λ(g−1) for λ≪ 1. (12)
Thus, given that the total number of nodes Ng at gener-
ation g is related to that of g − 1 by Ng = rNg−1, the
density of states ρ(λ) follows ρ(λ) = ρ(λ/d). Hence the
spectral dimension ds, which is defined through [38]
ρ(λ) ∼ λds/2−1, (13)
readily follows for the Cg networks, ds = 2. As we pro-
ceed to show the ds, being a key parameter for the dy-
namical characteristics, leaves its fingerprints in their be-
havior. In Fig. 2 we exemplify the density of states ρ(λ)
of Cg for different parameter sets (r, g). As can be in-
ferred from the figure, for higher g the density of states
tends to the ρ(λ) ∼ λ0 behavior. Figure 2(d) reproduces
the well-known [38] result for linear chains ρ(λ) ∼ λ−1/2.
IV. RELAXATION DYNAMICS AND
FLUORESCENCE DEPOLARIZATION
In this section, we illustrate the dynamical behavior of
“comb-of-comb” networks Cg in the GGS formalism [5,
39, 40], which extends the Rouse model [6] (for linear
chains) to complex architectures. The macromolecules in
such a framework are represented by beads connected by
springs, just as the nodes connected by edges in networks.
Each bead is located at time t at the position vector
Ri(t), i = 1, . . . , Ng. Each of them experiences friction
with friction constant ζ and the springs which connect
them have elasticity constantK, see review [5] for details.
The dynamics in GGS follows a set of Langevin equa-
tions [5]:
ζ
dRm(t)
dt
+K
Ng∑
i=1
LmiRm(t) = fm(t) + Fm(t) . (14)
In Eq. (14), Lmi is the mith entry of the Laplacian ma-
trix Lg describing the topology of the network, which
has been introduced in Sec. III; fm(t) is the thermal
noise, assumed to be Gaussian with 〈fm(t)〉 = 0 and
〈fmα(t)fnβ(t
′)〉 = 2kBTδαβδnmδ(t− t
′), where kB is the
Boltzmann constant, T is the temperature, α and β de-
note the directions in three-dimensions. Fm(t) denotes
another (possible) external force acting on mth bead.
We focus on the motion of the GGS under a constant
external force Fm = Fθ(t−0)δmkey, switched on at t = 0
and acting on a single bead (say, kth) in the y direction.
After averaging over the random forces fm(t) and over
all the beads in the GGS, the displacement [39–41] along
this direction is given by
〈Y (t)〉 =
Ft
Ngζ
+
F
σNgζ
Ng∑
i=2
1− exp(−σλ
(g)
i t)
λ
(g)
i
, (15)
where σ = K/ζ is the bond rate constant. The λ
(g)
i s are
the eigenvalues of Lg, except the eigenvalue 0 denoted by
λ
(g)
1 , related to the displacement of the center of mass.
We note that the motion of a specific bead does also de-
pend on the eigenvectors of Lg, see Ref. [41] for details;
picking the bead randomly and performing ensemble av-
eraging leads to the simple form of Eq. (15) [39–41].
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FIG. 3. (Color online) Averaged monomer displacement
〈Y (t)〉, Eq. (15), for the networks Cg of different r and g.
The case r = 216 = 65536 and g = 1 corresponds to a linear
chain. All networks have Ng = 65536 beads in total. The
choice of units is given by setting σ = 1 and F
ζ
= 1, see text
for details.
The global properties of 〈Y (t)〉 can be extrapolated by
Eq. (15): its behavior for very short times is 〈Y (t)〉 ∼
Ft/ζ while for very long times, we have 〈Y (t)〉 ∼
Ft/(Ngζ). These are general features for all the GGS
structures. The particular GGS architecture is revealed
only in the intermediate time domain, on which we con-
centrate in Fig. 3. The 〈Y (t)〉 of Cg shows in this do-
main a logarithmic behavior, meaning that the the net-
work’s beads move very slowly before the whole network
starts the diffusive motion. We note that such a be-
havior differs from that of the typical fractal structures,
such as the Vicsek fractals, for which 〈Y (t)〉 ∼ tγ (with
0 < γ < 0.5) [12], as well as from the linear chains for
which 〈Y (t)〉 ∼ t1/2. Logarithmic behavior of 〈Y (t)〉 is
observed, however, for dendrimers [41, 42]. Neverthe-
less, as we proceed to show, the mechanical relaxation of
”comb-of-comb” networks Cg differs qualitatively from
that of the dendrimers.
In the mechanical relaxation experiments one measures
the response to harmonically applied external forces. The
result is the complex dynamic modulus G∗(ω), in other
5words, the G′(ω) and G′′(ω) (storage and loss modu-
lus) [4, 43],
G′(ω) =
νkBT
Ng
Ng∑
i=2
(ω/2σλ
(g)
i )
2
1 + (ω/2σλ
(g)
i )
2 (16)
and
G′′(ω) =
νkBT
Ng
Ng∑
i=2
ω/2σλ
(g)
i
1 + (ω/2σλ
(g)
i )
2 . (17)
In Eqs. (16)-(17), ν denotes the number of polymer
monomers (beads) per unit volume.
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FIG. 4. (Color online) Top figure: storage modulus G′(ω),
Eq. (16); bottom figure: loss modulus G′′(ω), Eq. (17); both
for the networks of Fig. 3. The inset represents local slopes of
the curves with the same symbolic and color code. Here we
use σ = 1 and νkBT
Ng
= 1, see text for details.
Again, as for 〈Y (t)〉, the moduli at low and high fre-
quencies are independent of structure. Here we focus on
storage and loss moduli, for which one has G′(ω) ∼ ω2
and G′′(ω) ∼ ω1 at very small ω and G′(ω) ∼ ω0
and G′′(ω) ∼ ω−1 at very high ω. The inbetween re-
gion of G′(ω) (corresponding to the intermediate times
in 〈Y (t)〉) shows for Cg-networks in double-logarithmic
scales a slope with the exponent around 1, see Fig. 4.
The G′′(ω) shows a continuous transition between 1 and
−1 slopes. For a better visualization, we plot the effec-
tive slopes α′ = d(log10G
′)
d(log
10
ω) or α
′′ = d(log10G
′′)
d(log
10
ω) for G
′(ω) or
G′′(ω) of the main plots of Fig. 4 as insets to them. As
Fig. 4 shows, for very low and very high frequencies, the
limiting behaviors of α′ or α′′ yield the slopes 2 or 1 and 0
or −1, respectively. The wavy behavior of α′ or α′′ in the
intermediate frequency region is due to the high symme-
try of Cg-networks. A similar behavior has been observed
for many other structures [9, 12, 20], it reflects the high
regularity of the system. Typical fractals, such as Vic-
sek fractals, lead to a fractional slope between 1/2 and
1 [12], as also observed experimentally for (disordered)
hyperbranched polymers [44]. (However, for dendrimers,
which are not fractals, G′(ω) shows in the intermediate
frequency domain a logarithmic behavior [41, 42].) The
linear chains follow a G′(ω) ∼ ω1/2 behavior [4] (see also
the black curve on Fig. 4).
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FIG. 5. (Color online) The average probability 〈P (t)〉,
Eq. (20), for the networks of Fig. 3. The inset represents
local slopes of the curves with the same symbolic and color
code. The time is given in units of 1/k˜ by setting k˜ = 1, see
text for details.
The Laplacian spectra are important not only for the
dynamics of polymeric networks, but also for the dy-
namics on networks. A classical example is the energy
transfer over a system of chromophores [15, 45–48]. As
a usual way, we suppose that the energy can be directly
transferred only between the nearest neighbors of each
node. Under these conditions the dipolar quasiresonant
energy transfer among the chromophores can be investi-
gated by the following equation [15, 45, 46]
dPi(t)
dt
=
Ng∑
j=1
j 6=i
TijPj(t)−


Ng∑
j=1
j 6=i
Tij

Pi(t) , (18)
where Pi(t) means the probability that node i is excited
6at time t and Tij denotes the transfer rate from node j
to node i.
As in [15, 45, 46], we separate the radiative decay,
which is equal for all chromophores, from the transfer
problem. The radiative decay leads only to the multi-
plication of all the Pi(t) by exp(−g/τR), where 1/τR is
the radiative decay rate. With the assumption that all
microscopic rates are equal to each other, say k˜, Eq. (18)
becomes
dPi(t)
dt
= −k˜
Ng∑
j=1
j 6=i
LijPj(t)−
(
k˜Lii
)
Pi(t) , (19)
where Lij is the ijth entry of Laplacian matrix Lg . Note
in Eq. (19), the relation Lii = −
∑
j 6=i Lji holds. By
averaging over all sites, the probability of finding the ex-
citation at time t on the originally excited chromophore
depends only on the eigenvalues (and not on the eigen-
vectors) of Lg and is given by[15, 45, 46]
〈P (t)〉 =
1
Ng
Ng∑
i=1
exp(−k˜ λ
(g)
i t) . (20)
In Fig. 5 we display the results of the average probabil-
ity 〈P (t)〉 that an initially excited chromophore of Cg is
still or again excited at time t. In the intermediate time
domain (most of the differences appear here) the decays
obey a power-law behavior as 〈P (t)〉 ∼ t−β
′
. In Fig. 5
the β′ oscillates around 1 after t = 102 (see also the lo-
cal slope in the inset obtained from the corresponding
derivative). Thus, the decay is faster than that for lin-
ear chains (for them 〈P (t)〉 ∼ t−1/2 holds[38]) and than
that for typical fractals (for Vicsek fractals of function-
ality f = 3 and f = 4 one has β′ ≈ 0.56 and β′ ≈ 0.59,
respectively[45, 46]). Also there is a qualitative differ-
ence to dendrimers, for which no scalings for 〈P (t)〉 in
the intermediate time domain are observable [45].
V. CONCLUSIONS
Laplacian matrix is a one of the most important ob-
jects describing interactions in many-component systems,
such as networks. Here we have studied the Laplacian
spectra of the deterministic structures, which can be
viewed as “comb-of-comb” networks. We found that the
spectra can be determined recursively from an analytical
equation, which involves Chebyshev polynomials. The
knowledge of properties of the Chebyshev polynomials
allowed us to determine the related spectral dimension
ds.
Here we have illustrated the importance of these find-
ings for polymeric networks. In particular, we looked
at the (micro)rheological properties by considering mo-
tion of a monomer under applied constant force as well
as by investigating mechanical relaxation moduli. The
dynamics on the networks was illustrated on the dipolar
quasiresonant energy transfer. In all considered quanti-
ties the spectral dimension ds plays a fundamental role.
We note that our findings will be interesting not only
for polymers, but also for many other fields, e.g., for
quantum walks [24, 49] and for mean-first passage prob-
lems [50, 51], as well as in general for network the-
ory [1, 3, 52, 53].
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