Abstract
Given an undirected graph with non-negative edge costs and an integer k, the k-MST problem is that of finding a tree of minimum cost on k nodes. This problem is known to be NP-hard.
We present a simple approximation algorithm that finds a solution whose cost is less than 17 times the cost of the optimum.
This improves upon previous performance ratios for this problem -O(w) due to Ravi et al., 0(log2 k) due to Awerbuch et al, and the previous best bound of O(log k) due to Rajagopalan and Vazirani. Given any O < cr < 1, we first present a bicriteria approximation algorithm that~o~tputs a tree on p z cYk vertices of total cost at most~1~, where L is the cost of the optimal k-MST. The running time of the algorithm is 0(rz2 log2 n) on an n-node graph.
We then show how to use this algorithm to derive a constant factor approximation algorithm for the k-MST problem.
The main subroutine in our algorithm is identical to an approximation algorithm of Goemans and Williamson for the prize-collecting Steiner tree problem.
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Santosh Vempala*
introduction
Given an undirected graph G = (V, E) with non-negative edge costs and an integer k, the k-MST problem is that of finding a tree of minimum cost that spans k vertices of G. We refer to a tree that spans k vertices as a k-tree.
Note that we may aasume that the edge costs satisfy the triangle inequality without loss of generalit y [11] . The main result of this paper is a constant factor approximation algorithm for the k-MST problem. This algorithm naturally extends to give constant factor approximations for several problems whose solution is based on the k-MST.
One example is the quota-driven TSP in which we are given an undirected graph with distances on the edges and values (positive real numbers) on the vertices. Our goal is to find a tour such that the sum of the values of the vertices reached is at least some specified quota, while minimizing the total distance traveled. 
Main result
The rooted version of the k-MST problem requires inclusion of a specific root node in the k-tree.
As observed in [1] , solving the rooted and unrooted versions are essentially equivalent.
We present a solution to the rooted version of the problem for simplicity. This gives us an extra factor of n in the running time.
As an easy consequence of Theorem 2 and Lemma 3 (see Section 4) we also get the following result for the unrooted problem.
Theorem 3 Given any O < a < 1 them is an approximation algorithm for the unmated k-MST problem that ot$~uts a tree on p vertices, ak s p < 2ak, of cost at most~.
The running time of the the algorithm is 0(n3 log2 n).
In the next section, we present the main bicriteria approximation algorithm used to prove Theorem 2. In the following section, we present the analysis of the performance ratio and the running time.
In Section 4, we show how Theorem 1 follows from Theorem 2.
Algorithm
We will consider the rooted version of the k-MST problem where we are given a root T and the tree is required to contain the root. Let the cost of the optimal tree with k vertices be L. In this section we show how to find a tree with p vertices, p~a k, of cost at most p o & for any
O<cr <l. Our algorithm for the k-MST problem is identical to the approximation algorithm used by Goemans and Williamson for the prize-collecting Steiner tree problem. The prizecollecting Steiner tree problem is defined on an undirected graph with costs on edges, a subset of nodes specified as terminals, and nonnegative penalty values on the terminals. The goal is to find a tree such that the total cost of edges in the tree plus the penalties of all the terminals not in the tree is minimized.
Overview
In at the same rate. TO grow for a "width" or breadth-first dist ante of t, the cluster must expend potential equal to e. As the algorithm proceeds, some clusters may meet; for inst ante, the very first meeting will occur when the clusters growing from the two nearest neighbors in the graph meet at the midpoint of the edge between them. When two clusters meet, they are merged into a single cluster and their remaining potentials are added together to become the remaining potential of the new cluster. Another event that may happen is that a cluster may expend all its potential without meeting another cluster. In this case, the cluster stops growing and is deactivated.
When a cluster is deactivated, the nodes inside are stamped with the "time of death" (technically, they are labeled with the set of vertices in the cluster).
A deactivated cluster in some ways is much like an active cluster: if an active cluster meets a deactivated one, the two will merge and have their potentials added together in the same way as done when two active clusters meet.
On the other hand, once a vertex becomes labeled, it remains so forever.
The key property of this growing scheme is that the unlabeled nodes in a growing cluster can be connected together in a tree, which may also contain some of the labeled nodes of the cluster, such that the cost of the tree is not more than twice the potential~times the total number of nodes in the tree. Thus, this tree has an appropriate cost-to-nodes ratio as compared to an optimal k-tree. The growing scheme also allows us to argue that the algorithm will find such a tree of reasonably large size, thereby giving the result in Theorem b.
The algorithm described below implements the above ideas in two phases. In the first phase we grow clusters, and in the second we prune inessential edges to create the desired tree.
The reason for labeling vertices when their cluster becomes deactivated is to ensure that the tree produced in the second phase has sufficient potential to cover its cost. In particular, when we connect an unlabeled vertex to the tree, if the connection passes through a vertex with label Q, then all other vertices with label C, or even with label C~C, are placed into the tree as well. It can then be proven that this preserves the desired ratio. One small modification to the above description is that for the sake of simplicit y in the arguments, we consider the cluster containing the root node to be inactive. Whenever an active cluster merges with the root cluster, the resulting cluster becomes inactive even though the nodes in the cluster may have remaining potential to grow.
Description
The complete description of the algorithm is in Figure 1 . The input to the algorithm is an undirected graph G = (V, E) with edge costs cc >0, a root~, the cost~of an optimal k-tree containing r, and a fraction a. The algorithm outputs a tree F" containing r and at least crk nodes. The algorithm runs in two phases. In the first we pick up edges and in the second we may delete some of the edges chosen in the first phase. In the first phase the algorithm maintains a forest F of edges. Initially the potentisl of each 
vertex, T., is set to &
, where a is our input parameter.
F is empty and hence each vertex is in a connected component by itself.
All initial components except the one containing the root node are considered active. We can think of the potential of a node as the price it is willing to pay for connecting into a k-tree containing r. At each step the algorithm does one of two things. First, it may add an edge between two connected components; if the resulting component contains the root it becomes inactive, otherwise it is considered active. Second, it may "deactivate e" a component.
Intuitively
In the second phase, we remove as many edges as we can from F while maintaining two properties: first, all unlabeled vertices in the root component must remain connected to the root node. Second, if a vertex with label C is connected to the root, then every vertex with label d~C must be connected to the root aa well. Let C' be the resulting connected component containing the root, and F' the set of its edges.
To determine the choices in the first phase, the algorithm keeps a set of growth variables, ys, one for each subset S of vertices.
These are all initially implicitly set to zero. At the current step, the increase in the LHS of (1) We used above the fact that all but one inactive vertex have degree at least 2, and that H is a tree on the vertices 3.2 Termination and lower bound Theorem 4 argued that the tree produced by the algorithm has the correct "ratio cost ," namely the correct cost of the tree per node. To complete the proof of Theorem 2, we need to argue that the tree produced has the claimed number of nodes.
Note that this condition is also required to ensure the stopping condition in step 6 of the algorithm. We do this next.
Suppose the value of L is chosen to be at least as much as the cost of a k-MST containing~. We then show that the root component will always acquire at least ak unlabeled vertices.
We do this by showing that at most (1 -a) k nodes of some optimal k-tree will belong to deactivated sets (i.e., be labeled) during the course of the algorithm. Before we do this, we need a couple of preliminaries. Proof.
At any point in the running of the algorithm before C was deactivated, the nodes in C' are partitioned into active and deactivated clusters. Let C; . . . C'; denote the maximal subsets of C that were active at some point during the algorithm such that C: n S* = 0 for alf i. Note that the But then lemma 2 imp&es that the cost of T* is greater than L, a contradiction.
Turning the proof into an algorithm
The algorithm in the proof of Theorem 2 assumes that L, the cost of a k-MST is known. One simple way to fix this lack of information is to run the algorithm for a guess value of L and perform binary search on the guess value depending on the outcome of the algorithm (a smaller value results in the algorithm terminating with fewer unlabeled nodes in the root component). This would require O(log~) invocations of the basic algorithm where~is the sum of the k -1 largest edge-costs in the graph.
The number of invocations of the basic algorithm can be reduced to O(log k) by providing an upper bound and a lower bound on the value of L that differ by a factor of at most k. Let f denote the shortest distance such that there exists at least k nodes within dist ante t from the root T. Then f? < L $ k./, and we have the required bound. The running time of the algorithm then follows from noting that the basic algorithm can be implemented in O(n2 log n) time using ideas from [7] .
Completion
The ahzorithm mesented so far has the following marantee. Given & integ~r k, a bound L on the cost of~~e optimal k-MST, and CYE (O, 1), the algorithm finds a tree on p z ak vertices of cost at most p .~-.
There are two issues that must be dealt with to yield our final k-MST result. First, it is possible that the algorithm finds a tree with too many vertices;
i.e., p is much larger than k. Second, if p < k then we need to "boost" the tree found to a k-MST.
We handle the first problem as follows.
Before running the algorithm, we remove alf vertices of distance greater than L from the root, as these cannot possibly be in the optimal tree. We now run the algorithm. If the result is a tree on p > k vertices, we apply the following lemma with q=k.
Lemma 3 T' has at least k vertices and cost at most &. We then pay an additional cost at most L to connect T' to the root, resulting in a total cost at most L +~. So, for inst ante, if we run the bicriteria algorithm with a = 1/2 and it produces a tree on too many vertices, we can use this Lemma to find a k-tree of cost at most 9L. simply remove tree T, from T, which preserves (or improves) the cost-to-vertices ratio of the tree remaining and repeat. Notice that each iteration reduces the size of T by less than a factor of 2, so we can be assured that its size will eventually fall within our desired window.
Proof of Lemma
s
We now handle the second problem listed: that of boosting the tree found in the case that it is too small.
We do this using the notion of an (a, b)-tree approximator following [3] . An (a, b)-tree approximator is given quantities c and L and has the following guarantee: if there exists a rooted tree on at least (1 -c)n vertices having total weight at most L, the algorithm will find a rooted tree on at least ( A rooted tree on at least k vertices of cost at most 17L.
We can satisfy the preconditions of Theorem 6, in particular that y~1/2, by initially running the bicriteria algorithm with a = 1/2. Assuming the "first problem" discussed above does not occur, this will find a tree on at least k/2 vertices with cost at most 4L, (If the "first problem" does occur, then as noted above we can find a tree on k vertices of total cost at most 9L and we are done. ) Now, applying Theorem 6 O(log k) times yields a constant factor solution to the Ic-MST.
Note that we do this for each of possibly O(log k) guess values for L. This gives the performance ratio and the running time claimed in Theorem 1.
Proof of Theorem 6.
The idea is similar to that used in [I] to reduce their performance ratio by a logarithmic factor. We are given a tree with (1 -y)k vertices.
We know that in the remaining graph there exists a rooted tree on yk vertices of total cost at most L. We now apply our bicriteria approximation algorithm with a =~on the remaining graph.
Let us aasume for now that the tree returned has at most~k vertices, and so its cost is at most 7L; we will return to the case that it has too many vertices at the end of the proof.
(If the tree found has more than yk vertices, we can immediately achieve using Lemma 3 a k-tree of cost of at most 4L + (L +~) = 19L: the extra complication is just in reducing this cost to 17 L.)
Let T be the union of our original tree and the new tree found, and p be the number of vertices in T. Note that p~(1 -y)k + ;~k = (1 -~y)k.
Define .s = 7/3, and let us run the (2, 4)-tree approximator on the subgraph induced by the nodes of the tree T using this e. If it is the case that the optimal tree has at le~t (1 -c)p vertices inside T, then this approximator will find a tree on at least (1 -2c)p vertices of total cost at most 4L. Using our definition of c and our bound on p, this tree contains at least (1 -~y )(1 -~~)k z (1 -~~)k vertices, satisfying property (i) of the Theorem as desired. If the approximator fails to find the desired number of vertices at the desired cost, it means that the optimal tree has fewer than (1 -c)p vertices inside T, and therefore at least k' = k -(1 -c)p vertices outside T.
We now run our bicriteria algorithm one final time, with cr =~, on the remaining graph with tree T contracted to a root node. We are now guaranteed that onr total number of vertices found is at least If we did not run into our "first problem" of finding too many vertices in this run of the algorithm (i.e., we found between~k' and k' vertices), we are done with total cost at most 4L + 7L + 4L = 15L. If the tree found did have more than k' vertices, we apply Lemma 3 with g =~k' to find a low cost subtree having between~k' and k' vertices.
In this case we may need to pay an additional cost L to connect the subtree to the root, for a total of 16L.
We have now proven the theorem assuming that we are satisfied with a total cost of 19L. To reduce the constant to 17 we must handle the case that when we ran the bicriteria algorithm with a = 5/7, we found too many vertices. We do this by applying the algorithm of Lemma 3 with g =~yk, and consider two cases depending on the number of vertices p' in the subtree found.
1.

2.
The first case is that P' c [7k,~yk].
This means that the cost of the subtree is at most~. & = 10L, or a total of 11 L when we connect it to the root. Adding this cost to the 4L cost of our initial tree results in a k-tree of cost at most 15L.
The second case is that p'~ [~yk, yk] .
This means that the cost of the subtree is at most 7L, or 8L when we connect it to the root. We can thus continue in the proof as if this were the tree returned by the bicriteria algorithm, paying an extra cost of L for a total of 17L.
To show the running time, note that we used at most two calls to our bicriteria approximator, one call to the (2, 4)-tree approximator of [6] , and one call to the procedure in the proof of Lemma 3. The tree approximator in [6] can be implemented using at most log n calls to the prize-collecting Steiner tree approximation algorithm of [7] giving a running time 0(n2 log2 n). The bicriteria approximation has running time from Theorem 2. The procedure in Lemma 3 takes 0(n2 ) time.
Thus the overall running time is as claimed.
