Abstract. We give asymptotic expansions for the moments of the M 2 -rank generating function and for the M 2 -rank generating function at roots of unity. For this we apply the Hardy-Ramanujan circle method extended to mock modular forms. Our formulas for the M 2 -rank at roots of unity lead to asymptotics for certain combinations of N 2(r, m, n) (the number of partitions without repeated odd parts of n with M 2 -rank congruent to r modulo m). This allows us to deduce inequalities among certain combinations of N 2(r, m, n). In particular, we resolve a few conjectured inequalities of Mao.
Introduction
In this article we study a certain statistic defined on integer partitions. In particular, we give asymptotics for the moments of the M 2 -rank generating function and asymptotics for the M 2 -rank generating function evaluated at roots of unity. We recall that a partition of a non-negative integer n is a non-increasing sequence of positive integers that sum to n. Rather than studying all partitions, our attention will be focused on partitions without repeated odd parts. However, to describe our results and how they fit into the current theory, it is best to begin our discussion with ordinary partitions. As an example, the partitions of 5 are 5, 4 + 1, 3 + 2, 3 + 1 + 1, 2 + 2 + 1, 2 + 1 + 1 + 1, and 1 + 1 + 1 + 1 + 1, while the partitions of 5 without repeated odd parts are 5, 4 + 1, 3 + 2, and 2 + 2 + 1. We let p(n) denote the number of partitions of n and let p 2 (n) denote the number of partitions of n without repeated odd parts.
A classic statistic defined on integer partitions is Dyson's rank of a partition [17] . The rank of partition is defined as the largest part minus the number of parts. With the partitions of 5 listed above, the respective ranks are 4, 2, 1, 0, −1, −2, and −4. We let N (m, n) denote the number of partitions of n with rank m. Of course, the rank was defined with a purpose in mind. Two of Ramanujan's three famous congruences for p(n) are p(5n + 4) ≡ 0 (mod 5) and p(7n + 5) ≡ 0 (mod 7) . With N (r, m, n) denoting the number of partitions of n with rank congruent to r modulo m, Dyson conjectured that N (r, 5, 5n + 4) = p(5n+4) 5 and N (r, 7, 7n + 5) = p(7n+5) 7
. That is to say, grouping the partitions of 5n + 4 according to their rank modulo 5 gives 5 equinumerous sets and grouping the partitions of 7n + 5 according to their rank modulo 7 gives 7 equinumerous sets. One can verify this is indeed the case with the partitions of 5 listed above. This conjecture was resolved by Atkin and Swinnerton-Dyer by non-trivial means in [6] .
There is much interest in the rank past these two congruences. Before continuing, we should give names to our generating functions. We let A key issue is that while P (q) (and P 2(q)) is essentially a weight − 1 2 modular form, the function R(ζ; q) is not. Many of Ramanujan's odd order mock theta functions can be expressed in terms of R(ζ; q) (see [19] where R(ζ; q) is h 3 (ζ, q) and [21] where R(ζ; q) is g(ζ, q) up to minor factors). For this reason R(ζ; q) is called a universal mock theta function. While once illusive, the the automorphic properties of R(ζ; q) are now well understood. The rank generating function is essentially a mock Jacobi form and, when ζ is specialized to a root of unity times a fractional power of q, R(ζ; q) is a mock modular form (in that it is the so-called holomorphic part of a harmonic Maass form). The definitions of these terms are somewhat involved, so we direct the reader to [11, 15, 32] . There is another rank function, the M 2 -rank, and it fits into a similar framework. For a partition π, we let ℓ(π) denote the largest part of π and #(π) denote the number of parts of π. The M 2 -rank of π is defined as ⌈ℓ(π)/2⌉ − #(π). To see this is a reasonable definition from the standpoint of simple combinatorics, one should view partitions in terms of their 2-modular Ferrers diagram. For an ordinary Ferrers diagram we take a partition π = π 1 + π 2 + · · · + π m and first draw a row of π 1 boxes, then π 2 boxes below that, and so on, ending with a row of π m boxes. In this way each box has weight 1. For a 2-modular graph, we instead write each part π i as a sequence of 2's possibly followed by a single 1. We then use this 2-modular representation of each π i to draw and label the boxes. The 2-modular Ferrers diagrams are given in Figure  1 for the partitions of 5 without repeated odd parts. While the rank of a partition is the length of the first row minus the number of rows in the ordinary Ferrers diagram, the M 2 -rank is the length of the first row minus the number of rows in the 2-modular Ferrers diagram. It turns out it is natural to consider the M 2 -rank just for partitions without repeated odd parts. As a quick justification for this, we notice that conjugating a Ferrers diagram (flipping the picture along the main diagonal) of an ordinary partition results in another Ferrers diagram. However, to conjugate a 2-modular Ferrers diagram and get another 2-modular Ferrers diagram, the underlying partition must not have any repeated odd parts. We let N 2(m, n) denote the number of partitions without repeated odd parts of n with M 2 -rank m.
The M 2 -rank, as defined above, was introduced by Berkovich and Garvan in [8] . The M 2 -rank enjoys many of the same properties as the ordinary rank. While it is not used to establish congruences for p 2 (n), it is used in proving congruences for certain other partition functions [18] . It turns out the generating function for N 2(m, n), which we denote by R2(ζ; q), is also a universal mock theta function as many even order mock theta functions can be expressed in terms of R2(ζ; q) (see [19] where R2(ζ; q) is h 2 (ζ, −q) and [21] where R2(ζ; q) is k(ζ 1 2 , −q) up to minor factors). The function R2(ζ; q) is in the same class of automorphic functions as R(ζ; q). Furthermore, both the generating functions of the rank and the M 2 -rank can be found among the identities in Ramanujan's lost notebook (for R(ζ; q) see [5, Chapter 2] and for R2(ζ; q) see [4, Chapter 12] ).
Before finally explaining the contributions of this article, we must speak a bit about asymptotics. Hardy and Ramanujan's asymptotic for the partition function is p(n) ∼ as n → ∞, and their exact formula [20] is
A k (n)k , and ω h,k are certain 24th roots of unity. Rademacher [28] , improving upon Hardy and Ramanujan's circle method, found that in fact
A k (n)k 
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As students of Rademacher, Dragonette [16] and Andrews [2] established related asymptotics for the coefficients of R(−1; q). Both gave their estimates as exponential sums similar to Hardy and Ramanujan's formula for p(n). They conjectured that a Rademacher type formula also existed. In particular, if α(n) is the coefficient of q n in R(−1; q), then
In [14] , Bringmann and Ono proved this conjecture. For a modern exposition of the circle method applied to the partition function, one should consult [3, Chapter 5] . Bringmann [9] demonstrated that one can extend this method to mock modular forms as well. In particular, Bringmann gave a formula for the coefficients of R(e 2πia c ; q) in a form similar to that of Hardy and Ramaujan's formula for p(n). Going further Bringmann, Mahlburg, and Rhoades [13] found it possible to also deduce such formulas for the moments of R(ζ; q), which are defined as N ℓ (n) := ∞ m=−∞ m ℓ N (m, n). This is the treatment we give R2(ζ; q) and is the main content of our article. Specifically, we first consider the M 2 -rank moments N 2 ℓ (n). We deduce an asymptotic expansion for N 2 ℓ (n) of a form similar to that of Hardy and Ramanujan for p(n). This formula is stated in Theorem 2.1 and the resulting asymptotic value of N 2 ℓ (n) is (2.2). Second, we determine an expansion for A a c ; n , which are the coefficients of R2(e 2πia c ; q). These formulas are stated in Theorem 2.2. Third, using Theorem 2.2 we determine asymptotic values for certain combinations of N 2(r, m, n) (the number of partitions of n without repeated odd parts and M 2 -rank congruent to r modulo m). Using these asymptotic values, we deduce a few inequalities among certain N 2(r, m, n). With these inequalities are included the remaining conjectured inequalities of Mao from [25] . This is contained in Section 7. In the next section we give the necessary definitions to state our results, introduce the various functions relevant to our study, and end with an outline of the rest of the article.
In particular, the conjectured inequalities of Mao that we prove are as follows. We note that while our proofs of these inequalities are via asymptotics, we do indeed prove that the inequalities hold for all stated values of n. Theorem 1.1. Let N 2(r, m, n) denote the number of partitions without repeated odd parts of n with M 2-rank congruent to r modulo m. Then the following inequalities hold,
for n ≥ 0, N 2(1, 10, n) + N 2(2, 10, n) > N 2(3, 10, n) + N 2(4, 10, n) for n ≥ 3.
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Preliminaries and Statement of Main Results
As discussed in the introduction, we let N 2(m, n) denote the number of partitions of n without repeated odd parts and with M 2 -rank equal to m. The generating function for N 2(m, n) is R2(ζ; q) and from [23] we have that
Here we use the standard q-product notation given as (a; q) n := n−1 j=0 (1 − aq j ), for n either a non-negative integer or ∞, and (a 1 , . . . , a m ; q) n := (a 1 ; q) n · · · (a m ; q) n . For ℓ a non-negative integer, we define the ℓ-th M 2 -rank moment and its generating function by
Due to the symmetry R2(ζ; q) = R2(ζ −1 ; q), we have that N 2(m, n) = N 2(−m, n). In particular N 2 ℓ (n) = 0 when ℓ is odd and so only the even moments are of interest to us.
Our goal is to determine asymptotics via the circle method for the coefficients of R2 2k (q) and R2(e 2πia c ; q). We state these formulas shortly, but first we require some additional definitions and notation. For h an integer, we let h denote the value of h modulo 4 with h ∈ {−1, 0, 1, 2}. For relatively prime integers h and k, with k > 0, we let [−h] k denote a choice of an inverse of −h modulo k. When k is odd, we choose [−h] k so that 32 divides [−h] k . We will make additional assumptions on how to choose [−h] k , which are discussed later. These additional assumptions only appear in certain proofs, and are not needed to correctly read the statements of propositions and theorems. For real x, we let ⌊x⌋ denote the floor of x and let {x} denote the fractional part of x as given by {x} := x − ⌊x⌋. Throughout this article, we let τ denote a point in the upper half-plane H (so that Im(τ ) > 0) and let q = e 2πiτ (so that |q| < 1). We use big O notation and ≪ interchangeably, and use O ℓ and ≪ ℓ to indicate dependencies of implicit constants.
Dedekind's η-function is defined by η(τ ) := q 1 24 (q; q) ∞ . This function satisfies the modular transformation η(Aτ ) = ν(A) √ γτ + δ η(τ ), where A = α β γ δ ∈ SL 2 (Z) acts on the upper half-plane by Mobius transformations. Here ν(A) is a 24th root of unity determined only by the matrix A and the standard branch of the square root is taken so that its value has positive real part. Since ν(A) will appear in our formulas, we note a convenient form for the η-multiplier, which can be found as Theorem 2 in Chapter 4 of [22] , is
where m n is the generalized Legendre symbol as in [29] . We define a related 24th root of unity as follows. Suppose h and k are relatively prime integers with k > 0. We see that
is an element of SL 2 (Z) and
to be the 24th root of unity given by η
Using the above formula for ν(A) and properties of m n , we see that
In principle, one can make any choice of [−h] k , but must carry that specific choice through all relevant calculations. To allow simplifications in various formulas and calculations, we make some assumptions about our choice of [−h] k . These assumptions deal only with fixed k and h and only appear in the proofs.
In particular, when k ≡ 0 (mod 4) we have
. These are viewed as choices made for a fixed value of k and h, so such a choice is possible. Clearly such choices would be impossible for all k and h simultaneously.
We let I α (x) denote the modified Bessel function of the first kind. We recall the Bernoulli polynomials B n (x) are defined by te xt e t −1 =:
. Lastly we define the constants κ(a, b, c), for non-negative integers a, b, and c, by κ(a, b, c) :
. We now state our main results. Theorem 2.1. For ℓ a positive integer, and N = ⌊ √ n⌋, we have the asymptotic expansion
where
When α is a half-integer,
as x → ∞, and so taking the terms corresponding to k = 1 and c = ℓ give the main asymptotic. In particular, we find that
as n → ∞. n , and N = ⌊ √ n⌋, we have that
where We introduce the various functions that will arise in the proofs of these theorems. As is now common when dealing with mock modular forms, we use various functions from Zwegers' groundbreaking thesis [33] . For x ∈ R we let
For u ∈ C and τ ∈ H, we let
For u, v ∈ C\(Zτ + Z) and τ ∈ H, we let
Any use of these functions is under the assumption that the parameters are chosen so that the functions are well defined, even if we do not state these conditions explicitly. These functions satisfy various elliptic and modular transformations. In particular,
3)
By elementary rearrangements of the series on the far right side of (2.1), we find that
where ζ = exp(2πiu). From this it is now clear that the functions introduced above are indeed relevant to our study of R2(ζ; τ ). We note this form of R2(ζ; τ ) has a removable singularity at ζ = ±1. So that the purpose of our later calculations is clear, we briefly recall the circle method. If are three successive Farey fractions of order N , then we define
We note that these measure the distance from h k to the mediants with the neighboring Farey fractions. By Cauchy's theorem, given a function F (q) = ∞ n=0 a n q n , we let C be the circle centered at the origin of radius 
We look to apply a modular transformation with
and recognize the resulting integral as representing a Bessel function and an error term. This method applies to mock modular forms for the reason that while they do no satisfy a modular transformation, mock modular forms can be completed to harmonic Maass forms (which do satisfy a modular transformation), and the part of the harmonic Maass form other than the mock modular form can often be shown to only contribute to the error term.
We apply this method to R2 2ℓ (q) for Theorem 2.1 and to R2(e 2πia c ; q) for Theorem 2.2. In determining the relevant transformation formula for R2(e 2πia c ; q) we use (2.10). It turns out we can also use (2.10) to determine the relevant transformation for R2 2ℓ (q) by considering the function R2(u; q) := R2(e 2πiu ; q) and recognizing R2(u; q) as
The rest of the article is organized as follows. In Section 3 we give the transformation formulas, bounds, and identities relevant to applying the circle method to R2 2ℓ (q). In Section 4 we prove Theorem 2.1 and discuss some calculations to support its validity. In Section 5 we give the transformation formulas, bounds, and identities relevant to applying the circle method to R2(e 2πia c q). This turns out to be more involved than the corresponding results for R2 2ℓ (q). Furthermore, since we use Theorem 2.2 to prove inequalities, we must keep track of explicit upper bounds for the error terms. In Section 6 we prove Theorem 2.2 and give an explicit upper bound for the error term. In Section 7 we discuss and prove a few inequalities related to N 2(r, m, n) (the number of partitions of n without repeated odd parts and with M 2 -rank m). In Section 8 we give our final discussion and closing remarks.
Identities Relevant to
We follow the development in [13] . To understand R2 2ℓ e 2πi(h+iz) k , we must determine transformations for µ 2u, ± . Many of our proofs require lengthy but straightforward calculations. We omit the details when these calculations are nothing more than reducing various exponents and basic algebra. Proposition 3.1. Suppose h and k are relatively prime integers with k > 0, u, z ∈ C, and Re(z) > 0. Then
Proof. By Proposition 2.3 of [10] we have that
; kh + ikz .
By applying (2.5), (2.6), and (2.7) we compute
Direct calculations reveal that (−1)
, and so the proposition holds.
Proposition 3.2. Suppose h and k are relatively prime integers with k > 0, u, z ∈ C, and Re(z) > 0. Then
Proof. By (2.9) we have that
Using (2.8) we find that
, we see that the proposition follows.
Proposition 3.3. Suppose h and k are relatively prime integers with k > 0, u, z ∈ C, and
Proof. In both cases the left and right sides are meromorphic functions of z and u for Re(z) > 0, so it suffices to prove these identities in the case that
, and so by Propositions 3.1 and 3.2 we deduce that
Next we verify the cancellations between the S(w; τ ) terms. For this we follow the method used by Bringmann and Mahlburg in [12] and by Bringmann, Mahlburg, and Rhoades in [13] . The key point is that if a function of the form
where Γ(a; x) is the incomplete Gamma function, is a holomorphic function of τ , then in fact the function is identically zero. One can quickly deduce this is the case by using that ∂ ∂τ annihilates any holomorphic function of τ .
To begin we note that
We rewrite S(w; τ ) as
For a such that − 1 2 < a < 1 2 , we have sgn(n) = sgn(n + a) for all n ∈ 1 2 + Z. Thus for a, b ∈ R with |a| < 
In the case when h ≡ 2 (mod 4), we claim
We set τ = i kz and w = iu z . For w, α, β ∈ R and h ≡ 2 (mod 4), we have by (3.1) that
This implies
is a holomorphic function of τ with an expansion of the form
and so the function is identically zero. The assumption that iu z ∈ R is so that the
i kz + β contributes only to the b term in S(aτ − b; τ ) (and not to the a term). In the case when a = ∓ 1 2 , we have sgn(n) = sgn(n + a) for all n ∈ 1 2 + Z except for n = −a. As such we have for b ∈ R and a = ∓ 
By a similar argument we find the S(w; τ ) terms almost fully cancel when h ≡ 2 (mod 2). However, there are terms that remain due to the e πiτ 4 −2πiab in (3.2). Upon calculating these terms, we find that they are as stated in the proposition.
In Proposition 3.3 we found that in some cases various S(u; τ ) terms do not simplify to zero. That S(u; τ ) may at times contribute to the holomorphic part of µ(u, v; τ ) is entirely expected. In particular one can verify that S
Lemma 3.4. Suppose h and k are relatively prime integers with k > 0, u, z ∈ C, and Re(z) > 0.
(1) For k ≡ 0 (mod 4), we have that
R2 e
2πiu ; e
(2) For k ≡ 2 (mod 4), we have that
Proof. The proofs of all three cases follow from similar calculations and so we only give the proof for the case when k ≡ 2 (mod 4). This case is actually the most complicated, as it requires verifying the cancellation of additional terms that are not present in the other two cases. By (2.10) we find
In the case that k ≡ 2 (mod 4) we note that gcd 2h,
To finish the proof of (2) we must verify
To begin we note
12
A direct calculation reveals that
From this it follows that
This establishes (2).
Next we need bounds relevant to the H terms appearing in Lemma 3.4. For h and k integers with k > 0, − 1 2 < α < 1 2 , and u, z ∈ C with Re(z) > 0 we define the functions 
Proof. We essentially use the proof of Lemma 3.4 from [13] , however we must take some care because in the case of h = 2 the function cosh π(w ± hi 4 ) has a zero at w = 0. However, this technicality amounts to only a small annoyance, and we only supply the proof for this case.
From
we see that
We wish to shift the path of integration back to R by use of the residue theorem. When h = 2 the integrand,
, has a simple pole at w = 0 with residue −
. By the residue theorem we now have that
We obtain the stated bound for H (ℓ) ±,k,h,α (0; z), assuming the integral near zero is bounded independently of ε and z. For this, we note
and the latter integral is uniformly bounded because g(w) + g(−w) does not have a pole at w = 0 since the residue of g(−w) is
We now establish the main identity for R2 e 2πiu ; e 2πi(h+iz) k which leads to the required transformation of
. Lemma 3.1 of [13] states
where κ(a, b, c) was defined in Section 2. We note this expansion is valid for |u| < |z|.
Proposition 3.6. Suppose h and k are relatively prime integers with k > 0, and u, z ∈ C with Re
Here a ℓ (z) ≪ ℓ k Proof. We only give the proof for k ≡ 0 (mod 4). When k ≡ 0 (mod 4), we have h = ±1 and so ϑ(± hτ ; 4τ ) = ± hϑ(τ ; 4τ ).
We note that if we have two functions f (u, z) and g(u, z) and we wish to say,
where a ℓ (z) ≪ ℓ |z| N −ℓ ǫ(z) as z → 0, then we can prove this by checking that f (u, z) − g(u, z) is meromorhic with at worst a pole of order N at u = 0, apply Cauchy's theorem along a circle c 0 ze 2πiθ where c 0 is chosen small enough so no other singularities are inside the circle, and verify that on this circle |f (u, z) − g(u, z)| ≪ ℓ ǫ(z). In our case we use the circle z 4π e 2πiθ , and must establish bounds when u = zw 4π for |w| = 1. We see that i he
and so this term has at worst a simple pole at u = 0 and at u = zw 4π is O e 2πiτ . From this we see that 2 sin(πu)
4i kz , we apply Lemma 3.5 with u → 2u and
where a ℓ (z) ≪ ℓ |z| 1 2 −ℓ , and so 2i sin(πu)e
where a ℓ (z) ≪ ℓ k 
The following corollary follows from isolating the coefficient of u 2ℓ in Proposition 3.6.
Corollary 3.7. Suppose h and k are relatively prime integers with k > 0 and Re
If k ≡ 2 (mod 4), then
Here |a 2ℓ (z)| ≪ ℓ k 1 2 |z| 1 2 −2ℓ as z → 0, with the constants depending on ℓ and not k.
The proof of Theorem 2.1 and calculations
Proof of Theorem 2.1. We use the circle method as explained in Section 2 with F (q) = R2 2ℓ (q), along with Corollary 3.7, to find that We first estimate the integral involving the error term a k,2ℓ (z). Here we have
We note for ℓ ≥ 2 that the series ∞ k=1 k 1−2ℓ converges, whereas for ℓ = 1 we have that . We let ω = 1 N 2 − ikΦ, so that z = kω, and
dω.
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We consider two cases given by a + 2c = 0 and a + 2c ≥ 1. When a + 2c = 0, the above yields the bound
When a + 2c ≥ 1, we instead have that
In handling the remaining two integrals, we wish to express them in terms of a Bessel function and an error term. While we could go through the calculations, this is well known as a general result. A form meeting our needs can be found in [30, Lemma 6.1]. In particular,
We note the error terms in (4.5) and (4.6) are at least as large as the bounds in (4.3) and (4.4).
With equations (4.1) through (4.6), to complete the proof of Theorem 2.1, it only remains to verify that
This bound is easily deduced by breaking up the inner sum according to a + 2c = 0, a + 2c = 0 with c < ℓ, and a + 2c = 0 with c = ℓ.
It is worth running some calculations, which we perform with MAPLE, to see these asymptotics are accurate. In Table 1 we list approximations of the ratio given by the estimate in (2.2) divided by the exact value of N 2 2ℓ (n), as well as the the ratio of the sums in Theorem 2.1 (with the real and imaginary parts rounded to the nearest integers) divided by the exact value of N 2 2ℓ (n). In Table 2 we list the exact value of N 2 2ℓ (n) along with the the sums in Theorem 2.1 (with the real and imaginary parts rounded to the nearest integers). For these values of n, the imaginary parts all round to 0. We include fewer values in Table 2 because of the difficulty in displaying such large numbers. In particular, N 2 2 (10000) is a 96 digit integer. , took u as a variable, and exploited a series expansion at u = 0. But in this section u = a c , which is a fixed constant and not near zero. Furthermore, we require explicit upper bounds on the error terms. To apply the circle method we need transformations for R2 e 2πia c ; e 2πi(h+iz) k that allow us to easily determine the negative powers of q in the resulting µ(u, v; τ ).
Proposition 5.1. Suppose h and k are relatively prime integers with k > 0, u ∈ R with u ∈ Z, and Re(z) > 0. Then
where E 1 (u, h, k, u) is defined as follows. When {ku} ∓
and when
Proof. As is the proof of Proposition 3.3,
We begin with an elliptic shift for µ using that
With (2.8) we find that
By Propositions 1.2 and 1.9 of [33] , we deduce that for n ∈ Z, (S − H)(w + nτ ; τ ) = (−1) n e 2πinw+πin 2 τ (S − H)(w; τ ).
We next verify the cancellations between the S(w; τ ) terms. These follow from arguments similar to those in the proof of Proposition 3.3. We let τ = i kz and suppose α, β, γ ∈ R. We define δ 1 2 ,γ by
We find that
We note the series involving the incomplete Γ-function is of the form
and a function of this form is identically zero when holomorphic. As such, the contribution from the various S(w; τ ) terms is dependent on whether or not γ is a half integer and what values of n satisfy sgn(n) = sgn(n + γ). We now apply the above with γ = {ku} ∓ 
The proposition then follows after elementary cancellations.
Next we bound the H terms appearing in Proposition 5.1. As was the case with N 2 2ℓ (n), these will not contribute to the main term for A a c ; n . 
Proof. By definition,
where we have used the substitution w = x + iβ. We wish to shift the path of integration back to R. For this we first note that the integrand tends to zero as |Re(w) | → ∞.
, the integrand has no poles as w varies from 0 to β, and so for β = − 1 2 we have that
cosh(π(w − iβ)) dw.
Using the trivial bound 1
we find that
However, when β = 
.
From Propositions 5.1 and 5.2, we deduce the following corollary. This corollary contains the necessary transformation for the relevant µ(u, v; τ ) and initial bounds. Corollary 5.3. Suppose h and k are relatively prime integers with k > 0, u ∈ R with u ∈ Z, and Re(z) > 0.
Here E 2 (u, h, k, z) is bounded as follows,
else.
Proof. When − 
As such we obtain the same bounds as when {ku} ∓
, we use (2.4) to obtain that H (βτ + α; τ ) = 2e
We see that the additional contribution of
cancels exactly with the contribution of
from E 1 (u, h, k, z). Furthermore, when 
Thus we obtain the same bound when
Depending on the value of k modulo 4, we will apply one of three transformations to R2 e 2πia c ; e 2πi(h+iz) k . Each of these three transformations results in two µ-functions. For each of these µ-functions we must determine the q-terms with negative exponents and explicitly bound the remaining terms. This is a straightforward, but lengthy process, and consumes the next six propositions. The proofs each require a similar set of calculations and as such we omit many of the proofs of the later propositions. The following proposition is for one of the two µ-functions corresponding the case when k ≡ 0 (mod 4).
Proposition 5.4. Suppose u 1 , u 2 ∈ R with 0 ≤ u 1 < 1, and |q|
where |E| ≤ |q| 23 32 (1 − |q|) + |q| 7 32 (1 − 2|q| , and
|E| ≤ |q|
(1 − 2|q|
First we bound the series term as
In consideration for the infinite product, we let p 2,4 (n) denote the number of partitions of n into parts not congruent to 2 modulo 4. Thus (1 − 2|q|
≤ |q| 7 32 (1 − 2|q|
We see the contribution to the main term is of a different form depending on whether u 1 = 0 or u 1 > 0. First we handle the case when u 1 = 0. We see that 2 sin(πu 2 ) .
The remaining term to bound is
(1 − e −2πiu2 q) ≤ |q| 23 32 (1 − |q|) .
Since the main term is as stated in the proposition, we need only verify the error term E is bounded as claimed. For this, we note the the error term is bounded by |q| 23 32 (1 − |q|) + |q| 7 32 (1 − 2|q|
(1 − |q|) + |q| 7 32 (1 − 2|q| 
(1 − e 2πiu2 q u1 ) ,
and observe the bounds
We see then the main term when u 1 > 0 is as stated in the proposition. Furthermore, we find the error term E is bounded by
The next proposition handles the other µ-function corresponding the case when k ≡ 0 (mod 4).
Proposition 5.5. Suppose u 1 , u 2 ∈ R with 0 ≤ u 1 < 1, and |q|
where |E| ≤ |q| 7 32 2| sin(πu 2 )| 1 + 1
(1 − 2|q| (1 − |q|) + |q| 7 32 (1 − 2|q| , and
Proof. By definition, (1 − e −2πiu2 q 1−u1 ) + n =0,−1
We bound the series term as
(1 − e 2πiu2 q n+u1 ) ≤ |q| (1 − |q|) 2 .
Again we bound the infinite product by . As such, we have that
(1 − e 2πiu2 q n+u1 ) ≤ |q|
(1 − e −2πiu2 q 1−u1 ) ≤ |q| 7 32 (1 − 2|q|
We use that 
We see the contribution to the main term is different depending on whether u 1 = 0 or u 1 > 0. We first handle the case when u 1 = 0. We see that
The remaining terms to bound are −iq
(1 − e 2πiu2 ) ≤ |q| 7 32 2| sin(πu 2 )| , −iq
(1 − e −2πiu2 q) ≤ |q| 39 32
The main term is as stated in the proposition. Furthermore, the error term E is bounded by (1 − |q|) + |q| 7 32 2| sin(πu 2 )|(1 − 2|q| (1 − 2|q|
Next, when u 1 > 0, we begin by setting b 3 := . In particular, this yields (1 − e 2πiu2 q u1 )
(1 − e 2πiu2 q u1 )
We see then the main term when u 1 > 0 is as stated in the proposition. Furthermore, we find the error term E is bounded as claimed.
With Propositions 5.5 and 5.5, we establish the transformation and required bounds for R2 e 2πiu ; e 2πi(h+iz) k when k ≡ 0 (mod 4).
Proposition 5.6. Suppose a, c, k, n ∈ Z with c, k, n > 0 and k ≡ 0 (mod 4), u = a c with 2u ∈ Z, and z ∈ C with Re(z) = k n and Re
ku 2 }−55
0 else .
Proof. We recall that

R2 e
We apply Corollary 5.3 with u → 2u, k → k/4 and note that | h| = 1 and
, as the other case follows by the same cancellations and estimates. We find that
2πiu ; e . We note that |q| < e −4π . Furthermore, when u 1 = 0 we have that u 2 is at least 1 c away from the nearest integer to u 2 , and when u 1 = 0 we have that 
where |E| < 0.036 csc( π c ) + 0.071, and
where |E| < 0.068 csc( 
Here we see we can bound E 3 (u, k, n) by
In the case when c does not divide ka 2 , we have that ku 2 = 0, and so by Propositions 5.4 and 5.5,
where |E| < 
We find that E 3 (u, k, n) can be bounded as 
The following is the proposition to handle the two µ-functions when k ≡ 2 (mod 4). The proof is a sequence of calculations in a manner similar to the proof of Propositions 5.4 and 5.5, which, for the sake of brevity, we omit.
Proposition 5.7. Suppose u 1 , u 2 ∈ R with 0 ≤ u 1 < 1, u 3 is an odd integer, and
Using Proposition 5.7, we deduce the transformation and bounds needed in the case when k ≡ 2 (mod 4). In particular, in this case, there is no contribution to the main term. Proof. As the proof is similar to that of Proposition 5.6, we are brief with the details. We apply Corollary 5.3 with u → 2u, k → k/2, h → 2h, z → 2z and note that 2h = 2. We have that − Here we find that
and τ =
. We note that |q| < e −π . In the case that c divides ka, we have that u 1 = 0 and so
From this, it follows that
When c does not divide ka, we instead have
We see that we can bound E 4 (u, k, n) as
We now consider the two µ-functions appearing in the case when k ≡ ±1 (mod 4). The following proposition handles both of these µ-functions. The proof is much the same as that of Propositions 5.4 and 5.5, and as such, is omitted. Proposition 5.9. Suppose u 1 , u 2 ∈ R with 0 ≤ u 1 < 1, u 3 is an odd integer, and |q| < 
, and
We now give the last proposition for a transformation formula and bounds for R2 e 2πiu ; e 2πi(h+iz) k
. This corresponds to the case when k ≡ ±1 (mod 4) and uses Proposition 5.9.
Proposition 5.10. Suppose a, c, k, n ∈ Z with c, k, n > 0 and k ≡ 1 (mod 2), u = a c with 2u ∈ Z, and z ∈ C with Re(z) = k n and Re
where Lastly we require a proposition to rewrite the terms corresponding to negative powers of q as Bessel functions. As mentioned in Section 3, this process is well known. However, we require a version with the error terms bounded explicitly. We give this is the following proposition. 
Proof. We note that
We use a well known integral representation of I v (u) [31, p. 181] given by
Here the path of integration starts just below the negative real axis, loops counterclockwise around the origin, and ends just above the negative real axis. Using the change of variable t = zπ(8n−1) 4k
, this becomes
zπ(8n−1) dz.
As such,
(8n − 1)
By Cauchy's theorem, we can alter the path of integration in (5.1) to the path indicated in Figure 2 (noting that
we bound the integrals over the remaining line segments. As these bounds are only max-length estimates and evaluations of elementary integrals, we simply state them. The following bounds hold,
We note that we obtain the same bound on
k(8n − 1)
To finish the proof we use that half order Bessel functions can be expressed in terms of trigonometric functions 
Proof of Theorem 2.2
Proof. We recall
where z = k n − ikΦ and N = ⌊ √ n⌋. We let Σ 0 , Σ 1 , and Σ 2 denote the sums when k ≡ 0, ±1, and 2 modulo 4 respectively. Next we work out their contributions to the main term.
We take the main terms arising from Propositions 5.6 and 5.10, which are of the form
and evaluate them with Proposition 5.11. We omit most of the details, as they are little more than copying the statements of Propositions 5.6 and 5.10 with u replaced by a c . However, we do briefly explain where each main term comes from.
When k ≡ 0 (mod 4), we apply Proposition 5.6. The case when c | 
A Few Inequalities
We let N 2(r, m, n) denote the number of partitions of n without repeated odd parts and with M 2 -rank congruent to r modulo m. For convenience we set ζ c := e With partitions ranks, such as R(ζ; q) and R2(ζ; q), a common point of study is dissection formulas for R(ζ c ; q) (or in our case R2(ζ c ; q)) and the equivalent identities among the N (r, c, n) (or N 2(r, c, n)). one finds (7.1) is equivalent to determining that the q 5n+4 terms of R(ζ 5 ; q) are all zero. For the rank function R(z; q), identities equivalent to the 5-dissection of R(ζ 5 ; q) and the 7-dissection of R(ζ 7 ; q) were established by Atkin and Swinnerton-Dyer [6] to prove Dyson's conjectures on N (r, 5, 5n + 4) and N (r, 7, 7n + 5). Identities equivalent to the 3-dissection of R2(ζ 3 ; q) and the 5-dissection of R2(ζ 5 ; q) were given by Lovejoy and Osburn [23] and identities equivalent to the 3-dissection of R2(ζ 6 ; q) and the 5-dissection of R2(ζ 10 ; q) were given by Mao [25] .
In some cases, one can deduce inequalities from such dissection formulas. For example, one of the formulas from [23] is n≥0 (N 2(0, 3, 3n + 1) − N 2(1, 3, 3n + 1)) q 3n = −q 3 , q 6 ; q 6 ∞ (q 2 , q 4 ; q 6 ) ∞ .
One finds, with the assistance of the q-binomial theorem [3, Theorem 2.1], that the above product has nonnegative coefficients when viewed as a series in q. As such it must be that N 2(0, 3, 3n + 1) ≥ N 2(1, 3, 3n + 1) for n ≥ 0. This is one of the many identities Mao established for N 2(r, m, n) in [25] . Among these inequalities are N 2(0, 6, 3n + j) + N 2(1, 6, 3n + j) > N 2(2, 6, 3n + j) + N 2(2, 6, 3n + j) for j = 0, 1; N 2(0, 10, 5n + j) + N 2(1, 10, 5n+j) > N 2(4, 10, 5n+j)+N 2(5, 10, 5n+j) for j = 1, 2, 3; and N 2(1, 10, 5n+j)+N 2(2, 10, 5n+j) ≥ N 2(3, 10, 5n+j)+N 2(4, 10, 5n+j) for j = 1, 3, 4. Mao conjectured additional inequalities, which we rephrase as N 2(0, 6, n) + N 2(1, 6, n) > N 2(2, 6, n) + N 2(3, 6, n) for n ≥ 0, (7.2) N 2(0, 10, n) + N 2(1, 10, n) > N 2(4, 10, n) + N 2(5, 10, n) for n ≥ 0, (7. 3) N 2(1, 10, n) + N 2(2, 10, n) > N 2(3, 10, n) + N 2(4, 10, n) for n ≥ 3. The restricted cases of (7.2) when n = 9m + 5 and n = 9m + 8 were proved by Barman and Pal Singh Sachdevain in [7] , and (7.3) was fully resolved in [1] by Alwaise, Iannuzzi, and Swisher. Shortly we will prove inequalities (7.2) and (7.4), along with several others, by finding they hold asymptotically and then verifying a suitable number of initial values of n.
where E is bounded as |E| ≤ 112 ( √ n + 1) This shows the inequality holds for n ≥ 3823, and with the assistance of MAPLE we find that the inequality also holds for the initial values of n.
Proof of (7.4). Since R2(ζ 10 ; q) − R2(ζ 10 ; n) for n ≥ 3. We find the the second largest exponential term in the expansion for A This shows the inequality holds for n ≥ 1190, and with the assistance of MAPLE we find that the inequality also holds for the initial values of n.
We now give a few new inequalities. As the proof method is the same as above, we summarize the results in Table 3 . The columns are arranged to state the inequality for a combination of N 2(r, c, n), the value of the lower bound on n that is required for the inequality, the equivalent inequality between certain A a c ; n , the asymptotic value of the previous column, and the number of initial terms we must check with a computer. For clarity, we include the two inequalities proved above. 
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With the results in Table 3 , it is clear that we should expect many more inequalities. Below we list additional inequalities, but omit much of the information of Table 3 . However, we do note that among these inequalities, the strictest requirement on n is n ≥ 36 and the largest number of initial terms we must verify is 2838. By [23] we know that N 2(1, 5, 5n + 1) = N 2(2, 5, 5n + 1) and N 2(0, 5, 5n + 3) = N 2(2, 5, 5n + 3), so we omit the inequalities duplicated by this fact. With the inequalities of Mao [25] and Table 3 , these account for all of the inequalities that follow immediately from our asymptotics for 3 ≤ c ≤ 10, N 2(1, 5, 5n) < N 2(2, 5, 5n) < N 2(0, 5, 5n), N 2(1, 5, 5n + 1) < N 2(0, 5, 5n + 1), N 2(2, 5, 5n + 2) < N 2(1, 5, 5n + 2) < N 2(0, 5, 5n + 2), N 2(0, 5, 5n + 3) < N 2(1, 5, 5n + 3), N 2(2, 5, 5n + 4) < N 2(0, 5, 5n + 4) < N 2(1, 5, 5n + 4), N 2(3, 7, n) < N 2(2, 7, n) < N 2(1, 7, n) < N 2(0, 7, n), N 2(4, 8, n) < N 2(0, 8, n), N 2(3, 8, n) < N 2(1, 8, n), N 2(3, 9, n) < N 2(0, 9, n), N 2(4, 9, n) < N 2(2, 9, n) < N 2(1, 9, n).
We leave it to the interested reader to derive additional inequalities.
Remarks
We have given asymptotics for the moments of the generating function of the M 2 -rank of partitions without repeated odd parts by following the methods established in [13] . We note these methods were used by Mao in [24] to determine asymptotics for the moments of the generating functions of both the rank of overpartitions and the M 2 -rank of overpartitions. Furthermore, these techniques were used in [30] by Waldherr to determine asymptotics for the moments of the generating functions of Garvan's k-rank of partitions. As such, it is clear that the techniques of [13] should be considered widely applicable.
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Motivated by the asymptotics from [9] for the coefficients of R(e 2πia c ; q), along with the conjectured inequalities from [25] , we gave asymptotics for the coefficients of R2(e 2πia c ; q). However, given the representation used for for R2(ζ; q) in terms of µ(u, v; τ ), we do not have asymptotics for the coefficients of R2(−1; q). These asymptotics can be obtained by similar techniques, but one must actually carry out the proofs and calculations. In particular, R2(−1; q) is µ(−q), where µ(q) a second order mock theta function [27] . Also, it is worth noting that Mao [26] has given asymptotics for N 2(m, n).
We have proved a number of inequalities among the N 2(r, m, n), and have done so asymptotically. There is a question of which of these inequalities can also be proved by q-series techniques. It is desirable to have both proofs.
