The apparent resolution of matrix displays is increased when the relative position of the color subpixels is taken into account. This paper shows that a general method to achieve this for any subpixel arrangement, can be incorporated in an image scaler at low additional cost, allowing simple quality trade-off control.
Introduction
To generate full color images, matrix displays like Plasma Display Panels (PDPs) and Liquid Crystal Displays (LCDs) use three spatially displaced primary color subpixels (red, green and blue, RGB) per full color pixel. These subpixels are arranged in some repeating pattern, like the 'vertical stripe' arrangement, shown in Figure 1 1 .
It has already been recognized [1] , [3] that these subpixels represent a higher resolution (i.e. three times in horizontal direction) than the (full color) pixel resolution, but only for the luminance and not for the color. Unfortunately, we cannot neglect the color of the subpixels, and simply addressing the display with a (monochrome) image of a higher resolution will result in serious color artifacts.
A remedy against these artifacts has been found by taking some weighted average of pixels of the tripled-resolution input image, to spread out the intensity of each input pixel equally between red, green and blue [1] . These so-called subpixel rendering methods profit from an apparent resolution increase, because the intensity of each subpixel is still tuned to its position. In this paper, we will first discuss the difference between displaying images with and without taking into account the subpixel positions, by means of a spectral calculation. Then we will show that the increase in resolution can be incorporated at low additional cost in a flexible image scaler, allowing straightforward color error vs. sharpness trade-off control.
Resolution of a color matrix display
Let us calculate the frequency spectrum to analyse an image that is displayed with and without knowledge of the subpixel positions. To this end, we emphasize that a matrix display can only produce a 2D sampled (digital) version of the original (continuous) image. The challenge for our display is to reconstruct the (continuous) light intensities corresponding to the original image in the best possible way from the digital image signal. We will use the example of the vertical stripe display, but the general approach is also applicable to other arrangements (see section 4.3). not know what the actual subpixel arrangement within each pixel is, or start with a digital image at the pixel resolution, the RGB signals (the color at each position), are sampled at positions corresponding to (the center of) each pixel. The display then adds a spatial offset (delay) to each color: -∆x/3 for R, and +∆x/3 for B, with ∆x the horizontal pixel distance. The sampling process can be described by multiplying the continuous signal with a 2D series of δ-impulses, at intervals of ∆x and ∆y (vertically): ∆(x,y) ∆x,∆y . The reconstruction process, i.e. the translation of digital signal to a physical light emission, can be represented by a convolution of the sampled signal with an aperture function, in this case a 2D box function with width ∆x/3 and height ∆y: *(x,y) ∆x/3,∆y.
Taking into account the position of the subpixels is equivalent to sampling the signal at the actual subpixel position of each color: subpixel sampling [1,[3] , as illustrated in Figure 2 . This corresponds to adding a delay before the sampling process. The delay before the reconstruction can now be removed 2 , since the first delay already puts the reconstructed signal at the correct position. Note that, because this general subpixel sampling is performed on the continuous image, we do not need an input signal at three times the resolution (see also section 3). 
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To simplify analysis, we only look at the luminance spectrum: Y=0.299R+0.587G+0.114B, for an input signal with only luminance (R=G=B). The displayed signal for red R d (x,y), using pixel sampling, as a function of the input signal R i (x,y), becomes:
By adding green and blue, which have similar form, and taking the Fourier transform, we get the luminance spectrum
Where Φ is a complex phase factor:
and the sinc function is the Fourier transform of the aperture. For the subpixel sampled signal, Φ moves inside the convolution (which represents the spectrum repeats): Figure 3 shows a plot of the amplitude of the horizontal luminance spectrum of the displayed image. In order to show amplitude of baseband and repeats, the spectrum of the original image has been assumed flat inside, and zero outside the baseband (-0.5f s <f x <0.5f s ). Figure 3 shows that the reconstruction of the original image is not perfect: the baseband is attenuated, and repeats are still present (e.g. causing (visible) pixel structure at the sampling frequency f s ). However, it is well known that perfect reconstruction is not possible for display systems, because this would require a sinc pixel aperture, which is not only infinitely wide, but also requires negative intensities (see also section 2.1).
Also, we can see that the spectrum of the pixel sampled image is somewhere in between the spectra belonging to displays with true full color pixels (RGB at same position), with widths ∆x and ∆x/3. Figure 4 shows why: The luminance profile of the combined RGB-aperture is somewhere in between that of the wide and narrow full color pixels.
The difference between the pixel-and subpixel sampled spectra, is quite clear: the subpixel sampled spectrum has less attenuation of the baseband, and also higher suppression of the repeats. The baseband attenuation of the pixel sampled image is caused by the larger reconstruction 'unit', as shown in Figure 4 3 . The lower repeat amplitude in the subpixel sampled luminance spectrum is caused by a shift of the repeats from the luminance to the color signal. This means that insufficient filtering, to limit the input signal to the baseband, will cause color aliasing ( [1] and Figure 5c ), and an appropriate filter is therefore an important feature in all subpixel rendering methods. Nevertheless, the human visual system is less sensitive to high frequent color errors than to high frequent luminance errors [9] , so some of this color aliasing can be tolerated. Consequently, the filter cut-off frequency can be extended beyond the baseband limit (the Nyquist frequency, giving the highest aliasing frequency), but certainly not up to the sampling frequency (DC-alias frequency, giving a constant color error). Note that the baseband limit itself has not shifted: frequencies above Nyquist still cause aliasing, although it has shifted from luminance to color.
However, this released constraint on the anti-alias filter around the baseband limit only partly explains the apparent resolution increase associated with subpixel sampling. There is also a difference for frequencies below Nyquist, and to explain this we have to turn to the Kell factor [4] .
Increased Kell Factor
Due to the imperfect reconstruction, frequency components inside the baseband still have an (attenuated) version mirrored in the Nyquist frequency. The interference of these two components results in a beat frequency, of which the frequency decreases when the baseband component and its mirror approach the Nyquist frequency. This is illustrated in Figure 5 , showing a simulation (see section 4) of a zoneplate image on a vertical stripe matrix display. The pixel sampled image shows a beat pattern that decreases in frequency when the signal approaches the Nyquist limit. At some point, this beat pattern will overshadow the baseband frequency, 3 In fact, this is a color misconvergence of 1/3 pixel (also visible as red/blue colors in Figure 5a ) which usually is hardly annoying. 
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and reduce the practical use of the baseband. This is the origin of the Kell factor [4] , which indicates the fraction of the baseband that is effectively available. Although the Kell factor was introduced to balance the horizontal bandwidth in Cathode Ray Tubes (CRTs) with their vertically discrete character (resulting in a typical Kell factor of 0.7), such a factor is still present in matrix displays! With subpixel sampling, we can see that, due to the increased amplitude difference between baseband and repeat, the amplitude of the beat frequencies will be reduced 4 . Or stated otherwise, they will be shifted from luminance to color. This means that the Kell factor is increased, without changing the physical aspects of the display. Even though this does not increase the resolution in terms of number of pixels, it does increase the sharpness, in terms of amplitude (contrast) of the high frequencies in the baseband. Comparing the diagonally high frequent parts in Figure 5 , and the right part of Figure 1 , we can see that the beat frequencies and the jagged lines are a similar phenomenon.
Subpixel image scaling
In the previous section, we explained some of the benefits of taking into account the subpixel positions through subpixel sampling. In this section, we will introduce an efficient implementation.
For the spectrum calculations, we started with a continuous image, to generalize the subpixel sampling principle. In a real situation, we will probably only have a digital signal at our proposal, at a different resolution than that of the display. Therefore, the input image has to be scaled to the display resolution.
Image scaling, or sampling rate conversion [2] , [5] , [8] , is basically a cascade of upsampling (zero insertion), low-pass (anti-alias) filtering, and downsampling, which are also the operations needed for subpixel sampling. The output of the upscaling-filtering cascade is an approximation of the continuous image signal, from which the correct samples are taken to arrive at the desired resolution. Applying subpixel sampling simply means taking the right sample phases for RGB, and choosing a suitable filter.
This can be called 'subpixel scaling', and can be used both for upscaling (increasing image size) and downscaling (decreasing image size). However, since the signal frequencies that profit most from the subpixel scaling are close to the Nyquist limit, the impact will be largest for downscaling applications. By applying subpixel scaling, we in fact try to use the display resolution, as indicated by the Kell factor, in an optimal way, by passing the maximum amount of information from the input signal to the display.
Preferably, all calculations are performed in the linear light domain, because processing in a non-linear (e.g. a gamma-precorrected) domain will increase (color) errors.
Subpixel polyphase filtering
Polyphase filter structures are known to be an efficient implementation of a sampling rate converter [2] , [5] ,[8], because samples not used after downsampling are not calculated, and multiplications with zeros from upsampling are omitted. Furthermore, by separating horizontal and vertical scaling, 2D image scaling can be reduced to two cascaded 1D sample rate converters.
A polyphase filter is typically based on a fixed upscaling factor (32, 64, etc.), and a variable downscaling factor to yield only the needed samples. This results in a large low-pass filter, and only a subset of the coefficients (a 'phase') is used to calculate each output sample. Figure 6 illustrates the (simplified) principle of a polyphase filter.
For upscaling, the low-pass filter should have a cut-off frequency near the Nyquist frequency of the input signal, but for downscaling it should be near the Nyquist frequency of the output signal to suppress aliasing. In the direct implementation of a polyphase filter (Figure 6 ), this would require a different filter for every scaling factor. However, if the polyphase filter structure is converted to the transposed form [2] ,[8], the filter acts relative to the output frequency, and only one filter is required for all (down)scaling factors. This allows simple color error vs. sharpness trade-off control.
The application of subpixel (down)scaling, using a (transposed) polyphase filter is now straightforward. Compare Figure 6 , with Figure 7 : The relative phase for the RGB signals should be set corresponding to their relative position on the screen, and the scaling filter should be chosen to optimize the trade-off between sharpness and color errors. The setting of this trade-off can be independent from the scaling factor, allowing simple control. Figure 8 shows some different filters that can be used to set this trade-off. The additional cost is low, and furthermore, the need for having an input signal at three times the resolution is removed, since the subpixel scaling will work on any scaling factor. Figure 9 and Figure 10 show some results of subpixel downscaling on natural images and text. These figures are simulations of images on a display. Direct simulation, using a number of pixels with only one primary color to generate each subpixel (indicated in the left top of the images), results in very dark images. Therefore, these images are low-pass filtered to simulate the effect of the human visual system, which also allows us to increase the intensity. Figure 9a uses the filter from Figure 8 with the lowest cut-off frequency, and the image suffers from blurring, but hardly from jagged edges (aliasing). Figure 9b uses the middle filter from Figure 8 , and is sharper, but suffers from jagged edges. Turning to subpixel scaling, Figure 9c (same filter as Figure 9b) shows that the sharpness is maintained and the aliasing has decreased, resulting in smooth edges.
Results

Natural images
Text and graphics
Subpixel scaling is also applicable to graphics, notably text, at which previous methods [1] were targeted. These methods use oversampling during the rendering, and apply a fixed subpixel downscaling filter afterwards. Text is particularly suited for improvement using subpixel techniques, not only because it contains mostly high frequencies, but also because traditional rendering methods suffer heavily from aliasing. A quality improvement by applying better anti-alias filtering (like the methods common in image and video processing, and especially important for subpixel techniques) can be expected. Applying the proposed flexible subpixel scaling removes the need for a particular input resolution.
Most of the quality improvement (which is also applicable to CRTs, see [6] ) is due to improved rendering at higher resolution (but not at smaller size). The subpixel scaling is used to optimally exploit the resolution of the display, shown by the examples in Figure 10 : increased sharpness and less jagged edges.
Other pixel arrangements
The subpixel scaling is also applicable to other pixel arrangements than the vertical stripe, as long as the samples of each color are taken at the correct phase. Figure 9 and Figure 10 also show examples using a Delta-Nabla (also called Triad or hexagonal) arrangement, which has increased resolution in both dimensions, in stead of only horizontally. Interestingly, the Delta-Nabla pattern also increases the quality of the text (see also [7] ), which is mainly due to improved rendering (oversampling) also in the vertical direction.
Conclusions
At low additional cost, subpixel image scaling is a very flexible, and easily controllable method to exploit the perceived resolution increase that the individual subpixels offer, particularly for downscaling applications. The method is applicable to other pixel arrangements, poses no constraints on the input resolution, and is also applicable to graphics and text, if they are available in an input signal that has been rendered at higher resolution.
[8] Van den Enden, A., 'Efficiency in multirate and complex digital signal processing', PhD Thesis, Delta Press, Amerongen, The Netherlands, 2001. 
