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Abstract
We calculate the form factors of the electromagnetic nucleon-to-∆-resonance transition to third
chiral order in manifestly Lorentz-invariant chiral effective field theory. For the purpose of gener-
ating a systematic power counting, the complex-mass scheme is applied in combination with the
small-scale expansion. We fit the results to available empirical data.
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I. INTRODUCTION
The ∆(1232) resonance was discovered in pi+p scattering in the early 1950s [1], and is the
most prominent nucleon excitation. It is the lowest-lying resonance with spin and isospin
quantum numbers 3/2. The ∆(1232) is only about 300 MeV heavier than the nucleon and,
due to the strong coupling to the piN channel, has a broad Breit-Wigner width of around
117 MeV [2], resulting in a lifetime of the order of 10−23 s. This makes direct measurements
of its properties more complex than in the case of the nucleon. Above the pion production
threshold, the ∆(1232) dominates many processes involving the strong interactions. Besides
pion-nucleon scattering, important examples are pion photo- and electroproduction, where
the ∆(1232) can be created as an intermediate state through the excitation of the nucleon
by a real or virtual photon.
The form factors of the electromagnetic γN → ∆ transition have been the subject of
numerous investigations from both the experimental side [3–15] and the theoretical side
[16–36] (see also the reviews on resonance excitations by Tiator et al. [37] and by Aznauryan
and Burkert [38]). In this work, we will present a calculation of the γN → ∆ transition form
factors in the framework of chiral effective field theory (ChEFT). In contrast to previous
work in ChEFT, we put particular emphasis on the determination of the form factors at the
complex pole, i.e., we treat the ∆(1232) as an unstable particle [39]. For that purpose, we
combine a covariant description of the ∆(1232) resonance [40, 41] with the complex-mass
scheme (CMS) (see Refs. [42–46]). The CMS was originally developed for deriving properties
of W , Z, and Higgs bosons obtained from resonant processes. More recently, it has also
been applied in the context of effective field theories of the strong interactions [48–58]. The
CMS has the important property of perturbative unitarity, which was first demonstrated in
Ref. [59] in terms of a simple model and was later proven on general grounds in Ref. [60].
In our calculation, a consistent power counting is implemented in terms of the small-scale
expansion [61] in combination with the CMS, treating the width (in the chiral limit) as a
small quantity. For the interaction of pions with nucleons and the Delta resonance, we make
use of the manifestly consistent interaction Lagrangian of Ref. [41], which was obtained from
a Dirac constraint analysis [62–64].
This article is organized as follows. In Sec. II, we introduce the γN → ∆ transition
process and discuss how it is related to pion electroproduction. In Sec. III, we present the
effective Lagrangians we used. Section IV contains a discussion of the complex-mass scheme
and the power counting. In Sec. V, we calculate the transition form factors and show our
results. Section V contains a short summary.
II. FROM PION ELECTROPRODUCTION TO THE γN → ∆ TRANSITION
FORM FACTORS
The ∆(1232) is an unstable particle with a very short lifetime of the order of 10−23 s.
Therefore, a process like
γ +N → ∆ (1)
cannot be described by an “ordinary” matrix element, because the ∆(1232) is not an asymp-
totic state of the strong interactions. This means that stable one-particle states |∆(p)〉 with
p2 = m2∆ do not exist [65]. (Of course, it is possible to study a theoretical situation, where
the sum of the nucleon and pion masses is larger than the ∆ mass, resulting in a stable ∆
2
state.) However, one can investigate a complete scattering amplitude, where the ∆(1232)
contributes as an intermediate “state.” To be specific, we consider pion electroproduction
on the nucleon below the two-pion production threshold. There, the only possible process
triggered by the nucleon absorbing a (virtual) photon and involving the strong interactions
is
γ∗ +N → N + pi, (2)
where pi represents the corresponding pion. For kinematical conditions such that the square
root of the Mandelstam variable s is in the vicinity of the complex pole position,
z∆ = m∆ − i Γ∆
2
,
the process is dominated by the propagation of a ∆ resonance in the s channel (see Fig. 1).
FIG. 1: At s ≈ m2∆, the process is dominated by the s-channel pole diagram due to the propagator
of the ∆(1232). The nucleon is represented by a single line, the ∆(1232) by a double line, the
photon by a wiggly line, and the pion by a dashed line. The circles represent dressed vertices.
One now parametrizes the contribution of the unstable ∆(1232) and defines the form
factors in analogy to a stable particle. For an unstable particle such as the ∆(1232), “on-
shell kinematics” are given by the complex pole position.
Before addressing the Lorentz structure of the vertex, let us discuss the isopin structure.
Neglecting the contributions due to heavier quarks, the electromagnetic current operator is
given by
Jµ(x) =
2
3
u¯(x)γµu(x)− 1
3
d¯(x)γµd(x) = q¯(x)
(
1
6
+
τ3
2
)
γµq(x) = J
µ(0)
0 + J
µ(1)
0 , (3)
where J
µ(0)
0 and J
µ(1)
0 denote the isoscalar and isovector components, respectively. The
interaction with an external electromagnetic four-vector potential Aµ reads
Le.m. = −eJµAµ, (4)
where e > 0 denotes the proton charge. The isoscalar current cannot induce a transition
from isospin 1/2 to isospin 3/2. Thus, the isospin structure of the transition matrix element
is given by [66]
〈3/2, τ∆|Jµ|1/2, τ〉 = (1/2, τ ; 1, 0|3/2, τ∆)〈3/2||Jµ(1)||1/2〉.
Here, 〈3/2||Jµ(1)||1/2〉 denotes the reduced matrix element, and the value of the Clebsch-
Gordan coefficient (1/2, τ ; 1, 0|3/2, τ∆) is
√
2/3 for both γp→ ∆+ and γn→ ∆0 transitions.
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Let us now turn to the Lorentz structure. According to Ref. [39], which describes a
method for extracting from the general vertex only those pieces surviving at the pole, the
matrix element of the γN → ∆ transition (see Fig. 2) can be written as
M = −ie〈∆(pf , sf )|Jµ(0)|N(pi, si)〉µ = −ie
√
2
3
w¯λ(pf , sf )Γ
λµu(pi, si)µ. (5)
Here, the initial nucleon is described by the Dirac spinor u(pi, si) with real mass mN and
Ψ(pi)
q
Ψλ(pf)
FIG. 2: γN → ∆ vertex: The momentum of the incoming nucleon is called pi, q and pf denote the
momenta of the photon and of the outgoing ∆(1232), respectively.
p2i = m
2
N , the final ∆(1232) is described via the Rarita-Schwinger vector-spinor w¯λ(pf , sf )
[67, 68] with a complex mass z∆ and p
2
f = z
2
∆, and the photon via the polarization vector µ.
In the following, it is always understood that the “tensor” Γλµ is evaluated between on-shell
spinors u and w¯λ, satisfying
/piu(pi, si) = mNu(pi, si), (6)
w¯λ(pf , sf )/pf = z∆w¯λ(pf , sf ), w¯λ(pf , sf )γ
λ = 0, w¯λ(pf , sf )p
λ
f = 0. (7)
The expressions for a stable ∆ resonance are obtained via the replacement z∆ → m∆. The
“tensor” Γλµ contains a superposition of four Lorentz tensors, which we choose as [69]
Γλµ = i
[
D1(q
2)gλµ +D2(q
2)qλpµi +D3(q
2)qλqµ +D4(q
2)qλγµ
]
γ5, (8)
where q = pf − pi.1 At the pole, current conservation leads to
qµΓ
λµ = 0, (9)
providing the additional constraint
D1(q
2) + pi · qD2(q2) + q2D3(q2) + (z∆ +mN)D4(q2) = 0. (10)
This equation has been used both numerically and analytically as an important check of the
explicit calculation. Using current conservation, the tensor Γλµ can be expressed in terms
of three invariant functions,
Γλµ = G1(q
2)Lλµ1 +G2(q
2)Lλµ2 +G3(q
2)Lλµ3 . (11)
1 For the γ matrices we make use of the convention of Ref. [70], in particular, γ5 = γ
5 = iγ0γ1γ2γ3. The
overall factor of i in Eq. (8) is introduced for convenience to compensate for the different convention for
γ5 used in Ref. [17].
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A possible set of independent structures is given by [17]
Lλµ1 = i
(
qλγµ − /qgλµ
)
γ5,
Lλµ2 = i
(
qλP µ − q · Pgλµ) γ5,
Lλµ3 = i
(
qλqµ − q2gλµ) γ5, (12)
where P = (pi + pf )/2 and qµL
λµ
i = 0.
2 The invariant functions Gi (i = 1, 2, 3) are related
to the functions Dj (j = 1, 2, 3, 4) by
G1 = D4,
G2 = D2,
G3 = D3 − 1
2
D2.
Recall that the four Dj are constrained by Eq. (10). The parametrization most widely used
for Γλµ is the one by Jones and Scadron [17]. Introducing
µν(a, b) = µνρσa
ρbσ, 0123 = 1,
the tensor Γλµ is written as
Γλµ = GM(Q
2)KλµM +GE(Q
2)KλµE +GC(Q
2)KλµC , (13)
with3
KλµM = −3
[
(z∆ +mN)
2 − q2]−1 λµ(P, q)z∆ +mN
2mN
, (14)
KλµE = −KλµM − 12i∆−1(q2)λσ(P, q)µσ(pf , q)γ5
z∆ +mN
2mN
, (15)
KλµC = −6i∆−1(q2)qλ
[
q2P µ − q · Pqµ] γ5 z∆ +mN
2mN
, (16)
where
∆(q2) = [(z∆ +mN)
2 − q2][(z∆ −mN)2 − q2]. (17)
The form factors GM , GE, and GC are referred to as magnetic dipole, electric quadrupole,
and Coulomb quadrupole form factors, respectively.4 These form factors are related to the
Gi of Eq. (11) by [17] (see App. A)
GM(Q
2) =
mN
3(z∆ +mN)
{ [
(3z∆ +mN)(z∆ +mN)− q2
] G1(q2)
z∆
+
(
z2∆ −m2N
)
G2(q
2) + 2q2G3(q
2)
}
, (18)
GE(Q
2) =
mN
3(z∆ +mN)
[ (
z2∆ −m2N + q2
) G1(q2)
z∆
+
(
z2∆ −m2N
)
G2(q
2) + 2q2G3(q
2)
]
, (19)
GC(Q
2) =
mN
3(z∆ +mN)
[
4z∆G1(q
2) +
(
3z2∆ +m
2
N − q2
)
G2(q
2) + 2
(
z2∆ −m2N + q2
)
G3(q
2)
]
.
(20)
2 The structures of Ref. [17] differ from those of Ref. [69] by the use of P instead of pf .
3 When replacing z∆ by m∆ for a stable particle, our convention agrees with Eqs. (3.3a)–(3.3c) of Ref. [21].
Note, in particular, the imaginary unit in the second and third equation [21].
4 Following common practice, we choose Q2 ≡ −q2 as the argument of the form factors.
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We emphasize that equations such as (18)–(20) involve the complex ∆(1232) pole position
z∆ rather than the real (Breit-Wigner) masses.
III. EFFECTIVE LAGRANGIAN
The effective Lagrangian Leff consists of a purely mesonic, a pion-nucleon, a pion-∆, and
a piN∆ Lagrangian,
Leff = Lpi + LpiN + Lpi∆ + LpiN∆, (21)
each of which is organized in a combined derivative and quark-mass expansion (see, e.g.,
Refs. [71, 72] for an introduction). In fact, from the mesonic Lagrangian we only need the
lowest-order term [73]:
L(2)pi =
F 2
4
Tr
[
DµU(D
µU)†
]
+
F 2
4
Tr
(
χU † + Uχ†
)
. (22)
Here and in the following equations, superscripts refer to the chiral order of the respective
Lagrangians. The pion fields are contained in the unimodular, unitary, (2× 2) matrix U :
U(x) = u2(x) = exp
(
i
Φ(x)
F
)
,
Φ(x) =
3∑
i=1
τiφi(x) =
(
pi0(x)
√
2pi+(x)√
2pi−(x) −pi0(x)
)
,
(23)
where F denotes the pion-decay constant in the chiral limit: Fpi = F [1 + O(mˆ)] = 92.2
MeV with mˆ = mu = md being the isospin-symmetric limit of the light-quark masses.
Furthermore, χ = 2B(s + ip) includes the quark masses as χ = 2Bmˆ = M2, where M2 is
the squared pion mass at leading order in the quark-mass expansion, and B is related to
the scalar singlet quark condensate 〈q¯q〉0 in the chiral limit [73, 74]. Finally, the interaction
with an external electromagnetic four-vector potential Aµ is generated through the covariant
derivative
DµU = ∂µU + i
e
2
Aµ[τ3, U ].
Defining the nucleon isospin doublet
Ψ =
(
p
n
)
in terms of the two four-component Dirac fields p and n of the proton and the neutron,
respectively, the lowest-order pion-nucleon Lagrangian is given by (see Ref. [75] for details)
L(1)piN = Ψ¯
(
i /D −m+ gA
2
γµγ5uµ
)
Ψ, (24)
with
DµΨ =
(
∂µ + Γµ − iv(s)µ
)
Ψ,
Γµ =
1
2
[
u†(∂µ − irµ)u+ u(∂µ − ilµ)u†
]
,
uµ = i
[
u† (∂µ − irµ)u− u (∂µ − ilµ)u†
]
,
(25)
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where v
(s)
µ = −eAµ/2 and rµ = lµ = −eτ3Aµ/2. In Eq. (24), m and gA denote the chiral
limit of the physical nucleon mass and the axial-vector coupling constant, respectively.
The technical details concerning how we include the ∆(1232) in BChPT can be found
in Refs. [40, 41]. Here, we give only a short summary (see section 4.7 of Ref. [72] for more
details). As the ∆(1232) is a particle with both spin and isospin equal to 3/2, it can be
described via a vector-spinor isovector-isospinor field with 96 components Ψλ,α,i,r, where λ
denotes the Lorentz-vector index, α the Dirac-spinor index, i the isovector index, and r
the isospinor index. The most general first-order interaction Lagrangian for the ∆(1232) in
the chiral expansion depends on three coupling constants gi [61] and a so-called “off-shell
parameter” A [76]. As one deals with a higher-spin system, one automatically introduces
unphysical degrees of freedom due to the coupling of spins (1
2
⊗ 1 = 1
2
⊕ 3
2
). When analyzing
the constraints to obtain the correct number of degrees of freedom, one ends up with relations
among the coupling constants, involving the parameter A. The Lagrangian is invariant under
so-called “point transformations” (see Refs. [40] and [41] for further details). As a result of
the invariance property, physical quantities do not depend on A. Choosing A = −1 makes,
e.g., the propagator of the ∆(1232) simpler to deal with. For this particular choice, the
leading-order Lagrangian reads
L(1)pi∆ = Ψ¯λξ
3
2 Λ(1)λνξ
3
2 Ψν , (26)
where ξ
3
2 is a matrix representation of the projection operator for the isospin-3
2
component
of the fields with ξ
3
2
ij = δij − 13τiτj, and
Λ(1)λν = −
[
(i /D −m∆)gλν − i(γλDν + γνDλ)
+ iγλ /Dγν +m∆γ
λγν +
g1
2
(
/ugλν − γλuν − uλγν + γλ/uγν) γ5]. (27)
The covariant derivative of the ∆(1232) field is given by
DµΨi = ∂µΨi − 2iijkΓµ,kΨj + ΓµΨi − iv(s)µ Ψi, (28)
where we have suppressed the Lorentz-vector and Dirac spinor indices as well as the isospinor
index. Here, again, the pion fields and external sources are hidden in the definition of v
(s)
µ ,
uµ and Γµ =
∑3
k=1 Γµ,kτk. For a detailed discussion of L(1)pi∆, see Refs. [40, 41, 72]. The pi∆∆
interaction is generated by the last term of Eq. (27). For the piN∆ interaction at leading
order, the Lagrangian reads
L(1)piN∆ = gΨ¯λ,iξ
3
2
ij(g
λν − γλγν)uν,jΨ + H.c., (29)
where H.c. refers to the Hermitian conjugate. The Lagrangians of Eqs. (22), (24), (26), and
(29) contain in total seven low-energy constants: F and B from the mesonic sector, gA from
L(1)piN , g1 and m∆ from L(1)pi∆, and g from the piN∆ interaction Lagrangian L(1)piN∆. Strictly
speaking, before renormalization all the fields and parameters should be regarded as bare
quantities which should be denoted by a symbol B for bare. However, to keep the notation
simple, we have deliberately omitted such an index.
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IV. THE COMPLEX-MASS SCHEME AND POWER COUNTING
To have a consistent power counting, we apply the CMS, which may be regarded as an
extension of the extended on-mass-shell renormalization scheme [77–79] to unstable particles.
This renormalization scheme is achieved by splitting the bare parameters (and fields) of
the Lagrangian into complex renormalized parameters and counter terms. We choose the
renormalized masses as the poles of the dressed propagators in the chiral limit:
mB = m+ δm,
m∆B = z∆ + δz∆ = m∆χ − i Γ∆χ
2
+ δz∆. (30)
Here, mB and m∆B refer to the bare masses of the nucleon and ∆ fields, whereas m is
the mass of the nucleon in the chiral limit, and z∆ is the complex pole of the ∆(1232)
propagator in the chiral limit. We define the pole mass m∆χ and the width Γ∆χ of the
∆(1232) as the real part and (−2) times the imaginary part of the pole and assume Γ∆χ to
be small in comparison to both m∆χ and the scale of spontaneous chiral symmetry breaking,
Λχ = 4piF . We include the renormalized parameters z∆ and m in the free propagators and
treat the counter terms perturbatively. The renormalized couplings are chosen such that the
corresponding counter terms exactly cancel the power-counting-violating parts of the loop
diagrams.
While the starting point is a Hermitian Lagrangian in terms of bare parameters and fields,
the CMS involves complex parameters in the basic Lagrangian and complex counter terms.
Applying generalized cutting rules for loop integrals involving propagators with complex
masses, it can be shown that unitarity is satisfied order by order in perturbation theory
[59, 60]. In agreement with Ref. [80], the unitarity conditions are valid for an S-matrix
connecting stable states only.
We organize our perturbative calculation by adopting the standard power counting of
Refs. [81, 82] in combination with the small-scale expansion of Ref. [61] to the renormalized
diagrams, i.e., an interaction vertex obtained from an O(qn) Lagrangian counts as order
qn, a pion propagator as order q−2, nucleon and ∆(1232) propagators as order q−1, and
the integration of a loop as order q4. In addition, we assign the order q to the difference
between the ∆(1232) mass and the nucleon mass. In practice, we implement this scheme by
subtracting the loop diagrams at complex “on-mass-shell” points in the chiral limit.
Figure 3 shows all diagrams contributing to the γN → ∆ transition form factors up to
and including chiral order three. At tree level, there is no diagram of O(q). Therefore,
for a calculation at O(q3), it is not necessary to consider the wave-function-renormalization
constants, because they are of the form
√
Z = 1 + O(q2) for both the nucleon and the ∆.
The product with the diagrams of Fig. 3 generates additional terms at O(q4), which are
beyond the accuracy of our calculation. At tree level, only diagrams at chiral order two
and three contribute to the given process (see App. B 1 for details). Our tree-level diagram
contains three free parameters (Cγ1 , C
γ
2 , and C
γ
3 ), which we fit to experimental data. This
procedure will be explained in the next section. After we calculated the diagrams of Fig. 3,
checked current conservation, and fitted the free parameters to experimental data, it turned
out that the results only poorly described the data. To improve our results, we included a
contribution of the ρ meson at tree level (see Fig. 4) in a semi-phenomenological approach.
For the details of this step, we refer to App. B 2.
8
(b)
(g)(e)(c)(a)
(d) (f) (h)
FIG. 3: Contributions to the γN → ∆ transition form factors up to and including O(q3). The
vertices of the diagrams (c)–(j) are always of the lowest possible order. Diagram (a) represents
the contact contributions and diagram (b) the counter term.
FIG. 4: Contribution of the ρ meson (wiggly double line) to the transition form factors in a
semi-phenomenological approach.
V. RESULTS
Before addressing the numerical results of the one-loop calculation, let us discuss some
general features of the chiral expansion of the γN∆ transition. At chiral order one, the
Lagrangian does not contribute to the transition. Therefore, the tree-level contribution
starts at O(q2), and the renormalized loop diagrams contribute at O(q3).
At O(q2), the form factors are given in terms of a single coupling constant, namely, Cγ1 :
G
tree (2)
M (Q
2) =
mN
3(z∆ +mN)
(3z∆ +mN)(z∆ +mN) +Q
2
z∆
Cγ1 , (31)
G
tree (2)
E (Q
2) =
mN
3(z∆ +mN)
z2∆ −m2N −Q2
z∆
Cγ1 , (32)
G
tree (2)
C (Q
2) =
mN
3(z∆ +mN)
4z∆C
γ
1 . (33)
The superscripts (2) refer to chiral order 2. At the real-photon point, Q2 = 0, Eqs. (31)–(33)
entail model-independent predictions for the pole ratios RpoleEM and R
pole
SM [36], namely,
R
pole (2)
EM (0) = −
G
(2)
E (0)
G
(2)
M (0)
= − z
2
∆ −m2N
(3z∆ +mN)(z∆ +mN)
, (34)
R
pole (2)
SM (0) = −
z2∆ −m2N
4z2∆
G
(2)
C (0)
G
(2)
M (0)
= R
pole (2)
EM (0). (35)
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Note that these results remain intact even after the inclusion of the ρ meson [see Eq. (B10)].
Using z∆ = (1210− i 50) MeV and mN = 938 MeV, one obtains from Eq. (34)
R
pole (2)
EM (0) = (−5.98 + i 0.90) %. (36)
The explicit expressions for the tree-level contributions to the form factors up to and
including O(q3) are given in Eqs. (B4)–(B6) and involve three parameters, Cγ1 , Cγ2 , and Cγ3 .
Given the fact that the loop contributions are fixed, once the coupling constants gA, g1, and
g have been fixed (see discussion below and Table I), one might expect that the three Cγi can
be determined in terms of the empirical values of the form factors at the real-photon point.
However, this is not the case, as Cγ1 and C
γ
3 always contribute in the linear combination
Cγ1 +
1
2
(
z2∆ −m2N +Q2
)
Cγ3 .
When calculating the loop contributions involving a Delta line in the loop [see Figs. 3
(d), (f), and (h)], we neglect the width. This amounts to neglecting terms of O(h¯2), which
are beyond the accuracy of a one-loop calculation.
In the following, we will distinguish between the transition form factors at the Breit-
Wigner position W = m∆ = 1232 MeV on the real (physical) energy axis and at the pole
position W = (1210− i 50) MeV in the lower half-plane of the second Riemann sheet. The
Breit-Wigner form factors are denoted by G∗M , G
∗
E, and G
∗
C , where the latter two are usually
given as ratios to the dominant magnetic form factor,
REM(Q
2) = −G
∗
E(Q
2)
G∗M(Q2)
, (37)
RSM(Q
2) = −|~qcm|
2m∆
G∗C(Q
2)
G∗M(Q2)
, (38)
where ~qcm denotes the three-momentum of the virtual photon in the center-of-momentum
frame. These form factors are real quantities and positive for Q2 = 0, and are related to
the electromagnetic pion production multipoles M
(3/2)
1+ , E
(3/2)
1+ , and S
(3/2)
1+ at the resonance
position. To determine the transition form factors at the Breit-Wigner position, we make
use of Eqs. (18)–(20) as follows. We replace z∆ by m∆, make use of real coupling constants,
and consider only the real parts of the so-obtained expressions, i.e., we omit the imaginary
parts of the loops.
At the pole position in the complex plane, the form factors are denoted by GM , GE,
and GC and have complex values. Recently, data for such complex form factors have been
determined from the partial wave analyses of MAID and SAID [36]. In our calculation, these
form factors are obtained by using the complex Delta mass (pole position) and complex
coupling constants.
In Table I, we collect the masses and coupling constants which have been fixed from other
sources and which are not considered as free parameters in our calculation. The values for
Mpi, mN , m∆, z∆, Mρ, Fpi, and gA are taken from the Review of Particle Physics [2]. For
g we take g = 1.13 as obtained from a fit to the ∆ → piN decay width [40]. Furthermore,
we make use of the quark-model estimate g1 =
9
5
gA = 2.29 [61]. Note that the quark-model
estimate for g, namely, g = 3
5
√
2gA = 1.08, is slightly smaller than the empirical value.
To determine the unknown parameters of the tree-level diagrams, we perform a simultane-
ous fit of all available experimental data of G∗M , G
∗
E, and G
∗
C , where the latter two were taken
10
Mpi [GeV] mN [GeV] m∆[GeV] z∆[GeV] Mρ[GeV] Fpi [GeV] gA g g1
0.140 0.938 1.232 1.21− i 0.05 0.77 0.0922 1.27 1.13 2.29
TABLE I: Masses and coupling constants which are not considered as free parameters in our
calculation.
from the ratios REM and RSM (for values of Q
2 = −q2 ≤ 0.3 GeV2, i.e., the spacelike region).
We refer to the results without the ρ meson as Fits I and II, and to the results including the
ρ as Fit III. In Fits I and III, we set Cγ3 = 0. The results for the fitted constants (C
γ
i and C
ρ
i )
are shown in Table II. Note that the coupling constants Cρi enter the calculation in the com-
bination Cρi /g, with g = 5.91 in terms of the Kawarabayashi-Suzuki-Riazuddin-Fayyazuddin
relation [84, 85] (see App. B 2). Equation (B10) suggests that we should compare the values
of Cγi without the ρ meson with the combination C˜i = C
γ
i −Cρi /g including the ρ meson. In
the present case we obtain C˜1 = (1.91±0.34) GeV−1 and C˜2 = (1.12±0.36) GeV−2. Taking
the expansion scale to be of O(1 GeV), we find that the parameters Cγi and C˜i turn out to
be of a natural size of order 1 GeV−1 and 1 GeV−2, respectively.
Cγ1 [GeV
−1] Cγ2 [GeV
−2] Cγ3 [GeV
−3] Cρ1 [GeV
−1] Cρ2 [GeV
−2]
Fit I 1.01± 0.07 1.57± 0.06 0 – –
Fit II 3.01± 0.28 1.59± 0.04 −4.73± 0.65 – –
Fit III −1.69± 0.20 2.91± 0.21 0 −21.3± 1.6 10.6± 1.7
TABLE II: The results of the fitting procedure for the parameters of the tree-level contributions
of diagram (a) of Fig. 3 are labeled Cγi . The results including the ρ meson contain, in addition,
the parameters Cρi (see App. B for definitions). The errors are obtained from the fit to the form
factor data with Q2 ≤ 0.3 GeV2.
Our results for the magnetic, electric, and charge transition form factors G∗M , G
∗
E, and G
∗
C
at the Breit-Wigner position W = m∆ = 1232 MeV are shown in Fig. 5. The ratios REM and
RSM are displayed in Fig. 6. Let us first discuss the outcome of the full calculation including
the ρ meson (solid lines). For G∗M we obtain a very good description, once the ρ meson is
included. Even though the data were only fitted in the range [0, 0.3] GeV2, our results with
the ρ meson are in good agreement with the data up to and including Q2 = 0.6 GeV2 (see
upper right panel of Fig. 5). For G∗E we obtain a good description up to and including
Q2 = 0.25 GeV2. Note, however, that G∗E is more than an order of magnitude smaller than
G∗M . Finally, the description of G
∗
C is good over the full range [0, 0.3] GeV
2. The ratios
REM and RSM are rather well described up to and including Q
2 = 0.25 GeV2 (see Fig. 6).
Without the ρ meson the fit fails dramatically if only Cγ1 and C
γ
2 are allowed (dotted lines).
The fit improves with the addition of Cγ3 (dashed lines), which is, however, not needed in
a fit including the ρ meson. We also checked a description with all six coupling constants,
but found very strong correlations between Cγ3 and C
ρ
1 , C
ρ
3 , which can be avoided by fixing
Cγ3 = C
ρ
3 = 0.
The Siegert theorem provides a model-independent prediction for relations among differ-
ent electromagnetic multipoles and form factors. It results from the symmetry that, for very
small virtual photon momenta, all transverse components of the electromagnetic current
must be the same (also known as the long-wavelength limit). For a detailed introduction,
see Refs. [86, 87]. Recently, the role of the Siegert theorem for low-Q2 transition form fac-
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FIG. 5: Magnetic, electric, and charge transition form factors G∗M , G
∗
E , and G
∗
C at the Breit-
Wigner position W = m∆ = 1232 MeV. The dotted, dashed, and solid lines show Fits I, II, and
III, respectively. The data is fitted up to Q2 = 0.3 GeV2. For the magnetic form factor, the fits
are also compared with experiment for a much larger range of Q2. The data points for G∗M are
from Refs. [6] (black circle), [5] (blue circles), and [3] (green triangles); for G∗E (from REM ) from
[6] (black circle), [13] (black diamonds), [15] (blue open circles), [8] (black triangle) and [14] (red
diamonds); and for G∗C (from RSM ) from [15] (blue open circles), [13] (black diamonds), [7] (black
circle), [11] (black triangle) and [14] (red diamonds).
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FIG. 6: Results for the ratios REM and RSM . For further details, see caption of Fig. 5.
tors has been intensively studied by Ramalho [88]. First of all, in the so-called Siegert limit,
|~qcm| → 0 with ~qcm being the photon three-momentum in the center-of-momentum frame,
one obtains the following relation:
RSM
|~qcm|→0−→ |~qcm|
m∆ −mNREM . (39)
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Using Eqs. (37) and (38) results in
G∗C(Q
2)
|~qcm|→0−→ 2m∆
m∆ −mNG
∗
E(Q
2). (40)
The corresponding so-called pseudo-threshold, Q2pt = −(m∆−mN)2 = −0.087 GeV2, is time-
like and thus outside the physical region of electroproduction. In the left panel of Fig. 7,
we show the results of the Fits II and III for the ratio REM from the pseudo-threshold Q
2
pt
to Q2 = 0.1 GeV2. In the right panel of Fig. 7, we then compare the predictions for RSM
as obtained from the Siegert theorem, Eq. (39), with the full calculation for the Fits II
and III.5 Close to the pseudo-threshold, the ratios RSM (and thus the charge form factors
G∗C) follow very well the predictions of the Siegert theorem, and even for small space-like
momentum transfers Q2 it gives, within 30 %, a good guideline for the full result. Around
Q2 = 0.1 GeV2, the deviations resulting from higher-order terms in the long-wavelength
expansion become more important and the predictions of the Siegert theorem are no longer
reliable.
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FIG. 7: Results of the Fits II (dashed black lines) and III (solid black lines) for the ratios REM
and RSM for low Q
2 and extrapolations into the time-like region down to the Siegert limit. The
dashed-dotted and long-dashed green lines show the predictions of the Siegert theorem for the
solutions II and III, respectively (see text). The experimental data are as in Fig. 6.
The consequences of the Siegert theorem for the ratio RSM and the charge form factor
are in fact two-fold, as can be seen from Eq. (39). First, the ratio RSM must vanish at
pseudo-threshold and, second, the slope of RSM at pseudo-threshold is related to the slope
of REM , which is not so clearly seen in Fig. 7. In Fig. 8, we show the form factors G
∗
E(Q
2)
and m∆−mN
2m∆
G∗C(Q
2) separately, which should be identical in the Siegert limit according to
Eq. (40).
At the pole position, the form factors are complex quantities due to the fact that the
∆(1232) is an unstable particle. Similarly as in the previous case, we also performed three
fits (without and with the ρ meson) to the form factor data at the pole position. These
data were obtained from the SAID and MAID partial wave analysis, applying the Laurent-
Pietarinen (L+P) expansion method [36]. The results from the SAID and MAID analysis
are very similar and we have taken the average values, showing in the figures the differences
of these analyses as error bars. These uncertainties are hardly visible and can not be used for
5 For that purpose we make use of |~qcm| =
√
[Q2 + (m∆ +mN )2][(Q2 + (m∆ −mN )2)]/(2m∆).
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FIG. 8: Form factors G∗E (blue solid line) and κG
∗
C (red dashed line) with κ = (m∆ −mN )/2m∆
from time-like to space-like regions. The blue circles and the red triangles show the experimental
data for the electric form factor and the re-scaled charge form factor, respectively. The data are
as in Fig. 5
the statistical weights in the fits of the data. Therefore, we have used the same weights for
GM and GC data, but have increased the weight for GE by a factor 100. This is comparable
to the weights in the fits to the Breit-Wigner data, where the weight factors are determined
from the statistical errors of the data. The results for the fit parameters are given in Table
III.
Cγ1 [GeV
−1] Cγ2 [GeV
−2] Cγ3 [GeV
−3] Cρ1 [GeV
−1] Cρ2 [GeV
−2]
Fit I 1.40− 0.21 i 1.60 + 0.22 i 0 – –
Fit II 4.85 + 1.24 i 1.62 + 0.23 i −8.87− 3.72 i – –
Fit III −2.19− 0.085 i 2.17− 2.60 i 0 −25.7 + 1.57 i 4.18− 21.6 i
TABLE III: The results of the fitting procedure for the parameters of the tree-level contributions of
diagram (a) of Fig. 3 are labeled Cγi . The results including the ρ meson also contain the parameters
Cρi (see App. B for definitions). The data for the fits are taken as an average of the pole form
factors of MAID and SAID [36] with Q2 ≤ 0.3 GeV2, see text for further details.
In Fig. 9, we show the Fits I and II without the ρ meson and Fit III including the ρ meson
for the real and imaginary parts of the form factors GM , GE, and GC compared to the data.
Only in the case of GM , the imaginary part is negligibly small compared to the real part.
On the other hand, for G?E and G
?
C the real and imaginary parts are of the same order of
magnitude. As in the previous case with the Breit-Wigner form factors, a fit without the
ρ meson only works reasonably well with three tree coupling constants. However, the fit
including the ρ meson describes the data much better, especially because of the additional
curvature in the Q2 dependence of the ρ-meson contribution.
In Fig. 10, we display the individual contributions to the transition form factors at the
pole position for the calculation including the ρ meson (Fit III). The left, middle, and
right columns refer to GM , GE, and GC , respectively. The first row shows the contribution
of the tree-level diagram (a) of Fig. 3 (see App. B 1 for the detailed expressions). The
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FIG. 9: Real (left) and imaginary (right) parts of the magnetic, electric, and charge transition form
factors GM , GE , and GC at the pole position Wp = (1210 − i 50) MeV. The solid lines show the
results including the ρ meson (Fit III) and the dotted and dashed lines show Fits I and II without
the ρ. The data points are taken as the averaged MAID and SAID results from Ref. [36].
second row displays the ρ-meson contribution of Fig. 4, and the third row refers to the loop
contributions of diagrams (c)–(h) of Fig. 3. The last row contains the total results, i.e., the
sum of the individual contributions. In each case, the solid lines refer to the real parts and
the dashed lines to the imaginary parts. Comparing the first and second rows, we observe
the tendency that the tree-level diagram (a) of Fig. 3 and the ρ-meson contribution of Fig. 4
add destructively. Moreover, the loop contribution is relatively small for GM , but sizeable
for GE and GC , in particular, for their real parts.
In Fig. 11, we compare our results for the transition form factors at the pole position
with a calculation within the framework of heavy-baryon chiral perturbation theory [31].
The most striking difference consists in the imaginary parts Im GE and Im GC , because
they have opposite signs in the two calculations. In the HBChPT calculation, the imaginary
parts originate entirely from the loop contributions, whereas in our calculation they receive
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FIG. 10: Magnetic, electric, and charge transition form factors GM , GE , and GC (Fit III) at
the pole position split in tree diagrams with only photon couplings, tree diagrams with only rho
couplings, loop diagrams and total result. The (blue) solid lines and the blue data points show the
real parts and the (red) dashed lines and the red data points show the imaginary parts of the form
factors. The data points are taken as the averaged MAID and SAID results from Ref. [36].
contributions from all diagrams. Nevertheless, also our loop contributions generate in all
cases the opposite sign (see third row of Fig. 10).
Finally, in Table IV we compare our results for the magnetic, electric, and charge form
factors and the ratios REM and RSM at the real-photon point, Q
2 = 0, with the MAID and
SAID solutions from Ref. [87].
VI. SUMMARY AND CONCLUSIONS
We calculated the γN → ∆ transition form factors in ChEFT up to and including chiral
order three. We made use of a covariant framework and performed the renormalization in
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FIG. 11: Comparison of the transition form factors at the pole position with heavy-baryon chiral
perturbation theory (HBChPT) [31]. The real (left) and imaginary (right) parts of the HBChPT
and our calculation are shown as dashed and solid lines, respectively. The data points are taken
as the averaged MAID and SAID results from Ref. [36].
terms of the complex-mass scheme for unstable particles. The tree-level contribution at
order two was parametrized in terms of the coupling constant Cγ1 , whereas at order three
two coupling constants Cγ2 and C
γ
3 enter. The coupling constants were fitted to experimental
data. To improve the description of the form factors, we also investigated the inclusion of
the ρ meson in a semi-phenomenological approach.
At the leading non-vanishing order, O(q2), the transition form factors GM , GE, and GC
are proportional to the coupling constant Cγ1 . As a consequence, we obtained a model-
independent prediction for the ratio REM(0) at the pole, R
pole (2)
EM (0) = (−5.98 + i 0.90) %
[see Eqs. (34) and (36)], as well as the relation R
pole (2)
SM (0) = R
pole (2)
EM (0). The loop diagrams
and the tree-level contributions proportional to Cγ2 and C
γ
3 only enter at O(q3).
We first discussed the transition form factors G∗M , G
∗
E, and G
∗
C at the Breit-Wigner po-
sition W = m∆ = 1232 MeV. The unknown parameters of the tree-level diagrams were
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MAID SAID this work
BW pole BW pole BW pole
GM 2.97 3.20 −4.7◦ 3.11 3.38 −3.5◦ 2.92 3.31 −3.4◦
GE 0.064 0.202 49
◦ 0.051 0.181 54◦ 0.070 0.215 44◦
GC 1.18 2.11 35
◦ 1.30 2.31 34◦ 0.82 1.64 35◦
REM −0.022 −0.063 53◦ −0.016 −0.054 58◦ −0.024 −0.065 48◦
RSM −0.042 −0.067 33◦ −0.044 −0.069 30◦ −0.029 −0.052 38◦
TABLE IV: Magnetic, electric, and charge transition form factors and E/M , S/M ratios at
Q2 = 0 for the Breit-Wigner and for the pole position compared with MAID and SAID solutions
from Ref. [87]. The form factors and ratios are dimensionless. For the complex values at the pole
position, we give absolute values with the same sign as for the BW values and a phase. Note
that at the leading order, O(q2), we get the model-independent prediction for the pole ratios
R
pole (2)
EM = R
pole (2)
SM = (−5.98 + i 0.90) % = −0.0605 e−i 8.6
◦
.
determined from a simultaneous fit of all available experimental data for Q2 ≤ 0.3 GeV2.
Only after including the ρ meson, we obtained a good description of the data (see Fig. 5).
We explicitly verified the Siegert theorem within our calculation and showed that the pre-
diction of the Siegert limit, Eq. (39), provides a good description of RSM close to the
pseudo-threshold (see Fig. 7). We then turned to a discussion of the pole transition form
factors GM , GE, and GC by fitting our results to data of the SAID and MAID partial wave
analysis, which were obtained by applying the Laurent-Pietarinen expansion method (see
Fig. 9). We analyzed the individual contributions originating from the tree-level, ρ-meson,
and loop diagrams (see Fig. 10). Finally, we compared our results with a determination
in the framework of heavy-baryon chiral perturbation theory (see Fig. 11). In conclusion,
the CMS is well suited for further examinations of properties of unstable particles in the
framework of chiral effective field theory.
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Appendix A: Relation between the form factors GM , GE, GC and G1, G2, G3
Using Eqs. (6) and (7) in combination with γµγν + γνγµ = 2gµν and µνρσµ
ν′ρ′σ′ =
−det(gαα′), α = ν, ρ, σ, α′ = ν ′, ρ′, σ′, one obtains6
λµ(P, q) = −z∆Lλµ1 + Lλµ2 +
1
2
Lλµ3 , (A1)
iλσ(P, q)
µσ(pf , q)γ5 = −q · pfLλµ2 + P · pfLλµ3 , (A2)
iqλ(q2P µ − q · Pqµ)γ5 = q2Lλµ2 − q · PLλµ3 . (A3)
Introducing column vectors
Kλµ =
KλµMKλµE
KλµC
 , Lλµ =
Lλµ1Lλµ2
Lλµ3
 , GM,E,C =
GMGE
GC
 , G =
G1G2
G3
 ,
and using Eqs. (A1)–(A3), we can write
Kλµ = MLλµ,
where the (3× 3) matrix M is given by
M = −3[(z∆+mN)2−q2]−1 z∆ +mN
2mN
−z∆ 1
1
2
z∆ −1− 4 q·pf [(z∆+mN )
2−q2]
∆(q2)
−1
2
+ 4
P ·pf [(z∆+mN )2−q2]
∆(q2)
0 2 q
2[(z∆+mN )
2−q2]
∆(q2)
−2 q·P [(z∆+mN )2−q2]
∆(q2)
 .
(A4)
The magnetic dipole, electric quadrupole, and Coulomb quadrupole form factors are then
determined from
GM,E,C = M
−1TG.
Using
q · pf = 1
2
(z2∆ −m2N + q2), q · P =
1
2
(z2∆ −m2N), P · pf =
1
4
(3z2∆ +m
2
N − q2),
together with Eq. (17), results in Eqs. (18)–(20).
Appendix B: Parametrization of the tree-level contribution to the form factors
1. γN∆ coupling
We first want to parametrize the contribution of the γN∆ interaction Lagrangian of chiral
order two and three to the form factors at tree level. As mentioned before, at chiral order one
6 In order to show Eq. (A1), one makes use of the relation [83]
γµγνγργσ = gµνγργσ−gµργνγσ+gνργµγσ+gρσγµγν−gνσγµγρ+gµσγνγρ−gµνgρσ+gµρgνσ−gµσgνρ+iγ5µνρσ.
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there is no contribution of the Lagrangian. As we know the Lorentz structure of the process
[see Eqs. (5) and (12)], we assign a chiral order to the tensors and expand the invariant
amplitudes. Using γµγ5 = O(q0) and γ5 = O(q) (see, e.g., section 5.2 of Ref. [71]) and the
fact that the polarization vector counts as O(q), we may parametrize the virtual-photon
structure of the tree-level results as
Γ
λµ(2)
tree = i
(
D
(2)
1 g
λµ +D
(2)
4 q
λγµ
)
γ5,
Γ
λµ(3)
tree = i
(
D
(3)
1 pi · qgλµ +D(3)2 qλpµi +D(3)4 pi · qqλγµ
)
γ5. (B1)
The superscripts refer to the chiral order we assign to these expressions. Imposing current
conservation, Eq. (9), and renaming Cγ1 = D
(2)
4 , C
γ
2 = D
(3)
2 , and C
γ
3 = D
(3)
4 , one ends up
with the following result:
Γ
λµ(2+3)
tree = i
{
[−(z∆ +mN)Cγ1 − pi · qCγ2 − pi · q(z∆ +mN)Cγ3 ] gλµ
+ (Cγ1 + pi · qCγ3 ) qλγµ + Cγ2 qλpµi
}
γ5. (B2)
Using pi ·q = (z2∆−m2N−q2)/2, the tree-level contributions to the form factors Gi of Eq. (11)
read
G1 = C
γ
1 +
1
2
(z2∆ −m2N − q2)Cγ3 ,
G2 = C
γ
2 ,
G3 = −1
2
Cγ2 .
(B3)
Introducing dimensionless coupling constants as C¯γi = m
i
NC
γ
i (i = 1, 2, 3) and using
Eqs. (18)–(20), we obtain the following tree-level contributions to the magnetic dipole, elec-
tric quadrupole, and Coulomb quadrupole form factors:
GtreeM =
mN
3(z∆ +mN)
[
(3z∆ +mN)(z∆ +mN)− q2
z∆mN
(
C¯γ1 +
1
2
z2∆ −m2N − q2
m2N
C¯γ3
)
+
z2∆ −m2N − q2
m2N
C¯γ2
]
, (B4)
GtreeE =
mN
3(z∆ +mN)
[
z2∆ −m2N + q2
z∆mN
(
C¯γ1 +
1
2
z2∆ −m2N − q2
m2N
C¯γ3
)
+
z2∆ −m2N − q2
m2N
C¯γ2
]
,
(B5)
GtreeC =
mN
3(z∆ +mN)
[
4
z∆
mN
(
C¯γ1 +
1
2
z2∆ −m2N − q2
m2N
C¯γ3
)
+ 2
z2∆ +m
2
N − q2
m2N
C¯γ2
]
. (B6)
2. Contribution of the ρ meson at tree level
To describe the diagram of Fig. 4, we start with the assumption that the coupling of the
ρ to the N∆ transition is of the same type as the coupling of the γ to the N∆ transition
[see Eq. (B2)]. We denote the corresponding coupling constants by Cρi . The γρ coupling is
obtained from the Lagrangian [89–91]
M2ρTr
[(
ρµ − i
g
Γµ
)(
ρµ − i
g
Γµ
)]
(B7)
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as
Lγρ = e
M2ρ
g
Aµρ0µ. (B8)
The coupling constant g is determined from the Kawarabayashi-Suzuki-Riazuddin-
Fayyazuddin relation [84, 85],
M2ρ = 2g
2F 2. (B9)
Combining the γρ vertex with the ρ propagator yields
eµ
M2ρ
g(q2 −M2ρ )
,
which is of O(q). Contraction with the ρN∆ vertex amounts to the replacement
Cγi → Cγi +
M2ρ
g(q2 −M2ρ )
Cρi = C
γ
i −
Cρi
g
− q
2
g(M2ρ − q2)
Cρi (B10)
in Eqs. (B3). Note that the dx term of Eq. (13) of Ref. [91] is of O(q3) and, thus, will start
contributing at O(q4) to the γN∆ transition.
3. Power-counting-violating contribution
The constant Cγ1 has to absorb a part from the loop diagrams which violates the power
counting. Only after renormalization of this constant the counting scheme is consistent. For
the renormalized constant Cγ1r we obtain
Cγ1 → Cγ1r = Cγ1 +
gmN
31104piF 2
[
ln
(
mN
µ
)
(648 gA + 1980 g1)− 324 gA − 1135 g1
]
. (B11)
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