Abstract
Introduction
The fundamental matrix provides a sceneindependent algebraic representation of the epipolar geometry of a stereo camera system, that depends only on the cameras' intrinsic parameters and relative pose [6] . Given the key role that this matrix plays in a large number of problems in computer vision applications, such as stereo camera calibration, 3D reconstruction, etc., the problem of estimating it from experimental data (typically consisting of point correspondences from two images) has been the subject of a large research effort. In general, existing techniques reduce the problem to a constrained optimization, where the main difficulties stem from the need to impose that the resulting matrix must be rank deficient, and from the presence of outliers, which if not properly handled can substantially skew the estimate.
Existing methods fall roughly into one of two classes, depending on how they tackle the non-convex rank-2 constraint. The first type of methods uses a twostep approach, for instance, methods based on the wellknown eight-point algorithm and its various extensions [12, 6, 3] , that starts by finding a (sub)optimal estimate without taking into account the rank constraint and then refines the result by reducing its smallest singular value to 0. However, in [13] it has been shown that ignoring the rank constraint can degrade the accuracy in terms of the covariance matrix of the first-order variation of the solution. On the other hand, the second type of methods considers the rank constraint explicitly. In [16] a Levenberg-Marquard (LM) approach is proposed to optimize the singular value decomposition (SVD) of the fundamental matrix. In [20] and [1] the rank constraint is imposed by setting its determinant to 0, leading to a 3rd-order polynomial constraint. Alternatively, in [2] and [21] the estimation problem is reduced to one or several constrained polynomial optimization problems by imposing the constraint that the null space of the solution must contain a non-zero vector. The resulting optimization problems are solved by resorting to various optimization techniques, such as brand-and-bound approaches [20, 21] or moments based convex relaxations [2, 1] .
Although the above methods perform well under the assumption of small, suitably distributed (for instance Gaussian) measurement noise, their performance substantially degrade in the presence of even a few outliers (i.e., point mismatches). Thus, a large number of robust methods have been developed to explicitly take into account the presence of outliers. These include random-ized methods such as RANdom Sampling Consensus estimator (RANSAC) [5] and its variants, which attempt to find outlier-free data by repeatedly randomly selecting the minimal number of correspondences needed to generate a solution, and selecting the best one, according to some optimality criteria. For instance, RANSAC selects the solution with largest support on the complete dataset. MSAC [17] , a redecending M-estimator [8] , penalizes both the squared fitting error of inliers and number of outliers. Least Median of Squares (LMS) [11] selects the estimate which gives the least median fitting error. Finally, Maximum Likelihood Estimation SAmple Consensus (MLESAC) [18] attempts to find the maximum likelihood estimate of the true position of the points. Random sampling based methods are attractive due to their simplicity and the existence of theoretical bounds on the number of samples required to guarantee a given probability of success. However, they suffer from several weaknesses. Firstly, for a given probability of success, the number of needed iterations grows very fast with the number of outliers. Secondly, since the bounds explicitly depend on the number of outliers, this quantity must be known or estimated accurately, since stopping the algorithm prematurely can lead to arbitrarily bad solutions. Finally, these methods cannot directly impose the rank deficiency constraint. Rather, this is done a posteriori, by projecting the solution onto the manifold of rank-2 matrices. However, as indicated before, this step can lead to substantial performance degradation.
Main Idea and Paper Contributions
Motivated by the challenges noted above, in this paper we propose a novel single-step framework for robustly estimating the fundamental matrix from point correspondences corrupted by noise and outliers. The main idea is to introduce binary variables that indicate whether a given correspondence is an inlier (and hence should be used in the estimation), or an outlier (and hence should be discarded), and to explicitly impose the rank-2 constraint by searching for the epipoles. This formulation leads to a polynomial optimization over a semi-algebraic set that can be solved by appealing to recent results on sparse polynomial optimization. Specifically, the advantages of the proposed approach vis-à-vis existing techniques include the abilities to:
• Explicitly impose rank-deficiency and handle noise and a very large percentage of outliers, without the need for additional assumptions such as bounds on the number of outliers.
• Certify that a given convex relaxation has indeed found an optimal estimate of the fundamental matrix (the ground truth for noiseless data and the one that maximizes the number of inliers in the case of noisy measurements).
• Exploit co-occurrence priors to improve the estimate.
• Handle partially known correspondences.
• Explicitly exploit the underlying sparse structure of the problem to reduce the computational burden.
In addition, we provide theoretical results showing that, if in the optimization above a certain matrix containing only variables related to the fundamental matrix has rank 1, then the first order relaxation of the problem achieves global optimality. Combining these ideas with rankminimization techniques leads to a computationally efficient algorithm with complexity comparable to robust regression based techniques, while still retaining the advantages noted above. These results are illustrated with several examples where the proposed algorithm is shown to consistently outperform existing techniques.
Preliminaries

Notation
X, x, x matrix, vector, scalar
set of real number and non-negative integers I Identity matrix M N the matrix M − N is positive semidefinite σ i (A) the i-th largest singular value of matrix A |I| cardinality of the set I
Problem Statement
Given a pair of images of the same scene from two uncalibrated perspective views, the fundamental matrix F ∈ R 3×3 is defined as the rank-2 matrix which satisfies the epipolar constraint
where the homogenous coordinates x, x ′ ∈ R 3 are the corresponding projections of a 3D point in the two images. F has seven degrees of freedom due to the ambiguity caused by the scaling and singularity. Our goal is to develop a computationally tractable algorithm that, starting from noisy point correspondences corrupted by outliers, simultaneously estimates a rank-2 fundamental matrix that maximizes the number of inliers, and, at the same time, explicitly identifies outliers, defined as those points whose distance from the surface defined by (1) is beyond a given bound. Specifically, we address the following problem: Problem 1. Given a set of noisy point correspondences, 
As we show in the sequel, the problem above can be recast as a constrained polynomial optimization and solved using the methods briefly described below.
Moments Based Polynomial Optimization
The Problem of Moments
Consider a constrained Polynomial Optimization Problem (POP) of the form
where p(x) is a multivariate polynomial expressed as a sum of monomials, that is p(x) .
. . , x n ), x i ∈ R and, following standard notation, we have defined
, where g k (.) is a multivariate polynomial also expressed as a sum of monomials, e.g.
is generically non-convex (except in a few special cases) and hence computationally challenging. Thus, we consider a related problem:
where P(K) is the space of probability measures on K with K dµ = 1 and E µ [·] denotes the expectation. Although (P2) is an infinite dimensional problem, it is, in contrast to (P1), convex. As shown in [9] , Problems (P1) and (P2) are equivalent, in the sense that
• For every optimal solution µ * of (P2),
It follows (see [9, 10] for more details) that problem (P1) can be reduced to a sequence of Linear Matrix Inequalities (LMI) optimization problems in the moments of the unknown probability measure µ of the form
where m . 
where δ k is the degree of polynomial g k , and S N = N + n n (e.g. the number of moments in R n up to order N ). Further, it can be shown that as N increases, p * N in (2) monotonically increases to p * K from below. The necessary and sufficient conditions to guarantee the equivalence between (2) as N increases to infinity; or
• for a finite N , the flat extension [4] property holds, that is, for M N 0, M N +1 0, and rank(M N ) = rank(M N +1 ).
Exploiting an Underlying Sparse Structure
In many cases of practical interest, including the problem in this paper, the objective function and the polynomials defining the constraint set K exhibit a sparse structure that can be exploited to substantially reduce the computational burden entailed in solving (2) . To this effect, start by introducing the concept of running intersection: Definition 1. Consider problem (P1) and let I k ⊂ {1, . . . , n} be the set of indices of variables such that each g j (x) contains variables only from some I k . Assume that the objective function p(x) can be partitioned as 
As shown in [10] , when the running intersection property holds, one can construct a convergent hierarchy of semidefinite programs of smaller size:
the localizing matrix for the subset of variables in I k . Notably, for a given N , this approach requires considering moments and localizing matrices containing O(κ 2N ) variables, where κ is the maximum cardinality of I k , rather than O(n 2N ). Since in the problems considered in this paper κ ≪ n this results in substantial computational complexity reduction.
Main Results
In this section we present the main theoretical results of the paper: (i) a reformulation of Problem 1 into a constrained polynomial optimization problem, (ii) a convergent sequence of convex relaxation, and (iii) a sufficient condition, given in terms of the rank of a small matrix, for the first element of this sequence to attain global optimality, leading to a computationally efficient algorithm.
A Constrained POP Reformulation
By introducing indicator variables s i ∈ {0, 1}, Problem 1 can be reformulated as
In this formulation (6c) guarantees that F is rank deficient, while (6d) forces s i to be binary. This last equation, combined with (6e) enforces that s i = 0 for outliers (that is, points where |x ′T i Fx| > ǫ). Thus, the cost function (6a) is meant to minimize the number of outliers. (6) reduces to a feasibility problem about F and q with s i = 1, ∀i = 1, . . . , n.
Moments Based Relaxations
Clearly, (6) is nonconvex due to the bilinear terms and the binary variables in (6b)-(6e). However, the moments based polynomial optimization techniques introduced in Section 2.3, can be used to obtain a sequence of convex relaxations of the form
where M i,N denotes the N -th order moment matrix consisting of moments of {F, q, s i } (variables associated with (x i , x ′ i )) of order up to 2N , and where L i,N −1 denotes the localizing matrices corresponding to the constraints (6b)-(6e) that define the feasibility set in (6) .
The results from Section 2.3.2 guarantee that this sequence of relaxations converges monotonically (from below) to the optimum. Nevertheless, from a practical stand point its applicability is limited to relatively small problems, due to the fact that the number of variables increases combinatorially with N (even when exploiting the underlying sparse structure), and that, in principle the value of N required to achieve a flat extension, and hence certify optimality, can be large. In addition, once an optimal N has been found, extracting the solution F from the corresponding moments matrix M is far from trivial, unless rank(M) is low (see [7] for details). To circumvent these difficulties, in the sequel we will exploit the fact that moment matrices associated with atomic measures having a single atom have rank 1, since in this case the moments simply correspond to the powers of the variables, evaluated at the location of the atom, and in turn the variables are equal to their first order moments. In principle, one could try to exploit this observation by adding a low rank constraint on each of the moment matrices M i,N to (7). However, this constraint would be computationally hard to enforce due to the large number of matrices involved. Surprisingly, as shown by the result below, enforcing a low rank constraint only on the moment matrix associated with F and q is enough to guarantee that the relaxation corresponding to N = 1 attains global optimality. Further, in this case the elements of F can be read directly from its associated moment matrix, without the need for additional computations.
Theorem 1. Consider the first order moment relaxation (7) of Problem (6) given bỹ
p * 1 = min n − n i=1 m(s i ) s.t. M i,1 0, ∀ n i=1 and L i,0 0, ∀ d i=1 (8) Let M c 1 . =   1 m(f ) T m(q) T m(f ) m(ff T ) m(fq T ) m(q) m(qf T ) m(qq T )   . Then, if rank(M c 1 ) = 1
, the relaxation (8) is exact. Further, in this case the corresponding optimal first order moments sequence {m(F)
* , m(q) * , m(s i ) * } is also an optimal solution to the original non-convex problem (6).
Proof. (Sketch) For each pair (x i , x ′ i ), ∀i = 1, . . . , n, the first order moment matrix M i,1 corresponding to its associated variables f , q and s i is of the form
where f denotes the vectorized F, and where the last entry of M i,1 results from the constraint s i = s 
At the first order relaxation, the localizing matrix associated with (6e) reduces to:
Substituing (12) into (13) leads to
Thus, for any m(s i ) > 0, (13) reduces to
implying that the pair (x ′ i , x i ) is an inlier associated with the fundamental matrix m(F). Next, note that, since (8) seeks to minimize − n i=1 m(s i ), then any non-zero m(s i ) * term in the optimal solution will automatically increase to 1. Therefore, (8) is exactly equivalent to (6) (by replacing F, q, s i with m(F), m(q), m(s i )). Finally, note that the combination of the binary variables m(s i ) * and rank(M c 1 ) = 1 guarantees that M i,1 is also rank 1, from where it follows that the first order moment sequence {m(F) * , m(q) * , m(s i ) * } is indeed an optimal solution of the original nonconvex problem (6).
A Reweighted Heuristic Based Algorithm
Theorem 1 suggests that a computationally attractive algorithm can be obtained by simply adding the constraint rank(M c ) = 1 to (8) . Unfortunately, the resulting problem is no longer convex. Nevertheless, a tractable convex relaxation can be obtained by using a (weighted) nuclear norm as a surrogate for rank 1 , and iteratively solving a sequence of regularized convex problems [14] , of the form:
(16) favoring low rank solutions through the second term in the cost, leading to Algorithm 1 outlined below. Note that each iteration has computational complexity roughly equivalent to that of regularized robust regression and robust low rank factorization based methods.
Further, consistent numerical experience shows that typically only a few iterations are needed for convergence.
Algorithm 1 Robust Fundamental Matrix Estimation
Initialize:
).
Extensions: Co-occurences and Partially Known Correspondences
A salient feature of the proposed framework is that it can be easily extended to handle co-occurrences and partially known correspondences. The former simply entails using the same variable s i for correspondences known to have the same label (either all are outliers or all are inliers, although the actual label is unknown). Partially known correspondences arise in cases where labeling is expensive, and thus only a few labels are available. Consider first a scenario without outliers. In this case, the problem can be formalized as: given a set of n labeled point correspondences (y i , y (17) where the last two equations in (17) enforce the fact that each unlabeled point must be assigned to exactly one correspondence. Finally, the case where the set of labeled data contains outliers can be handled as before, by introducing variables s i and minimizing n − s i .
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Experiments
Next, we describe a set of experiments used to verify our theoretical results. These experiments consist of the estimation of fundamental matrices from points correspondences from six pairs of stereo images: House, Merton I, Merton II, Merton III, Library, and Wadham, given by VGG, University of Oxford, shown in Figure 1 .
Experimental Protocol
In each experiment, before computing the fundamental matrix, the data was normalized as in [6] and [3] . Ground truth data. Given a pair of images, we first calculated a fundamental matrix from the correspondences (x i,t , x ′ i,t ) provided with the dataset by minimizing the algebraic error. We considered the resulting fundamental matrix F t , as the ground truth, with the threshold ǫ given by ǫ . = max i |x ′T i,t F t x i,t |. Then, the VLFeat toolbox [19] was used to obtain a set of SIFT features from the two images, and correspondences (x i , x ′ i ) were defined by those pairs of points whose ℓ 2 norm is ≤ 0.5. Finally, inliers and outliers were selected as those correspondences satisfying max i |x ′T i F t x i | ≤ ǫ, and those violating this bound, respectively.
Experimental set-up. For each pair of images, we ran seven sets of experiments, with 100 correspondences and outliers ranging from 10% to 70%. For each set of experiments we ran 50 times by randomly picking N out outliers and N in inliers from (x i , x ′ i ) and compared the results with several state-of-the-art methods. Evaluation criteria. We compared four performance measurements as follows:
• P recision =
Ground truth inliers∩Identified inliers
Identified inliers × 100;
• Recall = Ground truth inliers∩Identified inliers Ground truth inliers × 100;
• Hmeans = √ P recision × Recall × 100;
The closer Similarity is to 1, the smaller the distance between the identified fundamental matrix F and the ground truth F t .
Computational platform. All algorithms were implemented in MATLAB and run on a 3.4GHz iMac with 32G memory. The SDP solver used was SeDuMi [15] .
Results
In these experiments we compared the performance of the proposed algorithm with that of RANSAC and several of its variants, i.e., MSAC, MLESAC and LMEDS. For all these methods, the number of iterations was set to 500, and in each iteration the fundamental matrix was calculated using the eight-point algorithm.
The results are summarized in Tables 1-4 , and illustrated in Figure 2 . As shown there, the proposed algorithm was consistently more robust than the SAC algorithms, in the sense that it identified a larger number of inliers and yielded a fundamental matrix closer to the ground truth, in terms of a larger inner product. Note that while in Tables 1-3 the proposed method leads to larger variance, the corresponding mean value is higher, indicating that the other methods have consistently lower performance. Indeed, a quick computation assuming gaussian distributions shows that our method yields a higher objective value with probability > 0.7 even in the most unfavorable case. In terms of computational efficiency, since our algorithm requires solving semi-definite optimization problems, each iteration is more time consuming than those of SACs. On the other hand, consistent numerical experience shows that only a few iterations are needed for convergence (typically no more than 14). Since each iteration requires about 10 seconds when using 100 points, the overall computational cost remains competitive vis-à-vis randomized methods, specially in cases involving large number of outliers. House: Similarity (%) 
Conclusions
This paper considers the problem of robustly estimating the fundamental matrix from point correspondences corrupted by noise and outliers. Its main result is a computationally tractable algorithm that explicitly enforces the rank deficiency constraint, without assumptions on the percentage or distribution of the outliers. In addition, the algorithm can be easily extended to handle cooccurrence information or scenarios where only some of the correspondences are known. These results are illustrated with experiments, showing that the proposed method performs well, even in scenarios characterized by a very high percentage of outliers, consistently outperforming existing techniques. Research is currently under way seeking implementations based on first order methods (as opposed to the interior point methods used by conventional SDP solvers), in order to further reduce the computational burden.
