Introduction {#Sec1}
============

Superconductivity in magnesium diboride (MgB~2~), which has a superconducting transition temperature of *T* ~*c*~ = 39 K, was discovered in 2001^[@CR1]^. The MgB~2~ compound has a *P*6/*mmm* crystal structure^[@CR1]^, and a multi-band electronic structure comprising *σ* and *π* bands. Owing to these multi-bands, MgB~2~ exhibits two distinct superconducting gaps whose sizes are: \~6.8 meV for the large *σ* band gap, Δ~*σ*~; and \~1.8 meV for the small *π* band gap, Δ~*π*~ ^[@CR2],\ [@CR3]^. The superconductivity of MgB~2~ is known to be of the Bardeen-Cooper-Schrieffer (BCS) type, which involves a strong electron-phonon interaction. It has also been shown that the electrons in the quasi-2D *σ* bands, and the B-B bond-stretching phonons at \~600 cm^−1^ (i.e., \~74 meV), are involved in the electron-phonon interaction^[@CR2],\ [@CR4]^. These electron-phonon interactions have been extracted from tunneling results^[@CR5]^, and existing optical results^[@CR6],\ [@CR7]^. Although there are some previously reported optical data results for MgB~2~ available in the literature^[@CR6],\ [@CR8]^, the optical data presented in these reports was obtained using poor quality samples, or samples with poor residual resistivity. A magneto-optical study on a MgB~2~ single crystal has also been reported^[@CR9]^, but as their reported reflectance level at 50 cm^−1^ is significantly lower (\~70%) than the measured reflectance spectra of MgB~2~ at similar frequencies, it is possible that their absolute reflectance spectra data may not provide a true representation, as the authors used a mosaic of MgB~2~ crystals, and might not have aligned their sample perfectly. Other studies have been conducted on the anisotropic optical properties of MgB~2~ single crystals by Guritanu *et al*.^[@CR10]^, and Kakeshita *et al*.^[@CR11]^, but the spectral ranges used in their work were limited 0.1--3.7 eV, and 0.075--3.0 eV, respectively.

In this report, we present new optical data obtained from a high-quality MgB~2~ thin film sample, over a wide spectral range that includes the far-infrared (FIR) regime (60--8000 cm^−1^). Our sample shows one-tenth of the residual resistivity compared to previously studied samples in the FIR region by optical spectroscopy^[@CR6],\ [@CR8]^. We note that Kuzmenko *et al*.^[@CR8]^ studied a polycrystalline sample and Tu *et al*.^[@CR6]^ studied a thin film sample prepared by pulsed laser deposition (PLD)^[@CR6],\ [@CR12]^ on an Al~2~O~3~ substrate. In contrast, our new sample was prepared using a hybrid physical chemical vapor deposition (HPCVD)^[@CR13]^ method on an Al~2~O~3~ substrate. The HPCVD technique yields high-quality, epitaxial, MgB~2~ thick films with a *c*-axis-oriented columnar structure^[@CR14]^. We compared our optical data with the data reported by Tu *et al*.^[@CR6]^, which we believe to be the most reliable *ab*-plane optical data in the FIR region available. It is noteworthy that the surface of a single crystal MgB~2~ is very sensitive to air; one study showed that when the sample surface is exposed to air the ellipsometric parameters are affected immediately, due to a formation of a contamination^[@CR10]^. The authors also claimed that the changes in the parameters by the surface contamination were much smaller than the difference between the optical spectra of two samples grown under slightly different conditions. We think that the surface contamination occurs in a few top layers near the surface and does not affect much on the bulk optical properties of the sample in far-infrared region (for further details refer to the Supplementary information [I](#MOESM1){ref-type="media"}). Detailed sample preparation and reflectance measurement technique are provided in the Methods section. At all measuring temperatures, our reflectance spectra yield higher values than those reported by Tu *et al*. in the FIR region. Interestingly, four sharp peaks below 750 cm^−1^, which were observed and assigned as phonon modes of MgB~2~ by Tu *et al*., do not feature in our reflectance results. Our report concludes with a further analysis of the measured reflectance spectra and comparison of other optical quantities with those reported by Tu *et al*.

Results and Discussion {#Sec2}
======================

In Fig. [1(a)](#Fig1){ref-type="fig"}, we display the measured reflectivity spectra (solid lines) from our MgB~2~ thin film/Al~2~O~3~ sample, alongside the reproduced reflectivity spectra (dash-dotted lines) of Tu *et al*. It is evident from the figure that our reflectance spectra are higher than Tu *et al*.'s, at the three selected temperatures. Moreover, we do not observe any significant enhancement in reflectance near the large superconducting gap energy, i.e., 2Δ~*σ*~ = 13.6 meV (or 110 cm^−1^). Although an earlier study has confirmed the existence of the superconducting (SC) gaps^[@CR15]^, the enhancement of reflectivity below the gap is less than 1%, which is one of the reasons why observing the SC gap in optical experiments is nontrivial. Furthermore, our reflectance spectra do not show any significant phonon features, or other features near the 900 and 1250 cm^−1^, compared with Tu *et al*.'s data. For comparison, we show the measured room-temperature reflectivity spectrum of our Al~2~O~3~ substrate in Fig. [1(b)](#Fig1){ref-type="fig"}. The well-known IR-active phonon modes (i.e., the *E* ~*u*~ and LO modes)^[@CR16]^ of Al~2~O~3~ appear clearly in the reflectance spectrum. Comparing the three reflectance spectra (i.e., those from the pair of MgB~2~ thin film samples, and the Al~2~O~3~ substrate), one may suspect that Tu *et al*.'s data was contaminated by the Al~2~O~3~ substrate. However, Tu *et al*. have checked that the optical spectra from their 450 nm thick MgB~2~ sample were free of contributions from the substrate's phonon modes.Figure 1(**a**) Measured reflectivity spectra of our MgB~2~ sample, along with previous MgB~2~ data obtained by Tu *et al*.^[@CR6]^. (**b**) Measured reflectivity spectrum of the Al~2~O~3~ substrate at 300 K. (**c**) Measured resistivity of our MgB~2~ sample, along with previous MgB~2~ data by Tu *et al*.^[@CR6]^.

In Fig. [1(c)](#Fig1){ref-type="fig"}, we display the resistivity data of both our own MgB~2~ film, and Tu *et al*.'s sample. Our sample shows much smaller resistivity than Tu *et al*.'s; the resistivity of our sample is approximately one-tenth the magnitude of Tu *et al*.'s near 50 K, and one quarter of their value at 300 K. Moreover, the residual-resistivity ratio (RRR) of our sample is \~4.8, while that of Tu *et al*.'s sample is \~2.5. We note that our sample (1000 nm) is roughly twice as thick as the one studied by Tu *et al*.'s (450 nm). We estimate the skin depths of the two MgB~2~ samples using the measured resistivity data at 500 cm^−1^. The skin depths of Tu *et al*.'s sample are \~61 nm, and \~90 nm at 45 K, and 300 K, respectively, while those of our own sample are \~19 nm, and \~42 nm at 50 K, and 300 K, respectively. The determined skin depths inform us that both samples are sufficiently thick enough not to allow light from passing through them. Through our simple simulations, we find that the four phonon peaks that are visible in Tu *et al*.'s results are greatly suppressed in our data, due to our sample having a stronger charge carrier screening effect than Tu *et al*.'s sample (for further details refer to the Supplementary information [II](#MOESM1){ref-type="media"}).

Hwang and Carbotte^[@CR7]^ have also analyzed Tu *et al*.'s data^[@CR6]^ by removing the four phonon modes, and extracting the electron-phonon spectral density function, *α* ^2^ *F*(*ω*), using a generalized Allen's formula^[@CR17]--[@CR19]^ and maximum entropy method^[@CR20]^. To correctly simulate Tu *et al*.'s data close to 1300 cm^−1^, the authors needed to introduce a non-constant density of states due to the spectral feature near the 900 cm^−1^ (refer to Fig. [1(a)](#Fig1){ref-type="fig"}), whose origin was not yet known. However, this non-constant density of states is not a feature predicted from theory^[@CR4]^. Such a result suggests that Tu *et al*.'s data may feature some unknown extrinsic components.

In Fig. [2(a)](#Fig2){ref-type="fig"} we display the optical conductivity data for *σ* ~1~(*ω*) at 50 K, obtained from the measured reflectance using a Kramers-Kronig analysis and a fit with two (narrow and broad) Drude modes^[@CR8],\ [@CR11]^; the narrow mode is known to be in the *σ*-band, while the broad mode is in the *π*-band^[@CR11]^. We note that the fitting mismatch above the 570 cm^−1^ is related to the incoherent part of the charge carriers which can appear due to electron-phonon interactions^[@CR21]^. From the fit, we estimate the Drude plasma frequencies, *ω* ~*p*,*Di*~, and impurity scattering rates, 1/*τ* ~*imp*,*i*~ (where *i* = 1 or 2), as *ω* ~*p*,*D*1~ = 20,500 cm^−1^ and 1/*τ* ~*imp*,1~ = 48 cm^−1^ for the narrow *σ*-band, and *ω* ~*p*,*D*2~ = 10,250 cm^−1^ and 1/*τ* ~*imp*,2~ = 2000 cm^−1^ for the broad *π*-band, respectively. The narrow Drude mode appears to be dominant in the low frequency region below 1000 cm^−1^. In the inset to Fig. [2(a)](#Fig2){ref-type="fig"}, we display the same data at a temperature of 300 K. The Drude plasma frequencies (*ω* ~*p*,*Di*~) and impurity scattering rates (1/*τ* ~*imp*,*i*~) at 300 K are 20,500 cm^−1^ and 128 cm^−1^ for the narrow *σ*-band, and 10,250 cm^−1^ and 2000 cm^−1^ for the broad *π*-band, respectively. The narrow Drude mode shows a 51% larger plasma frequency, and a 36% smaller scattering rate compared with the results of Tu *et al*. at 295 K. The difference in these results approximately explains the observed DC resistivity difference between the two samples at 300 K.Figure 2(**a**) The optical conductivity spectra at 50 K, with a theoretical fit using two Drude modes. In the inset we show the same spectra at 300 K. (**b**) The real part of the optical conductivity spectra in the superconducting state (8 K), and normal state (50 K). In the inset, we display the physical quantity $\documentclass[12pt]{minimal}
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In Fig. [2(b)](#Fig2){ref-type="fig"} we display the real part of the optical conductivity at both *T* = 8 K (i.e., for $\documentclass[12pt]{minimal}
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We now analyze our data further using an extended Drude model formalism^[@CR24],\ [@CR25]^ and a generalized Allen's formulas^[@CR17],\ [@CR18]^ to study the electron-phonon interaction. The extended Drude model formalism allows one to describe correlated electrons effects, where information about the correlation appears in the so-called optical self-energy, $\documentclass[12pt]{minimal}
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                \begin{document}$$1/{\tau }_{imp}$$\end{document}$, where *T* is the temperature and 1/*τ* ~*imp*~ is the impurity scattering rate. The electron-phonon spectral density function, *α* ^2^ *F*(*ω*), is determined by solving Shulga *et al*.'s equation numerically.

In Fig. [3(a)](#Fig3){ref-type="fig"} we display the optical scattering rate of our MgB~2~ thin film sample at 50 K, along with a fit obtained using a maximum entropy (ME) method^[@CR20]^ within Shulga *et al*.'s formalism^[@CR18]^. Here, in order to obtain the optical scattering rate in the extended Drude model formalism, we took the plasma frequency to be 25,590 cm^−1^, which includes the total spectral weight up to 6000 cm^−1^, an impurity scattering rate 1/*τ* ~*imp*~ = 6.0 meV (or 48 cm^−1^), and the background dielectric constant of $\documentclass[12pt]{minimal}
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                \begin{document}$${\epsilon }_{H}$$\end{document}$ = 1.6. We note that the ME fit is quite good up to 1400 cm^−1^ and probably up to even higher frequencies, however the fit cannot capture the sharp kink near 550 cm^−1^ completely; the experimental kink is sharper than the simulated one. The resulting electron-phonon spectral density function, *α* ^2^ *F*(*ω*), extracted using this analysis is displayed in Fig. [3(b)](#Fig3){ref-type="fig"}, where two peaks are visible. The first peak is a weaker one and is located at the \~114 cm^−1^, while the second strong peak occurs at \~550 cm^−1^. We note that the weak peak at \~114 cm^−1^ is needed in order to capture an overall crease from 50 to 500 cm^−1^. In our fit, we have ignored small sharp features in the scattering rate, like the feature around the 250 cm^−1^. We also note that the extracted *α* ^2^ *F*(*ω*) includes contributions from both the *σ*- and *π*-bands. Our spectral density function *α* ^2^ *F*(*ω*) looks quite similar to that obtained in the previous study of Hwang and Carbotte^[@CR7]^, however, there the authors needed to introduce a non-constant density of states to get a reasonable fit to the data of Tu *et al*.^[@CR6]^ up to 1300 cm^−1^. As we have already mentioned, this was because Tu *et al*.'s data contained additional extrinsic features near the 900 cm^−1^ and 1250 cm^−1^ (refer to Fig. [1(a)](#Fig1){ref-type="fig"}). The value of the coupling constant, $\documentclass[12pt]{minimal}
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                \begin{document}$${T}_{c}^{max}$$\end{document}$ = 48.0 K.Figure 3(**a**) The optical scattering rate of MgB~2~ at 50 K and its maximum entropy (ME) fit, obtained from Shulga *et al*.'s formula^[@CR18]^ with the impurity scattering, 1/*τ* ~*imp*~ = 6.0 meV. (**b**) Extracted electron-phonon spectral density function, *α* ^2^ *F*(*ω*), from the ME fit. (**c**) The optical effective mass to band mass ration, *m* ^\*^(*ω*)/*m* ~*b*~, at temperatures *T* = 8 K and *T* = 50 K.

In order to simulate the measured optical scattering rate at 8 K (i.e., for *T*  $\documentclass[12pt]{minimal}
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To further highlight the characteristic features of the optical data, we display both the measured and simulated values for the optical conductivity, *σ* ~1~(*ω*) and the quantity $\documentclass[12pt]{minimal}
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                \begin{document}$$-{\omega }^{2}{\epsilon }_{1}(\omega )$$\end{document}$ at *T* = 8 K and *T* = 50 K in Fig. [4(b,c)](#Fig4){ref-type="fig"}, respectively. We can clearly see a dip near 550 cm^−1^ in both the measured and simulated conductivity data, which is a consequence of the major peak of *α* ^2^ *F*(*ω*); this dip also appears in the dielectric function. The dip in the optical conductivity divides the spectral weight into two parts: coherent and incoherent components^[@CR21]^. However, we note that since the optical conductivity and the dielectric function are independent optical quantities (though related through a Kramers-Kronig relation), the dip positions in the two different quantities are, in principle, not the same. Here, we also note that the measured spectral dip positions for both the 8 K and 50 K data are identical, with the shapes of the dips being almost identical too. In general, the dip at a SC state is sharper and shifted by twice of the SC gap, compared to that of a normal state^[@CR32]^. We further note that the reflectance spectra of Tu *et al*.^[@CR6]^ do not appear to show such a shift and sharpening near the 550 cm^−1^ either (refer to Fig. [1(a)](#Fig1){ref-type="fig"}). In the inset of Fig. [4(b)](#Fig4){ref-type="fig"} we show a magnified view of the dips in the measured and simulated curves for 8 K (dashed orange curve) and 50 K (dot-dashed dark green curve). Since the position of the major peak is very large compared with the two SC gaps (i.e., \~10 times of the lager gap, Δ~*σ*~), and the two SC gaps (Δ~*σ*~ (6.8 meV) 33% and Δ~*π*~ (1.8 meV) 67%) contribute to the dip, the pair of dips are quite broad in appearance and have similar energy scales (see Supplementary information [III](#MOESM1){ref-type="media"}). Although, we were able to explain some characteristic features (which might be closely related to the Cooper pairing) in the measured optical spectra of MgB~2~ with Allen's model, we could not however, simulate similar sharpness of the dips in the measured data at 8 K and 50 K with our simple Allen's model.

Conclusions {#Sec3}
===========

We studied a high-quality MgB~2~ thin film sample prepared by the HPCVD method, and provided experimental data for various optical properties of MgB~2~. Furthermore, we analyzed our data using an extended Drude formalism in order to study the electron-phonon interaction, which is known to generate superconductivity in the material. We obtained the optical self-energy and subsequently extracted the electron-phonon spectral density function, *α* ^2^ *F*(*ω*) from the self-energy using a generalized Allen's formula derived by Shulga *et al*.^[@CR18]^. The extracted *α* ^2^ *F*(*ω*) features two peaks, with the stronger peak yielding a sharp scattering onset near the 550 cm^−1^ in the optical scattering rate. Interestingly, the onset is subject to a smaller shift than what is expected at the SC state. We attribute the small shift of the scattering onset energy to: (1) the high energy scale of the peak compared with the SC gaps, and (2) that both SC gaps jointly contribute to the onset. We believe that our new results supply more reliable optical property data than was previously available, and used a more pure MgB~2~ sample. This experimental information on a two-gap superconducting system, MgB~2~, may be relied on, and provide some insights to researchers in the field of multi-gap superconductivity.

Methods {#Sec4}
=======

Sample preparation and reflectance measurement technique {#Sec5}
--------------------------------------------------------

A high-quality MgB~2~ thin film with a thickness \~1000 nm was prepared on an Al~2~O~3~ substrate using a hybrid physical-chemical vapor deposition (HPCVD)^[@CR13],\ [@CR14],\ [@CR33]^. The root-mean-square (RMS) surface roughnesses of our MgB~2~ thin film samples are of the scale 3--4 nm, over a wide area of 3 × 3 *μ*m^2^; we note that the RMS thickness of a well-optimized sample showed an RMS roughness as low as 1.5 nm^[@CR33]^. The superconducting transition temperature, *T* ~*c*~ of our sample is \~40 K, and was obtained from the measured DC transport data. The thin film samples prepared by HPCVD show a high stability in air since remnant Mg elements do not exist on the sample surface. We note that there was a reported ellipsometry study on surface sensitivity of a single crystal MgB~2~ to air; the authors showed that only top layers were contaminated^[@CR10]^ (refer to Supplementary information [I](#MOESM1){ref-type="media"}). For our optical study, we got a freshly prepared MgB~2~ thin film sample, loaded it on a sample cone in a sample chamber, evacuated the sample chamber, and took the optical data. We used a commercial FT-IR spectrometer Vertex 80 v, and a continuous flow liquid helium cryostat in order to obtain the reflectance spectra in the FIR and MIR range (60--8000 cm^−1^), and at various selected temperatures from 8 to 300 K. In order to achieve accurate reflectance spectra we also applied an *in*-*situ* metallization method^[@CR34]^. In this method we used a coated 200 nm thick gold film on the sample as the reference reflectance. Furthermore, we corrected the measured reflectance with respect to the gold film by multiplying the measured value by the absolute reflectance of the gold film. We used an unpolarized beam for the reflectance measurement, with an incident angle on the sample of \~10°. We then performed a Kramers-Kronig analysis^[@CR35]^ in order to obtain the optical constants, including the optical conductivity from the measured reflectance spectra which we extended to the high frequency region using previously reported reflectance data of MgB~2~ ^[@CR6]^.
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