The strength of association between a pair of data vectors is represented by a nonnegative real number, called matching weight. For dimensionality reduction, we consider a linear transformation of data vectors, and define a matching error as the weighted sum of squared distances between transformed vectors with respect to the matching weights. Given data vectors and matching weights, the optimal linear transformation minimizing the matching error is solved by the spectral graph embedding of Yan et al. (2007) . This method is a generalization of the canonical correlation analysis, and will be called as matching correlation analysis (MCA). In this paper, we consider a novel sampling scheme where the observed matching weights are randomly sampled from underlying true matching weights with small probability, whereas the data vectors are treated as constants. We then investigate a crossvalidation by resampling the matching weights. Our asymptotic theory shows that the crossvalidation, if rescaled properly, computes an unbiased estimate of the matching error with respect to the true matching weights. Existing works of cross-validation for resampling data vectors, instead of resampling matching weights, are not applicable here. MCA can be used for data vectors from multiple domains with different dimensions via the "embarrassingly simple coding" of Shimodaira (2014), and thus our results are directly applicable to the cross-domain matching for searching closely related vectors across domains.
Introduction
We have N data vectors of P dimensions. Let x 1 , . . . , x N ∈ R P be the data vectors, and X = (x 1 , . . . , x N ) T ∈ R N ×P be the data matrix. We also have matching weights between the data vectors. Let w ij = w ji ≥ 0, i, j = 1, . . . , N , be the matching weights, and W = (w ij ) ∈ R N ×N be the matching weight matrix. The matching weight w ij represents the strength of association between x i and x j . For dimensionality reduction, we will consider a linear transformation from R P to R K for some K ≤ P as
or Y = XA, where A ∈ R P ×K is the linear transformation matrix, y 1 , . . . , y N ∈ R K are the transformed vectors, and Y = (y 1 , . . . , y N ) T ∈ R N ×K is the transformed matrix. Observing X and W , we would like to find A that minimizes the matching error
w ij y i − y j 2 under some constraints. We expect that the distance between y i and y j will be small when w ij is large, so that the locations of transformed vectors represent both the locations of the data vectors and the associations between data vectors. The optimization problem for finding A is solved by the spectral graph embedding for dimensionality reduction of Yan et al. (2007) . In Section 2, this method will be formulated by specifying the constraints on the transformed vectors and also regularization terms for numerical stability. We will call the method as matching correlation analysis (MCA), since it is a generalization of the classical canonical correlation analysis (CCA) of Hotelling (1936) . The matching error will be represented by matching correlations of transformed vectors, which correspond to the canonical correlations of CCA. MCA will be called as cross-domain matching correlation analysis (CDMCA) when we have data vectors from multiple domains with different sample sizes and different dimensions. Let D be the number of domains, and n d and p d , respectively, be the sample size and the dimension for domain d = 1, . . . , D. For example, domain d = 1 may be for image feature vectors, and domain d = 2 may be for word vectors. Typically, p d is hundreds, and n d is thousands to millions. We would like to retrieve relevant words from an image query, and alternatively retrieve images from a word query. Given matching weights across/within domains, we attempt to find linear transformations of data vectors from multiple domains to a common space of lower dimensionality so that the distances between transformed vectors well represent the matching weights. This problem is solved by "embarrassingly simple coding" of Shimodaira (2014) . Each data vector from domain-d is represented by an augmented data vector x i of dimension P = D d=1 p d , where only p d dimensions are for the original data vector and the rest of P − p d dimensions are padded by zeros. In the case of D = 2 with p 1 = 2, p 2 = 3, say, a data vector (1, 2)
T of domain-1 is represented by (1, 2, 0, 0, 0) T , and (3, 4, 5) T of domain-2 is represented by (0, 0, 3, 4, 5) T . The number of total augmented data vectors is N = D d=1 n d . CDMCA is solved by simply applying the single-domain version of MCA described in Section 2 to the augmented data vectors, and thus we only discuss the single-domain version in this paper. This formulation of CDMCA includes a wide class of problems of multivariate analysis. In particular, CDMCA reduces to the multi-set canonical correlation analysis (MCCA) (Kettenring, 1971; Takane, Hwang and Abdi, 2008; Tenenhaus and Tenenhaus, 2011) when n 1 = · · · = n D with cross-domain matching weight matrices being proportional to the identity matrix. It becomes the classical canonical correlation analysis (CCA) of Hotelling (1936) by further letting D = 2, or it becomes principal component analysis (PCA) by letting p 1 = p 2 = · · · = p D = 1.
In this paper, we discuss a cross-validation method for computing the matching error of MCA. In Section 3, we will define two types of matching errors, i.e., fitting error and true error, and introduce cross-validation (cv) error for estimating the true error. In order to argue distributional properties of MCA, we consider the following sampling scheme. First, the data vectors are treated as constants. Similarly to the explanatory variables in regression analysis, we perform conditional inference given data matrix X, although we do not avoid assuming that x i 's are sampled from some probability distribution. Second, the matching weights w ij are randomly sampled from underlying true matching weightsw ij with small probability > 0. Let z ij = z ji ∈ {0, 1}, i, j = 1, . . . , N , be samples from Bernoulli trial with success probability , where the number of independent elements is N (N + 1)/2 due to the symmetry. Then the observed matching weights are defined as
(1)
The true matching weight matrixW = (w ij ) ∈ R N ×N is treated as an unknown constant matrix with elementsw ij =w ji ≥ 0. This setting will be appropriate for a large-scale data, such as those obtained automatically from the web, where only a small portion W of the true associationW may be obtained as our knowledge. For the cross-validation, we then resample W * from W with small probability κ > 0, whereas X is left untouched. Our sampling scheme is very unique in the sense that the source of randomness is W instead of X, and existing results of cross-validation for resampling from X such as Stone (1977) and Golub, Heath and Wahba (1979) are not applicable here.
The true error is defined with respect to the unknownW , and the fitting error is defined with respect to the observed W . We would like to look at the true error for finding appropriate values of the regularization terms (regularization parameters are generally denoted as γ throughout) and the dimension K of the transformed vectors. However, the true error is unavailable, and the fitting error is biased as an estimator of the true error. The main thrust of this paper is to show asymptotically that the cv error, if rescaled properly, is an unbiased estimator of the true error. The value of is unnecessary for computing the cv error, but W should be a sparse matrix. A numerical example of Shimodaira (2014) is shown in Section 4 for illustrating that the cv error estimates the true error very accurately in the CDMCA setting. The unbiasedness of the cv error is shown in Theorem 1 of Section 5 by the asymptotic theory of N → ∞.
Matching correlation analysis

Matching error and matching correlation
Let M ∈ R N ×N be the diagonal matrix of row (column) sums of W .
This notation will be applied to other weight matrices, say,M forW . Column vectors of matrices will be denoted by superscripts. For example, the k-th component of
. . , K, and we write Y = (y 1 , . . . , y K ).
Similarly, X = (x 1 , . . . , x P ) with x k ∈ R N , and A = (a 1 , . . . , a K ) with a k ∈ R P . The linear transformation is now written as
The matching error of the k-th component y k is defined by
and the matching error of all the components is φ = K k=1 φ k . By noticing W = W T , the matching error is rewritten as
Let us specify constraints on Y as
In other words, the weighted variance of y 1k , . . . , y N k with respect to the weights m 1 , . . . , m N is fixed as a constant. Note that we say "variance" or "correlation" although variables are not centered explicitly throughout. The matching error is now written as
We call y k T W y k as the matching (auto) correlation of y k .
More generally, the matching error between the k-th component y k and l-th component y l for
and the matching (cross) correlation between y k and y l is defined by y k T W y l . This is analogous to the weighted correlation y k T M y l with respect to the weights m 1 , . . . , m N , but a different measure of association between y k and y l . It is easily verified that |y k T W y l | ≤ 1 as well as |y
The matching errors reduce to zero when the corresponding matching correlations approach 1.
The spectral graph embedding for dimensionality reduction
We would like to find the linear transformation matrixÂ that minimizes φ = K k=1 φ k . Here symbols are denoted with hat likeŶ = XÂ to make a distinction from those defined in Section 2.3.
Then, we consider the optimization problem:
Maximize tr(Â TĤÂ ) with respect toÂ ∈ R P ×K
subject toÂ
The objective function tr(Â TĤÂ ) = K k=1ŷ k T Wŷ k is the sum of matching correlations ofŷ k , k = 1, . . . , K, and thus (3) is equivalent to the minimization of φ as we wished. The constraints in (4) areŷ k T Mŷ l = δ kl , k, l = 1, . . . , K, and thus (4) is stronger than (2). We added the extra constraints thatŷ k , k = 1, . . . , K, are uncorrelated each other to avoidâ k 's being degenerated to the same vector. The optimization problem mentioned above is the same formulation as the spectral graph embedding for dimensionality reduction of Yan et al. (2007) . A difference is that W is specified by external knowledge in our setting, while W is specified from X in Yan et al. (2007) . Similar optimization problems are found in the spectral graph theory (Chung, 1997) , the normalized graph Laplacian (Von Luxburg, 2007) , or the spectral embedding (Belkin and Niyogi, 2003) for the case of X = I N .
Regularization and rescaling
We introduce regularization terms ∆G and ∆H for numerical stability. They are P × P symmetric matrices, and added toĜ andĤ.
The same regularization terms are considered in Takane, Hwang and Abdi (2008) for MCCA. For the regularization terms working properly, ∆G − ∆H should be nonnegative definite as mentioned in Shimodaira (2014) . We may write ∆G = γ M L M and ∆H = γ W L W with prespecified matrices, say, L M = L W = I P , and attempt to choose appropriate values of the regularization parameters
We then work on the optimization problem:
For the solution of the optimization problem, we denote G 1/2 ∈ R P ×P be one of the matrices
. These are easily computed by, say, Cholesky decomposition or spectral decomposition of symmetric matrix. The eigenvalues of (G −1/2 ) T HG −1/2 are λ 1 ≥ λ 2 ≥ · · · ≥ λ P , and the corresponding normalized eigenvectors are u 1 , u 2 , . . . , u P ∈ R P . The solution of our optimization problem is
Let Λ = diag(λ 1 , . . . , λ K ). The solution (7) can be characterized by (6) and
Suppose ∆G = ∆H = 0. Then the problem becomes that of Section 2.2, and (2) holds. From the diagonal part of (8), we have y k T W y k = λ k , k = 1, . . . , K, meaning that the eigenvalues are the matching correlations of y k 's. From the off-diagonal parts of (6) and (8), we also have y k T M y l = y k T W y l = 0 for k = l, meaning that the weighted correlations and the matching correlations between the components are all zero. These two types of correlations defined in Section 2.1 explain the structure of the solution of our optimization problem. In general, ∆G = 0, and (2) does not hold. We thus rescale each component as
holds. In other words, the unweighted variance of y 1k , . . . , y N k is fixed as a constant. Both rescaling factors defined by (2) and (9) are considered in the numerical example of Section 4, but only (2) is considered for the asymptotic theory of Section 5.
Three types of matching errors
Fitting error and true error
A and Y are computed from W by the method of Section 2.3. The matching error of the k-th component y k is defined with respect to an arbitrary weight matrixW as
We will omit X from the notation, since it is fixed throughout. We also omit ∆G and ∆H from the notation above, although the matching error actually depends on them. We define the fitting error as φ
by lettingW = W . This is the φ k in Section 2.1. On the other hand, we define the true error as are directly comparable with each other. Let E(·) denote the expectation with respect to (1). Then
Resampling matching weights for cross-validation error
The bias of the fitting error for estimating the true error is O(N −1 P ) as shown in Section 5.4.
We adjust this bias by cross-validation as follows. The observed weight W is randomly split into W − W * for learning and W * for testing, and the matching error
By repeating it several times for taking the average of the matching error, we will get a crossvalidation (cv) error. More formal definition of the cv error is explained below. The matching weights w * ij are randomly resampled from the observed matching weights w ij with small probability κ > 0. Let z * ij = z * ji ∈ {0, 1}, i, j = 1, . . . , N , be samples from Bernoulli trial with success probability κ, where the number of independent elements is N (N + 1)/2 due to the symmetry. Then the resampled matching weights are defined as
Let E * (·|W ), or E * (·) by omitting W , denote the conditional expectation given W . Then
for learning and κ −1 W * for testing so that the cv error is comparable with the fitting error. Thus we define the cv error as
The conditional expectation E * (·|W ) is actually computed by the average from several W * 's.
In the numerical example of Section 4, we resample W * with κ = 0.1 for 30 times. For each W * ,
by the method of Section 2.3. A * is computed as the solution of the optimization problem by replacing W with (1 − κ)
In this paper, we considered only the simple Bernoulli trail for z ij and z * ij . It is a future work to consider more elaborate sampling scheme by taking account of structural correlations among z ij 's, say, in the case of MCCA.
An illustrative example
We have generated a dataset for CDMCA of D = 3 domains with dimensions p 1 = 10, p 2 = 30, p 3 = 100 and sample sizes n 1 = 125, n 2 = 250, n 3 = 500. This is converted to a dataset for MCA with P = 140 and N = 875 by the "embarrassingly simple coding" of Shimodaira (2014) . The same dataset was used in Shimodaira (2014) , and only the summary of data generation is explained here.
X is generated by projecting points from underlying 5 × 5 grid points in R 2 to the higher dimensional spaces for domains, and added small noise to the elements.W is determined from the underlying structure of X, and W is randomly sampled fromW with = 0.02. Nonzero elements ofW are set tow ij = 1. The number of nonzero elements (lower triangle) ofW is 8750, and that of W is only 175, meaning W is a very sparse matrix. The points x i and x j withw ij = 1 can be very far each other when they belong to different domains. We considered the regularization term ∆G = γ M L M and ∆H = 0. Each diagonal block of L M for a domain is proportional to the identity matrix adjusted as tr(L M ) = tr(M ). We would like to choose an appropriate value of γ M .
Scatter plots of y k , k = 1, 2, are shown in Fig k , indicating that the fitting error underestimates the true error and the cv error estimates the true error very accurately. We notice however that the cv error deviates from the true error for γ M = 0 (indicated by blue circles), which will be mentioned again in Section 5.2. w ij on the right hand side of (2). This modification does not change any properties of the method, but simply rescaling W as i j w ij = 1. In Fig. 3 , the unweighted variances are fixed constant for rescaling y k 's, where the constant 1 is replaced by N on the right hand side of (9). Also in the example of Shimodaira (2014) , the unweighted variances are fixed constant. We observe that Fig. 3 is very similar to Fig. 2 , showing that the difference of rescaling factor may not change the properties of MCA.
The expected values of the matching errors E(φ Fig. 4 . We randomly generated W fromW for 160 times, and computed the expectation E(·) as the average of the simulation runs. Fig. 4(a) and Fig. 4(b) , respectively, are the expected value versions of Fig. 2(b) and Fig. 3(b) . We observe that the overall tendency does not change by taking the expectation. However, E(φ
holds much clearly, which verifies the unbiasedness of the cv error for estimating the true error.
Asymptotic theory of the matching errors
Main results
We investigate the three types of matching errors defined in Section 3. We work on the asymptotic theory for sufficiently large N under the assumptions given below.
(A1) We consider the limit of N → ∞ for asymptotic expansions. P is a constant or increasing as N → ∞, but not too large as P = o(N 1/2 ). The sampling probability of W fromW is
(A2) The true matching weights arew ij = O(1). In general, the asymptotic order of a matrix or a vector is defined as the maximum order of the elements, so we writeW = O(1). The number of nonzero elements of each row (or each column) is #{w
. This is a technical assumption for the asymptotic argument. In practice, we may assume x ik = O(1) for MCA computation, and redefine
(A4) Let γ be a generic order parameter for representing the magnitude of regularization terms as ∆G = O(γ) and ∆H = O(γ). For example, we put L M = O(1) and γ M = γ. We assume
(A5) All the P eigenvalues are distinct from the others; λ i = λ j for i = j. A is of full rank, and assume A = O(P −1 ). We evaluate φ k only for k = 1, . . . , J, for some J ≤ P . We assume that J is bounded and (λ i − λ j ) −1 = O(1) for i = j with i ≤ P , j ≤ J. These assumptions apply to all the cases under consideration such as ∆G = ∆H = 0 or W being replaced by W .
Theorem 1. Under the assumptions mentioned above, the following equation holds.
This implies
Therefore, the cross-validation error is an unbiased estimator of the true error by ignoring the higher-order term of O(
Proof. By comparing (23) of Lemma 3 and (26) of Lemma 4, we obtain (11) immediately. Then (12) follows, because E(φ
In the following subsections, we will discuss lemmas used for the proof of Theorem 1. All the proofs of lemmas are given in Appendix.
Some technical notes
We put K = P for the argument in Section 5. Then Y ∈ R N ×P . For characterizing the solution A ∈ R P ×P in Section 2.3, (6) and (8) are now, with Λ = diag(λ 1 , . . . , λ P ),
We use N, P, γ, in expressions of asymptotic orders. Terms can be simplified using
we attempt to leave the terms with P and γ for finer evaluation.
From (1) and (A2), we have W = O(1) and M = O(1). The number of nonzero elements for each row (or each column) is #{w ij = 0, j = 1, . . . , N } = O(1) for i = 1, . . . , N , and the total number of nonzero elements is #{w ij = 0, i, j = 1, . . . , N } = O(N ). Thus W is assumed to be a very sparse matrix. From (A3),
, and thus X T M X = O(1), and
, and thus
which is necessary for
The assumptions on the eigenvalues described in (A5) may be difficult to hold in practice. In fact, there are many zero eigenvalues in the example of Section 4; 60 zeros, 40 positives, and 40 negatives in the P = 140 eigenvalues. However, we observed that φ 
Small change in A, Λ, and the matching error
Here we show how A, Λ and φ k (W ,W ) depend on ∆G and ∆H. Recall that terms with hat are for ∆G = ∆H = 0 as defined in Section 2.2;Ĝ = X T M X,Ĥ = X T W X,Â TĜÂ = I P , A TĤÂ =Λ,Ŷ = XÂ. Then A and Λ are defined in Section 2.3 for G =Ĝ + ∆G and H =Ĥ + ∆H. They satisfy (13). The asymptotic expansions for A, Λ and φ k (W ,W ) will be given in terms of
It follows from (A4) and (A5) that g = O(γ) and h = O(γ).
Lemma 1. Let ∆Λ = Λ −Λ with elements ∆λ i = λ i −λ i , i = 1, . . . , P . Define C ∈ R P ×P as C =Â −1 A − I P so that A =Â(I P + C). HereÂ −1 exists, since we assumed thatÂ is of full rank in (A5). We assume g = O(γ) and h = O(γ). Then the elements of ∆Λ = O(γ) are, for i = 1, . . . , P ,
with δλ i = O(γ 2 P ) defined for i ≤ J as
where j =i is the summation over j = 1, . . . , P , except for j = i. The elements of the diagonal part of C = O(γ) are, for i = 1, . . . , P ,
and the elements of the off-diagonal (i = j) part of C are, for either i ≤ J, j ≤ P or i ≤ P, j ≤ J, i.e., one of i and j is not greater than J,
with δc ij = O(γ 2 P ) defined for i ≤ P, j ≤ J as
which holds for, say,W = W andW = W . We assume g = O(γ) and h = O(γ). Then the matching error of Section 2.1 is expressed asymptotically as
Let us further assumeW = W . ThenS = I P −Λ with elementss ij = δ ij (1 −λ i ). Substituting it into (20), we get an expression of φ
Bias of the fitting error
We defineĀ andΛ as the solution ofĀ TḠĀ = I P andĀ THĀ =Λ withḠ = X TM X and H = X TW X. We also defineȲ = XĀ. They correspond to those with hat, but W is replaced by W . We then define ∆Ŵ = W − W as well as ∆M = M − M for representing change from W to W .
In Section 5.3, g and h are used for describing change with respect to the regularization terms ∆G and ∆H. Quite similarly,
will be used for describing change with respect to ∆Ĝ = X T ∆M X and ∆Ĥ = X T ∆Ŵ X. The elements ofĝ = (ĝ ij ) andĥ = (ĥ ij ) arê
y li y lj ∆ŵ ll , and they will be denoted aŝ
where l>m = Lemma 3. Bias of the fitting error for estimating the true error is expressed asymptotically as
where bias k = O(N −1 P ) is defined as
using the elements ofĝ,ĥ andΛ mentioned above. bias k can be expressed as
We also haveĝ
Lemma 4. The difference of the fitting error from the cross-validation error is expressed asymptotically as
and its expected value is
Appendix A: Technical details
A.1. Proof of Lemma 1
The following argument on small change in eigenvalues and eigenvectors is an adaptation of Van Der Aa, Ter Morsche and Mattheij (2007) to our setting. The two equations in (13) are (I P + C) TÂT (Ĝ + ∆G)Â(I P + C) − I P = 0 and (I P + C) TÂT (Ĥ + ∆H)Â(I P + C) −Λ − ∆Λ = 0.
They are expanded as
where the first part is O(γ) and the second part is O(γ 2 P ) on the left hand side of each equation.
First, we solve the O(γ) parts of (27) and (28) by ignoring O(γ 2 P ) terms. O(γ) part in (27) is
, and we get (16) by looking at the (i, i) elements
Then substituting C T = −C − g + O(γ 2 P ) into (28), we havê
Looking at (i, j) (29) for i = j, and noticing
, we get (18). We also have (14) by looking at (i, i) elementsλ i c ii −
Next, we solve O(γ 2 P ) parts of (27) and (28) by ignoring O(γ 3 P 2 ) terms. For extracting O(γ 2 P )
parts from the equations, we simply replace C with δC, ∆Λ with δΛ, g with 0, and h with 0 in the O(γ) parts. By substituting
into (27), we get
and the (i, i) elements give
By substituting C TΛ +ΛC + h − ∆Λ = δC TΛ +ΛδC − δΛ + O(γ 3 P 2 ) into (28), we get
Rewriting (30) as δC
where (29) is used for simplifying the expression. Then we get
by looking at (i, j) elements (i = j) of (33). Also we get
by looking at (i, i) elements of (33). Finally, the remaining terms in (31), (34), (35) will be written by using (14), (16), (18). For any (i, j) with i ≤ P, j ≤ J, (gC
. For (i, j) with i = j and one of i and j being not greater than J, c ji ∆λ
. Using these expressions, we get (15), (17), and (19).
A.2. Proof of Lemma 2
Let us denote C = (c 1 , . . . , c P ) and I P = (δ 1 , . . . , δ P ), where the elements are c k = (c 1k , . . . , c P k )
and substituting
we have
which gives (20) after rearranging the formula using the results of Lemma 1. In particular, the last (20).
A.3. Proof of Lemma 3
First note that ∆ŵ lm = w lm − w lm = (z lm − )w lm from (1), and so E(∆ŵ lm ) = 0 and
From (22) and the definition of bias k , we have
and thus we get (24) by (36). Bothĝ ij andĥ ij are of the form l≥m f lm ∆ŵ lm with f lm = O(N −1 ) in (22), where the number of nonzero terms is O( −1 N ) in the summation l≥m . It then follows from (36) 
In order to show (23), we prepareĈ = (ĉ ij ) and ∆Λ = diag(∆λ 1 , . . . ∆λ P ) witĥ
A =Ā(I P +Ĉ),Λ =Λ + ∆Λ for describing change fromĀ toÂ. The elements are given by Lemma 1 with γ = N −1/2 . In particular (14), (16) and (18) become
Note that the roles of W , g and h in Lemma 1 are now played by W ,ĝ andĥ, respectively, and therefore the expressions of C and ∆Λ in Lemma 1 gave those ofĈ and ∆Λ above.
Let us define ∆Ŝ =Â
The difference of the fitting error from the true error is
which is expressed asymptotically by (20) of Lemma 2 withS = ∆Ŝ. SubstitutingÂ =Ā(I P +Ĉ) into ∆Ŝ, we get
where
We now attempt to rewrite terms in (20) using the relation
Then g = (I +Ĉ) Tḡ (I +Ĉ) =ḡ + O(N −1/2 γP ) and h = (I +Ĉ)
We also have (
We thus have
By noting E(ĝ ik −ĥ ik ) = 0, we get
For calculating E(∆ŝ kk ), we substitute (37) into ∆ŝ
Then we have
and therefore, by noting E(ĝ kk −ĥ kk ) = 0, we obtain
Combining it with (38) and (39), and also noting O(N −3/2 P 2 + N −1 γP 2 ) = O(N −3/2 P 2 ), we finally get (23).
A.4. Proof of Lemma 4
For deriving an asymptotic expansion of 
andÂ * TĤ * Â * =Λ * . The regularization terms are now represented by g * =Â * T ∆GÂ * and
Then g, h,Λ andS, respectively, in Lemma 2 are replaced by g * , h * ,Λ * and S * . Noticing
, the asymptotic orders of the terms in Lemma 2 remain the same. (20) is now written like
where terms are omitted for saving the space but all the terms in (20) will be calculated below. In order to take E * (·|W ) of (40) later, we define
for describing change fromÂ toÂ * . Also definê
They are expressed in terms of
The elements ofĝ * , h * andŜ * are expressed using the notation of Section 5.4 aŝ
It follows from the argument below thatĝ (10), and so E * (∆ŵ * lm |W ) = 0 and
Bothĝ * ij andĥ * ij are of the form l≥m f lm ∆ŵ * lm with f lm = O(N −1 ), where the number of nonzero terms is O(N ) in the summation l≥m . Thus V
The change fromÂ toÂ * is expressed aŝ
The elements ofĈ * = (ĉ * ij ) and ∆Λ * = diag(∆λ * 1 , . . . , ∆λ * P ) are given by Lemma 1 with γ = N −1 .
In particular (14), (16) and (18) becomes
Note that the roles of g and h in Lemma 1 are now played byĝ * andĥ * , and therefore the expressions of C and ∆Λ in Lemma 1 gave those ofĈ * and ∆Λ * .
Using the above results,Λ * , g * , h * and S * in (40) are expressed as follows. λ *
Therefore, (40) is now expressed as
We take E * (·|W ) of the above formula. Noting
Comparing this with (21), and using (44), we get
Finally, this gives (25) by using (41) and (42).
For taking E(·) of (25), we now attempt to rewrite the terms. NoticeŶ =Ȳ (
). Also we havê
this with (24), we obtain (26) by using E(w
