Auditory speech comprehension is the result of neural computations that occur in a broad network that includes the temporal lobe auditory cortex and the left inferior frontal cortex. It remains unclear how representations in this network differentially contribute to speech comprehension. Here, we recorded high-density direct cortical activity during a sine-wave speech (SWS) listening task to examine detailed neural speech representations when the exact same acoustic input is comprehended versus not comprehended. Listeners heard SWS sentences (preexposure), followed by clear versions of the same sentences, which revealed the content of the sounds (exposure), and then the same SWS sentences again (post-exposure). Across all three task phases, high-gamma neural activity in the superior temporal gyrus was similar, distinguishing different words based on bottom-up acoustic features. In contrast, frontal regions showed a more pronounced and sudden increase in activity only when the input was comprehended, which corresponded with stronger representational separability among spatiotemporal activity patterns evoked by different words. We observed this effect only in participants who were not able to comprehend the stimuli during the pre-exposure phase, indicating a relationship between frontal high-gamma activity and speech understanding. Together, these results demonstrate that both frontal and temporal cortical networks are involved in spoken language understanding, and that under certain listening conditions, frontal regions are involved in discriminating speech sounds.
Introduction
Sometimes we hear speech without comprehending it. Although the auditory system receives input, the neural processes involved in comprehension are not engaged, and we do not access phonological, lexical, or semantic information. Yet at other times, we can listen to the same acoustic input and understand it with little effort. This distinction has been leveraged in studies of speech comprehension that use acoustically-degraded speech signals including sine-wave speech (SWS; (Remez, Rubin, Pisoni, & Carrell, 1981) ) and noise-vocoded speech (Davis & Johnsrude, 2003) . Both of these stimuli manipulate the acoustic structure of speech to render it unintelligible if the listener is naïve to the stimuli. However, listeners can learn to comprehend these sounds with exposure or instruction (Dahan & Mead, 2010; Sohoglu & Davis, 2016) . This paradigm allows for the direct comparison of the same acoustic stimulus under two conditions of intelligibility and unintelligibility.
Previous studies have discovered robust activation of the left inferior frontal and pre-motor regions when acoustically degraded speech becomes intelligible (Davis & Johnsrude, 2003; Eisner, McGettigan, Faulkner, Rosen, & Scott, 2010; Hervais-Adelman, Carlyon, Johnsrude, & Davis, 2012) . Other studies have found changes in activity related to comprehension in secondary auditory regions including the superior temporal gyrus (STG; (Giraud et al., 2004; Holdgraf et al., 2016; Sohoglu, Peelle, Carlyon, & Davis, 2012) ), possibly related to top-down modulation by linguistic knowledge. In particular, the relative engagement of frontal and temporal language regions during degraded speech understanding may be influenced by a number of factors including comprehension ability (Eisner et al., 2010; Möttönen et al., 2006) , working memory (Eisner et al., 2010) , acoustic complexity (Sohoglu & Davis, 2016) , and neural factors such as lateralization (Giraud et al., 2004; Sohoglu & Davis, 2016) .
To date, it is not clear what actual information is being processed in these temporal and frontal cortical regions at a representational level. To address this question, we examined the fine-scale neurophysiological changes associated with comprehension of acoustically-degraded sine-wave speech. We used intracranial direct neural recordings in three human participants to examine cortical activity while participants listened to sentences during three task phases: (1) Pre-exposure, where the SWS stimulus is not comprehended, (2) Exposure, where participants listen to the original clear speech (CS) versions of the stimuli, and (3) Post-exposure, where the same SWS stimulus is immediately intelligible after the exposure phase.
The spatiotemporal resolution of electrocorticography (ECoG) activity allowed us to identify the location and rapid time-course processing during comprehension-related neural activity. Equally important, using clustering analyses on population neural data, we determined that both auditory and frontal regions represent information that discriminates different words under conditions where the bottom-up speech input is comprehended.
Materials and methods

Participants
Three human participants undergoing clinical work-up for epilepsy surgery were implanted with high-density (4mm pitch) multi-electrode (256 channels) cortical surface arrays. Arrays were placed over the lateral surface of the language dominant hemisphere (confirmed by the Wada test), covering superior temporal gyrus, middle temporal gyrus, pre-central gyrus, post-central gyrus, and posterior inferior frontal gyrus (Fig. S1 ). Two participants were left hemisphere language dominant (one post-CS comprehender and one pre-CS comprehender) and one participant was right hemisphere language dominant (in the post-CS comprehender group). Analyses of data from other experiments and comparisons with left-dominant participants did not indicate any major or systematic differences in cortical organization due to right hemisphere dominance in this participant. Information about each participant is shown in Table 1 . Note that although participant 1 showed possible epileptiform activity in posterior temporal cortex, the data were carefully cleaned to remove any possible spiking or other seizure-related artifacts, and we have not observed differences in this participant's data across other tasks completed during ECoG monitoring. Nonetheless, it is important to note that data from participants with epilepsy may be qualitatively different compared to individuals who do not have epilepsy, and should therefore be considered in the context of research with healthy participants (see Discussion). Finally, although the present study was conducted with only three participants, we examined all effects within-subject, as is common practice in neurophysiological experiments with humans and non-human primates, where larger samples are often unattainable.
Stimuli and task design
Participants listened to spoken sentences from a public database called Coordinate Response Measure (CRM, Bolia, Nelson, Ericson, & Simpson, 2000) , commonly used in communication research. Each sentence consisted of a call sign, a color, and a number, all embedded in a carrier phrase, for example "ready ringo go to blue two now." Two call signs (ringo or tiger) were paired with six color-number combinations (blue 2, blue 5, red 2, red 7, green 5, green 7) for 12 unique phrases. Each set of phrases was spoken by a male and a female speaker (speakers one and five in the CRM corpus) resulting in 24 sentences.
These sentences were presented in two different forms during three task phases. Clear speech (CS) samples were the unaltered forms of the sentences. Sine-wave speech (SWS) samples were created from the CS samples using a publicly available MATLAB (MathWorks, Inc.) program (SineWave Synthesis package, Philip Rubin, Steve Frost, and Dan Ellis, Haskins Laboratories, New Haven, CT, USA) to generate 24 SWS samples (Liebenthal, Binder, Piorkowski, & Remez, 2001; Remez et al., 1981) . This program uses linear predictive coding analysis to find formant center frequencies and amplitudes and returns up to 4 sinusoids based on those parameters. Example acoustic waveforms and auditory spectrograms for SWS and CS are shown in Fig. 1Ai and Bi, respectively. The resulting SWS sounds have limited broadband formants or shorttimescale cues that are characteristic of many discriminative features of speech sounds, making them unlike natural speech in terms of their acoustic properties.
During ECoG recording, participants listened to 24 CS or SWS speech samples, each repeated 3-5 times during a given experimental block. Speech samples were shuffled such that each variable (call sign, color, number) was presented the same number of times. The sounds were presented diotically from a loudspeaker placed ∼1 m in front of the participant.
The task consisted of three phases: pre-exposure (96-144 trials), exposure (67-101 trials), and post-exposure (73-164 trials). In the preexposure phase, participants listened to SWS samples without any instructions about the source or the content of the sounds. To ensure that they were paying attention, participants were asked to describe what they heard in each phase. Two of the participants did not understand SWS during pre-exposure (post-CS comprehenders) and described it as "sounds more like birds and dolphins" and "there was a little bit of words…it sounded like the same thing over and over." The third participant (pre-CS comprehender) quickly deciphered the SWS samples and called it "electronic voice…reading out chess moves…speech-like, but clear words." In the exposure phase, participants listened to CS versions of the same sentences, and on each trial reported the color and number using a customized graphical user interface in MATLAB. After being exposed to the CS stimuli, participants were instructed that the SWS samples were the acoustically modified versions of the CS that they were listening to, and then they completed the rest of the block. All participants reported the color and number combinations of the CS samples with 100% accuracy (Fig. S2) . Finally, in the post-exposure phase, they listened to the SWS samples again while reporting the color/number combinations using the GUI. The post-exposure phase consisted of several experimental blocks-variable across participants-until the participant responded with > 95% accuracy. The postexposure data used for analyses are from the last experimental block (i.e., when SWS is understood accurately and with high confidence).
Data acquisition and preprocessing
Electrocorticographic (ECoG) signals were recorded at 3052 Hz using a multichannel amplifier optically connected to a digital signal acquisition system (Tucker-Davis Technologies, Alachua, FL, USA). Subsequently, broadband ECoG signals were visualized and electrodes with excessive artifacts or noise were excluded from the final analysis. Notch filters were applied to remove line noise and harmonics (60, 120, and 180 Hz) and then non-neural noise from the amplifier was removed using common-average referencing (CAR). CAR was taken across 16 channel blocks and significantly reduced artifacts while preserving the neural signal. High-gamma band signals were extracted using the Hilbert transform by averaging the analytic amplitude of 8 semi-logarithmically spaced bands from 70 to 150 Hz (Bouchard, Mesgarani, Johnson, & Chang, 2013; Crone, Miglioretti, Gordon, & Lesser, 1998a) , then downsampled to 100 Hz and z-scored relative to the pre-trial baseline for each electrode. Finally, the high-gamma data were segmented into epochs spanning 1500 ms before onset to 1000 ms after offset of each sentence.
Evoked response amplitude and correlation analysis
To compare evoked response amplitudes in the high-gamma range between different experimental phases (pre-exposure, exposure, and post-exposure), mean neural activity at each electrode during the silent period was subtracted from the post-stimulus response to adjust for variability in baseline. Then mean neural responses to individual stimuli for each electrode were calculated for the selected frontal and STG electrodes (Material and methods: Electrode selection), ex. Fig. 2A and B.
High-gamma evoked response correlation analysis was used to assess the degree of similarity between mean responses to SWS and CS. A built-in MATLAB function (corrcoeff) was used to calculate the linear correlation between mean neural responses for each of the SWS (pre-or post-exposure) vs. CS (exposure) samples. The higher the correlation coefficient, the greater the degree of similarity between the mean evoked responses.
Electrode selection
Electrode selection was based on two criteria: physical location on the brain surface and overall responsiveness to SWS. Electrodes over ventral sensorimotor cortex and inferior frontal gyri were labelled frontal electrodes (n = 115 electrodes for post-CS comprehenders, and n = 50 electrodes for the pre-CS comprehender) and infra-Sylvian (temporal lobe) electrodes primarily overlying the superior temporal gyrus were called STG electrodes (n = 85 electrodes for post-CS comprehenders, and n = 35 electrodes for the pre-CS comprehender).
For multidimensional scaling (MDS) analyses shown in Figs. 3 and 4, electrodes were chosen based on their responsiveness to SWS. A Student's paired t-test was performed comparing neural responses for each electrode while listening to the SWS samples vs. the silent period preceding them. A threshold of 20 was set for the t-values to choose the most SWS-responsive electrodes. Only frontal (n = 32 electrodes for post-CS comprehenders and n = 13 for the pre-CS comprehender) and STG (n = 45 electrodes for post-CS comprehenders and n = 34 for the pre-CS comprehender) electrodes with t-values greater than 20 were included in MDS analysis. This threshold was chosen because it yielded the best separability in MDS space, however, our conclusions were not dependent upon its exact value.
Separability analysis
To investigate the speech features of SWS that are encoded in the brain pre-and post-exposure, we examined the relational organization of the neural responses to different words. We applied unsupervised multidimensional scaling (MDS) to the distance matrix of the mean neural responses in frontal and STG regions. All speech samples were aligned according to the onset time of the word of interest (call sign, color, number). Then, a 24 × 24 distance matrix was created by calculating the linear correlation between pairs of mean neural responses and then subtracting the resulting coefficient from 1. This analysis was performed on neural data in 150 ms segments since that roughly equaled the length of the shortest word. MDS was then used to project these distances into a lower dimensional space for visualization. The encoding of specific speech features was examined by determining whether multiple instances of the same word were located closer to one another in the MDS space relative to the other words (Figs. 3A and 4A ).
To quantify this relational organization in MDS space, a separability value (F-statistic) was calculated by dividing between-word variability over within-word variability. Since we were interested in the change in separability over the course of hearing the stimulus, we calculated separability at different time-points relative to the onset of the word of interest, which we refer to as dynamic separability. Dynamic separability curves were created by calculating separability values using a moving 150 ms window in 10-ms intervals from 400 ms before to 400 ms after the onset of the words of interest (Figs. 3B and 4B ). Pre-onset and postonset separability were quantified using a 50 ms window around the peak separability on the dynamic separability curve, before and after the onset of the words of interest (Figs. 3C, D and 4C, and D) .
Statistical analysis
All statistical analyses were performed using custom-written and built-in MATLAB functions. We used one-way ANOVA with TukeyKramer multiple comparisons test, unless otherwise specified.
Results
We present the results of the experimental manipulation in two main sections. In the first Section (Figs. 1 and 2), we examined whether there are changes in neural activity response amplitudes across task phases, and whether these changes are different between superior temporal and frontal regions. In the second Section (Figs. 3 and 4) , we asked whether these changes reflect differences in stimulus encoding, and whether these differences are related to comprehension. We observed a dissociation between changes in response amplitude and changes in stimulus encoding, the implications of which we will examine in the Discussion (Section 4).
Frontal cortex activity with comprehension
Participants first listened to SWS samples without any prior information about what they were hearing (pre-exposure; Fig. 1Ai ). Two participants reported that they did not hear anything familiar or intelligible in this condition, and neural activity in response to SWS was largely confined to STG ( Fig. 1Aii ; p < .01, Bonferroni corrected for 256 electrodes to identify only the most speech-responsive neural populations). In the representative subject shown in Fig. 1 , there were 29 STG and 11 supra-Sylvian (frontal/parietal) electrodes that showed significant responses. For each participant across all supra-Sylvian electrodes, we also examined whether mean high-gamma activity changed monotonically on a trial-by-trial basis throughout the pre-exposure phase, and we did not observe any such effect.
In the next phase of the task (exposure), participants listened to CS samples and were given instructions about the task (Fig. 1Bi) . Compared to the pre-exposure phase, a similar number of STG electrodes showed significant responses (31 electrodes). However, we observed a striking increase in the number of active supra-Sylvian electrodes (36 electrodes; Fig. 1Bii ). The crucial experimental comparison was between pre-exposure SWS and post-exposure SWS, when listeners reported understanding the stimuli up to at least 95% accuracy (Fig. 1Ci) . We found that whereas roughly the same number of STG electrodes showed significant responses in the pre-exposure (29 electrodes) and post-exposure (30 electrodes) phases, the number of significant electrodes in supra-Sylvian cortex increased from the pre-exposure (11 electrodes) to the post-exposure (27 electrodes) phase (Fig. 1Cii) .
Together, these results demonstrate a striking and sudden change in activity in lateral frontal regions. Critically, the number of speech-responsive electrodes in supra-Sylvian regions changed dramatically when listeners had sufficient knowledge to understand the spoken sentences, even though the acoustic input was identical.
Frontal high-gamma ERP amplitude and correlation increase in the post-exposure period
Across all three participants, the increase in activity from pre-stimulus baseline was observed primarily in supra-Sylvian areas including the pre-central and inferior frontal gyri (frontal regions). Previous research has implicated these regions in speech processing ( Leonard, Baud, Sjerps, & Chang, 2016; Pulvermüller et al., 2006; Wilson, Saygin, Sereno, & Iacoboni, 2004) , and specifically in the comprehension of spoken input under non-ideal listening conditions (Sohoglu & Davis, 2016; Sohoglu et al., 2012) . We examined the specific role of these regions in the perceptual switch that occurs after the exposure phase, and characterized the nature of the speech representations in frontal and auditory cortex.
Across the three phases of the experiment, there was a clear change in the high-gamma evoked response to speech throughout the timecourse of the sentences in frontal electrodes ( Fig. 2A) . For SWS, highgamma activity significantly increased post-exposure (p < 10 −7 between pre-and post-exposure; Tukey-Kramer multiple comparisons test; n = 165 electrodes from 3 participants; Fig. 2Bi ; see Fig. S3 for effect sizes). On average across the timecourse of speech, this higher level of activity to post-exposure SWS exceeded the response to CS in those electrodes (p = .006 between exposure and post-exposure; TukeyKramer multiple comparisons test; n = 165 electrodes from 3 participants; Fig. 2Bi ). Some listeners are able to understand SWS without explicit training or instruction. Two participants did not understand SWS during the preexposure block, but the third participant did. We therefore divided our cohort into two groups (post-CS comprehender and pre-CS comprehender), and hypothesized that the change in frontal activity would not be observed in the participant who did not exhibit a perceptual switch.
The post-CS comprehenders showed the same increase in frontal activity between pre-exposure and post-exposure as we observed at the group level (p < 10 −8 between pre-and post-exposure and p < .05 between exposure and post-exposure; Tukey-Kramer multiple comparisons test; n = 115 electrodes from 2 participants; Fig. 2Bii . In contrast, the pre-CS comprehender did not show any significant change in mean activity for frontal electrodes over the three phases of the experiment (p = .911 between pre-exposure and exposure, p = .515 between preand post-exposure, p = .771 between exposure and post-exposure; Tukey-Kramer multiple comparisons test; n = 50 electrodes from 1 participant; Fig. 2Biii ). These results indicate that changes in frontal activity may be linked to whether listeners can extract meaning from the acoustic signal. To establish that these changes in mean activity reflect the encoding of spoken content, we calculated the linear correlation between mean SWS high-gamma ERPs (pre-and post-exposure) and mean CS ERPs (exposure). This analysis specifically examines whether modulations in the speech envelope that are critical for comprehension are encoded in cortical areas implicated in understanding degraded speech. For post-CS comprehenders, the correlation between CS and post-exposure SWS was significantly higher than the correlation between CS and pre-exposure SWS (p < 10 −6 via ANOVA; n = 115 electrodes from 2 participants; Fig. 2Ci ). In contrast, the magnitude of the effect in the pre-CS comprehender was smaller, and did not reach statistical significance (p = .064 via ANOVA; n = 50 electrodes from 1 participant; Fig. 2Cii ).
Auditory cortex representations do not change with intelligibility of SWS
Previous work has suggested that frontal regions provide a topdown modulatory signal to auditory cortex in the temporal lobe. To evaluate this hypothesis, we examined changes in activity over the course of the experiment in STG electrodes. Strikingly, evoked responses throughout the timecourse of the sentences were highly overlapping between all three experimental phases ( Fig. 2D and Ei; pre-SWS vs. CS p = .515; pre-SWS vs. post-SWS p = .067; CS vs. post-SWS p = .500). When we examined STG activity separately for post-CS comprehenders (Fig. 2Eii) and the pre-CS comprehender (Fig. 2Eiii) , we observed only a small overall difference for the pre-CS comprehender between pre-and post-exposure SWS (p = .037; Tukey-Kramer multiple comparisons test; n = 35 electrodes from 1 participant). There was also no difference in correlations between pre-exposure and CS, and postexposure and CS for either the post-CS comprehenders (p = .111 via ANOVA; n = 85 electrodes from 2 participants; Fig. 2Fi ) or the pre-CS comprehender (p = .831 via ANOVA; n = 35 electrodes from 1 participant; Fig. 2Fii) .
Together, these results suggest that changes in the perception and comprehension of degraded speech are accompanied by concomitant changes in neural activity in pre-central and inferior frontal cortex. However, we observed that the nature of these effects, including the magnitude of the change in frontal versus STG electrodes, was somewhat sensitive to analytical factors like electrode selection. For example, by including only electrodes with significantly above-baseline responses to SWS, there was a change in STG high-gamma activity between pre-SWS and post-SWS conditions (p = .001, Tukey-Kramer multiple comparisons test). Although the effect was smaller than what we observed in frontal electrodes, these results indicate that simply comparing changes in the average amplitude of high-gamma activity between task phases does not explain why such changes occur, what they reflect in terms of stimulus encoding, or how they might contribute to speech comprehension. Therefore, we used multivariate analysis methods to examine the representations that high-gamma activity in each region encodes, and how these representations change over the course of the task.
Frontal cortex representations during comprehension
By only evaluating changes in the level of high-gamma activity at individual electrodes across the task phases, it is not possible to understand why the activity changes, or what information the activity reflects. To directly evaluate the neural processes associated with changes in comprehension, we asked whether frontal and auditory regions differentially encode word-specific information in each phase of the task. We used multi-dimensional scaling (MDS) to calculate distances between neural representations of unique words in the task (i.e., the three sets of colors, call signs, and numbers). For example, during the pre-exposure phase in a post-CS comprehender, frontal electrodes do not encode a clear separation between the three colors (red, green, and blue). However, such separation emerges once comprehension is possible during the post-exposure phase (Fig. 3A) .
We calculated stimulus separability for frontal electrodes as a function of the time of onset for the word of interest using a moving window at 10 ms intervals ('dynamic separability curves'; Materials and Methods: Separability analysis). When spoken input is understood (e.g., CS and post-exposure SWS for post-CS comprehenders), activity in frontal regions clearly discriminates specific words (high normalized separability values after word onset in Fig. 3Bi ). This was confirmed in the pre-CS comprehender, who showed similarly high separability for all three phases of the task (Fig. 3Bii) .
We quantified these effects across all participants, and found that the post-CS comprehenders showed no significant increase in separability between pre-word baseline and the response to the word during the pre-exposure phase (p = .721 via ANOVA; n = 30 for 2 participants and 3 variables; Fig. 3Ci ; see Fig. S4 for effect sizes), but did show significant increases during the exposure phase (p < 10 −7 ; Fig. 3Cii) and post-exposure phase (p < 10 −5 ; Fig. 3Ciii) . Crucially, the difference in separability from pre-to post-exposure was significant for the post-CS comprehenders (p < 10 −5 via ANOVA; n = 30 for 2 participants and 3 variables; Fig. 3Civ ). Confirming that these effects reflect changes in understanding, the pre-CS comprehender showed significant increases in separability between pre-word baseline and the response to the word during the pre-exposure phase (p < 10 −9 via ANOVA; n = 15 for 1 participant and 3 variables; Fig. 3Di ), the exposure phase (p < 10 −4 via ANOVA; n = 15 for 1 participant and 3 variables; Fig. 3Dii ), and the post-exposure phase (p < 10 −7 via ANOVA; n = 15 for 1 participant and 3 variables; Fig. 3Diii ). The difference in separability from pre-to post-exposure trended toward significance for the pre-CS comprehender (p = .072 via ANOVA; n = 15 for 1 participant and 3 variables; Fig. 3Div ).
STG representations during comprehension
Finally, we calculated dynamic separability curves for STG electrodes as a function of the time of onset for the word of interest. An example of color separability in MDS space using STG electrodes is shown in Fig. 4A . Regardless of whether spoken input is understood (i.e., pre-vs. post-exposure), STG activity clearly separates the acoustic input for the three color words. The timecourse of separability in STG further demonstrates that high separability is apparent post-word onset for both post-CS comprehenders (Fig. 4Bi) and pre-CS comprehenders (Fig. 4Bii) . This likely reflects the ability of this high-order auditory area to discriminate fine-scale acoustic differences between stimuli. Notably, the separability for SWS was significantly higher compared to CS in both participant groups (all p < .035), which is likely due to bottom-up acoustic differences in the stimuli.
We again quantified these effects across all participants. In both post-CS comprehenders and pre-CS comprehenders, separability significantly increased from pre-word baseline to word response (p < 10 −12 for post-CS comprehenders and p < 10 −3 for pre-CS comprehenders via ANOVA; n = 30 for 2 participants and 3 variables for post-CS comprehenders and n = 15 for 1 participant and 3 variables for the pre-CS comprehender; Fig. 4Ci and Di; see Fig. S5 for effect sizes). Similarly, separability significantly increased from pre-word baseline to word response for both the exposure phase (p < 10 −7 for post-CS comprehender and p = .008 for pre-CS comprehender via ANOVA; n = 30 for 2 participants and 3 variables for post-CS comprehenders and n = 15 for 1 participant and 3 variables for the pre-CS comprehender; Fig. 4Cii and Dii) and the post-exposure phase (p < 10 −4 for post-CS comprehender and p < 10 −4 for the pre-CS comprehender via ANOVA; n = 30 for 2 participants and 3 variables for post-CS comprehenders and n = 15 for 1 participant and 3 variables for the pre-CS comprehender; Fig. 4Ciii and Diii). In both groups, there was no change from pre-exposure to post-exposure (post-CS comprehenders: p = .280 via ANOVA; n = 30 for 2 participants and 3 variables; Fig. 3Civ ; pre-CS comprehenders: p = .196 via ANOVA; n = 15 for 1 participant and 3 variables; Fig. 3Div ), indicating that STG electrodes distinguish individual words equally well regardless of speech comprehension.
Discussion
This study investigated the neural computations and representations that are directly involved in comprehending speech. These results demonstrate that speech comprehension involves activity in multiple periSylvian brain regions including superior temporal auditory and inferior frontal cortex. Most crucially, we show that frontal regions encode speech representations only when the stimuli are comprehended as speech. In contrast, superior temporal auditory cortical responses were very similar irrespective of intelligibility. As discussed below, these results provide important additional information about meaningful linguistic representations in these regions, and suggest that specific task and stimulus conditions may influence the degree to which neural activity in both auditory and frontal regions are modulated by higherorder representations.
Our findings are consistent with previous work that has implicated frontal cortex in the sudden perceptual shift that occurs when listeners are informed of the nature of SWS or noise-vocoded speech (Davis & Johnsrude, 2003; Eisner et al., 2010; Hervais-Adelman et al., 2012) . The nature of the contributions these regions make to speech comprehension has remained unclear. It has been suggested that left inferior frontal cortex in particular is recruited under difficult listening conditions to support and augment auditory processing that occurs in superior temporal regions (Hervais-Adelman et al., 2012) . Our results are consistent with recent studies showing that somato-motor regions encode higher-order abstract features of syllables, regardless of their exact acoustic properties (Evans & Davis, 2015) .
Here, we demonstrate that increased activity during the post-exposure phase (indexed by high-gamma) is specifically associated with computations that discriminate task-relevant speech sounds. This specificity is possible due to the temporal and spatial resolution of ECoG, and the relatively high signal-to-noise properties of neural activity recorded directly from the cortical surface (Crone, Miglioretti, Gordon, & Lesser, 1998b; Mesgarani, Cheung, Johnson, & Chang, 2014) . This resolution has allowed us to examine the nature of the ubiquitous increases in activity or activation levels that have been observed in frontal regions across most studies.
We have also demonstrated that this discriminative speech activity in frontal regions is associated with comprehension. Similar to previous studies (Möttönen et al., 2006) , one participant did not experience the perceptual pop-out effect, and was able to comprehend SWS during the pre-exposure phase. In this case, high-gamma activity and stimulus discriminability in frontal regions were equally high during pre-and post-exposure periods. This contrasted with post-CS comprehenders, where frontal regions showed significant increases in high-gamma activity and stimulus discriminability across the different task phases. This result also confirms that these changes do not simply reflect order effects in the structure of the task, or differences related to task-based attention. It is, however, possible that simply being able to comprehend the stimuli causes changes in participant motivation and attention, which in turn leads to enhanced encoding. The present results are unable to address this question directly.
Previous work has identified both frontal and superior temporal regions as being important for speech comprehension in these types of experiments. Several studies have shown that pre-versus post-exposure differences are primarily localized to the superior temporal cortex (Liebenthal, Binder, Spitzer, Possing, & Medler, 2005) , and in particular the posterior STS (Dehaene-Lambertz et al., 2005; Möttönen et al., 2006) . In some cases, these studies have used region-of-interest (ROI) analyses to focus on superior temporal regions, and therefore may not have observed changes in frontal regions related to comprehension. However, the present results examined both regions and found an apparently contradictory result: whereas frontal regions show changes in the representation of speech sounds related to comprehension, temporal regions primarily reflect the bottom-up acoustic properties of the signal (Evans & Davis, 2015) . In this study, it was not possible to determine definitively what roles frontal and temporal regions play, or whether they have causal relationships in either or both directions. Lesion and stimulation studies suggest that there is a dissociation between the necessary and sufficient components of neural activity in frontal and temporal regions for speech comprehension (Pillay, Binder, Humphries, Gross, & Book, 2017; Schomers & Pulvermüller, 2016; Zoefel & Davis, 2017) , suggesting that the precise role of frontal cortex in language understanding may depend on a number of factors that were not explicitly measured here.
There is extensive evidence that representations in superior temporal regions are highly task-and context-dependent (Cibelli, Leonard, Johnson, & Chang, 2015; Gagnepain, Henson, & Davis, 2012; Holdgraf et al., 2016; Leonard, Bouchard, Tang, & Chang, 2015; Leonard & Chang, 2014; Mesgarani & Chang, 2012; Sohoglu et al., 2012) . This suggests that the differences observed across studies may reflect the specific parameters of each experiment, and that the cognitive and behavioral requirements of the present task primarily involved representations of speech sounds that are processed in frontal regions. It is also important to note that the regions covered by electrodes in the present study do not sample all parts of the cortical network implicated in speech comprehension (Evans et al., 2013) . Both the separate and interactive roles of these regions must be considered when developing a comprehensive model of speech understanding. Further work is required to understand the exact circumstances under which representations in the various relevant brain regions change with task and stimulus parameters. 
Statement of significance to the neurobiology of language
This study provides a detailed view of the cortical network involved in understanding sine-wave speech (SWS). Using direct high-density recordings from temporal and frontal neural populations, we demonstrate that activity in frontal regions only increased above baseline when listeners comprehend spoken input. Furthermore, activity in these regions is organized in a manner that allows for the separability of specific words. This activity occurs in conjunction with secondary auditory cortex activity, which primarily reflects processing of bottom-up acoustic features of the stimuli. These results provide a novel view of the speech comprehension network, and of the role of non-auditory regions in understanding speech.
