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Abstract
For a nilpotent linear transformation f : V → V of a vector space V of Jordan type λ = (λ1, . . . , λl), i.e.
the sizes of the Jordan blocks equal to the conjugate of λ, let X(λ,d) be the set of f -stable subspaces of
dimension d. X(λ,d) is partitioned indexed by Littlewood–Richardson tableaux (LR-tableau) T of shapes
λ/μ’s with |λ/μ| = d, each of which corresponds to the set S(V,T ) consisting of W ∈ X(λ,d) such that the
dimension of the vector space f r−1V ∩ f t−1W/〈f rV ∩ f t−1W,f r−1V ∩ f tW 〉 is equal to the number
of cells (squares) in the rth row of T filled with the letter t for all r, t  1. We define a partial order on
the set LR(λ, d) of LR-tableaux of shapes λ/μ’s with |λ/μ| = d by T  T ′ if S(V,T ′) is contained in
the closure of S(V,T ) in the Grassmaniann G(V,d). We give a certain sufficient condition (Corollary C),
and a necessary condition (Corollary D) for T  T ′. For this we introduce the notions of generic vectors,
the generic subspace WT , the rational function field FT , and the LR-tableau Tˆ associated to a tableau T ,
and then show; the map π : S(V,T ) → S(V,T let>1), π(W) = fW , where T let>1 is the subtableau of
an LR-tableau T consisting of the cells filled with the letters greater than 1, is a fiber bundle with fiber
isomorphic to a union of Schubert cells and S(V,T ) is nonsingular (Theorem A); the generic subspace
WT of a tableau T is a generic point of S(V, Tˆ ) whose function field isomorphic to the rational function
field F
Tˆ
associated to the LR-tableau Tˆ (Theorem B).
© 2008 Elsevier Inc. All rights reserved.
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Let f : V → V be a nilpotent linear transformation of a vector space V over C of
type λ = (λ1, . . . , λl), i.e. λj = dim Kerf j/Kerf j−1 = dimf j−1V/f jV . Here λ is a par-
tition of the integer dimV because the induced maps f : f j−1V/f jV → f jV/f j+1V (and
f : Kerf j/Kerf j−1 → Kerf j+1/Kerf j ) are surjective. This implies that the sizes of the Jor-
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paper is meant the type of a nilpotent transformation in the above sense. For an f -stable sub-
space W of V , i.e. fW ⊂ W , the types of W and of V/W are those of the maps f |W : W → W
and of fV/W : V/W → V/W induced by f , respectively. For an integer 0 < d < n = dimV let
X(λ,d) be the set of f -stable subspaces of V of dimension d ;
X(λ,d) = {W ⊂ V ; dimW = d, fW ⊂ W },
which is a closed set in the Grassmaniann G(V,d) of d-dimensional subspaces of V . For an
element W ∈ X(λ,d) let μ(t) = type V/f tW , i.e. the r th row length of the diagram μ(t) is equal
to
μ(t)r = dim
f r−1(V/f tW)
f r(V/f tW)
= dim 〈f
r−1V,f tW 〉
〈f rV,f tW 〉 .
The canonical maps
〈f r−1V,f t+1W 〉
〈f rV,f t+1W 〉 →
〈f r−1V,f tW 〉
〈f rV,f tW 〉 , f :
f t−1W
f tW
→ f
tW
f t+1W
are surjective imply that μ ⊂ μ(1) ⊂ · · · ⊂ μ(l) = λ where f l−1W 	= 0 and f lW = 0, and
(|μ(1)/μ|, |μ(2)/μ(1)|, . . . , |λ/μ(l−1)|) is a partition so we define a skew tableau T of shape λ/μ
and content ν by filling the letter t in the horizontal strip μ(t)/μ(t−1), and νt = |μ(t)/μ(t−1)|
for 1  t  l. Then type W = ν and T is an LR-tableau (Lemma 1.1), which we call the
LR-tableau associated to W . Thus X(λ,d) is partitioned as X(λ,d) = ⋃μ,ν S(λ/μ,ν) =⋃
T ∈LR(λ,d) S(V,T ), where
S(λ/μ,ν) = {W ∈ X(λ,d); type V/W = μ, type W = ν},
S(V,T ) = {W ∈ X(λ,d); type V/f tW = shape (μ∪ T lett) for all t  0}
if shape T = λ/μ, and
LR(λ, d) = {LR-tableaux of shapes λ/μ’s such that |λ/μ| = d}.
Here T lett is the subtableau of T consisting of cells (squares) filled with the letters less than
or equal to t . It is known [2, p. 411] that the irreducible components of S(λ/μ,ν) consist of
S(V,T ) for the LR-tableaux T ∈ LR(λ, d) of shape λ/μ and content ν, and the dimension of
S(V,T ) is equal to n(λ) − n(μ) − n(ν) where n(λ) =∑j (j − 1)λ′j . Denote by X(V,T ) the
closure of S(V,T ) in the Grassmaniann G(V,d). We define a partial order on LR(λ, d) by the
containments of the closures X(V,T ) of S(V,T );
T  T ′ if X(V,T ) ⊃ X(V,T ′), i.e. X(V,T ) ⊃ S(V,T ′). (0.1)
We shall show in Lemma 1.1 that S(λ/μ,ν) and S(V,T ) defined above are rewritten as
T. Maeda / Journal of Algebra 319 (2008) 3621–3652 3623S(λ/μ,ν) = {W ∈ X(V,d); dim(f r−1V ∩W )= ∣∣(λ/μ)rowr ∣∣,
dim
(
Kerf r ∩W )= |νrowr | for all r},
S(V,T ) = {W ∈ X(λ,d); dimf r−1V ∩ f t−1W = ∣∣T lettrowr ∣∣ for all r, t  1}
=
{
W ∈ X(λ,d); dim f
r−1V ∩ f t−1W
〈f rV ∩ f t−1W,f r−1V ∩ f t 〉 =
∣∣T let trow r ∣∣ for all r, t
}
, (0.2)
where |νrowr | = ν1 + · · · + νr and |T let trow r | is the number of the cells filled with the letter t
in the r th row of T . (0.2) shows that T  T ′ implies μ  μ′ and ν  ν′, where λ/μ and λ/μ′
(respectively ν and ν′) are the shapes (respectively contents) of T and T ′, respectively, and  is
the dominance order on the diagrams [4, p. 7]. For example, if λ = (321) and T = 12 , T ′ = 1
1
then μ = (211)  μ′ = (31), ν = (11)  ν′ = (2) and we see X(V,T ) ⊃ S(V,T ′). In general,
μ μ′ and ν  ν′ are not sufficient for T  T ′ as the following examples show.
Example 1. T1 =
1
2
1
3
, T ′1 =
1
1
2
1
, where μ = μ′ = (321) and their contents ν = (211)  ν′ =
(31). We see dimS(V,T1) = 5, dimS(V,T ′1) = 3 and X(V,T1) 	⊃ S(V,T ′1).
Example 2. T2 = 1 122 , T ′2 =
1 1
1
2
, where μ = μ′ = (21) and ν = (22)  ν′ = (31). We see
dimS(V,T2) = 4, dimS(V,T ′2) = 3 and X(V,T2) 	⊃ S(V,T ′2).
This paper looks for another necessary condition for T  T ′. If a skew tableau T is not an LR-
tableau then there exists a cell e ∈ T filled with a letter t > 1 such that the subtableau T let t,t−1<col e
consisting of cells filled with letters t and t − 1 in column number less than that of e, is an LR-
tableau, while T let t,t−1col e is an ALR (anti-LR)-tableau, i.e. |T let tcol∗j | |T let t−1col e∗j | for all j (see
Section 3). The coplactic operation at e applied to T is defined by replacing the letter t in the
cell e by letter t − 1, which produces another tableau T ′. Denote by Tˆ the LR-tableau obtained
by a succession of coplactic operations starting with T (cf. [3, p. 123]) (see Section 3). We show
in Section 3 the following necessary conditions as a corollary of Theorem B.
Corollary D. Suppose T  T ′. If |Tcols | = |T ′cols | (respectively |Trows | = |T ′rows | or
|Tcol>s | = |T ′col>s |) then Tˆcols  Tˆ ′cols (respectively Tˆrows  Tˆ ′rows or Tcol>s  T ′col>s ) in
the partial order on LR-tableaux defined by (0.1).
The examples above do not satisfy the conclusions of Corollary D; the LR-tableaux Tˆ1,col3
and Tˆ ′1,col3 are of shape (321)/(21) and Tˆ1,col3 =
1
1
2
 Tˆ ′1,col3 =
1
2
1
. The LR-tableau
Tˆ2,col2 and Tˆ ′2,col2 are Tˆ2,col2 = 11  Tˆ ′2,col2 = 12 .
Let {xij ; (i, j) ∈ λ} be the Jordan basis of f : V → V , i.e. f (xij ) = xi+1,j with xλ′j+1,j = 0
where λ′j is the number of i such that λi  j , and let g : V → V be the adjoint of f , i.e. g(xij ) =
xi−1,j with x0,j = 0. We denote by T 0 (respectively T ∞) the horizontal tableau consisting of the
cells (μ′j , j) (respectively (λ′j + 1, j)) filled with the letter 0 (respectively ∞) for 1  j  λ1,
where we assume λ1 = μ1 in what follows. We define seven objects associated to a tableau T
where tableaux we consider in this paper are semistandard skew tableaux strictly increasing in
columns; (1) the t th horizontal tableau T[t], (2) the set of parameter cells P˜ (a), (3) the generic
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morphism ϕT : An(T ) → G(V,d), (7) the LR-tableau Tˆ . We explain (1)–(6) briefly below and
give their precise definitions in Section 1, and (7)’s in Section 3.
(1) The t th horizontal tableau T[t] containing T let t , for 1 t  ν′1, consists of the lowest cells
in each column of T lett ∪ T 0; T[t] = {a ∈ T ∪ T 0; let a  t < let(a↓)}.
(2) The set of parameter cells, P˜ (a) = {a↓} ∪ P(a), for a cell a ∈ T , consists of the cell a↓
directly below a together with the cells b ∈ T ∪ T ∞ such that col b < col a and let(b↑) <
let a < let b.
(3) The generic vector va of a ∈ T is defined by descending induction on letters to be va =
gva↓ + ∑b∈P(a) αbagvb, where gvb = xb↑ if b ∈ T ∞, and the coefficients αba are alge-
braically independent over C.
(4) The rational function field FT is the purely transcendental extension field over C with
the transcendental basis consisting of the parameters αba in the generic vectors va ; FT =
C(αba; b ∈ P(a), a ∈ T ).
(5) The generic subspace WT is the f ⊗ FT -stable subspace of V ⊗ FT spanned by the generic
vectors; WT = 〈va; a ∈ T 〉 ⊂ V ⊗ FT .
(6) The morphism ϕT : An(T ) → G(V,d) from the affine space An(T ) of dimension n(T ) =
n(λ)−n(μ)−n(ν) where n(λ) =∑j (j − 1)λ′j to the Grassmannian G(V,d), is defined by
specializations of the generic vectors; ϕT (α) = Wα = 〈va(α); a ∈ T 〉C for α ∈ An(T )(C).
In the case of let T = {1} the set of parameter cells is given by P˜ (a) = {a↓} ∪ {b ∈
T ∞; col b < col a, b↑ ∈ μ} so the generic vectors are va = xa +∑b αbaxb↑, b ∈ P(a), for
a ∈ T , and the generic subspace WT they span is a generic point of the variety X(V,T ), hence
ϕT : An(T ) → X(V,T ) is a birational morphism (cf. Lemma 2.5). These facts are generalized to
all LR-tableaux in Theorem A below.
The generic vectors v∗ and w∗ of T1 and T ′1 in Example 1 are given by
v41 = x41,
v32 = x32 + α41,32x31,
v23 = x23 + α41,23x31 + α42,23x32,
v14 = x14 + α41,14x31 + α41,23α23,14x21 + α23,14x13 + α42,23α23,14x22;
w41 = x41,
w32 = x32 + β51,32x41,
w23 = x23 + β51,32β32,23x31 + β32,23x22,
w14 = x14 + β51,32β32,14x31 + β32,14x22.
The Plücker coordinate x22 ∧ x41 ∧ x32 ∧ x14 is equal to zero on the generic subspace WT1 of
T1 while equal to β32,23 ( 	= 0) on the generic subspace WT ′1 of T ′1, which implies X(V,T1) 	⊃
X(V,T ′1). In Example 2 we see that the Plücker coordinate x21 ∧ x31 ∧ x13 ∧ x14 is equal to zero
on WT2 while equal to β31,22 ( 	= 0) on WT ′2 , so X(V,T2) 	⊃ X(V,T ′2).
For a tableau T of shape λ/μ and content ν let Vt = V/〈xa; a ∈ T let>t 〉 and ft : Vt → Vt
induced by f , which is of type equal to shape(μ ∪ T lett ). Let A(V ) = {σ ∈ GL(V ); f ◦ σ =
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We shall show in Section 2.
Theorem A. Let T be an LR-tableau of shape λ/μ and content ν. Then:
(1) The function field of the variety X(V,T ) is isomorphic to the rational function field FT of
dimension n(T ) = n(λ)− n(μ)− n(ν) where n(λ) =∑j (j − 1)λ′j .
(2) If let T = {1} then S(V,T ) is a union of Schubert cells in G(Kerf,d), A(V )-homogeneous
and a vector bundle over a product of Grassmanianns.
(3) The morphism π : S(V,T ) → S(V,T let2), π(W) = fW , is a fiber bundle with fiber iso-
morphic to S(V1, T let 1). In particular, S(V,T ) is nonsingular.
(4) The correspondence of a specialization Wα = ϕT (α) = 〈va(α); a ∈ T 〉C of the generic sub-
space WT of T to (W(1)α , . . . ,W(ν
′
1)
α ) where W(t)α = 〈va(α); a ∈ T let t 〉C, induces a birational
map between S(V,T ) and S(V1, T let 1)× · · · × S(Vν′1 , T let ν
′
1).
In general, S(V,T ) is not A(V )-homogeneous in the case let T 	= {1} (example after
Lemma 2.5). Recall that Tˆ is the LR-tableau obtained by a succession of coplactic operations
starting with a tableau T . We shall show in Section 3.
Theorem B. For a tableau T the generic subspace WT is a generic point of S(V, Tˆ ), i.e. the
field generated by the ratios of the Plücker coordinates of WT , is isomorphic to the function field
of the variety X(V, Tˆ ).
Applying coplactic operations to LR-tableaux, Theorem B leads to
Corollary C. For an LR-tableau T and a cell e ∈ T with let e = t , let T ′ be the tableau obtained
by replacing the cell e by a cell f of letter t − 1. If T<col e is LR then T > T ′.
For the proof of Corollary D we investigate relations of the generic vectors of an LR-tableau T
to those of six types of its subtableaux
(1) Tcols , (2) Trowr , (3) T lett , (4) Tcol>s, (5) T row<r, (6) T let<t ,
and when the canonical rational maps φ : S(V,T ) · · · → S(V ′, Tˆ ′) defined by Theorem B are
dominant for one of the above subtableaux T ′. The cases (1), (2), (4) are dominant, which implies
Corollary D.
From the isomorphism S(V,T ) ∼= S(V ∗, T ∗), W ↔ (V/W)∗, for the dual space (V ∗, f ∗),
Theorem B sheds light on the proofs of some results contained in [2,6,9]. For a partition ν =
(ν1, . . . , νl) ⊂ λ of d let ν(i) = νl−i+1 + · · · + νl , and consider a variety of f -stable partial flags
Fν =
{
(Wν(1), . . . ,Wν(l), V ); dimWν(i) = ν(i), fWν(i) ⊂ Wν(i) for all 1 i  l
}
,
which admits a partition indexed by the set Tab(λ/∗, ν) of tableaux of shapes λ/μ’s and con-
tent ν; Fν =⋃T Fν(T ), T ∈ Tab(λ/∗, ν), where
Fν(T ) =
{
W∗ ∈Fν; type V/Wν(i) = shape
(
μ∪ T letl−i) for all i} if shape T = λ/μ.
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in the closure ofFν(T ) in the product Plücker embedding ofFν . For a tableau T ∈ Tab(λ/∗, ν) of
shape λ/μ let W(T letl−i+1) = 〈va; a ∈ T letl−i+1〉 be the vector space over FT generated by
the generic vectors of the cells in T of letter greater than l − i. From the proof of Theorem A we
see that the flag (W(T let l),W(T letl−1), . . . ,W(T )) is a generic point of Fν(T ). Since W(T ) =
WT is the generic subspace of the tableau T , Theorem B implies that the projection Fν →
X(λ,d), W∗ → Wν(l) = Wd , induces the surjective morphism πT from the closure of Fν(T ) to
X(V, Tˆ ) for the LR-tableau Tˆ associated to T . In particular, πT is a birational morphism if T is
an LR-tableau. Hence the map π : Tab(λ/∗, ν) → LR(λ, d) defined by π(T ) = Tˆ preserves the
partial orders; if T  T ′ in Tab(λ/∗, ν) then Tˆ  Tˆ ′ in LR(λ, d). We note that if ν = (1d) then
Tab(λ/∗, ν) is the set St(λ, d) of skew standard tableaux of shapes λ/μ’s such that |λ/μ| = d . In
this case the generic fiber of the surjective morphismFν(T ) → X(V, Tˆ ) is the variety of f -stable
complete flags of a generic subspace W
Tˆ
, whose dimension is equal to n(ν) [9, p. 526], while
dim Fν(T ) = n(λ)−n(μ) [2, p. 410], from which we deduce dimX(V, Tˆ ) = n(λ)−n(μ)−n(ν)
[2, p. 411].
For a skew tableau K denote by j (K) the tableau of shape being a partition obtained by
inward jeu de taquins [7, p. 30]. For a tableau T of shape λ = type V and content ν let VT be
the vector space over FT with the basis consisting of the generic vectors va for all a ∈ T , and
let W(T lett ) be the subspace of VT generated by va for let a  t , which is a generic point of
S(V, Tˆ lett ) by Theorem B, where Tˆ lett is the LR-tableau associated to T lett . This means
type V/W
(
T lett
)= shape (T lett−1),
type W
(
T lett
)= content (Tˆ lett)= j(T lett). (0.3)
Here the last equality follows from the commutativity of coplactic operations with jeu de taquins
[3, p. 124]. In particular, if T is a standard tableau of shape λ, the complete flag (W(T lett );
1 t  n) is a generic point of the irreducible component
F(T ) = {(W1, . . . ,Wn−1,V ); dimWi = i, fWi ⊂ Wi,
type V/Wi = shape T letn−i for all 1 i  n
}
of the variety of f -stable complete flags of V (cf. [9]). The general member W∗ of F(T ) satisfies
type Wi = cont (Tˆ letn−i+1) = j (T letn−i+1) by (0.3).
In [8] it is described a cell (= affine space) decomposition of the fixed point set of a unipotent
transformation u on the various flag varieties, which is based on the fact that the fixed point set of
each Schubert cell of Grassmaniann with respect to a suitable reference flag, is isomorphic to an
affine space. As a consequence we find the open dense cell Suα of the set of u-stable subspaces to
which the restrictions of u are a fixed type λα [8, p. 545]. This leads to the fact that for a partition
ν ⊂ λ there is a unique LR-tableau T of shape λ/μ and content ν such that S(V,T ) is dense in
S(λ/∗, ν) = {W ∈ X(V,d); type W = ν}. Unfortunately, Suα contains generic points of S(V,T )
for more than one T ’s in general, so the cells Suα ’s do not correspond bijectively to our S(V,T )’s
(cf. example after Lemma 1.1). The vectors generating a generic point of Suα are different from
those of S(V,T )’s in this paper. Although our focuses in this paper are f -stable subspaces of
a fixed dimension they are nevertheless not simple and give rise to some interesting problems,
e.g. A(V )-orbit decompositions of S(V,T ), the singular loci of X(V,T ), etc. (cf. example after
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notations and definitions are modified, especially, the role of rows and columns in tableaux is in-
terchanged. The sizes of the Jordan blocks of f in this paper are not λ as in [2,8,9], but conjugate
of λ, for the purpose of defining generic vectors from LR-tableaux.
The paper is organized as follows. Section 1 contains the combinatorial terminology including
the definitions of generic vectors and generic subspaces associated to a tableau, and Lemmas 1.2
and 1.3, which are basic in this paper. Theorem A is proved in Section 2. After the definitions of
coplactic operations Section 3 gives proofs of Theorem B, Corollaries C and D and ends with a
question and some examples.
1. Generic vectors and generic subspaces
In this section we first show in Lemma 1.1 a basic fact about LR-tableaux associated to f -
stable subspaces, and then define the six objects (1)–(6) explained in the introduction. We show
two lemmas that the proofs of Theorems A and B are based on; the adjacent matrix of the directed
graph of an LR-tableau has some blocks of maximal ranks (Lemma 1.2), and a sufficient condi-
tion that two rational maps from the affine spaces to a Grassmaniann defined by specializations
of the coefficients of given vectors, have same images (Lemma 1.3).
1.1. Partitions and diagrams
A partition λ = (λ1, . . . , λl) is identified with the diagram of row length λ1, . . . , λl arranged
like matrix entries, i.e. the cell (i, j) with the row index i increasing downwards and the column
index j increasing to the right. The conjugate of λ is the partition λ′ = (λ′1, . . . , λ′λ1) where λ′j is
the length of the j th column of the diagram λ. The dominance order  on the partitions is defined
by λ μ if and only if λ1 + · · · + λi  μ1 + · · · +μi for all i.
1.2. Tableau
Tableaux T always are meant semistandard skew tableaux strictly increasing in columns.
For a cell (square) c of T denote by c↑, c↓, let c, row c and col c, the cell directly above
and directly below c, the letter filled in the cell c, the row number and the column number
of c, respectively. T let trowr is meant the subtableau of T consisting of cells c with let c = t and
row c  r . The content ν = (ν1, . . . , νν′1) of T consists of the numbers of cells in T let t , νt =
|T let t | for 1 t  ν′1. Denote by n(T ) = n(λ) − n(μ) − n(ν) if T is of shape λ/μ and content
ν where n(λ) =∑i (λi2 )=∑j (j − 1)λ′j . A tableau T is called a Littlewood–Richardson tableau
(LR-tableau) if |T let t+1rowr+1|  |T let trowr | for all t , r , which is equivalent to |T let t+1cols |  |T let tcols |
(See the definition of LR-words in Section 3).
1.3. The tableau associated to W
For a nilpotent transformation f : V → V of type λ denote the Jordan basis by {xij ; 1 
i  λ′j , 1 j  λ1}, i.e. f xij = xi+1,j for all 1 i  λ′j and 1 j  λ1 with xλ′j+1,j = 0. We
call xij the cell vectors corresponding to the cell in the ith row and the j th column of λ.
3628 T. Maeda / Journal of Algebra 319 (2008) 3621–3652Lemma 1.1. For a nilpotent transformation f : V → V of type λ let T be the tableau of shape
λ/μ and content ν associated to an f -stable subspace W defined in the introduction. Then
(1) dim(f r−1V ∩W) = |(λ/μ)rowr |, dim(Kerf r ∩W) = |νrowr | for all r .
(2) |T lettrowr | = dim(f r−1V ∩ f t−1W), |T lett | = dimf t−1W and
∣∣T let trow r ∣∣= dim f r−1V ∩ f t−1W〈f rV ∩ f t−1W,f r−1V ∩ f tW 〉 .
(3) T is an LR-tableau.
Proof. (1), (2) We shall show that the skew tableau T is determined by the incidence of the two
partial flags {f rV ; r  0} and {f tW ; t  0}. Since
f r−1(V/f t−1W)
f r(V/f t−1W)
= f
r−1V
〈f rV,f t−1W 〉 ∩ f r−1V =
f r−1V
〈f rV,f t−1W ∩ f r−1V 〉
= f
r−1V/f rV
〈f rV,f t−1W ∩ f r−1V 〉/f rV =
f r−1V/f rV
(f t−1W ∩ f r−1V )/(f t−1W ∩ f rV ) ,
where the dimension of the most left-hand side is equal to μ(t−1)r = λr − |T lettrow r |, it follows that
(where the right-hand sides are meant the dimensions of vector spaces in what follows)
∣∣T lettrow r ∣∣= f r−1V ∩ f t−1Wf rV ∩ f t−1W ,
∣∣T lettrowr ∣∣= f r−1V ∩ f t−1W,
∣∣T let trowr ∣∣= f r−1V ∩ f t−1Wf r−1V ∩ f tW ,
∣∣T let trow r ∣∣= f r−1V ∩ f t−1W〈f rV ∩ f t−1W,f r−1V ∩ f tW 〉 . (1.1)
The first equality in (1) follows by setting t = 1 in (1.1). The second equality in (1) follows from
νr = f
r−1W
f rW
= W/f
rW
W/f r−1W
= Kerf
r ∩W
Kerf r−1 ∩W .
(3) By the definition of the tableau T we see
∣∣T let trowr ∣∣= f t−1W〈f rV ∩ f t−1W,f tW 〉 = f
t−1W
f t−1W ∩ 〈f rV,f tW 〉
= 〈f
t−1W, 〈f rV,f tW 〉〉
〈f rV,f tW 〉 =
〈f rV,f t−1W 〉
〈f rV,f tW 〉 ,
μr +
∣∣T lettrow r ∣∣= f r−1V〈f r−1V ∩ f tW,f rV 〉 = f
r−1V
f r−1V ∩ 〈f rV,f tW 〉
= 〈f
r−1V, 〈f rV,f tW 〉〉
〈f rV,f tW 〉 =
〈f r−1V,f tW 〉
〈f rV,f tW 〉 ,
and
∣∣T lettrow r ∣∣= f r−1 ∩Wr−1 t r = 〈f r−1V ∩W,f tW 〉r t . (1.2)〈f V ∩ f W,f V ∩W 〉 〈f V ∩W,f W 〉
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r+1V,f tW 〉
〈f r+1V,f t+1W 〉 , (1.2) implies |T let trowr | 
|T let t+1rowr+1|, so T is an LR-tableau. 
In [2, p. 414] the LR-tableau T associated to a W ∈ S(λ/μ,ν) is defined as follows; let
ν(t) = type f−tW for f−tW = {v ∈ V ; f tv ∈ W } and T is the tableau of shape λ/ν and content
μ obtained by filling the letter t in the horizontal strip ν(t)/ν(t−1), and μt = |ν(t)/ν(t−1)| for
1  t  μ′1. It is known that LR-tableaux of shape λ/μ and content ν corresponds bijectively
to those of shape λ/ν and content μ by jeu de taquins; for an LR-tableau T ∈ LR(λ/μ, ν) let
ST = Lμ ∪ T be the tableau of shape λ containing T and filling letter t¯ in the t th row of μ
for 1  t  μ′1. Then the LR-tableau T ∗ in LR(λ/ν,μ) corresponding to T ∈ LR(λ/μ, ν), is
obtained by outward jeu de taquins of Lμ in ST ([7, p. 30]; cf. [2, p. 110]). We adopt the definition
of the associated LR-tableaux explained in the introduction in order to define generic vectors
below. Lemma 1.1(1) shows that S(λ/μ,ν) is contained in the union of intersections of two
Schubert cells with respect to different reference flags, one contains the partial flag {f rV }, and
the other contains {Kerf r} as described in (0.2). Lemma 1.1(2) enables us to determine the
LR-tableau T for an f -stable subspace W such that W ∈ S(V,T ).
Example. Let λ = (321) = and consider the f -stable subspace W = Wα,β,γ = 〈u,v,w〉
where
u = x21 + αx12 + βx13, v = f u = x31 + αx21, w = x22 + γ x13,
i.e.
(
u
v
w
)
=
(0 1 α 0 0 β
0 0 0 1 α 0
0 0 0 0 1 γ
)
· t (x11, x21, x12, x31, x22, x13).
Then S∗ = {Wα,β,γ ; α,β, γ ∈ C} ∼= A3 is the fixed subset of the unipotent transformation u =
1 + f in a Schubert cell in the notations of [8, p. 539].
(1) Case αγ 	= 0. Then fW = fV ∩ W = 〈v〉, f 2W = f 2V ∩ W = 0 so we see from
Lemma 1.1(2)
∣∣T let 1row 1∣∣= dim W〈fV ∩W,fW 〉 = 2,
∣∣T let 2row 2∣∣= dim fV ∩ fW〈f 2V ∩ fW,fV ∩ f 2W 〉 = 1,
and the others are |T let trow r | = 0. Hence W ∈ S(V,T ) with T = 1 12 . Since dimS(V,T ) = 3 it
follows that the closure of S∗ is equal to that of {W ∈ G(V,3); type W = (21)}.
(2) Case α = 0 and β 	= γ ; W = 〈u = x21 + βx13, v = x31, w = x22 + γ x13〉. Then fV ∩W =
〈v, γ u − βw = (γ − β)x21〉 is 2-dimensional since β 	= γ , from which we see |T let 1row 1| =
|T let 2row 2| = |T let 2row 3| = 1 and the others are |T let trow r | = 0. Hence W ∈ S(V,T ′) where T ′ =
1
1
2
.
(3) Case α 	= 0 and γ = 0; W = 〈u = x21 + αx12 + βx13, v = x31 + αx21, w = x22〉 contains
v − αw = x13, so f 2V ∩W = 〈x31, x22〉, fW = 〈u〉 and f 2V ∩W = 〈x31〉, from which we
see |T let 1row 1| = |T let 1row 2| = |T let 2row 3| = 1. Thus W ∈ S(V,T ′′) where T ′′ =
1
2
1
.
Since dimS(V,T ′) = dimS(V,T ′′) = 2 we see that S∗ ∼= A3 contains generic points of
S(V,T ), S(V,T ′) and S(V,T ′′). This means that there are no β such that the closure of Suβ
in [8] is equal to X(V,T ′) or X(V,T ′′).
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Let T be a tableau of shape λ/μ and content ν. If μ1 < λ1 then we add λ1 linearly independent
vectors {x0,j ; 1 j  λ1} to V to form a vector space V¯ of dimension |λ| + λ1 and define the
nilpotent transformation f¯ : V¯ → V¯ by f¯ (xij ) = xi+1,j for all 0  i  λ′j and 1  j  λ1.
We regard T as a tableau of shape λ¯/μ¯ where λ¯ = (λ1, λ1, λ2, . . . , λλ′1), μ¯ = (λ1,μ1, . . . ,μμ′1),
and W ∈ S(V,T ) as an f¯ -stable subspace of V¯ . Then S(V,T ) = S(V¯ , T ) and we consider its
closure in the Grassmaniann G(V¯ , d). In what follows we assume that the shapes λ/μ of tableaux
satisfies μ1 = λ1. Let
T 0 = {a ∈ μ; a↓ is not contained in μ} = {0(1),0(2), . . . ,0(λ1)},
T ∞ = {a ∈ Z2; a is not contained in λ and a↑ ∈ λ}= {∞(1),∞(2), . . . ,∞(λ1)}.
Here 0(j) and ∞(j) are the cells filled with the letters 0 and ∞ in the positions (μ′j , j) and
(λ′j + 1, j), respectively. Then the tableau T ∪ T 0 ∪ T ∞ has shape T˜ = λ˜/μ˜ where λ˜′ = (λ′1 +
1, λ′2 + 1, . . . , λ′λ1 + 1) and μ˜′ = (μ′1 − 1,μ′2 − 1, . . . ,μ′λ1 − 1).
Next we define horizontal subtableaux T[t] of T ∪T 0 containing T let t , called the t th horizon-
tal tableau of T , for 1 t  ν′1. T[t] consists of the lowest cells in each column of T lett ∪ T 0,
i.e.
T[t] =
{
c ∈ T ∪ T 0; let c t < let(c↓)}⊂ T ∪ T 0.
We see immediately (1) |T[t]| = λ1, (2) T let t ⊂ T[t] = (T lett )[1], (3) T[t] is weakly northwest to
T[t+1], and (4) Kerf = 〈xa; a ∈ T[ν′1]〉. For example, when λ/μ = (6643)/(6531) and ν = (211),
T = 12
1 3
, T[1] = 0 0 10
0 1
,
T[2] = 0 10 2
0 1
, T[3] = 0 12
0 1 3
.
Consider the subset Γ of (T ∪ T ∞)× T defined by
Γ = {(a↓, a); a ∈ T }∪ {(b, a); col b < col a, let(b↑) < let a < let b}, (1.3)
and denote the projections by T ∪ T ∞ τ← Γ π→ T . For a ∈ T and b ∈ T ∪ T ∞ let
P˜ (a) = π−1(a) = {a↓} ∪ P(a), Q˜(b) = τ−1(b) = {b↑} ∪Q(b),
where P(a) = {b ∈ T ∪ T ∞; col b < col a, let(b↑) < let a < let b},
Q(b) = {a ∈ T ; col b < col a, let(b↑) < let a < let b }.
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(2) Q˜(b) = φ if let b = 1, (3) if let a = t then P˜ (a) ⊂ T[t]↓ = {b ∈ T ∪T ∞; let(b↑) t < let b},
(4) for s < col a, P(a)col s 	= φ if and only if T let acol s = φ, hence∑
a∈T
∣∣P(a)∣∣=∑
a∈T
(
col a − ∣∣T let acolcol a∣∣)=∑
a∈T
(col a − 1)−
∑
a∈T
∣∣T let acol<a∣∣
= (n(λ)− n(μ))− n(ν) = n(T ). (1.4)
1.5. The directed graph associated to T
We define the directed graph G(T ) with the vertex set T ∪ T ∞ and the set of arcs (directed
edges) Γ defined by (1.3) above. The outdegree and the indegree of a vertex of G(T ) are given
by
outdeg a =
{
|P˜ (a)| if a ∈ T ,
0 if a ∈ T ∞, indeg b =
{
|Q˜(b)| if b ∈ T ∪ T ∞,
0 if b ∈ T let 1.
Let a(t, j) be the cells of T filled with letter t along increasing column numbers; col a(t,1) <
col a(t,2) < · · · < col a(t, νt ). We define a total order < and a partial order  on the set of
vertices of G(T ) by letters and column numbers;
∞(1) < ∞(2) < · · · < ∞(λ1) < a
(
ν′1,1
)
< · · · < a(ν′1, ν1)
< a
(
ν′1 − 1,1
)
< · · · < a(2, ν2) < a(1,1) < · · · < a(1, ν1)
< 0(1) < · · · < 0(λ1), (1.5)
and a(t, j)  a(s, k) if t  s and j  k. A total order < on the set of arcs Γ is defined from that
on the set of vertices; ba < dc if (i) a < c or (ii) a = c and b < d . These are used in Section 3.
1.6. The generic vectors and the rational function field associated to T
Let g : V → V be the linear map defined by gxij = xi−1,j with x0,j = 0, i.e. g is the adjoint
of f for the inner product with orthonormal basis {xij }. We define by descending induction on
letters the generic vector va for each cell a ∈ T by
va = gva↓ +
∑
b∈P(a)
αbagvb.
Here gv∞(j) = xλ′j ,j and the coefficients αba are indeterminates except for αa↓,a = 1. The ratio-
nal function field FT associated to a tableau T is defined to be the purely transcendental extension
field over C with the transcendental basis consisting of all of the parameters αba for b ∈ P(a)
and a ∈ T ;
FT = C
(
αba; b ∈ P(a), a ∈ T
)
.
The transcendental degree is equal to
∑
a∈T |P(a)| = n(T ) as noted in (1.4). From the def-
inition we see immediately (1) if let a = ν1 then va = xa + ∑ α∞j ,axλ′ ,j , in which∞j∈P(a) j
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b∈P˜ (a) αbavb where v∞(j) = 0, which is used in Lemma 2.1.
Example. For the LR-tableau T1 =
1
2
1
3
in Example 1 in the introduction we see P(41) = φ,
P(32) = {(41)}, P(23) = {(41),∞(2)}, P(14) = {(41), (23)} so the generic vectors for T1 are
given by
v41 = gv∞(1) = x41, v32 = gv∞(2) + αgv41 = x32 + αx31,
v23 = gv∞(3) + βgv41 + γgv∞(2) = x23 + βx31 + γ x32,
v14 = gv∞(4) + δgv41 + gv32 = x14 + δx31 + (x13 + βx21 + γ x22).
Similarly, for T ′1 =
1
1
2
1
in Example 1 we see P(41) = φ, P(32) = {∞(1)}, P(23) = P(14) =
{(32)} so the generic vectors for T ′1 are
v41 = gv∞(1) = x41, v32 = gv∞(2) + αgv∞(1) = x32 + αx41,
v23 = gv∞(3) + βgv32 = x23 + β(x22 + αx31),
v14 = gv∞(4) + γgv32 = x14 + γ (x22 + αx31).
For 1 t  ν′1 let v(t) = (v(t)1 , . . . , v(t)νt ) where v(t)j is the generic vector of the j th cell a(t, j)
of T let t from left, and denote by (v(∞)) = (0, . . . ,0) (λ1 zeros), gv(∞) = (xλ′j ,j ; 1  j  λ1).
Then the generic vectors are written by
(
v(1), v(2), . . . , v(ν
′
1), v(∞)
)= (0, gv(2), . . . , gv(ν′1), gv(∞)) ·A,
where A is an adjacency matrix of the directed graph G(T ) with (b, a) entry equal to αba if
b ∈ P˜ (a) or zero otherwise. A is a block matrix
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 0
A21 0
...
...
A31 A32 0
...
...
...
. . .
. . . 0 0
Aν′1,1 Aν′1,2 · · · Aν′1,ν′1−1 0 0
A∞,1 A∞,2 · · · A∞,ν′1−1 A∞,ν′1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.6)
where the (s, t) block As,t is a νs × νt matrix row-indexed (respectively column-indexed) by
the cells of T filled with the letter s (respectively the letter t). If we denote by gkv(∞) =
(xλ′j−k+1,j ; 1  j  λ′1) then the generic vectors are written as FT -linear combinations of the
cell vectors {xij ; (i, j) ∈ λ}; (v(1), . . . , v(ν′1)) = (gλ′1v(∞), g(λ′1−1)v(∞), . . . , gv(∞))B , where B
is a block matrix whose blocks are sums of the products of As,t ’s.
What we need in Sections 2 and 3 for an LR-tableau is based on the following fact.
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the rational function field FT associated to T for all 1 t < s  ν′1.
Proof. For a cell b with let b = s, if let(b↑) = t then the (b, a) entries in the row b of As,t
are equal to zero except for (b, b↑), and (As,t )b,b↑ = αb,b↑ = 1. Let S(s, t) be the subtableau of
T let s,t obtained by deleting from T let s,t all the cells b and b↑ such that let b = s and let b↑ = t .
Since T is LR so is S(s, t), i.e. |S(s, t)let scolk| |S(s, t)let tcolk| for all k. This implies that there is
an injection
ϕ : S(s, t)let s → S(s, t)let t
such that col b < col ϕ(b), so b ∈ P(ϕ(b)) and Ab,ϕ(b) = αb,ϕ(b). From this it follows that the νs
row vectors of As,t are linearly independent over FT . Thus rank As,t = νs . 
1.7. The generic subspace and the morphism ϕT : An(T ) → G(V,d) associated to T
The generic subspace WT associated to a tableau T is the FT -subspace WT of V ⊗ FT gen-
erated by the generic vectors va for all a ∈ T ;
WT = 〈va; a ∈ T 〉 ⊂ V ⊗ FT .
Since WT is an f -stable subspace of V ⊗FT the generic subspace WT is an element of S(V, Tˆ )
for some LR-tableau Tˆ . We shall show in Section 3 that Tˆ is the LR-tableau obtained by a
succession of coplactic operations starting with T (Theorem B).
For a vector space V and an algebraic variety X over C with the function field C(X), consider
a d-dimensional subspace W of V ⊗C(X) over C(X) where a basis {w1, . . . ,wd} of W consists
of C(X)-linear combinations of a basis vectors {v1, . . . , vn} of V ;
(w1, . . . ,wd) = (v1, . . . , vn) ·A, A = (fij ) ∈ M
(
n× d,C(X)).
We define the rational map ϕW from X to the Grassmannian G(V,d) by specializations of the
coefficients in the basis vectors of W ;
ϕW : X · · · → G(V,d), (α) → Wα =
〈
w1(α), . . . ,wd(α)
〉
C
,
where
(
w1(α), . . . ,wd(α)
)= (v1, . . . , vn) ·A(α), A(α) = (fij (α)). (1.7)
For a tableau T we define the rational map ϕT : An(T ) · · · → G(V,d) by setting X = An(T ),
C(X) = FT and W = WT in (1.7). ϕT is a morphism since {v∗a; a ∈ T } is linearly independent
for any specializations. The proof of Theorem B in Section 3 is based on the following lemma.
Lemma 1.3. Let X and Y be algebraic varieties over C with function fields C(X) and C(Y ),
respectively. For a vector space V over C consider d-dimensional subspaces W and W ′ of V ⊗
C(X) and V ⊗ C(Y ) with basis {wi} and {w′i}, respectively. Suppose there is an overfield L of
C(X) and C(Y ) such that
(
w′ , . . . ,w′
)= (w1, . . . ,wd) · J, J ∈ GLd(L). (1.8)1 d
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ϕW(dom ϕW) = ϕW ′(dom ϕW ′) ⊂ G(V,d).
Proof. Let (wi) = (vi)A, (w′i ) = (vi)B for some A ∈ M(n×d,C(X)) and B ∈ M(n×d,C(Y )).
The generic points of the images ϕW(dom ϕW) and ϕW ′(dom ϕW ′) are the ratios of the d-minors
of A and B , respectively. They are identical because (1.8) implies B = AJ . 
2. Proof of Theorem A
In this section we prove Theorem A. Throughout this section T is a fixed LR-tableaux unless
otherwise stated. We first show that the generic subspace WT is an element of S(V ⊗ FT ,T )
(Lemma 2.1), and that the morphism ϕT : An(T ) → G(V,d) is injective (Lemma 2.2), which
imply by a dimension count that WT is a generic point of X(V,T ) and birationally isomorphic
to An(T ). After a technical lemma (Lemma 2.3) when W ∈ S(V,T ) is contained in the image of
ϕT is determined in Lemma 2.4. Lemma 2.5 is concerned with S(V,T ) for tableaux T such that
let(T ) = {1} in connection with the automorphism group of (V ,f ). The canonical morphism
π : S(V,T ) → S(V,T let>1), π(W) = fW , is shown to be surjective in Lemma 2.6. Finally,
Theorem A is proved by combining these lemmas.
Lemma 2.1. Let WT be the generic subspace of an LR-tableau T .
(1) f t−1WT = WT lett ⊗ FT is the generic subspace of the LR-tableau T lett tensored with the
rational function field FT associated to T for all 1 t  ν′1.
(2) WT is an element of S(V ⊗ FT ,T ).
Proof. (1) Since T let2 is LR it suffices for the claim (1) to show fWT = WT let2 ⊗ FT by
induction on t . We use the notations before Lemma 1.2. Since f va =∑b∈P˜ (a) αbavb for a ∈ T
we see
(
f v(1), f v(2), . . . , f v(ν
′
1)
)= (v(1), v(2), . . . , v(ν′1)) ·B,
B =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0
A21 0
...
A31 A32 0
...
...
. . . 0 0
Aν′1,1 Aν′1,2 · · · Aν′1,ν′1−1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
, (2.1)
where the (s, t) block As,t is a νs × νt matrix row-indexed (respectively column indexed) by the
cells of T filled with the letter s (respectively the letter t). As we have shown in Lemma 1.2,
At+1,t is of maximal rank νt+1 over FT for all 1 t  ν′1 − 1, so rank B =
∑
1iν′1−1 νt+1 =
|T let2|, which implies fWT = WT let2 ⊗ FT .
(2) By (1), the quotient vector space
f r−1V ∩ f t−1WT
r t−1 r−1 t (2.2)〈 f V ∩ f WT ,f V ∩ f WT 〉
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dimension of the vector space (2.2) is equal to |T let trow r | for all r and t , so WT is an element of
S(V ⊗ FT ,T ) by Lemma 1.1(2). 
Note that Bt−1 is the representation matrix of f t−1 with its (b, a) entry equal to
(
Bt−1
)
b,a
=
∑
L∈L(b,a;t−1)
αL, αL = αb,b(t−2) · · ·αb(2),b(1)αb(1),a,
where L = (b, b(t − 2), . . . , b(1), a) and L(b, a; t − 1) is the set of paths from a to b of length
t − 1 in the graph G(T ). Lemma 2.1(1) implies rank J t−1 = |T lett | for all 1  t  ν′1, which
implies in turn that WT is generated by the generic vectors {v(1)j ; 1 j  ν1} of the cells filled
with letter 1 as FT [f ]-module.
Recall the morphism ϕT : An(T ) → G(V,d) associated to a tableau T ;
ϕT (α
∗) = WT (α∗) =
〈
v∗a = gv∗a↓ +
∑
b∈P(a)
α∗bagv∗b; a ∈ T
〉
C
for α∗ ∈ An(T )(C). (2.3)
It follows from the proof of Lemma 2.1 that for a C-point α∗ ∈ An(T )(C) the specialization
WT (α
∗) of WT is contained in S(V,T ) if and only if the specializations Bt−1(α∗) of the matrix
Bt−1 are of rank |T lett | for all 1 t  ν′1, in which case
f t−1W(α∗) = 〈v∗a; a ∈ T lett 〉C = WT lett (α(t)∗),
where α(t)∗ ∈ Cn(T lett ) is the vector consisting of the components corresponding to T lett in
α∗ ∈ Cn(T ).
Lemma 2.2. If T is an LR-tableau then ϕT is injective.
Proof. Let WT (β∗) = ϕT (β∗) = 〈w∗a = gw∗a↓ +
∑
b∈P(a) β∗bagw∗b; a ∈ T 〉C and WT (α∗) as
in (2.3) for α∗, β∗ ∈ Cn(T ). We shall show that W(α∗) = W(β∗) as a subspace of V implies
v∗a = w∗a for all a ∈ T by the descending induction on letters. In the case let a = ν′1{
v∗a = xa +
∑
∞∈P(a)
α∗∞,ax∞↑; a ∈ T let ν
′
1
}
and
{
w∗a = xa +
∑
∞∈P(a)
β∗∞,ax∞↑; a ∈ T let ν
′
1
}
are basis of f ν′1−1WT (α∗) = f ν′1−1WT (β∗), which implies α∗∞,a = β∗∞,a for all ∞ ∈ P(a),
hence v∗a = w∗a for all a ∈ T let ν
′
1
. Since fWT (α∗) = fWT (β∗) we assume v∗b = w∗b for all
b ∈ T let2 by induction hypothesis. On the other hand, the λ1 vectors {gv∗b = gw∗b; b ∈ T[1]↓}
are linearly independent in V/fWT (λ∗), and(
v∗a; let a = 1
)= (gv∗; b ∈ T[1]↓) ·A, (w∗a; let a = 1)= (gv∗; b ∈ T[1]↓) ·B.b b
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the entries (i) Aa,a↓ = Ba,a↓ = 1, (ii) Aba = α∗ba and Bba = β∗ba if b ∈ P(a), (iii) Aba = Bba = 0
otherwise. Since WT (α∗)/fWT (α∗) = WT (β∗)/fWT (β∗) in V/fWT (α∗) we see α∗ba = β∗ba , i.e.
v∗a = w∗a for all a ∈ T let 1. 
If we set αba = 0 for all of the parameters then the generic subspace WT is specialized to an
element W0 of S(V,T0) where the LR-tableau T0 is of shape λ/μ, and each of the columns is
filled with consecutive natural numbers 1,2,3, . . . . We shall give in Lemma 2.4 below a con-
dition that W ∈ S(V,T ) is obtained by the specialization of the generic subspace; W = W(α∗)
for an α∗ ∈ Cn(T ). For this we need the next Lemma 2.3. Recall the first horizontal tableau
T[1] = {a ∈ T ∪ T 0; let a  1 < let(a↓)}.
Lemma 2.3. For an LR-tableau T and W ∈ S(V,T ), suppose fW is a specialization of the
generic subspace WT let2 of T let2; fW = 〈v∗b; b ∈ T let2〉. Set
ZW =
〈
gv∗b; b↑ ∈ T[1]
〉
C
= 〈gv∗b; b ∈ T ∪ T ∞, let(b↑) 1 < let b〉C ∼= Cλ1 .
Then (1) Kerf ⊂ fW +ZW , (2) W ⊂ fW +ZW .
Proof. (1) We see Kerf = 〈gv∞(j) = x∞(j)↑; 1 j  λ1〉 ∼= Cλ1 . If let(∞(j)↑) ∈ {0,1} then
∞(j)↑ ∈ T[1] so gx∞(j) ∈ ZW . We shall show that if b = ∞j↑ ∈ T let2 then xb = gv∗∞(j)↑ ∈
fW +ZW . Since let b 2, by the assumption fW = 〈v∗b; b ∈ T let2〉 we see
v∗b ∈ fW, xb = gv∗b↓ = v∗b −
∑
c∈P(b)
α∗cbgv∗c . (2.4)
For c ∈ P(b), if let(c↑) 1 then c↑ ∈ T[1] so gv∗c ∈ ZW . If let(c↑) 2 then
v∗c↑ ∈ fW, gv∗c = v∗c↑ −
∑
d∈P(c↑)
α∗d,c↑gv∗d .
Since col d < col c < col b, repeating these procedures we arrive eventually at one of the two
cases; (i) let(d↑)  1 so gv∗d ∈ ZW , or (ii) let(d↑)  2 and P(d↑) = φ. The case (ii) leads to
gv∗d = v∗d↑ ∈ fW . Hence xb ∈ fW +ZW by (2.4), and Kerf ⊂ fW +ZW .
(2) Let W = fW ⊕ 〈w1, . . . ,wν1〉C where wi = gfwi + (wi − gfwi) with fwi ∈ fW =
〈v∗b; b ∈ T let2〉 and wi − gfwi ∈ Kerf , so wi ∈ 〈gv∗b; b ∈ T let2〉 + Kerf . If wi = gv∗c + · · ·
with c ∈ T let2 but c↑ is not contained in T[1] then let(c↑)  2, i.e. let c  3, so v∗c ∈ f 2W .
Setting v∗c = f 2u ∈ f 2W we see wi − f u = (gv∗c − f u) + · · · with gv∗c − f u = gf 2u − f u ∈
Kerf . Thus, replacing wi by wi − f u we may assume that
wi ∈
〈
gv∗b; b↑ ∈ T[1]
〉+ Kerf = ZW + Kerf.
Now the conclusion follows from Kerf ⊂ fW +ZW shown in (1). 
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a basis {u1, . . . , ud} of U let ui =∑a∈λ γi,axa where xa for a ∈ λ are the cell vectors. Then
p(U, I) is the determinant of the d × d matrix (γi,a; 1 i  d, a ∈ I ).
Lemma 2.4. For an LR-tableau T an element W ∈ S(V,T ) is a specialization W = W(α∗)
for some α∗ ∈ Cn(T ) of the generic subspace WT of T if and only if the Plücker coordinates
p(f t−1W,T lett ) are nonzero for all 1 t  ν′1. They form an open set S(V,T )o of S(V,T );
S(V,T )o = {W ∈ S(V,T ); W = W(α∗) for an α∗ ∈ Cn(T )}
= {W ∈ S(V,T ); p(f t−1W,T lett) 	= 0 for all 1 t  ν′1}.
Proof. Suppose W = W(α∗) ∈ S(V,T ) is a specialization. p(W,T ) = 1 since va − xa is
an FT -linear combination of {xb; col b < col a}, from which p(WT (α∗), T ) = 1. As we
noted before Lemma 2.2, W(α∗) ∈ S(V,T ) implies f t−1WT (α∗) = WT lett (α(t)∗), hence
p(f t−1WT (α∗), T lett ) is nonzero for all 1 t  ν′1.
Conversely, suppose p(W,T lett ) are nonzero for all 1 t  ν′1. By induction on letters we
may assume that fW is a specialization of WT let2 , so Lemma 2.3 can be applied; there are
elements {wi} ⊂ ZW such that W = fW ⊕ 〈w1, . . . ,wν1〉C. Let {gv∗bj ; 1  j  λ1} be a basis
of ZW where T[1]↓ = {b1, . . . , bλ1} with col b1 < · · · < col bλ1 . Then we can choose {wi; 1 
i  ν1} whose representation matrix with respect to the basis {gv∗bj ; 1  j  λ1} of ZW , is a
row-echelon matrix C.
t (w1, . . . ,wν1) = C · t
(
gv∗b1, . . . , gv
∗
bλ1
)
,
C =
⎛
⎜⎜⎜⎜⎝
∗ 1 0 0 0 · · · · · · 0 · · · 0 0
∗ 0 ∗ 1 0 · · · · · · 0 · · · 0 0
...
...
...
...
...
...
... 0
∗ 0 ∗ 0 ∗ · · · ∗ 1 0 0 0
∗ 0 ∗ 0 ∗ · · · ∗ 0 ∗ 1 0
⎞
⎟⎟⎟⎟⎠ . (2.5)
Here 1’s are in the position (i, j (i)) of C, i.e. the rightmost cell of Suppwi is bj (i)↑ for 1 
i  ν1. Since row b(1) · · · row b(λ1) and W ∈ S(V,T ) we see
f r−1V ∩W
〈f r−1V ∩ fW,f rV ∩W 〉
∼= 〈wi; 1 i  ν1, row(bj (i)) = r 〉C,
which is of dimension |T let 1row r |, hence row(bj (i)↑) = row a(1, i), where T let 1 = {a(1,1), . . . ,
a(1, ν1)} with col a(1,1) < · · · < col a(1, ν1). Since bj (i)↑ ∈ T[1] and T[1] ∩ T let2 is empty we
see that the positions of the cells bj (i) satisfy
col(bj (i)↑) col a(1, i) for 1 i  ν1. (2.6)
For the subspace Ur = 〈wi; 1  i  ν1, row(bj (i)) = r〉 of dimension |T let 1row r | the assumption
implies p(Ur,T let 1row r ) 	= 0, which leads to the equalities bj (i)↑ = a(1, i) in (2.6). This implies
that the set of the parameter cells of a(1, i) = bj (i)↑ is
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{
bk ∈ T[1]; k  i, k 	= j (l) for all l < i
}
= {bk ∈ T[1]; k  i} − {bj (1), bj (2), . . . , bj (i−1)}.
It follows from the row-echelon matrix B in (2.5) that wi is expressed by
wi =
∑
kji
α∗kigv∗bk = gv∗a(1,i)↓ +
∑
b∈P(a(1,i))
αb,a(1,i)gv
∗
b .
Thus wi is a specialization of the generic vector of ai ∈ T let 1. 
In Lemma 2.4, W ∈ S(V,T ) for which p(W,T ) 	= 0, is not, in general, a specialization of the
generic subspace of WT of T as the following example shows. Consider the LR-tableau T = 11 2 .
For W = 〈x11 + x13, x22, x21〉 ∈ S(V,T ) we see p(W, (21,22,13)) 	= 0 while p(fW,21) = 0.
For W ′ = 〈x12, x22, x21〉 ∈ S(V,T ) we see p(W ′, (22,22,13)) = 0 while p(fW ′,12) 	= 0.
Next we consider tableaux T such that let(T ) = {1} in connection with the automorphism
group
A(V ) = {σ ∈ GL(V ); σ ◦ f = f ◦ σ}
of (V ,f ) [1, p. 220]. Let (i(p), j (p)) be the corner cells of λ from southwest to northeast, i.e.
i(1) > · · · > i(m) and j (1) < · · · < j(m), so
λi = j (p) for all i(p + 1) < i  i(p)
with i(m+1) = j (0) = 0, i(1) = λ′1 and j (m) = λ1. For instance, the corner cells of λ = (66332)
consists of (5,2), (4,3), (2,6). Thus V is divided by m f -stable subspaces Vp = 〈xij ; 1 i 
i(p), j (p − 1) < j  j (p)〉 of the rectangular type (i(p)j (p)−j (p−1)) for 1 p m. Since an
element σ ∈ A(V ) is determined by λ1 vectors f x1,j for 1  j  λ1 we see [5, p. 51] that the
automorphism group A(V ) is a semidirect product of GL’s and a unipotent group N ; A(V ) =
N 
∏
1pm GL(V ′p) with V ′p = Kerf i(p)/Zp where Zp = 〈Kerf i(p)−1, f V ∩ Kerf i(p)〉.
Then V ′p ∼= 〈x1,j ; j (p − 1)+ 1 < j  j (p)〉 ∼= Cj (p)−j (p−1) and
dimN =
∑
1pm
(
j (p)− j (p − 1))dimZp
=
∑
1pm
((
i(p)− i(p + 1))j (p)2 − (j (p)− j (p − 1))2).
Arrange the lowest cells in each column from left to right (xi(1), . . . , xi(m)) where
xi(p) = (xi(p),j (p−1)+1, xi(p),j (p−1)+2, . . . , xi(p),j (p)),
which form a basis of Kerf ∼= Cλ1 . Let
F∗ =
(
0 ⊂ Ui(1)(1) ⊂ Ui(1)(2) ⊂ · · · ⊂ Ui(m)
(
j (m)
)= Kerf ) (2.7)
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Ui(p)(j) =
{ 〈Ui(p−1)(j (p − 1)), xi(p),j (p−1)+1〉 if j = j (p − 1)+ 1,
〈Ui(p)(j − 1), xi(p),j 〉 if j (p − 1)+ 2 j  j (p).
Consider a tableau of let(T ) = {1}, i.e. the shape λ/μ of T is a horizontal strip and ν = (d).
Let k(p) = μi(p) so j (p − 1) < k(p) j (p). All of W ∈ S(V,T ) are contained in Kerf , hence
S(V,T ) = {W ∈ G(Kerf,d); dim(f r−1V ∩W )= |Trowr | for all 1 r  λ′1}.
Lemma 2.5. (See [5, p. 53, p. 56].)
(1) S(V,T ) is a union of the Schubert cells Sα in G(Kerf,d) with respect to the complete
flag F∗ in (2.7) indexed by A= {α = (α1, . . . , αm); αp = (αp(1), . . . , αp(j (p) − k(p))) ∈
[j (p − 1)+ 1, j (p)]{j (p)−k(p)}}; S(V,T ) =⋃α∈A Sα .
(2) The specializations of the generic subspace WT of T constitute a Schubert cell Sα∗ that is
dense open in S(V,T ), where α∗ = (α∗1 , . . . , α∗m) ∈A and α∗p = (k(p)+ 1, . . . , j (p)).
(3) S(V,T ) is irreducible of dimension n(λ)− n(μ)− (ν12 ).(4) S(V,T ) is A(V )-homogeneous, hence nonsingular.
(5) π : S(V,T ) →∏1pm G(V¯p, j (p)− k(p)), π(W) = (W∩f i(p+1)VW∩f i(p)V ; 1 p m), is a vec-
tor bundle of rank ∑mp>l2(j (p)− k(p))(k(l)− j (l − 1)), where V¯p = f i(p)−1∩Kerff i(p)V∩Kerf .
The following example shows that S(V,T ) is not A(V )-homogeneous in general.
Example. For the LR-tableau T = 11
2
we see S(V,T )o = {Wp,q; (p, q) 	= (0,0)} where
Wp,q = 〈x31, px21 + x22, qx21 + x13〉. Consider the A(V )-orbit of W1,0. For any σ ∈ A(V )
we see
σx31 = αx31,
σ (x21 + x22) = (αx21 + ∗x31 + ∗x22)+ (βx22 + ∗x31),
σx13 = γ x13 + ∗x22 + ∗x31,
where αβγ 	= 0 and * stands for some elements of C. From this we see that the Plücker
coordinates p(σW1,0, (13,21,31)) is nonzero. On the other hand, p(W0,1, (13,21,31)) = 0
because W0,1 contains the cell vector x22. The A(V )-orbit decomposition is given by S(V,T ) =
O(W1,0) ∪ O(W0,1) where O(W1,0) ∼= A2, O(W0,1) = S(V,T ) ∩ X(V,T ′) ∼= P1 − {2 points}
with the LR-tableau T ′ = 12
1
. On the other hand, we see S(V,T ′) = O(W ′) ∼= A2 is A(V )-
homogeneous. Moreover, we see X(V,T ) ∼= X(V,T ′) ∼= P2 with X(V,T ) − S(V,T ) =
S(V, 1 1
2
)∪S(V, 11
1
) and the singular locus of X(V, 12
3
) (respectively of X(V, 1 12 )) consists
of one point S(V, 1 1
2
) (respectively S(V, 11
1
)).
The map σ : V → V defined by
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∑
j<kλ1
βjkx1,k for 1 j  λ1,
σxij = f i−1σx1j for 2 i  λ′j , 1 j  λ1,
is an element of A(V ) because σ commutes with f since λ′1  · · ·  λ′λ1 . Consider the uni-
triangular subgroup H of A(V ) consisting of such elements. Then the wedge product
∧
xa ,
a ∈ T colsrow r , are H -invariant for any r and s, hence S(V,T )o defined in Lemma 2.4 are H -stable
subset.
Lemma 2.6. For an LR-tableau T the canonical maps (1) τ : A(V ) × S(V,T )o → S(V,T ),
τ(σ,W) = σW , and (2) π : S(V,T ) → S(V,T let2), π(W) = fW , are both surjective. (3) The
fiber π−1π(W) is isomorphic to S(V/fW,T let 1) for any W ∈ S(V,T ).
Proof. (1) We assume by induction on letters that the orbit map A(V ) × S(V,T let2)o →
S(V,T let2) is surjective, so it suffices to show that W ∈ S(V,T ) such that fW ∈ S(V,T let2)o
is contained in the image of τ . We see from Lemma 2.3 that there are wi ∈ 〈gvb; b↑ ∈ T[1]〉C
such that W = fW ⊕ 〈w1, . . . ,wν1〉C where the wi ’s satisfy the relation (2.5) for some row-
echelon matrix C. From the condition (2.6), if we apply a general element σ of H then
p
(
σUr,T
let 1
row r
) 	= 0 and f σW ∈ S(V,T let2)o
for the subspace σUr = 〈σwi; 1  i  ν1, row bi(j) = r〉 for all 1  r  λ′1. From this it fol-
lows that there is an element σ ∈ H such that p(σW,T ) 	= 0. Hence σW ∈ S(V,T )o since
p(f t−1σW,T lett ) = p(f t−1W,T lett ) 	= 0. Thus W = σ−1σW is in the image of τ .
(2) Let U ∈ S(V,T let2). Since π : S(V,T ) → S(V,T let2) is A(V )-equivariant we may
assume U ∈ S(V,T let2)o by (1), so U is generated by specializations v∗b of the generic vectors
for T let2 by Lemma 2.4. Let v∗a =
∑
b α
∗
bagv
∗
b , b ∈ P˜ (a), for a ∈ T let 1. If the coefficients
α∗ba ∈ C are such that rank B(α∗) = d − ν1 for the matrix B in (2.1) then W = U + 〈v∗a; a ∈
T let 1〉C satisfies W ∈ S(V,T ) and fW = U .
(3) We shall show that ϕ : π−1π(W) → S(V/fW,T let 1) defined by ϕ(W ′) = W ′/fW ,
is an isomorphism. By (1) we may assume W ∈ S(V,T )o so apply Lemma 2.3; W ′ =
fW ⊕ 〈w1, . . . ,wν1〉, hence ϕ is injective. As for the surjectivity of ϕ let U = 〈u¯1, . . . , u¯ν1〉 ∈
S(V/fW,T let 1) for ui ∈ V . Since f (ui) ∈ f (W) we may assume Suppui ⊂ T[1]. If ui =∑
a∈T[1] γaxa then set w
′
i =
∑
b∈T[1]↓ γb↑gv
∗
b ∈ ZW , and W ′ = 〈fW,w′i; 1  i  ν1〉. Then
W ′ ∈ S(V,T ), fW ′ = fW and ϕ(W ′) = U so ϕ is surjective. S(V/fW,T let 1) is nonsingu-
lar by Lemma 2.5, hence ϕ is an isomorphism. 
Now we are in a position to prove Theorem A.
(1) Since A(V ) and S(V,T )o are irreducible so is S(V,T ) because τ : A(V ) × S(V,T )o →
S(V,T ) is surjective by Lemma 2.6(1). From Lemma 2.6(2) and (3), π : S(V,T ) → S(V,T let2)
is surjective with fiber isomorphic to S(V/fW,T let 1). Since the shape and the content of
T let 1 (respectively T let2) are μ(1)/μ and (ν1) (respectively λ/μ(1) and νrow2), respectively,
dimS(V,T ) = dimS(V/fW,T let 1) + dimS(V,T let2) = n(μ(1)/μ) − (ν12 ) + n(λ/μ(1)/μ) −
n(νrow2) = n(λ/μ) − n(ν) by Lemma 2.5 and the induction on letters. Thus X(V,T ) is irre-
ducible of dimension n(T ), so, by Lemmas 2.1 and 2.2, the morphism ϕT : An(T ) → G(V,d)
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assertions in (2) are contained in Lemma 2.5.
(3) Let V1 = V/〈xa; let a = 1〉. For W ∈ S(V,T ), type V/fW = μ(1) = μ ∪ T let 1 =
type V1 implies S(V/fW,T let 1) ∼= S(V/V1, T let 1). Hence the first half of (3) follows from
Lemma 2.6(2) and (3). Since π : S(V,T ) → S(V,T let2) is surjective with nonsingular fibers
the nonsingularity of S(V,T ) follows from that of S(V,T let2), which we may assume by in-
duction on letters and Lemma 2.5. Thus (3) is proved.
(4) The correspondence WT (β∗) → (W(β∗)(1), fWT (β∗)), where W(β∗)(1) = 〈va(β∗); a ∈
T let 1〉 ⊂ V1 = V/〈xa; a ∈ T let>1〉, induces a birational morphism S(V,T )o → S(V1, T let 1) ×
S(V,T let2). The claim (4) follows by applying the induction on letters to S(V,T let2). 
3. Proof of Theorem B
In this section we prove Theorem B, Corollaries C and D. We define LR-, ALR-, bLR-
words, which correspond to dominant, antidominant and neutral words in [3, p. 120], LR-
decompositions, variable cells, shifts on a word, the row-reading words and the LR-tableau
associated to a tableau. Shifts are called coplactic operations in [3, p. 120], but we use the term
shifts in this paper. For the proof of Theorem B we shall show the following proposition.
Proposition 3.1. For a tableau T the closure of the image by the morphism ϕT : An(T ) →
G(V,d) coincides with that of the morphism ϕT ′ : An(T ′) → G(V,d), where T ′ is the tableau
obtained by a shift on T .
Recall that the rational function fields FT and FT ′ associated to T and T ′ are the purely tran-
scendental extension fields over C with the transcendental basis consisting of all of the parameter
cells αba and βba , respectively. Proposition 3.1 is proved by reducing to Lemma 1.3; we define
some relations between the parameters {αba} and {βba} to construct an overfield L of FT and FT ′ ,
and then to find a matrix J ∈ GLd(L) satisfying (wa) = (va)J as in (1.8) for the generic vec-
tors va and wa for T and T ′, respectively. Proposition 3.1 implies Theorem B by the definition
of the LR-tableau Tˆ . The same proof as that of Theorem B leads to Corollary C. Corollary D
is proved by investigating relations of the generic vectors for a tableau with its subtableaux of
certain types.
For an interval [N,N ′] = {N,N + 1, . . . ,N ′} of natural numbers, an [N,N ′]-word w of
length n is a tableau a1 · · ·an of shape (n) with ai ∈ [N,N ′]. If ai = t then we call ai the cell of
w in the position i filled with letter t . Denote by wi = a1 · · ·ai , w>i = ai+1 · · ·an, and wlet t
is the subword consisting of the cells with letter t . νt (w) = |wlet t | is the length of wlet t and
ν(w) = (νN(w), . . . , ν1(w)) is the content of w.
Definition.
(i) An [N,N ′]-word w is called LR (Littlewood–Richardson) (respectively ALR (anti-LR)) if
νN ′(wi )  νN ′−1(wi )  · · ·  νN(wi ) (respectively νN ′(wi )  νN ′−1(wi )  · · · 
νN(wi )) for all 1 i  n,
(ii) w is bLR (balanced LR) if w is both LR and ALR. A bLR word w is irreducible if w cannot
be written as the product of two bLR words.
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νN+1(w) = · · · = νN ′(w). A bLR-word is the juxtaposition of irreducible bLR-words. A bLR
word is irreducible if and only if w>i is not bLR for all i > 1. For instance, 21, 2211, 222111,
221211 are examples of irreducible bLR [2] = {1,2}-words. There are five irreducible bLR words
of length eight. In general, [2]-words are decomposed as follows.
Lemma 3.2. A [2] = {1,2}-word w can be uniquely written by
w = 1k0w11k1w2 · · ·1ks−1ws1ks 2k′sws+12ks+1 · · ·wr2kr (3.1)
where 0  s  r , wi are bLR-words, k0, ks, k′s , kr  0, (ks, k′s) 	= (0,0), the others ki  1.
Here 1k0 is meant the string of letter 1 of length k0. We call (3.1) the LR-decomposition of
the [2]-word w. The subword w1, . . . ,wr is called the bLR-part and 1k0 , . . . ,1ks (respectively
2k′s , . . . ,2kr ) the LR-part (respectively the ALR-part) of w.
Proof. We prove the claim by induction on the length of words and divide the first step of
the induction into three cases according to the property of the leftmost cell a1 of w. (i) Case
let a1 = 1. Then a1 = 1 is in the LR-part of w. Set w′ = w>1. (ii) Case let a1 = 2 and there is
an i such that wi is bLR. Let m = min{i; wi is LR}. Then wm is irreducible bLR and wm
is in the bLR-part of w. Set w′ = w>m. (iii) Case let a1 = 2 and wi is not bLR for all i. Then
a1 = 2 is in the ALR-part of w and set w′ = w>1. Apply the above procedure to w′. The case (i)
never occurs throughout after the case (iii) because 2w′1 is bLR if w′ is bLR. 
We define the variable cells, shifts (coplactic operations), and the row-reading word associated
to a tableau.
Definition.
(1) For a [2]-word w with the LR-decomposition (3.1), if w is not LR then the leftmost cell
of the ALR-part is called the variable cell of w. The shift of w is the word w′ obtained by
replacing the variable cell of w by the cell filled with the letter 1.
(2) For an [N]-word w = a1 · · ·an the cell ai with letter t is called the t-variable cell of w if ai is
the variable cell of the {t, t − 1}-word wlet t,t−1. The t-shift of w is the word w(t) obtained
by replacing the t-variable cell of w by the cell filled with the letter t − 1, and denoted by
w
t→ w(t).
(3) w(T ) is the word obtained by reading the letters in T from left to right in successive rows
from bottom to top. We call w(T ) the row-reading words associated to T , for example,
T =
1 1
1 1 2
2 3
, w(T ) = 2311211.
The word w(T ) associated to a tableau T is LR if and only if T is an LR-tableau, i.e.
|T let t+1rowr+1| |T let trowr | for all t, r , which is equivalent to |T let t+1cols | |T let tcols | for all t , s. These
equivalences follow since it suffices to show the equivalences for the tableaux obtained after
deleting from T let t+1,trowr+1 and T
let t+1,t
cols all of the pairs of cells such that one is filled with letter
t +1 directly below the other filled with letter t . If T is LR then T lett , T lett , Trowr and Tcols
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a shift of the word associated to a tableau is always the row-reading word of a tableau, follows
from the next lemma.
Lemma 3.3. Let w′ be the word obtained by a shift of the word w(T ) associated to a tableau T .
Let T ′ be the filling of letters with shape T = shape T ′ and its row-reading word of T ′ is equal
to w′. Then T ′ is a tableau.
Proof. We identify the cells of T with the corresponding cells of the word w(T ). Let a be the
variable cell of w(T ) with let a = t . We may assume that T consists of cells filled with letters t
and t − 1; let(T ) = {t, t − 1}. If there is a cell b next to the left of a in T then let b = t − 1 by the
definition of t-variable cells. Hence the letters in T ′ are weakly-increasing in rows because so
are those of the tableau T . We shall show that the letters in a column of T ′ are strictly increasing.
Since let(T ′) = {t, t − 1} and let a = t − 1 in T ′ it suffices to show that there is no cell above
a in T . Suppose the cell a↑ is in T . Then let a↑ = t − 1 since T is a tableau, and there is no
cell on the left of a↑ because there is no cell with letter t on the left of a. Let w(T ) = c1 · · · cm
with a = ci and a↑ = cj . Then w(T )<i is LR since a is the variable cell of w(T ). T is a tableau
implies that the subword u = a · · ·a↑ · · · c2j−i−1 of length 2(j − i) corresponds to the subtableau
of T with shape (j − i, j − i) filled with letter t − 1 (respectively t) in the first (respectively
second) row. Hence u = a · · · c2j−i−1 is bLR, which means that a is not a variable cell of T ,
a contradiction. 
Lemma 3.3 holds for column reading words, too, or more generally, the words defined from
any valid reading order [3, p. 123]. If the shifted tableau T ′ of T is not LR then choose one of the
variable cells of T ′ and apply the shift on T ′ again. Repeating these procedures we obtain eventu-
ally an LR-tableau Tl ; T → T1 → ·· · → Tl where Ti → Ti+1 is the ti -shift applied on Ti at the ti -
variable cell as(i). If let(T ) = {1,2} and w(T ) is given by (1.3) then w(Tˆ ) is obtained by replac-
ing all the cells in the ALR-parts by the letter 1; w(Tˆ ) = 1k0w1 · · ·ws1ks+k′sws+11ks+1 · · ·wr1kr .
If let(T ) 	⊂ {1,2} then T has some variable cells in general so it is not obvious whether the LR-
tableau Tl is uniquely determined from T . We can show that the set {(t1, s(1)), . . . , (tl , s(l))}
consisting of the pairs of letters and positions of the variable cells together with the LR-tableau
Tl , are uniquely determined by T independent of the order of shifts used to obtain an LR-tableau
(cf. [3, p. 121]). We call Tl the LR-tableau associated to T and denote it by Tl = Tˆ . Similarly,
there is a unique ALR-tableau Tˇ such that T is obtained by a succession of shifts starting with Tˇ .
Thus shifts define an equivalence relation on the set of tableaux of a fixed shape with LR-tableaux
as its representatives. Let TLR be an LR-tableau of shape λ/μ and content ν. The row-reading
word w(TLR) defines the standard tableau Q = Q(w(TLR)) of shape ν as the recording tableau
of the word w(TLR) by Robinson–Schensted correspondence [7, p. 17]. Then the equivalence
class S(TLR) defined by shifts containing TLR , consists of tableaux T ’s of shape λ/μ such that
the recording tableaux of the word w(T )’s are equal to the standard tableau Q = Q(w(TLR));
S(TLR) = {T ; tableau of shape λ/μ, Tˆ = TLR}
= {T ; tableau of shape λ/μ, Q(w(T ))= Q}.
The tableaux T ’s in S(TLR) correspond to the weight vectors of weight equal to the contents
of T of the irreducible representation of GLd(C) (d = |T |) with its highest weight vector corre-
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the root vectors corresponding to simple roots of SLd(C).
Let T be a tableau with the t-variable cell e and let T ′ be the tableau obtained by the t-shift
on T with the shifted cell f of letter t − 1. We use the following notations in what follows; T let t<e
is the set of cells a of let t and col a < col e, and
P s(a) = {b ∈ P(a); let(b↑) = s}
= {b ∈ T ∪ T ∞; let(b↑) = s < let a < let b},
Pt (a) = {b ∈ P(a); let b = t} and P st (a) = P s(a) ∩ Pt(a), P ′(a) is the set of parameter cells
of a in T ′. We identify an arc (b, a) in the graph G(T ) (respectively G(T ′)) with its associated
parameter cell αba (respectively βba). Then the following subgraphs obtained by deleting some
arcs from the graphs G(T ) and G(T ′) are isomorphic.
G(T )− {αbe, αea; b ∈ P t−1(e), a ∈ T let t−1e },
G(T ′)− {βbf , βf↓,a; b ∈ P ′t (f ), a ∈ T let t>e }.
The isomorphism is induced from αea ↔ βfa for a ∈ T lett−2>e , αce ↔ βcf for c ∈ Pt+1(e),
and αba ↔ βba for the other arcs. The property that the word w(T )<e (respectively w(T )>e) is
LR (respectively ALR), is used in the proof of the next Lemma 3.4. Let S<e be the subtableau of
T
let t,t−1
<e obtained by deleting the cells a and a↑ such that let a = t , let(a↑) = t − 1. Then there
is at most one cell in each column of S<e and
Slet t<e =
{
b ∈ T let t<e ; let(b↑) t − 2
}= P ′t (f ),
Slet t−1<e =
{
b ∈ T let t−1<e ; let(b↓) t + 1
}= P t−1(e)↑.
Hence |P ′t (f )|  |P t−1(e)| because w(T )<e is LR. On the other hand, w(T )e is ALR im-
plies |T let t>e | |T let t−1>e |. We note that the difference n(T ) − n(T ′) of the lengths of the deleted
arcs above is equal to |P t−1(e)| + |T let t−1>e | − |P ′t (f )| − |T let t>e | = νt−1(T ) − νt (T ), which is
nonnegative because T is a tableau.
Lemma 3.4.
(1) The |Pt (e)| elements ∑let a=t−1 αbaαa↓,e for b ∈ Pt (e), are algebraically independent
over C.
(2) The |T let t−1>e | elements
∑
let b=t βf↓,bβba for a ∈ T let t−1>e , are algebraically independent
over C.
Proof. (1) Consider the |T let t<e | × |T let t−1<e | matrix
A = (αba; b ∈ T let t<e , a ∈ T let t−1<e ),
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to the linearly independence over FT of the rows of A corresponding to b ∈ T let t<e such that
let(b↑) 	= t − 1. This implies that the nonzero entries
A · t(αa↓,e; a ∈ T let t−1<e )= t
( ∑
let a=t−1
αbaαa↓,e; b ∈ Pt(e)
)
are algebraically independent over C because so is the set of the nonzero entries {αa↓,e; a ∈
T lett−1<e , let(a↓) 	= t}.
(2) Similarly, w(T )>e is ALR leads to the linearly independence over FT of the columns of
the |T let t>e | × |T let t−1>e | matrix
B = (βba; b ∈ T let t>e , a ∈ T let t−1>e ).
Hence the entries
(
βf↓,b; b ∈ T let t>f
) ·B = ( ∑
let b=t
βf↓,bβba; a ∈ T lett−1>e
)
are algebraically independent over C because so is the set of the entries {βf↓,b; b ∈ T lett>f }. 
In order to define an overfield L of FT = C(αba) and FT ′ = C(βba) we assume αba = βba
except for
let a  t and col b col e col a. (3.2)
We define the relations between {αba} and {βba} for let a = t, t − 1 as follows.
(I) βba = αba + αbeβf↓,a for let a = t and col a > col e,
(II) βbf =
{−∑let a=t−1 αbaαa↓,e for let b = t,
αbe −∑let a=t−1 αbaαa↓,e for let b > t,
(III) αba =
{∑
let c=t βf↓,cβca for b = e and let a = t − 1,
βba for b 	= e and let a = t − 1.
The relations βbf for let b = t in (II) and αea in (III) are well defined because of Lemma 3.4(1)
and (2), respectively. Relations for let a  t −2 will be considered in Lemma 3.6. We shall show
in the next lemma that (I)–(III) lead to some relations between the generic vectors va and wa for
let a  t − 1.
Lemma 3.5. Under the relations (I)–(III) above, the generic vectors va (respectively wa) of T
(respectively T ′) satisfy
(1) va = wa if let a > t or col a < col e,
(2) ve −wf =∑c∈P t−1(e) αcevc↑,
(3) va −wa = −βf↓,ave for a ∈ T let t>e ,
(4) va = wa for a ∈ T let t−1>e .
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(2) Since let e = t and let f = t − 1 the sets of parameter cells of e in T and of f in T ′ are
P(e) = P t−1(e)∪ Pt−2(e), P ′(f ) = P ′t (f )∪ P ′>t (f ),
where we see P(e)∩ P ′(f ) = Pt−2(e) = P ′>t (f ). Since let(e↓) > t , ve↓ = wf↓ by (1), so
ve −wf =
∑
b∈P(e)
αbegvb −
∑
b∈P(f )
βbf gwb
=
∑
b∈P t−1(e)
αbegvb −
∑
c∈P ′t (f )
βcf gwc +
∑
c∈Pt−2(e)
(αcegvc − βcf gwc).
Substituting gvb = vb↑ −∑c∈P(b↑) αc,b↑gvc in the first sum where P(b↑) = Pt(b↑)∪P>t(b↑),
and wc = vc in the second and the third sums by (1) we see
ve −wf =
∑
b∈P t−1(e)
αbevb↑ −
∑
c∈P ′t (f )
( ∑
b∈P t−1(e)
αc,b↑αbe + βcf
)
gvc
−
∑
c∈Pt−2(e)
( ∑
b∈P t−1(e)
αc,b↑αbe − αce + βcf
)
gvc,
which is equal to
∑
b∈P t−1(e) αbevb↑ by the defining relation (III).
(3) If a ∈ T let t>e and b ∈ P(a) then P ′(a) = P(a)∪ {f↓} and let b > t so vb = wb , hence
va −wa =
∑
b∈P(a)
αbagvb −
∑
b∈P ′(a)
βbagwb
=
∑
b∈P(a)
(αba − βba)gvb − βf↓,agwf↓
= −
∑
e>b∈P(a)
αbeβf↓,agvb − βf↓,agwf↓.
The last equality follows from αba = βba if col b > col e, and αba − βba = −αbeβf↓,a if col b <
col e by the defining relation (I). Since P(b↑) = Pt (b↑)∪ P>t (b↑) we see
(va −wa)β−1f↓,a = −
∑
e>b∈Pt−2(a)
αbegvb −
∑
e>b∈P t−1(a)
αbe
(
vb↑ −
∑
c∈P(b↑)
αc,b↑gvc
)
−
(
wf −
∑
c∈P ′(f )
βcf gwc
)
,
where P ′(f ) = P ′(f )∪ P ′ (f ). Hence (va −wa)β−1 is equal tot >t f↓,a
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( ∑
e>b∈P t−1(a)
αbevb↑ +wf
)
+
∑
c∈P ′t (f )
( ∑
let(b↑)=t−1
αc,b↑αbe + βcf
)
gvc
+
∑
c∈Pt−2(e)
(
−αce +
∑
let(b↑)=t−1
αc,b↑αbe + βcf
)
gvc.
The first parenthesis is equal to ve by (2) just proved above, and both of the second and the third
parentheses are equal to zero by the defining relation (II). Thus va −wa = −βf↓,ave.
(4) Since P(a) = P ′(a)∪ {e} for a ∈ T t−1>e we see
va −wa =
∑
b∈P ′(a)
(αbagvb − βbagwb)+ αeagve
=
∑
b∈P ′>t (a)
αbag(vb −wb)+
∑
b∈P ′t (a)
αbag(vb −wb)+ αeagve,
since αba = βba for b 	= e and let a = t − 1 by the defining relation (III). The first sum is zero
because vb = wb by (1) since let b > t . In the second sum, vb −wb = −βf↓,bve if col b > col e
by (3) proved above, and zero if col b < col e by (1), so va −wa is equal to∑
b∈P ′t (a)
αbag(−βf↓,bve)+ αeagve = 0
by the defining relation (III). 
Denote by v(t−1)<e (respectively v(t)>e) the row vector consisting of the generic vectors va of
a ∈ T let t−1<e (respectively a ∈ T let t>e ), and by w(t−1)<f (respectively w(t)>f ), similarly. Lemma 3.5(2)–
(4) means
(
w
(t−1)
<f ,wf ,w
(t)
>f
)= (v(t−1)<e , ve, v(t)>e)
⎛
⎝ Ik −
tE Ok,l
01,k 1 F
Ol,k 0l,1 Il
⎞
⎠ ,
where E = (αa↓,e; a ∈ T let t−1<e ), F = (βf↓,b; b ∈ T let t>f ).
Here Ik (respectively Il) is the unit matrix of size k = |T let t−1<e | (respectively l = |T let t>e |), and
Ok,l is the k × l zero matrix.
Now we complete the defining relations between {αba} and {βba} including the case let a 
t − 2. Recall the partial order  on the set of vertices of G(T ); b  a if let b  let a and col b 
col a. When we use the notation b  a, a and b are presumed distinct.
Lemma 3.6. There are polynomials Yba,Xba in C[αdc,βdc; c < a] for each b ∈ P(a) and a ∈ T
such that if we set αba − βba = Yba then va −wa =∑ba Xbavb .
Proof. If let a  t + 1 or col a < col e then αba = βba by the definition, so va = wb. The cases
let a = t or t − 1 are contained in Lemma 3.5. We shall show the remaining cases let a  t − 2
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P(a) = P ′(a) so that
va −wa =
∑
b∈P˜ (a)
(αbagvb − βbagwb)
=
∑
b∈P˜ (a)
(
αbagvb − βbag
(
vb −
∑
cb
Xcbvc
))
=
∑
b∈P˜ (a)
(αba − βba)gvb +
∑
b∈P˜ (a)
(∑
cb
Xcbgvc
)
. (3.3)
The second equality follows from the induction since let b > let a. The cell c in the parenthesis
of the last sum in (3.3) satisfies let c > let b > let a = s so two cases occur.
(i) If let(c↑) < s = let a then c ∈ P(a) so add gvc to the first sum in (3.3).
(ii) If let(c↑) s (so c is a cell of T ) then c is not contained in P(a). Then we consider
gvc = vc↑ −
∑
d∈P(c↑)
αd,c↑gvd.
Leave the first term vc↑, while the cells d in the second sum satisfies let d > let(c↑) s = let a,
hence two cases occur.
(i) If let(d↑) < s = let a then d ∈ P(a) so add gvd to the first sum in (3.3).
(ii) If let(d↑)  s (so d is a cell of T ) then d is not an element of P(a). Then we consider
gvd = vd↑ − ∑h∈P(d↑) αh,d↑gvh. Leave the first term vd↑, while the cells h in second sum
satisfies let h > let(d↑) s = let a, hence two cases occur.
(i) If let(h↑) < s = let a then h ∈ P(a) so add gvh to the first sum in (3.3).
(ii) If let(h↑)  s then h is not an element of P(a). Then we consider gvh = vh↑ −∑
k∈P(h↑) αk,h↑gvh. Repeating these procedures we can write (3.3) eventually in a form
va −wa =
∑
ba
Xbavb +
∑
b∈P˜ (a)
(αba − βba − Yba)gvb
for some elements Xba,Yba in C[αdc,βdc; c < a]. Thus, if we set Yba = αba − βba then the
claim in lemma holds. 
Now we define the over field of FT and FT ′ by
L = FT (βf↓,c; let c = t) = FT ′(αa↓,e; let a = t − 1)
with the defining relations (I)–(III) and Yba = 0 in Lemma 3.6. From Lemmas 3.5 and 3.6 the
generic vectors {va} and {wa} for T and T ′ are represented by L-linear combinations each other;
(wa) = (va) ·J , J ∈ GLd(L). The proof of Proposition 3.1 is completed by applying Lemma 1.3.
Theorem B is a consequence of Proposition 3.1 because the LR-tableau Tˆ is obtained by a suc-
cession of shifts starting with T .
Applying shifts to LR-tableaux to construct the field L by the same relations as defined above
we prove Corollary C.
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commutative diagram:
ϕT : An(T ) −→ S(V,T ) ⊂ X(λ,d)⋃ ||
ϕT ′ : An(T ′) −→ S(V,T ′) ⊂ X(λ,d),
from which we see X(V,T ) ⊃ S(V,T ′). Since T is LR so is Te, which is the only difference
between Theorem B and Corollary C, implies that |T let t>e | < |T let t−1>e |. Hence the relation (III)
for b = e and let a = t − 1;
(αea; let a = t − 1) = (βf↓,c; let c = t) · (αca),
defines relations among {αea, αca; let a = t − 1, let c = t} by eliminating {βf↓,c; let c = t}.
Let Z be an irreducible component of the algebraic set in An(T ) defined by that relation. Then
the field L defined in the proof of Theorem B above, is a common overfield of the function field
of Z and FT ′ . Thus Theorem 1.3 can be applied to complete the proof of Corollary C. 
Remark.
(1) T<e is LR if and only if e is the leftmost cell of an irreducible bLR-subword of T let t,t−1.
(2) The converse of Corollary C does not hold; let T > T ′ be LR-tableaux of same shape such
that T coincides with T ′ except one cell e ∈ T and f ∈ T ′ with the same position and
let f = let e− 1. This does not imply T<e is LR. Consider for example T = 1 122 3 , T ′ =
1 1
3
2 1
with Tˆ ′ = 1 11
2 2
< T . In the case let(T ) = {1,2}, see Proposition 3.6.
Next, we prove Corollary D. For an LR-tableau T we consider relations of the generic sub-
spaces WT and WT ′ where T ′ is one of the following six subtableaux of T ;
(1) Tcols , (2) Trowr , (3) T lett , (4) Tcol>s, (5) Trow<r, (6) T let<t .
We use the following notations; Tk is the subtableau in the case (k) above, P(a,Tk) is the set of
parameter cells of a in Tk , and
v′a = gv′a↓ +
∑
b∈P(a,Tk)
αbagv
′
b for a ∈ Tk, (3.4)
be the generic vectors for Tk . T is LR implies that T4, T5, T6 are LR and that the LR-tableau Tˆ3
associated to T3 is obtained by replacing the letter l  t in each cell of T3 = Tt by the letter
l − t + 1, while T1 and T2 are not LR in general.
Case (1)–(3). For k = 1,2,3 we see by definition
P(a,Tk) =
{
b ∈ Tk; let(b↑) < let a < let b, col b < col a
}
= P(a,T ) for a ∈ Tk,
3650 T. Maeda / Journal of Algebra 319 (2008) 3621–3652so that the generic vector (3.4) is equal to the generic vector va for T . The morphisms ϕT and
ϕTk associated to T and Tk together with a projection ψ : An(T ) → An(Tk), induce a dominant
rational map φk : S(V,T ) · · · → S(V, Tˆk) ⊂ G(V ′, |Tk|). Geometrically, φk are described by
φ1 : S(V,T ) · · · → S(Vcols , Tˆcols), φ1(W) = W ∩ Vcols ,
φ2 : S(V,T ) → S
(
f r−1V, Tˆrowr
)
, φ2(W) = W ∩ f r−1V,
φ3 : S(V,T ) → S
(
V, Tˆ lett
)
, φ3(W) = f t−1W,
where φ2 and φ3 are morphisms.
Case (4). T ∞4 = T ∞col>s ⊂ T ∞ implies P(a,T4) ⊂ P(a,T ) for a ∈ T4. Hence the generic
vector (3.4) for T4 is obtained by setting αcb = 0 in the generic vector va of T for all c ∈ P(b,T )
where b’s are not contained in T4. The rational map
φ4 : S(V,T ) · · · → S(V/Vcols , Tcol>s), W → W
W ∩ Vcols =
〈W,Vcols〉
Vcols
is dominant.
Case (5). For a ∈ T5 = Trow<r we see
P(a,T5) =
{
b ∈ T5 ∪ T ∞5 ; let(b↑) < let a < let b, col b < col a
}
= P(a,T )rowr ∪ P ′,
where P ′ = {b = (r, s) ∈ T ; s < col a, T let arowr,col s 	= φ}.
If the set P ′ is not empty then the rational map
φ5 : S(V,T ) · · · → S
(
V/f r−1V,Trow<r
)
, W → W
W ∩ f r−1V =
〈W,f r−1V 〉
f r−1V
is not dominant. For example, if T = 11 and a = (12) ∈ Trow<2 = 1 then P ′ = {(21)}.
Case (6). We see P(a,T6) = P(a,T ) for a ∈ T6 = T let<t , so the generic vector (3.4) for T6
is obtained by setting gv′b = xb↑ in the generic vector va of T for all b ∈ T ∞6 . The domi-
nant rational map φ6 : S(V,T ) · · · → S(V ′, T let<t ) is a morphism and, as we proved in The-
orem A, S(V ′, T let<t ) is isomorphic to the fiber φ−13 (U) of the morphism φ3 : S(V,T ) →
S(V,T lett ), φ3(W) = f t−1W , for any U ∈ S(V,T lett )o. This means that φ3 ×φ6 : S(V,T ) →
S(V,T lett )× S(V ′, T let<t ) is a birational morphism.
Now we conclude the proof of Corollary D. Let T and T ′ be LR-tableaux such that
|T | = |T ′| = d and T > T ′, i.e. X(V,T ) ⊃ S(V,T ′). Let (Tk, T ′k) be one of the pairs (1)
(Tcols , T ′cols), (2) (Trowr , T ′rowr ), (4) (Tcol>s,T ′col>s) and assume |Tk| = |T ′k | = d ′. In the
commutative diagram
φk : X(V,T ) X(V ′, Tˆk) ⊂ G(V ′, d ′)
φ′k : S(V,T ′) S(V ′, Tˆ ′k) ⊂ G(V ′, d ′)
T. Maeda / Journal of Algebra 319 (2008) 3621–3652 3651both of the rational maps φk and φ′k are dominant as shown above, which implies that S(V ′, Tˆ ′k) ⊂
X(V ′, Tˆk). 
We close this paper with a question and examples.
Question. Let T ,T ′ be LR-tableaux of the same shape λ/μ and contents ν(T )ν(T ′). If T 	= T ′,
Tˆ<λ1  Tˆ ′<λ1 and T>1  T
′
>1 then is it true T > T
′? Here T>1 (respectively T<λ1 ) is the tableau
obtained by deleting from T the first column (respectively the rightmost column) of T .
If the answer to this question is affirmative then an induction on |T | can be applied to de-
termine the order relations among LR-tableaux of a fixed shape. If a tableau T is of shape
{(i, d + 1 − i); 1  i  d} then we can identify the associated word w(T ) with T , and call
such a T a word-tableau of length d . Denote by T  T ′ if there is a cell e in T such that Tcol<e
is LR and that T ′ is obtained from T replacing the cell e by a cell f with let f = let e − 1 as in
Corollary C. The above question is true for LR [2]-words.
Proposition 3.7. Let w = a1 · · ·an and u = b1 · · ·bn be LR [2]-words.
(1) If w > u then let ai  let bi for all 1 i  n.
(2) If w>1  u>1, w<n  u<n and |wlet 1| < |ulet 1| then w > u, and there are LR [2]-words
w(1), . . . ,w(r) such that w  w(1)  · · ·  w(r) = u.
Proof. (1) Deleting a1 and b1 if a1  b1 we obtain a contradiction from a1 < b1 and w > u. For,
if u is bLR then n = 2m is even and the content ν(u) = (m,m), a contradiction to ν(w)  ν(u)
since w  u. Hence there is a 2  d < n such that ud is bLR. Since w  u we see wˆd 
uˆd = ud , which implies wˆd = ud , so b1 = aˆ1 = a1 = 1, a contradiction.
(2) If a1 < b1 then wˆ<n  uˆ<n implies bˆ1  aˆ1 = a1 = 1 by (1), in which case u is bLR,
a contradiction to |wlet 1| < |ulet 1|. Hence a1  b1, so ai  bi for all 1  i  n by (1) since
w>1  u>1. We shall show that w<i is LR for any i ∈ [n−1] such that ai > bi . For, suppose w<i
is not LR. Then there is a j < i such that wj∗<i = 2z for a bLR word z (or z = φ if j = i − 1).
Hence wˆj∗i = 2z2∧ = 1z1 	> uˆj∗i = 2z1∧ = 2z1, which contradicts the assumption
wˆ<n  uˆ<n since (wˆ<n)∧j∗j = wˆj∗i . Let {i ∈ [n − 1]; ai > bi} = {i1, . . . , ir }<. Then
w(ir , . . . , ik+1)<ik = w<ik is LR as shown above. Hence w  w(ir )  · · ·  w(ir , . . . , i1) = u,
so that w  u. 
We remark three facts.
(1) If let(T ) 	⊂ {1,2} then Proposition 3.6(1) does not hold; for example 1321 > 2211. On the
other hand, ai  bi for all 1 i  n does not imply w  u; 2211 	> 2111 (since 22∧ = 11 	> 21).
(2) Tˆ<λ1  Tˆ ′<λ1 and T>1  T ′>1 do not imply ν(T )  ν(T ′); if w = 14321111, u = 22221111
then w>1 = 432111 > u>1 = 222111 and w<8 = 1432111 > uˆ<8 = 2222111∧ = 1222111, but
the contents ν(w) = (5111)  ν(u) = (44).
(3) aia∧i+1  bib∧i+1 for all 1  i  n − 1 does not imply w = a1 · · ·an  u = b1 · · ·bn; for
w = 2322111 and u = 2312111 we see wˆ4 = 2322∧ = 1211 	> uˆ4 = 2312∧ = 2211. We note
that aia∧i+1  bib∧i+1 is equivalent to the condition that ai  ai+1 implies bi  bi+1.
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