Abstract. A finite volume method for the simulation of compressible aerodynamic flows is described. Stabilisation and shock capturing is achieved by the use of an HLLC consistent numerical flux function, with acoustic wave improvement. The method is implemented on an unstructured hybrid mesh in three dimensions. A solution of higher order accuracy is obtained by reconstruction, using an iteratively corrected least squares process, and by a new limiting procedure. The numerical performance of the complete approach is demonstrated by considering its application to the simulation of steady turbulent transonic flow over an ONERA M6 wing and to a steady inviscid supersonic flow over a modern military aircraft configuration.
Introduction
Unstructured mesh methods are now widely employed for the simulation of general industrial aerodynamic flow problems. This is mainly due to the ease and rapidity with which complex geometrical domains may be meshed, using fully automatic mesh generation procedures. A wide variety of unstructured mesh flow solution algorithms have been proposed, employing finite volume or finite element methods and different approaches for stabilisation and shock capturing [1] - [11] . A major difficulty, that is often encountered by an analyst employing these methods, is the maintenance of an acceptable level of accuracy while, simultaneously, ensuring robustness over a range of flow speeds.
In this paper, the first step in the discretisation process is the triangulation of the computational boundaries and this is accomplished using an advancing front approach [12] . For inviscid flows, the computational domain is discretised using isotropic tetrahedral elements created by a Delaunay procedure with automatic point creation [13] . For viscous flows, the advancing layers method [14, 15] is used first to generate layers of stretched tetrahedra in the vicinity of solid surfaces and then the remainder of the computational domain is discretised using isotropic tetrahedral elements. Using the structure in the mesh generated by the advancing layers method, the stretched tetrahedra are merged where possible to create a consistent hybrid mesh of prisms and tetrahedra [16] . On these meshes, the compressible Navier-Stokes equations are discretised using a cell-vertex finite volume approach. Stabilisation of the resulting centered discreisation and shock capturing is achieved by replacing the physical inviscid flux function by a consistent numerical upwind flux function [17] . The numerical inviscid flux function employed here is computed using the parameter free HLLC Riemann solver [18] , which is a modification of that introduced in the original HLL scheme [31, 19] . A modification to the traditional HLLC acoustic wave speeds is introduced, to improve stability at transition from subsonic to supersonic flow conditions. A higher order extension is achieved in the traditional manner of solution reconstruction and limiting [20] . Galerkin [21] and least squares methods [22] have been widely used in the reconstruction process and, here, an iteratively corrected least squares approach is employed to achieve an accurate estimation of the solution gradient. Stability and conservation concepts are then used to develop a differentiable slope limiter that is a modification of that introduced initially by Barth and Jespersen [23] . The numerical performance of the complete procedure is illustrated by considering the simulation of transonic turbulent flow over a wing and supersonic inviscid flow over a generic modern military aircraft configuration.
Governing Equations
The Favre averaged equations governing three dimensional turbulent compressible flow are expressed, relative to a Cartesian (x 1 , x 2 , x 3 ) coordinate system, over a fixed volume V with a closed surface S , in the integral form
where the summation convention is employed and n = (n 1 , n 2 , n 3 ) denotes the unit outward normal vector to S . In this equation, the unknown Q, the inviscid flux vectors F α and the viscous flux vectors G α are defined by
where ρ, p and E denote the averaged density, pressure and total energy of the fluid respectively, u α is the averaged velocity of the fluid in direction x α , t is the time and δ α,β is the Kronecker delta. The averaged deviatoric stress tensor is defined by
and the averaged heat flux is given by
In these equations, µ denotes the sum of the laminar and the turbulent viscosity, k is the sum of the laminar and the turbulent thermal conductivity and T is the averaged absolute temperature. The equation set is completed by the addition of the perfect gas equations of state. The laminar viscosity is assumed to vary with temperature according to the Sutherland Law [24] and the distribution of the turbulent viscosity is determined using a one equation Spalart-Allmaras model [25] . The Prandtl number is taken to be constant. Steady state solutions of the resulting equation set are sought in a fixed spatial computational domain Ω.
Finite Volume Method
On the generated consistent hybrid primal mesh, nodes are located at the vertices of the elements and the spatial discretisation of equation (2.1) is accomplished using a cell vertex finite volume method. This requires the construction of a dual mesh, in which each cell of the dual is associated with a single node of the primal mesh. For those regions in which the primal mesh consists only of isotropic tetrahedral cells, a median dual mesh is constructed by connecting cell edge midpoints, cell centroids and cell face centroids, such that only one node is present within each dual mesh cell [16] . With this strategy, each node I of the domain mesh is associated with a volume Ω I of the dual mesh. The boundary surface of the volume Ω I is denoted by Γ I . Each edge of the domain mesh is associated with a segment of the dual mesh interface between the nodes connected to the edge. This segment is a surface constructed from triangular facets, where each facet is connected to the midpoint of the edge, a neighboring element centroid and the centroid of an element face connected to the edge, as illustrated in Figure 1 . The midpoint of the edge between node I and J is denoted by x IJ m , the centroid of the face with vertices I, J and K is denoted by x IJK s and the element centroid is designated by x c . The bold lines on the dual mesh in this figure illustrate the boundaries between the edges with which the dual mesh segment is associated. With this dual mesh definition, the volume Ω I can be viewed as being constructed in terms of a set of tetrahedra, as illustrated for a typical interior node I in Figure 2 . The surface of the dual mesh cell surrounding node I is defined in terms of the closed set of planar triangular facets Γ K I , where each facet only touches a single edge of the domain mesh. The set of facets touching the edge between nodes I and J is denoted by Γ IJ .
In general, the median dual approach cannot be used for the hybrid elements produced by merging the stretched tetrahedra generated by the advancing layers method. This is because cells created in this way may be warped so severely that a vertex can lie outside the corresponding median dual cell. This may occur in regions of high geometry curvature or at the interface between the hybrid and isotropic meshes. To overcome this problem, the information contained in the primal tetrahedral mesh is used to ensure that the topology of the control volume cells is valid [10, 16] . Equation (2.1) is applied to each cell Ω I of the dual mesh in turn. To perform the numerical integration of the inviscid fluxes over the surface Γ I of this cell, a set of coefficients is calculated for each edge using the dual mesh segment associated with the edge. The values of these coefficients for an internal edge are evaluated as [17, 26] 
is the component, in direction x α , of the outward unit normal vector of the facet from the viewpoint of node I. The integral of the inviscid flux over the surface Γ I is then approximated, using the summation of edge contributions, as [17, 27] 
where Λ I denotes the set of nodes connected to node I by an edge in the domain mesh. Here,
is a consistent numerical inviscid flux function and
is the velocity in the direction of the edge connecting nodes I and J. Similarly, the integral of the viscous flux over the surface Γ I is approximated as
where the physical viscous flux function is employed [16] .
HLLC Numerical Inviscid Flux Function
Stabilisation of the resulting discretisation is achieved by replacing the physical inviscid flux function in equation (3.2) by a consistent numerical upwind flux function [17] and the numerical flux function employed here is computed using the HLLC Riemann solver [18, 19] . With this solver, for the edge connecting nodes I and J, the central idea is to assume that the solution of the Riemann problem consists of three waves separating the four constant states Q I , Q L IJ , Q R IJ and Q J , as illustrated in Figure 3 . In this case, the solution of the Riemann problem for the edge consists of a contact wave and two acoustic waves, which may be either shocks or expansion fans. Godunov's method [20] is employed to construct the approximate solution by averaging intermediate states in the exact solution, respecting certain principles, such as exactly resolving isolated shocks and contact discontinuities. The respective wave speeds S L , S M and S R are determined by averaging, in an appropriate manner [19] . In this way, the entries in the vector Q L IJ are evaluated as 
and the entries in Q R IJ are defined similarly. In these equations,
and q
while the speed of the contact wave is computed as
When the acoustic wave speeds S L IJ and S R IJ are defined, the HLLC numerical inviscid flux function, for use in equation (3.2) , is evaluated as
where
using the Rankine-Hugoniot conditions.
Acoustic wave speeds
Usually, in the standard implementation of the HLLC numerical flux function, the acoustic wave speeds are determined in the form [19] 
Here, H denotes the enthalpy. With this definition, at a transition from a subsonic state to a supersonic state in the direction of the flow, i.e. S L IJ < 0 and S R IJ > 0, the HLLC flux function is given by equation (4.6). However, when the transition is from a supersonic state to a subsonic state, i.e. S L IJ > 0 and S R IJ > 0, the HLLC flux function is taken as the left value, which represents a propagation of the discontinuity in the initial value to the right. In this case, q R IJ − c R IJ < 0, which corresponds to a positive acoustic wave on the left and a negative acoustic wave on the right, so that the initial discontinuity does not propagate. It is apparent that, in this case, an average value gives a better representation of the flux at the origin. To achieve this, in the current implementation, the approximations adopted for the acoustic wave speeds are replaced by the expressions 
Higher order extension
The formulation that has been described leads to a first order finite volume scheme for the compressible flow equations. A higher order extension may be constructed in the standard form [20] , by using reconstructed interface values in the HLLC solver. The method adopted works with a reconstruction for the primitive variables, i.e. for the density, the velocity components and the energy. This means that, for a typical primitive scalar variable, Q, the quantities Q L IJ and Q R IJ , which are employed in the HLLC formulation of the Riemann problem, are replaced by the expressions
where δQ IJ and δQ JI denote appropriate approximations that depend upon the computed gradients of Q within the respective cells. To ensure stability of the resulting solution procedure, for the simulation of flows involving discontinuities or steep gradients, these computed gradients must be limited in some fashion [20] .
Gradient approximation
The gradient of the primitive variables may be computed in a variety of ways. The Green-Gauss method, which is based upon a contour integral around a control volume, has been widely employed [21] . However, this is generally not exact even for linear functions and its accuracy is highly dependent on shapes of the mesh cells. Methods based upon a least squares procedure are generally better and produce more accurate approximations to the solution gradients on distorted meshes [22] . The objective is to construct an approximation to the gradient of a typical scalar variable Q, at a given vertex I, from the requirement that
where h IJ is the edge vector connecting vertex I to vertex J. This requirement may be expressed in the equivalent matrix form
where A I is a Λ I × 3 matrix and b I is a Λ I × 1 vector, with typical entries defined by (A I ) JK = (h IJ ) K and (b I ) J = Q J − Q I . As the number of unknowns is not generally equal to the number of equations, a solution to the problem may be obtained, in a least squares sense, as the vector (∇Q) that minimizes the norm defined by
This problem is classical in optimization theory and the solution can be written as An alternative procedure for the estimation of the gradient can be obtained by re-writing the requirement of equation (4.12) in the form
Note now that the right hand side here can be regarded as an approximation to the derivative along the edge, whereas previously the right hand side was just an edge difference. Equations (4.12) and (4.16) are, of course, mathematically equivalent, but the corresponding least squares solutions are different, with the formulation of equation (4.16) leading to a weighted least squares approximation. In this case, the weighted norm is defined as
Since the square of the unweighted norm for equation (4.16) can be expressed as
it is apparent that the unweighted least squares solution of equation (4.16) is obtained from the weighted least squares solution of equation (4.13) with weights w IJ = 1/|h IJ |, i.e. the weights are the inverse of the edge lengths. This LS formulation for estimation of the nodal gradients was originally proposed by Mavriplis [22] .
In an attempt to improve this estimation of the solution gradient, equation (4.16) is used as the basis for an iterative procedure and the resulting method can be termed an iteratively corrected least squares method. For this process, it is convenient at this stage to write equation (4.16) in the matrix form of equation (4.13), noting that now this requires that A I and b I are to be re-defined as Using Taylor's Theorem, it follows that
where H(η) denotes the Hessian evaluated at some point η on the edge h IJ . By taking η to be located at the midpoint of h IJ , the approximation
can be adopted and, in this case, equation (4.18) reduces to
In this equation, (∇Q) I and (∇Q) J are unknown and the approach advocated here is to obtain the solution using an iterative process. The least squares estimate of the gradient, (∇Q) 0 I , is computed first using equation (4.15) and the improved estimate, (∇Q) n I for n = 1, 2, . . . , is obtained iteratively using the equation
In practice, the solution is computed using the algorithmic steps:
1. compute the least squares estimate of the gradient as It should be noted that the pseudo-inverse matrix depends only on the mesh, which means that it need only be computed once and stored, which improves the computational efficiency of the algorithm. Note also that each iteration increases the size of the stencil of points that are employed, which improves the accuracy of the process at each step. It has been shown [22] that the classical least squares method can produce accurate estimation of the solution gradient on isotropic meshes, but a significant loss of accuracy is observed in highly stretched meshes. In this case, the accuracy may be improved by using the weighted least squares approach, although the results obtained for the nodal gradients are only exact for linear functions. At convergence, the iterative method described here produces results which are exact for quadratic functions.
Numerical demonstration
To demonstrate the numerical performance of the iteratively corrected least squares method, consider the problems of reconstructing initially a general quadratic polynomial and then a general quartic polynomial on a domain in the shape of a cube. The domain is discretised using a mesh of isotropic tetrahedral elements and a view of a cut through the domain mesh and the corresponding surface discretisation is given in Figure 4 . In each case, the norms of the gradient obtained by the basic least squares method and by the iteratively corrected least squares method are compared with the known exact distribution. Figure 5 shows the distribution of contours of the norm of the gradient of the exact solution, for the case of the quadratic function, on a cut through the domain and on the surface. The results obtained from the least squares method are shown in Figure 6 and the corresponding results, after 100 iterations, of the iteratively corrected least squares solution are shown in Figure 7 . It is apparent that the gradient is accurately reconstructed by the iteratively corrected process, especially on boundaries where the gradient is much more difficult to estimate, and convergence of the logarithm of the L 2 error norm, as the number of iterations is increased, is shown in Figure 8 . This example demonstrates that the iteratively corrected least squares method produces the exact gradient for quadratic functions, while the classical least squares method gives Figure 12 , it is apparent most of the improvement in the computed gradient values occurs during the few first iterations. This suggests that a small number of iterations can be sensibly used in practice.
Limiter design
Any slope limiter that is employed, to prevent solution over/under shooting, must possess certain properties [17, 20] . As the higher order correction of equation (4.11) changes the value of the variables on each side of a dual mesh interface, it is necessary to ensure that the integral of each variable over the volume defined by the interface and the vertices of the adjacent cells is conserved, i.e.
where Q andQ refer to the values of any variable before and after application of the limiting. Here, V IJ is the shaded volume indicated schematically, for a two dimensional case, in Figure 13 . This requirement will be satisfied provided that
which implies that
To ensure satisfaction of this conservation condition, the minmod function defined by is employed. When this function is used with arguments δQ IJ and δQ JI , both derivatives are set to zero, if the derivatives at nodes I and J have opposite sign, and are set to the same value if the derivatives at these nodes have the same sign. Higher order schemes are oscillatory not only in the vicinity of discontinuities but also in regions showing steep gradients in the solution. To ensure a non-oscillatory scheme, the requirement
is imposed. Using the local extremum diminishing (LED) concept [28] this condition may be satisifed using the Barth and Jespersen limiter [23] . This was originally devised for use with a cell centered scheme but is employed here in the cell vertex context. For each edge h IK , the quantity Figure 10 : Contours of the norm of the gradient computed by the basic least squares method on a cut through the cube and on the surface, when the function is a general quartic.
Φ IK is defined as
and the limiter on the edges connected to node I is then obtained as
With this definition, the computed solution gradient h IK ·∇Q I is then replaced by Φ I h IK ·∇Q I . In practice, this limiter shows an excessive smoothing of the gradient, especially for transonic flows, due to the fact that, when the condition of equation (4.28) is violated, the gradient in all directions is normalized in terms of the dominant gradient. This causes the relatively small gradients to be reduced to almost zero. This limiter is also non-differentiable and this is known to cause problems with the convergence of high order finite volume schemes [29] . In practice, therefore, the definition of equation (4.29) is replaced by
where sg n (t) = t/(1 + t n )
1 n denotes a family of functions derived from a sigmoid function [30] . In this form, the limiter is differentiable and provides a gradual gradient normalization. This limiter Figure 11 : Contours of the norm of the gradient computed by the iteratively corrected least squares method, after 100 iterations, on a cut through the cube and on the surface, when the function is a general quartic.
is used without taking the minimum over the index K, which may reduce excessively the gradient. In addition, the sigmoid function has the attractive properties that sg n (t) ≤ t and sg n (t) ≤ 1 for t ≥ 0. This property guaranties that the condition of equation (4.28) will be satisfied and the nonamplification of local gradients. Furthermore, sg n (t) is a good approximation of the minimum function, since lim
The value n = 4 is adopted for inviscid flows, while the value n = 2 is chosen for viscous flows.
Numerical Results
The solution is advanced in time to steady state using an explicit multi-stage Runge Kutta [32] procedure and the convergence is accelerated by the use of local time stepping. To demonstrate the effectiveness of the resulting flow solver, simulations are presented of viscous transonic flow over an ONERA M6 wing and of inviscid supersonic flow over a generic F15 configuration.
Flow over an ONERA M6 wing
For the analysis of viscous transonic flow over an ONERA M6 wing, the wing surface is discretised using 110 286 triangles and 55 145 nodes. For the domain discretisation, a region consisting of 924 990 prismatic elements is generated first in the vicinity of the wing surface, by the advancing layers method, with the first layer at a distance of 1 × mesh on the wing surface and on the symmetry plane and a corresponding view of the computed distribution of the pressure coefficient, C p , contours. The convergence behaviour is demonstrated in Figure 15 , which displays the variation of the logarithm of L 2 norm of the residual with the number of iterations. The chordwise profiles of the pressure coefficient are compared to experimental results at different spanwise stations in Figure 16 . These results show a very good agreement with experiment, especially at the station corresponding to 80% of wing semi-span. Agreement of this quality is often difficult to obtain, since the station is located very close to the intersection point of λ shock that occurs on the upper surface of the wing. This is illustrated in Figure 17 which shows the comparison, at this station, between the distribution computed with the approach described in this paper and the centered two-parameter approach employed previously [16, 10] . The quality of the previous results can certainly be improved by tuning the free parameters, but this requirement is avoided with the upwind HLLC implementation. It should be noted, however, that the cpu [16, 10] and by the method described in this paper at 80% of the wing semi-span.
requirement for this test case is around 15% greater than that of the previous scheme.
Flow over an F15 configuration
To demonstrate the robustness of the proposed scheme, it is now applied,without any modification, to the simulation of an inviscid supersonic flow over a generic F15 military configuration. The aircraft surface is discretized using 423 194 triangles with 211 599 nodes and the domain is discretised with a mesh of 7 599 995 tetrahedral elements and 1 299 923 nodes. For the first simulations, the free stream Mach number is set to 2 and the angle of attack is 3 0 . Figure 18 shows a cut through the domain mesh and a view of the discretised surface. The corresponding computed pressure coefficient contour distributions are also shown in this figure and it is apparent that the shocks are cleanly captured. The convergence behaviour is demonstrated in Figure 19 , which displays the variation of the logarithm of L 2 norm of the residual with the number of iterations. To further demonstrate the robustness of the scheme, the simulation is repeated with the free stream Mach number increased to 3, but at the same angle of attack. The corresponding results are shown in Figure 20 and in Figure 21 and demonstrate the robustness of the method with respect to a range of flow speeds and geometric complexity.
Conclusions
The paper has described the implementation of an HLLC finite volume method for the solution of the compressible Navier Stokes equations on unstructured meshes. The main contributions include the improvement in the calculation of the acoustic wave speed within the HLLC Riemann solver, a new limiter design based on a stability analysis and the use of the iteratively corrected least squares method to improve the approximation of the gradient reconstruction. The results of the simulation of a turbulent transonic flow over an ONERA M6 wing and of a supersonic inviscid flow over a military aircraft configuration are included. The results obtained demonstrate the accuracy and robustness of the proposed approach, in terms of convergence and stability, for Mach numbers ranging from 0.8395 to 3, without the requirement of tuning any free parameters.
