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CROSSED MODULES AND SYMMETRIC COHOMOLOGY OF
GROUPS
MARIAM PIRASHVILI
Abstract. This paper links the third symmetric cohomology (introduced by
Staic [9] and Zarelua [11]) to crossed modules with certain properties. The
equivalent result in the language of 2-groups states that an extension of 2-
groups corresponds to an element of HS3 iff it possesses a section which pre-
serves inverses in the 2-categorical sense. This ties in with Staic’s (and Zare-
lua’s) result regarding HS2 and abelian extensions of groups.
1. Introduction
Let G be a group andM be aG-module. Symmetric cohomologyHS∗(G,M) was
introduced by M. Staic [8] as a variant of classical group cohomology. A. Zarelua’s
prior definition [11] of exterior cohomology H∗λ(G,M) is very closely related to this,
as shown in [6]. Namely, we proved in [6] that the symmetric cohomology has a
functorial decomposition
HS∗(G,M) = H∗λ(G,M)⊕H
∗
δ (G,M),
where Hiδ(G,M) = 0 when 0 ≤ i ≤ 4 or M has no elements of order two.
There are natural homomorphisms αn : HSn(G,M) → Hn(G,M) (and βn :
Hnλ (G,M) → H
n(G,M)), which are isomorphisms for n = 0, 1 and a monomor-
phism for n = 2. This was shown by Staic in [9]. According to our results in [6],
the map αn is an isomorphism for n = 2 if G has no elements of order two. In this
case, α3 is a monomorphism. More generally, αn is an isomorphism if G is torsion
free.
Classical H2(G,M) classifies extensions of G by M . Staic showed in [9] that
HS2(G,M) classifies a subclass of extensions of G by M , namely those that have
a section preserving inversion.
It is also well-known that H3(G,M) classifies the so-called crossed extensions of
G by M [4], or equivalently H3(G,M) classifies 2-groups Γ, with pi0(Γ) = G and
pi1(Γ) =M .
The main result of this paper is that for groups G with no elements of order 2 the
group HS3(G,M) classifies crossed extensions of G by M with a certain condition
on the section.
There has been interest in the mathematical community in exploring symmetric
cohomology. Several papers have already been published on this topic, e.g. [2],[3],
[7], [10].
2. Preliminaries
2.1. Preliminaries on symmetric cohomology of groups. Let G be a group
and M be a G-module. Recall that the group cohomology H∗(G,M) is defined as
the cohomology of the cochain complex C∗(G,M), where the group of n-cochains
of G with coefficients in M is the set of functions from Gn to M : Cn(G,M) =
1
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{φ : Gn →M} and coboundary map dn : Cn(G,M)→ Cn+1(G,M) is defined by
dn(φ)(g0, g1, · · · , gn) = g0 · φ(g1, · · · , gn)
+
n∑
i=1
(−1)iφ(g0, · · · , gi−2, gi−1gi, gi+1, · · · , gn)
+ (−1)n+1φ(g0, · · · , gn−1).
A cochain φ is called normalised if φ(g1, · · · , gn) = 0 whenever some gj = 1. The
collection of normalised cochains is denoted by C∗N (G,M) and the classical nor-
malisation theorem claims that the inclusion C∗N (G,M) → C
∗(G,M) induces an
isomorphism on cohomology.
In [8] Staic introduced a subcomplex CS∗(G,M) ⊂ C∗(G,M), whose homology
is known as the symmetric cohomology of G with coefficients in M and is denoted
by HS∗(G,M). The definition is based on an action of Σn+1 on C
n(G,M) (for
every n) compatible with the differential. In order to define this action, it is enough
to define how the transpositions τi = (i, i + 1), 1 ≤ i ≤ n act. For φ ∈ C
n(G,M)
one defines:
(τiφ)(g1, g2, g3, · · · , gn) =


−g1φ(g
−1
1 , g1g2, g3, · · · , gn), if i = 1,
−φ(g1, · · · , gi−2, gi−1gi, g
−1
i , gigi+1, · · · , gn), 1 < i < n,
−φ(g1, g2, g3, · · · , gn−1gn, g
−1
n ), if i = n.
Denote by CSn(G,M) the subgroup of the invariants of this action. That is,
CSn(G,M) = Cn(G,M)Σn+1 . Staic proved that CS∗(G,M) is a subcomplex of
C∗(G,M) [8], [9] and hence the groups HS∗(G,M) are well-defined. There is an
obvious natural transformation
αn : HSn(G,M)→ Hn(G,M), n ≥ 0.
According to [8],[9], αn is an isomorphism if n = 0, 1 and is a monomorphism for
n = 2. For extensive study of the homomorphism αn for n ≥ 2 we refer to [6].
Denote by CS∗N (G,M) the intersection CS
∗(G,M) ∩ C∗N (G,M). Unlike to the
classical cohomology the inclusion CS∗N (G,M) → CS
∗(G,M) does not always in-
duces an isomorphism on cohomology. The groups H∗λ(G,M) = H
∗(CS∗N (G,M)
are isomorphic to the so called exterior cohomology of groups introduced by Zarelua
in [11]. According to [6] the canonical map
γn : H
n
λ (G,M)→ HS
n(G,M)
induced by the inclusion CS∗N (G,M) → CS
∗(G,M), is an isomorphism if n ≤ 4,
or M has no elements of order two.
2.2. Symmetric extensions and HS2. It is a classical fact, that H2(G,M) clas-
sifies the extension of G by M and H3(G,M) classifies the crossed extensions of
G by M . One can ask what objects classify the symmetric cohomology groups
HS2(G,M) and HS3(G,M). The answer to this question in the dimension two
was given in [9]. The aim of this work is to prove a similar result in the dimension
three.
Let G be a group and M be a G-module. Recall that an extension of G by M is
a short exact sequence of groups
0→M
i
−→ K
p
−→ G→ 0
such that for any k ∈ K and m ∈ M , one has ki(m)k−1 = i(p(k)m). An s-section
to this extension is a map s : G → K such that p ◦ s(x) = x for all x ∈ G.
Let Extgr(G,M) be the category whose objects are extensions of G and M and
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morphisms are commutative diagrams
0 // M
id

i
// K

p
// G //
id

0
0 // M
i′
// K ′
p′
// G // 0
The set of connected components of the category Extgr(G,M) is denoted by
Extgr(G,M). It is well-known that there exists a natural map Extgr(G,M) →
H2(G,M), which is a bijection. To construct this map, one needs to choose an
s-section s and then define f ∈ C2(G,M) by
s(x)s(y) = i(f(x, y))s(xy).
One checks that f is a 2-cocycle and its class in H2 is independent of the chosen
s-section s.
Let 0 → M
i
−→ K
p
−→ G → 0 be an extension and s be a s-section. Then s is
called symmetric if s(x−1) = s(x)−1 holds for all x ∈ G. An extension is called
symmetric if it possesses a symmetric s-section. The symmetric extensions form a
full subcategory ExS(G,M) of the category Extgr(G,M). The set of connected
components of ExS(G,M) is denoted by ExS(G,M). The main result of [9] claims
that the restriction of the bijection Extgr(G,M)→ H2(G,M) on ExS(G,M) yields
a bijection ExS(G,M)→ HS2(G,M).
2.3. Crossed Modules. Recall the classical relationship between third cohomol-
ogy of groups and crossed modules. A crossed module is a group homomorphism
∂ : T → R together with an action of R on T satisfying:
∂(rt) = r∂(t)r−1 and ∂ts = tst−1, r ∈ R, t, s ∈ T.
It follows from the definition that the image Im(∂) is a normal subgroup of R, and
the kernel Ker(∂) is in the center of T . Moreover the action of R on T induces an
action of G on Ker(∂), where G = Coker ∂.
A morphism from a crossed module ∂ : T → R to a crossed module ∂′ : T ′ → R′
is a pair of group homomorphisms (φ : T → T ′, ψ : R→ R′) such that
ψ ◦ ∂ = ∂′ ◦ φ, φ(rt) = ψ(r)φ(t), r ∈ R, t ∈ T.
For a group G and for a G-module M one denotes by Xext(G,M) the category of
exact sequences
0→M → T
∂
−→ R→ G→ 0,
where ∂ : T → R is a crossed module and the action of G on M induced from
the crossed module structure coincides with the prescribed one. The morphisms in
Xext(G,M) are commutative diagrams
0 // M //
id

T
φ

∂
// R
p
//
ψ

G //
id

0
0 // M // T ′
∂′
// R′
p′
// G // 0
where (φ, f) is a morphism of crossed modules (T,G, ∂) → (T ′, G′, ∂′). We let
Xext(G,M) be the class of the connected components of the category Xext(G,M).
Objects of the category Xext(G,M) are called crossed extensions of G by M .
It is a classical fact (see for example [4]) that there is a canonical bijection
ξ : Xext(G,M)→ H3(G,M).
The map ξ has the following description. Let 0 → M → T
∂
−→ R
p
−→ G → 0 be a
crossed extension. An s-section of it is a pair of maps (s : G→ R, σ : G×G→ T )
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for which the following hold
ps(x) = x, s(x)s(y) = ∂(σ(x, y))s(xy), x, y ∈ G.
An s-section is called normalised if s(1) = 1 and σ(1, x) = 1 = σ(x, 1) for all x ∈ G.
It is clear that every crossed extension has a normalised s-section. Any (normalised)
s-section (s, σ) gives rise to a (normalised) 3-cocycle f ∈ Z3(G,M) defined by
(2.3.1) f(x, y, z) = s(x)σ(y, z)σ(x, yz)σ(xy, z)−1σ(x, y)−1
To make dependence of f on σ and s we sometimes write fσ or even fs,σ instead
of f . Then the map ξ assigns the class of f in H3(G,M) to the class of 0→M →
T
∂
−→ R
p
−→ G→ 0 in Xext(G,M).
3. A characterisation of symmetric cocycles
In this section we prove the following auxilary results, which will be used in the
next section.
Lemma 1. i) If φ ∈ CSnN (G,M), n ≥ 2 then φ(g1, · · · , gn) = 0, whenever gi+1 =
g−1i for some 1 ≤ i ≤ n− 1.
Proof. i) By definition we have (τi(φ) + φ)(g1, · · · , gn) = 0 for any g1, · · · , gn ∈ G.
If gi+1 = g
−1
i for some i, then τi(φ)(g1, · · · , gn) = 0 by the normalisation condition.
Hence φ(g1, · · · , gi, g
−1
i , · · · , gn) = 0. 
The converse in general is not true, however we have the following important
fact.
Lemma 2. If φ ∈ CnN (G,M) is a cocycle, n ≥ 2, then φ ∈ CS
n
N (G,M) iff
φ(g1, · · · , gn) = 0, whenever gi+1 = g
−1
i for some 1 ≤ i ≤ n− 1.
Proof. Thanks to Lemma 1 we need to prove that τi(φ)+φ = 0, if φ(g1, · · · , gn) = 0,
whenever gk+1 = g
−1
k for some 1 ≤ k ≤ n− 1.
By assumption
x1φ(x2, · · · , xn+1) +
n∑
k=1
(−1)kφ(x1, · · ·xkxk+1, · · · , xn+1)
+(−1)n+1φ(x1, · · · , xn) = 0.
for any x1, · · · , xn+1 ∈ G. First we take
xk =


g1, k = 1,
g−11 , k = 2,
g1g2, k = 3,
gk−1, k ≥ 4.
to obtain
(τ1φ+ φ)(g1, · · · , gn) = 0.
Next, fix 1 < i < n and put
xk =


gk, k ≤ i,
g−1i , k = i+ 1,
gigi+1, k = i+ 2,
gk−1, k ≥ i+ 3.
to obtain
((−1)iτiφ+ (−1)
i+2φ)(g1, · · · , gn) = 0.
Thus τiφ+ φ = 0, 1 < i < n.
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Finally, we take
xk =
{
gk, k ≤ n,
g−1n , k = n+ 1.
to obtain
((−1)n−1τnφ+ (−1)
n+1φ)(g1, · · · , gn) = 0.
Thus τnφ+ φ = 0 and Lemma follows. 
In particular a cocycle φ ∈ C3N (G,M) is symmetric (and hence defines a class in
HS3(G,M) = H3λ(G,M) iff
φ(x, x−1, y) = φ(x, y, y−1)
for all x, y ∈ G.
Next, Lemma helps us to distinguish boundary elements in CS3N (G,M).
Lemma 3. Suppose φ(x, y, z) is a (normalised) symmetric cocycle. Also suppose
that it is a coboundary: so there exists a g(x, y) ∈ C2N (G,M) such that
φ(x, y, z) = xg(y, z)− g(xy, z) + g(x, yz)− g(x, y).
Then g is symmetric iff g(x, x−1) = 0 for all x ∈ G.
Proof. Recall that g is symmetric iff
g(x, y) = −xg(x−1, xy) = −g(xy, y−1).
If these conditions hold, we can take y = x−1 to obtain
g(x, x−1) = −g(1, x) = 0,
because g is normalised. Conversely, assume g(x, x−1) = 0 for all x ∈ G. Since φ is
symmetric we have
0 = φ(x, y, y−1) = xg(y, y−1)− g(xy, y−1) + g(x, 1)− g(x, y)
and
0 = φ(x, x−1, z) = xg(x−1, z)− g(1, z) + g(x, x−1z) + g(x, x−1).
Since g is normalized we have g(x, 1) = g(1, z) = 0. By assumption, we also have
g(y, y−1) = 0 = g(x, x−1). Hence,
g(x, y) + g(xy, y−1) = 0 and g(x, x−1z) + g(x, x−1z) = 0.
Replacing z by xy in the last equality, one gets symmetric conditions on g. 
4. Third symmetric cohomology and crossed modules
We start with proving the following result, which links symmetric cocycles and
crossed modules. Our notations are the same as at the end of Section 2.3.
Proposition 4. The class of 0 → M → T
∂
−→ R
p
−→ G → 0 in Xext(G,M) lies in
the image of the composite map
HS3(G,M)
α3
−→ H3(G,M)
ξ−1
−−→ Xext(G,M)
iff the crossed extension 0 → M → T
∂
−→ R
p
−→ G → 0 has a normalised s-section
(s, σ) for which the following two identities hold
s(x)σ(x−1, y)σ(x, x−1y) = σ(x, x−1),
σ(x, y)σ(xy, y−1) = s(x)σ(y, y−1).
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Proof. In fact f = fσ,τ is symmetric iff
f(x, x−1, y) = 0 = f(x, y, y−1)
thanks to Lemma 2. By definition of f these conditions are equivalent to
s(x)σ(x−1, y)σ(x, x−1y)σ(1, y)−1σ(x, x−1)−1 = 1
and
s(x)σ(y, y−1)σ(x, 1)σ(xy, y−1)−1σ(x, y)−1 = 1
Since σ(1,−) = 1 = σ(−, 1), we obtain
s(x)σ(x−1, y)σ(x, x−1y) = σ(x, x−1)
and
s(x)σ(y, y−1) = σ(x, y)σ(xy, y−1)
and we are done.

Definition 5. A normalised s-section (s, σ) of a crossed extension
0→M → T
∂
−→ R
p
−→ G→ 0
is called weakly symmetric if the following identities hold
i) s(x−1) = s(x)−1,
ii) σ(x, x−1) = 1, x, y ∈ G.
We have the following easy fact.
Lemma 6. Let G be a group which has no elements of order two. Then any crossed
extension 0→M → T
∂
−→ R
p
−→ G→ 0 has a weakly symmetric s-section.
Proof. In this case G \ {1} is a disjoint union of two element subsets of the form
{x, x−1}, x 6= 1. Let us choose a representative in each class. If x is a representative,
we set s(x) to be an element in p−1(x). We then extend s to whole G by s(1) = 1
and s(x−1) = s(x)−1, where x is a representative. We see that for y = x−1, one
has s(x)s(y)s(xy)−1 = 1. Thus one can choose σ with property σ(x, x−1) = 1 and
lemma follows. 
Definition 7. A weakly symmetric s-section (s, σ) of a crossed extension
0→M → T
∂
−→ R
p
−→ G→ 0
is called symmetric if the following identities hold
i) σ(x, y) · s(x)σ(x−1, xy) = 1, x, y ∈ G.
ii) σ(x, y) · σ(xy, y−1) = 1, x, y ∈ G.
A crossed extension 0 → M → T
∂
−→ R
p
−→ G → 0 is called symmetric if it has a
symmetric s-section.
Symmetric crossed extensions of G by M form a subset XextS(G,M) of the set
of Xext(G,M).
Theorem 8. Let G be a group which has no elements of order two, then there is a
natural bijection
HS3(G,M) ∼= XextS(G,M).
Proof. By Lemma 6 any crossed extension has a weakly symmetric s-section (s, σ).
By Proposition 4 the corresponding 3-cocycle is symmetric if
s(x)σ(x−1, y)σ(x, x−1y) = 1,
σ(x, y)σ(xy, y−1) = 1.
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Now, if we replace x by x−1 in the first identity and then act by s(x), we see that
these conditions are exactly ones in the Definirion 7. Hence by Proposition 4, the
image of the composite map
HS3(G,M)
α3
−→ H3(G,M) ∼= Xext(G,M)
is exactly XextS(G,M). On the other hand, since G has no elements of order
two, the map α3 is injective. This follows from the part ii) of Corollary 4.4 [6],
because HS3 = H4λ, thanks to Theorem 3.9 [6]. It follows that the induced map
HS3(G,M)→ Xext(G,M) is a bijection. 
5. Interpretation in terms of 2-groups
For us (strict) 2-groups are group objects in the category of small categories.
Thus it is a category C (in fact a groupoid) equipped with a bifunctor · : C×C→ C,
(a, b) 7→ a · b which is strictly associative and satisfies group object axioms. These
objects are also known under the name categorical groups and 1-cat-groups see, [5].
Recall the relationship between crossed modules and 2-groups [5]. Let ∂ : T → R
be a crossed module. It defines a 2-group CaT→R. Objects of CaT→R are elements
of R. A morphism from r ∈ R to r′ ∈ R is an element t ∈ T such that
r′ = ∂(t)r,
In this situation we use the notation r
t
−→ r′. The composite of arrows r
t
−→ r′
t′
−→ r′′
is r
t′t
−→ r′′. It is clear that r
1
−→ r is the identity arrow Idr in the category CaT→R.
Any morphism in CaT→R is an isomorphism. The inverse of r
t
−→ r′ is r′
t−1
−−→ r.
As usual we set M = Ker(∂). Observe that any m ∈ M defines an endomorphism
r
m
−→ r of r ∈ R and conversely, any endomorphism of r has this form.
The bifunctor
CaT→R × CaT→R
·
−→ CaT→R
given on objects by the multiplication rule in the group R, while on morphisms it
is given by
(r
t
−→ z) · (x
s
−→ y) = rx
t( zs)
−−−→ zy, r, x, y, z ∈ R, s, t ∈ T.
In particular, we have
(x
t
−→ y) · Idz = xz
t
−→ yz,
Idr · (x
t
−→ y) = rx
rt
−→ ry.
It is well-known that any 2-group is isomorphic to the 2-group of the form CaT→R.
For a uniquely defined (up to isomorphism) crossed module ∂ : T → R, see for
example [5].
In particular crossed modules gives rise to monoidal categories. So, we can
consider monoidal functors. We recall the corresponding definition. Let C and D
be 2-groups. An s-functor C → D is a pair (F, ξ), where F : C → D is a functor
and ξ is a natural transformation from the composite functor C× C
·
−→ C
F
−→ D to
the composite funtor C× C
F×F
−−−→ D× D
·
−→ D Thus for any objects x and y of C we
have a morphism ξx,y : F (x · y)→ F (x) · F (y), which is natural in x and y.
In what follows, we will assume that (F, ξ) is normalised, meaning that F (1) = 1
and ξx,y = Id, if x = 1 or y = 1. Thus for any object x we have a morphism
ξ(x, x−1) : 1→ F (x) · F (x−1), which will be play an important role later.
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An s-functor is monoidal if for any objects x, y, z of the category C the diagram
F (x · y · z)
ξx·y,z
//
ξx,y·z

F (x · y) · F (z)
ξx,y ·IdF (z)

F (x) · F (y · z)
IdF (x)·ξy,z
// F (x) · F (y) · F (z)
commutes.
Let 0 → M → T
∂
−→ R
p
−→ G → 0 be a crossed extension. In this situation we
have two 2-groups CaT→R and CaG. The second one is G considered as a discrete
category (equivalently, the 2-group, corresponding to the crossed module 1 → G).
The homomorphism p yields the strict monoidal functor CaT→R → CaG, which is
still denoted by p.
One can consider sections of p. We will ask different level of compatibility of
sections with monoidal structures. The weakest condition to ask to such a section
is to be a functor. Since Ca is a discrete category, we see that such a section of the
functor p is nothing but a set section of the map p : R→ G. Next, is to ask to the
functor CaG → CaT→R to be an s-functor. Call them s-sections of p. One easily,
observes that there is a one-to-one correspondence between s-sections (F, ξ) of the
functor p and s-sections of a crossed extension 0 → M → T
∂
−→ R
p
−→ G → 0. In
fact, if (s, σ) is an s-section, then (F, ξ) is an s-functor CaG → CaT→R, for which
F ◦ p = IdCaG . Here the functor F and natural transformation ξ are defined as
follows. Since CaG is a discrete category, the functor F is uniquely determined by
the rule:
F (g) = s(g), g ∈ G.
Next, the natural transformation ξ is uniquely determined by the family of mor-
phisms
ξg,h =
(
s(gh)
σ(g,h)
−−−−→ s(g)s(h)
)
, g, h ∈ G.
Even stronger assumption is to ask to the pair (F, ξ) to be a monoidal functor. As
the following well-known result shows this condition is a 2-dimensional analogue of
a splitting in a short exact sequence.
Proposition 9. The class of a crossed extension
0→M → T
∂
−→ R
p
−→ G→ 0
is zero iff the strict monoidal functor p : CaT→R → CaG has a section CaG →
CaT→R, which is monoidal. That is there exists an s-section (s, σ) of 0 → M →
T
∂
−→ R
p
−→ G→ 0, for which the corresponding s-functor (F, ξ) is monoidal.
Since we did not find appropriate reference we give the proof.
Proof. Let (s, σ) be an s-section of 0→M → T
∂
−→ R
p
−→ G→ 0. Then the diagram
in the definition of the monoidal functor for (F, ξ) has the form
s(x · y · z)
σ(x·y,z)
//
σ(x,y·z)

s(x · y) · s(z)
σ(x,y)

s(x) · s(y · z)
s(x)σ(y,z)
// s(x) · s(y) · s(z)
Thus commutativity of this diagram is equivalent to the vanishing of the 3-cocycle
f in (2.3.1). So, if part is done. Conversely, if fσ defined in (2.3.1) is a coboundary
and
fσ(x, y, z) = xk(y, z)− k(xy, z) + k(x, yz)− k(x, y)
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for a function k : G2 → M , then (s, τ) is also an s-section for which fτ = 0. Here
τ(g, h) = σ(g, h)− k(g, h). 
We now introcuce another conditions to an s-functor (F, ξ), which are weaker
then the monoidal functor.
Definition 10. An s-functor (F, ξ) is called symmetric, if
F (x)
ξ(xy,y−1)
//
IdF (x)·ξ(y,y
−1) ++❱❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
F (xy) · F (y−1)
ξ(x,y)·Id
F (y−1)

F (x) · F (y) · F (y−1)
and
F (y)
ξ(x,x−1y)
//
ξ(x,x−1)·IdF (y) ++❱❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
F (x) · F (x−1y)
IdF (x)·ξ(x
1,y)

F (x) · F (x−1) · F (y)
Then we have the following obvious facts:
• Any monoidal functor is symmetric s-functor.
• The s-functor corresponding to an s-section (s, σ) is symmetric, if (s, σ)
satisfies the condition listed in Proposition 4.
Thus 2-groups, for which the corresponding class in H3(G,M) lies in the image
of HS3(G,M) can be characterized, as those, for which there exists a symmetric
s-functor CaG → CaT→R, which is a section of p : CaT→R → CaG.
References
[1] J. C. Baez and A. D. Lauda. Higher-dimensional algebra V: 2-groups, Theory and Appl.
of Categories 12 (2004), 423-491.
[2] V. G. Bardakov, K. Gongopadhyay, M. Singh, A. Vesnin, J. Wu. Some Problems
on Knots, Braids, and Automorphism Groups. Siberian Electronic Mathematical Reports,
Volume 12 (2015), 394–405.
[3] V. G. Bardakov, M. V. Neschadim and M. Singh. Exterior and symmetric (co)homology
of groups. arXiv:1810.07401.
[4] J. L. Loday. Cohomologie et groupe de Steinberg relatifs. J. of Algebra. 54(1978), 178-202.
[5] J. L. Loday. Spaces with finitely many non-trivial homotopy groups. J. Pure and App.
Algebra, 24(1982), 179-202.
[6] M. Pirashvili. Symmetric cohomology of groups. J. of Algebra. 509(2018) 397-418.
[7] M. Singh. Symmetric continuous cohomology of topological groups. Homology, Homotopy
and Appl. 15(2013), 279-302.
[8] M. D. Staic. From 3-algebras to ∆-groups and symmetric cohomology. J. of Algebra
332(2009), 1360-1376.
[9] M. D. Staic. Symmetric cohomology of groups in low dimensions. Arch. Math.93(2009),
205-211.
[10] C.-C. Todea. Symmetric cohomology of groups as a Mackey functor. Bull. Belg. Mat. Soc.
22(2015), 49-58.
[11] A. V. Zarelua. Exterior homology and cohomology of finite groups. Proc. Steklov Inst. of
Math., 1999, 225, 190–218.
