We obtain new algorithms for testing whether a given by a black box multivariate polynomial over p-adic ÿelds given by a black box is identical to zero. We also remark on the zero testing of polynomials in residue rings. Our results complement a known results on the zero testing of polynomials over the integers, the rationals, and over ÿnite ÿelds.
Introduction
One of the central questions of zero-testing of functions can be formulated in terms of a black box B which, for each point x of the domain of deÿnition of some function f from some family F, computes the value of f at x. The task is to design an e cient algorithm which tests whether f is identical to zero and which uses as few calls to B as possible.
This question has been considered for polynomials, rational functions, and algebraic functions belonging various families of functions over various algebraic domains in a number of papers. See for example [1-9, 15, 17, 19] . Additional references can be found in Section 4.4 of [16] and in Chapter 12 of [18] .
In this paper we consider similar questions for multivariate polynomials over p-adic ÿelds, which have not been studied till now. For these ÿelds we also introduce a new point of view on this problem by considering a more realistic computational model than those which are typically used in this kind of question.
As usual, Q p will denote the p-adic completion of the ÿeld of rationals, and C p the p-adic completion of its algebraic closure. Here the elements of Q p may be thought of as formal series ∞ h=−m a h p h with the coe cients a h belonging to the set {0; 1; 2; : : : ; p − 1}. Less na vely, one recognises that this coe cient set is the p zeros of X p − X mod p, thus in the ÿeld F p of p elements; a more sophisticated choice of coe cients is the Teichm uller symbols, namely the p di erent solutions of X p − X in the ÿeld Q p . The ÿeld C p is a far more complicated object. Whereas the familiar ÿeld C of complex numbers is just a simple algebraic extension C = R(i) of the 'inÿnite' completion R = Q ∞ -the real numbers -of Q, the p-adic completion Qp of Q is far from being algebraically closed. One must augment Q p with algebraic elements of all degrees. Fortunately, it does turn out that the algebraic closure Q p = C p so obtained remains topologically closed.
We normalize the additive valuation ord p t such that ord p p = 1, and recall that the ring of p-adic integers Z p is the set Z p = {t ∈ Q p : ord p t¿0}.
We commence by considering polynomials of the class P p (m; n) consisting of multivariate polynomials of the shape f(X 1 ; : : : ; X m ) = 
of degree at most n over C p with respect to each variable, and such that either f is identical to zero or min 06i1;:::;im6n ord p a i1;:::;im = 0:
Generally speaking, two di erent kinds of black boxes are appropriate. We say that a multivariate polynomial (1) over a ring R is given by an exact black box B if for any point x = (x 1 ; : : : ; x m ) ∈ R m it outputs the exact value B(x) = f(x) and in time independent of x.
Black boxes of this kind are quite natural for zero testing over ÿnite ÿelds and rings, but are inappropriate for inÿnite algebraic domains. The fact that the results of [1] hold for arbiratry ÿelds of characteristic zero, and in particular for p-adic ÿelds, has little practical meaning. One of the problems with this approach is that it is not clear how to represent the point x and the result f(x). For example, for testing over C p it is better to consider the following weaker but more realistic 'approximating' black boxes.
Accordingly, we say that a multivariate polynomial in P p (m; n) is given by an approximating black boxB, if for any point x = (x 1 ; : : : ; x m ) ∈ Z m p and any integer k¿0 the black box computes a p-adic approximationB k (x) to f(x) of order k, that is
and if this is done in time T (k) depending on k polynomially:
We note that for an approximating black box the aforementioned problem with representing x does not arise because an approximationx k ∈ Z m (of p-adic order at least k) to x can be used inB instead of x.
Such approximating black boxes perform no miracle. They just do 'honest' computations. Their advantage is knowing the polynomial f(x) explicitly.
Here we shall design a polynomial-time algorithm for the zero testing of polynomials of the class P p (m; n) by using a black box of the approximating type. We deal with sparse polynomials as a special case.
Moreover, Strassmann's theorem [10] allows us to apply our results to the zero testing of various analytic functions over p-adic ÿelds, in particular to exponential polynomials of the form
where
It is easy to see that our approach and results can be extended to arbitrary socalled local ÿelds, including ÿelds of positive characteristic, such as function ÿelds over ÿnite ÿelds. These generalisations do not require any new ideas. Thus in this paper we simplify our statements by consider only the case of the ÿeld Q p .
We then turn to polynomials (1) with coe cients from the residue ring Z=M modulo an integer M ¿2.
Our method is based on several ideas of [11] [12] [13] [14] related to p-adic Lagrange interpolation and the estimation of the p-adic order of certain determinants.
Zero testing of p-adic polynomials
Here we consider the case of general polynomials f in P p (m; n). Our viewpoint is that it is reasonable to consider the total number of coe cients (n+1) m as the measure of the input-size of such polynomials.
We suppose that each polynomial f ∈ P p (m; n) is given by an approximating black boxB. Theorem 1. A polynomial f ∈ P p (m; n) can be zero tested with at most N = (n + 1) m calls of an approximating black boxB k where
Proof. We ÿrst deal with polynomials in one variable by making n + 1 callsB k (j), j = 0; : : : ; n; here we have set k = n=(p − 1) . Where f ∈ P p (1; n) identical to zero, then ord pBk (j)¿k, j = 0; : : : ; n. Otherwise for at least one j, we have ord pBk (j)¡k. If not, we should obtain ord p f(j)¿k, j = 0; : : : ; n.
But, by Lagrange interpolation we have
However, for every j = 0; : : : ; n
It follows that all coe cients of f have positive p-adic order. However, that contradicts the assumption f ∈ P p (1; n), concluding the proof of the theorem for the case m = 1. For m¿2 and a polynomial f ∈ P p (m; n) we use the substitution X = X to which we apply the previous argument.
We now turn to the important subclass P p (m; n; t) of t-sparse polynomials f ∈ P p (m; n), that is, polynomials with at most t non-zero coe cients. It is reasonable to take the total number of non-zero coe cients times the bit-size of the coding the m corresponding exponents, thus tm log n, as the measure of the input-size of such polynomials.
Theorem 2.
A polynomial f ∈ P p (m; n; t) can be zero tested in no more than
calls of an approximating black boxB k with k = 0:5t 2 log p 4n if m = 1; t 2 log p 8mnt if m¿2:
Proof. As in the proof of Theorem 1, we ÿrst deal with the case of polynomials in one variable. For p¿3, denote by g a primitive root modulo p 2 . Then g is a primitive root modulo all powers of p. If p = 2, set g = 5. In all cases the multiplicative order s of g modulo p s is at least
for every integer s¿1.
We set k = 0:5t 2 log p 4n and make t callsB k (g j ), j = 0; : : : ; t −1. If f ∈ P p (1; n; t)
is identically zero then obviously ord pBk (g j )¿k, j = 0; : : : ; t − 1. We show that otherwise for at least one value of j we have ord pBk (g j )¡k. Indeed, if this is not so, we obtain ord p f(g j )¿k, j = 0; : : : ; t − 1. Set
where 06r 4) where is the Vandermonde determinant
Suppose p s is the largest power of p dividing the integer g ri − g rj and that s is the multiplicative order of g modulo p s . Then s divides r i − r j . Recalling inequality (3) we obtain 0:25p s 6 | r i − r j | 6n. Hence, ord p (g ri − g rj )6 log p 4n; 16i¡j6t:
It follows that ord p 60:5t(t − 1) log p 4n¡k; contradicting inequality (4) . For m¿2 we use the reduction to the one variable case used for the ÿrst time in [6] .
Let l be the smallest prime number exceeding mt(t − 1). Obviously,
Now, consider the integers 06c uv 6l − 1 deÿned by the congruences
(mod l); u;v= 1; : : : ; (l − 1)=2:
Then the matrix
is a Cauchy matrix, with the property that each of its minors is nonsingular modulo l, and therefore nonsingular over Z. We claim that if f is a not identically zero then so is at least one of the polynomials f(X c1v ; : : : ; X cmv ); v= 1; : : : ; (l − 1)=2: 
Therefore, the number of v = 1; : : : ; (l − 1)=2 for which (6) can occur for at least one pair of exponents is at most 0:
Hence if f is not identically zero then indeed at least one of polynomials (5) is not identically zero and consists of at most t monomials of degree at most (l − 1)mn62m 2 nt 2 62m 2 n 2 t 2 . Each such polynomial can be tested by at most t calls toB k with k = t 2 log p 8mnt , and the total number of calls so required is t(l − 1)=26mt 3 .
Zero testing of modular polynomials
Let Q(M; m; n) denote the class of multivariate polynomials (1) with coe cients from Z=M and such that either f is identically zero in Z=M or its coe cients are jointly relatively prime to M .
We suppose that each polynomial f ∈ Q(M; m; n) is given by an exact black box B.
We remark that the example
shows there are non-zero polynomials of degree n which are identically zero as functions modulo M = n!. So a necessary condition to make zero testing possible is
We obtain an algorithm which works for such M if m = 1. However, for m¿2 we need M to be substantially larger. Proof. First, we deal with polynomials in one variable by making n+1 calls B(j); j = 0; : : : ; n. If f ∈ Q(M; 1; n) is identically zero in Z=M then obviously B( j) ≡ 0 (mod M ); j = 0; : : : ; n. We show that otherwise, for at least one value of j we have B(j) ≡ 0 (mod M ). If not we would have f( j) ≡ 0 (mod M ); j = 0; : : : ; n.
By Lagrange interpolation we obtain
But for each j = 0; : : : ; n
so all coe cients of f are divisible by M= gcd (M; n!)¿1. This contradiction completes the proof for the case m = 1. For m¿2 and a polynomial f ∈ P p (m; n) we use the substitution for some ¿0 factorises as
where f(X ) ∈ C p [X ] is a polynomial of degree at most n and where the power series U (X ) ∈ C p [[X ]] satisÿes ord p U (x) = 0 for all x ∈ D. Here n is deÿned by n = max{h: ord p a h = 0}:
Thus if an estimate on the growth of the p-adic order of the coe cients of F(X ) is known one can bound n and apply our results to zero testing of F.
In particular, for exponential polynomials (2) such a bound for n (under some additional conditions) can be found in [14] (see also [11, 13] ).
We further remark that it would be interesting to obtain an algorithm for the zero testing of t-sparse exponential polynomials.
Finally, the lower bound on M ¿((n + 1) m )! in Theorem 3 can surely be weakened and made closer to the necessary lower bound (7). We suggest that essentially smaller M can be dealt with if one considers polynomials which are either identically zero or take at least one value relatively prime to M .
