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1 Summary
The main activities performed during this project were:
• developed detailed simulations of heat transfer loops using hyperbolic equations,
• developed a novel simplification of the gas dynamics equations and its validation,
• created and validated a simplified model for the heat transfer loop,
• simulated start-up of the two-loop system,
• validated the simplified system of equations representing the heat transfer loop using RELAP,
• developed a new formulation for the electrolyte-NRTL thermodynamic model and applied it to an
extensive database of electrolytes to validate its performance,
• collaborated with ASPEN Technology Inc. to implement refinements of the electrolyte-NRTL model
in the aspenONE software,
• studied the implications that exist in fitting binary parameters of excess Gibbs free energy models,
such as the NRTL model, using experimental measurements of liquid-liquid, vapor-liquid and vapor-
liquid-liquid phase splits,
• developed a new formulation based on a bilevel optimization strategy for accurately and thermody-
namically consistently fitting binary parameters to experimentally measured phase equilibrium data,
• developed an optimization framework for thermodynamic data reduction for the development of a self
consistent database of thermodynamic properties of sulfuric acid and hydrogen iodide,
• presented 15 papers in peer reviewed scientific conferences,
• published 5 papers in peer reviewed scientific journals.
2 Technical Narrative
This project is part of a research effort to design a hydrogen plant and its interface with a nuclear reactor.
This project developed a dynamic modeling, simulation and optimization environment for nuclear hydrogen
production systems. A hybrid discrete/continuous model captures both the continuous dynamics of the
nuclear plant, the hydrogen plant, and their interface, along with discrete events such as major upsets. This
hybrid model makes use of accurate thermodynamic sub-models for the description of phase and reaction
equilibria in the thermochemical reactor. Use of the detailed thermodynamic models will allow researchers
to examine the process in detail and have confidence in the accuracy of the property package they use.
The hybrid model will allow researchers to study plant operations and accident scenarios. Researchers
will also be able to use it to conduct parameter estimation studies to identify possible improvements in
materials, mechanical design, and safety issues. The seamless connection between modeling, simulation and
optimization can help establish optimal control schemes. These schemes can then be tested in the model.
This project deals mostly with the dynamic modeling of the interface between the nuclear reactor and the
hydrogen production plant and the thermodynamics of the Sulfur-Iodine thermochemical cycle. A general
sketch of the integrated hydrogen production process with two different options for the hydrogen production
process (namely: the SI process and the high temperature electrolysis process) is presented in Figure 1. The
heat transfer interface is essential to transfer the heat from the nuclear reactor to the chemical processes.
This loop guarantees the safety and operability of the process; it physically separates the nuclear reactor
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from the hydrogen production plant and decouples their operation by introducing auxiliary heat sources and
sinks (not shown in the figure). On the other hand, in the Sulfur-Iodine thermochemical cycle the heat of
the nuclear reactor is used in various separation and decomposition sections of the process (H2SO4, SO3 and
HIx decompositions, as well as for the vaporization and separation sections).
Figure 1: Sketch of integrated nuclear hydrogen production plant.
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3 Task 1: Modeling of the heat transfer interface and nuclear
reactor
The objective of this research effort was to build dynamic models of various components of the overall nuclear
hydrogen production system. Since suitable models must be in place before simulation studies can begin,
the majority of the effort was devoted to this task. The overall system model involves models of the nuclear
reactor, the interface, the hydrogen production plant and the power conversion unit.
3.1 Overall process structure
Figure 2 shows the flowsheet of the system for the HTSE-PBR-GT configuration. The main components
of the process are highlighted: the nuclear reactor, the gas turbine, the heat transfer loop and the high-
temperature electrolysis cell. In this case the nuclear reactor provides high-temperature heat for a gas turbine
(∼ 90% of the heat) and for the electrolysis cell (∼10% of the heat). The gas turbine produces electricity
that will be used to carry out the electrochemical reactions in the electrolysis cell. The heat produced in
the nuclear reactor is transferred to the electrolysis cell by the heat transfer loop. This loop guarantees the
safety and operability of the process; it physically separates the nuclear reactor from the hydrogen production
plant and decouples their operation by introducing auxiliary heat sources/sinks (not shown in the figures).
Hydrogen production occurs as follows. Water is first heated and raised to high-temperature steam by the
heat exchangers. Then the steam is fed to the electrolysis cell where it is reacted into oxygen and hydrogen.
The oxygen is recuperated and the hydrogen/water stream is sent to a steam separator, to be concentrated.
Figure 2: High-temperature steam electrolysis flow diagram.
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3.2 Modeling the heat transfer interface
Two decisions were taken regarding the modeling of the heat transfer loop: the number of loops to be used,
and the heat transfer fluid. We decided to use two loops and helium as the heat transfer fluid. Helium is
the only heat transfer fluid that can provide a safe and reliable operation.
Deriving an adequate set of equations to represent the flow of helium in the pipes and heat exchangers
during normal and abnormal operation has been one of the most challenging parts of this project. The
inviscid Navier-Stokes equations describe the flow of helium in these situations, and at high Reynolds numbers
(significant fraction of the speed of sound) they are a system of quasi-linear hyperbolic partial differential-
algebraic equations (PDAEs).
As mentioned above, this involves solving quasi-linear hyperbolic PDAEs in time and in one-spatial
dimension on multiple coupled domains (each domain corresponding to an element of the overall heat transfer
interface). Previous attempts to simulate similar systems involving a nuclear reactor have used numerical
methods that introduce errors and produce unphysical numerical artifacts such as oscillations. Indeed,
these numerical artifacts are well understood in the literature on numerical solution of hyperbolic equations
[24]. We explored the application of specialized numerical methods for nonlinear hyperbolic equations to
produce an accurate representation of the scenarios studied and to predict accurately phenomena such as the
formation and propagation of shocks and waves. We realized that such degree of detail is not necessary and
we decided to focus on the slow time-scales. For the slow time-scale transients, we used a quasi-steady-state
approximation for the equations describing gas flow in a pipe.
One-dimensional flow of helium in the pipes is described by the inviscid Navier-Stokes equations. They
are a system of three equations: the continuity equation (conservation of mass), the momentum equation
and the energy equation. These equations are called balance laws, because they balance the conservation of
the species with the source terms. The source terms considered are the friction in the momentum equation
and heat transfer in the energy equation, and they are written as:
• continuity
∂ρ
∂t
+
∂(ρv)
∂x
= 0, (1)
• momentum
∂ρv
∂t
+
∂ρv2 + P
∂x
=
2ρfv2
D
, (2)
• energy
∂ρe
∂t
+
∂ρev + Pv
∂x
= − 4
DT
U(T − Text). (3)
The compressor producing the flow in the heat transfer loop will be represented by quasi-steady-state
equations. This equations represent the conservation of mass in the compressor, the compressor characteristic
curve, which relates pressure rise in the compressor to mass flow rate and shaft speed (momentum balance)
and the efficiency equation, which relates the real gas transformation through the compressor to an ideal
isentropic evolution by means of the efficiency factor (energy equation).
3.3 Detailed simulation of the heat transfer loops using hyperbolic equations
Simulating the heat transfer loop involves solving quasi-linear hyperbolic PDAEs in time and in one spatial
dimension on multiple coupled domains (each domain corresponding to an element of the overall heat transfer
loop). The equations represent the flow of gas in pipes, the heat transfer and the compressor. Previous
attempts to simulate similar systems involving a nuclear reactor have used numerical methods that introduce
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errors and produce unphysical numerical artifacts such as oscillations. Indeed, these numerical artifacts are
well understood in the literature on numerical solution of hyperbolic equations (4-6) [24].
The equations representing the flow of gas in a pipe are the inviscid compressible Navier-Stokes equations:
• continuity
∂ρ
∂t
+
∂(ρv)
∂x
= 0, (4)
• momentum
∂ρv
∂t
+
∂(ρv2 + P )
∂x
= −2ρfv|v|
D
, (5)
• energy
∂ρe
∂t
+
∂(ρev + Pv)
∂x
= − 4
DT
U(T − Text). (6)
The equations representing the compressor are:
• mass conservation equation
ρinvin = ρoutvout (7)
• isentropic equation
Pin
Pout
=
(
ρin
ρout
)γ
(8)
• dynamic pressure differential
Pout − Pin = ΔP (t). (9)
The numerical solution of these equations was implemented using a Godunov scheme with Roe’s Riemann
approximate solver, high resolution methods and entropy corrections [24]. A particular challenge was to
couple the solution of the compressor equations (Eqs. (7)-(9)) with the explicit method used to solve the
gas dynamics. The explicit integration of the gas dynamics equations requires a discretization of space, and
the nodes at the boundaries of this discretization must satisfy the compressor equations. We modified the
solution generated by an explicit algorithm to satisfy the compressor equations, while preserving the effect
of the gas dynamics. This new solution is only modified at the boundaries and is obtained from solving a
system of three differential equations and three algebraic equations. A Newton solver was used to solve this
set of equations.
To test the system we simulated the configuration in Figure 3 following the schedule: the compressor
was started at t = 0.0 s and the pipe had constant exterior temperature (Text = 692
oC) until t = 1.0 s. The
external temperature profile shown in Figure 3 was used after t = 1.0 s. This was done to avoid flow reversal
in the heat transfer loop due to the difference of temperature and pressure in the pipe sections. The system
was simulated in this form until t = 10 s and produced the results in Figure 4. These plots show the density
(ρ), the velocity of the fluid (u), the pressure (P ) and the temperature (T ). The plots show the intensive
variables versus position in the pipe. Ten profiles of the system are shown each corresponding to one second
of simulation, the lighter the shade of grey of the line, the earlier the time.
3.3.1 Novel simplification of the gas dynamics equations
The most accurate representation of gas dynamics in a pipe is achieved by using the Euler equations with a
friction term (4-6). The information is propagated through the gas at different time scales. The time scales
depend on the characteristics of the system, two of these characteristics are related to the speed of sound
and the speed of the gas, and one characteristic is related only to the speed of the gas. The characteristics
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Figure 3: Simple heat transfer loop diagram.
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Figure 4: Intensive Variables along the loop, starting at the outlet of the compressor and finishing at the
inlet.
related to the speed of sound are very fast and an accurate integration of the system requires the use of an
explicit integrator with high-resolution methods. This kind of integrator was implemented for the examples
of the previous section and their main drawback is their high CPU requirements. The time steps required
for the explicit integration are very small and the simulations demand a high number of CPU cycles.
One way to avoid this complicated implementation is to simplify the equations taking into account only
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the relevant time scales for the simulated phenomena. In this case, fast time scales are not necessary, because
discrete disruptions in the flow of the gas are not expected. As changes in pressure propagate with the speed
of sound, we can assume a quasi-equilibrium approximation for the equations related to the fast dynamics.
These equations are the equations for mass conservation and momentum conservation. The simplified system
is then:
• continuity
∂(ρv)
∂x
= 0, (10)
• momentum
∂P
∂x
= −2ρfv|v|
D
, (11)
• energy
∂ρe
∂t
+
∂(ρev + Pv)
∂x
= − 4
DT
U(T − Text). (12)
To validate the predictions from the new simplified system of equations, its result were compared with
simulation results of the full system of equations. The experiment consisted of an open pipe where the inlet
temperature, inlet pressure and the outlet pressure are set as boundary conditions. The inlet pressure is
ramped over 12 s, until the pressure difference between the inlet and outlet pressure is 0.2 MPa. Figures 5
and 6 show the results, the gas profiles for the temperature, pressure, velocity and density.
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Figure 5: Simulation of pressure ramp in open pipe with the full system of equations and explicit integrator.
The results of the validation are satisfactory and show good agreement between the profiles obtained by
the full system of equations (Figure 5) and the ones obtained by the simplified system of equations (Figure 6).
The temperature profiles, pressure profiles and density profiles are similar and no major differences are
observed. The velocity profiles produced by the full-system of equations show a delay compared to the
velocity profiles produced by the simplified system of equations. This can be a explained by the nature of the
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Figure 6: Simulation of pressure ramp in open pipe with the simplified system of equations and implicit
integrator (JACOBIAN).
simplification; the simplified system of equations assumes that the changes in the gas due to compressibility
effects take place instantaneously. On the other hand, the full system of equations takes some time to
propagate these changes and that explains the delay (less than 1 s). The final steady-state is the same in
both systems as it is expected.
3.3.2 Development and validation of a simplified model for the heat transfer loop
A model representing the dynamics of the heat transfer loop was created by using the simplification scheme
from the previous section. This model represents the heat transfer from a heat source (gas from nuclear
reactor) to a heat sink (an endothermic chemical process). The heat is transferred through the heat transfer
loop and the system has the following parts: hot pipe, intermediate heat exchanger, heat transfer loop,
compressor, process heat exchanger and cold pipe.
The system was designed using the specifications in the report written by C. B. Davis from INL [8].
This report used lumped models to design the system and it only calculated the steady state of the system
at an optimal operation point. On the other hand, our system consisted of a distributed model with 1500
variables, which allowed to calculate the detailed transients and steady state for any configuration of the
system.
The gas dynamics inside the loop were represented by using the simplified Navier-Stokes equations
(Eqs. (10) – (12)). The compressor was described by using the compressor equations mentioned in the
previous section (Eqs. (7) – (9)). The heat exchangers were represented by heat transfer equations that
accounted for conduction of heat along the heat exchangers and for convection of heat from the gas. The
equation representing these phenomena is:
VCV CpHX ρHX
∂THX
∂t
= ACV ( k
∂2THX
∂x2
+ Uhot(TGasHot − THX) + Ucold(TGasCold − THX)) (13)
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The model was built by discretizing the spatial coordinate and it was validated using results from INL.
The equations describing the flow of gas in a pipe and the heat exchangers were discretized in order to
represent the variations along them. 50 nodes were used in the heat exchangers and 120 nodes were used in
the pipe. The final model consisted of 1500 variables. This distributed model was validated by comparing its
results to the results of the INL model at steady state [8]. The system followed a sequence of steps to achieve
the same conditions of the INL model and the corresponding steady state. The results of both models are
shown in Figure 7.
P = 6.95 MPaT = 597.7 oCm = 31.4 kg/s
INL CalculationsDiscretized Simulation
To Nuclear Reactor
FromNuclearReactor
P = 6.95 MPaT = 600.0 oCm = 32.1 kg/s
Q = 50.0 MW
P = 1.95 MPaT = 530.0 oC
P = 1.97 MPaT = 521.0 oC
P = 1.83 MPaT = 883.9 oCm = 26.3 kg/s
P = 1.81 MPaT = 880.0 oCm = 27.5 kg/s
P = 2.00 MPaT = 533.8 oC
P = 1.71 MPaT = 487.2 oCz
T = 341.0 oCT = 850.0 oC T = .  oC
P = 1.76 MPaT = 871.3 oC
P = 1.78 MPaT = 875.7 oC
T = 341.0 oCT = 855.7 oC
Q = 53.7 MW
Q = 50.7 MW
P = 1.99 MPaT = 523.4 oC
P = 1.72 MPaT = 491.0 oC
Q = 54.9 MW
Figure 7: Comparison of results at steady state generated by INL and distributed model.
The new model allows us to look at variable profiles during transients. The plot in Figure 8 shows the
transient profile of the helium density inside the loop. The final profile at time 1100 s corresponds to the
steady state of the system at the operating point designed by INL. Different actions were executed to achieve
this steady state; the first step was to start the compressor in the loop, to produce the necessary flow for
heat transfer. Then the temperature in the hot pipe of the intermediate heat exchanger (IHX) was increased,
mimicking an increase in the thermal power produced by the nuclear reactor. The final step was to boost
the temperature and flow in the cold pipe of the process heat exchanger (PHX), mimicking the start-up of
the chemical system for hydrogen production. The following sections explain this in more detail.
3.3.3 Validation of simplified system of equations representing the heat transfer loop using
canonical form
As it was mentioned in the previous sections, it is necessary to show that the postulated simplification of
the Euler equations eliminates the fast time scales of the system. The simplified system of equations is:
• continuity
∂(ρv)
∂x
= 0, (14)
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Figure 8: Transient profile of helium density inside the loop before achieving steady state at the operating
point.
• momentum
∂(P )
∂x
= −2ρfv|v|
D
, (15)
• energy
∂ρe
∂t
+
∂(ρhv + Pv)
∂x
= − 4
DT
U(T − Text). (16)
An analysis of the system using the canonical form [28] was conducted to demonstrate that this simpli-
fication eliminates the fast time scales. To start we write the system in the form of:
M(u)ut + F
′(u)ux = G(u(x, t)) (17)
Where u corresponds to vector of the conserved variables of the system, F is the flux function and F′(u) is
its Jacobian. Matrices M(u) and F′(u) can be transformed into the canonical form, because they form a
regular matrix pencil. The corresponding regular matrices to transform the system are P and Q, calculated
according to [40]:
P =
 −H − γuγ−1 10 1
γ−1 0
1 − 2
γ−1 0
 , (18)
Q =
 − 1Hu 0 00 2 1
0 1 0
 . (19)
Transforming the original system (17) by using P and Q, we obtain the following system:
M(v)vt + F
′
(v)vx = G(v(x, t)). (20)
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M, F′ and G correspond to PMQ, PF′Q and PGQ in this representation. Then, the final form of the
system is:  0 1 00 0 0
0 0 0
vt(x, t) +
 1 0 00 1 0
0 0 1
vx(x, t) = G(v(x, t)). (21)
The system (21) has the structure of a parabolic block, because the diagonal of matrixM is null and the
matrix F′ is the identity matrix. Being a parabolic block means the characteristic velocities of the system
have been eliminated and it can be simulated using an implicit simulator such as JACOBIAN R©.
3.3.4 Validation of simplified system of equations representing the heat transfer loop using
RELAP
We have created a RELAP model of the intermediate heat transfer loop to validate the simulations of the
simplified systems of equations (Eqs. (14), (15) and (16)). Based on the work of Cliff Davis [8] from INL,
we constructed a model with the structure of Figure 9. At this point in time, the steady-state simulation
results of the JACOBIAN R© and RELAP are being compared. The next step is to compare the transient
response of each model.
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Figure 9: RELAP Model.
We created a model of the heat transfer loop in JACOBIAN and in RELAP. These models have the same
parameters for heat transfer, helium properties, compressor, etc. We simulated the steady state of both
models. This steady state has a flow of gas of 27kg/s. The temperature in the loop reaches 880 C. This loop
transfers 54 MW of thermal energy to the steam in the process heat exchanger. The following plots show
the temperature and pressure profiles of helium inside the loop. The plots are shown in an arbitrary scale
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to show the detail in each section. Each section of the plots is scaled to ten arbitrary length units, in order
to show the details of the profile for each section. Table 1 explains this.
Table 1: Loop description.
Adjusted relative distance
from compressor
Section Actual
length
1 - 10 Cold leg 90m
11 - 20 Intermediate heat exchanger 8.8m
21 - 30 Hot leg 90m
31 - 40 Process heat exchanger 10m
Figures 10 and 11 show the temperature and pressure profiles inside loop along the different units. The
profiles where calculated using JACOBIAN R© and they were validated using RELAP5. The profiles so
generated show good agreement and our JACOBIAN model is able to capture the steady state of the model
at the operation point.
Figure 10: Temperature profile in the loop (arbitrary scale to show the effects in each section).
3.3.5 Validation of the dynamics
The next step was to validate the dynamics of the model built using changes in the input variables. The
starting point was the operating steady state shown in the previous section, and two different modifications
were implemented and analyzed. The first modification was to increase the temperature of the steam going
into the process heat exchanger. The second modification was to decrease the flow of gas inside the loop
by decreasing the power of the pump. Figures 12 and 13 show how the pressure and temperature inside
the loop increase after increasing the temperature of the steam going into the process heat exchanger by
100K. The models compared are implemented in RELAP and in JACOBIAN. RELAP represents the gas
dynamics using a semi-implicit method and JACOBIAN uses an implicit method with a simplified version
of the inviscid Navier-Stokes equations. The change in temperature takes 60s and it was implemented as a
linear ramp. Both figures show the initial steady state and the final state after 500s.
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Figure 11: Pressure profile in the loop (arbitrary scale to show the effects in each section).
Figure 12: Pressure profiles before and after increasing inlet steam temperature to PHX.
The figure shows that the final pressure in the JACOBIAN model is, on average, 0.4MPa higher than
the pressure in the profile generated by RELAP. The reason for this is the loss of mass inside the loop in
the RELAP model, produced by an error in the numerical solution of the system. Figure 14 shows how the
total mass of gas inside the loop changes during the transient simulation. The change in mass in the order
of 2% which is also the difference in the final pressure of the system in the JACOBIAN and RELAP models.
The difference in the temperature profile is less significant.
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Figure 13: Temperature profiles before and after increasing inlet steam temperature to PHX.
Figure 14: Evolution of helium mass inside the loop after increasing inlet steam temperature to PHX.
A second scenario shows how the profiles inside the loop change when the flow at the pump is decreased
by 10%. As in the previous situation, the pressure profiles produced by JACOBIAN and RELAP are similar
at the initial steady state (Figure 15). However, the pressure profiles differ at the final steady state; this
time the difference is in the order of .015 MPa. The decrease of the helium mass inside the loop explains
again the situation (Figure 17). The difference in the temperature profile is not significant (Figure 16).
The second step was to compare the dynamics of the JACOBIAN and RELAP models. The results
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Figure 15: Pressure profiles before and after decrease in loop pump power.
Figure 16: Temperature profiles before and after decrease in loop pump power.
show that the JACOBIAN model represent similar time scales as the RELAP model. The dynamics of both
models is compared at different points inside the loop. The state variables were normalized for comparison,
because the mass error in RELAP changed the range. Both models show good agreement. Figures 19 and
18 show the temperature and pressure inside the loop at the end of the process heat exchanger. Figures 21
and 20 show what happens at the start of the intermediate heat exchanger and Figures 23 and 22 show the
response at the end of this heat exchanger. The profiles are in very good agreement and the times scales in
RELAP and JACOBIAN are very similar. Only Figure 23 shows that JACOBIAN responds 15s faster than
15
Figure 17: Evolution of helium mass inside the loop after decrease in loop pump power.
RELAP, which is a small difference.
Figure 18: Scaled pressure inside the loop at the end of the PHX.
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Figure 19: Scaled temperature inside the loop at the end of the PHX.
Figure 20: Scaled pressure inside the loop at the start of the IHX.
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Figure 21: Scaled temperature inside the loop at the start of IHX.
Figure 22: Scaled pressure inside the loop at the end of the IHX.
18
Figure 23: Scaled temperature inside the loop at the end of the IHX.
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3.4 Implementation of nuclear reactor model to build a two-loop system
The next step in this project was to implement a nuclear reactor model as heat source for the system.
Figure 24 shows the desired configuration. This configuration will allow to study the effects of transients on
the nuclear reactor.
A model for the nuclear reactor developed by Chunyun Wang at MIT [45] was adapted and incorporated
into the heat transfer system detailed in the previous section. This model was based on a pebble bed modular
reactor (PBMR) as the one in Figure 25 and it used helium as coolant. The model used the discretization
in Figure 25 to represent the core. The core has radial symmetry and the discretization took advantage of
it by using a two-dimensional discretization considering the radial and the vertical coordinates.
PHX IHXComp 1 Comp 2
NuclearReactor
Figure 24: Heat transfer system with two loops.
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Implementation of nuclear reactor
Ch. Wang. Design, Analysis and Optimization of the Power Conversion System for the Modular Pebble BedReactor System. MIT Ph.D. Thesis 2003.Figure 25: Pebble bed nuclear reactor and core discretization.
This model was a collection of submodels and it was successfully implemented in JACOBIAN. The
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submodels represented the phenomena happening inside the core: convective heat transfer between the core
and the helium; conductive and radiative heat transfer in the core and reflectors; reactivity as a function of
temperature, control rods and poison; and fission power generated (point kinetics).
The model was simulated in JACOBIAN and Figure 26 shows the steady-state temperature profile of
the helium inside the core. Figure 27 shows the steady-state temperature profile of the pebbles and the
reflectors in the core. The average temperature of the helium coming out of the reactor is 907oC. The
average temperature in the core is 930oC and the maximum temperature in the core is 1235oC.
Figure 26: Temperature of helium passing through the core.
Figure 27: Temperature of pebbles and reflectors in the core.
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3.4.1 Simulation of Start-Up of the Two-Loop System
A simple start-up schedule was simulated as a test for the two-loop system model created in the previous
section. The start-up schedule had four stages (Table 2), and the first one was to stabilize the system at a low
power level. This was achieved by running the compressors and nuclear reactor at 1% of the designed power
level and waiting until the system reached a steady state. Second, the heat removal system was started by
increasing the power of the compressors in both loops, and by increasing the flow of gas on the cold side of
PHX. Third, the heat generated in the nuclear reactor was boosted until it reached the design point. Finally,
the temperature in the cold side of the PHX was raised, representing the start-up of the chemical plant.
Table 2: Start-up schedule
Stage Event Time
Stabilization Compressors running at 1% 0 s
Start heat removal Increase power on compressor in Loop 1 300 s
Increase pressure on cold side of PHX
Increase power on compressor in Loop 2 660 s
Increase heat Add rod reactivity until QFission = 200 MW 986 s
Connection to chemical plant Increase temperature in the cold side of PHX 6127 s
Figure 28 shows the temperature of helium at different points in the system. The first point (blue) is at
the start of the PHX, and the second point (red) is at the start of the IHX. The third point is at the outlet
of the nuclear reactor. The helium temperature at the start of the PHX and at the outlet of the nuclear
reactor have a similar profile after 1500 s. However, these profiles differ before 1500 s, this difference can be
explained by the thermal transients generated by the thermal inertia of the IHX. On the other hand, the
start of the IHX (red) is one of the coldest along the loop. These profiles show the temperature gradients
transferring the heat from the nuclear reactor to the chemical plant.
Figure 29 displays the temperature of different materials in the system. The first point (red) is the
temperature of the metal in the middle of the IHX. The second point (green) and the third point (blue) are
the maximum and the average temperature of the pebbles inside the nuclear reactor. The temperature in
the IHX has, after 1500 s, a similar profile to the helium temperature at the outlet of the nuclear reactor.
However, these profiles are very different before 1500 s, and this can be explained again by the thermal
inertia of the heat exchangers.
Figure 29 also shows the large difference between the maximum and the average temperature in the
nuclear reactor, this difference is 317oC. This shows the importance of using a distributed model for the
nuclear reactor core; we are worried about the maximum temperature that can be reached inside the core
and not just the average temperature. The sections with very high temperature are the ones that have to
be carefully monitored.
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Start-up simulation: helium temperature
Start Comp 1
Increase P in PHX
Start Comp 2
Add Rod
Reactivity
Increase T in cold
side of PHX
Stop reactivity
addition
NuclearReactor
Figure 28: Temperature of helium at different points in the system.
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Start-up simulation: solids temperature
Start Comp 1
Increase P in PHX
Start Comp 2
Add Rod
Reactivity
Increase T in cold
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Figure 29: Temperature of pebbles in the core and metal in heat exchanger.
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4 Task 2: Modeling of the Sulfur-Iodine thermochemical cycle
Thermochemical water splitting is considered as an energy-efficient, low-cost process for hydrogen production.
Among the large-scale, cost-effective and environmentally-attractive hydrogen production processes, the
Sulfur-Iodine (SI) thermochemical cycle appears to be one of the most promising. In this cycle, iodine and
sulfur dioxide are combined with water, forming hydrogen iodide and sulfuric acid, which are immiscible
and can be readily separated. Then, the sulfuric acid is decomposed at about 850◦C releasing the oxygen
and recycling the sulfur-dioxide. Finally, the hydrogen iodide is decomposed at about 400◦C, releasing
the hydrogen and recycling the iodine. A sketch of the integrated SI thermochemical cycle is presented in
Figure 30
Figure 30: Reactions occurring in the SI Thermochemical Cycle.
General Atomics [5] suggests the flowsheet shown in Figure 31. According to this flowsheet the SI cycle
can be split into three sections:
• Recycle Acids Generation (Section I):
[xI2]l + [SO2]g + [2H2O]l ® [2HIx]aq + [H2SO4]aq
This reaction, named the Bunsen reaction, proceeds exothermically in the liquid phase and produces
two immiscible aqueous acid phases, with the dense phase containing HIx and the light phase containing
H2SO4. This phase split is the key to the cycle’s success, but the resulting liquid-liquid equilibrium
(LLE) is difficult to model.
• Sulfuric Acid Concentration and Decomposition (Section II):
[H2SO4]aq ® [H2SO4]l
[H2SO4]l ® [H2SO4]g
[H2SO4]g ® [H2O]g + [SO3]g
[SO3]g ® [SO2]g + [1/2O2]g
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Figure 31: Operational Sections of the SI Thermochemical Cycle.
Experience from the sulfuric acid industry can be applied for the simulation of this section. Modeling
uncertainty arises from the high temperatures of this section and the complex formation of H2SO4 and
H2O at high temperatures and/or concentrations.
• HI Concentration and Decomposition (Section III):
[2HIx]aq ® [2HI]g + [(x− 1)I2]l + [H2O]l
[2HI]g ® [H2]g + [I2]g
[I2]g ® [I2]l
The main difficulties that have to be overcome in this section include the extraction of HI from the HIx
mixture because of the presence of an azeotrope in the mixture, the possibility of iodine precipitating
as a solid (Tm = 113.6
◦C) and the strong immiscibility of the H2O-HI-I2 mixture.
It is evident from the above that a major challenge in simulating the SI process is modeling of the
chemical equlibria in the major unit operations. In particular, special attention has to be paid to predicting
the equlibria of the electrolytes’ partial dissociation and the stable phase split. A significant bottleneck in
the modeling of this process is the empirical nature of the existing models for multi-electrolyte solutions
and their restricted validity (low temperatures and pressures). The model applied for the calculation of the
chemical equilibria has to be valid for temperatures up to 800◦C. Furthermore, the prediction of speciation
in the process sections, which is not among the traditional virtues of electrolyte thermodynamic models, is
important for the simulation of thermochemical cycles. Hence, our research efforts focused on the devel-
opment of thermodynamic models for the solutions of interest at the conditions in question and advanced
optimization techniques for parameter estimation in phase equilibrium problems and thermodynamic data
reduction.
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4.1 Thermodynamic models used in the literature for the simulation of the
Sulfur-Iodine Thermochemical Cycle
The thermodynamics of the SI thermochemical cycle are very complex, because they involve multiple vapor-
liquid-solid equilibria in solutions with multiple electrolytes and solvents and at very high temperatures.
One very important observation that came from analysing the aqueous sulfuric acid solution at ambient
conditions is that, although the existing models are capable of describing the vapor-liquid equilibrium, they
are deficient in the prediction of the system speciation. It was considered imperative to re-examine the
accuracy of the available models and it is noteworthy that measurements of the speciation in the various
stages of the sulfur-iodine thermochemical cycle will be needed for the validation of the models. It should
be noted that the accurate prediction of the speciation is of great importance for the thermochemical cycles,
because the main interest is in the prediction of the products of the reactions. In order to explore the latter
the various models that are applied for the simulation of the stages of the SI cycle were examined with the
(little) available experimental data. The models that are used in the efforts simulating the SI process can
be categorized as follows:
• Neumann-Engels model (ProSim Software, CEA France):
The model developed by Neumann (and its similar version developed by Engels and Knoche [9]) are
based on the concept of hydration. The thermodynamics of the hydrogen iodine (Ref. [9]) and sulfuric
acid (Ref. [4]) systems are represented on the basis of the assumption that the acids dissociate in
water and are solvated (hydrated) resulting to neutral species. The advantage of this approach is that
simple models, such as the NRTL model or the TK Wilson model, can be applied, without having to
deal with the ionic effects. However, the resulting picture is an unrealistic description of the solution
(the acids are expected to be hydrated, but it is unreasonable to consider that they become neutral).
Furthermore, at infinite dilution there are conflicts with the Debye-Hu¨ckel law. Nonetheless, this model
is able to capture the VLE behavior of the system, but in terms of predicting the speciation of the
system it is deficient. Figures 32 and 33 show the application of the Engels-Knoche Wilson model and
the Bosen-Engels NRTL model to represent the VLE of the hydrogen iodine and sulfuric acid systems.
Using the available NMR measurements of the speciation of the sulfuric acid system and the model of
Engels it is evident that the prediction is very poor. Although, detailed spectra measurements are not
available for the HI-H2O system it should be pointed out that hydrogen iodide is considered to be the
strongest acid, hence the dissociation profile shown in Figure 32 seems unrealistic.
• Mathias model (ASPENOne Software, GA USA):
Mathias [29] has developed a model that utilizes the electrolyte-NRTL model and the concepts of
hydration and ions-water complex formation. This picture is a much more realistic description of the
system. According to General Atomics [5] the model is able to capture they main characteristics of
the process. However, problems have been reported with the estimated values for the I2 dielectric
constant. Although measurements of the speciation for the HI-H2 system are not available, the model
predictions for the HI system at the left side of the azeotrope appear reasonable (Figure 34). However,
application of the sulfuric acid model to ambient conditions shows again a poor predictive capability of
the speciation (Figure 35). Furthermore, the use of the original data of Gmitro and Vermeulen [12] for
fitting the H2SO4 model (and not the revised values that are available in the latest editions of Perry’s
Chemical Engineers’ Handbook) results in relatively deficient predictions of the azeotrope. It should
be pointed out that, when the equilibrium of the acid dissociation is fitted using only activity-type
measurements, the prediction of speciation can be very poor. This issue gives rise to the necessity of
acquiring more experimental data for the systems of interest.
• UNIQUAC model (OLI Software, JAEA Japan):
We did not have the chance to work with the version of the UNIQUAC model of OLI. According to
Dr. Hiroyuki Sato from JAEA the model is continuously updated with experimental data from the
bench-scale SI plants that operate in JAEA, but they have problems integrating the OLI Software with
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their main simulation engine.
Figure 32: Vapor – liquid equilibrium and degree of acid dissociation for the system HI-H2O using Engels-
Knoche [9] model.
Figure 33: Vapor – liquid equilibrium and degree of acid dissociation for the system H2SO4-H2O using
Bosen-Engels [4] model.
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Figure 34: Vapor – liquid equilibrium and degree of acid dissociation for the system HI-H2O using Mathias
(AspenOne) model [29, 5].
Figure 35: Vapor – liquid equilibrium and degree of acid dissociation for the system H2SO4-H2O using
Mathias (AspenOne) model [29, 5].
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4.2 Refined electrolyte-NRTL model
The model chosen for the simulation of the thermodynamics of the SI thermochemical cycle is the electrolyte–
NRTL model [6]. The electrolyte–NRTL model has the ability to predict reaction and phase (vapor-liquid and
liquid-liquid) equilibria, it includes the effect of temperature and it can handle multiple-electrolyte solutions.
As the ability of this model to extrapolate is of high importance for the SI process, its thermodynamic
consistency was extensively examined. Although the thermodynamic consistency of any excess Gibbs free
energy model is a priori guaranteed, under its specific assumptions, the effect of these assumptions on the
derivation of the excess Gibbs free energy that is used to calculate the activity coefficients can be crucial. In
the electrolyte–NRTL model the existence of different ions of the same charge sign is modeled with the use
of mixing rules for the reference states and the interaction parameters. The effect of these mixing rules is not
always evident, because ultimately the model is fitted against experimental data. But, when the accurate
prediction of detailed speciation is important, these mixing rules become of higher significance.
An alternative formulation for the electrolyte-NRTL model was developed. The changes can be sum-
marized as the substitution of the Pitzer-Debye-Hu¨ckel [35] equation with a detailed form of the original
Debye-Hu¨ckel model [19] and the inclusion of hydration chemistry in the model in a way that reflects the
effect of hydration on the structure of the solution. Hydration is considered for both the cations and the
anions and the hydration numbers are allowed to receive negative values representing the effect of the ions
on the structure of the solvent. The distance of closest approach of the ions that is inherent as an adjustable
parameter in the Debye-Hu¨ckel theory is expressed as a function of the radii of the ions and their hydra-
tion layer. Two different assumptions were considered for the hydration numbers of the ions: i) that they
are independent of the concentration and the activity of the solvent and ii) that they are function of the
short-range activity of the solvent (water). The second model was applied to electrolytes consisting of ions
that are known to bind with water molecules and show extensive hydration. The models were applied to an
extensive database of uni-univalent and bi- and tri-valent electrolytes with considerable success. The model
equations are summarized in the following paragraphs.
The short-range interactions are modeled on the basis of the non-random two-liquids (NRTL) model. To
account for the short-range interactions three types of local neighborhoods are considered: the immediate
neighborhoods of cations, anions and molecular species. The “effective” mole fractions of the local neighbor-
hoods of the original electrolyte-NRTL formalism are replaced by the effective mole fractions of the hydrated
solution. For a single strong electrolyte these mole fractions are defined as:
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∑
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,
where i stands for the ionic species only. The short-range activity coefficients of the hydrated cations and
anions in the symmetrical scale are given as:
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The short-range activity coefficient of the uncharged species is:
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(24)
The above equations are given for the general case of mixed-solvent, multi-electrolyte solutions. In the
above equations all the non-randomness factors (αca.m, αm.ca, αca.ca′) are considered equal (typically, being
assigned the value of 0.2 for salt-solvent, salt-salt interactions). The assignment of a constant value to the
non-randomness factors of all the electrolytes was found satisfactory in this work and was used to minimize
the number of adjustable parameters. The analytical expressions for the case of different non-randomness
factors for each electrolyte have been given elsewhere [2].
The long-range activity coefficients are calculated on the unsymmetrical scale by
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for ions and
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where a is the distance of closest approach and Vˉj the partial molar volumes of the ions and the molecular
species. The radii and the infinite dilution partial molar volumes of the ions are taken from Marcus [27]. The
radius of water in the hydration shell, relsw,ca, for 1-1 electrolytes is taken from Marcus [27] equal to 0.18687
nm. For 1-2, 2-1, 3-1 and 2-2 electrolytes relsw,ca was fitted to experimental data and found to be 0.15703,
0.17719, 0.14253, 0.02400 nm, respectively.
Eqs. (22) - (24) give the rational activity coefficients of the hydrated solution on the symmetrical scale,
while Eqs. (25) and (26) give the unsymmetrical rational activity coefficients of the solution, considered unhy-
drated. The short-range activity coefficients can be converted to the unsymmetrical form by the traditional
relationship:
ln γ∗, SR = ln γSR − ln γSR,∞
and for the calculation of the total deviation from ideality the additivity assumption for the activity coeffi-
cients is utilized:
ln γ∗ = ln γ∗, SR + ln γ∗, DH .
The mean molal stoichiometric activity coefficients of the solution considered unhydrated, that can be com-
pared with the experimentally measured values, are calculated as:
ln γ∗, m± = ln γ
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± −
hca
vca
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now
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, (27)
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for the constant hydration model and
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for the model utilizing stepwise hydration equilibria to model highly hydrated electrolytes up to their solu-
bility limit, with qhca(= 4) and khca assigned to the cation and considered as electrolyte-specific properties.
Figure 36: Application of the constant hydration model for nitrate electrolytes up to very high concentrations,
(a) prediction of molal mean ionic activity coefficients, (b) prediction of osmotic coefficients
Figures 36 (a) and (b) show the excellent fit of the model for weakly or negatively hydrated electrolytes
up to their solubility limit, while the results of applying Eq. (28) to the experimental data of activity and
osmotic coefficients of lithium- chloride, bromide and nitrate are shown in Figure 37. The application of
the model to the majority of aqueous single-electrolyte solutions was performed to examine the accuracy
and consistency of the model. Accuracy and thermodynamic consistency guarantee that the model can
be extrapolated to higher temperatures with a minimum error expectancy, something crucial for modeling
the thermodynamics of the Sulfur-Iodine thermochemical cycle. Details on the derivations, formulations
and applications of the refined electrolyte-NRTL model can be found in a paper submitted to Fluid Phase
Equilibria.
The refined activity coefficient formulations shown in the Eqs. (22), (23) and (24) are considerably more
complex than those of the original electrolyte-NRTL model. Their advantage is thermodynamic consistency.
To illustrate the inconsistency referred to, it was verified that minimization of the Gibbs free energy does
not yield the same result as the so-called equilibrium constant method using the activity coefficients of the
original electrolyte-NRTL model, in the case of partially dissociated multi-electrolyte systems. Moreover,
the refined formulation provides stronger predictive capability for multi-electrolyte solutions. A simple
example of the latter is given in Figure 38, where the effect of mixing sodium chloride with potassium
chloride in aqueous solutions of constant total molality is shown. The mean activity coefficient of each
salt as predicted by the two models (the original electrolyte-NRTL - Figure 38(a) and the new formulation
denoted as “refined eNRTL” - Figure 38(b)) for various salt-salt interaction parameters are compared with
the experimentally measured values. In this case study the values of the binary interaction parameters of
the original eNRTL model were used for both models (for single-electrolyte aqueous solutions both models
are identical). Comparison of the Figures 38(a) and (b) shows that the new activity coefficient formulation
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Figure 37: Application of the stepwise hydration equilibria model for lithium electrolytes up to very high
concentrations, (a) prediction of molal mean ionic activity coefficients, (b) prediction of osmotic coefficients
provides more reliable extrapolation capability for the mixing of the electrolytes, while both models broadly
follow the basic principle of the Harned’s rule, i.e., the mean ionic activity coefficient of one electrolyte in
an aqueous mixture of electrolytes of constant total molality is directly proportional to the molality of the
other electrolyte. ASPEN Technology plans on implementing the refined model in the aspenONE software.
Figure 38: Harned’s rule plot of mean ionic activity coefficient of the NaCl-KCl-H2O solution at constant total
molality of 4 (a) original eNRTL and (b) refined eNRTL (solid lines represent the mean activity coefficient of
NaCl, dashed lines represent the mean activity coefficient of KCl; A: τNaCl.KCl = 0.00; B: τNaCl.KCl = 0.25;
C: τNaCl.KCl = 0.50; the data points are the respective experimental values).
The consistent derivation of the excess Gibbs free energy of the electrolyte-NRTL formalism as applied to
the aqueous solution of sulfuric acid at ambient conditions is presented in Figures 39–41. The aqueous sulfuric
acid system, even at ambient conditions, poses great challenges for the existing electrolyte models. Reasons
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include the partial dissociation of the bisulfate ion, the hydronium and bisulfate complex formation, the
different extents of proton hydration (with respect to the initial H2SO4 molality) and the partial dissociation
of the sulfuric acid at high concentrations (because of the elimination of free water). Furthermore, the sulfuric
acid water mixture (although a binary system) is in fact a multi-electrolyte (because of the coexistence of
the bisulfate and sulfate anions) and mixed-solvent (because of the formation of complexes and the partial
dissociation of the sulfuric acid at high concentrations) system. To show the significance of appropriately
including the mixing rules in the short-range interaction excess Gibbs free energy term and the corresponding
activity coefficients, both the original electrolyte-NRTL and the new formulation were fitted against available
experimental data for the aqueous sulfuric acid system at ambient conditions. For this demonstration the
constant hydration model was used and consequently both models were fitted to the experimental database
restricted to initial H2SO4 concentrations up to 20 molal. The results of the best fit of both models are
presented in Figure 39. It is evident that the original electrolyte–NRTL model fails in predicting together the
mean molal stoichiometric activity coefficient of the solution and the degree of dissociation of the bisulfate.
On the other hand, the new formulation (denoted in all plots as “corrected eNRTL”) simulates the system
satisfactorily.
Figure 39: Model predictions and experimental measurements of (a) the mean molal stoichiometric activity
coefficient and (b) the degree of dissociation of the bisulfate ion vs. square root of the initial molality of
sulfuric acid at concentrations up to 20 molal (using a constant hydration number).
As a second step, the capability of the new formulation to extrapolate to higher concentrations using a
function for the hydration number was examined. To examine the capability of the model to extrapolate
and to demonstrate the importance of appropriately including the mixing rules before the derivation of the
short-range activity coefficients, the model was fitted to experimental data up to 50 m and then used to
predict the speciation and water activity of the solution up to 65 m. The results of the fit and extrapolation
of the model are presented in Figures 40–41. It is evident that the new formulation of the electrolyte–NRTL
model is able to satisfactorily describe and predict the sulfuric acid solution, even at very high concentrations.
The prediction of speciation presented in Figure 40 demonstrates that the model is capable of capturing the
actual chemistry of the system and, therefore, it can be used for kinetic studies of the system.
The application of the refined electrolyte-NRTL model to the binary solutions of sulfuric acid and hy-
drogen iodide with water at temperatures of the Bunsen reaction range is very satisfactory, as shown in
Figures 42 and 43. A very accurate prediction of the azeotropes of both solutions is presented, while specia-
tion prediction (for the sulfuric acid solution, where speciation data exist) at ambient conditions is as shown
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Figure 40: Model predictions and experimental measurements of (a) the activity of water and (b) the mean
molal stoichiometric activity coefficient vs. square root of the initial molality of sulfuric acid at concentrations
up to 65 molal (data above 50 molal were not included in the fitting database - they show the extrapolation
ability of the model).
Figure 41: Model predictions and experimental measurements of (a) the degree of dissociation of the bisulfate
ion and (b) the detailed speciation vs. square root of the initial molality of sulfuric acid at concentrations
up to 65 molal (data above 50 molal were not included in the fitting database - they show the extrapolation
ability of the model).
in Figure 41. Thermodynamic data are required to validate the model performance for the ternary solution.
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Figure 42: Isothermal phase diagram prediction for the H2SO4-H2O solution.
Figure 43: Isobaric and isothermal phase diagram prediction for the HI-H2O solution.
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4.3 Parameter Estimation and Phase Stability in Phase Equilibrium Problems
One of the main problems that are inherent in modeling the thermodynamics of the SI thermochemical cycle
is the fitting of the parameters of the model used, such as the electrolyte-NRTL and NRTL models, to the
experimental data. The main reason for this is the difficulty in obtaining a good fit for the thermodynamic
properties measured that would be valid and consistent with the number of phases of the real solution studied.
Reliable computation of phase equilibria can be performed by formulating the problem as a nonlinear program
(NLP) for global minimization of the Gibbs free energy of the system, subject to mass balance constraints.
For the calculation of the values of the parameters for the thermodynamic models used to describe phase
equilibrium an analogous procedure should be followed. The fitting of model parameters to experimental
data using the Gibbs free energy minimization approach results in a bilevel optimization problem. Solving
the inner optimization problem (i.e., Gibbs free energy minimization) with a global solver guarantees for the
stability of the model prediction within the composition range examined. Moreover, requiring that a phase
stability criterion constraint is satisfied in the whole of the composition space guarantees global stability of
the solution. The new formulation was applied to problems from the literature, in which inappropriate fitting
of the parameters of the NRTL model to experimental data has been reported to result in significant model
errors. Excess Gibbs free energy models such as the NRTL model [37], are flexible and capable of predicting
liquid-liquid equilibria. However, the flexibility of these models is at the same time their weakness. In many
cases ([16], [30] and [43]) it has been reported that these models are so flexible that in practice they tend
to predict more liquid splits than actually exist in the real system studied. Generally, this is overcome by
checking the stability of the model predictions when fitting the model parameters, as discussed by Sørensen
and Arlt [42].
One of the main advantages of local composition models, such as the NRTL model, is that they are
predictive, in the sense that ternary and quaternary systems can be modeled with knowledge of the interaction
parameters of all the possible binaries involved. Hence, the general case of fitting parameters of a local
composition model is to fit parameters for binary systems and then use those for predicting the behavior
of systems with a larger number of species. The Gibbs phase rule states that a binary liquid system can
form a maximum of four phases at given temperature and pressure, but real liquid systems usually show a
maximum of two liquid phases at variable temperature and pressure. In other words, thermodynamic models
are capable of predicting very complex behaviors, but nature is usually simpler than the model.
Considering only liquid phase systems, the illustrative example in Figure 44 demonstrates the problems
that can be caused by using an inappropriate set of parameters in the NRTL model. Consider a hypothetical
binary liquid system of components (1) and (2) with a measured liquid split at mole fractions xl11 = 0.1 and
xl21 = 0.9. For different sets of binary parameters and non-randomness factors (see Figure 44) the NRTL
model can predict a maximum of three liquid phases that show a local minimum for the Gibbs free energy of
mixing at the specified compositions. Five main categories can be distinguished for the phase behavior the
NRTL model predicts, depending on the parameters used, which all satisfy the phases iso-activity condition:
• Category A: Curve A in Figure 44 corresponds to a stable liquid split with no metastable states. This
was set as an objective in the parameter estimation algorithm in the original work by Sørensen and
Arlt [42] and the supplementary work by Macedo and Rasmussen [25]. The method applied by these
researchers was to check the sign of ∂2Δg/∂x21 in the whole concentration range and for all the LLE
systems examined and discard all the solutions that contain more inflection points than necessary to
describe the phase split. As discussed by Simoni et al. [41], the use of advanced modern methods
for phase equilibrium calculations, such as the Gibbs free energy minimization or Gibs tangent plane
stability test, constitute this constraint unnecessary.
• Category B: Curve B shows a liquid split with a metastable state. The model predicts a stable phase
split at the “experimental” compositions, but care must be taken when using such a set of parameters
for the model, because a local method (iso-activity or Gibbs free energy minimization with a local
solver) may return the unstable intermediate split as the solution.
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• Category C: Curve C shows a stable three liquid phase system. The model predicts two phases with
the “experimental” compositions, but also the existence of a third phase. The prediction is consistent
with Gibbs’ phase rule but not with what was (hypothetically) measured.
• Category D: Curve D corresponds to two liquid splits within the hypothetically measured compositions.
That is, a local solution exists at the “measured”compositions, but the global solution corresponds to
two stable phase splits.
• Category E: Curve E shows two liquid splits with the second one outside the (hypothetically) measured
compositions. The “measured”compositions here are xl11 = 0.01 and x
l2
1 = 0.3. Obviously, the whole
composition space should be studied, because there might be other stable splits outside the composition
region examined. This example demonstrates that even when the stability test for the composition
region studied is satisfied, the whole composition space should always be checked for potential other
phase splits.
Figure 44: Phase behavior categorization of the properties of the NRTL model. (—A—: τij = 1.62525,
αij = 0.2; —B—: τij = 2.57726, αij = 0.42479; —C—: τij = 2.60012, αij = 0.42606; —D—: τij = 2.61862,
αij = 0.42701; —E—:τij = 4.11456, αij = 0.46682)
For the remaining of this report these five cases will be referred to as “phase behavior categories” A, B,
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C, D and E, respectively. It should be noted that equivalent real examples for all of the hypothetical cases
presented in Figure 44 can be found in the literature. Real literature examples have been examined and
the new formulation has been applied with considerable success. The point illustrated in Figure 44 is that,
unless some kind of stability test is applied during the fitting of the model parameters, it is possible to get
an excellent fit that belongs to any one of these five phase behavior categories. Of course, for the binary
system postulated, it is known from the experiment that only two phases are present in the liquid solution,
hence the possibility for the model to predict any of the behaviors C, D and E should be excluded form the
solution. For instance, using the iso-activity method discussed in Ref. [42] can result in an excellent fit that
could belong to any of the described five phase behavior categories.
Sørensen and Arlt [42] and Macedo and Rasmussen [25] plot the Gibbs tangent plane diagram of each
examined system and discard all the solutions that have more inflection points than necessary for the
description of the liquid split. However, it is unclear what one should do if during the fitting of the parameters
of the model a solution is found that belongs to phase behavior categories B, C, D or E. Moreover, there
might be systems for which the best fit is achieved if more inflection points are allowed to exist (as in curve
B of Figure 44), yet only one stable phase split is predicted by the model. Simoni et al. [41] present an
interval Newton algorithm that can be used to find all the possible solutions for the binary parameters that
satisfy a measured liquid split at a specified temperature. It is, however, admissible that the phase split at
a specific temperature is not of much use for real engineering problems, where temperature is a design and
operating variable of the process and can and will change during process operation. The inclusion of the
dependence of the model parameters on temperature results in an optimization problem, in which there exist
not a solution but “best fit values” for the model parameters. The proposed formulation for consistently
and accurately fitting the model parameters to the experimental data addresses this optimization problem.
The fitting of the model parameters (Pi) to the experimental data using the problem formulation of
Eq. (29) gives rise to a bilevel optimization problem. That is, the models are fitted to the experimental
data, whereas solving at each experimental data point the problem of Eq. (29). An optimization framework
for this task has been developed, which covers the cases of fitting the parameters of the NRTL model to
liquid-liquid, vapor-liquid and vapor-liquid-liquid equilibrium problems.
min
Pi
[discrepancy between predicted and observed system properties]
s.t.min
Nj
G (29)
s.t. problem equations
The detailed formulation of Eq. (29) involves very complex mathematics and is beyond of the scope of this
report; the complete formulation can be found in Refs. [32, 1]. The parameter estimation was cast as a bilevel
program with multiple lower-level programs, corresponding to (generalized) semi-infinite constraints given
by the requirements for (i) stability of the predicted phase-split, (ii) excluding additional spurious phase
splits and (iii) predicting the correct number of phases in each phase split. Global optimization techniques
are necessary for the lower-level program since otherwise the model predictions may correspond to unstable
phase splits. Additionally, global solution of the upper-level program gives a certificate of optimality which
is useful in the case of model-experiment mismatch. The formulation developed is independent from the
thermodynamic model used for predicting phase equilibria, and does not require any specific structure of
the system. The detailed formulation of the program involves a significant amount of mathematics and it
is beyond the scope of this report. Details and examples of its application to LLE problems can be found
in Ref. [32]. The model has been extended for application to solutions exhibiting VLE and VLLE and
azeotropic behavior [1]. Two typical examples of the application of the bilevel optimization formulation are
given in the following for parameter estimations in binary solutions exhibiting LLE and VLLE.
The liquid-liquid equilibrium of the system n-butyl-acetate-water was originally studied by Heidemann
and Mandhane [15] in an effort to examine the properties of the NRTL model. Heidemann and Mandhane
presented parameter values for which the NRTL model predicts two phase splits, whereas data exhibiting
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one phase split were used for the fitting of the binary parameters. The conclusion of their work was that the
NRTL model is capable of predicting very complex behaviors, however one should cautiously examine the
predicted phase behavior of the model for extra inflection points that may predict other or more stable phase
splits than those that actually exist in the real system. Later, Mandhane and Heidemann [26] presented
alternative values for the binary parameters for the n-butyl-acetate-water system, with the use of which the
model does not exhibit such complex behavior and correlated the data equivalently well. The Gibbs free
energy tangent plane plots for three parameter values are presented in Figure 45. The first two (S1 and S2)
are due to Refs. [15, 26] and the third (S3) due to Ref. [25]. The parameter values S1 are obviously wrong,
as they predict two phase splits. The parameter values S2 are correct but a global solver has to be used
for the prediction of the stable phase split. Finally, those of S3 predict a Gibbs surface without additional
inflection points. The comparison of measurements and predictions, using the parameters calculated with
the bilevel formulation, is given in the T -x plot of Figure 46. Both absolute and relative error are very small.
Figure 45: Gibbs free energy tangent plane diagram for the system n-butyl-acetate (1) – water (2) using
literature values for the NRTL binary parameters. ( —S1— : Ref. [15] αij = 0.3917, τ12 = 3.00498, τ21 =
4.69071; —S2—: Ref. [26] αij = 0.35, τ12 = 2.62870, τ21 = 5.71860; —S3—: Ref. [25]) αij = 0.2, τ12 = 0.16643,
τ21 = 6.02012. The vertical lines show the smoothed experimental data from Ref. [25].
The qualitative goal in the VL(L)E formulation is the same as in the LLE case. However, the mathemat-
ical formulation of the problem is significantly different. The main idea in extending the formulation to the
asymmetric case is to utilize a hypothetical single phase with the Gibbs free energy G = min{GL, GV }. Note
that the min−function causes the Gibbs free energy function to be nondifferentiable. In VLE and VLLE the
measurements typically include the temperature and pressure of the system and the compositions of each
phase. In the bilevel framework proposed, it is the modeler’s choice which of these intrinsic properties will be
considered as fixed and which as variable. In the following, the optimization variables are the temperature
coefficients of the excess Gibbs free energy model and the mole fractions in each phase. The pressure and
temperature can be fixed parameters T pred,i = Tmeas,i and P pred,i = Pmeas,i or they can be included in
the optimization program as variables fitted against their measured variables. In the simple case where
temperature and pressure are considered as fixed parameters, the goal of the optimization problem is to find
the temperature coefficients of the excess Gibbs free energy model, such that the model predicts a minimal
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Figure 46: T -x plot for the system n-butyl-acetate (1) – water (2) using the estimated parameters for the
temperature dependence.
deviation of the mole fractions from their measured valued at the measured temperature and pressure:
f∗ =
ne∑
i=1
nip∑
k=I
wi,k(xmeas,i,k − xpred,i,k)2,
where the absolute objective function is used, with scaling allowed via the weights wi,k. An interesting point
is how azeotropes are encoded within the proposed framework. Azeotropes can, but need not be treated in a
special way. In binary systems heterogeneous azeotropes have three phases and can be directly implemented
in the formulation. On the other hand, homogeneous azeotropes have the special property that the two
phases are identical. This can be easily imposed as an additional equality constraint, or by elimination of
one of the variables. It should be noted that it is not always necessary or advisable to do so. For instance,
when many measurements are available around the azeotropic point, there is no need to specifically define
the azeotropic point. An example of the application of the bilevel parameter estimation framework to a
system exhibiting VLE is given in the following.
Experimental data for the vapor-liquid equilibrium of the system 2-methyl-2-butene (1) - methanol (2)
at system pressure of 101.3 kPa and within the temperature range of 305 to 340 K are included in the VLE
Data Collection published by DECHEMA. More recently the system was studied by [38], the measurements
of whom are in good agreement with the data included in the DECHEMA data collection. The experimental
VLE data of [38] are given in the supplementary material, along with the Antoine constants for the pure
components. Parameter values for the Margules, Van Laar, Wilson, NRTL and UNIQUAC models are
reported in the DECHEMA VLE data collection for this system. In the modeling of phase equilibrium by
[11] the vapor phase is modeled as ideal and the NRTL energy parameters (Δgij = τijRT ) are considered
independent of temperature. According to the DECHEMA VLE data collection the NRTL model is the
most accurate in the description of the system 2-methyl-2-butene (1) - methanol (2).
The calculated phase behavior using the NRTL binary parameters given by DECHEMA is presented in
Figure 47. A phase split is predicted for the liquid phase, in contrast to the measurements and the measured
homogeneous azeotrope is modeled as a heterogeneous one. Analysis of the Gibbs tangent plane diagram for
this system (not presented here) shows that the extra inflection point that produces the phase split is almost
not evident. This again rises the point that a phase stability test should be implemented in the parameter
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Figure 47: Phase diagram prediction of the system 2-methyl-2-butene (1) – methanol (2); NRTL binary
parameters are due to DECHEMA VLE data collection [11]; the measured homogeneous azeotrope is modeled
as heterogeneous.
estimation formulation, in order to calculate valid parameter values. Using the experimental VLE data of [38]
and the bilevel formulation the calculated phase T -x-y diagram and the optimal model parameters are shown
in Figure 48. The fit obtained is very good and no liquid split is predicted with the parameters estimated
using the bilevel optimization formulation. The formulation was used for the estimation of parameters a
large number of systems that exhibit homogeneous and heterogeneous azeotropes, liquid-liquid equilibrium
and vapor-liquid equilibrium at different temperature ranges and biazeotropic behavior.
Figure 48: Isobaric phase diagram prediction of the system 2-methyl-2-butene(1) – methanol (2) using the
estimated parameters for the NRTL model.
For validation, the formulation was tested against a very difficult phase equilibrium problem, namely
the VLLE of the mixture tetrahydrofuran with water. The mixture tetrahydrofuran (1) – water (2) poses
much difficulty for thermodynamic models. It shows a closed miscibility gap with a lower critical solution
temperature (LCST) at 344.95 K and x = 0.2198 and an upper critical solution temperature (UCST) at
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410.25 K and x = 0.1874. At P = 101.325 kPa it exhibits homogeneous azeotropic VLE, with the LCST
of its LLE inside the left “banana” of the VLE. At atmospheric pressure, the liquid miscibility disappears
because of the formation of vapor phase. Using the bilevel formulation for parameter estimation the entire
VLE/LLE phase diagram of this mixture is predicted very accurately, as shown in Figure 49. The point
illustrated in Figure 49 is that the use of different types of phase equilibrium data within the proposed
formulation for parameter estimation can result in very accurate predictions of the entire phase diagram of
a mixture, and this is highly desirable for engineering purposes. It is the first time that such an accurate
NRTL model is developed for this challenging mixture.
Figure 49: Isobaric VLE phase diagram prediction (at P = 101.325 kPa - solid lines) and LLE phase diagram
prediction (at higher P - doted lines) of the mixture tetrahydrofuran (1) – water (2), using the NRTL model
and the parameter values calculated using the novel bilevel formulation.
The bilevel optimization framework for parameter estimation in phase equilibrium problems would be a
very useful tool in estimating parameters for the thermodynamic models applied to the SI process. Future
work involves the integration of other types of thermodynamic data (e.g., excess heat of mixing, heat ca-
pacities of mixing, etc.) in the bilevel optimization framework and extending the method for application to
multi-component solutions. Nonetheless, it should be noted that multiple solutions exist in parameter esti-
mation algorithms for phase equilibrium, among which some might be invalid (unstable) and it is important
to take that into account that robust optimization algorithms would increase the accuracy of the models
applied and the accuracy of the simulations of the process.
4.4 Thermodynamic data reduction and model application for sulfuric acid and
hydrogen iodide
Overall, the majority of the problems related with the uncertainty in modeling of thermochemical cycles
lie in the prediction of the thermodynamic properties in the various sections of the process. It has been
suggested that mechanisms should be established to stimulate, collect and validate more physical property
experimental and modeling work. This would give the opportunity to researchers doing modeling work to
validate their models. One of the major difficulties in modeling the SI cycle is the absence of parameters
for the electrolyte thermodynamic models at the conditions of interest. Recently, experimental data have
become available for some of the process sections, whereas much more are expected in the near future. Hence,
a comprehensive framework that deals with all aspects of the thermodynamics of the SI cycle needs to be
developed. This framework starts with the development of a self consistent database of thermodynamic
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properties for the various sections of the SI thermochemical cycle. For this objective, published azeotropic
composition data for the solutions of interest together with high temperature P -T -x data and heat of mixing
and mixture heat capacity data were gathered in a database and evaluated critically for self-consistency.
In this work, the treatment of available data for the development of a comprehensive database follows the
works of Zeleznik [48] and Bolsaitis and Elliott [3]. A flexible functional form is chosen for the description
of the deviation from ideality of the liquid phase, while the gas phase is treated as ideal. The assumption of
an ideal gas phase should be valid up to relatively low pressures, and an equation of state could be used for
the extrapolation of the model to higher pressures. The model equations are as follows.
G(r)
RT
= [G(T, P ;x)−G◦(T, P ;x)]/RT = −
2∑
i=1
Ai
2∑
j=1
2∑
k=1
(Bijk + Cijk lnxi)xjxk,
where
A1 = 1,
A2 = x1x2,
Bijk = b
1
ijk/T + b
2
ijk lnT + b
3
ijk + b
4
ijkT + b
5
ijkT
2,
Cijk = c
1
ijk/T + c
2
ijk lnT + c
3
ijk + c
4
ijkT + c
5
ijkT
2.
Using this equation for the relative Gibbs free energy of the liquid phase the enthalpy of mixing is calculated
on the basis of the fundamental equation
H(r)(T, P ;x)/RT = [H(T, P ;x)−H◦(T ◦, P ;x)]/RT = −∂[G
(r)(T, P ;x)/RT ]
∂ lnT
,
CP (T, P ;x) = C
(r)
P (T, P ;x) =
∂H(r)(T, P ;x)
∂T
,
RT ln(γi) = μ
(r)
i = μi(T, P ;x)− μ◦i (T, P ) =
[
1−
∑
k
xk
∂
∂xk
+ xi
∂
∂xi
]
G(r),
where the superscript (r) denotes property relative to the pure species at the reference state at T = 298.15K,
P = 0.1MPa.
The model proposed by Zeleznik is somewhat simple because it disregards the dissociation of sulfuric
acid in the gas phase and the fact that the vapor in equilibrium with pure sulfuric acid includes H2O
(V ),
H2SO
(V )
4 and SO
(V )
3 . Bolsaitis and Elliott integrated the dissociation reaction to generate a database for
activity coefficient and vapor pressure for the three gaseous species, H2O, H2SO4, SO3:
H2SO4(g) ­ H2O(g)+SO3(g)
Bolsaitis and Elliott used xH2SO4 = 0.9402 at T = 298.15 K for the azeotropic composition, obtained
from studying published azeotropic data for the H2SO4-H2O system. On the basis of this value for the
azeotropic composition all other P -T -x data were corrected using the following empirical relationship:
x =
x∗(P )
x∗′(P )
x′,
where x∗(P ) and x∗
′
(P ) are the trusted and erroneous measured azeotropic compositions, respectively, at
P .
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In the present work, the model equations and the data used by Bolsaitis and Elliott [3], Zeleznik [48], and
Clegg and Briblecombe [7] were all combined for the derivation of a self-consistent database of thermodynamic
data of sulfuric acid. The work is being extended for application to hydrogen iodide thermodynamic data.
The model is developed using the GAMS modeling framework. Analytical expressions have been calculated
for all the partial derivatives, since GAMS cannot calculate derivatives. The regression program is developed
in a way that it is open to additions of newer data to the database without the need for changing the main
code. The development discussed above focuses on sulfuric acid data, but the equations and considerations for
application to the hydrogen iodide data is analogous. Application of the described code for the development
of a self consistent database of thermodynamic data of sulfuric acid and hydrogen iodide is currently being
undertaken.
The method has been applied to aqueous solutions of sulfuric acid for which severe inconsistencies have
been identified in the available thermodynamic data. The experimental data used for data reduction are
given in Tables 3 and 4; a large composition and temperature range is covered, yet not up to the temperatures
of the SI process. An example of the data inconsistency is shown in Figure 50, where vapor pressure data
from different sources are plotted showing that there is a significant disagreement between the measured
vapor pressures and the azeotropic point. In Figure 50 the reduced data (shown with lines) are displayed.
The calculated values for the vapor pressure are in thermodynamic consistency with all other different types
of data for the aqueous sulfuric acid solution (Table 3).
Table 3: Sources of experimental data
Temp Range (K) Composition (xH2SO4) Species analyzed Method Reference
298.15 4.5 10−7–0.139415 H2SO4-H2O ΔHmix/RT [46]
298.15 5.6416 10−5–0.0009 H2SO4-H2O ΔHmix/RT [22]
298.15 0.02–0.9983 H2O ΔHmix/RT [21]
303.15–598.15 0.005–0.8571 H2SO4 ΔHmix/RT [31]
298.15 0.1013–0.9605 H2SO4-H2O Cp/R [21]
253.15 0.3066–0.7517 H2SO4-H2O Cp/R [21]
298.15 0.0009–0.01 H2SO4-H2O Cp/R [23]
298.15 0.001–0.04 H2SO4-H2O Cp/R [36]
283.15, 298.15, 313.15, 328.15 0.00186–0.0179 H2SO4-H2O Cp/R [18]
293.15 0.0006–1 (100wt%) H2SO4-H2O Cp/R [21]
273.15–623.15 0–0.999 H2SO4-H2O-SO3 Vapor Pressure [13]
273.15–673.15 0–0.999 H2SO4-H2O-SO3 Vapor Pressure [10]
273.15–443.15 0–0.999 H2SO4-H2O-SO3 Vapor Pressure [4]
Table 4: Summary of available experimental data
Property Composition Range Temperature Range(K)
ΔHdilution/RT 1.8 10
−5–9.15 10−4 298.15
ΔHH2O/RT 5.5 10
−3–0.9969 298.15
Cp/R 0.02–0.9983 182.15–315.15
CpH2SO4/RT 1.86 10
−3–0.25 181.74–328.15
P 0.02–1 273.15–793.15
More details and detailed illustrations of the thermodynamic data reduction framework developed to
address the particular problems of the aqueous solutions of interest in the SI process can be found in a paper
being prepared for publication.
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Figure 50: Thermodynamic data inconsistency and data reduction for the vapor pressure of the H2SO4-H2O
solution.
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The binaries of HI and I2 with water and the ternary of HI-H2O-I2 are even more challenging. Experi-
mental data exist for the binary and ternary mixtures as shown in Table 5. The data reduction framework
should be capable of handling liquid–liquid equilibrium as well as solid-liquid equilibrium, and this extension
of the code is currently under development.
Table 5: Thermodynamic data for H2O, HI and I2
Solution studied Measurement type Reference
H2O-HI VLE [47]
H2O-HI VLE [39]
H2O-HI VLE [9]
H2O-HI VLE [17]
H2O-HI LLE [33]
H2O-HI LLE [14]
H2O-HI H
E [44]
H2O-I2 LLE [20]
H2O-I2 SLE [20]
H2O-I2 SLE [34]
H2O-HI-I2 VLE [33]
H2O-HI-I2 VLE [17]
The GAMS code, the experimental and reduced databases can be found online at
http://web.mit.edu/bollas/Public/ThermoData/. We plan on having all the results and original data
accessible, so they can be updated with newer experimental results.
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