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Abstract
Electrical properties tomography (ETP) enables find the electrical properties of tissues
in a non-invasive method by using the magnetic fields of an MRI scanner. EPT can be
used in clinic to assess lesions in the breast. Still, there is a lot of variance between
inter-subject conductivity values. In this project, we studied the effect of SNR, which
we varied by receiving the signal with different coils. The effect of the pulse sequence
was investigated by scanning a phantom and a healthy volunteer with a 3D turbo
spin echo (TSE), a 3D balanced steady state free precession (bSSFP) and additionally
the healthy volunteer was scanned with a 2D TSE. Lastly, we studied the effect of
noise-smoothing operations by pre-processing the data with a Gaussian filter with a
standard deviation of 2 pixels and post-processing with a 5x5 pixel median filter. We
found that the noise does not affect the mean value of the conductivity. Also, the
noise can be smoothed with the operations described above. Artifacts caused by
acquisition does influence the values that we obtained. From the sequences that were
used, we found that the 2D TSE resulted in the best conductivity map. In the future,
we hope to differentiate benign from malignant tumors in breast data by applying
this sequence in the clinic, such that histology of the tumoral tissue can be abolished.
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Chapter1
Introduction
The electrical properties, such as conductivity and permittivity, are fundamental prop-
erties of materials. The conductivity (σ) quantifies how easily a material transports the
flow of electric charge. The permittivity (ε) describes the ability of a material to store
an electric field in the polarization of the electric charges. The electrical properties of
tissues are influenced by various biological aspects, such as water content, ion, protein
and amino-acid concentration in the tissue, and the permeability of the cell membrane
[1, 2]. Furthermore, the conductivity and permittivity are known to depend on the
frequency they are measured at. Typically, the conductivity increases and the permit-
tivity decreases with increasing frequency [1, 3].
The electrical properties can be measured with various techniques. The most straight-
forward method is to place a probe, i.e. an open coaxial line, in contact with the
sample and measuring the admittance or impedance. This technique, called electri-
cal impedance tomography (EIT), was employed for a long time to investigate the
electrical properties in vitro and in vivo [4–6]. Because an electrical current is applied
through the sample, a more non-invasive technique is needed for in vivo application.
In 1991, Haacke et al. showed for the first time that the electrical properties can be ex-
tracted using magnetic resonance imaging (MRI) [7]. He made use of the complex and
real components of the magnetic transmit field B1 and the homogeneous Helmholtz
equation to reconstruct the conductivity and permittivity. With his work, he paved
the way for the magnetic resonance tomography (EPT) field.
In the past few years, it was shown that EPT can be applied in vivo as a non-invasive
probe for the electrical properties to distinguish between healthy and malignant tissue.
It is known that conductivity is elevated in cancerous tissue by the increase of sodium
concentration [8, 9]. Examples from studies where conductivity values of cancer were
obtained with EPT are given by Baldimaj et al., who showed that the conductivity of
cervical cancer was elevated by 13% compared to the conductivity value of cervical
tissue reported in literature [10]. Mori et al. showed that they were able to differen-
tiate benign from malignant breast lesions [8] and Tha et al. showed EPT can help in
the characterization of the tumor grade in glioma [11].
In the particular case of breast cancer studies, diagnosis is currently performed by a
dynamic contrast enhanced image (DCE), in which parameters related to blood flow
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and vascular permeability are extracted. These parameters are elevated in the tumor,
causing the tumoral tissue to brighten in a DCE image. Until so far, DCE is the most
sensitive protocol for breast cancer detection and outperforms conventional imaging
with mammography, tomosynthesis and ultrasound [12]. Although the DCE image
is needed for the diagnosis of breast cancer, we can benefit from EPT in histologic
grading of the cancer. Currently, a biopsy is needed in order to grade the cancer and
confirm that the tumor is malignant. Hence, EPT can offer a non-invasive method for
grading of tumors.
One current limitation of EPT is the large range of conductivity values across studies
of tissue types [13]. The inter-subject variance of σ-values may stem from the tis-
sue heterogeneity. However, the differences between σ-values reported from different
studies may be due to differences in sample temperature and frequency and it shows
that there is a lack of a golden standard in EPT. Also the signal-to-noise ratio (SNR) has
a large effect on the range of the electrical properties’ values [14]. SNR depends on the
size of the region of interest (ROI), hardware, such as the field strength and the coils
employed, acquisition protocol of the MRI image etc. On top of that, it is an intrinsic
problem in EPT that the noise in the phase image amplifies in the conductivity, and
image filtering and smoothing is essential to obtain satisfying results.
Previous work showed us that under ideal circumstances EPT works well on phantom
data [15]. In ideal circumstances, we have optimized SNR, MRI acquisition sequence
and post-processing. Low SNR images contain a lot of stochastic noise, leading to
more variation in the obtained conductivity. The MRI sequence might lead to artifacts
that result in an incorrect conductivity reconstruction and image processing and fil-
tering is needed, so that the range of conductivity values lies close to the true value.
However, these optimal conditions come at the expense of scan time, which prohibits
integration in the clinical MR examination. In this study, we aim to apply EPT to
in vivo data and we make use of phantom data for validation of the true values. We
have looked into the conductivity values of clinical breast data to study how the above
named parameters can be optimized and what are the conditions that need to be sat-
isfied in order to give a standard for EPT that can be used in clinical purposes.
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Theory
In this chapter, we will explain the basics of MRI and how to obtain the conductivity
from it. In the first section, we will explain the basics of MRI, where the signal is
originating from and the physics behind it. For the explanation of this section we will
make use of the theory described in [16]. Subsequently, we will continue with the
theory behind phase-based EPT and how to obtain the conductivity map. Finally, we
explain how image formation works and what are the pulse sequences used in this
work.
2.1 Nuclear spin precession and relaxation
An MRI image is formed from the signal originating from hydrogen nuclei, further
addressed as protons. Protons are positive charged particles and can be thought of as
small magnets with a north and south pole. They spin around their own internal axis
with a given intrinsic angular momentum P and they have a magnetic moment µ, see
figure 2.1A. µ is related to P via µ = γP, where γ is the gyromagnetic ratio and has a
value of 267.54 Mrad/T for protons. In absence of a magnetic field, the net magnetiza-
tion of all magnetic moments of the protons is zero, because the magnetic moments of
all the protons are oriented randomly (figure 2.1B).
However, in presence of a static, homogeneous magnetic field (B0), the proton’s spin
will form an angle of about 54.7◦ with B0, as shown in figure 2.1C. As a result of this
alignment, a torque (C) is generated: C = µ×B0 = |µ||B0| sin θ, where C is orthogonal
to both µ and B0. Thus, the torque that is created causes the proton to precess around
B0. The precession frequency is called the Larmor frequency (ω0) and it depends on
the static field and the gyromagnetic ratio as follows:
ω0 =
C
|P| sin θ =
|µ||B0| sin θ
|P| sin θ =
γ|P||B0| sin θ
|P| sin θ = γB0 (2.1)
All the magnetic moments of the protons in a sample can be added to a single vector:
M =
1
V ∑i
µi (2.2)
where M is the total magnetization and V is the volume inside the magnetic field. M
states in the direction of the B0 field, since the sum of the components in the x and y
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Figure 2.1: Sketch representing how protons behave in an external magnetic field. A) A
proton can be imagined of as a small magnet with a north and south pole. It has a magnetic
moment μ and it spins around its own axis with a momentum. B) The magnetic moments of
the protons arrange themselves randomly when there is no external magnetic field. C) The
magnetic moments of the protons align in the direction of the external magnetic field (B0)
under an angle of θ≈ 54.7◦. D) In an external magnetic field, the protons will precess around
B0 due to the torque created. Figures adapted from [16].
direction are added up to zero at thermal equilibrium, see figure 2.2A. In the following
paragraphs, we will think in terms of the net magnetization, rather then the individual
magnetic moments to explain how the MRI signal is build.
Next to the homogeneous static field in the MRI scanner, to which the net magne-
tization is aligned to in thermal equilibrium, the MRI scanner can generate a radio
frequency field (B1) that is perpendicular to B0. This additional field is created by
applying a short radio frequency (RF) pulse in the form of a sinusoidal alternating
current, see figure 2.2B, and is described by:
B1(t) = |B1|(cos (ω0t)xˆ + sin (ω0t)yˆ) (2.3)
where xˆ and yˆ are unit vectors in the x- and y-dimension and ω0 is the frequency at
which B1 oscillates. Because ω0 is in the radio frequency range, the same frequency as
the precession frequency of the protons, the protons are excited by the torque created
by B1, that lead them towards the xy-plane, as shown in figure 2.2B. The strength and
duration of the RF pulse tells us at what angle the magnetization is oriented towards
the xy-plane. We will refer to this angle as the tip angle α.
After excitation, the net magnetization precesses in the xy-plane due to the torque of
B0 as is shown in figure 2.2C. The receiver coils in the scanner are used to measure
the signal by a voltage induction that is caused by the precessing magnetization. For
convenience, we now introduce a reference frame x’y’ that rotates at the same Larmor
frequency as the protons. In the new frame, the net magnetization appears static. Af-
ter the RF pulse has been switched off, the system relaxes back to its equilibrium state.
Figure 2.3 depicts the relaxation in terms of the longitudinal and transverse magneti-
zation, TM and LM respectively. Each relaxation is associated with a different physical
relaxation time.
The recovery of the LM is described by what is called the spin-lattice or T1 relaxation.
10
2.1 Nuclear spin precession and relaxation
Figure 2.2: RF pulse applied. A) The magnetic moments that are aligned towards the B0
field add up to a net magnetization in the z direction. B) An RF pulse is applied and the
RF field B1 causes the protons to orient towards the xy-plane. C) The torque created by
the B0 field causes the protons to precess at the Larmor frequency in the xy-plane. D) The
precessing magnetization causes voltage induction in the RF coils, which can be measured.
Figures adopted from [16].
Figure 2.3: Relaxation of the system to its equilibrium state after a short RF pulse is
applied. The net magnetization can be divided into longitudinal (LM) and transverse (TM)
magnetization components. Figure adapted from [16].
The signal recovery after a pulse of tip angle α is described by equation (2.4) and it
depends on the T1 relaxation time of tissue. Different tissues have different T1-times
and this introduces one type of contrast into the image.
Mz(t) = M0 cos (α) + (M0 −M0 cos (α))(1− e−t/T1) (2.4)
Here Mz(t) is the LM as a function of time and M0 is the equilibrium magnetization.
The first term in equation (2.4) describes the magnetization in the z-direction directly
after the RF pulse. The second term describes the time development of Mz back into
M0.
The decay of the TM is caused by a different relaxation time, the spin-spin or T2 relax-
ation, where the T2 is generally smaller than T1. The decay is caused by the dispersion
of the phases of the different spins. T2 is an intrinsic property of the tissue and is
caused by random variations in the precession frequencies. The sum of the magnetic
moments causes the net magnetization in the y’-direction to decrease exponentially,
see equation (2.5). Additionally, inhomogeneities in the static magnetic field experi-
enced at the molecular level cause the transverse components to spread out quicker in
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time, resulting in an additional signal decay. The net relaxation is not described by T2
anymore, but by T∗2 .
My(t) = M0 sin (α)e−t/T2 (2.5)
2.2 Phase-based conductivity
As explained in the previous section, the RF pulse has a magnetic component B1, that
causes the proton’s spins to orient themselves in the transverse plane due to the torque
that is created by the oscillating B1-field. The oscillating B1-field can be decomposed
into a clockwise B+1 field produced by the transmit coil of the MRI scanner and a coun-
terclockwise rotating field B−1 of the receive coil. The signal that is received by the
scanner from tissue at a location r is proportional to the TM and to B−1 ;
S ∝ Mxy(B−1 (r))
∗ (2.6)
Now, the effect of the magnetic field (B = B0zˆ + B1xˆ′) on the magnetization and the
relaxation towards the equilibrium state is described by the Bloch equation:
dM
dt
= γ(M× B)−
(
Mx
T2
xˆ +
My
T2
yˆ +
Mz −M0
T1
zˆ
)
(2.7)
When equation 2.7 is applied in the rotating reference frame, one can express the ap-
plied field as function the real and imaginary part of the B+1 field [17], reasoning that
it is the B+1 field that causes the magnetization to flip away from the z-axis. The pre-
cessing TM can be expressed as the sine of the B+1 field as Mxy ∝ sin (γB
+
1 τ), where τ
is the duration of the RF pulse. Filling this in in equation 2.6, we obtain equation 2.8:
S ∝ sin (γB+1 τ)(B
−
1 )
∗ (2.8)
Relating these quantities to the electrical conductivity, we go back to the Maxwell
equations, which are a set of coupled partial differential equations. From the Maxwell
equations, the electromagnetic wave equation can be derived, and the homogeneous
form of the equation – called the Helmholtz equation – can be written as the electric
field E and the magnetic field B. As seen earlier, MRI makes use of magnetic fields
and the Helmholtz equation that describes the harmonically oscillating magnetic field
is given by equation (2.9) [18].
∇2B + k2B = 0 (2.9)
Here k is the local complex wave number and is defined by k2 = µeω2 + iµσω, where
μ is the magnetic permeability, ε the electrical permittivity, σ is the electrical conduc-
tivity and ω is the angular frequency. k is assumed to be constant in space and, since
this is not the case for tissue boundaries in the body, the Helmholtz equation is not
valid there.
We now apply the Helmholtz equation to the B1-transmit field (B+1 ). In the rotat-
ing reference frame, B+1 has an amplitude and phase and can therefore be written as
|B+1 |e−iφ+ . Substituting this in equation (2.9), we obtain:
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∇2(|B+1 |e−iφ+)
|B+1 |e−iφ+
= −k2 (2.10)
Using the product rule of differentiation, equation (2.10) becomes:
∇2|B+1 |
|B+1 |
+
2∇|B+1 | · ∇eiφ+
|B+1 |eiφ+
+
∇2eiφ+
eiφ+
= −k2 (2.11)
From equation (2.11), the electrical properties can be derived. The permittivity is
found by taking the real part of the equation, while the conductivity is found by taking
the imaginary part. For the conductivity, we find:
− Im
(
2∇|B+1 |∇eiφ+
|B+1 · eiφ+ |
+
∇2eiφ+
eiφ+
)
1
µ0ω
= σ (2.12)
Here we have assumed that μ is equal to the vacuum permeability (μ0). If we assume
that the magnitude of the B+1 -field is homogeneous, we can argue that the first term
in the imaginary part of equation (2.12) is negligible. Therefore we can write equation
(2.12) as:
− Im
(∇2eiφ+
eiφ+
)
1
µ0ω
≈ σ (2.13)
The latter is the equation that we will be using for the conductivity in the rest of this
thesis. This equation depends only on the phase of the B+1 field and therefore, this
formalism is called the phase-only approximation.
We note that φ+ is the phase that the RF accumulates while propagating through the
body in space during transmission and is therefore called the transmit phase. How-
ever, the signal that is retrieved by the scanner is proportional to B+1 and B
−
1 , see equa-
tion 2.7, and thus also on the phase of the excitation and receive field, φ+ and φ−, re-
sulting in the transceive phase (φ±) as described by equation 2.14. For a homogeneous
cylinder, it is valid that the the transmit and the receive phase are similar, because spa-
tial variations of |B+1 | and |B−1 | are negligible. Therefore, we can make the transceive
phase approximation to find the transmit phase from the measured transceive phase,
see equation (2.15) [18].
φ±(r) = φ+(r) + φ−(r) (2.14)
φ+(r) = φ±(r)/2 (2.15)
2.3 Image formation in MRI
As discussed above, the calculation of the conductivity always start from the phase
of the B+1 field. Here, we explain how an MRI image is acquired. To determine from
what spatial location the signal from the precessing protons is coming from, an MRI
scanner makes use of gradient coils. These are designed such that the magnetic field
strength varies linear with respect to the location. In the z-direction, for example, the
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magnetic field as function of the z coordinate is given by Bz = B0 + zGz, where Gz is
the gradient strength. The precessing frequencies now also depend on the position.
The protons in the isocenter of the MRI scanner still precess at the Larmor frequency,
but for the rest of the protons the precession frequency is given by ωz = zGzγ.
To obtain the image in all three directions, three gradients are used. One for slice se-
lection, the second for phase encoding and the last one for frequency encoding. In this
thesis, we have worked with slices that are obtained in the axial direction, meaning
that Gz, which we will call Gslice, is used for the slice selection and in 3D sequences
also for spatial encoding. The slice thickness T can be controlled by changing the gra-
dient strength and the bandwidth (∆ωs), see equation (2.16). The linear relationship
with the precession frequencies and the inverse linear relationship with the gradient
strength is also shown in figure 2.4A. Also, it should be pointed out that with a thicker
slice, more protons are excited and therefore more signal is obtained for a better signal-
to-noise ratio (SNR).
Figure 2.4: MRI image acquisition. A) A gradient in the z-direction is applied to determine
the slice thickness and the difference in precessing freqencies present in the slice. B) Phase
and frequency encoding. C) A full two dimensional matrix in k-space is acquired. The field of
view and the number of datapoints determines what the resolution ∆kx and ∆ky is. Images
adopted from [16].
For in plane spatial encoding, MRI makes use of phase and frequency encoding. In the
y-direction a gradient is turned on for a small time interval τ, such that the proton’s
spin will accumulate a phase shift depending on their location, see equation (2.17).
The x-dimension is encoded by applying a gradient in the x-direction during acquisi-
tion, such that the protons at different locations will precess at different frequencies,
given by equation (2.18). The spatial information in the x- and y-direction with the
differences in phases and frequencies is shown in figure 2.4B. For each gradient value
in the phase encoding direction, the data points in the x-direction are acquired with
the frequency encoding, as can be seen in figure 2.4C. This gives an image in k-space,
where kx and ky are the spatial frequencies in the x- and y-directions.
T =
2∆ωs
γGslice
(2.16)
φ = ωyτ = γGyyτ (2.17)
ωx = γGxx (2.18)
14
2.4 MRI protocol for EPT
It can be shown that the time-dependent MRI signal can be written as the Fourier
transform in equation (2.19), where ρ is the proton density. For a 2D MRI sequence,
the Fourier transform happens for each slice and is given by equation (2.19). But a
3D MRI sequence uses the information in the frequency domain of all three directions
to form the image and the signal is calculated with a 3D Fourier transformation, see
equation (2.20). Also note that a 3D volume can be imaged using 2D sequences, by
acquiring multiple slices in an interleaved fashion.
ρ(x, y) =
∫ ∞
−∞
∫ ∞
−∞
S(kx, ky)e2pii(kxx+kyy)dkxdky (2.19)
ρ(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
S(kx, ky, kz)e2pii(kxx+kyy+kzz)dkxdkydkz (2.20)
2.4 MRI protocol for EPT
Figure 2.5A shows each step in the data acquisition. Here TE stands for echo time and
is the time between each excitation and acquisition of the frequency encoding data
points. TR, or repetition time, is the time between each sequence and is used for the
acquisition of the phase encoding data points. First, an RF pulse in applied, causing
the protons to flip at a tip angle α. For the best SNR, α = 90◦ is used assuming TR is
much larger than T1, but also smaller angles can be used to reduce the time needed to
perform the acquisition. Then, the gradients for slice selection and phase encoding are
applied simultaneously. While the frequency encoding gradient is turned on, the data
points in the x-direction are acquired.
For EPT, it is known that any contributions from B0-inhomogeneities can lead to a de-
viating conductivity reconstruction [19, 20]. Therefore, an additional 180◦ RF pulse
is applied. During the spin-spin relaxation, the 180◦ pulse refocuses the difference in
phase that has accumulated due to the B0 inhomogeneities, see figure 2.5A. The se-
quence that we have described here is called the spin echo (SE) sequence.
One of the pulse sequences used in this project is a variation on the SE, the turbo spin
echo sequence (TSE), see figure 2.5B. Here multiple refocusing pulses are applied, such
that multiple lines of k-space can be acquired within a given repetition time. This way,
the image is acquired significantly faster and the reduced imaging time is beneficial
while scanning a patient.
Also, contributions from eddy currents that are created due to gradient switching, neg-
atively affect the conductivity reconstruction [19, 20]. Eddy currents can be eliminated
in SE and TSE sequences by averaging two measurements of which one is performed
with inverse gradients [18]. Here, we introduce another sequence that overcomes this
limitation by balancing all applied gradients: the balanced steady-state free precession
(bSSFP).
In this sequence the gradients that are applied in all three directions are balanced, as
is shown in figure 2.5C. The bSSFP reaches a steady state of the LM and TM. This is
achieved by applying a TR that is much shorter than the T2 time of tissues. Since the
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gradients are balanced, the TE is always half the TR time in this sequence. The first
applied RF pulse flips the magnetization under an angle α. Because TR is short, not
enough time is left for the TM to decay before the next RF pulse is applied. This pulse
flips the remaining TM back into LM and the LM into TM. After several RF pulses, a
steady state is reached, where the magnitudes of LM and TM are constant and the net
magnetization vector oscillates between α/2 and −α/2 [21].
Figure 2.5: MRI sequences that are beneficial for EPT. A) Spin echo (SE) B) Turbo spin
echo (TSE) C) balanced steady-state free precession (bSSFP)
Lastly, phase contributions from flow and motion must be removed or suppressed
[19, 20]. The bSSFP sequence described above, is a fast sequence because of the short
TE/TR times. In all sequences, we have to weigh the effect of a 2D or 3D sequence that
minimizes the motion effect. A multi-slice 2D scan has better motion robustness for
each slice, however, it might suffer from motion inconsistencies between slices. When
differentiating in the direction of the slices, this might lead to non-reliable conductiv-
ity results. On the other hand, a 3D scan does not suffer from inconsistencies in the
slice direction, but if the patient slightly moves, this will affect all the other slices [19].
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Methodology
3.1 Phantom fabrication
For our experiments, we worked with a phantom, that has an overall cylindrical shape,
because the transceive phase assumption holds well in cylindrical objects [18]. The
phantom was made from water-based agarose gel, sodium chloride (NaCl) and poly-
vinylpyrrolidone (PVP). The amount of agarose and NaCl were added according to
protocol [22] to obtain the desired electrical conductivity. 0.3 g or 0.4 g agarose pow-
der (Sigma Aldrich, the Netherlands) was added to 100 mL of milli-Q water to obtain
a 0.3% or 0.4% agarose solution. NaCl (Sigma Aldrich, the Netherlands) and PVP
(Sigma Aldrich, the Netherlands) were added to the solution to reach the desired elec-
trical properties, as described below. The solution was heated in a microwave until
the boiling temperature was reached to dissolve the agarose and NaCl. During the
heating, we shook the flask to speed up the dissolution. Before and after heating,
we weighted the solution to find out the amount of milli-Q that had evaporated and
added this to the solution. Agarose liquifies at 90-95◦C and jellifies at 34-38◦C, so to
prevent the agarose solution from jellifying before distributing to the desired cylinder,
we stored the solution in an 85◦C water bath.
The cylindrical phantom was made such that it had dimensions to enable scanning at
a human 3T MRI scanner. The outer diameter of the cylinder was 11 cm and its length
was 22 cm. Inside this cylinder, three tubes with an outer diameter of 3 cm were em-
bedded. The gels inside the tubes were prepared to have target conductivity values
of 0 S/m, 0.75 S/m and 2.1 S/m and relative permittivity values of 40, 40 and 79.5.
PVP and NaCl were dissolved in water to control the dielectric properties, after which
agarose was added and melted as described before.
For the first tube, 100 mL milli-Q, 0.3 g agarose, 0 g NaCl and 117.7 g PVP were used.
The second tube contained a gel made of 100 mL milli-Q, 0.4 g agarose, 7 g NaCl and
117.7 g PVP. And the third gel was prepared with 100 mL milli-Q, 0.3 g agarose, 1.32 g
NaCl and 0 g PVP, as is summarized in table 3.1.
Afterward, the electrical properties of the first and third tube were measured with a
dielectric probe (DAK-12, Speag, Switzerland), so the conductivity values from the
EPT reconstruction could be validated. We found conductivity values of the 0.11 S/m
17
3. Methodology
and 2.24 S/m and relative permittivity values of 37.3 and 70.3 for the first and third
tube respectively.
Target Recipe Measured
Cylinder
phantom
σ
[S/m] εr
H20
[mL]
Agarose
[g]
NaCl
[g]
PVP
[g]
σ
[S/m] εr
Tube 1 0 40 100 0.3 0 117.7 0.11 37.3
Tube 2 0.75 40 100 0.4 7 117.7 - -
Tube 3 2.1 79.5 100 0.3 1.32 0 2.24 70.3
Table 3.1: Recipes used for the fabrication of the cylindrical phantom.
3.2 SNR calculation
As is well known from the literature, adequate input SNR is an important pre-requisite
for obtaining reliable σ-reconstructions [14, 19]. SNR is the ratio between the signal
intensity and the noise in an image, where the signal is induced by a voltage in the
coil, given by:
Usignal = Mxy(r)∆VωS(r) (3.1)
where Mxy is the transverse magnetization, ∆V is the voxel volume, ω the precession
frequency and S(r) is the sensitivity of the coil. The noise in the MRI image comes from
thermal noise, due to motion of the electric charges in the sample and the coil, giving
rise to random fluctuations of the output voltage. The thermal noise variance can be
described by:
σ2thermal ∝ 4kTRe f fBW (3.2)
where k is the Boltzmann constant, T is the temperature, Re f f is the effective resistance
and BW is the readout bandwidth.
If we want to optimize the SNR, equation (3.1) and (3.2) show what parameters can
be adjusted. The signal can be increased by increasing the transverse magnetization,
which can be obtained, for instance, by increasing the flip angle in case of gradient
echo imaging at long TR. Increasing the voxel volume yields a higher SNR, but it
comes at the expenses of lower spatial resolution. Also scanning at a higher B0-field
strength leads to a higher SNR due to both an increased equilibrium magnetization as
well as an increased Larmor frequency. The noise level can be decreased by increasing
the readout bandwidth, which comes at the cost of chemical shift and an increased
minimum echo time.
Conventionally, the SNR is calculated as is shown in equation (3.3) [23]. Here the
numerator is the mean signal intensity in the ROI of the magnitude image and the
denominator is the standard deviation (std) of the signal in an area with only noise.
SNR =
〈ROIsignal〉
std(ROInoise)
(3.3)
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However, in our clinical data, the SNR cannot be determined based on the noise in
the magnitude image, because the Philips scanner suppresses noise in the background
of the magnitude image. To overcome this problem, we obtained a noise image by
scanning with the same acquisition protocol, but without RF excitation nor gradient
encoding. Now the noise image allows calculation of the local standard deviation
with in the object directly, via its local mean value. Since the noise in the magnitude
image follows a Rayleigh distribution, the mean of the noise is related to its standard
deviation with a factor
√
pi/2 and the SNR can therefore be determined via:
SNR =
〈ROIsignal〉
〈ROInoise〉
√
pi
2
(3.4)
3.3 Acquisition
As described in chapter 2.4 the acquisitions that are most suitable for EPT are the spin-
echo sequences and the balanced steady-state free precession. Here we describe the
sequence parameters that we have used. The cylindrical phantom and the in vivo sub-
ject are both scanned with the TSE and bSSFP sequences to compare the reconstructed
conductivity maps that we obtain.
Unless stated otherwise, the parameters stated in table 3.2 were used during the ac-
quisition of the phantom and in vivo data. For all scans, a birdcage body coil was
used for the RF transmission. The phantom was scanned on a 3T scanner (3T Ingenia,
Philips Healthcare, Best, The Netherlands), where we used a 16-channel head coil as
receive coil. The in vivo data were acquired using a 7-channel breast coil in a healthy
volunteer, and a 16-channel breast coil in the patients.
The multi-channel receive coils that we used are capable of parallel imaging, a tech-
nique to reduce scan time. On the Philips scanner, this technique is called SENSE –
short for sensitivity encoding – and coil sensitivity maps are generated such that only
partial k-space data has to be acquired. For the multiple coils, the partial FOV images
are reconstructed and afterward combined to obtain the full unfolded image. During
parallel imaging, we made use of a constant level appearance (CLEAR) technique to
apply a homogeneity correction for non-uniform receiver coil profiles during image
reconstruction. This technique leaves an imprint of the body coil transceive phase and
therefore permits EPT reconstruction. Lastly, on the phantom data, multiple dynamics
were acquired to increase the SNR by complex averaging over the dynamics and check
the effect of SNR on the reconstruction.
3.4 Conductivity reconstruction
All image processing was done in python 3.5. For an overview of the python pipeline
that we implemented for the conductivity reconstruction, see figure 3.1. Here we ex-
plain how we obtained the conductivity of a manually specified ROI in the breast. The
ROI selection is based on the magnitude image by manual assignment. The data can
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Phantom In vivo
3D TSE 3D bSSFP 3D TSE 2D TSE 3D bSSFP
Number of dynamics 10 20 1 1 1
flip angle [◦] 90 30 90 90 20
TE [ms] 150 2.5 226 115 1.54
TR [ms] 500 5 2000 4420 3.1
voxel size x [mm/pixel] 1 1 1 1.25 1.5
voxel size y [mm/pixel] 1 1 1 1.25 1.5
voxel size z [mm/pixel] 2 2 1.5 3 1.5
FOV x [mm] 128 128 320 320 360
FOV y [mm] 128 128 359 320 360
FOV z [mm] 64 64 210 150 150
total scan time [min:sec] 42:34.0 09:35.5 07:26.0 02:12.6 01:37.8
Table 3.2: Acquisition parameters used in cylindrical phantom and in vivo scans. In the
acquisitions, the slice gap is always zero. Besides, we used both CLEAR and SENSE.
be masked to the ROI at two stages of the reconstruction process: either the final con-
ductivity image (A) or the input phase image (B) is masked.
Through a user interface, the user can specify different options for the reconstruction,
such as the pre-processing, the differential kernel that is used for the calculation of the
Laplacian, and the post-processing.
Pre-processing is done on the phase images with the goal of noise reduction. The noise
that is present in the phase images will be amplified in the conductivity images, due to
the second order spatial derivative in the calculation (equation 2.13). We convoluted
the phase image with a 2D Gaussian filter with a standard deviation of 2 pixels to de-
crease the noise.
For a specified number of slices, the conductivity is calculated with either the whole
phase image (method A) or with a masked region of the phase image (method B). In
the conductivity calculation, the Laplace operator on eiφ+ was executed by the con-
volution of a noise-robust Laplacian kernel. Here φ+ was obtained by applying the
transceive phase assumption as described in equation (2.15).
We used two differential kernels that, besides differentiation, also reduce the noise
in the reconstruction. Generally, the larger the kernel is, the more smoothing is per-
formed. However, larger kernels also increase the size of the boundary artifacts that
are introduced by the kernel. The first kernel is a 2D kernel of size 7 x 3 pixels, κ2D.
Convolution of κ2D with eiφ+ is analogous to the second order derivative in the x-
direction and convolution with the transpose of κ2D performs differentiation in the
y-direction. Summing the results of the two derivatives gives the Laplacian in 2D.
κ2D =
1
32a2xy
0.5 1 −0.5 −2 −0.5 1 0.51 2 −1 −4 −1 2 1
0.5 1 −0.5 −2 −0.5 1 0.5
 (3.5)
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The second kernel is a 3D kernel that performs second order differentiation in all three
spatial directions. For the derivative in the z-direction we used a kernel of size 5 x
3 x 3 pixels, addressed as κ3Dsmall. For differentiation in the lateral direction (the xy-
plane), a larger 7 x 3 x 3 kernel is used, which we call κ3Dlarge. The convolution with
the transverse matrix κ3Dlarge is taken for the derivative in the other lateral direction.
Summation of the three derivatives gives the Laplacian in 3D.
κ3Dsmall,1 =
1
64a2z
0.25 0 −0.5 0 0.250.5 0 −1 0 0.5
0.25 0 −0.5 0 0.25

κ3Dsmall,2 =
1
64a2z
0.5 0 −1 0 0.51 0 −2 0 1
0.5 0 −1 0 0.5

κ3Dsmall,3 =
1
64a2z
0.25 0 −0.5 0 0.250.5 0 −1 0 0.5
0.25 0 −0.5 0 0.25

(3.6)
κ3Dlarge,1 =
1
64a2xy
0.25 0.5 −0.25 −1 −0.25 0.5 0.250.5 1 −0.5 −2 −0.5 1 0.5
0.25 0.5 −0.25 −1 −0.25 0.5 0.25

κ3Dlarge,2 =
1
64a2xy
0.5 1 −0.5 −2 −0.5 1 0.51 2 −1 −4 −1 2 1
0.5 1 −0.5 −2 −0.5 1 0.5

κ3Dlarge,3 =
1
64a2xy
0.25 0.5 −0.25 −1 −0.25 0.5 0.250.5 1 −0.5 −2 −0.5 1 0.5
0.25 0.5 −0.25 −1 −0.25 0.5 0.25

(3.7)
Once the conductivity maps are obtained, post-processing is done for additional smooth-
ing. Post-processing consists of a 2D median filter of size 5 by 5. The filter is convo-
luted with either the whole conductivity map obtained from method A or the masked
conductivity map from method B.
Afterward, the conductivity map obtained from method A is masked (the conductiv-
ity map from method B is already masked) and on this masked σ-map, a histogram
is extracted and statistics are calculated, i.e. mean and standard deviation of σ, the
number of pixels inside the ROI and if possible, the SNR inside the ROI.
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Figure 3.1: Python pipeline for conductivity reconstruction. Based on the magnitude images,
an ROI is selected manually. With phase-based EPT, either the whole σ-map is reconstructed
and masked for the statistics on the ROI (A). Or the σ-map is reconstructed based on the
masked phase image, such that we obtain a σ-map of only the ROI (B). Image pre-processing
is done on the phase image and post-processing on the conductivity image.
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Results and discussion
4.1 Effect of the receiver coil and the SNR on the conduc-
tivity
In this subsection, we analyze the effect of the SNR on the conductivity reconstruc-
tion. We scanned the cylindrical phantom twice with the same acquisition protocol
using a different receiver coil. In the first scan, we used the quadrature body coil as
the receiver coil. The second scan was with a multi-channel array coil, where parallel
imaging with CLEAR was on. The array coil is much closer to the subject and therefore
experiences less noise from the background compared to the body coil. Combining the
multi-channel data while using CLEAR, leaves an imprint of the body coil.
The acquisition protocol was the following; we scanned with a multi-slice 2D SE se-
quence, which had an echo time (TE) of 9 ms and repetition time (TR) of 1 s. The
resolution was 1x1x2 mm/pixels and the FOV was 128x128x64 mm. We averaged
over 4 acquisitions and the total scan time was 17 minutes and 24 seconds. We did
not pre- or post-process our data, nor did we use eddy currents correction with an
inverse-gradient sequence. We used κ2D for the calculation of the Laplacian.
In figure 4.1A, it is visible that the SNR in the magnitude acquired with the body coil is
lower than the SNR in the magnitude image obtained with the array coil. The SNR in
the magnitude image, obtained with the body coil, is 60 for tube 1, 50 for tube 2 and 27
for tube 3. The SNR decreases for each tube, due to the higher salt concentration. The
SNR of the image acquired with the array coil could not be retrieved from the magni-
tude image with equation (3.3), because CLEAR masks the noise from the background.
The histograms of the conductivity within the ROI of each tube are shown in figure
4.1C. Here it is visible that the standard deviation of the conductivity is larger in the
sequence obtained with the body coil. The mean and standard deviation are given in
table 4.1. In contrast to the standard deviation, the mean values of the conductivity
of the body and array coil are very similar. For tube 1 and 3, the measured values lie
close to the true values, which were measured by a probe. For tube 2, we compared
the reconstructed conductivity with a nominal σ-value, since the conductivity was not
measured by the probe for this tube. Here, we cannot say which mean conductivity
value is closer to the true value, since the true value of the second tube may deviate
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Figure 4.1: The effect of the SNR on the (A) magnitude, (B) conductivity maps and (C)
conductivity histograms. Upper row shows the data obtained with a body coil as receiver coil.
In the bottom row, the data is acquired with an array coil, which leads to a higher SNR.
from the nominal value. Overall, for both acquisitions, the mean conductivity values
for the tubes in the cylindrical phantom are quite accurate: the absolute error is below
0.4 S/m. However, the poor measurement precision, reflected by the large standard
deviation, is affected by the SNR and the receiver coil.
Body coil Array coil Nominal σ
Tube 1 0.1 ± 5.9 S/m 0.1 ± 1.0 S/m 0.11 S/m
Tube 2 0.6 ± 6.3 S/m 0.3 ± 1.5 S/m 0.75 S/m
Tube 3 2 ± 11 S/m 2 ± 2.2 S/m 2.24 S/m
Table 4.1: Mean and std of the conductivity values in the three tubes of the phantom. Here
the array coil is used for a higher SNR and this leads to lower std in the obtained conductivity
values
4.2 Effect of the pulse sequence on the conductivity
To obtain a precise conductivity estimate, the SNR needs to be high enough to reduce
the variance of the conductivity inside the ROI. In the previous section, we used an SE
sequence, but this sequence is too time-consuming for the clinic. In this section, we
will evaluate the data scanned with a TSE and bSSFP and discuss how the sequence
affects the reconstructed conductivity. We scanned the cylindrical phantom with the
sequence parameters described in table 3.2. We did not pre- or post-process the images
and we used κ3D for the second-order derivative on the phase data. We reconstructed
the conductivity for all 32 slices, but only 4 slices are shown in figure 4.2B and 4.3B.
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Averaging over multiple acquisitions improves the SNR in the image. Here the SNR
was quantified with the help of a noise image and calculated with equation (3.4). The
magnitude and phase images of the 3D TSE sequence were obtained from 10 acquisi-
tions averaged in the complex plane. For the 3D bSSFP, 20 acquisitions were acquired
and complex averaged. The SNR and the standard deviation of the conductivity in
tube 1, 2 and 3 is shown in table 4.2 for both the 3D TSE and the 3D bSSFP. A range is
given, because it varies for the slices within the tubes. The SNR is sufficient and the
standard deviation of the conductivity is low enough to distinguish between the tubes
by their conductivity value.
3D TSE 3D bSSFP
SNR Std(σ) SNR Std(σ)
Tube 1 249 - 278 0.62 - 1.9 165 - 233 0.53 - 1.0
Tube 2 180 - 187 1.2 - 5.7 188 - 282 0.58 - 0.77
Tube 3 161 - 174 0.83 - 2.8 259 - 335 0.40 - 0.8
Table 4.2: The SNR and standard deviation of the conductivity for the three tubes in the
cylindrical phantom scanned at a TSE and bSSFP sequence.
Phantom imaged with a 3D TSE
The magnitude and phase images of the phantom scanned with the 3D TSE sequence
are shown in figure 4.2A. As indicated with the arrows, it can be seen that there are
ringing artifacts visible. When reconstructing the conductivity, these artifacts are am-
plified. As can be seen from figure 4.2B, these artifacts are worse in the begin and
end slices (slice 1 and 32), and are minimal in the middle slices of the cylinder (slice
18). These artifacts are not due to eddy currents, because the complex images are av-
eraged with their inverse-gradient counterpart. Physical motion is excluded, because
the cylinder was heavily loaded with sandbags to prevent mechanical motion due to
the gradient switching.
Phantom imaged with a 3D bSSFP
The 3D bSSFP also shows artifacts in the magnitude and phase, leading to errors in
the conductivity maps, see figure 4.3A. We know that the bSSFP sequence often suf-
fers from banding artifacts, due to off-resonance effects. Small frequency shifts in the
B0 field result in phase accumulation during the acquisition. At the TR time, the TM
and LM are flipped and thus the phase that is accumulated during acquisition is re-
versed. Therefore, the banding artifacts occur such that ∆B0γTR = mpi, where ∆B0 are
the frequency shifts in the B0 field and m is an integer. The banding artifacts become
more pronounced with longer TR and therefore choosing a smaller TR time leads to
less banding artifacts and moves the bands further away from the ROI.
The off-resonance frequency leading to the banding artifacts can be divided into a
pass-band and a stop-band region. The pass-band region corresponds the region in
the magnitude image where the magnitude is high, and the stop-band region corre-
sponds to a region where the magnitude is low. The magnitude image in figure 4.3
does not have a clearly dark or light magnitude band and we tested if the artifact is
a banding artifact by correlating it to the B0 field or the TR time. This was not the
case, because the artifact disappeared when we acquired the image with a 2D bSSFP
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sequence and the same parameters. Also scanning with a larger FOV resulted in the
removal of the artifact. We do not know what is the cause of the artifact present in
the magnitude image of the 3D bSSFP and it is usually not seen. Therefore we think it
might be a spurious phase effect.
Figure 4.2: (A) The magnitude and phase images of the cylindrical phantom from a 3D
TSE sequence. The white arrows indicate some ringing artifacts. (B) Reconstructed σ-
maps for slice 1, 10, 18 and 32. No pre- or post-processing was done and κ3D was used
for differentiation. In the σ-maps the ringing artifacts are amplified due to the second order
derivative.
Comparison of the TSE and bSSFP in the phantom
For both above-mentioned sequences, the mean and standard deviation of the con-
ductivity in the three tubes were analyzed and compared to their reference value mea-
sured with the dielectric probe. The absolute error was determined as the difference
between the mean calculated σ-value and the true σ-value. Figure 4.4 shows the abso-
lute error in green and the standard deviation of σ in red as a function of slice number.
As can be seen from the error plots of the TSE sequence, the standard deviation of σ is
the smallest around slice 18, where the least ringing artifacts are present. The standard
deviation has a value below 1 S/m for tube 1 and 3 and a value below 2 S/m for tube
2. In the outer slices, the standard deviation increases to 2 S/m and higher. For the
bSSFP sequence, the standard deviation is more slice independent and is in general
much lower. The values of the standard deviation in the bSSFP lie between 0.4 and
1.0 S/m. As we have shown previously, noise in the image leads to a higher standard
deviation, but here we can conclude that artifacts in the ROI contribute to a higher
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Figure 4.3: (A) The magnitude and phase images of the cylindrical phantom from a 3D
bSSFP sequence. The white arrows indicate a band-like structure, which is probably a spurious
phase artifact. (B) Reconstructed σ-maps for slice 1, 10, 18 and 32. No pre- or post-processing
was done and κ3D was used for differentiation. In the σ-maps the artifacts are visible as well.
standard deviation as well. Comparing the error in the slices where the standard de-
viation has the lowest value, the errors are comparable for the two sequences.
Volunteer imaged with a 3D TSE
Besides the phantom, the 3D TSE and 3D bSSFP sequences have been tested in a
healthy volunteer as well. The acquisition parameters are described in table 3.2. Fig-
ure 4.5A shows the magnitude and phase images that were acquired with the 3D TSE.
Here, the images do not show any of the above-described ringing artifacts. Since they
are not seen in the in vivo data, the artifact might be due to a resonance frequency
in the phantom that was excited during acquisition, causing it to oscillate within the
cylinder. The acquired phase of the in vivo subject contains dark voxels, indicated by
a white arrow in figure 4.5A, which might be phase wraps. The phase in the adipose
tissue appears uniform, making the EPT reconstruction in this tissue suitable.
In figure 4.5A, the σ-map that was reconstructed with κ3D from the phase image is
shown, where no pre- or post-processing was done on the data. The σ-map shows still
a lot of noise in the adipose tissue region, indicating that noise smoothing is necessary
with pre- or post-processing. In the glandular tissue, the σ-map has even more noise
and shows many small boundary artifacts due to the transition of conductivity values
between tissue types.
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Figure 4.4: The absolute error of the mean conductivity values and its standard deviation for
the three tubes in the cylindrical phantom. Left: phantom scanned with a 3D TSE sequence.
Right: phantom scanned with a 3D bSSFP sequence.
Volunteer imaged with a 3D bSSFP
For the bSSFP sequence, figure 4.5B shows the magnitude and phase images and the
reconstructed conductivity map. The banding artifacts (i.e. stop-band region) that
we described in the phantom 3D bSSFP sequence, are visible in the in vivo data, as
is indicated by the thick white arrow in figure 4.5B. In order to move the banding
artifacts outside the ROI, a short TR is chosen, but the spatial resolution needs to be
compromised as a result of reducing the time allowed for the readout gradient [24].
The figures shown here are obtained at a TR/TE of 3/1.5 ms and the data have a res-
olution of 1.5 mm/pixel in all three spatial directions. A smaller pixel size was not
possible here at these TR and TE times due to the gradient constraints.
In the magnitude bSSFP image, a dark band is visible at the interface of adipose and
glandular tissue, see thin white arrow in figure 4.5B. This black boundary artifact, also
known as the India ink artifact, is not representing an anatomical structure, but is the
effect of destructive interference in phase. SE sequences do not suffer from this artifact,
because of the RF refocusing pulse. The voxels in the dark band contain both water
and fat-tissue, where water and fat have a difference in resonance frequencies – called
chemical shift – due to de-shielding of the hydrogen protons by the electro-negative
oxygen atom in an H2O molecule. The chemical shift between water and fat is approxi-
mately 3.5 parts per million (ppm) and in a B0 field of 3 T (where the Larmor frequency
is 128 MHz), the difference in water-fat frequency is about 448 Hz. This means that
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the water-fat phases are out of phase at multiples of 2.2 ms, starting at 1.1 ms. If the
TE is chosen at a time where the water and fat signals are out of phase, this leads to
the India ink artifact. Here indeed, the TE of 1.5 ms is close to the out-of-phase time of
1.1 ms. However, choosing a longer TE and TR cause the banding artifacts described
above to move within the ROI. Another option to get rid of the India ink artifact is by
turning fat suppression on. This would get rid of the signal in the adipose tissue, but
most tumors are located in the glandular tissue.
Volunteer imaged with a 2D TSE
Besides the 3D TSE and 3D bSSFP sequences, we also acquired a 2D multi-slice TSE.
The slice thickness was 3 mm, the double of the slice thickness in the 3D sequences.
Thicker slices also lead to more SNR, because more protons in the slice are included
during RF excitation. The spatial resolution in the xy-direction was intermediate to
the 3D TSE and 3D bSSFP: 1.25 mm/pixel. Compared to the 3D TSE, a longer TR and
shorter TE was used, leading to a reduced T2-weighting of the image.
Figure 4.5C shows the magnitude, phase and reconstructed σ-map for the 2D multi-
slice TSE. Compared to the other two described sequences, this sequence shows the
best result in terms of artifacts and phase wraps. A 2D sequence, however, might lead
to phase jumps in the slice direction, making differentiation with a 3D kernel inac-
curate. We compared the σ-maps obtained with a 2D kernel and 3D kernel and no
differences due to phase discontinuities were found. Figure 4.5C shows the σ-maps
obtained with κ3D, without any pre- or post-processing.
Comparing pulse sequences for the clinic
As can be seen from figure 4.5, all σ-maps show blown up conductivity values at the
boundaries of tissue and phase inhomogeneities. At tissue boundaries the EPT recon-
struction is not valid, as we discussed earlier. But as we have shown here, each phase
wrap and artifact also leads to an error in the conductivity map. The conductivity from
the 3D bSSFP has the least noise in the homogeneous adipose tissue, whereas the 3D
TSE has the most noise in this region. This is the effect of the lower spatial resolution
of the bSSFP sequence, since the differential kernel becomes spatially larger and more
noise smoothing is performed by larger kernels. However, the 3D bSSFP suffered from
the banding and India ink artifact and when comparing the three sequences, the 2D
TSE showed the best conductivity map and is therefore recommended in the clinic.
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Figure 4.5: The magnitude, phase and reconstructed σ-map for a (A) 3D TSE sequence,
(B) 3D bSSFP sequence and (C) 2D TSE sequence in a healthy volunteer. The conductivity
was reconstructed without pre- and post-processing and for the second order derivative κ3D
was used
4.3 Pre- and post processing of the data
The 3D bSSFP sequence has a lot of advantages, such as a short scanning time, a high
SNR and intrinsic compensation of eddy current effects, there are also setbacks. In
order to get rid of the banding artifacts, a short TR has to be chosen, which in return
limits the spatial resolution. As seen from figure 4.5B, a larger pixel size leads to more
smoothing and larger boundary artifacts due to a spatially larger differential kernel in
the σ-map. Here we show that interpolating the low-resolution data to a higher reso-
lution affects the amount of noise, but in the cause of the bSSFP data, it does not affect
the smoothness significantly. Later on, we show that the boundary artifacts caused by
the larger differential kernel can be diminished by interpolating the data to a higher
resolution.
On noiseless simulated data of a cylinder with three tubes, a profile was taken from
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Figure 4.6: (A) On a noise-free simulated phase that has a resolution of 2 mm/pixel, the
conductivity map is calculated and a profile is taken, in accordance to the red line in the map.
(B) and conductivity maps and profiles from (A) the original simulated noise-free phase image
and (B) the interpolated
the phase image and the reconstructed conductivity image, as indicated with the red
line in figure 4.6. The original phase image has a resolution of 2 mm/pixel and the
image is 128 by 128 pixels. Figure 4.6B shows the phase and conductivity map, where
the phase is interpolated to a resolution of 0.5 mm/pixel. As can be seen from the
profile of the phase, the phase does not change after interpolation. Comparing the
conductivity maps and profiles from figures 4.6A and B, the boundary artifacts in the
conductivity from the interpolated data – in the profile indicated by the two high peaks
– become smaller and higher. There is more noise present in the conductivity from the
interpolated data as well. This comes from the fact that the second order differential
kernel becomes smaller in size (in terms of mm), where the kernel is divided by the
resolution squared. Therefore, the effect of the values inside the phase will be ampli-
fied more when the resolution is smaller.
In a patient, we obtained magnitude and phase images with a 3D bSSFP sequence with
4 complex averaged acquisitions. The TR/TE were 2.6/1.3 ms, the resolution was 2 x
2 x 2 mm/pixels and the FOV was 304 x 326 x 200 mm. The total scan duration was 1
minute and 35 seconds. The magnitude images did not suffer from banding artifacts in
the ROI. As a comparison, we used the same 3D TSE protocol as described in table 3.2.
These images contained 640 rows and columns and we interpolated the bSSFP magni-
tude and phase images to the same resolution, as can be seen from the magnitude and
phase images in figure 4.7A and B. In the figures can be seen that the number of rows
and columns are the same, but the magnitude and phase images from the 3D bSSFP
still remain blurry compared to the 3D TSE. Hence, interpolation does not make the
tissue boundaries sharper. Despite the interpolation, the σ-map that was reconstructed
from the interpolated bSSFP data is much smoother than the σ-map from the TSE data.
4.3.1 Comparison method A and B in conductivity reconstruction
The σ-maps in figure 4.7 are obtained from method A, as described in the methodol-
ogy. Masking is done on the conductivity map, and no pre- and post-processing is
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Figure 4.7: From left to right: Magnitude images of the whole FOV, magnitude images
zoomed in on the ROI, phase images zoomed in on the ROI, reconstructed σ-maps of the
ROI. For the σ-reconstruction, no pre- or postprocessing was done, and κ3D was used for the
second order derivative. (A) Low resolution data from a 3D bSSFP sequence interpolated to
the same resolution as the data obtained from the 3D TSE sequence. (B) Data from the 3D
TSE sequence.
done to show the effect of interpolation only on the low-resolution data of the bSSFP
sequence. The ROI is a homogeneous region in the adipose tissue.
Here, the ROI that was chosen, is not affected by tissue boundaries. However, if one
wants to find the conductivity in a tumor by EPT-reconstruction, tissue boundaries
need to be taken into account. Here, we illustrate how the σ-reconstruction handles
tissue boundaries by showing the reconstruction from method A and B, on the same
data. A patient was scanned with a 3D TSE sequence as described in table 3.2. An ROI
was chosen on homogeneous tissue and in the first method, the masking is performed
on the conductivity map. Here, no tissue boundaries are present and, as can be seen
from figure 4.8A, no boundary errors are present in the σ-map. In method B, the phase
image is masked and the values outside the ROI are set to either zero or NaN (not a
number), leading to an artificial tissue boundary. When taking the convolution with
the second order differential kernel, the masked phase values are propagated with the
differential kernel over the boundary, see figure 4.8B.
4.3.2 Explanation of the boundary artifacts
As explained earlier, the exact solution of the EPT reconstruction is not valid at tissue
boundaries, since the complex wave number is not constant there (also seen in figure
4.9A). For the numerical solution, the boundary artifacts that we see from method B,
can be explained by the convolution with a differential kernel to calculate the second
order derivative. Figure 4.9B shows that the second order derivative is valid for a ho-
mogeneous region, not taking into account neighbor pixels of a different tissue. If the
differential kernel convolutes over a boundary, this results in an error due the kernel
32
4.3 Pre- and post processing of the data
Figure 4.8: σ-maps reconstructed from method A (A) and method B (B). In method B, the
phase is masked based on the ROI, introducing an artificial boundary. This boundary leads
to the boundary artifact due to the convolution with the differential kernel. (C) The absolute
difference between the σ-maps in A and B. The reconstruction of both methods leads to the
same results, except for the boundary artifact.
[25]. In figure 4.9B, a 1D case is shown with a 3 pixel kernel, and where the tissue
boundary is perfectly between two pixels. In this image, the amount of pixels affected
by the kernel is one pixel. In our case, we are using a kernel of 7 by 3 pixels in the
xy-direction of the image. The size of the boundary artifacts increases with increasing
kernel size and the amount of pixels that would be affected by our kernel, is 3 pix-
els. However, in our images, the tissue boundaries are not always perfectly between
two pixels and if there is a pixel containing a boundary, this pixel is included by the
boundary artifact. Therefore, the amount of pixels that is affected by the kernel, is the
kernel size divided by two and that number rounded up.
Indeed, in figure 4.8B and C, the boundary artifacts due to the convolution with κ3D
have a size of 4 pixels. Also, as can be seen from figure 4.8C, which is the absolute dif-
ference map between figure 4.8A and B, the area inside the boundary artifacts is not
affected by the convolution of the kernel, since the difference is zero. Correct σ-maps
that are reconstructed from an ROI within a tissue boundary can be obtained by ero-
sion of the number of affected pixels by the kernel. In the cases of both κ2D and κ3D,
we would erode 4 pixels.
In our 3D convolution, the voxels in the z-direction are affected by κ3D as well. In
the slice direction we are convoluting with κ3Dsmall, a 5 x 3 x 3 kernel, meaning that
the number of voxels in the z-direction that is affected, is at least 3, due to rounding.
Usually, for homogeneous tissue there is no tissue boundary in the z-direction. But if
an ROI is drawn around a tumor and not enough voxels are present in the z-direction,
due to for example a large slice thickness, convolution with κ2D might give better re-
sults.
Taking these arguments back to the low resolution data in figure 4.7: in order to ob-
tain a reliable σ-value in an ROI of a tumor, there need to be at least one voxel inside
the ROI with only tumorous tissue. Since interpolation of the low-resolution data to
a higher resolution does not make tissue boundaries sharper, the size (in mm) of the
boundary artifacts caused by the convolution of the differential kernel becomes much
smaller.
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Figure 4.9: (A) Exact solution of the σ-reconstruction by EPT. The conductivity is not
defined on the boundary of tissues. (B) The numerical solution of the σ-reconstruction. The
differential kernel works well in a homogeneous region, but takes pixels of another tissue into
account near a boundary. Figures adapted from [25].
4.3.3 Noise smoothing with a Gaussian and median filter
Also with the consideration done above, the σ-maps look very noisy. Here we in-
vestigate the effect of the pre- and post-processing on the reconstructed σ-maps of an
arbitrary sequence. A patient was scanned with a 3D TSE and as already shown in
figure 4.5A and described above, the σ-map is dominated by noise. In figure 4.10A,
the reconstructed σ-maps are shown for the data without pre- and post-processing, to-
gether with the statistics within the ROI as function of the slice number. As we know
from literature, the mean σ-value for adipose tissue is 0.03 S/m [26], and the mean
conductivity values shown in figure 4.10A all lie between -5 and 5 S/m, except for
an outlier in slice 27. Figure 4.10E shows that the magnitude image in the ROI is not
homogeneous adipose tissue, but contains a duct, which introduces a tissue boundary
within the ROI. Therefore, for these slices the σ-reconstruction is not valid.
From figure 4.10A, we can see that the 3D differential kernel, κ3D, performs better than
the 2D kernel, κ2D, because the values are more consistent throughout the slices. The
standard deviation of the conductivity within the ROI is lower for κ3D than for κ2D,
but for both reconstructions, the standard deviation is still very high: between 3 and
40 S/m, depending very much on the slice number. Comparing this with the results
of the phantom in section 4.1, which had a standard deviation of about 1 to 2 S/m for
the non-processed data, the standard deviation for in vivo data is much higher.
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Figure 4.10B to D show the σ-maps where we pre-processed the phase images and/or
post-processed the conductivity images. In figure 4.10B, we used Gaussian filter with
a standard deviation of 2 pixels on the phase, which results in a much smoother σ-
map, especially in the homogeneous tissue. There still remain artifacts in the tissue
boundaries, where adipose tissue transitions into glands or ducts. In the chosen ROI,
the mean conductivity follows a much smoother course than the conductivity on non-
processed data. Also the difference between the conductivity obtained from the 2D
kernel and 3D kernel is much smaller. Thus, Gaussian smoothing of the phase already
reduces the noise in the phase images, and makes the additional smoothing that hap-
pens with a large differential kernel less relevant.
Next, we used a median filter as post-processing step on the σ-maps, see figure 4.10C.
The conductivity map after a median filter is applied, improves from the noise in im-
age. The mean conductivity in the ROI follows the same trend as the conductivity
derived from the non-noise-filtered and the pre-processed images. However, the im-
ages that were pre-processed with a Gaussian filter, show less noise and the standard
deviation of the conductivity inside the ROI is lower (1.3 S/m at its lowest value) than
for the post-processed conductivity, which is 2.3 S/m at its lowest value.
Lastly, the data was pre- and post-processed, see figure 4.10. Here the noise and the
standard deviation both reduced. However, it needs to be noted that, that image pro-
cessing comes at a cost. Gaussian filters blur the tissue boundaries, depending on the
size of the Gaussian kernel. Blurred boundaries lead to a larger number of pixels in the
boundary artifacts caused by the differentiation step of the reconstruction. A median
filter preserves edges in an image much better than a Gaussian filter. But convolu-
tion with a median filter in the post-processing also enlarges the boundary artifacts,
since errors from the boundary that were propagated by the differential kernel, will
be propagated even more by the median filter. The pre- and post-processing on the
data acquired with a 3D TSE sequence, gives more accurate and precise (given that
the standard deviation lowers significantly) results on the conductivity values in an
ROI of homogeneous tissue than if no pre- or post-processing was done.
4.3.4 Conductivity on tumoral tissue
Here we test if we can obtain an accurate result of the conductivity of a breast tu-
mor as well. Three patients were scanned with a 3D TSE and besides, a DCE image
was acquired (see figure 4.11). Based on the magnitude and the DCE image, we seg-
mented the phase with method B in the python pipeline, such that only tumoral tissue
is present in the ROI, as is done in [8].
To obtain the conductivity map of the tumor, we obtained results from the original
images, Gaussian filtered images and median filtered images. Differentiation is per-
formed with κ2D, to make sure that no boundary artifacts are present in the σ-maps
from the slice direction. All conductivity maps show highly variable mean σ-values
and a very high standard deviation, as can be seen in table 4.3.
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No pre- and
post-processing Gaussian filter median filter
Patient 1 -64 ± 209 S/m -57 ± 53 S/m 89 ± 265 S/m
Patient 2 22 ± 666 S/m -10 ± 145 S/m 255 ± 787 S/m
Patient 3 171 ± 246 S/m -102 ± 83 S/m -36 ± 23 S/m
Table 4.3: Mean and standard deviation of the conductivity values in a tumor.
The phase within the ROI, as can be seen from the images in figure 4.11, is not uni-
form and homogeneous, and contains small wraps. The conductivity images are not
uniform as well, even if we eroded the necessary boundary pixels. Thus, if the phase
images already contain artifacts, a conductivity value cannot be obtained from the
reconstructed σ-maps and pre- or post-processing does not result in better values.
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Figure 4.10: Effects of pre- and post-processing on the reconstructed σ-maps and on the
mean and std of σ within an ROI of homogeneous tissue. (A) data is not pre- or post-
processed. (B) A Gaussian filter with a standard deviation of 2 pixels is applied to the phase.
(C) A median filter of size 5 by 5 pixels is applied to the conductivity map. (D) Both the
Gaussian and the median filter are applied as described in B and C. (E) The magnitude and
phase image of slice 29, where the conductivity value is not precise, due to a duct in the ROI.
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Figure 4.11: Three patients (A-C) were scanned with a 3D TSE sequence and with reference
to the DCE image and the magnitude image, an ROI was chosen around the tumor. The σ-
maps are reconstructed based on a masked phase, and four boundary pixels are eroded after
the σ-map is created. For the conductivity that is shown here, no pre- or post-processing is
done in the reconstruction.
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Conclusion and outlook
Finding the electrical conductivity of a certain tissue type comes with a lot of compli-
cations and there is a large range of inter-subject variance of conductivity values across
studies, showing that there is a lack of a golden standard. We have investigated some
of the limitations of EPT in phantom data and the clinical application of breast cancer.
The first of which is the effect of the SNR on the conductivity values. A phantom with
three tubes, having different conductivity values, was scanned with the same acquisi-
tion twice, where the signal of the first scan was received by a body coil and the signal
of the second scan was received by an array coil. Receiving with the body coil leads
to a lower SNR in the image, due to the increased background noise. We have com-
pared the obtained σ-values with a probe-measured σ-value and shown that a lower
SNR does not lead to an error in the mean conductivity. The standard deviation of the
conductivity, however, is much higher for a lower SNR image.
The noise in the image can be suppressed with pre- or post-processing. Using a Gaus-
sian filter on the phase images reduces the noise in the fundamental image of the
σ-reconstruction. We used a Gaussian filter with a standard deviation of 2 pixels on
the phase data of a clinical 3D TSE scan on in vivo data and showed that the obtained
conductivity values had a much smoother course over the slices and a lower standard
deviation than without any noise filtering. Also a median filter on the conductivity
images helps to find better σ-values in a noisy σ-map.
When doing image-processing, that is convolution with a differential kernel or post-
processing on the σ-map, it needs to be taken into account that the convolution intro-
duces a boundary artifact in the σ-map. In a tissue boundary, the EPT reconstruction
fails, because the assumption of constant wave number in space is not valid there. If
the kernel convolutes over a boundary, pixels in the other tissue-region are propagated
into the other tissue. The size of the boundary artifact typically is the size of the kernel
or filter divided by 2, rounded up.
The boundary artifact can be removed from the ROI by erosion on the mask to obtain
the correct σ-values. If one wants to find the conductivity of a small feature, e.g. a
tumor, then the resolution should be at least high enough, so that there is a pixel con-
taining only that tissue type. The size of the boundary artifact, caused by convolution,
can be decreased by interpolating the phase images to a higher resolution, such that
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there are pixels left inside the ROI to determine the σ-value.
Besides, the MRI sequence and acquisition parameters are of a large influence on the
final σ-maps. Where noise can be smoothed and low-resolution data can be inter-
polated, artifacts due to the acquisition, on the other hand, cannot be diminished by
post-processing. Therefore, artifacts are the most heavy-weighing in EPT and should
be removed before obtaining a conductivity map. We have shown that the 2D TSE
gives the best σ-maps, so far. The 3D TSE sequence has many small discontinuities
in the phase that lead to an error in the conductivity value. The bSSFP has many ad-
vantages, such as high SNR and short scanning time, but suffers from a low spatial
resolution and the India ink artifact. The banding artifacts can be overcome by de-
creasing the TR.
Outlook
In the clinical application of finding the conductivity of breast cancer, we only tested
a 3D TSE sequence in three patients. We have not been able to find trustworthy σ-
values, because of an inhomogeneous phase map, likely due to phase discontinuities
that are intrinsic of the acquisition protocol. We have shown in a volunteer that the 2D
TSE gives the best results in σ-maps. In the future, This sequence will be applied in
the clinic.
Besides, it would be a challenging but welcome outlook to solve the boundary arti-
facts, such that conductivity maps can be created of the whole image. With this per-
spective, contrast agents used to diagnose cancer might become unnecessary. Several
methods have been proposed. Katscher et al. use a parabolic phase fitting to reduce
boundaries in the conductivity maps in phantom and in vivo data[27]. Lee et al. show
that they can improve on boundary artifacts in a simulated phantom by constructing a
mask based on the derived electric and magnetic field, and electric properties from the
time-harmonic Maxwell’s equations [28]. And Ropella et al. use the weighted least-
squares optimization method to model the relationship between the phase map and
conductivity, where a mask is incorporated to preserve the data near boundaries [29].
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