Abstract. Polynomial matrices G(z) = Iz m − C i z i with hermitian coefficients C i are studied. The assumption |C i | I implies that the characteristic values of G(z) lie in the closed unit disc. The characteristic values of modulus one are roots of unity. An extension of the Eneström-Kakeya theorem is proved and a stability criterion for a system of difference equations is given.
Introduction
The starting point for this paper is the following theorem, which in part can be traced back to Hurwitz [7] . It deals with a real polynomial and its roots in the unit disc and on the unit circle. with hermitian coefficients. Two applications will be given. The first one is an extension of the Eneström-Kakeya theorem and its sharpness to polynomial matrices with positive semidefinite coefficients. Recall that the following theorem is known as Eneström-Kakeya theorem (see e.g. [10, p. 4] , [3, p. 12] , [11, p. 255] ). (
ii) The zeros of h(z) lying on the unit circle are simple.
The second application is a stability criterion for the difference equation
x(t + m) = C m−1 x(t + m − 1) + · · · + C 1 x(t + 1) + C 0 x(t).
The following notation will be used. Let G(z) be the polynomial matrix in (1.4). We define σ(G) = {λ ∈ C; det G(λ ) = 0}
and ρ(G) = max{|λ |; λ ∈ σ(G)} . In particular, if f (z) ∈ C n [z] then σ(f ) shall denote the set of roots of f (z) . In accordance with [2, p. 341] the elements of σ(G) will be called the characteristic values of G(z) . If v ∈ C n satisfies G(λ )v = 0 , v = 0 , then v is said to be an eigenvector corresponding to λ . An r -tuple of vectors
The symbol D represents the open unit disc. Thus ∂D is the unit circle and D is the closed unit disc. If Q, R ∈ C n×n are hermitian then we write Q > 0 if Q is positive definite, and R 0 if R is positive semidefinite. The inequality Q R means Q − R 0 . If Q 0 then Q 1/2 shall denote the positive semidefinite square root of Q . The positive semidefinite part of a hermitian matrix A is given by
be the group of k -th roots of unity. If ζ ∈ E k then ord ζ will denote the order of ζ , i.e. if ord ζ = s then s is the smallest positive divisor of k such that ζ s = 1 . In many instances limits of summation will be omitted. Then shall mean
Characteristic values in D
In this section we are mainly concerned with the location of the characteristic values of G(z) . The following observations will be useful.
(ii) There exists a unitary matrix U such that
3) we obtain 1 = ω α i . Therefore ω = 1 , and β i ∈ R , β i 0 . Define
Hence
. Thus we have shown that
) the degree of elementary divisors is related to the length of Jordan chains. Hence we have to show that the eigenvector v can not be extended to a Jordan chain of length greater than 1 . Suppose there exists a vector
Thus we would obtain mv
Hermitian polynomial matrices G(z) with positive semidefinite coefficients C i have been studied in [13] . In the present paper we no longer assume C i 0 . This will require a more elaborate approach.
Characteristic values on the unit circle
We continue to assume S = |C i | I . In this section the focus is on characteristic values of G(z) on the unit circle. To a vector v ∈ C n , v = 0 , we associate the set
If M(v) = ∅ then it follows from (2.6) and (2.8) that v * C i v = 0 if and only if C i v = 0 . We define t = min{i; i ∈ I(v)} and = signv * C t v . Then C t v = 0 , and C i v = 0 if i < t . It will be shown in Lemma 3.2 below that all elements of M(v) are roots of unity. In Theorem 3.6 and Theorem 3.8 it will be proved that either 
Proof. In Theorem 2.2 and its proof we have seen that (3.1) implies (3.2). Conversely, let (3.2) be satisfied. Then (3.2b) yields
We would obtain Sv = 0 , which is incompatible with (3.2a). It follows that |λ | 1 . Hence ρ(G)
which completes the proof.
Proof. From (3.2b) and (2.2) we obtain
Moreover k | (m − t) and = 1 , and
Moreover s | (m − t) and
. We obtain (3.4) if we take j = νk in (3.7). (ii) If ord λ = k = 2s then λ s = −1 . Therefore λ j = ±1 is equivalent to j ∈ sZ . Hence, if C t+j v = 0 then j ∈ sZ , and we have (3.5) .
and k = 2s follows s|(m − t) . The assertion (3.6) is an immediate consequence of (3.7) with j = νs .
With 8) and also to
The subsequent lemmas prepare the ground for the description of M(v) . It will make an essential difference whether M(v) contains elements of odd order or not. (ii) We have 
which implies M(v) = Eˆk . It remains to show that the polynomial vector f (zˆk) satisfies (3.15). Suppose f (μ) = 0 for some μ ∈ ∂D . Then μ = ηˆk with η ∈ ∂D . Thus (3.14) implies η ∈ M(v) , and therefore η ∈ Eˆk . Hence G(z) would have an elementary divisor (z − η) r with r 2 , in contradiction to Theorem 2.2(iv).
Suppose all coefficients C i are positive semidefinite. Then (3.10) is satisfied, and
Thus in the case of the polynomial g(z) in (1.1) we have recovered a result which is due to of Ostrowski (see also [1] and [10, p. 3] ). In the next theorem we assume 1 / ∈ M(v) and we obtain a counterpart to Theorem 3.6. The identity (3.18) below yields the factorization (1.3) in Theorem 1.1.
THEOREM 3.8. Suppose M(v) = ∅ and 1 / ∈ M(v) . Then all elements of M(v) have even order. Setk
= lcm { 1 2 ord λ ; λ ∈ M(v)}. (3.16) Thenk | (m − t) and M(v) = {λ ∈ C; λˆk + 1 = 0}. (3.17) If m − t =k then G(z)v = z t (zˆk + 1) f (zˆk) ( 3.18) for some f (z) ∈ C n [z] with σ(f ) ∩ ∂D = ∅ .
Proof. It follows from Lemma 3.4 that the order of all elements of
It is impossible that μˆk = 1 for some
, and we have established (3.17). The factorization (3.18) follows from (3.19) and (3.17). We can use Theorem 2.2(iv) again to show that f (μ) = 0 if |μ| = 1 .
andk is given by (3.16) then we conclude from (3.17) that there exists a λ ∈ M(v) with ord λ = 2k . Thus (3.6) and (3.19) imply
On the other hand, if 1 ∈ M(v) andk is given by (3.12), such thatk = lcm {ord λ ; λ ∈ M(v)} , then (3.13) can be written as
With these observations we can make Theorem 1.1 more precise. 
or otherwise c j < 0 for some j and
According to H. Schneider [12] there is a striking similarity between properties of eigenvalues of p -norm contractive maps (see [8] ) and of characteristic values of hermitian polynomial matrices G(z) satisfying the condition S I . For 1 p < ∞ the p -norm on R n is defined by
and the ∞ -norm is given by |x| ∞ = max{|x| j ; j = 
The sequence (A qj ) j∈N is convergent.
The corresponding result for G(z) is the following. Proof. If λ ∈ σ(G) ∩ ∂D then Lemma 3.3 implies that the order of λ is equal to r or to 2r for some r ∈ {1, . . . , m} . Hence
satisfies (3.20).
Applications

The Eneström-Kakeya theorem
According to Anderson, Saff and Varga [1] it is of interest to know when the inequality ρ(h) 1 in Theorem 1.2 is sharp. We write h ∈ π , r 1 , . . . , r s ) . Then ρ(h) = 1 if and only if k > 1 . In that case
The Eneström-Kakeya theorem and its refinement in Theorem 4.1 can be extended to polynomial matrices. Note that Furuta and Nakamura [5] generalized Theorem 1.2 (i) to polynomials H(z) = A i z i with positive definite operator coefficients A i . The approach of [5] relies on a power inequality for the numerical radius of a linear operator acting on a Hilbert space. For the subsequent theorem we refer to [4] . In the present paper a different proof is given, which should be more straightforward. 
Proof. Again, it is no loss of generality to assume A m−1 = I . Because of C i = A i − A i−1 the condition (4.2) means that C j v = 0 only if j ∈ {m, r 1 , . . . , r s } . Then (3.14) in Theorem 3.6 yields
which implies (4.3).
A difference equation
We consider the linear time-invariant equation 
