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Abstract
Zonoid depth, as a well-known ordering tool, has been widely used in multivariate analysis.
However, since its depth value vanishes outside the convex hull of the data cloud, it suffers from
the so-called ‘outside problem’, which consequently hinders its many practical applications, e.g.,
classification. In this note, we propose a new class of Lq-norm zonoid depths, which has no such
problem. Examples are also provided to illustrate their contours.
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1 Introduction
To provide multivariate observations a proper ordering, Tukey (1975) suggested to so-called
halfspace depth function. This depth enjoys many desirable properties, and can be utilized to
extend the univariate median, as well as many other location estimators, to higher dimensions.
Many other depth functions are also proposed motivated by Tukey (1975) from different prin-
ciple. The most famous notions include the simplicial depth (Liu, 1990), and projection depth
(Zuo, 2003).
These three depth notions satisfy all four properties, namely, (a) affine-invariance, (b) max-
imality at a center point, (c) monotonicity related to the center point, and (d) vanishing at
infinity, of defining a general statistical depth function (Zuo and Serfling, 2000). They all max-
imize at the medians, which all deduce to the ordinary median in the univariate case. In this
sense, the statistical inferential procedures induced from these depths enjoy somewhat some
robust properties.
Furthermore, in statistics, there exist some other depths, which are not robust in the sense
that they maximize at the conventional mean. But since they can fit to some other different
applications, they are still of practical importance.
Among them, the simplest one is the Mahalanobis depth (Zuo and Serfling, 2000), which
is constructed on the Mahalanobis distance of x to the sample mean X¯ . Giving the random
sample X n = {X1,X2, · · · ,Xn} ⊂ Rd (d ≥ 1), its definition is as follows:
MD(x , Pn) =
1
1 +
√
(x − X¯)⊤Σˆ−1n (x − X¯)
,
where Σˆn =
1
n
n∑
i=1
(Xi−X¯)(Xi−X¯)⊤, and Pn denotes the empirical probability measure related to
X n. However, the contours induced from this depth is always of elliptical shape, even though the
data are generated from a non-elliptical distribution. It hence fails to characterize some special
properties of the data cloud, although it is both computationally and conceptually simple.
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An another famous depth of this type is the zonoid depth suggested by Koshevoy and Mosler
(1997). Its empirical version is as follows:
ZD(x , Pn) =


sup
{
α : x =
n∑
i=1
piXi,
n∑
i=1
pi = 1, npi ∈ [0, 1/α], ∀i
}
, x ∈ conv(X n)
0, x /∈ conv(X n),
(1)
where conv(X n) denotes the convex hull of the data cloud X n. Different from the Mahalanobis
depth above, zonoid depth induces data-dependent contours, and can characterize the underlying
distribution in a unique way.
Unfortunately, this depth suffers from the so-called ‘outside problem’, i.e., its depth vanishes
outside the convex hull of the data cloud. As a result, it is impossible to classify a point outside
all convex hulls of the classes into a specific class when using the zonoid depth in classification
(Lange et al., 2014). Recently, Liu (2017) suggested a new class of general empirical depth,
including the zonoid depth as a special case. Nevertheless, they still suffer from the outside
problem.
Efforts to overcome this problem include using a combination of zonoid and Mahalanobis
depth, i.e., zonoid-Mahalanobis depth, suggested by Hoberg (2003). Its definition is as follows:
D(x , Pn) = max {ZD(x , Pn), βMD(x , Pn)} with β = 1
max
1≤i≤n
pi
,
for some pi’s specified in 1. However, this solution unnaturally requires combining two depth
functions, and more importantly, the contours induced from this depth is not convex as shown
in Mosler and Hoberg (2006), which may bring difficulty to its computation.
How to further improve this is not trivial. In the sequel we propose a new class of Lq-norm
zonoid depths. It turns that the new depths satisfies all four properties of defining a general
statistical function as suggested in Zuo and Serfling (2000). Their depth values do not vanish
even outside the convex hull of the data cloud, behaving similarly to the projection depth (Zuo,
2003). Nevertheless, since Lq-norm zonoid depths do not involve the methodology of projection
pursuit, their computation is easy to achieve, while the computation of the projection depth
is quite intensive (Liu and Zuo, 2014). When q = 2, the Lq-norm zonoid depths deduce to
the Mahalanobis depth, and hence they include the so-called Mahalanobis depth as a special
case. Furthermore, by taking limit to q, we obtain the degenerate case L∞–norm zonoid depth
corresponding to q = +∞, whose form is very close to the conventional zonoid depth developed
by Koshevoy and Mosler (1997). The contours induced from these Lq-norm zonoid depths for
any q ≥ 1 are still convex and nested, and center at the conventional sample mean. Hence, these
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depth notions may serve as an alterative to the zonoid depth if the outside problem is a big
concern having to be taken into account.
The rest of this note is organized as follows. We present the methodology and main results
of this note in Section 2. Some illustrative examples are given in Section 3. Concluding remarks
end this note.
2 Methodology and main results
In this section, we first explore the idea behind an equivalent definition to the zonoid depth
given Koshevoy and Mosler (1997). Then we suggest a new class of Lq-norm zonoid depths,
which do not vanish outside the convex hull of the data cloud. The population versions are also
derived under some mild conditions.
Let’s start with definition of the zonoid depth. For the original zonoid depth given in (1),
Koshevoy and Mosler (1997) derived also the following equivalent definition:
ZD(x , Pn) = sup
{(
max
1≤i≤n
(npi)
)−1
: x =
n∑
i=1
piXi, (p1, p2, · · · , pn) ∈ Sn−1
}
=
(
inf
{
max
1≤i≤n
(npi) : (p1, p2, · · · , pn) ∈ Sx
})−1
,
when x ∈ conv(X n), where Sx = {p ∈ Sn−1 : x =
∑n
i=1 piXi = AXp} with AX =
(X1,X2, · · · ,Xn), and Sn−1 = {p = (p1, p2, · · · , pn)⊤ :
∑n
i=1 pi = 1, pi ≥ 0,∀i}.
This equivalent definition indicates that the zonoid depth value of x depends on the similarity
between p = (p1, p2, · · · , pn)⊤ ∈ Sx and the center p0 = ( 1n , 1n , · · · , 1n)⊤ of Sn−1, and we are
using the most similar point p to p0 on Sx to characterize the deepness of x with respect to X n
(Liu, 2017). Obviously, the values of pi’s involved in max
1≤i≤n
(npi) can not be negative, because it
may consequently make the depth value of x to be negative. As a result, x should be contained
in the convex hull of X n if one wants ZD(x , Pn) > 0. In turn, the outside problem exists.
Although using instead max
1≤i≤n
|npi| in the definition can avoid this ‘negative value’ problem, it is
easy to check that the depth function based on max
1≤i≤n
|npi| does not satisfy all four properties of
defining a general depth function any more, nevertheless. Hence, additional efforts are still in
need to overcome the so-called outside problem.
Observe that one may also use the distance between p and p0 to measure their similarity.
In fact, for any p ∈ Sn−1, since
max
1≤i≤n
(npi) = max
1≤i≤n
(npi − 1 + 1)
= 1 + max
1≤i≤n
(npi − 1),
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the zonoid depth can be further reexpressed as
ZD(x , Pn) = sup

 11 + max
1≤i≤n
(npi − 1) : p ∈ Sx


=
1
1 + inf
p∈Sx
{
max
1≤i≤n
(npi − 1)
} .
Hence, if adding an absolute sign to npi−1, we may enlarge the domain Sx of p to the hyperplane
Px, and possibly still can obtain a well defined depth function, because Px includes the convex
polytope Sx as a subset, and we are using the most similar point to p0 in Px to define the depths.
Here Px = {p ∈ Rn : Axp = x , 1⊤n p = 1} with 1n = (1, 1, · · · , 1)⊤ being the vector of n ones.
Motivated by this, we propose to consider the following L∞ zonoid depth:
LD∞(x , Pn) =
1
1 + S(x , Pn)
. (2)
where
S(x , Pn) = inf
p∈Px
d∞(np, np0).
Since Px does not necessarily require the components of p to be positive, the value of LD∞(x , Pn)
can be well defined for some x even outside of the convex hull of the data cloud.
Here we still use the term ‘zonoid’ is because the definition of the L∞ zonoid depth involves
the lift zonoid as did in Koshevoy and Mosler (1997):
{z(P, g) : g : Rd → R1 measurable}
for given probability measure P , where z(P, g) = (z0(P, g), ζ(P, g)
⊤)⊤ ∈ Rd+1 with

z0(P, g) =
∫
g(X)dP
ζ(P, g) =
∫
Xg(X)dP.
For the depth given in (2), the following theorem indicates that it is a well defined statistical
depth function. Hence, it can also be used to provide a desirable center-outward ordering for
multivariate observations like what the zonoid depth of Koshevoy and Mosler (1997), as well as
many other depths aforementioned, does.
Theorem 1. For given X n ⊂ Rd (d ≥ 1), suppose Σˆn is a positive definite matrix. Then
we have: (P1). Affine-invariance. For any d × d nonsingular matrix A and d-vector b, we
have that LD∞(Ax + b, Pn,AX+b) = LD∞(x, Pn). (P2). Maximality at X¯. LD∞(X¯, Pn) =
sup
x∈Rd
LD∞(X¯, Pn). (P3). Monotonicity relate to X¯. LD∞(x, Pn) ≤ LD∞(X¯ + λ(x − X¯), PX)
holds for any λ ∈ [0, 1]. (P4). Vanishing at infinity. LD∞(x, Pn) → 0 as ‖x‖ → ∞. Here
Pn,AX+b denotes the empirical probability measure related to {AX1+b,AX2+b, · · · ,AXn+b}.
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Remarkably, the assumption that Σˆn is a positive definite matrix holds in probability one
when the covariance matrix cov(X) of X is positive. For the case of cov(X) being singular, we
recommend to reduce the dimensionality of the data in advance, and then build the statistical
depth functions in the lower dimensional space.
By observing that
lim
q→+∞
q
√√√√ 1
n
n∑
i=1
|npi − 1|q = d∞(np, np0),
we may further extend LD∞(x , Pn) to the following version
LDq(x , Pn) =
1
1 + Sq(x , Pn)
, (3)
for some q ∈ [1,+∞], where
Sq(x , Pn) = inf
p∈Px
dq(np, np0)
with
dq(np, np0) =
q
√√√√ 1
n
n∑
i=1
|npi − 1|q.
The class of Lq-norm zonoid depths defined here is quite fruitful. Similar to Theorem 1,
we can show that LDq(x , Pn) satisfies the definition of the general statistical depth function
suggested by Zuo and Serfling (2000).
Furthermore, based on the discussion on the Euclidean likelihood in Owen (2001), we directly
derive the following result.
Proposition 1. For q = 2, the Lq-norm zonoid depths defined in (3) deduce to the Mahalanobis
depth. That is,
LD2(x, Pn) =
1
1 +
√
(x− X¯)⊤Σˆ−1n (x− X¯)
=MD(x, Pn).
In this sense, Proposition 1 indicates that the class of Lq-norm zonoid depths defined in this
paper include the Mahalanobis depth as a special case.
To facilitate the theoretical derivation, it is desirable to given the population version of the
defined statistical depth function. For the Lq-norm zonoid depths above, the population versions
are given as follows. That is,
LDq(x , P ) =
1
1 + infg∈Gx d
F
q (g, 1)
,
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where Gx :=
{
g(·) : ∫ Xg(X)dP = x , ∫ g(X)dP = 1}, i.e., the family of functions satisfying
both
∫
Xg(X)dP = x and
∫
g(X)dP = 1, and dFq (g, 1) =
q
√∫ |g(X) − 1|qdP denotes the Lq-
norm for functions of g(x )− 1.
The following theorem shows the convergence of the sample Lq-norm zonoid depth to its
population version for any q ∈ [1,+∞] under some regular conditions.
Theorem 2. Suppose that X1,X2, · · · ,Xn are i.i.d. copies of X such that E|X| < +∞ and
cov(X) > 0. Then we have
LDq(x, Pn)
p−→ LDq(x, P ), for any x ∈ Rd,
for q ∈ [1,+∞], where p−→ denotes the convergence in probability.
It is worth mentioning that since the definition of LDq(x , Pn) involves the absolute sign, it is
impossible to use directly the Lagrange multiple method as usually did for empirical likelihood
in Owen (2001) to prove this theorem. The absolute sign brings greatly additional difficulties
to the proof; see the Appendix for details.
Theorem 2 indicates that the proposed Lq-norm zonoid depths have nonsingular population
versions. Similar to Zuo and Serfling (2000), we may define the α-trimmed depth region as:
{x : LDq(x , Pn) ≥ α},
and its boundary to be the α-th Lq-norm zonoid depth contour for some α ∈ (0, 1]. Following
the same line as Theorem 1 and Koshevoy and Mosler (1997), it is easy to check that these
trimmed depth regions are also bounded, convex and nested for any α ∈ (0, 1], and converge to
its population versions in probability in Hausdorff distance. We omit the details in this paper.
3 Illustrations
To be useful, a depth notion is expected to be computable. Hence, in the sequel we will discuss
briefly the computational issue related to the Lq-norm zonoid depths at the very beginning.
Based on this discussion, a few illustrations are provided to help readers to gain more insight
into the proposals.
⋄ The computational issue. When q = 2, L2-norm zonoid depth is actually the Mahalanobis
depth, its computation is easy to achieve. For q = 4, 6, · · · , the computation of Lq-norm zonoid
depths can be transformed into a convex optimization problem. By Boyd and Vandenberghe
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(2004), it can be resolved by using Newton’s method with equality constraints; see also Owen
(2001).
For the scenarios of q ≥ 1 but 6= 2, 4, · · · , the computation is more complex, because the
objective function dq(np, np0) =
∑n
i=1 |npi − 1|q involves the absolute sign, although it is still
a convex function with respect to p. Let v+i = max{npi − 1, 0} and v−i = max{1− npi, 0}. The
computation for these scenarios is equivalent to the following nonlinear convex optimization
problem:
min
v
f(v) =
n∑
i=1
(v+i + v
−
i )
q (4)
subject to


n∑
i=1
(v+i − v−i ) = 0
n∑
i=1
(v+i − v−i )(Xi − x ) = n(x − X¯)
v+i , v
−
i ≥ 0, for i = 1, 2, · · · , n,
where v = (v+
1
, · · · , v+n , v−1 , · · · , v−n ). Primal-dual interior-point methods may be used to resolve
this problem (Boyd and Vandenberghe, 2004). In Matlab, the function fmincom.m can used to
resolve these problems.
Specially, for q = 1, the objective function in (4) is linear, hence (4) can be resolved by
typically using the technique of linear programming. For the degenerate case q = +∞, the
computation can be transformed into the linear programming problem as follows:
min
t,v
f(t, v) = t
subject to


t ≥ v+i + v−i , i = 1, 2, · · · n,
n∑
i=1
(v+i − v−i ) = 0
n∑
i=1
(v+i − v−i )(Xi − x ) = n(x − X¯)
t ≥ 0, v+i , v−i ≥ 0, for i = 1, 2, · · · , n.
In Matlab, some well developed function, e.g., linprog.m, can be utilized to fulfil these tasks.
⋄ Illustrations. In this part we will give some illustrations about the Lq-norm zonoid
depths. The first example is based on a real data set taken from Example 4 in Page 57 of
Rousseeuw and Leroy (1987). This data set are widely used in illustrating the depth contours.
It consists of 28 animals’ brain weight (in grams) and body weight (in kilograms). We use the
logarithms of these data in this paper.
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(a) L1-norm zonoid depth contours
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(b) L2-norm zonoid depth (Mahalanobis depth) con-
tours
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(c) L4-norm zonoid depth contours
−4 −2 0 2 4 6 8 10 12
−2
0
2
4
6
8
10
logorithmic body weight
lo
go
rit
hm
ic 
br
ai
n 
we
ig
ht
(d) L8-norm zonoid depth contours
Figure 1: Shown are contours induced from the Lq-norm zonoid depth. Here the small hollow
points stand for the observations, and the big solid point is the sample mean. The dashes line
stands for the boundary of the convex hull of the data cloud.
Figure 1 reports ten depth contours with depth values 0.2500, 0.3333, · · · , 1.0000 from the
periphery inwards for the Lq-norm zonoid depths with q = 1, 2, 4, 8, respectively. As shown from
this figure, L2-norm zonoid depth induces some elliptical contours, which confirms Proposition
1. All of these depth functions center at the sample mean, and have positive depth values outside
the convex hull of the data set, i.e., the area formed by dashes lines.
Besides this, we also provide some illustration for these depths based on the simulated data.
Three scenarios are considered here, namely, (S1) X ∼ U([−1, 1]× [−1, 1]), (S2) X ∼ N(0, I2×2),
and (S3) X = (Y 2 + Z,Z2 + Y )⊤ with Y ∼ N(0, 1) and Z ∼ N(0, 1). The sample size
are 1000 for all of these scenarios. The support of (S1) is a finite set. The distribution in
(S2) is symmetrical, while that in (S3) is skewed. The depth values of these contours are
0.2000, 0.2889, · · · , 1 generated by linspace(0.2, 1, 10). See Figures 2-4 for details, where the
small points stand for the data points, and the big points are their sample means.
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(a) L1-norm zonoid depth contours
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(b) L2-norm zonoid depth contours
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(c) L4-norm zonoid depth contours
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(d) L8-norm zonoid depth contours
Figure 2: Shown are contours for Lq-norm zonoid depths related to Scenario (S1).
Among these Lq-norm zonoid depths, the L1-norm zonoid depth appears to be very desirable.
As shown in Figures 1-4, the shapes of the contours of the L1-norm zonoid depth are not fixed and
appear to be dependent on the data. Specially, its contours are roughly squared for the data set
generated uniformly from [−1, 1]× [−1, 1], whose shape is squared. While for Scenario (S2), the
shape of contours related this depth is roughly spherical. Hence, we recommend practitioners to
use this depth in the applications, e.g., classification, as an alterative to the conventional zonoid
depth.
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(a) L1-norm zonoid depth contours
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(d) L8-norm zonoid depth contours
Figure 3: Shown are contours for Lq zonoid depth related Scenario (S2).
4 Concluding remarks
In this paper, we proposed a new class of statistical depth functions, which still relate to the so-
called lift zonoid. Different from the conventional zonoid depth defined in Koshevoy and Mosler
(1997), we based the new depth functions on the Lq-norm between p (related to x ) and p0
(related to the sample mean). Since Lq norm allows the components of p to be negative, the
new depth functions take positive value even outside the data cloud. The data examples shows
that the L1-norm zonoid depth function appears to very favorite. We anticipate it to be helpful
in the practical applications if the outside problem is a problem having to be taken into account.
10
−10 −5 0 5 10 15
−10
−5
0
5
10
15
x
y
(a) L1-norm zonoid depth contours
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(d) L8-norm zonoid depth contours
Figure 4: Shown are contours for Lq-norm depths related to Scenario (S3).
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Appendix: Detailed proofs of the main results
In this appendix, we provided the detailed proofs of the main proposition and theorems.
Proof of Theorem 1. The check of Properties P1-P2 is trivial. We omit the details.
Property P3. Let y = X¯ + θ(x − X¯) = (1 − θ)X¯ + θx . Let p∗x ∈ Px be the weight vector
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satisfying
d∞(np
∗
x, np0) = inf
px∈Px
d∞(npx, np0).
Denote P¯x = Px ∩ {p ∈ Rd : ‖p − p∗x‖ < δ} for some δ > 0, where ‖x‖ =
√
x⊤x . Clearly, P¯x is
a close and bounded set. Denote P¯y,x = {p ∈ Rd : p = (1 − θ)p0 + θpx, ∀px ∈ P¯x}. By noting
that for any ∀γ ∈ (0, 1), and any p1,p2 on the boundary of P¯y,x, it holds
d∞(n((1 − γ)p1 + γp2), np0) ≤ (1− γ) · d∞(np1, np0) + γ · d∞(np2, np0).
This implies that infp∈Py d∞(np, np0) = infp∈Py,x d∞(np, np0) by the convexity of P¯y,x. Using
this and the convexity of d∞(·, np0) for fixed p0, it is easy to show Property P3 based on the
construction of P¯y,x.
Property P4. For any p ∈ Px, observe that x = AXp. Hence, there must exist a orthogonal
matrix U satisfying
‖x‖2 = x⊤x = p⊤A⊤XAXp
= (Up)⊤(UA⊤XAXU
⊤)(Up)
= (Up)⊤


λ1
λ2
. . .
λd
0
. . .
0


(Up)
≤ λmax · ‖p‖2 → +∞, as ‖x‖ → +∞,
where λmax = max{λ1, · · · , λd} with λ1, · · · , λd being the positive eigenvalues of A⊤XAX , when
Σˆn is positive.
Next, by noting that, for some q ≥ 1,
q
√√√√ 1
n
n∑
i=1
|npi − 1|q = n
q−1
q · q
√√√√ n∑
i=1
∣∣∣∣pi − 1n
∣∣∣∣
q
≥ n q−1q ·

 q
√√√√ n∑
i=1
|pi|q − n
1−q
q


we claim that d∞(np, np0)→ +∞ as ‖p‖ → +∞. Since p is any given, we in turn obtain
EZD(x , Pn) =
1
1 + inf
x∈Px
d∞(np, np0)
→ 0, as ‖x‖ → +∞.
This completes the proof of this theorem.
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Proof of Theorem 2. For any x ∈ Rd, let Gx :=
{
g(·) : ∫ Xg(X)dP = x , ∫ g(X)dP = 1}, and
Px,n = {(pn1, pn2, · · · , pnn)⊤ :
∑n
i=1 pniXi = x ,
∑n
i=1 pni = 1}.
By the construction of Gx, it is easy to check that Gx is a close and convex set. This, together
with the fact that dFq (·, 1) is a convex function for any q ∈ [1,+∞], directly result in that there
must exist a g0(·) ∈ Gx satisfying
dFq (g0, 1) = inf
g∈Gx
dFq (g, 1).
For given i.i.d. samples X1,X2, · · · ,Xn, let pn = (pn1, pn2, · · · , pnn)⊤, where
pni =
g0(Xi)
n∑
j=1
g0(Xj)
, i = 1, 2, · · · , n.
Observe that
n∑
i=1
pni = 1, and
n∑
i=1
pniXi
p−→ E(g0(X)X) = x , as n→ +∞ (5)
by Slutsky’s lemma. Denote p˜n = (p˜n1, p˜n2, · · · , p˜nn)⊤ ∈ Px,n as the projection of pn onto Px,n.
Clearly, p¯n = pn − p˜n belongs to the space spanned by the rows of the matrix
(
AX
1⊤n
)
. Hence,
there must exist a coefficient vector βn ∈ Rd+1 such that p¯n = (A⊤X ,1n)βn. It, combined with
(5), leads to ∥∥∥∥
(
AX
1⊤n
)
pn −
(
x
1
)∥∥∥∥ =
∥∥∥∥
(
AX
1⊤n
)
pn −
(
AX
1⊤n
)
p˜n
∥∥∥∥
=
∥∥∥∥∥
(
AX
1⊤n
)(
AX
1⊤n
)⊤
βn
∥∥∥∥∥ p−→ 0,
as n→ +∞. This implies that ‖βn‖ = op(1) by noting that 1⊤nA⊤X(AXA⊤X)−1AX1n < 1⊤n 1n in
probability 1. Hence, ‖pn − p˜n‖ = op(1), and in turn we have
|dq(np˜n, np0)− dq(npn, np0)|
p−→ 0, as n→ +∞.
A direct application of this leads to
inf
p∈Px,n
dq(np, np0) ≤ dq(np˜n, np0)
= dq(npn, np0) + op(1)
= dFq (g0, 1) + op(1)
= inf
g∈Gx
dFq (g, 1) + op(1), as n→ +∞.
Hence, we have
lim sup
m≥n
{ inf
p∈Px,m
dq(mp, np0)} ≤ inf
g∈Gx
dFq (g, 1) + op(1), as n→ +∞. (6)
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On the other hand, for any n, let
p0n = (p
0
n1, p
0
n2, · · · , p0ni)⊤
:= (p0n1(X1, · · · ,Xn), p0n2(X1, · · · ,Xn), · · · , p0ni(X1, · · · ,Xn))⊤ ∈ Px,n
such that dq(np
0
n, np0) = inf
pn∈Px,n
dq(npn, np0) (by noting the convexity and closeness of Px,n).
Observe that, for given i.i.d. samples X1,X2, · · · ,Xn,
x = E
(
n∑
i=1
E(p0ni(X1, · · · ,Xn)|Xi)Xi
)
= E
(
n∑
i=1
E(p0ni(X1, · · · ,Xi−1,X,Xi+1, · · · ,Xn)|X)X
)
1 = E
(
n∑
i=1
E(p0ni(X1, · · · ,Xn)|Xi)
)
= E
(
n∑
i=1
E(p0ni(X1, · · · ,Xi−1,X,Xi+1, · · · ,Xn)|X)
)
.
Hence, we claim that
gn(X) =
n∑
i=1
E(p0ni(X1, · · · ,Xi−1,X,Xi+1, · · · ,Xn)|X) = E(np0n1|X) ∈ Gx,
because p0ni(X1,X2, · · · ,Xn)’s are identically distributed. Without confusion, we may drop the
arguments of p0ni’s hereafter for convenience.
Next, similar to (6), we have, for q ≥ 1,
P (dFq (gn, 1) ≥ dq(np0n, np0))→ 1, as n→ +∞.
Using this, we derive
E
∣∣(dFq (gn, 1))q − (dq(np0n, np0))q∣∣
= E
(
(dFq (gn, 1))
q − (dq(np0n, np0))q
)
+ o(1)
= E
(
(dFq (gn, 1))
q − 1
n
n∑
i=1
|np0ni − 1|q
)
+ o(1)
= E
(
(dFq (gn, 1))
q − 1
n
n∑
i=1
E(|np0ni − 1|q|Xi)
)
+ o(1)
≤ E
(
(dFq (gn, 1))
q − 1
n
n∑
i=1
|E(np0ni|Xi)− 1|q
)
+ o(1)
→ 0, as n→ +∞.
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This in fact show that dFq (gn, 1) = dq(np
0
n, np0)+op(1). Using this, it is then easy to check that
dq(np
0
n, np0) ≥ lim inf
m≥n
dq(mp
0
m,mp0)
= lim inf
m≥n
dFq (gm, 1) + op(1)
≥ inf
g∈Gx
dFq (g, 1) + op(1), as n→ +∞.
where gnk(·) denotes a convergent subsequence of gn(·). limnk gnk ∈ Gx by noting the closeness
of Gx. This actually shows that
lim inf
m≥n
{ inf
p∈Px,m
dq(mp,mp0)} ≥ inf
g∈Gx
dFq (g, 1) + op(1), as n→ +∞.
This, together with (6), complete the proof of Theorem 2.
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