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DISCRETE BRANCHING LAWS FOR MINIMAL
HOLOMORPHIC REPRESENTATIONS
JAN MO¨LLERS AND YOSHIKI OSHIMA
Abstract. We find the explicit branching laws for the restriction of mini-
mal holomorphic representations to symmetric subgroups in the case where
the restriction is discretely decomposable. For holomorphic pairs the minimal
holomorphic representation decomposes into a direct sum of lowest weight rep-
resentations which is made explicit. For non-holomorphic pairs the restriction
is shown to be irreducible and identified with a known representation.
We further study a conjecture by Kobayashi on the behaviour of associated
varieties under restriction and confirm this conjecture in the setting of this
paper.
1. Introduction
Let G be a connected, simply connected real reductive Lie group with Lie algebra
g. Let θ be a Cartan involution of G. Write K = Gθ for the subgroup of θ-fixed
elements so that K/(K ∩Z) is a compact group, Z denoting the center of G. Write
g = k+ p for the corresponding Cartan decomposition.
Definition 1.1. The real reductive Lie algebra g = k + p is called of Hermitian
type and the symmetric pair (g, k) is a Hermitian symmetric pair if there exists an
element z ∈ k such that ad(z) = 0 on k and ad(z)2 = −1 on p.
Suppose that g is of Hermitian type. Put z′ := −√−1z ∈ kC and let p+ (resp.
p−) be the eigenspace in the complexification pC of ad(z
′) to the eigenvalue 1 (resp.
−1). Then we get a decomposition pC = p+ + p−. The element z endows the
Riemannian symmetric space G/K with a complex structure by choosing p+ as the
holomorphic tangent space at the base point.
Definition 1.2. Let g be a reductive Lie algebra of Hermitian type as above. An
irreducible (g,K)-module V is called a highest weight module if V p+ = Annp+(V ) 6=
0, namely, there exists a non-zero vector v ∈ V that is annihilated by p+. Similarly,
V is called a lowest weight module if V p− 6= 0.
We note that highest (resp. lowest) weight modules belong to the category Oq
for the parabolic subalgebra q = kC + p+ (resp. q = kC + p−). Let t be a Cartan
subalgebra of k and choose a positive system ∆+(kC, tC) of ∆(kC, tC). For a dominant
integral weight λ ∈ t∗
C
we denote the irreducible representation of K with highest
weight λ by F k(λ). We let p− act as zero on F
k(λ) and put
Ng(λ) = U(gC)⊗U(kC+p−) F k(λ).
The (g,K)-module Ng(λ) has a unique irreducible quotient Lg(λ). Then Lg(λ) is
a lowest weight (g,K)-module and all the irreducible lowest weight (g,K)-modules
arise in this way.
A (g,K)-module is said to be unitarizable if it admits a Hermitian inner product
with respect to which g acts by skew-Hermitian operators. The unitarizable highest
(or lowest) weight (g,K)-modules were independently classified by Enright–Howe–
Wallach [3] and Jakobsen [4]. Suppose that g is simple of Hermitian type and let
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ζ ∈ √−1t∗ be a weight such that ζ(z′) > 0 and ζ([k, k] ∩ t) = 0. Take a weight
λ0 ∈
√−1t∗ which is integral dominant for k. Then there exist numbers a ∈ R,
c ∈ R>0, r ∈ Z>0 such that Lg(λ0 + xζ) for x ∈ R is unitarizable if and only
if x = a, a − c, . . . , a − (r − 1)c or x lies in the half-line (a,∞). If λ0 = 0, then
a − (r − 1)c = 0 and r equals the real rank of g. Therefore, Lg(xζ) for x ∈ R is
unitarizable if and only if x = 0, c, . . . , (r − 1)c, or x ∈ ((r − 1)c,∞).
Definition 1.3. Let g be a simple Lie algebra of Hermitian type. When the real
rank of g is greater than 1, we call Lg(cζ) the minimal holomorphic representation.
If g is not of type A, the minimal holomorphic representation is a minimal
representation of G, namely, the annihilator ideal in U(gC) is the Joseph ideal. In
particular, it attains the smallest Gelfand–Kirillov dimension (this is also true for g
of type A). We note that for g = sp(n,R), the minimal holomorphic representation
is isomorphic to the even part of the so-called metaplectic representation (also
referred to as the oscillator representation or the Segal–Shale–Weil representation).
The argument in the proof of [33, II, Theorem 5.10] gives the K-type decompo-
sition of Lg(cζ):
Lg(cζ)|k ≃
∞⊕
k=0
F k(cζ + kβ),(1.1)
where β is the highest root in p+.
The restriction of the minimal holomorphic representation to non-compact sub-
groups has been studied before in some cases. The restriction of the metaplectic
representation to a dual pair of subgroups is particularly well-studied in connection
with Howe’s correspondence (see e.g. [8] and references therein). For several other
settings, explicit branching laws were obtained in both the discretely decomposable
case and the non-discretely decomposable case (see [2, 21, 25, 28, 29, 30, 34]).
Our aim in this article is to give the explicit branching laws of minimal holomor-
phic representations for symmetric pairs when the restriction is discretely decom-
posable. We take an involution σ on G which commutes with θ and consider the
symmetric pair (G,Gσ), where Gσ := {g ∈ G : σ(g) = g}.
Definition 1.4. Suppose that g is a reductive Lie algebra of Hermitian type. We
say a symmetric pair (g, gσ) is of holomorphic type if σz = z, or equivalently if σ
induces a holomorphic involution on the Hermitian symmetric space G/K.
If (g, gσ) is of holomorphic type, gσ is of Hermitian type with the same element
z, and the natural embedding Gσ/Kσ → G/K is a holomorphic map.
A systematic study of discretely decomposable restrictions was initiated by
Kobayashi [10, 11, 12]. For an irreducible (g,K)-module V , the restriction V |gσ is
said to be discretely decomposable if it is a sum of gσ-modules of finite length. When
V is unitarizable, V |gσ is discretely decomposable if and only if it is isomorphic to
a direct sum of irreducible gσ-modules (see [12, Lemma 1.3]). In his series of papers
[10, 11, 12], Kobayashi obtained several criteria for the discrete decomposability.
When a (g,K)-module V has the smallest Gelfand–Kirillov dimension, one crite-
rion for the discrete decomposability of V |gσ becomes simple ([19, Theorem 4.10])
and it was used to obtain a complete list of symmetric pairs (g, gσ) such that V |gσ
is discretely decomposable, see [19, Theorem 5.1]. Since the minimal holomorphic
representations attain the smallest Gelfand–Kirillov dimensions, the list gives all
the symmetric pairs with discretely decomposable restrictions Lg(cζ)|gσ . Let us
recall the classification of these pairs (g, gσ).
For a holomorphic pair (g, gσ), any highest (or lowest) weight module is known
to be discretely decomposable ([13, Theorem 7.4]). For a non-holomorphic pair
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(g, gσ), the restriction Lg(cζ)|gσ is discretely decomposable if and only if (g, gσ) is
one of the following:
(su(2m, 2n), sp(m,n)), (m,n ≥ 1), (so(2, n), so(1, n)), (n ≥ 3),
(sp(2n,R), sp(n,C)), (n ≥ 1), (e6(−14), f4(−20)).
1.1. Holomorphic symmetric pairs. The explicit branching laws of Lg(cζ)|gσ
for holomorphic symmetric pairs (g, gσ) with simple g are given in Section 3. For
the proofs we employ the following three methods:
• use Howe’s dual pair correspondence and seesaw pairs (see Section 5.1);
• compute Kσ-types and identify irreducible constituents with Zuckerman’s
derived functor modules Aq(λ) (see Section 5.2);
• use the Fock model as an explicit realization of the minimal holomorphic
representation of so(2, n) (see Section 5.3).
Each holomorphic pair is treated by at least one of these three methods (see Ta-
ble 1).
We remark that for all holomorphic symmetric pairs (g, gσ) the explicit branch-
ing law of Lg(xζ)|gσ for large x ≫ 0 such that Lg(xζ) is a holomorphic discrete
series representation was obtained by Kobayashi [14]. For smaller values of x
the branching law is only known in some special cases, see e.g. [28] for the pair
(g, gσ) = (su(n, n), so∗(2n)).
The tensor product of two representations can also be regarded as a branching
problem for a holomorphic symmetric pair. In [25], the decomposition of the tensor
product of two arbitrary highest weight modules of scalar type was computed. This
yields in particular the decomposition of Lg(cζ)⊗ Lg(cζ).
1.2. Non-holomorphic pairs. If (g, gσ) is a non-holomorphic pair and Lg(cζ)|gσ
is discretely decomposable, then we prove in Section 6.1 that the restriction stays
irreducible. In Section 6.2 we further identify the restriction with a known rep-
resentation, either Zuckerman’s derived functor module Aq(λ), a complementary
series representation or a small representation from [6].
1.3. Kobayashi’s conjecture. In Section 7, we study a conjecture by Kobayashi
on associated varieties in our particular setting (see Conjecture 7.1). We prove that
the conjecture is true in the following two cases:
• restriction of a highest (or lowest) weight module with respect to a holo-
morphic pair (not necessarily symmetric),
• restriction of the minimal holomorphic representation with respect to non-
holomorphic symmetric pairs assuming the discrete decomposability.
In particular, the conjecture is true for the branching laws in Sections 3 and 6 as
well as for tensor products of unitarizable highest (or lowest) weight modules.
Acknowledgments. The authors thank the American Institute of Mathematics
for supporting the workshop “Branching Problems for Unitary Representations” in
July 2011 at the MPI in Bonn where this work was started.
2. Preliminaries
To describe the explicit branching formulas we fix some notation for each simple
Lie algebra g of Hermitian type. We write the Dynkin diagram of gC corresponding
to the positive roots ∆+(kC, tC) ∪∆(p+, tC) and label the simple roots as αi. The
painted circle corresponds to the root in ∆(p+, tC). We denote by ωi ∈ t∗C the
fundamental weight corresponding to αi and give the weight cζ ∈
√−1t∗ in terms
of ωi.
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Setting 2.1. Let g = su(m,n). We label the simple roots of gC as
α1◦
α2◦
αm−1
◦
αm•
αm+1
◦
αm+n−1
◦
Then we have cζ = ωm.
Setting 2.2. Let g = so(2, 2n). We label the simple roots of gC as
α1• α2◦ αn−1◦
αn+1◦☞☞☞☞☞
αn◦
✷✷
✷✷
✷
Then we have cζ = (n− 1)ω1.
Setting 2.3. Let g = so(2, 2n+ 1). We label the simple roots of gC as
α1• α2◦ αn◦ αn+1◦+3
Then we have cζ = (n− 12 )ω1.
Setting 2.4. Let g = so∗(2n). We label the simple roots of gC as
α1◦ αn−2◦
αn•☞☞☞☞☞
αn−1◦
✷✷
✷✷
✷
Then we have cζ = 2ωn.
Setting 2.5. Let g = sp(n,R). We label the simple roots of gC as
α1◦ αn−1◦ αn•ks
Then we have cζ = 12ωn.
Setting 2.6. Let g = e6(−14)(≡ e36) so that kC = so(10,C)⊕C. We label the simple
roots of gC as
α1◦
α3◦
α4
◦
α5◦
α2◦
α6•
Then we have cζ = 3ω6.
Setting 2.7. Let g = e7(−25)(≡ e37) so that kC = e6,C ⊕ C. We label the simple
roots of gC as
α1◦
α3◦
α4
◦
α5◦
α2◦
α6◦
α7•
Then we have cζ = 4ω7.
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3. Branching laws for holomorphic symmetric pairs
Let (g, gσ) be a symmetric pair of holomorphic type. By [12, Fact 5.4], any
unitarizable lowest weight module of g is decomposed as a direct sum of lowest
weight modules of gσ.
Theorem 3.1. The explicit branching rules for the restriction of the minimal holo-
morphic representation Lg(cζ) of g to any symmetric subalgebra gσ of holomorphic
type are given by the formulas (3.1) – (3.29).
3.1. (g, gσ) = (su(m,n), su(p, q)⊕su(m−p, n−q)⊕u(1)). Let αi be as in Setting 2.1.
We may assume that σ = 1 on t, σ = 1 on gαi for i 6= p,m+ n− q and σ = −1 on
gαi for i = p,m+ n− q. We put
βi := αi (1 ≤ i ≤ p− 1), βp := αp + αp+1 + · · ·+ αm+n−q,
βi := αi+m+n−p−q (p+ 1 ≤ i ≤ p+ q − 1),
γi := αp+i (1 ≤ i ≤ m+ n− p− q − 1).
Then βi form a set of simple roots for sl(p+ q,C), the first component of g
σ
C
, and
γi form one for sl(m − p + n − q,C), the second component. Write µi and νi for
the fundamental weights corresponding to βi and γi, respectively. Let e ∈ t be the
vector in the u(1)-component of gσ such that αp(e) =
√−1. Then the restriction
Lg(ωm)|gσ decomposes as
Lg(ωm)|gσ ≃
∞⊕
k=0
Lsu(p,q)(µp + kµp+q−1)⊠ L
su(m−p,n−q)(kν1 + νm−p)⊠ C−k+np−mq
m+n
(3.1)
⊕
∞⊕
k=1
Lsu(p,q)(kµ1 + µp)⊠ L
su(m−p,n−q)(νm−p + kνm+n−p−q−1)⊠ Ck+ np−mq
m+n
if p, q,m− p, n− q ≥ 1 and
Lg(ωm)|gσ ≃
∞⊕
k=0
Lsu(p,q)(µp + kµp+q−1)⊠ F
su(m−p)(kν1)⊠ C−k+ n(p−m)
m+n
(3.2)
if n = q and p, q,m− p ≥ 1. Here Ca is the character of u(1)-component of gσ on
which e acts as
√−1a.
3.2. (g, gσ) = (su(n, n), so∗(2n)). Let αi be as in Setting 2.1 for m = n. We may
assume σt = t, σαi = α2n−i for 1 ≤ i ≤ n, and σ = −1 on gαn . Then tσ is a Cartan
subalgebra of kσ. We put
βi := αi|tσ (1 ≤ i ≤ n− 1), βn := (αn−1 + αn)|tσ .
Then βi form a set of simple roots for g
σ
C
. Write µi for the corresponding funda-
mental weights. Then the restriction Lg(ωn)|gσ decomposes as
Lg(ωn)|gσ ≃
∞⊕
k=0
Lg
σ
(2kµ1 + 2µn).(3.3)
3.3. (g, gσ) = (su(n, n), sp(n,R)). Let αi be as in Setting 2.1 for m = n. We may
assume σt = t, σαi = α2n−i for 1 ≤ i ≤ n, and σ = 1 on gαn . Then tσ is a Cartan
subalgebra of kσ. We put
βi := αi|tσ (1 ≤ i ≤ n).
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Then βi form a set of simple roots for g
σ
C
. Write µi for the corresponding funda-
mental weights. Then the restriction Lg(ωn)|gσ decomposes as
Lg(ωn)|gσ ≃ Lg
σ
(µn)⊕ Lg
σ
(µ2 + µn).(3.4)
3.4. (g, gσ) = (so(2, 2n), su(1, n) ⊕ u(1)). Let αi be as in Setting 2.2. We may
assume σ = 1 on t, σ = 1 on gαi for 1 ≤ i ≤ n, and σ = −1 on gαn+1 . We put
βi := αi (1 ≤ i ≤ n).
Then βi form a set of simple roots for sl(n+ 1,C). Write µi for the corresponding
fundamental weights. Let e ∈ t be the vector in the u(1)-component of gσ such that
αn+1(e) =
√−1. Then the restriction Lg((n− 1)ω1)|gσ decomposes as
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Lsu(1,n)((n− 1)µ1 + kµ2)⊠ Ck+n−12 ,(3.5)
where Ca is the character of u(1)-component of g
σ on which e acts as
√−1a.
3.5. (g, gσ) = (so(2, 2n), so(2,m)⊕ so(2n−m)). Let αi be as in Setting 2.2.
Suppose first that m is even and m = 2l. Then we may assume σ = 1 on t. If
n − l > 1, suppose σ = 1 on gαi for i 6= l + 1 and σ = −1 on gαl+1 . If n − l = 1,
suppose σ = 1 on gαi for i < n and σ = −1 on gαi for i = n, n+ 1. We put
βi := αi (1 ≤ i ≤ l), βl+1 := αl + 2αl+1 + · · ·+ 2αn−1 + αn + αn+1,
γi := αi+l+1 (1 ≤ i ≤ n− l).
Then βi form a set of simple roots for so(2l+ 2,C), the first component of g
σ
C
and
γi form one for so(2n − 2l,C) if n − l ≥ 2. Write µi and νi for the fundamental
weights corresponding to βi and γi, respectively. If n− l = 1, let e ∈ t be the vector
in the so(2n− 2l)-component of gσ such that αn+1(e) =
√−1. Then the restriction
Lg((n− 1)ω1)|gσ decomposes as
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Lso(2,2l)((n+ k − 1)µ1)⊠ F so(2n−2l)(kν1)(3.6)
if n− l ≥ 2 and
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=−∞
Lso(2,2n−2)((n+ |k| − 1)µ1)⊠ Ck(3.7)
if n− l = 1, where Ca is the character of so(2)-component of gσ on which e acts as√−1a.
Suppose next that m is odd and m = 2l + 1. Then we may assume σt = t,
σαi = αi for 1 ≤ i ≤ n − 1, and σαn = αn+1. If n − l > 1, suppose σ = 1 on gαi
for 1 ≤ i ≤ l or l+2 ≤ i ≤ n− 1, and σ = −1 on gαl+1 . If n− l = 1, suppose σ = 1
on gαi for 1 ≤ i ≤ n− 1. Then tσ is a Cartan subalgebra of kσ. We put
βi := αi|tσ (1 ≤ i ≤ l), βl+1 := (αl+1 + αl+2 + · · ·+ αn)|tσ ,
γi := αi+l+1|tσ (1 ≤ i ≤ n− l− 1).
Then βi form a set of simple roots for so(2l + 3,C) and γi form one for so(2n −
2l− 1,C). Write µi and νi for the fundamental weights corresponding to βi and γi,
respectively. Then the restriction Lg((n− 1)ω1)|gσ decomposes as
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Lso(2,2l+1)((n+ k − 1)µ1)⊠ F so(2n−2l−1)(kν1)(3.8)
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if n− l ≥ 2 and
Lg((n− 1)ω1)|gσ ≃ Lg
σ
((n− 1)µ1)⊕ Lg
σ
(nµ1)(3.9)
if n− l = 1.
3.6. (g, gσ) = (so(2, 2n+1), so(2,m)⊕ so(2n−m+1)). Let αi be as in Setting 2.3.
Suppose first that m is even and m = 2l. Then we may assume σ = 1 on t, σ = 1
on gαi for i 6= l + 1, and σ = −1 on gαl+1 . We put
βi := αi (1 ≤ i ≤ l), βl+1 := αl + 2αl+1 + · · ·+ 2αn+1,
γi := αi+l+1 (1 ≤ i ≤ n− l).
Then βi form a set of simple roots for so(2l + 2,C) and γi form one for so(2n −
2l+1,C). Write µi and νi for the fundamental weights corresponding to βi and γi,
respectively. Then the restriction Lg((n− 12 )ω1)|gσ decomposes as
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=0
Lso(2,2l)
((
n+ k − 1
2
)
µ1
)
⊠ F so(2n−2l+1)(kν1)(3.10)
if n > l and
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃ Lgσ
((
n− 1
2
)
µ1
)
⊕ Lgσ
((
n+
1
2
)
µ1
)
(3.11)
if n = l.
Suppose next that m is odd and m = 2l + 1. Then we may assume σ = 1 on t,
σ = 1 on gαi for i 6= l + 1, n+ 1, and σ = −1 on gαi for i = l + 1, n+ 1. We put
βi := αi (1 ≤ i ≤ l), βl+1 := αl+1 + · · ·+ αn+1,
γi := αi+l+1 (1 ≤ i ≤ n− l − 1), γn−l := αn + 2αn+1.
Then βi form a set of simple roots for so(2l+3,C) and γi form one for so(2n−2l,C)
if n− l ≥ 2. Write µi and νi for the fundamental weights corresponding to βi and
γi, respectively. If n− l = 1, let e ∈ t be the vector in the so(2n− 2l)-component of
gσ such that αn+1(e) =
√−1. Then the restriction Lg((n − 12 )ω1)|gσ decomposes
as
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=0
Lso(2,2l+1)
((
n+ k − 1
2
)
µ1
)
⊠ F so(2n−2l)(kν1)(3.12)
if n− l ≥ 2 and
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=−∞
Lso(2,2n−1)
((
n+ |k| − 1
2
)
µ1
)
⊠ Ck(3.13)
if n− l = 1, where Ca is the character of so(2)-component of gσ on which e acts as√−1a.
3.7. (g, gσ) = (so∗(2n), su(m,n−m)⊕ u(1)). Let αi be as in Setting 2.4. We may
assume σ = 1 on t. If m < n− 1, suppose σ = 1 on gαi for i 6= m,n and σ = −1
on gαi for i = m,n. If m = n− 1, suppose σ = 1 on gαi for i 6= n− 1 and σ = −1
on gαn−1 . We put
βi := αi (1 ≤ i ≤ m− 1), βm := αm + · · ·+ αn−2 + αn,
βi := αm+n−i (m+ 1 ≤ i ≤ n− 1),
if m < n− 1 and
βi := αi (1 ≤ i ≤ n− 2), βn−1 := αn−2 + αn−1 + αn,
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if m = n − 1. Then βi form a set of simple roots for sl(n,C). Write µi for the
corresponding fundamental weights. Let e ∈ t be the vector in the u(1)-component
of gσ such that αm(e) =
√−1. Then the restriction Lg(2ωn)|gσ decomposes as
Lg(2ωn)|gσ ≃
∞⊕
k=0
Lsu(m,n−m)(2µm + kµn−2)⊠ C−k−n2 +m(3.14)
⊕
∞⊕
k=1
Lsu(m,n−m)(kµ2 + 2µm)⊠ Ck−n
2
+m
if 2 ≤ m ≤ n− 2,
Lg(2ωn)|gσ ≃
∞⊕
k=0
Lsu(1,n−1)(2µ1 + kµn−2)⊠ C−k− n2 +1(3.15)
if m = 1, and
Lg(2ωn)|gσ ≃
∞⊕
k=0
Lsu(n−1,1)(kµ2 + 2µn−1)⊠ Ck+ n2−1(3.16)
if m = n− 1. Here, Ca is the character of u(1)-component of gσ on which e acts as√−1a.
3.8. (g, gσ) = (so∗(2n), so∗(2m)⊕ so∗(2n− 2m)). Let αi be as in Setting 2.4. We
may assume σ = 1 on t. If n−m > 1, suppose σ = 1 on gαi for i 6= m and σ = −1
on gαm and we put
βi := αi (1 ≤ i ≤ m− 1), βm := αm + 2αm+1 + · · ·+ 2αn−2 + αn−1 + αn,
γi := αi+m (1 ≤ i ≤ n−m).
If n−m = 1, suppose σ = 1 on gαi for i < n− 1 and σ = −1 on gαi for i = n− 1, n
and we put
βi := αi (1 ≤ i ≤ n− 2), βn−1 := αn−2 + αn−1 + αn.
Then βi form a set of simple roots for so(2m,C) ifm > 1 and γi form one for so(2n−
2m,C) if n −m > 1. Write µi and νi for the fundamental weights corresponding
to βi and γi, respectively. If m = 1, let e ∈ t be the vector in the so∗(2m)-
component of gσ such that α1(e) =
√−1. If n −m = 1, let e ∈ t be the vector in
the so∗(2n − 2m)-component of gσ such that αn(e) =
√−1. Then the restriction
Lg(2ωn)|gσ decomposes as
Lg(2ωn)|gσ ≃
∞⊕
k=0
Lso
∗(2m)(kµ1 + 2µm)⊠ L
so∗(2n−2m)(kν1 + 2νn−m)(3.17)
if 2 ≤ m ≤ n− 2,
Lg(2ωn)|gσ ≃
∞⊕
k=0
Ck+1 ⊠ L
so∗(2n−2)(kν1 + 2νn−1)(3.18)
if m = 1, and
Lg(2ωn)|gσ ≃
∞⊕
k=0
Lso
∗(2n−2)(kµ1 + 2µn−1)⊠ Ck+1(3.19)
if n−m = 1. Here, Ca is the character of u(1)-component of gσ on which e acts as√−1a.
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3.9. (g, gσ) = (sp(n,R), su(m,n−m)⊕ u(1)). Let αi be as in Setting 2.5. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= m,n, and σ = −1 on gαi for i = m,n. We
put
βi := αi (1 ≤ i ≤ m− 1), βm := αm + · · ·+ αn,
βi := αm+n−i (m+ 1 ≤ i ≤ n− 1).
Then βi form a set of simple roots for sl(n,C). Write µi for the corresponding
fundamental weights. Let e ∈ t be the vector in the u(1)-component of gσ such
that αm(e) =
√−1. Then the restriction Lg(12ωn)|gσ decomposes as
Lg
(1
2
ωn
)∣∣∣
gσ
≃
∞⊕
k=0
Lsu(m,n−m)(µm + 2kµn−1)⊠ C−k− n4 +
m
2
(3.20)
⊕
∞⊕
k=1
Lsu(m,n−m)(2kµ1 + µm)⊠ Ck−n
4
+m
2
,
where Ca is the character of u(1)-component of g
σ on which e acts as
√−1a.
3.10. (g, gσ) = (sp(n,R), sp(m,R)⊕ sp(n−m,R)). Let αi be as in Setting 2.5. We
may assume σ = 1 on t, σ = 1 on gαi for i 6= m, and σ = −1 on gαm . We put
βi := αi (1 ≤ i ≤ m− 1), βm := 2αm + 2αm+1 + · · ·+ 2αn−1 + αn,
γi := αi+m (1 ≤ i ≤ n−m).
Then βi form a set of simple roots for sp(m,C) and γi form one for sp(n −m,C).
Write µi and νi for the fundamental weights corresponding to βi and γi, respectively.
Then the restriction Lg(12ωn)|gσ decomposes as
Lg
(1
2
ωn
)∣∣∣
gσ
≃
(
Lsp(m,R)
(1
2
µm
)
⊠ Lsp(n−m,R)
(1
2
νn−m
))
(3.21)
⊕
(
Lsp(m,R)
(
µ1 +
1
2
µm
)
⊠ Lsp(n−m,R)
(
ν1 +
1
2
νn−m
))
.
3.11. (g, gσ) = (e6(−14), so(2, 8) ⊕ so(2)). Let αi be as in Setting 2.6. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 1, and σ = −1 on gα1 . We put
βi := α7−i (1 ≤ i ≤ 5).
Then βi form a set of simple roots for so(10,C), the first component of g
σ
C
. Write
µi for the corresponding fundamental weights. Let e ∈ t be the vector in the
u(1)-component of gσ such that α1(e) =
√−1. Then the restriction Lg(3ω6)|gσ
decomposes as
Lg(3ω6)|gσ ≃
∞⊕
k=0
Lso(2,8)(3µ1 + kµ5)⊠ Ck+2,(3.22)
where Ca is the character of so(2)-component of g
σ on which e acts as
√−1a.
3.12. (g, gσ) = (e6(−14), su(4, 2) ⊕ su(2)). Let αi be as in Setting 2.6. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 3, and σ = −1 on gα3 . We put
β1 := α2, β2 := α4, β3 = α5, β4 := α6,
β5 := α1 + α2 + 2α3 + 2α4 + α5, γ1 := α1.
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Then βi form a set of simple roots for sl(6,C) and γ1 is a root for sl(2,C). Write µi
and ν1 for the fundamental weights corresponding to βi and γ1, respectively. Then
the restriction Lg(3ω6)|gσ decomposes as
Lg(3ω6)|gσ ≃
∞⊕
k=0
Lsu(4,2)(kµ3 + 3µ4)⊠ F
su(2)(kν1).(3.23)
3.13. (g, gσ) = (e6(−14), so
∗(10) ⊕ so(2)). Let αi be as in Setting 2.6. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 2, 6, and σ = −1 on gαi for i = 2, 6. We
put
βi := α6−i (1 ≤ i ≤ 3), β4 := α1, β5 := α2 + α4 + α5 + α6.
Then βi form a set of simple roots for so(10,C). Write µi for the corresponding
fundamental weights. Let e ∈ t be the vector in the u(1)-component of gσ such that
α2(e) =
√−1. Then the restriction Lg(3ω6)|gσ decomposes as
Lg(3ω6)|gσ ≃
∞⊕
k=0
(
Lso
∗(10)((k + 3)µ5)⊠ Ck−1
)
⊕
∞⊕
k=1
(
Lso
∗(10)(kµ4 + 3µ5)⊠ C−k−1
)
,
(3.24)
where Ca is the character of so(2)-component of g
σ on which e acts as
√−1a.
3.14. (g, gσ) = (e6(−14), su(5, 1) ⊕ sp(1,R)). Let αi be as in Setting 2.6. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 2, and σ = −1 on gα2 . We put
β1 := α1, βi := αi+1 (2 ≤ i ≤ 5), γ1 := α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6.
Then βi form a set of simple roots for sl(6,C) and γ1 is a root for sp(1,C). Write µi
and ν1 for the fundamental weights corresponding to βi and γ1, respectively. Then
the restriction Lg(3ω6)|gσ decomposes as
Lg(3ω6)|gσ ≃
∞⊕
k=0
Lsu(5,1)(kµ3 + 3µ5)⊠ L
sp(1,R)((k + 3)ν1).(3.25)
3.15. (g, gσ) = (e7(−25), e6(−14)⊕so(2)). Let αi be as in Setting 2.7. We may assume
σ = 1 on t, σ = 1 on gαi for i 6= 1, 7, and σ = −1 on gαi for i = 1, 7. We put
β1 := α6, β2 := α3, β3 := α5, β4 := α4, β5 := α2,
β6 := α1 + α3 + α4 + α5 + α6 + α7.
Then βi form a set of simple roots for e6,C. Write µi for the corresponding funda-
mental weights. Let e ∈ t be the vector in the so(2)-component of gσ such that
α1(e) =
√−1. Then the restriction Lg(4ω7)|gσ decomposes as
Lg(4ω7)|gσ ≃
∞⊕
k=0
(
Le6(−14)((k + 4)µ6)⊠ Ck−2
)
⊕
∞⊕
k=1
(
Le6(−14)(kµ1 + 4µ6)⊠ C−k−2
)
,
(3.26)
where Ca is the character of so(2)-component of g
σ on which e acts as
√−1a.
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3.16. (g, gσ) = (e7(−25), so(2, 10)⊕ sp(1,R)). Let αi be as in Setting 2.7. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 1, and σ = −1 on gα1 . We put
βi := α8−i (1 ≤ i ≤ 6), γ1 := 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7.
Then βi form a set of simple roots for so(12,C) and γ1 is a root for sp(1,C). Write
µi and ν1 for the fundamental weights corresponding to βi and γ1, respectively.
Then the restriction Lg(4ω7)|gσ decomposes as
Lg(4ω7)|gσ ≃
∞⊕
k=0
Lso(2,10)(4µ1 + kµ5)⊠ L
sp(1,R)((k + 4)ν1).(3.27)
3.17. (g, gσ) = (e7(−25), su(6, 2)). Let αi be as in Setting 2.7. We may assume
σ = 1 on t, σ = 1 on gαi for i 6= 2, and σ = −1 on gα2 . We put
β1 := α1, βi := αi+1 (2 ≤ i ≤ 6),
β7 := α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6.
Then βi form a set of simple roots for sl(8,C). Write µi for the corresponding
fundamental weights. Then the restriction Lg(4ω7)|gσ decomposes as
Lg(4ω7)|gσ ≃
∞⊕
k=0
Lsu(6,2)(kµ4 + 4µ6).(3.28)
3.18. (g, gσ) = (e7(−25), so
∗(12) ⊕ su(2)). Let αi be as in Setting 2.7. We may
assume σ = 1 on t, σ = 1 on gαi for i 6= 2, 7, and σ = −1 on gαi for i = 2, 7. We
put
βi := α7−i (1 ≤ i ≤ 4), β5 := α1, β6 := α2 + α4 + α5 + α6 + α7,
γ1 := α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6.
Then βi form a set of simple roots for so(12,C) and γ1 is a root for sl(2,C). Write
µi and ν1 for the fundamental weights corresponding to βi and γ1, respectively.
Then the restriction Lg(4ω7)|gσ decomposes as
Lg(4ω7)|gσ ≃
∞⊕
k=0
Lso
∗(12)(kµ5 + 4µ6)⊠ F
su(2)(kν1).(3.29)
4. Zuckerman’s derived functor modules
Most unitarizable highest weight modules are isomorphic to Aq(λ), also called
Zuckerman’s derived functor modules. Let us fix some notation concerning Zuck-
erman’s derived functor modules. Let G be a connected reductive Lie group with
a Cartan involution θ. We extend θ to a C-linear involution on the complexified
Lie algebra gC and suppose that q is a θ-stable parabolic subalgebra of gC. The
normalizer L = NG(q) of q is a connected reductive subgroup of G. Hence a unitary
character Cλ of L is determined by its differential λ ∈
√−1l∗. Associated to the
data (q, λ), one defines Zuckerman’s derived functor module Aq(λ) as in [9, (5.6)].
In our normalization, Aq(0) is a unitarizable (g,K)-module with non-zero (g,K)-
cohomology, and in particular, has the same infinitesimal character as the trivial
one-dimensional representation C of g.
Let u be the nilradical of q, so q = lC + u. Let t be a Cartan subalgebra of k and
h the centralizer of t in g, which is a fundamental Cartan subalgebra of g. Choose a
positive root system ∆+(lC, hC) for l and put ∆
+(gC, hC) := ∆
+(lC, hC)∪∆(u, hC).
Denote by ρ, ρl, and ρ(u) ∈ h∗C half the sum of roots in ∆+(gC, hC), ∆+(lC, hC), and
∆(u, hC), respectively. Let 〈·, ·〉 be an invariant bilinear form on h∗C that is positive
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definite on the real span of the roots. Following [9, Definitions 0.49 and 0.52], for
a unitary character Cλ of L, we say λ is in the good range if
〈λ + ρ, α〉 > 0, α ∈ ∆(u, hC),
and in the weakly fair range if
〈λ+ ρ(u), α〉 ≥ 0, α ∈ ∆(u, hC).
We state some basic properties of the (g,K)-modules Aq(λ).
Theorem 4.1. [9, Theorem 8.2 and Corollary 9.70] If λ is in the weakly fair
range, Aq(λ) is unitarizable or zero. If λ is in the good range, Aq(λ) is non-zero
and irreducible.
We identify infinitesimal characters for gC with Weyl group orbits in h
∗
C
and their
representatives via the Harish-Chandra homomorphism.
Theorem 4.2 ([9, §V.2]). Aq(λ) has the infinitesimal character λ+ ρ.
The K-type decomposition of Aq(λ), namely, the branching of the restriction of
Aq(λ) to K is known as the generalized Blattner formula. Choose a positive root
system ∆+(lC ∩ kC, tC) and set ∆+(kC, tC) := ∆+(lC ∩ kC, tC) ∪ ∆(u ∩ kC, tC) as a
positive system for k. For a dominant integral weight µ ∈ t∗
C
for L∩K, let m(µ) be
the multiplicity of F l∩k(µ) in S(u ∩ pC) ⊗ Cλ+2ρ(u∩pC). Write ρK for half the sum
of positive roots in kC. Then we have the following K-type formula:
Theorem 4.3 ([9, Equation (5.108a)]). For weakly fair λ
dimHomK
(
Aq(λ), F
k(µ)
)
=
∑
w
(−1)l(w)m(w(µ + ρK)− ρK),
where the sum runs over the elements w of the Weyl group of K such that w(µ +
ρK)− ρK is dominant for the positive system ∆+(lC ∩ kC, tC) and l(w) denotes the
length of w.
Remark 4.4. Suppose that any weight µ withm(µ) 6= 0 is dominant for ∆+(kC, tC).
Then it follows from the proof of [9, Theorem 5.64] that
dimHomK
(
Aq(λ), F
k(µ)
)
= m(µ)
even if λ fails to be weakly fair.
For particular q, Zuckerman’s modules Aq(λ) become highest weight modules.
Definition 4.5. Suppose that g is a reductive Lie algebra of Hermitian type. We
say a θ-stable parabolic subalgebra q of gC is holomorphic if q ⊃ p−.
For holomorphic q, it follows that u ∩ pC ⊂ p− and hence all the eigenvalues of
ad(z′) in u∩ pC are negative. Therefore, Theorem 4.3 implies that each irreducible
constituent of Aq(λ) is a highest weight module.
The following proposition will be useful to see the irreducibility of Aq(λ).
Proposition 4.6 ([9, Theorem 8.31 and Proposition 8.75]). For a θ-stable parabolic
subalgebra q suppose that the nilpotent radical u is abelian. Then Aq(λ) is irreducible
or zero for weakly fair λ.
Let g be a simple Lie algebra of Hermitian type and choose simple roots as in
Section 2. We write q(i) for the maximal parabolic subalgebra of gC corresponding
to αi. The minimal holomorphic representation for simple g is isomorphic to Aq(λ)
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with λ in the weakly fair range if g = su(m,n), so(2, 2n) or so∗(2n). In fact, we
have
Lsu(m,n)(ωm) ≃ Aq(1)(−nω1) ≃ Aq(m+n−1)(−mωm+n−1),
Lso(2,2n)((n− 1)ω1) ≃ Aq(n)(−2ωn) ≃ Aq(n+1)(−2ωn+1),
Lso
∗(2n)(2ωn) ≃ Aq(1)(−(n− 2)ω1).
On the other hand, if g = so(2, 2n + 1) for (n ≥ 1), sp(n,R) for (n ≥ 2),
e6(−14) or e7(−25), the minimal holomorphic representation cannot be isomorphic to
any Aq(λ), because the modules Aq(λ) do not attain the minimal Gelfand–Kirillov
dimension.
5. Proofs for holomorphic symmetric pairs
We now present three methods to prove the formulas in Section 3. They are
explained in the following three subsections 5.1–5.3. Table 1 shows which case can
be treated with which of the three methods. We remark that, to avoid lengthy
calculations, we do not prove each single branching law, but only demonstrate the
three methods in some examples.
g gσ dual pair Aq(λ) Fock model
5.1 5.2 5.3
su(m,n) su(p, q)⊕ su(m− p, n− q)⊕ u(1) © ©
su(n, n) so∗(2n) © ©
su(n, n) sp(n,R) ©
so(2, 2n) u(1, n) ©
so(2, 2n) so(2,m)⊕ so(2n−m) ©
so(2, 2n+ 1) so(2,m)⊕ so(2n−m+ 1) ©
so∗(2n) su(m,n−m)⊕ u(1) © ©
so∗(2n) so∗(2m)⊕ so∗(2n− 2m) © ©
sp(n,R) su(m,n−m)⊕ u(1) © ©
sp(n,R) sp(m,R)⊕ sp(n−m,R) ©
e6(−14) so(2, 8)⊕ so(2) ©
e6(−14) su(4, 2)⊕ su(2) ©
e6(−14) so
∗(10)⊕ so(2) ©
e6(−14) su(5, 1)⊕ sp(1,R) ©
e7(−25) e6(−14) ⊕ so(2) ©
e7(−25) so(2, 10)⊕ sp(1,R) ©
e7(−25) su(6, 2) ©
e7(−25) so
∗(12)⊕ su(2) ©
Table 1. Methods of proof for the branching laws for holomorphic
symmetric pairs
5.1. Seesaw dual pairs. Some of the minimal holomorphic representations are
isomorphic to the theta lift of a one-dimensional representation of a compact group.
In such cases, we can obtain branching laws by using the dual pair correspondence.
For details we refer the reader to [1, 7, 20].
Let (G1, H1) be a dual pair of reductive groups in Sp(N,R) and suppose that
H1 is compact. Up to taking direct products, the possible dual pairs of this nature
are
• Sp(n,R), O(m) ⊂ Sp(mn,R),
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• U(m,n), U(p) ⊂ Sp((m+ n)p,R),
• O∗(2n), Sp(m) ⊂ Sp(2mn,R).
The double covering groups G˜1 and H˜1 of G1 and H1 in the metaplectic group
˜Sp(N,R) commute with each other. We choose a Cartan involution of ˜Sp(N,R)
which induces a Cartan involution of G˜1 and write K˜1 for the corresponding max-
imal compact subgroup. Let ω be the Harish-Chandra module of the oscillator
representation of the metaplectic group ˜Sp(N,R). Let R(H˜1, ω) be the set of
equivalence classes of irreducible representations of H˜1 which occur in the restric-
tion ω|
H˜1
. Then ω is discretely decomposable as a (g1 ⊕ h1, K˜1 × H˜1)-module:
ω|(g1⊕h1,K˜1×H˜1) ≃
⊕
pi∈R(H˜1,ω)
θ(π)⊠ π.
The (g1, K˜1)-module θ(π) is irreducible by [7] and called the local theta lift of π. For
the three irreducible reductive dual pairs above explicit correspondences θ(π)↔ π
are given in [1]. Write y ∈ ˜Sp(N,R) for the element that is not equal to the identity
element and mapped to the identity by the covering map ˜Sp(N,R) → Sp(N,R).
We say a representation π of H˜1 is genuine if π(y) = −1. Since ω(y) = −1,
π ∈ R(H˜1, ω) implies that π is genuine.
Let (G2, H2) be another reductive dual pair in Sp(N,R) such that G1 ⊃ G2,
H1 ⊂ H2, and H2 is compact. Such reductive dual pairs (G1, H1) and (G2, H2) are
called seesaw dual pairs ([20]):
G1
❇❇
❇❇
❇❇
❇❇
H2
⑤⑤
⑤⑤
⑤⑤
⑤⑤
G2 H1
Then the restriction ω|
(g2⊕h1,K˜2×H˜1)
can be written in two different ways:
ω|(g2⊕h1,K˜2×H˜1) ≃
⊕
pi∈R(H˜1,ω)
θ(π)|(g2,K˜2) ⊠ π ≃
⊕
ρ∈R(H˜2,ω)
θ(ρ)⊠ ρ|
H˜1
.
We therefore get
θ(π)|
(g2,K˜2)
≃
⊕
ρ∈R(H˜2,ω)
θ(ρ)⊕m(pi,ρ),
where m(π, ρ) := dimHom
H˜1
(π, ρ|
H˜1
).
This observation can be used to find explicit branching laws for minimal holo-
morphic representations. We illustrate this technique in two cases.
5.1.1. (g, gσ) = (u(m,n), u(p, q)⊕u(m−p, n−q)). Choose a standard basis ǫ1, . . . , ǫm+n ∈
t∗
C
so that
∆+(kC, tC) = {ǫi − ǫj}1≤i<j≤m ∪ {ǫm+i − ǫm+j}1≤i<j≤n,
∆(p+, tC) = {ǫi − ǫm+j}1≤i≤m, 1≤j≤n.
We may assume that t ⊂ gσ and
∆+(kσC, tC) = {ǫi − ǫj}1≤i<j≤p ∪ {ǫp+i − ǫp+j}1≤i<j≤m−p
∪ {ǫm+i − ǫm+j}1≤i<j≤n−q ∪ {ǫm+n−q+i − ǫm+n−q+j}1≤i<j≤q ,
∆(pσ+, tC) = {ǫi − ǫm+n−q+j}1≤i≤p, 1≤j≤q ∪ {ǫp+i − ǫm+j}1≤i≤m−p, 1≤j≤n−q.
Put G1 := U(m,n), H1 := U(1), G2 := U(p, q) × U(m − p, n − q), and H2 :=
U(1)×U(1) such that (G1, H1) and (G2, H2) form seesaw dual pairs in Sp(m+n,R).
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The covering group H˜1 splits if and only ifm+n is even. In any case a representation
π of H˜1 is determined by the Lie algebra action provided that π is genuine. Hence
the genuine representations of H˜1 are given by det
m+n
2 +k for k ∈ Z. We have
θ(det
m−n
2 ) ≃ Lu(m,n)
(1
2
(
(ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n)
))
.
Suppose first that p, q,m−p, n−q ≥ 1. Then a genuine representation deta⊠detb
of H˜2 belongs to R(H˜2, ω) if and only if a− p+q2 ∈ Z and b− m+n−p−q2 ∈ Z. Since
H1 is diagonally embedded in H2, we have
Hom
H˜1
(det
m−n
2 , (deta ⊠ detb)|
H˜1
) ≃
{
C if a+ b = m−n2 ,
0 otherwise.
For det
p−q
2 −k ⊠ det
(m−p)−(n−q)
2 +k ∈ R(H˜2, ω), we have
θ(det
p−q
2 −k ⊠ det
(m−p)−(n−q)
2 +k)
≃ Lu(p,q)
(
−kǫm+n + 1
2
(
(ǫ1 + · · ·+ ǫp)− (ǫm+n−q+1 + · · ·+ ǫm+n)
))
⊠ Lu(m−p,n−q)
(
kǫp+1 +
1
2
(
(ǫp+1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n−q)
))
if k ≥ 0 and
θ(det
p−q
2 −k ⊠ det
(m−p)−(n−q)
2 +k)
≃ Lu(p,q)
(
−kǫ1 + 1
2
(
(ǫ1 + · · ·+ ǫp)− (ǫm+n−q+1 + · · ·+ ǫm+n)
))
⊠ Lu(m−p,n−q)
(
kǫm+n−q +
1
2
(
(ǫp+1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n−q)
))
if k < 0. As a consequence,
Lu(m,n)
(1
2
(
(ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n)
))∣∣∣
u(p,q)⊕u(m−p,n−q)
≃
∞⊕
k=0
(
Lu(p,q)
(
−kǫm+n + 1
2
(
(ǫ1 + · · ·+ ǫp)− (ǫm+n−q+1 + · · ·+ ǫm+n)
))
⊠ Lu(m−p,n−q)
(
kǫp+1 +
1
2
(
(ǫp+1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n−q)
)))
⊕
∞⊕
k=1
(
Lu(p,q)
(
kǫ1 +
1
2
(
(ǫ1 + · · ·+ ǫp)− (ǫm+n−q+1 + · · ·+ ǫm+n)
))
⊠ Lu(m−p,n−q)
(
−kǫm+n−q + 1
2
(
(ǫp+1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n−q)
)))
.
Suppose next that p, q,m − p ≥ 1 and n = q. Then a genuine representation
deta ⊠ detb of H˜2 belongs to R(H˜2, ω) if and only if b − m−p2 ∈ Z≥0. Hence we
obtain
Lu(m,n)
(1
2
(
(ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫm+n)
))∣∣∣
u(p,n)⊕u(m−p)
≃
∞⊕
k=0
Lu(p,n)
(
−kǫm+n + 1
2
(
(ǫ1 + · · ·+ ǫp)− (ǫm+1 + · · ·+ ǫm+n)
))
⊠ F u(m−p)
(
kǫp+1 +
1
2
(ǫp+1 + · · ·+ ǫm)
)
.
These imply formulas (3.1) and (3.2).
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5.1.2. Let (g, gσ) = (so∗(2n), u(m,n−m)). Choose a standard basis ǫ1, . . . , ǫn ∈ t∗C
so that
∆+(kC, tC) = {ǫi − ǫj}1≤i<j≤n,
∆(p+, tC) = {ǫi + ǫj}1≤i<j≤n.
We may assume that t ⊂ gσ and
∆+(kσC, tC) = {ǫi − ǫj}1≤i<j≤m ∪ {ǫm+i − ǫm+j}1≤i<j≤n−m,
∆(pσ+, tC) = {ǫi + ǫm+j}1≤i≤m, 1≤j≤n−m.
Put G1 := O
∗(2n), H1 := Sp(1), G2 := U(m,n −m), and H2 := U(2) such that
(G1, H1) and (G2, H2) form seesaw dual pairs in Sp(2n,R). Let c be a Cartan
subalgebra of h2 and δ1, δ2 be the standard basis of c
∗ The genuine representations
π of H˜2 are determined by the Lie algebra actions and given by aδ1 + bδ2 such
that a− b ∈ Z≥0 and a ∈ n2 + Z. Since H˜1 ≃ Sp(1)× Z/2Z, there exists a unique
non-trivial character of H˜1, which we denote by χ. We have
θ(χ) ≃ Lso∗(2n)(ǫ1 + · · ·+ ǫn).
Suppose first thatm,n−m ≥ 2. Then any genuine representation F u(2)(aδ1+bδ2)
of H˜2 belongs to R(H˜2, ω). We can see that any irreducible representation of H˜2
remains irreducible when restricted to H˜1 and hence
Hom
H˜1
(χ, F u(2)(aδ1 + bδ2)|H˜1 ) ≃
{
C if a = b,
0 if a > b.
For F u(2)((m− n2 + k)(δ1 + δ2)) ∈ R(H˜2, ω), we have
θ
(
F u(2)
((
m− n
2
+ k
)
(δ1 + δ2)
))
≃ Lu(m,n−m)(k(ǫn−1 + ǫn) + (ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫn))
if k ≤ 0 and
θ
(
F u(2)
((
m− n
2
+ k
)
(δ1 + δ2)
))
≃ Lu(m,n−m)(k(ǫ1 + ǫ2) + (ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫn))
if k > 0. As a consequence,
Lso
∗(2n)(ǫ1 + · · ·+ ǫn)|u(m,n−m)
≃
∞⊕
k=0
Lu(m,n−m)(−k(ǫn−1 + ǫn) + (ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫn))
⊕
∞⊕
k=1
Lu(m,n−m)(k(ǫ1 + ǫ2) + (ǫ1 + · · ·+ ǫm)− (ǫm+1 + · · ·+ ǫn)).
Suppose next that m = 1 and n − m ≥ 2. Then a genuine representation
F u(2)(aδ1 + bδ2) of H˜2 belongs to R(H˜2, ω) if and only if b ≤ 1− n2 . Hence
Lso
∗(2n)(ǫ1 + · · ·+ ǫn)|u(1,n−1)
≃
∞⊕
k=0
Lu(1,n−1)(−k(ǫn−1 + ǫn) + ǫ1 − (ǫ2 + · · ·+ ǫn)).
Similarly for n−m = 1.
These imply formulas (3.14), (3.15), and (3.16).
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5.2. Zuckerman’s derived functor modules Aq(λ). We will see that the re-
striction of the minimal holomorphic representation with respect to holomorphic
symmetric pairs (g, gσ) can be written as a direct sum of Aq(λ) for a maximal
parabolic subalgebra q ⊂ gσ
C
unless (g, gσ) = (sp(n,R), sp(m,R) ⊕ sp(n −m,R)).
However, not in all cases we can tell from the general results Theorem 4.1 and
Proposition 4.6 whether the occurring modules Aq(λ) are irreducible, see Table 1
for the list of cases where this works. In fact, the occurring Aq(λ) is reducible in
some cases, see Remark 5.1.
The following formulas (5.1) – (5.29) correspond to (3.1) – (3.29), respectively.
We follow the corresponding subsections in Section 3 for the notation ωi, µi, νi,
and Ca. If a simple factor g
′
C
of gσ
C
has simple roots β1, β2, ..., we write q
′(i) for
the maximal parabolic subalgebra of g′
C
corresponding to βi. Similarly, if a factor
g′′
C
has simple roots γ1, γ2, ..., write q
′′(i) for the maximal parabolic subalgebra
corresponding to γi.
5.2.1. (g, gσ) = (su(m,n), su(p, q)⊕ su(m−p, n− q)⊕u(1)). Assume m ≥ n. Then
we have
Lg(ωm)|gσ
(5.1)
≃
⊕
p−q
2 ≤k
k∈Z
Aq′(p+q−1)((k − p)µp+q−1)⊠Aq′′(1)((k − (n− q))ν1)⊠ C−k+np−mq
m+n
⊕
⊕
(n−q)−(m−p)
2 ≤k<
p−q
2
k∈Z
Aq′(1)((−k − q)µ1)⊠Aq′′(1)((k − (n− q))ν1)⊠ C−k+ np−mq
m+n
⊕
⊕
k<
(n−q)−(m−p)
2
k∈Z
Aq′(1)((−k − q)µ1)⊠Aq′′(m+n−p−q−1)((−k − (m− p))νm+n−p−q−1)⊠ C−k+ np−mq
m+n
if p, q,m− p, n− q ≥ 1 and
Lg(ωm)|gσ(5.2)
≃
⊕
0, p−q2 ≤k
k∈Z
Aq′(p+q−1)((k − p)µp+q−1)⊠ F su(m−p)(kν1)⊠ C−k+ n(p−m)
m+n
⊕
⊕
0≤k< p−q2
k∈Z
Aq′(1)((−k − q)µ1)⊠ F su(m−p)(kν1)⊠ C−k+n(p−m)
m+n
if n = q and p, q,m− p ≥ 1.
5.2.2. (g, gσ) = (su(n, n), so∗(2n)). We have
Lg(ωn)|gσ ≃
∞⊕
k=0
Aq′(1)((2k − (n− 2))µ1).(5.3)
5.2.3. (g, gσ) = (su(n, n), sp(n,R)). We have
Lg(ωn)|gσ ≃ Aq′(1)(−nµ1).(5.4)
5.2.4. (g, gσ) = (so(2, 2n), su(1, n)⊕ u(1)). We have
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Aq′(2)((k − 1)µ2)⊠ Ck+n−12 .(5.5)
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5.2.5. (g, gσ) = (so(2, 2n), so(2,m)⊕ so(2n−m)). For m = 2l even we have
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Aq′(1)((n− 2l+ k − 1)µ1)⊠ F so(2n−2l)(kν1).(5.6)
if n− l ≥ 2 and
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=−∞
Aq′(1)((−n+ |k|+ 1)µ1)⊠ Ck(5.7)
if n− l = 1.
For m = 2l+ 1 odd we have
Lg((n− 1)ω1)|gσ ≃
∞⊕
k=0
Aq′(1)((n− 2l+ k − 2)µ1)⊠ F so(2n−2l−1)(kν1)(5.8)
if n− l ≥ 2 and
Lg((n− 1)ω1)|gσ ≃ Aq′(l+1)(−2µl+1)(5.9)
if n− l = 1.
5.2.6. (g, gσ) = (so(2, 2n+1), so(2,m)⊕ so(2n−m+1)). For m = 2l even we have
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=0
Aq′(1)
((
n− 2l + k − 1
2
)
µ1
)
⊠ F so(2n−2l+1)(kν1)(5.10)
if n > l and
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃ Aq′(1)
((
−n− 1
2
)
µ1
)
⊕Aq′(1)
((
−n+ 1
2
)
µ1
)
(5.11)
if n = l.
For m = 2l+ 1 odd we have
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=0
Aq′(1)
((
n− 2l + k − 3
2
)
µ1
)
⊠ F so(2n−2l)(kν1)(5.12)
if n− l ≥ 2 and
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃
∞⊕
k=−∞
Aq′(1)
((
−n+ |k|+ 1
2
)
µ1
)
⊠ Ck(5.13)
if n− l = 1.
5.2.7. (g, gσ) = (so∗(2n), su(m,n−m)⊕ u(1)). We have
Lg(2ωn)|gσ ≃
⊕
m−n2≤k
k∈Z
Aq′(n−2)((k −m)µn−2)⊠ C−k− n2 +m(5.14)
⊕
⊕
k<m−n2
k∈Z
Aq′(2)((−k − (n−m))µ2)⊠ C−k− n2 +m
if 2 ≤ m ≤ n− 2,
Lg(2ωn)|gσ ≃
∞⊕
k=0
Aq′(n−2)((k − 1)µn−2)⊠ C−k− n2 +1(5.15)
if m = 1, and
Lg(2ωn)|gσ ≃
∞⊕
k=0
Aq′(2)((k − 1)µ2)⊠ Ck+ n2−1(5.16)
if m = n− 1.
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5.2.8. (g, gσ) = (so∗(2n), so∗(2m)⊕ so∗(2n− 2m)). We have
Lg(2ωn)|gσ ≃
∞⊕
k=0
Aq′(1)((k − (m− 2))µ1)⊠Aq′′(1)((k − (n−m− 2))ν1)(5.17)
if 2 ≤ m ≤ n− 2,
Lg(2ωn)|gσ ≃
∞⊕
k=0
Ck+1 ⊠Aq′′(1)((k − (n− 3))ν1)(5.18)
if m = 1, and
Lg(2ωn)|gσ ≃
∞⊕
k=0
Aq′(1)((k − (n− 3))µ1)⊠ Ck+1(5.19)
if n−m = 1.
5.2.9. (g, gσ) = (sp(n,R), su(m,n−m)⊕ u(1)). We have
Lg
(1
2
ωn
)∣∣∣
gσ
≃
⊕
m−n2≤2k
k∈Z
Aq′(n−1)((2k −m)µn−1)⊠ C−k−n4 +m2(5.20)
⊕
⊕
2k<m− n2
k∈Z
Aq′(1)((−2k − (n−m))µ1)⊠ C−k− n4 +m2 .
5.2.10. (g, gσ) = (sp(n,R), sp(m,R)⊕ sp(n−m,R)). In this case it is not possible
to write the restriction Lg(12ωn)|gσ as a direct sum of Zuckerman’s derived functor
modules.
5.2.11. (g, gσ) = (e6(−14), so(2, 8)⊕ so(2)). We have
Lg(3ω6)|gσ ≃
∞⊕
k=0
Aq′(5)((k − 2)µ5)⊠ Ck+2.(5.22)
5.2.12. (g, gσ) = (e6(−14), su(4, 2)⊕ su(2)). We have
Lg(3ω6)|gσ ≃
∞⊕
k=0
Aq′(3)((k − 2)µ3)⊠ F su(2)(kν1).(5.23)
5.2.13. (g, gσ) = (e6(−14), so
∗(10)⊕ so(2)). We have
Lg(3ω6)|gσ ≃
∞⊕
k=1
(
Aq′(5)((k − 5)µ5)⊠ Ck−1
)
⊕
∞⊕
k=0
(
Aq′(4)((k − 3)µ4)⊠ C−k−1
)
.
(5.24)
5.2.14. (g, gσ) = (e6(−14), su(5, 1)⊕ sp(1,R)). We have
Lg(3ω6)|gσ ≃
∞⊕
k=0
Aq′(3)((k − 1)µ3)⊠Aq′′(1)((k + 1)ν1).(5.25)
5.2.15. (g, gσ) = (e7(−25), e6(−14) ⊕ so(2)). We have
Lg(4ω7)|gσ ≃
∞⊕
k=2
(
Aq′(6)((k − 8)µ6)⊠ Ck−2
)
⊕
∞⊕
k=−1
(
Aq′(1)((k − 4)µ1)⊠ C−k−2
)
.
(5.26)
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5.2.16. (g, gσ) = (e7(−25), so(2, 10)⊕ sp(1,R)). We have
Lg(4ω7)|gσ ≃
∞⊕
k=0
Aq′(5)((k − 2)µ5)⊠Aq′′(1)((k + 2)ν1).(5.27)
5.2.17. (g, gσ) = (e7(−25), su(6, 2)). We have
Lg(4ω7)|gσ ≃
∞⊕
k=0
Aq′(4)((k − 2)µ4).(5.28)
5.2.18. (g, gσ) = (e7(−25), so
∗(12)⊕ su(2)). We have
Lg(4ω7)|gσ ≃
∞⊕
k=0
Aq′(5)((k − 4)µ5)⊠ F su(2)(kν1).(5.29)
5.2.19. Proofs. To prove (5.1) – (5.29) we only need to check that both sides are
isomorphic as kσ-modules by [14, Lemma 8.7]. The left hand sides are decomposed
into irreducible k-modules as in (1.1) and then decomposed into kσ-modules by using
the branching laws from k to kσ. For the right hand sides we use Theorem 4.3 and
Remark 4.4.
We illustrate computations in the case (g, gσ) = (e7(−25), so
∗(12)⊕ su(2)). Since
the highest root for g is ω1, we have
Lg(4ω7)|k ≃
∞⊕
l=0
F k(lω1 + 4ω7)
by (1.1). The branching law of F k(lω1 + 4ω7)|kσ is given by [23] and we have
F k(lω1 + 4ω7)|kσ ≃
⊕
p+2q+r=l
p,q,r∈Z≥0
F k
σ
(pµ2 + qµ4 + rµ5 + 4µ6 + rν1).
For the right hand side of (5.29), we use Theorem 4.3. Let g′ = so∗(12) and
g′ = k′+p′ the Cartan decomposition. Write q′(5) = l′
C
+u′ for Levi decomposition.
Then l′ ≃ su(5, 1)⊕ u(1), l′ ∩ k′ ≃ su(5) ⊕ u(1)2, and u′ ∩ p′
C
≃ F l′∩k′(µ2). Hence
2ρ(u′ ∩ p′
C
) = 4µ5 + 4µ6 and
S(u′ ∩ p′C) ≃
⊕
p,q∈Z≥0
F l
′∩k′(pµ2 + qµ4)
as an (l′ ∩ k′)-module. Therefore,
Aq′(5)((k − 4)µ5)|k′ ≃
⊕
p,q∈Z≥0
F k
′
(pµ2 + qµ4 + kµ5 + 4µ6).
As a result, both sides of (5.29) are isomorphic to⊕
p,q,r∈Z≥0
F k
σ
(pµ2 + qµ4 + rµ5 + 4µ6 + rν1),
which proves (5.29).
For (5.1) – (5.3), (5.5), (5.14) – (5.20), (5.22) – (5.29), let Aq′(λ) be a derived
functor module appearing on the right hand side. Then we can see that λ is weakly
fair and the nilradical of q′ is abelian. Hence Aq′(λ) is an irreducible highest weight
module by Proposition 4.6. Using Theorem 4.3 we can find a weight µ such that
Aq′(λ) ≃ Lg′(µ). We can thus verify (3.1) – (3.3), (3.5), (3.14) – (3.20), (3.22) –
(3.29).
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Remark 5.1. By comparing (3.4) and (5.4), we see that for g = sp(n,R), the
module Aq(1)(−nω1) is reducible. Similarly, from (3.9) and (5.9) we see that for
g = so(2, 2n), the module Aq(n+1)(−2ωn+1) is reducible.
5.3. The Fock model for g = so(2, N). For g = so(2, N) and gσ = so(2,M) ⊕
so(N−M) we obtain the branching law of Lg(cζ)|gσ using an explicit realization of
the minimal holomorphic representation, the Fock model. This model is constructed
in [17] for the minimal holomorphic representation and generalized in [22] to all
scalar type unitary highest weight representations. In [22, Theorem 7.2] the desired
branching law is derived. We give a brief outline of the proof. For this we use
the same notation as in Settings 2.2 and 2.3. Write ω1 for the corresponding
fundamental weight of so(2, N) and µ1 for the one of so(2,M).
In [22] the (g,K)-modules Ng(xω1) are realized on the space
C[p−] ≃ C[Z1, . . . , ZN ]
of regular functions on p− ≃ CN . The g-action in this realization is given by regular
differential operators up to order two. The crucial operators here are the second-
order Bessel operators (see [22, Sections 1.6, 2.4, 4.3]). The points of unitarity are
given by {0, N−22 } ∪ (N−22 ,∞).
For x ∈ (N−22 ,∞) the unique irreducible quotient Lg(xω1) is Ng(xω1) itself, so
Lg(xω1) = C[Z1, . . . , ZN ].
For x = N−22 the irreducible quotient is given by
Lg
(N − 2
2
ω1
)
= C[Z1, . . . , ZN ]/〈Z21 − Z22 − · · · − Z2N 〉 = C[X],
the space of regular functions on the variety
X = {z ∈ CN : z21 = z22 + · · ·+ z2N}.
We first decompose Lg(N−22 ω1) with respect to the action of so(N −M) on the
last N −M coordinates. Denote by Hk(CN−M ) the space of spherical harmonics
of N −M variables of degree k, viewed as holomorphic polynomials on CN−M . We
have
C[Z1, . . . , ZN ] = C[Z1, . . . , ZM ]⊗ C[ZM+1, . . . , ZN ].
Further, every polynomial in ZM+1, . . . , ZN is the sum of spherical harmonics mul-
tiplied with powers of (Z2M+1+ · · ·+Z2N ). Since in C[X] we have Z2M+1+ · · ·+Z2N =
Z21 − Z22 − · · · − Z2M we obtain
C[X] =
∞⊕
k=0
C[Z1, . . . , ZM ]⊗Hk(CN−M ).
Carefully checking the so(2,M)-action we find that as gσ-representations this gives
Lso(2,N)
(N − 2
2
ω1
)
=
∞⊕
k=0
Lso(2,M)
((N − 2
2
+ k
)
µ1
)
⊠Hk(CN−M ).
This proves the formulas (3.6) – (3.13).
6. Branching laws for non-holomorphic symmetric pairs
By [19, Theorem 5.2] the only symmetric pairs (g, gσ) of non-holomorphic type
such that Lg(cζ)|gσ is discretely decomposable are given by
(6.1)
(su(2m, 2n), sp(m,n)), (m,n ≥ 1), (so(2, n), so(1, n)), (n ≥ 3),
(sp(2n,R), sp(n,C)), (n ≥ 1), (e6(−14), f4(−20)).
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6.1. Irreducibility. We first prove that the restriction is irreducible:
Theorem 6.1. If (g, gσ) is one of the pairs in (6.1) then the restriction Lg(cζ)|gσ
is irreducible.
For the pair (so(2, n), so(1, n)) this was already proved by Seppa¨nen [29, Theorem
19]. He identified the restriction with a complementary series representation of
so(1, n). For (e6(−14), f4(−20)) the irreducibility was shown by Binegar–Zierau [2,
Theorem 3.3]. They identify the restriction with a certain Zuckerman’s derived
functor module. In Section 6.2 we will also identify the two remaining cases with
known representations.
The general result in Theorem 6.1 will follow from the following statement which
was basically used in [2]:
Proposition 6.2. Suppose Lg(cζ) is discretely decomposable when restricted to the
non-compact symmetric subalgebra gσ. If each K-type F k(cζ + kβ) is irreducible
when restricted to kσ and if they are pairwise non-isomorphic as kσ-modules, then
Lg(cζ) is irreducible when restricted to gσ.
Proof. Assume X is a gσ-stable subspace of Lg(cζ). Then by our assumption X is
a direct sum of K-types of the form F k(cζ + kβ) and in particular X is k-stable.
Since pσ 6= 0, the k-submodule of p generated by pσ has to be p itself. Therefore X
is also stable under p and thus under g which implies that X = 0 or Lg(cζ) by the
irreducibility of Lg(cζ) as a g-representation. 
It remains to show that the K-types F k(cζ + kβ) are irreducible and pairwise
non-isomorphic when restricted to kσ in the four cases considered above.
6.1.1. (g, gσ) = (su(2m, 2n), sp(m,n)). We have cζ = ω2m by Setting 2.1 and the
highest root is β = ω1 + ω2m+2n−1 so cζ + kβ = kω1 + ω2m + kω2m+2n−1. Then
by the Borel–Weil Theorem F k(cζ + kβ) is realized as holomorphic sections of
a line bundle on the partial flag variety SU(2m)/U(2m − 1) × SU(2n)/U(2n −
1) ≃ P2m−1
C
× P2n−1
C
. Since Sp(m) × Sp(n) acts transitively on this variety, we
have SU(2m)/U(2m− 1) ≃ Sp(m)/(U(1)× Sp(m− 1)) and SU(2n)/U(2n− 1) ≃
Sp(n)/(U(1) × Sp(n − 1)). Moreover, if two characters of U(2n − 1) are non-
isomorphic with each other, they are still so when restricted to U(1)× Sp(n− 1).
Therefore the Borel–Weil Theorem again implies that F k(cζ + kβ) are irreducible
and pairwise non-isomorphic as (sp(m)⊕ sp(n))-module.
6.1.2. (g, gσ) = (so(2, N), so(1, N)). We have k = so(2) ⊕ so(N) and kσ = so(N).
Hence any irreducible k-module is written as the outer tensor product V = V1⊠V2,
where V1 is an irreducible so(2)-module and V2 is an irreducible so(N)-module.
Then V1 is one-dimensional and the restriction V |so(N) ≃ V2 is irreducible. Further,
for V = F k(cζ + kβ) we have V2 ∼= Hk(RN ), the space of spherical harmonics
of degree k on RN and hence different parameters k give non-isomorphic so(N)-
modules V2 if N ≥ 3.
6.1.3. (g, gσ) = (sp(2n,R), sp(n,C)). We have cζ = 12ω2n by Setting 2.5 and the
highest root is β = 2ω1 so cζ+kβ = 2kω1+
1
2ω2n. Then by the Borel–Weil Theorem
F k(cζ + kβ) is realized as holomorphic sections of a line bundle on the partial flag
variety SU(2n)/U(2n − 1) ≃ P2n−1
C
. As in 6.1.1, we see that F k(cζ + kβ) are
irreducible and pairwise non-isomorphic as sp(n)-module.
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6.1.4. (g, gσ) = (e6(−14), f4(−20)). We note that k = so(10) and k
σ = so(9). We have
cζ = 3ω6 by Setting 2.6 and the highest root is β = ω2 so cζ+kβ = 3ω6+kω2. Then
by the Borel–Weil Theorem F k(cζ+kβ) is realized as holomorphic sections of a line
bundle on the partial flag variety SO(10)/U(5). Since SO(9) acts transitively on
this variety, we have SO(10)/U(5) ≃ SO(9)/U(4). Moreover, if two characters of
U(5) are non-isomorphic with each other, they are still so when restricted to U(4).
Therefore we conclude that F k(cζ+kβ) are irreducible and pairwise non-isomorphic
as so(9)-module.
6.2. Identification. We identify the irreducible restrictions Lg(cζ)|gσ with known
representations. For (g, gσ) = (sp(2n,R), sp(n,C)) the restriction is the even part
of the (complex) metaplectic representation of sp(n,C). In the other three cases the
restriction is isomorphic to Zuckerman’s module. Further, for (so(2, N), so(1, N))
the restriction is a spherical complementary series representation. Moreover, the
restrictions for (sp(2n,R), sp(n,C)) and (su(2n, 2n), sp(n, n)) appear in [6, 27] as
representations with minimal Gelfand–Kirillov dimension.
6.2.1. su(2m, 2n) ↓ sp(m,n). Let (g, gσ) = (su(2m, 2n), sp(m,n)) with m ≥ n. We
take αi as in Setting 2.1. We may assume σt = t and
σαi = α2m−i (1 ≤ i ≤ 2m− 1), σα2m = −β,
σα2m+i = α2m+2n−i (1 ≤ i ≤ 2n− 1), σ = 1 on gαm and gα2m+n .
Then tσ is a Cartan subalgebra of kσ and of gσ. We put
βi := αi|tσ (1 ≤ i ≤ m− 1), βm := (αm + αm+1 + · · ·+ α2m)|tσ ,
βm+i := α2m+i|tσ (1 ≤ i ≤ n− 1), βm+n := α2m+n|tσ .
Then βi form a set of simple roots for g
σ
C
and the corresponding Dynkin diagram
is:
β1◦ βm+n−1◦ βm+n◦ks
We have θ = 1 on gσβi for i 6= m and θ = −1 on gσβm . Write µi for the corresponding
fundamental weights.
Theorem 6.3. For the symmetric pair (g, gσ) = (su(2m, 2n), sp(m,n)),
Lg(ω2m)|gσ ≃ Aq′(1)(−2nµ1),(6.2)
where q′(1) is the maximal parabolic subalgebra of gσ
C
corresponding to β1. Further,
for m = n the restriction Lg(ω2m)|gσ is isomorphic to the small representation of
sp(n, n) constructed in [6].
6.2.2. so(2, N) ↓ so(1, N). Let (g, gσ) = (so(2, N), so(1, N)). First assume that
N = 2n is even. We take αi as in Setting 2.2. We may assume σt = t and
σα1 = −β, σαi = αi (2 ≤ i ≤ n+ 1), σ = 1 on gαi (2 ≤ i ≤ n+ 1).
Then tσ is a Cartan subalgebra of kσ and of gσ. We put
βi := αi+1|tσ (1 ≤ i ≤ n− 1), βn := (α1 + α2 + · · ·+ αn−1 + αn+1)|tσ .
Then βi form a set of simple roots for g
σ
C
and the corresponding Dynkin diagram
is:
β1◦ β2◦ βn−1◦ βn◦+3
We have θ = 1 on gσβi for i < n and θ = −1 on gσβn . Write µi for the corresponding
fundamental weights.
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Theorem 6.4. For the symmetric pair (g, gσ) = (so(2, 2n), so(1, 2n)),
Lg((n− 1)ω1)|gσ ≃ Aq′(1)((−n+ 1)µ1) ≃ Aq′(n)(−2µn),(6.3)
where q′(i) is the maximal parabolic subalgebra of gσ
C
corresponding to βi. Further,
the restriction Lg((n− 1)ω1)|gσ is isomorphic to a spherical complementary series
representation of so(1, 2n).
Next assume that N = 2n + 1 is odd. We take αi as in Setting 2.3. We may
assume σt = t and
σα1 = −β, σαi = αi (2 ≤ i ≤ n+ 1), σ = 1 on gαi (2 ≤ i ≤ n+ 1).
Then tσ is a Cartan subalgebra of kσ. Let h′ be the centralizer of tσ in gσ, which
is a Cartan subalgebra of gσ. We define a set of simple roots β1, . . . , βn+1 ∈ (h′C)∗
for gσ
C
such that
βi|tσ = αi+1|tσ (1 ≤ i ≤ n− 1), βn|tσ = βn+1|tσ = αn+1|tσ
and the corresponding Dynkin diagram is:
β1◦ βn−1◦
βn+1◦☞☞☞☞☞
βn◦
✷✷
✷✷
✷
We have θβi = βi for 1 ≤ i ≤ n− 1, θβn = βn+1 and θ = 1 on gσβi for 1 ≤ i ≤ n− 1.
Write µi for the corresponding fundamental weights.
Theorem 6.5. For the symmetric pair (g, gσ) = (so(2, 2n+ 1), so(1, 2n+ 1)),
Lg
((
n− 1
2
)
ω1
)∣∣∣
gσ
≃ Aq′(1)
((
−n+ 1
2
)
µ1
)
,
where q′(1) is the maximal parabolic subalgebra of gσ
C
corresponding to β1. Further,
the restriction Lg((n− 12 )ω1)|gσ is isomorphic to a spherical complementary series
representation of so(1, 2n+ 1).
6.2.3. sp(2n,R) ↓ sp(n,C). Let (g, gσ) = (sp(2n,R), sp(n,C)). The complex meta-
plectic representation of sp(n,C) is not as well-known as its counterpart for sp(n,R).
It can be realized on L2(Cn) and splits into two irreducible pieces, the even and
the odd part (see e.g [32, page 161]). A possible construction is by restricting the
metaplectic representation of sp(2n,R) on L2(R2n) ≃ L2(Cn) to sp(n,C) whence
the first part of the following result is immediate:
Theorem 6.6. For the symmetric pair (g, gσ) = (sp(2n,R), sp(n,C)) the restric-
tion Lg(12ωn)|gσ is isomorphic to the even part of the metaplectic representation
of sp(n,C). Further, the restriction is isomorphic to the small representation of
sp(n,C) constructed in [6].
6.2.4. e6(−14) ↓ f4(−20). Let (g, gσ) = (e6(−14), f4(−20)). We take αi as in Setting 2.6.
We may assume σt = t and
σα1 = α1, σα2 = α5, σα3 = α3, σα4 = α4, σα6 = −β,
σ = 1 on gαi (i = 1, 3, 4).
Then tσ is a Cartan subalgebra of kσ and of gσ. We put
β1 := α3|tσ , β2 := α4|tσ , β3 := α5|tσ , β4 := (α1 + α3 + α4 + α5 + α6)|tσ ,
and the corresponding Dynkin diagram is:
β1◦ β2◦ β3◦+3 β4◦
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We have θ = 1 on gσβi for i = 1, 2, 3 and θ = −1 on gσβ4 . Write µi for the corre-
sponding fundamental weights.
Theorem 6.7 ([2, Theorem 3.4]). For the symmetric pair (g, gσ) = (e6(−14), f4(−20)),
Lg(3ω6)|gσ ≃ Aq′(1)(−2µ1),
where q′(1) is the maximal parabolic subalgebra of gσ
C
corresponding to β1.
6.2.5. Proofs. The fact that the restrictions for (so(2, N), so(1, N)) are spherical
complementary series was proved by Seppa¨nen [29, Theorem 19].
Let us next treat the identifications with Aq(λ). The case (e6(−14), f4(−20)) was
treated in [2]. Their proof can be applied to the other cases as well. Let e.g
(g, gσ) = (su(2m, 2n), sp(m,n)). Using the argument in [2], we see that the restric-
tion Lg(ω2m)|gσ has infinitesimal character µ2n − ρgσ . Here, ρgσ is half the sum of
positive roots in gσ
C
. Since µ2n − ρgσ and −2nµ1 + ρgσ lie in the same Weyl group
orbit, both sides of (6.2) have the same infinitesimal character. By Theorem 4.3,
Aq′(1)(−2nµ1)|kσ ≃
∞⊕
k=0
F k
σ
(kµ1 + kµm+1).
Hence by the proof of Proposition 6.2, Aq′(1)(−2nµ1) is irreducible. Therefore,
Lg(ω2m)|gσ and Aq′(1)(−2nµ1) are spherical irreducible (gσ,Kσ)-modules and have
the same infinitesimal character, which implies that they are isomorphic (see [5, §7]).
The case (g, gσ) = (so(2, N), so(1, N)) can be proved in the same way.
We note that for the pairs (su(2m, 2n), sp(m,n)) and (so(2, 2n), so(1, 2n)), the
formulas (6.2) and (6.3) can also be derived by using D-modules (see [24]).
Finally, the identification with representations studied in [6] works in the same
way as the identification with Aq(λ). Since both representations in question are
spherical irreducible representations of classical groups, it suffices by [5, §7] to show
that their infinitesimal characters agree. This can be done using [6, Theorem 3.7].
7. Associated varieties and Kobayashi’s conjecture
We study a conjecture by Kobayashi for the associated varieties of discrete com-
ponents in the restriction of g-representations. We confirm the conjecture for all dis-
cretely decomposable restrictions of minimal holomorphic representations to sym-
metric subgroups.
Let G be a real reductive group and G′ a reductive subgroup. Take a maximal
compact subgroup K of G such that K ′ := G′ ∩K is a maximal compact subgroup
of G′. For a g-module X of finite length we denote by VgC(X) ⊆ g∗C its associated
variety in the sense of Vogan [31]. Accordingly we will use Vg′
C
(Y ) ⊆ (g′
C
)∗ for the
associated variety of a g′-module Y of finite length. Let prg→g′ : g
∗
C
→ (g′
C
)∗ denote
the restriction dual to the embedding g′
C
→ gC. Then Kobayashi conjectured:
Conjecture 7.1 ([15, Conjecture 5.11]). Let X be an irreducible unitarizable
(g,K)-module and Y an irreducible (g′,K ′)-module. If Homg′(Y,X) 6= 0 then
prg→g′(VgC(X)) = Vg′C(Y ).(7.1)
The inclusion prg→g′(VgC(X)) ⊂ Vg′C(Y ) was proved in [12, Theorem 3.1]. The
other inclusion is known to hold in the following cases.
Proposition 7.2 ([15, Proposition 5.12]). Conjecture 7.1 is true for the following
four cases:
(1) X is the oscillator representation of g = sp(n,R) and g′ = g′1 ⊕ g′2 is a
compact dual pair in g,
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(2) X is the underlying (g,K)-module of the minimal representation of O(p, q)
with p+ q even and (g, g′) is a symmetric pair ([18]),
(3) X is a (generalized) Verma module and (g, g′) is a symmetric pair ([16]),
(4) X = Aq(λ) and (g, g
′) is a symmetric pair ([24]).
If X is an irreducible (g,K)-module, VgC(X) ⊆ p∗C is a union of a finite number
of nilpotent KC-orbits in p
∗
C
. Identifying pC ≃ p∗C by means of the Killing form we
can view VgC(X) as a subvariety of pC. If additionally X is a lowest weight module
then VgC(X) ⊆ p−.
7.1. The conjecture for holomorphic pairs. We will prove that the conjecture
is true if X is a highest (or lowest) weight module and (g, g′) is holomorphic in the
following sense:
Definition 7.3. Suppose that g and g′ are of Hermitian type. We say a pair (g, g′)
is holomorphic if the natural embedding G′/K ′ → G/K is holomorphic.
Note that the pair (g, g′) is not assumed to be symmetric as in Definition 1.4. If
we write the decompositions of the tangent spaces of G/K and G′/K ′ as pC = p++
p− and p
′
C
= p′++ p
′
−, respectively, then the condition for (g, g
′) to be holomorphic
is equivalent to p′+ = p
′
C
∩p+ and p′− = p′C∩p−. Hence, Definition 7.3 is compatible
with Definition 1.4 for a symmetric pair.
If (g, g′) is holomorphic, then any highest (or lowest) weight (g,K)-module X is
discretely decomposable as a g′-module and we have:
Theorem 7.4. Let (g, g′) be a holomorphic pair and X a highest (or lowest) weight
(g,K)-module. Then Conjecture 7.1 is true.
The key ingredient for the proof is that (7.1) follows from the ‘compatibility of
filtrations’:
Lemma 7.5. Let X0 be a non-zero finite-dimensional subspace of X. Suppose
that Un(gC)X0 ∩ U(g′C)X0 = Un(g′C)X0 for any n ∈ N, where Un(gC) and Un(g′C)
are given by standard filtrations of U(gC) and U(g
′
C
), respectively. Then the equal-
ity (7.1) holds.
Proof. Since prg→g′(VgC(X)) ⊂ Vg′C(Y ) by [12, Theorem 3.1], it suffices to prove the
other inclusion prg→g′(VgC(X)) ⊃ Vg′C(Y ). Put X ′ = U(g′C)X0. Define filtrations
of X and X ′ by Xn = Un(gC)X0 and X
′
n = Un(g
′
C
)X0, respectively. Then our
assumption implies that the induced map between graded modules grX ′ → grX
is injective. Hence AnnS(g′
C
)(grX
′) ⊃ AnnS(gC)(grX) ∩ S(g′C) and the inclusion
prg→g′(VgC(X)) ⊃ Vg′C(X ′) holds. Therefore, if X ′′ is an irreducible g′-submodule
of X ′, we have prg→g′(VgC(X)) ⊃ Vg′C(X ′′) = Vg′C(Y ) by [12, Theorem 3.7]. 
Proof of Theorem 7.4. Suppose that X is an irreducible lowest weight module. For
a ∈ C, write X(a) := {v ∈ X : z′v = av}, the z′-eigenspace with eigenvalue a.
Then since ad(z′) is 1 on p+ we have p+X(a) = X(a + 1). Put X0 := X
p− and
Xn = Un(gC)X0 for n ∈ N. Since X is irreducible, ad(z′) acts on Xp− by a scalar,
say a0. Then we have
Xn = Un(gC)X
p− = Un(p+)X
p− =
n⊕
k=0
X(a0 + k).
Similarly,
Un(g
′
C)X
p− = Un(p
′
+)X
p− =
n⊕
k=0
X(a0 + k) ∩ U(g′C)Xp− .
Therefore, Un(gC)X0∩U(g′C)X0 =
⊕n
k=0X(a0+k)∩U(g′C)X0 = Un(g′C)X0. Hence
(7.1) follows from Lemma 7.5. 
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7.2. The conjecture for non-holomorphic pairs. We next consider the setting
in Section 6. In particular, X = Lg(cζ) is the minimal holomorphic representation.
Put X0 := X
p− and Xn := Un(gC)X0. Then Xn =
⊕n
k=0 F
k(cζ + kβ). In view of
Proposition 6.2 and its proof, we inductively get Un(g
′
C
)X0 =
⊕n
k=0 F
k(cζ + kβ).
Hence the assumption in Lemma 7.5 is satisfied. We thus obtain:
Theorem 7.6. Suppose that (g, gσ) is a non-holomorphic symmetric pair, X =
Lg(cζ) is the minimal holomorphic representation, and X |gσ is discretely decom-
posable. Then Conjecture 7.1 is true.
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