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In this paper we consider a numerical enclosure method for multi-
ple eigenvalues of an Hermitian matrix whose graph is a tree. If an
Hermitianmatrix Awhose graph is a tree has multiple eigenvalues,
it has the property that matrices which are associated with some
branches in the undirected graph of A have the same eigenvalues.
By using this property and interlacing inequalities for Hermitian
matrices, we show an enclosure method for multiple eigenvalues
of anHermitianmatrixwhose graph is a tree. Sincewedonot gener-
ally knowwhether a givenmatrix has exactly amultiple eigenvalue
fromapproximate computations,we use the property of interlacing
inequalities to enclose some eigenvalues including multiplicities.
In this process, we only use the enclosure of simple eigenvalues
to enclose a multiple eigenvalue by using a computer and interval
arithmetic.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recently there are some papers which have studied multiplicities of eigenvalues of an Hermitian
matrixwhose graph is a tree [2–4,10], etc. Herewe are interested in numerical computation ofmultiple
eigenvalues of such a matrix, that veriﬁes the existence of some eigenvalues, including multiplicity, in
a certain interval, using a computer and interval arithmetic.
Amethod for veriﬁed numerical computation ofmultiple or nearlymultiple eigenvalues for general
matrices was given by [8]. And the software INTLAB [9] is very useful for enclosing eigenvalues.
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Furthermore, veriﬁcationmethodswhichgive rigorouserrorbounds fornearlymultiple eigenvalues
of an Hermitian matrix, are given by [6,11], etc. Unfortunately however, when the multiplicity of an
eigenvalue is not small, there are some cases where these methods do not work well (e.g. by INTLAB).
So here, for an Hermitian matrix whose graph is a tree, we introduce a method to enclose a multiple
eigenvalue, that can be applied to the case of largemultiplicity of an eigenvalue. Themethod uses only
the enclosure of simple eigenvalues of submatrices of a given matrix, so even if the multiplicity of the
eigenvalue is large, our method would work effectively, whenever simple eigenvalues for submatrices
can be enclosed.
First we consider the case of a double eigenvalue, then proceed to the general case of a multiple
eigenvalue (Theorem 5, Algorithm 2), which is the main result of this paper. Let A = (aij) be an l-by-l
Hermitian matrix such that the undirected graph of A, denoted by G(A), is the graph on n vertices,
labelled 1, 2, . . . , n, with an edge between i and j if and only if aij /= 0. Let A(q) denote the principal
submatrix of A resulting fromdeletion of row and column q, that is by removing the vertex q fromG(A).
If G(A) is a connected graph without any cycles, we call it a tree, and a subtree of it is called a branch.
We say “eigenvalues of a branch" for “eigenvalues of the submatrix which corresponds this branch".
We denote the multiplicity of λ as an eigenvalue of A by mA(λ) or mG(A)(λ). First we introduce two
theorems which our method is based on, to enclose multiple eigenvalues. The following theorems are
given from Parter [7] and Wiener [10] which has been called Parter–Wiener Theorem in [4].
Theorem 1. Let H be an Hermitian matrix whose graph is a tree, and λ be a multiple eigenvalue of H.
Then, there exist a vertex q of degree  3 such that λ is an eigenvalue of at least three branches at q, and
mH(q)(λ) = mH(λ) + 1.
Each branch at q denotes one of components of the graph obtained by deleting vertex q from G(H).
The vertex q in Theorem1 is called a Parter vertex. Further the next theorem is known as the interlacing
inequalities for an Hermitian matrix (see, e.g. [1]).
Theorem 2. If an l-by-l Hermitian matrix A has eigenvalues λ1  λ2  · · · λl and A(i) has eigenvalues
μ1 μ2  · · ·μl−1 (i = 1, . . . , l), then
λ1 μ1  λ2 μ2  · · ·μł−1  λl.
2. Double eigenvalue
First of all, we consider the most simple case that an Hermitian matrix whose graph is a tree has a
double eigenvalue.We try to look for an interval inwhich theexistenceof the twoeigenvalues including
multiplicity is validated. This process is executed by using a computer and interval arithmetic. In this
paper, all computations based on interval arithmetic have been executed using INTLAB [9], an interval
package for use under Matlab [5]. Especially we use the subroutine in INTLAB for enclosing simple
eigenvalues of matrices, since INTLAB subroutine is very useful for simple eigenvalues as compared
with multiple eigenvalues.
Theorem 3. Let H be an l-by-l Hermitian matrix whose graph is a tree. If H has a double eigenvalue λ,
there are three branches at Parter vertex q which have λ as a simple eigenvalue. Then, if we succeed in
enclosing three simple eigenvalues respectively in intervals Λ1,Λ2,Λ3, then at least two eigenvalues of H
including multiplicity exist in the interval hull of Λ1 ∪ Λ2 ∪ Λ3.
Proof. Weassume thatH has a double eigenvalueλ. FromTheorem1, there are three branches at Parter
vertex q, which have the same eigenvalueλ. LetH(q) be a submatrix ofH resulting fromdeletion of row
and column qwhich correspond to vertex q.Wedenote threematriceswhich correspond to those three
branches by A, B, C. Then eigenvalues of A, B, C are included in those of H(q). If one of them has λ as a
multiple eigenvalue,mH(q)(λ) 4. Then from the interlacing inequalitiesmH(λ) 3. This contradicts
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our assumption. So, mA(λ) = mB(λ) = mC(λ) = 1. If we can accurately enclose simple eigenvalues
by validated numerical computations, for example by using INTLAB subroutine and Λ1,Λ2,Λ3 are
the intervals which include simple eigenvalues of A, B, C, then at least two eigenvalues of H including
multiplicity are enclosed in the interval hull of
⋃3
k=1 Λk from the interlacing inequalities. 
In practical computation, the double eigenvalue λ will be enclosed in Λ1,Λ2,Λ3 respectively. In
general from approximate computation, it is hard to verify that H has an exactly double eigenvalue
λ. Hence we compute the interval hull of
⋃3
k=1 Λk to verify the existence of two eigenvalues in-
cluding multiplicity from interlacing inequalities. Even though two eigenvalues are nearly multiple
eigenvalues, if we can enclose three simple eigenvalues of three branches from a vertex q, at least two
eigenvalues of H exist in the interval hull of them.
When we execute the practical computation by using Theorem 3, we actually have to ﬁnd a Parter
vertex. In order to derive the algorithm to ﬁnd a Parter vertex, we need three lemmas in Parter’s paper
[7]. Before we introduce the lemmas, we will prepare the notations which are used in the lemmas.
When G is a tree which contains vertices p and q, if we remove only the arc connecting p and q from
G, two branches remain. Then the branch containing p is denoted by B(p, q, G). Then we denote a
characteristic polynomial of the matrix associated with B(p, q, G) by B(p, q, G, t), and we call it the
characteristic polynomial of B(p, q, G). Let B′(p, q, G) be the graph obtained by deleting the vertex p
from B(p, q, G). Then B′(p, q, G, t) denotes the characteristic polynomial of B′(p, q, G).
Lemma 1. Let H be anHermitianmatrixwhose graph is a tree.Weassume that H has an eigenvalueλ. Let p
be an end-point (degree=1) of G = G(H) such that λ is an eigenvalue of the subgraph obtained by deleting
vertex p from G(H). Then G(H) contains a vertex q of degree  3 such that for at least one neighbour r of
q, the following holds:
B(r, q, G, λ) = 0, B′(r, q, G, λ) /= 0.
Lemma 2. Let H be a Hermitian matrix whose graph is a tree. We assume that H has an eigenvalue λ. For
vertex q of degree 3 and r1 a neighbour of q in G(H), if B(r1, q, G, λ) = 0, B′(r1, q, G, λ) /= 0, there exists
another neighbour r2 such that B(r2, q, G, λ) = 0.
Lemma 2 says that if branch B(r1, q, G) has eigenvalue λ and B
′(r1, q, G) does not have eigenvalue
λ, then the other branch B(r2, q, G) has eigenvalue λ.
Lemma 3. Let H be anHermitianmatrixwhose graph is a tree.Weassume that H has amultiple eigenvalue
λ. For two branches at a vertex q of degree  3, if B(r1, q, G, λ) = 0, B′(r1, q, G, λ) /= 0, B(r2, q, G, λ) = 0,
and no other branch at q has λ as an eigenvalue, then B(r2, q, G) has λ as a multiple eigenvalue.
From above lemmas, we introduce an algorithm to ﬁnd a Parter vertex and to enclose a double
eigenvalue λ. LetH be an l-by-lHermitianmatrix.We suppose approximate eigenvalues are computed
by computer. In the algorithm, ﬁrst of all we check that G(H) is a tree.
Algorithm 1.
(1) Check the Hermitian matrix H is irreducible.
(2) Check the number of edges of G(H) is l − 1.
(3) Select a vertex q of degree 3. Search a branch B1 at q such that B(r, q, G, λ)=0, B′(r, q, G, λ) /=0.
(4) If there is nobranchwhich satisﬁes3 (i.e.B(p, q, G, λ) = 0, B′(p, q, G, λ) = 0), then select a vertex
of degree  3 nearest to q in B(p, q, G) as new q and repeat 3.
(5) For other branches except B1, compute eigenvalues and ﬁnd a branch B2 which has λ as an
eigenvalue.
(6) If a branch at q besides B1, B2 has λ as an eigenvalue, then q is a Parter vertex. If not, let B2 be G
and return 3.
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Fig. 1. Graph G(H).
(7) Enclose three simple eigenvalues in three branches at a Parter vertex using interval arithmetic.
Let the intervals Λ1,Λ2,Λ3 and compute the hull of
⋃3
k=1 Λk .
From (1)–(6), all computations are executed by usual ﬂoating point arithmetic. At 7, we compute
using interval arithmetic (e.g. by INTLAB).
At (3), B1 exists by Lemma 1 and at B(p, q, G, λ) = 0, we seek a branch B1 which has an approximate
eigenvalue close to λ. At (4), there exists q by Lemma 1. At (5), B2 exists by Lemma 2. At (5), we note
thatwhen B2 has amultiple eigenvalue, the Parter vertex in B2 is also a Parter vertex inG. This is shown
by next lemma.
Lemma 4. Let H be an Hermitian matrix whose graph is a tree.We assume that H has a double eigenvalue
λ. In algorithm 1, a Parter vertex in B2 is a Parter vertex in G(H).
Proof. When three branches at Parter vertex q′ in B2, each of which has the eigenvalue λ, are branches
whose vertices are not adjacent to q, it is clear that q′ is a Parter vertex of G. If a branch C among three
branches at q′ is adjacent to the Parter vertex q at 3 in algorithm 1, the subgraph composed of vertex
q, C, B1 and other branches at q has an eigenvalue λ, because two branches at q, C and B1, have λ as an
eigenvalue. So, there are at least three branches in G at q′ in B2 which has the eigenvalue λ. 
3. Multiple eigenvalue
We proceed to our main interest, namely, the enclosure of an n-fold eigenvalue of an Hermitian
matrix whose graph is a tree. Before that, we prepare some lemmas.
Lemma 5. Let H be an Hermitian matrix whose graph is a tree. If at least two branches at a vertex p in
G(H) have an eigenvalue λ, then H has an eigenvalue λ.
Lemma 5 is clear from the interlacing inequalities. Further for a Parter vertex in subgraph of G, the
following result holds. We will prove the Lemma 6 with reference to Fig. 1.
Lemma 6. Let H be an Hermitian matrix whose graph is a tree. When H has an n-fold eigenvalue λ, let q
be a Parter vertex in G(H). For one branch T1 at q, if p is a Parter vertex in T1 then p is also a Parter vertex
in G(H).
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Proof. Since the vertex q is a Parter vertex, there exists two branches at q such that they have the
eigenvalue λ and do not contain a part of the path qp. Let s be the neighbour of p on the path qp. By
Lemma 5, branch B(s, p, G) has the eigenvalue λ. Therefore there exist at least three branches in G(H)
at p, which have eigenvalueλ. Nextwe show thatmH(p)(λ) = mH(λ) + 1 = n + 1 holds. Let branches
in G(H) at q be T1, T2, . . . , Ti. Then
mH(q)(λ) = mT1(λ) + mT2(λ) + · · · + mTi(λ) = n + 1
holds where mT (λ) denote the multiplicity of eigenvalue λ of a submatrix which corresponds a sub-
graph T . Let branches in T1 at pbe S1, S2, . . . , Sj , andwhen there exists a branch at p in T1 which contains
vertex s, we denote it by S1. When S1 does not exist, we putmS1(λ) = 0. Then the next equation holds.
mT1(p)(λ) = mS1(λ) + mS2(λ) + · · · + mSj(λ) = mT1(λ) + 1.
Then we consider the sum of multiplicities of branches,
mT2(λ) + · · · + mTi(λ) + mS1(λ) + · · · + mSj(λ)
= mT1(λ) + mT2(λ) + · · · + mTi(λ) + 1 = n + 2.
And formB(s,p,G)(λ), the next relation follows from interlacing inequalities.
mS1(λ) + mT2(λ) + · · · + mTi(λ) − 1 mB(s,p,G)(λ)
mS1(λ) + mT2(λ) + · · · + mTi(λ) + 1.
IfmB(s,p,G)(λ)mS1(λ) + mT2(λ) + · · · + mTi(λ) then,
mH(p)(λ) = mS2(λ) + · · · + mSj(λ) + mB(s,p,G)(λ)
mS2(λ) + · · · + mSj(λ) + mS1(λ) + mT2(λ) + · · · + mTi(λ)
= n + 2.
It is contradiction, becausen − 1mH(p)(λ) n + 1.HencemB(s,p,G)(λ) = mS1(λ) + mT2(λ) + · · · +
mTi(λ) − 1. Then
mH(p)(λ) = mS2(λ) + · · · + mSj(λ) + mB(s,p,G)(λ)
= mS1(λ) + · · · + mSj(λ) + mT2(λ) + · · · + mTi(λ) − 1
= n + 2 − 1 = n + 1 = mH(λ) + 1.
Therefore p is also a Parter vertex in G(H). 
In all of the following, we shall assume that H is an Hermitian matrix whose graph is a tree. In the
next theoremswe assume thatH has an n (2) fold eigenvalue. For such amatrixH and G(H), the next
property holds.
Theorem 4. Let H be an Hermitian matrix whose graph is a tree. If H has λ as an n (2) fold eigenvalue,
there exist at least n + 1 branches at Parter vertices in G(H), such that they have λ as a simple eigenvalue
and include end points of G(H).
Proof. We will prove this by induction. When n = 2, from Theorem 3, there are three branches at a
Parter vertex q such that they haveλ as a simple eigenvalue.We suppose it holdswhen themultiplicity
of λ,mH(λ), is n. WhenmH(λ) is n + 1, there is a Parter vertex q, thenmH(q)(λ) is n + 2. Then, in each
branches at qwhich has the eigenvalue λ, the multiplicity of λ is not more than n.
Let T1 be one of the branches and let mT1(λ) be the multiciplity of λ at submatrix of H, which
corresponds a subgraph T1 of G(H). If mT1(λ) = m1 and 2m1  n, then from assumption, there are
at leastm1 + 1 branches at Parter vertices such that they have a simple eigenvalue λ and include end
points of T1. However one of themmaybe connectedwith q inG(H) so that the branch does not include
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the end point of G(H). Then including the case of m1 = 1, there are at least m1 branches that have
simple eigenvalues λ in T1 and include end point of G(H). When p is any Parter vertex in T1, from the
Lemma 6 p is also a Parter vertex in G(H).
The multiplicity of λ at each branch at q is not greater than n, and the sum of multiplicity at all
branches is n + 2. Therefore there are at least n + 2 branches such that they have a simple eigenvalue
λ and include end points of G(H). By induction, we are done. 
In Theorem 4, considering all branches at Parter vertices such that they have eigenvalue λ, we can
enclose an n-fold eigenvalue in Theorem 5, i.e. we can get an interval in which the existence of at least
n eigenvalues including multiplicity is validated from the interlacing inequalities. In Theorem 5 and
Algorithm 2 which are the main results of this paper, enclosing of simple eigenvalues are executed
using interval arithmetic by computer.
Theorem 5. Let H be an Hermitian matrix whose graph is a tree. If H has an n (2)-fold eigenvalue λ,
there exist k branches, (n + 1 k 2n − 1) at Parter vertices in G(H) such that they have λ as simple
eigenvalues, and when we denote intervals including their simple eigenvalues by Λ1,Λ2, . . . ,Λk (n +
1 k 2n − 1), then at least n eigenvalues of H including multiplicity exist in the interval hull of⋃k
i=1 Λi, (n + 1 k 2n − 1).
Proof. If there are n + 1 branches at one Parter vertex such that they have λ as simple eigenvalues,
then for intervalsΛi (1 i n + 1) enclosing simple eigenvalues, it is clear that at least n eigenvalues
of H including multiplicity exist in an interval hull of
(⋃n+1
i=1 Λi
)
, from the interlacing inequalities.
Though the number k depends on the structure of graph G(H), we show by induction that only atmost
2n − 1 branches are needed. When n = 2, it follows from Theorem 3. We assume that it holds when
the multiplicity of λ,mH(λ), is n. WhenmH(λ) is n + 1, let G(H(q)) be the graph obtained by deleting
one Parter vertex q from G(H). Then mG(H(q))(λ) = n + 2. If we could enclose the n + 2 eigenvalues
of G(H(q)) in an interval, then in the interval there exist n + 1 eigenvalues of H includingmultiplicity.
Let t be the number of branches at one Parter vertex q, which have the eigenvalue λ. We denote the
multiplicity of λ at each branches by m1,m2, . . . ,mt . Since mi  n (1 i t), from assumption, the
eigenvalue λ with multiplicity mi at a branch can be enclosed by enclosing at most 2mi − 1 simple
eigenvalues. Adding over all the branches at q
t∑
i=1
(2mi − 1) = 2
⎛
⎝
t∑
i=1
mi
⎞
⎠− t = 2(n + 2) − t.
So n + 2 eigenvalues in G(H(q)) can be enclosed by at most 2(n + 2) − t simple eigenvalues. Since
t  3,2(n + 2) − t  2n + 1 = 2(n + 1) − 1.ThereforewhenmH(λ) isn + 1, it is true. Theconclusion
follows by induction.
Whenwe denote the intervals including k simple eigenvalues respectively byΛ1,Λ2, . . . ,Λk , (n +
1 k 2n − 1), there exist n eigenvalues in hull
(⋃k
i=1 Λi
)
, (n + 1 k 2n − 1). 
Next we show an algorithm to enclose an n (2) fold eigenvalue λ from Theorem 5. First of all we
compute approximate eigenvalues by computer, and then we guess the multiplicities of a eigenvalue
or the number of eigenvalues in a cluster. Then we can use the algorithm to enclose eigenvalues
including multiplicities using the property of the interlacing inequalities. In algorithm 2, we treat an
l-by-l Hermitian matrix whose graph is a tree, so ﬁrst, at 1. of algorithm 2 we check the graph of the
matrix is a tree.
Algorithm 2.
1. Check that an Hermitian matrix H is a irreducible and G(H) has l − 1 edges.
2. Using Algorithm 1, look for one Parter vertex q in G(H).
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3. Searchbranchesatq such that theyhaveaneigenvalueλapproximately. If its eigenvalue seems to
be a simple eigenvalue, enclose it in an interval using veriﬁcationmethod for simple eigenvalues.
4. If it seems the branch has a multiple eigenvalue λ, look for a Parter vertex in the branch using
Algorithm 1 and return 3.
5. Repeat (3) and (4) until it looks like branches have no multiple eigenvalue.
6. Compute a hull of all intervals obtained at 3.
Even if H has nearly multiple eigenvalues, if we can execute the above algorithm by replacing a
Parter vertex with vertex of degree  3 and multiple eigenvalue with nearly multiple eigenvalues,
then the existence of eigenvalues of H is veriﬁed. We note that Algorithm 2 can only enclose at least n
eigenvalues of H including multiplicity, but we can not decide whether the enclosed eigenvalues are
actually multiple or nearly multiple.
Next we have the questions how many Parter vertices are needed to enclose an n-fold eigenvalue
and what is the relation between the number of branches and Parter vertices.
Corollary 1. LetH beanHermitianmatrixwhosegraph is a tree.Weassume thatH hasann-fold eigenvalue.
Then in Algorithm 2 we need at most n − 1 Parter vertices.
Proof. When n = 2, from Theorem 3we only need one Parter vertex. We assume that Corollary holds
when themultiplicity of λ is n. When themultiplicity of λ is n + 1, themultiplicity of λ of each branch
which has eigenvalue λ at some Parter vertex q is at most n. We denote the number of branches at q by
k and themultiplicity of λ at each branch bym1,m2, . . . ,mk , thenmi  n (1 i k). From assumption,
at each branch we needmi − 1 Parter vertices to enclose anmi-fold eigenvalue. Then total number of
Parter vertices are
1 +
k∑
i=1
(mi − 1) = 1 +
k∑
i=1
mi − k = 1 + n + 2 − k n.
Therefore when n + 1, it holds. Thus the conclusion holds by induction. 
Next we are interested in the relation between the number of Parter vertices and branches needed
in Theorem 5.
Theorem 6. Let H be an Hermitian matrix whose graph is a tree. We assume that H has an n (2) fold
eigenvalue. Let t be the number of branches and p be the number of Parter vertices which are necessary to
enclose an n-fold eigenvalue in Theorem 5. Then, t − p = n.
Proof. When n = 2, we can take t = 3, p = 1 from Theorem 3. We assume that the theorem holds
when the multiplicity of λ is n. When the multiplicity of λ is n + 1, let k be the number of branches
at one Parter vertex and we denote branches by T1, T2, . . . , Tk and multiplicity of λ bym1,m2, . . . ,mk
then,
k∑
i=1
mi = n + 2, (mi  n).
Let pi be the number of necessary Parter vertices in Ti (1 i k) and ti be the number of necessary
branches in Ti (1 i k). Then from assumption we have ti = mi + pi. Adding over all branches, we
have
t =
k∑
i=1
ti =
k∑
i=1
(mi + pi) = n + 2 +
k∑
i=1
pi. (1)
For p the total number of Parter vertices, since p = ∑ki=1 pi + 1, we get from (1) that t = n + 1 + p.
Therefore the theorem follows by induction. 
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Fig. 2. Graph G(H) of a matrix H.
Next we show numerical examples of enclosing a multiple eigenvalue for Hermitian matrix whose
graph is a tree. In this example, we used the Matlab to compute approximate eigenvalues, and INTLAB
for veriﬁed computations of simple eigenvalues.
4. Numerical example
Example 1. We attempted to enclose a multiple eigenvalue of a certain 31 × 31 Hermitian matrix H
whose graph is a tree. The graph of a certain Hermitian matrix H is shown in Fig. 2.
When we computed approximate eigenvalues of H, we had four eigenvalues nearly equal to 1 as
a cluster. When we ﬁrst chose the vertex 13 of degree 3 and computed approximate eigenvalues of
three branches at vertex 13, then three branches had approximate eigenvalues λ = 1. So we consider
vertex 13 to be a Parter vertex. The two branches at 13 which include vertex 14 or 17 seemed to have
simple eigenvalues λ = 1 from approximate computions. So we enclosed λ as a simple eigenvalue
using INTLAB subroutine. Then we got intervals as follows:
Λ1 = 1.00000000000000 ± 1.0 × 10−14,
Λ2 = 1.00000000000000 ± 1.0 × 10−14.
Let T1 be the branch at vertex 13 which includes vertex 12. At approximate computation, T1 had three
eigenvalues nearly equal to 1. Then we sought a Parter vertex in T1. When we selected vertex 4, since
three branches at vertex 4 which include vertex 2, vertex 5 or vertex 20 respectively had eigenvalues
1 from approximate computations, then we considered vertex 4 to be a Parter vertex. Branches which
include vertex 2or vertex 5 respectively looked like theyhad1 as simple eigenvalues. Thenweenclosed
them as simple eigenvalues in Λ3,Λ4:
Λ3 = 1.00000000000000 ± 1.0 × 10−14,
Λ4 = 1.00000000000000 ± 1.0 × 10−14.
Let T2 be the branch at vertex 4, which includes vertex 20. At approximate computation, since T2
had three eigenvalues nearly equal to 1, we sought a Parter vertex in T2. Then since three branches
at vertex 25 looked like they had 1 as simple eigenvalues, we enclosed three eigenvalues as simple
eigenvalues in Λ5,Λ6,Λ7 as follows:
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Fig. 3. Graph G(H) of a matrix H.
Λ5 = 1.00000000000000 ± 1.0 × 10−14,
Λ6 = 1.00000000000000 ± 1.0 × 10−14,
Λ7 = 1.00000000000000 ± 1.0 × 10−14.
Here we used seven branches and three Parter vertices. Then from Theorem 6 there are at least 4
eigenvalues in
hull
⎧⎨
⎩
7⋃
i=1
Λi
⎫⎬
⎭ = 1.00000000000000 ± 1.0 × 10−14.
In this way, even if multiciplity n of an eigenvalue is much larger, we only need to enclose at most
2n − 1 simple eigenvalues. In the next example, we show an example in which we need two Parter
vertices and six branches to enclose four eigenvalues nearly equal to 1.
Example 2. We considered an Hermitian matrix H whose graph is a tree and the size is 26 × 26. In
approximate computation of eigenvalues, it looked like H had 1 as a 4 fold eigenvalue. The graph G(H)
of H was as given in Fig. 3.
Since three branches at vertex 16 respectively had approximate eigenvalues 1, we regard vertex
16 as a Parter vertex. We enclosed eigenvalues of the matrix for branches which include vertex 17 or
vertex 22, as simple eigenvalues, into intervals Λ1,Λ2
Λ1 = 1.00000000000000 ± 1.0 × 10−14,
Λ2 = 1.00000000000000 ± 1.0 × 10−14.
Let T1 be the branch including vertex 15 at vertex 16. T1 had three eigenvalues nearly equal to 1.
Then each of four branches at vertex 4 in T1 had an approximate simple eigenvalue 1 from approximate
computations. Thus we enclosed them as simple eigenvalues in Λ3,Λ4,Λ5,Λ6
Λ3 = 1.00000000000000 ± 1.0 × 10−14,
Λ4 = 1.00000000000000 ± 1.0 × 10−14,
Λ5 = 1.00000000000000 ± 1.0 × 10−14,
Λ6 = 1.00000000000000 ± 1.0 × 10−14.
Then, it is veriﬁed that there are at least four eigenvalues of H including multiplicity in
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Fig. 4. Graph G(H) of a matrix H.
Fig. 5. Graph of combination of G(H)s.
hull
⎧⎨
⎩
6⋃
i=1
Λi
⎫⎬
⎭ = 1.00000000000000 ± 1.0 × 10−14.
By the way, when we tried veriﬁed computation of a multiple eigenvalue of the same matrix H at
the above two examples by using INTLAB subroutine ‘verifyeig’ only, it failed.
The method given at this paper only uses the enclosure of simple eigenvalues of submatrices of a
given matrix. So even if the multiplicity of the eigenvalue is large, our method would work effectively,
whenever the simple eigenvalues can be enclosed. We think the above method is also effective in the
case that the matrix H has nearly multiple eigenvalues and that there is a matrix which has a multiple
eigenvalues with the same tree structure in the neighborhood of H. In the next example, we show the
result where a cluster which includes 100 eigenvalues was enclosed.
Example 3. In this example, we consider a matrix which has an eigenvalue with large multiplicity.
Here let H be an Hermitian matrix whose graph G(H) is in Fig. 4. We used the matrix H which has a
double eigenvalue 2 as follows:
H =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 3 0 0 0 0 0 0 0 0
3 2 1 1 0 0 0 0 0 0
0 1 2 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 1 0
0 0 0 0 1 1 0 0 0 0
0 0 0 1 1 0 1 0 0 0
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 2 1 0
0 0 0 1 0 0 0 1 5 3
0 0 0 0 0 0 0 0 3 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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When we combine some G(H)s by adding one vertex and two edges between two G(H)s as in
Fig. 5, the matrix L which corresponds to the new tree will have eigenvalue with large multiplicity.
When H has an double eigenvalue, the matrix L which correspond to the n combination of G(H)s will
have the eigenvalue with multiplicity at least n + 1 from interlacing inequalities.
Here we considered the graph combined 99 G(H)s as in Fig. 5. Then we tried to enclose the 100-
fold eigenvalue of corresponding matrix L of dimension 1088 by using Algorithm 2. We used 10 × 10
Hermitian matrix as H, which has 2 as double eigenvalue.
By using the Algorithm 2, we succeeded to enclose a 100-fold eigenvalue in an interval Λ =
2.00000000000000 ± 1.0 × 10−14. Then number of needed Parter vertices was 99, and the number
of needed branches which has a simple eigenvalue was 199. When we used 1.7 GHz PC, computing
time was 323.78 s.
Further when we tried to enclose a 20-fold eigenvalue of a matrix of dimension 208 and a 50-fold
eigenvalue of a matrix of dimension 538, interval Λ was same as above, and the computing time was
3.56 s, 28.33 s respectively.
Additionally, when we used only INTLAB subroutine ‘verifyeig’ to enclose the multiple eigenvalue
of these matrices, it failed.
From these examples, it is clear that the method in this paper is effective for enclosing eigenvalues
with larger multiplicity for an Hermitian matrix whose graph is a tree.
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