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Self-assembly of ferromagnetic micro/nano-particles with perpendicular 
magnetic anisotropy 
 
Michael Richard Stanton 
 
Magnetic particles offer an interesting platform for self-assembly, as their dipolar interactions and 
response to magnetic fields can be used to drive and manipulate assembly. Many magnetic particles 
used so far in these applications are quite simple in their properties, such as iron oxide particles or 
magnetic colloids. To grow the potential of magnetic self-assembly, more complex particles are being 
developed to increase the complexity and functionality of the assemblies. In this vein, this work has 
created magnetic particles based on thin films of CoFeB/Pt with perpendicular magnetic anisotropy 
(PMA) to use for self-assembly. PMA films have been long developed for magnetic recording and 
computing applications, so they are well understood and optimized. Their high moment and strong 
anisotropy make them good candidates for a highly directional equilibrium self-assembly system. The 
particle construction was first optimized in films, looking at both the magnetic and structural 
properties needed for particles. The particles are then patterned from the film using top-down 
lithographic methods. Using top down methods, as opposed to the chemical synthesis methods used 
for most magnetic particles, is what allows the tuneable magnetic film properties to be transferred to 
particles. Once in liquid, the individual field response and interactions of the particles were analysed, 
to understand how they would best assemble. Then, the particles were assembled into 1D and 2D 
structures, which were then manipulated with magnetic fields to understand how these assemblies 
could be controlled and actuated. Assemblies of 3D structures on chip were also created and observed. 
These results demonstrate the fundamental assembly capabilities of the system and begin to show how 
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Perhaps every person has, at some point in their life, experimented with magnetic self-assembly. 
Whether it was through building boxes and pyramids from collections of neodymium spheres, through 
watching the interplay of two bar magnets as they snap together, or even through tracing patterns in 
piles of magnetized iron filings with a horseshoe magnet, the interactions of magnetic particles can be 
used to build and manipulate structures in a number of ways, both on the macro- and micro-scale. It is 
these properties embodied by magnets—interaction at a distance and response to an external magnetic 
field, along with the great variety of shapes, compositions, and anisotropies offered by the range of 
magnetic materials—that interest in magnetic self-assembly on smaller scales has evolved. This work 
will look specifically at one class of magnetic materials: magnetic thin films with perpendicular 
magnetic anisotropy (PMA). By translating these films into particles, their anisotropic properties can 
be leveraged in a self-assembly system. To help understand the background which has led to this 
work, we will explore the development of these films, as they evolved from fundamental scientific 
discovery to magnetic recording and current advances in spintronics. In addition to this, the history 
and advancement of self-assembly will be explored. Advances in fabrication and synthesis of micro- 
and nano-particles in the last century have opened up many new systems through which self-assembly 
of unique and functional structures can be performed. In the context of this greater field of self-
assembly, the value of magnetic, especially anisotropic magnetic, particles will be highlighted.  
 
1.1 The development of thin films with PMA 
The initial discovery of perpendicular magnetic anisotropy in thin films comes from work by Néel in 
1954, who theoretically predicted the existence of such anisotropy due to the free surface of a thin 
film.1 The specific physical interactions responsible for such an effect will be further addressed in 
Chapter 2, but the discovery sparked great fundamental scientific interest and spawned a new field 
focused on magnetic films with PMA. This discovery was verified experimentally over a decade later 
in Cu/NiFe films and repeated in a number of different oligatomic (single crystal of few atomic layer) 
films, such as Co and Fe.2–5 PMA was further discovered as an interfacial effect in multilayer films 
consisting of magnetic and non-magnetic layers.5,6 The interesting physics governing this anisotropy 
also led to an extensive range of theoretical modelling and analysis of the surface and interface 
anisotropy, to elucidate the quantum mechanical origins of the effect.7–10 However, as these early 
experimental studies relied on single crystal epitaxial films, it remained an area of theoretical and 




 A major breakthrough in PMA film formation was the discovery of sputtered Co/Pd 
multilayers by Carcia in 1985, and the subsequent creation of Co/Pt layers in 1988.11,12 By retaining 
PMA in multilayers using more accessible sputter- and vapour-deposition techniques, PMA materials 
became an interesting candidate for applications such as magnetic recording.13 Following this work, 
other multilayer combinations, such as Co/Au, Co/Ru, Fe/W, Fe/Au and many more, were discovered 
and characterized.14–17 With the new ability to create such a variety of film structure came great 
interest in the potential applications of such material systems. The improvement of magnetic 
recording technology was one of the primary drivers of such research, and indeed is cited in Carcia’s 
1985 paper as the primary potential applications of the Co/Pd films. To help understand how the 
magnetic recording industry drove research into PMA films, we will track the progress and needs of 
magnetic recording that necessitated new technologies like PMA materials.  
   
1.1.1 Magnetic recording 
Magnetic recording has a long history, with devices being made to store and read back data 
stored in magnetic materials more than 120 years ago.18 Magnetic materials offer obvious advantages 
for data storage, as bits can be easily encoded into the magnetization direction of anisotropic magnetic 
materials, and these bits can be read and written using applied field and non-invasive magnetic field 
sensors. While initial inventions of recording media used steel wires or tape coated in iron particles, it 
was not until the advent of the information revolution and advances in electronic and computing 
technology that high-density magnetic recording media was truly realized and implemented. Magnetic 
tape still plays a crucial role in long-term data storage, but in the early days of computer storage 
development it was quickly eclipsed by magnetic disks and hard disk drives (HDD), which allowed 
for greater write and read speeds to match the processing capacity of computers.19,20 Initial hard disk 
drives relied on longitudinal magnetic media, where the in-plane shape anisotropy of materials was 
used to store data. Constant efforts were made to improve the areal storage density of the disks, which 
eventually encountered limits on the densities that longitudinal recording could achieve. As bit size 
was reduced to increase storage density, issues of thermal instability began to arise. The thermal 
barrier to switching of a magnetic particle is proportional to the anisotropy and volume of the 
particle.21 Thus, as bit sizes decrease, anisotropy needs to be increased to maintain stability against 
random thermal fluctuations. After decades of development and use, longitudinal recording media 
began to reach fundamental density limits of around 100 Gbits/in2, which necessitated alternative 
technology such as perpendicular magnetic recording.22 
 Perpendicular recording was found to be able to reach higher bit densities than longitudinal 
recording.22 This is due primarily to the high anisotropy achievable in perpendicular media, but also 
because of the way perpendicular bits can be addressed in writing. It was possible to address the 
perpendicular media with larger write fields than in longitudinal media, thus allowing high anisotropy, 
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high coercivity materials with better thermal stability to be used in perpendicular recording. This type  
of perpendicular media was first explored by Iwasaki in 1977, who used CoCr alloy films with 
perpendicular anisotropy to demonstrate the advantages of the technology.23 While IBM had 
experimented with perpendicular recording media in the 1950s as it was developing the first disk 
drive technology, a number of failures in the development led to longitudinal media becoming the 
preferred technology.24 Iwasaki’s work renewed interest in perpendicular media and coincided well 
with the advances in PMA films discussed previously. Throughout the 1980s and 1990s it was 
increasingly cited as the motivation for improvements in PMA films. It was still many years before 
the application of perpendicular recording was realized, but, due the limitations of longitudinal media 
and calls for ever-increasing storage density, it was inevitable that perpendicular recording would 
become the standard for magnetic disk drives, and it did, with the first commercial releases in the 
early 2000s.25 Figure 1.1 shows the introduction of perpendicular recording media on the timeline of 
hard disk drive (HDD) development. Its introduction has helped spur continued growth in storage 
density, allowing drives to far surpass the longitudinal limit of 100 Gbit/in2, reach over 1 Tbit/in2 and 
greater in recent years. It is clear that the increased interest in perpendicular magnetic recording 
played a key role in helping develop PMA films. 
 
 
Figure 1.1 Comparison of HDD and flash storage technology since 1990 
Comparison of magnetic HDD and flash storage density since 1990 is made, with 
significant stages of magnetic HDD development. Reproduced under Creative 
Commons Attribution License (CC BY 3.0) from Ref 26.26  
 
Another significant impact on the magnetic recording and computing industry is the 
implementation of spin-based devices, both as read and write components in traditional HDDs and to 
open a new frontier for magnetic computing technologies. The discovery of tunnel magnetoresistance 
4 
 
(TMR) by Julliere and of giant magneto-resistance (GMR) by Fert and Grünberg, along with the 
demonstration of current-driven switching of magnetic layers by Slonczewski, created a new 
paradigm in which current, spin, and magnetization can be combined for more efficient detection and 
manipulation of magnetic states, with great benefit for the magnetic recording industry and beyond.27–
30 All of these discoveries relied on magnetic thin film technology and created new opportunities for 
applications of thin films, including PMA thin films. As can be seen in Figure 1.1, GMR and TMR 
technologies were crucial in increasing storage density through improvements in read head 
technology, allowing smaller heads to read higher density media.  
 These new discoveries also enabled progression to more advanced magnetic computing and 
storage technology, such as magnetic random access memory (MRAM) and spin-torque transfer 
MRAM.31 The use of TMR in magnetic tunnel junctions (MTJs) allows for different junction 
resistance states depending on the relative magnetization states in the junction, which can then be 
used in memory devices. Additionally, these discoveries helped enable the use of spin-polarized 
currents. When a spin-polarized current is passed through a magnetic layer, the spin-polarized 
electrons will exert a torque on the magnetization that can be used to switch the magnetization 
direction.32 Combining these functions has led to the development of STT-MRAM, which combines 
the non-volatility of magnetic storage with the addressability and speed of a current-driven read and 
write process. Similar to recording media, these technologies were initially formed using in-plane 
magnetic thin films. However, as the technology has improved, with a demand for higher densities 
and greater performance, in-plane materials began to reach stability limits which were difficult to 
overcome.31 Again, PMA films offered increased performance and stability, allowing greater densities 
of devices to be achieved.33 The use of PMA films in MTJs and STT-MRAM was especially 
accelerated with the discovery of CoFeB/MgO, a perpendicular magnetic film with excellent TMR 
properties.34 The combination of high TMR ratio, small size, and low switching current allows 
spintronic devices based on PMA materials to reach new levels of performance. This has driven a 
further increase in research into PMA films, as these materials will underpin the next generation of 
magnetic storage and computing devices. 
 Overall, it is clear how the development of PMA films closely tracks the growth of magnetic 
recording in the latter half of the 20th century and the current advancement of spin-based devices. For 
the purposes of this work, the continued research on PMA films over the last five decades has 
generated a wealth of materials and techniques that can be leveraged for the creation of magnetic 




1.2 Self –Assembly 
Self-assembly is ubiquitous in our world and has been for hundreds of millions of years. Nature has 
used self-assembly in the creation of all biological systems – we, and all other living organisms, are 
the finest examples of hierarchical self-assembly that have ever been created. Advances in micro- and 
nano-fabrication and nano synthesis have opened up the possibility of designed self-assembly systems 
on micro- and nano-length scales, as these advances have helped create the building blocks needed to 
form interesting and functional assemblies. Starting from this perspective, we will explore the 
principles and recent advances in self-assembly. 
 
1.2.1 Building from the bottom 
As with many works discussing nanotechnology and related disciplines, such as self-
assembly, we will start from the ubiquitously (and perhaps overly) referenced talk by Richard 
Feynman in 1959: ‘There’s Plenty of Room at the Bottom.’35 In this lecture he espouses the benefits 
and possibilities of working on the micro- and nano-scales, with potential for encoding information 
and controlling materials all the way down to the single atom. It is in this vein that micro- and 
nanotechnology arose, with the computing industry leading the charge towards miniaturization for 
improvement in performance and capability.  
When creating objects on the nanoscale, there are two approaches: top-down and bottom-up. 
Top-down approaches have long dominated the semiconductor industry, where photolithography has 
been the standard tool for patterning silicon to create nanoscale devices. While great advances are 
constantly being made to improve these top-down approaches, they are still fundamentally limited in 
some ways, such as by the two-dimensional nature of patterns and difficulty and costs associated with 
increased miniaturization.36 These difficulties can be overcome by using a bottom-up approach, where 
small building blocks self-assemble into desired structures. The building blocks are tuned to direct 
their own assembly into the desired structure. In theory, such a system would be an easy-to-
manufacture platform from which a number of nanoscale devices could be created.  This would call 
for systems of particles with tuneable and controllable interactions and a range of sizes, shapes, 
materials, and functions, so a wide variety of assemblages can be formed. 
 
1.2.2 Evolution of self-assembling systems 
The field of self-assembly initially grew out of organic chemistry and the assembly of 
supramolecular structures.37 While the chemical bonding between atoms can be used to create 
molecules up to certain sizes and forms, larger assemblages of molecules, such as molecular crystals, 
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self-assembled monolayers, or lipid bilayers, will rely on non-bonding interactions to drive molecules 
into a larger equilibrium state. In this way, self-assembly offers a method for creating ordered 
structures at sizes between the molecular and macroscopic length scales. Due to the highly 
interdisciplinary nature of self-assembly and the number of different systems that can be included in 
such a concept, efforts have been made to define the field and put some sort of characterization of 
what constitutes self-assembly. Whitesides distinguishes ‘self-assembly’ from ‘formation’ by limiting 
self-assembly to “processes that involve pre-existing components (separate or distinct parts of a 
disordered structure), are reversible, and can be controlled by proper design of the components.”38 In 
another work by  Grzybowski, it is defined as “spontaneous formation of organized structures from 
many discrete components that interact with one another directly… and/or indirectly, through their 
environment,” with key distinction being the creation of ordered structures and the use of discrete, 
designed building blocks to do so.39 As we can see, there is agreement that self-assembly must be a 
process involving the ordering of designed components into a larger structure, where the interactions 
between the components are designed and used to drive toward the desired assembly. Within this 
defined space of self-assembly, there are two distinct types: static and dynamic assembly.38 Static self-
assembly occurs when the structure forms at a local or global equilibrium and does not require 
continued energy input to maintain the assembly, while in the case of dynamic self-assembly the 
structures exist in a non-equilibrium state, which is maintained by a constant energy input, such as a 
magnetic or electric field.39 Additional sub-categorizations exist, such as directed self-assembly, 
where external fields or gradients are used to influence alignment of components, or templated self-
assembly, where some structure or feature of the surroundings influences the static or dynamic 
assembly of components.38,40 To reduce external forces, such as friction, that could impede assembly, 
self-assembly almost always takes place in liquids, as it will in this work. 
Self-assembly depends on the reversibility, specificity, directionality, and complexity of the 
interactions.39 For this reason, often more than one mode of interaction between components is used, 
to provide tuneable complexity to the system. Some examples of different interactions used to mediate 
self-assembly processes include van der Waals, hydrophobic/hydrophilic, magnetic/electric dipolar, 
capillary, entropic, and steric.38,39 Not all interactions are necessarily attractive by design, as the 
balance between attractive and repulsive forces can be used to build unique and modifiable forms. In 
pursuit of more interesting interactions and assemblies, many efforts are made to increase the 
anisotropy in particles, as particle anisotropies, whether in shape, interaction (through patchiness), or 
aspect ratio, will lead to differences in interaction and assembly.41  
Self-assembly systems have been created with a range of different materials. While early 
work focused on different interesting molecules, such as dumbbell-shaped rotaxane or discs of 
cyanuric acid and melamine, efforts quickly evolved to a wide range of nano-, micro-, and even 
macro-particles to study the various interactions and assemblies that could be accomplished.36 On the 
nanoscale, assembly of metallic nanoparticle lattices are common, formed either in two dimensions at 
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air-liquid or liquid-liquid interfaces or through evaporation, or in three dimensions by magnetic or 
electric dipole interactions.42,43 Microscale assemblies can be constructed from electrically polarized 
metallic micro-rods or microscale colloids that use DNA to mediate interaction.44,45 At larger 
dimensions many experiments have used air-liquid or liquid-liquid interfaces to trap millimetre-size 
particles and study the simple assembly rules that different shapes and interaction potentials can 
cause.46,47 It is difficult to explicitly cover all the various materials, shapes, length scales, interactions, 
and anisotropies that have been experimented with to investigate self-assembly, but hopefully these 
examples provide a flavour of the different areas undertaken. However, outside of this overview, 
special acknowledgement must be given to DNA self-assembly, which has become a robust area of 
research due to the amazing specificity of interaction provided by DNA. Since the discovery of DNA 
origami and its potential for 2D and even 3D designed patterning, many self-assembly systems have 
incorporated DNA as a key component.48 Examples include using DNA for templating or as an 
interactive element on nanoparticles or colloidal structures, as well as the creation of pure DNA 
superstructures in three dimensions, with high complexity, and programmable shapes.49–54 While 
DNA does lack the potential robustness of inorganic building blocks and cannot be easily addressed 
with external stimuli, compared to magnetic or electrically polarized particles, it still has set a 
standard for what self-assembly can accomplish with the right building blocks. With this wide variety 
of assembly systems, a number of applications in photonics, medicine, energy harvesting and storage, 
micro- and nano-fabrication, and micromachines have been found for self-assembly, and more 
continue to be investigated as new building blocks are discovered.55–59  
 
1.2.3 Magnetic self-assembly 
In this work, we will focus specifically on magnetic self-assembly. Magnetic self-assembly 
covers a range of static and dynamic self-assembly systems, including a variety of magnetic or 
polarizable particles.58 Due to the ease with which magnetic fields can be used to influence and guide 
assemblies, dynamic or directed strategies are often employed, where the specific applied field 
sequence can be altered to change the resulting structure. Equally, static assemblies can be formed, 
driven by the magnetic moments of the individual particles. Magnetic interactions between particles 
and larger magnetic field sources can also be an interesting avenue for templated assembly, such as 
the assembly of magnetic nanoparticle arrays on a hard disk drive platter.60,61 Magnetic assembly 
systems are interesting because of the inherent interaction given by the particle magnetism and the 
way this magnetism can be tuned by the particle composition, along with the ability to manipulate the 
assemblies and particles with external magnetic fields. Additionally, magnetic assemblies, whether 
dynamic or static, can potentially be dis-assembled or reversed through application of an applied field, 




Interests and research into magnetic self-assembly grew out of work with ferrofluids, which are 
colloidal solutions of magnetic nanoparticles. The chaining of particles within ferrofluids was studied 
to characterize these formations and understand how they affected the properties of the fluid.62,63 From 
these early studies on chaining and aggregation, interest developed around how ordered structures 
could be created from different building blocks, such as cubic particles.64 Following on this early 
work, a vast library of particle and assembly combinations have been developed. These include 
simple spherical ferromagnetic or superparamagnetic nanoparticles, which can be used for the 
creation of one-, two-, and three-dimensional structures, as well as more anisotropic particles, such as 
two-sided Janus particle or patchy colloids.65–67 Spherical particles can be used to create structures 
like chains, sheets, and 3D crystals.65,68 By changing particle interactions and anisotropy through, for 
instance, using differently shaped particle, interesting assemblies like ribbons and 3D helical 
structures can be formed.69,70  Notably for this work, nanoplatelets of Co and barium hexaferrite with 
in- and out-of-plane anisotropy have been chemically synthesised and shown assembly into chain and 
interesting flower-like structures.71,72 Many of these different assembly methods use field-guided or 
dynamic assembly. This is especially necessary when organizing paramagnetic particle which do not 
have their own intrinsic moment to drive interactions. Magnetic particles can also work as a guide for 
self-assembly of non-magnetic particle, where the application of a magnetic field to a ferrofluid helps 
organize particles into ordered arrays or other type of superstructures.73,74 Magnetic self-assembly is 
also commonly used as a method for building micro-machines, such as micro-swimmers that use 
assembled flagella for propulsion, or swarms of magnetic micro-robots made from chains of magnetic 
particles.75,76 Such micro-machines have mainly found applications in biological and medical fields, 
where these machines can perform functions like sorting and separation, cell manipulation, sensing, or 
even targeted therapies.75 One large benefit of such magnetic machines is the ability of driving 
magnetic fields to manipulate the machines at a distance, even in liquids or biological tissue.77 Other 
varied applications exist for the different assembled structures listed above, such as the formation of 
tuneable photonic structures from ordered arrays, creation of nanoparticle-based high-density 
magnetic recording devices, or nano- and micro-manufacturing of desired structures.78,79 
One common thread in these varied magnetic self-assembly systems is the use of anisotropy in 
the particle form to drive new and interesting interactions. By changing shape, coatings, magnetic 
properties, response to applied fields, and other factors, particles can be designed to form more 
complex and intricate assemblies, opening up new applications and avenues for magnetic self-





1.3 Thesis aims – self-assembly of micro-/nano-particles with 
perpendicular magnetic anisotropy 
PMA thin films offer an interesting class of magnetic materials that is well-developed and tuneable in 
its properties. Decades of research in the fields of magnetic recording and spin-based devices have led 
to a large range of materials and methods that can be exploited to create PMA films with a range of 
properties. The films offer magnetic properties, such as strong perpendicular magnetic anisotropy, that 
are rarely found in current magnetic self-assembly systems. Furthermore, the particles created from 
the magnetic thin films will have a unique planar geometry with a high aspect ratio. This type of 
particle geometry, combined with the perpendicular magnetic anisotropy of the film, offers a novel 
approach to be exploited for self-assembly. As outlined above, self-assembly systems have worked to 
develop anisotropy in particles to increase the complexity of particle interaction, and thus, the 
complexity and properties of assemblies. With planar particles with PMA, the high moment and small 
inter-particle distance will promote sustained static assemblies that do not require magnetic field 
input, leaving magnetic fields free for particle actuation and control. Actuation could be improved in 
these particles versus existing systems given the high moment and large magnetic anisotropy of the 
particles. 
The aim of this thesis is to create a self-assembly system using ferromagnetic planar micro-
/nano-particles with PMA as the building blocks. We will first develop the properties that are desired 
in a magnetic particle for self-assembly, among them a high moment, large perpendicular anisotropy, 
and controllable coercivity. Using this framework, we will optimize the magnetic thin film, looking at 
the magnetic and non-magnetic components of the multilayer film, including the addition of non-
magnetic layers for the purpose of structural support, which is necessary for the high aspect ratio 
particles being created from this film. After optimizing the properties of the magnetic thin film, the 
film will then be patterned and combined with a release layer, creating micron-sized particles that can 
be released into liquid. This particle patterning and release system will use top-down lithographic 
techniques, building on capabilities previously developed for synthetic anti-ferromagnetic thin film 
particles.82 The patterning and release process will be adjusted and improved to meet the needs of 
particle self-assembly. Once the particles are created, their behaviour in liquid will be analysed, 
looking at the stability, interactions, and field response of single particles. Then, particles will be 
assembled in liquid. The form of the assemblies and their response to externally applied magnetic 
field will be analysed. Additionally, templated assembly of the particles will be undertaken, to see the 
range of assemblies such particles can form. The development of this self-assembly system will 
explore how these unique anisotropic magnetic particles can be leveraged to create assemblies with 
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Note: In this work, we will use CGS units as opposed to the standard of SI units. This is due to 
historical trends in magnetism research that have favoured CGS units. Due to this tradition of CGS 
units, almost all of the relevant literature and instrumentation in the magnetism field use the CGS 
system, and for consistency we have done the same. The relationships for flux density B in the two 
systems are 𝐵𝐵𝑆𝑆𝑆𝑆 =  𝜇𝜇0(𝐻𝐻 + 𝑀𝑀) and 𝐵𝐵𝐶𝐶𝐶𝐶𝑆𝑆 = 𝐻𝐻 + 4𝜋𝜋𝑀𝑀. The relevant units for magnetic flux B, 
magnetic field H, and magnetization (moment/volume) M are tesla (T), A/m, and A/m respectively in 
SI, while the same quantities take units of gauss (G), oersteds (Oe), and emu/cm3 in CGS. For 
conversion between SI and CGS, 1 T = 104 G, 1 kA/m = 12.57 Oe, and 1 kA/m = 1 emu/cm3. The 
constant µ0 in SI is equal to 4π x 10-7 Tm/A, while in CGS it is equal to 1 G/Oe (and is generally 
excluded from equations). From this relation, it is clear that the units of B and H in CGS are 
equivalent. For this work, field values will be quoted in oersted or kilo-oersted, while magnetization 
will be quoted in emu/cm3.  
 
 
2.1 Perpendicular magnetic anisotropy (PMA) 
This work will focus on magnetic thin films with perpendicular magnetic anisotropy. In order to 
understand this form of magnetic anisotropy, it is important to first have a general understanding of 
magnetic anisotropy in magnetic materials and the different origins of the contributions to magnetic 
anisotropy. 
 Fundamentally magnetic anisotropy means that there is a low energy, preferred direction for 
the orientation of the magnetization in a material. While there is no specific directionality in the spin 
quantization axis, making the direction of magnetization isotropic from an atomic basis, this isotropy 
is broken by dipolar interactions and spin-orbit coupling within the material. It is these two 
interactions which create the anisotropy seen in magnetic materials.1,2 These effects lead to shape 
anisotropy through dipolar interactions and magneto-crystalline anisotropy (MCA) due to spin-orbit 
coupling with the crystal structure of the material.1  
 
 
1 Dipolar effects do also play a role in MCA, but they can be neglected due to their small size  
  relative to spin-orbit coupling, MCA will be explained just through the lens of spin-orbit  





 The dipolar interaction is the interaction of the magnetization of a material with the collective 
field generated by this magnetization, termed the demagnetizing field. The energy of this interaction 
is called the demagnetizing, or magnetostatic, self-energy Edemag seen in Eq. 2-1.3 
 






𝑀𝑀𝑑𝑑3𝑟𝑟 Eq. 2-1 
 
While the magnetization of a material will not change with the shape, the demagnetizing field will. 
The demagnetizing field is determined by the demagnetizing factors. Eq.2-2 outlines this relationship. 
 
 𝐻𝐻𝑑𝑑𝑑𝑑 = −𝑁𝑁𝑑𝑑𝑖𝑖𝑀𝑀𝑖𝑖   Eq.2-2 
 
In this equation, Einstein notation is used, with {i, j} = (x, y, z) and N is the demagnetizing tensor. By 
combining Eq. 2-1 and Eq.2-2, we can come to the energy expression in Eq. 2-3 for cases where the 
sample has uniform magnetization and a shape where the demagnetizing factor is well-defined, such 
as an ellipsoid or infinite sheet. It is clear that the energy can be minimized by orienting the 
magnetization along the direction with the smallest demagnetizing factor. 
 
Another way to consider this problem is through the idea of magnetic charges created by the 
magnetization of the material. Magnetization normal to a surface can be seen as creating a distribution 
of magnetic surface charges. These charges can then be used to calculate the demagnetizing field 
through a potential function. In order to minimize the demagnetizing field, and thus, the 
demagnetizing energy, the material will favour an orientation of the magnetization that creates the 
smallest amount of surface charge (for a full explanation of the surface charge approach, see 2.3).  
Either by this surface charge approach or by considering the demagnetizing factors of 
different sample shapes, it can be seen that the preferred direction of magnetization will be along the 
long axis of the sample, as it minimizes the energy of the dipolar interaction. This preferred 
orientation is the shape anisotropy of the material.  
 
Magneto-crystalline anisotropy  
  While dipolar interactions explain shape anisotropy, they are not sufficient to account for 
magneto-crystalline anisotropy, which originates from spin-orbit coupling within the material.1,2 Spin-
orbit coupling is the interaction between the electron spin and the magnetic field resulting from the 
 𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  
1
2
𝑉𝑉𝑁𝑁𝑀𝑀2 Eq. 2-3 
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orbital motion of this moving charge. Since the orbital motion is itself coupled to the positive nuclei 
of the atoms that make up the crystal lattice, spin-orbit coupling provides a connection between the 
crystalline structure of the material and the magnetization.1 This coupling can be expressed in terms of 
the spin-orbit Hamiltonian shown in Eq. 2-4.1 
 
 ℋ𝑠𝑠.𝑜𝑜. =  𝜉𝜉𝜉𝜉 ∙ 𝑠𝑠 Eq. 2-4 
  
𝜉𝜉 and 𝑠𝑠 are the orbital magnetic and spin quantum numbers, respectively. 𝜉𝜉 is the spin-orbit constant, 
which is equal to 𝜉𝜉(𝑟𝑟), the radial average taken, in this case, over the electron 3d orbitals. Since the 
magnetism of interest in this work originates in the 3d band electrons of the metal used (Co), the 
interaction is solved for d-electrons. However, in the 3d series in bulk materials, the orbital moments 
of the electrons are quenched, due to the electric fields from the nuclei in the crystal lattice (often 
termed the ‘crystal field’). The crystal field leads to new hybridized orbitals for the d-band, which are 
hybridized from orbitals of +m and –m moments, leading to a net zero moment in the new quenched 
orbitals.1,4 The spin-orbit coupling between the magnetic spins and quenched orbits has a small effect 
on the orbital moment, slightly removing the quenching. The specific wavefunction, and thus, form 
and energy, of the orbitals will depend on the neighbouring atoms that generate the crystal field. The 
spin-orbit interaction with these different orbitals will lead to differences in orbital moment and thus 
differences in energy for these spin-orbit interactions. These differences in energy are then 
responsible for the creation of low energy, preferred interactions. Since the crystal field that causes 
the quenching of the orbitals arises from the crystal lattice, it will contain the symmetry of the lattice, 
leading to a symmetry influence on the energies of the spin-orbit coupling, resulting in a MCA that 
relates to the underlying crystal structure of the material. This MCA will be further explored below, as 
it is this type of interaction that leads to the PMA seen in magnetic thin films. 
 
Uniaxial anisotropy 
 Uniaxial anisotropy is the simplest form of magnetic anisotropy and applies well to the PMA 
films in this work. The energy of the uniaxial anisotropy 𝐸𝐸𝑢𝑢𝑑𝑑 is presented in Eq. 2-5.4 
 
 𝐸𝐸𝑢𝑢𝑑𝑑 =  𝐾𝐾1 sin2 𝜃𝜃 +  𝐾𝐾2 sin4 𝜃𝜃 + ⋯ Eq. 2-5 
 
𝐾𝐾𝑛𝑛 are the anisotropy constants and 𝜃𝜃 is the angle between the magnetization and the easy anisotropy 
direction. In this work we will simplify the anisotropy to a first-order anisotropy, which is a useful 
simplification for the perpendicular anisotropy of PMA materials. The experimental determination 




2.1.1 Origin of PMA 
The anisotropy in magnetic thin films with perpendicular anisotropy can be viewed as a 
competition between a strong out-of-plane MCA and the shape anisotropy that favours an in-plane 
magnetization. If the thin film is taken as an infinite plane in the x- and y-directions with a small 












From the principles established in Eq. 2-3, it is clear that a perpendicular orientation of the 
magnetization will lead to energy of 2𝜋𝜋𝑀𝑀2 per unit volume of the film, while the energy of an in-
plane orientation is 0. In this geometry, shape anisotropy strongly favours an in-plane magnetization 
direction, with a driving force −2𝜋𝜋𝑀𝑀2. In order to overcome this shape anisotropy, the PMA thin 
films must have a strong MCA that favours the perpendicular direction. 
 The existence of large perpendicular anisotropy generated by a surface was first theorized by 
Néel.5,6 The surface of a material does not have the same symmetric arrangement of atoms as the 
bulk, which alters the crystal field and its effect on orbital moment. Because of this, the orbital 
moments in the perpendicular direction (relative to the surface) are not quenched to the same degree. 
Eq. 2-7 - Eq. 2-9 outline how a difference in the perpendicular and parallel orbital moment at a 
surface can lead to an energy difference in the spin-orbit coupling. These equations were developed in 
a theoretical study of metallic monolayers and experimental results were able to confirm the existence 
of the surface anisotropy in thin films.1,6–8  
 
 𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜 =  𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜⊥ + (𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜
∥ −  𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜⊥ ) sin2 𝜃𝜃 Eq. 2-7 
 
 






∥ −  𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜⊥ � sin2 𝜃𝜃]  
Eq. 2-8 
 
The energy difference between the spin-orbit coupling energy for the in-plane (hard axis) and out-of-
plane (easy axis) direction in a monolayer can be seen in Eq. 2-9. When the out-of-plane orbital 
moment is greater than the in-plane moment, then the spin-orbit coupling energy will favour an out-














Through the use of perturbation theory calculations the anisotropy can be estimated as an order-of-
magnitude from the spin-orbit coupling. The coupling constant is much smaller than the bandwidth of 










W is the bandwidth of the d band in the material. From the spin-orbit coupling energy and the 
anisotropy expression, we can understand how the spin-orbit coupling leads to PMA and how the 
value of that anisotropy can be estimated.  
The generation of PMA by symmetry-breaking at the surface of the material led to intensive 
research that included research into interface anisotropy, where multilayers of magnetic and non-
magnetic materials would generate a similar symmetry-breaking effect at the layer interfaces, which 
could equally be used to create PMA.9 The existence of PMA, either from a surface or interface, 
necessitates a thin film of material. Since the difference in orbital moment occurs only at the surface 
or interface, the surface or interface atoms must make up a significant portion of the material in order 
for this effect to be noticeable.   
 
2.1.2 PMA in Co/Pt and CoFeB/Pt 
In this work, our magnetic films will be composed of CoFeB/Pt multilayers, which are a 
derivative of the widely researched Co/Pt system. The Co60Fe20B20 alloy provides various 
morphological benefits compared to Co that will be discussed in the later chapters. The multilayer 
structure of Co/Pt will create PMA due to the interfacial effects discussed previously. Co/Pt is an 
especially robust system for perpendicular anisotropy because the interplay between the Co and Pt 
electronic structures can enhance the anisotropy. Both the spin-orbit constant 𝜉𝜉 and the bandwidth 𝑊𝑊 
can be affected by hybridization between the 3d Co and the 5d Pt orbitals.7 This can lead to an 
enhancement in spin-orbit coupling due to the 5d Pt that leads to an increase in the observed 
anisotropy. Pt also shows large spin-polarization which can further contribute to out-of-plane orbital 
moment at the interface.7 Other non-magnetic materials, such as Ag or Cu, do not see this spin-
polarization due to their filled 3d bands.10 While such materials can still be used to create PMA, Pt 




2.1.3 Empirical understanding of PMA 
It is necessary to understand the quantum mechanical origins of PMA; however, it most 
situations it is preferable to treat PMA on an empirical basis that addresses the uniaxial anisotropy in a 
more accessible fashion. The anisotropy constant 𝐾𝐾 can be related to the anisotropy field 𝐻𝐻𝑘𝑘, which is 
the field needed to saturate a uniaxially anisotropic material along its hard axis (90° to the easy axis). 
This can be accomplished by treating the angle-dependent energies of a magnet in an applied field, 
which include the anisotropy and Zeeman energy for a material with a perpendicular easy axis (Eq. 
2-11). This analysis of anisotropy used the hard-axis limit of the Stoner-Wohlfarth model (discussed 
in 2.2). 
 
 𝐸𝐸 = (𝐾𝐾𝑑𝑑 − 2𝜋𝜋𝑀𝑀2)𝑉𝑉 sin2 𝜃𝜃 − 𝑀𝑀𝑉𝑉𝐻𝐻𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃) Eq. 2-11 
 
𝐾𝐾𝑑𝑑 is the intrinsic anisotropy, which encompasses the MCA including interface anisotropy, 
while the shape anisotropy is equal to 2𝜋𝜋𝑀𝑀2. 𝛼𝛼 is the angle between the applied field H and the easy 
axis, and 𝜃𝜃 is the angle between the magnetization and the easy axis. M is the magnetization of the 
material ( = Ms under the assumption of uniform magnetization) and V is the material volume. The 
intrinsic and shape anisotropy can be combined into one anisotropy term 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  𝐾𝐾𝑑𝑑 − 2𝜋𝜋𝑀𝑀2. The 
anisotropy of the film can then be determined by experimental measurements of the hard axis 
saturation field Hk. By applying a field in the hard axis direction (𝛼𝛼 =  𝜋𝜋 2� ) and minimizing the 
function, it can be found that 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  
𝐻𝐻𝑘𝑘𝑀𝑀
2
.3,11 Through this relation the anisotropy of the 
perpendicular films can be measured by saturation along the film’s hard axis. Figure 2.1 outlines how 
the anisotropy can be extracted from the hard axis measurement for different magnetization 
orientations. If the value of 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 < 0, then the demagnetizing energy is larger than the intrinsic 
anisotropy and the easy axis of the film will lie in the plane. In this case, as shown in Figure 2.1 (a), 




Figure 2.1 Comparison of anisotropy constants for in-plane and perpendicular 
magnetic films 
The M-H curves parallel and perpendicular to the easy axis are shown for a sample with 
an (a) in-plane easy axis and (b,c) perpendicular easy axis. (b) shows a sample with 
many small anti-parallel domains while (c) has a remanent structure of large parallel 
domains. Reproduced from Ref. 11 on license from IOP Publishing.11 
 
 Similarly, in Figure 2.1 (c), a fully remanent perpendicular film (𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 > 0) can be saturated 
along the hard axis to find the anisotropy through the relationship established before. However, in the 
case shown in Figure 2.1 (b), where the perpendicular film has many small domains, the 
magnetostatic energy is determined by the interactions between domains. We can no longer use the 
expression (Eq. 2-3) that was established for the case of a uniformly magnetized material, so the hard 
axis saturation field for this case cannot be related to 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓. In this work all the thin films will be fully 
remanent, as in Figure 2.1 (c), so the relationship 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  
𝐻𝐻𝑘𝑘𝑀𝑀
2
 will be valid and used to determine 
anisotropy. 
 PMA can also be treated as a competition between the interface and volume anisotropies of 
the thin film. As was previously established, it is the interfacial spin-orbit coupling that is responsible 
for PMA, while the bulk film will favour in-plane anisotropy. The earliest studies of perpendicular 
films found an inverse relationship between the perpendicular anisotropy and the thickness of the 
film.12 From this relationship, another expression for  𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 can be created that balances the volume 
and interface anisotropy terms. This relationship is especially useful for thin films as it can be used to 
find the thickness as which the film will change from a perpendicular to in-plane anisotropy, which is 
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known as the spin-reorientation transition (SRT). The relationship (Eq. 2-12) separates the anisotropy 
into a volume component 𝐾𝐾𝑣𝑣, which contains the all the bulk anisotropies, such as shape and magnet-
crystalline terms. The interface components 𝐾𝐾𝑠𝑠 accounts for the interfacial anisotropy, and it is 
assumed the anisotropies of the two interfaces are equal, giving the leading factor of 2. 
 
 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  𝐾𝐾𝑣𝑣 +  
2𝐾𝐾𝑠𝑠 𝑡𝑡�  
Eq. 2-12 
  
A positive 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 denotes perpendicular anisotropy, while 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 is negative for in-plane 
anisotropy.  This formulation is extremely useful experimentally, as it allows connection between the 
structure of the magnetic film and the anisotropy. By plotting this equation as 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓𝑡𝑡 vs 𝑡𝑡, an example 
of which is given in Figure 2.2, various values such as the thickness of the SRT, 𝐾𝐾𝑣𝑣, and 𝐾𝐾𝑠𝑠 can be 
easily extracted.  
  
 
Figure 2.2 Plot of volume vs surface anisotropy for a Co/Pd multilayer 
Eq. 2-12 is used to plot the 𝐾𝐾𝑣𝑣 vs 𝐾𝐾𝑠𝑠 for data taken from a Co/Pd multilayer. The 
various points of interest, such as the SRT (t┴), are shown. The line at Kefft = 0 denotes 
the transitions from perpendicular to in-plane anisotropy. Reproduced from Ref. 11 on 
license from IOP Publishing.11 
 
By connecting the values of the anisotropy constant with measurable properties of the magnetic 
film, such as the anisotropy field Hk and the film thickness t, it is possible to experimentally determine 





2.2 Stoner-Wohlfarth model 
The Stoner-Wohlfarth model is the simplest model of magnetic behaviour that includes hysteresis.13 
This makes it a useful tool for characterizing the behaviour of magnetic materials in an accessible and 
applicable manner. The model considers zero-temperature coherent reversal of a uniformly 
magnetized prolate ellipsoid (axes lengths of b = c < a) in an externally applied magnetic field. This 
assumption of uniform magnetization is an example of a ‘macrospin’ approximation, which does not 
consider the real exchange and domain behaviour in a real magnet, but just treats the magnet as one 
uniformly aligned spin. We will employ the macrospin approximation in modelling the behaviour of 
our magnetic films and particles throughout this work, so it is important to have an applicable model 
and an understanding of how this model works. 
 In the Stoner-Wohlfarth model, the magnetic behaviour is dependent on the competition 
between the Zeeman energy of the magnetization in the externally applied field and the uniaxial 
anisotropy of the ellipsoid. In this case, the uniaxial anisotropy is due to the shape anisotropy of the 
prolate ellipsoid. By balancing these two energy terms to determine the equilibrium magnetization 
direction, the hysteretic reversal behaviour at different applied field magnitudes and angles can be 
determined.  Eq 2-13 outlines the total energy, while Eq. 2-14 and Eq. 2-15 give the forms of the 
demagnetizing energy (shape anisotropy) and Zeeman energy, respectively. M is the sample 
magnetization, V is the sample volume, H is the applied field, Nx are the demagnetizing factors along 
the ellipsoid axes (where Na + Nb + Nc = 4π), and 𝜓𝜓𝑥𝑥 are the direction cosines of M along the axes. 
The angle 𝛼𝛼 is the angle between the applied field and the easy anisotropy axis, while 𝜃𝜃 is the angle 
between the magnetization and the same easy axis. Figure 2.3 shows the a-b cross-section of the 
ellipsoid, outlining the geometry and relations between the different components. 
 





𝑉𝑉𝑀𝑀2(𝑁𝑁𝑑𝑑𝜓𝜓𝑑𝑑2 +  𝑁𝑁𝑜𝑜𝜓𝜓𝑜𝑜2 +  𝑁𝑁𝑐𝑐𝜓𝜓𝑐𝑐2)  
Eq. 2-14 
 






Figure 2.3 Schematic diagram showing the cross-section of a Stoner-Wohlfarth 
ellipsoid 
A cross-section of a Stoner-Wohlfarth ellipsoid shows the geometry of the ellipsoid, 
including definition of the angles between the easy anisotropy axis, magnetization, and 
applied field.  
 
 
Since H will only be applied and rotated in the a-b plane, as shown in Figure 2.3, the 
demagnetizing factor along the c-axis can be discounted. Thus, the expression in Eq. 2-14 can be 
simplified and re-written as shown in Eq. 2-16.  
 
 𝐸𝐸𝐷𝐷 =  
1
2
𝑉𝑉𝑀𝑀2(𝑁𝑁𝑑𝑑 cos2 𝜃𝜃  +  𝑁𝑁𝑜𝑜 sin𝜃𝜃2) 
      =  
1
2







By combining the angle-dependent portion of Eq. 2-16 with Eq. 2-15 to form the angle-dependent 
total energy (Eq 2-13), the resulting equation can be found that governs the energy of the ellipsoid. 
 
 𝐸𝐸 =  
1
2
𝑉𝑉𝑀𝑀2(𝑁𝑁𝑜𝑜 − 𝑁𝑁𝑑𝑑) sin2 𝜃𝜃  −  𝑀𝑀𝐻𝐻𝑉𝑉𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃)  
Eq. 2-17 
 
Eq. 2-17 takes the form of a combination of uniaxial anisotropy energy and Zeeman energy, with the 
anisotropy constant 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  
1
2
𝑉𝑉𝑀𝑀2(𝑁𝑁𝑜𝑜 − 𝑁𝑁𝑑𝑑). This equation can then be used to find the energy 
minima under a set applied field angle α and magnitude, by minimizing it with respect to θ. The 
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Using a reduced field h = H/Hk, where Hk = 2Keff/M, Eq. 2-17 can be differentiated according to Eq. 
2-18, yielding Eq. 2-19.14 
 
 sin𝜃𝜃 cos𝜃𝜃 + ℎ sin(𝛼𝛼 −  𝜃𝜃) = 0 
cos 2𝜃𝜃 + ℎ cos(𝛼𝛼 −  𝜃𝜃) > 0 
Eq. 2-19 
 
These equations can only be solved analytically for applied field angles of 𝛼𝛼 = 0,𝜋𝜋 4� ,
𝜋𝜋
2� . For other 
angles, the solutions can be computed numerically. By plotting the reduced field h versus the 
component of magnetization parallel to the applied field 𝑚𝑚∥, a series of hysteresis loops can be 
constructed for various applied field angles. Figure 2.4 shows a series of these hysteresis loops, either 
solved analytically or numerically. It can be seen how, at different applied field angles, the Stoner-






Figure 2.4 Stoner-Wohlfarth hysteresis loop for different applied field angles α 
The plot shows hysteresis loops constructed by either analytical (0°, 90°) or numerical 
(30°, 60°) minimization of the energy of a Stoner-Wohlfarth particle. Solid lines 
represent cases solved analytically, while dashed lines show cases which were solved 
numerically. Reproduced from Ref. 14, © European Physical Society.  Reproduced by 
permission of IOP Publishing. All rights reserved .14 
 
We can address the analytical case of  𝛼𝛼 = 0 to examine the model and connect the results 
with the hysteresis loops in Figure 2.4. At a value of -1 < h < 1, 0 and π are both solutions for θ to the 
equations in Eq. 2-19. It is not until h > 1 or h < -1 that there is only one solution. At h > 1, θ = 0 is 
the solution, while for h < -1, θ = π. From this we can see the origin of hysteresis. If the magnitude of 
h is below 1, the magnetization will remain at an angle of θ = 0 or π, depending on its starting 
orientation. Then, only once an anti-parallel field of sufficient magnitude is applied will there be one 
minimum, leading to switching of the particle. 
 
Stoner-Wohlfarth astroid 
 While it is easy to simply understand a case with an applied field angle of 𝛼𝛼 = 0, more tools 
are needed to understand the conditions for switching under an applied field of arbitrary magnitude 
and angle. In order to do so, we can construct a Stoner-Wohlfarth astroid.15 As we can see from the 
example above, at low applied fields, there will always be two stable minima. Switching will occur 
when the system transitions to conditions where only one stable minimum exists, which happens 
when one of the minima ceases to exist. In the case of 𝛼𝛼 = 0, this was when h = -1, 1. In order to 
solve this, we can find a field condition where 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
=  0 and 𝑑𝑑
2𝑑𝑑
𝑑𝑑𝑑𝑑2
=  0, as this will represent the point at 
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which an energy minimum becomes unstable, leaving only one global minimum and causing 
switching to occur. To accomplish this, a general expression can be found. The applied field is split 




and ℎ⊥ =  
𝐻𝐻
𝐻𝐻𝑘𝑘
sin𝛼𝛼. Using these components, the standard total energy equation in Eq. 2-20 can be 
transformed into the field component form in Eq. 2-21.3 
 
 𝐸𝐸 =  𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓sin2 𝜃𝜃  −  𝑀𝑀𝐻𝐻𝑉𝑉𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃) Eq. 2-20 
 
 𝐸𝐸 =  𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓[sin2 𝜃𝜃  − 2ℎ∥ cos𝜃𝜃 − 2ℎ⊥ sin𝜃𝜃]  Eq. 2-21 
 
Eq. 2-21 can then be differentiated according to 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
=  0 to find the equilibrium angles for θ, which 










Then Eq. 2-21 is further differentiated according to  𝑑𝑑
2𝑑𝑑
𝑑𝑑𝑑𝑑2
=  0, which finds the point of instability for 
the minimum, leading to Eq. 2-23. 
 
 cos2 𝜃𝜃 −  sin2 𝜃𝜃 +  ℎ∥ cos 𝜃𝜃 +  ℎ⊥ sin𝜃𝜃 = 0 Eq. 2-23 
 
Eq.2-22 and Eq. 2-23 can then be solved together to yield the parametric equations in Eq. 2-24. 
 
 ℎ⊥𝑠𝑠𝑠𝑠 =  sin
3 𝜃𝜃 








2 3⁄ + ℎ⊥𝑠𝑠𝑠𝑠
2 3⁄ = 1  Eq. 2-25 
 
Eq. 2-25 defines the locus of points at which switching will occur. The relation can be plotted 
versus the parallel and perpendicular field components to create the Stoner-Wohlfarth astroid. This 
can then be used to find the switching behaviour of a particle at an arbitrary applied field strength and 
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angle. Figure 2.5 shows how such an astroid looks, where the points inside the astroid represent the 
region with two minima, and all locations outside the astroid have one minimum. Switching occurs by 
moving from the inside of the astroid through the boundary.  
 
 
Figure 2.5 An example of an ideal Stoner-Wohlfarth astroid 
Reproduced from Ref. 14, © European Physical Society. Reproduced by permission of 
IOP Publishing. All rights reserved.14 
 
 The Stoner-Wohlfarth model and Stoner-Wohlfarth astroid provide powerful tools for 
understanding the behaviour of simple magnetic particles. It will prove especially useful for 
understanding the behaviour of magnetic particles in liquid, where the orientation of the particle 
magnetization in an applied field is needed to understand the particle’s mechanical response to the 
field. However, while the Stoner-Wohlfarth mode is a useful model for thin films with strong uniaxial 
anisotropy and full remanence, the real reversal behaviour of films and particles in this work is much 
different than that predicted by the Stoner-Wohlfarth model, due to the coercivity of the films and 
particles that is much lower than the material’s anisotropy.14  
  
2.3 Calculation of magnetic particle interactions 
In this work we will be harnessing the magnetic interactions between particles to drive self-assembly. 
For this reason, it is important that we can calculate and understand the interaction energies and forces 
between the particles. Since force is the negative gradient of the magnetic potential energy, by 
calculating the interaction energy, we can understand both the force and energy which drive 
interaction between particles.3 The magnetic interaction energy between two uniform permanent 




 𝐸𝐸 =  −𝑚𝑚 ∙ 𝐵𝐵 Eq. 2-26 
 
  E is the interaction energy, m is the magnetic moment, and B is the magnetic flux acting on 
the moment. In the case of two permanent magnets m1 and m2, the total interaction energy is equal to 
1
2
[(−𝑚𝑚 1 ∙ 𝐵𝐵2) + (−𝑚𝑚 2 ∙ 𝐵𝐵1)], where 𝐵𝐵1 (𝐵𝐵2) is the field created by particle 𝑚𝑚 1 (𝑚𝑚 2) and the factor 
of  1
2
  is due to the reciprocity theorem.3 While the moments of the uniformly magnetized magnets are 
simple to find from the magnetization M of the material, the magnetic flux created by the magnetic is 
much more complex. The flux from a permanent magnet is due to the magnetostatic field, or 
demagnetizing field Hd, of the particle through the relation 𝐵𝐵 = (𝐻𝐻𝑑𝑑𝑥𝑥𝑡𝑡 +  𝐻𝐻𝑑𝑑) + 4𝜋𝜋𝑀𝑀. Outside the 
magnetic particle and with no externally applied field (𝐻𝐻𝑑𝑑𝑥𝑥𝑡𝑡), this expression reduces to 𝐵𝐵 = 𝐻𝐻𝑑𝑑. The 
demagnetizing field depends on the demagnetizing factor N of the magnet, which defines the strength 
and form of the field, with 𝐻𝐻𝑑𝑑 =  −𝑁𝑁𝑀𝑀. The demagnetizing factors of 3D shapes can be very 
complex. A few examples, such as a prolate ellipsoid or infinite sheet, referenced earlier, can be 
simply calculated.16 For more complex geometries, these factors are often calculated numerically. 
However, analytical expressions have been found for a number of different geometries with 
simplifying assumptions, such as rectangular prisms with uniform magnetization.17,18 The PMA block-
like particles created in this work can be defined as a uniformly magnetized rectangular prism, and 
thus, we can take advantage of analytical solutions that exist for this geometry to find the 
demagnetizing field and interaction energies between particles.  
 However, the calculation of demagnetizing energies of uniform rectangular prisms can also be 
approached differently, without directly calculating the demagnetizing field. This was the approach 
used by Rhodes and Rowlands in 1954.19 In order to find the demagnetizing energy of these prisms, 
they used the Coulombian approach, where the magnetization is substituted for a distribution of 
magnetic charges.3 From this charge distribution, a scalar potential can be determined from the static, 
uniform magnetization. The combination of the charge distribution and potential can then be used to 
find the energies of the particles. While Rhodes and Rowlands did not directly solve the 
demagnetizing factor for the rectangular prism geometry, they were able to find a result that was 
equivalent to the average first-order demagnetizing field for the prism.17 The first-order 
demagnetizing field is the field calculated under an assumption of uniform magnetization. Based on 
this early work by Rhodes and Rowlands, analytical expressions were found by Akoun and Yonnet 
for the interaction of uniformly magnetized rectangular prisms, which are implemented in this work to 
find the interaction energies and forces.19,20  
Beginning from that approach, we will build up the solution found for the interaction energy 




2.3.1 The Coulombian approach 
The Coulombian approach uses the concept of surface and volume magnetic charges, and 
then evaluates the interactions between these charges using principles developed in calculations of 
electrostatics.  The magnetization is divided into a collection of volume magnetic charges in the bulk 
of the material and surface charges on the surfaces, with the following expressions (Eq. 2-27):3 
 
 𝜌𝜌𝑑𝑑 =  −∇ ∙ 𝑀𝑀        𝜎𝜎𝑑𝑑 = 𝑀𝑀 ∙ 𝑒𝑒𝑛𝑛 Eq. 2-27 
  
where 𝜌𝜌𝑑𝑑 is the volume charge distribution, 𝑀𝑀 is the magnetization, 𝜎𝜎𝑑𝑑 is the surface charge 
distribution, and 𝑒𝑒𝑛𝑛 is a normal vector pointing outward from the surface.  
 Using this charge distribution, Poisson’s equation can be solved to find a potential function. 
This was undertaken by Stoner and implemented by Rhodes and Rowlands, giving the general 
potential from a magnetized body as Eq. 2-28 
 
 𝑉𝑉 =  �
𝑀𝑀 ∙ 𝑒𝑒𝑛𝑛
𝑟𝑟
𝑑𝑑𝑑𝑑 −  �
∇ ∙ 𝑀𝑀
𝑟𝑟
𝑑𝑑𝑑𝑑 Eq. 2-28 
 
where V is the potential, the first term is the surface integral of the surface charge distribution, and the 
second term is the volume integral of the volume charge distribution. In a uniformly magnetized body, 
the volume magnetization will not diverge, meaning the second integral term becomes zero. From this 
potential, the field H can be found as the gradient of the potential 𝐻𝐻 =  −∇𝑉𝑉.  
Additionally, Rhodes and Rowlands use this potential to find the mutual energy, or interaction 
energy, between two magnetic surfaces. For the interaction of two parallel rectangular magnetic 
surfaces, which we will denote surface 1 and surface 2, the equations are as follows: 
 
 𝐸𝐸𝑑𝑑 =  𝜎𝜎2 ��𝑉𝑉(𝑥𝑥2, 𝑦𝑦2, 𝑀𝑀) 𝑑𝑑𝑥𝑥2𝑑𝑑𝑦𝑦2 
Eq. 2-29 
 
 𝑉𝑉(𝑥𝑥2,𝑦𝑦2, 𝑀𝑀) =  𝜎𝜎1 ��{(𝑥𝑥2 −  𝑥𝑥1)2 + (𝑦𝑦2 −  𝑦𝑦1)2 +  𝑀𝑀2}−
1




Surface charge densities are σ1 and σ2 and the surfaces are separated by a distance c, giving an energy 
of mutual interaction Em (Eq. 2-29). Eq.2-30 calculates the potential from surface 1 on a point of the 
surface 2 and is integrated over the area of surface 1. By integrating this potential over the area of 
surface 2 in Eq. 2-29, the energy of interaction can be found. Analytical solutions for these 
integrations were found for an analogous electrostatics problem and extended by Rhodes and 
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Rowlands to give an analytical solution for interaction energy of rectangular prism magnets with 
uniform magnetization.19,21 
 Building on these fundamental forms, Akoun and Yonnet used this method to create 
analytical expressions of the magnetic field and interaction energies for 3D cuboidal magnets, which 
are shown below.   
 
 
2.3.2 Demagnetizing field 
An expression for the demagnetizing field from a surface with a uniform charge density is 
presented here. This expression,  derived by Akoun and Yonnet, is a direct extension of the 
Coulombian method outlined above.20 Figure 2.6 shows the schematic diagram of the surface, 
defining the geometry and variables used in the calculation.   
 
 
Figure 2.6 Schematic diagram for demagnetizing field calculation 
The schematic diagram for the calculation of the demagnetizing field from a sheet 2a x 
2b, with uniform magnetic charge density σ, for a point P. Reproduced with permission 
from Ref. 20, © 1984 IEEE.20 
 
 From this schematic diagram, the equations that define the field can be understood. Eq. 2-31 
gives the analytical summation that is used to calculate the demagnetizing field from the surface, 
while Eq. 2-32 and Eq. 2-33 are a series of helper functions needed to complete the calculation. 
  
𝐻𝐻𝑓𝑓 =  
𝜎𝜎
4𝜋𝜋𝜇𝜇0
� � (−1)𝑑𝑑+𝑖𝑖𝜀𝜀𝑓𝑓(𝑑𝑑𝑑𝑑 ,𝑇𝑇𝑖𝑖 ,𝑅𝑅)
𝑖𝑖={0,1}
 , 𝜉𝜉 = 𝑥𝑥,
𝑑𝑑={0,1}





 𝜀𝜀𝑥𝑥 = ln (𝑅𝑅 − 𝑇𝑇) 











 𝑑𝑑𝑑𝑑 = 𝑋𝑋 −  (−1)𝑑𝑑𝑎𝑎 
𝑇𝑇𝑖𝑖 = 𝑌𝑌 −  (−1)𝑖𝑖𝑏𝑏 






Using these equations, the demagnetizing field of a uniformly charged surface parallel to the xy plane 
can be found. Thus, building on these equations, the field from a magnetized rectangular prism with 
uniform magnetization along z (composed of two parallel surfaces) can be calculated. Index 
permutations are performed to find the field from arbitrarily magnetized prisms. 
 
2.3.3 Interaction energy and force 
The calculation of the interaction energy follows a similar form to the demagnetizing field, 
and the similarity between the equations below and Eq. 2-29 and Eq.2-30 are clear. Two blocks of 
uniform magnetization, both pointing along the z axis, are shown in Figure 2.7, with the dimensions 





Figure 2.7 Schematic diagram for calculation of interaction energy between two 
blocks 
The schematic diagram for the calculation of the interaction energy between blocks 2a x 
2b x 2c and 2A x 2B x 2C, with uniform magnetization J and J’ respectively. 
Reproduced with permission from Ref. 20, © 1984 IEEE 20 
 
 From these two blocks charged surfaces are created, and it is the integration of the uniform 
surface charge interactions over those surfaces that yields the total interaction energy. The surface 
charge density σ is equal to the magnetization J, as the magnetization is restricted to being normal to a 
surface. The general form of the integration for the energy between two charged surfaces is presented 
in Eq. 2-34, with a helper function Eq. 2-35 that defines the inter-charge distance r.  
 
 



















 𝑟𝑟 = [(𝛼𝛼 + 𝑋𝑋 − 𝑥𝑥)2 +  (𝛽𝛽 + 𝑌𝑌 − 𝑦𝑦)2]1 2�  Eq. 2-35 
 
 The specifics of the analytical form of the equation and the derivation of this form can be 
found in Ref. 20.20 Furthermore, the interaction energy equation can be used to find the interaction 
forces between the blocks, following the relation in  Eq. 2-36.  
 




 Using this relationship, Akoun and Yonnet also derive analytical solutions for the force 
between uniformly magnetized prisms, which we will implement alongside the energy calculations. 
 
2.4 Simulation of particle properties 
In the case of large or complex geometries, the demagnetizing factors, and thus the 
demagnetizing fields and interaction energy, must be calculated numerically. This can be done by 
subdividing the complex shape into smaller parallelepipeds in which the magnetization can be 
considered uniform and using numerical methods to find total demagnetizing field, summing over the 
smaller shapes. Micromagnetics packages have such numerical capabilities, which we can use as 
another tool to find particle demagnetizing fields and interaction energies.  
Micromagnetics is a powerful tool that can incorporate quantum mechanical effects like 
exchange energy while using a continuous spatial distribution of magnetization, which effectively 
incorporates classical and quantum behaviour in what is sometimes dubbed a ‘semi-classical’ 
system.22 This allows investigation of domain behaviour and magnetization dynamics of system 
without requiring the computational intensity of atomistic simulations. Recent advances in computing 
power and simulation software has made the technique more accessible and useful. Micromagnetic 
simulation uses a discretized mesh, usually in a finite difference or finite element method, in order to 
solve numerically the complex partial differential equations needed to define time- and space-varying 
magnetic behaviour.  
However, for this work, we will not use the full power offered by micromagnetics simulation. 
Rather, micromagnetics simulation offers a different route by which the demagnetizing field and 
energies of particles can be solved, while still using a ‘macrospin’ approach to the magnetic properties 
of the particle. Micromagnetics simulation will allow verification of calculations performed by the 
methods listed above, while also allowing access to greater range of potential geometries compared to 
the cuboidal magnets prescribed by the work of Akoun and Yonnet.20 
The micromagnetics simulation in this work will be undertaken using Mumax3, and it will be 
used to solve for the demagnetizing field and interaction energy of particles. 
 
2.4.1 MuMax3 
MuMax3 is a recently developed micromagnetics simulator that takes advantage of GPU 
(graphical processing unit)-acceleration to increase its computation speed.23 It uses finite difference 
discretization, with orthorhombic cells geometries that fit well with the mostly rectangular particle 
shapes developed in this work. It also allows for a number of different shapes (spheres, discs, 
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ellipsoids) and translation and rotation of shapes, all of which are not achievable with the analytical 
methods outlined previously. 
MuMax3 calculates how the unit magnetization vector 𝑚𝑚��⃗ (𝑟𝑟, 𝑡𝑡) varies over time and space. 
This can then be related to the overall magnetization of the system  𝑀𝑀��⃗ =  𝑀𝑀𝑠𝑠𝑚𝑚��⃗ (𝑟𝑟, 𝑡𝑡). In this work, 
given a static and uniform magnetization of the macrospin approximation, these variations will not 
exist and 𝑀𝑀��⃗ =  𝑀𝑀𝑠𝑠 at all points. This magnetization can then be applied for the calculations of 
demagnetizing field and energy. 
 
2.4.2 Demagnetizing field 
In MuMax3, the demagnetizing field is calculated by a convolution of the magnetization and 
a demagnetizing kernel that represents the demagnetization tensor of the simulation space. The 
convolution of these values leads to the demagnetizing field in Eq. 2-37. 
 
 𝐵𝐵�⃗ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑑𝑑 =  𝐾𝐾𝚤𝚤𝚤𝚤�  ∗  𝑀𝑀𝚤𝚤����⃗  Eq. 2-37
23 
 
 K is the demagnetizing kernel and B is the demagnetizing field (which is equivalent to Hdemag, 
but is listed as such due to match the notation used in MuMax3). Einstein notation is used to relate the 
values. The demagnetizing kernel, or tensor, can be calculated by finding the potential in each 
uniformly magnetized cell of the discretized simulation space. This potential function is equivalent to 
that found in 2.3. The gradient of this function can then be used to find Hdemag. Mathematically, this 
can be expressed as the convolution of the demagnetizing tensor and the magnetization. Ref. 2222 
provides a full mathematical explanation for this procedure. The convolution can then be efficiently 
solved using a fast Fourier transform.23 This allows the demagnetizing field to be easily calculated for 
different geometries and magnetizations. 
 
2.4.3 Interaction energy 
With the magnetization and demagnetizing field defined, it is simple to determine the 
demagnetizing energy of a particle and the interaction energy between multiple magnetic particles. 
The energy density is simply defined as Eq. 2-38, which is proportional, through the volume of the 
particles, to the expressions already outlined (Eq. 2-26). 
 
 𝜀𝜀𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  −
1
2





It is important to note that this calculation is for the entire demagnetizing energy of the system, which 
includes the self-demagnetizing energy of the magnets. In order to find only the interaction energy 
between particles, the individual self-demagnetizing energies must be subtracted from the total 
demagnetizing energy of the system.   
 MuMax3 provides a useful option for verifying and extending the results of the analytical 
expressions for demagnetizing field and energy. While the micromagnetics simulation does require 
greater computational resources and time compared to the analytical solutions, it also provides 
additional geometries and orientations not offered in the limited analytical cases, and a convenient 





1. Bruno, P. Physical Origins and Theoretical Models of Magnetic Anisotropy. in Ferienkurse 
des Forschungszentrums Julich 24.1-24.25 (KFA Jülich, 1993). 
2. Van Vleck, J. H. On the anisotropy of cubic ferromagnetic crystals. Phys. Rev. 52, 1178–1198 
(1937). 
3. Coey, J. Magnetism and Magnetic Materials. (Cambridge University Press, 2010). 
4. Chikazumi, S. & Graham, C. D. Physics of ferromagnetism. (Oxford: Clarendon Press, 1997). 
5. Neel, L. L’approche à la saturation de la magnétostriction. J. Phys. le Radium 15, 376–378 
(1954). 
6. Bruno, P. Tight-binding approach to the orbital magnetic moment and magnetocrystalline 
anisotropy of transition-metal monolayers. Phys. Rev. B 39, 865–868 (1989). 
7. Weller, D. et al. Orbital magnetic moments of Co in multilayers with perpendicular magnetic 
anisotropy. Phys. Rev. B 49, 12888–12896 (1994). 
8. Gradmann, U. Ferromagnetism near surfaces and in thin films. Appl. Phys. 3, 161–178 (1974). 
9. den Broeder, F. J. A., Hoving, W. & Bloemen, P. J. H. Magnetic anisotropy of multilayers. J. 
Magn. Magn. Mater. 93, 562–570 (1991). 
10. Daalderop, G. H. O., Kelly, P. J. & Schuurmans, M. F. H. First-principles calculation of the 
magnetic anisotropy energy of (Co)n/(X)m multilayers. Phys. Rev. B 42, 7270–7273 (1990). 
11. Johnson, M. T. et al. Magnetic anisotropy in metallic multilayers. Reports Prog. Phys. 59, 
1409–1458 (1996). 
12. Gradmann, U. & Müller, J. Flat Ferromagnetic, Epitaxial 48Ni/52Fe(111) Films of few 
Atomic Layers. Phys. status solidi 27, 313–324 (1968). 
13. Stoner, E. C. & Wohlfarth, E. P. A mechanism of magnetic hysteresis in heterogeneous alloys. 
Philos. Trans. R. Soc. London. Ser. A, Math. Phys. Sci. 240, 599–642 (1948). 
14. Tannous, C. & Gieraltowski, J. The Stoner-Wohlfarth model of ferromagnetism. Eur. J. Phys. 
29, 475–487 (2008). 
15. Slonczewski, J. C. Theory of Magnetic Hysteresis in Films and Its Application to Computers. 
IEEE Trans. Magn. 45, 8–14 (2009). 
16. Stoner, E. C. XCVII. The demagnetizing factors for ellipsoids. London, Edinburgh, Dublin 
Philos. Mag. J. Sci. 36, 803–821 (1945). 
17. Joseph, R. I. & Schlömann, E. Demagnetizing field in nonellipsoidal bodies. J. Appl. Phys. 36, 
1579–1593 (1965). 
18. Aharoni, A. Demagnetizing factors for rectangular ferromagnetic prisms. J. Appl. Phys. 83, 
3432–3434 (1998). 
19. Rhodes, P. & Rowlands, G. Demagnetising Energies of Uniformly Magnetised Rectangular 
38 
 
Blocks. Proc. Leeds Philos. Lit. Soc. 6, 191 (1954). 
20. Akoun, G. & Yonnet, J.-P. 3D analytical calculation of the forces exerted between two 
cuboidal magnets. IEEE Trans. Magn. 20, 1962–1964 (1984). 
21. Wright, C. E.  X. Note on the potential and attraction of rectangular bodies . London, 
Edinburgh, Dublin Philos. Mag. J. Sci. 10, 110–127 (1930). 
22. Abert, C. Micromagnetics and spintronics: models and numerical methods. Eur. Phys. J. B 92, 
120 (2019). 












3 Experimental Methods 
In order to create magnetic thin films and then transform these films into particles, a number of 
different methods are used to deposit, pattern, and characterize the materials used. The fabrication 
involves a combination of standard physical vapour deposition methods – magnetron sputtering and 
thermal evaporation – where different methods were chosen depending on compatibility with the 
materials required. The films were then patterned into particles using standard lithographic techniques 
and released into liquid using two different lift-off processes: the photoresist and germanium 
processes. These have benefits and drawbacks that are explored fully in Chapter 4.4. The magnetic 
materials used were characterized, both in bulk and particle form, using the polar magneto-optical 
Kerr effect (MOKE) and vibrating sample magnetometry (VSM). Physical characterization using 
atomic force microscopy (AFM), electron microscopy, and optical microscopy were also needed to 
understand the physical shape and morphology of the particles and understand their assembly 
behaviour, in real-time and after the completion of assembly.  
 
3.1 Particle Fabrication 
3.1.1 Physical vapour deposition 
Sputtering 
Sputter deposition was used to fabricate the majority of the films presented in this work, 
including all magnetic multilayers.  Sputtering itself has a surprisingly long history, with usage dating 
back to the mid-1800s, but it is the more recent development of magnetron sputtering that allows the 
effective film growth shown in this work.1  
Sputtering works by applying a strong electric potential to a feed gas in the vicinity of a target 
of material to be sputtered. This potential creates a glow discharge in the gas, forming plasma. The 
potential gradient is such that the ions in the discharge are then accelerated toward the target, where 
they impact and eject target atoms. These ejected atoms then travel through the sputtering chamber by 
diffusive transport, eventually depositing on an available surface. Thus, in order to maximize the 
efficiency of the sputtering process, the plasma must be highly confined to the target and the chamber 
pressure must be minimized. The confined plasma ensures the glow discharge can be sustained by 
high-energy collisions of gas atoms and electrons, and the low pressure helps to increase the mean 
free path of the sputtered atoms, ensuring they reach the substrate.2 To meet these requirements, 
modern sputtering systems use a magnetron to confine the plasma. The magnetron, which is a series 
of magnets with alternating polarity distributed under the target, provides a closed magnetic field near 
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the target surface, which helps to confine the plasma and increase the efficiency of the sputtering 
process.2,3 Combined with high-vacuum technologies, magnetron sputtering has become a laboratory 
and industry standard due to its high deposition rates, high purity, and excellent uniformity.4  
In this work, deposition was accomplished using direct current (DC) magnetron sputtering, with 
argon as the feed gas to drive the sputtering process. A six target sputter system was used to deposit 
films of Al, Au, CoFeB, Ru, Pt, and Ta, in order to form the magnetic and structural components of 
the films and particles. Sputtering was carried out at an argon pressure of 6 – 9 x 10-3 mbar and a base 
chamber pressure of 1 – 8 x 10-8 mbar. Deposition rates for each material were calibrated by 
sputtering thick calibration samples (~20 nm) for a given sputtering power and known length of time 
and measuring the sample thickness with an atomic force microscope (AFM). In this system, a 1 s 
delay in the opening and closing of the sputter target shutters provides a lower limit on thickness 
achievable, as no material can be sputtered for a shorter time than this delay. This leads to a functional 
resolution limit of about 0.2 nm for most materials sputtered and no thicknesses in this work are 
grown below this limit. In order to modify the growth rate, the power of the sputtering can also be 
changed. This power is directly related to the voltage and current applied to the plasma, thus changing 
the density of the plasma and the amount of material sputtered per unit time.  In order to ensure 
uniform sputtering, the substrate being coated is rotated at 20 rpm.  
 
Evaporation 
Thermal evaporation was used to fabricate limited portions of some films. Certain materials 
were not available for magnetron sputtering, or needed in quantities that required prohibitively long 
sputter times, so thermal evaporation was chosen to take advantage of its higher possible deposition 
rates. 
 In thermal evaporation, the source material is place in a crucible or on a wire made from a 
high melting point material, usually tungsten. The crucible/wire is then resistively heated until the 
source material passes its evaporation point, where the material vaporises and then condenses on the 
substrate. The evaporation takes place in a vacuum, to ensure the source material vapour can reach the 
substrate without colliding with other gas molecules, and also to prevent any oxidation of the source 
material as it is heated.5   
 A BOC Edwards Auto 306 thermal evaporator was used to deposit films of Al, Ti, and Ge.  
The source material was place in tungsten boats or around tungsten wires, depending on the form of 
the source material. The system was used with a base vacuum pressure of 5 x 10-7 mbar and a 
deposition pressure of 5 – 9 x 10-6 mbar. Depending on the melting point of the source material, 
deposition currents of 1.5 – 4 A were used. The growth rate and overall thickness deposited were 
monitored in situ using a quartz crystal monitor (QCM). Since the evaporated films were only used as 
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structural components in magnetic films/particles which did not require precise thickness control, the 
QCM with standard calibrations provided sufficient.  
 
3.1.2 Patterning 
As the methods of particle fabrication evolved, different methods were used and improved. The 
two methods used in this work are a pre-existing photoresist-based release method and a developed 
germanium-based release method. In both cases, the magnetic film that forms the particle is patterned 
on a release layer, which can then be dissolved to release the particles into liquid. The 
experimentations with and results from these different release methods are outlined in 4.4, where 
Figure 4.17 shows a schematic diagram of the different fabrication and pattern methods used. 
 To complete the lithographic patterning in both cases, a Durham Magneto-Optics Microwriter 
ML2 direct laser write system was used. This system uses a software mask and a 405 nm laser with a 
0.6 µm spot size to write lithographic patterns into photoresist. While a direct write system is slower 
than conventional mask lithography, it offers complete flexibility in patterning without needing to 
create different physical masks, allowing for easy changes in particle shape, size, and patterning 
density. The system was used with a range of different laser power and focus settings, depending on 
the optimum conditions for each type of photoresist.  
 
Photoresist release process 
In the photoresist release process, the magnetic film is deposited on top of pillars of photoresist. 
Positive photoresist in three different conditions were used to find the best photoresist-based release. 
In all cases Shipley S1813 positive photoresist was the main component, and was spin coated on the 
Si substrates to a thickness of 1 µm. The first condition was just a simple pillar pattern of S1813. The 
second was a combination of S1813 with Lift-off resist (LOR) B, which was spin coated underneath 
the S1813 layer with a thickness of 600 nm. The LOR provides an artificial undercut to the top S1813 
layer. The third condition combined S1813 with a chlorobenzene soak. The chlorobenzene hardens 
the top portion of the resist, causing it etches more slowly during development than the rest of the 
resist and therefore allowing the positive resist to have a negative sidewall profile. These undercut 
geometries in the second and third conditions prevent conformal coating of the metallic film across 
the whole substrate. By creating this non-conformal coating, the patterned film (particles) can then be 
released by dissolution of the resist. Schematic diagrams and real examples of particles made from 
these three photoresist methods can be seen in Figure 4.19.  All photoresist patterns were developed 
using AZ 326 developer, and dissolution of the resist to release the particle was achieved using either 




Germanium release process 
The germanium release process uses a series of lithography and ion milling steps to define the 
particle atop a germanium underlayer. Germanium is thermally evaporated onto the Si substrate at a 
thickness of 50 nm, and the Ge-coated chip is then sputtered with the desired magnetic film. A layer 
of photoresist is spin coated on top of the film to define a mask for ion milling. In this case, ma-
N1410, a negative photoresist, is used, as it has a natural negative sidewall profile that works more 
effectively as a milling mask. Following the patterning and development of the photoresist in ma-
D533s developer, the substrate is subjected to argon ion milling, to remove any un-masked magnetic 
film, leaving only the parts of the film defined by the photoresist pattern.  
In the ion milling process, argon ions are generated by passing the gas through a coil emitting 
thermionic electrons. These ions are then passed through an accelerating grid, where a 600V positive 
potential accelerates the ions toward the substrate. A final neutralizing filament adds thermionic 
electrons to the accelerated ion beam to balance the charge of the positive ion stream, thus reducing 
the divergence of the beam and increasing the milling efficiency. Milling was calibrated on a series of 
reference samples to determine the speed at which various materials can be etched. The process takes 
place in a vacuum chamber with a base pressure of 1 – 9 x 10-8 mbar and a milling pressure of 1 x 10-4 
mbar.  
Following ion milling sufficient to remove the un-masked magnetic film, the sample is then 
soaked in DMSO and ultrasonicated to remove the photoresist mask. Finally, the particles are released 
by dissolving the germanium underlayer in H2O2. A full schematic diagram of this process, along with 
examples of real particles made using it, can be found in Figures 4.23 and 4.24. 
  
3.2 Magnetic characterization 
3.2.1 Polar magneto-optical Kerr effect  
Magneto-optics has its foundations in Michael Faraday’s seminal work on light and magnetism, 
where he found that the polarization of light changes when transmitting through a magnetized 
material.6 Building on the Faraday effect, John Kerr discovered the Kerr effect, showing that 
polarized light reflected off a magnetic substrate similarly showed changes in polarization related to 
the magnetization.7,8 The proportionality between polarization and magnetization makes magneto-
optical effects an extremely powerful tool to quickly and easily probe the behaviour of magnetic 
materials, especially thin films and nanostructures. The effect can be probed in three configurations 
related to the orientation of the sample magnetization and incident beam: longitudinal, transverse, and 
polar. As the longitudinal and transverse Kerr effects both evolve from in-plane sample 
magnetization, they are not used in this work. Thus, we will focus only on the mechanism and 
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measurement of polar MOKE, where the incident light is normal to the sample surface and parallel to 
the sample magnetization. 
 The magneto-optical Kerr effect can be described phenomenologically as arising from 
differences in the way right- and left-handed circularly polarized light interact with a magnetic 
material. A linearly polarized incident beam is a combination of two opposite circularly polarized 
beams of equal magnitude, so when this incident beam is reflected off of a magnetic sample, the 
asymmetric changes in the circularly polarized components of the light will lead to a net change in the 
polarization of the beam.  
These asymmetric changes come from asymmetry in the material’s index of refraction, which is 
composed of the electrical permittivity and magnetic permeability of the material. As the frequency of 
light is many orders larger than any magnetic precession or resonance processes in the material, the 
permeability can be taken as a constant, leaving the light interaction wholly dependent on the 
electrical permittivity, and thus, the dielectric tensor that defines this quantity.9 When magnetized, 
materials have an asymmetric dielectric tensor (Eq. 3-1) due to spin-orbit coupling in the atoms of the 
materials.10,11 This coupling leads to a spin-dependent anomalous Zeeman effect, which will change 
how the material will interact with circularly polarized light, as the angular momentum of the light 
must be conserved on interaction. 
  









In this case, it is assumed that 𝜖𝜖𝑥𝑥𝑥𝑥 = 𝜖𝜖𝑧𝑧𝑧𝑧. Furthermore, 𝑖𝑖 =  
𝑑𝑑𝜖𝜖𝑥𝑥𝑥𝑥
𝜖𝜖𝑥𝑥𝑥𝑥
, and �𝑚𝑚𝑥𝑥 ,  𝑚𝑚 𝑦𝑦 ,𝑚𝑚𝑧𝑧� are the 
direction cosine components of the magnetization.12  Considering only the polar Kerr components of 
the tensor (those involving 𝑚𝑚𝑧𝑧) and using an eigenvalue equation 𝜖𝜖𝐸𝐸 = 𝑛𝑛2𝐸𝐸, the index of refraction 
for polar Kerr reflections can be found from solving for the eigenvalues of a matrix containing only 
the 𝑚𝑚𝑧𝑧 components.9 This leads to eigenvalues of 𝑛𝑛 =  𝜖𝜖𝑧𝑧𝑧𝑧
1
2(1 ± 𝑖𝑖)1/2 and eigenmodes of 𝐸𝐸𝑥𝑥 ± 𝑖𝑖𝐸𝐸𝑦𝑦.9 
The two eigenmodes are related to the left and right circularly-polarized light, and the different 
eigenvalues associated with these modes show how the index of refraction will differ for the different 
components of the light, causing circular birefringence, which in turn leads to a phase shift of the light 
and a rotation of the initial plane of polarization. Additionally, the aforementioned Zeeman effect of 
spin-orbit coupling leads to different electronic transition energies and populations for absorption of 
the two circular components.13 This circular dichroism changes the amplitude of the reflected 
components, changing the ellipticity of the reflected wave. More complete mathematical constructions 
of these magneto-optical effects can be found in references 1212, 1414, and1515.  
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 To implement measurements of polar MOKE, a Durham Magneto Optics NanoMOKE3 was 
used. This commercial system is a fully contained MOKE magnetometer, using a laser combined with 
polarizing optics and filters. The setup allows the polarization of the reflected beam to be compared 
with a reference polarization state to find the changes in Kerr rotation and ellipticity with high 
sensitivity. For polar measurements the beam is normal to the sample surface, and the system has a 
dipole magnet with field direction oriented parallel to the sample normal, allowing oscillating fields of 
up to 6500 Oe and at frequencies of up to 20 Hz (not simultaneously) to be applied to samples during 
measurement. Since MOKE is an optical measurement, it is limited by the spot size of the laser, so the 
measurements will be local measurements of the sample. The spot size used for measurements is 
roughly 10 µm, but it can be focused as small as 2 µm to improve lateral resolution.16 Additionally, 
the measurement is surface-sensitive, so the MOKE signal is attenuated by sample depth. The 
NanoMOKE3 system can measure polarization changes of 0.5 mdeg and reflectivity changes of 0.02 
%.16 With such limits the sensitivity of the system is 6 x 10-12 emu.17 While the MOKE measurements 
obviously lack any quantitative information about the sample magnetization, it is incredibly useful for 
quickly probing the switching behaviour of a sample. It is used to measure both magnetic films and, 
crucially, particles down to sizes of 5 µm. The NanoMOKE3 system also includes a Hamamatsu 
C11440 CMOS camera that can be used for sample imaging. The camera has a 6.5 x 6.5 µm pixel size 
that provides the limit of resolution for the system. 
 
3.2.2 Vibrating sample magnetometry 
Vibrating sample magnetometry (VSM) offers essential capabilities not captured by MOKE 
magnetometry. Primarily, VSM is a global magnetometry tool which be used to quantitatively 
characterize sample moment and, thus, magnetization. Coincidentally, the larger applied field of the 
VSM system allows it to probe the hard axis anisotropy of films and particles, which is necessary to 
understand the PMA present in the samples and how it changes under changing sample geometries 
and compositions. 
 The VSM oscillates the magnetic sample at a set frequency between a set of detection coils 
and in a uniform magnetic field, with the oscillation axis perpendicular to the field direction.18 The 
change of magnetic flux into the coils created by the stray field of the vibrating magnetic sample 
induces an electromotive force (emf) in the coils, which can be measured as a voltage or current. The 
origin of the emf in the coils can be taken from the integral form of the Maxwell Faraday equation 
(Eq. 3-2).  
 
 














Where the left side of the equation is a contour integral over the contour 𝜕𝜕Σ for the electric field 
E induced by the time-varying magnetic field B, integrated through the area of the surface Σ. When 
looking at the equation in the context of varying magnetic flux through a wire, as in the VSM, the left 
side of this equation is directly a calculation of the emf (ɛ) in wire, by integrating the total induced 
electric field, while the right side is a calculation of the magnetic flux through the surface bounded by 
the wire. Thus, the equation can be re-written as 
 
 
Applying this to a general case for the VSM, where a sample, taken to be a spherical point 
dipole with moment m, is oscillating with a simple harmonic potential 𝑘𝑘�⃗ 𝛿𝛿sin (𝜔𝜔𝑡𝑡).19 k is a unit vector 
parallel to the direction of oscillation.19  Combining this case with Eq. 3-3, where the expression for 
the B-field from a point dipole m, using the harmonic potential to determine the distance from the 
magnetic dipole to the coil, is integrated to find the flux density in the wire area, leading to 
 
 
In this equation g is a geometric factor, to account for the specific coil geometry of the system. 
The expression in Eq. 3-4 connects the time-varying oscillation of the sample and its magnetic 
moment with the emf generated in the detection coils. This emf can then be detected electronically to 
very high sensitivities by using a lock-in amplifier to look only at the signals with a frequency equal 
to the frequency of oscillation.20 Since the signal is directly proportional to m, the VSM offers an 
excellent quantitative measurement of sample moment.   
 The VSM measurements in this work were all conducted using a Microsense EZ7 VSM. This 
system oscillates at a frequency of 75 Hz and has a maximum applied field of 1.75 T. The noise level 
of the system is 1x10-6 emu, which provides the resolution limit of the system. The system is regularly 
calibrated using a Ni reference sample and all measurements use a subtracted background correction 













3.3 Physical characterization 
3.3.1 Atomic force microscopy 
Atomic force microscopy is a standard tool for understanding and characterizing surface 
properties, especially roughness. As the roughness of various surfaces in the thin film structure affects 
the interfaces, and thus the magnetic properties, of the film, it is important to be able to measure and 
understand this physical property.  
A Park XE 100 AFM in non-contact mode was used with NSC15/ Al BS (r = 10 nm) and SSS-
NCHR (r = 2 nm) tips. In non-contact mode, the AFM cantilever, which contains the tip on its end, is 
oscillated by a piezoelectric actuator just above the resonant frequency of the cantilever. As the tip of 
the cantilever interacts with the sample surface through van der Waals interactions, the amplitude of 
oscillation changes.21 By reflecting a laser off the back of the cantilever onto a four-quadrant 
photodetector, the change in oscillation can be detected, and the height of the tip can be compensated 
to its original state, thereby recording information about the height changes of the surface.   
Scans of 1 x 1 µm with 512 lines per scan were taken, and each scan was post-processed using 
Gwyddion to flatten, zero, align, and remove artefacts from the image.22 These processed images were 
then analysed to find the roughness of the surface. At this scan size and conditions, the system has a 
lateral resolution of 1.95 nm and a vertical resolution of 0.9 Å.  
 
3.3.2 Scanning electron microscopy 
Scanning electron microscopy (SEM) is a crucial tool for observing and understanding the 
morphology and behaviour of the micro- and nano-scale magnetic particles. Particles and particle 
assemblies can be imaged at different stages of the particle creation and assembly process to 
understand and characterize these processes. While SEM cannot be used to perform in situ 
observations of particles, as all these occur in liquid, the higher resolution of the SEM compared to 
optical microscopy offers a way to check, in detail, particles and assemblies before and after liquid 
interactions. 
To accomplish the imaging in this work, an FEI XL30 FEG (field emission gun) was used. A 
standard SEM, the XL30 uses a tungsten field emission gun, which provides a more collimated and 
brighter electron beam than other source types. The image was constructed from secondary electron 
emissions of the sample, collected by an Everhart-Thornley detector.  All imaging was accomplished 
at an accelerating voltage of 5 kV, using a variety of tilt angles (0 - 45° from the beam axis) when 




3.3.3 In situ optical microscopy 
One of the most important ways to understand magnetic particles and assembly behaviour is 
direct observation the particles in liquid and under applied magnetic fields, so the response and 
interactions of the particles can be tracked in real-time. The need for liquid discounts vacuum-based 
technologies like SEM, and the wide area of observation desired, to capture many particles and their 
interactions, precludes AFM or scanning probe techniques. Optical microscopy is the ideal tool to for 
this application.  
In order to capture particles in liquid without ruining the microscope objectives and be able to 
simultaneously apply magnetic fields, a custom microscope setup was created for this work. The 
system uses an Olympus BXFM modular microscope mount, which allows the whole microscope 
assembly to be positioned above the sample area, leaving the area free for a magnet. The microscope 
employs a number of super long working distance objectives (25x, 50x, 100x) to give a range of 
magnifications and fields of view. The resolution of the different objectives is 1.1, 0.79, and 0.46 µm, 
respectively. This resolution is calculated assuming an intermediate visible light wavelength of 550 
nm. In reality the microscope uses white light for illumination. The long working distance allows the 
microscope and objectives to be positioned relatively far from the sample, which keeps the objectives 
away from the liquid sample and leaves enough room for the magnet. A 5 megapixel colour video 
camera is used to record both images and videos of the samples, and a dipole magnet is used to apply 
magnetic fields of up to 4000 Oe and 10 Hz perpendicular to the imaging axis. Figure 3.1 show a 





Figure 3.1 Schematic diagram and picture of in situ optical microscopy setup 
(a) Schematic diagram of the in situ optical microscope setup, along with (b) images of 
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4 Particle Design 
Collaboration: The development of inorganic release layers for particle creation (Section 4.4.2) was 
done in collaboration with Emma Welbourne and Dr. Tarun Vemulkar.  
 
4.1 Introduction 
Out of the many PMA film systems that have been discovered, Co/Pt multilayers have been 
extensively researched for a number of different applications, on account of their excellent magnetic 
properties and tunability.1,2 Specifically, Co/Pt (and the related Co/Pd and CoFeB-based system) was 
developed for use in magnetic recording and magnetic memory in a number of different forms. 
Chapter 1 covered the push toward perpendicular recording that inspired these developments. Here we 
will look specifically at the Co/Pt system: its development, its current status, and its relevance to this 
work. 
 Initial research of Co/Pt multilayer systems was inspired by the search for suitable materials 
to use in perpendicular magnetic recording.3 The first iteration of this work was Co/Pd, as an 
advancement on PMA Co-Cr alloys discovered previously.4,5 Soon followed the discovery of Co/Pt 
layered structures that showed the same PMA from interfacial effects identified in Co/Pd.6 In addition 
to investigations into the suitability for perpendicular recording media, these materials were also 
quickly adapted for magneto-optical recording, where the magnetic state of the bit would be read out 
optically using the Kerr effect.7 The Co/Pt system was found to have high Kerr rotation, especially at 
shorter wavelengths, which would enable smaller laser spots and denser magneto-optical storage.8 
Research in these directions continued apace into the 2000s, generating an immense amount of 
interest and knowledge about Co/Pt and related systems.9–11  
 At the same time as early Co/Pt system were being investigated, the seminal discovery of 
giant magnetoresistance (GMR) was taking place, initiating research into spin electronics.12–14 This, 
along with the earlier discovery of tunnel magnetoresistance (TMR), opened an entirely new avenue 
for magnetic materials, especially layered structures such as Co/Pt.15 These initial discoveries were 
made using in-plane magnetic materials, but it was soon found that the effects could be enhanced in 
perpendicular films, resulting in ever-increasing interest in systems like Co/Pt.16–18 Incorporation of 
these concepts into devices quickly led to new read head development for improved magnetic storage 
density and the creation of magnetic random-access memory (MRAM).19 Additionally, further 
research into the spin polarized currents resulting from these effects found that angular momentum 
transfer from the spin current could be used to switch magnetization.20,21 This concept, known as spin-
torque transfer (STT), now allowed electrical switching of magnetic states, opening further avenues 
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for creating logic and memory devices with higher densities and greater performance, such as STT-
MRAM.14 The low current density, high thermal stability, high magnetoresistance values, and high 
spin-torque efficiencies offered by PMA materials have made them especially valuable for these 
applications.22,23 Further, the discovery of excellent TMR ratios in materials like perpendicular 
CoFeB/MgO offered another interesting avenue of development for this class of materials, which is 
useful for the CoFeB/Pt system used in this work. 
 Along with the great strides being made in spintronic devices, Co/Pt was also heavily 
researched for magnetic and domain wall logic, and other domain wall-based systems such as 
racetrack memory.24–26 PMA materials like Co/Pt are especially well suited for domain wall-based 
applications, because the strong anisotropy of the systems leads to very small domain wall widths 
(domain wall width  δ ~ (A/Keff)1/2, where A is the exchange constant and Keff is the anisotropy, with 
typical values of 𝛿𝛿 ≈ 5 − 10 nm  for Co/Pt), which allows the walls to move at greater velocities for 
lower current densities.27–30  
A number of further fields have spawned from the development of Co/Pt and PMA films. 
Some recent examples include taking advantage of the vertical dimension of thin films with a soliton 
ratchet as a precursor for more advanced 3D data storage in Co/Pt films, the development of 
skyrmions as a new stable information carrier, or the use of voltage as a new method for switching 
magnetic devices.31–36 
Through these decades of advancement, a wealth of knowledge has been generated about the 
Co/Pt and CoFeB/Pt systems. Films of Co/Pt and CoFeB/Pt have been well-optimized for high 
anisotropy and magnetization, and there is a strong understanding of how the film material, thickness, 
and configuration can be used to control its magnetic properties.1 We will be able to draw on this 
knowledge, with an added twist: we will turn these films into particles. Magnetic particles have been 
created by combining physical vapour deposition and lithographic techniques to incorporate useful 
magnetic properties, such as high moment, perpendicular anisotropy, or anti-ferromagnetism, into 
particle and liquid systems.37–41 Such particles offer a number of interesting biomedical applications, 
and the same ideas can be used design particle for self-assembly. We can combine the CoFeB/Pt thin 
films with previous work developed in the Cowburn group for creating PMA particles from film, in 
order to build  a self-assembly system based on PMA magnetic particles, 40 
 In this chapter, we will begin by outlining the properties desired in the magnetic particles and 
the films from which they are created. Using these constraints, we will show the optimization process 
that was followed to build up the ideal thin film, first focusing on the magnetic properties of the 
CoFeB/Pt multilayer, then by understanding how the addition of structural buffers will impact these 
magnetic properties. Finally, we will show the process by which these films are turned into particles. 
The particles are initially attached to the substrate upon which they are grown and subsequently 
released into solution. Various methods for particle formation and release will be experimented with 
in this process. There will be reference to a number of different thin film layer structures. These layer 
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structures will take the form {Au(40)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.7)]4/ CoFeB(0.55)/ Pt(2)}, 
which lists the whole film structure in order of growth. For each layer the composition and thickness 
(in nm) are given, so Au(40) is a 40 nm thick layer of gold. For repeated multilayer, a subscript is 
used to denote the number of repeats, where [CoFeB(0.55)/Pt(0.7)]4 represents four repeats of the 
0.55 nm CoFeB and 0.7 nm Pt layers. While some literature uses the word ‘multilayer’ to denote films 
that have more than one total layer (i.e. almost all thin films structures), in this work, we will use the 
terms single layer and multilayer to refer to the number of magnetic layers in the structure. 
 
4.2 Design constraints 
In order to optimize the magnetic film and particles, the desired properties for the particles must be 
understood. In this case, we hope to create a system of magnetic particles that can undergo 
equilibrium self-assembly, in the absence of any externally applied field or force. To enable this form 
of self-assembly the particles must have both high magnetic moment and high remanence (Mr), so the 
magnetic moment can drive the inter-particle interactions. Additionally, it is important that particle 
interactions are directional. To ensure directionality of interaction, the direction of magnetization 
must be strongly defined by a strong magnetic anisotropy. Finally, in order to be able to control the 
specificity of interactions, it is important to be able to control the initial magnetic state of the particles 
and create particles with differing initial magnetization states. To have this control, the particles must 
have sharp reversal behaviour and well-defined, controllable coercivity (Hc).  
 Figure 4.1 shows a schematic diagram of the ideal hysteresis behaviour of the particles, fitting 
all the requirements listed above. The square loop shape with high magnetization (and thus, high 
moment) along with high anisotropy is the perfect base for creating this self-assembly system. This 
loop also schematically shows the values of various useful quantities: remanent magnetization (Mr), 




Figure 4.1 Ideal magnetic behaviour for film and particles 
The figure shows an idealized M-H loop of the magnetic behaviour of the film, and 
particles, being designed in this work. The ideal look is perfectly square with high 
moment (high magnetization x thickness).  The values of remanent magnetization (Mr), 
saturation magnetization (Ms), and coercivity (Hc) are defined.  
 
PMA materials, as outlined previously, are a perfect match for this purpose, because the many of the 
properties optimized in the search for improved magnetic recording media, such as high remanence, 
high anisotropy, and sharp reversal, are exactly the same as what is desired for this case.8,11,42,43 
 A full outline of each property and how it will be defined in this work is listed below.  
 
High remanence  
High remanence is the most important property of any magnetic particle created for this self-
assembling application. In order for the particles to assemble in the absence of an external magnetic 
field, the inter-particle interactions must be able to drive assembly, and that can only be accomplished 
when the particle has a high remanence. Full remanence is achieved when the magnetization reversal 
only occurs in an applied field with a sign opposite to the magnetization.8 Thus, the material will 
remain saturated in the absence of any external field. Full remanence is a key property of Co/Pt and 
CoFeB/Pt multilayers.8 In PMA materials, the strong anisotropy prevents the easy nucleation of 
reverse domains, because of the high energy barrier to nucleation resulting from the high anisotropy, 
an idea further investigated below. Remanence will be quantified by taking the ratio of remanent to 
saturation magnetization (Mr/Ms). These values will be derived from MOKE hysteresis loops. While 
MOKE is not quantitative with respect to magnetization, it can be used to compute a ratio from data 
taken under identical conditions, such as in the same hysteresis loop, since the Kerr signal is 




High magnetic moment 
Along with high remanence, the particles need high magnetic moment to drive the desired 
interactions, as magnetic moment, along with separation distance, is the key determinant of the force 
and energy of particle interactions. Additionally, a high magnetic moment will ensure that high 
torques can be applied to the magnetic particles or their assemblies, since the torque is equal to the 
cross-product of moment and applied field.44 This torque will enable actuation of the particles or 
assemblies, allowing greater functional use of the particles and assemblies. Magnetization will be 
measured using VSM, and the moment will be quoted as a moment per area, Mst, where t is the total 
thickness of the CoFeB in the film. Mst is a better quantification of moment for thin films and the 
particles created from them, as it can be used to compare the moments of particles of different lateral 
size. It is also important to note that although the calculation is made using just the thickness of 
CoFeB, the Pt layers also contribute to the overall magnetization of the sample through induced 
polarization of the Pt atoms.45 Additional variations in magnetization values of the CoFeB could be 
seen due to the moment enhancement of the Co from interfacial spin-orbit interactions.46,47  For 
consistency this work will use tCoFeB throughout for these calculations, understanding that the Mst 
could potentially vary with both Pt and CoFeB thickness. Optimizing magnetic moment will be a 
combination of maintaining Ms while also maximizing the thickness of magnetic material in the film.  
 
Sharp reversal and controllable coercivity 
Sharp reversal and a controllable coercivity are important aspects to have for promoting 
specificity and laying a foundation for being able to create more complex particles, by using 
combinations of magnetization directions in separate regions of the particle or sections of the 
multilayer to control interaction strength and likelihood.  
To understand how reversal characteristics can be controlled, we must first understand the 
dominant reversal processes in PMA materials. The reversal behaviour of many materials was initially 
a point of contention during the early development of micromagnetics theory,  leading to Brown’s 
Paradox.48 Brown’s theorem held that coercivity should be equal to or greater than the anisotropy field 
minus the demagnetizing field, as switching occurred by coherent rotation of the magnetization 
through the hard axis.49 However, coercivities in almost all magnetic materials, including PMA 
materials, are significantly lower than the anisotropy field, leading to the aforementioned paradox. In 
PMA materials, coercive fields can be on the order of tens to hundreds of Oe versus anisotropy fields 
of 5 – 10+ kOe. The discrepancy between these values comes from inhomogeneities in materials 
where the local properties around defects are different from the bulk, allowing reversal to occur at 
lower field values. Thus, PMA materials switch by a domain nucleation and propagation process, 
where reverse domains are nucleated and then expand through the sample. To understand the material 
properties and external factors which govern this process, we will consider the nucleation and 
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propagation separately. Nucleation can be understood by considering a thermally activated process in 
inhomogeneous regions.49,50 This is the idea proposed in the Néel-Brown model (Eq. 4-1),  
 
 Δ𝐸𝐸 =  𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓𝑉𝑉(1 −  
𝐻𝐻
𝐻𝐻𝐾𝐾
)𝛼𝛼 Eq. 4-1 
  
 
where Δ𝐸𝐸 is the energy barrier for nucleation, with 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 as the effective anisotropy, V as the 
switching volume,  𝐻𝐻 as the applied field, 𝐻𝐻𝐾𝐾 as the anisotropy field, and α as a power law exponent 
related to the angle between the applied field and the easy axis (equal to 2 for a field aligned with the 
easy axis and opposite the sample’s magnetization).51–53 This model, which was adapted by Sharrock 
for explaining the time dependence of coercivity and switching fields in a study of magnetic recording 
materials, still has some deficiencies, such as the lack of consideration of exchange energy in a 
domain (and domain wall) driven process.53,54 Thus, it was superseded by the droplet model for 
nucleation, which uses a standard surface-volume energy comparison to determine critical nuclei 
size.53 The energy penalty of forming a domain wall on the nuclei surface is countered by the Zeeman 
energy gained in aligning the nuclei volume with the applied field. In this model, the energy barrier is 












) Eq. 4-2 
 
where 𝛾𝛾 is the domain wall energy, which is related to �𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓𝑑𝑑, where A is the exchange constant, 𝑡𝑡 is 
the magnetic layer thickness, 𝑀𝑀𝑠𝑠 is the saturation magnetization, 𝐻𝐻 is the applied field, and 𝐻𝐻0 is the 
critical field needed to create the initial droplet with radius 𝑟𝑟0.53 Since the droplet can only expand if it 
reaches the critical nucleus size, the energy barrier in Eq. 4-2 represents the energy difference from 
the initial nucleus radius 𝑟𝑟0 to the critical nucleus, after which the expansion of the nucleus (and 
domain) is favourable. Both the Néel-Brown and droplet model lead to a thermal dependence of the 
nucleation process, as an Arrhenius-type fluctuation of thermal energy will be needed to overcome the 
energy barrier. Brown provides a complete treatment of the timescales involved in the thermal 
fluctuations.55 By understanding the thermal nature of nucleation in magnetic materials such as PMA 
materials, it is now clear how Brown’s Paradox is unlocked. Additionally, the thermal, and thus 
stochastic, nature of nucleation also explains the field sweep rate dependence of coercivity and 
switching in PMA. Conclusive proof of this can be seen in large range studies of field sweep rate 
dependency of coercivity, where at the highest sweep rates the coercivity approaches the anisotropy 
field.53 At extremely high sweep rates, the applied field changes too quickly to take advantage of the 
thermally driven nucleation, so the reversal has to occur by coherent rotation.  
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 The second component of switching in PMA materials is propagation of domain walls. The 
propagation of domain walls is generally governed by the number and strength of inhomogeneities in 
the sample, as these defects will pin the domain walls and slow their movement.56 Bruno offers an 
excellent treatment of this relationship between defects and pinning field, the result of which is shown 
in Eq. 4-3.57  
 
 





 Eq. 4-3 
 
𝐻𝐻𝑝𝑝 is the pinning field, 𝜎𝜎 is the thickness fluctuation amplitude, 𝑑𝑑 is the exchange constant, ℎ𝑐𝑐 is the 
transition thickness of the perpendicular film (equal to the thickness at the spin-reorientation transition 
(SRT)), ℎ is film thickness, and 𝜁𝜁 is the correlation length of fluctuations of the domain wall energy, 
which is closely related to the correlation length of the sample roughness. This general analysis of 
wall pinning shows that pinning fields are higher for samples with greater roughness and smaller 
thicknesses (where thickness can be connected to anisotropy, as a smaller thickness below the SRT 
will lead to a higher 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓). Additionally, the lateral aspect of the roughness, which relates to the 
correlation length, is important. The combined effect of all these fluctuations in real material is that 
the energy of a domain wall must change, either through changes in its area or energy per area, as it 
passes over defects where the material properties vary.57 This energy change is what must be 
overcome as the wall moves, leading to pinning. Domain walls also interact most strongly with 
defects that are on a similar length scale to the wall width.49 For PMA materials wall widths are 
usually on the order of ~10 nm.30  It will be important to understand roughness that exists on this scale 
to be able to understand the development of pinning in our materials and see the effect on domain 
propagation. 
PMA materials can achieve sharp reversal characteristics, because their reversal is nucleation-
limited (propagation-dominated), where a small number of reverse domains can expand easily 
following nucleation due to weak pinning. This leads to ideal sharp reversal, which is the goal for our 
films and particles. To maintain this sharp reversal, care must be taken to reduce sample roughness to 
reduce wall pinning, while minimizing the amount of defects that govern nucleation.58,59 Both these 
steps can be accomplished by creating a smooth and low defect film. However, as more layers and 
complexity are added to films, this will increase the accumulated roughness and defect population, 
and this roughness may be further enhanced by additional metallic layers added for increased 
structural stability.60–62 While the particles will require certain thicknesses for ideal magnetic 
behaviour and structural stability, it must be ensured that the reversal is not overly impacted by this 
increase in roughness and pinning, to retain full remanence and also so multilayers of different 
coercivity can be switched separately without overlap in the transitions. Keeping this sharp reversal is 
58 
 
a key component of controllable coercivity.  By being able to control the coercivity of the magnetic 
material, control of different magnetic states can be achieved to promote specific interaction. It will be 
important to understand how coercivity in the films can be controlled, with sharp reversal behaviour 
being a key part of that process. The sharpness of the reversal will be defined by the nucleation field 
divided by the saturation field Hnuc/Hsat. An ideally sharp transition would have a value of 1. The field 
values defining sharpness will be taken from MOKE hysteresis loops, always ensuring the calculation 
is made using values from the same loop, with the nucleation field being taken as the beginning of the 
reversal transition and the saturation field as the end. Additionally, to account for the field sweep rate 
dependence of reversal outlined above, all samples will be measured at the same field sweep rate of 
2000 Oe/s.   
 
High anisotropy 
PMA materials have exceptionally high anisotropy due to the spin-orbit coupling of the Pt 
and Co atoms at their interfaces.46,63–65 A full explanation for this phenomenon is found in Chapter 2. 
This anisotropy will allow for highly directional interactions between particles, as the particle 
magnetization is purely in the direction of the surface normal, driving strong face-to-face interactions. 
This will allow very strong interactions due to the low centre-to-centre separation between particles in 
such a configuration. Additionally, the well-defined magnetization direction can be used to 
controllably manipulate the particles and their assemblies in liquid, applying torques that can used to 
actuate the particles, with the high anisotropy ensuring applied fields will rotate and move the 
particles themselves, not the magnetic moment. While the anisotropy of these materials is already 
well-optimized from extensive research and sufficient for these applications, care must be taken that 
the anisotropy remains stable even with the further additions that will be made to the film architecture, 
especially because of the 1/tCoFeB dependence of this interface anisotropy.66 The anisotropy will be 
defined as the effective anisotropy Keff, which is calculated from the magnetization Ms and anisotropy 
field Hk that is taken from saturation along the sample hard axis (in-plane). The calculations can be 





4.2.1 From film to particles 
Since the magnetic films are being created with the end goal of forming magnetic particles, it 
is important to recognize how this dimensional change will affect the magnetic properties of the 
material. Figure 4.2 shows a comparison between the MOKE hysteresis loops of a film and an array 
of particles, both from the same film with a layer structure {Au(40)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. As will be shown in this chapter, this film is a layer structure 
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developed for particle applications, combining the properties outlined here with a structural Au 
backbone to allow the particles to exist stably in liquid. 
 
 
Figure 4.2 Comparison of magnetic properties in film and an array of particle 
MOKE hysteresis loops comparing the magnetic properties from the bulk film and a 
collection of ~10 particles that have been created from the film. The film/particle 
structure is  {Au(40)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. 
 
The figure shows how the magnetic properties, especially the reversal behaviour, change from 
the film to the collection of particle. The two main changes visible in reversal behaviour are the 
increase in coercivity and the decrease in transition sharpness. The increase in coercivity is a 
consequence of the nucleation-limited reversal seen in highly anisotropic PMA system. Since the 
reversal occurs through nucleation of a reverse domain, followed by easy wall movement, the process 
relies on the distribution of these nucleation sites, which often occur on defects where the anisotropy 
of the material is significantly lowered, thus lowering the energy required to nucleate a reverse 
domain in that volume. In this nucleation-driven regime, it only takes a small number of nucleation 
sites to determine the nucleation field, and thus coercivity, of the entire film. However, when the film 
is patterned into smaller areas, the likelihood of these areas containing one of the low-energy 
nucleation sites that drives the switching of the film is low.67 Thus, on average, the particle will 
nucleate its reversal at a higher field value.68 While it is possible nucleation (and switching) field can 
be lowered in structures patterned by ion milling, which is how the particles in Figure 4.2 are created, 
this effect is only seen at patterning to dimensions of 200 nm or less, much smaller than the particles 
here.69 The patterning of the particles by ion milling can also induce edge roughness and damage to 
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the film that will act as pinning sites, increasing the field needed to propagate domain walls.69 This 
will also contribute to the increase in switching field and account for the more slanted reversal 
behaviour of the particle, as increased pinning interferes with the fast domain expansion that 
characterizes sharp reversal. 
 
4.3 Particle composition 
Designing the particle compositions will focus on two separate parts of the film: the magnetic 
composition and the structural composition.  
The magnetic composition will cover the magnetic properties listed above, with the largest 
emphasis focused on keeping full remanence with a large moment per area, leading to magnetic 
behaviour as demonstrated in Figure 4.1. This will be accomplished by building CoFeB/Pt 
multilayers, testing the layer thickness of both the CoFeB and Pt, along with the number of repeats 
that can be sustained while retaining all the desired properties. Co60Fe20B20 (at. %) is chosen as the 
magnetic material in this work. CoFeB, due to its amorphous nature and the inclusion of boron, has 
much lower domain wall pinning fields compared to Co.70–74 Because the magnetic film will require a 
structural buffer layer and be patterned, both of which contribute to increases in defects and wall 
pinning, it is important that wall pinning is minimized from a material standpoint, in order to retain 
the sharp reversal desired in the transformation from film to particle. While there is a reduction in 
saturation magnetization and anisotropy compared to Co, these values can still be optimized to 
sufficient degrees through design of the multilayer.  All magnetic films will begin with a 2 nm Ta 
buffer layer and a 2-4 nm Pt seed layer, which has been established as an effective buffer layer for 
such CoFeB-based films.75 At low thicknesses, the Ta layer remains amorphous, acting to promote the 
growth of (111) Pt, as the smooth amorphous Ta promotes atomic mobility of the deposited Pt, 
allowing it to reach its energetically favourable, close-packed (111) structure.76–78 The (111) Pt 
orientation is crucial for maximizing the perpendicular anisotropy of the film, promoting high out-of-
plane anisotropy and magnetization.76,79   
In addition to the magnetic composition, the structural composition of the film will also be 
addressed. The structural components refer to additional material that is used to promote the 
mechanical stability of particles in liquid, as the thin films are prone to mechanical deformation at 
very low thicknesses. This thickness cannot be accommodated by increasing repeats of the magnetic 
material, as it will eventually lead to a deviations from the square magnetic behaviour desired and 
such is unacceptable for the requirements listed above.1,80 Therefore, it was important to test multiple 
other materials such as Al, Au, Ru, and Ti, that could provide structural reinforcement while not 
overly damaging the magnetic properties of the film. A full accounting of the necessity for structural 
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support in these particles, with examples of the mechanical instabilities various particles showed, is 
covered in Chapter 5.  
 
4.3.1 Magnetic composition 
In order to understand and optimize the magnetic structure of the CoFeB/Pt multilayer, we 
must investigate the effect of changing CoFeB thickness, Pt thickness, and number of layer repeats in 
the overall multilayer structure. Beginning with a single CoFeB/Pt layer, this will be built up into 
multilayer structures with different repeats and Pt interlayers, all with an eye towards finding 
magnetic properties that match most closely with the guidelines outlined in 4.2.  
 
CoFeB/Pt multilayers: maximizing moment per area 
The primary goals of maximizing moment per area and retaining full remanence will be the 
driving force behind the growth of these CoFeB/Pt multilayers, as these two characteristics are the 
most essential to self-assembling particles. To maximize moment per area, both the magnetization of 
the film and the total thickness of CoFeB must be optimized, as the Mst will be maximized through a 
combination of both values. Magnetization of CoFeB can be enhanced in the layered structure, as 
Co/Pt multilayers have reported Ms enhancements up to 30% over bulk values, due to a combination 
of interfacial enhancement of the Co and polarization of Pt.1,46 Any enhancements in Ms, since they 
depend on the CoFeB/Pt interface, should be present in all multilayers structures, so we do not expect 
large variation in Ms in the films. In our films the Ms of CoFeB typically remains around 1200 
emu/cm3, and magnetization measurements will be used to ensure the structure and processing of the 
film does not cause substantial deviation from this value.81 Thus, the main determinant for increasing 
Mst will be the thickness differences available in different multilayers. Multilayers can be grown with 
total CoFeB thicknesses ranging from 0.3 to 10.0 nm or more. This potential order of magnitude 
increase in thickness will be the greatest determinant of Mst, and thus, we must understand the 
thicknesses of CoFeB achievable in multilayers while still retaining the properties of remanence and 
reversal desired for this application. Starting from a CoFeB/Pt single layer, the possible thicknesses 






Figure 4.3 CoFeB/Pt single layer limits 
A number of samples with the structure {Ta(2)/Pt(2)/CoFeB(t)/Pt(2) were grown to find 
the limits of thickness for CoFeB in a single layer. (a) shows a sample with PMA, while 
(b) shows a sample beyond the spin-reorientation transition that has lost its PMA. 
 
The limits of the CoFeB/Pt single layer are defined by the percolation limit at the lower end 
and the spin-reorientation transition at the upper end. At the percolation limit, the film is too thin to 
make a continuous layer. This kind of formation will complicate the collective reversal desired in 
these structures. In our system this limit has been shown to be around 0.2 – 0.3 nm, but we hope to 
avoid any of the low thickness limits as we work to maximize the thickness of the magnetic layers. On 
the upper limit, the thickness of a single layer is limited by the SRT, which is the thickness at which 
the interface anisotropy is no longer larger than the shape anisotropy. Due to demagnetizing energy, 
the volume anisotropy favours an in-plane magnetization, and once the ratio of interface to volume 
atoms drops too low, the sample will lose its PMA (see Chapter 2 for a full treatment of this 
phenomenon). This limit was found to be below 1.6 nm for a CoFeB single layer (Figure 4.3, b) on 
the standard buffer layers of Ta(2)/Pt(2). This can be considered the maximum limit of any individual 
CoFeB layer. While the thin CoFeB/Pt single layer does exhibit very ideal reversal behaviour (Figure 
4.3, a), effort was made to further increase the moment of the film using magnetic multilayers.  
 CoFeB/Pt multilayers can be constructed that allow the total thickness of CoFeB to exceed 
the 1.6 nm limit prescribed by the SRT in the single layer. This is because while the total volume of 
magnetic material increases in a multilayer, each individual thin magnetic layer in the multilayer still 
has a favourable balance of volume and interface anisotropy, favouring PMA. Figure 4.4 shows the 
variation of CoFeB thickness in a multilayer with five magnetic layers, with the layer structure 
{Ta(2)/ Pt(2)/  [CoFeB(t)/ Pt(0.7)]4/ CoFeB(t)/ Pt(2)}. A multilayer with five magnetic layers was 
found in literature to represent the limit of an ideally square reversal in a number of different studies, 





Figure 4.4 Change in magnetic behaviour versus CoFeB thickness in a 5-layer 
CoFeB/Pt multilayer 
The change in magnetic behaviour with increasing CoFeB thickness is showing for a 
multilayer {Ta(2)/ Pt(2)/  [CoFeB(t)/ Pt(0.7)]4/ CoFeB(t)/ Pt(2)}, with MOKE 
hysteresis loops being used to characterize magnetic behaviour. (a) gives a schematic 
diagram of the multilayer being investigated. (b) shows the change in hysteretic 
behaviour as the CoFeB thickness is increased for each of the 5 layers of the magnetic 
multilayer.  
 
In multilayer samples the different magnetic layers are ferromagnetically (FM) coupled, 
which accounts for the sharp and collective switching seen in the structures. Co/Pt structures have 
been shown to have an oscillatory interlayer coupling that changes with Pt thickness but is always 
ferromagnetic and of an RKKY type.80 This allows the retention of sharp reversal in the multilayers, 
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at least until the overall thickness of magnetic material is such that stripe domains begin to form, 
which leads to the change in behaviour seen in the hysteresis loops for the 0.6, 0.7, and 0.8 nm 
samples.82 As the overall thickness increases, so does the total demagnetizing energy of the 
multilayer. This energy can be reduced by forming stripe domains, which is a lamella of oppositely 
ordered domains, and it is the formation and propagation of these stripe domains that leads to the 
decreased nucleation field and slanted reversal seen with increasing CoFeB thickness.82 To further 
understand the properties of the different multilayers, the samples have been analysed in accordance 
with the requirements listed previously. Figure 4.5 shows the remanence, coercivity, reversal 
sharpness, moment per area, and anisotropy of the different multilayers in Figure 4.4.  
 
 
Figure 4.5 Analysis process for multilayer optimization 
When optimizing the thickness of CoFeB and number of repeats in the multilayer, five 
quantities were considered: (a) remanence, (b) coercivity, (c) switching sharpness, (d) 
moment/area, and (e) anisotropy (Keff). This figure shows the data that was taken for the 
optimization of the film {Ta(2)/ Pt(2)/  [CoFeB(t)/ Pt(0.7)]4/ CoFeB(t)/ Pt(2)}, 
hysteresis loops for which are shown in Figure 4.4.  
 
The multilayer with a CoFeB thickness of 0.8 nm per layer can be immediately discounted 
due to its low anisotropy and lack of out-of-plane reversal behaviour. Coercivity will not be optimized 
to any specific value, although control of coercivity is desired, which will be undertaken in 4.3.2. 
Reversal sharpness shows a large drop past the multilayer with 0.6 nm CoFeB, with all values at 
thicknesses smaller than 0.6 nm falling roughly between 0.6 and 0.85. Thus, we will take 0.6 nm as 
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the upper limit to satisfy the reversal requirements. The moment per area of the samples increases 
with increasing CoFeB thickness and we are able to find the strongest perpendicular anisotropy for the 
multilayers with tCoFeB = 0.5 - 0.6 nm. Thus, this range is the optimal thickness for retaining all the 
desired properties in the 5x multilayer. In order to ensure reproducibility of the properties across 
variations in processing conditions, a slightly thinner layer of 0.55 nm was taken as the ideal 5x 
multilayer.  
 This layer of 5x 0.55 nm CoFeB (2.75 nm total thickness) was then compared with 
multilayers of the same total thickness but made up of different numbers of layers of different 






Figure 4.6 Comparison of  multilayer with changing number of layers N 
Multilayers were formed for N = 2, 3, 4, 5, and 6 while keeping the total thickness near 
that found in the 5x 0.55 nm CoFeB multilayer (2.75 nm total).  The following 
multilayers were created: (a) 2 x 1.3 nm CoFeB (2.6 nm total), (b) 3x 0.9 nm CoFeB 
(2.7 nm total), (c) 4x 0.7 nm CoFeB (2.8 nm total), (d) 5x 0.55 nm CoFeB (2.75 nm 
total), (e) 6x 0.5 nm CoFeB (3.0 nm total), (f) 6x 0.55 nm CoFeB (3.3 nm total), (g) 7x 
0.4 nm CoFeB (3.15 nm total), and (h) 8x 0.40 nm CoFeB (3.2 nm total).  
 
For all multilayers with the number of repeats N < 5, stripe domain formation prevents the 
sharp reversal desired in the film. Additionally, when increasing the total magnetic thickness in an N= 
6 multilayer with higher total CoFeB thickness (Figure 4.6, f), the same kind of strip domain reversal 
behaviour can be seen. It is also seen in 7x (g) and 8x (h) multilayers, which prevents further stacking 
of thinner layers to increase the total thickness. From this comparison it is clear that to maintain the 
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ideal magnetic behaviour desired, the film must have a multilayer structure with 7 > N > 4 magnetic 
layers and a total thickness between 2.5 and 3.0 nm. This range matches well with examples in 
literature, where large numbers of repeats or thick magnetic layers led to stripe domain formation, 
while square hysteresis loops could be created at total magnetic material thickness ranges of 2.0 – 4.0 
nm.1,82,83 As seen previously in Figure 4.5, the moment/area of the film will scale with total thickness 
of the magnetic layers, which is reproduced for the films from Figure 4.6 in Figure 4.7 below.  
   
 
Figure 4.7 Moment per area of multilayers with different numbers of magnetic layer  
The moment per area (Mst) is given for the various multilayers presented in Figure 4.6.   
 
This analysis of multilayer repeats finds that 5x 0.55 nm and 6x 0.5 nm are the two best 
candidates for our application, matching ideal reversal properties with high Mst. While the 6x 0.5 nm 
system will have a slightly higher Mst, we found that it could not be as consistently formed in the 
sputtering system. The higher overall magnetic thickness means it is closer to the regime where stripe 
domains form, which damages the reversal behaviour. As the sputtering system will have slight 
variations over time in process pressure and sputtering rate that can affect the growth and properties 
of films, it was found that the layer structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.7)]4/ CoFeB(0.55)/ 





Pt interlayers: stabilizing anisotropy 
After testing the CoFeB thickness and number of repeats at a set Pt thickness, we now 
investigate the optimum Pt thickness in a 5x multilayer at a set CoFeB thickness. Figure 4.8 shows a 
selection of MOKE hysteresis loops from the Pt thickness series, to analyse the changing in reversal 
behaviour. Figure 4.9 looks at the change in Mst and Keff with Pt thickness, to find the optimum level 




Figure 4.8 Change in magnetic behaviour of a 5x CoFeB/Pt multilayer with increasing 
Pt thickness 
A film series with the structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(t)]4/ CoFeB(0.55)/ 
Pt(2)} was grown, increasing the thickness of the Pt interlayers to see the effect on 
magnetic behaviour. The four hysteresis loops show the behaviour as the Pt thickness is 
increased from 0.33 (a) to 0.73 (b) to 2.7 (c) to 3.3 nm (d).  
 
Figure 4.8 demonstrates how the reversal behaviour changes with increasing Pt thickness. At 
initial, low values (a), the reversal is not sharp due to a lower coverage by the thin Pt layer, which 
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means the PMA is not as uniform and the reversal process is not as consistent, leading to slanting in 
parts of the transition. With increasing Pt thickness, the reversal behaviour stabilizes, with uniformly 
sharp transitions that are governed by propagation of a small number of nucleated domains.84 Most of 
the samples show a slight curve at the end of the transitions, likely due to enhanced roughness leading 
to wall pinning, meaning the final portion of the reversal is governed by nucleation of many small 
domains that cannot easily propagate, leading to a smearing of the transition field. This kind of 
behaviour is evident in many of the multilayer samples, where the accumulated roughness of the 
thicker film structures can cause such behaviour due to a roughening of the top layers, as defects 
accumulate and propagated vertically through the structure.62 At a Pt thickness of 3.3 nm (Figure 4.8, 
d), the magnetic layers become uncoupled due to the thickness of the Pt and each layer switches 
independently. A loss of FM coupling at 3.3 nm Pt is roughly in line with some literature values, 
which found the change to happen at a thickness of 4.0 nm, while others found coupling was retained 
up to 7.9 nm.80,85 These discrepancies in literature could be due to differences in the film structure, 
such as underlayer material. This is likely also true for our film, especially when comparing our 
CoFeB film with the Co films used in these studies. The lower amount of magnetic material in our 
layer will induce less polarization and thus lead to a shorter maximum coupling distance. 
The changing Pt thickness should have very little impact on the magnetization of the CoFeB 
as well. Even though the CoFeB/Pt interface will give orbital enhancement to the Co and some 
induced polarization in the Pt atoms, it will be an interfacial effect and not vary substantially with the 
thickness of the Pt.46,86 Indeed, it is even shown that the induced Pt polarization will decrease with Pt 
thickness, as the thicker Pt layers show less intermixing at the interfaces, consequently reducing the 
Co-Pt nearest neighbour interactions that drive the Pt polarization.86 We find that, for the Pt thickness 
series shown in Figure 4.8 and Figure 4.9, the Ms of the films varies between 1157 and 1330 emu/cm3, 
with no dependence on Pt thickness.  However, the thickness of Pt does have a more substantial effect 
on anisotropy (Keff), as shown in Figure 4.9. For thin Pt layers, the anisotropy is lower, but once the Pt 
reaches a suitable thickness (~0.7 nm), the anisotropy stabilizes. This happens due to better Pt 
coverage and less intermixing, leading to sharper interfaces that promote stronger anisotropy.87 We 
want to ensure our films are grown in this stabilized region so the anisotropy does not vary greatly 






Figure 4.9 Perpendicular anisotropy of a 5x CoFeB/Pt multilayer 
Hard axis saturation measurements (a) were used to determine the perpendicular 
anisotropy of magnetic multilayers with varying Pt thickness. The red arrows indicate 
the value of the hard axis saturation field which are used to calculate anisotropy. (b) 
shows the anisotropy values for a multilayer {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(t)]4/ 
CoFeB(0.55)/ Pt(2)} over a range of Pt interlayer thicknesses. The hard axis hysteresis 
loop in (a) corresponds to tPt = 1.1 nm. 
 
This analysis shows that the Pt thickness can be optimized for our purposes in the range of 0.8 
– 1.0 nm. This value allows the anisotropy to be maximized to a steady-state regime while leaving the 
magnetization unaffected.1,88 This thickness also retains the FM coupling desired in these multilayers 
to ensure sharp and collective reversal of the magnetic film. 
 
Multilayer reversal 
We can also use the transition from coupled to un-coupled multilayer seen in Figure 4.8 to 
understand the limiting components in multilayer reversal. Figure 4.10 (a) compares a coupled and 
uncoupled 5x multilayer. The coercivity of the coupled multilayer is closest to that of the hardest layer 
of the uncoupled sample. Additionally, Figure 4.10 (b) compares a 4x and 5x uncoupled multilayer, 
showing that the hardest layer is the top layer of the stack, as it is the hardest (most coercive) 
transition that disappears when going from 5 to 4 magnetic layers in the multilayer.  




By combining these two ideas, we can show that the reversal of the coupled multilayer is 
driven by the hardest layer, which will be the top layer of the film. The top layer will also be the most 
defective layer of the film, containing all the defects that propagate up the multilayer during the layer-
by-layer growth. Thus, it is sensible that this layer would have the highest barrier to domain 
propagation through pinning and the highest coercivity. It will prove especially useful to understand 
the multilayer reversal when combining the multilayers with different structural underlayer materials 
in the next section.  
Through the series of experiments above, we have found a magnetic film layer structure that 
matches the requirements laid out earlier in this chapter. The layer structure {Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} gives a high moment per area with full remanence 
without compromising sharp reversal behaviour. It also retains a strongly defined PMA. This layer 
structure will now be combined with structural elements to determine their suitability for inclusion in 
the film structure. 
 
4.3.2 Structural composition 
Along with optimizing the magnetic composition of the films, it is important to understand 
the mechanical requirements of particles that will be created from these films. Simply, at the 
extremely high aspect ratios of the planar films and particles, where the thickness of the magnetic 
structure (the CoFeB/Pt multilayer) is 2 – 3 orders of magnitude smaller than the particle’s lateral 
dimensions, the particle is not mechanically stable without further structural reinforcement and will 
curl up under the strain of the deposited film.  
 
Figure 4.10 Comparison of uncoupled CoFeB/Pt multilayers 
A {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(t)]4/ CoFeB(0.55)/ Pt(2)} multilayer is compared 
with (a) Pt interlayers of 2.7  and 3.3 nm, which leads to a breakdown of FM coupling at 
the higher thickness. (b) compares the two multilayers {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(4.0)]4/ CoFeB(0.55)/ Pt(2)} (black) and {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(4.0)]3/ 




Selection of underlayer material 
To test the suitability of different structural layers, a number of materials were tested in 
combination with the magnetic multilayer, to understand how they affect the magnetic behaviour of 
the film. Obviously, the structural layer should not seriously damage the magnetic properties of the 
film; otherwise, it would be unsuitable for such an application. Outside of compatibility with the 
magnetic film structure, the structural material must be easy to process and inert, given the liquid 
conditions in which these particles are used. Four materials (Au, Al, Ru, Ti) were tested, the results of 
which can be seen below. The material in Figure 4.11, e (Ti) was thermally evaporated, while the 
materials in b – d (Au, Al, Ru) were sputtered. Poor thickness control on the evaporation of Ti, due to 
poor in-situ thickness monitoring, accounts for the difference in its thickness. While a direct 
comparison of materials deposited under similar methods would be ideal, the choices were dictated by 
availability of the various materials in the necessary forms for the deposition techniques. 
Figure 4.11 shows the MOKE hysteresis loops of a CoFeB/Pt multilayer {Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} (Figure 4.11, a i) deposited atop the various structural 
underlayer materials. Figure 4.11 (ii) gives the reversal behaviour of the magnetic multilayer on 





Figure 4.11 Comparison of different underlayer materials  
In order to provide structural stability additional material is needed to fabricate free-
standing magnetic particles. A number of different materials were tested supporting the 
same magnetic stack (a, i), containing {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ 
CoFeB(0.55)/ Pt(2)}. The supporting underlayers tested were (b) 40 nm Au, (c) 40 nm 
Al, (d) nm Ru, and (e) 80 nm Ti. The MOKE hysteresis loops can be compared with the 
hysteresis loop of the magnetic film alone (a, ii).  
 
Two of the candidate materials, Ru and Ti (Figure 4.11: e, f), can be immediately discounted. 
Both clearly disrupt the magnetic multilayer, reducing the remanence and negatively impacting the 
reversal behaviour. For this reason neither material was optimized further. On the other hand, both Au 
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and Al (Figure 4.11: b, c) showed the most similar reversal behaviour to the multilayer on silicon, 
albeit with a higher coercivity. The multilayer on Si has a coercivity of 297 Oe and a reversal 
sharpness of 0.688, while the multilayer on Al has a coercivity of 1052 Oe and a sharpness of 0.634 
and the multilayer on Au has a coercivity of 785 Oe and a sharpness of 0.732. It is clear that either Al 
or Au buffer are good candidates for underlayers that retain the magnetic multilayer properties. The 
differences between the multilayer on Si and Al/Au are a consequence of the increased pinning from 
the roughness of the Al/Au layer, which are inevitable for any structural layer placed under the 
magnetic multilayer, as most as-grown materials will have an increased roughness compared to the Si 
wafer on which the original sample is grown. These two top (Au and Al) candidates were further 
compared to find the most suitable underlayer material.  
   
Au underlayers: benefits and effects 
Figure 4.12 outlines a direct comparison between Au and Al. The samples are quite similar to 
those in Figure 4.11, with the same magnetic multilayer. However, the thickness of the underlayers in 
Figure 4.12 is smaller, at 20 nm. It was found that the difference in 20 and 40 nm underlayer thickness 
was negligible, so the thinner underlayer was used. In addition, two variations in Au sputter power, at 
50W and 300W, are shown as well. Initially, variation in sputter power was a simple method for 
increasing the deposition rate of the materials to decrease the processing time for creating the film. 
However, it was found that the different sputtering powers lead to slightly different surface textures 
which impact the reversal behaviour of the CoFeB/Pt multilayer. This idea is further explored in 
Figure 4.14, where the difference in sputtering power can be used to control the coercivity of the 





Figure 4.12 Higher power Au underlayer comparison 
A higher deposition power (faster deposition rate) Au layer was used and found to retain 
good magnetic properties combined with the magnetic thin film. All MOKE hysteresis 
loops shown here are from a {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ 
Pt(2)} magnetic multilayer with a 20 nm underlayer consisting of the labelled material, 
which was sputtered at the power given. 
 
The direct comparisons in Figure 4.12 between films with Al and Au underlayers make it 
immediately clear that Au, either in the 50 or 300W form, more closely matches the reversal 
behaviour of the multilayer on Si. The Al reversal processes shows a more curved and slanted 
transition that is characteristic of expansion of multiple domains and high wall pinning. On the other 
hand, the Au underlayer samples show minimal slanting in the reversal process, maintaining the sharp 
reversal optimized in the magnetic film. Furthermore, Figure 4.12 illustrates the differences in 
coercivity that can be achieved by only varying the sputtering power of the Au underlayer.  
This opens up an interesting avenue for controlling coercivity, and thus, the magnetization 
state of the film and particles. Variations of the sputter power, similar to variations in the process 
pressure during sputtering, change the roughness of the deposited material’s surface.89 The increasing 
sputter power increases the energy of the deposited atoms, which increases their surface mobility and 
allows the atoms to reach equilibrium positions that will lead to a smoother film.90 However, the 
increase in power also increases the flux of atoms arriving at the substrate surface, leading to faster 
deposition rates. The change in growth rate is not strictly linear, because at higher rates, a higher 
number of impacts between sputtered atoms occur in the vacuum, thus slowing the deposition rate to 
the substrate. Overall, the variations in growth rate and surface mobility caused by changing sputter 
power will lead to differences in surface roughness which can then be realized as differences in 
























Au underlayer varies between sputter powers of 50 to 300 W, along with two examples of AFM 
images for 50W (Figure 4.13, b) and 250W (Figure 4.13, c). The images were taken in non-contact 
mode, using an SSS-NCHR tip with a 2 nm radius (see 3.3.1 for more details). Each value was 
averaged over three measurements at different positions in the film. Both the overall RMS roughness 
and the RMS roughness with a wavelength of 10 – 20 nm are shown. The different wavelengths of the 
roughness were calculated by selective integration of the power spectral density function (PSDF) of 
the roughness data. The 10 – 20 nm region is highlighted specifically because of the theory, explained 
previously, that this wavelength of roughness is the most relevant for domain walls and their 
movement in the PMA films.75  
 
 
Figure 4.13 Change in Au surface roughness with sputter power 
The change in roughness is shown versus the sputter power of Au (a). All Au samples 
were grown 20 nm thick, and roughness measured with an AFM. The overall RMS 
roughness and the RMS roughness between 10 – 20 nm are show, with the standard 
deviation of the measurements given. Examples of AFM images for (b) 50 W Au and 
(c) 250 W Au are shown. AFM images were taken using an SSS-NCHR tip with a 




The roughness does not show a linear relationship with sputter power, as the interplay 
between changes in surface atom mobility and atom flux can cause non-linear variations in the surface 
texture. Indeed, it has been shown before on Ti and other materials that, while roughness increases 
initially with power, it actually peaks and then is reduced at high sputtering powers, such as 300W.90 
Additionally, some of the Au samples show variation in surface roughness in different regions of the 
sample, as evidence by the large standard deviations in measured surface roughness.  
More interesting is not the roughness directly, but the change in reversal behaviour which can 
be seen in Figure 4.14. Both single and multilayers of CoFeB/Pt were deposited on the various Au 
surfaces to see how the roughness impacts each. The single layer film on Si shows a coercivity of 71 
Oe, while the films deposited on the Au surfaces vary above and below this value, from 87 to 58 Oe. 
The saturation field of the film on Si is 79 Oe, while the saturation field of the Au-buffered films 
ranges from 95 to 148 Oe. The increase in coercivity in some samples and the across-the-board 
increase in saturation field is due to increased wall pinning, which raises the field needed to move 
domain walls through the samples toward saturation. Defects from the increased surface roughness 
impede domain wall motion and drive the saturation and coercivity of the films to higher values. The 
higher wall pinning leads to a more slanted transition and a reversal process governed by wall motion, 
unlike the nucleation-limited reversal seen in un-buffered films. Importantly, as can be seen in the 
comparison of hysteresis loops for the samples in Figure 4.14 (a), the changes in Hc, and Hsat cause 
significant overlap between the transitions for these samples, showing that modifying the Au 





Figure 4.14 Variation of coercivity with different Au underlayers 
The MOKE hysteresis loops and compilation of coercivity for a single layer {Au(20)/ 
Ta(2)/ Pt(2)/  CoFeB(0.7)/ Pt(2)} (a) and multilayer {Au(20)/ Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} (b). The magnetic layer of multilayers 
were put on Au deposited at various power levels between 50 and 300 W and compared 
to the switching behaviour of the same film on Si. 
 
However, the multilayered films show a significantly different dependence than the single 
layer that allows for the use of Au underlayers to change and control coercivity. Unlike the single 
layer, which showed a range of coercivities around the original value, the multilayer shows a 
significant increase in coercivity for all samples. The coercivity of the multilayer film on Si is 247 Oe, 
while all samples deposited on Au have coercivities well in excess of 600 Oe. There is a similar 
increase in saturation field. While it would be expected that the multilayer experiences similar effects 
to those described in the single layer, the multilayers also have coupling between the layers. This 
means, as seen previously in the coupled and uncoupled magnetic multilayers (Figure 4.10), the 
reversal of the whole multilayer will be determined by the coercivity of the top magnetic layer of the 
film. Defects will propagate vertically through the multilayer, leading to higher defects, and wall 
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pinning, in the top magnetic layer of the multilayer. The reversal of the whole film still occurs 
sharply, because at the reversal field of the hardest, top layer, all the other layers are well above their 
nucleation and propagation fields and can reverse sharply. Some curving of the transition near 
saturation can be seen, which is likely due to propagation-limited, highly defective reversal of the top, 
hardest layer of the film. This can be seen in all the hysteresis loops of the multilayer samples Figure 
4.14 (b) and is enhanced by the more difficult wall motion in the rough samples.  
 Importantly, the roughness-induced changes in the reversal of the multilayer offer an 
opportunity to create magnetic films with controlled, differentiated coercivity. As can be seen in 
Figure 4.14 (b), the coercivities of these films can be reliably varied over a range of about 200 Oe. 
While there is some issue with the overlap over coercivities and saturation fields of different films, by 
applying field values just at or above the coercivity of selected films, the films can be controllably 
switched while leaving a harder film in its original state. One example would be comparing an 
identical multilayer grown on 100W and 200W Au. By applying a field of 770 Oe, the 200W Au 
multilayer can be effectively saturated in the field direction to 98.6% of saturation while not 
nucleating the reversal in the 100W Au-buffered multilayer.  
Unfortunately, while the effects of the Au underlayers on the reversal characteristics of the 
single and multilayer can be explained phenomenologically, it was not possible to directly correlate 
the roughness values with the shifts in coercivity seen. Figure 4.15 shows a plot of RMS roughness of 
the 10 – 20 nm range, which is predicted to be the most relevant for domain wall motion.75 While the 
single layer (Figure 4.15, a) does show a linear correlation for four of the samples, there are two 
significant outliers that confound this relation. Furthermore, the multilayer samples (b) show no sort 
of correlation with the roughness. Along with this length scale of roughness, a number of other 
selections of the wavelength of the roughness were analysed, with similar results. It is likely the 
relationship between the multilayer reversal behaviour and the roughness has some more complex 
dependence, such as with how the Au roughness propagates through the multilayer stack. 
Additionally, it is difficult to match the local AFM roughness measurements with MOKE 
measurements directly. While the correlation attempt assumes that the series of averaged local AFM 
measurements can be taken as representative of the sample roughness, it is possible that local outliers, 





Figure 4.15 Change in coercivity with Au surface roughness 
The coercivities of a single layer {Au(20)/ Ta(2)/ Pt(2)/  CoFeB(0.7)/ Pt(2)} and a 
multilayer {Au(20)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.7)]4/ CoFeB(0.55)/ Pt(2)} are 
plotted against the surface roughness of the Au underlayer in the films. The RMS 
roughness in the 10 – 20 nm length scale is used, and the roughness was modified 
through changing Au sputter power. Roughness values were measured by AFM, using 
an SSS-NCHR tip with a radius of 2 nm. 
 
Au has proven to be a useful underlayer material, both for structural and magnetic purposes. 
The Au can satisfy the need for additional structural support to maintain the mechanical stability of 
the particles while also providing interesting effects on the magnetic reversal, especially when 
combined with magnetic multilayers. It will allow for some control to be achieved over the coercivity 
of the particles with identical magnetic compositions and overall structures, using only the sputter 
power of the Au. This will allow for more complex magnetic states to be imparted in particles, 
allowing greater control over their assembly interactions, primarily through the engineering of the 
remanent state. 
 
4.3.3 Engineering the remanent state 
One way the variations in reversal fields can be used is to engineer the initial remanent state 
of the particles before they are released into liquid. While it is the goal of this work to create a system 
of particles that are ferromagnetic and can assemble in the absence of external field, it is also valuable 
to be able to control when exactly this assembly happens. Fully remanent ferromagnetic particles will 
begin interacting and assembling as soon as they are released from the substrate into liquid. Although 
substrate positioning and patterning could be used to influence the relative arrangement of particles 
and potentially influence their assembly, assembly of the particles directly during the release process 
is not desirable, as it will be difficult to observe, understand, and control.  
To overcome this problem of immediate assembly, the particle can be set to a net zero 
remanence state which could then be irreversibly switched to a fully remanent ferromagnetic state 
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when desired. This will allow particles to be released and manipulated before assembling on 
command, and will help prevent unwanted agglomeration of particles. Figure 4.16 outlines how the 
multilayered magnetic film can be combined with an Au structural layer that also modifies the 
switching behaviour of the top magnetic layer. This type of film and particle, referred to in this work 
as a ‘sandwich’ particle, will be the basis of much of the particle and assembly behaviour analysed in 
the subsequent chapters. By putting two separate magnetic multilayers on each side of the film with 
the layer structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}, the particle can have strong magnetic interactions on 
both faces while avoiding the large number of multilayer repeats that would be needed to create a 
particle composed entirely of magnetic material. It is not possible to create a particle purely from 
magnetic layers, as series of magnetic layers thick enough to remain structurally stable will not retain 
the desired magnetic properties in the film. Thus, the sandwich particle offers a useful alternative with 










Figure 4.16 Engineering ferromagnetic particles with a zero remanent state 
‘Sandwich’ particles, 5 µm in size, were created from the film in (a). By using an 
intermediate, non-magnetic layer, both sides of the particle could be switched 
independently, to create a zero remanent state particle. In (b) the hysteresis loop for the 
structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ 
Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}is given for the film, showing  
how just one magnetic layer can be accessed (red) and the various states that can be 
created. 
 
Figure 4.16 shows the MOKE hysteresis loop of the film made from this layer structure. Due 
to the differences in coercivity of the two multilayer segments in the sandwich particle, they can be 
addressed individually using different field pulses. Figure 4.16 (a) shows how, if one layer is 
independently switched, the particles go from fully remanent to a net zero state, which could then be 
reversed when needed for assembly. Figure 4.16 (b) shows the reversal in the film, with a distinct 
coercivity difference for the two magnetic layers. The lower layer of the film is grown directly on the 
silicon substrate or Ge release layer (see 4.4), which has a low roughness and allows it to approximate 
the reversal behaviour of the normal multilayer film. The bottom layer will also display a smaller Kerr 
signal due to the attenuation of the laser beam in the depth of the sample. The upper magnetic layer is 
grown on an Au structural buffer, the roughness of which drives the coercivity much higher, as 
explained previously. In the film, the softer layer grown on a Ge release layer has a coercivity of 430 
Oe, compared to 1810 Oe for the harder layer grown on the Au structural layer. Figure 4.16 (b) shows 
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how this difference in coercivity can then be translated into the difference in magnetic states seen in 
(a). The full hysteresis loop of the film is shown, including a minor loop for just the bottom, lower 
coercivity layer. The two layers have nominally the same magnetization, barring small variations from 
the differences in roughness affecting their growth conditions, and should show equal Kerr rotation. 
By using the coercivity and Kerr signal to identify the two layers, they can be addressed 
independently to alter the remanent state of the film, and this same behaviour can be translated into 
particles. 
To address the different layers, a field of over 2000 Oe is applied to the whole structure, 
saturating both layers parallel. Then, a field of 1000 Oe can be applied in the opposite direction, 
switching only the bottom, lower coercivity layer. Both are applied at a sweep rate of 2000 Oe/s. The 
exact field sequence applied can be further optimized by using pulsed fields and observing the Kerr 
rotation, to find when the bottom layer saturates without beginning the reversal process of the harder, 
top layer. 
 This sandwich particle system helps overcome the immediate assembly problem by using 
two, uncoupled magnetic layers with differences in coercivity. By taking advantage of the property 
changes from the structural Au layer, a strongly magnetic particles can be created with control of the 
remanent state, allowing it to be turned ‘on’ from a zero remanent state to a fully remanent one, so the 
activation of assembly can be controlled.  
    
4.4 Particle patterning and creation 
Now that the ideal magnetic film composition and configuration has been determined, the film then 
needs to be transformed into particles. The processing of the film to particles must ensure that the 
magnetic properties of the film is retained, in order to preserve the design choices outlined in 4.2 and 
optimized in 4.3. Additionally, care must be taken to create a pure suspension of particles in liquid. 
Any non-particle magnetic material that remains in the liquid after particle formation will be nearly 
impossible to separate from the real particles, either magnetically or by filtration, and will participate 
in any assembly, potentially disrupting the intended particle interactions. Complicating the process is 
the fact that the films must be grown on a soluble release layer, so the particles can be released from 
the substrate into liquid. 
 Previous work in Cowburn group has fabricated particles by sputtering material atop an array 
of 2 µm photoresist pillars, which were created through standard mask lithographic techniques. 
40,44,91,92 This type of photoresist pillar release method is a known method, having been demonstrated 
in literature as a way of forming micron-sized planar particles like the ones in desired in this work.93,94 
Alternative release layers such as germanium have been demonstrated with similar types of magnetic 
particles, such as permalloy vortex discs, where colloidal hole lithography was used to create a mask 
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for deposition of the disc material.95 Outside of particles release, other film release concepts can be 
found in the creation of strain-mediated micro- and nano-tubes, which are formed by selective etching 
of a release layer.96,97 A variety of other release layers, such as poly-methyl methylacrylate (PMMA), 
aluminium, are commonly used in these nano-tube applications, and could be potential candidates for 
release layers as well.98,99   
 Fundamentally, there are two ways that magnetic films (or any film) can be turned into 
particles: additive or subtractive. Both were experimented with in this work, and a schematic diagram 
of the two processes can be seen in Figure 4.17. In the additive method, a release layer is deposited on 
a substrate and subsequently patterned by lithographic methods. This leaves behind a pillar structure 
that will both define the particle dimensions and also act as the release layer after deposition. A 
magnetic film can be deposited atop this pillar, and then the pillar can be dissolved in a solvent of 
choice to effect release. Alternatively, in the subtractive method, a film of the release layer is 
deposited, followed by deposition of the magnetic film. Then, a lithographic pattern defining the 
particle shape is formed on top of the layers. This pattern will act as a mask for ion milling, where the 
film outside the mask is removed, leaving only the defined particles. As can be seen, in theory, both 
methods can be used to create the same particles, but each come with their own benefits and 
difficulties. Namely, the additive method is fast but prone to additional non-particle film being 
released as a consequence of conformal coating of the sputtered film. On the other hand, the 
subtractive method avoids conformal coating of non-particle film, creating cleaner particle 
suspensions, but many more steps are needed, thus adding complexity to the process. 
 One key aspect of the particle patterning and creation in this work is the use of direct laser-
write lithography. As covered in Chapter 3, the direct write system allows great flexibility for 
prototyping and creating different particle shapes and sizes, which would not be easily available using 
a flood illumination system. This flexibility potentially presents a unique opportunity to design 
different particle shapes to drive more specific assembly interactions, at the expense of restrictions on 
the types of photoresists which can be used for patterning in parts of the release methods.  
  




Figure 4.17 Schematic diagram of the two methods for forming particles 
Particles can be generally created either through an additive or subtractive process. In an 
additive process, a pattern is formed and the magnetic film is deposited on top of it. 
This pattern also acts as the release layer and is dissolved, releasing only film in the 
desired particle shape. A subtractive process creates a full thin film on top of a release 
layer (Al, Ge, polymer, etc). A mask is then put on the films to define the particle shape, 
and all excess film is removed. The particles are then released from the substrate.  
  
Both methods outlined in Figure 4.17 are fully explored here. A photoresist-based additive 
method and a germanium-based subtractive method are compared, showing the different particles 
produced from each. In the end, flaws in the additive photoresist method precluded it from use and 
left the germanium method as the preferred particle creation process.  
 
4.4.1 Photoresist-based release layer 
When choosing a photoresist-based release layer, the first step is to consider the various types 
of photoresist available, and their relative merits. Broadly, photoresists are split into positive and 
negative resist. Positive resists become more soluble in the resist developer after exposure to light, as 
the exposure generates free radicals in the photoresist.100 Alternatively, negative photoresist are cross-
linked under exposure, which hardens those areas against dissolution when the material is 
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developed.101 For the purposes of particle release, two important aspects related to the resist character 
must be considered: the surface roughness of the photoresist after exposure and development and the 
sidewall angle of the photoresist pillar created. 
 First, in order to retain the magnetic properties and flat planar shape desired in the transition 
from film to particle, the surface of the photoresist on which the particle is being deposited must be as 
smooth as possible. Although there is inherent roughness in the polymeric surfaces, the roughness can 
be compensated with buffer layers up to a certain degree. However, any large amplitude roughness 
will be detrimental to the particle properties. Roughness of high enough amplitude would also disrupt 
the consistent planar shape of the particles that is desired. For this reason, positive photoresist was 
chosen in the photo-resist release layer process. As the positive resist that makes up the release 
layer/pillars is not actually exposed in the patterning process, it can retain a relatively smooth surface, 
with a root-mean-square roughness (Rrms) of 1.9 nm. In contrast, negative photoresist is directly 
exposed when forming this pattern. For negative resist exposed in the direct write system, the Rrms has 
been measured at 14.1 nm, with some peak-to-peak heights reaching almost 30 nm, similar to the total 
film thickness. Comparisons of the roughness of the two surfaces can be seen in Figure 4.18, which 
are the basis for the Rrms calculations. This level of roughness and disruption is unacceptable for 
magnetic film deposition and creation of well-shaped particles, and thus negative resist was 
discounted for this application. The reason negative resist is unsuitable and contains such high 
roughness is due to the direct laser-write method. While the negative resist protocol was used 
effectively under flood exposure lithography, the light intensity needed for the very short pixel-by-
pixel exposures of the direct-write system induce large heating effects into the resist.102 This excessive 
heating can impact the surface roughness and morphology, thus making negative resist a poor 





Figure 4.18 Roughness of photoresist surfaces 
AFM scans of Shipley S1813 positive photoresist (top) and ma-N1410 negative 
photoresist (bottom) to find the surface roughness values. Both resists were exposed, 
developed, and then scanned.  
 
 Second, the photoresist needs a negative sidewall angle, or undercut, to prevent the conformal 
coating of material onto the sides of the pillars, which would prevent particle formation. As sputter 
coating is conformal, material will be deposited on all surfaces that are in the line-of-site of the 
sputtering source. Negative photoresist naturally forms with an undercut sidewall, as the lithographic 
process exposes a greater area on the top of the resist structure than the bottom. By considering the 
exposure beam as a Gaussian, the tails of the beam will be able to expose the photoresist at the top 
surface, but as the beam attenuates deeper into the resist, those areas will no longer get exposed. The 
opposite is true on positive photoresist, as this differential exposure occurs in the part of the pattern 
being removed. Hence, positive resist will lack an undercut, and take a form as seen in Figure 4.19 
(a).  
 Due to the excessive roughness of negative resist in these process conditions, it cannot be 
used, even though it possesses necessary sidewall characteristics. Luckily, a number of techniques 





Figure 4.19 Comparison of photoresist-based particle creation methods 
Three different photoresist methods were used to see which produced the best planar 
magnetic particles. (a) shows S1813 positive photoresist, (b) shows S1813 on top of a 
layer of LOR (lift-off  resist) to prevent surface contact between particle and chip, and 
(c) shows S1813 used with a chlorobenzene soak to give an enhanced undercut. 
 
Three different methods for using positive photoresist (Shipley S1813) to create a platform 
for particle formation and release are outlined in Figure 4.19. In each case the expected morphology 
of the resist is shown, along with SEM micrographs of particles created using those methods. In (a), 
the positive resist is used without modification. As can be seen from the micrograph, this meant that 
film material was able to coat the side of the photoresist, creating a misshapen particle that does not 
have the flat aspect desired. Additionally, many particles from this method were unable to be removed 
from the substrate, as the conformal film coating prevented the dissolution of the photoresist for 
release. Part (b) shows an alternative method, where a layer of LOR-B is used to create a gap between 
the positive photoresist and the substrate. This creates an artificial undercut, as the top resist layer will 
shield deposition onto the side of the LOR layer, preventing a fully conformal film coating. However, 
as the micrograph shows, the particle will still take on the shape of the positive resist layer, leading to 
similar problems as in (a). (c) shows the final, and most effective, way the photoresist can be 
modified. Chlorobenzene is used to soak the photoresist layer following exposure but prior to 
development. The chlorobenzene hardens the top portion of the photoresist layer, thus making it 
dissolve slower when developed, creating an ideal undercut in the positive resist structure, and leading 
to well-shaped planar particles. The chlorobenzene method has been shown previously to make well-
shape planar particles, and from this proven efficacy and the results shown above, it was the chosen 
method used to create the photoresist patterns for this release method.93 
 
Flaws and constraints 
While the chlorobenzene method allowed positive resist to be used to create and release 
particles, it still suffered from some flaws which eventually necessitated further improvement. The 
method did produce mostly planar particles, but, as Figure 4.20 shows, errors in the particle 
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morphology and creation of additional magnetic pieces prevented this from being a robust and re-
usable method.  
 
 
Figure 4.20 S1813 + chlorobenzene liftoff particles and chip 
Particles (left, centre) created from the developed S1813 + chlorobenzene liftoff 
process, showing bending and distortion. Remnants on chip following liftoff (right), 
demonstrating incomplete particle liftoff and origins of particle distortions 
 
As Figure 4.20 highlights, even with the chlorobenzene undercut, there was still some 
evidence of conformal film coating that impacted the particle release. Film would still coat the 
sidewalls and, in some cases, the underside of the photoresist, which meant that particles either did 
not release at all or were only released by using ultrasonication to disrupts the film. Figure 4.20 (right) 
shows that the sidewalls of the resist pillar get coated in the release process and in some cases prevent 
particles from releasing. Because of these connections between the particles and the substrate, the 
particles that get released successfully have a high number of deformities such as bending or curling. 
This is due to the release process happening sequentially, instead of all at once, when the photoresist 
is dissolved. As some parts of the particle remain stuck to the film on the substrate, the forces 
involved in the dissolving of the resist and sonication impact the particle’s mechanical structure. Since 
planar particles are desired for assembly, this uncontrolled mechanical deformation is detrimental to 
the particle structures.  
Additionally, material is also deposited on the sides of the top platform on which the particles 
form. These side-particles, which are themselves magnetic, are then released along with the particles 
and might interfere with assembly experiments. Figure 4.21 shows exactly how these side-particles, or 
‘skirts’, from the resist pillar structure agglomerate along with the magnetic particles, disrupting chain 
formation and complicating both the ability to form any structures and also analyse and understand 
what is being formed. Because the ‘skirts’ are similar to the actual particles in both size and magnetic 





Figure 4.21 Assemblies of rectangular particles with additional magnetic ‘skirts’ 
Magnetic skirts created during the deposition on photoresist patterns liftoff with the 
particles and impact particle assemblies and experiments. 
 
 While the photoresist-based release method offered an easy system, building upon previous 
work, in which magnetic particles could be made, it proved incompatible with the direct-write 
patterning and particle requirements in this work.  
 
4.4.2 Inorganic release layer 
In order to more effectively make particles, inorganic release layers were explored. As 
outlined in the schematic diagram in Figure 4.17, the inorganic release layer is deposited underneath 
the full magnetic film. Photolithography is used to define the particle shape, either as a mask for 
deposition or for an ion milling process. While this method incorporates more steps, it was found to 
yield more consistent results by avoiding the geometric issues inherent to depositing on photoresist, 
where magnetic film would end up in unwanted areas of the release layer. 
 To find the best process using an inorganic release layer, two materials were tested: 
aluminium and germanium. Aluminium can be dissolved in hydroxide solutions, while germanium is 
easily soluble in hydrogen peroxide. While both release layers were found to work, germanium 
provided a greater ease of use and was eventually adopted as the release layer for the optimized 
particle creation method.  
 
Aluminium  
In testing the aluminium release layer, two methods for defining particle shape were used, 
both described in Figure 4.22. The first (Figure 4.22 a) uses photoresist as a deposition mask on top of 
the aluminium release layer already grown on the Si substrate. This provided an alternative to ion 
milling, as the magnetic film would be deposited through the photoresist mask, which could then be 
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dissolved, leaving only the desired particle shapes behind. However, as can be seen from the 
micrograph, this method suffered from some of the same problems as previous resist-based attempts. 
Namely, the conformation of the film on the photoresist mask could not be completely avoided, which 
led to damage of the particles as the photoresist mask was removed. The second method (Figure 4.22, 
b) uses photoresist as a mask for ion milling. This provides very well-defined particles, as seen on the 
corresponding micrograph.  
 
 
Figure 4.22 Aluminium release layer liftoff 
Aluminium was tested as a potential release layer using a deposition process (a) through 
a photoresist pattern and a milling process (b) with a photoresist mask. The pattern 
deposition showed poor particle formation following resist removal. While the milling 





However, the Al release layer did show a number of flaws. The solvation product of Al and 
hydroxide is not soluble in water, leaving a cloudy suspension that makes it more difficult to image 
and observe particles. While this alone is not overly problematic, and can be fixed by washing or 
replacing the solution, the Al release also led to mechanically unstable particle (Figure 4.22, c). The 
particles would roll up when created with the Al release layer, even if they were built from 
compositions that were stable under other release methods. This is likely attributable to strain 
imparted on the sputtered layers of the particles from the lattice of the crystalline Al. Once the particle 
is released, the strain relaxed, leading to the particle seen in (c).  
 
Germanium 
Because of the flaws found in the Al release process, germanium was also investigated as a 
release layer candidate. Due to information gained from the aforementioned processes, the Ge process 
was only conducted using photoresist masking and ion milling, with the process described in Figure 
4.23 below.  
 
Figure 4.23 Process developed to create magnetic particles using germanium release 
layer 
Germanium (thickness of 50 nm) is deposited under the desired particle film. A pattern 
mask is then created using photoresist, which can then be Ar+ ion milled to remove the 
excess film. The newly patterned particles are then released from the substrate by 




The Ge process led to similarly well-defined particles to those seen in Figure 4.22 (b). The Ge 
process uses hydrogen peroxide as the solvent for the release layer. The peroxide quickly oxidized the 
Ge to GeO2, which is soluble in water. A 50 nm Ge release layer is used, as it was found to work well 
with the ion milling process and dissolve readily. The silicon chip containing the particles is also 
sonicated during the Ge dissolution step, to assist the release process and prevent particle redeposition 
on the chip. In this way, this method offers a much ‘cleaner’ process, where the reaction product from 
the release is solvated and does not interfere with further observation. Additionally, as can be seen in 
Figure 4.24 below, the particles from this method do not show any of the mechanical instability 
imparted by the Al process.  
 
Figure 4.24 Example of particles made using germanium process 
(a) 20 µm magnetic particles and (b) 5 µm magnetic particle chains, both created using 
the germanium process outlined in Figure 4.23. 
 
After a series of iterations in order to optimize the planar shape of particles and consistency of 
particle formation, a new method for patterning and creating magnetic particles was established. This 
method, which uses a Ge release layer and ion milling through a photoresist mask, overcomes many 
of the flaws in previous resist-based or inorganic release processes, ensuring that magnetic particles 




4.4.3 Particle properties 
The magnetic behaviour of the particles created from films is shown below (Figure 4.25). The 
MOKE hysteresis loops of film with a single 5x magnetic multilayer on a structural Au buffer and the 
‘sandwich’ style film are both compared with MOKE loops of single particles. As was expected, the 
coercivity is higher in the particles, but both types of particle retain the magnetic properties optimized 
in the film. Additionally, the magnetic layers in the ‘sandwich’ type particle are also able to be 
addressed independently (Figure 4.25, e). This show the remanent state can also be controlled in 
particles as well as the film. 
 
Figure 4.25 Optimized magnetic films and particles 
Final (a) film and (b) single particle MOKE hysteresis loops of single magnetic 
multilayer particles {Au(20)/Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ 
Pt(2)} and ‘sandwich’ (c) film and (d) single particle {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ 
CoFeB(0.55)/ Pt(2)}. (e) is an array of ~10 ‘sandwich’ type particles, recreating the 




Table 1 shows the Ms, Mst, and Keff for films with different buffer layers (none, Au, Ge + Au) 
and set of similarly composed particles. Through the various processing steps and different buffer 
layers, the films retain roughly the same Ms and Keff. However, these properties are not perfectly 
maintained on the transition between film and particles. In this case, the anisotropy constant drops by 
almost a half. This is likely due to the heating of the ion milling process, which leads to diffusion 
within the magnetic multilayer and damages the ideally sharp layer interfaces that promote PMA. 
However, even with this change, the particles still maintain a well-defined out-of-plane anisotropy, as 
required. 
Table 1: Properties of magnetic films on various substrates 
Substrate Buffer layer Ms (emu/cm3) Mst (emu/cm2) Keff  (J/m3) 
Si n/a 1218.1 3.35 x 10-4 1.19 x 106 
Si + 50 nm Ge n/a 1359.7 3.40 x 10-4 1.38 x 106 
Si 20 nm Au 1209.8 3.02 x 10-4 1.09 x 106 
Si + 50 nm Ge 20 nm Au 1240.9 3.41 x 10-4 1.12 x 106 
Si ‘sandwich’, 20 
nm Au 
1274.0 7.01 x 10-4 1.36 x 106 








In this chapter, we have identified, optimized, and create the particles that will be subsequently used 
for self-assembly experiments.  
 We started by laying out the parameters needed for a strong ferromagnetic particle that can 
drive its own assembly in liquid. We looked at the various magnetic considerations that need to be 
accounted for in the particle, such as strong perpendicular anisotropy, high moment per area, full 
remanence, and sharp reversal. Then, we developed a magnetic film based on CoFeB/Pt multilayers 
that could satisfy these requirements. The film was optimized for CoFeB thickness, number of 
repeats, and Pt thickness, eventually leading to a layer structure of the type {Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}.  
 Next, we addressed the need for a structural support layer, testing a number of different 
underlayer materials that could be used to provide a mechanical backbone for the magnetic portion of 
the film, thereby enabling it to exist stably as a particle in liquid. A number of different materials were 
tested, eventually leading to Au being chosen as the ideal structural material, because the magnetic 
film could retain its properties best with the Au underlayer. Further investigation was made into the 
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Au underlayer, finding that the roughness variation of Au deposited at various sputter powers could 
be used to control the coercivity of the magnetic layer. This roughness effect was investigated for both 
single and multilayers on Au. This controllable coercivity was then used to engineer the remanent 
state of the magnetic film, allowing a ‘sandwich’ type particle with two magnetic multilayers 
separated by an Au buffer to be formed. This ‘sandwich’ particle can be set to a zero or fully 
remanent state, due to the coercivity differences in the layers imparted by the Au, allowing greater 
control of the magnetization state of the particles to control assembly interactions. The addition of the 
Au layer and development of the ‘sandwich’ structure led to a final particle layer structure of {Ta(2)/ 
Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ 
CoFeB(0.55)/ Pt(2)}.  
 After fully optimizing the film, both for magnetic and structural purposes, the patterning of 
the film to particles was developed. Beginning with a photoresist-based particle release method 
already in use, it was found the photoresist method was not usable for these particles due to high 
amounts of debris in the solution after release. Thus, inorganic release layers were investigated, 
focusing on Al and Ge as the release material. It was found that Ge had the best properties for a 
release layer, and this process was developed and implemented for making particles from films. We 
confirmed that the properties of the particles match closely those of the original films, showing we 
can retain the magnetic behaviour optimized in the film construction. Next, the behaviour of the 
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5 Particle behaviour in liquid 
Collaboration: Dr. Dédalo Sanz Hernández provided expertise and computing resources for the 
Mumax3 micromagnetics simulations used to determine particle stray fields (Section 5.3.2). 
 
5.1 Introduction 
The collective and individual responses of magnetic particles in liquid have long been investigated, in 
order to take advantage of the control offered by these magnetic systems for a range of different 
environments and applications. Initial work focused on magnetic fluids such as magnetorheological 
liquids and ferrofluids, where the collective excitation of magnetic particles is used to change the 
property of the liquid. First developed the mid-1900s, magnetorheological liquids combined a fluid 
medium with micron-sized magnetic particles, often made of iron.1,2 By application of a strong 
magnetic field, the viscosity of the fluid can be changed over many orders of magnitude, lending it to 
application in mechanical systems. Similar in nature are ferrofluids, which are colloidal suspensions 
of Co- and Fe- containing nanoparticles, such as magnetite particles.3 Ferrofluids have similar 
applications in mechanical systems as seals or dampers, acting as a magnetorheological fluid, but as 
nanoparticle synthesis methods and capabilities have improved, the breadth of applications for 
ferrofluids has grown immensely, ranging from cancer therapeutics to magneto-optical devices.4–8 
Specifically, magnetic hyperthermia, where a high frequency alternating magnetic field is used to 
create heat from magnetic nanoparticles and destroy cancerous cells, has spawned a large amount of 
research, even leading to clinical applications.9,10 Further biomedical applications such as the use of 
ferrofluids for imaging contrast, biological separation, and sensing have shown great promise as 
well.11–13 All these systems use quite simple magnetic nanoparticles, such as superparamagnetic 
single-domain iron oxide particle. Ferrofluids and magnetic liquids have been further advanced by 
using more complex magnetic particles, often with anisotropic magnetic properties that can translate 
into unique fluid response. For instance, barium hexaferrite can be used to create nanoplatelets with 
perpendicular anisotropy, which then translates to interesting magneto-optical responses when 
coupled with a liquid crystal.14,15 Magnetic Janus particles of various types can be used to create 
unique fluidic structures through their asymmetric interactions, which can translate applications such 
as photonics or more advanced mechanical control of the liquid.16–18 
Most of the ferrofluids and magnetic liquids listed above use magnetic particles to create 
interesting collective responses of the fluid to magnetic fields. Recent work on more advanced 
magnetic particle types focuses on creating unique individual particle responses that can then be used 
for a more complex application. The particles incorporate properties such as vortex configurations, 
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perpendicular anisotropy, and anti-ferromagnetism that lead to new and interesting responses to 
magnetic fields.19,20 Examples of such particles include vortex microdiscs and synthetic anti-
ferromagnetic microparticles, which have found a number of biomedical applications, including in 
cancer therapy.21–25 Further uses of individual response of magnetic particles can include multi-plexed 
sensing and microrobotics.26–28 Microrobotics is an especially interesting application for an individual 
or collection of particles that can display complex field responses, and it will be explored more 
thoroughly in Chapter 6. The particles created in this work, and the assemblies we will make from 
them, fall squarely within this final category of advanced magnetic particles, where the individual 
field response of particles or assemblies can be tailored to and harnessed for complex applications.  
In order to take advantage of such properties, we must first understand the fundamentals of 
how the individual particles interact and respond to each other and to applied magnetic fields. 
Building on the principles established in Chapter 4 to create magnetic particles with PMA, this 
chapter will investigate the behaviour of the particles in three different areas: stability, interaction, and 
magnetic field response. All three areas will be analysed with an eye towards self-assembly of the 
particles. We will focus on particles created from the two film layer structures optimized in Chapter 4: 
the single multilayer particle {Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} 
and the ‘sandwich’ particle {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ 
Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. The first area of interest is particle 
stability, as the particles must retain their desired shape to interact effectively. Second, the interaction 
of particles in the absence of an applied field will be analysed, to understand their ability to assemble. 
Both stability and shape will be investigated over a range of particle sizes with the aforementioned 
film layer structures, to establish if there are any restrictions on particle size or composition that 
would impede future assembly. Third, the individual particle response to an applied field will be 
examined, with the primary goal of understanding how the different remanent states of the particles, 
established in Chapter 4, can be manipulated and used to drive on-demand assembly. By fully probing 
these three areas, we can find the ideal size and composition for particles and know the way the 
particles can be addressed and activated by an external magnetic field, in order to then use these 
particles in a self-assembly system. 
 
5.2 Particle stability in liquid 
An essential requirement for the functional self-assembly of particles is that the particles must retain 
their shape and mechanical structure in liquid. If the particles distort or deform when in liquid, the 
magnetization will no longer be well-defined with respect to the particle shape and assembly cannot 
occur in a predictable or repeatable manner. Because of the high aspect ratio of these particles (around 
1000, with thicknesses of 20 – 50 nm and lateral sizes of 5 – 20 µm) they are especially susceptible to 
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deformation under the inherent stresses present in layered metallic thin film structures and care must 
be taken in the formation of these particles to prevent this instability.29 As was outlined in Chapter 4, 
Au has been established as a component that can be added into the thin film layer structure to add 
thickness, and thus, structural stability. To find the best film structure for stable particles, we have 
investigated the stability of a number of different film layer structures at different particle sizes. In 
this section, we will outline some of the factors leading to instability in thin film particles, and then 
show the different size, thickness, and composition combinations that were used to create 
mechanically stable particles.    
 
5.2.1 Origins of instability 
During sputter deposition of thin films, stresses develop in the materials due to accumulation 
of crystallographic flaws and defects. These defects impart an intrinsic stress on the films that can 
potentially affect material properties and the stability of the thin film.29 This is especially important 
for this work, as the release of particles from the deposition substrate allows greater opportunity for 
relaxation of the stress, which would damage particle morphology. Many factors play a role in the 
stress of sputtered films, such as sputtering pressure, substrate temperature, and materials parameters, 
like melting temperature.29,30 The complex interplay of these factors makes it very difficult to fully 
understand the development of stress in films.30 While many methods such as annealing or alloying 
can be used to impact the film’s stress state, we are more concerned with tailoring the magnetic 
properties of our films, as seen in Chapter 4. For this reason, we will not attempt to change our 
materials or growth system to reduce the stress, but only look for ways to better control it when 
forming particles.  
 There are a number of factors on which we can focus to mitigate stress in our films and 
particles. The first is with the Au structural layer. Au develops high stress states when sputtered, and 
it is known that the stress increases with thickness of the Au layer.31,32 Second, balancing the stress 
from different multilayer interfaces can be a method for reducing overall film stress and 
deformation.30 Third, amorphous materials can exhibit lower stress states due to the lack of crystalline 
order and grain structure, helping to lower the overall stress of the system.30,33 In our film, CoFeB and 
Ta are both amorphous layers, which is especially useful in the case of CoFeB, as it reduces the large 
crystal mismatch and associated stress seen in crystalline Co/Pt multilayers.34 The lateral size of the 
films can also influence its stability. In studies of micrometre-sized Au tensile specimens, larger 
specimens had lower yield stresses, making the structure more susceptible to deformation.35,36 By 
accounting for these various factors, we can experiment with different particle parameters to help 




5.2.2 Size, thickness, and composition 
In order to investigate the effects of different parameters on particle stability, particles were 
created with varying size, thickness, and composition. The particles were all grown as squares, and 
variations were made in both the lateral size of the particles and their thickness. To cover a range of 
sizes that can be achieved with high precision on the direct laser write lithography system (edge 
lengths  >1 µm), particles were made with lateral areas of 5 x 5, 10 x 10, 15 x 15, and 20 x 20 µm2. 
The thickness and composition of particles was also varied, as a different thickness or composition of 
film should help balance and resist the stresses that cause particle deformation. Two compositions of 
films were chosen with the following layer structures: the first is a magnetic multilayer on an Au 
backbone {Au(t)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} where t = 10, 20, 30, 
and 40 nm of Au; the second is a ‘sandwich’ film made of two magnetic multilayers sandwiched 
around an Au structural layer (as introduced in Chapter 4.3.3) {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. 
Since the magnetic multilayer structure {Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} 
has a total thickness of about 12 nm, the overall thickness of the particle from the ‘sandwich’ film is 
comparable to the thickness of the single multilayer particle with tAu = 30 nm. By creating particles 
over this size, thickness, and composition range, we can get a full understanding of how these 
different properties will affect the stability of the particles.  An example of the deformation that can 
be seen in the particles is given in Figure 5.1, which compares a 5 x 5 µm2 ‘sandwich’ particle with a 
5 x 5 µm2 particle that is composed of only the magnetic multilayer, equivalent to the first particle 
type mentioned with tAu = 0 ({Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}).   
 
 
Figure 5.1 Stability of thin film particles at different thicknesses 
Comparison of a 5 x 5 µm2 square particle made from a 40 nm thick magnetic film (left) 
of the structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ 
Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} with a particle of 12 nm 




Figure 5.1 highlights the difference in stabilities that can be seen in particles of different 
composition and thickness, as the ‘sandwich’ particle retains its shape while the thinner particle, 
composed of only the magnetic multilayer, deforms. 
 
Defining particle stability 
To effectively analyse the stability of particles, we must first have a metric to describe it. To 
do this, we will use the lateral aspect ratio of square particles, determined by imaging the particles and 
computing the length of the axes l1 and l2 of the particle using ImageJ, with l1 being the short axis of 
the particle and l2 as the long axis of the particle, keeping the two axes perpendicular during 
measurement. Figure 5.2 (a) shows how this can be measured on a stable particle and a deformed 
particle. By using this construction, an ideal square particle will have an aspect ratio of 1, and any 
value below that will be indicative of some sort of deformation. There is some processing-related 
variation in the dimensions of the lithographically formed particles, so any particle exceeding a 
measured lateral aspect ratio of 0.95 will be considered un-deformed. Because of the relatively large 
size of the particles, optical microscope images, such as those in Figure 5.2 (b), were used to conduct 
the lateral aspect ratio measurements. To create the particle samples used here, particles in water were 
deposited on silicon chips, and the water was allowed to dry. The particles were then imaged on the 
surface of the silicon chip after drying. 
 Figure 5.2 (c) shows the result of the stability tests on the various particle sizes, thicknesses, 
and compositions. In each case, the aspect ratios were taken from 20 – 30 particles, which are then 
averaged to create a value for that particle type. It is immediately clear that particles with a single 
magnetic multilayer on a structural buffer will deform as the lateral size of the particle increases. The 
deformation becomes worse as the particle is made thicker, which matches results from literature that 
show the stress of Au layers increases with thickness.31 As the thickness of the structural Au layer 
goes from 10 nm (Figure 5.2 (b), blue points) to 20 and 30 nm (yellow and orange points), the 
stability of the particles actually gets worse, demonstrated by the smaller average aspect ratio. Once 
the Au layer reaches a thickness of 40 nm (purple points), there is some improvements, as the aspect 
ratio of the 10 and 20 µm particles is improved versus the same size at Au thicknesses of 20 and 30 
nm. However, in general, the single multilayer particle proves insufficiently stable at all thicknesses 






Figure 5.2 Measuring particle stability versus composition using aspect ratio 
The aspect ratio of a series of particle of different composition and size were measured, 
using the method shown in (a). Ensembles of particles of different size and composition 
were categorized in this way using optical microscope images (b), where the blue scale 
bar corresponds to 20 µm. A comparison between the different types of particles is 
given in (c). The error bars represent one standard deviation around the average aspect 
ratio. Some lateral size values were slightly shifted to improve readability – all particles 
were made in sizes of 5, 10, 15, and 20 µm. A particle with a backbone is a single 5x 
magnetic multilayer on an Au layer of the given thickness, while a sandwich particle is 





When compared with the ideal aspect ratio of 1, represented by the thick cyan line, the 
‘sandwich’ type particles are able to maintain ideal or near-ideal stability at all sizes. With the Au 
layer in the middle surrounded by two identical magnetic multilayers, it is likely the stresses in the 
particle are more balanced compared to the single multilayer particles. It is also possible that, by 
beginning the growth of the particle on the Ge release layer using amorphous Ta, instead of crystalline 
Au, there is less stress induced in the structure due to mismatch of the crystalline layers.  
Additionally, Au films grow with poor adhesion on oxides, and Ge forms a passivating oxide 
layer.37,38 This poor adhesion can lead to a less continuous film and could account for the poorer 
stability of particles in which there is a Ge/Au interface.   
Overall, particles can be created to be mechanically stable and consistent using the ‘sandwich’ 
configuration at all particle sizes from 5 – 20 µm. Additionally, single multilayer particles can also be 
made with Au structural layers of either 10 or 40 nm, as long as the size is kept below 10 µm. Except 
where explicitly noted, the subsequent experiments in this work (including assembly experiments 
presented in Chapter 6) will use ‘sandwich’ particles in all cases to take advantage of the superior 
stability of the structure.  
 
5.3 Particle interactions in liquid 
After looking into the stability of different particles sizes, it is important to investigate how the 
interactions between particles change with their size. To create an equilibrium self-assembly system 
using the magnetic particles, inter-particle interactions must be able to drive the assembly of particles 
in the absence of an external magnetic field or other energy input. The energy of the interaction, and 
thus, the force between particles, is determined by the interaction of the stray field from one particle 
with the moment of another, taking the form 𝐸𝐸 =  −𝑚𝑚 ∙ 𝐵𝐵. We have previously addressed in Chapter 
4 the necessity for high moment particles and have optimized the particle construction in that 
direction. All particles will use the same magnetic film layer structure {Ta(2)/ Pt(2)/[CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}, which means all the particles will have the same magnetization per 
unit area. Thus, the moment of the particles will scale with the lateral area of the particle. The increase 
in moment with particle size would initially, according to the equation above, seem beneficial for 
driving stronger interactions. However, the other component of the interaction, the magnetic flux B 
from the stray field of the particle, is not favoured in larger particles in the near field. This is because 
the larger a particle of PMA thin film material becomes, the more it approximates an infinite sheet 
with perpendicular magnetization. In the extreme case of an infinite sheet, the demagnetizing factor 𝑁𝑁 
of the sheet is 4π in the Z (perpendicular) direction and the sheet does not produce any external stray 
field, as a consequence of Gauss’s law. Gauss’s law defines ∇  ∙  𝐵𝐵 = 0. In the infinite sheet, 𝐵𝐵 =
110 
 
(𝐻𝐻 + 4𝜋𝜋𝑀𝑀) and 𝐻𝐻 = 𝐻𝐻𝑑𝑑𝑥𝑥𝑡𝑡 + 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑. With no external field and 𝐻𝐻𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  −𝑁𝑁𝑀𝑀,  𝐵𝐵 = 0 inside the 
sheet and must also equal zero outside to satisfy ∇  ∙  B = 0. Two infinite sheets would then have 
interaction energy of zero, as there would be no magnetic flux between the particles to drive the 
interaction. As particles get larger, then, the interaction energy will not just increase proportionally to 
the increasing moment, but be moderated by the change in field profile of the larger particles. 
Additionally, as the particles grow in size, the mass of the particle scales with the particle volume as 
well. Increased mass can be a factor in the strength of frictional and drag forces that act on particles in 
liquid, which could also potentially impede their self-assembly.   
We have experimentally investigated the interactions between single particles of different 
sizes, analysing the propensity of the different particles to assemble in the absence of an external 
magnetic field. We have compared these experimental results with calculations of the interaction 
energy and forces of the particles and the stray field profile of the particles, to help understand the 
ideal size for particle interactions and assembly.  
 
5.3.1 Interaction vs size 
Experiments of particle interactions with particles of varying size were conducted. The 
particles, all of the same ‘sandwich’ type with the layer structure {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}, 
were created with lateral sizes of 5 x 5, 10 x 10, 15 x 15, and 20 x 20 µm2. The particles were then 
deposited in water onto a silicon chip. The particles were continuously observed and imaged while in 
a droplet of water which was on the silicon chip, and the focal plane of the microscope was at the 
surface of the silicon chip, to allow stable imaging of the particles, as focusing on actively settling 
particles was not feasible. While being imaged, the particles were saturated under a magnetic field of 
4000 Oe. The field was then turned off, and particles were left to interact in the absence of field, 
under the influence of their own magnetic moments to drive interactions. A small remanent field from 
the magnet still exists and aids in aligning the particles for assembly. However, as we will explain 
below, while the remanent field helps with particle alignment, it is not large enough to drive the 
interactions seen. A number of different pair-wise particle interactions were observed, examples of 
which are given below for the four sizes studied. Figure 5.3 shows the interactions for 5 x 5 (Figure 
5.3, a) and 10 x 10 (Figure 5.3, b) µm2 particles, which were both able to effectively interact and 
assemble under these conditions. Both particle types showed similar behaviour. First, the particles 
slowly moved until their surface normal were aligned and coaxial, while also slowly moving closer 
together. This can be seen in the left-most images in Figure 5.3 in both cases. Then, the particles were 
quickly drawn to assemble. Figure 5.3 provides timescales for the intervals between these steps. The 
first alignment process is the longest, while the rest of the interaction proceeds much more swiftly in 
both cases. This can be understood because the highly anisotropic particles have their magnetic 
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moment aligned with the surface normal, so the energy and forces driving interaction are strongest 
when the particles are aligned along this direction. The particles interact and align in this fashion 
because of the small remanent field of the electromagnet, which keeps the particle moments parallel 
and prevents rotation of the particles.  Due to the geometry of the imaging setup, it is difficult to avoid 
this remanent field, which has a magnitude of about 5 Oe. The remanent field is mostly uniform 
leading to a field gradient of ~0.05 Oe/mm. The force from this gradient can be estimated at ~10-17 N, 
which is much smaller than the magnetic interaction force between particles, which range from 10-8 to 
10-14 N.  Thus, while the remanent field aids in alignment, it is not responsible for the forces seen 
causing particle interactions. 
  
 
Figure 5.3 Interactions of 5 x 5 and 10 x 10 µm2 square particles 
The interactions between (a) 5 x 5 µm2 and (b) 10 x 10 µm2 particles are shown. The 
four pictures represent the sequence of the interaction of two saturated particles in the 
absence of an applied magnetic field. The time intervals separating the pictures are 
given. Red arrows denote the interacting 5 x 5 um2 particles, to distinguish them from 
debris in the image. The blue scale bars correspond to 20 µm.  
 
Both the 5 x 5 and 10 x 10 µm2 particles were able to assemble with only the remanent field 
influence from long distances (>40 µm of initial separation). This is a strong preliminary proof that 
these particles can be used to self-assemble larger structures, even in sparse liquid suspensions of 
particles.  
 The same experiment was repeated with 15 x 15 and 20 x 20 µm2 particles, the results of 
which are displayed in Figure 5.4. However, in the case of the larger particles, assembly did not 
proceed smoothly. As the figure shows, both of the larger particles required external energy input into 
the system, either in the form of mechanical agitation or application of a large field gradient (~10 
Oe/mm, 10-14 N force). The field gradient allowed particles to be drawn closer together, while 
112 
 
mechanical agitation allows to particles to be ‘un-stuck’ from the silicon surface onto which they had 
settled. None of the particles used here are colloidal, so all are expected to settle out of the liquid over 
time (usually on timescales of minutes to hours). However, the larger 15 x 15 and 20 x 20 µm2 
particles are seen to be prevented from assembling after settling onto the silicon surface, likely 
because of their larger size and mass.  
 Figure 5.4 does show that the larger particles are interacting and attempting to assemble, but 
they cannot easily overcome these inertial and frictional barriers to complete the process. In both 
cases, the particles would sit at separations of 20 µm or less but would not show any visible 
interaction or proceed towards assembly on an observation times of more than 300 seconds. This 
separation is far smaller than the separations overcome by the 5 x 5 and 10 x 10 µm2 particles, 
demonstrated in Figure 5.3. It was only with the addition of agitation or other external energy inputs 
that the interaction could proceed. When it did, the assembly could occur quite quickly, as seen in 



















Figure 5.4 Interaction of 15 x 15 and 20 x 20 µm2 particles 
The interactions between (a) 15 x 15 and (b) 20 x 20 µm2 particles are shown. The three 
pictures show the sequence of interaction between two saturated particles in the absence 
of an applied magnetic field. The additional arrows and notes show when either 
agitation or an applied field gradient was used to assist the interaction. The overall time 
of the interaction from start to finish is shown. The blue scale bars correspond to 20 µm.  
 
As opposed to the 5 x 5 and 10 x 10 µm2 particles, the 15 x 15 and 20 x 20 µm2 sizes do not 
appear to be good candidates for self-assembly. Even though the larger particles have a higher 
moment, they cannot effectively assemble without external energy inputs. Relying on external energy 
inputs like vibration would introduce uncertainty into the assembly process, which should be avoided 
in order to create a controllable system. 
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 In order to further understand and quantify these pair-wise particle interactions, calculations 
of the interactions energy and the particle stray field, along with drag and frictional forces, were 
conducted, to correlate the energy and field profile with the experimental interactions seen above. 
 
5.3.2 Calculation of interaction energy 
Particle interactions were quantified by calculating the interaction energy of the particles in a 
number of different geometries. The interaction energy can give an idea of the relative depth and 
gradient of the energy driving inter-particle interactions. This information can be used to effectively 
compare particles of different geometries to understand the favourability of different interactions. The 
interaction energy is derived from the Rhodes-Rowlands equation for interaction energy.39 
Additionally, the stray field profiles of the particles were calculated using Mumax3, to understand 
how the field changes with particle size.40 By understanding how the energy and field change, we can 
further our understanding of the interactions and assembly of the particles. 
 The interaction energy was calculated in two different geometries, which are outlined in 
Figure 5.5. Figure 5.5 (a) defines the particle dimensions used in these calculations, where a fully 
magnetized square prism is created with a set thickness and equal edge lengths which correspond to 
the lateral size of the particle. The magnetization is perpendicular to the surface of the particle. This 
particle is used in two ways: first, the interaction energy is calculated at a fixed particle separation and 
for varying lateral size of the particle (Figure 5.5, b). The interaction energy is also calculated for 
particles of fixed lateral size and varying z-separation (Figure 5.5, c). These two different variants will 





Figure 5.5 Schematic diagram of particle calculation conditions 
The different conditions used for calculating particle interaction energies are shown. (a) 
shows the square particle used for the calculations, defining the ‘lateral size’ and 
‘thickness’ dimensions along with references axes, while also highlighting the direction 
of magnetization perpendicular to the particle. (b) gives the geometry used for 
calculating interaction energy versus particle size, where (c) gives the geometry for 
interaction energy versus particle separation.  
 
In all the calculations presented below, the particle is taken to be a square prism with a 
thickness of 10 nm and a lateral size between 1 and 100 µm. This thickness is approximately the 
thickness of the metallic multilayer used in the real ‘sandwich’ particles, so the interaction between 
two of these prisms should provide an effective analogue to the real interactions of two particles 
containing such multilayers. Additionally, the prism will be fully magnetized with a magnetization of 
330 emu/cm3, which was determined by calculating the moment from 2.75 nm of CoFeB with an 
average Ms of 1200 emu/cm3 (taken from Chapter 4, Table 1) and distributing it evenly through the 
full 10 nm thickness of the square prism. This will allow the particle to have a realistic moment 
derived from the real moment of the ‘sandwich’ particles with two of the {Ta(2)/ Pt(2)/  
[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} multilayer. The interaction energy will be calculated 
as both total energy and energy per area. It is interesting to include energy per area because, given the 
particles have the same thickness and density, this can be thought of as the interaction energy per unit 
mass. Since some retarding forces, like surface frictional forces, depend on particle mass (see p. 116 – 
116 
 
119 for analysis of drag and frictional forces), this can give additional information about the particle 
interactions that might not be captured in the total energy comparison.  
 First, the interaction energy between two particles was calculated for particles of increasing 
lateral size. This was done at a number of set separation distances, shown in Figure 5.6. As Figure 5.6 
(a) demonstrates, interaction energy increases with particle size, for all separation distances. It does 
not increase directly with the square of the lateral size, showing that it does not increase purely with 
the growing moment of the particle, but is modified by the particle’s stray field. This can be verified 
by looking at the interaction energy per area. When comparing particles with a set thickness and 
magnetization, normalizing by area also normalizes by the moment of the particle.  In the per area 
calculation (Figure 5.6, b), it is clear that smaller particles are favoured, at least at small separation 
distances. We will see below (Figure 5.9) that the change in shape of the curve from 100 nm 
separation to 1 µm separation is the cross-over between near-field and far-field effects for the small 
particles. Smaller particles, due to the planar shape of the film, will have larger average stray fields 
close to the particles, but these will decrease at a greater rate compared to the larger particles, leading 
to the cross-over in the interaction energy per area seen here as the particle separation is increased.  
 Overall, however, the larger particles show stronger interactions, in terms of total magnitude, 
for all separations. On a per area basis, at small separations smaller particles are favoured, but at 
longer separation distances the larger particles once again show stronger interactions. 
  
 
Figure 5.6 Particle interaction energy versus size 
The (a) interaction energy and (b) interaction energy per area between two square prism 
particles with different sizes is shown. The calculation is made using the Rhodes-
Rowlands interaction energy. The calculation was conducted using particles with a 
thickness of 10 nm and a square lateral area, where the side length of the square is 
defined by the ‘Particle lateral size’. The particles were given a magnetization of 330 
emu/cm3 evenly distributed through the 10 nm thickness. Interaction energy calculations 
were conducted at various z separations (where z is perpendicular to the particle surface, 




Particle interaction energy versus separation, shown in Figure 5.7 and Figure 5.8, tell a 
similar story of how these particles will interact. On an overall energy basis (Figure 5.7), the larger 
particles, with their greater moment, have a larger interaction energy, which should favour more 
effective assembly.  
 
 
Figure 5.7 Interaction energy versus particle separation 
The interaction energy is calculated versus the Z separation of two particles, for a 
number of different particle sizes (defined by the lateral size of the particle). The 
calculation is made using the Rhodes-Rowlands interaction energy. The particles were 
given a magnetization of 330 emu/cm3 evenly distributed through the 10 nm thickness. 
This is presented for particles of lateral dimension 1, 5, 10, 15, 20, 50, and 100 µm, to 
cover the range of particle sizes which will be created and also give three orders of 
magnitude change in particle size. The particle separation is varied from 0 to 50 µm.  
 
 However, at small particle separations, the interaction energy per area is favoured for the 
smaller particles, although this quickly falls off as particle separation increases (Figure 5.8). At large 
separations, interaction energy per area favours the larger particles. It is only at the smallest separation 
distances that small particles dominated in terms of interaction energy per area. Since assembled 
particles will have a separation of zero, this stronger interaction could prove useful for sustaining 




Figure 5.8 Interaction energy per area versus particle separation 
The interaction energy per area is calculated versus the Z separation of two particles, for 
a number of different particle sizes (defined by the lateral size of the particle).  The 
particles were given a magnetization of 330 emu/cm3 evenly distributed through the 10 
nm thickness. This is presented for (a) particles of lateral dimension 1, 5, 10, 15, 20, 50, 
and 100 µm, to cover the range of particle sizes which will be created and also give 
three orders of magnitude change in particle size, and is presented over a separation 
range of 0 to 50 µm. (b) shows the same particles over a separation of 0 to 10 µm. 
 
The differences in total interaction energy and interaction energy per area can be explained 
well by looking at the stray field profiles of the magnetic particles. As mentioned previously, PMA 
materials have a unique stray field profile due to the high demagnetizing factor of the planar thin film. 
The demagnetizing factor varies the most at the edges and corners of the particles, where it deviates 
strongly from the infinite film approximation. Examples of this can be seen in the stray field profiles 
of a 1x1 µm square particles presented in Figure 5.9 (a) and (b).  
Stray field of particles were calculated using the micromagnetics simulation program 
Mumax3. Cells of 0.1 µm x 0.1 µm x 5 nm were used for the calculations with the 1 x 1, 5 x 5, and 10 
x 10 µm2 particle, while cells of 0.1 µm x 0.1 µm x 10 nm were used for the larger 15 x 15 and 20 x 
20 µm2 particles, due to computational limits on the number of cells possible in the simulation box. 
While the larger cells will give a sparser view of the field profile, it should be sufficient for comparing 
the general trends of the field. In all cases the magnetic particle is taken to be a 10 nm thick particle 
with a uniaxial magnetization of 330 emu/cm3 perpendicular to the plane of the particle, to get the 
field profile at the surface of one of the multilayers of the ‘sandwich’ particle. 
Because the greatest sources of stray field in these particles come from the edges, and as 
particles grow, the edge length grows with linearly lateral size while the area grows with its square, 
the average stray field across the particle will decrease in the near-field regime at larger particle sizes. 
A full comparison of the average stray field in the perpendicular direction, Bz, from particles of 
different sizes is shown in Figure 5.9 (c). At short distances, smaller particles have a much stronger 
average stray field compared to larger particles. However, beyond a distance of about 600 – 800 nm 
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from the particle surface, the field from the smaller particles drops below that of the larger particles. 
We can consider this the transition from the near-field regime, where the average stray field is 
governed by the specific demagnetizing state of the particle, to the far-field regime, where a dipole-
like view of stray field will depend entirely on the moment of the particle, which favours the larger 
particles. Comparison between Figure 5.9 (c) and Figure 5.8 (b) clearly demonstrates that the stray 
field profile of the particle is responsible for the dependence of the interaction energy per area. The 
two graphs show similar (though inverted) character, including similar intersections between the 
curves for particles of different size.  With this additional information, we can understand why larger 
particles have stronger interactions on an absolute basis, but in the near-field regime, smaller particles 
interact much more strongly on a per area basis.  
 
 
Figure 5.9 Stray field profile of magnetic particles 
The stray field profile of magnetic particles of different size were calculated using 
MuMax3. All particles were 10 nm thick with a magnetization of 330 emu/cm3. The 
stray field profile of a 1 µm particle is shown from (a) above the particle at a height of 
10 nm from the surface and (b) from a side view of the particle. Diagrams below (a) and 
(b) show the location of the field plot relative to the particle. (c) shows the average stray 




The interaction energy per area is favoured in the near-field regime for smaller particles, which 
shows these particles should have a stronger driving force for assembly relative to their size and mass 
at short separations and stronger binding energy between two particles relative to their size and mass 
when they are in contact. 
However, most interactions between particles will occur in the far-field regime, which is much 
more dependent on the overall moment of the particles. Anecdotally, the experimental assembly of 20 
x 20 µm2 particles occurred quickly compared to the other particle sizes (Figure 5.3, Figure 5.4), but 
was unable to proceed without additional outside agitation. In theory these far field interactions 
should favour the larger particles, both on an absolute and per area basis, which supports the quicker 
assembly quoted above. To understand why the larger particles cannot complete the assembly process, 
we analysed the drag and frictional forces felt by the particles. 
In order to understand the drag forces on the particles in water, we can use a form of Stokes’ 
drag to find the fluid forces resisting particle motion. Our particles, due to their small size, have a 
small Reynold’s number, as is true of many systems at the micron length scale.41 For small particles 
with a low Reynold’s number, inertial forces can be discounted, allowing the Navier-Stokes equation 
to be solved in the viscous limit. Stokes’ law is the solution for a low Reynold’s number spherical 
particle, but also a solution can also found for a circular plate, which mimics the shape of our particles 
and their interaction. The drag force acting on a circular plate is defined in Eq. 5-1.42 
 
 𝐹𝐹𝑑𝑑 = 16𝑑𝑑𝑟𝑟𝑣𝑣 Eq. 5-1 
 
𝐹𝐹𝑑𝑑 is the drag force, 𝑑𝑑 is fluid velocity, 𝑟𝑟 is particle radius, and 𝑣𝑣 is the fluid viscosity. Using this 
equation, the drag force on the particles can be calculated. This was done by taking particles at a set 
separation and calculating the magnetic interaction forces between the particles. Then, assuming the 
particles start at zero velocity, that interaction force can be used to calculate the acceleration of the 
particle, taking the particle volume and assuming a density of 18 g/cm3, which was calculated as a 
weighted average of the various elements in the metallic particles. We assume constant acceleration of 
the particles under the interaction force, and, with a step size of 10 nm, calculate the particle velocity 
after that acceleration step. This velocity can then be substituted into the drag force equation, along 
with the particle lateral size as radius and a viscosity of 8.9 x 10-4 Pa • s, which is the viscosity of 
water.  
 The magnetic interaction force perpendicular to the particle (Force in z-direction) for various 
particle sizes and separation are listed below in Figure 5.10 (a), and the drag forces calculated from 
those interaction forces are listed in (b). The drag forces are roughly an order of magnitude lower than 
the magnetic interaction forces, which is reasonable, as the drag forces obviously do not prevent 
smaller particles from moving and interacting, as seen experimentally above. To see how the 
interaction force and drag force scale with increasing particle size, the two forces (normalized) are 
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compared for particles with 10 µm of separation. Figure 5.10 (c) details this comparison, showing that 
the drag force initially grows at a faster rate with increasing particle size, but then the rate of growth 
slows and becomes less than that of the interaction force, as can be seen by comparison of the slopes 
in the normalized forces. Finally, by equating the drag force (Eq. 5-1) and the interaction force, a 
terminal velocity can be found for each particle size, which is shown in Figure 5.10 (d).  
 
 
Figure 5.10 Comparison of interaction and drag forces for different particle sizes 
(a) Interaction and (b) drag forces are given for a number of particle separations over a 
range of lateral sizes. The drag force is calculated used a modified Stoke’s drag 
equation. (c) compares the normalized interaction and drag force for particle with a 
separation of 10 µm. (d) shows the terminal velocity of particles at 10 µm separation, 
found by equating the interaction and drag forces.  
 
Similar to the energy calculations seen above, larger particles are favoured in this comparison. 
The larger particles reach a larger terminal velocity, as the increasing drag force is overwhelmed by 
the increase in magnetic interaction force. Clearly the drag force will play a role in governing and 
modifying particle interactions, but it does not account for the lack of assembly seen experimentally 
in larger particles.  
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 After accounting for drag force, which covers the frictional forces between particles and the 
liquid, we can also look at the frictional forces between the particles and the silicon substrate on 
which experiments are occurring. As mentioned previously, these particles are not colloidal and will 
settle onto the substrate. Larger particles will settle more quickly, as the balance between gravitational 
forces and fluid drag will also favour a higher terminal settling velocity. Since the 15 x 15 and 20 x 20 
µm2 particles were seen to completely stop, and need high energy inputs to come unstuck, we 
calculate a static frictional force to compare with the magnetic interaction force. The static frictional 
force is defined by Eq. 5-2.  
 
 𝐹𝐹𝑑𝑑𝑑𝑑𝑥𝑥 =  𝜇𝜇𝑠𝑠𝐹𝐹𝑛𝑛 Eq. 5-2 
 
 𝐹𝐹𝑑𝑑𝑑𝑑𝑥𝑥 is the maximum static frictional force, 𝜇𝜇𝑠𝑠 is the coefficient of static friction, and 𝐹𝐹𝑛𝑛 is 
the normal force, which will be provided by gravity. The normal force is calculated using the particle 
volume, a density of 18 g/cm3, and gravitational acceleration of 9.81 m/s2. Static friction is a threshold 
force, so a force equal or greater than Fmax must be applied to the sample to overcome it. Figure 5.11 
plots the maximum static frictional force for 𝜇𝜇𝑠𝑠 of 1, 2, and 3 alongside the absolute value of the 
magnetic interaction force. It is extremely difficult to precisely define the coefficient of friction for 
this specific situation, as the coefficient varies with materials, lubrication, and the magnitude of 
normal force being applied. We can approximate values by looking at experimental studies and 
simulations of friction coefficients for microparticles, along with examples of bulk friction analysis on 
materials of interest. Studies of silica microparticle find a coefficient of about 1, while the coefficients 
of friction on a number of different silicon/silicon and silicon/polymer microstructure interfaces were 
found to range from 0.01 – 7.8.43,44 Additionally, tests on bulk interfaces of silicon and Al at low 
(macroscopic) loads found coefficients in the range of 0.1 – 3.45 By calculating the maximum static 
frictional force with a number of coefficients in this range (𝜇𝜇𝑠𝑠 = 1, 2, 3) we can see how the frictional 





Figure 5.11 Static frictional forces versus particle size 
The static frictional force, based on the normal force from the particles under gravity 
and the coefficient of static friction µs, is compared with the interaction force between 
magnetic particles. The absolute value of the interaction force is given. The interaction 
force was calculated over a range of particle sizes for a separation of 10 µm. It is 
compared with the maximum static frictional force for µs of 1, 2, and 3. (a) shows the 
full range of particle lateral size from 1 – 100 µm, while (b) shows the range of interest 
between 1 – 30 µm.  
 
Figure 5.11 lays out the frictional force at these three coefficients of friction, compared with the 
absolute value of the magnetic interaction force. Figure 5.11 (a) compares the forces over a lateral 
size range of 1 – 100 µm, while (b) focuses on the range of interest, from lateral size of 1 – 30 µm. As 
can be seen in Figure 5.11 (b), for 𝜇𝜇𝑠𝑠 = 3, the frictional force dominates the interaction forces except 
in the size range of 10 to 20 µm. While this does not match exactly with our experimental results, it 
shows that we can have small regions where the interaction force can overcome the frictional force 
and prevent particles from sticking, but as particle size increases, the static friction begins to 
dominate. Additionally, the real system will likely have a non-constant coefficient of friction that 
depends on the normal force, specific interaction conditions, and other complexities. Strong static 
frictional forces on larger particles offers a reasonable explanation for why the 15 x 15 and 20 x 20 
µm2 particles are impeded during the interaction process, while smaller particles have a larger enough 
interaction force, relative to their static friction, to allow assembly to proceed. 
By using experimental observations of pair-wise particle interactions, in conjunction with 
calculations of the particle interaction energies and frictional forces, we can come to a more complete 
understanding of how these particles interact. At long distances, larger particles, with larger magnetic 
moments, see stronger interactions. However, due to their greater mass, these large particles are 
impeded from assembling by frictional forces. Only particles with a lateral size of 10 µm or smaller 
were seen to assemble without external energy input. Additionally, these smaller particles will show 
stronger interaction energy per area (and mass) when in contact, due to their stronger average stray 
field in this regime. Thus, these <10 µm particles will be able to better sustain assemblies and not be 
easily dis-assembled. Because of these reasons, we will focus on particles with lateral dimensions of 5 
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and 10 µm for investigating the particle responses to external field (5.4) and particle assemblies 
(Chapter 6).  
 
5.4 Particle response to an applied field 
The response of individual particles to an external applied field is important to understand, so 
particles can be manipulated and activated in a controlled manner. In this section we will look, both 
theoretically and experimentally, at how the two different particle types respond to an external 
magnetic field. First, we will look at the single multilayer particle, where the particle is composed of a 
structural buffer and one magnetic multilayer, with a layer structure {Au(20)/ Ta(2)/ 
Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. Second, we will analyse the behaviour of the 
‘sandwich’ type particle containing two magnetic multilayers {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)}. 
The ‘sandwich’ particle is especially interesting because it can exist in two states: fully remanent 
(saturated) with moments parallel and zero remanence with moments anti-parallel. The fully remanent 
state is essentially identical to the single multilayer particle, as both can be approximated as a fully 
remanent macrospin, albeit with different total moments.  
 Understanding the response of the zero remanence, anti-parallel ‘sandwich’ particles is 
crucial to take advantage of the zero remanence state in this self-assembly context, as the particle 
must be able to irreversibly switch to a fully remanent, parallel state in liquid in a controllable 
manner. A useful analogue to this situation exists in literature, where synthetic anti-ferromagnetic 
(SAF) particles with PMA were created in liquid and showed a series of unique magneto-mechanical 
transitions in liquid depending on the field strength and particle composition.19,20 In these magneto-
mechanical transitions, the particle changes is orientation versus the applied field to minimize its 
energy. In our case, the two layers of the ‘sandwich’ particle do not have interlayer coupling like the 
SAF particles, but based on the example of the SAF transitions, we do not expect the anti-parallel 
‘sandwich’ particle to simply switch to a parallel remanent state at field values equal to the particle 
coercivity. For this reason, it is important to probe the energy states of the particle under an applied 
field, to determine how and at what field values the particle will be able to switch to a parallel 
remnant state.  
 To undertake the theoretical analysis of the particle response, we will use a Stoner-Wohlfarth 
type model of the energy of the particle.46 This zero temperature macrospin model will calculate the 
Zeeman and anisotropy energies of the particle under an applied field. This will give the total energy 
of the particle in the field, and we can use the expression to then minimize this energy and find the 
preferred state of the particle. The total energy can be calculated for both a particle with a single 
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multilayer (ESM, Eq. 5-3) and a ‘sandwich’ type particle (ESD,  Eq. 5-4). The equations, the basis for 
which was discussed previously in Chapter 2, are shown below: 
 
 
 𝐸𝐸𝑆𝑆𝑀𝑀 = −𝑀𝑀𝑉𝑉𝐻𝐻𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃1) + 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓  𝑉𝑉 sin2(𝜃𝜃1) Eq. 5-3 
 
 
 𝐸𝐸𝑆𝑆𝐷𝐷 = −𝑀𝑀1𝑉𝑉𝐻𝐻𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃1) + 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓,1 𝑉𝑉 sin2(𝜃𝜃1)
−𝑀𝑀2𝑉𝑉𝐻𝐻𝑀𝑀𝑀𝑀𝑠𝑠(𝛼𝛼 −  𝜃𝜃2)





In Eq. 5-3, the first term is the Zeeman energy and the second the anisotropy energy. For Eq. 
5-4, the Zeeman energy is given by the first and third terms, while the anisotropy energy is calculated 
from the second and fourth terms. The ‘sandwich’ particle has two separate magnetic layers, which is 
the reason for the additional energy terms. Mn is the magnetization of magnetic layer n while Keff, n is 
the anisotropy constant of layer n. H is the applied field and V is the volume of the magnetic layer. In 
this section, the layer will be taken to be 5 µm x 5 µm x 10 nm, with a magnetization of 330 emu/cm3, 
to give an equivalent moment to the real multilayer structure. The hard axis saturation field is taken as 
Hk = 5500 Oe, found from measurements of a patterned multilayer sample (Chapter 4, Table 1), and 
used to find the anisotropy constant through the relationship  𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓 =  
𝐻𝐻𝑘𝑘𝑀𝑀𝑠𝑠
2
. The angles referenced in 
the equations can be found in Figure 5.12, which shows the relationship between easy axis, applied 
field, and the magnetic moments of the particle. In our model, we will keep the particle stable and 
change the angle of the applied field. In reality, the particles are subjected to a linear field, and the 
particle will rotate to align itself in its lowest energy configuration in this linear field. Thus, the value 





Figure 5.12 Geometry of particle energy calculations 
The different geometries used for calculations of the energy state of the particles are 
shown, where (a) corresponds to the single multilayer particle ESM and (b) to the 
‘sandwich’ particle ESD.  
 
Using this model, we can calculate and probe the energy states of different particle 
configurations and alignments to find the lowest energy state. We can then investigate if this state is 
achievable by the particle. Since the particles in liquid are free to rotate, and can do so easily, the 
particle will tend toward the lowest energy state, unless that state is inaccessible due to the magnetic 
configuration of the particle. We will also be able to better understand how the particle can switch 
from the anti-parallel to parallel state under this framework. 
 We will first approach the case of the remanent (parallel)/single multilayer particle, which has 
a very simple field response. Then, building on the principles and methods established in this initial 
analysis, we will investigate the response of the zero remanence (anti-parallel) ‘sandwich’ particle. 
Along with the field response, we will also study the mechanism by which the particle switches from 
the anti-parallel to parallel state.  
 
5.4.1 Fully remanent/single multilayer particles 
The initial case we will analyse is that of the fully remanent/single multilayer particle. This 
case is fairly trivial, as we expect the strongly anisotropic and remanent particles to align their 
moments with any applied field and follow the field direction as it changes. As long as the particle is 
strongly anisotropic, it is much more favourable to rotate the particle in the liquid instead of rotating 
the moment of the particle, which would incur high anisotropy penalties.  Thus, by finding the lowest 
energy state of the magnetic particle in an applied field, we can find the way in which the particle will 
align itself to the applied field, since the particle is able to rotate to reach this energy minimum. To 
begin, we will apply Eq. 5-3 to calculate this lowest energy state, and then compare this result to 





For the fully remanent/single multilayer particle, there are two energetic extremes that we can 
consider to understand the overall energy state of the particle: when the applied field angle 𝛼𝛼 = 0 and 
when 𝛼𝛼 =  𝜋𝜋 2� . These correspond to the field aligned along the easy and hard axis of the particle. By 
taking the derivative of the single layer energy equation Eq. 5-3 at these values, we can identify the 
maxima and minima for these states to then find the lowest energy state of each configuration. Eq. 5-5 
and Eq.5-6 show this process and the solutions for each state. By testing the solutions numerically, we 
find that the minimum energy state for 𝛼𝛼 = 0 is 𝜃𝜃1 = 0, 𝜋𝜋 and for 𝛼𝛼 =  𝜋𝜋 2�  is  𝜃𝜃1 = sin
−1(−𝐻𝐻 𝐻𝐻𝑘𝑘� )  
until the point at which 𝐻𝐻 =  𝐻𝐻𝑘𝑘, where 𝜃𝜃1 = 𝜋𝜋 2� ,
3𝜋𝜋
2�  become the minima of the system.  
 
𝜶𝜶 = 𝟎𝟎 
 
 
𝐸𝐸𝑆𝑆𝑀𝑀 = −𝑀𝑀𝑉𝑉𝐻𝐻𝑀𝑀𝑀𝑀𝑠𝑠( 𝜃𝜃1) + 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓  𝑉𝑉 sin2(𝜃𝜃1)  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1
= 0 =  sin(𝜃𝜃1)[𝑀𝑀𝑉𝑉𝐻𝐻 + 2𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓  𝑉𝑉𝑀𝑀𝑀𝑀𝑠𝑠(𝜃𝜃1)]   Eq. 5-5  




𝜶𝜶 = 𝝅𝝅 𝟐𝟐�  
 
 
𝐸𝐸𝑆𝑆𝑀𝑀 = −𝑀𝑀𝑉𝑉𝐻𝐻 sin( 𝜃𝜃1) + 𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓  𝑉𝑉 sin2(𝜃𝜃1)  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑1
= 0 =  cos(𝜃𝜃1)[−𝑀𝑀𝑉𝑉𝐻𝐻 + 2𝐾𝐾𝑑𝑑𝑓𝑓𝑓𝑓  𝑉𝑉 sin( 𝜃𝜃1)]   Eq.5-6  
𝜃𝜃1 = 𝜋𝜋 2� ,
3𝜋𝜋
2�                  𝜃𝜃1 =  sin




We can now find the energy minima over a range of applied field values for each α 
conditions, which is presented in Figure 5.13. If the applied field is aligned with both the magnetic 
moment and the easy axis of the particle, the energy state will be at a global minimum, as Zeeman 
energy is maximized and anisotropy energy is minimized (to zero). This is the case in Figure 5.13 (i) 
and shown by the blue curve on the energy calculation. The other energy extremum (Figure 5.13 , ii) 
is to have an applied field aligned 90° to the easy axis. In this case the moment will cant toward the 
applied field, in order to gain Zeeman energy at the expense of anisotropy energy. It will only be able 
to maximize Zeeman energy at an applied field equal to the hard axis saturation field (5500 Oe for 
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this model), and, because of the higher anisotropy energy, this state will never be as low energy as 
Figure 5.13 (i). Any intermediate angle of the applied field relative to the easy axis will fall between 
the two energy curves shown. Clearly, the lowest energy state will always be found by aligning the 
particle easy axis with the applied field (Figure 5.13, blue curve), allowing the moment to stay aligned 
with the easy axis while maximized Zeeman energy. 
 
 
Figure 5.13 Energy of single multilayer particle in an external magnetic field 
The energy of a single multilayer particle in an external magnetic field is calculated. 
This energy calculation combines Zeeman and anisotropy energy in the model 
previously described. The two extremes of the field perfectly aligned along the easy axis 
(i) and along the hard axis (ii) are shown schematically, and the energy values over a 




Given the particle is free to rotate in liquid, the minimum energy state can always be achieved 
in this particle type. Thus, we expect the fully remanent/single multilayer particle to always align its 
easy axis to the direction of the applied field.  
 
Experimental response 
We can experimentally confirm our calculation by applying a linearly oscillating field to a set 
of fully remanent particles. Figure 5.14 shows a series of fully remanent particles in an oscillating 
magnetic field of 50 Oe amplitude and 1 Hz frequency. As the field is reversed, the particles rotate to 
retain alignment with the field. This can be seen in the top particle of the images, where the change of 
particle alignment can be seen due to the slight curvature of the particle. 
 
 
Figure 5.14 Response of a single multilayer particle in an alternating magnetic field 
Particles with a single magnetic multilayer and lateral dimensions of 10 x 5 µm2 were 
subjected to an alternating linear magnetic field of 50 Oe, 1 Hz. The response of the 
particles to the field is shown. The field direction changes (left image vs right image), 
and the particle flip to match the magnetization to the field direction is captured in the 
middle image. The blue scale bar correspond to 20 µm.   
 
 This is quite a simple result, but does confirm both the usefulness of our model and also 
establishes a baseline for the simplest behaviour of the magnetic particles under an applied field. This 
case covers both single multilayer particles and ‘sandwich’ type particles that are fully remanent, with 
both moments aligned parallel. Next, we will address the case of the zero remanence (anti-parallel) 
‘sandwich’ particle, which shows a much more complex, and thus, interesting, field response.  
 
5.4.2 Anti-parallel particles 
When the ‘sandwich’ particle type is set to a zero remanence state, it has anti-parallel 
moments in the two magnetic layers and resembles a SAF, with the notable absence of any anti-
ferromagnetic coupling between the two magnetic layers. SAF particles have been shown to have a 
series of unique transitions under an applied field in liquid.19 As a field is applied in liquid, the 
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moments cant into the plane of the particle, aligning the plane of the particle to the field. Then, the 
particle saturates to a parallel state, aligning the surface normal to the field, analogous to the state just 
explored for fully remanent particles above. Additionally, if there are any moment imbalances 
between the two magnetic layers, the particles are ferrimagnets. In a liquid suspension, these 
ferrimagnetic particles align the surface normal of the thicker magnetic layer to the applied field at 
very low applied field magnitudes. As the field is increased, the particles show canting of the 
moments that align the plane of the particle to the field. However, due to the moment imbalance of the 
ferrimagnet, the plane of the particle is not perfectly aligned to the applied field, but slightly tilted. 
This is because it is more favourable to align the applied field with the larger moment. Full 
explorations of the phenomenon in SAF/ferrimagnetic particles can be found in the excellent work of 
T. Vemulkar in references 19 and 20. 19,20 
Given the obvious similarities between SAF and ferrimagnetic particles and our anti-parallel 
‘sandwich’ particles in the anti-parallel configuration, we expect to be able to mimic these transitions, 
and we will use our knowledge of this similar system to help evaluate our particles. However, because 
of the lack of interlayer coupling between the two magnetic multilayers in the ‘sandwich’ particle, we 
must treat the system as two independent ferromagnetic layers, each of which has non-zero 
remanence. While the behaviour of the ‘sandwich’ particles might match the SAF, this difference will 
influence how we analyse the energy and behaviour. One primary difference will be the way the 
particle switches to a saturated state. In the SAF particles this switch depends on the anisotropy and 
the coupling. With the lack of interlayer coupling in our particles, we expect the route to saturation to 
be different. While we hope to recover the transitions from the SAF model, the primary goal of the 
analysis of the anti-parallel ‘sandwich’ particle will be to understand when the particle will switch 
from the anti-parallel to parallel state, as this will be the key transition for triggering self-assembly 
with these particles.   
We will begin with energy analysis of the various potential states of the anti-parallel particle 
under an applied magnetic field, using Eq. 5-4. Then, we will compare the theoretical calculations 
with experimental observations. We will then look specifically at the mechanisms by which the real 
particle switches to the parallel state from the anti-parallel state.  
 
Energy calculations 
The energy calculations for the various states of the anti-parallel ‘sandwich’ particle proceed 
using the equation outlined in Eq. 5-4, which contains the Zeeman and anisotropy energies of both 
magnetic layers. The two magnetic layers can be treated independently, but must always be subject to 
the same field angle α, given that the two magnetic layers are physically connected. The moments of 
each layer are uncoupled, and can thus rotate independently under an applied field, requiring two 
angles θ1 and θ2 to define the orientation with respect to the particle normal, as outlined in Figure 
131 
 
5.12 (b). While in the fully remanent case we only analysed the two extrema of the particle’s energy 
state, in this analysis it is important to understand the entire energy landscape, as we cannot guarantee 
the particle can always reach the global minimum. Additionally, we will conduct this full energy 
calculation for both a balanced particle and ferrimagnetic particles, where the magnetic moments of 
the two layers are not equal. Ferrimagnets will be described by their percent imbalance, which is 
equal to 100 ∗ (1 −  𝑀𝑀𝑠𝑠𝑑𝑑𝑑𝑑𝑓𝑓𝑓𝑓𝑑𝑑𝑜𝑜 𝑀𝑀𝑓𝑓𝑑𝑑𝑜𝑜𝑑𝑑𝑑𝑑𝑜𝑜� ). In all ferrimagnetic cases, M2 taken as the smaller moment. 
In the energy calculations, we have ignored coupling for our particles. In reality, there is dipolar 
coupling between the layers of the anti-parallel particle with a coupling energy of the order of ~10-16 J 
(coupling field of ~20 Oe). This coupling energy (field) is two orders of magnitude lower than the 
energies (fields) involved in most of the calculation (Figure 5.15), especially at higher applied fields, 
which will be the area of interest for investigation of particle switching. However, at very low applied 
fields, the magnitude of the coupling becomes significant, and we acknowledge that this model will 
have uncertainty in predicting behaviour at very low fields for this reason.  
To understand the entire energy landscape for the particle, we will establish three states. The 
first is the global minimum of the system (Figure 5.15, a, i), where the ‘sandwich’ particle has its 
moments parallel, along the easy axis and aligned with the applied field. This is the same as the 
energy minimum case established in 5.4.1. The second state will be the maximum state for all field 
values, where the field is aligned with the easy axis but the moments are in an anti-parallel 
configuration. This can be seen in Figure 5.15 (a, iii). As with the calculation for the fully remanent 
particle, these two states will represent the extrema of energy. Calculations of these extrema are 
presented as a function of applied field in Figure 5.15 (b) and (c), curves i and iii, for the case of a 
balanced and 5% imbalanced particle, respectively. However, since the particle begins with its 
moments anti-parallel, it cannot simply rotate to reach the global minimum, but must first switch to a 
parallel configuration. To find how and when this switching can occur, we have calculated the entire 
energy landscape for the anti-parallel particle, finding the energy minimum at each point. The 
configuration is displayed schematically in Figure 5.15 (a, ii). This full energy landscape calculation 
of the anti-parallel particle is done by varying the applied field at an angle 𝛼𝛼 = 0 − 180° to the easy 
axis, with the moments in a globally anti-parallel state being able to rotate over a range of 90° from 
the easy axis (θ1 = 0 - 90°, θ2 = 90 - 180°). The moments are restricted to these angles so the 
calculation is restricted to the anti-parallel state. The angular steps of the moment and field angles are 
0.1°. We will combine this calculation with the field angle and magnitude required for switching, to 
find how and when the particle will switch to a parallel state.  
132 
 
For all three states (i, ii, iii) the energy is calculated over a field range of 0 – 5500 Oe in steps 
of 10 Oe. In the case of (i) and (iii), the calculation is straightforward, as the field and moment angles 
are prescribed. However, for case (ii), the energy is calculated for each field amplitude and each 
combination of values for both field and moment angles. Starting from this framework, we will 
 
Figure 5.15 AP particle calculations and energy range 
Three different states are used to analyse the energy of the AP particle, shown in (a): 
where the field is (i) aligned with the particle easy axis with the moments parallel, (ii) 
aligned in the plane of the particle with the moments anti-parallel, calculated over the 
full range of α, and (iii) aligned with the easy axis with the moments anti-parallel. 
Energy values for the two extreme cases, (i) and (iii), are shown for a balanced (b) and 




outline the process by which the energy of state (ii) is found, and then use it to determine at what field 
amplitudes particles will switch to a parallel state.  
To undertake the calculation of energy for state (ii) (Figure 5.15, a, ii) and find how switching 
might occur, we can refer to the Stoner-Wohlfarth model. In order to reverse the magnetization of one 
of the magnetic layers, there must exist both a lower energy state and a path between the current state 
and the new minimum. That is, for this zero temperature model, there cannot exist an energy barrier 
between the two states. To begin, we will look at a single magnetic layer particle (Figure 5.16) that is 
fixed with respect to the applied field angle. The energy of the single layer particle is calculated as a 
function of the angle the magnetization makes with easy axis (θ1, θ2) for set applied field angles and 
magnitudes.  While this plot only shows a single layer, our anti-parallel particle is made of two single 
identical and independent Stoner-Wohlfarth layers, one with starting magnetization angle θ1 = 0° and 
the other with its magnetization angle θ2 = 180°. For a field angle of α = 0 (Figure 5.16, a), the 
magnetization angles of the two layers will not shift, as their starting positions of θ1 = 0° and θ2 = 
180° are minima. As the field increases, the θ1 = 0° minima decreases while the minima at θ2 = 180° 
increases, reflecting the fact that Zeeman favours the layer θ1 which points in the direction of the 
applied field. This will persist until the field reaches a value of 5500 Oe, at which point the anti-





Figure 5.16 Stoner-Wohlfarth energy of single magnetic layer 
The energy of a single magnetic layer is found for set field angles and a range of field 
values. The energy is calculated using Eq. 5-3 over the full range of magnetization 
angles θ1 for an applied field of (a) α = 0°, (b) α = 45°, and (c) α = 90° with field 
magnitudes of 1375, 2750, 4135, and 5500 Oe. (d) defines the angles of the field and 
magnetization used in the calculations.  Red arrows indicate energy barriers between the 
two minima states.  
 
 The other two graphs in Figure 5.16 show the single layer with different field angles. They 
are illustrative of two points: first, there is initially (at low field magnitude) always an energy barrier 
between the two magnetization states; second, the point at which the barrier disappears and switching 
can occur is a function of field angle and magnitude. The minimum switching field is Hk/2, which is 
shown in Figure 5.16 (b) for α = 45° (in our case Hk/2 = 2750 Oe). Figure 5.16 (c) illustrates the 
special case for α = 90°, where the energy barrier never disappears and switching does not occur. In 
this case, the Stoner-Wohlfarth layer saturates completely through coherent rotation of the moment.  
 Energy curves such as those shown in Figure 5.16 form the basis of our calculation of energy 
states for the anti-parallel particle. For each field angle and magnitude, the overall energy of the anti-
parallel particle can be calculated by finding the minimum energy state for the magnetizations of the 
two layers, M1 and M2. Additionally, when the minimum energy state (in terms of magnetization 
angle θ1 and θ2) becomes equivalent for both particles under a field and angle conditions, we can 
know the particle has switched to a parallel state. 
 To help understand the combination of field angle and magnitude at which switching can 
occur, a Stoner-Wohlfarth astroid can be constructed.47 The Stoner-Wohlfarth astroid plots a line of 
criticality versus the perpendicular and parallel field components of an applied field. The line of 
criticality is the locus of points at which the magnetization will reverse, jumping from one direction to 
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the other. It is the point at which there exists a lower minimum energy state and no barrier in moving 
to that state.48 We have plotted a Stoner-Wohlfarth astroid from the equation ℎ∥𝑠𝑠𝑠𝑠
2 3⁄ + ℎ⊥𝑠𝑠𝑠𝑠
2 3⁄ = 1, 
where ℎ∥𝑠𝑠𝑠𝑠 and ℎ⊥𝑠𝑠𝑠𝑠 are the parallel and perpendicular switching field, respectively. The blue line in 
Figure 5.17 shows the result of this equation, plotting the critical line corresponding to the 0 - 90° 
applied field range for the Stoner-Wohlfarth layers in our anti-parallel particle. Curves are plotted 
representing applied field magnitudes of 1375 (Hk/4), 2750 (Hk/2), 4125(3Hk/4, and 5500 (Hk) Oe, 
along with dotted lines denoting different angles. These can be used to help understand the switching 
fields and angles for different field magnitudes.  
The Stoner-Wohlfarth astroid contains the same information that can be found in the 
magnetization angle versus energy curves in Figure 5.16, but the astroid shows the field angle and 
magnitude over which switching will occurs for the full range of field angle and magnitude (α = 0 - 
90° and 0 – 5500 Oe) that will be addressed in energy calculation. We can see the correspondence 
between the two figures by comparing the case of α = 45° (Figure 5.16, b) with the astroid. In Figure 
5.16 (b), once the field magnitude reaches a value of 2750 Oe (orange curve), the system only has one 
minimum (θ = 22°), and there is a path to this minimum from all other magnetization angles θ. Thus, 
any single layer particle in a field of magnitude 2750 Oe and α = 45° will reach the minimum at θ = 
22°, regardless of its starting conditions. If a layer is anti-parallel to the field direction, it will switch 
to reach this state. Looking at the astroid, we can see that the curve corresponding to a field 
magnitude of 2750 Oe intersects the astroid at one point only, for a field angle α = 45°.  
 
 
Figure 5.17 Calculated Stoner-Wohlfarth astroid for particle magnetic layer 
A Stoner-Wohlfarth astroid was calculated for an applied field angle range of α = 0 - 
90°. The critical field is shown along with applied fields over a range of magnitudes 




 So far, we have established a method for calculating the equilibrium energy state of a Stoner-
Wohlfarth single layer particle for a given field angle α and field magnitude. 
 Now, we will move on from the single layer particle and investigate the energy states of the 
two-layer, anti-parallel particle in different applied field angles and magnitudes. In this next 
calculation, the particle is still fixed as the field angle is rotated. Both layers are magnetically 
independent but are physically connected, so they must experience the same field angle α. The 
magnetization angles of the two layers M1 and M2 will be initially set to θ1 = 0° and θ2 = 180° to 
create the anti-parallel state. Using sets of curves such as those shown in Figure 5.16, the minimum 
energy of each layer for each specified field conditions is found. These energies are then summed to 
find the total energy of the particle and plotted in Figure 5.18 as a function of the field angle α. It is 
important to remember the particle remains fixed in this calculation, so the energies found can be 
thought of as a snapshot of the energy of the particle for the particular field conditions. It does not 
include any history of the particle’s orientation or state besides the initial conditions spelled out 
above.  
 In Figure 5.18, the energy values are presented for a selection of applied field values (1375, 
2750, 4125, and 5500 Oe) and over the full range of field angle α, for a balanced particle (Figure 5.18, 
a) and a 5% imbalanced particle (Figure 5.18, b). Figure 5.18 (c) provides a reminder of the geometry 
of the anti-parallel particle. If the field angle and magnitude is sufficient, the particle will switch to the 
parallel state. This can be seen in the discontinuous jumps of the energy curves. For example, we can 
connect the discontinuity at α = 45° for a field amplitude of 2750 Oe with our previous evaluation of 




Figure 5.18 Energy minima at different applied field angles α 
The energy minima over a range of applied field angles α are given for applied field 
values of 1375, 2750, 4125, and 5500 Oe. The plots are given for (a) balanced and (b) 
5% imbalanced ‘sandwich’ particles. (c) gives the definition of the particle geometry 
and angles.  
 
 Using the energy values calculated in Figure 5.18, we can now move from a fixed particle to a 
particle in liquid. In liquid, the field is static, but the particle can rotate around this static field 
direction to further minimise their energy. The field angle α still defines the relationship between the 
field direction and the particle easy axis, but now the particle will rotate as α shifts. Using this 
framework, we can see how a particle will behave in a rising field.  
We will first look at the case of a balanced particle (Figure 5.18, a). The particle starts at zero 
field and then experiences an increasing applied field. As the field increases, a single minimum 
develops at α = 90°, which can be seen on the blue curve corresponding to 1375 Oe. At this field 
magnitude, there is no possibility of switching (as confirmed in Figure 5.17), and the field is aligned 
with the plane of the particle. At 2750 Oe, α = 90° is still a minimum, although now it is only a local 
minimum, since two additional minima have emerged at α = 45° and 135°. However, there is no 
downward path between the minimum at 90° and these two new minima, so the particle remains at α = 
90°.  As the field continues to increase, a change of concavity at α = 90° occurs, evidenced by the 
energy curves at 4125 Oe and 5500 Oe. We can see in both cases that α = 90° has become a local 
maximum, and the particle will now shift its orientation to reach a new minimum. In both cases, the 
new minimum will be a switched, parallel particle. For instance, at a field amplitude of 4125 Oe, two 
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minima have developed at α = 6° or 174°. If, from the α = 90° configuration (where Figure 5.16 (c) 
tells us that for that amplitude, θ1 and θ2 are at ~45° and ~135° respectively), the particle starts 
rotating towards the minimum at α = 6°, then Figure 5.17 shows that for the layer with a 
magnetisation angle of 135°, the curve for the 4125 Oe field amplitude will immediately cross the 
astroid (as α reaches 84°), causing the layer to switch and placing the particle in a the parallel 
configuration. An equivalent scenario can be predicted if α increases toward the α = 174° minimum – 
in that case, it is the layer with a magnetisation angle of 45° which switches, also placing the particle 
in the parallel configuration. The same is true at 5500 Oe, where the particle will switch for all field 
angles except α = 90°. 
For the previous switching scenario to occur, two conditions must be met: α = 90° must 
become a local maximum (causing the particle to rotate), and the field amplitude must be high enough 
that the switching astroid will be crossed upon rotating. The second condition is equivalent to a 
threshold field of Hk/2 (see the astroid in Figure 5.17). The first condition is met when the 
magnetization angle θ exceeds 45°. This is due to the sin2 𝜃𝜃 form of the anisotropy energy. The 
maximum rate of change of the sin2 𝜃𝜃 function occurs at θ = 45°. For this reason, at magnetization 
angles greater than 45°, it becomes more favourable to rotate away from this orientation, which 
reduces the angle of one moment while increasing the other, because the gain of reducing the 
magnetization angle in one layer exceeds the penalty of increasing it in the other layer. Thus, once the 
magnetization angle exceeds 45° (θ1 > 45° and θ2 < 135°) for α = 90°, it becomes more favourable to 
shift to α = 89° (or 91°). For example, the gain in anisotropy energy of θ1 = 46 to θ1 = 45° is greater 
than the anisotropy penalty incurred by shifting θ2 = 134° to θ2 = 133°. Since the angle between the 
field and magnetization remains constant, the Zeeman energy does not change. We can find the field 
value at which the magnetization angle equals 45° by solving the derivative of the Stoner-Wohlfarth 
equation for the single layer (Eq. 5-3) and finding the equilibrium applied field value that leads to a 
magnetisation angle θ of 45°. Since α (90° for the balanced particle) and θ (45°) are known, the 
applied field H can be found. This can be done for each layer independently, as long as α is the same 
for both. By finding the equilibrium field value at which θ = 45°, the switching threshold field can be 
found. For a balanced particle, this threshold field will be 𝐻𝐻 =  𝐻𝐻𝑘𝑘
√2�
, which is equal to 3889 Oe for 
an anisotropy field of 5500 Oe. Above this threshold field the condition for the astroid to be crossed 
upon rotating (H > Hk/2) is met and the particle will switch to the parallel configuration. 
In this example, we have only considered the case of a balanced particle. For a ferrimagnetic 
particle (Figure 5.18, b) the pathway will proceed similar to the balanced particle. However, due to 
the asymmetry of the particle, the energy minimum at low fields will be slightly biased toward the 
larger moment. For the case of 5% imbalance, the energy minimum at low fields (1375 and 2750 Oe) 
is located at α = 85°. For a particle in liquid, this means the particle tilts its plane slightly away from 
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the applied field axis. Due to the difference in α, the switching threshold value will be lower for 
unbalanced particles, as less applied field is needed for the given field angle to reach the condition of 
θ > 45° in the particle.  
From the energy versus applied field angle α plots in Figure 5.18, we were able to find the 
energy minimum for an anti-parallel particle for a given field magnitude. From this energy minimum, 
we can extract the orientation of the particle versus the applied field. Additionally, we can use this 
plot to determine when a particle will switch, by finding the field angle and magnitude at which the 
particle can access a minimum corresponding to a switched, parallel particle. By compiling and 
minimizing the plots in Figure 5.18, we can find the orientation and remanent (anti-parallel or 
parallel) state of the particle over the range of field magnitudes 0 – 5500 Oe. The results of this for a 
balanced, 1% imbalanced, and 5% imbalance particle are shown in Figure 5.19. This figure shows the 
equilibrium field and moment angles of the particles for the range of field magnitudes. Once the 
switching threshold is reached, we can also see that the particle in the parallel state will immediately 
align itself to the field direction, as we saw in the case of fully remanent particles. We can now see 




Figure 5.19 Moment and particle angle for anti-parallel configuration 
The angles of moments of each layer and the applied field are given for the minimum 
energy state found in Figure 5.15 ii. The angles are given for a particle with (a) balanced 
moments, (b) 1% moment imbalance, and (c) 5% moment imbalance. Particle 
illustrations given below show the position of the particle versus the applied field at 
different field magnitudes. The arrow showing rotation of the parallel particle indicates 
the particle has reached the threshold for switching, and that the particle easy axis aligns 
to the external field immediately upon switching. 
 
Figure 5.19 also gives useful information on the orientation of the particle for the balanced 
and imbalanced case. From the field angles we can see that the balanced particle (Figure 5.19, a) will 
always align the plane of the particle to the field, until it reaches a field at which switching occurs. 
However, for the unbalanced particles (Figure 5.19: b, c), we see that at very low fields, the particle 
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will actually orient its easy axis to the field. It should be noted that although we can identify this 
behaviour, the range of field over which it occurs should not be taken as accurate, due to the lack of 
coupling in this model, which would affect these low field states. We can also see that as the field 
increases, the unbalanced particle will align their hard plane to the field, but at a slight angle (α = 89° 
for 1% imbalance, 85° for 5% imbalance). From this information, we see that the Stoner-Wohlfarth 
particles are able to mimic the states found for SAF and coupled ferrimagnetic particles.  
With the energy landscape of the particle fully calculated, we can now recreate Figure 5.15 
for all three states (Figure 5.15 (a), Figure 5.20 (a)) in Figure 5.20. The anti-parallel particle will start 
along the meta-stable energy state found in Figure 5.20 (a, ii) and (b, ii). As the field increases, the 
particle will eventually reach a switching field, at which point it will switch to a parallel state and then 




Figure 5.20 AP particle overall energy landscape 
The different states used to calculate the energy of the AP particle are shown in (a). The 
graphs showing energy of the three states for (b) a balanced and (c) 5% imbalanced 
particle are shown. 
 
 From the Stoner-Wohlfarth model of the anti-parallel particle, we were able to deduce how 
switching to the parallel state would occur in this zero temperature model, along with identifying the 
series of magneto-mechanical transitions expected for this SAF-like particle.19 From these theoretical 
results, we can compare with experimental observations. We will first look at the orientation of the 
particle under an applied field, to compare with the predictions in Figure 5.19. Then, the switching of 





To compare with the model, the experimental response of the anti-parallel ‘sandwich’ 
particles was observed. The particles used have the composition {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ 
Pt(0.7)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.7)]4/ CoFeB(0.55)/ Pt(2)}, as 
optimised in Chapter 4. Figure 5.21 shows a standard response found for a range of applied fields. 
First, at low applied fields, the particle aligns its easy axis with the applied field. Then, as the field is 
increased (Figure 5.21: 3rd set of pictures, 1000 Oe), the particle rotates to align the plane of the 
particle to the field. Finally, at high fields, the particle switches to a parallel configuration and once 
again aligns the easy axis to the field direction. This resembles the results seen experimentally in work 
with SAF particles.19  
It also shows that most of the particles are slightly ferrimagnetic, since they display an initial 
alignment of the field and particle easy axis at low field values. While the bulk hysteresis loop of the 
film from which the particles are made (Figure 5.22) shows no difference between the moments of the 
two magnetic multilayers, this measurement might not detect such an imbalance. To have a 1% 
imbalance in moment between the two magnetic multilayers, the total CoFeB thickness between the 
two layers would need to differ by roughly 0.3 Å, corresponding to a measured difference of ~0.75 x 
10-6 emu, which is below the noise limit of the measurement. Even if we cannot explicitly characterize 
the imbalance, experimental observations which show the particles aligning their easy axis to the field 
at low fields confirm that some imbalance must exist. Incorporating this imbalance into our 





Figure 5.21 Experimental response of anti-parallel sandwich particles under field 
The response of anti-parallel ‘sandwich’ particles is shown for a number of different 
field values. Schematic diagrams of the particle are given to help explain the behaviour. 
The blue scale bar corresponds to 10 µm.  
 
 
These observations in Figure 5.21 are useful for validation of our theoretical model and 
increased understanding of the system. However, the most crucial component for translating these 
particles into self-assembled structures is understanding the switching of the particles from the anti-
parallel to parallel state. By controlling this switching event, we can control when particles will 
assemble. While the Stoner-Wohlfarth model is a good guide for particle behaviour, the switching in 
 
Figure 5.22 VSM hysteresis loop of ‘sandwich’ magnetic film 
A VSM hysteresis loop is given for the film {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.7)]4/ 
CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.7)]4/ CoFeB(0.55)/ Pt(2)}. 
This is the standard film used in the ‘sandwich’ particles. A horizontal line is drawn as 
zero to show any moment imbalance between the magnetic layers.  
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the real particles will be much different, given the coercivity of the particles that is much lower than 
the coercivity (equal to the anisotropy field) of the Stoner-Wohlfarth model. 
 
Experimental switching 
Experimental observations were made of the field conditions at which the anti-parallel 
particles switched to their parallel, saturated state. The two initial observations, shown in Figure 5.23, 
were that there is a large distribution of switching fields for the particles, and that almost all of the 
switching values are higher than the coercivity of either magnetic layer in the particle. The particles 
measured in Figure 5.23 (and also used in Figure 5.27) have a slightly different magnetic multilayer 
composition to the rest of the particles in this section, with a composition of {Ta(2)/ Pt(2)/  
[CoFeB(0.5)/ Pt(0.8)]4/ CoFeB(0.5)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.5)/ Pt(0.8)]4/ CoFeB(0.5)/ 
Pt(2)}. This difference accounts for the different ranges of switching fields seen in these figures 
compared to other results.  
 
 
Figure 5.23 Switching fields of AP particles in liquid 
The field range in which AP particles switched to the parallel state is shown in red, 
compared to a MOKE hysteresis loop of a corresponding array of ~10 nominally 
equivalent 5 x 5 µm2 square ‘sandwich’ particles. The MOKE loop is measured at field 
sweep rate of 2000 Oe/s, while the particles in liquid were switches using a field sweep 
rate of ~500 Oe/s. The composition of these particles is Ta(2)/ Pt(2)/  [CoFeB(0.5)/ 
Pt(0.8)]4/ CoFeB(0.5)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.5)/ Pt(0.8)]4/ CoFeB(0.5)/ 
Pt(2)}, slightly different from the standard optimised composition used in the other 
particles in this section. 
 
 To better characterize this distribution, particle switching experiments were conducted with a 
series of static magnetic fields (Figure 5.24). Particles were subjected to a static field for a duration of 
two minutes at field strengths from 2000 – 4000 Oe. At each field value between 20 – 25 particles 
were observed. In the set of 5 x 5 µm2 ‘sandwich’ particles used in this experiment, it was found that 
no particles switched to the parallel state at 2000 Oe, while almost 95% of the particles had switched 
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at a static field of 4000 Oe. This particle set is not the same as those shown in Figure 5.23, so the 
range of switching fields does not exactly match.  
Interestingly, it was also observed that, even under the same static field regime, not all 
particles switched immediately once the field was applied. Microscope images from one such event 
are shown in Figure 5.24 (b). There was a clear separation of about 20 seconds between the first and 
second particle switching. Under the zero temperature Stoner-Wohlfarth model, particle switching 
occurs at a single threshold value and happens instantly. Thus, it is likely that some other factors, such 
as temperature (which we will consider below), also influence the particle switching, leading to this 
time dependence and large distribution of switching fields seen here. It is also likely that these 
particles, due to the ion milling and other processing steps, have a distribution of values for magnetic 
properties such as anisotropy and coercivity, which could impact the switching field distribution. 




Figure 5.24 Switching of ‘sandwich’ particles under static applied field 
A series of 5 x 5 µm2 ‘sandwich’ particles were subjected to different static applied 
fields. The percent of particles that switched from an anti-parallel to parallel state were 
found in (a) for each field value between 2000 and 4000 Oe. (b) shows the sequence of 
two particles switching at 2500 Oe. The particles both go through the expected 
mechanical transitions under the applied field and eventually switch, but at different 
times. Below each image are illustrations of the state of each particle, corresponding to 
the states in Figure 5.21. The green arrow is the direction of applied field. The blue 
scale bar corresponds to 10 µm.  
 
In that vein, we can consider how the real switching behaviour of PMA films would impact 
the switching of particles. As was covered in Chapter 4, the reversal behaviour of these films and 
particles is not governed purely by anisotropy, but by the nucleation and propagation of domains 
through the sample. These domain-driven reversal events happen at the coercive field, which is much 
lower than the anisotropy field of the film. Thus, to analyse the switching behaviour of the real 
particles, we will construct a switching astroid. Figure 5.25 shows such an astroid, along with the 
Stoner-Wohlfarth astroid presented in Figure 5.17. The switching astroid is an approximation, as the 
actual form of the astroid must be experimentally measured. However, we do know the out-of-plane 
switching field (coercivity) and the in-plane switching field (anisotropy) of the particles. We also 
know that the form of the astroid must decrease monotonically from the coercivity to the anisotropy. 
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From these conditions, we have created the approximate switching astroid in Figure 5.25, using the 
coercivity softer magnetic layer in the particles measured in Figure 5.23 and the anisotropy value 
established previously (Ch. 4, Table 1).  
 
 
Figure 5.25 Switching astroid for real particles 
A switching astroid is constructed, using the coercivity and anisotropy of real particles. 
The SW critical field can be seen, along with lines denoting applied field angles of 85° 
and 89°.  
 
 From our Stoner-Wohlfarth model and experimental results, we know the applied field will be 
aligned to the plane of the particle before switching. Additionally, we know, in imbalanced particles, 
the particle will be slightly tilted with respect to the field. As we have established, the real particles all 
show field response that is indicative of a moment imbalance. To evaluate the switching of such 
particles, we have plotted guide lines corresponding to the modelled equilibrium field angle in a 1% 
(α = 89°) and 5% (α = 85°) imbalanced particle. Using these guide lines and the switching astroid, we 
can determine the field magnitude at which switching could occur. For the 1% imbalance, it is ~4500 
Oe, while for the 5% imbalance it is ~2800 Oe.  
 This immediately sheds light on the origin of the high switching fields and large switching 
field distribution of the particles in liquid. The imbalanced particles will be able to switch, but the 
high field angle (relative to the particle) means a high magnitude field is needed. This field angle 
could also be impacted by additional factors, such as thermal motion, that would slightly change the 
field angle, and thus change the field magnitude needed for switching. Furthermore, any distribution 
in anisotropy and coercivity between particles would further impact the range and magnitude of 
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switching values found. Since distributions will exist in moment imbalance, coercivity, and anisotropy 
in the particles due to defects and processing conditions, we can account for the magnitude and spread 
of the switching fields seen in real particles.  
 By combining the results of the Stoner-Wohlfarth model with the real reversal behaviour of 
the PMA films, an explanation for how the switching of the anti-parallel ‘sandwich’ particles occurs 
can be found. The Stoner-Wohlfarth model gives an understanding of the mechanical behaviour of the 
particle in liquid, and that can be combined with a potential distribution in the real magnetic 
properties of the particles to explain the switching behaviour seen above. Without more information 
about the specific distribution of properties like anisotropy, moment imbalance, and coercivity in 
particles, it is difficult to fully characterize the switching distribution, but we can understand how 
such properties and their distribution will lead to the switching fields observed.  
 
Effect of Brownian motion 
Throughout the analysis of particle switching, thermal effects from Brownian motion have 
been mentioned as an additional source of particle tilt or fluctuation that could help drive switching. 
Brownian motion can have an observable impact on microscope particles such as the ones in this 
work.49 At room temperature, the energy of Brownian motion should be on the order of 10-21 J. This is 
much smaller than the energies involved in the particle responses outlined above, which range from 
10-14 – 10-17 J, but it is interesting to see if and how Brownian motion could affect the particle. To see 
the strength of these effects and relate it to the switching process, we quantified the amount of tilt that 
could be induced by Brownian motion and looked at the switching field distribution at different 
temperatures. 
 First, the angle change caused by Brownian motion was analysed (Figure 5.26). In the 
absence of any applied field, the particle can achieve tilts of about 13° purely due to Brownian effects 
(Figure 5.26, a). In an anti-parallel particle under a 100 Oe field, the amount of tilt seen reduces to 
about 1 – 3° (Figure 5.26, b). At higher fields of 2000+ Oe, there is no discernible change in the 
particles due to Brownian motion. The higher fields impede any effects of Brownian motion as they 
create an energy well in which the particle sits, and the fluctuations would have to push against that 






Figure 5.26 Brownian motion of magnetic particles 
The angle change of particles under Brownian motion is measured. Under the absence 
of any external magnetic field (a), particles can achieve angle drifts of 13°, while under 
a 100 Oe applied field on an anti-parallel ‘sandwich’ particle, a 3° change can be seen. 
The blue scale bar corresponds to 10 µm.  
 
 We can theorize that Brownian motion could play a role in switching, as long as the particle 
does not sit in a strong energy minimum. For example, if the energy landscape around the particle’s 
position is flat, then it will be possible for Brownian motion to provide the fluctuations necessary to 
drive the particle to a different state. However, that would not manifest as a large or even discernible 
difference compared to the large range of switching fields we have observed. Thus, we do not believe 
it should be largely relevant to the switching process. 
 We can further probe the temperature effect by measuring the switching fields of particles in 
liquid at different temperatures (Figure 5.27). There is not a clear shift in switching fields, or change 
of the range of the fields, with temperature. While the experiment is limited by low particle densities, 
which make it difficult to get large numbers of switching events, we still can see how the range of 




Figure 5.27 Temperature dependence of AP particle switching field 
The switching field of anti-parallel ‘sandwich’ particles was measured at temperature of 
5, 25, 50, and 75 degrees C, finding the distribution of switching fields for particles at 
the various temperatures. The particles measured here have a composition of {Ta(2)/ 
Pt(2)/  [CoFeB(0.5)/ Pt(0.8)]4/ CoFeB(0.5)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.5)/ 
Pt(0.8)]4/ CoFeB(0.5)/ Pt(2)}, slightly different from the standard optimised 
composition used in the other particles in this section. 
 
 Brownian motion could play a small role in providing fluctuations that can help drive 
switching, but it does not play a significant role in determining the switching fields or their 
distribution, which are best explained by the processes described previously. 
 
5.4.3 Summary of particle response to an applied field 
In this section the response of parallel, fully remanent and anti-parallel, zero remanence 
particles were characterized, using a combination of theoretical modelling and experimental results. 
The fully remanent particles were found to follow the direction of the applied magnetic field, 
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regardless of field magnitude, as this represents the global minimum energy state for the particle. The 
anti-parallel particles were found to mimic the unique transitions seen in SAF particles until 
eventually switching to a parallel state at a range of fields. This switching was specifically analysed, 
and it was found an anisotropy-based Stoner-Wohlfarth model will produce a single switching field, 
while domain nucleation can potentially explain the real distribution of switching fields found. The 
switching distribution relies on inhomogeneity in particle properties, such as moment imbalance or 
anisotropy and coercivity differences, which can account for the large distribution of switching fields 
found. Thermal effects were found to be present and might play a role in assisting the switching 
process, but this effect is minimal. From this we can understand the applied fields needed to saturate a 
collection of anti-parallel particles, turning them ‘on’ to begin self-assembly. 
  
5.5 Conclusion 
In order to understand how the magnetic particles created in Chapter 4 can be best used for self-
assembly, the stability, interaction, and field response of the individual particles needed to be 
characterized.  
 To create particles that are stable in liquid and will not deform, it was found that particles 
must be kept to small size ranges (<10 µm lateral dimensions) or in a balanced film configuration, 
such as the ‘sandwich’ particle film. This result, from analysis of the aspect ratios of a number of 
different particle sizes and compositions, establishes some base parameters that particles must meet to 
be stable and useful in liquid.  
 Particle interactions, the fundamental driving force for equilibrium self-assembly, were 
examined experimentally and theoretically. Only small particles, with lateral sizes of 5 – 10 µm or 
smaller, were able to effectively assemble without any additional energy input. Even though larger 
particles have a greater energetic driving force for assembly, frictional forces prevent their effective 
assembly. Additionally, smaller particles have stronger binding energies due to their stray field 
profile, which is an added benefit of using particles in this size range.  
 Finally, the response of particles to field was characterized, with special emphasis on the 
switching of particles from an anti-parallel to parallel state. When fully remanent, the PMA particles 
will always align themselves with the direction of the applied field. When starting from an anti-
parallel state, the particles will align the particle hard axis to the applied field, until the particle 
reaches a field at which it can switch to the parallel state. In the Stoner-Wohlfarth model this will 
occur at a single threshold value, while in real particles it likely occurs through a nucleation process 
that cascades into a full switch of the particle. Through this analysis, we can establish the applied field 




 We have established that particles with a lateral size less than 10 µm using the ‘sandwich’ 
layer structure of {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ 
Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} will be the ideal candidates for equilibrium self-
assembly, due to their stability and effective interaction. These particles can be collectively switched 
from an anti-parallel to parallel state to trigger assembly. Understanding all these parameters, we can 
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6 Particle Assemblies 
6.1 Introduction 
Investigation of magnetic self-assembly and the collective interactions of magnetic particles has 
constantly accompanied the research and development of new magnetic particles. As synthesis 
methods of magnetic nanoparticles, like Co and iron oxide nanoparticles, were discovered and 
improved, chains and clusters were observed in the solutions of newly created particles.1–3 Early work 
concerning self-assembly focused on fundamental understanding of these interactions of magnetic 
particles and their effects on ferrofluids and magnetorheological fluids, in order to quantify and 
explain certain behaviours of the fluids.4,5 From this starting point, the ability to controllably chain, 
manipulate, and structure magnetic particles has grown into a field of its own.5–9 
 Magnetic self-assembly incorporates the entire library of magnetic particles to create 
interesting structures and effects. Particles are modified in form, both physical and magnetic, to 
induce interesting anisotropies that can in turn drive interesting assembly behaviour.10 Iron oxide and 
similar nanoparticles, in paramagnetic, superparamagnetic, and ferromagnetic forms, are used to 
assemble structures ranging from simple chains to three-dimensional crystals.11–14 Similarly, Janus 
particles and patchy particles can use their anisotropic structure to form unique assemblies such as 
ribbons, staggered chains, and complex ring structures.15–19 Magnetic assemblies can be formed as 
static or dynamic assemblies, using specific magnetic field sequences to drive or sustain the 
assembled structures.9,20–23 Additionally, assembly can be mediated through other forces, such as 
capillary or interface interactions, and it can be guided by templating, either using a functionalized 
surface or chemical species, like polymers.23–28 Alteration of the shape of the magnetic building block, 
allows access to additional complexity like assemblies of helical structures.29 Altogether, the wide 
range of available particles and assembly methods means magnetic self-assembly can create a great 
variety of structures. 
 From these many potential structures, a number of interesting applications for magnetic self-
assembly have developed. Assembled structures can influence bulk fluidic properties, seen through 
the effect of assembled particles in ferrofluids.4 In a similar vein, particles can be assembled within a 
material matrix to impart an anisotropic magnetic response, creating smart materials.30–32 Assemblies 
can lead to enhanced magnetic properties, such as increased coercivity, anisotropy, or saturation 
magnetization, to the individual particles.24,33,34 Self-assembled magnetic materials have also drawn 
interest as a new form of high-density magnetic recording, or for creation of photonic structures.9,35–37 
 Beyond these numerous applications, magnetic self-assembly is heavily researched for 
biomedical and therapeutic applications.38,39 As referenced previously, magnetic components are 
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incredibly useful in biomedical applications, as magnetic fields can easily and harmlessly penetrate 
biological systems to drive magnetic devices. Magnetic micromachines and microrobots can be 
created by numerous methods for applications like drug delivery, separation, microdrilling, actuation, 
or transportation.40–47 Self-assembly represents one avenue for the creation of such devices, and it is 
especially implemented when chain-like flexible components or swarms of such components are 
needed, as these applications can take advantage of the forms and scale offered by self-assembly.48–52  
Often, these flexible components are used in magnetic walkers and swimmers, which represent 
a large portion of the research into magnetic microrobots.53,54 Being able to control locomotion of a 
microrobot enables many of the biomedical applications listed above. However, due to the 
constrictions imparted by the low Reynold’s number viscous regime in which these microswimmers 
and walkers exist, the driving motion cannot be reciprocal.55,56 For this reason, these machines often 
incorporate flexible, bio-inspired components, mimicking flagella or cilia, to drive motion and self-
assembly can be used to build these structures.45,53,54,57 In most cases, a combination of magnetic 
particles and a binding elastic polymer are needed, to create stable and flexible chains that can be 
actuated with external magnetic fields.  
 Self-assembly, of course, is not the only method for creating such micromachines. Advances 
in lithographic and deposition techniques allow creation of microrobots in a number of different 
forms, such as fully formed metallic helical swimmers, grippers, and manipulators that can act in 
liquid or on a solid surface.58–62 Constructions of magnetic tweezers and magnetic cilia carpets on 
surfaces further show the wide range of devices for actuation and manipulation that can be formed 
from magnetic materials.63–65 However, many of the applications of microrobots, such as actuation, 
manipulation, and transportation, require strong, stable, and flexible chains that can be created by self-
assembly.  
While many of these chains and other components are created using a mix of particle self-
assembly and chemical functionalization, the particles in this work can take advantage of their unique 
anisotropic properties to create fully magnetic assembled chain that can potentially perform the 
functions required of some magnetic micromachines. High aspect ratio planar particles and PMA 
anisotropy is a rare combination. The similar magnetic particle showing such properties include 
barium hexaferrite or Co nanoplatelets and, which cannot offer the same size, flexibility, or magnetic 
tunability compared to the particles in this work.66,67 Additionally, the large magnetization and 
anisotropy of the PMA particles allows for strong actuation through the transduction of large torques 
and forces.68 These high aspect ratio PMA plates offer a new form of anisotropic magnetic particle 
that we can assemble and use for fulfilling interesting micro-scale functions. 
In this chapter, we will explore how the magnetic particles created and characterized in the 
previous chapters can be formed into larger assemblies. This will begin with simple zero field 
experiments to understand the chaining behaviour of the particles, from an experimental and 
theoretical standpoint. Then, the behaviour of particle chains under external magnetic fields will be 
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investigated. The value in having a stable, equilibrium assembly of particles is that, if no magnetic 
field is needed to sustain the assembly, external fields can be used to control and actuate the assembly. 
A number of different experimental responses will be observed and compared with theoretical 
models. Potential applications of the assembled chains will be outlined as well. Finally, assembly 
experiments of particles on templated surfaces will be investigated, to assess the potential of the 
system to be used for assembly of 3D structures or surface-anchored micromachines. 
 
6.2 Assembly of particle chains 
Building on the work of the Chapters 4 and 5, we are able to assemble magnetic particle into chains 
and structures following the principles we have previously established. In these experiments, particles 
have been made with the ‘sandwich’ film structure and a lateral size of 5 x 5 µm2 and 5 x 10 µm2. The 
particles are kept to a lateral size < 10 µm, based on the limits dictated by previous investigation of 
the stability and interaction of particles at different sizes. The square and rectangular lateral shapes are 
used to give some variety in the particle shape, to test if there is any shape-related impact on the 
particle assemblies. The ‘sandwich’ film composition is {Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ 
CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/CoFeB(0.55)/ Pt(2)}. In order to 
monitor and control the assembly, the ‘sandwich’ type particles are initialized in the ‘anti-parallel’ 
state. Then, a static field of 4000 Oe is applied to the particles in liquid, knowing that this field 
magnitude is sufficient to saturate at least 95% of particles into the parallel state. 
 
6.2.1 Preliminary assembly experiments 
 When the particles saturate, it is expected that they will assemble into chains, which is the 
basic interacting configuration for ferromagnetic particles, as it aligns the magnetic moments of the 
particles. Figure 6.1 shows particles in the process of assembling into a chain. These images are taken 
under the application of the 4000 Oe field. As can be seen, a small (~30 µm) chain (indicated with the 
red arrow) has formed in the liquid. This chain has aligned its perpendicular axis (axis along the red 
arrow direction) to the field direction, as expected. Additional debris can be seen sticking from the 
side of the chain, likely as a result poor assembly or magnetic debris in the solution. It can also be 
observed that, as a chain forms from particles in a certain region, that area is depleted of particles for 
further growth of the assembly. Thus, either particles or assemblies must move to find more particle-
rich regions of the liquid to continue the assembly process. The 4000 Oe applied field also induces a 
magnetic field gradient on the sample, as the electromagnet does not apply a perfectly homogenous 
field at such field magnitudes. As can be seen in Figure 6.1, the small assembly moves under the 
effect of this gradient, and through this movement encounters other particles (Figure 6.1, teal arrows), 
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which then assemble onto the end of the chain. The particle assembly to the ends of the chain is not 
directly captured in these images, but it was observed during imaging of the sample. The chain 
attracts other particles due to its larger magnetic moment, which drives strong interactions with other 
particles. This larger moment also experiences a greater force from the field gradient, causing it to 
move, while single particles stay adhered to the silicon substrate surface on which they sit. While the 
movement is not directly in the field direction, it is along the gradient of the field. The exact form of 
the gradient is difficult to measure, but it does increase toward the left of the images, which is nearer 
to the pole piece of the electromagnet.  
 
 
Figure 6.1 Assembly of magnetic particle chain 
The assembly of 10 x 5 µm2 magnetic particles into a chain is shown. The particles are 
saturated under an applied field of 4000 Oe to begin the assembly process. The red 
arrows show an assembly of particles and the teal arrows show particles that attached to 
the assembly, growing its size. The red and teal arrows denoting the different particles 
are also aligned with the perpendicular, out-of-plane axis of the particles. The assembly 
shows additional material attached to the side, possibly from poorly aligned magnetic 
material or other debris in the liquid. The white scale bar corresponds to 40 µm.  
 
One goal of this work is to have the particles assemble and remain assembled without 
requiring a constant energy or field input. While the creation of the small assemblies, such as the one 
indicated in Figure 6.1 in red, can happen following the saturation of the magnetic particles and in the 
absence of a continuous applied magnetic field, the size of the assemblies will be limited if particles 
and assemblies are not moved around the liquid to regions that are richer in particles. For this reason, 
it is useful to use an applied magnetic field gradient to help concentrate the particles and assemblies in 
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the liquid, creating larger structures. Similarly, a denser suspension of magnetic particles could also 
be created to allow larger assemblies to form without any applied field gradient. In all situations, the 
magnetic field is not needed to sustain the assembled chains, meaning the process does not require a 
constant energy input, such as in dynamic self-assembly systems, to retain the structures created.  
Having established the process for assembling chains from our suspension of magnetic 
particles in liquid, we can now observe and characterize the chain structure.  
 
6.2.2 Experimental chain assembly 
Assembled chains were created from both the 5 x 5 µm2 and 10 x 5 µm2 ‘sandwich’ particles, 
using field gradients to concentrate the particles into long chains. Examples of those chains are given 
in Figure 6.2 below. These chains were created and then dried from the liquid onto a silicon chip, so 
they could be observed in an SEM. 
Two aspects become immediately clear from the SEM micrographs. First, the chains can be 
assembled to significant lengths (~100 µm) involving thousands of particles. Second, the chains do 
not demonstrate ideal stacking of the magnetic particles. The particles making up the chain are 
rotationally and laterally offset. This can be seen for both the square and rectangular shapes, but is 
more obvious in the rectangular particles, where the longer dimension makes the lack of rotational 
alignment of the chain more obvious. These micrographs show the ability of the particles to assemble 
into chains, as seen in Figure 6.1, but also open more questions about the chain structure. It should be 
noted that the conformation and structure of the change might be affected by the drying process, 
which is necessary to prepare the materials for imaging by SEM. During drying, the chain 
conformation and structure might be disturbed by capillary forces, leading to significantly deformed 
chains. Additionally, alignment and orientations of the particles within chains could be similarly 
disrupted, making it difficult to evaluate the chain structure just from SEM micrographs. However, we 
can use comparison between the SEM micrographs and optical images of chains in liquid, such as in 
Figure 6.1, Figure 6.6, and Figure 6.7. From the optical images in these figures, it is clear that the 
chain sizes and conformations seen in the SEM results are similar to those seen in liquid. 
Additionally, the chains in liquid show a disordered stacking structure, similar to the SEM 
micrographs. Thus, even though the drying process will induce some changes in the chain structure, 
comparison with other results show that these micrographs are a decent representation of the structure 





Figure 6.2: Assemblies of magnetic particles into chains 
(a) 5 x 5 µm2 and (b) 10 x 5 µm2 particles were assembled into chains in liquid, and the 
liquid was then dried onto a silicon wafer. The chains could then be imaged using an 
SEM to understand the chain structure.  
 
  While these first assembly results in both types of particles are encouraging, further analysis 
is needed to how the asymmetry and offsets of particles in the chain develops.  
 
6.2.3 Analysis of chain assembly 
To help understand the real assembly behaviour observed in the particles chains, we must first 
understand the ideal assembly behaviour, and then analyse the variations of force and adhesion 
between particles in the chain that could lead to deviations from the ideal behaviour. Previously 
established methods for calculating particle interaction energy and force can be implemented here to 
find a theoretical model for the chain assembly that can then be compared with the experimental 
results.  
  
Calculation of ideal assembly behaviour 
 The starting point for analysing chain assembly is the energy landscape of the interacting 
particles. The magnetic interaction energy can give a theoretical minimum for the system, which can 
then be compared with the experimental results. These calculations were conducted using the Rhodes-
Rowlands interaction energy.69 For this calculation, the interaction between two magnetic blocks was 
found. The position of one block is fixed, while the other block is moved laterally in steps of 0.1 µm 
at a set separation. The geometry used for the calculation is shown in Figure 6.3 (a). The calculation 
can then be repeated at a number of different separation distances, calculating the energy profile of the 
particles as they approach each other. In each case the magnetic blocks are taken to be 10 nm thick 
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with a magnetization of 330 emu/cm3, so they have a magnetic moment equivalent that of the 
magnetic multilayer. 
 Figure 6.3 (b) and (c) shows the energy profiles are a separation of 10 µm, 1 µm, and 100 nm 





Figure 6.3 Energy profiles of particle assembly 
Energy profiles for the magnetic interaction energy between two particles. One particle 
is held fixed while the other is moved laterally, at a fixed separation. The lateral 
separation given is the centre-to-centre separation of the particles. (a) shows the 
geometry of the particles for the profile calculation. The profiles show where the energy 
minima and maxima exist for this interaction. The profiles were calculated for particles 
with (b) 5 x 5 µm2 and (c) 5 x 10 µm2 lateral areas. (d) presents a line profile of the 
interaction energy between two 5 x 5 µm2 particles, varied over the x-direction with a 
separation of 1 µm. The particles have a thickness of 10 nm and a magnetization 




It is clear that the lowest energy point for all cases is when the particles are completely 
aligned, with no lateral offset in either direction. At a long distance (10 µm) the energy landscape is 
always decreasing toward the completely aligned state. As the particles become closer, small energy 
barriers exist when the particles edge overlap (Figure 6.3, d), due to the opposite sign of the 
magnetostatic fields of the two particles at this point as the field curls around the particle edge. 
However, it is not likely that this barrier is the origin of the non-ideality seen in the experimental 
assemblies. If the particles can overcome this barrier, they should be able to reach the global energy 
minimum and assemble in an aligned fashion. If they cannot, then they should not be able to assemble 
at all.  
The overall energy picture can only establish a baseline for how the assembly behaviour 
should occur ideally. However, it does not give any evidence to help explain the experimental 
assemblies seen. 
  
Variations from ideal assembly 
 In order to understand the origin of the variations in the real assemblies, we can calculate the 
forces involved in the assembly process. The different directional components of the force (X, Y, Z) 
drive the assembly of particles in different ways. The geometry and directions defined in Figure 6.3 
(a) will also be used for the force calculations. The Z force is responsible for drawing the particles 
together parallel to the surface normal, while the X and Y force will drive the lateral alignment of the 
particles. In these PMA particles, where the magnetization is parallel to the surface normal, the Z 
force will dominate, as the largest component of magnetization is along this direction. Figure 6.4 
outlines the force profiles for the interaction of two 5 x 5 µm2 particles, set up in a similar fashion to 
the energy profiles calculated in Figure 6.3.  
 Over the whole landscape of force, the peak Z force is 5 – 10 times greater than the peak X 
force. This remains true at different Z separations between the particles. Figure 6.4 (c) shows a direct 
comparison of the Z and X forces for the full range of Z separations as the particles approach contact. 
In each case, the lateral (X) offsets was taken at the point of peak X force from the previous force 
profile calculations for separations of 1 µm and 100 nm. Even when using the point of peak X force, 
the Z force is always larger than the X force, becoming significantly so as the particles assemble 




Figure 6.4 Force profiles of particle interaction 
The forces between two particles are calculated. One particle is held fixed while the 
other is moved laterally, at a fixed separation. The force profile is calculated for the (a) 
Z force (parallel to the particle surface normal) and (b) the X force (perpendicular to the 
surface normal). (c) shows a comparison of the Z and X force for a set lateral offset and 
over a range of separations. The calculation was done for a 5 x 5 µm2 particle with a 
thickness of 10 nm and magnetization M = 330 emu/cm3.  
 
 Because of this difference in magnitude of the force components, it is possible that when two 
particles assemble, they will likely make contact before reaching the ideal lateral alignment. However, 
if the particles can continue to align after making contact, then they should be able to reach a 
completely aligned state. By calculating the energy involved in the contact, or adhesion, of the two 
particle surfaces, we can find if assembly will continue after particles come into contact, or if the 
assembly will be stuck in such a non-aligned position.  
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 As surfaces come into contact, a number of forces influence their adhesion. Examples of these 
include van der Waals, electrostatic, capillary, and Casimir forces.70–73 These forces are especially 
relevant in micro- and nano-sized objects, where the larger surface area-to-volume ratio of the smaller 
objects means any surface effects have a greater relative effect on the objects. These phenomena are 
intensively studied to understand ‘stiction’ in micro- and nano-electromechanical systems, and this 
knowledge can be translated to help understand the energy and forces of particle adhesion in our 
assemblies.73  
To quantify the adhesion behaviour of the particles, the energy of adhesion of two platinum 
surfaces in water was found. While the outside surfaces of the particles are either Ta on one side and  
Pt on the other, the adhesion of Pt surfaces was used to simplify the calculation. The work, or energy, 
of adhesion is the amount of energy needed to separate two surfaces in a specific medium. The work 
of adhesion for two Pt surfaces in a water medium can be defined as  
 
 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡−𝑊𝑊𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 = 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡 +  𝑊𝑊𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 −  𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 −  𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 Eq. 6-170 
 
where W is the work of adhesion (J/m2) for the various interactions. In the formulation, the work of 
adhesion of two Pt surfaces in water is calculated. When the Pt surfaces are separated in water, first 
energy is needed to overcome the adhesion between the Pt (𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡). From the separation of the Pt, 
two new Pt-water interfaces form (𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜), which is an energy benefit, reducing the overall work 
required. Additionally, the water must separate to create these new interfaces (𝑊𝑊𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜). This 
calculation can be similarly considered in terms of surface energy, where the separation of two Pt 
surfaces in water would lead to the creation of two Pt-water interfaces and the destruction of one Pt-Pt 
interface. For two surfaces to come unstuck and continue moving after contact, the work of adhesion 
must be overcome. This value will represent the barrier to continued assembly once particles have 
come into contact.  
 While resources do exist for defining surface and adhesion energies, many material 
combinations are not well-defined. To estimate the work of adhesion in this case, we will draw from a 
number of different sources to find approximate values for 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡, 𝑊𝑊𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜, and 𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜. 
We will simply define is 𝑊𝑊𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜, as the separation of water from itself will lead to the 
generation of two new water-air interfaces. We can then define 𝑊𝑊𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 = 2𝛾𝛾𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑑𝑑𝑑𝑑𝑜𝑜, where 
the surface energy 𝛾𝛾𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜−𝑑𝑑𝑑𝑑𝑜𝑜 is the energy of the water-air interface, which is equal to 72 mJ/m2.74 
Similarly, 𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 has been calculated theoretically in a density functional theory study of metal-
water interfaces.75 In this study 𝑊𝑊𝑃𝑃𝑡𝑡−𝑠𝑠𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 was found to equal 270 mJ/m2. Lastly, to find 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡, 
experimental results for the adhesion of Pt microstructures can be used. This pull-off force between a 
Pt surface and a Pt-coated AFM tip (rtip ~ 10 nm) in air was found to be 65 nN.76 From this pull-off 
force and using the Johnson-Kendall-Roberts (JKR) model (Eq. 6-2) to connect pull-off force and 
167 
 
work of adhesion, this experimental pull-off force for the Pt-Pt interface can be translated into 
𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡. The JKR model, which is a model for defining contact force and adhesion between a sphere 
and a planar surface, is defined as  
 






Where F is the pull-off force (N), R is the radius of the sphere (m) and W is the work of adhesion 
(J/m2). Using this model and the experimental results for a Pt-Pt surface referenced above, 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡 can 
be estimated as 2800 mJ/m2.  
 Having found or derived the necessary values, 𝑊𝑊𝑃𝑃𝑡𝑡−𝑃𝑃𝑡𝑡−𝑊𝑊𝑑𝑑𝑡𝑡𝑑𝑑𝑜𝑜 can now be calculated. It is 
found to be roughly 2 J/m2. While it is important to find a reasonable value for the work of adhesion, 
in order to compare the adhesion energy to other values quantitatively, this value still relies on many 
assumptions and should only be taken as an approximation of the adhesion energy. Primarily, the 
contact in this work is between two planar surfaces, while almost all available data (and the values 
used here) for surface contact is found between a sphere and a surface, and works studying two planar 
contacts has shown the different geometry does impact the adhesion, which will lead to an 
underestimation for our case.78 Additionally the energy of surfaces for crystal structures such as Pt 
will vary with the specific crystal plane of the surface.79 In this case we have assumed the Pt surface is 
the (111) plane. Pt(111) is the lowest surface energy plane, which could again lead to underestimation 
of the value from our method.  
 Even with these caveats, this approximate value can still be useful in understand the adhesion 
energy between particles. Figure 6.5 compares the adhesion energy and magnetic interaction energy 
driving alignment for two particles with varying amounts of lateral overlap. This overlap is defined as 
a percentage, where 100 % is complete overlap of the two particles. Figure 6.5 (a) shows the 
geometry used for the comparison. It becomes immediately clear that the adhesion energy is many 
orders of magnitude larger than the magnetic interaction energies. This shows that particles, once in 






Figure 6.5 Comparison of magnetic interaction and adhesion energy 
The magnetic interaction energy of two particles is compared with the surface adhesion 
energy. (a) defines the geometry of the particles, where the particles overlap by a 
percentage of their area to see how the different energies change with increasing 
overlap. (b) plots the two energies on a logarithmic scale. The calculation was done for 
a 5 x 5 µm2 particle with a thickness of 10 nm and magnetization M = 330 emu/cm3.  
 
 Combining this understanding of the adhesion energy with the profiles of magnetic 
interaction force (Figure 6.4) defined previously, it clear that particles will not be able to further orient 
after contact. If lateral (X and Y) forces are not sufficient to fully align the particle before contact, in 
comparison to the larger Z force, as calculated earlier (Figure 6.4), misalignment could result. 
However, this pure force analysis does not consider the order of magnitude difference in drag 
coefficient between a thin sheet when side and face on to flow. Other potential explanations can 
account for the assembly alignment seen. One is the many-body interaction of large numbers of 
particles assembling together. While our analysis looked at pair-wise interaction, real assemblies will 
have hundreds or thousands of particles all interacting at once, which could lead to interaction energy 
minima at locations not predicted in the ideal pair-wise calculation. Additionally, once a misaligned 
chain forms, it will shift the energy minima for alignment of new particles assembling to the chain, 
which would further perpetuate such misalignments.  
 What is clear, from the experimental results and adhesion calculation, is that once the particle 
come into contact, they will become stuck due to adhesion and not be able to continue perfecting the 
assembly process. This is the origin of the non-ideal behaviour seen in the real particle chains. 
Potential avenues for mitigation could include changing the adhesion energy of the surfaces through 
chemical modification of the particle surfaces. However, since the particles are still able to effectively 
chain in this non-ideal manner, mitigation strategies will be left for future study. 
 Having experimentally observed and characterized the assembly of particle chains, the 




6.3 Behaviour of particle chains 
One of the primary advantages of magnetic particles and structures is the possibility to use magnetic 
fields for their manipulation. As discussed previously, this capability has led to interest in magnetic 
assemblies and structures being used as for microrobotics and micromanipulation. In this work, one of 
the motivations for creation of a zero-field assembly system was to allow for magnetic field actuation 
of the assemblies, since an applied magnetic field is not needed to sustain the structure of the 
assembly.  
 Working with the particles and chains created above, different magnetic field conditions will 
be used to test the response of the chain to magnetic fields of different magnitude and frequency. The 
PMA particles and chains will move to keep the magnetic moment of the chain, which is along the 
long axis of the chain, aligned with the applied field, to minimize the Zeeman energy of the system.  
 
6.3.1 Actuation under field 
Particle chains of a number of different lengths were subjected to linearly oscillating magnetic 
fields with magnitudes of 10 – 1000 Oe and frequencies of 0.25 – 4 Hz. Along with the applied field 
parameters, chain length will also influence the chain behaviour, as will be seen below. Unfortunately, 
the length of assembled chains cannot be controlled. Observations were made of the behaviour of 
short (~60 µm) and long (>100 µm) chains, as these were seen to display distinct behaviours.  
 
Chain bending and breakdown 
 Chains showed a variety of bending and breakdown under different applied field conditions. 
Due to the influence of chain length, we will begin with the simpler short chain case, seen in Figure 
6.6. Under a small magnitude applied field, the chain straightens and then bends as the field is 
reduced. As the direction of the applied field is reversed, the chain flips to align itself to the applied 





Figure 6.6 Bending of short chain under applied field 
A short chain of magnetic particles is subjected to an applied magnetic field. The 
bending and straightening of the chain can be seen as the applied field is reduced and 
then increased. The chain is composed of 10 x 5 µm2 ‘sandwich’ type particles. The 
blue scale bar corresponds to 20 µm. Lines are provided to guide the eye. 
 
 The behaviour in Figure 6.6 is taken under a series of static applied fields, but it is mimicked 
as the frequency of the applied field increases. With increasing frequency the transitions between 
states occur more quickly but maintain the same behaviour. Additionally, changes in field magnitude 
do not lead to notable changes from this simple straightening and bending behaviour. For the short 
chains, it is unclear if the bending is due to the non-ideal construction of the chain or an attempt to 
lower the overall chain magnetostatic energy by forming a ring state to achieve flux closure. The 
origins of bending become clearer in longer chains, which are explored below. 
 When applying a field to long (>100 µm) chains, there are two distinct static states which 
combine to form different dynamic responses. When a static field is applied, the chain straightens and 
aligns with the field. When the field is turned off, the chain curls into a flux-closed ring state.  If the 
field is reversed, the chain will straighten again and align with the field direction. When applying 
dynamic fields, we see three distinct responses that relate to these static states, outlined in Figure 6.7 
below.  
The first response is a dynamic ring state, where the chain curls and uncurls as the field 
oscillates. This happens at low fields, when the frequency of the oscillation is low (low field sweep 
rates). The ring forms as the field oscillation passes through zero. Then, as the field increases, the 
chain will straighten and align to the field direction. This can be seen clearly in Figure 6.7 (a). The 
second state, seen in Figure 6.7 (b), is chain breakdown. With a large magnitude and high frequency 
applied field (high field sweep rates), the chain breaks apart into smaller segments as the field 
oscillates. The chain breaks down as the field reverses and rebuilds as the field saturates, leading to 
the various structures imaged during the process. In this breakdown state, the ring state is no longer 
seen, likely because the small segments created in this process are too short to create a full ring. A 
third categorization of chain behaviour can be made when both the breakdown and ring states are 
present, which is shown in Figure 6.7 (c). This range, which we will call intermediate behaviour, is 





Figure 6.7 Different chain behaviours under an applied field 
Three different behaviours are seen in chains of magnetic particles under an oscillating 
applied field. (a) shows the chain alternating between a zero field ring state and a 
straightened state. (b) shows the chain breaking apart under a high amplitude oscillating 
field. (c) shows a combination of the ring behaviour seen in (a) and the chain 
breakdown seen in (b). The chains are composed of 10 x 5 µm2 ‘sandwich’ type 
particles. The blue scale bar corresponds to 20 µm. 
 
Along with the three states outlined above, we can also see bending in long chains, similar to 
that of the short chain behaviour. This bending, shown in Figure 6.8, can be seen when part of the 
long chain is anchored, either to other magnetic structures or through frictional forces to the substrate 
below. At a small enough applied field magnitude (10 Oe), the anchored part of the chain does not 
have sufficient energy to move, while the free end does, causing the highlighted part of the chain to 
straighten. As the field decreases, the free end attempts to move into a ring state or flip to align with 
the field, which is prevented by the anchored portions. Under low amplitude oscillating field, it ends 





Figure 6.8 Bending of long chain under applied field 
A large multi-chain assembly of magnetic particles is subjected to a small magnetic 
field, which causes local bending and straightening of a section of the chain. (a) shows a 
schematic diagram of the different chains in the assembly, including the unconstrained 
chain end which is seen to bend. (b) and (c) show the real chain structure under a 
changing magnetic field, with annotations in (c) highlighting the bending chain. The 
chain is composed of 10 x 5 µm2 ‘sandwich’ type particles. The blue scale bar 
corresponds to 20 µm. 
 
 A number of different field sequences and the resultant behaviours are plotted in Figure 6.9 
below. The special case of bending is only seen at very low (10 Oe/s) field sweep rates. The pure ring 
state can be achieved by small to intermediate (10 – 100 Oe/s) field sweep rates. On the other hand, 
the complete breakdown of the chain is only seen at high field sweep rates (≥500 Oe/s). The 
intermediate state can be found at field sweep rate values between those of the ring and breakdown 
states. From this information, we can see how the rate of change of the applied magnetic field can be 




Figure 6.9 Overview of chain behaviour under applied field 
The different behaviours outlined in Figure 6.7 are shown for increasing field sweep 
rate (Oe/s).   
 
  There is some overlap between the regions of intermediate and ring behaviour, which have 
resulted from different experiments at the same sweep rate. These differences could be due to slightly 
different chains lengths (all >100 µm) being used in the experiments. We can view this region as the 
onset of the breakdown behaviour that differentiates the ring state from the intermediate state.  
 
Potential chain functions 
The magnetic chains show interesting field response, allowing a number of different states to 
be accessed depending on the specific applied field sequence. The bending of the chains shows how it 
can potentially fulfil applications requiring actuation or flexibility, and the breakdown could allow re-
configuration of the chain into different assembled structures. The different responses open up a 
number of potential functions for these chains. 
 The first is the chain as a pincer or tweezer that could be used to capture or manipulate 
objects. Under a small applied field magnitude and frequency, a chain can be repeatedly opened and 
closed, alternating between a straight, saturated chain and a ring shape at zero applied field (Figure 
6.10). The chain was able to stay in position and reproducibly open and close at the same point over 





Figure 6.10 Chain as a pincer 
The ability of a chain to act as a pincer or tweezers, reversibly opening and closing 
under a specific field sequence, is demonstrated. The chain is composed of 10 x 5 µm2 
‘sandwich’ type particles. The blue scale bar corresponds to 20 µm. 
 
 While the right field sequence can be used to induce similar behaviour in chains of sufficient 
length (those long enough to form rings), not all cases showed repeatable opening and closing at the 
same position along the chain, which would reduce the functionality of such a device. However, when 
combined with the chain bending seen in short and fixed chains (Figure 6.6, Figure 6.8), it is clear that 
the assembled magnetic chains have the potential to actuate or manipulate other particles in liquid, 
through their ability to transduce force from an applied magnetic field, although the level control and 
reproducibility of such behaviour must be improved. 
 Second, both short and long magnetic chains showed motion on the surface of the silicon chip 
on which they were sitting, seen in Figure 6.11. A series of images show the motion of a short and 
long magnetic chain under an oscillating magnetic field. As the field is applied, the chains have a net 
motion in one direction. While it is interesting to view such motion as some form of surface ‘walker’ 
or similar micro-machine, it is difficult to see how the random opening and closing of the chain could 
induce any net motion in one direction. It is possible that some symmetry-breaking chain shape, such 
as the one in Figure 6.11 (a), would allow the chain to interact with the surface anisotropically, it is 
still unclear if such a system could create net motion.  
It is possible that the movement is induced by magnetic field gradients, as the movement of 
particles and chains has been previously seen under large applied field gradients. In this case, the 
particles shown in Figure 6.11 did not move under static fields of 50, 100, or 250 Oe, but was able to 
move under a 50 Oe oscillating field. It is possible that the field gradient at 50 Oe is sufficient to 
move the chain, but is not enough to overcome the static friction between the chain and the silicon 
surface. Thus, only when dynamic fields are applied, causing the chain to rotate and detach from the 




Figure 6.11 Chain motion 
Two examples of chains moving under an applied magnetic field are shown. In (a), a 
short particle chain, denoted by the red arrow, move across the fixed viewing frame. (b) 
shows a longer particle chain similarly moving across a fixed frame. The chains are 
composed of 10 x 5 µm2 ‘sandwich’ type particles. The blue scale bar corresponds to 40 




Even though field gradients likely account for the motion seen here, there are still interesting 
opportunities for micro-walkers built from such chains. The use of rotating fields with magnetic 
chains has been effective in powering surface walkers and could represent a potential next step for 
motion in these chains.80  
 
6.3.2 Theoretical model of chain response 
In order to understand the different response of the particle chains to the applied magnetic 
field, theoretical models were developed to explore the cases of chain bending and breakdown. In the 
case of chain bending, we will analyse the length dependence seen in the ring configuration, looking 
at how the magnetic interaction energy changes as the chain bends. The case of chain breakdown will 
be modelled using a combination of the strong adhesion energy which holds the particles together and 
the Zeeman energy that drives the rotation of the chain segments, to understand how the magnitude of 
the applied field can influence the breaking of smaller chain segments. 
 
Model for chain bending 
 Chain bending can be viewed as a competition between the increase in inter-particle 
interaction energy within the chain as it bends and the decrease in overall magnetostatic energy as the 
chain achieves flux closure by connecting its ends. Flux closure is a common method by which 
magnetic textures, such as domains, lower their magnetostatic energy. 
The chain and ring states have been studied extensively in the case of spherical magnetic 
dipoles and similar spherical nanoparticles. In this simple case, it is found that chains with as few as 
four particles can lower their overall energy by forming a ring.81 Thus, for almost all chain lengths of 
spherical dipoles, the ring state is the lowest energy state.  Chains of cubic magnetic particles have 
also been studied. Experimentally, cubic magnetite nanoparticles showed a flux-closure ring state for 
particles of a certain size (~40 nm), but it was not seen with smaller  nanoparticle sizes.82 Simulation 
works has found that ideal cubes with magnetization perpendicular to one of the cube faces will form 
chains.83 The perfect cube was found to never form a lower energy ring state, but by slightly rounding 
the cube shape (making it more sphere-like), the ring state can become the lowest energy state, with 
chain lengths of 4 – 20 particles, depending on the degree of roundedness of the cubes .84 Drawing on 
these results, we can understand how the ring state exists with our particle assemblies, but also see 
how the particle shape and magnetization impacts the assembly parameters, like chain length, needed 
to reach this state.    
With the planar particles in this work, chains reach much longer lengths ( >>60 µm, 1300 
particles) before this ring state can be accessed. The length of the chain is related to particle number 
using the 40 nm thickness of the magnetic particles. Due to the planar nature of the particles, the inter-
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particle distance can change significantly when the chain bends, which is not the case in a chain of 
spherical particles, where the inter-particle distance is constant. Additionally, due to the stray field 
profile of the PMA particles, which is maximized at the particle edges, the stray field acting on 
adjacent particles can change significantly during bending. This change in stray field magnitude, both 
from the distance and angular offset of the particles in the ring state, will lead to a smaller interaction 
energy, following the equation 𝐸𝐸 = −𝑚𝑚 ∙ 𝐵𝐵, where E is the interaction energy, m is the magnetic 
moment, and B is the magnetic flux acting on the moment. To find the interaction energy, the 
magnetic flux of 5 µm x 5 µm x 10 nm, uniformly magnetized blocks (Ms = 330 emu/cm3) were used 
to represent the moment of the particle. The flux from the blocks was calculated using MuMax3, 
using cell sizes of 0.1 µm x 0.1 µm x 5 nm. An interpolation function was use with the field values to 
create smaller effective cells for this calculation. The stray field from one block on an equivalent, 
adjacent block was found. The adjacent blocks are touching along their edge, as shown in Figure 6.12 
(b). The angle between blocks is found by dividing 2𝜋𝜋 𝑁𝑁� , where N is the number of particles in the 
chain, found by dividing the chain length by 40 nm, the thickness of one particle.  
This change in pair interaction energy has been quantified for particle chains of different 
length, shown in Figure 6.12. This calculation is only for nearest-neighbour (adjacent) particles in the 
chain. Using only nearest-neighbour calculations will induce error in the result – for spherical dipole 
chains, the nearest-neighbour energy is 10 – 15% smaller when compared to the precise energy 
calculation, for both straight and ring shapes.81,83 However, this model will allow us to simply 
compare with experimental results. Figure 6.12 (a) and (b) show schematics of the straight chain and 
ring geometries respectively. Figure 6.12 (c) shows the interaction energy between 2 neighbouring 
particles only. For the straight chain (Figure 6.12, a), the nearest-neighbour interaction is independent 




Figure 6.12 Energy comparison for straight and bent chains 
The nearest-neighbour magnetic interaction energy for two particles in a (a) straight and 
(b) ring chain is compared. The energy of the straight chain vs the bent chain is given in 
(c) for a number of different chain lengths, which correspond to chains of N particles. In 
this case, the total thickness (magnetic + non-magnetic) of each particle is taken to be 
40 nm, and calculations for the ring state were made for particles of 1 (N = 25), 10 (N = 
250), 50 (N = 1250), and 100 (N = 2500) µm.  
  
 The ring state pair energy, Ering, was calculated for chains of 1, 10, 50, and 100 µm. As 
expected, as the chain length increases- and therefore the angle 2𝜋𝜋 𝑁𝑁�  between neighboring particles 
in the ring decreases – Ering is closer and closer to Estraight. At a chain length of 100 µm, the difference 
between Ering and Estraight is only 1.3%. The net energy penalty for bending is (𝐸𝐸𝑜𝑜𝑑𝑑𝑛𝑛𝑑𝑑 −  𝐸𝐸𝑠𝑠𝑡𝑡𝑜𝑜𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑡𝑡) ∗
(𝑁𝑁 − 1). The energy gain will be equal to the new nearest-neighbor interaction that is formed on 
closure of the chain, which is equal to the ring state energy calculated in Figure 6.12 (c). For the 
chains of 1, 10, and 50 µm, the energy penalty for forming a ring is on the order of 10-14 – 10-15 J. 
When balanced against the ~10-16 J energy gain for completing the chain, it is clear why chains of this 
length cannot form the ring state. However, for the 100 µm chain, the energy penalty is of the order of 
10-18 J, compared to a gain of 10-16 J. Thus, it is more favourable to form a ring state at zero applied 
field. This matches well with the experimental results seen in short (< 60 µm) and long (>100 µm) 
chains.  
 By understanding the changes in magnetic energy that occur during ring formation from a 
magnetic chain, we can model the system and further understand the experimental results. Unlike 
chains of spherical particles, there is a much larger energy penalty for ring formation from our thin, 
planar PMA particles. However, there is also a strong driving force from the large magnetostatic 
energy of the high moment particles. Thus, the chain lengths must reach near 100 µm (2500 particles) 
before a full ring can be created. In shorter chains, limited bending can occur, but it is not 
energetically favourable to form a full ring. The ability to create larger straight chains and control the 
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chain bending at chains lengths in the 10 – 100 µm could lead to interesting applications with 
manipulation and actuation of cells, many of which fall in the same size range of the chains created 
here.  
 
Model for chain breakdown 
 At large applied field magnitudes and frequencies, long chains break down into shorter 
segments, in order to stay aligned with the oscillating applied field. This behaviour of chain 
breakdown has been seen before in chains of magnetic micro- and nano-spheres, where oscillating or 
rotating fields were used to disassemble the chains.52,85 Related experiments found that, in a rotating 
field, longer chains or higher applied frequencies made it more difficult for the chain to 
synchronously follow the magnetic field.86 These reported results help understand what we see here. 
As the frequency of the field increases, the chain breaks down to more quickly align with the applied 
field.  
The driving force for the chain alignment with the applied field originates from Zeeman 
energy, which is defined as 𝐸𝐸 = 𝑚𝑚𝐻𝐻𝑑𝑑𝑝𝑝𝑝𝑝𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑cos (𝜃𝜃). E is the Zeeman energy, while m is the magnetic 
moment, H is the applied field, and θ is the angle between the applied field and the magnetic moment. 
When the direction of the applied field reverses, the chain is at a Zeeman energy of +mH, due to the 
180° angle between the moment and applied field. Once the chain aligns itself with the applied field, 
the Zeeman energy of the system is –mH. Thus, the driving energy for a chain in a reversed field is 
equal to 2mH. In order for the chain to break into smaller segments, the strong adhesion forces 
between the different chain segments must be overcome. In this model we have ignored the magnetic 
interaction energies. These energies, which are an order of magnitude smaller than the adhesion or 
Zeeman energy, are balanced by the magnetostatic energy gain of the small chain flipping and 
aligning anti-parallel to a neighbouring chain segment. Since these two magnetic energy terms are 
opposing (interaction energy favours an aligned chain, while the magnetostatic energy gain favours a 
broken chain) and of similar magnitude, they cancel out. Using the balance of Zeeman and adhesion 
energy, we can now consider the breakdown behaviour.  
As the frequency increases, the smaller segments can respond quicker. While the lowest 
energy condition is for the entire chain to rotate, as this incurs no adhesion energy penalty, we can see 
experimentally that the chains will breakdown at high field magnitudes and frequencies. A 
comparison between the Zeeman and adhesion energy (Figure 6.13, b) is made for different applied 
field values, different amounts of overlap between the adhesion contact point, and different chain 
segment lengths. By comparing these three values, it can be seen when the Zeeman driving force of a 
smaller segment of 10 – 40 µm can overcome the adhesion energy (using the Pt-Pt work of adhesion 
calculated previously) and break out of the chain. The comparison shows that field magnitudes of 250 





Figure 6.13 Energy comparison for chain breakdown 
A comparison of adhesion and Zeeman energy is used to analyse the breakdown of 
particle chains. (a) shows a schematic diagram of a chain in an applied field opposite the 
magnetization direction of the chain. While the chain can move collectively to re-align 
its moment to the field (large arrow), the re-alignment could also occur by each smaller 
segment rotating to match the field. (b) compares different levels of adhesion energy 
(given by different amount of overlap of the adjoining particles/chain segments) with 
the Zeeman energy gained by the chain rotating to align with the field, for a number of 
different chain lengths and field strengths.    
 
  
 From this result, we can see why the long particle chains can break down in an applied field 
of sufficient magnitude and frequency. While the breakdown can only occur due to stacking flaws in 
the chain, where adjacent particles are not fully aligned, we have established that these flaws are 
common and intrinsic to the chains formed in this work. The combination of these flaws and a field of 
sufficient magnitude is enough to allow shorter chain segments to overcome their adhesion energy as 
they rotate to align with the oscillating applied field. This energy balance model does not incorporate 
the frequency of the applied field, which is also a necessary component for chain breakdown. The 
increased frequency of the applied field limits the time the chain has to respond to the field. Shorter 
segments can respond more quickly as they cover a shorter angular distance when rotating. Even 
though the breaking and rotation of the shorter segments is a higher energy process than rotation of 
the full chain, the high frequency can make this path preferable. High field sweep rate is needed to 
cause chain breakdown, as was outlined in Figure 6.9, and reduction in this quantity will lead to 
different chain behaviour.  
 
6.4 Assembly of particle structures 
Another potential application of the self-assembly of magnetic particles is the assembly of structures 
on a surface through templated assembly. This could potentially be used to create an anchored chain 
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structure, as a form of magnetic cilia for actuation or separation. Additionally, it offers an avenue to 
create interesting 3D structures. A combination of particle shape and the perpendicular magnetic 
anisotropy of the particles can be used to build structures up from the surface of a silicon chip, 
including 3D structures such as cantilevers or bridges that are difficult to achieve with conventional 
top-down lithography and deposition techniques.  
 
6.4.1 Assembly onto chips 
The templated assemblies in Figure 6.14 and Figure 6.15 are formed through a combination 
of lithographically defined patterns and magnetic particles. In the examples below, 3 x 5 µm2 
magnetic pillars were created on the silicon surface, with a 4 µm edge-to-edge spacing. Then, 10 x 5 
µm2 ‘sandwich’ particles in liquid were deposited on the patterned chip. The particles were initially in 
an anti-parallel state and were saturated to a parallel state with a 4000 Oe applied field. The liquid was 
allowed to dry, leaving behind the assembled structures.  
 
Bridges and cantilevers 
 Figure 6.14 shows two typical assembled structures observed. The particles magnetically 
align to the underlying pillar structures, which are saturated and fully remanent, either by forming a 
cantilever structure (Figure 6.14, a), where the magnetic particle attaches itself to just one pillar, or a 
bridge (Figure 6.14, b), where the particle bridges the gap between two pillars. The spacing between 
the pillars is set so that such a bridge structure is possible.  
 
 
Figure 6.14 Templated assembly of cantilever and bridge 
10 µm x 5 µm ‘sandwich’ particles were deposited on an array of 3 x 5 µm2 
magnetic pillars, assembling into (a) cantilever and (b) bridge structures.  
 
 
 While this result does show the potential of our particles for creating 3D templated 
assemblies, the images in Figure 6.14 and Figure 6.15 show some of the few successful assemblies 
created through this method. One limiting factor of this method is the interactions between magnetic 
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particles in the liquid. The magnetic particles must be saturated and remanent in order to interact with 
the magnetic pillars, but once the particles are saturated, they will create chain assemblies in the 
liquid, as we have seen previously. These large assemblies will quickly settle out of the liquid and not 
easily interact with the pillar structures. Thus, the liquid becomes heavily depleted of magnetic 
particles, leaving very few to reach the surface and interact with the templated structures. It is also 
difficult to attach the larger chain structures directly to an on-chip template, as the magnetic field 
produced by the pillars is not sufficient to direct the assembly of the large and heavy chain over a long 
distance.  
 An extension of the templated structure assembly is shown in Figure 6.15, where a series of 
pillars were patterned on the edges of two Au electrical contact pads. A gap was left between the 
pads, creating an open circuit which could be closed by the assembly of a particle bridge across the 
gap. After the deposition of particles, a small assembly of three particles did align itself and complete 






Figure 6.15 Templated bridge assembly on electrical contacts 
A series of 3 x 5 µm2 magnetic pillars were created on a gap between two electrical 
contact pads (20 nm Au). 10 x 5 µm2 ‘sandwich’ particles were deposited and 
assembled crossing the gap between the contacts. The blue scale bar in each case 
corresponds to 20 µm. 
 
 The assembled particles were able to successfully create an electrical connection between the 
two contact pads. Without any assembled particles, the contact structure read as an open circuit, but 
after the assembly of the particles, current was able to flow, with a resistance of ~80 Ω. This is an 
example of how these 3D templated assemblies could be used as a foundation for building a 
functional 3D device on a chip.  
 
6.4.2 Simulation of assembly onto chip 
To further explore the templated assembly results, energy profiles were calculated between a 
single 10 x 5 µm2 particle and two 3 x 5 µm2 pillars which have an edge-to-edge spacing of 4 µm. The 
pillars have a thickness of 10 nm, while the particle thickness is 20 nm. All components have a 
magnetization of 330 emu/cm3. The calculations undertaken were similar to those for Figure 6.3. 
However, in this case, the point of zero lateral offset corresponds to the particle being centred over the 
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midpoint between the two pillars. The results, shown in Figure 6.16, initially show a single energy 
minimum at a large separation (a). However, as the particle-pillar separation decreases, three distinct 
minima emerge. The global minimum is when the particle is centred on the midpoint, spanning the 
two pillars to form a bridge structure (Figure 6.14, b). Smaller minima exist for when the particle is 
centred on only one of the pillars, which would lead to a cantilever structure (Figure 6.14, a).  
 
 
Figure 6.16 Energy profile of templated assembly 
The magnetic interaction energy between a 10 x 5 µm2 ‘sandwich’ particle and two 3 x 
5 µm2 magnetic pillars is calculated. The pillars are fixed, with a lateral separation of 4 
µm. The 10 x 5 µm2 particle is moved laterally at a fixed separation relative to the 
pillars, to calculate the energy profile. The particle has a thickness of 20 nm, while the 
pillars have thicknesses of 10 nm. In all cases, the magnetization is set with M = 330 
emu/cm3.  
  
 If the particle approaches from a direction such that it moves into one of the smaller minima, 
there would exist an energy barrier for it to move from this state to the global minimum bridge state. 
In this way, we can understand how the particles can create both the bridge and cantilever structures, 
as the existence of the different energy minima allow for a variety of outcomes depending on the 
specific conditions and approach of the 10 x 5 µm2 particle.  
 
6.5 Conclusion 
Particle assemblies were successfully created from the magnetic particles designed in this work. 
Following the assembly of chains in liquid, the structure and behaviour of the chains under applied 
fields was analysed. While the chains do not form an ideally stacked structure, we can understand the 
origins of this behaviour from the magnetic interaction and adhesion forces. By understanding the 
origin of the behaviour, it could be possible to design strategies, such as chemical functionalization of 
particles, to mitigate it. Additionally, the non-ideal assembly likely contributes to the breakdown of 
chains under high frequency applied fields. Along with this breakdown mode, a ring state was found 
in chains of sufficient length. Both the chain length and applied field parameters can be used to 
control the bending, actuation, and potentially motion, of the chains, opening up interesting 
opportunities to adapt this system for applications in microrobotics. 
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 Along with the assembly of chains, simple 3D structures were assembled from patterned 
templates. This templated assembly demonstrates a different avenue for the self-assembly potential of 
this system, in which anchored chains or interesting 3D structures could be built. Templated assembly 
was not greatly explored, but offered as an option for another direction for this system and this 
research that could lead to interesting new results and applications. 
 Overall, the assemblies formed in this chapter prove the efficacy of the self-assembly system 
designed in this work. Moving from the optimized PMA films to controllable assemblies shows how 
the properties of these highly engineered films and materials can be translated into new environments 
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7.1 Aims of thesis 
The goal of this thesis was to develop a new magnetic self-assembly system and provide proof of its 
potential application. We specifically focused on static self-assembly, so applied fields could be used 
to control and actuate assembled structures. To accomplish this we have combined the magnetic 
materials and properties developed in PMA thin films with top-down lithographic particle creation 
techniques, using established methods to develop our new bottom-up building blocks. We have 
outlined the decades of intensive research that have resulted in well-understood PMA thin film 
architectures.1 It is from these materials that we can create films with controllable magnetic 
properties, which can then be leveraged for self-assembly. Compared to existing self-assembly 
systems, we believe that this system can offer a unique combination of planar geometry, PMA, 
tuneable magnetic properties, and control of lateral shape that will open up new possibilities for 
magnetic self-assembled structures.2,3  
 
7.1.1 Design of self-assembling particles 
The work in Chapter 4 focused on design and optimization of the magnetic thin film and the 
creation of particles from this film. First, a framework of desired properties, including full remanence, 
high moment, controllable coercivity, sharp reversal behaviour, and high anisotropy, was established. 
From this framework, the magnetic composition of the PMA film was optimized. Further efforts were 
made to understand how additional materials could be added to give structural stability to the film and 




The magnetic optimization of the particles tested the effects of the thicknesses of CoFeB and 
Pt in the CoFeB/Pt layered structure, in order to find the film layer structure that could deliver high 
moment while retaining sharp reversal behaviour and high anisotropy. It was found that multilayer 
structures could include higher thicknesses of CoFeB, thus creating a larger moment, compared to 
single layers. Within the multilayer structure, the number of repeats and thicknesses of the two 
components were optimized within the framework outlined above, leading to a final layer structure of 






Because of the high aspect ratio of the planar film and particles, additional material was 
needed to provide structural support for the particles, as particles composed of only the magnetic thin 
film would deform under internal stresses. A number of magnetically inert materials were tested, and 
it was found that Au would not damage the magnetic properties of the film while providing structural 
support. Additionally, the use of an Au underlayer deposited at different sputtering powers was found 
to give controllable changes in the coercivity of the magnetic film. This phenomenon could be 
understood as originating from the additional defects in the film generated by the rough Au 
underlayer, although it was not possible to explicitly correlate the Au roughness with the coercivity 
changes. However, the addition of Au and the coercivity changes it induced allowed engineering of 
the remanent state of a multilayer film and particle. A ‘sandwich’ film was created, where two 
magnetic multilayers are deposited around a structural Au buffer, with the layer structure {Ta(2)/ 
Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ 
CoFeB(0.55)/ Pt(2)}. In this layer structure, the coercivity change induced by the Au layer on the top 
magnetic multilayer allowed selective reversal of the different multilayers. Thus, the film and 
particles made from this layer structure could be put into an anti-parallel zero remanence state. This 
allowed particles to be created that would not immediately interact and assemble following lift-off 
from a substrate, so the timing and conditions of assembly could be controlled. 
 
Particle creation 
 Once the film structure was determined, the film was then made into particles using 
lithographic methods. We began with established photoresist-based methods, finding that positive 
photoresist with a chlorobenzene soak provided a good platform for the formation of planar particles 
from the thin film. However, this method was found to be unusable due to the creation of non-particle 
magnetic material that interfered with particle interactions and assembly. In order to overcome these 
limitations, a new particle creation method using an inorganic release layer and ion milling for pattern 
definition was developed. Both Al and Ge were tested as release layer materials, with Ge being 
superior, as it dissolved more cleanly and induced less stress in the deposited film structure. The Ge 
release layer was combined with photoresist patterning that defined an ion milling mask. Particle 
could be made in any lateral shape or size, as defined by the mask, and then controllably released by 
dissolution of the Ge in H2O2. It was found this method produces high-quality planar particles in a 
repeatable manner. Additionally, measurements of the magnetic properties of the particles and films 
show that the particles are able to mostly maintain the magnetic properties optimized in the film when 
patterned into particles. The particles saw increased coercivity and lowered anisotropy as a 




7.1.2 Understanding particle behaviour in liquid 
Following the optimization of the magnetic film and the creation of particles, a number of 
experiments were undertaken in Chapter 5 to understand the behaviour of particles in liquid. These 
experiments investigated the mechanical stability of particles in liquid, particle interactions, and the 
response of particles to an external applied field, to help understand some of the fundamental particle 
behaviour that supports self-assembly. 
 
Particle stability 
 Due to the high aspect ratio of the thin, planar particles, the mechanical stability of the 
particles can be affected by stress induced during the deposition process. In order to minimize this 
effect, different particle shapes and compositions were tested. Square particles with lateral dimensions 
of 5 µm x 5 µm, 10 µm x 10 µm, 15 µm x 15 µm, and 20 µm x 20 µm in two film layer structures ( 
{Au(t)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} where t = 10, 20, 30, and 40 nm  
and{Ta(2)/ Pt(2)/  [CoFeB(0.55)/ Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)/ Au(20)/ Ta(2)/ Pt(2)/[CoFeB(0.55)/ 
Pt(0.86)]4/ CoFeB(0.55)/ Pt(2)} ) were used. It was found that the latter ‘sandwich’ layer structure 
was stable at all particle sizes, likely due to the balance of stress in the symmetric film layer structure. 
The former single multilayer on Au layer structure showed poor stability for sizes range from 10 – 20 
µm, which was especially poor for films with tAu = 20, 30 nm. Based on this study, the ‘sandwich’ 
layer structure was selected for further use to ensure mechanically stable particles in liquid. 
 
Particle interactions 
 Interactions between single particles were evaluated at a number of different particle lateral 
sizes, ranging from 5 to 20 µm. All particles used the ‘sandwich’ layer structure and were saturated to 
a parallel, fully remanent state. They were then allowed to interact in the presence of only a small 
remanent magnetic field. Particles with lateral sizes of 5 and 10 µm were able to assembly readily, 
while 15 and 20 µm-sized particles required external agitation to complete the assembly. To help 
understand these results, the interaction energies and forces, along with drag and frictional forces, 
between particles were evaluated. The interaction energies were found to almost universally favour 
larger particles, where the larger magnetic moment should drive stronger interaction, although close 
range interactions favoured smaller particles, when viewed on a per-area basis. This originates from 
the form of the magnetic field profile of the particles which leads to stronger specific binding between 
small assembled particles compared to larger ones. Since the larger particle interactions were overall 
stronger, in contradiction to the experimental assembly results, the drag and frictional forces on the 
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particles were also calculated. While drag force does scale with particle size, the greater interaction 
force between larger particles led to an increasing terminal velocity for particle interaction with 
increasing size, when balanced with the drag force. However, frictional forces between the particles 
and the substrate also increase with particle size (mass), and from this interaction larger particles 
could be prevented from interacting by these frictional forces. Frictional forces preventing the 
interaction of large particles matches well with the observed experimental interactions, and for this 
reason, particle lateral sizes were kept in the range of 5 – 10 µm for future experiments, where 
frictional forces were not observed to impede the particle interactions.  
 
Particle response to external field 
 The response of single particles to an externally applied field was evaluated, for both fully 
remanent particles and anti-parallel zero remanence ‘sandwich’ particles. The interaction between the 
field and the particles was evaluated using a zero temperature Stoner-Wohlfarth model, where the 
competition between Zeeman and anisotropy energy is calculated to find the minimum energy state of 
the particle. Since the particles are in liquid, they can rotate to access the minimum energy state, as 
long as a pathway to the state exists. Thus, this model can give an indication of how the particle will 
orient itself with respect to the applied field.  
For fully remanent particles, it is found that the particle will always align its moment to the 
magnetic field, which represents a global minimum energy state. Due to the strong anisotropy of the 
particles, it is easier for the particle to rotate and align with the field rather than rotating the 
magnetization of the particle. 
For the anti-parallel zero remanence particles, the particle response is more complex. We 
could use previous work on SAF particles as a guide for understanding the response of the particles 
and establish how it compares to our different system. Particles with balanced moments along with 
unbalanced, ferrimagnetic particles were modelled. As the externally applied field increases, the 
particles transition so the plane of the particle is aligned with the field, for balanced moments, or the 
plane is slightly tilted versus the field, for ferrimagnets. As the field continues to increase, more 
favourable minima develop where the applied field is at an angle between the particle plane and easy 
axis. Once a high enough field is reached, the particles can shift to this new minimum, and at this 
orientation, the field and angle is such that the criteria for Stoner-Wohlfarth switching is satisfied, 
allowing the particles to switch to a fully remanent state at a threshold switching field. These 
modelled results could then be used to help understand the field response of experimental particles. 
Following these modelled results, experiments of the switching of anti-parallel ‘sandwich’ 
particles were conducted. The particles showed the different mechanical field responses predicted by 
the Stoner-Wohlfarth model, as the particles rotated with respect to the applied field to minimize their 
energy. Additionally, a range of switching fields was found for sets of nominally identical particles. 
196 
 
The switching of the real particles was evaluated, taking into account real coercivity of the particles, 
and additional work was made to investigate the potential effect of thermal fluctuations on the 
switching of particles. While thermal effects were found to be minimal, we can understand how a 
coercivity driven switching process, which depends on the moment imbalance of the particles and 
their coercivity, could potentially product the distribution of switching fields found for real particles. 
By characterizing this distribution, the field needed to simultaneous saturate large collections of the 
particles was found which can then be applied to assembly experiments.  
 
7.1.3 Particle assembly and actuation 
After understanding the ways in which single particles interact and respond in liquid, Chapter 
6 investigated assemblies which are formed from collections of particles. In liquid, the particles were 
seen to assemble into chains. This assembly process was evaluated through energy and force 
calculations, and the response of these chains to externally applied fields was investigated. 
Furthermore, preliminary experiments with templated assembly of the magnetic particles on a surface 
were undertaken, offering a look at another potential use of these particles. 
 
Particle assembly 
 Particle assembles were formed from ‘sandwich’ particles with 5 µm x 5 µm and 10 µm x 5 
µm lateral dimensions. The particles were dispersed in liquid in an anti-parallel zero remanence state 
and then saturated to a parallel state with a 4000 Oe field – this value was taken from the results on 
particle switching in Chapter 5.  After allowing the particles to assemble back at zero field, the 
resulting structures were observed. It was found that both particle types readily formed chains. 
However, the stacking of the chains was not ideal, with lateral and rotational offsets between 
particles. To investigate this, the magnetic interaction energies and forces between particles were 
analysed. These results gave insight into how a chain would ideally form, from an energy point of 
view, and how imbalances in the directional forces between particles could potentially contribute to 
misalignment. It is likely that in the many-body problem of particle interactions in liquid, non-ideal 
interactions will occur. Due to the high adhesion energy once particles are in contact, the structure 
will not be able to correct any misalignment after particles have assembled. Additionally, once a 
misalignment has occurred, the energy landscape of new particles assembling onto the chain is 
altered, which can lead to further non-ideal assembly of the particles. Regardless of the non-ideality of 
the chains, the assembly of chains was found to be repeatable and robust, allowing further 




Chain assembly response to external fields 
 The response of the assembled chains to an applied field was characterized. The chain 
behaviour was found to vary both with chain length and with the sweep rate of the applied field. For 
short chains (<60 µm), the chains will straighten in an applied field and orient themselves in the field 
direction. If the field direction is switched, the chain will rotate to follow it. In zero field, the chains 
exhibit some bending as it attempts to reduce its demagnetizing energy by forming a ring. With 
increasing field sweep rate the chain behaviour of short chains does not notably change. However, for 
long chains (>100 µm), two distinct static states are seen: a ring at zero field, where the chain 
achieves flux closure to lower its energy, and a straight chain in a high enough applied field. At low 
field sweep rate, the chain will move back and forth between the zero-field ring state and high field 
straight state as the field oscillates. However, as the sweep rate is increased, the chain will begin to 
break down into smaller segments to better follow the rapidly changing field. This leads to a region of 
intermediate behaviour, where chain breakdown and ring formation are both seen in dynamic sweeps. 
However, at high sweep rates, the chain will no longer go through the zero field ring state, but will 
only break down and reconfigure as the applied field oscillates. Both the ring state and breakdown 
state were modelled energetically. The ring state can be seen as competition between the 
magnetostatic energy penalty for chain bending against the magnetostatic energy gain from flux 
closure. The breakdown is a competition between the Zeeman energy that drive the chain to follow 
the direction of the applied field and the adhesion energy holding the chain together. With these 
models we can gain some more understanding of this novel chain behaviour and get insights into how 
the different states can potentially be controlled and reproduced. From the chain behaviour a number 
of potential functions, such as micro-pincers or –walkers, were explored. 
 
Templated assembly 
 Particles were also assembled onto templates of magnetic pillars on a surface. By drop-
casting fully magnetized particles onto a surface of lithographically defined, magnetized pillars, 
simple three-dimensional structures like cantilevers and bridges could be built. A bridge could be 
assembled between two contact pads and complete a circuit, offering one simple example of how such 
an assembly might be used. The interaction energies of the particles and pillars were evaluated to 
understand how the different bridge of cantilever structures could form. While these experiments are 




7.2 Future outlook 
In successfully creating a self-assembly system using planar ferromagnetic particles with PMA, 
we hope that this work can offer a new platform from which magnetic self-assembly can be explored 
and expanded. We have already been able to demonstrate some initial results from the self-assembly 
and point to way towards how this could be integrated as micro-machines, which is one potential 
application for such magnetic micro-structures.4 It is especially interesting that the chain length, along 
with the applied field, can be used to control the bending induced by the ring state. Additionally, the 
chain breakdown regime offers potential for reconfiguration of assembly structures. These could be 
combined with templated assembly to create surface-attached machines that can be actuated to 
perform mechanical functions. However, as this work has only established this system, many more 
opportunities for improvement in all parts of the system exist. 
 More complex magnetic behaviour could potentially lead to further assembly capabilities. 
While we focused here on creating a ferromagnetic particle that would lead to sustained static 
assemblies, this particle type lacks control over assembly size. It is possible that the addition of 
different magnetic components, such as RKKY coupled anti-ferromagnetic layers or even the use of 
highly unbalanced ferrimagnets could be used to create weaker interactions, which could potentially 
be included in a particle liquid to act as end-caps or chain terminators, to add some control to 
assembly size. RKKY-coupled SAF particles have been used before in dynamic assembly 
experiments, and it would be interesting to see if they could be further adapted to add more 
complexity for static assemblies.5 Additionally, while Au proved a useful structural material for the 
purposes outlined in this work, it has shown a lack of long-term mechanical stability. Over a period of 
months most particles in liquid deform, likely as a result of the internal stresses of the structure. A 
deeper study, both in terms of material and over time, is needed to see the impact of the Au layer and 
if mitigation is needed. 
Many opportunities still exist to see how changing the planar shape of the particle can be used 
to control or influence assembly. While only simple particle shapes were investigated in this work, the 
direct-write lithography methods employed in particle fabrication allow for complete flexibility in 
pattern formation, allowing different lateral shapes to be created. It would be interesting to combine 
different geometries with the unique, size-dependent near field profile of the PMA thin films. Since 
the average stray near-field increases with decreased particle size, the combination of shape patterning 
and these field effects could be used to drive specific binding and assembly. Additionally, more 
complex shapes, such as rings or square frames, could be used to create tubular chain assemblies that 
might display interesting fluidic properties or field response. 
Finally, the initial demonstrations with assembled magnetic chains have shown how such 
structures can be manipulated and potentially implemented as micro-machines. A fuller 
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characterization of the chains response to field, especially in regard to chain length and magnetic 
properties, is needed. The strength of interactions in the chain and with the magnetic field can be 
altered by tuning the magnetic moment and anisotropy of the particles. Furthermore, more specific 
characterization of the forces and torques generated by the chains in applied fields would be necessary 
for pinpointing potential applications as biomedical devices.  
These ideas of future work represents just a slice of the potential experiments which could be 
undertaken with this new self-assembly system. We hope that by providing the framework of this 
particle system, some of these interesting avenues and applications can be further explored and 
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