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where : R d ! R is a xed, usually radial function (x) = (kxk 2 ) and the coe cients 1 ; : : :; N are determined by the interpolation conditions s f (x j ) = f(x j ) 1 j N: (2) A large number of centers x j on one hand or a large number of evaluations of the interpolating function (1) on the other hand makes it obviously desirable to have a compactly supported basis function of the simplest possible form. But the most popular 's are not compactly supported. They often do not even allow to form the interpolant as a pure \radial" sum (1), so polynomials up to a certain degree are added. As we are interested in a special class of basis functions which allow interpolants s f of the form (1), we skip the details and restrict ourselves to positive de nite functions, but refer the reader to the overview articles 2, 5, 11, 13, 14] for the more general setting. This de nition ensures that the interpolation problem (2) with s f from (1) is uniquely solvable, because the interpolation matrices A X; = ( (x j ? x k )) are positive de nite.
Note that it su ces to determine the univariate function only for nonnegative arguments because is even. Thus from now on we shall only consider univariate functions : R 0 ! R.
One advantage of the classical radial basis functions like Gaussians, thin-plate-splines or multiquadrics is their simple representation, which holds for every space dimension d, i.e. the same univariate function can be used as a basis function (x) = (kxk 2 ) on every R d .
As it is a simple consequence of a theorem of Schoenberg 15] 2 Error estimates Knowing that interpolation is always possible, it is necessary to look for the behaviour of the interpolation error f ? s f (pointwise or in a given norm) as a function of the data density.
Therefore the space of functions f to be approximated (or interpolated) has to be speci ed and a \measure" for the data density has to be introduced. Naturally, the function space will depend on the basis function and we will denote it by R . The density-\measure" for a set of centers X = fx 1 ; : : : ; x N g R d will be of the form
if we concentrate on a compact subset of R d satisfying a uniform interior cone condition. There is a vast of literature studying this kind of approximation problem by introducing the right space, often called \native" space, and then giving approximation orders depending on h. We cite for example 4, 8, 9, 11, 19] . Here, we follow 19] because it serves our purposes best and it will come out that the native spaces for our functions are norm-equivalent to Sobolev spaces (see theorem 2.1). We start with a positive de nite and integrable function and de ne its Fourier transform by
Then the native space R consists of all generalized functions f : R d ! R which can be
The norm on R is given by kfk 2 := (2 ) ?d=2
Equipped with this norm, which obviously comes from an inner product, R becomes a Hilbert space. From 19] it follows that if b has an asymptotic behaviour like
then for every f 2 R and every su ciently small h h 0 the error estimate kf ? s f k L1( ) Ch s1=2 kfk (6) is valid. While upper bounds like (5) on the Fourier transform yield bounds for the approximation order, the corresponding lower bounds for the Fourier transform imply upper bounds for the stability of the interpolation process. Thus it is of enormous importance for the native space, the numerical stability and the approximation order to know the precise asymptotic behaviour of the Fourier transform of the underlying radial basis function. Now, let us assume we have already proved the following relations for the compactly sup- We remark in passing that the usual Sobolev embedding theorem for this case yields
The approximation order also results immediately from (6) and from the relations (7) and (8) . We state it only if k 1 for d = 1; 2, even if the native space version is also valid in these cases. 3 . Before we prove the estimates (7) and (8) in the next section we state one more consequence. We already know that d;k is in C 2k (R), but now (7) and (8) Now we have to distinguish between odd and even space dimension d. We rst investigate the odd dimensional case. Therefore we set d = 2n + 1, m = k + n and assume m to be greater than zero, which excludes only the C 0 -function in R. after one integration by parts. As each factor on the right-hand side is positive we can neglect all but the rst two terms of the sum to gain a lower bound of the stated form.
Since the zeros of di erent Bessel functions do not coincide the bound is strictly positive. The next step for lower bounds is to bound the sum of Bessel functions from below. Note that we have given a lower bound in lemma 3.2, whereas an upper bound of this form is not surprising, since it is well known that each square is bounded by C=r. We also want to make the reader aware of the fact that formula (13) allows an explicit representation of (2) g 0 (t) > 0 for t > 0. (3) There exists a t 0 such that 1=2 g(t) 3=2 holds for all t t 0 .
Proof: The rst assertion can again be proved by comparing the Laplace transforms of g m and of the integral in (16) (cf 1]). The second assertion is an inequality originating from Cooke 3] , whereas the last assertion follows from R 1 0 g 0 (t)dt = 1 (cf 6]).
We are now able to prove the main result of this section. 
Thus the norm of the inverse of the interpolation matrix grows only polynomially in terms of the separation distance, if the latter tends to zero. We now turn to the norm of the interpolation matrix itself. Here, we deal with a more general setting. Given a continous function : R d ! R with support in the unit ball B 1 (0) := fx 2 R d : kxk 2 1g and a set of scattered and pairwise distinct centers X = fx 1 ; : : : ; x N g we are interested in in the norm of the matrix A X; = ( (x j ? x k )). Without loss of generality we restrict ourselves to sets of centers X with separation distance q X < 1=2, otherwise the matrix A X; is of diagonal form. To motivate our next theorem let us assume that has in nity norm 1. Let us further assume that the centers are given on a regular grid with width 2q X = 1=(N 1=d ? 1) and that there are at least two centers in each direction of the grid. Then the Gerschgorin theorem yields immediately kA X; k 2 N q ?d X : A general theorem has to cover this asymptotic behaviour. Of course this estimate is rather inaccurate, but it is su cient for our purposes. The sup has to be taken over all 2 R N with k k 2 = 1.
Thus the condition number of the interpolation matrix using the piecewise polynomial, positive de nite and compactly supported radial basis functions of minimal degree can be bounded by cond 2 
