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Introduction
Vitrification is commonly used to immobilise high level nuclear waste (HLW) by incorporating it into a glass matrix. This method has been deployed at an industrial scale and is currently the de facto standard for HLW immobilisation in several countries such as France, the UK and the USA. 1, 2 During vitrification, HLW is calcined before being mixed with glass frit and then melted with the intention of forming a glass in which waste species are evenly dispersed at the atomic scale. Wasteforms resulting from vitrification, however, are often inhomogeneous and may contain secondary phases or precipitates. [3] [4] [5] Some of these are refractory particles, already present in the waste stream with melting points higher than the wasteform's processing temperature, meaning that they are retained in the wasteform. Such refractory particles include ZrO 2 , Al 2 O 3 or Cr 2 O 3 crystals. 4, 5 Alternatively, some compounds may precipitate from the melt, such as compounds from platinoid metals 6 ). Finally, during storage, the combined effects of radiogenic heating and radiation damage may lead to de-vitrification of the wasteform with secondary crystalline phases nucleating and growing over time. 7 Secondary phases are diverse in terms of their structure and composition, however oxides with P4 2 /mnm (rutile, e.g. (Ru,Rd)O 2 ) or Fd% 3m structures (spinel, 8 e.g. (Cr,Fe,Ni) 3 O 4 ) have been observed. Other phases commonly reported include molybdates and the so-called yellow phase. 5, [9] [10] [11] The presence of these secondary phases may have significant and deleterious effects on material performance as a wasteform. For example, yellow phase is more soluble in water than the glass matrix, providing an efficient route for radionuclides to escape the wasteform. Secondary phases can also change corrosion behaviour and overall durability of the wasteform. 7 Some practical issues arise during processing, caused by secondary phases. For example, RuO 2 crystals increase viscosity of the glass melt, which complicates its pouring into canisters by potentially obstructing the melter outlet. 12 RuO 2 is often collected as a ''heel'' at the bottom of waste canisters. For safety purposes, it is therefore important to understand the behaviour and properties of these secondary phases and the changes they cause in a wasteform's characteristics. The purpose of this study is to improve understanding of these crystallites in vitrified wasteforms, in particular the atomic structure of the interfaces between the glass and the crystal. To this end simulations were conducted in which the structures of interfaces between TiO 2 crystals and (Na 2 O) x (SiO 2 ) (1Àx) glasses, were predicted using Molecular Dynamics (MD) simulations. The effects of different TiO 2 surface terminations are considered. In addition, the important role of Na as a glass network modifier has been examined by performing simulations with glasses where x = 0.0, 0.1 and 0.2.
Methods

Material: composition and interatomic potentials
In comparison to commercial vitrified waste, the glass compositions used in the simulations are relatively simple. Namely pure silica glass and two sodium silicate compositions have been studied. These have the advantage of only containing a single network forming species 13 and in the case of sodium bearing glasses a single network modifier. 14 It is hoped that by using such model glasses, any changes due to the presence of the glass-crystal interface will be more apparent. Separate phenomena affecting the network or modifier distribution are also more easily deconvoluted from MD derived structures for these simpler compositions, as complicating factors such as mixed alkali effects 15 and multiple network formers and intermediate phases are not present.
Even for the relatively simple sodium silicate systems, it is still useful to study the effect that compositional changes can have on glass-crystal interfaces. For this reason, three glasses were simulated, with 0 wt%, 10 and 20 wt% Na 2 O, respectively. The first was pure silica glass, which provides a useful reference system as it does not contain any network modifiers. Rutile TiO 2 was chosen as the model crystal composition, as it is isostructural with platinoid oxide phases observed experimentally in nuclear wasteforms such as RuO 2 and RdO 2 .
Molecular dynamics has been used previously to characterise other glass-crystal interfaces. 16 It is an invaluable tool for such systems, as it provides both atomic-scale resolution and allows system sizes which are sufficient to simulate extended defects such as interfaces. During MD calculations, equations of motion are solved for each atom in the simulated system. Thus, the time evolution of a structure can be predicted from a given starting point under the action of extrinsic variables such as temperature and pressure. Here, the structure and atomic trajectories at interfaces have been predicted using a simulated melt-quench approach described later in Section 2.3.
A good description of interatomic forces is essential to successful MD simulations. For this work the potential set created by Pedone et al. was used. 17 This was originally developed specifically for application to glasses through empirical fits to a wide range of crystal structures. It has been validated extensively against glass compositions similar to those used here and has been shown to reproduce structural features over a broad range of sodium concentrations. 17, 18 For example, bond lengths, [17] [18] [19] Q n distributions 18, 19 and non-bridging oxygen concentrations 18 are all reproduced well.
These potentials are based on a rigid ion, pair interactions model. The non-electrostatic contribution to the potential energy from a pair of ions a and b of chemical species A and B respectively is composed of a Morse term and a short-range repulsive exponential, which has the general form
The parameters of this functional are summarised in Table 1. A short range cutoff of 12 Å was used with the potential shifted to avoid discontinuities at the cutoff. Electrostatic contributions were calculated using the Wolf sum, 20 with a convergence parameter a = 0.3.
Simulated systems
The simulated configurations are layered glass/crystal composites, 21 in which each phase occupies about half of the supercell. In this arrangement, the interfaces are flat and perpendicular to the z axis, which results in the sandwich structure shown in Fig. 1 . Periodic boundary conditions were used for all the configurations.
As the structures and properties of crystal surfaces change depending on the orientation of the cleavage plane, it is important to consider different interfaces with various crystal terminations. Consequently, all the possible symmetrically distinct interfaces with crystallographic indices lower than 3 were studied, i.e. (001), (100), (101), (102), (110), (111), (112), (120), (121), (122), (201), and (221). The sandwich-like configuration of the simulation boxes meant that two distinct interfaces were present in each calculation, one at the top and another at the bottom of each TiO 2 slab. When possible, the cleavage plane was chosen in such a way that both sides of the crystal slab were electrically neutral. For some surfaces -(111), (112), (120), (201) and (221) -there are two possibilities for the terminating plane (see Fig. 2 ). In these cases, the resulting interfaces were charged, one positively and one negatively, as illustrated in Fig. 2 for the (111) interfaces. Indeed, the different {111} atomic planes can contain either O and Ti, or only Ti ions. Therefore, by cleaving the crystal between two planes, there is necessarily one interface terminated by a plane that contains both cations and anions (mixed termination, with an overall negative charge), and one terminated by a cation plane (with a positive charge). Whilst such charged interfaces are unlikely to be energetically favourable, previous studies have shown that they can be stabilised under certain conditions. 22 For such orientations, both positively-and negatively-charged interfaces are present in the same simulation box. The slab thickness was chosen in such a way that interface charges were screened by the bulk crystal in between and did not affect the interfaces' structure, which therefore could be analysed independently. Cleaving the TiO 2 unit cell in different orientations to obtain the required crystal surfaces results in repeat units with different shapes and sizes. This means that for each surface it was not always possible for the TiO 2 slabs to have the same dimensions. Even so, to allow comparison between interfaces, care was taken to create TiO 2 slabs whose dimensions along x and y were as close to 12 nm as possible, with a thickness (along z) close to 8.5 nm for all systems considered. A similar thickness was chosen for the glass phases. Checks were performed a posteriori on these simulation boxes to ensure that the system size was sufficient. To do so, separate simulations of the bulk phases were performed in similar conditions of temperature and volume as in the interface simulations. Then, the density and energy from the middle of each slab were compared to those from the bulk simulation of the same phase. No interface effect could be detected beyond about 2.0 nm for both amorphous and crystalline phases.
Interface creation
Interfaces were generated as follows. A TiO 2 supercell was first created with the desired cleavage plane normal to the z-axis of the simulation box, resulting in a TiO 2 slab in the middle of the simulation box bounded by empty spaces above and below. The void was filled with enough Si, O and Na atoms to give the target glass composition. The simulation box was sufficiently extended along the z-axis to provide a volume for the glass phase corresponding to the correct room-temperature glass density according to its composition: 17 2.200 g cm
À3
, 2.294 g cm À3 , and 2.385 g cm À3 for sodium concentrations of 0 wt%, 10 wt% and 20 wt% respectively. The resulting configurations were relaxed at a temperature of 5000 K for 200 ps to generate random initial positions for subsequent simulations. This was followed by a simulated quench from the molten state during which the temperature of the glass phase was decreased at 2.5 K ps
À1
. Temperature control for all MD runs was achieved using a Nosé-Hoover thermostat. During quenches this was set to linearly decrease the temperature of the glass component of the system from 5000 K to 300 K, therefore inducing an amorphous state which is preserved once room temperature is reached. Due to the refractory nature of TiO 2 , the simulation procedure was designed to mimic the solidification of glass in contact with an existing crystal surface. Consequently, during the melt quench used to form the glass, the atoms in the TiO 2 slabs were held fixed to prevent any inadvertent melting of the refractory phase. Although the atoms in the crystal were fixed, forces were calculated between the crystal and the glass throughout, allowing the glass to relax in response to the crystal field. Finally, after the quench to 300 K, the constraint on the crystal was removed and a final MD equilibration was performed for 300 ps, during which both glass and crystal were allowed to relax. The validity of the glass structure generated using this process was verified by comparing the Non-Bridging Oxygen (NBO) concentration, bond lengths, and Q n distributions to reference values. 18, 19 The GULP 23 code was used to perform static energy minimisation of TiO 2 cells from which interfacial systems were generated. These were subsequently used in MD simulations that were performed using the LAMMPS 24 simulation package.
These were run at constant volume and temperature (NVT), using a Tuckerman integration scheme, 25 generating trajectories sampling a canonical ensemble.
Results and discussion
The interfaces considered here are flat and perpendicular to the z axis, therefore the distance from a given point in the simulation box to an interface is simply its z coordinate minus the interface position. However, the position of the interface needs to be unambiguously defined. By convention, interface position is defined as the z coordinate of the last crystalline layer. Depending on the interface, this layer can be composed of only Ti ions, only O ions, or a mixture of both.
Compositional variation close to interfaces
The local density of each species was calculated as a function of the distance from the interfaces. This analysis shows if segregation occurs towards or away from the interface and has been performed for each element. Furthermore, plotting density fluctuations perpendicular to the interface reveals any layer within the material, as they appear as peaks in the z-density plots. In order to obtain densities, the following method was used: the number of atoms in a series of 0.1 Å thick slices, parallel to each glass-crystal interface, were counted. A time average of the count in each slice was taken over a 300 ps MD run before being converted to a density by dividing by the volume of each slice. Fig. 3 shows the z-density plots for the systems with pure SiO 2 glass. In this figure, the vertical dashed lines locate the interfaces positions as defined above, meaning that anything on its left is in the crystal and anything on its right is in the glass phase. The crystalline nature of TiO 2 means that its atoms exist in clearly defined atomic planes. This is reflected in the z-densities where the TiO 2 section of the plot shows distinct titanium and oxygen peaks. In the case of the (100) terminating planes these peaks show very little overlap, meaning that, in this orientation, the crystal presents as a series of alternating Ti and O layers, stacked along the z-axis, ending with an oxygen layer. An atomic visualisation of this surface is given in Fig. 2a , where the atomic layers giving rise to the density peaks can be seen clearly. A similar image is given for the (121) surface in Fig. 2b where a series of Ti layers are bounded above and below by oxygen layers. The density trace of the (121) interface (Fig. 3) shows that a combination of atomic thermal vibration and the small separation of these layer pairs have led to them merging in the (121) oxygen distribution, making them appear as squared off peaks. As would be expected, these flat-topped oxygen peaks are overlaid on to titanium peaks representing the titanium layers that the oxygen layers surround. As a result, crystal cations and anions are almost coplanar with each other at the (121) interface, allowing both Ti and O atoms to bond with the glass.
The final crystal orientation in Fig. 3 is (111). As discussed in Section 2.2, its termination layer can be formed of either cations or a combination of cations and anions, depending on where the crystal is cleaved. The precise atomic configuration of these surfaces are shown in Fig. 2c and d .
Generally speaking, the crystal in each interface simulation has been left relatively unperturbed by the presence of the glass at its surface. The density plots show some minor changes compared to that expected in a crystal only simulation under the same conditions, with slight broadening of the Ti and O peaks closest to the interface, indicating only small lattice distortions.
By comparison, the glass next to the interfaces has been significantly altered compared to bulk glass. If a density profile was taken along an arbitrary vector through sodium silicate glasses of the type described here, density fluctuations would be expected. The random arrangement of atoms in the glass network means that these local variations in density should also be random in nature. Bearing this in mind, the density traces for silicon and oxygen at the (100) and (111) interfaces in Fig. 3 are striking. In particular, the oxygen density shows a series of four equally-spaced peaks whose intensity diminishes away from the interface. They become indistinguishable from the fluctuations caused by the random arrangement of atoms in the glass phase at a distance between 5 and 10 Å, depending on the interface. A similar effect has been shown on interfaces between crystalline SiC and amorphous SiO 2 . 26 This ordered pattern is not consistent with the kind of random density fluctuations expected in a typical glass. Instead, it indicates structural modification of the glass by the interface. By comparison, the (121) interfaces did not show this behaviour: instead, a single oxygen-rich layer and one cation-rich layer are visible close to the interface. This indicates that the type of interface determines how the glass structure is altered. The possible features that are present at the (100) and (111) interfaces but not at the (121) that give rise to these structural differences are discussed later. The minima between the oxygen peaks correspond to maxima in silicon densities. This suggests that the glass contains layers, parallel to the interface that alternate between being rich in oxygen and silicon. The silicon and oxygen atoms in the glass are bound to each other as a network of cornersharing tetrahedra, which are geometrically well defined and regular in shape. Therefore, to achieve this layer-like structure, a significant fraction of the tetrahedra must share similar orientations and must also be centred on the locations given by the silicon z-density maxima.
Previous studies of the structure of amorphous SiO 2 free surfaces 27, 28 or nanoparticles 29 have also shown the presence of different layers. Although these free surfaces exhibited a structure with an outermost oxygen-rich region, there were significant differences with the interfaces presented here. The oxygen-rich layer on the free surfaces was not as well-defined as on the glass/ crystal interfaces. This was manifest in the absence of surface O peaks in the z-densities, the relative enrichment in O being caused by a decrease of Si density instead of a noticeable increase of O density. In comparison, the layers shown in Fig. 3-5 show much clearer maxima and minima, as well as several successive layers that are still noticeable at distances beyond 5 Å in the case of the (100) and mixed (111) interfaces.
The z-densities calculated for glasses with 10 wt% and 20 wt% Na 2 O generally show similar behaviour to pure SiO 2 glass, as shown in Fig. 4 and 5 respectively. However, the presence of sodium still has some noticeable effects. The most notable is that 10 wt% Na 2 O makes the Si peaks sharper and higher. Whilst it does not result in layering in interfaces that did not exhibit a layer structure with pure silica, it nonetheless caused a noticeable Si peak at the interface, as shown in Fig. 4b . In the interfaces that did exhibit layering with pure silica glass, the layers tend to be better defined after the addition of 10 wt% Na 2 O (Fig. 4a, c and d) .
However, this enhanced layering was not observed with 20 wt% Na 2 O glass compared to 10 wt% Na 2 O glass. In this case, the O and Si peaks were smaller than with the other compositions. A possible explanation for this effect is discussed in Section 3.4.
Interface structure
The previous section has demonstrated that at certain interfaces, the structure of the glass has been altered even at large distances from the interface. In order to understand what gives rise to the partial order and layering of the glass away from the interface, it is important to first understand the direct interaction of the glass closest to the interface with the crystal surface. The spatial correlations induced in the glass through direct bonding of glass polyhedra to the ordered crystal may suggest a mechanism by which order may also be transmitted further into the glass, and this is now described.
3.2.1 Interface bridging oxygens. At this point, it is useful to introduce the concept of Interface Bridging Oxygens (IBO) and Interface Non-Bridging Oxygens (INBO) as a way of counting how many oxygens are part of both crystal and glass at each interface. The interface bridging and non-bridging species are corollaries of bridging and non-bridging oxygens commonly referred to when discussing a glass network. Large numbers of bridging oxygens define a highly polymerised glass network; similarly, the number of IBOs at an interface are a measure of the degree of bonding between glass network formers and the crystal. Here an Interface Bridging Oxygen is defined as an oxygen that is bound to one or more titanium atoms in the crystal and at least one silicon atom in the glass. Conversely, an interface non-bridging oxygen bonds to titanium atoms but not silicon atoms, indicating an oxygen ion which is part of the crystal but cannot be counted as part of the glass network. For the purpose of these calculations, an O ion is considered being bound to a Si (resp. Ti) ion if their separation distance is shorter than the minimum immediately after the first peak of the silicon-oxygen (resp. titanium-oxygen) radial distribution function. The values for these cutoff radii for the structures considered here are 2.34 Å for Si-O bonds and 2.94 Å for Ti-O bonds.
Using these criteria, there are three types IBOs, depending on the ions in the oxygens' first coordination shell: IBO (1) (one Ti and one Si), IBO (2) (one Ti and two Si), and IBO (3) (two Ti and one Si). These different types of interface oxygens are shown in oxygens have been calculated for each interface. These energies were found to be consistent across the different configurations, hence only the average energies calculated considering all the combinations of the twelve interfaces and the three glass compositions are reported in Table 2 . These numbers show that it is more energetically favourable for an oxygen to be bridging than non-bridging, with oxygens in bulk TiO 2 crystal having an intermediate energy. On the interfaces, the least favourable configuration is INBO, with an energy higher than NBOs in bulk glass. For the various types of IBOs, lower energies are associated with more Si neighbours, and the most favourable configuration has 2 Si and 1 Ti neighbours (IBO (2) ). All the IBOs are also lower in energy than oxygen ions in TiO 2 and INBO on the interface, which shows a tendency of TiO 2 crystals to integrate with the silicate glass network. All the IBO configurations also have a lower potential energy than that of NBO in bulk glass. The populations of the different types of interface oxygens have been calculated for the different interfaces. They are reported in Table 3 for the case of SIO 2 glass, normalised by the interface surface area. Whilst the precise numbers are subject to fluctuations caused by the randomness of the glass structures close to the interfaces, some significant differences Whilst the number of IBOs does not seem to be related to interface layering, a higher density of interface sites could offer more flexibility for the distribution of IBOs on the surface, which could help bringing ordering from the crystal into the first glass layers. The numbers reported in Table 3 show that the interfaces exhibiting stronger layering tend to also have more surface sites, although this does not necessarily translate into significantly higher IBO populations. 3.2.2 Interface tetrahedra distribution. Fig. 7 shows a plane view of the glass within 5 Å of the (100) and (121) interfaces. For the (100) interface, it should be remembered that layering was apparent in the z-density plots (Fig. 4a and  5a ), but not for the (121) case. It is therefore interesting to observe that the silicate tetrahedra in the sodium-containing glasses at the (100) interface are organised on a partiallyoccupied grid, whilst those at a (121) interface are not. The degree of ordering at the (100) interface extends beyond the positioning of the SiO 4 units. Not only are they spatially correlated but they also show a strong tendency towards one orientation: they are rotated so that each tetrahedron has a base containing three anions parallel and close to the interface. One edge of this face is then further aligned along the [001] direction. The tetrahedron's silicon atom and remaining nonbasal oxygen then sit vertically above the base, aligned along the interface normal. It should be apparent from this how a large population of tetrahedra in this orientation would account for a large initial oxygen peak, followed by a silicon peak and then another oxygen peak in the z-densities shown in Fig. 4a and 5a .
The two tetrahedra shown in Fig. 6 are examples of faceconnected tetrahedra as they appear in 10 wt% Na 2 O glass on a 
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(100) interface, as described previously. The figure is shown in context with TiO 6 octahedra from the crystal surface. This demonstrates that the base of each tetrahedron is effectively part of the crystal, the oxygens on their corners being shared with the crystalline structure. This bonding to the crystal by the glass can account for rows of SiO 4 seen in Fig. 7 ; the oxygen atoms in the crystal surface occupy well-defined crystallographic positions that are systematically repeated across the interface. As a consequence, by incorporating these anions into their structure, the positions of the SiO 4 take on the underlying order of the crystal. Each tetrahedron can have one, two, or three IBOs, which correspond respectively to it having a shared corner, a shared edge or a shared face with the crystal. If an interface had only corner-connected tetrahedra, its z-densities would feature a sharp O peak indicating the presence of IBOs, and then a broad Si peak and a broader O peak showing the positions of the central silicon and the oxygens forming the other corners.
The signature of face-connected tetrahedra on the z-densities would be a sharp O peak indicating the position of the connected faces, followed by a sharp Si peak and a second sharp O peak. The distance between the two O peaks should therefore be the height of a tetrahedron H ¼ ffiffiffiffiffi 23 p a, where a is the distance between two oxygens forming an edge of a SiO 4 tetrahedron in the glass. Similarly, the distance between the first O peak and the first Si peak should be h = H/4, the distance between the Si at the centre of a tetrahedron and the centre of one of its faces. If the oxygen-oxygen distance in the glass is a = 2.55 Å, as has been observed on average in the glass phases, then the peak separations are respectively H = 2.08 and h = 0.52 Å. This corresponds well to the pattern observed on the z-densities for (100) interfaces, as well as the first type of (111) interface, with a mixed termination plane.
Edge-connected tetrahedra have one degree of freedom, being able to rotate around their shared edge. Thus, the two non-IBO corners can rotate in a plane perpendicular to the shared edge. The distance between these corners and the interface is not as well-defined as in the case of the face-connected tetrahedra discussed previously, and thus does not result in a clear signal on the interface density plots. In the same way, corner-connected tetrahedra can rotate along three axes, resulting in even broader density peaks. Therefore, the sharp peaks observed in the layered interfaces are to a certain extent a signature of the face-connected tetrahedra.
However, the face-connected tetrahedra alone cannot explain layering for all interfaces. Indeed, the cation-terminated (111) interface shows significant layering, although to a smaller extent as the mixed-terminated (111) interface. Despite this, its population of face-connected tetrahedra is smaller than for the (121) interface, which does not seem to show any structure beyond the first layer of glass directly in contact with the crystal. The structure of the first interface layer was further characterised by calculating the orientation of its constituent tetrahedra. To do so, for each tetrahedron, the direction closest to the axis perpendicular to the interface was selected. The orientation was then determined by calculating the angle a between this direction and the normal axis, as shown in Fig. 8a . The resulting angle distribution is shown in Fig. 8b . It shows a clear pattern for the layered interfaces -(100) and both types of (111) interfaces -for which the angle distribution has a sharper peak. For the (100) interface and (111) with mixed termination crystalline layer, this peak is for |cos a| = 1, which means that the dominant orientation is parallel to the z axis. For the cation-terminated (111) interface, the peak is for a smaller value of |cos a|, which means that the tetrahedra are not perfectly perpendicular to the interface plane. In contrast, the (121) interface have a much broader angle distribution which shows a plateau instead of a peak. Thus, interfaces showing layering are associated with a significant population of SiO 4 tetrahedra aligned perpendicularly to the interface plane. 
Polymerisation of the glass interface layers
The degree of polymerisation of the glass network can be studied by considering the Q n speciation of Si ions, as well as populations of BOs and NBOs. The local density of each type of oxygens and silicons has been calculated in the glass phase in the same way as the z-density curves presented in Section 3.1. They are shown in Fig. 9a for the (111) interface with a mixed termination plane. Whilst no NBOs are observed close to the interfaces, their population increases with the distance from the interface, and stabilises around bulk glass values beyond about 5 Å.
Considering the polymerisation of the glass network from the point of view of the silicons paints a similar picture. The proportion of Q 4 tetrahedra as a function of the distance to the interface, shown in Fig. 9a , indicates that the glass phase is highly polymerised in the first 5 Å from the interface. They form the entirety of the SiO 4 population in the glass contact layer. As the distance from the interface increases, the Q 4 density decreases and the others, most notably Q 3 , increase. Beyond 5 Å, the population of each Q n type fluctuates around bulk values consistent with previous theoretical studies using the same empirical potentials 18 and reasonably close to experimental values. 30 These observations hold for all the considered interfaces, regardless of the orientation of the underlying crystal. The concentration of network modifiers in the glass phase changes the bulk Q n concentrations, but do not affect the high degree of polymerisation closer to the interfaces. The lack of Q n with n o 4 close to the interface might be explained by the abundance of surface oxygen vacancies. Indeed, if there is e.g. a Q 3 unit, it implies the presence of one NBO. However, in the contact layer this NBO can find a vacancy to occupy, thus forming an IBO and transforming the Q 3 into a Q 4 tetrahedron. The direct consequence is that there are no NBOs in the contact layer, as shown in Fig. 9b . This figure shows that the proportions of BOs and NBOs stabilise at about 7 Å from the interface, where they reach their bulk values. This particular interface shows that the oxygen-poor layer between 2.5-3.5 Å is characterised by a larger proportion of NBOs, which indicates that it is less polymerised than the surrounding oxygen-rich layers. However, this does not seem to be a general feature of the considered glass/crystal interfaces. Indeed, this behaviour was only observed for the (100) interface planes, and only at high sodium concentration.
Role of network modifiers at the interface
Because of its properties as a network modifier, 31 the distribution of sodium at the interface is of particular interest. Two distinct types of behaviour are apparent in the sodium z-densities. In the first case the sodium peaks closest to the interface are clearly defined, with a maximum indicating a sodium density double that in the bulk glass and followed by a clear minimum (see Fig. 4b and c) . In the second case, although peaks are visible, they tend to be small and not as well-defined, with no significant enrichment (see Fig. 4a ). The other interfaces exhibit distributions between these two extremes, with the first sodium peak being more or less well-defined. Overall, no longer-range sodium concentration gradient has been observed, and sodium density fluctuations are not significant beyond 7.5 Å above the interfacial reference plane, even for interfaces with the most clearly-defined layers.
Sodium does not have a large effect on the populations of different types of interface oxygens, as discussed in Section 3.2.1. Although it changes the degree of polymerisation of the bulk of the glass phases as expected by respectively reducing the concentration of Q 4 and increasing that of Q 3 silicons, it does not seem to affect the contact layer with the crystalline phases, which are strongly polymerised for all the tested compositions (see Section 3.3) . This suggests that Na ions do not play a major role as far as charge compensation of the interface oxygens is concerned.
Nevertheless, sodium changes significantly the distributions of interface tetrahedra. A visible effect is that these tetrahedra tend to be more aligned in sodium-containing glasses compared to pure SiO 2 glass, as can be seen in Fig. 7 and 10 . This is particularly clear for interfaces showing layering, i.e. (100) and both types of (111) interfaces. Sodium also changes the way the interface tetrahedra are connected to the crystal. In general, the population of edge-connected tetrahedra decreases slightly between 0 wt% and 10 wt% Na 2 O, whilst the population of face-connected tetrahedra increases noticeably (see Table 4 . As mentioned in Section 3.1), face-connected tetrahedra are associated with the layered glass structures found with some of the crystalline orientations. Thus, adding sodium to SiO 2 glass increases layering of the glass structure by favouring faceconnected tetrahedra.
The effect of increased sodium content beyond 10 wt% is far less clear. The z-densities, indicate a very modest increase or a decrease of the layered character of the interfaces between 10 wt% Na 2 O and 20 wt%. The populations of face-connected tetrahedra is also either stable or decreasing after the same composition change. Additionally, the distribution of Na ions shown in Fig. 7 indicates that they tend to occupy the same sites as SiO 4 tetrahedra on the crystal interfaces. Thus, the lack of increase of ordering of the interface layers can be explained by a saturation effect, as all the sites suitable for cations are occupied either by a Na ion or a SiO 4 unit. This limits the population of face-connected tetrahedra which are the major cause of layering. On most interfaces, these sites form lines along the interface, mirroring orientations with alignments of Ti cations in the crystal. As Na ions tend to preferentially occupy these sites, they form elongated clusters along the interface plane, particularly at 20 wt% Na 2 O. The (111) interface where the crystal is terminated by a mixed cation/anion plane, however, has a slightly different behaviour. As can be seen in Fig. 10 , the interface tetrahedra are almost perfectly ordered, even without network modifiers. Additionally, increasing sodium content from 10 wt% Na 2 O to 20 wt% does not change significantly the distribution of faceconnected tetrahedra. Indeed, on this interface, Na ions and tetrahedra tend to occupy different locations (shown in Fig. 11) , and therefore do not compete directly. This results in a highly structured interface independently of glass composition where Na ions do not tend to limit surface ordering, in contrast with the other considered interfaces. They also do not form elongated clusters, but instead are randomly distributed on their surface sites.
Interface energies
The energy of the simulated interfaces was calculated to estimate their relative stability as a function of crystal orientation and glass composition. The interface energy for a simulation box is defined as
where A is the interface surface area, U is the total energy of the simulation box that includes two interfaces, N is the number of formula units and U (b) is the bulk energy per formula unit for each phase. Bulk energies were obtained from separate simulations of the bulk phases without any interface. For interfaces that have two possible terminating planes (i.e. (111), (112), (120), (201) and (221) interfaces), the calculated energy is the average of the energies for each type of surface. For the purpose of comparison, surface energies were also calculated using the same slab dimensions as for the comparable interfaces. Surface energies were calculated by performing MD calculations where the slabs were bounded by empty space rather than glass.
These surface energies are given in Table 5 and broadly show the same trend as published values from Hartree-Fock calculations, 32 with the lowest-energy surface being (110), followed by (100) and (101), whilst (001) is the least favourable. However, the energies predicted by DFT calculations are consistently lower than our empirical potential results. This could partly be accounted for by the difference in simulation conditions -our results have been calculated at 300 K whilst reference values are results from static optimisation where there are no thermal vibrations to consider. However, the DFT reference energies are valuable as qualitative checks of the validity of the empirical potentials. Indeed, whilst the surface energies from the MD simulations are higher than the values from DFT, the relative stability of the different types of surfaces is retained. In addition, studies using variable charge potentials have shown that charge transfer occurs close to these free surfaces, which would decrease the surface energies 33 compared to pair potentials such as those used in the present study. It should also be noted that other studies have found larger surface energies for the same orientations using other methods. [33] [34] [35] Results shown in previous sections indicate that ions in the glass tend to arrange in cation-rich and oxygen-rich layers that are a continuation of crystal features into the glass (Section 3.1). Si ions also tend to occupy surface Ti sites and form Ti-O-Si bonds (see Section 3.2.1). In doing this, they partially compensate the charge imbalance on crystal surfaces. The consequence is that the glass/crystal interface energies are lower than the crystal surface energies for similar surface orientations. It also reduces the difference between the different interfaces. The difference between the surface with lowest and highest energies (respectively (110) and (111)) is 1.026 eV. When adding silica, the (101) surface has the highest energy, and the difference with (110) is 0.28 eV. The charge compensation role of the glass avoids large relaxations associated with higher surface energies. Changes in sodium content have very small effects on the surface energies (see Table 5 ), and the relative stability of the different interfaces is retained throughout the three glass compositions considered in this work. Fig. 11 Schematic of the pattern of a (111) interface with a mixed cation/ anion terminating plane, such as those shown in Fig. 10 . This shows the preferential location for Na ions and the O triangle that can host a SiO 4 tetrahedron, thus becoming a shared face. These structures depend on the orientation of the underlying crystal. The structure of the first layer directly in contact with the crystal is enhanced by topological features that promote well-defined orientations for the SiO 4 tetrahedra of the contact layer. The most common of these features is the presence of O triangles on the surface that can be integrated as faces of SiO 4 tetrahedra shared with the crystal, which is the main cause of ordering on (111) interfaces with mixed termination planes. A strongly ordered contact layer in turn constrains the glass network immediately above it, which can result in a second partially-ordered layer, depending on the orientation of the underlying crystal. This has been observed for (100) and (111) interfaces, in some cases with a visible third layer.
Increasing sodium content does not significantly change the number of interface Si ions, or their tendency to occupy vacant Ti sites. It does, however, change their two-dimensional distribution on the interface planes. A common feature of interface structures with high sodium content is the formation of elongated clusters of Na ions on the interface plane. This feature could have an important effect on ionic transport properties and mechanical strength of these interfaces and potentially on the durability of a wasteform containing it.
The simulations presented here focused on the structure of the interface. Nevertheless, they offer insight into how these interface structures could emerge during glass processing. As the crystal phase retains its structure whilst immersed in the glass melt, the topology of its interfaces induces preferential adsorption sites for mobile ions, resulting in a partially ordered contact layer. This partial order can be characterised by preferences in the distribution of SiO 4 tetrahedra and Na ions on the interface, as well as by the orientation of the tetrahedra. Whilst they may be able to connect to the crystal lattice, they cannot reproduce the three-dimensional crystal structure. They can, however, have preferred orientations that offer a second layer of favourable sites for the ions in the melt, thus allowing the limited propagation of the structure into the melt. During the quenching process, the ions can move to accommodate large local stresses, but not enough to drastically change the structure of the interface layers. This results in the features described previously in the final glass composite material at room temperature.
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