Abstract-Since the matrix formed by nonlocal similar patches in a natural image is of low rank, the nuclear norm minimization (NNM) has been widely used for image restoration. However, NNM tends to over-shrink the rank components and treats the different rank components equally, thus limits its capability and flexibility. This paper proposes a new approach for image restoration based ADMM framework via non-convex weighted Schatten p-norm minimization (WSNM). To make the proposed model tractable and robust, we have developed the alternative direction multiplier method (ADMM) framework to solve the proposed non-convex model. Experimental results on image deblurring and image inpainting have shown that the proposed approach outperforms many current state-of-the-art methods in both of PSNR and visual perception.
I. INTRODUCTION
Image restoration (IR) aims to reconstruct a high quality image X from its degraded observation Y, which can be generally expressed as
where H is a non-invertible linear degradation operator and υ is the vector of some independent Gaussian white noise. With different setting of matrix H, various IR problems can be derived from Eq. (1), such as image denoising [1] [2] [3] when H is an identity matrix, image deblurring [4] [5] [6] when H is a blur operator and image inpainting [7] [8] [9] 44] when H is a mask. In this work, we focus on the latter two problems. IR is a typical ill-posed problem. To copy with this issue, image prior knowledge is usually exploited for regularizing the solution to the following minimization,
where the first term above is the data fidelity term and the second term depends on the employed image priors. λ is the regularization parameter. Due to the ill-posed nature of IR, and thus image prior knowledge plays a critical role in enhancing the performance of IR algorithms. In other words, how to design an effective regularization model to represent the image priors is vital for IR tasks. In the past, a variety of image prior models in literature have been developed, including wavelet/curvelet based [10, 11] , total variation based [12, 13] , and sparse representation based ones [14] [15] [16] 45] . Recently, image priors based on nonlocal self-similarity (NSS) [1] and low-rank matrix approximation (LRMA) [17] [18] [19] [20] have been achieved great success for IR [21] [22] [23] . A flurry of IR have been proposed, such as image alignment [21] , image/video denoising [22, 24, 25] , image deblurring [4, 42, 43] and image inpainting [7, 26, 44] . However, such methods usually suffer from a common drawback that the nuclear norm is usually adopted as a convex surrogate of the rank. Despite a good theoretical guarantee by the singular value thresholding (SVT) model [18] , the nuclear norm minimization (NNM) [17, 18, 20] tends to over-shrink the rank components and treats the different rank components equally, thus limits its capability and flexibility. To enforce the low rank regularization efficiently, inspired by the success of p (0 < p < 1) sparse optimization [27] [28] [29] , Schatten p-norm is proposed [30] [31] [32] , which is defined as the p -norm (0 < p < 1) of the singular values. Compared with traditional nuclear norm, Schatten pnorm not only achieves a more accurate recovery result of the signal, but also requires only a weaker restricted isometry property in theory [31] . Nonetheless, similar to the standard nuclear norm, most of the Schatten p-norm based models treat all singular values equally, which may be infeasible in executing many practical problems, such as image inverse problems [33] . To further improve the flexibility of NNM, Gu et al. [3] proposed the weighted nuclear norm minimization (WNNM) model. Compared with NNM, WNNM assigns different weights to different singular values such that the values of soft thresholds become more reasonable. Lately, Xie et al. [34] proposed a more flexible model, namely the weighted Schatten p-norm minimization (WSNM), to generalize the NNM to the Schatten p-norm minimization with weights assigned to different singular values.
With the above consideration, in this paper we propose a new approach for image restoration based on ADMM framework via non-convex weighted Schatten p-norm minimization (WSNM). To make the optimization tractable, the alternative direction multiplier method (ADMM) framework is developed to solve the proposed non-convex model. Experimental results on image deblurring and image inpainting have demonstrated that the proposed approach outperforms many current stateof-the-art methods both quantitatively and qualitatively.
II. NON-CONVEX WEIGHTED SCHATTEN p-NORM PRIOR MODEL FOR IMAGE RESTORATION
In this section, we will elaborate the proposed non-convex weighted Schatten p -norm prior model for image restoration (IR).
Image prior based on the low rank for IR, the basic idea is that data matrix formed by nonlocal similar patches in a natural image is of low rank. The well-known nonlocal self-similarity (NSS) [1] , which characterizes the repetitiveness of textures and structures reflected by a natural image within nonlocal regions, implies that many similar patches can be found for any exemplar patch. More specifically, image X with size N is divided into n overlapped patches x i of size
.., n. Then for each exemplar patch x i , its most similar m patches are selected from an L × L sized searching window to form a set S i . After this, all the patches in S i are stacked into a data matrix X i ∈ d×m , which contains every element of S i as its column, i.e., X i = {x i,1 , x i,2 , ..., x i,m }. Since all the patches have the similar structures in each data matrix, the constructed data matrix X i has a low-rank property. Therefore, by incorporating the low-rank prior into Eq. (2), IR is turned into solving the following minimization problem,
Generally speaking, the rank minimization is an NP-hard problem. Most of methods resort to using the nuclear norm minimization (NNM) [17, 18, 20] as a convex relaxation of the non-convex rank minimization. However, since the singular values have clear meanings and should be treated differently, NNM regularizes each of them equally, which often restricts its capability and flexility. Inspired by the Schatten p-norm minimization [30] [31] [32] and the weighted nuclear norm minimization (WNNM) [3] , we introduce a more flexible weighted Schatten p -norm [34] prior model. To be concrete, the weighted Schatten p-norm of a matrix X ∈ d×m , which is defined as
where 0 < p ≤ 1, and σ i is the i-th singular value of X. w = [w 1 , ..., w min{d,m} ] and w i ≥ 0 is a non-negative weight assigned to σ i . Then the weighted Schatten p-norm of X with power p is
where W and ∆ are diagonal matrices whose diagonal entries are composed of w i and σ i , respectively. Therefore, considering all the data matrices {X i }, the nonconvex weighted Schatten p -norm minimization (WSNM) [34] model is used to solve the following optimization problem,
III. NON-CONVEX WSNM BASED ADMM FRAMEWORK FOR IMAGE RESTORATION
Solving the objective function of Eq. (6) is very difficult, since it is a large scale non-convex optimization problem. To make the proposed scheme tractable and robust, in this paper we adopt the alternating direction method of multipliers (ADMM) [35] to solve Eq. (6). Specifically, we introduce an auxiliary variable Z with the constraint X = Z, Eq. (6) can be turned into three iterative steps:
and
It can be seen that the minimization for Eq. (6) involves splitting two minimization sub-problems, i.e., X and Z subproblems. Next, we will show that there is an efficient solution to each sub-problem. To avoid confusion, the subscribe may be omitted for conciseness.
A. X sub-problem
Given Z , the X sub-problem denoted by Eq. (7) becomes
Clearly, Eq. (10) has a closed-form solution and its solution can be expressed aŝ
where I represents the identity matrix.
B. Z sub-problem
Given X, similarly, according to Eq. (8), the Z sub-problem can be written as
where R = X − C. However, due to the complex structure of F(Z i ), it is difficult to solve Eq. (12) . To enable a tractable solution of Eq. (12), in this work, a general assumption is made, with which even a closed form can be achieved. Specifically, R can be regarded as some type of noisy observation of X, and then the assumption is made that each element of E = Z−R follows an independent zero-mean distribution with variance δ 2 . The following conclusion can be proved with this assumption.
, and e(j) as each element of error vector e, where e = Z − R, j = 1, ..., N .
Assume that e(j) follows an independent zero mean distribution with variance δ 2 , and thus for any ε > 0, we can represent the relationship between
by the following property,
where P(•) represents the probability and K = d × m × n. The detailed proof of Theorem 1 can be seen in [15, 33] .
Based on Theorem 1, we have the following equation with a very large probability (restricted 1) at each iteration,
Based on Eqs. (12) and (14), we have arg min
where τ = λK/ρN. Obviously, Eq. (15) can be regarded as the weighted Schatten p -norm minimization (WSNM) [34] problem by solving n subproblems for all the data matrices Z i . To achieve an effective solution of Eq. (15), we have the following lemma. 
Lemma 1 Let the SVD of
where σ i,j represents the j-th singular value of each group Z i . The proof can be seen in [34] . Therefore, the problem of Eq. (15) is transformed into solving Eq. (16) . To obtain the solution of Eq. (16) effectively, in this paper, the generalized soft-thresholding (GST) algorithm [28] is used to solve Eq. (16) . Therefore, a closedform solution of Eq. (16) can be computed as
where K denotes the iteration number of the GST algorithm. For more details about the GST algorithm, please refer to [28] . For each weight w i,j , large singular values of a group R i transmit major edge and texture information. This implies that to reconstruct X i from its degraded one, we should shrink the larger singular values less, while shrinking smaller ones more. Therefore, we have w i,j = 1/(γ i,j + ), where is a small constant. Inspired by [10] , the regularization parameter λ of each group R i is set as: λ = 2 √ 2δ 2 /(ϕ i + η), where ϕ i denotes the estimated variance of γ i , and η is a small constant. After solving the two sub-problems, we summarize the overall algorithm for Eq. (6) in Table I . The final restored imageX. 
IV. EXPERIMENTAL RESULTS
In this section, we report our experimental results in the applications of image deblurring and image inpainting. All the experimental images are shown in Fig. 1 . In image deblurring, two blur kernels, 9 × 9 uniform kernel and a Gaussian blur kernel (fspecial('gaussian', 25, 1.6)) are used. Blurred images are further corrupted by additive white Gaussian noise with δ = √ 2. The parameters are set as follows. The size of each patch
(ρ, p) are set to (0.02, 0.7) and (0.06, 0.6) for Gaussian blur and Uniform blur, respectively.
We have compared the proposed approach with five other competing approaches including BM3D [36] , NCSR [37] , JSM [5] , MSEPLL [38] and FPD [39] . The PSNR results are shown in Table II . The average gain of the proposed approach over BM3D, NCSR, JSM, MSEPLL and FPD methods can be as much as 0.86dB, 0.24dB, 1.95dB, 0.97dB and 1.85dB, respectively. The visual comparison of the deblurring approaches is shown in Fig. 2 . It can be seen that BM3D, NCSR, JSM, MSEPLL, FPD still generate some undesirable artifacts, while result in over-smooth phenomena. By contrast, the proposed approach not only preserves the sharpness of edges, but also suppresses undesirable artifacts more efficiently. We compare the proposed approach with five other competing methods: SALSA [40] , BPFA [8] , IPPO [41] , JSM [5] and Aloha [7] . Table III lists the PSNR comparison results. The proposed approach achieves 3.52dB, 2.26dB, 1.10dB, 1.27dB and 2.07dB improvement on average over the SALSA, BPFA, IPPO, JSM and Aloha, respectively. The visual comparison of the image inpainting methods is shown in Fig. 3 . It can be seen that SALSA, BPFA, IPPO, JSM and Aloha still generate some undesirable ringing effects and some details are lost. In contract, the proposed approach not only preserves sharper edges and finer details, but eliminates the ringing effects.
V. CONCLUSION
Since the singular values have clear meanings and should be treated differently, traditional nuclear norm minimization (NNM) regularizes each of them equally, which often restricts its capability and flexility. This paper proposed a new approach for image restoration based on ADMM framework via nonconvex weighted Schatten p-norm minimization (WSNM). To make the optimization tractable, the alternative direction multiplier method (ADMM) framework was used to solve the proposed non-convex model. Experimental results on two applications, image deblurring and image inpainting, have shown that the proposed approach outperforms many current state-of-the-art methods.
