Abstract The identification of phosphorus critical source areas (CSAs) is an important step in reducing nonpointsource phosphorus contributions to lakes and streams, providing the basis for targeted mitigation and efficient utilization of limited resources. A high-resolution SWAT model, consisting of sub-field level hydrologic response units, was applied to Lake Champlain's Missisquoi Bay Watershed, located along the United States-Canadian border. Because this region of the northeastern United States is dominated by saturation excess runoff, a novel approach for adjusting SCS (Soil Conservation Service) curve numbers based on the local compound topographic index was developed. After calibration and validation, the SWAT model was run for a 30-year period to identify the phosphorus CSAs throughout the watershed, determining that 20% of the watershed produces 74% of the total phosphorus load. The resulting sub-field level CSA map is currently being hosted online, providing a valuable tool for natural resources planners, land owners, and scientists. Key words SWAT model; critical source areas; phosphorus; modelling Utilisation de SWAT pour l'identification à l'échelle de la parcelle des zones sources critiques de phosphore ans une région de ruissellement par excès de saturation Résumé L'identification des zones sources critiques (ZSC) de phosphore est une étape importante pour la réduction des sources diffuses d'apports de phosphore aux lacs et aux cours d'eau, en fournissant une base pour leur atténuation ciblée et l'utilisation efficace de ressources limitées. Un modèle SWAT à haute résolution, dont les mailles sont constituées par des unités de réponse hydrologique à l'échelle de la parcelle, a été appliqué à la baie Missisquoi du bassin versant du lac Champlain, situé le long de la frontière entre les Etats-Unis et le Canada. Le ruissellement dans cette région du Nord-Est des Etats-Unis étant principalement dû à l'excès de de saturation, une nouvelle approche d'ajustement des numéros de courbe SCS basée sur l'indice topographique composé local a été développée. Après calage et validation, le modèle SWAT a été exécuté sur une période de 30 ans afin d'identifier les ZSC de phosphore du bassin hydrographique, ce qui a permis de démontrer que 20% du bassin versant produisaient 74% de la charge de phosphore total. La carte des ZSC à l'échelle des parcelles qui en résulte est actuellement disponible en ligne, fournissant un outil précieux pour les planificateurs des ressources naturelles, les propriétaires fonciers et les scientifiques.
INTRODUCTION
Many past efforts to reduce nonpoint-source phosphorus (P) loads to impaired watersheds through the implementation of conservation practices on the land have often not produced the desired measurable water quality outcomes (Sharpley et al. 2013) . This shortcoming may in part result from applying conservation practices in an ad hoc manner on a firstcome, first-served basis, as opposed to focusing on areas with the greatest need. It is widely believed that limited watershed areas generate surface runoff that may transport P to a stream and that only a small proportion of a watershed is responsible for the majority of P exported in runoff (Sharpley et al. 1994 , Daniel et al. 1994 , Heathewaite et al. 2000 , Walter et al. 2000 , Srinivasan et al. 2002 . High P contribution in a watershed is often characterized by two factors: limited high-concentration P source areas and localized high transport areas. This intersection of P source areas and transport mechanisms is often described as a critical source area (CSA). Watershed management strategies to reduce P export could be more cost effective if treatments were targeted to these CSAs (Sharpley 1999 , Pionke et al. 2000 , Gburek et al. 2000a , 2000b , Yang and Weersink 2004 .
While it is clear that CSAs should be targeted for improving the cost-benefit ratio of management strategies, their spatial and temporal dynamics renders them difficult to identify in a watershed. Specifically, CSAs are not constant in time and will vary annually, seasonally, or even within inter-storm periods. This concept, referred to as variable source area (VSA) hydrology, was pioneered by research conducted near Danville, Vermont, USA, at the Sleepers River experimental watershed (Dunne and Black 1970) . Dunne and Black found that saturated areas varied spatially and temporally by geology, topography, soils, evapotranspiration rates, and precipitation form and amount. Furthermore, the areas that generated surface runoff within the watershed were found to be dominated by these saturated areas. This runoff process, from areas where the soil is saturated, came to be known as saturation excess runoff generation (Dunne 1978) , and is in contrast to the infiltration excess (or Hortonian) runoff process in which the precipitation rate exceeds the soil's infiltration rate (Horton 1933) . Since Dunne's work, considerable research has documented the variable source area concept (Beven and Kirkby 1979 , O'Loughlin 1981 , Ward 1984 , Frankenberger et al. 1999 , and it has been proposed that VSA hydrology and the saturation excess runoff process reflects the general hydrologic response of watersheds in the glaciated uplands of New England, including the Missisquoi Bay Basin (MBB). Identifying CSAs, which vary spatially and temporally in a New England watershed, calls for the use of a watershed-scale continuous hydrological and waterquality model that accounts for VSAs.
One of the most common approaches for incorporating the VSA/saturation-excess concept into hydrologic models has been the use of a topographic wetness index, originally developed by Beven and Kirkby (1976, 1979) . Also referred to as the topographic index or compound topographic index (CTI), this index uses topographic information from a digital elevation model (DEM) to distinguish between areas with low potential for saturation and those with high potential for saturation. Since the work of Beven and Kirkby, numerous other authors have incorporated the CTI concept or similar concepts into the simulation of VSA hydrology, including the identification of critical source areas of nonpoint source pollutants (Moore et al. 1993 , Gessler et al. 1995 , Western et al. 1999 . Additional applications have expanded the CTI concept to further incorporate the influence of soil transmissivity characteristics on prediction of saturated areas (Beven 1986 ), leading to the often used Soil Topographic Index (STI). Recently, the concept of incorporating a topographic wetness index into the Soil and Water Assessment Tool (SWAT) was introduced by Easton et al. (2008) . Easton's SWAT-VSA approach relied purely on the STI characteristics of the landscape to describe the surface runoff response, removing the influence of land use and other soil properties captured by the soil hydrologic soil group classification.
The SWAT model (Arnold et al. 1998 , Gassman et al. 2007 , Neitsch et al. 2011 ) is a watershedscale, continuous, physically-based semi-distributed model designed for the simulation of flow, sediment, nutrient and pesticide transport from a spatially heterogeneous landscape, and has a history of use in the simulation of phosphorus transport and identification of CSAs (Srinivasan et al. 2005 , Ouyang et al. 2007 , Busteed et al. 2009 , Pai et al. 2011 ). In addition, there have been several other SWAT modelling studies conducted within the Lake Champlain Basin, which is part of the New England area. Michaud et al. (2007) studied the influence of different landscape and cropping system alterations on phosphorus mobility within the Pike River watershed of southwestern Québec, Canada. Additional work by Ghebremichael et al. (2010) focused on modelling critical source areas of runoff and phosphorus losses in the Rock River watershed, a sub-watershed of the Missisquoi Bay. They took a high-resolution approach to CSA identification, maintaining fields as distinct hydrologic response units (HRUs) in their SWAT model. Both Michaud et al. (2007) and Ghebremichael et al. (2010) did not explicitly address the role of VSAs in their model set-up. This study's application of the SWAT model within the MBB builds upon previous work in the Champlain Basin and demonstrates a novel approach to the identification of P CSAs, by combining VSA concepts and SWAT parameterization proposed by Easton et al. (2008) with the high-resolution, fieldlevel CSA identification approach demonstrated by Ghebremichael et al. (2010) . In the work by Easton et al. (2008) , the SCS (Soil Conservation Service) curve number values assigned to SWAT HRUs were based entirely upon the value of the Soil Topographic Index. The approach described in this paper applies the CTI to adjust the standard SCS curve numbers to account for a landscape area's likelihood of saturation, while still maintaining the important influences of land use/land cover and soil infiltration/drainage properties in surface runoff generation. In addition, agricultural field boundaries are explicitly incorporated into the HRU delineation process, allowing CSA identification at agronomically important field and sub-field levels. The results of this modelling exercise have been made publicly accessible to natural resource planners, land owners, and other stakeholders, and have served as the basis for targeted Best Management Practice (BMP) implementation.
MATERIALS AND METHODS

Study area description
The Missisquoi Bay of Lake Champlain is located along the international border of the United States and Canada. The Missisquoi Bay Basin (MBB) includes the drainage areas of the Pike, Rock and Missisquoi rivers, and the shoreline areas around Missisquoi Bay. The drainage area of 310 527 ha (767 312 ac) is split between the Province of Québec, Canada (42%) and the State of Vermont, USA (58%). The study area consisted of the MBB within Vermont and the upstream areas from Québec flowing into Vermont, which excludes the Canadian portion of the Pike River watershed. Within the study area, CSA identification was focused on the Vermont section, while the Canadian portion was included to ensure that the flow volumes are accurately simulated. The MBB watershed and the study area are shown in Fig. 1 .
Missisquoi Bay, with a surface area of 77 km 2 and a mean depth of 2.8 m, has one of the highest inlake P concentrations of any segment of Lake Champlain (typically 45-50 mg/L); the bay has long been impaired by eutrophication caused by excessive P loads from its watershed (VT DEC and NTS DEC 2002) . Phosphorus loads to and concentrations in the Bay greatly exceed target levels designated by water quality criteria for P endorsed by the governments of New York, Québec and Vermont (LCBP 2010). The Missisquoi Basin was assessed in 2003 and nutrients and sediment from agricultural nonpoint sources were identified as the leading causes of impairment (VT DEC 2004); streambank erosion was also believed to be a significant source of sediment and nutrients to the bay (VT DEC and NYS DEC 2002, Langendoen et al. 2012) . There are 12 wastewater treatment facilities within the study area that are point sources for discharge to surface waters and account for a small fraction (<1%) of the total phosphorus load contribution to the Missisquoi Basin. Although these point sources were included in the SWAT model, they were not the primary focus of the study and will not be discussed further herein.
SWAT model development
Topographic, land-use, soils and agricultural management data are some of the important inputs to the SWAT model. The next few sections describe the procedure used and assumptions made for acquiring datasets and ensuring that they are compatible with the SWAT model.
Topographic data
Four datasets ranging from a minimum cell size of 1.6 m (2.56 m 2 ) to a maximum of 20 m (400 m 2 ) served as sources for the DEM that was built to develop the SWAT model. The DEM source data include two DEMs that were derived from recently acquired Light Detection and Ranging (LiDAR) data, from which the 1.6-m resolution DEMs were built. Combined, the two LiDAR datasets cover approximately 91% of the Vermont portion of the MBB area. The remainder of the Vermont sector is covered by the Vermont 'hydrologically corrected' DEM (HYDRO-DEM), a 10-m resolution dataset developed by the Vermont Center for Geographic Information (VCGI). Much of the Canadian portion of the study area was covered by a collection of DEM 'tiles' from the Canadian Digital Elevation Data Level 1 (CDED1) dataset, with a resolution of approximately 20 m. A single, continuous DEM at a common resolution was required for the SWAT model. As such, the four source datasets were merged at a 10 m resolution, to achieve a compromise between the high-resolution LiDAR sources and the lower resolution HDYRO-DEM and CDED1 sources. Additional details regarding the DEM merging process can be found in Winchell et al. (2011) .
The merged DEM served as the basis for development of a CTI dataset for the entire study area. The upslope contributing area and slope were derived from the DEM and used as inputs to the calculation of CTI as follows:
where As is the specific catchment area (m 2 / unit width); and B is the slope angle (radians).
Based on equation (1), areas of the landscape with high upslope contributing areas and low slopes are more likely to generate saturation excess runoff, while areas of low upslope areas and high slopes are less likely to generate saturation excess runoff. A slope of 0.001% was assigned to flat areas in the DEM with zero slope.
The processing of these topographic parameters was conducted using the TauDEM toolset (Tarboton 2010) . These tools use an approach for calculating hydrologic flow paths and upslope contributing areas based on the assumption that flow from a single cell can flow to multiple adjacent cells (Tarboton 1997) . The local CTI at each grid cell was calculated using equation (1), and then a spatial filter was applied to the raw CTI dataset in order to smooth out the effects of high variability in local slope derived from the DEM.
To use the CTI in delineating SWAT HRUs, CTI values were grouped into classes representing differing levels of saturation excess runoff potential. The number of classes used to represent the range of CTI values was selected based on an evaluation of the complexity (total number) of HRUs resulting from different numbers of classes. Between three and five CTI classes were considered and it was found that greater than three classes resulted in an unmanageable number of HRUs in the model (substantially higher than a maximum HRU count target of 100 000). Therefore, while some precision in the spatial variability in CTI was lost, a three-class CTI scheme for HRU delineation was selected as an Identification of sub-field phosphorus critical source areasappropriate balance between model complexity and efficiency. The entire distribution of CTI values within the watershed were broken into the lowest 20% (class 1), the middle 60% (class 2) and the upper 20% (class 3) of CTI values. These classes represent low, middle and high susceptibility to saturation excess surface runoff. The full distribution of CTI values and the cut-offs for the three classes are shown in Fig. 2 These crop classification datasets identified the agricultural land use at a snapshot in time. It is common agricultural practice in the MBB to follow a crop rotation that involves both corn and hay. Because crop rotations will influence P loads, estimation of whether a given field is cropped as permanent corn, permanent hay, or a corn-hay rotation was made based on slope and soils characteristics of each field. These criteria, established through consultation with a sub-group of local project stakeholders, are shown in Table 1 . Those fields that did not meet the criteria for permanent corn or permanent hay were assumed to be in a corn-hay rotation.
The spatial resolution of the resulting hybrid land-use dataset was set at the DEM resolution of 10 m. An example section of the final hybrid dataset compared with the original 2001 LULC_LCBP dataset is shown in Fig. 3 . A summary of land uses within the MBB study area is provided in Table 2 .
Soils data
The SSURGO dataset (USDA-NRCS 2009) served as the base soils layer for the Vermont sector of the MBB study area. This dataset is a 1:24 000-scale vector dataset containing soil mapping units with a minimum area of about 1 ha. Each soil map unit was represented by the dominant component (based on percentage). After some aggregation of soils with similar physical properties, 112 unique soils remained within the Vermont sector of the study area. The soils geospatial and attribute data for the Québec 
Weather data
Daily precipitation as well as minimum and maximum temperature data for 16 stations were compiled for the period of 1980-2010 from both USA and Canadian sources (National Climatic Data Center, weather data download site: http://www.ncdc.noaa.gov/oa/ncdc.html, personal communication with Aubert Michaud, Jul 2010) . In order to account for topographic influences on precipitation and temperature, these 16 stations were interpolated to subbasin pseudo-stations using the "simple kriging with varying local means" method reported in Zhang and Srinivasan (2009) . Application of this interpolation method used PRISM climate normals for 1971-2000 (Daly et al. 1994) as the independent parameter with varying local means to account for the topographic dependence of the local climate.
Agricultural phosphorus inputs and agronomic practices
Inputs of phosphorus to agricultural lands occur from mineral phosphorus as fertilizer and applications of manure (both applied as fertilizer and direct application on pasture). Rates of mineral P were based on typical application rates obtained through interviews with local growers. Mineral P was applied to corn at the time of planting (mid-May) at a rate Fig. 3 Hybrid land-use dataset generated for this study compared to the previously existing land cover dataset, LCLU_LCBP.
Identification of sub-field phosphorus critical source areasof 14.8 kg-P/ha. Manure application rates were determined based on animal population data and standard manure production rates for each animal type. It was assumed that all manure produced in the watershed is reapplied to cropland or deposited directly to pasture by the animals. The annual P input form manure ranged from 18.7 kg-P/ha to 21.9 kg-P/ha on cropland and from 11.6 kg-P/ha to 13.7 kg-P/ha on pasture Manure was applied to corn once per year in early May and to hay two times per year during the summer. A map showing the total farm P (produced and applied back to the same sub-watershed as manure) is shown in Fig. 4 .
Agronomic practices for each crop simulated were derived through consultation with local experts, including the Vermont Agency of Agriculture Food and Markets, the University of Vermont Extension, the Natural Resource Conservation Service, and the Farmers' Watershed Alliance. Based on these consultations, representative SWAT operation schedules were developed for each crop. Although not all farmers follow the same practices or rotations, they were assumed to be constant throughout the watershed, allowing for a common baseline in the identification of critical source areas.
Sub-basin and HRU delineation
Sub-basin delineation for the MBB SWAT model was performed using the automated DEM-based option in ArcSWAT (Winchell et al. 2010) . The 10-m DEM was 'conditioned' in order to provide some controls on the delineation process. The first conditioning applied to the DEM was to build 'walls' representing the outer boundary of the MBB study area that conformed to established watershed boundaries (12-digit Hydrologic Unit Codes, HUCs). The second DEM conditioning step was to 'burn-in' the vector stream network into the DEM. The 1:5000-scale Vermont Hydrography Dataset (VHD) stream network was chosen to represent the Vermontside of the watershed. For the Québec portion of the watershed, the USGS 1:24 000-scale NHD dataset was chosen. The Esri ArcHYDRO toolset (Esri 2009 ) was used to burn the stream network using the AGREE method. A stream drainage area threshold in the ArcSWAT interface of 750 ha was chosen, resulting in a sub-basin delineation containing 223 sub-basins.
In most SWAT applications, HRUs represent a unique combination of a land use, soil type, and sometimes a slope classification. Using this HRU delineation approach, it is not possible to associate an HRU with individual agricultural fields, because an HRU is often a discontinuous area. Because an objective of this study was to develop a model that allowed field specific management inputs and field-level evaluation of outputs, and alternative approach was followed.
There were four landscape characteristics used in delineating HRUS for the MBB SWAT model: land cover from the hybrid land-use dataset, soils, the compound topographic index class (CTI), and the field ID for the Vermont sector of the study area. Slope was not explicitly included as a criterion for HRU delineations, as it is already largely captured in the CTI class. In addition, by including the field ID as an added component in the HRU delineation, small subfield level HRUs result, each of which will have its slope calculated independently using the DEM. Because ArcSWAT allows only three landscape characteristics to be used in HRU delineation, it was necessary to combine two characteristics into a single unique value; the soil class identifier and the CTI class identifier. These combined soil-CTI classes, the unique spatial combinations of the two characteristics, were treated as separate soils within the context of the ArcSWAT model database structure. In total, there were 407 unique soil-CTI classes within the study area. The field ID was relevant only to the agricultural areas within the Vermont sector of the study area. For the purposes of HRU delineation, the field ID was treated as a unique SLOPE code in the ArcSWAT database structure, accounting for 9285 unique slope (field) codes in the model. The delineation of HRUs in ArcSWAT provides the option for aggregating the minor land uses, soils, or slopes (those that cover a small fraction of the area) into the more predominant ones. This option can improve model efficiency, but it results in a model structure that does not allow for the location of all HRUs to be resolved spatially, and some portions of the landscape will not have any model results associated with them (Pai et al. 2012 ). This approach is appropriate when the model output of interest is at watershed or sub-basin outlets, but has shortcomings when the objective is to spatially resolve critical source areas on the landscape. To allow for landscape level critical source area identification, all delineated HRUs were maintained, resulting in 109 811 HRUs. While this HRU delineation strategy resulted in challenges with respect to data management and model calibration, it offered the benefits of predictions and evaluation of management options at both field and sub-field levels.
Assignment of SCS curve numbers
The typical approach to estimating SCS curve numbers for average soil moisture conditions (CN2) in SWAT is based on the standard NRCS tables (Soil Conservation Service Engineering Division 1986), with an optional adjustment based on the slope of the HRU following the method developed by Williams (1995) . The SWAT model then updates the CN value daily based on the current soil moisture levels, and whether the ground is frozen (Neitsch et al. 2011) . The maximum value that a curve number can reach occurs when the soil is at field capacity, and is referred to as CN3, while the minimum value occurs when the soil is at wilting point, and is referred to as CN1. Both CN1 and CN3 are a function of CN2. To account for the importance of saturation excess runoff processes, an approach to assigning CN2 values to HRUs was developed that combined the standard method for determining CN2 values (based on land use and hydrologic group) with concepts proposed by Easton et al. (2008) which use a wetness index to specify curve numbers. This approach was as follows:
1. The CTI raster dataset was overlaid with the delineated HRU boundaries and average CTI values for each HRU were calculated. 2. All HRUs within the MBB SWAT model were ranked from highest to lowest CTI value. The CTI percentile (of the population of HRU CTI values) was calculated for each HRU. Those HRUs with percentiles greater than 0.5 (the median) have a greater than average potential for saturation excess surface runoff relative to the other HRUs in the watershed. Those HRUs with a CTI percentile less than 0.5 have a less than average potential for saturation excess runoff. 3. Based on an HRU's CTI percentile, the CN2 value was adjusted from the 'standard' value (based on land use, soil and management) to a CTI-adjusted value. The CN2 adjustment is made so that HRUs with a CTI much higher than the median have a higher potential for surface runoff, while HRUs with a CTI much lower than the median have a lower potential for surface runoff. Equations were developed to perform these adjustments which constrain the minimum and maximum for the adjusted value based on the standard CN1 and CN3 values, as follows: -for CTI% ≤ 0.5: where CTI% = percentile (0-1) of CTI for the HRU; CN2_Adj is the CTI-adjusted CN2 value; CN2 is the standard CN2 value; CN1 is the standard CN1 value; and CN3 is the standard CN3 value. The method shown in the steps above results in a CN2 value being adjusted upwards to a maximum of two-thirds of the distance between the standard CN2 value and the CN3 value for the 'wettest' HRU in the watershed. Likewise, the method results in a CN2 value being adjusted downward to a maximum of two-thirds of the way between the standard CN2 value and the CN1 value for the 'driest' HRU in the watershed. The CN2 adjustments for all other HRUs in the model would fall somewhere in between those two extremes. An example of the distribution of the CTI-adjusted of CN2 values for pasture on hydrologic group C soils is shown in Fig. 5 . The median value is equal to 74, which is the standard CN2 value for pasture on a hydrologic group C soil. The minimum value is 62, which would occur for a hydrologic group C soil with a very low CTI value; this value of 62 happens to be close to the standard CN2 for a hydrologic group B soil (61). The maximum value is 83, which would occur for a hydrologic group C soil with a very high CTI value; this value happens to be close to the standard CN2 value for a hydrologic group D soil (80). The approach developed acknowledges that topographic factors can have an important impact on surface runoff potential that is not captured by soil characteristics and land use class alone, and provides a consistent means for adjusting the SWAT model parameterization to reflect this. It should be noted that due to the nonlinearity in surface runoff as a function of CN2 and heterogeneity in precipitation across a watershed, total surface runoff based on standard curve numbers will not always be equivalent to surface runoff based on CTI-adjusted curve numbers; however, the primary difference is in the spatial distribution of surface runoff generation. Because surface runoff in SWAT is typically calibrated via modifying standard CN2 values, a difference in total watershed surface runoff between un-calibrated standard and CTIadjusted CN2 values is inconsequential for a calibrated model.
Model calibration and validation
A primarily manual calibration approach was chosen because of the advantage of being able to consider many different aspects of the model processes concurrently that could not be captured through comparisons of streamflow, sediment, or phosphorus load data alone. Another important aspect of the calibration approach was that adjustments to parameters were made either uniformly or based on quantifiable landscape characteristics. Following this type of approach is important in a modelling application where the objective is to identify CSAs at the HRU or field level. If adjustments to parameters were made variably over many different portions of the watershed, this could introduce bias into the ranking of CSAs due to the lack of data available to support these types of adjustments. The calibration process began with flow calibration, followed by sediment, and then phosphorus.
The calibration and validation periods were selected based on the length of record corresponding to the long-term flow and water quality monitoring sites within the study area. Most of the long-term water quality monitoring sites began collecting data in 2001. At these sites, samples were taken at approximately weekly intervals during high flows and at monthly intervals during low flow periods. Monthly sediment and phosphorus load estimates were made using the FLUX software program, (Walker 1998) . The FLUX program uses regression methods to relate streamflow to P load from the observed flow and concentration data, and then generates daily load time series which were aggregated to a monthly time step. An additional five sites in Vermont began collecting flow and water quality data in the late summer and early fall of 2009. The streamflow records from these sites were used to make subbasin specific adjustments to parameters affecting flow simulation, which ultimately improved the calibration and validation at the additional downstream locations. Locations of the monitoring sites (flow and water quality) are shown in Fig. 1 . Based on the availability of monitoring data, the period chosen for streamflow, sediment, and hydrologic calibration and validation was set to run from 2001 to 2010. Specifically, these periods were 1 October 2005-30 September 2010 for calibration and 1 October 2001-30 September 2005 for validation. The later year period was chosen for calibration because of the availability of the addition short-term monitoring data during that period.
The statistical measures used in evaluation of the MBB SWAT model were the three statistics recommended by Moriasi et al. (2007) . These included the Nash Sutcliffe efficiency (NSE), the percent bias (PBIAS) and ratio of the root mean square error to the standard deviation of measured data (RSR). In addition to providing these recommended statistics, Moriasi et al. (2007) suggested ranges for rating the calibration as 'unsatisfactory', 'satisfactory', 'good', or 'very good'.
Flow calibration
Calibration of the hydrologic parameters to the SWAT model focused on four long-term flow gauges: three in Vermont on the Missisquoi River at North Troy, East Berkshire and Swanton, and one on the Rock River at Saint Armand, Quebec. The calibration included both the daily flows and the monthly flows at these sites. Evaluation of model simulations included visual comparisons of the simulated and observed hydrographs as well as statistical measures of model performance.
During calibration, an effort was made to adjust parameter values uniformly over all areas of the watershed, uniformly over all areas of a given land use, or based on a metric with known variability across the watershed. Two metrics that were used during hydrologic calibration as the basis for parameter adjustments at the sub-basin level were mean elevation and forest cover. These metrics were used to adjust some parameters, including: snowmelt, evapotranspiration (ET), and groundwater flow.
The parameter adjustments made during calibration were made concurrently over the entire study area with an effort to balance the model simulation performance at multiple locations. The primary adjustments that were made included:
• adjustment of snowmelt parameters based on elevation and forest cover; • adjustment of ET coefficients based on elevation;
• uniform adjustments to surface and subsurface slope lengths; • uniform reduction in curve numbers;
• baseflow response based on elevation;
• adjustments to tile drain and impermeable layer depth characteristics based on soils; and • sub-watershed level adjustments to surface runoff and channel routing parameters based on observed flow data at individual sub-watershed outlets.
A summary of the calibration and validation period statistics for all the sites evaluated is provided in Table 3 . For the calibration period, all of the monthly and daily statistics fall within the 'satisfactory' category or better, with the monthly NSE and RSR statistics falling in the 'good' or 'very good' category, and all of the monthly PBIAS statistics falling within the 'very good' category. For the validation period, the monthly statistics are all in the 'good' to 'very good' categories. A graph showing a comparison of monthly time series of observed and simulated flow at the outlet of the Missisquoi River at Swanton is provided in Fig. 6 . A few sites had somewhat weaker calibration statistics than the other sites (the Black and Hungerford for calibration period and the Rock for the validation period). While limited runoff timing adjustments were made at the sub-basin level by adjusting the SURLAG parameter, all other calibration adjustments that affect flow volumes were made globally, limiting options for fine-tuning individual sub-basin calibrations. The weaker performance at these sites is therefore attributed to uncertainty in model inputs (primarily precipitation) and land-use characterization, namely the local distribution between corn and hay crops which can significantly affect surface runoff simulations.
Sediment calibration
The parameters adjusted during sediment calibration included both upland and channel process parameters. The primary adjustments were as follows:
• adjustment of USLE C factors for a limited number of land-use classes for upland erosion control;
• adjustment to in-channel sediment transport parameters; and • watershed-wide uniform adjustments to channel bank erosion parameters, with limited local adjustments.
A graph showing a comparison of monthly time series of observed and simulated sediment load at the outlet of the Missisquoi River at Swanton is provided in Fig. 7 . A summary of the calibration and validation period statistics for monthly total suspended sediment load is provided in Table 4 . For the calibration period, with the exception of the Upper Missisquoi, all of the statistics for the remaining sites fall within the 'good' to 'very good' range (the Upper Missisquoi is on the boundary between 'satisfactory' and 'good'). For the validation period, all statistics fell in the 'good' to 'very good' range, with the exception of the Missisquoi at Swanton, where the NSE and RSR fell in the 'satisfactory' range. 
Phosphorus calibration
As was the philosophy followed through hydrology and sediment calibration, an effort was made to apply uniform adjustments to parameters affecting P transport. The primary adjustments to SWAT model parameters that were made during P calibration were changes that affected:
• organic and particulate P transport;
• soluble P uptake and sorption; and • in-channel P transport.
A graph showing a comparison of monthly time series of observed and simulated total P load at the outlet of the Missisquoi River at Swanton is provided in Fig. 8 . A summary of the P load calibration period statistics (Table 5) shows that statistics at all five sites fall in the 'good' to 'very good' classifications. For the validation period, the statistics are all in the 'satisfactory,' 'good,' or 'very good' ranges. The Rock River has a larger negative bias (over-prediction) than the other sites. This is similar to the flow bias on the Rock River during the validation period, which also had high negative bias, and shows a linkage between simulated flows and P load. Overall, the model calibration was judged to be successful, indicating that the model was suitable for the designed purpose of identifying P CSAs. A summary of the calibrated parameters for is provided in Table 6 .
Model performance comparison with standard curve number method
An evaluation was conducted to compare the model performance, as described by the calibration and validation statistics, to the same model using the standard curve number approach without adjustments for the local CTI. The same curve number calibration adjustment (reduction by 6 from original value) was applied to both models. The comparison of daily flow calibration statistics is summarized in Table 7 , and shows that the CTI based model had better NSE statistics in 10 cases, whereas the standard method never resulted in a better NSE (three cases were ties). For percent bias, the CTI based model had better statistics in seven cases, and the standard method had better statistics in six cases. The RSR static comparisons were similar to NSE in that the CTI model was better in 10 cases, and in three cases it was a tie. A similar comparison was made for the monthly phosphorus calibration, presented in Table 8 . For the NSE statistic, the CTI model was better in six cases and the standard method model was better in three cases (there was one tie). For the percent bias, the CTI model was better in seven cases, and the standard model was better in two cases (there was one tie). The pattern found in the comparison of the RSR statistic was the same as the NSE statistic. Overall, the model based on the CTI-adjusted curve number performed better for more sites and more statistics than the standard curve number model, however the magnitude in the difference in the performance was often small. This suggests that, when aggregated to the watershed scale used for model evaluation, the new curve number adjustment approach that accounts for the occurrence of saturation excess runoff processes does not result in a significant difference in model performance. However, the calibration and validation statistics provide limited information about the difference in model performance or behaviour at the sub-watershed or HRU scale. This will be considered in the Results and Discussion section.
RESULTS AND DISCUSSION
The identification of P CSAs for the MBB study area was completed based on a model simulation that used 30 years of historical climate data. The 30-year simulation ran from 1 January 1980 to 31 December 2009, the 30 most recent calendar years for which complete climate data were available. This long climate record ensured that the modelling results reflect a broad range of weather conditions that have been historically experienced within the watershed.
Simulation of phosphorus loads and identification of critical source areas
The MBB SWAT model simulations produced P-loading results for 103 666 non-water HRUs within the CSA assessment area, providing an enormous level of detail and spatial variability in landscape P-loading characteristics. Figure 9 presents predicted average annual total P loading for each HRU in the entire CSA assessment area. The areas with the highest P loading rates, exceeding 2.0 kg/ha, are most often associated with agricultural fields and farmsteads. Areas with second highest total P loading rates between 1 and 2 kg/ha are also heavily weighted towards agricultural fields and farmsteads, but also commonly include wetlands and some developed lands. The areas with loading rates between 0.1 and 1 are associated with a wide range of land uses, including less vulnerable agricultural fields as well as more vulnerable undeveloped forest and brush areas. The areas classified with the lowest loading rates of <0.1 kg/ha are generally low runoff producing low sloped undeveloped areas. The total P losses generated from all upland areas within the watershed are shown as a function of the fraction of land area contributing in Fig. 10 . The data represent the average annual total P load for all HRUs within the CSA assessment area. The average annual total P load generated from this area was 75 626 kg; this is equivalent to a total P loading rate of 0.43 kg/ha over the 177 307 hectare area. The data in Fig. 10 shows that a relatively small fraction of the watershed contributes a disproportionately high amount of the total P. More than half of the total P (57%) is generated from only 10% of the watershed area, with the top 20% of the area accounting for nearly 74% of the total P. A full 92% of the total P comes from just one half of the watershed. Of the 10% of the watershed with the highest P-loading rate, approximately 83% of the area is agricultural. From a management perspective, this may be considered advantageous, as the areas to target for P reduction represent a relatively small proportion of the total watershed.
The detailed accounting of the spatial variability in P loading rates at the HRU level allows for the identification of P critical source areas at the subfield scale. Because agronomic management practices are uniform over an agricultural field, within-field variability in P loading tends to result from differences in soils, slope, and CTI. Figure 11 shows an example of the within-field variability in total P loading rates over a 74 hectare field. This corn-hay rotation field includes nine HRUs, with average annual total P loading rates varying from 0.79 kg/ha to 4.88 kg/ha. All of the soils in the field are hydrologic group C soils, however they represent three different soils series. The topographic characteristics of the different sections of the field are driving the variability in total P loads. The highest P loads of 4.88 kg/ha originate from an area with high slopes (>8%) and high CTI (class 3). An area with similarly high slopes but a much lower CTI value (class 1) is producing 3.45 kg/ha. The largest section of the field is producing 1.39 kg/ha of P, and has more moderate 4.4% slope and a class 2 CTI value. The concept of field-level assessment was applied only to the agricultural land-use classes of corn, corn-hay, hay, pasture and soybean-corn. Both the sub-field level and the field-level P export characteristics can be useful in the identification of CSAs and the design of BMPs to address those CSAs. The field level results are practical for identifying common agricultural management units generating excess P loads, and can also be used to evaluate the impacts of some field-level agronomic management alternatives, such as modified tillage and crop rotations. The sub-field level results can help to identify those sections of fields that may require special treatment (such as buffer strips or grassed waterways) in order to reduce the P export to a tolerable level. In summary, both scales of results and analysis have important functions in identifying P CSAs and determining the most appropriate mitigation strategies to address them. The MBB SWAT model was calibrated to monitoring data at the outlets of major tributaries and along the main stem Missisquoi River for the purpose of identifying spatially explicit CSAs throughout the watershed. No data exists to be able to explicitly validate the field scale predictions made by the model. This is one of the primary factors for limiting the calibration of parameters affecting upland P transport processes to global adjustments made uniformly across all subbasins and land uses. With the strategy, we rely on the model algorithms and the spatial variability in the underlying datasets to control the heterogeneity of the P loading and CSA simulations across the landscape. Furthermore, a field verification of CSA ratings simulated by the MBB SWAT model was performed as a part of this study which showed an 89% agreement between the SWAT model CSA ratings and an independent field assessment by a local Resource Conservationist expert. This field validation is described in Winchell et al. (2011) .
Comparison of HRU-level predictions with standard curve number method
The differences in model performance, as measured by the calibration and validation statistics for daily flow and monthly P loads, between the CTI-adjusted curve number method and the standard curve number method models showed that the CTI method performed better, but that the improvement was often Fig. 11 Example of within-field variability in total P loading rate for a 74 hectare field.
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small. The differences in model predictions at the HRU scale, however, are more substantial. Figure 12 shows a scatter plot of the predicted average annual P load from the CTI method vs the standard curve number method for the 103 666 HRUs assessed in the watershed. The linear regression line slope of 0.87 indicates that there is a small trend towards lower HRU P loads from the CTI-based model. Also evident from Fig. 12 is that the differences in predicted P loads between the two methods can vary substantially, with some HRUs differing by more than one kg/ha of P per year. The variability in predicted P loads is shown as a cumulative distribution in Fig. 13 . The percent difference in predicted by loads from the two models varies over several orders of magnitude.
Approximately 50% of the HRUs had less than a 15% difference in total P loads, while approximately 20% of the HRUs had a greater than 50% difference in the total P loads. Approximately 5% of the HRUs experienced a change in P loads of 100% or more. It should be noted that most of the HRUs with a very large change in P loads (>200%) were ones with very small annual loads to begin with (e.g. <0.01 kg/ha). In comparing HRUs with the highest P loads, 16% of the HRUs that fell in the top 20% of P loads based on the CTI method did not fall in the top 20% of P loads using the standard curve number approach.
These HRU-level comparisons indicate that predicted P loads using the CTI-based curve number adjustment will result in relatively small (<15%) differences for many HRUs, but that significant change of greater than 50% will not be uncommon. This has implications for identification of CSAs in that the ranking of highest P producing portions of the landscape will be different depending upon the approach taken for parameterizing curve numbers. The findings in this study suggest that incorporating CTI into the curve number parameterization will result in watershed scale simulation performance similar to that of a standard curve number parameterization.
Improving accessibility of modelling output
The challenges associated with communication of complex information from models such as SWAT often means that much of the data generated from such models never makes it beyond the modeller's computer. Recent advances in internet mapping tools, faster Web servers, and greater internet bandwidth, have all lead to the ability for modellers to share the wealth of information they create with a much broader audience. In the case of the MBB CSA identification project, the complete set of SWAT model results were made publicly available through an ArcGIS Online Internet mapping application (LCBP 2013). The information presented through the online mapping application is provided at scales ranging from major sub-watersheds, to subbasins, to HRUs at the sub-field scale. At the HRU level, information on the soil type, crop rotation, and slope are provided, along with the simulated average annual P load for the HRU. Access to the data available through the web mapping application in unrestricted and has been used by natural resources planners in the state of Vermont to strategically target implementation of BMPs and the financial resources that they require. The SWAT was model applied to identify the locations of phosphorus critical source areas within the Vermont sector of the Missisquoi Bay Basin. The SWAT modelling approach explicitly accounted for the occurrence of saturation excess runoff by incorporating the compound topographic index (CTI) into both the delineation of HRUs and in the parameterization SCS runoff curve numbers. Furthermore, agricultural field boundaries built into the HRU delineation allowed for field and sub-field level determination of phosphorus loading and benefits of possible BMPs.
The analysis of the model results showed that a small fraction of the MBB watershed generates a disproportionately large amount of the total P, with approximately 74% of P loading coming from only 20% of the area. The high resolution of the model provided the basis for ranking P contributions from individual fields, allowing the highest priority fields to be identified. The highresolution results of this critical source area analysis have been made public through a web-based mapping application and are currently being used to aide in natural resource planning and the allocation of funding to mitigate the phosphorus loading to Missisquoi Bay.
The findings in this study suggest that incorporating CTI into the curve number parameterization will result in watershed scale simulation performance similar to that of a standard curve number parameterization. HRU-level comparisons indicate that predicted P loads using the CTI-based curve number adjustment will result in relatively small (<15%) differences for many HRUs, but that significant changes of greater than 50% will not be uncommon. This has implications for identification of CSAs in that the ranking of highest P producing portions of the landscape will be different depending upon the approach taken for parameterizing curve numbers. The CTI-based parameterization represents a straightforward method to account for saturation excess runoff processes and is appropriate for watersheds where such processes are known to be prevalent.
