In the empirical analysis the use of micro-data often encounters confidentiality issues, especially when data are derived from different countries. One way to tackle this type of problems is known as "distributed micro-data analysis", which proposes an aggregation of data with sufficient information on the distribution of the underlying micro-based data. In this paper we propose an inverse analysis, i.e. a methodology to mimic the anonymised firms' micro-data starting from a distributed micro-dataset and using standard equations and assumptions about the distribution of the residuals that are most likely to reproduce the original micro dataset. As a result this paper offers an easy tool to analyse the firm-level financial ratios, such as firms' leverage, profitability, and productivity performance of firms across country, sector and firm size even when firm-level data are not readily available.
Introduction
In order to maintain data confidentiality, the information and summary statistics of institutional micro datasets are often published in aggregated form, i.e. providing totals and averages. However, given the increasing need for studying agents' heterogeneity, a number of additional statistics has been included in some publications in the few past years. In general, second and third moments of the distributions and percentiles of the studied variables could provide useful information on their underlying distributions (Bartelsman et al. 2004 ). The heterogeneity in firms' balance-sheet variables is addressed, for example, in the Bank for the Account of Companies Harmonized (BACH) dataset of the European Committee for Central Balance Sheet Data Offices (ECCBSO), which provides weighted averages, medians, standard deviations and the 25th and 75th percentiles for several balance-sheet items in nine euro-area countries. In a similar way, the Eurosystem Competitiveness Research Network (CompNet) develops a much more detailed dataset providing the values of each decile of the distributions of both balance-sheet items and competitiveness indicators (Lopez Garcia et al. 2014 ). Last but not least the DynEmp OECD dataset on employment dynamics provides distributed micro-data analysis of business and employment dynamics and firm demographics (Criscuolo et al. 2014) .
In this paper, we propose then a methodology to mimic the anonymised firms' micro-data using standard equations and assumptions about the distribution of the residuals that are most likely to reproduce the original dataset. The methodology we propose derives to some extent from other methods often used when facing incomplete information. Indeed the data we are using are only some kind of summary of the complete information we would like to reproduce.
In particular, in surveys, item non-response is often treated so to replace the missing values with values drawn from the appropriate distribution conditional on the information available in the data. For instance, Little and Rubin (2002) have developed Bayesian techniques to deal with incomplete data, addressing in particular the issue of the non-response mechanism. More specifically, household surveys often provide information that can be also considered as incomplete in the sense that the households give answers about e.g. income or assets owned only in brackets. This kind of data collection is used mainly to ease the answer of the households, who are less reluctant to provide fuzzy information that ensures the de facto anonymisation of their answers. Our situation is quite similar in the sense that in the CompNet kind of data we only have information in brackets. Various techniques have been developed to address this issue, such as simulated residuals (see Gourieroux et al. (1987) or Lollivier and Verger (1987) ).
We try different approaches to determine the most efficient way of mimicking the data by taking into account the correlations between variables and the bulk of information about the distributions we have at our disposal. We expect the chosen method to be easily implemented and to reproduce as best as possible the expected economic results carried out from the actual micro-data. To do so, we first implement a very simple method but very demanding in terms of hypotheses, assuming a log-normal distribution for each variable. We then try to relax the assumptions by modelling the joint distribution of two given variables in order to avoid using variance-covariance matrices. Finally, for the third model we adopt a Bayesian approach, following for example Gautier (2008) . This method is quite computationally demanding, but in theory is able to reproduce any distribution. The different Bayesian techniques that we experimented are described for example by Arnold (1993) or Robert and Casella (2004) .
To test the proposed methodology, we first construct an aggregated dataset starting from firm-level observations from Bureau van Dijk's AMADEUS dataset using the CompNet methodology. Our dataset contains information on the distribution of a set of indicators of interest for three euro area countries (France, Italy and Spain) in the period 2006-2011. Overall, our methodology could be applied to different datasets provided they contained enough information on the distribution of the variables of interest.
The paper is structured as follows: the second section describes the construction of the dataset and its main characteristics while the third section introduces the empirical strategy. In the fourth section we present the results. Then we apply our data to estimate a leverage function and finally we conclude.
Construction of the dataset and data description
As the aim of our analysis is to develop a methodology to retrieve firm-level information from an aggregated database that provides sufficient information on distributions, we decided to use the approach followed by the Eurosystem Competitiveness Research Network (CompNet). The CompNet was established by the European System of Central Banks (ESCB) in 2012 to study competitivenessrelated dynamics by collecting indicators and statistics from several European countries. As firm-level balance-sheet data is treated as confidential in most of European countries and cannot be exchanged across different national entities, the network decided to use a common analysis tool (i.e. a Stata script, thereafter CompNet toolkit) to aggregate firm-level data with information on the distribution of the indicators of interest. The script is then sent to National Central Banks (NCBs), where the confidentiality issue does not apply and therefore, the data is available at firm-level.
The characteristic of the database resulting from the data collection is that even though the indicators are computed as aggregates at a country-sector-year level (meso-level), other statistics beyond averages are collected in it, in particular statistics regarding standard-deviations, deciles, skewness and joint moments of the distributions of each indicator.
The main advantage of this procedure is clearly that by applying a common analysis tool to different countries allows using exactly the same treatment for outliers across countries and the same techniques to compute the indicators to produce comparable results. This type of information, collected via a remote-based analysis, allows studying firms' behaviour in terms of productivity, export, employment, and mark-ups, as well 1 The network is aware of the many caveats associated to the sample comparability and harmonization of variables' definitions. In this respect a detailed preliminary work has been done to avoid as much as possible discrepancies in the definition (Lopez Garcia et al., 2014). as studying the impacts on the distribution of firms for the values of each indicator computed. Most recently a "financial module" has been added to the main exercise in order to enlarge the analysis on the impact of the financial situation of firms on their real decisions. For this scope, financial ratios have been collected and indicators on financial constraints have been computed. This paper focuses in particular on this new -not yet published -part of the analysis.
Given the structure of the overall exercise, the available information related to the distributions comes from specific moments (deciles, averages, skewness and standard deviations), making it impossible to further investigate firm heterogeneity within deciles (e.g. to investigate how the distribution of firms between the 1st and 2nd deciles of labour productivity actually looks like). More simply, the limitation of the database derived through the CompNet analysis toolkit is the fact that it cannot be used for a fully micro-based economic analysis.
As the final CompNet dataset is not yet publicly available, we decided to replicate the dataset by applying the CompNet analysis toolkit on a firm-level sample derived from the Bureau van Djik Amadeus database. The aim is twofold. On one side, we apply the CompNet toolkit and we create the aggregated database with information on the distribution of the indicators we have chosen for the analysis. This allows us to apply our methodology to retrieve in a direct way anonymised firm level data. On the other side, the fact that we do have at disposal the original dataset implies that we will be able to prove the goodness of the algorithm we propose in the paper.
Our starting point is the Amadeus database, which is a commercial product from Bureau Van Dijk that collects business registers' balance-sheets information about non-financial corporations in Europe. For our exercise we selected a subsample of the database which includes all the available firms in France, Italy and Spain for the period 2006 to 2011. These three countries are those with the highest number of companies in the original dataset and their representativeness across firm size and sectors is relatively high compared with other countries.
We run the CompNet toolkit 2 on this initial sample. The program removes erroneous observations and runs an outlier treatment, which consists of removing observations beyond the 1st or 99th percentile. In addition it is verified that certain ratios (such as collateral) cannot exceed unity. In particular, in order to obtain a set of micro-based aggregated indicators and the statistics of their distributions, we re-adapted the CompNet analysis programme (".do file") to be able to run it on a dataset which contains also a country dimension and we focus only on a set of indicators we are interested in implementing our algorithms.
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Firms are divided in five categories according to the number of employees: micro firms are firms with less than 10 employees, very small firms between 10 and 19, small firms between 20 and 49, medium between 50 and 249 and large firms have more than 250 employees.
Number of observations and firms, broken down by country The statistics refer to the number of observations and firms when the leverage ratio is not missing.
After having cleaned the data, the CompNet toolkit creates the set of indicators and their distributions. In this paper we choose to focus on the following indicators: (a) financial leverage, which is defined as the sum of short-and long-term debt, divided by total assets; (b) cash holding defined as cash and cash equivalents divided by total assets; (c) cash flow to total assets; (d) return on assets (ROA) as net income over total assets and (e) labour productivity as real value added over number of employees. Table 2 presents some of their characteristics across the three countries. Spanish firms are more indebted than French and Italian firms, they are less profitable and their productivity is also lower. French firms are holding more cash and cash equivalents and they produce more internal funds than Italian and Spanish firms.
We focus on eight macro-sectors based on NACE rev. 2 codes. Firms whose code is not available are excluded from the dataset. Furthermore, firms operating in agriculture, fishing, mining, financial activities, public sector, education, health, entertainment, and other services (sections A, B, K, O, P, Q, R, and S) are excluded. The detailed sectorial classification used in the analysis is as follows (in parentheses we report the percentage of observations in our sample): 1) Manufacturing (20%); 2) Construction (18%); 3) Wholesale trade and retail trade (28%); 4) Transportation and storage (5%); 5) Accommodation and food (8%); 6) real estate (5%); 7) Professional, scientific and technical activities (8%) and 8) Administrative and support service activities (8%). Most of the companies in our sample are in the trade, manufacturing and construction sectors, covering altogether two-thirds of the whole sample. The details of the breakdown of the financial indicators by macro-sector are reported in Table A1 in the annex.
As explained above, the final result of the CompNet tool is a set of indicators computed as aggregates at a country-sector-year level (meso-level) with information on their averages, standard-deviations, deciles, and skewness. Figure 1 on the left displays in detail the heterogeneity of a specific variable, labour productivity, as derived from the CompNet toolkit. We observe that the mean of labour productivity within different countries is always statistically different from the median and it always lays closer to the 70th percentile rather than the 50th.
Summary statistics of financial indicators and productivity, broken down by country Furthermore, by plotting the deciles for the variables of interest, we can easily observe how skewed the distributions actually are (Figure 1 on the right). This is often a characteristic of firm's balance-sheet data.
Labour productivity levels and decile levels 4 Figure 1 4 Given the nature of the collected data (i.e. deciles), the Inter Quartile Range of the boxplots is computed using the difference between the 7th and the 3rd deciles.
Empirical strategy
The main aim of this paper is to simulate micro-data that would in the end reflect as much as possible the results given by the CompNet database. We have then at our disposal a set of moments (some percentiles, standard deviation, totals and interquartile ranges and joint moments) for a few given variables (namely cash, net income, financial debt cash flow, total assets, employees, real value added, depreciation, labour cost, real turnover, interest rates and capital). We have also for a set of financial ratios derived from these variables (namely financial leverage, cash Deciles levels holding, cash flow over total assets, return on assets, labour productivity, unit labour cost, and labour cost per employee).
The difficulty is to generate micro-data matching all the information listed above. For instance, finding a law whose parameters could be adjusted so to respect percentiles as well as mean, standard deviation and inter-quantile range. We have to impose at least 14 constraints 4 on each variable, without any regards to the ratios that impose also indirect constraints. Finding such a law turns to be challenging. At this point, we have at our disposal two options: the first one is to determine the optimal parameters of a joint distribution thanks to some kind of Newton-Raphson algorithm, 5 the second one is to use a Bayesian approach like in Gautier (2008) . We choose the second approach, given the complexity of the likelihood, as described hereafter.
As a starting point, we chose not to impose any constraint on each expected percentile. We rather simulate each variable as the realisation of a random variable following a log-normal law, whose parameters are given by the data. We are able to reproduce the correlation between variables thanks to the variance-covariance matrix, but we have no insurance so far that we will reproduce as expected the distribution of ratios. We generate the variables for each country, sector and year to take into account as much as possible the heterogeneity between firms.
Since the covariance between different variables is not entirely available through the CompNet database, we investigate other methods that would be likely to take into account the link between variables through the distribution of ratios. In a second method, we divide the population according to the percentiles for two given variables (say real value added and labour) and look for the most likely repartition of the population between these joint percentiles with respect to the expected distribution of the ratio (in our example, labour productivity). Doing so, we do not make any assumption about the shape of the joint distribution. However, we assume a uniform distribution and the independence of the variables within each cell of the joint distribution. This method can be seen as a linear interpolation between each given percentile when computing the distribution of the variables. Moreover, the number of parameters to be estimated is higher, making the computation process more demanding.
Finally we relax the assumption for the distribution for each variable per decile. More exactly, we have at our disposal the 1st, 10th, 20th, …, 90th and 99th percentiles. Within each of the 12 strata defined by these percentiles, we simulate the expected variables following a bounded law. Thanks to this method we mechanically generate data that respect at least the given percentile for each variable. However, this method does not ensure at all that the other constraints will be respected. In particular, the data generation shall also be conditioned by the distribution of the financial ratios that have been computed with the variables.
As a first assumption, we consider a Beta distribution for each variable within each stratum of the population. This distribution is conditioned on two parameters, α and β. These parameters have to be set so as to respect as much as possible the 4 We have at our disposal the mean, the standard deviation, the inter-quantile range, the 1st, the 10th, the 20th,…, the 90th and the 99th percentiles.
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See for instance Atkinson (1989) . distribution of the different ratios. We therefore use Bayesian algorithms and in particular Monte Carlo Markov Chain algorithms (MCMC) so to find the proper parameters α and β giving the expected distribution not only for the variables but also for the ratios.
We derive here our algorithm from the idea proposed by Metropolis (1953) and improved by Hastings (1970) , under the so-called Hastings-Metropolis algorithm.
We set a prior distribution denoted ( ) for = ( 1 , … , , 1 , … , ) the parameters of our Beta distributions. As a matter of fact we have = * , where v denotes the number of variables we want to simulate, and s the number of strata for the total population (in this first approach, we take s=12). For ∈ [1: ], we consider the different indicators , that we want to reproduce in the data. These indicators can be estimations for percentiles, inter-quantile ranges, means or standard deviations. We here make the assumption that each of them follows a normal law. Thanks to this assumption, we can write the likelihood associated to a set of v random variables ( 1 1 , … , 1 , … , ) following a Beta law:
where J denotes the number of constraints in the generation of the model. Then in a Bayesian perspective we use the prior distribution of to improve the likelihood associated to the observations ( 1 1 , … , 1 , … , ). We then obtain the posterior distribution ( | ) that enables to generate observations that will fit as much as possible the constraints defined a priori. This method, also known as importance sampling, enables to maximize a likelihood which is difficult to compute analytically. Indeed the shape of the likelihood (Figure 2 ) makes it very difficult to derive analytically. Hence a Bayesian approach is completely justified, given the high number of constraints applied to the model. Following the Metropolis-Hastings algorithm, we generate θ according to a prior symmetric distribution iteratively and retain a new set of θ only if the likelihood associated to the new set of observations (x 1 1 , … , x M 1 , … , x M v ) is above the previous one. We determine the number of iterations according to an expected acceptance rate and, also, since this method is computationally demanding, taking into account the time of computation. We test different ways of simulating the data to impose the least constraints as possible, in particular in terms of correlations between the v variables. The only source of information we use so far on potential links between say, number of employees and real value added is the information on the distribution of the ratio of labour productivity. Then generating micro-data should make explicit the implicit link between these two variables through information on labour productivity.
The first way of doing it is to take into account potential correlations between the variables thanks to an expectation-maximization algorithm. Indeed, once the v variables generated according to the Beta law, we merge the different columns according to an order that has to be defined. In the initialisation phase, we randomly sort the variables so there is almost no correlation between the different variables. During each iteration, we regress each variables on the v-1 other ones and use the fitted values to sort the variables. However this method does not prove to be conclusive and we rather introduce correlations as part of the vector θ. This method shows significantly better results, in particular in terms of acceptance rate. This new component of θ is generated thanks to a truncated normal law. Figure 2 Furthermore, to improve the convergence process and to shrink the time of computation, we add an annealing part to the algorithm. The intuition behind this classical method in Bayesian inference is to reduce the area in which the optimal parameters θ are more likely to be found so to avoid a huge number of iterations. To implement statistical annealing in our algorithm, we decrease the variance associated to the prior law by for instance a half after n iterations for which none of the generated parameters have succeeded in improving the likelihood.
Representation of the likelihood
Finally, we have also to consider the law we need to use for simulating the last percentile of each variable. Indeed, for the rest of the distribution, we can use as lower and upper bounds the different percentiles that we have at our disposal. Then the maximisation process is just about finding the proper parameters that will give the expected shape for the distribution of the variable within the deciles. However, for the last percentile we do not have any upper bound at our disposal. We could set of course an upper bound related to the treatment of outliers that is made on the original data. We rather set a different law that do not use any upper bound. Given the high concentration observed for the variables we want to simulate, we choose a Pareto law, whose parameter k also follows a prior distribution.
Results
For the first method we generate data for Spain, France and Italy. Since we impose strong assumptions on the joint distributions of the variables, the obtained marginal distribution do not completely match with the expected ones ( figure 3) . Indeed, the link between the variables is generated thanks to the variance-covariance matrix, which imposes strong assumptions on the shape of the joint distribution and deteriorates the modelling of each variable.
Distributions of labour for 2008, Spain, France and Italy Figure 3 The blue line stands for the expected distribution, the red one shows the simulated distribution.
As a result, the ratios may not have the expected distribution, which weakens the simulation. We take here the example of the labour productivity which is defined as the ratio of real value added over productivity. As shown on Figure 5 , the obtained distribution does not properly fit the expected one, in particular for France, where the labour is poorly reproduced.
Distributions of labour productivity for 2008, Spain, France and Italy Figure 4 The blue line shows the expected distribution, the red one the simulated distribution.
We also implemented the second method, with no conclusive results. However, the estimation of the parameters can be done thanks to Bayesian procedures or through a Newton-Raphson algorithm. The latter one offers more guarantees in terms of convergence, but has not been yet implemented.
We run the maximisation program over 252 parameters for each country, year and sector. Such an algorithm is very demanding in terms of computations, and the computations for one given country, year and sector may take several hours. Regarding such duration for computing, the annealing part of the algorithm enables to gain both time and accuracy. We set the number of iterations here to 10,000 before starting the annealing process. This means, the algorithm starts the annealing only after 10,000 iterations without any change. As shown on figure 5, the annealing has enabled to increase the likelihood in a more efficient way.
Evolution of the log-likelihood for the third algorithm Figure 5 Evolution of the log-likelihood over iterations.
We choose for the annealing part to reduce the variance associated to the prior law of the parameters by 90%, and we iterate the decrease 4 times. The whole algorithm implies about 100,000 iterations, or more, depending on the number of constraints we apply to the model. As the algorithm is highly time-consuming, we only present results for a very restricted sample of combinations of countries, years and sectors for which we performed the computation.
When looking at the results of the simulations and comparing them to the original data, we observe that the absolute percentage differences between the two vary both across variables and percentiles. In particular, results improve significantly when adding constraints related to joint moments of the distributions, as shown in Table A1 and Table A2 for the Wholesale trade sector in Spain in the year 2007.
Differences are especially strong in terms of mean. From this point of view the algorithm has difficulties to properly reproduce the high concentration of cash, total assets, long term debt, loans and operating profits and losses. The specification of the Pareto law for the very top of the distribution of each of these variables was intended to precisely reproduce the high concentration; however convergence of the simulation toward properly concentrated variables is not achieved. With this regard, another approach should perhaps be chosen for the simulation of the top the distribution. Indeed, the simulation in the case of the Pareto law is highly volatile. Then the parameter could be set thanks to another approach (e.g. maximum likelihood) and the simulated observations could be chosen with respect to given constraints. However, this method implies to get more information about the top of the distribution, which can be difficult with regards to the anonymisation rules that may be applied.
Distributions of the variables for the third algorithm compared to the expected ones (data for Spain, NACE 46, year 2007) Figure 6 The blue line stands for the expected distribution, the red one shows the simulated distribution.
However, although the resulting simulated data seem to properly fit their original distributions (see Figure 6 ), this does not happen when looking at the correlations among those. The ordering of the observations, in fact, does not allow so far letting us find the expected correlations. Given the higher number of constraints we will be able to add, especially on joint moments, we expect this not to be a problem in the future replications of the exercise. Indeed information carried out by only the distribution of ratios such as labour productivity seem not to be sufficient to drive the simulation toward the expected link between labour and real value added for example. From this point of view, adding more constraints in terms of joint distribution should solve at least partially this issue. 
An empirical application: leverage model
As an assessment of the goodness of the data produced by the algorithms of the previous sections, we estimate a simple static leverage function using first the firmlevel data derived from Amadeus and second the simulated firm-level data as derived from the aggregated dataset. The purpose of the exercise is to compare the estimated coefficients derived from the two datasets.
Following the literature, 6 we estimate the following leverage model for each country c in our sample:
where Leverage ict is the leverage of company i in country c at time t. Among the control variables we include: Sales growth, Size, Collateral and Cash flow. We also include Cash holdings to control for other factors that may allow firms to attain a degree of financial flexibility. All variables are lagged once to avoid endogeneity. Finally, we include firms fixed effects (ηi) that account for the potential correlation between firm-specific characteristics and regressors; and time-sectoral effects (ηts) that account for macroeconomic factors (such as market shocks) related also to economic sectors.
Leverage results from firm-level dataset (Amadeus) See among others, Wanzeried (2006) and Ferrando, Marchica and Mura (2014) .
Results on the leverage model derived from the first dataset are reported in Table 3 where each column shows the results at country level. Results are in line with previous findings in the capital structure literature (e.g., Rajan and Zingales (1995) ; Flannery and Rangan (2006); Wanzenried (2006) ). Firms whose sales are growing faster need more leverage and this result is robust across countries. The results show also a clear size effect as larger firms are less opaque and may raise external finance more easily, and at more favorable rates. This appears to be true for Italian and French companies while in the case of Spanish firms the coefficient is negative. Collateral is also important when it comes to enabling firms to obtain external finance, hence the positive sign. The coefficient of Cash Flow is negative. According to the pecking theory, firms should prefer internal to external finance. Hence the more profitable the firm, the lower the need for external finance. Finally, leverage is negatively affected by Cash Holdings signaling that the availability of liquid assets may reduce the need of external debt.
We then use the same analysis approach on the simulated data using the first simulation method (Table 4 ). Although the difficulties described above when ordering the observations in order to reproduce the proper correlations across variables, the results deriving from an economic analysis are overall convincing. The coefficients are always statistically significant but the signs might differ and we can conclude that although the simulated data properly reproduce the distributions of the raw variables, the joint distributions of those variables are not completely reliable and regressions on these data should be run carefully.
Leverage results from simulated dataset (1st Method) 
Conclusions
In this paper we proposed a methodology to mimic anonymised firms' micro-data using standard equations and assumptions about the distribution of the residuals that are the most likely to reproduce the original dataset
This exercise turned to be highly demanding in terms of computations, which makes its assessment quite difficult. Indeed, simulating the entire database for Italy, Spain and France appeared to be highly time consuming. Moreover, the results obtained for all given years, countries and sectors are not completely convincing yet, since the algorithm seems not to be completely able to reproduce expected correlations between variables. The idea of sorting variables so to reproduce the correlations relies on the assumption that conditionally to the fact that distributions are properly reproduce, there is an order for each variable that should ensure to get closer to the expected correlation matrix. This order can be of course found in the original data; for the time being seems not completely convincing to achieve reproducing this order.
Annexes
Absolute percentage differences between percentiles of original and simulated data before using joint moments as constraints Absolute percentage differences between percentiles of original and simulated data after using one joint moment as constraint 
