Finding a spanning tree of minimum weight is one of the best known graph problems.
complexity of our algorithm is the same as that of Cheriton and Tarjan's algorithm. Dierent from Cheriton and Tarjan's algorithm, our algorithm does not require the clean-up activity.
So, the implementation of our algorithm is very easy.
Our algorithm maintains a pair of a planar graph and its dual graph and breeds both a minimum spanning tree of original graph and a maximum spanning tree of a dual graph.
In each iteration of our algorithm, either the number of edges decreases or a vertex of the planar graph or its dual graph is deleted. By employing a simple bucket structure, we can save the time complexity of every iteration to O(1):
Let us consider an undirected graph G = (V; E) with the vertex set V and the edge has a dual graph [10] . If we have a planar embedding of a graph G; it is easy to construct a dual graph of G geometrically (see [8] for example). In [6] , Hopcroft and Tarjan proposed a linear time algorithm for embedding a planar graph in the plane.
In this note, we propose an algorithm for nding a minimum (maximum) weight spanning forest of a planar graph G: Clearly, if the given graph is connected, this problem is equivalent to the ordinary minimum (maximum) spanning tree problem. It is well-known that an edge subset T E is a maximal spanning forest of G if and only if E n T is a maximal spanning forest of G 3 : Thus, the problem for nding a minimum weight spanning forest of G is essentially the same with the problem for nding a maximum weight spanning forest of G 3 :
Now we describe a main framework of our algorithm. Step 0: Set G 1 := G; G ) and stop.
Step 2: Choose a vertex v in G 1 or G [ ffg: Go to Step 1.
Step 4 Step 5: Let f be a self-loop of G In the above algorithm, we can symmetrize Step 3 and
Step 5, when we replace the operation G to construct a linear time algorithm, we have to delete the edge f from both graphs in
Step 3 and Step 5. We will discuss this problem later.
It is easy to show that throughout the iterations of Algorithm 1, G 3 1 is a dual graph of G 1 (see [8] for example). Then it directly implies the correctness of Algorithm 1. The above discussion implies that when we can choose a vertex v whose degree is less than four at Step 2, the time complexities of Steps 1-6 are O(1):
Next, we show how to choose a vertex whose degree is less than four at Step 2 in constant time. We prepare a bucket which contains all the vertices whose degrees are less than four.
Then, we can choose a desired vertex from the bucket at Step 2 in constant time. Now we describe a method to update the bucket. When an edge e is deleted from a graph, the degrees of two end vertices of e decrease by 1 and degrees of other vertices do not change.
Consider the case that an edge e is contracted and a new vertex, denoted by r; is obtained by identifying two ends of e: Then we remove the end vertices of e and if the degree of the new vertex r is less than four, we throw the vertex into the bucket. The degrees of other vertices do not change. From the above, in each iteration of Algorithm 1, we remove at most two vertices from the bucket and throw at most four vertices into the bucket in each iteration. So, we can update the bucket in constant time.
By employing the above bucket technique, we can save the time complexity of each iteration of Algorithm 1 to O(1) time. Claim 2 shows that the number of iterations is bounded by jV j + jV
