Vector multivariate subdivision schemes: Comparison of spectral methods for their regularity analysis  by Charina, Maria
Appl. Comput. Harmon. Anal. 32 (2012) 86–108Contents lists available at ScienceDirect
Applied and Computational Harmonic Analysis
www.elsevier.com/locate/acha
Vector multivariate subdivision schemes: Comparison of spectral methods
for their regularity analysis
Maria Charina
Fakultät für Mathematik, TU Dortmund, D-44221 Dortmund, Germany
a r t i c l e i n f o a b s t r a c t
Article history:
Received 31 May 2010
Revised 28 February 2011
Accepted 19 March 2011
Available online 23 March 2011
Communicated by Qingtang Jiang
Keywords:
Vector multivariate subdivision schemes
Joint spectral radius
Restricted spectral radius
We study vector multivariate subdivision schemes with dilation 2I satisfying sum rules
of order k + 1 and multiplicity m. It is well known that the magnitude of the associated
joint spectral radius or, alternatively, the magnitude of the associated restricted spectral
radius characterizes the Wkp-regularity, k ∈ N0, 1  p  ∞, of such a scheme. This
characterization alone does not necessarily indicate any intrinsic connection between the
two radii. In this paper, we unify the two approaches based on the concepts of the joint
spectral radius and the restricted spectral radius and show that these two numbers are
equal. Therefore, the only difference between these approaches is that they offer different
numerical schemes for estimating the regularity of subdivision. We show how to obtain
the restricted spectral radius estimates using the techniques of linear programming and
convex minimization. We illustrate our results with several examples.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Subdivision schemes are computational means for generating ﬁner and ﬁner meshes in Rs , usually in dimension s = 2,3.
At each step of the subdivision recursion, the topology of the ﬁner mesh is inherited from the coarser mesh and the
coordinates of the ﬁner vertices, stored in a vector sequence c(r+1) , are computed by local averages of the coarser ones
c(r+1) = S Ac(r) =
∑
β∈Zs
A(· − 2β)c(r)(β), r  0.
Subdivision rules are described by the ﬁnite matrix sequence A = (A(α))α∈Zs , the so-called subdivision mask. The locality
and algorithmic simplicity of the subdivision recursion ensure that it is fast, eﬃcient, and easy to implement. These features
explain the increasing popularity of subdivision in computer graphics, computer aided geometrical design and multiresolu-
tion analysis for wavelet and frame constructions, see [2,7,12–14] for details.
In the multivariate case, it still remains a challenging task to characterize the regularity of subdivision schemes in such
a way that it also yields computationally accessible method for checking their regularity. How one approaches this task
depends both on the underlying topology of the mesh and on the local averaging rules stored in A. We study the shift-
invariant setting, i.e. the mesh is isomorphic to Zs , and the deﬁnition of S A is independent of either the position of the
newly inserted vertex or of the level r of the subdivision recursion. We assume that the dimension m of the joint 1-eigen-
space of the n× n real matrices
Aε =
∑
α∈Zs
A(ε − 2α), ε ∈ {0,1}s,
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either the concept of the joint spectral radius (JSR) of a ﬁnite set of matrices derived from the mask, see [6,21,23], or re-
stricted spectral properties (RSR), sometimes referred to as contractivity, of so-called difference subdivision schemes, which
are also obtained from the mask [2,4,14]. It has been believed until recently that the JSR and the RSR approaches are in-
trinsically different. The main contribution of this paper is that it uniﬁes these approaches and shows that they characterize
the Wkp-regularity, k ∈ N, of subdivision in terms of the same quantity. Furthermore, we demonstrate that the JSR and the
RSR approaches differ only by the numerical schemes they provide for the estimation of this quantity. We also show that
the problem of obtaining such RSR estimates is equivalent to solving a problem of linear programming, when p = ∞, or to
a problem of convex minimization, when 1 p < ∞. Our results extend the ones sketched in the proceedings paper [5] for
the Lp-convergence.
The paper is organized as follows: In Section 2 we introduce some basic notation and facts about vector multivariate
subdivision schemes with dilation 2I . In the case k = 0, the assumption on 1  m  n above is important for the study
in [5] and states that certain constant polynomial sequences are the eigensequences of the subdivision operator S A . This
property of S A ensures the existence of the so-called ﬁrst difference schemes. In the case k  1, the study of the structure
of the polynomial eigenspaces of S A of degree k is crucial for the existence of the higher order difference schemes and
the subsequent comparison of the JSR and the RSR. One of the main results of Section 3 states that the existence of the
difference subdivision schemes is ensured, if the mask of the original scheme satisﬁes certain sum rules of order k + 1 and
multiplicity m. We also recall a practical method [20] for checking this property of the mask and show how to transform
the mask appropriately, if such sum rules are not satisﬁed. In Section 4 we introduce the concept of the restricted (k, p)-
spectral radius and explain why this quantity allows us to characterize the smoothness of subdivision, see also [2,4]. We
also provide the estimates for the (k, p)-restricted norm of the iterated subdivision operator. These estimates improve the
ones given in [5]. They also allow us to show that the JSR and the RSR are equal and yield a numerical scheme for the
estimation of the RSR. In Section 5, we illustrate our results with several examples. In the case p = ∞, these show that our
optimization based scheme for the RSR offers a practical and eﬃcient alternative to the numerical method for estimating of
the JSR. A more detailed comparison of the above mentioned numerical methods is under further investigation.
2. Notation and background
Let N0 := N ∪ {0}. An element μ = (μ1, . . . ,μs) ∈ Ns0 is a multi-index whose length is given by |μ| := μ1 + · · · + μs ,
μ! := μ1! . . .μs! and(
μ
ν
)
= μ!
ν!(μ − ν)! , μ,ν ∈ N
s
0, ν j μ j, j = 1, . . . , s.
For α = (α1, . . . ,αs) ∈ Zs and μ = (μ1, . . . ,μs) ∈ Ns0 deﬁne αμ := αμ11 . . . αμss . We denote by  ,  = 1, . . . , s, and by e j ,
j = 1, . . . ,n, the standard unit vectors of Rs and Rn , respectively. The operator Dμ stands for the mixed partial derivative
Dμ11 . . . D
μs
s
By (Wkp(R
s))n denote the linear space of all vector-valued functions whose components are the elements of
Wkp
(
R
s)= { f ∈ Lp(Rs): Dμ f ∈ Lp(Rs), μ ∈ Ns0, |μ| k}, 1 p ∞.
Let n×k(Zs) denote the linear space of all sequences of n × k real matrices indexed by Zs . In addition, let n×kp (Zs)
denote the Banach space of sequences of n × k real matrices indexed by Zs with ﬁnite p-norm deﬁned as
‖C‖p :=
{
(
∑
α∈Zs |C(α)|pp)1/p, 1 p < ∞,
supα∈Zs |C(α)|∞, p = ∞,
(1)
where |C(α)|p is the p-operator norm if k > 1 and the p-vector norm if k = 1. For notational simplicity, we write np(Zs) for
n×1p (Zs) and denote vector sequences by lowercase bold letters. Moreover, let n×k0 (Zs) ⊂ n×kp (Zs) be the space of ﬁnitely
supported matrix valued sequences. Speciﬁc examples of such scalar and matrix sequences are the sequences δ ∈ 0(Zs) and
δ In ∈ n×n0 (Zs)
δ(α) :=
{
1, α = 0,
0, α ∈ Zs \ {0} and δ In(α) :=
{
In, α = 0,
0, α ∈ Zs \ {0}.
For a ﬁnite set K ⊂ Zs we denote by n×k(K ) ⊂ n×k0 (Zs) the linear space of all sequences supported in K .
The subdivision operator S A : n(Zs) → n(Zs) associated with the mask A ∈ n×n0 (Zs) is deﬁned by
S Ac(α) =
∑
β∈Zs
A(α − 2β)c(β), α ∈ Zs.
It follows from the ﬁnite support of A that the linear operator S A is a bounded operator from np(Z
s) to itself. We assume
that the mask is shifted so that supp(A) ⊂ [0,N]s and A(0) = 0.
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c(0) := c, c(r+1) := S Ac(r), r  0. (2)
The scheme in (2) can be also expressed by means of the iterated mask A(r) ∈ n×n0 (Zs)
c(r+1) = SrAc(α) =
∑
β∈Zs
A(r)
(
α − 2rβ)c(β), α ∈ Zs,
with
A(r)(α) :=
∑
β∈Zs
A(r−1)(β)A(α − 2β), r  1, A(0) := δ In. (3)
The iteration in (2), when applied to a starting matrix sequence C ∈ n×k(Zs), can be understood as the application of S A
to the columns of C (r) separately and storing the results accordingly in C (r+1) .
We deﬁne the n × n real matrices
Aε :=
∑
α∈Zs
A(ε − 2α), ε ∈ {0,1}s ∩ Zs,
and their joint 1-eigenspace EA := {v ∈ Rn: Aεv = v, ε ∈ {0,1}s}. It has been shown in [11] that it is necessary for the
convergence of S A that EA is non-trivial. Equivalently, this states that it is necessary for the convergence of S A that one step
of the subdivision recursion reproduces constant sequences v with v(α) = v , v ∈ EA , α ∈ Zs . The assumption that EA = {0}
is also known as the sum rules of order 1.
A useful tool for studying subdivision schemes is the Laurent polynomial formalism. For a ﬁnite matrix sequence A ∈
n×k0 (Zs) we deﬁne the associated symbol as the Laurent polynomial
A∗(z) := 2−s
∑
α∈Zs
A(α)zα, z ∈ (C \ {0})s, zα = zα11 · . . . · zαss .
For our regularity analysis we make use of the properties of the so-called difference schemes. Such schemes are deﬁned
using the notion of the backward difference operator, the discrete analog of a derivative. Its deﬁnition depends on m :=
dimEA . For C ∈ n×d(Zs) and D ∈ d×n(Zs) we deﬁne the j-th column of ∇C as
[∇C ]·, j :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
C1, j − C1, j(· − )
...
Cm, j − Cm, j(· − )
Cm+1, j
...
Cn, j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 1  s, 1 j  d,
and ∇D := (∇DT )T , respectively. The backward difference operator ∇ : n×d(Zs) → ns×d(Zs) is then deﬁned by
∇ :=
⎡⎢⎣ ∇1...
∇s
⎤⎥⎦ with ∇∗(z) =
⎡⎢⎢⎢⎢⎢⎣
(1− z1)Im 0
0 In−m
...
(1− zs)Im 0
0 In−m
⎤⎥⎥⎥⎥⎥⎦ .
We also deﬁne the iterated backward difference operator. To this purpose we consider the Kronecker product of operators. (We
recall that for two matrices A ⊗ B is the block matrix with the block representation [Aij B]i j .) For k ∈ N0, deﬁne the k-th
order backward difference operator
∇k : n×d(Zs)→ nsk×d(Zs), d ∈ N,
by
∇k :=
k⊗
∇ =
(
k−1⊗
∇
)
⊗ ∇,
1⊗
∇ := ∇, ∇0 := id.
=1 =1 =1
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(∇k)∗(z) = k∏
j=1
Is j−1 ⊗ ∇∗(z).
In the scalar multivariate case, the operator ∇k : (Zs) → sk (Zs) is the column vector with the entries being all possible
k-th backward differences. The ordering of these differences is determined by the structure of the Kronecker products in the
above Laurent polynomials for ∇k . To ﬁx this ordering, we denote by Mk ∈ Nsk×s0 with M0 := 0 the matrix whose j-th row
stores α ∈ Ns0 with its -entry, α , being equal to the number of times the operator ∇ appears in the rows n( j − 1) + 1 to
n( j − 1) + n of ∇k .
To comply with the notation in [6] we deﬁne for μ = (μ1, . . . ,μs) ∈ Ns0 the difference operator
∇˜μ : n×d(Zs)→ n×d(Zs), ∇˜μ := s∏
=1
∇μ
with ∇μ given by ∇μ = ∇ · (∇μ−1 ), μ ∈ N, ∇0 := id.
We say that the subdivision scheme S A is Wkp-convergent, 1  p ∞, k ∈ N0, if for any starting sequence c ∈ np(Zs)
there exists a vector-valued function fc ∈ (Wkp(Rs))n such that for any test function g ∈ Wk∞(Rs)
lim
r→∞ max|μ|k
∥∥Dμ fc − g In ∗ (2|μ|r∇˜μSrAc)(2r ·)∥∥p = 0,
see [11] for the deﬁnition of test functions. We use the Fourier domain formulation of sum rules with the Fourier transform
of a matrix sequence C ∈ n×k(Zs) deﬁned by
Ĉ(ξ) = 2−s
∑
β∈Zs
C(α)
(
e−iξ
)α
, ξ ∈ Rs, (e−iξ )α = (e−iξ1)α1 · . . . · (e−iξs)αs .
We say, analogously to [15], that A ∈ n×n0 (Zs) satisﬁes the sum rules of order k + 1 and multiplicity m, if there exist
sequences y j ∈ n0(Zs), j = 1, . . . ,m, with linearly independent vectors yˆ j(0), j = 1, . . . ,m, such that
Dμ
[
Â(·) yˆ j(2·)
]
(2πβ) = δ(2β)Dμ yˆ j(0), (4)
for μ ∈ Ns0, |μ| k, and β ∈ ( 12Zs \ Zs) ∪ {0}.
In the case m = 1, the sum rules have been widely used for studying subdivision schemes and their properties, see [2,
15,19,22] and references therein. The equivalence between the so-called time domain [25] and Fourier domain formulations
of sum rules is established in e.g. [23, pp. 12–13]. The results [6, Theorem 3.2] and [15, Proposition 2.5 Part 6)] combined
together show that sum rules of higher order are necessary for regularity of vector multivariate subdivision. These results
make use of the so-called Eigenvalue Condition, see e.g. [6, p. 19], and are proven for general isotropic integer dilation
matrices. To our knowledge, there are no results in the literature that show that sum rules are necessary for Wkp-regularity
of multivariate subdivision schemes whose symbol does not satisfy Eigenvalue Condition, e.g., the scheme in [9], or in the
case 1 <m n.
3. Difference schemes
In this section, we address the crucial issue of the existence of the difference schemes SBk satisfying
∇k S A = SBk∇k, 1 k < N, (5)
and characterize their existence in terms of the eigenspaces of S A , see Theorem 3.8. If the limits of the appropriately scaled
difference schemes SBk derived from S A exist, then they yield the partial derivatives of the limits of S A . Thus, it is natural
to study the properties of SBk to determine the W
k−1
p -regularity of S A . We start by deriving an equivalent formulation of
the sum rules (4).
Proposition 3.1. The mask A ∈ n×n0 (Zs) satisﬁes sum rules (4) of order k + 1 and multiplicity m if and only if the system(
Â(πε) − δ(ε) 1
2|μ|
In
)
w j,μ = −
∑
0νμ
ν =0
(
μ
ν
)
(2i)−|ν|Dν Â(πε)w j,μ−ν, (6)
is solvable for each ε ∈ {0,1}s , j = 1, . . . ,m, μ ∈ Ns , |μ| k, and the solutions w j,0 , j = 1, . . . ,m, are linearly independent.0
90 M. Charina / Appl. Comput. Harmon. Anal. 32 (2012) 86–108Proof. ⇒: Let j = 1, . . . ,m and μ ∈ Ns0, |μ| k. Using Leibniz differentiation formula we get that sum rules are equivalent
to ∑
ν∈Ns0, νμ
(
μ
ν
)
Dν Â(2πβ)
[
Dμ−ν yˆ j(2·)
]
(2πβ) = δ(2β)Dμ yˆ j(0)
with β ∈ ( 12Zs \ Zs) ∪ {0}. Note that[
Dμ−ν yˆ j(2·)
]
(2πβ) = 2−s
[
Dμ−ν
∑
γ∈Zs
y j(γ )
(
e−i2·
)γ ]
(2πβ)
= 2−s+|μ|−|ν|
∑
γ∈Zs
(−iγ )|μ|−|ν| y j(γ )
(
e−i4πβ
)γ = 2|μ|−|ν|[Dμ−ν yˆ j](0)
for all β ∈ ( 12Zs \ Zs) ∪ {0}. This and 12Zs \ Zs =
⋃
α∈Zs (α + ({0,1/2}s) \ {0}) imply that it suﬃces to consider β ∈ {0,1/2}s
and (4) is equivalent to(
Â(πε) − δ(ε)2−|μ| I)Dμ yˆ j(0) = − ∑
0νμ
ν =0
(
μ
ν
)
2−|ν| Dν Â(πε)Dμ−ν yˆ j(0)
with ε ∈ {0,1}s , see also [25, (3.4)]. This implies the solvability of (6) for w j,μ = i−|μ| Dμ yˆ j(0) for all ε ∈ {0,1}s , j =
1, . . . ,m, and |μ| k.
⇐: Assume that (6) is solvable for ε ∈ {0,1}s , j = 1, . . . ,m and |μ| k. To determine the sequences y j ∈ n0(Zs), solve
the systems Dμ yˆ j(0) = i|μ| w j,μ . Equivalently, to determine the -th components of the sequences y j ∈ n0(Zs) solve[
i−|μ˜|Dμ˜e−iμ·(0)
]
μ˜,μ∈Ns0|μ|k, |μ˜|k
· [(y j(μ))]μ∈Ns0|μ|k =
[
(w j,μ˜)
]
μ˜∈Ns0|μ˜|k
(7)
with [
Dμ˜e−iμ·(0)
]
μ˜,μ∈Ns0|μ|k, |μ˜|k
= [(−i)|μ˜|μμ˜] μ˜,μ∈Ns0|μ|k, |μ˜|k .
Note that the multivariate Vandermonde matrix [(−1)|μ˜|μμ˜] μ˜,μ∈Ns0|μ|k,|μ˜|k
is invertible. The system of equations in (7) deter-
mines y j(β) for β ∈ [0,k]s . The rest of the elements of y j we set to zero. 
Remark 3.2. By Proposition 3.1 and by [20, Section 3.4], the sum rules (4) are equivalent to the existence of polynomial
eigensequences x j,μ of S A , i.e. S Ax j,μ = 2−|μ|x j,μ , j = 1, . . . ,m, μ ∈ Ns0, |μ| k, of the form
x j,μ(α) :=
∑
ν∈Ns0
0νμ
(
μ
ν
)
w j,να
μ−ν, α ∈ Zs (8)
with w j,ν = i−|ν| Dν yˆ j(0), |ν| k, see also [15,25].
The proof of Proposition 3.3 yields an algorithm for transforming the mask A so that the eigensequences x˜ j,μ of the
transformed subdivision operator S A˜ satisfy (8) with
w j,0 = e j, w j,ν ∈ span{e j: j = 1, . . . ,m}, ν ∈ Ns0, |ν| k. (9)
The property (9) is equivalent to the fact that the corresponding y˜ j satisfy (11). The proof of Proposition 3.3 uses the idea
of [15, Proposition 2.4] proved for m = 1.
Proposition 3.3. Let y j ∈ n0(Zs) be such that the vectors yˆ j(0), j = 1, . . . ,m, are linearly independent. Then there exist matrix
sequences T , T inv ∈ n×n0 (Zs) such that
T̂ (ξ) · T̂ inv(ξ) = T̂ inv(ξ) · T̂ (ξ) = In, ξ ∈ Rs, (10)
and the components of ˆ˜y j(ξ) = T̂ (ξ) yˆ j(ξ) satisfy for j = 1, . . . ,m and  = 1, . . . ,n( ˆ˜y j(0)) = δ( − j), (Dμ ˆ˜y j(0)) = 0,  = j, μ ∈ Ns0, |μ| k. (11)
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invertible.
Set T̂ (ξ) = T̂ inv(ξ) = P .
Repeat for j1 = 1, . . . ,m:
Set ˆ˜y j(ξ) = T̂ (ξ) yˆ j(ξ), j = 1, . . . ,m, ξ ∈ Rs . Due to linear independence of yˆ j(0), j = 1, . . . ,m, and the invertibility of
T̂ (0) there exists an index j2 ∈ {1, . . . ,m} such that the j1-th component ( ˆ˜y j2 (0)) j1 = 0.
Determine a sequence c ∈ n−10 (Zs) such that its components c j3 ∈ 0(Zs) satisfy
Dμ
[−cˆ j3( ˆ˜y j2) j1 + ( ˆ˜y j2) j3](0) = 0, j3 = 1, . . . ,n, j3 = j1.
To do so, solve for j3 = 1, . . . ,n, j3 = j1, the linear systems
Dμcˆ j3(0) =
[
Dμ
( ˆ˜y j2) j3
( ˆ˜y j2) j1
]
(0), |μ| k. (12)
The matrix on the left-hand side of (12) is the Vandermonde matrix in (7) and is, thus, invertible. Note that the support
of the sequence c is the same as the support of y˜ j2 . Modify
T̂ (ξ) =
⎡⎢⎣ I j1−1 [−cˆ j3(ξ)]1 j3 j1−1 0 j1−1×n− j10 1 0
0n− j1× j1−1 [−cˆ j3(ξ)] j1+1 j3n In− j1
⎤⎥⎦ · T̂ (ξ)
and
T̂ inv(ξ) = T̂ inv(ξ) ·
⎡⎢⎣ I j1−1 [cˆ j3(ξ)]1 j3 j1−1 0 j1−1×n− j10 1 0
0n− j1× j1−1 [cˆ j3(ξ)] j1+1 j3n In− j1
⎤⎥⎦ .
Then (10) is satisﬁed.
End repeat
Sort the functions T̂ (ξ) yˆ j(ξ), j = 1, . . . ,m, and the columns of T̂ and T̂ inv accordingly, so that [T̂ (ξ) yˆ j(ξ)] j = 0. After-
wards, to ensure (11) we modify T̂ (ξ) once more setting
T̂ (ξ) =
[
diag([ 1
(T̂ (0) yˆ j(0)) j
]1 jm) 0
0 In−m
]
T̂ (ξ)
and
T̂ inv(ξ) = T̂ inv(ξ)
[
diag([(T̂ (0) yˆ j(0)) j]1 jm) 0
0 In−m
]
.
Now all T̂ (ξ) yˆ j(ξ), j = 1, . . . ,m, satisfy (11) and (10) still holds. 
Example 5.1 shows that one cannot expect that the sequences y j always satisfy (11). Therefore, using Proposition 3.3
with the sequences y j satisfying the sum rules (4) we deﬁne a transformed mask A˜ bŷ˜A(ξ) = T̂ (ξ) · Â(ξ) · T̂ inv(2ξ), ξ ∈ Rs. (13)
Note that A˜ ∈ n×n0 (Zs) due to supp(y j) ⊂ [0,k]s and
supp(T ) = supp(T inv) ⊂ [0,mk]s,
which imply supp( A˜) ⊂ [0,N + 3mk]s . The properties of A˜ are crucial for our subsequent analysis. The results of Lemma 3.4
and Proposition 3.5 show that the regularity and other properties of S A are characterized by those of S A˜ . The proofs of
these results follows directly from the properties of T̂ , see [3].
Lemma 3.4. Let A ∈ n×n0 (Zs). The following statements are equivalent:
(i) A satisﬁes sum rules of order k + 1 and multiplicity m with yˆ j(ξ) for j = 1, . . . ,m.
(ii) A˜ in (13) satisﬁes sum rules of order k + 1 and multiplicity m with ˆ˜y j(ξ) = T̂ (ξ) yˆ j(ξ), j = 1, . . . ,m.
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̂˜A(2πβ) = [ δ(2β)Im ∗
0n−m,m ∗
]
and Dμ̂˜A(2πβ) = [ δ(2β)E ∗
0n−m,m ∗
]
(14)
for some m×m diagonal matrix E.
Note that if the mask satisﬁes (14), then it suﬃces to solve (6) only for ε = 0. The other equations in (6) are then of the
form 0= 0, as a consequence of the special structure of the matrices Dν Â(πε), ε ∈ {0,1}s \ {0}.
Proposition 3.5. Assume that A satisﬁes the sum rules (4) of order k + 1 and multiplicity m with y j ∈ n0(Zs), 1  j m, and A˜
satisﬁes (13). Then
(i) E A˜ = span{e j: 1 j m} if and only if EA = span{ yˆ j(0): 1 j m}.
(ii) The eigenvalues of Â(0) and ̂˜A(0) and their multiplicities are the same.
(iii) S A˜x j,μ = 2−|μ|x j,μ , |μ|  k, j = 1, . . . ,m, with x j,μ as in (8) if and only if S Ax j,μ = 2−|μ|x j,μ , |μ|  k, j = 1, . . . ,m, with
x j,μ deﬁned by (9).
(iv) S A is Wkp-convergent if and only if S A˜ is W
k
p-convergent.
To state the suﬃcient and necessary conditions for the existence of the difference schemes, see Theorem 3.8, we study
certain eigenspaces of S A , or, equivalently, the algebraic properties of the mask symbol. Recall that we assume that the
mask is shifted appropriately so that the symbol A∗(z) is a polynomial. To state the algebraic properties of this polynomial
we need to deﬁne the polynomial ideal
I = 〈1− z2〉= 〈1− z2,  = 1, . . . , s〉
and the quotient ideal
J = I: 〈1− z,  = 1, . . . , s〉,
i.e., f ∈ J if and only if f · (1− z) ∈ I for all  = 1, . . . , s, see [10]. The following auxiliary result is crucial for the proof of
Theorem 3.8 and gives an insight into the structure of the relevant eigenspaces of the difference masks.
Theorem 3.6. Let 1m n, k 1 and Bk−1 ∈ nsk−1×nsk−10 (Zs), B0 := A. The following statements are equivalent:
(i) There exists a mask Bk ∈ nsk×nsk0 (Zs) satisfying[
Isk−1 ⊗ ∇∗(z)
]
B∗k−1(z) = B∗k (z)
[
Isk−1 ⊗ ∇∗
(
z2
)]
(15)
and the polynomials (B∗k−1(z))i j belong to the ideal I for i = 1, . . . ,nsk−1 and j = 1+ n, . . . ,m + n with  = 0, . . . , sk−1 − 1
and i = j.
(ii) The joint eigenspace of some non-zero eigenvalues of the matrices
Bk−1,ε :=
∑
β∈Zs
Bk−1(ε + 2β), ε ∈ {0,1}s,
has the dimension m · sk−1 and is spanned by the columns of
{Isk−1 ⊗ e j: j = 1, . . . ,m}. (16)
Proof. The fact that the joint eigenspace of the matrices Bk−1,ε is spanned by column vectors in (16) is equivalent to the
fact that the matrices Bk−1,ε ∈ Rsk−1n×sk−1n have the following structure
Bk−1,ε = [Bij]1i, jsk−1 (17)
with
Bij =
⎧⎨⎩
[ E ∗m×n−m
0n−m×m ∗n−m×n−m
]
, i = j,[ 0m×m ∗m×n−m
0n−m×m ∗n−m×n−m
]
, otherwise,
where the matrix E is diagonal with the corresponding non-zero eigenvalues of Bk−1,ε on the diagonal and the matrices
given by ∗ vary for different k, ε and depending on the position in Bk−1,ε . By deﬁnition of B̂k−1 we get
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∑
ε∈{0,1}s
Bk−1,ε
(
e−i2πβ
)ε
, β ∈ {0,1/2}s.
Note that the ﬁrst m columns of all Bij , 1 i, j  sk−1, are independent of ε. Thus, the identities∑
β∈{0,1/2}s
(
e−i2πβ
)ε = δ(ε)2s, ε ∈ {0,1}s,
∑
ε∈{0,1}s
(
e−i2πβ
)ε = δ(2β) 2s, β ∈ {0,1/2}s,
yield that (17) is satisﬁed if and only if the Fourier transforms
B̂k−1(ξ) =
[
B̂ i j(ξ)
]
1i, jsk−1
satisfy
B̂ i j(2πβ) =
⎧⎪⎨⎪⎩
[ δ(2β)·E ∗m×n−m
0n−m×m ∗n−m×n−m
]
, i = j,[ 0m×m ∗m×n−m
0n−m×m ∗n−m×n−m
]
, otherwise,
(18)
for β ∈ {0,1/2}s . Set z = e−iξ and shift the mask Bk−1 so that the corresponding symbol B∗k−1(z) is a polynomial. Then, by
[26, Theorem 2, Proposition 3], (18) holds if and only if the appropriately shifted n × n blocks B∗i j(z) of B∗k−1(z) satisfy the
algebraic property
B∗ii ∈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
J . . . I
...
. . .
... ∗m×n−m
I . . . J
I . . . I
...
. . .
... ∗n−m×n−m
I . . . I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B∗i j ∈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
I . . . I
...
. . .
... ∗m×n−m
I . . . I
I . . . I
...
. . .
... ∗m×n−m
I . . . I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
These are equivalent to the existence of Bk satisfying (15) and to the fact that the corresponding entries of B∗k−1(z) belong
to I . Bk is obtained applying the process of reduction, a Computer Algebra algorithm, see [10]. 
Remark 3.7. For the structure of the matrix mask Bk of minimal support (in the sense of total degree) that satisﬁes (5) see
[4, pp. 101–102]. Note that this representation of Bk is not unique. Note also that the supports of the masks Bk increase
with k, if n > 1 and 1m < n, and we have
supp(Bk) ⊂ supp(A) + [0,k]s.
Now we are ready to characterize the existence of the difference schemes in terms of the structure of the polynomial
eigensequences of S A . Denote by Πk(Zs) the linear span of the monomial sequences mμ = (αμ)α∈Zs , μ ∈ Ns0, |μ|  k.
Denote also Π−1(Zs) = {0}.
The result of Theorem 3.8 is similar to the one of [28, Theorem 3], where it is stated for expansive dilations and under
a restrictive assumption that T̂ (ξ) is a similarity transformation. Our construction of T̂ (ξ) makes the proof of Theorem 3.8
less technical.
Theorem 3.8. Let B0 := A. The following statements are equivalent:
(i) The masks B ∈ sn×sn0 (Zs), k 1, satisfying (5) exist and, for each  = 0, . . . ,k − 1, the joint 2−-eigenspace of the matrices
B,ε :=
∑
β∈Zs
B(ε + 2β), ε ∈ {0,1}s,
has the dimension m · s and is spanned by the columns of
{Is ⊗ e j: j = 1, . . . ,m}. (19)
(ii) For j = 1, . . . ,m and |μ| k − 1, the 2−|μ|-eigenspaces of S A satisfy
S A(mμ · e j) − 2−|μ|(mμ · e j) ∈ span
{
ei · Π|μ|−1
(
Z
s): i = 1, . . . ,m}. (20)
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m0 · e j , j = 1, . . . ,m. This implies, by deﬁnition of the subdivision operator S A with B0 = A,
e j = (m0 · e j)(ε) =
∑
β∈Zs
A(ε + 2β)(m0 · e j)(β) = B0,εe j, ε ∈ {0,1}s,
i.e. it implies the property (19) with k = 1. Therefore, by Theorem 3.6 there exists a difference mask B1 ∈ sn×sn0 (Zs) with
∇ S A = SB1∇.
By induction hypothesis with |μ| k − 2 there exist Bk−1 ∈ sk−1n×sk−1n0 (Zs) satisfying (5). By (20) we get
∇k−1(S A(mμ · e j) − 2−k+1mμ · e j)= 0, |μ| = k − 1, μ = k − 1.
The structure of mμ · e j yields that 2−k+1∇k−1(mμ · e j)(α), α ∈ Zs , is one of the columns of Isk−1 ⊗ e j . Thus, by deﬁnition
of the operator SBk−1 , (5) and the linearity of ∇ , we get that the vector v = ∇k−1(mμ · e j) satisﬁes
SBk−1 v(α) = ∇k−1S A(mμ · e j)(α) = 2−k+1 v(α), α ∈ Zs.
Varying μ and j appropriately we get that the property (19) is satisﬁed for  = 0, . . . ,k − 1, and, thus, by Theorem 3.6 we
get that there exists a difference mask Bk ∈ skn×skn0 (Zs) satisfying (5).⇒: Note that
SB v = 2−v,  = 0, . . . ,k − 1, k 1, (21)
for any constant sequence v ∈ ns (Zs) such that all v(α), α ∈ Zs , are equal to the same column of Is ⊗ [e1 . . . em]. Let
 = 0, . . . ,k − 1. By deﬁnition of the operator ∇ , there exists μ ∈ Ns0, |μ| = , and j = 1, . . . ,m, such that v = ∇(mμ · e j).
Due to identity (5) and (21), we get
SB v = 2−v = ∇S A(mμ · e j).
The linearity and deﬁnition of ∇ imply that
S A(mμ · e j) − 2−mμ · e j =
[
p1 . . . pm 0 . . . 0
]T
for some scalar polynomial sequence p j ∈ Π−1(Zs). Note that the structure of the sequence on the right-hand side is due
to the deﬁnition of the operator ∇ that applied to a vector sequence in n(Zs) leaves its entries m+1, . . . ,n unchanged. 
Corollary 3.9, stated under assumptions (8)–(9), provides us with a practical tool for checking the existence of the differ-
ence schemes and follows from Theorem 3.8 and Proposition 3.1.
Corollary 3.9. If A ∈ n×n0 (Zs) satisﬁes sum rules of order k+ 1 and multiplicity m, then the masks B ∈ s
n×sn
0 (Z
s), 1  k+ 1,
satisfying (5) exist.
4. Joint spectral radius versus restricted spectral radius
In this section we address the main topic of our presentation: the comparison of the JSR and the RSR. Throughout
this section we assume that the eigensequences of the subdivision operator S A are as in (8)–(9), implying that the joint
1-eigenspace of the submasks Aε satisﬁes
EA = span{e1, . . . , em}, 1m n.
Otherwise, we transform A using the result of Proposition 3.3.
4.1. Restricted spectral radius
For a difference scheme SBk , k 1, deﬁne the restricted (k, p)-norm
‖SBk |∇k‖p := sup
{‖SBk∇kc‖p
‖∇kc‖p : c ∈ 
n
p
(
Z
s), ∇kc = 0} (22)
and the restricted (k, p)-spectral radius ((k, p)-RSR)
ρp(SBk |∇k ) := lim
∥∥SrBk |∇k∥∥1/rp , 1 p ∞. (23)r→∞
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(5) are not unique, see Remark 3.7. Thus, only the restricted spectral properties of a difference operator SBk derived from a
given subdivision scheme S A associated with the mask A fully characterize the convergence of S A , see also [5, p. 107].
Propositions 4.1 and 4.2 are crucial for the comparison of the JSR and the RSR. These results show that the RSR yields
an alternative characterization of the convergence and regularity of subdivision schemes, see also Section 4.5. Furthermore,
these results allow us to show in Section 4.6 that the quantity in (22) is computable, when p = ∞, and can be estimated
in the ﬁnite number of steps, when 1 p < ∞.
Proposition 4.1. Let r ∈ N, 1 k < N and the set K = [−2,N]s . The restricted (k,∞)-norm satisﬁes∥∥SrBk |∇k∥∥∞ =max{ max
α∈2r+1K
∣∣SrBk∇kc(α)∣∣∞: c ∈ n∞(−2K ), ∥∥∇kc|−2K∥∥∞ = 1}.
Proof. The deﬁnition of the restricted (k,∞)-norm is equivalent to∥∥SrBk |∇k∥∥∞ =max{maxα∈Zs∣∣SrBk∇kc(α)∣∣∞: c ∈ n∞(Zs), ∥∥∇kc∥∥∞ = 1}.
Using the deﬁnition and periodicity of SBk , we get∥∥SrBk |∇k∥∥∞ =max{ maxα∈[0,2r−1]s∩Zs
∣∣∣∣∑
β∈Zs
B(r)k
(
α − 2rβ)∇kc(β)∣∣∣∣∞: c ∈ n∞(Zs), ∥∥∇kc∥∥∞ = 1
}
with the iterated masks B(r)k are deﬁned as in (3). Due to the compact support of Bk we have
α − 2rβ ∈ 2r[0,N + k]s ⇒ β ∈ [−N − k,1]s.
This, for ﬁxed α ∈ [0,2r − 1]s ∩ Zs , leads to∣∣∣∣∑
β∈Zs
B(r)k
(
α − 2rβ)∇kc(β)∣∣∣∣∞ =
∣∣∣∣ ∑
β∈[−N−k,1]s
B(r)k
(
α − 2rβ)∇kc(β)∣∣∣∣∞.
This also implies that, to compute the (k,∞)-restricted norm, it is enough to take the maximum over the sequences
c ∈ n∞(−2K ) with ‖∇kc|−2K ‖∞ = 1. Computing the maximum over α ∈ 2r+1K does not change the value of the (k,∞)-
restricted norm, due to the periodicity of the operator SrBk : if, due to the restriction β ∈ [−N − k,1]s , the sum∑
β∈[−N−k,1]s
B(r)k
(
α − 2rβ)∇kc(β) (24)
does not include all non-zero matrices B(r)k (α−2rβ) from a particular coset determined by α ∈ 2r+1K , then we just interpret
the value we get in (24) as the one obtained for some α ∈ [0,2r − 1]s and the particular choice of c ∈ n∞(−2K ) with zeros
at the positions corresponding to the missing matrices B(r)k (α − 2rβ). 
Proposition 4.2. Let r ∈ N, 1 k < N, 1 p < ∞, K = [−2,N]s , K˜ = [−2N − 4,2N + 4]s and∥∥SrBk |∇k,1∥∥pp := maxc∈np (K˜ )
‖∇kc|K˜ ‖p=1
{ ∑
α∈2r+1K
∣∣SrBk∇kc(α)∣∣pp},
∥∥SrBk |∇k,2∥∥pp := maxc∈np (K˜ )
‖∇kc‖p=1
{ ∑
α∈2r+1K
∣∣SrBk∇kc(α)∣∣pp}.
The restricted (k, p)-norm satisﬁes
∥∥SrBk |∇k,2∥∥p  ∥∥SrBk |∇k∥∥p  3 s−1∑
=0
2s−
(
s

)∥∥SrBk |∇k,1∥∥p .
Proof. Note that by the deﬁnition of K we have⋃
γ∈Zs
2r+1K + 2r+1(N + 2)γ = Zs.
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deﬁnition of the operator SBk we get∥∥SrBk∇kc∥∥pp = ∑
α∈Zs
∣∣∣∣∑
β∈Zs
B(r)k
(
α − 2rβ)∇kc(β)∣∣∣∣p
p

∑
γ∈Zs
∑
α′∈2r+1K
∣∣∣∣ ∑
β∈Zs
B(r)k
(
α′ + 2r+1(N + 2)γ − 2rβ)∇kc(β)∣∣∣∣p
p
.
By the compact support of Bk , we get
α′ + 2r+1(N + 2)γ − 2rβ ∈ 2r+1K ⇔ β ∈ 2−rα′ + (2N + 4)γ − 2K .
The fact that α′ ∈ 2r+1K implies that for ﬁxed γ it suﬃces to consider β ∈ K˜ + (2N + 4)γ . Let β ′ = β − (2N + 4)γ . We get∥∥SrBk∇kc∥∥pp  ∑
γ∈Zs
∑
α′∈2r+1K
∣∣∣∣ ∑
β ′∈ K˜
B(r)k
(
α′ − 2rβ ′)∇kc(β ′ + (2N + 4)γ )∣∣∣∣p
p
.
The deﬁnition of ‖SrBk |∇k,1‖p yields∥∥SrBk∇kc∥∥pp  ∑
γ∈Zs
∥∥SrBk |∇k,1∥∥pp∥∥∇kc|K˜+(2N+4)γ ∥∥pp .
Note that the sets K˜ + (2N + 4)γ , γ ∈ Zs , intersect. This yields
∑
γ∈Zs
∥∥∇kc|K˜+(2N+4)γ ∥∥pp  3 s−1∑
=0
2s−
(
s

)∥∥∇kc∥∥pp .
The reverse inequality∥∥SrBk |∇k∥∥p  ∥∥SrBk |∇k,2∥∥p
follows easily as the supremum in (22) is taken over a larger space. 
Remark 4.3.
(1) The choice of α ∈ 2r+1K in Propositions 4.1 and 4.2 is important for the proof of Propositions 4.6 and 4.10. Otherwise,
it suﬃces to consider α ∈ [0,2r − 1]s when computing the (k,∞)-restricted norm.
(2) The compact support of the masks Bk , k = 1, . . . ,N−1, allows for other equivalent ways of writing the (k,∞)-restricted
norm in (22), see [4] and [5]. In the case 1 p < ∞, the result of Proposition 4.2 improve the corresponding result in
[5] for k = 0.
4.2. Joint spectral radius
Let us ﬁrst recall the deﬁnition of the p-norm joint spectral radius of a ﬁnite collection of matrices, see for example [21].
Denote by Aε the linear operators on 1×n0 (Zs) given by
Aεv(α) :=
∑
β∈Zs
v(β)A(ε + 2α − β), ε ∈ {0,1}s, α ∈ Zs. (25)
A(0,...,0) is sometimes called the transition operator associated with A and is the algebraic adjoint of S A with respect to the
bilinear form
〈v,u〉 :=
∑
α∈Zs
v(α)u(−α), u ∈ n(Zs), v ∈ 1×n0 (Zs).
Let A be a ﬁnite collection of the form
A := {Aε: ε ∈ {0,1}s}.
To reduce A to a ﬁnite collection of matrices we proceed as follows. The deﬁnition in (25) implies that 1×n(K ) is invariant
under all Aε , ε ∈ {0,1}s , i.e. Aε v ∈ 1×n(K ) for any ε ∈ {0,1}s and v ∈ 1×n(K ). The latter follows by the fact that there is
a non-zero entry in (25) if and only if ε + 2α − β ∈ K and β ∈ K . And, hence,
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2
(K − ε + K ) =
{
K − ε
2
}
∩ Zs = K ∩ Zs.
A block matrix representation of Aε : 1×n(K ) → 1×n(K ) is of the form[
AT (ε + 2α − β)]
α,β∈K , ε ∈ {0,1}s. (26)
Let V be a ﬁnite-dimensional subspace of 1×n(K ), which is invariant under all Aε . The invariance of 1×n(K ) under Aε
implies that the restrictions of Aε to V are well deﬁned. Denote by
A|V :=
{Aε|V : ε ∈ {0,1}s}
the ﬁnite collection of matrix representations Aε|V of Aε with respect to a basis of V . For examples of such matrix
representations see [17, Example 3.5]. For each 1 p ∞, the joint spectral radius (p-JSR) of A|V is deﬁned by
ρp(A|V ) :=
{
limr→∞(
∑
ε1,...,εr∈{0,1}s |Aε1 |V · . . . · Aεr |V |p)1/rp, p < ∞,
limr→∞ maxε1,...,εr∈{0,1}s |Aε1 |V · . . . · Aεr |V |1/r, p = ∞,
the limit above exists and is independent of the choice of the matrix norm | · |. For computational aspects of the joint
spectral radius see [27] and references therein. The choice of V , as for example in (27) and (36), is of great importance.
Firstly, its dimension determines the size of the matrices in (26) and should be preferably small. Secondly, V should be such
as to allow us to connect the regularity of a subdivision scheme with the estimates for (k, p)-JSR. For a better insight into
such a connection see the survey [1].
4.3. Scalar case
In the scalar case we have A ∈ 0(Zs). The ﬁrst and crucial step for comparing p-JSR and (k, p)-RSR is to study the
structure of the following subspaces of (Zs): For K = [−2,N]s and k ∈ N0, 0 k < N , we deﬁne the shift-invariant sequence
spaces
Uk := span
{
xμ(· − β): β ∈ Zs, |μ| k
}= Πk(Zs) and
Vk :=
{
v ∈ (K ):
∑
β∈Zs
v(β)u(−β) = 0 for all u ∈ Uk
}
(27)
with the sequences xμ ∈ (Zs) being the polynomial eigensequences of S A in (8)–(9). The spaces Uk and Vk appear also in
[6, Section 3]. Part (iii) of Lemma 4.4 is the key to understanding the relation between the joint and the restricted spectral
radii in the scalar case.
Lemma 4.4. Let 0 k < N.
(i) Uk is invariant under the subdivision operator S A .
(ii) Vk is invariant under Aε , ε ∈ {0,1}s .
(iii)
Vk = span
{(∇˜μδ)(· − β): β ∈ K , μ ∈ Ns0, |μ| = k + 1}∩ (K ). (28)
Proof. (i): The claim follows by the properties of S A and the structure of its polynomial 2−|μ|-eigenspaces, |μ| k.
(ii): Let v ∈ Vk and ε ∈ {0,1}s . Then, for any u ∈ Uk , by (25), we get∑
α∈Zs
Aεv(α)u(−α) =
∑
α,β∈Zs
v(β)A(ε + 2α − β)u(−α).
By (i), (S Au)(· + ε) ∈ Uk . And, thus, by deﬁnition of S A and Vk , we obtain∑
β∈Zs
v(β)
∑
α∈Zs
A(ε − β + 2α)u(−α) =
∑
β∈Zs
v(β)
(
(S Au)(· + ε)
)
(−β) = 0.
(iii): The proof is by induction on k. Case k = 0 is discussed in [5, Lemma 2]. Assume that (28) holds for some k ∈ N. We
show, next that (28) holds for k + 1. Take any v ∈ Vk+1. By (27) we have∑
s
v(β)u(−β) = 0 for all u ∈ Uk+1,
β∈Z
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v is of the form
v =
∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)∇˜μδ(· − β) (29)
with vμ being some sequences supported on K . Then, by deﬁnition (27) of Vk+1 and (29), we get
0=
∑
α∈Zs
v(α)u(−α) =
∑
α∈Zs
( ∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)∇˜μδ(α − β)
)
u(−α)
=
∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)
( ∑
α∈Zs
∇˜μδ(α − β)u(−α)
)
for any u ∈ Uk+1. Due to the following property of the difference operator:
∇˜μc = ∇˜μ
( ∑
α∈Zs
δ(· − α)c(α)
)
=
∑
α∈Zs
∇˜μδ(· − α)c(α), c ∈ (Zs), (30)
we have, for any u ∈ Uk+1,∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)
( ∑
α∈Zs
∇˜μδ(α − β)u(−α)
)
=
∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)
(∇˜μu)(−β).
Choose u = xμ˜ ∈ Uk+1, μ˜ ∈ Ns0, |μ˜| = k + 1. Then∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
vμ(β)
(∇˜μxμ˜)(−β) = ∑
α∈Zs
vμ˜(α) = 0.
Thus, because μ˜ is arbitrary, all of the Laurent polynomials
v∗μ(z) = 2−s
∑
α∈K
vμ(α)z
α, μ ∈ Ns0, |μ| = k + 1,
are in the ideal 〈1− z:  = 1, . . . , s〉 of polynomials that vanish at 1 due to v∗μ(1) = 0. Therefore,
v∗μ(z) =
s∑
=1
(1− z)v∗μ,(z) =
s∑
=1
(∇vμ,)∗(z)
with the sequences vμ, supported on K . Thus, by (30),
vμ =
s∑
=1
∑
β∈Zs
vμ,(β)∇δ(· − β). (31)
By induction assumption (29), (30) and (31) we get
v =
∑
μ∈Ns0|μ|=k+1
∑
α∈Zs
( s∑
=1
∑
β∈Zs
vμ,(β)∇δ(α − β)
)(∇˜μδ)(· − α)
=
∑
μ∈Ns0|μ|=k+1
∑
β∈Zs
s∑
=1
vμ,(β)∇˜μ+δ(· − β). 
Note that part (iii) of Lemma 4.4 states that Vk is ﬁnite-dimensional and leads to the following equivalent formulation
of the joint spectral radius.
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Then, for Vk in (27), we have
ρp(A|Vk ) = limr→∞ maxμ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥1/rp , 1 p ∞.
Proof. Let r ∈ N0. By part (iii) of Lemma 4.4, there exists a positive constant C1 > 0 independent of r and such that∥∥Ar |Vk∥∥p  C1 · max
μ∈Ns0|μ|=k+1
∥∥Ar∇˜μδ∥∥p .
By [6, p. 144] and the deﬁnition of A,∥∥Ar∇˜μδ∥∥p = ∥∥∥∥∑
α∈Zs
∇˜μδ(α)A(r)(· − α)
∥∥∥∥
p
, μ ∈ Ns0, |μ| = k + 1.
Thus, (30), the fact that A(r) = SrAδ and the deﬁnition of δ yield∥∥∥∥∑
α∈Zs
∇˜μδ(α)A(r)(· − α)
∥∥∥∥
p
=
∥∥∥∥∑
α∈Zs
δ(α)∇˜μSrAδ(· − α)
∥∥∥∥
p
= ∥∥∇˜μSrAδ∥∥p .
Therefore, we obtain
ρp(A|Vk ) limr→∞ maxμ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥1/rp .
To show the reverse inequality, observe ﬁrst that by deﬁnition of ‖Ar v‖p and Ar |Vk we get∥∥Ar |Vk∥∥p max{∥∥Ar v∥∥p: v ∈ Vk, ‖v‖p = 1}.
Due to the compact support of δ we have
1
∥∥∇˜μδ∥∥p =: C2 < ∞.
Note also that ∇˜μδ ∈ Vk . Thus, by deﬁnition of ‖Ar |Vk‖p , we get∥∥Ar |Vk∥∥p  C−12 ∥∥Ar∇˜μδ∥∥p, μ ∈ Ns0, |μ| = k + 1.
The same argument as above, implies
ρp(A|Vk ) limr→∞ maxμ∈Ns0|μ|=k+1
∥∥∇˜μS Aδ∥∥1/rp . 
Now we are ready for the main result of this subsection. Its proof for the case k = 0 is given in [5, Proposition 1].
Proposition 4.6. Let 1  p ∞ and 0  k < N. Assume that A ∈ 0(Zs) with supp(A) ⊂ [0,N]s satisﬁes the sum rules of order
k + 1 and multiplicity 1, Vk as in (27) and Bk+1 ∈ sk+1×sk+10 (Zs) satisﬁes (5). Then
ρp(SBk+1 |∇k+1) = ρp(A|Vk ).
Proof. Let r ∈ N. By Lemma 4.5 and (23), it suﬃces to show that the quantities ‖SrBk+1 |∇k+1‖p and max μ∈Ns0|μ|=k+1
‖∇˜μSrAδ‖p
are equivalent. We start with the case p = ∞ and show ﬁrst that
∥∥SrBk+1 |∇k+1∥∥∞ 
(
k + 1
 k+12 
)−1
max
μ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥∞. (32)
Let μ ∈ Ns0, |μ| = k + 1. By deﬁnition of ∇˜μ and δ, we have
1
∥∥∇˜μδ∥∥∞ 
(
k + 1
 k+1
)
=: C1. (33)2
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α∈2r+1K
∣∣∇k+1SrAδ(α)∣∣∞, K = [−2,N]s.
The application of ∇k+1 to the matrix sequence SrAδ = A(r) increases its support by k + 1 in each coordinate direction and
we have
supp∇k+1(SrAδ)⊂ (2r − 1)K + [0,k + 1]s ⊂ 2r+1K , r ∈ N.
Therefore, by
∥∥∇k+1c∥∥∞ =
∥∥∥∥∥∥∥∥
⎡⎢⎢⎣
∇˜Mk+1(1)
...
∇˜Mk+1(sk)
⎤⎥⎥⎦ · c
∥∥∥∥∥∥∥∥
∞
= max
μ∈Ns0|μ|=k+1
∥∥∇˜μc∥∥∞, (34)
we obtain
max
α∈2r+1K
∣∣∇k+1SrAδ(α)∣∣∞ = ∥∥∇k+1SrAδ∥∥∞ = maxmu∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥∞.
Thus (32) holds. We show next that there exists a constant C2 > 0 such that∥∥SrBk+1 |∇k+1∥∥∞  C2 · maxμ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥∞.
Let c ∈ ∞(−2K ) be a maximizing sequence such that∥∥SrBk+1 |∇k+1∥∥∞ = max
α∈2r+1K
∣∣SrBk+1∇k+1c(α)∣∣∞, ∥∥∇k+1c|−2K∥∥∞ = 1.
Since, the sequence c has compact support and ‖∇k+1c|−2K ‖∞ = 1, it follows that ‖c‖∞ is bounded, i.e., there exists a
constant C3 > 0 such that
‖c‖∞ =max
β∈Zs
∣∣c(β)∣∣∞ = maxβ∈−2K∣∣c(β)∣∣∞  C3. (35)
Hence, by (30) and (35), we have∥∥SrBk+1 |∇k+1∥∥∞ = { max
α∈2r+1K
∣∣∣∣[SrBk+1 ∑
β∈−2K
∇k+1δ(· − β)c(β)
]
(α)
∣∣∣∣∞
}
 C3
∑
β∈−2K
max
α∈2r+1K
∣∣SrBk+1∇k+1δ(α − β)∣∣∞.
The sum above is ﬁnite and supp(SrBk+1∇k+1δ) = supp(∇k+1SrAδ) ⊂ 2r+1K . Thus, we get for C := C3 · |2K |∥∥SrBk+1 |∇k+1∥∥∞  C · max
α∈2r+1K
∣∣SrBk+1∇k+1δ(α)∣∣∞ = C · maxμ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥∞.
The proof for 1  p < ∞ is similar. We give only the steps that are different. Note that supp(∇k+1δ) ⊂ [0,k + 1]s ⊂ K
and, thus,
1
∥∥∇k+1δ∥∥p = ∥∥∇k+1δ|K∥∥p = ( ∑
μ∈Ns0|μ|=k+1
∑
α∈K
∣∣∇˜μδ(α)∣∣p)1/p =: C˜1 < ∞.
Then by Proposition 4.2, the fact that supp(∇˜μSrAδ) ⊂ 2r+1K and by∥∥∇k+1d∥∥p  max
μ∈Ns0|μ|=k+1
( ∑
α∈Zs
∣∣∇˜μd(α)∣∣pp)1/p = max
μ∈Ns0|μ|=k+1
∥∥∇˜μd∥∥p, d ∈ p(Zs),
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∥∥SrBk+1 |∇k+1∥∥p  1C˜1 maxμ∈Ns0|μ|=k+1
( ∑
α∈2r+1K
∣∣∇˜μSrAδ(α)∣∣p)1/p
= 1
C˜1
max
μ∈Ns0|μ|=k+1
∥∥∇˜μSrAδ∥∥p .
The reverse inequality is obtained as in the case p = ∞. 
4.4. Vector case
Similar to the scalar case, we deﬁne Uk by
Uk = span
{
x j,μ(· − β): j = 1, . . . ,m, β ∈ Zs, μ ∈ Ns0, |μ| k
}=
⎛⎜⎜⎜⎜⎝
Πk(Z
s)
...
Πk(Z
s)
0n−m×1
⎞⎟⎟⎟⎟⎠
with x j,μ ∈ n(Zs) being the eigensequences of S A satisfying (8)–(9). We also deﬁne for K = [−2,N]s
Vk =
{
v ∈ 1×n(K ):
∑
β∈Zs
v(β)u(−β) = 0 for all u ∈ Uk
}
. (36)
As in the scalar case, the structure of Vk is of great importance. It is completely determined by the structure of the eigense-
quences of S A as described by part (iii) of Lemma 4.7.
Lemma 4.7. Let 0 k < N.
(i) Uk is invariant under the subdivision operator S A .
(ii) Vk is invariant under Aε , ε ∈ {0,1}s .
(iii)
Vk = span
{(∇˜μδe j)T (· − β): β ∈ K , μ ∈ Ns0, |μ| = k + 1, 1 j  n}∩ 1×n(K ).
Proof. (i) and (ii): the proof is as in the scalar case. (iii): the proof is the straightforward extension of [5, Lemma 3
Part 2)]. 
One of the main differences between the scalar and vector cases is that the result of Lemma 4.5 cannot be reproduced
in the vector case. Using the same technique as in Lemma 4.5 we obtain the following result.
Lemma 4.8. Let 1 p ∞ and 0 k < N. Assume that A ∈ n×n0 (Zs) with supp(A) ⊂ [0,N]s satisﬁes the sum rules of order k + 1
and multiplicity m, 1m n. Then, for Vk in (36), we have
ρp(A|Vk ) = limr→∞ maxμ∈Ns0, |μ|=k+1
1 jn
∥∥eTj ∇˜μSrAδ In∥∥1/rp .
Proof. Let r ∈ N and ε1, . . . , εr ∈ {0,1}s . By part (iii) of Lemma 4.7 and due to ‖v‖p = 1, we have for some constant C1 > 0
independent of r∥∥Ar v∥∥p := ‖Aε1 . . .Aεr v‖p  C1 · max
μ∈Ns0, |μ|=k+1
1 jn
∥∥Ar(∇˜μδe j)T ∥∥p, v ∈ Vk.
By [6, (4.1)] and deﬁnition of A,∥∥Ar(∇˜μδe j)T ∥∥p = ∥∥∥∥∑
s
(∇˜μδe j)T (α)A(r)(· − α)∥∥∥∥
p
.α∈Z
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α∈Zs
(∇˜μδe j)T (α)A(r)(· − α)∥∥∥∥
p
=
∥∥∥∥∑
α∈Zs
(
δeTj
)
(α)∇˜μSrAδ In(· − α)
∥∥∥∥
p
= ∥∥eTj ∇˜μSrAδ In∥∥p .
Therefore, we get
ρp(A|Vk ) limr→∞ maxμ∈Ns0, |μ|=k+1
1 jn
∥∥eTj ∇˜μS Aδ In∥∥1/rp .
The reverse inequality follows as in the scalar case. 
The result of Lemma 4.8 is not satisfactory for our further analysis. To prove the analog of Proposition 4.6, we need to
show that
ρp(A|Vk ) = limr→∞ maxμ∈Ns0, |μ|=k+1
1 jn
∥∥∇˜μSrAδe j∥∥1/rp , 1 p ∞,
which is the result of Lemma 4.9. Its proof for k = 0 is given in [5].
Lemma 4.9. Under the assumptions of Lemma 4.8 we have
lim
r→∞ maxμ∈Ns0, |μ|=k+1
1 jn
∥∥eTj ∇˜μSrAδ In∥∥1/rp = limr→∞ maxμ∈Ns0, |μ|=k+1
1 jn
∥∥∇˜μSrAδe j∥∥1/rp .
Proof. For p = ∞, the claim follows by (1). Indeed, observe that computing max1 jn ‖eTj ∇˜μSrAδ In‖∞ or the maximum of
max1 jn ‖∇˜μSrAδe j‖∞ is equivalent to determining the maximal in modulus entry of the matrix sequence ∇˜μSrAδ In .
Let 1  p < ∞. Fix μ ∈ Ns0, |μ| = k + 1, and r ∈ N. For ∇˜μA(r) = ∇˜μSrAδ In ∈ n×n0 (Zs), denote its i-th row and j-th
column sequences by(∇˜μA(r))i,· ∈ 1×n0 (Zs), i = 1, . . . ,n,
and (∇˜μA(r))·, j ∈ n0(Zs), j = 1, . . . ,n,
respectively. Then we have
max
1in
∥∥eTi ∇˜μSrAδ In∥∥pp = max1in∥∥eTi ∇˜μA(r)∥∥pp = max1in∥∥(∇˜μA(r))i,·∥∥pp
= max
1in
∑
α∈Zs
∣∣(∇˜μA(r))i,·(α)∣∣pp
= max
1in
n∑
j=1
∑
α∈Zs
∣∣(∇˜μA(r))i, j(α)∣∣p (37)
and
max
1 jn
∥∥∇˜μSrAδe j∥∥pp = max1 jn∥∥∇˜μA(r)e j∥∥pp = max1in∥∥(∇˜μA(r))i,·∥∥pp
= max
1 jn
∑
α∈Zs
∣∣(∇˜μA(r))·, j(α)∣∣pp
= max
1 jn
n∑
i=1
∑
α∈Zs
∣∣(∇˜μA(r))i, j(α)∣∣p . (38)
Since A has compact support, the sum∑
s
∣∣(∇˜μA(r))(α)∣∣p
α∈Z
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matrices (∇˜μA(r))(α) raised to the p-th power. Note that the expressions in (37) and (38) are nothing else, but the ∞- and
1-norms of the matrix Cμ,r , respectively. The claim follows due to the equivalence of matrix norms. 
Now we are ready to prove the main result of this section. The proof of Proposition 4.10 for the case k = 0 is given in [5].
Proposition 4.10. Under the assumptions of Lemma 4.8 and for Bk+1 ∈ sk+1n×sk+1n0 (Zs) satisfying (5) we get
ρp(SBk+1 |∇k+1) = ρp(A|Vk ).
Proof. Let r ∈ N. The proof proceeds as in the scalar case. Here, we only highlight the differences between scalar and vector
cases. Due to Lemmas 4.8 and 4.9, to prove the claim of this proposition we need to show that the quantities ‖SrBk+1 |∇k+1‖p
and maxμ∈Ns0, |μ|=k+1
1 jn
‖∇˜μSrAδe j‖p are equivalent. Let j = 1, . . . ,n. As in the scalar case, by Proposition 4.1 and (5), we
obtain∥∥SrBk+1 |∇k+1∥∥∞  C−11 max
α∈2r+1K
∣∣∇k+1SrA(δe j)(α)∣∣∞
= C−11 max
μ∈Ns0, |μ|=k+1
1 jn
∥∥∇˜μSrAδe j∥∥∞
with C1 in (33). The last equality is due to supp(∇k+1SrAδ In) ⊂ 2r+1K with K = [−2,N]s and (34).
Let next c ∈ n∞(−2K ) be the maximizing sequence in Proposition 4.1. Since the support of c is ﬁnite and‖∇k+1c|−2K ‖∞ = 1, there exists a constant C2 > 0 such that, by (30), we have∥∥SrBk+1 |∇k+1∥∥∞  C2 max
α∈2r+1K
∣∣∣∣∣
( ∑
β∈−2K
n∑
j=1
SrBk+1∇k+1(δe j)(· − β)
)
(α)
∣∣∣∣∣∞.
As the sums above are ﬁnite and supp(SrBk+1∇k+1δ In) ⊂ 2r+1K , we get by (34)∥∥SrBk+1 |∇k+1∥∥∞  C · maxμ∈Ns0, |μ|=k+1
1 jn
∥∥∇˜μSrAδe j∥∥∞, C := C2 · n · |2K |.
For 1 p < ∞, modiﬁcations in the proof above are as in the scalar case. 
4.5. Regularity analysis
In this subsection we brieﬂy address the issue of characterizing the convergence and regularity of subdivision schemes
using the restricted contractivity properties of the associated difference schemes. The main results of this and Sections 4.3
and 4.4 bring forth once again the fact that the smoothness of subdivision surfaces corresponds directly to the smoothness
of the solutions of reﬁnement equations. In general, this statement is true only under the assumption that the sum rules of
certain order are satisﬁed by the corresponding mask, otherwise see [24, Remark 2.1].
In the scalar case, Proposition 4.6 and [24, Theorem 2.1] allow us to apply the result of [6, Theorem 4.1] and obtain the
following.
Theorem 4.11. Let 1  p ∞, 0  k  N, A ∈ 0(Zs) with supp A ⊂ [0,N]s . Then S A is Wkp-convergent if and only if the mask
Bk+1 ∈ sk+1×sk+10 (Zs) as in (5) satisﬁes
ρp(SBk+1 |∇k ) < 2−k+s/p
(
ρ∞(SBk+1 |∇k+1) < 2−k for p = ∞
)
.
In the vector case, the assumption that the multiplicity m of the eigenvalue 1 of the mask symbol at zero is 1m  n
does not allow for a straightforward use of the result of [6, Theorem 4.1]. Its generalization is stated in the following
theorem.
Theorem 4.12. Let 1 p ∞, A ∈ n×n0 (Zs) with supp(A) ⊂ [0,N]s satisfy sum rules of order k + 1 and multiplicity m, 0 k < N
and 1m n. Then S A is Wkp-convergent if and only if the mask Bk+1 ∈ ns
k+1×nsk+1
0 (Z
s) as in (5) satisﬁes
ρp(SBk+1 |∇k+1) < 2−k+s/p
(
ρ∞(SBk+1 |∇k+1) < 2−k for p = ∞
)
.
The proof of Theorem 4.12 goes along the same lines as the one in [5] in the case k = 0. We do not present it here as it
is out of scope of this paper. For details see [3].
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In this subsection we present a method for estimating the restricted spectral radius ρp(SBk |∇k ) of the difference
schemes SBk , k 1. In the case p = ∞, this method is an alternative to the one arising from the JSR approach, see Section 5.
The comparison of methods in the case 1 p < ∞ is under further investigation. The goal of this subsection is solemnly in
showing that the RSR approach does not only yield yet another characterization of subdivision convergence, but can also be
of practical interest.
Note that by standard properties of spectral radii, it is less than 2−k+s/p if there exists some R ∈ N such that ‖SRBk |∇k‖p <
2R(−k+s/p) .
Consider the case p = ∞. Deﬁne the iterated mask B(r)k similarly to (3). Proposition 4.1 and the deﬁnition of SBk imply
then for ﬁxed α ∈ [0,2r − 1]s
∣∣SrBk∇kc(α)∣∣∞ = maxi=1,...,nsk
∣∣∣∣ ∑
β∈[−N−k,1]
(
B(r)k
)
i
(
α − 2rβ)∇kc(β)∣∣∣∣.
The structure of the mask Bk and ∇k imply that, for β ∈ [−N − k,1]s , we get
(
B(r)k
)
i
(
α − 2rβ)∇kc(β) = m∑
j=1
sk∑
=1
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ)∇˜Mk()c j(β)
+
n∑
j=m+1
(
sk∑
=1
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ))c j(β).
Thus, the restricted norm can be computed easily by solving the linear programming: solve for α ∈ [0,2r − 1]s and over the
rows i = 1, . . . ,nsk of B(r)k for j = 1, . . . ,m
max
∑
β∈[−N−k,1]s
sk∑
=1
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ)∇˜Mk()c j(β),
−1 ∇˜Mk()c j(β) 1, 1  sk, β ∈ [−N − k,1]s (39)
and for j =m+ 1, . . . ,n
max
∑
β∈[−N−k,1]s
(
sk∑
=1
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ))c j(β), −1 c j(β) 1. (40)
It is easy to see that the maximum for j =m+ 1, . . . ,n is attained when
c j(β) := sgn
sk∑
=1
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ), β ∈ [−N − k,1]s.
For j = 1, . . . ,m the above problem can be solved by standard methods of linear optimization, as there are only ﬁnitely
many parameters and side conditions involved. The individual optimal solutions for 1 j  n are then added together and
the values depending on i and α are maximized with respect to i = 1, . . . ,nsk and α ∈ [0,2r − 1]s .
Let us compare the above algorithm with the computation of the non-restricted norm∥∥SrBk∥∥∞ := max‖d‖∞=1
d∈nsk∞ (Zs)
∥∥SrBkd∥∥∞. (41)
The maximization problem in (41) can be reformulated as linear optimization problems for i = 1, . . . ,nsk and α ∈ [0,2r −1]s
max
∑
β∈[−N−k,1]s
nsk∑
j=1
(
B(r)k
)
i j
(
α − 2rβ)d j(β)
−1 d j(β) 1, β ∈ [−N − k,1]s, j = 1, . . . ,nsk. (42)
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The solution d ∈ nsk∞ ([−N − k,1]s) of this optimization problem is given by d j(β) = sgn(B(r)k )i j(α − 2rβ), β ∈ [−N − k,1]s .
In other words, the non-restricted ∞-norm can be computed as follows∥∥SrBk∥∥∞ = maxα∈[0,2r−1]s
{∣∣∣∣∑
β∈Zs
∣∣B(r)k (α + 2β)∣∣∣∣∣∣∞
}
, (43)
see [13]. Certainly, computing ‖SrBk‖∞ is more eﬃcient than solving (39)–(40) and we wish to replace (39)–(40) by (43)
whenever possible. Unfortunately in general we have∥∥SrBk |∇k∥∥p  ∥∥SrBk∥∥p, 1 p ∞.
In the case p = ∞, the equality is achieved only if there exists a sequence c ∈ n∞(Zs) satisfying (39) and
∇˜Mk()c j(β) = sgn
(
B(r)k
)
i,(−1)n+ j
(
α − 2rβ).
The following simple example shows that it is not always possible in the multivariate case. Let s = 2, i = k = n = r = 1 and
B := B1. If we assume the pattern of the signs of the entries of the mask B as in Fig. 1
(1) sgn B1,1
(
α − 2(1,0))= +1,
(2) sgn B1,2
(
α − 2(1,1))= −1,
(3) sgn B1,2
(
α − 2(0,1))= −1,
(4) sgn B1,1
(
α − 2(1,1))= −1,
then we see that the sequence c ∈ n∞(Zs) satisfying (39) and (40) does not exist. The effort of computing the restricted
norm can be reduced in the following case.
Remark 4.13. We have ‖SrBk |∇k‖∞ = ‖SrBk‖∞ , if for all i,α and j the entries B
(r)
k,i,(−1)n+ j(α − 2rβ), β ∈ Zs ,  = 1, . . . , sk , are
all of the same sign, say +1.
For 1 p < ∞, by Proposition 4.2 and similar to the case p = ∞, the estimation of the restricted p-norm translates into
the nonlinear optimization problem
max
∑
α∈2r+1K
∣∣∣∣∑
β∈K˜
B(r)k
(
α − 2rβ)d(β)∣∣∣∣p
p
with side conditions
sk∑
j=1
∑
β∈K˜
∣∣d j(β)∣∣pp  1, ∇˜Mk( j)d = ∇˜Mk()d j, 1 j <  sk,
where it is convenient to write d ∈ nskp (Zs) in the form d = [d1, . . . ,dsk ]T with d ∈ np(Zs). This optimization problem
lies within the scope of concave minimization problems, i.e. the function to be minimized is concave and it is minimized
over a convex compact set E described by a ﬁnite number of linear and nonlinear convex constraints of the type gi(·) 0,
1 i  M , M ∈ N. Problems of this type can be solved, for example, by means of outer approximation methods as given in
[18, Algorithm 3.3]. To apply this method, we must verify that the functions fα , deﬁned for α ∈ 2r+1K as
fα
([
d j(β): 1 j  sk, β ∈ K˜
]T )= ∣∣∣∣∑˜ B(r)k
(
α − 2rβ)d(β)∣∣∣∣
p
β∈K
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functions g(x) = xp are convex for x 0, so are the composite functions g◦ fα . Hence, the target function of the optimization
problem is convex, and we face a convex maximization problem that is equivalent to a concave minimization problem.
Remark 4.14. In practice the cases p = ∞ and p = 2 are of special interest. In the case p = 2, see [16,23] for more eﬃcient
methods for estimating the Sobolev regularity of subdivision schemes.
5. Examples
In this section we illustrate the results of Proposition 3.3 and Section 4.6 with two examples.
Example 5.1. We consider the C1-convergent bivariate vector subdivision scheme introduced and studied in [8]. The non-
zero part of the corresponding subdivision mask is given by
A = 1
8
[ 1 0
0 1
] [ 1 2
0 2
] [ 0 2
0 1
][ 1 0
1 0
] [ 4 0
2 2
] [ 4 2
1 4
] [ 1 2
0 2
][ 1 0
2 0
] [ 4 0
4 1
] [ 4 0
2 2
] [ 1 0
0 1
][ 0 0
1 0
] [ 1 0
2 0
] [ 1 0
1 0
] .
The mask A, due to the different deﬁnitions of S A , is the transpose of the mask in [8]. The mask here is shifted so
that its left bottom entry in bold corresponds to the index (0,0). The results of [8] imply that the scheme satisﬁes the
sum rules (4) of order 2 and multiplicity 1. Proposition 3.1 and (8) yield the corresponding polynomial eigensequences
xμ := x1,μ ∈ 2(Z2), |μ| 2, of S A
x(0,0)(α) = [ 1 1 ]T ,
x(1,0)(α) = [ 1 1 ]Tα1 +
[
3
2 2
]T
, x(0,1)(α) = [ 1 1 ]Tα2 +
[
3
2 2
]T
,
x(2,0)(α) = [ 1 1 ]Tα21 + 2 ·
[
3
2 2
]T
α1 +
[
8
3
8
3
]T
,
x(1,1)(α) = [ 1 1 ]Tα1 · α2 +
[
3
2 2
]T
α1 +
[
3
2 2
]T
α2 +
[
17
6
17
6
]T
,
x(0,2)(α) = [ 1 1 ]Tα22 + 2 ·
[
3
2 2
]T
α2 +
[
8
3
8
3
]T
.
The scheme is C1, therefore, we show how to compute the transformation T̂ applying the algorithm of Proposition 3.3 for
|μ| 1 only. To do that we solve the systems (12) and determine the unknown coeﬃcients of
cˆ(ξ) = 1
4
(
c(0,0) + c(1,0)e−iξ1 + c(0,1)e−iξ2)
to be c(0,0) = 8, c(1,0) = −2 and c(0,1) = −2. One checks easily that the scheme S A˜ given by (13) with
T̂ (ξ) :=
[
1 0
−cˆ(ξ) 1
]
, ξ ∈ R,
has the polynomial eigensequences as in (8)–(9).
Next we show how to use the linear programming in (39)–(40) to compute the restricted norm of a difference operator.
Example 5.2. The mask
A = 1
8
[ 1 1
0 0
] [ 2 1
0 1
] [ 1 0
0 1
][ 1 1
0 0
] [ 4 2
0 2
] [ 5 1
0 3
] [ 2 0
0 1
][ 2 1
0 1
] [ 5 1
0 3
] [ 4 0
0 2
] [ 1 0
0 0
][ 1 0
0 1
] [ 2 0
0 1
] [ 1 0
0 0
]
is derived from the mask in [9] by means of the similarity transformation T̂ (ξ) = [ 1 0
1 −1
]
. The resulting eigensequences of
S A satisfy (8)–(9). For the case k = 1 see [3]. One of the possible second difference masks B := B2 satisfying (5) for k = 2 is
given by its symbol B∗(z) = [bi, j(z)]1i, j8 whose non-zero entries are
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b1,3(z) = 3− 3z21, b2,2(z) = b4,4(z) = b6,6(z) = b8,8(z) = a22(z),
b3,3(z) = b5,5(z) = 1+ z2 + z1 + 2z1z2 + z1z22 + z21z2 + z21z22,
b3,4(z) = b5,6(z) = (1− z1)(1− z2)a12(z),
b7,7(z) = 1+ 2z1 + z21 + z1z2 + 2z21z2 + z2z31, b7,8(z) = (1− z2)2a12(z).
We have
‖SB‖∞ =
∣∣B(2)(0,0)∣∣∞ = 2. (44)
By Remark 4.13 we get
‖SB |∇2‖∞ = ‖SC‖∞ =
2
3
>
1
2
,
where the symbol C∗(z) = [ci, j(z)]1i, j8 of the mask C differs from that of B only in the following entries
c1,1(z) = 1+ 2z2 + z1z2 + z22 + 2z1z22 + z1z32 and c1,3(z) = 0.
Thus, we cannot yet conclude that the scheme S A is W 1∞-convergent. We consider next the iterated mask B(2) deﬁned as
in (3) with B(1) := B . We get∥∥S2B∥∥∞ = ∣∣B(2)(0,2)∣∣∞ = 8664 > 12 . (45)
To demonstrate our optimization approach, let us compute the restricted norm of S2B next and compare it with the value of
the non-restricted norm we obtained in (45). Note that the value ‖S2B‖∞ in (45) is determined by the ﬁrst row of |B(2)(0,2)|∞ ,
analogously for∣∣B(2)ε ∣∣∞ > 12 with ε = (0,0), (2,0), (0,1), (1,2), (0,3).
This implies that it suﬃces to check if the restricted norm is less than 12 for the above values of ε and i = 1. We only
present the details for the case ε = (0,2). The restricted norms for the other values of ε are computed similarly. Using
(39)–(40) for ε = (0,2), i = 1 and j = 1, we maximize the following function
B(2)1,1(0,2)∇˜(2,0)c1(0,0) + B(2)1,3(0,2)∇˜(1,1)c1(0,0) + B(2)1,3(4,2)∇˜(1,1)c1(−1,0)
+ B(2)1,1(0,6)∇˜(2,0)c1(0,−1)
over the unknowns x := [c1(β)]Tβ∈[−2,0]2 . Therefore, we need to solve the following linear programming
max
x
[
0 0 0 − 164 264 − 164 − 364 664 − 364
]
x =:max
x
f T x,
with the side conditions
Cx :=
[
C1
−C1
]
x 1=: b, C1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −2 1 0 0 0 0 0 0
0 0 0 1 −2 1 0 0 0
0 0 0 0 0 0 1 −2 1
1 0 0 −2 0 0 1 0 0
0 1 0 0 −2 0 0 1 0
0 0 1 0 0 −2 0 0 1
1 −1 0 −1 1 0 0 0 0
0 1 −1 0 −1 1 0 0 0
0 0 0 1 −1 0 −1 1 0
0 0 0 0 1 −1 0 −1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where 1 is a 20 × 1 column vector of ones. To solve this problem we use MATLAB routine x = linprog( f ,C,b). We get
that f T x = 464 . Thus, combining this with the value obtained for j = 2 and the other values of ε we get ‖S2B |∇2‖∞ =
1
64 ( f
T x+ 12) = 14 < 12 . Therefore, by Theorem 4.12, the scheme S A is W 1∞-convergent.
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