By an approach of the Newton-Puiseux data and the geometry of rational ruled surfaces we present a geometric proof of the plane Jacobian conjecture for the rational case: a polynomial map F = (P, Q) :
Introduction
By Keller map we mean a polynomial map F = (P, Q) : C 2 −→ C 2 satisfying the Jacobian condition JF := P x Q y − P y Q x ≡ const. = 0.
(
The mysterious Jacobian conjecture, posed first by Ott-Heinrich Keller in 1939 in his work [Ganze Cremona-Transformatione, Monatsh. Math. Phys., 47(1939), 299-306] and still opened, asserts that every Keller map has a polynomial inverse. We refer the readers to the nice works [5] and [7] for the history and the recent developments in the related research topics of this mysterious problem. This paper is concerned with the plane Jacobian problem in the simple case when one component of a Keller map is a rational polynomial, i.e. when the generic fiber of P or Q is the 2-dimensional topological sphere with a finite number of punctures. Our result is the following This is not a quite new knowledge on the plane Jacobian conjecture. Since 1979 Razar found that a Keller map F = (P, Q) is inverse if P is a rational polynomial and all fibres P = c, c ∈ C, are irreducible. In 1990 Heitmann [9] presented an other algebraic proof for Razar's observation. Geometrically, as shown in a proof of Lê and Weber [15] in 1995, if P is a rational polynomial with all irreducible fibres and f = (p, q) : X −→ P 1 × P 1 is a regular extension of F of a compactification X of C 2 , then in the compactification divisor D := X − C 2 there is a unique irreducible component H, so-called horizontal component, such that the restriction of p to H is not a constant mapping. Then, the restriction of q to this horizontal component H must be a constant mapping obtaining the value ∞. Therefore, the restriction of Q to each generic fiber of P is a proper map. This fact ensures that the generic fibres of P are diffeomorphic to the line C. Thus, in view of Abhyankar-Moh-Suzuki Embedding Theorem ( [1] , [25] ) P is equivalent algebraically to the projection π(x, y) = x, and hence, F is inverse.
In fact, as observed by Neumann and Norbury in [19] , every rational polynomial with all irreducible fibres must be equivalent to the projection π(x, y). Recently, Lê in [12] and [13] observes that a Keller map F = (P, Q) of C 2 is inverse if P is a simple rational polynomial. Here, following [18] , a polynomial map P : C 2 −→ C is simple if, when extended P to a morphism p : X −→ P 1 of a compactification X of C 2 , the restriction of p to each irreducible component of the compactification divisor D = X − C 2 is either of degree 0 or 1. In fact, as shown in [23] , Lê's observation is still true even when P is only a simple polynomial(see Corollary 3.2).
Our approach is based on the geometry of the rational ruled surfaces and the special structure of the Newton-Puiseux data of Keller maps F = (P, Q), which were described in [20] and improved in [21] and [22] and will be reintroduced in Section 2. This structure imposes some very special properties on the standard extensions f = (p, q) : X −→ P 1 × P 1 of F (see the theorems 3.1, 3.2 and 3.3 in Section 3). These properties may be obtained by alternative approaches using the splice diagram associated to regular extensions of F . When P is a rational polynomial these properties allows us to construct a specified trivialization of p that enables us to count the numbers γ c of irreducible components of fibres P = c and to get the estimation c∈C (γ c − 1) ≤ #{ sections of p} − 1, which is the essential key in our proof of Main Theorem presented in Section 4. In any way, we may think the additional condition on the rationality of P seems to be much strong so that we can arrive in such a simple geometrical situation of the mysterious Jacobian problem.
Lê Dũng Tráng in discussions in Hanoi Conference 2006 presented a natural viewpoint that the proving the rational case should be the first steps in effective geometric approaches to Keller's mysterious problem. This much strongly influences to our attempt carried out here. We would like to express our thank to him for all his valuable discussions and helps. The first version of this paper, published in Arxiv.AG in January 2008, contains a gap that was pointed out by counterexample by Pierete Cassou-Nogues. We would like to express our thank to her for all valuable discussions. We also thank very much Shreeram Abhyankar, Hyman Bass, Arno Van den Essen, Hanspeter Kraft, Walter Neumann, Mutsui Oka, Peter Russell, Ha Huy Vui, David Wright and our other colleagues for all valuable encouragements they spend to us.
Newton-Puisuex Data
From now on, F = (P, Q) is a given polynomial map with finite fibres, P and Q are monic in y,
In this section at first we will re-introduce the description of Newton-Puisuex data of Keller map F = (P, Q) presented in [20] . Then, we examine in detail the tree structure associating to the so-called separate series of F . The results obtained will be used to analyze the structure of regular extensions of Keller maps in the next section.
Definitions
Denote by Π the set of all finite fractional power series ϕ(x, ξ) of the form
where n ϕ , m ϕ ∈ N, gcd({k : c k = 0} ∪ {m ϕ ; n ϕ }) = 1 and ξ is a complex parameter. The natural number i ϕ := gcd({k : c k = 0} ∪ {m ϕ }) is the index of ϕ. Clearly, i ϕ is a divisor of m ϕ and gcd(i ϕ , n ϕ ) = 1. We say series ϕ and ψ equivalent , ϕ ∼ ψ, if 
Now, consider polynomial map F = (P, Q). In view of Newton Theorem we can represent
where u i (x) and v j (x) are Newton roots of the equations P = 0 and Q = 0 respectively. For ϕ ∈ Π we represent
Qϕ mϕ + lower terms in x,
where
and q ϕ (ξ)x Qϕ mϕ are complete determined by the representations in (3) with y = ϕ(x, ξ). When F is a Keller map, we have j ϕ = J(P, Q) and J ϕ = 0. Definition 2.1. A series ϕ ∈ Π is a horizontal series of P (resp. Q) if P ϕ = 0 and deg p ϕ > 0 (resp. Q ϕ = 0 and deg q ϕ > 0); ϕ a dicritical series of F if ϕ is a horizontal series of P or Q and max{P ϕ , Q ϕ } = 0; ϕ is a polar series of F if ϕ is either a horizontal series of P and Q ϕ > 0 or a horizontal series of Q and P ϕ > 0; ϕ is a singular series of F if deg j ϕ > 0; ϕ is a separate series if ϕ is not a singular series of F , min{P ϕ , Q ϕ } > 0, deg p ϕ > 0 and deg q ϕ > 0.
Remark 2.1. We have the following relations: i) Let γ be a branch curve at infinity. If F (resp. P , Q) tends to a finite value along γ, then there is a dicritical series ϕ of F (resp. a horizontal series ϕ of P , a horizontal series ϕ of Q) such that γ can be represented by a Newton-Puiseux of the form ϕ(x, c + lower terms in x). If along branch γ the map F tends to infinity and P tends to a finite value, then there is a series ϕ that is a polar series ϕ of F and is a horizontal series of P such that γ can be represented by a Newton-Puiseux of the form ϕ(x, c + lower terms in x).
ii) If ϕ is a singular series of F , the equation J(P, Q)(x, y) = 0 always has a root y(x) of the form ϕ(x, c + lower terms in x), which gives a branch curve at infinity of the curve J(P, Q) = 0.
iii) Substituting y = ϕ(x, ξ) into the representations (3) one can verify that p ϕ and q ϕ are of the form
. Furthermore, when ϕ is a horizontal series of P (resp. Q), p ϕ (resp. q ϕ ) is a polynomial in variable ξ iϕ .
Definition 2.2. By the Newton-Puiseux data Π(P, Q) of F = (P, Q) we mean the collection of all series ϕ ∈ Π such that max{P ϕ ; Q ϕ } ≥ 0, ξx ≺ ϕ and at least one of p ϕ and q ϕ is not a monomial of ξ, or equivalent, at least one of p ϕ and q ϕ has a zero c = 0. Denote byΠ(P, Q) the set of equivalent classes of series in Π(P, Q). Π(P, Q) andΠ(P, Q) are finite subsets in Π. With the order relation ≺, Π(P, Q) and Π(P, Q) become tree graphs, denoted by Gr(Π(P, Q)) and Gr(Π(P, Q)) respectively. The roots of Gr(Π(P, Q)) and Gr(Π(P, Q)) are the series ξx and the class [ξx] respectively. For convenience we will denote the oriental edges in such graphs by →.
Newton-Puisuex data of Keller map
For ϕ ∈ Π(P, Q) let us denote
Taking DF (t −mϕ , ϕ(t −mϕ , ξ)), we have m ϕ j ϕ t −Jϕ+nϕ−2mϕ−1 + higher terms in t = −∆ ϕ t −Pϕ−Qϕ−1 + higher terms in t.
Comparing two sides of this equality we obtain
It is easy to see
In particular, p ϕ (ξ) and q ϕ (ξ) have the same zero points. b) If ∆ ϕ ≡ const. = 0, then P ϕ deg q ϕ = Q ϕ deg p ϕ and the polynomials p ϕ (ξ) and q ϕ (ξ) have only simple zeros and cannot have a common zero. Now, suppose F = (P, Q) is a Keller map with polynomials P and Q monic in y. We denote
Let ϕ ∈ Π(P, Q) be a horizontal series of P . Consider the so-called associate sequence of ϕ
that is the linear path connecting ϕ 0 := ξx and ϕ in the graph of Π(P, Q). We define the marked series ϕ S to be the first series in the sequence such that ∆(ϕ S ) = 0, if exists, and ϕ S := ϕ if ∆(ϕ i ) = 0 for all i < K. By construction
We can depict the form of F (x, ϕ i (x, ξ)) as well as relations between F (x, ϕ i (x, ξ)) and F (x, ϕ i+1 (x, ξ)) by substituting ϕ i (x, ξ) and the relation (7) into the factorizations by Newton roots of P and Q in (3). Furthermore, since j ϕ = J(P, Q) ≡ const. = 0 we can determine the relations of P ϕ , Q ϕ , p ϕi and q ϕi by the relations in (6) and the properties (a-b) mentioned in above. Then, as carrying out in [20] , by an inductive procedure along the sequence (S) we can get the following description of the structure of the sequence (S). ii) Case S = K: ϕ is a dicritical series of F and
b) ϕ S is a separate series and
c) ϕ K is a polar series and for all i = S + 1, . . . , K
This description was first presented in [20] , and can be reduced from [4] . We refer to [21] and [22] for refine and improved versions of Theorem 2.1.
Recall that the so-called non-proper value set A F of F is the set of all point b ∈ C 2 such that there exists a sequence C 2 ∋ a i → ∞ with F (a i ) → b. The set A F can be described by dicritical series of F . Indeed, if ϕ is a dicritical series of F and f (x, ϕ(x, ξ)) = f ϕ (ξ) + lower terms in x, then deg f ϕ (ξ) > 0 and its image is a component of A F . Hence, we can describe
(Lemma 4 in [20] ). The following is an useful consequence of the above theorem. 
In particular, A F cannot contains a curve isomorphic to C.
Proof. (i) and (ii) are easy consequences from Theorem 2.1. The first part of (iii) is in Theorem 2.1 (ii). To see the remain we can use the AbhyankarMoh-Suzuki Embedding Theorem. We refer the reader to [22] for a simple direct proof. In fact, if A F has a component ℓ isomorphic to C, then there is a suitable coordinate of C 2 such that ℓ is the line v = 0. Then, every dicritical series ϕ with f ϕ (C) = ℓ must satisfy that P ϕ = 0 and Q ϕ < 0 that is impossible by Theorem 2.1 (ii).
Separate series of Keller map
Let ψ be a given separate series of F . Let us denote by Gr(Π(P, Q), By Theorem 2.1 (ii) we can write
Note that by the Jacobian condition we always have J ϕ = 0 for all ϕ ∈ Π(P, Q). So, from (6) we have the following equalities
The equality (10) ensures that p ψ and q ψ have only simple zeros and cannot have a common zero. Let c be a zero of p ψ .q ψ , say p ψ (c) = 0. We can see
Therefore, the equation
has a unique analytical solution ξ c (t) satisfying ξ c (0) = c. It follows that there is a unique horizontal series ϕ of P such that ϕ c (x, ξ) = ψ(x, c+ lower terms in x). In view of Theorem 2.1, ϕ c is a polar series of F and [ϕ c ] ∈ N (P, [ψ] ). Now, we determine numbers m ϕc and n ϕc . Since ξ c (t) is a power series, in the case when c = 0 or c = 0, but i ψ = 1, it is easy to see m ϕc = m ψ . In the case when c = 0 and i ψ > 1 we can see that m ψ = i ψ m ϕc . Indeed, if m ψ = i ψ m ϕc , then there is a series θ ∈ Π(P, Q) such that ψ ≺ θ ≺ ϕ c and i θ > 0. However, by Theorem 2.1 (iii) we have deg p θ = 1, and hence, by Remark 2.1 i θ = 1. Thus,
Now, we will determine the power n ϕc . From (6) we have
Since q ψ (c) = 0, looking in expansion of Q(x, ϕ c (x, ξ) we can see that
It follows that
To determine the collections N (P, ψ) and N (Q, ψ) we consider two following cases.
Case i ψ = 1. In this case, we can represent
By (12) and (13) we have
where i = 1, 2, . . . , H ψ d and j = 1, 2, . . . , H ψ e. Since i ψ = 1 and m ϕa i = m ϕ b j = m ψ , no pair among such series can be equivalent, . Thus, (14) gives a complete list of classes in N (P, ψ) and N (Q, ψ) and
Case i ψ > 1. By the equation ∆ ψ ≡ J(P, Q) and Remark 2.1 one of the polynomials p ψ and q ψ must belong to C[ξ i ψ ] and the other belong to ξC[ξ
In this case, we have
and we can represent
where ν run over all i ψ -radical of the unity, i = 1, 2, . . . ,
It is easy to see that
In summary, we obtain ii) Case i ψ = 1:
iii) Case i ψ > 1:
where (17) .
Regular extension of Keller map
In this section we study the regular extension of Keller map F = (P, Q) obtained from the so-called blowing up of classesΠ(P, Q). We will try to perform the special structure of Newton-Puiseux data of F in term of regular extensions.
Blowing-up of classes [ϕ]
3.1.1 Blowing-up
Let Λ := C for i ϕ = 1 and Λ to be the quotient group of C * over the group of i ϕ −radicals of the unity for i ϕ > 1. Then, we can identify the equivalent class [ϕ] with the family Γ [ϕ] of irreducible branch curves
located at the point O := (c 0 , 0) in the line at infinity z = 0. In this family, all branches γ ξ have same Newton-Puisuex expansions with a difference at the coefficients of the last term, and hence, they have the same Puiseux characteristics and the same topological type. Further, all the pairs of two distinct branches in Γ [ϕ] have same intersection multiplicity, which is determined by Newton-Puiseux characteristics of nϕ−1 k=0 c k t k and the last power n ϕ . By the standard theory of resolution of singularity, if a finite sequence of blow-ups π : X −→ P 2 is a resolution with normal crossing of the union of two distinct branches γ and γ ′ in Γ [ϕ] , then it resolves the singularities of every branch in Γ [ϕ] and separate all of them. Furthermore, there is a unique irreducible component of D := X \ C 2 , denoted by D [ϕ] , such that for all parameters ξ but finite numbers the proper transforms of branches γ ξ intersect transversal D [ϕ] at distinct regular points.
By the meaning in above we can define a blowing-up of [ϕ] to be a resolution with normal crossing of the union of two distinct branches γ and γ ′ in Γ [ϕ] , or equivalent, a finite sequence of blow-ups π : X −→ P 2 that separates all branches in the family Γ [ϕ] . The component D 
. Every standard resolution of V is a standard blowing-up of Σ. Like as standard resolution of V , a standard blowing-up of Σ is unique up to algebraic isomorphisms. We define the standard blowing-up graph of Σ, denoted by Gr(Σ), to be the dual graph of the divisor D := X \ C 2 . This graph is weighted by the self-intersection numbers. The graph Gr(Σ) is a tree with the root D 0 , where D 0 ⊂ D is the proper transform of the line at infinity z = 0 in P 2 . Gr(Σ) is just the standard resolution graph of V adding the component D 0 .
Correspondence
Assume that X is a compactification of C 2 given by a finite sequence of blow-ups π : X −→ P 2 and D is a given irreducible component of D := X\C 2 . Then, there exists a unique class [ϕ] such that π : X −→ P 2 is a blowing-up of [ϕ] and D = D [ϕ] . To construct class [ϕ], we can take two smooth branch curves α and β so that they intersect transversally D at distinct regular points. Let u i (x) and v j (x) be Newton-Puiseux expansions of the branch curves π(α) and π(β) respectively. For each i, we define γ i := min j ord x (u i (x)−v j (x)) and ϕ i be the series obtained from u i (x) by removing all terms of power ≤ γ i and adding the term ξx γi . Then, every smooth branch curve intersecting transversally D at regular point has a Newton-Puiseux expansion of the form ϕ i (x, c+ lower terms in x). Further, the series ϕ i are equivalent and they determine a unique equivalent class [ϕ] D := {ϕ i }, which is depended only on the component D. Then, by definitions π :
We can define the map Φ :
and
* determines a rational map on C × C with a finite number of indeterminacy points in the line L := {0} × C and Φ * maps all determinacy points in L to the component
. It is easy to see that the topological degree of φ is just the index
Now, let g : X −→ P 1 be a regular extension of a polynomial G ∈ C[x, y]. If the restriction h |D is non-constant mapping, then ϕ is just a horizontal series of G and we have
In particular, if deg g ϕ = 1, then deg g |D = 1. Consider the case g |D ≡ ∞. Then, D is a component of the fiber g = ∞. The multiplicity of D in this fiber is equal to the multiplicity mult 0 γ at 0 of the map γ : |t| < ǫ −→ X, γ(t) := Φ * (t, ξ) for a generic parameter ξ. It is easy to see that mult 0 γ = G ϕ . Representing the fiber g = ∞ as
and taking series ϕ i ∈ [ϕ] Di for each i, we can write the fiber g = ∞ as the divisor
Graph of blowing-up
Given ϕ ∈ Π. By definition the standard blowing-up of [ϕ] is the standard resolution of the union of two distinct branches γ and γ ′ in Γ [ϕ] . Following the theory of resolution of singularity (see [6] for example) to construct this resolution, at first we can make the standard resolution of one branch, say γ. In result, by the mentioned properties of the family Γ [ϕ] , the proper transformsγ andγ ′ as well as those of branches in Γ [ϕ] intersect transversal the exceptional curve E arising at the last blowing-up. This exceptional curve E is of selfintersection −1. Ifγ andγ ′ do not intersect together, we obtain the standard blowing-up of [ϕ] . Otherwise, the intersection multiplicity ν(γ,γ ′ ) ofγ andγ ′ is positive. Then, we have to make exactly ν(γ,γ ′ ) blow-ups to get the standard resolution of γ ∪ γ ′ . The contact component D [ϕ] then is just the exceptional curve arising by the last blow-up and
The graph Gr([ϕ])
This graph is completed determined by the last power n ϕ and the Puiseux terms of ϕ, i.e the Puiseux terms of γ ξ , and can be described as in below. 
where ⊙ is the root r i of L i , • is the end vertex e i of L i and indicates the so-called contact vertex C i of L i . The root r 0 = D 0 , the contact vertices C i is jointed to the root r i+1 by an edge. The structure of chains L i are completed determined by the chains P i of Euclidean algorithms doing with Puiseux exponents in ϕ. The contact vertex C i is the proper transform of the exceptional curve raised by the last blow-up in the chain P i . The chain L Kϕ is of the form
For the self-intersections of the components in the graph we have
Further, D 0 .D 0 ≥ 0 and the self-intersections of the remained components are less than −1. These self-intersections are complete determined by the Euclidean algorithms on Puiseux chains P i . b) In the case i ϕ = 1, the graph Gr([ϕ]) is the same graph as when i ϕ > 1, but added one linear chain L Kϕ+1 of the form iv) We will call the linear chain 
and as usual, [a] indicates the largest integer n such that n ≤ a. Excepted D [ϕ] , the other components in the bamboo B([ϕ]) have self-intersections less than −1.
Example 3.1.
2 )]) :
We 
of n ϕ − n ψ vertices and decreasing the self-intersection of with exact ν(γ,γ ′ ) vertices. Let θ and θ ′ be two distinct branches in Γ [ψ] . By assumption ϕ(x, ξ) = ψ(x, c + lower terms in x). Since c = 0 or i ψ = 1, we can see that the multiplicity sequence of the union θ ∪ θ ′ is the first part of those of γ ∪ γ ′ . Then, by Noether Theorem on intersection numbers we can see that
By assumption all essential terms of ϕ lie in ψ(x, ξ). This follows that the branches θ, θ ′ , γ and γ ′ have the same characteristic pairs. Then, using the formula of intersection number in terms of characteristic pairs (see in [2] for example) we can verify that
2) Case c = 0 and i ψ > 1: Analogously, we can see that the branchesγ and γ ′ are smooth and intersect the end vertex E [ϕ] of the bamboo B([ψ]) at same a regular point.
When n ϕ − [
Consider the remain case when n ϕ − [
. By the same arguments as in the above case we can get
Example 3.2. To illustrate the situations in Proposition 3.1 we consider the series ψ(x, ξ) = ξx
and their graph are follows
We have Gr([ϕ]) = Gr([θ]; [ϕ]) and Gr([ϕ]; [ψ]) = Gr([ψ]; [θ]; [ϕ]).

Regular extension of Keller map
Regular extension
By regular extension f of F we mean a regular map f = (p, q) : X −→ P 1 × P 1 defined over a compactification X of C 2 such that f |C 2 = F and the divisor at infinity D := X − C 2 has only simple normal crossings. In such regular extensions the divisor D is a connected curve consisting of a finite number of irreducible rational curves and the dual graph Gr(D) of D is a tree graph with the root to be the proper transform of the line at infinity of P 2 . Recall that Gr(D) is a graph in which each vertex corresponds to an irreducible component of D and each edge joining two vertices ℓ and ℓ ′ corresponds to an intersection point of ℓ and ℓ
′ . An irreducible component ℓ of D is a horizontal component of p (resp. q) if the restriction to ℓ of p (resp. q) is not a constant mapping; ℓ is a section of p (resp. q) if the restriction to ℓ of p (resp. q) is of degree 1; ℓ is a dicritical component of f if the restriction to ℓ of f is not a constant mapping and f (ℓ) ∩ C 2 = ∅; ℓ is a polar component of F if the restriction to ℓ of f is not a constant mapping and either p |ℓ ≡ ∞ or q |ℓ ≡ ∞.
Regular extensions of F can be constructed by regarding F as a rational map from P 2 into P 1 × P 1 and blowing up indeterminacy points of F at first in the line at infinity of P 2 , then in the resulted blow-up versions of P 2 . In the same meaning, we can construct regular extensions of F by blowing up the classes of the horizontal series of P and Q. Then, the correspondences
D defined in the previous part perform an one-to-one correspondence between equivalent classes of horizontal series of P and Q and horizontal components of p and q in a regular extension f = (p, q) of F = (P, Q). 
Proof. This is a formulation of Theorem 2. Proof. By assumption and Theorem 3.1 f does not have dicritical component.
Standard extension
By standard extension of F we mean the regular extension f = (p, q) : X −→ P 1 × P 1 of F given by a standard blowing-up π : X −→ P 2 of the classes of all horizontal series of P and Q. By the definition ofΠ(P, Q) and Proposition 3.1 it is easy to see that the sequence π : X −→ P 2 in a standard extension of F is just a standard blowing-up ofΠ(P, Q). Proposition 3.1 also provides an inductive way to construct standard extension of F by blowing up first class [ξx] the other classesΠ(P, Q) following the order ≺. Furthermore, we can see that in a standard extension of F all components of D must have self-intersections less than −1, excepted at most the root D 0 and horizontal components of P and Q.
For a standard extension of F we can define a map
By definition of Ξ and the corollary of Proposition 3.1 we can verify without difficult that Ξ is an injective morphism of tree graphs. Ξ maps the root class . For convenience in explanation in below we always assume that q ψ (0) = 0. Then, we can represent
where H ψ , D ψ ∈ N, i ψ ≥ 1, δ = 0 for i ψ = 1 and δ = 1 for i ψ > 1, a i and b j are distinct non-zero complex numbers. By Theorem 2.3 we have: i) Case i ϕ = 1:
ii) Case i ϕ > 1:
Proof. This is only a translation of Theorem 3.1 on the structure of the graph 
In the case i ψ > 1,
We conclude this section by the following consequence from Theorem 3.2, which will be used in the proof of Main Theorem. Then by Theorem 3.2 the section C is the polar component
does not contain any more section of P , then p ψ (ξ) = cξ. This is impossible,
) must contains another section of P .
4 The rational case
Trivialization of rational polynomials
It is well-known fact that if p : X −→ P 1 is a regular map with generic fiber isomorphic to P 1 and C λ := p −1 (λ) is a reducible fiber of p, then C λ is a normal crossing connected curve composed of irreducible rational curves, the dual graph of C λ is a tree and C λ contains at least one component of self-intersection −1. Furthermore, if C λ has a component Γ with multiplicity 1, then C λ has another component of self-intersection −1. The two late properties can be easy proved by using the adjunction formula (see in Chapter II, Lemma 2.3 in [16] ). These properties allows us to construct a trivialization of p.
Theorem 4.1. Suppose p : X −→ P 1 is a regular map with generic fiber isomorphic to P 1 .
i) One can construct a finite sequence of blow-downs π : X −→ B and a
Proof. The properties of the fibres of p mentioned in above allows us to blows down components of self-intersection −1 of fibres of p in X and in blow-down version of X until the induced map of p does not have reducible fibres. In result we obtain the desired maps π andp in (i). To get (ii), analogously, we can blows down components of self-intersection −1 of fibres of p in X and in blow-down versions of X, excepted components Γ i and their proper transforms, until the fibres of the induced map of p are irreducible.
Remark 4.1. Recall that a surface B with together P 1 −fiber bundlep : B −→ P 1 is called a rational ruled surface. Following the classification in [8] (see also in [3] ) each rational ruled surface is isomorphic to a bundle S N := P(H N ⊕ C P 1 ) over P 1 for some N ≥ 0, where H is the line bundle on P 1 -fiber of the bundlē p : S N −→ P 1 . We reload here some basic facts on the rational ruled surfaces S N , which we shall use late. Denote by E 0 the zero section of S N , i.e. the image of the section (0, 1) of H N ⊕ C P 1 . Let σ be a section of H N . Away from the zeros of σ, the section (σ, 1) gives a curve in S N . Denote by E ∞ the closure of this curve. Clearly, E ∞ is independent of the choice of σ. Let C be a fiber ofp. Then, The following lemma, which will be used in the proof of Main Theorem, is an application of the above theorem. Proof. Let S be a given section of p and assume that S.S = −N < 0 and S is an end vertex in the dual graph of D. For each λ ∈ P 1 let us denote C λ the fiber p = λ and c λ the closure in X of the fiber P = λ.
First, let {λ i : i = 1, 2, · · · , K} is the collection of all values λ ∈ C so that the fiber P = λ is reduced. Since S is an end vertex in the dual graph of D and the restriction p |S is of degree 1, S intersects each C λi at a unique point and this intersection point lies in a unique irreducible component of c λi , say Γ i . Since P is primitive and Γ i is a component of c λi , Γ i is a component with multiplicity 1 of C λi .
Denote by Γ ∞ a unique irreducible component of C ∞ that intersects the section S. Note that C ∞ ⊂ D, the dual graph of D is a tree and S is an end. Hence, such a component Γ ∞ is unique. Writing C ∞ = j n j C i + nΓ ∞ we can see
Then, since S is an end vertex in the dual graph of D, we have S.C ∞ = S.D = 1. It follows that n = 1, i.e. Γ ∞ is a component with multiplicity 1 of C ∞ . Now, we can use Theorem 4.1 to construct a specified trivialization of p corresponding to Γ ∞ and the marked components Γ i ⊂ C λi , i = 1, 2, . . . , K. Let π : X −→ B and the P 1 -fibrationp : B −→ P 1 be such a trivialization structure. The essential property in this trivialization is that the morphism π keeps all components Γ i , i = ∞, 1, 2, . . . , K and blow-downs all remained components in the reducible fibres of p. Since the section S intersects the reducible fibres of p only on the components Γ i , the morphism π does not change the self-intersection of S, i.e. π(S).π(S) = S.S.
Therefore, π(S).π(S) = −N < 0, as S.S = −N < 0. Then, by Remark 4.1 B is just the rational ruled surface S N , the curve π(S) is the unique irreducible curve in S N having negative self-intersection, π(S) = E ∞ , E ∞ .E ∞ = −N and k = N . Thus, we get (i-ii). Next, let D ⊂ D be a horizontal components of P , D = S. To prove (iii), we regard X as a blow-up version of S N and π as a sequence of blowups beginning from S N . If the curve π(D) intersects π(S), to get the divisor D of tree intersection graph we have to break cycle joining π(S) and π(D) by blow-ups at the intersection points of π(S) and π(D) as well as of their proper transforms. The number of such blow-ups we have to make is at least no less than the number of intersection points π(S) ∩ π(D). Therefore, it must be that S.S < π(S).π(S) that is impossible by (30). So, the curve π(D) cannot intersects π(S),
Since π(D) = π(S)(= E ∞ ), the irreducible curve π(D) can be written as
where C is a fiber ofp. Note that the restriction ofp to π(D) is non-constant mapping. So, π(D).C > 0. This implies that
Thus, π(D) ∼ mE 0 for some m > 0 and we get the last conclusion.
Reduction Degree Lemma
We shall denote by g h the genus of the generic fiber of a polynomial function h(x, y) ∈ C[x, y]. 
Proof. The conclusion is trivial when F is inverse. Assumed that F is not inverse. Following [20] the topological type of generic fiber of P and Q depend at most on their degrees. Hence, we can assume that deg P < deg Q and the generic fibres of the polynomials P + tQ, t = 0, have the same topological type. We will show that a generic fiber of P can be embedded into a generic fiber of a polynomial P + tQ, t = 0. This ensures that g P ≤ g Q .
Let A F be the non-proper value set of F . Note that A F is a curve in C 2 and F :
gives a unramified covering. Consider the target plane C 2 with the coordinate (u, v). Without loss of generality, we can assume that (0, 0) ∈ C 2 \ A F and for |t| < ǫ the lines L t given by u + tv = 0 intersects transversal A F . Then, by Theorem 2 in [21] every fiber P + tQ = 0 is a generic fiber of P + tQ.
Next, we can choose a box B := {|u| < r; |u| < s} such that (L 0 ∩ A F ) ⊂ B and A F ∩ B is a smooth manifold. Since the lines L t intersects transversal A F , by a standard argument we can modify the motion φ t (0, v) := (−tv, v)
are diffeomorphisms. Then, the lifting map Φ t induced by the covering F :
it is easy to see that the fiber P = 0 can be deformed diffeomorphic to its subset F −1 (L 0 ∩ B). This follows that the fiber P = 0 can be topologically embedded into the fiber P + tQ = 0. This proves the lemma.
Proof of Lemma 4.2. If deg P ≥ deg Q, Q is rational by Lemma 4.3. If deg P divides deg Q, we can replace G by (P, Q + h(P )) for some h ∈ C[t] so that deg P > deg Q. Again, by Lemma 4.3 both P and Q are rational. Then, by the standard argument of reducing degree for Keller maps we can find a sequence 
Proof of Main Theorem
Given a Keller map F = (P, Q) with rational polynomial P . We assume the contrary that F is not inverse. Then, in view of Lemma 4.2 we can assume that P is rational, deg P < deg Q and deg P | deg Q. Let us denote (d, e) = Let s P denote the number of sections of P and d F the number of dicritical components of F . As F is not inverse, we have s P > 0 and d F > 0. In view of Theorem 3.1, P has exactly s P + d F horizontal components. Let γ c denote the number of irreducible components of a fiber P = c. We shall point
that contradicts to the well-known property of rational polynomials (see in [25] and [17] for example) that
First, we can construct a standard extension f = (p, q) : X −→ P 1 × P 1 of F = (P, Q) by making a standard blowing up of the classes of all horizontal series of P and Q.
Next, since f always has some separate components, we can choose such a component D [ψ] and a section S of P lying in the separate tree Gr(D, D [ψ] ) such that S.S is the smallest among self-intersections of the sections of P in Gr (D, D [ψ] ). Let L i , i = 1, 2, . . . , I, be the remain sections of P , L i = S, and D j , j = 1, 2, . . . , J, be dicritical components of f . In view of the theorems 3.2 and 3.3 on the structure of the standard extension f , the sections L i are polar components of f , L i are ends in Gr(D), L i .L i ≤ −1 and all curves L i and D j are disjoint.
Since S is an end vertex of Gr(D), there is a unique irreducible component of p −1 (∞), denoted by Γ ∞ , such that Γ ∞ intersects S. As S is a section of P , in the divisor p −1 (∞) the multiplicity of Γ ∞ is equal to 1. Then, by Lemma 4.1 we can construct a finite sequence of blow-downs π : X −→ S N and a P 1 -bundlē p :
where N := S.S. The linear equivalences
where C is a fiber ofp. Now, we shall regard X as a blow-up version of S N by the map of blow-ups π : X −→ S N . Our arguments in below is based on how to reconstruct by π the surface X with the specified structure in above. In particular, how to get subtrees of separate components of f and to extract reducible fibres of p. By this assertion we have that all of the curves d j and ℓ i must intersect C ∞ at the same unique point π(O). The configure of the curve π(D) likes as in Figure 1 , in which we do not draw other intersections of the curves ℓ i and d j outside the dotted circle. 
To complete the proof we shall point that c∈C γ c − 1 ≤ s P − 1. Note that the total summation c∈C γ c −1 is exact the number of irreducible components of fibres of P each of which had been contracted by π to a point. If D ⊂ C 2 is an irreducible component of a reducible fiber P = c, then the closure in X of D must intersects a section of P . Otherwise, f would be bounded on D that is impossible for Keller maps. Hence, by the construction of π, if such a component D is contracted, it must be mapped by π to a point in a curve ℓ i . On the other words, such a component D will be extracted only when one blows up on a curve ℓ i and its proper transforms at points differing the intersection point ℓ i ∩ Γ ∞ and its nearly infinity points. Now, given a component ℓ i . We shall show that the blowing up by π on ℓ i may extracts no more than one irreducible component of a fiber of P in C 2 . Indeed, by the construction of π the proper transform by π of ℓ i is the section L i , L i .L i = −1 by Assertion 4.3.2. Since ℓ i .ℓ i = E 0 .E 0 = 1, π must blows up exactly two times on the curve ℓ i and its proper transforms: at least one time is to separate ℓ i and the curves d j and at most one time may extract an irreducible component of a fiber of P in C 2 . The arguments in above ensures that the total number c∈C γ c −1 cannot be larger than the number of sections L i of P . Hence, we get the desired estimation.
The proof of the theorem is completed.
