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In this paper, a dispersion-relation preserving method is proposed for nonlinear dispersive 
waves, starting from the oldest weakly nonlinear dispersive wave mathematical model in 
shallow water waves, i.e., the classical Boussinesq equation. It is a semi-analytic proce- 
dure, however, which preserves, as a distinctive feature, the dispersion-relation imbedded 
in the model equation without adding (unwelcome) numerical effects, i.e., the proposed 
method has the same dispersion-relation as the original classical Boussinesq equation. This 
remarkable (dispersion-relation) preserving property is proved mathematically for small 
wave motion in present study. The property is also numerically examined by observing 
both the local wave number and the local frequency of a slowly varying water-wave group. 
The dispersion-relation preserving method proposed here is powerful as well for observ- 
ing nonlinear wave phenomena such as solitary waves and their collision. In fact, the main 
features of nonlinear wave characteristics are clearly seen through not only a single prop- 
agating solitary wave but counter- propagating (head-on) solitary wave collisions. They are 
compared with known (exact) nonlinear solutions, the results of which represent a major 
improvement over existing solution formulations in the literature. 
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 1. Introduction 
This paper concerns a purely fundamental question, but which might be theoretical, in the area of the (computational)
water wave dynamics: one may wonder if we could construct a dispersion-relation preserving (DRP) method for integrat-
ing a model equation for waves in nonlinear and dispersive system in shallow water, e.g., the Boussinesq equations, the
Korteweg–de Vries (KdV) equation, the Benjamin–Bona–Mahony (BBM) equation, etc. Here, the DRP method indicates a nu-
merical procedure which has the same dispersion-relation as the original model (partial differential) equation, so that it can
preserve the physically inherent dispersive nature [1] . However, as a starting point in this paper, we choose, for mathemat-
ical simplicity, the original classical Boussinesq equation [2–4] as a model equation for the preceding question. 
It is mathematically expressed as a single nonlinear partial differential equation of fourth-order, whose dispersive prop-
erties are much less accurate than more modern Boussinesq equations. Even though the model equation chosen here is the
lowest order Boussinesq equation which contains weak quadratic nonlinearity and weak dispersion, the physics described
by the equation is obviously included in higher order Boussinesq’s models [4] . Thus, in the present study, we aim to propose
a numerical procedure for the classical Boussinesq equation with the special issue that the proposed numerical procedure
should preserve the dispersion-relation imbedded in the original classical Boussinesq equation without adding (unwelcome)∗ Corresponding author. Tel: +82 51 510 2789. 
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 numerical effects (such as artiﬁcial dissipation and dispersion), whereby the preceding question may be answered, at least,
for the case of the (original) classical Boussinesq equation; i.e., we attempt to seek a DRP method for the classical Boussinesq
equation in the current study. 
Interesting articles of DRP schemes may be found in the ﬁeld of water waves. For instance, Chiu et al. [5] presented an it-
erative DRP algorithm for studying the shallow water wave equation (known as the Camassa–Holm equation), which is writ-
ten as an evolution equation involving only ﬁrst-order spatial derivatives, coupled with the Helmholtz equation. Schroeder &
Schlünzen [6] formulated a numerical dispersion-relation for an atmospheric internal gravity wave model and showed that
their relation tends to the true dispersion-relation as the horizontal grid spacing approaches zero; i.e., a DRP method was
proposed. Here, the concept of the numerical dispersion-relation is not particularly new, generally referring to the class of
essentially unavoidable spurious oscillations due to numerical discretization [7] . In early work, some authors referred to this
as spurious dispersion-relation [8] . DRP schemes are also found in other ﬁelds. Just to name a few, Zhuang & Chen [9] devel-
oped optimized upwind DRP ﬁnite difference scheme for computational aeroacoustics to improve the quality of numerical
solution of short waves without adding explicit artiﬁcial damping terms to the ﬁnite difference equations. Tam & Webb
[1] proposed a way to develop time marching DRP schemes for computational acoustics by optimizing the ﬁnite different
approximations in the wave number and frequency space. However, a s far as the author’s knowledge, very few studies have
been conducted on DRP procedures with regard to the Boussinesq (type) equations, being, in fact, our primary motivation of
the present study. 
In referring to the Boussinesq (type) equations including the classical Boussinesq equation (of the present study), there
have been signiﬁcant effort s made to develop their nonlinear numerical methodologies over the last few decades. The ﬁ-
nite difference method would be the most typical numerical procedure, approximating them with difference equations. For
instance, El-Zoheiry [10] carried out the numerical study of the classical Boussinesq equation (equivalently called the im-
proved Boussinesq equation), where a three-level iterative scheme based on the compact implicit method was devised. He
used a solitary wave solution of the equation to examine the accuracy and eﬃciency of his (proposed) method. The ﬁnite
volume element method also has been one of the most commonly used numerical schemes. Its main attractive property
is that the mass conservation law is retained, which is fairly desirable for ﬂuid and underground ﬂuid computations. Thus,
it has been extensively employed in the area of computational ﬂuid dynamics (e.g., [11] ). Challenging issues are found, for
example, in Wang et al. [11] , who solved the Boussinesq equation by applying ﬁnite volume element method, where the
energy and mass are shown to be conserved. Zhang & Lu [12] developed a new numerical procedure for the initial bound-
ary value problem for the Boussinesq equation, where the quadratic ﬁnite volume element method is employed. Lin et al.
[13] developed a numerical procedure for the Boussinesq equation. They introduced the ﬁnite element method with linear
B-spline basis functions to discretize the nonlinear partial differential equation in space and derived a second order system
involving only ordinary derivatives. 
However, the conventional numerical methodologies such as the ﬁnite difference method mentioned above may cause
practically truncation errors which seriously affect directly the accuracy of the speed of wave energy propagation and thus
the accuracy of the wave solutions. But to make things worse, they would contaminate the original mathematical models to
produce non-physical numerical dispersions depending on the selected mesh size [14] . As a result, the methodologies would
not preserve the (imbedded) dispersion relations; i.e., in practice, the actual numerical dispersion-relations [7] produced by
the conventional methodologies, unfortunately, (often) do not agree with those imbedded in the Boussinesq (type) equa-
tion(s). This discrepancy, in general, may lead to the most critical problem for most wave mechanics containing the free
surface water wave motions. The diﬃculty shall be overcome by answering the question raised in the paper. 
We now return to the previous question about how a DRP method can be developed especially for our starting point
equation (i.e., the classical Boussinesq equation). For the question, we ﬁrst introduce a pseudo-(restoring) parameter, in-
corporated into the classical Boussinesq equation, to derive a nonlinear integral formalism. This leads us to derive three
(coupled) nonlinear integral equations, equivalent to the original equation. They may differ in nature entirely from not only
the integral equation formulation of the boundary element approaches but also the weak integral formulations of ﬁnite el-
ement ones. Based on Banach ﬁxed point theorem [15,16] applied to the system of the three integral equations, we propose
an iterative procedure for solving the equation, which is the way the question may be solved, at least, for the lowest order
Boussinesq model of the present study. It is of a new type DRP method for integrating the classical Boussinesq equation. 
A mathematical analysis is successfully performed on the remarkable feature (the dispersion-relation preserving prop-
erty) of the proposed procedure for small waves. This implies that the procedure preserves the dispersion-relation (imbed-
ded in the classical Boussinesq equation) without adding numerical effects, as required. Further, this preserving feature is
deﬁnitely conﬁrmed through a numerical experiment; i.e., we observe that the local wave number as well as the local fre-
quency of a slowly varying water-wave train does satisfy the inherent dispersive nature of the dispersion-relation imbedded
in the classical Boussinesq equation. Moreover, the procedure proposed here provides a fast convergence rate for achieving a
reasonable wave solution, as demonstrated in the numerical experiment on a moving single solitary wave. Particularly, it is
also found to be good at observing the nonlinear nature of soliton-interaction, being validated by binary collisions between
counter-propagating solitary waves. 
It is emphasized that the iterative procedure proposed here is a DRP method, whose iteration-process is quite simple and
stable . This is mainly because the process depends purely on regular (not singular) integration and the type of the system
of integral equations derived here, merged into the proposed procedure, is of the second kind (from the theory of integral
equations, it is generally known that second kind integral equations have stability properties). In addition, the procedure is
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Fig. 1. Deﬁnition sketch for water waves in a channel of constant depth h 0 . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 semi-analytic, in this respect, there are indeed a lot of interesting articles concerning semi-analytical (nonlinear) treatments,
often arising in mathematical sciences. To name but a few on recent papers, Jang developed other types of similar semi-
analytic methods for physical problems in mathematical sciences [17–22] . Hajmohammadi et al. [23] also examined a semi-
analytic approach to solve the conjugate heat transfer problems. Finally, it may be considered as a fully nonlinear procedure,
i.e., it does not depend on the assumptions of smallness of certain physical quantities as is used in (asymptotic) perturbation
approaches. 
2. Problem statement 
We consider nonlinear dispersive waves in shallow water propagating in a channel of constant water depth h 0 under
gravitation acceleration g(see Fig. 1 ), governed by a single nonlinear partial differential equation of fourth -order in the form
(referred to as the (single) classical Boussinesq equation, but often called the improved Boussinesq one, see [10–13] ) 
ηtt − c 2 0 ηxx −
1 
3 
h 2 0 ηxxtt = 
3 
2 
c 2 0 ( η
2 / h 0 ) xx , (2.1) 
where η denotes wave elevation and c 0 characteristic velocity, 
c 0 = 
√ 
g h 0 . (2.2) 
As brieﬂy discussed in the previous section, ( 2.1 ) is the lowest order mathematical model for nonlinear and dispersive long
wave, describing the time evolution. 
The imbedded (or physical [6] ) dispersion relation of the linearized version of ( 2.1 ) may be described as ( [3] , p. 462) 
ω 2 B = 
c 2 0 k 
2 
1 + h 2 
0 
k 2 / 3 
, (2.3) 
where ω B denotes the wave frequency, regarded as a function of the wave number k ; i.e., ω B = ω B (k ) . It is well known that
Taylor series expansion of ( 2.3 ) for (k h 0 ) 
2 to the ﬁrst two terms agrees with the dispersion-relation of the full linear theory
ω 2 full = gk tanh kh 0 , (2.4) 
where ω full = ω full (k ) represents the wave frequency for the full linear theory. 
Our aim here is to propose a semi-analytic procedure which preserves the (imbedded inherent) dispersion-relation ( 2.3 )
for the initial value problem composed of the nonlinear partial differential Eq. (2.1) and the initial conditions 
η(x, 0) = η1 (x ) , ηt (x, 0) = η2 (x ) , (2.5)
for some appropriate functions of η j : R → R , j = 1 , 2 , where R denotes the set of real numbers; that is, the (numerical)
dispersion-relation [7] produced by the proposed procedure would coincide with ( 2.3 ). To this end, we begin with modifying
( 2.1 ) by introducing a new parameter, that is, we would like to introduce a pseudo-parameter of β > 0 and add the term of
β · η to both sides of ( 2.1 ), resulting in 
ηtt − c 2 0 ηxx −
1 
3 
h 2 0 ηxxtt + βη = ϕ, (2.6) 
where the forcing term ϕ is deﬁned as 
ϕ ≡ 3 
2 
c 2 0 ( η
2 / h 0 ) xx + βη. (2.7) 
We notice that ( 2.6 ) is mathematically still equivalent to the original Boussinesq Eq. (2.1) and the β introduced will be
important in constructing an equivalent (nonlinear) integral formalism, as shall be argued later. 
3. Method 
This section is devoted to a mathematical description of how a dispersion-relation preserving (DRP) method can be de-
veloped for the classical Boussinesq Eq. (2.1) . For that, the governing Eq. (2.1) in the form of a partial differential equation
is converted into coupled integral equations. And then, by applying Banach ﬁxed point theorem [15] to the coupled inte-
gral equations, we propose an iterative solution procedure. Prior to discussing in more detail, we attempt to introduce the
techniques of integral transforms appropriate for (2.6) . 
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 3.1. Applying integral transforms 
We apply two successive integral transforms to the partial differential Eq. (2.6) and ﬁnd out their inverses, being a
necessary process for deriving an integral formalism as shall be formulated in Section 3.2 . 
3.1.1. Laplace and Fourier transforms 
Here, the image of successive Laplace and Fourier transforms of η in ( 2.6 ) will be discovered. Firstly, using Laplace trans-
form L of η with respect to time t , 
L (η) ≡
∫ ∞ 
0 
η(x, t) · e −st dt ≡ η∗(x, s ) , (3.1)
for a parameter s , we convert the partial differential Eq. (2.6) into the ordinary differential equation for η∗
[ s 2 η∗ − s η1 (x ) − η2 (x ) ] − c 2 0 
d 2 η∗
d x 2 
− h 
2 
0 
3 
[
s 2 
d 2 η∗
d x 2 
− s η′′ 1 (x ) − η′′ 2 (x ) 
]
+ βη∗ = ϕ ∗. (3.2)
In the above, the differentiation property of Laplace transform is employed, being combined with the initial
conditions (2.5) : 
( ηtt ) 
∗ = s 2 η∗ − sη(x, 0) − ηt (x, 0) = s 2 η∗ − s η1 (x ) − η2 (x ) (3.3)
Next, we denote Fourier transform F of the η∗(x, s ) with respect to space x by 
F ( η∗) ≡
∫ ∞ 
−∞ 
η∗(x, s ) · e ikx dx ≡ η¯∗(k, s ) (3.4)
for a parameter k . Then, the inverse, F −1 , is expressed as the symmetric form 
η∗(x, s ) = F −1 ( ¯η∗) ≡ 1 
2 π
∫ ∞ 
−∞ 
η¯∗(k, s ) · e −ikx dk. (3.5)
Provided that η are suﬃciently localized in x , i.e., 
u, u x , u xx , u xxx → 0 , as x → ±∞ , (3.6)
the ordinary differential Eq. (3.2) further reduces to an algebraic equation for η¯∗as follows: 
( s 2 η¯∗ − s ¯η1 − η¯2 ) − c 2 0 (−ik ) 2 η¯∗ −
h 2 0 
3 
[ s 2 (−ik ) 2 η¯∗ − s η¯′′ 1 (x ) − η¯′′ 2 (x ) ] + βη¯∗ = ϕ¯ ∗ (3.7)
where the differentiation property of Fourier transform is used 
F ( ηxx ) = (−ik ) 2 η¯. (3.8)
(3.7) may be arranged as 
η¯∗
[
s 2 
(
1 + h 
2 
0 k 
2 
3 
)
+ c 2 0 k 2 + β
]
= ϕ¯ ∗ + ( s ¯η1 + η¯2 ) −
h 2 0 
3 
( s η¯′′ 1 + η¯′′ 2 ) , (3.9)
which is immediately solved for η¯∗to give the image of Laplace and Fourier transforms of η, as required 
η¯∗ = 1 
1 + h 2 0 k 2 
3 
· ϕ¯ 
∗ + ( s ¯η1 + η¯2 ) − h 
2 
0 
3 
( s η¯′′ 1 + η¯′′ 2 ) 
s 2 + c 2 0 k 2 + β
1+ h 
2 
0 
k 2 
3 
. (3.10)
3.1.2. Inverse Laplace transform 
The inverse Laplace transform will be performed on the preceding result of η¯∗ in ( 3.10 ). Before that, however, notice that
the ratio (c 2 0 k 
2 + β) / (1 + h 2 0 k 2 / 3) in ( 3.10 ) is always positive, which will be deﬁned by ˜ ω 2 B > 0 , in this paper, for a function
˜ ω B : R → R + , i.e., 
˜ ω 2 B (k ) ≡
c 2 0 k 
2 + β
1 + h 2 0 k 2 
3 
> 0 , (3.11)
and ( 3.10 ) may be decomposed as 
η¯∗ = ˜ ω 
2 
B (k ) 
c 2 
0 
k 2 + β ·
[
s · η¯1 − h 
2 
0 η¯
′′ 
1 / 3 
s 2 + ˜ ω 2 
B 
(k ) 
+ η¯2 − h 
2 
0 η¯
′′ 
2 / 3 
s 2 + ˜ ω 2 
B 
(k ) 
+ ϕ¯ 
∗
s 2 + ˜ ω 2 
B 
(k ) 
]
= 
3 ∑ 
i =1 
f i (k, s ) . (3.12)
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 Here, ˜ ω 2 B of ( 3.11 ) is substituted into ( 3.10 ) with the deﬁnitions of f i for i = 1 , 2 , 3 
f 1 (k, s ) = 
˜ ω 2 B (k )[ ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 ] 
c 2 
0 
k 2 + β ·
s 
s 2 + ˜ ω 2 
B 
( k ) 
, (3.13) 
f 2 (k, s ) = 
˜ ω 2 B (k )[ ¯η2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 ] 
c 2 
0 
k 2 + β ·
1 
s 2 + ˜ ω 2 
B 
( k ) 
, (3.14) 
and 
f 3 (k, s ) = 
˜ ω 2 B (k ) ¯ϕ 
∗
c 2 
0 
k 2 + β ·
1 
s 2 + ˜ ω 2 
B 
(k ) 
. (3.15) 
It is interesting to note that ˜ ω 2 B of ( 3.11 ) approaches ω 
2 
B of the Boussinesq’s (imbedded inherent) dispersion relation ( 2.3 ),
as the pseudo-parameter β tends to zero: i.e., 
˜ ω 2 B → ω 2 B , as β → 0 . (3.16) 
Now turning to the inverse Laplace L −1 of η¯∗, we consider its ﬁrst part L −1 f 1 , which is calculated as (see Appendix A ) 
L −1 ( f 1 ) = 
[
η¯1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 
]
· ˜ ω 
2 
B 
c 2 
0 
k 2 + β cos ˜ ω B t. (3.17) 
Next, the calculation of L −1 f 2 is similar to the above (see Appendix B ) 
L −1 ( f 2 ) = 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
] ˜ ω B 
c 2 
0 
k 2 + β sin ˜ ω B t. (3.18) 
Finally, with Laplace convolution denoted by the notation ◦, we calculate L −1 f 3 , the result of which is written as (see
Appendix C ) 
L −1 ( f 3 ) = 
˜ ω B 
c 2 
0 
k 2 + β
∫ t 
0 
sin [ ˜  ω B (t − τ ) ] · ϕ¯ (k, τ ) dτ. (3.19) 
3.1.3. Inverse Fourier transform 
In order to arrive at F −1 L −1 f i for i = 1 , 2 , 3 , we still need to perform the inverse Fourier transform on the previous results,
L −1 f i for i = 1 , 2 , 3 , of ( 3.17 ), ( 3.18 ) and ( 3.19 ). We begin to consider F −1 L −1 f 1 , which may have an expression involving
Fourier convolution ∗(see Appendix D ): 
F −1 
(
L −1 f 1 
)
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
˜ ω 2 B (k ) cos 
[
˜ ω B (k ) t 
]
· cos [ k ( x − ξ ) ] 
c 2 
0 
k 2 + β ·
[
η1 ( ξ ) − h 2 0 η′′ 1 (ξ ) / 3 
]
d kd ξ (3.20) 
Next, we take inverse Fourier transformation on both sides of ( 3.18 ) and ( 3.19 ), giving (see Appendices E and F ) 
F −1 
(
L −1 f 2 
)
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] · cos [ k ( x − ξ ) ] ·
[
η2 (ξ ) − h 2 0 η′′ 2 (ξ ) / 3 
]
d kd ξ (3.21) 
and 
F −1 
(
L −1 f 3 
)
= 1 
π
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
˜ ω B (k ) · sin [ ˜  ω B (k )(t − τ ) ] 
c 2 
0 
k 2 + β · cos [ k ( ξ − x ) ] ϕ ( ξ , τ ) dξdτdk , (3.22) 
respectively. 
3.2. Formulating coupled integral equations 
In this subsection, making use of the results derived from the previous subsection, we formulate coupled nonlinear
integral equations, equivalent to ( 2.6 ). 
We ﬁrst try to form an integral formalism involving the wave elevation η and its partials. Recall that η is formally
recovered by taking the two successive inverse Fourier and Laplace transforms on both sides of ( 3.12 ). i.e., 
η = F −1 L −1 η¯∗ = 
3 ∑ 
i =1 
F −1 L −1 f i (k, s ) . (3.23) 
By substituting ( 3.20 ), ( 3.21 ) and ( 3.22 ) into the above, we then have an integral formalism 
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 η(x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
g ( j) (x, t, ξ , k ) 
[
η j ( ξ ) − h 2 0 η′′ j (ξ ) / 3 
]
dk dξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , k, τ ) ϕ ( ξ , τ ) dξdτdk (3.24)
for a pseudo-parameter β > 0 . Here, the kernels g ( j) : R × R + × R × R + → R for j = 1 , 2 and g (3) : R × R + × R × R + × R + →
R are deﬁned by 
g (1) (x, t, ξ , k ) ≡ ˜ ω 
2 
B (k ) 
π
(
c 2 
0 
k 2 + β
) cos [ ˜  ω B (k ) t ] · cos [ k ( x − ξ ) ] , (3.25)
g (2) (x, t, ξ , k ) ≡ ˜ ω B (k ) 
π
(
c 2 
0 
k 2 + β
) sin [ ˜  ω B (k ) t ] · cos [ k ( x − ξ ) ] , (3.26)
and 
g (3) (x, t, ξ , k, τ ) ≡ ˜ ω B (k ) 
π(c 2 
0 
k 2 + β) · sin [ ˜  ω B (k )(t − τ ) ] · cos [ k ( ξ − x ) ] . (3.27)
The integral formalism ( 3.24 ) is further arranged as 
η(x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
[
g ( j) (x, t, ξ , k ) − h 
2 
0 
3 
g ξξ
( j) (x, t, ξ , k ) 
]
η j ( ξ ) d k d ξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , k, τ ) ϕ ( ξ , τ ) dξd τd k (3.28)
by integration by parts applied twice and far ﬁled conditions ( 3.6 ): ∫ ∞ 
−∞ 
∫ ∞ 
0 
g ( j) (x, t, ξ , k ) η′′ j (ξ ) dk dξ = 
∫ ∞ 
0 
(∫ ∞ 
−∞ 
g ( j) (x, t, ξ , k ) η′′ j (ξ ) dξ
)
dk 
= −
∫ ∞ 
0 
(∫ ∞ 
−∞ 
g ξ
( j) (x, t, ξ , k ) η′ j (ξ ) dξ
)
dk 
= 
∫ ∞ 
0 
(∫ ∞ 
−∞ 
g ξξ
( j) (x, t, ξ , k ) η j (ξ ) dξ
)
dk, j = 1 , 2 (3.29)
The second order derivative of g ξξ
( j) in the kernels appearing in ( 3.28 ) may be reduced with the relation 
g ξξ
( j) (x, t, ξ , k ) = −k 2 · g ( j) (x, t, ξ , k ) , j = 1 , 2 . (3.30)
Hence, ( 3.28 ) is, by virtue of ( 3.30 ), represented as 
η(x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
(
1 + h 2 0 k 2 / 3 
)
g ( j) (x, t, ξ , k ) η j ( ξ ) dk dξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , k, τ ) ϕ ( ξ , τ ) dξdτdk, (3.31)
which is to be considered as our integral formalism in this paper corresponding the classical Boussinesq Eq. (2.1) or ( 2.6 ). 
Next, suppose that we introduce new variables 
ζ ≡ ηx and ψ ≡ ζx (3.32)
which are physically related to the wave slope and its derivative, respectively. Then, ( 3.31 ) becomes an integral equation
involving three unknown variables η, ζ and ψ
η(x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
( 1 + h 2 0 k 2 / 3 ) g ( j) (x, t, ξ , k ) η j (ξ ) dk dξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , k, τ )[3 g( ζ 2 + η · ψ ) + β · η(ξ , τ )] dξdτdk. (3.33)
Here, ϕ in ( 3.31 ) is replaced by (due to ( 2.7 )) 
ϕ = 3 g( ηx · ηx + η · ηxx ) + β · η (3.34)
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 because ( η2 ) xx = (2 η · ηx ) x = 2 ηx · ηx + 2 η · ηxx and c 2 0 / h 0 = g from ( 2.2 ). And ( 3.31 ) can be differentiated with respect to x ,
producing a wave slope expression 
ζ (x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
(
1 + h 2 0 k 2 / 3 
)
g x 
( j) (x, t, ξ , k ) η j ( ξ ) dk dξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g x 
(3) (x, t, ξ , k, τ ) 
[
3 g 
(
ζ 2 + η · ψ 
)
+ β · η(ξ , τ ) 
]
dξdτdk . (3.35) 
The above result can be differentiated again with respect to x , presenting 
ψ(x, t) = 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
(
1 + h 2 0 k 2 / 3 
)
g xx 
( j) (x, t, ξ , k ) η j ( ξ ) dk dξ
+ 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g xx 
(3) (x, t, ξ , k, τ ) 
[
3 g 
(
ζ 2 + η · ψ 
)
+ β · η(ξ , τ ) 
]
dξdτdk. (3.36) 
All the three equations of ( 3.33 ), ( 3.35 ) and ( 3.36 ) are independent, because their individual kernels are different from
each other. In fact, they constitute three coupled integral equations of the second kind for the unknowns η, ζ and ψ . 
Remark 1. The integral equations of ( 3.33 ), ( 3.35 ) and ( 3.36 ) have inherent stability properties, because they are of the second
kind. In addition, their kernel functions may be considered as Green’s functions, which will be superposed to furnish three different
( integral ) operators later in Section 3.3 . 
3.3. Constructing solution procedure 
The successive approximation, also known as of Banach ﬁxed point theorem, will be applied to the coupled integral
equations formulated in the previous subsection, leading to an iterative method for solving ( 2.1 ). 
For systematic analysis, we need some preliminaries of background material of function spaces. Let X T be the set of
continuous and bounded functions, deﬁned on R × [0 , T ] for T > 0 and, speciﬁcally, X 0 be the set of continuous and bounded
functions deﬁned on R . Then, we can introduce some operators on X T and X 0 , associated with the integral equations of
( 3.33 ), ( 3.35 ) and ( 3.36 ), we deﬁne two linear operators G (i ) : X 0 → X T , j = 1 , 2 , 
G (i ) (u )(x, t) ≡
∫ ∞ 
−∞ 
∫ ∞ 
0 
(1 + h 2 0 k 2 / 3) g ( j) (x, t, ξ , k ) u ( ξ ) dk dξ, (3.37) 
for any u ∈ X 0 , and a linear operator G (3) : X T → X T 
G (3) ( v ) (x, t) ≡
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
g (3) (x, t, ξ , k, τ ) v (ξ , τ ) dξdτdk (3.38) 
for any v ∈ X T . 
Turning to the coupled integral equations, we express the ﬁrst of them in terms of the operators just deﬁned in ( 3.37 )
and ( 3.38 ) as 
η = 
2 ∑ 
j=1 
G ( j) ( η j ) + G (3) [ 3 g( ζ 2 + η · ψ ) + β · η] . (3.39) 
The functional structure of the right hand side of ( 3.39 ) may be examined effectively with a combined operator B : X 2 0 × X 3 T 
→ X T , deﬁned by 
B( u , v ) ≡
2 ∑ 
j=1 
G ( j) ( u j ) + G (3) 
(
3 g( v 2 2 + v 1 · v 3 ) + β · v 1 
)
(3.40) 
for u j ∈ X 0 , j = 1 , 2 and v j ∈ X T , j = 1 , 2 , 3 . Here, u = ( u 1 , u 2 ) and v = ( v 1 , v 2 , v 3 ) are elements in the Cartesian products
X 2 
0 
= X 0 × X 0 and X 3 T = X T × X T × X T , respectively: i.e., u ∈ X 2 0 and v ∈ X 3 T . 
If ( 3.40 ) is differentiated with respect to x once and twice, it leads us to further deﬁne an operator B : X 2 
0 
× X 3 
T 
→ X 3 
T 
B ( u , v ) ≡ ( B( u , v ) , B x ( u , v ) , B xx ( u , v ) ) , (3.41) 
for u ∈ X 2 
0 
and v ∈ X 3 
T 
, which will be called, in this paper, a Boussinesq operator associated with ( 2.1 ). The so deﬁned Boussi-
nesq operator B in ( 3.41 ) permits the coupled integral equations of ( 3.33 ), ( 3.35 ) and ( 3.36 ) to be abbreviated dramatically
and recast in the form 
η = B ( η0 , η) (3.42) 
with η = (η, ζ , ψ) and η0 = ( η1 , η2 ) of the initial conditions ( 2.5 ). 
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 With η0 = ( η1 , η2 ) being kept ﬁxed, the Boussinesq operator B can be thought of as a transformation from a solution
space 
S = X T × X T × X T (3.43)
into itself, i.e., B : S → S. From this view point, solutions η ∈ S of ( 3.42 ) are ﬁxed points of B , since elements η are invariant
under the mapping B . That is, ( 3.42 ) is in a ﬁxed form . 
Our aim here is to ﬁnd a ﬁxed point η in the solution space S by ﬁxed point approach. To be speciﬁc, we apply Banach
ﬁxed point theorem or successive approximation (see [15] ) to ( 3.42 ), proposing a functional iteration for ηn = ( ηn , ζ n , ψ n ) ∈
S: 
ηn +1 = B ( η0 , ηn ) , n = 0 , 1 , 2 , .. (3.44)
with the initial start 
η0 = (0 , 0 , 0) . (3.45)
Remark 2. The output of the proposed iteration ( 3.44 ) will give not only the solutions η but their derivatives of ηx and ηxx as a
bonus from ( 3.32 ), if the iteration converges. 
Remark 3. To run the iteration ( 3.44 ), the operators G ( j) , j = 1 , 2 , 3 of ( 3.37 ) and ( 3.38 ), whose kernels are g (i ) , j = 1 , 2 , 3 of
( 3.25 ), ( 3.26 ) and ( 3.27 ), should be calculated numerically beforehand. However, all the kernels have, fortunately, singularities of
( simple ) poles at 
k = ±
√ 
β
c 
0 
i (3.46)
off the real line R , due to the introduction of the pseudo-parameter β > 0 in Section 2 . Thus, the numerical calculation of the
operators G ( j) , j = 1 , 2 , 3 may be possible by the use of (conventional) regular numerical integration, e.g. , the trapezoidal rule,
and so on. 
4. Preserving dispersion-relation 
We now investigate the numerical dispersion-relation of the iterative method proposed through the pair of ( 3.44 ) and
( 3.45 ), which, as discussed in introduction, has been rarely studied for the Boussinesq (type) equations (of course, the clas-
sical Boussineq Eq. (2.1) ). But it is worth exploring since it is extremely crucial in evaluating the method’s performance [7] . 
We assume that the wave motion of ( 2.1 ) is so small that the quadratic quantities appearing in the iteration ( 3.44 ) such
as ζ 2 = ηx · ηx and η · ψ = η · ηxx can be ignored. Then, ( 3.44 ) reduces to a simple iteration only involved in single ηn , even
though the iteration ( 3.44 ) may, in general nonlinear case, be involved in ηn as well as ζ n and ψ n : 
ηn +1 = B( η0 , ( ηn , 0 , 0)) (4.1)
= 
2 ∑ 
j=1 
G ( j) ( η j ) + β · G (3) ( ηn ) , n = 0 , 1 , 2 , .. (4.2)
With a modiﬁed Boussinesq operator ˆ B : X T → X T deﬁned by 
ˆ B (v ) ≡ B( η0 , (v , 0 , 0)) (4.3)
for v ∈ X T , ( 4.1 ) may be written in a more compact way, 
ηn +1 = ˆ B ( ηn ) , n = 0 , 1 , 2 , . . . (4.4)
In relation with ( 4.4 ), we would like to prove that the sequences { ηn } for n = 0 , 1 , 2 , .. converge uniquely true solutions
which have the dispersion-relation of ( 2.3 ). The proof consists of three steps ( Sections 4.1, 4.2 and 4.3 ). We start by showing
some mathematical properties of the modiﬁed Boussinesq operator ˆ B in ( 4.4 ). 
4.1. Proof of contraction ˆ B 
This subsection is devoted to the proof of contractive properties of ˆ B . Before the detailed proof begins, we introduce the
(sup) norm of continuous and bounded functions v (x, t) , i.e., v ∈ X T , which is 
‖ v ‖ X T = sup 
x ∈ R 
0 ≤t≤T 
| v (x, t) | . (4.5)
Similarly, the (sup) norm of continuous and bounded functions u (x ) in the space X 0 is introduced: 
‖ u ‖ X 0 = sup 
x ∈ R 
| u (x ) | , u ∈ X 0 (4.6)
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 From ( 3.38 ), we have 
| G (3) (v ) | ≤
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
| g (3) (x, t, ξ , k, τ ) | · | v (ξ , τ ) | d ξd τd k 
≤
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
| g (3) (x, t, ξ , k, τ ) | · sup 
ξ∈ R 
0 ≤τ≤t(≤T ) 
| v (ξ , τ ) | d ξd τd k (4.7) 
for v ∈ X T , which immediately provides the inequality ∣∣G (3) ( v ) ∣∣
‖ v ‖ X T 
≤
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
∣∣g (3) (x, t, ξ , k, τ ) ∣∣dξdτdk (4.8) 
by using deﬁnition ( 4.5 ). Taking supremum to the above leads to 
sup 
x ∈ R 
0 ≤t≤T 
∣∣G (3) ( v ) ∣∣
‖ v ‖ X T 
≤ sup 
x ∈ R 
0 ≤t≤T 
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
∣∣g (3) (x, t, ξ , k, τ ) ∣∣dξdτdk (4.9) 
or ∥∥G (3) ( v ) ∥∥
X T 
‖ v ‖ X T 
≤
∥∥∥∥
∫ ∞ 
0 
∫ t 
0 
∫ ∞ 
−∞ 
∣∣g (3) (x, t, ξ , k, τ ) ∣∣dξdτdk ∥∥∥∥
X T 
. (4.10) 
Thus, the ratio ‖ G (3) (v ) ‖ X T / ‖ v ‖ X T in the left hand side in ( 4.10 ) is bounded, whose supremum will be denoted by σ ∈ R + :
i.e., 
σ = sup 
v =0 
‖ G (3) (v ) ‖ X T 
‖ v ‖ X T 
(4.11) 
or 
‖ G (3) (v ) ‖ X T ≤ σ · ‖ v ‖ X T . (4.12) 
Now we are ready to estimate the norm difference between ˆ B ( v 1 ) and ˆ B ( v 2 ) for v 1 , v 2 ∈ X T : i.e., 
‖ ˆ  B ( v 1 ) − ˆ B ( v 2 ) ‖ X T = | β| ·
∥∥G (3) ( v 1 − v 2 ) ∥∥X T 
≤ β · σ · ‖ v 1 − v 2 ‖ X T , (4.13) 
where deﬁnition ( 4.3 ) together with ( 4.2 ), linear properties of the operator G (3) , and inequality ( 4.12 ) are used. If v 1  = v 2 ,
( 4.13 ) can be divided by the norm of ‖ v 1 − v 2 ‖ X T , giving an inequality in the form of Lipschitz condition on ˆ B 
‖ ˆ  B ( v 1 ) − ˆ B ( v 2 ) ‖ X T 
‖ v 1 − v 2 ‖ X T 
≤ β · σ. (4.14) 
In the case of values for β · σ less than unity, i.e., 
σ < 1 /β (4.15) 
( 4.14 ) implies that the modiﬁed Boussinesq operator ˆ B in ( 4.3 ) has contractive properties, as is required, which completes
the proof. 
Remark 4. The right hand side of ( 4.11 ) may be also denoted by 
‖ G (3) ‖ op ≡ sup 
v =0 
‖ G (3) (v ) ‖ X T 
‖ v ‖ X T 
, (4.16) 
where ‖ ·‖ op is often called an operator norm. 
4.2. Proof of convergence and unique existence in the presence of truncation errors 
We prove the convergence and unique existence of the iteration ( 4.4 ), in the presence of numerical errors, on the base of
the fact that ˆ B in ( 4.3 ) is contractive with the condition ( 4.15 ). Here, the numerical errors may include the truncation (and
even round-off) errors caused by numerical discretizations, for instance, incurred by ﬁnite-difference approximations. 
We ﬁrst note that ˆ B is a contraction (or a contractive mapping) with the condition ( 4.15 ) and the solution space ˆ S =
X T equipped with the norm ( 4.5 ) becomes a normed space which is complete, i.e., it is a Banach space, (see [15] ). Then,
according to Banach ﬁxed point theorem, the contraction ˆ B on ˆ S may have one and only one ﬁxed point ηﬁx in the Banach
space ˆ S . Furthermore, the solution ηﬁx ∈ ˆ S can be constructed by successive iteration ( 4.4 ), giving 
ηn → η as n → ∞ . (4.17) ﬁx 
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 In other words, the sequence { ηn } for n = 0 , 1 , 2 , .. generated by ( 4.4 ) converges to the unique solution ηﬁx , if the condi-
tion ( 4.15 ) is satisﬁed. 
If we perturb the modiﬁed Boussinesq operator ˆ B by a small amount δ > 0 satisfying ∥∥ ˆ B δ − ˆ B ∥∥op ≤ δ. (4.18)
Here, ˆ B δ denotes a perturbed operator, which may result from the usual numerical discretization of ( 4.4 ) and δ > 0 may,
in practice, account for the truncation errors. Then, associated with ˆ B δ , there exists a sequence of { ηn δ} generated by 
ηn +1 
δ
= ˆ B δ(ηn δ ) , n = 0 , 1 , 2 , . . . , (4.19)
instead of ( 4.4 ), which, under a condition similar to ( 4.15 ), converges to, say, a ﬁxed point ηδﬁx for 
ηδﬁx = ˆ B δ( ηδﬁx ) . (4.20)
We thus have 
ηn δ → ηδﬁx as n → ∞ . (4.21)
Next, we turn to the distance between the ηﬁx in ( 4.17 ) and the ηδﬁx in ( 4.21 ) 
‖ ηδﬁx − ηﬁx ‖ X T = ‖ ˆ  B δ( ηδﬁx ) − ˆ B ( ηδﬁx ) + ˆ B ( ηδﬁx ) − ˆ B ( ηﬁx ) ‖ X T 
≤ ‖ ˆ  B δ( ηδﬁx ) − ˆ B ( ηδﬁx ) ‖ X T + ‖ ˆ  B ( ηδﬁx ) − ˆ B ( ηﬁx ) ‖ X T 
≤ ‖ ( ˆ  B δ − ˆ B )( ηδﬁx ) ‖ X T + β · σ‖ ηδﬁx − ηﬁx ‖ X T (4.22)
where triangular inequality and the property of contraction ˆ B in ( 4.14 ) are used. This leads to 
‖ ηδﬁx − ηﬁx ‖ X T 
‖ ηδﬁx ‖ X T 
≤ 1 
1 − β · σ ·
∥∥( ˆ  B δ − ˆ B )( ηδﬁx ) ∥∥X T 
‖ ηδﬁx ‖ X T 
≤ 1 
1 − β · σ ·
∥∥ ˆ B δ − ˆ B ∥∥op 
≤ δ
1 − β · σ (4.23)
by the properties of the operator norm ‖ ·‖ op in ( 4.16 ) and the inequality ( 4.18 ), which means that the distance
‖ ηδﬁx − ηﬁx ‖ X T is small, whenever δ > 0 is small, i.e., 
ηδﬁx → ηﬁx as δ → 0 . (4.24)
Finally, we arrive at our aim 
ηn δ → ηﬁx as n → ∞ , δ → 0 (4.25)
due to the inequality ∥∥ηn δ − ηﬁx ∥∥X T ≤ ∥∥ηn δ − ηδﬁx ∥∥X T + ‖ ηδﬁx − ηﬁx ‖ X T (4.26)
together with ( 4.21 ) and ( 4.24 ). Therefore, our numerical solutions ηn 
δ
, in the presence of errors δ > 0 , can be suﬃciently
close to the solution ηﬁx , when δ is arbitrary small for an arbitrary large n . This completes the proof. 
4.3. Proof of dispersion-relation preservation 
In this subsection, we will prove that the unique solution ηﬁx describes a dispersive wave system whose dispersive nature
is truly ( 2.3 ). We ﬁrst need to establish a closed form of the ηﬁx . 
T aking the limit of ( 4.4 ), as n approaches inﬁnity and β approaches zero, yields 
lim 
n →∞ lim β→ 0 
ηn +1 = lim 
n →∞ lim β→ 0 
ˆ B ( ηn ) . (4.27)
Using ( 4.17 ), the left hand side of ( 4.27 ) becomes 
lim 
β→ 0 
( lim 
n →∞ η
n +1 ) = lim 
β→ 0 
ηﬁx = ηﬁx (4.28)
because ηﬁx is independent of β . On the other hand, the right hand is calculated as 
lim 
n →∞ 
[ 
lim 
β→ 0 
ˆ B ( ηn ) 
] 
= lim 
n →∞ 
[ 
lim 
β→ 0 
( 
2 ∑ 
j=1 
G ( j) ( η j ) + β · G (3) ( ηn ) 
) ] 
= lim 
n →∞ 
( 
lim 
β→ 0 
2 ∑ 
j=1 
G ( j) ( η j ) 
) 
= lim 
β→ 0 
2 ∑ 
j=1 
G ( j) ( η j ) (4.29)
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 from ( 4.2 ). Thus, the ηﬁx is ﬁnally found to be 
ηﬁx = lim 
β→ 0 
2 ∑ 
j=1 
G ( j) ( η j ) = lim 
β→ 0 
2 ∑ 
j=1 
∫ ∞ 
−∞ 
∫ ∞ 
0 
(1 + h 2 0 k 2 / 3) g ( j) (x, t, ξ , k ) η j ( ξ ) dk dξ (4.30) 
from ( 3.37 ). 
We next examine the integrals in the above equation, denoted by 
I j = 
∫ ∞ 
−∞ 
∫ ∞ 
0 
(1 + h 2 0 k 2 / 3) g ( j) (x, t, ξ , k ) η j ( ξ ) dk dξ, j = 1 , 2 . (4.31) 
By ( 3.11 ) and ( 3.25 ), the ﬁrst integral I 1 may be written in the form 
I 1 = 1 
π
∫ ∞ 
0 
[ F 1 (k ) cos ˜ ω B t cos kx ] d k + 1 
π
∫ ∞ 
0 
[ F 2 (k ) cos ˜ ω B t sin kx ] d k (4.32) 
with the wave spectra of F 1 (k ) and F 2 (k ) 
F 1 (k ) = 
∫ ∞ 
−∞ 
( cos kξ ) η1 ( ξ ) dξ , F 2 (k ) = 
∫ ∞ 
−∞ 
( sin kξ ) η1 ( ξ ) dξ . (4.33) 
Physically, I 1 in ( 4.32 ) describes a dispersive wave system having two wave modes of dispersions 
˜ ω B (k ) and − ˜ ω B (k ) (4.34) 
since the products of trigonometric functions in ( 4.32 ) are decomposed into the two modes, for example, 
cos ˜ ω B t · cos kx = 1 
2 
[ cos (kx − ˜ ω B t) + cos (kx + ˜ ω B t) ] . (4.35) 
The ﬁrst mode corresponds to waves moving to the right and the second mode waves moving to the left. In a similar
manner, the second integral I 2 can be also seen to have the same physical interpretation as the ﬁrst integral I 1 . 
Returning to ( 4.30 ), we ﬁnally observe that the unique solution ηﬁx describes a propagating wave which has two modes
of dispersive nature, characterized by 
ω = ± lim 
β→ 0 
˜ ω B (k ) = ±ω B (k ) (4.36) 
due to ( 3.16 ). That is, ( 4.36 ) describes the (numerical) dispersion-relation of the method proposed in this paper and it is
the same as the (inherent or physical) dispersion-relation ( 2.3 ) imbedded in the classical Boussinesq Eq. (2.1) as is required
before, (however, in general, they may be different from each other depending on numerical methods, as discussed in intro-
duction) completing the proof. 
4.4. Simulating the numerical dispersion-relation 
Here, we will perform numerical studies on the collapse of a rectangular bump (of width b and height q ) of water to
investigate the numerical dispersion-relation ( 4.36 ) of the method proposed in this paper. 
Imposing the initial conditions ( q/b << 1 ) 
η1 (x ) = 
{
q > 0 −b/ 2 ≤ x ≤ b/ 2 
0 otherwise 
and η2 (x ) = 0 , (4.37) 
we iterate ( 4.4 ), which is a linear version of ( 3.44 ), with ( 4.37 ) to obtain convergence behavior ( β = 0 . 5 ) for the wave
propagation for the collapse as displayed in Fig. 2 . Here, for the computation of integrals appearing in ( 4.2 ), the usual
numerical trapezoidal integration rule is applied with the increments of x = 0 . 15 and t = 0 . 1 : b = 2 , q = 10 −4 , h 0 = 0 . 5 .
A fairly reasonable wave solution is seen by just ﬁrst iteration (i.e., n = 1 ) and convergence rate appears to be so high that
an almost converged solution is achieved with only n = 16 . 
Fig. 3 shows a series of snapshots (right) of a slowly varying wave train (of the converged solution in Fig. 2 ) at speciﬁc
times. Here, we also see local wavelength λ and local wave period T p , whose ratio is local phase velocity, v p = λ/ T p . It should
be noted that the λ and the T p are related through the (numerical) dispersion-relation ( 4.36 ), because the slowly varying
wave train describes a numerical wave propagation, whose dispersive nature is characterized by ( 4.36 ). 
In Table 1 , based on numerical data (of the converged solution) in Fig. 2 , numerical phase velocities λ/ T p are tabulated
for various water depth h 0 in v p -column and their dimensionless ones v 2 p /g h 0 are listed in v 2 p /g h 0 -column. Notice that these
values, in fact, result from the numerical dispersion-relation ( 4.36 ), while the values of v 2 p /g h 0 calculated by ( 2.3 ), i.e., 
v 2 p 
g h 0 
= ω 
2 
B / k 
2 
g h 0 
= 1 
1 + h 2 0 k 2 
3 
, (4.38) 
listed in Eq. (4.38) -column, result from the (inherent) dispersion-relation ( 2.3 ) imbedded in ( 2.1 ). 
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Fig. 2. Convergence behavior of iterative wave solutions for collapse of a rectangular bump ( β = 0 . 5 ): x = 0 . 15 , t = 0 . 1 , b = 2 , q = 10 −4 , h 0 = 0 . 5 . 
Fig. 3. Illustration of local wavelength λ and local wave period T p of a slowly varying wave train: a (local) part of the converged solution in Fig. 2 . 
 
 
 
 
 
 
 
 
 In Fig. 4 , the two (dimensionless) phase velocities of the v 2 p /g h 0 -column and Eq. (4.38) -column in Table 1 are graphically
compared with respect to relative wave number k h 0 . They reasonably coincide with each other, as should be expected from
the preserving result in Section 4.3 , that is, ( 4.36 ) is the same as ( 2.3 ). As a result, the dispersion-relation preserving nature
is numerically conﬁrmed by the present numerical experiment on the bump-collapse. 
So far, we have focused mainly on the linear aspect of the method, however, in the next section, we shall explore the
nonlinear feature of numerical solutions. This may be best illustrated by observing solitary waves, because they are localized
propagating waves arising from a balance between the nonlinear and dispersive effects. 
5. Nonlinear numerical experiments 
In this section, we will perform numerical experiments on solitary wave propagations including collision to demon-
strate that the iterative method proposed in Section 3 also works well for nonlinear solutions. Besides, we examine how
the pseudo-parameter β introduced in Section 2 effects on iterative solution’s convergence rate and accuracy. This suggests
that the artiﬁcially introduced (pseudo-parameter) β may be viewed as a parameter to control the convergence rate and
accuracy of the proposed method. Let us begin with a single solitary wave. 
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Table 1 
Phase velocity obtained by the proposed method. 
h 0 λ T p kh 0 v p ( = λ/ T p ) v 2 p /g h 0 Eq. (4.38) Error 
0 .4 2 .7684 1 .5767 0 .9078 1 .7558 0 .7856 0 .7845 1.4491e-3 
0 .5 3 .6870 1 .8386 0 .8521 2 .0053 0 .8199 0 .8051 1.8268e-2 
0 .6 3 .8720 1 .7962 0 .9736 2 .1556 0 .7895 0 .7599 3.8923e-2 
0 .8 4 .7660 1 .9433 1 .0547 2 .4525 0 .7664 0 .7295 5.0566e-2 
0 .9 4 .4356 1 .8086 1 .2749 2 .4526 0 .6813 0 .6486 5.0390e-2 
1 .0 4 .6386 1 .8348 1 .3545 2 .5281 0 .6515 0 .6461 4.9950e-2 
1 .2 4 .5617 1 .7984 1 .6529 2 .5365 0 .5465 0 .5234 4.4253e-2 
1 .5 6 .8070 2 .1833 1 .3846 3 .1178 0 .6606 0 .6101 8.2703e-2 
Fig. 4. Phase velocities squared as a function of relative wave number k h 0 . 
 
 
 
 
 5.1. Single solitary wave 
We consider a single solitary wave (also called a soliton) and introduce three appropriate non-dimensional ﬂow variables,
deﬁned by 
η∗ = 3 η
2 h 0 
, t ∗ = t 
√ 
3 g 
h 0 
and x ∗ = 
√ 
3 
x 
h 0 
. (5.1) 
Then, through the transformation ( 5.1 ), the dimensionless wave motion η∗ is governed by a non-dimensionalized equa-
tion 
η∗t ∗t ∗ − η∗x ∗x ∗ − η∗x ∗x ∗t ∗t ∗ = 
(
η∗2 
)
x ∗x ∗
(5.2) 
in the dimensionless space ( x ∗, t ∗) , where ( 5.2 ) is often referred to as the (diemsionless) improved Boussinesq one, as
mentioned before; see [10–13] . 
It has an exact solution of (right-moving) solitary wave of dimensionless amplitude a > 0 and propagating speed v , ex-
pressed in the form 
η∗solitary ( x 
∗, t ∗) = a · sec h 2 
[ 
1 
v 
√ 
a 
6 
( x ∗ − v t ∗) 
] 
for v = 
√ 
1 + 2 
3 
a , (5.3) 
which may be written in original physical variables 
ηsolitary (x, t) = 
2 a h 0 
3 
sec h 2 
[ 
1 
v h 0 
√ 
a 
2 
(
x − v 
√ 
g h 0 · t 
)] 
. (5.4) 
We now simulate numerically the solitary wave of ( 5.3 ) or ( 5.4 ) by the iteration ( 3.44 ) using the initial conditions given
by 
η1 (x ) = ηsolitary (x, 0) = 
2 a h 0 
3 
sec h 2 
[ 
1 
v h 0 
√ 
a 
2 
x 
] 
(5.5) 
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Fig. 5. Convergence characteristics of the proposed method dependent on the pseudo-parameter β for two single solitary waves of (a) a 1 = 0 . 4 and (b) 
a 2 = 0 . 5 . 
 
 
 
 
 
 
t  
 
 
 
 
 
 
 and 
η2 (x ) = 
∂ ηsolitary 
∂t 
(x, 0) = 2 a 
√ 
2 ag h 0 
3 
sec h 2 
[ 
1 
v h 0 
√ 
a 
2 
· x 
] 
· tanh 
[ 
1 
v h 0 
√ 
a 
2 
· x 
] 
. (5.6)
Here, for two solitary waves of different dimensionless amplitudes of a 1 = 0 . 4 and a 2 = 0 . 5 , the dimensionless space and
time domains are chosen as −17 . 3 < x ∗ < 20 . 9 and 0 < t ∗ < 5 . 4 , respectively, with the increments of x ∗ = 0 . 35 and t ∗ =
0 . 11 . 
Fig. 5 indicates the errors against iteration number for the calculated solutions η∗
proposed 
through the iteration ( 3.44 ),
where Err is deﬁned as 
Err = 
∥∥η∗
solitary 
− η∗
proposed 
∥∥
2 ∥∥η∗
solitary 
∥∥
2 
. (5.7)
In the above, L2 norm ‖ ·‖ 
2 
is taken over the x variable only with time t kept ﬁxed (two speciﬁed times, t ∗ = 2 . 71 and
 
∗ = 5 . 42 ). The errors appear to be signiﬁcantly reduced as the number of iterations n increases. In addition, this convergence
characteristic of the proposed method may depend on the artiﬁcially introduced pseudo-parameter β , as is clearly revealed
in the ﬁgure. Thus, it is a parameter which controls the convergence characteristic (convergence rate and accuracy) of the
proposed method. It is interesting to observe that the smaller β tends to contribute to more accuracy and faster convergence.
Physically, we notice that the value of a 2 is greater than that of a 1 , making the propagating velocity of a 2 -solitary wave
faster than that of a 1 -one, since 
v 1 = 
√ 
1 + 2 
3 
a 1 < v 2 = 
√ 
1 + 2 
3 
a 2 for a 1 < a 2 . (5.8)
This nonlinear situation may be best illustrated in Fig. 6 , where the two propagating solitary waves are compared to each
other at two speciﬁc times t ∗ = 16 . 3 and 32 . 5 , respectively. The numerical values for propagating velocities of solitary waves
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Fig. 6. Comparison of a 1 - and a 2 - solitary waves at two speciﬁc times: x 
∗ = 0 . 35 , −17 . 3 < x ∗ < 32 . 5 , t ∗ = 1 . 09 , 0 < t ∗ < 32 . 5 , β = 0 . 5 . 
Table 2 
Propagating velocities of solitary waves by proposed method 
compared to theoretical results of 
√ 
1 + 2 a/ 3 . 
time Vel. Theoretical Proposed Error 
t ∗ = 16 . 3 v 1 1 .1255 1 .1271 1.4216e-3 
v 2 1 . 1547 1 .1574 2.3383e-3 
t ∗ = 32 . 5 v 1 1 . 1255 1 .1263 7.1080e-4 
v 2 1 . 1547 1 .1564 1.4722e-3 
Table 3 
Error comparison between Wang et 
al. [11] and the proposed method: 
Err in ( 5.7 ) accomplished at t ∗ = 1 . 
Err [11] Err [Proposed] 
| 1 .2513e-4 ( β = 0.1) 
1 .2527e-4 ( β = 0.5) 
6.15e-04 1 .2545e-4 ( β = 1.0) 
| 1 .2685e-4 ( β = 5.0) 
1 .2867e-4( β = 10.0) 
 
 
 
 
 
 
 produced by the proposed method, compared to theoretical results 
√ 
1 + 2 a/ 3 of ( 5.3 ), ar e tabulated in Table 2: their err ors
are found to be approximately less than 0.003. 
Wang et al. [11] designed, as an earlier excellent numerical work, energy-preserving ﬁnite volume element method to
obtain the numerical solution of the single solitary wave ( a 2 -solitary wave: a 2 = 0 . 5 ), where the time domain of 0 < t ∗ < 1
and the increments of x ∗ = 0 . 2 , t ∗ = 0 . 02 were chosen. The resulting error is compared to the proposed method with
the same discretized condition (or 0 < t ∗ < 1 , x ∗ = 0 . 2 , t ∗ = 0 . 02 ). The comparison is made in Table 3 , which, however,
shows that the method proposed here may be superior at least for the range β = 0.1 ∼10.0. 
5.2. Two solitary waves 
We consider two solitary waves, η+ 
solitary 
and η−
solitary 
, moving on a collision course: 
η+ 
solitary 
(x, t) = 2 a 
+ h 0 
3 
sec h 2 
[ 
1 
v h 0 
√ 
a + 
2 
(
x − v + 
√ 
g h 0 · t − x + 0 
)] 
, v + = 
√ 
1 + 2 
3 
a + (5.9) 
η−
solitary 
(x, t) = 2 a 
−h 0 
3 
sec h 2 
[ 
1 
v h 0 
√ 
a −
2 
(
x + v −
√ 
g h 0 · t − x −0 
)] 
, v − = 
√ 
1 + 2 
3 
a − (5.10) 
Here, η+ 
solitary 
describes a solitary wave, initially located at x = x + 
0 
, which propagates to right with speed v + 
√ 
g h 0 and am-
plitude 2 a + h 0 / 3 , whereas η−solitary represents a left-going solitary wave with speed v 
−√ g h 0 and amplitude 2 a −h 0 / 3 , being
initially located at x = x −
0 
. 
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Fig. 7. Convergence behaviors of iterative solutions for solitary wave collisions ( β = 1 ). 
 
 
 
 
 
 
 
 The two individual solitary waves may collide, however, a deﬁning feature may be that they would pass through one
another and emerge unaltered in shape, amplitude, and speed from the (nonlinear) collision. This remarkable property is to
be explored by the method proposed in this paper. For that, we will impose the following initial conditions 
η1 (x ) = η+ solitary (x, 0) + η−solitary (x, 0) , (5.11)
η2 (x ) = 
∂η+ 
solitary 
∂t 
(x, 0) + 
∂η−
solitary 
∂t 
(x, 0) . (5.12)
In Fig. 7 , the convergence behaviors of the method for the collision of the two solitary waves are plotted with the dimen-
sionless domain of space, −34 . 6 < x ∗ < 34 . 6 , (its increment x ∗ = 0 . 35 ) and the dimensionless time domain, 0 < t ∗ < 32 . 5 ,
(its increment t ∗ = 1 . 09 ). In Fig. 7 (a), the dimensionless amplitudes (regarded as the strength of nonlinearity) for η+ 
solitary
and η−
solitary 
are selected to be a + = 0 . 4 and a − = 0 . 4 , respectively, together with x + 
0 
= −10 . 0 and x −
0 
= 10 . 0 . Analogously, in
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Fig. 8. Contour lines for the converged solutions in Fig. 7 . 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 7 (b), a + = 0 . 4 for η+ 
solitary 
and a − = 0 . 5 for η−
solitary 
. That is, Fig. 7 (a) represents the collision with same amplitudes of
solitary waves, while Fig. 7 (b) treats the collision with different amplitudes. The ﬁrst iterated solution ( n = 1) seems to be
valid for the initial stage of time evolution, as is presented in both Fig. 7 (a) and (b). However, when n = 16, we arrive at
converged solutions η∗
collision 
describing the nature of collisions of the two solitary waves; i.e., it is clearly seen that they
emerge from the collision unaltered in shape and amplitude. 
Contour lines for the converged solutions in Fig. 7 are illustrated in Fig. 8 . Here, maximum heights a m of solitary waves
(i.e., the maximum joint amplitude at a collision time) are also represented, which are used for calculating the inelasticity
coeﬃcient K: 
K = a m 
max ( a + , a −) 
, (5.13) 
which is calculated to yield K = 1 . 8098 for the case (a) and K = 1 . 6078 for the case (b). These calculated values agree well
with those reported in [24] : i.e., they have errors of (a) 1.044% and (b) 0.973%, respectively, when compared to [24] . 
Finally, Fig. 9 shows wave proﬁles for solitary wave collisions at collision times, which are clearly less than the simple
linear sum of the two individual solitary waves. This surprising phenomenon can be also found in other studies using the
same model as ( 5.2 ) [10,11,24–26] . Here, the difference between the nonlinear superposition and the simple linear sum may
account for a measure of the nonlinear effect of the collision. 
6. Concluding remarks 
The main idea underlying this paper would be characterized by a question, which might be purely fundamental but
theoretical, in the area of computational partial differential equations involving wave dynamics. One may wonder if there
could exist a DRP method for Boussinesq (type) equations? 
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Fig. 9. Snapshots for nonlinear superposition of two solitary waves at a collision time compared to their linear sum. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 For the question, we have chosen, as a start, the (lowest order) classical Boussineq equation in the form of the single
nonlinear dispersive partial differential equation of fourth-order. This is not because we believe that the classical equation
chosen here serves as the best wave model in shallow water, but because it is the leading order one in shallow water waves
with nonlinearity and dispersive. The fourth-order differential equation has been converted into an integral formalism (by
introducing a pseudo -parameter) by using the integral transform technique of Laplace and Fourier. This makes it possible to
formulate coupled nonlinear integral equations, whereby we propose a new iterative procedure for the classical Boussinesq
equation via ﬁxed point approach. 
Convergence and unique existence of the proposed procedure have been proven for small dispersive wave motion (even
in the presence of numerical errors). Furthermore, it has been proven that the numerical dispersion-relation produced by
the procedure is identical with that imbedded in the classical Boussinesq equation and thus the procedure preserves the
dispersion-relation as was required; i.e., the procedure proposed here is indeed a DRP method. This theoretical result of
preserving property is also tested by a numerical experiment on a slowly varying wave train. 
The nonlinear aspect of the DRP method is illuminated through the (numerical) simulation of solitary waves as well.
Here, together with single propagating solitary wave, binary collisions between counter- propagating solitary waves are in-
vestigated . Especially, an interesting nature of binary collisions is observed clearly; two solitions emerge from the collision
unaltered in shape and amplitude and their nonlinear superposition (or collision) becomes smaller than their linear su-
perposition. Comparison of the (simulated) numerical results with the previously known (exact) solutions is made and the
agreement is excellent. The DRP method proposed here seems to be more accurate and stable than other existing numerical
methods in the literature. 
Finally, it may be worth discussing a few roles of the pseudo-parameter introduced in this paper. Firstly, it concerns a
bridge between the original classical Boussinesq equation and the system of the coupled nonlinear integral equations, while,
secondly, it relates to the convergence and accuracy of the proposed method. As the last role, the pseudo-parameter will
move the singularities (or poles) of the Green’s functions used for the iterative process off the real axis, which makes the method
proposed here singularity-free. 
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Appendix A. Proof of ( 3.17 ) 
We recognize that ( 3.13 ) may be modiﬁed as 
f 1 · (c 2 0 k 2 + β) 
˜ ω 2 
B 
(k )[ ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 ] 
= s 
s 2 + ˜ ω 2 
B 
= L [ cos ˜ ω B t ] (A.1)
because s/ ( s 2 + a 2 ) = L [ cos (at) ] for a ∈ R from Laplace transform table. Thus, 
L −1 ( f 1 ) = L −1 
[
˜ ω 2 B (k )[ ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 ] 
c 2 
0 
k 2 + β ·
f 1 · (c 2 0 k 2 + β) 
˜ ω 2 
B 
(k )[ ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 ] 
]
= 
˜ ω 2 B (k ) 
[
η¯1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 
]
c 2 
0 
k 2 + β · L 
−1 
[ 
f 1 · (c 2 0 k 2 + β) 
˜ ω 2 
B 
(k ) 
[
η¯1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 
]
] 
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 = 
˜ ω 2 B 
[
η¯1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 
]
c 2 
0 
k 2 + β cos ˜ ω B t 
= [ ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3 ] ·
˜ ω 2 B 
c 2 
0 
k 2 + β cos ˜ ω B t (A.2) 
due to linearity of L −1 and (A.1). 
Appendix B. Proof of ( 3.18 ) 
L −1 ( f 2 ) = L −1 
[ 
˜ ω B (k ) 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
]
c 2 
0 
k 2 + β ·
f 2 · (c 2 0 k 2 + β) 
˜ ω 
B 
(k ) 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
]
] 
= 
˜ ω B (k ) 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
]
c 2 
0 
k 2 + β · L 
−1 
[ 
f 2 · (c 2 0 k 2 + β) 
˜ ω 
B 
(k ) 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
]
] 
= 
˜ ω B 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
]
c 2 
0 
k 2 + β sin ˜ ω B t 
= 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
] ˜ ω B 
c 2 
0 
k 2 + β sin ˜ ω B t (B.1) 
because ( 3.14 ) may be altered 
f 2 · (c 2 0 k 2 + β) 
˜ ω 
B 
[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
] = ˜ ω B 
s 2 + ˜ ω 2 
B 
= L [ sin ˜ ω B t ] (B.2) 
from the formula of Laplace transform a/ ( s 2 + a 2 ) = L [ sin (at) ] for a ∈ R . 
Appendix C. Proof of ( 3.19 ) 
L −1 ( f 3 ) = L −1 
[
˜ ω B (k ) 
c 2 
0 
k 2 + β ·
˜ ω B (k ) 
s 2 + ˜ ω 2 
B 
(k ) 
· ϕ¯ ∗(k, s ) 
]
= ˜ ω B (k ) 
c 2 
0 
k 2 + β · L 
−1 
[
˜ ω B (k ) 
s 2 + ˜ ω 2 
B 
(k ) 
· L ¯ϕ (k, t) 
]
= ˜ ω B 
c 2 
0 
k 2 + β · L 
−1 [ L [ sin ( ˜  ω B (k ) t ) ] · L ¯ϕ (k, t) ] 
= ˜ ω B 
c 2 
0 
k 2 + β · [ sin ˜ ω B t ◦ ϕ¯ (k, t) ] , (C.1) 
where the previous Laplace transform formula for L [ sin (at) ] (in Appendix B ) and Laplace convolution theorem are utilized. If
we return to the deﬁnition of Laplace convolution ◦, the above (last) equation becomes a Duhamel (or convolution) integral
L −1 ( f 3 ) = 
˜ ω B 
c 2 
0 
k 2 + β
∫ t 
0 
sin [ ˜  ω B (t − τ ) ] · ϕ¯ (k, τ ) dτ. (C.2) 
Appendix D. Proof of ( 3.20 ) 
F −1 ( L −1 f 1 ) = F −1 
[
( ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3) 
˜ ω 2 B (k ) 
c 2 
0 
k 2 + β · cos [ ˜  ω B (k ) t ] 
]
= 
{
F −1 ( ¯η1 (k ) − h 2 0 η¯′′ 1 (k ) / 3) 
}
∗
{
F −1 
[
˜ ω 2 B (k ) 
c 2 
0 
k 2 + β cos [ ˜  ω B (k ) t ] 
]}
(D.1) 
by ( 3.17 ) and Fourier convolution theorem. Notice that 
F −1 
[
˜ ω 2 B (k ) 
c 2 
0 
k 2 + β cos [ ˜  ω B (k ) t ] 
]
= 1 
2 π
∫ ∞ 
−∞ 
˜ ω 2 B (k ) 
c 2 
0 
k 2 + β cos [ ˜  ω B (k ) t ] · e 
−ikx dk (D.2) 
from deﬁnition ( 3.5 ) and the identities 
F −1 η¯1 (k ) = F −1 (F η1 (x )) = η1 (x ) , F −1 η¯′′ 1 (k ) = F −1 (F η′′ 1 (x )) = η′′ 1 (x ) . (D.3)
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 Then, the right hand side of (D.1) may be written by the deﬁnition of Fourier convolution as follows 
[
η1 (x ) − h 2 0 η′′ 1 (x ) / 3 
]
∗ 1 
2 π
∫ ∞ 
−∞ 
˜ ω 2 B (k ) cos 
[
˜ ω B (k ) t 
]
c 2 
0 
k 2 + β · ( cos (kx ) − i sin (kx ) ) dk 
= 
[
η1 (x ) − h 2 0 η′′ 1 (x ) / 3 
]
∗ 1 
π
∫ ∞ 
0 
˜ ω 2 B (k ) cos [ ˜  ω B (k ) t ] 
c 2 
0 
k 2 + β · cos (kx ) dk 
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
˜ ω 2 B (k ) cos 
[
˜ ω B (k ) t 
]
· cos [ k ( x − ξ ) ] 
c 2 
0 
k 2 + β ·
[
η1 ( ξ ) − h 2 0 η′′ 1 (ξ ) / 3 
]
d kd ξ (D.4)
where the imaginary part vanishes, because ˜ ω 
B 
(k ) is even in k and thus ˜ ω 2 
B 
(k ) cos [ ˜  ω 
B 
(k ) t ] / (c 2 
0 
k 2 + β) · sin (kx ) is odd in k . 
Appendix E. Proof of ( 3.21 ) 
F −1 
(
L −1 f 2 
)
= F −1 
[[
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
] ˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] 
]
= 
{
F −1 
(
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
)}
∗
{
F −1 
[
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] 
]}
= 
(
η2 (x ) − h 2 0 η′′ 2 (x ) / 3 
)
∗
{
F −1 
[
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] 
]}
(E.1)
in which we employ Fourier convolution theorem and the identity 
F −1 
(
η¯2 (k ) − h 2 0 η¯′′ 2 (k ) / 3 
)
= F −1 
(
F η2 (x ) − h 2 0 F η′′ 2 (x ) / 3 
)
= η2 (x ) − h 2 0 η′′ 2 (x ) / 3 . (E.2)
Application of Fourier inverse formula ( 3.5 ) to (E.1) yields 
F −1 
(
L −1 f 2 
)
= 
(
η2 (x ) − h 2 0 η′′ 2 (x ) / 3 
)
∗ 1 
2 π
∫ ∞ 
−∞ 
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] · e 
−ikx dk 
= 
(
η2 (x ) − h 2 0 η′′ 2 (x ) / 3 
)
∗ 1 
π
∫ ∞ 
0 
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] · cos kxdk 
= 1 
π
∫ ∞ 
−∞ 
∫ ∞ 
0 
˜ ω B (k ) 
c 2 
0 
k 2 + β sin [ ˜  ω B (k ) t ] · cos [ k ( x − ξ ) ] ·
[
η2 (ξ ) − h 2 0 η′′ 2 (ξ ) / 3 
]
d kd ξ (E.3)
due to the evenness of { ˜  ω B (k ) / (c 2 0 k 2 + β) · sin ˜ ω B t } · cos (kx ) in k , the oddness of { ˜  ω B (k ) / (c 2 0 k 2 + β) · sin ˜ ω B t } · sin (kx ) and
deﬁnition of Fourier convolution. 
Appendix F. Proof of ( 3.22 ) 
The inverse Fourier transformation on ( 3.19 ) would be 
F −1 
(
L −1 f 3 
)
= F −1 
[
˜ ω B (k ) 
c 2 
0 
k 2 + β ·
∫ t 
0 
sin [ ˜  ω B (k )(t − τ ) ] · ϕ¯ (k, τ ) dτ
]
= 1 
2 π
∫ ∞ 
−∞ 
{
˜ ω B (k ) 
c 2 
0 
k 2 + β ·
∫ t 
0 
sin [ ˜  ω B (k )(t − τ ) ] ·
(∫ ∞ 
−∞ 
ϕ ( ξ , τ ) e ikξdξ
)
dτ
}
· e −ikx dk 
= 1 
2 π
∫ ∞ 
−∞ 
∫ t 
0 
∫ ∞ 
−∞ 
˜ ω B (k ) · sin [ ˜  ω B (k )(t − τ ) ] 
c 2 
0 
k 2 + β · e 
ik ( ξ−x ) ϕ ( ξ , τ ) dξd τd k (F.1)
with the use of Fourier and its inverse formulas ( 3.4 ) and ( 3.5 ). It may be easy to check that the real part of the kernel in
the last equation in (F.1) {
˜ ω B (k ) · sin [ ˜  ω B (k )(t − τ ) ] / (c 2 0 k 2 + β) 
}
· cos [ k ( ξ − x ) ] 
is even in k , whereas the imaginary part of the kernel 
{ ˜  ω B (k ) · sin [ ˜  ω B (k )(t − τ ) ] / (c 2 0 k 2 + β) } · sin [ k ( ξ − x ) ] 
is odd in k . This simpliﬁes (F.1) to 
F −1 
(
L −1 f 3 
)
= 1 
∫ ∞ ∫ t ∫ ∞ ˜ ω B (k ) · sin [ ˜  ω B (k )(t − τ ) ] 
2 2 
· cos [ k ( ξ − x ) ] ϕ ( ξ , τ ) dξdτdk. (F.2)
π 0 0 −∞ c 0 k + β
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