Abstract-We revisit the problem of inferring the overall ranking among entities in the framework of Bradley-Terry-Luce (BTL) model, based on available empirical data on pairwise preferences. By a simple transformation, we can cast the problem as that of solving a noisy linear system, for which a ready algorithm is available in the form of the randomized Kaczmarz method. This scheme is provably convergent and has excellent empirical performance. Convergence, convergence rate, and error analysis of the proposed algorithm are presented and several numerical experiments are conducted whose results validate our theoretical findings.
I. INTRODUCTION
Rank aggregation is the problem of combining multiple (partial) preferences over a collection of items into a single 'consensus' ordering that best describes the available data. It finds applications in a wide variety of domains, ranging from web search [4] , [6] to recommendation systems [19] , and from competitive sports [23] , [24] to online gaming systems [9] .
One particular category of data which is quite popular in the literature is pairwise comparisons, for example a recommendation system enquiring which of a pair of items does a user prefer, or the result of a match between two chess players. Results of such pairwise comparisons can be used to estimate the inherent 'quality' or 'score' of an item, for example the skill level of a chess player, and can be modeled as noisy samples of the relative score of the items being compared. By comparing several item pairs repeatedly, one can estimate the inherent scores of the various items and in turn, use it to decide on a ranking of the items. This is the context in which this paper is placed.
In particular, we consider the popular Bradley-Terry-Luce (BTL) model [2] , [13] for pairwise comparisons and using a simple transformation, convert the problem of inferring the item values into one of solving a noisy linear system of equations. We employ a randomized version of the widely popular Kaczmarz method [25] for solving this system and present an analysis of the resulting error, in terms of the spectral properties of the underlying comparison graph. This allows us to characterize the number of pairwise comparisons needed to achieve a certain error threshold. We find that for the case where the comparison graph is an Erdős-Rényi graph, i.e., item pairs are chosen uniformly at random for comparison, the total number of comparisons needed by our scheme is in fact orderoptimal. A key feature of the randomized Kaczmarz method is that it only employs local computations and therefore our scheme scales well with the problem size, in addition to being amenable to online, distributed, and asynchronous variants as well as capable of tracking slowly varying rankings. We have conducted extensive numerical experiments to validate our theoretical findings and present some of our results in this paper. Due to space constraints, we are unable to document all our findings here and refer the reader to [1] for details.
A. Related work
There is a vast literature on rank aggregation, we only discuss the works that we feel are the most relevant to the contents of this paper. For a longer comparative survey, we refer the reader to the extended version [1] . The main theme of this paper is to infer a ranking over a collection of items from noisy data, generated according to a statistical model. There is a wide variety of such probabilistic models studied in the literature, for example the Mallows model [3] , Random Utility Models (RUMs) [26] , and the Plackett-Luce (PL) model [13] , [20] , [11] , [15] , [8] . In this work, we focus on the BradleyTerry-Luce (BTL) model [2] , [13] , which is a special case of the PL model where only pairwise comparisons between items are allowed. Rank aggregation under the BTL model has received a lot of attention recently [5] , [22] , [21] . The work closest to ours is [18] which proposes an iterative algorithm called Rank Centrality for estimating the underlying item scores. The algorithm is based on the Markov Chain Monte Carlo (MCMC) method, with the transition matrix constructed using results of various pairwise comparisons, and the score estimate vector being the leading eigenvector. In contrast, we formulate the problem as one of solving a noisy system of linear equations and use the randomized version of the iterative Kaczmarz solution method which has provably fast convergence and has excellent empirical performance. In spirit, our work is also close to [23] , [24] , [12] which pose rank aggregation as a least squares problem.
II. THE PROBLEM AND THE ALGORITHM
We consider N >> 1 entities identified with the nodes of an undirected graph G = (V, E), where V is its node set (thus |V| = N ) and E its edge set, with |E| = M (say). We assume that the graph is connected. Following the Bradley-Terry-Luce (BTL) model, we postulate 'node weights' w i > 0 associated with node i 2 V. Let [w,w] denote the dynamic range of the w i 's and b =w/w. Set p ij (:= the probability that i is preferred over j) = wi wi+wj . Given (i, j) 2 E, let the outcome X k ij of the k-th comparison between i and j be defined as 1 if i is preferred over j, and 0 otherwise. Then, according to the BTL model,
For each (i, j) 2 E, we will in general assume that multiple such comparisons are made, and the corresponding outcomes are assumed to be independent across i, j, and k. Thus what we have are estimatesp ij of p ij 's, viz.,
the fraction of times i was preferred over j. The nodes are to be ranked according to the decreasing values of w · , based on estimates thereof. These have to be computed from available data regarding observed preferences of a population that gives pairwise preferences among neighboring nodes of G (rather, we consider a pair of nodes neighbors when such data is available for them). Thuŝ We retain the edge (i, j) and drop the edge (j, i) if y 0 ij is retained. The graph is now directed with the same node set as before. We continue to refer to it as G = (V, E) by abuse of notation. The presence of an edge (i, j) now means that j is preferred over i in at least half the samples. We assign a direction to the edge (i, j) from i to j if y 0 ij is retained and j to i if not. Denote by L 2 R N ⇥M the incidence matrix associated with the graph, i.e., the node-edge matrix such that if we consider the column, say l, corresponding to edge (i, j) with direction from i to j, (i, l) is 1, (j, l) is -1, and all other elements are 0. Then we can cast the above relationship as y 0 = L T v. We do not, however, have access to y 0 . What we have instead is y := the vector of y ij 's, where y ij := log
Thus what we have is y = L T v + noise. Our problem then is to estimate v. Casting it as the problem of minimizing the quadratic error criterion ky L T vk 2 over v leads to the optimality equation
where LL T is in fact the Laplacian matrix for the graph G andv denotes the desired estimate. Our problem has now been reduced to that of solving a noisy linear system of equations. Note that we have an underdetermined system of equations, since the Laplacian matrix LL T is rank deficient. In fact, the eigenvector corresponding to eigenvalue 0 is the all-one vector and sov can be determined only up to a constant-vector shift.
For solving a linear system of equations, a randomized version of Kaczmarz algorithm [25] can be used. We describe this next. The (i, i)th diagonal element of LL T is N (i) := the total degree (in-degree + out-degree) of node i. For j 6 = i, the (i, j)th element of LL T is 1 if i, j are neighbors, 0 otherwise. Let a i := the ith row of LL T and b = Ly.
denote the set of neighbours of i. The randomized Kaczmarz algorithm for solving a system of linear equations Ax = b is given by
Here {⇠ n } are IID random variables taking values in the set {1, 2, · · · , N} with
In the present set-up, this translates into
where x(n) corresponds to the estimate forv at the n th iteration. Recall that for each pair i, j 2 V, at most one of y ij , y ji is non-zero. Here the idea is to update one component of the iteration at a time and ⇠ n := the index of the component chosen at time n. In classical Kaczmarz scheme, ⇠ n is periodic in a round robin manner. We stick to the randomized scheme in view of the proven performance gains for it over the classical set-up [25] , and its better adaptability for on-line scheme that we describe later.
III. CONVERGENCE OF THE ALGORITHM
We now briefly discuss convergence and convergence rate of the general randomized Kaczmarz scheme for solving Ax = b as described in (5), with the ranking problem considered in this paper being a special case. Details can be found in [1] . Introduce the notatioň
We have the following simple lemma.
Lemma 1.
There is a unique solution x ⇤ in H to Ax = b. For the problem studied in this paper, A = LL T and we have Az = 0 only for z = 1. So H consists of all vectors r such that
For any z such that Az = 0, we have from (5) that
Hence the iterates in the randomized Kaczmarz scheme always remain in the affine space H.
Convergence of the randomized Kaczmarz scheme has been widely studied, see for example [25] , [14] , [17] , [7] . The following result establishes convergence of the iterates x(n) to x ⇤ , and provides a lower bound on the rate of convergence.
for the randomized Kaczmarz algorithm in (4) . Let e(n) = x(n) x ⇤ and let min be the minimum non-zero eigenvalue of the matrix
The proof of the above result has been included in the appendix of [1] . This generalises the analysis of [7] , [14] to general randomisation schemes beyond that of [25] .
IV. ERROR ANALYSIS
In this section, we consider the error performance of our proposed scheme for ranking using pairwise comparisons and have the following main result: Theorem 2. Consider N entities with associated weights w 1 , w 2 , . . . , w N and a connected comparison graph G = (V, E) with |E| = M . Let C denote the total number of comparisons, such that each pair (i, j) 2 E is compared k = C/M times, with outcomes according to the BTL model (1). Then for k ⌦(log N ), the normalized weight error of the proposed scheme using the randomized Kaczmarz algorithm is given by
with high probability (w.h.p), where L max , L min denote the maximum and minimum eigenvalues respectively of the Laplacian matrix for the comparison graph G; and [w,w] denotes the dynamic range of the w i 's with b =w/w. As an illustration of the above result, consider the special case when the comparison graph G is the Erdős-Rényi graph, so that for each pair of nodes, the edge between them exists with some probability p. For p ⌦(log N/N ), which is the minimum needed to ensure that the graph is connected, as the size of the graph N grows large, we have the number of edges M = ⇥(N 2 p), and both L max and L min are ⇥(Np) [16] , [10] . From Thoerem 2 and C = Mk, we have
Thus, in order to ensure that the normalized weight error is at most some constant ✏ > 0, we need k ⌦(log N ). When p = ⇥(log N/N ), the number of edges M is ⇥ (N log N ) w.h.p. as N grows large, and hence the total number of comparisons needed is C ⌦ N log 2 N . The minimum number of edges needed to ensure w.h.p. that the Erdős-Rényi graph is connected is ⌦ (N log N ) , so the above requirement on C is optimal upto logarithmic factors. This is similar to the result obtained in [18] .
Proof. We will provide a brief sketch of the proof of Theorem 2 here, details can be found in [1] . The first part of the proof proceeds through a sequence of steps in order to characterize the error in estimating v when solving the set of linear equations in (3) . Throughout, we use the notation ' · · · ' for error in '· · · '.
• Claim 1:
Proof. From (3), we compute an estimatev = v + v by solving a noisy version of the linear system Ly 0 = LL T v, restricted to a translation of the orthogonal compliment of the null space of LL T . Thus any error k Ly 0 k in Ly 0 will lead to an error of at most O(1/ L min )k Ly 0 k in our estimate of v, where L min is the minimum nonzero eigenvalue of the Laplacian matrix LL T for the underlying graph G.
• Claim 2:
, where L max is the maximum eigenvalue of the Laplacian matrix LL T for the underlying graph G.
• Claim 3: For each (i, j) 2 E, y
• Claim 4: For ⌘ > 0 and each
Combining all the preceding claims, we then have that the total error in the estimatev is given by
Thus, as N grows large, the above inequality holds w.h.p.. In that case, the normalized weight error is given by
which completes the proof of Theorem 2.
In the calculations above, we have not accounted for the additional error due to the finite run of the randomized Kaczmarz scheme. From Theorem 1, we have an exponential bound on the mean squared error caused thereby. Specifically, after n iterations of the randomized Kaczmarz scheme, the additional mean square error is O (↵ n ) for some ↵ 2 (0, 1), which converges to zero exponentially fast.
Finally, some comparisons with related schemes and natural extensions to asynchronous distributed environments, online version and tracking slowly varying rankings are discussed in [1] .
V. EXPERIMENTAL RESULTS
We have conducted several experiments to validate our theoretical findings. Due to space constraints, we are only able to discuss some of these here, more details can be found in [1] . In Section IV, we studied the performance of our algorithm with respect to the normalized weight error (kw ŵk)/kwk. Since we are primarily concerned with the ranking and the error therein, we define the following error metric:
where I(·) is the indicator function, w i 's are the actual weights of the players in the BTL model, and the ordering according to the estimated weights. This error metric considers pairs of items and penalizes errors in their ordering, in proportion to the difference in their weights. Thus, the penalty is smaller if we get an error in ranking two players with similar weights, as compared to when they are vastly different. This error metric was also used in [18] to evaluate the performance of their proposed ranking algorithm. Furthermore, [18] showed that if w is the estimated weight vector used for the ordering , then
Data Generation: We consider N = 400 items and assign a weight w i to each item i as w i = 10 i/N . Thus, the dynamic range for the weights b =w/w = 10. For the underlying comparison graph G, we assume an Erdős-Rényi graph, so that for each pair of nodes, the edge between them exists with some probability p. Finally, we will denote the number of comparisons made per edge by k and the total number of comparisons in G by C.
For each comparison, we randomly generate the output according to (1) . After collecting the outputs for all the comparisons, we run our proposed iterative algorithm, as described in Section II, and output the predicted weight vector upon convergence. We average our results over a large number of experiments and present the results below. Figures 1 and 2 illustrate the performance of our scheme in terms of the error metric D w ( ) (8) , as a function of the number of comparisons per edge k and the edge probability p respectively. We also compare our performance to the Rank Centrality estimator proposed in [18] and observe that we perform as well as Rank Centrality (which in turn is as good as the Maximum Likelihood Estimator [18] ). Figure 3 compares the number of iterations required for our scheme under different stopping criteria, as a function of the edge probability p. We consider stopping criterions based on the convergence of the normalized weight error as well as D w ( ). Often it is not necessary to get the complete ranking correctly and it suffices to have the true K top-ranked items to be among the estimated top M items. We also run our proposed algorithm with this as the stopping criterion and compare the performance. From Figure 3 , we note that the number of iterations needed for the D w ( ) criterion is smaller than the one for normalized weight error. Also, the top K in M criterion is achieved much faster than the other criteria. Further, the gap is the largest for high values of the edge probability p. This is because higher p implies more edges in the network which in turn results in more weights being updated per iteration and thus the top K start falling into the top M sooner. We can also see that the top 20 in 50 criterion requires more iterations than top 30 in 75, which is expected as the former is a stricter criterion. To implement the D w ( ) and top K in M stopping criteria we would need to know the true ranking and and for our experiments, we assume that to be true. The main goal of the experiment was to demonstrate the faster convergence of ranks as opposed to weight estimates.
A. Error Performance

B. Stopping Criterion
