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Abstract
We study a Sturm-Liouville type eigenvalue problem for second-order
differential equations on the infinite interval (−∞,∞). Here the eigen-
functions are nonzero solutions exponentially decaying at infinity. We
prove that at any discrete eigenvalue the differential equations are in-
tegrable in the setting of differential Galois theory under general as-
sumptions. Our result is illustrated with two examples for a station-
ary Schro¨dinger equation having a generalized Hulthe´n potential and an
eigenvalue problem for a traveling front in the Allen-Cahn equation.
MSC2000: Primary 34B09, 34B24; Secondary 35B35, 81Q05
1 Introduction
We study a Sturm-Liouville type problem for second-order differential equations
of the form
d2ψ
dx2
+ µ(x)
dψ
dx
+ ν(x)ψ = λψ, ψ, λ ∈ C, (1.1)
on the infinite interval (−∞,∞) with boundary conditions
lim
x→±∞
ψ(x) = 0, (1.2)
where µ, ν : R → R are analytic functions. If the boundary value problem
(1.1,1.2) has a nonzero solution, then the value of λ is called an eigenvalue
and the nonzero solution ψ(x), which is easily shown to decay exponentially at
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(JSPS) through Grant-in-Aid for JSPS Fellows No. 21·09222. DBS acknowledges support from
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Figure 1: Assumption (A1) and a simply connected neighborhood Γloc.
infinity, is called the associated eigenfunction. It is also a well-known fact that
a classical Sturm-Liouville problem
− d
dx
(
p(x)
dψ
dx
)
+ q(x)ψ = λw(x)ψ,
where p, q, w : R → R are analytic functions, can be casted into (1.1) with
µ(x) ≡ 0 under changes of independent and dependent variables. See [4, 27]
and references therein for the history and general results on the Sturm-Liouville
problem. These types of equations arise in many mathematical and physical ap-
plications including stationary Schro¨dinger equations [17] and eigenvalue prob-
lems for spectral stability of pulses and fronts in partial differential equations
(PDEs) [20].
In general, it is difficult to solve the eigenvalue problem (1.1,1.2) analyti-
cally, and explicit solutions are obtained only in special cases. For stationary
Schro¨dinger equations, in which µ(x) ≡ 0 in (1.1), Acosta-Huma´nez [1] recently
studied the eigenvalue problem by means of differential Galois theory [14, 23].
Here the differential Galois theory is an extended version of the classical Ga-
lois theory, which treats the solvability of algebraic equations, for differential
equations and deals with the problem of integrability by quadratures for them.
He computed such values of λ as equation (1.1) with µ(x) ≡ 0 has a solvable
differential Galois group for many examples and showed for some of them that
the differential Galois group is solvable if λ is an eigenvalue (see also [2]). In
this paper, we show that this statement holds for (1.1) with µ(x) 6≡ 0 under
general assumptions. More precisely, we state our main results as below.
We first make the following assumptions:
(A1) Let I ⊂ R be an open interval. There exist an analytic function f : I → R
and two points z± ∈ I such that f(z±) = 0, f ′(z±) 6= 0 and
µ(x) = g(γ(x)), ν(x) = h(γ(x)),
where the prime represents differentiation with respect to x; γ(x) is a
heteroclinic solution in
dz
dx
= f(z), z ∈ R. (1.3)
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with limx→±∞ γ(x) = z±; and g(z), h(z) are meromorphic functions in an
open set U containing {γ(x) |x ∈ R} ∪ {z±} in C. See Fig. 1
(A2) The functions g(z), h(z) are holomorphic at z = z±.
We easily see that µ(x) and ν(x), respectively, converge exponentially to
finite values
µ± = g(z±) and ν± = h(z±)
as x → ±∞, since f ′(z±) 6= 0. We also have f ′(z+) < 0 and f ′(z−) > 0 since
z = z+ and z = z− must be a sink and source, respectively, in (1.3).
Under the transformation z = γ(x), equation (1.1) is written as
d2ψ
dz2
+
g(z) + f ′(z)
f(z)
dψ
dz
+
h(z)− λ
f(z)2
ψ = 0, (1.4)
which is regarded as a complex differential equation with meromorphic coeffi-
cients and ψ, z ∈ C. Generally, a singular point in linear differential equations
with meromorphic coefficients is called regular if the growth of solutions along
any ray approaching the singular point is bounded by a meromorphic function;
otherwise it is called irregular. It is well known for second-order differential
equations of the form (1.4) that a singular point z0 is regular if the coeffi-
cients of dψ/dz and ψ are O((z − z0)−1) and O((z − z0)−2), respectively. See,
e.g., [13, 25] for more details on this statement. Hence, since f ′(z±) 6= 0 and
g(z), h(z) are holomorphic at z± by assumptions (A1) and (A2), we see that the
singular points z = z± are regular in (1.4).
Let Γloc be a simply connected neighborhood of the path {γ(x) |x ∈ R} in
C (see Fig. 1). We prove the following theorem.
Theorem 1.1. Let λR = Re(λ) and λI = Im(λ). Suppose that z = z± are the
only singularities of (1.4) in Γloc and
16µ2±(λR − ν±) + λ2I > 0. (1.5)
If the boundary value problem (1.1,1.2) has a nonzero solution, then the restric-
tion of (1.4) onto Γloc has a triangularizable differential Galois group.
Roughly speaking, this theorem means that if λ is an eigenvalue satisfying
(1.5), then equation (1.1) is integrable in the setting of the differential Galois
theory. We will also see that an eigenvalue is not discrete if it does not satisfy
(1.5) (see Remark 3.5).
In some case all eigenvalues of the problem (1.1,1.2) have to satisfy condi-
tion (1.5). Actually, we obtain the following result as a corollary of Theorem 1.1.
Theorem 1.2. Suppose that the two points z = z± are the only singularities of
(1.4) in Γloc and one of the following conditions holds:
(i) µ± = 0;
(ii) µ+ = 0, µ− > 0;
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(iii) µ+ < 0, µ− = 0;
(iv) µ+ > 0, µ− ≥ 0, ν− ≥ ν+;
(v) µ+ ≤ 0, µ− < 0, ν+ ≥ ν−.
Then the statement of Theorem 1.1 holds.
To prove the main theorems, we analyze (1.4) using the differential Galois
theory. Similar techniques were used to study bifurcations of homoclinic orbits
in [6] very recently and horseshoe dynamics in [18, 26] much earlier. Fauvet et
al. [9] also studied an eigenvalue problem for a special non-Fuchsian second-
order differential equation called the prolate spheroidal wave equation [24] on
a finite interval, using the differential Galois theory. They analyzed the Stokes
phenomenon and clarified a relation between solutions of the eigenvalue problem
and the differential Galois group.
The rest of the paper is organized as follows. We provide necessary informa-
tion on the differential Galois theory in Section 2 and give proofs of Theorems 1.1
and 1.2 in Section 3. In Section 4, our result is illustrated with two examples
for a stationary Schro¨dinger equation having a generalization of the Hulthe´n
potential [12] and an eigenvalue problem for a traveling front solution in the
Allen-Cahn equation [3].
2 Differential Galois theory
We briefly review a part of the differential Galois theory which is often re-
ferred to as the Picard-Vessiot theory and gives a complete framework about
the integrability by quadratures of linear differential equations with variable
coefficients.
2.1 Picard-Vessiot extensions and differential Galois groups
Consider a system of abstract differential equations
∂y = Ay, A ∈ gl(n,K), (2.1)
where ∂ represents a derivation, which is an additive endomorphism satisfying
the Leibniz rule; K is a differential field, i.e., a field endowed with the derivation
∂; and gl(n,K) denotes the ring of n × n matrices with entries in K. The set
CK of elements of K for which ∂ vanishes is a subfield of K and called the field
of constants for K. In our application in this paper, the differential field K
is the field of meromorphic functions on a Riemann surface Γ endowed with a
meromorphic vector field, so that the field of constants becomes that of complex
numbers, C. A differential field extension L ⊃ K is a field extension such that
L is also a differential field and the derivations on L and K coincide on K.
Definition 2.1. A Picard-Vessiot extension for (2.1) is a differential field ex-
tension L ⊃ K satisfying the following:
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(PV1) There is a fundamental matrix Φ of (2.1) with coefficients in L.
(PV2) The field L is spanned by K and entries of the fundamental matrix Φ.
(PV3) The field of constants for L coincides with that for K.
The system (2.1) admits a Picard-Vessiot extension which is unique up to
isomorphism. If K is the field of meromorphic functions on a Riemann surface,
then we have a fundamental matrix in some field of convergent Laurent series,
and get the Picard-Vessiot extension by adding convergent Laurent series to K.
We now fix a Picard-Vessiot extension L ⊃ K and fundamental matrix Φ
with coefficients in L for (2.1). Let σ be a K-automorphism of L, i.e., a field au-
tomorphism of L that commutes with the derivation of L and leaves K pointwise
fixed. Obviously, σ(Φ) is also a fundamental matrix of (2.1) and consequently
there is a matrix mσ with constant entries such that σ(Φ) = Φmσ. This re-
lation gives a faithful representation of the group of K-automorphisms of L on
the general linear group as
gal: AutK(L)→ GL(n,CL), σ 7→ mσ,
where AutK(L) is the set of K-automorphisms of L, and GL(n,CL) is the group
of n×n invertible matrices with entries in CL. The image of the representation
“gal” is a linear algebraic subgroup of GL(n,CL), which is called the differential
Galois group of (2.1) and denoted by Gal(L/K). This representation is not
unique and depends on the choice of the fundamental matrix Φ, but a different
fundamental matrix only gives rise to a conjugated representation. Thus, the
differential Galois group is unique up to conjugation as an algebraic subgroup
of the general linear group.
Definition 2.2. A differential field extension L ⊃ K is called
(i) an integral extension if there exists a ∈ L such that a˙ ∈ K and L = K(a),
where K(a) is the smallest extension of K containing a;
(ii) an exponential extension if there exists a ∈ L such that a˙/a ∈ K and
L = K(a);
(iii) an algebraic extension if there exists a ∈ L such that it is algebraic over
K and L = K(a).
Definition 2.3. A differential field extension L ⊃ K is called a Liouvillian
extension if it can be decomposed as a tower of extensions,
L = Kn ⊃ . . . ⊃ K1 ⊃ K0 = K,
such that each extension Ki+1 ⊃ Ki is either integral, exponential or algebraic.
It is called strictly Liouvillian if in the tower only integral and exponential
extensions appear.
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In general, an algebraic group G ⊂ GL(n,CL) contains a unique maximal
connected algebraic subgroup G0 called the connected component of the identity
or connected identity component. The connected identity component G0 ⊂ G is
a normal algebraic subgroup and the smallest subgroup of finite index, i.e., the
quotient group G/G0 is finite. By the Lie-Kolchin Theorem [14, 23], a connected
solvable linear algebraic group is triangularizable. Here a subgroup of GL(n,CL)
is said to be triangularizable if it is conjugated to a subgroup of the group of
upper triangular matrices. The following theorem relates the solvability and
triangularizability of the differential Galois group with the (strictly) Liouvillian
Picard-Vessiot extension (see [14, 23] and [5] for the proofs of the first and
second parts, respectively).
Theorem 2.4. Let L ⊃ K be a Picard-Vessiot extension of (2.1).
(i) The connected identity component of the differential Galois group Gal(K/L)
is solvable if and only if L ⊃ K is a Liouvillian extension.
(ii) If the differential Galois group Gal(K/L) is triangularizable, then L ⊃ K
is a strictly Liouvillian extension.
2.2 Monodromy groups and Fuchsian equations
Let K be the field of meromorphic functions on a Riemann surface Γ and let
z0 ∈ Γ be a nonsingular point in (2.1). We prolong the fundamental matrix
Φ(z) analytically along any loop ℓ based at z0 and containing no singular point,
and obtain another fundamental matrix ℓ ∗ Φ(z). So there exists a constant
nonsingular matrix Mℓ such that
ℓ ∗ Φ(z) = Φ(z)Mℓ.
We call Mℓ the monodromy matrix for ℓ. The set of singularities in (2.1), which
is denoted by S, is a discrete subset of Γ. Let π1(Γ \ S, z0) be the fundamental
group of homotopy classes of loops based at z0. The monodromy matrix Mℓ
depends on the homotopy class [ℓ] of the loop ℓ, and it is also denoted by M[ℓ].
We have a representation
mon: π1(Γ \ S, z0)→ GL(n,C), [ℓ] 7→M[ℓ].
The image of mon is called the monodromy group of (2.1). As in the differential
Galois group, the representation mon depends on the choice of the fundamental
matrix, but the monodromy group is defined as a group of matrices up to con-
jugation. In general, monodromy transformations define automorphisms of the
corresponding Picard-Vessiot extension.
Recall that equation (2.1) is said to be Fuchsian if all singularities are regu-
lar. For Fuchsian equations we have the following result (see, e.g., Theorem 5.8
in [23] for the proof).
Theorem 2.5 (Schlessinger). Assume that equation (2.1) is Fuchsian. Then
the differential Galois group of (2.1) is the Zariski closure of the monodromy
group.
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Since the group of triangular matrices is algebraic, the Zariski closure of
a triangularizable group is triangularizable. Noting this fact, we obtain the
following result immediately from Theorem 2.5.
Corollary 2.6. Assume that equation (2.1) is Fuchsian. Then the monodromy
group is triangularizable if and only if the differential Galois group is triangu-
larizable.
3 Proofs of Theorems 1.1 and 1.2
We first consider general second-order differential equations of the form
d2u
dz2
+
f1(z)
z
du
dz
+
f2(z)
z2
u = 0 (3.1)
on C, where f1(z) and f2(z) are holomorphic at z = 0. The origin z = 0 is a
regular singularity in (3.1). Let ρ, ρ′ be the local exponents of (3.1) at z = 0,
i.e., roots of of the indicial equation
s(s− 1) + f1(0)s+ f2(0) = 0. (3.2)
The following result is classical and well known (see, e.g., [13, 25]).
Lemma 3.1. Around z = 0, equation (3.1) has two independent solutions of
the following forms:
(i) If ρ− ρ′ is not an integer, then
u1(z) = z
ρv1(z), u2(z) = z
ρ′v2(z);
(ii) if ρ− ρ′ is a nonnegative integer, then
u1(z) = z
ρv1(z), u2(z) = z
ρ′v2(z) + u1(z) log z.
Here v1(z), v2(z) denote some functions which are holomorphic at z = 0.
Using Lemma 3.1, we obtain the following result (cf. Lemma 4.6 of [6]).
Lemma 3.2. Suppose that the indicial equation (3.2) has roots ρ± such that
Re(ρ−) < 0 < Re(ρ+). Then we have the following statements for (3.1):
(i) There exists a nonzero solution u¯(z) which is bounded along any ray ap-
proaching z = 0.
(ii) Any other independent solution is unbounded along any ray approaching
z = 0.
(iii) Let ℓ be a loop around z = 0 in C. The monodromy matrix Mℓ has an
eigenvalue e2πiρ+ and the bounded solution u¯(z) is the associated eigen-
vector.
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Proof. Parts (i) and (ii) immediately follows from Lemma 3.1. It remains to
prove part (iii).
Using Lemma 3.1, we compute the monodromy matrix Mℓ for the loop ℓ as
Mℓ =
(
e2πρ+ 0
0 e2πρ−
)
and
(
e2πρ+ 0
2πi e2πρ−
)
for ρ+ − ρ− 6∈ Z and for ρ+ − ρ− ∈ Z, respectively, in the basis {u1(z), u2(z)}.
Hence, e2πρ+ is an eigenvalue of Mℓ and u1(z) is the associated eigenvector for
both cases. Noting that the bounded solution u¯(z) corresponds to u1(z), we
prove part (iii).
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Suppose that condition (1.5) holds. Then we have
Re
(√
µ2± + 4(λ− ν±)
)
> |µ±|. (3.3)
Here we took a branch of the square root function
√
z which is positive when z
is real and positive. Noting that f(z±) = 0 and f ′(z±) 6= 0 by assumption (A1),
we write the indicial equations of (1.4) at z = z± as
s(s− 1) + (a±µ± + 1)s+ a2±(ν± − λ) = s2 + a±µ±s+ a2±(ν± − λ) = 0, (3.4)
where a± = 1/f ′(z±) 6= 0. From (3.3) we easily see that the indicial equa-
tion (3.4) has roots with positive and negative real parts. Hence, it follows from
Lemmas 3.1 and 3.2 that equation (1.4) has only one bounded independent
solution of the form
ψ±(z) = (z − z±)χ± v±(z)
around each of z = z±, where χ± represent roots of (3.4) with positive real parts
and v±(z) are holomorphic at z = z±. Moreover, by Lemma 3.2(iii), ψ±(z) are
eigenvectors of the monodromy matrices Mℓ± for loops ℓ± around z = z± in C.
Assume that the boundary value problem (1.1,1.2) has a nonzero solution
ψ(x). Since the solution of (1.1) must be represented as ψ(x) = ψ±(γ(x)), we
have ψ+(z) = ψ−(z). Hence, the monodromy matrices Mℓ± have a common
eigenvector, so that the monodromy group for (1.4) is triangularizable. Appeal-
ing to Corollary 2.6, we complete the proof.
We turn to the proof of Theorem 1.2. Letting ψ1 = ψ and ψ2 = dψ/dx, we
rewrite (1.1) as
d
dx
(
ψ1
ψ2
)
=
(
0 1
λ− ν(x) −µ(x)
)(
ψ1
ψ2
)
. (3.5)
The coefficient matrix of (3.5) exponentially converges to
A±(λ) =
(
0 1
λ− ν± −µ±
)
as x→ ±∞.
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Lemma 3.3. Suppose that one of conditions (i)-(v) in Theorem 1.2 holds
and the boundary value problem (1.1,1.2) has a nonzero solution. Then con-
dition (1.5) holds.
Proof. Let κ± be eigenvalues of the matrices A±(λ). By a classical result on
linear differential equations (see Section 8 and also Problems 29 and 35 in Chap-
ter 3 of [8]), we see that equation (3.5) has a nonzero solution (ψ1(x), ψ2(x))
such that
lim
x→±∞
ψj(x)e
−κ±x = cj , j = 1, 2
for any constants cj , j = 1, 2.
Assume that equation (3.5) has a nonzero bounded solution. Then for some
eigenvalue κ±, eκ±x must tend to zero as x → ±∞ so that Re(κ+) < 0 and
Re(κ−) > 0. This means that a root of the quadratic equation
s2 + µ±s− (λ− ν±) = 0 (3.6)
has negative and positive real parts for the signs + and −, respectively. Hence,
conditions (1.5+) and (1.5−) hold if µ+ ≤ 0 and µ− ≥ 0, respectively. Here
we have said that condition (1.5+) and (1.5−) hold if condition (1.5) holds for
the signs “+” and “−”, respectively. Moreover, if ν+ ≥ ν− and ν− ≥ ν+, then
conditions (1.5+) and (1.5−) means (1.5−) and (1.5+), respectively. Thus, if
one of (i)-(v) in Theorem 1.2 holds, then condition (1.5) holds for both signs
±.
From the proof of Lemma 3.3 we also see that eigenfunctions of the prob-
lem (1.1,1.2) decay exponentially at infinity.
Proof of Theorem 1.2. Using Lemma 3.3, we obtain Theorem 1.2 as a corollary
of 1.1.
Remark 3.4. Suppose that equation (1.4) is Fuchsian on the Riemann sphere
P
1 and has only three singularities at z = z± and z∗, where z∗ ∈ P1. Then
the surface Γloc \ {z±} is homotopic to P1 \ {z±, z∗}, so that they give rise to
equivalent monodromy representations. Hence, we see via Theorems 1.1 and 2.5
that equation (1.4) is integrable by Liouvillian functions on C(z), which lie in
a Liouvillian extension of C(z), if the boundary value problem (1.1,1.2) has a
nonzero solution. This situation happens in examples of the next section.
Remark 3.5. As in the proof of Lemma 3.3 we show that if all eigenvalues of
A+(λ) have negative real parts and an eigenvalue of A−(λ) has a positive real
part, or if all eigenvalues of A−(λ) have positive real parts and an eigenvalue of
A+(λ) has a negative real part, then the boundary value problem (1.1,1.2) has
a nonzero solution. On the other hand, if all eigenvalues of A+(λ) have positive
real parts or all eigenvalues of A−(λ) have negative real parts, then it has no
nonzero solution. Hence, λ = λR + iλI is an eigenvalue of the problem (1.1,1.2)
if
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Figure 2: Shape of the function ν(x) in (4.1) for several values of α2 when
α1 = 10/α2 or 1 and α3 = 10. Solid and dashed lines represent the cases of
α1 = 10/α2 and 1, respectively.
(i) µ+ > 0, µ− ≥ 0, ν− < ν+ and condition (1.5−) holds but
16µ2+(λR − ν+) + λ2I ≤ 0; (3.7)
(ii) µ+ ≤ 0, µ− < 0, ν+ < ν− and condition (1.5+) holds but
16µ2−(λR − ν−) + λ2I ≤ 0; (3.8)
(iii) µ− < 0 < µ+ and both conditions (3.7) and (3.8) hold.
Note that these eigenvalues are continuous spectra for the eigenvalue problem
(1.1,1.2). Moreover, λ is not an eigenvalue of the problem (1.1,1.2) if
(i) µ+ ≤ 0 and condition (3.7) holds;
(ii) µ− ≥ 0 and condition (3.8) holds.
Thus, we can determine all eigenvalues using Theorem 1.1 even if either of
conditions (i)-(v) in Theorem 1.2 do not hold.
4 Examples
To illustrate the above theory, we give two examples with a Schro¨dinger equation
having a generalized Hulthe´n potential and an eigenvalue problem for a traveling
front in the Allen-Cahn equation.
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4.1 Schro¨dinger equation with a generalized Hulthe´n po-
tential
We first consider a case in which
µ(x) = 0, ν(x) =
α2
ex + α1
− α3
(ex + α1)2
, (4.1)
where αj , j = 1, 2, 3, are constants with αj > 0, j = 1, 2, 3. For (4.1) equa-
tion (1.1) corresponds to a Schro¨dinger equation with the generalized Hulthe´n
potential, which is a special case of [28]. A similar but more specific potential
was also treated in [15, 20]. We take f(z) = z(1− z) so that equation (1.3) has
two equilibria at z = 0, 1 and a heteroclinic orbit
γ(x) =
ex
ex + 1
from z = 0 to z = 1. We easily see that assumptions (A1) and (A2) hold with
z− = 0 and z+ = 1,
g(z) = 0, h(z) =
α2(z − 1)
(α1 − 1)z − α1 −
α3(z − 1)2
((α1 − 1)z − α1)2
and condition (i) in Theorem 1.2, i.e., µ± = 0, holds. We also have
ν− =
α2
α1
− α3
α21
, ν+ = 0, sup
x∈R
ν(x) =
α22
4α3
.
See Figure 2 for the shape of the function ν(x) with several values of α2 when
α1 = 10/α2 or 1 and α3 = 10.
Equation (1.4) becomes
ψ′′ +
2z − 1
z(z − 1)ψ
′ +
h(z)− λ
z2(z − 1)2ψ = 0, (4.2)
which has only regular singularities at z = 0, 1, z0, where
z0 =
{
α1/(α1 − 1) for α1 6= 1;
∞ for α1 = 1.
Solutions of (4.2) are expressed by a Riemann P function [13, 25] as
P


0 1 z0
ρ+1 ρ
+
2 ρ
+
3 z
ρ−1 ρ
−
2 ρ
−
3

 , (4.3)
where ρ±1 , ρ
±
2 and ρ
±
3 represent the local exponents of (4.2) at z = 0, 1 and z0,
respectively, and are given by
ρ±1 = ±
√
λ− ν−, ρ±2 = ±
√
λ, ρ±3 =
1
2
(
1± 1
α1
√
α21 + 4α3
)
.
The following result was essentially proved in [16].
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Proposition 4.1. Consider a general Fuchsian second-order differential equa-
tion having three singularities z = zj, j = 1, 2, 3, and a Riemann P function
P


z1 z2 z3
ρ+1 ρ
+
2 ρ
+
3 z
ρ−1 ρ
−
2 ρ
−
3

 .
Its monodromy and differential Galois groups are triangularizable if and only if
at least one of ρ1 + ρ2 + ρ3, −ρ1 + ρ2 + ρ3, ρ1 − ρ2 + ρ3 and ρ1 + ρ2 − ρ3 is an
odd integer, where ρj = ρ
+
j − ρ−j , j = 1, 2, 3, denote the exponent differences.
From Proposition 4.1 we see that the monodromy and differential Galois
groups for (4.2) are triangularizable if and only if
± 2
√
λ− ν− ± 2
√
λ± ρ¯3 = 2k + 1 (4.4)
for some combination of the signs, i.e.,
λ =
((2k + 1± ρ¯3)2 + 4ν−)2
16(2k + 1± ρ¯3)2 ∈ R, (4.5)
where k is some integer and ρ¯3 =
√
α21 + 4α3/α1.
Proposition 4.2. Real eigenvalues of the problem (1.1,1.2) satisfy λ ≤ supx∈R ν(x).
Proof. Suppose that λ > supx∈R ν(x). We can assume without loss of generality
that a nontrivial solution of (3.5) satisfies ψ2(x0) > 0 for some x0 ∈ R since we
can take (−ψ1(x0),−ψ2(x0)) if not. If ψ1(x0) > 0, then ψ1(x) does not converge
to zero as x→ +∞ since ψ′2(x) > 0 for x > x0 when ψ2(x) is sufficiently small.
Similarly, if ψ1(x0) < 0, then ψ1(x) does not converge to zero as x→ −∞ since
ψ′2(x) > 0 for x < x0 when ψ2(x) is sufficiently small. Thus, we obtain the
result.
Using Theorem 1.2, Lemma 3.3 and Proposition 4.2, we prove the following.
Theorem 4.3. If the boundary value problem (1.1,1.2) with (4.1) has a nonzero
solution, then condition (4.5) holds and max(ν−, 0) < λ < α22/4α3.
Based on Theorem 4.3, we compute eigenvalues and eigenfunctions. For
α1 6= 1, we first transform (4.2) by
ζ =
(1− z0)z
z − z0
(
z =
z0ζ
ζ + z0 − 1
)
to have regular singularities at ζ = 0, 1,∞. We take ζ = z for α1 = 1.
Suppose that
2
√
λ− ν− + 2
√
λ = 2k + 1 + ρ¯3 > 0, k ∈ Z.
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Then equation (4.5) holds with the positive sign. We set
η(ζ) = ζ−ρ
+
1 (ζ − 1)−ρ+2 ψ(ζ),
so that the Riemann P function (4.3) becomes
ζ−ρ
+
1 (ζ − 1)−ρ+2 P


0 1 ∞
ρ+1 ρ
+
2 ρ
+
3 ζ
ρ−1 ρ
−
2 ρ
−
3

 = P


0 1 ∞
0 0 k + 1 + ρ¯3 ζ
2ρ−1 2ρ
−
2 k + 1

 .
Hence, we obtain the hypergeometric equation
ζ(1− ζ)d
2η
dζ2
+ (c− (a+ b+ 1)z)dη
dζ
− ab η = 0, (4.6)
where a = k+ 1+ ρ¯3, b = k+ 1 and c = 1− 2ρ−1 = 1+ 2
√
λ− ν−. Thus, if k is
a negative integer, then there exists a bounded solution in (4.2) as
ψ(ζ) = ζ
√
λ−ν−(1− ζ)
√
λF (k + 1 + ρ¯3, k + 1, 1 + 2
√
λ− ν−; ζ), (4.7)
where F (a, b, c; ζ) is the hypergeometric function
F (a, b, c; ζ) =
∞∑
j=0
a(a+ 1) · · · (a+ j − 1)b(b+ 1) · · · (b+ j − 1)
j! c(c+ 1) · · · (c+ j − 1) ζ
j ,
which becomes a finite series when a or b is a nonpositive integer. For the other
cases of (4.4), similar computations show that there is no bounded solution in
(4.2). Thus, we have the following result.
Theorem 4.4. If for some integer k ∈ (− 12 (ρ¯3 + 1), 0)
λ =
((2k + 1 + ρ¯3)
2 + 4ν−)2
16(2k + 1 + ρ¯3)2
∈
(
max(ν−, 0),
α22
4α3
)
,
then the boundary value problem (1.1,1.2) with (4.1) has a nonzero solution
given by (4.7) with ζ = (1 − z0)γ(x)/(γ(x) − z0) for α1 6= 1 and ζ = γ(x) for
α1 = 1.
Eigenvalues and eigenfunctions for (4.1) with α1 = 1 and α3 = 10 are plotted
in Figs. 3 and 4, respectively. Eigenfunctions on the first, second and third
branches in Fig. 3 are given in Figs. 4(a,d), (b,e) and (c,f), respectively. Note
that the hypothesis of Theorem 4.4 holds only for k = −1,−2,−3 since ρ¯3 =√
α21 + 4α3/α1 =
√
41 = 6.4 . . ..
4.2 Spectral stability of a front in the Allen-Cahn equa-
tion
We next consider a case in which
µ(x) =
√
2(12 − α), ν(x) = −3φ2(x) + 2(α+ 1)φ(x) − α, (4.8)
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Figure 3: Eigenvalues for (4.1) with α1 = 1 and α3 = 10. The dotted lines
represent the upper bound
√
λ = 12α2/
√
α3 =
1
2 (α1ν−/
√
α3 +
√
α3/α1) and the
lower bound
√
λ =
√
ν−.
where α is a constant such that 0 < α < 1 and
φ(x) =
1
ex/
√
2 + 1
. (4.9)
For (4.8) the eigenvalue problem (1.1,1.2) is related to spectral stability of a
traveling front solution with the velocity c =
√
2(12 − α),
u(t, x) = φ(x − ct),
in a PDE called the Allen-Cahn (or Nagumo) equation
∂u
∂t
=
∂2u
∂x2
+ u(1− u)(u− α). (4.10)
Asymptotic stability of traveling front solutions in such PDEs was studied in
[10, 11, 7] without solving the associated eigenvalue problem. Essentially the
same eigenvalue problem as (4.8) was also considered in [21, 22].
We take f(z) = z(1 − z)/√2 so that equation (1.3) also has a heteroclinic
orbit
γ(x) =
ex/
√
2
ex/
√
2 + 1
from z = 0 to z = 1. We easily see that assumptions (A1) and (A2) hold with
z− = 0, z+ = 1 and
g(z) =
√
2(12 − α), h(z) = −3z2 + 2(2− α)z + α− 1.
Condition (i) in Theorem 1.2 holds for α = 12 but conditions (i)-(v) do not hold
for α 6= 12 since
µ± =
√
2(12 − α), ν− = α− 1, ν+ = −α.
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Figure 4: Eigenfunctions for (4.1) with α1 = 1 and α3 = 10: (a)
(ν−,
√
λ) = (0, 1.35078); (b) (0, 0.850781); (c) (0, 0.350781); (d) (3.5, 1.99855);
(e) (1.5, 1.29155); (f) (0.25, 0.528955).
so that µ± > 0 and ν+ > ν− for α ∈ (0, 12 ), and µ± < 0 and ν− > ν+ for
α ∈ (12 , 1). We also have
sup
x∈R
ν(x) = 13 (α
2 − α+ 1) > 0.
See Figs. 5 and 6 for the shapes of the function ν(x) with α = 0.1, 0.3, 0.5 and
the front solution φ(x).
Equation (1.4) becomes
ψ′′ +
2(z + α− 1)
z(z − 1) ψ
′ +
2(h(z)− λ)
z2(z − 1)2 ψ = 0, (4.11)
which has only regular singularities at z = 0, 1,∞. Solutions of (4.11) are
expressed by a Riemann P function as (4.3) with z0 =∞ and
ρ±1 =
1
2 (2α− 1±
√
8λ+ (2α− 3)2),
ρ±2 =
1
2 (1− 2α±
√
8λ+ (2α+ 1)2), ρ+3 = 3, ρ
−
3 = −2.
Using Proposition 4.1, we see that the monodromy and differential Galois groups
for (4.11) are triangularizable if and only if
±
√
8λ+ (2α− 3)2 ±
√
8λ+ (2α+ 1)2 = 2k (4.12)
for some combination of the signs, i.e.,
λ =
(k2 − 4)(k + 1− 2α)(k − 1 + 2α)
8k2
∈ R, (4.13)
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Figure 5: Shape of the function ν(x) in (4.8) for α = 0.1, 0.3, 0.5. Note that the
corresponding functions for α and 1− α are symmetric about x = 0.
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Figure 6: Front solution (4.9) in the Allen-Cahn equation (4.10).
where k is some integer. By Theorems 1.1 and 1.2, Remark 3.5 and Proposi-
tion 4.2, we obtain the following result.
Theorem 4.5. If the boundary value problem (1.1,1.2) with (4.8) has a nonzero
solution, then one of the following conditions holds:
(i) Condition (4.13) holds with max(α− 1,−α) < λ < 13 (α2 − α+ 1);
(ii) α ∈ (0, 12 ) and conditions (1.5−) and (3.7) hold;
(iii) α ∈ (12 , 1) and conditions (1.5+) and (3.8) hold.
Moreover, if condition (ii) or (iii) holds, then the boundary value problem (1.1,1.2)
with (4.8) has a nonzero solution.
See Fig. 7 for continuous spectra detected in Theorem 4.5(ii) for α ∈ (0, 12 ).
A similar picture can be drawn for α ∈ (12 , 1). Such continuous spectra in
Theorem 4.5(ii) and (iii) were briefly given in [21, 22].
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Figure 7: Continuous spectra (the shaded region) for (4.8) when α ∈ (0, 12 ).
Note that ν+ > ν− in this case.
Based on Theorem 4.5(i), we compute eigenvalues and eigenfunctions. Sup-
pose that √
8λ+ (2α− 3)2 +
√
8λ+ (2α+ 1)2 = 2k > 0, k ∈ Z.
We set
η(z) = z−ρ
+
1 (z − 1)−ρ+2 ψ(z),
so that the Riemann P function (4.3) becomes
z−ρ
+
1 (z − 1)−ρ+2 P


0 1 ∞
ρ+1 ρ
+
2 3 z
ρ−1 ρ
−
2 −2


= P


0 1 ∞
0 0 k + 3 z
−
√
8λ+ (2α− 3)2 −
√
8λ+ (2α+ 1)2 k − 2

 .
Hence, we obtain the hypergeometric equation (4.6) with a = k + 3, b = k − 2
and c = 1 +
√
8λ+ (2α− 3)2. Thus, if k = 1, 2, then there exists a bounded
solution in (4.11) as
ψ(z) = zρ
+
1 (1− z)ρ+2 F (k + 3, k − 2, 1 +
√
8λ+ (2α− 3)2; z). (4.14)
For the other cases of (4.12), similar computations show that there is no bounded
solution in (4.11). Noting that equation (4.13) is not positive for k = 1, 2, we
prove the following result.
Theorem 4.6. If λ = 0 and
λ = 32α(α − 1), α ∈ (13 , 23 ),
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respectively, then the boundary value problem (1.1,1.2) with (4.8) has nonzero
solutions given by
ψ(x) =
ex/
√
2
(ex/
√
2 + 1)2
(4.15)
and
ψ(x) =
e(1−α)x/
√
2
ex/
√
2 + 1
(
1− 1
1− α
ex/
√
2
ex/
√
2 + 1
)
. (4.16)
Proof. When k = 1, we have
λ = 32α(α − 1),
by (4.13) and α ∈ (13 , 23 ) since λ > max(α− 1,−α). Hence, we obtain
ρ+1 = 1− α, ρ+2 = α, c = 4− 4α,
and write (4.14) as
ψ(z) = z1−α(1− z)α
(
1− z
1− α
)
,
which yields (4.16) by z = γ(x). On the other hand, when k = 2, we have λ = 0
and ρ+1 = ρ
+
2 = 1, so that equation (4.14) becomes
ψ(z) = z(1− z),
which yields (4.15).
Remark 4.7. The eigenfunction (4.15) for λ = 0 can be written as
ψ(x) = −
√
2
dφ
dx
(x).
The existence of this eigenfunction is also guaranteed by the invariance of the
PDE (4.10) under the group of translations x 7→ x+ x0, x0 ∈ R.
Eigenvalues and eigenfunctions for (4.8) are plotted in Figs. 8 and 9, respec-
tively. Note that there exist continuous real spectra between max(α−1,−α) and
min(α− 1,−α). Nonzero discrete eigenvalues and the associated eigenfunctions
in this eigenvalue problem were not given in [21, 22].
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