Abstract-In this letter, we consider the effect of noise correlation on the error performance of binary hypothesis signal detection, when one of two deterministic signals is received in correlated Gaussian noise. For the likelihood ratio detection scheme, analytical performance results are derived for equicorrelated and autoregressive order one models. Although it is known previously that the best signal lies in the direction of eigenvector corresponding to the minimum eigenvalue of the noise covariance matrix, our investigation of the variation of mean signal-to-noise power ratio as a function of correlation parameter (i) shows how correlation leads to increased probability of error up to a point, beyond which monotonic decrease in error probability with increasing correlation is possible and (ii) provides a max-min signal design solution for the unknown correlation parameter case. Numerical results are also included for some specific signals.
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I. INTRODUCTION
A COLLECTION of sensors are employed in a variety of situations in order to enhance information gathering and processing operations. Depending upon the capability of sensor networks, either condensed (or preprocessed) information or the raw data from the sensor sites may be combined at a fusion center (FC). The former case is usually referred to as decentralized processing architecture, whereas the latter case is termed as the centralized processing architecture. When signal processing is carried out in order to ascertain whether a target of interest is present in the received signals at the sensor sites or not, the problem becomes a target detection problem.
In this letter, we consider the detection of the presence of one of two possible deterministic signals in correlated Gaussian noise. A frequent question that arises is how the statistical correlation among the sensor observations affects the overall detection performance of a detection (centralized as well as decentralized) scheme? Only partial answers to this question seem to be available in the literature. Our study here for a restricted Gaussian observation provides new results for the centralized detection scheme. The literature on the effect of correlation on signal detection is sparse. One reason is that the type of correlation, i.e., the structure of covariance matrix, could be different depending on the models for different scenarios. Second, analytical results are generally possible only for some structured covariance matrices and under asymptotic analysis involving a very large number of sensors [1] , [2] . An analysis of decentralized detection of correlated Gaussian observations involving two sensors, each with one bit quantization, yielded some interesting and surprising results [3] , [4] . In general, it can be expected that the positive correlation among the sensor observations may lead to poor performance when compared to the uncorrelated case, unless the signal vectors under the two hypotheses can be designed appropriately, as can be seen from the textbook example for the two sensor case in [5] and [6] and, more recently, for the general case of arbitrary number of sensors [7] . Optimum signal design requires complete knowledge of a noise covariance matrix. In some situations, this information may be unavailable or partially known, and we would like to examine, for a given signal set, the variation of probability of detection error (P e ) at the FC, as a function of a correlation parameter. This approach provides a max-min solution to signal design that maximizes the minimum mean signal-to-noise power ratio, as the correlation parameter varies over its admissible interval.
II. PROBLEM FORMULATION
Consider a set of M sensors monitoring a region of interest to ascertain the presence of one of two signals (hypothesis H 1 or H 0 ) of interest. The signals, which are assumed to be deterministic, are received in additive Gaussian noise, as shown in the following:
where See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
information at the FC, the FC makes a final decision on which hypothesis is true using a likelihood ratio test (LRT). From standard results on LRT for the detection of deterministic signals in correlated Gaussian noise, we decide H 1 if
and H 0 otherwise, where T = Z T C −1 (X 1 − X 0 ) and λ equals the ratio of prior probabilities, namely P (H 0 )/P (H 1 ), for the Bayes criterion, and equals the value that provides a desired false alarm probability, for the Neyman-Pearson criterion. Let W = C −1 (X 1 − X 0 ). Probabilities of false alarm and missed detection are given as
) and
is the upper tail function of the standard Gaussian distribution.
III. ANALYSIS OF CENTRALIZED DETECTION
as the (mean) signal-tonoise ratio (SNR), also referred to as the deflection coefficient. K can be further simplified as K = W T CW . Without loss of generality, we may assume that under H 0 , X 0 T = [0, . . . , 0] 1×M and under H 1 , X 1 is replaced with X 1 − X 0 . For simplicity, let X = X 1 − X 0 in the following. Then, the detection error probability is given as
It can be shown that dP e dK < 0. Similarly, for the NP criterion, for a fixed value of P F , dP M dK < 0. Hence, P e is a monotonic decreasing function with the increase of SNR K, and P e → 0 as K → ∞.
A. Equicorrelated Gaussian
In this case, the covariance matrix is specified by C ii = σ 2 , C ij = σ 2 ρ, and i = j. For convenience, σ 2 is taken to be unity in the following, as any SNR can be achieved by scaling appropriately the signal level. For this covariance matrix, its inverse, eigenvalues, and eigenvectors are all available in closed form for finite M [8] . In fact, the (i, j)th element of the inverse matrix of D = C −1 is given by
Our goal is to study the effect of ρ on the detection error probability. By knowing C −1 , SNR K can be found as
where
and
.
The result can be obtained by using CauchySchwartz inequality | u, v | 2 ≤ u, u · v, v and setting u = X and v = 1 T . Because of a monotonic decreasing relationship between P e and K, dK dρ ≥ 0 is equivalent to dP e dρ ≤ 0, and vice versa. Hence from (4), K increases with ρ if
Consequently, we can arrive at the following equivalent condition:
It can be seen that F (ρ) is a monotonic increasing function of ρ and its minimum value of 0 is attained at the minimum value of ρ = − 1 M −1 , whereas its maximum value of M is attained when ρ takes its maximum value of 1. In addition, F (0) = 1. Using Lemma 1 and (6), we have the following result.
Corollary 1: The ρ that minimizes SNR K is given as the solution to
The above result shows that the correlation point ρ at which the SNR reaches its minimum value is identical for all signals X that have the same α β value. Proposition 1: For a good detection performance, it is desirable that dP e dρ < 0 when ρ > 0, and dP e dρ > 0 when ρ < 0. The proposition simply indicates that the correlation introduced at the sensor sites can be exploited advantageously by a 'good' detection system, thereby providing improved performance beyond that achieved with zero ρ. It is known that, given the knowledge of covariance matrix, the signal X can be chosen as the vector proportional to the eigenvector corresponding to the minimum eigenvalue of the covariance matrix C so that K is maximized [5] - [7] . Using the eigenanalysis of the covariance matrix [8] , we have the following lemma. Setting α = 0 in (4), we have K = β 1−ρ , which is the maximum achievable SNR, for a given positive ρ. As ρ → 1, we have K → ∞ and P e → 0.
For ρ < 0, the minimum eigenvalue is λ min = (1 + (M − 1)ρ) and the corresponding eigenvector V min satisfies the condition
T . Putting the corresponding signal in (4), we have K = β 1+(M −1)ρ , which is the maximum achievable SNR, for a given negative ρ. Hence, as ρ → − 1 M −1 , K → ∞ and P e → 0. We also see that when ρ → 0, K → β = MX 1 2 . A few remarks follow. 1) Equations (5) and (6) 
. , 1]
T while the correlation happens to be positive? In this case, (7) is not satisfied, i.e., F (ρ) < α β = M , for any 0 < ρ < 1, and hence, P e will increase monotonically with respect to ρ. Ultimately, the error rate will be equivalent to that of a single sensor case when ρ = 1 (perfect correlation). This result has been known for finite sample and asymptotic cases (e.g., [1] , [7] ) although the derivation of (5) and (6) that leads to this result is new. 3) Next, consider the case of a general signal such that 0 < α β < M. In this case, P e increases with ρ until the point ρ * at which F (ρ * ) = α β . When ρ is further increased above ρ * , P e decreases and reaches zero when ρ = 1 (perfect correlation). Hence, except for the identical signals case, a strong positive correlation is always beneficial. By analogy, we can also conclude that for negative correlation, except for the signal that aligns with the eigenvector corresponding to positive correlation condition, the probability of error will approach zero as ρ approaches − 
Solution: Solution to (7) provides ρ + = arg min ρ (K), with the corresponding K + obtained from (4) as follows:
If we scale each X i by a constant √ g, g > 0, we end up scaling both K and β by g. Hence, without any loss of generality, we can constrain the power of the signal X as unity, so that β = ||X|| 2 = 1. The value of ρ + that is to be used in (9) is the solution to (7) and hence, it is a function of α, (β fixed at 1). Hence, if there exists an X * = X, which is captured by a particular α, (β = 1), for which ρ + = 0 is the solution to (7), then K + in (9) will be maximized. That is, the max-min solution to X in (8) is the solution to X in (7) with ρ = 0. Therefore, the max-min solution X * satisfies α β = 1, which can be explicitly written as follows:
5) If ρ is fixed at 0, the noise being Gaussian, the noise components at sensors are all independent, and hence, the optimal signal X could be any signal, with the SNR solely determined by β. However, for the max-min design, although the max-min point corresponds to ρ = 0, the optimal max-min signal X * has to satisfy (10).
B. Autoregressive (AR(1)) Model
In this case, the covariance matrix is given by
This matrix was considered previously in asymptotic analysis involving a large number of sensors [2] , [9] , [10] . For this Toeplitz matrix, the inverse is given as follows:
It is easy to show that the SNR (K) in this case is given as follows:
It can be seen that G(ρ) is a monotonic increasing function of −1 < ρ < 1 and that its minimum value of −1 2 is approached as ρ approaches −1, whereas its maximum value of 1 2 is approached when ρ approaches 1. Also, G(0) = 0.
Lemma 3:
. Proof: Using Cauchy-Schwartz inequality: (
). The bound follows by taking square root on both sides and then diving by 2δ − γ Hence, for any given ρ, there exists a signal set that provides the best performance. For this AR(1) model, in general, no closed-form results for the minimum eigenvalue and the corresponding eigenvector are available. For given values of M and ρ, we rely on numerical analysis to design a best signal set and find the corresponding error performance. 
IV. NUMERICAL RESULTS
The following numerical results are presented for the equicorrelated and AR(1) model cases. In all cases, σ 2 = 1, P (H 1 ) = 0.5 and two values of M = 3 and M = 6 are considered. Also, for hypothesis H 0 , the signal was assumed to be zero. Then, X = X 1 . We programmed in MATLAB to obtain the numerical results. 1 1 1 1] , respectively. Fig. 1(a) and (b) plot P e against ρ for this scenario. According to corollary 1 for the equicorrelated case, notice that the signal set assumed is not optimal for ρ positive, but is optimal for negative correlation. In fact, for positive correlation, as ρ tends to 1, the error probability tends to the value achieved with a single sensor.
Scenario 2: Signals at sensors are not identical. We assume X 1 = [1 5 3] and X 1 = [1 5 3 1 5 3] . Fig. 2(a) and (b) plot P e versus ρ for this scenario. For the equicorrelated case, for ρ greater than a certain positive value, P e decreases with ρ, thereby providing perfect detection as correlation coefficient approaches 1. A similar behavior is seen for the autoregressive case. As shown analytically, the peak value of P e is obtained when (7) is satisfied for the equicorrelated case [greater relation in (13) becomes equality for AR(1) model]. Scenario 3: Best signal sets. This scenario studies the behavior of P e with respect to ρ when we have the ability to design the received signals at the sensors using the knowledge of the covariance matrix . Here, we constrain signal power as ||X 1 || 2 = M , with X 1 as an eigenvector corresponding to the minimum eigenvalue of the covariance matrix. Fig. 3(a) and (b) plot P e against ρ for the two correlation models.
In scenarios 1 and 3, the signal power ||X 1 || 2 equals M , whereas for scenario 2, it is a much higher value (equals 35 for M = 3 and 70 for M = 6). Hence, the probability of error is significantly lower in scenario 2. For scenario 3, Table I presents some best signal designs in the case of three sensors, for some values of ρ.
From Table I , for the equicorrelation, we see that Table I agree with the first remark under Lemma 3.
V. CONCLUSION
In this letter, for the centralized detection of one of two deterministic signals in Gaussian noise, with either equicorrelated covariance or AR(1) model covariance, we show analytically how the correlation between the sensors affects the detection performance for any signal set. We also derived a max-min solution for the signal set that achieves the maximum of minimum SNR, as ρ takes values over the admissible range. Numerical results are presented to show the behavior of P e as a function of ρ, for representative signal sets.
