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Abstrak 
Metode Box-Jenkins memasukkan banyak informasi dari data historis dengan menghasilkan kenaikan 
akurasi peramalan dan menjaga jumlah parameter seminimal mungkin, model terbaik akan diperoleh 
apabila residual antara model peramalan dan data historis memiliki nilai yang kecil distribusinya 
random dan independen. Penelitian ini bertujuan untuk mendapatkan prediksi nilai Indeks Harga 
Saham Gabungan (IHSG) untuk 200 hari ke depan. Model terbaik dipilih melalui tahap identifikasi, 
estimasi dan uji diagnostik. Hasil penelitian menunjukkan bahwa model ARMA(1,1) ∆𝑋𝑡 =
𝛼1∆𝑋𝑡−1 + 𝜀𝑡  − 𝛽1∆𝜀𝑡−1 adalah model terbaik untuk peramaln 200 hari kedepan yang 
mengalami fluktuasi dengan trend positif. 
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I. PENDAHULUAN 
Model time series sangat berguna untuk peramalan (forecasting) jangka pendek (Ulva, A., 
dan Yasin, A., 2003).  Beberapa keunggulan dari metode Box-Jenkins yang digunakan dalam model 
time series adalah karena metode tersebut disusun secara logis dan secara statistik akurat, 
memasukkan banyak informasi dari data historis, menghasilkan kenaikkan akurasi peramalan dan 
pada waktu yang sama menjaga jumlah koefisien seminimal mungkin, menggunkan pendekatan 
iteratif yang mengidentifikasi kemungkinan model yang bermanfaat. Model terpilihpun kemudian 
dicek kembali dengan data historis apakah telah mendeskripsikan data tersebut dengan tepat. Model 
terbaik akan diperoleh apabila residual model peramalan dan data historis memiliki selisih nilai yang 
kecil, distribusinya acak dan independent.  
Penelitian ini mengembangkan metode Box-Jenkins dengan proses Autoregressive Moving 
Average (ARMA) untuk memprediksi nilai IHSG yang selalu mengalami perubahan yang signifikan 
dari priode ke periode dalam kurun waktu tertentu, sebagai simulasi untuk memprediksi 200 hari 
kedepan.  
II. TEORI FUNDAMENTAL 
Metode Box-Jenkins khususnya proses ARMA diklasifikasikan berdasarkan ordenya. Namun, 
secara umum proses  ARMA yang digunakan adalah proses ARMA yang berhingga, ditulis 
ARMA(p,q), menggunakan operator lag dengan tujuan mempermudah dalam menyatakan 
kestasioneran dari proses ARMA.  
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Proses time series  TtX t ,  dengan  ,2,1,0  ZT  disebut proses weakly-stasioner 
atau kovariansi-stasioner jika memenuhi  
1)   2tXE , untuk setiap Zt  .    
2)   tXE  konstanta, independent terhadap t, untuk setiap Zt  . 
3) ),(),( ksktst   , untuk setiap Zkst ,, . Fungsi kovariansi hanya bergantung pada jarak 
waktu )( st   tetapi independen terhadap t dan s. Dengan kata lain proses time series disebut 
proses weakly-stasioner jika mean dan variansinya independen terhadap waktu t. 
Proses  𝑋𝑡 , 𝑡 ∈ 0, ±1, ±2, …   disebut proses ARMA(p,q) jika {𝑋𝑡 } adalah stasioner dan jika untuk 
setiap t , berlaku   
𝑋𝑡 − 𝛼1𝑋𝑡−1 − ⋯− 𝛼𝑝𝑋𝑡−𝑝 = 𝜀𝑡 − 𝛽1𝜀𝑡−1 − ⋯− 𝛽𝑞𝜀𝑡−𝑞      ....................................        2.1  
dengan  𝜀𝑡 ~𝑊𝑁 0, 𝜎
2 . {𝑋𝑡 } disebut suatu proses ARMA(p,q), dengan mean 𝜇 jika {𝑋𝑡 − 𝜇}     
adalah suatu proses ARMA(p,q). 
Secara simbolik persamaan (2.1) dapat ditulis dalam bentuk operator lag (L) sebagai berikut   
𝑋𝑡 − 𝛼1𝑋𝑡−1 − ⋯− 𝛼𝑝𝑋𝑡−𝑝 = 𝜀𝑡 − 𝛽1𝜀𝑡−1 − ⋯− 𝛽𝑞𝜀𝑡−𝑞  
mengenai operator lag (L) dimana  𝐿𝑘𝑋𝑡 = 𝑋𝑡−𝑘 , maka dapat ditulis dengan: 
𝑋𝑡 − 𝛼1𝐿𝑋𝑡 − ⋯− 𝛼𝑝𝐿
𝑝𝑋𝑡 = 𝜀𝑡 − 𝛽1𝐿𝜀𝑡 − ⋯− 𝛽𝑞𝐿
𝑞𝜀𝑡  
 1 − 𝛼1𝐿 − ⋯− 𝛼𝑝𝐿
𝑝 𝑋𝑡 = 𝜀𝑡 1 − 𝛽1𝐿 − ⋯− 𝛽𝑞𝐿
𝑞  
𝛼𝑝 𝐿 𝑋𝑡 = 𝛽𝑞 𝐿 𝜀𝑡                        ................................................      2.2 
dengan 𝛼𝑝  dan 𝛽𝑞  adalah polinomial derajat p dan q, serta 𝛼𝑝 𝐿  dan 𝛽𝑞 𝐿  adalah fungsi polinomial 
yang apabila L diganti dengan z maka,  
𝛼𝑝 𝑧 = 1 − 𝛼1𝑧 − 𝛼2𝑧
2 − ⋯− 𝛼𝑝𝑧
𝑝   dan  𝛽𝑝 𝑧 = 1 − 𝛽1𝑧 − 𝛽2𝑧
2 − ⋯− 𝛼𝑞𝑧
𝑞   ............  2.3 
Kestasioneran dari proses ARMA selain ditentukan melalui sifat weakly-stasioner, juga dapat 
dinyatakan dengan sifat kausalitas.  
Definisi 2.1 Jika proses linear Xt =  βjεt−j
∞
j=−∞  , φϵR, berlaku βj = 0, j < 0 dan  βj
2 < ∞,∞j=−∞  maka Xt 
disebut fungsi kausal dari εt , dengan  εt~WN 0, σ
2 .  
 Proses Xt =  βjεt−j
∞
j=−∞   merupakan kelas proses stasioner yang penting, yang disebut 
proses linear. Untuk proses linear yang kausal berlaku Xt =  βjεt−j
∞
j=−∞ , yakni proses Xt hanya 
bergantung kepada nilai-nilai εs , s ≤ t (yakni nilai-nilai proses εt  di masa lampau). 
Definisi 2.2 Jika Xt bersifat kausal maka kondisi  βj
2 < ∞∞j=−∞  akan dipenuhi, yakni Xt akan 
stasioner. Pada kasus kausal, penyelesaian untuk Xt dirumuskan sebagai berikut  
Xt =
βq  L 
αp  L 
εt =  βj
∞
j=0 L
jεt =  βj
∞
j=0 εt−j         .........................................................    2.4 
dengan  εt~WN 0, σ
2 .  
Teorema 2.1 Misalkan {Xt} adalah ARMA(p,q) berbentuk αp L Xt = βq L εt, dengan polinomial αp •  
dan βq •  tidak memiliki akar-akar yang sama. Maka {Xt} akan bersifat kausal jika dan hanya jika 
 αp z ≠ 0 untuk  z ≤ 1, zϵℂ. Dengan kata lain polinomial  αp z  (dari polinomial autoregresi) tidak 
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memiliki akar-akar dalam unit circle |z| ≤ 1, yakni jika 𝑧𝑖 , 𝑖 = 1, … , 𝑟  adalah akar-akar berbeda dari 
 αp z  maka berlaku  𝑧𝑖 > 1.  
Bukti: 
Diketahui {Xt} adalah ARMA(p,q) berbentuk αp L Xt = βq L εt , dengan polinomial αp •  dan βq •  
tidak memiliki akar-akar yang sama. Akan ditunjukkan bahwa jika {Xt} bersifat kausal, maka 
 αp z ≠ 0 untuk  z ≤ 1, zϵℂ. Xt disebut fungsi kausal dari εt . Jika proses linear 
𝑋𝑡 =  𝛽𝑗 𝜀𝑡−𝑗
∞
𝑗 =−∞  , 𝜑𝜖𝑅,  berlaku βj = 0, j < 0 dan  𝛽𝑗
2 < ∞  ∞𝑗=−∞ , sehingga berdasarkan 
persamaan (2.4), pada kasus kausal, penyelesaian untuk Xt dapat ditulis sebagai 𝑋𝑡 =
 𝛽𝑗
∞
𝑗=0 𝜀𝑡−𝑗 =  𝛽𝑗
∞
𝑗 =0 𝐿
𝑗 𝜀𝑡 =
𝛽𝑞 𝐿 
𝛼𝑝  𝐿 
𝜀𝑡  , Jika 𝛼𝑝 𝐿  dan 𝛽𝑞 𝐿  adalah fungsi polinomial yang apabila L 
diganti dengan z, maka  𝑋𝑡 =
𝛽𝑞  𝑧 
𝛼𝑝  𝑧 
𝜀𝑡 =
1−𝛽1𝑧−𝛽2𝑧
2−⋯−𝛼𝑞𝑧
𝑞
1−𝛼1𝑧−𝛼2𝑧
2−⋯−𝛼𝑝𝑧
𝑝 𝜀𝑡  
maka dapat diketahui bahwa  𝛼𝑝 𝑧 ≠ 0 untuk  𝑧 ≤ 1, 𝑧𝜖ℂ, atau dengan kata lain polinomial  αp z  
tidak memiliki akar-akar dalam unit circle |z| ≤ 1, yakni jika zi , i = 1, … , r   adalah akar-akar berbeda 
dari  αp z  maka berlaku  zi > 1. 
Dan akan ditunjukan bahwa Jika polinomial  αp z ≠ 0 untuk  z ≤ 1, zϵℂ, maka {Xt} bersifat kausal. 
Jika diketahui  αp z ≠ 0 untuk  z ≤ 1, zϵℂ, Oleh karena  αp z ≠ 0 untuk  z ≤ 1, zϵℂ, maka 
diperoleh 𝑋𝑡 =
𝛽𝑞 𝑧 
𝛼𝑝  𝑧 
𝜀𝑡 =  𝛽𝑗
∞
𝑗=0 𝐿
𝑗 𝜀𝑡 =  𝛽𝑗
∞
𝑗=0 𝜀𝑡−𝑗 . Terlihat bahwa 𝑋𝑡 =  𝛽𝑗
∞
𝑗=0 𝜀𝑡−𝑗  merupakan 
proses linear, sehingga dapat diketahui Xt bersifat kausal. Oleh karena Xt bersifat kausal maka 
kondisi  βj
2 < ∞∞j=−∞  akan dipenuhi.  
Definisi 2.3 Suatu proses ARMA(p,q) didefinisikan dengan persamaan 𝛼𝑝 𝐿 𝑋𝑡 = 𝛽𝑞 𝐿 𝜀𝑡 disebut 
invertible (memiliki invers) jika terdapat barisan konstanta  hj  sedemikian sehingga  ℎ𝑗
2∞
𝑗=0 < ∞ dan 
𝜀𝑡 =  ℎ𝑗
∞
𝑗=0 𝑋𝑡−𝑗 , 𝑡𝜖𝛧. Terlihat bahwa sifat kausalitas dan invertible menunjukan hubungan antara 
 Xt  dan  εt .  
Teorema 2.2 Misalkan diberikan  Xt  suatu proses ARMA(p,q) dengan polynomial  αp •  dan βq •  
tidak memiliki akar-akar yang sama. Maka  Xt  invertible jika dan hanya jika βq z ≠ 0 untuk semua 
zϵℂ sedemikian sehingga  z ≤ 1. Dengan kata lain, akar-akar berbeda dari βq z , yakni z1 , … , zk  
akan memiliki sifat  𝑧𝑖 > 1, 𝑖 = 1,2, … , 𝑘. 
Bukti: 
Diketetahui  Xt  suatu proses ARMA(p,q) dengan polinomial  αp •  dan βq •  tidak memiliki akar-
akar yang sama.  
Akan dibuktikan bahwa jika  Xt  invertible, maka βq z ≠ 0 untuk semua zϵℂ sedemikian sehingga 
 z ≤ 1.  
Berdasarkan definisi 2.3 𝛼𝑝 𝐿 𝑋𝑡 = 𝛽𝑞 𝐿 𝜀𝑡  dikatakan invertible terdapat barisan konstanta  hj  
sedemikian sehingga  ℎ𝑗
2∞
𝑗 =0 < ∞ dan 𝜀𝑡 =  ℎ𝑗
∞
𝑗=0 𝑋𝑡−𝑗 , 𝑡𝜖𝛧. 
adit: βq z ≠ 0 untuk semua zϵℂ sedemikian sehingga  z ≤ 1.  
𝜀𝑡 =  ℎ𝑗
∞
𝑗 =0 𝑋𝑡−𝑗 =  ℎ𝑗
∞
𝑗=0 𝐿
𝑗𝑋𝑡 =  
𝛼𝑝  𝐿 
𝛽𝑞 𝐿 
𝑋𝑡 . 
Jika αp L  dan βq L  adalah fungsi polinomial yang apabila L diganti dengan z, maka  
  4 
 
Pemodelan Data Time Series Dengan Metode Box-Jenkins 
εt =
αp  z 
βq  z 
Xt =
1−α1z−α2z
2−⋯−αp z
p
1−β1z−β2z
2−⋯−αq z
q
Xt , sehingga dapat diketahui harga βq z ≠ 0 untuk semua 
zϵℂ sedemikian sehingga  z ≤ 1. Dengan kata lain, akar-akar berbeda dari βq z , yakni z1 , … , zk  
akan memiliki sifat  𝑧𝑖 > 1, 𝑖 = 1,2, … , 𝑘. 
Akan ditunjukkan juga bahwa jika βq z ≠ 0 untuk semua zϵℂ sedemikian sehingga  z ≤ 1, maka 
 Xt  invertible 
Apabila diketahui harga βq z ≠ 0 untuk semua zϵℂ sedemikian sehingga  𝑧 ≤ 1, dari              𝜀𝑡 =
𝛼𝑝  𝑧 
𝛽𝑞 𝑧 
𝑋𝑡  , maka diperoleh  𝜀𝑡 =
𝛼𝑝  𝐿 
𝛽𝑞 𝐿 
𝑋𝑡 =  ℎ𝑗
∞
𝑗=0 𝐿
𝑗𝑋𝑡 =  ℎ𝑗
∞
𝑗=0 𝑋𝑡−𝑗    
dapat dilihat terdapat barisan konstanta  hj  pada 𝜀𝑡 =  ℎ𝑗
∞
𝑗 =0 𝑋𝑡−𝑗 , 𝑡𝜖𝛧. Sehingga berdasarkan 
definisi 2.3 𝛼𝑝 𝐿 𝑋𝑡 = 𝛽𝑞 𝐿 𝜀𝑡  dikatakan invertible, jika terdapat barisan konstanta  hj  sedemikian 
sehingga  ℎ𝑗
2∞
𝑗 =0 < ∞ dan 𝜀𝑡 =  ℎ𝑗
∞
𝑗=0 𝑋𝑡−𝑗 , 𝑡𝜖𝛧. Maka terbukti  Xt  invertible.   
III. METODOLOGI 
Data IHSG diolah dengan menggunakan program EViews Versi 4.0. dengan langkah-langkah 
sebagai berikut: uji stasioner data, identifikasi model, estimasi koefisien atas model dan uji 
diagnostik. Setelah model dengan orde terbaik diperoleh dilakukan peramalan nilai IHSG untuk 200 
hari ke depan. Paparan langkah-langkah tersebut sebagai berikut:  
III.1  Uji Stasioneritas Data 
Uji akar unit atau uji Augmented Dickey Fuller  (ADF) digunakan untuk mendeteksi apakah 
data stasioner atau tidak, dalam uji ADF dapat digunakan  asumsi model bahwa (Nagstrup, 2002) 
t
p
k
ktkt XX   


1
  dengan t   2,0 WN .       .............................................     3.1 
Keputusan: tolak 0H  jika nilai statistik ADF lebih besar dari nilai kritis MacKinnon, sebaliknya 0H  
diterima. Uji ADF berisi regresi dari diferensi pertama pada data runtun waktu terhadap lag variabel, 
lagged difference terms, konstanta dan variabel trend. 
III.2  Identifikasi Model  
Proses identifikasi adalah dilakukan untuk menentukan orde dari proses ARMA. Identifikasi 
model ARMA akan diestimasi dengan menggunakan model AutoCorrelation Function (ACF ) dan 
model Partial AutoCorrelation Function (PACF). 
III.4  Estimasi Koefisien Atas Model  
Estimasi koefisien proses ARMA dilakukan untuk menentukan taksiran dari parameter yang 
tidak diketahui, dihitung dengan menggunakan metode maximum likelihood. Dimana parameter akan 
ditaksir dengan cara memaksimalkan fungsi kepadatan peluang dari proses ARMA. Secara umum 
model stasioner ARMA(p,q)  adalah 
 qtqttptptt XXX    1111 ...     .............................................          3.2 
dimana  tt xX  dan   ),0(~
2 WNt , kepadatan peluang bersama  
'
21 ,...,, n   adalah  
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         








 


k
t
t
n
P
1
2
2
2/22
2
1
exp2,,, 

                   ...............................................        3.3 
dengan ptpttqtqtt XXX    ...1111   .    .............................................        3.4 
dapat ditulis dalam fungsi likelihood dengan parameter  𝛼, 𝜇, 𝛽, 𝜎2 . 
Misalkan 𝑋 =  𝑋1 , 𝑋2, … , 𝑋𝑛 ′ dan diasumsikan kondisi awal 𝑋0 =  𝑋1−𝑝 , … , 𝑋−1, 𝑋0  dan 
ε0 =  ε1−q , … , ε−1 , ε0 ′. Sehingga fungsi log-likelihood bersyarat  
       𝑙𝑛 𝐿𝑜 𝛼, 𝜇, 𝛽, 𝜎
2 = −
𝑛
2
𝑙𝑛2𝜋𝜎2 −
𝑆𝑜 𝛼 ,𝜇 ,𝛽 
2𝜎2
                        ..............................................         3.5 
dimana 𝑆𝑜 𝛼, 𝜇, 𝛽 =  𝜀𝑡
2  𝛼, 𝜇, 𝛽 𝑋0 , 𝜀0, 𝑋 
𝑛
𝑡=1 .                         .............................................         3.6 
adalah jumlah fungsi kuadrat bersyarat. Nilai 𝛼, 𝜇,  dan 𝛽 , yang memaksimalkan (3.5) disebut 
penaksir maksimum likelihood bersyarat. Karena 𝑙𝑛 𝐿𝑜 𝛼, 𝜇, 𝛽, 𝜎
2  meliputi data yang memenuhi 
So α, μ, β , penaksir-penaksir tersebut sama seperti penaksir pada metode kuadrat terkecil bersyarat. 
Yang diperoleh dari meminimalkan jumlah fungsi kuadrat So α, μ, β ,  dimana, kita perlu ketahui 
bahwa metode kuadrat terkecil ini tidak memuat parameter σ2. 
Terdapat beberapa alternatif untuk menentukan kondisi awal  X0  dan ε0. Berdasarkan asumsi 
bahwa  Xt  adalah stasioner dan  εt  adalah sebuah deret variabel acak  dari proses IID~N 0, σ
2 , 
kita dapat menganti Xt yang belum diketahui dengan mean X dari sampel dan εt  yang belum 
diketahui dengan ekspektasinya adalah 0. Untuk model pada persamaan (3.2) diasumsikan bahwa 
εp = εp−1 = ⋯ = εp+1−q = 0 dan menghitung εt  untuk t ≥  p + 1  dengan menggunakan persamaan 
(3.2). Jumlah fungsi kuadrat bersyarat pada (3.6) sehingga menjadi 
𝑆𝑜 𝛼, 𝜇, 𝛽 =  𝜀𝑡
2  𝛼, 𝜇, 𝛽 𝑋 𝑛𝑡=1 .                 .....................................................................    3.7 
Setelah menghitung taksiran parameter dari α, μ,  dan β , penaksir σ 2 dari σ2 dapat dihitung 
melalui   𝜎 2 =
𝑆𝑜 𝛼 ,𝜇 ,𝛽  
𝑑𝑘
, 𝑑𝑘 = 𝑛 −  2𝑝 + 𝑞 + 1      .......................................................................  3.8 
III.5  Uji Diagnostik 
Uji diagnostik dilakukan untuk mengecek apakah model yang dipilih sesuai dengan data 
secara baik. Untuk mengecek penerimaan keseluruhan dari residual autokorelasi  )(KQ  akan 
digunakan Ljung-Box Statistik dengan rumus: 





















k
k
n
k
kn
nn
kn
n
nKQ
1
2
1
2
2/1
ˆ
1
)2(ˆ
2
)(   .    ................................................... 3.9 
Dengan k adalah jumlah autokorelasi yang dimasukan dalam tes statistik, n adalah jumlah seluruh 
observasi, 
2ˆ
 adalah autokorelasi dari residual yang diestimasi  
  
 
1,,2,1,
ˆ
ˆˆ
)(ˆ
1
2
12










nkk
n
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
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
, 


n
j
jn
1
1 ˆ ,   ............................................ 3.10 
dan  pjpjjj XXX    11ˆ .  
 )(KQ  berdistribusi Chi-Square  2  dengan derajat kebebasan (df) K-p, dengan p adalah orde dari 
proses ARMA. Model yang dipilih akan sesuai dengan data secara baik jika tidak ada korelasi serial 
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dalam residual dari hasil estimasi dengan model yang diamati atau nilai   tabelKQ 2)(  , dengan 
)(22 pKtabel   , dengan  adalah taraf signifikan 95%. 
III.6  Peramalan 
Peramalan dapat dilakukan apabila telah diperoleh model ARMA terbaik. Model  ARMA 
dengan variabel penjelasnya dianggap baik dan layak digunakan untuk memprediksi ketidakpastian 
dimasa yang akan datang, apabila memiliki Root Of Means Squared Error (RMSE)  yang kecil 
(Kardoyo dan Kuncoro, 2001). RMSE diperoleh dengan rumus: 
)( kn
SSE
RMSE

                    ..............................................................................     3.11 
Dengan 


T
i
i xXSSE
1
 , dimana X adalah variabel dependen dan x  adalah variabel independen. 
IV. HASIL ANALISIS DAN PEMBAHASAN 
IV.1  Hasil Penelitian 
Hasil uji stasioner data nilai IHSG periode 1 Januari 2005 – 30 April 2009 dengan 
menggunakan program eviews versi 4.0 adalah sebagai berikut. 
 
 
 
 
 
 
 
                   Gambar 1.  a)Grafik  Data Asli IHSG  b) Grafik Data Hasil Diferencing 
Dari hasil uji stasioneritas data di atas diperoleh nilai statistik ADF 1,67. Nilai statistik ADF ini 
lebih kecil dari nilai kritis MacKinnon pada taraf signifikan 1% dan 5%. Menurut hipotesis 0H  
diterima, artinya data nilai IHSG tidak stasioner (gambar 1 a). Solusi data yang tidak stasioner 
adalah dengan melakukan differencing. Dari hasil uji stasioneritas data hasil diferencing diperoleh 
nilai statistik ADF 11,17. Nilai statistik ADF ini lebih besar dari nilai kritis MacKinnon pada taraf 
signifikan 1% dan 5% dan 10%. Menurut hipotesis 0H  ditolak, artinya data nilai DIHSG stasioner 
(gambar 1 b). Karena data sudah stasioner maka tahap selanjutnya adalah melakukan identifikasi 
-.08
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Grafik Hasil diferencing
800
1200
1600
2000
2400
2800
3200
250 500 750 1000
Grafik Data  Asli IHSGa b 
  7 
JIMT, Vol. 6, No. 1, Mei  2009 : 1 – 10  
model dengan melihat plot ACF dan PACF. Nilai dan plot ACF dan PACF dengan menggunakan 
eviews versi 4.0 adalah sebagai berikut 
 
 
 
 
 
 
 
 
                         
 
 
 
Dari nilai dan plot ACF dan PACF di atas dapat dilihat bahwa ACF dan PACF mencapai puncak 
pada lag 1, lag 5 dan lag 13 sehingga dapat diperkirakan model yang relatif baik untuk memprediksi 
nilai IHSG adalah AR(1), MA(1), AR (13), dan ARMA(1,1). Untuk menentukan model  dengan orde 
terbaik, selanjutnya akan dilakukan estimasi parameter dan uji diagnostik. Hasil estimasi parameter 
dan uji diagnostik seperti gambar 2 . 
 
 
 
 
 
 
 
 
 
           
                       Gambar 2.   a) hasil estimasi parameter  b) hasil uji diagnostik 
Rangkuman hasil modelling untuk harga estimasi dari koefisien (gambar 2.a) dan harga 
statistik untuk uji diagnostik (gambar 2.b), beserta harga probabilitasnya untuk uji yang bersesuaian 
di dalam kurung. Dari tahap estimasi dan uji diagnostik dapat dilihat seperti tabel 1 berikut ini. 
 
a b 
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Tabel 1. Rangkuman Hasil Modelling 
 AR(1) AR(5) ARMA(1,1) MA(1)  AR(1) AR(5) ARMA(1,1) MA(1) 
1  
0.152062 
(0,0000) 
0.144956 
0.0000 
0.348450 
0.0260
 
 Q(6) 5.7278 
0.334 
0.1426 
0.706 
4.9405 
0.293 
7.9146 
0.095 
2
 
 0.027633 
0.3750 
  Q(9) 10.675 
0.221 
3.8439 
0.572 
10.026 
0.187 
12.918 
0.115 
3
 
 -0.011474 
0.7127 
  Q(12) 11.338 
0.415 
4.3933 
0.734 
10.521 
0.396 
13.868 
0.240 
4
 
 0.013941 
0.6542 
  RMSE 0.02251 0.02677 0.020166 0.020787 
5
 
 -0.068314 
0.0263 
       
𝛽1 
  -0.204821 
0.02120 
0.142448 
0.0000 
     
Dari rangkuman hasil modelling ini, dapat dibuat analisa sebagai berikut: 
1. Untuk model AR(1), terlihat dari uji-t koefisien dari model yang signifikan adalah 1 , dan dari uji 
residual menunjukkan nilai statistik-Q tidak signifikan artinya sudah tidak terdapat korelasi serial 
dalam data, sehingga model ini dapat dipertimbangkan sebagai model untuk data IHSG. 
2. 
Untuk model AR(5), terlihat dari uji-t koefisien dari model yang signifikan adalah 1 dan 5  
sedangkan koefisien yang lainnya tidak signifikan, dan dari uji residual menunjukkan nilai 
statistik-Q tidak signifikan artinya sudah tidak terdapat korelasi serial dalam data, sehingga 
model ini dapat dipertimbangkan sebagai model data IHSG. 
 
3. Untuk model ARMA(1,1) terlihat dari uji-t koefisien dari model yang signifikan adalah 1 , dan 1
, dan dari uji residual menunjukkan nilai statistik-Q tidak signifikan artinya sudah tidak terdapat 
korelasi serial dalam data, sehingga model ini dapat dipertimbangkan sebagai model untuk data 
IHSG. Berdasarkan nilai RMSE yang lebih kecil, dapat disimpulkan bahwa model ini lebih baik 
dibandingkan model yang lainnya, dengan demikian, terlihat bahwa model 3 yakni model 
ARMA(1,1)  ∆𝑋𝑡 = 𝛼1∆𝑋𝑡−1 + 𝜀𝑡  − 𝛽1∆𝜀𝑡−1 
4. Untuk model MA(1) terlihat dari uji-t koefisien dari model yang signifikan adalah 1 , dan dari uji 
residual menunjukkan nilai statistik-Q tidak signifikan artinya sudah tidak terdapat korelasi serial 
dalam data, sehingga model ini dapat dipertimbangkan sebagai model untuk data IHSG. 
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IV.2  Peramalan  
Hasil peramalan dari simulasi model ARMA(1,1) dengan menggunakan eviews versi 4.0 nilai 
IHSG untuk 200 hari kedepan dapat dilihat pada gambar 3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. a) Grafik hasil peramalan untuk 200 hari, b) Grafik hasil peramalan dan c) Grafik 
perbandingan data asli dengan data ramalan 
IV.3   Pembahasan 
Hasil peramalan dengan AR(13) menunjukkan bahwa pada awalnya nilai IHSG Jakarta terjadi 
fluktuasi dengan nilainya akan terus meningkat untuk hari-hari berikutnya, hal ini menunjukkan 
adanya trend positif dari hasil peramalan. Fluktuasi untuk hari berikutnya bisa terjadi antara interval 
batas atas (UCL) dan batas bawah (LCL) (lihat gambar 3. a). Kecocokan atau akurasi peramalan 
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untuk perbandingan data asli dengan data peramalan sudah cukup baik untuk beberapa periode 
data yaitu data tahun 2005 dan awal tahun 2009 untuk data tahun 2008 banyak mengalami fluktuatif, 
ini disebabkan karena adanya pengaruh krisis global dunia dimulai pada awal tahun 2008. dilihat 
(gambar 1.c).  
V. KESIMPULAN 
Berdasarkan pembahasan di atas, dapat diambil kesimpulan sebagai berikut: 
1. Pergerakan data IHSG hasil peramalan dengan model ARMA(1,1) mengikuti pergerakan data 
IHSG asli, sedangkan hasil peramalan untuk 200 hari ke depan pada awalnya terjadi fluktuasi 
namun pada hari berikutnya terus meningkat atau ada trend positif. 
2. Dari perbandingan antara data IHSG hasil peramalan dengan data IHSG asli, dapat dilihat 
bahwa akurasi peramalan dari model ARMA baik untuk sebagian data IHSG. Nilai hasil 
peramalan yang memiliki akurasi peramalan yang paling baik adalah nilai hasil peramalan yang 
paling dekat ke data IHSG periode tahun 2005 dan awal tahun 2009. 
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