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IPTV - THE CASE FOR PEER-TO-PEER LIVE-STREAMING
Mathias Fischer
Department of Telematics and Computer Networks, TU Ilmenau
ABSTRACT
Internet Protocol Television (IPTV) is becoming more
and more popular and will burden future networks heav-
ily with trafﬁc, especially if deployed with a classic
client-server-like approach. Besides, it does not scale.
Application Layer Multicast (ALM) and its Peer-to-
Peer (P2P)-like content distribution is a promising tech-
nology to overcome the bottleneck of client-sever and
to relieve core networks from redundant transmissions.
Nevertheless, since relying on unreliable end-users,
ALM systems are more susceptible to node churn and
DoS attacks, so that appropriate countermeasures and
a careful system design are required. We describe the
architecture of an IPTV system based on ALM, present
a formal IPTV model and summarize several research
challenges in such a scenario. Our system is intended to
optimally adapt its resources to a changing user behav-
ior and to build topologies that are efﬁcient and robust
at the same time by minimizing reconstruction costs
caused by changes in the user compound.
Index Terms— Application LayerMulticast, IPTV,
Peer-to-Peer, Live-Streaming, Resilience, DoS
1. INTRODUCTION
In current days, we observe a convergence of classi-
cal media distribution with the Internet. People more
and more shift their media consumption from conven-
tional broadcast media like TV or radio to the Internet.
They listen to radio streams, watch videos on YouTube
and enjoy sport live-streams. Hence, for a broad audi-
ence IPTV is only a small step ahead. This challenges
network operators as well as service providers. Net-
work operators have to cope with steadily increasing
data trafﬁc in their networks and service providers have
to deploy more and more servers to meet the increasing
demand.
ALM can be a solution to both problems at once,
since it can shift trafﬁc from core networks and avoid
the classical client-server bottleneck by providing an
inherent scalable content distribution. The stream is
distributed from a source to a large number of peers
by again utilizing their resources for re-distributing the
stream to other peers. So, the number of participants
This work was supported by the Deutsche Forschungsgemein-
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can grow independently of the sources’ upload band-
width. Moreover, a careful ALM topology design can
shift trafﬁc closer to the edges of the network and re-
lieves network operators from trafﬁc.
Problems arising from designing an IPTV system
on the basis of ALM, concern especially robustness and
Quality of Service (QoS). In order to become accepted
by end-users, the QoS should not be signiﬁcantly worse
than with current client-server solutions. Furthermore,
since relying on unreliable end-hosts, such systems are
more susceptible to node churn and intended DoS at-
tacks. Thus, the failure of a single node affects all of
its successors and packet loss propagates in the distri-
bution trees. This problem will even deteriorate due to
an increasing mobile use of such systems in the future
that induces much higher node churn.
In this article, we describe an IPTV system based
on ALM that is intended for Live-Streaming and Near-
Video-On-Demand-Streaming (a live-stream that is re-
peated in speciﬁc time intervals). The system distributes
a multitude of streams to large and highly heteroge-
neous (e.g. regarding bandwidth) user groups and is
intended to optimally adapt its resources to a perma-
nently changing user behavior. Furthermore, the sys-
tem maintains service (at least partially) during over-
lay and underlay failures, e.g. due to massive DDoS
attacks. In the process, we present a formal model de-
scribing our IPTV system and summarize arising re-
search challenges.
Sec. 2 speciﬁes the requirements to an IPTV system
and Sec. 3 summarizes the related work in combining
IPTV with P2P. Sec. 4 gives an overview of our sys-
tem architecture and introduces a formal model of our
system. Sec. 5 outlines research questions and Sec. 6
concludes the article.
2. REQUIREMENTS TO AN IPTV SYSTEM
The following requirements to IPTV can be distinguished:
• Scalability An IPTV system remains scalable at
any number of participants. Besides, by avoiding
central components as potential Single-Point-of-
Failure (SPoF)s, it should be possible to extend
the system by any number of additional infra-
structure components (e.g. sources).
• Robustness/Stability The system has to remain
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functional during node churn and Denial of Service
(DoS) attacks on participants, sources or other
system components. In worst case scenarios, grace-
ful degradation functionality has to be ensured.
Besides pure overlay stability, an IPTV system
has to be robust in the presence of single under-
lay link and node failures as well.
• Transmission Efﬁciency has to be achieved on
user- as well as on network-side. On user side
QoS requirements have to be kept, like minimiz-
ing packet loss, delay and jitter. On network
side an IPTV system has to minimize redundant
transmissions across core networks to relieve net-
work operators from trafﬁc.
• Efﬁcient Resource Usage The IPTV system has
to be economical regarding the resources on serv-
ers. So, at one hand the required server band-
width has to be minimized, but on the other hand
still strict QoS requirements have to be met.
• Minimal Signaling Overhead Arising overhead
in terms of signaling has to be kept as minimal
as possible.
• Self-Conﬁguration An IPTV system should be
functional without manual interaction. It adapts
to changing conditions in the source or partici-
pant compound and adjusts to varying network
conditions. Furthermore, the system is easily ex-
tensible by additional components (e.g. sources).
• AgilityUser agility/mobility imposes a challenge
to IPTV systems and has to addressed, since prob-
ably a large fraction of participants in such sys-
tems will be mobile in the future. Hence, no mo-
bility handling will further worsen the problem
of node churn leading to service degradation un-
til disruptions of the stream.
• User Heterogeneity Participants in a IPTV sys-
tem are highly heterogeneous regarding their user
behavior, memory, CPU, bandwidth or even their
energy supply. This has to be considered at build-
ing an IPTV system.
3. RELATED WORK ON IPTV
Related work regarding P2P-IPTV covers a broad range
of topics, like P2P streaming approaches or server load-
balancing. Currently there is also standardization work
of European Telecommunications Standards Institute
(ETSI) within the Telecoms & Internet converged Ser-
vices & Protocols for Advanced Network (TISPAN)
project that attempts to deﬁne a new standard for IPTV.
TISPAN proposes two IPTV solutions, an IPTV sub-
system that focuses to integrate existing solutions into
an Next Generation Network (NGN) and a solution ba-
sed on 3G’s IP Multimedia Subsystem (IMS) that al-
lows to use IPTV together with other telecommunica-
tion services like different data services for instance. A
P2P solution is discussed as well, but without any spe-
ciﬁc agreement so far.
ALM systems are usually distinguished in push-
based systems that explicitly construct topologies and
pull-based systems, in which topologies are constructed
implicitly on the basis of loosely coupled nodes. More-
over, hybrid systems that combine fast push-based de-
livery with the improved resilience of a pull-based ap-
proach exist. Most ALM systems real deployment and
with broader audiences are pull-based systems like Cool-
Streaming [1] or PPLive [2]. However, their startup-
delay (in PPLive up to two minutes) renders them use-
less for live-streaming purposes, since the efﬁciency re-
quirement is violated. For this reason, only push-based
ALM like the own system proposed in [3, 4] and hybrid
systems like mTreebone [5] are expected to be suitable
for an efﬁcient large-scale distribution of live-content.
Peer-assisted streaming summarizes a subgroup of
ALM systems, in which the P2P content distribution is
massively supported by the system itself, so that end-
users are partly relieved from re-distribution compared
to a pure P2P approach. For example peers are deliv-
ered with some stripes by sources directly and obtain
the rest of them via ALM. In MediaGrid [6] content is
disseminated from a source to distribution hubs close
to the edges of a Fiber To The Node (FTTN) network.
Distribution hubs disseminate the content via ALM in
their local area of responsibility. Data exchange be-
tween peers across different areas is prohibited, since
the authors assume that the trafﬁc bottleneck appears
most likely in local distribution hubs.
Furthermore, the allocation of resources to streams
has to be considered, to minimize the bandwidth re-
quirements on side of the sources by still providing rea-
sonable stream qualities. The authors of [7] establish
performance bounds for minimum server load, maxi-
mum supported stream rate and minimum tree depth
in peer-assisted streaming approaches. These bounds
were established for three different cases: First, peers
have unlimited bandwidth, second peers have at most
only one successor per stripe and third, peers can have
several successors per stripe. The authors of [8] employ
a proactive approach to assign resources to streams.
Server bandwidth is allocated to a stream in depen-
dence on its expected future popularity to guarantee
a desired level of streaming quality. The prospective
popularity of a stream is predicted based on the past
evolution of its member compound.
4. P2P - IPTV SYSTEM
In the following, we give an architectural overview of
an own IPTV system that utilizes the resources of its
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participants for distributing a multitude of streams. Fur-
thermore, we derive a formal model describing this sys-
tem and outline major research directions in P2P-IPTV.
4.1. Architecture Overview
In our P2P-IPTV system, a multitude of streams is dis-
tributed outgoing from a set of sources onto a large par-
ticipant set, which re-distribute the stream on their be-
half as well. This way, the inherent bottleneck of a clas-
sical client-server solution is avoided by incorporating
the participants’ resources to the content distribution.
The system attempts to construct several ALM over-
lays at once that reﬂect the current user behavior and
supplies users with requested content under strict QoS-
constraints. Our IPTV system constructs a push-based
ALM streaming overlay that supplies users with re-
quested content under strict QoS constraints by adapt-
ing to their behavior. Users choose freely from the
full range of streams and their corresponding stripes.
Therewith, on the basis of Multiple Description Coding
(MDC) and scalable video coding [9] it is possible to
obtain extra content in addition to a basic stream, e.g. an
additional stripe containing the sign language interpreter
or supplementary stripes to obtain a video stream in
higher resolution.
The system comprises a multitude of sources for
providing a basic distribution service. Participants re-
ceiving a stream, re-distribute it on their behalf as well.
Furthermore, participants with spare resources that are
not utilized in their respective stream are forced or en-
couraged to distribute other streams they are not actu-
ally interested in as well. In addition, we introduce the
novel concept of ALM-Switches that are placed within
networks and can relocate their positions within ﬁxed
sites in the network.
Sources cooperate to distribute the system’s streams
and are arranged in a ﬂat hierarchy in a P2P network,
so that there is no need for central coordination. Ev-
ery source preferably delivers one or several streams to
clients in its local network neighborhood, whereby the
ﬁrst source distributing a distinct stream takes over re-
sponsibility for its coordination and the basic distribu-
tion service. The coordinating source spends as many
of its bandwidth as necessary in order to limit the height
of distribution trees and to keep QoS parameters in tol-
erable range. If the coordinating source’s resources are
ﬁnally depleted, it requests additional supporting sour-
ces with spare bandwidth for stream re-distribution. If
the number of users and therewith the height of distri-
bution trees decreases again, coordinating sources take
over remaining members served by supporting sources
again, depending on the QoS tolerance range.
Besides the large fraction of participants that ob-
tain a stream and spend most of their resources for its
re-distribution, some of the participants may still have
huge spare bandwidth that is currently not required in
their respective stream. Alternatively, if the system is
deployed on set-top boxes their spare bandwidth, in
times the user is not interested in any stream, can be
used as well. Therewith, by including these otherwise
wasted resources to the distribution process, the perfor-
mance of the system can be improved. In the process,
a careful supporter selection for distinct streams is im-
portant in order to maintain the locality and robustness
of stream distribution at the same time.
ALM-Switches can either spend spend their band-
width completely for a whole stream, for a single stripe,
or alternatively their resources are divided more ﬁne-
grained onto the set of streams/stripes (e.g.to distribute
the most popular mix of stripes in their local network
neighborhood). Moreover, their positioning has huge
inﬂuence on the system as well. Positioning them in the
middle of the network will decrease delays, whereas a
placement close to the edges of the network will de-
crease redundant transmissions in core networks and
thus dis-burden network operators from trafﬁc.
Therewith, ALM-Switches are a ﬁrst measure to
adapt IPTV systems to the underlay. Nevertheless, the
problem of several overlay links spanning the same un-
derlay link remains. Hence, an underlay failure could
affect several overlay links at once, inducing huge dam-
age in IPTV overlays. For this reason, we attempt to
construct underlay-aware overlay connections by try-
ing to establish preferably node- and link-disjoint un-
derlay paths. Therewith, it is may possible to keep the
system (at least partially) functional during huge DDoS
or BGP attacks, for example.
4.2. Formal IPTV Model
The communication network as basis of the ALM over-
lay can be described by a connected underlay-graph
GU = (VU ∪ H,EU ), with V ≥ 1 and V ∩ H = ∅.
H constitutes a set of hosts, that support virtualization
and are able to host virtual ALM-Switches. V com-
prises all ordinary routers and all possible positions of
participants. Every underlay edge eU ∈ EU is charac-
terized by an edge capacity c(eU ) ≥ 0 (c : EU → N)
and a delay d(eU ) ≥ 0 (d : EU → R+). For commu-
nication between underlay nodes, a global static single-
path routing is assumed
route : (VU ∪H)× (VU ∪H) → Paths(GU ).
and assigns every pair of nodes (u, v) in GU a path
beginning in u and ending in v. The total delay of a
path is given by d(u, v) =
∑
e∈route(u,v) d(e). The set
M comprises all overlay members, all sources and all
ALM-Switches in R. On top of GU a streaming over-
lay GO = (VO, EO) is located, whereby VO = M
and ∀eO = (u, v) ∈ EO : u, v ∈ M. The stream-
ing system distributes r different streams S0, ...,Sr−1.
Furthermore, every stream Si is divided into ki dis-
tinct stripes Si = {Si0, ...,Sik−1}. All streams and their
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corresponding stripes in Si form the overall stripe set
S =
⋃r−1
j=0 Sj . Stream sources announces the set of
stripes they offer via a publish-function pub : M → 2S,
with the additional constraint:
∀s ∈ Si : ∃m ∈ M : s ∈ pub(m).
Accordingly, a subscribe function sub : M → 2S
assigns a subset of the overall stripe set S to every par-
ticipant. So, for a member m ∈ M that receives the
whole stream i, sub(m) = Si applies. Beyond, a for-
warding function forw : M → 2S indicates the will-
ingness of a member m to contribute to a stream. It
is assumed, that at least every member that publishes a
stream and all members that subscribe to a stream pro-
vide resources for its distribution. In addition, mem-
bers with spare resources are forced to assist in the dis-
tribution of additional stripes, so that
∀m ∈ M : sub(m) ∪ pub(m) ⊆ forw(m).
The set of ALM-Switches R ⊂ M is assigned to un-
derlay positions via a positioning function pos : R →
H . ALM-Switches do not serve as source nor consume
a stream. Instead their task lies in supporting the distri-
bution of arbitrary stripes, so that the following holds:
∀r ∈ R : forw(r) = S, pub(r) = sub(r) = ∅.
A member m ∈ M can take over one or several of the
following types:
• Sources Src = {m ∈ M |pub(m) = ∅}
• Clients C = {m ∈ M |sub(m) = ∅}
• Forwarders F = {m ∈ M |forw(m) = ∅}
All participantsm ∈ M establish a streaming topol-
ogy T , which consists of a set of∑s∈Src |pub(s)| trees.
Every tree T i
S
∈ T constitutes a distribution topology
for stripe i, starting by source node s. All trees that dis-
tribute stripe i are concentrated in T i = {T is ∈ T |s ∈
Si}. Trees of stream Sj form the set of topologies char-
acterized by
T Sj =
⋃
i∈Sj
T i.
In order to model successor relationships, the func-
tion succi(u) returns the set of nodes that are direct
successors of node u in stripe i and succ(u) returns the
set of nodes that are direct successors across all stri-
pes. In addition, succ alli(u) returns the overall set of
successors of u in stripe i and succ all(u) returns the
corresponding set across all stripes.
Accordingly, function predi(u) returns the prede-
cessors of u in stripe i, pred(u) returns the set of all
predecessors across all stripes, pred alli(u) returns the
set of all nodes dependent on node u in stripe i and
function pred all(u) returns the associated set across
all stripes.
Membersm inM have an overall capacity of c(m).
Under the assumption of equally sized stripes, the ca-
pacity determines how often they can forward a stripe
and thus their maximum possible number of direct suc-
cessors ∀m ∈ M : c(m) ≥ succ(m).
For every member m ∈ M an embedding exists
E : M → V ∪H , that determines m a distinct under-
lay position in GU . Since ALM-Switches can only be
hosted at special places (at certain routers) in the net-
work, the following constraint applies to them:
∀r ∈ R : E(r) ∈ H, ∀p ∈ (M\R) : E(p) ∈ V.
Function assign(S, Src,R, F ) assigns subsets of
S to sources, ALM-Switches and forwarders for further
distribution.
In order to model a timely distinct system, the sys-
tem has to be regarded in a sequence of timely succes-
sive, static states. Therefore, M, E , pub, sub, forw,
c and d are additionally parameterized in time t ∈ N.
So, based on a sequence of discrete points in time t =
(t0, ...tz)we can construct a set of timely ordered, static
topology snapshots T = (T0, ..., Tz).
Function cost(Tu, Tv) quantiﬁes the minimum nec-
essary adaption costs for the transition of one optimal
resource allocation for topology Tu to another prefera-
bly optimal topology Tv . The costs involve the adap-
tion of stripe-sets at sources and ALM-Switches, the
re-positioning of the latter and optimization operations
in stripe trees.
5. RESEARCH FOCUS
In a P2P-IPTV system like that described in Sec. 4 sev-
eral research challenges regarding the requirements to
an IPTV system arise. Especially the efﬁciency and ro-
bustness requirements are hard to achieve, since both
are even in partially contraposition to each other. Em-
bedding the overlay into the underlay results in higher
efﬁciency (e.g. shorter delays) but usually leads to less
robust overlay topologies (e.g. unbalanced trees) and
the other way around.
Furthermore, the division of the set of stripes to the
resources of the system (sources, ALM-Switches, for-
warders) has large inﬂuence on both requirements as
well. To make it worse the need for adapting the sys-
tem to the behavior of its users additionally hardens the
problem.
5.1. Degree of Overlay-Embedding
Mapping an overlay onto the underlay is a severe de-
sign decision and depending on the applied metric ro-
bustness and/or efﬁciency of the system are inﬂuenced.
From the overlay perspective, the only possibility to
adapt to an underlay lies in controlling the establish-
ment of overlay links. Basically, three different ap-
proaches are thinkable:
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First, overlay links are established without consid-
ering the underlay, which can lead to inefﬁcient rout-
ing and decreased underlay robustness due to underlay
links that are traversed by several overlay links at once.
Nevertheless, as shown in [3] it is possible to build op-
timally stable overlay topologies on that basis.
In the second method, overlay links are established
underlay-aware, so that links minimize delays between
overlay nodes as given in Equation 1. Nevertheless, the
resulting topologies are may lack overlay stability and
remain fragile regarding underlay attacks as well.
d(T ) =
∑
u∈Src
∑
v∈succ(u)
d(route(u, v))
Tefficient = min{Tsol ∈ 2M | d(Tsol)}
(1)
The third possibility comprises the establishment of pref-
erably link- and node-disjoint overlay links (see Equa-
tion 3), which increase the underlay robustness, but
may cause a degradation in efﬁciency again. An over-
view of methods for making overlays more robust and
for establishing preferably node- and link-disjoint un-
derlay links was summarized by us in former work [10].
In the process, we introduce the new metric of Embed-
ding Efﬁciency (EE) as shown in Equation 2. It counts
all overlay links that traverse the same underlay link. A
maximum underlay disjoint topology has to minimize
EE according Equation 3.
EE(T ) =
∑
∀(u,v)∈T
∣∣( ⋃
∀(w,x)∈(T \(u,v))
route(w, x)
)
∩ route(u, v)∣∣
(2)
Tdisjoint = min{Tsol ∈ 2M | EE(Tsol)} (3)
Besides selecting overlay partners for embedding
overlay networks to the underlay, careful positioning
ALM-Switches can be an additional method to make
IPTV more underlay-aware or even underlay-disjoint.
Their positioning poses a trade-off in between short
delays, a reduction in redundant transmissions and in-
creased robustness.
However, the main challenge in embedding an over-
lay lies in combining all methods, to construct efﬁ-
cient and robust (regarding overlay and underlay fail-
ure) overlays at the same time.
5.2. Division of Stripe Set on Resources
Based on the chosen form of overlay embedding, the
division of the stripe set on the resources of the system
that comprises sources, ALM-Switches and forwarding
capacity on clients also largely impacts efﬁciency and
robustness of the resulting streaming overlays. Hence,
to keep the requirement of efﬁcient resource usage an
allocation S → 2M is required that optimally utilizes
the resources of the system and provides a preferably
efﬁcient and robust content distribution.
This requires to carefully select forwarders among
the set of participants. In former work [11] we showed
that one criteria to build optimally stable topologies
(see [3]) is the one-stripe-only requirement: Nodes are
allowed to ascend in one stripe only and remain a leaf
in the others to limit their relevance in the overall sys-
tem. In a multi-stream scenario we propose to soften
this requirement to one-stream-only, so that nodes are
allowed to ascend in one stripe per stream. Hence, the
impact of their possible failure on the respective stream
can be limited by still utilizing their spare resources for
forwarding stripes besides the stream they subscribed.
Furthermore, for choosing forwarders from the mem-
ber set it is essential to consider their bandwidth capac-
ity and their past behavior (e.g. mobility) to keep the
requirements of agility and user heterogeneity. Mo-
bile members should take over topology positions of
low relevance only (e.g. leafs or positions close to leafs
in distribution trees). In contrast, members with huge
bandwidth should take over positions in which their
bandwidth is utilized completely.
5.3. Adaption to User Behavior
ALM systems usually suffer from node churn, i.e. the
simultaneous join and leave of huge member popula-
tions. In future IPTV systems this gets even worse
due to a possibly increasing fraction of mobile nodes
and an user behavior known as zapping from classical
TV. Hence, an adaption of an IPTV system to a dy-
namic user compound is necessary in order to provide
the best possible service on the basis of the employed
resources. This additionally hardens the optimization
problem at hand. For an adaption, either a proactive or
reactive adaption can be applied. Proactive measures
allow for a faster adaption, but induce more overhead
in contrast to slower but in exchange more economical
reactive measures.
Main emphasis by designing a solution for readjust-
ing the system to a changing user behavior has to be put
on minimizing reconstruction costs that can be either
packet loss, communication overhead or degradations
in robustness and efﬁciency (transmission as well as re-
source efﬁciency). Including this considerations to the
topology construction process may lead to topologies
that are not optimally for speciﬁc situation, but that are
optimal if observed over a longer time period since they
minimize reconstruction costs as given in Equation 4.
Tmin = min{Ti ∈ 2M |
∑
∀Tj∈2M
cost(Ti, Tj)} (4)
5.4. Combination of Mechanisms
Combining all of the afore-mentioned like underlay em-
bedding, the division of the stripe set and adaption to
the user behavior, a multi-criteria optimization prob-
lem arises. Since the underlying problems are even
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NP-hard, heuristics and approximation algorithms are
required to enable a distributed construction of topolo-
gies that satisfy the requirements to IPTV given in Sec. 2.
In future work it is required to evaluate the stability
of the resulting multi-stream topologies and to check
if there is an optimally stable class of them. In a ﬁrst
step it is planned to construct static topologies based on
global knowledge and to evaluate them according to in-
stant and greedy attackers as well as the metrics deﬁned
in [12]. Afterwards, we plan for a distributed construc-
tion of such topologies and to evaluate the construction
mechanism by a detailed packet-level simulation. Pos-
sible metrics could be the vulnerability of the resulting
topologies to internal attackers and as it was done in
former work in [4] for a single stream.
6. CONCLUSION
In this article, we summarize requirements to an IPTV
system intended for Live-Streaming and Near-Video-
On-Demand-Streaming. Based on an analysis of the
current state-of-the-art, we propose an own P2P-IPTV
architecture and discuss research challenges that needs
to be solved before a real deployment.
Especially, maintaining efﬁcient and robust topolo-
gies in the presence of overlay and underlay failures
poses the main challenge. In the process, we propose
to include future reconstruction costs in the topology
construction process, so that the resulting topologies
may not be the most stable or efﬁcient ones at a spe-
ciﬁc moments in time, but instead they are most stable
or efﬁcient if observed across larger time scales.
Furthermore, we show that the division of the stripe
set on the resources of the system and the handling of a
constantly changing user compound are essential build-
ing blocks of every IPTV system and may largely im-
pact the resulting topologies.
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