Abstract: A discrete-time output error model identification method is proposed for industrial processes with time delay under unexpected load disturbance. By regarding the output response to load disturbance as a time-varying parameter for estimation, a least-squares identification algorithm is developed to simultaneously estimate all the model parameters including the time delay together with the load disturbance response. An auxiliary model is used to guarantee consistent estimation of the process model parameters. Moreover, dual forgetting factors are introduced to improve the convergence rates of estimating the model parameters and the load disturbance response, respectively. The convergence of parameter estimation is analyzed with a strict proof. A benchmark example from the literature is used to demonstrate the effectiveness and merit of the proposed identification method.
INTRODUCTION
Unexpected load disturbances are often encountered when performing identification tests for industrial processes with time delay, e.g. actuator stiction or bad controller tuning may provoke cyclic disturbance to process operation (Seborg, Millichap, Edgar, and Doyle, 2011; Liu and Gao, 2012) . Unknown load disturbance may propagate throughout the process and blur the output response, causing undesired identification errors (Garnier and Wang, 2008) . Biaseliminated model identification against load disturbance has become increasingly appealed and studied in the recent years (Liu, Wang and Huang 2013) .
Based on different identification tests under load disturbance or colored noise, a small number of references presented bias-eliminated model identification methods. To enumerate a few, for the use of a relay feedback test subject to static load disturbance, a continuous-time transfer function identification method was proposed in the reference (Shen, Wu and Yu, 1996) by using the symmetric property of output response to eliminate the influence from such load disturbance. For using a pulse type signal for excitation, a two-stage identification algorithm was given to deal with a specific class of load disturbance with continuous amplitude (Hwang, Ling and Shiu, 2004) . By using the transient response data from adding and subsequently removing a step change to the process input, a robust step response identification algorithm was developed for unbiased parameter estimation against unexpected deterministic type load disturbance (Liu and Gao, 2008) . One drawback of the above methods is that a prior knowledge of load disturbance dynamics should be known. In discrete-time domain, a few identification methods were presented to deal with stationary stochastic load disturbances for both open-loop and closedloop test in the monograph (Young, 2011) . In case the process input or output suffers from colored noise, errors-invariables methods were developed to procure consistent estimation (Huffel and Lemmerling, 2013) . Concerning unknown but bounded disturbance, a set membership identification algorithm was given by Dasgupta and Huang (1987) . A bias compensation identification algorithm was developed by Karra and Karim (2009) for establishing an ARMAX model subject to non-stationary disturbances. A robust parameter estimation method was proposed by using a filter to eliminate sinusoidal type disturbance (Goodwin et al, 1986) . Note that for completely unknown load disturbance as often encountered in engineering practice, few papers reported bias-eliminated output error (OE) model identification methods to guarantee consistent estimation.
In this paper, to deal with unexpected load disturbance, the corresponding output response is considered as a timevarying parameter which is lumped into the model parameters for estimation. A least-squares (LS) identification method is established for obtaining a discrete-time OE model with time delay, based on the time-varying parameter estimation theory (Söderström and Stoica, 1989; Ljung, and Gunnarsson, 1990) . Note that the identification of linear model parameters together with an integer type time delay is related to a mixed-integer programming, which was recognized to have a non-convex problem for parameter estimation (Chen, Garnier and Gilson, 2015) . Therefore, a one-dimensional searching of the integer time delay is adopted to estimate the delay parameter in terms of developing a recursive LS (RLS) identification algorithm. In view of that the standard RLS algorithm cannot guarantee consistent estimation for an output error model (Ding and Chen, 2004) , an auxiliary model is adopted to eliminate the influence from random noise. Moreover, the classical RLS algorithm with constant forgetting factor tends to provoke the 'wind-up' problem of estimation error, in particular for a poor excitation for identification (Evestedt and Medvedev, 2006) . Dual forgetting factors are therefore introduced to improve the convergence rates of estimating the model parameters and the load disturbance response, respectively, as inspired by the variable forgetting factor (VFF) methods given in the references (Parkum, Poulsen & Holst, 1992; Cao, and Schwartz, 2000; Vahidi, Stefanopoulou, and Peng, (2005) . A benchmark example subject to non-stationary load disturbance is shown to illustrate the effectiveness of the proposed method.
PROBLEM FORMULATION
In practical applications subject to time-varying load disturbance and random measurement noise, a process with delay response to be identified can be described by the following OE model with a delay parameter,
where d is time delay, the polynomials The identification objective is to estimate the unknown OE model parameters including the time delay from the sampled data, based on the specified orders of a n and b n .
PROPOSED ALGORITHM

Parameters estimation
Define the plant parameter vector and information vector, respectively, by
3) The noise-free output can be computed by
The unknown time-varying load disturbance load ( ) t  is considered as a time-varying parameter to be estimated and its excitation signal is constant one. Thus we further define an augmented time varying parameter vector, and information vector, respectively, by
Hence, Eq. (1) 
where
We can get the standard RLS method
However, the information vector 0 ( ) t
 and ˆ( ) t  contain the unknown inner variables ( ) x t i
 . A feasible solution is therefore given based on using an auxiliary model.
It is obvious that the error in Eq.(8) cannot be computed due to the unknown time delay. Since the cost function ( , )
Eq. (9) is a nonconvex function with respect to time delay, there exists local minima for the cost function with respect to the integer time delay (Chen, Garnier and Gilson 2015) . The parameters estimation is a mixed integer programming problem. Using the existing algorithm to estimate time delay and system parameters simultaneously, we also have to deal with the fractional time delay in each iteration, and the convergence of the algorithm is not guarantee especially for the system subject to time-varying load disturbance. Considering that a possible range of the time delay is easily obtained as discussed by Karra and Karim (2009) , the one dimensional search integer time delay method is adopted herein
3.2 Dual forgetting factor update method
In the standard RLS method all the parameters are lumped into a constant forgetting factor. Considering that the dynamic parameter reflecting load disturbance response is time-variant while the true model parameters are timeinvariant, it is desirable to assign different forgetting factors to different parameters. Since the covariance matrix 1 ( ) P t  is symmetric matrix, the forgetting factor is also symmetric IFAC DYCOPS-CAB, 2016 June 6-8, 2016 
The Hadamard product of forgetting matrix λ and covariance matrix 1 ( ) P t  is obtained as following
( 1), ,
It is reasonable to forget past values with a fast change rate for time vary variable ( ) t  and a slow change rate for timeinvariant plant parameters 0  . Considering the change rate of the estimated parameters indicates the algorithm convergence property, two VFF are constructed in the form of 
The updating law for
Thus, the
By using the matrix inversion lemma as discussed by Young (2011) , an updating law for ( ) P t can be obtained as
Corresponding the gain matrix is updating by
The proposed estimation algorithm for  is as following
3.3 Summary of the proposed algorithm
The proposed algorithm based on recursive least squares for identification output error model with time delay and subject to load disturbance is named as DDLS and summarized as 
CONVERGENCE ANALYSIS
To analyze the convergence property of the proposed identification algorithm, the following lemma is presented. Consequently, the asymptotic property of the proposed DDLS algorithm is addressed by the following proposition. 
Proposition 1. For a process described by (7), with the persistent excitation condition in (26), and the assumption of
Proof: Define the parameter estimation error vector, 
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denote the predicted errors relating to the noise-free output and input sequence, respectively, and ( ) ( ) ( )
( ) ( 1)
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Substituting (31) into (30) yields
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Using Lemma 1, it follows that
Take into account Eq. (31), we have
Correspondingly, it follows that 
(1 ) (1 )
Taking the expectation of (32), we obtain
Substituting (33), (35), (36), (37) into (38), it follows the expression in (27) in Proposition 1. This completes the proof of Proposition 1. It is seen from (23) in Proposition 1 that a suitable choice of the forgetting factor matrix facilitates reducing the upper bound of parameter estimation error. A larger  and a smaller  can result in a smaller estimation error upper bound, which means the stationarity of the input and output data can improve the parameter estimation accuracy. Moreover, a large memory length N  can reduce the estimation error upper bound, which means the sufficient richness of data can give good parameter estimation.
ILLUSTRATION
Consider a benchmark example with time delay subject to non-stationary load disturbance studied by Ding, F. & Chen, T. (2004) and Karra & Karim (2009) 
