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INVARIANTS OF RELATIVELY GENERIC SURFACE SINGULARITIES II.
IMAGES OF ABEL MAPS
JA´NOS NAGY
Abstract. In [NR] the author investigated invariants of relatively generic structures on surface
singularities generalising results of [NNI] and [NNII] about generic analytic structures and generic
line bundles to the case of the relative setup, where we fix a given analytic type or line bundle on
a smaller subgraph or more generally on a smaller cycle and we choose a relatively generic line
bundle or analytic type on the large cycle and managed to compute some of it’s invariants, like
geometric genus or h1 of natural line bundles.
In [NND] the authors investigated the images of Abel maps cl
′
(Z) : ECal
′
(Z) → Picl
′
(Z),
where l′ ∈ −S′(|Z|), especially the dimensions of the images of these maps and gave two algorithms
to compute these invariants from cohomology numbers of cycles and from periodic constants of
singularities we get from X˜ by blowing it up at generic points sequentially. Furthemore in [NND]
the authors gave explicit combinatorial formulas in the case of generic singularities.
In this paper we want to generalise the theorems from [NND] to the relatively generic case. In
this case we fix a subsingularity X˜1 for a subgraph T1 ⊂ T and a relatively generic singularity
X˜ corresponding to X˜1. Furthermore we fix a line bundle L on X˜1 and a Chern class l′ ∈ −S′,
such that c1(L) = R(l′). Our main goal in the article is to compute dim(cl
′
(ECal
′,L(Z))) from
invariants of the subsingularity X˜1 and to conclude a few corollaries.
1. Introduction
In [NR] the author investigated invariants of relatively generic structures on surface singularities
generalising results of [NNI] and [NNII] about generic analytic structures and generic line bundles to
the case of the relative setup, where we fix a given analytic type or line bundle on a smaller subgraph
or more generally on a smaller cycle and we choose a relatively generic line bundle or analytic type
on the large cycle.
In [NND] the authors investigated the images of Abel maps cl
′
(Z) : ECal
′
(Z)→ Picl
′
(Z), where
l′ ∈ −S′(|Z|), especially the dimension of the images of these maps and gave two algorithms to com-
pute these invariants from cohomology numbers of cycles and from periodic constants of singularities
we get from X˜ by blowing it up at generic points sequentially, namely one of the main theorems was
the following:
Theorem 1.0.1. Let’s fix an arbitrary singularity with resolution X˜, a Chern class l′ ∈ −S′ and
an effective cycle Z ≥ E, then one has:
(1.0.2) dim(Im(cl
′
(Z))) = min
0≤Z1≤Z
{ (l′, Z1) + h
1(OZ)− h
1(OZ1 ) }.
Furthemore in [NND] the authors gave explicit combinatorial formulas in the case of generic
singularities:
2010 Mathematics Subject Classification. Primary. 32S05, 32S25, 32S50, 57M27 Secondary. 14Bxx, 14J80, 57R57.
Key words and phrases. normal surface singularities, links of singularities, plumbing graphs, rational homology
spheres, Abel maps, Poincare´ series, generic analytic structures, periodic constant.
1
2 J. Nagy
Corollary 1.0.3. Assume that X˜ has a generic analytic type corresponding to a fixed resolution
graph T , Z ≥ E an integral cycle and l′ ∈ −S′. For any 0 ≤ Z1 ≤ Z write E|Z1| for
∑
Ev⊂|Z1|
Ev.
Then
(1.0.4) dim(Im(cl
′
(Z))) = 1− min
E≤l≤Z
{χ(l)}+ min
0≤Z1≤Z
{
(l′, Z1) + min
E|Z1|≤l≤Z1
(χ(l))− χ(E|Z1|)
}
.
In particular, dim(Im(cl
′
(Z))) is topological.
In the present article we wish to generalise the theorems from [NND] to the relatively generic case.
In this case we fix a subsingularity X˜1 for a subgraph T1 ⊂ T and a relatively generic singularity X˜
corresponding to X˜1. Furthermore we fix a line bundle L on X˜1 and a Chern class l′ ∈ −S′, such
that c1(L) = R(l′).
Let’s denote the subset of effective Cartier divisors ECal
′,L(Z) ⊂ ECal
′
(Z), such that D ∈
ECal
′,L(Z) if and only if OZ1(D) = L|Z1.
By [NR] we know, that ECal
′,L(Z) is an irreducible smooth subvariety of ECal
′
(Z).
Notice that cl
′
(ECal
′,L(Z)) = cl
′
(ECal
′
(Z)) ∩ r−1(L|Z1).
Our main goal in the article is to compute dim(cl
′
(ECal
′,L(Z))) from topological and analytical
invariants of the subsingularity X˜1 and to conclude a few corollaries.
In section 2) we summarise the topological and analytic invariants we need in the article.
In section 3) we summarise the results we need from [NR] about cohomology of relatively generic
line bundles and cohomology of natural line bundles on relatively generic singularities.
In section 4) we state and proof our main theorem about dimensions of images of relative Abel
maps.
In section 5) as a corollary we give a formula for dimensions of Abel images on relatively generic
singularities, which is different in structure then the formulae given by the results from [NND].
2. Preliminaries
2.1. The resolution. Let (X, o) be the germ of a complex analytic normal surface singularity, and
let us fix a good resolution φ : X˜ → X of (X, o). We denote the exceptional curve φ−1(0) by E, and
let ∪v∈VEv be its irreducible components. Set also EI :=
∑
v∈I Ev for any subset I ⊂ V . For the
cycle l =
∑
nvEv let its support be |l| = ∪nv 6=0Ev. For more details see [N07, N12, N99b].
2.2. Topological invariants. Let T be the dual resolution graph associated with φ; it is a con-
nected graph. ThenM := ∂X˜ can be identified with the link of (X, o), it is also an oriented plumbed
3–manifold associated with T . We will assume that M is a rational homology sphere, or, equiva-
lently, T is a tree and all genus decorations of T are zero. We use the same notation V for the set
of vertices, and δv for the valency of a vertex v.
L := H2(X˜,Z), endowed with a negative definite intersection form I = ( , ), is a lattice. It is freely
generated by the classes of 2–spheres {Ev}v∈V . The dual lattice L′ := H2(X˜,Z) is generated by
the (anti)dual classes {E∗v}v∈V defined by (E
∗
v , Ew) = −δvw, the opposite of the Kronecker symbol.
The intersection form embeds L into L′. Then H1(M,Z) ≃ L′/L, abridged by H . Usually one also
identifies L′ with those rational cycles l′ ∈ L⊗Q for which (l′, L) ∈ Z, or, L′ = HomZ(L,Z).
Each class h ∈ H = L′/L has a unique representative rh =
∑
v rvEv ∈ L
′ in the semi-open cube
(i.e. each rv ∈ Q ∩ [0, 1)), such that its class [rh] is h.
All the Ev–coordinates of any E
∗
u are strict positive. We define the Lipman cone as S
′ := {l′ ∈
L′ : (l′, Ev) ≤ 0 for all v}. It is generated over Z≥0 by {E∗v}v.
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2.3. Analytic invariants. The group Pic(X˜) of isomorphism classes of analytic line bundles on X˜
appears in the exact sequence
(2.3.1) 0→ Pic0(X˜)→ Pic(X˜)
c1−→ L′ → 0,
where c1 denotes the first Chern class.
Here Pic0(X˜) = H1(X˜,O
X˜
) ≃ Cpg , where pg is the geometric genus of (X, o). (X, o) is called
rational if pg(X, o) = 0. Artin in [A62, A66] characterized rationality topologically via the graphs;
such graphs are called ‘rational’. By this criterion, T is rational if and only if χ(l) ≥ 1 for any
effective non–zero cycle l ∈ L>0. Here χ(l) = −(l, l− ZK)/2, where ZK ∈ L′ is the (anti)canonical
cycle identified by adjunction formulae (−ZK + Ev, Ev) + 2 = 0 for all v.
The epimorphism c1 admits a unique group homomorphism section l
′ 7→ s(l′) ∈ Pic(X˜), which
extends the natural section l 7→ O
X˜
(l) valid for integral cycles l ∈ L, and such that c1(s(l′)) = l′
[N07, O04]. We call s(l′) the natural line bundles on X˜. By their definition, L is natural if and only
if some power L⊗n of it has the form O(−l) for some l ∈ L.
2.3.2. Similarly, if Z ∈ L>0 is an effective non–zero integral cycle such that |Z| = E, and O
∗
Z
denotes the sheaf of units of OZ , then Pic(Z) = H1(Z,O∗Z) is the group of isomorphism classes of
invertible sheaves on Z. It appears in the exact sequence
(2.3.3) 0→ Pic0(Z)→ Pic(Z)
c1−→ L′ → 0,
where Pic0(Z) = H1(Z,OZ). If Z2 ≥ Z1 then there are natural restriction maps (for simplicity we
denote all of them by the same symbol r), Pic(X˜) → Pic(Z2) → Pic(Z1). Similar restrictions are
defined at Pic0 level too. These restrictions are homomorphisms of the exact sequences (2.3.1) and
(2.3.3).
Furthermore, we define a section of (2.3.3) by sZ(l
′) := r(s(l′)) = O
X˜
(l′)|Z . They also satisfies
c1 ◦ sZ = idL′ . We write OZ(l′) for sZ(l′), and we call them natural line bundles on Z.
We also use the notations Picl
′
(X˜) := c−11 (l
′) ⊂ Pic(X˜) and Picl
′
(Z) := c−11 (l
′) ⊂ Pic(Z) re-
spectively. Multiplication by O
X˜
(−l′), or by OZ(−l′), provides natural vector space isomorphisms
Picl
′
(X˜)→ Pic0(X˜) and Picl
′
(Z)→ Pic0(Z).
Consider an effective cycle Z, and a Chern class l′ ∈ −S ′ associated with a resolution X˜, as
above.
Then, besides the Abel map cl
′
(Z) one can consider its ‘multiples’ {cnl
′
(Z)}n≥1.
It turns out that n 7→ dim Im(cnl
′
(Z)) is a non-decreasing sequence, Im(cnl
′
(Z)) is an affine
subspace for n≫ 1, whose dimension eZ(l′) is independent of n≫ 0, and essentially it depends only
on the E∗–support of l′ (i.e., on I ⊂ V , where −l′ =
∑
v∈I avE
∗
v with all {av}v∈I nonzero). The
statement eZ(l
′) = eZ(I) plays a crucial role in different analytic properties of X˜ (surgery formula,
h1(L)–computations, base point freeness properties). For details and for more about effective Cartier
divisors and Abel maps see [NNI].
2.4. Notations. We will write Zmin ∈ L for the minimal (or fundamental, or Artin) cycle, which
is the minimal non–zero cycle of S ′ ∩L [A62, A66]. Yau’s maximal ideal cycle Zmax ∈ L defines the
divisorial part of the pullback of the maximal ideal mX,o ⊂ OX,o, i.e. φ∗mX,o ·OX˜ = OX˜(−Zmax) ·I,
where I is an ideal sheaf with 0–dimensional support [Y80]. In general Zmin ≤ Zmax.
3. Relatively generic analytic structures on surface singularities
In this section we wish to summarise the results from [NR] about relatively generic analytic
structures we need in this article.
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3.1. The relative setup. We consider a cycle Z ≥ E on the resolution X˜, and a smaller cycle
Z1 ≤ Z, where we denote |Z1| = V1 and the subgraph corresponding to it by Γ1. We have the
restriction map r : Pic(Z) → Pic(Z1) and one has also the (cohomological) restriction operator
R1 : L
′(Γ) → L′1 := L
′(Γ1) (defined as R1(E
∗
v (Γ)) = E
∗
v (Γ1) if v ∈ V1, and R1(E
∗
v (Γ)) = 0
otherwise). For any L ∈ Pic(Z) and any l′ ∈ L′(Γ) it satisfies
(3.1.1) c1(r(L)) = R1(c1(L)).
In particular, we have the following commutative diagram as well:
ECal
′
(Z)
cl
′
−→ Picl
′
(Z)
ECaR1(l
′)(Z1)
cR1(l
′)
−→ PicR1(l
′)(Z1)
↓ r↓ r
By the ‘relative case’ we mean that instead of the ‘total’ Abel map cl
′
(with l′ ∈ −S ′ and Z ≥ E)
we study its restriction above a fixed fiber of r. That is, we fix some L ∈ PicR1(l
′)(Z1), and we study
the restriction of cl
′
to (r ◦ cl
′
)−1(L)→ r−1(L).
Definition 3.1.2. Denote the subvariety (r ◦ cl
′
)−1(L) = (cR1(l
′) ◦ r)−1(L) ⊂ ECal
′
(Z) by ECal
′,L.
Proposition 3.1.3. (a) r is a local submersion, that is, for any D ∈ ECal
′
(Z) and D1 := r(D), the
tangent map TDr is surjective.
(b) r is dominant.
(c) any non–empty fiber of r is smooth of dimension (l′, Z)−(l′, Z1) = (l
′, Z2), and it is irreducible.
Corollary 3.1.4. Fix l′ ∈ −S ′, Z ≥ E, Z1 ≤ Z and L ∈ Pic
R(l′)(Z1). Assume that ECa
l′,L is
nonempty. Then it is smooth of dimension h1(Z1,L)− h
1(Z1,OZ1) + (l
′, Z) and it is irreducible.
Let’ recall from [NR] the analouge of the theroems about dominance of Abel maps in the relative
setup:
Definition 3.1.5. Fix l′ ∈ −S ′, Z ≥ E, Z1 ≤ Z and L ∈ Pic
R1(l
′)(Z1) as above. We say that the
pair (l′,L) is relative dominant if the closure of r−1(L) ∩ Im(cl
′
) in r−1(L) is r−1(L).
Theorem 3.1.6. One has the following facts:
(1) If (l′,L) is relative dominant then ECal
′,L is nonempty and h1(Z,L) = h1(Z1,L) for any
generic L ∈ r−1(L).
(2) (l′,L) is relative dominant if and only if for all 0 < l ≤ Z, l ∈ L one has
χ(−l′)− h1(Z1,L) < χ(−l
′ + l)− h1((Z − l)1,L(−R1(l))).
, where we denote (Z − l)1 = min(Z − l, Z1).
Theorem 3.1.7. Fix l′ ∈ −S ′, Z ≥ E , Z1 ≤ Z and L ∈ Pic
R1(l
′)(Z1) as in Theorem 3.1.6. Then
for any L ∈ r−1(L) one has
(3.1.8)
h1(Z,L) ≥ χ(−l′)−min0≤l≤Z, l∈L{χ(−l′ + l)− h1((Z − l)1,L(−R1(l))) }, or, equivalently,
h0(Z,L) ≥ max0≤l≤Z, l∈L{χ(Z − l,L(−l)) + h
1((Z − l)1,L(−R1(l))) }.
Furthermore, if L is generic in r−1(L) then in both inequalities we have equalities and we have the
even stronger statement, that h0(Z,L) = max0≤l≤Z, l∈L,H0(Z−l,L−l)0 6=∅{χ(Z − l,L(−l)) + h
1((Z −
l)1,L(−R1(l))) }.
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In the following we recall the results from [NR] about relatively generic analytic structures:
Let’s fix a a topological type, so a resolution graph T with vertex set V ,
We consider a partition V = V1 ∪ V2 of the set of vertices V = V(Γ). They define two (not
necessarily connected) subgraphs Γ1 and Γ2. We call the intersection of an exceptional divisor from
V1 with an exceptional divisor from V2 a contact point. For any Z ∈ L = L(Γ) we write Z = Z1+Z2,
where Zi ∈ L(Γi) is supported in Γi (i = 1, 2).
Furthermore, parallel to the restriction maps ri : Pic(Z)→ Pic(Zi) one also has the (cohomolog-
ical) restriction operator Ri : L
′(Γ) → L′i := L
′(Γi) (defined as Ri(E
∗
v (Γ)) = E
∗
v (Γi) if v ∈ Vi, and
Ri(E
∗
v (Γ)) = 0 otherwise). For any l
′ ∈ L′(Γ) and any L ∈ Picl
′
(Z) it satisfies
(3.1.9) c1(ri(L)) = Ri(c1(L)).
In the following for the sake of simplicity we will denote r = r1.
Furthermore let’s have a fixed analytic type X˜1 for the subtree T1 (if it is nonconnected, then an
analytic type for each component).
Also for each vertex v2 ∈ V2 which has got a neighbour in V1 let’s fix a cut Dv2 on X˜1 along we
glue the exceptional divisor Ev2 . If for some vertex v2 ∈ V2 which has got a neighbour in V1 there
isn’t a fixed cut, then we glue the exceptional divisor Ev2 along a generic cut.
We know that the tubular neighbourhood of the exceptional divisors are analitycally taut, so let’s
plumb the tubular neihgbourhood of the vertices in V2 with the above conditons generically to the
fixed resolution X˜1, now we get a singularity X˜ and we say that X˜ is a relatively generic singularity
corresponding to the analytical structure X˜1 and the cuts Dv2 (For more precise definitions see
[NR]).
We have the following theorem with this setup:
Theorem 3.1.10. Let’s have the setup as above, so two resolution graphs T1 ⊂ T with vertex sets
V1 ⊂ V, where V = V1 ∪ V2 and a fixed singularity X˜1 for the resolution graph T1, and cuts Dv2
along we glue Ev2 for all vertices v2 ∈ V2 which has got a neighbour in V1.
Now let’s assume that X˜ is a relatively generic analytic stucture on T corresponding to X˜1.
Furthermore let’s have an effective cycle Z on X˜ and let’s have Z = Z1 + Z2, where |Z1| ⊂ V1
and |Z2| ⊂ V2.
Let’s have a natural line bundle L on X˜, such that c1(L) = l′ = −
∑
v∈V′ avEv, with av > 0, v ∈
V2 ∩ |Z|, and let’s denote c1(L|Z) = l′m = −
∑
v∈|Z| bvEv.
Furthermore let’s denote L = L|Z1, then we have the following:
1) We have H0(Z,L)0 6= ∅ if and only if (l′,L) is relative dominant or equivalently:
(3.1.11) χ(−l′m)− h
1(Z1,L) < χ(−l
′
m + l)− h
1((Z − l)1,L(−R(l))),
for all 0 ≤ l ≤ Z.
2)
(3.1.12) h1(Z,L) = h1(Z,Lgen) = χ(−l
′
m)− min
0≤l≤Z
(χ(−l′m + l)− h
1((Z − l)1,L(−R(l)))),
where Lgen is a generic line bundle in r−1(L) ⊂ Pic
l′m(Z).
4. Dimensions of images of relative Abel maps
In the following we want to generalise the theorems in [NND] about the values dim(Im(cl
′
(Z)))
for generic singularities to the case of relatively generic singularities, in a more general setup:
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Theorem 4.0.1. Let T1 ⊂ T be 2 resolution graphs and let X˜1 be a fixed singularity with resolution
graph T1 and assume, that X˜1 ⊂ X˜ is a singularity with resolution graph T . Let’s have a fixed line
bundle L on X˜1 and a Chern class l′ ∈ −S′, such that c1(L) = R(l′).
For an arbitrary cycle B on X˜ let’s denote g(B,L, l′) = h1(B,L′), where L′ is a generic line
bundle in r−1(L|B1) ∈ Pic
l′(B). Notice, that by our theroem on relatively generic line bundles, this
is an analytic invariant depending just on X˜1 and L.
For an arbitrary cycle Z on X˜ and let’s denote:
(4.0.2) bZ,L,l′ = max
Z′≤Z

 ∑
1≤i≤n
T (Z ′i,L, l
′)

 ,
where T (Z ′i,L, l
′) = g(Z ′i,L, l
′) + D(Z ′i,L, l
′), |Z ′1|, · · · , |Z
′
n| are the connected components of |Z
′|
with
∑
1≤i≤n Z
′
i = Z
′, and D(Z ′i,L, l
′) = 1 if (l′,L|(Z ′i)1) is not relative dominant on Z
′
i, and 0
otherwise.
Assume in the following, that ECal
′,L(Z) is nonempty.
1) Let’s have a generic line bundle L ∈ cl
′
(ECal
′,L(Z)), then one has h1(Z,L) = h1(Z1,L) +
h1(Z)− h1(Z1)− dim(cl
′
(ECal
′,L(Z))).
2) We have the inequality h1(Z,L) ≥ bZ,L,l′ .
3) Assume, that the singularity X˜ is relatively generic corresponding to X˜1, then we have the
equality h1(Z,L) = bZ,L,l′ .
Proof. To prove part 1) let’s have a generic smooth point D ∈ ECal
′,L(Z) ⊂ ECal
′
(Z), where we
have dim(TD(ECa
l′(Z))) = (l′, Z) and dim(TD(ECa
l′,L(Z))) = (l′, Z) − h1(Z1) + h1(Z1,L). Let’s
denote the restriction of the map cl
′
to the spae ECal
′,L(Z) by cl
′,L.
Now we want to compute dim(Im(TD(c
l′(Z)))) in the following, since we have h1(Z,L) = h1(Z)−
dim(Im(TD(c
l′(Z)))) from [NNI].
Let’s denote the projection map Picl
′
(Z)→ PicR(l
′)(Z1) by pi, and notice, that we have dim(Im(TD(pi◦
cl
′
(Z)))) = h1(Z1)− h1(Z1,L).
It means, that dim(pi(Im(TD(c
l′(Z))))) = h1(Z1)− h1(Z1,L).
Now we want to compute dim(Im(TD(c
l′(Z))) ∩ pi−1(L)).
We know, that dim(ECal
′
(Z))− dim(ECal
′,L(Z)) = h1(Z1)− h1(Z1,L) and D is a smooth point
of ECal
′,L(Z) so we get that:
dim(pi(Im(TD(c
l′(Z))))) = dim(TD(ECa
l′(Z))) − dim(TD(ECa
l′,L(Z))).
We know, that the tangent map of cl
′
(Z) brings TD(ECa
l′,L(Z)) to pi−1(L), so it means, that the
normal space at D ∈ ECal
′
(Z) to the submanifold ECal
′,L(Z) goes bijectively to pi(Im(TD(c
l′(Z))))
by the tangent map of cl
′
(Z) composed by pi.
It means, that we have:
Im(TD(c
l′)) ∩ pi−1(L) = Im(TD(c
l′,L)).
On the other hand we know, that dim(Im(TD(c
l′,L))) = dim(cl
′
(ECal
′,L(Z))), which means that:
dim(Im(TD(c
l′))) = dim(pi(Im(TD(c
l′(Z))))) + dim(Im(TD(c
l′)) ∩ pi−1(L)).
dim(Im(TD(c
l′))) = dim(cl
′
(ECal
′,L(Z))) + h1(Z1)− h
1(Z1,L).
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h1(Z,L) = h1(Z1,L) + h
1(Z)− h1(Z1)− dim(c
l′(ECal
′,L(Z))).
For part 2) let’s have an arbitrary cycle Z ′ ≤ Z and let the connected components of |Z ′| be
|Z ′1|, · · · , |Z
′
n|, now we have to prove, that:
h1(Z,L) ≥
∑
1≤i≤n
T (Z ′i,L, l
′).
Notice first, that h1(Z,L) ≥ h1(Z ′,L) =
∑
1≤i≤n h
1(Z ′i,L|Z
′
i), so we only have to prove, that
h1(Z ′i,L) ≥ g(Z
′
i,L, l
′) +D(Z ′i,L, l
′).
The statement h1(Z ′i,L) ≥ g(Z
′
i,L, l
′) is always true by semicontinuity and if D(Z ′i,L, l
′) = 1,
then if L′ is a generic line bundle in r−1(L1) ⊂ Pic
l′(Z ′i), where L1 = L|(Z
′
i)1, then H
0(Z ′i,L
′)0 = ∅
and H0(Z ′i,L|Z
′
i)0 6= ∅ which really means the strong inequality h
1(Z ′i,L|Z
′
i) ≥ g(Z
′
i,L, l
′) + 1.
This means, that h1(Z ′i,L|Z
′
i) ≥ g(Z
′
i,L, l
′) +D(Z ′i,L, l
′) is always true and part 2) is proved.
For part 3) notice first that if the singularity X˜ is relatively generic corresponding to X˜1, then
the nonemptyness of ECal
′,L(Z) is equivalent to H0(Z1,L)0 6= ∅.
Now we prove part 3) first in the case, when every differential form in H
0(X˜,K+Z)
H0(X˜,K)
has got a pole
on Eu of order at most 1 if u ∈ V \ V1 is an arbitrary vertex.
We want to compute dim(cl
′
(ECal
′,L(Z))) in the following.
Now let’s denote by Z∗ the minimal cycle such that H1(Z∗) = H1(Z) and 0 ≤ Z∗ ≤ Z.
It’s obvious in this case that Z∗u = 0 or Z
∗
u = 1 for every vertex u ∈ V \ V1.
Let’s denote Z∗1 = min(Z
∗, Z1) and the line bundle L∗ = L|Z∗1 . Notice, that we have immediately,
that dim(cl
′
(ECal
′,L(Z))) = dim(cl
′
(ECal
′,L∗(Z∗))).
Now assume, that there is a cycle Z ′ ≤ Z, with connected components |Z ′1|, · · · , |Z
′
n|, then let’s
denote Z ′′ = min(Z∗, Z ′) and Z ′′j = min(Z
∗, Z ′j), we know, that Z
′′ =
∑
1≤j≤n Z
′′
j .
However the cycles Z ′′j may not be connected, so let’s denote the connected components of Z
′′
j by
Z ′′j,k, 1 ≤ k ≤ tj .
Notice, that we have g(Z ′j,L, l
′) =
∑
1≤k≤tj
g(Z ′′j,k,L
∗, l′) and
∑
1≤k≤ti
D(Z ′′j,k,L
∗, l′) ≥ D(Z ′j ,L, l
′),
which means, that bZ,L,l′ ≤ bZ∗,L∗,l′ .
On the other hand bZ,L,l′ ≥ bZ∗,L∗,l′ is trivial by the definition, so we get, that bZ,L,l′ = bZ∗,L∗,l′ ,
this means, that we are enough to prove the statement in the case, when Z = Z∗.
If there is a vertex u ∈ V \ V1, suh that Zu = 0 and the support |Z| is disconnected, then we can
prove the statement independently for the connected components of Z.
So assume in the following, that Zu = 1 for every vertex u ∈ V \ V1, and let’s denote I = V \ V1.
Notice first, that if u ∈ I, then every differential form in H
0(X˜,K+Z)
H0(X˜,K)
has got a pole on Eu of order
at most 1, which means, that dim(Im(c−E
∗
u(Z))) = 1 and dim(A(Im(c−E
∗
u(Z)))) = eZ(u), where
A(Im(c−E
∗
u(Z))) is the affine clousure of Im(c−E
∗
u(Z)).
We know from part 2), that eZ(I)−dim(cl
′
(ECal
′,L(Z))) ≥ bZ,L,l′−h1(Z1,L), so in the following
we are enough to prove the other direction eZ(I)− dim(cl
′
(ECal
′,L(Z))) ≤ bZ,L,l′ − h1(Z1,L).
Notice, that if U ⊂ r−1(L) is an irreducible variety, than dim(U) = eZ(I) − t, where t is the
minimal nonnegative integer such that there exists a Chern class l′2 ∈ −S
′, which is supported on I,
(l′2, Z) = t and dim(U ⊕ Im(c
l′2(Z))) = eZ(I).
It means, that dim(cl
′
(ECal
′,L(Z))) = eZ(I)− t, where t is the minimal nonnegative integer such
that there exists a Chern class l′2 ∈ −S
′, which is supported on I, (l′2, Z) = t and (l
′ + l′2,L) is
relative dominant on Z.
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We prove in the following, that there exists a Chern class l′2 ∈ −S
′, which is supported on I,
(l′2, Z) ≤ T (Z,L, l
′) − h1(Z1,L) and (l′ + l′2,L) is relative dominant on Z. This proves our claim
since bZ,L,l′ ≥ T (Z,L, l′).
Now if (l′,L) is relative dominant on Z, then we can choose l′2 = 0, which means, that (l
′
2, Z) = 0,
on the other hand in this case T (Z,L, l′)− h1(Z1,L) = 0 by definition, which proves our claim.
So assume, that (l′,L) is not relatively dominant on Z, then we get that T (Z,L, l′) = g(Z,L, l′)+
1 = χ(−l′)−min0≤l≤Z(χ(−l′ + l)− h1((Z − l)1,L(−R(l)))) + 1.
So we have to find an appropriate Chern class l′2 ∈ −S
′, such that (l′2, Z) ≤ (χ(−l
′)−h1(Z1,L))−
min0≤l≤Z(χ(−l′ + l)− h1((Z − l)1,L(−R(l)))) + 1.
Let’s prove now the following lemma:
Lemma 4.0.3. Let’s have two resolution graphs T1 ⊂ T and two singularities X˜1 ⊂ X˜ corresponding
to them, a cycle Z on X˜, a line bundle L on the subsingularity X˜1 and a Chern class l′ ∈ −S′ such
that c1(L) = R(l′).
Let’s look at the cycles 0 ≤ lm ≤ Z, such that min0≤l≤Z(χ(−l′ + l) − h1((Z − l)1,L(−R(l)))) =
χ(−l′ + lm)− h1((Z − lm)1,L(−R(lm))) and let’s denote the set of them by Lm, then Lm has got a
maximal element.
Let’s look at the cycles 0 ≤ lm,2 ≤ Z2, for which there exists a cycle 0 ≤ lm ≤ Z, such that (lm)2 =
lm,2 and min0≤l≤Z(χ(−l
′ + l)− h1((Z − l)1,L(−R(l)))) = χ(−l
′ + lm)− h
1((Z − lm)1,L(−R(lm)))
and let’s denote the set of them by Lm,2, then Lm,2 has got a minimal element.
Proof. Let’s look at a generic line bundle in r−1(L) ⊂ Picl
′
(Z) and let’s denote it by L, notice that
if 0 ≤ l ≤ Z is an arbitrary cycle, then L(−l)|Z − l is a generic line bundle in r−1(L(−R(l))) ⊂
Picl
′
(Z − l), so by the main theorem about relatively generic line bundles from [NR] we get:
(4.0.4)
h0(Z−l,L(−l)|Z−l) = χ(−l′+l)+χ(Z−l,L(−l))− min
0≤l2≤Z−l
(χ(−l′+l+l2)−h
1((Z−l−l2)1,L(−R(l+l2)))).
We know, that there is a unique cycle 0 ≤ lM ≤ Z such that h0(Z−lM ,L(−lM )|Z−lM ) = h0(Z,L)
and H0(Z − lM ,L(−lM )|Z − lM )0 6= 0.
From the previous equation we get that lM is the maximal cycle in the set Lm, so we have proved
that Lm has got a maximal element.
In the following we prove the existence of a minimal element in Lm,2:
Let’s have an arbitrary cycle 0 ≤ Z ′ ≤ Z such that (Z ′)1 = Z1, then we know, that L|Z ′ is a
generic line bundle in r−1(L|Z ′1) ⊂ Pic
l′(Z ′), which means, that:
(4.0.5) h1(Z ′,L|Z ′) = χ(−l′)− min
0≤l≤Z′
(χ(−l′ + l)− h1((Z ′ − l)1,L(−R(l)))).
It means, that if (Z ′)1 = Z1, then we have h
1(Z ′,L|Z ′) = h1(Z,L) if there exists an element
lm,2 ∈ Lm,2, such that lm,2 ≤ Z ′.
We know, that if 0 ≤ Z ′, Z ′′ ≤ Z are two cycles, such that h1(Z ′,L|Z ′) = h1(Z,L) and
h1(Z ′′,L|Z ′′) = h1(Z,L), then we have h1(min(Z ′′, Z ′),L|min(Z ′′, Z ′)) = h1(Z,L).
Now assume, that the set Lm,2 hasn’t got a minimal element, it means, that there are two different
elements lm,a, lm,b ∈ Lm,2, such that if l < lm,a, then l /∈ Lm,2 and if l < lm,b, then l /∈ Lm,2.
Now we get, that h1(Z1+ lm,a,L|Z1+ lm,a) = h
1(Z,L) and h1(Z1+ lm,b,L|Z1+ lm,b) = h
1(Z,L),
but we have h1(Z1 + min(lm,a, lm,b),L|Z1 + min(lm,a, lm,b)) < h1(Z,L), which is a contradiction,
this proves the second statement of the lemma. 
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Now we determine l′2 recursively, we will determine a set of Chern classes l
′′
t recursively, such that
l′′0 = 0 and l
′′
t = l
′′
t−1 − E
∗
u for some vertex u ∈ I.
Now, suppose we have determined l′′t−1 and (l
′ + l′′t−1,L) is relative dominant on Z, then we stop
the algorithm and set l′2 = l
′′
t−1.
Suppose on the other hand, that (l′ + l′′t−1,L) is not relative dominant on Z, then we have:
(4.0.6) min
0≤l≤Z
(χ(−l′ − l′t−1 + l)− h
1((Z − l)1,L(−R(l)))) < χ(−l
′ − l′t−1)− h
1(Z1,L).
Let’s look at the cycles 0 ≤ lm,2 ≤ Z2, such that there exists a cycle 0 ≤ lm ≤ Z, for which
(lm)2 = lm,2 and min0≤l≤Z(χ(−l′− l′t−1+ l)−h
1((Z− l)1,L(−R(l)))) = χ(−l′− l′t−1+ lm)−h
1((Z−
lm)1,L(−R(lm))) and let’s denote the set of them by Lm,2, then by our previous lemma Lm,2 has
got a minimal element, let’s denote it by l2,t−1.
Let’s choose an arbitrary vertex u ∈ |l2,t−1| and set l′′t = l
′′
t−1 − E
∗
u.
Let’s denote in the following dt = χ(−l
′ − l′t) − h
1(Z1,L) −min0<l≤Z(χ(−l
′ − l′t + l) − h
1((Z −
l)1,L(−R(l)))), where we have d0 = T (Z,L, l′) − h1(Z1,L) and dt < 0 if and only if (l′ + l′′t ,L) is
relatively dominant on Z, so in particular d0 ≥ 0.
We claim in the following, that dt < dt−1 in case both of them are defined.
Indeed we have to prove that if 0 ≤ l ≤ Z is an arbitrary cycle then χ(−l′ − l′t) − h
1(Z1,L) −
(χ(−l′ − l′t + l)− h
1((Z − l)1,L(−R(l)))) < dt−1.
If l  l2,t−1, then we have χ(−l′− l′t−1)−h
1(Z1,L)−(χ(−l′− l′t−1+ l)−h
1((Z− l)1,L(−R(l)))) <
dt−1 and we obviously have
(4.0.7)
(−l′− l′t−1, l)−h
1(Z1,L)+h
1((Z− l)1,L(−R(l))) ≥ (−l
′− l′t, l)−h
1(Z1,L)+h
1((Z− l)1,L(−R(l))),
which indeed implies that χ(−l′− l′t)−h
1(Z1,L)− (χ(−l′− l′t+ l)−h
1((Z − l)1,L(−R(l)))) < dt−1.
Assume on the other hand that l ≥ l2,t−1, then we have χ(−l′− l′t−1)−h
1(Z1,L)− (χ(−l′− l′t−1+
l)− h1((Z − l)1,L(−R(l)))) ≤ dt−1 and we have
(4.0.8)
(−l′− l′t−1, l)−h
1(Z1,L)+h
1((Z− l)1,L(−R(l))) > (−l
′− l′t, l)−h
1(Z1,L)+h
1((Z− l)1,L(−R(l))),
because (−E∗u, l) ≥ (−E
∗
u, l2,t−1) ≥ 1, which proves our claim in this case too.
Now assume, that the algorithm stops at t = k, this means, that k ≤ d0 + 1 = T (Z,L, l
′) −
h1(Z1,L) + 1.
Now if we denote l′′k = l
′
2, then (l
′ + l′2,L) is relatively dominant on Z and (l
′
2, Z) = k ≤
T (Z,L, l′)− h1(Z1,L) + 1.
This proves part 3) in the case, when every differential form in H
0(X˜,K+Z)
H0(X˜,K)
has got a pole on Eu
of order at most 1 if u ∈ V \ V1 is an arbitrary vertex.
In the following we prove part 3) in the special case when (l′, Eu) = 0 for all vertices u ∈ V2 by
induction on h1(Z).
If h1(Z) = 0 then the statement is trivial, so assume in the following, that h1(Z) = t > 0 and the
statement is true for h1(Z) < t.
As before we can assume, that H0(X˜,K + Z)0 6= 0.
The subgraph induced by the vertex set V2 may not be connected, let the connected components
be V2,i, 1 ≤ i ≤ r.
Notice first that we want to compute h1(Z,L), where L ∈ cl
′
(ECal
′,L(Z)) is generic.
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This means, that we glue the tubular neihborhoods of the exceptional dvisors Eu, u ∈ V2 generi-
cally to the fixed singularity X˜1 and then we pick a generic divisor D ∈ (cl
′
)−1(L) ∈ ECaR1(l
′)(Z1)
and compute h1(Z,D).
However we can reverse this process by fixing a generic divisor D and then glue the tubular
neighborhoods generically. If we compute h1(Z,D) this way, then we get the same result as before
obviously. So in the following let’s fix a generic divisor D ∈ (cl
′
)−1(L) ∈ ECaR1(l
′)(Z1).
In the following for every component V2,i, 1 ≤ i ≤ r we choose a vertex ui ∈ V2,i.
We know, that the differential forms in H
0(X˜,K+Z)
H0(X˜,K)
have got a pole on Eui of order at most
Zui ≥ 1 and there exist differential forms in it which have got pole on the exceptional divisor Eui
of order Zui , let’s denote ki = Zui .
Now let’s blow up the singularity X˜ along the divisors Eui sequentially ki − 1 times at generic
points and let the new singularity be X˜new with resolution graph Tnew and let the new exceptional
divisors be Ewi,1 , · · ·Ewi,ki−1 , where wi,ki−1 = ui if ki = 1.
Furthermore let’s have the cycle Znew = pi
∗(Z) on X˜b and the Chern class pi
∗(l′) ∈ −S′new.
Notice that every differential form in H
0(X˜,K+Z)
H0(X˜,K)
have got a pole on the divisors Ewi,ki−1 of order
at most 1 and there exists a differential form which has got a pole of order 1, so it means, that
eZnew,wi,ki−1 > 0 for each 1 ≤ i ≤ r.
Let’s denote the subsingularity of X˜b corresponding to the vertex set Vnew \ ∪1≤i≤rwi,ki−1 by
X˜u, the restriction of the cycle Znew by Zu and the restriction of the Chern class pi
∗(l′) still by l′.
We know, that X˜new is a relatively generic singularity corresponding to X˜u and X˜u is a relatively
generic singularity corresponding to X˜1. Now we have h
1(Zu) < h
1(Znew) = h
1(Z).
We claim first that if we have a generic line bundle Lnew ∈ cpi
∗(l′)(ECapi
∗(l′),L(Znew)), then
h1(Z,L) = h1(Znew,Lnew) and bZ,L,l′ = bZnew,L,pi∗(l′).
The first statement is trivial because if L ∈ cl
′
(ECal
′,L(Z)) is a generic line bundle, then pi∗(L) ∈
cpi
∗(l′)(ECapi
∗(l′),L(Znew)) is a generic line bundle, and we have h
1(Z,L) = h1(Znew, pi
∗(L)).
We show in the following, that bZ,L,l′ = bZnew,L,pi∗(l′), we prove this statement in the following
lemma:
Lemma 4.0.9. Let’s blow up vertices in I arbitrary times, let the new singularity be X˜new, further-
more let’s have the cycle Znew = pi
∗(Z) on X˜new and the Chern class pi
∗(l′) ∈ −S′new, then we have
bZ,L,l′ = bZnew,L,pi∗(l′).
Proof. By induction we are enough to prove the lemma in the case we blow up one vertex, let’s
denote it by u and let’s denote the new vertex by unew.
Assume first that bZ,L,l′ =
∑
1≤i≤n T (Z
′
i,L, l
′), where Z ′ ≤ Z and Z ′1, · · · , Z
′
n are the connected
components of Z ′.
Let’s look at the cycles pi∗(Z ′) and pi∗(Z ′1), · · · , pi
∗(Z ′n) on X˜new, we know, that pi
∗(Z ′1), · · · , pi
∗(Z ′n)
are the connected components of pi∗(Z ′) and pi∗(Z ′) ≤ pi∗(Z).
On the other hand for every 1 ≤ i ≤ n we have T (Z ′i,L, l
′) = T (pi∗(Z ′i),L, pi
∗(l′)), so we get that:
(4.0.10) bZ,L,l′ =
∑
1≤i≤n
T (pi∗(Z ′i),L, pi
∗(l′)) ≤ bZnew,L,pi∗(l′).
It means, that we should prove that bZ,L,l′ ≥ bZnew,L,pi∗(l′).
Assume, that bZnew,L,pi∗(l′) =
∑
1≤i≤n T (Z
′
i,L, pi
∗(l′)), where Z ′ ≤ Znew and Z ′1, · · · , Z
′
n are the
connected components of Z ′.
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If there is a component Z ′j whose support is unew, then T (Z
′
j,L, pi
∗(l′)) = 0, so we can leave that
component.
If there isn’t a component Z ′j for which u ∈ |Z
′
j|, then we can look at the cycles Z
′
i on the original
resolution X˜ and we get that T (Z ′i,L, pi
∗(l′)) = T (Z ′i,L, l
′), which means that bZnew,L,pi∗(l′) =∑
1≤i≤n T (Z
′
i,L, l
′) ≤ bZ,L,l′ .
So assume in the following, that u ∈ Z ′1 and u, unew /∈ Z
′
i if i ≥ 2.
Now again if i ≥ 2 and we look at the cycles Z ′i on the original resolution X˜ , then we have
T (Z ′i,L, pi
∗(l′)) = T (Z ′i,L, l
′).
On the other hand let’s have Z ′1 = A+ r ·Eu+h ·Eunew and let’s look at the cycle Z1 = A+ r ·Eu
on X˜ , then it’s obvious to see, that T (Z ′1,L, pi
∗(l′)) ≤ T (Z1,L, l′), and it yields:
(4.0.11) bZnew,L,pi∗(l′) ≤
∑
2≤i≤n
T (Z ′i,L, l
′) + T (Z1,L, l
′) ≤ bZ,L,l′ .
It means, that we proved that indeed bZ,L,l′ = bZnew,L,pi∗(l′).

It means, that we should prove h1(Znew,Lnew) = bZnew,L,pi∗(l′).
Let’s denote the restriction of the line bundle Lnew to Zu by Lu, where we know, that Lu ∈
cl
′
(ECal
′,L(Zu)) is a generic line bundle given by the divisor D.
Similarly we can consider Lnew as a generic line bundle in c
pi∗(l′)(ECapi
∗(l′),Lu(Znew)) also given
by the divisor D.
Notice that we have proved part 3) already in the special case when the differential forms have
got pole of order at most 1 on the exceptional divisor Ev, v ∈ V2, so we can use this to the situation
of the cycle Znew and the Chern class pi
∗(l′), where we have the line bundle Lu on the cycle Zu,
because the differential forms in H
0(X˜,K+Z)
H0(X˜,K)
have got a pole on the divisor Ewi,ki−1 of order at most
1.
It means, that h1(Znew,Lnew) = bZnew,Lu,pi∗(l′), so there exists a cycle Z
′′ with components
Z ′′1 , · · · , Z
′′
m, such that:
(4.0.12) h1(Znew,Lnew) =
∑
1≤i≤m
T (Z ′′i ,Lu, pi
∗(l′)).
Assume, that m is minimal with that porperty.
Assume first, that there is a vertex u ∈ Vnew \ V1, such that u /∈ |Z ′′|.
Let’s denote the restriction of the cycle Znew to the vertex set Vnew \ u by Zs, then we have
h1(Zs) < h
1(Znew) = h
1(Z).
Notice, that obviously h1(Zs, D) ≥ h
1(Z ′′, D) ≥
∑
1≤i≤m T (Z
′′
i ,Lu, pi
∗(l′)), so it follows, that
h1(Zs, D) = h
1(Znew, D).
Since the restriction of the cycle Zs to V1 is Z1 we know, that the divisor D on Zs gives a generic
line bundle in cpi
∗(l′)(ECapi
∗(l′),L(Zs)).
We have h1(Zs) < h
1(Z), so by the induction hypothesis we get, that there is a cycle Z∗ with
components Z∗1 , · · · , Z
∗
q , such that:
(4.0.13) h1(Zs, D) =
∑
1≤j≤q
T (Z∗j ,L, pi
∗(l′)).
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It means, that h1(Znew, D) =
∑
1≤j≤q T (Z
∗
j ,L, pi
∗(l′)) ≤ bZnew,L,pi∗(l′) which proves the statement
in this case.
So we got that u ∈ |Z ′′| for every u ∈ Vnew \ V1.
On the other hand we claim, that if 1 ≤ j ≤ m, then there is a vertex u ∈ Vnew \ V1, such that
u ∈ |Z ′′j |.
Assume to the contrary, that |Z ′′j | ⊂ V1 and let’s have another component Z
′′
k , which is a neighbour
of Z ′′j in the sense that the vertices on the path between them does not belong to |Z
′′|.
Let Z ′′k,j be the smallest connected cycle which is bigger, then Z
′′
k + Z
′′
j , then we get eas-
ily that T (Z ′′j ,L, pi
∗(l′)) + T (Z ′′k ,L, pi
∗(l′)) ≤ T (Z ′′k,j ,L, pi
∗(l′)), which means, that h1(Z ′′, D) =∑
1≤i≤m,i6=k,j T (Z
′′
i ,Lu, pi
∗(l′)) + T (Z ′′k,j,L, pi
∗(l′)), which contradicts the minimality of m.
This means, that for all 1 ≤ j ≤ m the support |Z ′′j | consists of a subset of V1 and a few connected
components of Vnew \ V1 and |Z ′′j | ∩ V2 6= ∅.
For 1 ≤ j ≤ m let’s denote by Bj ⊂ (1, · · · , r) the subset of connected components of Vnew \ V1
which is contained in |Z ′′j |, we got that B1, · · · , Bm gives a partition of (1, · · · , r).
This means also that for 1 ≤ j ≤ m and i ∈ Bj one has wi,ki−1 ∈ |Z
′′
j |.
We can also assume, that for every 1 ≤ j ≤ m we have D(Z ′′j ,Lu, pi
∗(l′)) = 1. Indeed assume,
that D(Z ′′j ,Lu, pi
∗(l′)) = 0, then we have T (Z ′′j ,Lu, pi
∗(l′)) = T ((Z ′′j )u,Lu, pi
∗(l′)) and then we are
back to the case when there is a vertex u ∈ Vnew \ V1 such that u /∈ |Z ′′|. So in the following we
assume that D(Z ′′j ,Lu, pi
∗(l′)) = 1 for every 1 ≤ j ≤ m.
For 1 ≤ j ≤ m let’s denote by Lj the generic line bundle in r
−1
j (O(Z′′j )u(D)) ⊂ Pic
Rj(pi
∗(l′))(Z ′′j ),
then by definition we have T (Z ′′j ,Lu, pi
∗(l′)) = h1(Z ′′j ,Lj) + 1 and we know, that h
1(Z ′′j , D) =
T (Z ′′j ,Lu, pi
∗(l′)) = h1(Z ′′j ,Lj) + 1 for every 1 ≤ j ≤ m.
From D(Z ′′j ,Lu, pi
∗(l′)) = 1 we know, that H0(Z ′′j ,Lj)0 = ∅, which means, that there is a smallest
cycle lj , such that H
0(Z ′′j − lj,Lj − lj)0 6= ∅.
Assume in the following first, that there exists an index 1 ≤ j ≤ m and i ∈ Bj , such that
Ewi,ki−1  lj .
Notice that if w′ is a neighbour of wi,ki−1, then we also haveEw′  lj because (pi
∗(l′), Ewi,ki−1) = 0
and (Z ′′j − lj , pi
∗(l′)− lj) ≥ 0.
Notice, that OZ′′
j
−lj (Lj − lj) is a relatively generic line bundle in r
−1
j (O(Z′′j −lj)u(D − lj)) ∈
Picpi
∗(l′)−lj (Z ′′j − lj) and we have H
0(Z ′′j − lj,Lj− lj)0 6= ∅, which means by our main theorem about
relatively generic line bundles from [NR], that h1((Z ′′j − lj)u,Lj − lj) = h
1(Z ′′j − lj ,Lj − lj)
This also means, that h1(Z ′′j − lj,Lj − lj) = h
1(Z ′′j − lj − Ewi,ki−1 ,Lj − lj).
We have h0(Z ′′j − lj,Lj − lj) = h
0(Z ′′j ,Lj), which means, that h
1(Z ′′j ,Lj) = h
1(Z ′′j − lj,Lj − lj)+
χ(pi∗(l′))− χ(pi∗(l′) + lj).
On the other hand we have h1(Z ′′j − Ewi,ki−1 ,Lj) ≥ h
1(Z ′′j − lj − Ewi,ki−1 ,Lj − lj) + χ(pi
∗(l′))−
χ(pi∗(l′) + lj), which means, that h
1(Z ′′j − Ewi,ki−1 ,Lj) ≥ h
1(Z ′′j ,Lj), which means of course, that
h1(Z ′′j − Ewi,ki−1 ,Lj) = h
1(Z ′′i ,Lj).
Notice, that Lj |Z ′′j −Ewi,ki−1 is a generic line bundle in r
−1
j (O(Z′′j −Ewi,ki−1 )u
(D)) ∈ Picpi
∗(l′)(Z ′′j −
Ewi,ki−1).
We know, that H0(Z ′′j −Ewi,ki−1 , D)0 6= ∅ so we have h
1(Z ′′j −Ewi,ki−1 , D) > h
1(Z ′′j −Ewi,ki−1 −
lj , D − lj) + χ(pi∗(l′))− χ(pi∗(l′) + lj).
On the other hand we have h1(Z ′′j −Ewi,ki−1 − lj, D− lj) ≥ h
1(Z ′′i − lj −Ewi,ki−1 ,Lj − lj), so we
get that h1(Z ′′j − Ewi,ki−1 , D) ≥ h
1(Z ′′j ,Lj) + 1 = h
1(Z ′′j , D).
Now we have h1(Z,D) =
∑
1≤k≤m h
1(Z ′′k , D) =
∑
1≤k≤m,k 6=j h
1(Z ′′k , D) + h
1(Z ′′j − Ewi,ki−1 , D),
it means, that we get h1(Z,D) = h1(Znew − Ewi,ki−1 , D).
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We know, that (Znew−Ewi,ki−1)1 = Z1 soD is a generic divisor of the line bundleO(Z−Ewi,ki−1 )1
(D) =
OZ1(D) and h
1(Znew − Ewi,ki−1) < h
1(Z) so by the induction hypothesis we know, that there is a
cycle Z∗ ≤ Znew − Ewi,ki−1 with components Z
∗
1 , · · ·Z
∗
q , such that:
(4.0.14) h1(Znew − Ewi,ki−1 , D) =
∑
1≤k≤q
T (Z∗k ,L, pi
∗(l′)).
However we get that h1(Znew, D) =
∑
1≤k≤q T (Z
∗
k ,L, pi
∗(l′)) ≤ bZnew,L,pi∗(l′) which proves the
statement in this case. It means, that we can assume, that for every 1 ≤ j ≤ m and i ∈ Bj we have
lj ≥ Ewi,ki−1 .
Notice, that (pi∗(l′), Eu) = 0 for all vertices u ∈ (Vnew \ V1) and |lj | contains a vertex in every
component of |Z ′′j |∩(Vnew \V1), which means that |lj| contains evey component of |Z
′′
j |∩(Vnew \V1).
This means, that (Vnew \ V1)i ∈ |lj | for every index i ∈ Bj , let’s denote
∑
u∈(Vnew\V1)i,i∈Bj
Eu =
Ej , then we get, that h
1(Z ′′j ,Lj) = h
1(Z ′′j − Ej ,Lj − Ej) + χ(pi
∗(l′))− χ(pi∗(l′) + Ej).
The same proof as in the main theorem about cohomology of natural line bundles on relatively
generic singularities from [NR] gives, that h1(Z ′′j − Ej , D− Ej) = h
1(Z ′′j −Ej ,Lgen), where Lgen ∈
r−1(O(Z′′
j
)1(D − Ej)) ⊂ Pic
pi∗(l′)−Ej (Z ′′j − Ej) is a generic line bundle.
Now if L′gen ∈ r
−1(O(Z′′j )1(D)) ⊂ Pic
pi∗(l′)(Z ′′j ) is a generic line bundle then we have h
1(Z ′′j ,L
′
gen) ≥
h1(Z ′′j − Ej ,L
′
gen − Ej) + χ(pi
∗(l′))− χ(pi∗(l′) + Ej).
This means, that h1(Z ′′j ,L
′
gen) ≥ h
1(Z ′′j ,Lj), however we have obviously h
1(Z ′′j ,Lj) ≥ h
1(Z ′′j ,L
′
gen)
by semicontinuity, so we get h1(Z ′′j ,Lj) = h
1(Z ′′j ,L
′
gen) and this means, that T (Z
′′
j ,Lu, pi
∗(l′)) =
h1(Z ′′j ,L
′
gen) + 1.
On the other hand notice, that h1(Z ′′j ,L
′
gen) = h
1(Z ′′j −Ej ,L
′
gen−Ej)+χ(pi
∗(l′))−χ(pi∗(l′)+Ej),
so we have H0(Z ′′j ,L
′
gen)0 = ∅, which means, that D(Z
′′
j ,L, pi
∗(l′)) = 1. We finally get, that
T (Z ′′j ,Lu, pi
∗(l′)) = T (Z ′′j ,L, pi
∗(l′)).
This means, that we have h1(Znew,Lnew) =
∑
1≤j≤m T (Z
′′
j ,L, pi
∗(l′)) ≤ bZnew,L,pi∗(l′), which
proves part 3) in the special case when (l′, Eu) = 0 for every u ∈ V2.
In the following we prove part 3) in full generality.
So let’s denote the ∗-restriction of the Chern class l′ to the vertex set V2 by l
′
2 and to the vertex
set V1 by l′1 and let’s have a generic divisor D ∈ (c
l′1)−1(L) ∈ ECal
′
1(Z1) and a generic divisor
D′ ∈ ECal
′
2(Z), then we know, that D′ + D gives a generic line bundle L ∈ cl
′
(ECal
′,L(Z)), this
means, that we have to compute h1(Z,L) = h1(Z,D +D′).
Let’s recall the main theorem about cohomology of twisted line bundles from [NND]:
Corollary 4.0.15. Let’s have an arbitrary singularity with resolution X˜, a Chern class l′ ∈ −S ′, an
effective cycle Z ≥ 0 and a line bundle L0 with H0(Z,L0)reg 6= ∅. Furthermore let’s have a generic
line bundle Limgen ∈ Im(c
l′(Z)), then we have:
h1(Z,L0 ⊗ L
im
gen) = max
0≤Z1≤Z
{ h1(Z1,L0)− (l
′, Z1)}.
It means, that we have the following equation in our case:
(4.0.16) h1(Z,D +D′) = max
0≤Z′≤Z
(h1(Z ′, D)− (Z ′, l′2)) = max
0≤Z′≤Z

 ∑
1≤i≤n
h1(Z ′i, D)− (Z
′
i, l
′
2)

 ,
where the connected components of the cycle Z ′ are Z ′1, · · · , Z
′
n.
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So assume in the following, that h1(Z,D +D′) =
∑
1≤i≤n h
1(Z ′i, D) − (Z
′
i, l
′
2) for some cycle Z
′
and assume first that n is minimal with that property and second that if the number of components
is n, then Z ′ is maximal with that property, in the sense, there isn’t a cycle Z ≥ Z∗ > Z ′ with the
same property.
Now let the components of Z1 be Z1,1, · · · , Z1,k, we claim, that if 1 ≤ i ≤ n and 1 ≤ j ≤ k and
|Z ′i| ∩ |Z1,j | 6= ∅ then Z
′
i ≥ Z1,j .
Assume to the contrary that there exists i, j such that |Z ′i| ∩ |Z1,j | 6= ∅ and Z
′
i  Z1,j.
Now let’s have Z ′′ = max(Z ′, Z1,j) and notice that h
1(Z ′′, D) − (Z ′′, l′2) ≥ h
1(Z ′, D) − (Z ′, l′2),
which means, that h1(Z,D+D′) = h1(Z ′′, D)− (Z ′′, l′2) however this contradicts to the minimality
of n or the maximality of Z ′ so we got a contradiction.
Now for every index 1 ≤ i ≤ n, (Z ′i)1 is a sum of a few components of Z1 which means, that the
divisor D is a generic divisor of the line bundle O(Z′
i
)1(D).
We use the part 3) in the case already proved to get for each 1 ≤ i ≤ n cycles Z ′′i ≤ Z
′
i with
connected components Z ′′i,1, · · ·Z
′′
i,ci
, such that for every 1 ≤ i ≤ n we have:
(4.0.17) h1(Z ′i, D) =
∑
1≤j≤ci
T (Z ′′i,j,L, l
′
1).
Notice that we can assume, that for all 1 ≤ i ≤ n, 1 ≤ j ≤ ci we have D(Z ′′i,j ,L, l
′
1) = 1 or
Z ′′i,j = (Z
′′
i,j)1.
Indeed if D(Z ′′i,j ,L, l
′
1) = 0, then we have T (Z
′′
i,j,L, l
′
1) = h
1((Z ′′i,j)1,L) so we can replace Z
′′
i,j by
(Z ′′i,j)1.
Notice that we have h1(Z,D+D′) = h1(Z ′, D+D′) =
∑
1≤i≤n h
1(Z ′i, D)− (Z
′
i, l
′
2), which means,
that h1(Z,D +D′) =
∑
1≤i≤n,1≤j≤ci
T (Z ′′i,j ,L, l
′
1)− (Z
′
i,j , l
′
2) ≤
∑
1≤i≤n,1≤j≤ci
h1(Z ′′i,j , D +D
′).
It means, that we have h1(Z,D +D′) =
∑
1≤i≤n,1≤j≤ci
h1(Z ′′i,j , D +D
′) and h1(Z ′′i,j , D +D
′) =
T (Z ′′i,j,L, l
′
1)− (Z
′
i,j , l
′
2) for every 1 ≤ i ≤ n, 1 ≤ j ≤ ci.
Now if D(Z ′′i,j ,L, l
′) = 0, then let’s denote Z ′i,j = (Z
′′
i,j)1 and if D(Z
′′
i,j ,L, l
′) = 1, then let’s have
Z ′i,j = Z
′′
i,j, we claim, that:
(4.0.18) h1(Z,D +D′) ≤
∑
1≤i≤n,1≤j≤ci
T (Z ′i,j,L, l
′) ≤ bZ,L,l′ .
For this we are enough to prove, that T (Z ′i,j,L, l
′) ≥ h1(Z ′′i,j , D +D
′).
If D(Z ′′i,j ,L, l
′) = 0, then T (Z ′i,j,L, l
′) = h1((Z ′′i,j)1, D+D
′) and h1(Z ′′i,j , D+D
′) = h1((Z ′′i,j)1, D+
D′) by the relative dominancy, so we indeed get T (Z ′i,j,L, l
′) = h1(Z ′′i,j , D +D
′).
So assume, thatD(Z ′′i,j ,L, l
′) = 1, in this case we have Z ′i,j = Z
′′
i,j and T (Z
′
i,j,L, l
′) = g(Z ′′i,j,L, l
′)+
1 and h1(Z ′′i,j , D +D
′) = g(Z ′′i,j,L, l
′
1)− (Z
′′
i,j , l
′
2) + 1.
It means, that we have to prove g(Z ′′i,j,L, l
′) ≥ g(Z ′′i,j ,L, l
′
1)− (Z
′′
i,j , l
′
2).
Indeed let’s have a generic line bundle Lgen ∈ r−1(L) ⊂ Pic
l′(Z ′′i,j), then Lgen −D
′ is a generic
line bundle in r−1(L) ⊂ Picl
′
(Z ′′i,j), so we have g(Z
′′
i,j ,L, l
′) = h1(Z ′′i,j ,Lgen) and g(Z
′′
i,j ,L, l
′
1) =
h1(Z ′′i,j ,Lgen −D
′) and we have the exact sequence:
(4.0.19)
0→ H0(Z ′′i,j ,Lgen−D
′)→ H0(Z ′′i,j ,Lgen)→ H
0(D′,Lgen)→ H
1(Z ′′i,j ,Lgen−D
′)→ H1(Z ′′i,j ,Lgen)→ 0.
This yields the inequailtiy h1(Z ′′i,j ,Lgen) ≥ h
1(Z ′′i,j ,Lgen−D
′)−(Z ′i,j, l
′
2) which proves our theorem
completely. 
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5. Dimensions of images of Abel maps for relatively generic singularities
In [NND] the authors investigated images of Abel maps for surface singularities, and gave two
different algorithms, which can compute these invariants using cohomology of several cycles or the
resolution of periodic constants of singularities given by blowing up the original singularity in generic
points.
One of the main theorems which gives the dimension of images of Abel maps was Theorem 1.0.1.
Now assume, that we have 2 resolution graphs T1 ⊂ T and let X˜1 be a fixed singularity with
resolution graph T1.
Furthermore for every vertex v ∈ V \ V1 we fix cuts Dv on X˜1 and let X˜1 ⊂ X˜ be a singularity
with resolution graph T , such that we glue the exceptional divisors Ev along Dv.
If X˜ is a relatively generic singularity corresponding to X˜1 and the cuts Dv, then we can compute
the cohomology of the cycles h1(Z1), where 0 ≤ Z1 ≤ Z.
Indeed, let the connected components of the cycle be Z1,1, · · · , Z1,j, then we have h1(Z1) =∑
1≤i≤j h
1(Z1,i) and we have h
1(Z1,i) = h
1(Z1,i − E|Z1,i|,−E|Z1,i|).
On the other hand we can use Theorem 3.1.10 above about cohomology of natural line bundles
on relatively generic surface singularties from [NR] to conclude, that:
(5.0.1) h1(Z1,i) = χ(−l
′
m)− min
0≤l≤Z1,i−E|Z1,i|
(χ(−l′m + l)− h
1((Z1,i −E|Z1,i| − l)1,−R(E|Z1,i| + l))),
where l′m = c
1(R(−E|Z1,i|)).
It means, that in the case of relatively generic singularities we get combinatorial formulas for the
dimensions of images of Abel maps using only analytic invariants of the base singularity X˜1.
However in the following we would like to get another formula following more the philosophy of
the case of generic analytic structures from [NND].
The coincidence of the two formulae is mysterious and cannot be seen directly by the author at
this point, and it may somehow be coded in the combinatorics of the possible cohomology numbers
of the base singularity X˜1 for its different analytic types.
Theorem 5.0.2. Let’s have the setup as above, so T1 ⊂ T be 2 resolution graphs and let X˜1 be a
fixed singularity with resolution graph T1. Furthermore for every vertex v ∈ V \ V1 we fix cuts Dv
on X˜1 and let X˜1 ⊂ X˜ be a singularity with resolution graph T , such that we glue the exceptional
divisors Ev along Dv.
For an arbitrary element l′ ∈ −S′(T ) and cycle B on X˜ let’s denote g(B, l′) = h1(B,L), where
L is a generic line bundle in r−1(L1) and L1 is a generic line bundle in Im(cR(l
′)(B1)).
Notice, that by the Theroem 3.1.7 on relatively generic line bundles form [NR], this is an analytic
invariant depending just on X˜1 and the cuts Dv.
Now, let l′ ∈ −S′ be arbitrary element, Z an arbitrary cycle on X˜ and let’s denote:
(5.0.3) bZ,l′ = max
Z′≤Z

 ∑
1≤i≤n
T (Z ′i, l
′)

 .
Here |Z ′1|, · · · , |Z
′
n| are the connected components of |Z
′| with
∑
1≤i≤n Z
′
i = Z
′ and T (Z ′i, l
′) =
g(Z ′i, l
′) + D(Z ′i, l
′), where D(Z ′i, l
′) = 1 if (l′,L1) is not relative dominant on Z
′
i, where L1 is a
generic line bundle in Im(cR(l
′)((Z ′i)1)), and D(Z
′
i, l
′) = 0 otherwise.
1) We have the inequality dim(Im(cl
′
(Z)) ≤ h1(Z)− bZ,l′ .
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2) If X˜ is a relatively generic singularity corresponding to X˜1 and the cuts Dv, then we have the
equality dim(Im(cl
′
(Z)) = h1(Z)− bZ,l′
Remark 5.0.4. One could prove this theroem using our main theorem about dimensions of relative
Abel maps for the case when the fixed line bundle on X˜1 is a generic line bundle L1 ⊂ Im(c
R(l′)(B1)).
The only difficulty would be to deal with the cuts Dv, v ∈ V \ V1, but this could be overcome by
blowing up the singularity sequentially at the intersection points of Dv and the exceptional divisors
Ev. However we choose to prove the theorem in a different way which is more similar to the original
treatment of dimensions of Abel images in [NND].
Proof. For part 1) notice, that for a generic line bundle L ∈ Im(cl
′
(Z)) one has h1(Z,L) = h1(Z)−
dim(Im(cl
′
(Z)).
Now for all Z ′ ≤ Z one has h1(Z,L) ≥ h1(Z ′,L) =
∑
1≤i≤n h
1(Z ′i,L), so we only need to prove
h1(Z ′i,L) ≥ g(Z
′
i, l
′) +D(Z ′i, l
′).
We know that L|(Z ′i)1 is a generic line bundle in Im(c
R(l′)((Z ′i)1)), so we immediately get, that
h1(Z ′i,L) ≥ g(Z
′
i, l
′).
Furthermore if (l′,L|(Z ′i)1) is not relatively dominant on Z
′
i, then the generic line bundle in
r−1(L|(Z ′i)1) is not in Im(c
l′(Z ′i)), while L|Z
′
i ∈ Im(c
l′(Zi)), which means, that h
1(Z ′i,L) ≥ g(Z
′
i, l
′)+
1, so we are done with part 1).
Now for part 2) we want to use the algorithm from [NND] computing the dimensions of images
of Abel maps, so let’s recall the notations, the setup and the algorithm:
Fix some resolution X˜ of (X, o) and −l′ =
∑
v∈V avE
∗
v ∈ S
′ \ {0} (hence each av ∈ Z≥0) and
an effective cycle Z on the resolution. We will consider a finite sequence of blowing ups starting
from X˜. In order to find a bound for the number of blowing ups recall that for any representative
ω in H0(X˜ \ E,Ω2
X˜
)/H0(X˜,Ω2
X˜
) the order of pole of ω along some Ev is less than or equal to the
Ev–multiplicity mv of max{0, ⌊ZK⌋} (see e.g. [NNI, 7.1.3]).
Then, for every v ∈ V with av > 0 we fix av generic points on Ev, say pv,kv , 1 ≤ kv ≤ av. Starting
from each pv,kv we consider a sequence of blowing ups of length mv: first we blow up pv,kv and we
create the exceptional curve Fv,kv ,1, then we blow up a generic point of Fv,kv ,1 and we create Fv,kv ,2,
and we do this all together mv times.
We proceed in this way with all points pv,kv , hence we get
∑
v av chains of modifications. If
avmv = 0 we do no modification along Ev. A set of integers s = {sv,kv}v∈V, 1≤kv≤av with 0 ≤
sv,k ≤ mv provides an intermediate step of the tower: in the (v, kv) tower we do exactly sv,kv
blowing ups; sv,kv = 0 means that we do not blow up pv,kv at all. (In the sequel, in order to avoid
aggregation of indices, we simplify kv into k.) Let us denote this modification by pis : X˜s → X˜.
In X˜s we find the exceptional curves ∪v∈VEv ∪ ∪v,k ∪1≤t≤sv,k Fv,k,t; we index the set of vertices
as Vs := V ∪ ∪v,k ∪1≤t≤sv,k {wv,k,t}. At each level s we set the next objects: Zs := pi
∗
s
(Z), Is :=
∪v,k{wv,k,sv,k}, −l
′
s
:=
∑
v,k F
∗
v,k,sv,k
(in L′
s
, where Fv,k,0 = Ev), ds := dim Imc
l′
s(Zs) = dZz(Is) and
es := eZz(Is) (both considered in X˜s), one has again ds ≤ es for any s.
From definitions, for s = 0 one has I0 = |l′|, e0 = eZ(l′) and d0 = dZ(l′) := dim(Im(cl
′
(Z)).
There is a natural partial ordering on the set of s–tuples. Some of the above invariants are
constant with respect to s, some of them are only monotonous. E.g., by Leray spectral sequence one
has h1(OZs) = h
1(OZ) for all s. One the other hand,
(5.0.5) if s1 ≤ s2 then es1 = h
1(OZs1 )− dimΩZs1 (Is1 ) ≥ h
1(OZs2 )− dimΩZs2 (Is2) = es2
because ΩZs1 (Is1 ) ⊂ ΩZs2 (Is2). In fact, for any ω, the pole–order along Fv,k,sv,k+1 of its pullback
is one less than the pole–order of ω along Fv,k,sv,k . Hence, for s = m (that is, when sv,k = mv for
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all v and k, hence all the possible pole–orders along Im automatically vanish) one has ΩZm(Im) =
H0(X˜m,Ω
2
X˜m
(Zm))/H
0(Ω2
X˜m
). Hence em = 0. In particular, necessarily dm = 0 too.
More generally, for any s and (v, k) let sv,k denote that tuple which is obtained from s by increasing
sv,k by one. By the above discussion if no form has pole along Fv,k,s then ΩZs(Is) = ΩZ
s
v,k
(Isv,k ),
hence es = esv,k . Furthermore, by Laufer duality (or, integral presentation of the Abel map as in
[NNI, §7]), under such condition ds = dsv,k as well.
Therefore, we can redefine es and ds for tuples s = {sv,k}v,k even for arbitrary sv,k ≥ 0: es =
emin{s,m} and ds = dmin{s,m} (and these values agree with the ones which might be obtained by the
first original construction applied for larger chains of blow ups).
The next theorem from [NND] relates the invariants {ds}s and {es}s.
Theorem 5.0.6. With the above notations the following facts hold.
(1) ds − dsv,k ∈ {0, 1}.
(2) If for some fixed s the numbers {dsv,k}v,k are not the same, then ds = maxv,k{ dsv,k}. In the
case when all the numbers {dsv,k}v,k are the same, then if this common value dsv,k equals es, then
ds = es = dsv,k ; otherwise ds = dsv,k + 1.
(3) There is a a sequence s1, · · · sN , such, that s1 = 0 and si+1 = s
vi,ki
i for some vertex vi and
1 ≤ ki ≤ avi , such that dsi = dsi+1 + 1 for all 1 ≤ i ≤ N − 1, and dsN = dsv,k
N
for all v, k, which
means dsN = esN .
Now let’s return to the proof of the theorem, we will prove the statement by a downgoing induction
on i, where 0 ≤ i ≤ N . If i = N , then we have dsN = esN , which means, that h
1(ZsN ) − dsN =
h1(ZsN )− eZ,sN = h
1((ZsN )V\I), where I = |l
′
sN
|.
Now let’s have (ZsN )V\I =
∑
1≤i≤n Z
′
i, where |Z
′
i| are the connected components of |(ZsN )V\I |,
now we have h1(ZsN )− dsN =
∑
1≤i≤n h
1(Z ′i).
Notice, that by Theorem 3.1.10 from [NR] about cohomology of natural line bundles on relatively
generic singularities, we easily get:
(5.0.7) h1(Z ′i) = T (Z
′
i, l
′
sN
) = g(Z ′i, l
′
sN
) +D(Z ′i, l
′
sN
).
So it means, that:
(5.0.8) h1(ZsN )− dsN =
∑
1≤i≤n
T (Z ′i, l
′
sN
) ≤ bZsN ,l′sN
.
On the other hand we always have h1(ZsN )− dsN ≥ bZsN ,l′sN
, so we have h1(ZsN )− dsN = bZsN ,l′sN
,
which means, that the case i = N is proved.
In the following we will prove, that bZsi+1 ,l′si+1
≤ bZsi ,l′si + 1:
Let the new vertex of Tsi+1 be u and its neighbour w, and assume, that bZsi+1 ,l′si+1 =
∑
1≤j≤n T (Z
′
j, l
′
si+1
),
and if there is a component Z ′j , such that w ∈ |Z
′
j|, then j = 1.
Now if there is no component Z ′j, such that w ∈ |Z
′
j|, then the statement is trivial, since in this
case T (Z ′j, l
′
si+1
) = T (Z ′j, l
′
si
) for all components which are not the one element u, and there can be
a component Z ′j , such that |Z
′
j | = u, but then simply we have T (Z
′
j, l
′
si+1
) = 0, so in this case we
get bZsi+1 ,l′si+1
= bZsi ,l′si
.
So we can assume, that w ∈ |Z ′1|, now similarly we get T (Z
′
j, l
′
si+1
) = T (Z ′j, l
′
si
) for all j > 1.
Let’s have Z ′1 = aEu + bEw +A, where |A| doesn’t contain u,w.
We claim, that T (Z ′1, l
′
si+1
) ≤ T (A+ bEw, l′si)+ 1, where on the right hand side we take the cycle
A+ bEw on X˜si .
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First notice, that we can assume, that the coefficient a equals (Zsi+1)u, because if we increase a,
the value T (Z ′1, l
′
si+1
) can only increase.
Now, let’s have a generic line bundle L1 ∈ Im(c
R(l′
si
)((A + bEw)1)) and a generic line bundle
L ∈ r−1(L1), now we have h1(A+ bEw,L) = g(A+ bEw, l′si).
In the case w is a vertex of the base singularity, then we can also assume, that L1 has got a section
whose divisor is a generic divisor D in ECaR(l
′
si
)((A+ bEw)1) and we blow up Ew in 1 intersection
point of Ew and D to get the new exceptional divisor Ev.
We have the pullback maps pi∗1 : Pic
R(l′
si
)((A+bEw)1)→ Pic
pi∗(R(l′
si
))((Z ′1)1) and pi
∗
2 : Pic
R(l′
si
)(A+
bEw) → Pic
pi∗(R(l′
si
))(Z ′1) which are both isomorphisms, since by the Leray spectral sequences we
have h1(A+ bEw) = h
1(Z ′1) and h
1((A+ bEw)1) = h
1((Z ′1)1).
Now notice, that pi∗1(L)−Eu|(Z
′
1)1 is a generic line bundle in Im
(
c
R(l′
si+1
)
((Z ′1)1)
)
, and pi∗2(L)−Eu
is a generic line bundle in r−1(pi∗1(L)−Eu|(Z
′
1)1), so it means, that g(Z
′
1, l
′
si+1
) = h1(Z ′1, pi
∗
2(L)−Eu).
We can easily see, that h1(Z ′1, pi
∗
2(L) − Eu) ≤ h
1(A + bEw,L) + 1, which means at least, that
g(A+ bEw, l
′
si
) + 1 ≥ g(Z ′1, l
′
si+1
).
Indeed we have the exact sequence:
H0(Eu, pi
∗
2(L))→ H
1(Z ′1, pi
∗
2(L)− Eu)→ H
1(Z ′1 + Eu, pi
∗
2(L))→ 0,
which using the facts, that h0(Eu, pi
∗
2(L)) = 1 and h
1(Z ′1 + Eu, pi
∗
2(L)) = h
1(A + bEw,L) yields the
statement.
Now, if D(A + bEw, l
′
si
) = 1, then we are done, so we can assume, that D(A + bEw, l
′
si
) = 0.
This means, that (l′
si
,L1) is relative dominant on A + bEw, where L1 is a generic line bundle in
Im(cR(l
′
si
)((A + bEw)1)), which means, that:
T (A+ bEw, l
′
si
) = g(A+ bEw, l
′
si
) = h1(A+ bEw)− dA+bEw,l′si .
On the other hand we have:
h1(Zsi+1)− dsi+1 = bZsi+1 ,l′si+1 =
∑
1≤j≤n
T (Z ′j, l
′
si+1
) ≤
∑
1≤j≤n
(
h1(Z ′j)− dZ′j ,l′si+1
)
However we know, that h1(Zsi+1)− dsi+1 ≥
∑
1≤j≤n
(
h1(Z ′j)− dZ′j ,l′si+1
)
, so we get, that:
h1(Z ′1)− dZ′1,l′si+1
= T (Z ′1, l
′
si+1
).
So now we have T (Z ′1, l
′
si+1
) − T (A + bEw, l′si) = dA+bEw,l′si − dZ
′
1,l
′
si+1
≤ 1, so we have proved,
that bZsi+1 ,l′si+1
≤ bZsi ,l′si + 1.
Now, by induction we know, that bZsi+1 ,l′si+1
= h1(Zsi+1)−dsi+1 and h
1(Zsi)−dsi+1 = h
1(Zsi+1)−
dsi+1 , which means, that:
(5.0.9) bZsi ,l′si
≥ h1(Zsi)− dsi .
However by part 1) we always have bZsi ,l′si
≤ h1(Zsi)− dsi , which means bZsi ,l′si
= h1(Zsi)− dsi ,
and we are done. 
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