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Abstrat
The eets of the experiment itself upon the obtained results and, espeially, the
inuene of a large number of experiments are extensively disussed in the literature.
We show that the important fator that stands at the basis of these eets is that the
involved experiments are related and not independent and detahed from eah other.
This relationship takes, as shown here, dierent forms for dierent situations and is
found in entirely dierent physial regimes suh as the quantum and lassial ones.
KEY WORDS: Feynman integrals; Everett's relative state; entropy; measure-
ment theory
1 Introdution
The eets of observation upon the obtained results have been extensively disussed in the
literature (see, for example, [1℄ and referenes therein). A speial kind of experimentations
whih attrat many disussions by many authors [2, 3, 4, 5, 6℄ are those in whih a large
number of experiments are involved. Among these one may note the speial role played
by those in whih the time duration of eah of the involved experiments tends to beome
innitesimally small. Two quantum versions of these very short-time experiments were stud-
ied; (1) The same experiment is innitely repeated, in a nite total time, upon the same
system whih results in preserving its initial state (from the very large number of dierent
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states to whih it may be projeted by the experiment) [2, 3, 4℄. (2) A very large number of
slightly dierent experiments are densely performed upon the same system whih results in
"realizing" [5℄ the path of states through whih the system is ontinuously projeted. That
is, the probability to be projeted to this spei path of states (and not to any of the other
large number of dierent possible paths along whih the system may evolute) tends to unity
[5, 6℄). The rst version is termed stati Zeno eet and the seond dynami Zeno eet [6℄.
Another kind of observation that involves many experiments is the spae Zeno eet [7℄
whih is obtained when one performs the same experiment in a large number of idential
independent nonoverlapping regions of spae. It has been shown [7℄ that when these regions
beome innitesimally small, orresponding to the shrinking of the measurement times in
the time Zeno eet, the performane of suh experiments has, as for the stati Zeno, a null
eet [7℄.
We show here that what generally haraterizes these and other similar situations is that
all the involved experiments, even those that seems to be entirely independent, are related
to eah other in some kind of relationship whih is responsible for the obtained results. This
is shown for entirely remote and dierent physial situations whih are studied by dierent
methods suh as the Feynman path integral [8℄, the Everett's universal wave funtion [9, 10℄
and the lassial ylinder-piston system [11, 12℄. We show that the mentioned relationship
assumes dierent forms for these dierent situations whih, atually, determine the neessary
details of the involved experiments. Thus, for some situations, like the stati Zeno efet, all
the systems should be related by preparing them in the same initial state whereas for the
dynami Zeno eet they are related by preparing them in dierent initial states as we show
in Setion 1. We represent in the following setions examples whih explain the meaning of
this relationship and the eets it produes.
In Setion 2 we use the Feynman path integral method [8℄ to show that if one wants
to obtain a large probability for an evolution along a presribed path of states then all the
involved systems must be related so that not even two of them happen to have the same
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initial state. That is, if this ondition is not stritly kept and one prepares these systems
so that some of them may have the same initial states then the expeted evolution along
the speied path of states may not be obtained. In Setion 3 we use the Everett's relative
state theory [9, 10℄, whih has been espeially formulated to take into aount the inuene
of observers and experiments, to show the eet of experimenting with related systems.
In Everett's theory the neessity of relationship among the systems is so obvious that it
beomes almost trivial to emphasize it. We show that if the measurement of the observable
A results with K dierent possible outomes then the probability to nd a speied group of
r eigenvalues (from the given K) in an n-sequene beomes very small for large K and small
r. This is eeted through obtaining an asymptotially large number of dierent sequenes
(observers) for these values of K and r whih means that the relationship among them is
very small.
In Setion 4 we use entropy onsiderations and the lassial thermodynamial system
of ylinder and pistons [11, 12℄ to show the inuene of related systems. We generalize
the disussion in [12℄ to inlude a large ensemle of idential ylinders and show that the
results obtained when these systems are related greatly dier from those obtained when the
ensemble's omponents are independent.
2 The Feynman path integrals of the ensemble of ob-
servers
The large number of experiments disussed here are performed by rst preparing N similar
systems at N arbitrarily seleted states from, atually, the very large number of possible
states whih may be assigned to any system. These systems are then delivered to the N
observers of the ensemble so that the system i (i = 1, 2, . . .N), prepared at the state φi, is
assigned to the observer Oi. As known [17℄, the state of any quantum system hanges with
time without having to touh it. Thus, we may write for the onditional probability of a
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self-transition that the rst observer O1 nds his system, after heking its present state, to
be at the state φ2 of the seond observer O2
Φ12 =
∑
i
φ1iφi2 (1)
The summation is over all the possible seondary paths [13℄ (as those shown along the
middle path of Figure 1) whih lead from φ1 to φ2 and the quantities φ1i and φi2 denote
[8℄ the probability amplitudes to proeed from the state φ1 to the intermediate one φi and
from φi to φ2 respetively. In the same manner one may write for the onditional probability
amplitude that the seond observer O2 nds his system at the state φ3 (of the observer O3),
provided that the observer O1 nds his system at the state φ2
Φ23|12 =
∑
ij
φ1iφi2φ2jφj3 (2)
Where Φ23|12 is the remarked onditional probability amplitude and
∑
ij is the summation
over all the seondary paths that lead from the state φ1 to φ2 and over those from φ2 to φ3.
Correspondingly, the onditional probability amplitude that the (N − 1)-th observer nds
his system at the state φN of the observer ON provided that all the former (N −2) observers
nd their respetive systems to be at the states φi (i = 2, 3, . . .N − 1) is
ΦN−1N |12,23,...,N−2N−1 =
∑
ij...rs
φ1iφi2φ2jφj3 . . . φN−2rφrN−1φN−1sφsN , (3)
where the intermediate states in Eqs (1)-(3) are orthonormal. Figure 1 shows 7 Feynman
paths of states, from atually a large number of paths, that all begin at the state φ1 and
end at φ8 (only 8 states are shown in the gure for larity). The middle path is the spei
one along whih the desribed olletive measurement is performed. Along this line we have
the N (N = 8 in the gure) initially prepared states φ1, φ2, . . . φN as well as the seondary
Feynman paths that lead from eah φi to φi+1 where i = 1, 2, . . . , (N − 1). As seen from Eqs
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(1)-(3) the paths (of states) between nonneighbouring states as, for example, from φi to φi+2
are obtained as the sum of the separate paths whih lead from φi to φi+1 and from φi+1 to
φi+2.
The relevant onditional probability is found by multiplying the last probability ampli-
tude from Eq (3) by its onjugate to obtain, omitting the subsripts of the Φ's for larity
Φ†Φ =
∑
i`j`...r`s`
∑
ij...rs
φi`1φ1iφ2`iφi2φj`2φ2jφ3j`φj3 . . . φr`N−2φN−2rφN−1r`φrN−1 ·
·φs`N−1φN−1sφNs`φsN = (
∑
i`i
φi`1φ1iφ2`iφi2)(
∑
j`j
φj`2φ2jφ3j`φj3) . . . (4)
. . . (
∑
r`r
φr`N−2φN−2rφN−1r`φrN−1)(
∑
s`s
φs`N−1φN−1sφNs`φsN),
where the number of all the double sums
∑
i`i
∑
j`j . . .
∑
r`r
∑
s`s is N .
As remarked, we are interested in the limit of dense measurement along the relevant
Feynman path so we take N →∞. In this limit the length of the seondary Feynman paths
among the initially prepared N states (where now N → ∞) tends to zero [13℄ so that the
former probabilities to proeed along the seondary paths between the given states beome
the probabilities for these states [13℄. Thus, we may write for Eq (4) in the limit of N →∞
lim
N→∞
<Φ†|Φ>= lim
N→∞
<φI`1|φ2I`><φI2|φ1I><φJ`2|φ3J`><φJ3|φ2J> . . .
. . . <φR`(N−2)|φ(N−1)R`><φR(N−1)|φ(N−2)R><φS`(N−1)|φNS`> · (5)
· <φSN |φ(N−1)S>= δφ
I`1
φ2I`
δφ1IφI2δφJ`2φ3J` δφ2JφJ3 . . . δφR`(N−2)φ(N−1)R` ·
·δφR(N−1)φ(N−2)RδφS`(N−1)φNS`δφSNφ(N−1)S = 1,
where the former indies, for nite N , i, i`, j, j`, . . . , r, r`, s, s` are now, in the limit of N →∞,
written in an upper ase format. This is to emphasize that, unlike the ase for nite N ,
neighbouring states along the traversed Feynman path dier innitesimally. The last result
of unity follows beause, as just noted, in the limit of N → ∞ suessive states dier
innitesimally from eah other so we may write as in [6℄ <φk`−1|φk`>=<φk−1|φk>≈ δφk`−1φk` =
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δφk−1φk ≈ 1. Thus, we see that performing dense measurement along any Feynman path of
states results in its "realization" [5, 6℄ in the sense that the probability to proeed through
all of its states tends to unity.
As remarked, the key feature of the desribed dense measurement is that all the N
systems are related to eah other in suh a way that their N initial states are prepared to be
dierent from eah other where in the limit of N →∞ these dierenes beome innitesimal
for neighbouring states. Note that we do not take all the N initial states to be idential
sine in this ase all the former disussion and Eqs (1)-(5) would not be relevant. This is
beause the primary Feynman path formerly applied for desribing the path of these N states
would shrink to a point if they are idential. Note that by taking the limit of N → ∞ and
by having (for ontinuity) a slight dierenes between neighbouring states we have already
aused the seondary Feynman paths of the relevant primary one (see Figure 1) to shrink
and disappear. Thus, as noted, taking N idential initial states may auses the primary
Feynman path, in the limit of N → ∞, to shrink to a point whih is not the meant results
of this disussion. Note that this proedure of taking N dierent initial states where the
neighbouring ones dier innitesimally in the limit of N → ∞ is the key property of the
dynami Zeno eet as seen in [5, 6℄ (see, espeially, Setions 1-2 in [6℄). Also the ontinuity
ondition is not violated as seen from Eq (5).
Note that the desribed dense measurement is performed through the joint ation of all
the members of the ensemble as shematially illustrated in Figure 2 whih represents the
ensemble of observers after the remarked olletive measurement. Eah bath of 4 similar
urves denotes a member of the N-ensemble system that has, as known, a large number of
dierent possible Feynman paths of evolution (only 4 are shown for larity). In the middle
part of the gure we have a large number of dierent bathes of paths all mixed among them
so it beomes diult to see whih urve belongs to whih bath. This orresponds to densely
measuring ( N →∞) where neighbouring states innitesimally dier from eah other. The
emphasized path in Figure 2 is the denite path along whih the desribed olletive dense
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measurement has been done. Note that this path, atually, belongs to all the dierent mixed
bathes whih means that after ompleting the olletive measurement eah one of those
that partiipates in it has now the same Feynman path. The reason is that although eah
observer Oi of the ensemble performs his experiment on his prepared state φi, nevertheless,
the results he obtains are valid for all the others sine any observer that ats on the same
state φi under exatly the same onditions obtains the same result. In other words, the
emphasized Feynman path belongs now to all of them in the sense that the probability for
eah to move along its onstituent states tends to unity as seen from Eq (5).
We note that in ontrast to the relationship disussed just now whih demands a prepa-
ration of dierent initial states for the realization of its (dynami Zeno) eet the situation
regarding the stati Zeno eet is opposite and ontrary. This is beause the required re-
lationship there demands to prepare all the initial states of the involved experiments to be
idential [2℄ so as to be able to preserve this state in time. We note that using a large en-
semble of similar systems for analysing experimental results has been fruitfully done in the
literature [10, 14, 15, 16℄ without invoking any Zeno idea. It has been shown, for example,
that by onsidering N idential systems all prepared in the same initial state one may derive
the probability interpretation of quantum mehanis in the limit of N → ∞. That is, this
probability is not imposed upon the theory as an external assumption as done in the on-
ventional Copenhagen interpretation [17℄ of quantum mehanis but is derived from other
priniples of quantum mehanis [16℄. This is done using Finkelstein theorem [14, 16℄.
3 The relative state theory of Everett
The last results may be demonstrated in a more natural and appealing manner by using
the relative state theory of Everett [9, 10℄ whih has been formulated, espeially, for taking
observers into aount. We use, in the following, the speial notation and terminology
of this theory. Thus, if the initial state was some eigenstate of an operator A the total
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initial state of the (system S + observer O) is denoted by ΨS+Oi = φiΨ
O[...], where φi is
the initial eigenstate of the system S and ΨO[...] denotes the observer's state before the
measurement. After the experiment the observer's state is denoted by ΨO[...αi], where αi
stands for reording the eigenvalue αi by the observer and the total nal state of the (system
S + observer O) is ΨS+Of = φiΨ
O[...αi]. Now, if the initial state of the system is not
an eigenstate then it may be expressed as a superpositions of suh eigenfuntions
∑
i aiφi
and the total states before and after the measurement are [9, 10℄ ΨS+Oi =
∑
i aiφiΨ
O[...], and
ΨS+Of =
∑
i aiφiΨ
O[...αi] respetively where ai =<φi|ΨS+O>. We note that we onsider here
the one-step measurement of [9℄ and not the two-step version [10℄ of it in whih a marosopi
apparatus is introdued between a mirosopi system and a marosopi observer.
We, now, wish to represent the former proess of measuring the observable A on N
idential independent systems. We assume that the initial state of eah one of the N systems
is not an eigenstate of A so it an be expanded as a superpositions of suh eigenfuntions.
Thus, we may write for the initial state of the N-system ensemble [9℄
ΨSi =
∑
i
∑
j
· · ·∑
k
∑
l
<φi|φ><φj|φ> . . . <φk|φ><φl|φ> φiφj . . . φkφl (6)
where φi, φj, . . . φk, φl are the eigenfuntions of the operator A. Thus, the initial and
nal states of the total system (N systems + observer) are
ΨS+Oi =
∑
i
∑
j
· · ·∑
k
∑
l
<φi|φ><φj|φ> . . . <φk|φ><φl|φ> φiφj . . . φkφlΨO[. . .] (7)
ΨS+Of =
∑
i
∑
j
· · ·∑
k
∑
l
<φi|φ><φj|φ> . . . <φk|φ><φl|φ> φiφj . . . (8)
. . . φkφlΨ
O[αi, αj . . . αk, αl]
whereΨO[αi, αj . . . αk, αl] denotes that the observer has measured the n eigenvalues αi, αj . . . αk, αl
of A. Note that eah term in Eq (8) atually denotes an observer with his spei sequene
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[αi, αj . . . αk, αl] whih results from the n experiments. Thus, Eq (8), termed the Everett's
universal wave funtion [9, 10℄, gives all the possible results that may be obtained from
performing the same experiment upon the n systems.
We, now, ount the number of observers that have the same or similar sequenes [αi, αj . . . αk, αl]
whih reord, as remarked, the n measured eigenvalues. For this we assume that eah mea-
surement of the observable A may give any of K possible dierent eigenvalues and that some
of the n omponents in any sequene may be idential. Thus, denoting by R1, R2, . . . , Rr
the numbers of times the r partiular dierent eigenvalues l1, l2, . . . , lr respetively appear in
some speied sequene [αi, αj . . . αk, αl] one may see from Eq (8) that eah possible value of
Ri in the range 0 ≤ Ri ≤ n, and for eah i (1 ≤ i ≤ r), may be realized in some observer.
Now, the number of sequenes in whih l1, l2, . . . , lr respetively our at R1, R2, . . . , Rr pre-
determined positions is (K − r)(n−
∑i=r
i=1
Ri)
. This is beause for eah position in the sequene
[αi, αj . . . αk, αl] in whih the r eigenvalues l1, l2, . . . , lr are absent there are (K − r) possible
loations. Note that K and r should satisfy the relation K ≥ r. Thus, the total number of
sequenes in whih l1, l2, . . . , lr respetively our in R1, R2, . . . , Rr positions (we denote this
number by Nl1,l2,...,lr) is
Nl1,l2,...,lr =


n
R1




(n− R1)
R2




(n− (R1 +R2))
R3

 . . . (9)
. . .


(n−∑i=r−1i=1 Ri)
Rr

 (K − r)(n−
∑i=r
i=1
Ri), K 6= r, K 6= 1
where


n
R1

 is the number of possible ways to hoose in the n-member sequene [αi, αj . . . αk, αl]
R1 plaes for l1,


(n− R1)
R2

 is the number of possible ways to hoose R2 plaes from the
remaining (n−R1) et. Note that when K = r, whih means that any one of the K possible
results of the experiment must be one of the r eigenvalues l1, l2, . . . , lr, then the probability
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that all the n omponents (where some of them may be idential) of any sequene belong
to the l1, l2, . . . , lr's group is unity. In this ase the number of observers that have in their
sequenes all the r dierent eigenvalues l1, l2, . . . , lr is
Nl1,l2,...,lr =


n
R1




(n− R1)
R2




(n− (R1 +R2))
R3

 . . .


(n−∑i=r−1i=1 Ri)
Rr

 ,
K = r, K 6= 1
whih is the same as Eq (9) but without the fator in K.
The relevant measure may be found [10℄ by taking aount of the expeted relative
frequeny Pl1,l2,...,lr of the eigenvalues l1, l2, . . . , lr and the orresponding relative frequeny
Qm6=l1,l2,...,lr of any other eigenvalue m dierent from l1, l2, . . . , lr. The rst is given by
Pl1,l2,...,lr = |< Ψl1,l2,...,lr |Ψ > |2 where |Ψl1,l2,...,lr > is the state in whih the eigenvalues
l1, l2, . . . , lr our among those of the sequene [αi, αj . . . αk, αl] and the seond isQm6=l1,l2,...,lr =
∑
(m6=l1,l2,...,lr) |<Ψm6=l1,l2,...,lr |Ψ>|2 = 1 − Pl1,l2,...,lr were |Ψm6=l1,l2,...,lr > is the state in whih
the eigenvalues l1, l2, . . . , lr do not our among those of this sequene. Thus, the measure
of the sequenes that have the eigenvalues l1, l2, . . . , lr at the respetive R1, R2, . . . , Rr pre-
determined positions is P
∑i=r
i=1
Ri
l1,l2,...,lr
Q
(n−
∑i=r
i=1
Ri)
m6=l1,l2,...,lr . The last expression must be multiplied by the
number of possible ways to hoose rst R1 plaes for l1 from the n positions of the sequene
[αi, αj . . . αk, αl], then to hoose R2 plaes for l2 from the remaining n − R1 et, until the
last step of hoosing Rr plaes from (n −∑i=r−1i=1 Ri) (see Eq (9)). That is, the sought-for
measure Me is
Me(r) =


n
R1




(n− R1)
R2




(n− (R1 +R2))
R3

 . . . (10)
. . .


(n−∑i=r−1i=1 Ri)
Rr

P
∑i=r
i=1
Ri
l1,l2,...,lr
Q
(n−
∑i=r
i=1
Ri)
m6=l1,l2,...,lr ,
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whih is the Bernoulli distribution [18℄. As remarked in [10℄ Me(r) from Eq (10) may be
approximated, for large N , by a Gaussian distribution with mean NPl1,l2,...,lr and standard
deviation
√
NPl1,l2,...,lrQm6=l1,l2,...,lr . We, now, alulate an expliit expression for Pl1,l2,...,lr(r)
and Qm6=l1,l2,...,lr(r) as funtions of r, for n = 30. The probability Pl1,l2,...,lr(r) to nd the
eigenvalues l1, l2, . . . , lr among those of the sequene [αi, αj . . . αk, αl] may be written as
Pl1,l2,...,lr(r) = | <Ψl1,l2,...,lr |Ψ> |2 = rn = r30 , and the probability to nd any other eigenvalue
m 6= l1, l2, . . . , lr is Qm6=l1,l2,...,lr(r) =
∑
(m6=l1,l2,...,lr) | <Ψm6=l1,l2,...,lr |Ψ> |2 = 1 − Pl1,l2,...,lr =
1 − r
30
= (30−r)
30
. For simplifying the following alulations we assign to all the values of
Ri i = 1, 2, . . . r the unity value, in whih ase eah of the given eigenvalues l1, l2, . . . , lr
may ours only one in the sequene [αi, αj . . . αk, αl]. Thus, the relevant total number of
sequenes (observers) Nl1,l2,...,lr(K, r) and the orresponding measureMe(r) from Eqs (9)-(10)
are given by
Nl1,l2,...,lr(K, r) =


30
1




29
1

 . . .


(30− (r − 1))
1

 · (11)
·(K − 1)(30−r) =
i=r−1∏
i=0
(30− i)(K − 1)(30−r)
and
Me(r) =


30
1




29
1

 . . .


(30− (r − 1))
1

 (
r
30
)r · (12)
·((30− r)
30
)(30−r) =
i=r−1∏
i=0
(30− i)( r
30
)r(
(30− r)
30
)(30−r)
In Table 1 we show the number of observers (sequenes) that have r predetermined
dierent eigenvalues in their respetive n-plae sequenes for n = 30 and for the ve dierent
values of K = 1100, 100, 10, 5, 2. Note that for the large values of K, whih signies a
large number of possible results for the measurement of the observable A, the sequenes
most frequently enountered are, as expeted, the ones that ontain small number of the r
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Table 1: The table shows the number of observers that have r positions in their 30 plaes
sequenes oupied by the preassigned eigenvalues, where the numbers K of possible values
for eah experiment are 1100, 100, 10, 5 and 2. The untabulated plaes for K = 10, K = 5
and K = 2 are when K ≤ r.
r Number of Number of Number of Number of Number of
observers for observers for observers for observers for observers for
K=1100 K=100 K=10 K=5 K=2
1 4.6350491 · 1089 2.2415163 · 1059 1.4130386 · 1029 8.6469113 · 1018 3 · 101
2 1.1922979 · 1088 4.9413927 · 1058 1.6828247 · 1028 1.9902809 · 1016 870
3 2.9665811 · 1086 1.0703212 · 1058 1.6007531 · 1027 3.2695439 · 1012 −−−
4 7.1304257 · 1084 2.2755852 · 1057 1.1219501 · 1026 6.5772 · 105 −−−
5 1.6533598 · 1083 4.7435614 · 1056 5.0964117 · 1024 171 · 105 −−−
6 3.6929220 · 1081 9.6832889 · 1055 1.2033562 · 1023 −−− −−−
7 7.9328524 · 1079 1.9331852 · 1055 9.6594968 · 1020 −−− −−−
8 1.6360310 · 1078 3.7689961 · 1054 9.8981353 · 1017 −−− −−−
9 3.2332250 · 1076 7.1644920 · 1053 5.1917786 · 1012 −−− −−−
10 6.1103406 · 1074 1.3255181 · 1053 1.09027 · 1014 −−− −−−
11 1.1017807 · 1073 2.3821855 · 1052 −−− −−− −−−
12 1.890772 · 1071 4.1496088 · 1051 −−− −−− −−−
13 3.0795964 · 1069 6.9890614 · 1050 −−− −−− −−−
14 4.7458902 · 1067 1.1350519 · 1050 −−− −−− −−−
15 6.8961474 · 1065 1.771921 · 1049 −−− −−− −−−
16 9.4115613 · 1063 2.6494866 · 1048 −−− −−− −−−
17 1.2010185 · 1062 3.7791572 · 1047 −−− −−− −−−
18 1.4257725 · 1060 5.1178711 · 1046 −−− −−− −−−
19 1.5652618 · 1058 6.5439439 · 1045 −−− −−− −−−
20 1.5781003 · 1056 7.8486852 · 1044 −−− −−− −−−
21 1.4490723 · 1054 8.7607415 · 1043 −−− −−− −−−
22 1.1997469 · 1052 9.0135604 · 1042 −−− −−− −−−
23 8.8458478 · 1049 8.4462633 · 1041 −−− −−− −−−
24 5.7174346 · 1047 7.0991954 · 1040 −−− −−− −−−
25 3.1733732 · 1045 5.2454789 · 1039 −−− −−− −−−
26 1.4705031 · 1043 3.3141771 · 1038 −−− −−− −−−
27 5.4614504 · 1040 1.7197979 · 1037 −−− −−− −−−
28 1.5241217 · 1038 6.8753541 · 1035 −−− −−− −−−
29 2.8408581 · 1035 1.8832953 · 1034 −−− −−− −−−
30 2.6525286 · 1032 2.6525286 · 1032 −−− −−− −−−
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eigenvalues. That is, the larger is K the smaller is the relationship among the ensemble's
members. For example, for K = 1100 and K = 100 the number of dierent observers
(sequenes) with r = 1, that have only one of the preassigned eigenvalues, are 4.6350491 ·1089
and 2.2415163 · 1059 respetively ompared to 2.6525286 · 1032 and 2.6525286 · 1032 that have
all the 30 plaes in their sequenes oupied by suh eigenvalues. That is, for K = 1100 and
K = 100 the number of dierent observers (sequenes) with r = 1 are respetively larger by
the fators of 1.7474 · 1057 and 8.45048 · 1026 ompared to those with r = 30.
These results, although in a smaller sale, are found also for small K whih signies a
small number of possible dierent results for the measurement of A. That is, most observers
are found to have in their sequenes a small number of the r predetermined eigenvalues.
Note that for small K we an read from Table 1 the values of Nl1,l2,...,lr also for K = r. For
example, for K = r = 2 the number of dierent sequenes is greater by a fator of 29 than
for K = 2 and r = 1. The results of Table 1 are orroborated by diretly alulating the
relative rate R(K, r) of the inrease of Nl1,l2,...,lr from Eq (11) whih is
R(K, r) =
Nl1,l2,...,lr(K, r)−Nl1,l2,...,lr(K, r − 1)
Nl1,l2,...,lr(K, r)
, (13)
It has been found that the rate R(K, r) is always negative for the order of magnitudes of
K = 100 and r ≤ K disussed here whih means that Nl1,l2,...,lr(K, r) < Nl1,l2,...,lr(K, r − 1).
That is, as we have found from Table 1, the large number of observers (sequenes) are found
at small r. Also, we nd for small r (not shown) that the larger K beomes the more
inlined toward negative values is the surfae of R(K, r) whih means that the large number
of observers are found, as in Table 1, at large K and small r. When K = 1, whih means
that there is only one result for the measurement of A, then we must have r = 1 and the
former problem of alulating the probability to nd r speied eigenvalues in n-sequene
redues to nding one known eigenvalue whih is trivially unity sine there exists no other
eigenvalue to measure.
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In summary, we see that an important neessary aspet for obtaining a large probability
for a spei onguration of n-sequene is that its omponents must be related. This
relationship is expressed through the number of dierent sequenes in Table 1 so that the
smaller is this number the greater is the relationship and vie versa. The number of dierent
sequenes (observers) is determined by K and r so that for small K and large r, where
always K ≥ r, this number is small and for large K and small r it is large. Note that if they
do not measure the same observable then the observers are totally unrelated and our former
results would not be obtained even for small K.
4 The lassial eet of an ensemble of observers
We disuss now the same system used in [12℄ for demonstrating the eet of observation upon
the experimental results. The disussion in [12℄ is generalized to inlude the large ensemble
of related N thermodynamial systems, of the kind studied in [12℄. That is, a hollow ylinder
that ontains n partiles, not all of the same kind, among four pistons as shown in Figure 3.
The pistons A and A` are xed while B and B` may move along the ylinder. Also the pistons
A` and B do not allow passage of partiles through them, whereas A and B` are permeable
so that eah permits some kind of partiles to move through it where those that are allowed
to pass through A are not allowed through B` and vie versa. The pistons B and B` move
in suh a way that the distanes BB` and AA` are always equal as seen in Figure 3. These
distanes are measured using the x axis whih is assumed to be upward along the ylinder.
We assume that the piston A is permeable only to the partiles inside the interval (x1, x2)
and B` only to those outside it. We denote by w1 the initial probability that any randomly
seleted partile is found to be in the interval (x1, x2) and by w2 that it is outside it. At rst
the pistons B and B` were at the positions of A and A` respetively and all the n partiles
were in the one spae between. We, now, wish to perform, reversibly and with no external
fore, a omplete yle of rst moving up the pistons BB` and then retraing them bak
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to their initial plaes. Thus, by moving up, without doing work, the pistons B and B` the
volume enlosed between them equals, as remarked, that between AA` and we obtain two
separate equal volumes, eah of whih equals to the initial one. Now, sine A is permeable
to the partiles in the interval (x1, x2) and B` to the rest the result is that the upper volume
BB` ontains only the partiles from the predetermined interval (x1, x2) and the lower AA`
only the others.
When we retrae the former steps and move down the pistons B and B` to their former
plaes at A and A` the same initial volume is obtained. We must take into aount, however,
that during the upward motion some partiles that were inside (outside) the interval (x1, x2)
may ome out of (into) it due to thermal or other kind of utuation so that these partiles
hange from the kind that may pass through the piston A (B`) into the kind that is not
allowed to do that. Thus, the last step of retraing the pistons B, B` into their former initial
positions at the pistons A, A` respetively an not be performed without doing work sine
the moleules that have ome out of (into) the interval (x1, x2) are not permitted now to
pass through A (B`). That is, the former proess of expanding the volume is not reversible
as desribed beause we have to exert fore on these moleules to move them bak into (out
of) the interval (x1, x2) so that they an pass through A (B`).
We may express this quantitatively by noting that there is now [12℄ a derease of entropy
per moleule after the rst step of moving up the pistons. This is alulated by taking into
aount that now the probabilities to nd any randomly seleted moleule out of (in) the
preassigned interval (x1, x2) are dierent from the initial values w2 and w1 before moving
up the pistons. Thus, suppose that during the rst stage of expanding the initial volume of
the ylinder no moleules, from the total number n, have ome out of the remarked interval
and ni from outside have entered so that the probability to nd now any randomly seleted
moleule out of it is (w2 +
(no−ni)
n
) and that to nd it in is (w1 +
(ni−no)
n
). Thus, denoting
the entropies per moleule before and after moving up the pistons by si and sm respetively
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we have [12℄
si = −k(w1 lnw1 + w2 lnw2), (14)
sm = −k((w1 + (ni − no)
n
) ln(w1 +
(ni − no)
n
) + (15)
+(w2 +
(no − ni)
n
) ln(w2 +
(no − ni)
n
)),
where k is Boltzman's onstant. The dierene in the entropy per moleule between the two
situations from Eqs (14)- (15) is
δs = (sm − si) = −(kw1(ln(w1 + (ni − no)
n
)− lnw1) + kw2(ln(w2 +
+
(no − ni)
n
)− lnw2) + k (no − ni)
n
(ln(w2 +
(no − ni)
n
)− (16)
− ln(w1 + (ni − no)
n
))) = −(kw1(1 + (ni − no)
w1n
) ln(1 +
(ni − no)
w1n
) +
+kw2(1 +
(no − ni)
w2n
) ln(1 +
(no − ni)
w2n
) +
k(no − ni)
n
ln(
w2
w1
))
Eliminating w2 through use of the relation w1 + w2 = 1 one may write the last equation as
δs = (sm − si) = −(kw1(1− (no − ni)
nw1
) ln(1− (no − ni)
nw1
) + (17)
+k(1− w1)(1 + (no − ni)
n(1− w1)) ln(1 +
(no − ni)
n(1− w1)) +
k(no − ni)
n
ln(
(1− w1)
w1
))
We note that the probability w1 must be diretly proportional to the length of the remarked
interval x2−x1, so that a small or large value for one indiates a orresponding value for the
other. Thus, we may assume a normal distribution [18℄ for w1 in terms of x and write for
the density funtion of w1(x) fw1(x) =
exp(− (x−µ)2
2σ2
)√
2piσ
, where µ is the mean value of x and σ is
the standard deviation. To further simplify the following alulation we assume a standard
normal distribution [18℄ z = (x−µ)
σ
for whih µ = 0 and σ = 1. Thus, the density funtion
fw1(x) may be written as fw1(z) =
exp(− (z)2
2
)√
2pi
and the probability w1(x) to nd any randomly
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seleted moleule in the interval (−x, x), where now this interval is symmetrially loated
around the origin x = 0, is [18℄
w1(x) =
∫ x
−x
fw1(z)dz =
1√
2pi
∫ x
−x
dze−
z2
2 = erf(
x√
2
) (18)
erf(x) is the error funtion dened as erf(x) = 2√
pi
∫ x
0 e
−u2du. Note that erf(0) = 0,
erf(∞) = 1, and erf(−x) = −erf(x) so that this funtion is appropriate for a representation
of the probability w1(x). Substituting from Eq (18) into Eq (17) we obtain
δs = (sm − si) = −(k · erf( x√
2
)(1− (no − ni)
n · erf( x√
2
)
) ln(1− (no − ni)
n · erf( x√
2
)
) +
+k(1− erf( x√
2
))(1 +
(no − ni)
n(1− erf( x√
2
))
) ln(1 +
(no − ni)
n(1− erf( x√
2
))
) + (19)
+
k(no − ni)
n
ln(
(1− erf( x√
2
))
erf( x√
2
)
))
Eq (19) whih gives the entropy derease per moleule, must be multiplied by the number n of
moleules in the ylinder in order to obtain the total derease of entropy after moving up the
pistons. Figure 4 shows a three-dimensional representation of the entropy s per moleule from
the last equation as funtion of
ni
n
and
no
n
whih are respetively the frations of moleules
that have entered and ome out of the interval (x1, x2). The probability w1 = erf(
x√
2
) must
begin from the minimum value of
n0
n
sine w1 an not be smaller than
n0
n
. The ranges of both
ni
n
and
no
n
are speied to 0.005 ≤ ni
n
, no
n
≤ 0.5 beause in the reversible motion disussed
here it is unexpeted that more than half of the total partiles will enter or leave the interval
(x1, x2). One may realize from the gure that for large values of
n0
n
(
ni
n
) and omparatively
small values of
ni
n
(
no
n
) the entopy dierenes tend to +1 (−1) and when both n0
n
and
ni
n
are
large s tends to zero from negative values.
As realized from Eq (19) when no = ni, whih means that there is no net transfer of
moleules out of or into the interval (x1, x2), the entropy derease from Eqs (19) is obviously
zero. When, however, no 6= ni the moleules that ome out of the interval (x1, x2) and those
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that have entered it prevent, as remarked, the reversible return of the pistons to their former
plaes. This problem has been disussed and solved in [12℄ for the single ylinder. Our main
interest is to generalize from this four-piston ylinder to a large ensemble of suh ylinders
and alulate, as done for the quantum examples in Setions II-III, the orrelation among
them.
We assume that the initial state of all the N idential four-pistons ylinders is that in
whih the movable pistons B`j, Bj are on the xed ones A`j and Aj where 1 ≤ j ≤ N (see
Figure 3). One then simultaneously and reversibly raise up and down in a omplete yle
all the 2N movable pistons B`j and Bj , 1 ≤ j ≤ N . Thus, if after the moving-up stage we
nd, for some of them, that no moleule omes out of the interval (x1, x2) and no one from
outside has entered it then, as remarked, they reord no entropy derease during this stage.
Note that if no entropy derease has been deteted during the reversible upward motion then
one may assume no suh derease also in the downward motion. If, on the other hand, one
nds no moleules ome out of the interval (x1, x2) and ni have entered where no 6= ni then,
as remarked, a derease of entropy must ours. In suh ase the total derease of entropy
for the N ylinders after the moving-up stage is
δstotal = −k
j=N∑
j=1
n(erf(
xj√
2
)(1− (20)
− (noj − nij)
n · erf( xj√
2
)
) ln(1− (noj − nij )
n · erf( xj√
2
)
) + (1− erf( xj√
2
))(1 +
(noj − nij )
n(1− erf( xj√
2
))
) ·
· ln(1 + (noj − nij )
n(1− erf( xj√
2
))
) +
(noj − nij )
n
ln(
(1− erf( xj√
2
))
erf( xj√
2
)
)),
where we use Eq (19) and assume that the total number of moleules n are the same for all
the ensemble members. We, now, show that when the N experiments of reversibly moving
the pistons up and down are related to eah other in the sense that no two of them share
the same value of either
noj
n
or
nij
n
(or xj), where 1 ≤ j ≤ N , then the larger is N the more
probable is to obtain entropy derease. If, on the other hand, they are not related in this
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manner so that some systems share the values of either
noj
n
or
nij
n
(or xj) then the mentioned
probability will be disontinuous, stohasti and muh less lear ompared to the former ase.
We rst note that sine for all x ≥ 3 erf(x) ≈ 1 we may assume a range of (−3, 3) from
whih we take the values for the N preassigned intervals (−xj , xj) where 1 ≤ j ≤ N . That
is, we subdivide the interval (−3, 3) into N dierent subintervals, where N is the number
of ylinders, so that eah has its unique interval (−xj , xj) besides its spei values of nojn
and
nij
n
. Also, eah probability wij = erf(
xj√
2
) for any system Oj, (j = 1, 2, . . . , N) must
begin, as remarked after Eq (19), from the minimum value of
noj
n
and we also assume (see
the disussion after Eq (19)) that the 2N dierent values of
nij
n
and
noj
n
, 1 ≤ j ≤ N are
from the range 0.005 ≤ noj
n
,
nij
n
≤ 0.5. We assign to eah experiment that results in entropy
derease, after moving-up the pistons, the value of +1 and 0 otherwise. Thus, assuming that
the movable pistons in the N ylinders are moved up we alulate the quantity
g(N) =
1
N
i=N∑
i=1
gi(N), (21)
where gi(N) = 1 for an entropy derease result and gi(N) = 0 otherwise. That is, the funtion
g(N) is diretly proportional to the number of experiments whih result in entropy derease
and inversely proportional to those with a dierent result (for whih δs ≥ 0). Figure 5 shows
g(N) as a funtion of N , in the range 400 ≤ N ≤ 3500, and we see that g(N) grows as the
number N of related ylinders inreases where this relationship is eeted, as remarked, by
preparing the N experiments so that any one of them have its unique
noj
n
,
nij
n
and (−xj , xj)
where 1 ≤ j ≤ N . That is, the larger is the number of related experiments the more frequent
is the result of entropy derease. If, on the other hand, this kind of relationship is absent
as when assigning randomly to any system Oj (j = 1, 2, . . . , N) an interval (−xj , xj) (from
(−3, 3)) and also noj
n
,
nij
n
(from (0.005, 0.5)) we obtain a stohasti result for g(N) that
implies no lear-ut onsistent value. This is learly seen in the sawtooth form of the urve
of Figure 6 whih is drawn under exatly the same onditions as those of Figure 5 exept
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that the values of (−xj , xj), nojn and
nij
n
are randomly hosen.
We note that the same results may be obtained by using other methods and terminology.
Thus, it is shown [19℄ that the loalization (in the sense of smaller dispersion) for the
state |φ > is greater the smaller is the entropy whih results when the rate of eetive
interation with the environment [19℄ inreases. Loalization is another name for what we
all here realizing or preserving a spei state and the interation with the environment is
equivalent to performing experiment [20, 21, 22℄, so that as the rate of performing experiment
grows the more realized and loalized is the state one begins with or the path of states along
whih one proeeds.
Conluding Remarks
We have studied the inuene of obsevation, and espeially the large number of them, upon
the obtained results. This has been shown for both quantum and lassial systems. For
the quantum part in Setions 2-3 we have made use of the Feynman path integral [8℄ and
the Everett's relative state [9, 10℄ methods. For the lassial part in Setion 4 we use en-
tropy onsiderations [11℄ for disussing the four-piston ylinder [12℄. Using these analytial
methods we show that for produing the obtained results all the involved systems and exper-
iments should be related to eah other in some kind of relationship whih assumes dierent,
and even ontraditory, forms for dierent situations. Thus, for the stati Zeno eet the
relationship between the systems is their being initially prepared in the same initial state
and for the dynami Zeno and the lassial ylinder this relationship is eeted by initially
preparing the systems in dierent states.
This is, espeially, emphasized in a learer way using entropy onsiderations in Setion
4. The important fator that entails the olletive entropy derease is, as remarked, when
all the memebers of the ensemble are related to eah other as desribed in Setion 4 (see
REFERENCES 21
Figure 5). Unrelated ensemble of observers, no matter how large it is, does not obtain the
same required entropy derease as seen learly in Figure 6.
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Figure 1: Seven Feynman paths of states, from a very large
number of possible ones, that all begin at the state φ1 (at the
bottom) and end at φ8 are shown in the gure (only 8 states
are shown for larity). The middle path is the one along
whih the olletive dense measurement is performed by the
ensemble members Oi, i = 1, 2, . . .N . The N separate
systems of these observers have been initially prepared in
the states φi i = 1, 2, . . .N . Note the seondary Feynman
paths between neighbouring states in the middle path.
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Figure 2: A shemati representation of the physial situation
after performing the olletive dense measurement symbolized
by Figure 1. Note that although no member of the ensemble
has done dense measurement by himself, nevertheless, the joint
ation of all or most of the observers has resulted in realizing
the spei Feynman path from Figure 1 for all the partiipat-
ing observers. This "realized" path is shown emphasized in the
gure.
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Figure 3: The ylinder with the four pistons.
The pistons A and A` are xed whereas B and
B` may move along the ylinder. Also the pis-
ton A is permeable to the moleules inside the
interval (x1, x2) (see text) and B` to those out-
side it.
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Figure 4: The gure shows a three-
dimensional surfae of the entropy per
moleule s from Eq (19) as funtion of no
n
and
ni
n
. Both ranges of
no
n
and
ni
n
are (0.005, 0.5)
sine it is unexpeted that in a reversible mo-
tion more than half of the total moleules will
leave or enter the given interval (x1, x2). Note
that for large
no
n
(
ni
n
) and small
ni
n
(
no
n
) s tends
to +1 (−1).
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Figure 5: The urve shows the form of g(N)
from Eq (21) as a funtion of N after per-
forming the N experiments of lifting up the
pistons where 400 ≤ N ≤ 3500. Note that
no two of the N experiments are identi-
al and that eah is deliberately performed
for dierent values of (−xj , xj), nojn and
nij
n
where xj = 6 · nojn . We see that as N grows
the number of experiments that end in an
entropy derease inreases.
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Figure 6: The stohasti graph, whih shows
g(N) from Eq (21) as a funtion of N , is
drawn for exatly the same onditions as
those of Figure 5 exept that the values of
noj
n
and
nij
n
are randomly hosen. Note that
in ontrast to Figure 5 some of these exper-
iments may be idential due to the random
onditions under whih they are performed.
Thus, the results do not show any lear-ut
onsistent value for the entropy dierenes.
