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Abstract
Proton emission from deformed nuclei is described within the non-adiabatic weak coupling model
which takes into account the coupling to γ-vibrations around the axially-symmetric shape. The
coupled equations are derived within the Gamow state formalism. A new method, based on the
combination of the R-matrix theory and the oscillator expansion technique, is introduced that
allows for a substantial increase of the number of coupled channels. As an example, we study the
deformed proton emitter 141Ho.
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I. INTRODUCTION
Theoretical models applied to the description of non-spherical proton emitters can be
divided into two groups. The core-plus-particle models describe the radioactive parent
nucleus in terms of a single proton interacting with a core (i.e., the daughter nucleus).
Usually, the core is represented by some phenomenological collective model, e.g., the Bohr-
Mottelson (geometric) model. Depending on the structure of the daughter nucleus, rotational
[1, 2, 3] or vibrational [4, 5] couplings are assumed. The models belonging to this group
employ the coupled-channel formalism of reaction theory which has been developed in the
context of elastic or inelastic scattering.
Models belonging to the second group employ the framework of the deformed shell model.
In the simplest case, the proton resonance corresponds to a Nilsson state of a deformed mean
field [6, 7, 8, 9, 10, 11, 12]. Approaches belonging to this group can be generalized to include
the BCS pairing [13].
We may refer to the first group of models as weak-coupling models or coupled-channel
models. For the second group of models, we reserve the term resonance Nilsson-orbit (or
adiabatic) models. The term “adiabatic” requires an explanation. It is very difficult to relate
both groups of models to each other, because they operate on different approximation levels.
In special situations, however, this relationship can be revealed. For instance, in the limit of
the infinite moment of inertia of the axial weak-coupling model (which implies degenerate
rotational bands and strong rotational coupling [14]), one recovers the resonance Nilsson-
orbit model [16]. So one may say that in this case the adiabatic model is an approximation
to the weak-coupling (non-adiabatic) picture. Generally, however, the relation between
adiabatic and non-adiabatic descriptions is not simple. For example, the resonance Nilsson-
orbit model with a triaxial potential [15] (i.e., nonzero γ deformation) cannot be trivially
related to a weak-coupling model extended to triaxial degrees of freedom [16].
If the coupled-channel model with the rotational coupling is applied to the nucleus 141Ho,
the ground-state decay characteristics (half-life time and branching ratio) are poorly de-
scribed [2, 3]. There are several explanations possible. For example, it may be that the
Coriolis mixing is too strong [3]. This can be partly cured if pairing is introduced [13].
Another possibility, explored in this work, is the coupling to triaxial vibrations. Indeed,
in particle-plus-rotor calculations, the best description of the experimentally observed band
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structures of 141Ho can be explained if γ deformation is considered [17]. In addition, in
the neighboring nuclei, such as 136Sm and 140Gd, there are low-lying 2+2 and 3
+ levels [18]
which have been interpreted [19] as members of a γ-vibrational band. There are also other
indications that in this mass region the coupling to triaxial modes can play a role [20, 21].
The possibility that triaxiality influences the decay of 141Ho was investigated in our earlier
work [16] and also in the recent Refs. [15, 22] based on an adiabatic model assuming a
triaxially deformed mean field.
In this work, we present non-adiabatic calculations in which the excitations of the daugh-
ter nucleus are properly taken into account. Unlike in Ref. [22], we do not assume a per-
manent γ deformation of the core, but rather we consider γ vibrations around the axially-
symmetric deformed shape.
The ground-state rotational band of 140Dy has recently been observed [23, 24]. In addi-
tion, in our work we assume that 140Dy has the K=2 γ-vibrational band. This structure can
be coupled to the ground-state band if the proton-daughter interaction in the body-fixed
system deviates from the axial symmetry. The experimentally observed rotational band of
the parent nucleus is assumed to be a Kpi=7/2− band [17] built upon the [523]Ω=7/2 Nils-
son level. In the strong-coupling picture the presence of the γ band in 140Dy implies the
existence of two additional rotational bands in 141Ho with K=Ω ± 2, i.e., Kpi = 3/2− and
Kpi = 11/2−.
In the weak-coupling model, proton emission is described by means of a coupled set of
differential equations which are solved assuming appropriate boundary conditions. The most
obvious way to describe the proton emission is to assume outgoing boundary conditions. This
immediately leads to the notion of the Gamow or resonant states, the generalized eigenstates
of the time-independent Schro¨dinger equation, which are regular at the origin and satisfy
purely outgoing boundary conditions. Together with non-resonant scattering states, Gamow
states form a complete set, the so-called Berggren ensemble [25], which can be used in a
variety of applications [26], including the recently developed Gamow shell model [27, 28, 29].
Unfortunately, the number of coupled equations rapidly increases with the number of
excited states of the daughter nucleus taken into account. In addition, the solution of the
eigenvalue problem of a very large set of coupled equations becomes numerically unstable
at some point. This is especially true if one keeps in mind that there is a twenty-order-of-
magnitude difference between the real and imaginary part of the energy of the Gamow-state
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which describes the proton decay of 141Ho. A possible way out is to consider the R-matrix
theory. However, even in this case, one has to deal with large sets of coupled differential
equations.
In order to avoid the difficulty of solving large sets of coupled differential equations, one
may use the Rayleigh-Ritz variational principle and apply the basis expansion method. In
this paper, the spherical harmonic oscillator wave functions are used as basis functions. It
was recognized a long time ago that by using the basis expansion method the positions of
narrow resonances can be determined. In particular, the signature of a narrow resonance is
that the specific positive energy solution is locally stable with respect to the change of the
size of the basis [30, 31, 32, 33, 34, 35, 36, 37]. Several proposals exist in the literature on
how to determine the width of the resonance in this method. They are called L2 stabilization
methods [34]. (The name comes from the fact that only square integrable functions are used
in the expansion.) In this paper we will introduce a new method which is a combination of
the oscillator expansion method and the R-matrix formalism. This method is very simple
and proves to be accurate enough for very narrow proton resonances.
The paper is organized as follows. We begin in Sec. II with an overview of the weak-
coupling model applied to the case of rotational motion and γ vibrations. Section III reviews
different methods to calculate the position and width of a resonance state: the theory of
Gamow-states, the standard R-matrix formalism, and the new method which combines the
oscillator expansion method with the R-matrix formalism. Finally, Sec. IV contains results
of numerical calculations. We check the accuracy of the new method and demonstrate how
the position of excited states in the daughter nucleus can influence predictions of the weak-
coupling model. We also present results for the proton emission in 141Ho. Finally, Sec. V
contains the conclusions of this work.
II. WEAK-COUPLING MODEL
The proton-emitting parent nucleus is described here in terms of a single proton coupled
to a deformed core. The model Hamiltonian can be written as
Hrot = Hd − ~
2
2m
△
r
+Vdef(r, ω), (1)
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where Hd is the (collective) Hamiltonian of the daughter nucleus, the second term represents
the relative proton-daughter kinetic energy, and Vdef is the proton-core interaction, which
depends on the position of the proton r and the orientation ω of the core.
A. The proton-daughter interaction
It is straightforward to define Vdef in the body-fixed frame, in which one can define
the deformed mean field. By expanding the nuclear radius in multipoles and assuming
quadrupole deformations only, one obtains
R(θ′, φ′) = R0C(a0, a2) [1 + a0Y2,0(θ
′) + a2(Y2,2(θ
′, φ′) + Y2,−2(θ
′, φ′))] (2)
where C(a0, a2) is the volume conservation factor. The intrinsic deformed field is defined
using a Saxon-Woods form factor
Vdef(r, θ
′φ′) = − V0
1 + exp [(r −R(θ′, φ′))/a] . (3)
Expanding to the first order in a2, one obtains
Vdef(r, θ
′φ′) = V1(r, θ
′) + a2V2(r, θ
′) [Y2,2(θ
′, φ′) + Y2,−2(θ
′, φ′)] . (4)
The form factor V1(r, θ
′) is the same as (3) except that a2 is put equal to zero. The form
factor of the second term is given by
V2(r, θ
′) = −V0R(θ
′, φ′)e
r−R(θ′,φ′)
a
a
[
1 + e
r−R(θ′,φ′)
a
]2 , (5)
where, again, a2=0 in R(θ
′, φ′). The deformed form factors V1(r, θ′) and V2(r, θ′) still depend
on a0. After perfoming multipole decomposition of V1 and V2, one obtains the intrinsic
potential:
Vdef(r, θ
′φ′) = V (1)def (r, θ
′) + a2V
(2)
def (r, θ
′φ′)
=
∑
λ V
(1)
λ (r)Y
′
λ,0(θ
′) + a2
∑
λ V
(2)
λ (r)
[
Y ′λ,2(θ
′, φ′) + Y ′λ,−2(θ
′, φ′)
]
. (6)
For explicit expressions for V
(1)
λ (r) and V
(2)
λ (r) see, e.g., Ref. [39]. It can be shown that in
the laboratory system the daughter-proton interaction is given by
Vdef(r, ω) = V
(1)
def (r, ω) + a2V
(2)
def (r, ω)
=
∑
λµ V
(1)
λ (r)D
λ
µ0Yλ,µ(rˆ) + a2
∑
λµ V
(2)
λ (r)
(
Dλµ2 +D
λ
µ−2
)
Yλ,µ(rˆ). (7)
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In addition to the nuclear potential, there is also a long-range Coulomb interaction between
the deformed core and the proton. The deformed Coulomb form factors, V
(1)
C and V
(2)
C , are
discussed in Appendix A.
B. The coupled channel equations
The states of the daughter nucleus are eigenvectors of Hd. In this work, we adopt the
rotational-vibrational collective model. The wave functions of the core, φIµK , are given by
the standard ansatz [14]:
φIµK =
√
2I + 1
16pi2(δK,0 + 1)
[
DI∗µK + (−1)IDI∗µ−K
]
χKn2(a2)|g.s.〉, (8)
where χKn2(a2) is a γ-vibrational wave function. The wave function of the parent nucleus
can be written in the weak-coupling form
ΨJM =
∑
IKlj
uJIKlj(r)
r
ΦJMIKlj, (9)
where the channel function is given by
ΦJMIKlj =
∑
Ωµ
〈jΩIµ|JM〉YljΩφIµK , (10)
and
YljΩ =
∑
ms
〈lm1
2
s|jΩ〉ilYlm(rˆ)χ1/2(s) (11)
arises from the coupling of the proton spin with the orbital angular momentum. In our
earlier weak-coupling calculations [1, 2] there was no summation over K in Eq. (9); only the
K = 0 term was considered. Due to the non-axial symmetric form of the proton-daughter
interaction (7), the ground state K = 0 and the γ-vibrational K = 2 band both contribute.
The radial functions uJIKlj(r) are solutions of the set of coupled-channel equations:
~2
2m
(
− d2
dr2
+ l(l+1)
r2
)
uJIKlj +
∑
λI′l′j′ Aλ(Ilj, I
′l′j′, J)Bλ(II ′K)V
(1)
λ u
J
I′Kl′j′ + (12)∑
λI′K ′l′j′ Aλ(Ilj, I
′l′j′, J)Cλ(IKI ′K ′, a2)V
(2)
λ u
J
I′K ′l′j′ = (E − EIK)uJIKlj,
where EIK is the energy of the daughter state described by the wave function (8). The
r-independent coupling coefficients can be written in terms of the reduced nuclear matrix
elements
Bλ(II
′K) = 〈φIK ||Dλ;0||φI′K〉 (13)
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and
Cλ(IKI
′K ′, a2) = 〈φIK||a2(Dλ;2 +Dλ;−2)||φI′K ′〉. (14)
The explicit expressions for the geometric coefficients Aλ(Ilj, I
′l′j′, J) are given, e.g., in
Ref. [38]. The nuclear structure model of the daughter nucleus enters the formalism through
the reduced matrix elements Bλ and Cλ [38, 39].
III. CALCULATION OF RESONANCE PARAMETERS
The coupled differential equations (12) can be turned into an eigenvalue problem by
specifying boundary conditions. It is always assumed that the solutions are regular at the
origin, i.e., uc(0) = 0. (From now on, the channel indexes IKlj are abbreviated by the
symbol c.)
A. Gamow states
To be a Gamow state, the radial wave function must asymptotically behave as an outgoing
Coulomb wave:
uc(r)
large r−→ Ol(η, rkp)
= Gl(η, rkp) + iFl(η, rkp), (15)
where k2c =
2m
~2
(Ep−EIK) and ηkc = m~2Ze2. Such boundary conditions are only satisfied for
a discrete set of complex wave numbers kc which define the generalized eigenvalues E = Ep
of Eq. (12). These eigenvalues correspond to the poles of the scattering matrix [26, 40]. The
corresponding solutions are either bound states with negative real energies Ep = Eb < 0 and
pure imaginary wave numbers kp = iγp (γp > 0), or resonance states, Ep = Eres − iΓres2 , with
nonzero imaginary parts Γres 6= 0, and kp = κp − iγp.
The asymptotic behavior of the radial wave functions are determined by kp. For Gamow
states these functions show oscillating behavior at large values of r so one must define a new
normalization scheme. Berggren proposed [25] a generalized scalar product and introduced
a regularization procedure (Reg). With this generalization the norm is
∑
c
Reg
∫ ∞
0
[uc(r)]
2 dr = 1. (16)
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Once the resonance energy and radial wave function have been determined, there are
different methods to calculate the width of the state. The simplest method is to take twice
the imaginary part of the energy of the resonance. However, for narrow resonances the
accurate numerical calculation of Im[Ep] is difficult. Therefore, other methods are often
used. One possibility is to calculate the partial width for each channel from the so-called
current expression [40]
Γc(r) = i
~
2
2µ
u′∗c (r)uc(r)− u′c(r)u∗c(r)∑
c′
∫ r
0
|uc′(r′)|2dr′
, (17)
where the sum of the partial widths
Γres =
∑
c
Γc(r) (18)
gives the total decay width. Although values of Γc(r) depend on r in the region where the
coupling potential terms are not negligible, the total width (18) is independent of r, which
reflects flux conservation.
In practice, the Gamow boundary condition given by Eq. (15) can be implemented in the
form
u′c(ras)
uc(ras)
= kp
O′l(η, raskp)
Ol(η, raskp)
, (19)
where ras is the channel radius (the off-diagonal couplings are negligible for r > ras). Using
Eq. (19), the partial decay width can be written at the point ras as
Γc(ras) = i
~
2
2µ
|uc(ras)|2
|Ol(η, kpras)|2
∑
c′
∫ ras
0
|uc′(r′)|2dr′
× [k∗pO′∗l (η, raskp)Ol(η, raskp)− kpO′l(η, raskp)O∗l (η, raskp)] . (20)
If one neglects the imaginary part of kp, the square bracket in Eq. (20) becomes −2i and
the expression for the partial decay width can be written in a simple form:
Γc(ras) ≈ ~
2κp
µ
|uc(ras)|2
|Ol(η, kpras)|2
∑
c′
∫ ras
0
|uc′(r′)|2dr′
. (21)
Equation (20) and its approximate form (21) are strictly valid only at the point ras where
the boundary condition is given. We emphasize at this point that if the coupled equations
are solved with the Gamow boundary condition, then the total width can be calculated at
any value of r using exact relations (17) and (18).
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B. R-matrix method
For completeness, we summarize those important aspects of the R-matrix theory [41]
which are relevant to our work. In the R-matrix theory one also deals with a set of radial
functions gc(r). These functions are regular at the origin and satisfy the same coupled
equations (12) as the Gamow states but with the following boundary conditions
a
g′c(a)
gc(a)
= Bc, (22)
where the parameters Bc are arbitrary real numbers. It is assumed that the short-range
diagonal and off-diagonal proton-core interactions can be neglected beyond the channel
radius a. Consequently, a has the same meaning as the parameter ras of the Gamow theory.
It is worth noting, however, that a is always real, while ras can be complex.
The boundary condition (22) defines the complete set of functions inside the channel
surface. The real eigenvalues of the coupled-channel equations are denoted by Eλ and
the corresponding eigenfunctions by gλc (r). They are normalized to one inside the channel
surface, ∑
c
∫ a
0
|gλc (r)|2dr = 1, (23)
and define the so-called reduced width amplitudes
γλc =
(
~
2
2mca
)1/2
gλc (a). (24)
The resulting R-matrix has a simple form
Rcc′(E) =
∑
λ
γλcγλc′
Eλ − E (25)
but it is related to the physically important scattering S-matrix in a complicated way [41].
Let us emphasize that the calculated S-matrix is independent from both the boundary
condition parameters Bc and from the channel radius a only if all the R-matrix states are
taken into account in Eq. (25).
Assuming that in a given energy region only one term dominates in the R-matrix and
making further approximations (see p. 322 of Ref. [41]), Lane and Thomas showed that the
S-matrix can be written in the form
Scc′(E) ≈ S0cc′(E)
[
δc,c′ +
iΓλc(E)
1/2Γλc′(E)
1/2
Eλ +∆λ(E)− E − i2Γλ(E)
]
, (26)
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where the partial R-matrix widths
Γλc(E) = 2Plc(E)γ
2
λc (27)
give the total width
Γλ(E) =
∑
c
Γλc(E). (28)
In Eq. (26), function ∆λ(E) is given by
∆λ(E) =
∑
c
∆λc(E), (29)
where
∆λc(E) = − (Slc(E)− Bc) γ2λc. (30)
The penetration Plc(E) and shift Slc(E) functions are related to the Coulomb Flc and Glc
functions (see p. 270 of Ref. [41]).
Within approximation (26), the complex-energy resonance poles of the S-matrix, ERp =
ERres − i2ΓRres, satisfy the equation
Eλ +∆λ(ERp )− ERp −
i
2
Γλ(ERp ) = 0. (31)
Here, we used the upper index R in order to distinguish this R-matrix approximation for the
resonance energy from the energy of the corresponding Gamow state. In order to simplify
the solution of the non-linear equation (31), one often introduces further approximations
and assumptions for the calculation of the functions ∆λ(E) and Γλ(E).
In the method of Thomas [42], the function ∆λc(E) is expanded around the R-matrix
eigenvalue Eλ
∆λc(E) ≈ −(Slc(E)− Bc)− S˙lc(Eλ)(E − Eλ), (32)
where the dot denotes energy derivative. Furthermore, the E-dependence of Γλc(E) is neg-
lected and Γλc(E) is replaced by the corresponding value at Eλ. Under these assumptions
one obtains
ERres =
Eλ +
∑
c (Bc − Slc(Eλ)) γ2λc
1 +
∑
c S˙lc(Eλ)γ
2
λc
(33)
and
ΓRres =
Γλ(Eλ)
1 +
∑
c S˙lc(Eλ)γ
2
λc
. (34)
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In order to simplify (33) we may require that the chosen boundary condition parameters
satisfy the condition:
Bc = Slc(Eλ). (35)
If the S˙lc(Eλ) terms are negligible, then the resonance energy corresponds to the R-matrix
eigenvalue
ERres = Eλ (36)
and the width can be calculated with the well-known expression
ΓRres =
∑
c
2Plc(Eλ)γ
2
λc. (37)
Two variants of Thomas’s procedure can be found in a later paper of Lane and Thomas
[41] where they give different expressions for ERres and Γ
R
res.
C. R-matrix method using oscillator expansion
In this section we propose a simple method, based on the R-matrix formalism, to estimate
the parameters of a resonance. The advantage of this method is that it avoids solving a large
set of coupled differential equations. The method is based on the expansion of the radial
functions uIKlj(r) in the single-particle basis φ
HO
nl (r) of the spherical harmonic oscillator. In
this basis, the total wave function (9) can be written in the form:
ΨJM =
∑
IKlj
∑
n
CJIKnlj
φHOnl (r)
r
ΦJMIKlj. (38)
The coefficients CJIKnlj can be obtained from the matrix eigenvalue equation:
∑
n′〈φHOnl | ~
2
2m
(
− d2
dr2
+ l(l+1)
r2
)
|φHOn′l 〉CJIKn′lj − (EHOλ −EIK)CJIKnlj
+
∑
λI′n′l′j′ Aλ(Ilj, I
′l′j′, J)Bλ(II ′K)〈φHOnl |V (1)λ |φHOn′l′ 〉CJI′Kn′l′j′ (39)
+
∑
λI′K ′n′l′j′ Aλ(Ilj, I
′l′j′, J)Cλ(IKI ′K ′, a2)〈φHOnl |V (2)λ |φHOn′l′ 〉CJI′K ′n′l′j′ = 0.
In the following, the corresponding real eigenvalues are denoted as EHOλ .
In the R-matrix theory, the coupled equations (12) are solved with imposed boundary
conditions (22). However, as discussed in the following, this procedure can be reversed. In
the first step, we solve the algebraic eigenvalue problem (39) for the coefficients CJIKnlj. The
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resulting radial functions gc(r) define the boundary condition function at the point r:
Bc(r) = BIKlj(r) = r
(∑
n
CJIKnljφ
HO
nl (r)
)′
/
∑
n
CJIKnljφ
HO
nl (r). (40)
Having determined the boundary condition parameter at each r, the R-matrix formalism
can now be applied. In particular, after replacing Eλ with E
HO
λ in expressions (33) and (34),
they can be used to compute the position and the width of a resonance at each value of r:
EHOres (r) =
EHOλ +
∑
c
(
Bc(r)− Slc(EHOλ )
)
γλc(r)
2
1 +
∑
c S˙lc(E
HO
λ )γλc(r)
2
(41)
and
ΓHOres (r) =
Γλ(E
HO
λ )
1 +
∑
c S˙lc(E
HO
λ )γλc(r)
2
, (42)
where the r-dependent reduced width amplitudes (24) are given by
γλc(r) =
(
~
2
2mcr
)1/2∑
n
CJIKnljφ
HO
nl (r). (43)
This algorithm is further referred to as the R-matrix method based on harmonic oscillator
expansion (RMHO). In RMHO, the energy and width of the resonance explicitly depend on
r. However, for sufficiently large values of r, this dependence is expected to be extremely
weak. It is to be noted that since expression (37) is derived under specific assumption (35),
it is not valid in the RMHO method.
The derived boundary condition parameters (40) do not depend on the actual normaliza-
tion used. However, this is no longer true for the reduced width amplitudes (24). In order
to apply the R-matrix method at each a=r, the radial functions
gc(r) = gIKlj(r) =
nmax∑
n=0
CJIKnljφ
HO
nl (r) (44)
have to be renormalized to one inside the channel surface according to Eq. (23).
IV. RESULTS
The numerical tests have been carried out for the deformed proton emitter 141Ho, viewed
as a proton-plus-core system, with the daughter nucleus 140Dy being the collective core. We
employed the same successful parameterization of the Woods-Saxon (WS) optical potential
as in earlier Ref. [2].
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A. Resonance Width in RMHO
Let us first assume that the core is axially deformed (a2 = 0). In the calculations, all the
states in the g.s. rotational band in the daughter nucleus up to I=12 were considered. In
our weak-coupling calculations, the experimental excitation energies of 140Dy were used for
states with I<10, and the energies of the remaining states were obtained by the variable-
moment-of-inertia (VMI) fit to the data. That is, for the g.s. band we took the values: 0.203,
0.567, 1.044, 1.597, 2.218, and 2.894 MeV. The deformation parameter a0 was set to the
value of 0.244, which is consistent with earlier investigations [17, 23]. The WS strength was
adjusted to reproduce the experimental position of the Jpi=7/2− resonance at 1.19 MeV.
The number of coupled channels in this variant is 46. This number is sufficiently small
to carry out the reliable calculation of the Gamow-state energy eigenvalue. The resulting
resonance width is 0.208× 10−19 MeV. We accept this number as the exact, or reference,
value.
The harmonic oscillator basis is characterized by a single parameter, the oscillator length
b. The upper part of Fig. 1 shows the resonance width (42) calculated in RMHO as a
function of r. For each partial wave, M=nmax+1=12 harmonic oscillator functions were
used in the expansion (44) and the value of b was varied. As expected, a clear plateau
appears at large values of r. The extent of the plateau depends on the size of b: the greater
oscillator length (i.e., the r.m.s. oscillator radius), the greater the extent of the plateau. The
reason for the rapid decrease of the width function ΓHOres (r) at very large values of r lies in
the fact that the radial channel function is approximated by a linear combination of a finite
number of oscillator functions, each having the Gaussian asymptotic behavior. Therefore,
by increasing the number of states in the basis, the extent of the plateau is expected to
increase. This is illustrated in Fig. 1 (lower portion) which shows RMHO results obtained
at a fixed value of b=1.8 fm for several values of M . It is seen that for M=24 (nmax=23)
the width function becomes independent of r in a very wide interval of r. In the interval
between r=9 and 12 fm the RMHO width exhibits tiny oscillations (practically invisible
in Fig. 1). Therefore, to obtain a well-defined value, we divide this interval equidistantly
with a step size of 0.1 fm and calculate the average Γ¯HOres =
1
Nr
∑Nr
i=1 Γ
HO
res (ri), which will be
considered as the RMHO width in the following.
In order to assess the quality of the RMHO method, Fig. 2 shows the relative errors
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FIG. 1: The width of the Jpi=7/2− resonance in 141Ho at 1.19 MeV calculated in RMHO as a
function of r. Top: dependence on the oscillator length parameter b (the number of basis states is
M=12). Bottom: dependence on M (b=1.8 fm).
of the real and imaginary part of the energy of the resonance as a function of the WS
potential depth V0. The reference values were obtained by the Gamow-state coupled-channel
procedure. In the considered region of V0, the resonance width changes by four orders of
magnitude; however, the relative error of RMHO is less than 1.7 percent. The accuracy of
RMHO for the real part of the energy is much better: the relative error is always smaller
than 0.0025 percent. The results presented in Figs. 1 and 2 convincingly demonstrate that
the RMHO formalism can be safely used to calculate isolated narrow proton resonances.
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FIG. 2: The relative error of the real (solid line) and imaginary (dashed line) energy of the Jpi=7/2−
resonance in 141Ho calculated in RMHO (M=24) as a function of the WS potential depth V0. The
reference (exact) values are taken from the Gamow states calculation. In the considered range of
V0, the resonance width changes by four orders of magnitude. Note that the solid curve has been
multiplied by a factor of 100.
B. Proton decay of 141Ho
In this section we investigate the influence of γ vibrations on the process of proton
emission from 141Ho. All results presented in this section are obtained with the RMHO
method using M=20 oscillator functions for each partial wave. The oscillator length was
assumed to be b=1.8 fm. Using the results of the VMI fit for the g.s. band, the assumed
energies of the members of the γ band are: 0.750, 0.934, 1.144, 1,378, 1.633, 1.907, 2.198,
2.504, 2.825 3.159, and 3.507 MeV for I = 2, 3, 4, . . .12. The chosen position of the 2+2
band head of the γ-vibrational band, 750 keV, was taken according to the systematic trends
around N=74.
When one includes the K=2 γ-vibrational band in addition to the g.s. band, the number
of coupled channels increases from 46 to 130 (assuming that the maximum spin is Imax=12
15
TABLE I: Ω decomposition of the Jpi=7/2− states in 141Ho in the energy region (-3 MeV, 1 MeV)
calculated in the non-adiabatic approach. The axial deformation (a0=0.244, a2=0) is assumed.
Er (MeV) Ω=1/2 Ω=3/2 Ω=5/2 Ω=7/2
-2.255 0.828 0.163 0.009 0.000
-1.066 0.168 0.694 0.135 0.003
-0.103 0.006 0.144 0.808 0.042
1.190 0.000 0.001 0.045 0.954
in both bands). For that reason, we decided to carry out the RMHO calculations instead of
the weak-coupling Gamow analysis. We have checked, however, that for Imax=10, where the
coupled-channel calculations with the K=2 band can be done, the RMHO results coincide
with those of the coupled-channel method.
1. Structure of Jpi=7/2− states
The simplest model of the g.s. decay of 141Ho is based on the adiabatic resonant Nilsson-
orbit picture of Sec. II.B of Ref. [2]. Here, the valence proton occupies a Ωpi=7/2− Gamow
state in an axially deformed mean field. Let us consider this scenario first. In our WS model,
there is only one Ω=7/2− state in the energy region (−3 MeV, 1 MeV) and deformation
(a0∼0.244, a2=0). The calculated energy of this [523]7/2 state is 0.426 MeV. There are
three more negative parity Nilsson states originating from the h11/2 proton intruder shell,
with energies –2.678 MeV ([550]1/2), –2.141 MeV ([541]3/2), and –1.105 MeV ([532]5/2).
If we now apply the weak-coupling model (i.e., we assume that the daughter nucleus has a
g.s. rotational band with the finite moment of inertia), we calculate one Jpi=1/2− state, two
3/2− states, three 5/2− states, and four 7/2 − states in the considered energy region. Of
those four 7/2− states, only one can be associated with the 7/2− band-head from which the
proton emission takes place. The remaining three are rotational excitations associated with
the Kpar.=Ω=1/2, 3/2, and 5/2 bands built upon the deformed Nilsson levels mentioned
above. Table I displays the structure of the Jpi=7/2− states calculated in the non-adiabatic
approach. The Ω decomposition of the states [2] clearly identifies the Nilsson orbit upon
which the rotational g.s. band of the parent nucleus is built.
The situation becomes more complex if, in addition to the g.s. band, one also considers
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TABLE II: Same as in Table I but in the presence of small triaxial coupling (a2 = 0.05).
Er K=0 K=2
(MeV) Ω=1/2 Ω=3/2 Ω=5/2 Ω=7/2 Ω=1/2 Ω=3/2
-2.616 0.691 0.232 0.029 0.007 0.034 0.007
-1.184 0.015 0.323 0.004 0.014 0.429 0.215
0.122 0.028 0.078 0.529 0.214 0.134 0.017
1.153 0.015 0.003 0.018 0.902 0.002 0.060
the K=2 rotational band in the daughter nucleus (i.e., if one takes the non-zero triaxial
coupling a2). The coupling to γ vibrations immediately results in an increase of the numbers
of predicted bands. Indeed, since the γ band can be built upon each Kpar.=Ω structure, one
obtains twelve bands with quantum numbers Kpar., Kpar. + 2, and |Kpar. − 2| in the energy
interval considered. Among those twelve bands, only two have a Jpi=7/2− band head. One
is the previously discussed [523]7/2 band while the other corresponds to a γ-phonon built
upon the [541]3/2 Nilsson orbital. Table II displays the Ω decomposition of the four states
of Table I in the presence of a small γ coupling (a2=0.05). It is seen that the single-proton
band head is clearly identified.
2. Proton emission from the ground state of 141Ho
Earlier investigations [2, 16] have demonstrated that in the weak coupling model there is
a sensitivity of the resonance’s parameters to the number of states in the rotational bands of
the daughter nucleus taken into account. Figure 3 shows calculated energies of the Jpi=7/2−
states in 141Ho as a function of the coupling constant a2 (a0 = 0.244) for several values of
Imax.
Figure 3 shows that for bound states the convergence is already very satisfactory for
Imax=10; however, this is not true for the 7/2
− band head. For instance, at a2=0.1 one
obtains for the energy of lowest bound state: -3.254, -3.264, -3.265, -3.265, and -3.265 MeV
for Imax=8, 10, 12, 14, and 16, respectively. In contrast, for the 7/2
− g.s. (marked by thicker
lines in Fig. 3) the analogous numbers are: 1.297, 1.171, 1.062, 1.062, and 1.062 MeV. That
is, in this case, going from Imax=10 to Imax=12 the energy changes by as much as 109 keV.
This variation is significant since the width of the resonance is extremely sensitive to its
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FIG. 3: The position of the bound and resonance Jpi=7/2− states in 141Ho calculated in the weak
coupling model as a function of the triaxial coupling constant a2 for Imax=10 and 12 (Imax is the
maximum value of angular momentum considered in the g.s. band and in the gamma band of the
daughter nucleus 140Dy). The results for Imax=12 are fully converged, i.e., a further increase of
the number of states does not change results in the scale of this figure. The axial results without
coupling the γ band (cf. Table. I) are marked by the dots. The 7/2− ground-state of 141Ho is
marked by thick lines.
energy. In our previous paper [16], we made the pilot studies of the coupling to the γ band
on proton emission in 141Ho. Unfortunately, in this early analysis based on the coupled-
channel method, we took Imax=10; hence the conclusions of this paper have to be revised
(see below).
The width of the 7/2− band head was computed using the RMHO method assuming
Imax=12. At each value of a2 we have adjusted the potential depth so as to get the position
of the resonance at 1.19 MeV. The calculated half-life of the resonance and the branching
ratio for the decay to the 2+1 state in
140Dy are displayed in Figure 4. It is seen that when
increasing the coupling to the γ-band, both the lifetime and the 2+1 branching ratio increase,
and the agreement with experiment gets worse.
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FIG. 4: Half-life (top) and branching ratio for the decay to the 2+1 state in
140Dy (bottom) for the
7/2− g.s. of 141Ho as a function of the triaxial coupling a2. Experimental data (T1/2=4 ms and
branching ratio 0.7%) are taken from Refs. [11, 43]. The spectroscopic factor (BCS occupation
coefficient) was assumed to be u2=0.84 [2].
In order to understand the behavior shown in Fig. 4, we analyzed the components of the
wave function. Figure 5 shows the weights of various partial waves (IKlj) in the 7/2− g.s.
of 141Ho,
|CIKlj|2 =
∫ ∞
0
u2IKlj(r)dr, (45)
as functions of a2. According to our calculations, the amplitudes associated with the coupling
to the 0+1 g.s. and 2
+
1 state in
140Dy are fairly small; most of the strength lies in higher-
lying states including the channels that are energetically closed for proton emission. The
(0+1 , f7/2) amplitude, solely determining the 7/2
−→0+1 decay, gradually decreases with a2.
Interestingly, while the total f7/2 strength increases with a2 as expected (the h11/2 and f7/2
shells are strongly coupled by triaxial field), most of this strength is pushed up to higher-lying
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FIG. 5: Weights (45) of the (I=21, l=5 j=11/2), (01, 3, 7/2), (21, 5, 9/2), and (21, 1, 3/2) partial
waves of the 7/2− g.s. of 141Ho as a function of a2.
states.
Figure 6 displays partial widths Γc (17) corresponding to various channels of decay to
the 0+1 and 2
+
1 states in
140Dy. The gradual decrease of the (01, f7/2) partial width (hence
the increase of the half-life of 141Ho) with a2 can be explained in terms of the (01, f7/2)
amplitude in Fig. 5. The 2+ branching ratio is almost completely determined by the (21,
f7/2) partial width; the second-order contribution from the p3/2 wave is much smaller (cf.
inset in Fig. 5).
V. CONCLUSIONS
This work contains the first application of the triaxial non-adiabatic weak coupling ap-
proach to the description of proton-emitting nuclei. The resulting coupled-channel equations
take into account the coupling to the K=2 band representing collective γ vibrations.
The inclusion of the γ band into the weak-coupling formalism increases the number of
the coupled channel equations significantly. This makes it very difficult to solve accurately
the multitude of coupled differential equations with Gamow boundary condition. In order to
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FIG. 6: Partial widths Γc (17) corresponding to various 0
+
1 and 2
+
1 decay channels as functions of
a2.
overcome this difficulty, we developed a new formalism, dubbed RMHO, which incorporates
the variational oscillator expansion method into the R-matrix theory. Within RMHO, it is
possible to significantly increase the number of states in the daughter nucleus to guarantee
the convergence of the solution.
As an example, the RMHO formalism has been applied to the g.s. proton emission from
141Ho, in which there have been some experimental hints (e.g., large signature splitting in
the g.s. rotational band or presence of low-lying γ-vibrational states in the neighboring even-
even nuclei) for triaxiality. Our calculations show that while the coupling to γ vibrations can
in general influence decay characteristics (half-life, branching ratios), in the case of 141Ho
the resulting trend is opposite to what has been observed experimentally. From this point of
view, our results support conclusions drawn in the recent work [22] based on the adiabatic
particle-rotor approach. An important piece of physics which is still missing in our non-
adiabatic formalism is the inclusion of quasi-particle pairing. We are currently working on
incorporating the Hartree-Fock-Bogoliubov couplings [44] into our model.
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APPENDIX A: TRIAXIAL COULOMB POTENTIAL
The Coulomb interaction between the proton and the daughter nuclei is
VC(r) =
∫
ρ(r′)
|r− r′|dr
′, (A1)
where the charge density reads
ρ(r) =
ρ0
1 + exp [(r − R(Ω))/a] (A2)
and the nuclear surface R(Ω) is given by Eq. (2). To the first order in a2 the Coulomb
potential is
VC(r) = V
(1)
C (r)|a2=0 + a2V (2)C (r). (A3)
The first term, V
(1)
C , is the Coulomb potential due to an axial symmetric charge density. It
is given by a simple expression derived in, e.g., Ref. [45]. The second term, V
(2)
C , is of the
form
V
(2)
C (r) =
∫
∂ρ(r′)
∂a2
1
|r− r′|dr
′. (A4)
Calculating the derivative of the charge density and taking the limit of the sharp charge
distribution (a→ 0), one obtains
V
(2)
C (r) = R0ρ0C(a0, a2)
∫
R2a(Ω
′)[Y2,2(Ω′) + Y2,−2(Ω′)]√
R2a(Ω
′) + r2 − 2Ra(Ω′)r cos ξ
dΩ′, (A5)
where
cos ξ = cos θ cos θ′ + sin θ sin θ′ cos(φ− φ′). (A6)
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and Ra(Ω
′) = R(Ω′)|a2=0. This can be reduced to
V
(2)
C (r) = R0ρ0C(a0, a2)
√
15
8pi∫ 1
−1 dtR
2
a(t)(1− t2)
∫ 2pi
0
dφ′ 2 cos
2 φ′−1√
R2a(t)+r
2−2Ra(t)r cos ξ
, (A7)
where t = cos θ′. The integral over φ′ can be calculated analytically, and the final result can
be expressed in terms of a simple one-dimensional integral:
V
(2)
C (r) = R0ρ0C(a0, a2)
√
15
8pi
cos(2φ)∫ 1
−1 dtR
2
a(t)(1− t2) 43b2√a+b {(4a2 − b2)K(κ)− 4a(a + b)E(κ)} , (A8)
where
a = R2a(t) + r
2 − 2Ra(t)r cos θ cos θ′, (A9)
b = 2Ra(t)r sin θ sin θ
′, (A10)
and
κ =
√
2b
a + b
. (A11)
In Eq. (A8), K(κ) and E(κ) are the complete elliptic integral of the first and second kind,
respectively.
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