This paper investigates applications of a new representation for images, the similarity template. A similarity template is a probabilistic representation of the similarity of pixels in an image patch. It has application to detection of a class of objects, because it is reasonably invariant to the color of a particular object. Further, it enables the decomposition of a class of objects into component parts over which robust statistics of color can be approximated. These regions can be used to create a factored color model that is usef u l for recognition. Detection results are shown on a system that learns to detect a class of objects (pedestrians) in static scenes based on examples of the object provided automutically by a tracking system. Applications of the factored color model to image indexing and anomaly detection are pursued on a database of images of pedestrians.
Introduction
Detection and recognition in color images are often approached with completely different representations of images. For detection of a class of objects, a representation is sought that is invariant to the color of a particular object (e.g., edge templates, gray-scale Haar wavelets). In contrast, for recognition of a particular instance, often the colors of particular regions are extremely important in differentiating instances.
An illustrative example is detecting pedestrians as opposed to differentiating pedestrians. The class of pedestrians can be described as a configuration of a few regions of regularity surrounded by other regions of regularity. These regions correspond to the shirt, pants, face, and background. But apart from general characteristics of a person (e.g., size of these regions), the presence or absence of these regions is not useful in determining which person has been detected. In contrast, when trying to describe a particular person in a low-resolution image, one would probably describe them with respect to color, e.g., "The white person with purple .hair wearing a white t-shirt, blue jeans, and tennis shoes." This paper develops a new representation that models the pairwise similarity between all pixels in an image patch. It can be used for detection of a class of objects, because it is invariant to the colors of particular regions. Further, this representation facilitates. decomposition of the class into component regions over which robust statistics of color can be estimated. These regions can provide a compact factored description of a class of objects and facilitate recognition and detection. Also, the factored representation makes occurrence-based data mining applications more feasible. The generality of similarity templates makes them an attractive representation for an attention bootstrapping system.
Related work
Object detection refers to detecting an instance of a particular class of object. Some examples of detection tasks are face detection [ 101, pedestrian detection [8], and vehicle detection [8] . Edge templates are often used for class distinctions because of their invariance to scene lighting and object color. They have similar properties to similarity templates (STs), but they are based on a measure of local differences as opposed to global similarities. The Hausdorff and Chamfer distances are mechanisms for efficiently comparing edge templates with some robustness to slight misalignments [ 31.
Principal Component Analysis, Multi-scale Gabor filters, and Haar wavelet functions are examples of projections of images into a lower dimensional space to facilitate recognition. Generally the coefficients in these spaces show invariance to noise within regions. Unfortunately, using these to make a general detector usually involves a complex supervised training algorithm [8], which is often run on only gray-scale images. While neglecting color information entirely is ill advised, many researchers have found that learning on a color image space requires much more complexity in the classifier and extremely large data sets to train.
An alternative approach to recognizing an object or class of objects is segmenting an image into color regions, representing the regions as nodes in a graph, and using graph comparison algorithms [ 111. This is potentially a more general framework than our system. In our case, we are assuming that the training images are in rough correspondence as a result of the tracking algorithm. This assumption allows us to aggregate the similarity statistics across a set of im-ages, Our method does not require discrete segmentation of each image, avoids the need for a segmentation threshold, doesn't require a complex graph structure, and has the correspondence problem implicitly solved.
Different measures of pixel-wise similarities/differences/distances have been used for segmentation of single images previously [13, 1, 61. In contrast, we are proposing application of these statistics to detection of a class of objects. We have chosen our similarity measure to support estimation of robust aggregate pixel-wise statistics across a set of class-specific training images with application to representing a class of images (pedestrian images). Rather than the traditional graph cutting algorithms [ 131, we investigate probabilistic segmentation algorithms based on co-occurrence data [9, 2, 5, 141, which allow us to compute robust, weighted aggregate statistics over our component regions.
The next section introduces the similarity template (ST). It shows how to estimate a single similarity template from a class-specific training set and how to use that ST to estimate an image's likelihood of belonging to that class. Section 3 shows a method of probabilistically segmenting the model into independent components and how those components can be used to robustly represent an object of that object class. It also explains how this can be used to produce a less memory-intensive approximation of a completely connected ST. Section 4 discusses the advantages and disadvantages of similarity templates and possible extensions. The final section discusses the conclusions we can draw about this representation and its potential application.
The Similarity Template (ST)
This section begins with a brief explanation of the similarity template followed by the mechanics of computing and comparing similarity templates. It concludes with some discussion of detection results in our lab environment.
For the purposes of this paper, our model for a "region" is based on color similarity. For an N-pixel image the corresponding template, S, is an N x N matrix. The element, Si,j, is an estimate of the probability of pixel j being drawn from a similar colored region as pixel i. Aggregate similarity templates estimate the same statistics over an entire class-specific data set.
For example, in the case of pedestrians, an ST could be trained on a set of roughly corresponding images of pedestrians provided by a tracking system. The resulting ST would represent that pairs of pixels drawn from the same region (e.g., the shirt, pants, head, and background regions) tend to be similar colors whereas pairs of pixels taken from two different regions are not likely to be similar colors. These second order statistics describe the image, independent of the particular colors of regions. When you compare the template to a patch with a person in it, the statistics are similar. When you compare the template to a patch without a person, the statistics tend to be very different. Even a uniform image patch will exhibit different statistics. While it will exhibit similarities where they are expected, it will also exhibit similarities where they are nor expected, resulting in a different ST.
The next subsection describes how to compute a ST from a single image patch. It also describes how to compute an aggregate similarity template from a class-specific data set of images. The following subsection describes how to compare two templates.
Computing similarity templates
To estimate a similarity template, S, from a single image, I, a distribution over pixels p j is derived, conditioned on each pixel, p i , as follows where Pr(pi) is the prior probability of choosing any pixel in the image and Pr(pj Ipi) is an estimate of the probability that the j t h pixel was produced by a region whose mean color is the same as the ith pixel's color. Using this formulation, we are able to decide which pixels contribute most to the representation by altering Pr(pi). For this paper, we set Pr(pi) to be uniform (equal to l/N), but it may be desirable to make pixels near the center of the patch more significant than pixels near the corners.
The general form of the second element of Equation 1 is
where f is any function that measures a probability of being from a similar region. Effectively the ith row of the ST represents the conditional probability that each pixel belongs to the same region as the ith pixel.
While f could be approximated for a particular domain, we used a simple Gaussian model
where Ii and Ij are R, G, B-vectors and u2 is an estimate of the variance of the pixels within a region. It may be possible to achieve better results using a more involved color model (e.g., hsv with full covariance). We achieved similar results by setting u2 to the variance of the pixels in the current patch, to the variance of the pixels in an average patch, and to an experimentally determined variance.
An aggregate similarity template is computed assuming that each similarity template in the training set, 7, is a noisy estimate of true class-specific distribution. Therefore, the
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Figure 1: This figure shows examples of positive and negative training examples automatically extracted from the tracking system in our laboratory environment.
aggregate similarity template is simply an average of all the training STs. This assumes that regions of regularity are in rough correspondence across the training set. Note that this is a less restrictive assumption than assuming edges of regions are in correspondence across a data set. Also, using the detection mechanism discussed below it would be possible to refine the position of each of the images in the data set to maximize the entropy of the model (similar to [7] and [4]). This would result in better alignment of the images in the data set and hence a better model.
Comparing similarity templates
Comparing a similarity template, S', to an aggregate similarity template is simply a matter of evaluating the expected probability of a sample drawn from the ST distribution under the aggregate ST distribution. This is symmetric and reduces to the dot product of the two distributions. '
a By evaluating this score across all patches in an image and thresholding the result, it is possible to estimate whether and where an object is present.
Pedestrian detection
Using an existing tracking algorithm[ 151 in our laboratory environment, 32x32 patches centered on the centroid of pedestrians and scaled to include the entire person were automatically extracted from a live video source. The background images were extracted from the scenes randomly at We estimated a single template for the background and a single template for the pedestrian class. Figure 2 shows the aggregate similarity template for the pedestrian training data set and the background training data set. It is difficult to infer anything about the structure of the aggregate ST without decomposing it as discussed in Section 3, but it is possible to observe that the pedestrian ST has a different structure than the background ST. To those who are more experienced at observing pairwise image statistics, it may be evident that the background ST shows little more than that pixels near each other tend to be similar.
A grid pattern of image patches at the correct scale was evaluated based on the likelihood ratio L R p T ( s I , Sped)/PT(SIr Shack).
(5) Figure 3 shows an ROC-curve and plots of the likelihood scores for different scenes. It also shows the lo-
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cations of the positive detections at the threshold determined by the equal error rate(EER) of less than 2%. Not surprisingly, the EER occurs near the threshold of T = (Esped [Spedl/Esback [Shack] ) which corresponds to the plane where the angle between the sample and the two models is the same.
Though one might expect even better results for this limited testing domain, we were pleased by the relative robustness to limb position. Also, detection by density approximation is difficult and should not be compared to iterative discriminant classifiers (e.g. SVMs). The reason we have not pursued discriminant methods in this paper is that they show less promise for multi-class classification and usually require extensive retraining after any change in the domain (e.g., adding new positive examples, moving to a new domain with a different type of background, adding a new class of object to be detected, etc.). Also, it is unclear how to extract the the conditional color model (discussed below) from a discriminant classifier.
By using an iterative learning algorithm which adapted the template in a supervised fashion to learn a discriminant function, we could achieve much better results. Also, it is possible to use the conditional color model to filter some false positives because the color components are extremely unlikely for pedestrians (e.g., people wearing orange).
The comparison takes approximately one second for each image patch on a Pentium I11 5OOMHz Processor on uncompiled Matlab code. While significant improvements in speed would result from optimized code on better hardware, it is obvious that this method of detection will have limited usefulness for certain applications without hardware implementation or hierarchical implementations. We will discuss optimizations in Section 4.
The conditional color model (CCM)
Section 2 explained how to derive an ST and how to use it for object detection tasks. This section is concerned with how to derive a representation from the aggregate ST that will be useful for recognition of particular instances of a class and for further refinement of detection. This representation is also useful in approximating the template to avoid the O ( N 2 ) storage requirements*.
An aggregate ST represents the similarity of pixels within a image patch across an entire class-specific data set. Pairwise statistics have been used for segmentation previously [ 131, even in a probabilistic framework [6].
Recently, work centered on factoring joint distributions has gained increasing attention [9, 14, 2, 51. Rather than factoring occurrence matrices across two separate random variables (e.g., documents and words), similarity templates zThis decomposition is not directly applicable to reducing the computational requirements of using STs.
represent a joint distribution across the same random variable3 (pixels). This is a symmetric case of general joint factorization. It also has the advantage that the ST remains an NxN matrix regardless of the number of training examples. Also, rather than treating pixel brightness (or darkness) as an occurrence to be represented in the decomposition, we chose to represent pixel similarity. We would get the same results on a database of images of digits written in black on white paper or in white on a black board.
To decompose our joint, we are looking for a set of hidden underlying classes, {c E C}, each of which produces a set of pixels with the distribution, ~( p i l c ) , with some prior probability p(c). This generative model implies the joint distribution CEC wherep(c) is the prior probability of the class and p(p4lc) is the probability of that class producing each pixel. Our goal is to approximate those classes to reconstruct the aggregate ST with minimal error. The more underlying classes we allow our model, the closer our estimate will approximate the true joint. These class models tend to represent parts of the object class. The error function we attempt to minimize is the =-divergence,
P i ,Pj as in [2, 5] . Because our model, S , is symmetric, this case can be updated with the two rules where = S + ST. We take advantage of the fact that pedestrians are symetric about the vertical axis by adding a reflected aggregate similarity template to the aggregate similarity template4. This C-way factorization of the joint into marginals can provide a compact representation of a fully connected
model ( O ( C N ) rather than O ( N 2 ) ) .
Rather than performing a straight C-way clustering on the ST to obtain M pixel region models, we extracted a hierarchical segmentation in the form of a binary tree. We begin by trying to find a binary cut of all the pixels using the entire ST. By iterating the update rules, we approximate the two class conditional models, p ( p i l~) and p(pi (cl), that best 3This joint is often referred to a a co-occurrence matrix. 4This is accomplished by taking the average of S and an S in which the rows and columns are reordered.
Figure 4: This figure shows the automatically generated binary decomposition of the image patch for the pedestrian data set. The root node represents every pixel in the image. The first branch represents foreground vs. background pixels. Further branches are discussed below.
reconstruct the joint statistics observed between the pixels defined by that node segmentation. Priors are set to .5 and not adapted in order to encourage a balanced tree.
The pixels for which p ( p i (~) is greater thanp(pi(c1) define a binary cut of the pixels. This process is repeated for each child using only the pixels in that child's branch until a certain depth is reached. Each internal node in the tree represents a binary cut of the pixels in its branch such that any valid cut of the binary tree represents a complete and exclusive segmentation of the pixels.
Deriving the CCM from the ST
Because the data collected at our lab showed limited variability in lighting, background composition, and clothing, we used the MIT CBCL pedestrian data set which contains images of 924 unique pedestrians in a wide variety of environments. We used 50% of the images to estimate the aggregate similarity template. Figure 4 shows the resulting hierarchical segmentation for the pedestrian aggregate similarity template. Since this intuitive representation was derived automatically with no knowledge about pedestrians, we hold hope that other classes of objects could be similarly decomposed.
The first cut represents a figurehackground segmentation. The background is further decomposed into smaller regions that tend to be regular, which tend to correspond to the surface that the person is standing on (e.g., grass, cement, a curb) or the far field background (e.g., sky, a building). These may be useful in classifying a person's environment. The left side of the tree decomposes pedestrians into component regions including the shirt, pants, feet, head, and arms. The shirt is broken into internal regions and external regions corresponding to arms or background that is visible for thinner individuals. Pants are broken into two regions because of individuals wearing longer coats, skirts, or shorts.
In our experience, a color histogram of all the pixels within a pedestrian is not useful for recognition and almost useless for data mining applications. Here we propose a class-conditional color model. It determines a color model over each region that our algorithm has determined contains similar color information within this class of objects. This allows us to obtain robust estimates of color in the regions of regularity. Further, as a result of our probabilistic segmentation, the values of p(pilc,) indicate which pixels are MOST regular in a region which enables us to weight the contribution of each pixel to the color model.
For the case of pedestrian-conditional color models, the regions roughly correspond to shirt color, pant color, feet color, head color, and some background color regions. The colors in a region can be modeled by color histograms, Gaussians, or mixtures of Gaussians.
These region models can be clustered to determine a density of shirt colors, pant colors, and other region colors within a particular environment. This enables not only an efficient factored color component codebook, but anomaly detection based on particular regions and higher order mod-1-225 els of co-occurrences between particular types of regions.
For instance on a military base, military personnel's clothing may be determined by a number of factors including the weather, their sex, their rank, and the activity they are intending to perform.
Application to image indexing
To illustrate the effectiveness of our representation we chose the simplest model for the colors in each pixel mask-a single Gaussian in {R,G,B}-space. The mean and variance of each Gaussian was computed by weighting the pixels represented by the corresponding node by p(piIc). This biases the estimate towards the "most similar" pixels in the region (e.g., the center of the shirt or each individual leg). This allows us to represent the colors of the each pedestrian image with 31 means and variances corresponding to the First, we investigated unsupervised clustering on the conditional color model. We clustered the 924 colors for each region using a mixture of 8 Gaussians. This resulted in a density of colors for each region. Figure 5 shows the 12 pedestrians with the highest probability under each of the 8 models for 3 of the nodes of the txee-shirt color, pant color, and color of the background5. Red, white, blue, and black shirts represent a significant portion of the database. Blue jeans are also very common in the Boston area (where the CBCL database was collected). Indoor scenes tended to be very dark and cement is much more common than grass.
Next, we tried some retrieval experiments to verify the effectiveness of the conditional color model. Figure 6 shows the responses to some simple manual queries. The user specified an image and a component of the model. Since the conditional color model can be precomputed, these queries are performed quickly by a single evaluation of one mean {R, G, B ) value per image. The ROC-curves show that even these simple queries correspond surprisingly well to very intiutive descriptions of the images.
(2tTeeheWt -1) nodes.
Comparison to PCA decomposition
In comparison, a viable alternative to this approach is to use principal components analysis ( E A ) to create a discriminant space. Within the most significant eigenvectors, pixels from the same region will tend to have similar projections. Also, a person wearing the same clothes would result in similar coefficients as other instances of the same person.
Unfortunately, there is no obvious way to factor this representation, which makes it difficult to represent concepts like khaki pants, t-shirt and jeans day, standing on grass, or Caucasian. Figure 7 shows the first 20 eigenvectors of the images in the data set. Gray-scale images were used 5Note: stating that fuchsia, orange, and aqua jackets are statistical outliers is not meant as a comment on any individual's taste. 
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Figure 6: This figure shows the results of example manual queries. On the left of each column are the image and the component that were used for the query. On the right are the first 9 responses to that query. From top to bottom, the queries can be described as: standing on grass; standing on cement; faces; non-faceddark hair; light blue jeans; blue shirts; and shorts or khakis. ROC-curves illustrate that these simple queries effectively capture intuitive descriptions of the images: red, blue and white shirts; red pants, dark pants, blue jeans; and cement/pavement and grass. because it is difficult to display and interpret color eigenvectors. The "shirt" is represented in all of the first few eigenvectors either by its presence or absence (negative coefficients). Beyond the first few eigenvectors, differences in lighting and correspondence of body parts play a dominant role. Also, this representation does not enable describing anomalies without complex density approximation.
Applicability and Future Work
While this representation shows promise, it is not ideal for every problem. First, it is expensive in both memory and computation. For detection, using a representation larger 32x32 pixels can be tedious with today's hardware. It is possible to represent a set of sparse pairwise relationships rather than a full N x N matrix and parallel hardware would greatly improve this representation. Also, we have discussed above a way of reducing the memory requirements by factoring the joint into a set of marginal distributions. Multi-scale templates could potentially reduce the computational cost of detection experiments. On the other hand, while deriving the conditional color model is computationally intensive, it only has to be performed once. Once computed, feature extraction and queries are extremely fast.
A second restriction on the use of similarity templates is that regions must be in correspondence across a data set. This motivated our use of automatically extracted pedestrians using motion segmentation to enable static detection. Our detection mechanism can be used to refine correspondence [ 161, but this does not deal with the variability within the class of objects.
We plan to investigate mixtures of templates that break down a large training set into sets of templates that have regions in relative correspondence. For instance, three or four templates should be capable of dealing with the variability in limb position within a pedestrian's walking cycle. More templates would be needed to handle variability in viewing angle. This could improve both detection and extraction of factored models, but is beyond the scope of this paper. We are investigating representing other classes of objects, such as vehicles and faces, but the inherent variability in shape and configuration emphasizes the necessity of developing mixtures of templates or hierarchical templates.
A third restriction is that we are only using a simple measure of pairwise similarity-color similarity. A completely uniform shirt exhibits similarity between all the shirt pixels, similar to the aggregate model. A black and white checkered shirt exhibits similarity between the black shirt pixels and similarity between the white shirt pixels, which is still somewhat similar to the aggregate model. But a "Hawaiian" shirt or camouflage shirt will exhibit few regularities in the shirt region. In that case, detection would rely on regularities outside the shirt and lack of regularities between the surroundings and the shirt. In the future, similarity templates could be applied to different modalities including texture similarity, depth similarity, or motion similarity.
In order to compete with current object detection mechanisms, we will investigate applying discriminant methods to similarity templates. While it promises to be a bit cumbersome, we believe it has the potential to show good generalization. It may also result in a more understandable representation.
Finally, we will further investigate uses of the conditional color model. First, each region can be represented by a more complex model like a mixture of Gaussians or a color histogram. Second, relative values between regions may be useful to determine features like "is wearing backpack" or "is wearing shorts". The clustered color model also has application to learning grounded labeling. Given a set of images of an object type and a set of text or audio descriptions of those images, the clustered color model will facilitate binding words to concepts as was done with toys of a single color as in [ 121. 
Conclusions
We have introduced a new image representation based on a particular measure of pixel-wise similarity. We have shown its application in both detection of a class of objects and recognition of a particular object within that class. We believe this representation shows promise in both areas.
Using this representation we have created a system that has learned to detect an object in static scenes based solely on its experience observing those objects in active environments. Also, using this representation we have shown a method for automatically decomposing a class specific data set into a hierarchy of regions that correspond to local regularities. We have demonstrated an application of this representation to image indexing. We concluded with a discussion of both the strengths and weaknesses of similarity templates and possible avenues for further research.
We believe that similarity templates can provide a unified approach to both extraction of possible class-specific targets fiom an-image database and precomputation of meaningful features of that class. For the case of pedestrians, it could detect potential pedestrians in a database and extract the parameters of the conditional color model. Once the features are computed, query and retrieval can be done efficiently and effectively.
