Two hybrid error concealment schemes based on application of forward error control (FEC) coding in combination with passive error concealment techniques to di erent layers of coded data in a video transmission system are evaluated. It is shown that use of passive error concealment schemes alone generally does not provide su cient protection against channel errors, especially in the case of video sequences with signi cant motion or scene changes. Motivated by these observations a third hybrid scheme is introduced; this scheme involves adaptive application of FEC codes to high-priority information depending on the level of motion in a sequence. It is shown that through application of this adaptive motion-based scheme, signi cant savings in bandwidth may be obtained at the expense of only a negligible decrease in reconstructed image quality. Implementation of adaptive motion-based FEC coding in a multiresolution ATM framework is discussed and metrics for computing motion in both subband and an MPEG-2 coding systems are introduced.
I. Introduction
Recently, asynchronous transfer mode (ATM) has emerged as the leading transport technique for high-speed networks such as broadband ISDN. At the same time, interest in the transmission of multimedia, especially voice and video, has increased dramatically. Despite the large, but yet limited, bandwidth of these channels, major obstacles remain to providing a predetermined quality of service (QoS) for multimedia material due to the signi cant amount of information to be transmitted.
In ATM transport, packets are transmitted independently through the network and are reconstructed at the receiver. If there is light tra c on the network, all packets arrive in correct order at the receiver after an acceptable delay; however, if there is excessive tra c on the network, then packets may either be dropped at intermediate nodes in order to ease the congestion, or packets may arrive at the receiver after an unacceptable delay, in which case they are also lost. Typically, the simplest method of recovering from lost packets is to request retransmission; however, retransmission protocols add to network congestion and, in the case of multimedia, may introduce unacceptable delays in video and voice signals. On the other hand, passive error concealment techniques, such as replacement of discarded packets by their spatial or temporal neighbors, may be applied to recover the lost packets. In this paper we show that passive error recovery alone is generally insu cient as imperfectly recovered packets may potentially lead to serious error propagation in representative video compression algorithms, particularly those employing motion compensation. In contrast, we show that active techniques, such as forward error-control (FEC) coding, drastically reduce packet loss probabilities but at the expense of an increase in transmission bandwidth. Hence, we consider a class of hybrid error recovery techniques which involve the joint use of both active and passive schemes as robust forms of error concealment. We demonstrate marked savings in bandwidth at a given QoS through selective application of these techniques and describe simple, yet e cient, metrics for determining the appropriate hybrid technique for representative video sequences.
A signi cant body of work exists in the area of FEC coding, such as developing FEC coder architectures 1]-3] for variable bit-rate (VBR) transmission, and in selecting codes for various classes of tra c as well as studying the e ects of coding on bandwidth expansion 1], 3]-6]. The error-control coding schemes in these works generally apply FEC coding to unthrottled source coder outputs. That is, the transmission bandwidth is simply increased to accommodate the FEC coding overheads while maintaining a xed source coding rate. In 5, 6] it was shown that with heavy network loads, unthrottled source and channel coding have a net negative impact on the reconstructed video quality due to an increase in network congestion which results in higher cell loss rates. In the present work, however, we assume unthrottled VBR source coding and examine the bandwidth expansion required for application of the various hybrid schemes, while bearing in mind that the increase in bandwidth may result in an increase in the packet loss probability. Furthermore, we concentrate exclusively on the use of Reed-Solomon (RS) codes for channel error protection.
In order to explore the e cacy of the hybrid techniques, we rst identify the important parameters which in uence the e ciency of FEC-based schemes. Next, we study the dependence of performance on these parameters. We begin by showing that the relative e ciency of our hybrid schemes increases with the length of the resynchronization period. More speci cally, suppose that the number of frames to which the error can be propagated through imperfect recovery is N f 1 . When N f is very small, hybrid error concealment schemes are shown to provide only marginal improvements over passive schemes alone; hence their use in such cases may be questionable. However, for larger N f , as would be the case in practical systems in order to extract compression gains through motion-compensated interframe coding, we demonstrate that the improvements over strictly passive schemes can be substantial. Next, we take into consideration the fact that the e cacy of a hybrid error concealment scheme depends upon the particular code used for FEC. Codes which o er too high a level of protection (i.e., low-rate codes) result in a large expansion in bandwidth, while high-rate codes, although resulting in less bandwidth expansion, may not provide sufcient protection. Therefore, we select FEC codes which are optimal for the packet size and maximum tolerable delay. Finally, we describe an adaptive hybrid error concealment scheme which provides excellent performance while applying FEC in a bandwidth-e cient manner. This technique selectively employs FEC to high-priority information according to the local motion present in the transmitted sequence and can provide excellent bandwidth-e cient operation for broadcast video with varied degrees of motion, while maintaining performance comparable to that of the other hybrid schemes.
Although the ideas of this paper apply to most standard video compression algorithms, to demonstrate our results we use both an entropy-constrained subband coding (ECSBC) scheme developed by Kim and Modestino 7] , and the discrete cosine transform (DCT) based MPEG-2 coding scheme 8]. We have chosen these two coders for their e cient encoding performance as well as their multiresolution decomposition features, which allow prioritization of information such that di erent QoS may be available to di erent users depending on local congestion conditions. In Section II we consider a generic transmission system and then describe the ECSBC and the MPEG-2 encoders. Other transmission details, such as the application of FEC, are discussed here as well. In Section III, three hybrid error recovery schemes are introduced and details of their implementation are provided. Results are presented in Section IV and, nally, a summary and conclusions are provided in Section V.
II. Preliminaries
The hybrid error concealment techniques to be presented in Section III are applicable to any video coding scheme suitable for transmission over an ATM network. Therefore, we consider a general system model as in Figure 1 which is su ciently broad enough to encompass both DCT-based MPEG-2 and subband-based ECSBC coding schemes.
In this system model the video coder block represents a source coder which outputs one or more coded variable-rate bit streams, fb (k) i g; k = 1; 2; . . .; s. A DCT-based coder, for example, may output one bit stream with coded DC coe cients and motion vectors and another with coded AC coe cients, whereas a subband-based coder may output any number of coded subbands and possibly associated motion vectors as well. These bit streams are then assigned priorities, packetized, and channel-coded by the prioritization and transport encoder. The nal block in the encoder, labeled MUX, multiplexes the packets into a serial bit stream for transport on the ATM network. As would be expected, the receiver performs the inverse operation. The packets are demultiplexed into distinct priority classes, which are 1 In an MPEG-2 system Nf would be the number of frames in a group of pictures (GOP), while in a subband-based system Nf would be the distance between anchor, or intra(I), frames. then separated into the corresponding bit streams fb (k) i g; k = 1; 2; . . .; s. The bit streams at the receiver are only approximations to the original bit streams, di ering due to possible channel errors.
A. Entropy-Constrained Subband Coder
A block diagram of a generic backward 2 motion-compensated predictive interframe image sequence coding system is illustrated in Figure 2 . The input frame sequence fX i g to the encoder in Figure 2a is predicted with motion-compensation, based upon the locally reconstructed sequence fX i g, in order to produce the predicted sequence fX + i g. The residual sequence fE i g, representing the di erences E i =X i ?X + i , is then encoded by a 2-D intraframe encoder. We assume the latter includes entropy coding of some form resulting in s variable-rate encoded output sequences fb (k) i g; k = 1; 2; . . .; s, in parallel, which are then sorted into priority classes, packetized, channel coded, and transmitted. Detailed discussion of the packetization and coding strategy will be provided later in this section. The decoder in Figure 2b performs the inverse operations of the encoder based upon the received sequences fb (k) i g; k = 1; 2; . . .; s, which, again, may di er from the corresponding transmitted sequence due to channel errors or packet losses.
The particular combination of pyramid-based hierarchical motion-compensated pre- Figure 2 ) which are then independently applied to an equal number of optimized entropy-constrained memoryless scalar quantizers. The quantizer output indices are then arithmetically encoded to produce the variable-rate outputs, fb (k) i g; k = 1; 2; :::; 16 . Generally, each of these output streams is packetized individually and classi ed into separate priority levels before transmission over the network. In our work, where we restrict attention to at most two priority classes as determined by the current ATM standards, we implement multiresolution scalability by designating the bit streams from encoding subbands 1-4 as the high-priority class and the bit streams from subbands 5-16 as the low-priority class 3 . In transmission, each priority class is assigned a di erent steady-state loss probability, P l;k ; k = 1; 2, corresponding to the associated loss probabilities for an ATM network 4 . In order to operate e ciently under packet loss, the entropy coder is modi ed as in 12] to be less sensitive to error propagation e ects. As direct use of the arithmetic coder under packet loss may potentially result in loss of synchronization, and hence complete failure at the decoder, resynchronization ags were periodically added to the bit stream. The actual positioning of the ags was optimized empirically. Further details on the resynchronization process may be found in 13].
B. MPEG-2 Coder
The MPEG-2 coder is similar to the ECSBC coder in that a motion-compensated prediction scheme is utilized to remove temporal redundancy. However, the prediction scheme is now a bi-directional scheme in which motion vectors are used to estimate the current frame from the previous or following frame or to interpolate between future and past frames. Figure 3 illustrates a group of pictures (GOP) consisting of I-, B-and P-frames. The Iframes are not predicted, but are individually coded (intraframes). Neglecting the fact that individual macroblocks in the P-or B-frames may be intracoded, we can look upon the prediction process as follows: each P-frame is predicted from the previous I-or P-frame, while each B-frame is bi-directionally predicted from the neighboring two I-or P-frames. The MPEG-2 standard allows for use of a base layer, which provides the coarsest resolution, as well as for scalable extensions which allow for hierarchical multiresolution transmission. In the multiresolution case, the motion vectors resulting from the motion prediction could then represent one of the bit streams, fb (k) i g , in Figure 1 ; however, in this work we use only the base layer so that the motion vectors are transmitted as part of the coded information. We feel that the ideas presented here may be easily adapted to a multiresolution MPEG-2 system.
A diagram of a generic encoder for a forward motion-compensated prediction scheme, such as MPEG-2, is shown in Figure 4 . Each residual frame, E i , is subdivided into slices each of which consists of a number of macroblocks such that the slice length in pixels does not exceed the frame size; we have chosen an empirically optimal slice length of 4 3 This prioritization is not necessarily optimal. A signi cant amount of work has been performed in the area of classifying subbands (c.f. 11], 12]). Utilizing an optimal classi cation scheme may result in di erent bandwidth expenditures or reconstructed PSNRs. 4 We assume a packet is either received correctly or is lost. . Macroblocks are composed of a designated number of blocks, each 8x8 squares of pixels. In order to remove spatial correlation, the blocks are individually compressed through a DCT. The resulting DCT coe cients are then quantized and variable-length encoded using a combination of run-length and Hu man encoding to form the parallel bit streams, fb (k) i g; k = 1; 2; . . .; s, of Figure 1 . As noted previously, we use only the base layer of the MPEG-2 system, hence s = 1. We have placed no restrictions on packetization; the xed-length ATM packets may contain an arbitrary number of slices, and may overlap slices as well as frames. This packetization scheme eliminates the need for bit-padding to complete packets, but may increase the range of the e ect of packet loss, as loss of one packet may a ect more than one frame. Fortunately, the MPEG-2 standard inherently includes resynchronization following each slice, frame, and group of pictures, so that once a packet with a resynchronization ag is received, the decoder may begin anew and error propagation is halted.
C. Modeling Packet Loss
Modeling end-to-end packet loss behavior is a challenging problem for system designers. By making the natural assumption that bu er over ow and network congestion cause correlated packet loss, a two-state Markov chain such as in Figure 5 may be employed to model packet loss behavior for di erent priority classes. The Markov chain model e ectively captures the bu er over ow and under ow characteristics 15] with minimal parameters. Given the probability of a transition from the loss state to the reception state, 1 ? l;k , and the steady-state probability of losing a packet, P l;k , the transition from the reception state to the loss state, 1? n;k , can be easily computed; hence the model is entirely speci ed in terms of l;k and P l;k . While more sophisticated modeling techniques exist 16, 17] , this model is both simple and tractable, and adequately re ects correlated packet loss in high-speed ATM networks.
For the experimental results to be described, the parameters for the Markovian loss model of Figure 5 have been chosen as follows: for the ECSBC coder the high-priority loss probability is taken as P l;1 = 5 10 ?3 , the low-priority loss probability is taken as P l;2 = 1 10 ?2 and the loss correlation is selected to be l;k = 0:25; k = 1; 2, while for the MPEG-2 coder the loss priority for the single priority class in this case is taken as P l = 1 10 ?2 and the loss correlation is likewise selected to be l = 0:25. The loss 5 It was found in 14] that with a slice length of 4 the error propagation is minimized with only a slight increase in bit-rate. At 1% loss, this slice length o ers far superior performance than higher slice lengths at the same overall rate. probability values used are, in general, higher than that indicated by the ATM speci cations for good quality of service. However, transport schemes for VBR tra c that will ensure such quality of service irrespective of congestion and network loads are still under study. Furthermore, the values indicated in the ATM speci cations are average values over the entire session duration. The average values do not re ect the short-term characteristics of the loss 18]. Over short time intervals the loss probability values could increase much beyond the ATM speci cation values due to temporary network overloads. As a result, we use these loss probability values to re ect the transient network behavior. Additionally, the computational time involved in achieving su cient statistical con dence is drastically reduced under such higher loss probability values.
D. Measurement of Reconstructed Quality
Although subjective criteria are utilized in performance evaluation of the hybrid techniques to be described, an objective delity metric is employed as well. The normalized mean-square distortion between the frame, X i , input to the encoder and the frame,X 0 i , output following decoding, was selected as an objective delity criterion due to its adequate representation of reconstructed quality and ease of computation. The corresponding distortion metric is given by
where (m; n) represents pixel location within each frame of size N h N v . To provide a more meaningful metric, the distortion of the i th frame is normalized by its variance, 2 i .
Furthermore, in order to eliminate statistical idiosyncrasies, a sequence of N f input frames is encoded and packetized, then packet loss is simulated through the Markov loss model described previously. The seed on the random number generator is then changed and this process is repeated for N t iterations. By taking N t su ciently large, statistical con dence in the resulting distortion can be achieved. The above metric includes distortion introduced by source coding as well distortion from packet loss and error propagation. To decouple the source coding distortion from the channel loss distortion, we introduce a modi ed metric given by
interlaced RS(63,57) code provides excellent protection even under loss rates as high as 1%; however, use of this code introduces considerably more delay than would use of a shorter and less powerful code such as the RS(15,13) code. By restricting attention to these two codes, we illustrate some of the trade-o s made in choosing di erent code lengths. Following the development in 10, 13] , FEC is applied through interlaced coding across packets. The packet size we consider to illustrate our approach is 47 bytes, which corresponds to the standard ATM cell payload 6 . Interlacing introduces additional delay, but the study of this delay is beyond the scope of this paper. However, this can be shown to be extremely small for cases of practical interest 10].
III. Error Concealment Techniques
In this section we evaluate the rate-distortion performance of two hybrid error concealment techniques and compare them with a passive-only concealment scheme. Table 1 lists these two techniques. In Option I, FEC is applied to both the priority classes while in Option II, it is applied only on the high-priority class 7 . In either case, passive error concealment is used on both priority classes. The motivation in using a scheme such as Option II, where FEC is applied to the high-priority class alone, is to determine whether applying FEC in this manner is su cient to provide adequate performance.
Figures 6 and 7 compare the operational rate-distortion performance of these two schemes employing FEC against a purely passive error concealment scheme with N f = 4 and 8, respectively. These results were obtained using ECSBC coding of the SIF (352x240) Football sequence. The speci c passive error concealment scheme used is that of temporal extrapolation. Consider the typical procedure involved in decoding a frame. First, the decoded frame is predicted using the previous two reconstructed frames. Next, the received prediction error (which would be the same as the transmitted prediction error when there are no channel impairments) is added to the predicted frame to obtain the reconstructed frame. In the case that one or more packets containing the prediction error information are lost, the corresponding regions in the reconstructed frame are then replaced by their two-frame predictions. (In other words the prediction error is set to zero.) This error concealment scheme is simple and requires very little processing at the receiver. As a result, given the relatively complex processing involved in the decoding operation, its implementation is quite straightforward, although requiring a two-frame memory. Furthermore, due to the correlated nature of packet loss, the loss of consecutive packets would typically cause the spatially adjacent neighbors of a lost pixel in a particular frame to be missing as well. This thereby necessitates the use of the corresponding information from previous frames in the replacement process rather than performing simple spatial interpolation. A similar scheme is used in MPEG-2 error concealment. The rst step is to translate the missing packets into the corresponding missing regions in the image; the use of slice headers in the MPEG syntax make this mapping easy, that is, dropped packets are equivalent to lost macroblocks. In 20], the authors replace the lost macroblock in the B and P frames by the macroblock obtained by averaging the motion vectors from the top and bottom macroblocks. Prior to doing so, rst the macroblock type is estimated 20], classifying it 6 The standard ATM cell payload is 48 bytes; however, when an ATM adaptation layer is utilized, the actual payload becomes 47 bytes.
Option
Error Concealment Scheme I FEC applied to both high-and low-priority information with passive recovery II FEC applied only to high-priority information with passive recovery into either forward, backward, intra or inter blocks. Subsequently, the motion vector type is estimated 20] classifying it as forward, backward or bidirectional. However, if the top and bottom motion vectors are not available (which is likely when the losses are high), we replace the lost macroblocks with those from the same spatial location in the previous frame. We do so rather than using the nearest adjacent motion vectors in order to employ only that information which is closely correlated to that in the missing blocks. For example, in SIF resolution sequences, blocks that are not immediate neighbors are not highly correlated with the missing blocks. For the I frames, the replacement is performed in the frequency domain. In other words, we perform a top-bottom averaging to estimate the DC coe cient. The 5 lowermost AC coe cients are synthesized as described in 20]. This is required to establish some smoothness between block boundaries. These procedures are then repeated for the chrominance components.
The results in Figures 6 and 7 were obtained by xing the overall transmission rate and throttling the source rate to accommodate FEC coding overheads. If no channel errors were to occur the rate-distortion performance of the hybrid schemes would naturally be worse than that of the passive-only scheme. However, in the presence of channel errors, application of FEC can produce performance gains depending on N f and packet loss probability. Figures 6 and 7 illustrate this for xed packet loss probabilities and two values of N f .
When N f is small, as in Figure 6 , marginal improvements in rate-distortion performance are achieved due to FEC using Option I, while in the case of Option II, applying FEC only to the high-priority information actually results in slightly worse performance than passive concealment alone. This is due to the fact that with N f = 4 and low loss probabilities, there are virtually no channel errors and therefore little error propagation. If the source rate is throttled so that FEC is applied to the high-priority information, then the channel errors appear mainly in the low-priority information. Thus, if FEC is applied to low-priority information as well, the marginal improvements of Option I are realized. Both the Option II and the passive-only schemes are a ected by the errors in the low-priority information; however, source coding errors produce additional distortion, so that the passive-only scheme in which all the rate is allocated to source coding has fewer source errors than the Option II scheme and hence less overall distortion.
On the other hand, when N f increases, as in Figure 7 to N f = 8, so do the improvements gained by using FEC. The sustained error propagation becomes greater as N f increases so that the distortion due to channel errors overwhelms the distortion due to source coding errors. At this value of N f , and for the selected sequence and packet loss probabilities, signi cant gains in performance are seen when the source coding rate is throttled so that FEC can be applied. These gures indicate that the number of frames to which the errors due to imperfect recovery propagate determines the gains realizable through FEC usage. Furthermore, the results also suggest that rather than applying FEC to both priority classes, it may be su cient in some cases to apply FEC to the high-priority class alone. While we Operational ECSBC rate-distortion performance for the SIF Football sequence for several schemes employing RS(63,57) FEC coding with N f = 4. High-priority loss probability P l;1 = 5 10 ?3 , low-priority loss probability P l;2 = 1 10 ?2 , loss correlation l;k = 0:25; k = 1; 2. Operational ECSBC rate-distortion performance for the SIF Football sequence for several schemes employing RS(63,57) FEC coding with N f = 8. High-priority loss probability P l;1 = 5 10 ?3 , low-priority loss probability P l;2 = 1 10 ?2 , loss correlation l;k = 0:25; k = 1; 2.
Sequence Perceptual e ects Susie1 Unnoticeable Susie2 Mildly noticeable Football Annoying Table 2 : Perceptual e ects of loss over segments of frames of three sequences at the 12 th frame of the sequence. The loss parameters for both priority classes are the same as in Figure 8 .
will be interested in determining bandwidth expansion for FEC application to the output of unthrottled source coders, these results motivate us to restrict our attention to values of N f > 8 and to consider Hybrid-Option II as an appropriate coding scheme. It will later be shown that application of FEC to the high-priority information alone, as in Option II, results in a signi cant savings in bandwidth over Hybrid-Option I and is generally su cient to provide good reconstructed video quality in both a subjective and an objective sense.
A. An improved hybrid error concealment technique
Motivated by the preceding results, we study an adaptive hybrid error concealment technique which selectively limits the bandwidth expansion for the channel coding operation, depending upon the relative motion in the sequence, while providing excellent reconstruction quality. We begin by evaluating the e ect of loss on sequences with varying degrees of motion. Figure 8 shows the normalized mean-square distortion, D c , from (2), as computed for two video sequences, Football and Susie, over representative sets of frames using the ECSBC system with passive error concealment alone. Susie1 and Susie2 are contiguous sets of frames selected from the Susie sequence, a typical teleconferencing sequence in that it has low motion and the background tends to remain constant. Perceptually, the Susie1 sequence has been chosen to have less motion than the Susie2 sequence. On the other hand, Football is representative of a broadcast television sequence which has much more motion due to activity, camera zooming and panning, and frequent scene changes. Both sequences are grayscale (8 bits/pixel) of SIF (352 x 240) size and the value of N t was chosen to be 40.
Observe that the distortion introduced by packet loss increases progressively with frame number; this is due to sustained error propagation from frame-to-frame. In this work we consider both subjective and objective distortion measures, as objective measures such as PSNR often do not adequately re ect a user's perception of the reconstructed video quality. Table 2 summarizes the perceptual e ects of loss on the observed reconstructed sequences measured using a Degradation Mean Opinion Score method. Figure 9 shows the normalized mean-square distortion for the same sets of frames as in Figure 8 , however now using an MPEG-2 system with a single priority class and passive error concealment alone. The color (24 bits/pixel) sequences in this case are of CCIR 601 (704x480) size, the value of N f was chosen to be 15 and the value of N t was chosen to be 50. Notice that the distortion does not increase monotonically with frame number as was the case for the ECSBC-coded sequences. This is due to the fact that there may be bi-directional dependence between the frames and that the SNR of each frame may vary. This does not imply that error propagation is not a signi cant problem with MPEG-2 coded Distortion as a function of frame number over segments of di erent sequences. High-priority loss probability P l;1 = 5 10 ?3 , low-priority loss probability P l;2 = 1 10 ?2 , loss correlation l;k = 0:25; k = 1; 2. The ECSBC system with a passive error concealment scheme alone is used. Distortion as a function of frame number over a GOP of three di erent sequences. Loss probability P l = 1 10 ?2 , loss correlation l = 0:25. The MPEG-2 system with a passive error concealment scheme alone is used.
sequences. Over a longer sequence length, or at a higher loss probability, the degradation is readily apparent. However, an important point to note here is that, as in the case of the ECSBC, the higher-motion Football sequence has signi cantly greater distortion than either of the two Susie subsequences.
From Figures 8 and 9 it is determined that video motion signi cantly a ects reconstruction quality. For teleconferencing sequences, in which loss is barely noticeable, either temporal replacement or other simple passive error recovery schemes will su ce to provide perceptually adequate results while not increasing overhead. For broadcast television sequences, on the other hand, loss in one frame may cause severe degradation in perceptual quality due to rapid error propagation to following frames. Therefore, in this case, employment of FEC becomes necessary. As a result, our third hybrid option is a motion-based scheme. When there is signi cant motion between frames, FEC coding is selectively applied only to high-priority packets in order to increase protection, and, when there is little motion, FEC coding is not applied; rather the loss is tolerated and passive error concealment techniques alone are employed.
This, in turn, raises the questions of how is motion classi ed and at what level of motion does FEC become necessary? The rst question is answered more readily. In previous work 21], motion has been determined by a statistical classi er, namely by the image variance. We have modi ed this classi er for both the ECSBC and the MPEG-2 encoders to provide simple metrics for determining the degree of motion present in a sequence.
First, for the ECSBC encoder, we have chosen as a metric the variance in the lowest subband of the transmitted error image. In Figure 10 the variances of the lowest subbands are displayed for the same set of encoded frames as in Figure 8 . If we compare the relative values of these variances with the corresponding distortions we can observe a strong correlation between variance and distortion in the sense that higher motion is generally associated with larger variance values.
For the MPEG-2 encoder we have chosen a similar metric, the average of the variances of neighboring error images. If we denote the distance between P-frames in a GOP as M, then the average is taken over M neighboring error images (excluding I-frames, as they are not predicted). The average, rather than only the variance of individual error images, is used because each P-frame is predicted from the previous I-or P-frame and this previous frame is at a distance of M from the current P-frame. Therefore, the degree of motion over a set of M frames may be large, resulting in a poor prediction. By averaging the variances we obtain a reasonable local estimate of the motion in the sequence over a set of contiguous frames. The averages of the variances of the error images for the same sequences as in Figure 10 with M = 3 are given in Figure 11 . Again, as for the case of the ECSBC coder, there is a strong correlation between reconstructed normalized mean-square error and the average variances of the error images. Therefore, we have two simple measures of motion in which high variance, or high average variance, indicates a great deal of motion while low variance, or low average variance, indicates little motion. The level of motion at which FEC becomes necessary cannot be determined analytically. Instead, subjective tests were performed on a variety of broadcast and teleconferencing sequences to determine an acceptable coder-dependent threshold of motion below which passive error recovery su ces. Broadcast video generally will have more motion, and therefore have higher variances or average variances, than other sequences and will typically require FEC application even under low loss probabilities. Therefore, we have determined a threshold value, , which is empirically optimized for the particular transmission rate, above which all frames are FEC encoded. For example, in Figures 10 and 11 , observe the di erence between the maximum and minimum activity values, measured in terms of lowest subband variance or the average of error image variances, for the low-and high-motion sequences, respectively. A logical choice for the threshold, , would then be a value in the neighborhood of the midpoint of this region. However, it was found that in certain cases, when the motion metric remained below this threshold, that FEC protection was still required. This generally occurs for a low-motion sequence when there is signi cant motion between particular frames, as would occur during a scene change, but not enough motion to cause the metric to exceed the threshold. As a result the empirically optimized threshold which provided the best reconstructed image quality was typically chosen somewhat lower than midway between the low-and high-activity regions. Any frame whose corresponding variance or average of variances exceeds is then FEC coded.
B. Implementation issues
Several system aspects must be taken into consideration when implementing a motionbased scheme as described above. At the transmitter, as illustrated in Figure 12 , in the motion classi cation block, labeled Decision Device, it is rst decided whether FEC application is necessary. If FEC application is deemed necessary, then the appropriate code is employed. Some practical issues arise in code application. Foremost, since FEC application is selective, the receiver requires information about when coding is applied. The receiver can be noti ed through a eld in the packet header which would indicate whether or not FEC is applied. Furthermore, suppose code application is deemed necessary for frame i, but not for frame i + 1. Then, if the packets from frame i are not su cient for interlacing, the required number of packets from frame i + 1 are used. An alternate technique would be to use dummy packets to create the additional packets required in frame i for interlacing.
However, such an approach does not e ciently utilize transmission bandwidth and was not employed. Finally, the particular FEC code used in the transmission can be indicated to the receiver at the session setup phase.
IV. Results and Discussion
In the following we present simulation results and show the e ciency of the hybrid schemes over passive error recovery alone. In all of the results, the adaptive motion-based scheme will be termed Hybrid-Option III. Figure 13 provides a comparison of the three hybrid schemes and the passive only scheme applied to the low-motion Susie sequence following ECSBC coding of 12 frames. In this case, because of the relatively low motion, the motion-based hybrid scheme (Hybrid-Option III) resulted in only passive error concealment being applied; however, this scheme results in good decoded quality in both a subjective and an objective sense. The resulting PSNR is only 1.6 dB worse than with Hybrid-Option I but at considerable savings in transmission bandwidth while the subjective di erences are almost imperceptible. Figure 14 shows the results of ECSBC coding of 12 frames of the Football sequence. As this sequence has considerable motion, the motion threshold for Hybrid-Option III (the motion-based hybrid scheme) is exceeded and RS(63,57) FEC coding is applied to the high-priority information of all frames, resulting in a coding scheme equivalent to Hybrid-Option II. In this case as well, all hybrid schemes perform better than the passive-only scheme; however, Hybrid-Option II di ers little, either subjectively or objectively, from Hybrid-Option I for the chosen N f and loss probabilities. For example, the objective PSNR is only 0.6 dB worse and again there is no perceptible subjective di erence. This gure then serves to illustrate the su ciency of application of FEC to the high-priority class alone.
In Figures 15 and 16 we repeat these results for the MPEG-2 encoder. Again, observe that for the low-motion Susie sequence, Hybrid-Option III results in only passive error concealment and di ers very little, either objectively or subjectively, from the fully active error concealment of Hybrid-Option I. In contrast, for the high-motion Football sequence, as only the MPEG-2 base layer is considered here, there is only one priority class and Hybrid-Option III reduces to constant application of FEC to the encoder output which is in this case equivalent to Hybrid-Option I. Notice that this use of FEC coding results in an increase in PSNR and a reduction in block artifacts going from the purely passive scheme in Figure 16 (b) to the Hybrid-Option I/Hybrid-Option III scheme in Figure 16 (c). These results for both the ECSBC coder and the MPEG-2 coder indicate that for low-motion sequences passive error-concealment may su ce, while for high-motion sequences, active error protection is required.
In order to examine the e ect of the hybrid encoding schemes on sequences with scene changes, we have created three test sequences by concatenating frames from the Susie and Football sequences. The motivation in doing so is to reproduce some of the characteristics of a sequence that would emulate a real-world situation with varied degrees of motion, such as would be present in news broadcasts. The rst test sequence, Test1, was created by concatenating the rst 30 frames of the Susie sequence with the rst 10 frames of the Football sequence, while the second test sequence, Test2, is a concatenation of the rst 30 frames of the Susie sequence with the rst 30 frames of the Football sequence. These two test sequences will be used to illustrate the bandwidth e ciency of the motion-based hybrid scheme used in conjunction with an ECSBC coder. A third test sequence, Test3, was created by concatenating the rst 12 frames of the Susie sequence with the rst 12 frames of the Football sequence. This sequence will be used to illustrate the bandwidth savings of the motion-based hybrid scheme when used in conjunction with the MPEG-2 encoder, hence, the choice of 12 frames which is exactly the GOP size referred to previously. frame over a run of N f = 12 frames under packet loss using the ECSBC system and RS(63,57) FEC coding for Hybrid-Option I. High-priority loss probability P l;1 = 5 10 ?3 , low-priority loss probability P l;2 = 1 10 ?2 , loss correlation l;k = 0:25; k = 1; 2. frame over a run of N f = 11 frames under packet loss using the ECSBC system and RS(63,57) FEC coding for Hybrid-Option I and Hybrid-Option III. High-priority loss probability P l;1 = 5 10 ?3 , low-priority loss probability P l;2 = 1 10 ?2 , loss correlation l;k = 0:25; k = 1; 2. Comparison of performance vs. percent of overall bandwidth allocated to channel for two sequences coded using an ECSBC coding system with a constant high-priority loss probability P l;1 = 5 10 ?3 , a constant low-priority loss probability of P l;2 = 1 10 ?2 , and a loss correlation of l;k = 0:25; k = 1; 2. Table 4 : Comparison of performance vs. percent of overall bandwidth allocated to channel coding for four sequences coded using the MPEG-2 system with a constant loss probability of P l = 1 10 ?2 .
We now study the e ciency of the hybrid schemes, where e ciency refers to the fraction of the overall bits transmitted which are expended on FEC coding. Note that the following results were obtained using a constant packet loss rate. Generally, an expansion in bandwidth would result in increased network congestion and hence an increase in the packet loss rate. Therefore, it would be expected that the quality of the reconstructed video in the case of the hybrid schemes employing channel coding would be somewhat lower than indicated here. Table 3 illustrates the trade-o in expending bits on channel coding using the RS(15,13) and RS(63,57) codes versus the average PSNR of the reconstructed frames for the ECSBC coder. For the Test1 sequence coded according to the Hybrid-Option III scheme, the rst 30 frames are low-motion and are therefore unprotected frames, while the high-priority information in the last 10 frames must be FEC coded due to the scene change and the greater motion in these frames. In the case of Hybrid-Option III applied to the Test2 sequence, the rst 30 frames are unprotected while FEC is applied to the high-priority information of the last 30 frames. Notice that regardless of the number of frames which used FEC as an active error concealment strategy, signi cant savings in bandwidth are obtained by employing the adaptive motion-based scheme as compared to the Hybrid-Option I or Hybrid-Option II schemes, while resulting in less than 1 dB degradation in PSNR.
In Table 4 we examine the bandwidth e ciency of two schemes, Hybrid-Option I and Hybrid-Option III, for the RS(15,13) and the RS(63,57) codes with MPEG-2 source coding. Notice that for both Susie sequences, expenditure of bits on channel coding results in little increase in average PSNR, whereas for the Football sequence we observe a larger increase in PSNR over the case of passive error concealment alone using either of the hybrid schemes. These results again indicate that passive error concealment will generally su ce for lowmotion sequences, while some form of active error concealment is necessary for high-motion sequences. If we then examine the results of coding the Test3 sequence, we observe that there are signi cant savings in bandwidth from the Hybrid-Option I scheme to the Hybrid-Option III scheme, while there is less than 1.5 dB di erence in average PSNR. The bandwidth savings result from the fact that when using Hybrid-Option III, the rst 12 frames of this sequence are determined to be low-motion frames and hence are not channel coded.
In addition to the above results, notice that for both source coders the RS(15,13) scheme results in an increase in bits allocated to channel coding while resulting in an almost equivalent performance to that of the RS(63,57) code. This indicates that for the representative sequences examined here, the RS(63,57) code is a better choice of code than the RS(15,13) code, and hence supports the conclusions in 13] which indicated that the RS(63,57) code is close to optimum for a wide range of source material. From these results we may conclude that by employing the Hybrid-Option III error concealment scheme we may obtain savings in bandwidth at the expense of little or no degradation in either subjective or objective performance.
V. Summary and Conclusions
The rate-distortion performances of two hybrid error concealment schemes were compared to that of a passive only recovery scheme for both MPEG-2 and ECSBC coders. It was shown that as the resynchronization period increases some form of FEC coding becomes necessary for high-motion sequences. It was also shown that the hybrid schemes examined here provide better performance than passive-only schemes. Furthermore, an adaptive motion-based hybrid scheme was introduced and metrics for determining degrees of motion in a sequence were proposed. The adaptive scheme employs FEC only when it is determined that passive error-concealment alone will fail. It was shown that this motion-based hybrid scheme can provide bandwidth savings over that of the two other active error-concealment schemes, while maintaining a reasonable performance level.
One of the main directions of future research will be toward exploring the application of other hybrid options. For instance, in this work N f > 8 and suitable hybrid options were developed for this parameter. The tradeo s between a larger number of coding rates corresponding to multiple resolution layers will be examined for di erent values of N f .
Furthermore, the trade-o s in decreasing the bandwidth e ciency of the adaptive motionbased scheme by FEC coding the low-priority information with a high-rate code versus the possible resulting increase in PSNR will be studied. Other future research directions include: the development of a hybrid scheme relying on network feedback and consideration of the e ect of improved passive error-concealment techniques on the coding thresholds in the motion-based scheme.
