Understanding the performance of a pool of servers is crucial for proper dimensioning. One of the main challenges is to take into account the complex interactions between servers that are pooled to process jobs. In particular, a job can generally not be processed by any server of the cluster due to various constraints like data locality. In this paper, we represent these constraints by some assignment graph between jobs and servers. We present a recursive approach to computing performance metrics like mean response times when the server capacities are shared according to balanced fairness. While the computational cost of these formulas can be exponential in the number of servers in the worst case, we illustrate their practical interest by introducing broad classes of pool structures that can be exactly analyzed in polynomial time. This extends considerably the class of models for which explicit performance metrics are accessible.
RESOURCE POOL UNDER BALANCED FAIRNESS
Consider a resource pool with I classes and K servers. The sets of class and server indices are denoted by I and K, respectively. The * The authors are member of the LINCS, see https://www.lincs.fr.
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jobs of each class enter according to a Poisson process and have i.i.d. sizes. Each job leaves the system immediately upon service completion. For each i ∈ I, we let λ i denote the traffic intensity of class i, defined as the average quantity of work brought by jobs of this class per unit of time. For each k ∈ K, we also let µ k denote the capacity of server k. The class of a job defines the server set it is assigned to. It may be determined by practical constraints, such as data locality, or result from a static load balancing (see §3). For each k ∈ K, I k ⊂ I denotes the set of job classes that can be processed by server k. These assignments can be represented by a bipartite graph between classes and servers, as shown in Figure 1 . Without loss of generality, we can assume that the jobs of each class are assigned to at least one server and each server is assigned the jobs of at least one class.
We assume that the following stability condition is satisfied. It imposes that each subset of the servers has a sufficient capacity to cope with the job classes that are exclusively assigned to servers of this subset:
This condition, which is necessary to guarantee stability, will also be sufficient under balanced fairness [7, 16] .
Resource allocation. The server resources are shared according to balanced fairness [7] . This resource allocation policy extends processor-sharing in the sense that all jobs are processed simultaneously, the ones of the same class receiving service at the same rate. The resource sharing is defined globally at the scale of the pool, as described in [16] .
When they are computable, the performance metrics under balanced fairness give robust intuitions on the actual system performance. Indeed, balanced fairness has the insensitivity property, which implies that the performance depends on the job size distribution only through the traffic intensity of each class. In particular, the performance is identical to that obtained when the job sizes are exponentially distributed. Under this exponential assumption, the system state (described by the number of jobs of each class that are present) defines a Markov process which is reversible.
It was also proved in [16] that balanced fairness is Pareto-efficient in resource pools. This means, in practice, that the capacity of each server is entirely used whenever the system contains at least one job assigned to this server.
Scheduling. As observed earlier, balanced fairness assumes that each server has the ability to arbitrarily split its capacity. Yet, many real-life servers can only process jobs sequentially. In [4] , we explain how to conciliate these two viewpoints by considering a sequential implementation that behaves like balanced fairness, although each server processes only one job at a time, in First-Come, First-Served order. We exhibit two variants, with either redundant requests [11] or parallel processing [3] . If the job sizes are exponentially distributed with unit mean, then the stationary distribution of the system state is the same as under balanced fairness. Otherwise, when the job sizes are generally distributed, the same performance can be approached by enforcing frequent job interruptions and resumptions, similarly to round-robin scheduling. Therefore, the results derived in the rest of the paper equally predict the performance under balanced fairness and the sequential scheduling.
Performance. According to Little's law, predicting the long-term system performance is equivalent to computing the mean number L of jobs in the system in stationary regime. We can show that, under balanced fairness, the value of L directly follows from the probability ψ that the stationary system is empty, which is equal to the inverse of the normalization constant. The computation of this constant is not straightforward, as the state space is infinite.
There are several ways to get around this problem. In [8, 16] , the authors use a first aggregation step to obtain a finite state space, with a size that is exponential in the number of job classes. Sufficient conditions to obtain a polynomial size were identified in [5] but they are not well adapted for resource pools. Our approach is different. It generalizes the results presented in [9, 10] , which are special cases of our main theorem.
RECURSIVE FORMULA
Conditioning. Our result is based on the following remark, which follows from the reversibility of the Markov process defined by the system state in the exponential case:
The conditional stationary distribution of the system state, given that some server is idle, is equal to the stationary distribution of the state of the subsystem where no traffic is generated by the job classes assigned to this server.
For each server k ∈ K, we have ψ = ψ k ψ |−k , where ψ k is the probability that server k is idle and ψ |−k is the conditional probability that the system is empty given that server k is idle. The previous remark shows that ψ |−k is also the probability that the subsystem without traffic generated by the classes in I k is empty. This equality does not allow us to compute ψ directly (as we do not know the value of ψ k ), but it will be used in the proof of Theorem 1 to express ψ as a function of the probabilities ψ |−k , k ∈ K.
Similarly, if we let L |−k denote the conditional expectation of the number of jobs in the system given that server k is idle, then L |−k is also the expectation of the number of jobs in the subsystem where the classes in I k do not generate any traffic.
Main result. The following theorem gives an effective method to compute the overall performance by induction. In [4] , we propose a similar result to compute the per-class performance.
denote the total load in the system. The system is empty with probability
The mean number of jobs in the system is given by
Proof. We only give the proof of the formula giving ψ . The conservation equation says that in stationary regime, the quantity of work that enters the system is equal to the quantity of work that is effectively supplied:
The announced formula for ψ follows by replacing ψ k with ψ /ψ |−k and rearranging the terms.
We distinguish two contributions in the formulas giving ψ and L. The first is the performance in a resource pool where all jobs are assigned to all servers (i.e., with a complete bipartite assignment graph). The second contribution gives the overhead due to the incomplete resource pooling. In the expression of ψ , this overhead is given by the harmonic mean of the probabilities ψ |−k , k ∈ K, weighted by the server capacities µ k , k ∈ K.
APPLICATIONS
Theorem 1 gives an effective way to compute ψ and L by progressively decoupling the system. The base case corresponds to a pool without any traffic, empty with probability 1. In general, it is necessary to perform O(I + K) operations for each of the 2 K possible sets of idle servers, which gives a complexity O((I + K)2 K ). We now give two scenarios where the complexity is made polynomial by exploiting symmetries or topological properties.
Static load balancing. In [10] , Gardner et al. study a system where each job is assigned to d servers chosen uniformly at random in a homogeneous pool of size K and give a formula with a complexity O(K) to evaluate the performance. As they observed, this system can be described in our model by considering the K d possible assignments as job classes. All subsystems obtained by removing the same number of servers are equivalent, so that we only need to consider K subsystems instead of 2 K . Theorem 1 gives a simpler proof of the results of [10] . These results can be generalized by adding some limited heterogeneity (on the job and/or server side) while keeping the complexity polynomial in the number of servers. Local assignments. We also consider a system where all servers are ordered along a virtual line and each class is associated with an interval of servers. Such a line deprived of a server is divided into (at most) two sublines which evolve independently. Therefore, it is not necessary to consider each of the 2 K server subsets, but only the O(K 2 ) sublines. The obtained formulas have a complexity in O(K 3 ). This result applies in particular to the structure with nested classes identified in [9] , and can easily be extended to a ring topology. More generally, the notion of server interval is relevant when considering the physical proximity that may be necessary to facilitate parallelism. It also appears naturally if jobs are assigned to servers according to a distributed hach table, such as Chord [18] .
Numerical example. Assume that an operator wishes to implement a static load distribution. Jobs can be processed in parallel on a set of d servers chosen uniformly at random within a set of possibilities. We compare three ways to restrict the possible assignments: global (any subset of d servers), line (an interval of d servers in a line topology), and ring (an interval of d servers in a ring topology). These scenarios are special cases of the systems studied earlier. Figure 2 shows the mean service rate, defined as the mean speed at which jobs are processed, and computed in a polynomial time thanks to Theorem 1. The global assignment always seems more efficient than the local assignments (in line or in ring). This observation can be explained as follows. First, considering sets of consecutive servers reduces the diversity of the assignments, so that two jobs are more likely to share a large number of servers. This induces a price of locality, particularly visible under an intermediary load (left figure) . Second, the line structure suffers from another disadvantage: heterogeneity. The servers at the center receive more jobs than the ones on the border, so that the jobs assigned to these servers have a lower service rate. This heterogeneity does not impact the stability, but it causes a performance degradation, particularly sensitive to the choice of the parallelization degree d (right figure).
CONCLUSION
We have proposed a new formula to compute the performance of a server pool where resources are allocated according to balanced fairness. The key ingredient is to evaluate the probability that some server is idle by comparing the system behavior with and without this server. Although its complexity is exponential in the worst case, our formula provides a unified framework that simplifies the study of several practically interesting systems.
For the future works, we would like to identify other classes of resource pools where performance is made tractable by our formula. We are also interested in deriving more intuition on the impact of the assignment graph on performance.
