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Abstract
Kinetic equations play a major rule in modeling large systems of interacting particles.
Uncertainties may be due to various reasons, like lack of knowledge on the microscopic inter-
action details or incomplete informations at the boundaries. These uncertainties, however,
contribute to the curse of dimensionality and the development of efficient numerical meth-
ods is a challenge. In this paper we consider the construction of novel multi-scale methods
for such problems which, thanks to a control variate approach, are capable to reduce the
variance of standard Monte Carlo techniques.
Keywords: Uncertainty quantification, kinetic equations, Monte Carlo methods, control vari-
ate, multi-scale methods, multi-fidelity methods, fluid-dynamic limit
1 Introduction
Kinetic equations have been applied to model a variety of phenomena whose multiscale nature
cannot be described by a standard macroscopic approach [4, 9, 43]. In spite of the vast amount
of existing research, both theoretically and numerically (see [12, 42] for recent surveys), the
study of kinetic equations has mostly remained deterministic and only recently a systematic
study of the effects of uncertainty has been undertaken [16, 45, 23, 13, 20, 37]. In reality, there
are many sources of uncertainties that can arise in these equations, like incomplete knowledge of
the interaction mechanism between particles/agents, imprecise measurements of the initial and
boundary data and other sources of uncertainty like forcing and geometry, etc.
Besides physics and engineering, the legacy of classical kinetic theory have found recently
interesting applications in socio-economic and life sciences [2, 29, 31]. The construction of
kinetic models describing the above processes has to face the difficulty of the lack of fundamental
principles since physical forces are replaced by empirical social forces. These empirical forces
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are typically constructed with the aim to reproduce qualitatively the observed system behaviors,
like the emergence of social structures, and are at best known in terms of statistical information
of the modeling parameters [13].
Understanding the impact of these uncertainties is critical to the simulations of the complex
kinetic systems to validate the kinetic models, and will allow scientists to obtain more reliable
predictions and perform better risk assessment. These uncertainties, however, contribute to the
curse of dimensionality of kinetic equations and the development of efficient numerical methods
for uncertainty quantification is a challenge. We refer the reader to [8, 19, 22, 30, 34, 46] for a
recent overview on various approaches to uncertainty quantification for hyperbolic and kinetic
equations.
More precisely, we consider the development of efficient numerical methods for uncertainty
quantification in kinetic equations of the general form
∂tf + v · ∇xf = 1
ε
Q(f, f), (1.1)
where f = f(z, x, v, t), t ≥ 0, x ∈ D ⊆ Rdx , v ∈ Rdv , dx, dv ≥ 1, and z ∈ Ω ⊆ Rdz , dz ≥ 1,
is a random variable. In (1.1) the parameter ε > 0 is the Knudsen number and the particular
structure of the interaction term Q(f, f) depends on the kinetic model considered.
Well know examples are given by the nonlinear Boltzmann equation of rarefied gas dynamics
Q(f, f)(z, v) =
∫
Sdv−1×Rdv
B(v, v∗, ω, z)(f(z, v′)f(z, v′∗)− f(z, v)f(z, v∗)) dv∗ dω (1.2)
where the dependence from x and t has been omitted and
v′ =
1
2
(v + v∗) +
1
2
(|v − v∗|ω), v′∗ =
1
2
(v + v∗)− 1
2
(|v − v∗|ω), (1.3)
or by nonlinear Vlasov-Fokker-Planck type models
Q(f, f)(z, x, v) = ∇v · [B[f ](z, x, v)f(z, x, v) +∇v(D(z, x, v)f(z, x, v))] (1.4)
where the time dependence has been omitted and B[·] is a non–local operator of the form
B[f ](z, x, v) =
∫
Rdx
∫
Rdv
P (x, x∗; v, v∗, z)(v − v∗)f(z, x∗, v∗)dv∗dx∗, (1.5)
with D(z, v) ≥ 0, for all v ∈ Rdv , describing the local relevance of the diffusion.
Additional examples of kinetic equations with uncertainties are found in [19]. In particu-
lar, for concrete examples of kinetic models in social dynamics and the various uncertainties
associated we refer to the recent survey [13].
The development of numerical methods for kinetic equations presents several difficulties
due to the high dimensionality and the intrinsic structural properties of the solution. Non
negativity of the distribution function, conservation of invariant quantities, entropy dissipation
and steady states are essential in order to compute physically correct solutions [12, 10, 18, 32, 38].
Preservation of these structural properties is even more challenging in presence of uncertainties
which contribute to increase the dimensionality of the problem.
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The simplest class of numerical methods for quantifying uncertainty in partial differential
equations are the stochastic collocation methods. In contrast to stochastic Galerkin (SG) meth-
ods based on generalized Polynomial Chaos (gPC) (see [1, 16, 45, 23, 13, 20, 37] and the volume
[19] for applications to kinetic equations and the references therein), stochastic collocation meth-
ods are non-intrusive, so they preserve all features of the deterministic numerical scheme, and
easy to parallelize [44]. Here we consider the closely related class of statistical sampling methods
based on Monte Carlo (MC) techniques.
Our motivations in focusing on non-intrusive MC sampling are the following:
• nonintrusive methods allow simple integration of existing deterministic numerical solvers.
In particular, they afford the use of fast spectral solvers and parallelization techniques
which are essential to reduce the computational complexity of Boltzmann-type equations
[12, 11, 28].
• due to their nonintrusive nature and their statistical approach, MC sampling methods
have a lower impact on the curse of dimensionality compared to SG methods, especially
when the dimension of the uncertainty space becomes very large [3, 14, 31].
• MC methods are effective when the probability distribution of the random inputs is not
known analytically or lacks of regularity since other approaches based on stochastic or-
thogonal polynomials may be impossible to use or may produce poor results [27, 26, 44].
• kinetic equations close to fluid regimes are well approximated by nonlinear systems of
hyperbolic conservation laws, like the Euler equations. The application of SG methods to
such systems often results in systems of gPC coefficients which are not globally hyperbolic
since their Jacobian matrices may contain complex eigenvalues [6, 35].
In order to address the slow convergence of MC methods, various techniques have been
proposed [3, 14, 15, 31]. Here, we discuss the development of low variance methods based on a
control variate approach which makes use of the knowledge of the equilibrium state, or, more in
general, the knowledge of a suitable approximated solution of the kinetic system. These methods,
inspired originally by micro–macro decomposition techniques [7, 21, 24, 13], take advantage of
the multiscale nature of the problem and can be regarded also as multi-fidelity methods [46].
The rest of the article is organized as follows. In Section 2 we introduce the basic notions
concerning MC sampling in uncertainty quantification. Section 3 is devoted to present our
approach first for simpler space homogeneous problems and then its generalization to the space
non homogeneous case. Several numerical examples in the case of the Boltzmann equation are
contained in Section 4 and show the good performance of the new methods when compared to
standard MC techniques. Some concluding remarks and future development are discussed in
the last Section.
3
2 Preliminaries
Before starting our presentation we introduce some notations that will be used in the sequel. If
z ∈ Ω is distributed as p(z) we denote the expected value of f(z, x, v, t) by
E[f ](x, v, t) =
∫
Ω
f(z, x, v, t)p(z) dz, (2.1)
and its variance by
Var(f)(x, v, t) =
∫
Ω
(f(z, x, v, t)− E[f ](x, v, t))2p(z) dz. (2.2)
Moreover, we introduce the following Lp-norm with polynomial weight [33]
‖f(z, ·, t)‖Lps(D×Rdv ) =
∫
D×Rdv
|f(z, x, v, t)|p(1 + |v|s) dv dx. (2.3)
Next, for a random variable Z taking values in Lps(D × Rdv), we define
‖Z‖Lps(D×Rdv ;L2(Ω)) = ‖E[Z2]1/2‖Lps(D×Rdv ). (2.4)
The above norm, if p 6= 2, differs from [27, 26]
‖Z‖L2(Ω;Lps(D×Rdv )) = E
[
‖Z‖2Lps(D×Rdv )
]1/2
. (2.5)
Note that by Jensen inequality we have
‖Z‖Lps(D×Rdv ;L2(Ω)) ≤ ‖Z‖L2(Ω;Lps(D×Rdv )). (2.6)
In the following, to avoid non-essential difficulties, we will refer to norm (2.4) for p = 1. The
same results hold true for p = 2 (the two norms coincides) but their extension to norm (2.5) for
p = 1 is not trivial and typically requires Z to be compactly supported (see Remark 2.1 in the
next Section). We will also set s = 2 since boundedness of energy is a natural assumption in
kinetic equations.
Rather than presenting a particular deterministic scheme used to discretize the kinetic equa-
tion, we state a general abstract convergence results required in the ensuing error analysis. In
the sequel we assume the following result (see [5, 12, 36, 38]).
Assumption 2.1. For an initial data f0 sufficiently regular the deterministic solver used for
(1.1) satisfies the error bound
‖f(·, tn)− fn∆x,∆v‖L12(D×Rdv ) ≤ C(T, f0) (∆x
p + ∆vq) , (2.7)
with C a positive constant which depends on the final time T and on the initial data f0, and
fn∆x,∆v the computed approximation of the deterministic solution f(x, v, t) on the mesh ∆x, ∆v
at time tn.
Here, the positive integers p and q characterize the accuracy of the discretizations in the
phase-space. For simplicity, we ignored errors due to the time discretization and to the trunca-
tion of the velocity domain in the deterministic solver [12]. Finally, the regularity required by
the initial data depends on the specific kinetic model under study and typically refers to the
assumptions needed for existence and uniqueness of the solution [4, 9, 33, 40, 41, 42, 43].
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2.1 Standard Monte-Carlo
First we recall the standard Monte Carlo method when applied to the solution of a kinetic
equation of the type (1.1) with deterministic interaction operator Q(f, f) and random initial
data f(z, x, v, 0) = f0(z, x, v).
In this setting, the simplest Monte Carlo (MC) method for UQ is based on the following
steps.
Algorithm 2.1 (Standard Monte Carlo (MC) method).
1. Sampling: Sample M independent identically distributed (i.i.d.) initial data fk0 , k =
1, . . . ,M from the random initial data f0 and approximate these over the grid.
2. Solving: For each realization fk0 the underlying kinetic equation (1.1) is solved numerically
by the deterministic solver. We denote the solutions at time tn by fk,n∆x,∆v, k = 1, . . . ,M ,
where ∆x and ∆v characterizes the discretizations in x and v.
3. Estimating: Estimate the expected value of the random solution field with the sample
mean of the approximate solution
EM [f
n
∆x,∆v] =
1
M
M∑
k=1
fk,n∆x,∆v. (2.8)
Similarly, one can approximate higher statistical moments. The above algorithm is straight-
forward to implement in any existing deterministic code for the particular kinetic equation.
Furthermore, the only (data) interaction between different samples is in step 3, when ensemble
averages are computed. Thus, the MC algorithms for UQ are non-intrusive and easily paral-
lelizable as well.
Starting from the fundamental estimate [3, 25]
E
[
(E[f ]− EM [f ])2
] ≤ C Var(f)M−1, (2.9)
the typical error bound that one obtains using the standard Monte Carlo method described
above reads (see [27, 26] for more details)
Proposition 2.1. Consider a deterministic scheme which satisfies (2.7) for a kinetic equa-
tion of the form (1.1) with deterministic interaction operator Q(f, f) and random initial data
f(z, x, v, 0) = f0(z, x, v). Assume that the initial data is sufficiently regular. Then, the Monte
Carlo estimate defined in (2.8) satisfies the error bound
‖E[f ](·, tn)− EM [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω)) ≤ C
(
σfM
−1/2 + ∆xp + ∆vq
)
, (2.10)
where σf = ‖Var(f)1/2‖L12(D×Rdv ), the constant C = C(T, f0) > 0 depends on the final time T
and the initial data f0.
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Proof. The above bound follows from
‖E[f ](·, tn)− EM [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
≤ ‖E[f ](·, tn)− EM [f ](·, tn)‖L12(D×Rdv ;L2(Ω))
+‖EM [f ](·, tn)− EM [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
≤ C1M−1/2‖Var(f)1/2‖L12(D×Rdv ) + C2 (∆x
p + ∆vq)
≤ C
(
σfM
−1/2 + ∆xp + ∆vq
)
,
where the first term in the inequality is a Monte Carlo error bound and the second term is
essentially a discretization error.
Clearly, it is possible to equilibrate the discretization and the sampling errors in the a-
priori estimate taking M = O(∆x−2p) and ∆x = O(∆vq/p). This means that in order to have
comparable errors the number of samples should be extremely large, especially when dealing
with high order deterministic discretizations. This may make the Monte Carlo approach very
expensive in practical applications.
Remark 2.1. Concerning the relationships between the norms (2.4) and (2.5) let us remark
that for norm (2.4) and p ≥ 1 we have
‖E[f ]− EM [f ]‖pLp2(D×Rdv ;L2(Ω)) =
∫
D×Rdv
E
[
(E[f ]− EM [f ])2
]p/2
(1 + |v|)2 dv dx
≤ CM−p/2
∫
D×Rdv
Var(f)p/2(1 + |v|)2 dv dx
= CM−p/2‖Var(f)1/2‖p
Lp2(D×Rdv )
.
For norm (2.5), we have
‖E[f ]− EM [f ]‖2L2(Ω;Lp2(D×Rdv )) = E
[(∫
D×Rdv
|E[f ]− EM [f ]|p(1 + |v|)2 dv dx
)2/p]
,
thus for p = 1 (if f is compactly supported) thanks to Cauchy-Schwartz inequality
‖E[f ]− EM [f ]‖2L2(Ω;L12(D×Rdv )) = E
[(∫
D×Rdv
|E[f ]− EM [f ]|(1 + |v|)2 dv dx
)2]
≤ C1 E
[∫
D×Rdv
(E[f ]− EM [f ])2(1 + |v|)4 dv dx
]
= C1 ‖E[f ]− EM [f ]‖2L2(Ω;L24(D×Rdv ))
≤ CM−1‖Var(f)1/2‖2L24(D×Rdv ).
The last estimate makes it possible to extend all the results presented in the rest of the article for
norm (2.4) to norm (2.5) for p = 1 under the additional assumption of a compactly supported
function. Note, however, that in general this is not the case for a kinetic equation in the velocity
space. We leave possible generalizations under weaker assumptions to future research.
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3 Multi-scale control variate methods
In order to improve the performances of standard MC methods, we introduce a novel class
of variance reduction Multi-Scale Control Variate (MSCV) methods. The key idea is to take
advantage of the knowledge of the steady state solution of the kinetic equation, or more in
general, of an approximate time dependent solution with the same asymptotic behavior close
to the fluid limit, in order to accelerate the convergence of the Monte Carlo estimate. In the
sequel, we first describe the method in the space homogeneous case and subsequently we discuss
its generalization to space non homogeneous problems.
3.1 Space homogeneous case
In order to illustrate the general principles of the method let us consider the space homogeneous
problem
∂f
∂t
= Q(f, f), (3.1)
where f = f(z, v, t) and with initial data f(z, v, 0) = f0(z, v). In (3.1), without loss of generality,
we have fixed ε = 1 since in the space homogeneous case the Knudsen number scales with time.
We introduce the classical micro-macro decomposition
f(z, v, t) = f∞(z, v) + g(z, v, t), (3.2)
where f∞(z, v) is the steady state solution of the interaction operator considered Q(f∞, f∞) = 0
and g(z, v, t) is such that
mφ(g) =
∫
Rdv
φ(v)g(z, v, t)dv = 0, (3.3)
for some moments, for example φ(v) = 1, v, |v|2/2 (the classical setting of conservation of mass,
momentum and energy). The above decomposition (3.2) applied to the homogeneous kinetic
equation (3.1) where Q(f, f) is the nonlinear Boltzmann operator (1.2) yields the following
result.
Proposition 3.1. If the homogeneous equations (3.1) admits the unique equilibrium state f∞(z, v),
the interaction operator Q(·, ·) defined in (1.2) may be rewritten as
Q(f, f)(z, v, t) = Q(g, g)(z, v, t) + L(f∞, g)(z, v, t), (3.4)
where L(·, ·) is a linear operator defined as
L(f∞, g)(z, v, t) = Q(g, f∞)(z, v, t) +Q(f∞, g)(z, v, t).
The only admissible steady state solution of the problem{
∂tg(z, v, t) = Q(g, g)(z, v, t) + L(f∞, g)(z, v, t),
f(z, v, t) = f∞(z, v) + g(z, v, t)
(3.5)
is given by g∞(z, v) ≡ 0.
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The proof is an immediate consequence of the structure of the collision operator and the fact
that at the steady state we have Q(f∞, f∞) = 0. Under suitable assumptions, one can show
that f(z, v, t) exponentially decays to the equilibrium solution [42, 41, 40]. As a consequence,
the non–equilibrium part of the micro–macro approximation g(z, v, t) exponentially decays to
g∞(z, v) ≡ 0 for all z ∈ Ω. Similar conclusions are obtained in the case of Fokker-Planck type
operators [13, 39].
3.1.1 Control variate strategies
The crucial aspect is that the equilibrium state g∞(z, v) is zero and therefore, independent
from z. More precisely, we can decompose the expected value of the distribution function in an
equilibrium and non equilibrium part
E[f ](v, t) =
∫
Ω
f(z, v, t)p(z)dz
=
∫
Ω
f∞(z, v)p(z)dz +
∫
Ω
g(z, v, t)p(z)dz
= E[f∞](v) + E[g](v, t),
(3.6)
and then exploit the fact that since f∞(z, v) is known E[f∞](v) can be evaluated with a negligible
error, to have an estimate of the error using M samples of the type
‖E[f ](·, t)− E[f∞](·)− EM [g](·, t)‖L12(Rdv ;L2(Ω)) ' σgM
−1/2,
instead of the standard MC estimate
‖E[f ](·, t)− EM [f ](·, t)]‖L12(Rdv ;L2(Ω)) ' σfM
−1/2,
where σg = ‖Var(g)1/2‖L12(Rdv ) and σf = ‖Var(f)1/2‖L12(Rdv ). Now, since it is known that the
non equilibrium part g goes to zero in time exponentially fast, then also its variance goes to
zero, which means that for long times the Monte Carlo integration based on the micro-macro
decomposition becomes exact, since it only depends on the way in which E[f∞] is computed.
We can improve this micro-macro Monte Carlo method using a parameter dependent control
variate approach. More precisely, given M i.i.d. samples fk(v, t), k = 1, . . . ,M of our solution
at time t we can write
E[f ](v, t) ≈ EλM [f ](v, t) =
1
M
M∑
k=1
fk(v, t)− λ
(
1
M
M∑
k=1
f∞,k(v)− f∞(v)
)
, (3.7)
where λ ∈ R and f∞(v) = E[f∞](v) or an approximation of it with a negligible error.
Lemma 3.1. The control variate estimator (3.7) is unbiased and consistent for any choice of
λ ∈ R. In particular, for λ = 0 we obtain E0M [f ] = EM [f ] the standard MC estimator and for
λ = 1 we get
E1M [f ](v, t) = f
∞(v) +
1
M
M∑
k=1
(fk(v, t)− f∞,k(v)) = f∞(v) + EM [g](v, t), (3.8)
the micro-macro estimator based on (3.6).
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Proof. The expected value of the control variate estimator EλM [f ] in (3.7) yields the unbiasedness
for any choice of λ ∈ R
E[EλM [f ]] =
1
M
M∑
k=1
E[fk]− λ
(
1
M
M∑
k=1
E[f∞,k]− E[f∞]
)
= E[f ],
since E[fk] = E[f ] and E[f∞,k] = E[f∞] for k = 1, . . . ,M . Moreover, since fk and f∞,k are
i.i.d. random variables
lim
M→∞
1
M
M∑
k=1
fk − λ
(
1
M
M∑
k=1
f∞,k − E[f∞]
)
p
= E[f ],
from the consistency of the standard MC estimator and where the last identity has to be under-
stood in probability sense [15, 25]. The last part of Lemma follows directly from (3.7).
Let us consider the random variable
fλ(z, v, t) = f(v, z, t)− λ(f∞(z, v)− E[f∞](·, v)).
Clearly, E[fλ] = E[f ], EM [fλ] = EλM [f ] and we can quantify its variance at the point (v, t) as
Var(fλ) = Var(f) + λ2Var(f∞)− 2λCov(f, f∞). (3.9)
We have the following
Theorem 3.1. If Var(f∞) 6= 0 the quantity
λ∗ =
Cov(f, f∞)
Var(f∞)
(3.10)
minimizes the variance of fλ at the point (v, t) and gives
Var(fλ
∗
) = (1− ρ2f,f∞)Var(f), (3.11)
where ρf,f∞ ∈ [−1, 1] is the correlation coefficient between f and f∞. In addition, we have
lim
t→∞λ
∗(v, t) = 1, lim
t→∞Var(f
λ∗)(v, t) = 0 ∀ v ∈ Rdv . (3.12)
Proof. Equation (3.10) is readily found by direct differentiation of (3.9) with respect to λ and
then observing that λ∗ is the unique stationary point. The fact that λ∗ is a minimum follows
from the positivity of the second derivative 2Var(f∞) > 0. Then, by substitution in (3.9) of the
optimal value λ∗ one finds (3.11) where
ρf,f∞ =
Cov(f, f∞)√
Var(f)Var(f∞)
.
In addition, since as t → ∞ we have f → f∞, asymptotically λ∗ → 1 and Var(fλ∗) → 0
independently of v.
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In practice, Cov(f, f∞) appearing in λ∗ is not known and has to be estimated. Starting from
the M samples we can compute unbiased estimators for the variance and the covariance as
VarM (f
∞) =
1
M − 1
M∑
k=1
(f∞,k − EM [f∞])2, (3.13)
CovM (f, f
∞) =
1
M − 1
M∑
k=1
(fk − EM [f ])(f∞,k − EM [f∞]), (3.14)
and estimate
λ∗M =
CovM (f, f
∞)
VarM (f∞)
. (3.15)
It can be verified easily that λ∗M → 1 as f → f∞.
Remark 3.1.
• The method relies on the possibility to have an accurate estimate of the expected value of
the equilibrium state E[f∞]. For many space homogeneous kinetic models the equilibrium
state can be computed directly from the initial data thanks to the conservation properties of
Q(f, f), therefore, its expectation can be evaluated with arbitrary accuracy at a negligible
cost since it does not depend on the solution computed at each time step.
• Note that, we are implicitly assuming that for large times the underlaying deterministic
numerical method is able to capture correctly the large time behavior of the kinetic model.
We refer to [12, ?, 18, 32] and the references therein for an overview of such schemes for
kinetic equations.
3.1.2 Time dependent control variate
The control variate approach described above can be generalized with the aim to improve the
MC estimate also for shorter times. In fact, the importance of high correlation with the control
variate for effective variance reduction can in (3.11) be seen with clarity.
To this goal one can consider as a control variate a time dependent approximation of the
solution f˜(z, v, t), whose evaluation is significantly cheaper than computing f(z, v, t), such that
mφ(f˜) = mφ(f) for some moments and that f˜(z, v, t)→ f∞(z, v) as t→∞. In terms of function
decomposition this would correspond to write
f(z, v, t) = f˜(z, v, t) + g˜(z, v, t), (3.16)
with mφ(g˜) = 0 for the same moments. Note that, even in this case, the perturbation g˜(z, v, t)→
0 as t→∞.
As an illustrative example, we consider the space homogeneous Boltzmann equation (3.1)
where Q(f, f) is given by (1.2) and assume f˜(z, v, t) to be the exact solution of the space
homogeneous BGK approximation
∂f˜
∂t
= ν(f˜∞ − f˜), (3.17)
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where ν > 0 is a constant, and for the same initial data f0(z, v). Thanks to the time invariance
of the equilibrium state we have f˜∞ = f∞ and we can write the exact solution to (3.17) as
f˜(z, v, t) = e−νtf0(z, v) + (1− e−νt)f∞(z, v). (3.18)
We can assume again that the expected value of the control variate E[f˜ ](v, t) is computed with
arbitrary accuracy at a negligible cost since it is a convex combination of the initial data and
the equilibrium part. We denote this value by
f˜(v, t) = e−νtf0(v) + (1− e−νt)f∞(v), (3.19)
where f0 = E[f0(·, v)] and f∞ = E[f∞](v) or accurate approximations of the same quantities.
The control variate estimate then reads
E[f ](v, t) ≈ E˜λM [f ](v, t) =
1
M
M∑
k=1
fk(v, t)− λ
(
1
M
M∑
k=1
f˜k(v, t)− f˜(v, t)
)
. (3.20)
By Lemma 3.1 the above control variate estimator is unbiased and consistent for any λ ∈ R. For
λ = 0 we recover again the standard MC estimator, whereas for λ = 1 we have the estimator
E˜1M [f ](v, t) = f˜(v, t) + EM [g˜](v, t) given by the function decomposition (3.16).
By Theorem 3.1, if Var(f˜) 6= 0 the optimal value for λ in terms of variance reduction is given
by
λ∗ =
Cov(f, f˜)
Var(f˜)
, (3.21)
and can be estimated using the analogous of expressions (3.13) and (3.14). Since for large times
we have f → f∞ and f˜ → f∞ again λ∗ → 1 and Var(fλ∗)→ 0.
The resulting multi-scale control variate algorithm, which can be easily generalized to other
control variate functions, is summarized in the following steps:
Algorithm 3.1 (Multi-scale Control Variate (MSCV) method - homogeneous case).
1. Sampling: Sample M i.i.d. initial data fk0 , k = 1, . . . ,M from the random initial data
f0 and approximate these over the grid.
2. Solving: For each realization fk0 , k = 1, . . . ,M
(a) Compute the control variate f˜k,n∆v , k = 1, . . . ,M at time t
n using (3.18) and denote
by f˜n∆v an accurate estimate of E[f˜n∆v] obtained from f˜0∆v and f˜∞∆v using (3.19).
(b) Solve numerically the underlying kinetic equation (3.1) by the corresponding deter-
ministic solvers. We denote the solution at time tn by fk,n∆v , k = 1, . . . ,M .
3. Estimating:
(a) Estimate the optimal value of λ∗ as
λ∗,nM =
∑M
k=1(f
k,n
∆v − EM [fn∆v])(f˜k,n∆v − EM [f˜n∆v])∑M
k=1(f˜
k,n
∆v − EM [f˜n∆v])2
.
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(b) Compute the expectation of the random solution with the control variate estimator
E˜λ
∗
M [f
n
∆v] =
1
M
M∑
k=1
fk,n∆v − λ∗,nM
(
1
M
M∑
k=1
f˜k,n∆v − f˜n∆v
)
. (3.22)
Using such an approach, by similar arguments as in [27, 26], one obtains the following error
bound.
Proposition 3.2. Consider a deterministic scheme which satisfies (2.7) in the velocity space for
the solution of the homogeneous kinetic equation (3.1) with deterministic interaction operator
Q(f, f) and random initial data f(z, v, 0) = f0(z, v). Assume that the initial data is sufficiently
regular. Then, the MSCV estimate defined in (3.22) satisfies the error bound
‖E[f ](·, tn)− E˜λ∗M [fn∆v]‖L12(Rdv ;L2(Ω)) ≤ C(T, f0)
{
σfλ∗M
−1/2 + ∆vq
}
(3.23)
where σfλ∗ = ‖(1 − ρ2f,f˜ )1/2Var(f)1/2‖L12(D×Rdv ), the constant C > 0 depends on the final time
T and the initial data f0.
Proof. The bound follows from
‖E[f ](·, tn)− E˜λ∗M [fn∆v]‖L12(Rdv ;L2(Ω))
≤ ‖E[f ](·, tn)− E˜λ∗M [f ](·, tn)‖L12(Rdv ;L2(Ω))
+‖E˜λ∗M [f ](·, tn)− E˜λ
∗
M [f
n
∆v]‖L12(Rdv ;L2(Ω))
≤ C(T, f0)
{
σfλ∗M
−1/2 + ∆vq
}
,
where the Monte Carlo bound in the first term now make use of (3.11) and the second term is
bounded by the discretization error of the deterministic scheme.
Here we ignored the statistical errors due to the approximation of the control variate expec-
tation and to the estimate of λ∗. Note that, since ρ2
f,f˜
→ 1 as t → ∞ the statistical error will
vanish for large times. Therefore, the effect of the variance reduction becomes stronger in time
and asymptotically the accuracy of the MSCV method depends only on the way the expectation
of the control variate is evaluated.
Remark 3.2.
• If the collision frequency in the Boltzmann model, and therefore in the control variate BGK
model, depends on the random input, then ν = ν(z) and (3.19) is no more valid. In this
case we can write the expectation of the exact solution as
f˜(v, t) = f∞(v) + E[e−νt(f0 − f∞)](v), (3.24)
where now the second expectation depends on time and should be estimated during the
simulation. Note, however, that for t → ∞ we have f˜(v, t) → f∞(v) and therefore the
12
statistical error of the MSCV method again vanishes in time. To estimate the second term
in (3.24) one can use for example
E[e−νt(f0 − f∞)](v) ≈ EME [(e−νt − e−ν¯t)(f0 − f∞)](v) + e−ν¯t (f0(v)− f∞(v))
where ν¯ = E[ν] and ME M .
• In a multi-fidelity setting [46] the control variate function computed through the reduced
complexity kinetic model (BGK or the stationary state) represents the low fidelity solution
whereas the full kinetic model yields the high fidelity solution.
3.2 The space non homogeneous case
The main difficulty one has to tackle when extending the MSCV method described above to
space non homogeneous problems is that the moments of the solution, which may be necessary
to define the function used as a control variate, change in time. Therefore, they have to be
estimated and cannot be computed in advance once for all as in the space homogeneous case.
Again the idea is to compute the control variate function with a simplified model which
can be evaluated at a fraction of the computational cost of the full model. For example, if we
integrate (1.1) with respect to the collision invariants φ(v) = 1, v, |v|2/2 (we assume here the
classical setting of conservation of mass, momentum and energy) we obtain the coupled system
∂tU + divxF(U) + divx
∫
Rdv
v ⊗ φg dv = 0, (3.25)
∂
∂t
f + v · ∇xf = 1
ε
Q(f, f), (3.26)
with initial data f(z, x, v, 0) = f0(z, x, v).
In the above system g = f − f∞, U = (ρ, ρu,E)T , ρ, u and E are the density, mean velocity
and energy of the gas defined as
ρ =
∫
Rdv
fdv, u =
1
ρ
∫
Rdv
v fdv, E =
1
2
∫
Rdv
|v|2fdv, (3.27)
and moreover∫
Rdv
φgdv = 0, F(U) =
∫
Rdv
v ⊗ φf∞ dv =
 ρuρu⊗ u+ pI
Eu+ pu
 , φ(v) = 1, v, |v|2/2,
where I is the d × d identity matrix, p = ρT is the pressure and T = (2E/ρ − |u|2)/dv the
temperature. Now, generalizing the space homogeneous method based on the local equilibrium
f∞ as control variate we can consider the Euler closure as control variate, namely to assume
g = 0 in (3.25).
If we denote by UF = (ρF , uF , EF )
T the solution of the fluid model
∂tUF + divxF(UF ) = 0, (3.28)
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for the same initial data, and with f∞F the corresponding equilibrium state, the control variate
estimate based on M i.i.d. samples reads
EλM [f ](x, v, t) =
1
M
M∑
k=1
fk(x, v, t)− λ
(
1
M
M∑
k=1
f∞,kF (x, v, t)− f∞F (x, v, t)
)
, (3.29)
where f∞F (x, v, t) is an accurate approximation of E[f∞F (·, x, v, t)]. Consistency and unbiasedness
of (3.29) for any λ ∈ R follows again from Lemma 3.1.
The fundamental difference is that now the variance of
fλ(z, x, v, t) = f(z, x, v, t)− λ(fF∞(z, x, v, t)− E[f∞F ](·, x, v, t))
will not vanish asymptotically in time since f∞ 6= f∞F , unless the kinetic equation is close to the
fluid regime, namely for small values of the Knudsen number.
We can state the following
Theorem 3.2. If Var(f∞F ) 6= 0 the quantity
λ∗ =
Cov(f, f∞F )
Var(f∞F )
(3.30)
minimizes the variance of fλ at the point (x, v, t) and gives
Var(fλ
∗
) = (1− ρ2f,f∞F )Var(f), (3.31)
where ρf,f∞F ∈ [−1, 1] is the correlation coefficient between f and f∞F . In addition, we have
lim
ε→0
λ∗(x, v, t) = 1, lim
ε→0
Var(fλ
∗
)(x, v, t) = 0 ∀ (x, v) ∈ D × Rdv . (3.32)
Proof. The first part of the theorem follows the same lines of Theorem 3.1 observing that
Var(fλ) = Var(f) + λ2Var(f∞F )− 2λCov(f, f∞F ).
Now, since as ε → 0 from (3.26) we formally have Q(f, f) = 0 which implies f = f∞ and
f∞F = f
∞, from (3.30) and (3.31) we obtain (3.32).
Similarly to the homogeneous case, the generalization to an improved control variate based
on a suitable approximation of the kinetic solution can be done with the aid of a more accurate
fluid approximation, like the compressible Navier-Stokes system, or a simplified kinetic model.
In the latter case, following the approach of Section 3.1.2 we can solve a BGK model
∂
∂t
f˜ + v · ∇xf˜ = ν
ε
(f˜∞ − f˜), (3.33)
for the same initial data and apply the estimator
E˜λM [f ](x, v, t) =
1
M
M∑
k=1
fk(x, v, t)− λ
(
1
M
M∑
k=1
f˜k(x, v, t)− f˜(x, v, t)
)
, (3.34)
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where f˜(x, v, t) is an accurate approximation of E[f˜(·, x, v, t)].
Now, if Var(f˜) 6= 0 the gain in variance reduction obtained using the optimal value
λ∗ =
Cov(f, f˜)
Var(f˜)
(3.35)
depends on the correlation between f and f˜ and Theorem 3.2 holds true simply replacing f∞F
with f˜ .
Of course, solving the control variate models (3.28) or (3.33) requires the adoption of a
suitable numerical method for the space (and velocity) approximation and, moreover, their
accurate expectations have to be computed in time. The fundamental aspect is that, since we
avoid the computation of the full kinetic model, simulating the control variate system is much
cheaper and therefore its expected value can be evaluated more accurately.
However, since the computational cost of the control variate as well as its variance are no
more negligible we cannot ignore them. In the sequel, we assume that the control variate model
is computed over a fine grid of ME M samples and to use approximations
f∞F (x, v, t) = EME [f
∞
F ](x, v, t), f˜(x, v, t) = EME [f˜ ](x, v, t),
in the estimators (3.29) and (3.34).
With the above notations, Algorithm 3.1 can be extended to the estimator (3.34) based on
the BGK model (3.33) as follows.
Algorithm 3.2 (Multi-scale Control-Variate (MSCV) method).
1. Sampling:
(a) Sample ME i.i.d. initial data f˜
k
0 , k = 1, . . . ,ME from the random initial data f0 and
approximate these over the grid characterized by ∆x and ∆v.
(b) Sample M  ME i.i.d. initial data f˜k0 , k = 1, . . . ,M from the random initial data
f0 and approximate these over the grid characterized by ∆x and ∆v.
2. Solving
(a) For each realization f˜k0 , k = 1, . . . ,ME compute the solution of the control variate
f˜k,n∆x,∆v, k = 1, . . . ,ME at time t
n with a suitable deterministic scheme for (3.33) and
denote by
f˜n∆x,∆v =
1
ME
ME∑
k=1
f˜k,n∆x,∆v.
(b) For each realization fk0 , k = 1, . . . ,M the underlying kinetic equation (3.1) is solved
numerically by the corresponding deterministic solvers. We denote the solution at
time tn by fk,n∆x,∆v, k = 1, . . . ,M .
3. Estimating:
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(a) Estimate the optimal value of λ∗ as
λ∗,nM =
∑M
k=1(f
k,n
∆x,∆v − EM [fn∆x,∆v])(f˜k,n∆x,∆v − EM [f˜n∆x,∆v])∑M
k=1(f˜
k,n
∆x,∆v − EM [f˜n∆x,∆v])2
.
(b) Compute the expectation of the random solution with the control variate estimator
Eλ
∗
M,ME
[fn∆x,∆v] =
1
M
M∑
k=1
fk,n∆x,∆v − λ∗,nM
(
1
M
M∑
k=1
f˜k,n∆x,∆v − f˜n∆x,∆v
)
. (3.36)
If, for simplicity, we assume that the deterministic error in space and velocity of the control
variate solver is of the same order as that of the full model solver, by the same arguments in
[27, 26], we obtain the following error estimate
Proposition 3.3. Consider a deterministic scheme which satisfies (2.7) for the solution of the
kinetic equation of the form (1.1) with deterministic interaction operator Q(f, f) and random
initial data f(z, x, v, 0) = f0(z, x, v). Assume that the initial data is sufficiently regular. Then,
the MSCV estimator (3.36) gives the following bound
‖E[f ](·, tn)− Eλ∗M,ME [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
(3.37)
≤ C
{
σfλ∗M
−1/2 + τfλ∗M
−1/2
E + ∆x
p + ∆vq
}
where σfλ∗ = ‖(1 − ρ2f,f˜ )1/2Var(f)1/2‖L12(D×Rdv ), τfλ∗ = ‖ρf,f˜Var(f)1/2‖L12(D×Rdv ), the constant
C = C(T, f0) > 0 depends on the final time T and the initial data f0.
Proof. We have
‖E[f ](·, tn)− Eλ∗M,ME [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
≤ ‖E[f ](·, tn)− Eλ∗M [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
+‖Eλ∗M [fn∆x,∆v]− Eλ
∗
M,ME
[fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
= I1 + I2.
Since E[fλ∗ ] = E[f ], the first term I1 can be bounded similarly to (3.23) to get
‖E[fλ∗ ](·, tn)− Eλ∗M [fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
≤ C1(T, f0)
{
σfλ∗M
−1/2 + ∆xp + ∆vq
}
.
Using the fact that from (3.22) and (3.36) we have
Eλ
∗
M [f
n
∆x,∆v]− Eλ
∗
M,ME
[fn∆x,∆v] = λ
∗,n
M
(
E[f˜n∆x,∆v]− EME [f˜n∆x,∆v]
)
.
Now, ignoring, as before, the statistical error in estimating λ∗ and using (3.35) the second term
I2 can be bounded by
‖Eλ∗M [fn∆x,∆v]− Eλ
∗
M,ME
[fn∆x,∆v]‖L12(D×Rdv ;L2(Ω))
16
≤ C2(T, f0)
{
τfλ∗M
−1/2
E + ∆x
p + ∆vq
}
.
From (3.35) we have that ρ2
f,f˜
→ 1 as ε → 0, therefore from (3.37) in the fluid limit we
recover the statistical error of the fine scale control variate model.
Remark 3.3.
• For multi-dimensional simulations, the approach can be simplified by computing the optimal
value of λ with respect to some moment or polynomial norm of the solution. For exam-
ple, since we typically are interested in the evolution of the moments, one can eventually
compute the optimal value of λ with respect to a given moment like
λ∗φ =
Cov(mφ(f),mφ(f
∞
F ))
Var(mφ(f
∞
F ))
(3.38)
so that λ∗φ = λ
∗
φ(x, t). In this way the value of λ
∗ used in the control variate, being
independent of the velocity, is sub-optimal in terms of minimizing the variance of the
solution but the storage requirements are strongly reduced.
• Note that, by the central limit theorem we have
Var(EM [f ]) = M
−1Var(f),
and therefore, using the independence of the estimators EM [·] and EME [·], the total vari-
ance of the estimator (3.36) for a general λ is
Var(EλM,ME [f ]) = M
−1Var(f − λf˜) +M−1E Var(λf˜)
= M−1
(
Var(f)− 2λCov(f, f˜)
)
+ (M−1 +M−1E )λ
2Var(f˜).
Minimizing the above quantity with respect to λ yields the optimal value
λ˜∗ =
ME
M +ME
λ∗,
where λ∗ is given by (3.35). If we denote with Cost(f) the cost of the full model and with
Cost(f˜) the cost of the control variate then the total cost of the estimator is MCost(f) +
MECost(f˜). Fixing a given cost for both models MCost(f) = MECost(f˜), we also obtain
λ˜∗ =
Cost(f)
Cost(f) + Cost(f˜)
λ∗.
This correction may be relevant in the cases when Cost(f) and Cost(f˜) do not differ too
much. In our setting, however, Cost(f) Cost(f˜) (or equivalently ME M) so that we
can assume λ˜∗ ≈ λ∗.
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4 Numerical examples
In this Section, we discuss several numerical examples with the aim of illustrating the character-
istics of the control variate strategies described in the previous Sections. Due to the relevance
in applications and the intrinsic difficulties of its numerical solution we focus our attention on
the challenging case of the Boltzmann equation (1.1) with collision integral (1.2). Of course, the
same methodology can be applied to a large class of kinetic equations.
We start by considering the space homogeneous case with uncertainties which permits an in
depth analysis of the behaviors of the different estimators and the different variance reduction
techniques. In this case the control variates used have no impact over the simulation cost,
therefore, we can assume to know with arbitrary accuracy their expected values. Subsequently,
we will consider space non homogeneous problems with randomness in the initial data, in the
collision frequency and in the boundary conditions. Here, the computational cost of the control
variate model used plays a relevant role and we discuss in details the relationships between
computational cost and performances of the methods.
4.1 Homogeneous Boltzmann equation
We consider the space homogeneous Boltzmann equation (3.1). The velocity space is two dimen-
sional dv = 2, the velocity domain is truncated to [−vmin, vmax]2 and discretized with Nv = 642
points. The collision integral is discretized by the fast spectral algorithm [28, 12] and the time
integration has been performed with a 4-th order Runge-Kutta method. We restrict ourselves
to the analysis of the methods regardless of a computational cost analysis. In fact, the cost of
both the estimators considered, i.e. the one based on the equilibrium distribution and the one
based on the BGK model, is negligible as discussed in Remark 3.1. In the special case in which
the randomness comes from the collision kernel we refer to Remark 3.2 for the computation of
the BGK control variate.
4.1.1 Test 1. Uncertain initial data
The initial condition is a two bumps problem with uncertainty
f0(z, v) =
ρ0
2pi
(
exp
(
−|v − (2 + sz)|
2
σ
)
+ exp
(
−|v + (1 + sz)|
2
σ
))
(4.1)
with s = 0.2, ρ0 = 0.125, σ = 0.5 and z uniform in [0, 1]. We choose vmin = vmax = 16. We
perform two different computations, with ∆t = 1 and final time Tf = 70 to observe the long
time behavior of the solution and with ∆t = 0.05 and Tf = 10 to detail the first part of the
relaxation process. In Figure 1, we report the expectation of the initial data, the expectation of
the final equilibrium state and their difference.
Next, in Figure 2 we consider the L2 error with respect to the random variable and the L1
error in the velocity field for the various methods in the computation of the expected value for
the distribution function E[f ](v, t). On the bottom, we report the long time behavior while on
the top a magnification of the numerical solution at the beginning of the relaxation process.
The number of samples used to compute the expected solution for the Boltzmann equation is
M = 10 (left images) and M = 100 (right images).
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Figure 1: Test 1. Top left: Expectation of the initial distribution E[f0](v). Top right: Expecta-
tion of the equilibrium distribution E[f∞](v). Bottom: Expectation of E[g0](v) = E[f0−f∞](v).
The gain in accuracy obtained with the MSCV methods is of several orders of magnitudes
with respect to standard Monte Carlo. In particular, the case of optimal λ∗ and BGK control
variate approach is the one which gives the best results during all the time evolution of the
solution. Note that, thanks to the properties of MSCV methods asymptotically the solution
errors are close to machine precision.
In Figure 3 we report the shape of the optimization coefficient λ∗(v, t) at different times
in the case of the BGK control variate strategy. One can clearly observe that, as theoretically
predicted, λ∗ → 1 when t → ∞ while initially its value is different from unity in the regions of
the velocity space in which the perturbation f0 − f∞ is larger.
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Figure 2: Test 1. L2 norm of the error for the expectation of the distribution function for the
Monte Carlo method and the MSCV method for various control variates strategies. Top left:
M = 10 samples and long time behavior. Top right: M = 100 samples and magnification for
t ∈ [0, 10]. Bottom left: M = 10 samples and long time behavior. Bottom right: M = 100
samples and magnification for t ∈ [0, 10].
4.1.2 Test 2. Uncertain collision kernel
In this second test case, we consider the following initial deterministic condition
f0(z, v) =
1
2pi2
|v|2 exp
(
−|v|
2
2
)
. (4.2)
The uncertainty is in the frequency of collision and it is such that the collision kernel is
B(z) = 1 + sz (4.3)
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Figure 3: Test 1. Optimal λ∗(v, t) for the MSCV method based on a BGK control variate
strategy. Top left: t = 0. Top right: t = 5. Bottom left: t = 10. Bottom right: t = 50.
with s = 0.2 and z uniform in [0, 1].
As a consequence, the equilibrium distribution is independent of the random variable z and
it is given by
M(v) =
ρ
2pi
exp
(
−|v|
2
2
)
.
In Figure 4, we report the initial data, the final equilibrium state and their difference.
As for the first case, we perform two different computations, one with ∆t = 1 and final
time Tf = 150 and one with ∆t = 0.05 and Tf = 10. In this second case, the behavior of the
standard MC method is different. In fact, since the initial data and the long time behavior are
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deterministic, the error is zero at t = 0 and as t → +∞ while it grows at the beginning of the
relaxation phase and it exponentially decays to zero in the second part of the relaxation phase.
Clearly, in this case, the MSCV method with the equilibrium state as control variate coincides
with the standard MC approach since E[f∞](v) = f∞(v).
On the contrary, as shown in Figure 5, the MSCV method with BGK control variate strategy
is able to reduce the error of several orders of magnitude in the central part of the relaxation
phase collapsing to the MC method when the distribution function approaches the equilibrium
state. More precisely, following Remark 3.1, we used a BGK solution with ν(z) = ν(1 + sz) and
a number of samples for the control variate variable ME = 10
5.
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Figure 4: Test 2. Top left: Deterministic initial distribution f0(v). Top right: Deterministic
equilibrium distribution f∞(v). Bottom: Deterministic difference g0(v) = f0(v)− f∞(v).
In Figure 6, we finally report the shape of the optimization coefficient λ∗(v, t) at different
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Figure 5: Test 2. L2 norm of the error for the expectation of the distribution function for the
Monte Carlo method and the MSCV method for various control variates strategies. Top left:
M = 10 samples and long time behavior. Top right: M = 100 samples and magnification for
t ∈ [0, 10]. Bottom left: M = 10 samples and long time behavior. Bottom right: M = 100
samples and magnification for t ∈ [0, 10].
times. Here, as opposite to the first test, the optimization coefficient does not go to one as
t→ +∞. In fact, in this case Var(f∞)(v) = 0, and the optimal λ∗ cannot be computed in this
situation.
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Figure 6: Test 2. Optimal λ∗(v, t) for the time dependent control variate strategy. Top left:
t = 1. Top right: t = 10. Bottom left: t = 50. Bottom right: t = 100.
4.2 Space non homogeneous Boltzmann equation
In this case, on the contrary to the space homogeneous case, the computational cost of the control
variates cannot be ignored since their solution needs to be computed in time. We focus on two
different control variates, the compressible Euler equations and the BGK model. In the sequel
we use the fast spectral method for the solution of the Boltzmann collision operator [28, 12],
whereas for the space derivatives we apply a fifth order WENO method for all different models
[17]. The time discretization is performed by a second order explicit Runge-Kutta method in all
cases.
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More precisely, the cost of the solution of the Boltzmann equation can be estimated by
Cost(f) = CNdv−1a N
dv
v log2(N
dv
v )N
dx
x
while the cost of the solution of the BGK equation by
Cost(f˜) = C1N
dv
v N
dx
x
and similarly the cost of the solution of the compressible Euler system by
Cost(f∞F ) = C2N
dx
x ,
where C, C1 and C2 are suitable constants, Na is the number of angular directions in the
velocity space, Nv the number of grid points in velocity space, Nx the number of grid points in
physical space and dv and dx respectively the dimensions in velocity and space. Now, fixing the
total cost of the simulation
MCost(f) = ME1Cost(f˜) = ME2Cost(f
∞
F ),
where M , ME1 and ME2 are the number of samples used respectively in the Boltzmann model,
the BGK model and the Euler equations, we get the number of samples in the control variates
for a given cost
ME1 = M
CNdv−1a log2(Ndvv )
C1
(4.4)
and
ME2 = M
CNdv−1a Ndvv log2(Ndvv )
C2
. (4.5)
In the following tests, we choose M = 10, Nx = 100, Nv = 32, dx = 1, Na = 8 and dv = 2. In our
case, a rough estimation of the ratio between the coefficients C, C1 and C2 gives C/C1 ≈ 1.25
and C/C2 ≈ 1. This gives approximatively ME1 = 103 and ME2 = 106.
4.2.1 Test 3. Sod test with uncertain initial data
The initial conditions are
ρ0(x) = 1, T0(z, x) = 1 + sz if 0 < x < L/2 (4.6)
ρ0(x) = 0.125, T0(z, x) = 0.8 + sz if L/2 < x < 1 (4.7)
with s = 0.25, z uniform in [0, 1] and equilibrium initial distribution
f0(z, x, v) =
ρ0(x)
2pi
exp
(
− |v|
2
2T0(z, x)
)
.
The velocity space is truncated with vmin = vmax = 8. The time step is the same for all methods
and is taken as ∆t = min{∆x/(2vmax), ε} with ε the Knudsen number. Note that, here we are
interested only in the accuracy in the random variable, therefore we selected a simple explicit
method satisfying the above CFL condition. We refer to [12] for other choices which avoids
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Figure 7: Test 3. Sod test with uncertainty in the initial data. Temperature profile at final
time : expectation and confidence bands. Top left: ε = 10−2. Top right: ε = 10−3. Bottom:
ε = 2× 10−4.
the limitation with respect to ε. We perform three different computations corresponding to
ε = 10−2, ε = 10−3 and ε = 2 × 10−4. The final time is fixed to Tf = 0.875. In Figure 7,
we report the expectation of the solution at the final time together with the confidence bands
E[T ]−σT ,E[T ]+σT with σT the standard deviation. These reference values have been computed
by an orthogonal polynomial collocation method.
In Figure 8, we report the various errors for the expected value of the temperature as a
function of time. The number of samples used to compute the expected value of the solution is
M = 10 while the number of samples used to compute the control variate is ME = 10
3 for the
left images and ME = 10
4 for the right ones. The optimal values of λ∗(x, t) have been computed
with respect to the temperature as described in Remark 3.3. We see that, when ME = 10
3
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and for moderate Knudsen numbers the MSCV method with the BGK control variate gives the
best result while when the Knudsen number diminishes, as expected, the two control variate
strategies gives analogous results for ME = 10
3. For the case ME = 10
4, the MSCV method
with the BGK control variate is again more accurate, however its cost is slightly higher than the
cost of the original MC method applied to the full Boltzmann model with M = 10. In Figure 9,
we finally report the shape of the optimization coefficient λ∗(x, t) in time for the BGK control
variate for the different Knudsen numbers.
4.2.2 Test 4. Sod test with uncertain collision kernel
The initial conditions are the deterministic Sod test data
ρ0(x) = 1, T0(x) = 1 if 0 < x < L/2 (4.8)
ρ0(x) = 0.125, T0(x) = 0.8 if L/2 < x < 1 (4.9)
with the deterministic equilibrium initial condition
f0(x, v) =
ρ0(x)
2pi
exp
(
− |v|
2
2T0(x)
)
.
Now, the collision kernel contains the random variable
B(z) = 1 + sz
with s = 0.99 and z uniform in (0, 1).
As before, the velocity space is truncated with vmin = vmax = 8 and the time step is the same
for all methods and is taken as ∆t = min{∆x/(2vmax), ε} with ε the Knudsen number fixed to
ε = 5 × 10−4 . The final time is 0.875. In Figure 10, we report the expectation of the solution
at the final time together with the confidence band E[T ]− σT ,E[T ] + σT with σT the standard
deviation. This solution has been computed by using orthogonal polynomials. We also plot the
error for the expected temperature and the final expected solution given by the MC and by the
MSCV method with the BGK control variate. Note, in fact, that the compressible Euler control
variate coincides with the standard MC method since the equilibrium state is deterministic.
The number of samples used to compute the expected solution is M = 10 while the number of
samples used to compute the control variate is ME = 10
3. In the same Figure, we show two
magnifications of the solution around the point x = 0.5 and x = 0.7, i.e. the maximum and
the minimum values of the temperature. On the bottom right, we show the optimal parameter
λ∗(x, t) at different times.
4.2.3 Test 5. Sudden heating problem with uncertain boundary condition
In the last test case, the initial condition is a constant state in space given by
f0(x, v) =
1
2piT 0
e
−
v2
2T 0 , T 0 = 1, x ∈ [0, 1]. (4.10)
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Figure 8: Test 3. Sod test with uncertainty in the initial data for the Monte Carlo method
and the MSCV method for various control variates strategies. L2 norm of the error for the
expectation of the temperature with M = 10 samples. Top left: ε = 10−2. Top right: ε = 10−3.
Bottom: ε = 2× 10−4. Left panels: ME = 103. Right panels: ME = 104.
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Figure 9: Test 3. Sod test with uncertainty in the initial data. Optimal λ∗(x, t) for MSCV
method based on the BGK control variate strategy. Top left: ε = 10−2. Top right: ε = 10−3.
Bottom: ε = 2× 10−4 at final time Tf = 0.0875.
At time t = 0, the temperature at the left wall suddenly changes and it starts to heat the gas.
We assume diffusive equilibrium boundary conditions and uncertainty on the wall temperature:
Tw(z) = 2(T
0 + sz), s = 0.2, (4.11)
and z uniform in [0, 1]. The truncation of the velocity space as well the other numerical parame-
ters are the same as in Test 3. The final time is Tf = 0.9. In Figure 11, we report the expectation
of the solution at the final time together with the confidence band E[T ]−σT ,E[T ] +σT with σT
the standard deviation. This solution has been computed by using orthogonal polynomials.
In Figure 12, we report the error for the expected value of the temperature as a function
of time. The number of samples used is the same for both control variates, namely ME = 10
3
(on the left) and ME = 10
4 (on the right). Again, the strongest improvement in terms of
accuracy is obtained with the MSCV method based on the BGK control variate and optimal λ∗
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Figure 10: Test 4. Sod test with uncertainty in the collision kernel. Top left: Temperature
profile at final time. Top right: L2 norm of the error for the expectation of the temperature
with M = 10 samples for the MC and the MSCV method. Bottom left: Temperature profile
at final time obtained with the MC and the MSCV method. Bottom right: optimal λ∗(x, t) in
time and space.
independently on the Knudsen number value when ME is sufficiently large. However, for smaller
values of ME the two control variates give similar results. In particular, the difference between
the two control variates, as expected, diminishes for small values of ε. In Figure 13, we compare
the errors for the expected value of the temperature as a function of time in the case in which
the variance σ2f in the stochastic variable z is ten times larger. We only show the error curves in
the case ε = 10−2 which gives the largest differences. In this situation, we see that the MSCV
methods may give better performances when the variance of the stochastic variable is larger.
In Figure 14, we finally report the shape of the optimization coefficient λ∗(x, t) for the
different Knudsen numbers.
30
Figure 11: Test 5. Sudden heating problem with uncertainty in the boundary condition. Tem-
perature profile at final time. Top left: ε = 10−2. Top right: ε = 10−3. Bottom: ε = 2 10−4.
Magnification around the left boundary.
5 Conclusions
We introduced novel variance reduction techniques for uncertainty quantification of kinetic equa-
tions. The methods make use of suitable control variate models, which can be evaluated at a
fraction of the cost of the full kinetic model, to accelerate the convergence of standard Monte
Carlo methods. The new methods operate in a different way at the various space-time scales
of the problem accordingly to the control variate adopted. In particular, the multi-scale control
variate (MSCV) methods here presented share the common feature that for space homogeneous
problems the variance vanishes for large times, whereas in a space non homogeneous setting the
same property hods true in the fluid limit. The numerical results confirm the theoretical analy-
sis and show that MSCV methods outperform standard Monte Carlo approaches in all regimes.
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Figure 12: Test 5. Sudden heating problem with uncertainty in the boundary condition for the
Monte Carlo method and the MSCV method for various control variates strategies. L2 norm of
the error for the expectation of the temperature with M = 10 samples. Top left: ε = 10−2. Top
right: ε = 10−3. Bottom: ε = 2× 10−4. Left panels: ME = 103. Right panels: ME = 104.
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Figure 13: Test 5. Sudden heating problem with uncertainty in the boundary condition for the
Monte Carlo method and the MSCV method for various control variates strategies. L2 norm of
the error for the expectation of the temperature with M = 10 samples, ε = 10−2 and ME = 104.
Left variance σ2f = 1/12, right σ
2
f = 10/12.
Even if, in this work, we mainly focused on the challenging case of the Boltzmann equation, let
us mention that the approach described is fully general and can be applied to a large class of
kinetic equations and related problems. Several improvements and extensions are in principle
possible, for example generalizing the approach to the case of multiple control variates. Research
results in this direction will be presented in the nearby future.
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