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Abstract. Manufacturing Operations Management (MOM) systems are
complex in the sense that they integrate data from heterogeneous sys-
tems inside the automation pyramid. The need for context-aware an-
alytics arises from the dynamics of these systems that influence data
generation and hamper comparability of analytics, especially predictive
models (e.g. predictive maintenance), where concept drift affects appli-
cation of these models in the future.
Recently, an increasing amount of research has been directed towards
data integration using semantic context models. Manual construction of
such context models is an elaborate and error-prone task. Therefore, we
pose the challenge to apply combinations of knowledge extraction tech-
niques in the domain of analytics in MOM, which comprises the scope of
data integration within Product Life-cycle Management (PLM), Enter-
prise Resource Planning (ERP), and Manufacturing Execution Systems
(MES). We describe motivations, technological challenges and show ben-
efits of context-aware analytics, which leverage from and regard the in-
terconnectedness of semantic context data. Our example scenario shows
the need for distribution and effective change tracking of context infor-
mation.
Keywords: Semantic Context, Context-aware Analytics, Manufactur-
ing Operations Management
1 Introduction
Within data analytics on top of complex MOM applications, such as combining
supply chain and automation data, IT systems need to integrate vast amounts
of data which are generated by several different sources (e.g. RFID sensors, pur-
chase orders) using many distinguished (un)structured data models. Analytics
such as production forecasts require more sophisticated models, e.g. machine
learning, that leverage from this interconnected data that is currently hidden in
heterogeneous silo systems. Manufacturers are facing challenges, for example, in
quality assurance and detection of non-compliance of incoming materials which
are delivered by various suppliers. In such a scenario, they need to analyze feed-
back about defective products and production context at the corresponding plant
to effectively employ predictive models. So far, such models do not account for
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context changes over time of the underlying systems between individual samples
on both sides (supplier and manufacturer), e.g. exchange or repair of devices.
In general, as MOM systems produce lots of context information, the signifi-
cance of analytic models that only incorporate parts of this data in isolation
becomes more fragile. To overcome this lack of integrated operations and ana-
lytics, there is not only a need for data integration in business to business (B2B),
i.e. along the supply chain, but also in business to manufacturing (B2M). One
starting point for such integration is the set of models and terminologies de-
fined in ANSI/ISA-95 Integration Standard and the resulting IEC 62264. These
models were developed to facilitate interfaces and data integration of business
applications into manufacturing systems [1]. Additionally, with the emergence
of new information model standards like OPC UA and AutomationML, MOM
systems already are able to provide standardized meta-data descriptions.
In this paper, we pose the challenge for the extension and semantic lifting of
existing MOM information models, particularly focusing on their value in the
application of drifting analytic concepts.
2 Related Work
There are well-known machine learning approaches for the detection of changes,
also called concept drift, in underlying data generation processes [4]. Closely
related to our problem formulation, the work of Kiseleva discusses the need for
context-awareness in predictive models for user actions on websites [6]. However,
these approaches are too restrictive in the case of MOM, because context infor-
mation and its changing conditions could in fact be made available, so there is
no need to repeatedly use statistical tests or clustering for hidden concept drifts.
Nevertheless, we want to consider these established approaches for verification
purposes.
Since we identify the need for data integration based on a semantic lifting
of existing data sources, another area of research that relates to our work is
the usage of ontologies and semantic data integration. A concise overview of
semantic integration can be found in [7] and [2].
3 Preliminaries
Our interpretation of context-aware analytics relates to Dey’s definition of con-
text, i.e. information that can be used to characterize the situation of an entity
[3]. Here, the entities are those which affect analytic models, more specifically,
training data used by machine learning models. Figure 1 shows that MOM sys-
tems are located in the middle of the classical automation pyramid of a manu-
facturing business. Therefore, they need to adapt to context information of the
automation layers as well as the business layers.
Context Knowledge Base In order to keep things as generic as possible, we
define the context knowledge base O to be an ontology, e.g. it is based on some
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Fig. 1. Context of MOM systems in a classical automation pyramid
Description Logic (DL) language such as the OWL 2 DL base SROIQ(D). The
concepts (TBox) of this context knowledge base could result from schema-level
data integration setting over the different MOM data sources, see section 5.
Dynamics of the underlying data sources are then reflected in the assertions
(ABox) of the context knowledge base.
Context-aware Analytics Consequently, we again use a very generic definition
of analytic models, however focusing on predictive machine learning models M ,
where output is used to make some decision about given input, M : X →
Y, with X and Y being the input and output space of the model, respec-
tively. Such a model M is trained on labeled source domain data set Ds =
{〈x1, y1〉, 〈xi, yi〉, ...〈xn, yn〉} with xi ∈ X , yi ∈ Y, i = 1, 2...n and applied on
data of an usually unknown destination domain.
By treating input and output spaces as random variables, the problem of concept
drift can be summarized as non-stationary probability distributions of source do-
main Ps and destination domain Pd, as shown in (1).
Ps(Y | X ) 6= Pd(Y | X ) (1)
Claim. Given a sufficiently comprehensive context knowledge base O, the condi-
tional probability distribution P (Y | O) is stationary, i.e. Ps(Y | O) = Pd(Y | O).
Following this notion, given a history of all context models H = {O1,O2, ...,Ot}
tracked over time t and a set of all possible analytic models A = {M1,M2, ...,Mk}
that can be employed for the same task, our goal is to find a mapping F from
context to analytic model.
F : H → A (2)
This function is necessary to find the best fitting analytic model for a given
situation (context) and applies as soon as we want to classify an input vector x′
with unknown output, sampled on underlying context model Ot. Equations (3)
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show this situation, including the case when no such model can be found, i.e.
search based on semantic similarity measures between contexts [8].
F(Ot) = M∗ F(arg maxOt′∈H sim(Ot
′ ,Ot)) = M∗ (3)
where M∗ is the optimal analytic model with respect to some performance cri-
terion, Ot is the current context and sim is a semantic similarity function.
4 Example Scenario
As an example, consider a manufacturer of two different product types P1 and
P2, which both are made from supplied material aluminum M22. The same weld-
ing robot Robo-1 is used for the construction (body welding) of both products.
Figure 2 shows how this knowledge is asserted in a context knowledge base with
concepts corresponding to ISA-95 standard.
Fig. 2. Example Business-To-Manufacturing context plus evolving assertions
As analytic application, the manufacturer wants to predict at arrival, whether
incoming materials are going to cause a defective product, so predictive models
are trained on historic quality assurance data like depicted in Table 1 in order
to learn the boolean concept of a defective product. Now, suppose the old robot
is replaced at the shop floor by the new Robo-2 (hinted by the crossed role
assertion in Figure 2), which is much more tolerant to deviations in material
and therefore produces only negative defect labels, i.e. the concept of defects is
clearly drifting associated with context changing from Ot to Ot′ , as shown in
Table 2. We denote this context change in the ABoxes At and At′ :
At′ = (At \ {uses(BodyWelding, Robo-1)}) ∪ {uses(BodyWelding, Robo-2)}
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Table 1. Data before context change
Quality (x) Defect (y)
x1 true
x2 false
... ...
xn true
Ot
Table 2. Data after context change
Quality (x) Defect (y)
x1 false
x2 false
... ...
xn false
Ot′
5 Context Extraction
We present an overview of information models used in MOM systems to support
the claim that some context information can readily be made available. Semantic
liftings of local MOM data sources seem to be promising, because they can easily
be mapped to a global context knowledge base. This allows the analytic models
to be aware of context changes in any of the underlying data sources. Examples of
local context changes are: replacement of field devices (Automation), switching
material suppliers (Business), modified production processes (Life-cycle).
Context of Automation In today’s automation systems, there exist information
model languages for the definition of asset models, event hierarchies, and more,
such as OPC UA. Vendors can ship devices with their own pre-configured infor-
mation model, which can then be automatically interpreted by other devices in
the plant that comply to the same standard. Field device descriptions of OPC
UA could be used in our example scenario in section 4. Since a flexible data
model is crucial to incorporate dynamic changes and due to their similarities,
we see a mapping from OPC UA to the Resource Description Framework (RDF).
Context of Enterprise Applications Business context can be best reflected by
inspecting ERP systems and their various data sources. For the purpose of this
paper, it suffices to consider integration of context information from ERP and
MES, like specified in ISA-95 standard (B2MML is an XML implementation of
this standard). There exist mappings from ERP systems data models to B2MML,
plus this XML schema can be lifted to RDF or OWL [5].
Context of Life-cycle Management For PLM systems, a local meta-data repre-
sentation can be made explicit by lifting the standard information models of
AutomationML, which is based on the IEC62424 computer-aided engineering
exchange (CAEX) format.
6 Benefits
Context-aware analytics regard situational dependencies, therefore they use more
comparable, homogeneous data with less unexplained noise. Major benefits arise
from the detection of recurring situations, where an analytic concept is drifting
back and forth.
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Example 1. Consider again the scenario presented in section 4, where the de-
fective product concept is drifting dependent on the welding robot. Assuming,
model M1 was used to learn the concept in context Ot and an updated model M2
in context Ot′ . Suppose now that, due to maintenance of Robo-2, the old robot
Robo-1 is installed again and context changes back to Ot. Since F(Ot) = M1,
we do not have to train a new model for this recurring concept and just switch
to an already existing model.
Additionally, detection of concept drifts using well-established hypothesis tests
can be employed to very if a context knowledge base is sufficiently comprehensive.
More precisely, if an analytic concept is drifting without previously changing
context, we know that the extracted context is incomplete and need to extend
it. Therefore, the combination of concept drift and context knowledge is able
to simultaneously define the scope of sufficiently comprehensive context and
improve accuracy of analytics.
7 Conclusion
By motivating and defining context-awareness in data analytics, we discussed
the value of context information for particular scenarios in MOM environments.
The problem setting incorporates semantic data integration and a complemen-
tary use of machine learning and extraction of context knowledge. Following
this problem setting, we argue that both analytic and context models can iter-
atively be optimized. Future work includes development of concrete algorithms,
according implementation and evaluation.
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