In this paper we study the branching problems for Hecke algebra H(Dn) of type Dn. We explicitly describe the decompositions of the socle of the restriction of each irreducible H(Dn)-representation to H(Dn−1) into irreducible modules by using the corresponding results for type B Hecke algebras. In particular, we show that any such restrictions are always multiplicity free.
Let S n be the symmetric group on n letters. It is well-known that W (B n ) ∼ = (Z/2Z) n ⋊ S n , W (D n ) ∼ = (Z/2Z) n−1 ⋊ S n , and the subgroup generated by s 1 , s 2 , · · · , s n−1 (respectively u, s 2 , · · · , s n−1 ) can be identified with the symmetric group S n .
Let K be a field. Throughout this paper we assume that char K = 2. Let q, Q be two invertible elements in K. There is a Hecke algebra H q,Q (B n ) with parameters q, Q associated to W (B n ) (see [9] ). In this paper we will only be concerned with the special case where Q = 1, i.e., H(B n ) := H q,1 (B n ). By definition, H(B n ) is an associative algebra with generators T 0 , T 1 , · · · , T n−1 and relations T 2 0 = 1, (T i + 1)(T i − q) = 0, for 1 ≤ i ≤ n − 1,
Let T u := T 0 T 1 T 0 . The subalgebra of H(B n ) generated by {T u , T 1 , · · · , T n−1 } is isomorphic to a Hecke algebra of type D n , i.e., the Hecke algebra associated to the Weyl group W (D n ). We denote it by H(D n ). It has a presentation with generators {T u , T 1 , · · · , T n−1 } and relations (T u + 1)(T u − q) = 0, (T i + 1)(T i − q) = 0, for 1 ≤ i ≤ n − 1,
By [10] , H(B n ) is a cellular algebra in the sense of [16] . For each bipartition λ = (λ (1) , λ (2) ) of n, there is a Specht module S λ , and a naturally defined bilinear form on S λ . Let D λ be the quotient of S λ modulo the radical of that form. We have that Lemma 1.1 ([10]) 1) Every simple H(B n ) module is a composition factor of some S λ . When H(B n ) is semi-simple, each S λ is absolutely irreducible and they form a complete set of pairwise non-isomorphic simple H(B n )-modules.
2) If D µ = 0 is a composition factor of S λ then λ µ, and every composition factor of S λ is isomorphic to some D µ with λ µ, where is the dominance order defined in [10] . If D λ = 0 then the composition multiplicity of D λ in S λ is one.
3) The set D λ λ is a bipartition of n and D λ = 0 forms a complete set of pairwise non-isomorphic simple H(B n )-modules. = 0. In that case, it is also split semi-simple.
4) H(B n
Let τ be the involutive K-algebra automorphism of H(B n ) which is defined on generators by τ (
isomorphically onto H(D n ). Let σ be the involutive K-algebra automorphism of H(B n ) which is defined on generators by σ(T 0 ) = −T 0 , σ(T i ) = T i , ∀ i = 0. Then σ ↓ H(Dn) = id. Let P n be the set of all the bipartitions of n.
We define an equivalence relation on P n by λ ≈ µ if and only if µ = H(λ). By the results in [29] , [19] , [20] and [21] , we have that
forms a complete set of pairwise non-isomorphic irreducible H(D n )-modules.
Let e > 1 be a fixed integer. Let λ be a bipartition of n. For each node γ = (i, j) of λ, we define the residue of γ to be j − i + eZ ∈ Z/eZ. Then we have the notion of e-good (removable) nodes of λ (see [4] and [20] ). For each integer m ∈ N, the set K m of Kleshchev bipartitions of m with respect to ( By a result of S. Ariki (see [2] ), P n = K n when e is the smallest positive integer satisfying 1 + q + q 2 + · · · + q e−1 = 0.
Lemma 1.4 ([29]
, [19] , [20] , [21] 
) ∈ P n , we have that
2) If
and H(D n ) is split over K, then q is a primitive 2l-th root of unity in K for some integer 1 ≤ l < n. In this case, H can be described as follows: if λ ∈ P n is a Kleshchev bipartition with respect to ( 2l √ 1; 1, −1), and 
also defines a path in Kleshchev's good lattice with respect to ( 2l √ 1; 1, −1), and it connects ∅ to H(λ). 
In that case, it is also split semi-simple.
In this paper, we shall give the modular branching rule for H(D n ). That is, for each irreducible H(D n )-module D, we describe soc D↓ H(Dn−1) . The discussion will be divided into two cases: the case where 2
the case where
The main results are presented in Theorem 2.5, Theorem 2.6, Corollary 2.8, Theorem 3.7, Theorem 3.9 and Corollary 3.11. It turns out that our situation here bears much resemblance to the situation of representations of the alternating group A n (which is a normal subgroup in S n of index 2), see [7] , [13] , [26] and [20] , and our results are largely motivated by those in [6] , where the branching rules for the representations of the alternating groups were deduced.
Finally, in the appendix of this paper, we include a proof (which is essentially due to Professor S. Ariki) of the fact that the involution H is independent of the base field K as long as char K = 2 and H(D n ) is split over K.
2 The case where 2
Let λ be a bipartition, [λ] be its Young diagram. To simplify notation, we shall identify λ with [λ] . Recall that a removable node is a node of the boundary of [λ] which can be removed, while an addable node is a concave corner on the rim of [λ] where a node can be added. Throughout this section, we shall assume that 2
In particular, Lemma 1.4(1) applies to both the Hecke algebra H(D n ) and the Hecke algebra H(D n−1 ).
Let l be the smallest positive integer a such that 1+q +q 2 +· · ·+q a−1 = 0. If such an integer does not exist, then we set l = ∞. A partition λ = (λ 1 , λ 2 , · · · ) is said to be l-restricted if λ i − λ i+1 < l for all i.
Lemma 2.1 ( [9] , [11] ) Suppose that 2
) of n, we have that λ ∈ P n if and only if both λ (1) and λ (2) are l-restricted. Note that in this case the Kleshchev's good lattice with respect to ( l √ 1; 1, −1) is well-understandood. Namely, for any Kleshchev bipartition λ, a removable node γ is an l-good node of the bipartition λ if and only if γ is an l-good node of the partition λ (1) or of the partition λ (2) . Here the notion of l-good nodes of partitions is defined in a similar way as l-good nodes of bipartitions, see [24] , [26] and [4] for details.
2) for each bipartition
We want to describe the decomposition of the socle of D↓ H(Dn−1) into irreducible modules for each irreducible Definition 2.2 Let λ ∈ P n . Suppose that λ has an l-good node A such that
Then in this case the node A ′ is uniquely determined by A and is also an l-good node of λ. We say that λ is almost symmetric and A ′ is the conjugate node of A.
) are two bipartitions of 5. Let A be the node which is in the first row and the second column of the first component of λ. Then λ is almost symmetric with λ \ A = (λ \ A), but µ is not almost symmetric.
) be a bipartition of n. Suppose that λ is almost symmetric with λ \ A = (λ \ A) for some removable node A of λ. Then for any pairs of removable nodes B, C of λ satisfying C = A, we have that λ \ B = (λ \ C). In particular, for any removable nodes C of λ satisfying C = A, we have that
Proof: This is obvious.
In particular, soc D We have to prove (2.5.1). It is clear that
It suffices to show that
Since every simple H(D n−1 )-module occurs as a direct summand of D µ ↓ H(Dn−1) for some µ ∈ P n−1 , we divide the proof into two cases: Case 1. Let µ ∈ P n−1 be such that µ = µ and
Then by Frobenius Reciprocity ([8, (11.13)]),
Case 2. Let µ ∈ P n−1 be such that µ = µ and
as required. This completes the proof of (2.5.1).
Let λ ∈ P n . Suppose that λ = λ and λ is not almost symmetric. We claim that for any two l-good nodes B, C of λ, λ \ B = (λ \ C). In fact, it is enough to show that if B = C, then λ\B = (λ \ C). Otherwise, if B, C both lie in the same component of λ, say, λ
(1) , then we have that
, which is again impossible. This proves our claim. It follows from this and Lemma 1.3 and Lemma 1.4 and Lemma 2.1 and (2.5.1) that Theorem 2.6 Let λ ∈ P n . Suppose that λ = λ and λ is not almost symmetric.
Let λ ∈ P n . Now suppose that λ = λ. It remains to describe the decompositions of the socle of
Proof: By assumption n is even. Hence n − 1 is odd. In particular, for any bipartition
. Now using Lemma 1.3 and Lemma 1.4, the theorem follows at once.
We define an equivalence relation ∼ on P n−1 by λ ∼ µ if and only if µ = λ. Then Lemma 2.1 and (2.5.1) implies the following:
where the sum µ is taken over a fixed set of representatives of equivalence classes in P n−1 /∼ such that µ → λ. In particular, soc D 
Then we have that 3 The case where
Throughout this section, we assume that
a level 2 Fock space, on which U v ( sl 2l ) acts. The submodule L(Λ) generated by the empty bipartition ∅ is the irreducible integrable highest weight module with highest weight Λ. By a well-known result of S. Ariki ([1]), the dual of the Grothendieck group K(⊕ k≥0 H(B k )) can be made into a U v ( sl 2l )-module. Ariki introduced the functors of i-restriction and i-induction, which plays the role of Chevalley generators e i , f i . It is a remarkable fact (see [28] , [ gives another realization of the crystal graph of L(Λ) on the set of all the simple modules of H(B k ) for all k ≥ 0, where the functors of taking socle (resp., taking cosocle) of the i-restriction (resp. of the i-induction) of simple modules play the role of the Kashiwara operatorsẽ i ,f i . These two crystal structures are isomorphic to each other. By the definition of the second realization, there are the following results (see [27] ). [18] ) There is an isomorphism π between the above two realizations of the crystal structure, such that, if we write π = ⊕ k≥0 π k , where π k is a permutation defined on P k , then for each bipartition λ ∈ P n ,
Lemma 3.1 ([17],
soc D πn(λ) ↓ H(Bn−1) ∼ = µ→λ D πn−1(µ) ,
where µ → λ means that µ is a bipartition of n − 1 such that the Young diagram [µ] is obtained from the Young diagram [λ]
by removing a 2l-good node. In particular, for any bipartition λ ∈ P n , the socle of D λ ↓ H(Bn−1) is a direct sum of pairwise non-isomorphic irreducible H(B n−1 )-modules, i.e., it is multiplicity free.
We remark that both Ariki's and Grojnowski's results are stated in the context of general cyclotomic Hecke algebras of type G(r, 1, n), though we only use the special type B case in this paper. It has been conjectured for a long time that the above π can be chosen as identity (compare [24] , [7] ). In a recent preprint [3] , Ariki proved this conjecture. As a consequence, we have the following.
Lemma 3.2 ([3])
With the above notations, π n can be chosen as the identity map for any n.
To describe the decomposition into irreducible modules of the socle of the module D↓ H(Dn−1) for each irreducible H(D n )-module D in this case, we need a better understanding of the set of fixed-points under the involution H. 
Suppose that λ = H(λ). Then n is even. Moreover, if
be a path in Kleshchev's good lattice with respect to ( 2l √ 1; 1, −1). By assumption and [20, 3.3] ,
is also a path in Kleshchev's good lattice with respect to ( 2l √ 1; 1, −1). It follows that there is an automorphism defined on the set of nodes of λ, say ψ, such that res γ = res ψ(γ) + l in Z/2lZ. We claim that this is enough for deducing our theorem by using induction on n.
In fact, we first pick a node A 1 ∈ λ and define B 1 := ψ(A 1 ). As res A 1 = res B 1 + l = res B 1 , it is clear that A 1 = B 1 . Now if ψ(B 1 ) = A 1 , then we can remove A 1 , B 1 and use induction on n; otherwise, we define A 2 := ψ(B 1 ), which is different from A 1 . Since ψ is bijective, it follows that B 2 := ψ(A 2 ) is different from B 1 = ψ(A 1 ). Repeating this procedure, and noting that λ has only finitely many nodes, one would get 2k pairwise different nodes of λ,
Then we can remove these 2k nodes and use induction hypothesis on n. This completes the proof of our theorem.
Definition 3.4 Let λ ∈ P n . Suppose that λ has a 2l-good node A such that
Then we say that λ is almost l-symmetric. In particular, for any 2l-good nodes C of λ satisfying C = A, we have that
Proof: Suppose that λ\B = H(λ\C). Since H is an involution, λ\A = H(λ\A) and C = A, it follows that B = A. Note that for 2l-good nodes A, C (resp. A, B), A = C (resp. A = B) implies that their residues res A, res C (resp. res A, res B) are different. Write res A = i, res B = j, res C = k. Then j = i = k.
For each bipartition µ and each s ∈ Z/2lZ, we denote by N (2),
a contradiction. This proves our lemma.
Theorem 3.7 Let λ ∈ P n . Suppose that λ is almost l-symmetric with λ \ A = H(λ \ A) for some 2l-good node A of λ. Then λ = H(λ) and
Proof: This follows directly from Lemma 1.3, (2.5.1), Lemma 3.1, Lemma 3.2, Lemma 3.3 and Lemma 3.6.
Theorem 3.8 Let λ ∈ P n . Suppose that λ = H(λ) and λ is not almost lsymmetric. Then for any two 2l-good nodes B, C of λ, λ \ B = H(λ \ C).
Proof: In fact, it suffices to show that, if B = C, then λ \ B = H(λ \ C). Otherwise, suppose that B = C and λ \ B = H(λ \ C). We call two nodes γ, γ ′ l-conjugate, if res γ = res γ ′ + l in Z/2lZ. We deduce that B is not lconjugate to C (otherwise it would follow that λ = H(λ)). Therefore, we have that res B = res C (as B = C are both 2l-good nodes), and res B = res C + l. Now the condition that λ \ B = H(λ \ C) implies that there is a bijection, say ϕ, from the set of the nodes of λ \ B onto the set of the nodes of λ \ C, such that for any γ ∈ λ \ B, γ is l-conjugate to ϕ(γ).
We define C 1 = C 0 := C, D 1 := ϕ(C 1 ). Since D 1 is l-conjugate to C 1 and hence different from B, we have that D 1 ∈ λ \ B. Hence we can define C 2 := ϕ(D 1 ) ∈ λ \ C, then res C 2 = res C 1 and hence C 2 = B, then we can still define D 2 := ϕ(C 2 ). Since ϕ is bijective,
and ϕ is bijective, we get that C 1 , · · · , C k+1 are also pairwise different. Moreover, res C k+1 = res C, and hence C k+1 = B and we can still define
It is clear that res D k+1 = res C + l, and since C 1 , · · · , C k+1 are pairwise different and ϕ is bijective, we get that D 1 , · · · , D k+1 are also pairwise different. As a consequence, we get infinitely many pairwise different nodes C 1 , C 2 , · · · in λ, which is impossible. This proves the theorem.
It follows from this theorem, Lemma 1.3, Lemma 3.1, Lemma 3.2 and (2.5.1) that Theorem 3.9 Let λ ∈ P n . Suppose that λ = H(λ) and λ is not almost lsymmetric. Then
In particular, soc D Proof: By assumption and Lemma 3.3, we know that n is even. Hence n − 1 is odd. In particular, for any bipartition µ ∈ P n−1 , µ = H(µ). By [21, Corollary
. Now using the same argument as in the proof of Theorem 2.7, we prove the theorem.
Corollary 3.11 Let λ ∈ P n be such that λ = H(λ). In particular, n is even.
where the subscript µ is taken over a fixed set of representatives of equivalence classes in P n−1 /≈ such that µ → λ. In particular, soc D Proof: Since λ = H(λ), by Lemma 3.3, it follows that for any 2l-good node C of λ, λ \ C = H(λ \ C). Now using Lemma 3.1, lemma 3.2, (2.5.1) and Theorem 3.10, we prove the corollary. 
Appendix
In this appendix, we give a proof to show that the involution H (and hence the main result of [20] ) is independent of the base field K as long as char K = 2 and H(D n ) is split over K. The proof is essentially due to Professor S. Ariki.
Throughout this section, we assume that char K = 2 and H(D n ) is split over K. By Lemma 1.4(1), it suffices to consider the case where q is a primitive 2l-th root of unity in K for some integer 1 ≤ l < n. To emphasize the base field K, we denote by H K (D n ) the Hecke algebra of type D n over K, and by S λ K (resp. D λ K ) the corresponding H K (D n )-modules. Note that by [2] , the set λ ∈ P n D λ K = 0 depends only on l, but not on the choice of the base field K. So we denote it by P n as before. There is an involution H K defined on the set P n such that, for each λ ∈ P n , D
Proof: By [10] , we know that each irreducible H(B n )-module remains irreducible under field extension. By definition of the automorphism σ and the involution H, it is easy to see that if H F = H C for some splitting field F of H(D n ) with char F = p = 2, then for any splitting field K ′ of H(D n ) with char K ′ = p = 2, we have that H K ′ = H C . In particular, for any characteristic 0 splitting field E of H(D n ), we have that H E = H C .
Therefore, it suffices to consider the characteristic p > 2 case. To ensure the existence of a primitive 2l-th root of unity, we further assume that (p, l) = 1. Let q ∈ F p (resp. q 0 ∈ C) be a primitive 2l-th root of unity, where F p is the algebraic closure of the finite field F p . Let X be an indeterminate over Z. For each polynomial f ∈ Z[X], let f be its canonical image in F p [X]. For each m ∈ N, let Φ m (X) be the m-th cyclotomic polynomial over Z. Then
. It follows that Φ 2l (q) = 0. Hence the map which sends q 0 to q extends naturally to a surjective ring homomorphism from Z[q 0 ] onto
Recall that every finite dimensional algebra becomes split after a finite field extension. Therefore, there exist some algebraic integers α 1 , · · · , α s ∈ C, some elements α 1 , · · · , α s ∈ F p , and some monic polynomials, say
Note that (see [25, Chapter IV , the homomorphism π can be extended to a ring homomorphism from R to the field F p . It follows that the ideal of R generated by p and Φ 2l,p (q 0 ) should be a proper ideal. Let m be the kernel of the homomorphism, which is a maximal ideal of R containing p and Φ 2l,p (q 0 ). Let O := R m , F := R m /mR m . It is clear that F p [q, α 1 , · · · , α s ] ⊆ F . Therefore we get a p-modular system (O, E, F ), where E (resp. F ) is a field of characteristic 0 (resp. characteristic p) such that H E (D n ) (resp. H F (D n )) is split over E (resp. over F ), and q 0 ∈ O ⊂ E is a primitive 2l-th root of unity in E which is in the pre-image of q. By results of [15] and [14, (2. 3)], the decomposition map from the Grothendieck group K 0 (H E (D n )) to the Grothendieck group K 0 (H F (D n )) is well-defined.
Let λ ∈ P n . Recall that there is a well-defined bilinear form , O over S H C (λ). Using induction on the dominance order , it is easy to see that H F (λ) = H C (λ) for any λ ∈ P n , as required. This completes the proof of the theorem.
