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Abstract
In this paper, we study the optimal control on the boundary for parabolic equations with rapidly oscillating coefficients arising
from the heat transfer problems and the optimal control on the boundary of composite materials or porous media. The multiscale
asymptotic expansion of the solution for the problem in the case without any constraints is presented. We derive the proofs of all
convergence results.
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1. Introduction
In this paper, we study the optimal control on the boundary for parabolic equations with rapidly oscillating coeffi-
cients.
For a control v ∈ Uad , the state of the system yε,k(x, t) is given by the solution of⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂yε,k(x, t)
∂t
− ∂
∂xi
(
aεij (x, t)
∂yε,k(x, t)
∂xj
)
= f (x, t), (x, t) ∈ Ω × (0, T ),
σε
(
yε,k
)≡ −νiaεij ∂yε,k∂xj = vε(x, t), (x, t) ∈ ∂Ω × (0, T ),
yε,k(x, t)|t=0 = φ0(x),
(1)
where Ω ⊂ Rn is a bounded Lipschitz convex domain with boundary ∂Ω , and vε(x, t) is a control function, f (x, t),
φ0(x) are known functions. n = (ν1, . . . , νn) is the unit outer normal to ∂Ω . Let 0 < ε = lL  1 be a periodic para-
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Fig. 1. (a) A whole domain Ω ; (b) unit cell Q.
meter, where l and L are the sizes of a periodic cell and a whole domain Ω , respectively. A whole domain Ω and the
unit cell Q are as shown in Fig. 1(a) and (b). In this paper, we assume that
aεij (x, t) = aij
(
x
ε
,
t
εk
)
, k = 0,1,2,3. (2)
Let ξ = ε−1x, τ = ε−kt , suppose that:
(A1) aij (ξ, τ ) are 1-periodic and τ0-periodic in ξ, τ , respectively, for k = 1,2,3; aij (ξ, t) are 1-periodic in ξ for
k = 0.
(A2) aij = aji , aij ∈ L∞(Rnξ ×Rτ ).
(A3) aij (ξ, τ )ηiηj  γ0|η|2, |η|2 =∑nj=1 η2j , γ0 > 0 is a constant.
The cost function is given by (cf. [16,18])
J (k)ε (v) =
T∫
0
∫
∂Ω
∣∣yε,k(v)− zd ∣∣2 dΓ dt + T∫
0
∫
∂Ω
Nv · v dΓ dt (3)
where the set of admissible Uad is a closed non-empty convex subset of L2(0, T ;L2(∂Ω)), zd ∈ Uad is a given
element, and N = γ I , where I is an identity operator, γ = γ (x, t) > 0 is independent of ε, and γ ∈ L∞(0, T ; ∂Ω).
The problem of the optimal control is to find uε,k(x, t) ∈ Uad such that
J (k)ε
(
uε,k
)= inf
v∈Uad
J (k)ε (v). (4)
For simplicity, set Aεu ≡ − ∂∂xi (aεij (x, t) ∂u∂xj ).
To begin, we introduce the following lemma obtained by Lions (cf. [16, p. 20]).
Lemma 1.1. If the conditions (A1)–(A3) are satisfied, then one can show that the optimal control uε,k(x, t) of (1)–(4)
is characterized through the unique solution {yε,k,ψε,k, uε,k} of the optimality system given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
d
dt
yε,k
(
uε,k
)+Aεyε,k(uε,k)= f, (x, t) ∈ Ω × (0, T ),
σε
(
yε,k
)= uε,k(x, t), (x, t) ∈ ∂Ω × (0, T ),
yε,k(x, t)
∣∣
t=0 = φ0(x),
(5)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
− d
dt
ψε,k
(
uε,k
)+A∗εψε,k(uε,k)= 0, (x, t) ∈ Ω × (0, T ),
σε
(
ψε,k
)= yε,k − zd, (x, t) ∈ ∂Ω × (0, T ),
ψε,k(x, t)
∣∣ = 0,
(6)t=T
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T∫
0
∫
∂Ω
(
ψε,k +Nuε,k)(v − uε,k)dΓ dt  0, ∀v ∈ Uad , uε,k ∈ Uad , (7)
where A∗ε is the adjoint operator of Aε .
If we suppose that Uad = L2(0, T ;L2(∂Ω)), then (7) reduces to
uε,k = −γ−1ψε,k(uε,k), (x, t) ∈ ∂Ω × (0, T ). (8)
Problems (1)–(4) have a wide range of applications in the fluid mechanics of highly heterogeneous media and in
the heat and mass transfer problem for composite materials or porous media (see, e.g. [1,4,20]). With the sizes of
physical devices ever decreasing, the thermal analysis of these structures and the optimal control of the temperature
field are becoming more important. For another example, it is well known that the thermal protection system (TPS)
of an aerospacecraft is, in principle, the control of the associated temperature field and the structural optimization of
composite materials or cellular solids.
The above examples involve materials with a large number of heterogeneities (inclusions or holes). A key feature
is that thermal conductivity coefficients aεij (x, t) are rapidly oscillating with respect to spatial and temporal variables.
In such cases, the direct accurate numerical computation of the solution becomes difficult because it would require a
very fine mesh, and thus a prohibitive amount of computation time. The basic idea of the homogenization method is
to give the overall behavior of the composite by incorporating the fluctuations due to the heterogeneities.
Homogenization methods for the optimal control of systems governed by partial differential equations with rapidly
oscillating coefficients have been investigated extensively in a number of papers. Lions (cf. [16]) studied homog-
enization of problems (1)–(4), and obtained the convergence results in the periodic case. Fabre, Puel and Zuazua
(cf. [10]) derived early the homogenization result for approximate controllability of a semilinear parabolic equation
with Dirichlet boundary conditions by means of a fixed point technique. Kesavan and Saint Jean Paulin (cf. [12])
obtained some homogenization results in non-periodic cases in the framework of H-convergence, and extended them
to the optimal control systems governed by the elliptic boundary value problems in perforated domains (see [13]).
C. Conca et al. (cf. [8]) gave a limit control for a semilinear elliptic equation with a uniformly Lipschitz non-linearity
and rapidly oscillating coefficients in a perforated domain and the control is distributed on a compact subset interior
to the domain (also see [22]). The other convergence results of homogenization relative to the issue of this paper can
be found in [2,24].
We recall that homogenization describes the asymptotic behavior of the solution to the problems as ε → 0. How-
ever, in many engineering applications, ε while small, does not approach zero. Some numerical results (see, e.g. [5,7])
have shown that the numerical accuracy of the standard homogenization method may not be satisfactory if ε is not
sufficiently small. To this end, we seek more effective approaches. This is the motivation for multiscale asymptotic
methods and associated numerical algorithms. A crucial step is the introduction of corrector terms.
Donato and Nabil (cf. [9]) studied the first-order corrector for an approximate controllability problem of the linear
heat equation with rapidly oscillating coefficients in a periodically perforated domain. Lions (cf. [17]) gave early
the asymptotic expansion for a kind of optimal control of stiff state equation with small parameter ε, and derived
the convergence results. Cao (cf. [5]) studied the optimal control on the boundary for elliptic equations with rapidly
oscillating coefficients, and presented the multiscale asymptotic expansions of the solution for the problem in the case
without any constraints, and the result of homogenization in the case with constraints, and derived the proofs of the
convergence results.
In [5], in order to obtain a convergence rate explicitly, a crucial step of [5] is to use some known convergence
results with the order of ε1/2 for elliptic equations (see [21, Chapter II]). But for linear parabolic equations with
rapidly oscillating coefficients, the general convergence rate does not contain explicit terms: it only has δ(ε), which
goes to zero as ε → 0. Compared to elliptic equations, there are two essential difficulties for parabolic equations. The
first difficulty is how to define higher-order corrector terms. It is well known that the homogenization of parabolic
equations can be different depending on the ratio between spatial and temporal heterogeneities. Usual self-similar
regime, x2/t = 1, is a critical point for various homogenization limits. In this paper, we consider periodic coefficients
which allow to write auxiliary equations in a periodic box. Various schemes are proposed in order to have a unified
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boundary ∂Ω . The new contributions obtained in this paper were the determination of the convergence rate for the
approximate solutions by using a suitable cut-off function for problems (1)–(4).
The remainder of this paper is organized as follows. In Section 2, we first present the formal multiscale asymptotic
expansions of the solutions for parabolic equations for k = 0,1,2,3 in the case without constraints. Second, we give
the main convergence results of this paper. Section 3 is devoted to the proofs of all convergence results. Finally, we
give an example in the engineering applications of our method.
Throughout the paper the Einstein summation convention on repeated indices is adopted. By C we denote a positive
constant independent of ε.
2. The asymptotic expansions and convergence results in the case without constraints
We construct explicitly four specific asymptotic expansions for different values of k appearing in (1). We emphasize
that these are different for each of the considered cases: k = 0,1,2,3.
2.1. The case k = 1
Let ξ = ε−1x, τ = ε−1t , and set formally
uε,1(x, t) ∼=
∞∑
l=0
εl
n∑
α1,...,αl=1
N(1)α1···αl (ξ, τ )D
αu0,1(x, t), (9)
where Dαu0,1(x, t) = ∂lu0,1(x,t)
∂xα1 ···∂xαl , α = {α1, . . . , αl}, αj = 1,2, . . . , n, 1 j  l.
Formally substituting (9) into (1), taking into account that ∂
∂xi
→ ∂
∂xi
+ ε−1 ∂
∂ξi
,
∂
∂t
→ ∂
∂t
+ ε−1 ∂
∂τ
, and equating
the coefficients of like powers of ε, yields in turn
N
(1)
0 (ξ, τ ) ≡ 1, (ξ, τ ) ∈ Q× (0, τ0), (10)
where Q = (0,1)n, τ0 is a time period, i.e. N(1)0 (ξ, τ + τ0) = N(1)0 (ξ, τ ). For N(1)α1 we obtain⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ, τ )
∂N
(1)
α1 (ξ, τ )
∂ξj
)
= − ∂
∂ξi
(
aiα1(ξ, τ )
)
, (ξ, τ ) ∈ Q× (0, τ0),
N
(1)
α1 (ξ, τ ) is 1-periodic in ξ,
∫
Q
N(1)α1 (ξ, τ ) dξ = 0.
(11)
Here τ plays the role of a parameter. Next, for N(1)α1α2 we have⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ, τ )
∂N
(1)
α1α2(ξ, τ )
∂ξj
)
= − ∂
∂ξi
(
aiα1(ξ, τ )N
(1)
α2 (ξ, τ )
)
aα1j (ξ, τ )
∂N
(1)
α2 (ξ, τ )
∂ξj
− aα1α2(ξ, τ )
+ aˆ(1)α1α2 , (ξ, τ ) ∈ Q× (0, τ0),
N
(1)
α1α2(ξ, τ ) = 0, (ξ, τ ) ∈ ∂Q× (0, τ0),
(12)
where
aˆ(1)α1α2 =
1
τ0
1
|Q|
τ0∫
0
∫
Q
[
aα1α2(ξ, τ )+ aα1j (ξ, τ )
∂N
(1)
α2 (ξ, τ )
∂ξj
]
dξ dτ, α1, α2 = 1,2, . . . , n.
2.2. The case k = 2
In this case, let ξ = ε−1x, τ = ε−2t , and set formally
uε,2(x, t) ∼=
∞∑
εl
n∑
N(2)α1···αl (ξ, τ )D
αu0,2(x, t). (13)l=0 α1,...,αl=1
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∂xi
→ ∂
∂xi
+ ε−1 ∂
∂ξi
,
∂
∂t
→ ∂
∂t
+ ε−2 ∂
∂τ
, and similarly to the case k = 1, we obtain in turn
N
(2)
0 (ξ, τ ) ≡ 1, (ξ, τ ) ∈ Q× (0, τ0), (14)
where Q = (0,1)n, τ0 is a time period.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂N
(2)
α1 (ξ, τ )
∂τ
− ∂
∂ξi
(
aij (ξ, τ )
∂N
(2)
α1 (ξ, τ )
∂ξj
)
= ∂
∂ξi
(aiα1), (ξ, τ ) ∈ Q× (0, τ0),
N
(2)
α1 (ξ, τ ) is 1-periodic in ξ,
∫
Q
N(2)α1 (ξ, τ ) dξ = 0,
N
(2)
α1 (ξ,0) = N(2)α1 (ξ, τ0),
(15)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂N
(2)
α1α2(ξ, τ )
∂τ
− ∂
∂ξi
(
aij (ξ, τ )
∂N
(2)
α1α2(ξ, τ )
∂ξj
)
= ∂
∂ξi
(
aiα1(ξ, τ )N
(2)
α2
)+ aα1j (ξ, τ )∂N(2)α2 (ξ, τ )∂ξj
+ aα1α2(ξ, τ )− aˆ(2)α1α2, (ξ, τ ) ∈ Q× (0, τ0),
N
(2)
α1α2(ξ, τ ) is 1-periodic in ξ,
∫
Q
N(2)α1α2(ξ, τ ) dξ = 0,
N
(2)
α1α2(ξ,0) = N(2)α1α2(ξ, τ0)
(16)
where
aˆ(2)α1α2 =
1
τ0
1
|Q|
τ0∫
0
∫
Q
[
aα1α2(ξ, τ )+ aα1j (ξ, τ )
∂N
(2)
α2 (ξ, τ )
∂ξj
]
dξ, dτ, α1, α2 = 1,2, . . . , n.
2.3. The case k = 3
Now we let ξ = ε−1x, τ = ε−3t, and set formally
uε,3(x, t) ∼=
∞∑
l=0
εl
n∑
α1,...,αl=1
N(3)α1···αl (ξ, τ )D
αu0,3(x, t). (17)
As before, we set N(3)0 (ξ, τ ),N
(3)
α1 (ξ, τ ), . . . ,N
(3)
α1···αl (ξ, τ ) to be solutions to
N
(3)
0 (ξ, τ ) ≡ 1, (ξ, τ ) ∈ Q× (0, τ0), (18)
where τ0 is a time period.
We can show that N(3)α1 (ξ, τ ) are independent of τ , and define N
(3)
α1 (ξ) as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂ξi
(
mτ (aij )
∂N
(3)
α1 (ξ)
∂ξj
)
= − ∂
∂ξi
(
mτ (aiα1)
)
, ξ ∈ Q,
N
(3)
α1 (ξ) is 1-periodic in ξ,
∫
Q
N(3)α1 (ξ) dξ = 0
(19)
where mτ (aij ) = 1τ0
∫ τ0
0 aij (ξ, τ ) dτ .⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ, τ )
∂N
(3)
α1α2(ξ, τ )
∂ξj
)
= − ∂
∂ξi
(
aiα1(ξ, τ )N
(3)
α2 (ξ)
)− aα1j (ξ, τ )∂N(3)α2 (ξ)∂ξj
− aα1α2(ξ, τ )+ aˆ(3)α1α2 , ξ ∈ Q,
N
(3)
(ξ, τ ) = 0, ξ ∈ ∂Q,
(20)α1α2
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aˆ(3)α1α2 =
1
τ0
1
|Q|
τ0∫
0
∫
Q
[
aα1α2(ξ, τ )+ aα1j (ξ, τ )
∂N
(3)
α2 (ξ)
∂ξj
]
dξ dτ, α1, α2 = 1,2, . . . , n.
2.4. The case k = 0
Finally, let ξ = ε−1x, τ = t and set formally
uε,0(x, t) ∼=
∞∑
l=0
εl
n∑
α1,...,αl=1
N(0)α1···αl (ξ, t)D
αu0,0(x, t). (21)
We then obtain in turn
N
(0)
0 (ξ, t) ≡ 1, (ξ, t) ∈ Q× (0, T ), (22)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ, t)
∂N
(0)
α1 (ξ, t)
∂ξj
)
= − ∂
∂ξi
(
aiα1(ξ, t)
)
, (ξ, t) ∈ Q× [0, T ),
N
(0)
α1 (ξ, t) is 1-periodic in ξ,
∫
Q
N(0)α1 (ξ, t) dξ = 0
(23)
where t plays the role of a parameter.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ, t)
∂N
(0)
α1α2(ξ, t)
∂ξj
)
= − ∂
∂ξi
(
aiα1(ξ, t)N
(0)
α2 (ξ, t)
)− aα1j (ξ, t)∂N(0)α2 (ξ, t)∂ξj
− aα1α2(ξ, t)+ aˆ(0)α1α2(t), (ξ, t) ∈ Q× (0, T ),
N
(0)
α1α2(ξ, t) is 1-periodic in ξ,
∫
Q
N(0)α1α2(ξ, t) dξ = 0
(24)
where
aˆ
(0)
ij (t) =
1
|Q|
∫
Q
[
aij (ξ, t)+ aik(ξ, t)
∂N
(0)
j (ξ, t)
∂ξk
]
dξ.
Remark 2.1. For k = 0,2, we assume that N(k)α1 ,N(k)α1α2 satisfy periodic boundary conditions on the boundary ∂Q
of the unit cell Q = (0,1)n. For k = 1,3, assume that N(k)α1 satisfy periodic boundary conditions, but N(k)α1α2 satisfy
homogeneous Dirichlet’s boundary conditions on the boundary ∂Q.
Remark 2.2. For k = 0,2, we know N(k)α1 ,N(k)α1α2 and their normal derivatives σξ (N(k)α1 ), σξ (N(k)α1α2) are continuous on
the boundary ∂Q. For k = 1,3, we can verify that N(k)α1 and its normal derivative σξ (N(k)α1 ) are continuous on the
boundary ∂Q, α1 = 1,2, . . . , n.
The homogenized control systems associated with (5)–(8) can be written as follows, for k = 0,1,2,3,⎧⎪⎪⎪⎨⎪⎪⎪⎩
d
dt
y0,k +A0y0,k = f, − d
dt
ψ0,k +A∗0ψ0,k = 0, (x, t) ∈ Ω × (0, T ),
σˆ
(
y0,k
)= −γ−1ψ0,k, σˆ (ψ0,k)= y0,k − zd, (x, t) ∈ ∂Ω × (0, T ),
y0,k(x, t)
∣∣
t=0 = φ0(x), ψ0,k(x, t)
∣∣
t=T = 0,
(25)
u0,k = −γ−1ψ0,k(u0,k), (x, t) ∈ ∂Ω × (0, T ), (26)
where A0 is a homogenized operator, and A∗ is the adjoint operator of A0, and σˆ (v) ≡ −νi aˆ(k) ∂v .0 ij ∂xj
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operator (see, e.g. [3,7,11,21,23]). Following the lines of the proof of Lemma 1.1, we can obtain the similar results to
Lemma 1.1.
In summary, we define the multiscale asymptotic expansions of the solutions for control systems (5)–(8) in the
above four cases given by
yε,ks (x, t) =
s∑
l=0
εl
n∑
α1,...,αl=1
N(k)α1···αlD
αy0,k(x, t), (27)
ψε,ks (x, t) =
s∑
l=0
εl
n∑
α1,...,αl=1
N(k)α1···αlD
αψ0,k(x, t), (28)
where s  1, Dαv(x, t) = ∂lv(x,t)
∂xα1 ···∂xαl , α = {α1, . . . , αl}, k = 0,1,2,3.
Next we give the main convergence results of this paper. The details of the proofs of these results can be found in
Section 3. We employ the definitions of Sobolev spaces and associated compatibility relations for parabolic equations
given in Lions and Magenes’s classical books, see, e.g. [19].
Theorem 2.1. Suppose that Ω ⊂ Rn is a bounded Lipschitz domain. Let {yε,k,ψε,k, uε,k} be the weak solution of the
control systems (5)–(8), where N = γ I and I :L2(0, T ;L2(∂Ω)) → L2(0, T ;L2(∂Ω)) is an identity operator. Let
{yε,ks ,ψε,ks , uε,ks }, k = 1,2,3, be as given in (27)–(28). Under the assumptions (A1)–(A3), if f ∈ L2(0, T ;L2(Ω)) ∩
H 1(0, T ;Hs(Ω ′′)), φ0 ∈ H 1(Ω)∩Hs+2(Ω ′′), zd ∈ L2(0, T ;L2(∂Ω)), Ω0 Ω ′′ Ω , then it holds
T∫
0
[∥∥yε,k − yε,ks ∥∥2H 1(Ω) + ∥∥ψε,k −ψε,ks ∥∥2H 1(Ω)]dt  Cδ(ε), (29)
where δ(ε) → 0, as ε → 0, and note that s = 1 for k = 1,2; s = 2 for k = 3.
Theorem 2.2. Suppose that Ω ⊂ Rn is a bounded Lipschitz domain. Let {yε,k,ψε,k, uε,k}, k = 0, be the weak
solution of the control systems (5)–(8), where N = γ I and I : L2(0, T ;L2(∂Ω)) → L2(0, T ;L2(∂Ω)) is an iden-
tity operator. Let {yε,ks ,ψε,ks , uε,ks }, 1  s  2, be as given in (27)–(28). Under the assumptions (A1)–(A3), if
f ∈ Hs,1(Ω × (0, T )),φ0 ∈ Hs+1(Ω), zd ∈ Hs,1(Ω × [0, T )), and the compatibility relations are satisfied (see,
e.g. [19, p. 65]), ∂Ω ∈ Cs+1, 1 s  2, then it holds
T∫
0
[∥∥yε,0 − yε,0s ∥∥2H 1(Ω) + ∥∥ψε,0 −ψε,0s ∥∥2H 1(Ω)]dt Cε. (30)
3. The proofs of main results
In this section, we give the proofs of Theorems 2.1 and 2.2 presented in Section 2.
To begin, we introduce the following lemma.
Lemma 3.1. Suppose that Ω ⊂ Rn is a bounded Lipschitz domain. The optimal control uε,k(x, t) of (8) is char-
acterized through the unique solution {yε,k,ψε,k, uε,k} of the optimality systems (5)–(8), where N = γ I and
I : L2(0, T ;L2(∂Ω)) → L2(0, T ;L2(∂Ω)) is an identity operator. Under the assumptions (A1)–(A3), one gets
uε,k → u0,k in L2(0, T ;L2(∂Ω)), strongly, as ε → 0. (31)
The proof of Lemma 3.1 can be found in [16, p. 52].
Proof of Theorem 2.1. In Theorem 2.1, we let N = γ I , where I is an identity operator, and γ = γ (x, t) > 0,
γ ∈ L∞(0, T ; ∂Ω) is a function which is independent of ε > 0. Without loss of generality, we assume that γ > 0 is a
constant below.
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ψε,k → ψ0,k in L2(0, T ;L2(∂Ω)), strongly, as ε → 0. (32)
On the other hand, we set yε,k(uε,k) = yε,k , y0,k(u0,k) = y0,k .
Since J (k)ε (v) γ
∫ T
0
∫
∂Ω
v2(x, t) dx dt , we have∥∥uε,k∥∥
L2(0,T ;L2(∂Ω))  C. (33)
By virtue of the uniform ellipticity (A3), we obtain∥∥yε,k∥∥
L2(0,T ;H 1(Ω))  C, (34)
and also∥∥∥∥∂yε,k∂t
∥∥∥∥
L2(0,T ;H−1(Ω))
 C. (35)
It follows from (34)–(35) that yε,k|∂Ω×(0,T ) is a compact set of L2(0, T ;L2(∂Ω)). Therefore, we can extract a subse-
quence, still denoted by uε,k , yε,k , such that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
uε,k → u˜0,k, ε → 0, u˜0,k ∈ Uad in L2
(
0, T ;L2(Ω)), weakly;
yε,k → y˜0,k, ε → 0 in L2(0, T ;H 1(Ω)), weakly;
∂yε,k
∂t
→ ∂y˜
0,k
∂t
, ε → 0 in L2(0, T ;H−1(Ω)), weakly;
yε,k
∣∣
∂Ω×(0,T ) → y˜0,k
∣∣
∂Ω×(0,T ) in L
2(0, T ;L2(∂Ω)), weakly.
(36)
We thus have
lim
ε→0J
(k)
ε
(
uε,k
)

T∫
0
∫
∂Ω
∣∣y˜0,k − zd ∣∣2 dΓ dt + γ T∫
0
∫
∂Ω
(
u˜0,k
)2
dΓ dt ≡ B. (37)
From (5), for every v ∈ Uad , we know that⎧⎨⎩
yε,k(v) → y0,k(v) in L2(0, T ;H 1(Ω)), weakly;
∂yε,k(v)
∂t
→ ∂y
0,k(v)
∂t
, ε → 0 in L2(0, T ;H−1(Ω)), weakly. (38)
Therefore (also see [14,15])
yε,k(v)
∣∣
∂Ω×(0,T )→ y0,k(v)
∣∣
∂Ω×(0,T ) in L
2(0, T ;L2(∂Ω)), strongly, (39)
so that
J (k)ε (v) → Ĵ (k)(v), (40)
where
J (k)ε (v) =
T∫
0
∫
∂Ω
∣∣yε,k(v)− zd ∣∣2 dΓ dt + γ T∫
0
∫
∂Ω
v2 dΓ dt, (41)
and
Ĵ (k)(v) =
T∫
0
∫
∂Ω
∣∣y0,k(v)− zd ∣∣2dΓ dt + γ T∫
0
∫
∂Ω
v2 dΓ dt. (42)
The inequality J (k)ε (uε,k) J (k)ε (v), ∀v ∈ Uad , implies that
B  lim
ε→0J
(k)
ε
(
uε,k
)
 Ĵ (k)(v), ∀v ∈ Uad . (43)
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u˜0,k = u0,k, y˜0,k = y0,k(u0,k), (44)
and consequently
yε,k → y0,k in L2(0, T ;L2(∂Ω)), strongly, as ε → 0. (45)
Set ηε,k = yε,k − yε,ks , πε,k = ψε,k −ψε,ks . Note that we select s = 1 for k = 1,2; and s = 2 for k = 3.
For simplicity, set
aε(u, v) =
∫
Ω
aεij (x, t)
∂u(x, t)
∂xi
∂v(x, t)
∂xj
dx,
a0(u, v) =
∫
Ω
aˆ
(k)
ij
∂u(x, t)
∂xi
∂v(x, t)
∂xj
dx,
(u, v) =
∫
Ω
u(x, t)v(x, t) dx,
〈u,v〉∂Ω =
∫
∂Ω
u(x, t)v(x, t) dΓ. (46)
We define
Xε =
T∫
0
(T − t)[(∂tηε,k, ηε,k)+ aε(ηε,k, ηε,k)]dt, (47)
and observe that
Xε = −T2
∣∣ηε,k(x,0)∣∣2 + 1
2
T∫
0
∣∣ηε,k(·, t)∣∣2 dt + T∫
0
(T − t)aε(ηε,k, ηε,k)dt. (48)
Note that |ηε,k(x,0)|2 = O(ε2). So, if we can prove that Xε → 0 as ε → 0, then we can prove (29).
We rewrite (47) as follows
Xε =
T∫
0
(T − t)[(∂tyε,k, yε,k)+ aε(yε,k, yε,k)]dt
+
T∫
0
(T − t)[(∂tyε,ks , yε,ks )+ aε(yε,ks , yε,ks )]dt − Yε −Zε, (49)
where
Yε =
T∫
0
(T − t)[(∂tyε,k, yε,ks )+ aε(yε,k, yε,ks )]dt,
Zε =
T∫
0
(T − t)[(∂tyε,ks , yε,k)+ aε(yε,ks , yε,k)]dt. (50)
The first term in Xε equals
T∫
(T − t)
[(
f,yε,k
)− T∫ (T − t)〈−γ−1ψε,k, yε,k 〉
∂Ω
]
dt. (51)0 0
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T∫
0
(T − t)
[(
f,y0,k
)− T∫
0
(T − t)〈−γ−1ψ0,k, y0,k 〉
Γ
]
dt
=
T∫
0
(T − t)[(∂ty0,k, y0,k)+ a0(y0,k, y0,k)]dt. (52)
The second term in Xε equals
−T
2
∫
Ω
∣∣yε,ks (x,0)∣∣2 dx + T∫
0
(T − t)aε(yε,ks , yε,ks )dt. (53)
To avoid the boundary conditions and the regularity of Dαy0,k(x, t) on the boundary ∂Ω , we use an important proce-
dure presented in [3, p. 285], and introduce the cut-off functions mε given by
mε ∈D(Ω),
mε(x) =
{
0 if dist(x, ∂Ω) ε,
1 if dist(x, ∂Ω) 2ε,
ε|γ |
∣∣Dγmε(x)∣∣ Cγ . (54)
We thus write y˜ε,ks (x, t) = y0,k(x, t)+ εmε(x)θε,k , where ‖mεθε,k‖L2(0,T ;L2(Ω))  C, see [3, p. 53].
Following the lines of the proof of (5.15) of [3, p. 54], we obtain
T∫
0
(T − t)aε(yε,ks , yε,ks )dt → T∫
0
(T − t)a0
(
y0,k, y0,k
)
dt, (55)
so that the second term tends to
−T
2
∫
Ω
∣∣y0,k(x,0)∣∣2 dx + T∫
0
(T − t)a0
(
y0,k, y0,k
)
dt =
T∫
0
(T − t)[(∂ty0,k, y0,k)+ a0(y0,k, y0,k)]dt. (56)
Similarly to (55) and (56), also see [3, p. 285], we derive
Yε →
T∫
0
(T − t)[(∂ty0,k, y0,k)+ a0(y0,k, y0,k)]dt, (57)
and
Zε →
T∫
0
(T − t)[(∂ty0,k, y0,k)+ a0(y0,k, y0,k)]dt. (58)
Combining (49), (52), (53), (55)–(57) and (58), this gives
Xε → 0, as ε → 0.
From (48), we get
T∫ ∥∥yε,k − yε,ks ∥∥2H 1(Ω) dt → 0, as ε → 0.
0
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T∫
0
∥∥ψε,k −ψε,ks ∥∥2H 1(Ω) dt → 0, as ε → 0.
Therefore we complete the proof of Theorem 2.1. 
Proof of Theorem 2.2. Given Aεu = − ∂∂xi (aεij (x, t) ∂u∂xj ), and A∗ε is the adjoint operator of Aε .
For s = 2, we first prove (30).
Set η˜ε,0 = yε,0 − yε,02 , π˜ ε,0 = ψε,0 −ψε,02 .
We observe that
σε
(
y
ε,0
2
)≡ −νiaεij (x, t)∂yε,02∂xj
= −νi
2∑
l=1
εl−1
(
aij (ξ, t)
∂N
(0)
α1···αl (ξ, t)
∂ξj
+ aεiα1(ξ, t)N(0)α2···αl (ξ, t)
)
∂ly0,0(x, t)
∂xα1 · · · ∂xαl
+O(ε2), (59)
and
σε
(
ψ
ε,0
2
)≡ −νiaεij (x, t)∂ψε,02∂xj
= −νi
2∑
l=1
εl−1
(
aij (ξ, t)
∂N
(0)
α1···αl (ξ, t)
∂ξj
+ aεiα1(ξ, t)N(0)α2···αl (ξ, t)
)
∂lψ0,0(x, t)
∂xα1 · · · ∂xαl
+O(ε2). (60)
Set Ez = ε(z+Q), for ∀v ∈ H 1(Ω), it follows from Remark 2.2 that
∑
z∈Tε
2∑
l=1
∫
∂Ez
σε
(
y
ε,0
2
)
v dΓ = ε2R(0)0 , (61)
and
∑
z∈Tε
2∑
l=1
∫
∂Ez
σε
(
ψ
ε,0
2
)
v dΓ = ε2R(0)1 , (62)
where
∑
z∈Tε ‖R(0)p ‖0,∂Ez  C, p = 0,1.
If (x, t) ∈ Ω × (0, T ), from (27)–(28), (22)–(24), (61) and (62), we obtain the following equations which hold in
the sense of distributions:
dη˜ε,0
dt
+Aεη˜ε,0 = εF˜ (0)0 (x, t, ε)+ ε2R(0)0 ,
−dπ˜
ε,0
dt
+A∗ε π˜ε,0 = εF˜ (0)1 (x, t, ε)+ ε2R(0)1 , (63)
where ‖F˜ (0)p ‖L2(0,T ;L2(Ω))  C, p = 0,1.
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σε
(
yε,0 − yε,02
)= −γ−1(ψε,0 −ψ0,0)
+ νi
[
aij (ξ, t)
∂N
(0)
α1 (ξ, t)
∂ξj
+ aiα1(ξ, t)− aˆiα1(t)
]
∂y0,0(x, t)
∂xα1
+O(ε) (64)
where βiα1(ξ, t) = aij (ξ, t) ∂N
(0)
α1 (ξ,t)
∂ξj
+ a(0)iα1(ξ, t)− aˆ
(0)
iα1
(t).
Similarly, from (6) and (60), we have
σε
(
ψε,0 −ψε,02
)= (yε,0 − y0,0)
+ νi
[
aij (ξ, t)
∂N
(0)
α1 (ξ, t)
∂ξj
+ aiα1(ξ, t)− aˆiα1(t)
]
∂ψ0,0(x, t)
∂xα1
+O(ε). (65)
It is obvious that βiα1(ξ, t) is a 1-periodic function with respect to ξ , for any fixed t ∈ (0, T ).
We can verify that βiα1(ξ, t) satisfies three conditions of Lemma 2.1 of [21, Chapter II], by using the definition of
N
(0)
α1 (ξ, t).
It follows from Lemma 2.2 of [21, Chapter II], that for any v ∈ L2(0, T ;H 1(Ω))∣∣∣∣ ∫
∂Ω
νiβ
iα1
(
x
ε
, t
)
v(x, t) dΓx
∣∣∣∣Cε1/2( ∫
Ω
∣∣∇xv(x, ·)∣∣2 dx)1/2. (66)
Furthermore, we show that
σε
(
η˜ε,0
)= −γ−1π˜ ε,0 + νiβiα1(ξ, t)∂y0,0(x, t)
∂xα1
+ εθε(x, ξ, t),
σε
(
π˜ ε,0
)= η˜ε,0 + νiβiα1(ξ, t)∂ψ0,0(x, t)
∂xα1
+ εζε(x, ξ, t) (67)
and
‖θε‖L2(0,T ;L2(Γ ))  C, ‖ζε‖L2(0,T ;L2(Γ ))  C. (68)
It is obvious that
η˜ε,0(x,0) = yε,0(x,0)− yε,02 (x,0) = φ0(x)− φ0(x)+ εG0(x) = εG0(x),
π˜ε,0(x, T ) = ψε,0(x, T )− yε,02 (x, T ) = εG1(x), (69)
where ‖G0‖L2(Ω)  C, ‖G1‖L2(Ω) C.
Multiplying both sides of (63)1 and (63)2 by γ η˜ε,0 and π˜ ε,0, respectively, and adding up, and integrating in
Ω × (0, t), we obtain(
dη˜ε,0
dt
, γ η˜ε,0
)
+ (Aεη˜ε,0, γ η˜ε,0)−(dπ˜ε,0
dt
, π˜ε,0
)
+ (A∗ε π˜ε,0, π˜ ε,0)
= γ ε
t∫
0
∫
Ω
F̂
(0)
0 (x, t, ε) · η˜ε,0 dx dt + ε
t∫
0
∫
Ω
F̂
(0)
1 (x, t, ε)π˜
ε,0dx dt. (70)
From (66), we get
γ
2
t∫
0
∫
Ω
∂(η˜ε,0)2
∂t
dx dt + γ
t∫
0
∫
Ω
aεij (x, t)
∂η˜ε,0
∂xj
∂η˜ε,0
∂xi
dx dt
− 1
2
t∫ ∫
∂(π˜ε,0)2
∂t
dx dt + γ
t∫ ∫
aεij (x, t)
∂π˜ε,0
∂xj
∂π˜ε,0
∂xi
dx dt0 Ω 0 Ω
L.Q. Cao / J. Math. Anal. Appl. 343 (2008) 1103–1118 1115= −γ
t∫
0
∫
∂Ω
σε
(
η˜ε,0
)
η˜ε,0 dΓ dt −
t∫
0
∫
∂Ω
σε
(
π˜ ε,0
)
π˜ ε,0 dΓ dt
+ γ ε
t∫
0
∫
Ω
F̂
(0)
0 (x, t, ε)η˜
ε,0 dx dt + ε
t∫
0
∫
Ω
F̂
(0)
1 (x, t, ε)π˜
ε,0 dx dt
= −
t∫
0
∫
∂Ω
{
νiβ
iα1
[
γ
∂y0,0
∂xα1
η˜ε,0 + ∂ψ
0,0
∂xα1
π˜ ε,0
]
+ ε[θεη˜ε,0 + ζεπ˜ε,0]}dΓ dt + γ ε t∫
0
∫
Ω
F̂
(0)
0 (x, t, ε)η˜
ε,0 dx dt
+ ε
t∫
0
∫
Ω
F̂
(0)
1 (x, t, ε)π˜
ε,0 dx dt. (71)
Since (π˜ε,0)2(x, t) is continuous in t ∈ [0, T ], we can assume that (π˜ε,0)2(x, t)|t=0 = δ(x) > 0 without loss of
generality. On the other hand, thanks to π˜ ε,0(x, T ) = εĜ1, then there exists 0 < T0 < T such that 2(π˜ε,0)2(x, t) 
δ(x), as t  T0. Therefore
−1
2
t∫
0
∫
Ω
∂(π˜ε,0)2
∂t
dx dt = 1
2
∫
Ω
(
π˜ ε,0
)2
(x, t) dx
+ 1
2
∫
Ω
[(
π˜ ε,0
)2
(x,0)− 2(π˜ ε,0)2(x, t)]dx  1
2
∫
Ω
(
π˜ ε,0(x, t)
)2
dx. (72)
From (66), (68), (72) and (71), using Young’s inequality: ab βa2 + 14β b2, we obtain, for t  T0
1
2
∫
Ω
[
γ
(
η˜ε,0
)2 + (π˜ ε,0)2]dx + γ0 t∫
0
∫
Ω
[
γ
∣∣∇η˜ε,0∣∣2 + ∣∣∇π˜ ε,0∣∣2]dx dt
 C
{
1
4β
ε + β
t∫
0
∫
Ω
[
γ
∣∣∇η˜ε,0∣∣2 + ∣∣∇π˜ ε,0∣∣2]dx dt + ε2[ t∫
0
∥∥F̂ (0)0 ∥∥2L2(Ω) dt +
t∫
0
∥∥F̂1(0)∥∥2L2(Ω) dt
]
+ ε2[‖G0‖2L2(Ω) + ‖G1‖2L2(Ω)]+
[ t∫
0
∥∥η˜ε,0∥∥2
L2(Ω) dt +
t∫
0
∥∥π˜ ε,0∥∥2
L2(Ω) dt
]}
. (73)
Set E(t) = ∫ t0 ∫Ω [γ (η˜ε,0)2 + (π˜ε,0)2]dx dt , and
F(t) = C
{
ε + ε2
[ t∫
0
∥∥F̂ (0)0 ∥∥2L2(Ω) dt +
t∫
0
∥∥F̂1(0)∥∥2L2(Ω) dt
]
+ ε2[‖G0‖2L2(Ω) + ‖G1‖2L2(Ω)]
}
, (74)
⎧⎨⎩
dE(t)
dt
E(t)+ F(t),
E(0) = 0.
(75)
Using Gronwall’s inequality, we get
E(t) Cet
{
ε + ε2
[ t∫ ∥∥F̂ (0)0 ∥∥2L2(Ω) dt +
t∫ ∥∥F̂1(0)∥∥2L2(Ω) dt
]
+ ε2[‖G0‖2L2(Ω) + ‖G1‖2L2(Ω)]
}
. (76)0 0
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1
2
∫
Ω
[
γ
(
η˜ε,0
)2 + (π˜ ε,0)2]dx + γ0 t∫
0
∫
Ω
[
γ
∣∣∇η˜ε,0∣∣2 + ∣∣∇π˜ ε,0∣∣2]dx dt
C
(
1 + et){ε + ε2[ t∫
0
∥∥F̂ (0)0 ∥∥2L2(Ω) dt +
t∫
0
∥∥F̂1(0)∥∥2L2(Ω) dt
]
+ ε2[‖G0‖2L2(Ω) + ‖G1‖2L2(Ω)]
}
. (77)
We thus obtain
sup
T0tT
∫
Ω
[(
η˜ε,0
)2 + (π˜ ε,0)2]dx + T∫
0
∫
Ω
[∥∥η˜ε,0∥∥2
H 1(Ω) +
∥∥π˜ ε,0∥∥2
H 1(Ω)
]
dx dt
C(T )
{
ε + ε2
[ t∫
0
∥∥F̂ (0)0 ∥∥2L2(Ω) dt +
t∫
0
∥∥F̂1(0)∥∥2L2(Ω) dt
]
+ ε2[‖G0‖2L2(Ω) + ‖G1‖2L2(Ω)]
}
. (78)
Therefore
sup
T0tT
∫
Ω
[(
yε,0(x, t)− yε,02 (x, t)
)2 + (ψε,0(x, t)−ψε,02 (x, t))2]dx
+
T∫
0
[∥∥yε,0 − yε,02 ∥∥2H 1(Ω) + ∥∥ψε,0 −ψε,02 ∥∥2H 1(Ω)]dt  Cε. (79)
We next prove (30) for s = 1. Set ηˆε,0 = yε,0 − yε,01 , πˆ ε,0 = ψε,0 −ψε,01 .
We obtain the following equations which hold in the sense of distributions:⎧⎪⎪⎪⎨⎪⎪⎪⎩
dηˆε,0
dt
+Aεηˆε,0 = αij (ξ, t) ∂
2y0,0
∂xi∂xj
+ εF0,
−dπˆ
ε,0
dt
+A∗ε πˆε,0 = αij (ξ, t)
∂2ψ0,0
∂xi∂xj
+ εF1
(80)
where
αij (ξ, t) =
{
aˆ
(0)
ij (t)− aij (ξ, t)− aik(ξ, t)
∂Nj (ξ, t)
∂ξk
− ∂
∂ξk
[
akj (ξ, t)N
(0)
i (ξ, t)
]}∂2y0,0(x, t)
∂xi∂xj
,
F0 = aij (ξ, t)N(0)k (ξ, t)
∂3y0,0(x, t)
∂xk∂xi∂xj
,
F1 = aij (ξ, t)N(0)k (ξ, t)
∂3ψ0,0(x, t)
∂xk∂xi∂xj
. (81)
It is obvious that αij (ξ, t) is a 1-periodic function with respect to ξ , for any fixed t ∈ (0, T ).
From (23) and (24), we verify βiα1(ξ, t) satisfies the conditions of Lemma 1.6 of [21, Chapter I]. It follows from
Lemma 1.6 of [21, Chapter I], that for any u,v ∈ L2(0, T ;H 1(Ω)), then it holds∣∣∣∣ ∫
Ω
u(x, t)v(x, t)αij
(
x
ε
, t
)
dx
∣∣∣∣ Cε∥∥u(·, t)∥∥H 1(Ω)∥∥v(·, t)∥∥H 1(Ω), ∀t ∈ (0, T ). (82)
Following along the lines of the first part of the proof for s = 2, we can complete the proof of Theorem 2.2. 
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Fig. 2. (a) The whole domain Ω ; (b) the unit cell Q.
Conclusions. This paper discussed the multiscale analysis of the optimal control on the boundary for linear parabolic
equations with rapidly oscillating coefficients which depend on spatial and temporal variables. The new contributions
obtained in this paper were the definitions of higher-order corrector terms and the determination of the convergence
rate for the approximate solutions by using a suitable cut-off function.
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Appendix A. A type of engineering problem
In this appendix, we give an example for the optimal control on the boundary of heat equation of composite
materials.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂yε,k(x, t)
∂t
− ∂
∂xi
(
aεij (x, t)
∂yε,k(x, t)
∂xj
)
= f (x, t), (x, t) ∈ Ω × (0, T ),
σε
(
yε,k
)≡ −νiaεij ∂yε,k∂xj = vε(x, t), (x, t) ∈ ∂Ω × (0, T ),
yε,k(x, t)
∣∣
t=0 = 0.
(A.1)
In a whole domain Ω , there are a large number of ellipsoids as shown in Fig. 2(a). This is a periodic structure,
where ε = 14 is a periodic parameter, and Q is the unit cell as shown in Fig. 2(b). In Q, a(k)ij1, k = 0,1,2,3, are the
thermal conductivity coefficients of these ellipsoids. a(k)ij0, k = 0,1,2,3, are the thermal conductivity coefficients of
other parts.
The case k = 1. a(1)ij0 = (200 + 100 sin(2πt/ε))δij , a(1)ij1 = (20 + 10 sin(2πt/ε))δij , f (x, t) = 100(2 + sin(2πt))×
(x2 + y2).
The case k = 2. a(2)ij0 = (200 + 100 sin(2πt/ε2))δij , a(2)ij1 = (20 + 10 sin(2πt/ε2))δij , f (x, t) = 100(2 + cos(2πt)).
The case k = 3. a(3)ij0 = (200 + 100 sin(2πt/ε3))δij , a(3)ij1 = (20 + 10 sin(2πt/ε3))δij , f (x, t) = 100(2 + sin(2πt)).
The case k = 0. a(0)ij0 = (200+100 sin(2πt))δij , a(0)ij1 = (20+10 sin(2πt))δij , f (x, t) = 100(2+ sin(2πt))(x+y+z).
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Since aij ( xε ,
t
εk
), k = 0,1,2,3, are rapidly oscillating functions with respect to x, t , a direct numerical computa-
tion of the solution becomes difficult. We summarize the results presented in the previous sections as follows: the
multiscale numerical method for the optimal control on the boundary of parabolic equations consists of the following
parts:
(Part I). Compute the periodic functions N(k)α1 , N(k)α1α2 , k = 0,1,3, in a reference periodic cell Q = (0,1)n. Note
that the case k = 2 differs from the other cases. In this case, we need to solve the initial-boundary value problems
(15)–(16) of second order parabolic equations with respect to the fast scales (ξ, τ ) ∈ Q × [0, τ0), where τ0 is a time
period.
(Part II). Solve numerically the optimal control on the boundary for the homogenized parabolic equations with
constant coefficients in the whole domain Ω × [0, T ) in the coarse mesh and the larger time step (see (25)).
(Part III). Calculate numerically some higher-order derivatives Dαx u0,k(x, t) by using the finite difference method.
We recall that one cannot directly compute higher-order derivatives from their finite element solutions. For some
concrete computational formulas, we refer the reader to [6].
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