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1. Introduction
The subject of fractional calculus has gained considerable popularity and importance due to its frequent appearance in
various fields such as physics, chemistry, and engineering. In consequence, the subject of fractional differential equations is
gaining much importance and attention. For details, see [1–27] and the references therein.
It should be noted that most of the papers and books on fractional calculus are devoted to the solvability of initial value
fractional differential equations in terms of special functions [16,17,25]. In the recent contribution [19], Lakshmikantham
and Vatsala investigated the existence of solutions of nonlinear initial value fractional differential equation and its delay
integral equation counterpart by means of integral inequalities and perturbation techniques. A Peano type local existence
theorem was established and also a comparison principle for global existence was presented. In [7], two global existence
results for an initial value problem associated with a large class of fractional differential equations was obtained by
introducing an easily verifiable hypothesis and applying a general comparison type result from [19]. For more works about
initial value fractional differential equations, see for e.g. [7–9,18–23].
On the other hand, the study of coupled system involving fractional differential equations is also important as such
systems occur in various problems of applied nature, for instance, see [21–24,28]. Recently, Su [26] discussed a two-point
boundary value problem for a coupled system of fractional differential equations
Dα0+u(t) = f (t, υ(t),Dµ0+υ(t)), 0 < t < 1,
Dβ0+υ(t) = g(t, u(t),Dν0+u(t)), 0 < t < 1,
u(0) = u(1) = υ(0) = υ(1) = 0,
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where 1 < α, β < 2, µ, ν > 0, α − ν ≥ 1, β − µ ≥ 1, f , g : [0, 1] × R × R → R are given functions and Dα0+ is the
standard Riemann–Liouville derivative of order α. Ahmad and Nieto [2] considered a three-point boundary value problem
for a coupled system of nonlinear fractional differential equations given by
Dα0+u(t) = f (t, υ(t),Dp0+υ(t)), 0 < t < 1,
Dβ0+υ(t) = g(t, u(t),Dq0+u(t)), 0 < t < 1,
u(0) = υ(0) = 0, u(1) = γ u(η), υ(1) = γ υ(η),
where 1 < α, β < 2, p, q, γ > 0, 0 < η < 1, α− q ≥ 1, β− p ≥ 1, γ ηα−1 < 1, γ ηβ−1 < 1, f , g : [0, 1]×R×R→ R are
given functions and Dα0+ is the standard Riemann–Liouville derivative of order α. All of the above-mentioned papers deal
with non-resonance case.
However, there are few papers consider the coupled system of nonlinear fractional differential equations with three-
point boundary conditions at resonance. In the recent paper [27], we considered the existence of solutions of the fractional
order ordinary differential equation:
Dα0+u(t) = f (t, u(t),Dα−(n−1)0+ u(t), . . . ,Dα−10+ u(t))+ e(t), 0 < t < 1,
subject to the following boundary value conditions:
In−α0+ u(0) = Dα−(n−1)0+ u(0) = · · · = D(α−2)0+ u(0) = 0, u(1) = σu(η),
where n− 1 < α ≤ n is a real number and σηα−1 = 1.
In this paper, we will investigate a three-point boundary value problem at resonance for a coupled system of nonlinear
fractional differential equations given by
Dα0+u(t) = f (t, υ(t),Dβ−10+ υ(t)), 0 < t < 1,
Dβ0+υ(t) = g(t, u(t),Dα−10+ u(t)), 0 < t < 1,
u(0) = υ(0) = 0, u(1) = σ1u(η1), υ(1) = σ2υ(η2),
(1.1)
where 1 < α, β ≤ 2, 0 < η1, η2 < 1, σ1, σ2 > 0, σ1ηα−11 = σ2ηβ−12 = 1, D is the standard Riemann–Liouville fractional
derivative and f , g : [0, 1]×R2 → R are continuous. The coupled system (1.1) happens to be at resonance in the sense that
the associated linear homogeneous coupled system
Dα0+u(t) = 0, 0 < t < 1,
Dβ0+υ(t) = 0, 0 < t < 1,
u(0) = υ(0) = 0, u(1) = σ1u(η1), υ(1) = σ2υ(η2),
have (u(t), υ(t)) = (c1tα−1, c2tβ−1), c1, c2 ∈ R as a nontrivial solution.
The rest of this paper is organized as follows. In Section 2, we give some notations and lemmas. In Section 3, we establish
some theorems of existence of a solution for the coupled system (1.1) and an example is given to demonstrate our results.
2. Background materials and preliminaries
For the convenience of the reader, we present here some necessary basic knowledge and definitions about fractional
calculus theory. These definitions can be found in the recent literature. Which can be found in [4,5,17].
Definition 2.1 ([17]). The Riemann–Liouville fractional integrals Iα0+f of order α (α > 0) is defined by
Iα0+f (t) =
1
Γ (α)
∫ t
0
(t − s)α−1f (s)ds, (t > 0).
Definition 2.2 ([17]). The Riemann–Liouville fractional derivatives Dα0+y of order α (α ≥ 0) is defined by
Dα0+y(t) =
1
Γ (n− α)

d
dt
n ∫ t
0
y(s)
(t − s)α−n+1 ds,
where n = [α] + 1.
Lemma 2.1 ([5]).Assume that u ∈ C(0, 1)∩L1(0, 1)with a fractional derivative of order α > 0 that belongs to C(0, 1)∩L1(0, 1).
Then
Iα0+D
α
0+u(t) = u(t)+ C1tα−1 + C2tα−2 + · · · + CN tα−N ,
for some Ci ∈ R, i = 1, 2, . . . ,N, where N is the smallest integer grater than or equal to α.
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Lemma 2.2 ([17]). If α > 0, β > 0, then the equation
(Iα0+I
β
0+f )(x) = (Iα+β0+ f )(x)
is satisfied for continuous function f .
If α > 0,m ∈ N and D = d/dx. If the fractional derivatives (Dα0+y)(x) and (Dα+m0+ y)(x) exist, then
(DmDα0+y)(x) = (Dα+m0+ y)(x).
If α > 0, then the equation
(Dα0+I
α
0+f )(x) = f (x)
is satisfied for continuous function f .
If α > β > 0, then the relation
(Dβ0+I
α
0+f )(x) = (Iα−β0+ f )(x)
holds for continuous function f .
Now, we will briefly recall some notations and an abstract existence result.
Let Y , Z be real Banach spaces, L : dom(L) ⊂ Y → Z be a Fredholm map of index zero and P : Y → Y ,Q : Z → Z
be continuous projectors such that Im(P) = Ker(L),Ker(Q ) = Im(L) and Y = Ker(L) ⊕ Ker(P), Z = Im(L) ⊕ Im(Q ). It
follows that L|dom(L)∩Ker(P) : dom(L)∩ Ker(P)→ Im(L) is invertible. We denote the inverse of the map by KP . IfΩ is an open
bounded subset of Y such that dom(L) ∩ Ω ≠ ∅, the map N : Y → Z will be called L-compact onΩ if QN(Ω) is bounded
and KP(I − Q )N : Ω → Y is compact.
The theorem we used is the Theorem 2.4 of [29].
Theorem 2.1. Let L be a Fredholm operator of index zero and N be L-compact on Ω . Assume that the following conditions are
satisfied:
(i) Lx ≠ λNx for every (x, λ) ∈ [(dom(L) \ Ker(L)) ∩ ∂Ω] × (0, 1);
(ii) Nx ∉ Im(L) for every x ∈ Ker(L) ∩ ∂Ω;
(iii) deg

JQN|Ker(L),Ω ∩ Ker(L), 0
 ≠ 0, where Q : Z → Z is a projection as above with Im(L) = Ker(Q ) and J : Im(Q ) →
Ker(L) is any isomorphism.
Then the equation Lx = Nx has at least one solution in dom(L) ∩Ω .
We use the classical Banach space C[0, 1]with the norm ‖x‖∞ = maxt∈[0,1] |x(t)|. Givenµ > 0 and N = [µ]+ 1 we can
define a linear space
Cµ[0, 1] := {u(t)|u(t) = Iµ0+x(t)+ c1tµ−1 + · · · + cN−1tµ−(N−1), t ∈ [0, 1]}, (2.1)
where x ∈ C[0, 1] and ci ∈ R, i = 1, . . . ,N − 1. By means of the linear functional analysis theory, we can prove that with
the norm ‖u‖Cµ = ‖Dµ0+u‖∞ + · · · + ‖Dµ−(N−1)0+ u‖∞ + ‖u‖∞, Cµ[0, 1] is a Banach space [27].
Lemma 2.3 ([27]). F ⊂ Cµ[0, 1] is a sequentially compact set if and only if F is uniformly bounded and equicontinuous. Here
uniformly bounded means there exists M > 0, such that for every u ∈ F
‖u‖Cµ = ‖Dµ0+u‖∞ + · · · + ‖Dµ−(N−1)0+ u‖∞ + ‖u‖∞ < M,
and equicontinuous means that ∀ε > 0, ∃δ > 0, such that
|u(t1)− u(t2)| < ε, (∀t1, t2 ∈ [0, 1], |t1 − t2| < δ,∀u ∈ F)
and
|Dα−i0+ u(t1)− Dα−i0+ u(t2)| < ε, (∀t1, t2 ∈ [0, 1], |t1 − t2| < δ,∀u ∈ F , ∀i ∈ {0, . . . ,N − 1}).
Let Z1 = C[0, 1]. Banach spaces Y1 = Cα−1[0, 1] defined by (2.1), equipped with the norm ‖u‖Y1 = ‖Dα−10+ u‖∞ + ‖u‖∞,
Y2 = Cβ−1[0, 1] equipped with the norm ‖υ‖Y2 = ‖Dβ−10+ υ‖∞ + ‖υ‖∞. Thus Y = Y1 × Y2 is a Banach space with
the norm defined by ‖(u, υ)‖Y = max{‖u‖Y1 , ‖υ‖Y2} and Z = Z1 × Z1 is a Banach space with the norm defined by‖(x, y)‖Z = max{‖x‖∞, ‖y‖∞}. Define L1 to be the linear operator from dom(L1) ∩ Y1 to Z1 with
dom(L1) =

u ∈ Cα−1[0, 1]|Dα0+u ∈ C[0, 1], u(0) = 0, u(1) = σ1u(η1)

,
and
L1u = Dα0+u, u ∈ dom(L1). (2.2)
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Define L2 to be the linear operator from dom(L2) ∩ Y2 to Z1 with
dom(L2) =

υ ∈ Cβ−1[0, 1]|Dβ0+υ ∈ C[0, 1], υ(0) = 0, υ(1) = σ2υ(η2)

,
and
L2υ = Dβ0+υ, υ ∈ dom(L2). (2.3)
Define L to be the linear operator from dom(L) ∩ Y to Z with
dom(L) = {(u, υ) ∈ Y |u ∈ dom(L1), υ ∈ dom(L2)} ,
and
L(u, υ) = (L1u, L2υ), (u, υ) ∈ dom(L). (2.4)
We define N : Y → Z by setting
N(u, υ) = (N1υ,N2u), (2.5)
where N1 : Y2 → Z1 is defined by
N1υ(t) = f (t, υ(t),Dβ−10+ υ(t)), (2.6)
and N2 : Y1 → Z1 is defined by
N2u(t) = g(t, u(t),Dα−10+ u(t)). (2.7)
Then the coupled system of boundary value problems (1.1) can be written by
L(u, υ) = N(u, υ). (2.8)
Lemma 2.4. The mapping L : dom(L) ⊂ Y → Z is a Fredholm operator of index zero.
Proof. It is clear that Ker(L) = {(c1tα−1, c2tβ−1)|c1, c2 ∈ R} ∼= R2.
Let (x, y) ∈ Im(L), then there exists (u, υ) ∈ dom(L) such that (x, y) = L(u, υ), that is, u ∈ Y1, x = Dα0+u and
υ ∈ Y2, y = Dβ0+υ . By Lemma 2.1, we have
Iα0+x(t) = u(t)+ c1tα−1 + c2tα−2,
and by the boundary conditions, we obtain c2 = 0, c1 can be any constant and x satisfies
Iα0+x(1) = σ1Iα0+x(η1). (2.9)
By the definition of Iα0+ and integration by parts, we have
Iα0+x(t) =
1
Γ (α)
∫ t
0
(t − s)α−1x(s)ds = 1
Γ (α)
∫ t
0
(t − s)α−1d
∫ s
0
x(τ )dτ

= 1
Γ (α)
[
(t − s)α−1
∫ s
0
x(τ )dτ
t
0
+ (α − 1)
∫ t
0
(t − s)α−2
∫ s
0
x(τ )dτds
]
= 1
Γ (α)
(α − 1)
∫ t
0
(t − s)α−2
∫ s
0
x(τ )dτds,
by (2.9),∫ 1
0
(1− s)α−2
∫ s
0
x(τ )dτds = σ1
∫ η1
0
(η1 − s)α−2
∫ s
0
x(τ )dτds
= σ1η1
∫ 1
0
(η1 − η1s)α−2
∫ η1s
0
x(τ )dτds
= σ1ηα−11
∫ 1
0
(1− s)α−2
∫ ηs
0
x(τ )dτds
=
∫ 1
0
(1− s)α−2
∫ η1s
0
x(τ )dτds,
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that is to say,∫ 1
0
(1− s)α−2
∫ s
0
x(τ )dτds−
∫ 1
0
(1− s)α−2
∫ η1s
0
x(τ )dτds =
∫ 1
0
(1− s)α−2
∫ s
η1s
x(τ )dτds = 0. (2.10)
Similarly, we can derive that y satisfies∫ 1
0
(1− s)β−2
∫ s
η2s
y(τ )dτds = 0. (2.11)
On the other hand, suppose x, y ∈ Z1 satisfy (2.10), (2.11) respectively, let u(t) = Iα0+x(t), υ(t) = Iβ0+y(t), then u ∈
dom(L1), Dα0+u(t) = x(t) and υ ∈ dom(L2),Dβ0+υ(t) = y(t). That is to say, (x, y) ∈ Im(L). From the above argument, we
obtain
Im(L) = {(x, y) ∈ Z |xsatisfies (2.10), ysatisfies (2.11)}. (2.12)
Consider the linear operators Q1,Q2 : Z1 → Z1 and Q : Z → Z defined by
Q1x = 11− η1
Γ (α + 1)
Γ (α − 1)
∫ 1
0
(1− s)α−2
∫ s
η1s
x(τ )dτds,
Q2y = 11− η2
Γ (β + 1)
Γ (β − 1)
∫ 1
0
(1− s)β−2
∫ s
η2s
y(τ )dτds,
and
Q (x, y) = (Q1x,Q2y).
It is clear that Q is a continuous linear projector and (x, y) ∈ Im(L) is equivalent to Q (x, y) = (0, 0). In fact, Im(L) = Ker(Q ).
Take (x, y) ∈ Z in the form (x, y) = ((x, y) − Q (x, y)) + Q (x, y) so that (x, y) − Q (x, y) ∈ Im(L) = Ker(Q ) and
Q (x, y) ∈ Im(Q ). Thus, Z = Im(L) + Im(Q ). For every (x, y) ∈ Im(Q ) have the form (x, y) = (c1, c2), c1, c2 ∈ R. If
c1, c2 satisfy (2.10) and (2.11) respectively, then we have c1 = c2 = 0. Hence, Im(L) ∩ Im(Q ) = (0, 0) and, in fact
Z = Im(L)⊕ Im(Q ).
Now, Ind L = dim Ker(L)-codim Im(L) = 0 and so L is a Fredholm operator of index zero. 
Let operators P1 : Y1 → Y1, P2 : Y2 → Y2, P : Y → Y be defined by
P1u(t) = 1
Γ (α)
Dα−10+ u(0)t
α−1, P2υ(t) = 1
Γ (β)
Dβ−10+ υ(0)t
β−1, (2.13)
and
P(u, υ) = (P1u, P2υ). (2.14)
Note that P1, P2, P are continuous linear projectors and
Ker(P) = (Ker(P1),Ker(P2)) = {(u, υ) ∈ Y |Dα−10+ u(0) = 0,Dβ−10+ υ(0) = 0}. (2.15)
It is clear that Y = Ker(L)⊕ Ker(P) and for every (u, υ) ∈ Y ,
‖P(u, υ)‖Y = ‖(P1u, P2υ)‖Y = max{‖P1u‖Y1 , ‖P2υ‖Y2}
= max

1
Γ (α)
|Dα−10+ u(0)| ‖tα−1‖Y1 ,
1
Γ (β)
|Dβ−10+ υ(0)| ‖tβ−1‖Y2

= max

1
Γ (α)
|Dα−10+ u(0)|[‖tα−1‖∞ + ‖Dα−10+ (tα−1)‖∞],
1
Γ (β)
|Dβ−10+ υ(0)|[‖tβ−1‖∞ + ‖Dβ−10+ (tβ−1)‖∞]

= max

1+ 1
Γ (α)

|Dα−10+ u(0)|,

1+ 1
Γ (β)

|Dβ−10+ υ(0)|

. (2.16)
Note that the projectors P and Q are exact. Define KP : Im(L)→ dom(L) ∩ Ker(P) by
KP(x, y) = (Iα0+x, Iβ0+y). (2.17)
For (x, y) ∈ Im(L), we have
LKP(x, y) = L(Iα0+x, Iβ0+y) = (Dα0+Iα0+x,Dβ0+Iβ0+y) = (x, y),
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and for (u, υ) ∈ dom(L)∩Ker(P), we have u ∈ dom(L1),Dα−10+ u(0) = 0 and υ ∈ dom(L2),Dβ−10+ υ(0) = 0, so the coefficients
c1, c2, c3, c4 in the expressions
u = Iα0+Dα0+u+ c1tα−1 + c2tα−2,
υ = Iβ0+Dβ0+υ + c3tβ−1 + c4tβ−2,
are all equal to zero, thus, we obtain
KPL(u, υ) = KP(L1u, L2υ) = (Iα0+Dα0+u, Iβ0+Dβ0+υ) = (u, υ).
This shows that KP = (L|dom(L)∩Ker(P))−1. Again since for every (x, y) ∈ Im(L),
‖KP(x, y)‖Y = ‖(Iα0+x, Iβ0+y)‖Y
= max{‖Iα0+x‖Y1 , ‖Iβ0+y‖Y2}
= max{‖Iα0+x‖∞ + ‖Dα−10+ Iα0+x‖∞, ‖Iβ0+y‖∞ + ‖Dβ−10+ Iβ0+y‖∞}
≤ max

1+ 1
αΓ (α)

‖x‖∞,

1+ 1
βΓ (β)

‖y‖∞

. (2.18)
With the similar arguments to [27], we obtain the following lemma.
Lemma 2.5. KP(I − Q )N : Y → Y is completely continuous.
3. Main results
In this section, we shall prove existence results for (1.1).
First, let us set the following notations for convenience:
ρ1 = 1+ 1
Γ (α)
, ρ2 = 1+ 1
αΓ (α)
µ1 = 1+ 1
Γ (β)
, µ2 = 1+ 1
βΓ (β)
ϵ1 = ρ1 + ρ2, ϵ2 = µ1 + µ2.
Theorem 3.1. Let f , g : [0, 1] × R2 → R are both continuous. Assume that
(A1) There exist positive constants a1, b1, d1, r1 ∈ R, θ1 ∈ [0, 1), such that for all (x, y) ∈ R2, t ∈ [0, 1], either
|f (t, x, y)| ≤ a1|x| + b1|y| + d1|y|θ1 + r1 (3.1)
or else
|f (t, x, y)| ≤ a1|x| + b1|y| + d1|x|θ1 + r1, (3.2)
and positive constants a2, b2, d2, r2 ∈ R, θ2 ∈ [0, 1), such that for all (x, y) ∈ R2, t ∈ [0, 1], either
|g(t, x, y)| ≤ a2|x| + b2|y| + d2|y|θ2 + r2 (3.3)
or else
|g(t, x, y)| ≤ a2|x| + b2|y| + d2|x|θ2 + r2. (3.4)
(A2) There exists M > 0 such that for any (x, y) ∈ R2, if |y| > M, one has
|f (t, x, y)| ≥ −k1|x| + l1|y| −m1, (3.5)
and
|g(t, x, y)| ≥ −k2|x| + l2|y| −m2, (3.6)
where l1 >
k1
Γ (β)
≥ 0, l2 > k2Γ (α) ≥ 0,m1,m2 ≥ 0 are all constants.
(A3) There exists M∗ > 0 such that for any (c1, c2) ∈ R2,min{|c1|, |c2|} > M∗, then either at least one of the following
expressions
c1
∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds ≤ 0, (3.7)
c2
∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds ≤ 0, (3.8)
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holds, or else at least one of the expressions
c1
∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds ≥ 0, (3.9)
c2
∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds ≥ 0, (3.10)
holds.
Then, the coupled system (1.1) has at least one solution in Banach space Y provided that
max

(a1 + b1)ϵ1 + ρ1 k2l2 , (a1 + b1)ρ1 + (a2 + b2)µ2 + ρ1
k2
l2
, (a2 + b2)ϵ2
+µ1 k1l1 , (a1 + b1)ρ2 + (a2 + b2)µ1 + µ1
k1
l1

< 1. (3.11)
Proof. Our proof can be divided into four steps.
Step 1:
Set
Ω1 = {(u, υ) ∈ dom(L) \ Ker(L)|L(u, υ) = λN(u, υ) for some λ ∈ [0, 1]}.
Then for (u, υ) ∈ Ω1, L(u, υ) = λN(u, υ), thus λ ≠ 0,N(u, υ) ∈ Im(L) = Ker(Q ), hence QN(u, υ) = (Q1N1υ,Q2N2u) =
(0, 0), that is,∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , υ(τ ),Dβ−10+ υ(τ))dτds = 0,∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , u(τ ),Dα−10+ u(τ ))dτds = 0.
Thus, there exists s0 ∈ (0, 1) and t0 ∈ [η1s0, s0] such that
f (t0, υ(t0),D
β−1
0+ υ(t0)) = 0. (3.12)
If for some t1 ∈ [0, 1], |Dβ−10+ υ(t1)| ≤ M , then we have
|Dβ−10+ υ(0)| =
Dβ−10+ υ(t1)− ∫ t1
0
Dβ0+υ(t)dt

≤ M + ‖Dβ0+υ‖∞
= M + ‖L2υ‖∞ = M + ‖λN2u‖∞
≤ M + ‖N2u‖∞. (3.13)
Otherwise, if for any t ∈ [0, 1], |Dβ−10+ υ(t)| > M , from (3.12) and (A2), we obtain
|Dβ−10+ υ(t0)| ≤
k1
l1
|υ(t0)| + m1l1
≤ k1
l1
‖υ‖∞ + m1l1 ,
thus
|Dβ−10+ υ(0)| =
Dβ−10+ υ(t0)− ∫ t0
0
Dβ0+υ(t)dt

≤ k1
l1
‖υ‖∞ + m1l1 + ‖D
β
0+υ‖∞
= k1
l1
‖υ‖∞ + m1l1 + ‖L2υ‖∞
= k1
l1
‖υ‖∞ + m1l1 + ‖λN2u‖∞
≤ k1
l1
‖υ‖∞ + m1l1 + ‖N2u‖∞. (3.14)
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Hence, from (3.13) and (3.14), we have
|Dβ−10+ υ(0)| ≤ ‖N2u‖∞ +
k1
l1
‖υ‖∞ + m1l1 +M. (3.15)
Similarly to the above argument, we can also obtain
|Dα−10+ u(0)| ≤ ‖N1υ‖∞ +
k2
l2
‖u‖∞ + m2l2 +M. (3.16)
Again for (u, υ) ∈ Ω1, (u, υ) ∈ dom(L) \ Ker(L), then (I − P)(u, υ) ∈ dom(L)∩ Ker(P) and LP(u, υ) = (0, 0), thus from
(2.18), we have
‖(I − P)(u, υ)‖Y = ‖KPL(I − P)(u, υ)‖Y
= ‖KP(L1u, L2υ)‖Y
≤ max

1+ 1
αΓ (α)

‖L1u‖∞,

1+ 1
βΓ (β)

‖L2υ‖∞

≤ max

1+ 1
αΓ (α)

‖N1υ‖∞,

1+ 1
βΓ (β)

‖N2u‖∞

. (3.17)
From (3.15), (3.16), (2.16) and (3.17), we get
‖(u, υ)‖Y ≤ ‖P(u, υ)‖Y + ‖(I − P)(u, υ)‖Y
= max

1+ 1
Γ (α)

|Dα−10+ u(0)|,

1+ 1
Γ (β)

|Dβ−10+ υ(0)|

+ ‖(I − P)(u, υ)‖Y
≤ max

ρ1‖N1υ‖∞ + ρ1 k2l2 ‖u‖∞ + ρ1

M + m2
l2

, µ1‖N2u‖∞ + µ1 k1l1 ‖υ‖∞ + µ1

M + m1
l1

+ max {ρ2‖N1υ‖∞, µ2‖N2u‖∞}
= max

ϵ1‖N1υ‖∞ + ρ1 k2l2 ‖u‖∞ + ρ1

M + m2
l2

, ρ1‖N1υ‖∞ + µ2‖N2u‖∞ + ρ1 k2l2 ‖u‖∞
+ ρ1

M + m2
l2

, ϵ2‖N2u‖∞ + µ1 k1l1 ‖υ‖∞ + µ1

M + m1
l1

, ρ2‖N1υ‖∞
+µ1‖N2u‖∞ + µ1 k1l1 ‖υ‖∞ + µ1

M + m1
l1

. (3.18)
If (3.1) and (3.3) in (A1) hold, then from (3.18), the proof can be divided into four cases:
Case 1. ‖(u, υ)‖Y ≤ ϵ1‖N1υ‖∞ + ρ1 k2l2 ‖u‖∞ + ρ1

M + m2l2

.
From (3.1), we have
‖(u, υ)‖Y ≤ ϵ1

a1‖υ‖∞ + b1‖Dβ−10+ υ‖∞ + d1‖Dβ−10+ υ‖θ1∞ + r1

+ ρ1 k2l2 ‖u‖∞ + ρ1

M + m2
l2

. (3.19)
Thus, from ‖u‖∞, ‖Dα−10+ u‖∞, ‖υ‖∞, ‖Dβ−10+ υ‖∞ ≤ ‖(u, υ)‖Y and (3.19), we obtain
‖υ‖∞ ≤ 11− ϵ1a1
[
ϵ1b1‖Dβ−10+ υ‖∞ + ϵ1d1‖Dβ−10+ υ‖θ1∞ + ϵ1r1 + ρ1
k2
l2
‖u‖∞ + ρ1

M + m2
l2
]
, (3.20)
again from (3.19), (3.20), one has
‖u‖∞ ≤ 1
1− ϵ1a1 − ρ1 k2l2
[
ϵ1b1‖Dβ−10+ υ‖∞ + ϵ1d1‖Dβ−10+ υ‖θ1∞ + ϵ1r1 + ρ1

M + m2
l2
]
, (3.21)
and
‖Dβ−10+ υ‖∞ ≤
1
1− ϵ1a1 − ϵ1b1 − ρ1 k2l2
[
ϵ1d1‖Dβ−10+ υ‖θ1∞ + ϵ1r1 + ρ1

M + m2
l2
]
. (3.22)
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Since θ1 ∈ [0, 1), from the above last inequality, there exists M1 > 0 such that ‖Dβ−10+ υ‖∞ ≤ M1, thus from (3.21), there
existsM2 > 0 such that ‖u‖∞ ≤ M2, again from (3.20), there existsM3 > 0 such that ‖υ‖∞ ≤ M3. Thus, from (3.19), there
existsM4 > 0 such that ‖(u, υ)‖Y ≤ M4. ThereforeΩ1 is bounded.
Case 2. ‖(u, υ)‖Y ≤ ϵ2‖N2u‖∞ + µ1 k1l1 ‖υ‖∞ + µ1

M + m1l1

.
The proof is similar to that of case 1. Here, we omit it.
Case 3. ‖(u, υ)‖Y ≤ ρ1‖N1υ‖∞ + µ2‖N2u‖∞ + ρ1 k2l2 ‖u‖∞ + ρ1

M + m2l2

.
From (3.1) and (3.3), we have
‖(u, υ)‖Y ≤ ρ1

a1‖υ‖∞ + b1‖Dβ−10+ υ‖∞ + d1‖Dβ−10+ υ‖θ1∞ + r1

+µ2

a2‖u‖∞ + b2‖Dα−10+ u‖∞ + d2‖Dα−10+ u‖θ2∞ + r2
+ ρ1 k2l2 ‖u‖∞ + ρ1

M + m2
l2

. (3.23)
Thus, from ‖u‖∞, ‖Dα−10+ u‖∞, ‖υ‖∞, ‖Dβ−10+ υ‖∞ ≤ ‖(u, υ)‖Y and (3.23), we obtain
‖υ‖∞ ≤ 11− ρ1a1

ρ1b1‖Dβ−10+ υ‖∞ + ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2a2‖u‖∞ + µ2b2‖Dα−10+ u‖∞
+µ2d2‖Dα−10+ u‖θ2∞ + µ2r2 + ρ1
k2
l2
‖u‖∞ + ρ1

M + m2
l2

, (3.24)
again from (3.23), (3.24), we have
‖u‖∞ ≤ 1
1− ρ1a1 − µ2a2 − ρ1 k2l2

ρ1b1‖Dβ−10+ υ‖∞ + ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2b2‖Dα−10+ u‖∞
+µ2d2‖Dα−10+ u‖θ2∞ + µ2r2 + ρ1

M + m2
l2

, (3.25)
‖Dα−10+ u‖∞ ≤
1
1− ρ1a1 − ρ1b1 − µ2a2 − µ2b2 − ρ1 k2l2

ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2d2‖Dα−10+ u‖θ2∞
+µ2r2 + ρ1

M + m2
l2

, (3.26)
and
‖Dβ−10+ υ‖∞ ≤
1
1− ρ1a1 − ρ1b1 − µ2a2 − µ2b2 − ρ1 k2l2

ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2d2‖Dα−10+ u‖θ2∞ + µ2r2
+ ρ1

M + m2
l2

. (3.27)
If ρ1d1‖Dβ−10+ υ‖θ1∞ ≥ µ2d2‖Dα−10+ u‖θ2∞, then, from (3.27), we have
‖Dβ−10+ υ‖∞ ≤
1
1− ρ1a1 − ρ1b1 − µ2a2 − µ2b2 − ρ1 k2l2

ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2d2‖Dα−10+ u‖θ2∞
+µ2r2 + ρ1

M + m2
l2

≤ 1
1− ρ1a1 − ρ1b1 − µ2a2 − µ2b2 − ρ1 k2l2
[
2ρ1d1‖Dβ−10+ υ‖θ1∞ + ρ1r1 + µ2r2 + ρ1

M + m2
l2
]
. (3.28)
Since θ1 ∈ [0, 1), from the above last inequality, there exists M1 > 0 such that ‖Dβ−10+ υ‖∞ ≤ M1, thus from (3.26), there
existsM2 > 0, such that ‖Dα−10+ u‖∞ ≤ M2, again from (3.25), there existsM3 > 0 such that ‖u‖∞ ≤ M3, again from (3.24),
there existsM4 > 0 such that ‖υ‖∞ ≤ M4, hence ‖(u, υ)‖Y ≤ max{M1 +M4,M2 +M3}. ThereforeΩ1 is bounded.
If ρ1d1‖Dβ−10+ υ‖θ1∞ ≤ µ2d2‖Dα−10+ u‖θ2∞, then, from (3.26), similarly to the above argument, we can also prove that Ω1 is
bounded.
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Case 4. ‖(u, υ)‖Y ≤ ρ2‖N1υ‖∞ + µ1‖N2u‖∞ + µ1 k1l1 ‖υ‖∞ + µ1

M + m1l1

.
The proof is similar to that of case 3. Here, we omit it.
If (3.1) and (3.4), or (3.2) and (3.3), or (3.2) and (3.4) in (A1) hold, similarly to the above argument, we can prove thatΩ1
is bounded too.
Step 2:
Let
Ω2 = {(u, υ) ∈ Ker(L)|N(u, υ) ∈ Im(L)}.
For (u, υ) ∈ Ω2, (u, υ) ∈ Ker(L) = {(u, υ) ∈ dom(L)|(u, υ) = (c1tα−1, c2tβ−1), c1, c2 ∈ R, t ∈ [0, 1]}, and QN(u, υ)
= (Q1N1υ,Q2N2u) = (0, 0), thus∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds = 0,∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds = 0.
Thus, there exists s1 ∈ (0, 1) and t2 ∈ [η1s1, s1] such that
f (t2, c2t
β−1
2 , c2Γ (β)) = 0.
Therefore, it follows that
c2Γ (β) ≤ M
or
c2Γ (β)l1 ≤ |c2|k1 +m1,
that is to say
|c2| ≤ max

M
Γ (β)
,
m1
l1Γ (β)− k1

.
Similarly, we can also obtain
|c1| ≤ max

M
Γ (α)
,
m2
l2Γ (α)− k2

.
Hence,Ω2 is bounded.
Step 3:
According to the condition (A3), for any (c1, c2) ∈ R2,min{|c1|, |c2|} > M∗, if at least on of the expressions (3.7), (3.8)
holds, set
Ω3 = {(u, υ) ∈ Ker(L)| − λJ−1(u, υ)+ (1− λ)QN(u, υ) = (0, 0), λ ∈ [0, 1]},
here J : Im(Q )→ Ker(L) is the linear isomorphism given by
J(c1, c2) = (c1tα−1, c2tβ−1), ∀c1, c2 ∈ R2, t ∈ [0, 1].
Since for (u, υ) = (c1tα−1, c2tβ−1) ∈ Ω3, then
λ(c1, c2) = (1− λ)

1
1− η1
Γ (α + 1)
Γ (α − 1)
∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds,
× 1
1− η2
Γ (β + 1)
Γ (β − 1)
∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds

. (3.29)
Our proof can be divided into five cases:
Case 1. If λ = 1, then c1 = c2 = 0.
Case 2. If λ = 0, then we have∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds = 0,∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds = 0.
Thus, by Step 2, |c1| ≤ max

M
Γ (α)
,
m2
l2Γ (α)−k2

, |c2| ≤ max

M
Γ (β)
,
m1
l1Γ (β)−k1

.
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Case 3. If λ ≠ 1, λ ≠ 0, |c1| ≤ M∗, then, from (3.29), if |c2Γ (β)| > M , we have
λ|c1| = (1− λ) 11− η1
Γ (α + 1)
Γ (α − 1)
∫ 1
0
(1− s)α−2
∫ s
η1s
|f (τ , c2τ β−1, c2Γ (β))|dτds
≥ (1− λ)(l1|c2Γ (β)| − k1|c2| −m1), (3.30)
λ|c2| = (1− λ) 11− η2
Γ (β + 1)
Γ (β − 1)
∫ 1
0
(1− s)β−2
∫ s
η2s
|g(τ , c1τ α−1, c1Γ (α))|dτds
≤ (1− λ)(a2|c1| + b2|c1Γ (α)| + d2|c1Γ (α)|θ2 + r2), (3.31)
thus, from (3.30), (3.31), we have
|c2| ≤ λ1− λ
|c1|
l1Γ (β)− k1 +
m1
l1Γ (β)− k1 ≤
λ
1− λ
M∗
l1Γ (β)− k1 +
m1
l1Γ (β)− k1 ,
and
|c2| ≤ 1− λ
λ
(a2|c1| + b2|c1Γ (α)| + d2|c1Γ (α)|θ2 + r2)
≤ 1− λ
λ
(a2M∗ + b2M∗Γ (α)+ d2|M∗Γ (α)|θ2 + r2).
Since for every λ ∈ (0, 1), min  λ1−λ , 1−λλ  ≤ 1 are bounded, so that
|c2| ≤ min

λ
1− λ
M∗
l1Γ (β)− k1 +
m1
l1Γ (β)− k1 ,
1− λ
λ
(a2M∗ + b2M∗Γ (α)+ d2|M∗Γ (α)|θ2 + r2)

≤ min

M∗
l1Γ (β)− k1 +
m1
l1Γ (β)− k1 , a2M
∗ + b2M∗Γ (α)+ d2|M∗Γ (α)|θ2 + r2

.
Case 4. If λ ≠ 1, λ ≠ 0, |c2| ≤ M∗, similarly to case 3, we can derive that
|c1| ≤ min

λ
1− λ
M∗
l2Γ (α)− k2 +
m2
l2Γ (α)− k2 ,
1− λ
λ
(a1M∗ + b1M∗Γ (β)+ d1|M∗Γ (β)|θ1 + r1)

≤ min

M∗
l2Γ (α)− k2 +
m2
l2Γ (α)− k2 , a1M
∗ + b1M∗Γ (β)+ d1|M∗Γ (β)|θ1 + r1

.
Case 5. If λ ≠ 1, λ ≠ 0 and min{|c1|, |c2|} > M∗, in view of (3.7), (3.8), one has
c1
∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds ≤ 0,
or
c2
∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds ≤ 0,
which contradicts λc21 > 0, λc
2
2 > 0.
Thus, for every (u, υ) = (c1tα−1, c2tβ−1) ∈ Ω3,
max{|c|1, |c|2} ≤ max

M∗,
M
Γ (α)
,
m2
l2Γ (α)− k2 ,
M
Γ (β)
,
m1
l1Γ (β)− k1 ,
× M
∗
l1Γ (β)− k1 +
m1
l1Γ (β)− k1 , a2M
∗ + b2M∗Γ (α)+ d2|M∗Γ (α)|θ2 + r2,
× M
∗
l2Γ (α)− k2 +
m2
l2Γ (α)− k2 , a1M
∗ + b1M∗Γ (β)+ d1|M∗Γ (β)|θ1 + r1

.
Therefore,Ω3 is bounded.
If at least one of the expressions (3.9), (3.10) holds, then the set
Ω3 = {(u, υ) ∈ Ker(L)|λJ−1(u, υ)+ (1− λ)QN(u, υ) = 0, λ ∈ [0, 1]},
here J as in above. Similar to the above argument, we can show thatΩ3 is bounded too.
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Step 4:
In the following, we shall prove that all the conditions of Theorem 2.1 are satisfied. Set Ω to be a bounded open set of
Y such that ∪3i=1Ω i ⊂ Ω . By Lemma 2.5, KP(I − Q )N : Ω → Y is compact, thus N is L-compact onΩ . Then by the above
argument, we have
(i) L(u, υ) ≠ λN(u, υ) for every ((u, υ), λ) ∈ [(dom(L) \ Ker(L)) ∩ ∂Ω] × (0, 1);
(ii) N(u, υ) ∉ Im(L) for every (u, υ) ∈ Ker(L) ∩ ∂Ω .
At least we will prove that (iii) of Theorem 2.1 is satisfied. Let H((u, υ), λ) = ±λI(u, υ)+ (1− λ)JQN(u, υ), where I is the
identical operator. According to the above argument, we know
H((u, υ), λ) ≠ 0, for all (u, υ) ∈ Ker(L) ∩ ∂Ω,
thus, by the homotopy property of degree
deg(JQN|Ker(L),Ω ∩ Ker(L), (0, 0)) = deg(H(·, 0),Ω ∩ Ker(L), (0, 0))
= deg(H(·, 1),Ω ∩ Ker(L), (0, 0))
= deg(±I,Ω ∩ Ker(L), (0, 0)) ≠ 0.
Then by Theorem 2.1, L(u, υ) = N(u, υ) has at least one solution in dom(L) ∩ Ω , so that the coupled system (1.1) has at
least one solution in Y . The proof is finished. 
Theorem 3.2. Suppose that the conditions (A1) and (A2) in Theorem 3.1 are replaced by the following conditions respectively:
(A4) There exist positive constants a1, b1, a2, b2, such that for all (x1, y1), (x2, y2) ∈ R2, t ∈ [0, 1] one has
|f (t, x1, y1)− f (t, x2, y2)| ≤ a1|x1 − x2| + b1|y1 − y2|, (3.32)
|g(t, x1, y1)− g(t, x2, y2)| ≤ a2|x1 − x2| + b2|y1 − y2|. (3.33)
(A5) There exist constants k1, l1, k2, l2 satisfy l1 >
k1
Γ (β)
≥ 0, l2 > k2Γ (α) ≥ 0, such that for all (x1, y1), (x2, y2) ∈ R2 one has
|f (t, x1, y1)− f (t, x2, y2)| ≥ −k1|x1 − x2| + l1|y1 − y2|, (3.34)
|g(t, x1, y1)− g(t, x2, y2)| ≥ −k2|x1 − x2| + l2|y1 − y2|. (3.35)
Then, the coupled system (1.1) has exactly one solution in Y provided that (3.11) is satisfied.
Proof. We let r1 = maxt∈[0,1] f (t, 0, 0), d1 = 0, r2 = maxt∈[0,1] g(t, 0, 0), d2 = 0, then the condition (A1) of Theorem 3.1
is satisfied, and we let m1 = maxt∈[0,1] f (t, 0, 0),m2 = maxt∈[0,1] g(t, 0, 0), the condition (A2) is satisfied too. Then the
existence of a solution for the coupled system (1.1) follows from Theorem 3.1.
Now suppose that (u1, υ1), (u2, υ2) ∈ Y are two solutions of coupled system (1.1), then for i = 1, 2,
Dα0+ui(t) = f (t, υi(t),Dβ−10+ υi(t)), 0 < t < 1,
Dβ0+υi(t) = g(t, ui(t),Dα−10+ ui(t)), 0 < t < 1,
and
ui(0) = υi(0) = 0, ui(1) = σ1ui(η1), υi(1) = σ2υi(η2).
Write u = u1 − u2, υ = υ1 − υ2, so that u, υ satisfy the equations
Dα0+u(t) = f (t, υ1(t),Dβ−10+ υ1(t))− f (t, υ2(t),Dβ−10+ υ2(t)), (3.36)
Dβ0+υ(t) = g(t, u1(t),Dα−10+ u1(t))− g(t, u2(t),Dα−10+ u2(t)). (3.37)
Hence by Im(L) = Ker(Q ), we have∫ 1
0
(1− s)α−2
∫ s
η1s
[f (τ , υ1(τ ),Dβ−10+ υ1(τ ))− f (τ , υ2(τ ),Dβ−10+ υ2(τ ))]dτds = 0,∫ 1
0
(1− s)β−2
∫ s
η2s
[g(τ , u1(τ ),Dα−10+ u1(τ ))− g(τ , u2(τ ),Dα−10+ u2(τ ))]dτds = 0.
It follows that there exist t3, t4 ∈ [0, 1] such that
f (t3, υ1(t3),D
β−1
0+ υ1(t3))− f (t3, υ2(t3),Dβ−10+ υ2(t3)) = 0,
g(t4, u1(t4),Dα−10+ u1(t4))− g(t4, u2(t4),Dα−10+ u2(t4)) = 0.
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By (A5), we have
0 = |f (t3, υ1(t3),Dβ−10+ υ1(t3))− f (t3, υ2(t3),Dβ−10+ υ2(t3))|
≥ −k1|υ(t3)| + l1|Dβ−10+ υ(t3)|,
0 = |g(t4, u1(t4),Dα−10+ u1(t4))− g(t4, u2(t4),Dα−10+ u2(t4))|
≥ −k2|u(t3)| + l2|Dα−10+ u(t3)|.
From which we obtain
|Dβ−10+ υ(t3)| ≤
k1
l1
|υ(t3)| ≤ k1l1 ‖υ‖∞,
|Dα−10+ u(t3)| ≤
k2
l2
|u(t3)| ≤ k2l2 ‖u‖∞.
Thus, we have
|Dβ−10+ υ(0)| =
Dβ−10+ υ(t3)− ∫ t3
0
Dβ0+υ(t)dt

≤ k1
l1
‖υ‖∞ + ‖Dβ0+υ‖∞
= k1
l1
‖υ‖∞ + ‖L2υ‖∞, (3.38)
|Dα−10+ u(0)| =
Dα−10+ u(t3)− ∫ t3
0
Dα0+u(t)dt

≤ k2
l2
‖u‖∞ + ‖Dα0+u‖∞
= k2
l2
‖u‖∞ + ‖L1u‖∞. (3.39)
Then, from (3.38) and (3.39), and the fact that
‖(I − P)(u, υ)‖Y = ‖KPL(I − P)(u, υ)‖Y
= ‖KP(L1u, L2υ)‖Y
≤ max

1+ 1
αΓ (α)

‖L1u‖∞,

1+ 1
βΓ (β)

‖L2υ‖∞

, (3.40)
we can derive that
‖(u, υ)‖Y ≤ ‖P(u, υ)‖Y + ‖(I − P)(u, υ)‖Y
≤ max

1+ 1
Γ (α)

|Dα−10+ u(0)|,

1+ 1
Γ (β)

|Dβ−10+ υ(0)|

+ max

1+ 1
αΓ (α)

‖L1u‖∞,

1+ 1
βΓ (β)

‖L2υ‖∞

≤ max

ρ1‖L1u‖∞ + ρ1 k2l2 ‖u‖∞, µ1‖L2υ‖∞ + µ1
k1
l1
‖υ‖∞

+max {ρ2‖L1u‖∞, µ2‖L2υ‖∞}
= max

ϵ1‖L1u‖∞ + ρ1 k2l2 ‖u‖∞, ρ1‖L1u‖∞ + µ2‖L2υ‖∞ + ρ1
k2
l2
‖u‖∞, ϵ2‖L2υ‖∞
+ µ1 k1l1 ‖υ‖∞, ρ2‖L1u‖∞ + µ1‖L2υ‖∞ + µ1
k1
l1
‖υ‖∞

. (3.41)
Our proof can be divided into four cases:
Case 1. ‖(u, υ)‖Y ≤ ϵ1‖L1u‖∞ + ρ1 k2l2 ‖u‖∞.
By (A4) and (3.36), (3.37), we have
‖(u, υ)‖Y ≤ ϵ1‖L1u‖∞ + ρ1 k2l2 ‖u‖∞
≤ ϵ1[a1‖υ‖∞ + b1‖Dβ−10+ υ‖∞] + ρ1
k2
l2
‖u‖∞. (3.42)
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Thus, from ‖u‖∞, ‖Dα−10+ u‖∞, ‖υ‖∞, ‖Dβ−10+ υ‖∞ ≤ ‖(u, υ)‖Y and (3.42), we can obtain
‖υ‖∞ ≤ ϵ1a1
1− ϵ1b1 − ρ1 k2l2
‖υ‖∞, (3.43)
and
‖u‖∞ ≤
ρ1
k2
l2
1− ϵ1a1 − ϵ1b1 ‖u‖∞, (3.44)
but by our assumption (3.11), the coefficients one the right side of (3.43) and (3.44) are all less than 1, so we have
‖u‖∞ = ‖υ‖∞ = 0, so that u1 = u2, υ1 = υ2.
Case 2. ‖(u, υ)‖Y ≤ ϵ2‖L2υ‖∞ + µ1 k1l1 ‖υ‖∞.
The proof is similar to that of case 1. Here, we omit it.
Case 3. ‖(u, υ)‖Y ≤ ρ1‖L1u‖∞ + µ2‖L2υ‖∞ + ρ1 k2l2 ‖u‖∞.
By (A4) and (3.36), (3.37), we have
‖(u, υ)‖Y ≤ ρ1‖L1u‖∞ + µ2‖L2υ‖∞ + ρ1 k2l2 ‖u‖∞
≤ ρ1[a1‖υ‖∞ + b1‖Dβ−10+ υ‖∞] + µ2[a2‖u‖∞ + b2‖Dα−10+ u‖∞] + ρ1
k2
l2
‖u‖∞. (3.45)
Thus, from ‖u‖∞, ‖Dα−10+ u‖∞, ‖υ‖∞, ‖Dβ−10+ υ‖∞ ≤ ‖(u, υ)‖Y and (3.45), we can obtain
‖u‖∞ ≤
ρ1
k2
l2
1− ρ1a1 − ρ1b1 − µ2a2 − µ2b2 ‖u‖∞, (3.46)
and
‖υ‖∞ ≤ ρ1a1
1− ρ1b1 − µ2a2 − µ2b2 − ρ1 k2l2
‖υ‖∞, (3.47)
but by our assumption (3.11), the coefficients one the right side of (3.46) and (3.47) are all less than 1, so we have
‖u‖∞ = ‖υ‖∞ = 0, so that u1 = u2, υ1 = υ2.
Case 4. ‖(u, υ)‖Y ≤ ρ2‖L1u‖∞ + µ1‖L2υ‖∞ + µ1 k1l1 ‖υ‖∞.
The proof is similar to that of case 3. Here, we omit it.
By the above argument, we have derived that the coupled system (1.1) is solvable and if (u1, υ1), (u2, υ2) are its two
solutions, then (u1, υ1) = (u2, υ2). So that the coupled system (1.1) has exactly one solution. The proof is finished. 
To illustrate the assumptions of our theorems are meaningful, let us consider the following coupled system:
Example 3.1.
D1.50+u(t) = f (t, υ(t),D0.80+υ(t)), t ∈ [0, 1]
D1.80+υ(t) = g(t, u(t),D0.50+u(t)), t ∈ [0, 1]
u(0) = υ(0) = 0, u(1) = 2u(1/4), υ(1) = 16υ(1/32),
(3.48)
where
f (t, x, y) =

y2 + y− 1, |y| ≤ 1,
0.25y+ 0.75y1/3, |y| ≥ 1,
g(t, x, y) =

y2 − y− 1, |y| ≤ 1,
−0.25y− 0.75y1/5, |y| ≥ 1.
It is clearly that f and g are continuous. There, α = 1.5, β = 1.8, σ1 = 2, η1 = 1/4, σ2 = 16, η2 = 1/32 and σ1ηα−11
= 2× (1/4)0.5 = 1, σ2ηβ−12 = 16× (1/32)0.8 = 1, therefore, the coupled system is at resonance case. Choose
a1 = 0, b1 = 0.25, d1 = 0.75, r1 = 2, θ1 = 1/3,
a2 = 0, b2 = 0.25, d2 = 0.75, r2 = 2, θ2 = 1/5,
k1 = k2 = 0, l1 = l2 = 0.25, m1 = m2 = 0.
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Then, we have
(1) For all (x, y) ∈ R2, t ∈ [0, 1],
|f (t, x, y)| ≤ 0.25|y| + 0.75|y|1/3 + 2, |g(t, x, y)| ≤ 0.25|y| + 0.75|y|1/5 + 2.
Therefore, the condition (A1) of Theorem 3.1 holds.
(2) For any (x, y) ∈ R2, if |y| > 1, we have
|f (t, x, y)| ≥ 0.25|y|,
and
|g(t, x, y)| ≥ 0.25|y|.
Therefore, the condition (A2) of Theorem 3.1 holds.
(3) For any (c1, c2) ∈ R2, if min{|c1|, |c2|} ≥ max

1
Γ (1.5) ,
1
Γ (1.8)

. Then
c1
∫ 1
0
(1− s)α−2
∫ s
η1s
f (τ , c2τ β−1, c2Γ (β))dτds
= c1
∫ 1
0
(1− s)−0.5
∫ s
η1s
[0.25c2Γ (1.8)+ 0.75(c2Γ (1.8))1/3]dτds
= (1− η1)Γ (α − 1)
Γ (α + 1)

0.25Γ (1.8)c1c2 + 0.75(Γ (1.8))1/3c1c1/32

< 0,
if c1c2 < 0, and
c2
∫ 1
0
(1− s)β−2
∫ s
η2s
g(τ , c1τ α−1, c1Γ (α))dτds
= c2
∫ 1
0
(1− s)−0.2
∫ s
η2s
[−0.25c1Γ (1.5)− 0.75(c1Γ (1.5))1/5]dτds
= (1− η2)Γ (β − 1)
Γ (β + 1)

−0.25Γ (1.5)c1c2 − 0.75(Γ (1.5))1/5c1/51 c2

< 0,
if c1c2 > 0. Therefore, the condition (A3) of Theorem 3.1 holds.
By simple computations, we can derive that
ρ1 = 2.1284, ρ2 = 1.7523, µ1 = 2.0737, µ2 = 1.5965, ϵ1 = 3.8806, ϵ2 = 3.6702,
then, we have
(a1 + b1)ϵ1 + ρ1 k2l2 = (0+ 0.25)× 3.8806 = 0.9701 < 1,
(a2 + b2)ϵ2 + µ1 k1l1 = (0+ 0.25)× 3.6702 = 0.9175 < 1,
(a1 + b1)ρ1 + (a2 + b2)µ2 + ρ1 k2l2 = (0+ 0.25)× 2.1284+ (0+ 0.25)× 1.5965 = 0.9312 < 1,
(a1 + b1)ρ2 + (a2 + b2)µ1 + µ1 k1l1 = (0+ 0.25)× 1.7523+ (0+ 0.25)× 2.0737 = 0.9565 < 1,
that is to say the assumption (3.11) of Theorem 3.1 is satisfied. Then, all the assumptions of Theorem 3.1 hold. Thus, with
Theorem 3.1, the coupled system (3.48) has at least one solution in C0.5[0, 1] × C0.8[0, 1].
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