Abstract. An automated multiscale segmentation approach for color images is presented. The scale-space stack is generated using the
Introduction
Segmentation is an image-partitioning task that can be applied autonomously or as a part of a high-level computer vision process. Color image segmentation in particular is a field that attracts a constantly growing interest. Several methods have been proposed in the past, depending on the nature of the original images; the amount of available prior knowledge; the particular goal-oriented properties expected from the segmentation process; and the interactions of estimation, delineation, and recognition processes in the global image analysis scheme. 1 Recent works have shown that region-based approaches outperform other methods in terms of segment delineation accuracy. Satisfactory results have been presented by many researchers. [2] [3] [4] [5] [6] [7] The watershed transform has been adopted in several works. A desired property of this algorithm is that it produces closed regions with 1-pixel-width contours. [8] [9] [10] [11] [12] [13] [14] [15] [16] Nevertheless, this method has demonstrated some weaknesses such as oversegmentation that is more pronounced in textured images. This oversegmentation is unavoidable, to preserve significant image details. As a result, either preprocessing stages ͑e.g., based on marker extraction 17 or waterfall 14 ͒, or an additional postprocessing stage is required to reduce the number of regions. In the latter approach, the numerous small-sized regions are merged to form regions that correspond to objects or parts of them. It is based on a dissimilarity function ͑or the merging cost function͒, which in some cases tries to mimic the perceptual difference between two adjacent regions. The more "similar" regions are merged with higher priority, so that the final partition contains a smaller population of separate and homogeneous areas.
Many of the dissimilarity functions have been developed in the literature with the main concern of keeping their computational complexity as low as possible. A commonly used dissimilarity measurement for region growing/ merging is given by the Fisher criterion. 18, 19 Furthermore, in the work of Haris et al., 10 the merging cost between two adjacent regions is calculated using as variables the intensity mean values and the regions sizes. Besides that, in the work of Hernandez and Barner, 11 a dissimilarity function is proposed that combines edge integrity and region homogeneity features for watershed-based segmentation of gray images. All these approaches generally have the drawback that if one of these features has a value that is too small or too large, then the whole result is affected and a merging operation occurs, even though the regions are not similar according to the other features.
On the other hand, several methods have been proposed to achieve segmentation by means of a reasoning scheme. Nazif and Levine 20 proposed an expert system including a set of knowledge, control, and strategy rules to solve image analysis tasks, namely, region merging, splitting, line connecting, etc. The main drawback of this approach is that it must be tuned separately for different types of images. A fuzzy version of this work was proposed in Ref. 21 , with the advantage of single tuning for various types of images.
Several segmentation processes that employ fuzzy inference schemes have also been proposed ͑see Refs. 3, 4, 6, and 21-23͒. In the work of Steudel and Glesner 6 the segmentation stage is accomplished by means of a fuzzy-rulebased region-growing method. The final merging cost is determined by the intensity contrast between the region and the pixel, the intensity gradient of the pixel, and the contour smoothness of the region. Note, however, that this method requires a set of seeds at its start ͑region growing is not necessarily a fully automated segmentation process͒, it was designed for gray-level images and no standard tuning method is reported for the fuzzy sets. A fuzzy segmentation approach was also proposed in Ref. 22 , where a fuzzy affinity relation was defined to create a connectedness map. The fuzzy objects are derived by applying several level sets on this map. This method has proven to be more effective than the conventional thresholding segmentation, but it still creates noisy regions and is eventually more efficient for object recognition than segmentation in general.
A region dissimilarity measure that employs fuzzy logic was presented for region-based segmentation in Ref. 3 . This fuzzy-rule-based system is applied to measure the dissimilarity between adjacent regions and it takes into account several color features. To optimize its performance, it was tuned using genetic algorithms. A similar approach that incorporates edge and region information was employed in Ref. 23 as a part of a region-oriented compression scheme for color images.
An interesting category of algorithms originates from graph theory. According to these methods, the relations between image entities are represented using graph structures, and several related algorithms have been proposed so far. [24] [25] [26] The objective is to introduce ideas from perceptual grouping to the field of computer vision. The image plane is represented by a graph, the nodes of which correspond to the image entities and the links convey the relations between these entities. Associated with each graph link ͑or edge͒ there is a weight indicating the ͑dis͒similarity of the 2 pixels ͑or regions͒. The graph is usually represented using the adjacency or the Laplacian matrix. These algorithms try to divide the initial graph into subgraphs that correspond to homogeneous image regions. 27 Several methods of this category are based on the notion of graph cuts that are derived from the spectrum of the graph. The spectrum comprises of the eigenvalues and eigenvectors of the matrix representation. 25, 27 Another group of methods is based on agglomeration heuristics to form the final subgraphs based on merging or splitting operations. 24 Nevertheless, the problem of perceptual grouping is NP hard and only approximate solutions can be practically found.
Extraction of information from different scales has been extensively reported in the literature. The notion of "scale" is essential since ͑1͒ the human visual system has a multiscale nature and ͑2͒ if no a priori information is available, then we do not know which is the most suitable scale to carry out an image-processing task. Several multiscale structures have been presented in the past, including quadtrees, pyramids, and wavelets. In all of these multiscale data representations, there is no firm theory to relate the information between different scales. This pitfall was resolved by the introduction of scale-space theory. Although it was first founded in Japan, 28 Witkin 29 formalized the scale-space representation of a signal as its convolution with Gaussian filters of increasing widths. Later Koenderink 30 generalized this idea and pointed out that the scale-space was produced by the solution of the heat diffusion equation. Following this work, several types of operators have been proposed, adapted to various application requirements.
Scale-space approaches generally include a scale generation mechanism, either linear or nonlinear ͑see related works in Refs. 9, 13, 15, 16, and 31-34͒. Inherent problems of linear scale-space methods led to the investigation of nonlinear counterparts to solve problems such as the dislocation of edges and the similar treatment of information and noise. In nonlinear methods, extra information is added to guide the diffusion process. Scale-space theory is generic, and can be applied to several image analysis tasks such as smoothing, feature detection, and segmentation.
As previously mentioned, when there is no prior information available for a specific image analysis task, we do not know which is the most appropriate scale for processing. Some methods have previously appeared in the literature to solve this problem as, for example, in Ref. 32 , where the appropriate scale is selected by analyzing several image features such as singularities and top points, and their evolution across scales. This analysis was applied to several tasks such as blob, junction, and edge detection. Besides that, an interesting approach was also presented in Ref. 31 , where the suitable scale is selected by calculating a smoothness variable across scales and estimating the minimum of its second order derivative.
In our work, a multiscale watershed-based color segmentation system is presented that uses a fuzzy dissimilarity measure derived from scale-space and a graph-based region-grouping/merging process to form the final regions.
The overall scheme is outlined as follows. The different scales are generated using the Perona and Malik anisotropic diffusion enhancement method, 33 modified for color images. 15 The first scale-known as the localization scale-is used to initiate the segmentation process. At each scale, the regions are produced by means of the watershed algorithm that is applied on the outcome of a color edge map estimator or, equally, a probabilistic color distance estimator. The one-to-one correspondence of regions and minima in the watershed transform is exploited to perform the linking of the regions in the scale-space 13 and estimate an original multiscale dissimilarity measure that combines the dynamics of contours 12 and the multivariate relative entropy of color distributions, by applying a fuzzy inference scheme over the generated scales. A spatial graph is also constructed that incorporates the estimated region features, their spatial connectivity, and the interregion dissimilarity relations derived from the scale-space. A graph-based region-merging process, using the previously mentioned multiscale dissimilarity measure, is subsequently applied to derive the final partitioning. Several results are given to assess the effectiveness of the proposed method as well.
In the second part of this paper, the issue of localization scale selection is investigated. In this paper, the localization scale represents the starting point of the segmentation method. It is defined as the coarsest scale that preserves the significant regions in the image. This scale should not contain excessive or lacking information since this would produce an over-or undersegmented final result, respectively. Previous considerations for automated scale selection 31, 35 are explained and a scale selection criterion is finally proposed and compared to the approach proposed by Lin and Shi. 31 The paper is organized as follows. Section 2 describes the general segmentation scheme for the single-scale case. Section 3 contains the multiscale generalization of the region dissimilarity measure. Section 4 presents some comparative experimental results between the single-and the multiple-scale segmentation approaches. Section 5 deals with the issue of localization scale selection and in Sec. 6, some general conclusions are reported.
General Segmentation Scheme "Single-Scale Approach…
In this section the overall single-scale segmentation scheme is presented. This approach can be divided into two stages: initial segmentation and region merging/grouping. 23 The initial segmentation is produced by means of the watershed algorithm that is applied to the edge map of the original color image. In this paper, a probabilistic color distance estimator is adopted that uses density estimation to model the image edges and is employed in the place of a gradient operator. Given the initial region map, the merging stage is subsequently applied to produce the final regions. This stage consists of the estimation of the dissimilarity features, and the merging process itself, including the simplification of the region adjacency graph and the merging termination. A description of this process is given in the following sections.
Minimal Density Edge Map Estimator
The watershed transform is commonly applied to the modulus of the intensity/color gradient. As a gradient measure, a probabilistic approach is followed in this paper to estimate the color distance between neighboring pixels. It was motivated by the observation that edges correspond to image density minima. Borders of objects in the image are areas of low density. Thus, working in the multidimensional RGB color space, an attempt is made to locate the border points identified by their low density. Its operation is based on placing at each observation sample a probability mass and producing a potential according to a Gaussian kernel. The contributions of all the sample points are averaged to estimate the density value at every point of the image. This process is known in the literature as nonparametric density estimation using Parzen kernels. The density value f h (x) produced by the N sample vectors x i in position x, is computed as follows:
where h is the bandwidth, K is a kernel, and p is the kernel order. A common choice is the multivariate Gaussian kernel of order 2:
Bandwidth h determines the kernel's decrease rate with distance and it turns out that the choice of h is much more important for the quality of the estimate than the choice of K. The practical consequences of bandwidth selection are obvious. If h has a large value the estimate will be too smooth and might not reveal structural features like an existing bimodality. If it is too small, the estimate f h (x) will suffer from statistical variability. In our experiments, the h parameter was set to 25.
The operation of this edge detector is explained here in brief. Given the usual-but not restrictive-3 ϫ 3 sliding image window with nine sample points in the employed color space, using the kernel method, the density value is estimated at the location of the sample mean vector. This is the output value of the edge detector. When samples form a cluster-i.e., homogeneous areas-this value is high. When bimodality exists, the sample mean is positioned in the lowdensity area. This edge detection method is very fast and is implemented with radial basis functions, suitable for artificial neural network application problems.
This approach is considered to be more efficient compared to traditional gradient and probabilistic operators, as also pointed out in Ref. 36 . This is illustrated in Fig. 1 for the test image "Parrots," showing the outcome of the employed edge map estimator ͓Fig. 1͑b͔͒ and the 3-D gradient ͓Fig. 1͑c͔͒, which is calculated in the 3 ϫ 3 neighborhood of each pixel by means of the weighted sum of the Euclidean distances along the diagonal, horizontal, and vertical axes, assuming that each pixel is represented by a 3-D vector in the employed color space.
Watershed Analysis
The watershed analysis method segments a gray-scale or color image into different regions by interpreting the image as a topographic relief. This analysis has emerged from mathematical morphology and was implemented by a series of morphological operations in its early versions. Several implementations have appeared since then, such as iterative, sequential, arrowing, flow-line-oriented, and flooding approaches. In this paper, Meyer's algorithm is employed, 37 which belongs to the flooding category.
The watershed operation can be explained as a process that consists of two stages: minima piercing and flooding. More specifically, in the first stage, the regional minima of the topographic surface are pierced and the water floods through them. The water progressively floods the catchment basins and some barrages are built up at the points where water from adjacent minima would be mixed. This process is terminated when the whole surface is flooded and the barrages that were formed throughout this process correspond to the watershed lines. The 2-D case of this process is depicted in Fig. 2 . Figure 2͑a͒ shows the test image, Figs. 2͑b͒ and 2͑c͒ display the flooding process, and in Fig. 2͑d͒ the final contour map is illustrated.
Watershed analysis possesses the following interesting properties: ͑1͒ the watersheds form closed regions and ͑2͒ each regional minimum corresponds to a catchment basin of the gradient. On the other hand, the main weakness of this method is that it produces an excessively large number of regions when it is applied on the original gradient image. At this point, note that the application of the previously described multivariate color edge detector provides improved color distance estimation in comparison to a simple color gradient operator. In the context of watershed-based segmentation, this is translated as the occurrence of fewer local minima equivalent to region entities in the initial seg- mentation result. This statement is confirmed in Fig. 1 , where the initial regions from the watershed operation using the minimal density edge detection ͓Fig. 1͑d͔͒ and the Sobel gradient are displayed ͓Fig. 1͑e͔͒. Nevertheless, a subsequent merging stage is still required to form the final regions.
Dissimilarity Features
In this paper the dynamics of contours and the relative entropy of the regions distributions are used as fuzzy variables in a fuzzy logic system to measure the dissimilarity of two adjacent regions denoted by F͑DC p,q , RE p,q ͒.
Contour dynamics
Due to the fact that the initial regions are derived from the watershed algorithm that is applied to the output of the minimal density edge map estimator, the dynamics of contours is employed as a measure of the contour saliency between two minima. 12 This is employed to measure the color contrast DC pq between two adjacent regions ͑p , q͒. The dynamics of contours is based on the idea of dynamics of minima. It takes into consideration the progress of the flooding process to estimate the color contrast between two adjacent regions that are represented by their minima in the topographic relief. As a result the contrast between two adjacent regions is estimated by the most dominant minimum involved in the flooding chain.
Relative entropy
The relative entropy RE p,q can be considered as a dissimilarity measure between two distributions and is expressed by the following formula:
͑3͒
RE p,q stands for the relative entropy of the two distributions, P k denotes the probability density estimation for region k using Parzen kernels, and SEP denotes the number of samples used in the density estimation process. The grid selection in the sample space should be exercised with care because an increased number of samples yields more accurate results but the computational complexity is considerably increased. According to this principle, the optimal case in terms of estimation accuracy is to estimate the density function using uniform sampling on the employed color space. A computationally more feasible approach was presented in Ref. 36 , where the density estimation grid was selected with respect to the minimum, maximum, and means values of the sample points. In this paper, the density function is calculated using uniform sampling on the four diagonal axes of the RGB cube. These axes are defined as the straight lines between the point of black color ͑0,0,0͒ in the RGB color space and the points ͑255,0,255͒, ͑255,255,0͒, ͑0,255,255͒, and ͑255,255,255͒ respectively, using a sampling step equal to 1. The authors concluded that this sampling grid represents the major distribution information at a moderate computational cost.
Fuzzy-rule-based scheme
A "two input, one output" fuzzy reasoning system is employed to express the interregion dissimilarity. It utilizes as input variables the dynamics of contours and the relative entropy and as output variable the grade of dissimilarity. Both of the input variables are divided into two sets, namely SMALL and LARGE. For the output variable we also define two fuzzy sets called SIMILAR and NOTSIMILAR. The shape and range of all the fuzzy sets are depicted in Fig. 3 . The boundaries of the fuzzy sets have been determined by means of a statistical analysis of the two input features. More precisely, the initial range of each variable was defined by their distributions in different scales and a genetic algorithm optimization approach was applied next to fine-tune the corresponding fuzzy sets as in Ref. 3 .
The fuzzy inference is based on the following rules:
1. if dynamics_of_contours͑SMALL͒ AND relative_en-tropy͑SMALL͒ THEN output͑SIMILAR͒ 2. if dynamics_of_contours͑LARGE͒ OR relative_en-tropy͑LARGE͒ THEN output͑NOT_SIMILAR͒
The main advantage of this approach is the flexibility provided by the fuzzy logic formulation, plus the fact that its outcome is normalized and thus can be easily handled in the merging process. It was developed following the same idea as in Ref. 3 , wherein the fuzzy dissimilarity features were related to the intensity contrast, color difference, and dispersion along with the size of the neighboring regions. It is worth noting that the genetic algorithm ͑GA͒ tuning of fuzzy sets must be executed just once as indicated in Ref. 21 , therefore it does not introduce additional computational complexity to the segmentation process in the testing phase.
Region Merging
The final segmentation result is produced by a region grouping process. A spatial graph is first created to represent the region dissimilarity relations and a region grouping algorithm is applied next. A criterion is also considered for finalizing this stage.
Region adjacency graph construction
Given the initial image segmentation, the well-known region adjacency graph ͑RAG͒ G = ͑V , E͒ is constructed to describe the interregion relations of the image. It consists of nodes V = ͕1, 2, … , N͖ and edges E i,j , where i , j are node indices. Each node represents a specific region of the image, while the edges represent a common border between two regions. Each edge is weighted using the dissimilarity measure defined in Sec. 2.3.3. Based on this information, a graph-based grouping algorithm is usually applied and the final groups are mapped onto the image plane to produce the final regions. In this paper, the most coherent neighbor graph structure is employed to perform grouping that is followed by a thresholding operation that determines the merging termination point.
Most coherent neighbor graph construction
A simplified graph denoted as the most coherent neighbor graph ͑MCNG͒ is constructed from the original 23 RAG. It is a weighted graph that consists of nodes V MCN and edges E MCN , G MCN = ͑V MCN , E MCN ͒. The nodes V MCN ϵ V represent the regions of the image. The edges of the MCNG are a subset of the RAG edges ͑E MCN ʚ E͒. The destination node of each MCNG edge is the most coherent neighbor of its origin node. The MCNG is derived via the following steps:
1. Scan the RAG structure from node 1 to N ͑i =1 to N͒. 2. For node i of RAG, find the minimum weighted edge, denoted by E i,j :
3. Node j is the most coherent neighbor of i. Add the corresponding edge to MCNG, E MCN = E MCN ഫ E i,j . 4. Remove E i,j from RAG. 5. Go to step 1.
Note that the most significant stage of this process is step 4, where for each node one edge is added to the MCNG to produce chains of nodes that correspond to the merging sequence. The preceding process corresponds to a subtractive nearest-neighbor-finding technique that takes into account the spatial interregion relations as well. The edge weights of the MCNG are subsequently registered in a heap and sorted in increasing order according to their weight ͑merging cost͒. The nodes linked by the MCNG edges are merged and updated until the termination criterion ͑see Sec. 2.4.3͒ is met. This process does not require additional cost evaluation and therefore can be executed faster than sequential merging methods. Figure 4 shows a simple example of the transformation from RAG to MCNG.
Merging termination
After the merging sequence is determined, a termination criterion has to be defined, to prevent the most dissimilar regions from being merged. Most of the works in the literature either rely on some empirical thresholds that might vary between different images, or use more advanced but computationally demanding statistical approaches. 14 In the proposed scheme, the information of MCNG is exploited to define the termination point. In the beginning, the histogram of the pairwise costs is estimated. Due to the oversegmentation effect, most of the MCNG edges are concentrated in small values and their histogram values are rapidly decreasing for higher costs. After extensive experimentation it was concluded that the 5% of the histogram maximum value corresponds to the termination point of the merging sequence. Nevertheless, if no termination point was found ͑i.e., when slight oversegmentation occurs͒, the threshold is being iteratively increased. This method has proven to be robust with respect to the processed image type and the level of oversegmentation.
Multiscale Segmentation Scheme
In this section, the multiscale version of the segmentation algorithm described in the previous section is presented. It employs watersheds, applied on the stochastic edge map, as described in Sec. 2, in the scale-space, to estimate the multiresolution dissimilarity function for each region couples of the localization scale S 0 ͑determined as described in Sec. 5͒. A merging stage is subsequently applied to produce the final regions similarly to Sec. 2.4. Figure 5 depicts the complete multiscale segmentation scheme.
The multiscale region dissimilarity function is calculated in three steps, along lines similar to those in Ref. 34 : ͑1͒ scale generation, ͑2͒ linking, and ͑3͒ region dissimilarity estimation by downward projection. The successive scales are generated using the Perona-Malik anisotropic diffusion method and the watershed algorithm is applied to each scale to produce the corresponding region map, unlike Ref. 34 , where watershed was employed only in the first scale. The linking stage is applied next and finally the dissimilarity function is calculated that takes into consideration the information from different scales ͑Fig. 5͒. In the following sections each stage is described separately.
Scale-Space Generation-Anisotropic Diffusion of Perona and Malik
Perona and Malik proposed an anisotropic diffusion filtering approach for scalar images that avoids blurring and localization problems of the linear diffusion filtering. They apply an inhomogeneous process that reduces the diffusivity at those locations, which have a larger likelihood to be edges. This likelihood is expressed by the squared gradient. The proposed filter is based on the following partial differential equation ͑PDE͒:
where ␦ t is the temporal gradient operator, g͑.͒ is a function that determines the amount of diffusion that is called diffusivity, and I is the image intensity In this paper, an implementation that uses finite differences, originally proposed in Ref. 33 , was adopted and extended for the case of color images using the Euclidean vector distance to estimate the spatial and temporal gradients. 15 In addition, the fraction type diffusivity function was employed here, which is more suitable for regionoriented applications:
where K denotes the conductance parameter for which a value from 4.5 to 5 is regularly selected for the purpose of segmentation.
The sampling of the nonlinear scale-space stack is based on a combination of the scale-invariance property of Gaussian scale-space and its link with the PDE notation ͑as considered in Ref. 15͒. The resulting sampling can be described as follows:
where 0 is the standard deviation of the Gaussian filter for the initial scale, ⌬ is the sampling interval ͑in this paper a value of 0.2 to 0.25 is employed͒, N represents the scale number, and t denotes the scale parameter of Perona-Malik filter. Note also that the computational complexity of the scale generation stage can be significantly reduced by using alternative implementations for Eq. ͑4͒ such as the additive-operator-splitting ͑AOS͒ scheme proposed in Ref.
16.

Linking Process
After the scale generation, an edge map is obtained using the nonparametric color difference estimation method described in Sec. 2 and the watershed transform is subsequently applied on it to produce the regions at each scale. The linking of the regions between successive scales is carried out by means of a proximity criterion. This criterion checks the relative distance of all region minima at scale i, which have been projected on the same influence zone at scale i + 1 with respect to the original minimum of this influence zone. 13 The result of this procedure is a linkage list L͑p , q͒ that contains, for each adjacent region pair ͑p , q͒ found in the localization scale S 0 , the corresponding region pairs in the scale-space stack. The linkage list is used for the estimation of the proposed fuzzy region dissimilarity in scale-space and the valuation of each edge of the RAG at the localization scale. It is worth noting that in this approach the linking entities are regions and not pixels.
Fuzzy Region Dissimilarity in Scale-Space
Provided that the linking information from the previous stage has been derived, the outcome of the fuzzy logic system described in Sec. 2.3 is subsequently summed up over the successive scales to obtain a more robust dissimilarity measure. The proposed function region dissimilarity in scale-space ͑RDS͒ is therefore expressed by the following equation:
where p and q are two adjacent regions at the localization scale S 0 ; S a represents the annihilation scale, i.e., the scale in which the examined minima are merged or annihilated, L ͑p,q͒ is the linkage list, DC i denotes the dynamics of contours in each scale i ͑see Sec. 2.3.1͒, RE i symbolizes the relative entropy of the sample distributions of the two examined regions in scale i; and F͑., .͒ denotes the fuzzy inference scheme that provides the region dissimilarity, as described in Sec. 2.3.3.
Scale-Space versus Single Scale
To verify its efficiency, the proposed method ͑symbolized by MSV: multiple-scale version͒ was tested on several color images subjectively and objectively in comparison to its single-scale counterpart ͑that we refer to as SSV: singlescale version͒. Qualitative results are depicted in Fig. 6 for images "House," "Lena," "Parrots," and "Peppers." This figure contains the original image, the oversegmentation produced at the localization scale, and the final results of the single-and multiscale segmentations. The analysis of the segmentation results requires also a quantitative evaluation. In this work the Yang and Liu 38 segmentation measure, denoted as Yang and Liu's global cost ͑YLGC͒, is used:
where h, w, and c are the number of rows, columns, and channels of the image, respectively; R is the total number of regions; i 2 is the color error over region i; and card i is the number of pixels of region i. This criterion expresses the trade-off between the suppression of heterogeneity and preservation of details after merging. Smaller values of YLGC correspond to better segmentation results. Table 1 also contains a comparative evaluation for our test images in terms of initial number of regions ͑at the localization scale͒, final number of regions ͑after merging͒, and YLGC evaluation. These quantities correspond to the results of Fig. 6 . Comparing the preceding results, it becomes obvious that the multiple scale version produces fewer final regions and lower YLGC values than the single scale counterpart. This outcome was expected since multiscale information optimizes the contour evaluation. Note that the fuzzy dissimilarity function proposed in Ref.
3 was also included and tested in the presented scale-space scheme producing better results than the single scale version as well.
Furthermore, considering the sensitivity of the proposed scheme to the parameter settings, note that these settings are in general invariant to the selection of the test images, mostly due to the versatility provided by the Parzen density estimation; fuzzy logic principles; and histogram information in the edge detection, dissimilarity estimation, and region-merging operations, respectively.
Localization Scale Selection
The overall performance of the proposed multiscale scheme is strongly dependent on the number and significance of the regions present in the localization scale S 0 . This is mainly due to the application of the watershed algorithm on the original image to produce the initial region set. A way to reduce the number of regions is to apply some type ͑Gauss-ian or anisotropic diffusion͒ of smoothing on the original image and to consider the localization scale as the smoothed image. Our task here is to determine the amount of diffusion that should be applied on the localization scale, so that the problems of over-and undersegmentation and the dislocation of contours are reasonably reduced.
The field of scale selection was previously studied in the literature. Some of the related approaches take into consideration the evolution of the top points of the gradient image across scales. 32 Besides that, an interesting approach was also presented in Ref. 31 , where the appropriate scale is selected by calculating a smoothness variable across scales and estimating the minimum of its second-order derivative ͑see Fig. 7͒ . The main idea is that if a noisy area is supposed to be flat ͑i.e., small gradient magnitude͒ and it becomes smooth enough ͑i.e., the weighted sum of the second-order derivatives of the image is small͒ after some iterations, the algorithm stops. As a result, the employed smoothness variable is defined as the ratio of the flat pixels over the number of smooth pixels. If t 0 denotes the scale that corresponds to the second-order derivative global minimum of the smoothness variable, then the selected scale t 1 is given by the expression:
In the following sections a study is conducted for selecting the localization scale for watershed-based segmentation. Our objective is to select an initial scale that is characterized by the smallest possible oversegmentation and simultaneously retains all significant watershed lines. To quantify this requirement, a scale descriptor must be defined. 
Scale Description Function
If we consider the scale selection as an interpretation problem, a feature should be defined to express the degradation of details in the context of segmentation. In this paper, it is expressed by the portion of dissimilar regions in the oversegmented image that is produced by the watershed transform in each scale. Similarly, this corresponds to the probability of occurrence of dissimilar regions, i.e., visually significant contours. The region dissimilarity measure adopted in this paper is the relative entropy between the distributions of two adjacent regions ͑see Sec. 2.3͒. This dissimilarity value is attributed to each watershed line. Note that although the feature of dynamics of contours is employed in the multiscale fuzzy dissimilarity function of the merging scheme, it is excluded from the scale descriptor calculation. This is due to the fact that the dynamics of contours also involves information from the flooding history in the watershed process and therefore it is not a pure statistical homogeneity measure. It was also experimentally verified that the combination of relative entropy and dynamics of contours in the Fig. 8 Three-dimensional plot of ͑a͒ the probability density of RE as a function of scale ͑image "Lena"͒, ͑b͒ the corresponding probability distribution ͑cumulative͒ function, and ͑c͒ the complementary quantity of ͑b͒.
scale description function produces less efficient results than that of the relative entropy solely.
The scale description function can be considered as a stochastic process, the distribution of which changes with scale. The proposed scale descriptor ͑SD͒ is thus expressed by the following relation:
The quantity SD is thus defined as the probability of the RE being larger than an experimentally determined threshold T. This probability is estimated by the density estimation of RE for a given scale t. It is calculated as the ratio of the contours with REϾ T over the total number of contours for scale t, or equally, from the complement of the probability distribution function. This can be also defined as the perpendicular intersection of the complementary distribution function ͓Fig. 8͑c͔͒ for a specific value T of the RE quantity across different time scales. Figure 8 displays the evolution of the probability density of relative entropy in successive scales ͓Fig. 8͑a͔͒, the corresponding cumulative distribution ͓Fig. 8͑b͔͒ and the complementary quantity of Fig. 8͑b͒ with respect to the value 1 ͓in Fig 8͑c͔͒. The evolution of SD is depicted in Fig. 9͑a͒ for the "Lena" image.
Scale Selection Approaches
According to the SD, the localization scale is defined as the scale that follows an abrupt loss of information. This is interpreted as a rapid decrement of the slope of this function and is given by the global minimum of the secondorder derivative ͓Fig. 9͑b͔͒. This localization scale selection is therefore estimated by
͑11͒
Some other variations of the preceding scale selection approach were also considered. One approach was based on a normalized scale descriptor that was given by the probability of REϾ T over the total amount of contours that were estimated on all the generated time scales. It was observed that this scale description function has an approximately exponential shape and some scale selection approaches were accordingly developed. The concept of exponential approximation and the resulting scale selection considerations are mathematically formulated in the Appendix. The first localization scale selection criterion was readily estimated by the slope of the normalized scale descriptor itself ͑Appendix, Sec. 7.1͒. Another idea was to approximate the normalized scale description function using exponential approximation by solving the equivalent problem of an RC electronic circuit ͑Appendix, Sec. 7.2͒. Two cases were examined here: The first one estimates the scale that is equivalent to the RC parameter of an RC filter, when the capacitor is practically charged. According to the other case, we estimate the scale that is located closer to the corner of the exponential approximation. However, it was experimentally found that these three scale selection approaches often produce undersegmented results, i.e., some important visual information is lost. 35 Therefore the scale selection approach defined by Eqs. ͑10͒ and ͑11͒ was found to be more suitable for the proposed scheme and is also compared to Ref. 31 in the following section. Table 2 summarizes the evaluation and comparison study of our proposed approach for the localization scale selection ͑denoted by SODM: second-order derivative minimum͒, versus the Lin and Shi selection approach 31 ͑denoted by LSS͒. Furthermore, Figs. 10 and 11 illustrate the localization scale segmentation results of the compared methods for our test images. Besides that, Figs. 12 and 13 depict the corresponding final results based on the different localization scales to evaluate the overall system performance. A time step of 0.2 to 0.25 was used for the scale generation. A threshold value of T = 1 was used for SD. This value was defined experimentally. Note also that these approaches select the appropriate scales without having to generate the complete scale-space.
Evaluation and Comparison of Scale Selection Approaches
The comparison of these approaches was therefore carried out on the basis of qualitative ͑see Figs. 10-13͒ and quantitative ͑see Table 2͒ evaluation. Qualitatively, the SODM criterion outperforms the LSS approach for the images "Tree," "Parrots," and "Woman," while for the other Fig. 11 Contour maps of the localization scale ͑initial segmentation͒: first row; test images "Peppers," "Boat," "Lena," and "Monarch"; second row, selected scaled using LSS; third row, SODM results. test images equivalent results are produced. Besides that, using the YLGC segmentation evaluation function it becomes obvious that both of the examined methods produce equal results, except for the image "Tree," where the SODM approach produces more efficient segmentation. From quantitative and qualitative comparison it consequently becomes obvious that the SODM approach is more efficient for selecting the localization scale of the presented segmentation scheme.
Conclusion and Discussion
A scale-space, watershed-driven, split and merge segmentation method was presented. It utilizes information from the superficial and deep image structure to estimate the dissimilarity between adjacent regions in the localization scale. The employed features, i.e., dynamics of contours and relative entropy, are processed by a fuzzy-rule-based scheme to quantify their dissimilarity in each scale. This approach provides increased flexibility and a normalized outcome that can be handled more efficiently in the merging process. To facilitate the merging process, a region connectivity graph is also formed using the spatial structure and the region dissimilarity information derived from multiple scales. The effectiveness of the presented method was qualitatively and quantitatively evaluated in comparison to the single-scale counterpart to verify its reliability. The originality of this scheme is mainly attributed to the utilization of spatial graph representation and a fuzzy-rulebased dissimilarity relation for multiscale image segmentation and the use of minimal density edge estimation for watershed-based segmentation.
In addition, a study of scale selection methods was conducted to automatically determine the localization scale of the presented segmentation method. A novel scale descriptor was proposed that uses the RE feature and several selection criteria have been tested and compared to a previously reported scale selection approach. From this study, it was concluded that the most effective localization scale selection approach is based on the second-order derivative of the newly proposed descriptor.
Note also that the idea of Parzen density estimation has been adopted in several stages, such as edge detection, dissimilarity estimation, and localization scale selection throughout this paper. This is attributed to the fact that it is a nonparametric probabilistic approach and is considered to be effective even for a small number of samples. Another key point of this scheme is the nonlinear scale-space generation process that uses anisotropic diffusion instead of Gaussian filtering. The nonlinear smoothing preserves the location and delineation of the color edges facilitating the subsequent processes of edge detection and watershed analysis. Furthermore, the proposed method was developed and tested for the RGB color space, however, it can be extended to utilize several other color spaces such as the La * b * and Lu * v * that allow for more accurate estimation of color distances.
Finally, our main future objectives are to incorporate contour-related features in the dissimilarity function and to systematically investigate the use of different color spaces in the proposed segmentation and scale selection approach.
Appendix: Scale Selection Approaches
To determine the initial scale of the proposed multiscale segmentation scheme the following criteria were also developed and tested.
Slope of the Normalized Scale Descriptor
The normalized scale descriptor ͑NSD͒ is defined as NSD͑t͒ = P͓RE͑t͒ Ͼ T͔N͑t͒
where N͑t͒ is the number of the RAG edges for time ͑or scale͒ t. The difference between SD-as defined in Eq. ͑10͒-and NSD is that SD is the probability of occurrence for a given time t, whereas the second probability is estimated on all the generated time scales. From the implementation aspect, this is calculated as the number of contours with REϾ T over the total amount of contours calculated
