Transformadas aritméticas relacionadas com a função zeta de Riemann e fórmulas do tipo de Müntz e de Poisson by Hélder Alexandre Sá da Costa Lima
Transformadas 
aritméticas 
relacionadas 
com a função  
zeta de Riemann  
e fórmulas do tipo  
de Müntz  
e de Poisson 
Hélder Alexandre Sá da Costa Lima 
Dissertação de Mestrado apresentada à 
Faculdade de Ciências da Universidade do Porto, 
Matemática 
 
2016 

Transformadas  
aritméticas  
relacionadas com  
a função zeta  
de Riemann  
e fórmulas do tipo  
de Müntz e de Poisson 
 
Hélder Alexandre Sá da Costa Lima 
Mestrado em Matemática 
Departamento de Matemática 
2016 
 
Orientador 
Semyon Borisovich Yakubovich, Professor Associado,  
Faculdade de Ciências da Universidade do Porto 

Todas  as  correções  determinadas  
pelo júri, e só essas, foram efetuadas. 
 
O Presidente do Júri, 
 
 
 
 
 
Porto, ______/______/_________ 

Agradecimentos
Aos meus pais, porque sem toda a ajuda deles nada disto era possı´vel.
Ao meu orientador, Professor Semyon Yakubovich, pela sua disponibilidade, por toda a ajuda que
me deu e por todos os conhecimentos que me transmitiu.
A todos os professores que me deram aulas nestes 5 anos na faculdade, por tudo o que me
ensinaram e pela sua contribuic¸a˜o para a minha formac¸a˜o.
Aos RAM, por terem sido fundamentais para estes anos na faculdade terem sido uma experieˆncia
muito agrada´vel.
5
6
Resumo
Nesta tese estudamos func¸o˜es aritme´ticas, a transformada de Mellin e a func¸a˜o zeta de Riemann
e introduzimos uma nova famı´lia de classes de func¸o˜es na qual investigamos o que denominamos
por transformadas aritme´ticas. De seguida, usamos a nossa investigac¸a˜o sobre transformadas
aritme´ticas para demonstrar duas fo´rmulas cla´ssicas, deduzidas por Mu¨ntz e Poisson, que sa˜o
va´lidas para func¸o˜es nas classes que introduzimos, usando me´todos que podem ser generaliza-
dos para deduzir novas fo´rmulas e tambe´m exibimos algumas fo´rmulas semelhantes a` fo´rmula
de Mu¨ntz.
Palavras-chave: Transformadas aritme´ticas, func¸o˜es aritme´ticas, transformada de Mellin, func¸a˜o
zeta de Riemann, fo´rmula de Mu¨ntz, fo´rmula de Poisson.
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Abstract
In this thesis we study arithmetic functions, the Mellin transform and the Riemann zeta function
and we introduce a new family of classes of functions where we investigate what we call arithmetic
transforms. Then we use our investigation of arithmetic transforms to demonstrate two classical
formulas, deduced by Mu¨ntz and Poisson, valid for functions in the classes we introduce, making
proofs that can be generalized to deduce new formulas and we also exhibit some formulas similar
to the Mu¨ntz formula.
Keywords: Arithmetic transforms, aritmetic functions, Mellin transform, Riemann zeta function,
Mu¨ntz formula, Poisson formula.
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Capı´tulo 1
Introduc¸a˜o
No artigo [Yak14] do meu orientador podemos ver o que no´s vamos denominar por transforma-
das aritme´ticas, que sa˜o transformadas que podem ser definidas como se´ries onde aparecem
func¸o˜es aritme´ticas ou, de forma equivalente, como integrais sobre rectas verticais do plano
complexo nos quais a func¸a˜o zeta de Riemann aparece no integrando. O objetivo principal desta
tese e´ usar essas transformadas aritme´ticas para demonstrar duas fo´rmulas descobertas pelo
matema´tico alema˜o Mu¨ntz (1884-1956) e pelo matema´tico franceˆs Poisson (1781-1840), a`s quais
nos vamos referir por fo´rmula de Mu¨ntz e fo´rmula de Poisson, respectivamente, e fazer essas
demonstrac¸o˜es de forma a podermos generaliza´-las para deduzir novas fo´rmulas semelhantes
a estas. Esta tese vai estar intimamente relacionada com a teoria das transformadas integrais,
mais especificamente da transformada de Mellin, e das func¸o˜es especiais, como a func¸a˜o gama
de Euler e, especialmente, a func¸a˜o zeta de Riemann.
Apo´s um breve capı´tulo com alguns resultados preliminares, o tema do capı´tulo 3 sa˜o as func¸o˜es
aritme´ticas, que sa˜o func¸o˜es definidas no conjunto dos nu´meros naturais, e as se´ries de Dirichlet,
que sa˜o se´ries onde aparecem func¸o˜es aritme´ticas, baptizadas em homenagem ao matema´tico
alema˜o Dirichlet (1805-1859). Note-se aqui que, no contexto desta tese, o conjunto dos nu´meros
naturais, que vamos denotar como usual por N, e´ o conjunto dos inteiros positivos (para o
conjunto dos inteiros na˜o negativos vamos utilizar a notac¸a˜o N0). Neste capı´tulo vamos comec¸ar
por falar sobre um produto de func¸o˜es aritme´ticas, introduzido por Dirichlet e denominado usual-
mente por convoluc¸a˜o de Dirichlet, e sobre func¸o˜es aritme´ticas multiplicativas (e completamente
multiplicativas), a seguir vamos exibir alguns exemplos importantes de func¸o˜es aritme´ticas que
va˜o voltar a aparecer no capı´tulo 5 e finalmente vamos ver alguns resultados gerais sobre se´ries
de Dirichlet.
13
14 CAPI´TULO 1. INTRODUC¸A˜O
O primeiro objectivo do capı´tulo 4 e´ fazer uma introduc¸a˜o a` transformada de Mellin, uma transfor-
mada integral baptizada em homenagem ao matema´tico finlandeˆs Hjalmar Mellin (1854-1933) e
que vai ser uma ferramenta muito importante ao longo desta tese. Mas antes disso vamos fazer
uma breve abordagem a` transformada de Fourier, provavelmente a mais conhecida de todas as
transformadas integrais, porque a transformada de Mellin pode ser obtida a partir da transformada
de Fourier por uma mudanc¸a de varia´vel, logo alguns resultados para a transformada de Mellin
podem ser obtidos a partir de resultados ana´logos para a transformada de Fourier. Vamos
tambe´m definir as transformadas de Fourier de seno e de cosseno, porque esta u´ltima aparece
na fo´rmula de Poisson. De seguida, vamos introduzir uma nova famı´lia de classes de func¸o˜es
Mα,n, com α > 1 e n ∈ N0, que generaliza a classe de func¸o˜es Mα, com α > 1, introduzida
no artigo [Yak15]. Esta famı´lia de classes de func¸o˜es vai ter um papel fundamental nesta tese
porque o estudo de transformadas aritme´ticas que vamos fazer no capı´tulo 6 e as demonstrac¸o˜es
de fo´rmulas que vamos fazer nos capı´tulos 7 e 8 va˜o ser sempre para func¸o˜es nessas classes.
Vamos tambe´m fazer um estudo aprofundado da transformada de Mellin das func¸o˜es nas classes
Mα,n. Um exemplo especialmente interessante da transformada de Mellin de uma func¸a˜o que
esta´ em todas as classesMα,n, com α > 1 e n ∈ N0, e´ a func¸a˜o gama de Euler. Assim vamos
terminar o capı´tulo 4, estudando esta func¸a˜o, baptizada em homenagem ao matema´tico suic¸o
Leonhard Euler (1707-1783), que e´ uma func¸a˜o analı´tica (em quase todo o plano complexo)
que generaliza a func¸a˜o factorial e e´ provavelmente a mais conhecida das chamadas func¸o˜es
especiais, tendo sido alvo do interesse de muitos dos mais renomeados matema´ticos desde o
se´culo XVIII ate´ ao presente.
O tema do capı´tulo 5 e´ a func¸a˜o zeta de Riemann, baptizada em homenagem ao matema´tico
alema˜o Bernhard Riemann (1826-1866). A func¸a˜o zeta foi introduzida por Euler mas apenas para
inteiros positivos. Euler conseguiu determinar os valores da func¸a˜o zeta nos inteiros positivos
pares no seu artigo ”On the sums of series of reciprocals” publicado em 1740. Anteriormente
Euler ja´ tinha calculado o valor de ζ(2), que nos vai ser u´til para deduzir uma fo´rmula no capı´tulo
7, o que lhe permitiu resolver o problema de Basel que perguntava o valor da se´rie dos inversos
dos quadrados perfeitos. Mais tarde, Riemann no seu artigo ”On the Number of Primes Less Than
a Given Magnitude” generalizou a func¸a˜o zeta para varia´vel complexa, provou a sua continuac¸a˜o
como uma func¸a˜o analı´tica em todo o plano complexo excepto no ponto s = 1 e estabeleceu uma
relac¸a˜o entre os zeros da func¸a˜o zeta e a distribuic¸a˜o dos nu´meros primos, fazendo da func¸a˜o
zeta provavelmente a ferramenta mais importante no estudo dos nu´meros primos. Foi tambe´m
nesse artigo que Riemann publicou pela primeira vez a hipo´tese de Riemann que e´ um dos sete
15
problemas do mile´nio seleccionados pelo Clay Mathematics Institute e esta´ relacionado com a
distribuic¸a˜o dos zeros da func¸a˜o zeta. Assim, por curiosidade, no capı´tulo 5 ale´m de vermos
outros resultados sobre a func¸a˜o zeta, incluindo a sua continuac¸a˜o analı´tica e a sua equac¸a˜o
funcional, vamos tambe´m fazer uma refereˆncia a` hipo´tese de Riemann, explicando porque e´ que
esta se reduz a` chamada faixa crı´tica da func¸a˜o zeta de Riemann: 0 < Re s < 1.
Ainda no capı´tulo sobre a func¸a˜o zeta vamos ter uma secc¸a˜o onde vamos exibir va´rias iden-
tidades que nos permitem escrever expresso˜es onde aparece a func¸a˜o zeta de Riemann na
forma de se´ries de Dirichlet absolutamente convergentes, onde aparecem algumas das func¸o˜es
aritme´ticas apresentadas no capı´tulo 3. As igualdades entre as se´ries e os integrais que definem
as transformadas aritme´ticas introduzidas em [Yak14] resultam destas identidades.
No capı´tulo 6 vamos enunciar e demonstrar uma proposic¸a˜o que nos diz como podemos, a partir
de cada se´rie de Dirichlet exibida no capı´tulo 5, obter uma transformada aritme´tica que pode
ser definida equivalentemente em forma de se´rie ou integral, e vamos estudar uma transformada
aritme´tica especı´fica, que vamos denominar por transformada de Mo¨bius, devido ao apareci-
mento da func¸a˜o de Mo¨bius (uma das func¸o˜es aritme´ticas que va˜o ser exibidas no capı´tulo 3)
na sua transformada inversa. Esta transformada e´ semelhante a uma transformada referida
na secc¸a˜o 2.12. do livro [Har40]. O nosso objectivo neste capı´tulo vai ser encontrar fo´rmulas
explı´citas quer em forma de se´rie quer em forma de integral para esta transformada, para a sua
inversa, e para as compostas de sucessivas iterac¸o˜es quer da transformada de Mo¨bius quer da
sua inversa.
Todo o trabalho que vamos fazer no capı´tulo 6 e´ feito no semiplano Re s > 1. Mas, como estamos
a lidar com a func¸a˜o zeta de Riemann, e´ mais interessante entrarmos na faixa crı´tica 0 < Re s < 1.
E e´ isso que fazemos no capı´tulo 7, onde, movendo o integral da transformada de Mo¨bius para
a faixa crı´tica, conseguimos demonstrar, nas classes de func¸o˜es introduzidas no capı´tulo 4, a
fo´rmula de Mu¨ntz, que pode ser encontrada na secc¸a˜o 2.11. de [Tit86],
ζ(s)
∫ ∞
0
f(y)ys−1dy =
∫ ∞
0
( ∞∑
n=1
f(nx)− 1
x
∫ ∞
0
f(t)dt
)
xs−1dx,
onde 0 < Re s < 1. De seguida, vamos adaptar a nossa demonstrac¸a˜o da fo´rmula de Mu¨ntz,
partindo de outras transformadas aritme´ticas diferentes da transformada de Mo¨bius, para dedu-
zirmos, outras fo´rmulas semelhantes a` fo´rmula de Mu¨ntz, que vamos denominar por fo´rmulas
do tipo de Mu¨ntz, tambe´m para func¸o˜es nas classes introduzidas no capı´tulo 4. Vamos terminar
este capı´tulo obtendo fo´rmulas que relacionam as func¸o˜es gama e zeta como casos particulares
das fo´rmulas provadas anteriormente no capı´tulo.
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Finalmente, no capı´tulo 8 vamos demonstrar, tambe´m para func¸o˜es nas classes introduzidas no
capı´tulo 4, a fo´rmula de Poisson, que pode ser encontrada na secc¸a˜o 2.8. de [Tit48],
√
β
(
1
2
(Fcf)(0) +
∞∑
n=1
(Fcf) (nβ)
)
=
√
α
(
1
2
f(0) +
∞∑
n=1
f(nα)
)
,
onde α, β > 0 tais que αβ = 2pi e Fcf e´ a transformada de Fourier de cosseno de f que, como
ja´ foi referido anteriormente, vai ser definida no capı´tulo 4. Para isso, vamos comec¸ar por mover
o mesmo integral que definia a transformada de Mo¨bius e que era utilizado na demonstrac¸a˜o da
fo´rmula de Mu¨ntz para a faixa −1 < Re s < 0 e, de seguida, vamos utilizar va´rios resultados dos
capı´tulos anteriores, incluindo a equac¸a˜o funcional da func¸a˜o zeta e va´rias fo´rmulas relacionadas
com a func¸a˜o gama, ale´m de algumas das propriedades das classesMα,n, conseguindo desta
forma deduzir a fo´rmula de Poisson.
Capı´tulo 2
Resultados preliminares
Neste capı´tulo vamos apresentar (sem demonstrac¸o˜es) alguns resultados preliminares que nos
va˜o ser u´teis ao longo desta tese.
Em primeiro lugar vamos definir o espac¸o L1(Ω) para uma curva Ω.
Definic¸a˜o 2.1. Seja f uma func¸a˜o (real ou complexa) cujo domı´nio conte´m uma curva Ω. Enta˜o
dizemos que f ∈ L1(Ω) se o integral
∫
Ω
|f(x)|dx e´ convergente.
De seguida apresentamos treˆs teoremas que podem ser encontrados em [Rud87], os dois pri-
meiros no capı´tulo 2 e o u´ltimo no capı´tulo 8, e que nos permitem, sob determinadas condic¸o˜es,
passar limites para dentro de integrais, trocar a ordem de sumac¸a˜o e integrac¸a˜o em integrais de
se´ries e trocar a ordem de integrac¸a˜o em integrais duplos, respectivamente.
Teorema 2.2 (Teorema da Convergeˆncia Dominada de Lebesgue). Seja {fn(x)}n∈N uma su-
cessa˜o de func¸o˜es complexas integra´veis num domı´nio X tais que f(x) = lim
n→∞ fn(x) existe para
todo o x ∈ X. Se existir uma func¸a˜o g ∈ L1(X) tal que |fn(x)| ≤ g(x), para todo o n ∈ N e para
todo o x ∈ X, enta˜o f ∈ L1(X) e∫
X
f(x)dx = lim
n→∞
∫
X
fn(x)dx. (2.0.1)
Teorema 2.3. Seja {fn(x)}n∈N uma sucessa˜o de func¸o˜es complexas com domı´nio Ω tais que
fn(x) ∈ L1(Ω), para todo o n ∈ N, e
∞∑
n=1
∫
Ω
|fn(x)|dx <∞.
Enta˜o a se´rie
f(x) =
∞∑
n=1
fn(x)
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converge para quase todo o x ∈ Ω, f(x) ∈ L1(Ω) e∫
Ω
f(x)dx =
∞∑
n=1
∫
Ω
fn(x)dx. (2.0.2)
Teorema 2.4 (Teorema de Fubini). Seja f(x, y) uma func¸a˜o definida em X × Y tal que∫
X
(∫
Y
|f(x, y)|dy
)
dx <∞. (2.0.3)
Enta˜o podemos trocar a ordem de integrac¸a˜o de f , ou seja,∫
X
(∫
Y
f(x, y)dy
)
dx =
∫
Y
(∫
X
f(x, y)dx
)
dy. (2.0.4)
De seguida, vamos enunciar o teorema integral de Cauchy e o teorema dos resı´duos de Cauchy,
dois dos teoremas fundamentais da ana´lise complexa e, mais especificamente, do ca´lculo de
integrais sobre curvas do plano complexo, que podem ser encontrados, por exemplo, na secc¸a˜o
2.1. do livro [Mar83].
Teorema 2.5 (Teorema integral de Cauchy). Seja f(z) uma func¸a˜o analı´tica num domı´nio limitado
simplesmente conexo Ω. Enta˜o ∫
γ
f(z)dz = 0,
para qualquer curva γ ⊂ Ω fechada.
Teorema 2.6 (Teorema dos resı´duos de Cauchy). Seja Ω um domı´nio, limitado por uma curva de
Jordan γ, e f(z) uma func¸a˜o analı´tica em todos os pontos de Ω excepto num nu´mero finito de
pontos de singularidade a1, · · · , ak. Enta˜o,
1
2pii
∫
γ
f(z)dz =
k∑
i=1
res
z=ai
f(z).
Ao longo desta tese va˜o aparecer va´rias vezes func¸o˜es de varia´vel complexa definidas por se´ries
e integrais uniformemente convergentes. Por essa raza˜o, va˜o nos ser u´teis os pro´ximos quatro
resultados onde apresentamos os testes de Weierstrass para convergeˆncia uniforme de se´ries e
de integrais e dois teoremas que nos mostram como definir func¸o˜es analı´ticas a partir de se´ries
e integrais uniformemente convergentes. Todos estes resultados podem ser encontrados em
[Tit39], nas secc¸o˜es 1.1, 1.5, 2.8 e 2.8, respectivamente.
19
Teorema 2.7 (Teste de Weierstrass para convergeˆncia uniforme de se´ries). Seja {fn(z)}n∈N uma
sucessa˜o de func¸o˜es definidas num domı´nio D. Se existir uma sucessa˜o {an}n∈N de nu´meros
reais positivos tal que |fn(z)| ≤ an, para todo o n ∈ N e para todo o z ∈ D, e a se´rie
∞∑
n=1
an e´
convergente, enta˜o a se´rie
∞∑
n=1
fn(z) converge uniformemente em D.
Teorema 2.8 (Teste de Weierstrass para convergeˆncia uniforme de integrais). Seja f(z, w) uma
func¸a˜o de duas varia´veis, onde z esta´ numa regia˜o D e w esta´ numa curva Ω. Se existir uma
func¸a˜o g(w) definida em Ω tal que |f(z, w)| ≤ g(w), para todo o z ∈ D e para todo o w ∈ Ω, e o
integral
∫
Ω
g(w)dw e´ convergente, enta˜o o integral
∫
Ω
f(z, w)dw converge uniformemente em D.
Teorema 2.9 (Func¸o˜es analı´ticas definidas por se´ries uniformemente convergentes). Seja {un(z)}n∈N
uma sucessa˜o de func¸o˜es analı´ticas num regia˜o D do plano complexo tal que a se´rie
∞∑
n=1
un(z) e´
uniformemente convergente em qualquer regia˜o D′ interior de D.
Enta˜o a func¸a˜o f(z) =
∞∑
n=1
un(z) e´ analı´tica em D e as suas derivadas podem ser calculadas por
derivac¸a˜o termo-a-termo.
Teorema 2.10 (Func¸o˜es analı´ticas definidas por integrais uniformemente convergentes). Seja
f(z, w) uma func¸a˜o contı´nua de varia´veis complexas, onde z esta´ numa regia˜o D e w esta´ numa
curva Ω, tal que, para qualquer w ∈ Ω fixo, f(z, w) e´ uma func¸a˜o analı´tica em D.
Enta˜o, se o integral
∫
Ω
f(z, w)dw convergir uniformemente em D, a func¸a˜o F (z) definida por esse
integral e´ uma func¸a˜o analı´tica emD e as suas derivadas podem ser calculadas derivando dentro
do integral.
Contudo nem sempre essas se´ries e esses integrais que definem func¸o˜es analı´ticas va˜o con-
vergir em todo o plano complexo, o que nos vai fazer necessitar algumas vezes de prolongar
func¸o˜es analı´ticas para domı´nios maiores do que o seu domı´nio original. Para isso, vamos usar
a te´cnica da continuac¸a˜o analı´tica mas, antes de definirmos o que e´ a continuac¸a˜o analı´tica de
uma func¸a˜o analı´tica, vamos enunciar o seguinte teorema de unicidade de uma func¸a˜o analı´tica
que pode ser encontrado novamente na secc¸a˜o 2.1. de [Mar83].
Teorema 2.11 (Unicidade de uma func¸a˜o analı´tica). Se duas func¸o˜es f(z) e g(z) sa˜o analı´ticas
num domı´nio Ω ⊂ C e se f(z) = g(z), para todo o z ∈ E, onde E ⊂ Ω com algum ponto de
acumulac¸a˜o de E no interior de Ω, enta˜o f(z) = g(z) para todo o z ∈ Ω.
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Definic¸a˜o 2.12 (Continuac¸a˜o analı´tica de uma func¸a˜o analı´tica). Seja f1(z) uma func¸a˜o analı´tica
definida num domı´nio Ω1 ⊂ C e seja Ω2 ⊂ C outro domı´nio tal que Ω = Ω1 ∩ Ω2 6= ∅. Se f2(z) e´
uma func¸a˜o analı´tica em Ω2 tal que f1(z) = f2(z), para todo o z ∈ Ω, enta˜o f2(z) e´ a continuac¸a˜o
analı´tica de f1(z) de Ω1 para Ω2 atrave´s de Ω.
Note-se que uma consequeˆncia do teorema 2.11 e´ que se existe uma continuac¸a˜o analı´tica de
uma func¸a˜o f para um domı´nio Ω enta˜o essa continuac¸a˜o analı´tica e´ u´nica. O seguinte resultado
e´ outra consequeˆncia do teorema 2.11.
Corola´rio 2.13 (Princı´pio da conservac¸a˜o de equac¸o˜es funcionais para func¸o˜es analı´ticas). Se
uma func¸a˜o f(z) satisfaz uma equac¸a˜o funcional enta˜o a continuac¸a˜o analı´tica de f a um novo
domı´nio satisfaz a mesma equac¸a˜o.
Este corola´rio permite-nos usar equac¸o˜es funcionais para fazer a continuac¸a˜o analı´tica de func¸o˜es
analı´ticas em regio˜es do plano complexo.
Para finalizar este capı´tulo inicial, vamos agora introduzir a notac¸a˜o de Landau: O grande, o
pequeno e ∼. A notac¸a˜o de Landau pode ser encontrada na secc¸a˜o 1.6. de [HW08].
Definic¸a˜o 2.14 (notac¸a˜o de Landau). Sejam f e g func¸o˜es reais ou complexas definidas em
K = R ou C. Para a ∈ K ∪˙∞, escreve-se:
• f = O(g), x→ a, se existe M > 0 tal que |f(x)| < M |g(x)| numa vizinhanc¸a de a;
• f = o(g), x→ a, se lim
x→a
f(x)
g(x)
= 0;
• f ∼ g, x→ a, se lim
x→a
f(x)
g(x)
= 1.
Nas condic¸o˜es desta definic¸a˜o, e´ fa´cil de observar que, se f = o(g) ou f ∼ g, x → a, enta˜o
f = O(g), x → a; e que, se f1 = O(g1) e f2 = O(g2), x → a, enta˜o f1f2 = O(g1g2) (esta
observac¸a˜o tambe´m e´ va´lida substituindo O por o ou por ∼).
Capı´tulo 3
Func¸o˜es aritme´ticas e se´ries de
Dirichlet
Tal como referido na introduc¸a˜o, neste capı´tulo vamos falar sobre func¸o˜es aritme´ticas, que sa˜o
func¸o˜es reais ou complexas definidas no conjunto dos nu´meros naturais.
3.1 Convoluc¸a˜o de Dirichlet e func¸o˜es multiplicativas
Comecemos esta secc¸a˜o por definir a convoluc¸a˜o de Dirichlet.
Definic¸a˜o 3.1 (convoluc¸a˜o de Dirichlet). Se f e g sa˜o duas func¸o˜es aritme´ticas enta˜o a sua
convoluc¸a˜o de Dirichlet e´ representada por f ∗ g e e´ definida por:
(f ∗ g)(n) =
∑
d|n
f(d)g
(n
d
)
. (3.1.1)
Observe-se que a convoluc¸a˜o de Dirichlet de f e g podia ser definida equivalentemente por
(f ∗ g)(n) =
∑
ab=n
f(a)g(b). (3.1.2)
Apo´s fazer esta observac¸a˜o, e´ imediato que a convoluc¸a˜o de Dirichlet e´ comutativa.
A partir da fo´rmula (3.1.2) tambe´m podemos deduzir que, se f , g e h sa˜o func¸o˜es aritme´ticas,
enta˜o, para qualquer n ∈ N,
((f ∗ g) ∗ h)(n) =
∑
abc=n
f(a)g(b)h(c) = (f ∗ (g ∗ h))(n). (3.1.3)
Portanto podemos concluir que a convoluc¸a˜o de Dirichlet e´ comutativa e associativa.
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Defina-se a func¸a˜o aritme´tica δ por
δ(n) =

1 se n = 1,
0 se n > 1.
(3.1.4)
Para toda a func¸a˜o aritme´tica f , mostra-se, simplesmente aplicando as definic¸o˜es da convoluc¸a˜o
de Dirichlet e da func¸a˜o δ, que f ∗δ = f = δ∗f . Portanto, δ e´ o elemento neutro para a convoluc¸a˜o
de Dirichlet.
Podemos ver, na secc¸a˜o 2.6. do livro [Apo76], que, para toda a func¸a˜o aritme´tica f tal que
f(1) 6= 0, existe uma u´nica func¸a˜o aritme´tica f−1 tal que f ∗ f−1 = δ = f−1 ∗ f e que essa func¸a˜o
f−1, que e´ designada por inverso de Dirichlet de f , pode ser obtida de forma recursiva a partir
de f por f−1(1) =
1
f(1)
e f−1(n) = − 1
f(1)
∑
d|n,d<n
f
(n
d
)
f−1(d), para n > 1. Se f−1 e´ o inverso
de Dirichlet de f , tambe´m f e´ o inverso de Dirichlet de f−1 e dizemos que f e f−1 sa˜o inversos
de Dirichlet (um do outro). Ale´m disso, se f e g sa˜o func¸o˜es aritme´ticas com f(1) 6= 0 e g(1) 6= 0
enta˜o (f ∗ g)(1) = f(1)g(1) 6= 0.
Portanto, as func¸o˜es aritme´ticas f com f(1) 6= 0 munidas da convoluc¸a˜o de Dirichlet formam um
grupo. Um importante subgrupo deste grupo e´ constituı´do pelas func¸o˜es aritme´ticas multiplicati-
vas, das quais vamos falar de seguida.
Vamos agora definir func¸o˜es aritme´ticas multiplicativas e completamente multiplicativas.
Definic¸a˜o 3.2. Uma func¸a˜o aritme´tica e´ multiplicativa se f na˜o for a func¸a˜o aritme´tica nula
e f(mn) = f(m)f(n) sempre que (m,n) = 1. Uma func¸a˜o multiplicativa e´ completamente
multiplicativa se f(mn) = f(m)f(n) para todo o m,n ∈ N.
Por exemplo, δ e´ uma func¸a˜o aritme´tica multiplicativa e completamente multiplicativa. Podemos
observar que, se f e´ uma func¸a˜o aritme´tica multiplicativa, enta˜o f(1) = 1. Ale´m disso, tambe´m
podemos observar que uma func¸a˜o aritme´tica f tal que f(1) = 1 e´ multiplicativa se e so´ se
f(pa11 · · · pann ) = f(pa11 ) · · · f(pann ), para todos os primos pi e para todos os naturais ai, e e´ com-
pletamente multiplicativa se e so´ se for multiplicativa e se f(pa) = (f(p))a, para todo o primo p e
para todo o natural a. Assim uma func¸a˜o multiplicativa fica completamente determinada pelo seu
valor nas poteˆncias de primos e uma func¸a˜o completamente multiplicativa fica completamente
determinada pelo seu valor nos primos.
Vamos agora fazer refereˆncia a dois resultados relacionados com a convoluc¸a˜o de Dirichlet de
func¸o˜es multiplicativas, que podem ser encontrados na secc¸a˜o 2.10 de [Apo76]. O primeiro
resultado afirma que se f e g sa˜o func¸o˜es aritme´ticas multiplicativas, enta˜o f ∗ g tambe´m e´
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multiplicativa. O segundo afirma que, se f e g sa˜o func¸o˜es aritme´ticas tais que g e f ∗ g sa˜o
multiplicativas, enta˜o f tambe´m e´ multiplicativa. Vamos ver mais tarde exemplos que mostram
que estes dois resultados na˜o sa˜o va´lidos se substituirmos no seu enunciado func¸o˜es multiplica-
tivas por func¸o˜es completamente multiplicativas. Como f ∗ f−1 = δ e δ e´ uma func¸a˜o aritme´tica
multiplicativa, conclui-se, como corola´rio do resultado anterior, que, se f e´ uma func¸a˜o aritme´tica
multiplicativa, enta˜o f−1 tambe´m e´ multiplicativa. Portanto, as func¸o˜es aritme´ticas multiplicativas
formam mesmo um subgrupo do grupo das func¸o˜es aritme´ticas f com f(1) 6= 0.
3.2 Algumas func¸o˜es aritme´ticas
Nesta secc¸a˜o vamos ver alguns exemplos importantes de func¸o˜es aritme´ticas.
Definic¸a˜o 3.3. A func¸a˜o de Mo¨bius (µ(n)) e´ uma func¸a˜o aritme´tica definida por:
• µ(1) = 1;
• µ(n) = (−1)k, se n e´ o produto de k primos distintos;
• µ(n) = 0, se existe algum primo p tal que p2 | n.
A partir desta definic¸a˜o, podemos observar que a func¸a˜o de Mo¨bius e´ multiplicativa. Todavia a
func¸a˜o de Mo¨bius na˜o e´ completamente multiplicativa pois, para qualquer primo p e qualquer
a > 1, µ(pa) = 0 6= (µ(p))a.
Uma propriedade particularmente interessante da func¸a˜o de Mo¨bius diz-nos que, para todo o
n > 1,
∑
d|n
µ(d) = 0. (3.2.1)
Para demonstrar esta propriedade comecemos por notar que a func¸a˜o aritme´tica constante igual
a 1, que vamos denotar por 1, e´ multiplicativa e que a func¸a˜o que faz corresponder, a cada n ∈ N,∑
d|n
µ(d) e´ igual a µ ∗ 1, logo tambe´m e´ multiplicativa, porque e´ a convoluc¸a˜o de Dirichlet de duas
func¸o˜es multiplicativas. Portanto esta func¸a˜o e´ determinada pelos seus valores nas poteˆncias de
primos logo basta verificar que a propriedade (3.2.1) e´ va´lida nas poteˆncias de primos, o que e´
verdade pois, se p e´ primo e a ∈ N, enta˜o
∑
d|pa
µ(d) =
a∑
i=0
µ(pi) = µ(1)− µ(p) = 1− 1 = 0.
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Assim, como µ(1) = 1, conclui-se que µ ∗ 1 = δ, ou seja, µ e 1 sa˜o inversos de Dirichlet.
Uma consequeˆncia deste resultado e´ a fo´rmula de inversa˜o de Mo¨bius.
Lema 3.4 (Fo´rmula de inversa˜o de Mo¨bius). Seja f uma func¸a˜o aritme´tica e defina-se uma
func¸a˜o aritme´tica g tal que, para cada n ∈ N,
g(n) = (f ∗ 1)(n) =
∑
d|n
f(d).
Enta˜o tem-se, para todo o n ∈ N, que
f(n) = (g ∗ µ)(n) =
∑
d|n
µ
(n
d
)
g(d).
Relembrando que 1 ∗ µ = δ, prova-se facilmente a fo´rmula de inversa˜o de Mo¨bius porque
g ∗ µ = (f ∗ 1) ∗ µ = f ∗ (1 ∗ µ) = f ∗ δ = f .
Analogamente verifica-se que a afirmac¸a˜o recı´proca tambe´m e´ va´lida, ou seja, se temos
f(n) = (g ∗ µ)(n) =
∑
d|n
µ
(n
d
)
g(d) enta˜o, para todo o n ∈ N, g(n) = (f ∗ 1)(n) =
∑
d|n
f(d).
Partindo da fo´rmula (3.2.1) tambe´m podemos deduzir que, se f e´ uma func¸a˜o aritme´tica comple-
tamente multiplicativa, enta˜o f−1(n) = µ(n)f(n), para todo o n ∈ N, porque
(µf ∗ f)(n) =
∑
d|n
µ(d)f(d)f
(n
d
)
= f(n)
∑
d|n
µ(d) =

f(1) = 1 se n = 1,
0 se n > 1.
Tambe´m e´ verdadeira a afirmac¸a˜o recı´proca, ou seja, se f e´ uma func¸a˜o aritme´tica multiplicativa
tal que f−1(n) = µ(n)f(n), para todo o n ∈ N, enta˜o f e´ completamente multiplicativa (ver
[Apo76], secc¸a˜o 2.11).
Definic¸a˜o 3.5. A func¸a˜o (totiente) de Euler (ϕ(n)) e´ uma func¸a˜o aritme´tica definida por
ϕ(n) =
∣∣{m ∈ N : m ≤ n e (m,n) = 1}∣∣.
Observe-se que, para qualquer n ∈ N, ϕ(n) e´ a cardinalidade de um subconjunto na˜o vazio
(porque (1, n) = 1) de {1, · · · , n} logo 1 ≤ ϕ(n) ≤ n. Podemos ver, na secc¸a˜o 5.5 do livro [HW08],
que, tal como a func¸a˜o de Mo¨bius, tambe´m a func¸a˜o de Euler e´ uma func¸a˜o multiplicativa mas
na˜o e´ completamente multiplicativa porque, por exemplo, ϕ(4) = 2 6= 12 = ϕ(2)2. Para calcular
ϕ(n), com n ∈ N, podemos utilizar a fo´rmula
ϕ(n) = n
∏
p|n
(
1− 1
p
)
. (3.2.2)
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Como a func¸a˜o de Euler e´ multiplicativa, basta mostrar que esta fo´rmula se verifica para pk, para
todo o primo p e para todo o k ∈ N, o que e´ verdade porque, como p e´ o u´nico primo que divide pk,
os nu´meros inteiros que sa˜o co-primos com pk sa˜o exatamente os inteiros que na˜o sa˜o mu´ltiplos
de p logo ϕ(pk) = pk − pk−1 = pk
(
1− 1
p
)
. Outro resultado sobre a func¸a˜o de Euler que tambe´m
pode ser encontrado na secc¸a˜o 5.5 de [HW08] diz-nos que, para todo o n ∈ N,
∑
d|n
ϕ(d) = n. (3.2.3)
Portanto, denotando por Id a func¸a˜o aritme´tica identidade, podemos afirmar que ϕ ∗ 1 = Id e,
usando o Teorema de Inversa˜o de Mo¨bius, podemos deduzir que ϕ = µ ∗ Id, ou seja, para todo
o n ∈ N,
ϕ(n) =
∑
d|n
µ(d)
n
d
= n
∑
d|n
µ(d)
d
. (3.2.4)
Definic¸a˜o 3.6. A func¸a˜o divisora de Dirichlet (d(n)) e´ uma func¸a˜o aritme´tica que denota, para
cada n ∈ N, o nu´mero de divisores (naturais) de n.
A notac¸a˜o de Landau tambe´m pode ser definida para func¸o˜es aritme´ticas de forma ana´loga
a` definic¸a˜o 2.14, mas para func¸o˜es aritme´ticas so´ interessa o caso em que o limite e´ infinito
logo esse limite esta´ implı´cito. O seguinte teorema sobre a assinto´tica da func¸a˜o d(n) pode ser
encontrado na secc¸a˜o 18.1 de [HW08] e vai-nos ser u´til num capı´tulo mais avanc¸ado.
Teorema 3.7. d(n) = O(n), para todo o  > 0.
Definic¸a˜o 3.8. Fixando um nu´mero natural k, a func¸a˜o aritme´tica dk(n) denota, para cada n ∈ N,
o nu´mero de formas diferentes de escrever n como o produto de k factores naturais onde escritas
de n como produto dos mesmos factores por ordens diferentes contam como escritas diferentes.
Observe-se que a famı´lia das func¸o˜es dk(n), com k ∈ N, pode ser vista como uma generalizac¸a˜o
da func¸a˜o divisora de Dirichlet porque d(n) = d2(n), para todo o n ∈ N, e observe-se tambe´m que
a famı´lia das func¸o˜es dk(n), com k natural, pode ser definida de forma recursiva por d1(n) = 1 e,
para todo o k ∈ N,
dk+1(n) =
∑
q|n
dk(q). (3.2.5)
Portanto dk+1 = dk ∗ 1 e, como d1 = 1, podemos deduzir que dk = 1 ∗ · · · ∗ 1 (k vezes).
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Enta˜o tambe´m as func¸o˜es dk(n) sa˜o multiplicativas. Por outro lado, para k > 1, dk(n) na˜o e´
completamente multiplicativa porque, para qualquer primo p, podemos observar que dk(p) = k e
dk(p
2) = k +
(
k
2
)
=
k(k + 1)
2
6= k2, ou seja, dk(p2) 6= (dk(p))2.
Definic¸a˜o 3.9. Para todo o nu´mero complexo a, define-se a func¸a˜o aritme´tica σa(n) tal que, para
todo o n ∈ N,
σa(n) =
∑
d|n
da. (3.2.6)
Observe-se que tambe´m a famı´lia das func¸o˜es aritme´ticas σa, com a ∈ C, e´ uma generalizac¸a˜o
da func¸a˜o divisora de Dirichlet porque d(n) = σ0(n), para todo o n ∈ N. Ale´m disso note-se que,
para qualquer a ∈ C, podemos escrever σa = 1 ∗ Ida, onde Ida e´ a func¸a˜o aritme´tica definida
por Ida(n) = na. Portanto, como as func¸o˜es Ida sa˜o (completamente) multiplicativas, tambe´m as
func¸o˜es σa sa˜o multiplicativas mas podemos observar que na˜o sa˜o completamente multiplicativas
(por exemplo, ja´ vimos que σ0 = d na˜o e´ completamente multiplicativa).
Definic¸a˜o 3.10. A func¸a˜o aritme´tica a(n) denota o maior divisor ı´mpar de n.
E´ imediato que 1 ≤ a(n) ≤ n, para todo o n ∈ N. Observe-se que qualquer n ∈ N pode ser
escrito de forma u´nica como n = 2ka(n), com k ∈ N0 e a(n) ∈ N ı´mpar, e este a(n) e´ mesmo o
maior divisor ı´mpar de n. Portanto a(n) e´ uma func¸a˜o completamente multiplicativa.
Definic¸a˜o 3.11. Denota-se por ω(n) a func¸a˜o aritme´tica que representa o nu´mero de factores
primos distintos de n.
O seguinte teorema sobre a assinto´tica da func¸a˜o ω(n) pode ser encontrado no artigo [HR17] e
vai-nos ser u´til num capı´tulo mais avanc¸ado.
Teorema 3.12. ω(n) = O (ln(lnn)).
Vamos agora deduzir uma fo´rmula que relaciona a func¸a˜o ω(n) com a func¸a˜o de Mo¨bius.
Lema 3.13. Para todo o n ∈ N,
∑
d|n
|µ(d)| = 2ω(n), ou seja, (|µ| ∗ 1) (n) = 2ω(n).
Prova. Se m,n ∈ N sa˜o co-primos, na˜o teˆm factores primos comuns, logo ω(mn) = ω(m) + ω(n)
e, consequentemente, 2ω(mn) = 2ω(m)2ω(n). Enta˜o a func¸a˜o aritme´tica 2ω(n) e´ multiplicativa. Ale´m
disso, como 1 e |µ| sa˜o multiplicativas, tambe´m 1 ∗ |µ| e´ multiplicativa. Portanto basta demonstrar
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que o lema se verifica para as poteˆncias de primos. Sejam p primo e k ∈ N. Enta˜o ω(pk) = 1
logo, como µ(1) = 1, µ(p) = −1 e µ(pi) = 0, para i > 1, podemos concluir que
∑
d|pk
∣∣∣µ(pk)∣∣∣ = k∑
i=0
∣∣µ(pi)∣∣ = 2 = 2ω(pk).
Definic¸a˜o 3.14. Denota-se por Ω(n) a func¸a˜o aritme´tica que representa o nu´mero de factores
primos de n, contando com multiplicidades.
Definic¸a˜o 3.15. A func¸a˜o de Liouville (λ(n)) e´ uma func¸a˜o aritme´tica definida por
λ(n) = (−1)Ω(n). (3.2.7)
Para todo o m,n ∈ N, tem-se Ω(mn) = Ω(m) + Ω(n), logo λ(mn) = λ(m)λ(n). Portanto a func¸a˜o
de Liouville e´ completamente multiplicativa. Assim, usando o resultado visto anteriormente
sobre o inverso de Dirichlet de uma func¸a˜o completamente multiplicativa, podemos afirmar que
λ−1(n) = µ(n)λ(n). Mas, se µ(n) = 0, enta˜o µ(n)λ(n) = 0 = |µ(n)| e se µ(n) = ±1, ou
seja, se n e´ o produto de ω(n) factores primos distintos enta˜o λ(n) = (−1)ω(n) = µ(n) logo
µ(n)λ(n) = (µ(n))2 = 1 = |µ(n)|. Portanto o inverso de Dirichlet de λ(n) e´ |µ(n)|, que e´ uma
func¸a˜o aritme´tica que na˜o e´ completamente multiplicativa.
Ale´m disso, podemos ver na secc¸a˜o 2.12 de [Apo76] que, para todo o n ∈ N,
∑
d|n
λ(d) =

1 se n e´ um quadrado perfeito,
0 caso contra´rio,
(3.2.8)
logo λ ∗ 1 = χ, onde χ e´ a func¸a˜o caracterı´stica do subconjunto dos quadrados perfeitos em N.
Definic¸a˜o 3.16. A func¸a˜o de Mangoldt (Λ(n)) e´ uma func¸a˜o aritme´tica definida por:
• Λ(n) = ln p, se n = pk para algum primo p e algum k ∈ N;
• Λ(n) = 0, caso contra´rio.
A func¸a˜o de Mangoldt na˜o e´ multiplicativa nem admite inverso de Dirichlet porque Λ(1) = 0.
Para todo o n ≥ 1, lnn =
∑
d|n
Λ(d) (ver [Apo76], secc¸a˜o 2.8).
Portanto, considerando a func¸a˜o aritme´tica logaritmo como a restric¸a˜o da func¸a˜o logaritmo ao
conjunto dos nu´meros naturais, sabemos que ln = Λ ∗ 1 e podemos agora usar a inversa˜o de
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Mo¨bius para afirmar que Λ = µ ∗ ln e concluir que, para todo o n ∈ N,
Λ(n) =
∑
d|n
µ(d) ln
(n
d
)
= lnn
∑
d|n
µ(d)−
∑
d|n
µ(d) ln d = −
∑
d|n
µ(d) ln d, (3.2.9)
onde a u´ltima igualdade se verifica porque ln 1 = 0 e
∑
d|n
µ(d) = 0, para todo o n > 1.
Definic¸a˜o 3.17. Λ1(n) e´ uma func¸a˜o aritme´tica definida por Λ1(1) = 0 e, para n > 1,
Λ1(n) =
Λ(n)
lnn
. (3.2.10)
Como Λ1(1) = 0, Λ1(1) na˜o e´ multiplicativa nem admite inverso de Dirichlet.
Para todo o n ∈ N, se n = pk para algum primo p e algum k ∈ N, enta˜o
Λ1(n) = Λ1(p
k) =
Λ(pk)
ln(pk)
=
ln(p)
k ln(p)
=
1
k
(3.2.11)
e, caso contra´rio, Λ1(n) = 0.
3.3 Se´ries de Dirichlet
Naturalmente vamos comec¸ar esta secc¸a˜o por definir o que e´ uma se´rie de Dirichlet.
Definic¸a˜o 3.18. Uma se´rie de Dirichlet e´ uma se´rie da forma
∞∑
n=1
f(n)
ns
, (3.3.1)
onde f e´ uma func¸a˜o aritme´tica.
Os quatro teoremas sobre se´ries de Dirichlet que se seguem podem ser encontrados no capı´tulo
11 de [Apo76].
Teorema 3.19. Se a se´rie
∞∑
n=1
f(n)
ns
na˜o converge absolutamente em todo o plano complexo
nem diverge absolutamente em todo o plano complexo enta˜o existe σ ∈ R, denominado por
abcissa de convergeˆncia absoluta, tal que
∞∑
n=1
f(n)
ns
converge absolutamente se Re s > σ e
diverge absolutamente se Re s < σ.
Teorema 3.20. Se F (s) =
∞∑
n=1
f(n)
ns
enta˜o
lim
σ→∞F (σ + it) = f(1), (3.3.2)
uniformemente relativamente a t ∈ R.
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Teorema 3.21 (Teorema de unicidade). Sejam duas se´ries de Dirichlet
F (s) =
∞∑
n=1
f(n)
ns
e
G(s) =
∞∑
n=1
g(n)
ns
absolutamente convergentes no semiplano Re s > a para um certo a ∈ R.
Se F (s) = G(s), para todo o s numa sucessa˜o {sk}k∈N, tal que Re(sk) → ∞, quando k → ∞,
enta˜o f(n) = g(n), para todo o n ∈ N.
O teorema da unicidade implica que se uma se´rie de Dirichlet na˜o e´ nula enta˜o existe um
semiplano Re s > σ, para algum σ ∈ R, onde essa se´rie de Dirichlet na˜o se anula.
Teorema 3.22 (Produto de se´ries de Dirichlet). Sejam F (s) e G(s) duas func¸o˜es representadas
por se´ries de Dirichlet absolutamente convergentes no semiplano Re s > a para um certo a ∈ R,
isto e´, existem func¸o˜es aritme´ticas f e g tais que F (s) =
∞∑
n=1
f(n)
ns
e G(s) =
∞∑
n=1
g(n)
ns
, para todo o
s ∈ C com Re s > a.
Enta˜o, para todo o s ∈ C tal que Re s > a, F (s)G(s) =
∞∑
n=1
(f ∗ g)(n)
ns
.
Reciprocamente, se F (s)G(s) =
∞∑
n=1
h(n)
ns
para todo o s numa sucessa˜o {sk}k∈N, tal que Re(sk)→
∞ quando k →∞, enta˜o h = f ∗ g.
O seguinte corola´rio deste teorema permite-nos determinar o inverso de func¸o˜es definidas por
se´ries de Dirichlet.
Corola´rio 3.23. Seja F (s) =
∞∑
n=1
f(n)
ns
uma se´rie de Dirichlet onde f e´ uma func¸a˜o aritme´tica tal
que f(1) 6= 0. Enta˜o se definirmos G(s) =
∞∑
n=1
f−1(n)
ns
, onde f−1 e´ o inverso de Dirichlet de f ,
temos F (s)G(s) = 1 no semiplano onde as duas se´ries convergem absolutamente.
Vamos agora enunciar e demonstrar mais alguns resultados sobre se´ries de Dirichlet que nos
va˜o ser u´teis mais a` frente nesta tese.
Lema 3.24. Uma se´rie de Dirichlet absolutamente convergente num semiplano Re s > a e´
uniformemente convergente em qualquer semiplano Re s ≥ a0 > a.
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Prova. Seja F (s) =
∞∑
n=1
f(n)
ns
uma se´rie de Dirichlet absolutamente convergente num semiplano
Re s > a. Fixemos a0 > a. Enta˜o, para todo o n ∈ N e para todo o s ∈ C tal que Re s ≥ a0, temos∣∣∣∣f(n)ns
∣∣∣∣ = |f(n)|nRe s ≤ |f(n)|na0 .
Como
∞∑
n=1
f(n)
ns
e´ absolutamente convergente para Re s > a,
∞∑
n=1
|f(n)|
na0
<∞. Portanto, pelo teste
de Weierstrass, F (s) e´ uniformemente convergente em todo o semiplano Re s ≥ a0 > a.
Lema 3.25. Seja G(s) =
∞∑
n=1
g(n)
ns
uma se´rie de Dirichlet absolutamente convergente num semi-
plano Re s > a e f uma func¸a˜o aritme´tica tal que f(n) = O(n), para todo o  > 0.
Enta˜o a se´rie de Dirichlet
∞∑
n=1
f(n)g(n)
ns
e´ absolutamente convergente no semiplano Re s > a.
Prova. Fixemos s ∈ C tal que Re s > a. Consideremos 0 <  < Re s − a (o que implica que
Re s −  > a). Enta˜o f(n) = O(n), ou seja, existe M > 0 tal que |f(n)| ≤ Mn, para todo o
n ∈ N, e, como G(s) e´ absolutamente convergente no semiplano Re s > a, tem-se que
∞∑
n=1
∣∣∣∣f(n)g(n)ns
∣∣∣∣ ≤ ∞∑
n=1
Mn|g(n)|
nRe s
= M
∞∑
n=1
|g(n)|
nRe s−
<∞.
Teorema 3.26. Uma se´rie de Dirichlet F (s) =
∞∑
n=1
f(n)
ns
absolutamente convergente no semiplano
Re s > a e´ analı´tica nesse semiplano com derivadas
F (k)(s) = (−1)k
∞∑
n=2
(lnn)kf(n)
ns
. (3.3.3)
e estas se´ries de Dirichlet sa˜o absolutamente convergentes.
Prova. Fixemos k ∈ N. Para todo o  > 0, lnn = O
(
n

k
)
, logo (lnn)k = O (n). Portanto,
como F (s) e´ absolutamente convergente no semiplano Re s > a, podemos usar o lema 3.25
para garantir que a se´rie em (3.3.3) e´ absolutamente convergente no semiplano Re s > a.
Enta˜o, pelo lema 3.24, como F (s) e´ absolutamente convergente no semiplano Re s > a, F (s)
e´ uniformemente convergente em qualquer semiplano Re s ≥ a0 > a logo, pelo teorema 2.9, F (s)
e´ analı´tica no semiplano Re s > a com derivadas
F (k)(s) =
dk
dsk
∞∑
n=1
f(n)
ns
=
∞∑
n=1
dk
dsk
f(n)
ns
=
∞∑
n=1
(−1)k(lnn)kf(n)
ns
= (−1)k
∞∑
n=2
(lnn)kf(n)
ns
,
3.3. SE´RIES DE DIRICHLET 31
onde a u´ltima igualdade e´ va´lida porque ln 1 = 0.
Teorema 3.27. Se F (s) =
∞∑
n=1
f(n)
ns
e´ uma se´rie de Dirichlet absolutamente convergente num
semiplano Re s > a e f(n) e´ completamente multiplicativa, enta˜o nesse semiplano temos
F ′(s)
F (s)
= −
∞∑
n=2
Λ(n)f(n)
ns
(3.3.4)
e
ln(F (s)) =
∞∑
n=2
Λ1(n)f(n)
ns
(3.3.5)
e estas se´ries de Dirichlet sa˜o absolutamente convergentes.
Prova. Para todo o n ≥ 3, 0 ≤ Λ1(n) ≤ Λ(n) ≤ lnn, logo, para todo o  > 0, como lnn = O(n),
tambe´m Λ(n) = O(n) e Λ1(n) = O(n). Portanto, pelo lema 3.25, as se´ries de Dirichlet em
(3.3.4) e em (3.3.5) sa˜o absolutamente convergentes no semiplano Re s > a. Como f(n) e´
completamente multiplicativa, f−1(n) = µ(n)f(n). Ale´m disso, como |µ(n)| ≤ 1, para todo o
n ∈ N, e
∞∑
n=1
f(n)
ns
e´ absolutamente convergente no semiplano Re s > a, tambe´m
∞∑
n=1
µ(n)f(n)
ns
e´
absolutamente convergente nesse semiplano. Enta˜o, pelo corola´rio do teorema 3.22 do produto
de se´ries de Dirichlet,
1
F (s)
=
∞∑
n=1
f−1(n)
ns
=
∞∑
n=1
µ(n)f(n)
ns
(3.3.6)
em todo o semiplano Re s > a.
Portanto, usando a fo´rmula para o produto de se´ries de Dirichlet dada pelo teorema 3.22 e a
fo´rmula para F ′(s) obtida no teorema 3.26 (com k = 1), podemos concluir que
F ′(s)
F (s)
= −
∞∑
n=1
lnnf(n)
ns
∞∑
n=1
µ(n)f(n)
ns
= −
∞∑
n=1
((ln ·f) ∗ (µ · f)) (n)
ns
.
Voltando a usar o facto de f ser completamente multiplicativa, podemos simplificar
((ln ·f) ∗ (µ · f)) (n) =
∑
d|n
ln(d)f(d)µ
(n
d
)
f
(n
d
)
= f(n)
∑
d|n
ln(d)µ
(n
d
)
= f(n)(ln ∗µ)(n),
logo, relembrando que ln ∗µ = Λ, podemos concluir que
((ln ·f) ∗ (µ · f)) (n) = f(n)Λ(n).
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Portanto, como Λ(1) = 0, podemos concluir (3.3.4) e, finalmente, primitivando a igualdade acima,
obte´m-se que
ln(F (s)) =
∞∑
n=2
Λ(n)f(n)
ln(n)ns
+ c1 = c1 +
∞∑
n=2
Λ1(n)f(n)
ns
,
para algum c1 ∈ C. Mas, por (3.3.2), lim
σ→∞F (σ + it) = f(1) = 1 e limσ→∞ ln (F (σ + it)) = c1, logo
podemos concluir que c1 = ln 1 = 0.
Capı´tulo 4
Da transformada de Mellin ate´ a` func¸a˜o
gama
4.1 Transformadas de Fourier e Mellin
Como referido na introduc¸a˜o, o objectivo desta secc¸a˜o e´ introduzir a transformada de Mellin e
esta pode ser obtida a partir da transformada de Fourier por uma mudanc¸a de varia´vel, logo
vamos comec¸ar por definir a transformada de Fourier.
Definic¸a˜o 4.1 (Transformada de Fourier). A transformada de Fourier de uma func¸a˜o f e´ denotada
por (Ff)(x) e, se f(t) ∈ L1 (]−∞,∞[), e´ definida por
(Ff)(x) = 1√
2pi
∫ ∞
−∞
f(t)eixtdt. (4.1.1)
Como
∣∣eixt∣∣ = 1, para todo o x, t ∈ R, a condic¸a˜o f(t) ∈ L1 ([−∞,∞[) garante que o integral que
define a transformada de Fourier e´ sempre absolutamente convergente e que a transformada de
Fourier e´ limitada porque, para todo o x ∈ R,
|(Ff)(x)| ≤ 1√
2pi
∫ ∞
−∞
|f(t)|dt. (4.1.2)
De seguida, apresentamos a fo´rmula de inversa˜o para a transformada de Fourier que pode ser
obtida a partir do Teorema de Inversa˜o de Fourier da secc¸a˜o 7.2. de [Fol92].
Teorema 4.2 (Teorema de Inversa˜o da Transformada de Fourier). Seja f(x) uma func¸a˜o contı´nua
tal que f(t), (Ff)(t) ∈ L1(]−∞,∞[). Enta˜o, para todo o x ∈ R,
f(x) =
1√
2pi
∫ ∞
−∞
(Ff)(t)e−ixtdt. (4.1.3)
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Vamos agora definir as transformadas de Fourier de seno e de cosseno.
Definic¸a˜o 4.3 (Transformada de Fourier de seno). A transformada de Fourier de seno de uma
func¸a˜o f , e´ denotada por (Fsf)(x) e, se f(t) ∈ L1 ([0,∞[), e´ definida por
(Fsf)(x) =
√
2
pi
∫ ∞
0
f(t) sin(xt)dt. (4.1.4)
Definic¸a˜o 4.4 (Transformada de Fourier de cosseno). A transformada de Fourier de cosseno de
uma func¸a˜o f , e´ denotada por (Fcf)(x), e, se f(t) ∈ L1 ([0,∞[), e´ definida por
(Fcf)(x) =
√
2
pi
∫ ∞
0
f(t) cos(xt)dt. (4.1.5)
Como | sin(xt)|, | cos(xt)| ≤ 1, para todo o x, t ∈ R, a condic¸a˜o f(t) ∈ L1 ([0,∞[) garante que
os integrais que definem as transformadas de Fourier de seno e de cosseno sa˜o absolutamente
convergentes e que estas transformadas sa˜o limitadas porque, para todo o x ∈ R,
|(Fsf)(x)| , |(Fcf)(x)| ≤
√
2
pi
∫ ∞
0
|f(t)|dt. (4.1.6)
Substituindo x = 0 nas definic¸o˜es das transformadas de Fourier de seno e de cosseno, podemos
deduzir que, como sin(0) = 0, enta˜o (Fsf)(0) = 0 e, como cos(0) = 1, enta˜o
(Fcf)(0) =
√
2
pi
∫ ∞
0
f(t)dt. (4.1.7)
Vamos agora finalmente introduzir a transformada de Mellin.
Definic¸a˜o 4.5 (Transformada de Mellin). A transformada de Mellin de uma func¸a˜o f , e´ denotada
por f∗(s), e e´ definida, para s = σ + it ∈ C tal que f(x)xσ−1 ∈ L1 ([0,∞[), por
f∗(s) =
∫ ∞
0
f(x)xs−1dx. (4.1.8)
A condic¸a˜o f(x)xσ−1 ∈ L1 ([0,∞[) garante que o integral (4.1.8) e´ absolutamente convergente e
que f∗(s) e´ limitada na recta Re s = σ porque, para todo o s ∈ C tal que Re s = σ,
|f∗(s)| ≤
∫ ∞
0
∣∣f(x)xs−1∣∣ dx ≤ ∫ ∞
0
|f(x)|xσ−1dx. (4.1.9)
Podemos deduzir da definic¸a˜o da transformada de Mellin que a igualdade f∗(s) = f∗(s) e´ va´lida
sempre que f(x)xRe s−1 ∈ L1 ([0,∞[).
Uma consequeˆncia da fo´rmula anterior e´ que, se f(x)xσ−1 ∈ L1 ([0,∞[) e f(x) ≥ 0, para todo o
x ∈ R+, enta˜o |f∗(s)| ≤ f∗(σ), para todo o s ∈ C tal que Re s = σ.
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Vamos agora ver que, como afirmamos na introduc¸a˜o, a transformada de Mellin pode ser obtida
a partir da transformada de Fourier atrave´s de uma mudanc¸a de varia´vel.
Seja s = σ + iτ ∈ C. Enta˜o, partindo da definic¸a˜o da transformada de Mellin (4.1.8) e fazendo a
mudanc¸a de varia´vel x = eu (que implica dx = eudu), obte´m-se
f∗(σ + iτ) =
∫ ∞
0
f(x)xσ+iτ−1dx =
∫ ∞
−∞
f(eu)(eu)σ+iτ−1eudu =
∫ ∞
−∞
f(eu)(eu)σeiτudu.
Ale´m disso, f(x)xσ−1 ∈ L1 ([0,∞[) e´ equivalente a f(eu)(eu)σ ∈ L1(]−∞,+∞[), porque∫ ∞
−∞
|f(eu)|(eu)σdu =
∫ ∞
0
|f(x)|xσ−1dx. (4.1.10)
Portanto a transformada de Fourier de
√
2pif(eu)(eu)σ existe e relembrando a definic¸a˜o da trans-
formada de Fourier (4.1.1) podemos concluir que
f∗(σ + iτ) = F
(√
2pi(eu)σf(eu)
)
(τ). (4.1.11)
Assim podemos obter o Teorema de Inversa˜o da Transformada de Mellin a partir do Teorema de
Inversa˜o da Transformada de Fourier.
Teorema 4.6 (Teorema de Inversa˜o da Transformada de Mellin). Seja f uma func¸a˜o contı´nua
definida em R+ e seja σ ∈ R tal que f(x)xσ−1 ∈ L1([0,∞[) e f∗(s) ∈ L1(]σ− i∞, σ+ i∞[). Enta˜o,
para todo o x ∈ R+,
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)x−sds. (4.1.12)
ou, equivalentemente,
f(x) =
x−σ
2pi
∫ +∞
−∞
f∗(σ + iτ)x−iτdτ. (4.1.13)
Prova. Ja´ vimos que se f(x)xσ−1 ∈ L1([0,∞[) enta˜o
√
2pi(eu)σf(eu) ∈ L1(] − ∞,+∞[). Ale´m
disso e´ imediato que se f∗(s) ∈ L1(]σ − i∞, σ + i∞[) enta˜o f∗(σ + iτ) ∈ L1(]−∞,+∞[).
Portanto, relembrando a fo´rmula (4.1.11) que nos permite escreve a transformada de Mellin de
f(x) como uma transformada de Fourier, podemos usar o teorema 4.2 para afirmar que, para
todo o u ∈ R,
√
2pi(eu)σf(eu) =
1√
2pi
∫ +∞
−∞
f∗(σ + iτ)e−itudτ.
Escrevendo a fo´rmula anterior em func¸a˜o de f(eu) e substituindo, de seguida, x = eu, obtemos,
para todo o x ∈ R+, a fo´rmula (4.1.13) e, finalmente, fazendo a mudanc¸a de varia´vel s = σ + iτ ,
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que implica ds = idτ , obtemos a fo´rmula usual de inversa˜o da transformada de Mellin (4.1.12).
A transformada definida pela fo´rmula (4.1.12), ou, equivalentemente, pela fo´rmula (4.1.13), e´
denominada por transformada inversa de Mellin. De forma recı´proca ao teorema 4.6, vamos
agora enunciar um teorema para calcular a transformada de Mellin de uma func¸a˜o definida como
uma transformada inversa de Mellin.
Teorema 4.7 (Teorema de Inversa˜o da transformada inversa de Mellin). Seja f∗(s) uma func¸a˜o
de varia´vel complexa, seja σ ∈ R tal que f∗(s) e´ contı´nua na recta Re s = σ e f∗(s) ∈ L1(]σ −
i∞, σ + i∞[) e defina-se f(x) como a transformada inversa de Mellin de f∗(s), isto e´, para cada
x ∈ R+,
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)x−sds =
x−σ
2pi
∫ +∞
−∞
f∗(σ + iτ)x−iτdτ.
Se f(x)xσ−1 ∈ L1([0,∞[), enta˜o f∗(s) e´ igual a` transformada de Mellin de f na recta Re s = σ.
Prova. Comecemos por observar que
f(x) =
x−σ
2pi
∫ +∞
−∞
f∗(σ + iτ)x−iτdτ =
x−σ
2pi
∫ +∞
−∞
f∗(σ + iτ)e−iτ lnxdt,
logo, utilizando a definic¸a˜o da transformada de Fourier (4.1.1), podemos afirmar que
f(x) =
x−σ√
2pi
F(f∗(σ + iτ))(− lnx).
Fazendo agora a substituic¸a˜o − lnx = u (que implica x = e−u), podemos afirmar que
F (f∗(σ + iτ)) (u) =
√
2pi(e−u)σf(e−u).
E´ imediato que, se f∗(s) ∈ L1(]σ − i∞, σ + i∞[) enta˜o f∗(σ + iτ) ∈ L1(] − ∞,+∞[) e que
se f∗(s) e´ contı´nua na recta Re s = σ enta˜o f∗(σ + it) e´ contı´nua. Ale´m disso, por (4.1.10),
f(x)xσ−1 ∈ L1([0,∞[) implica
√
2pi(e−u)σf(e−u) ∈ L1(] −∞,+∞[). Portanto podemos aplicar o
teorema 4.2 para afirmar que
f∗(σ + iτ) =
1√
2pi
∫ +∞
−∞
√
2pi(e−u)σf(e−u)e−iuτdu =
∫ +∞
−∞
f(e−u)(e−u)σ+iτdu.
Finalmente, substituindo s = σ + iτ e fazendo novamente a mudanc¸a de varia´vel x = e−u,
obtemos (4.1.8), logo podemos concluir que f∗(s) e´ a transformada de Mellin de f .
O integral que define a transformada de Mellin de uma func¸a˜o f e´ um integral de f com uma
func¸a˜o peso que e´ uma poteˆncia de x. Vamos agora ver dois lemas sobre integrais desse tipo
que nos va˜o ser u´teis.
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Lema 4.8. Sejam a, b, c ∈ R tais que a ≤ c ≤ b e g(x) uma func¸a˜o real positiva.
Se g(x)xa ∈ L1([0, 1]) e g(x)xb ∈ L1([1,∞[), enta˜o g(x)xc ∈ L1([0,∞[) e∫ ∞
0
g(x)xcdx ≤
∫ 1
0
g(x)xadx+
∫ ∞
1
g(x)xbdx.
Prova. Como a ≤ c, enta˜o, para todo o 0 < x < 1, xc ≤ xa logo g(x)xc ≤ g(x)xa e∫ 1
0
g(x)xcdx ≤
∫ 1
0
g(x)xadx.
Analogamente, como c ≤ b, enta˜o, para todo o x > 1, xc ≤ xb logo g(x)xc ≤ g(x)xb e∫ ∞
1
g(x)xcdx ≤
∫ ∞
1
g(x)xbdx.
Lema 4.9. Seja f uma func¸a˜o definida em R. Para α ∈ R e b ∈ R+, se existir M1 ∈ R tal que,
para todo o 0 < x < b, |f(x)| ≤ M1x−α, enta˜o, para todo o σ > α, f(x)xσ−1 ∈ L1[0, b]. Por outro
lado, para β ∈ R e a ∈ R+, se existir M2 ∈ R tal que, para todo o x > a, |f(x)| ≤ M2x−β, enta˜o,
para todo o σ < β, f(x)xσ−1 ∈ L1[a,∞[.
Prova. Se |f(x)| ≤M1x−α, para todo o 0 < x < b, enta˜o, para σ > α,∫ b
0
|f(x)|xσ−1dx ≤
∫ b
0
M1x
−αxσ−1dx ≤M1
∫ b
0
x−1+σ−αdx,
que e´ convergente porque σ > α implica que −1 + σ − α > −1.
Analogamente, se |f(x)| ≤M2x−β, para todo o x > a, enta˜o, para σ < β,∫ ∞
a
|f(x)|xσ−1dx ≤M2
∫ ∞
a
x−1+σ−βdx,
que e´ convergente porque σ < β implica que −1 + σ − β < −1.
Proposic¸a˜o 4.10. Sejam a, b ∈ R, com a < b, e sejam f∗(s) uma func¸a˜o analı´tica na faixa
a < Re s < b e f(x) uma func¸a˜o de varia´vel real tais que, para cada a < σ < b, f∗(s) ∈
L1([σ − i∞, σ + i∞]) e, para todo o x > 0,
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)x−sds.
Enta˜o, para todo o a < σ < b, existe M(σ) ∈ R tal que, para todo o x > 0, |f(x)| ≤ M(σ)x−σ e
temos f(x)xσ−1 ∈ L1([0,∞[). Ale´m disso, a transformada de Mellin de f e´ igual a f∗(s) em toda
a faixa a < Re s < b.
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Prova. Para qualquer σ tal que a < σ < b, temos, para todo o x > 0,
|f(x)| = 1
2pi
∣∣∣∣∫ σ+i∞
σ−i∞
f∗(s)x−sds
∣∣∣∣ ≤ x−σ2pi
∣∣∣∣∫ σ+i∞
σ−i∞
|f∗(s)|ds
∣∣∣∣ .
Como f∗(s) ∈ L1([σ − i∞, σ + i∞]), podemos definir
M(σ) =
1
2pi
∣∣∣∣∫ σ+i∞
σ−i∞
|f∗(s)|ds
∣∣∣∣ ∈ R
e concluir que |f(x)| ≤M(σ)x−σ, para todo o x > 0.
Fixemos agora a < σ < b. Enta˜o podemos escolher c1 tal que a < c1 < σ e existe M1 ∈ R tal
que |f(x)| ≤ M1x−c1 , para todo o x > 0. Portanto, como σ > c1, sabemos, pelo lema 4.9, que
f(x)xσ−1 ∈ L1([0, 1]). Analogamente podemos escolher c2 tal que b > c2 > σ e existe M2 ∈ R
tal que |f(x)| ≤ M2x−c2 , para todo o x > 0, e, como σ < c2 sabemos, pelo lema 4.9, que
f(x)xσ−1 ∈ L1([1,∞[).
Assim podemos concluir que f(x)xσ−1 ∈ L1([0,∞[). Portanto, como a < σ < b e´ arbitra´rio, a
transformada de Mellin de f esta´ definida em toda a faixa a < Re s < b. Ale´m disso, como
f∗(s) ∈ L1([σ−i∞, σ+i∞]) e f(x)xσ−1 ∈ L1([0,∞[), para todo o a < σ < b, e f∗(s) e´ analı´tica na
faixa a < Re s < b podemos concluir, pelo teorema 4.7, que, nessa faixa, f∗(s) e´ a transformada
de Mellin de f .
4.2 As classes de func¸o˜esMα,n
Em [Yak15] e´ introduzida a classe de func¸o˜es do tipo de Mu¨ntz.
Definic¸a˜o 4.11. Uma func¸a˜o f(x), definida para x ∈ R+0 , pertence a` classe das func¸o˜es de tipo
de Mu¨ntzMα, com α > 1, se f(x) ∈ C(2)([0,∞[) e f (j)(x) = O
(
x−α−j
)
, x→∞, para j = 0, 1, 2.
Podemos generalizar esta classe de func¸o˜es da seguinte forma.
Definic¸a˜o 4.12. Uma func¸a˜o f(x), definida para x ∈ R+0 , pertence a` classe das func¸o˜es de tipo
de Mu¨ntz generalizadas Mα,n, com α > 1 e n ∈ N0, se f ∈ C(n)([0,∞[) e f (j)(x) = O
(
x−α−j
)
,
x→∞, para j = 0, 1, · · · , n.
Note-se que, para todo o α > 1,Mα =Mα,2 e que, se n ≥ m, enta˜oMα,n ⊆Mα,m.
Vamos agora estudar a transformada de Mellin das func¸o˜es nas classesMα,n.
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Teorema 4.13. Seja f ∈Mα,n, com α > 1 e n ∈ N0.
Enta˜o, fixando k = 0, 1, · · · , n, f (k)(x)xσ+k−1 ∈ L1([0,∞[), para todo o −k < σ < α, e a
transformada de Mellin de f , f∗(s), e´ uma func¸a˜o analı´tica na faixa 0 < Re s < α, com derivadas
(f∗)(j)(s) =
∫ ∞
0
(lnx)jf(x)xs−1dx, (4.2.1)
para qualquer j ∈ N. Ale´m disso, para qualquer k = 0, 1, · · · , n, f∗(s) pode ser continuada
analiticamente para a faixa −k < Re s < α, por
f∗(s) =
(−1)k
(s)k
∫ ∞
0
f (k)(x)xs+k−1dx, (4.2.2)
onde (s)k e´ o sı´mbolo de Pochhammer definido por (s)0 = 1 e (s)k = s(s+ 1) · · · (s+ k− 1), para
cada k ∈ N, e assim f∗(s) e´ uma func¸a˜o analı´tica em toda a faixa −n < Re s < α excepto nos
pontos s = −k, com k = 0, 1, · · · , n− 1, onde f∗(s) tem um polo simples com resı´duo f
(k)(0)
k!
, se
f (k)(0) 6= 0, e tem uma singularidade removı´vel, se f (k)(0) = 0.
Prova. Fixemos 0 ≤ k ≤ n. Enta˜o f (k)(x) e´ contı´nua logo f (k)(x) e´ limitada em [0, 1], isto e´, existe
C1 ∈ R tal que
∣∣∣f (k)(x)∣∣∣ ≤ C1, para todo o 0 ≤ x ≤ 1. Portanto, se σ > −k, ou seja, se σ + k > 0,
podemos concluir, pelo lema 4.9, que f (k)(x)xσ+k−1 ∈ L1 ([0, 1]).
Por outro lado, f (k)(x) = O(x−α−k), x → ∞, logo existe C2 ∈ R+ tal que, para todo o x > 1,∣∣∣f (k)(x)∣∣∣ ≤ C2x−(α+k). Portanto, se σ < α, ou seja, se σ + k < α+ k, logo, novamente pelo lema
4.9, f (k)(x)xσ+k−1 ∈ L1 ([1,∞[).
Assim podemos concluir que, para todo o k = 0, 1, · · · , n, f (k)(x)xσ+k−1 ∈ L1 ([0,∞[), para
qualquer −k < σ < α.
Pelo lema 4.8, temos, para todo o s ∈ C tal que −k < a ≤ Re s ≤ b < α,∫ ∞
0
∣∣∣f (k)(x)xs+k−1∣∣∣ dx = ∫ ∞
0
|f (k)(x)|xRe s+k−1dx
≤
∫ 1
0
|f (k)(x)|xa+k−1dx+
∫ ∞
1
|f (k)(x)|xb+k−1dx <∞.
Portanto o integral
∫ ∞
0
f (k)(x)xs+k−1dx e´ uniformemente convergente em qualquer faixa do tipo
a ≤ Re s ≤ b, com −k < a < b < α, logo, usando o teorema 2.10, este integral define uma func¸a˜o
analı´tica na faixa −k < Re s < α e as suas derivadas podem ser calculadas derivando dentro do
integral.
Em particular, fazendo k = 0, nas afirmac¸o˜es demonstradas acima, podemos concluir que
f(x)xσ−1 ∈ L1 ([0,∞[), para qualquer 0 < σ < α, logo a transformada de Mellin de f , f∗(s),
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esta´ definida em toda a faixa 0 < Re s < α e podemos concluir tambe´m que f∗(s) e´ analı´tica na
faixa 0 < Re s < α e que, para cada j ∈ N,
(f∗)(j)(s) =
dj
dsj
(∫ ∞
0
f(x)xs−1dx
)
=
∫ ∞
0
dj
dsj
(
f(x)xs−1
)
dx =
∫ ∞
0
(lnx)jf(x)xs−1dx.
Vamos agora demonstrar que a fo´rmula (4.2.2) e´ va´lida na faixa 0 < Re s < α.
No caso k = 0 esta fo´rmula e´ va´lida porque e´ a definic¸a˜o de f∗(s) (4.1.8).
Suponhamos agora que (4.2.2) e´ va´lida para um certo 0 ≤ k ≤ n − 1. Enta˜o conseguimos
demonstrar que tambe´m e´ va´lida para k + 1 usando integrac¸a˜o por partes, porque
f∗(s) =
(−1)k
(s)k
∫ ∞
0
f (k)(x)xs+k−1dx =
(−1)k
(s)k
(
f (k)(x)
xs+k
s+ k
∣∣∣∣∞
0
−
∫ ∞
0
f (k+1)(x)
xs+k
s+ k
dx
)
,
mas, como Re(s+k) > 0, lim
x→0
xs+k = 0 e, como f (k)(x) = O(x−α−k), x→∞ enta˜o f (k)(x)xs+k =
O(xRe s−α), x→∞ logo, como Re s < α, lim
x→∞ f
(k)(x)xs+k = 0. Portanto,
f∗(s) = − (−1)
k
(s)k(s+ k)
∫ ∞
0
f (k+1)(x)xs+kdx =
(−1)k+1
(s)k+1
∫ ∞
0
f (k+1)(x)xs+(k+1)−1dx.
Assim a fo´rmula (4.2.2) e´ va´lida para todo o k = 0, 1, · · · , n e da´-nos a continuac¸a˜o analı´tica de
f∗(s) para a faixa −k ≤ Re s ≤ α, excepto nos zeros de (s)k = s(s+ 1) · · · (s+ k − 1), os pontos
s = 0,−1, · · · ,−(k − 1), que podem ser polos simples ou singularidades removı´veis.
Seja 0 ≤ k ≤ n − 1. Se f (k)(0) = 0, enta˜o
∫ ∞
0
f (k+1)(x)dx = −f (k)(0) = 0 e este zero anula o
polo simples de
1
(s)k+1
em s = −k logo a singularidade de f∗(s) = (−1)
k+1
(s)k+1
∫ ∞
0
f (k+1)(x)xs+kdx
em s = −k e´ removı´vel.
Caso contra´rio, se f (k)(0) 6= 0, comecemos por escrever
lim
s→−k
(s+ k)f∗(s) = lim
s→−k
(−1)k+1(s+ k)
(s)k+1
∫ ∞
0
f (k+1)(x)xs+kdx.
Mas
(s+ k)
(s)k+1
=
1
(s)k
e (−k)k = (−k)(−(k − 1)) · · · (−1) = (−1)kk!, logo
lim
s→−k
(−1)k+1(s+ k)
(s)k+1
= lim
s→−k
(−1)k+1
(s)k
=
(−1)k+1
(−k)k =
(−1)k+1
(−1)kk! = −
1
k!
.
Por outro lado, o integral
∫ ∞
0
f (k+1)(x)xs+kdx define uma func¸a˜o analı´tica Fk+1(s) na faixa
−(k + 1) < Re s < α logo lim
s→−k
Fk+1(s) = Fk+1(−k), ou seja,
lim
s→−k
∫ ∞
0
f (k+1)(x)xs+kdx =
∫ ∞
0
f (k+1)(x)dx = −f (k)(0).
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Portanto,
lim
s→−k
(s+ k)f∗(s) = lim
s→−k
(−1)k+1(s+ k)
(s)k+1
lim
s→−k
∫ ∞
0
f (k+1)(x)xs+kdx =
f (k)(0)
k!
, (4.2.3)
logo s = −k e´ um polo simples de f∗(s) com resı´duo f
(k)(0)
k!
.
Proposic¸a˜o 4.14. Seja f ∈Mα,n, com α > 1 e n ∈ N0.
Enta˜o, fixando −n < σ < α, existe M(σ) ∈ R tal que |f∗(σ + it)| ≤ M(σ)|t|n , para todo o t ∈ R\{0},
e, se n ≥ 2 e σ 6= 0,−1, · · · ,−(n − 1), f∗(s) ∈ L1(]σ − i∞, σ + i∞[). Portanto, se n ≥ 2 (e, em
particular, se n = 2 e f ∈ Mα), podemos escrever f(x) como a transformada inversa de Mellin
de f∗(s) (4.1.12) sobre qualquer recta vertical Re s = σ com 0 < σ < α.
Prova. Considerando o caso k = n da fo´rmula (4.2.2), temos
f∗(s) =
(−1)n
(s)n
∫ ∞
0
f (n)(x)xs+n−1dx, (4.2.4)
para todo o s ∈ C tal que −n < Re s < α.
Mas |(s)n| = |s|.|s + 1| · · · |s + n − 1| ≥ | Im s|.| Im(s + 1)| · · · | Im(s + n − 1)| = | Im s|n, logo, se
Im s 6= 0,
|f∗(s)| ≤ 1|(s)n|
∫ ∞
0
|f (n)(x)xs+n−1|dx ≤ 1| Im s|n
∫ ∞
0
|f (n)(x)|xRe s+n−1dx. (4.2.5)
Fixemos −n < σ < α. Pelo teorema anterior, f (n)(x)xσ+n−1 ∈ L1 ([0,∞[), logo podemos definir
M(σ) =
∫ ∞
0
|f (n)(x)|xσ+n−1dx e concluir, a partir de (4.2.5), que |f∗(σ + it)| ≤ M(σ)|t|n , para todo
o t ∈ R\{0}.
Suponhamos agora que n ≥ 2 e σ 6= 0,−1, · · · ,−(n − 1). Enta˜o, f∗(s) e´ contı´nua na recta
Re s = σ. Portanto
∫ 1
−1
|f∗(σ + it)|dt e´ um integral limitado de uma func¸a˜o contı´nua logo e´
convergente e f∗(σ + it) ∈ L1([−1, 1]). Por outro lado, como n ≥ 2,∫ ∞
1
|f∗(σ + it)|dt ≤M(σ)
∫ ∞
1
dt
tn
<∞,
logo f∗(σ + it) ∈ L1([1,+∞[).
Analogamente, tambe´m se verifica que f∗(σ + it) ∈ L1(] −∞, 1]). Assim podemos concluir que
f∗(σ + it) ∈ L1(]−∞,+∞[), ou seja, que f∗(s) ∈ L1(]σ − i∞, σ + i∞[).
Portanto, f verifica as condic¸o˜es do Teorema de Inversa˜o da Transformada de Mellin, para
qualquer 0 < σ < α, e podemos escrever f como a transformada inversa de Mellin de f∗(s)
sobre qualquer recta vertical Re s = σ com 0 < σ < α.
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4.3 A func¸a˜o gama de Euler
Seja f(x) = e−x, para x ∈ R+0 . Sabemos que f(x) = e−x ∈ C(∞)([0,∞[) e que as suas derivadas
sa˜o, para cada n ∈ N, f (n)(x) = (−1)ne−x. Ale´m disso, para qualquer β ∈ R, lim
x→∞ e
−xx−β = 0,
logo f (n)(x) = o(xβ), x → ∞, o que implica que f (n)(x) = O(xβ), x → ∞. Portanto podemos
concluir que e−x ∈ Mα,n, para todo o α > 1 e para todo o n ∈ N0. Assim podemos afirmar,
usando o teorema 4.13, que e−xxσ−1 ∈ L1 ([0,∞[), para todo o σ > 0 e que a transformada de
Mellin de e−x existe no semiplano Re s > 0. Nesse semiplano a func¸a˜o gama, Γ(s), e´ definida
como a transformada de Mellin de e−x, ou seja,
Γ(s) =
∫ ∞
0
e−xxs−1dx. (4.3.1)
Como e−x ∈ Mα,n, para todo o α > 1 e para todo o n ∈ N0, podemos usar o teorema 4.13 para
afirmar que, no semiplano Re s > 0, Γ(s) e´ uma func¸a˜o analı´tica com derivadas
Γ(j)(s) =
∫ ∞
0
(lnx)je−xxs−1dx. (4.3.2)
O teorema que se segue tambe´m pode ser obtido substituindo f(x) = e−x no teorema 4.13.
Teorema 4.15. Para todo o s ∈ C tal que Re s > 0 e para todo o n ∈ N,
Γ(s) =
Γ(s+ n)
(s)n
. (4.3.3)
Prova. Ja´ vimos que f(x) = e−x ∈ Mα,n e f (n)(x) = (−1)ne−x, para todo o n ∈ N e para todo o
α > 1. Portanto, podemos substituir f(x) = e−x e k = n na fo´rmula (4.2.2) e obter, para todo o
s ∈ C tal que Re s > 0 e todo o n ∈ N,
Γ(s) =
(−1)n
(s)n
∫ ∞
0
(−1)ne−xxs+n−1dx = 1
(s)n
∫ ∞
0
e−xxs+n−1dx =
Γ(s+ n)
(s)n
.
Substituindo n = 1 no teorema anterior obtemos o seguinte resultado.
Teorema 4.16. Para s ∈ C tal que Re s > 0 a func¸a˜o gama satisfaz a equac¸a˜o funcional
Γ(s+ 1) = sΓ(s). (4.3.4)
O seguinte corola´rio deste teorema permite-nos ver a func¸a˜o gama como uma generalizac¸a˜o da
func¸a˜o factorial.
Corola´rio 4.17. Para todo o n ∈ N, Γ(n) = (n− 1)!.
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Prova. Esta proposic¸a˜o pode ser demonstrada usando induc¸a˜o sobre n ∈ N.
O caso n = 1 verifica-se pois
Γ(1) =
∫ ∞
0
e−xdx = −.e−x
∣∣∣∞
0
= 1 = 0!. (4.3.5)
O passo de induc¸a˜o e´ uma consequeˆncia imediata da equac¸a˜o funcional (4.3.4) porque se, para
um certo n ∈ N, sabemos que Γ(n) = (n− 1)! enta˜o Γ(n+ 1) = nΓ(n) = n(n− 1)! = n!.
Tambe´m o pro´ximo teorema pode ser obtido substituindo f(x) = e−x no teorema 4.13.
Teorema 4.18. A func¸a˜o gama pode ser continuada analiticamente para todo o plano complexo
excepto os pontos s = −n, com n ∈ N0, onde tem po´los simples com resı´duo (−1)
n
n!
.
Prova. Ja´ vimos que, para todo o α > 1 e para todo o n ∈ N, f(x) = e−x ∈ Mα,n e que
f (n)(x) = (−1)ne−x, logo f (n)(0) = (−1)n 6= 0. Portanto, usando novamente o teorema 4.13,
podemos concluir que, para todo o n ∈ N, Γ(s) pode ser continuada analiticamente para a faixa
−n < Re s < α excepto os pontos s = −k, com k = 0,−1, · · · ,−(n − 1), onde Γ(s) tem um polo
simples com resı´duo
(−1)k
k!
.
Pelo corola´rio 2.13, as equac¸o˜es (4.3.3) e (4.3.4) sa˜o satisfeitas para todo o s ∈ C\Z≤0.
Usando agora a proposic¸a˜o 4.14 com f(x) = e−x, tambe´m podemos concluir que, para qualquer
σ > 0, Γ(s) ∈ L1(]σ − i∞, σ + i∞[) e, para todo o x > 0, e´ va´lida a seguinte fo´rmula de Cahen e
Mellin, que pode ser encontrada no artigo [HL16],
e−x =
1
2pii
∫ σ+i∞
σ−i∞
Γ(s)x−sds. (4.3.6)
Pela definic¸a˜o (4.3.1) da func¸a˜o gama, a igualdade Γ(s) = Γ(s) e´ va´lida em todo o semiplano
Re s > 0. Ale´m disso, fixando s ∈ C e n ∈ N, temos (s)n = (s)n, porque s+m = s+m, para todo
o m ∈ N. Portanto a igualdade Γ(s) = Γ(s) e´ va´lida em todo o plano complexo.
Vamos agora ver que Γ(s) e´ limitada em cada recta vertical Re s = σ do plano complexo, excepto
se tiver um polo nessa recta.
Proposic¸a˜o 4.19. Para todo o s ∈ C tal que Re s 6= −m com m ∈ N0, |Γ(s)| ≤ |Γ(Re s)|.
Prova. Para Re s > 0, Γ(s) e´ a transformada de Mellin de e−x, logo, como e−x > 0, para todo o
x ∈ R, podemos usar a fo´rmula (4.1.9) para afirmar que, se Re s > 0, enta˜o |Γ(s)| ≤ Γ(Re s).
Caso contra´rio, seja n ∈ N tal que Re s > −n. Como Re(s + n) = Re s + n > 0, o caso Re s > 0
implica que |Γ(s+ n)| ≤ Γ(Re(s+ n)) = Γ(Re s+ n). Por outro lado, observe-se que, para todo o
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m ∈ N0, 0 6= |Re s+m| = |Re(s+m)| ≤ |s+m|. Portanto 0 6= |(Re s)n| ≤ |(s)n|. Assim podemos
usar a fo´rmula (4.3.3) para concluir que
|Γ(s)| = |Γ(s+ n)||(s)n| ≤
Γ(Re s+ n)
|(Re s)n| = |Γ(Re s)|.
De seguida, vamos enunciar duas fo´rmulas bastante conhecidas que va˜o ser necessa´rias em
ca´lculos com a func¸a˜o gama que vamos realizar e que podem ser encontradas, por exemplo, na
secc¸a˜o 1.2. de [Leb65]: a fo´rmula de reflexa˜o de Euler e a fo´rmula de duplicac¸a˜o de Legendre.
Em ambos os casos, a demonstrac¸a˜o e´ feita numa faixa ou num semiplano do plano complexo
onde se pode usar a definic¸a˜o da func¸a˜o gama para Re s > 0 (4.3.1) e, de seguida, utiliza-se o
corola´rio 2.13 para argumentar que a fo´rmula e´ va´lida em todo o plano complexo excepto nos
pontos onde as func¸o˜es envolvidas teˆm polos.
Teorema 4.20 (Fo´rmula de reflexa˜o de Euler). Para todo o s ∈ C\Z,
Γ(s)Γ(1− s) = pi
sin(pis)
. (4.3.7)
Teorema 4.21 (Fo´rmula de duplicac¸a˜o de Legendre). Para todo o s ∈ C
∖{
−n
2
: n ∈ N0
}
,
Γ (2s) =
22s−1√
pi
Γ (s) Γ
(
s+
1
2
)
(4.3.8)
A fo´rmula de duplicac¸a˜o de Legendre pode ser generalizada pela fo´rmula de multiplicac¸a˜o de
Gauss.
Teorema 4.22 (Fo´rmula de multiplicac¸a˜o de Gauss). Para qualquer m ∈ N fixo e para todo o
s ∈ C∖{ nm : n ∈ N0} ,
Γ (ms) = mms−
1
2 (2pi)
1−m
2
m−1∏
k=0
Γ
(
s+
k
m
)
. (4.3.9)
O pro´ximo resultado que vamos apresentar e´ uma consequeˆncia particularmente importante da
fo´rmula de reflexa˜o de Euler.
Corola´rio 4.23. A func¸a˜o gama na˜o tem zeros.
Prova. Seja s ∈ C.
Se s = n ∈ N, enta˜o, pelo corola´rio 4.17, Γ(n) = (n− 1)! 6= 0.
Se s = −m, com m ∈ N0, enta˜o, pela proposic¸a˜o 4.18, s = −m e´ um po´lo de Γ(s).
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Caso contra´rio, s 6∈ Z, logo sin(pis) 6= 0 e, pela proposic¸a˜o 4.18, s e 1−s na˜o sa˜o po´los da func¸a˜o
gama. Enta˜o Γ(s),Γ(1 − s) ∈ C com Γ(s)Γ(1 − s) = pi
sin(pis)
6= 0, logo podemos concluir que
Γ(s) 6= 0.
O valor mais conhecido da func¸a˜o gama com argumento na˜o inteiro e´ provavelmente
Γ
(
1
2
)
=
√
pi. (4.3.10)
Curiosamente, este valor pode ser obtido quase directamente como consequeˆncia quer da fo´rmula
de reflexa˜o de Euler quer da fo´rmula de duplicac¸a˜o de Legendre, fazendo, em ambos os casos,
a substituic¸a˜o s =
1
2
e relembrando que sin
(pi
2
)
= 1 e Γ(1) = 1, respectivamente.
Para finalizar este capı´tulo, exibimos a fo´rmula de Stirling (que pode ser encontrada na secc¸a˜o
1.4. de [Leb65]) para o comportamento assinto´tico da func¸a˜o gama Γ(s) quando |s| → ∞:
Γ(s) ∼
√
2piss−
1
2 e−s. (4.3.11)
Usando a equac¸a˜o funcional (4.3.4) e o corola´rio 4.17, podemos obter, como consequeˆncia da
fo´rmula anterior, a fo´rmula de Stirling de aproximac¸a˜o da func¸a˜o factorial:
n! = Γ(n+ 1) = nΓ(n) ∼
√
2pinn+1−
1
2 e−n =
√
2pin
(n
e
)n
. (4.3.12)
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Capı´tulo 5
A func¸a˜o zeta de Riemann
O tema deste capı´tulo e´ a func¸a˜o zeta de Riemann, que, no semiplano Re s > 1, e´ definida pela
se´rie de Dirichlet
ζ(s) =
∞∑
n=1
1
ns
. (5.0.1)
Utilizando o teste do integral, pode-se verificar que esta se´rie de Dirichlet e´ absolutamente
convergente no semiplano Re s > 1. Portanto podemos utilizar o teorema 3.26 para concluir
que a func¸a˜o zeta de Riemann e´ analı´tica no semiplano Re s > 1 com derivadas
ζ(k)(s) = (−1)k
∞∑
n=2
(lnn)k
ns
, (5.0.2)
e que estas se´ries de Dirichlet sa˜o absolutamente convergentes no semiplano Re s > 1.
Como referido na introduc¸a˜o, Euler determinou o valor de ζ(2):
ζ(2) =
∞∑
n=1
1
n2
=
pi2
6
. (5.0.3)
Em [Cha03] podem ser encontradas va´rias provas desta identidade, incluindo uma prova seme-
lhante a` prova original de Euler.
O valor de ζ(2) vai nos ser u´til mais tarde e o mesmo se passa com o valor de ζ ′(2):
ζ ′(2) = −
∞∑
n=2
lnn
n2
=
pi2
6
(
γ + ln
(
2pi
A12
))
, (5.0.4)
onde γ e´ a constante de Euler-Mascheroni, definida por
γ = lim
n→∞
(
n∑
k=1
1
k
− ln(n+ 1)
)
(5.0.5)
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e A e´ a constante de Glaisher-Kinkelin definida por
A = lim
n→∞
∏n
k=1 k
k
nn2/2+n/2+1/12e−n2/4
. (5.0.6)
Vamos agora ver como escrever ζ(s), com Re s > 1, na forma de um produto infinito ao longo
dos primos, o produto de Euler para a func¸a˜o zeta. Este resultado, deduzido originalmente por
Euler, pode ser encontrado, por exemplo, na secc¸a˜o 1.1. do livro [Tit86], que foi a nossa principal
refereˆncia bibliogra´fica sobre a func¸a˜o zeta de Riemann.
Teorema 5.1. Se Re s > 1, enta˜o
ζ(s) =
∏
p primo
(
1− 1
ps
)−1
. (5.0.7)
Como consequeˆncia do teorema 3.21 de unicidade de uma se´rie de Dirichlet, sabemos que
existe um semiplano Re s > σ, com σ ∈ R, tal que ζ(s) na˜o se anula nesse semiplano. Em
[Tit86], podemos ver, como corola´rio do teorema 5.1, que esse semiplano pode ser o semiplano
Re s > 1.
Vamos agora introduzir a func¸a˜o eta de Dirichlet η(s) = (1− 21−s)ζ(s), tambe´m conhecida como
a func¸a˜o zeta alternada, ζ∗(s).
Teorema 5.2. Para s ∈ C tal que Re s > 1 e´ va´lida a fo´rmula:
(1− 21−s)ζ(s) =
∞∑
n=1
(−1)n−1
ns
(5.0.8)
e esta se´rie define uma func¸a˜o analı´tica no semiplano Re s > 0.
Prova. Para s ∈ C tal que Re s > 1, podemos escrever a func¸a˜o zeta na forma de se´rie de
Dirichlet (5.0.1) e podemos concluir que a fo´rmula (5.0.8) se verifica porque
(1− 21−s)ζ(s) =
∞∑
n=1
1
ns
−
∞∑
n=1
2
(2n)s
=
∞∑
n=1
1
ns
−
∑
n par
2
ns
=
∑
n ı´mpar
1
ns
+
∑
n par
−1
ns
=
∞∑
n=1
(−1)n−1
ns
.
Observemos que
(1− 21−s)ζ(s) =
∞∑
n=1
(−1)n−1
ns
=
∞∑
m=1
(
(2m− 1)−s − (2m)−s) (5.0.9)
e que, para todo o m ∈ N e para todo o s ∈ C,
(2m− 1)−s − (2m)−s = −x−s
∣∣∣2m
2m−1
=
∫ 2m
2m−1
sx−s−1dx.
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Sejam c0, c1, t ∈ R+ com c0 < c1. Enta˜o, para qualquer s no rectaˆngulo do plano complexo
definido por c0 ≤ Re s ≤ c1 e | Im s| ≤ t, temos |s| ≤
√
c21 + t
2 =: C logo
∣∣(2m− 1)−s − (2m)−s∣∣ ≤ ∫ 2m
2m−1
|s|xRe(−s−1)dx = |s|
∫ 2m
2m−1
x−Re s−1dx ≤ C
∫ 2m
2m−1
x−c0−1dx.
Observemos agora que
∞∑
m=1
C
∫ 2m
2m−1
x−c0−1dx ≤ C
∞∑
n=2
∫ n
n−1
x−c0−1dx = C
∫ ∞
1
x−c0−1dx
e, como c0 > 0 implica −c0 − 1 < −1, este integral e´ convergente. Portanto podemos concluir,
pelo teste de Weierstrass, que a se´rie em (5.0.9) e´ uniformemente convergente no rectaˆngulo
{s ∈ C : c0 ≤ Re s ≤ c1, | Im s| ≤ t} logo, como c0 > 0 pode ser arbitrariamente pequeno e c1 > c0
e t > 0 podem ser arbitrariamente grandes, esta se´rie define uma func¸a˜o analı´tica em todo o
semiplano Re s > 0.
Este teorema permite-nos prolongar ζ(s) como uma func¸a˜o analı´tica no semiplano Re s > 0
excepto nos zeros (simples) de 1 − 21−s, os pontos da forma sk = 1 + 2kpi
ln 2
i, com k ∈ Z, onde
ζ(s) pode ter polos. Mas no artigo [Son03] podemos ver que nestes pontos, excepto em s0 = 1,
(1−21−s)ζ(s) = 0, logo estes pontos na˜o sa˜o polos de ζ(s). Portanto ζ(s) e´ uma func¸a˜o analı´tica
em todo o semiplano Re s > 0 excepto no ponto s = 1.
O pro´ximo teorema da´-nos a continuac¸a˜o analı´tica de ζ(s) para todo o plano complexo (excepto
o ponto s = 1).
Teorema 5.3. A func¸a˜o zeta de Riemann e´ analı´tica em todo o plano complexo excepto no ponto
s = 1 onde tem um polo simples com resı´duo 1 e satisfaz a equac¸a˜o funcional
ζ(s) = 2spis−1 sin
(pis
2
)
Γ (1− s) ζ (1− s) . (5.0.10)
Este teorema e´ o tema do capı´tulo 2 de [Tit86], no qual pode ser encontrado o enunciado e va´rias
demonstrac¸o˜es deste teorema.
Note-se que, a partir das fo´rmulas (5.0.1) e (5.0.8), podemos deduzir que a fo´rmula ζ(s) = ζ(s)
e´ va´lida em todo o semiplano Re s > 0 e ale´m disso a equac¸a˜o funcional (5.0.10) preserva esta
fo´rmula logo podemos concluir que ζ(s) = ζ(s), para todo o s 6= 1 ∈ C.
Vamos agora ver como utilizar a equac¸a˜o funcional da func¸a˜o zeta para reduzir a hipo´tese de
Riemann a` faixa crı´tica. Sabemos que ζ(s) e´ analı´tica e na˜o tem zeros no semiplano Re s > 1 e
que Γ(s) e´ analı´tica no semiplano Re s > 0 e na˜o tem zeros em todo o plano complexo. Se Re s <
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0, enta˜o Re(1−s) = 1−Re s > 1 logo 1−s na˜o e´ um po´lo nem um zero das func¸o˜es zeta e gama.
Enta˜o, como 2−s e pis−1 sa˜o duas func¸o˜es inteiras que nunca se anulam, e´ uma consequeˆncia da
equac¸a˜o funcional (5.0.10) que, se Re s < 0, enta˜o ζ(s) = 0 se e so´ se sin
(pis
2
)
= 0, ou seja, se e
so´ se
s
2
∈ Z. Portanto os u´nicos zeros de ζ(s) com Re s < 0 sa˜o os inteiros negativos pares, que
sa˜o chamados os zeros triviais da func¸a˜o zeta de Riemann. Assim podemos afirmar que qualquer
zero na˜o trivial da func¸a˜o zeta esta´ na faixa 0 ≤ Re s ≤ 1. A hipo´tese de Riemann conjectura
que, se s e´ um zero na˜o trivial da func¸a˜o zeta, enta˜o Re s =
1
2
. Em 1896, Hadamard e de la
Valle´e Poussin provaram independentemente que ζ(s) na˜o tem zeros na recta vertical Re s = 1,
sendo este resultado e as suas consequeˆncias o tema do capı´tulo 3 de [Tit86]. Portanto, usando
novamente a equac¸a˜o funcional (5.0.10) e como ζ(0) 6= 0, podemos concluir que ζ(s) tambe´m
na˜o tem zeros na recta vertical Re s = 0, logo a hipo´tese de Riemann reduz-se a` faixa crı´tica
0 < Re s < 1.
Afirmamos acima que ζ(0) 6= 0. Vamos agora ver que tambe´m podemos usar a equac¸a˜o funcional
da func¸a˜o zeta de Riemann para calcular o valor de ζ(0). Como a func¸a˜o zeta e´ analı´tica, logo
contı´nua, em todo o plano complexo excepto o ponto s = 1, podemos afirmar que ζ(0) = lim
s→0
ζ(s)
logo
ζ(0) = lim
s→0
2spis−1 sin
(pis
2
)
Γ (1− s) ζ (1− s) = Γ(1)
2
lim
s→0
sin
(
pis
2
)
pis
2
lim
s→0
sζ (1− s) . (5.0.11)
Fazendo uma mudanc¸a de varia´vel z =
pis
2
,
lim
s→0
sin
(
pis
2
)
pis
2
= lim
z→0
sin z
z
= 1. (5.0.12)
Por outro lado, como w = 1 e´ um polo simples da func¸a˜o zeta,
lim
w→1
(w − 1)ζ(w) = res
w=1
ζ(w) = 1, (5.0.13)
logo, fazendo uma mudanc¸a de varia´vel w = 1− s,
lim
s→0
sζ (1− s) = − lim
w→1
(w − 1)ζ(w) = −1. (5.0.14)
Assim, como Γ(1) = 1 (4.3.5), podemos concluir que
ζ(0) = −1
2
. (5.0.15)
Como a func¸a˜o zeta e´ uma func¸a˜o analı´tica em todo o plano complexo excepto no ponto s = 1
onde tem um polo simples de resı´duo 1, temos a seguinte representac¸a˜o em se´rie de Laurent
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para a func¸a˜o zeta:
ζ(s) =
1
s− 1 +
∞∑
n=0
cn(s− 1)n, (5.0.16)
com coeficientes u´nicos cn ∈ C, para cada n ∈ N0. Esta se´rie de Laurent converge uniforme-
mente em qualquer anel {s ∈ C : r ≤ |s− 1| ≤ R}, com r,R ∈ R+ e r < R, logo, pelo teorema
2.9, podemos obter a sua derivada, derivando termo-a-termo:
ζ ′(s) = − 1
(s− 1)2 +
∞∑
n=1
ncn(s− 1)n−1. (5.0.17)
No capı´tulo 7. vamos precisar do valor do limite lim
s→1
(
ζ(s) + (s − 1)ζ ′(s)
)
. Usando as se´ries de
Laurent (5.0.16) e (5.0.17), temos
lim
s→1
(
ζ(s) + (s− 1)ζ ′(s)
)
= lim
s→1
(
c0 +
∞∑
n=1
(n+ 1)cn(s− 1)n
)
= c0. (5.0.18)
Pretendemos agora determinar c0. Para isso, observe-se que
c0 = lim
s→1
(
ζ(s)− 1
s− 1
)
. (5.0.19)
Mas podemos ver, na secc¸a˜o 2.1. de [Tit86], que este limite e´ igual a γ, logo
lim
s→1
(
ζ(s) + (s− 1)ζ ′(s)
)
= lim
s→1
(
ζ(s)− 1
s− 1
)
= γ. (5.0.20)
Finalmente, antes de passarmos para a secc¸a˜o sobre se´ries de Dirichlet relacionadas com
a func¸a˜o zeta, vamos enunciar um teorema, que e´ equivalente a um teorema que pode ser
encontrado na secc¸a˜o 1.5. do livro [Ivi85], sobre o comportamento da func¸a˜o zeta nas rectas
verticais do plano complexo.
Teorema 5.4. Fixando t0 > 0, existe M > 0 tal que, para todo o t ≥ t0,
ζ(σ ± it) ≤

M se σ ≥ 2,
M ln t se 1 ≤ σ ≤ 2,
Mt
1−σ
2 ln t se 0 ≤ σ ≤ 1,
Mt
1
2
−σ ln t se σ ≤ 0.
(5.0.21)
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5.1 Se´ries de Dirichlet relacionadas com a func¸a˜o zeta
Nesta secc¸a˜o vamos exibir va´rias igualdades que nos permitem escrever expresso˜es onde apa-
rece a func¸a˜o zeta de Riemann na forma de se´ries de Dirichlet absolutamente convergentes num
semiplano do plano complexo. Ja´ vimos neste capı´tulo representac¸o˜es em se´ries de Dirichlet
absolutamente convergentes no semiplano Re s > 1 para a func¸a˜o zeta (5.0.1), para as suas
derivadas (5.0.2) e para a func¸a˜o eta (1− 21−s)ζ(s) (5.0.8).
Aplicando o teorema 3.27 ao caso particular da func¸a˜o zeta de Riemann, podemos obter representac¸o˜es
como se´ries de Dirichlet absolutamente convergentes no semiplano Re s > 1 para a derivada
logarı´tmica da func¸a˜o zeta e para o logaritmo da func¸a˜o zeta:
ζ ′(s)
ζ(s)
= −
∞∑
n=2
Λ(n)
ns
; (5.1.1)
e
ln(ζ(s)) =
∞∑
n=2
Λ1(n)
ns
. (5.1.2)
Substituindo g(n) = 1 no lema 3.25, obte´m-se o seguinte lema que nos vai ser u´til para garantir
a convergeˆncia absoluta de algumas das se´ries de Dirichlet que se seguem.
Lema 5.5. Seja f uma func¸a˜o aritme´tica tal que f(n) = O(n), para todo o  > 0. Enta˜o a se´rie
de Dirichlet
∞∑
n=1
f(n)
ns
e´ absolutamente convergente no semiplano Re s > 1.
Vamos agora comec¸ar a determinar mais representac¸o˜es na forma de se´ries de Dirichlet ab-
solutamente convergentes num semiplano do plano complexo para expresso˜es onde aparece a
func¸a˜o zeta de Riemann.
Teorema 5.6. No semiplano Re s > 1 verifica-se a igualdade
1
ζ(s)
=
∞∑
n=1
µ(n)
ns
, (5.1.3)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Prova. A se´rie de Dirichlet
∞∑
n=1
µ(n)
ns
e´ absolutamente convergente no semiplano Re s > 1, porque
|µ(n)| ≤ 1, para todo o n ∈ N, logo, se Re s > 1, tem-se
∞∑
n=1
∣∣∣∣µ(n)ns
∣∣∣∣ ≤ ∞∑
n=1
1
nRe s
= ζ(Re s) <∞.
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Ale´m disso, a igualdade (5.1.3) e´ va´lida no semiplano Re s > 1, como consequeˆncia do corola´rio
3.23 do teorema do produto de se´ries de Dirichlet, porque µ e 1 sa˜o inversos de Dirichlet.
A convergeˆncia absoluta desta se´rie no semiplano Re s > 1, garante-nos, pelo teorema 3.26, que
1
ζ(s)
e´ analı´tica nesse semiplano, o que nos da´ uma maneira alternativa de garantir que ζ(s) na˜o
se anula no semiplano Re s > 1.
Teorema 5.7. Para qualquer k ∈ N, no semiplano Re s > 1 verifica-se a igualdade
ζk(s) =
∞∑
n=1
dk(n)
ns
, (5.1.4)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Em particular, para qualquer s ∈ C tal que Re s > 1, podemos escrever
ζ2(s) =
∞∑
n=1
d(n)
ns
. (5.1.5)
Note-se que, para qualquer k ∈ N, denotamos (ζ(s))k por ζk(s), para simplificar a notac¸a˜o e
vamos manter essa notac¸a˜o ate´ ao final da tese.
Antes de provar o teorema 5.7, vamos demonstrar o seguinte lema que nos permite majorar as
func¸o˜es dk(n).
Lema 5.8. Para qualquer k ∈ N, dk(n) ≤ (d(n))k−1.
Prova. Vamos provar este lema, por induc¸a˜o sobre k ∈ N.
Para k = 1 e k = 2, o lema verifica-se porque d1(n) = 1 = (d(n))0 e d2(n) = d(n).
Suponhamos agora que o lema e´ va´lido para k ≥ 2. Observe-se que, se q, n ∈ N e q|n, enta˜o
qualquer divisor de q tambe´m e´ divisor de n, logo d(q) ≤ d(n). Enta˜o estamos em condic¸o˜es de
provar que o lema tambe´m se verifica para k + 1 porque
dk+1(n) =
∑
q|n
dk(q) ≤
∑
q|n
(d(q))k−1 ≤
∑
q|n
(d(n))k−1 = d(n)(d(n))k−1 = (d(n))k.
Para provar a convergeˆncia absoluta da se´rie em (5.1.4), vamos usar o seguinte resultado que e´
um corola´rio do lema anterior e do teorema 3.7.
Corola´rio 5.9. Para qualquer k ∈ N, dk(n) = O(n), para todo o  > 0.
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Prova. Fixemos k ∈ N e  > 0. Pelo lema anterior, sabemos que dk(n) ≤ (d(n))k−1 e, pelo
teorema 3.7, sabemos que d(n) = O(n k−1 ). Portanto podemos concluir que dk(n) = O(n).
Prova do teorema 5.7. Usando o lema 5.5 e o corola´rio 5.9, podemos concluir que a se´rie de
Dirichlet
∞∑
n=1
dk(n)
ns
converge absolutamente no semiplano Re s > 1.
Vamos agora demonstrar, por induc¸a˜o sobre k ∈ N, que, se Re s > 1, enta˜o a igualdade (5.1.4)
verifica-se. O caso k = 1 e´ a representac¸a˜o da func¸a˜o zeta de Riemann em forma de se´rie de
Dirichlet (5.0.1). Ale´m disso, relembrando o teorema 3.22 do produto de se´ries de Dirichlet e a
proposic¸a˜o 3.2.5 que nos diz que dk+1 = dk ∗ 1, para todo o k ∈ N, podemos mostrar tambe´m
que, se a igualdade (5.1.4) se verifica para um certo k ∈ N, tambe´m se verifica para k + 1 pois
ζk+1(s) = ζk(s)ζ(s) =
∞∑
n=1
dk(n)
ns
∞∑
n=1
1
ns
=
∞∑
n=1
(dk ∗ 1)(n)
ns
=
∞∑
n=1
dk+1(n)
ns
.
Teorema 5.10. No semiplano Re s > 1 verifica-se a igualdade
ζ(2s)
ζ(s)
=
∞∑
n=1
λ(n)
ns
, (5.1.6)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Prova. A se´rie de Dirichlet
∞∑
n=1
λ(n)
ns
e´ absolutamente convergente no semiplano Re s > 1 porque
|λ(n)| = 1, para todo o n ∈ N.
Por outro lado, como 1 ∗ λ = χ (onde χ e´ a func¸a˜o caracterı´stica do subconjunto dos quadrados
perfeitos em N), podemos calcular, se Re s > 1,
ζ(s)
∞∑
n=1
λ(n)
ns
=
∞∑
n=1
1
ns
∞∑
n=1
λ(n)
ns
=
∞∑
n=1
(1 ∗ λ)(n)
ns
=
∞∑
n=1
χ(n)
ns
=
∞∑
m=1
1
(m2)s
=
∞∑
m=1
1
m2s
= ζ(2s),
o que nos permite concluir que a igualdade (5.1.6) se verifica.
Teorema 5.11. No semiplano Re s > 1 verifica-se a igualdade
ζ(s)
ζ(2s)
=
∞∑
n=1
|µ(n)|
ns
, (5.1.7)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
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Prova. A se´rie de Dirichlet
∞∑
n=1
|µ(n)|
ns
e´ absolutamente convergente no semiplano Re s > 1
porque, para todo o n ∈ N, |µ(n)| ≤ 1.
Para s tal que Re s > 1, a igualdade (5.1.7) e´ uma consequeˆncia do teorema 5.10 e do corola´rio
3.23, porque ja´ vimos que |µ| e λ sa˜o inversos de Dirichlet.
Teorema 5.12. No semiplano Re s > 1 verifica-se a igualdade
ζ2(s)
ζ(2s)
=
∞∑
n=1
2ω(n)
ns
, (5.1.8)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Para provar a convergeˆncia absoluta da se´rie em (5.1.8), vamos usar o seguinte resultado que e´
um corola´rio do teorema 3.12.
Corola´rio 5.13. 2ω(n) = O(n), para todo o  > 0.
Prova. Pelo teorema 3.12, sabemos que ω(n) = O(ln(lnn)), ou seja, que existe M > 0 tal que
ω(n) ≤ M ln(lnn), para todo o n ≥ 3 (apenas para n ≥ 3, porque so´ se n > e e´ que temos
lnn > 1 e ln(lnn) > 0). Portanto, para n ≥ 3, tem-se 2ω(n) ≤ 2M ln(lnn) ≤ eM ln(lnn) = (lnn)M .
Mas lnn = O(nδ), para todo o δ > 0, logo, para qualquer  > 0, sabemos que lnn = O
(
n

M
)
e,
consequentemente, 2ω(n) = O(n).
Prova do teorema 5.12. Usando o lema 5.5 e o corola´rio 5.13, podemos concluir que a se´rie
de Dirichlet
∞∑
n=1
2ω(n)
ns
converge absolutamente no semiplano Re s > 1. Por outro lado, usando o
lema 3.13, podemos concluir que, se Re s > 1, enta˜o a igualdade (5.1.8) verifica-se pois
ζ2(s)
ζ(2s)
=
ζ(s)
ζ(2s)
ζ(s) =
∞∑
n=1
|µ(n)|
ns
∞∑
n=1
1
ns
=
∞∑
n=1
(|µ| ∗ 1)(n)
ns
=
∞∑
n=1
2ω(n)
ns
.
Teorema 5.14. No semiplano Re s > 1 verifica-se a igualdade
ζ3(s)
ζ(2s)
=
∞∑
n=1
d(n2)
ns
(5.1.9)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Para provar este teorema vamos utilizar o seguinte lema auxiliar.
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Lema 5.15. Para todo o n ∈ N,
∑
q|n
2ω(q) = d(n2), ou seja, 2ω(n) ∗ 1 = d(n2).
Prova. Como d(n) e´ uma func¸a˜o aritme´tica multiplicativa, tambe´m d(n2) e´ multiplicativa e, como
1 e 2ω(n) sa˜o multiplicativas, tambe´m 1 ∗ 2ω(n) e´ multiplicativa. Portanto, basta demonstrar que
o lema se verifica para as poteˆncias de primos, o que e´ verdade porque, se p e´ primo e k ∈ N,
enta˜o, como ω(1) = 0 e ω(pi) = 1, para todo o i ∈ N,
∑
q|pk
2ω(q) =
k∑
i=0
2ω(p
i) = 1 + 2k = d(p2k) = d((pk)2).
Prova do teorema 5.14. Pelo teorema 3.7, temos, para qualquer  > 0, d(n) = O
(
n

2
)
, logo
d(n2) = O
(
(n2)

2
)
= O(n). Consequentemente, pelo lema 5.5, a se´rie de Dirichlet
∞∑
n=1
d(n2)
ns
converge absolutamente no semiplano Re s > 1. Por outro lado, usando o lema 5.15, podemos
concluir que, se Re s > 1, enta˜o a igualdade (5.1.9) verifica-se pois
ζ3(s)
ζ(2s)
=
ζ2(s)
ζ(2s)
ζ(s) =
∞∑
n=1
2ω(n)
ns
∞∑
n=1
1
ns
=
∞∑
n=1
(2ω(n) ∗ 1)(n)
ns
=
∞∑
n=1
d(n2)
ns
.
Teorema 5.16. No semiplano Re s > 1 verifica-se a igualdade
ζ4(s)
ζ(2s)
=
∞∑
n=1
(d(n))2
ns
(5.1.10)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Novamente vamos utilizar um lema auxiliar para provar este teorema.
Lema 5.17. Para todo o n ∈ N,
∑
q|n
d(n2) = (d(n))2, ou seja, d(n2) ∗ 1 = (d(n))2.
Prova. Como d(n) e´ uma func¸a˜o aritme´tica multiplicativa, tambe´m (d(n))2 e´ multiplicativa e, como
1 e d(n2) sa˜o multiplicativas, tambe´m 1 ∗ d(n2) e´ multiplicativa. Portanto, basta demonstrar que
o lema se verifica para as poteˆncias de primos, o que e´ verdade porque, se p e´ primo e k ∈ N,
enta˜o ∑
q|pk
d(q2) =
k∑
i=0
d(p2i) =
k∑
i=0
(2i+ 1) =
2k+1∑
i=0
i− 2
k∑
i=0
i =
(2k + 1)(2k + 2)
2
− 2k(k + 1)
2
= (2k + 1)(k + 1)− k(k + 1) = (k + 1)2 = (d(pk))2.
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Prova do teorema 5.16. Pelo teorema 3.7, temos, para qualquer  > 0, d(n) = O
(
n

2
)
, logo
(d(n))2 = O (n). Consequentemente, pelo lema 5.5, a se´rie de Dirichlet
∞∑
n=1
(d(n))2
ns
converge
absolutamente no semiplano Re s > 1. Por outro lado, usando o lema 5.17, podemos concluir
que, se Re s > 1, enta˜o a igualdade (5.1.10) verifica-se pois
ζ4(s)
ζ(2s)
=
ζ3(s)
ζ(2s)
ζ(s) =
∞∑
n=1
d(n2)
ns
∞∑
n=1
1
ns
=
∞∑
n=1
(d(n2) ∗ 1)(n)
ns
=
∞∑
n=1
(d(n))2
ns
.
Teorema 5.18. No semiplano Re s > 2 verifica-se a igualdade
ζ(s− 1)
ζ(s)
=
∞∑
n=1
ϕ(n)
ns
, (5.1.11)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Prova. A se´rie de Dirichlet
∞∑
n=1
ϕ(n)
ns
e´ absolutamente convergente no semiplano Re s > 2 porque
1 ≤ ϕ(n) ≤ n, para todo o n ∈ N, logo, se Re s > 2 (isto e´, se Re s− 1 > 1), tem-se
∞∑
n=1
∣∣∣∣ϕ(n)ns
∣∣∣∣ ≤ ∞∑
n=1
n
nRe s
=
∞∑
n=1
1
nRe s−1
= ζ(Re s− 1) <∞.
Ale´m disso, para Re s > 2, relembrando que ϕ ∗ 1, podemos calcular
ζ(s)
∞∑
n=1
ϕ(n)
ns
=
∞∑
n=1
1
ns
∞∑
n=1
ϕ(n)
ns
=
∞∑
n=1
(1 ∗ ϕ)(n)
ns
=
∞∑
n=1
n
ns
=
∞∑
n=1
1
ns−1
= ζ(s− 1),
o que nos permite concluir que a igualdade (5.1.11) se verifica.
Teorema 5.19. No semiplano Re s > 2 verifica-se a igualdade
1− 21−s
1− 2−s ζ(s− 1) =
∞∑
n=1
a(n)
ns
(5.1.12)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Prova. A se´rie de Dirichlet
∞∑
n=1
a(n)
ns
e´ absolutamente convergente no semiplano Re s > 2 porque
1 ≤ a(n) ≤ n, para todo o n ∈ N.
Seja agora s ∈ C tal que Re s > 2. Enta˜o ∣∣2−s∣∣ = 2Re(−s) = 2−Re s ≤ 2−2 = 1
4
< 1, logo e´ va´lida a
seguinte expansa˜o em se´rie de Taylor:
1
1− 2−s =
∞∑
k=0
(2−s)k =
∞∑
k=0
(2k)−s.
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Portanto, como Re(s− 1) > 1, temos
1− 21−s
1− 2−s ζ(s− 1) =
∞∑
k=0
(2k)−s
(
(1− 21−s)
∞∑
m=0
1
ms−1
)
.
De seguida podemos simplificar
(1− 21−s)
∞∑
m=0
1
ms−1
=
∞∑
m=0
1
ms−1
−
∞∑
m=0
1
(2m)s−1
=
∞∑
m=0
1
ms−1
−
∑
m par
1
ms−1
=
∑
m ı´mpar
m
ms
e assim estamos em condic¸o˜es de concluir que
1− 21−s
1− 2−s ζ(s− 1) =
∞∑
k=0
(2k)−s
∑
m ı´mpar
m
ms
=
∞∑
k=0
∑
m ı´mpar
m
(2km)s
=
∞∑
k=0
∑
m ı´mpar
a(2km)
(2km)s
=
∞∑
n=1
a(n)
ns
,
onde a u´ltima igualdade e´ va´lida porque a convergeˆncia absoluta desta se´rie nos permite alterar
a ordem da soma dos seus termos.
Teorema 5.20. Fixemos a ∈ C. No semiplano Re s > max{1,Re a+ 1} verifica-se a igualdade
ζ(s)ζ(s− a) =
∞∑
n=1
σa(n)
ns
, (5.1.13)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Antes de provar este teorema, vamos demonstrar um resultado que nos vai auxiliar a garantir a
convergeˆncia absoluta da se´rie em (5.1.13).
Lema 5.21. Para todo o n ∈ N e para todo o a ∈ C, temos |σa(n)| ≤ d(n), se Re a < 0, e
|σa(n)| ≤ d(n)nRe a, se Re a > 0.
Prova. Fixemos n ∈ N e a ∈ C. Se Re a ≤ 0, enta˜o temos, para qualquer divisor d de n,
|da| = dRe a ≤ d0 = 1, o que implica que |σa(n)| ≤
∑
d|n
|da| ≤
∑
d|n
1 = d(n). Por outro lado, se
Re a > 0, enta˜o temos, para qualquer divisor d de n, |da| = dRe a ≤ nRe a, porque d ≤ n, o que
implica que
∑
d|n
|da| ≤
∑
d|n
nRe a = d(n)nRe a.
Prova do teorema 5.20. Se Re a ≤ 0, enta˜o sabemos que a se´rie de Dirichlet
∞∑
n=1
d(n)
ns
e´
absolutamente convergente no semiplano Re s > max{1,Re a + 1} = 1, logo podemos concluir,
usando o lema anterior, que tambe´m a se´rie de Dirichlet
∞∑
n=1
σa(n)
ns
e´ absolutamente convergente
no semiplano Re s > max{1,Re a+ 1} = 1.
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Caso contra´rio, se Re a > 0, enta˜o, como a se´rie de Dirichlet
∞∑
n=1
nRe a
nRe s
=
∞∑
n=1
1
nRe s−Re a
e´
absolutamente convergente no semiplano Re s > Re a+ 1, podemos utilizar o lema 3.25 e o teo-
rema 3.7 para afirmar que a se´rie de Dirichlet
∞∑
n=1
d(n)nRe a
nRe s
e´ absolutamente convergente nesse
semiplano e podemos utilizar o lema anterior para concluir que a se´rie de Dirichlet
∞∑
n=1
σa(n)
ns
e´
absolutamente convergente no semiplano Re s > max{1,Re a+ 1} = Re a+ 1.
Relembremos agora que, definindo Ida(n) = na, para todo o n ∈ N, temos 1 ∗ Ida(n) = σa(n).
Enta˜o, se Re s > max{1,Re a+ 1}, a igualdade (5.1.13) verifica-se pois
ζ(s)ζ(s− a) =
∞∑
n=1
1
ns
∞∑
n=1
1
ns−a
=
∞∑
n=1
1
ns
∞∑
n=1
na
ns
=
∞∑
n=1
(1 ∗ Ida)(n)
ns
=
∞∑
n=1
σa(n)
ns
.
Teorema 5.22. Fixemos a, b ∈ C.
No semiplano Re s > max{1,Re a+ 1,Re b+ 1,Re(a+ b) + 1} verifica-se a igualdade
ζ(s)ζ(s− a)ζ(s− b)ζ(s− a− b)
ζ(2s− a− b) =
∞∑
n=1
σa(n)σb(n)
ns
, (5.1.14)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
A igualdade (5.1.14) pode ser encontrada em [Ram16]. Temos quatro casos possı´veis depen-
dendo de Re a e Re b serem positivos ou na˜o, e em cada um destes quatro casos podemos
provar a convergeˆncia absoluta da se´rie nessa igualdade de forma semelhante ao procedimento
efetuado na demonstrac¸a˜o da convergeˆncia absoluta no teorema anterior.
Agora vamos procurar uma representac¸a˜o em forma de se´rie de Dirichlet para
1
ζk(s)
(com k ∈ N)
que vai ser fundamental para o capı´tulo seguinte. Com esse objectivo, vamos comec¸ar por definir
a seguinte famı´lia de func¸o˜es aritme´ticas que generaliza a func¸a˜o de Mo¨bius.
Definic¸a˜o 5.23. Defina-se a famı´lia de func¸o˜es aritme´ticas µk(n), com k ∈ N, de forma recursiva
por µ1(n) = µ(n) e
µk+1(n) = (µk ∗ µ)(n) =
∑
d|n
µ
(n
d
)
µk(d), (5.1.15)
para todo o k ∈ N.
Equivalentemente podemos definir, para cada k ∈ N, µk = µ ∗ · · · ∗ µ (k vezes).
Os dois lemas que se seguem permitem-nos, respectivamente, determinar e majorar o valor de
µk(n), para todo o k, n ∈ N.
60 CAPI´TULO 5. A FUNC¸A˜O ZETA DE RIEMANN
Lema 5.24. Seja k ∈ N. Enta˜o µk(n) e´ uma func¸a˜o aritme´tica multiplicativa tal que, para todo o
primo p e todo o r ∈ N,
µk(p
r) = (−1)r
(
k
r
)
. (5.1.16)
Prova. A convoluc¸a˜o de Dirichlet de duas func¸o˜es aritme´ticas multiplicativas e´ multiplicativa, logo,
como a func¸a˜o de Mo¨bius e´ multiplicativa pode-se concluir, pela definic¸a˜o de µk(n) e usando
induc¸a˜o sobre k ∈ N, que µk(n) e´ uma func¸a˜o multiplicativa.
Vamos agora mostrar, novamente usando induc¸a˜o sobre k, que a fo´rmula (5.1.16) se verifica
para todo o k ∈ N. Fixemos p primo. Seja r ∈ N. Se r > 1, enta˜o µ(pr) = 0 e
(
1
r
)
= 0, logo
µ(pr) = (−1)r
(
1
r
)
. Se r = 1, enta˜o µ(p) = −1 e
(
1
1
)
= 1, logo µ(p) = −1 = (−1)1
(
1
1
)
. Portanto
o caso k = 1 de (5.1.16) verifica-se.
Suponhamos agora que a fo´rmula (5.1.16) se verifica para um certo k ∈ N e vejamos que enta˜o
tambe´m se verifica para k + 1. Fixemos p primo e r ∈ N. Observe-se que os divisores de pr sa˜o
os nu´meros da forma ps como 0 ≤ s ≤ r. Enta˜o, pela fo´rmula (5.1.15), temos
µk+1(p
r) =
∑
d|pr
µ
(
pr
d
)
µk(d) =
r∑
s=0
µ(pr−s)µk(ps).
Mas µ(pr−s) = 0, se r− s > 1, isto e´, se s < r− 1; µ(pr−s) = −1, se r− s = 1, isto e´, se s = r− 1;
e µ(pr−s) = 1, se r − s = 0, isto e´, se s = r. Portanto temos
µk+1(p
r) =
r∑
s=0
µ(pr−s)µk(ps) = µk(pr)− µk(pr−1).
Usando agora a hipo´tese de induc¸a˜o, podemos concluir que
µk+1(p
r) = µk(p
r)− µk(pr−1) = (−1)r
(
k
r
)
− (−1)r−1
(
k
r − 1
)
= (−1)r
[(
k
r
)
+
(
k
r − 1
)]
= (−1)r
(
k + 1
r
)
.
Lema 5.25. Para todo o k ∈ N e para todo o n ∈ N, temos |µk(n)| ≤ dk(n).
Prova. Vamos provar este lema por induc¸a˜o sobre k.
Para k = 1, o lema verifica-se pois |µ1(n)| = |µ(n)| ≤ 1 = d1(n).
Suponhamos agora que o lema e´ va´lido para um certo k ∈ N. Enta˜o, relembrando as fo´rmulas
(5.1.15) e (3.2.5), podemos concluir que tambe´m e´ va´lido para k + 1 porque
|µk+1(n)| ≤
∑
q|n
∣∣∣∣µ(nq
)∣∣∣∣ |µk(q)| ≤∑
q|n
|µk(q)| ≤
∑
q|n
dk(q) = dk+1(n).
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Teorema 5.26. No semiplano Re s > 1 verifica-se, para todo o k ∈ N, a igualdade
1
ζk(s)
=
∞∑
n=1
µk(n)
ns
, (5.1.17)
e esta se´rie de Dirichlet e´ absolutamente convergente nesse semiplano.
Prova. Fixemos k ∈ N. Pelo lema anterior, sabemos que |µk(n)| ≤ dk(n), para todo o n ∈ N,
e, pelo lema 5.9, sabemos que dk(n) = O(n), para todo o  > 0. Portanto, podemos concluir
que µk(n) = O(n), para todo o  > 0 e, consequentemente, pelo lema 5.5, a se´rie em (5.1.17)
converge absolutamente para qualquer s ∈ C tal que Re s > 1.
Vamos agora provar a igualdade pretendida por induc¸a˜o.
O caso k = 1 e´ a se´rie de Dirichlet para
1
ζ(s)
(5.1.3).
Suponhamos que o lema e´ va´lido para k ∈ N. Enta˜o tambe´m e´ va´lido para k + 1 porque
1
ζk+1(s)
=
1
ζk(s)
1
ζ(s)
=
∞∑
n=1
µk(n)
ns
∞∑
n=1
µ(n)
ns
=
∞∑
n=1
(µk ∗ µ)(n)
ns
=
∞∑
n=1
µk+1(n)
ns
.
A fo´rmula (5.1.16) permite-nos generalizar a famı´lia de func¸o˜es µk(n), com k ∈ N, definindo, para
todo o α ∈ C, µα(n) como a func¸a˜o aritme´tica multiplicativa tal que, para cada primo p e cada
r ∈ N,
µα(p
r) = (−1)r
(
α
r
)
=
(−1)r (α− (r − 1))r
r!
. (5.1.18)
As func¸o˜es µα(n), com α ∈ C, foram introduzidas por Jean-Marie Souriau no seu artigo ”Ge´ne´ralisation
de certaines formules arithme´tiques d’inversion” de 1944, onde tambe´m mostrou que, definindo
µα(n) desta forma, temos a seguinte representac¸a˜o de
1
ζα(s)
em forma de se´rie de Dirichlet no
semiplano Re s > 1,
1
ζα(s)
=
∞∑
n=1
µα(n)
ns
. (5.1.19)
Para finalizar este capı´tulo vamos fazer uma breve refereˆncia aos produtos de Euler de se´ries de
Dirichlet. Na secc¸a˜o 11.5. de [Apo76] pode ser encontrado um teorema que generaliza o teorema
5.1 e nos permite escrever func¸o˜es representadas por se´ries de Dirichlet absolutamente conver-
gentes, como produtos ao longo dos primos, denominados por produtos de Euler, e tambe´m
podem ser encontrados exemplos dos produtos de Euler de algumas func¸o˜es relacionadas com
a func¸a˜o zeta de Riemann.
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Alternativamente ao processo de obter se´ries de Dirichlet para func¸o˜es relacionadas com a
func¸a˜o de Riemann e a partir destas se´ries obter produtos de Euler, tambe´m e´ possı´vel partir
do produto de Euler para a func¸a˜o zeta de Riemann (5.0.7), deduzir os produtos de Euler para as
func¸o˜es relacionadas com a func¸a˜o de Riemann e a partir desses produtos usar as definic¸o˜es das
func¸o˜es aritme´ticas para obter se´ries de Dirichlet para essas func¸o˜es. E´ esse o processo utilizado
no capı´tulo 1 de [Tit86] para obter as se´ries de Dirichlet que foram deduzidas anteriormente.
Capı´tulo 6
Iterac¸o˜es de transformadas aritme´ticas
Vamos comec¸ar este capı´tulo enunciando uma proposic¸a˜o que mostra como se garante a igual-
dade entre a forma de se´rie e a forma de integral de transformadas aritme´ticas, em cujo integral
aparecem func¸o˜es definidas por se´ries de Dirichlet, aplicadas a func¸o˜es nas classesMα,n, com
α > 1 e n ≥ 2. Esta proposic¸a˜o permite-nos ter, para cada se´rie de Dirichlet exibida no capı´tulo
anterior, uma transformada aritme´tica que pode ser definida equivalentemente em forma de se´rie
ou de integral.
Proposic¸a˜o 6.1. Sejam a ∈ R, f ∈Mα,n, com α > 1 e n ≥ 2, g(n) uma func¸a˜o aritme´tica e G(s)
definida pela se´rie de Dirichlet absolutamente convergente no semiplano Re s > a
G(s) =
∞∑
n=1
g(n)
ns
. (6.0.1)
Enta˜o, para todo o max{0, a} < σ < α,
1
2pii
∫ σ+i∞
σ−i∞
G(s)f∗(s)x−sds =
∞∑
n=1
g(n)f(nx). (6.0.2)
Prova. Fixemos max{0, a} < σ < α. Como σ > a, podemos usar (6.0.1) para afirmar que
1
2pii
∫ σ+i∞
σ−i∞
G(s)f∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
∞∑
n=1
g(n)
ns
f∗(s)x−sds.
Como a se´rie de Dirichlet em (6.0.1) e´ absolutamente convergente se Re s > a e, como σ > a, a
se´rie
∞∑
n=1
|g(n)|
nσ
e´ convergente. Por outro lado, como f ∈ Mα,n, n ≥ 2 e 0 < σ < α, a proposic¸a˜o
4.14 garante-nos que f∗(s) ∈ L1(]σ − i∞, σ + i∞[). Enta˜o∣∣∣∣∣
∫ σ+i∞
σ−i∞
∞∑
n=1
∣∣∣∣g(n)ns f∗(s)x−s
∣∣∣∣ ds
∣∣∣∣∣ ≤ x−σ
∞∑
n=1
|g(n)|
nσ
∣∣∣∣∫ σ+i∞
σ−i∞
|f∗(s)|ds
∣∣∣∣ <∞.
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Portanto podemos utilizar o teorema 2.3 para trocar a ordem da se´rie e do integral e obter
1
2pii
∫ σ+i∞
σ−i∞
G(s)f∗(s)x−sds =
∞∑
n=1
g(n)
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)(xn)−sds.
Finalmente, podemos usar novamente a proposic¸a˜o 4.14, que nos diz que f e´ a transformada
inversa de Mellin de f∗ para concluirmos o resultado pretendido.
6.1 Transformada de Mo¨bius
Como referido na introduc¸a˜o, nesta secc¸a˜o vamos determinar as representac¸o˜es em se´rie e em
integral de uma transformada aritme´tica especı´fica, a transformada de Mo¨bius, da sua trans-
formada inversa e da composta de sucessivas iterac¸o˜es da transformada de Mo¨bius e da sua
inversa nas classes de func¸o˜esMα,n, com α > 1 e n ≥ 2.
Definic¸a˜o 6.2. A transformada de Mo¨bius de uma func¸a˜o f e´ definida por:
(Θf)(x) =
∞∑
n=1
f(nx).
O objectivo deste subcapı´tulo vai ser provar o teorema que se segue.
Teorema 6.3. Seja f ∈ Mα,n, com α > 1 e n ≥ 2. Enta˜o, para qualquer 1 < σ < α, a
transformada de Mo¨bius, a inversa da transformada de Mo¨bius, e as composic¸o˜es de k ∈ N
iterac¸o˜es da transformada de Mo¨bius e da sua inversa podem ser representadas em forma de
integral e de se´rie dadas pelas seguintes fo´rmulas:
(Θf)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds =
∞∑
n=1
f(nx); (6.1.1)
(Θ−1f)(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)
ζ(s)
x−sds =
∞∑
n=1
µ(n)f(nx); (6.1.2)
(Θkf)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζk(s)f∗(s)x−sds =
∞∑
n=1
dk(n)f(nx); (6.1.3)
(
(Θ−1)kf
)
(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)
ζk(s)
x−sds =
∞∑
n=1
µk(n)f(nx). (6.1.4)
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As igualdades entre as se´ries e os integrais nas fo´rmulas do teorema 6.3 sa˜o casos particulares
da proposic¸a˜o 6.1, com a = 1, utilizando, respectivamente, as fo´rmulas (5.0.1), (5.1.3), (5.1.4) e
(5.1.17) e a convergeˆncia absoluta das respectivas se´ries de Dirichlet no semiplano Re s > 1.
Portanto basta-nos provar a validade das representac¸o˜es em forma de integral.
Com esse objectivo comecemos por observar que, para todo o s ∈ C com Re s > 1, temos
|ζ(s)| =
∣∣∣∣∣
∞∑
n=1
1
ns
∣∣∣∣∣ ≤
∞∑
n=1
1
nRe s
= ζ(Re s) (6.1.5)
e ∣∣∣∣ 1ζ(s)
∣∣∣∣ =
∣∣∣∣∣
∞∑
n=1
µ(n)
ns
∣∣∣∣∣ ≤
∞∑
n=1
|µ(n)|
nRe s
≤
∞∑
n=1
1
nRe s
= ζ(Re s). (6.1.6)
Assim podemos concluir que, para todo o k ∈ N e para todo o s ∈ C com Re s > 1,∣∣∣ζk(s)∣∣∣ , ∣∣∣∣ 1ζk(s)
∣∣∣∣ ≤ ζk(Re s). (6.1.7)
O resultado que se segue e´ uma consequeˆncia desta fo´rmula.
Lema 6.4. Se σ > 1 e φ(s) ∈ L1(]σ − i∞, σ + i∞[), enta˜o, para todo o k ∈ N,
ζk(s)φ(s)x−s,
φ(s)
ζk(s)
x−s ∈ L1(]σ − i∞, σ + i∞[).
Prova. Se σ > 1, φ(s) ∈ L1(]σ − i∞, σ + i∞[) e k ∈ N, enta˜o, usando a observac¸a˜o anterior,
podemos afirmar que∣∣∣∣∫ σ+i∞
σ−i∞
∣∣∣ζk(s)φ(s)x−s∣∣∣ ds∣∣∣∣ ≤ x−σζk(σ) ∣∣∣∣∫ σ+i∞
σ−i∞
|φ(s)|ds
∣∣∣∣ <∞.
Portanto ζk(s)φ(s)x−s ∈ L1(]σ − i∞, σ + i∞[).
Analogamente veˆ-se que
φ(s)
ζk(s)
x−s ∈ L1(]σ − i∞, σ + i∞[).
A proposic¸a˜o 4.14 diz-nos que, se f ∈Mα,n, com α > 1 e n ≥ 2, enta˜o, para qualquer 0 < σ < α,
f∗(s) ∈ L1(]σ − i∞, σ + i∞[). Assim podemos deduzir do lema 6.4 o seguinte corola´rio, que nos
garante que todos os integrais que aparecem no teorema 6.3 sa˜o absolutamente convergentes.
Corola´rio 6.5. Seja f ∈ Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o k ∈ N e para qualquer
1 < σ < α, ζk(s)f∗(s)x−s,
f∗(s)
ζk(s)
x−s ∈ L1(]σ − i∞, σ + i∞[).
Vamos agora provar, por induc¸a˜o sobre k ∈ N, que, para todo o 1 < σ < α,
(Θkf)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζk(s)f∗(s)x−sds. (6.1.8)
Com este objectivo, vamos comec¸ar por demonstrar a seguinte proposic¸a˜o.
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Proposic¸a˜o 6.6. Seja g∗(s) uma func¸a˜o analı´tica na faixa 1 < Re s < α tal que, para todo o
1 < σ < α, g∗(s) ∈ L1(]σ − i∞, σ + i∞[) e seja g(x) uma func¸a˜o de varia´vel real tal que
g(x) =
1
2pii
∫ σ+i∞
σ−i∞
g∗(s)x−sds,
para todo o 1 < σ < α. Enta˜o (Θg)(x)xσ−1 ∈ L1([0,∞[), para todo o 1 < σ < α; a transformada
de Mellin de Θg, na faixa 1 < Re s < α, e´ (Θg)∗(s) = ζ(s)g∗(s) e
(Θg)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)g∗(s)x−sds.
Prova. Como g∗(s) ∈ L1(]σ− i∞, σ+ i∞[), para todo o 1 < σ < α, e g∗(s) e´ uma func¸a˜o analı´tica
na faixa 1 < Re s < α, estamos nas condic¸o˜es da proposic¸a˜o 4.10 logo, para todo o 1 < σ < α,
existe M(σ) ∈ R tal que |g(x)| ≤M(σ)x−σ, para todo o x > 0, e g(x)xσ−1 ∈ L1([0,∞[) e, na faixa
1 < Re s < α, g∗(s) e´ a transformada de Mellin de g.
Fixemos agora 1 < σ < α. Se escolhermos algum 1 < c1 < σ, sabemos que existe M1 ∈ R tal
que |g(y)| ≤M1y−c1 , para todo o y > 0, logo (Θg)(x)xσ−1 ∈ L1 ([0, 1]) porque∫ 1
0
|(Θg)(x)|xσ−1dx ≤
∫ 1
0
∞∑
n=1
|g(nx)|xσ−1dx ≤
∫ 1
0
∞∑
n=1
M1(nx)
−c1xσ−1dx
≤M1
∞∑
n=1
1
n−c1
∫ 1
0
x−1−c1+σdx ≤M1ζ(c1)
∫ 1
0
x−1−c1+σdx <∞
e este u´ltimo integral e´ convergente porque c1 < σ implica −1− c1 + σ > −1.
Analogamente, escolhendo algum σ < c2 < α, existe M2 ∈ R tal que |g(y)| ≤M2.y−c2 , para todo
o y > 0, logo (Θg)(x)xσ−1 ∈ L1 ([1,∞[) porque∫ ∞
1
|(Θg)(x)|xσ−1dx ≤M2ζ(c2)
∫ ∞
1
x−1−c2+σdx <∞
e este u´ltimo integral e´ convergente porque c2 > σ implica −1− c2 + σ < −1.
Portanto (Θg)(x)xσ−1 ∈ L1 ([0,∞[), para todo o 1 < σ < α, logo a transformada de Mellin de
(Θg)(x), (Θg)∗(s), existe em toda a faixa 1 < Re s < α e, ale´m disso, para calcularmos (Θg)∗(s)
nesta faixa podemos usar o teorema 2.3 para trocar a ordem do integral e da se´rie e obter que
(Θg)∗ (s) =
∫ ∞
0
∞∑
n=1
g(nx)xs−1dx =
∞∑
n=1
∫ ∞
0
g(nx)xs−1dx.
Vamos agora multiplicar (dentro do integral) e dividir (fora do integral) por ns, de forma a fazermos
aparecer a func¸a˜o zeta de Riemann e de seguida vamos fazer uma mudanc¸a de varia´vel no
integral para u = nx (que implica du = ndx). Com este processo obtemos que
(Θg)∗ (s) =
∞∑
n=1
1
ns
∫ ∞
0
g(nx)(nx)s−1(ndx) = ζ(s)
∫ ∞
0
g(u)us−1du.
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Mas, como ja´ vimos que, na faixa 1 < Re s < α, a transformada de Mellin de g existe e e´
igual a g∗(s), enta˜o este u´ltimo integral e´ igual a g∗(s), logo (Θg)∗(s) = ζ(s)g∗(s). Finalmente,
como g∗(s) ∈ L1(]σ − i∞, σ + i∞[) e σ > 1, podemos usar o lema 6.4 para afirmar que
(Θg)∗(s) = ζ(s)g∗(s) ∈ L1(]σ − i∞, σ + i∞[). Portanto podemos aplicar o Teorema de Inversa˜o
da Transformada de Mellin para concluir que
(Θg)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)g∗(s)x−sds.
Relembrando a proposic¸a˜o 4.14 sabemos que, como f ∈Mα,n e n ≥ 2, enta˜o
f(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)x−sds,
onde f∗(s) e´ a transformada de Mellin de f e e´ uma func¸a˜o analı´tica na faixa 0 < Re s < α tal
que f∗(s) ∈ L1(]σ − i∞, σ + i∞[), para todo o 0 < σ < α. Portanto f esta´ nas condic¸o˜es da
proposic¸a˜o 6.6 logo
(Θf)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds,
ou seja, o caso k = 1 da fo´rmula (6.1.8) verifica-se.
Suponhamos que a fo´rmula (6.1.8) se verifica para um certo k ∈ N. Como ζ(s) e´ analı´tica no
semiplano Re s > 1 e f∗(s) e´ analı´tica na faixa 0 < Re s < α, ζk(s)f∗(s) e´ uma func¸a˜o analı´tica na
faixa 1 < Re s < α. Ale´m disso, pelo corola´rio 6.5, sabemos que ζk(s)f∗(s) ∈ L1(]σ−i∞, σ+i∞[).
Portanto estamos nas condic¸o˜es da proposic¸a˜o 6.6 logo, como (Θk+1f) = Θ(Θkf), podemos
concluir que
(Θk+1f)(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)
(
ζk(s)f∗(s)
)
x−sds =
1
2pii
∫ σ+i∞
σ−i∞
ζk+1(s)f∗(s)x−sds.
Assim o passo de induc¸a˜o esta´ provado e conclui-se que, para qualquer k ∈ N e para todo
o 1 < σ < α, a fo´rmula (6.1.8) se verifica, ou seja, esta´ provada a representac¸a˜o integral na
fo´rmula (6.1.3) do teorema 6.3.
Queremos ver que a inversa da transformada de Mo¨bius e´
(Θ−1f)(x) =
∞∑
n=1
µ(n)f(nx). (6.1.9)
Mas primeiro vamos provar, por induc¸a˜o sobre k ∈ N, que, para σ > 1,(
(Θ−1)kf
)
(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)
ζk(s)
x−sds, (6.1.10)
onde Θ−1f e´ definida por (6.1.9). Novamente, vamos comec¸ar por demonstrar uma proposic¸a˜o
auxiliar (ana´loga a` proposic¸a˜o 6.6).
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Proposic¸a˜o 6.7. Seja g∗(s) uma func¸a˜o analı´tica na faixa 1 < Re s < α tal que g∗(s) ∈ L1(]σ −
i∞, σ + i∞[), para todo o 1 < σ < α, e seja g(x) uma func¸a˜o tal que
g(x) =
1
2pii
∫ σ+i∞
σ−i∞
g∗(s)x−sds,
para todo o 1 < σ < α. Enta˜o (Θ−1g)(x)xσ−1 ∈ L1([0,∞[), para todo o 1 < σ < α; na faixa
1 < Re s < α, a transformada de Mellin de Θ−1g e´ (Θ−1g)∗(s) =
g∗(s)
ζ(s)
e
(Θ−1g)(x) =
1
2pii
∫ σ+i∞
σ−i∞
g∗(s)
ζ(s)
x−sds.
Prova. Tal como na proposic¸a˜o 6.6 sabemos que, para todo o 1 < σ < α, existe M(σ) ∈ R tal
que |g(x)| ≤ M(σ)x−σ, para todo o x > 0, e g(x)xσ−1 ∈ L1([0,∞[) e sabemos que, na faixa
1 < Re s < α, a transformada de Mellin de g e´ igual a g∗(s).
Como |µ(n)| ≤ 1, para todo o n ∈ N, mostra-se que (Θ−1g)(x)xσ−1 ∈ L1 ([0,∞[), para todo o
1 < σ < α, de forma ana´loga a` usada para mostrar que (Θg)(x)xσ−1 ∈ L1 ([0,∞[), na prova da
proposic¸a˜o 6.6. Portanto a transformada de Mellin de (Θ−1g)(x), (Θ−1g)∗(s), existe em toda a
faixa 1 < Re s < α e, ale´m disso, podemos usar o teorema 2.3 para trocar a ordem do integral e
da se´rie e calcular, na faixa 1 < Re s < α,
(Θ−1g)∗(s) =
∫ ∞
0
∞∑
n=1
µ(n)g(nx)xs−1dx =
∞∑
n=1
∫ ∞
0
µ(n)g(nx)xs−1dx
=
∞∑
n=1
µ(n)
ns
∫ ∞
0
g(nx)(nx)s−1(ndx) =
1
ζ(s)
∫ ∞
0
g(u)us−1du.
Mas, na faixa 1 < Re s < α, g∗(s) e´ a transformada de Mellin de g, logo (Θ−1g)∗(s) =
g∗(s)
ζ(s)
.
Finalmente, como g∗(s) ∈ L1(]σ − i∞, σ + i∞[), podemos usar o lema 6.4, para garantir que
tambe´m (Θ−1g)∗(s) =
g∗(s)
ζ(s)
∈ L1(]σ−i∞, σ+i∞[), logo podemos aplicar o Teorema de Inversa˜o
da Transformada de Mellin para concluir que
(Θ−1g)(x) =
1
2pii
∫ σ+i∞
σ−i∞
g∗(s)
ζ(s)
x−sds.
Novamente, relembrando a proposic¸a˜o 4.14, sabemos que f esta´ nas condic¸o˜es da proposic¸a˜o
6.6 logo
(Θ−1f)(x) =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)
ζ(s)
x−sds,
ou seja, o caso k = 1 da fo´rmula (6.1.10) verifica-se.
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Suponhamos que a fo´rmula (6.1.10) se verifica para um certo k ∈ N. Como 1
ζ(s)
e´ analı´tica no
semiplano Re s > 1 e f∗(s) e´ analı´tica na faixa 0 < Re s < α,
f∗(s)
ζk(s)
e´ uma func¸a˜o analı´tica na
faixa 1 < Re s < α. Ale´m disso, pelo corola´rio 6.5, sabemos que
f∗(s)
ζk(s)
∈ L1(]σ − i∞, σ + i∞[).
Portanto estamos nas condic¸o˜es da proposic¸a˜o 6.7 logo, como
(
(Θ−1)k+1f
)
= Θ−1
(
(Θ−1)kf
)
,
podemos concluir que
((Θ−1)k+1f)(x) =
1
2pii
∫ σ+i∞
σ−i∞
(
(Θ−1)kf
)∗
(s)
ζ(s)
x−sds =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)
ζk+1(s)
x−sds.
Assim o passo de induc¸a˜o esta´ provado e conclui-se que, para qualquer k ∈ N e para todo o
1 < σ < α, a fo´rmula (6.1.10) se verifica, ou seja, esta´ provada a representac¸a˜o integral na
fo´rmula (6.1.4) do teorema 6.3.
Resta-nos apenas verificar que Θ−1 e´ mesmo a inversa da transformada de Mo¨bius. Com
esse objectivo consideremos a proposic¸a˜o 6.6 com g = Θ−1f . Note-se que ja´ vimos que a
transformada de Mellin de Θ−1f e´ (Θ−1f)∗(s) =
f∗(s)
ζ(s)
e que Θ−1f e (Θ−1f)∗(s) satisfazem as
condic¸o˜es da proposic¸a˜o 6.6. Enta˜o
(
Θ(Θ−1f)
)
(x) =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)(Θ−1f)∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
f∗(s)x−sds = f(x).
Portanto Θ
(
Θ−1f
)
= f .
Analogamente, considerando a proposic¸a˜o 6.7 com g = Θf , prova-se que Θ−1 (Θf) = f .
Assim podemos concluir que Θ−1 e´ mesmo a inversa da transformada de Mo¨bius, o que termina
a demonstrac¸a˜o do teorema 6.3 e encerra este capı´tulo.
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Capı´tulo 7
Fo´rmulas do tipo de Mu¨ntz
7.1 Demonstrac¸a˜o da fo´rmula de Mu¨ntz
Nesta secc¸a˜o vamos demonstrar a fo´rmula de Mu¨ntz, enunciada na introduc¸a˜o, para uma func¸a˜o
f na classe Mα,n, com α > 1 e n ≥ 2. A seguinte proposic¸a˜o vai ser fundamental nesta
demonstrac¸a˜o.
Proposic¸a˜o 7.1. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o 0 < c0 < 1,
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)f∗(s)x−sds =
∞∑
n=1
f(nx)− 1
x
f∗(1). (7.1.1)
Antes de demonstrarmos esta proposic¸a˜o, vamos enunciar e demonstrar um resultado seme-
lhante ao teorema dos resı´duos para integrais sobre rectas verticais do plano complexo.
Teorema 7.2. Sejam a, b, c, d ∈ R, com c < a < b < d, e seja φ(s) uma func¸a˜o tal que φ(s)
e´ analı´tica em toda a faixa c < Re s < d excepto num ponto s = s0, com a < Re(s0) < b,
φ(s) ∈ L1(]a− i∞, a+ i∞[), φ(s) ∈ L1(]b− i∞, b+ i∞[) e
lim
N→∞
∫ b±iN
a±iN
φ(s)ds = 0. (7.1.2)
Enta˜o
res
s=s0
φ(s) =
1
2pii
∫ b+i∞
b−i∞
φ(s)ds− 1
2pii
∫ a+i∞
a−i∞
φ(s)ds. (7.1.3)
Em particular, se φ(s) e´ analı´tica em toda a faixa c < Re s < d,∫ b+i∞
b−i∞
φ(s)ds =
∫ a+i∞
a−i∞
φ(s)ds. (7.1.4)
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Prova. Para qualquerN ∈ R+, defina-se ΩN como o rectaˆngulo obtido a partir das rectas verticais
Re s = a e Re s = b e das rectas horizontais Im s = N e Im s = −N percorrido no sentido positivo.
Enta˜o, usando o teorema dos resı´duos de Cauchy, podemos afirmar que
res
s=s0
φ(s) =
1
2pii
∫
ΩN
φ(s)ds =
1
2pii
(∫ b+iN
b−iN
+
∫ a+iN
b+iN
+
∫ a−iN
a+iN
+
∫ b−iN
a−iN
)
φ(s)ds, (7.1.5)
ou seja,
res
s=s0
φ(s) =
1
2pii
∫ b+iN
b−iN
φ(s)ds− 1
2pii
∫ a+iN
a−iN
φ(s)ds+
1
2pii
∫ b−iN
a−iN
φ(s)ds− 1
2pii
∫ b+iN
a+iN
φ(s)ds.
(7.1.6)
O pro´ximo passo vai ser aplicar o limite N →∞ a esta fo´rmula.
Como φ(s) ∈ L1(]a− i∞, a+ i∞[),
lim
N→∞
∫ a+iN
a−iN
φ(s)ds =
∫ a+i∞
a−i∞
φ(s)ds (7.1.7)
e, como φ(s) ∈ L1(]b− i∞, b+ i∞[),
lim
N→∞
∫ b+iN
b−iN
φ(s)ds =
∫ b+i∞
b−i∞
φ(s)ds. (7.1.8)
Portanto, aplicando o limite N → ∞ a` fo´rmula (7.1.6) e usando as fo´rmulas (7.1.2), (7.1.7) e
(7.1.8), conclui-se o resultado pretendido (7.1.3).
No caso de φ(s) ser analı´tica em toda a faixa a < Re s < b, utiliza-se o teorema integral de
Cauchy (2.5) em vez do teorema dos resı´duos e portanto aparece um 0 em vez do resı´duo e
podemos concluir (7.1.4).
De seguida, vamos enunciar e demonstrar dois lemas auxiliares que nos va˜o permitir estar nas
condic¸o˜es do teorema anterior quando demonstrarmos a proposic¸a˜o 7.1.
Lema 7.3. Seja f ∈ Mα,n, com α > 1 e n ≥ 2. Enta˜o ζ(s)f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[), para
todo o u ∈ R tal que 3
2
− n < u < 1 e u 6∈ Z.
Prova. Seja u ∈ R tal que 3
2
− n < u < 1 e u 6∈ Z. Comecemos por fazer uma mudanc¸a de
varia´vel s = u+ it, que implica ds = idt, para afirmar que∫ u+i∞
u−i∞
|ζ(s)f∗(s)x−s|ds = ix−u
∫ +∞
−∞
|ζ(u+ it)f∗(u+ it)| dt. (7.1.9)
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Como u 6= 1, ζ(s) e´ contı´nua na recta Re s = u e, como u 6∈ Z, tambe´m f∗(s) e´ contı´nua na recta
Re s = u, logo ζ(s)f∗(s) e´ contı´nua na recta Re s = u. Portanto ζ(u+ it)f∗(u+ it) e´ uma func¸a˜o
(com varia´vel real t) contı´nua e, consequentemente, ζ(u+ it)f∗(u+ it) ∈ L1[−1, 1].
Relembrando a fo´rmula (4.2.5), sabemos que, se definirmos K =
∫ ∞
0
|f (n)(x)|xu+n−1dx, enta˜o
|f∗(u±it)| ≤ K|t|n , para todo o t ∈ R\{0}, e usando o teorema 5.4 com t0 = 1, sabemos que existe
M ∈ R tal que, para todo o t > 1, |ζ(u± it)| ≤Mt 1−u2 ln t, se 0 < u < 1, e |ζ(u± it)| ≤Mt 12−u ln t,
se u < 0.
Portanto, se 0 < u < 1,∫ ∞
1
|ζ(u+ it)f∗(u+ it)| dt ≤
∫ ∞
1
Mt
1−u
2 ln t
K
tn
dt ≤MK
∫ ∞
1
ln t · t 1−u−2n2 dt
e este u´ltimo integral e´ convergente porque u > 0 e n ≥ 2 implica 1− u− 2n
2
< −3
2
< −1.
Caso contra´rio,
3
2
− n < u < 0 logo∫ ∞
1
|ζ(u+ it)f∗(u+ it)| dt ≤MK
∫ ∞
1
ln t · t 12−u−ndt
e este u´ltimo integral e´ convergente porque u >
3
2
− n implica 1
2
− u− n < −1.
Portanto ζ(u + it)f∗(u + it) ∈ L1([1,∞]) e, analogamente, ζ(u + it)f∗(u + it) ∈ L1(] −∞,−1]).
Assim podemos concluir que ζ(u + it)f∗(u + it) ∈ L1(] − ∞,+∞[) e, consequentemente, pela
fo´rmula (7.1.9), ζ(s)f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[).
Lema 7.4. Seja f ∈Mα,n, com α > 1 e n ∈ N. Enta˜o, para todo o u1, u2 ∈ R tais que
1
2
− n < u1 < u2 < α,
lim
N→∞
∫ u2±iN
u1±iN
ζ(s)f∗(s)x−sds = 0. (7.1.10)
Prova. Sejam u1, u2 ∈ R tais que 1
2
− n < u1 < u2 < α. Comecemos por observar que∣∣∣∣∫ u2±iN
u1±iN
ζ(s)f∗(s)x−sds
∣∣∣∣ ≤ ∣∣∣∣∫ u2±iN
u1±iN
∣∣ζ(s)f∗(s)x−s∣∣ ds∣∣∣∣ = ∫ u2
u1
|ζ(u± iN)f∗(u± iN)|x−udu
e que o integral
∫ u2
u1
x−udu e´ sempre convergente porque e´ um integral limitado de uma func¸a˜o
contı´nua.
Para qualquer u1 ≤ u ≤ u2, podemos aplicar o lema 4.8 para afirmar que,∫ ∞
0
∣∣∣f (n)(x)∣∣∣xu+n−1dx ≤ ∫ 1
0
∣∣∣f (n)(x)∣∣∣xu1+n−1dx+ ∫ ∞
1
∣∣∣f (n)(x)∣∣∣xu2+n−1dx = C.
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Enta˜o, relembrando a fo´rmula (4.2.5), temos, para todo o N > 0,
|f∗(u± iN)| ≤ 1
Nn
∫ ∞
0
|f (n)(x)|xu+n−1dx ≤ C
Nn
.
Utilizando o teorema 5.4, com t0 = 1, sabemos que existe M ∈ R tal que, para todo o N > 1:
|ζ(u± iN)| ≤ M lnN , se 1 ≤ u ≤ α; |ζ(u± iN)| ≤ MN 1−u2 lnN ≤ M
√
N lnN , se 0 ≤ u ≤ 1; e
|ζ(u± iN)| ≤MN 12−u lnN , se u ≤ 0. A partir daqui seja sempre N > 1.
Se 1 ≤ u1 < u2 < α,∫ u2
u1
|ζ(u± iN)f∗(u± iN)|x−udu ≤
∫ u2
u1
M lnN
C
Nn
x−udu = MC
lnN
Nn
∫ u2
u1
x−udu N→∞−−−−→ 0.
Analogamente, se 0 ≤ u1 < u2 ≤ 1,∫ u2
u1
|ζ(u± iN)f∗(u± iN)|x−udu ≤MC lnN
Nn−
1
2
∫ u2
u1
x−udu N→∞−−−−→ 0.
Finalmente, se
1
2
− n < u1 < u2 ≤ 0, enta˜o∫ u2
u1
|ζ(u± iN)f∗(u± iN)|x−udu ≤MC lnN ·N−u1+ 12−n
∫ u2
u1
x−udu N→∞−−−−→ 0.
Ale´m disso, podemos transformar cada um dos casos possı´veis para
1
2
− n < u1 < u2 < α em
somas dos treˆs casos anteriores, e assim podemos concluir que
lim
N→∞
∫ u2±iN
u1±iN
ζ(s)f∗(s)x−sds = 0.
Prova da proposic¸a˜o 7.1. Fixemos 0 < c0 < 1 e 1 < σ < α.
Como f ∈ Mα,n, com n ≥ 2, f∗(s) e´ analı´tica na faixa 0 < Re s < α, pelo teorema 4.13. Ale´m
disso, x−s e´ uma func¸a˜o inteira e ζ(s) e´ analı´tica em todo o plano complexo excepto no ponto
s = 1 onde tem um po´lo simples. Portanto a func¸a˜o ζ(s)f∗(s)x−s e´ analı´tica em toda a faixa
0 < Re s < α, excepto no ponto s = 1 onde tem um polo simples.
Como σ > 1, sabemos, pelo corola´rio 6.5, que ζ(s)f∗(s)x−s ∈ L1(]σ − i∞, σ + i∞[) e, como
0 < c0 < 1, sabemos, pelo lema 7.3, que ζ(s)f∗(s)x−s ∈ L1(]c0 − i∞, c0 + i∞[).
Ale´m disso, pelo lema 7.4, sabemos que lim
N→∞
∫ σ±iN
c0±iN
ζ(s)f∗(s)x−sds = 0.
Portanto podemos utilizar o teorema 7.2 para afirmar que
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)f∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds− res
s=1
(
ζ(s)f∗(s)x−s
)
. (7.1.11)
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Relembrando a fo´rmula (6.1.1) do teorema 6.3, sabemos que, como 1 < σ < α,
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds =
∞∑
n=1
f(nx). (7.1.12)
Ale´m disso, como s = 1 e´ um polo simples de ζ(s)f∗(s)x−s, podemos calcular res
s=1
(
ζ(s)f∗(s)x−s
)
,
relembrando que lim
s→1
(s− 1)ζ(s) = 1 (5.0.13):
res
s=1
(ζ(s)f∗(s)x−s) = lim
s→1
(s− 1)ζ(s)f∗(s)x−s = f∗(1)x−1 lim
s→1
(s− 1)ζ(s) = 1
x
f∗(1). (7.1.13)
Portanto, partindo da fo´rmula (7.1.11) e aplicando-lhe as igualdades (7.1.12) e (7.1.13), podemos
concluir a fo´rmula (7.1.1), como pretendido.
Finalmente, como ja´ vimos que ζ(s)f∗(s) ∈ L1(]c0 − i∞, c0 + i∞[), para todo o 0 < c0 < 1, e
que ζ(s)f∗(s) e´ analı´tica na faixa 0 < Re s < 1, podemos partir da fo´rmula (7.1.1) e aplicar a
proposic¸a˜o 4.10 para obter o teorema que se segue.
Teorema 7.5. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o a fo´rmula
ζ(s)f∗(s) =
∫ ∞
0
( ∞∑
n=1
f(nx)− 1
x
f∗(1)
)
xs−1dx (7.1.14)
e´ va´lida para todo o s ∈ C tal que 0 < Re s < 1.
Mas, como f∗(s) =
∫ ∞
0
f(t)ts−1dt, para todo o s ∈ C com Re s > 0 e, em particular, se s = 1,
f∗(1) =
∫ ∞
0
f(t)dt, a fo´rmula (7.1.14) e´ equivalente a` fo´rmula de Mu¨ntz e assim concluı´mos a
demonstrac¸a˜o da fo´rmula de Mu¨ntz na classeMα,n, com α > 1 e n ≥ 2.
7.2 Fo´rmula do tipo de Mu¨ntz - caso ζ(s)ζ(2s)
Nesta secc¸a˜o vamos deduzir uma fo´rmula do tipo de Mu¨ntz onde aparece
ζ(s)
ζ(2s)
.
Lema 7.6. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o ζ(s)
ζ(2s)
f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[), para
todo o u ∈ R tal que 1
2
< u < α e u 6= 1.
Prova. Seja u ∈ R tal que 1
2
< u < α e u 6= 1. Como 2u > 1, enta˜o, para qualquer s ∈ R tal que
Re s = u, relembrando (6.1.6), temos
∣∣∣∣ 1ζ(2s)
∣∣∣∣ ≤ ζ(2u). Portanto∫ u+i∞
u−i∞
∣∣∣∣ ζ(s)ζ(2s)f∗(s)x−s
∣∣∣∣ ds ≤ ζ(2u)∫ u+i∞
u−i∞
∣∣ζ(s)f∗(s)x−s∣∣ ds <∞, (7.2.1)
76 CAPI´TULO 7. FO´RMULAS DO TIPO DE MU¨NTZ
onde o u´ltimo integral e´ convergente porque ζ(s)f∗(s)x−s ∈ L1(]u − i∞, u + i∞[) (ver corola´rio
6.5, se 1 < u < α, e ver lema 7.3, se
1
2
< u < 1).
Lema 7.7. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o
lim
N→∞
∫ u2±iN
u1±iN
ζ(s)
ζ(2s)
f∗(s)x−sds = 0,
para todos os u1, u2 ∈ R tais que 1
2
< u1 < u2 < α.
Prova. Sejam u1, u2 ∈ R tais que 1
2
< u1 < u2 < α. Para todo o u ≥ u1, temos 2u ≥ 2u1 > 1 logo,
para todo o s ∈ C tal que Re s ≥ u1 > 1
2
, temos
∣∣∣∣ 1ζ(2s)
∣∣∣∣ ≤ ζ(2 Re s) ≤ ζ(2u1).
Portanto, relembrando o lema 7.4, podemos concluir que∣∣∣∣∫ u2±iN
u1±iN
ζ(s)
ζ(2s)
f∗(s)x−sds
∣∣∣∣ ≤ ζ(2u1) ∣∣∣∣∫ u2±iN
u1±iN
ζ(s)f∗(s)x−sds
∣∣∣∣ N→∞−−−−→ 0.
Proposic¸a˜o 7.8. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o 1
2
< c0 < 1,
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)
ζ(2s)
f∗(s)x−sds =
∞∑
n=1
|µ(n)|f(nx)− 6
pi2x
f∗(1). (7.2.2)
Prova. Fixemos
1
2
< c0 < 1 e 1 < σ < α.
Vimos na demonstrac¸a˜o da proposic¸a˜o 7.1 que a func¸a˜o ζ(s)f∗(s)x−s e´ analı´tica em toda a faixa
0 < Re s < α excepto no ponto s = 1 onde tem um polo simples. Enta˜o, como a analiticidade
de
1
ζ(s)
no semiplano Re s > 1 implica que
1
ζ(2s)
e´ analı´tica no semiplano Re s >
1
2
, podemos
concluir que a func¸a˜o
ζ(s)
ζ(2s)
f∗(s)x−s e´ analı´tica em toda a faixa
1
2
< Re s < α, excepto no ponto
s = 1 onde tem um polo simples.
Portanto podemos utilizar os lemas 7.6 e 7.7 e o teorema 7.2 para afirmar que
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)
ζ(2s)
f∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)
ζ(2s)
f∗(s)x−sds− res
s=1
(
ζ(s)
ζ(2s)
f∗(s)x−s
)
. (7.2.3)
Como 1 < σ < α, podemos partir da fo´rmula (5.1.7) e usar a proposic¸a˜o 6.1 para afirmar que
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)
ζ(2s)
f∗(s)x−sds =
∞∑
n=1
|µ(n)|f(nx). (7.2.4)
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Ale´m disso, como
ζ(s)
ζ(2s)
f∗(s)x−s tem um polo simples no ponto s = 1 e ζ(2) =
pi2
6
(5.0.3),
res
s=1
(
ζ(s)
ζ(2s)
f∗(s)x−s
)
= lim
s→1
(s− 1) ζ(s)
ζ(2s)
f∗(s)x−s =
f∗(1)x−1
ζ(2)
lim
s→1
(s− 1)ζ(s) = 6
pi2x
f∗(1).
(7.2.5)
Assim, substituindo (7.2.4) e (7.2.5) em (7.2.3), podemos concluir (7.2.2), como pretendido.
Como ja´ vimos que
ζ(s)
ζ(2s)
f∗(s) ∈ L1(]c0− i∞, c0 + i∞[), para todo o 1
2
< c0 < 1, e que
ζ(s)
ζ(2s)
f∗(s)
e´ analı´tica na faixa
1
2
< Re s < 1, podemos partir da fo´rmula (7.2.2) e aplicar a proposic¸a˜o 4.10
para obter a nossa primeira fo´rmula do tipo de Mu¨ntz.
Teorema 7.9. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o a fo´rmula do tipo de Mu¨ntz
ζ(s)
ζ(2s)
f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
|µ(n)|f(nx)− 6
pi2x
f∗(1)
)
dx, (7.2.6)
e´ va´lida para todo o s ∈ C tal que 1
2
< Re s < 1.
7.3 Fo´rmula do tipo de Mu¨ntz - caso ζk(s)
Nesta secc¸a˜o vamos deduzir uma fo´rmula do tipo de Mu¨ntz onde aparece ζk(s), com k ∈ N, e, a
seguir, vamos confirmar que essa fo´rmula para k = 1 e´ a fo´rmula de Mu¨ntz e vamos determinar
a fo´rmula especı´fica para k = 2. Vamos comec¸ar por generalizar os lemas 7.3 e 7.4, fazendo
aparecer ζk(s), com k ∈ N, em vez de ζ(s).
Lema 7.10. Sejam k ∈ N e f ∈Mα,n, com α > 1 e n ∈ N tal que n ≥ 1 + k
2
. Enta˜o
ζk(s)f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[), para todo o u ∈ R tal que 1
2
− n− 1
k
< u < 1 e u 6∈ Z.
Observe-se que, para k = 1, este lema e´ equivalente ao lema 7.3. A ideia da demonstrac¸a˜o
deste lema tambe´m vai ser semelhante a` da demonstrac¸a˜o do lema 7.3.
Prova. Seja u ∈ R tal que 1
2
−n− 1
k
< u < 1 e u 6∈ Z. Como u 6= 1, ζ(s) e´ contı´nua na recta Re s =
u e, como u 6∈ Z, f∗(s) tambe´m e´ contı´nua na recta Re s = u, logo tambe´m ζk(s)f∗(s) e´ contı´nua
na recta Re s = u. Portanto ζk(u + it)f∗(u + it) e´ uma func¸a˜o contı´nua e, consequentemente,
ζ(u+ it)f∗(u+ it) ∈ L1[−1, 1].
Usando as majorac¸o˜es para f∗(u+ it) e para ζ(u+ it) dadas, pela fo´rmula (4.2.5) e pelo teorema
5.4 (com t0 = 1), sabemos que existe K ∈ R tal que |f∗(u + it)| ≤ K|t|n , para todo o t ∈ R\{0},
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e que existe M ∈ R tal que, para todo o t > 1, |ζ(u ± it)| ≤ Mt 1−u2 ln t, se 0 < u < 1, e
|ζ(u± it)| ≤Mt 12−u ln t, se u < 0.
Portanto, se 0 < u < 1, enta˜o, como u > 0 e n ≥ 1 + k
2
implica
1− u
2
k − n < −1,∫ ∞
1
|ζ(u+ it)f∗(u+ it)| dt ≤MK
∫ ∞
1
ln t · t 1−u2 k−ndt <∞.
Caso contra´rio, se u < 0, enta˜o, como u >
1
2
− n− 1
k
implica
(
1
2
− u
)
k − n < −1,
∫ ∞
1
∣∣∣ζk(u+ it)f∗(u+ it)∣∣∣ dt ≤MK ∫ ∞
1
ln t · t( 12−u)k−ndt <∞.
Assim podemos concluir que ζk(u + it)f∗(u + it) ∈ L1([1,∞]). Analogamente, conclui-se que
ζk(u + it)f∗(u + it) ∈ L1(] − ∞,−1]). Portanto ζk(u + it)f∗(u + it) ∈ L1(] − ∞,+∞[) e,
consequentemente, ζk(s)f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[).
Lema 7.11. Seja f ∈Mα,n, com α > 1 e n ∈ N tal que n > k
2
. Enta˜o, para todo o u1, u2 ∈ R tais
que
1
2
− n
k
< u1 < u2 < α,
lim
N→∞
∫ u2±iN
u1±iN
ζk(s)f∗(s)x−sds = 0.
Observe-se que, para k = 1, este lema e´ equivalente ao lema 7.4. A ideia da demonstrac¸a˜o
deste lema tambe´m vai ser semelhante a` da demonstrac¸a˜o do lema 7.4.
Prova. Sejam u1, u2 ∈ R tais que 1
2
− n
k
< u1 < u2 < α.
Tal como foi feito na demonstrac¸a˜o do lema 7.4, podemos utilizar a fo´rmula (4.2.5), para garantir
que existe C ∈ R tal que, se u1 ≤ u ≤ u2, enta˜o |f∗(u± iN)| ≤ C
Nn
, para todo o N > 0, e
podemos utilizar o teorema 5.4, com t0 = 1, para garantir que existe M ∈ R tal que, para todo
o N > 1: |ζ(u± iN)| ≤ M lnN , se 1 ≤ u ≤ α; |ζ(u± iN)| ≤ MN 1−u2 lnN ≤ M
√
N lnN , se
0 ≤ u ≤ 1; e |ζ(u± iN)| ≤MN 12−u lnN , se u ≤ 0. A partir daqui seja sempre N > 1.
Se 1 ≤ u1 < u2 < α,∫ u2
u1
∣∣∣ζk(u± iN)f∗(u± iN)∣∣∣x−udu ≤MC (lnN)k
Nn
∫ u2
u1
x−udu N→∞−−−−→ 0.
Analogamente, se 0 ≤ u1 < u2 ≤ 1, como n > k
2
,
∫ u2
u1
∣∣∣ζk(u± iN)f∗(u± iN)∣∣∣x−udu ≤MC (lnN)k
Nn−
k
2
∫ u2
u1
x−udu N→∞−−−−→ 0.
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Finalmente, se
1
2
− n
k
< u1 < u2 ≤ 0, enta˜o, como u1 > 1
2
− n
k
implica
(
1
2
− u1
)
k − n < 0,
∫ u2
u1
∣∣∣ζk(u± iN)f∗(u± iN)∣∣∣x−udu ≤MC (lnN)k ·N( 12−u1)k−n ∫ u2
u1
x−udu N→∞−−−−→ 0.
Observe-se que, nos lemas 7.8. e 7.9., o limite inferior para a parte real u e´ sempre menor do
que
1
2
e que estes lemas esta˜o enunciados de forma a, para qualquer k ∈ N, podermos mover
o integral sobre uma recta vertical de ζk(s)f∗(s)x−s ta˜o para a esquerda quanto queiramos,
escolhendo n suficientemente grande.
Proposic¸a˜o 7.12. Seja k ∈ N e f ∈Mα,n, com α > 1 e n ≥ 1+ k
2
. Enta˜o, para todo o 0 < c0 < 1,
1
2pii
∫ c0+i∞
c0−i∞
ζk(s)f∗(s)x−sds =
∞∑
n=1
dk(n)f(nx)− res
s=1
(
ζk(s)f∗(s)x−s
)
. (7.3.1)
Prova. Fixemos 0 < c0 < 1 e 1 < σ < α.
A func¸a˜o ζk(s)f∗(s)x−s e´ analı´tica em toda a faixa 0 < Re s < α, excepto no ponto s = 1 onde
tem um polo de ordem k.
Como f ∈ Mα,n e n ≥ 1 + k
2
>
k
2
, estamos nas condic¸o˜es dos lemas 7.10 e 7.11. Enta˜o, como
n ≥ 1 + k
2
implica
1
k
− n− 1
k
≤ 0, logo 1
k
− n
k
<
1
k
− n− 1
k
≤ 0 < c0 < 1, podemos concluir
que ζk(s)f∗(s)x−s ∈ L1(]c0 − i∞, c0 + i∞[) e que lim
N→∞
∫ σ±iN
c0±iN
ζk(s)f∗(s)x−sds = 0. Ale´m disso,
sabemos, pelo corola´rio 6.5, que, como 1 < σ < α, ζk(s)f∗(s)x−s ∈ L1(]σ − i∞, σ + i∞[).
Portanto podemos utilizar o teorema 7.2 para afirmar que
1
2pii
∫ c0+i∞
c0−i∞
ζk(s)f∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
ζk(s)f∗(s)x−sds− res
s=1
(
ζk(s)f∗(s)x−s
)
.
Finalmente, relembrando a fo´rmula (6.1.3) do teorema 6.3, sabemos que, como 1 < σ < α,
1
2pii
∫ σ+i∞
σ−i∞
ζk(s)f∗(s)x−sds =
∞∑
n=1
dk(n)f(nx)
e assim podemos deduzir (7.3.1), como pretendido.
Como ja´ vimos que ζk(s)f∗(s) ∈ L1(]c0 − i∞, c0 + i∞[), para todo o 0 < c0 < 1, e que ζk(s)f∗(s)
e´ analı´tica na faixa 0 < Re s < 1 podemos partir da fo´rmula (7.3.1) e aplicar a proposic¸a˜o 4.10
para obter mais uma fo´rmula do tipo de Mu¨ntz.
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Teorema 7.13. Seja k ∈ N e f ∈Mα,n, com α > 1 e n ≥ 1+ k
2
. Enta˜o a fo´rmula do tipo de Mu¨ntz
ζk(s)f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
dk(n)f(nx)− res
s=1
(
ζk(s)f∗(s)x−s
))
dx (7.3.2)
e´ va´lida para todo o s ∈ C tal que 0 < Re s < 1.
Vamos agora ver o que acontece se substituirmos k = 1 e k = 2 nesta fo´rmula.
No caso k = 1, como d1(n) = 1, para todo o n ∈ N, e res
s=1
(ζ(s)f∗(s)x−s) =
1
x
f∗(1), obte´m-se a
fo´rmula de Mu¨ntz, tal como previsto.
No caso k = 2, d2(n) = d(n), para todo o n ∈ N, e temos de calcular
res
s=1
(
ζk(s)f∗(s)x−s
)
= lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s) . (7.3.3)
Comecemos por expandir
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
= 2(s− 1)ζ2(s)f∗(s)x−s + 2(s− 1)2ζ ′(s)ζ(s)f∗(s)x−s
+ (s− 1)2ζ2(s)(f∗)′(s)x−s − (s− 1)2ζ2(s)f∗(s) lnxx−s.
Simplificando esta expressa˜o, obtemos
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
= 2(s− 1)ζ(s)f∗(s)x−s
(
ζ(s) + (s− 1)ζ ′(s)
)
+ x−s
(
(s− 1)ζ(s)
)2(
(f∗)′(s)− lnxf∗(s)
)
.
Portanto,
lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
=
2
x
f∗(1) lim
s→1
(
(s− 1)ζ(s)) lim
s→1
(
ζ(s) + (s− 1)ζ ′(s)
)
+
1
x
(
lim
s→1
(
(s− 1)ζ(s)))2 ((f∗)′(1)− lnxf∗(1)),
e assim, utilizando as fo´rmulas (5.0.13) e (5.0.20), podemos deduzir que
lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
=
2γ − lnx
x
f∗(1) +
1
x
(f∗)′(1). (7.3.4)
Mas, relembrando a fo´rmula (4.2.1), sabemos que
(f∗)′(1) =
∫ ∞
0
ln tf(t)dt. (7.3.5)
Enta˜o podemos afirmar que
lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
=
2γ − lnx
x
∫ ∞
0
f(t)dt+
1
x
∫ ∞
0
ln tf(t)dt (7.3.6)
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e, juntando esta expressa˜o num so´ integral e fazendo a mudanc¸a de varia´vel t = xy, ou seja,
y =
t
x
, podemos concluir que
lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
=
∫ ∞
0
f(t)
(
2γ + ln
(
t
x
))
dt
x
=
∫ ∞
0
f(xy) (2γ + ln y) dy.
(7.3.7)
Portanto, substituindo k = 2 no teorema 7.13, podemos obter a seguinte fo´rmula do tipo de
Mu¨ntz.
Teorema 7.14. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o a fo´rmula do tipo de Mu¨ntz
ζ2(s)f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
d(n)f(nx)−
∫ ∞
0
f(xy) (2γ + ln y) dy
)
dx, (7.3.8)
e´ va´lida para todo o s ∈ C tal que 0 < Re s < 1.
7.4 Fo´rmula do tipo de Mu¨ntz - caso ζ
2(s)
ζ(2s)
Nesta secc¸a˜o vamos deduzir uma fo´rmula do tipo de Mu¨ntz onde aparece
ζ2(s)
ζ(2s)
.
Lema 7.15. Seja f ∈ Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o u ∈ R tal que 1
2
< u < α e
u 6= 1, ζ
2(s)
ζ(2s)
f∗(s)x−s ∈ L1(]u− i∞, u+ i∞[).
A prova deste lema e´ ana´loga a` do lema 7.6 utilizando o lema 7.10 em vez do lema 7.3.
Prova. Seja u ∈ R tal que 1
2
< u < α e u 6= 1. Como u > 1
2
enta˜o 2u > 1 logo, pela fo´rmula
(6.1.6), sabemos que
∣∣∣∣ 1ζ(2s)
∣∣∣∣ ≤ ζ(2u), para todo o s ∈ C tal que Re s = u. Portanto∫ u+i∞
u−i∞
∣∣∣∣ ζ2(s)ζ(2s)f∗(s)x−s
∣∣∣∣ ds ≤ ζ(2u)∫ u+i∞
u−i∞
∣∣ζ2(s)f∗(s)x−s∣∣ ds <∞,
onde o u´ltimo integral e´ convergente porque ζ2(s)f∗(s)x−s ∈ L1(]u − i∞, u + i∞[) (ver corola´rio
6.5, se 1 < u < α, e ver lema 7.10, se
1
2
< u < 1).
Lema 7.16. Seja f ∈ Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o u1, u2 ∈ R tais que
1
2
< u1 < u2 < α,
lim
N→∞
∫ u2±iN
u1±iN
ζ2(s)
ζ(2s)
f∗(s)x−sds = 0.
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A prova deste lema e´ ana´loga a` do lema 7.7 utilizando o lema 7.11 em vez do lema 7.4.
Prova. Sejam u1, u2 ∈ R tais que 1
2
< u1 < u2 < α.
Para todo o s ∈ C tal que Re s ≥ u1 > 1
2
, temos
∣∣∣∣ 1ζ(2s)
∣∣∣∣ ≤ ζ(2 Re s) ≤ ζ(2u1).
Portanto, relembrando o lema 7.11, podemos concluir que∣∣∣∣∫ u2±iN
u1±iN
ζ2(s)
ζ(2s)
f∗(s)x−sds
∣∣∣∣ ≤ ζ(2u1) ∣∣∣∣∫ u2±iN
u1±iN
ζ2(s)f∗(s)x−sds
∣∣∣∣ N→∞−−−−→ 0.
Proposic¸a˜o 7.17. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o 1
2
< c0 < 1,
1
2pii
∫ c0+i∞
c0−i∞
ζ2(s)
ζ(2s)
f∗(s)x−sds =
∞∑
n=1
2ω(n)f(nx)− 6
pi2x
(
ln
(
A24
4pi2x
)
f∗(1) + (f∗)′(1)
)
. (7.4.1)
Prova. Fixemos
1
2
< c0 < 1 e 1 < σ < α.
A func¸a˜o
ζ2(s)
ζ(2s)
f∗(s)x−s e´ analı´tica em toda a faixa
1
2
< Re s < α, excepto no ponto s = 1 onde
tem um polo duplo, logo podemos utilizar os lemas 7.15 e 7.16 e o teorema 7.2 para afirmar que
1
2pii
∫ c0+i∞
c0−i∞
ζ2(s)
ζ(2s)
f∗(s)x−sds =
1
2pii
∫ σ+i∞
σ−i∞
ζ2(s)
ζ(2s)
f∗(s)x−sds− res
s=1
(
ζ2(s)
ζ(2s)
f∗(s)x−s
)
.
Como 1 < σ < α, podemos partir da fo´rmula (5.1.8) e usar a proposic¸a˜o 6.1 para afirmar que
1
2pii
∫ σ+i∞
σ−i∞
ζ2(s)
ζ(2s)
f∗(s)x−sds =
∞∑
n=1
2ω(n)f(nx). (7.4.2)
Como
ζ2(s)
ζ(2s)
f∗(s)x−s tem um polo duplo no ponto s = 1, enta˜o
res
s=1
(
ζ2(s)
ζ(2s)
f∗(s)x−s
)
= lim
s→1
d
ds
(
(s− 1)2 ζ
2(s)
ζ(2s)
f∗(s)x−s
)
= lim
s→1
(
1
ζ(2s)
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s
)
+
(
(s− 1)ζ(s))2f∗(s)x−s d
ds
(
1
ζ(2s)
))
=
1
ζ(2)
lim
s→1
d
ds
(
(s− 1)2ζ2(s)f∗(s)x−s)+ 1
x
f∗(1)
(
lim
s→1
(
(s− 1)ζ(s)))2 d
ds
(
1
ζ(2s)
)∣∣∣∣
s=1
.
Usando as fo´rmulas (5.0.3) e (5.0.4), podemos determinar
d
ds
(
1
ζ(2s)
)∣∣∣∣
s=1
= − 2ζ
′(2)
(ζ(2))2
= −2
pi2
6
(
γ + ln
(
2pi
A12
))(
pi2
6
)2 = 12pi2
(
ln
(
A12
2pi
)
− γ
)
.
Assim, relembrando (5.0.13) e (7.3.4), podemos afirmar que
res
s=1
(
ζ2(s)
ζ(2s)
f∗(s)x−s
)
=
12γ − 6 lnx
pi2x
f∗(1) +
6
pi2x
(f∗)′(1) +
12
pi2x
(
ln
(
A12
2pi
)
− γ
)
f∗(1),
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Portanto, simplificando esta expressa˜o, temos
res
s=1
(
ζ2(s)
ζ(2s)
f∗(s)x−s
)
=
6
pi2x
(
ln
(
A24
4pi2x
)
f∗(1) + (f∗)′(1)
)
(7.4.3)
e, consequentemente, podemos concluir (7.4.1) como pretendido.
Como ja´ vimos que
ζ2(s)
ζ(2s)
f∗(s) ∈ L1(]c0− i∞, c0 + i∞[), para todo o 1
2
< c0 < 1, e que
ζ2(s)
ζ(2s)
f∗(s)
e´ analı´tica na faixa
1
2
< Re s < 1, podemos partir da fo´rmula (7.4.1) e aplicar a proposic¸a˜o 4.10
para obter mais uma fo´rmula do tipo de Mu¨ntz.
Teorema 7.18. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o a fo´rmula do tipo de Mu¨ntz
ζ2(s)
ζ(2s)
f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
2ω(n)f(nx)− 6
pi2x
(
ln
(
A24
4pi2x
)
f∗(1) + (f∗)′(1)
))
dx, (7.4.4)
e´ va´lida para todo o s ∈ C tal que 1
2
< Re s < 1.
De forma ana´loga a` usada para demonstrar o teorema (7.18), tambe´m se pode demonstrar o
seguinte resultado.
Teorema 7.19. Seja f ∈Mα,n, com α > 1 e n ≥ 3. Enta˜o as fo´rmulas do tipo de Mu¨ntz
ζ3(s)
ζ(2s)
f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
d(n2)f(nx)− res
s=1
(
ζ3(s)
ζ(2s)
f∗(s)x−s
))
dx (7.4.5)
e
ζ4(s)
ζ(2s)
f∗(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
d2(n)f(nx)− res
s=1
(
ζ4(s)
ζ(2s)
f∗(s)x−s
))
dx (7.4.6)
sa˜o va´lidas para todo o s ∈ C tal que 1
2
< Re s < 1.
Contudo, vamos omitir os ca´lculos dos resı´duos
res
s=1
(
ζ3(s)
ζ(2s)
f∗(s)x−s
)
=
1
2
lim
s→1
d2
ds2
(
(s− 1)3 ζ
3(s)
ζ(2s)
f∗(s)x−s
)
(7.4.7)
e
res
s=1
(
ζ4(s)
ζ(2s)
f∗(s)x−s
)
=
1
6
lim
s→1
d3
ds3
(
(s− 1)4 ζ
4(s)
ζ(2s)
f∗(s)x−s
)
, (7.4.8)
porque esses ca´lculos seriam demasiado trabalhosos.
A partir de outras se´ries de Dirichlet que representam expresso˜es onde aparece a func¸a˜o zeta
de Riemann exibidas na secc¸a˜o 5.1, poderiam ser obtidas outras fo´rmulas do tipo de Mu¨ntz.
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7.5 Identidades com as func¸o˜es gama e zeta
Como f(x) = e−x ∈ Mα,n, para todo o α > 1 e todo o n ∈ N, podemos substituir f(x) = e−x, e,
consequentemente, f∗(s) = Γ(s), na fo´rmula equivalente a` fo´rmula de Mu¨ntz (7.1.14) para obter
ζ(s)Γ(s) =
∫ ∞
0
( ∞∑
n=1
e−nx − 1
x
Γ(1)
)
xs−1dx. (7.5.1)
Mas Γ(1) = 1 (4.3.5) e, como x > 0 implica 0 < e−x < 1,
∞∑
n=1
e−nx =
∞∑
n=1
(e−x)n =
1
1− e−x − 1 =
e−x
1− e−x =
1
ex − 1 . (7.5.2)
Portanto, para todo o s ∈ C tal que 0 < Re s < 1, e´ va´lida a seguinte fo´rmula:
ζ(s)Γ(s) =
∫ ∞
0
(
1
ex − 1 −
1
x
)
xs−1dx, (7.5.3)
que pode ser encontrada na secc¸a˜o 2.7. de [Tit86].
Usando este raciocı´nio, podemos partir das fo´rmulas de tipo de Mu¨ntz que demonstramos an-
teriormente neste capı´tulo e substituir f(x) = e−x e f∗(s) = Γ(s) para obter mais fo´rmulas que
relacionam a func¸a˜o gama de Euler e a func¸a˜o zeta de Riemann.
Na secc¸a˜o 6.3 de [Hav03] podemos ver que Γ′(1) = −γ.
Portanto, substituindo f∗(s) = Γ(s) na fo´rmula (7.3.4), obtemos
lim
s→1
d
ds
(s− 1)2ζ2(s)Γ(s)x−s = 2γ − lnx
x
− γ
x
=
γ − lnx
x
, (7.5.4)
logo, fazendo k = 2 e f(x) = e−x na fo´rmula do tipo de Mu¨ntz onde aparece ζk(s) (7.3.2),
obtemos a seguinte fo´rmula va´lida para todo o s ∈ C tal que 0 < Re s < 1:
ζ2(s)Γ(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
d(n)e−nx +
lnx− γ
x
)
dx. (7.5.5)
Finalmente, a partir das fo´rmulas do tipo de Mu¨ntz onde aparecem
ζ(s)
ζ(2s)
(7.2.6) e
ζ2(s)
ζ(2s)
(7.4.4),
obtemos as seguintes fo´rmulas va´lidas para todo o s ∈ C tal que 1
2
< Re s < 1:
ζ(s)
ζ(2s)
Γ(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
|µ(n)|e−nx − 6
pi2x
)
dx (7.5.6)
e
ζ2(s)
ζ(2s)
Γ(s) =
∫ ∞
0
xs−1
( ∞∑
n=1
2ω(n)e−nx − 6
pi2x
(
ln
(
A24
4pi2x
)
+ γ
))
dx. (7.5.7)
Capı´tulo 8
Fo´rmula de Poisson
O nosso objectivo neste capı´tulo vai ser provar a fo´rmula de Poisson, enunciada na introduc¸a˜o,
para f ∈Mα,n, com α > 1 e n ≥ 3. Comecemos por definir, para cada x ∈ R+,
(Pf)(x) =
∞∑
n=1
f(nx)− 1
x
∫ ∞
0
f(t)dt. (8.0.1)
Relembrando a proposic¸a˜o 7.1, temos, para todo o 0 < c0 < 1,
(Pf)(x) =
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)f∗(s)x−sds. (8.0.2)
Proposic¸a˜o 8.1. Seja f ∈Mα,n, com α > 1 e n ≥ 2. Enta˜o, para todo o −1
2
< σ < 0,
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds = (Pf)(x) +
1
2
f(0). (8.0.3)
Prova. Fixemos −1
2
< σ < 0 e 0 < c0 < 1. Pelo teorema 4.13, f∗(s) e´ analı´tica na faixa
−1 < Re s < α excepto no ponto s = 0 onde tem um polo simples se f(0) 6= 0 e tem uma
singularidade removı´vel se f(0) = 0. Portanto, como x−s e´ uma func¸a˜o inteira e ζ(s) e´ analı´tica
em todo o plano complexo excepto no ponto s = 1, ζ(s)f∗(s)x−s e´ analı´tica em toda a faixa
−1 < Re s < 1, excepto no ponto s = 0 onde tem um polo simples se f(0) 6= 0 e tem uma
singularidade removı´vel se f(0) = 0.
Relembrando agora os lemas 7.3 e 7.4, sabemos que ζ(s)f∗(s)x−s ∈ L1(]c0 − i∞, c0 + i∞[),
ζ(s)f∗(s)x−s ∈ L1(]σ − i∞, σ + i∞[) e
lim
N→∞
∫ c0±iN
σ±iN
ζ(s)f∗(s)x−sds = 0, (8.0.4)
logo estamos em condic¸o˜es de utilizar o teorema 7.2 para afirmar que
1
2pii
∫ σ+i∞
σ−i∞
ζ(s)f∗(s)x−sds =
1
2pii
∫ c0+i∞
c0−i∞
ζ(s)f∗(s)x−sds− res
s=0
(
ζ(s)f∗(s)x−s
)
. (8.0.5)
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Portanto, relembrando (8.0.2), basta-nos agora ver que res
s=0
ζ(s)f∗(s)x−s = −1
2
f(0).
Se f(0) = 0 enta˜o ζ(s)f∗(s)x−s tem uma singularidade removı´vel em s = 0 logo
res
s=0
ζ(s)f∗(s)x−s = 0 = −1
2
f(0). (8.0.6)
Se f(0) 6= 0 enta˜o ζ(s)f∗(s)x−s tem um polo simples em s = 0 e
res
s=0
ζ(s)f∗(s)x−s = lim
s→0
sζ(s)f∗(s)x−s = ζ(0) lim
s→0
sf∗(s). (8.0.7)
Mas ζ(0) = −1
2
(5.0.15) e lim
s→0
sf∗(s) = f(0) (obte´m-se substituindo k = 0 em (4.2.3)), logo
podemos concluir, como pretendido, que res
s=0
ζ(s)f∗(s)x−s = −1
2
f(0).
Utilizando a equac¸a˜o funcional (5.0.10) da func¸a˜o zeta de Riemann, podemos afirmar que
ζ(s)f∗(s) = ζ(1− s)k∗(s)f∗(s), para k∗(s) = 2spis−1 sin
(pis
2
)
Γ(1− s).
Portanto, definindo g∗(s) = k∗(s)f∗(s), podemos utilizar a proposic¸a˜o 8.1 para deduzir que, para
cada −1
2
< σ < 0,
1
2pii
∫ σ+i∞
σ−i∞
ζ(1− s)g∗(s)x−sds = (Pf)(x) + 1
2
f(0). (8.0.8)
Como Re s = σ < 0, enta˜o Re(1 − s) = 1 − Re s > 1, logo podemos escrever ζ(1 − s) em forma
de se´rie de Dirichlet, por (5.0.1), e obter, para −1
2
< σ < 0,
(Pf)(x) +
1
2
f(0) =
1
2pii
∫ σ+i∞
σ−i∞
∞∑
n=1
1
n1−s
g∗(s)x−sds. (8.0.9)
Pretendemos usar o teorema 2.3 para trocar a ordem de integrac¸a˜o e sumac¸a˜o na fo´rmula
anterior. Com esse objectivo, comecemos por observar que∫ σ+i∞
σ−i∞
∞∑
n=1
∣∣∣∣ 1n1−s g∗(s)x−s
∣∣∣∣ ds = ∫ σ+i∞
σ−i∞
∞∑
n=1
1
n1−σ
x−σ |g∗(s)| ds = ζ(1− σ)x−σ
∫ σ+i∞
σ−i∞
|g∗(s)| ds,
logo ∣∣∣∣∣
∫ σ+i∞
σ−i∞
∞∑
n=1
∣∣∣∣ 1n1−s g∗(s)x−s
∣∣∣∣ ds
∣∣∣∣∣ = ζ(1− σ)x−σ
∫ +∞
−∞
|g∗(σ + it)| dt.
Portanto queremos ver que g∗(σ + it) ∈ L1(]−∞,+∞[). Como 2s, pis−1 e sin
(pis
2
)
sa˜o func¸o˜es
inteiras, Γ(1− s) e´ analı´tica em todo o plano complexo excepto nos inteiros na˜o positivos e f∗(s)
e´ analı´tica em toda a faixa −n < Re s < α excepto nos inteiros na˜o positivos, podemos concluir
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que, como −1
2
< σ < 0, g∗(s) e´ contı´nua na recta Re s = σ, ou seja, g∗(σ + it) e´ uma func¸a˜o
contı´nua e, consequentemente, g∗(σ + it) ∈ L1([−1, 1]).
Por outro lado, utilizando as fo´rmulas de reflexa˜o de Euler (4.3.7) e de duplicac¸a˜o de Legendre
(4.3.8) para a func¸a˜o gama, temos
k∗(s) = 2spis−1 sin
(pis
2
)
Γ(1− s) = 2spis−1 pi
Γ
(
s
2
)
Γ
(
1− s2
) 2−s√
pi
Γ
(
1
2
− s
2
)
Γ
(
1− s
2
)
e, simplificando esta expressa˜o, podemos concluir que
k∗(s) = pis−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) . (8.0.10)
Relembremos agora que Γ(s) ∼
√
2piss−
1
2 e−s, |s| → ∞, pela fo´rmula de Stirling (4.3.11) para a
func¸a˜o gama. Assim, para s ∈ C tal que Re s = σ, temos, quando |s| → ∞,
|k∗(s)| =
∣∣∣∣∣pis− 12 Γ
(
1−s
2
)
Γ
(
s
2
) ∣∣∣∣∣ ∼ piσ− 12
∣∣∣∣∣∣
(
1−s
2
)− s
2 e
s−1
2(
s
2
) s−1
2 e−
s
2
∣∣∣∣∣∣ = (2pie)σ− 12 |1− s|
−σ
2
|s|σ−12
∼ (2pie)σ− 12 |s| 12−σ.
Enta˜o k∗(σ + it) = O
(
t
1
2
−σ
)
, t → ±∞. Por outro lado, relembrando a fo´rmula (4.2.5), sabemos
que f∗(σ + it) = O
(
1
tn
)
, t → ±∞. Portanto g∗(σ + it) = O
(
t
1
2
−σ−n
)
, t → ±∞. Mas, como
σ > −1
2
, enta˜o n ≥ 2 implica 1
2
− σ − n < −1, logo g∗(σ + it) ∈ L1(] −∞,−1]) e g∗(σ + it) ∈
L1([1,+∞[). Assim podemos concluir que g∗(σ + it) ∈ L1(]−∞,+∞[) e, consequentemente,∣∣∣∣∣
∫ σ+i∞
σ−i∞
∞∑
n=1
∣∣∣∣ 1n1−s g∗(s)x−s
∣∣∣∣ ds
∣∣∣∣∣ = ζ(1− σ)x−σ
∫ +∞
−∞
|g∗(σ + it)| dt <∞.
Portanto podemos aplicar o teorema 2.3 a` fo´rmula (8.0.9) e deduzir que, para −1
2
< σ < 0,
(Pf)(x) +
1
2
f(0) =
∞∑
n=1
1
2piin
∫ σ+i∞
σ−i∞
g∗(s)
(x
n
)−s
ds. (8.0.11)
Precisamos agora de determinar g(x), definida como a transformada inversa de Mellin de g∗(s),
ou seja,
g(x) =
∫ σ+i∞
σ−i∞
g∗(s)x−sds. (8.0.12)
Defina-se k(x) como a transformada inversa de Mellin de k∗(s), isto e´,
k(x) =
1
2pii
∫ c+i∞
c−i∞
k∗(s)x−sds =
1
2pii
∫ c+i∞
c−i∞
pis−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) x−sds, (8.0.13)
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onde c ∈ R e queremos escolher valores para c que nos garantam a convergeˆncia deste integral
e calcular o integral. Vamos fazer a mudanc¸a de varia´vel
1− s
2
= z, que implica s = 1− 2z, logo
ds = −2dz, e, se Re s = c, enta˜o Re z = 1− c
2
= c1. Portanto
k(x) =
2
2pii
∫ c1+i∞
c1−i∞
pi
1
2
−2z Γ (z)
Γ
(
1
2 − z
)x2z−1dz = 2√pi
x2pii
∫ c1+i∞
c1−i∞
Γ (z)
Γ
(
1
2 − z
) ((pi
x
)2)−z
dz.
Para calcular este integral e determinar k(x), vamos usar o teorema de Slater, que pode ser
encontrado na secc¸a˜o 4.2. de [Mar83]. Usando a mesma notac¸a˜o do teorema de Slater em
[Mar83], temos (a) = (0), (d) =
(
1
2
)
e b = c = ∅ e temos A = D = 1 e B = C = 0, logo
A + B = 1 = C + D e A + D − B − C = 2 e podemos utilizar o teorema de Slater se Re z > 0
e se 2 Re z < −Re
(
−1
2
)
=
1
2
, ou seja, se Re z <
1
4
. Portanto, se 0 < Re z = c1 =
1− c
2
<
1
4
, o
que e´ equivalente a ter
1
2
< c < 1, o teorema de Slater garante-nos que
k(x) =
2
√
pi
x
1
Γ
(
1
2
) 0F1(1
2
;−
(pi
x
)2)
, (8.0.14)
onde 0F1
(
1
2
;−
(pi
x
)2)
e´ um caso particular da se´rie hipergeome´trica generalizada (ver secc¸a˜o
4.1. de [Mar83]), e, por definic¸a˜o, para a ∈ C fixo, tem-se
0F1(a; z) =
∞∑
n=0
zn
(a)nn!
. (8.0.15)
Sabemos que Γ
(
1
2
)
=
√
pi (4.3.10) e, ale´m disso, podemos usar a definic¸a˜o do sı´mbolo de
Pochhammer para calcular(
1
2
)
n
=
1
2
× 3
2
× · · · × 2n− 1
2
=
1× 2× · · · × (2n− 1)× 2n
2n × 2× 4× · · · × 2n =
(2n)!
22nn!
. (8.0.16)
Assim podemos concluir que
k(x) =
2
x
∞∑
n=0
22nn!
(
− (pix)2)n
(2n)!n!
=
2
x
∞∑
n=0
(−1)n (2pix )2n
(2n)!
=
2
x
cos
(
2pi
x
)
. (8.0.17)
Ja´ sabemos que f∗(s) e´ analı´tica na faixa −1 < Re s < α, excepto no ponto s = 0 onde pode ter
uma singularidade removı´vel ou um polo simples. Por outro lado, como 2s, pis−1 e sin
(pis
2
)
sa˜o
func¸o˜es inteiras e a func¸a˜o Γ(1 − s) e´ analı´tica no semiplano Re(1 − s) > 0, ou seja, Re s < 1,
podemos deduzir que k∗(s) = 2spis−1 sin
(pis
2
)
Γ(1−s) e´ analı´tica no semiplano Re s < 1. Portanto
f∗(s)k∗(s) e´ analı´tica na faixa −1 < Re s < 1 excepto no ponto s = 0. Mas k∗(0) = 0, o que anula
o (possı´vel) polo simples de f∗(s) em s = 0, logo a singularidade de g∗(s) = f∗(s)k∗(s) em
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s = 0 e´ removı´vel. Portanto, pelo teorema 7.2, podemos substituir, na definic¸a˜o de g(x) (8.0.12),
−1
2
< σ < 0 por qualquer real entre −1 e 1. Em particular, temos
g(x) =
∫ 1
2
+i∞
1
2
−i∞
g∗(s)x−sds =
∫ 1
2
+i∞
1
2
−i∞
f∗(s)k∗(s)x−sds. (8.0.18)
Vamos agora ver que, se 0 < Re s = σ < 1, enta˜o k∗(s) =
∫ ∞
0
k(y)ys−1dy. Para calcular este
integral, vamos comec¸ar por usar a fo´rmula (8.0.17) e a seguir vamos fazer uma mudanc¸a de
varia´vel u =
2pi
y
, que implica y =
2pi
u
e
dy
y
= −du
u
. Enta˜o obtemos que
∫ ∞
0
k(y)ys−1dy =
∫ ∞
0
2 cos
(
2pi
y
)
ys−1
dy
y
= 2
∫ ∞
0
cos(u)
(
2pi
u
)s−1 du
u
= 2spis−1
∫ ∞
0
cos(u)u−sdu.
(8.0.19)
Usando a fo´rmula exponencial para o cosseno, podemos afirmar que∫ ∞
0
cos(u)u−sdu =
∫ ∞
0
eiu + e−iu
2
u−sdu =
1
2
(∫ ∞
0
eiuu−sdu+
∫ ∞
0
e−iuu−sdu
)
. (8.0.20)
Vamos agora calcular o primeiro destes dois integrais, fazendo uma mudanc¸a de varia´vel u = iv,
que implica du = idv e iu = −v:∫ ∞
0
eiuu−sdu =
∫ −i∞
0
e−v(iv)−sidv = −i1−s
∫ 0
−i∞
e−vv−sdv. (8.0.21)
Defina-se, para cada N > 0, ΩN como a intersecc¸a˜o do cı´rculo |s| = N com o quarto quadrante
do plano complexo, ou seja, ΩN =
{
v = Ne−iθ : 0 ≤ θ ≤ pi
2
}
. Como e−vv−s e´ uma func¸a˜o inteira,
o teorema integral de Cauchy garante-nos que, para cada N > 0,∫ 0
−iN
e−vv−sdv +
∫ N
0
e−vv−sdv +
∫
ΩN
e−vv−sdv = 0. (8.0.22)
Vamos agora ver que
lim
N→∞
∫
ΩN
e−vv−sdv = 0. (8.0.23)
Como os elementos em ΩN sa˜o da forma v = Ne−iθ, podemos fazer uma mudanc¸a de varia´vel e
calcular este integral com varia´vel θ:∫
ΩN
e−vv−sdv =
∫ pi
2
0
e−Ne
−iθ
(Ne−iθ)−sd(Ne−iθ) = −iN1−s
∫ pi
2
0
e−Ne
−iθ+iθ(s−1)dθ.
Enta˜o, como
Re(−Ne−iθ + iθ(s− 1)) = −N Re(e−iθ) + θRe(i(s− 1)) = −N cos θ − θ Im s,
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podemos afirmar que∣∣∣∣∫
ΩN
e−vv−sdv
∣∣∣∣ ≤ N1−σ ∫ pi2
0
eRe(−Ne
−iθ+iθ(s−1))dθ = N1−σ
∫ pi
2
0
e−N cos θe−θ Im sdθ.
Mas, para s fixo e 0 ≤ θ ≤ pi
2
, e−θ Im s ≤ 1, se Im s ≥ 0, e e−θ Im s ≤ e−pi2 Im s, se Im s < 0, logo
e−θ Im s ≤ max{1, e−pi2 Im s} = K e∣∣∣∣∫
ΩN
e−vv−sdv
∣∣∣∣ ≤ KN1−σ ∫ pi2
0
e−N cos θdθ.
Fazendo a mudanc¸a de varia´vel t = cos θ que implica θ = arccos t e dθ = − 1√
1− t2 , temos∫ pi
2
0
e−N cos θdθ =
∫ 1
0
e−Nt
dt√
1− t2 =
∫ 1
2
0
e−Nt
dt√
1− t2 +
∫ 1
1
2
e−Nt
dt√
1− t2
e podemos observar que∫ 1
2
0
e−Nt
dt√
1− t2 ≤
1√
1− (12)2
∫ 1
2
0
e−Ntdt =
2√
3
e−Nt
N
∣∣∣∣
1
2
0
=
2√
3
e−
N
2 − 1
N
e ∫ 1
1
2
e−Nt
dt√
1− t2 ≤ e
−N
2
∫ 1
1
2
dt√
1− t2 = − e
−N
2 arccos t
∣∣∣1
1
2
=
pi
3
e−
N
2 .
Portanto ∣∣∣∣∫
ΩN
e−vv−sdv
∣∣∣∣ ≤ K ( 2√3 e−N2 N−σ − 2√3 N−σ + pi3 e−N2 N1−σ
)
N→∞−−−−→ 0
e assim, podemos concluir, como pretendido, que
lim
N→∞
∫
ΩN
e−vv−sdv = 0.
Portanto, aplicando o limite N →∞ a (8.0.22), obtemos que∫ 0
−i∞
e−vv−sdv +
∫ ∞
0
e−vv−sdv = 0, (8.0.24)
ou seja, ∫ 0
−i∞
e−vv−sdv = −
∫ ∞
0
e−vv−sdv = −Γ(1− s). (8.0.25)
Ale´m disso, i−s =
(
ei
pi
2
)−s
= e−i
pis
2 , logo, substituindo em (8.0.21),∫ ∞
0
eiuu−sdu = ie−i
pis
2 Γ(1− s). (8.0.26)
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Analogamente,∫ ∞
0
e−iuu−sdu =
∫ −i∞
0
e−v(−iv)−s(−idv) = (−i)1−s
∫ −i∞
0
e−vv−sdv = −ieipis2 Γ(1− s).
(8.0.27)
Assim, substituindo (8.0.26) (8.0.27) em (8.0.20), obtemos∫ ∞
0
cos(u)u−sdu =
ie−i
pis
2 − ieipis2
2
Γ(1− s) = e
ipis
2 − e−ipis2
2i
Γ(1− s) = sin
(pis
2
)
Γ(1− s) (8.0.28)
e, consequentemente, substituindo em (8.0.19), podemos concluir que∫ ∞
0
k(y)ys−1dy = 2spis−1 sin
(pis
2
)
Γ(1− s) = k∗(s). (8.0.29)
Portanto
g(x) =
1
2pii
∫ 1
2
+i∞
1
2
−i∞
f∗(s)
(∫ ∞
0
k(y)ys−1dy
)
x−sds =
1
2pii
∫ 1
2
+i∞
1
2
−i∞
lim
N→∞
f∗(s)x−s
∫ ∞
1
N
k(y)ys−1dy ds.
(8.0.30)
Fixemos s ∈ C tal que Re s = 1
2
e N > 1. Comecemos por observar que, como −3
2
< −1,∣∣∣∣∫ ∞
1
k(y)ys−1dy
∣∣∣∣ ≤ ∫ ∞
1
∣∣k(y)ys−1∣∣ dy = ∫ ∞
1
2
y
∣∣∣∣cos(2piy
)∣∣∣∣ y 12−1dy ≤ 2 ∫ ∞
1
y−
3
2dy = c1.
Por outro lado, fazendo uma mudanc¸a de varia´vel u =
1
y
temos
∫ 1
1
N
k(y)ys−1dy =
∫ 1
1
N
2
y
cos
(
2pi
y
)
ys−1dy = 2
∫ N
1
cos (2piu)u−sdu
e, ale´m disso, integrando por partes, temos∫ N
1
cos (2piu)u−sdu =
sin(2piu)
2pi
u−s
∣∣∣∣N
1
+
s
2pi
∫ N
1
sin(2piu)u−s−1du,
logo, como sin(2pi) = 0, podemos afirmar que∣∣∣∣∣
∫ 1
1
N
k(y)ys−1dy
∣∣∣∣∣ ≤ N−
1
2
2pi
+
|s|
2pi
∫ N
1
u−
1
2
−1du ≤ 1
2pi
+
|s|
2pi
∫ ∞
1
u−
3
2du = c2 + c3.|s|.
Portanto ∣∣∣∣∣
∫ ∞
1
N
k(y)ys−1dy
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ 1
1
N
k(y)ys−1dy
∣∣∣∣∣+
∣∣∣∣∫ ∞
1
k(y)ys−1dy
∣∣∣∣ = c1 + c2 + c3.|s|
logo, como |s| ≥ Re s = 1
2
, podemos concluir que, definindo C = 2c1 + 2c2 + c3,∣∣∣∣∣
∫ ∞
1
N
k(y)ys−1dy
∣∣∣∣∣ ≤ 2.|s|(c1 + c2) + c3.|s| = C.|s|. (8.0.31)
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Portanto, para todo o N > 1,∣∣∣∣∣f∗(s)x−s
∫ ∞
1
N
k(y)ys−1dy
∣∣∣∣∣ ≤ Cx− 12 .|s|.|f∗(s)|. (8.0.32)
Como f ∈ Mα,n, com n ≥ 3, enta˜o, pela proposic¸a˜o 4.14, existe M ∈ R tal que |f∗(s)| ≤ M|t|n ,
para todo o t ∈ R\{0}. Assim, como n ≥ 3 implica n − 1 ≥ 2, podemos concluir que sf∗(s) ∈
L1
(]
1
2
− i∞, 1
2
+ i∞
[)
de forma semelhante a` que se usa na demonstrac¸a˜o da proposic¸a˜o 4.14
para concluir que f∗(s) ∈ L1(]σ − i∞, σ + i∞[). Portanto∫ 1
2
+i∞
1
2
−i∞
Cx−
1
2 |s|.|f∗(s)|ds ≤ C√
x
∫ 1
2
+i∞
1
2
−i∞
|sf∗(s)|ds <∞, (8.0.33)
logo estamos em condic¸o˜es de aplicar o Teorema da Convergeˆncia Dominada de Lebesgue a`
fo´rmula (8.0.30) para passar o limite para fora do integral e concluir que
g(x) = lim
N→∞
1
2pii
∫ 1
2
+i∞
1
2
−i∞
∫ ∞
1
N
f∗(s)k(y)ys−1x−sdy ds. (8.0.34)
Fazendo agora a mudanc¸a de varia´vel y =
x
t
, que implica dy = −x dt
t2
, podemos escrever
g(x) = lim
N→∞
1
2pii
∫ 1
2
+i∞
1
2
−i∞
∫ xN
0
f∗(s)k
(x
t
)(x
t
)s−1
x1−s
dt
t2
ds, (8.0.35)
ou seja,
g(x) = lim
N→∞
1
2pii
∫ 1
2
+i∞
1
2
−i∞
∫ xN
0
f∗(s)k
(x
t
)
t−s−1dt ds. (8.0.36)
Mas, relembrando (8.0.17),∫ 1
2
+i∞
1
2
−i∞
∫ xN
0
∣∣∣f∗(s)k (x
t
)
t−s−1
∣∣∣ dt ds ≤ ∫ 12+i∞
1
2
−i∞
∫ xN
0
|f∗(s)| 2t
x
∣∣∣∣cos(2pitx
)∣∣∣∣ t− 12−1dt ds, (8.0.37)
logo, como −1
2
> −1 e f∗(s) ∈ L1
(]1
2
− i∞, 1
2
+ i∞
[)
,
∫ 1
2
+i∞
1
2
−i∞
∫ xN
0
∣∣∣f∗(s)k (x
t
)
t−s−1
∣∣∣ dt ds ≤ 2
x
∫ xN
0
t−
1
2dt
∫ 1
2
+i∞
1
2
−i∞
|f∗(s)|ds <∞. (8.0.38)
Portanto podemos aplicar o teorema de Fubini para trocar a ordem de integrac¸a˜o em (8.0.36) e
concluir que
g(x) = lim
N→∞
∫ xN
0
k
(x
t
) 1
2pii
∫ 1
2
+i∞
1
2
−i∞
f∗(s)t−sds
dt
t
.
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Finalmente, como f ∈Mα,n e n ≥ 2, podemos aplicar a proposic¸a˜o 4.14 para concluir que
1
2pii
∫ σ+i∞
σ−i∞
g∗(s)x−sds = lim
N→∞
∫ xN
0
k
(x
t
)
f(t)
dt
t
=
∫ ∞
0
k
(x
t
)
f(t)
dt
t
, (8.0.39)
onde a u´ltima igualdade e´ va´lida porque∫ ∞
0
∣∣∣k (x
t
)
f(t)
∣∣∣ dt
t
=
∫ ∞
0
2t
x
∣∣∣∣cos(2pitx
)∣∣∣∣ |f(t)| dtt ≤ 2x
∫ ∞
0
|f(t)|dt <∞. (8.0.40)
Portanto podemos concluir que
g(x) =
∫ ∞
0
k
(x
t
)
f(t)
dt
t
=
∫ ∞
0
2t
x
cos
(
2pit
x
)
f(t)
dt
t
=
2
x
∫ ∞
0
cos
(
2pi
x
t
)
f(t)dt. (8.0.41)
Relembrando a definic¸a˜o da transformada de Fourier de cosseno (4.1.5) podemos afirmar que
g(x) =
√
2pi
x
(Fcf)
(
2pi
x
)
. (8.0.42)
Portanto, relembrando (8.0.11), podemos afirmar que
(Pf)(x) +
1
2
f(0) =
∞∑
n=1
1
n
g
(x
n
)
=
∞∑
n=1
1
n
√
2pin
x
(Fcf)
(
2pin
x
)
=
√
2pi
x
∞∑
n=1
(Fcf)
(
n
2pi
x
)
.
(8.0.43)
e, relembrando a definic¸a˜o de (Pf)(x) (8.0.1), podemos concluir que
√
2pi
x
∞∑
n=1
(Fcf)
(
n
2pi
x
)
= (Pf)(x) +
1
2
f(0) =
∞∑
n=1
f(nx)− 1
x
∫ ∞
0
f(t)dt+
1
2
f(0).
Portanto, relembrando agora a fo´rmula (4.1.7), temos
√
2pi
x
∞∑
n=1
(Fcf)
(
n
2pi
x
)
=
∞∑
n=1
f(nx)− 1
x
√
pi
2
(Fcf)(0) + 1
2
f(0),
e, multiplicando todas as parcelas desta igualdade por
√
x e reagrupando essas parcelas, pode-
mos concluir que, para cada x ∈ R+,√
2pi
x
( ∞∑
n=1
(Fcf)
(
n
2pi
x
)
+
1
2
(Fcf)(0)
)
=
√
x
( ∞∑
n=1
f(nx) +
1
2
f(0)
)
. (8.0.44)
Finalmente fazendo α = x e β =
2pi
x
, obtemos o teorema que se segue, alcanc¸ando o objectivo
deste capı´tulo.
Teorema 8.2 (Fo´rmula de Poisson). Seja f ∈Mα,n, com n ≥ 3. Enta˜o a fo´rmula de Poisson
√
β
(
1
2
(Fcf)(0) +
∞∑
n=1
(Fcf) (nβ)
)
=
√
α
(
1
2
f(0) +
∞∑
n=1
f(nα)
)
, (8.0.45)
e´ va´lida para todo o α, β > 0 com αβ = 2pi.
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Observac¸a˜o. O u´nico momento nesta demonstrac¸a˜o da fo´rmula de Poisson onde necessitamos
da condic¸a˜o n ≥ 3 (onde f ∈ Mα,n) foi para provar as condic¸o˜es necessa´rias para utilizar
o Teorema da Convergeˆncia Dominada de Lebesgue. Mostrando que existe C ∈ R tal que∣∣∣∣∣
∫ ∞
1
N
k(y)ys−1dy
∣∣∣∣∣ ≤ C, para todo o s ∈ C tal que Re s = 12 e para qualquer N ∈ N, a condic¸a˜o
n ≥ 2 seria suficiente e a nossa demonstrac¸a˜o tambe´m seria va´lida para todas as func¸o˜es
f ∈ Mα = Mα,2. Para isso seria suficiente mostrar que se f ∈ Mα enta˜o f ∈ K para a classe
de func¸o˜es K definida na secc¸a˜o 2.1. do livro [YL94] mas vamos omitir essa demonstrac¸a˜o e
manter a condic¸a˜o n ≥ 3.
Capı´tulo 9
Conclusa˜o
No capı´tulo 4 introduzimos uma nova famı´lia de classes de func¸o˜esMα,n, com α > 1 e n ∈ N0,
que generaliza a classe Mα. Todos os resultados que vimos nos capı´tulos 6, 7 e 8 foram de-
monstrados para func¸o˜es em classesMα,n. Ainda no capı´tulo 4 fizemos um estudo aprofundado
da transformada de Mellin das func¸o˜es nessas classesMα,n.
No capı´tulo 5 exibimos representac¸o˜es em se´ries de Dirichlet para va´rias func¸o˜es relacionadas
coma func¸a˜o zeta de Riemann e no capı´tulo 6 enunciamos uma proposic¸a˜o que nos permite, a
partir de cada uma dessas se´ries de Dirichlet, obter uma transformada aritme´tica que pode ser
representada em forma de se´rie, onde aparece uma func¸a˜o aritme´tica, e em forma de integral,
onde aparece a func¸a˜o zeta. Tambe´m no capı´tulo 6, conseguimos determinar representac¸o˜es
em se´rie e em integral para as iterac¸o˜es da transformada (aritme´tica) de Mo¨bius e da sua inversa
em classes de func¸o˜esMα,n.
No capı´tulo 7, conseguimos fazer uma nova demonstrac¸a˜o da fo´rmula de Mu¨ntz, nas classes
Mα,n, e conseguimos fazer essa demonstrac¸a˜o de forma a que, utilizando um raciocı´nio ana´logo,
mas partindo de outras transformadas aritme´ticas, tambe´m conseguimos deduzir va´rias novas
fo´rmulas do tipo de Mu¨ntz nas mesmas classes de func¸o˜es.
Finalmente, no capı´tulo 8, obtivemos uma nova demonstrac¸a˜o da fo´rmula de Poisson, tambe´m
esta va´lida para func¸o˜es em classesMα,n.
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