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Abstract
In this paper we will introduce two other topologies, coarser than the so-called strong topology, on a class of Šerstnev probabilis-
tic normed spaces, and obtain some important properties of these topologies. We will show that under the first topology, denoted
by τ0, our probabilistic normed space is decomposable into the topological direct sum of a normable subspace and the subspace
of probably null elements. Under the second topology, which is in fact the inductive limit topology of a family of locally convex
topologies, the dual space becomes a locally convex topological vector space.
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1. Introduction
In 1963, A.N. Šerstnev introduced the notion of a probabilistic normed space [6]. In this notion, which is a natural
generalization of that of a real normed linear space, the norm of a vector is not represented by a non-negative real
number but rather by an appropriate distribution function. This theory was later extended by some other authors
(see [1], and especially [5] for a brief survey in this regard). In this paper, we consider a class of probabilistic normed
spaces still in the sense of Šerstnev, and will introduce some other topologies, rather than the strong topology, on these
spaces. We will continue by investigating the essential properties of these new topologies.
The following notations and concepts are according to those of [4]. By a distribution function (briefly a d.f.) we
mean a non-decreasing function F : R := [−∞,+∞] → [0,1] with F(−∞) = 0 and F(+∞) = 1, which is also
left-continuous on R. The set of all d.f.’s will be denoted by Δ. For any a ∈ R, a ∈ Δ is defined by
a(t) =
{
0, t  a,
1, t > a.
We may impose a partial ordering on Δ using the usual point-wise ordering of functions. Using this ordering,
Δ+ denotes the set of all F ∈ Δ for which F  0. The subset of Δ+ formed by the proper d.f.’s, i.e. by those F ∈ Δ+
for which limt→+∞ F(t) = 1, will be denoted by D+. There is defined a known metric on Δ, the modified Lévy
metric, denoted by dL, under which the convergence is equivalent to the weak convergence of d.f.’s [4].
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variable and with 0 as identity. A triangle function is called continuous if it is uniformly continuous with respect to
the natural topology of Δ+ ×Δ+. Typical continuous triangle functions are
τT (F,G)(t) = sup
{
T
(
F(s1),G(s2)
) ∣∣ s1 + s2 = t} (1)
and
τT ∗(F,G)(t) = inf
{
T ∗
(
F(s1),G(s2)
) ∣∣ s1 + s2 = t}
where T is a continuous t-norm, i.e. a continuous binary operation on the unit interval [0,1] that is associative,
commutative, non-decreasing and has 1 as identity; and T ∗ is a continuous t-conorm, by which we mean a continuous
binary operation on [0,1] that is related to a continuous t-norm T through
T ∗(x, y) = 1 − T (1 − x,1 − y).
The most important t-norms are the functions W,Π and M defined respectively by
W(a,b) = max(a + b − 1,0),
Π(a, b) = a · b,
M(a, b) = min(a, b). (2)
For a d.f. F ∈ Δ and a non-negative λ ∈ R, the multiplication of F by λ, denoted by MλF is a d.f. defined by
MλF (t) =
{
0 if λ = 0,
F ( t
λ
) if λ > 0.
Definition 1.1. A probabilistic normed space in the sense of Šerstnev (briefly a SPN space) is a triple (X, ν, τ ), where
X is a real vector space, τ is a continuous triangle function, and ν : X → Δ+ is a mapping which for every choice of
x and y in X satisfies the following:
(Š1) νx = 0 if and only if x = 0,
(Š2) νλx =M|λ|νx for all λ ∈ R,
(Š3) νx+y  τ(νx, νy).
Here, the value of ν at x ∈ X is denoted by νx .
As was pointed out at the outset, this definition is generalized by some authors. In their generalization, a proba-
bilistic normed space (briefly a PN space) is a quadruple (X, ν, τ, τ ∗), where X and τ are as above, τ ∗ is a continuous
triangle function with τ  τ ∗, and ν : X → Δ+ is a function which satisfies (Š1) and (Š3) and the following two
conditions:
(N2) ν−x = νx ,
(N4) νx  τ ∗(νλx, ν(1−λ)x) for all λ ∈ [0,1].
It is known that if τ ∗ = τM and equality holds in (N4) for all x ∈ X and λ ∈ [0,1], then the new definition coincides
with that of Šerstnev’s (see [1]).
There is a natural topology on a SPN space (X, ν, τ ) (as well as on a PN space (X, ν, τ, τ ∗)), called the strong
topology, which is defined by a system of neighborhoods consisting sets in the form
N(p; r) = {x ∈ X ∣∣ dL(ν(p−x), 0)< r}, (3)
where p ∈ X and r > 0. In [4], it is shown that this topology is metrisable. Moreover, under its strong topology, a SPN
space (X, ν, τ ) is a topological vector space if and only if ν(X) ⊆D+ [3].
This paper is organized as follows. In Section 2, we substitute Δ+ by another appropriate class of functions,
and obtain a new way of formulating a SPN space. Using this new formulation, we introduce a basis for the strong
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by considering the largest subspace of the dual space which, under its natural probabilistic norm, is a topological
vector space.
In Section 3, using the formulation obtained in Section 2, we introduce another topology on this space which, in
general, is coarser than the strong topology. The importance of this topology, called the probabilistic topology of a SPN
space, becomes clear in Corollary 3.6, where it is proved that, under this topology, the SPN space is decomposable
into the topological direct sum of a normable subspace and the subspace of all probably null elements of this space.
We will also consider the corresponding dual space.
Finally, noting the sharp distinction between the dual spaces of a SPN space under the strong topology and the
probabilistic topology, in the last section we look for another appropriate topology on a SPN space under which,
while the space is a locally convex topological vector space, the elements of the dual space behave more naturally.
It is important to note that, in the case of a real normed linear space, the three topologies introduced above re-
duce just to the ordinary normed topology of this space. Hence all of these topologies may be considered as natural
generalizations of the classic case.
2. A new way of representing a SPN space
In this section, substituting Δ+ by another appropriate set of functions, we obtain a new way of formulating a SPN
space. We confine ourselves to the case τ = τT , where T is a continuous t-norm, and describe the strong topology of
this space by determining a certain family of sets served as the basis of this topology. Finally, we consider the dual
space, and show that there is a natural probabilistic structure on this space. We introduce also a certain subspace of
the dual space which, under the corresponding strong topology, becomes a locally convex space. It must be noted that
some of the concepts introduced here are similar to those of [2]. However here, the author has made some changes to
avoid technical difficulties.
Let E be the set of all non-decreasing and right-continuous functions f : [0,1) → R, and E+ the subset consisting
of all non-negative f ∈ E . Suppose R+ is the set of all f ∈ E+ with f (ω) < +∞ for all ω ∈ [0,1).
For f ∈ E+ and t ∈ R, let Af (t) := {ω ∈ [0,1) | t  f (ω)} and define f˜ : R → R by
f˜ (t) =
{
infAf (t) if Af (t) = ∅,
1 if Af (t) = ∅ or t = +∞. (4)
Lemma 2.1. For f ∈ E+, f˜ belongs to Δ+. Moreover, the map ˜ : E+ → Δ+ is a one-to-one correspondence with
the inverse ̂ : Δ+ → E+ given by
∀F ∈ Δ+, ∀ω ∈ [0,1) F̂ (ω) = inf{t ∈ R;ω < F(t)} (5)
if F−1(ω,+∞) = ∅. Otherwise, the value of F̂ (ω) is define equal to +∞.
Proof. It is clear that f˜ : R → [0,1] is non-decreasing with f˜ (0)  0 and f˜ (+∞) = 1. To show that f˜ is left-
continuous on R, let (tn)n∈N be a non-decreasing sequence converging to some t ∈ R. Hence (f˜ (tn))n∈N is also
non-decreasing with lim f˜ (tn)  f˜ (t). If lim f˜ (tn) = 1, then lim f˜ (tn) = f˜ (t) = 1. In the case ω0 := lim f˜ (tn) < 1,
suppose ω0 < f˜ (t). For n ∈ N, there is ωn ∈ [0,1) such that ωn < f˜ (t) and tn  f (ωn). On the other hand, using (4),
and the inequality ω0 < f˜ (t), we have f (ω0) < t . Hence, for n ∈ N large enough f (ω0) < tn. Now by the right
continuity of f at ω0, there is ω′ > ω0 with f (ω0)  f (ω′) < tn. Thus ω0 < ω′  f˜ (tn), which contradicts the fact
that f˜ (tn) ω0, for all n ∈ N. This completes the fact that f˜ ∈ Δ+.
A similar argument shows that F̂ ∈ E+, for F ∈ Δ+.
For f ∈ E+, denote f˜ by F . For ω ∈ [0,1), choose t ∈ R with t  f (ω) (or equivalently F(t)  ω). Using the
definition of F̂ , we have t  F̂ (ω). Hence f (ω) F̂ (ω). To establish the reverse inequality, it suffices to consider the
case f (ω) < +∞. So choose t ∈ R with f (ω) < t . Then ω < f˜ (t) = F(t), which using (5) implies that F̂ (ω)  t .
Hence F̂ (ω) f (ω). Thus F̂ = f . A similar argument proves that, for F ∈ Δ+, we have (F̂ )˜ = F . This completes
the proof. 
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sponds to D+. Moreover for f ∈ E+ and F ∈ Δ+, we have
ω < f˜ (t) if and only if f (ω) < t, (6)
and
ω < F(t) if and only if F̂ (ω) < t, (7)
for all ω ∈ [0,1) and t ∈ R.
As we will see later, in defining the norm of a SPN space, E+ plays the same role as the non-negative real numbers
(in defining the norm in an ordinary normed space). Hence we need to define an appropriate operation on this set
which substitutes (or in fact generalizes) addition on R.
Let T : [0,1] × [0,1] → [0,1] be a continuous t-norm. For f and g in E+, define f ⊕T g : [0,1) → R by
f ⊕T g(ω) = inf
{
f (u)+ g(v) ∣∣ u,v ∈ [0,1), ω < T (u, v)}. (8)
Note that since ω < 1 = T (1,1), using the continuity of T , one can always find u and v in [0,1) with ω < T (u, v).
Hence f ⊕T g is well defined.
Lemma 2.3. For f and g in E+, f ⊕T g ∈ E+. Moreover
(f ⊕T g)˜ = τT (f˜ , g˜). (9)
If f and g are chosen from R+, then f ⊕T g ∈R+.
Proof. It is easily seen that f ⊕T g is non-decreasing with f ⊕T g(0)  0. For ω ∈ [0,1), let (ωn)n∈N be a non-
increasing sequence in [0,1) converging to ω. Hence, f ⊕T g(ω) f ⊕T g(ωn) for all n ∈ N. Suppose f ⊕T g(ω) <
+∞. For  > 0, there are u and v in [0,1) with ω < T (u, v) and such that f (u) + g(v) < f ⊕T g(ω) + . Now,
choosing n ∈ N large enough with ωn < T (u, v), we have
f ⊕T g(ωn) f (u)+ g(v) < f ⊕T g(ω)+ ,
i.e. f ⊕T g(ωn) → f ⊕T g(ω). Thus f ⊕T g ∈ E+.
To prove (9), let t ∈ R be fixed. If τT (f˜ , g˜ )(t) = 0, then clearly τT (f˜ , g˜ )(t) (f ⊕T g)˜ (t). If τT (f˜ , g˜ )(t) > 0,
then choose ω ∈ [0,1) with ω < τT (f˜ , g˜ )(t). By (1), there are s1 and s2 in R with s1 + s2 = t and such that ω <
T (f˜ (s1), g˜(s2)). Let u = f˜ (s1) and v = g˜(s2). Note that both u and v are in (0,1]. Using the continuity of T , we
choose u1 ∈ (0, u) and v1 ∈ (0, v) such that T (u1, v1) > ω. According to (6), f (u1) < s1 and g(v1) < s2. Hence
f ⊕T g(ω) f (u1)+ g(v1) < s1 + s2 = t . Again by (6), we have ω < (f ⊕T g)˜ (t). Since this argument holds for all
ω < τT (f˜ , g˜ )(t), we have the inequality
τT (f˜ , g˜ )(t) (f ⊕T g)˜ (t).
Hence τT (f˜ , g˜ ) f ⊕T g.
For the reverse inequality, suppose on the contrary that there exists t0 ∈ R with τT (f˜ , g˜ )(t0) < (f ⊕T g)˜ (t0).
Choose ω ∈ (0,1) with τT (f˜ , g˜ )(t0) < ω < (f ⊕T g)˜ (t0). Hence, using (1), for all s1 and s2 with s1 + s2 = t0 we will
have
T
(
f˜ (s1), g˜(s2)
)
<ω. (10)
On the other hand, by (6), f ⊕T g(ω) < t0. Hence there exist u and v in [0,1) with T (u, v) > ω and such that
f (u)+ g(v) < t0. Now choosing s1 > f (u) and s2 > g(v) with s1 + s2 = t0, we have
T
(
f˜ (s1), g˜(s2)
)
 T (u, v) > ω
which contradicts (10). 
Remark 2.4. It is easily seen that, for f and g in E+, f  g if and only if f˜  g˜. Hence, using the properties of
a triangle function and Lemma 2.3, the operation
⊕
T : E+ × E+ → E+ is commutative, associative, non-decreasing
in each variable, and with 0 ∈ E+ as identity.
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∀f,g ∈ E+ f ⊕M g = f + g. (11)
On the other hand it follows from (8) that for any two t-norms T1 and T2 if T1  T2, then
∀f,g ∈ E+ f ⊕T2 g  f ⊕T1 g.
Hence, for any continuous t-norm T , since T M , we have
∀f,g ∈ E+ f + g  f ⊕T g. (12)
We are now ready to change the target space of the probabilistic norm of a SPN space from Δ+ to E+. Suppose
(X, ν, τT ) is a SPN space. We denote the composition of the maps ν : X → Δ+ and ̂ : Δ+ → E+ by ‖ · ‖ : X → E+.
Hence for x ∈ X, ‖x‖ ∈ E+ is defined by
‖x‖ := (̂νx). (13)
The value of ‖x‖ at ω ∈ [0,1) is also denoted by ‖x‖ω. Hence
‖x‖ω = (̂νx)(ω) = inf
{
t ∈ R;ω < νx(t)
}
if ν−1x (ω,+∞) = ∅, and ‖x‖ω = +∞, otherwise.
The probabilistic nature of the map ‖ · ‖ : X → E+ can now be interpreted as follows. For x ∈ X and an interval
I ⊂ R, the probability that the norm of x lies in I equals
m
({
ω ∈ [0,1) ∣∣ ‖x‖ω ∈ I})
where m is the Lebesgue measure on [0,1).
Using Definition 1.1, Lemmas 2.1 and 2.3, we obtain the essential properties of the map ‖ · ‖ : X → E+, i.e.
Theorem 2.5. Let (X, ν, τT ) be a SPN space. Then the map ‖ · ‖ : X → E+ defined by (13) satisfies the following
(i) ∀x ∈ X ‖x‖ = 0 if and only if x = 0,
(ii) ∀x ∈ X, ∀λ ∈ R ‖λx‖ = |λ|‖x‖,
(iii) ∀x, y ∈ X ‖x + y‖ ‖x‖ ⊕T ‖y‖.
According to the following proposition, which is in a sense the converse of Theorem 2.5, in defining a SPN space
the set Δ+ may be replaced by E+.
Proposition 2.6. Let X be a real vector space. Suppose n : X → E+ is a map which for all x and y in X, and λ in R,
satisfies
(i) n(x) = 0 if and only if x = 0,
(ii) n(λx) = |λ|n(x),
(iii) n(x + y) n(x)⊕T n(y).
If ν : X → Δ+ is defined by ν(x) = (n(x))˜ , then (X, ν, τT ) is a SPN space for which the corresponding map
‖ · ‖ : X → E+, defined by (13), is given by ‖x‖ = n(x).
Proof. The proof follows easily from Lemmas 2.1 and 2.3. 
Example 2.7. Let (X, | · |) be a real normed linear space, and T : [0,1] × [0,1] → [0,1] a continuous t-norm. For
f ∈ E+, define n : X → E+ by
n(x) = |x|f ∀x ∈ X.
Then (i) and (ii) of Proposition 2.6 are clearly satisfied. For part (iii), using inequality (12), we have
n(x + y) = |x + y|f  |x|f + |y|f  n(x)⊕T n(y).
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νx =
(
n(x)
)˜ = (|x|f )˜ = f˜( ·|x|
)
is a probabilistic norm on X, and the triple (X, ν, τT ) is a SPN space.
As we have already mentioned, using Proposition 2.6, we can change the target space of the probabilistic norm
by replacing Δ+ by E+. This replacement will turn out to be more useful when considering different topologies on
a SPN space and the corresponding dual spaces. Hence from now on, we denote a SPN space either by (X, ν, τT ) or
(X,‖ · ‖, T ), where ‖ · ‖ : X → E+ is related to ν : X → Δ+ through (13).
To investigate the strong topology of a SPN space under this new formulation, we need the following lemma.
Lemma 2.8. Let dL be the modified Lévy metric on Δ. Then
dL(F, ε0) = inf
{
h ∈ (0,1); F̂ (1 − h) h} (14)
for all F ∈ Δ+.
Proof. We first show that
dL(F, ε0) = inf
{
h ∈ (0,1);F(t + h) > 1 − h ∀t > 0}. (15)
Denote the right-hand side of (15) by A. It is known that
dL(F, ε0) = inf
{
h ∈ (0,1);F (h+) (1 − h)}
(see [4, p. 48]). Hence, for  > 0 there is h < dL(F, ε0) +  such that F(h+)  1 − h, or F(t + h)  1 − h for all
t > 0. Now choose h′ with h < h′ < dL(F, ε0)+ . We have
F(t + h′) F(t + h) 1 − h > 1 − h′.
Thus, A  h′ < dL(F, ε0) + , which by arbitrariness of  > 0, yields the inequality A  dL(F, ε0). The inequality
dL(F, ε0)A is also clear. Hence dL(F, ε0) = A. Now using (7) and the fact that
inf
{
h ∈ (0,1); F̂ (1 − h) h}= inf{h ∈ (0,1); F̂ (1 − h) < h+ t ∀t > 0}
the result follows. 
Corollary 2.9. Let (X, ν, τ ) be a SPN space. Then, for r ∈ (0,1)
N(0; r) = {x ∈ X ∣∣ ‖x‖1−r < r}
where N(0; r) is an element of the local base of the strong topology at 0 ∈ X.
Proof. By (3), we have
N(0; r) = {x ∈ X;dL(νx, ε0) < r}.
But according to Lemma 2.8
dL(νx, 0) = inf
{
h ∈ (0,1) ∣∣ (̂νx)(1 − h) h}
= inf{h ∈ (0,1) ∣∣ ‖x‖1−h  h}.
It follows that
N(0; r) = {x ∈ X ∣∣ ∃h < r, ‖x‖1−h  h}
which is clearly a subset of {x ∈ X | ‖x‖1−r < r}. On the other hand, for x ∈ X with ‖x‖1−r < r , using the right
continuity of ‖x‖, one can find h < r , close enough to r , for which ‖x‖1−h  h. 
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Bω(p; r) =
{
x ∈ X ∣∣ ‖x − p‖ω < r}. (16)
Then the family {Bω(p; r) | p ∈ X, r > 0, ω ∈ (0,1)} forms a basis for the strong topology on X.
Proof. We first show that sets of the form Bω(p; r) are open in the strong topology. For simplicity we will consider the
case p = 0. For x0 ∈ Bω(0; r), we have ‖x0‖ω < r . Using the right continuity of the map ‖x0‖ : [0,1) → R, there exists
u > ω such that ‖x0‖u < r . Choose v ∈ (0,1) with T (u, v) > ω. Now for r ′ ∈ (0,1) with r ′ < min{r − ‖x0‖u,1 − v}
consider N(x0; r ′). By Corollary 2.9, for y ∈ N(x0; r ′) we have ‖y − x0‖1−r ′ < r ′. Hence
‖y − x0‖v  ‖y − x0‖1−r ′ < r ′ < r − ‖x0‖u.
Now, using (iii) of Theorem 2.5, and (8), we have
‖y‖ω 
(‖y − x0‖ ⊕T ‖x0‖)(ω) ‖y − x0‖v + ‖x0‖u < r,
i.e. N(x0; r ′) ⊆ Bω(0; r).
Now to complete the proof, it suffices to show that for r > 0 there are r ′ > 0 and ω ∈ (0,1) such that Bω(0; r ′) ⊂
N(0; r). But this is clear from Corollary 2.9. 
Remark 2.11. Under this new formulation, it is easily checked that the SPN space (X,‖ · ‖, T ) is a topological vector
space if and only if ‖x‖ ∈R+ for every x ∈ X (a fact which was obtained in [3]). Moreover, in the case T = M it
is easily seen that this topology is locally convex. This fact has recently been obtained using similar techniques and
definitions (see [2]).
We now turn our attention to the dual space of X. For reasons which will become clear in the last section, we
denote the strong topology of a SPN space (X,‖ · ‖, T ) by τ1, and the corresponding dual space by X∗1 . Hence f ∈ X∗1
is a continuous (equivalently bounded) linear functional on X. We have the following evident fact.
Lemma 2.12. Let f : X → R be linear. Then, f ∈ X∗1 if and only if there is some ω ∈ (0,1) with supx∈BX,1−ω |f (x)| <+∞, where
BX,1−ω :=
{
x ∈ X ∣∣ ‖x‖1−ω  1}.
Moreover, if ‖f ‖ : [0,1) → [0,+∞] is defined by
‖f ‖ω = inf
ω<ω′
(
sup
x∈BX,1−ω′
∣∣f (x)∣∣), (17)
then ‖f ‖ is a non-decreasing and right-continuous function, and∣∣f (x)∣∣ ‖f ‖ω‖x‖1−ω (18)
for all x ∈ X and ω ∈ (0,1).
Proof. We only prove (18). It suffices to consider the case ‖f ‖ω < +∞. By (17), for  > 0 there is ω′ >ω such that
|f (x)| < ‖f ‖ω +  for all x ∈ BX,1−ω′ . Now for x ∈ X, if ‖x‖1−ω = 0, then ‖x‖1−ω′ = 0. Hence λx ∈ BX,1−ω′ , for
all λ ∈ R. Thus |λ| |f (x)| = |f (λx)| < ‖f ‖ω + , which by arbitrariness of λ ∈ R, implies that |f (x)| = 0, whence
the inequality (18).
If ‖x‖1−ω = 0, then noting that x‖x‖1−ω ∈ BX,1−ω′ , (18) is evident. 
By Lemma 2.12, a linear functional f : X → R belongs to X∗1 if and only if ‖f ‖ω < +∞ for some ω ∈ [0,1).
However, in this very case, it may well happen that ‖f ‖ω′ = +∞ for some other ω′ ∈ (0,1). At all events, it is easily
seen that
Corollary 2.13. If ‖ · ‖ : X∗1 → E+ is defined by (17), then (X∗1,‖ · ‖,M) is a SPN space (but not necessarily a topo-
logical vector space).
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Definition 2.14. A subset E of a SPN space X is called probably bounded if there exists ω ∈ (0,1) and r > 0 such
that E ⊂ Bω(0; r). A linear functional f : X → R is called strongly bounded if f maps probably bounded subsets of
X to bounded subsets of R. The class of all strongly bounded linear functionals on X is denoted by X∗S .
According to Definition 2.14, BX,1−ω is a probably bounded subset of X, for each ω ∈ (0,1). Thus a linear func-
tional f : X → R is strongly bounded if and only if ‖f ‖ω < +∞ for all ω ∈ (0,1). According to Lemma 2.12, this
implies that X∗S ⊆ X∗1 . As the following example shows, equality may fail between these two spaces.
Example 2.15. Let (X, | · |) be a real normed linear space, with X∗|·| as the corresponding dual space. For a continuous
h ∈ E+ and a continuous t-norm T , using Example 2.7, the triple (X,‖ · ‖, T ), where ‖ · ‖ : X → E+ is defined
by ‖x‖ = |x|h, is a SPN space. If there exists ω0 ∈ (0,1) with h(1 − ω0) = 0, then it is easily seen that ‖f ‖ω0 =
1
h(1−ω0) |f | for all f ∈ X∗|·|. Here |f | stands for the ordinary norm of the linear functional f ∈ X∗|·|. Hence X∗|·| ⊆ X∗1 .
The converse is also true. Thus in this case X∗1 = X∗|·|.
The above argument shows that if h(ω) = 0 for all ω ∈ (0,1), then X∗S = X∗1 = X∗|·|. But if there exists ω1 ∈ (0,1)
with h(1 −ω1) = 0, then BX,1−ω1 = X from which it follows that X∗S = {0}.
By previous discussions, the importance of the subspace X∗S is clear. In fact
Proposition 2.16. Let (X,‖ · ‖, T ) be a SPN space. Then X∗S is the largest subspace of X∗1 that, under its strong
topology, is always a locally convex topological vector space.
Proof. As we have seen above, for f ∈ X∗S , ‖f ‖ω < +∞ for all ω ∈ (0,1), i.e. ‖f ‖ ∈R+. Hence, using the facts
mentioned in Remark 2.11, all is clear. 
3. The probabilistic topology of a SPN space
In this section, we define another topology on a SPN space (X,‖ · ‖, T ), which in general turns out to be coarser
than the strong topology of this space. Moreover, as we will see, it is more deserving to be considered as a topology
with the probabilistic nature.
Throughout this section we will assume that the continuous t-norm T is positive, by which we mean T (u, v) > 0
for all u > 0 and v > 0. We will also assume that for every x ∈ X there is some ω ∈ [0,1) with ‖x‖ω < +∞ (an
assumption without which we encounter with odd situations).
Theorem 3.1. Let (X,‖ · ‖, T ) be a SPN space. For p ∈ X and r > 0 if B(p; r) is defined by
B(p; r) =
⋃
ω∈(0,1)
Bω(p; r) (19)
then the family {B(p; r);p ∈ X, r > 0} forms a basis for a topology on X, under which X is a locally convex and
a locally bounded topological vector space.
Proof. For p ∈ X and r > 0, let x0 ∈ B(p; r). By (19), there is ω ∈ (0,1) such that ‖x0 − p‖ω < r . Let r ′ :=
r − ‖x0 − p‖ω, and consider B(x0; r ′). For y ∈ B(x0; r ′), there is ω′ ∈ (0,1) with ‖x0 − y‖ω′ < r ′. Since T is
positive, T (ω,ω′) > 0. Choose ω′′ ∈ (0,1) with ω′′ < T (ω,ω′). Then
‖y − p‖ω′′ 
(‖y − x0‖ ⊕T ‖x0 − p‖)(ω′′) ‖x0 − p‖ω + ‖y − x0‖ω′ < r
i.e. y ∈ B(p; r) or B(x0; r ′) ⊂ B(p; r). This proves the first assertion of the theorem.
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neighborhoods B(x0; r2 ) and B(y0; r2 ). For x ∈ B(x0; r2 ) and y ∈ B(y0; r2 ) there are ω1 and ω2 in (0,1) such that‖x − x0‖ω1 < r2 and ‖y − y0‖ω2 < r2 . Now, choosing ω < T (ω1,ω2), we will have∥∥x + y − (x0 + y0)∥∥ω  ‖x − x0‖ω1 + ‖y − y0‖ω2 < r
whence follows the continuity of the operation + : X ×X → X.
Using the fact that for every x ∈ X there is some ω ∈ [0,1) for which ‖x‖ω < +∞, and a similar argument as
above, we obtain the continuity of scalar multiplication.
Finally it is easily seen that B(0;1) is convex and bounded. 
Remark 3.2. For p ∈ X and r > 0, if x ∈ X lies in the neighborhood B(p; r) then there is some ω ∈ (0,1) such that
‖x−p‖ω < r . In other words, the distance between x and p, with a probability at least equal to ω, is less than r . Hence
B(p; r) is the set of all elements which lie, with some probability, in a distance less than r , to p. This interpretation
justifies the following definition.
Definition 3.3. Let (X,‖ · ‖, T ) be a SPN-space. We call the topology described in Theorem 3.1 the probabilistic
topology on X, and denote it by τ0.
It is clear that the probabilistic topology is in general coarser than the strong topology. However, unlike the strong
topology, this topology need not be Hausdorff.
Example 3.4. Let (X, | · |) be an ordinary normed linear space, T a continuous t-norm, and h ∈ E+. As we have seen
in Example 2.7, the triple (X,‖ · ‖, T ), with ‖ · ‖ : X → E+ defined by ‖x‖ = |x|h, is a SPN space.
If h ≡ 1 then, using (19), the probabilistic topology on X coincides with the corresponding strong topology, and in
fact the norm topology of X.
On the other hand, if h ∈ E+ is chosen with h(0) = 0, then for r > 0,
B(0; r) = {x ∈ X ∣∣ ∃ω ∈ (0,1), |x|h(ω) < r}= X.
Hence {0} =⋂r>0 B(0; r) = X.
It is a known fact that the topology of a locally convex space is induced by an appropriate family of semi-norms.
In fact, if B0 is a local base at 0, consisting of convex sets, then the family of semi-norms {PB;B ∈ B0}, where
PB : X → R is the Minkowski functional of B (or the gauge of B), induces the topology of X (see [7]). Now in the
case of a SPN space, this family of semi-norms reduces to just one single semi-norm.
Proposition 3.5. Let (X,‖ · ‖, T ) be a SPN space. Then, under its probabilistic topology, X is a semi-normed linear
space, with the corresponding semi-norm p0 : X → R given by p0(x) = ‖x‖0 for all x ∈ X.
Proof. Let p0 : X → R be the Minkowski functional of the circled convex subset U = B(0;1). We remind that p0 is
defined as follows
∀x ∈ X p0(x) = inf{λ > 0 | x ∈ λU}.
Hence
p0(x) = inf
{
λ > 0
∣∣ ∃ω ∈ (0,1); ‖x‖ω < λ}.
Using the right continuity of the map ‖x‖ : [0,1) → R, it is easily seen that p0(x) = ‖x‖0. It is also clear that B(0; r) =
{x ∈ X | p0(x) < r}, for r > 0. Hence the semi-norm p0 : X → R induces the probabilistic topology on X. 
Corollary 3.6. Let (X,‖ · ‖, T ) be a SPN space equipped with the topology τ0, and N := {0} = {x ∈ X; ‖x‖0 = 0}.
Then, X equals the topological direct sum of N and a normable subspace M (with the corresponding norm x → ‖x‖0,
for x ∈ M). Moreover, M∗ = X∗, the dual space of (X, τ0).0
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to show that the linear projection map P : X → N ⊂ X is continuous, or, equivalently, bounded. But f (N) = {0}, for
all f ∈ X∗0 . Hence f (P (E)) is bounded for all bounded subsets E of X (in fact for all subsets E of X), and for all
f ∈ X∗0 . This proves the above assertion. Now the rest is clear. 
Before closing this section, we consider the structure of the dual space X∗0 . According to Corollary 3.6, X∗0 is
the dual space of a normable subspace of X. Hence it is a Banach space, with the corresponding norm ‖f ‖1 :=
sup‖x‖01|f (x)|. The notation ‖ · ‖1, for the norm of this space, is justified by the following proposition.
Proposition 3.7. For f ∈ X∗0 ,
‖f ‖ω  ‖f ‖1 (20)
for all ω ∈ [0,1).
Proof. The proof follows easily from the fact that BX,1−ω ⊆ BX,0 := {x ∈ X | ‖x‖0  1} for all ω ∈ (0,1). 
According to Definition 2.14, it is clear from Proposition 3.7 that X∗0 ⊆ X∗S ⊆ X∗1 . We have to note that, in general
there is a sharp distinction between the two spaces X∗0 and X∗1 , i.e. while for f ∈ X∗1 , ‖f ‖ω may equal +∞ for some
ω ∈ (0,1), the elements of X∗0 have always bounded probabilistic norms. In comparison with these two extremes, it
seems that the elements of X∗S behave more reasonably, i.e. for f ∈ X∗S , ‖f ‖ lies in R+ with out being necessarily
bounded. We now search for a topology on X, necessarily between τ0 and τ1, under which the dual space equals X∗S .
4. The inductive topology
In this section we assume that T = M . According to (11) and Theorem 2.5, for each ω ∈ (0,1), the map
‖ · ‖ω :X → R is a semi-norm. Let τω be the corresponding locally convex topology on X. The following theo-
rem, which asserts the existence of the inductive topology in a special case, is a classic theorem in functional analysis
and can be found, in a more general setting, in [7]. For the sack of completeness, we give here the essential outlines
of the proof.
Theorem 4.1. There is a strongest locally convex topology τ+0 on X, under which the identity map I : (X, τω) →
(X, τ+0 ) is continuous, for each ω ∈ (0,1).
Proof. Let P be the family of all semi-norms p : X → R, continuous under all the topologies τω, ω ∈ (0,1). Note that
p0 ∈ P (see Proposition 3.5 for the definition of p0). Hence P = ∅. Let τ+0 = σ(X,P), the weakest topology on X
under which all elements of P are continuous. It is easily seen that the topology τ+0 satisfies the desired properties. 
Using the proof of the above theorem, we have
τ0 ⊆ τ+0 ⊆ τω ⊆ τ1 (21)
for all ω ∈ (0,1), without equality necessarily hold between these topologies.
Example 4.2. Let (X, | · |) be a real normed linear space, and h ∈ E+. As we have seen in Example 2.7, if ‖·‖ : X → E+
is defined by ‖x‖ = |x|h, then the triple (X,‖ · ‖,M) is a SPN space. Now we consider the following cases:
(i) h(0) > 0. In this case, for r > 0 and each ω ∈ (0,1), we have
Bω(0; r) =
{
x ∈ X ∣∣ |x|h(ω) < r}= B(0; h(0)
h(ω)
r
)
∈ τ0.
Hence τ0 = τ+ = τω = τ1, for all ω ∈ (0,1).0
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Bω1(0; r) = Bω2
(
0; h(ω2)
h(ω1)
r
)
,
i.e. τω1 = τω2 . Hence τ1 = τω, for all ω ∈ (0,1). Since τ+0 is the strongest locally convex topology on X for
which the identity map I : (X, τω) → (X, τ+0 ) is continuous, and since τω is also a locally convex topology, we
have τ+0 = τω = τ1. On the other hand, as in Example 3.4, τ0  τ1.
(iii) There exists some ω0 ∈ (0,1) such that for ω ∈ (0,ω0), h(ω) = 0, and for ω ∈ (ω0,1), h(ω) > 0. Using the same
arguments as above, it is easily seen that
τ0 = τ+0 = τω1  τω2 = τ1
for all ω1 ∈ (0,ω0) and ω2 ∈ (ω0,1).
Example 4.3. Let (X, | · |) and (Y, | · |) be normed linear spaces, and g,h ∈ E+. If ‖ · ‖ : X × Y → E+ is defined by
‖(x, y)‖ = |x|h+|y|g, then it is easily seen that (X×Y,‖·‖,M) is a SPN space. Suppose h and g satisfy, respectively,
the conditions of part (ii) and part (iii) of the previous example. For ω1,ω2 >ω0, let α := min{h(ω1)h(ω2) ,
g(ω1)
g(ω2)
}. Then, for
r > 0, we have
Bω1(0;αr) ⊆ Bω2(0; r)
which implies that τω1 = τω2 . Thus τ1 = τω for all ω > ω0.
On the other hand, for 0 < ω < ω0, it is easily seen that τω = {U × Y | U ∈ τX,ω}, where τX,ω is the locally
convex topology on X corresponding to the semi-norm ‖ · ‖ω = | · |h(ω) : X → R. Hence, using the arguments as in
Example 4.2, part (i), we have
τ+0 = {U × Y | U ∈ τX,ω} = {U × Y | U ∈ τX,1}
where τX,1 is the strong topology on X, corresponding to the probabilistic norm ‖ · ‖ = | · |h.
Thus, in this example τ0 = {∅,X × Y }  τ+0  τ1.
We now construct a local base for this topology. Let U ⊂ X be a τ+0 -open neighborhood of 0. By (21), for each
ω ∈ (0,1) there is a rω > 0 such that Bω(0; rω) ⊂ U . Hence ⋃ω∈(0,1) Bω(0; rω) ⊂ U . It is easily seen that the reals
rω can be changed (if necessary) so that the function ω → rω be a non-decreasing and right-continuous function on
(0,1). (In fact we can make use of a step function in R+ which, for every ω ∈ (0,1) is less than or equal rω .)
This leads us to the following consideration. Let R+0 be the set of all ρ ∈R+ such that ρ(ω) > 0 for ω > 0. For
ρ ∈R+0 , let B(0;ρ) be defined as follows
B(0;ρ) = {x ∈ X ∣∣ ∃ω ∈ (0,1) ‖x‖ω < ρ(ω)}= ⋃
ω∈(0,1)
Bω
(
0;ρ(ω)).
As we have already seen, if U is an open neighborhood of 0 in (X, τ+0 ), then there is ρ ∈R+0 such that B(0;ρ) ⊂ U .
Despite this fact, the family {B(0, ρ) | ρ ∈R+0 } does not necessarily form a local base at 0 for this topology. In fact,
the set B(0, ρ) is not necessarily convex. We can overcome this defeat as follows.
Lemma 4.4. The family B0 := {co(B(0;ρ)) | ρ ∈R+0 }, where co(B(0;ρ)) is the convex hull of B(0;ρ), forms a local
base at 0 for the topology τ+0 .
Proof. The sets co(B(0;ρ)), ρ ∈R+0 , satisfy the following properties.
(i) For each ρ ∈R+0 , co(B(0;ρ)) is absolutely convex and absorbing.
(ii) For ρ1, ρ2 ∈R+0 , if ρ := min{ρ1, ρ2} then ρ ∈R+0 and B(0;ρ1)∩B(0;ρ2) = B(0;ρ). Hence
co
(
B(0;ρ))⊆ co(B(0;ρ1))∩ co(B(0;ρ2)).
(iii) For ρ ∈R+, co(B(0;ρ))+ co(B(0;ρ)) ⊆ co(B(0;2ρ)).0
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vector space, and B0 is a neighborhood base at 0 (not necessarily of open sets) for τ . It is easily seen that the identity
map I : (X, τω) → (X, τ) is continuous for all ω ∈ (0,1). Hence, by Theorem 4.1, τ ⊆ τ+0 .
The reverse inclusion follows from remarks just before this lemma, and the fact that τ+0 has a local base consisting
of absolutely convex subsets. 
Corollary 4.5. The dual space of (X, τ+0 ) equals X∗S .
Proof. Suppose f ∈ X∗S . By (18), |f (x)| ‖f ‖1−ω‖x‖ω, for all ω ∈ (0,1). Hence for f = 0, we have ‖f ‖1−ω = 0,
or equivalently supx∈BX,ω |f (x)| = 0, for all ω ∈ (0,1). Let ρ : [0,1) → R be defined as
∀ω ∈ (0,1) ρ(ω) = 1
supx∈BX,ω |f (x)|
and ρ(0) := infω∈(0,1) ρ(ω). Then ρ ∈R+0 and |f (x)| ‖x‖ωρ(ω) for all ω ∈ (0,1). Hence B(0;ρ) ⊂ f−1(−1,1), which
implies that
co
(
B(0;ρ))⊂ f−1(−1,1).
Thus f ∈ (X, τ+0 )∗. The converse is clear. 
We have to note that Corollary 4.5 could also be obtained directly from the properties of inductive limit topology,
and without any reference to the structure of the local base of τ+0 .
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