Abstract. A subset of a group is said to be product-free if it does not contain three elements satisfying the equation xy = z. We give a negative answer to a question of Babai and Sós on the existence of large product-free sets by model theoretic means. This question was originally answered by Gowers. Furthermore, we give a natural and sufficient model theoretic condition for a group to have a large productfree subset, as well as a model theoretic account of a result of Nikolov and Pyber on triple products.
Introduction
Babai and Sós [1] asked whether there exists a constant c > 0 such that every finite group of order n has a product-free set of size at least cn, where a product-free set of a group is a subset that does not contain three elements x, y and z satisfying xy = z. While they proved in [1, Cororally 7.8 ] that a solvable group of order n has a product-free set of size at least 2n/7, a negative answer to their question was obtained by Gowers [9] .
The key parameter of a finite group that plays a fundamental role in Gowers proof is the minimum dimension of a non-trivial unitary representation of the given finite group. Using a result of Frobenius asserting that PSL 2 (q) has no non-trivial unitary representation of dimension less than (q − 1)/2, as well as facts concerning quasirandom bipartite graphs, Gowers showed that for a sufficiently large q the group PSL 2 (q) has no product-free subset of size cn 8/9 , where n is the order of the group PSL 2 (q) and c > 0 is a constant given beforehand.
From a more abstract point of view, Gowers related the existence of low dimensional unitary representations with the existence of product-free sets of large density, by providing an upper bound for the size of a product-free set in terms of the minimum dimension of a non-trivial unitary representations. This is the content of [9, Theorem 3.3 ]. An easy but remarkable consequence of this theorem, noticed by Nikolov and Pyber in [21, Corollary 1] , is the I would like to thank Gabriel Conant for fruitful discussions and comments. Research partially supported by the program MTM2017-86777-P and the European Research Council grant 338821.
following: Given a group G of order n without a non-trivial unitary representation of dimension less than d, we have that G = A 3 for any subset A of G of size at least n/ 3 √ d.
From the point of view of model theory, these results resemble to some kind of amalgamation principle for definable ternary relations. This intuition comes from the work of Cherlin and Hrushovski [4] which later played a major role in the development of model-theoretic simplicity, see for instance [4, Lemma 6.1.14] or its generalization to simple theories due to Pillay, Scanlon and Wagner [25] . These latter results are obtained due to the existence of the so called stabilizer subgroup, a suitable normal subgroup of small index. In the context of nonstandard finite groups, which may be think of suitable model theoretic limits of finite groups, the existence of such a subgroup was proven by Hrushovski [11] , who used it to establish links between model theory and finite combinatorics. Roughly speaking, Hrushovski's Stabilizer Theorem corresponds to a nonstandard version of a refinement of a theorem of Sanders [27] from finite combinatorics; we refer to [19] for a model theoretic treatment of Sanders' Theorem.
The aim of this paper it to give a model theoretic account of a qualitative analogue of the aforementioned results of Gowers, as well as the corollary obtained by Nikolov and Pyber. This is the content of our main result, Theorem 4.8. As an application of it, we recover the following qualitative version of the results of Gowers and Nikolov and Pyber, see Corollary 4.10. On the other hand, we first point out in Section 3 that the existence of the stabilizer subgroup allows us to answer negatively the original question of Babai and Sós, giving an alternative proof to the one of Gowers. Afterwards, we use the structure theorem of approximate subgroups due to Breuillard, Green and Tao [3] to recover a qualitative version of a result of Gowers [9, Theorem 4.8] , later improved by Nikolov and Pyber [21, Corollary 5] , concerning the existence of finite or abelian quotients. Despite obtaining only qualitative bounds, our approach yields some information on the relation between the given product-free set and the obtained quotient subgroup. In particular, we get the following result for finite groups as a consequence of Corollary 3.9. Our argument to deduce this not only uses the structure theorem of approximate subgroups but also the existence of the stabilizer subgroup as described by Hrushovski. In contrast, regarding finite groups of a given exponent, the structure theorem of approximate subgroups can be omitted. In fact, in this situation we obtain a stronger result concerning the existence of bounded index subgroups. In the sequel this appears as Corollary 5.4. (a) it is contained in (AA −1 ) 2 with |H \ AA −1 | < η|G|, and
Observe that in both statements we obtain some suitable proper quotient, which turns out to be either finite or abelian. The explanation from a model theoretic point of view has to do with the existence of a non-trivial definable group compactification associated to a given ultraproduct of finite groups. In fact, the existence of such a non-trivial group compactification also explains why in the finite exponent case one always obtains a proper subgroup of finite index. The reason is that in this case, the group compactification will be a profinite group.
The notion of definable group compactification is carefully explained and studied in Section 4 and 5, which contain the main model theoretic content of the paper. In particular, in Section 4 we prove our main model theoretic results by showing in Theorem 4.8 that such a definable group compactification is non-trivial if and only if there exists a large product-free subset. Furthermore, in Theorem 4.8 we also prove the nonstandard version of Gower's Theorem [9, Theorem 3.3] as well as the derivation of exponent 3 obtained by Nikolov and Pyber, from which we deduce Theorem 1.1 stated above.
A non-standard formulation
As discussed in the introduction, for our purposes it is convenient to consider nonstandard finite groups. We assume the reader is familiarized with nonstandard methods, but we recall here some of the basic properties making special emphasis on definable issues.
In the literature one can find different ways to consider nonstandard mathematical objects. One natural way is to work in a nonstandard model of set theory, which is precisely the approach considered in [24] . However, this elegant construction to handle nonstandard objects might not be the easiest one for those reader not versed in mathematical logic. Consequently, we give a more specific procedure to consider nonstandard structures, assuming that the reader is familiar, up to some extent, with model theory. We first recall some basic notions. For a detailed treatment, we refer to Section 4 of [5] , as well as to the Appendix of [6] for another exposition.
Logical preliminaries.
A structure M consists of a family (S i ) i∈I of nonempty sets S i , and of a family (R j ) j∈J of relations R j of S i 1 × . . . × S im on these sets, with the finitely many indices i 1 , . . . , i m depending on j. We think of the sets S i as the underlying sorts or basic sets of the structure, and the relations R j as its primitives. It is assumed that equality is a primitive binary relation in every sort. From a logical point of view, we regard the structure M as an I-sorted structure in the language L consisting of symbols for the primitive relations R j with j ∈ J.
For instance, a group or a ring can be seen as a 1-sorted structure with the domain as a basic set and the graph of their algebraic operations as primitives.
The definable sets of a structure M are those subsets of Cartesian powers of M that are obtained from the primitive relations in finitely many steps using the following operations: intersection, union, complement, Cartesian product and image under a co-ordinate projection. Alternatively, the definable sets are the solution sets of formulas φ(x 1 , . . . , x n ) in L, where each variable x i is of a specific sort. Furthermore, given an I-sorted subset A = (A i ) i∈I of M , we can expand the language by naming parameters, that is to say for each element a i ∈ A i we add as a primitive the relation {a i }. In this way we expand the language L to L(A) and so the L-structure M is tautologically expanded to an L(A)-structure, which we also denote by M . In particular, we can now speak of A-definable sets of M , that is to say definable sets of M defined with parameters coming from A. From now on, by a definable set in the structure M we mean a definable set with parameters from M .
As usual in nonstandard methods, to ensure that our ambient structure enjoys of some model-theoretic compactness, we may take it to be κ-saturated for a suitable infinite cardinal κ. We remind here that κ-saturation means that any intersection of less than κ many definable subsets is non-empty, provided that all finite sub-intersection are. Let us remark that any infinite structure is elementarily equivalent to a κ-saturated structure for all κ ≥ |L|, by compactness. For many arguments, it is enough to take κ = ℵ 1 in which case one can take M to be an ultraproduct of finite structures.
Assuming that the structure M is κ-saturated, we can thus consider typedefinable sets which are by definition the intersection of less than κ many definable sets. In particular, a definable set is type-definable and in fact, an easy compactness argument yields that a set is definable if and only if its complement and itself are both type-definable. If X is a type-definable set, we usually denote by X(x) the partial type defining it, that is to say the collection {X i (x)} i∈I of formulas X i (x) such that X = i X i , and viceversa.
We remind that if the structure M is κ-saturated for a sufficiently large cardinal κ (e.g. κ strongly inaccessible), then a set is type-definable over a small set of parameters A of M if and only if it is type-definable and invariant under the group of automorphism Aut(M/A) of M fixing the set A pointwise.
To finish this introductory subsection, we recall the concept of relative connected component as well as the logic topoloy, since both play an essential role in the paper. For a detailed explanation we refer the reader to Section 2 of [23] . Fix a κ-saturated L-structure M , for a sufficiently large κ, and let 
2.2.
Ultraproducts. Let U be a non-principal ultrafilter on N, that is to say a collection of infinite subsets of N closed under intersections and with the property that either a set or its complement belongs to U. We say a property Q(n) of N holds for U-almost all n if the set of natural numbers satisfying it belongs to U.
Let (M n ) n∈N be an infinite sequence of L-structures in a countable language L. We write U M n to denote the ultraproduct of (M n ) n∈N with respect to U, which is by definition the direct product n∈N M n modulo the equivalence relation ∼ U given by
The ultraproduct of L-structures is again an L-structure which in addition is ℵ 1 -saturated. Another fundamental feature of ultraproducts is the following transfer principle. Theorem 2.1 (Łos' Theorem). Let φ(x 1 , . . . , x m ) be an L-formula and let a 1 , . . . , a m be elements of the ultraproduct U M n of L-structures (M n ) n∈N with representatives (a 1,n ) n∈N , . . . , (a m,n ) n∈N . Then φ(a 1 , . . . , a n ) holds if and only if φ(a 1,n , . . . , a m,n ) holds for U-almost all n.
In this paper we are mainly interested in ultraproducts of finite groups, in which case M n is a 1-sorted structure consisting of a sort for the domain of a finite group and the graph of the group operation as a primitive. In this case, the language is the pure language of groups L gr = {·, −1 }. As we shall see later, it is convenient to enrich the language and consider finite groups with some additional structure. Definition 2.2. A subset X of an ultraproduct U G n of finite groups (G n ) n∈N is said to be internal if there is a sequence (X n ) n∈N such that each X n is a subset of G n and X = U X n .
We see that every definable set in the group language L gr is internal, but the converse its not true. The collection of all internal subsets forms a Boolean algebra which is left and right translation-invariant under the group multiplication.
Let G be the ultraproduct U G n of finite groups (G n ) n∈N . We define a finitely probability measure on the Boolean algebra of its internal sets, which is left and right translation-invariant under the group multiplication. To do so, consider the ultraproduct R * = U R of the ordered field of real numbers, which is an ordered real closed field, and note that R embeds into R * . We call the elements of R * nonstandard real numbers. We can assign to each internal subset A = U A n the nonstandard real number |A| corresponding to the equivalence class of (|A n |) n∈N in R * . A nonstandard real number r ∈ R * with the property that it is bounded above or below by some real number is called finite. The standard part map st assigns to each finite nonstandard real number a * the unique real number a such that |a * − a| < This measure is easily seen to be stable under left and right multiplication, i.e. µ(gA) = µ(A) = µ(Ag) for any g ∈ G and any internal subset A.
An internal subset of G is said to be a null set if it has measure zero, and nonnull otherwise. We also say that a subset, not necessarily internal, is wide if all its internal supersets are non-null. The collection of internal null sets for an ideal, that is to say it is a proper collection of subsets which is closed under containment and finite unions. One of the main technical problems we encounter is that this ideal nor the measure are a priori invariant under automorphisms. To circumvent this issue one can expand the language, as we explain in the next subsection.
To finish this subsection, we give an easy but relevant fact on the counting measure.
Lemma 2.3. Let G be an ultraproduct of finite group and let A and B be two internal subsets of it. Then there exists some element
Proof. Let G = U G n be an ultraproduct of finite groups and suppose that A = U A n and B = U B n . Observe first that for every n, there is always an element u n ∈ A n B −1 n such that A n ∩ u n B n has maximal size among all subsets of this form. Furthermore, an easy counting argument yields
and so |A n ||B n | ≤ |A n B −1 n ||A n ∩ u n B n |. Setting u to be the ultraproduct of (u n ) n∈N , we see that |A||B| ≤ |AB −1 ||A ∩ uB|. Dividing out by |G| 2 and taking the standard part we obtain the desired equation.
2.3. Nonstandard finite groups. As pointed out before, it is convenient to consider richer languages in a way that (i) internal sets become definable and (ii) the measure described above is invariant. To do so, we "canonically" expand the structure of finite groups.
Let G be a finite group. Consider the structure consisting of one sort for the finite group G with the graph of its group operation as a primitive, another sort for the ordered field of the real numbers R with primitives for the graph of the order and the algebraic operations. Furthermore, we also add a sort for the power-set P(G m ) of each Cartesian power of the group G, with a primitive ∈ m on G m × P(G m ) defining the membership relation:
Finally, for each m we add as a primitive the graph of the cardinality function from P(G m ) to R. We denote by L * the language consisting of sorts and symbols for these primitives.
Seeing a finite group G as a "finite L * -structure", note that any subset of the Cartesian power G m of G is definable by the same L * -formula, varying the parameters. Namely, a subset A of G m is defined by the formula x ∈ m A, where we identify the set A with its corresponding name in the sort P(G m ).
We remark that any ultraproduct of finite groups can also be expanded to an L * -structure in a way that the resulting L * -structure is an ultraproduct of finite L * -structures. Furthermore, the paragraph above yields that a subset of any ultraproduct G of finite groups is internal if and only if it is L * -definable. In particular, this yields that the logic compactness theorem as well as Łos' Theorem hold for internal sets, see [3, Appendix A] for another approach.
Along the paper, it may be convenient to consider saturated elementary extensions of an ultraproduct of finite L * -structures. This motivates the following terminology 1 .
Definition 2.4. By nonstandard finite group we mean an infinite group G which as an L * -structure is elementarily equivalent to an ultraproduct of finite L * -structures.
Before finishing the subsection, let us remark that working in the L * -language there is no harm in passing from one model to another, since elementary properties are precisely inherited from the finite structures. More precisely, notice that a definable set A in a nonstandard finite group corresponds to the solution set of the L * -formula x ∈ m A, for a suitable m. Moreover, the graph of the cardinality function is L * -definable and hence the value of the counting measure of a set only depends on the formula defining it, not on the model we are working on. This allows us to work without loss of generality in a sufficiently saturated nonstandard finite group. In this situation, the ideal of definable null sets, which is an S1-ideal in the sense of [11, Definition 2.8], is ∅-invariant under automorphisms of the ambient structure and consequently, the work of Hrushovski around stabilizers applies.
Stabilizers and product-free sets
Recall that we denote the set of realization of a collection of formulas X(x) by X, and viceversa. In particular, we write p for the set of realizations of a complete type p(x). Hence, we say that a partial type is wide if its set of realizations is. Note that a compactness argument yields that any wide partial type can be extended to a complete wide type over any set of parameters, since the collection of definable set of measure zero form an ideal. As usual, we denote the space of types that concentrate on a definable set X by S X (M ).
3.1.
Hrushovski's stabilizer. Let G be a nonstandard finite group definable in a very saturated structureM . By definable we mean in the sense of the expanded language L * .
Given a complete type p(x) ∈ S G (M ) over a small model M we define the set st(p) = {g ∈ G : gp ∩ p is wide}.
We see that this set contains the identity element of G and it is symmetric, in the sense that it is closed under taking inverses. The stabilizer of p is the group generated by the set st(p). We denote it by Stab(p).
Now, in view of Theorem 3.5 and Corollary 3.6 of [11] we obtain the following result. In fact, in our framework it is more convenient to apply Theorem 2.12 (taking X = G) together with Proposition 2.13 and 2.14 of [20] , which is a variant of the aforementioned results of Hrushovski. In any case, we may conclude: 
Proof. Note first that H = G 00 M ′ for any small model M ′ containing the parameters of H; in particular, this holds for M . Using Lemma 2.3, by compactness we can find an element g of G such that p 3 ∩ gp 2 is wide. Let N be an elementary extension of M containing this element g and let q(x) ∈ S G (N ) be wide extensions of (p 3 ∩ gp 2 )(x). Note that q is a subset of H, as so is p 3 . On the other hand, the right translate p 1 g −1 of p 1 is wide, since the ideal of measure zero sets is preserved under right translation. Let r(x) ∈ S G (N ) be some wide extension of the wide type (p 1 g −1 )(x) and note that the set r is contained in H as well, since g ∈ p 3 p −1 2 ⊆ H. As H = G 00 N , applying Theorem 3.1 we see that−1 contains r and so
For the second part, let h ∈ H be an arbitrary element and consider the type-definable wide set hp −1 3 . Let now M ′ denote a small model containing M and h, and let p ′ 3 (x) ∈ S G (M ′ ) be a wide type extending (hp
and p 2 (x) respectively. Applying the first part of the statement, we find some elements
. By construction, we get some a ∈ p 3 such that
The following fundamental observation relates product-free sets with the stabilizer subgroup, yielding that product-free types are precisely those types which are entirely contained in a proper coset of its stabilizer. Proof. Assume that p is product-free. By Theorem 3.1 we know that pp −1 p is a coset of Stab(p). Therefore, to obtain (b) it is enough to show that pp −1 p = Stab(p). Suppose to get a contradiction that pp −1 p = Stab(p). As the identity element belongs to pp −1 , we then have that p is contained in Stab(p). Furthermore, since the set Stab(p) \ st(p) is contained in a union of M -definable sets of measure zero by Theorem 3.1, we see that p is a subset of st(p). Thus we get that p is contained in pp −1 and so p 2 ∩ p = ∅, a contradiction.
To see (b) ⇒ (c), suppose that pp −1 p is a proper right coset, say Stab(p)u, of Stab(p). It then follows that p is contained in Stab(p)u and so
Thus (pp −1 ) m p is contained in the coset Stab(p)u and so it is product-free. Finally, taking m = 0 we get (c) ⇒ (d) and obviously (d) implies (a), which finishes the proof. Proof. For otherwise, assume that there is a constant c > 0 and an integer r such that for each positive integer n we can find a finite simple non-abelian group G n of Lie type of Lie rank r containing a product-free set A n with |A n | ≥ c|G n |. Fix a non-principal ultrafilter U on N and consider the ultraproduct G = U G n of (G n ) n∈N with respect to U, seen as a nonstandard finite group living in a structure M . Let A = U A n , an internal productfree subset of G. Note that A is indeed definable in M and moreover it satisfies |A| ≥ c|G|.
Let M * be some κ-saturated elementary extension of M , for some sufficiently large cardinal κ. Let G * and A * be the interpreation in M * of the formulas G(x) and A(x). Notice that A * has the same measure as A and it is productfree. Thus, we can find a complete wide type p(x) ∈ S G (M ) containing the formula A(x), which is necessarily product-free. Using Theorem 3.1 and Lemma 3.3, we see that Stab(p) is a proper normal subgroup of G * of bounded index.
On the other hand, we know by a result of Point [26, Corollary 1] that G is a simple group. This means that the conjugacy class a G generates the whole group G for every non-trivial element a ∈ G, that is to say
As G is ℵ 1 -saturated, there exists some integer k with the property that
for every non-trivial element a of G. Since this is an elementary property in the language of groups, the same is true of G * and so G * is a simple group. Hence, we get that Stab(p) is the trivial group and so G * has bounded size, a contradiction as κ was taken to be arbitrarily large.
Let us remark that in [9] , Gowers answers negatively the question of Babai and Sós for the family of all finite simple non-abelian groups. This can be deduced from Theorem 4.6 and 4.7 there. To obtain this more general result, note that the same proof as above will work for any ultraproduct without bounded index subgroups. For an ultraproduct of finite simple non-abelian groups, one can get this by following the lines of the proof of 3.3. Approximate subgroups. Next we obtain a structure theorem for arbitrary finite groups. Apart from the stabilizer theorem presented in the previous section, we need the structure theorem of approximate subgroups [3] . Consequently, before proceeding we briefly recall the definition and some results concerning approximate subgroups.
Definition 3.5. Let k ≥ 1. A subset A of a group G is a k-approximate subgroup if it is symmetric, contains the identity and A 2 is contained in XA for some symmetric subset X of size at most k.
Of course, a subgroup is an example of an approximate subgroup but there are many other examples. For instance, any large set with respect to the counting measure is an approximate subgroup. This can be deduce from the following version of Ruzsa's Covering Lemma, see for instance [19, Fact 5] . Since its proof is short, we include if for completeness. Proof. The set AA −1 is symmetric and contains the identity element. Now, take X to be a maximal subset of G such that xA ∩ yA = ∅ for every two distinct elements x, y ∈ X. We see that
implying that |X| ≤ k. In addition, we get that G and hence (AA −1 ) 2 are contained in XAA −1 by maximality of X.
We need [3, Theorem 4.2] due to Breuillard, Green and Tao, which corresponds to the nonstandard version of the main result of their paper, see also [3, Theorem 1.6] . In fact, we state it in a weaker form which is enough for our purposes since we only aim towards qualitative statements concerning finite group. We also refer the reader to [5] for an excellent survey as well as to some unplished notes of Hrushovski [12] for an entirely model-theoretic treatment of the following result. Notice that this structure theorem can be trivialised if A 4 = G, since then one can take G 0 = N = G. Our aim is to apply Theorem 3.7 to a set of the form AA −1 where A is a given product-free subset. However, a priori the set (AA −1 ) 2 might equal to the whole group; for instance this is easily seen to happen in cyclic finite groups when A is a large enough product-free set. Nevertheless, as we see, one can circumvent this issue by using an easy compactness argument when working in the ultraproduct. (i) the set A 4 contains N and it is properly contained in G, and (ii) the group G 0 /N is nilpotent.
Proof. As usual, we see G as a nonstandard finite group defined in a suitable structureM . Let M be an elementary substructure ofM of countable size and let p(x) ∈ S G (M ) be a wide type containing the formula A 0 (x). Since A 0 is product-free, so is p and consequently pp −1 is contained in a proper subgroup of G by Lemma 3.3. In particular, we then have that (pp −1 ) 4 G and consequently, a compactness argument yields the existence of an Mdefinable superset B of p, contained in A 0 , such that (BB −1 ) 4 G. Note that B is an internal set and has positive measure, since it contains p. Set A = BB −1 . By Fact 3.6, we see that A is a k-approximate subgroup, for a suitable positive integer k, and also that it is left k-generic.
Using now Theorem 3.7, we obtain an internal subgroup G 0 of A of finite index in G and an internal normal subgroup N of G 0 satisfying the desired properties.
We now can deduce the finitary version of this result. Proof. Otherwise, there exists some constant c > 0 such that for every positive integer n we can find a finite group G n containing a product-free set A n with |A n | ≥ c|G n | witnessing a contradiction.
Let G = U G n be the ultraproduct of (G n ) n∈N with respect to the nonprincipal ultrafilter U on N, and let B denote the internal set U A n . Thus, the set B has positive measure and is product-free. Using Theorem 3.8, we obtain for a suitable k a left k-generic internal subset C of G contained in BB −1 , an internal finite index subgroup H of G contained in C and an internal normal subgroup N of H such that N ⊆ C 4 G and that H/N is nilpotent.
Let d be the nilpotency class of H/N and consider a series of normal internal subgroups
witnessing that H/N is nilpotent. For instance, for l ≤ d, we can take Z l to be the preimage of the iterated center Z d−l (H/N ). Suppose that C is left k-generic. We then have that C = C m 0 for some positive integer m 0 and so there are integers m 1 ≥ . . . ≥ m d such that the subgroups Z l of H are contained in C m l . Since H/N is nilpotent of class d, we can take m d = 4. Now, let (C n ) n∈N and (Z l,n ) n∈N be sequences of sets witnessing that C and Z l are internal subsets of G. Using Łos' Theorem (for internal sets), we see that for U-almost all n the subset C n is a left k-generic set contained in A n A −1 n such that C 4 n is properly contained in G n , each subset Z l,n is a subgroup of G n contained in C m l n with Z 0,n having index [G : H]. In addition, we also get for U-almost all n that
with each quotient Z l,n /Z l+1,n being central in Z 0,n /Z l+1,n . This witnesses that Z 0,n /Z d,n is a nilpotent group of nilpotency class d. However, altogether contradict the choice of G n and A n . Proof. The direction (i) ⇒ (ii) is a mere consequence of Corollary 3.9. Namely, let G be a finite group of order n with a product-free set A 0 of size at least c 1 n, for some constant c 1 > 0. Let m = m(c 1 ) be an integer given by Corollary 3.9 bounding the index of G 0 , where G 0 is the subgroup of G also given by Corollary 3.9. Note that either G 0 is a proper subgroup or it is non-perfect group. Thus, setting c −1 2 = m we get (ii). For the converse, since an abelian group of order m has a product-free set of size at least 2m/7 (see for instance [1, Corollary 7.8]), it suffices to take c 1 = min{c 2 , 2/7}.
Note that in the statement above one can demand the proper subgroup to be normal. To see this, given a subgroup H of a group G consider the group homomorphism G → Sym(G/H) defined by g → τ g , where τ g is the permutation of the coset space G/H mapping xH to gxH. It then follows that kernel of this homomorphism is a normal subgroup of G contained in H and whose index is bounded above by |Sym(G/H)|.
Consequently, combining this with the previous corollary we easily answer negatively the question of Babai and Sós for the family of finite simple nonabelian groups, extending Proposition 3.4. As previously remarked, this is a mere corollary of Theorem 4.6 and 4.7 of [9] . 
Compactifications of ultraproducts
In this section we relate the existence of product-free sets of positive measure with certain definable compactifications. We first recall the definition of compactification of a (discrete) group. Definition 4.1. A compactification of a (discrete) group G is a compact Hausdorff topological group H and a group homomorphism ρ : G → H with dense image.
Among the possible compactifications of G, there is a universal one called the Bohr compactification of G which is usually denote by bG. Namely, a compactification b : G → bG such that for every compactification ρ : G → H there is a unique continuous surjection τ : bG → H such that ρ = τ • b.
Next, we shall explain how one can described and generalize Bohr compactifications from a model theoretic point of view.
Let G be a definable group in some structure M , not necessarily saturated.
Definition 4.2.
A definable group compactification of G with respect to M is a compact Hausdorff topological group H and a group homomorphism ρ : G → H with a dense image satisfying the following continuity property: given two disjoint closed subsets C 1 and C 2 of H then there exists a definable subset C of G such that
When all subsets of G are definable in M , then a definable compactification of G is nothing else than a compactification. But in general, not all subsets of G might be definable. In [8, Proposition 3.4] , it is shown that there is always a universal definable compactification, yielding an alternative proof of the existence of the Bohr compactification. To describe it, consider a κ-saturated elementary superstructure M * of M , for a sufficiently large cardinal κ, and let G * be the interpretation of the formula defining G in M * . Consider the group (G * ) 00 M , the smallest subgroup of G * which is type-definable over M and has bounded index in G * . Then, the universal definable compactification is given by the group G * /(G * ) 00 M equipped with the logic topology and the natural homomorphism from G to G * /(G * ) 00 M induced by the identity embedding from G into G * . As an easy consequence, we can characterise those ultraproducts of finite groups with a trivial Bohr compactification. Let us remark that a group has trivial Bohr compactification if and only if it is type-absolutely connected in the sense of Gismatullin [7, Definition 3.2] .
Corollary 4.4. Let G be an ultraproduct of finite groups. Then bG is trivial if and only if G is perfect and G has no finite index subgroup.
Proof. Suppose that bG is trivial. Thus, the group G has no finite index subgroup. To see that G is perfect we refer the reader to [7, Proposition 3.5] for an easy proof.
For the converse, assume that G is perfect and that G has no finite index subgroup. Note that the latter means that the identity component (bG) 0 of bG equals bG, and the former that
Note that each subset involved in this union is definable in the pure language of groups. Since G is an ℵ 1 -saturated group, a model-theoretic compactness argument yields the existence of some positive integer m such that any element of G can be written as the product of at most m many commutator elements. Now, consider the structure M whose domain is G together with its group structure, as well as a unary relation for each subset of G. Let M * be an elementary extension of M , sufficiently saturated, and let G * denote the interpretation of the formula G(x) in M * . As pointed out before, the Bohr compactification of G is precisely the group G * /(G * ) 00
M equipped with the logic topology. Thus
and therefore the derived subgroup of G * is contained in (G * ) 00 M , by the aforementioned result of Nikolov, Schneider and Thom. On the other hand, since G and G * are elementary equivalent (as pure groups), every element of G * can also be written as the product of at most m many commutator elements of G * . Hence, the group G * is perfect yielding that bG = 1, as desired.
As an easy observation, note that this result (or its proof) yields that an ultraproduct of finite groups (G n ) n∈N has non-trivial Bohr compactification whenever the groups G n are not perfect or the commutator width is not uniformly bounded among the G n , i.e. there is no k such that every commutator element of each G n can be written as the product of k commutator elements.
Internal compactification.
Another natural compactification of an ultraproduct of finite groups is the case when the definable sets and the internal ones coincide. This motivates the following definition: Definition 4.5. Let G be an ultraproduct of finite groups. By an internal compactification of G we mean a definable compactification of G with respect to a structure M such that the Boolean algebras of the internal and definable sets coincide.
We denote the universal internal compactification of G by int bG. For those readers not well-versed in model theory, one can explicitly construct the universal internal compactification by taking the completion of G with respect to the topology on G, whose neighbourhoods of the identity are the internal subsets U of G which admit a sequence (U n ) n∈N of internal subsets of G with U 0 = U satisfying for each n that U 2 n+1 ⊆ U n and U n+1 is symmetric and left generic.
In [24, Theorem 2.2], Pillay proved using the structure theorem of approximate subgroups that the identity component (int bG) 0 of int bG is commutative. In fact, notice that Theorem 3.8 (which also relies on the work of Breuillard, Green and Tao) is a variant of this. Next, we shall prove that these conditions are indeed equivalent, and relate them to the notion of quasirandom, originated in the work of Gowers, which we recall now. Using the Peter-Weyl Theorem, we remark that a group G has a trivial Bohr compactification if and only if it is d-quasirandom for every d ≥ 1. Usually, an infinite group which is d-quasirandom for every d ≥ 1 is also called minimally almost periodic.
A more natural notion of quasirandomness for ultraproducts of finite groups, encompassing the structure coming from the finite setting, is the following. This corresponds to Definition 31 of [2] . Definition 4.7. An ultra quasirandom is an ultraproduct G = U G n of finite groups with the property that for every d ≥ 1, the groups G n are d-quasirandom for U-almost all n.
In general an ultra quasirandom group might not be d-quasirandom for some d ≥ 1. In fact, in [28] Yang provides an example of an ultra quasirandom group which is not even 2-quasirandom. This example appears there as Example 1.7 and it is attributed to Pyber. We present it at the end of this section to describe an ultraproduct G of finite groups with the property that int bG = 1 but bG = 1.
We prove our key result. Proof. Let G denote an ultraproduct of finite groups.
(a) ⇒ (b). Assume that G has no internal product-free set of positive measure. Suppose to get a contradiction that int bG is non-trivial. Let M be the 1-sorted structure with sort G and with primitive relations the graph of the group multiplication as well a unary relation for each internal subset of G. Let M * be a sufficiently saturated elementary extension of M and let G * denote the interpretation in M * of the formula G(x) defining G. As explained above, we know that the int bG is given by the quotient of G * modulo (G * ) 00
M . Any proper coset of (G * ) 00 M is a product-free set of G * and so we can find an M -definable subset A * of G * , containing a proper coset of (G * ) 00 M , which is product-free. Note then that A * is left generic, by model theoretic compactness. Now, let A be the interpretation in M of the formula defining the M -definable set A * . This is clearly an internal product-free set. Furthermore, since saying that the union of a concrete number of translates cover the whole group is an elementary statement, the set A is also left generic. However, this yields that A has positive measure, a contradiction.
(b) ⇒ (c).
Suppose that G has no non-trivial internal compactification, and let A and B be two internal subsets of G of positive measure. By Lemma 2.3, there exists some element g ∈ G with the property that the set A∩ gB −1 has positive measure and denote this internal set by C. Now, regard G as a nonstandard finite group defined in some structure M . Let M * be a sufficiently saturated elementary extension of M and let G * and C * be the interpretation in M * of the formula G(x) and C(x) respectively. Fix some wide type p(x) ∈ S G (M ) extending C(x). Since the assumption yields that G * equals to (G * ) 00 M , using Theorem 3.1 we see that G * \ pp −1 is contained in a union of M -definable sets of measure zero. Thus, any internal superset of pp −1 , for instance C * C * −1 , must have full measure. Note that the value of the measure only depends on the formula and consequently, we get:
Assume now that (c) holds and let A, B and C be three wide subsets of G. To see that G = ABC, take an arbitrary element g of G. Since µ(AB) = 1, an easy computation yields that
and so AB ∩ gC −1 is non-empty, yielding g ∈ ABC.
(d) ⇒ (a). Given an internal set A of positive measure, set B = A and C = A −1 . By assumption, we have that the identity element of G belongs to AAA −1 and so A is not product-free.
(a) ⇔ (e). If G has an internal subgroup of finite index, then any proper coset is an internal product-free set of positive measure. Additionally, if G has an internal abelian quotientḠ, then it has an internal product-free setĀ of positive measure. In fact, one can takeĀ in such a way that |Ā| ≥ 2|Ḡ|/7, by [1, Corollary 7.8] . We then obtain an internal product-free subset A of G with |A| ≥ 2|G|/7; namely, take A to be the pre-image ofĀ under the natural projection from G ontoḠ. Altogether, we see that (a) implies (e).
The converse follows from Theorem 3.8.
Finally, we see the equivalence between condition (f ) and the rest. In fact, the equivalence (e) ⇔ (f ) is precisely [9, Theorem 4.8] . One direction is easy. For the other, one can alternatively use a classical theorem of Jordan asserting that a finite group of U d (C) has an abelian subgroup whose index only depends on d.
It is routine to check, taking ultraproducts and using Łos' Theorem (for internal sets), that the above result can be written as follows for a finite group. We omit to give a proof. 
-quasirandom.
This result corresponds to a qualitative version of results due to Gowers in [9] , where the constants are determined. Furthermore, answering a question of Gowers, Nikolov and Pyber [21, Theorem 3] shown that the statements above are polynomially-equivalent using the Classification of Finite Simple Groups.
Moreover, the equivalence with condition (c) in the previous theorem has the following easy consequence, which corresponds to Theorem 1.1 from the introduction. Proof. Otherwise, there are two constans c > 0 and η > 0 such that for every n we can find some finite d n -quasirandom subgroup G n in a way that lim n d n = ∞ and with the property that G n contains two subsets A n and B n of size at least c|G n | satisfying |A n B n | < (1 − η)|G n |. Consider the ultra quasirandom group G = U G n and set A = U A n and B = U B n . We see that A and B are non-null internal sets and so µ(AB) = 1 by Theorem 4.8. However, this contradicts the fact that |AB| < (1 − η)|G|, by construction.
4.
3. An example. To finish this section, we see that Pyber's example (see [28, Example 1.7] ) yields the existence of an ultraproduct of finite groups where the Bohr compactification and the universal internal compactification do not agree. Example 1. Let p ≥ 5 be a prime and let (G n ) n∈N be an infinite sequence of finite groups G n satisfying the property that G n is a perfect group with an element a n which cannot be written as the product of n + 1 commutator elements, and that the only simple quotient of G n is PSL 2 (F p n ). Such a family of finite groups exists by for instance [10, Lemma 2.1.10]. Now, let G be the ultraproduct U G n of (G n ) n∈N with respect to some non-principal ultrafilter U on N. Let a be the ultraproduct of the sequence (a n ) n∈N and note that it cannot be written as the product of m commutator elements for any m. Consequently, the group G is not perfect and so its Bohr compactification bG is non-trivial by Corollary 4.4, say. On the other hand, we see that any proper normal subgroup of G n has index at least |PSL 2 (F p n )|. Thus, using Łos' Theorem (for internal sets) we see that the group G has no finite index internal proper subgroup and so its universal internal compactification int bG is the trivial group, by Theorem 4.8.
Profinite compactifications
In the previous section we have shown, among other things, the equivalence between having an internal product-free subset of positive measure and admitting a non-trivial internal compactification. Thus, it is natural to expect that some topological or algebraic properties of int bG have some impact on the structure of the group, at the level of internal sets. In particular, given an ultraproduct G of finite groups such that int bG is profinite, we have that G has an internal subgroup of finite index if and only if int bG is non-trivial. Namely, if int bG is non-trivial and profinite, it admits a fundamental system F of open neighbourhoods U of the identity such that each U is an open normal subgroup and U ∈F U = 1. Since an open subgroup is closed of finite index, the preimage of each subgroup U is an internal subgroup of finite index, by definition of internal group compactification. Since a proper coset of a subgroup is a product-free set, we see that the original question of Babai and Sós has a positive answer in a strong way when one restricts the attention to families of finite groups whose ultraproduct admits a non-trivial profinite internal compactification. In fact, using Hrusvhoski's stabilizer theorem we obtain the following structure theorem, asserting that every product-free set is closely related to a subgroup. Proof. Regard G as a nonstandard finite group in some structure M and let M * be a sufficiently saturated elementary extension of M . Let G * and A * be the interpretation in M * of the formula G(x) and A(x) respectively. Fix some wide type p(x) ∈ S G (M ) extending A(x) and note that p is productfree as so is A. Using Theorem 3.1 and Lemma 3.3, we see that Stab(p) is a proper M -type-definable subgroup of G * of bounded index. Furthermore, we have Stab(p) = (G * ) 00 M . It then follows that G * /Stab(p) is a non-trivial profinite group, equipped with the logic topology and consequently, as explained above, we get that Stab(p) is the intersection of M -definable subgroups of finite index.
On the other hand, we know by Theorem 3.1 and Lemma 3.3 that the following holds:
(i) The set Stab(p) \ pp −1 is contained in (pp −1 ) 2 and in a union of Mdefinable sets of measure zero. (ii) The set pp −1 p is a proper coset of Stab(p), say Stab(p)u.
By (i), we see that the M -type-definable group Stab(p) is contained in (A * (A * ) −1 ) 2 and in A * (A * ) −1 ∪ C for some M -definable set C of measure zero. Furthermore, note that Stab(p)u is a subset of A * (A * ) −1 A * by (ii). Thus, a model-theoretic compactness argument yields the existence of an M -definable supergroup H * of Stab(p) such that
In particular, the subgroup H * has finite index in G * and H * \ A * (A * ) −1 has measure zero. In addition, note that the set H * u ∩ A * has positive measure, since it contains p.
Finally, set H to be the interpretation in M of the formula defining H * . As M * is an elementary extension of M and the value of the measure only depends on the formulas, we see that H satisfies the desired properties. Now, consider groups of finite exponent, i.e. groups satisfying the law x m = 1 for some fixed integer m ≥ 1. We point out that the universal internal compactification of an ultraproduct of finite groups of a given exponent is non-trivial and profinite.
Lemma 5.3. Let G be an ultraproduct of finite groups and assume that G has finite exponent. Then, the group int bG is a non-trivial profinite group, i.e. int bG = 1 and (int bG) 0 = 1.
Proof. We first prove that int bG is profinite. To see this, note that int bG is a group of finite exponent, by the description given in the previous section. Thus, the claim follows by using Theorem 4.5 of [14] , which asserts that a compact Hausdorff group of finite exponent is profinite.
To show that int bG is non-trivial, assume that G = U G n . For each n, let H n be a maximal normal proper subgroup of G n and note that every quotient G n /H n is simple. Set H to denote U H n , an internal normal proper subgroup of G.
Suppose that G has exponent m. We may distinguish two cases. If U-almost all quotients G n /H n are cyclic, then all have at most order m. Otherwise, if U-almost all quotients G n /H n are simple non-abelian groups, then U-almost all are isomorphic, since by the Classification of Finite Simple Groups there is only a finite number of finite simple non-abelian groups of exponent m. Therefore, we get that G/H is a finite group and so int bG = 1, as desired.
Therefore, the previous theorem applies to groups of finite exponent. As a consequence, we get the following result in the finite setting. (a) it is contained in (AA −1 ) 2 with |H \ AA −1 | < η|G|, and (b) some coset C of H is contained in AA −1 A with |C ∩ A| ≥ δ|G|.
Proof. As usual in this kind of proofs, we argue by contradiction. Negating the quantifiers, assume that there exists some constants c, η > 0 and m ≥ 1 such that for each natural number n we can find a finite group G n of exponent m containing a product-free set A n with |A n | ≥ c|G n | but G n does not contain a normal proper subgroup H n of index at most k n such that (i) it is contained in (A n A −1 n ) 2 with |H n \ (A n A −1 n )| < η|G n |, and (ii) a right proper coset H n u n of H n is contained in A n A −1 n A n and in addition |H n u n ∩ A n | > (1/n)|G n |. Now, consider the ultraproduct G = U G n of (G n ) n∈N and set A = U A n , an internal set satisfying |A| ≥ c|G|. Note that A is product-free and has positive measure, since one can easily see that µ(A) ≥ c. Since int bG is profinite by the previous lemma, Theorem 5.2 yields the existence of an internal normal proper subgroup H of G of finite index and a proper coset Hx of H which satisfy H ⊆ (AA −1 ) 2 , µ(H \(AA −1 )) = 0 , Hx ⊆ AA −1 A and µ(Hx∩AA −1 ) > 0.
Set γ = µ(Hx ∩ AA −1 ). Let (x n ) n∈N be a sequence with x n ∈ G n whose ultraproduct is x and let (H n ) n∈N be a sequence with H n a subset of G n such that H = U H n . Hence, using Łos's Theorem (for internal sets), we conclude that for U-almost all n the set H n is indeed a normal proper subgroup of G n of index [G : H] satisfying the following properties:
(i) it is contained in (A n A −1 n ) 2 with |H n \ (A n A −1 n )| < η|G n |, and (ii) the right proper coset H n x n of H n is contained in A n A −1 n A n and satisfies |H n x n ∩ A n | ≥ γ|G n |.
However, this contradicts the construction of G n and A n .
6. Final comments 6.1. Small intersections. In many arguments, the only fact about productfree sets that has been used is that the equation xy = z has few solutions, i.e. given a set A the set A 2 ∩ A has measure zero. In fact, in the nonstandard setting it is easy to see that the existence of a non-null set in which the equation xy = z has few solutions yields the existence of a non-null product-free set. This follows by a simple compactness argument and shows that there is no harm to consider only product-free sets. In the finite context this is translated as follows.
Lemma 6.1. For any constant c > 0 and any positive non-increasing function f : N → N with lim n f (n) = 0, there exists a constant η = η(c, f ) such that the following holds. Suppose that G is a finite group of order n containing a subset A of size at least cn such that |A 2 ∩ A| < f (n)n. Then, there exists a product-free subset B of A size at least ηn.
Proof. Otherwise, negating quantifiers, there exists a constant c > 0 and a positive non-increasing function f : N → N such that for each integer n we can find a constant η n > 0 and a finite group G n containing a subset A n of G n of size at least cn satisfying that |A 2 n ∩ A n | < f (n)|G n | but G n has no product-free subset of A n of size at least η n n. It is clear that we can take η n in a way that lim n η n = 0.
Let G = U G n , seen as a nonstandard finite group, and set A to be the internal set U A n . It is clear that µ(A) ≥ c but µ(A 2 ∩ A) = 0. Thus, taking p(x) to be a complete wide type containing the formula A(x), we get that p 2 ∩ p = ∅. Hence, by compactness we can find an internal superset B of p with the properties that B 2 ∩ B = ∅ and B ⊆ A. Note that µ(B) > 0. Therefore, if (B n ) n∈N is a sequence of sets witnessing that B is internal, then using Łos' Theorem we see that for U-almost all n the sets B n are product-free with |B n | ≥ µ(B)|G n |, which yields a contradiction.
Note that a reformulation of the statement gives the following qualitative statement for finite groups. 6.2. Logarithmic density. As we have explained in the introduction the original result of Gowers yields that for any c > 0, there is some positive constant ε > 0 for which there is only a finite number of finite simple non-abelian groups G containing a product-free set A such that |A| ≥ c|G| 1−ε . The methods used along the paper do not provide any information on subsets of large logarithmic density. Thus, it would interesting to develop some model theoretic setting to deal with such a phenomena. Indeed, instead of working with the counting measure, one can work with the so called coarse pseudofinite dimension, which was introduced in [13] . However, no stabilizer-like theorem is known in this setting and therefore it seems that a different proof strategy is needed to obtain results concerning sets of logarithmic density.
