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Résumé
Cette thèse s’intéresse à définir de nouvelles méthodes cliniques d’investigation per-
mettant de juger de l’impact de l’avance en âge sur la motricité. En particulier, cette thèse
se focalise sur deux principales perturbations possibles lors de l’avance en âge : la chute
et l’altération de la marche.
Ces deux perturbations motrices restent encore mal connues et leur analyse en cli-
nique pose de véritables défis technologiques et scientifiques. Dans cette thèse, nous
proposons des méthodes originales de détection qui peuvent être utilisées dans la vie
courante ou en clinique, avec un minimum de contraintes techniques.
Dans une première partie, nous abordons le problème de la détection de la chute à
domicile, qui a été largement traité dans les années précédentes. En particulier, nous pro-
posons une approche permettant d’exploiter le volume du sujet, reconstruit à partir de
plusieurs caméras calibrées. Ces méthodes sont généralement très sensibles aux occul-
tations qui interviennent inévitablement dans le domicile et nous proposons donc une
approche originale beaucoup plus robuste à ces occultations. L’efficacité et le fonction-
nement en temps réel ont été validés sur plus d’une vingtaine de vidéos de chutes et de
leurres, avec des résultats approchant les 100% de sensibilité et de spécificité en utilisant
4 caméras ou plus.
Dans une deuxième partie, nous allons un peu plus loin dans l’exploitation des vo-
lumes reconstruits d’une personne, lors d’une tâche motrice particulière : la marche sur
tapis roulant, dans un cadre de diagnostic clinique. Dans cette partie, nous analysons plus
particulièrement la qualité de la marche. Pour cela nous développons le concept d’utilisa-
tion de caméras de profondeur pour la quantification de l’asymétrie spatiale au cours du
mouvement des membres inférieurs pendant la marche. Après avoir détecté chaque pas
dans le temps, cette méthode réalise une comparaison de surfaces de chaque jambe avec
sa correspondante symétrique du pas opposé. La validation effectuée sur une cohorte de
20 sujets montre la viabilité de la démarche.
Mots clés
Analyse de la marche, détection de la chute, multi-caméras, caméra de profondeur
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Abstract
This thesis is concerned with defining new clinical investigation method to assess
the impact of ageing on motricity. In particular, this thesis focuses on two main possible
disturbance during ageing : the fall and walk impairment.
This two motricity disturbances still remain unclear and their clinical analysis pre-
sents real scientist and technological challenges. In this thesis, we propose novel measu-
ring methods usable in everyday life or in the walking clinic, with a minimum of technical
constraints.
In the first part, we address the problem of fall detection at home, which was widely
discussed in previous years. In particular, we propose an approach to exploit the subject’s
volume, reconstructed from multiple calibrated cameras. These methods are generally
very sensitive to occlusions that inevitably occur in the home and we therefore propose
an original approach much more robust to these occultations. The efficiency and real-
time operation has been validated on more than two dozen videos of falls and lures, with
results approaching 100 % sensitivity and specificity with at least four or more cameras.
In the second part, we go a little further in the exploitation of reconstructed volumes
of a person at a particular motor task : the treadmill, in a clinical diagnostic. In this section
we analyze more specifically the quality of walking. For this we develop the concept of
using depth camera for the quantification of the spatial and temporal asymmetry of lower
limb movement during walking. After detecting each step in time, this method makes a
comparison of surfaces of each leg with its corresponding symmetric leg in the opposite
step. The validation performed on a cohort of 20 subjects showed the viability of the
approach.
Key words
Gait analysis, fall detection, multiple cameras, depth camera
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Le corps humain est capable de prouesses motrices très variées et complexes. Pour y
parvenir, il est nécessaire de mobiliser près de 600 muscles, 200 os et une centaine d’arti-
culations. Pour certains mouvements comme la marche, il en résulte une automatisation
lentement acquise [39]. Cette automatisation s’effectue grâce au système nerveux central
(SNC) qui intègre les informations provenant des capteurs sensoriels pour coordonner les
commandes envoyées au système musculo-squelettique. Cette coordination est primor-
diale et dépend du bon fonctionnement général du SNC. Dès lors, si l’un de ces systèmes
vient à faillir, le mouvement, en tant que résultante, est affecté. Les défaillances peuvent
être le fait de causes très multiples, dont un grand nombre sont plus ou moins directe-
ment dues à l’avance en âge.
Ces dernières décennies, du fait des améliorations de la médecine, la part de la po-
pulation des seniors dans les pays développés augmente de manière significative. L’un
des effets associés au vieillissement est une régression du SNC (avec les pathologies pou-
vant être associées, comme Parkinson ou Alzheimer) et du système musculo-squelettique
(avec les pathologies associées : arthrose, ostéoporose ...). Il en résulte alors une perte de
la qualité du mouvement, que l’on observe tout particulièrement pour la marche et qui
peut conduire, dans certains cas, jusqu’à la chute. Ainsi, la mesure de la qualité de la
marche permet de qualifier le bon fonctionnement des différents systèmes nécessaires au
contrôle du mouvement, en général. Ainsi par une mesure quantitative des paramètres
de la marche, il peut être possible de diagnostiquer certaines pathologies ou encore de
suivre leur évolution.
Globalement, pour effectuer ces diagnostics cliniques, on peut regrouper les ap-
proches en deux grandes familles :
– la mesure d’un paramètre en particulier, en un point de mesure, qui permet d’avoir
une variable unique représentant l’état global du système. C’est le cas des mesures
de type accélérométrique qui ont été utilisées pour quantifier l’irrégularité de la
marche [16] ou bien encore pour détecter la chute d’une personne [28].
– les mesures en de multiples points, comme les systèmes opto-électroniques impli-
quant la pose d’un groupe de marqueurs sur des repères anatomiques. Dans ce cas,
on fait l’hypothèse que l’information pertinente peut être répartie à différents lieux
géographiques du corps, conduisant à des index globaux combinant plusieurs cri-
tères locaux [41]. Généralement, la localisation de ces points de mesure est liée à
un modèle sous-jacent, qui a été défini en fonction des hypothèses initiales sur les
paramètres à observer (généralement les principales articulations mises en jeu).
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De ces deux approches sont nés un grand nombre de systèmes de mesures et d’index
quantifiés qui reposent donc sur un échantillonnage plus ou moins fin du corps humain.
D’un côté, les systèmes mono-point permettent de manipuler un paramètre unique, mais
risquent de passer à côté d’informations locales très pertinentes. D’un autre côté, les
systèmes multipoints tiennent compte d’un grand nombre de paramètres (déterminés à
l’avance) mais rendent difficile l’analyse en raison de la taille du vecteur d’état manipulé.
Dans le domaine biomédical, l’un des grands défis est de définir le jeu minimal de
paramètres (et la méthode de mesure associée) permettant d’effectuer un diagnostic per-
tinent du système de contrôle de la motricité. Dans cette thèse en génie biomédical, nous
proposons de manipuler un échantillonnage beaucoup plus fin du corps humain (aller
au-delà des quelques repères anatomiques utilisés dans les systèmes multipoints), mul-
tipliant les points de mesure, tout en ne retournant que l’information pertinente pour
l’analyse clinique de la motricité. Pour cela, nous mettons en œuvre un nouveau type de
mesure fondé sur l’enveloppe tridimensionnelle du sujet que nous illustrons dans deux
applications complémentaires : la détection de la chute et la mesure des troubles de la
marche.
En plus des aspects fondamentaux, il est important de rappeler que cette thèse s’est
effectuée dans le cadre d’une convention Cifre qui implique un partenaire industriel et,
donc, des résultats pratiques pouvant être facilement transférables. Dans le cas de cette
thèse, l’industriel est une clinique, les "Ateliers de la marche", qui demande donc une
portée clinique à ces recherches. Les méthodes abordées dans cette thèse doivent donc
tenir compte de ces contraintes afin de proposer des méthodes facilement utilisables en
clinique.
La suite du mémoire se focalise sur le cas particulier de la marche qui est l’un des
mouvements les plus étudiés d’un point de vue clinique. Dans un premier temps, nous
rappelons les principaux systèmes mis en jeu dans le contrôle de la motricité, et en parti-
culier la marche. Nous présentons ensuite la marche d’un point de vue général, et com-
ment les principales pathologies liées à l’avance en âge peuvent l’affecter. De là, nous
donnons les principaux objectifs de la thèse et présentons plus précisément le plan du
mémoire.
21
1.1 Systèmes mis en jeu dans le mouvement de la marche
La marche est un mouvement quotidien, que l’on acquiert dès le plus jeune âge, mais
qui fait intervenir de nombreux processus de contrôle. Dans cette section, nous décri-
vons les deux principaux systèmes mis en jeu dans le contrôle de la marche : le système
musculo-squelettique qui fait référence à des capacités motrices, et le système nerveux
qui le pilote.
1.1.1 Le système musculo-squelettique
Le corps humain est doté d’une structure solide grâce aux os et mobile grâce aux
articulations qui les relient. Cette ossature peut être décomposée en un ensemble de seg-
ments tels que le pied, la jambe, la cuisse, le bassin, le tronc, le bras, l’avant-bras, la main
et la tête. Les articulations agissent comme des liaisons mécaniques (généralement des
rotules) laissant un certain degré de liberté de mouvement.
Les muscles agissent sur le squelette en lui appliquant des forces aux différents points
d’insertion. Ils ne peuvent agir qu’en contraction le long de la ligne reliant deux points
d’insertion, ou des points de passage sur le squelette [45]. Le principe de fonctionnement
consiste à resserrer le chevauchement de fibres d’actine et de myosine situées au cœur
des cellules musculaires, comme illustré sur la figure 1.1.
Pour pouvoir effectuer un mouvement, deux muscles antagonistes sont placés de part
et d’autre de l’articulation pour, alternativement exercer un moment de force sur celle-ci,
favorisant ou luttant contre le mouvement. La mise en mouvement est due au résul-
tat non nul du bilan des moments de force au centre de rotation. Au-delà des simples
muscles agonistes et antagonistes, chaque articulation est associée à un ensemble de
muscles, dont certains sont mono-articulaires, et d’autres agissent conjointement sur plu-
sieurs articulations. Le système est dit redondant, car il existe une multitude de coordina-
tions musculaires entraînant le même effet sur l’articulation. C’est la variation du nombre
de petits groupes musculaires redondants recrutés qui permet de faire varier l’intensité
de la force exercée. La nécessité de contrôler efficacement la contraction de chaque muscle
est très importante pour permettre d’effectuer le mouvement désiré, c’est le rôle du sys-
tème nerveux.
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FIGURE 1.1 – Schéma de description du muscle. Source Wikipedia
1.1.2 Le système nerveux
Le système nerveux a pour objectif de mesurer, véhiculer et intégrer l’information.
Pour cela il se décompose en deux parties, le système nerveux périphérique (SNP) et
le système nerveux central (SNC). Le premier amène les informations des capteurs sen-
soriels vers le système nerveux central et de celui-ci aux muscles. Le système nerveux
central intègre les données afférentes, les analyse puis élabore des commandes qui sont
ensuite envoyées au système nerveux périphérique pour être relayées aux muscles.
Pour contrôler efficacement un mouvement, le système nerveux central se fonde sur
des informations internes et externes. Les informations internes proviennent des capteurs
d’extension qui prennent place directement au niveau des muscles et des ligaments dans
le but d’indiquer leur état de tension. On parle alors de proprioception. L’oreille interne,
située derrière l’oreille, contient le système vestibulaire qui donne une information sur la
direction de la gravité.
Les informations externes proviennent principalement de la vue et des capteurs
de pression situés sur la peau et plus particulièrement sous les pieds. Les autres sens
peuvent aussi être impliqués, généralement dans une moindre mesure. Le système ner-
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veux central traite ces informations pour définir les commandes musculaires nécessaires
pour effectuer le mouvement voulu. Dans ces processus de traitement, il existe des
boucles de rétroaction qui adaptent la commande musculaire en fonction du déroule-
ment du mouvement retourné par le SNP et de la commande.
Un grand nombre de pathologies peuvent affecter la prise d’information, ou une ou
plusieurs parties du système SNC ou du SNP. L’effet de ces pathologies est donc visible
sur le mouvement, ce qui a conduit à définir de nombreux tests cliniques fondés sur
une analyse quantifiée de ces mouvements. C’est ce que nous abordons dans les sections
suivantes, en particulier pour le mouvement de marche.
1.2 Le mouvement de la marche
Dans cette thèse, nous abordons le mouvement spécifique de la marche puisqu’il est
l’un des plus étudiés en clinique, avec la possibilité de diagnostiquer de nombreuses pa-
thologies des systèmes nerveux et musculo-squelettiques. C’est un mouvement destiné
à déplacer le corps qui est quasi-périodique. Un cycle de marche est ainsi défini par un
intervalle de temps séparant deux événements similaires, comme les deux poses succes-
sives du talon gauche. Un pas est alors défini par l’intervalle de temps qui sépare un
événement d’un côté du corps avec son homologue du côté opposé, comme l’intervalle
entre la pose du talon gauche et du droit. Le cycle de marche se caractérise de trois ma-
nières différentes : spatiale, temporelle et fonctionnelle. La description spatiale revient
à énumérer les différents évènements qui se succèdent durant un cycle de marche (en
nomenclature standard) d’après [165] et [73] (Figure 1.2 et 1.3) :
– Le contact initial du talon droit, début par convention.
– Le décollement des orteils opposés
– Le décollement du talon
– Le contact initial opposé
– Le décollement des orteils
– Les pieds adjacents
– Le tibia vertical
La description temporelle suit le même schéma et se fonde sur les durées de la phase
de double appui (définie par le contact simultané des deux pieds sur le sol, qui intervient
entre deux appuis monopodaux), de la phase d’appui monopodal (le pied du côté étudié
est en contact avec le sol) et de balancement (où le pied du côté étudié n’est pas en contact
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FIGURE 1.2 – Les différentes phases de la marche.
avec le sol) (Figure 1.3).
La description fonctionnelle propose d’associer à chacune de ces phases, une réalité
biomécanique. Entre le contact initial et le décollement du pied opposé, se trouve la phase
de mise en charge où le pied devient un appui et supporte le poids du corps. La période
allant du décollement du pied opposé jusqu’au décollement du talon, est la phase initiale
de l’appui monopodal (Mid-stance). Elle est associée au balancement du pied opposé
jusqu’au dépassement du tibia transformant l’énergie potentielle en énergie cinétique. La
phase terminale de l’appui qui commence au décollement du talon et va jusqu’au contact
initial du talon opposé est une phase de propulsion (idem de l’autre côté). Durant les
phases de simple appui, le corps est dans un état instable. Une coordination efficace des
différents membres inférieurs et supérieurs doit être mise en oeuvre pour conserver la
posture et éviter la chute. Ceci se traduit par une rotation croisée des ceintures scapulaires
et pelviennes (ligne C de la figure 1.4).
Le plus souvent, les paramètres utilisés pour caractériser la marche d’un point de vue
global sont la longueur et la fréquence du pas. De ces deux grandeurs, il est possible de
déduire la vitesse de marche qui est le produit de la longueur et de la fréquence du pas.
Pour avoir plus de précision, il est possible d’accéder à d’autres types d’informations :
les angles aux articulations, les moments articulaires, les forces de réaction du sol, les ac-
tivations musculaires via des systèmes électromyographiques. . . Toutes ces informations
peuvent apporter des éléments pour mieux caractériser et quantifier un dysfonctionne-
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FIGURE 1.3 – Schéma du cycle de la marche (d’après Pélissier, 1994).
ment de tout ou partie du SNC ou du SNP. La difficulté est d’extraire les informations per-
tinentes parmi l’ensemble des variables disponibles, ce qui a donné lieu à de nombreux
travaux et dont nombre de questions sont encore ouvertes du point de vue scientifique
et clinique.
1.3 L’impact de la pathologie sur la marche
Si une pathologie venait à modifier le fonctionnement d’un système mis en jeu dans
le contrôle de la motricité, le mouvement s’en retrouve directement affecté. Pour mieux
comprendre l’impact de différentes pathologies sur le mouvement de marche, les prin-
cipales approches consistent à définir une métrique pour calculer la distance entre les
paramètres d’un patient (ou d’un groupe de patients) et une population témoin [41]. Le
but recherché dans cette démarche est de quantifier la sévérité et de localiser de la patho-
logie du patient.
Prenons l’exemple d’un dysfonctionnement du système musculo-squelettique qui
peut être dû à une asymétrie des segments osseux ou à une altération du fonctionnement
des articulations, comme de l’arthrose. Dans le premier cas, Gurney relate dans [70], que
la longueur du pas de la jambe la plus longue est augmentée par rapport à la jambe la
plus courte. Il en est de même pour la durée de chaque pas, plus long pour la jambe la
plus longue. En cas d’arthrose [163] le mouvement et les efforts au niveau de l’articula-
tion atteinte sont modifiés par rapport à une articulation saine. De même, la cadence, la
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FIGURE 1.4 – Posture clé du mouvement de la marche pour un demi-pas (d’après Ducro-
quet)
vitesse, la longueur des pas sont diminuées de plus de 20% par rapport à un sujet sain.
La durée du double support se retrouve augmentée de 55%. Dans tous ces cas, les pa-
ramètres globaux de la marche peuvent suffire à identifier le dysfonctionnement, mais
une exploration plus avant des paramètres cinématiques, dynamiques et électromyogra-
phiques peut permettre de mieux mesurer l’impact et la gravité d’une pathologie.
Avec l’avance en âge, les pathologies du système nerveux se multiplient et peuvent
avoir un effet considérable sur la fonction motrice [85]. Les maladies les plus connues
dans ce domaine sont principalement Alzheimer et Parkinson qui provoquent des défor-
mations quantifiables de la marche.
1.4 Relation entre la marche, l’âge et la chute
Grâce au progrès de la médecine, la durée de la vie s’est allongée. Malheureusement,
la décroissance des capacités locomotrices apparaît avec l’avance en âge, du fait de l’affai-
blissement des systèmes mis en jeu, et en particulier musculosquelettique, SNC et SNP.
Pour le système musculo-squelettique, les exemples les plus courants sont la dégéné-
rescence des tissus musculaires [47], l’arthrose pour les articulations [7] ou encore l’os-
téoporose pour les os [65]. Le système nerveux central n’est pas épargné. Les maladies
neurodégénératives attaquent les cellules du cerveau provoquant une perturbation de la
motricité, et en particulier de l’équilibre [147], ou encore l’apparition des maladies d’Alz-
heimer ou de Parkinson [78].
Ainsi, ces troubles de la marche peuvent provoquer chez la personne âgée une perte
d’équilibre entraînant la chute. Comme il est présenté plus en détail dans la première par-
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tie de cette thèse, les conséquences peuvent être dramatiques lorsque la chute intervient
au domicile d’une personne vivant seule. En cas de perte de connaissance, il survient
alors une situation de détresse qui ne peut être évitée que par l’utilisation de systèmes
automatiques de détection de chute.
Même si détecter la chute est important pour pouvoir porter secours à la personne,
il est tout aussi pertinent d’identifier les populations à risque. Ceci peut s’effectuer en
menant à bien une analyse quantifiée de la marche qui permet alors de diagnostiquer un
dysfonctionnement pouvant entraîner la chute à plus ou moins long terme. Pour toucher
un maximum de sujets, il est nécessaire que ces analyses puissent être menées à bien en
dehors de grands centres de rééducation ou des hôpitaux. Cet usage en clinique s’accom-
pagne de contraintes particulières : mesures simples d’utilisation et systèmes de mesure
abordables.
1.5 Objectifs des travaux de la thèse
L’objectif de cette thèse est donc d’explorer une nouvelle approche de l’analyse cli-
nique pour le diagnostic de pathologies associées à l’avance en âge. La prévention de la
chute et l’analyse quantifiée de la marche sont particulièrement étudiées dans ce travail,
car elles correspondent à deux mouvements largement étudiés dans les pathologies liées
à l’avance en âge. Pour chacun de ces mouvements, nous dressons un état de l’art des
méthodes d’analyse clinique en mettant en évidence la dichotomie qui existe entre sys-
tèmes fondés sur un point unique de mesure et ceux en utilisant plusieurs. Comme nous
l’avons évoqué dans l’introduction, ces deux approches opposées, ou complémentaires,
s’appuient sur un échantillonnage plus ou moins fin du corps du patient étudié. Le défi
est de faire apparaître un ensemble très restreint d’informations pertinentes du point de
vue clinique, alors que l’information disposée est de grande dimension. Les approches
classiques consistent donc à systématiquement fournir les angles aux articulations pour
ensuite effectuer des mesures de distance par rapport à une population de référence, ou
à définir un ensemble d’indicateurs (dissymétrie, irrégularité, instabilités. . . ).
Contrairement à ces approches qui se fondent sur une connaissance du squelette, et
un échantillonnage plus ou moins fin du corps, pour évaluer des angles articulaires, nous
proposons dans cette thèse de manipuler des données très finement échantillonnées (le
volume ou la surface du sujet au cours du temps). L’idée principale est d’accéder direc-
tement à des paramètres cliniques, sans faire d’hypothèses fortes sur le squelette sous-
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jacent. Ainsi, avec cette approche, plus besoin de rechercher les centres articulaires à par-
tir d’un jeu de marqueurs, de modéliser les articulations de manière approximative, ou
encore de définir des indices reposant sur une combinaison complexe d’angles. Les der-
niers travaux de la littérature en biomécanique tels que relatés par Fohanno dans [55],
montrent d’ailleurs que ces méthodes d’estimation de trajectoires articulaires étaient for-
tement affectées par le jeu de marqueurs choisi, favorisant justement un grand nombre
de marqueurs par segment pour fiabiliser le résultat. En rupture avec cette recherche de
trajectoires articulaires de plus en plus précises, nous proposons de travailler directe-
ment sur les critères cliniques et sur leur observabilité dans le volume ou sur la surface
tridimensionnelle du patient.
Une première partie s’intéresse donc à détecter la chute en milieu naturel, riche en
occultations et en variétés de situations (cf. partie I). Cette première partie se fonde sur
un système multi-caméras qui est alors exploité pour reconstruire un volume du patient
et fournir un critère robuste de détection de chute. La deuxième partie propose d’utiliser
une caméra de profondeur de type Kinect (produit de Microsoft) pour accéder à la surface
du patient lors de la locomotion sur tapis roulant. Le critère clinique étudié concerne
alors l’asymétrie de la marche d’un point de vue temporel et spatial, sans passer par une
estimation d’angles aux articulations (cf. partie II). La thèse se termine par une discussion
et une conclusion sur les contributions proposées.
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Avec l’allongement de la durée de la vie grâce au progrès de la médecine, différents
troubles inhérents à l’usure du corps par les années apparaissent de plus en plus. L’un
des effets associés au vieillissement est une régression du SNC et du système musculo-
squelettique (arthrose, ostéoporose ...), qui peut se manifester par une perte de la qualité
de la marche. L’une des conséquences directes est la chute de la personne âgée. En effet,
face à l’émergence de cette problématique de santé publique, de nombreux pays indus-
trialisés ont initié différents travaux de réflexion pour la prise en charge de ce fléau. Ceux-
ci ont rapidement été rejoints par tous les autres pays du globe. Ces travaux de réflexion
ont été menés dans tous les secteurs de recherche rattachés au système de santé, que cela
soit de l’analyse au niveau épidémiologique, à la prise en charge directement du patient.
La synergie de cette réflexion pluridisciplinaire a permis de définir plusieurs référentiels
de bonnes pratiques permettant la formation des personnels de santé et l’information des
populations.
2.1 Relation entre l’âge et la chute
La dégradation de la démarche du fait de l’âge à été décrite par Prince et al. dans sa
revue de littérature [134]. Un premier indice de ce fait se trouve être l’accroissement de
l’énergie consommée pour se propulser. En effet, même si la marche est un mouvement
complexe, il est exécuté de manière à minimiser la consommation d’énergie [39]. Pour
les personnes âgées, la consommation d’oxygène, donc d’énergie est plus importante
même si la vitesse de marche est inférieure. Cette perte d’optimalité du mouvement laisse
supposer une baisse de qualité des fonctions locomotrices.
Pour mieux comprendre l’effet de l’âge sur la marche, les différents paramètres ont
été étudiés en fonction de l’âge. Les différents paramètres de la démarche déclinent avec
l’accroissement de l’âge. Par exemple, la vitesse décroît par une réduction de la longueur
et de la cadence des pas [134]. De nombreux travaux ont été réalisés dans le but de mieux
comprendre les raisons pour lesquelles les aînées venaient à chuter. Tout d’abord, les
liens entre la chute et différentes pathologies ont clairement été définis. Par exemple, les
patients atteints de la maladie de Parkinson [25], du diabète [116] sont plus enclins à
chuter.
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2.2 Quelques chiffres
Chaque année, un tiers des personnes de plus de 65 ans chute [44], plaçant celle-ci
comme le sixième facteur de mortalité par blessure de cette tranche d’âge aux États-Unis
[120]. Environ 2.2 millions de chutes ont nécessité l’intervention des secours et le quart
a entraîné une hospitalisation en 2009 [56], toujours dans ce pays. Ainsi, 40% des chutes
sérieuses provoquent une hospitalisation et 30%-40% de ces hospitalisations entraînent
un transfert en maison médicalisée [148] et d’après [137], chaque année 12033 hospita-
lisations de personnes de plus de 65 ans sont dues à une chute sur la période de 2000
à 2003 aux États-Unis. D’autre part, cet évènement provoque un traumatisme psycholo-
gique souvent à l’origine du syndrome de la peur de la chute, qui à lui seul entraîne une
perte d’autonomie [121]. En 1995, le coût global des chutes en France a été évalué à plus
de 1.07 Me[11]. D’après le centre pour le contrôle des maladies et de la prévention améri-
cain (CDC), la chute a coûté 19 milliards de dollars en 2000 et ce coût aurait atteint les 28
milliards en 2010 [156]. Il en résulte que les chutes et leurs conséquences sont identifiées
comme l’un des problèmes majeurs de santé publique.
2.3 État de l’art
Pour répondre à ce besoin de santé publique, de nombreux travaux ont été menés
dans différents domaines comme la prévention avec l’édition de guide de bonne pratique
pour la France [27] et pour le Québec [61] ou encore la recherche de solutions techniques
améliorant la sécurité des personnes à domicile. Le but d’une partie des solutions tech-
niques consiste à permettre l’appel des services de secours dans le cas où la personne
ayant chuté se trouve dans l’incapacité de se relever. Une brève présentation de ces types
d’appareils d’alerte va maintenant être proposée.
2.3.1 Appareil d’alerte des secours en cas de chute
Pour permettre à la personne d’alerter les services de secours ou des proches lors-
qu’elles ont chuté et qu’elles se trouvent dans l’incapacité de se relever, différentes solu-
tions techniques ont été proposées. La première solution immédiate qui a été rapidement
mise en œuvre, consiste à équiper la personne d’un dispositif d’appel portatif. Celle-ci se
résume à porter un combiné téléphonique ou encore un bouton d’appel en permanence.
Il nécessite que la personne soit toujours consciente après la chute, car malheureusement,
en cas de perte de connaissance, il est impossible à la personne de déclencher l’alerte.
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C’est pourquoi de nombreux travaux ont été mis en œuvre pour trouver le moyen
de détecter automatiquement la chute sans l’intervention du sujet. Pour cela, différents
types d’information et de technologie ont été mis à profit.
2.3.2 Dispositif de détection de chute automatique
Pour détecter la chute, différentes mesures physiques caractérisant la chute ont été
mises à profit. Les caractéristiques de la chute recherchées sont parmi les informations
d’évolution de paramètres spatiaux au cours du temps (position, vitesse, accélération),
de l’interaction du sujet avec son environnement (par exemple l’impact avec le sol) ou
encore de l’information audio (détection des cris).
Dans [166], Wu a défini des paramètres qui permettent de distinguer les chutes des
activités quotidiennes. Principalement, la chute se distingue par des vitesses verticales et
horizontales deux à trois fois supérieures à la vitesse normale et dans la plupart des cas
l’augmentation de ces deux vitesses se fait de manière synchrone 300 à 400 millisecondes
avant l’impact au sol.
On peut séparer en deux groupes les appareils de détection automatique de la chute.
Le premier groupe contient les appareils ambulatoires qui nécessitent d’être portés
comme les accéléromètres [28], les gyroscopes [101] ou une centrale inertielle qui com-
bine les deux [128]. Ceux-ci enregistrent les accélérations au niveau d’une ou plusieurs
parties du corps pour détecter le changement brusque de vitesse dû soit à la chute en
elle-même par la perte d’altitude, soit par l’impact avec le sol ou soit par un changement
brusque de l’angle du thorax. Seulement ces appareils nécessitent d’être portés, ce qui
peut parfois être considéré comme intrusif dans les habitudes de vie de la personne.
L’autre groupe est constitué du reste des appareils qui sont installés de manière fixe
dans l’habitat de la personne. Les évènements recherchés sont, par exemple, l’impact
avec le sol comme le font Alwan et al. dans [12] ou encore Zigel et al. qui y adjoignent
l’information sonore dans [171]. Seulement dans le cas de chutes lentes, par exemple à
partir d’une chaise, les auteurs précisent que la sensibilité de leur système est insuffisante.
Enfin Li et al. dans [102] ne se basent que sur le son de l’impact pour détecter la chute.
Nyan et al. dans [127] ont utilisé un système de capture de mouvement classique
avec des repères placés sur la cuisse, la ceinture et le thorax pour venir détecter la chute
en fonction de l’angle de la cuisse avec le torse. Leur méthode arrive à détecter la chute
avant l’impact, mais nécessite un système de mesure du mouvement opto-électronique
comme un Vicon très coûteux.
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À l’instar du développement de la vidéosurveillance, la caméra vidéo a été utilisée
comme source d’information. La vidéo est principalement utilisée pour définir la position
de la personne (debout, assise, allongée, ...) à partir des paramètres de la silhouette ou
pour mesurer la vitesse de la personne.
La première approche consistant à analyser la position de la personne se base sur le
fait que la plupart du temps la chute finit par une position allongée sur le sol comme le
précise la définition de l’institut canadien d’information sur la santé [46]. Pour différen-
cier cette position de toutes autres positions usuelles de la vie courante, des chercheurs
[13, 160, 159] ont pour cela modélisé la silhouette de la personne à l’aide respectivement
d’une boîte englobante et d’une ellipse. Ainsi lorsque le ratio hauteur/largeur ou respec-
tivement l’orientation de l’ellipse sont anormaux tels que montrés sur la figure 2.1, une
chute est alors détectée.
(a) (b)
(c) (d)
FIGURE 2.1 – Exemples de détection de chute avec les caractéristiques de la silhouette.
Détection d’une personne debout (a) et allongée (b) par une boîte englobante et par une
ellipse (c) et (d). Source [13, 160]
Seulement, dans certains cas de positionnement du corps dans l’axe de la caméra, la
silhouette peut ne pas permettre la détection de la chute comme illustrée sur la figure 2.2.
Comme l’a décrit Wu dans [166], la vitesse est une information déterminante pour
la reconnaissance de la chute. Pour mesurer cette vitesse, Sixsmith et Johnson [153] ont
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FIGURE 2.2 – Exemples de mauvaise classification de posture à partir de la silhouette. La
personne est considérée comme debout par la méthode proposée utilisant l’orientation
de la silhouette. Source [160]
utilisé une caméra infrarouge sensible à la température du corps. Leur méthode consiste à
mesurer le mouvement de la personne en suivant les objets de températures différentes.
Il détecte alors une chute lorsque la vitesse verticale est trop importante. Seulement la
projection du vecteur vitesse 3D sur le plan 2D de l’image de la caméra empêche de
pouvoir la mesurer précisément. Pour pallier ce problème, Rougier et al. modélisent la
tête avec une ellipse pour venir retrouver l’information de profondeur et ainsi estimer la
vitesse réelle de la tête. Un exemple de cette méthode est montré sur la figure 2.3. Même
si cette approximation de la profondeur permet de mieux estimer le vecteur vitesse 3D à
partir de l’image 2D, il reste une erreur moyenne de 5%, soit 25 cm à 5 mètres de distance.
Cette erreur peut rendre l’estimation de la vitesse défectueuse dans certains cas et peut
empêcher la détection d’une chute.
Pour remédier à cela, Lee et Mihailidis [99] et Nait-Charif et McKenna [123] ont placé
leur caméra au plafond. Leur méthode détecte la chute en mesurant la vitesse de la sil-
houette ou de l’ellipse qui approxime celle-ci comme présenté figure 2.4. Mais le champ
de vision de ce genre de caméra reste limité et il est très difficile de mesurer une vitesse
verticale à l’aide de ce genre de caméra.
Il en résulte une impossibilité de mesurer précisément une vitesse 3D avec une seule
caméra du fait de la nature 2D de l’information mesurée par la caméra et une sensibilité
très importante aux occultations. Il est donc nécessaire d’utiliser plusieurs caméras pour
pouvoir estimer plus finement les informations spatiales propres à la chute.
Pour la mise en œuvre de système multi-caméras, il existe plusieurs niveaux de col-
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FIGURE 2.3 – Exemple du suivi de la tête et de la détection de la chute par estimation de
la vitesse et de la hauteur. Source [138]
FIGURE 2.4 – Exemple de fonctionnement de la détection de la chute avec une caméra de
plafond par estimation de la silhouette avec un ellipsoïde. Source [123]
39
laboration entre elles. Dans un premier temps, plusieurs caméras peuvent être mises à
profit en fusionnant l’information de haut niveau calculée à partir de l’image de chacune
des caméras pour inférer sur le résultat de détection de la chute provenant des diffé-
rents points de vue. Dans ce cas le but est d’isoler l’information erronée par l’occultation.
Thome et Miguet [160] intègrent les résultats d’une classification de la position de la sil-
houette provenant de plusieurs caméras à l’aide d’une fusion basée sur la logique floue.
Rougier et al. présentent dans [143] une méthode qui utilise une classification par un mo-
dèle de mixture de gaussienne appliquée sur un indice calculé sur l’évolution du contour
de la personne au cours du temps pour venir détecter une chute. La détection de la chute
se fait par une méthode de vote sur le résultat de chacune des caméras.
Dans un deuxième temps, l’information de base est échangée entre les caméras pour
combler les zones occultées dans chacune des caméras, mais la décision se fait toujours
à partir d’information 2D. Cucchiara et al. dans [43] utilisent une classification à modèle
markovien caché basée sur les histogrammes de projection de la silhouette de la per-
sonne selon l’axe horizontal et vertical de l’image pour définir la posture de la personne.
Le partage d’informations entre les caméras se fait en projetant les pixels d’une des ca-
méras vers l’image de l’autre à l’aide d’une projection homographique pour combler les
portions occultées de la personne.
Dans un troisième temps, les informations de plusieurs caméras ont été fusionnées
pour identifier des caractéristiques 3D de la position ou du mouvement de la personne.
Hazelhoff et al. [75] fusionnent l’axe principal 2D de la personne dans chacune des deux
caméras perpendiculaires et non calibrées pour estimer l’axe principal 3D de la personne
dans la scène. Anderson et al. [14] utilisent une reconstruction 3D du volume de la per-
sonne effectuée par la méthode du visual hull et une analyse floue de l’axe principal de
ce volume pour détecter la chute. Seulement la possibilité de résistance aux occultations
n’a été notée que dans l’article de Rougier et al. [143] et Cucchiara et al. [43], mais sans la
valider.
Jusqu’à maintenant, l’occultation a toujours été un problème soulevé dans les com-
mentaires sans jamais avoir été intégrée comme une problématique majeure dont l’im-
pact serait clairement pris en compte lors d’une étude.
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2.4 Problématique
Comment parer à ce problème de l’occultation dans le cas de l’utilisation de caméras
vidéos placées ailleurs qu’au plafond. Lorsqu’une personne se retrouve masquée dans
une voir plusieurs images par un objet du mobilier (table, chaise, canapé), il devient diffi-
cile, voire impossible, de définir quelques paramètres que ce soit à propos de la personne.
Pour résoudre ce problème, nous proposons d’utiliser plusieurs caméras comme sources
d’information pour minimiser la probabilité d’occultation. Ce problème d’occultation est
un problème clé qui se doit d’être étudié et résolu.
2.5 Méthode
Pour résoudre ce problème d’occultation, nous proposons d’utiliser plusieurs camé-
ras. En effet, en multipliant le nombre de points de vue tout autour de la pièce, la proba-
bilité qu’une partie de la personne soit totalement occultée diminue fortement. Chaque
image provenant des caméras servira à reconstruire le volume de la personne. Ce volume
sera l’information de base pour la détection de la chute au sol. Pour résister à l’occulta-
tion, nous proposons de nous baser sur une reconstruction du volume de la personne
pouvant accepter l’absence de la personne dans une des caméras.
Pour reconstruire le volume d’une personne à partir de plusieurs caméras, différentes
méthodes existent déjà.
La plus évidente consiste à mimer le système binoculaire de la vision humaine. C’est
le principe de la stéréovision bi ou multi-caméras dont les principales méthodes sont
présentées et évaluées par Seitz et al. dans [149]. Le principe de base est de mesurer une
distance entre les projections d’un même point dans deux ou plusieurs caméras. Cette
distance appelée disparité permet alors, connaissant la relation géométrique entre les ca-
méras, d’obtenir la position de ce point dans l’espace commun par triangulation. La mise
en correspondance des projections d’un point de l’espace dans chaque point de vue se
base sur l’assomption que l’apparence de ces projections soit identique quel que soit le
point de vue. De plus, il est nécessaire que l’aspect des points adjacents soit suffisam-
ment différent pour pouvoir être correctement distingués. La figure 2.5 montre que ces
conditions ne sont clairement pas respectées dans le cas de l’utilisation de nos caméras.
En effet, dans le cas d’une surface homogène telle que les vêtements de la personne, les
points correspondants sont difficilement distinguables les uns des autres. Ceci rend ce
genre de méthode inutilisable.
41
FIGURE 2.5 – Exemples d’images provenant du dataset de chute. Ces images prises au
même instant montrent une personne au début de la chute, avec pour chaque caméra
l’image entière et une vue rapprochée.
Il existe une autre méthode basée sur la photocohérence : la méthode du sculpteur
(ou “space carving”). Celle-ci consiste à découper l’espace étudié en cube élémentaire
appelé voxel. Pour chaque voxel appartenant à l’enveloppe du volume total, la position
de celui-ci dans chacune des images est calculée et si la cohérence des couleurs du pixel
de chaque projection est correcte, le pixel est alors défini comme occupé. Sinon il est défini
comme vide et est supprimé tel que montré figure 2.6(a). De manière itérative, tous les
voxels appartenant à la surface externe sont alors testés et après plusieurs itérations, il ne
reste que le volume minimal tel que montré figure 2.6(b). Mais cette méthode itérative est
particulièrement coûteuse en temps de calcul et peut être mise en difficulté par le même
problème d’uniformité de couleur dans la scène.
C’est pourquoi la méthode du visual hull déjà utilisée par Anderson dans [14] va être
utilisée pour reconstruire la surface de la personne. Il est possible d’utiliser la méthode
nommée “Shape from Silhouette” ou encore visual hull proposée dans [97]. Celle-ci cor-
respond à segmenter la zone d’intérêt correspondant à l’objet dans chaque image. Ainsi
en construisant une série de cônes infinis partant du centre optique et passant par le
contour de chaque silhouette de chaque caméra, le volume d’intérêt se retrouve à l’inter-
section de ces cônes tel que présenté dans la figure 2.7. En effet, Il n’est pas nécessaire de
reconstruire l’intégralité de la scène. Seul le volume de la personne sera reconstruit. De
plus, la première partie de cette méthode correspondant à l’identification de la silhouette
de la personne dans l’image est facilitée dans ce contexte. En effet, la personne étant en
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(a) (b)
FIGURE 2.6 – Exemple du principe de l’algorithme du sculpteur. (a) Groupe de voxel ini-
tial où les projections dans chaque caméra du premier voxel ont été réalisées. (b) Groupe
de voxels final après application de la méthode. Source [89]
mouvement en comparaison aux autres parties de l’image, la détection de la silhouette
peut se faire avec une soustraction de fond, opération peu coûteuse. La reconstruction du
volume est alors immédiate à l’aide de la projection de ces silhouettes.
FIGURE 2.7 – Reconstruction 3D à partir de silhouettes en utilisant la méthode du visual
hull. Le volume de l’objet est issu de l’intersection d’une série de cônes formés par le
centre optique et le contour de la silhouette de chaque caméra. Source Wikipédia
2.5.1 Mode de représentation du volume
Il existe deux manières de mettre en œuvre cette projection. Elles se différencient au
niveau du type d’espace de données utilisé. Le premier type est une espace géométrique,
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(a) (b)
FIGURE 2.8 – Illustration de reconstruction d’une sphère par visual hull en géométrie
computationnelle. Source Franco [57].
le second est un espace voxelique. Il est intéressant de voir comment la reconstruction du
volume en cas d’occultation (c’est à dire que la contribution d’une caméra est manquante)
et le calcul du volume en lui-même peut se faire avec ces deux modes de représentation.
2.5.1.1 Représentation géométrique du volume
Cette approche utilise une représentation du volume reconstruit sous forme d’un po-
lyèdre géométrique comme décrit par Franco et Boyer dans [58]. Ce polyèdre est la forme
spatiale issue de l’intersection des cônes géométriques formés par le centre optique de la
caméra et le contour de la silhouette de chaque caméra. Le calcul de l’intersection se fait
alors en utilisant des algorithmes issus de la géométrie computationnelle et donne un
volume tel que montré figure 2.8. Cette méthode est simple dans le cas où toutes les ca-
méras sont mises à contribution. Le polyèdre final PoFinal est alors l’intersection de tous
les cônes Ci.
PoFinal =
i=n⋂
i=0
Ci
Par contre dans le cas d’une reconstruction acceptant l’occultation, l’opération est
alors plus compliquée. Le polyèdre final est l’union des polyèdres reconstruits en l’ab-
sence d’une caméra. En effet, dans le cas où il y a n caméras, soit Poe le polyèdre issu de
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FIGURE 2.9 – Illustration d’intersections de polygones. Le polygone final PoFinal est égal
à l’union des 4 polygones issus des intersections de 3 triangles.
l’intersection de toutes les caméras sauf la caméra e. Le polyèdre PoFinal se calcule alors :
Poe =
n⋂
i=0,i 6=e
Ci
PoFinal =
n⋃
e=0
Poe
La figure 2.9 permet de visualiser le problème dans le plan pour faciliter la représen-
tation.
Comme le volume d’un polyèdre général n’a pas de formule algébrique, le calcul se
fait alors en plusieurs étapes. Le volume d’un trièdre étant connu algébriquement, une
décomposition du volume final en trièdre est réalisée en premier lieu. Puis la somme des
volumes de tous ces trièdres est réalisée permettant ainsi d’obtenir le volume final.
2.5.1.2 Représentation voxelique du volume
Pour l’approche voxelique, l’espace de la scène est découpé en petites unités de di-
mension choisie nommées voxels. Pour réaliser la reconstruction du volume de la per-
sonne par la méthode de projection de silhouette, chaque voxel est projeté dans l’image
de chaque caméra. Dès lors que toutes les projections se trouvent dans la silhouette de la
personne dans chaque caméra, le voxel est défini comme occupé, sinon il est vide.
Dans le cas où il est nécessaire d’être robuste à l’occultation, il suffit d’utiliser la mé-
thode “Extended Shape from Silhouette“ proposée dans [113]. Celle-ci consiste à compter
le nombre de caméras où le projeté du voxel appartient à la silhouette de la personne. Si
cette somme est supérieure au nombre de caméras voulu alors le voxel est défini comme
occupé.
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Le calcul du volume est immédiat en sommant le nombre de voxels décrits comme
occupés.
2.5.2 Discussion du choix de représentation du volume
Chacune de ces deux méthodes a ses avantages et ses inconvénients. La méthode uti-
lisant une représentation géométrique utilise peu de points contrairement à la méthode
voxélique, mais les algorithmes mis en œuvre sont complexes et sensibles aux erreurs
d’arrondis. De l’autre côté, la représentation voxélique traite beaucoup de points, mais le
traitement est plus évident. Nous avons donc fait le choix de la représentation voxelique
pour plusieurs raisons. Elle semble plus adaptée à la problématique de reconstruction
avec un nombre variable de caméras. Le calcul du volume est plus simple et efficace.
Elle est plus rapidement maîtrisable et sa parallélisation sur carte graphique permet d’at-
teindre les contraintes de temps réel.
2.5.3 Le calibrage
Pour pouvoir calculer les coordonnées du projeté d’un voxel dans l’image d’une ca-
méra, il est nécessaire de modéliser le comportement de la caméra. Le modèle le plus
utilisé est celui du sténopé (“pin-hole” en anglais). Celui-ci se décompose en deux par-
ties. D’abord la transformation d’un point 3D à partir de ses coordonnés dans le repère
de la scène vers celui de la caméra à l’aide des paramètres externes qui relient le repère
du monde à celui de la caméra. Puis la projection des points 3D dans le plan image de la
caméra à l’aide des paramètres internes. Les paramètres externes sont composés des élé-
ments classiques d’un changement de repère : une matrice de rotation R et un vecteur de
translation T. Les paramètres internes modélisent des éléments physiques de la caméra :
la focale de la lentille f en millimètre, dx et dy les dimensions horizontales et verticales
des pixels en millimètre, les coordonnés de projection de l’axe optique sur le capteur de
la caméra c(cx, cy) en pixels.
La mise en œuvre du calcul des coordonnés de la projection x = (xp, yp) dans l’image
de la caméra d’un point X ayant pour coordonnées dans l’espace (X,Y, Z) se fait de la
manière suivante :
Soit Xc = (Xc, Yc, Zc) la position dans le référentiel de la caméra
Xc = R X + T (2.1)
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Donc ceci intégré avec le modèle projectif du sténopé, nous avons l’équation suivante :

s.xp
s.yp
s
 =

f/dx 0 cx 0
0 f/dy cy 0
0 0 1 0


Xc
Yc
Zc
1

(2.2)
2.5.3.1 Calibrage des paramètres des caméras
Pour obtenir les paramètres d’une caméra, plusieurs méthodes existent. Les premières
méthodes comme celle proposée par Tsai dans [161] utilisent un objet de référence tridi-
mensionnelle. Un aperçue de ce type d’objet est montré par la figure 2.10. Seulement
la construction précise de ce genre d’objet est difficile et son utilisation est quelque peu
rendue difficile par son poids et son encombrement. C’est pourquoi plusieurs méthodes,
telles que celle de Zhang relatée dans [169], se sont orientées vers une mire planaire. Pour
cela, plusieurs images d’un échiquier orienté selon différents angles sont utilisées comme
il est montré sur la figure 2.11. Une autre méthode se base sur un objet linéaire comme
le propose Zhang dans [170]. Toutes ces méthodes nécessitent une information sur les
positions des points de l’objet de référence. Certaines méthodes comme l’autocalibrage
décrit par Hartley dans [72] et Faugeras dans [52] se servent de couples de points issus
d’images d’une même scène, mais pris sous différents angles pour réaliser cette étape de
calibrage.
Nous avons retenu la méthode planaire du fait qu’elle soit disponible sous différentes
plateformes (Matlab et C) et qu’elle permette d’atteindre la précision nécessaire.
2.5.3.2 Correction de la distorsion
Le modèle de caméra projectif approxime au mieux le comportement d’une caméra.
Certaines déformations ne sont pas considérées dans ce modèle comme celles de la dis-
torsion. Celle-ci se décompose en deux formes de perturbations telles que présentées
par Weng dans [164], la distorsion radiale et la distorsion tangentielle. La première peut
prendre les formes caractéristiques de barillets ou de coussinets si le paramètre de la
distorsion radiale est positif ou négatif. Ces deux déformations sont représentées sur la
figure 2.12(2). La deuxième distorsion, dite tangentielle, est montrée sur la figure 2.12(3).
Tsai a montré dans [161] que la distorsion tangentielle est mineure devant la distor-
sion radiale. Ceci justifie que la distorsion tangentielle peut donc être négligée devant
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FIGURE 2.10 – Illustration d’une mire de calibrage 3D. Source [49]
FIGURE 2.11 – Illustration de l’utilisation d’un damier pour le calibrage d’une caméra.
Source [2]
la distorsion radiale. Les paramètres de distorsion peuvent y être introduits de la même
manière que proposée par Heikkila dans [76]. La projection normalisée (xn, yn) du point
X est :
 xn
yn
 =
 Xc/Zc
Yc/Zc
 (2.3)
Cette correction de la distorsion prend la forme suivante :
 xd
yd
 = Ä1 + k1r2n + k2r4n + k5r6nä xn
yn
+
 dx
dy
 (2.4)
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(1) (2) (3)
FIGURE 2.12 – Illustration de la paramétrisation de la distorsion radiale et tangentielle en
(1) et de leurs effets respectifs sur l’image en (2) pour la distorsion radiale ((2)(a) pour
la déformation négative, (2)(b) pour la distorsion radiale positive) et l’image (3) pour la
distorsion tangentielle. Source Weng dans [164]
Où le vecteur de distorsion radiale vaut : dx
dy
 =
 2k3 xn yn + k4
(
3x2n + y2n
)
k3
(
x2n + 3y2n
)
+ 2k4 xn yn
 (2.5)
Finalement, en multipliant ces nouvelles coordonnées normalisées avec la matrice de
la caméra on obtient les coordonnées du pixel intégrant la distorsion.
 xp
yp
 =
 f/dx 0 cx
0 f/dy cy


xd
yd
1
 (2.6)
2.5.4 Mise en œuvre
Pour la réalisation des montages expérimentaux, la méthode planaire a été utilisée
avec le toolbox de calibrage de caméra pour Matlab [26]. Cette démarche nous a permis
d’obtenir les paramètres internes et externes de chaque caméra.
On obtient alors la scène entièrement calibrée telle que montrée figure 2.13. Pour per-
mettre la reconstruction du volume à l’aide du visual hull maintenant que les paramètres
de calibrage sont connus, il est nécessaire de pouvoir isoler la personne à l’aide de la
segmentation avant/arrière-plan.
Cette opération consiste à définir si un pixel d’une image appartient à l’avant-plan
(c’est à dire la personne) ou à l’arrière-plan. Dans notre étude, l’objectif étant de se fo-
caliser sur l’occultation, les paramètres d’éclairage et de fond ont été ajustés pour être
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FIGURE 2.13 – Illustration du positionnement des caméras du montage expérimental
multi-caméras pour la détection de la chute. Source [20].
stables. Donc une segmentation utilisant une méthode par soustraction de fond a été uti-
lisée pour isoler la silhouette de la personne. Le modèle de fond utilisé est une image
médiane calculée au début de chaque vidéo. Une opération de morphologie mathéma-
tique telle qu’une ouverture est alors appliquée pour affiner le résultat. Un exemple de
segmentation est présenté sur la figure 3.3.
2.6 Conclusions
Ce chapitre a permis de montrer l’intérêt de détecter la chute à domicile. Dans ce
contexte, l’utilisation de caméra vidéo permet à la personne d’être en sécurité sans avoir
à porter un quelconque appareillage et d’apporter la possibilité au personnel médical
de valider la chute en cas d’alarme pour éviter le départ d’une équipe en cas de fausse
alarme. Dans ce cadre-ci, la problématique de la résistance à l’occultation est cruciale et
nécessite d’être investiguée. Ceci est l’objectif que nous nous proposons de résoudre, avec
les méthodes choisies pour les raisons explicitées tout au long de cette partie, au travers
de l’article présenté dans le chapitre suivant.
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3. DÉTECTION DE LA CHUTE AVEC UN SYSTÈME MULTI-CAMÉRAS RÉSISTANT AUX
OCCULTATIONS
3.1 abstract
According to the demographic evolution in industrialized countries, more and more
elderly people will experience falls at home and will require emergency services. The
main problem comes from fall-prone elderly living alone at home. To resolve this lack of
safety, we propose a new method to detect falls at home, based on a multiple cameras
network for reconstructing the 3D shape of people. Fall events are detected by analyzing
the volume distribution along the vertical axis, and an alarm is triggered when the major
part of this distribution is abnormally near the floor during a predefined period of time,
which implies that a person has fallen on the floor. This method was validated with vi-
deos of a healthy subject who performed 24 realistic scenarios showing 22 fall events and
24 cofounding events (11 crouching position, 9 sitting position, 4 lying on a sofa position)
under several camera configurations and achieved 99.7% sensitivity and specificity or
better with 4 cameras or more. A real-time implementation using GPU reached 10 frames
per second (fps) with 8 cameras and 16 fps with 3 cameras.
3.2 Introduction
When approaching 65 years old, the risk of falling is rising. Indeed 30 percent of
people over 65 and living in the community fall each year, and a fifth of fall incidents
require medical attention [51]. Hence, falling is the most common cause of injury for
elderly people [64]. It was the first cause of death by injury for elderly in 1997 and
1998 [80, 120]. Although most of the falls result in light injuries, 5% to 10% of falls in
community-dwelling lead to serious injuries such as fractures, head injuries, or serious
lacerations [60, 92]. An example of such injuries is hip fracture. Moreover 25% to 75% of
"fallers" do not recover their pre-fracture level of movement and autonomy [105]. Besides,
fear of falling appears and/or increases after falling which could increase the risk factor
for future falls and reduce the quality of life [60]. This fall problem becomes more impor-
tant for elderly people living alone because they cannot always call emergency services.
Hence, many recent works have tried to develop easy-to-use and automatic techniques to
detect falls in elderly people’s houses [28, 91, 86, 141, 162, 14, 43, 112, 142]. The key ques-
tion is : how to detect that a person has fallen in a house which contains many objects
and where people can perform a wide range of activities ?
Indeed, one of the key problems is to recognize a fall among all the daily life ac-
tivities. A description of the various phases of falling have been proposed in previous
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studies [167],[126]. This classification provides us with physical features proper to fall
movement which can be used to detect a fall in daily life. Falling is subdivided into four
phases [126] : pre-fall (linked to daily life motions), critical (loss of balance), post-fall (final
position after fall) and recovery (return to normal daily life) phases. The critical phase is
extremely short (300-500 ms [166, 126]) composed of "free fall" and "impact with the floor"
events. The former is associated with an increase of the body’s velocity because of gra-
vity. This velocity reaches abnormal maximal values for vertical and horizontal speeds
compared to normal life activities [166] : typically 2-3 times higher values. At the "impact
with the floor" event the speed decreases down to zero and a sudden inversion of acce-
leration polarity occurs. During the post-fall period the main features are an horizontal
orientation of the body, a proximity to the floor, and commonly, lack of movements.
According to this description several approaches have been proposed to detect
falls. These approaches mainly focus on the critical and post-fall phases. Wearable de-
vices composed of accelerometers or gyroscopes directly placed on subjects’ body parts
(mainly chest [28], waist[91], or wrists[91]) enable to capture the high velocities which
occur during the critical phase and the horizontal orientation during the post-fall phase.
However these methods are based on the assumption that the subject wears the system
at any time (with a warning by the system otherwise), and therefore if it is uncomfor-
table it could bother the user. Additionally such systems require recharging the battery
frequently which could be a serious limitation for real application.
On the opposite, video systems enable an operator to rapidly check if an alarm is
linked to an actual fall or not. Therefore cameras placed in the subject’s environment
were used to detect falls by measuring the movement or orientation of the body. A first
approach consists in detecting abnormal horizontal and vertical speeds [141] or body
silhouette changes [86, 142] associated with the critical phase. Another method consists
in using body orientation features such as width and height of a silhouette by compa-
ring a standing and a lying person [162, 103, 112]. In this case, the detection would be
mainly based on post-fall shape or orientation features. As these approaches generally
use only one camera, they could fail to detect falls in case of occlusions. These occlusions
frequently occur in real situations at home because a room contains furnitures and objects
that could be placed between the subject and the camera (as shown in Fig.3.1), contrary
to easier and simplified experimental settings in laboratories. Dealing with occlusions is
thus a key issue for using video systems in real situations in order to avoid misdetection
and false alarms.
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Using multiple cameras could overcome this limitation by offering several different
points of view of the subject. It then becomes possible to extract a 3D silhouette of the
subject. Some approaches use homography (a transformation between projective planes)
to project silhouette (previously segmented with a foreground/background algorithm)
on the ground and parallel planes for gathering information from different cameras and
locate the person in the place (e.g [50][43][6][15]). Another method, the visual hull [97]
consists in back-projecting silhouettes into space using camera models. Contrary to ho-
mography, camera models permit to represent more sophisticated situations such as lens
distortion. The intersection of all those projections results in the final volume[97]. This
method has been applied to fall detection in [14] to detect if the body is vertical or not
during the post-fall phase. To this end, the method computes the centroid of the volume
and its main axis using Principal Component Analysis. The authors did not report any
information about the robustness of the system to occlusions. However, since the sil-
houettes coming from all the cameras were needed, when an occlusion occurs for one
camera or more the reconstructed volume may become unreliable or unusable. To over-
come this problem, it is possible to use an occlusion-resistant visual hull method [146].
This approach is able to reconstruct a volume even if one of the silhouette is not present
for one of the cameras (such as when the body is occluded).
In this paper, we propose a method which is capable of dealing with several occlu-
sions that could occur in personal houses. This method is based on two main ideas.
Firstly, we use the occlusion-resistant algorithm introduced above in [19] in order to
detect if a person is lying on the ground even if some occlusions occur. Secondly, we
introduce the original and simple idea of ”Vertical Volume Distribution Ratio” (denoted
VVDR in the remaining of this paper). This ratio is obtained by dividing the volume that
is below a given height by the total volume. For people lying on the ground, this ratio is
high compared to when they are standing up. We assume that this feature is less sensi-
tive to noise than methods based on principal axis of the reconstructed volume. VVDR
has been successfully tested in a few occlusion-less situations [1]. In the present paper,
we tested how this framework is able to manage occlusions in 24 realistic scenarios sho-
wing 22 fall events and 24 confounding events (11 crouching position, 9 sitting position,
4 lying on a sofa position) under several camera configurations. This unique dataset is
documented [21] and made available to the scientific community through a website [20].
We also analyze theoretically the robustness of the method to occlusion by identifying
the worst occlusion case and testing it with experimental videos. Finally a real-time im-
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plementation using GPU is demonstrated.
The paper is organized as follows. Section 3.3 describes the theoretical background
and the implementation of the method proposed in this paper in order to detect falls in
these scenarios thanks to a multi-cameras system. Section 3.4 describes the experimental
set-up that was used to generate the 24 scenarios with occlusions to validate the method.
Section 3.5 provides some results and discussion about the performance of the method.
Finally, section 3.7 gives conclusion and perspectives to this work.
camera 1 camera 3
camera 6 camera 8
FIGURE 3.1 – Examples of real occlusions in our experimental setup.
3.3 Method
Briefly stated, the method involves essentially two main steps. First, with the set of
cameras the 3D volume of the person is reconstructed with a shape-from-silhouette ap-
proach. Second an index (VVDR) is obtained by dividing the volume that is below 40 cm
by the total volume of the person. Then a simple threshold is used to determine if this
index reveals a fall or not. This section describes in more details these steps.
Our algorithm can be divided into 3 levels : camera and data fusion levels (step 1)
and recognition level (step 2) as shown in Fig.3.2.
3.3.1 Camera level
In order to calculate the volume distribution of a subject in his environment the sys-
tem must know the relationship between the camera coordinate system and the real 3D
space. Thus, preliminary to the fall detection process, the cameras have to be calibrated.
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TABLE 3.1 – Table of notation
X = (X,Y, Z) real world coordinates
Xc = (Xc, Yc, Zc) coordinates
f = (fx, fy) focal length (horizontal and vertical)
c = (cx, cy) optical center coordinates
k = (k1, k2, k3, k4, k5) radial distortion parameters
T 3D translation vector
R 3D rotation matrix
(xn, yn) normalized image projection
(dx, dy) tangential distortion vector
rn radial distance
(xd, yd) normalized image coordinates with radial
distortion
(xp, yp) pixel image coordinates
α skew coefficient
ij image i of camera j
bj background model of camera j
sj binary image of the segmented foreground
object for camera j
zi height of the horizontal plane i
Si,j projection of the image provided by
camera j on the horizontal plane i
Si summation of the projection Si,j coming
from n cameras
S∗i one slice of the 3D volume reconstructed
V V D(i) Vertical Volume Distribution of the object
at the ith slice
V V DR Vertical Volume Distribution Ratio
Th Segmentation threshold
Intrinsic parameters were computed using the chess board method[26] to define the
focal distance f = (fx, fy), the optical center c = (cx, cy), the skew coefficient α and
the radial distortion k = (k1, k2, k3, k4, k5) as presented in [76]. The later parameters are
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FIGURE 3.2 – Schematic representation of the entire process.
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necessary because of non negligible radial distortion due to the large field of view of
the camera lenses. External parameters, the rotation matrix R and the translation vector
T were calculated using feature points manually placed on the floor. Altogether, those
parameters define the projective camera model described as follows. Let X = (X,Y, Z)
be the real world vector of a 3D point and Xc = (Xc, Yc, Zc) his coordinates in the camera
space then :
Xc = R X + T
The normalized image projection (xn, yn) is defined by : xn
yn
 =
 Xc/Zc
Yc/Zc

The normalized point coordinates (xd, yd) with radial distortion become : xd
yd
 = Ä1 + k1r2n + k2r4n + k5r6nä xn
yn
+
 dx
dy

Where the tangential distortion vector (dx, dy) is : dx
dy
 =
 2k3 xn yn + k4
(
3x2n + y2n
)
k3
(
x2n + 3y2n
)
+ 2k4 xn yn

and radial distance is : rn =
»
x2n + y2n
Finally, multiplying the normalized coordinates with the camera matrix gives pixel
coordinates (xp, yp)  xp
yp
 =
 fx α · fx cx
0 fy cy


xd
yd
1

where α is a skew coefficient. This function can be written as :
[xp, yp] = φ (X,Y, Z, f, c,k,R,T, α)
In order to detect moving objects, each image of camera j, noted ij , is subtracted
from its own background model bj obtained by computing a temporal median image of
the sequence [131]. When the absolute difference of a pixel is higher than a previously
defined threshold Th, it is registered as a foreground pixel, otherwise it is considered as
a background pixel :
sj (xp, yp) =

1 if |ij (xp, yp)− bj (xp, yp) | > Th
0 otherwise

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Finally, in order to reduce noise detection and reinforce large surface detection, an
opening morphological operation is done on sj . An example of this segmentation is given
in Fig.3.3.
FIGURE 3.3 – Result of the moving object segmentation process. From left to right, back-
ground median model bj , current frame ij , segmented picture sj for camera j.
3.3.2 Data fusion level
This level aims at gathering projections of the 2D silhouette provided by each camera
on horizontal slices in order to reconstruct the 3D volume of the subject. Let Sij be the
projection of the image provided by camera j on the horizontal plane i as follows :
Si,j (X,Y ) = sj (φ (X,Y, Zi, fj , cj ,kj ,Rj ,Tj , αj))
where Zi is the height for the horizontal plane i, fj , cj ,kj ,Rj ,Tj , αj are the parameters
for camera j.
For each horizontal slice i, Si is the image corresponding to the summation of projec-
tion Si,j coming from n cameras :
Si (X,Y ) =
n∑
j=1
Si,j (X,Y )
Where n is the total number of cameras. Therefore, Si (X,Y ) takes values between 0
and n depending on the number of 2D silhouettes (from n cameras) contributing to the
3D reconstruction at position (X,Y ) and at height Zi. The distance between each slice
was set arbitrarily to 10 cm in this study. Fig.3.4 illustrates an example of such kind of
fusion.
Without occlusion, the person is visible from all cameras and consequently all posi-
tions (X,Y ) where Si (X,Y ) = n define the correct 3D reconstruction (slice by slice). To
allow tolerance for one possible occlusion we simply add the positions where Si (X,Y ) =
n−1 at the expense of a slightly larger and coarser reconstruction. Therefore, by threshol-
ding Si at n− 1 we obtain the 3D reconstruction as a series of segmented slices S∗i :
S∗i (X,Y ) =

1 ifSi (X,Y ) ≥ n− 1
0 otherwise

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As the threshold is applied individually to each position (X,Y ), we can also handle the
case of multiples partial occlusions in different cameras if they are not affecting the same
position (X,Y ). Notice that, reducing the threshold to accommodate more occlusions
would result in unacceptable enlargement and innacuracy of the 3D reconstruction.
Let B be the set of pixels in each slice S belonging to the largest object. The Vertical
Volume Distribution of this object at the ith slice denoted V V D (i) is given by :
V V D (i) =
∑
(X,Y )∈B
S∗i (X,Y )
Examples of the resulting volume of a standing up (light gray) and lying down (dark
gray) positions and their corresponding vertical volume distribution are presented in
Fig.3.5 where the difference is clearly visible. Fig.3.6 represents the evolution of the ver-
tical volume distribution (displayed with gray levels) of a subject obtained during a fall
scenario.
FIGURE 3.4 – Representation of 4 slices (Si) where camera views were projected and sum-
med (18 slices were used in practice with a 10 cm vertical interval)
3.3.3 Fall detection level
To detect a fall, an indicator based on the ratio between the sum of VVD values from
the first 40 cm (5 slices starting from the floor) with respect to the whole volume (m=18
slices) is computed as follows :
V V DR =
∑5
i=1 V V D (i)∑m
i=1 V V D (i)
(3.1)
This value 40 cm is justified by anthropometric data from [34]. In particular, for the
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FIGURE 3.5 – 3D Reconstruction of a person after fusion of the different points of view and
their corresponding vertical volume distribution on the right. Light gray color is attached
to a standing up person, and dark gray for a lying on the ground person.
65 to 80 years old range, the shoulder width mean is 41.7 cm. This is the highest height to
be expected for a lying down body.
A fall is detected if this ratio is above a preselected threshold during a predefined
period of time (5 seconds in our case). This predefined period of time of 5 seconds is
not a sensitive parameter and could be longer if needed. We chose 5 seconds because
after that period, the subject stood up after a fall (we did not ask him to stay on the
floor indefinitely) and the confounding events (e.g. crouching down) were lasting shorter
periods of time. In practice this parameter should be chosen by the clinician considering
the habits of the elderly person.
3.4 Materials and experiments
In order to evaluate the method proposed in this paper we have captured several
videos containing a wide set of falls (see Fig.3.8). For each situation, we used several syn-
chronized cameras. However it is impossible to capture real-life situations where people
actually fall. This is why we have designed scenarios that were carried-out by an actor
who performed the falls in our laboratory with appropriate protection (mattress). One
has to notice that realism of the falling motion is not a key issue here as our approach
focuses on the post-fall phase.
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FIGURE 3.6 – Example of the vertical volume distribution during a fall scenario (displayed
with gray levels).
3.4.1 Experimental set-up
The dimension of the area was 7m per 4m. A table, a chair and a sofa were introdu-
ced in the capture area in order to reproduce a normal room where people actually live.
Adding such furnitures introduces occlusions in the videos for most of the scenarios. We
assumed that a commercial system based on our technique would be made-up of IP vi-
deo surveillance cameras with large field of view lenses. For all the scenarios we thus
placed 8 such cameras (Gadspot 4600, 110 degree field of view) all around the area. They
were attached to the ceiling at 2.5 meters height. Video streams (720 x 480 at 30 fps) were
recorded and analyzed on a common desktop PC.
3.4.2 Fall scenarios
We decided to propose a wide range of realistic fall scenarios according to many pre-
viously published works (e.g. [54]). Each scenario is defined by a set of characteristics,
such as the main falling direction (falling down, forward, backward, sideway) and the
departure position (stand up, sit on a chair or a sofa). Each scenario is depicted in Fig.3.8.
Some situations which could lead to false alarms, such as occlusions due to furniture (see
Fig. 1), crouching down on the floor and lying on a sofa (see Fig.3.9) are also present to
complexify the scenarios. Overall there were 24 realistic scenarios showing 22 fall events
and 24 confounding events (11 crouching position, 9 sitting position, 4 lying on a sofa
position) under several camera configurations. These scenarios captured with 8 cameras
correspond to a total of 143472 frames (4782.4 seconds) to be analyzed by the system.
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This unique dataset is documented in [21] and made available to the scientific commu-
nity through a website [20].
Each scenario was performed once by one subject and approved by the local Institu-
tional Review Board (IRB) authority. The subject in the videos is one of the author (A.
S-A), a clinician whose research interests are elderly people affected by musculoskeletal
and cognitive disorders living in the community. He is well aware of the different features
of real falls in elderly people and took care of performing the simulated falls accordingly
(e.g. slow motion, falls due to different disorders (loss of balance, blood pressure drop),
abrupt sitting due to weakening of the ham-string muscles in elderly people etc.).
All the cameras were used to capture the fall. However, it was possible to test various
camera configurations by using or not some of the video sequences during the analysis
process. Hence, we tested configurations using 3 to 8 cameras. It enabled us to evaluate
how our method was influenced by the number of the cameras used for the capture. For
each scenario we tested 219 configurations : all the possible combinations when selecting
3 to 8 cameras among 8 cameras :
C38 + C48 + C58 + C68 + C78 + C88 = 219
Some of these scenarios involved occlusions due to furnitures placed in the environ-
ment.
In order to test further the ability of the system to tackle the problem of occlusions,
we also introduced 2 artificial occlusions. The first one consists in completely deleting the
contribution of one camera, corresponding to a full occlusion of this camera. The second
one deletes only the contribution of one camera for the lowest 40 cm of the 3D volume.
This correspond to the worst possible case because the volume of the lowest part becomes
underestimated and consequently this reduces the VVDR value. This can be explained by
the illustrative example in Fig.3.7. For a 4-camera setup without occlusion, the segmented
slice S∗i is larger (1-2-3-4) than with one occlusion (1-2-3,1-2-4,1-3-4,2-3-4). Therefore an
occlusion may contribute to a higher rate of false negatives (failing to detect a real fall).
3.4.3 Data analysis
In this paper, we wish to evaluate the ability of the Vertical Volume Distribution Ratio
to discriminate lying-on-the-floor position (corresponding to a fall) from others. To this
end, we computed the VVDR for all the images coming from the sequences. As shown in
Fig.3.10, VVDR for lying down positions is clearly different than others, such as standing
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FIGURE 3.7 – Illustrative example with 4 cameras. For a given slice, the segmented surface
S∗i (and the reconstructed volume) is underestimated in case of a camera occlusion.
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up, sitting down or crouched positions. This statement is true whatever the number of
cameras and even with only 3 cameras where the separation remains acceptable.
The actual time where a fall occurs (denoted tfall) is manually measured in the video
sequences. This time is defined as the beginning of the post-fall period when the body hits
the ground. If our method is able to detect a fall event after tfall, the detection is supposed
to be correct (True Positive). If the method doesn’t detect any fall, it is supposed to have
failed (False Negative). If it detects a fall event before tfall this time interval it is supposed
to have generated a false detection (False Positive). If no fall is detected before tfall, it is
then considered as True Negative.
3.4.4 Statistical analysis
The VVDR threshold to set a fall detection was simply taken as the 97.5% percentile
of the no-fall region in Fig.3.10. This means that with VVDR alone, 2.5% of false positives
(FP) will occur, but we will get most, if not all, the true positives (TP). This bias toward
TP is reasonable since we prefer a few more FP to avoid some miss-detections of fall (risk
minimization). Moreover, the predefined period of inactivity (5 seconds) after a potential
fall will remove several others FPs.
We have tested this threshold with an unbiased leave-one-out strategy to compute
the sensitivity and specificity of the complete system (including the period of inactivity
of 5 seconds) in table 3.2. This means that for each scenario tested, we have computed
the VVDR threshold corresponding to the 97.5% percentile of the no-fall region obtained
from all the remaining (training) scenarios.
To analyze our recognition results, we compute the sensitivity and the specificity, as
follows :
– Sensitivity : Se = TP(TP+FN)
– Specificity : Sp = TN(TN+FP )
Where
– True Positives (TP ) : number of falls correctly detected (Among the 22 fall events
multiplied by the total number of camera configurations)
– False Negatives (FN ) : number of falls not detected.
– False Positives (FP ) : number of normal activities detected as a fall (Among the 24
normal segments in each scenario multiplied by the total number of camera confi-
gurations)
– True Negatives (TN ) : number of normal activities not detected as a fall.
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FIGURE 3.9 – Examples of confounding events, from left to right, crounched down, lying
on a sofa and sitted position.
3.5 Results
This section presents results obtained from experimentation with the dataset pre-
viously presented. In a first part, the ability of the VVDR to detect a fall is examinated .
Then the real-time constrain is tested with respect to the number of camera.
3.5.1 VVDR behavior
Results shown in Fig.3.10 prove that VVDR enables to discriminate lying-on-the-floor
from others positions. Indeed, the 95% confidence intervals (gray areas) around the mean
value of VVDR for lying-on-the-ground and others positions are very well separated with
4 cameras or more. The separation remains acceptable for the 3-camera setup, although
some overlap appears between the confidence intervals.
Moreover, the distance between the two confidence intervals increases with the num-
ber of cameras which tends to show that the ability to detect lying positions increases
with the number of cameras.
With four cameras or more the system achieved almost 100% sensitivity and speci-
ficity, as presented in the first part of Tab.3.2. The less favorable results were obtained
with three cameras for which the sensitivity decreased down to 80.6%. Whatever the sce-
nario was, simulating a partial occlusion of the lowest 40 cm above the ground (worst
occlusions) in one camera led to an artificial decrease of VVDR (see Fig.3.11) resulting
in a lower detection rate (55% sensitivity with 3 cameras), but also in the same way, a
lower false detection rate (100% specificity) as shown in the second part of Tab.3.2. On
the contrary, simulating total occlusion of one camera increased the VVDR (Fig.3.11) re-
sulting in a higher detection rate (94.7% sensitivity with 3 cameras) at the expense of a
higher false positive rate (95.6% specificity for 6 cameras and more) as shown in Tab.3.2.
The fact that the inflexion point is located at 40cm, when all contribution of one ca-
mera for the lower part of the body are occluded clearly, demonstrates that this is the
worst occlusion case as explained by Fig.3.7. In this case, the numerator of Eq.3.1 is the
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most underestimated.
3.5.2 Real-time implementation
Three different implementations of this method have been tested. The first one used
only the processor to deal with all the computations. The second one used the GPU for
reconstructing the voxels while the remaining of the computations was performed by the
processor. The last one used the GPU for reconstructing the voxels and segmenting the
image. Computation times for these three methods are reported in Tab. 3.3. The main
result is that the algorithm which used the GPU can go 18 times faster than the one with
only the processor, for 3 cameras. This ratio increased up to 28 when using 8 cameras.
3.6 Discussion
Our results compare very favorably with those reported in the literature. For instance,
Rougier et al. in [142] have developed a fall detection system with a single camera based
on silhouette deformation of the subject with the same dataset used here. Their results
gave a sensitivity and specificity of 95.5% and 96.4% respectively, that are lower than
those obtained with our method, although this comparison is somewhat unfair because
they used only one camera. Anderson et al. [14] used fuzzy logic with a multi-camera
setup on a dataset containing 14 falls and 32 no-falls events. They obtained 100% true
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FIGURE 3.11 – VVDR for a standing up and lying down situations where one camera is
gradually occluded (from the ground to the head of the subject) in a 3-cameras setup with
95% confidence interval in light gray.
positive detection and 6,25% false detection (sensitivity=100% and specificity=93.75%).
However, they did not address the problem of occlusions and their approach requires
the manual adjustment of several parameters. Cucchiara et al. [43] proposed a posture
classification system that was able to achieve 97.23% accuracy with some occlusions and
for four types of postures including lay down position. Notice that [14, 43] used data-
sets with different (unspecified number of) subjects while we used one (experimented)
subject.
The method presented in this paper is able to deal with an occlusion of one camera
without significantly decreasing the detection rate. In real life, situations where several
cameras are occluded generally occur. However, the reconstruction algorithm is applied
independently for each 3D position. Hence, the algorithm is able to deal with several oc-
clusions, except if there is more than one occlusion for the same 3D position. In some real
situations such as the one depicted in Fig.3.1 all the cameras may be partially occluded.
A classical reconstruction method [14] may fail in recognizing a lying person in that case,
as shown in Fig.3.12 whereas the method presented in this paper is able to reconstruct
the volume of the actor. The quality of the resulting reconstructed volume is sufficiant to
compute VVDR and thus determine if the actor is lying down or not.
Another important feature of the method is the fact that it works without considering
the speed or motion of the person. Indeed, by simply looking for abnormal volume dis-
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TABLE 3.2 – Sensibility and specificity obtained with VVDR threshold set at 97.5 percen-
tile of the no-fall region. Mean +- standard deviation of leave-one-out
Number original video
of camera sensitivity specificity
3 0.806 (+- 0.021) 1.000 (+- 0.000)
4 0.997 (+- 0.001) 0.998 (+- 0.000)
5 0.999 (+- 0.000) 1.000 (+- 0.000)
≥6 1.000 (+- 0.000) 1.000 (+- 0.000)
worst occlusion
sensitivity specificity
3 0.550 (+-0.022) 1.000 (+- 0.000)
4 0.895 (+- 0.019) 1.000 (+- 0.000)
5 0.933 (+- 0.016) 1.000 (+- 0.000)
≥ 6 0.954 (+- 0.011) 1.000 (+- 0.000)
total occlusion
sensitivity specificity
3 0.947 (+-0.007) 0.995 (+- 0.001)
4 0.999 (+- 0.000) 0.990 (+- 0.002)
5 1.000 (+- 0.000) 0.984 (+- 0.003)
≥ 6 1.000 (+- 0.000) 0.956 (+- 0.008)
tribution along the vertical axis, i.e. when the major part of the body is near the floor, fall
detection is made possible. This point is important because motion is generally difficult to
measure and usually needs more computer resources and a high and fixed frame rate to
be accurate ; these requirements add complexity and could impair real-time processing.
Regarding the possibility that people just happen to have their bodies close to the
floor for a long period of time (maybe to pick up something or to tie their shoelaces).
This problem is usually tackled by the computation of the VVDR itself because a large
part of the body remains above 40 cm, but in the unusual case where the elderly is very
near the floor, the pre-defined limit of time (5 seconds in our case) is sufficient to avoid
false positive. The limit could be increased to a higher value if necessary depending on
the habits of the elderly person and is not a sensitive parameter. In this study, the 11
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TABLE 3.3 – Influence on the implementation on computation time
Segmentation CPU CPU GPU
Projection CPU GPU GPU
Number of time time time
cameras (msec/frame) (msec/frame) (msec/frame)
3 1140 98 63
4 1516 100 72
5 1888 111 79
6 2258 122 88
7 2613 133 96
8 2980 145 105
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FIGURE 3.12 – Volume reconstructed in case of real occlusions with pictures shown in
Fig3.1. Left : classical method. Right : occlusion-resistant method presented in this paper.
crouching down events were correctly identified as true negative (except for the 3 camera
configuration). However, in the case where the subject finishes the fall onto an object (e.g.
table, wall, or other furniture), a large part of the body could remain above 40 cm and
thus, our system could fail. Adding some knowledge about the environment could help
to detect these difficult cases. Similarly, a fall ending in a sitting posture (on the floor),
could cause a miss detection.
Notice that another moving object entering/leaving the room, like a cat or dog would
be ignored because the system analyses only the largest object (human) in the scene (see
section Method). Very big dog are out of the question because of the additional risk of
fall for an elderly person living alone.
To bring the system to a multi-room setup, a set of cameras needs to be installed in
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every room. Fortunately, this does not require much more computer resources. Actually,
the computer simply needs to know in what room the elderly person is and then process
the data coming from this room only for fall detection. The presence of a person in a
room can be easily and quickly monitored with simple background subtraction for all
cameras (in all rooms) checked one after the other at a low frame rate per camera (e.g. 1
frame/sec). Only the cameras involved in the identified room would be processed at a
higher frame rate for fall detection. More sophisticated alternatives are also possible and
will be investigated in the future.
One shortcoming of a multi-room setup of our video system is the requirement for
installation of adequate infrastructures that may cause a significant modification of the
subject’s home environment. Although this means certainly much work (e.g. compared
to wearable devices), with the current miniaturization of cameras and reliable Wi-Fi tech-
nology we believe that such system is nevertheless realizable for real application. The cost
of such system could be another problem for the user or provider ; however we think that
the economic advantages will be noticeable when compared with traditional intervention
i.e. placing the elderly in a specialized establishment (instead of the home setting). Ano-
ther concern about video systems could be the intimacy and privacy of the user. For this
reason, this system should use a closed circuit : the system will be activated to send an
alarm signal toward an outside resource (e.g. via a phone or Internet) if and only if a fall
is detected, then the images for that event could be accessed (with a password) by the
designated persons (e.g. the main caregiver or an emergency call centre). Moreover, in
some areas (e.g. bathroom) the images could be processed (blurring, pixelization or sil-
houette extraction) to ensure some privacy. Finally it is worth mentioning that in a recent
study on the perception of intelligent videomonitoring system by elderly people [104],
96% of participants were favorable or partially favorable to such system for fall detection
at home.
Finally, the quality of the images was rather poor here due to large field of view lenses
and compression artifacts of low-cost cameras, resulting in noise on segmented pictures.
Such noise may lead to errors in the silhouette of moving objects. However missing part
of the silhouette could be considered as partial occlusions that our method is able to
overcome. Imperfect segmentation are thus partially compensated by the method but
improvement in the segmentation algorithm would certainly be desirable in the future
to compensate for the limitations associated with low-cost cameras. Today’s higher end
cameras will certainly become more affordable in the future and could also contribute to
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better performance of the system.
3.7 Conclusions
The results presented in this paper had shown that a multi-camera system is reliable
in order to detect falls even if some occlusions occur. This result is valid even with only
three cameras, but four or more cameras will offer better performances.
This research has led to five contributions : (1) VVDR, a simple and robust feature
for fall detection, (2) application of occlusion-resistant volumetric reconstruction to fall
detection, (3) creation of a unique dataset that is now documented [21] and made avai-
lable to the scientific community through a website [20] (4) theoretically analysis of the
robustness of the method to occlusion by identifying the worst occlusion case and testing
it with experimental videos (5) real-time implementation with GPU.
One of the major contributions of this paper is the design of a simple index, the VVDR,
which focuses on the change of shape vertical distribution of the subject (from standing
up to lying down on the ground). VVDR is robust to some inaccuracies that could oc-
cur for a few images (because of too multiple occlusions or segmentation errors). It also
means that using a lower frame rate could be considered without affecting the perfor-
mance of the system since only the shape distribution at each frame is considered. Hence,
we could imagine that a unique system could be used to monitor several rooms at a low
frame rate for each camera. In this way, an entire home for autonomous people or mul-
tiple resident in a community dwelling could be monitored thanks to a unique system
composed of a network of cameras and only one computer. In this paper, we have also
shown that this type of detection process could be real-time if necessary by simply using
a GPU.
The reconstruction method proposed in this paper could be applied to other types of
applications, such as quantifying daily life activities which is a key issue of our modern
society. As for detecting falls, real situations involve many occlusions and classical me-
thods based on multiple cameras (e.g [14]) generally fail in solving this problem. More
generally, this method should be useful for applications involving spatial location and
activity classification depending on shape of subjects. Contrary to approaches mainly ba-
sed on image analysis, dealing with 3D volumes in space brings richer information that
should be useful to address complex monitoring processes.
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Le travail précédent a permis de présenter la méthode de détection de la chute par un
système multi-caméras. Différents points particuliers méritent quelques commentaires.
Ceux-ci sont à propos de la résistance à l’occultation, et des différentes possibilités d’amé-
liorations telles que la méthode de segmentation et de calibrage, et l’utilisation de carte
de profondeur.
4.1 Commentaires sur la résistance à l’occultation
Il est intéressant de noter le fait que cette résistance à l’occultation se réalise au niveau
du voxel. En effet, le voxel est défini comme occupé lorsque celui-ci est visible par n − 1
caméras.
Ainsi, l’absence de contribution d’un pixel peut effectivement provenir de l’occulta-
tion de ce pixel, car non visible par la caméra, mais aussi par un défaut de segmentation.
Il en résulte donc que cette méthode peut aussi se montrer résistante au bruit de segmen-
tation.
Pour la démonstration de la résistance à l’occultation dans cet article, seulement l’oc-
cultation d’une seule caméra été étudiée. Il est tout à fait possible d’imaginer une version
où n−2 contributions de caméras soient nécessaires pour définir le voxel comme occupé.
Ceci pourrait rendre la méthode plus résistante au détriment d’une reconstruction plus
grossière du volume et potentiellement du taux de fausses alarmes qui pourrait alors
augmenter.
Il pourrait être intéressant d’utiliser le formalisme probabiliste développé par Franco
dans [57], où chaque occupation de voxel est estimée à partir des probabilités que le pro-
jeté de ce voxel dans l’image de chacune des caméras appartienne au sujet. Cette méthode
de reconstruction pourrait, par son formalisme probabiliste, être tout aussi, voir plus, ré-
sistante à l’occultation, mais sans avoir à définir le seuil du nombre de contributions de
caméras nécessaires pour rendre un voxel occupé.
4.2 Propositions d’amélioration
Cette méthode utilise deux étapes fondamentales qui sont le calibrage de la scène et la
segmentation avant/arrière-plan pour effectuer la reconstruction de la surface du sujet.
Différentes pistes d’améliorations sont possibles pour la détection de la chute avec cette
méthode. Premièrement, les deux étapes cruciales du calibrage et de la segmentation
peuvent être améliorées avec d’autres méthodes plus complexes. D’autre part, l’utilisa-
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tion de caméras de profondeur peut être considérée comme une solution de mesure très
pertinente. Ces différents points vont maintenant être traités plus en détail.
4.2.1 Amélioration de l’étape de calibrage
Dans le travail présenté, le calibrage des caméras a été réalisé à l’aide de points de
référence. Cette étape de préparation peut être remplacée par une méthode de calibrage
dynamique qui essaye de faire correspondre en un volume complet et régulier les diffé-
rentes silhouettes présentes sur chaque caméra. Cette méthode proposée par Boyer dans
[29] utilise les silhouettes de la personne pour faire correspondre les sommets des sil-
houettes et minimiser les parties de chaque silhouette non recouverte par la reprojection
du volume reconstruit avec les paramètres de calibrage. Les paramètres de calibrage sont
alors optimisés pour minimiser cette différence.
4.2.2 Amélioration de l’algorithme de segmentation
Dans notre expérimentation nous avons utilisé un modèle simple de segmentation de
fond. Les paramètres d’éclairage étant contrôlés, et le fond totalement fixe, il n’apparais-
sait pas nécessaire d’utiliser une méthode plus compliquée. Il est évident qu’en situation
réelle, ce type de segmentation d’arrière-plan serait inutilisable, et cela pour plusieurs rai-
sons. La première raison provient de la gestion des ombres. Celles-ci projetées au sol vont
augmenter artificiellement le volume de la personne aux niveaux proches du sol, ce qui
pourrait provoquer des fausses alarmes plus facilement. La seconde, toujours associée à
la lumière, provient de la variation de la lumière tout au long de la journée, modifiant
ainsi la couleur de l’image de fond. Dans ce cas, il est nécessaire d’utiliser une mise à jour
du modèle de fond qui va intégrer au fur et à mesure les variations de la lumière, tout
comme les modifications de la scène du fait des déplacements d’objets.
Pour cela, il existe de nombreuses méthodes de soustraction de fond classique comme
présenté par Piccardi dans [131] ou par Beneth et al. dans [23]. La plus généralement
utilisée est la mixture de gaussienne, où pour chaque pixel, les couleurs prises par le fond
sont modélisées par plusieurs gaussiennes. Il existe une méthode plus récente et similaire
qui se base sur les ”Codebook”, publiée par Kim dans [93]. Elle modélise les mêmes
couleurs le plus souvent prises par un pixel à l’aide d’une liste de code de couleur. Ces
codes de couleurs rassemblent des propriétés de couleur comme une couleur moyenne, la
luminosité maximale et minimale et des propriétés temporelles, par exemple la fréquence
d’occurrence.
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FIGURE 4.1 – Illustration du processus de segmentation multivues itératif. Chaque co-
lonne représente une caméra. La première ligne montre l’image en couleur de la caméra
puis chaque ligne une itération de la segmentation. Source [100].
Pour l’instant seules des méthodes de segmentation prenant en compte une seule
caméra ont été explicitées. Comme l’ont proposé Wee et al. dans [100], l’étape de seg-
mentation et de reconstruction du volume peuvent être réalisées de manières itératives
pour fusionner l’information de chaque caméra dès l’étape de segmentation. Cette mé-
thode reprojète le volume reconstruit dans l’image de chaque caméra pour en améliorer
la segmentation avec cette information supplémentaire. En réalisant cela plusieurs fois,
la reconstruction s’en retrouve améliorée comme le montre la figure 4.1
Le problème de la segmentation d’une image issue d’une caméra classique provient
du fait que seule l’information de couleur au cours du temps permet de définir un pixel
comme appartenant au premier plan ou à l’arrière-plan. Ce type d’information ressemble
82 4. DISCUSSION SUR LA CHUTE
à un problème mal posé. La classification à partir de la couleur dépend du fait que le fond
et l’objet au premier plan vont avoir une couleur différente, ce qui est une condition qui
n’a pas de rapport avec la nature de la classification. Il peut être intéressant de changer
le type d’information pour se tourner vers une information qui a un rapport plus étroit
avec la nature de la classification, par exemple la profondeur.
4.2.3 Utilisation de caméras de profondeur
Lorsqu’un objet apparaît dans une scène observée par une caméra de profondeur, il
va forcément modifier la profondeur mesurée. En effet, si l’objet est derrière un autre, la
profondeur apparente restera la même que la profondeur du fond. Dans le cas contraire,
la profondeur sera forcément inférieure si l’objet est entre le fond et la caméra. La na-
ture de l’information utilisée pour la classification est maintenant directement reliée au
phénomène de classification.
Il existe maintenant des caméras de profondeur performantes et bon marché qui
n’étaient pas disponibles lors de la réalisation de ce travail. Comme il le sera précisé plus
en détail dans la section 5.5, ces caméras utilisent une information qu’elles projettent dans
la scène qu’elles mesurent à l’aide d’une caméra permettant ainsi de calculer la distance
entre la caméra et les objets visibles de la scène.
Différents travaux ont été réalisés dans ce sens, par exemple Rougier et al. dans [140]
et Mastorakis et al. dans [109] qui après avoir effectué une segmentation de la personne
basée sur ce principe, proposent de mesurer la hauteur du centroïde et la vitesse de la sil-
houette pour détecter la chute et ceci à l’aide d’une caméra de profondeur. On peut noter
qu’un autre intérêt apparaît, le respect de la vie privée. Puisque l’information de profon-
deur permet de reconnaître la silhouette et la position de la personne tout en respectant
son intimité.
4.3 Conclusion
Comme il a été présenté, cette méthode basée sur l’analyse de la surface issue d’une
reconstruction multi-caméras est robuste aux occultations pour détecter la chute d’une
personne au sol. Cette méthode peut être effectivement améliorée en plusieurs points
pour être utilisée sur le terrain. Cette contribution permet de participer à la réflexion
sur la prise en charge de la chute à domicile. Ce problème qui devient maintenant un
problème universel. En effet, la revue de littérature de Kalula dans [90] et l’organisation
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mondiale pour la santé à travers son rapport sur ce sujet dans [129] montrent que ce
problème est aussi soulevé dans les pays émergents.
Mais la principale amélioration reste par rapport à l’évènement de la chute en lui-
même. Serait-il possible de prévenir cette chute en mesurant la prédisposition de la per-
sonne à la chute avant que la chute n’intervienne ? Effectivement, différents travaux
montrent l’implication de la perturbation de la démarche dans la prédisposition à la
chute, qu’elle soit due à l’âge ou à la maladie comme précisée par Richardson dans
[136]. Ceci montre l’intérêt qui résiderait dans la capacité de mesure des paramètres de
la marche en clinique.
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Deuxième partie
Étude de la marche
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5.1 Introduction
La marche est l’un des mouvements les plus utilisés au quotidien, et qui est acquis
généralement dès la première année de notre vie. Malgré cette acquisition précoce, la
marche est un mouvement extrêmement complexe comme l’attestent les très nombreux
travaux scientifiques qui continuent à l’explorer encore de nos jours. En particulier, c’est
un mouvement qui utilise très judicieusement un enchaînement de déséquilibres vers
l’avant pour minimiser les efforts à produire pour se propulser. Comme cela est décrit
dans la partie 1.1, ce mouvement est rendu possible grâce à différents systèmes qui fonc-
tionnement étroitement ensemble. Le système musculo-squelettique et le système ner-
veux central et le système nerveux périphérique sont tous trois mis en oeuvre pour réa-
liser ce mouvement. Il est donc normal qu’une pathologie touchant l’un de ces systèmes
ait une répercussion sur la marche réalisée comme l’attestent de nombreux travaux.
Dans le contexte de vieillissement de la population, les troubles liés à l’avance en âge
doivent être diagnostiqués au plus tôt pour améliorer leur prise en charge, à la fois pour
améliorer la qualité de vie, mais aussi pour que la société puisse faire face au surcoût
que cela engendre. En particulier des pathologies ou des dégénérescences de l’un des
systèmes doivent être facilement détectées lors de simples visites cliniques régulières.
Cela peut se réaliser via une analyse quantifiée de la marche, mais celle-ci doit pouvoir
s’effectuer sans avoir recours à des systèmes de mesure complexes et coûteux. Dans le
milieu clinique, les approches quantitatives sont souvent remplacées par des échelles
et des appréciations qualitatives. Des auteurs [31] ont montré que la démarche de 30
patients observée sur vidéo par 10 médecins conduisait à des diagnostics parfois peu
concordants.
Cette expérience montre la nécessité de pouvoir effectuer une mesure quantitative
des paramètres de la marche sans perturbation subjective due au niveau d’expérience du
praticien. Des protocoles de mesures adaptés à l’exercice clinique ont été proposés par le
passé. Ceux-ci se basent sur un appareillage léger qui peut être rapidement mis en œuvre,
tel que des accéléromètres lombaires ou encore des semelles dynamométriques. Malheu-
reusement l’information retournée est mesurée de manière ponctuelle sur le corps, et
donne donc un reflet global de la marche avec un point unique de mesure, si bien qu’une
partie de l’information significative peut être ignorée. D’autres protocoles, plus lourds
à mettre en œuvre, permettent les mesures multipoints de la marche, mais restent ré-
servés aux laboratoires de recherches. Ils consistent principalement en un tapis d’ana-
lyse de pressions exercées au niveau des pieds (GaitRite [158]) ou d’un système opto-
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électronique mesurant le mouvement de mires réfléchissantes positionnées sur le corps
(système Vicon par exemple [5]). Cependant, ces systèmes sont relativement coûteux et
nécessitent des compétences techniques particulières qui engendrent généralement le re-
crutement d’un ingénieur spécialisé. Il est donc difficile de les utiliser à grande échelle
dans une clinique courante et ces systèmes restent donc réservés à de grands centres de
rééducation. Même si l’information disponible avec ces systèmes est plus riche qu’avec
un unique accéléromètre, l’idée reste toutefois d’échantillonner l’information disponible
de manière plus ou moins détaillée. Encore une fois, le choix de se focaliser sur cer-
tains points de mesure peut conduire à des pertes d’informations. Les systèmes opto-
électroniques reposent en effet sur un modèle biomécanique pour choisir le placement
des mires réfléchissantes. Ce modèle simplifie le corps humain en solides rigides connec-
tés par des articulations parfaites. De plus, ces modèles ne tiennent généralement pas
compte des 200 os du corps humain, mais définissent des segments corporels simplifiés
(en particulier pour le tronc, les mains, les épaules et l’avant-bras).
En dehors de ces problèmes d’échantillonnage de points de mesure, il est important
de rappeler l’objectif final de ces analyses quantifiées de la marche. Cet objectif est d’ef-
fectuer un diagnostic ou un suivi de la pathologie d’un patient. Il est donc important
d’avoir des critères quantifiés, mais aussi en nombre limité, afin de comparer les pa-
tients entre eux, ou à eux-mêmes entre deux traitements. On retrouve ici la contradiction
entre la multiplication de l’information mesurée et la concision de l’information néces-
saire pour classer les patients. Les systèmes couramment utilisés suivent un processus
complexe qui consiste à calculer les angles articulaires liés au modèle biomécanique étu-
dié, puis à effectuer des régressions statistiques afin de réduire l’information à un critère
simple d’asymétrie, de régularité. . . En effet, mener une analyse objective pour classer
deux patients sur la base de dizaines de critères quantifiés (les angles, les vitesses, les
positions, les efforts. . . ) est quasiment impossible. Revenir à des paramètres simples à
partir de toutes ces mesures permet d’exploiter plus facilement les informations pour le
diagnostic. Cependant, chaque étape du processus introduit son lot d’imprécisions et de
modèles, car le critère recherché n’est pas directement mesuré, mais estimé à partir de
mesures elles-mêmes indirectes (les angles articulaires obtenus à partir de mesures de
positions de mires externes).
Dans cette partie de la thèse, nous proposons d’employer une méthode en rupture
avec ces approches. L’idée fondamentale est d’identifier les critères pertinents utilisés en
clinique et les obtenir directement à partir d’une mesure complète du mouvement du pa-
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tient, sans hypothèse particulière d’échantillonnage. Dans une première section 5.2, une
réflexion est menée sur les altérations de la marche introduites par l’avance en âge, ce qui
nous amènera à cibler l’un des paramètres cliniques pertinents à mesurer : l’asymétrie.
Puis nous abordons une brève revue des différents systèmes réalisant une mesure quan-
titative de la marche 5.3 avant de décrire plus précisément la problématique du travail
présenté dans cette partie.
5.2 Paramètres cliniques de la marche
Pour décrire le mouvement de la marche, plusieurs avenues existent. La plus simple
et la plus usitée est de définir le mouvement par la résultante de celui-ci. Ainsi, il sera
fait état de vitesse, de longueur de pas, de cadence et de temps de doubles appuis. La
marche se décrit généralement à l’aide de ces paramètres d’après Wittle dans [165]. D’un
autre point de vue, la démarche peut être caractérisée par ce qui en est la source, les
mouvements angulaires des articulations. Le mouvement est alors spécifié par la valeur
des angles de chaque articulation au cours du temps. Ces informations de base peuvent
être utilisées pour calculer des indices de plus haut niveau, par exemple la régularité et
la symétrie de la démarche. Le paramètre de la régularité se base sur le fait que la marche
est un mouvement rythmique. Il caractérise alors la différence qui peut exister d’un cycle
à l’autre pour les variables spatio-temporelles ou pour des variables de cinématique et de
dynamique. La symétrie reflète le principe de symétrie générale du corps humain dans
le plan sagittal qui soit se retrouver dans la ressemblance du mouvement du pas gauche
avec le mouvement du pas droit.
Tout au long du vieillissement, le corps change lentement. L’une des conséquences
est une détérioration du système musculo-squelettique, du système nerveux central et du
système nerveux périphérique. Il en résulte une modification de la démarche. Plus spé-
cifiquement, des anomalies liées à la dégénérescence de tissus en relation avec l’avance
dans l’âge sont connues. La dégénérescence de certains tissus provoque des modifica-
tions fonctionnelles y compris en l’absence de pathologies. Différentes variables de la
démarche sont modifiées par ces changements. Sadeghi a publié dans [144] le résultat de
la comparaison des démarches mesurées par un système opto-électronique de 18 sujets
âgés sains comparées à celles de 18 sujets jeunes. Comme montrés dans les tableaux 5.1
et 5.2, les paramètres spatio-temporels de la marche sont tous affectés par l’âge.
De nombreuses maladies dégénératives modifient plus encore la démarche. Par
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TABLE 5.1 – Tableau récapitulatif des déformations des principaux paramètres de la
marche du fait du vieillissement. ∗ p < 0.05. Source [144]
Seniors Jeunes
Paramètres Moyenne Écart-type Moyenne Écart-type
Vitesse (m/s) 0.93 ∗ 0.20 1.30 ∗ 0.12
Phase d’appuis (%) 63.00 ∗ 3.00 60.70 ∗ 1.70
Longueur du pas (m) 0.61 ∗ 0.06 0.73 ∗ 0.04
Longueur de la foulée (m) 1.23 ∗ 0.10 1.45 ∗ 0.07
Cadence (foulée/min) 91.70 ∗ 12.20 106.50 ∗ 7.03
TABLE 5.2 – Tableau récapitulatif des coefficients de variation du moment développé par
les muscles et la puissance musculaire aux articulations. Source [144]
Seniors (CV) % Jeunes (CV) %
Articulation Plan Couple Puissance Couple Puissance
Hanche Sagittal 55.90 72.50 110.10 125.70
Frontal 29.17 145.50 108.80 104.20
Transverse 73.00 307.60 110.00 145.00
Genoux Sagittal 117.20 100.50 167.70 109.00
Frontal 110.10 320.20 131.60 399.40
Transverse 162.90 281.30 105.90 127.60
Cheville Sagittal 40.10 83.30 32.40 57.20
Frontal 121.70 223.30 171.00 230.00
Transverse 74.40 217.30 293.60 225.00
exemple l’arthrose, ou encore arthropathie chronique dégénérative, provoque l’appari-
tion de fissures dans les cartilages des articulations. Par exemple Baam et al. dans [22] a
noté une modification de la démarche lors de l’atteinte des pieds et des chevilles. Il re-
marque que généralement la déformation consiste en une vitesse plus faible, un temps
de double support plus long et un évitement des positions extrêmes. Plus généralement,
Weiss et al. ont étudié l’impact de l’arthrose rhumatoïde sur le mouvement des membres
inférieurs dans [163]. Ses résultats montrent que tous les paramètres spatiaux temporels
et de cinématiques articulaires sont modifiés significativement par la maladie. De même
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lorsqu’une maladie dégénérative atteint le système ostéo-articulaire ou le système mus-
culaire, elle entraîne une modification de la démarche. Par exemple, d’après Fielding et
al. dans [53], l’un des symptômes reconnus de la sarcopenia est une vitesse de marche
inférieure à 1 m/s associée à une faible masse musculaire constatée. Il est immédiat que
lorsque la symétrie fonctionnelle n’est plus assurée du fait de l’atteinte d’un de ces sys-
tèmes par une pathologie seulement sur un des côtés, la symétrie du mouvement de la
démarche sera altérée. Par exemple, Hodt-Billington a montré dans [79] que la mesure
de l’asymétrie de la chute du pied et de l’accélération du tronc lors du mouvement de
la marche permet de différencier les patients atteints d’arthrose de la hanche par rap-
port à des sujets sains. La pose d’une prothèse de hanche provoque aussi la modification
de la marche en modifiant la symétrie du mouvement [111]. Il y a aussi la différence de
longueur des membres inférieurs qui provoque une altération de la démarche comme le
montre Gurney dans [70]. Il remarque une asymétrie de la longueur et de la durée des
pas d’un côté par rapport à l’autre. En effet le pas est plus court en temps et en distance
pour la jambe la plus courte.
Le système nerveux central qui subit aussi l’attaque de maladie neuro-dégénérative
qui s’exprime par des modifications des mêmes paramètres de la marche. Par exemple, la
maladie de parkinson modifie les paramètres de la longueur des foulées et de la vitesse,
mais pas celui de la cadence, comme le décrivent Sofuwa et al. dans [154]. Par contre,
cette maladie se caractérise par une variabilité plus importance par rapport aux sujets
sains. Plotnik et al. ont montré dans [133] que la symétrie est aussi un élément à prendre
en compte pour cette maladie, mais seulement dans le cas de “freezing of gait”. De même
dans le cas d’un accident vasculaire cérébral, le mouvement de la marche est modifié au
niveau de l’asymétrie comme le décrivent Hsu et al. dans [81].
L’asymétrie est un indice d’évolution de la pathologie lorsque celle-ci est latéralisée.
Cette information quantifiée peut aider le médecin lors du diagnostic et le suivi de la
pathologie. Il en résulte une nécessité de mesurer cette information d’asymétrie du mou-
vement de la marche. Pour que cela soit vraiment efficace, il est impératif de considérer
les contraintes de temps et de coût de l’utilisation d’un tel outil en clinique quotidienne.
5.3 La mesure quantitative de la marche
Depuis les travaux de JE Marey à la fin du 19ème siècle [106], les méthodes de mesure
ont évolué, mais les fondements restent les mêmes : la nécessité d’étudier la marche à la
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fois du point de vue cinématique et dynamique. Pour cela différents types de capteurs
résumés dans le tableau 5.3 sont maintenant techniquement utilisables pour réaliser la
mesure des paramètres de la marche. Surer et Kose [157] ont proposé une classification
des méthodes de l’analyse de la marche généralement utilisées.
Les différents appareils de mesures qui ont été utilisés pour mesurer la démarche vont
maintenant être présentés. Tout d’abord seront présentés les protocoles utilisant un seul
point de mesure. Puis suivront ceux réalisant une mesure multipoint. Un bref résumé des
différents types de mesure est fait dans le tableau 5.3.
TABLE 5.3 – Tableau récapitulatif des méthodes de mesure quantitatives de la marche.
Moyen
Nb points physique Exemples
Unique Force Plateforme de force, Jauge in vivo, ...
Accélération Accéléromètre
Multiple Mécanique Exo-squelette, locomètre de Bessou
Cinématique goniomètres
Accélération Accéléromètres
Magnétique Magnétomètre
Optique Caméra
5.3.1 Mesure du mouvement monopoint
La représentation du mouvement de la marche peut se qualifier dans sa globalité
selon un point de mesure. Comme il sera présenté plus tard, l’information mesurée est
alors une résultante des forces de contact avec le sol ou l’accélération globale du corps.
Puis le traitement de cette information pour le calcul de la symétrie sera présenté pour
en cerner les limites.
Dans ce cas de figure, la démarche est alors mesurée d’un point de vue dynamique
à l’aide d’une plateforme de force ou encore avec un accéléromètre placé sur un endroit
du corps. Lorsqu’un seul point de mesure est disponible pour quantifier la symétrie, il
est alors nécessaire d’enregistrer une mesure représentant la globalité du mouvement du
corps. Une première approche fut proposée par Kram et al. dans [96]. Celle-ci consiste
à installer une plateforme de force sur un tapis roulant comme illustré sur la figure 5.1.
Comme montré sur la figure 5.1(a), en utilisant une plateforme de force avec 4 jauges de
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contraintes, une à chaque coin, il est possible de mesurer les trois composantes de la force
(Fx, Fy, fz) exercée par le pied sur la plate-forme, les composantes antéro-postérieures
(Fy) et verticales (Fz) sont illustrées sur la figure 5.1(b). Les forces mesurées sont alors
inversées pour déduire la force de réaction du sol subie par le sujet lors de la marche.
(a)
(b)
FIGURE 5.1 – Illustration d’un tapis roulant équipé d’une plateforme de force (a) et du si-
gnal résultant de quelques foulées (b) pour la composante verticale (Fz) et la composante
antéro-postérieure (Fy). (source [96]).
Dans le cas où un capteur est placé sur le corps, il est nécessaire de le placer sur le plan
de symétrie du corps pour pouvoir réaliser une mesure de symétrie. Ainsi, grâce à la mi-
niaturisation des capteurs sur MEMS (Micro Electro Mechanical Systems), il est possible
de disposer d’accéléromètres de petites dimensions utilisables de manière ambulatoire.
Ainsi B. Auvinet et al. proposent dans [16] de placer ce type de capteur au niveau des
lombaires pour mesurer l’accélération du tronc au plus proche du centre de gravité du
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corps. Ainsi l’accélération globale du corps peut alors être estimée comme le montre R.
Le Bris dans [30].
FIGURE 5.2 – Illustration du placement de l’accéléromètre en position lombaire.
Pour calculer un index de symétrie à partir d’une mesure globale du mouvement, il
est nécessaire de travailler sur le signal au niveau temporel. Par exemple, B. Auvinet et
al. proposent dans [16] une méthode de calcul de l’asymétrie se faisant sur le signal de
l’accélération verticale. L’index de symétrie est le résultat de l’autocorrélation de ce signal
décalé d’une demi-période de la foulée. Seulement, dans le cas d’une forte variabilité du
mouvement ou tout simplement si les pas droit et gauche n’ont pas la même durée, les
cycles ne sont pas en phase. Ceci entraîne une dégradation du sens de la symétrie qui est
mesurée.
Ceci pourrait être amélioré en utilisant la méthode “Piecewise alignement“, telle que
présentée par Helwig et al. dans [77], permettrait d’isoler chaque cycle et d’en estimer la
similarité. Seulement cette information représente l’asymétrie globale du mouvement de
la marche sans permettre d’isoler spatialement la cause de l’asymétrie. Pour distinguer
cette perturbation, il est nécessaire de mesurer chaque partie du corps indépendamment.
5.3.2 Mesure du mouvement multipoints
Pour mieux expliquer le mouvement global, il est intéressant de connaître les mou-
vements internes relatifs entre les membres. Pour cela, la mesure de la dynamique et de
la cinématique du mouvement de plusieurs membres est importante. Dans un premier
temps seront présentés les moyens de mesurer la dynamique du mouvement puis ceux
mesurant sa cinématique.
97
5.3.2.1 Mesure dynamique
L’une des informations dynamiques du mouvement est le contact avec le sol. Pour les
plateformes de force, l’installation d’une plateforme pour chaque pied permet de mesurer
la dynamique de l’appui de manière indépendante. Comme montré sur la figure 5.1, il
est alors possible de différencier l’anormalité en comparant les signaux de chaque pas.
Il existe des modèles de tapis roulant où plusieurs plateformes de forces peuvent être
installées de manière parallèle telle qu’illustrée sur la figure 5.4. Cette installation rend
possible l’enregistrement des appuis de manière continue.
FIGURE 5.3 – Image de synthèse d’une plateforme de force avec le tracé du vecteur de
la réaction du sol sur le pied . Un sujet sain à gauche et pathologique à droite. le signal
représentant la force en jaune est identique pour chaque pas dans le cas du sujet sain et
différent dans le cas du sujet pathologique. (source [83]).
Pour permettre de mesurer la réaction du sol sur plusieurs foulées et en dehors d’un
tapis roulant, des matrices de capteurs de force ont été développées et peuvent ainsi être
intégrées dans les chaussures du sujet ou dans un tapis de marche. Les forces mesurées
sont généralement limitées à la composante orthogonale au capteur, donnant ainsi plutôt
une mesure de pression que de force à proprement parler, comme le montre la figure 5.5.
En biomécanique, le corps humain est vu comme un système de corps rigides poly-
articulés. Les efforts de liaison aux articulations sont très riches en informations sur les
contraintes mécaniques subies par le squelette et indiquent aussi indirectement la résul-
tante des actions des muscles sur ce squelette. Pour mesurer les efforts au niveau d’une
articulation, il est possible d’implanter in vivo une jauge de contrainte dans l’articulation
comme mentionné par Koni dans son état de l’art [95]. Mais cela serait difficilement envi-
sageable du fait qu’une opération chirurgicale soit nécessaire. Dès lors, la seule solution
est d’utiliser la seconde loi de newton [124] qui permet d’évaluer la force avec l’accélé-
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FIGURE 5.4 – Illustration d’un tapis roulant équipé de deux plateformes de force paral-
lèles. (source [98]).
ration à un facteur de masse près. Par exemple, 4 accéléromètres et un gyroscope ont été
positionnés sur chaque segment des jambes par Mayagoitia et al. dans [110] pour mesu-
rer le mouvement des jambes. Mais dans ce cas une information dynamique pure n’est
pas utilisable directement sans l’aide de l’information de vitesse de rotation donnée par
les gyroscopes. Il est tout de même possible d’accéder à l’accélération en dérivant suc-
cessivement la position de chaque point pour obtenir l’accélération. Pour réaliser cette
mesure de position, les méthodes cinématiques doivent être utilisées.
5.3.2.2 Mesure cinématique
L’analyse cinématique de la marche s’intéresse à mesurer les trajectoires articulaires
(angulaires ou cartésiennes) sans se soucier des causes mécaniques qui en sont respon-
sables. Les premières études ont utilisé la chronophotographie, reprenant une méthode
développée par Muybridge dans [122]. Étienne-Jules Marey l’appliqua à l’étude de nom-
breux mouvements tel que celui de la locomotion humaine. Cette méthode qu’il explique
dans [106] consiste à prendre une série de photographies à intervalles réguliers d’une
personne effectuant un mouvement. Grâce à des points de repère sur le corps, il est alors
possible de mesurer la position des articulations au cours du temps tel que montré sur la
figure 5.6.
Ce principe a été largement amélioré et accéléré grâce à l’utilisation de l’électronique.
On peut distinguer maintenant les systèmes utilisant une mesure mécanique (transfor-
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FIGURE 5.5 – Illustration du tapis de mesure GaitRite et des résultats calculés pour chacun
des pas. (source [83]).
mée en signal électrique), inertielle ou visuelle. Nous développons maintenant ces trois
systèmes de mesure.
5.3.2.2.a Mesure mécanique
L’utilisation d’un exo-squelette tel que celui proposé par AnimaZoo [82] permet d’en-
registrer le mouvement grâce à des capteurs sensibles aux angles rapportés par la struc-
ture solidaire de chaque membre. Le sujet porte donc l’exo-squelette sur lui, solidaire-
ment attaché, et ce dernier enregistre en continu les transformations géométriques qu’il
subit à chaque articulation.
Une autre approche développée par Bessou [24], nommé le locomètre, permet de faire
des mesures cinématiques de points particuliers en les reliant physiquement à une base
de mesures. Le mouvement est enregistré à l’aide de câbles attachés au niveau des points
de mesure et reliés à des dérouleurs ayant la capacité d’enregistrer leurs propres rota-
tions. Le locomètre est principalement utilisé pour enregistrer le déplacement des pieds
au cours du temps et, donc, de déduire la longueur et la fréquence de chaque pas. Déduire
un indice d’asymétrie ou un déficit de longueur des pas est ainsi quasiment immédiat.
Cependant, la mesure ne porte que sur les pieds alors que l’asymétrie peut intervenir à
plusieurs autres niveaux du corps. D’un point de vue pratique, ce système est limité aux
déplacements en ligne droite, dans l’axe de l’appareil, et sur quelques mètres seulement.
Ces systèmes mécaniques sont généralement invasifs et impliquent d’équiper le pa-
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FIGURE 5.6 – Illustration provenant des travaux de Jules-Etienne Marey montrant l’utili-
sation de la chronophotographie pour la mesure du mouvement de la course. À gauche
est représenté l’habit où sont attachés les marqueurs. À droite, le résultat de l’exposition
de la plaque photographique à plusieurs moments du mouvement.(source : [107])
FIGURE 5.7 – Illustration du locomètre de Bessou. (source [4]).
tient. De plus, ils sont très limités en terme de mesure et de points d’intérêt, comme nous
l’avons montré pour le locomètre.
5.3.2.2.b Mesure magnétique, centrales inertielles, fusion de capteurs
Si on cherche à augmenter le nombre de points de mesures pour suivre le mouve-
ment de plusieurs segments corporels, les capteurs positionnés sur le corps offrent des
fonctionnalités intéressantes. Qu’ils soient fondés sur des accéléromètres tri-axiaux, des
magnétomètres, des gyroscopes, ou une combinaison de ces capteurs, ces systèmes re-
tournent généralement leur orientation dans un repère cartésien. Par exemple, 4 accélé-
romètres et un gyroscope ont été positionnés sur chaque segment par Mayagoitia et al.
dans [110] pour mesurer le mouvement des jambes. Les dernières technologies, comme
celle proposée par XSens (www.xsens.com) ou Movea (www.movea.com), intègrent une
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batterie et un système de transmission sans fil qui offre une grande liberté de mouve-
ment. Toutefois, il est nécessaire de calibrer le système, et plus particulièrement le mo-
dèle biomécanique du sujet. En effet, ces systèmes reposent sur un modèle de squelette
du sujet qui est généralement figé. Les orientations absolues de chaque capteur sont alors
traduites en angles articulaires qui peuvent ensuite être utilisés pour l’analyse clinique.
Comme tout système de mesure cinématique s’appuyant sur une multitude de points
de mesure, la principale difficulté consiste à extraire l’information pertinente d’un point
de vue clinique, à partir de la somme de mesures disponibles. Comment constituer un
indice d’asymétrie unique à partir d’un vecteur d’angles articulaires pouvant aller à plus
de 50 degrés de liberté. Gouwanda et al. [68] ont proposé d’utiliser ces systèmes pour cal-
culer un nouvel indice d’irrégularité de la marche. Cependant, cet indice se fonde sur un
nombre très limité de points de mesures et peut passer à côté d’informations importantes.
5.3.2.2.c Mesure optique
Afin d’éviter que le sujet ne doive porter un équipement complexe sur lui, comme
une combinaison faisant circuler des câbles chez Xsens, il est possible de remplacer les
capteurs ci-dessus par des marqueurs passifs. Les capteurs sont alors externalisés et la
méthode consiste à suivre la trajectoire de ces marqueurs. C’est le cas des systèmes vidéo
et opto-électroniques. Ces derniers utilisent des caméras infrarouges et des stroboscopes
afin d’isoler dans l’image les marqueurs réfléchissants. Les marqueurs, positionnés sur
des repères anatomiques, s’ils sont vus par au moins deux caméras, peuvent être recons-
truits en 3D, comme le montre Cappozzo et al. dans [32]. Le système opto-électronique,
tel que montré sur la figure 5.8, est le plus précis disponible actuellement, mais aussi le
plus coûteux. La précision de localisation des marqueurs dans l’espace de mesure peut
être submillimétrique. Seulement, comme le système mécanique d’exo-squelette, il né-
cessite du temps pour être mis en œuvre, ce qui est inadéquat pour une large diffusion
en utilisation clinique.
Ces systèmes fournissent directement la position 3D de repères anatomiques. Cette
donnée de base est très éloignée des paramètres pertinents d’un point de vue clinique.
Il existe donc un grand nombre de manières d’analyser ces données comme le précise
Chau dans [35, 36] et nombreux travaux définissant des critères cliniques à partir de ces
mesures, en particulier le Gait Index [41] ou les nombreux calculs d’asymétrie [130, 68].
La méthode consiste alors à estimer les centres articulaires, à reconstruire le squelette
sous-jacent selon un modèle biomécanique, calculer les angles articulaires, puis les ex-
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(a) (b)
FIGURE 5.8 – (a) - Illustration du système de capture du mouvement par un système
exo-squelette. (source [82]). (b) - Illustration du système de capture du mouvement opto-
électronique. (D’après Wittle 2007).
ploiter pour obtenir le paramètre clinique. Chacune de ces étapes repose sur un modèle,
des hypothèses et des simplifications qui apportent leur lot d’imprécisions et de diffi-
cultés. Il n’est pas rare d’utiliser plus de 50 marqueurs pour obtenir ces informations,
ce qui revient à échantillonner le corps de manière relativement précise, si on compare
aux autres approches. Cependant, les méthodes utilisées dans ces systèmes reposent très
fortement sur les hypothèses du modèle biomécanique sous-jacent, ce qui peut être un
véritable problème dans certains cas pathologiques. De plus, les informations en sortie
sont extrêmement riches et il est très difficile pour le clinicien de proposer un diagnostic
avec un tel volume d’information.
5.3.3 Bilan sur les méthodes de mesure
Pour chacune des méthodes précédemment citées, leur mise en place ne correspond
pas aux contraintes d’une utilisation clinique quotidienne pour l’analyse de la marche. En
effet, soit l’information est réduite à un seul type de point de mesure (GaitRite, plateforme
de force, accéléromètre lombaire) ce qui rend l’information retournée incomplète, soit
celle-ci est échantillonnée uniquement au niveau des centres articulaires. De plus, pour
ces dernières méthodes multi-segmentaires, il est nécessaire d’équiper le sujet avec des
marqueurs/ capteurs (Vicon, accéléromètres/goniomètres, exo-squelette) ce qui rend le
protocole de mesure inadéquate pour la clinique de tous les jours.
Pour pallier cela, des systèmes sans marqueur, utilisant des caméras vidéos ont été
développés. Ils permettent une mesure du mouvement sans contact et sans que le su-
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jet doive porter de dispositif sur le corps. La caméra vidéo permet d’enregistrer toute
l’information de couleurs visibles d’une personne. Il n’y a donc pas d’effet de sous-
échantillonnage avec ce capteur. La donnée de base ne tient pas compte non plus du
modèle biomécanique sous-jacent et représente donc la totalité de l’information de ce
qu’a effectué le sujet. Ce domaine de recherche est particulièrement prolifique depuis ces
20 dernières années, grâce au progrès des techniques d’analyse et des capacités de calcul.
Les conditions échantillonnage et de rapidité que nous nous sommes posés semblent être
en adéquation avec ces méthodes et nous proposons donc d’examiner de plus près cette
approche dans la section suivante.
5.4 Mesure de la marche à l’aide de caméras
Depuis longtemps, la marche a été étudiée à l’aide de séquence d’images. D’abord
sous forme de chrono-photographie, puis avec des caméras électroniques lorsque celles-
ci apparurent. Dès lors que le signal vidéo et son traitement numérique furent dispo-
nibles, l’analyse automatique par ordinateur s’est rapidement imposée. En effet l’intérêt
majeur de ce type de capteur vient du fait que l’information mesurée est obtenue sur
toute la partie du corps visible et non plus sur un sous-échantillonnage de points parti-
culiers. Mais le revers de la médaille est que toute l’information de la scène est enregistrée
sans distinction entre le sujet et le fond de celle-ci. Seule l’information de couleur est uti-
lisable pour réaliser cette distinction. De nombreux travaux ont été réalisés pour estimer
la pose d’un sujet dans une ou des images à partir de ce type d’information de couleur.
Plusieurs revues de littérature de ces différentes méthodes ont été réalisées par Moeslund
[114, 115], Aggarwal[8], Gavrila[62]. Ces méthodes présentées dans ces revues bibliogra-
phiques ont comme objectif principal, la reconstruction de poses pour la reconnaissance
gestuelle. Une pose est un vecteur d’état à un moment donné, regroupant toutes les in-
formations liées aux configurations articulaires du sujet. En règle générale, la plupart de
ces méthodes traitent de conditions génériques de pose dans des environnements quel-
conques. Ces travaux ont souvent une finalité de reconnaissance de geste ou capture de
mouvement pour une identification ou pour une utilisation ludique ou artistique.
Plus particulièrement, dans le cadre de la vidéosurveillance, de nombreux travaux
ont été effectués sur la reconnaissance de la marche dans le but d’identifier une personne.
En effet en supposant que chaque individu a sa propre démarche, de nombreux travaux
portent sur l’analyse d’une signature de marche propre à chacun. Par exemple, Han et
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Bhanu proposent dans [71] une méthode sommant une série de silhouettes réalignées
d’une personne marchant pour identifier la personne à travers une analyse statistique.
De même que Sivapalan et al. proposent dans [152] une adaptation de cette méthode à
des informations tridimensionnelles pour la reconnaissance d’activité. Vu notre objectif
d’analyse clinique de la marche, et vu l’ampleur des travaux dans le domaine de l’analyse
vidéo du mouvement, nous focalisons la revue de littérature ci-dessous sur les méthodes
ayant pour but l’analyse clinique de la marche ou s’en rapprochant. On peut toutefois
distinguer deux grandes familles d’approche : mono ou multi-caméras.
5.4.1 Système mono-caméra
Un premier exemple d’application de cette méthode pour l’analyse de la marche a été
réalisé par Courtney et Paor dans [38]. Les différentes parties du corps y sont localisées
en modélisant chacune par une ellipse. Le corps filmé de profil est alors modélisé en
4 ellipses pour la tête, le tronc, la cuisse et le tibia. Cette méthode permet de mesurer
la cadence, la vitesse, la longueur des pas, la rotation de la hanche et du genou durant
quelques pas. Seulement, ces rotations sont uniquement mesurées dans le plan sagittal,
ne fournissant ainsi qu’une information partielle. De plus, du fait de l’autooccultation du
corps dans le plan sagittal, les deux jambes ne peuvent être mesurées en même temps.
Nghiem et al. proposent d’utiliser dans [125] les bords de chaque jambe comme source
d’information. Il est alors possible de comparer les angles des genoux durant le cycle de
marche sauf lorsque l’occultation est trop importante.
Ces différents travaux nécessitent un axe de marche perpendiculaire à l’axe optique
de la caméra. Pour palier à cela, Goffredo et al. réalisent une rectification selon l’axe de
marche dans [66]. Seulement la méthode nécessite que la personne marche de manière
rectiligne comme le montre la figure 5.9. Jean et al. dans [87] procèdent à une rectification
qui s’adapte à l’évolution de ce vecteur de marche tout au long du parcours permettant
ainsi de s’abstraire de la contrainte de parcours rectiligne telle que montrée dans la figure
5.10.
Ces systèmes mono-caméras sont intéressants pour l’obtention de mesures cinéma-
tiques de base, comme les paramètres spatiotemporels. Mais pour une mesure d’une in-
formation cinématique précise et complète, le problème est mal posé. En effet, les rota-
tions dans le plan frontal ou transversal sont difficiles à mesurer, surtout lorsque celles-ci
sont de faibles amplitudes. De plus l’auto-occultation réduit l’utilisation possible pour
la comparaison droite gauche, ce qui est un problème majeur dans l’analyse clinique de
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FIGURE 5.9 – Exemple de résultats de la méthode de Goffredo et al. Source Goffredo et
Al [66].
FIGURE 5.10 – Exemple du résultat de mesure de l’emplacement des pieds et de la tête
dans le plan sagittal rectifié tout au long du parcours. Source Jean et al. [87].
l’asymétrie, comme c’est le cas de cette thèse.
Dans ce cas, il est nécessaire d’utiliser une information 3D pour dépasser ces pro-
blèmes.
5.4.2 Système multi-caméras
Avec l’augmentation des capacités de calcul, d’enregistrement et de communication,
les systèmes multi-caméras sont devenus possibles et abordables. Plusieurs manières de
fusionner l’information à partir des différents points de vue ont été explorées.
Marzani et al. proposèrent une méthode dans [108] qui fusionne l’information des
bords des membres inférieurs pour suivre la cuisse et le tibia modélisés avec des ellip-
soïdes. Rapidement, la fusion d’information a été réalisée grâce à la technique du visual
hull déjà présentée dans la section 2.5. Ces techniques permettent de reconstruire l’enve-
loppe d’un sujet. Cette reconstruction à partir de la méthode initialement proposée par
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Laurentini [97] a été largement améliorée et spécialisée à la reconstruction du modèle
humain par Boyer, pour les étapes de calibrage [29], de segmentation [100] ou encore de
l’analyse de la pose.
Seulement ces travaux ont été réalisés dans un but de capture de mouvements géné-
riques, sans finalité spécifique à la marche, ou encore dans le cadre clinique. Pour évaluer
la possibilité de mesurer les paramètres de la marche dans un but clinique, à partir d’une
surface reconstruite à par visual hull, Mündermann et al. ont étudié dans [119] l’impact
du nombre de caméras sur l’erreur de reconstruction de la surface du corps humain.
Ils ont évalué qu’un minimum de 8 caméras était nécessaires pour obtenir une erreur
moyenne absolue de 11 mm sur tout le corps lors d’une pose statique telle que montrée
figure 5.11. Dans [118], ils ont montré qu’un minimum de 8 caméras est nécessaire pour
obtenir une reconstruction acceptable pour un mouvement de marche sur 2 pas dans un
volume de 3m par 1.5m par 2m, conseillant plutôt l’utilisation de 16 caméras installées
régulièrement de manière circulaire ou hémisphérique autour du sujet.
FIGURE 5.11 – Exemple de résultat de mesure de l’erreur de reconstruction obtenue par
Mündermann dans [118]. Source Mündermann et al. [118].
Finalement, Corazza et al. ont montré dans [37] qu’il était possible de localiser le
centre articulaire de la hanche avec une succession de surface décrivant le mouvement
de la jambe autour de cette articulation. Leur méthode utilise un recalage de toutes les
surfaces sur celle du premier instant en minimisant leur différence par un algorithme ICP
“Iterative Closest Point“. Les résultats obtenus par simulation ont montré que l’erreur
de localisation était comparable à celle obtenue en utilisant des marqueurs placés sur la
peau. Mündermann et al. ont montré dans [117] que leur méthode permettait d’estimer
les angles de flexion et d’abduction du genou avec une précision respective de 2.3 degrés
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et 1.6 degrés.
Pour une application clinique, il en résulte une impossibilité d’utilisation, du fait de la
complexité de l’installation (salle suffisamment grande) et le prix de toute l’installation.
Le point commun de toutes ces méthodes utilisant une ou plusieurs caméras vidéos
est leur utilisation du contour de la silhouette comme source principale d’information.
Par rapport à notre problématique de mesure du mouvement à l’aide du maximum d’in-
formation, on peut noter le progrès réalisé grâce à la vidéo sur le nombre de points de
mesure décrivant le mouvement. En effet dans le cas où la personne a une hauteur de 500
pixels dans une image, son contour est alors décrit au minimum par 2 points par ligne, ce
qui représente un minimum de 1000 points de mesure par caméra. Mais pour définir ce
contour, seule l’information de couleur est disponible. Comme nous l’avons évoqué dans
la section 4.2.2, le problème de la segmentation de la personne dans l’image est mal posé
par rapport au type d’information qu’est la couleur. Même si dans ce cas, il est possible
d’adapter la scène et l’habillage du sujet en conséquence pour faciliter cette opération.
Retrouvant la même problématique de segmentation du sujet dans l’image que pour
la première partie concernant la chute, nous nous sommes orientés vers les caméras de
profondeur comme outils de mesure.
5.5 Système utilisant une caméra de profondeur
Les caméras de profondeur sont des appareils autonomes qui permettent de mesu-
rer directement la profondeur des objets dans une scène. L’information de profondeur
retournée décrit la surface visible par la caméra. Trois différents systèmes sont actuelle-
ment disponibles sur le marché pour mesurer de manière relativement précise une infor-
mation de profondeur. Ceux-ci sont la stéréo-vision, la mesure du temps de parcours de
la lumière et la reconstruction à l’aide de lumière spatialement structurée. Les principes
de fonctionnement de ces caméras de profondeur sont étudiés par Kolb et al. dans [94] et
très bien présentés par Castena et Navab dans [33].
5.5.1 Système stéréoscopique
La plus ancienne méthode de construction de carte de profondeur consiste à repro-
duire le système binoculaire humain. Le principe de la stéréovision repose sur la connais-
sance de la position d’un point de l’espace dans l’image de chaque caméra et la relation
géométrique qui relie celles-ci. Par triangulation il est alors possible de retrouver la po-
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sition 3D de ce point. Cette méthode est très performante, mais dépend beaucoup de la
qualité de localisation dans l’image de chaque caméra de la position d’un même point de
l’espace. C’est souvent la faiblesse de cette méthode puisque la qualité de reconstruction
de la scène dépend de la complexité de la scène elle-même. En effet, si la scène présente
des points suffisamment caractéristiques les uns des autres, il est alors possible de les as-
socier. Si une scène présente des objets de textures uniformes (par exemple : la peau), leur
reconstruction sera alors de piètre qualité, car il sera difficile de distinguer correctement
les couples de points dans chaque caméra.
Pour résoudre ce problème de dépendance de la scène, les nouveaux systèmes qui
viennent d’apparaître sur le marché se fondent sur le principe de la lumière structurée.
Cette méthode utilise une information ajoutée dans la scène pour permettre la recons-
truction de la carte de profondeur. Pour reconstruire la profondeur, la structure de l’in-
formation ajoutée dans la scène est soit de nature temporelle soit de nature spatiale. Ces
deux méthodes sont développées plus en détail dans les deux sous-sections suivantes.
5.5.2 Structure temporelle
La première méthode se fonde sur le temps mis par le rayon lumineux pour réaliser le
chemin émetteur-scène-récepteur. C’est pour cela qu’elle est appelée "Temps de vol" ou
"Time Of Flight" (TOF). Un signal lumineux mesuré par chaque pixel est analysé pour re-
trouver la structure temporelle introduite à l’émission. Il est ainsi possible de mesurer le
temps de parcours, et donc, d’en déduire la profondeur. Pour cela, deux structures tem-
porelles de lumière sont possibles. La première est un codage temporel en amplitude de
la lumière, illustré en figure 5.12. La lumière est envoyée de manière pulsée. Le récepteur
mesure alors le temps entre l’envoi de l’impulsion lumineuse et la détection de celle-ci
sur le capteur de la caméra. Seulement les temps à mesurer sont très courts (de l’ordre de
la dizaine de pico seconde) et nécessite une précision de mesure très coûteuse.
La deuxième méthode utilise un codage en fréquence de l’information. En appliquant
une modulation de la fréquence sur la lumière projetée dans la scène, le temps de par-
cours est alors accessible en mesurant le déphasage entre la lumière envoyée et la lumière
reçue.
Pour effectuer une mesure, il est nécessaire d’intégrer les informations dans le temps.
Ceci peut devenir problématique en cas de mouvement. En effet, un flou peut apparaître
dans l’image lorsque les objets dans la scène bougent trop vite. Ce genre de capteur est
toujours en cours de développement et en constante amélioration. Seulement leur prix
109
FIGURE 5.12 – Schéma du principe de fonctionnement du Time Of Flight avec une struc-
ture temporelle pulsé. Source Castena et Navab dans [33].
FIGURE 5.13 – Schéma du principe de fonctionnement du Time Of Flight avec une struc-
ture temporelle pulsé. Source Castena et Navab dans [33].
(plusieurs milliers de dollars) et leur faible résolution (160 par 120 pixels) rendent leur
accessibilité et leur utilisation difficile. Pour résoudre ce problème, une information lumi-
neuse à structure spatiale peut alors être projetée dans la scène permettant ainsi d’utiliser
des caméras conventionnelles de haute résolution et de moindre coût.
5.5.3 Structure spatiale
Le principe de cette structure est de projeter une information, typiquement une image,
dont les caractéristiques de voisinage permettent de reconnaître chaque pixel de cette
image. Ainsi, à l’instar de la stéréovision, le projecteur devient alors une caméra inversée
qui projette cette image connue dans la scène. Cette information projetée permet d’iden-
tifier les couples de pixels correspondants entre la caméra et le projecteur. À partir de
ces couples de pixels et de la relation géométrique connue entre la caméra et le projec-
teur, la profondeur est calculée, par triangulation. Il est donc nécessaire d’être capable
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d’identifier l’information projetée dans l’image de la caméra.
FIGURE 5.14 – Exemple de reconstruction de la surface du dos par lumière structurée.
Source [63].
Pour reconstruire une information dense de la scène, le lien entre chaque pixel de la
caméra et son correspondant dans l’image projetée doit pouvoir être obtenu. Comme le
nombre de niveaux de gris mesurables ou projetables est limité, la structure spatiale doit
alors être périodique. Différents motifs sont utilisés pour cela, par exemple, des lignes
horizontales sont utilisées par l’appareil Formetric 4D [63] pour reconstruire la surface
du dos, comme montrée sur la figure 5.14. Seulement dans ce cas, la plage de profondeur
mesurable est définie par la périodicité du motif. En effet en cas de discontinuité de pro-
fondeur, il peut apparaître une ambiguïté au niveau de la reconnaissance du motif. Dans
le cas de la reconstruction du dos, la plage de profondeur étant de quelques centimètres,
cette méthode est utilisable. Pour le cas de la marche, où toute la surface du corps doit
être numérisée, le problème reste ouvert.
Pour lever cette ambiguïté, de l’information supplémentaire peut être ajoutée par l’en-
voi de plusieurs motifs successifs permettant de construire une signature temporelle pour
chaque pixel. La recherche en fonction de cette évolution permet ainsi de retrouver les
pixels de la caméra et du projeteur correspondants. C’est la méthode utilisée par l’ou-
til MegaCapturor 3D digitizer de Creaform [40] pour la reconstruction de la surface du
corps humain en position quasi statique.
Dans le cas de mouvements importants, ceci ne peut être fait sans risquer des pertur-
bations dues au flou causé par le mouvement, réduisant ainsi la précision de mesure.
Un compromis doit donc être fait entre densité et précision de mesure. Une solution
consiste à réaliser la mesure de profondeur avec un motif fixe dans le temps contenant
seulement un certain nombre de points (mais suffisamment grand pour pouvoir en inter-
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poler une carte dense de précision suffisante, mais de résolution spatiale moindre) mais
de faire en sorte que ces points puissent être identifiables quelque soit leur position dans
l’image capturée.
Ce type de solution a été retenu pour le développement de la Kinect. La caméra pro-
jette un motif de points. Celui-ci a la particularité de donner pour chaque point une si-
gnature unique calculée à partir des positions relatives des points du voisinage immédiat.
Cela rend ainsi chaque point identifiable par rapport aux autres. Le motif projeté est vi-
sible sur la figure 5.15. La profondeur est alors calculée en mesurant la distance entre la
position dans l’image de la caméra et celle du projecteur. Cela revient à un problème de
stéréovision et de mesure de profondeur par triangulation, mais cette fois sans dépendre
des textures présentes dans la scène.
FIGURE 5.15 – Image du motif de lumière structurée par une Kinect. Source [132]
Cette méthode permet d’être résistant au bruit de mouvement du fait qu’une seule
image soit nécessaire pour réaliser le calcul de la profondeur. Ceci se fait au prix d’une
information parcellaire de la surface tridimensionnelle de la scène.
Lorsque les informations de profondeur sont mesurées, la partie suivante va présen-
ter les méthodes proposées pour analyser la marche à partir de ce genre d’information.
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5.6 Utilisation des caméras de profondeur pour l’étude de la
marche
L’information de profondeur rendue disponible grâce à ce genre de caméra a été ex-
ploitée de différente manière pour mesurer le mouvement d’une personne.
Pour reconstruire celui-ci, différents travaux ont été réalisés pour venir reconstruire
la pose à partir de cette information de profondeur. Par exemple Shotton et al. proposent
dans [151], une méthode de classification d’appartenance d’un pixel à une partie du
corps basée sur la comparaison de profondeur entre ce pixel et de son voisinage. Lorsque
chaque pixel a été classifié comme appartenant à une partie du corps, il est alors possible
de déduire les positions des centres articulaires comme illustrés sur la Figure 5.16. De
même que Rasmus et al. dans [88] utilisent une optimisation d’un squelette dans la carte
de profondeur telle que montrée par la figure 5.17.
FIGURE 5.16 – Schéma de fonctionnement de la localisation du squelette selon la méthode
de Shotton et al. dans [151]. De gauche à droite sont représentées les cartes de profondeur,
puis au milieu, les résultats de classification des pixels en fonction de leur appartenance
à une partie du corps (par exemples : main, poignet, avant-bras, coude, bras, . . .) et enfin
à droite la localisation des centres articulaires. Source : Shotton et al. dans [151]
Dans ces deux cas, l’information sur le mouvement est calculée en fonction d’un mo-
dèle articulé. Ce genre de méthode est sensible à l’état d’initialisation de la longueur des
segments. Mais il pourrait être imaginé que ces mesures puissent être faites rapidement
avant le test et rentrées manuellement. Seulement le problème de la quantification de la
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FIGURE 5.17 – Images de la méthode de Rasmus et al. dans [88]. Source : Rasmus et al.
dans [88]
symétrie à partir des résultats d’un modèle squelettique reste ouvert. Dans le cadre de
notre travail sur la symétrie, nous souhaitons proposer une méthode simple qui pourrait
s’abstraire d’un quelconque modèle articulé, ceci en traitant directement l’information de
base : la surface.
Pour valider cette hypothèse de calcul d’index à partir des informations de la surface,
nous avons réalisé une première expérimentation telle que présenté dans[139] et dans
[18]. Dans la première méthode, le sujet est observé de dos. Après avoir été segmentées
en fonction de la différence des profondeurs entre chaque image et un modèle de fond,
les surfaces sont réalignées pour que tout leur centroïde coïncide. Ceci donne le résul-
tat proposé figure 5.18. Puis l’index de symétrie est calculé en sommant les différences
entre cette surface moyenne et son symétrique par rapport à l’axe vertical passant par le
centroïde commun. Lors du calcul de la carte de profondeur moyenne, la propriété pro-
jective des images n’était pas rectifiée. En effet, la carte de profondeur de la Kinect donne
une information de profondeur en coordonnées métriques alors que les informations de
coordonnées verticales et de coordonnées horizontales sont en pixel. Or comme il a été
vu dans la partie 2.5.3, le modèle projectif rend ces deux coordonnées dépendantes de
la profondeur pour la transposer en métrique. De ce fait un même pixel dans la carte de
profondeur ne pointe pas un point à la même altitude en fonction de la profondeur.
Il en retourne que faire la moyenne des valeurs de profondeur prises par un même
pixel au cours du temps peut introduire des erreurs pour cette raison.
L’autre méthode que nous avons proposée dans [18] utilise plusieurs caméras de pro-
fondeur. Dans ce cas comme chaque point était reprojeté dans l’espace, le modèle projectif
était bien respecté. Chaque volume du sujet reconstruit au cours du temps était recalé de
sorte à faire coïncider les centroïdes de chacun. Or Gurney précise dans [70] que la dif-
férence de longueur de segments des membres inférieurs impacte sur le mouvement du
centre de gravité. Il en découle qu’une autre méthode de recalage doit être envisagée.
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FIGURE 5.18 – Exemple de sommation de carte de profondeur d’une personne vue de dos
pendant le mouvement de la marche. Source [139].
5.7 Conclusions
Cette introduction a permis de préciser les différents points de réflexions qui ont
orienté le contexte de travail. Tout d’abord le contexte médical montre clairement la né-
cessité de mesurer l’asymétrie en clinique routinière. Le but est de pouvoir diagnosti-
quer ou suivre l’évolution de pathologies impactant sur la symétrie de la marche. Par
exemple, des maladies latéralisées sur un côté du corps ou encore une maladie du sys-
tème nerveux central comme la maladie de Parkinson. L’objectif d’utilisation en clinique
impose des contraintes de simplicité du protocole (sans marqueur et sans contact pour
une rapidité de réalisation) et de faibles coûts (pour une large diffusion). La revue des
différents appareils disponibles a rapidement orienté le choix vers les caméras de pro-
fondeur à lumière spatialement structurée de type Kinect. Nous allons proposer dans la
partie suivante comment utiliser cette information de profondeur sans avoir recours à
un quelconque modèle biomécanique pour réaliser la mesure d’un index de symétrie du
mouvement de membres inférieurs dans le cas où une différence de longueur de jambe
existe.
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6. MESURE DE L’ASYMÉTRIE DES MEMBRES INFÉRIEURS AVEC UNE CAMÉRA DE
PROFONDEUR
6.1 abstract
Human walking is a complex neural and biomechanical process that is still studied in
many domains. Many processes are involved in controlling gait so that many diseases or
injuries can be observed in gait pattern alterations. For example, gait asymmetry can be
related to neurological diseases, segment length differences or joint deficiencies. Hence
gait asymmetry is widely studied in clinical analysis to diagnose pathologies and to eva-
luate the performance of treatments. However designing a system to measure asymme-
try in clinics is still a challenge as it requires designing fast and easy-to-use systems that
could be used without the help of specialized technicians. To tackle this problem we pro-
pose a novel method to analyze asymmetry of the lower limb movements thanks to a
depth camera placed in front of a treadmill. The method can isolate lateral and antero-
posterior symmetry information for the lower limb movements within a gait cycle. 20
healthy subjects participated in an experiment where they had to walk under conditions
that could affect gait symmetry, by placing a 5 cm thick sole below one of their feet.
The results show that the method was able to statistically distinguish asymmetrical gaits.
These promising results tend to show that this low-cost system could be used in any
clinical setting as it doesn’t need complex devices and no specific preparation time.
6.2 Introduction
Despite its inherent complexity, gait is one of the most used motion in our daily life.
Bipedal walking is composed with sequences of double supports and stance periods lea-
ding to series of forward falling motions. Hence bipedal walking is a challenge from the
balance point of view which leads humans to be the only primates who use this locomo-
tion in an exclusive manner. Balance maintenance and gait patterns involve to deal with
functional perceptual information (vision, proprioception, plantar pressure and inertial
information provided by the vestibular system), a correct integration and interpretation
(through the Central Nervous System), and a correct execution (through the musculo-
squeletal system). If some problems occur at least for one of these processes, because
of diseases or injuries, gait pattern can be altered. Hence clinical gait analysis, through
quantified measurements, is widely used to diagnose pathologies of these processes.
Among all the parameters used to quantify gait disorders, gait asymmetry is very fa-
mous, especially when the pathology have direct consequences on one side of the body
(named hemisyndroms). Typically, stroke injures a part of the brain which could lead to
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hemiplegia which clearly leads to changes in gait pattern at least for one side of the body.
The link between stroke and gait asymmetry has been widely studied (see [9], among
many other works). Another example which will be more precisely presented in the re-
maining of this paper is Leg Length Discrepancy. In that case gait asymmetry is mainly
due to the difference that exists between the two leg lengths as shown in [70]. In the same
way, the efficiency of joint replacement that occurs after injuries or with elderly people is
generally evaluated through gait asymmetry analysis.
However studying gait asymmetry is practically complex. Indeed, gait asymmetry
could be viewed in many different body parts and parameters, such as the lateral and
vertical oscillations of the pelvis, the knee, hip and ankle angular trajectories, the head
and shoulder motion. . . Among all these parameters, the clinician needs to get only rele-
vant asymmetry information, such as a unique clinical parameter. Hence, two main ap-
proaches arise. The first approach consists in focusing on one point on the body, such as
placing a unique accelerometer on the patient’s pelvis to measure changes between two
successive steps within a gait cycle [16]. The second approach consists in selecting a wide
range of points, such as all the joint centers associated to a proposed biomechanical mo-
del. For the latter, the most common system consists in measuring the 3D displacement
of external markers and to deduce the 3D angular trajectories at each joint. Statistical
data reduction and comparison to reference values are used to obtain a unique value to
quantify gait disorders, including asymmetry [41]. However, this approach relies on very
expansive systems, is strongly associated with an imposed biomechanical model, and re-
quires high technical skills to perform this type of evaluation. Thus it cannot be used by
clinicians in small hospitals.
In this paper we propose an original approach to tackle these problems. The proposed
system relies on a treadmill and a low-cost depth camera that don’t require high technical
skills and that doesn’t require to place devices or markers on the patient’s body. The
system is also free of biomechanical model that could lead to uncertainties, especially for
disable people. It is cheap and easy to use in order to be used even in very small doctor’s
offices.
In the next section 6.3, we provide the reader with a state of the art of systems pre-
viously used to measure gait asymmetry. Section 6.4 describes the method proposed in
this paper to measure gait asymmetry with a treadmill and a unique depth camera pla-
ced in front of the patient. The method is then evaluated thanks to an experiment which
methods and protocols are described in section 6.5. The results are given in section 6.6
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and discussed in section 6.7.
6.3 Previous works
Different works have already been reported with sophisticated and specialized sys-
tems to investigate gait asymmetry. For example an adapted treadmill with force sensors
was used to measure asymmetry gait parameters [48]. However ground reaction forces
are limited to the foot and no information on other segments are provided by this sys-
tem. To measure multiple segment information, Sadeghi [145] reviewed works done with
electromyography measurements (EMG) and joints kinematic measurement with opto-
electronic systems. But all those systems still need to put numerous (wearable) sensors
on the subject which is quite difficult to implement in daily clinical practice.
On the contrary, video systems do not have these drawbacks. For example, Green and
Guan [69] used 2D sagittal plane images from a video camera to recognize Parkinson pa-
tients based on asymmetry information during the gait cycle. Video analysis could also
take advantages of 3D reconstruction using multiple cameras system for gait analysis.
Mundermann et al. in [118] experimented a system where subject’s volume reconstruc-
tion was done using multiple video cameras and Visual Hull computation. Unfortuna-
tely, this system needs at least 8 cameras to obtain satisfactory results which means high
cost and high technical knowledge to maintain it operational (e.g. camera internal and
external calibration). Volume information could be obtain from depth measurements too.
This depth information is typically obtained with at least two cameras and one can find
stereo-cameras for this purpose. However this technology is not always robust, particu-
larly if the scene does not offer a sufficiently textured image. Recently new types of depth
camera have appeared on the marketplace. They are based mainly on two different me-
thods to measure depth : structured light [59] and time of flight [67]. The latter is still in
development with low resolution and high price which makes it useless for large scale
diffusion for the moment. But the first one is already in millions of home [1] and is very
cheap, reliable and easy to setup. This is why we propose here a method that uses this
kind of depth camera to record the depth information of a walking subject for gait analy-
sis.
Hu et al. [84] used a depth camera placed on a trolley to track the lower limbs of an el-
derly subject. However the fact that the subject needed to push the trolley that supported
the depth camera impairs the regular gait. This is why we propose to use a treadmill to
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get a regular and stabilized gait during our tests (after a period of adaptation) and then
to record the depth information to measure gait parameters of left/right asymmetry.
In our previous work [139] we used a depth camera to measure asymmetry induced
by a heel cup under one foot. The depth camera was placed behind the subject facing
his back. Accumulated depth images with centroid registration were computed to locate
differences between the right and left sides of the body. However our method did not
correct perspective distortions of the depth map that could lead to misalignment of the
body parts. In [18], we used three depth cameras to reconstruct the entire body volume
during the walk and summed these volumes after centroid registration to obtain the full
occupied space for the whole gait cycle. Asymmetries were observed when a heel cup
impaired the normal walk. These two studies integrated the data over several gait cycles
and it was therefore not possible to distinguish precisely when in the gait cycle that asym-
metry was maximal or minimal. In addition, Song et al. [155] showed that the difference
of knee moments between the longer and the shorter limbs is not constant during the
movement. This is an incentive to quantify the asymmetry all along the gait cycle.
Moreover according to Gurney [70], a difference of lower limb lengths increases the
vertical movement of the center of mass because the subject has to vault over the lon-
ger leg and step down onto the shorter one. Considering our aim to focus on the legs,
registering depth maps with the centroid could introduce erroneous displacements.
In the following, we explain how we take into account all these observations to im-
prove gait assessment with a single depth camera.
6.4 Method
Our method analyzes the depth maps returned by the depth camera placed in front of
the subject in 3 distinct steps detailed in the scheme of Fig.6.1 and in this section. The first
step described in subsection 6.4.1 aims to identify region of the depth map belonging to
the subject and transform it from perspective projection which is camera-dependent to an
orthographic view that is more convenient for registration. Then section 6.4.2 proposes to
recover the gait double support instants from the knee motion and construct key depth
maps describing the body key poses during the gait cycle. The next subsections present
how right and left legs are segmented and compared for each instant of the gait cycle.
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Leg segmentation
Key depth map construction
Step cycle detection
Clipping and orthographic projection
Transformation from depth map to 3D points
Depth map imaging
Lateral asymmetry measurement
Depth asymmetry measurement
Assignment of frames to key time intervals
Comparison of a reference key frame with
the corresponding horizontally 
ﬂipped target key frame
FIGURE 6.1 – Schematic representation of the method. In the red box are the depth map
pretreatment operations corresponding to section 6.4.1. In the green box are key depth
map construction steps which are detailed in 6.4.2. Finally in the blue box are the different
operations needed to construct the asymmetry index explained in the section 6.4.3.
6.4.1 Depth map pretreatment
This first stage of the method recovers 3D surfaces from depth maps returned by the
sensor and selects the region of interest corresponding to the subject.
6.4.1.1 Transformation from depth map to 3D points
The depth camera is considered as a pinhole camera model with its optical axis inter-
secting the center of the image plane and the focal f = 575.82 pixels given by the drivers
from the manufacturer [3]. Then 3D points (X,Y, Z) are reconstructed with the following
equations using the depth information Z returned for each pixel (x, y) :
X =
(
x− w2
) Z
f Y =
Ä
y − h2
ä
Z
f Z = Z
where w and h are respectively the width and the height of the depth map (in pixels).
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6.4.1.2 Clipping and orthographic projection
Once the scene is represented as a cloud of 3D points (X,Y, Z), the subject is localized
in space within a 2.5 meters (height) x 2 meters (depth) x 1 meters (width) bounding box
centered on the treadmill belt surface. Only points inside this region are kept for further
processing. The result can be seen in Fig.6.3.
Once the 3D points of the subject are correctly clipped, the depth of this surface is
projected orthographically on a plane perpendicular to the optical axis of the depth ca-
mera as illustrated in Fig. 6.2. The spatial resolution of this orthogonal image was set to
0.5 cm per pixel in this study. The depth value of each pixel is computed with an inverse
distance interpolation as described by Shepard in [150].
Orthographic
projection plane
Measured
3D surface
Depth
Camera
Y
X
Z
FIGURE 6.2 – Schematic representation of the orthographic back-projection.
6.4.2 Key depth maps
Once each depth map is corrected, the next step is to compute different key depth
maps to describe the gait cycle.
6.4.2.1 Step cycle detection
The step (half cycle) starting and ending frames are identified by double support de-
tection with the antero-posterior distance between knees. This distance is equal to the dif-
ference between the depth of each knee localized with the anthropometric ratio 0.26 ∗H
where H is the mean height of the subjects (see Fig. 6.3). The depth pixels of each knee
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are separated into two groups (left and right knees) with a K-means algorithm based on
their x and z values. Then the minimum depth of each leg is measured to compute the
distance shown in Fig.6.4. This signal is low-pass filtered at 5Hz (typical cut-off frequency
for gait analysis) and the maximum and minimum are detected to get the double support
instants.
6.4.2.2 Assignment of frames to key depth map
Each step (half gait cycle) is divided into 15 equal intervals in time. Each step is pro-
cessed separately since their duration might be different. Then each depth map frame is
assigned (temporal registration) to the corresponding nearest interval.
6.4.2.3 Key depth map construction
All frames of all gait cycles belonging to the same time interval are averaged to create
a key depth map. Before averaging, some operations are needed to compensate for the
lateral and depth movements of the subject on the treadmill. First, a lateral registration
(cross-correlation maximization) of the frames is performed in the leg region of interest
corresponding to the area below 0.43∗H [34] and 10 cm above the treadmill belt (Fig.6.3).
Then global depth movements were cancelled with registration of the mean depth of the
lower part of the trunk. This area corresponds to a 20 cm square below the elbow height
[34] (Fig.6.3). These operations generate 30 key depth maps for the gait cycle (15 for each
step). The result of these operations is represented in Fig.6.5 and Fig.6.6.
6.4.3 Key depth map analysis for asymmetry measurement
The left and right legs are then identified in each key depth map to permit the com-
parison of a reference key frame with the corresponding target key frame one half stride
later in the gait cycle. Horizontal flipping of the target key frame is performed to compare
right and left sides based on their natural symmetry.
6.4.3.1 Leg segmentation
The legs are identified on each horizontal line separately. For each line, only pixels
belonging to the body for at least 80% of the frames are considered. Again the left and
right legs are separated thanks to a K-means algorithm in the same way as for double
support detection.
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FIGURE 6.3 – Orthographic depth map with the anthropomorphic ratios and leg region
of interest.
6.4.3.2 Asymmetry measurement
The leg motion asymmetry is evaluated thanks to the following procedure where each
legs of the reference key frame will be compared with the corresponding ones in the target
key frame as shown on Fig.6.7. The result of those comparisons is the lateral and depth
asymmetry index.
First, for each pair (reference and target) of key frames, the lateral shift between legs
is computed line by line using a cross-correlation. This permits to register laterally the
left (δl) (right (δr)) leg of the reference key image with the horizontally flipped right (left)
target key image.
Once legs are laterally registered, the depth difference can now be computed without
perturbation from the lateral asymmetry. The mean depth difference between the refe-
rence and target key depth map is then computed line by line for the left (∆l) and right
(∆r) legs respectively. The final lateral (δ) and depth (∆) asymmetry indexes are obtai-
ned by averaging the left and the right contributions on all the leg zone. The meaning of
these indexes are respectively the differences between the lower limb poses in space in
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FIGURE 6.4 – Sequence of signals for the double support detection process. On the top
the original signal of left/right knee distance. In the middle, the filtered version of this
signal. At the bottom, the results of local minimum and maximum detection.
the antero-posterior (depth) direction (∆) and lateral direction (δ) at different instants in
the gait cycle.
6.5 Experimentation and validation
6.5.1 Experimentation
6.5.1.1 Description of the population
An experiment was conducted with the approval of the local ethical committee. 21
subjects accepted to walk on a treadmill (LifeFitness F3) at their comfort speed. The po-
pulation was composed of young and healthy people with no apparent asymmetry for 20
of them. One of the subject was dismissed due to a visible gait asymmetry during normal
gait trials. The subjects’ mean height was 177 cm (±8 cm) and mean weight was 75.11 kg
(±13.8 kg) .
127
Left step cycle (15 key frames)
Right step cycle
 (15
 ke
y f
ram
es)
FIGURE 6.5 – Representation of the gait cycle with the key depth maps.
6.5.1.2 Description of the protocol
For each subject, 3 depth map recordings were done, the first for a normal gait, the se-
cond with a 5 cm thick sole under the left foot and then the third with the sole under the
right foot. Each session began with an adaptation period before image acquisition. The
recording period began once the subject felt comfortable on the treadmill. Each recording
period was about 5 minutes. The analysis was done on the last 180 gait cycles. The choice
of a 5 cm sole was dictated by the work of Gurney [70] who demonstrated that a mini-
mum discrepancy of 49 mm was necessary to generate externally visible effects. This can
be classified as a moderate leg length discrepancy (LLD) according to Reid and Smith
[135].
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FIGURE 6.6 – Key depth map for the right and left step at the heel strike instant.
6.5.1.3 Setup equipment
The depth images were recorded with a depth camera Kinect at 30 frames per second
with a resolution 640 per 480 pixels. It was placed in front of the subject and rotated 90
degrees around the optical axis in order to make the width of the image correspond to
the height of the subject, as shown on Fig.6.8. The optical axis of the camera was parallel
to the translation vector of the treadmill belt.
6.5.2 Validation
The validation of the asymmetry indexes consisted in two statistical studies. The first
was for estimating the ability of this index to detect gait deformation within subjects.
For that, a paired Student t test was applied on with-sole gait trials compared with the
corresponding normal gait trials subject by subject. The second statistical test was done
for assessing the classification ability of these indexes when unpaired populations were
considered. Some precautions are necessary for this stage. The 20 subjects must be sepa-
rated in independent subgroups because of the paired nature of normal and simulated
pathological subjects. Therefore the 20 subjects were assigned to 2 independent groups
of 10 subjects each. Then all group combinations were tested with an unpaired student t
test.
6.6 Results
In this section, we present results regarding the symmetry of a normal and an im-
paired walk (with a 5 cm sole) during the gait cycle with lateral (Fig.6.10) and depth
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FIGURE 6.7 – Representation of the operations done on the reference and target key
frames for lateral and depth asymmetry evaluation.
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FIGURE 6.8 – Picture of the experimental setup where the depth camera (1), the recording
computer (2) and the treadmill (3) are visible.
(Fig.6.9) asymmetry indexes. It was clearly visible that the depth asymmetry index was
impacted by the deformation introduced by the sole. However there was no significant
perturbation of the lateral symmetry.
The statistical difference for the paired t test were highly significant for all instants of
the gait cycle (p << 0.01). This means that when compared subject by subject, the asym-
metry index was very sensitive in this case. For unpaired inter-group statistical analysis,
all groups had a p-value p < 0.05 for the first 20% and the last 10% of the step cycle for
both right and left deformations. The worst case was in the middle of the gait cycle where
77% of group assignments were significantly different (p < 0.05).
6.7 Discussion
Our results demonstrate that the method is able to compute a relevant asymmetry
index for the lower limbs.
The lateral asymmetry measurement was not especially relevant for leg discrepancy
as shown in Fig.6.10. However some others pathological diseases like hemiplegia [81]
could involve more lateral asymmetry.
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FIGURE 6.9 – Depth asymmetry index (∆) for normal, right and left deformed legs during
the step. The dashed lines define one standard deviation intervals.
Another major contribution is asymmetry quantification within the step cycle. The
variation with time of the mean asymmetry for each population is presented in Fig.6.9
and shows in particular that the three populations were better separated at the beginning
and the end of the cycle.
However, our method has three parameters to set : (1) the minimum number of frames
(80% in this paper) for leg segmentation, (2) the number of key frames (15 per step), (3)
the number of strides needed for averaging the asymmetry index for one step (180 in
this study). We conducted a sensitivity study of these parameters with values ranging
from 50% to 90%, 5 to 20 key frames per step, and 60 to 180 strides without noticing any
significant changes. This demonstrates the robustness of our approach.
The computation efficiency could be an important factor for clinical practice. In this
study, the mean time to extract the depth maps, compute the key frames and generate
the asymmetry index was less than 2 minutes on an Intel Quad Core CPU 2.0 Ghz.
In the future we plan to test different leg discrepancies with different sole thicknesses
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FIGURE 6.10 – Lateral asymmetry index (δ) for normal, right and left deformed legs du-
ring the step. The dashed lines define one standard deviation intervals.
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and perform a regression analysis of the results to see if the method could infer the seve-
rity of the asymmetry.
Their are still some open questions to solve with such methodology since there is no
biomechanical model involved. For instance we do not know how a subject was adapting
his walk (e.g. with hip motion) to the sole perturbation. Therefore, for the moment, our
method could be used as a screening test prior to more sophisticate tests involving, for
instance classical biomechanical model analysis with opto-electronics systems in specia-
lized gait analysis lab in order to diagnose the cause of the detected gait asymmetry.
6.8 Conclusion
The results obtained with the proposed experimentation have shown that our method
is reliable. A 5 cm leg length discrepancy introduced a clearly visible depth difference
that can be measured with a depth camera facing a subject walking on a treadmill. This
method might be usable for other pathology as well where asymmetry is a symptom. In
addition to screening, this method could permit to make a follow-up of patients after a
surgery (e.g. for joint replacement) and to measure the recovery after a stroke etc. Due
to the low-cost of the components needed and its fast experimental protocol, this kind of
measurement equipment could be promising for a wide distribution in clinical settings.
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L’article précédemment exposé montre l’intérêt de l’utilisation d’une caméra de pro-
fondeur pour la mesure de l’asymétrie de la marche sur un tapis roulant. Les résultats
présentés prouvent que la méthode est capable de discerner à l’aide d’un index de sy-
métrie les passages de sujet avec une asymétrie simulée. Quelques points méritent tou-
tefois d’être discutés plus attentivement comme l’absence de modèle biomécanique dans
la méthode, l’amélioration du protocole expérimental et les problèmes dus à la caméra
de profondeur. Finalement, une solution intégrant plusieurs caméras de profondeur sera
abordée.
7.1 Mesure d’un index de la marche sans modèle biomécanique
Cette méthode de mesure d’un index de symétrie du mouvement des membres infé-
rieurs est plus directe. L’une des raisons de ce fait tient de l’absence d’analyse des don-
nées à l’aide d’un modèle biomécanique. En effet, comme introduit dans la section 5.3,
des méthodes utilisent un modèle biomécanique pour analyser l’information de base is-
sue de la mesure. Cette information peut prendre différentes formes comme un jeu de
marqueurs ou de capteurs fixés à des endroits stratégiques du corps, ou bien des pixels
issus d’une image représentant la couleur ou la profondeur. Dans le premier cas, le mou-
vement est sous-échantillonné, mais chaque point a une signification biomécanique très
riche (localisation anatomique connue et identification constante dans le temps), dans
l’autre cas, un grand nombre de points sont échantillonnés, mais au détriment de leur
signification biomécanique (localisation imprécise sur le corps, aucun lien temporel entre
un point particulier d’une image à l’autre).
L’utilisation d’un modèle biomécanique permet d’extraire l’information nécessaire à
partir de capteurs dynamiques [110, 68], de positions de marqueurs [32] ou encore à par-
tir d’images de couleur [114, 115, 8, 62] ou de profondeur [151, 88]. Ceci est fait à l’aide de
contraintes mécaniques provenant de la modélisation de la chaîne cinématique du corps
humain [168] et des informations de longueur des segments propres au sujet. Ce groupe
de contraintes permet d’obtenir les meilleurs résultats de mesure du mouvement pos-
sible à ce jour et introduit une résistance aux bruits pouvant perturber les mesures (par
exemple les bruits électroniques d’amplification pour les accéléromètres et gyroscopes,
l’occultation de marqueur ou d’une partie de l’image du sujet). Seulement, des erreurs
dans la mesure de ces paramètres de longueur de segment peuvent impacter, dans cer-
taines circonstances, la qualité des résultats comme l’indique [42]. Dans le cadre d’un
138 7. DISCUSSION SUR LA MESURE DES PARAMÈTRES DE LA MARCHE
laboratoire spécialisé, cette mesure peut se faire manuellement par un expert ou encore
une opération dite de “Range of Motion”, permet de calibrer le modèle avec les données
de l’appareil et une série de mouvements prédéterminée. Dans ce cadre d’environnement
spécialisé, le temps et la compétence sont disponibles, ce qui n’est pas forcément le cas
des consultations cliniques de médecine générale.
Dans un usage de clinique routinière, il est plus difficile de consacrer du temps et
du personnel qualifié à ce genre de mesures préparatoires. C’est en cela que l’absence
d’utilisation d’un modèle biomécanique dans la méthode proposée est intéressante. Elle
simplifie le protocole expérimental en supprimant la période préparatoire de calibrage.
Mais surtout, elle simplifie la méthode de calcul en supprimant l’étape d’analyse des don-
nées de base à travers ce modèle de contrainte. La sélection des informations pertinentes
est alors réalisée en utilisant quelques informations a priori comme les rapports anthro-
pométriques et les caractéristiques techniques du matériel utilisé (dimensions du tapis
roulant). Une information sur la symétrie du mouvement des jambes est alors calculée
directement depuis les cartes de profondeur.
Il est très important de noter que l’information retournée par cette méthode sans mo-
dèle biomécanique est moins riche en information que ce que pourrait donner une mé-
thode classique basée sur l’utilisation d’un modèle biomécanique. En effet, dans le cas
où une asymétrie est constatée, il n’est pour l’instant pas possible de pouvoir expliquer
la cause de cette déformation. Avec un modèle biomécanique, il est possible d’isoler le
mouvement de chaque articulation et ainsi de déduire l’endroit de la chaîne dont le mou-
vement est le plus affecté par l’asymétrie. Même si dans certains cas, la redondance et le
couplage entre les différents angles introduisent une difficulté pour isoler dans ces grands
nombres d’informations disponibles, celles qui sont pertinentes. Dans notre étude, il n’est
pour l’instant pas possible d’estimer à l’aide de notre méthode quel genre de stratégie
d’adaptation à la déformation a été adoptée par les sujets. En effet, dans la littérature,
plusieurs stratégies sont mentionnées. Par exemple, Song dans [155] parle de marche sur
les doigts de pied, le mouvement de circonduction ou encore la flexion constante de la
jambe la plus longue. Pour l’instant, ce travail préliminaire montre qu’il est possible de
mesurer un indice d’asymétrie du mouvement des jambes sans modèle biomécanique.
Des travaux supplémentaires suivant cette démarche pourront évaluer la possibilité de
mesurer d’autres paramètres telle que ces stratégies d’adaptation.
De plus, cette méthode dispose d’informations qui sont bruitées, et ceci pour les rai-
sons qui sont présentées dans la section suivante.
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7.2 Problème dû au capteur
La caméra de profondeur que nous avons utilisée est une caméra Kinect développée
par Primesense et diffusée par Microsoft et Asus. Cette caméra peu coûteuse permet de
rapidement disposer d’une carte de profondeur d’une scène directement calculée par un
processeur dans la caméra. Seulement il existe différents problèmes dus, premièrement
au codage de l’information, et deuxièmement à la nature de la mesure par lumière struc-
turée ponctuelle.
7.2.1 Erreur due au codage de la profondeur
L’information retournée par la Kinect vers l’ordinateur est une carte de disparité.
Dans un premier temps, la seule information disponible était une approximation que
nous avons réalisée à l’aide d’un rail pouvant se déplacer sur commande avec une préci-
sion millimétrique. Nous avons obtenu l’équation suivante :
d = 1−0.0032936 D + 3.5463
où d est la profondeur en mètre et D la disparité retournée par la librairie Libfreenect.
Le fait que la disparité transmise sous forme entière soit au dénominateur laisse sup-
poser que les plans ne seront pas espacés de la même distance les uns des autres. Dans
un deuxième temps, nous sommes passés à la libraire OpenNI qui retourne une valeur
métrique directement. Ne connaissant plus comment la profondeur en métrique est ob-
tenue à partir de la disparité, une expérience consistant à mesurer une scène avec un
objet en mouvement a été réalisée pour estimer le comportement de la mesure de pro-
fondeur. En traçant l’histogramme de la valeur prise par tous les pixels de toutes images
de la vidéo, les profondeurs possibles apparaissent comme montrées par la figure 7.1. Le
mouvement d’un plan de dimension de 1.2 par 0.80 m et évoluant de 1 à 6 mètres du
capteur assure que toutes les valeurs de profondeur soient bien disponibles dans la scène
filmée. La distance entre les plans donne une idée de l’erreur d’échantillonnage due au
codage de transmission et à la méthode d’identification des points du motif projeté. En
effet, un point étant à mi-chemin entre deux plans de mesure aura alors une erreur de
mesure égale à la demi-distance entre les plans. La variation de cette distance entre les
plans, tracée figure 7.2, allant du millimètre à 70 cm du capteur jusqu’à 25 cm à plus de 9
m. Un agrandissement de la zone allant de 1.7 m à 2.6 m du capteur, permet d’évaluer la
distance entre les valeurs d’échantillonnage de la profondeur en général et dans la zone
d’utilisation durant nos expériences en particulier. Comme la distance entre chaque plan
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est inférieure à 2 cm dans cette zone de 1.7 à 2.6, on peut donc en déduire que l’erreur de
mesure à cause de ce phénomène de communication est inférieure à 1 cm.
FIGURE 7.1 – Tracé de l’histogramme des profondeurs mesurables par la Kinect.
FIGURE 7.2 – Tracé de la distance entre les plans en fonction de la distance avec la Kinect
de 0 à 9.5 m à gauche et sur la plage de profondeur utilisée lors de nos expériences à
droite.
L’erreur du capteur que nous avons utilisé durant nos acquisitions est de l’ordre du
centimètre dans la zone utilisée. De plus, l’erreur précédemment décrite peut être consi-
dérée comme une erreur de quantification avec comme erreur maximale de quantification
q de cet ordre. Or lors du calcul d’une valeur moyenne avec nmesures, l’erreur résultante
autour de la moyenne est égale à q√
n
. Le cas le plus difficile ici est alors l’utilisation de
seulement 60 cycles de marche. Dans ce cas, l’erreur est de 0.13 centimètre ( 1√60 ). Cette
erreur est inférieure à l’ordre de grandeur du phénomène étudié.
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7.2.2 Erreur due au principe de mesure de la profondeur
La mesure de la profondeur se fait de manière parcellaire en estimant le décalage de
chaque point par rapport à sa position de référence. Entre ces points de mesure, le pro-
gramme embarqué de la Kinect interpole les profondeurs pour représenter une image
complète. La reconnaissance de chaque point se fait par l’identification de son voisinage.
Or lorsque la forme du voisinage est trop perturbée par un brusque changement de pro-
fondeur, il arrive que le point ne soit pas reconnu et empêche donc la mesure de la profon-
deur correcte pour la zone forçant l’appareil à interpoler. De plus, comme tout système
apparenté à la stéréoscopie (ici le projecteur est considéré comme la deuxième caméra),
il existe des zones où la profondeur n’est pas calculée du fait que la caméra observe une
zone non accessible par le projecteur. Ces artefacts sont tout à fait visibles sur la figure
7.3.
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FIGURE 7.3 – Illustration du problème de mesure de profondeur sur le bord d’un plan.
À gauche (a) l’image montre un plan incliné de 1.20 par 0.80 mètres où l’on peut voir
la zone d’ombre au-dessus de chaque objet. Et à droite (b) une vue rapprochée d’un des
bords montre qu’il n’est pas rectiligne.
La méthode que nous avons proposée a tout de même été capable de différencier la
démarche de personne ayant été perturbée avec une semelle de 5 centimètres. Il serait
juste de se poser la question sur le résultat qui pourrait être obtenue avec des semelles de
hauteurs différentes.
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7.3 Amélioration du protocole expérimental
Les résultats de l’index de symétrie proposé ont été validés avec l’utilisation d’une
semelle de 5 cm de hauteur. Il serait toutefois intéressant de compléter cette étude par une
nouvelle expérimentation faite cette fois avec plusieurs semelles de hauteurs différentes
à chaque passage. Cela permettrait d’évaluer la courbe de réponse de l’index en fonction
de la hauteur de déformation.
La dernière étape serait de valider la méthode en condition clinique en recrutant
une cohorte de patients. Cette expérience pourrait être réalisée conjointement avec une
mesure opto-électronique pour permettre d’évaluer la possibilité de déduire la stratégie
d’adaptation employée par le patient par rapport à la déformation.
Il serait très intéressant de proposer le même genre d’étude pour quantifier l’asymé-
trie du mouvement de la partie supérieure du corps. Ceci donnerait alors une information
sur l’asymétrie générale.
Dans cette méthode, une seule caméra de profondeur a été utilisée pour enregistrer la
surface avant de la personne. Il se pourrait que la fusion des surfaces issues de plusieurs
caméras de profondeur placées toutes autour du sujet puissent apporter plus d’informa-
tions.
7.4 En route vers la reconstruction 3D
L’utilisation d’une Kinect permet de reconstruire la surface de la personne visible
par la caméra de profondeur. Pour permettre de rejoindre l’hypothèse d’échantillonnage
du maximum de points, il serait intéressant de disposer de la totalité de la surface du
sujet. Pour cela, nous avons exploré cette possibilité en plaçant plusieurs caméras de pro-
fondeur Kinect autour du sujet. Le problème de précision de mesure des bords comme
présenté dans la partie précédente empêchant l’utilisation des méthodes classiques de
calibrage. Un premier travail fut réalisé pour développer une nouvelle méthode de cali-
brage externe de caméra de profondeur à l’aide de plans. Cette méthode calcule un nuage
de points virtuels à partir d’intersections de plans réels mesurés à différents instants par
chaque caméra. Comme les caméras sont synchronisées, les nuages de points de chaque
caméra correspondent et permettent alors retrouver la relation géométrique entre chaque
caméra. Dans la publication Auvinet et al. [17], le mode opératoire du calibrage multi-
caméras de profondeur est défini plus en détail. Cet article présente aussi une adaptation
de la méthode de reconstruction du volume par visual hull aux données provenant de
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caméras de profondeur. Cette méthode utilise, en plus de l’information des silhouettes
comme dans une situation avec des caméras classiques, l’information de profondeur en
définissant la zone entre la caméra et la surface mesurée comme inoccupée. Une illus-
tration de la méthode est proposée sur la figure 7.4. De plus, une étude réalisée dans
cet article a permis de comparer les résultats de reconstruction obtenus en simulant le
mouvement de la marche avec un mannequin numérique. Les résultats ont montré que
seulement 3 caméras de profondeur permettent d’atteindre la précision d’au moins 20
caméras conventionnelles.
C1
C2
C3
Carte de profondeur de la caméra 1
Silhouette de la camera 1
Carte de profondeur de la caméra 2 
Silhouette de la caméra 2
Carte de profondeur de la caméra 3
Silhouette de la caméra 3
Reconstruction par visual hull 
Reconstruction par visual hull adaptée
aux informations de profondeur
FIGURE 7.4 – Illustration de la méthode de reconstruction du volume par visual hull
adaptée aux caméras de profondeur.
Une fois le calibrage externe possible, nous avons réalisé une expérience de mesure
d’asymétrie par reconstruction de l’enveloppe externe avec 3 caméras de profondeur.
En plaçant une talonnette d’une hauteur de 2.5 cm sous le pied droit puis sous le pied
gauche, le mouvement de la marche ainsi déformé a pu être comparé au mouvement nor-
mal. La méthode calcule le volume total occupé dans le temps en sommant les volumes
reconstruits à chaque instant. Ce volume total illustré figure 7.5 a été analysé pour me-
surer la symétrie de la marche. L’asymétrie introduite artificiellement a pu être détectée
grâce à l’allongement du pas du côté où la talonnette était placée tel que cela a été publié
dans Auvinet et al. [18].
Seulement, les reconstructions tridimensionnelles effectuées avec cette méthode
souffrent des interférences entre les motifs projetés au niveau des bords du corps du sujet.
Cela provoque une difficulté supplémentaire au problème déjà soulevé sur la méthode
de reconstruction de la profondeur à partir de l’identification de point tel que montré
précédemment par la figure 7.3. L’impact de ces deux problèmes couplés à l’imprécision
de mesure donne les erreurs de reconstruction que l’on peut remarquer sur la figure 7.6.
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FIGURE 7.5 – Illustration du volume total occupé pendant plusieurs cycles de marche
reconstruit par un système à trois caméras de profondeur. (les axes sont en centimètre)
Cette coupe horizontale du volume où sont reprojetées les silhouettes à partir des sur-
faces montre que les zones occupées par les jambes (en rouge) sont très irrégulières.
Différentes voies d’amélioration pourraient exploiter la conservation de paramètres
constants dans le temps comme le volume ou la forme générale de chaque membre. Il
peut aussi être envisagé d’utiliser une autre méthode de reconstruction de carte de pro-
fondeur comme par exemple la stéréovision active.
Cette voie pourrait être explorée conjointement à un système opto-électronique, car
cela pourrait apporter une information supplémentaire telle que le volume de chaque
segment. La connaissance de celui-ci permettrait de mieux estimer le moment d’inertie
de chaque membre et rendre ainsi le calcul des forces internes de manière plus précise.
7.5 Conclusions
Cette partie a présenté une nouvelle méthode de mesure de la symétrie de la marche
basée sur l’utilisation d’une caméra de profondeur et un tapis roulant. Le calcul de cet
index de symétrie du mouvement des jambes se fait en comparant les surfaces de chaque
jambe à la jambe respective du pas opposé. La simplicité de cette méthode passe par
l’absence de nécessité d’utiliser un modèle articulé ou de marqueur, ce qui permet de
se dédouaner d’une étape de calibrage de longueur de segment et de préparation du
sujet. C’est l’une des raisons pour laquelle le protocole de mesure répond tout à fait aux
exigences de l’exercice clinique. De plus, la totalité du matériel utilisé coûte à ce jour
moins de 5000$, ce qui peut faciliter l’équipement de petite structure médicale. De plus
amples expérimentations seront nécessaires pour finaliser la validation de cet index de
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camera 3
camera 1 camera 2
FIGURE 7.6 – Coupe horizontale au niveau des jambes de la reprojection des surfaces
issues des cartes de profondeur pour reconstruire le volume du sujet. Les jambes sont en
rouge sur cette image (la couleur spécifie le nombre de projections superposées).
symétrie pour permettre de passer à la validation clinique avec des patients. De futurs
travaux vont être envisagés pour définir la faisabilité de prendre en compte la totalité du
corps et de quantifier la variabilité du mouvement de la marche.
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Lors de cette thèse, le domaine de l’analyse de la marche a été abordé selon deux
axes de travail différents : la détection de la chute et l’analyse de la marche à proprement
parler.
Dans la première partie traitant de la chute, l’objectif réalisé est la mise au point d’une
méthode de détection de la chute capable de résister aux occultations. Le problème d’oc-
cultation étant rarement au centre de la problématique, il nous semblait important d’y
remédier. Pour cela, une méthode analysant le volume reconstruit grâce à un système
multi-caméras, nous a permis de valider la possibilité d’obtenir des résultats intéressants
même en cas d’occultations.
Dans la seconde partie, une nouvelle méthode de mesure de l’asymétrie de la marche
a été proposée. Celle-ci s’organise autour de l’information de profondeur fournie par une
caméra de profondeur placée au-devant d’une personne marchant sur un tapis roulant.
L’analyse des différences spatiales entre les jambes au même moment dans le cycle du
demi-pas permet de calculer un index d’asymétrie. Les résultats de cet index appliqué sur
la marche normale et les marches déformées ont permis de montrer qu’il était possible
de détecter la perturbation d’une semelle de 5 centimètres placée sous un pied.
Ces deux preuves de concept validées expérimentalement sont les contributions ma-
jeures réalisées durant ce travail de thèse.
Il peut être intéressant de regarder sous différentes perspectives ces différents apports
pour mieux cerner l’intérêt qu’ils peuvent représenter pour les différentes communautés
concernées selon les sujets abordés. En effet, les communautés scientifiques, médicales et
toute la société sont concernées par les différentes problématiques présentées.
8.1 Contribution pour la communauté scientifique
Les deux projets de recherche réalisés ont comme point commun l’analyse d’une in-
formation tridimensionnelle pour venir détecter des anomalies dans le mouvement de
la marche. Ces anomalies sur lesquelles nous avons porté notre attention sont la chute
et l’asymétrie de la marche. Elles ont été détectées à l’aide d’un indicateur unique, le
ratio de la répartition verticale du volume V V DR pour la chute et l’index d’asymétrie
pour la marche. Ces deux indicateurs ont été calculés à partir d’une information tridi-
mensionnelle, le volume du corps pour la chute et la surface avant pour l’asymétrie. Ceci
a été réalisé en n’utilisant que des rapports anatomiques généraux comme la largeur des
épaules pour la chute et des ratios de hauteurs anatomiques pour la marche. Ceci a per-
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mis de répondre à l’une des problématiques de la thèse qui était d’étudier la possibilité
de réaliser ces deux tâches sans utiliser de modèle biomécanique.
La question sur la pertinence de mesurer une information sur le mouvement de la
marche sans utiliser un modèle biomécanique peut se poser. Nous suggérons d’aborder
la question en fonction de l’objectif escompté. Dans le but d’indiquer la présence d’un
problème, ce genre de démarche peut se montrer intéressant. Dans le travail réalisé sur
la détection de la chute, seul le fait que la personne soit au sol est identifié, et non la
raison pour laquelle la personne est tombée (perte de connaissance, accrochage du pied
dans un objet, . . .). Dans le cadre de l’étude de la marche, l’information calculée permet
de détecter la présence de l’asymétrie, mais ne permet pas pour l’instant d’en identifier
la cause. Pour identifier la cause de ces problèmes, une analyse de la marche classique
avec un modèle biomécanique reste aujourd’hui nécessaire.
D’un autre côté, plusieurs contributions plus techniques ont été apportées. En effet,
dans le souci de proposer une méthodologie utilisable en condition réelle, différents choix
techniques et d’organisation des calculs ont été réalisés pour permettre de respecter les
contraintes liées à chaque problématique. Ceci est particulièrement critique dans le cadre
de la chute, où la contrainte majeure est de pouvoir exécuter les calculs en temps réel.
Ceci a été réalisé en organisant les calculs de manière à les exécuter sur les unités les
plus appropriées. La condition “temps réel“ est presque atteinte grâce à une parallélisa-
tion massive du traitement des données d’image sur GPU, laissant au CPU les tâches de
gestion de communication et de synthèse d’information sur les volumes.
Une dernière contribution pour le domaine de la chute est le partage de nos données
expérimentales. En effet, la mise à disposition de nos vidéos de chutes et des paramètres
de calibrage à la communauté permet aux autres équipes de disposer de données qui
pourraient leur être impossible de réaliser, mais aussi d’évaluer leur méthode par rapport
aux autres sur une base de données identique.
8.2 Contribution pour la communauté médicale
Pour la communauté médicale, les apports des travaux réalisés sont en fonction des
problématiques étudiées.
Pour la chute, le fait d’augmenter la robustesse de détection des chutes à domicile
permet d’améliorer la sécurité des personnes âgéees susceptibles de chuter chez elles.
De plus, une information précise sur le nombre de chutes peut alors être évaluée. Celle-ci
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peut être importante dans l’évaluation du diagnostic, et parfois peut être mal évaluée par
le patient du fait du déni d’importance de la chute, du déni de la pathologie, ou encore
par simple oubli à cause de la maladie.
Pour l’étude de la marche, l’intérêt majeur du travail réalisé est d’apporter un outil
de mesure d’un indicateur de la symétrie du mouvement des membres inférieurs, facile
à mettre en œuvre lors d’une consultation clinique et ne nécessitant que peu d’investis-
sement et de formation. L’intérêt est donc multiple. Pour le praticien, il pourrait disposer
d’une information sur la symétrie du mouvement de la marche et intégrer facilement
cela dans l’exercice de sa clinique journalière. Il pourrait utiliser cette information pour
du dépistage ou pour le suivi de l’évolution d’une pathologie après un traitement. Il est
intéressant de souligner l’intérêt pour la recherche clinique. En effet, un protocole plus
simple et un équipement moins coûteux permettent d’investiguer un phénomène plus
facilement sur une plus grande cohorte. Pour l’organisation du système de santé, l’uti-
lisation en tant qu’outil de dépistage permet de ne pas focaliser l’activité des services
avec des équipements de pointe pour l’étude de la marche pour la détermination de la
pathologie.
Avec le vieillissement, des troubles de l’équilibre et de la démarche peuvent appa-
raître et augmenter le risque de chute. Par exemple, Hausdorff [74] a montré que la va-
riabilité de la durée du demi-pas pouvait être un facteur de risque de la chute. Il est
possible d’imaginer qu’un appareil utilisant la méthode présentée puisse être utilisé en
routine clinique comme source d’information sur les paramètres de la marche. De plus,
d’autres paramètres comme la variabilité du mouvement de la marche pourraient alors
être quantifiables avec ce genre de système. Ceci pourra favoriser le dépistage précoce
de troubles susceptibles de provoquer un risque de chute et améliorer la prise en charge
du patient. De plus, d’après Alexander et Hausdorff [10], il existerait des liens de plus en
plus étroits entre la marche, la chute et les fonctions cognitives. Ceci pourrait potentielle-
ment aider le praticien à dépister les troubles de la fonction cognitive.
8.3 Contribution pour la société
Le bénéfice pour la société pour se genre de travaux est multiple. Dans le domaine
de la détection de la chute, la possibilité de pouvoir être secouru en cas de chute permet
aux personnes âgées susceptibles de chuter de conserver une vie autonome à la maison
plus longtemps. Ceci est un élément important pour améliorer leur qualité de vie et la
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sécurité.
Pour la quantification de l’asymétrie de la marche, l’apparition d’un outil de dépis-
tage de ce genre pourrait participer à l’amélioration de la qualité de soin en permettant
une meilleure prise en charge de certaines pathologies par une détection plus précoce et
un meilleur suivi de l’évolution d’une pathologie ou d’une convalescence.
Finalement, le fait de retarder le départ des personnes âgées vers les maisons de re-
traite et l’amélioration de la prise en charge médicale tout en réduisant les frais d’équi-
pement, participe à l’effort général de réduction des frais du système de santé.
Ces améliorations participent à l’augmentation de la durée ainsi qu’à l’amélioration
de la qualité de vie des aînés.
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