Max-algebra and pairwise comparison matrices, II  by Elsner, L. & van den Driessche, P.
Linear Algebra and its Applications 432 (2010) 927–935
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Max-algebra and pairwise comparison matrices, II
L. Elsner a,∗, P. van den Driessche b,1
a Fakultät für Mathematik, Universität Bielefeld, Postfach 100131, D-33501 Bielefeld, Germany
b Department of Mathematics and Statistics, University of Victoria, Victoria, BC, Canada V8W 3R4
A R T I C L E I N F O A B S T R A C T
Article history:
Received 3 January 2009
Accepted 21 September 2009
Available online 29 October 2009
Submitted by H. Schneider
Keywords:
Max-eigenvector
SR-matrix
Perturbations
Toeplitz matrix
Music theory
This paper is a continuation of our 2004 paper “Max-algebra and
pairwise comparison matrices”, in which the max-eigenvector of a
symmetrically reciprocal matrix was used to approximate such a
matrix by a transitive matrix. This approximation was based on
minimizing the maximal relative error. In a later paper by Dahl
a different error measure was used and led to a slightly different
approximating transitive matrix. Here some geometric properties
of this approximation problem are discussed. These lead, among
other results, to a new characterization of a max-eigenvector of
an irreducible nonnegative matrix. The case of Toeplitz matrices is
discussed in detail, and an application to music theory that uses
Toeplitz symmetrically reciprocal matrices is given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
As introduced in [13], an (entrywise) positive n-by-n matrix A = (aij) is called a symmetrically
reciprocal matrix (SR-matrix) if aijaji = 1 for i, j = 1, . . . , n. In [10], an SR-matrix B = (bij) is called
transitive if there is a positive n-vector w = (w1, . . . ,wn) such that bij = wi/wj for i, j = 1, . . . , n.
Approximating an SR-matrix A by a transitive matrix B is an important step in the analytic hierarchy
process (AHP method) for decision making by attaching a ranking to the SR-matrix; see, e.g. [13,14].
A transitive (thus rank one) matrix B is sought that minimizes some distance to A; for example, in [9]
this is taken as the Frobenius norm ||A − B||F .
For an SR-matrix A and a positive vector w = (w1, . . . ,wn) deﬁne the functionals
E1(w) = max
i,j
|aij − wi/wj|/aij (1)
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and
E2(w) = max
i,j
aijwj/wi. (2)
The functional E1 is introduced in [7], and minimizes the maximal relative error, while E2 is treated
in [3], in which the notation E2(w) = δ(A, B) is used where B = (wi/wj) is a transitive matrix. As
obviously E1(w) = E2(w) − 1, with these distances the approximation problem mentioned above
boils down to the problem of minimizing E2(w).
The functional in (2) motivates our study in Section 2 of the set of vectors
CA,r = {w > 0, E2(w) r} (3)
and its normalized subset
DA,r = {x ∈ CA,r , x1 = 1}, (4)
where A = (aij) is any irreducible nonnegative matrix with E2(w) as deﬁned in (2) and r is a positive
number. The set DA,r leads to a new characterization of a max-eigenvector (statement 4 of Theorem
1 below). In Section 3 we prove a perturbation result and specialize this to SR-matrices. In Section 4
we specialize to Toeplitz matrices, and in Section 5 we discuss a problem frommusic theory that uses
Toeplitz SR-matrices.
As was outlined in [7], it makes sense to treat this approximation problem in the framework of
the max-algebra, and we refer a reader to Section 2 of [7] and references therein. Brieﬂy, the max-
algebra consists of the set R+ of nonnegative numbers, with a ⊕ b = max{a, b} and a ⊗ b = ab, the
usual product, for a, b ∈ R+. In the notation of [7],μ(A) denotes the max-eigenvalue of a nonnegative
irreducible matrix A, i.e., A ⊗ x = μ(A)x for a nonnegative max-eigenvector x. The eigenvalue μ(A)
is the maximum cycle geometric mean in the weighted directed graph associated with A. If A is
irreducible, then
μ(A) = min
w>0
E2(w) (5)
with E2(w) given by (2); see [7,8]. The critical matrix of A, denoted by A
C = (aCij), is formed from the
principal submatrix of A on rows and columns corresponding to vertices on cycles with geometric
mean equal to μ(A), by setting aCij = aij if i, j is on such a cycle, and aCij = 0 otherwise. The vertex set
so identiﬁed is denoted by VC . It is well known (see, e.g. [6, Theorem 4.1] that for a matrix A having
μ(A) = 1, the set VC(A) consists of those i for which (A+)ii = 1. Here we use the notation
A+ = A ⊕ A2⊗ ⊕ · · · An⊗ (6)
and
A∗ = I ⊕ A ⊕ A2⊗ ⊕ · · · An−1⊗ . (7)
For μ(A) 1, it follows that
I ⊕ A ⊗ A∗ = A∗. (8)
Thus for any i ∈ VC(A) the ith column of A∗ is a max-eigenvector of A [6].
2. Properties of CA,r and DA,r
We ﬁrst collect properties of the set CA,r deﬁned in the Introduction above, under the assumptions
that A is irreducible and nonnegative. From (5), it follows that
CA,r = {w > 0, E2(w) r} = {w > 0, A ⊗ w rw}. (9)
Using the irreducibility assumption, equivalently
CA,r = {x 0, x /= 0, A ⊗ x rx}, (10)
i.e. there is no need to impose the restriction of positive x. Also
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x ∈ CA,r ⇐⇒ max
i,k
aikxk/xi  r. (11)
Note that CA,r /= ∅ if and only if r μ(A).
In the following the notation xp is used for a vector with the entries x
p
i , where x is a positive vector
and p ∈ R. For positive x, ywith entries xi, yi resp., the vector with components xiyi is denoted by x ◦ y.
We also use the notation
CA = CA,μ(A), DA = DA,μ(A). (12)
The sets CA and DA contain max-eigenvectors of A. The former set was introduced in the concluding
remarks of [7], andwe now continue by considering some properties of CA,r andDA,r; the proof of these
is in the Appendix.
Theorem 1. Let A be an n-by-n nonnegative irreducible matrix with CA,r , CA,DA,r ,DA as deﬁned in (3), (4)
and (12). Then the following statements hold.
1. x ∈ CA,r ⇐⇒ x−1 ∈ CAT ,r .
2. If x, y ∈ CA,r then
(a) γ x + (1 − γ )y ∈ CA,r ∀γ ∈ [0, 1].
(b) xγ ◦ y1−γ ∈ CA,r ∀γ ∈ [0, 1].
(c) (xp + yp)1/p ∈ CA,r ∀p ∈ R, p /= 0.
(d) x ⊕ y ∈ CA,r .
(e) z ∈ CA,r where z = (zi) = (min(xi, yi)).
3. DA,r is compact and DA is a convex polytope.
4. The vector x = (xi), where xi = min{yi, y ∈ DA} is in DA. If in addition 1 ∈ VC , then x is a max-
eigenvector satisfying A ⊗ x = μ(A)x.
5. Deﬁne the vector y = (yi), where yi = max{zi, z ∈ DA}. Then y−1 ∈ DAT . If in addition 1 ∈ VC ,
then y satisﬁes AT ⊗ y−1 = μ(A)y−1.
6. DA consists of one vector if and only if A
C is irreducible and VC = {1, . . . , n}.
Statement 4 gives a new characterization for a max-eigenvector (up to scaling); for example, if
A =
(
1 1
2
1 1
2
)
, (13)
then μ(A) = 1 and (1, 1)T is the max-eigenvector of A since x2 = 1 = min{y2, y ∈ DA}. However,
DA = {(1, y2), 1 y2  2} and so contains more than one vector, as required by statement 6 because
VC = {1} for A in (13).
We now give another representation of CA,r .
Lemma 2. Let r μ(A). Then x ∈ CA,r if and only if there is a vector h 0 such that x = (A/r)∗ ⊗ h.
Proof. Replacing A by A/r, assume that μ(A) 1 and r = 1. Thus (8) holds and gives that A ⊗ A∗ ⊗
h A∗ ⊗ h for h 0. Setting x = A∗ ⊗ h 0, this inequality becomes A ⊗ x x, that is x ∈ CA,1. Con-
versely, if x ∈ CA,1, i.e. A ⊗ x x with x 0, then x = x ⊕ A ⊗ x ⊕ · · · ⊕ An−1⊗ ⊗ x = A∗ ⊗ x. Now
take h = x. 
From Lemma 2 and (7), it follows that step 3 in Algorithm 3.4 of [6] calculates a vector y ∈ CA. For
completeness, we recall here these three steps.
Algorithm. For A 0 an n-by-n irreducible matrix and x0  0, x0 /= 0, step 3 below produces a vector
y ∈ CA.
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1. Calculate xi = A ⊗ xi−1 for i = 1, . . . , n.
2. Denoting xi = (x1i, . . . , xni)T , ﬁnd
μ(A) = max
i=1,...,n mink=0,...,n−1
(
xin
xik
)1/(n−k)
.
3. Calculate
y = x0 ⊕ 1
μ(A)
x1 ⊕ · · · ⊕ 1
μ(A)n−1
xn−1 = (A/μ(A))∗ ⊗ x0.
Vector y calculated in step 3 of this algorithm is given by (A/μ(A))∗ ⊗ x0 and hence from Lemma
2, y ∈ CA and satisﬁes A ⊗ yμ(A)y. We note that steps 4–6 of Algorithm 3.4 of [6] generate a max-
eigenvector.
3. Perturbation results
Returning to the approximation problem described in the Introduction, we ﬁrst consider a general
perturbation problem (without assuming that A is an SR-matrix). The following result states that
perturbing a nonnegative irreducible matrix Awith a relative error  < 1 yields a perturbation of the
max-eigenvalue with a relative error bounded also by the same number . Here |A − B| denotes the
modulus of the entry-wise difference of matrices A and B.
Theorem 3. Let A, B be two nonnegative n-by-n matrices and A be irreducible. Let
|A − B| A (14)
for some  < 1. Then B is also irreducible, and
|μ(A) − μ(B)| μ(A). (15)
Proof. We follow the pattern of the proof of the analogous result for the Perron root, as given in [4,
Theorem 1].
Clearly, A and B have the same digraph, so B is irreducible and hence μ(B) is well deﬁned. By (14)
− A B − A A (16)
and hence
(1 − )A B(1 + )A. (17)
Now, as μ(A) is a monotone function of the entries of A,
(1 − )μ(A)μ(B)(1 + )μ(A), (18)
from which (15) follows. 
Remark: In the special case that A is an SR-matrix and B = (wi/wj) with w > 0 is a transitive
matrix, the assumption (14) means exactly that E1(w) , with E1(w) given by (1). In this case from
(5)
μ(A) = min
w>0
E2(w) = 1 + min
w>0
E1(w) 1 + , (19)
while (15) gives the weaker bound |μ(A) − 1| μ(A) or equivalently μ(A)(1 − )−1.
The above theorem shows that the relative error of the max-eigenvalue is bounded by the relative
error of the matrix, but this is not so simple for the max-eigenvector. Under some assumptions, the
next result shows that its relative error is bounded by 2n − 2 times the relative error of thematrix (for
small errors, with higher order terms neglected).
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Theorem 4. Under the assumptions of Theorem 3, let VC(A) ∩ VC(B) /= φ. Then there are
max-eigenvectors x(A), x(B) of A and B resp. such that
|x(A) − x(B)|
((
1 + 
1 − 
)n−1
− 1
)
x(A). (20)
Proof. Introduce thematrices A = A/μ(A) and B = B/μ(B) and let C = A/μ(B). Then |A − B| |A −
C| + |B − C| and from (15) the ﬁrst term is bounded by μ(A)/μ(B)A. From (14) it follows that |B − C|
has the same bound. As (15) also implies that μ(A)/μ(B)(1 − )−1 these bounds give
|A − B| 2/(1 − )A. (21)
For η < 1 and nonnegative numbers ci, di, i ∈ I satisfying |ci − di| ηci, it is easy to see that∣∣∣∣max
i∈I ci − maxi∈I di
∣∣∣∣ ηmax
i∈I ci. (22)
If the set of indices I hasm elements, then∣∣∣∣∣∣
∏
i∈I
ci −
∏
i∈I
di
∣∣∣∣∣∣((1 + η)m − 1)
∏
i∈I
ci. (23)
In the directed graph associated with A, any path of length  connecting vertices i and j and given
by the sequence i = i1, i2, . . . , i+1 = j leads to the path product a¯i1,i2 · · · a¯i ,i+1 . By (21) and (23) this
gives
|a¯i1,i2 · · · a¯i ,i+1 − b¯i1,i2 · · · b¯i ,i+1 |((1 + η) − 1)a¯i1,i2 · · · a¯i ,i+1 , (24)
in which η = 2/(1 − ).
Observe now that for ﬁxed i, j the maximum over all path products of all lengths  n − 1 con-
necting i and j is just the (i, j) entry of A¯∗. Hence by (24)
|(A¯∗)ij − (B¯∗)ij| max
 n−1((1 + η)
 − 1)(A¯∗)ij , (25)
which is equivalent to
|A∗ − B∗|
((
1 + 
1 − 
)n−1
− 1
)
A
∗
, (26)
since the right side of (25) is monotone in . Now take x(A) = A∗ei, x(B) = B∗ei, where i ∈ VC(A) ∩
VC(B) and ei is the n-vector with 1 in entry i and 0 elsewhere. Then x(A), x(B)are max-eigenvectors of
A, B, resp., and (20) follows. 
For small values of  by using the binomial theorem and ignoring terms in 2 and higher powers,
the bound in (20) gives
|x(A) − x(B)| 2(n − 1)x(A). (27)
4. The Toeplitz case
For certain Toeplitzmatrices the Perronvector and themax-eigenvector coincide andare bothof the
special form w = (1, s, . . . , sn−1)T . We now study this case, and then in Section 5 give an application
of our results.
Let n ∈ N and ti for i = 1 − n, . . . , n − 1 be 2n − 1 real or complex numbers. They deﬁne an n-by-n
Toeplitz matrix
A = (aij) = Toeplitz(t1−n, . . . , tn−1) (28)
by setting aij = tj−i for i, j = 1, . . . , n.
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Theorem 5. Let A = Toeplitz(t1−n, . . . , tn−1) and s be a complex number. The following are equivalent:
1. w = (1, s, . . . , sn−1)T is an eigenvector of A.
2. t−i = sntn−i for i = 1, . . . , n − 1.
Proof. If s = 0, then the equivalence of statements 1 and 2 is obvious, since A is upper triangular.
So assume s /= 0. For i = 1, . . . , n, deﬁne
hi =
n∑
j=1
tj−isj−i. (29)
Then for i = 2, . . . , n it follows that hi − hi−1 = t1−is1−i − tn+1−isn+1−i. Now statement 1 holds if
and only if hi is the associated eigenvalue and hence is equivalent to hi = hi−1 for i = 2, . . . , n, which
is equivalent to statement 2. 
For s /= 0, A has n different (classical) eigenvectors of the form given in 1 of Theorem 5. This also
follows from the fact that A is diagonally similar to a circulant matrix, a fact that we use in the proof
of the next result, in which ρ(A) denotes the Perron root of A.
Theorem 6. In the situation of Theorem 5 assume that A is nonnegative and irreducible, that s > 0 and
that 1 or 2 holds. Then w, as deﬁned in 1, is a Perron vector of A, i.e. Aw = ρ(A)w, and also a max-
eigenvector of A, i.e.
A ⊗ w = μ(A)w, (30)
where
μ(A) = max{tisi, 0 i n − 1}. (31)
Proof. Deﬁning D = diag(1, s, . . . , sn−1), it follows that C = D−1AD = (cij) is a nonnegative, irre-
ducible circulant matrix with entries cij = tj−isj−i. Hence C has ρ(C) = ∑nj=1 tj−1sj−1 with Perron
vector e, where e = (1, . . . , 1)T . Thus A has Perron root ρ(A) = ρ(C) with Perron vector De = w.
Also in the max algebra C ⊗ e = μ(C)e, with μ(C) = μ(A) given by (31). Since w = D ⊗ e and
A ⊗ D ⊗ e = μ(A)D ⊗ e, Eq. (30) holds and the result follows. 
In the case described above, two choices for a weight vector w, namely the Perron vector and the
max-eigenvector, coincide. We remark that Theorem 6 gives only a sufﬁcient condition that wT =
(1, s, . . . , sn−1) is a max-eigenvector of a Toeplitz matrix. The next theorem gives a condition that is
necessary and sufﬁcient.
Theorem 7. Let A = Toeplitz(t1−n, . . . , tn−1) 0 be irreducible and s > 0. The following are equivalent:
1. w = (1, s, . . . , sn−1)T is a max-eigenvector of A.
2. (i) max{tisi, i 0} = max{tisi, i 0}(= μ, say)
(ii) There exist i, k satisfying i 0 k and k − i n with μ = tisi = tksk.
In this case μ = μ(A).
Proof. Statement (1) is equivalent to
max{tk−isk−1, k = 1, . . . , n} = μ(A)si−1, i = 1, . . . , n (32)
and this is the same as
max{tk−isk−i, k = 1, . . . , n} = μ(A), i = 1, . . . , n, (33)
which is equivalent to the statements 2. 
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In the situation of the above theorem themax-eigenvector and the number s are determined in the
following way. Deﬁne g(s) = maxi /= 0 tisi, where s > 0. As A is irreducible there is a positive i and a
negative j such that ti > 0 and tj > 0. Hence g(s) goes to∞ as s goes to 0 and to∞. So the minimum
of g(s) exists, say at s1 with g(s1) = mins g(s) = μ1. Note that g(s) minimal is a necessary condition
for 2(i) in Theorem 7 to hold. Then μ(A) = max(t0,μ1). As long as t0 μ1, the max-eigenvector
is uniquely deﬁned by 1 in Theorem 7 with s = s1. Otherwise for t0 > μ1 the max-eigenvector
is not unique, since for any s such that g(s) < t0, statement 2(i) of Theorem 7 is satisﬁed, hence
(1, s, . . . , sn−1)T is a max-eigenvector.
Consider the case of a Toeplitzmatrix A that is also SR, i.e. t0 = 1 and tit−i = 1 for i = 1, . . . , n − 1.
In this case it is easy to see that t0 = 1μ1, but in general A need not have a max-eigenvector of the
form (1, s, . . . , sn−1)T . The following matrix illustrates this.
Example. Let A = Toeplitz(1/3, 3, 1/2, 1, 2, 1/3, 3), which is a 4-by-4 SR-matrix withμ1 = g(1) = 3,
but A ⊗ w /= 3w. The two maxima in part 2(i) of Theorem 7 are equal, but as i = −2, k = 3, the
inequality in part 2(ii) does not hold. In fact μ(A) = 2.7108 = 541/4 (from the 4-cycle on vertices 1,
4, 2, 3) and the max-eigenvector is (1, 0.8165, 1.1067, 0.9036)T . If t0 in A is changed from 1 to 4, then
t0 > μ1, and the max-eigenvector in not unique. In this case, DA consists of more than one vector,
because AC is reducible; see statement 6 of Theorem 1.
We conclude this section by giving another nontrivial class of matrices for which the Perron vector
and the max-eigenvector coincide.
Example. Let A = (aij) be a 3-by-3 SR-matrix. In [14, p. 313] it is claimed that A has the Perron
vector w = (wi) where wi = (ai1ai2ai3)1/3 for i = 1, 2, 3. Letting c = (a12a23a31)1/3 and W = diag
(w1,w2,w3), it follows that
W−1AW =
⎛
⎜⎝ 1 c c
−1
c−1 1 c
c c−1 1
⎞
⎟⎠ (34)
is a Toeplitz SR-matrix that is also a circulant. Hence w = We is a Perron vector of Awith Perron root
1 + c + c−1. In addition w is a max-eigenvector of A with μ(A) = max{c, c−1}. By statement 6 of
Theorem 1, DA consists of one vector, conﬁrming that w is unique (up to scaling).
5. An example frommusic theory
For thebasic ideasofmusic theoryused in the followingapplication,we refer a reader to [2,11,12,15].
Consider a pure pitched scale. As an example, take Zarlino’s scale, which can be described in the
following way. The ratios of the frequencies of the tone and the frequency of the fundamental tone are
given by
z3 = 9/8, z5 = 5/4, z6 = 4/3, z8 = 3/2, z10 = 5/3, z12 = 15/8. (35)
Wewant to attach frequencies fi to the keys i: i = . . . , 1, . . . , 12, . . . (of a piano, say), thus explaining
the numeration of the zi. If the frequencies are scaled such that key 1 has frequency 1, then for i =
3, 5, 6, 8, 10, 12. the number zi as above is the frequency of the key i. By requiring the octave condition
fi+12 = 2fi (36)
it sufﬁces to consider only the keys 1, . . . , 12.
For all scales, starting from any of the above keys, say i, we want the ratios of the frequency of the
jth tone of the scale and the frequency of the fundamental tone i to be the same. In other words it is
required that
fj/fi = fj+r/fi+r (37)
for all integers r. Also it is required that
fi = zi, i = 3, 5, 6, 8, 10, 12 (38)
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as in (35). It is well known that (35), (36), (37) and (38) cannot be satisﬁed simultaneously, hence we
can only require that the fi satisfy it in an approximate way. So instead of (37) the ratios fj/fi should be
near to numbers aij satisfying aji = aj+r,i+r for i, j = 1, . . . , 12. This means that the matrix A = (aij) is
a Toeplitz SR-matrix approximating a transitive matrix. Matrix A can be described by the parameters
ti for i = −11, . . . , 11 where
aji = ti−j , i, j = 1, . . . , 12.
The requirements on ti are:
1. t0 = 1
2. ti = zi+1, i = 2, 4, 5, 7, 9, 11; see (35)
3. ti+12 = 2ti (octave condition), i = −1, . . . ,−11
4. t−i = 1/ti, i = 0, . . . , 11, since aijaji = 1
From 3 and 4, it follows that t12−iti = 2t−iti = 2. From 2 this gives ti for i = 1, 3, 8, 10 and t26 = 2,
hence t6 =
√
2. Deﬁning d = (d0, . . . , d11) by
d = (1, 16/15, 9/8, 6/5, 5/4, 4/3,√2, 3/2, 8/5, 5/3, 16/9, 15/8), (39)
then the resulting ti are given by ti = di for i = 0, . . . , 11, and ti = 1/d−i for i = −1, . . . ,−11. In this
case we have constructed the SR-matrix A = Toeplitz(t−11, . . . , t11). It is easily seen from the octave
condition that Theorem 6 statement 2 holds for AT with s12 = 2.
Following the approach by Saaty [13] and [7], the Perron vector or the max-eigenvector of AT is
taken as an approximation to the frequencies. By Theorems 6 and 7 these vectors coincide and are
given by w, where
w = (1, s, . . . , s11)T
with s = 21/12. This is the case of the equal temperament scale system; see, e.g. [2, p. 16].
We remark that for the matrix A so constructed μ(A) = (3/5)1/4(6/5)3/4 = 1.00907 . . . (from 3
different 4-cycles, one of which is on vertices 1, 4, 7, 10). Hence the maximal relative error that occurs
when (aij) is replaced by (wi/wj) is 0.00907. We should however remark that Theorem 7 does not say
that themax-eigenvector is unique. Themax-eigenvalue is unique, but in this case AC is reduciblewith
three strongly connected components, thus there are three linearly independent max-eigenvectors;
see, e.g. [1, Theorem 5].
From the above proof it follows that the same approach works for any given positive zi for i =
3, 5, 6, 8, 10, 12, as long as z6z8 = 2 holds. So if the scale named after Pythagoras is taken, namely
z3 = 9/8, z5 = 81/64, z6 = 4/3, z8 = 3/2, z10 = 27/16, z12 = 243/128,
then the best approximation is again given by the equal temperament system satisfying the require-
ments 1–4 above. The ﬁrst row of the matrix A is now given (instead of (39)) by
d = (1, 256/243, 9/8, 32/27, 81/64, 4/3,√2, 3/2, 128/81, 27/16, 16/9, 243/128),
and the max-eigenvalue μ(A) is 1.00566 . . . = 21/12243/256 (from the Hamilton cycle on vertices
1, 12, 11, 10, . . . , 2, 1). This shows that the equal temperament system is nearer to the scale of Pythago-
ras than to the Zarlino scale.
Appendix
Proof of Theorem 1: Statement 1 follows immediately from the characterization in Eqs. (10) and (11),
as do statements 2(a), (b) and (c) for p > 0. For p < 0, statement 2(c) then follows by using 1, and 2(d)
and (e) follow from 2(c) by letting p tend to +∞ and −∞, respectively.
For statement 3, observe that, as A is irreducible, the matrix A+ as deﬁned in (6) is strictly positive.
Also x ∈ DA,r implies that A+ ⊗ xmax{r, . . . , rn}x. Since x 0 and using x1 = 1 in (11) gives that x is
bounded from above and below. Since DA,r is closed, it follows that DA,r is compact. Also DA is a convex
polytope, as the equationA ⊗ xμ(A)x is the set of linear inequalities aijxj μ(A)xi for i, j = 1, . . . , n.
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For statement 4, we ﬁrst show that x ∈ DA. As DA is compact there exist vectors zi ∈ DA such
that zii = xi, i = 2, . . . , n. Since x = min{zi, i = 2, . . . , n}, statement 2(e) for CA gives x ∈ DA. Let I =
{i, (A ⊗ x)i = μ(A)xi}. As1 ∈ VC , it follows that1 ∈ I. Assumethat there is somek /∈ I, i.e.maxj akjxj <
μ(A)xk . Then this component can be decreased but x remains in DA. This contradicts the deﬁnition of
x, so x is a max-eigenvector. Statement 5 follows from 4 by using 1.
We turn now to the proof of statement 6. By a suitable diagonal similarity scaling and division by
μ(A), it can be assumed that μ(A) = 1 and all entries of A = (aij) satisfy aij  1, i.e. A ⊗ e e. The
existence of such a scaling is implied by (5) in the Introduction. Firstlywe show that AC irreducible and
VC = {1, . . . , n} implies thatDA consists of onlyonevector, namely e. In this caseAC isn-by-n, all entries
ofAC are either1or0andAC  A. HenceA ⊗ e = e. If x ∈ DA then x1 = 1andAC ⊗ x A ⊗ x x. Hence
if the (i, j)entryofAC is 1, then xj (A ⊗ x)i  xi. By the irreducibilityofAC it follows that all components
of x are equal, thus x = e. For the proof of the converse statement, we assume that DA consists of one
vector only and (by the above scaling and division) this is the vector e. It follows that AC is irreducible,
since otherwise, e.g. by Theorem 1.1 of [5] there would be at least two max-eigenvectors contained
in DA. All entries of A are less than or equal to 1 and hence A
T ⊗ e e. In fact there is equality here,
because otherwiseDAT , and thus by statement 1 alsoDA, would havemore than one vector. Hence each
row and each column of A has at least one entry 1. Let B be the matrix formed from A by replacing all
entries by 0 that are not equal to 1. Consider the Frobenius normal form of B, a block upper triangular
with diagonal blocks that are either irreducible or zero 1-by-1 blocks. Now any cycle in B is also a cycle
in A and hence as a cycle of 1s it is a critical cycle in AC . Also any critical cycle of A is a cycle in B. It
follows that A and B have the same critical vertices. Moreover there is at most one irreducible block in
B, since AC is irreducible. Also there is no zero 1-by-1 block, as this would imply that B has a zero row
or column. So B is irreducible and hence VC(A) = VC(B) = {1, . . . , n}. 
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