Abstract. In this paper we address the problem of automatically locating the facial landmarks of a single person across frames of a video sequence. We propose two methods that utilize Kalman filter based approaches to assist an Active Shape Model (ASM) in achieving this goal. The use of Kalman filtering not only aids in better initialization of the ASM by predicting landmark locations in the next frame but also helps in refining its search results and hence in producing improved fitting accuracy. We evaluate our tracking methods on frames from three video sequences and quantitatively demonstrate their reliability and accuracy.
Introduction
Active Shape Models (ASMs) aim at automatically locating key landmark points that define the shape of any object. The technique has been used to a great extent in medical applications [1] , [2] and particularly in locating facial features [3] , [4] , [5] , [6] . A primary requirement in the ASM fitting process is that the object's position in the image must be known in order to initialize it and for facial landmarking this necessitates the use of a face detector.
This paper is concerned with the problem of automatically locating facial landmarks of a singe person in successive frames of a video sequence using an ASM. Knowing the location of such facial features can aid in face recognition [7] , expression analysis [8] and pose estimation [9] and it is for these reasons that there has been a lot of prior work in this field over the past few years. When dealing with a video that does not exhibit scene change (such as surveillance footage), an approach that utilizes information about landmark positions in the previous frame to initialize the ASM for the current frame is expected to produce better results than a method that treats each frame independently. Such an approach is easy to implement and certainly avoids the errors associated with face detection across multiple frames, but relies on the ASM fitting being extremely accurate. Since this is not always the case, the need for refining the results obtained by an ASM becomes clear. A discrete Kalman filter [10] can be used for this purpose and by treating the landmark coordinates that are fitted by an ASM as noisy measurements, it can correct them to produce results which are much closer to the true locations of the landmarks. Its motion model also allows the prediction of landmark positions in the next frame using their positions in the previous frame. Thus, Kalman filtering serves in providing good initialization and in correcting ASM results.
We propose two implementations that utilize Kalman filtering to track landmarks in different ways. We evaluate these implementations on frames from three video sequences and by comparing the results to the coordinates of landmarks that were manually annotated, are able to quantitatively assess their goodness of fit. Both methods show good tracking ability even when dealing with large in-plane rotation and pose variation of faces which is significant given that the ASM we use is trained only on frontal faces.
The rest of this paper is organized as follows. Section 2 provides an overview of the theory behind Kalman filters and ASMs as well as a short description of the particular ASM implementation we use for landmark tracking in this paper. Section 3 describes related work that has been carried out on landmark tracking in videos. In section 4 we propose and describe the various schemes for landmark tracking that we will be evaluating while section 5 describes the results that were obtained using them. Finally, section 6 presents some conclusions on this work and addresses possible areas of improvement.
Background

Active Shape Models (ASMs)
An ASM builds a point distribution model and a local texture model of the region around pre-defined points (referred to as landmarks) placed along the contours of an object. For applications in automatic facial landmarking, an ASM must first be trained on images in which facial landmarks have been labeled by hand. A set of N landmarks placed along the contours of a face constitute a shape vector x in which the x and y coordinates of each landmark are stacked as shown in (1) .
Once the shape vectors for each of the n faces in the training set have been obtained, they are aligned using Generalized Procrustes Analysis [11] and the mean shape x and covariance matrix S of these aligned shapes are calculated. Principal Component Analysis (PCA) is now applied on the shape vectors by computing the eigenvalues and eigenvectors of S. The eigenvectors corresponding to the eigenvalues that model most (95-98%) of the variation are retained along the columns of a matrix P. It is now possible to represent the positions of landmarks in any face by the shape model equation given in (2)
where b is a vector of the PCA coefficients of the shape x. Statistics of the local texture around each landmark are obtained by constructing 1D or 2D profiles. 1D profiles sample the gray level pixel intensities along lines through a landmark and perpendicular to the shape boundary while 2D profiles sample these intensities in square regions around a landmark. Old implementations such as those described in [3] , [12] , [13] used 1D profiles but more recent implementations such as those in [4] , [5] use 2D profiles which capture more information and hence contribute to better fitting results. Regardless of whether 1D or 2D profiles are used, the mean profile g and covariance matrix S g of all profiles in the training set are computed for multiple resolutions (typically [3] [4] of an image pyramid.
Once the shape model and local texture model have been built, the ASM can be used to locate landmarks in a test image. A face detector provides the initialization needed for this purpose. The mean shape is aligned over the face detected and profiles are constructed for several locations in the neighborhood of each landmark. A landmark is moved to the location that has a profile g with the lowest squared Mahalanobis distance to the mean profile g for the landmark in question as given by f (g) in (3) .
The process is repeated until the landmark locations do not change by much between iterations or a certain number of iterations is exceeded. After each iteration, the PCA shape coefficients are obtained and are constrained by clipping their values (b i ) to lie in the range −3 √ λ i to +3 √ λ i where λ i is the eigenvalue corresponding to the i th eigenvector retained by PCA. This process ensures that the fitted shapes are representative of the training shapes. Once convergence is reached at the lowest resolution image, the landmark positions are scaled and utilized as the starting shape for an image of higher resolution in the image pyramid and the final positions are available once convergence is reached at the highest resolution image.
The ASM implementation we use for landmark tracking in this paper is the Modified ASM (MASM) approach described in [5] , which has been shown to automatically landmark faces with a fair degree of accuracy. This implementation uses 79 landmarks to model the contours of a face (shown in Fig. 1 ) and the OpenCV 1.0 implementation [14] of the Viola-Jones face detector [15] for initialization of the model. The images that are used to to train MASM are a set of 4000 manually annotated images from the the query set of the still face challenge problem of the National Institute of Standards and Technology (NIST) Multiple Biometric Grand Challenge -2008 (MBGC-2008) [16] , [17] which consists of 10,687 images of 570 subjects.
The Discrete Kalman Filter
The Kalman filter has proved to be an essential tool for real-time signal tracking, with wide-spread applications in control systems, navigation and computer vision. Designed to function as a predictive-corrective algorithm, it aims at finding the optimal estimate of state in a linear dynamic system. This state estimate is a weighted average of the predicted system state and a noisy measurement. The weights are calculated from the state covariance at each time step, and represent the trust in the system prediction versus the measurements.
The discrete Kalman filter addresses the general problem of trying to estimate the state s t at time t of the discrete-time process that is governed by the linear equation
with a measurement z t , given by
In (4), A is the state transition matrix applied to the previous state s t−1 , B is the control input matrix that is applied to the control vector u t−1 at time t − 1 and w t−1 is a random vector that represents process noise. In (5), H is the observation matrix which maps the true state to the observed state and v t is a random vector that represents measurement noise. w t is assumed to be drawn from a zero mean multivariate normal distribution with covariance Q, referred to as the process noise covariance. Similarly, v t is modeled using a zero mean Gaussian with covariance R, the measurement noise covariance. w t and v t are assumed to be independent of each other while Q and R are assumed to be constant over the entire sequence. The Kalman filter keeps track of the state estimateŝ t as well as the state estimate error covarianceP t . During the prediction stage, these values (ŝ − t and P − t ) are obtained using (6) and (7). s
During the correction stage, a Kalman gain K is computed using (8) , which minimizes the a posteriori error covariance, and is subsequently used to refine the predicted state estimate and error covariance using the noisy measurements and hence produce corrected values (ŝ t andP t ) using (9) and (10) respectively.
Related Work
ASMs and Kalman filters have been used in conjunction for tracking of different objects in video sequences, most commonly, human contours. Baumberg and Hogg [18] describe a method for such an application by tracking the shape coefficients of an ASM independently and attain a speed up in fitting due to this. Baumberg builds on this work and in [19] proposes a more efficient tracking method that utilizes knowledge gained from the Kalman filtering process in order to not only initialize the ASM but also improve the search direction when determining the best candidate location for a landmark.
Lee et al. [20] achieve real time tracking of human contours using a hybrid algorithm which predicts the initial human outline using Kalman filtering in combination with block matching and a hierarchical ASM to perform model fitting. When used for tracking facial landmarks, Pu et al. [21] report results obtained using an ASM in combination with a Meanshift [22] method and a Kalman filter to obtain a bounding box around the face and hence initialize the ASM in every frame. Our approach differs from that of [21] because we use Kalman filters to track individual landmarks instead of using them to just track the face and initialize the ASM. This way we harness more information from the filtering process and rely less on the ASM producing very accurate fitting results as [21] does. Ahlberg [23] proposes a near real-time face tracking method that uses an Active Appearance Model [12] , [24] . We use ASMs and not AAMs since the former are faster and less affected by illumination variations [12] than the latter and are hence preferred when accurate fitting of facial landmarks is the goal.
Tracking Methods
In this section we describe five different tracking methods that we will be comparing using experiments described in section 5. 
Approaches Based Only on ASM Fitting
The first three tracking methods we evaluate are based purely on ASM fitting and do not use a Kalman filtering component. An implementation that treats each frame independently is the simplest scheme that can be used. Such a method requires face detection on every frame to initialize the ASM and fails when a face is not detected or is detected in the wrong location. For the former case, we simply scale the mean shape (that was obtained from the training stage) according to the test image dimensions and place it over the test image to obtain the final landmark coordinates. Predictably, this method exhibits extremely large fitting errors whenever initialization is poor. The next method again treats each frame independently but we manually initialize the ASM by providing it with the location of the face in frames where the face detection step failed in order to understand how much better the ASM could have performed had it been initialized well every time.
Our third method utilizes temporal information by initializing the ASM on the current frame using the fitting results of the previous frame. It is assumed that the first frame is fitted with reasonable accuracy and that the motion of the face between frames is sufficiently small. This method achieves acceptable results but is still completely reliant on high ASM fitting accuracy.
Kalman Filtered ASM Approaches
The fitting results of an ASM can not be completely trusted especially if it hasn't been initialized well. Hence, the method of using the fitting results of the previous frame to initialize the ASM for the current frame is prone to error. An improved approach is to utilize a Kalman filter to obtain optimal state estimates of the landmark positions in each frame. The prediction step of the Kalman filter gives an a priori estimate of the landmark locations in the next frame and thus provides extremely good initialization. The landmark coordinates produced by the ASM as a results of this initialization are treated as noisy observations to the Kalman filter and are corrected to produce optimal, smoothed state estimates which serve as the final landmark coordinates. The process is illustrated in Fig. 2 .
In our first Kalman filtering approach, we use a constant acceleration model, described in [25] , to track the locations (x i , y i ) and velocities (v 
where the values of σ 2 v and φ were empirically estimated. σ 2 v was set to 3 and φ was set to 10 for landmarks around the face boundary and 4 for all remaining points, since the landmarks along the facial boundary show relatively large fitting errors and hence have a greater deal of uncertainty associated with their positions.
A possible drawback of this scheme is that it does not account for the correlated motion of the facial landmarks. In order to take advantage of this, we designed another tracking scheme, in which rather than tracking the landmark locations themselves, we track parameters that affect these positions. These consist of the translation of the mean of all 79 points in the image (t x and t y ), the rotation of the face (θ), the size of the face (r), and the first four PCA coefficients of the facial structure (b 1 − b 4 ). Only four PCA coefficients were tracked as the remaining coefficients did not demonstrate smooth trajectories in our tests and also model a very small percentage of the variance associated with the different facial shapes in the training set. Empirical results also showed that constraining a larger number of PCA coefficients using the Kalman filter resulted in higher fitting errors. Using estimates of the tracked components and the remaining PCA coefficients, we could reconstruct the coordinates of all the landmarks. Constant velocity models [25] were used for tracking the translation, size of the face and PCA coefficients and a constant angular velocity model [25] was used for modeling the rotation.
Experiments and Results
We evaluate the different landmark tracking methods on frames from three video sequences that were recorded in a lab setting and consist of a single person exhibiting movement of the face along all three axes. The videos have 120, 100 and 70 frames respectively, with a resolution of 640 × 480 pixels. Ground truth landmark locations for each of the frames in the video sequences were manually annotated.
By calculating the mean of the Euclidean distances between the coordinates of each of the 79 landmarks that were fitted by the tracking method to those that were manually annotated, we obtain the fitting error for a particular frame. The mean and standard deviation of this fitting error across all frames in a video sequence provide us with performance parameters that can be used to quantitatively compare different methods. We interpret the mean fitting error The results obtained by the different landmark tracking implementations on the three videos using these performance parameters are shown in Table 1 . It is clear that the performance of the naïve ASM implementation that fits each frame independently is the worst across all videos. This is expected since the frames where the face detection was poor caused large errors and also caused the standard deviation of the fitting error to grow. We found that even though the data was collected under carefully controlled lab conditions, with a plain white background, face detection still failed on approximately 10% of the frames. By manually providing the correct location of the face to the ASM in the frames where initialization was extremely poor we obtain better results.
When the ASM is initialized using the fitting results of the previous frame, the fitting accuracy is further increased and the standard deviation of the fitting error also falls. This method performed well on videos 1 and 3 but not on video 2 as it lost track of the face between frames 62 and 68 and as a result of this ended up with large values of mean and standard deviation of fitting error.
Our implementation that tracks the positions of landmarks using a Kalman filter performs extremely well and obtains a mean fitting error across all videos that is lower than all the previous methods. Clearly, the predictive-corrective mechanism used by the Kalman filtering process enables better initialization and also refines the final landmark positions once the ASM fitting process has been completed. Results obtained on videos 1 and 2 best illustrate this as our method is clearly far more accurate than the schemes that do not utilize Kalman fitting. On video 3 our approach produces results that are quite close to the results obtained by simply initializing the ASM using the previous frame. This was because the pose and in-plane rotation of the face in this video were slightly less than in the first two videos allowing the ASM fitting results to be trusted more and hence limiting the role played by Kalman filtering.
Our last tracking method that uses Kalman tracking of the PCA facial shape coefficients instead of tracking the individual landmark coordinates, also obtained extremely accurate results on all three videos. There was not much to choose from between both the Kalman based approaches as the landmark coordinate tracking approach performed slightly better on videos 2 and 3, while the method of tracking facial shape coefficients fared marginally better on video 1. Fig. 3 compares the initialization provided to the ASM on a particular frame as a result of using three different methods and shows that the Kalman based approaches obtain far better initialization which plays a major role in improving their landmark fitting accuracy. Fig. 4 shows samples of the fitting results obtained by the different methods on three frames from each video. It is clear that both our Kalman based methods obtain accurate fitting results especially on the eyes, eyebrows and lips. The nose and facial outline are difficult to fit since the ASM has been trained only on frontal images and does not handle large pose variation well, however, our tracking methods do an acceptable job with these landmarks too when compared to the purely ASM based methods. Fig. 4 also shows how the most basic method that simply fits each frame separately is thrown off completely when face detection fails to locate the face or provides incorrect initialization. Even when correct initialization is provided to this method, it does not accurately fit faces exhibiting large in-plane rotation or pose variation. The ASM method that utilizes fitting results of the previous frame does better than the previous two methods but fails on frames 62 -68 of video 2 and this serves in best illustrating why Kalman filtering is so important. Fig. 5 shows how the fitting error of each method varies for the different landmarks when averaged over all the frames in videos 1, 2 and 3 respectively. The Kalman based tracking methods obtain lower fitting error for all landmarks than the other methods but even they show high fitting errors when dealing with points along the facial outline (landmarks 1-15) and along the eyebrows (landmarks 52-65). The best fitted points for all the methods lie along the eyes (landmarks 16-31) as they are regions with easily distinguishable local pixel intensity gradients and also because the inherent variability in human landmarking is lowest for these points. On video 3, except for the most basic approach which treats each frame independently, the remaining methods produce very similar results. Hence, the fitting error curves overlap for these methods and thus there is not much difference between the mean and standard deviation of the fitting errors across all frames produced by these approaches, which can be seen in Table 1. It is worth noting that for each video the shapes of all fitting error curves obtained by the five methods are quite similar and are just offset with respect to each other, indicating the inherent difficulty in fitting certain landmarks over others.
Conclusions and Future Work
We have provided a thorough analysis of several methods that could be used to track facial landmarks across frames of a video sequence by testing them on frames from three videos. However accurate an ASM implementation may be, an approach that treats each frame independently and does not utilize temporal information is fraught with risk as it will perform very poorly on every frame where the face detection results are off. We have proposed two tracking implementations that utilize Kalman filters to refine the ASM fitting results. Our first method tracks the individual landmark positions using a Kalman filter for each one while our second method tracks several parameters including the PCA shape coefficients of the landmark coordinates and uses these parameters to obtain the positions of the landmarks. Both methods outperform a scheme that just utilizes the results of the previous frame to initialize an ASM on the current frame as the predictive mechanism of the Kalman filtering process helps in initializing the ASM better while the corrective mechanism refines its search results. The combination of the two mechanisms ensures that both our approaches are less reliant on perfect fitting results from the ASM and are able to consistently provide accurate results.
The methods we have proposed currently work on the assumption that there is a single face in the video that needs to be tracked and that there is no abrupt scene change, change in the camera position or zooming in of the subject. Future work to deal with videos that exhibit any of these changes between frames would require background subtraction and re-initialization of the ASM using face detection. The use of several ASMs each trained on a different pose would help in boosting fitting accuracy as would the use of a rotation-tolerant face detection system. Our ASM implementation takes a few seconds to fit an image and hence our methods have currently been designed for post-processing of videos as they are not yet fast enough for real-time applications. Thus, another area of future work would involve speeding up of our ASM implementation as well as the Kalman tracking process to build a system capable of operating on surveillance videos in real-time. Finally, we also need to benchmark our approaches against contemporary landmark tracking methods on publicly available datasets as well as on challenging video sequences containing more natural (i.e. cluttered) backgrounds with subjects exhibiting faster motion of the head and lip movements due to varied expressions and speech.
