In this paper, we develop a family of optimal fourth-order multipleroot solvers and illustrate the complex dynamical behavior related to the basins of attraction. Numerical examples are presented to demonstrate convergence behavior agreeing with theory.
Introduction
Finding multiple roots of a scalar function f (x) = 0 ranks among the most important problems in applied mathematics. Since Traub [10] studied his work on optimal iteration theory, many researchers [1] , [4] , [5] , [8] have constructed optimal iterative schemes for finding the multiple roots of nonlinear equations.
In this paper, the following iteration method free of second derivatives is proposed to find an approximate root α, given an initial guess x 0 sufficiently 
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Here, δ = κ m 2 + 2m − 4
close to α:
where b, c, d, λ and ρ are parameters to be chosen for maximal order of convergence [6] , [7] , [9] .
Preliminary Notes
Definition 2.1 Let f : R → R be an iteration function with a root α, which defines the iterative process x k+1 = f (x k ). Let e n = x n − α be the error in the nth iterative step. If there exist a real number p and a nonzero constant b such that
then p is called the order of convergence and b is the asymptotic error constant and the relation e n+1 = be p n +O(e n ) p+1 is called the error equation [6] , [7] , [9] , [10] .
Definition 2.2 Assume that theoretical asymptotic error constant η = lim n→∞ |en| |e n−1 | p and convergence order p ≥ 1 are known. Define p n = log |en/η| log |e n−1 | as the computational convergence order. Note that lim n→∞ p n = p Definition 2.3 Let d be the number of distinct functional or derivative evaluations required by an iterative method per step. The efficiency index of the method is defined by EI = p 1/d , where p is the order of convergence.
Main Results
Theorem 3.1 Let f : C → C have a zero α with integer multiplicity m ≥ 1 and be analytic in a small neighborhood of α. Let λ, ρ ∈ R be two free constant parameters. Let κ = ( m m+2
f or j ∈ N. Let x 0 be an initial guess chosen in a sufficiently small neighborhood of α.
Then iterative methods (1) are optimal and of order four and possess the following error equation:
where
Proof. The optimality is pursued based on Kung-Traub's conjecture [6] due to three evaluations of functions or derivatives. Hence, it suffices to determine the constant parameters for quartic-order convergence. Expanding f (x n ) about α by a Taylor's series expansion, we have
where (3) by (4), we have the following relations:
Letting t = 1 − γ/m with (5), we obtain
Evaluating f (y n ) and f (y n ) with e n replaced by y n − α in (6), we get the following relations:
Substituting (3)- (8) into (1), we obtain the error equation:
and coefficients ψ i , (i = 2, 3, 4) depend on the parameters t, b, c, d, λ, ρ and the function f (x). Solving ψ 1 = 0, ψ 2 = 0 for b and c, respectively, we obtain
with ω 1 = (t − 1)(1 + m(t − 1) + t) and ω 2 = t 2 + t 2m ρ(m(t − 1)λ + ρ). We substitute b, c into ψ 3 and put ψ 3 = ψ 31 θ 1 2 + ψ 32 θ 2 . Solving ψ 3 = 0 independently of θ 1 and θ 2 , i.e. solving ψ 31 = ψ 32 = 0 for d and t, we obtain
Substituting t = m m+2
into (10), (11) and (12) 
By the aid of symbolic computation of Mathematica [11] , we arrive at the relation below:
As a result, the proof is completed.
Numerical examples
In this section, we present the typical computational experiments of proposed methods and illustrate the complex dynamical behavior related to the basins of attraction [10, 11, 12 ] of iterative maps. Throughout the experiments with Mathematica, the error bound is |x n − α| < 1 2
× 10
−80 and 112 significant digits are assigned as the minimum number of precision digits, to achieve the desired accuracy ensuring convergence of the proposed methods. It is essential to compute e n = x n − α with high accuracy for desired numerical results. When a root α is not exact, we increase the precision that it uses internally in order to get a more accurate value.
As a first instance, we choose a test function f (x) = (e
3 with a zero α = 2i of multiplicity m = 7 and an initial approximation x 0 = 1.97i. As a second experiment, we take another test function f (x) = (e 2x 2 +π −1) 4 (2x 2 +π) 4 (log(2x 2 +π +1)) 4 cot(x 2 +7) having a root α = π 2 i of multiplicity m = 12 and choosing an initial value x 0 = 0.97i. Throughout these examples, we confirm that the order of convergence is four and the computed asymptotic error constant |e n+1 /e n 4 | well approaches the theoretical value η. The order of convergence and the asymptotic error constant are clearly shown in Tables 2-3 reaching a good agreement with the theory developed in Section 
(m, λ, ρ) = (12, If both α and x n have the same accuracy of $M inP recision = 112, then e n = x n − α would be nearly zero as n becomes large. When we calculate |e n+1 /e 4 n |, overflow causes unfavorably. Computed values of x n are accurate up to 112 significant digits. To obtain the trustworthy convergence behavior, we desire α with enough accuracy of 16 digits higher than M inP recision, which has 128 significant digits. Even if the number of significant digits of x n and α are 112 and 128, respectively, we present the two values at most up to 15 significant digits due to the limited paper space.
From now on, we discuss the dynamical behavior of iterative maps (1). Choosing an initial guess close to a zero α is one of the most important factors to confirm the convergence of of iterative function. However, it is complicate to consider how close the initial values are to a zero α. An easy way of employing stable initial values is to utilize visual basins of attraction. In view of inspection of the area of convergence on the basins of attraction, the larger area of convergence would imply a better method. The quantitative analysis is needed to measure the size of area of convergence. Finally, we show Tables 4-7 featuring statistical data for the average number of iterations per point and the number of divergent points including CPU time. In all the cases, the region of investigation is a 6 by 6 square region centered at the origin and including all the zeros of the test polynomial functions. A 600 × 600 uniform grid in the square is taken to display initial points for the iterative methods via basins of attraction. Each grid point of a square is colored in accordance with the iteration number for convergence and the root it converged to α. This way we are able to discover if the method converged within the maximum number of iteration allowed and if it converged to the root closer to the initial grid point.
For plotting the complex dynamics of (1) with the desired basins of attraction, we take various polynomials having multiple roots with multiplicity m = 2, 3, 5, 6. Statistical data for the basins of attraction are tabulated in Tables 4-7 . In this tables, abbreviations CPU, TCON, AVG and TDIV denote the value of CPU time for convergence, the value of total convergent points, the value of average iteration number for convergence and the value of divergent points.
In the first instance, we have taken the following polynomial
2 whose roots z = 0, 1, 0.5 ± 0.8660254037844386i are all with multiplicity m = 2. Based on Table 4 and Figure 1 , we realize that Y1 and Y5 is best in view of AVG and TDIV. As can be seen in Figure 1 , Y3 has shown considerable amount of black point. These points causing divergence behavior were expected from the last column of Table 4 . The best result for CPU is by Y6 and the worst one is by Y2.
As our next sample, the polynomial P 2 (z) = (z 2 − 3x + 7) 3 has the complex roots z = 1.5 ± 2.179449471770337i of multiplicity m = 3. The results are listed in Table 5 and Figure 2 . The method Y1, Y4 and Y5 perform best in view of AVG and TDIV. As can be seen in Figure 2 , Y3 and Y6 have shown a few black points. The best result for CPU is by Y5 and the worst one is by Y1.
As the third example, we take the polynomial P 3 (z) = (z 2 − z) 5 whose roots z = 0, 1 are all real with multiplicity m = 5. The results are listed in Table 6 and Figure 3 . The method Y4 is best in view of AVG and TDIV. The best result for CPU is by Y3 and the worst one is by Y1.
In the last example, we use the polynomial P 4 (z) = (z 2 − 1/2) 6 whose roots z = ±0.707107 are all real with multiplicity m = 6. The results are presented in Table 7 and Figure 4 . The method Y4 is best in view of AVG and TDIV. The best result for CPU is by Y4 and the worst one is by Y2. The top left for Y1 , the top center for Y2, and the top right for Y3, the buttom left for Y4 , the buttom center for Y5 and the buttom right for Y6, for the roots of the polynomial P 2 (z) = (z 2 − 3x + 7) 3 . The top left for Y1 , the top center for Y2, and the top right for Y3, the buttom left for Y4 , the buttom center for Y5 and the buttom right for Y6, for the roots of the polynomial P 3 (z) = (z 2 − z) 5 .
