In-situ X-ray computed tomography to characterize saturated GDL samples. Surface coating rises rel. eff. permeability and GDL's water removal performance. Importance of phase connectivity and percolation is demonstrated. Direct pore-level simulation provides direct insight on flow paths and tortuosity. a r t i c l e i n f o Water flooding of cathodic gas diffusion layers (GDLs) in proton-exchange membrane fuel cells at high current densities or low temperatures limits efficient operation due to disturbed transport of reactants to the catalytic sites or products away into the channels. We utilize tomography-based direct porelevel simulations to provide quantitative insights into the transport characteristics of partially saturated GDLs with and without hydrophobic surface treatment to eventually guide the design of better GDLs.
Introduction
Proton-exchange-membrane fuel cells (PEMFCs) have shown their potential as a new energy conversion system in a variety of applications. They have been favored over other types of fuel cells since they are efficient, portable and environmental friendly. However, their high production costs, limited durability and some technological limitations still prevent them from being commercialized. A PEMFC is composed of catalyst layers on both anode and cathode sides, a proton conducting membrane, gas diffusion layers (GDLs) on each side, and gas channels for feeding the reactants and removing the products. Significant limitations for performance are effective heat removal and transport limitations in the GDLs, especially at high operating current densities.
GDLs play an important role in PEMFCs. Their functions can be categorized in three main tasks; transferring chemical reactants from the gas channel to the catalyst layer especially to the regions https://doi.org/10.1016/j.ces.2017.10.035 0009-2509/Ó 2017 Elsevier Ltd. All rights reserved.
under the ribs, heat conduction and electron delivery from the catalyst layer to the bi-polar plate, and transferring reaction products to the gas channels (Larminie et al., 2003) . Gas diffusion media, which are porous structures made from carbon fibers, are used for this application. The porous structure of a gas diffusion medium enables transport of the reactants and the reaction products through the pores, while the electrons are transferred in the highly conductive carbon fibers. The reaction product of the cell, water, condenses into liquid at low temperatures or high current densities. The liquid phase hinders the transport of gaseous reactants through the pores by partially occupying the available pore passages. This phenomenon is called GDL flooding and it decreases the cell's performance dramatically. Consequently, optimal water management in GDLs is crucial to ensure acceptable performance of the cell at high operating currents and durable cell performance (Larminie et al., 2003; Wang, 2004; .
To avoid water flooding in a GDL, the gas diffusion medium can be treated by hydrophobic coatings such as polytetrafluoroethylene (PTFE). A thin layer of hydrophobic PTFE wet proofs the carbon fibers to enhance water management. On the other hand, adding large weight percentages of PTFE reduces the porosity of the gas diffusion media (Rashapov et al., 2015) , which results in difficulties for reactants transportation and higher electrical and thermal contact resistances. Additionally, the surface coating changes the surface properties of the fibers affecting pressure losses in the media or degradation (Kumar et al., 2012; Park et al., 2015; Yu et al., 2014) . Thus, an optimal PTFE loading should be used to improve performance of the cell (Fishman and Bazylak, 2011; LaManna and Kandlikar, 2011) . Understanding the effects of water flooding and PTFE loading on transport properties of gas diffusion media is essential to design and optimize the PEMFCs' GDL and working conditions. The characterization of transport properties of gas diffusion media has attracted attention and has been reviewed Zamel and Li, 2013) . However, to date no thorough study has been performed comparing the multi-physical transport in saturated GDLs with and without PTFE using direct pore-level simulations utilizing the exact morphology obtained by X-ray tomography, and simultaneously comparing and explaining these results by utilizing detailed and quantitative morphology and percolation analyses.
The numerical study of transport processes directly on microstructural images is a powerful approach that provides estimates of transport parameters without performing complicated and difficult experiments. The availability of high power computing and advanced X-ray imaging beamlines provides the opportunity for high-resolution imaging and simulations. One limitation of this approach is the difficulty of simulating water phase distributions. Some techniques such as level sets (Prodanović and Bryant, 2006) or morphological image opening (Hilpert and Miller, 2001) only allow perfectly wetting fluids; other approaches such as multiphase Lattice-Boltzmann, which include surface energy differences, are computationally very intensive. The most reliable means of obtaining realistic invading water configurations is to physically inject water into the sample during non-intrusive 3D imaging, as was done in the present work. The impact of hydrophobic polymer treatments on multiphase transport parameters can then be assessed by performing numerical simulations of diffusion and flow in images of different materials.
The determination of these parameters is traditionally performed experimentally, and there are numerous reports for GDLs in the literature. Most of these studies are limited to dry samples which have revealed strong correlations of the transport properties to porosity, pores structure, sample thickness, and PTFE loading (Chan et al., 2012; Flückiger et al., 2008; LaManna and Kandlikar, 2011; Rashapov and Gostick, 2016) . Recently, Rashapov et al. made extensive measurements of the in-plane diffusivity as a function of compression and PTFE loading, both of which decrease the porosity (Rashapov and Gostick, 2016 samples increases significantly as porosity drops. Büchi and coworkers employed electrochemical diffusimetry to measure the through-plane effective diffusivity in dry gas diffusion media samples with different levels of wet proofing and compression Kramer et al., 2008) , and also noted a strong increase in tortuosity. These experimental results are valuable, but time consuming and challenging. Experiments on partially water filled samples are even more difficult to perform, with only a few reports available. Utaka et al. studied the effect of different wet proofing strategies on gas diffusivity for partially water saturated samples (Utaka et al., 2009 ). An ex-situ electrochemical limitingcurrent method was used by Hwang and Weber (2012) to measure effective diffusivity in commercial gas diffusion media at various water saturations. For relative permeability of air and water through gas diffusion media, there is less data in the literature as it is challenging to maintain a stagnant water phase and/or control the saturation. Hussaini et al. measured the relative permeability of gas diffusion layers by an ex-situ gravimetric method (Hussaini and Wang, 2010) . Several groups have used direct numerical simulation to estimate the relative permeability. Koido et al. used the LatticeBoltzmann method to numerically investigate the relative permeability (Koido et al., 2008) . Direct solution of the Navier-Stokes equations (at very low Re numbers) in the complex flow domain has also been used, were the simulation domain was reconstructed from tomographic images or artificially generated fiber media (Rosén et al., 2012; Zamel et al., 2011) . Rosén et al. used the Lattice-Boltzmann method to simulate flow in a partially saturated Toray TGP-H-60, showing good agreement with experimental data (Rosén et al., 2012) . Pore network modelling has also been used for the calculation of diffusivity and permeability in porous materials, and has been used to study GDLs (Ghanbarian and Cheng, 2016; Gostick et al., 2007; Ismail et al., 2015) . The effect of PTFE on relative permeability was not reported in the literature, with the exception of a short comment by Sole (Sole, 2008) .
Here, we combine computed tomography with direct pore-level numerical fluid flow simulations in partially saturated gas diffusion media to estimate transport properties at different levels of saturation and PTFE loading. This approach has been developed and successfully tested for the transport characterization in morphologically-complex two-phase media (Haussener et al., 2010 (Haussener et al., , 2012 Suter et al., 2014) . In contrast to previous investigations of transport in GDLs, we use finite volume methods for the calculation providing benefit in computational speed and accuracy. We use in-situ computed tomography to obtain the exact morphology of the fibers and liquid water distribution for different saturations, both to be incorporated in the numerical simulations. We derive power law expressions with variable exponent factors, widely used in literature for the quantification of relative permeability and effective relative diffusivity of gas diffusion media (Hussaini and Wang, 2010; Hwang and Weber, 2012; Koido et al., 2008; Martínez et al., 2009; Nam and Kaviany, 2003; Nguyen et al., 2006; Rosén et al., 2012) , to quantify and validate our modeling results. We provide consistent data for effective relative diffusivity and relative permeability using the same computational method and the same samples. For the first time, we report on results for bare and PTFE-loaded GDL samples as well as on results obtained from calculations in the gas and liquid phases of the pore space. Furthermore, we use mathematical morphology operations to provide quantitative morphological characterization of the gas phase and the liquid water phase as a function of the saturation (or capillary pressure) in the GDL. Additionally, percolation calculations are performed to demonstrate the difference between the percolation of different phases. These combined analyses allow for a better understanding of the physics behind the transport processes, aiming at guiding the design of better GDL materials. The direct pore-level simulations (DPLSs) enable us to calculate tortuosity directly from the flow field, which provides an alternative way to predict the effective diffusivity. The direct calculation of diffusivity and the tortuosity-based diffusivity calculations will be compared.
Theory and methodology

Materials
Commercial gas diffusion layers Toray-TGP-H-120 with and without PTFE loading, namely 0 wt-% (series A) and 10 wt-% (series C) were investigated. The PTFE loadings were provided by the manufacturer. The GDLs were 375 lm-thick and 3.2 mm diameter carbon papers composed of carbon fibers with diameters of around 10 lm.
Experimentation and in-situ tomography
In-situ X-ray computed tomography (CT) of the GDL under different liquid water saturation operation was obtained at the beamline 8.3.2, a synchrotron-based Hard X-ray Micro-Tomography instrument, of the Advanced Light Source at the Lawrence Berkeley National Lab with high resolution and voxel size of 1.3 lm. The sample holder is shown in Fig. 1a . It consisted of a 20 mm diameter PTFE holder, bored through with a 3.2 mm ID hole as sample holder. The sample was positioned in a section of the rod which was turned down to 4.2 mm OD (0.5 mm thickness) to reduce the X-ray attenuation. A PTFE tube was inserted from the bottom into the holder and held in place by a friction fit. This tube acted as the sample stage. The tube extended away from the holder by several meters and was connected to an elevated water reservoir, the height of which was used to control the applied capillary pressure to the GDL sample sitting on the tube outlet. Above the sample, a second piece of PTFE tubing was inserted, also by friction fit. The end of this second tube was blocked by a PTFE membrane (220 nm pores, Sartorius), which allowed air to escape the sample as water invaded, but prevented water from leaving the system, thereby allowing capillary pressures and saturations beyond the breakthrough point to be studied. Evaporated water could escape the system together with the air, however, the evaporated water was replenished as the setup was pressure controlled and water flew in as needed. The liquid water saturation, s, represents the volume fraction of the pore volume of the dry GDL occupied by liquid water. The capillary pressure (p c ), i.e. the difference between two pressures of the two phases (p a and p w ), relates the threephase contact angle, surface tension (c) between water and air, and the pore radius (r),
Capillary pressure was varied by raising the water head above the sample in 10 cm increments ($1000 Pa), corresponding to capillary pressures of 0-6000 Pa and 0-8000 Pa for the series A and series C samples, respectively, covering a wide range of saturations from dry to fully saturated samples.
Tomographic images were obtained by collecting 1080 radiographs over 180°of rotation at each applied capillary pressure. The exposure time for each radiograph was 100 ms, for a total scan time of less than 2 min. These values were chosen since they produced excellent quality reconstructions while minimizing the scan time. Shorter scans led to noticeably higher noise, which was problematic for segmentation of the three coexisting phases. Reconstructions were performed using the commercial software Octopus. It was found that in order to produce useable images, phase contrast mode was necessary rather than absorption contrast mode (Flückiger et al., 2011) . Accordingly, imaging was performed at 32 keV, and a modified Bronnikov filter (available in Octopus) was applied to enhance the phase contrast in each radiograph. An example of a slice through a reconstructed sample is depicted in Fig. 1b .
To choose the simulation domain size, we performed representative elementary volume (REV) analysis to find the smallest sample volume for which continuum assumptions are still valid. The definition of REV varies (Bear and Bachmat, 1990; Rosén et al., 2012) . Here, we selected REV based on convergence of each phases' volume fraction. The volume fraction for each phase was calculated for sub-volumes with increasing volume size until it varied only within a band of ±d (Petrasch et al., 2008) , chosen equal to 2%. REV analysis showed that the minimum required volume was between 0.2 and 0.3 mm 3 (dependent on saturation) for convergence of phases' volume fraction. Eventually, the largest possible sample sizes were chosen as computational domain, centered in the physical sample and cut off the edges to remove edge effects (García-Salaberri et al., 2015a) , such as the outer diameters of the cylindrical sample holder and the regions close to the physical water and air inlet and exit. The resulting samples sizes were 1170 Â 1170 Â 260 lm 3 and 1170 Â 1170 Â 247 lm 3 , respectively, for series A and series C samples. Indeed, these samples with volume of 0:35 mm 3 and 0:34 mm 3 for sample A and C, respectively, satisfied the per REV analysis required conditions.
Phase segmentation and digitalization
The collected CT data was further digitally processed for subsequent phase segmentation to reconstruct the three individual phases, namely the solid fibers, the liquid water, and the gasfilled void phase. There are various image processing techniques available in literature for segmentation of CT images and their accuracy varies from case to case (Jain, 1989; Kaestner et al., 2008; Wildenschild and Sheppard, 2013) . Histogram-based segmentation such as the mode method has been commonly used for segmentation (Gonzalez and Woods, 2002; Weszka, 1978) and has successfully been applied for complete heat and mass transport characterization and pore-optimization of porous ceramics (Suter et al., 2014) .
Segmentation becomes more challenging in three phase media. Rosén et. al. used hole/island removal method with manual correction for the analysis of saturated GDLs (Rosén et al., 2012) . In our study, we obtained the most accurate segmentation, with regards to visual inspection and comparison to experimental porosities, by using an anisotropic diffusion filter in 3D (Perona and Malik, 1990) followed by thresholding. The filter parameters used for the anisotropic diffusion filters were 4 for diffusion coefficient, 0.07 s for time step and 30 iterations in each direction. These values were chosen by varying and tuning each parameter in a wide range. This method was applied to the dry (two phase samples) for the segmentation of pore space and fibers utilizing threshold value a t,1 . Since the intensity of water and fibers is similar, intensity-based segmentation methods failed to correctly identify and separate these two phases. Here, by assuming the fibers retain their geometry and location for changing saturation, we used the segmented dry samples to remove the fiber from the saturated samples. This was done by manually aligning the dry sample to the wet samples, followed by subtraction of the fibers from the saturated sample. Subsequently a threshold-based segmentation (utilizing a t,2 ) was used to identify and separate the water and gas phases. The noise in the remaining fiber-free sample was reduced by applying a set of filters, including erosion and median filters. Eventually, to compensate the eroded water voxels, closing and dilation filters were applied on the samples (Fig. 2) . The sensitivity of the results on the chosen thresholds (a t,1 and a t,2 ) was investigated by comparing the calculated gas phase volume fraction and saturation for thresholds varying within ±5%. The variation in the volume fraction stayed within +3% and À2%, and the saturation within À2% and +1%. The saturation showed higher sensitivity towards a t,2 than a t,1 . The variation of the effective diffusivity stayed within À6% and +7%, and the effective relative diffusivity stayed within À8% and 9% (for sample A at p c = 5 kPa). The effective relative diffusivity showed higher sensitivity towards a t,1 than a t,2 .
Morphological characterization
Quantified characterization of the morphology of different phases in saturated GDLs provides basis for the understanding on transport properties of complex porous materials. This characterization includes determination of pore volume fraction, specific surface area, size distribution, and percolation analysis of the three segmented phases in the previous step.
The discrete morphology of a sample can be described by a matrix w(r), where the value of w at a location r indicates the phase by an integer number. The properties of the two point correlation function can be used to determine pore volume fraction, f v , and specific surface area, A 0 , of the various phases by employing the following set of equations (Berryman and Blair, 1986) , 
The two-point correlation functions were determined by Monte Carlo sampling. The phase size distribution was determined by using mathematical morphology operations, specifically opening operations using spherical structuring elements with diameter d. The volume fraction of the phase after an opening with such a spherical element, f v,op (d), can be used to calculate the phase size distribution function (Haralick et al., 1987) f ðdÞ ¼ À df v;op ðdÞ
This size distribution represents the size of the smallest dimension of a connected 3D object (for example for a cylinder, the opening distribution size would be its radius).
To quantify the connectivity of each phase and assess their percolation, a local connectivity indicator function from local porosity theory (Hilfer, 1996) was computed for sub volumes of the sample,
A cell is percolating in a direction if the two opposite boundary faces perpendicular to the direction are connected via a path through the corresponding phase. Knowing the local connectivity indicator of the sample, the total fraction of percolation of the sample can be obtained:
Mass transfer
The characterization of the pressure loss and the concentration gradient along a GDL sample are given by the (relative) permeability and the effective (relative) diffusivity. These quantities are homogenized (also called volume-averaged) quantities which provide a macroscopic description of these microscopic phenomena (Whitaker, 1999) . Macroscopically, Darcy's law (Darcy, 1856) 
is based on the volume averaged Navier-Stokes equations (Whitaker, 1996) , and describes the bulk resistance to steady state flow of an incompressible fluid through porous material. This definition is based on the assumption that the pore space is completely filled by one phase. In a GDL partially saturated with liquid water, the pressure drop in the gas and liquid water phases are described by two adapted Darcy's equations each accounting with a relative permeability for the partial saturation
The (relative) permeability of a fluid, k r;i and k, can be determined based on the pore-scale velocity vector and pressure fields, by solving the mass and momentum conservation equations for each fluid phase (here, gas and liquid water),
assuming steady state, incompressible and Newtonian fluid conditions.
The relative permeability was determined by solving the mass and momentum conservation equations, Eqs. (10) and (11), on the pore-level for each fluid phase individually, assuming the other fluid phase to be stagnant. All of this was done for the various saturation levels. An in-house mesh generator was used for the spatial discretization. The mesh generator uses the segmented CT data to construct a consistent 3D mesh of the individual fluid phases using tetrahedral mesh elements (Friess et al., 2013) . GDL samples of sizes 780 Â 780 Â 260 lm 3 and 780 Â 780 Â 247 lm 3 for series A and series C, respectively, were used in the calculations. Each GDL sample was placed in a duct and the fluid phases were extended for an inlet and outlet domain of twice the sample thickness, 520 lm and 494 lm respectively, allowing the flow to develop. CFX 15 (2013), a commercial finite volume solver, was used for solving the steady state mass and momentum equations in each domain with zero velocity tangentially to the solid-fluid interface, periodic boundary condition at the lateral walls of the duct (xz-and yz-planes), uniform velocity at the inlet boundary (xy-planes at z = 0) and constant pressure at the outlet boundary (xy-planes at z = z max ). Mesh element numbers were in the range of several millions, typical mesh element sizes around 6:5-7 lm (mean values, the frequency peak of the mesh element size distribution lied at 4 lm), providing converged results with a reasonable computational expense, which is consistent with our previous studies (Haussener et al., 2012) . The convergence criterion for the termination residual RMS of the iterative solution was set to
10
À4 according to convergence studies. The calculated pressure drop in the pore-phase over the sample for Reynolds numbers equal to 0.01 and 0.1 were used to calculate the (relative) permeability, according to Eq. (9). Reynolds numbers are defined based on the mean pore diameter and superficial velocity. Example results of the pore level simulations are depicted in Fig. 3 . Calculations for each Re number required four hours of computing time on a 2.3 GHz CPU workstation with 4 GB RAM. Relative permeability is often given as a functional of the gas occupied volume fraction or the saturation, respectively,
with b and k two constants. The effective (relative) gas diffusivity, D eff , in liquid saturated porous media can be determined in analogy to the relative permeability, based on the pore-scale concentration field, and requires solving the mass conservation (Eq. (10)) and the species transport equation (Eq. (14)) in the two fluid phases,
Macroscopically, the steady state stagnant species transport equation is given by ,
which is based on the volume averaged species transport equation, assuming that the species transport is considerable only in the gas phase and negligible in liquid phase (Whitaker, 1996) . We assume steady state conditions and stagnant fluid flow (u = 0). The effective (relative) gas diffusivity was determined by solving the mass and species transport equations (Eqs. (10) and (14)) on the pore-level in the gas phase. The same mesh and convergence criteria as for the fluid flow calculations were used. The same commercial finite volume solver was used for solving the steady state mass and species transport equations in the gas domain with impermeable gasliquid and gas-solid interfaces, periodic boundary condition at the lateral walls of the duct, and given inlet and outlet concentrations. The calculated concentration gradient between inlet and outlet of the sample and the mass flux were used for the calculation of the effective gas diffusivity, according to Eqs. (14) and (15). Calculations for one saturation level required around one hour computing time on a 2.3 GHz CPU workstation with 4 GB RAM.
The flow paths of a pressure driven flow converge to concentration driven flux at very low Reynolds (Haussener et al., 2010) . Hence, the velocity vector field of the permeability calculation at Reynolds equal 0.01 can be used for the calculation of tortuosity, defined by the ratio of length of flow streamline over sample thickness (Kaviany, 1991) 
For each sample, more than a thousand streamlines with equally distributed starting points at the inlet were used to calculate the flow path tortuosity according to Eq. (16). Fig. 3 depicts an example of the pore-level calculations of the pressure and concentration fields and stream lines for the dry GDL case.
The directly calculated effective gas diffusivity will be fitted to correlations in which the ratio of the effective (relative) gas diffusivity and the bulk gas diffusivity are approximated by the product of two functions: one function solely dependent on the dry sample porosity, f ðeÞ, and one a function solely dependent on the saturation, g(s), (Hwang and Weber, 2012; Kaviany, 1991; Nam and Kaviany, 2003; Rosén et al., 2012) Pressure Concentration Fig. 3 . An example of a visualization of the results of the direct pore-scale simulations. The simulated domain is the dry sample A at Reynolds equal to 0.01: pressure (horizontal plane) and concentration (vertical plane) fields, and streamlines indicating the tortuous flow path inside the GDL.
The calculated tortuosity is used as an alternative method to determine the effective (relative) diffusivity according to (Martínez et al., 2009) ,
by estimating the two lumped fitting parameters, m and k.
Results and discussion
The morphological characteristics of the GDL are presented as well as the transport characteristics. GDL show generally an anisotropic structure. Here we limit our investigations on the throughplane direction.
Morphological characterization
The samples' calculated gas phase volume fractions (i.e. porosities) are 0.70 and 0.68 for series A and series C, respectively. The trend of a slight reduction of porosity by adding PTFE is consistent with experimental observations (Hwang and Weber, 2012 (Hussaini and Wang, 2010) , by Lobato et al. of 0.76 for sample A and 0.74 for sample C measured by mercury porosimetry (Lobato et al., 2008) , and 0.76 and 0.73 by the buoyancy technique (Rashapov et al., 2015) . It is known that the surface regions have higher porosity than the core of the GDL. Thus, trimming the outer layers of the experimental sample, we expected the calculated porosity to be lower than the reported bulk experimental measurements.
Calculated saturation of the pore volume with increasing capillary pressure shows agreement with trends seen in the experimental data of Gostick et al. (Gostick et al., 2009) (Fig. 4) . By increasing the capillary pressure, the percolating phase (water) invades the pores, first the pores with larger diameters than the ones with smaller diameters. This process is hindered by the partially hydrophobic fiber surfaces in sample C. Therefore at the same capillary pressures, sample C has relatively lower saturation in comparison to sample A. The discrepancies between the curves is likely due to inhomogeneity of the saturation in the boundaries of the experimental sample (García-Salaberri et al., 2015a) .
The phase size distribution of fiber and pore space of the dry sample A and C are depicted in Fig. 5 . The mean diameters of the fiber and pore phases are 16.3 lm and 30.5 lm, respectively. The calculated data does not show any significant difference between the dry samples A and C.
The gas phase size distribution of samples A and C are plotted in Fig. 6(a) and (c) . It demonstrates that the mean size non-linearly shifts from 30.1 lm to 10.6 lm (sample A) and 30.9 lm to 11.5 lm (sample C) when increasing the capillary pressure from 0 to 6000 Pa (sample A) and 0-8000 Pa (sample C), respectively (Fig. 7) . The shifts to smaller sizes with increasing capillary pressure is a result of the liquid water intrusion into the pores, starting at the largest pores first and accessing progressively smaller pores with increasing capillary pressure. We observe a difference between the untreated and the PTFE treated samples, specifically at low saturations: the addition of PTFE rejects water from smaller pores, hinders a complete filling of the larger pore spaces, and generally requires larger capillary pressures to reach the same saturation as in sample A. At high saturations, i.e. high capillary pressures, the liquid phase fills all the pores and its size distribution follows the pore shape of the material.
The liquid water size distributions at different capillary pressures for samples A and C are depicted in Fig. 6 (b) and (d). Small water clusters started to evolve in the larger pore space (usually starting in the corners of fiber intersections) and grew until the large pores were filled. We noted that there are small artefacts in the water phase from the phase segmentation, contributing to the 5 lm-peak. This contribution is more significant at lower saturations where a smaller amount of water clusters is present. The mean diameter of the liquid water phase size distribution of series A samples shifts from 9.8 lm to 30.6 lm increasing the capillary pressure from 1000 to 6000 Pa (Fig. 7) . The mean diameter of the liquid water phase size distribution of series C samples shifts from 5.9 lm to 31.1 lm increasing the capillary pressure from 1000 to 8000 Pa (Fig. 7) . A small reduction in mean diameter of the liquid water phase size distribution at intermediate saturations (0.4-0.7) shows that the large pores were filled before the small ones, which started to be accessible at these intermediate saturations.
A small difference between the untreated and the PTFE treated sample is observed only initially (i.e. at low capillary pressures and saturations smaller than 0.1) where smaller liquid water sizes are observed as the PTFE hinders a complete filling of the larger pore spaces (see also percolation discussion below). At large capil- lary pressures, the liquid water size converges to the typical empty pore space dimension for both sample types.
Permeability
The calculated through-plane permeability for the Toray series A and series C samples was 9.36 Á 10 À12 m 2 and 5.79 Á 10 À12 m 2 , respectively. These values compare well to experimentally measured permeabilities. Lobato et al. experimentally determined the permeability to be 9.21 Á 10 À12 m 2 and 7.77 Á 10 À12 m 2 for series A and series C, respectively (Lobato et al., 2008) . Hussaini and Wang (2010) and Williams et al. (2004) , and the Carman-Kozeny modelbased permeability of 19.18 Á 10 À12 m 2 provide fair estimate for permeability of the system. The air and water relative through-plane permeabilities are depicted in Fig. 8a together with the best fit for the expressions given in Eqs. (12) and (13) (Rosén et al., 2012) , and Zamel et al. proposed b = k = 3.5 for general carbon paper (Zamel et al., 2011) .
Comparing the relative permeability of the two samples demonstrate that the PTFE treated sample provide higher liquid water permeability at the same saturation. The largest differences between the two samples are in the range of 40% at a saturation of 0.45. This result suggests that adding PTFE facilitates water transport along the primary transport axis, hindering the spread of water in the perpendicular directions. In other words, the PTFE treatment drives liquid water to be more selective on the pore diameter anisotropy and develops preferentially in through-plane direction. To examine this hypothesis, we performed percolation analysis of the air and liquid water phases inside the pore space of both samples in through plane direction. Fig. 8b demonstrates that water percolates better in sample C at low saturations (between 0.05 and 0.45). This larger percolation indicates that the water channels better developed in through-plane direction. For high saturation, water occupies all pores and both sample converge to the same percolation, as expected.
Effective gas diffusivity
The effective through-plane gas diffusivity of the dry sample A and C are 0.35 and 0.28, respectively, normalized by the bulk gas phase diffusivity. This term is equivalent to the f(e) function in Eq. (17). As observed (Rosén et al., 2012) , adding PTFE-coating is reducing porosity which results in reducing effective diffusivity in dry sample since f(e) is a decreasing function of porosity. The two values obtained for f(e) in the range experimentally measured by Weber, 2012), and LaManna and Kandlikar (LaManna and Kandlikar, 2011) .
The calculated relative effective gas diffusivity for various liquid saturations of sample A and sample C are depicted in Fig.9a . Increasing saturation restricts the gas flux (as the liquid phase is impermeable to water) and increases the tortuosity by reducing the gas phase volume domain which result in reducing relative gas diffusivity (Fig. 10) . Here, we observed only minor changes in the relative effective gas diffusivity when treating the GDL with PTFE. Typically, the g(s) function in Eq. (17) is fitted to two different types of functions, given by:
where the latter has been proposed for GDL with hydrophobic coating (Hwang and Weber, 2012) . A least-square fit of the calculated data to Eq. (19) predicted a = 3.05 for series A samples and a = 2.75 for series C samples (Table 1) . These values compare well with experimentally determined values a % 3 (Hwang and Weber, 2012; Rosén et al., 2012) . Adding PTFE slightly reduces the effect of saturation on diffusivity, the effective diffusivity reduces slower with increasing saturation (a ¼ 3:05 for sample C in comparison to a ¼ 2:75 for sample A). A least-square fit of the calculated data of sample C to Eq. (20) predicted a = 1.55 and b = 0.99 (Table 1) . These values compare reasonably with experimentally determined values by Hwang et al. of a = 1.27 and b = 0.82 (Hwang and Weber, 2012) . Looking at the detailed comparison between our calculated values of sample C and the experimental data of Hwang et al. reveals however that our calculations predict a sharper drop in g(s) with increasing s, potentially explained by the observed inhomogeneity of the water distribution in the sample (García-Salaberri et al., 2015b) . The distribution of tortuosity directly calculated from streamlines for sample A and C at different saturations are depicted in Fig. 10 . The tortuosity distribution of both samples shifts towards Table 1 Fitting parameter for relative gas and liquid permeability, Eqs. (12) and (13), and for relative effective gas diffusivity, Eqs. (19) and (20) larger tortuosities with increasing applied capillary pressure, and the distribution shape becomes wider. The major change happens for p c > 4 kPa. Both samples show the same transition of the tortuosity distribution with increasing applied capillary pressure. However, the mean tortuosity of sample A is slightly lower than that for sample C at the same gas phase volume fraction (Fig. 11) . Here, gas phase volume fraction can be seen as porosity since the liquid phase assumed to be stagnant and was treated as GDL fiber in the simulation. The relative effective gas diffusivity can be directly related to porosity and tortuosity. Knowing the tortuosity from the simulation permits evaluation of the validity of the reported relations in literature and even propose a specific relation for GDLs. Optimizing the two exponents of Eq. (18) to relate effective diffusivity to tortuosity and porosity leads to m = 2.5 and k = 0.6 (R 2 = 0.99) (Fig. 9b) . Conventionally, tortuosity has been estimated by using expressions relating effective diffusivity to porosity and tortuosity.
The best fit of such relations to our data requires e 2:8 (Fig. 9b) . The relation reported by Martínez et al. (2009) shows to be a lower bound for our data (e 3:8 in Fig. 9b) , while, the Brugmann equation overestimates significantly the effective diffusivity. A popular set of exponents for Eq. (18) is k = 1 and m = 2 (Epstein's equation) (Epstein, 1989) . Combining the best fit to this set of exponents leads to s mean ¼ e À0:9 , reasonably relating porosity and tortuosity particularly at high porosities (Fig. 11) . However, this relation slightly overestimates tortuosity in comparison to the best fit (m = 2.5 and k = 0.6) to the tortuosity porosity data, which is s mean ¼ e À0:76 . (Epstein, 1989) . 
Conclusion
3D microstructures obtained from high resolution CT-imaging were used in direct pore-level numerical flow simulation to investigate morphological characteristics and effective saturation dependent transport properties of common gas diffusion media of PEMFCs, specifically focusing on the difference between untreated and PTFE-loaded GDLs (Toray TGP-H-120, with and without PTFE loading). An advanced tomography data postprocessing was used to accurately segment the gas, liquid water, and solid fiber phases. The post-processing consisted of anisotropic diffusion filters and manual histogram-based thresholding of the fibers and the other two phases. The segmented dry sample was then accurately aligned with the partially saturated samples, and the fibers removed. Closing and median filter where used to remove fragments, before a second manual histogram-based thresholding of the gas and liquid water phase was achieved. The sensitivity of the calculated morphological and transport characteristics on the thresholding was within reasonable thresholds (±5% variation in the two thresholding values resulted in /±5% variations in the properties) and provided confidence in the segmentation approach.
The morphological characterization of the untreated (sample A) and PTFE-treated samples (sample C) provided the basis for the interpretation of the transport characteristics. Specifically, size distributions of the gas, liquid water, and fiber phases were calculated at different applied capillary pressures utilizing mathematical morphology operations. These calculations showed that the gas phase size distribution shifted to smaller diameters with increasing saturation, although significantly less steep in the PTFEtreated sample compared to the untreated one. Conversely, the liquid water size distribution shifted to higher diameters with increasing capillary pressure, however a less significant difference between sample A and C was observed.
The calculated through-plane gas relative permeability decreased with increasing saturation while the liquid water relative permeability increased with saturation. A pronounced difference in the relative water permeability between the two samples was observed. The power law exponent was fitted to the data and an exponent of around 1.5 was found for hydrophobic treated sample, namely sample C, while for the GDL without hydrophobic treatment it was found to be around 3. This shows the importance of optimal PTFE loading in enhancing water management in GDLs. To investigate the underlying phenomena causing this difference, percolation analysis was carried out to show how the liquid water phase is distributed in the pores of both samples. It demonstrated that water percolates better in sample C than A at the same saturations (particularly valid at low to intermediate saturations). A better percolation of water in sample C leads to preferential and percolating flow channels for water transport. Thus, water permeability not only is a function of saturation but also depends on water percolation through the sample. Moreover, relative effective gas diffusivity of the two samples were calculated and compared. Power law expression were fitted with exponents of around 3 for these properties for both samples. No significant difference was observed between the two samples. However, it is worth noting that at a fixed capillary pressure, sample C has lower saturation, and hence, its pores are less blocked, providing better reactant transport.
Finite volume method used in this study permits direct calculation of tortuosity. Calculated tortuosity distributions shifted to larger values with increasing saturation, and the distribution function widened. Through-plane relative effective diffusivity for both samples were calculated. These results were used to examine the validity of the known correlation between effective diffusivity, porosity and tortuosity. Tortuosity-dependent prediction of the diffusivity fitted well when the exponents of the porosity and tortuosity in Eq. (18) were individually adapted. The expression proposed by Epstein (Epstein, 1989) provided an accurate correlation between the three parameters, particularly at high porosities. The Bruggeman expression over predicted the relative effective diffusivity, while, the expression from Martínez et al. (2009) can serve as lower bound of our data.
Our investigation demonstrates that adding PTFE reduces the porosity of the GDL, significantly slows the reduction in gas phase size distribution with increasing saturation, and significantly increases the relative liquid water permeability and help to construct a better liquid percolation. This investigation helps to understand the transport properties of gas diffusion media more precisely, and specifically provide insights on the effect of PTFE loading on the transport opening pathways for GDL optimization.
