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Abstract
By applying an integral representation for qk
2
we systematically derive a large number of
new Fourier and Mellin transform pairs and establish new integral representations for a variety
of q-functions and polynomials that naturally arise from combinatorics, analysis, and orthogonal
polynomials corresponding to indeterminate moment problems. These functions include q-Bessel
functions, the Ramanujan function, Stieltjes–Wigert polynomials, q-Hermite and q−1-Hermite
polynomials, and the q-exponential functions eq, Eq and Eq. Their representations are in turn
used to derive many new identities involving q-functions and polynomials. In this work we also
present contour integral representations for the above mentioned functions and polynomials.
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1 Introduction
This paper grew out of our attempts to derive asymptotics of q-orthogonal polynomials. In [20]
we studied a Plancherel-Rotach type asymptotics for certain orthogonal polynomials of the form∑
k≥0 akq
αk2zk. All the main terms of these asymptotics exhibit an interesting common feature,
when the parameter q in one interval they have the Ramanujan function Aq(z) =
∑
k≥0 q
k2zk/(q; q)k,
while it in another interval they contain the theta function
∑∞
k=−∞ q
k2zk . It is well known that
both functions possess certain modular properties, hence it suggests that we should look at these
type of functions from the point of view of log q. To do that we realized that the key is to find
suitable integral representations for qαk
2
, and eventually we found two such representations. In
the first integral representation we express qαk
2
as a regular Fourier transform of the lognormal
distribution, whereas the second integral representation is to express qαk
2
as a contour integral
with a theta function as the integrand. These two integral representations enable us to derive
integral representations for some important q-orthogonal polynomials and special functions. By
exploiting these integral representations we could systematically produce many expansion formulas,
series transformations, asymptotic results, and identities. It is these integral representations and
the resulting identities that form the bulk of this work. As the volume of the results grew it became
clear that it will be best to write a series of articles on the subject and the present paper is the first
part.
In Section 2 we introduce the notations and terminology used in the rest of the paper and in
the future parts. In particular we fix the notation for the q-orthogonal polynomials and functions
used in this work. We also state the summation theorems and identities applied in the sequel.
We also derive two integral representations of qx
2
. One is a contour integral on the unit circle
2
and the other is an integral on R. These are (2.47) and (2.48). In Section 3 we use the contour
integral representation (2.47) to establish several contour integral representations for q-functions
and polynomials. Section 4 contains Mellin transform type integral representations for several q-
functions. This is done through deforming the contour integrals in Section 2. Our results provide
new entries for the Mellin Transform Tables, [23], [10]. The integral on R can be manipulated to
establish a very large number of inverse pairs of Fourier integrals [10]. The other integral leads
to integral representations of q-orthogonal polynomials. Section 5 contains several inverse Fourier
transform pairs some of which involves change of the base q. This is followed by Section 6 which
uses integral representations for functions and polynomials to derive Plancherel-Rotach asymptotics
for the functions involved. The Plancherel-Rotach asymptotics easily come out of the integral
representations and demonstrate the usefulness of the integral representation approach. We must
note that so far the Riemann-Hilbert problem approach and the nonlinear steepest descent method,
[9] have not been able to treat q-polynomials arising from indeterminate moment problem with
fixed q. Section 7 contains a large number of identities involving the q-exponential function Eq, the
Ramanujan function Aq, the q-Bessel functions of Jackson, the Stieltjes-Wigert polynomials, the
q-Laguerre polynomials, and q and q−1 Hermite polynomials.
In the last section we record some identities for bilateral hypergeometric series.
It is important to note that many of the results in this work can be proved directly by power series
manipulations once we know what the formula looks like. It is important however to emphasize that
the techniques of integral representations produces these series and integral identities with proofs.
Throughout this work we also provide alternate proofs of some of our results.
Due to the length of this paper we felt mentioning where the main results are will be helpful to
the reader. The main results of §3 are formulas (3.1), (3.2), (3.4), (3.5), (3.8), (3.9), and (3.12). The
main results in Section 4 are formulas (4.1), (4.2), (4.3), (4.4), and (4.8), and (4.9). Section 5 is very
lengthy and its main results are Theorems 5.2, 5.3, 5.4, 5.5, 5.6 5.7, 5.9, 5.10, 5.11, 5.13, 5.14, 5.15.
Each theorem contains several formulas. The asymptotic results involving orthoognal polynomials
proved in Section 6 are (6.3), (6.4), (6.5), (6.6), (6.7), (6.8), (6.9), (6.10), (6.11), (6.12). In addition
we prove asymptotic results for transcendental functions which are recorded as (6.13), (6.14), (6.15),
(6.16), and (6.17). The last section contains proofs of (7.1), (7.2), (7.4), (7.6), (7.7) , and (7.8). In
addition we establish Theorems 7.1–7.8. Each theorem contains several identities.
2 Notation and Preliminaries
In this section we fix the definitions and notations used in the rest of the paper. We also derive
the integral representations which we use to compute the asymptotics of the polynomials which we
study. We follow the notation for q-shifted factorials in [3], [11], and [15]. Recall the definition of
the q-shifted factorials
(a; q)∞ =
∞∏
k=0
(1− aqk), (a; q)n = (a; q)∞
(aqn; q)∞
, (a1, a2, · · · , am; q)n =
m∏
j=1
(aj ; q)n,(2.1)
and the q-binomial coefficient [
n
k
]
q
=
(q; q)n
(q; q)k(q; q)n−k
.(2.2)
There are several q-analogues of the exponential function ez. Two of them are
(2.3) eq (z) =
1
(z; q)∞
=
∞∑
n=0
zn
(q; q)n
, |z| < 1
3
and
(2.4) Eq (z) = (−z; q)∞ =
∞∑
n=0
q(
n
2)zn
(q; q)n
, z ∈ C.
In [19] the present authors introduced a third q-exponential function, Eq (x; t), which is defined by
Eq (x; t) = (t
2; q2)∞
(qt2; q2)∞
∞∑
n=0
(−it)n
(q; q)n
qn
2/4(−ieiθq(1−n)/2,−ie−iθq(1−n)/2; q)n.(2.5)
The analogue of the Chu-Vandermonde sum is
2φ1(q
−n, a; c; q, q) =
(c/a; q)n
(c; q)n
an(2.6)
The Ramanujan 1ψ1 sum is [11, (II.29)], [15, Theorem 12.3.1]
∞∑
n=−∞
(a; q)n
(b; q)n
zn =
(q, b/a, az, q/az; q)∞
(b, q/a, z, b/az; q)∞
, |b/a| < |z| < 1,(2.7)
and a limiting case is the Jacobi triple product identity [11, (II.28)], [15, Theorem 12.3.2]
∞∑
n=−∞
qn
2
zn = (q2,−qz,−q/z; q2)∞.(2.8)
In a series of papers from 1903 till 1905 F. H. Jackson introduced q-analogues of Bessel functions.
Their modern notations are, [13],
J (1)ν (z; q) =
(qν+1; q)∞
(q; q)∞
∞∑
n=0
(−1)n(z/2)ν+2n
(q, qν+1; q)n
, |z| < 2,(2.9)
J (2)ν (z; q) =
(qν+1; q)∞
(q; q)∞
∞∑
n=0
(−1)nqn(n+ν)
(q, qν+1; q)n
(z/2)ν+2n.(2.10)
J (3)ν (z; q) =
(
qν+1; q
)
∞
(q; q)∞
∞∑
n=0
q(
n+1
2 )(−1)n
(q, qν+1; q)n
(z
2
)ν+2n
(2.11)
The J
(1)
ν and J
(2)
ν are related via
J (1)ν (z; q) =
J
(2)
ν (z; q)
(−z2/4; q)∞ .(2.12)
Formula (2.12) analytically continues J
(1)
ν to a meromorphic function in the complex plane. We
also need two q-analogues of the Bessel functions Iν(z), they can be defined via Jackson’s q-Bessel
functions,
I(k)ν (z; q) = e
−iπν/2J (k)ν (iz; q), k = 1, 2.(2.13)
The q-Hermite polynomials [15]
(2.14) Hn (cos θ|q) =
n∑
k=0
(q; q)n e
i(n−2k)θ
(q; q)k (q; q)n−k
,
4
have the generating function
(2.15)
∞∑
n=0
Hn (cos θ|q) tn
(q; q)n
=
1
(teiθ, te−iθ; q)∞
,
for |t| < 1 and θ ∈ R, and the q-exponential generating function [19]
(2.16)
(
qt2; q2
)
∞ Eq (x; t) =
∞∑
n=0
qn
2/4tn
(q; q)n
Hn (x|q) ,
where |t| < 1. From (2.15) and (2.16) it is easy to see that the orthogonality relation
(2.17)
1
2π
∫ 1
1
Hm (x|q)Hn (x|q)w (x|q) dx = (q; q)n
(q; q)∞
δm,n
is equivalent to
(2.18)
1
2π
∫ 1
−1
Eq (x;u) Eq (x; v)w (x|q) dx =
(−uvq1/2; q)∞
(q; q)∞ (qu
2, qv2; q2)∞
,
where
(2.19) w (x|q) =
(
e2iθ, e−2iθ; q
)
∞√
1− x2 , x = cos θ, θ ∈ (0, π)
and |u| < 1 and |v| < 1, In particular, we have
(2.20)
1
2π
∫ 1
−1
Eq (x;u) Eq
(
x;uq1/2
)
w (x|q) dx =
(−u2q; q)∞
(q, u2q; q)∞
,
for |u| < 1. It is worth noting that (2.18) is clearly another q-analogue of the classical beta integral.
For z 6= 0, the theta function is defined by [29]
(2.21) ϑ(z; q) = ϑ4 (z; q) =
∞∑
n=−∞
qn
2
(−z)n .
The Jacobi triple product identity (2.8) implies
(2.22) ϑ4 (z; q) =
(
q2, qz, q/z; q2
)
∞ .
All the material on theta functions contained here is from Whittaker and Watson [29]. We shall
define the modulus τ of a theta function by
q = eπτi, ℑ τ > 0.(2.23)
The remaining three theta functions are defined by
ϑ3(v|τ) =
∞∑
k=−∞
qk
2
e2kπiv =
(
q2,−qe2πiv,−qe−2πiv; q2)∞ ,(2.24)
ϑ2 (v|τ) =
∞∑
k=−∞
q(k+1/2)
2
e(2k+1)πiv = 2q1/4 cosπv
(
q2,−q2e2πiv,−q2e−2πiv; q2)∞ .(2.25)
The theta functions have the periodicity and quasi periodicity properties
ϑ3 (v + 1 | τ) = ϑ3 (v | τ) ,(2.26)
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ϑ3
(
v
τ
| − 1
τ
)
=
√
τ
i
eπiv
2/τϑ3 (v | τ) ,(2.27)
ϑ3
(
v +
2n+ 1
2
τ | τ
)
=
e−(2n+1)πivϑ2 (v|τ)
q(2n+1)
2/4
.(2.28)
The zeros of the the theta functions are given explicitly by
ϑ2
(
j +
1
2
+ kτ | τ
)
= 0, j, k ∈ Z,(2.29)
ϑ3
(
j +
1
2
+
(
k +
1
2
)
τ | τ
)
= 0, j, k ∈ Z.(2.30)
The following transformation will also be used
ϑ3 (v + nτ | τ) = q−n
2
e−2nπviϑ3 (v | τ) .(2.31)
We also need the partial θ-function
(2.32) ω (v; q) =
∞∑
n=0
qn
2
vn
The Ramanujan function [25], [14] is
Aq(z) =
∞∑
n=0
qn
2
(q; q)n
(−z)n,(2.33)
was studied extensively by Ramanujan in the lost notebook [25]. The values Aq(−1) and Aq(−q)
give the Rogers-Ramanujan identities, [3], [15], [26]. Ismail indicated that Aq(z) plays the role of
Airy function in Plancherel-Rotach asymptotics of q-orthogonal polynomials, [14]. One can think of
Aq also as a q-analogue of exp(−x), since limq→1Aq((1 − q)z) = exp(−x). The q-gamma fucntion
is, [3], [11],
Γq(x) = (1− q)1−x (q; q)∞
(qx; q)∞
.(2.34)
The q−1-Hermite polynomials [16], the q-Laguerre polynomials [15], [11], and the Stieltjes–Wigert
polynomials [15], [27], are defined by
hn(sinh ξ | q) =
n∑
k=0
(q; q)n
(q; q)k(q; q)n−k
(−1)kqk(k−n)e(n−2k)ξ,(2.35)
L(α)n (x; q) = (q
α+1; q)n
n∑
k=0
qαk+k
2
(q; q)k(q; q)n−k
(−x)k
(qα+1; q)k
,(2.36)
and
Sn(x; q) =
1
(q; q)n
n∑
k=0
[
n
k
]
q
qk
2
(−x)k
=
1
(q; q)n
n∑
k=0
(q−n; q)k
(q; q)k
q(
k+1
2 ) (xqn)k ,
(2.37)
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respectively. The q−1-Hermite polynomials were introduced by Askey in [4] but were studied in
great details by Ismail and Masson in [16] where their moment problem was completely solved, their
N -extremal measures ([1]) were found together with an infinite family of weight functions. The
Stieltjes–Wigert and q-Laguerre polynomials are much older, [27], [11], [22], [3] but there is very
little known about the solution of their moment problem, [17], [7], [8].
Ismail and C. Zhang [18] proved the following symmetry relation for the Stieltjes–Wigert poly-
nomials
qn
2
(−t)nSn(q−2n/t; q) = Sn(t; q).(2.38)
The q−1-Hermite polynomials have the generating function
(2.39)
(−teξ, te−ξ; q)∞ =
∞∑
n=0
q(
n
2)tn
(q; q)n
hn (sinh ξ|q) ,
where x = sinh ξ and ξ, t ∈ C. Their orthogonality relation is∫
R
hm(x|q)hn(x|q)dµH(x) = q−n(n+1)/2(q; q)n δm,n,(2.40)
where µH is a probability measure that solves the q
−1 Hermite moment problem, [15, (21.5.6)]. Two
such measures are absolutely continuous and their Radon-Nikodym derivatives are
w1(x) =
1
− ln q (q; q)∞
(1 + x2)−1/2
(−qe2ξ,−qe−2ξ; q)∞ ,(2.41)
w2(x) =
e−c
2/4
c
√
π
exp
(
2
ln q
[
ln(x+
√
x2 + 1)
]2)
, c2 = −1
2
ln q,(2.42)
The Poisson kernel for the q−1-Hermite polynomials is, [16], [15, (21.2.9)]
∞∑
n=0
hn(sinh ξ|q)hn(sinh η|q) q
(n2)
(q; q)n
tn =
(−teξ+η,−te−ξ−η, tξ−η, t−ξ+η; q)∞
(t2/q; q)∞
.(2.43)
Orthogonality relations for the Stieltjes–Wigert and q-Laguerre polynomials are∫ ∞
0
L(α)m (x; q)L
(α)
n (x; q)
xα
(−x; q)∞ dx =
−π
sin(πα)
(q−α; q)∞
(q; q)∞
(qα+1; q)n
qn(q; q)n
δm,n,(2.44) ∫ ∞
0
Sm(x; q)Sn(x; q) exp(−c2 ln2(xq−1/2)dx =
√
πq−n−1/2
c(q; q)n
δm,n,(2.45)
respectively, where c = −1/(2 ln q), see (21.8.4)] and (21.8.46) in [15].
The following is a curious relation connecting the q−1-Hermite polynomials and the Stieltjes–
Wigert polynomials
hn (sinh ξ|q) = enξ (q; q)n Sn
(
e−2ξq−n; q
)
.(2.46)
It clearly follows from (2.35) and (2.37).
Throughout the rest of this section we shall assume that C is a closed contour containing z = 0
in its interior.
It is clear from the Jacobi triple product (2.8) that
qck
2
uk =
1
2πi
∮
C
(q2c,−qczu,−qc/zu; q2c)∞ dz
zk+1
.(2.47)
7
This is the first integral representation which we will use. The second integral representation is
(2.48) qα
2/2 =
1√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
)
dy.
This is essentially the evaluation of the moments of the lognormal distribution, see Example 2.5.3
in [15].
We shall also the Heine transformations (2.51) [11, (III.1)–(III.3)]
2φ1
(
A,B
C
∣∣∣∣ q, Z
)
=
(B,AZ; q)∞
(C,Z; q)∞
2φ1
(
C/B,Z
AZ
∣∣∣∣ q, B
)
(2.49)
=
(C/B,BZ; q)∞
(C,Z; q)∞
2φ1
(
ABZ/C,B
BZ
∣∣∣∣ q, CB
)
(2.50)
=
(ABZ/C; q)∞
(Z; q)∞
2φ1
(
C/A,C/B
C
∣∣∣∣ q, ABZC
)
,(2.51)
and the 2φ1 − 2φ2 transformation [11, (III.4)]
2φ1
(
A,B
C
∣∣∣∣ q, Z
)
=
(AZ; q)∞
(Z; q)∞
2φ2
(
A,C/B
C,AZ
∣∣∣∣ q, BZ
)
.(2.52)
3 Contour Integral Representations
In this section we use (2.47) to derive contour integral representations for certain q-orthogonal poly-
nomials and unilateral and bilateral hypergeometric functions. Theorem 3.1 gives contour integral
representations for the Stieltjes–Wigert and q−1-Hermite polynomials. We also establish contour
integral representations for r+1φs+1 in (3.4), for mψm in (3.5), for J
(2)
ν in (3.7) and (3.9), and for
Aq in (3.8). In addition we derive contour integral representations for various power and Laurent
series in (3.13)–(3.15).
3.1 Orthogonal Polynomials
Theorem 3.1. The q−1-Hermite and Stieltjes–Wigert polynomials have the integral representations
hn(sinh ξ|q) = (−1)
ne−nξ
2πi
q−n(n+1)/2
∮
C
(q,−qz,−1/z; q)∞(qze2ξ; q)n dz
z
,(3.1)
Sn(x; q) =
1
2πi (q; q)n
∮
C
(q,−qz,−1/z; q)∞(x/z; q)n dz
z
,(3.2)
respectively, where C = {z = reiθ |0 ≤ θ ≤ 2π} with r > 0.
Proof. First apply (2.47) to the definition of hn then use
(q; q)n/(q; q)n−k = (−1)k(q−n; q)nqnk−(
k
2)
to find that
hn(sinh ξ|q) = e
nξ
2πi
∮
C
(q,−qz,−1/z; q)∞
n∑
k=0
(q−n; q)k
(q; q)k
e−2kξz−k
dz
z
=
enξ
2πi
∮
C
(q,−qz,−1/z; q)∞(q−ne−2ξ/z; q)n dz
z
,
where we used the q-binomial theorem in the last step. Now (3.1) follows from this and some simple
manipulations. The proof of (3.2) is similar. It also follows from (2.46) and (3.1).
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3.2 Transcendental Functions
Applying Cauchy’s theorem to the Ramanujan 1ψ1 sum (2.7) we obtain the representation
(a; q)n
(b; q)n
=
1
2πi
∮
C
(q, b/a, az, q/az; q)∞
(b, q/a, z, b/az; q)∞
dz
zn+1
(3.3)
where n ∈ Z and C is the circular contour {z = ρeiθ|0 ≤ θ ≤ 2π} with |b/a| < ρ < 1. We now use the
above integral relation, (3.3), to derive contour integral representations for r+1φs+1 and r+1ψs+1.
Indeed we have
r+1φs+1
(
a1, a2, . . . , ar+1
b1, b2, . . . , bs+1
∣∣∣∣q, x
)
=
∞∑
k=0
(a1, a2, . . . , ar; q)k
(q, b1, b2, . . . , bs; q)k
(
−q k−12
)k(s+1−r)
xk
(ar+1; q)k
(bs+1; q)k
=
∞∑
k=0
(a1, a2, . . . , ar; q)k
(
−q k−12
)k(s+1−r)
(q, b1, b2, . . . , bs; q)k
× 1
2πi
∮
C
(x
z
)k (q, bs+1/ar+1, ar+1z, q/ (ar+1z) ; q)∞
(bs+1, q/ar+1, z, bs+1/ (ar+1z) ; q)∞
dz
z
.
Therefore we have established the integral representation
r+1φs+1
(
a1, a2, . . . , ar+1
b1, b2, . . . , bs+1
∣∣∣∣q, x
)
=
(q, bs+1/ar+1; q)∞
(bs+1, q/ar+1; q)∞
1
2πi
∮
C
rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣q, xz
)
× (ar+1z, q/ (ar+1z) ; q)∞
(z, bs+1/ (ar+1z) ; q)∞
dz
z
,
(3.4)
where C is {z = ρeiθ|0 ≤ θ ≤ 2π} with |bs+1/ar+1| < ρ < 1, |x| < ρ. In particular we conclude that
2φ1
(
a, b
c
∣∣∣∣ q, x
)
=
(q, c/b; q)∞
(c, q/b; q)∞
∮
C
(ax/z, bz, q/ (bz) ; q)∞
(x/z, z, c/ (bz) ; q)∞
dz
2πiz
,
where C is the above mentioned circular contour and |c/b| < ρ < 1, |x| < ρ. Similarly we find that
m+1ψm+1
(
a1, . . . , am+1
b1, . . . , bm+1
∣∣∣∣q, x
)
=
∞∑
k=−∞
(a1, . . . , am; q)k x
k
(b1, . . . , bm; q)k
(am+1; q)k
(bm+1; q)k
=
(q, bm+1/am+1; q)∞
(bm+1, q/am+1; q)∞
∞∑
k=−∞
(a1, . . . , am; q)k
(b1, . . . , bm; q)k
∮
C
(am+1z, q/am+1z; q)∞
(z, bm+1/am+1z; q)∞
(x
z
)k dz
2πiz
,
which leads to the integral representation
m+1ψm+1
(
a1, . . . , am+1
b1, . . . , bm+1
∣∣∣∣q, x
)
=
(q, bm+1/am+1; q)∞
(bm+1, q/am+1; q)∞
×
∮
C
(am+1z, q/am+1z; q)∞
(z, bm+1/am+1z; q)∞
mψm
(
a1, . . . , am
b1, . . . , bm
∣∣∣∣q, xz
)
dz
2πiz
,
(3.5)
for C = {z = ρeiθ|0 ≤ θ ≤ 2π} with | bm+1am+1 | < ρ < 1, |x| > | b1·b2···bma1·a2···am |. Another special case worth
noting is the integral representation
2ψ2
(
a1, a2
b1, b2
∣∣∣∣q, x
)
=
(q, q, b1/a1, b2/a2; q)∞
(b1, b2, q/a1, q/a2; q)∞
∮
C
(a2z, q/ (a2z) , a1x/z, qz/ (a1x) ; q)∞
(z, x/z, b2/ (a2z) , b1z/ (a1x) ; q)∞
dz
2πiz
,
(3.6)
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where C = {z = ρeiθ|0 ≤ θ ≤ 2π} and we assume that | b2a2 | < ρ < 1, |x| > | b1a1 |.
Next we apply Cauchy’s theorem to (2.4) and find that
q(
n
2) (−1)n
(q; q)n
=
1
2πi
∮
C
(z; q)∞
zn+1
dz,
where C = {z = reiθ |0 ≤ θ ≤ 2π} for some r > 0. Then for ∣∣ ba ∣∣ < ∣∣xr ∣∣ < 1 we have
1φ1 (a; b; q, x) =
∞∑
k=0
(a; q)k q
k(k−1)/2 (−x)k
(q, b; q)k
=
∞∑
k=−∞
(a; q)k q
k(k−1)/2 (−x)k
(q, b; q)k
=
∞∑
k=−∞
1
2πi
∮
C
(a; q)k
(b; q)k
(x
z
)k (z; q)∞ dz
z
=
1
2πi
∮
C
∞∑
k=−∞
(a; q)k
(b; q)k
(x
z
)k (z; q)∞ dz
z
=
1
2πi
∮
C
(q, b/a, z, ax/z, qz/ (ax) ; q)∞
(b, q/a, x/z, bz/ (ax) ; q)∞
dz
z
,
that is, for any r > 0 and r |b| < |ax| < ar
1φ1 (a; b;x) =
1
2πi
∮
C
(q, b/a, z, ax/z, qz/ (ax) ; q)∞
(b, q/a, x/z, bz/ (ax) ; q)∞
dz
z
,
where C = {z = reiθ |0 ≤ θ ≤ 2π}. In particular,
(aq; q)∞ =
1
2πi
∮
C
(
q,
√
q/z,
√
qz; q
)
∞(
a
√
q/z; q
)
∞
dz
z
Let wq = ax and a→∞ to obtain
∞∑
k=0
qk
2
wk
(q, b; q)k
=
1
2πi
∮
C
(q, z, qw/z, z/w; q)∞
(b, bz/ (qw) ; q)∞
dz
z
,
where C = {z = reiθ |0 ≤ θ ≤ 2π} and |w| > r |b| q−1 for any r > 0. In particular,
J (2)ν (w) =
(w/2)
ν
2πi
∮
C
(
z,− qν+1w24z ,− 4zw2qν ; q
)
∞
(−4z/w2; q)∞
dz
z
.(3.7)
This technique is constructive and systematic; and can be used in many cases as an algorithm. For
example,
Aq (w) =
∞∑
k=0
q(k
2−k)/2 (−w√q)k
(q; q)k
qk
2/2
=
∞∑
k=0
q(k
2−k)/2 (−w√q)k
(q; q)k 2πi
∮
C
(
q,−√qz,−√q/z; q)∞
zk
dz
z
=
∮
C
(q,−√qz,−√q/z; q)∞
∞∑
k=0
q(
k
2)
(q; q)k
(
−w
√
q
z
)k
.
The series is summed by (2.4) and we arrive at the integral representation
Aq (w) =
1
2πi
∮
C
(q,−√qz,−√q/z,√qw/z; q)∞
dz
z
,(3.8)
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where the contour C is a circle of radius r, r > 0. For ν > 0, we rewrite the series representation
(2.10) in the form
J (2)ν (z)
(z
2
)−ν
=
(
qν+1; q
)
∞
(q; q)∞
∞∑
k=0
(−q; q)k
(qν+1; q)k
qk
2
(−1)k
(q2; q2)k
(
qνz2
4
)k
,
then apply (3.3) with a = −q, b = qν+1 to find that
J (2)ν (w)
(w
2
)−ν
=
∞∑
k=0
1
2πi
∮
C
qk
2
(q2; q2)k
(
−q
νw2
4z
)k
(−qν ,−qz,−1/z; q)∞
(−1, z,−qν/z; q)∞
dz
z
=
1
2πi
∮
C
∞∑
k=0
qk
2−k
(q2; q2)k
(
−q
ν+1w2
4z
)k
(−qν ,−qz,−1/z; q)∞
(−1, z,−qν/z; q)∞
dz
z
.
where C is a circular contour of radius r. Here again the series is summed by (2.4) and we establish
the integral representation
J (2)ν (w)
(w
2
)−ν
=
∮
C
(−qν ,−qz,−1/z; q)∞(qν+1w2/(4z); q2)∞
4πi(−q, z,−qν/z; q)∞
dz
z
,(3.9)
where C is the circle {z = reiθ|0 ≤ θ ≤ 2π} and ν and r are positive.
Given ν with ℜ ν > 0, the same technique can be used to obtain the following formulas
∞∑
k=0
(a1, a2, . . . , ar; q)k (−x)k qνk
2
(q, b1, b2, . . . , bs; q)k
q(s+1−r)(
k
2)
=
∮
C
rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣q, 1/z
)(
q2ν ,−qνxz,−qν/ (xz) ; q2ν)∞ dz2πiz ,
(3.10)
ω (x; q) =
1
2πi
∮
C
(
q2,−qxz,−q/ (xz) ; q2) dz
z − 1 ,(3.11)
where C = {z = reiθ |0 ≤ θ ≤ 2π} with r > 1 and for x 6= 0
∞∑
k=−∞
(a1, . . . , am; q)k x
kqνk
2
(b1, . . . , bm; q)k
=
1
2πi
∮
C
mψm
(
a1, . . . , am
b1, . . . , bm
∣∣∣∣q, 1/z
)(
q2ν ,−qνxz,−qν/ (xz) ; q2ν)∞ dzz ,
(3.12)
where C = {z = reiθ|0 ≤ θ ≤ 2π} with 1 < r < ∣∣∣a1···amb1···bm
∣∣∣. In particular, for x 6= 0 have proved the
representation
∞∑
k=−∞
(a; q)k
(b; q)k
q(
k
2)xk =
∮
C
(q, q, b/a, a/z, qz/a,−xz,−q/ (xz) ; q)∞ dz
2πiz (b, q/a, 1/z, bz/a; q)∞
,(3.13)
where C = {z = reiθ |0 ≤ θ ≤ 2π} with 1 < r < ∣∣∣a1b1
∣∣∣, and
∞∑
k=−∞
(a; q)k q
(k2)xk =
∮
C
(q, q, a/z, qz/a,−xz,−q/ (xz) ; q)∞ dz
2πiz (q/a, 1/z; q)∞
,(3.14)
and
∞∑
k=−∞
(a; q)k q
(k+12 ) (−1)k = (q; q)
2
(q/a; q)∞
∮
C
(a/z, qz/a, qz; q)∞ dz
2πiz
,(3.15)
where C is a circle of radius r, r > 1.
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4 Mellin Transform Type Representations
In this section we derive integral representations for various polynomials and functions. The inte-
gral representations can be rewritten as Mellin transforms and are indeed new entries for Mellin
transforms.
4.1 The Ramanujan Function Aq
Theorem 4.1. Let |arg(x)| < π and 0 < q < 1 we have
(4.1)
Aq (x)
(q,−q,−q; q)∞ =
1
2πi
∫ ρ+i∞
ρ−i∞
z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞
,
where 0 < ρ < 1 and we take the principal branch of z1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
Proof. Since both sides of (4.1) are analytic functions in the domain specified, we only need to prove
theorem when 1 > x > 0, then analytically continue the result to the whole domain. For q ∈ (0, 1)
and x > 0, observe that
f(z) =
z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
it is meromorphic in the proper right half plane with simple poles
zn = q
−2n, n ∈ N ∪ {0}
with residue
−q
n2 (−x)n
(q; q)n
1
(q,−q,−q; q)∞
and an essential singularity at z = ∞. Let M be a large positive integer and any positive number
0 < ρ < 1, we define
C(M, 1) =
{
q−2M−1 exp(iθ)| − π
2
< θ <
π
2
}
,
C(M, 2) =
{
z|q−2M−1 ≥ ℑ(z) ≥ −q−2M−1, ℜ(z) = ρ} ,
and
C(M) = C(M, 1) ∪C(M, 2),
then we have
1
2πi
∫
C(M)
f(z)dz =
M∑
n=0
Residue of f(z) at q−2n =
−1
(q,−q,−q; q)∞
M∑
n=0
qn
2
(−x)n
(q; q)n
= − Aq (x)
(q,−q,−q; q)∞ +
1
(q,−q,−q; q)∞
∞∑
n=M+1
qn
2
(−x)n
(q; q)n
,
by applying Cauchy’s theorem. From
1
2πi
∫
C(M)
f(z)dz =
−1
2πi
∫ ρ+i∞
ρ−i∞
z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞
+
1
2πi
∫
C(M,1)
f(z)dz +
1
2πi
∫ ρ+i∞
ρ+iq−2M−1
f(z)dz +
1
2πi
∫ ρ−iq−2M−1
ρ−i∞
f(z)dz,
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we conclude that
1
2πi
∫ ρ+i∞
ρ−i∞
z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞
=
Aq (x)
(q,−q,−q; q)∞ −
1
(q,−q,−q; q)∞
∞∑
n=M+1
qn
2
(−x)n
(q; q)n
+
1
2πi
∫
C(M,1)
f(z)dz +
1
2πi
∫ ρ+i∞
ρ+iq−2M−1
f(z)dz +
1
2πi
∫ ρ−iq−2M−1
ρ−i∞
f(z)dz.
On C(M, 1) we derive the estimates,∣∣∣z− log(qx)/ log q2 ∣∣∣ ≤ (qx)M+1/2 ,∣∣∣(−qz−1/2; q)∞∣∣∣ ≥ (qM+3/2; q)∞ > (q3/2; q)∞,
and ∣∣(z; q2)∞∣∣ = ∣∣(z; q2)M+1(q2M+2z; q2)∞∣∣
≥ q−(M+1)2(q; q2)M+1(q; q2)∞ > q−(M+1)
2
(q; q2)2∞,
by applying |a+ b| ≥ ||a| − |b|| . Hence,∣∣∣∣∣ 12πi
∫
C(M,1)
f(z)dz
∣∣∣∣∣ ≤ q
(M+1)2 (qx)M+1/2
2(q3/2; q)∞(q, q2)2∞
.
Observe that the inequalities
1− qk
1− q ≥ kq
k−1,
qk
2
(q; q)k
≤ q
n2/2
n!
( √
q
1− q
)n
,
imply ∣∣∣∣∣ 1(q,−q,−q; q)∞
∞∑
n=M+1
qn
2
(−x)n
(q; q)n
∣∣∣∣∣ ≤ 1(q,−q,−q; q)∞
∞∑
n=M+1
qn
2/2
n!
(
x
√
q
1− q
)n
≤
qM(M+1)/2
(
xq
1−q
)M+1
exp
(
xq
1−q
)
(q,−q,−q; q)∞ (M + 1)! .
On the vertical line segment z = ρ + iy, y ≥ q−2M−1 we write z =
√
ρ2 + y2 exp (i arctan(y/ρ)), so
that
z1/2 = 4
√
ρ2 + y2 exp
(
i
2
arctan
y
ρ
)
.
Therefore ∣∣∣(−qz−1/2; q)∞∣∣∣ ≥
∣∣∣∣∣
(
q
4
√
ρ2 + y2
; q
)
∞
∣∣∣∣∣ ≥ (q√ρ; q)∞ .
The observation ∣∣1− zq2k∣∣ ≥ yq2k, ∣∣1− zq2k∣∣ ≥ ∣∣1− ρq2k∣∣ ,
implies ∣∣(z; q2)∞∣∣ = ∣∣(z; q2)M ∣∣ · ∣∣(q2Mz; q2)∞∣∣
≥ yMqM(M−1)(q2Mρ; q2)∞ ≥ yMqM(M−1)(ρ; q2)∞.
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Moreover it is also clear that∣∣∣z− log(qx)/ log q2 ∣∣∣ ≤ |z|− log(qx)/ log q2 ≤ ρ− log(qx)/ log q2 ,
which shows that∣∣∣∣ 12πi
∫ ρ+i∞
ρ+iq−2M−1
f(z)dz
∣∣∣∣ ≤ ρ− log(qx)/ log q
2
q−M(M−1)
2π
(
q
√
ρ; q
)
∞ ρ; q
2)∞
∫ ∞
q−2M−1
y−Mdy
=
ρ− log(qx)/ log q
2
q(M−1)
2
2π (M − 1) (q√ρ; q)∞ ρ; q2)∞ .
Similarly we derive the estimate∣∣∣∣∣ 12πi
∫ ρ−iq−2M−1
ρ−i∞
f(z)dz
∣∣∣∣∣ ≤ ρ
− log(qx)/ log q2q(M−1)
2
2π (M − 1) (q√ρ; q)∞ ρ; q2)∞ .
Now let M →∞ to get
1
2πi
∫ ρ+i∞
ρ−i∞
z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞
=
1
(q,−q,−q; q)∞
∞∑
n=0
qn
2
(−x)n
(q; q)n
,
which is (4.1).
4.2 Orthogonal Polynomials
Theorem 4.2. Let |arg(x)| < π and 0 < q < 1 we have
(4.2)
Sn (x; q)
(−q; q)2∞
=
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2; q)∞z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞ ,
where 0 < ρ < 1 and we take the principal branch of z−1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
Proof. Again we notice that both sides of (4.2) are entire functions in x, we need only show it holds
for 0 < x < 1 and then get (4.2) in full generality by applying the analytic continuation. Given an
nonnegative integer n, let
g(z) =
(qn+1z1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
,
for q ∈ (0, 1) and 1 > x > 0, it is meromorphic in the right half plane with simple poles
zk = q
−2k, k = 0, 1, . . . , n
with residues
−1
(−q,−q; q)∞
qk
2
(−x)k
(q; q)k(q; q)n−k
.
Let us take the same contour with M ≥ n as in the proof of 4.1 to obtain
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2; q)∞z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2; q)∞ =
Sn (x; q)
(−q; q)2∞
+
1
2πi
∫
C(M,1)
g(z)dz.+
1
2πi
∫ ρ+i∞
ρ+iq−2M−1
g(z)dz +
1
2πi
∫ ρ−iq−2M−1
ρ−i∞
g(z)dz.
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On C(M, 1) we have ∣∣∣(qn+1z1/2; q)∞∣∣∣ ≤ q−M2/2 (−q1/2; q)
M
(
−q1/2; q
)
∞
and ∣∣∣∣∣ 12πi
∫
C(M,1)
g(z)dz
∣∣∣∣∣ ≤ q
M2/2 (qx)
M+1/2 (−q1/2, q3/2; q)
M
(−q1/2; q)∞
2(q3/2; q)∞(q, q2)2∞
.
On the vertical line segment
z = ρ+ iy, y ≥ q−2M−1,
we have ∣∣∣∣∣ (q
n+1z1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
∣∣∣∣∣ ≤ |z|
− log(qx)/ log q2∣∣∣(z1/2; q)n+1 (−z1/2,−qz−1/2; q)∞
∣∣∣ .
Applying z1/2 = 4
√
ρ2 + y2 exp
(
i
2 arctan
y
ρ
)
, we see that
∣∣∣1− z1/2qk∣∣∣ ≥ ∣∣∣∣1− qk 4√ρ2 + y2 cos
(
1
2
arctan
y
ρ
)∣∣∣∣ ≥ qky1/223/2
and ∣∣∣∣(z1/2; q)n+1
∣∣∣∣ ≥ qn(n+1)/2y(n+1)/223n/2
for M≫ n. Applying
∣∣∣1 + z1/2qk∣∣∣2 = 1 + q2k (ρ2 + y2)1/2 + 2qk 4√ρ2 + y2 cos(1
2
arctan
y
ρ
)
we find ∣∣∣(−qMz1/2; q)∞∣∣∣ ≥ 1, ∣∣∣(−z1/2; q)M ∣∣∣ ≥ yM/2qM(M−1)/2
and ∣∣∣(−z1/2; q)∞∣∣∣ = ∣∣∣(−z1/2; q)M ∣∣∣ · ∣∣∣(−qMz1/2; q)∞∣∣∣ ≥ yM/2qM(M−1)/2.
It is also clear that∣∣∣(−qz−1/2; q)∞∣∣∣ ≥ (q√ρ; q)∞ , and ∣∣∣z− log(qx)/ log q2 ∣∣∣ ≤ ρ− log(qx)/ log q2 ,
whence, ∣∣∣∣∣ (q
n+1z1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
∣∣∣∣∣ ≤ 2
3n/2ρ− log(qx)/ log q
2
y(M+n+1)/2qM(M−1)/2+n(n+1)/2
(
q
√
ρ; q
)
∞
.
Thus, ∣∣∣∣ 12πi
∫ ρ+i∞
ρ+iq−2M−1
g(z)dz
∣∣∣∣ ≤ 23n/2ρ− log(qx)/ log q
2
q(2nM+5M−2n
2−n+1)/4
2π (M + n− 1) (q√ρ; q)∞ .
Similarly we establish the following estimate∣∣∣∣∣ 12πi
∫ ρ−iq−2M−1
ρ−i∞
g(z)dz
∣∣∣∣∣ ≤ 2
3n/2ρ− log(qx)/ log q
2
q(2nM+5M−2n
2−n+1)/4
2π (M + n− 1) (q√ρ; q)∞ , .
Now (4.2) is obtained by letting M →∞.
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Theorem 4.3. Let |arg(x)| < π, ν > −1 and 0 < q < 1 we have
(4.3)
(
qν+1+n; q
)
∞ L
(ν)
n (xq−ν ; q)
(−q; q)2∞
=
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2, qν+1z−1/2; q)∞dz
(z; q2)∞(−qz−1/2; q)∞zlog(qx)/ log q2
,
where 0 < ρ < 1 and we take the principle branch of z−1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
Proof. For any nonnegative integer n, let
h(z) =
(qn+1z1/2, qν+1z−1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞ ,
then it is meromorphic in the right half plane with essential singularity z =∞ and simple poles
q−2k k = 0, 1, . . . n
with residues
− q
k2 (−x)k
(q, qν+1; q)k (q; q)n−k
(
qν+1; q
)
∞
(−q; q)2∞
.
Let M be a large positive integer and the contour C(M) as defined in the proof of Theorem 4.2,
then we have,
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2, qν+1z−1/2; q)∞dz
(z; q2)∞(−qz−1/2; q)∞zlog(qx)/ log q2
=
(
qν+1+n; q
)
∞ L
(ν)
n (xq−ν ; q)
(−q; q)2∞
+
1
2πi
∫
C(M,1)
h(z)dz
+
1
2πi
∫ ρ+i∞
ρ+iq−2M−1
h(z)dz +
1
2πi
∫ ρ−iq−2M−1
ρ−i∞
h(z)dz.
Noticing on the semi-circle C(M, 1) and the two vertical line segments we have the estimate∣∣∣(qν+1z−1/2; q)∞∣∣∣ ≤ (−qν+M+3/2; q)∞ ≤
(
−q1/2; q
)
∞
and the rest of the proof similar to the proof for Theorem 4.2
One can then use Theorem 4.2 and (2.46) to prove the following corollary
Corollary 4.4. Let |ℑ(ξ)| < π2 and 0 < q < 1 we have
(4.4)
e−nξhn (sinh ξ|q)
(−q; q)2∞ (q; q)n
=
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2; q)∞zξ/ log q+(n−1)/2dz
(z; q2)∞(−qz−1/2; q)∞
,
where 0 < ρ < 1 and we take the principle branch of z−1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
4.3 Transcendental Functions
Given parameters
(4.5) α1, . . . , αs, β1, . . . , βt ∈ C
with
(4.6) |α1| < 1, |αs| < 1, |β1)|, . . . , |βt)| < 1,
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and ℓ > 0, we define an infinite series with weight ℓ and
m
(
α1, . . . , αs
β1, . . . , βt
∣∣∣∣q, l, z
)
=
∞∑
k=0
(α1, . . . αs; q)kq
ℓk2 (−z)k
(q, β1, . . . , βt; q)k
.(4.7)
It must be noted this function is not new and can be written in terms of rφs with additional zero
entries, if necessary, but we prefer to use this more convenient notation.
Theorem 4.5. Given two sets of parameters as in (4.5) and (4.6), let ρ be a positive number such
that
max {|α1|, . . . , |αs|, |β1|, . . . , |βt|} < ρ < 1.
Then we have
(β1, . . . , βt; q)∞
(q, α1, . . . , αs; q)∞
m
(
α1, . . . , αs
β1, . . . , βt
∣∣∣∣q, 12 , x
)
=
1
2πi
∫ ρ+i∞
ρ−i∞
∏s
j=1(βj/z; q)∞z
− log(√qx)/ log q
(z; q)∞
∏t
k=1(αk/z; q)∞
dz
(4.8)
for |arg(x)| < π.
Proof. Observe that the function F (z) defined by
F (z) =
∏s
j=1(βj/z; q)∞z
− log(√qx)/ log q
(z; q)∞
∏t
k=1(αk/z; q)∞
is meromorphic in the right half plane with simple poles
z = q−n, n = 0, 1, . . .
with residues
− (β1, . . . , βt; q)∞
(q, α1, . . . , αs; q)∞
(α1, . . . , αs; q)n q
n2/2 (−x)n
(q, β1, . . . , βt; q)n
The rest of the proof is similar to the proof for Theorem 4.3 and will be omitted.
Theorem 4.6. Given two sets of parameters as in (4.5) and (4.6), let ρ be a positive number such
that
max {|α1|, . . . , |αs|, |β1|, . . . , |βt|} < ρ < 1.
Then we have
(β1, . . . , βt; q)∞
(q,−q,−q, α1, . . . , αs; q)∞
m
(
α1, . . . , αs
β1, . . . , βt
∣∣∣∣q, 1, x
)
=
1
2πi
∫ ρ+i∞
ρ−i∞
∏s
j=1(βjz
−1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
∏t
k=1(αkz
−1/2; q)∞
dz
(4.9)
for |arg(x)| < π and we take the principle branch of z−1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
Proof. Notice that
G(z) =
∏s
j=1(βjz
−1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2; q)∞
∏t
k=1(αkz
−1/2; q)∞
has simple poles
q−2n, n = 0, 1, . . .
with residues
− (β1, . . . , βt; q)n
(q,−q,−q, α1, . . . , αs; q)∞
(α1, . . . , αs; q)n q
n2 (−x)n
(q, β1, . . . , βt; q)n
,
the rest of the proof is very similar to the proof for Theorem 4.1.
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Given a nonnegative integer n, the following polynomials
pn
(
α1, . . . , αs
β1, . . . , βt
∣∣∣∣q, z
)
=
n∑
k=0
(qα1 , . . . αs; q)kq
k2 (−z)k
(q, β1, . . . , βs; q)k (q; q)n−k
,
are defined and studied in [15], notice here we used a different normalization has a different notation.
Then we have the following result:
Theorem 4.7. Given a nonnegative integer n and under the conditions as in Theorem 4.6 we have
(β1, . . . , βs; q)∞
(−q,−q, α1, . . . αs; q)∞ pn
(
α1, . . . , αs
β1, . . . , βt
∣∣∣∣q, x
)
=
1
2πi
∫ ρ+i∞
ρ−i∞
(qn+1z1/2, β1z
−1/2, . . . , βtz−1/2; q)∞z− log(qx)/ log q
2
dz
(z; q2)∞(−qz−1/2, α1z−1/2, . . . , αsz−1/2; q)∞
(4.10)
for |arg(x)| < π and we take the principle branch of z−1/2with ℜ(z1/2) > 0 for |arg(z)| < π.
Proof. Notice that under the conditions, the function
f(z) =
(qn+1z1/2, β1z
−1/2, . . . , βtz−1/2; q)∞z− log(qx)/ log q
2
(z; q2)∞(−qz−1/2, α1z−1/2, . . . , αsz−1/2; q)∞
is meromorphic on the proper right half plane with simple poles at
q−2k, k = 0, 1, . . . n
with residues
− (β1, . . . , βs; q)∞
(−q,−q, α1, . . . , αs; q)∞
(α1, . . . , αs; q)kq
k2 (−x)k
(q, β1, . . . , βs; q)k (q; q)n−k
and the rest of the proof is similar to the proof for Theorem 4.3.
One question we address is the expansion of a function in a series of polynomials. The following
simple remark is useful.
Remark 4.8. Let {pn(x)} be a sequence of polynomials where pn(x) is of exact degree n. If
xn =
n∑
k=0
cn,kpk(x)(4.11)
then
∞∑
n=0
anx
n =
∞∑
k=0
( ∞∑
n=k
cn,kan
)
pk(x),(4.12)
provided that we can interchange the k and n sums.
5 Fourier Transform Pairs
5.1 Preliminaries
Let 0 < q < 1 and m > 0. In this section we apply the Fourier transform formula (2.48) in the form
qmk
2
=
1√
2π
∫ ∞
−∞
exp
(
−x
2
2
+ ikx
√
log q−2m
)
dx
=
1√
π log q−4m
∫ ∞
−∞
exp
(
x2
log q4m
+ ikx
)
dx
(5.1)
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to evaluate some integrals related to q-special functions.
One useful identity is the following q-analogue of (1 − 1)n.
n∑
k=0
[
n
k
]
q
(−1)k =
{
0 if n is odd
(q;q)n
(q2;q2)n/2
, if n is even.
(5.2)
To prove (5.2) denote the left-hand side by fn. Clearly
∞∑
n=0
fn
tn
(q; q)n
=
∑
∞>n≥k≥0
(−t)k
(q; q)k
tn−k
(q; q)n−k
=
1
(−t; q)∞
1
(t; q)∞
=
1
(t2; q2)∞
,
and the result follows. It must be noted that (5.2) is essentially the evaluation of a q-Hermite
polynomial Hn(x|q) at x = 0, see (2.14).
Some of the proofs needs the following evaluation
s∑
n=0
(−1)nqn(n−s)
(q; q)n(q; q)s−n
=


0 if n is odd
(−1)s/2q−s2/4
(q2;q2)s/2
if n is even
(5.3)
To prove (5.3) we let
gs = q
s2/2
s∑
n=0
(−1)nqn(n−s)
(q; q)n(q; q)s−n
It is clear that
∞∑
s=0
gst
s =
∞∑
s=0
ts
s∑
n=0
(−1)nqn2/2
(q; q)n
q(s−n)
2/2
(q; q)s−n
= (−√qt,√qt; q)∞ = (qt2; q2)∞.
This proves (5.3). Also note that (5.3) is equivalent to the evaluation of hn(0|q), see (2.35).
The last identity we need is
n∑
k=0
qk/2
(q; q)k(q; q)n−k
=
1
(
√
q;
√
q)n
.(5.4)
The proof is via generating functions. Again (5.4) is the evaluation of Hn((q
1/2 + q−1/2)/2|q).
We next state the Fourier transform version of Parseval’s theorem.
Theorem 5.1. If f and g belong to L1(R) and
F (x) =
1√
2π
∫
R
f(t)eixt dt, G(x) =
1√
2π
∫
R
g(t)eixt dt,
then ∫
R
F (x)G(x) =
∫
R
f(t)g(−t)dt.(5.5)
This is Theorem 35 on page 54 of Titchmarsh’s book [28].
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5.2 The q-Exponential Functions Eq (z) and eq (z)
Theorem 5.2. For |z| < 1, the Fourier transform pairs for Eq (z) are
qα
2/2Eq
(
zqα+1/2
)
=
√
log q−1
2π
∫ ∞
−∞
eq
(
zqiy
)
qy
2/2+iαydy,(5.6)
eq
(
zqiy
)
qy
2/2 =
√
log q−1
2π
∫ ∞
−∞
qα
2/2Eq
(
zqα+1/2
)
q−iαydα,(5.7)
the modulus double and half formulas for Eq (z) are,
Eq2
(
qz2
)
=
√
log q−1
π
∫ ∞
−∞
qα
2
Eq
(
−zq1/2+α
)
Eq
(
zq1/2−α
)
dα,(5.8)
Eq
(
zq1/2
)
=
√
log q−2
π
∫ ∞
−∞
q2α
2
Eq2
(
zq1−2α
)
Eq2
(
zq2+2α
)
dα.(5.9)
the modulus double and half formulas for eq (z)
eq2
(−z2) =
√
log q−1
π
∫ ∞
−∞
eq
(
zqiy
)
eq
(−zq−iy) qy2dy,(5.10)
eq (z) =
√
log q−1
2π
∫ ∞
−∞
eq2
(
zqiy−1/2
)
eq2
(
zq−iy+1/2
)
qy
2/2dy,(5.11)
where |z| < 1.
Proof. It is clear that
qα
2/2
(
−zqα+1/2; q
)
∞
=
∞∑
n=0
zn
(q; q)n
q(n+α)
2/2.
Now apply (5.1) and when |z| < 1 sum the series. The result is
(5.12) qα
2/2
(
−zqα+1/2; q
)
∞
=
1√
2π log q−1
∫ ∞
−∞
exp
(
x2
log q2 + iαx
)
(zeix; q)∞
dx,
whose inverse transform is
(5.13)
exp
(
x2
log q2
)
(zeix; q)∞
=
√
log q−1
2π
∫ ∞
−∞
qα
2/2(−zqα+1/2; q)∞ exp (−iαx) dα.
These are (5.6)-(5.7).
We now start with (5.12), then replace q by q2. Then we make the choices (z, α) → (z, α), and
(z, α)→ (z, α+ 1), respectively. We then use Parseval’s formula (5.5) and conclude that
∫ ∞
−∞
q2α
2 (
zq1−2α, zq2+2α; q2
)
∞ dα =
1
log q−2
∫ ∞
−∞
exp
(
x2
log q2
)
dx
(−zeix; q)∞
.(5.14)
The right-hand side is (zq1/2; q)∞ by (5.12). Thus
(5.15)
(
zq1/2; q
)
∞
=
√
log q−2
π
∫ ∞
−∞
q2α
2 (
zq1−2α, zq2+2α; q2
)
∞ dα,
which is (5.9).
Similarly, from (5.13) we obtain (5.10) and (5.11).
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Later we shall use the following more symmetric form,
(5.16) qα
2/2
(
−zqα+1/2; q
)
∞
=
√
log q−1
2π
∫ ∞
−∞
qy
2/2+iαy
(zqiy; q)∞
dy
and its inverse
(5.17)
qy
2/2
(zqiy; q)∞
=
√
log q−1
2π
∫ ∞
−∞
qα
2/2−iαy
(
−zqα+1/2; q
)
∞
dα.
Observe that intuitively (5.10) is the formal change of variables q → 1/q, α → iα. A similar
remark applies to (5.11).
Alternate Proofs. We now give direct proofs of the identities in Theorem 5.2 using series expansions.
Equation (5.12) can be proved by expanding 1/(zeix; q)∞ using (2.3), and evaluating the resulting
integral. Moreover (5.8) and (5.9) can also be proved by expanding the functions Eq(∓zq1/2±α)
using (2.4) then complete the squares in the power of q and evaluate the integral over α, which a
gaussian integral. This reduces the right-hand side of (5.8) to
∞∑
m,n=0
(−1)n zm+n
(q; q)m(q; q)n
q(m
2+n2)/2q−(m−n)
2/4 =
∞∑
s=0
zs
(q; q)s
qs
2/4
s∑
n=0
[
s
n
]
q
(−1)n
=
∞∑
s=0
z2sqs
2
(q; q)2s
(q; q)2s
(q2; q2)s
,
where we used (5.2) in the last step. The above series sums to Eq2 (qz
2) and (5.8) follows. The
integral evaluation (5.9) follows along the same lines.
The direct proof of (5.10) is slightly longer. Again expand the functions eq(±zq±iy) and perform
the y integral. Thus the right hand side of (5.10) is
∞∑
m,n=0
(−1)nzm+n
(q; q)m(q; q)n
q(m−n)
2/4.
Let s = m+ n and eliminate m to see that the above sum is
∞∑
s=0
zsqs
2/4
s∑
n=0
q−n(s−n)(−1)n
(q; q)n(q; q)s−n
=
∞∑
s=0
(−z2)s
(q2; q2)s
(5.18)
where we used (5.3). This establishes (5.10). Next we consider (5.11). Its right-hand side is
∞∑
m,n=0
zm+n
(q2; q2)m(q2; q2)n
q(n−m)/2 q(m−n)
2/2 =
∞∑
s=0
zsq−(
s
2)
s∑
n=0
qn
2
(q2; q2)n
q(s−n)(s−n−1)
(q2; q2)s−n
Again we use
∞∑
s=0
ts
s∑
n=0
qn
2
(q2; q2)n
q(s−n)(s−n−1)
(q2; q2)s−n
= (−tq;−t; q2) = (−t; q)∞ =
∞∑
s=0
ts
(q; q)s
q(
s
2).
and conclude that
q−(
s
2)
s∑
n=0
qn
2
(q2; q2)n
q(s−n)(s−n−1)
(q2; q2)s−n
=
1
(q; q)s
.
This establishes (5.10).
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5.3 The q-Exponential Function Eq (x; t)
Theorem 5.3. For |t| < 1, θ ∈ [0, π] and x = cos θ, the Fourier pair for Eq (x; t) is
qα
2/4Eq2
(−t2q1+α) Eq (x; tqα/2) =
√
log q−1
π
∫ ∞
−∞
qx
2+iαxeq
(
tqixeiθ
)
eq
(
tqixe−iθ
)
dx,(5.19)
qx
2
eq
(
tqixeiθ
)
eq
(
tqixe−iθ
)
=
√
log q−1
4π
∫ ∞
−∞
qα
2/4−iαxEq2
(−t2q1+α) Eq (x; tqα/2) dα,(5.20)
and modulus double and half pair is
Eq2
(
cos 2θ; t2
)
=
√
log q−1
2π
∫ ∞
∞
Eq2
(−t2q1−α)Eq2 (−t2q1+α)
×eq4
(
t4q2
) Eq (x;−tq−α/2) Eq (x; tqα/2) qα2/2dα,
(5.21)
Eq (x; t) =
√
log q−1
π
∫ ∞
−∞
Eq4
(−t2q2+2α)Eq4 (−t2q4−2α)
×eq2
(
t2q
) Eq2 (x; tqα) Eq2 (x; tq1−α) qα2dα.
(5.22)
Proof. From (2.15), (2.16) and (2.48) we get
qα
2/4
(
t2q1+α; q2
)
∞ Eq
(
x; tqα/2
)
=
∞∑
n=0
q(n+α)
2/4tnHn (x|q)
(q; q)n
=
∞∑
n=0
∫ ∞
−∞
exp
(
y2
log q + iyα
) (
eiyt
)n
Hn (x|q) dy√
π log q−1 (q; q)n
=
1√
π log q−1
∫ ∞
−∞
exp
(
y2
log q + iyα
)
dy(
tei(y+θ), tei(y−θ); q
)
∞
,
(5.23)
that is
(5.24) qα
2/4
(
t2q1+α; q2
)
∞ Eq
(
x; tqα/2
)
=
1√
2π log q−1/2
∫ ∞
−∞
exp
(
y2
log q + iyα
)
dy(
tei(y+θ), tei(y−θ); q
)
∞
.
and
(5.25)
exp
(
y2
log q
)
(
tei(y+θ), tei(y−θ); q
)
∞
=
√
log q−1/2
2π
∫ ∞
−∞
qα
2/4
(
t2q1+α; q2
)
∞ Eq
(
x; tqα/2
)
e−iyαdα
for |t| < 1 and θ ∈ (0, 2π). From (5.24) we get∫ ∞
∞
qα
2/2
(
t2q1−α, t2q1+α; q2
)
∞ Eq
(
x;−tq−α/2
)
Eq
(
x; tqα/2
)
dα
=
∫ ∞
−∞
exp
(
2y2
log q
)
dy(
t2e2i(y+θ), t2e2i(y−θ); q2
)
∞ log q
−1/2
=
∫ ∞
−∞
exp
(
y2
log q2
)
dy(
t2ei(y+2θ), t2ei(y−2θ); q2
)
∞ log q
−1
=
√
2π
log q−1
(
t4q2; q4
)
∞ Eq2
(
cos 2θ; t2
)
,
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that is,
Eq2
(
cos 2θ; t2
)
=
√
log q−1
2π
∫ ∞
∞
(
t2q1−α, t2q1+α; q2
)
∞ Eq
(
x;−tq−α/2) Eq (x; tqα/2) dα
(t4q2; q4)∞ q
−α2/2
for x = cos θ, θ ∈ R and t ∈ (−q−1/2, q−1/2). Similarly,∫ ∞
−∞
qα
2 (
t2q2+2α, t2q4−2α; q4
)
∞ Eq2 (x; tqα) Eq2
(
x; tq1−α
)
dα
=
∫ ∞
−∞
exp
(
y2
log q
)
dy(
tei(y+θ), tei(y−θ); q
)
∞ log q
−1
=
√
π
log q−1
(
t2q1; q2
)
∞ Eq (x; t) ,
that is,
Eq (x; t) =
∫ ∞
−∞
(
t2q2+2α, t2q4−2α; q4
)
∞ Eq2 (x; tqα) Eq2
(
x; tq1−α
)
dα√
π/ log q−1 (t2q; q2)∞ q
−α2
for t, x ∈ (−1, 1).
One can easily prove (5.19) by expanding the eq functions in the integrand evaluate the integral
then use (2.14) and (2.16). Now (5.20) follows from the Fourier inversion formula.
Another Proof of (5.21)–(5.22). To prove (5.21) expandEq2 (−t2q1±α)Eq (x; tq±α) using (2.16). Thus
the right-hand side of (5.21) equals
1
(t4q2; q4)∞
∞∑
m,n=0
Hm(cos θ)
(q; q)m
Hn(cos θ)
(q; q)n
(−1)mtm+n q(m2+n2)/4 q−(n−m)2/8
=
1
(t4q2; q4)∞
∞∑
s=0
tsqs
2/8
s∑
m=0
Hm(cos θ)
(q; q)m
Hs−n(cos θ)
(q; q)s−n
(−1)m.
On the other hand
∞∑
s=0
ws
∞∑
s=0
tsqs
2/8
s∑
m=0
Hm(cos θ|q)
(q; q)m
Hs−n(cos θ|q)
(q; q)s−n
(−1)m = 1
(weiθ, we−iθ ,−weiθ,−we−iθ; q)∞
=
1
(w2e2iθ, w2e2iθ; q2)∞
=
∞∑
s=0
w2s
Hs(cos 2θ)|q2)
(q2; q2)s
.
This shows that the right-hand side of (5.21) is
1
(t4q2; q4)∞
∞∑
s=0
t2sqs
2/2 Hs(cos 2θ)|q2)
(q2; q2)s
.
which is its left-hand side. The proof of (5.22) is similar and will be omitted.
5.4 The Ramanujan Function Aq (z)
Theorem 5.4. The first Fourier pair for Aq (z) is
(5.26) qα
2/2Aq (q
αz) =
√
log q−1
2π
∫ ∞
−∞
Eq
(
−zq1/2+iy
)
qy
2/2+iαydy,
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(5.27) Eq
(
−zq1/2+iy
)
qy
2/2 =
√
log q−1
2π
∫ ∞
−∞
qα
2/2−iαyAq (qαz) dα,
its related double and half modulus pair is
(5.28) Aq2
(
z2
)
=
√
log q−1
π
∫ ∞
−∞
qα
2
Aq (q
αz)Aq
(−q−αz) dα,
(5.29) Aq (z) =
√
log q−1
2π
∫ ∞
−∞
qα
2/2Aq2
(
qα+1/2z
)
Aq2
(
q−α−1/2z
)
dα.
The second Fourier pair for Aq (z) is
(5.30) qα
2
Aq
(
q2αz
)
=
√
log q−1
4π
∫ ∞
−∞
qy
2/4+iαyeq
(−zqyi) dy,
(5.31) qy
2/4eq
(−zqiy) =
√
log q−1
π
∫ ∞
−∞
qα
2−iαyAq
(
q2αz
)
dα
and its related double and half modulus pair is
(5.32) Aq2
(−z2) =
√
log q−1
2π
∫ ∞
−∞
qα
2/2Aq
(
q−αz
)
Aq (−qαz)dα
(5.33) Aq (z) =
√
log q−1
π
∫ ∞
−∞
qα
2
Aq2
(
q2αz
)
Aq2
(
q1−2αz
)
dα.
Proof. From
qα
2/2Aq(q
αz) =
∞∑
n=0
qn
2/2(−z)n
(q; q)n
q(n+α)
2/2
to get
(5.34) qα
2/2Aq (q
αz) =
1√
2π
∫ ∞
−∞
(
zq1/2eix; q
)
∞ exp
(
x2
log q2 + iαx
)
√
log q−1
dx
and its inverse transform
(5.35)
(
zq1/2eix; q
)
∞
exp
(
x2
log q2
)
=
√
log q−1
2π
∫ ∞
−∞
qα
2/2Aq (q
αz) exp (−iαx) dα,
which gives the first Fourier pair. From (5.34) to obtain
qα
2/2Aq
(−q−αz) = 1√
2π
∫ ∞
−∞
(−zq1/2e−ix; q)∞ exp
(
x2
log q2 + iαx
)
√
log q−1
dx,
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this equation and (5.34) imply∫ ∞
−∞
qα
2
Aq (q
αz)Aq
(−q−αz) dα = 1
log q−1
∫ ∞
−∞
(
z2qe2ix; q2
)
∞ exp
(
x2
log q
)
dx
=
1
log q−2
∫ ∞
−∞
(
z2qeix; q2
)
∞ exp
(
x2
log q4
)
dx =
√
π
log q−1
Aq2
(
z2
)
,
which is (5.28). Next we use
qα
2
Aq2
(
q2αz
)
=
1√
2π
∫ ∞
−∞
(
zqeix; q2
)
∞ exp
(
x2
log q4 + iαx
)
√
log q−2
dx,
and
qα
2
Aq2
(
q1−2αz
)
=
1√
2π
∫ ∞
−∞
(
zq2e−ix; q2
)
∞ exp
(
x2
log q4 + iαx
)
√
log q−2
dx,
to establish ∫ ∞
−∞
q2α
2
Aq2
(
q2αz
)
Aq2
(
q1−2αz
)
dα
=
∫ ∞
−∞
(
zqeix; q
)
∞ exp
(
x2
log q2
)
log q−2
dx = Aq
(
q1/2z
)√ π
log q−2
.
which is (5.29).
Next we start with
q(n+α)
2
=
1√
2π log q−2
∫ ∞
−∞
exp
(
x2
log q4
+ i (n+ α) x
)
dx,
and prove that
qα
2
Aq(q
2αz) =
∞∑
n=0
(−z)n
(q; q)n
q(n+α)
2
.
Thus we have proved
(5.36) qα
2
Aq
(
q2αz
)
=
1√
2π
∫ ∞
−∞
exp
(
x2
log q4 + iαx
)
(−zeix; q)∞
√
log q−2
dx,
and its inverse, namely
(5.37)
exp
(
x2
log q4
)
(zeix; q)∞
√
log q−2
=
1√
2π
∫ ∞
−∞
qα
2
Aq
(−q2αz) exp (−iαx) dα,
for all |z| < 1 and x ∈ R, this equations are (5.30) and (5.31).
From (5.36) and
qα
2
Aq
(−q−2αz) = 1√
2π
∫ ∞
−∞
exp
(
x2
log q4 + iαx
)
(ze−ix; q)∞
√
log q−2
dx
25
we find that ∫ ∞
−∞
q2α
2
Aq
(
q2αz
)
Aq
(−q−2αz) dα
=
∫ ∞
−∞
exp
(
x2
log q8
)
(z2eix; q2)∞ log q
−4 dx = Aq2
(−z2)√ π
log q−2
,
which is (5.32). Now apply
q2α
2
Aq2
(
q4αz
)
=
1√
2π
∫ ∞
−∞
exp
(
x2
log q8 + iαx
)
(−zeix; q2)∞
√
log q−4
dx
and
q2α
2
Aq2
(
q1−4αz
)
=
1√
2π
∫ ∞
−∞
exp
(
x2
log q8 + iαx
)
(−zqe−ix; q2)∞
√
log q−4
dx
to obtain ∫ ∞
−∞
q4α
2
Aq2
(
q4αz
)
Aq2
(
q1−4αz
)
dα
=
∫ ∞
−∞
exp
(
x2
log q4
)
(−zeix; q)∞ log q−4
dx = Aq (z)
√
π
log q−4
,
which gives (5.33). This completes the proof of this theorem.
It must be noted that formulas (5.26), (5.27), (5.30) and (5.31) are straight forward to prove
directly by expanding the functions in the integrands.
A proof of (5.28) using series manipulations is as follows. The right-hand side of (5.28) is
∞∑
m,n=0
(−1)mzm+n
(q; q)m(q; q)n
qm
2+n2−(m−n)2/4 =
∞∑
s=0
z2s
(q2; q2)s
(−1)sq2s2 ,
where we used (5.3) in the last step. This gives (5.28). The proof of (5.29) is along the same lines.
Its right-hand side is
∞∑
m,n=0
(−z)m+n q2m2+2n2
(q2; q2)m(q2; q2)n
q(m−n)/2q−(m−n)
2/2
=
∞∑
s=0
(−z)sqs(s+1)/2
s∑
n=0
qn(n−1)
(q2; q2)n
q(s−n)
2
(q2; q2)s−n
.
Let us denote the n sum. Then
∞∑
s=0
usw
s = (−w,−qw; q2)∞ = (−w; q)∞ =
∞∑
s=0
qs(s−1)/2
(q2; q2)s
ws.
Simple manipulations now show that the right-hand side of (5.29) reduces to its left-hand side.
Formula (5.30) follows from the series expansions of the Ramanujan function and (5.2) while (5.30)
follows from the definition of the Aq function and (5.4).
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5.5 Orthogonal Polynomials
In this section we derive several Fourier pairs involving the Stieltjes–Wigert, q−1-Hermite, and q-
Laguerre polynomials.
Theorem 5.5. The Fourier pair for Stieltjes-Wigert polynomials is
(5.38) qα
2/2Sn
(
xqα−1/2; q
)
=
√
log q−1
2π
∫ ∞
−∞
(
xqiy ; q
)
n
qy
2/2+iαydy
(q; q)n
dy,
(5.39)
(
xq1/2+iy ; q
)
n
qy
2/2
(q; q)n
=
√
log q−1
2π
∫ ∞
−∞
Sn (xq
α; q) qα
2/2−iαydα,
the double and half modulus pair is
(5.40) Sn
(
x2; q2
)
=
(q; q)n
(−q; q)n
√
log q−1
π
∫ ∞
−∞
qα
2
Sn
(−xq−α; q)Sn (xqα; q) dα,
(5.41) S2n (x; q) =
(
q2; q2
)
n
(q; q2)n
√
log q−2
π
∫ ∞
−∞
q2α
2
Sn
(
xq1/2−2α; q2
)
Sn
(
xq2α−1/2; q2
)
dα.
Proof. From (2.37) and (5.1) we get
qα
2/2Sn
(
xqα−1/2; q
)
=
1
(q; q)n
n∑
k=0
(q−n; q)k
(q; q)k
(xqn)
k
q(k+α)
2/2,
=
1√
π log q−2
∫ ∞
−∞
(
xeiy ; q
)
n
(q; q)n
exp
(
y2
log q2
+ iαy
)
dy,
(5.42)
which is (5.38). Its inverse transform, namely
(5.43)
(
xeiy ; q
)
n
exp
(
y2
log q2
)
(q; q)n
√
log q−1
=
1√
2π
∫ ∞
−∞
qα
2/2Sn
(
xqα−1/2; q
)
e−iαydα,
gives (5.39).
From (5.42) to get∫ ∞
−∞
qα
2
Sn
(
−xq−α−1/2; q
)
Sn
(
xqα−1/2; q
)
dα =
1
log q−1
∫ ∞
−∞
(
x2e2iy; q2
)
n
(q; q)2n
exp
(
y2
log q
)
dy
=
1
log q−2
∫ ∞
−∞
(
x2eiy; q2
)
n
(q; q)
2
n
exp
(
y2
2 log q2
)
dy =
(
q2; q2
)
n
(q; q)
2
n
√
π log q−4
log q−2
Sn
(
x2q−1; q2
)
,
which is (5.40). Similarly,
∫ ∞
−∞
q2α
2
Sn
(
xq−2α; q2
)
Sn
(
xq2α−1; q2
)
dα =
∫ ∞
−∞
(
xeiy , qxeiy; q2
)
n
exp
(
y2
log q2
)
dy
log q−2 (q2; q2)2n
=
∫ ∞
−∞
(
xeiy ; q
)
2n
exp
(
y2
log q2
)
dy
log q−2 (q2; q2)2n
=
(q; q)2n
(q2; q2)
2
n
√
π log q−2
log q−2
S2n
(
xq−1/2; q
)
,
which yields (5.41).
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Observe that (5.38) and (5.39) follow directly from the definition of the Stieltjes-Wigert polyno-
mials.
Theorem 5.6. The Fourier pair for q−1-Hermite polynomial hn (x|q) is
q(α
2−nα+n2)/2hn
(
sinh
(
ξ
2 − log q(α−n)/2
) ∣∣∣∣q
)
(−e−ξ/2)n√log q−1
=
1√
2π
∫ ∞
−∞
qx
2/2+iαx
(
eξq1/2−ix; q
)
n
dx,
(5.44)
qx
2/2−n2/2 (eξq1/2−ix; q)
n(−eξ/2)n√log q−1
=
1√
2π
∫ ∞
−∞
q(α
2−nα−2iαx)/2hn
(
sinh
(
ξ
2
− log q(α−n)/2
)∣∣∣∣q
)
dα,
(5.45)
the double and half modulus pair is
hn
(
sinh ξ
∣∣∣∣q2
)
=
√
log q−1
π
∫ ∞
−∞
qα
2
hn
(
sinh
(
ξ
2
− log qα/2
) ∣∣∣∣q
)
× inhn
(
i cosh
(
ξ
2
+ log qα/2
) ∣∣∣∣q
)
dα,
(5.46)
qn/4h2n
(
sinh ξ
∣∣∣∣q
)
=
√
log q−2
π
∫ ∞
−∞
q2α
2
hn
(
sinh
(
ξ − log qα+1/4
) ∣∣∣∣q2
)
× hn
(
sinh (ξ + log qα)
∣∣∣∣q2
)
dα.
(5.47)
Proof. From (5.1) and the definition of hn (x|q) we see that
q(α
2+nα)/2e−nξhn
(
sinh
(
ξ − log qα/2
)
|q
)
=
n∑
k=0
(q−n; q)kq(k+α)
2/2
(q; q)k
(√
q
e2ξ
)k
=
n∑
k=0
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
)
(q−n; q)k
(q; q)k
(
e−2ξ+iyq1/2
)k√
π log q−2
dy
=
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
) (
e−2ξ+iyq1/2−n; q
)
∞√
π log q−2
(
e−2ξ+iyq1/2; q
)
∞
dy
=
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
) (
e−2ξ+iyq1/2−n; q
)
n√
π log q−2
dy
=
(−e−2ξ)n
qn2/2
√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
+ i (α+ n) y
)(
e2ξ−iyq1/2; q
)
n
dy.
Therefore
q(α
2−nα+n2)/2hn
(
sinh
(
ξ
2
− log q(α−n)/2
) ∣∣∣∣q
)
=
(
−e− ξ2
)n
√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
)(
eξ−iyq1/2; q
)
n
dy,
(5.48)
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which is (5.44). Its inverse Fourier transform is
exp
(
y2
log q2
) (
eξ−iyq1/2; q
)
n(−eξ/2)n√log q−1
=
1√
2π
∫ ∞
−∞
q(α
2−nα+n2)/2hn
(
sinh
(
ξ
2
− log q(α−n)/2
)
|q
)
e−iαydα,
(5.49)
which is (5.45). From
q(α
2−nα+n2)/2hn
(
sinh
(
ξ
2
− log q(α−n)/2
) ∣∣∣∣q
)
=
(
−e− ξ2
)n
√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
)(
eξ−iyq1/2; q
)
n
dy,
q(α
2+nα+n2)/2hn
(
i cosh
(
ξ
2
− log q(−α−n)/2
) ∣∣∣∣q
)
=
(
ie−
ξ
2
)n
√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
+ iαy
)(
−eξ+iyq1/2; q
)
n
dy
we obtain∫ ∞
−∞
qα
2
hn
(
sinh
(
ξ
2
− log q(α−n)/2
) ∣∣∣∣q
)
hn
(
i cosh
(
ξ
2
+ log q(α+n)/2
) ∣∣∣∣q
)
dα
=
(
e−ξq−n
)n
2in log q−1
∫ ∞
−∞
exp
(
y2
log q4
)(
e2ξ−iyq; q2
)
n
dy
= i−nhn
(
sinh (ξ + log qn)
∣∣∣∣q2
)√
π
log q−1
,
and we arrive at (5.46). From
q(α
2−nα+n2)hn
(
sinh
(
ξ
2
− log q(α−n)
) ∣∣∣∣q2
)
=
(
−e− ξ2
)n
√
π log q−4
∫ ∞
−∞
exp
(
y2
log q4
+ iαy
)(
eξ−iyq; q2
)
n
dy
and
q(α
2+nα+n2)hn
(
sinh
(
ξ
2
+ log q(α+n+1/4)
) ∣∣∣∣q2
)
=
(
−e− ξ2 q−1/4
)n
√
π log q−4
∫ ∞
−∞
exp
(
y2
log q4
+ iαy
)(
eξ+iyq2; q2
)
n
dy,
to get ∫ ∞
−∞
q2α
2+2n2hn
(
sinh
(
ξ
2
+ log q(n−α−1/4)
) ∣∣∣∣q2
)
hn
(
sinh
(
ξ
2
+ log q(α+n)
) ∣∣∣∣q2
)
dα
=
e−nξqn/4
log q−2
∫ ∞
−∞
exp
(
y2
log q2
)(
eξ−iyq1/2; q
)
2n
dy
= q2n
2+n/4
√
π
log q−2
h2n
(
sinh
(
ξ
2
+ log qn
) ∣∣∣∣q
)
,
which is (5.47).
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Formulas (5.44)–(5.45) easily follow from the definition of hn. We do not know how to prove
(5.46) or (5.47) directly. However one can combine the use of the Poisson kernel (2.43) and, (5.46)
and (5.47), to establish the following integral evaluations
1
(te(1+i)ξ/2, te−(1+i)ξ/2; q)∞
∞∑
n=0
hn(sinh 2ξ|q2) q
(n2)
(q; q)n
tn
=
√
log q−1
π
∫ ∞
−∞
qα
2
(−te(1−i)ξ/2q−α,−te(i−1)ξ/2qα; q)∞ dα,
(5.50)
1
(−tq−1/4e2ξ,−tq1/4e−2ξ; q)∞
∞∑
n=0
h2n(sinh ξ|q)q
n(n−1/2)
(q2; q2)n
=
√
log q−2
π
∫ ∞
−∞
q2α
2
(tq2α+1/4, te−2α−1/4; q)∞ dα.
(5.51)
Theorem 5.7. The Fourier pair for L
(α)
n (x; q) is
qβ
2/2
(
qα+β+n+
1
2 ; q
)
∞
L
(α+β− 12 )
n (x; q)
=
√
log q−1
2π
∫ ∞
−∞
(
xqα+iy ; q
)
n
qy
2/2+iβy
(q; q)n (−qα+iy ; q)∞
dy,
(5.52)
and (
xqα+iy ; q
)
n
qy
2/2
(q; q)n (−qα+iy; q)∞
=
√
log q−1
2π
∫ ∞
−∞
qβ
2/2−iβy
(
qα+β+n+
1
2 ; q
)
∞
L
(α+β− 1
2
)
n (x; q) dβ.
(5.53)
The double and half modulus pair is
L
(2α)
2n (x; q) =
(
q2; q2
)
n
(q; q2)n
∫ ∞
−∞
(
q2α+2β+2n+
3
2 , q2α−2β+2n+
5
2 ; q2
)
∞√
π/ log q−2 (q2α+2n+1; q)∞
×L(α+β−
1
4
)
n
(
x; q2
)
L
(α−β+ 1
4
)
n
(
x; q2
)
q2β
2
dβ,
(5.54)
L(α)n
(−x2; q2) = (q; q)n
(−q; q)n
∫ ∞
−∞
(−iqα−β+n+1, iqα+β+n+1; q)∞√
π/ log q−1 (q2α+2n+3; q2)∞
×L(α−β+(2τ)−1)n (x; q)L(α+β+(2τ)
−1)
n (x; q) q
β2dβ,
(5.55)
where q = eπτi with ℑ (τ) > 0.
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Proof. We start with
1√
π log q−2
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n
(q; q)n
exp
(
y2
log q2 + iβy
)
(−qα+1/2eiy; q)∞ dy
=
1
(q; q)n
n∑
k=0
(q−n; q)k
(
xqα+n+1/2
)k
(q; q)k
1√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2 + i (β + k) y
)
(−qα+1/2eiy; q)∞ dy
=
1
(q; q)n
n∑
k=0
(q−n; q)k
(
xqα+n+1/2
)k
q(β+k)
2/2
(
qα+β+k+1; q
)
∞
(q; q)k
=
(
qα+β+1; q
)
∞ q
β2/2
(q; q)n
∞∑
k=0
(q−n; q)k q
(k+12 )
(
xqα+β+n
)k
(q, qα+β+1; q)k
= qβ
2/2
(
qα+β+n+1; q
)
∞ L
(α+β)
n (x; q) .
This shows that
qβ
2/2
(
qα+β+n+1; q
)
∞ L
(α+β)
n (x; q)
=
1√
2π
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n√
log q−1 (q; q)n
exp
(
y2
log q2 + iβy
)
(−qα+1/2eiy; q)∞ dy,
(5.56)
which is (5.52). Its inverse transform is
(
xeiyqα+1/2; q
)
n√
log q−1 (q; q)n
exp
(
y2
log q2
)
(−qα+1/2eiy; q)∞
=
1√
2π
∫ ∞
−∞
qβ
2/2
(
qα+β+n+1; q
)
∞ L
(α+β)
n (x; q) e
−iβydβ,
(5.57)
which is (5.53). From (5.56) we get
qβ
2 (
q2α+2β+2n+2; q2
)
∞ L
(α+β)
n
(
x; q2
)
=
1√
2π
∫ ∞
−∞
(
xeiyq2α+1; q2
)
n√
log q−2 (q2; q2)n
exp
(
y2
log q4 + iβy
)
(−q2α+1eiy; q2)∞
dy,
and
qβ
2 (
q2α−2β+2n+3; q2
)
∞ L
(α−β+1/2)
n
(
x; q2
)
=
1√
2π
∫ ∞
−∞
(
xe−iyq2α+2; q2
)
n√
log q−2 (q2; q2)n
exp
(
y2
log q4 + iβy
)
(−q2α+2e−iy; q2)∞
dy,
they imply ∫ ∞
−∞
q2β
2 (
q2α+2β+2n+2, q2α−2β+2+3; q2
)
∞
× L(α+β)n
(
x; q2
)
L(α−β+1/2)n
(
x; q2
)
dβ
=
∫ ∞
−∞
(
xeiyq2α+1; q
)
2n
log q−2 (q2; q2)2n
exp
(
y2
log q2
)
dy
(−q2α+1eiy ; q)∞
=
(
q2α+2n+3/2; q
)
∞ L
(2α+1/2)
2n (x; q)
√
π (q; q)2n√
log q−2 (q2; q2)2n
,
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which implies (5.54). Let q = eπτi with ℑ (τ) > 0, from equation (5.56) to obtain
qβ
2/2
(
iqα+β+n+1; q
)
∞ L
(α+β+(2τ)−1)
n (x; q)
=
1√
2π
∫ ∞
−∞
(
ixeiyqα+1/2; q
)
n√
log q−1 (q; q)n
exp
(
y2
log q2 + iβy
)
(−iqα+1/2eiy; q)∞ dy,
and
qβ
2/2
(
iqα−β+n+1; q
)
∞ L
(α−β+(2τ)−1)
n (x; q) qquad
=
1√
2π
∫ ∞
−∞
(
ixe−iyqα+1/2; q
)
n√
log q−1 (q; q)n
exp
(
y2
log q2 + iβy
)
(−iqα+1/2e−iy; q)∞ dy
give us ∫ ∞
−∞
qβ
2 (−iqα−β+n+1, iqα+β+n+1; q)∞
×L(α−β+(2τ)−1)n (x; q)L(α+β+(2τ)
−1)
n (x; q) dβ
=
∫ ∞
−∞
(−x2e2iyq2α+1; q2)
n
log q−1 (q; q)2n
exp
(
y2
log q
)
(−q2α+1e2iy; q2)∞
dy
=
∫ ∞
−∞
(−x2eiyq2α+1; q2)
n
log q−2 (q; q)2n
exp
(
y2
log q4
)
(−q2α+1eiy; q2)∞
dy
=
(
q2α+2n+3; q2
)
∞ L
(α)
n
(−x2; q2)√ π
log q−1
(−q; q)n
(q; q)n
,
which is (5.55).
The integral evaluations (5.52)–(5.53) also follow easily from the definition of the q-Laguerre
polynomials (2.36).
5.6 The q-Bessel and 1φ1 Functions
Before we state the integral representations of J
(2)
ν (z; q) we state a lemmas which we discovered
when trying to prove (5.62) in two different ways.
Lemma 5.8. The function J
(2)
ν (z; q) has the series representation
(2/z)νJ (2)ν (z; q) =
1
(q; q)∞
∞∑
n=0
(−z2/4; q)n
(q; q)n
(−1)nq(n+12 )+νn.(5.58)
Proof. We use the q-binomial theorem in the form
(−z2/4; q)n
(q; q)n
=
n∑
k=0
q(
k
2)(z/2)2k
(q; q)k(q; q)n−k
.(5.59)
Thus the right-hand side of (5.58) is
∞∑
n=0
(−z2/4; q)n
(q; q)n
(−1)nq(n+12 )+νn.
We substitute the expression for (−z2/4; q)n in (5.59) then interchange the sums. The n-sum is
evaluated using (2.4) and (5.58) follows.
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It is important to note that the right-hand side of (5.58) analytically continues the left-hand side
as a function of z and ν to a function which is an entire function of z and of ν. It is also clear that
(5.58) is a q-formula which is not a q-analogue of any formula for the Bessel functions.
Theorem 5.9. For |z| < 1 we have connection formulas
(5.60) q(α
2+ν2)/4J (2)ν
(
zqα/2; q
)
=
√
log q−1
π
∫ ∞
−∞
J (1)ν
(
zqiy; q
)
qy
2+iαydy
and
(5.61) J (1)ν
(
zqiy; q
)
qy
2
=
√
log q−1
4π
∫ ∞
−∞
q(α
2+ν2−4iαy)/4J (2)ν
(
zqα/2; q
)
dα.
The Fourier transform pair for J
(2)
ν (z; q) is
(5.62) qα
2/2J
(2)
α+ν (z; q)
(z
2
)−α−ν
=
√
log q−1
2π
∫ ∞
−∞
(
qν+iy+1/2z2
4 ; q
)
∞
qy
2/2+iαy(
q,−qν+iy+1/2; q)∞ dy,
and
(5.63)
(
qν+iy+1/2z2
4 ; q
)
∞
qy
2/2(
q,−qν+iy+1/2; q)∞ =
√
log q−1
2π
∫ ∞
−∞
qα
2/2−iαyJ (2)α+ν (z; q)
(z
2
)−α−ν
dα.
The double and half modulus pair for J
(2)
ν (z; q) is
(5.64)
J
(2)
2ν (z; q)
(−q,−q, q; q)∞
=
√
log q−2
π
∫ ∞
−∞
q2α
2
J
(2)
ν+α−1/4
(
z; q2
)
J
(2)
ν−α+1/4
(
z; q2
)
dα
and
(
z
2
)ℜ(τ−1)
(−q; q)∞
(q; q)∞
I(2)ν
(
z2
2
; q2
)
=
√
log q−1
4π
∫ ∞
−∞
qα
2
J
(2)
ν+α+(2τ)−1
(z; q)J
(2)
ν−α+(2τ)−1 (z; q) dα.
(5.65)
Proof. Observe that
1√
π log q−1
∫ ∞
−∞
J (1)ν
(
zeix; q
) (z
2
)−ν
exp
(
x2
log q
+ i (α− ν) x
)
dx
=
(
qν+1; q
)
∞
(q; q)∞
∞∑
n=0
1
(q, qν+1; q)n
(
−z
2
4
)n ∫ ∞
−∞
exp
(
x2
log q + i (α+ 2n)x
)
√
π log q−1
dx
=
(
qν+1; q
)
∞
(q; q)∞
∞∑
n=0
q(α+2n)
2/4
(q, qν+1; q)n
(
−z
2
4
)n
=
qα
2/4
(
qν+1; q
)
∞
(q; q)∞
∞∑
n=0
qn
2
(q, qν+1; q)n
(
−q
αz2
4
)n
,
that is
(5.66) q(α
2+ν2)/4J (2)ν
(
zqα/2; q
)
=
1√
π log q−1
∫ ∞
−∞
J (1)ν
(
zeix; q
)
exp
(
x2
log q
+ iαx
)
dx,
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which is (5.60) and its inverse transform
(5.67) J (1)ν
(
zeix; q
)
exp
(
x2
log q
)
=
√
log q−1
4π
∫ ∞
−∞
q(α
2+ν2)/4J (2)ν
(
zqα/2; q
)
e−iαxdα,
is (5.61).
From
q(α+n)
2/2
(qα+ν+1; q)n
=
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2 + i (α+ n)x
)
(
qα+ν+1,−qν+1/2eix; q)∞ dx
to obtain
qα
2/2J
(2)
α+ν (z; q)
(z
2
)−α−ν
=
(
qα+ν+1; q
)
∞
(q; q)∞
∞∑
n=0
q(α+n)
2/2
(qα+ν+1; q)n
qn
2/2
(q; q)n
(
−q
νz2
4
)n
=
1√
π log q−2
∞∑
n=0
∫ ∞
−∞
q(
n
2)
(q; q)n
(
−q
ν+1/2z2eix
4
)n exp( x2log q2 + iαx)(
q,−qν+1/2eix; q)∞ dx.
The series is summed by (2.4) and the result is
qα
2/2J
(2)
α+ν (z; q)
(z
2
)−α−ν
=
1√
2π log q−1
∫ ∞
−∞
(
qν+1/2z2eix
4 ; q
)
∞
exp
(
x2
log q2 + iαx
)
(
q,−qν+1/2eix; q)∞ dx,
(5.68)
which is equivalent to (5.62). The inverse transform is
(5.69)
(
qν+1/2z2eix
4 ; q
)
∞
exp
(
x2
log q2
)
√
log q−1
(
q,−qν+1/2eix; q)∞ =
1√
2π
∫ ∞
−∞
qα
2/2J
(2)
α+ν (z; q)
(z
2
)−α−ν
e−iαxdα
and gives (5.63).
From (5.68) to get
qα
2
J
(2)
ν+α
(
z; q2
)
=
(
z
2
)ν+α√
2π log q−2
∫ ∞
−∞
(
z2
4 q
2ν+1eix; q2
)
∞
exp
(
x2
log q4 + αxi
)
(q2,−q2ν+1eix; q2)∞
dx
and
qα
2
J
(2)
ν−α+1/2
(
z; q2
)
=
(
z
2
)ν−α+1/2√
2π log q−2
∫ ∞
−∞
(
z2
4 q
2ν+2e−ix; q2
)
∞
exp
(
x2
log q4 + αxi
)
(q2,−q2ν+2e−ix; q2)∞
dx,
then ∫ ∞
−∞
q2α
2
J
(2)
ν+α
(
z; q2
)
J
(2)
ν−α+1/2
(
z; q2
)
dα
=
(
z
2
)2ν+1/2
(q; q)∞
(q2; q2)
2
∞ log q
−2
∫ ∞
−∞
(
z2
4 q
2ν+1eix; q
)
∞
exp
(
x2
log q2
)
dx
(q,−q2ν+1eix; q)∞
=
(q; q)∞
(q2; q2)
2
∞
√
π
log q−2
J
(2)
2ν+1/2 (z; q) ,
that is (5.64).
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Let q = eπτi with ℑ (τ) > 0, from (5.68) to get
qα
2/2J
(2)
ν+α+(2τ)−1
(z; q)
(z
2
)−ν−α−(2τ)−1
=
1√
2π
∫ ∞
−∞
(
i z
2
4 q
ν+1/2eix; q
)
∞
exp
(
x2
log q2 + αxi
)
√
log q−1
(
q,−iqν+1/2eix; q)∞ dx,
and
qα
2/2J
(2)
ν−α+(2τ)−1 (z; q)
(z
2
)−ν+α−(2τ)−1
=
1√
2π
∫ ∞
−∞
(
i z
2
4 q
ν+1/2e−ix; q
)
∞
exp
(
x2
log q2 + αxi
)
√
log q−1
(
q,−iqν+1/2e−ix; q)∞ dx,
then ∫ ∞
−∞
qα
2
J
(2)
ν+α+(2τ)−1
(z; q)J
(2)
ν−α+(2τ)−1 (z; q) dα
=
(
z
2
)2ν+ℜ(τ−1)
log q−1 (q; q)2∞
∫ ∞
−∞
(
− z416q2ν+1e2ix; q2
)
∞
exp
(
x2
log q
)
dx
(−q2ν+1e2ix; q2)∞
=
(
z
2
)2ν+ℜ(τ−1)
(−q; q)∞
log q−1 (q; q)∞
∫ ∞
−∞
(
− z416q2ν+1eix; q2
)
∞
exp
(
x2
log q4
)
dx
(q2,−q2ν+1eix; q2)∞
=
(
z
2
)ℜ(τ−1)
(−q; q)∞
iν (q; q)∞
√
4π
log q−1
J (2)ν
(
z2
2
i, q2
)
which is (5.65).
Formulas (5.60)–(5.61) also follow directly from the series expansion of J
(1)
ν (z; q) and J
(2)
ν (z; q).
Formulas (5.62) –(5.63) follow from the series expansions and (5.58).
We next consider the q-Bessel function J
(3)
ν .
Theorem 5.10. The 3rd q-Bessel function satisfies the following Fourier type pair
qα(3α+2)/8J (3)α
(
zq−(α+1)/4; q
)
=
√
log q−2
π
∫ ∞
−∞
J (1)α
(
zqix; q
)
q2x
2−iαxdx.(5.70)
qα(7α−2)/8J (2)α
(
zq(1−3α)/4; q
)
=
√
log q−2
π
∫ ∞
−∞
J (3)α
(
zqix; q
)
q2x
2−iαxdx.(5.71)
and the Mellin type pair
J
(3)
α+ν
(
2zqα/2; q
)
qαν/2zα+ν
=
√
log q−1
2π
∫ ∞
−∞
qx
2/2+iαxdx(
q,−qν+1/2+ix,−z2q1/2+ix; q)∞ ,(5.72)
qx
2/2(
q,−qν+1/2+ix,−z2q1/2+ix; q)∞ =
√
log q−1
2π
∫ ∞
−∞
J
(3)
α+ν
(
2qα/2z; q
)
zα+ν
q−iα(x−iν/2)dα,(5.73)
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Proof. Observe that∫ ∞
−∞
J (1)α
(
zeix; q
) (z
2
)−α
exp
(
x2
log q1/2
− iαx
)
dx
=
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
1
(q, qα+1; q)n
(
−z
2
4
)n ∫ ∞
−∞
exp
(
x2
log q1/2
+ i(2n− α)x
)
dx
=
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
1
(q, qα+1; q)n
(
−z
2
4
)n ∫ ∞
−∞
exp
(
x2
2 log q
+ i(n− α/2)x
)
dx
2
=
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
(−z2/4)n
(q, qα+1; q)n
√
π log q−1
2
q(n−α/2)
2/2
=
qα
2/8
(
qα+1; q
)
∞
(q; q)∞
√
π log q−1
2
∞∑
n=0
q(
n+1
2 )
(q, qα+1; q)n
(
− z
2
4q(α+1)/2
)n
=
√
π log q−1
2
qα
2/8
(
z
2q(α+1)/4
)−α
J (3)α
(
zq−(α+1)/4; q
)
=
√
π log q−1
2
qα(3α+2)/8
(z
2
)−α
J (3)α
(
zq−(α+1)/4; q
)
,
and (5.70) follows. We prove (5.71) in a similar fashion, that is∫ ∞
−∞
J (3)α
(
zeix; q
) (z
2
)−α
exp
(
x2
log q1/2
− iαx
)
dx
=
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
qn
2/2
(−z2q1/2/4)n
(q, qα+1; q)n
∫ ∞
−∞
exp
(
x2
2 log q
+ i(n− α/2)x
)
dx
2
=
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
qn
2/2
(−z2q1/2/4)n
(q, qα+1; q)n
√
π log q−1
2
q(n−α/2)
2/2
= qα
2/8
√
π log q−1
2
(
qα+1; q
)
∞
(q; q)∞
∞∑
n=0
qn
2+αn
(−z2q(1−3α)/2/4)n
(q, qα+1; q)n
= q(7α
2−2α)/8
√
π log q−1
2
(z
2
)−α
J (2)α
(
zq(1−3α)/4; q
)
,
which completes the proof of the first pair. We proceed to prove the next pair of formulas. It is
clear that
q(α+n)
2/2
(qα+ν+1; q)n
=
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2 + i (α+ n)x
)
(
qα+ν+1,−qν+1/2eix; q)∞ dx
leads to
qα
2/2
∞∑
n=0
q(
n+1
2 )
(q, qα+ν+1; q)n
(
−z
2qα
4
)n
=
∞∑
n=0
(−z2q1/2/4)n
(q; q)n
∫ ∞
−∞
exp
(
x2
log q2 + i (α+ n)x
)
(
qα+ν+1,−qν+1/2eix; q)∞
dx√
π log q−2
=
∫ ∞
−∞
exp
(
x2
log q2 + iαx
)
(
qα+ν+1,−qν+1/2eix,−z2q1/2eix/4; q)∞
dx√
π log q−2
,
This implies (5.72) and (5.73) follows from the Fourier inversion formula.
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It is worth noting that (5.70) and (5.71) are equivalent to
(5.74) qα(3α+2)/8J (3)α
(
zq−(α+1)/4; q
)
=
√
2
π log q−1
∫ ∞
−∞
J (1)α
(
zeix; q
)
exp
(
x2
log q1/2
− iαx
)
dx,
and
(5.75) q(7α
2−2α)/8J (2)α
(
zq(1−3α)/4; q
)
=
√
2
π log q−1
∫ ∞
−∞
J (3)α
(
zeix; q
)
exp
(
x2
log q1/2
− iαx
)
dx,
respectively. Moreover (5.72) is equivalent to
(5.76)
J
(3)
α+ν
(
2qα/2z; q
)
qαν/2zα+ν
=
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2 + iαx
)
dx(
q,−qν+1/2eix,−z2q1/2eix; q)∞ .
We now come to the basic confluent hypergeometric function.
Theorem 5.11. The basic confluent hypergeometric function has t he Fourier pair
(5.77) (bqα; q)∞ q
α2/2
1φ1 (a; bq
α; q, zqα) =
√
log q−1
2π
∫ ∞
−∞
(−azqiy−1/2; q)∞ qy2/2+iαydy(−bqiy−1/2,−zqiy−1/2; q)∞ ,
(−azqiy−1/2; q)∞ qy2/2(−bqiy−1/2,−zqiy−1/2; q)∞
=
√
log q−1
2π
∫ ∞
−∞
(bqα; q)∞ q
α2/2−iαy
1φ1 (a; bq
α; q, zqα) dα.
(5.78)
The double and half modulus pair is
1φ1
(
a2;−b2; q2,−z2q) =
√
log q−1
π
∫ ∞
−∞
(bqα,−bq−α; q)∞ qα
2
(−b2; q2)∞
×1φ1
(
a; bqα; q, zq1/2+α
)
1φ1
(
a;−bq−α; q,−zq1/2−α
)
dα,
(5.79)
1φ1 (a; b; q, z) =
√
log q−2
π
∫ ∞
−∞
(
bq2α+1/2, bq3/2−2α; q2
)
∞ q
2α2
(b; q)∞
×1φ1
(
a; bq2α+1/2; q2, zq1/2+2α
)
1φ1
(
a; bq3/2−2α; q2, zq3/2−2α
)
dα
(5.80)
Corollary 5.12. The q-Laguerre polynomials have the 1φ1 representation
L(α)n (x; q) =
(−xqn+α+1; q)∞
(qα+n+1; q)∞ (q; q)n
1φ1
(−x;−xqn+α+1; q, qα+1) .(5.81)
Proof of Theorem 5.11. Observe that
1√
π log q−2
∫ ∞
−∞
(−azeix; q)∞ exp
(
x2
log q2 + iαx
)
dx(−bq−1/2eix,−zeix; q)∞
=
∞∑
k=0
(a; q)k (−z)k
(q; q)k
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2 + i (α+ k)x
)
dx(−bq−1/2eix; q)∞
= (bqα; q)∞ q
α2/2
∞∑
k=0
(a; q)k
(−zqα+1/2)k q(k2)
(q, bqα; q)k
,
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that is
(bqα; q)∞ q
α2/2
1φ1
(
a; bqα; q, zqα+1/2
)
=
1√
π log q−2
∫ ∞
−∞
(−azeix; q)∞ exp
(
x2
log q2 + iαx
)
dx(−bq−1/2eix,−zeix; q)∞ ,
(5.82)
which gives (5.77). The inverse is given by transform
(−azeix; q)∞ exp
(
x2
log q2
)
(−bq−1/2eix,−zeix; q)∞
=
√
log q−1
2π
∫ ∞
−∞
(bqα; q)∞ q
α2/2
1φ1
(
a; bqα; q, zqα+1/2
)
e−iαxdα.
(5.83)
This is (5.78).
From (5.82) to obtain
(bqα; q)∞ q
α2/2
1φ1
(
a; bqα; q, zqα+1/2
)
=
1√
π log q−2
∫ ∞
−∞
(−azeix; q)∞ exp
(
x2
log q2 + iαx
)
dx(−bq−1/2eix,−zeix; q)∞ ,
(−bq−α; q)∞ qα2/21φ1
(
a;−bq−α; q,−zq1/2−α
)
=
1√
π log q−2
∫ ∞
−∞
(
aze−ix; q
)
∞ exp
(
x2
log q2 + iαx
)
dx(
bq−1/2e−ix, ze−ix; q
)
∞
,
and ∫ ∞
−∞
1φ1
(
a; bqα; q, zqα+1/2
)
1φ1
(
a;−bq−α; q,−zq1/2−α
)
× (bqα,−bq−α; q)∞ qα2dα
=
1
log q−1
∫ ∞
−∞
(
a2z2e2ix; q2
)
∞ exp
(
x2
log q
)
dx
(b2q−1e2ix, z2e2ix; q2)∞
=
1
log q−2
∫ ∞
−∞
(
a2z2eix; q2
)
∞ exp
(
x2
log q4
)
dx
(b2q−1eix, z2eix; q2)∞
=
√
π
log q−1
(−b2; q2)∞ 1φ1 (a2;−b2; q2,−z2q) ,
which gives (5.79).
From (5.82) to get
(
bq2α; q2
)
∞ q
α2
1φ1
(
a; bq2α; q2, zq2α+1
)
=
1√
π log q−4
∫ ∞
−∞
(−azeix; q2)∞ exp
(
x2
log q4 + iαx
)
dx
(−bq−1eix,−zeix; q2)∞
,
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(
bq1−2α; q2
)
∞ q
α2
1φ1
(
a; bq1−2α; q2, zq2−2α
)
=
1√
π log q−4
∫ ∞
−∞
(−azqe−ix; q2)∞ exp
(
x2
log q4 + iαx
)
dx
(−be−ix,−zqe−ix; q2)∞
,
and ∫ ∞
−∞
1φ1
(
a; bq2α; q2, zq1+2α
)
1φ1
(
a; bq1−2α; q2, zq2−2α
)
× (bq2α, bq1−2α; q2)∞ q2α2dα
=
1
log q−2
∫ ∞
−∞
(−azeix; q)∞ exp
(
x2
log q2
)
dx
(−bq−1eix,−zeix; q)∞
=
√
π
log q−2
(
bq−1/2; q
)
∞ 1
φ1
(
a; bq−1/2; q, zq+1/2
)
,
which proves (5.80).
Proof of Corollary 5.12. Let z = qα+1/2 and a = bq−n−α−1 in (5.82) to obtain
(b; q)∞ 1φ1
(
bq−n−α−1; b; q, qα+1
)
=
1√
π log q−2
∫ ∞
−∞
(−bq−1/2−neix; q)∞ exp
(
x2
log q2
)
dx(−bq−1/2eix,−qα+1/2eix; q)∞
=
1√
π log q−2
∫ ∞
−∞
(−bq−1/2−neix; q)
n
exp
(
x2
log q2
)
dx(−qα+1/2eix; q)∞
=
(
qα+n+1; q
)
∞ (q; q)n L
(α)
n
(−bq−n−α−1; q)
to get (5.81). Another proof is to write the 1φ1 function in (5.81) as
lim
y→∞ 2
φ1
( −x, y
−xqn+α+1
∣∣∣∣q, qα+1y
)
.
Then apply the transformation in [11, (III.2)] or [15, (12.4.13)], namely
2φ1
(
A,B
C
∣∣∣∣q, Z
)
=
(AZ,C/A; q)∞
(C,Z; q)∞
2φ1
(
A,ABZ/C
Az
∣∣∣∣q, CA
)
.
This reduces the right-hand side of (5.81) to
1
(q; q)n
2φ1(q
−n,−x; 0; q; qn+α+1)
which is the representation (3.21.1) in [22] for q-Laguerre polynomials.
5.7 Plancherel Type Identities
One can use Parseval’s formula (5.5) and the results of this section to prove the equivalence of several
integrals. As an example we record the following theorem.
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Theorem 5.13. For q1, q2, |z| , |w| ∈ (0, 1) and λ =
√
log q1 log q2we have
∫ ∞
−∞
(q1q2)
α2/2Eq1
(
zq
α+1/2
1
)
Eq2
(
wq
α+1/2
2
)
dα(5.84)
=
∫ ∞
−∞
(q1q2)
y2/2
eq1
(
zeλiy;
)
eq2
(
we−iλy
)
dy,
∫ ∞
−∞
(q1q2)
α2/2
(
−zq1/2+α1 ; q1
)
∞
(
−wq1/2−α2 ; q2
)
∞
dα(5.85)
=
∫ ∞
−∞
(q1q2)
y2/2 eq1
(
zeiyλ
)
eq2
(
weiyλ
)
dy
and ∫ ∞
−∞
Eq1 (zq
x
1 ) eq2
(
weix
)
exp
{
x2
2
(
log q1 +
1
log q2
)}
dx√
log q−12
(5.86)
=
∫ ∞
−∞
Eq2
(
wq
α+1/2
2
)
eq1
(
zeiα−1/2
)
exp
{
α2
2
(
log q2 +
1
log q1
)}
dα√
log q−11
In particular,
(5.87) Eq2
(−t2q) Eq (x; t) = 1√
π log q−1
∫ ∞
−∞
qα
2
Eq
(
t
√
qeiθqα
)
Eq
(
t
√
qe−iθq−α
)
dα.
The next theorem is an example of how Parseval’s formula (5.5) can be used and one side is
evaluated or expanded in a series.
Theorem 5.14. For z ∈ C we have
(5.88)
∫ ∞
−∞
qα
2 (−zqα+1; q)∞Aq (q−αz) dα =
√
π
log q−1
,
(5.89)
∫ ∞
−∞
q2α
2
Aq2
(
q2αz
)
Aq
(−q−2αz) dα =√ π
log q−2
∞∑
k=0
qk
2/2zk
(q2; q2)k
and
(5.90)
∫ ∞
−∞
qα
2
Aq
(
qα−1/2z
)
Aq2
(−q−2α−1z2) dα =√ π
log q−1
∞∑
k=0
(−z)k qk2/4
(q; q)k
.
For θ ∈ [0, π] and |t| < 1 we have
∫ ∞
−∞
qα
2 (−teiθqα+1; q)∞Aq (−te−iθq−α)
(t2q2; q2)∞
dα(5.91)
=
√
π
log q−1
∞∑
k=0
q2k
2 (−t2e−2iθ)k Eq (cos θ; tqk+1)
(q2, t2q2; q2)k
,
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∫ ∞
−∞
q2α
2
Aq
(−q2α−1teiθ) (−q−2αte−iθ; q2)∞ dα(5.92)
=
√
π
log q−2
∞∑
k=0
(
teiθ
)k
qk
2/2
(q2; q2)k
(
t2q2k; q4
)
∞ Eq2
(
cos θ; tqk−1
)
,
∫ ∞
−∞
qα
2 (
t2q2+2α; q4
)
∞ Eq2 (x; tqα)Aq
(
q−α−1/2teiθ
)
dα
=
√
π
log q−1
∞∑
k=0
qk
2/4tk
(q2; q2)k
(
qe2iθ; q2
)
k
e−ikθ,(5.93)
√
π
log q−1
(
t2q; q2
)
∞ Eq (cos θ; t)
=
∫ ∞
−∞
qα
2
(
−ateiθq1/2+α,−te−iθq1/2−α; q
)
∞ 1
φ1
(
a;−te−iθq1/2−α; q,−teiθq1/2−α
)
dα,
(5.94)
√
π
log q−1
(
t2q; q2
)
∞ Eq (cos θ; t)
=
∫ ∞
−∞
1φ1
(
w/z;−teiθqα+1/2; q, zq1/2+α
)
1φ1
(
z/w;−te−iθq1/2−α; q, wq1/2−α
)
×
(
−teiθq1/2+α,−te−iθq1/2−α; q
)
∞
qα
2
dα,
(5.95)
√
π
log q−1
(
t2q; q2
)
∞ Eq (cos θ; t) =
∫ ∞
−∞
qα
2
(
−cte−iθq1/2+α,−ateiθq1/2−α; q
)
∞
(5.96)
× 1φ1
(
a;−cte−iθq1/2+α; q,−teiθq1/2+α
)
× 1φ1
(
c;−ateiθq1/2−α; q,−te−iθq1/2−α
)
dα,
J (2)ν
(
2w; q2
)√ log q−1
π
wν
(q; q)∞
∫ ∞
−∞
qα
2 (−iqα+ν+1; q)∞
×Aq
(
iwqν−α
)
1φ1
(
a;−iqα+ν+1; q, iqα+ν+1) dα,
(5.97)
∫ ∞
−∞
qα
2+α(ν1−ν2)J (2)ν1+α
(
2iq(ν2−ν1)/2; q
)
J
(2)
ν2−α
(
2iq(ν1−ν2)/2; q
)
dα
=
√
π
log q−1
eπi(ν1+ν2)/2
(q; q)
2
∞ q
(ν1−ν2)2/2
,
(5.98)
The proofs of Theorems 5.13 and 5.14 are left as an exercise for the reader.
The following beta type integral will once again confirm the fact that Aq is just another q-analogue
of exponential function.
Theorem 5.15. For |u| , |v| < 1 we have
(5.99)
∫ ∞
−∞
Aq
(
q2αu
)
Aq
(
vq2α
)
q2α
2
dα =
√
π
log q−2
(
q1/2u, q1/2v; q
)
∞
(uv; q)∞
.
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Proof. From 5.36 we obtain
∫ ∞
−∞
Aq(q
2αu)Aq(vq
2α)q2α
2
dα =
1
log q−2
∫ ∞
−∞
exp
(
x2
log q2
)
(−ue−ix,−veix; q)∞
=
1
log q−2
∞∑
j,k=0
(−u)j(−v)k
(q; q)j(q; q)k
∫ ∞
−∞
exp
(
x2
log q2
+ i(k − j)x
)
dx =
√
π
log q−2
∞∑
j,k=0
(−u)j(−v)k
(q; q)j(q; q)k
q(j−k)
2/2
=
√
π
log q−2
∞∑
j=0
(−u)jqj2/2
(q; q)j
∞∑
k=0
q(
k
2)
(−q1/2−jv)k
(q; q)k
=
√
π
log q−2
∞∑
j=0
(−u)jqj2/2
(q; q)j
(
q1/2−jv; q
)
∞
=
√
π
log q−2
(
q1/2v; q
)
∞
∞∑
j=0
(uv)j
(q; q)j
(
q1/2v−1; q
)
j
=
√
π
log q−2
(
q1/2u, q1/2v; q
)
∞
(uv; q)∞
.
This proves our theorem.
6 Plancherel-Rotach Asymptotics Via Fourier Integral Rep-
resentations
6.1 An Inequality
In this section we prove the following lemma which contains useful estimates.
Lemma 6.1. Given q ∈ (0, 1) we have
(6.1)
∣∣∣∣ 1(z; q)∞ − 1
∣∣∣∣ ≤ 2 |z|1− q
for all |z| < 1−q2 and
(6.2) |(z; q)∞ − 1| ≤
2 |z|
1− q
for all z ∈ C.
Proof. Observe that for |z| < 1−q2 and q ∈ (0, 1) we have
0 <
(1− q)n
(q; q)n
< 1
and ∣∣∣∣ 1(z; q)∞ − 1
∣∣∣∣ =
∣∣∣∣∣
∞∑
n=1
zn
(q; q)n
∣∣∣∣∣ ≤
∞∑
n=1
( |z|
1− q
)n
≤ 2 |z|
1− q .
On the other hand, we always have ∣∣∣∣∣ q
(n2)
(q; q)n
∣∣∣∣∣ ≤ 1k! (1− q)k
and
|(z; q)∞ − 1| =
∣∣∣∣∣
∞∑
n=1
q(
n
2)
(q; q)n
(−z)n
∣∣∣∣∣ ≤
∞∑
n=1
1
k!
( |z|
1− q
)k
=
|z|
1− q exp
( |z|
1− q
)
.
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6.2 Asymptotics of Orthogonal Polynomials
In this section we use the integral representations of in Section 5 to derive asymptotic expansions of
the Stieltjes-Wigert, q−1-Hermite and q-Laguerre polynomials. Our results are stead as equations
(6.3), (6.4), (6.5), (6.6), (6.7), (6.8), (6.9), (6.10), (6.11), and (6.12).
We first consider the Stieltjes–Wigert polynomials. It is easy to see that(
xeiyq1/2; q
)
n
(q; q)n
=
(
xeiyq1/2; q
)
∞
(q; q)∞
(
qn+1; q
)
∞(
xeiyq1/2+n; q
)
∞
=
(
xeiyq1/2; q
)
∞
(q; q)∞
{1 +O (qn)}
as n → ∞, uniformly for y ∈ R and x in any compact subset of complex plane. This observation
and (5.38) lead to
Sn (x; q) =
1√
π log q−2
∫ ∞
−∞
(
xeiyq1/2; q
)
n
(q; q)n
exp
(
y2
log q2
)
dy
=
{∫ ∞
−∞
(
xeiyq1/2; q
)
∞√
π log q−2
exp
(
y2
log q2
)
dy
}
1
(q; q)∞
{1 +O (qn)} .
Therefore we proved that
Sn (x; q) =
Aq (x)
(q; q)∞
{1 +O (qn)} .(6.3)
as n→∞, uniformly for x in any compact subset of the complex plane. Similarly, from (5.42) and
(2.8) we obtain
qn
2/2S2n
(
xq−2n; q
)
=
1√
π log q−2
∫ ∞
−∞
(
xeiyq1/2−n; q
)
2n
(q; q)2n
exp
(
y2
log q2
− iny
)
dy
=
(−x)n q−n2/2√
π log q−2
∫ ∞
−∞
(
q1/2/
(
xeiy
)
, q1/2
(
xeiy
)
; q
)
n
(q; q)2n
exp
(
y2
log q2
)
dy
=
∫ ∞
−∞
(
q, q1/2/
(
xeiy
)
, q1/2
(
xeiy
)
; q
)
∞
exp
(
y2
log q2
)
dy
× (−x)
n q−n
2/2
(q; q)
2
∞
√
π log q−2
{1 +O (qn)}
=


∞∑
k=−∞
qk
2/2 (−x)k
∫ ∞
−∞
exp
(
y2
log q2 + iky
)
√
π log q−2
dy

 (−x)
n
q−n
2/2
(q; q)
2
∞
{1 +O (qn)}
=
(−x)n q−n2/2∑∞k=−∞ qk2 (−x)k
(q; q)
2
∞
{1 +O (qn)} .
This shows that
S2n
(
xq−2n; q
)
qn
2
(−x)n =
(
q2, qx, q/x; q2
)
∞
(q; q)2∞
{1 +O (qn)}(6.4)
as n → ∞, uniformly for x in a compact subset of the punctured complex plane C\ {0}. Similarly
the asymptotic result
S2n+1
(
xq−2n; q
)
qn
2
(−x)n =
(
q2, qx, q/x; q2
)
∞
(q; q)
2
∞
{1 +O (qn)} ,(6.5)
holds, as n→∞, uniformly for x in any compact subset of the punctured complex plane C\ {0}.
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Remark 6.2. All the results derived so far can be obtained from the power series definition of the
Stieltjes-Wigert polynomials, [14], but the error term is O(qcn) for c < 1. It does not seem possible
to use the series definition and get an error term which is O(qn). The same remark applies to the
remaining cases of the q−1-Hermite and q-Laguerre polynomials.
We now consider the q−1-Hermite polynomials.
It is clear that
(
e2ξ−iyq1/2; q
)
n
=
(
e2ξ−iyq1/2; q
)
∞(
e2ξ−iyq1/2+n; q
)
∞
=
(
e2ξ−iyq1/2; q
)
∞
{1 +O (qn)}
as n → ∞, uniformly for y ∈ R and ξ in any compact subset of the complex plane, put α = −n in
(5.48) to obtain
qn
2/2
(−eξ)n hn (sinh(ξ + log qn/2) |q)
=
1√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
)(
e2ξ−iyq1/2; q
)
n
dy
=
{1 +O (qn)}√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
)(
e2ξ−iyq1/2; q
)
∞
dy.
This implies that
qn
2/2
(−eξ)n hn (sinh(ξ + log qn/2) |q) = Aq (e2ξ) {1 +O (qn)}(6.6)
as n→∞, uniformly for ξ in any compact subset of the complex plane. In (5.48) we reparametrize
the parameters as
n→ 2n, α→ n, ξ → ξ + log q−n/2
and apply (2.8). Then we find that
qn
2/2e2nξh2n (sinh (ξ) |q)
=
1√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
− iny
)(
e2ξ+iyq1/2−n; q
)
2n
dy
=
(−e2ξ)n q−n2/2√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
)(
q1/2/
(
e2ξ+iy
)
, q1/2
(
e2ξ+iy
)
; q
)
n
dy
=
∫ ∞
−∞
exp
(
y2
log q2
)(
q, q1/2/
(
e2ξ+iy
)
, q1/2
(
e2ξ+iy
)
; q
)
∞
dy
×
(−e2ξ)n q−n2/2
(q, q)∞
√
π log q−2
{1 +O (qn)}
=
{∑∞
k=−∞ q
k2
(−e2ξ)k}(−e2ξ)n {1 +O (qn)}
(q, q)∞ q
n2/2
.
Thus we found the asymptotic relationship
qn
2
(−1)n h2n (sinh (ξ) |q) =
(
q2, qe2ξ, qe−2ξ; q2
)
∞ {1 +O (qn)}
(q, q)∞
,(6.7)
as n → ∞, uniformly for ξ in any compact subset of the complex plane. If instead we use the
parameterization
n→ 2n+ 1, α→ −n− 1, ξ → ξ + log q−n/2
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in (5.48) we obtain
h2n+1
(
sinh
(
ξ + log q1/2
)
|q
)
=
−q−(n+1)2/2e−(2n+1)ξ√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
− iny
)(
e2ξ+iyq1/2−n; q
)
2n+1
dy
=
(−1)n−1 e−ξ
qn2+n+1/2
√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2
)(
q1/2/
(
e2ξ+iy
)
; q
)
n
(
q1/2
(
e2ξ+iy
)
; q
)
n+1
dy
=
∫ ∞
−∞
exp
(
y2
log q2
)(
q, q1/2/
(
e2ξ+iy
)
, q1/2
(
e2ξ+iy
)
; q
)
∞
dy
× (−1)
n−1
e−ξ {1 +O (qn)}
(q, q)∞ qn
2+n+1/2
√
π log q−2
=
(−1)n−1 e−ξ
(q, q)∞ q
n2+n+1/2
{ ∞∑
k=−∞
qk
2 (−e2ξ)k
}
{1 +O (qn)}
We sum the series by the Jacobi triple product identity and conclude that
qn
2+n+1/2 (−1)n−1 eξh2n+1
(
sinh
(
ξ + log q1/2
)
|q
)
=
(
q2, qe2ξ, qe−2ξ; q2
)
∞ {1 +O (qn)}
(q, q)∞
(6.8)
as n→∞, uniformly for ξ in any compact set of the complex plane.
We now study the asymptotics of the q-Laguerre polynomials. Given α > − 12 , observe that(
xeiyqα+1/2; q
)
n
(q; q)n
=
(
xeiyqα+1/2; q
)
∞
(q; q)∞
(
qn+1; q
)
∞(
xeiyqα+1/2+n; q
)
∞
=
(
xeiyqα+1/2; q
)
∞
(q; q)∞
{1 +O (qn)}
as n → ∞, uniformly for y ∈ R and x in any compact set of the complex plane. Then from (5.56)
we obtain (
qα+n+1; q
)
∞ L
(α)
n (x; q)
=
1√
π log q−2
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n
(q; q)n
exp
(
y2
log q2
)
(−qα+1/2eiy; q)∞ dy
=
∫ ∞
−∞
(
xeiyqα+1/2; q
)
∞ exp
(
y2
log q2
)
√
π log q−2
(
q,−qα+1/2eiy; q)∞ dy {1 +O (q
n)}
= J (2)α
(
2
√
x; q
)
x−α/2 {1 +O (qn)} .
Thus we have established the asymptotic result
L(α)n (x; q) = J
(2)
α
(
2
√
x; q
)
x−α/2 {1 +O (qn)}(6.9)
as n→∞, uniformly for y ∈ R and x in any compact set of the complex plane cut along the closed
negative real axis.
Let
β → −n, α→ α+ n, x→ xq−2n−α
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in (5.56) to obtain
qn
2/2
(
qα+n+1; q
)
∞ L
(α)
n
(
xq−2n−α; q
)
=
1√
π log q−2
∫ ∞
−∞
(
xeiyq1/2−n; q
)
n
(q; q)n
exp
(
y2
log q2 − iny
)
(−qα+1/2+neiy; q)∞ dy
=
(−x)n q−n2/2√
π log q−2
∫ ∞
−∞
(
q1/2/
(
xeiy
)
; q
)
n
(q; q)n
exp
(
y2
log q2
)
(−qα+1/2+neiy; q)∞ dy
=
∫ ∞
−∞
(
q1/2/
(
xeiy
)
; q
)
∞ exp
(
y2
log q2
)
√
π log q−2
dy
× (−x)
n
q−n
2/2
(q; q)∞
{1 +O (qn)} .
Therefore
qn
2
L
(α)
n
(
xq−2n−α; q
)
(−x)n =
Aq
(
x−1
)
(q; q)∞
{1 +O (qn)}(6.10)
as n→∞, uniformly for x in a compact set of the punctured complex plane C\ {0}.
We now let
n→ 2n, β → −n, α→ α+ n, x→ xq−2n−α
in (5.56) and apply (2.8) to get
qn
2/2
(
qα+2n+1; q
)
∞ L
(α)
2n
(
xq−2n−α; q
)
=
1√
π log q−2
∫ ∞
−∞
(
xeiyq1/2−n; q
)
2n
(q; q)2n
exp
(
y2
log q2 − iny
)
(−qα+n+1/2eiy; q)∞ dy
=
(−x)n q−n2/2√
π log q−2
∫ ∞
−∞
(
q1/2/
(
xeiy
)
, q1/2
(
xeiy
)
; q
)
n
(q; q)2n
exp
(
y2
log q2
)
(−qα+n+1/2eiy; q)∞ dy
=
∫ ∞
−∞
(
q, q1/2/
(
xeiy
)
, q1/2
(
xeiy
)
; q
)
∞√
π log q−2
exp
(
y2
log q2
)
dy
× (−x)
n q−n
2/2
(q; q)
2
∞
{1 +O (qn)}
=
{ ∞∑
k=−∞
qk
2
(−x)k
}
(−x)n q−n2/2
(q; q)
2
∞
{1 +O (qn)} .
This establishes the asymptotic result
qn
2
L
(α)
2n
(
xq−2n−α; q
)
(−x)n =
(
q2, qx, q/x; q2
)
∞
(q; q)
2
∞
{1 +O (qn)}(6.11)
as n → ∞, uniformly for x in a compact set of the punctured complex plane C\ {0}. Similarly, we
make the parameter identification
n→ 2n+ 1, β → −n, α→ α+ n, x→ xq−2n−α
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in (5.56) and discover that
qn
2/2
(
qα+2n+2; q
)
∞ L
(α)
2n+1
(
xq−2n−α; q
)
=
1√
π log q−2
∫ ∞
−∞
(
xeiyq1/2−n; q
)
2n+1
(q; q)2n+1
exp
(
y2
log q2 − iny
)
(−qα+1/2+neiy; q)∞ dy
=
∫ ∞
−∞
(
q1/2/
(
xeiy
)
; q
)
n
(
q1/2
(
xeiy
)
; q
)
n+1
(−x)n
qn2/2 (q; q)2n+1
√
π log q−2
exp
(
y2
log q2
)
(−qα+1/2+neiy; q)∞ dy
=
∫ ∞
−∞
(
q, q1/2/
(
xeiy
)
, q1/2
(
xeiy
)
; q
)
∞ exp
(
y2
log q2
)
√
π log q−2
dy
×q
−n2/2 (−x)n
(q; q)
2
∞
{1 +O (qn)}
=
{ ∞∑
k=−∞
qk
2
(−x)k
}
q−n
2/2 (−x)n
(q; q)
2
∞
{1 +O (qn)} .
This gives the following asymptotic result
qn
2
L
(α)
2n+1
(
xq−2n−α; q
)
(−x)n =
(
q2, qx, q/x; q2
)
(q; q)2∞
{1 +O (qn)}(6.12)
as n→∞, uniformly for x in a compact set of the punctured complex plane C\ {0}. Clearly (6.12)
is a companion formula to (6.11).
6.3 Asymptotics of Transcendental Functions
The functions covered in this section are the Ramanujan function Aq (z), the q-Bessel function
J
(2)
ν (z; q) and the 1φ1 function. The asymptotic results of this section are (6.13), (6.14), (6.15),
(6.16), and (6.17).
We first consider the function Aq (z). Let α→ −n, z → zq−n in (5.34) to get
qn
2/2Aq
(
zq−2n
)
=
∫ ∞
−∞
(
zq1/2−neix; q
)
∞ exp
(
x2
log q2 − inx
)
√
2π log q−1
dx
= (−z)n
∫ ∞
−∞
(
q1/2/
(
zeix
)
; q
)
n
(
q1/2
(
zeix
)
; q
)
∞ exp
(
x2
log q2
)
qn2/2
√
2π log q−1
dx
=
∫ ∞
−∞
(
q, q1/2/
(
zeix
)
, q1/2
(
zeix
)
; q
)
∞ exp
(
x2
log q2
)
√
2π log q−1
dx
× (−z)
n
(q; q)∞ q
n2/2
{1 +O (qn)}
=
{ ∞∑
k=−∞
qk
2
(−z)k
}
(−z)n
(q; q)∞ q
n2/2
{1 +O (qn)}
Therefore we established the asymptotic formula
qn
2
Aq
(
zq−2n
)
(−z)n =
(
q2, qz, q/z; q2
)
∞
(q; q)∞
{1 +O (qn)}(6.13)
as n→∞, uniformly for z in a compact subset of the punctured complex plane C\ {0}.
It must be noted that R. Zhang [30] used power series techniques to prove a weaker version of
(6.13) where O (qn) is replaced by O (qn/2). It may be possible to use power series techniques to
obtain O (qn(1−ǫ)) for any ǫ ∈ (0, 1) but we have been unable to prove that the error term is O (qn)
through the use of power series techniques.
We now consider the q-Bessel function J
(2)
ν (z; q). Let
α→ 0, ν → ν + n, z → 2√wq−(n+ν)/2
in (5.68) to obtain
J
(2)
n+ν
(
2
√
wq−(n+ν)/2; q
)(qn+ν
w
)n/2
=
1√
2π log q−1
∫ ∞
−∞
(
wq1/2eix; q
)
∞ exp
(
x2
log q2
)
(
q,−qn+ν+1/2eix; q)∞ dx
=
{1 +O (qn)}√
2π log q−1
∫ ∞
−∞
(
wq1/2eix; q
)
∞ exp
(
x2
log q2
)
(q; q)∞
dx.
This leads to the asymptotic formula
qn(n+ν)/2J
(2)
n+ν
(
2
√
wq−(n+ν)/2; q
)
wn/2
= Aq (w) {1 +O (qn)}(6.14)
as n→∞, uniformly for w in any compact set of the complex plane with the segment (−∞+ 0i, 0]
deleted.
Let
α→ −n ν → ν + n, z → 2√wq−n−ν/2
in (5.68) and apply (2.8) to obtain
qn
2/2J (2)ν
(
2
√
wq−n−ν/2; q
)(qn+ν/2√
w
)ν
=
1√
2π log q−1
∫ ∞
−∞
(
wq1/2−neix; q
)
∞ exp
(
x2
log q2 − nxi
)
(
q,−qν+1/2+neix; q)∞ dx
=
(−w)n q−n2/2√
2π log q−1
∫ ∞
−∞
(
q1/2/
(
weix
)
; q
)
n
(
q1/2weix; q
)
∞ exp
(
x2
log q2
)
(
q,−qν+1/2+neix; q)∞ dx
=
∫ ∞
−∞
(
q, q1/2/
(
weix
)
, q1/2weix; q
)
∞ exp
(
x2
log q2
)
(q, q)2∞
√
2π log q−1
dx
× (−w)n q−n2/2 {1 +O (qn)}
=
{∑∞
k=−∞ q
k2 (−w)k
}
(−w)n q−n2/2 {1 +O (qn)}
(q, q)2∞
.
This proves the following asymptotic result
qn
2+nν+ν2/2J
(2)
ν
(
2
√
wq−n−ν/2; q
)
(−1)n wn+ν/2 =
(
q2, qw, q/w; q2
)
∞
(q, q)
2
∞
{1 +O (qn)}(6.15)
as n → ∞, uniformly for w in any compact set of the complex plane cut along negative real axis
including the origin.
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Finally we come to the asymptotics of the 1φ1 function. With the choices
α→ 0, z → zqn, b→ bqn, a→ aq−n
in (5.82) it follows that
1φ1
(
aq−n
bqn
|q,−zq1/2−n
)
=
1√
π log q−2
∫ ∞
−∞
(
azeix; q
)
∞ exp
(
x2
log q2
)
dx(
b,−bqn−1/2eix, zqneix; q)∞
=
{1 +O (qn)}√
π log q−2
∫ ∞
−∞
(
azeix; q
)
∞ exp
(
x2
log q2
)
dx
(b; q)∞
=
Aq (az)
(b; q)∞
{1 +O (qn)} .
In other words the asymptotic formula
1φ1
(
aq−n
bqn
| q,−zq1/2−n
)
=
Aq (az)
(b; q)∞
{1 +O (qn)}(6.16)
holds as n→∞, uniformly for b in any compact subset of ∣∣bq−1/2∣∣ < 1, z in any compact subset of
|z| < 1 and a in any compact set of the complex plane.
Next we make the parameter identification
α→ −n, b→ bqn, z → zqn+1/2, a→ aq−2n
in (5.82) and find that
1φ1
(
aq−2n
bqn
|q,−zq
)
qn
2/2
=
1√
π log q−2
∫ ∞
−∞
(
azeixq1/2−n; q
)
∞ exp
(
x2
log q2 − inx
)
dx(
b,−bqn−1/2eix, zqneix; q)∞
=
(−az)n q−n2/2√
π log q−2
∫ ∞
−∞
(
q1/2/
(
azeix
)
; q
)
n
(
q1/2
(
azeix
)
; q
)
∞ exp
(
x2
log q2
)
dx(
b,−bqn−1/2eix, zqneix; q)∞
=
∫ ∞
−∞
(
q, q1/2/
(
azeix
)
, q1/2
(
azeix
)
; q
)
∞ exp
(
x2
log q2
)
dx√
π log q−2
× (−az)
n q−n
2/2
(q, b; q)∞
{1 +O (qn)}
=
{ ∞∑
k=−∞
qk
2
(−az)k
}
(−az)n q−n2/2
(q, b; q)∞
{1 +O (qn)}
=
(
q2, qaz, q/ (az) ; q2
)
∞ (−az)
n
(q, b; q)∞ q
n2/2
{1 +O (qn)} .
Therefore
1φ1
(
aq−2n
bqn
| q,−zq
)
qn
2
(−az)n =
(
q2, qaz, q/ (az) ; q2
)
∞
(q, b; q)∞
{1 +O (qn)} ,(6.17)
as n → ∞, uniformly for b in any compact subset of ∣∣bq−1/2∣∣ < 1, z in any compact subset of
0 < |z| < 1 and a in any compact set of the punctured complex plane C\ {0}.
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7 Series Representations and Identities
In this section we find several new identities involving the q-functions, Eq(z; t), Aq(z), J (2)ν (z; q), the
polynomials Sn, hn, L
(α)
n (z; a), as well as the basic confluent hypergeometric function 1φ1.
7.1 The Functions Eq (x; t) and Aq(z)
An application of (5.24) and (5.12) leads to
(
t2q; q2
)
∞ Eq (x; t) =
1√
π log q−1
∫ ∞
−∞
exp
(
y2
log q
)
dy(
tei(y+θ), tei(y−θ); q
)
∞
=
1√
π log q−1
∫ ∞
−∞
(−tei(y+θ); q)∞(
tei(y−θ); q
)
∞
exp
(
y2
log q
)
dy(
t2e2i(y+θ); q2
)
∞
=
∞∑
k=0
(−e2iθ; q)
k
(q; q)k
(
te−iθ
)k√
π log q−1
∫ ∞
−∞
exp
(
y2
log q + iky
)
dy(
t2e2i(y+θ); q2
)
∞
=
∞∑
k=0
(−e2iθ; q)
k
(q; q)k
(
te−iθ
)k√
π log q−4
∫ ∞
−∞
exp
(
y2
log q4 + iky/2
)
dy
(t2e2iθeiy; q2)∞
=
∞∑
k=0
(−e2iθ; q)
k
(q; q)k
(
te−iθ
)k
qk
2/4
(−t2e2iθqk+1; q2)∞ .
The last line is
(7.1) Eq (x; t) =
∞∑
k=0
qk
2/4
(q; q)k
(−t2e2iθqk+1; q2)∞
(t2q; q2)∞
(−e2iθ; q)
k
(
te−iθ
)k
.
We do not know how to prove (7.1) in a different way.
We now consider the Ramanujan Function Aq (z). For |a| < q− 12 , the integral representation
(5.34) leads to
Aq (ab) =
∫ ∞
−∞
(
aq1/2eix, abq1/2eix; q
)
∞ exp
(
x2
log q2
)
(
aq1/2eix; q
)
∞
√
π log q−2
dx
=
∞∑
k=0
(b; q)k
(q; q)k
(
aq1/2
)k ∫ ∞
−∞
(
aq1/2eix; q
)
∞ exp
(
x2
log q2 + ikx
)
√
π log q−2
dx,
that is
(7.2) Aq (ab) =
∞∑
k=0
(b; q)k
(q; q)k
q(
k+1
2 )akAq
(
aqk
)
,
in particular,
(7.3) 1 =
∞∑
k=0
q(
k+1
2 )
(q; q)k
akAq
(
aqk
)
.
The expansion (7.2) is what is called a multiplication formula for Aq. It can be viewed as an
expansion in the polynomial basis {(b; q)k}. The theory of polynomial expansions in certain bases
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is developed in Boas and Buck’s classic work [6]. Moreover it is a q-Taylor expansion where the
operator used is Dq−1 , [2], [12]. The function Aq however does not satisfy the assumptions in the
q-Taylor theorem, so it is interesting that the q-Taylor expansion is valid in this case.
Alternate Proof of (7.2). The right-hand side of (7.2) is
∞∑
k,n=0
(b; q)k a
k+n
(q; q)k(q; q)n
(−1)nqn2+kn+(k+12 ) =
∞∑
s=0
(−a)s
(q; q)s
qs
2
2φ1(q
−s, b; 0; q, q) = Aq(ab),
where we used the q-analogue of the Chu-Vandermonde sum (2.6).
For |z|, |zw| < 1, from (5.36) we get
Aq (z) =
∫ ∞
−∞
(−zweix; q)∞ exp
(
x2
log q4
)
dx
(−zeix,−zweix; q)∞
√
π log q−4
=
∞∑
k=0
(w; q)k
(q; q)k
∫ ∞
−∞
(−z)k exp
(
x2
log q4 + ikx
)
dx
(−zweix; q)∞
√
π log q−4
.
The result is
(7.4) Aq (z) =
∞∑
k=0
qk
2
(q; q)k
(−z)k (w; q)k Aq
(
wzq2k
)
.
One can also prove (7.4) directly as follows. First expand Aq(wzq
2k) in power series then expand
(w; q)k using the q-binomial theorem in the form
(z; q)n =
n∑
k=0
[
n
k
]
q
(−z)kq(k2).(7.5)
Some manipulations show that the coefficient of (−z)swr in the right-hand side of (7.4) is
qs
2
(q; q)r(q; q)s−r
r∑
j=0
[
r
j
]
q
(−1)jq(j2).
In view of (7.5), the j-sum vanishes unless r = 0 and the identity (7.4) follows.
Similarly, for |z| < 1 we have
Aq (z) =
∫ ∞
−∞
exp
(
x2
log q4
)
(−zeix,−qzeix; q2)∞
√
π log q−4
dx
=
∞∑
k=0
(−z)k
(q2; q2)k
∫ ∞
−∞
exp
(
x2
log q4 + ikx
)
(−qzeix; q2)∞
√
π log q−4
dx
=
∞∑
k=0
(−z)k qk2
(q2; q2)k
(
zq2k+2; q2
)
∞ .
This proves that
(7.6)
Aq (z)
(zq2; q2)∞
=
∞∑
k=0
(−z)k qk2
(q2, zq2; q2)k
.
It is clear that both sides of (7.6) are analytic in |z| < q−2, then the equation (7.6) holds inside this
larger open disk.
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7.2 The Polynomials Sn(x; q) and L
(α)
n (x; q)
From (5.42) and (5.12) to get
Sn (x; q) (q; q)n =
1√
π log q−2
∫ ∞
−∞
(
xq1/2eiy; q
)
∞(
xq1/2+neiy; q
)
∞
exp
(
y2
log q2
)
dy
=
∞∑
k=0
qk
2/2 (−x)k
(q; q)k
1√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2 + iky
)
dy(
xq1/2+neiy; q
)
∞
=
∞∑
k=0
qk
2
(−x)k
(q; q)k
(−xqn+k+1; q)∞ ,
that is,
(7.7)
Sn (x; q) (q; q)n
(−xqn+1; q)∞
=
∞∑
k=0
qk
2
(−x)k
(q,−xqn+1; q)k
.
One can prove (7.7) directly by expanding (−xqn+1+k; q)∞ as a sum over m. The coefficient of
xs in ∞∑
k=0
qk
2
(−x)k
(q; q)k
(−xqn+k+1; q)∞
is
qns+s(s+1)/2
s∑
k=0
[
s
k
]
q
(−1)kq−nk+k(k−1)/2 = qns+s(s+1)/2(q−n; q)s,
where we used (7.5) in the last step. This proves (7.7).
From (5.42) and (5.34) we obtain
Sn (x; q) (q; q)n =
1√
π log q−2
∫ ∞
−∞
(
q1/2xeiy; q
)
∞(
xeiyqn+1/2; q
)
∞
exp
(
y2
log q2
)
dy
=
∞∑
k=0
(
xqn+1/2
)k
(q; q)k
∫ ∞
−∞
(
q1/2xeiy; q
)
∞√
π log q−2
exp
(
y2
log q2
+ iky
)
dy
=
∞∑
k=0
(xqn)k
(q; q)k
q(
k+1
2 )Aq
(
qkx
)
,
that is,
(7.8) Sn (x; q) =
1
(q; q)n
∞∑
k=0
(xqn)
k
(q; q)k
q(
k+1
2 )Aq
(
qkx
)
.
Formula (7.8) can be thought of an inverse to the standard generating function [22, (3.27.11)]
∞∑
n=0
Sn(x; q)w
n =
Aq(xw)
(w; q)∞
.(7.9)
Note that (7.8) also follows from equating like powers of x.
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The next group of formulas resemble connection relations for q-Laguerre polynomials. First we
note the generating function [22, (3.21.12)]
∞∑
n=0
L(α)n (x; q) t
nq−αn =
1
(tq−α; q)∞
1φ1
(−x
0
∣∣∣∣ q, qt
)
.(7.10)
This implies the connection relation
q−αnL(α)n (x; q) =
n∑
k=0
(qα−β ; q)n−k
(q; q)n−k
q−βkL(β)k (x; q) .(7.11)
For convenience we collect the next few results in a theorem.
Theorem 7.1. The q-Laguerre polynomials have the following properties(
qα+n+1; q
)
∞ (q; q)n
(−xqα+n+1; q)∞ L
(α)
n (x; q) =
∞∑
k=0
q(
k
2)+k(α+1)
(q; q)k
(−1)k (−x; q)k
(−xqα+n+1; q)k ,(7.12) (
qα+1; q
)
n
(q; q)n
=
∞∑
k=0
(qn; q)k q
(k2)
(
xqα+1
)k
(q, qα+n+1; q)k
L(α+k)n (x; q) ,(7.13)
(qα+1; q)∞
(qβ+1; q)∞
L(α)n (x; q) =
∞∑
k=0
(
qβ−α; q
)
k
q(
k
2)
(q, qβ+n+1; q)k
(−qα+1)k L(β+k)n (xqα−β ; q) .(7.14)
Proof. Applying (5.56) we obtain
(
qα+n+1; q
)
∞ (q; q)n L
(α)
n (x; q) =
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n
exp
(
y2
log q2
)
√
π log q−2
(−qα+1/2eiy; q)∞ dy
=
∫ ∞
−∞
(
xeiyqα+1/2; q
)
∞(−qα+1/2eiy; q)∞
(
π log q−2
)−1/2
exp
(
y2
log q2
)
√
π log q−2
(
xeiyqα+n+1/2; q
)
∞
dy
=
∞∑
k=0
(−x; q)k
(q; q)k
(−qα+1/2)k√
π log q−2
∫ ∞
−∞
exp
(
y2
log q2 + iky
)
dy(
xeiyqα+n+1/2; q
)
∞
=
∞∑
k=0
(−x; q)k
(q; q)k
(−qα)k q(k+12 ) (−xqα+n+k+1; q)∞ ,
where we used (5.12) in the last step. This leads to the identity (7.12). It must be noted that one
can prove (7.12) by writing the right-hand side as
lim
u→0 2
φ1
( −x, 1/u
−xqα+n+1
∣∣∣∣ q, uqα+1
)
,
then apply the transformation (2.50) to see that the right- hand side becomes
(qα+1; q)∞
(−xqα+n+1; q)∞ limu→0 2φ1
(
q−n, 1/u
qα+1
,
∣∣∣∣ q,−xuqα+n+1
)
and the result follows from the explicit representation (2.36).
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Next we apply (5.12) to establish
(
qα+1; q
)
∞
(q; q)n
=
1√
π log q−2
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n
exp
(
y2
log q2
)
(
xeiyqα+1/2; q
)
n
(−qα+1/2eiy; q)∞
dy
(q; q)n
=
∞∑
k=0
(qn; q)k
(q; q)k
xkqk(α+1/2)√
π log q−2
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n
exp
(
y2
log q2 + iky
)
(q; q)n
(−qα+1/2eiy; q)∞ dy
=
(
qα+n+1; q
)
∞
∞∑
k=0
(qn; q)k q
(k2)
(
xqα+1
)k
(q, qα+n+1; q)k
L(α+k)n (x; q) ,
where we used (5.56) in the last step. This proves (7.13). An alternate proof of (7.13) is to replace
L
(α+k)
n (x) by its series expansion then rearrange the terms. This proof is rather lengthy.
From (5.56) to get
(
qα+n+1; q
)
∞ L
(α)
n (x; q) =
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n√
π log q−2 (q; q)n
exp
(
y2
log q2
)
(−qα+1/2eiy; q)∞ dy
=
∫ ∞
−∞
(
xeiyqα+1/2; q
)
n√
π log q−2 (q; q)n
exp
(
y2
log q2
)
(−qβ+1/2eiy; q)∞
(−qβ+1/2eiy; q)∞(−qα+1/2eiy; q)∞ dy
=
∞∑
k=0
(
qβ−α; q
)
k
(q; q)k
(
−qα+1/2
)k ∫ ∞
−∞
(
xeiyqα+1/2; q
)
n√
π log q−2 (q; q)n
exp
(
y2
log q2 + iky
)
dy(−qβ+1/2eiy; q)∞
=
∞∑
k=0
(
qβ−α; q
)
k
(q, qβ+n+1; q)k
(−qα+1)k q(k2) (qβ+n+1; q)∞ L(β+k)n (xqα−β ; q) ,
and (7.14) follows. Formula (7.14) also follows by direct computation.
Theorem 7.2. We have the connection relation
(7.15) L(α)n (x; q) =
1
(qα+n+1; q)∞
∞∑
k=0
q(
k
2)
(q; q)k
(−qα+1)k Sn (xqk+α; q) .
and its inverse
(7.16)
Sn (xq
α; q)
(qα+n+1; q)∞
=
∞∑
k=0
qk
2+kαL
(α+k)
n (x; q)
(q, qα+n+1; q)k
.
Proof. We discovered these formulas by using (5.56), (5.42), (5.56) and (5.42). However a direct
proof of (7.15) is straight forward. The proof of (7.16) uses
I(2)ν (2z; q) =
zν
(q; q)∞
1φ1(z
2; 0; q, qν+1).(7.17)
which we recently proved in [21].
7.3 The q-Bessel Function
Theorem 7.3. The expansion formula
(7.18) J
(2)
ν+α (z; q) q
αν/2 =
(z
2
)ν ∞∑
k=0
(q−ν ; q)k
(q; q)k
q(
k+1
2 )
(
−2q
(ν+2α)/2
z
)k
J
(2)
α+k
(
zqν/2; q
)
.
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and the generating function
(7.19)
J
(2)
ν (2wz; q)
(wz)ν
=
(
w2, qν+1; q
)
∞
(q, q)∞
∞∑
n=0
L
(ν)
n
(
z2; q
)
w2n
(qν+1; q)n
,
hold. Moreover (7.19) has the inverse relation
(7.20) L(α)n
(
z2
4
; q
)(z
2
)α
=
(
qn+1; q
)
∞
(qα+n+1; q)∞
∞∑
k=0
q(
k+1
2 )
(q; q)k
(
zqα+n
2
)k
J
(2)
k+α (z; q) ,
which gives analytic continuation of n to C. Furthermore we have the multiplication formula
(7.21) J (2)ν (wz; q) = z
ν
∞∑
k=0
(
z2; q
)
k
(q; q)k
q(
k+1
2 )
(
qνw
2
)k
J
(2)
ν+k (w; q) .
Proof. The first two identities can be proved using the inverse pair (5.68). We include a more
elementary proof. From the definition of J
(2)
ν we find that the right-hand side of (7.18) is
(z
2
)ν+α ∞∑
k=0
(q−ν ; q)k
(q; q)k
q(
k+1
2 )(−1)kqk(ν+α) (q
α+1; q)∞
(q; q)∞
∞∑
j=0
(−1)jqj(j+α+k)
(q; q)j(qα+1; q)j+k
(z
2
qν/2
)2j
=
(z
2
)ν+α (qα+1; q)∞
(q; q)∞
∞∑
j=0
(−1)jqj(j+α)
(q; q)j(qα+1; q)j
(z
2
qν/2
)2j
lim
u→0 2
φ1(q
−ν , 1/u; qα+j+i; q, uqα+ν+j+1).
The 2φ1 sums to (q
ν+α+j+1; q)∞/(qα+j+1; q)∞ and the result simplifies and establishes (7.18). The
generating function (7.19) is known, see [22, (3.21.13)]. The proofs of (7.20) and (7.21) are straight
forward and will be omitted.
The special case n = 0 of (7.20) is
(7.22)
(
qν+1; q
)
∞
(
z
2
)ν
(q; q)∞
=
∞∑
k=0
q(
k+1
2 )
(q; q)k
(
qνz
2
)k
J
(2)
k+ν (z; q) .
By writing J
(2)
ν as a confluent limit of a 2φ1 then apply the iterated Heine transformation [11, (III.2)]
we find that
(7.23) J (2)ν (z; q) =
(
z
2
)ν
(q; q)∞
∞∑
k=0
(−z2/4; q)
k
(q; q)k
q(
k+1
2 ) (−qν)k .
Theorem 7.4. We have the inverse pair
J (2)ν (2z; q) =
zν
(q; q)∞
∞∑
k=0
(−qν)k
(q; q)k
q(
k+1
2 )Aq
(
qν+kz2
)
,(7.24)
zνAq
(
qνz2
)
(q; q)∞
=
∞∑
k=0
qk
2
(q; q)k
(
qν
z
)k
J
(2)
k+ν (2z; q) .(7.25)
One can prove (7.24) from (5.68) and prove (7.25) by using (5.34). Both formulas however follow
from series manipulations and the q-Gauss sum.
The next group of expansions involve the q-Bessel function J
(3)
ν .
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Theorem 7.5. For the q-Bessel function J
(3)
ν (z; q) we have
zµ−νJ (3)ν (2z; q) =
∞∑
n=0
(qµ−ν ; q)n
(q; q)n
(
−q
ν+1/2
z
)n
J
(3)
µ+n
(
2qn/2z; q
)
,(7.26)
J (3)ν (2z/w; q) = w
−ν
∞∑
n=0
(w2; q)n
(q; q)n
(
−q
(1−ν)/2z
w2
)n
J
(3)
n+ν
(
2qn/2z; q
)
,(7.27)
(
z2q; q
)
∞
(q; q)∞
=
∞∑
n=0
qn(n+ν)/2
(q; q)n
J
(3)
ν+n
(
2qn/2z; q
)
zν+n
,(7.28)
L(ν)n
(
−z2q1/2; q
)
=
(qn+1; q)∞
(qν+n+1; q)∞
∞∑
k=0
qk(k−ν−n)/2
(q; q)k
zk
J
(3)
k+ν
(
2zq(n+k)/2; q
)
(
zqn/2
)ν ,(7.29)
J
(3)
ν
(
2zqn/2; q
)
zν
=
(
qν+n+1; q
)
∞
(qn+1; q)∞
∞∑
k=0
q(
k+1
2 )
(−z2)k
(q, qν+n+1; q)k
L(ν+k)n
(−z2q−ν ; q) .(7.30)
Proof. From (5.76) we get
z−νJ (3)ν (2z; q) =
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2
)
dx(
q,−qν+1/2eix,−z2q1/2eix; q)∞
=
1√
π log q−2
∫ ∞
−∞
(−qµ+1/2eix; q)∞
(−qν+1/2eix; q)∞
exp
(
x2
log q2
)
dx(
q,−qµ+1/2eix,−z2q1/2eix; q)∞
=
∞∑
n=0
(qµ−ν ; q)n
(q; q)n
(−qν+1/2)n√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2 + inx
)
dx(
q,−qµ+1/2eix,−z2q1/2eix; q)∞
=
∞∑
n=0
(qµ−ν ; q)n
(q; q)n
(
−qν+1/2
)n
z−µ−nJ (3)µ+n
(
2qn/2z; q
)
,
and (7.26) follows. Similarly, we find that
(z/w)
−ν
J (3)ν (2z/w; q) =
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2
)
dx(
q,−qν+1/2eix,−z2q1/2eix/w2; q)∞
=
1√
π log q−2
∫ ∞
−∞
(−z2q1/2eix; q)∞
(−z2q1/2eix/w2; q)∞
exp
(
x2
log q2
)
dx(
q,−qν+1/2eix,−z2q1/2eix; q)∞
=
∞∑
n=0
(w2; q)n
(q; q)n
qn/2
(−z2/w2)n√
π log q−2
∫ ∞
−∞
(−1)n exp
(
x2
log q2 + inx
)
dx(
q,−qν+1/2eix,−z2q1/2eix; q)∞
= z−ν
∞∑
n=0
(w2; q)n
(q; q)n
(
−q
(1−ν)/2z
w2
)n
J
(3)
n+ν
(
2qn/2z; q
)
,
which establishes (7.27).
To prove (7.28) we use
qα
2/2
(
−zqα+1/2; q
)
∞
=
1√
2π log q−1
∫ ∞
−∞
exp
(
x2
log q2 + iαx
)
(zeix; q)∞
dx
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to get
qα
2/2
(
z2qα+1; q
)
∞
(q; q)∞
=
1√
2π log q−1
∫ ∞
−∞
exp
(
x2
log q2 + iαx
)
(
q,−z2q1/2eix; q)∞ dx
=
1√
2π log q−1
∫ ∞
−∞
(−qν+1/2eix; q)∞ exp
(
x2
log q2 + iαx
)
(
q,−qν+1/2eix,−z2q1/2eix; q)∞ dx
=
∞∑
n=0
qn
2/2+nν
(q; q)n
1√
2π log q−1
∫ ∞
−∞
exp
(
x2
log q2 + i(α+ n)x
)
dx(
q,−qν+1/2eix,−z2q1/2eix; q)∞
=
∞∑
n=0
qn
2/2+nν/2−αν/2
(q; q)n
z−α−n−νJ (3)α+ν+n
(
2q(α+n)/2z; q
)
,
and the result follows. We then proceed in a similar fashion to obtain(
qα+n+1; q
)
∞ L
(α)
n
(
−z2q1/2; q
)
=
1√
2π
∫ ∞
−∞
(−z2eiyq1/2; q)
n√
log q−1 (q; q)n
exp
(
y2
log q2
)
(−qα+1/2eiy; q)∞ dy
=
1√
2π
∫ ∞
−∞
(−z2eiyq1/2; q)∞√
log q−1 (q; q)n
exp
(
y2
log q2
)
(−qα+1/2eiy,−z2eiyqn+1/2; q)∞ dy
= (qn+1; q)∞
∞∑
k=0
qk
2/2
(q; q)k
z2k
∫ ∞
−∞
exp
(
y2
log q2 + iky
)
dy(
q,−qα+1/2eiy,− (zqn/2)2 eiyq1/2; q)
∞
dy√
π log q−2
=
(qn+1; q)∞
zαqαn/2
∞∑
k=0
qk(k−α−n)/2
(q; q)k
zk)J
(3)
k+α
(
2zq(n+k)/2; q
)
,
and we have established (7.29). Finally (7.30) follows from the following calculation
J
(3)
ν
(
2zqn/2; q
)
zν
=
1√
π log q−2
∫ ∞
−∞
exp
(
x2
log q2
)
dx(
q,−qν+1/2eix,−z2q1/2+neix; q)∞
=
1
(q; q)∞
∞∑
k=0
(−z2q1/2)k
(q; q)k
∫ ∞
−∞
(−z2q1/2eix; q)n exp
(
x2
log q2 + ikx
)
dx(−qν+1/2eix; q)∞√π log q−2
=
∞∑
k=0
(−z2q1/2)k
(q; q)k
qk
2/2
(
qk+ν+n+1; q
)
∞
(qn+1; q)∞
L(ν+k)n
(−z2q−ν ; q) .
This completes the proof.
7.4 The 1φ1 Function
Our next theorem gives expansions of 1φ1 into a series of Bessel or Ramanujan functions.
Theorem 7.6. We have the expansions
1φ1
(−aqν+1; qν+1; q, z) = (q; q)∞
(qν+1; q)∞
∞∑
k=0
q(
k
2)(−z)k
(q; q)k
J
(2)
ν+k (2
√
az)
(az)
(ν+k)/2
.(7.31)
(z; q)∞ 1φ1 (a; z; q,−z) =
∞∑
k=0
z2kq2k
2−k
(q2; q2)k
Aq
(
q2k−1az
)
.(7.32)
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Proof. One proof of (7.31) uses the case b = qν+1, α = 0 of (5.82). Another proof follows by
interchanging sums and the use of the finite q-binomial theorem. One way to prove (7.32) is to take
b = −z√q in (5.82) to get
(−z√q; q)∞ 1φ1
(
−a√q;−z√q; q, zq1/2
)
=
1√
π log q−2
∫ ∞
−∞
(
az
√
qeix; q
)
∞ exp
(
x2
log q2
)
dx
(zeix,−zeix; q)∞
=
1√
π log q−2
∫ ∞
−∞
(
az
√
qeix; q
)
∞ exp
(
x2
log q2
)
dx
(z2e2ix; q2)∞
=
∞∑
k=0
z2k
(q2; q2)k
∫ ∞
−∞
(
az
√
qeix; q
)
∞ exp
(
x2
log q2 + 2ikx
)
dx√
π log q−2
=
∞∑
k=0
z2kq2k
2
(q2; q2)k
Aq
(
q2kaz
)
,
which is essentially (7.32). Another interesting proof is to write the left-hand side as
∞∑
n=0
(a; q)n
(q; q)n
(zqn : q)∞znq(
n
2) =
∑
j≥0,n≥k≥0
(−a)kq(k2)
(q; q)k(q; q)n−k
(−zqn)jq(j2)
(q; q)j
znq(
n
2)
=
∞∑
m=0
zm
(q; q)m
Aq(azq
m−1)q(
m
2 )
m∑
j=0
[
m
j
]
q
(−1)j .
The j sum is e−iπm/2Hm(0|q). ButHm(0|q) = 0 for n odd andH2m(0|q) = (−1)m(q; q)2m/(q2; 2q2)m,
[15, (13.2.19]. This completes the proof.
Theorem 7.7. We have
(z; q)∞
(b; q)∞
=
∞∑
k=0
(b/(az); q)k (−az)k q(
k
2)
(q, b; q)k
1φ1
(
a; bqk; q, zqk
)
.(7.33)
and
J (2)ν (z
√
q; q)
(
z
√
q
2
)−ν
=
(
qν+1; q
)
∞
(q; q)∞
∞∑
k=0
zkqk
2
(q, qν+1; q)k
1φ1
(
−q
ν+1z
4
; qν+k+1; q, zqk+1
)
.
(7.34)
Proof. Using (5.12) and the q-binomial theorem gives (7.33). A more direct proof is to expand the
1φ1 and write the right-hand side in the form
∞∑
n,k=0
(b/az; q)k(−az)kq(
k
2)
(q; q)k(b; q)n+k
(a; q)n
(q; q)n
(−zqk)nq(n2) =
∞∑
m=0
q(
m
2 )zm(a; q)m
(b, q; q)m
2φ1
(
q−m, b/az,
q1−m/a
∣∣∣∣ q, q
)
=
∞∑
m=0
q(
m
2 )zm(a; q)m
(b, q; q)m
(q1−mz/b; q)m
(q1−m/a; q)m
(
b
az
)m
= lim
u→0 2
φ1
(
b/z, 1/u
b
∣∣∣∣ q, zu
)
=
(z; q)∞
(b; q)∞
,
where we used the Chu-Vandermonde sum and the q-Gauus sum. This gives (7.33). To prove (7.34)
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start with (5.68) and proceed as follows
J (2)ν (z; q)
(z
2
)−ν
=
1√
π log q−2
∫ ∞
−∞
(
qν+1/2z2eix
4 ; q
)
∞
exp
(
x2
log q2
)
(
q,−qν+1/2eix; q)∞ dx
=
1√
π log q−2
∫ ∞
−∞
(
−zeix, qν+1/2z2eix4 ; q
)
∞
exp
(
x2
log q2
)
(
q,−qν+1/2eix,−zeix; q)∞ dx
=
∞∑
k=0
zkq(
k
2)
(q; q)k
∫ ∞
−∞
(
qν+1/2z2eix
4 ; q
)
∞
exp
(
x2
log q2 + ikx
)
(
q,−qν+1/2eix,−zeix; q)∞ dx
=
1
(q; q)∞
∞∑
k=0
zkq(
k
2)
(q; q)k
(
qν+k+1; q
)
∞ q
k2/2
1φ1
(
−q
ν+1/2z
4
; qν+k+1; q, zqk+1/2
)
.
An alternate proof follows by expanding the 1φ1 as a sum over n, say, then expand (−qν+1z/4; q)n
by the q-binomial theorem. as a sum over j. After repleacing n by n + j and n + k by m the
right-hand side of (7.34) is
(qν+1; q)∞
(q; q)∞
∞∑
m,j=0
zm+2j(−1)m+jqj(j+ν+1)
4j(qν+1; q)m+j(q; q)j(q; q)m
qjm+(
m+1
2 )
m∑
n=0
[
m
k
]
q
(−1)kq(k2).
The k sum is δm,0. This completes the proof.
Theorem 7.8. The expansions
1φ1 (a; b; q, z) =
(bd; q)∞
(b; q)∞
∞∑
k=0
(d; q)k (−b)k q(
k
2)
(q, bd; q)k
1φ1
(
a; bdqk; q, zqk
)
,(7.35)
1φ1 (aw; b; q, z) =
∞∑
k=0
(w; q)k (−z)k q(
k
2)
(q, b; q)k
1φ1
(
a; bqk; q, wzqk
)
,(7.36)
and
(q; q)n L
(α)
n (x; q)
(qα+1; q)n
=
∞∑
k=0
(−q−α−n−1/2; q)
k
xkq(k+2α+2n+1)k/2
(q, qα+1; q)k
×1φ1
(
−qα+1/2; qα+k+1; q, xqk+1/2
)
,
(7.37)
hold.
Proof. Formula (7.35) easily follows from writing the 1φ1 on the right side as a series then interchange
the sums. We originally discovered (7.35) by applying (5.82). To prove (7.36) write the 1φ1 on the
right-hand side as a sum over n, then let n + k = m and fix m and evaluate the k sum using the
Chu-Vandermonde sum. The result simplifies to the left-hand side. Formula (7.36) also follows from
(7.35). We now come to (7.37). We express the 1φ1 on the right-hand side as a sum over j say,
then let m = j + k so the right hand side is
∑∞
m=0
∑m
k=0 · · · . We then evaluate the k sum by the
Chu-Vandermonde theorem and the result follows. A more constructive proof of (7.37) follows from
(5.56)
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