This is applied to prove that every multilinear polynomial identity of degree
In + 1 which holds in the matrix ring F (n > 2) is a consequence of the stan- For a more detailed discussion of the theory of polynomial identities see [2] and [3l.
In this work F is assumed throughout to be a field of zero characteristic, and F denotes the ring of n x n matrices over F. Our main concern here is with the vector spaces V, of all the multilinear identities of F in the variables x , ■ • • , x,. It has been known for a long time that V, = Í0Î for k < 2n (i.e. F satisfies no nonzero identities of degree less than 2n) and that V? is spanned by the standard identity s . It is also known that F satisfies an identity of degree ]/¿(n + \)(n + 2) -1 which does not follow from s . (This result of Amitsur has not been published.) Here a first attempt is made at classifying the identities of degrees higher that 2n. For the simplest case, namely that of degree 2w + 1 (it turns out that already this case is not at all simple!) we achieve
The machinery developed in the course of proving the above theorem might be useful also in the more general case. We first study general spaces acted upon by the symmetric group and construct for them systems of generators with special symmetry and skew symmetry properties ( §1). It therefore suffices to prove the main theorem for such generators of V2 ., and this is done in § §3 and 4. In the course of such a proof one requires a lot of substitutions from F with predetermined properties; §2 provides some criteria of combinatorial character which guarantee the existence of such substitutions. In §5 the dimension of V . , is com¿n +1 puted (it is 4n(n + l)) and the paper is concluded with an example: an identity in V-, , is constructed, which does not seem trivially to follow from s" ; as a 2n+l ' ' In matter of fact, we had to resort to the main theorem in order to see this.
Unfortunately, the degree of complexity of the case we have treated permits us little hope for the treatment of higher degrees. Some essential improvement on our techniques seems to be needed. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
It is convenient to characterize the symmetry and skew symmetry of elements of V using the operator o.. £ F(S,), defined as follows:
a.. -HÜ + Uj)).
Note that a., is an idempotent linear transformation in V, and that the set of Note that every v £ V is 0-symmetric. On the other hand, v is 0-perfect if and only if it is (p^)-skew symmetric for all 1 < p < q < k. In particular, a polynomial f £ V, is 0-perfect if and only if it is a scalar multiple of the standard polynomial s,.
Theorem 3. Let V be a representation module for 2, and let S and P be the subspaces of V spanned respectively by its r-symmetric and r-perfect elements. Then (a) S = P + S , for all r > 0. Proof, (a) Clearly S D. P + S ., so we prove the reverse inclusion, noting that it is enough to do so for r-symmetric elements only. Let v £ V be r-symmetric and assume for convenience that v is (l 2)-, (3 4)-, • • • > (2r -1 2r)-symmetric. Then, for every 2r < p < q < k, a v is (r + l)-symmetric, i.e., a v = v = v (mod 5, ,), a v = 0 for all 2r < p < q < k and a..v =v for (ij) = (l 2), (2r -Í r) . But this just means that v £ P, and v -v e Sfe that is, v e P, + 5, ,. suppose there is given a number r and a sequence u = (2., •••, i, .) such that r = iy for some \ <v <k + I. We then say that z'" is an occurrence of r in z/, or that r occurs in u in the n:h position. Such an occurrence is external if v = 1 or y = /i + 1, and internal otherwise.
The notion of rigidity is of interest mainly for «-simple sequences of length 2« -1 (i.e. l(u ) = 2«). This is because the maximal length for which «-rigid sequences exist is 2« -1, as follows easily from the proof of the next theorem. (i) Every number r occurring in u occurs in it exactly twice.
(ii) Denote the first and second occurrences of a number r in u by iv. (r) and i'v2(r) respectively (i.e. ¿v,(r) = ¿v2(r) = r an<^ vAr)<vAr)). Then for no r and s does the relation vAr) < v.is) < vAr) < vAs) hold.
We may think of the two positions of occurrence of r in u as a pair of paren- 2« is even (namely, 2rz -2k). So we conclude that vAs ) + 1 is vacant, which proves our assertion. We now define v (k + l) = vAs ) + 1.
[At this stage, the partially-filled sequence u has the following form:
We assert that A still satisfies conditions I and II of the theorem.
The case where vAk + 1) + 1 was vacant (and subsequently was defined to be vAk + 1)) is trivial, so proceed with the other case. The positions between vAk + l) and vAk + 1) are
so there is an even number of them and condition I is proved for k + 1. For 1 < r < k, I is easily seen to be preserved. To establish condition II, assume that for some 1 < r < k we have vAk + l) < vAr) < vAk + l). Then, by the construction of v.ik + l), we also have ia(s.) < v.ir) < vAs .) for some 1 <.» <./, forcing v. is .) < vAr) < vAs .) since II holds in A. Thus vAk + l) < vJr) < vAk + 1). 1, 2, 2, 6, 3, 7, 4, 4, 7, 3, 5, 8, 8, 5, 6, 1) ,
Note that if we were given, say, 1^(5) = 13 (instead of 14) there would be no way to complete u rigidly.
One application we shall need later is the following Corollary 6.. Let l<s, <s"<..><s < 2« -1 be given numbers such that s . -s . > 1 for z = 2, • • . , t. Then there exists an n-rigid sequence of length 2« -1, having in its s .th position an idempotent for all 1 < 2' < t.
Proof. Choose arbitrary distinct numbers 1 < r , • • • , r < « and define a se-
5, this partial definition of zz can be completed rigidly, and the sequence zz defined by u satisfies all the requirements. D
Numerous additional applications will occur in §^3 and 4.
So far, we were concerned with «-simple sequences of length 2« -1, but our main interest in the sequel will be with longer sequences, where rigidity is impossible. To render the above theorems applicable in the more general case we introduce the following term.
Definition. An «-simple sequence u is called n-semirigid if by deleting a certain number of idempotents, one can obtain from u an «-rigid sequence of length 2« -1.
For instance, (e. , e , e22< e j, e,,) is a 2-semirigid sequence of length 5:
By deleting the idempotents in its 3rd and 5th positions, a rigid sequence is obtained. In order to prove the main theorem it is enough by Theorem 7 to prove T Ç ß.
Since we have already seen that s2 £ B, it is necessary to establish ß-membership only in the cases of 1-perfect polynomials and 2-symmetric polynomials.
The former will be treated in the present section and the latter, which is more in- We now get down to proving that every 1-perfect identity / £ A is in ß. It is enough to consider (12)-perfect identities (by which we mean identities that are (12)-symmetric and (z'/)-skew symmetric for every 2 < i < j) for all other 1-perfect identities can be gotten from these by substituting the variables in different order.
For the sake of brevity we therefore agree that in this section the term "perfect identity" will always mean " (12) We have yet to show that p. is (ze/)-skew symmetric for all 2 < k < I. Indeed, using Lemma 8 (or direct observation) we get Write f(u) = 2" . , t. e .. = 0 since / is an identity for F , so that t.. = 0 for We have proved the vanishing of the coefficient for every possible position of x and x in the monomial, thus proving / to be the zero polynomial. G
The main theorem of this section now follows easily.
Theorem 11. If f £ A is a perfect identity then f £ B.
Proof. Suppose the special monomials from Lemma 10 occur in / with the following coefficients: ß^Xj proof of Lemma 9): a1+ai = ßv-ai+aÄ = ß2>ai+Ci4 = ßi and ~ ai + a2 + a4 = @4-Solvin8 for the a/s we êet ai = ^3 -ß2), a2 = ß4 -ß2> a3 = /3j -!4(/33 -ß2), a4 = ^(ß2 + ßA. Now define ctp a2, ay a4 by these formulas and let g = c-jpj + a2p2 + a3p3 + a4p4" Then both / and g are perfect identities having the same coefficients for the special monomials. Consider f -g. This is a perfect identity in which the coefficients of the special monomials vanish; so, by Lemma 10, / -g = 0, i.e. / = g £ B. D Incidentally, the last proof (and Lemma 9) shows that p., p2, p,, p. form a linear basis for the space of (12)-perfect identities in A.
Main theorem:
the 2-symmetric case.
We retain the notation of §3. In the present section we prove that every 2-symmetric polynomial in A belongs to B, thereby completing the proof of the main theorem. It is enough to prove the assertion for polynomials which are, say, (12)-and (34)-symmetric, so in this section the term "2-symmetric polynomial" will always refer to such a polynomial.
Note first that B contains the following two linearly independent 2-symmetric polynomials:
• X3' X2' V * * * ' X2n + 1} + S2"(X2 * X3' XV X4' ' * ' ' X2" + l) + s2n(xl . x4, x2, *3, ... , x2n + 1) + s2n(x2 . x4, Xj, Xy ..., x2n+l),
+ s^2 n U4 . Xj, x2, x3, ... , x2n+1) + s2n(x4 • x2, Xj, x3, • •• , *2n+1).
We wish to represent every 2-symmetric identity in A as a linear combination of these two by showing, as before, that every 2-symmetric identity in which two special coefficients vanish must be the zero polynomial. Unlike the former case, however, some preparatory work is needed here.
Lemma 12. Let M^ = x«r(i) ' * ' *a(2"+l) and let ^=2^Z2n+1 a0Mo-** (12)- (b) A single variable is on one side of u and the rest on the other side. We may assume that x^ is on the right, and the rest on the left of u. In order that all symmetric pairs should touch each other, x must occur between y . and z ., say in the form y.x z Let us now locate y2 and z in the monomial, noting first that they do not touch (x , x ) and thus may be interchanged. Since the block y yxx z z2 cannot occur in M^ (no (y, z)-contact), it follows that also z y x z y2 cannot occur. Thus, by suitably interchanging y2 and z2 (if necessary) we may assume that Ma has one of the following forms:
either Ma = y x z z y ux or Ma = z2y2y \x2z\ux\ ■ In the former case we may interchange x and y, (they do not touch (zy z2)), concluding that the monomial x x z z y uy has nonzero coefficient. But this is impossible since there is no (x, y)-contact in this monomial.
In the latter case we may interchange Xj and z (they do not touch (yj, y2)), obtaining the monomial z^y^x^Zj in which there is no (x, z)-contact-a contradiction again. We split the proof into two steps.
Step (a). We claim that a monomial with nonzero coefficient exists in /, in which there is a single contact between (x., x2) and (x3, x .). Indeed, the monomial M^ we started with must have a certain (positive) number of contacts between (x., x2) and (x3, x.), or it would have zero coefficient by Corollary 13.
If the number of these contacts is 1, there is nothing to prove. Suppose now there are two such contacts. Then in one of the pairs both members must take part in the contacts. Assume this pair is (x,, x2 and (x,, x4).
Step (b and get (using ( (3) and (4) It will therefore suffice to treat the 1-perfect polynomials and we do this, say, for the (1 2)-perfect case.
In §3 it was shown the dimension of the space of the (1 2 Theorem 20 may now be used to obtain
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