The present study computes B-W extension model (extended Bursa-Wolf model) coordinate transformation parameters from World Geodetic System 1984 (WGS-84) to the Everest datum namely Everest (1830) and Everest (1956) using records of coordinate measurements from Global Positioning System (GPS) observable across Nepal region. Synthetic or modeled coordinates were determined by using the Arti cial Neural Network (ANN) and Singular Value Decomposition (SVD) methods. We studied 9-transformation parameters with the help of the ANN technique and validated the outcomes with the SVD method. The comparative analysis of the ANN, as well as SVD methods, was done with the observed output following one way ANOVA test. The analysis showed that the null hypothesis for both datums were acceptable and suggesting all models statistically signi cantly equivalent to each other. The outcomes from this study would complement a relatively better understanding of the techniques for coordinate transformation and precise coordinate assignment while assimilating data sets from di erent resources.
Introduction
The geocentric datum Everest (1830) and Everest (1956) are the o cial Indian continent coordinate systems and have been implemented for more than 150 years. These datums played an important role in the geodetic studies of the Indian continent. Generally, the 7-parameter (one scale fac-tor, three rotations, and three translations) transformation model was employed to compute the transformation parameters. However, the number of transformation parameters can be increased for better accuracy in positioning. For example, 3 di erent scale factors may be computed instead of one scale factor. There were various approaches used to coordinate transformation parameters in di erent local datum like Arti cial Neural Network (ANN) (Tierra et al, 2008) , Procrustes approach (Awange et al, 2008) and least square method (Ansari et al, 2017a etc. ANN is a computing system contains the number of neurons interrelated with the links of variable synaptic weights. The weighted input information is received by each neuron unit by a factor which indicates the strength of the synaptic relation to generating an output. This output is then forwarded as a new input to an added neuron by adapting new weights (Ziggah et al, 2016) . The main objective of the study was to build an ANN forecasting model that can compute the transformation parameters for the Everest datums. We used the Back Propagation Arti cial Neural Network (BPANN) for converting coordinates from WGS-84 to Everest datum. A feed-forward network with 10 neurons was created and trained on that given data. Except for BPANN, another technique known as Singular Value Decomposition (SVD) method for the purpose of validation and simplicity for readers was also applied in the study. Here, we used BPANN method for the 22 GPS stations located all over Nepal (Fig. 1 ) and tried to compute the coordinate transformation parameters from WGS-84 to Everest datum. These GPS data were available for the public at the website of Caltech Tectonics Observatory as well as UNAVCO. The GPS observation data in rinex formats have been downloaded from UNAVCO website (ftp://dataout.unavco.org/pub/rinex/) and processed on a daily basis by using GAMIT-GLOBK processing software (Herring et al, 2010) . The IGS sites namely LCK3 (Lucknow) from India, LHAZ (Lhasa) from Tibet and one permanent GPS site TIMP from Bhutan have been used to link between regional and global solutions. 
De nition of the Problem
Let us consider in 7-parameter transformation model (from WGS-84 to Everest datums) s is scale factor, Rx, Ry, and Rz are three rotations and Tx, Ty and Tz are three translations parameters. Then the Bursa-Wolf model from Everest datum to WGS-84 can be written in the simple form (Bursa 1962) :
Here we used 9-parameter (three scale factors, three rotations, and three translations) transformation model and named it B-W extension model. If we take three di erent scale factors (sx, sy, and sz) in X, Y and Z directions respectively then the Eq. (1) can be written like this:
The Eq. (2) showed the form of the B-W extension model.
. BPANN Approach
The BPANN is a multi-layer feed forward approach which works according to error back propagation algorithm. BPANN is able to learn the appropriate internal representations and allow learning any arbitrary mapping of input to output (Rumelhart et al, 1986; Jiang et al, 2008 The computational formula for hidden layer nodes can be expressed as follows:
Where v ij is the weight value of the network between input nodes and hidden layer nodes with threshold value τ j for the hidden layer nodes. Similarly, if we have w ij weight values of the network between hidden layer nodes and output nodes with threshold value τ k for the output nodes. The computational formula for output nodes can be given by:
Let us consider ζ k is the expected values for output nodes then the error (E) in output nodes will be given by:
Putting the value of z k and then y j in Eq. (5)
The training process keeps on continuation by regulating the output weight towards the input until the functional error attains an acceptable value.
. SVD method
In linear algebra, the SVD is a factorization of a real or complex matrix. Suppose G is an m×n order real or complex matrix having factorization in the form of U V T , where U is an m×m orthogonal matrix, Σ is an m×n diagonal matrix and V is an n×n orthogonal matrix. Since we need to estimate the transformation parameter of the Eq. (2), we can modify in the following form:
Suppose the number of GPS sites is p having coordinate (x , y , z ), (x , y , z ) . . . (xp, yp, zp) then, in general, the Eq. (7) will be given by like this: 
For simplicity the Eq. (8) can be written like this:
Let us consider for the general purpose the number of the unknown parameters are n and number of the equations are m (here m=3p) then we will start by considering the linear problem (d = Gn) Since G is m×n order matrix then its SVD factor U, , and V can be written like this:
Now the minimum norm solution will be given like this:
The Eq. (11) will be the nal solution to the given problem.
Computation of Transformation Parameters
The shocking and strong earthquakes occurred in Nepal and the surrounding Himalayan areas in history showed a seismotectonic local feature (Mukul et al, 2014 (Mukul et al, , 2018 . Distortions resulting from the crust motion are handled by using numerical methods (Ansari 2014 , Ansari et al, 2017b including transformation parameters. In the 9-parameter transformation includes the determination of three di erent scale factors for the corresponding coordinate axes (Yetkin and Ansari, 2017) . The use of 9-parameter transformation in the computation of transformation parameters between di erent datum solutions is needed for seismically active countries such as Nepal (Ansari, 2018) . The main objective of this study was to address this important issue and to determine 9-transformation parameters using ANN technique and validation with SVD method. The results of the transformation parameter from both methods have been shown in Table 1 . The comparison study for both types of methods using ANOVA test has been investigated in the next section. The closeness of measured Cartesian coordinates and predictions based on the training for Everest 1830 and Everest 1956 has been shown in Figs. 3 & 4 respectively. This is notable for Everest (1830) datum the translation parameters in X and Y directions are negative while Z has positive value (Table 1) , that means during transformation X and Y coordinate shifted towards opposite while Z in upward direction. The scale factor values almost equal to one which indicated there was no change in scale happens due to the transformation. Now, if we look at the rotation parameters, X and Z have positive values while Y depicted negative value. That means during transformation X and Z axes rotate in a clockwise direction while Y in an anticlockwise direction. Comparison to Y and Z the magnitude of X has a higher value which indicates more rotation e ects in X compared to Y and Z axes. Similar explanations can be given for Everest (1956) datum also.
Model comparisons using ANOVA Test
ANN and SVD methods comparison analysis have great importance to understand the validity of the study. Here, we have chosen ve stations (TPLJ, SYBC, SRNK, BMCL and DRCL) X, Y and Z coordinates from di erent location of Nepal. We studied the comparative analysis by using one-way analysis of variant (ANOVA) test for the purpose of clear veri cation. Basically, the ANOVA test was used to decide whether there is any type of statistically signicant di erence between the means of three or more independent groups. It is assumed that One-way ANOVA test approximates normality, independence and homogeneity of variances. We made three groups of selected sta- tions namely group (a) for the di erence between observed WGS-84 to observed Everest datum, group (b) for the di erence between observed WGS-84 to ANN modeled Everest datum, and group (c) for the di erence between observed WGS-84 to SVD modeled Everest datum (Table 2 & 3) . The special form of ANOVA test checks the null hypothesis like this:
Where µ is the mean of the group and k is the total number of groups. However, if the one-way ANOVA test proceeds the statistically signi cant results, the alternative hypothesis (H A ) is accepted, which indicate that there are at least two groups that are statistically di erent from each other.
To perform the ANOVA test the following parameters are needed: n G = Total numbers of variables, ng=Numbers in each group Xg =mean of each group,X G =Overall grand mean
Within groups mean sum of squares Between groups mean sum of squares
The degree of freedom within the group and between the groups dfw = n − k and df B = k − Here, we have four groups so the Null Hypothesis is H :
Now the null Hypothesis H for both Everest (1830) datum and Everest (1956) datums are calculated (see appendix) and they are acceptable.
We compared observed results with ANN approach as well as SVD method by using ANOVA test. The result shows that in both models null hypothesis is accepted that means all models are statistically the same.
Conclusion
The transformation from WGS-84 coordinate to two Everest datums namely Everest (1830) and Everest (1956) was carried out in the study. We used 9-transformation parameters based on B-W extension model. ANN approach is enough to solve the type of problem but validation and simplicity purpose the SVD method was also applied in the study. The study of comparison results with ANOVA test showed that in both models null hypothesis was accepted that means all models were statistically the same. We believe SVD and ANOVA tests are explained very well and will help to understand the technique of coordinate transformation and its comparison with observed data. Moreover, the GPS data having a dense network across the Nepal region may yield further developments in the study of crustal deformation.
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A Appendix
Everest ( The null H Hypothesis is accepted for Everest (1956) datum.
