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EXTREME VALUE DISTRIBUTIONS FOR ONE-PARAMETER
ACTIONS ON HOMOGENEOUS SPACES
MAXIM SØLUND KIRSEBOM
Abstract. In this paper we study extreme value distributions for one param-
eter actions on homogeneous spaces of Lie groups. We study both shortest
vectors in unimodular lattices, maximal distance excursions and closest dis-
tance returns of a one-parameter action. For certain sparse subsequences of
the one-parameter action and by taking the maximum over a moving interval
of indices we prove non-trivial estimates for the limiting distribution in all
cases.
1. Introduction
The setting of this paper is a one-parameter group acting on a non-compact,
finite volume homogeneous space of a Lie group. We evaluate an observable along
orbits of the system and consider the maximum and minimum values obtained up
to a given time. The aim is to understand the distribution of this maximum and
minimum as time goes to infinity.
Before elaborating on the details we give the broader context into which this
work fits.
1.1. Shrinking targets, logarithm laws and Dynamical Borel-Cantelli Lem-
mas. Much attention has recently been devoted to so-called shrinking target prob-
lems. Heuristically, these may be described as questions probing the recurrence
properties of dynamical systems to sequences of sets that shrink in some given
sense as time increases. The term was first coined by Hill and Velani in [14], but
the interest in this class of problems goes further back.
A popular question to ask in this direction is whether a system obeys a so-called
logarithm law. To the authors knowledge, the first such law was formulated and
proven by Sullivan in [29]. His theorem concerns maximal excursions into a cusp
by the geodesic flow on certain hyperbolic manifolds.
Theorem (Sullivan’s Logarithm Law, [29] Theorem 2). Let V = Hd+1/Γ where Γ
is a discrete subgroup of hyperbolic isometries such that V has finite volume but is
non-compact. Let dist v(t) denote the distance from a fixed point in V to the point
achieved after traveling a time t along the random geodesic with initial direction v.
Then for almost all starting directions v of geodesics
lim sup
t→∞
dist v(t)
log t
=
1
d
.
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In this context, shrinking targets are understood as shrinking neighborhoods of
the cusps (i.e. complements of balls of increasing radius). In words, Sullivan’s
Logarithm Law tells us that almost surely, the maximal distance the geodesic flow
has ventured away from a fixed point at time t is asymptotically of the same order
as log t. Logarithm laws turn out to hold for a vast variety of dynamical systems,
see for example [3], [4], [11], [13], [19], [24], [26], [28], [30], for a (non-exhaustive)
list of examples in different settings.
While a logarithm law provides interesting information about a system’s recur-
rence to shrinking targets, it is natural to ask whether we can say something more
precise. Very often this is the case, and indeed, many logarithm laws are not proven
directly, but appear as corollaries of more general statements known as dynamical
Borel-Cantelli Lemmas. Let {An} denote a sequence of sets in a probability space
(X,µ). The classical Borel-Cantelli Lemma then states that
(1)
∑
µ(An) <∞ implies µ ({x : x ∈ An for ∞ many n}) = 0.
(2) Assume that the sets An are independent. Then
∑
µ(An) = ∞ implies
µ ({x : x ∈ An for ∞ many n}) = 1.
Given a dynamical system (X,T, µ) we ask if almost surely x ∈ T−nAn (i.e.
T nx ∈ An) for infinitely many n. Often, though not always (see [7]), we may
answer this in the affirmative by replacing the assumption of independence with
some mixing property of the dynamical system. When this is the case we say that
we have a dynamical Borel-Cantelli Lemma for the sequence {An}. A logarithm
law then typically follows if we can prove a dynamical Borel-Cantelli Lemma for a
sufficiently large family of sequences {An} satisfying
∑
µ(An) =∞.
1.2. Extreme Value Laws in dynamics. The focus of this paper however, is
on a different generalization of a logarithm law known as an extreme value law
(EVL) or extreme value distribution (EVD). In this context it may be viewed as a
distributional sibling to the ”almost-sure” approach to shrinking target problems.
The theory behind this is known as extreme value theory (EVT) and attempts to
answer questions of the following kind. Let again (X,T, µ) denote a dynamical
system and D : X → R a measurable function which we will also refer to as an
observable. In the setting of Sullivan, D could for example be chosen as the distance
to a fixed point, i.e. D(·) = dist(·, x0), x0 ∈ V . Define Mn : X → R by
Mn(x) := max
0≤i≤n
D(T ix).
We are interested in the distribution of this maximum (under suitable normaliza-
tion) when n becomes large. That is, we ask if there exists real sequences an > 0
and bn such that
(1.1) µ
({
x ∈ X :
Mn(x)− bn
an
≤ r
})
→ G(r) for n→∞
for some non-trivial distribution function G. We say that G is trivial if it only takes
the values 0 and 1. If the non-trivial limit exists we are interested in determining the
form of the limit as well. Clearly the same question may be asked for a continuous
flow on X with the definition of the maximum adapted accordingly.
If the D(T ix) were independent as random variables, the answers to the above
questions would be well understood. Indeed, the Extremal Types Theorem (see
[23]) says that for i.i.d. sequences, G can only attain one of three forms. More
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precisely, if there exist sequences an > 0 and bn such that (1.1) holds for some
non-trivial G, then G is on one of the following three forms up to type (we say that
G1 and G2 are of the same type if G1(r) = G2(ar + b) for some a > 0, b ∈ R):
Type 1 (Gumbel): G(r) = exp(− exp(−r)) , r ∈ R
Type 2 (Fre´chet): G(r) =
{
0 for r ≤ 0
exp(−r−α) for r > 0
α > 0
Type 3 (Weibull): G(r) =
{
exp(−(−r)α) for r ≤ 0
1 for r > 0
α > 0.
Furthermore, we also have a necessary and sufficient condition for convergence
to a non-trivial limit (again, see [23]). Let τ : R→ R and let un(r) be a sequence
of real functions. Then
nµ ({x : D(x) > un(r)})→ τ(r) ⇐⇒ µ({x :Mn ≤ un(r)})→ e
−τ(r)(1.2)
as n→∞. We refer to µ ({x : D(x) > z}) as the tail-distribution function of D.
It is well known that dynamical systems do not typically generate independent
random variables. If the system is mixing, this may be understood as an asymptotic
independence and, as was the case for the dynamical Borel-Cantelli Lemma, we may
hope to obtain similar results by replacing independence with mixing. The general
framework of EVT in the presence of dependence is described in [23], Chapter 3. In
the past two decades great progress has been achieved in applying this framework
to certain dynamical systems with various hyperbolicity assumptions. It began
with the paper by Collet [6] who proved an EVL for closest returns to a fixed point
for a non-uniformly hyperbolic C2 interval map. Implicitly in his proof, Collet
improved the general framework for EVT in the presence of dependence. His idea
was formalized and developed by Freitas and Freitas in [9] and subsequently applied
in many different cases by several authors. See [8] and references therein for a survey
of developments in this field between Collet’s paper and 2013.
1.3. Homogeneous dynamics. While the technical details are not yet important,
we might as well let the reader in on the general setting of the paper. Definitions
and explanations will follow in later sections.
Let G denote a connected semi-simple Lie group with finite center and no com-
pact factors. Let Γ < G be an irreducible lattice such that G/Γ is not compact. Set
X = G/Γ and let at := {at : t ∈ R} denote a partially hyperbolic one-parameter
subgroup of G. Let µ denote the Haar measure on X and notice that µ(X) < ∞.
This allows us to further assume that µ is normalized. i.e. µ(X) = 1.
This is essentially the setting of [19] which represents one of the first treatments
of shrinking target problems in homogeneous dynamics and served as the inspira-
tion for this work. In [19], Kleinbock and Margulis proved dynamical Borel-Cantelli
Lemmas and established a generalization of Sullivan’s Logarithm Law to homoge-
neous spaces. Since then much progress has been achieved in this direction, see for
example [15], [17], [22] for some interesting recent works. See also [2] for a well
written survey on shrinking target problems and logarithm laws in the setting of
homogeneous dynamics.
Unfortunately, very little is yet known about EVT for homogeneous dynamical
systems. In particular in the non-compact finite-volume case, where the only known
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result appears to be due to Pollicott [27] in the special case of the geodesic flow on
SL(2,R)/SL(2,Z) ≃ T 1(H2/SL(2,Z)).
Theorem (Pollicott, [27] Theorem 2). Let V = H2/SL(2,Z), let µL denote the
Liouville measure on T 1V , let h denote the function returning the hyperbolic height
above the horizontal line Im(z) = 1 and let γt denote the geodesic flow on T
1V .
For any r ∈ R we have
lim
T→∞
µL
(
(z, v) ∈ T 1V : max
0≤t≤T
h(γt(z, v)) ≤ r + logT
)
= e−
3
pi2
e−r .
Remark 1.1. The theorem in [27] is stated with 6/pi instead of 3/pi2. However, this
was a typo.
Pollicott also showed how a logarithm law follows as a corollary of the above
theorem, justifying the notion that EVL’s are generalizations of logarithm laws.
Indeed, as we demonstrated in [18], even an upper bound on the lim sup for the
distribution of maxima along a sparse subsequence is sufficient to recover a loga-
rithm law. Pollicott’s proof of the theorem uses an EVL for the digits of continued
fractions expansions of real numbers (see [10]) as well as the connections between
geodesics onH2 and continued fractions. These ingredients are not known in higher
dimensions and hence the proof can not easily be adapted to higher generality. The
approach of Collet to proving EVL’s in dynamical systems is also not applicable
in our setting. The very short explanation is that Collet’s approach relies heavily
on the ability to model the dynamical system in question by Young Towers. This
is not possible in the setting of our interest and hence this approach is also not of
help.
We finish this introduction with a brief description of the strategy employed
in this paper. Without proven techniques to build on we take a direct approach
to the problem. The assumption that at is partially hyperbolic ensures that our
system is exponentially mixing with respect to Sobolev observables. This, first and
foremost, makes it reasonable to suspect from a statistical point of view, that the
system behaves similar to if it were independent. For simplicity, say that we want to
establish an EVL for the time-one map of at. Let D : X → R denote an observable,
and write un = anr + bn for some sequences an > 0 and bn. The starting point is
the following trivial, but important rewriting of the term we want to estimate.
µ
(
x ∈ X : max
1≤i≤n
D(aix) ≤ un
)
= µ
(
n⋂
i=1
{x ∈ X : D(aix) ≤ un}
)
=
∫
X
1
⋂
n
i=1{x∈X:D(aix)≤un}
dµ(x)
=
∫
X
n∏
i=1
1{y∈X:D(y)≤un}(aix)dµ(x).
The idea is then to approximate the characteristic functions by Sobolev functions
and apply exponential mixing n−1 times to obtain a product of n−1 integrals plus
the sum of n− 1 error terms. As it turns out, the exponential rate of decay is not
sufficient to neutralize the n− 1 error terms as n goes to infinity. To obtain this we
are forced to consider sparse subsequences of times (though not necessarily integer)
as well as maxima over a moving window of indices. This is the simple idea that
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underpins this article. Details will be clear in the next section where main results
are stated.
Acknowledgements. The author would like to thank Alex Gorodnik for many
helpful discussions and comments concerning this paper.
2. Main results
We assume the general setting described in the introduction and introduce the
rest of the notation necessary for stating the main theorems. Let {mj}
∞
j=0 ⊂ R≥0
denote a strictly increasing sequence and let {αn} , {βn} be sequences of natural
numbers with αn < βn for all n ∈ N. Set In = {mαn ,mαn+1, . . . ,mβn}. D will be
used to denote a general observable on X . We define the maximum over times in
In by
MIn(x) := max
i∈In
D(aix) = max
αn≤j≤βn
D(amj ).(2.1)
This is the maximum which we will consider throughout the paper while varying
the choice of observable D and the conditions on αn, βn and mj. Generally we
require that αn → ∞ as well as βn − αn → ∞. In each of the main theorems we
make further requirements on the growth rate of mj and βn−αn depending on the
setting. We also fix the notation
Nn := βn − αn + 1.
throughout.
Henceforth we will denote lim sup and lim inf by lim and lim. We will also use
shorthand notation for measures of sets, for example writing
µ(Mn ≤ un(r)) := µ ({x ∈ X :Mn(x) ≤ un(r)}) .
Let us also here mention that we will often write un := un(r) when considering
scaling sequences and the dependence on r is not important.
We shall make use of big-O and small-o notation in the standard way and use
Ox to mean that the implicit constant depends on x. When it suits the situation
we will also use the Vinogradov symbol ≪ instead of the big-O notation and ≪x
will mean that the implicit constant depends on x.
Generally, all integrals in the paper will be taken over X with respect to µ unless
explicitly stated otherwise. We use this to simplify notation by writing∫
f :=
∫
X
fdµ.
This should not lead to any confusion and will shorten some rather long equations
later in the paper.
2.1. Shortest vectors on the space of unimodular lattices. We first consider
a special case of our general setting. Let X = Ld denote the space of unimodular
lattices in Rd and µ the normalized Haar measure on Ld. Recall that Ld can be
identified with SL(d,R)/SL(d,Z). Let at := {at : t ∈ R} denote a one-parameter
subgroup of SL(d,R) and assume that at is partially hyperbolic. Let ∆ : Ld → R
be given by
∆(Λ) = max
v∈Λ\{0}
log
(
1
‖v‖
)
.(2.2)
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The observable ∆ plays an important role in the connections between flows on Ld
and Diophantine approximation. Note that up to a change of variables ∆ returns
the length of the shortest non-zero vector in the lattice. Set D := ∆ and un =
r + 1
d
logNn. We obtain the following result.
Theorem 2.1. There exists an explicit constant C ∈ (0, 1] (see Theorem 4.2) such
that by assuming
sup
j∈N
mj−1
mj
< C(2.3)
we get
lim
n→∞
µ (MIn ≤ un) = e
−
Vd
2ζ(d) e
−dr
,
where Vd denotes the volume of the unit ball in R
d.
2.2. Maximal distance and closest returns on homogeneous spaces of Lie
groups. We restate the general setting. Let G denote a connected semi-simple Lie
group with finite center and no compact factors. Let Γ < G be an irreducible lattice
such that G/Γ is not compact. Set X = G/Γ and let µ denote the normalized Haar
measure on X . Let d be the Riemannian metric on X chosen by fixing a right
invariant Riemannian metric on G which is bi-invariant with respect to a maximal
compact subgroup of G. Let d denote the dimension of G.
Let at := {at : t ∈ R} denote a one-parameter subgroup of G and assume that
at is partially hyperbolic. Let un = r +
1
v
logNn and for a fixed point x0 ∈ X set
D(·) := d(·, x0).
We prove the following for maximal distance excursions.
Theorem 2.2. There exists an explicit constant C ∈ (0, 1] (see Theorem 4.2) and
strictly positive constants w1, w2 and v, such that by assuming
sup
j∈N
mj−1
mj
< C,(2.4)
we get that for every x0 ∈ X
e−w1e
−vr
≤ lim
n→∞
µ (MIn ≤ un) ≤ lim
n→∞
µ (MIn ≤ un) ≤ e
−w2e
−vr
.
Set now D(·) := − logd(·, x0) for some fixed point x0 and notice that D becomes
large when d(·, x0) becomes small. Set also un = r +
1
d
logNn. We prove the
following for closest distance returns.
Theorem 2.3. There exists explicit constants C ∈ (0, 1] and σ > 0 (see Theorem
5.1) and a strictly positive constant κ, such that by assuming
1
ρ
=: sup
j∈N
mj−1
mj
< C(2.5)
and
Nn = o
(
eσρ
αn
)
,
we get that for every x0 ∈ X
lim
n→∞
µ (MIn ≤ un) = e
−κe−dr .
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A simple example for which the conditions of Theorem 2.3 are satisfied is βn =
2n, αn = n and mj = q
j for some sufficiently large q ∈ R. For some κ > 0 we then
have for all x0 ∈ X
lim
n→∞
µ
(
max
n≤j≤2n
− logd(aqjx, x0) ≤ un
)
= e−κe
−dr
.
2.3. Structure of the paper. We begin in Section 3 by describing the main tool
used in the proofs, namely exponential mixing. Thereafter the paper splits in two
parts due to the following consideration. The main results listed above concern the
three observables
(i) ∆(Λ) = maxv∈Λ\{0} log
(
1
‖v‖
)
, on X = SL(d,R)/SL(d,Z).
(ii) d(x, x0), on X = G/Γ.
(iii) − logd(x, x0), on X = G/Γ.
Case (i) and (ii) can be treated almost identically while case (iii) is treated differ-
ently. The main distinguishing property of the observables is that (i) and (ii) are
uniformly continuous while (iii) is not.
For this reason, Section 4 is dedicated to the case of uniformly continuous observ-
ables. In this section we introduce necessary tools and prove a general theorem from
which Theorem 2.1 and Theorem 2.2 will follow. In Section 5 we prove Theorem
2.3. Many of the tools and preliminary results necessary for the proof of Theorem
2.3 are developed in Section 4. Hence Section 5 mainly highlights the differences
arising from the lack of uniform continuity of the observable.
3. Exponential mixing
We henceforth assume the setting of Subsection 2.2. The assumption that at is
partially hyperbolic means that Ad(a1) has at least one eigenvalue different from
1 in absolute value. Since G is semi-simple it follows in particular that at least
one eigenvalue of Ad(a1) is strictly bigger than 1 in absolute value. Denote the
eigenvalues of Ad(a1) by λ1, . . . , λd ∈ C and for later convenience we write |λj | :=
eγj for some γj > 0, for 1 ≤ j ≤ d and set
(3.1) γ := max
1≤j≤d
γj .
Then the largest eigenvalue in absolute value is eγ = max1≤j≤d |λj |. Fix a Jordan
basis B = {ζ1, . . . , ζd} for Ad(a1) such that the matrix representing Ad(a1) is a
real Jordan form.
Decay of correlations plays a central role in developing statistical limit theorems
for dynamical systems. The type of mixing known in our setting is of exponential
rate for Sobolev observables. To precisely state this mixing property we need to
define Sobolev norms. First we define what we mean by the derivative of a smooth
function on X .
Definition 3.1. The derivative of a function f ∈ C∞(X) in the direction of an
element ζ ∈ g will be denoted Dζf and is defined by
(Dζf)(x) =
d
dt
f(exp (tζ)x)|t=0.
Remark 3.2. We define the derivative of a function f ∈ C∞(G) in the direction of
ζ ∈ g analogously.
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Note that we may think of Dζ as a differential operator on C
∞(X). It satisfies
Daζ1+bζ2 = aDζ1 + bDζ2 for all a, b ∈ R and any ζ1, ζ2 ∈ g. Also, the differential
operators commute. Hence any set of the form W = {(ζ1, n1), . . . , (ζd, nd)}, ni ∈ N
gives rise to a higher order differential operator through composition, i.e.
DW = D
n1
ζ1
· · ·Dndζd .
We define the degree of DW as deg(DW ) := n1 + · · ·+ nd.
Definition 3.3 (Sobolev norm). For an integer k ≥ 1 and f ∈ C∞(X), the ”L2,
degree k” Sobolev norm of f is denoted Sk(f) and is given by
Sk(f)
2 =
∑
deg(DW )≤k
‖DW f‖
2
2 .
Remark 3.4. Clearly, the definition of the Sobolev norm depends on the choice of
basis for g, but a change of basis only changes Sk(f) by a bounded factor. We will
only consider functions with finite Sobolev norm so for our purposes it is safe to
omit this dependence in the definition.
Denote by Sk(X) := {f ∈ C
∞(X) : Sk(f) <∞}. The exponential mixing prop-
erty on homogeneous spaces has a long history. In this work, we use the following
version.
Theorem 3.5 ([19]). There exist constants δ > 0, C > 0 and k ∈ N such that for
any two functions f, g ∈ Sk(X) and for any t ≥ 0 we have∣∣∣∣
∫
f(x)g(atx)−
∫
f
∫
g
∣∣∣∣ ≤ Ce−δtSk(f)Sk(g).(3.2)
The proof of this estimate appears in [19] under the condition of having a strong
spectral gap which was later verified in [16].
4. EVD’s for uniformly continuous observables
Assume throughout this section that D : X → R is uniformly continuous. For
the purpose of this work, the most important property of D, along with the uniform
continuity, is how well we know the asympotics of its tail distribution function. This
motivates the following definition.
Definition 4.1. (DL) For strictly positive constants w1, w2 and v, we say that D
is (w1, w2, v)-DL (”Distance-Like”) if it is uniformly continuous and satisfies
w1e
−vz ≤ µ (x : D(x) ≥ z) ≤ w2e
−vz , ∀ z ∈ R.
(SDL) For strictly positive constants w and v, we say thatD is (w, v)-SDL (”Strong-
Distance-Like”) if it is uniformly continuous and satisfies
µ (x : D(x) ≥ z) = we−vz + o(e−vz) as z →∞.
The notion of distance-like functions was introduced by Kleinbock and Margulis
in [19]. In the same paper they proved that d(·, x0) is DL in the setup of The-
orem 2.2 ([19] Proposition 5.1) and that ∆ is SDL in the setup of Theorem 2.1
([19] Proposition 7.1). With this in mind it is clear why the following theorem
immediately implies Theorem 2.1 and Theorem 2.2.
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Theorem 4.2. Assume that {mj} satisfies
sup
j∈N
mj−1
mj
< min
(
1,
δ
kγ′
)
,
where k, δ are given by (3.2) and γ′ is any number strictly greater than γ given by
(3.1).
A) Assume D is (w, v)-SDL for some strictly positive constants w and v. Then for
un = r +
1
v
logNn we have
lim
n→∞
µ (MIn ≤ un) = e
−we−vr .
B) Assume D is (w1, w2, v)-DL for some strictly positive constants w1, w2 and v.
Then for un = r +
1
v
logNn we have
e−w1e
−vr
≤ lim
n→∞
µ (MIn ≤ un) ≤ lim
n→∞
µ (MIn ≤ un) ≤ e
−w2e
−vr
.
Set V (z) = {x : D(x) ≤ z}. As mentioned in the introduction, the starting point
of the proof is to write
µ (MIn ≤ un) =
∫
1V (un)(amαnx)1V (un)(amαn+1x) · · · 1V (un)(amβnx).(4.1)
Before we can apply exponential mixing to the integral we need to appropriately
approximate the characteristic functions with smooth functions.
4.1. Smooth approximations of characteristic functions. The smooth ap-
proximations will be constructed by convolving the characteristic function with a
smooth function specifically chosen for the purpose. Let µG denote the Haar mea-
sure on G from which µ on X is induced. Recall that for functions ϕ : G→ R and
ψ : X → R, the convolution ϕ ∗ ψ : X → R is defined by
(ϕ ∗ ψ)(x) =
∫
G
ϕ(g)ψ(g−1x) dµG(g).
The smooth function, to be denoted ϕε ∈ C
∞(G), will be chosen as follows. Let
ε > 0. Pick a coordinate chart σ : Rd → G such that Rd ⊃ B(0, ε) ⊂ σ−1(B(e, ε))
where e ∈ G denotes the identity. On Rd we pick a function ϕ ∈ C∞(Rd) such
that supp(ϕ) ⊂ B(0, 1). Define then ϕˆε : R
d → R by
ϕˆε(y) =
ϕ(ε−1y)∫
B(0,ε) ϕ(ε
−1y)ρ(y) dλ(y)
,
where ρ denotes the density of µG with respect to the Lebesgue measure λ on R
d.
Finally define
ϕε := ϕˆε ◦ σ
−1.(4.2)
This function is seen to satisfy that
∫
G
ϕε dµG = 1 and supp(ϕε) ⊂ B (e, ε). Notice
that by doing a change of variables we get∫
B(0,ε)
ϕ(ε−1y)ρ(y) dλ(y) = εd
∫
B(0,1)
ϕ(y)ρ(εy) dλ(y) = O(εd),
as ε→ 0. Hence
(4.3) ϕˆε(x) = O(ε
−dϕ(ε−1x)) as ε→ 0.
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We will need the following easy lemma concerning the Sobolev norm of such
convolutions.
Lemma 4.3. Let A ⊂ X be measurable.
(i)
∫
ϕε ∗ 1A = µ(A).
(ii) For any ζ ∈ g: Dζ(ϕε ∗ 1A) = (Dζϕε) ∗ 1A.
(iii) Sk(ϕε ∗ 1A) ≤ Sk(ϕε).
(iv) Sk(ϕε) = O
(
ε−(
d
2+k)
)
as ε→ 0.
Proof. (i): This is an easy consequence of Fubini’s Theorem, the definition of con-
volution and the fact that the action of G on X is measure preserving.
(ii): This follows by using the definition of the derivative along with a change of
variables.
(iii): This follows by realizing that (ii) leads to
Dζ1 . . . Dζd(ϕ ∗ 1A) = (Dζ1 . . . Dζdϕ) ∗ 1A.
Taking the L2-norm and using the Young inequality for convolutions gives
‖(Dζ1 . . . Dζdϕ) ∗ 1A‖2 ≤ ‖Dζ1 . . . Dζdϕ‖1
√
µ(A)
≤ ‖Dζ1 . . . Dζdϕ‖2 .
The estimate now follows from the definition of the Sobolev norm.
(iv): This is proven by applying the chain rule to ϕε = ϕˆε ◦ σ
−1 and using (4.3)
to obtain an estimate of the form
‖Dζϕε‖2 ≤ C
∥∥∥ε−(d+1)ψζ(ε−1y)∥∥∥
2
for some constant C > 0 and some smooth L2 function ψζ : R
d → R. A change
of variables gives the estimate for a derivative of degree one and the general case
follows similarly. 
With our mixing estimate (3.2) in mind it is natural to impose some regularity
assumption on the Sobolev norm of the approximating functions. For k ∈ N and
C > 0 we say that ψ ∈ Sk(X) is (C, k)-regular if
Sk(ψ) ≤ C
√
‖ψ‖1.
The following lemma is a slight variation of [20] Theorem 1.1 (see also [19] Lemma
4.2) and the proof is identical. The key point is that we can find sequences of smooth
functions gn,ε, hn,ε that approximate 1V (un) and are all (C, k)-regular, where the
constants C and k are independent of n.
Lemma 4.4. For ε > 0, define the sets
V ′(un, ε) = {x ∈ V (un) : d(x, ∂V (un)) ≥ ε}
V ′′(un, ε) = {x ∈ X : d(x, V (un)) ≤ ε}
and the functions
gn,ε = ϕε ∗ 1V ′(un,ε) and hn,ε = ϕε ∗ 1V ′′(un,ε).
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Then for any k ∈ N and any δ > 0 there exist ε(δ) > 0 such that gn,ε(δ) and hn,ε(δ)
are
(
Cε−(
d
2+k), k
)
-regular for some C > 0 and satisfy
gn,ε(δ) ≤ 1V (un) ≤ hn,ε(δ) ≤ 1
and
µ (V (un − δ)) ≤
∫
gn,ε(δ) ≤
∫
hn,ε(δ) ≤ µ (V (un + δ)) .
Going forward we will write ε := ε(δ) to simplify notation. For any integers
i1 < i2, let
G(i1,i2)(x) =
i2∏
i=i1
gn,ε(amix) and H(i1,i2)(x) =
i2∏
i=i1
hn,ε(amix).
Then Lemma 4.4 implies that∫
G(αn,βn) ≤ µ (MIn ≤ un) ≤
∫
H(αn,βn).(4.4)
Now we can estimate µ (MIn ≤ un) by applying exponential mixing to the two
integrals bounding it. The application of exponential mixing is demonstrated in
the next lemma.
Lemma 4.5. For any ε > 0 we get∣∣∣∣∣
∫
G(αn,βn) −
(∫
gn,ε
)Nn ∣∣∣∣∣≪ ε−( d2+k)
βn∑
c=αn+1
e−δmcSk
(
G(αn,c−1)
)
(4.5)
and ∣∣∣∣∣
∫
H(αn,βn) −
(∫
hn,ε
)Nn∣∣∣∣∣≪ ε−( d2+k)
βn∑
c=αn+1
e−δmcSk
(
H(αn,c−1)
)
.(4.6)
Proof. The two estimates are proven identically, so we do the calculation only for
the first. Set ψ = gn,ε. Then
G(αn,βn) = G(αn,βn−1)(x)ψ(amβnx).
By applying exponential mixing to this product we get the estimate∣∣∣∣
∫
G(αn,βn) −
∫
G(αn,βn−1)
∫
ψ
∣∣∣∣≪ e−δmβnSk (G(αn,βn−1))Sk(ψ).(4.7)
We repeat the procedure by writing G(αn,βn−1)(x) = G(αn,βn−2)(x)ψ(amβn−1x) and
applying exponential mixing to get∣∣∣∣
∫
G(αn,βn−1) −
∫
G(αn,βn−2)
∫
ψ
∣∣∣∣≪ e−δmβn−1Sk (G(αn,βn−2))Sk(ψ).
Inserting this in (4.7) gives∣∣∣∣∣
∫
G(αn,βn) −
∫
G(αn,βn−2)
(∫
ψ
)2∣∣∣∣∣≪ e−δmβnSk (G(αn,βn−1))Sk(ψ)
+ e−δmβn−1Sk
(
G(αn,βn−2)
)
Sk(ψ)
∫
ψ.
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We continue rewriting G(αn,βn−i) and applying exponential mixing for all 1 ≤ i ≤
βn − αn − 1. Once the process terminates for i = βn − αn − 1 we insert all the
estimates, one after the other, into (4.7). This gives∣∣∣∣∣
∫
G(αn,βn) −
(∫
ψ
)Nn ∣∣∣∣∣≪ Sk(ψ)
βn∑
c=αn+1
e−δmcSk
(
G(αn,c−1)
)(∫
ψ
)βn−c
.
We use Sk(ψ) = O
(
ε−(
d
2+k)
)
and
∫
ψ ≤ 1 by Lemma 4.3 and 4.4 to get the final
estimate∣∣∣∣∣
∫
G(αn,βn) −
(∫
ψ
)Nn ∣∣∣∣∣≪ ε−( d2+k)
βn∑
c=αn+1
e−δmcSk
(
G(αn,c−1)
)
.
The implicit constant depends on k. However, k remains fixed throughout and
hence the dependence does not play a role here. We leave it out in the notation to
reflect this. This will be the case in subsequent estimates as well. 
Having split the integral of a product into a product of integrals we are left with
estimating the error term, i.e. the right hand side of (4.5) and (4.6). For this we
need to understand the Sobolev norms of the functions G(αn,c−1) and H(αn,c−1) for
αn + 1 ≤ c ≤ βn. This is the content of Lemma 4.7. First we need the following
estimate.
Lemma 4.6. Let ψ be either of gn,ε or hn,ε and let ζ ∈ B. For any ε > 0, any
q ∈ N and any γ′ > γ we have∥∥∥DqAd(amj )ζψ
∥∥∥
2
≪ ε−(
d
2+q)eqγ
′mj .(4.8)
for j sufficiently large, where γ is given by (3.1).
To prove this lemma it is sufficient to consider the integer part of mj for which
one can use that B is a Jordan basis for Ad(a1). Considering powers of the Jordan
matrix and using linearity of the differential operator delivers the estimate. Since
the proof consists of standard computations which are lengthy but well known, we
leave out the details. From here on γ′ will generally denote any number strictly
greater than γ.
Lemma 4.7. For any ε > 0 we have
Sk
(
G(αn,c−1)
)
≪ ε−k(
d
2+1)(c− αn)
kekγ
′mc−1
and
Sk
(
H(αn,c−1)
)
≪ ε−k(
d
2+1)(c− αn)
kekγ
′mc−1
for any αn + 1 ≤ c ≤ βn.
Proof. Again, both estimates are proven identically and we give the calculation
only for the first. Also, we give details of the calculation only for the first de-
gree Sobolev norm, that is, S1(G(αn,c−1)). The argument for Sk(G(αn,c−1)) follows
almost identically and we explain the generalization at the end of the proof.
Set ψ := gn,ε, ψj(x) := ψ(amjx) and recall that ψ ≤ 1. Set also
G := G(αn,c−1) = ψαnψαn+1 · · ·ψc−1.
EVD’S FOR ONE-PARAMETER ACTIONS ON HOMOGENEOUS SPACES 13
To obtain the upper bound we need an upper bound on ‖DζrG‖2, ζr ∈ B which
does not depend on the choice of 1 ≤ r ≤ d. For a given ζr ∈ B we first rewrite
DζrG. The product rule gives
DζrG(x) =
c−1∑
s=αn
ψαn(x) · · ·
d
dt
[ψs(exp(tζr)x)] |t=0 · · ·ψc−1(x).(4.9)
We can rewrite ψs(exp(tζr)x) as follows.
ψs(exp(tζr)x) = ψ(ams exp(tζr)x)
= ψ(ams exp(tζr)a−msamsx)
= ψ(exp(tAd(ams)ζr)amsx).
Hence
d
dt
[ψs(exp(tζr)x)] |t=0 = DAd(ams )ζrψ(amsx).
Inserting this in (4.9) and taking the L2-norm then gives
‖DζiG‖2 ≤
c−1∑
s=αn
∥∥∥∥ψαn(x) · · · ddt [ψs(exp(tζi)x)] |t=0 · · ·ψc−1(x)
∥∥∥∥
2
≤
c−1∑
s=αn
‖ψ‖
c−αn
∞
∥∥DAd(ams )ζiψ∥∥2
≪ ε−(
d
2+1)(c− αn)e
γ′mc−1 ,
(4.10)
where we used Lemma 4.6, that ms ≤ mc−1 and that ψ ≤ 1. Finally,
S1(G)
2 = ‖G‖22 +
d∑
n1=1
‖Dζn1G‖
2
2 ≪ ‖G‖
2
2 +
d∑
n1=1
(
ε−(
d
2+1) (c− αn) e
γ′mc−1
)2
.
It follows that
S1(G)≪ ε
−( d2+1)(c− αn)e
γ′mc−1 .
The estimate for Sk(G) runs almost identical. In this case we need an upper bound
on ‖DWG‖2 = ‖D
n1
ζ1
· · ·Dndζd G‖2 which does not depend on the choice of n1, . . . , nd,
but only on the sum n1+· · ·+nd = deg(DW ). Set l := deg(DW ). From the product
rule we know that DWG is a sum consisting of (c − αn)
l terms. Each term is a
product of (c− αn) functions. Some of these functions will be of the form ψi while
others will be derivatives of ψi of some degree between 1 and l where αn ≤ i ≤ c−1 .
The important common property of each term is that the total degree of derivatives
in the term is l. When estimating the L2 norm of such a product we first bound
each factor by its own L∞ norm to obtain a product of L∞ norms. Analogue to
(4.10) we bound the L∞ norms of the not differentiated ψi’s by 1. For the L∞
norms of the differentiated ψi’s, we apply the Young inequality for convolutions.
This states for general functions that ‖f ∗ g‖∞ ≤ ‖f‖2 ‖g‖2. By the definition of
the ψi’s and Lemma 4.3(ii) we see that∥∥∥DqAd(ams )ζψi
∥∥∥
∞
≤
∥∥∥DqAd(ams )ζϕε
∥∥∥
2
= O
(
ε−(
d
2+q)eqγ
′ms
)
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by Lemma 4.6. This upper bound is maximized when the product contains l dif-
ferent ψi’s all differentiated one time. This gives the estimate
‖DWG‖2 = ‖D
n1
ζ1
· · ·Dndζd G‖2 = O
(
ε−l(
d
2+1)(c− αn)
lelγ
′mc−1
)
and by the definition of the Sobolev norm we get the final estimate
Sk(G)≪ ε
−k( d2+1)(c− αn)
kekγ
′mc−1 .

Remark 4.8. One might be tempted to simplify this proof by using an estimate of
the form Sk(f1 · · · fm)≪k Sk+r(f1) · · ·Sk+r(fm) for some r > 0 (see for example [5]
(1.13)). However, for large m this generates a worse estimate, hence the additional
work is justified.
Combining Lemma 4.5 and Lemma 4.7 we get the following estimates.∣∣∣∣∣
∫
G(αn,βn) −
(∫
gn,ε
)Nn∣∣∣∣∣≪ Cε
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k(4.11)
and ∣∣∣∣∣
∫
H(αn,βn) −
(∫
hn,ε
)Nn ∣∣∣∣∣≪ Cε
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k.(4.12)
with Cε := ε
− d2 (k+1)−2k. This completes the preparations for the proof of Theorem
4.2.
Proof of Theorem 4.2. In the following we prove part A) of the theorem. Part
B) is almost identical and we make a comment on this at the end of the proof.
Assume D to be (w, v)-SDL for some w, v > 0. By applying (4.11) and (4.12) to
(4.4) we get,(∫
gn,ε
)Nn
−Oε
(
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k
)
≤ µ
(
MIn ≤ un
)
(4.13)
≤
(∫
hn,ε
)Nn
+Oε
(
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k
)
.
The constant Cε will not play a role in this proof hence we integrated it in the
implicit constant. We now determine the limit of the upper and lower bound. We
start with the error term. The assumption that supj∈N
mj−1
mj
< min
(
1, δ
kγ′
)
implies
the existence of a ρ > 1 such that for all j ∈ N
mj−1
mj
≤
1
ρ
< min
(
1,
δ
kγ′
)
.
it follows that
mj ≥ ρmj−1 ≥ · · · ≥ ρ
j−1m1.
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Here we stopped at ρj−1m1 instead of ρ
jm0 since m1 > 0 while m0 could be zero.
It follows that
kγ′mj−1 − δmj = mj
(
kγ′
mj−1
mj
− δ
)
≤ m1ρ
−1
(
kγ′
ρ
− δ
)
ρj < 0.
Set σ = −m1ρ
−1
(
kγ′
ρ
− δ
)
> 0. Then, since αn → ∞ for n → ∞, we see that for
sufficiently large n ∈ N we have
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k ≤
βn∑
c=αn+1
(
e−σ
)ρc
(c− αn)
k
≤
∞∑
c=αn+1
(
e−σ
)ρc
(c− αn)
k.
This series is convergent and hence the right hand side goes to 0 as n → ∞. This
proves that
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k → 0 for n→∞.(4.14)
Returning to the main terms, we claim that
lim
δ→0
lim
n→∞
(∫
gn,ε
)Nn
= lim
δ→0
lim
n→∞
(∫
hn,ε
)Nn
= e−we
−vr
,
To see this we first look at the limits for n →∞. Recall from Lemma 4.4 that for
any δ > 0 we can find ε = ε(δ) > 0 such that
µ (V (un − δ)) ≤
∫
gn,ε ≤
∫
hn,ε ≤ µ (V (un + δ)) ,(4.15)
and hence
µ (V (un − δ))
Nn ≤
(∫
gn,ε
)Nn
≤
(∫
hn,ε
)Nn
≤ µ (V (un + δ))
Nn .
Recall that un = r +
1
v
logNn. Using the (w, v)-SDL property of D we get
µ (V (un ± δ))
Nn =
(
1−
we−v(r±δ)
Nn
+ o
(
e−v(r±δ)
Nn
))Nn
= e
Nn log
(
1−we
−v(r±δ)
Nn
+o
(
e−v(r±δ)
Nn
))
.
We estimate the right hand side using the second order Taylor expansion log(1+x) =
x+O(x2). Inserting the resulting estimate and taking the limit for n→∞ gives
ewe
−v(r−δ)
≤ lim
n→∞
(∫
gn,ε
)Nn
≤ lim
n→∞
(∫
hn,ε
)Nn
≤ ewe
−v(r+δ)
.
Therefore the claim is proved by letting δ → 0. In conclusion we have proved that
A) follows by taking limits n→∞ and then δ → 0 in (4.13).
The proof of part B) is essentially identical to the proof of part A). The only
difference occurs following equation (4.15) where we apply the DL property instead
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of the SDL property. For some strictly positive constants w1, w2 and v we then get
1−
w1e
−v(r−δ)
Nn
≤
∫
gn,ε ≤
∫
hn,ε ≤ 1−
w2e
−v(r+δ)
Nn
,
which gives the inequalities claimed in B) when raising to the power Nn and taking
the lim and lim for n→∞ followed by δ → 0.
5. Closest distance returns
In this section we prove Theorem 2.3. Assume throughout this section that
(5.1) D(x) = − logd(x, x0)
for some x0 ∈ X . The following theorem is a restatement of Theorem 2.3 with the
constant C made explicit.
Theorem 5.1. Let ρ =
(
sups∈N
ms−1
ms
)−1
. Assume that mj satisfies
sup
j∈N
mj−1
mj
< min
(
1,
δ
kγ′
)
where k, δ are as in (3.2) and γ′ is any constant strictly bigger than γ as defined in
(3.1). Assume further that
Nn = o
(
eσρ
αn
)
,(5.2)
where σ = −m1ρ
−1
k( 32+
2
d )+
1
2
(
kγ′
ρ
− δ
)
> 0. Then there exists a constant κ > 0 such that
for un(r) = r +
1
d
logNn and all x0 ∈ X we have
lim
n→∞
µ (MIn ≤ un(r)) = e
−κe−dr .
The proof follows the same strategy as the proof of Theorem 4.2. Asymp-
totic estimates for the tail distribution function of D are easy in this case since
µ (x : D(x) ≥ z) = µ(B(x0, e
−z)) and it is well known that
µ(B(x0, e
−z)) = κe−dz + o(e−dz) as z →∞.(5.3)
for some constant κ > 0 since d is a Riemannian metric and µ is the Haar measure.
As previously stated, it is the fact that D is not uniformly continuous that
forces some changes. In particular, we must adapt Lemma 4.4, i.e. the way we
approximate characteristic functions by smooth functions. Recall the notation
V (r) = {x : D(x) ≤ r} and note that 1V (un) = 1B(x0,e−un )c . In the following
lemma we approximate 1V (un) by (Cn, k)-regular functions, i.e. we are forced to
allow C to depend on n.
Lemma 5.2. For ω > 0, set εn,ω := e
−un(1 − e−ω) and let ϕεn,ω be defined as in
(4.2). Define the functions
gn,ω = ϕεn,ω ∗ 1B(x0,e−un+ω)c and hn,ω = ϕεn,ω ∗ 1B(x0,e−un−ω)c .
For any k ∈ N, there exists C > 0 such that for all ω > 0 and n ∈ N, gn,ω and
hn,ω are
(
Cε
−( d2+k)
n,ω , k
)
-regular functions such that
gn,ω ≤ 1V (un) ≤ hn,ω ≤ 1
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and
µ
(
B(x0, e
−un+ω)c
)
=
∫
gn,ω ≤
∫
hn,ω = µ
(
B(x0, e
−un−ω)c
)
.(5.4)
Proof. Write ε := εn,ω. For any ω > 0 we have
B(x0, e
−un+ω)c ⊂ B(x0, e
−un)c ⊂ B(x0, e
−un−ω)c.
Then (5.4) follows directly from Lemma 4.3(i). We also get
gn,ω ≤ 1B(x0,e−un )c ≤ hn,ω ≤ 1.(5.5)
To see this, we first rewrite gn,ω as an integral,
gn,ω(x) =
∫
G
ϕε(g)1B(x0,e−un+ω)c(g
−1x) dm(g)
=
∫
B(e,ε)
ϕε(g)1gB(x0,e−un+ω)c(x) dm(g).
Its clear that if gB(x0, e
−un+ω)c ⊂ B(x0, e
−un)c then the first inequality of (5.5)
is established. So assume x ∈ gB(x0, e
−un+ω)c. Then we can write x = gy where
y ∈ B(x0, e
−un+ω)c. This means that d(y, ∂B(x0, e
−un)c) ≥ e−un+ω − e−un =
e−un(eω − 1) ≥ ε. Hence gy ∈ B(x0, e
−un)c and gB(x0, e
−un+ω)c ⊂ B(x0, e
−un)c.
The second inequality of (5.5) is proved similarly and the third inequality is trivial.
The
(
Cε
−(d2+k)
n,ω , k
)
-regularity of gn,ω and hn,ω follows directly from Lemma 4.3
(iii) and (iv). 
Proof of Theorem 5.1. The proof is a copy of the proof of Theorem 4.2 with small
changes. We obtain an analog of (4.13) which is(∫
gn,ω
)Nn
−O
(
Cεn,ω
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k
)
≤ µ
(
MIn ≤ un
)
(5.6)
≤
(∫
hn,ω
)Nn
+O
(
Cεn,ω
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k
)
.
Again, we want to determine the limit of the upper and lower bound as n → ∞
and ω → 0 and we begin by looking at the error term. First we make the trivial
observation
Cεn,ω
βn∑
c=αn+1
ekγ
′mc−1−δmc(c− αn)
k ≤ Cεn,ω (βn − αn)
k
βn∑
c=αn+1
ekγ
′mc−1−δmc .
We now look at the sum. Since supj∈N
mj−1
mj
= 1
ρ
we see that for all j ∈ N
mj ≥ ρmj−1 ≥ · · · ≥ ρ
j−1m1,
and consequently,
kγ′mj−1 − δmj = mj
(
kγ′
mj−1
mj
− δ
)
≤ m1ρ
−1
(
kγ′
ρ
− δ
)
ρj < 0.
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Set λ = −m1ρ
−1
(
kγ′
ρ
− δ
)
> 0. Now, since ρ > 1, we know that for j ∈ N
sufficiently large we have that ρj+i ≥ ρj + i and hence(
e−λ
)ρj+i
≤
(
e−λ
)ρj+i
.
Consequently, for n ∈ N sufficiently large we can write
βn∑
c=αn+1
ekγ
′mc−1−δmc ≤
βn∑
c=αn+1
(
e−λ
)ρc
≤
ρ(αn+1)+(βn−αn)∑
i=ρ(αn+1)
(
e−λ
)i
≤
∞∑
i=ραn
(
e−λ
)i
= O
(
e−λρ
αn
)
.
(5.7)
We now look at the rest of the error term. Recalling from Lemma 5.2 that εn,ω =
e−un(1 − e−ω), we get
ε
−d2 (k+1)−2k
n,ω (βn − αn)
k ≤
(
e−re−
1
d
logNn(1− e−ω)
)− d2 (k+1)−2k
Nkn
= Or,ω
(
N
k( 32+
2
d )+
1
2
n
)
.
(5.8)
Hence for n ∈ N sufficiently large we have,
ε
−d2 (k+1)−2k
n,ω (βn − αn)
k
βn∑
s=αn+1
ekγ
′ms−1−δms = O

Nk( 32+ 2d )+ 12n
eλραn

→ 0(5.9)
for n→∞ since we assumed that Nn = o
(
eσρ
αn
)
for
σ =
−m1ρ
−1
k
(
3
2 +
2
d
)
+ 12
(
kγ′
ρ
− δ
)
=
λ
k
(
3
2 +
2
d
)
+ 12
.
For the main terms we claim that
lim
ω→0
lim
n→∞
(∫
gn,ω
)Nn
= lim
ω→0
lim
n→∞
(∫
hn,ω
)Nn
= e−κe
−dr
.(5.10)
The proof is again almost identical to the corresponding part of the proof of The-
orem 4.2. It follows from Lemma 5.2 and (5.3), that∫
gn,ω = µ
(
B(x0, e
−(un−ω))c
)
= 1− κ
(
e−d(un−ω)
)
+ o
(
e−d(un−ω)
)
∫
hn,ω = µ
(
B(x0, e
−(un+ω))c
)
= 1− κ
(
e−d(un+ω)
)
+ o
(
e−d(un+ω)
)
.
Again, insert un(r) = r +
1
d
logNn, raise to the power Nn, apply the second order
Taylor expansion of log(1 + x) and take limits for n→∞ to obtain
e−κe
dωe−dr = lim
n→∞
(∫
gn,ω
)Nn
≤ lim
n→∞
(∫
hn,ω
)Nn
= e−κe
−dωe−dr .
The claim is then proved by letting ω → 0. It then follows from (5.9) and (5.10)
that when we take the limit for n→∞ and then for ω → 0 in (5.6), we get
lim
n→∞
µ (MIn ≤ un) = e
−κe−dr .
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