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This study investigates the behaviour of bone when it is subjected to mechanical loading. 
This is important in fields such as orthopaedics and implant design. Various models of 
bone remodelling are discussed, and a strain energy based as well as a strain remodelling 
based algorithm are applied in two and three dimensions. Properties such as dependence 
on initial conditions, development of physiologically realistic solutions and existence of 
long-term steady states are investigated. The strain based model has some advantages in 
that it is defined in terms of physiologically meaningful and measurable parameters and 
that it develops a long-term steady state solutions different from the case where the bone 
either resorbs completely or reaches cortical density. 
Chapter 1 
Introduction and Lit rature Review 
1S of how bone reacts to IS 
to model the behaviour bone normal mechanical as well 
as its to loading conditions that are not physiological. In 
mathematical computer are and . advantages and 
Bone has applications orthopaedics, for where and 
practicioners are interested how the a bone differs that 
of a healthy one, or how a common malady as osteoarthritis is influenced by the 
loading 
Another important motivation studying bone mechanics is implant is of 
concern to hundreds of thousands of around world who on artificial 
or prostheses make easier. In 1983 already it was estimated 
that a total of 000 prosthetic joint implantations were performed annually 
[40j. Especially common are artificial hips knees, but have been 
for other joints as and 
for more thirty years now [61], of the mechanical 
of the bone such and 
new prosthesis to 
be need to the new design a patient, then 
to situ, as was approach the early of implant 
[15] . 
The of can be traced as as Galileo [1], who studied 
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that the of an animal has on the structure its 
that the dimensions of a struct ure determine the 
and this principle to the skeleton. Galileo understood that IS a 
same time forms a structure. 
it is understood that bone has to function on three on a 
a and a system level [68}. The most important as a 
is to supply the body with calcium and other survival. Bone 
so as to form structures which perform a function 
the bony skeleton supports the rest of the anatomy, some stiffness, 
organs such as the heart and the influences. The 
reacts to external loads by new bone tissue in certain 
dissolving tissue in IS An in-depth discussion of this 
IS Section 1.2, but it can that the ability of bone 
to remodel indicates that which adapts to mechanical 
by altering its structure, structural and 
system levels is a very challenging as mechanical, biological 
biochemical variables have to 
The layout of the rest of this 1.1, a description of the 
aims and the layout of the thesis as a 1 a closer look at the 
mechanical properties of bone in particular is taken. Some of 
the physiology relevant to bone 1.3 and the a 
remodelling stimulus is discussed in Iy, in Section 1.5, the study of 
mechanics is motivated by considering some of prosthesis design. The purpose of 
the chapter is to give an introduction to the work in orthopaedic biomechanics and 
the groundwork for the chapters that follow. 
1.1 Aims and Layout 
The chief IS to investigate theories of bone remodelling, and to 
solve the a element model of a real-life geometry such 
as the . The goal is to reproduce physiological 
structure laws in the correct loading environment to 
an initially study builds on the work of Cowin 
Jacobs [47] and 
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The layout of this is as follows: Chapters 2 and 3 are to an overVIew 
the .u'-,"u,...... background for the question. 
IS and Chapter 3, the finite 
element method, which is the numerical method to used in this study, is n,.."""""n 
Chapter 4 a strain bone remodelling algorithm 
Jacobs others [47] [13], which forms basis on which further work in this 
is built. In Chapter 5 more is reviewed with aim of establishing as 
the main remodelling criterion, and a strain-based remodelling algorithm is 
Chapter 6 the in Chapter 4 is extended to 
Computational are in Chapter 7, and in 8, these results are 
and 
1.2 	 Mechanical Properties of Bone and Bone 
modelling 
provide a solid foundation to which muscles and tendons are attached. 
are, however, a part of vertebrate physiology: without the 
penetrating they are brittle and nearly as solid as in vivo. For example, wet bone 
undergo while 	 brittle 
failure. one mechanical behaviour of v~"'~V" bone, one 
to draw the distinction and for exhibit completely 
different structural responses to applied loads. 
Modern determining properties or moduli . 
techniques, holography, [30] as 
a of structural 
to properties. elasticity linking the the 
€ a total independent components. Bone exhibits some 
symmetry and so it can modelled as orthotropic, which means that the number 
independent components C reduces 9 [3]. problem about mechanical testing is 
that one can only a maximum of 4 out of these 9 structural constants from one test 
speCImen . Also, there are many that occur when bone is 
",-"""O,-"U mechanically. An example is that measured properties such as elastic modulus 
are dependent on experimental boundary condi tions such as the friction between 
testing surface [76J. Another complication is that stress-strain 
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curve appears to be nonlinear to crushing bone struts 
is cut and first loaded [76}. artifact as, for small at 
least, bone is a cellular solid which is [2]. 
The most interesting is remodelling: bone growth to 
external stresses. If the force IS than a certain equilibrium 
value, the bone grows or IS termed apposition). If it is 
an equilibrium value, or res01'bing. This is why 
to regular if they do not, their bones will resorb 
<.n .. 'vu,<"",,-, the usual gravitational is not present in orbit. The gradient 
in the group of lumbar that is present in the Earth's gravitational 
shown to vanish in that spent long periods of time in space 
According to Field and Kenyon [33], bone in such a way as to offer maximal 
support using a minimum of calcified It was the observation of the 
of bone struts in a cross-section femoral head and a comparison 
with the principal stress trajectories in a crane (see Figure 1.1) 
that to the formulation of Wolff's law (1892), trabeculae, the 
up the bone matrix, stress trajectories. 
subsequently, after decades of debate researchers and 
been proved Wolff's law 
understanding is that How exactly 
of a large body and mechanics 
[24], there is an equilibrium state which a certain 
no remodelling at all. An example of would 
a If a walks 2 km to work every day, this to an 
equilibrium If the same person were to start running a a 
with a loading would exceed the equilibrium 
as the femur. For it 
that the arm of a Wimbledon tennis cross-
sectional area arm [26]. Another factor that can 
field acting on a introduction of an which causes a 
redistribution of loads 
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Figure 1.1: Calculated Cullman's and Human Femoral 
1.3 Relevant Physiology 
physiology IS of that contain some bone, 
instance long bones as the femur or such as the vertebrae. Bones 
such as the and ribs, which contain or no spongy bone, are not considered 
111 The of interest consist of a large volume cellular solid on 
inside (cancellous bone) and a solid on ou tside (cortical bone) (see Figure 1 
However, both and cortical consist of the same matrix material; all 
solid bone up calcified and living cells called that are 
found in tiny gaps called lacunae. It is the amount matrix 
per unit volume (apparent density) and the manner which matrix is structured 
make cancellous and cortical bone different. 
is anisotropic is made up lamellae in the collagen fibres are 
in parallel arrays. Lacunae are distributed these lamellar arrays 
are interconnected by canaliculae Volkmann canals which nutrients the 
diffuse. bone is more organised architecture as it needs to maintain 
a thickness enough for protection, yet it also to able to absorb enough 
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The porous $lruClurC or c:.ncellous bone $Iruclure. 
Figure l.2: Some Pictures of Cortical and Cancellous Bone. 
nutrients for the osteocytes to survive. The smallest structural element in cortical bone 
is the osteon, which is as strut consisting of bone fibres wrapped concentrically around a 
so-called Haversian canal. These osteons or Haversian systems take much longer to grow 
than lamellar bone, and are arranged longitudonally in the cortex, i.e. the hard shell, of 
long bones [4]. 
There are several different cells engaged in the process of growing bone, replacing and 
dissolving it (see Figure l.3). When considering bone, one has to take into account that 
everything is changing all the time: cells regenerate constantly. The turnover time for 
healthy bone is of the order of 200 days [9]. Also, once the tissue calcifies there is more 
solid bone matrix than there are bone cells living in the matrix: mineral salts account 
for about 60% of bone volume in calcified bone matrix. The following is a summary of 
the different cells active in living bones, and what their functions are with regard to the 
calcified tissue. 
osteogenic cells These can develop into chondroblasts or osteoblasts, and are found on 
the surface of bone matrix. They constitute the periosteum (top layer of cells on 
the bone surface) and form a single layer of cells that covers all surfaces within the 
bone cavity and line all vascular channels such as Volkmann canals and Haversian 
canals [4J. 
osteoblasts These are the cells that form bone matrix. They are found on the surface 
of already existing bone and continually lay down fresh bone matrix. 






Figure 1.3: Several Different Cells Important in Bone Remodelling. 
spaces called lacunae. It is believed that an osteocyte evolves out of an osteoblast 
once the osteoblast is completely surrounded by calcified tissue and can lay down 
no more. Osteocytes are interconnected by cytoplasmic processes which lie in the 
canaliculae, Volkmann canIs and Haversian canals, and form a network of cells 
like the neurons in the brain. It is conjectured that they are strain sensors and 
are responsible for sending out remodelling signals [49] [35] [26]. There are more 
osteocytes in osteoporotic bone than in healthy bone [29]. 
osteoclasts These are multinuclear cells responsible for dissolving the calcified bone 
matrix. They are not evolved from osteogenic cells but rather from macrophages 
[9]. By dissolving the calcified tissue of the bone matrix, osteoclasts make minerals 
available to be carried away in the blood stream. It is not known how these cells 
cope with osteocytes when they impinge upon them [9] [79] [4]. 
These are only a few of the myriad living cells found in bone. Omitted here is the bone 
marrow, which fills the gaps between trabeculae and supplies the osteocytes and other 
cells attached to the bone matrix with enough nutrients to survive. The marrow forms 
a fluid inside the cellular solid of the spongy bone, which does not have a large effect on 
the mechanical properties of bone as a structure. Cowin et al. [17] have taken this fluid 
into account in some of the early models of bone, but since the marrow is not directly 
involved in the remodelling process, it will not be considered here. All the cells described 
above have a distinct function in the remodelling process. 
All of the analyses performed in this study use the human hip joint as a domain (see 







Figure 1.4: Anatomy of the human femur with some of the features that will be referred 
to later. 
and the pelvic bone is given in the caption of Figure 1.4. The coordinate system outlined 
in Figure 1.4 will be used to describe locations on the bone geometry. There are four 
directons in the coordinate system of the femur, and they are described by the following 
terms: distal means in the vicinity of the joint, while proximal means away from the joint 
towards the knee. This is like a north-south coordinate. The terms medial and lateral 
refer to a position near the central vertical plane of the body and away from this plane 
respectively. This is like an east-west coordinate. There are also the coordinates of frontal 
(in front) and sagittal (at the back), but these will not be used in this study. 
1.4 Remodelling Stimuli 
When attempting to simulate the way in which bone responds to mechanical loads, it is 
important to consider the causes of bone remodelling. There are many possible triggers 
that could cause bone tissue to start the remodelling process. Examples are stress (0'), 
put forward by Pauwels [64], strain (f), suggested by numerous authors including Turner 
[77], or strain energy (U), as proposed by Carter [12] and Huiskes [42]. Carter [11] and 
Currey [29] have also suggested that mechanical microdamage may act as a remodelling 
stimulus. Repeated loading of bone in everyday activities, or prolonged exercise, can 
lead to microscopic damage in the bone matrix, which may the stimulus which controls 
increase in bone mass. Research by Starkebaum [72] and Pollack [66] indicates that 
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electrical potentials generated by fluid flow in the bone canaliculae may be a stimulus for 
remodelling. This idea will be discussed further in Chapter 5. Clearly a scalar quantity 
such as the strain energy density is the most convenient to work with in a mathematical 
model, since this constitutes a single remodelling reference measure, as opposed to three 
for a vector remodelling stimulus or even more for a tensor remodelling stimulus. Huiskes 
[78] and Jacobs [47] have used a strain energy density based approach to set up finite 
element models of bones. 
Experimental research [73] [51] indicates that strain is the actual remodelling criterion in 
nature. This could mean that, even though the bone is weaker in one direction than an­
other , the same deformation threshold will always cause remodelling to set in . Lanyon et 
al [52] have found in experiments that dynamic loading can cause much more substantial 
remodelling than static loading of equivalent strain. With all these different results con­
sidered, it is quite clear that it is difficult to determine exactly what mechanical quantity 
is responsible for bone remodelling, Any mathematical model of the remodelling process 
will have to be as realistic as possible, while also being simple enough to use. In Chapter 
4, a strain energy based remodelling algorithm as proposed by Carter and Jacobs [47] [12] 
will be discussed in detail. In Chapter 5 it will be argued that strain is a more appropriate 
variable to use as a remodelling stimulus, and a remodelling algorithm based on a scalar 
measure of strain will be presented. 
1.5 Implant Design 
How can the study of bone mechanics assist with the design of implants? The obvious 
problem of implants (see Figure 1.5 for an example of a hip joint replacement implant) is 
that these entail the introduction of a foreign material in close contact with living tissue. 
There is a mismatch of different properties, for instance elastic modulus (stiffness) and 
fracture toughness. An implant in the body is subject to corrosion, wear and fatigue 
loading. Huiskes et al. [41] [42] have investigated the mechanical effects that a prosthesis 
has on the surrounding bone. To simulate the remodelling process in the bone material, 
they have used a strain energy based remodelling criterion, in which remodelling occurs 
so as to satisfy 
S - SreI = 0 
with S the average elastic energy per unit mass, and SreI a reference average elastic energy 









Figure 1.5: A Typical Femural Head Prosthesis. 
reaction at all. A model similar to this will be described in Chapter 4. 
Lanyon et al. [53] have found experimentally that a minimum effective strain signal 
is necessary to stimulate remodelling. This could be different in each individual, and 
account for differences observed in orthopaedic practice. Huiskes et al. [42] were able to 
show that once the prosthesis is in place, parts of the surrounding bone that normally 
experience stress are shielded by the harder prosthesis stem and therefore resorb with time. 
This stress shielding can be reduced by using a prosthesis with a more flexible stem, but 
greater flexibility will require a stronger interface bond between the implant and the bone. 
Another major design factor is the actual shape of the prosthesis: on testjng four different 
prosthesis designs using a two-dimensional finite element mesh, Hl1iskes discovered that 
the stress patterns for each of the designs differed vastly (41] . Some solutions to this 
problem of stress shielding include the use of a layer of cement between bone and implant 
in order to make the stiffness gradient at the material interfaces smoother. The cement is 
pressed into the hollowed-out bone before the implant is inserted, and then hardens after 
the operation is complete. This provides a material of intermediate stiffness between the 
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bone and the prosthesis, and can alleviate some of the stress shielding. Problems with 
this approach include difficulties in obtaining an airbubble-free layer of cement. Also, the 
heat generated by the chemical reaction of the cement hardening can kill off bone stock 
surrounding the implant, which is not desirable in osteoporotic patients who might have 
very little bone stock left. 
Another solution is the design of implants with special surface coatings to enable bone 
tissue to grow into [62J. These coatings can consist of tiny cobalt-chromium beads sintered 
onto the implant surface, titanium plasma sprayed on the surface, or titanium fibres 
compacted randomly on the surface. Porous surface layers of differing porosity can be 
bonded to the implant in this manner [27J. A problem with this approach is that due to 
micromotion, the tissue growing into the porous layer does not calcify, but rather forms 
a layer of fibrous tissue growing deep into the implant surface, which means that the 
implant is very loose and yet almost impossible to remove. 
Huiskes's finite element models have helped to explain why prostheses tend to work loose 
with time, and why bone stock is lost [42] [44]. Increased knowledge of bone remodelling 
can only improve on these insights. In Chapter 4 a model for cancellous bone similar to 
that of Huiskes will be discussed and an attempt will be made to bring it in line with 
recent experimental findings. Before this can be attempted, an introduction to the relevant 
mathematical and mechanical framework needs to be provided. This is the purpose of 




Continuum Mechanics and Bone 
Structure Evolution 
chapter introduces basic needed to the real-life phenomenon 
discontinuous structure 
of bone as a continuous with will be 
The model the form a system of and 
approximate solution by the finite element method be explained Chapter 3. 
here relies on principles of mechanics to put the 
behaviour bone' a References on continuum 
include Chadwick [14] and Rubin and [50]. Rather looking at 
statics or dynamics of single space, the is assumed to a 
This is an idealization no real material a continuum on a sufficiently 
consists molecules which are arranged in a fashion that 
is matter in some places and places are It is, however, to assume 
a material to vary smoothly when one wants 
scale characteristics such as deformation or density. bone 
material limits one to a scale that is of a millimeter, 
as material exhibits distinct discontinuities as trabeculae. 
trabeculae narrow plates which are between 70 and 
200 /lm thick 
The main of continuum mechanics is that properties such as displacement or stress 
are assumed to smoothly over the continuum, and balance such as the 
of mass or and of are to hold on volumes the 
balance mass equation physics 
states no mass can or reads 
a 	 (2.1)
dt 
w hen only one of mass m or a system particles which a combined mass 
of m is \..-Vll.:>""""" In continuum mechanics, the same valUl.l'-'v law takes 
d kt P = 0 
where p is the and Rt an arbitrary volume of continuum. 
p is assumed to vary smoothly over R,. The smoothness automatically makes 
it . to include as cracks or struts 
m features to be U,",,",vLH for using 
2.1 	 Vectors and 
Since continuum mechanics, and bone mechanics in particular, uses the and 
of tensor a results vector and analysis are 
this section. comprehensive treatments 
in the texts by Lai, Rubin and Chadwick [14]. 
The and are defined to three-dimensional Eu­
space E. An be chosen once and for and the position 
of any relative to this origin is denoted by x. Generally, vectors are 
by lower case boldface 
The 	 or scalar of two vectors a and b is bya·b,and vector cross 
by a x b. magnitude or norm of a vector a is defined 
lal = (2.3) 
Two a and b are said to be orthogonal if a . b O. 
Similar to an orthonormal basis B = {ej is chosen once and for 





Figure 2.1: Parallellogram by two vectors a 
the value 1 J = Z, ootherwise. and 
henceforth the 
summation convention, of which over a repeated IS 
Thus vector may expressed of the {e;} 
(2.5) 
are to fun over 1,2,3. 
to 
in which IS on Zi a relative to 
this 
that to is the 
is 1 when i,j, k form a permutation 1,2, and 3, -1 when i,j, k is a non-cyclic 
permutation of 1,2, and 0 either i, j or k are repeated. operator is used 
to the vector product of the vectors: 
(2.6) 
Hence vector product of two vectors a and b 
ei x 
axb= e,. (2.7) 
It can proved that the magnitude of this vector product equals area of the 
lellogram spanned by two vectors (see Figure 2.1). 
Second-order ~"'T·""·,·,,,r' to simply as tensors, are denoted letters 
other upper case Roman), be 
of into itself. action a tensor 0" on a vector 




The identity tensor I is defined to the tensor that leaves vector unchanged, that 
IS, 
Ia = a for vectors a. (2.9) 
tensor product of two vectors a and b is a second-order tensor a b defined 
(a®b)c (c·b)a VcEE (2.10) 
particular, the identity tensor can be written as 
(2.11) 

The components a tensor IT are by 
(2.12) 

so IT can be wri tten as 
IT O'pqe p ® e q • (2.13) 
IT can asa3x3 
0'12 
a" )( all 
0'21 0'22 0'23 (2.14) 
0'31 0'32 0'33 
/ 
The trace of a tensor is U<;;.llll<:;U as 
trlT = O'ii (2.15) 
The is invariant with respect the basis if the tensor is transformed into a 
coordinate with a different basis, the tensor remains same. 




Clearly trace a tensor is zero, since 




A tensor CT is to if a tensor T with the property that 
CTT = TCT = I. (2.18) 
If CT is invertible, then its inverse T is denoted by CT-1 • The matrix of components of CT-1 
is the inverse of the matrix of components of CT. 
The determinant det CT of a tensor CT is defined to be the determinant of the matrix of 




one has the useful result 
(2.19) 
The transpose CTT of a tensor CT is the tensor defined by 
b • CTT a = a • CTb (2.20) 
all vectors a, b. The matrix of components of CTT is the Tr"'".",,"c"" of the matrix of 
components of CT, that is, 
(2.21) 




a· (CTTlb - b 0 CTTa (2.23) 
- boCT(Ta) (2.24) 
- (Ta). CTTb (2.25) 
- CTTb'Ta (2.26) 
- a 0 TT CTTb (2.27) 
equation (2.20). 
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A tensor a is said to be positive-definite if 
a· aa > 0 for all vectors a, (2.24) 
and a . aa = 0 if and only if a = O. 
A non-zero unit vector v is denoted as an eigenvector of a if there exists a real number 
11-, the corresponding eigenvalue of a, such that 
av = I1-v. (2.25) 
In the case of a symmetric tensor, three eigenvalues JlI,11-2 and Jl3 exist, and the corres­
ponding set of eigenvectors VI, V2, V3 is orthonormal [14]. Any symmetric tensor Scan 
thus be expressed as 
3 
S = SI = S(vr (\9 v r) = (Sv r ) (\9 Vr = L Jlr(vr (\9 v r); (2.26) 
r=l 
this is called the spectral representation of S. In matrix form, 
S (2.27) 
with respect to the basis VI, V2, V3 [50]. The trace of this tensor is gIven by trS = 
11-1 + 11-2 + 11-3' As stated earlier, the trace is a coordinate invariant quantity, hence the 
trace of any symmetric tensor is given by the sum of its eigenvalues. 
A tensor that maps a second-order tensor to another second-order tensor is called a fourth­




A fourth-order tensor Cijk1 has 3 x 3 x 3 x 3 = 81 components. 
2.2 Tensor Analysis 
In this study, the scalar, vector and tensor variables are typically functions of position 
and time. In addition to indicial and matrix notation for vectors and tensors, the deriv­
ative notation Ii,j = ~ for spacial derivatives is employed throughout. Several vector 
] 
17 
arise by taking derivatives in different ways. fields are 
here. gradient of a scalar field rP is vector rP or \l rP by 
grad ¢ = \l¢ (2.29) 
The gr'adient of a vector field u is the second-order grad u or \lu ,",,",,JLl"..,\.! by 
(2.30) 
divergence of a vector field u is the div u or by 
divu ·u (2.31) 
The divergence of a field U' is the vector div U' or \loU' defined by 
div U' . U' 
will be made the ,two of are 
kdivudV 1 u·ndA 
oR 
and k div U' dV 1 U'n dA (2.33) 
8R 
where u and U' are a vector and a field R is a region with 
boundary 8R; n is outward unit vector normal to 8R. 
2.3 asic Continuum Mechanics 
problem of continuum is the a which occupies 
a domain at a time t 0, find shape the body, as well as the internal 
forces the body timet> ) given a prescribed loading The 
IS the displacement vector u(x, t) figure , while state of local 
deformation is captured the strain tensor €, defined 
€ t(\lu +\ITu) or +U")1,1 (2.34) 
.LJ'-''''~''''vv the are that IUj,j « II, it 1S 








continuum mechanics problem; 
a originally at posi tion x moves to x + u time t. The deformations 
Figure U ndeformed and deformed shapes in a 
counterpart. bone one with strains, all the 
presented work will assume elastic, strain of 
cancellous bone. 
Internal are with the of the stress tens01' u like 
tensor IS symmetric as a consequence of the principle of momentum. The 
t on any with unit normal n can computed using the tensor: 
t un 
As the of that a femur is to is large 
a 




of to a set equations 
known as Cauchy's 
can be '""'-'!'.''",\., 
of [50]. For quasistatic case they to the 
equations of equilibrium 
div u + f = 0 or O'ij,j + Ii = 0; 
the f denotes body force, the sum all external except boundary 
exerted on the body. 
(2.36), together the equations (equation (2.34))' 
nine equations in unknowns. of the nrf)"''''rtl ofare 
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the material. In order to make this set of equations solvable, a further set of 6 equations 
linking IT and to are required. These are called the constitutive equations, and they capture 
the features of a particular material model. In this study, isotropic linear elastic material 
behaviour is assumed. In a linear elastic solidI , IT and to are related to each other linearly, 
in the form 
(2.37) 

where C is the fourth-order elasticity tensor. For isotropic materials the components of 
C depend only on two independent constants, which are called the Lame constants and 
are defined as follows: 
vE 
(2.38)
(1 + v)(1- 2v) 
E 
{l = (2.39)
2(1 + v) 
Here, E and v are the Young's modulus and Poisson's ratio respectively and can be 
determined from experiment. 
In terms of the Lame constants, the stress-strain relation for a linear elastic material is 
all - ).trc + 21ltll (2.40) 
a22 ).trc + 2{lt22 (2.41) 
a33 ).trc + 2W33 (2.42) 
a12 2{lt12 (2.43) 
aI3 2{lt13 (2.44) 
a23 2f1 t 23 (2.45) 
However, the two material constants E and v are not constant in time bu t depend on a set 
of internal variables which evolve with time, and which depend on the apparent density. 
This is the subject of the following Section. 
I Most bone material in the skeleton is very brittle, but this depends on the kind of loads it is subjected 
to . The bone in deer's antler is quite ductile for example, as it needs to absorb large amounts of impact 
energy [28] . The bone in a narwhal's auditory complex, the bulla, on the other hand, is extremely stiff 
and also very brittle as it needs to transmit sound waves. The cancellous bone in the human femur is 
somewhere in between as it needs to be both stiff and impact-absorbing. It is reasonable to say that 
during regular usage, this bone undergoes only small deformations and therefore behaves as a linear 
elastic, non-ductile solid. 
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Constitutive Equat· for B 
2.4.1 ensity remodelling 
is one that into account changessimplest of bone UAV'-<VA 
content, opacitythe specific The bone changes porosity, 
weight. V is the volume a bone and ms mass of all solid 
in this by(i.e. the specific density p* is 
p" 
V 
A solid with volume than 0.3 is considered a cellular [2]. 
This is the case most cancellous bone, but not for cortical bone. in this 
bone of any densi ty is assumed to the ability remodel. constitutive 
equations a material with density remodelling elastic law (2.37), 
in which depends on a remodelling variable e, with an evolution for 
e. pair of takes form 
(eo + e)C(e)f, (2.47) 
e A(e)+A(e) (2.48) 
an initial fraction in volume as 
function A(e) and tensor function A{e) to 
be determined using physiological or biological insight into the remodelling 
process. Together with Cauchy's and the strain-displacement relations this 
'VUvHVV 16 equations in the unknowns O'ij) Ui) e. Cowin et aL [18] solved 
equations analytically specific case a medullary . inserted into 
bone, A(e) as a Aij(e) as a tensor 
Note that remodelling explicitly on the f, and hence is a strain-driven 
2.4.2 Periosteal endosteal surface remO'UL........ L 
.. AAlF'., 
a different of cancellous Cowin et aL[19] 
the changes its actual both at 
the surface the outside surface of endosteal 
surface a hollow (see 2.3). of a density evolution 
PERIOSTEAL SURFACE 
ENDOSTEAL SURFACE 
Figure 2.3: Cross-section of a long bone shaft with the periosteal and endosteal surfaces 
labelled. 
Figure 2.4: Surface Remodelling on a Cylinder. 
equation such as equation (2.48), a surface evolution equation is given by 
(2.49) 
where u is the surface speed in a direction normal to the remodelling surface, E?j is the 
remodelling equilibrium strain (see Figure 2.4), and Gij are the components of a constant 
second-order tensor. One can rewrite this in terms of the stress (Jij in the form 
(2.50) 
where (J~ and Hij are defined in a similar manner as E?j and G ij . Cowin et al. [20J have 
carried out uniaxial stress experiments where the coefficients Gij can be chosen in such a 
way that the numerical calculations give the same results as the actual animal studies. The 
animal studies consisted of rendering limbs in certain animals (beagles, pigs) inactive, or 
overstimulating them by applying cyclic loads and monitoring the deposition or resorption 
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Figure 2.5: Comparing experimentally induced surface remodelling in animals with the 
theory. Taken from Cowin. 
osteotomy experiments of sheep by Lanyon et al. [51 J that will be discussed in Chapter 5 
were also used by Cowin et al. to determine these coefficients [20J (see Figure 2.5). 
No method of calculating these coefficients theoretically has been found to date, and 
this is a major shortcoming of both the internal and surface remodelling models: there 
is a large number of parameters involved which are not easily deduced from theoretical 
considerations. Cowin has been able to show, using this model, that a medullary pin 
fitted tightly into a cylindrical cancellous bone shell (such as a femoral prosthesis stem 
into the femural shaft) will eventually work loose as a result of the surface remodelling 
taht takes place. 
2.4.3 Fabric-material relationships 
As was pointed out, the models described above do not take into account trabecular 
orientation. This can, however, be included in a continuum model by incorporating as 
a variable the general orientation of trabeculae. While density represents a first order 
(scalar) characterisation of the cancellous bone material, density and trabecular orienta­
tion together give a second order characterisation which is tensorial in nature, as explained 
below. 
The fabric orientation is quantified by using a mean intercept length matrix. Trabeculae 
in cancellous bone form sets of regionally parallel fibres. The architecture of these fibres 
can be measured by drawing a line at an angle () to the horizontal and by measuring the 
average distance between fibres along this line (see Figure 2.6). This is the mean intercept 
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Measuring the Mean intercept Length in a of bone: test 
mean intercept length ellipse superimposed on bone 
it Taken from Cowin. 
which can be represented as a function of [22] 
1 2 . 20
L2(O) = AI11 cos 0 + sm + ocos 0 (2.51 ) 
Taking three such measurements the compon­
ents of M and plot the ellipse given by (2.51) [38] showed that, in 
three dimensions, this can be generalised to 
(2.52) 
L is the mean intercept length vector n. three 
dimensions, all the components the tensor M can 
determined by measuring the mean vectors. 
Equation (2.52) is the equation presents an 
appropriate visualisation of the If the ellipsoid is a sphere, 
then the material has no and is therefore isotropic, even though on 
a local level there is a high If the fabric ellipsoid is not spherical the 
material is anisotropic, major and minor axes of the fabric ellipsoid 
are a measure of the orientation. 
Cowin [22] has fabric orientation in the constitutive equations 
by introducing the tensor is defined by 
=M 
The square root of M IS as M is a positive definite tensor 
(2.52)) because >0 is characterised by 
(direction of (magnitude of anisotropy) of M. 
with this IS relation between the fabric tensor elasticity tensor. 
Cowin [21] has shown that if one assumes that the anisotropy cancellous bone is due 
only to the trabecular the bone matrix IS relationship 
the elasticity tensor and is given by 
Cijkl all5ijl5kl + a2( A ij l5kl + + 
+ I5kl AiqAqj) + 
+ AklAjqAqj) + 
AkqAq/ + 
Cl +15i/{)jk) + 
C2 + I5i/Akj + Ai/{)jk + {)ikA/i + 
C3 + I5/iAkrArj + 
AT/l5ki + l5ik AlrAri) (2.53) 
Ci are all functions density p*, trA, trA2, Equation 
without up too much One can 
all this expression, and it can that 
if of M are coincident, the symmetry reduces to isotropic 
if all eigenvalues of M are the material exhibits 
[22]. practical problem in applying this model lies in evaluating 
ai, bi ) Cj. et [25] have done based evolutionary 
encouraging results; some be 
the fabric '-<''''vU''''''V,," above, Cowin et al. 
fabric tensor into constitutive equations, as this is a 
measure fabric orientation, and assume the elastic modulus depends 
orientation. This deviator is denoted by K and is as 
In 16). The tensor K has only five components as it is both 




e e(K, e), 
where e is fraction as variables K and e are 
equilibrium but vary during the process. Cowin next 
25 
introduces assumption that e only on normal and only on 
deviatoric strain, so that the in density and the orientation are 
decoupled. This is not an assumption that is justified a physiological point 
but it makes since the constitutive relations to 
C(K,e)f) (2.54) 
K(K, €), (2.55) 
e e(trf, e), (2.56) 
can K and eexplicitly as matrix polynomials. linear 
equations (2.56), include small (2.34), as 
an terms to be proportional to discarding all higher terms 
[25], are then by 
(91 +92e) + (93 + +9s(Kf + fK) + 
96(Itr(Kf) + tr(f)K) (2.57) 
K ( h 1+ (f - ~O) + 
[J(trK(f) fO)) - ~ 
h4(trf trfO)K (2.58) 
e (11 + (trE - trEe) +h(trK(E - EO)) (2.59) 
and € is the deviatoric part of E as III (2.16). 
The strain under which no remodelling place, Le. the 
remodelling equilibrium the complexity of a 
law described [18]. application 
of this is shown a stress field that rotates as 
Principal axes of and fabric "follow" of the stress state. 
~..,"~"'.~ of this theory is that a large number of parameters (9i) hi, have to 
experimentally or approximated biological insight. Cowin admits 
that he this biological insight" [25]. Also, theory can only be 
away To remodelling near bone~implant a modified 
theory of will have to combined with the evolution theory 
[25]. 
to above can be evaluated purely by us-
a full-scale element on a trabecular a cubic specimen of trabecular 
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Figure 2.7: Anisotropic remodelling in a sample of cancellous bone; this sequence shows 
the evolution of the trabecular architecture from a remodelling equilibrium character­
ised by stress, strain and fabric denoted as TO, EO and 1(0 respectively to a remodelling 
equilibrium characterised by T*, E* and 1(* respectively. Taken from Cowin. 
to triangularize a cubic specimen of trabecular bone into isotropic linear elastic finite 
elements which are much smaller than the trabecular struts. They performed a stress 
analysis of the actual trabecular structures in a cubic piece of cancellous bone. This 
technique is non-destructive, and one can conduct mechanical experiments as well as nu­
merical finite element simulations using the same geometry of trabecular bone [76]. As 
the trabecular bone is very complex in structure, the scale of the finite elements is very 
small. Van Rietbergen et al. have used almost 300000 finite elements to reconstruct a 
10mm cubic specimen [75]. It will become clear why this is problematic later on when 
the finite element method is described in detail. Using special solving routines, they have 
simulated compressive load cases on all faces of the cubic specimen and, using the finite 
element method, have found mechanical properties such as Young's moduli and Poisson's 
ratios in all three perpendicular directions. By scrutinising the geometry of the specimen, 
they could calculate the consta.nts linking fabric and mechanical properties, and also make 
observations about how boundary conditions such as friction on the compression piston 
interface affect measurements of mechanical parameters [45]. As mentioned before, these 
boundary effects can cause experimental complications, particularly in compression tests, 
as they distort the appa.rent properties measured [76]. Unfortunately, the computer power 
available at the present time is not sufficient to run such an analysis on a full-scale model 




The Finite Element Method 
The finite element method is a technique for the numerical solution of partial differential 
equations. The method entails triangulation (subdivision) of the domain of the equations 
into several subdomains (finite elements), and approximation of the solution on each sub­
domain by continuous functions such as polynomials. The global solution is then the 
superposition of the solution on each subdomain . The finite element method is extens­
ively applied in engineering to solve a wide range of complex problems in both solid and 
fluid mechanics (see Figure 3.1 for an example of a simple beam subdivided into finite 
elements). In bone mechanics the method has been in use for more than two decades 
[40J. Computational analysis using the finite element method is equivalent to conducting 
numerical experiments: the results of these experiments can .be compared with results of 
in vivo experiments, and the parameters or the remodelling algorithm used in the numer­







Figure 3.1: Cantilever beam with a bending load partitioned into four-noded quadrilateral 
finite elements. Its state at any point in time can be described by the displacement of 
each node (u,v) as well as the stress field on each element. 
28 
3.1 
useful in implant design, as various geometries can be tested numerically without 
pathological failure. 
on the finite element method which consulted for further information 
include Cook [16] Burnett [10]. There are many books on subject. 
Variational Problem 
The that have to be solved are the linearised (2.34) 
the equations equilibrium (2.36), supplemented the set of equations 
(2.37) a boundary conditions, here to be prescribed Uo 
on a part 8R1 the boundary, to on the boundary 
8R2 • As mentioned Section 2.4.1, the elasticity tensor C equation (2.37) may de­
pend on some internal evolve time, but 
take 	the form of small strain linear elastic constitutive 
stress u must given boundary conditions, loads or 
H.OTnr", this problem can be solved on a domain R 
the finite method, it has to be reformulated in a variational form. 
In to formulate the problem correctly, some appropriate function spaces must be 
first of is the space L2 (R) of functions, that is 
L2 (R) = 	 (3.1){v: in v2 dV < oo}. 
this "'l-'a,OvOC;, one can define the Sobolev space HI to 
(3.2) 
Both 	 product with inner products (.,.) and norms 11.11 "''''lUl'-'''''' 
by 
(U,V)L2 = In uvdV, 	 (3.3) 
IlvlIL:z = (3.4) 
for L2 and 
(1£, Vh/l fv (uv +vu·vv) dV, 	 (3.5) 
IlvllHl = 	 (3.6) 
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for HI. More about Sobolev spaces can found in Marti 
In order to problem one vu,",vO'JO a space of admissible functions u and test 
functions v Sobolev 
v {v :Vi E (R), vil8Rl = o} (3.7) 
U .- {u: Ui E (R), Uil8R1 = (UO)i}. 
In this only displacement V~'U.U'd"'£ conditions used are Ui = 0 on RI, 
and U are same space and will be referred to as V. 
Multiplying both the equation (2.40) by v E V and integrating, one 
has 
kv·divudV kvofdV = O. 
Note 
(uv) u·Vv v·div u; (3.10) 
this is an that is iviJliHl,l",",vlH differentiation in one u...,",""'>J''''A£ 
and can Tyr, "",." using Substitution (3.9) 
kdiv (uv)dV - ku·Vv dV = in vofdV. 1) 
aid of the (2.37), the first reduces to 
(uv) = 1 (uv)onds (3.12)JaR 
which can be reduced boundary conditions. be the part boundary 
the displacement is and let an traction to on theOT'H>r1TlLVl 
boundary 8R2• boundary integral then reduces to 
1 (uv)on + r (uv)on dsJaR J8R2 
(3.13) 
v 0 where the tJLU,'-"-',u,-,."V is specified on boundary, uv·n = 
. . 
un-v SInce u IS and un = to according (2.39). 
the product can be rewritten as UO€(v) SInce (writing for 
u·Vv uoL 
- UijLij 
- HUij + uji)Lij 
- HuijLij + uijLji) 
~uij(Lij + Lji) 
- UOE(V). (3.14) 
Hence the variational or weak formulation of the problem becomes, using equations (2.41), 
(3.13) and (3.14): 

Find U E U such that for arbitrary v E V 

( CE(U)OE(V) dV = { vol dV + { toov ds (3.15)h h k~ 
3.2 The Discrete Problem 
In the general case, equation (3.15) cannot be solved analytically. One way of constructing 
an approximate solution is to use the Galerkin method, in which V is replaced by finite­
dimensional subspaces V h [57]. Whereas V is an infinite-dimensional space spanned by 
an infinite number of basis functions, that is 
V = span { 4>i}:1 ' (3.16) 
and Vh is a finite-dimensional subspace of V spanned by N basis functions: 
(3.17) 
The parameter h satisfies 0 < h < 1 and 'is a measure of how closely V h resembles V. 
One appropriate definition would be h = l/dimVh . The approximate solutions and test 
functions are given by 
(3.18) 
N 
Vh = L bi4>i (3.19) 
i=1 
respectively where ai and bi are vectors of constants in the Galerkin approximation. The 







Figure 3.2: Subdivision of a two-dimensional domain R into finite elements De. The 
collection of all the elements is called the finite element mesh. 
The Galerkin method does not specify how the basis {</>d should be chosen, and the finite 
element method is a procedure for making such a choice systematically. In the finite 
element method, the domain R is divided into nonoverlapping subdomains De such that 
the following conditions hold: 
E 
De n0 f = 0 for e ~ f and 	 UDe = R (3.21 ) 
e=l 
Equation (3.20) then takes the form 
f C€(u~l))O€(V~l)) dOl + f C€(u~»)O€(v~2») dD2 + ... Jo! 	 J01 
+ f C ( u~e»)O€(v(e») dOe
JOe 
= f v~l)ofdDl + r v~2)ofdD2 + ... 
Jo! ! J01 
! +lv~e)ofdne 
Oe 
+ r tvLl)onds + r tvL2)onds + ... 
JaR2 JaR2 
+ rtv~e) on ds (3.22)
JaR2 
where u~e) denotes the restriction of Uh to element De. An example of the subdivision of a 
domain into finite elements is given in Figure 3.2. The crux of the finite element method 
lies in choosing an appropriate basis for the displacements. This is done as depicted 
in Figure 3.3; note that all basis functions have small support: they are zero outside a 
"small" region. Polynomial basis functions of compact support on R are chosen in such 












The displacement on a particular element can be expanded using only the basis functions 
corresponding to the nodes of that element, as all other basis functions are zero on this 
element. Thus for a four-noded quadrilateral element with bilinear basis functions, the 





where aj is a the vector of displacements at node i and 1/J!e) is the restriction of basis 
function <Pi to element f2e. 1/Ji is the non-zero basis function at node i. The approximate 
solution on each element f2e then satisfies 
(3.26) 
where the second term of the right-hand side is the force exerted on each element by 
the surrounding elements, and the third term on the right-hand side is the force exerted 
on the element by the boundary tractions; this is only non-zero if part of the element 
boundary corresponds to part of 8R2• 
As some of the analyses are carried out under a two-dimensional plane strain conditions, 
further details will be given for this case. In a two-dimensional plane strain situation, 
the displacement in the z-direction is zero, and the displacement field satisfies, in vector 
form, 
uT=(u(x,y) v(x,y) 0). (3.27) 
33 
This means that the strain f can be written as a 3-vector as all out of plane strain 
components are constrained to be zero: thus 
au/ax ) 
f= av/ay. (3.28)
( au/ay + av/ax 
The stress is defined in the same manner as 
au)u = a22 ; (3.29) 
( 
an 
there is an out-of-plane component a33 which does not enter the analysis because the 
corresponding strain t33 is zero and hence this component will not contribute to the 
product fou. Thus in two dimensions the product uof reduces to 
all tu +2a12t12 +a22 t 22 
uTf. (3.30) 
In this work, bone is assumed to exhibit isotropic behavior so that the tensor Cijkl only 
has two independent components, for example the elastic modulus E and Poisson's ratio 
v (see Section 2.3). For plane strain, the stress-strain relationship becomes 
U =Df (3.31 ) 
where the 3 x 3 matrix D is defined by [10] 
D= E (3.32)
(1 +v)(l - 2v) 
The strains can be evaluated using (2.34), to give 
Ba (3.33) 
Bb, (3.34) 
where the matrix B consists of basis function derivatives: 
¢l,x 0 <P2,x 0 <P3,x 0 <P4,x 0 
B = ( 0 ¢l,y 0 ¢2,y 0 ¢3,y 0 ¢<•• J (3.35) 
¢l,y ¢l,x ¢2,y ¢2,x ¢3,y ¢3,x ¢4,y ¢4,x 
34 
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The left hand side of the variational problem (3.26) now becomes, for a particular element 
De 
- In. U( Uh)oe( Vh) dDe 
f e(Vh? u(Uh) dOeIn. 
bT f BT De(Uh) dOe
In• 
= bT (In. BTDBdD) a. (3.36) 
Similarly, by introducing a matrix if' such that 
</>1 </>1 </>1 
</>2 </>2 </>2 (3.37)if'= 
</>3 </>3 </>3 
</>4 </>4 </>4 
the right hand side becomes 
(3.38) 
Here the symmetry of D and (2.22) have been used. Since Vh is a field of arbitrary 
displacements, and hence b a vector of arbitrary displacements, it follows that 
(3.39) 
where 
ff BTDBdO (3.40)In. 
and 
(3.41) 
are called the element stiffness matrix and the element load vector respectively. These 
may be calculated on each element by the technique of mapping to the master element 
and using Gauss integration (see Section 3.3). Since the element load vector consists 
of loads applied to the element due to body forces, external surface tractions, as well 
as forces exerted by other surrounding elements, this equation cannot be solved on an 
element level if the solution for the surrounding elements is not known. Each element 
stiffness matrix and element loading vector form part of a global stiffness matrix K and 
35 
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a global loading vector F which are assembled element by element. Since the domain R 
is partitioned into nonoverlapping finite elements f2e, this is possible: 
E
l···=Ll
R e=l Oe 
According to Newton's third law of motion, the forces applied by one element on a neigh­
bouring one are equal and opposite to those applied by the neighbouring element on 
the original one, hence inter-element forces cancel, and only external forces have to be 
evaluated in the global equation 
Ka = F. (3.42) 
Here, the vector a contains the displacements of every node in the model, and the force 
vector F contains only body forces and external tractions. The stiffness matrix K is a 
2n x 2n matrix, with n the total number of nodes in the model, since each node has two 
displacement degrees of freedom. Equation (3.42) is linear and has solution 
(3.43) 
The computational effort depends on the size of K, which in turn is governed by the total 
number of degrees of freedom in the model. Thus a model such as that set up by Van 
Rietbergen [75] using 300 000 elements to model individual trabecular structures is very 
expensive to run and needs vast amounts of computer resources. To analyse a whole bone 
using this technique is impossible with today's hardware. The macroscopic approach, on 
the other hand, allows one to analyse a whole bone: a fully three-dimensional remodelling 
analysis using a continuum algorithm on ~ femur divided into 6000 elements only has 
about 18000 displacement degrees of freedom. A further complication of the approach 
based on single trabecular structures is that at least some of these trabeculae undergo finite 
strains, the small strain approximation is no longer be valid, and the strain-displacement 
relationship becomes nonlinear. It is computationally very expensive to solve these non­
linear equations, since at each step not one but several different stiffness matrices have to 
be inverted until the solution a is found [16]. This sort of approach may become feasible in 
the future. At the moment, existing methodologies used for solving complex engineering 
problems such as the loading on a bone, which is made complicated both by its geometry 














Figure 3.4: map a element to a 4-noded 
3.3 Evaluation of Integrals 
To make the calculation of integrals easier, each four-noded quadrilateral element is 
mapped onto a standard element n, where all integrations are performed 
numerically. the form 
(3.44) 

case of plane strain is a two-dimensional 
(3.45) 

in Figure 3.3 on the master element (see Figure 3.4). The bilinear basis LULA.'-'Y""LL" 
are to determine by the that 
where Oij is the Kronecker delta (see equation (2.4)). are 
tPl - - (1 -71) 
~ 
1/J2 - e)(l - 71) 
~ 
tP3 - +0(1+71) 
~ 
tP4 - ~(1 - e)(l 71) (3.46) 
VUing basis functions, the in equation (3.45) can rAn"""" be as 
n 
X(e) = xi;foi(e) (3.47) 
i::::l 
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i runs over all nodes of the element (i = 1 to 4 in 

:;Vj IS position vectors of node i in the element. 

order to transform the matrix B (see equation (3.35)) onto 
can use the chain rule to obtain 
(3.48) 
transformation and IS2 x 2 In (3.48) is called the Jacobian 
(3.49) 
are and for these detJ > a 
holds. For a convex 
In the method, convex 
function derivatives onto the 
master element is given 
(3.50)( )= ( ). 
The matrix B can be rewritten in terms derivatives on the master 
The infinitesimal volume element in the case reduces to 
(3.51 ) 
where t is the thickness which to specified for element. If one den01&eS 
I 
by J, then the integrals} over 
10 Ii T DIit J ded"." (3.52) 
- 10 f t J de d".,. (3.53) 
it is evaluated numerically by using 
Gauss and Touzot [31] or Burnett [10]. This means 
that the replaced by the sum of the integrand 
1Note: the external force of the load vector F (see equation (3.41)) is not evaluated here; this is 
because rnost of the to 
nodes concerned without any calculations. In Section 6.3, application or external loads which 
are distributed over an elernent surface will be discussed. 
are nodal loads, which are applied 
38 
by 
element as B. Hence by 
Jacobian matrix for each element one can 
as well as the 
on the master element. 
Figure points exact integration on a four-noded quadrilateral master 
element n bilinear functions. 
at strategically \.-U'J<:l'WH V'J1B"" III ("Gauss points") that are weighted 
appropriately. For bilinear functions, points an 
1 1 ). ( in the(-1]the integral at ( .j3' -.j3 ) (-h' 
3.5) and have weight 1 so the integral 
4 
are the coordinates each Gauss . This evaluate 




Continuum Model for Isotropic 
Density Remodelling 
There are two schools of thought that have developed theories utilizing a scalar approach 
to bone remodelling: the University of Nijmegen school (Huiskes et al.) [78] [42] and the 
Stanford University school (Carter et al.) [47] [13] [12]. Huiskes et al. use the strain 
energy density U as a remodelling stimulus [42], whereas Carter et al. use a daily stress 
level stimulus ~ [12]. According to Carter et al., researchers have tried to show that 
apparent density and trabecular orientation adjust themselves to optimise some objective 
function which could be different from stress ratio: e.g. strain energy density [12]. In a 
realistic model this strain energy density function has to include damage accumulation 
as well as static stress. It is assumed that some homeostatic state exists in which no 
bone is lost or gained. The stimulus required for maintenance of bone is a function of 
stress magnitudes, loading cycles and apparent density. Both these schools of thought 
have developed isotropic material models with the state of bone being characterized by a 
single scalar: the apparent density p*, which will simply be denoted by p from now on. 
The theory of the Stanford group will be described in some more detail below; this model 
will henceforth be referred to as the SE algorithm. 
4.1 Similarities of Bone and Damage Mechanics 
The model presented below represents one of the simplest approaches one can take when 






Figure 4.1: Stress-strain curve of a material undergoing tensile loading in the sequence 
1-2-3-4: as the material is loaded, the damage increases, resulting in a decreasing elastic 
modulus. The material is elastic as loading (1,3) and unloading (2) causes no permanent 
deformation. 
It is helpful to outline the basic features of the model before delving into the details of 
the formulation. 
The model is simple in that it involves only elastic deformations, so that plastic effects 
are neglected. What makes it different from a normal linear elastic model is that the 
material properties change with time (see Section 2.4.1), reflecting the real-life ability of 
bone to remodel. One can draw a parallel with damage mechanics, where the stiffness of a 
material undergoing damage depends on a damage parameter d which changes as the load 
is applied [71]. In reality, every material contains some flaws, cracks or microvoids that 
grow when the material is loaded in a tensile manner. Under compression, the microcracks 
close and hence the material retains its elastic properties, but in tension the cracks grow, 
making the material weaker. This is referred to as damage, and in a damaged material 
the elastic modulus E changes according to 
E = (1- d)Eo, (4.1 ) 
where Eo is the original (undamaged) modulus of the material and d( t) is such that 
oS; d( t) S; dr < 1 ( 4.2) 
with dr the value of d where the material ruptures [71J (see Figure 4.1). The constitutive 
equations for a damage model include an evolution equation for d(t), which is of the form 
d = f(d,€,u). (4.3) 
In damage mechanics, the material degrades continually so that the damage parameter 




to strengthen (apposition). 
and this can 
mechanics. the 
equations together with an 
properties depend directly on 
same light as 
bone remodelling consist of 
equation 
p= g(p, f, u) ( 4.4) 
for the explicit form of these equations will in the following Sections. 
4.2 s and Internal Combined 
producing a general bone remodelling is to 
combine the since the two are 
really namely bone matrix by the 
osteoblast obvious on the bone's outer which can actually be 
seen to or to the loads applied 2.4). Density remodelling 
is really caused deposition or resorption on the interface wherever 
there is available area, such as around trabeculae or on surface. Hence 
remodelling is at low or very high apparent as there is not very 
much surface available deposition in either case. 
surface, ie. typical unit volume density 
(specific surface by Martin [59] [60]. to a very good 
approximation, area (denoted by Bv) is a polynomial in the 
porosity p = 1 - the with no 
porosity (cortical of 5 %; its density is by Pc.). Martin 
has shown that of bone, both young and as well as bone 
from various body [60]. The dependence of Sv on p is by 
Sv = 0.03226]3 - +0.13396p3 - 0.10104p4 +0.02876]35. 
This is depicted in Figure 4.2. 
The density evolution depends on according to 
p 
where r, the velocity of on the remodelling error e) 
is the difference between daily tissue level stimulus: 
e ( 4.7) 
u.-____________________________-, 
[47]. 
0.0 G 0.2 0,4 0.& C.I 1.0 '..1 L4 1.4 1.0 
Apparent Conolly (glee) 
of cancellous bone materiaL4.2: Plot of specific surface vs 
remodelling error e in Section 4.4. The remodelling 
simplest one being a r(e) can take 
through the origin, that 
This expression gives only one 
elling surface velocity is zero. 
remodelling surface velocity 
r ceo 
of remodelling error (viz. 
the parameter c can 
remodelling error, for example 
elling error due to complete unloading. Alternatively, c could be chosen a way 
as to represent the maximum remodelling surface velocity. 
measured experimentally [63] for resorption and sur­
material. et al. [6], this surface remodelling 
order of 3pm/ day. results, however, indicate that there a range of 
mechanical no effect on remodelling that 
is probably more includes a so-called dead zone [6], there is 
a certain width w -w < e ::; w =} r = 0 while limits, the 
remodelling function of e (see Figure 4.3). 
the surface this reads 
ce e > w/2 
r 0 -w/2 ::; 0 ::; w/2{
ce e < -w/2 
equation 
(4.9) 








Figure 4.3: Different Surface Remodelling Rates: with and without a dead zone. Taken 
from Jacobs and Beaupre. 
Figure 4.4: Cellular, Trabecular and Continuum Levels in Bone. 
depending on whether the bone concerned serves as a structure loaded with cyclic loading 
(eg the lower limbs) or as an impact absorbing protective shield (eg the skull). 
The results in the current study include a brief investigation of the effect that such a dead 
zone has on bone remodelling. An even more realistic representation would probably be 
to have a dead zone and then a function r( e) which tapers off as e ---7 ±oo. This will be 
included in the strain based remodelling algorithm presented in Chapter 5. 
4.3 Tissue Level and Continuum Level 
There are three different levels at which one can model cancellous bone: the cellular level, 
the coarser tissue level and the even coarser continuum level (see Figure 4.4). The cellular 
level goes down to a dimension of about lOA, the tissue level has a smallest dimension 
of about 50J.lm (the size of a Haversian system), and the continuum level has dimensions 
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of the order of millimeters [26]. Discussions of attempts to model cancellous bone on 
a cellular level as well as on a trabecular level are described in Sections 5.2 and 2.4.3, 
respectively. 
According to Jacobs [47] [12], the link between the tissue and the continuum levels is the 
equivalent stress: 
a = J2EU, 	 (4.10) 
with E 	the elastic modulus of the (isotropic) material and 
IT . f 
U=-	 (4.11)
2 
the strain energy per unit volume stored in the material. Note that this is valid for a 
linear elastic material only. It is assumed in this model that all loading is everyday normal 
loading, and that the strain in the bone at no stage in the analysis exceeds the yield limit . 
The continuum stress a and the tissue level stress at are related by [77] [12] 
(4.12)iT(p) = (~)' iT, 
This relationship can be derived using the theory of cellular solids [2], and has been 
verified experimentally for different cellular solids similar to bone and also for bone itself 
[34]. 
4.4 	 Equations and Parameters Used in the Con­
tinuum Model ! 
Assume that during any day a variety of N different load cases are applied to a certain 
region of bone. If one defines the daily tissue stress stimulus by 
(4.13) 
where nj represents the number of load cycles, ati the equivalent stress for load case i, 
and m is a scalar such that 3 :S m :S 8, then one can define a remodelling error 
e = lPt -	 lP~, ( 4.14) 
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where 'Ij;; represents a remodelling equilibrium value of stress. In terms of continuum 




and (Ti can be measured on the continuum level. The remodelling error then becomes 
(4.17) 
4.5 Loading Application 
The daily stress level stimulus is given by 
N ) 11m 
'Ij; = ~n;(Ti (4.18)( .=1 
where N is the total number of load cases experienced in one day. Under normal loading 
conditions, there are numerous different load cases, as can be seen by considering all the 
different muscles attached to the femur in the hip region. Dostal et al. [32] have included 
27 different hip muscles in their model of the hip musculature, and this is indicative of the 
variety of load cases which the proximal femur experiences during normal daily activity. 
To include all of these in a finite element model would be highly impractical, as each 
muscle is attached to a different area of the bone. It is also very difficult to quantify 
exactly where and in which direction each force is acting in a complicated action as, for 
example, climbing the stairs. In this work, the only loads simulated are those of the gait 
cycle which is sampled at several points in time: three points for the two-dimensional 
models and two points for the three-dimensional models. The two-dimensional load cases 
have been taken from Jacobs [47] and the three-dimensional load cases have been taken 
from Bergmann et al [8]. 
It is quite clear that during one day, various different load cases apply to the femur in 
vivo. The formula for the stress level stimulus is simplified, however, if one assumes that 
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Figure 4.5: Reorganization of load cases to make calculations easier. Taken from Jacobs 
[47]. 
between. Assuming that only one particular load case is applied during a certain day, ie. 
N = 1 in the above equations, the stress level stimulus simplifies to 
(4.19) 
where a- is the specific stress associated with this one load case. Thus by arranging the 
load cases in the model in such a way that only one applies during the shortest time-step 
in the model, the calculations can be simplified. Instead of going through a whole cycle of 
different load cases during one day, one goes through them sequentially on different days. 
More frequent loads are applied for more days than less frequent ones, e.g. in the two­
dimensional model, there is one load case that has nl = 6000 cycles and two other load 
cases that have ni = 2000 cycles each. Thus they are arranged in such a fashion that there 
is a day of loading case 1 (10000 load cycles) followed by a day of case 2 (10000 cycles) 
followed again by case 1 and then by case 3 and again by case 1, each applied for 10000 
I 
cycles respectively [47] (see Figure 4.5). The different load cases are thus spread over 5 
iterations instead of all occuring during one iteration. The number of load cycles during 
one iteration, however, remains 10000. In this work, one iteration (ie. the application of 
one particular load case) will be referred to as one day. Since the elastic properties of the 
bone material change after each iteration, these two methods of loading will definitely 
give different results in the short term, but in the long term the effects of applying the 
load sequentially should average out [47]. 
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Figure 4.6: Radiograph of Human Femur in section. 
4.6 Limitations of Using a 2D Model 
Before applying the model described above to a two-dimensional problem for the human 
femoral head, one has to be quite clear about the advantages as well as the limitations of , 
using this approximation. Clearly it is quite difficult to create a fully three-dimensional 
finite element mesh of a real bone as most bones have a very low degree of symmetry and 
a very complex geometry. This is much simplified in two dimensions, and as there are 
numerous radiographs of the human femur in section, one can compare results obtained 
from numerical analysis with these physiological trabecular distributions (see Figure 4.6). 
To obtain a feel for how different remodelling algorithms work and to test new algorithms, 
it is therefore instructive to model the stucture of the bone as two-dimensional. The main 
problem with this approach is that the hoop stresses set up in the cortex du-i-ing loading 
are neglected. There are several ways in which one can at least partially overcome this 
problem; the most obvious is to assume conditions of plane strain so that the material 
is constrained to undergo deformations only in the plane of the finite element mesh. 







Sid. Pia..Front Plat. 
Figure 4.7: Mesh consisting of front plate with tapering side plate. 
thickness to each element. In this work, the whole specimen is assumed to have a constant 
thickness of 40mm, which is obviously not a realistic assumption_ 
In order to reconstruct the tubular nature of the femoral shaft in a two-dimensional model, 
Jacobs et al. use a side plate consisting of cortical bone that is not allowed to remodel 
[47]. Thus a mesh identical to that used for the femoral shaft is superimposed on the 
original mesh, and this tapers down in thickness towards the femoral head. Its medial 
and lateral most nodes are constrained via a multi-point constraint to undergo the same 
displacements as the corresponding nodes in the original mesh (see Figure 4.7). This idea 
was first used by Huiskes et al. [41] to take the 3D integrity of a system, including an 
implant, into account. The sideplate is useful also for approximating the correct bending 
stiffness of the three-dimensional femoral shaft. As the bending stiffness depends on the 
product EI, where I is the second moment of area, the values of I for the cylindrical shaft 
and the rectangular 2D approximation including the side plate have to be the same_ This 
can be done by varying the thickness of the original mesh and the side plate appropriately. 
The problem with implementing a side plate in a study of bone remodelling is that the 
side plate was originally intended to simulate an already existing femoral shaft. In this 
work, however, the initial configuration is a bone of constant density with no pre-formed 
structural elements in place. Starting out with a block of uniform bone with a cortical 
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attached to it and arriving at a slab bone that is cortical and remodelled 
cancellous bone is highly unphysiologicaL Also, the rigid plate absorbs a 
of the applied load hence the stress stimulus in is lowered, 
This is Figure 7.1 in 7. The plate is 
bone where an existing bone structure 
Whether it is a valid model in the development 
of of bone is a matter. In , no 
been in the two-dimensional simulations at all. 
.7 Algorithm Implemented on the Comput 
energy based described this Chapter has 
the A finite code with the UMAT subroutine which can 
to calculate parameters and matrices ! Gauss point in a 
quadrilateral element. algorithm followed at each point is outlined 
1. In order to . this model, a number of are required 
Box . These can be mostly literature. 
parameter is that of the constant c, was chosen a way that zero 
remodelling stimulus bone p will in a remodelling surface veloci ty 
of [47]. As will shown in Section 5 this is not quite physiologically 
accurate, it is within an of magnitude the actual remodelling 
surface The density represents the density at dependence 
of elastic E on density from (p < Pcrit) to bp/3 (p 2: Pcrid. 
Also, the of Poisson's at (see Box 1). number m 
IS an determined that can value 3 8. In this 
study, a value m = 4 was adopted as in Carter et [13]. It is a weighting factor for 
the relative importance of the stress magnitude and number of load applied. 
An increasing value of m indicates an increasing on high 
stress magnitudes [6] [12J. 
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4.1: Isotropic Remodelling Algorithm 
For each point, one 
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Strain Based vs Strain Energy 
Based Modelling 
has out (see 1 are on which 
stimulus. Over the have vB'"''''VU 
different of stimuli to quantify adaptation. Obviously mechanical 
adaptation occur one some sort mechanical stimulus, and one has to decide 
stress (u) strain (t:} there is indeed a difference between models 
based on ei ther these two et al , who 
difference a stress characterization. 
is a bulk evidence suggesting that or variables closely related to strain are the 
cause remodelling, and some of evidence will be Section 1 As 
was pointed out Section 1, continuum formulations of bone remodelling and ,-,u,.'U""F.V 
mechanics are really similar. More will said about strain and stress based LH'-/Uv«) 
the of both bone and damage mechanics in 5.3. It will be argued 
that is really the physiologically correct variable on to base a remodelling 
algorithm, and such an algorithm will presented in structure of 
algorithm follows that of the strain thm formulated by 
as Chapter 4. 
5.1 Strain as a Remodelling Criterion 
5.1.1 Strain and stress measurement 
The main difference between the strain and the stress in a solid material is that the 
strain, being related to deformation, can be observed and measured directly; the stress, 
however, can only be quantified by virtue of measuring the strain it produces. It cannot 
be measured directly. 
Strain was first measured in vivo by Lanyon et al. in 1969 [37], when they pioneered the 
technique of fastening strain gauges to bones in living animals. This technique has been 
refined and today not even postgraduate research students are spared. In one particular 
experiment a student had rosette strain gauges fastened to his skull [35] in order to 
determine the loading conditions under which the maximum strain is achieved in that 
part of the anatomy. Rosette strain gauges are three single strain gauges arranged in a 
plane at 45° angles , so that strain magnitudes as well as the principal strain directions 
can be determined. An interesting result of this study was that more strain is measured 
during the act of chewing than when the skull is pounded with a rubber hammer [35]. 
One technical problem about attaching a strain gauge to a bone is that one has to remov~ 
part of the periosteum (the layer of osteogenic material that surrounds every free bone 
surface). Thus the mechanical environment of the bone is slightly altered when a strain 
gauge is mounted . 
5.1.2 Some experimental results 
Since the advent of in vivo measurement of strains caused by normal everyday activity or 
specific experimentalloadiJlg, a variety of experiments have been carried out investigating 
the influence of various aspects of strain on remodelling. Some of these aspects and related 
results are outlined below. 
Several experiments have been performed where a part of the ulna was removed, thus 
leaving the animal with a reduced bone cross-section under normal physiological or ex­
perimentally controlled loading [20] as discussed in Section 2.4.2. Cowin et al. [19] [20] 
have taken a number of these experimental data and used them to evaluate coefficients 
in their surface remodelling theory, which also had strain as a remodelling criterion. The 




Figure 5.1: Results of the ulnar ostectomy experiment with mature sheep (from Lanyon 
1982) (lefL) and young pigs (from Goodship 1979) (right). from Lop to bottom: control 
bone, experimental bone, theoretical prediction. 
by Haversian bone apposition on the surface closest to the removed bone surface [51] (see 
Figure 5.1). The distribution of the remodelled bone matrix suggested that remodelling 
is not dependent on total strain levels, but rather on the strain distribution, as bending 
strains were reduced to below normal by the remodelled matrix . 
Other experiments were designed to investigate other aspects of remodelling dependence 
on strain-related quantities, for instance strain rate, loading frequencey and strain dis­
tribution. Strain rate was first considered as a remodelling criterion when researchers 
realised that remodelling does not depend purely on the strain mode. Lanyon and Rubin 
[52] and Lanyon [53] have shown that remodelling is highly dependent on the rate at 
which straining takes place. To demonstrate this, Lanyon inserted two pins in a male 
turkey's ulna, thus preventing it from using its wing in a normal physiological fashion. 
The wing was put under functional isolation in this way [53]. Lanyon could then apply 
certain strains to the turkey's bone which were measured using the in vivo rosette strain 
gauge technique. 
Strain magnitude. Several experiments conducted in the early and mid seventies have 
shown that typical physiological bone surface strains are of the same order of mag­
nitude in a large variety of species including sheep, dogs, horses, turkeys and humans 
[37J. Physiological bone surface strains are of magnitudes between 2000 and 3000 
microstrain. More demanding activities such as galloping, as opposed to trotting, 








---j N/ A 
Figure 5.2: Superposition of bending and compressive loads in the human femur. Taken 
from Martin and Burr [37J. N / A indicates the bending neutral axis which undergoes no 
axial deformation at all. 
independent in the sense that the physiological strains measured in various sites in 
the skeleton also fall into the same span of magnitudes: there is no difference in 
strain magnitude measured in a sheep femur and in a sheep humerus during trot­
ting, for instance [37J. Turner [73J found that the yield strain in cancellous bone 
is almost the same in every direction , regardless of the loading orientation. He 
has argued that in an anisotropic material such as trabecular bone, trabeculae align 
such that the peak strains within the material are uniform and isotropic [77J. This 
suggests that strain is a very good criterion for remodelling: even if the yield stress 
is different according to the anisotropy of the material orientation, the yield strain 
is the same. One could assume the same to be true for some remodelling strain or 
a remodelling strain regime. 
Strain modes. There is some argument about whether the mode of straining influences 
the remodelling response. Most bones in the locomotor apparatus experience more 
compression than tension: One can think about the loading on the femur, for in­
stance, as being a bending load superimposed on a compressive load (see Figure 5.2). 
The fact tha.t in most of the skeleton, compressive strains are larger and therefore 
contribute more to the remodelling action, could lead one to believe that tensile 
deformation docs noL cause any remodelling at all. Experimental results conOict 
and it is unclear whether remodelling depends on the strain mode. In all models in 
this work, there will be no distinction made between tensile and compressive modes 
as a stimulus for remodelling. 
Strain rate and frequency. Lanyon [52] showed that application of a sufficiently high 
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load in a stimulates remodelling. In this study, remodelling 
tion correlated highly to rate. Also, a strain to the 
turkey's ulna functional caused the same as 
isolation resorption the strain to change with if it 
is to induce a rOTYl,..,.""" It seems that a few cycles applied at a 
strain are more efficient stimulating a remodelling response than a 
number of cycles applied at a slower 
There have a number of studies indicating that impact causes a 
, and it is one only very of 
to response. as 
is concerned, Rubin et a1. [70] 
a remodelling in the turkey experiments by 
loa.ds of 1000 for only per day. same 
they have that applying of this for 36 
day is just as as applying . for per day. Thus 
duration not seem to playa role in bone remodelling. 
distribution. distribution of the applied strain does a role, however, 
as was shown by the numerous ulna osteotomy experiments and also by an 
carried out Rubin and Lanyon [70] which ulna was 
around a neutral axes that was to normal neutral 
of bone in some areas and others were 
All experiments show that IS some dependence or 
quantities associated with ( "functional ), therefore it is appropriate to 
a remodelling that depends intrinsically on strain. 
5.2 Osteocyt a Strain- ensor 
As 1.3, are cens that Ii ve lacunae (tiny hoHows) inside 
the matrix and living part of solid cortical bone. are 
connected tendrils which run through the in the solid bone and 
they are on these for nutrients as are solid 
calcified Because of can viewed neurons 111 
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which form a large neural of pathways carrying signals 
in a fashion similar to 
neurons if receive a signal on the bone matrix, they 
pass the array of osteocytes until it osteoblasts on the bone 
which then spring into action bone matrix; thus one can 
model as both the sensors and the remodelling activity. 
Recent developments have been strain-dependent 
behaviour by bone/bone-marrow on a 
cellular this, the fluid contained in the 
in the taken into account: about 20% fluid by 
weight. Cowin et through the bone 
canaliculae that are fibres can act as a strain signals. An 
analogy is a wi th water. When it is changes and 
causes water to move' spongy canals. The composite material 
can thus sense some experi men tal n-Nulend et al. 
[49] that osteocytic II1deed senses fluid pressure 5.3). 
According to Cowin Pollack [66], fluid set in motion canaliculae by 
strains in the bone potentials to up 
ded in the fluid. Pollack et al. [66] have put forward a theory for 
osteons that is based on theory and continuum and is applied 
to the anatomical an osteon. Values calculated using were found 
to be largely work of et al. [72], who 
measured electrical in four-point osteonic Using a 
equation from set up a cell-to-cell model 
is strong evidence communicate via electrical impulses, as 
teins that bridge gap j adjacent osteocyte tendril fibres are same 
act as voltage actuators [26]. a possible way 
remodelling is to calculate set up by a certain strain field to 
remodelling activity to induced 
along the osteocyte telldrils. is still 111 the developing stages [26]. Si 
to Cowin's theory of anisotropic Section 2.4.3), this will 
have a variety of parameters activity, but these will to 
physical dimensiolls or it will easy to determine the pal'a,md­
ers once theory has working on a cellular level is 
expensl ve any model, and it will not be possible to 
IMechanical Stress in Bone I 
I 
IStrain I 
,--------------'--~- -IDeformation of embedded cells I IFlow of tissue fluid I 
.--------=----------,~r---______,
IStreaming potentials I IFluid shear stress I 
r-----~j-------,~ 
I Chemical response of sensor cells I 
j 
IChemical messages I 
I 
IMetabolic response I 
Figure 5.3: The mechanosensory system of bone according to Burger [9]. 
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carry out remodelling calculations for whole bones unless there are significant advances 
in computing capacity, or unless a way can be found to scale these cellular processes onto 
a continuum level. 
5.3 Stress Based and Strain Based Damage 
Even though in a linear elastic material stress and strain are directly proportional, the 
tensor nature of this relationship prohibits one from viewing a stress- based algorithm as 
being equivalent to a strain based algorithm. As an example of how both algorithms could 
possibly give different solutions for a damaged material, consider the case of a uniaxial 
stress state u acting on an isotropic material of elastic modulus E and Poisson's ratio v. 
The stress tensor without the shear components (which are all zero) for this material is 
where ao < 0 for compression, and the strain is given by 
(see Figure 5.4). If it is now assumed that this material contains spherical microvoids 
which are susceptible to enlargement (ie. the material follows the laws of damage mech­
anics), then it is quite clear that the damage cannot be represented accurately by the 
stress field: while the stress field is compressive everywhere and hence cannot cause an 
increase in damage [71], splitting perpendicular to the stress field will cause an increase 
in damage (see Figure 5.5). This splitting damage can only be characterised accurately if 
one uses a strain based damage formulation because it is caused by the positive transverse 
strains. As bone remodelling can be caused both by compressive and tensile stresses, it is 
not quite as critical that any model for it be based on strain, but if one wants to capture 
the contribution of the transverse Poisson effect on bone remodelling, it is necessary to 











Figure 5.5: Splitting caused by Poisson strains In a damaged material under uniaxial 
stress. 
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5. A Strain ased Remodelling Igorithm 

In the algorithm by Jacobs [47] which is used to bone 
problem on the proximal Chapter 7 for which is the starting point 
for this work, the Ius was determined stress as 
in equation (4.10) . This may be rewritten as 
(5.1 ) 
= iu' € a material u = constant is the elastic 
of the isotropic and C is the rank 4 ty which for 
an isotropic material is a and Poisson's ratio v. formulation also 
uses the strain as a remodelling cri , but what prevents it a purely strain 
approach is the and ,which also model, 
lS a function of density, vanes equivalent 
in different parts or the can lead to a the remodelling 
A difficulty in based thm is finding a reference 
daily n bone during Beaupre et al. 
a homeostatic stress stimulus of 1/J; of 50 !vIPalday. Whether 
to a physiological value is debatable. 
5 .1 Physiological determination of parameters 
In a strain based model IS no in finding necessary to 
a physiological situation. (37] have 
remodelling constants 5.6). From this it is 
to central to the physiological 
i.e. at. about enm! = 0.0015. If into the physiological zone 
it is n bone mass via the normal physiological functions of 
and In the trivial loading is not enough to maintain 
mass, resorption occurs. In the overload zone, remodeling stimulus is 
for bone to OCCllI'. These ideas in a manner to 
that [6] and Jacobs [47] based case; 
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Figure 5.6: Regions of physiological and unphysiological strain values as taken from Mar­
tin and Burr [37] . 
5.4.2 Continuum and tissue level 
The first simplification occurs when converting from the tissue level to the continuum 
level. Even though the stress is different on these two levels, the strain remains the same 
(see Figure 5.7): Let F be the force applied to a surface of area A of a cube of trabecular 
bone material. Assume that the total area of actual bone matrix is given by a < A. Then 
the compressive stress (7c is given by 
F 
A 
The tissue level stress (7/ is larger as F acts on a smaller area, and 
F 
(7t = -. 
a 
The tissue surface area is a function of the relative density pip and the cube surface area 
A (see Martin [59]), in particular 
Hence the tissue level stress and the continuum level stress are linked as 
Hence the stress is different on a continuum level than it is in the actual tissue. However, 
in this study it is assumed that 
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Figure 5.7: Stress and strain at the tissue and continuum levels. 
the strain measured on a continuum level is the same that is measured on a tissue level. 
The density dependence lies in the elastic modulus E, which is different on the continuum 
and tissue levels: 
as discussed by Gibson [34]. This is consistent with the continuum-tissue scaling adopted 
by Jacobs [47] which is 
(see equation (4.12)). Thus the remodelling error can be determined by using 
_ l/m(- )e - n E - Erem . (5 .3) 
This is true only to a first approximation, however, since Gibson et al. [2] have shown 
that for a cellular material like bone, compressive strain on a structural level is converted 
into a combination of bending strain and axial strain on a tissue level. Van Rietbergen et 
al. [75] have confirmed this in their numerical simulations of single trabecular structures. 
To quantify this conversion is beyond the scope of the current work, hence the strain here 
will be regarded as ceJlla.1 Oi1 a continuum and on a tissue level. Thc st.rain stimulus ( in 
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Figure 5.S: Relationship between the remodelling surface velocity 1: and the remodelling 
error e: a double sigmoid function. In this case, eo = wand I =6/w. 
where ti (i = 1,2,3) are the eigenvalues of the strain tensor; thus both the maximal 
principal strain as well as the Poisson strains in the other directions are taken into account. 
The constants nand m are particular to each load case and are the same as in box 4.2. 
The load cases are applied sequentially, one per iteration, as for the strain energy based 
model (see Section 4.5 
5.4.3 Remodelling surface velocity 
In the SE algorithm, the remodelling surface velocity was given as a linear function of the 
remodelling error with or without a dead zone. What this means is that the larger the 
remodelling error, the larger the rate of surface deposition or surface resorption. However, 
physiological remodelling surface veloci ties are gi ven as 2 - 40 j.lm / day for resorption [37] 
and 1 - 2j.lm/day for formation [63]. Thus it is highly unphysiological to model the 
surface remodelling velocity as increasing indefinitely with the error e. It is acceptable to 
assume a linear r - e relation as long as the remodelling error is small, but there is no 
reason to assume that this is the case in the simulation of the proximal femur. 
A more physiologically reasonable relation between rand e is a dOli ble sigmoid as shown 
in Figure 5.8. This approach caters both for a physiologically homeostatic region in case 
the remodelling error is small, and a stable surface apposition or resorption rate in case 
the remodelling error is very large. Also, if e falls in the region of tri vial loading or the 
overload region (see Figure 5.6) then r increases or decreases almost linearly with e. This 
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curve is described mathematically by 
Cd (1 + exp [-,(e - eo)]) e> 0 
r(e) e = 0 
( -C2/ (1 +exp ~-,( -e - eo)]) e < 0 
The slope at e = eo is given by dr/deleo = ,/4. For a physiological zone width of wand a 
remodelling zone width of the same size (see Figure 5.6), parameters eo = wand, = 6/w 
can be used, and then the parameters c} and C2 are the respective maximum apposition 
and resorption velocities, in pm/day. These three parameters describe the double sigmoid 
curve completely. The linear form with the dead zone employed by Jacobs [47] required five 
parameters for a full description. The strain based remodelling algorithm is summarised 
in Box 5.1. 
The parameters used are similar to those used in the SE algorithm except for those related 
to the strain based remodelling features of the algorithm. As before, perit represents the 
bone density at which the dependence of elastic modulus E on density changes from 
E = ap"l (p < Perit) to E = bp{J (p 2 Perit). Also, the value of Poisson's ratio changes at 
this density (see Box 5.1.). As before, m is an empirically determined constant that can 
take any value between 3 and 8 and is assigned a value of m = 4 as in Carter et al. [13]. 
The values assigned to all the parameters are given in Box 5.2. 
The parameters c}, C2 and n were varied in the different analyses carried out. Details are 
provided in Chapter 7. This algorithm was constructed with a view to removing some of 
the shortcomings of the SE algorithm, and in the hope of improving on the results gained 
using the SE algorithm. It will be seen that these results do represent an improvement, 
but they also have a few shortcomings. Further improvement can be achieved by applying 
the model to the physiologically more realistic three-dimensional domain. finite element 
mesh. This is the subject or Chapter 6. 
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Box 5.1: Isotropic Strain Based Bone Remodelling Algorithm 
For each Gauss point, one state variable is needed: density p. 

Given En, ~En, C1' n, pn: 

Calculate t = Jti + t~ + t5 

Calculate e = n 1/ m (t - t rem ) 
Cd (1 +exp [-,(e - eo)]) e > 0 
Calculate r = 0 e = 0 
( -C2/ (1 +exp [-,(-e - eo)]) e < 0 
This is how the double sigmoid is utilized; 
Calculate p= 1 - P"}
P 
Sv = O.03226p - O.09394p2 +O.13396p3 - O.10104p4 +O.02876p5 
Calculate Pn = PnSVr 
Calculate pn+I = pn + ~tPn 
Check whether pmin :::; pn+l :::; P 
Update E, 1/, A, 11-: 
E _ {ap~+1 Pn+I:::; Perit 
- bp~+1 pn+I > Pcrit 
1/1 Pn+I:::; perit 
1/ = { 1/2 pn+I > pcrit 
A - EI/ 
- (1+1/)(1-21/) 
E 




+1 = ( A~2p 
Update strain and stress: 
En+l = €n +~€ 
C1'n+l = Cn+1€n+l 
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Box 5.2.: Parameters Required for Isotropic Strain Based Bone Remodelling Algorithm 
Pmin = 0.05gjcm3 eo = w = 0.002 a = 2.5 
Perit = 1.2gjcm3 ,= 6jw = 3000 j3 = 3.23 
Peort = 1.92,9 j cm 3 VI = 0.25 a = 2014 





Extending the Analysis to 3D 
The fully geometry of the human femur is complemented 
by loading that is three-dimensional. wi th 
two-dimensional include 
Chapter 7). of equilibrium of 
the behaviour femur are lost the to two IS 
concerned with setting up a three-dimensional element model the human femur. 
6.1 3D Meshing of t Femoral Head 
idea meshing intact femur in dimensions is not new, and examples 
such 1U<:;·<>"'0<> lD literature include Huiskes [42] Poss et aL [67]. However, no bone 
remodelling were carried out on these et have simulated 
remodelling around implants, but not on intact whole bones [40] [42] [44]. Meshing 
a three-dimensional of the and subjecting this to a remodelling analysis 
will further work already on two-dimensional models [13] [47]. 
the algorithms described Chapters 4 and 5 are written in a way as to 
applicable also to a the difIiculty carrymg 
out a fully finite 
The step towards is the analysis of a set of scans 
an actual femur that were a methodology. were 
taken at along femoral along femoral where 
the cross-sectional IS constant as z (see 6.1). 
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Figure 6.1: CT-scan of an intact femur with cross-sections. 
What is needed to generate the mesh are contours of the inner and the outer cortex so that 
one can draw a clear distinction between cortical bone and cancellous bone and obtain 
a boundary for the model. These contour maps were created using the CORELDRAW 
software. Each cross-section was assigned its correct z-position and then imported into the 
ABAQUS-PRE processing package as a set of points. Each cross-section also contained 
some reference points which were used to line up all the cross-sections correctly, thus 
compensating for any translations or rotations that might have occurred when the sections 
were originally scanned into CORELDRAW using a small hand-held scanner. Once all the 
sections were imported and lined up, the points were joined by curves, the curves by 
surfaces and the surfaces by solids . The solids could then be used as a framework Lo 
generate fini te elements. 
The mesh consisLs of Lwo different kinds of finite elements, namely eight-noded trilinear 
brick elements and six-nodcd linear wedge elements (see Figure 6.2). The use of llighcr 
order elements was impossible as this would have meant prohibitive computational effort 
on the machines available (IBM RISC-390). A full analysis with this mesh of just over 6000 
elements took about eight hours of CPU time, but as the machine was used simultaneously 
for otlJer purposes as well, the job took almost a week to complete. 
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Figure 6.3: An alternative method of taking cross-section where the pla.ne sections in the 
femoral head have different orientations. 
meshing have to be employed in different reglOns of the model. The most important 
criterion when meshing is that no nodes lie in contact with the surface of another element, 
ie. all nodes of adjacent elements are matched up. Also, as few wedge elements as possible 
were used. 
Two major problems with the overall shape of the mesh were the fact that the cortex 
thins considerably in the femoral head, and also at the base of the femoral head there is 
a sudden widening of the stem which is difficult to mesh. The mesh was constructed in 
such a way as to avoid angles of more than 1350 and less than 45 0 in 8-noded elements, 
and also to avoid the ratios of adjacent side lengths much larger than 5, i.e. the distortion 
of individual elements was kept to a minimum. Inevitably there are some elements that 
are badly distorted, and also the vol ume of some elements (eg at the base of the femoral 
head) is much larger than the volume of others. One way to remedy this would be to 
change the orientation along which the cross-sections are taken (sec Figure 6.3), but in 
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Figure 6.4: Balance of the Pelvis during Single-Legged Stance. 
6.2 Loading Conditions: Pelvic Balance 
Once the finite element mesh is completed, the next step is to prescribe the loading and 
boundary conditions suitable to the problem. As observed earlier, the geometry of the 
system is very complex a.nd the loading conditions are highly nonuniform: there are more 
than twenty muscles attached in different places to the proximal femur [32]. The simplest 
sort of loading that one finds in the literature is that applied during single-legged stance 
[64] or during the single-legged stance phase of gait [13:1 [47]. In this case, the only muscle 
that exerts any force on the femur is the hip abductor muscle which is attached Lo the 
greater trochanter. The body weight, the reaction force by the femoral head, and the 
force exerted by the hip abductor on the pelvis have to act in such a way that the pelvis 
remains in static equilibrium (see Figure 6.4). 
According to Pauwels [64], the weight ltVL of the swinging leg in single-legged stance is 
given by 
(6.1) 
where WB is the bodyweight of the individual; thus, if WB and the reaction force R 
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Figure 6.5: Gait cycle data by Bergmann et al. 
hip abductor needs to exert in order to maintain equilibrium of the pelvis: 
=0 (6.2) 
Of course the pelvis is not strictly In static equilibrium during one-legged gait stance, 
but this is a first approximation. Making this assumption does not introduce as much 
uncertainty into the results as omitting all the other muscle groups does for instance, so 
in this case it is valid to assume equilibrium. 
Bergmann et al. [8] have produced experimental data of the femoral head reaction force 
and the angle at which this acts during the whole gait cycle, and for all the three­
dimensional simulations described in Chapter 7, two specific load cases were taken at 
two specific times in the gait cycle (see Figure 6.5). The measurements which Bergmann 
et al. produced had to be translated into the coordinate frame in which the 3D mesh 
was generated, and several coordinate transformations had to be made (see Figure 6.6). 
Details of the load cases and directions are given below. Note that the reaction force on 
the femoral head during single-legged stance is almost three times the body weight of the 
particular patient in which it was measured, i.e. six times the force exerted during normal 
two-legged standing. This proportion can increase to up to 5.84 times the body weight 
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Figure 6.6: Coordinate System for the femoral head in which the loads are applied. 

Table 1: Applied Load Cases 

LC I LC2 
Rx -753 -586 
Ry -223 -117 
Rz 1582 1435 
IRI 1768 1554 
when the patient 'jogs or runs, so it is evident that the proximal femur has to be able to 
withstand a substantial range of loads [8]. 
6.3 	 Application of the Loads: Concentrated vs Pres­
sure Load 
ABAQUS offers two forms of load application: pressure loads on an element surface, and 
nodal point loads. Doth were used in simulating the three-dimensional bone remodelling 
situation. The drawback of the pressure load facility is that only constant pressures 
can be exerted on a given element face. More complicated pressure loads such as not 
linearly varying ones, for instance, require additional FORTRAN coding by the user. 
Applying concentrated nodal loads on any linear element, on the other hand, is quite 
straightforward. Any constant force that is applied to a particular clement surface of 
an element with linear shape functions can be divided by four and then applied to each 
corner node as shown by Cook et al. [16]. If the constant force applied to the element of 
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area Ae with bilinear element shape functions <Pi as given in equation (3.46) is F, then 
the equivalent nodal load on node i can be calculated according to 
Fi = 
Here, A represents one surface of the three-dimensional master element D, and J is the 
determinant of the Jacobian used to transform the real element surface Ae onto the master 
element surface A (see equation (3.49)). In the simplest case, where the element surface 
concerned is a rectangle of area AR , J is a consta.nt of value A R/4, and the integral reduces 
to 
for any particular shape function. This can be evaluated as 
when one considers that the integral of any odd function such as J21 ede vanishes. 
This is only true when the element surface concerned is rectangular. As none of the 
element surfaces on the femoral head deviate significantly from a rectangular shape, the 
Jacobian is approximated as being constant and having a value of Ae/4 on all element 




Note that contributions from neighbouring elements at a common node have to be added 
together. The equivalent nodal loads on a patch of four element surfaces that have a force 
F applied respectively would then look as in Figure 6.7. For applying a concentrated 
force F to a patch of element surfaces of total surface area A totl one uses the following 
formula to calculate the force Fe applied to element surface e with area Ae: 
F
Fe = --. Ae (6.4)
Atot 
This methodology is used in applying the force applied by the hip abductor muscle to the 
greater trochanter. 
In applying the force that the acetabulum (the pelvic socket for the femoral head) exerts 
on the femoral head, this procedure can also be followed. The results of this approach are 
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Figure 6.7: Equivalent Nodal Loads applied to a patch of element surfaces each having a 
force F applied to them. 
shown in Section 7.2 One complication is that the loading which the acetabulum exerts 
on the femoral head spans almost 1800 in all directions. Thus the assumption that it 
can be represented by a constant force on all element surfaces is incorrect: the elements 
experience a decreasing force/unit area as () ~ 900 (see Figure 1.4). 
Also, there are quite a large number of element surfaces that fall within the acetabulum. 
To set up a spreadsheet to calculate an the equivalent nodal loads, including compens­
ations for decreasing loads towards the edges, would be quite time-consuming. Another 
method of applying loading on the femoral head would be to model the acetabulum as a 
rigid surface in contact wi th the proximal femur, and then to apply the forces measured 
by Bergmann et al. [8] on this rigid surface. The computational effort that would be 
expended on a contact algorithm needed to simulate this accurately, however, is prohib­
itive. Hence the pressure load option as outlined above Was utilised. According to Li et 
al. [55], the articular joint contact pressure as a function of angle is a curve that can be 
approximated by a parabola (see Figure 6.8). Using this approximation, the pressure on 
each relevant element surface can be computed as follows: given 
(6.5) 

in a polar coordina.te system as shown in Figure 6.9, 
dF = P(¢»dA 
76 
p
!Symmetry axis of deformation ~--
I 
Fig. 1 (a) Joint model; 
(b) RBSM model; 
(c) FEM mesb. 
0.025 r---____(a_)___~ 
<0 
a.. r,'R=1~ 0.02 . 
Q) 






§ • Simpilr,ec elas 
melroc 
A FEM cala 
~0.005 
o '--"---..1....--'---,.-'---\-----'---'-11--'--" 
o 20 40 60 80 
Angle (deg .) 
Figure 6.8: Pressure Distribution as a Function of Angle for the Hip Joint, Taken from 
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with dA = r2 sin </Jd</JdfJ the element of surface area. Integrating over the femoral head 




So a spreadsheet to calculate the pressure on each element surface can be set up quite 
easily once one has found the element surface that has a unit normal vector ns closest 
to the unit normal np defining the applied force direction. The procedure used was as 
follows: 
l. 	Find the central element uSlOg minall elements{llnp - nsll}. For this element, 
</J = o. 
2. 	 For each adjoining element, calculate </J using the cosine rule 
(6.8) 
, where rj is the distance from each element midpoint to the center of the femoral 
head, and d is the distance from the midpoint of element 1 to that of element 2 (see 
Figure 6.10). 
3. 	 Calculate P( </J) for each element and apply this using the ABAQUS pressure load 
option. 
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Figure 6.10: Determining the angle ¢ between the element with normal vector closest to 
the load direction and any other element. 
For each different load case the origin and orientation of the coordinate system depicted 
above changes: it is centered around whatever element surface has a normal closest to 
the load direction. The area of each element surface was found using the vector product 
as shown in Figure 6.11 (see equation (2.7)), and the normal vector in each case was 
found in a similar fashion. Hence the parabolic pressure distribution in equation (6.5) is 
approximated by a piecewise constant pressure distribution with constant pressure over 
each element surface. This approximation is not accurate for large ¢ as the slope of the 
parabola shown in Figure 6.8 becomes very steep as ¢ --+ 900 Also, the element surfaces • 
are larger for large ¢ than for small ¢ because of the way the mesh is designed. These two 
inaccuracies add up to produce resultant forces which deviate slightly from the reaction 
force R (see equation (6.2)). To compensate and restore equilibrium, small concentrated 
nodal loads are applied to the topmost nodes of the femoral head in addition to the 
pressure loads applied to each surface. !These were mostly in the x- and y- directions and 
quite small (O(lON)) and should not have a significant effect on the characterization of 
the parabolic pressure load that is applied in vivo by the acetabular socket on the femoral 
head. 
6.4 Boundary Conditions 
Boundary conditions are applied to the bottom layer of nodes of the femoral shaft. These 
consist of pinning some nodes in all three directions and constrainPng the rest to move in 
the x and y directions only (rolling boundary condition) (see Figure 6.12). Note that the 





Figure 6.11: Surface area of a quadrilatera ' ement surface. 
Figure 6.12: Boundary conditions on the bottom layer of nodes. 
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in the simulation (see Section 4.6). Hence the boundary is far away from the region of 





This chapter from all the are 
and Chapter 8. 
The implementing the various algorithms can be put into two 
tinct obtained from a two-dimensional plane 
obtained a fully three-dimensional the two-dimensional plane strain 
problem has far of freedom than the fully three-dimensional one, computa­
tional effort for two-dimensional problem is and most of the analysis was carried 
out in two Hence the UMAT algorithms were coded and in two dimen­
sions, and parametric were undertaken in two dimensions. All 
iments in this were out USiJlg ABAQUS finite element 
code on an IBM RISC-370 worksLation or the ABAQUS 5.4 code on (tn IBM RISC-390. A 
typical run of 500 loading took about two hours to complete 
on IBM RISC-370, a three-dimensional analysis of 300 took about 
about eight hours of CPU time on IBM RISC-390 platform. of the numerical 
out include on how stress distri but ions 
a femur with a short stem (as used Jacobs [47]) and a long stem, whether same 
solution is in Lhe term with a different initial density distribution, how in-
eluding a plate to model the cylindrical cortex shell influences results, and whether 
the algorithm produced a solution in long term. The of different 
on remodelling was investigated strain based 
model. J:<or model, physiologica.l values for velocities a.rc known. 
of ments are in the density contour plots on 
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actual mesh as as plots of at strategically 
elements. Since one can see the density on radiographs the 
(see 4.6), density plots are an appropriate way of visualising 
companng with reality. The of the history curves indicate whether a 
IS an solution or whether density is still evolving even after a of 
remodelling: if the curve is fiat, one can assume that the 
undergoes no more density remodelling. 
The results of fully three-dimensional experiments form of contour 
plots and history plots of the density strategically ""'<"'''"''"..,,'' elements. An 
of whether a distributed pressure induces a remodelling pattern different 
caused a C011C(:n load is included, and various physiological are 
reproduced by finite are 
7.1 Results of Two-Dimensional Implementations 
This consists of two both of contain results from several finite 
element The remodelling usmg 
the developed Section 
4.7). subsection results by 
algorithm in Section 
7.1.1 Stanford 
a side plate. experiment that 
a ( described Section 4.6) on ty of 
investigation are shown Figure 7.1. ini tial densi ty of the front plate is 
run was carried out 500 loading increments, density dis­
tribution contours were generated after 20, 300 and 500 respectively. 
density distribution shows that no IS the region 
sideplate is attached. It was to perform all experiments 
without the use of a sideplate. 
initial was set up to the dependence 
ty on initial do this, 
initial density were set up and evolution of some 
elements was monitored usmg the *history option in ABAQUS Post (see Figure 
7.2). The graphs in Figure 7.3 illustrate how the final density is affected by the 
initial density assigned to the elements that were monitored. 
Density distribution after a large number of iterations. The final numerical ex­
periment carried out using Jacobs's [47J material model was designed to quantify the 
long-term behaviour of the strain energy based algorithm. To do this, a run of 3000 
iterations was conducted using an initial density of Pi = 0.5g/cm3 , and the results 
are captured in density contour plots (Figure 7.4) as well as history curves (Figure 
7.5). The density distribution is given after 100, 1000, 2000 and 3000 iterations 
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Figure 7.1: Experiment 1: Two-dimensional plane strain run with Pi O.5g/cm 3 , includ­
ing a side plate of cortical density which does not remodel. 
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~oo . TO'I'AL ACCOHOU,T!O TIM! 500. 
27-D&C-U TIMEI 16.21151 
Figure 7.2: Mesh of the proximal femur showing which elements were monitored in the 
initial conditions experiments. The four black elements in the femoral head are numbered 
1 to 4, the grey clements in the lateral part of the femur are nllmbered 5 to 8, aIld the 
white elements in the shaft are numbered 9 to 12. 
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7.1.2 	 Results of the strain hm used in conjunction 
with a sigmoidal velocity applied in 
two dimensions 
subsection contains results 	 model presented by 
[47J is altered as described in 	 implementing 
algorithm 	outlined in Section 5.4, changing the remodelling to 
a double sigmoidal function of error as shown in Section 
Lengthened femoral shaft. modification made to Jacob's 
is the lengthening the so that the bending stress is not a 
at the boundary. stress distribution in both a short and a long stem a 
bending load are All subsequent two-dimensional 
runs are a element mesh with a lengthened as 
shown in 
Strain based algorithm with realistic parameters. alms 
of using a strain formulation is that one can use 
have been These include the width of 
strain region as remodelling 
of this to the literature [63J [37], the 
velocity for the order of 2llmjday, whereas the 
remodelling is about 20 t-tmjday. These two 
Cl and Cz in the algorithm 
tion 5.4, parameters have on the will 
at the results presented in 7.7 to 7.10. Taking 
one of loading undergone activity in one 
day, it it is unreasonable to take the cycles n as 10000 
for a that would require a step taken every 24· hours a 
day. In all su runs the number of to n - 5000, 
which seems more physiologically reasonable. based 
model is one these physiological ty in 
this run was set to Pi = 0.7 gjcm3 . 
Effect of remodelling velocities. As can be seen from these cont.our 
distribution after 150 steps of WI physiological 1'e­
ty parameters does not look the parameters Cl 
90 
and C2 were so as to achieve a more distribution. the 
whose results are shown in C2 = 2ttm/day 
on conditions. The was 
two identical runs with Pi 
7.11 to 7.14, and Pi = 1.92g/cm3 , 7. This 
run Pi 1.92 g/ cm3 been two contour plots. A 
history plot density in twelve described in Figure 7.2 is also included. 
Development of physiological structures. This experimental run is included to demon­
strate of physiological III The for 
this run are Cl = 5ttm/daYl C2 = 2 I Pi = 1.1g/cm.3. The density evolution 
is at 20, 60 and 80 increments is III 7.18 to 
plots are 7.22. 
distribution a large number of increments. The last of two-
was a run the 
towards a steady state the applied to the plane 
problem. only two density contour plots are' : one at time 100 days 
one at 3000 parameters for this run were clIO ttm / day I c2 
2ttm/day, Pi 1.1g/cm3 • The results are shown III and 7.24, 















Figure 7.6: Stress distributions in a proximal femur model as used by Jacobs (mesh on 
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Figure 7.7: Physiological parameters run: density contours at time = 5 days (one permuta­
tion of all the different loads). The parameters are cl = 2p,mjday, C2 = 20p,mjday, Pi = 
0.7 gjcm3 . 
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Figure 7.8: Physiological parameters run: density contours at time = 20 days. The 
parameters are Cl = 2f-lm/day, C2 = 20f-lm/day, Pi = 0.7 g/cm3 . 
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Figure 7.9: Physiological parameters run: density contours at time = 50 days . The 













Figure 7.10: Physiological parameters run: density contours at time = 150 days. The 
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Figure 7.15: Run with Cl = C2 = 211m/day and Pi = 1.92g/cm3 : density contours at time 
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Figure 7.16: 
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Figure 7.17: History plots of twelve different elements in the run described above with 
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ABAQUS VERSION: 5.4-1 5 TIME: 1 0 : 1 0:55 
STEP 1 INCREMENT 20 
Figure 7.18: Run with Cl = lOf..lmjday, C2 = 2f..lmjday, Pi = 1.1gjcm3 : density contours 
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ABAQUS VERSION: 5.4-1 5 TIME: 10:10:55 
STEP 1 INCREMENT 40 
Figure 7.19: Run with Cl = lOf1.mjday, C2 = 2 {lmjday, Pi = 1.1gjcm3 : density contours 
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Figure 7.20: Run with c) = lOpm/day, C2 = 2pm/day, Pi = 1.1g/cmJ : density contours 
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Figure 7.21: Run with Cl = lOpm/day, C2 = 2pm/day, Pi = 1.1g/cm3 : density contours 
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Figure 7.22: History plots of twelve different elements in the run described above with 
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Figure 7.23: Run with Cl = 10fJm/day, C2 = 2fJm/day, Pi = 1.1g/cm3 : density contours 
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Figure 7.24: Run with Cl = lOf1m/day, C2 = 2f1m/day, Pi = l.lg/cm j : density contours 
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Figure 7.25: History plots of twelve different elements in the run described above with 
parameters Cl = 10 pm/day, C2 = 2 pm/day, Pi = 1.1 g/ cm3 . 
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7.2 Results of Three-Dimensional Implementation 
As discussed in chapter 6, the extension of the problem solved in Section 7.1 to three 
dimensions is very labour-intensive because of the complicated geometry of the proximal 
femur. Nevertheless a three-dimensional mesh as depicted in Figure 7.26 was designed 
using the ABAQUS Pre-processor. 
Load application. The first three-dimensional numerical experiment was designed to 
see how different application of the load on the femoral head innuences remoclelling. 
As discussed in Section 6.3, one can either apply this force as a pressure load dis­
tributed over the femoral head element surfaces, or concentrated over a small area 
as an equivalent nodal load. Figure 7.27 shows density contours in the cross-section 
of the mesh after 100 iterations with a concentrated load on the femoral head. The 
parameters for this analysis are Cl = lOpm/day, C2 = 2pm/day, Pi = 1.1g/cm3 . 
Figure 7.28 shows a similar run using the same parameters, but the load on the 
femoral head is a distributed pressure load. The two different load cases, applied 
using the distributecl load option described in Section 6.2, and the deflections that 
they cause along in a proximal femur model of constant density are shown in Figures 
7.29 and 7.30. 
Three-dimensional remodelling simulation. This numerical experiment was designed 
to investigate bone remodelling using the strain based remodelling algorithm with 
the double sigmoid remodelling surface velocity curve. The algorithm was imple­
mented over a limespan of 300 increments, and density contour plots were pro­
duced after 20, 40, 60, 80 and 300 increments respectively. These are shown 
in Figures 7.31 to 7.35. The parameters used in this remodelling simulation are 
Cl = lOpm/day, C2 = 2pm/day, Pi = 1.1g/cm3 • History plots giving the time his­
tory of the density in 1G strategically selected elements are also shown (see Figure 
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Figure 7.27: Cross-section of three-dimensional proximal femur mesh loaded with a con­
. centrated load on the femoral head, remodelling time = 100 increments. Parameters used 











TIME COMPLETED IN THI S STEP TOTAL ACCUl1ULATED TIME 100 . 
ABAQUS VERSION: 5.4-1 DATE : "", ... , ,, ,,,~ 5 TIME: 19: 38: 18 
Figure 7.28: Cross-section of three-dimensional proximal femur lllesh loaded with a dis­
tributed pressure load on the femoral head, remodelling time = 100 increments. Para­
meters used are Cl = lOflm/day, C2 = 2flm/day, Pi = 1.1g/cm3 . 
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Figure 7.30: Mesh deformation caused by load case two, with the undeformed mesh (dark) 
in the background. 
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Figure 7.31: Cross-section of three-dimensional proximal femur mesh after 20 iterations. 












Figure 7.32: Cross-section of three-dimensional proximal femur mesh a.fter 40 iterations. 
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Figure 7.33: Cross-sccLion of Lhree-dimensional proximal femur mesh after 60 iterations. 
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Figure 7.34: Cross-section of three-dimensional proximal femur mesh after 80 iterations. 
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Figure 7.35: Cross-secLiofl of three-dimensional proximal femur mesh after 300 iterations. 
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Figure 7.36: History plots of sixteen different elements in the rUII described above with 
3parameters Cl = 10 ILm/ day, C2 = 21Lm/ day, Pi = 1.1 9/ cm . The elements a.re grouped 

nto four groups of four elements each, group one representing elements in the femoral 
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Discussion and Conclusions 
Several different algorithms for bone remodelling have been implemented in both two 
and three dimensions. The aim of this chapter is to discuss the results, draw conclusions 
and make suggestions for improvement of the current algorithms, as well as to propose 
directions for further investigations. As there are a large number of results, the discussion 
of these follows the same sequence as the presentation of results in Chapter 7. 
8.1 Two-Dimensional Implementations 
As mentioned in in the introduction to Chapter 7, the two-dimensional density contour 
plots provide a means of comparing the numerical results with a realistic bone density 
distribution (see figure 4.6). This Section contains a discussion of the numerous density 
contollr plots presented in section 7.1 as well as the history plots presented in the same 
section. 
8.1.1 Discussion of results obtained with the Stanford model 
Effect of a side plate. Figure 7.1 shows the evolution of the density contours with 
time in a mesh consisting of a front plate as well as a side plate. The most notable 
feature of this series of contour plots is that, even after 500 iterations, there is no 
cortical development along the femoral stem. This is because the front plate is 
shielded from loading by the side plate, which consists of cortical bone and is not 
permitted to remodel. This shielding depends on the initial density of the front 
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plate, and it was found that for low densities, there is limited cortical development. 
Hence the side plate was discarded in all further two-dimensional runs. 
Effect of initial density. To establish whether initial density has any effect on the final 
remodelled density distribution, the final density of the twelve strategically chosen 
elements shown in figure 7.2 was measured after 500 iterations for initial densities 
varying from 0.lg/cm3 to 1.9g/cm3 . These results are depicted by means of line 
graphs in figure 7.3. The elements are grouped in three groups offour elements each, 
the first group containing elements from the medial side of the femoral head, the 
second elements from the lateral side of the head, and the third elements from the 
femoral stem region. The only elements that show no dependence on initial density 
are elements 10 and 12 which are situated in the cortical shell of the femoral shaft 
and retain their cortical density of p = 1.92g/cm3 throughout. All other elements 
show a dependence on initial conditions that is smooth, ie. the final density of a 
particular element varies smoothly with the initial density. For two of the elements 
(element 1 and 5), the final density decreases as initial density increases, for seven 
elements (element 2,4,6,7,9 and 11) the final density increases as a function of initial 
density. For element 3, the final density first increases slightly and then decreases 
again as the initial density is varied. 
As can be seen from this data, the initial conditions playa significant role in this 
remodelling algorithm. Element 5 exhibited the largest variation of final density 
as a function of initial density: its density varied by more than 0.6g/cm3 over the 
range of initial densities. This corresponds to roughly ~ of the total range of allowed 
densities (1.87 g/cm3 ). Note that the density referred to here as the final density is 
the density after 500 iterations. This does not preclude further remodelling to occur 
after 500 increments, it merely provides a reference time. The final density could 
have been measured after any number of iterations. Tt will be shown in the discussion 
of the long-term run that remodelling by no means ceases after 500 iterations. 
Density distribution after a large number of iterations. The density contours at 
several times during a long-term simulation (maximum number of increments = 
3000) are shown in rigure 7.'1. After 100 increments, the density distribution looks 
physiological in that it bears some resemblence to the radiograph of a proximal femur 
in cross-section (sec figure 4.6). There is a cortical shell surrounding the remoral 
shaft as well as a Lra.l)ccldar bone distribution in the remoral head that is comparable 
to the physiological one. After 1000 increments, the trabecular distribution in the 
femoral head has become irregular, even though the cortex in the shaft is still visible. 
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Low density regions are specked with small regions of higher density. After 2000 
increments, the density distribution looks even more irregular than after 1000, and 
this does not change much during the last 1000 increments of the analysis. The 
cortical shell is still visible around the shaft, but some regions of increased density 
have developed in the shaft. This is because of the resorption that is visible in the 
femoral head, as the checkered regions of high and lower density trabecular bone 
transmit some of the load to the femoral shaft cortical shell and some to the region of 
low density in the medullary shaft. When there is a system of continuous trabecular 
struts in the femoral head, most of the load is transferred only to the cortical regions 
in the sha.ft. 
The density history plots of the twelve elements depicted in figure 7.2 are displayed 
in figure 7.5 and show that out of the twelve elements selected, only one (element 
1) has a density different from the minimum allowed density (0.05g/cm3) or cor­
tical density (1.92g/cm 3 ) after about 1200 iterations. This indicates that the only 
long-term stable values of density in this algorithm are either the minimum or the 
maximum allowed densities. The density distribution after 3000 increments in Fig­
ure 7.4 seems not to have evolved at all from that after 2000 increments, even 
though it does not look physiological. Jacobs [47] has shown that even after 3000 
increments, the largest change of density between increments is different from zero, 
hence this steady state is only a.n apparent steady state . 
The results of the three experimental procedures described above have highlighted the 
weaknesses of the strain energy based algorithm presented by the Stanford group [12] [47], 
namely the inapplicability of the side plate concept for low initial density simulations, 
the dependence of the algorithm on the initial conditions and the absence of a long­
term steady state. While these are inadequacies that should not be present in such a 
remodelling algorithm, it must be emphasised that the intermediate density distributions 
calculated look very similar to the physiological trabecular distribution. The algorithm 
reaches a physiologically acceptabJe solution which then turns into a more nonrealistic 
configuration. Some steps taken to remedy this situation are discussed in Chapter 5, and 
it will become clear in the discussion in the following Section how these flaws can be at 
least partially rectified. 
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8.1.2 D of results obtained with the strain based model 

femoral shaft. shows the stress distribution for an applied 
a short stem as by Jacobs [48] an 
short stem the stress occurs at 
boundary, bending In shaft mesh a max­
imum in the midshaft and tapers off to a nearly uniform stress distribution 
at the boundary. lengthened shaft a more realistic of a long 
as the IS a to 
The boundary in vivo is tibia, and stress is the distal 
to the tibia by axial remodelling 
simulations are out using the femur shown in figure 7.6. 
Strain algorithm with physiologically realistic Results an 
implementation of the strain based (see 5.4) with the 
= 0.7 g/em3 , e] 2ttm/day, C2 20ttm/day are shown in figures to 7.10. 
Figure shows some physiological in that both 
cortical shell femoral region cancellous bone struts 
are found in most the mesh, however, resorption 
Note that the maximum density in figure 7.7 is 0.778 9 / em3 , which 
the initial density 0.7 g/em3 by This is continued 
after 50 iteratiolls figure 7.9) shows of resorbed with a 
few isolated of high density in the vicinity of shaft. The max­
7.9 is 1 9 / em3 which means that cortical not 
reached 7.10) cortical density 
been reached in some small but most the bone has to minimum 
density distribution does not look remotely physiologi 
Thus the implemcllLatioll the strain model th double sigmoid remodelling 
surface veloci ty does not work with the parameters from a 
combined pool knowledge and experimenta.l evidence [37] [63J. As will be shown 
in further discllssion, the algorithm can yield physiological density distributions 
when the remodelling are slightly. 
Effect of equal remodelling surface velocities. The density when 
one assigns maximal remodelling velocities c 2 flm/day for both rcsorp­
tion and apposition, as shown in figures 7.11 to 7. The physiological features 
femoral shaft cortex trabecular struts in the proximal femoral that start 
developing after 10 iterations (see figure 7.11) do not resorb during subsequent it­
erations, even though cortical density has not been attained anywhere by iteration 
100 (see figure 7.13). After 150 iterations, a thin cortical shell has formed on the 
medial side of the femoral shaft (see figure 7.14) while the trabecular architecture 
in the femoral head region is retained. The cortical shell on the lateral side of 
the {emural shaft is very thin and this is where this density distributions deviates 
from the physiological picture. The development of cortical bone on the edges of 
the femoral shaft can be speeded up by increasing the surface apposition velocity 
while retaining the surface resorption velocity, as will be demonstrated in further 
discussions. The results generated from the current set of parameters look prom­
ising even though the remodelling surface velocities do not a.gree with the values 
gathered experimentally. 
Dependence on initial conditions. To assess the dependence on initial conditions of 
the strain based algorithm, an experiment with the same parameters as above but 
with an initial density Pi = 1.92g/cm3 was set up. The results of this run are 
shown in figures 7.15 to 7.17. Figure 7.15 shows the density distribution after 50 
iterations. The bone has resorbed uniformly from cortical density to a density of 
between l.31 9 / cm3 and 1.43 9 / cm3 over almost the entire region. This is because 
the resorption rate is limited by the maximum surface resorption velocity specified in 
the double-sigmoid remodelling surface velocity function. If a. trilinear remodelling 
surface velocity as proposed by Jacobs [47J (see figure 4.3) were used, each region 
would remodel at a different rate. In this model, all regions resorb at the same 
rate until the remodelling error in some of them reaches the physiological zone 
shown in figure 5.6, and then they remodel at a different ra.te than others. This 
has happened after 150 iterations, as figure 7.16 shows. This density contour plot 
looks almost identical to the one generated with Pi = 0.7 g/cm3 depicted in fig 7.14. 
Hence initial conditions do not influence the final density distribution as much as in 
the remodelling algorithm discussed in the previous section. A history plot of the 
density in the twelve elements (figure 7.2) shows the uniform decrease in density 
in all elements until some remodel at different rates than others. Note that some 
elements have arrived at a density that remains constant in time, ie. a steady 
state, while the density of others is still changing; the trend of this change indicates 
convergence to a steady state: the curves are levelling off. After 200 iterations, none 
of the elements have reached the minimum (resorption) or the ma.ximum (cortical 
bone) possible densi ty respectively. 
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Development of physiological 7.18 to 7. show density 
evolution of model run with parameters Pi 1.1 g/em3 , el 10 pm/day, C2 
2 pm/day, are included to illustrate the development of physiological structures 
in the finite model. first physiological that out of 
constant-densi ty bone is the cortex around femoral shaft, of which can 
already seen after 20 increments 7.18). bone 
III a fashion to a density between 0.798g/cm3 and 0.958 
After 40 increments, cortical densities been reached on the side 
shaft, and a trabecular strut is beginning to form in the femoral head (see 
7.19). Some structure can also be seen to develop the saddle 
medial and the In 7.20, which 
shows 
the trabecular the least 
struts the 
head have grown in SIze. After (figure 7.21), the cortex 
III femoral shaft as well as the trabecular strut across the femoral head are fully 
developed. The cavity is filled with of 0.509 g/ em3 
0.814g/em3 . The density 
and history plots the 
twelve elements highlighted exhibit densi evolution with a 
the produced in this analysis are physiological, like 
the cortex formed around the femoral shaft and the trabecular distribution in the 
head, cancellous bone in medullary canal, are not 
seen in a real bone figure 4.6). latter feature could due to the inadequacy 
of the approximation two-dimensional plane strain. Whether it will vanish in a 
three-dimensional allalysis will be discussed in 8.2. 
Density distribution after a large number of increments. The of an ex-
run over 3000 increments using 
lOpm/day, C2 2 pm/day are in figures 7.23 to 7.25. shows 
distribution after 100 with well-formed physiological features 
of cortex trabecular struts in the femoral head as discussed above. This 
evolves to the density distribution shown in figure which 
the basic physiological features the and the trabecular struts in the medial 
head. feature density history plots shown 
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evolution about 600 increments all 
3000 increments a very long period remodelling, 
the III 7.25 is compressed this "j is made to 
look more dramatic it really from a low density to a high 
density or vice versa over a period 100 Nevertheless the evolution 
the 600th increment much smoother than this . Most of 
the presented above were taken this jump. long-term behaviour 
of this . thm is more realistic based algorithm 
developed by Jacobs et [47J the monitored 
the allowed densi ty. reach density in the long term. 
Thus of intermediate density steady states for some 
density distribution looks more physiological than that 
obLa,illcd Lhc strain model. 
.2 Three-Dimensional Implementations 
The results the Section that, modelling the geometry the 
proximal using a two-dimensional mesh, some realistic some non-physiological 
are produced. The two-dimensional some limitations that are out-
in Section the simulation hoop 
and stresses set up III cortical shell by a plane . The 
dimensional a shell of 
vv.,,-ne,., bone on the in mind, the only complication being that the cor­
shell becomes very thin proximally 6.1). model geometry in three 
dimensions is much more problematic than mesh the two-dimensional cross-sectional 
geometry, which can done using four-noded quadrilateral low-order 
elements as eight-noded brick as well as six-noded wedges 
were used to construct the mesh in three dimensions described in Section 6.1), and 
the result of these is shown figure Due to complicated geometry it 
was unavoidable to some distorted elements as well as some elements aspect 
and some elements much larger volume than others. can be seen when 
looking at the of three-dimensional (see for 
Since some of the in the diaphysis are compared to 
the shaft, contours are not always as smooth as two-dimensional 
has a number elements to cover the same area. there 
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is a discontinuity in the contours whenever a wedge element meets a brick element since 
the ABAQUS Post-processor uses different procedures to plot contour lines in different 
types of elements. Even though the three-dimensional approach should guarantee a more 
valid approximation to the problem, because of the coarseness of the mesh, extracting 
results out of the three-dimensional density contour plots is not as simple as for the 
two-dimensional case. 
Load application. A further complication that is associated with the three-dimensional 
setting is the load application, as discussed in Section 6.2. The density contours in 
figures 7.27 and 7.28 illustrate the different remodelling responses to concentrated 
and distributed loads, as described in Section 6.3. In the case of a load concentrated 
over a small area of the femoral head , after 100 remodelling increments, a concentra­
tion of cortical bone forms in the center of the medial femoral head (see figure 7.27). 
In the case of a distributed pressure load, a distribution of trabecular struts similar 
to those observed in the two-dimensional simulations (see figure 7.21) develops in 
the femoral head. A cortex in the femora} shaft consisting of high-density bone as 
well as a medullary cavity are formed identically in both simulations. Hence the 
density distribution near the load application surface (near-field behaviour) is in­
fluenced more than the density further away (far-field behaviour). The remodelling 
induced by the pressure load actuates a density distribution that is more similar 
to the physiologica.l density distribution than is the case for the concentrated load, 
which makes sense because the pelvis exerts a pressure load rather than a concen­
trated force on the femoral head via the acetabulum of the pelvis bone [55]. Hence 
in all further analyses presented here, the acetabular load was simulated as a dis­
tributed pressure load. The two load cases described in Section 6.2, applied in this 
manner, produce the displacements shown in figures 7.29 and 7.30 respectively. 
Three-dimensional remodelling simulation. Figures 7.31 Lo 7.35 depict cross-sectional 
density contours generated by a fully three-dimensional remodelling simulation us­
ing the para.meters Pi = 1.1gJcm3 , Cl = lOJ.lmJday, C2 = 2J.lmJday. The contour 
plots are taken a.fter 20, 40, 60, 80 and 300 inLervals respectively in order to demon­
strate the evolution of physiological features as well as some long-term behaviour 
of the model. The legend of the density distribution contours for the figures 7.31 
to 7.34 is chos~n in slIch a way that dark red r~presents cortical density and blue 
represents very low trabecular density. After 20 increments, Lwo thick columns of 
cortical bone have formed along either side of the stem (see figure 7.31) with a. thin 
region of less dense bone in between. The cortex on the lateral side extends up to 
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the top of the greater trochanter, which is where the hip abductor force is applied 
(see Section 6.2). There is some densification at the top of the femoral head as well 
as in the saddle between the medial and lateral femoral head. After 40 increments, 
this pattern has changed slightly in that the thickness of the medullary region of low 
density has increased (see figure 7.32). Figure 7.33 shows the density distribution 
after GO incremellts, and a region of trabecular bone of low density can be seen to 
have formed in the center of the bone, extending down. into the femoral shaft. The 
cortex is still there, and some resorption has taken place at the medialmost edge 
of the femoral head. There is a ridge of trabecular bone connecting the top of the 
femoral head to the cortex in the femoral shaft. In figure 7.34 (remodelling time = 
80 increments), the medullary canal has widened further, while all the other features 
visible in figure 7.33 are still there. The density distribution after 300 increments 
(see figure 7.35) shows the cortex around a medullary canal of lower density, tra­
becular struts across the femoral head as well as regions of low density in the center 
of the bone and at the medialmost side. 
The history curves of sixteen elements chosen in a similar fashion as those in figure 
7.2 show the evolution of all chosen elements as smooth and having reached a steady 
state, so it is assumed that the density distribution does not vary much after 300 
remodelling increments. Four of the sixteen elements have resorbed completely, five 
of them have reached cortical density, and the remaining seven an intermediate 
density. This is very different from the situation depicted in figure 7.5, where eleven 
out of twelve elements had either resorbed or become cortical. There is evidence 
of physiological structures such as the cortex of the shaft and the trabecular strut 
across the femoral head in the cross-sectional view of the three-dimensional mesh, 
but figure 7.37 shows that the cortex only develops in the anterior-posterior plane 
section and does not surround the cancellous bone interior completely. There are 
even some elements visible on the surface of the stem that are resorbed. Also, figure 
7.37 shows that no cortex forms in the region of the lesser trochanter. This can 
be explained by the absence of a muscle attached to the lesser trochanter in the 
model. In the region of the femoral head, where the distributed pressure .load is 
applied, there is evidence of some densification while no cortical bone is formed. In 
the real bone, the layer of cortical bone in this region is very thin, so this feature 
does not mean that the model fails to capture reality. There would be an increase 
in the area of cortical bone on the bone surface if all muscles attached to the bone 
in vivo were included in the finite element model, but since the muscle attachments 




This study is an extension of the work done by the Stanford group, in particular that of 
Jacobs [47] and Carter [12]. Some of the shortcomings of the model presented by these 
authors are discussed here, as well as the degree to which these difficulties are improved 
upon in this study. This is not intended to imply that the work presented by Carter, 
Jacobs et al. is of inferior quality, but rather that it represents a very useful point of 
departure for further investigation such as that expounded here. Most of the work in this 
study is built upon the solid foundation provided by Carter, Jacobs et al. 
In order to capture the fundamental mechanical properties of the proximal femur, Jacobs 
[47] designed a two-dimensional mesh including a front plate and a side plate as depicted 
in figure 4.7. There are two deficiencies in the design of this mesh; the one is the use 
of the sideplate as shown in figure 7.1, which, when used with a low initial density, acts 
as a stress shield and prevents part of the front plate from remodelling. The other is 
the insufficient stem length which prevents bending stresses from being distributed in a 
physiological manner, and leads to bending about the pinned boundary (see figure 7.6) 
for stress distributions in a short and a long stem under bending loads. These deficiencies 
were easily removed by abandoning the side plate and extending the stem to produce a 
better bending stress distibution. 
Further inadequacies of the proposed strain energy model [47] include the selection of 
some of the model parameters, such as the remodelling surface velocity and the daily 
reference stress stimulus (see section 4.2). The remodelling surface velocity parameter 
c in equation (4.8) has been chosen by Jacobs so that no load at all will result in a 
remodelling surface velocity of 1 j.1m/day. However, using the load cases in his PhD thesis 
[47], most of the loads induce a remodelling stimulus that is larger than the reference 
stress stimulus. Because of the linear relation between the remodelling surface velocity 1; 
and the remodelling error e (see equation (4.8)) , the remodelling error produces a surface 
remodelling velocity that is much larger than 1 j.1m/day, and it is doubtful whether this 
"calibration" of the parameter c is valid. Even when a dead zone as defined in equation 
(4.9) is added, the remodelling error still induces large remodelling surface velocities. This 
is because there is no upper limit on the absolute value of remodelling surface velocity: 
it grows without bound as the remodelling error increases. It is difficult to determine 
reasonably the widtll of the dead zone, as no experimental data exist as to how much 
energy a volume of bone can absorb or release before the remodelling process is initiated. 
A similar difficulty occurs with determining the reference tissue level stress stimulus '1/;; 
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(see equation (4.7)), which is not a quantity whose value is easily established empirically. 
These complications are resolved with the introduction of a strain based remodelling cri­
terion (equation (5.3)) as well as a double sigmoid remodelling surface velocity function 
(equation (5.5)). The parameters in the strain based model are easier to determine as 
various experiments using strain gauge techniques (see section 5.1.2) have been carried 
oul to determine remodelling zone width [37] as well as surface rClllodcllillg velocity [63] 
empirically. The double sigmoid remodelling surface velocity function limits the surface 
remodelling velocity eveu when the remodelling error is large, thus ensuring that physiolo­
gically rcalislic exlreme values are never excceded. 
Another problem wi th lhe Stanford remodelling a\gori thm is that steady-state is never 
reached in the long term; the density distribution reaches a physiological profile after 
some time of remodelling, only to end up with an extremely non-smooth and unrealistic 
distribution after some further remodelling (see figure 7.4). The work done in this study 
has at least partially sol ved this problem, as can be observed from figures 7.25 and 7.36, 
which indicate that not all elemenLs either resorb completely or attain cortical density 
after a long time, which is the case in figure 7.4. The density distribution in figure 
7.24 shows resemblance to the physiological density distribution (figure 4.6), and in the 
three-dimensional simulation, all elements seem to have reached a.n equilibrium density 
after 300 increments (see figure 7.36). This is mainly due to the replacement of the 
linear remodelling surface velocity (equation (4.8)) function with a double sigmoid one 
(equation (5.5)), which limits the remodelling surface velocity as discussed in the previous 
paragraph. Because this is limited, large positive remodelling errors tend to be neutralized 
slowly, without changing the density so much that large negative remodelling errors occur 
and vice versa. Hence the whole density evolution is more stable when this approach is 
utilized. 
One point about the three-dimensional model and the finite element mesh in particular 
is that it is not designed well enough to give information comparable with that provided 
by the two-dimensional model. This is because the mesh is too coarse and some of the 
elements are too oblong or too distorted. Also, the loads a.re simplified greatly, chiefly 
because studies in the literature such as that presented by Bergmann et al. [8] only 
investigate the action of one muscle or muscle group, and not the whole musculature 
acting on the proximal femur. The loads in the two-dimensional model are simplified as 
well, as only the loads due to the acetabulum and the hip abductor are included. 
Even though the model presented here is successful in removing some of the difficulties 
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experienced with the Stanford model, some peculiarities occurred when the strain based 
algorithm was implemented. These include the fact that the remodelling velocity para­
meters Cl and C2, when given empirical values provided by Parfitt [63], induced a dis­
tinctly non-realistic density distribution with evidence of too much resorption and too 
little apposition (see figure 7.10). They could be manipulated so tltat the output looked 
physiological, however. A possible explanation for this is that when the remodelling error 
was calculated, only the loading in the current increment was taken into account, whereas 
real bone has some memory of loading, and loading undergone during previous iterations 
should also be taken into account when calculating the current remodelling error [54]. 
As including the bone's loading memory will increase the remodelling stimulus value, it 
is clear that if the memory is omitted, remodelling error is underestimated, and the net 
effect will be resorption. Also, daily turnover which occurs in bone [9], and which might 
affect the net effect of loading as well, was not taken into account. 
Another peculiarity was that, even though the two-dimensional long-term simulation even­
tually reached an equilibrium density distribution, this distribution was reached after a 
larger change in density of all the monitored elements after about 600 loading increments , 
as depicted in figure 7.25. The fact that loading and remodelling occur on different 
timescales could playa role here. A load is applied quasistatically during one increment, 
whereas the complete remodelling process takes approximately 200 days to complete [9]. 
Beaupre et a1. [6] as well as Cowin [26] have suggested that because of these different 
time scales, it migltL be impossible to attain an equilibrium solution to a bone remodel­
ling algorithm such as the one presented here. The shape of the element density history 
curves for the three-dimensional simulation (figure 7.36), however, suggests that such an 
equilibrium solution has been reached using this algorithm. 
8.4 Conclusion and Motivation for Further Work 
In conclusion, the strain based algorithm presented here uses input parameters that can 
be determined from experiment a,nd have very clear meaning in a physiological context. 
In particular, the paramcLers Cl, C2, t rem and w have been measured and documented in 
numerous experiments [37J [63]. Other parameters such as m and n are less well docu­
mented and thus more difficult to determine in the setting of the strain based algorithm . 
Physiological densiLy distributions are generated in both two and Lill'ee dimensions even 
after a long time of remodelling, while the problem of generating a stable eq,"lilibrium 
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solution has been solved at least partially. A suggestion for further investigation is to do 
a parametric study involving the parameters CI, C2 and n to see how these influence the 
outcome of long-term iterations. 
An obvious oversimplification is the assumption that bone is an isotropic material; fur­
ther investigation should include the fabric tensor (see section 2.4.3) in order to predict 
an anisotropic trabecular and density distribution. However, this will again introduce 
the problem of determining parameter values that are not derivable from physiological 
considerations. 
Another oversimplification is the scaling of strain from the tissue to the continuum level. 
In this study, it was assumed that the strain is the same on both levels (see equation (5.2)) , 
but according to Ashby and Gibson [2], compressive elastic strain on the continuum level 
is converted to a superposition of axial and bending strain on the tissue level for a cellular 
solid like bone. To quantify this superposition correctly is the subject of the literature 
on homogenization [5] [39], and this is a whole theory that has not been referred to here 
at all. Including this in the current strain based model is another avenue for further 
investigation . 
A third oversimplification is the assumption that remodelling at a particular increment 
depends only on the load experienced during that increment. As discussed above, bone 
has some memory of loading applied in the past, and this could also possibly contribute 
to the remodelling stimulus [54]. If one included this in the model , perhaps the remod­
elling surface velocities producing a physiological distribution would correspond to those 
measured [63]. 
There are a large number of factors to be taken into account when designing a bone remod­
elling model, and the focus in this work has been on obtaining physiologically reasonable 
answers while using parameters that can be determined easily from physiological consider­
ations. Emphasis has also been placed on implementing this model in the correct setting, 
namely choosing the best possible configuration in two dimensions and constructing a 
fully three-dimensional finite element mesh . Even though a number of factors influencing 
bone remodelling have been omitted (examples are strain rate dependence, frequency de­
pendence, remodelling memory etc.), the results generally look physiologically realistic, 
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