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Abstract
We develop singular value shrinkage priors for the mean matrix pa-
rameters in the matrix-variate Normal model with known covariance
matrices. Introduced priors are superharmonic and put more weight
on matrices with smaller singular values. They are a natural general-
ization of the Stein prior. Bayes estimators and Bayesian predictive
densities based on introduced priors are minimax and dominate those
based on the uniform prior in finite samples. The risk reduction is
large when the true value of the parameter has small singular values.
In particular, introduced priors perform stably well in the low rank
case. We apply this result to multivariate linear regression problems
by considering priors depending on the future samples. Introduced
priors are compatible with reduced-rank regression.
1 Introduction
Suppose that we have a matrix observation Y ∼ Nn,m(M,C,Σ). Here we
use the notation of Dawid (1981) for matrix-variate Normal distributions:
X ∼ Nn,m(M,C,Σ) indicates that X(n ×m) has a probability density
p(X)
=
1
(2pi)nm/2(detC)m/2(detΣ)n/2
etr
{
−
1
2
Σ−1(X −M)⊤C−1(X −M)
}
with respect to the Lebesgue measure on Rn×m, where etr(A) = exp(trA),
M(n×m) is the mean matrix, C(n×n) ≻ 0 is the covariance matrix for rows,
and Σ(m×m) ≻ 0 is the covariance matrix for columns. Here, we indicate
the size of a matrix A ∈ Rn×m by writing A(n × m). The vectorization
vec(X⊤) of X⊤ satisfies
vec(X⊤) ∼ Nmn(vec(M
⊤),Σ⊗ C), (1)
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where ⊗ denotes the Kronecker product, see Gupta & Nagar (2000). Here,
the vectorization of A(n×m) is the mn× 1 vector defined by
vec(A) = (a11, . . . , an1, a12, . . . , an2, . . . , a1m, . . . , anm)
⊤,
and the Kronecker product A ⊗ B of two matrices A(m × n) = (aij) and
B(p× q) = (bij) is the mp× nq matrix defined by
A⊗B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
am1B am2B · · · amnB
 .
Matrix-variate Normal distributions appear naturally when we consider lin-
ear regression problems that have several dependent variables (multivariate
linear regression).
We consider the prediction of Y˜ ∼ Nn,m(M, C˜, Σ˜) by a predictive density
pˆ(Y˜ |Y ). We evaluate predictive densities by the Kullback–Leibler divergence
D(p˜(·|M), pˆ(·|Y )) =
∫
p˜(Y˜ |M) log
p˜(Y˜ |M)
pˆ(Y˜ |Y )
dY˜
as a loss function. The Kullback–Leibler risk function of a predictive density
pˆ(Y˜ |Y ) is
RKL(M, pˆ) = E [D {p˜(·|M), pˆ(·|Y )}]
=
∫ ∫
p(Y |M)p˜(Y˜ |M) log
p˜(Y˜ |M)
pˆ(Y˜ |Y )
dY dY˜ .
We consider Bayesian predictive densities with a prior pi(M):
pˆpi(Y˜ |Y ) =
∫
p˜(Y˜ |M)pi(M |Y )dM
=
∫
p˜(Y˜ |M)p(Y |M)pi(M)dM∫
p˜(Y˜ |M)pi(M)dM
.
In the following, we assume that n−m ≥ 2. When m = 1, this problem
reduces to the prediction of vector-variate Normal model y ∼ Nn(µ,Σ), y˜ ∼
Nn(µ, Σ˜). This problem has been studied by several authors under the as-
sumption that n ≥ 3. First, the cases where Σ˜ is proportional to Σ were
investigated. Komaki (2001) gave the analytical form of Bayesian predic-
tive densities based on the Stein prior piS(µ) = ‖µ‖
−(n−2) and proved that
Bayesian predictive densities based on the Stein prior dominate those based
on the Jeffreys prior under the Kullback–Leibler risk. Since the Stein prior
puts more weight near the origin, the amount of risk reduction is large when
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the true value of µ is near the origin. George et al. (2006) generalized this
result and proved that Bayesian predictive densities based on superharmonic
priors dominate those based on the Jeffreys prior under the Kullback–Leibler
risk. Next, Kobayashi & Komaki (2008) and George & Xu (2008) consid-
ered the cases where Σ˜ is not necessarily proportional to Σ. Bayesian pre-
dictive densities based on superharmonic priors dominate those based on the
uniform prior under the Kullback–Leibler risk also in this general situation.
Kobayashi & Komaki (2008) and George & Xu (2008) applied their results
to linear regression problems.
Now, since matrix-variate Normal distributions are special cases of vector-
variate Normal distributions as in (1), the above results also apply to the
matrix-variate Normal distributions. In this paper, we propose superhar-
monic priors that shrink the singular values of the mean matrix parameters
M . From the results of Stein (1974), Bayes estimators based on the intro-
duced priors dominate the maximum likelihood estimator and are thus min-
imax. Furthermore, Bayesian predictive densities based on the introduced
priors dominate those based on the uniform prior and are thus minimax.
The amount of risk reduction is large when the true value of the mean ma-
trix parameter M has smaller singular values. Therefore, introduced priors
work particularly well when the true value of the mean matrix parameter
M is low rank, since low rank matrices have sparse singular values. We
apply the introduced priors to the multivariate linear regression problems,
where we can reasonably expect the low rank assumption to be satisfied
from the theory of reduced rank regression (Reinsel & Velu, 1998). Finally,
we provide some numerical results.
This paper is organized as follows. In Section 2, we propose singular
value shrinkage priors, prove that they are superharmonic and provide the
analytical form of Bayesian predictive densities based on them. In Section
3, we apply singular value shrinkage priors to multivariate linear regression
problems and discuss the relationship with reduced-rank regression. In Sec-
tion 4, some numerical results are provided. Concluding remarks are given
in Section 5.
2 Singular value shrinkage priors
2.1 Singular value shrinkage estimators
The idea of singular value shrinkage was utilized by Efron & Morris (1972)
and Stein (1974). Here we review their work. In this subsection, we assume
X ∼ Nn,m(M, I, I).
Let
X = UΣV ⊤,
U ∈ O(n), V ∈ O(m), Σ = (diag(σ1, · · · , σm) Om,n−m)
⊤ ,
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and
σ1 ≥ σ2 ≥ · · · ≥ σm ≥ 0
be the singular value decomposition of a matrix X, where Om,n−m is the
zero matrix of size m× (n −m), and σ1, · · · , σm are the singular values of
X. Similarly, let
Mˆ = Uˆ ΣˆVˆ ⊤,
Uˆ ∈ O(n), Vˆ ∈ O(m), Σˆ = (diag(σˆ1, · · · , σˆm) Om,n−m)
⊤ ,
and
σˆ1 ≥ σˆ2 ≥ · · · ≥ σˆm ≥ 0
be the singular value decomposition of an estimator Mˆ ofM , where σˆ1, · · · , σˆm
are the singular values of Mˆ .
Efron & Morris (1972) proposed
MˆEM = X
{
Im − (n−m− 1)S
−1
}
as an empirical Bayes estimator, where S = X⊤X. They proved that MˆEM
is minimax and dominates the maximum likelihood estimator under the
Frobenius loss
l(M,Mˆ) = ‖Mˆ −M‖2F =
∑
i,j
(Mˆij −Mij)
2.
Stein (1974) noticed that MˆEM can be represented in singular value decom-
position form as
σˆi =
(
1−
n−m− 1
σ2i
)
σi (i = 1, · · · ,m),
Uˆ = U, Vˆ = V.
Therefore, MˆEM shrinks the singular values of the observation X. When
m = 1, MˆEM coincides with the James-Stein estimator.
We note that MˆEM is not a Bayes estimator. In this study, we develop
priors shrinking the singular values. The Bayes estimator based on the
introduced prior has properties similar to those of MˆEM. This is an extension
of the relationship between the James-Stein estimator and the Stein prior.
2.2 Definition of the singular value shrinkage prior and its
superharmonicity
We consider a prior defined by
piSVS(M) = det(M
⊤M)−(n−m−1)/2. (2)
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Note that we assume n−m ≥ 2. From the relation
det(M⊤M) =
m∏
i=1
σi(M)
2,
where σi(M) denotes the ith singular value of M , we obtain
piSVS(M) =
m∏
i=1
σi(M)
−(n−m−1).
Therefore, this prior puts more weight on matrices with smaller singular
values. Whenm = 1, piSVS coincides with the Stein prior piS(µ) = ‖µ‖
−(n−2).
We call piSVS the singular value shrinkage prior in the following.
We provide a proof of superharmonicity of the singular value shrinkage
prior piSVS. An extended real-valued function f : R
d → R ∪ {∞} is said to
be superharmonic if it satisfies the following properties (Helms, 2009, p. 70):
1. f is lower semicontinuous.
2. f 6≡ ∞.
3. 1
Ωdδd−1
∫
Sx,δ
f(z)ds(z) ≤ f(x) for every x ∈ Rd and δ > 0, where Ωd
denotes the surface area of the unit sphere in Rd and Sx,δ denotes the
sphere with center x and radius r.
If f is a C2 function, then f is superharmonic if and only if
∆f(x) =
d∑
i=1
∂2
∂x2i
f(x) ≤ 0
holds for every x from Lemma 3.3.4 of Helms (2009).
We define a function f : Rn×m → R to be superharmonic when f ◦ vec :
R
mn → R is superharmonic.
Theorem 1. The prior density piSVS is superharmonic.
Proof. First we prove that det(M⊤M + εIm)
−(n−m−1)/2 is superharmonic
for every ε > 0.
We write the (i, j)th entry of a matrix X by Xij and the (i, j)th entry
of X−1 by Xij . Let
K =M⊤M + εI,
so that
Kab =
∑
i
MiaMib + εδab = Kba,
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where the subscripts a, b, . . . run from 1 to m and the subscripts i, j, . . .
run from 1 to n, δab is 1 when a = b and 0 otherwise, and the (i, j)th entry
of a matrix X is denoted by Xij . From the definition,
∂Kbc
∂Mia
= δacMib + δabMic. (3)
By using
∂
∂Kab
detK = Kab detK
and (3), we obtain
∂
∂Mia
detK =
∑
b,c
∂Kbc
∂Mia
∂
∂Kbc
detK = 2
∑
b
MibK
ab detK, (4)
where Kab is the (a, b)th entry of the inverse matrix of K−1. Therefore,
∂2
∂M2ia
detK = 2
(∑
b
δabK
ab
)
detK + 2
(∑
b
Mib
∂Kab
∂Mia
)
detK
+ 2
(∑
b
MibK
ab
)
∂
∂Mia
detK
=2Kaa detK − 2
∑
b,d
MibMidK
aaKbd
 detK
− 2
∑
b,c
MibMicK
abKac
 detK + 4
∑
b,c
MibMicK
abKac
 detK.
(5)
Here, we used
∂Kab
∂Mia
= −
∑
c
MicK
aaKbc −
∑
d
MidK
adKab,
which can be derived by differentiating the equation
∑
cKbcK
ac = δab.
We have
∆(detK)−(n−m−1)/2 =
∑
i,a
∂2
∂M2ia
(detK)−(n−m−1)/2
=
n−m− 1
2
(detK)−(n−m−1)/2
∑
i,a
(Aia +Bia), (6)
where
Aia =
n−m+ 1
2
(detK)−2
(
∂
∂Mia
detK
)2
,
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and
Bia = −(detK)
−1 ∂
2
∂M2ia
detK.
By using (4), we obtain
Aia = 2(n −m+ 1)
(∑
b
MibK
ab
)(∑
c
MicK
ac
)
.
Thus, ∑
i
Aia = 2(n−m+ 1)
∑
b,c
(
KabKac
∑
i
MibMic
)
= 2(n−m+ 1)
∑
b,c
KabKac(Kbc − εδbc)
= 2(n−m+ 1)
(
Kaa − ε
∑
b
KabKab
)
.
On the other hand, by (5),∑
i
Bia = −2(n −m+ 1)K
aa − 2εKaa
∑
b
Kbb + 2ε
∑
b
KabKab.
Hence, noting that Kbb =
∑
iM
2
ib + ε > 0, we obtain∑
i
(Aia +Bia) = −2(n−m)ε
∑
b
KabKab − 2εKaa
∑
b
Kbb < 0. (7)
Thus, from (6) and (7),
∆(detK)−(n−m−1)/2 < 0. (8)
Therefore, det(M⊤M + εI)−(n−m−1)/2 is superharmonic for every ε > 0.
Now, let
pi(k)(M) = det
(
M⊤M +
1
k
I
)−(n−m−1)/2
.
Then, pi(k) is superharmonic by (8) and pi(1) ≤ pi(2) ≤ · · · , since
pi(k)(M) =
m∏
i=1
{
λi(M
⊤M) +
1
k
}−(n−m−1)/2
,
where λi(M
⊤M) ≥ 0 denotes the ith eigenvalue of M⊤M . Also,
lim
k→∞
pi(k)(M) = piSVS(M)
for every M . Therefore, by Theorem 3.4.8 of Helms (2009), piSVS is super-
harmonic.
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From this proof, we immediately obtain the following Theorem.
Theorem 2. The prior piSVS satisfies ∆piSVS(M) = 0 if the rank of M is
full.
Proof. Consider ε→ 0 in (7).
Therefore, the superharmonicity of piSVS is strongly concentrated in the
same way as the Laplacian of the Stein prior becomes a Dirac delta function.
Another interesting point about this prior is that piSVS is superharmonic
column-wise: piSVS is superharmonic as a function of the ith column of M
for every M (i = 1, · · · ,m).
We provide another proof of Theorem 2 in the Appendix.
2.3 Minimaxity of Bayes estimators and Bayesian predictive
densities based on piSVS
We prove that Bayesian predictive densities and Bayes estimators based on
the singular value shrinkage priors are minimax.
When X ∼ Nn,m(M,C,Σ), we define the marginal distribution of X
with prior pi(M) by
mpi(X;C,Σ) =
∫
p(X|M,C,Σ)pi(M)dM.
When pi = piSVS, we denote the marginal distribution by mSVS.
Lemma 1. If mpi(X;C,Σ) <∞ for every X and pi is superharmonic, then
mpi(X;C,Σ) is superharmonic.
Proof. Let
φ(X;C,Σ) = p(X|O,C,Σ).
Then, putting A = X −M ,
mpi(X;C,Σ) =
∫
φ(X −M ;C,Σ)pi(M)dM =
∫
φ(A;C,Σ)pi(X −A)dA.
Now, for every x ∈ Rd and δ > 0,
1
Ωdδd−1
∫
Sx,δ
mpi(X;C,Σ)ds(X)
=
1
Ωdδd−1
∫
Sx,δ
{∫
φ(A;C,Σ)pi(X −A)dA
}
ds(X)
=
1
Ωdδd−1
∫
φ(A;C,Σ)
{∫
Sx,δ
pi(X −A)ds(X)
}
dA
≤
1
Ωdδd−1
∫
φ(A;C,Σ)pi(−A)dA = mpi(O).
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Here, the second equation follows from Fubini’s Theorem and the third
inequality follows from the superharmonicity of pi. Therefore, mpi(X;C,Σ)
is superharmonic.
In terms of estimation of M from X ∼ N(M,C,Σ), the following result
(Stein, 1974) is known.
Lemma 2. (Stein, 1974) If mpi satisfies ∆mpi(X;C,Σ) ≤ 0, then Bayes es-
timator Mˆpi with prior pi is minimax under the Frobenius loss. Furthermore,
Bayes estimator with prior pi dominates the maximum likelihood estimator
unless pi is the uniform prior.
Lemma 2 (Stein (1974)) is obtained from the expression
EM
[
‖MˆMLE −M‖2F
]
− EM
[
‖Mˆpi −M‖2F
]
=EM
[
‖∇ logmpi(X)‖
2 − 2
∆mpi(X)
mpi(X)
]
. (9)
of the risk difference between the maximum likelihood estimator and Bayes
estimator with prior pi.
In terms of prediction, we obtain the following result. Here, we consider
the case where Σ˜⊗C˜ is proportional to Σ⊗C. This assumption corresponds
to the setting of Komaki (2001) and George et al. (2006). The general covari-
ance case is considered in Section 2.5. We assume C = v1In, C˜ = v2In,Σ =
Σ˜ = Im without loss of generality. Let
v0 =
v1v2
v1 + v2
(< v1).
We write Bayesian predictive density based on the uniform prior piI(M) = 1
by pˆI(Y˜ |Y ).
Proposition 1. If pi is superharmonic, then pˆpi(Y˜ |Y ) is minimax under
the Kullback–Leibler risk RKL. Furthermore, pˆpi(Y˜ |Y ) dominates pˆI(Y˜ |Y )
unless pi is the uniform prior.
Proof. From Lemma 2 of George et al. (2006), the difference of RKL is
RKL(M, pˆI)−RKL(M, pˆpi)
=EM,v0 logmpi(Z; v0In, Im)− EM,v1 logmpi(Z; v1In, Im),
where EM,v(·) denotes the expectation with respect to Z ∼ Nn,m(M,vIn, Im).
It can be rewritten as
RKL(M, pˆI)−RKL(M, pˆpi)
=EM,v0 {logmpi(Z; v0In, Im)− logmpi(Z; v1In, Im)}
+ {EM,v0 logmpi(Z; v1In, Im)− EM,v1 logmpi(Z; v1In, Im)} . (10)
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Since pi is superharmonic, from Lemma 3.4.4 of Helms (2009) and v0 < v1,
mpi(Z; v0In, Im) = EM∼Nn,m(Z,v0In,Im)pi(M)
≥ EM∼Nn,m(Z,v1In,Im)pi(M) = mpi(Z; v1In, Im).
Thus, the first term of the right hand side of (10) is nonnegative. Also, since
mpi is superharmonic from Lemma 1 and logarithm of a superharmonic func-
tion is superharmonic, logmpi(Z; v1In, Im) is superharmonic. Then, from
Lemma 3.4.4 of Helms (2009) and v0 < v1, the second term of the right
hand side of (10) is nonnegative. Therefore, (10) is nonnegative.
Proposition 1 is without an assumption concerning twice differentiablility
of pi and is a slight generalization of the results in George et al. (2006).
From Theorem 1 and Lemma 1, mSVS is superharmonic. Also, from (14)
in the next subsection, mSVS is a C
2 function. Therefore, the singular value
shrinkage prior piSVS satisfies the conditions of Lemma 2 and Proposition 1.
By combining the results above, we obtain the following.
Theorem 3.
1. The Bayes estimator based on the prior piSVS is minimax and domi-
nates the maximum likelihood estimator under the Frobenius risk.
2. The Bayesian predictive density pˆSVS(Y˜ |Y ) based on the prior piSVS is
minimax and dominates pˆI(Y˜ |Y ) under the Kullback–Leibler risk RKL.
Since piSVS shrinks the singular values for each, the risk reduction of
piSVS is large when the true value of the parameter M has small singular
values. A remarkable point is that piSVS works well even when only part of
the singular values are small. In particular, piSVS works stably well in the
low rank case, which indicates the sparsity of singular values. We confirm
these facts by numerical experiments in the next section.
2.4 The Bayesian predictive density based on piSVS
We provide the analytical form of Bayesian predictive densities based on the
singular value shrinkage priors. Here, we consider the case where Σ˜ ⊗ C˜ is
proportional to Σ ⊗ C, and assume C = C˜ = In,Σ = Σ˜ = Im without loss
of generality.
Theorem 4. The Bayesian predictive density based on the singular value
shrinkage prior (2) is
pˆSVS(Y˜ |Y ) = (2pi)
−
1
2
mnetr
{
−
1
4
(Y˜ − Y )⊤(Y˜ − Y )−
1
4
Z⊤Z +
1
2
Y ⊤Y
}
×
2−
1
2
m(m+1)
1F1
(
m+1
2 ;
n
2 ;
1
4Z
⊤Z
)
1F1
(
m+1
2 ;
n
2 ;
1
2Y
⊤Y
) . (11)
10
Here, Z = Y + Y˜ and pFq is the hypergeometric function of matrix argument
(Gupta & Nagar, 2000, p. 34) defined by
pFq(a1, · · · , ap; b1, · · · , bq;S) =
∞∑
k=0
∑
κ⊢k
(a1)κ · · · (ap)κ
(b1)κ · · · (bq)κ
Cκ(S)
k!
,
where ai, bj are arbitrary complex numbers, S is a p× p complex symmetric
matrix,
∑
κ⊢k denotes summation over all partitions κ of k, (a)κ is the
generalized Pochhammer symbol, and Cκ(S) denotes the Zonal polynomial.
Proof. We represent the Bayesian predictive density as
pˆpi(Y˜ |Y ) =
mpi(Y, Y˜ )
mpi(Y )
=
mpi(Y, Y˜ )
mpi(Z)
mpi(Z)
mpi(Y )
, (12)
wherempi denotes the marginal distribution with prior pi. Here,mpi(Y, Y˜ )/mpi(Z)
does not depend on pi, because Z is the sufficient statistic for M . Therefore,
we obtain
mpi(Y, Y˜ )
mpi(Z)
=
p(Y, Y˜ |M)
p(Z|M)
= (2pi)−mnetr
{
−
1
2
(Y −M)⊤(Y −M)−
1
2
(Y˜ −M)⊤(Y˜ −M)
}
× (4pi)
1
2
mnetr
{
1
4
(Z − 2M)⊤(Z − 2M)
}
= pi−
1
2
mnetr
{
−
1
4
(Y˜ − Y )⊤(Y˜ − Y )
}
. (13)
Next, we calculate mSVS(Y ) and mSVS(Z). From the definition, mSVS(Y ) is
mSVS(Y ) =
∫
p(Y |M)pi(M)dM.
Now we interpret p(Y |M) as the probability density of M ∼ Nn,m(Y, I, I).
ThenmSVS(Y ) is viewed as the expectation of pi(M). From Theorem 3.5.1 in
Gupta & Nagar (2000), S =M⊤M has a noncentral Wishart distribution:
S ∼Wm(n, Im, Y
⊤Y ).
Therefore,
mSVS(Y ) = E
[
(detS)−(n−m−1)/2
]
.
By using Theorem 3.5.6 in Gupta & Nagar (2000), we obtain
E
[
(detS)−(n−m−1)/2
]
=
2−
m(n−m−1)
2 Γm
(
m+1
2
)
Γm
(
n
2
) etr(−1
2
Y ⊤Y
)
1F1
(
m+ 1
2
;
n
2
;
1
2
Y ⊤Y
)
.
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Using this, we obtain
mSVS(Y ) =
2−
m(n−m−1)
2 Γm
(
m+1
2
)
Γm
(
n
2
) etr(−1
2
Y ⊤Y
)
× 1F1
(
m+ 1
2
;
n
2
;
1
2
Y ⊤Y
)
. (14)
Similarly, we obtain
mSVS(Z) =
2−mnΓm
(
m+1
2
)
Γm
(
n
2
) etr(−1
4
Z⊤Z
)
1F1
(
m+ 1
2
;
n
2
;
1
4
Z⊤Z
)
. (15)
Substituting (13), (14), and (15) to (12), we obtain the Theorem.
2.5 Singular value shrinkage priors depending on the future
covariance matrices
Thus far, we assumed that the covariance matrices of observation data C and
Σ and of future data C˜ and Σ˜ are the same. However, these two covariance
structures are generally different when we consider the regression problem
(Kobayashi & Komaki, 2008; George & Xu, 2008). We extend the results
for this general situation to matrix-variate case. We define
Σ1 =
{
(Σ⊗ C)−1 + (Σ˜⊗ C˜)−1
}−1
,
Σ2 = Σ⊗ C,
and write the diagonalization of Σ
1/2
1 Σ
−1
2 Σ
1/2
1 as
Σ
1/2
1 Σ
−1
2 Σ
1/2
1 = U
⊤ΛU,
where U is an orthogonal matrix and Λ is a diagonal matrix. Let
A∗ = Σ
1/2
1 U
⊤(Λ−1 − I)1/2.
From Theorem 3.2 of Kobayashi & Komaki (2008), we obtain the following
Theorem.
Theorem 5. If pi {A∗vec(M)} is superharmonic as a function of vec(M),
pˆpi(Y˜ |Y ) dominates pˆI(Y˜ |Y ) under RKL
We can construct a prior that satisfies the condition of Theorem 5 by
using the singular value shrinkage prior:
pi(M) = piSVS
[
vec−1
{
(A∗)−1vec(M)
}]
. (16)
The analytical form of Bayesian predictive densities based on prior (16) is
not yet obtained. We conjecture that some extension of generalized Laguerre
polynomial of matrix argument is necessary to solve this problem.
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3 Application to the multivariate linear regression
problems
In this section, we apply the results in the previous section to the multivari-
ate linear regression problems.
In some areas, such as econometrics and chemometrics, linear regres-
sion problems often arise, wherein we have several dependent variables
(Breiman & Friedman, 1997). Such problems are called multivariate linear
regression. Namely,
Y ∼ Nn,q(XB,σ
2I, I), (17)
where X(n × p) is a matrix of explanatory variables, Y (n × q) is a matrix
of response variables and B(p× q) is a matrix of regression coefficients. We
assume that σ2 is known and p ≥ q in the following.
Let
Y1 = (X
⊤X)−1X⊤Y,
and
Y2 = Y −XY1.
Then, we can reduce (17) to
Y1 ∼ Np,q(B,σ
2(X⊤X)−1, I),
Y2 ∼ Nn,q(0, σ
2In−d, I). (18)
Therefore, we can formulate multivariate linear regression to the form of
prediction as
Y1 ∼ Np,q(B,σ
2(X⊤X)−1, I),
Y˜1 ∼ Nn,q(B, σ˜
2(X˜⊤X˜)−1, I).
Thus we can reduce the multivariate linear regression problem to the matrix-
variate Normal model.
Therefore, letting C = σ2(X⊤X)−1, C˜ = σ˜2(X˜⊤X˜)−1 and Σ = Σ˜ = I,
Bayesian predictive densities based on the prior (16) dominate those based
on the Jeffreys prior. When constructing the predictive density of Y˜ , we
construct Bayesian predictive densities for Y˜1 based on prior (16), and for
Y˜2 we use the density of (18) directly.
For the multivariate linear regression problem, it is useful to assume
that the regression coefficient matrix B is low rank. This method is called
reduced-rank regression (Reinsel & Velu, 1998). The rank of a matrix equals
the number of non-zero singular values, so a low rank matrix has sparse sin-
gular values. Therefore, Bayesian predictive densities based on the singular
value shrinkage prior (16) work particularly well in such situations. Also,
they are minimax, whereas reduce-rank method is not minimax.
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We can also apply this result to time series analysis. Reduced-rank
methods for time series analysis are discussed in Velu et al. (1986). One
typical example is the AR model for multivariate time series:
xt =
p∑
k=1
Akxt−k + εt, εt
i.i.d
∼ Nd(0,Σ).
Often we can assume that A = (A1A2 · · ·Ap)is reduced-rank. Therefore we
obtain a better prediction of future variables by using the singular value
shrinkage priors.
4 Numerical results
In this section, we show several experimental results on the Bayesian in-
ference with singular value shrinkage priors. We used two methods to cal-
culate the hypergeometric function of matrix argument in (11). First is
an algorithm by Koev & Edelman (2006) that exploits the combinatorial
properties of the Jack function. Second is the holonomic gradient method
of Hashiguchi et al. (2013), wherein we numerically solve a PDE that 1F1
satisfies. While the first method does not wok well for matrix arguments
with large singular values, the second method can in principle be used for
any matrix arguments.
We compare the singular value shrinkage prior to the Jeffreys prior and
the Stein prior. Here, the Jeffreys prior coincides with the uniform prior
and the Stein prior is
piS(M) = ‖M‖
−(nm−2)
F ,
where ‖M‖F denotes the Frobenius norm of M . We note that
‖M‖2F =
m∑
i=1
σi(M)
2,
where σi(M) is the ith singular value of M , holds.
First, we investigate the performance of Bayes estimators based on the
singular value shrinkage priors.
We comment on the calculation method. From Stein (1974), Bayes esti-
mator for the mean matrix parameter with prior pi(M) is{
M̂pi(X)
}
ij
= Xij +
∂
∂Xij
logmpi(X),
where mpi(X) is the marginal distribution of X with prior pi(M). When pi
is the singular value shrinkage prior piSVS, by (14),
∂
∂Xij
logmSVS(X) = −Xij +
∂
∂Xij
{
log 1F1
(
m+ 1
2
;
n
2
;
1
2
X⊤X
)}
.
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In the numerical experiment, we approximated the partial differentiation of
log 1F1 by finite difference:
∂
∂Xij
{
log 1F1
(
m+ 1
2
;
n
2
;
1
2
X⊤X
)}
≈(2ε)−1
{
log 1F1
(
m+ 1
2
;
n
2
;
1
2
(X + εE(i,j))⊤(X + εE(i,j))
)
− log 1F1
(
m+ 1
2
;
n
2
;
1
2
(X − εE(i,j))⊤(X − εE(i,j))
)}
,
where E(i,j) is a n×m matrix whose (i, j)th element is 1 and other elements
are 0. We put ε = 10−6.
In the following, we compare the risk functions of the Bayes estimator
with the Jeffreys prior (it coincides with the maximum likelihood estimator),
the Bayes estimator with the Stein prior, and the Bayes estimator with the
singular value shrinkage prior. We sampled X 104 times and approximated
the risk by the sample mean of loss (square of the Frobenius norm of the
difference between estimate and the true parameter).
Figure 1 shows the risk functions for m = 2, n = 4 and σ1 = 20. The
singular value shrinkage prior performs better than the Jeffreys prior, and
the amount of risk reduction increases as σ2 decreases. On the other hand,
the Stein prior does not perform well because the Frobenius norm of A is
not small, even when σ2 = 0.
Figure 2 shows the risk functions for m = 2, n = 4 and σ2 = 0. Though
the Stein prior performs best when σ1 is small, the risk of the Stein prior be-
comes almost the same as the maximum likelihood estimator as σ1 increases.
On the other hand, the singular value shrinkage prior performs stably better
than the maximum likelihood estimator regardless of the value of σ1. This is
because the singular value shrinkage prior shrinks σ1 and σ2 for each, while
the Stein prior shrinks σ21 + σ
2
2 , the Frobenius norm.
Figure 3 shows the risk functions for m = 3, n = 5 and σ1 = 5, σ3 = 0
and Figure 4 shows the risk functions for m = 3, n = 5 and σ2 = σ3 = 0.
The performance of the singular value shrinkage prior is qualitatively the
same as when m = 2, n = 4. Figure 4 indicates that this prior works stably
well for low rank matrices.
Next, we compare the risk of Bayesian predictive densities based on
the Jeffreys prior, the Stein prior and singular value shrinkage prior. We
sampled X 104 times and approximated the risk by the sample mean of the
Kullback–Leibler loss.
Figure 5-8 shows the risk functions for the same settings in Figure 1-4.
The performance of singular value shrinkage prior is qualitatively the same
as in the estimation.
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Figure 1: Risk function of Bayes estimators. m = 2, n = 4 and σ1 = 20.
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Figure 2: Risk function of Bayes estimators. m = 2, n = 4 and σ2 = 0.
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Figure 3: Risk function of Bayes estimators. m = 3, n = 5 and σ1 = 5, σ3 =
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Figure 4: Risk function of Bayes estimators. m = 3, n = 5 and σ2 = σ3 = 0.
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Figure 6: Risk function of predictive densities. m = 2, n = 4 and σ2 = 0.
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5 Concluding remarks
In this paper, we developed singular value shrinkage priors for the mean
matrix parameters of the matrix-variate Normal model. We proved the su-
perharmonicity of the introduced prior. From the previous studies about the
relationship between the superharmonicity of a prior and the minimaxity of
the Bayes estimator and the Bayesian predictive density, Bayes estimators
and Bayesian predictive densities based on the introduced prior are mini-
max and also dominate those based on the Jeffreys prior. We provided the
analytical form of Bayesian predictive densities based on the singular value
shrinkage prior, using the classical results in multivariate analysis. Next,
we applied the introduced prior to multivariate regression problems. Here
we considered priors depending on the future samples. In multivariate re-
gression problems, the matrix of regression coefficients is often assumed to
be low rank. Singular value shrinkage prior works stably well in such situ-
ations. Finally, numerical results showed the effectiveness of singular value
shrinkage priors.
We present several problems that require further study.
We obtained the analytical form of Bayesian predictive densities based on
singular value shrinkage priors for the case where Σ˜⊗C˜ is proportional to Σ⊗
C. The calculation for the general covariance case is a future problem. This
is indispensable to obtain Bayesian predictive densities in the multivariate
linear regression problems. We conjecture that some extension of generalized
Laguerre polynomial of matrix argument is necessary to solve this problem.
We extended the Bayesian shrinkage prediction method for vector-variate
Normal distributions of Komaki (2001) and George et al. (2006) to matrix-
variate case. Then, we can consider further extensions to tensor-variate case.
Recently, tensor data has gained popularity (Kolda & Bader, 2009). How-
ever, there are several technical problems with this extension. First, we have
difficulties in defining singular values for tensors. Although Lathauwer et al.
(2000) provides one definition of singular values for tensors, it does not seem
to be a definitive answer. Second, since it is uncommon that all entries of
tensor data can be observed, we should consider prediction with observing
only limited entries. Finally, the method of regression with tensor is now
emerging in areas such as brain signal processing. We expect that the singu-
lar value shrinkage prior works well in this problem as well as in multivariate
linear regression.
Appendix The singular value coordinate system
Here, we introduce a coordinate system on the space of matrices that is
useful for treating singular values. We put the singular value decomposition
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of a matrix X as
X = UΣV ⊤, (19)
U ∈ O(n), V ∈ O(m), Σ = (diag(σ1, · · · , σm) Om,n−m)
⊤ ,
σ1 ≥ σ2 ≥ · · · ≥ σm ≥ 0,
where Om,n−m is the zero matrix of size m × (n − m) and σ1, · · · , σm are
the singular values of X.
Since any orthogonal matrix can be represented as the exponential of an
anti-symmetric matrix, there exist matrices A (m×m) and B (n× n) such
that
U = expA, A⊤ = −A,
V = expB, B⊤ = −B.
We put the entries of A and B as
A =

0 α1,2 α1,3 · · · α1,m−1 α1,m
−α1,2 0 α2,3 · · · α2,m−1 α2,m
−α1,3 −α2,3 0 · · · α3,m−1 α3,m
...
...
...
. . .
...
...
−α1,m−1 −α2,m−1 −α3,m−1 · · · 0 αm−1,m
−α1,m −α2,m −α3,m · · · −αm−1,m 0

,
B =

0 β1,2 β1,3 · · · β1,n−1 β1,n
−β1,2 0 β2,3 · · · β2,n−1 β2,n
−β1,3 −β2,3 0 · · · β3,n−1 β3,n
...
...
...
. . .
...
...
−β1,n−1 −β2,n−1 −β3,n−1 · · · 0 βn−1,n
−β1,n −β2,n −β3,n · · · −βn−1,n 0

.
Then we can use (α, σ, β) as a local coordinate, where α = (α1,2, · · · , αm−1,m)
represents the entries of A, σ = (σ1, · · · , σm) represents the singular values
of X, and β = (β1,2, · · · , βm,n) represents the entries of the first to mth row
of B.
It is proved as follows. Let V˜ be the matrix composed of the first to mth
row of V and Σ˜ be the matrix composed of the first to mth column of Σ.
Thus,
V˜ ∈ Rm×n, V˜ V˜ ⊤ = I,
and
Σ˜ = diag(σ1, · · · , σm).
Then, (19) can be rewritten as
X = U Σ˜V˜ ⊤. (20)
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Now, in the neighborhood of B = 0, the first to mth row of V depend only
on the first to mth row of B, since
V = expB = I +B +O(B2).
Therefore, (α, σ, β) can be used as a local coordinate system.
Next, we calculate the metric tensor and the Laplacian form in this
coordinate system.
The metric tensor does not depend on A and B from invariance. There-
fore we calculate the metric tensor on the neighborhood of A = 0, B = 0.
From (20), we have
dX = (expA · dA) · Σ(expB)⊤ + expA · dΣ · (expB)⊤
+ expA · Σ · (expB)⊤ · dB⊤.
Putting A = 0, B = 0, we get
dX = dA · Σ+ dΣ+ Σ · dB.
Then, the components of dX are obtained as follows:
(dX)ii = dσi,
(dX)ij = −σjdαji + σidβji if i > j,
(dX)ij = σjdαij − σidβij if i < j, j ≤ m,
(dX)ij = −σidβij if i < j, m < j.
Therefore,
ds2 =
m∑
i=1
n∑
j=1
(dX)2ij
=
m∑
i=1
dσ2i +
m∑
i=1
m∑
j=i+1
{
(σ2i + σ
2
j )(dα
2
ij + dβ
2
ij)− 4σiσjdαijdβij
}
+
m∑
i=1
n∑
j=m+1
σ2i dβ
2
ij
and it follows that
(gαα)(i,j)(i′,j′) = (σ
2
i + σ
2
j )δ(i,j)(i′,j′),
(gσσ)ij = δij ,
(gββ)(i,j)(i′,j′) = (σ
2
i + σ
2
j )δ(i,j)(i′,j′) if j ≤ m,
(gββ)(i,j)(i′,j′) = σ
2
i δ(i,j)(i′,j′) if j > m,
(gασ)(i,j)(i′,j′) = (gσβ)(i,j)(i′,j′) = 0,
(gαβ)(i,j)(i′,j′) = −2σiσjδ(i,j)(i′,j′) if j ≤ m,
(gαβ)(i,j)(i′,j′) = 0 if j > m.
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In the matrix form, the metric tensor can be written as
g =
gαα gασ gαβgσα gσσ gσβ
gβα gβσ gββ
 =
gαα O gαβO Im O
gβα O gββ
 , (21)
where Im is the m-dimensional identity matrix.
Then we can calculate the Laplacian form in this coordinate. The Lapla-
cian form on Riemannian manifolds can generally be written as
∆f =
1√
det(gij)
∂
∂ui
(√
det(gij)gij
∂f
∂uj
)
(22)
where det(gij) is the determinant of the metric tensor.
By applying the formula for the determinant of a block matrix
det
(
A B
C D
)
= detA · det(D − CA−1B)
to (21), we obtain
det(gij) = det
(
gαα gασ
gσα gσσ
)
det
{
gββ −
(
gβα gβσ
)(gαα gασ
gσα gσσ
)−1(
gαβ
gσβ
)}
.
Then, from
det
(
gαα gασ
gσα gσσ
)
= det
(
gαα O
O Im
)
= det(gαα) =
m∏
i<j
(σ2i + σ
2
j ),
(
gβα gβσ
)(gαα gασ
gσα gσσ
)−1(
gαβ
gσβ
)
=
m∏
i<j
(
σ2i + σ
2
j −
4σ2i σ
2
j
σ2i + σ
2
j
)
m∏
i=1
σ
2(n−m)
i
we have
|g| =
m∏
i<j
(σ2i + σ
2
j ) ·
m∏
i<j
(
σ2i + σ
2
j −
4σ2i σ
2
j
σ2i + σ
2
j
)
m∏
i=1
σ
2(n−m)
i
=
m∏
i<j
(σ2i − σ
2
j )
2 ·
m∏
i=1
σ
2(n−m)
i .
Therefore, the Laplacian form (22) can be written as
∆f = 2
∑
i<j
σi
∂f
∂σi
− σj
∂f
∂σj
σ2i − σ
2
j
+ (n−m)
m∑
i=1
1
σi
∂f
∂σi
+
m∑
i=1
∂2f
∂σ2i
. (23)
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From (23) we can determine whether a function f(α, σ, β) is superhar-
monic or not. For example, the Laplacian of piSVS is
∆piSVS = 2
∑
i<j
σi
−(n−m−1)f
σi
− σj
−(n−m−1)f
σj
σ2i − σ
2
j
− (n−m)
m∑
i=1
1
σi
(n−m− 1)f
σi
+
m∑
i=1
(n −m)(n −m− 1)f
σ2i
= 0.
This method of determining the superharmonicity of a prior is useful for
various forms of priors that can be represented with singular values. We
can construct priors with different strengths of shrinkage for each singular
value, and determine whether it is superharmonic.
We can infer the explicit form of the prior piSVS naturally as follows.
First, we note the relationship between the James-Stein estimator and the
Stein prior. The James-Stein estimator is
µˆJS =
(
1−
d− 2
‖x‖2
)
x,
and the Stein prior is
piS(µ) = ‖µ‖
−(d−2).
Here, we notice that (d− 2) appears in common.
Now, the shrinkage estimator of Efron & Morris (1972) is
MˆEM = X
{
Im − (n −m− 1)S
−1
}
(i = 1, · · · ,m),
which can be represented in singular value coordinate as
σˆi =
(
1−
n−m− 1
σ2i
)
σi.
Then, from the analogy above, we can infer the prior form of
piSVS(α, σ, β) =
m∏
i=1
σ
−(n−m−1)
i ,
where the prior for α, β is uniform in the same way as the Stein prior depends
only on the norm and not on the angle.
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