I. INTRODUCTION
Bonding of III-V semiconductors was originally developed for two-layer optoelectronic devices. [1] [2] [3] Based on these studies, a periodic structure of bonded GaAs wafers has been proposed for quasi-phase-matched ͑QPM͒ second harmonic generation ͑SHG͒. 4 Three kinds of defects that cause excess optical losses were identified in these structures: ͑1͒bulk defects, ͑2͒surface defects, and ͑3͒interfacial defects. 5, 6 The causes of bulk and surface defects in GaAs are complicated. It is well known from the extensive literature in the field that these defects include dislocations, impurities, vacancies, interstitials, precipitates, and antisite defects. 5, 7 Interfacial defects, such as voids and inclusions, are caused by natural topographical irregularities, surface contamination, solvent residues, and trapped gases between the wafers. Most inclusions could be eliminated by the solvent-cleaning and heating cycles. 5 Interfacial voids, however, are inevitable because atomically smooth wafers are not available. Fortunately, these voids can be reduced by ͑1͒increasing the compressive pressure at a given bonding temperature or ͑2͒increasing the bonding time and temperature. After bonding, IR transmission microscopy revealed two kinds of bright features͑crystallites͒ in these voids: diamond/rhombohedral geometry and dendrite geometry, as shown in Fig. 1 . These crystallites represent bonded regions within the void space. 5 Similar crystallites were found in studies of hightemperature crack healing in ceramic materials by Gupta, 8 and Wang et al. 9 The crack healing process and theory have been studied for many years because healing can result in a partial or complete recovery of the strength of these materials. Moreover, the morphological changes and transport mechanisms in crack healing were found to bear significant similarities to those in the GaAs wafer bonding processes. As a result, the research findings in crack healing were applied in the studies of the interfacial defects in wafer bonded GaAs.
Four stages have been identified in the ceramic crackhealing process:͑a͒a continuous regression of the void from the void tip or a discontinuous pinching-off of the void along the length of the void, ͑b͒cylinderization of the voids, ͑c͒breakup of the cylindrical voids into rows of isolated pores, and ͑d͒shrinkage or growth of isolated pores. The last two stages have been well documented in the literature and the breakup of cylindrical pores has been analyzed by Nichols and Mullins. 10, 11 However, the understanding of the first two stages is very limited. Gupta 8 proposed that the first stage would proceed through continuous regression or discontinuous pinching-off, depending on the stress state in the material. If the material remains stress-free after the introduction of a void, regression will predominate; if the material retains the residual compression stress, crack pinching will prevail.
Several methods have been used to study the first stage of ceramic crack healing. To control crack geometry, Rodel, Glaeser, and Powers [12] [13] [14] introduced cracks ͑voids͒ by bonding topographically patterned sapphire wafers to flat sapphire surfaces at elevated temperatures. They found that lots of crystallites formed in the void were initiated by the pinchingoff mechanism, regardless of the applied stress. This result was not consistent with Gupta's assertion.
A similar approach has been used in this work to study the first healing stage of interfacial voids in GaAs wafer bonding, especially the formation of crystallites inside the voids.
II. EXPERIMENTAL PROCEDURE
Undoped semi-insulating ͑100͒GaAs wafers polished on both sides were used in this study. To understand the effect of surface irregularities on the GaAs bonding mechanism, the atomic scale surface roughness of as-received wafers in a 5 ϫ5m 2 area was measured using atomic force microscopy a͒ Author to whom correspondence should be addressed; electronic mail: sermonwu@stanfordalumni.org JOURNAL OF APPLIED PHYSICS VOLUME 91, NUMBER 4 ͑AFM͒. Surfaces were very smooth with a typical peak-tovalley distance of only 1 nm. The surface waviness ͑long range flatness͒ in a 1ϫ1cm 2 area was measured with a profilometer. The center of each wafer was generally much flatter than the periphery ͑edge͒, as expected. The peak-to-valley waviness at the center of a GaAs wafer was Ͻ 100 nm, while that around the periphery was Ϸ 300 nm.
An approach for making artificial voids similar to those in Refs. 12-14 was followed. It involved the creation of controlled voids in one wafer surface by etching it with photolithographically generated patterns with a solution of H 2 SO 4 , H 2 O 2 , and H 2 O, and then bonding it to an unpatterned wafer. Using this approach, we were able to vary the void shape ͑disks, squares, and rectangles͒, size ͑ranging from 5 to 500 m͒, and depth ͑ranging from 10 to 3000 nm͒, and therefore simulate the interfacial defects which are caused by natural topographical irregularities on the wafer surface. To create quasi-phase matched GaAs structures, each GaAs wafer was rotated by 180°. 4 This in turn creates a twin boundary at the interface.
The bonding conditions were described in detail in Ref. 5 . Specimens bonded in the 850°-950°C temperature range were periodically removed from the furnace to measure the morphology of the artificial voids and the crystallites within. They were then returned to the furnace to continue annealing.
III. RESULTS

A. Nucleation of crystallites in voids
After high temperature bonding, most crystallites formed in the void were initiated ͑nucleated͒ by the mechanism of pinching-off along the length of the void instead of by void regression, regardless of the void geometry. Even though various compressive stresses ͑0-3 MPa͒ were applied during bonding, most of the crystallites were nucleated by the pinching-off mechanism, as shown in Figs. 2-4 . This result was not consistent with Gupta's assertion that void regression will predominate if the material remains stress-free after the introduction of a void.
B. Growth of crystallites in voids
The growth of crystallites had two principal morphologies: a dendrite geometry with dendritic arms in the ͗110͘ directions and a diamond/rhombohedral geometry with edges parallel to ͗100͘ directions, as shown in Fig. 2 . The dendritic cap is bounded by ͕111͖ planes, while the diamond features were bounded by ͕110͖ planes which was verified by using transmission electron microscopy ͑TEM͒, as shown in Fig. 5 .
The growth of these crystallites depended strongly on the depth of the void. When the void depth was 200 nm, diamond shapes were observed after the samples had been annealed at 950°C for time periods у0.5 h, as shown in Fig.  3 . The average growth rate before these features coalesced was in the 1-5 m/h range. Their shapes were always diamond-like, regardless of the sizes of the crystallites. On the other hand, when the void depth was 70 nm, both diamond and dendrite features were observed after annealing at 900°C for 3 h, as shown in Fig. 4 . When the annealing time increased, the stability of the diamond edges broke down, and the dendritic arms grew from the corners of the diamond, i.e., in the ͗110͘ directions, as shown in Figs. 4 and 6 . The average growth rate of the arm's length was around 7-8 m/h, which is much higher than that of the arm's width ͑0.4 -0.6 m/h͒.
Neither crystallite growth rate was constant. However, the fraction of bonded regions ͑total area of the bright features in the void to the original void area͒ was found to increase with time. Thus, the void volume decreases with time.
IV. DISCUSSION
There are three steps related to mass-transport-induced crystallite growth in bonding areas: ͑1͒ decomposition from unbonded ͑001͒ wafer planes, ͑2͒ mass transport, and ͑3͒ deposition on the exposed facet planes, as shown in Fig. 7 . The growth rate depends strongly on the driving force ⌬G, which is given by where G facet is the free energy of the bonded facet planes ͑curved surfaces͒ and G 001 is the free energy of the unbonded ͑001͒ wafer planes, as shown in Fig. 8 .
As shown in Fig. 8 , the two intersecting facets can be thought of as forming a curved surface in the GibbsThomson treatment. The bulk driving force of a curved crystal is given by
where ␥ is the free energy of the flat surface, R is the radius of curvature, h is the depth of the void, and k and kЈ are the geometry constants. As shown in Fig. 8 , ⌬G is less than zero when R is negative. GaAs will decompose from the exposed unbonded ͑001͒ surfaces, transport to, and deposit on, the facet planes of crystallites. Since the driving force decreases with increasing radius of curvature, the crystallite growth rate decreases as the void depth increases. On the other hand, if the curvature is greater than zero, i.e., the free energy change is positive, GaAs will decompose from the bonded areas and deposit on the unbonded surfaces. The crystallite ͑bonded͒ areas are unstable and vanish. Therefore, the observed radius of curvature is always negative, as shown in Fig. 5 .
It is important to note that the observed shapes or ''growth habits'' of the crystallites are the results of surface energy anisotropy and/or growth rate anisotropy. The latter occurs when a particular crystal face affords easy atomic attachment and grows rapidly. Growth rate anisotropies can result in shapes that exaggerate actual surface energy anisotropies. 15 In practice these two effects can be difficult to separate, and are often simultaneously present.
By the Gibbs-Thomson calculation, when the void depth is large (hу200 nm), the driving force is small. Regardless of the bonding temperature ͑850-950°C͒ or bonding time, most crystallites were diamond-shaped ͑bounded by ͕110͖ planes͒, as shown in Figs. 2, 3 and 9 . From this observation, the surface energies of the ͕110͖ faces seems to be lower than that of other planes. On the other hand, when the void depth was р70 nm, the driving force became larger. In this case, the growth of GaAs crystallites results from growth rate anisotropy, and dendrites grow quickly along the fast growing ͗110͘ direction, regardless of the bonding temperature. This is shown in Figs. 4 and 10 .
Both the reaction ͑decomposition and deposition͒ rate and mass transport rate increase with the bonding temperature. In consequence, the bonding fraction was significantly affected by the annealing temperature. As the temperature increased, the time required to achieve the same bonding fraction diminished.
V. CONCLUSIONS
The effect of surface irregularities on the GaAs wafer bonding mechanism has been investigated. This was accomplished by placing unpatterned wafers in contact with topographically patterned wafers. After bonding, two kinds of crystallite were observed within these artificial voids: diamond-shaped and dendritic geometries. These two features resulted from both surface energy anisotropy and/or growth rate anisotropy. By the Gibbs-Thomson calculation, when the void depth h was у200 nm, the driving force for growth was small. The shape of crystallites results mainly from surface energy anisotropy. Regardless of the bonding temperature ͑850-950°C͒ or time, most of the crystallites were diamond shaped. The edges of the diamond features were bounded by low surface energy ͕110͖ planes and elongated in the ͗110͘ direction. On the other hand, when the void depth was small ͑hр70nm), the driving force was larger. According to growth rate anisotropy, dendrites grew quickly in the ͗110͘ direction regardless of the bonding temperature, which was caused by fast growing ͕111͖ planes.
