Abstract. In recent years, histopathology images have been increasingly used as a diagnostic tool in the medical field. The process of accurately diagnosing a biopsy sample requires significant expertise in the field, and as such can be time-consuming and is prone to uncertainty and error. With the advent of digital pathology, using image recognition systems to highlight problem areas or locate similar images can aid pathologists in making quick and accurate diagnoses. In this paper, we specifically consider the encoded local projections (ELP) algorithm, which has previously shown some success as a tool for classification and recognition of histopathology images. We build on the success of the ELP algorithm as a means for image classification and recognition by proposing a modified algorithm which captures the local frequency information of the image. The proposed algorithm estimates local frequencies by quantifying the changes in multiple projections in local windows of greyscale images. By doing so we remove the need to store the full projections, thus significantly reducing the histogram size, and decreasing computation time for image retrieval and classification tasks. Furthermore, we investigate the effectiveness of applying our method to histopathology images which have been digitally separated into their hematoxylin and eosin stain components. The proposed algorithm is tested on the publicly available invasive ductal carcinoma (IDC) data set. The histograms are used to train an SVM to classify the data. The experiments showed that the proposed method outperforms the original ELP algorithm in image retrieval tasks. On classification tasks, the results are found to be comparable to state-of-the-art deep learning methods and better than many handcrafted features from the literature.
Introduction
Histopathology, the examination of tissue under a microscope to study biological structures as they relate to disease manifestation, has recently attracted a lot of interest from the medical imaging research community. With the introduction of whole slide digital scanners, histopathology slides can now be digitized and stored in a digital form. As a result, it is now possible to apply computer-aided diagnosis and image analysis algorithms to the emerging field of digital histopathology [4] . Content-based image retrieval (CBIR) and image classification are two important components of computer-aided image analysis which we consider in this paper. In a classification approach, the objective is to classify each image as belonging to a disease category. Image retrieval involves finding images which share the same visual characteristics as the query image. The identification and analysis of similar images can assist pathologists in quickly and accurately obtaining a diagnosis by providing a baseline for comparison.
As a result of the extremely large size of digital histopathology images, it is desirable to generate compact image descriptors for both retrieval and classification tasks. A large number of well-known image descriptors already exist, however the different requirements of a new application make constant innovation necessary. This becomes particularly important in a field where trained feature extraction algorithms, such as deep networks, may not always be feasible. Deep networks require massive volumes of labelled data for optimal training, yet large (and balanced) data sets are not always available in the medical field. This is especially true when we consider digital histopathology, as obtaining ground truth annotations is time-consuming and requires expert knowledge. Handcrafted image descriptors, such as the well-known local binary patterns (LBP) [6] , scale-invariant feature transform (SIFT) [1] , and histogram of oriented gradients (HOG) [3] get around this issue by incorporating expert knowledge directly into their design without requiring any training data. Such descriptors and their successors have been quite successful in a range of diverse imaging applications [12] . More recently, a projection-based histogram descriptor was proposed in [12] specifically for the application of CBIR and classification of medical images. The ELP image descriptor has been very successful thus far on histopathology images, outperforming many well-known handcrafted features, and even outperforming some deep features generated using a convolutional neural network (CNN) when applied to medical imaging applications [12] .
In this paper we build upon the ELP descriptor, a dense-sampling method introduced in [12] and propose a frequency-based ELP (F-ELP) descriptor which captures the local frequency information of the image. Instead of storing entire projections, as in the ELP method, our proposed method quantifies the number of changes in each projection and uses this as an estimate of local frequency. While the original ELP method results in large histograms, the size of our F-ELP histograms has linear dependence on the local window size. The compact nature of our descriptor is desirable from the perspective of both memory usage for storage of descriptors and computation requirements when applied to image retrieval and classification type tasks. In addition to the introduction of our novel histogram representation, we also discuss the use of digital stain separation to improve the performance of our descriptor.
We test the performance of the proposed F-ELP descriptor on both image retrieval and image classification tasks. The publicly available invasive ductal carcinoma (IDC) dataset is used to evaluate the performance of our method and for comparison to state-of-the-art results from the literature.
The Proposed Method
Our proposed method involves two main innovations, which are described in more detail here. First, we introduce our proposed image descriptor and discuss how it differs from the ELP descriptor in [12] . We then introduce the idea of separating the histopathology images into their histochemical stain components to generate more meaningful image descriptors.
Frequency-based ELP (F-ELP)
The ELP image descriptor is a dense-sampling method which encodes the gradient changes of multiple Radon projections in small local windows of the image. To maintain some level of robustness to rotation, a dominant angle is determined for each local neighbourhood using the image gradient. The dominant, or anchor, angle is then used to anchor the projections in that window so that the end result does not depend on image orientation. Projection gradients are encoded using the MinMax [12] method to generate a binary number which is then used to build a histogram. It should be noted here that in [12] an alternate method of computing the anchor angle based on the overall Radon sinogram is initially proposed. However, when applying their method to a pathology data set, the authors choose to save time by approximating the anchor angle computation by the median of the image gradient directions. In order to have a fair comparison, we consider this particular implementation of the ELP descriptor in this work.
The computation of our proposed F-ELP descriptor follows the same overall steps as the ELP descriptor, with some modifications along the way to improve rotational invariance, reduce sensitivity to shifts in the image and reduce redundancy by encoding only the frequency information from each projection. We describe each step in detail as follows, highlighting where our method differs from the ELP method.
Identify local windows: The first step is to identify a set of small local windows for processing. Here, our method does not differ at all from the original ELP method. Since we are interested in finding projections which uniquely describe the patterns/textures in local neighbourhoods, we only consider regions which are sufficiently non-homogeneous so as to ensure projections contain something of interest. We let W denote a local window of size n × n and calculate the homogeneity, H of each window according to
where m denotes the median pixel value of W and n bits is the number of bits used to encode the image. A threshold is used to eliminate any windows with high homogeneity.
Determine the anchor angle, θ * : In order for our descriptor to be rotationally invariant, we seek a unique angle in each window by which to "anchor" our projections. We do so by computing the image gradient, binning the gradient directions into one degree intervals and selecting θ * to be the mode (most frequently occurring) of the gradient directions. Our approach differs just slightly from the original method, in that we choose to use the mode instead of the median to find the average angle. We do so as the median is not invariant under circular shifts (i.e. angular rotations), whereas the mode is, so long as there is one unique angle which occurs at the highest frequency (i.e. a clearly dominant direction in the window).
Compute the projection along θ * : As in the ELP method we compute projections using the Radon transform, which is given by
where δ(·) is the Dirac delta function. We extract the projection p θ * by taking the Radon transform along parallel lines ρ for the fixed anchor angle θ * .
Encode projections and create histogram: It is in the encoding of the projections where our algorithm differs the most notably from the ELP method. Instead of encoding the entire gradient of each projection, we quantify the gradient changes in the projection vector and use this to build our histogram. The benefits of this modification are two-fold. Primarily, we remove the storage overhead of encoding entire projections, and instead just capture the general trend (low or high frequency) of the projections along each direction, resulting in much smaller histograms which still perform very well. Our proposed method also avoids the use of a binary encoding to capture the projections. This is beneficial as the binary encoding used by the ELP is very sensitive to small shifts in the projection, i.e. a change in one binary bit can lead to a very large difference in the resulting histogram. On the other hand, when the local projection frequency changes, the resulting change in the F-ELP histogram reflects the size of the frequency change.
Given a projection vector p of length n and its derivative p ′ , we compute the following quantized encoding of the derivative,
The three levels given in (3) indicate regions where the projection, p, is decreasing, nearly constant (we use a small threshold, T , here to ignore small fluctuations), and increasing, respectively. Next, we count the number of transitions in q to get our estimate of local frequency which will be an integer value, d which satisfies 0 ≤ d ≤ n − 2. Once we have d we can increment the histogram h(d). Similar to the original ELP descriptor, we obtain more information by computing three additional projections relative to our anchor angle θ * . These are equidistant projections, given by Θ = {θ * , θ * + π/4, θ * + π/2, θ * + 3π/4}. For each additional angle, the projections are computed and encoded in the same manner. The final histogram is generated by concatenating all four histograms into one longer histogram. Figure 1 shows an example of both the ELP and F-ELP descriptors for two sample images from the IDC dataset which contain somewhat different textures. In both cases, the histograms have been normalized according to the L1-norm.
We see that the F-ELP descriptor, although it has less bins, appears to show a more varied distribution. When looking at the ELP histograms, we observe that the distribution is similar for both images, with many bins empty. This indicates that there is some redundancy in this image representation which we try to remove using the F-ELP method.
Digital Stain Separation
Prior to imaging, histology slides are stained to enhance the detail in tissues and cells. The most common stain protocol used in practice is hematoxylin and eosin (H&E), where hematoxylin components stain cell nuclei blue, and eosin stains other structures varying shades of red and pink [11] . The colours which appear in a slide and the size, shape and frequency at which they appear are all relevant factors a pathologist might assess when making a diagnosis. For this reason, we consider separating the input images into two components which give the amount of each stain at each pixel and computing a descriptor for each component. A number of methods already exist in the literature for digital stain separation of H&E slides that perform quite well. Although their intended usage is for stain normalization to control for variation in stain intensities and colours, these same methods are suitable for our purposes. In this paper we adopt the method proposed in [8] , an extension of the wedge finding method from [7] .
Unlike some previous methods for stain separation [11] , this method does not require any calibration or knowledge of the exact stain colours, instead it works by using the available image data to estimate an H&E basis. Given that our image descriptor should ultimately be applied to data from multiple sources, this is an important feature of the stain separation algorithm. Figure 2 shows two examples of image patches before and after stain separation is applied. We can see that the algorithm does a good job of isolating the hematoxylin (blue/purple) component from the eosin (pink/red) component, even in regions where both stains contribute to the overall pixel colour.
Given the resulting stain separated image components, we proceed as described above to compute our F-ELP image descriptor, simply computing the F-ELP histogram for each component of the image separately. This results in two histograms, h H and h E which are concatenated to form the final longer
Dataset & Image Preprocessing
We have used the publicly available IDC data set to test our method in both image retrieval and image classification. The dataset consists of digitized breast cancer slides from 162 patients diagnosed with IDC at the University of Pennsylvania Hospital and the Cancer Institute of New Jersey [2] . Each slide was digitized at 40x magnification and downsampled to a resolution of 4 µm/pixel. The supplied data was randomly split into three different subsets of 84 patients for training, 29 for validation and 49 test cases for final evaluation. The dataset provides each WSI split into image patches which are 50px x 50px in size. Ground truth annotation regarding the presence of IDC in each patch was obtained by manual delineation of cancer regions performed by expert pathologists.
For each image patch, we computed the F-ELP descriptor using the method described in the previous section. For these experiments we implement the algorithm with a threshold T = 0.08, determined by observation of the data, and a homogeneity threshold of 1, rejecting only completely homogeneous windows within each patch. In a future work, it would be beneficial to optimize these parameters and carry out some form of sensitivity analysis.
Since the image patches are quite small, each patch may not contain the presence of both hematoxylin and eosin. For better results, we use the entire whole slide image (WSI) to perform the stain separation and then split the image back into 50 x 50 patches to compute individual histograms. The stain separation algorithm we used assumes two stain components (H&E in our case) exist in the image, however some images are observed to have significant discoloration, such as large dark blue patches, and the introduction of other colours not caused by H&E staining. The prevalence of such artefacts negatively impacts the ability of the stain separation algorithm to provide good results for some patients, so we remove them by searching for images which have minimal variation in the RGB channels across the entire image. A total of 686 images were flagged and removed from the total data set, all of which contain significant artefacts/discoloration.
To evaluate the performance of our method in both image retrieval and classification tasks we have used the provided test data set consisting of 49 patients as our input data. For consistency with previous works we use both the balanced accuracy (BAC) and F-measure (F1) as performance metrics, which are defined as follows [2] : BAC = Sen + Spc 2 (4)
where Sen is sensitivity, Spc is specificity, Pr is precision and Rc, recall.
Experimental Results
In this section we present the results of using our proposed F-ELP descriptor for both image retrieval and classification of the IDC dataset. For each task we compare our method to relevant methods from the literature.
Image Retrieval
In order to evaluate the image retrieval performance of our descriptor we implement the k-Nearest Neighbours (kNN) algorithm in MATLAB with the F-ELP histograms as inputs. The kNN algorithm searches through the training data partition and classifies each image based on the class of its k nearest neighbours.
Since there is no exact metric to quantitatively test image retrieval performance, we evaluate the expressiveness of the ELP-based descriptors for image retrieval tasks based on the accuracy of classification using kNN. In this work, we test the kNN algorithm using three different values for k (k = 1, 3 and 5). Four different distance metrics were used to determine the nearest neighbours, including the commonly used L 1 , L 2 and cosine distances. We also used the Hutchinson (or Monge-Kantorovich) distance [9] , a metric between two probability measures, as it is considered to be a good measure of distance between histograms. In the finite one-dimensional case, the Hutchinson distance can be computed in linear-time using the method from [10] . For comparison purposes, we implement the image retrieval algorithm with both the original ELP descriptor and our F-ELP descriptor as inputs. Both descriptors are implemented with and without stain separation (SS) of the image data. The ELP descriptor was designed using a window size of n = 9, which is what we implement here using code obtained from the authors of [12] . This results in histograms of length 1024 (without SS) and 2048 (with SS). Since the F-ELP descriptor is much shorter in length, in addition to n = 9, we also test a larger window size, n = 11. Even with this larger window size, the maximum histogram length for the F-ELP is just 80 bins. Tables 1, 2 and 3 summarize the results of our comparison for the three values of k implemented. For each method, the best performance across all distance metrics is highlighted in bold. We observe that as k is increased the F-measure and balanced accuracy improve for all methods. Based on these results we expect that implementations of the kNN algorithm with even larger values of k may yield even further improvements in accuracy measures, however in this work we are primarily concerned with the comparison between descriptors.
From the above results we observe that for both descriptors, the use of stain separation to generate histograms improves performance. In particular, we see a significant improvement in accuracy scores when we apply stain separation to the F-ELP descriptor. With stain separation, our proposed method significantly outperforms the ELP descriptor, all with much shorter histograms. In general, we find that the choice of distance function used does not seem to have a significant effect on the performance of the image retrieval algorithm, with accuracy scores being fairly similar across all distance functions.
Image Classification
To evaluate image classification performance we used our F-ELP descriptor as input to train a support vector machine (SVM), a popular classification algorithm. We used the provided training data partition and the fitcsvm function in MATLAB to train an SVM to classify each image as containing IDC cells or not. The SVM hyperparameters were optimized using a Bayesian optimization routine in MATLAB and two kernel functions, linear and Gaussian, were tested. As in the previous section, we implemented our method with two different window sizes and with/without stain separation. In Table 4 the classification results obtained with the optimal hyperparameters are recorded for each implementation of the F-ELP.
From the results in Table 4 we can see that using stain separation to generate our descriptor provides a significant improvement in classification performance for both window sizes that were tested. From Table 4 we can also observe that classification performance is significantly better when we use the smaller window size. The optimal window size for a given task is likely determined by a number of factors, including image magnification and scale of the textures and patterns which are relevant to the particular classification task at hand. We did not test other window sizes at this time, however one could perform further testing to determine an optimal window size for the given application.
We now compare the performance of our best proposed method to the most recent results from the literature for classification of the IDC data, including handcrafted features and deep learning approaches. In Table 5 we see that our F-ELP descriptor outperforms many of the state-of-the-art handcrafted features, achieving accuracy levels that are more comparable to those of recent deep learning approaches, such as a CNN from [2] and Alexnet, as implemented in [5] .
Although we do not achieve quite the same accuracy level of deep-learning approaches at this time, we find these results very encouraging. Using our F-ELP method with digital stain separation, we are able to achieve comparable accuracy with a much simpler approach. Our proposed method does not require any training data to generate the descriptors as they are handcrafted, meaning that a data set can be encoded using our method fairly quickly. [2] 0.3915 0.6199 LBP [2] 0.3518 0.6048 Nuclear Architectural [2] 0.3472 0.6009 HSV Color Histogram [2] 0.3446 0.6022
Conclusion
In this paper, we have introduced a new frequency-based descriptor for digital histopathology images. The proposed descriptor, F-ELP, is a histogram descriptor which estimates directional frequency information from local image patches. The F-ELP method outperforms its successor, the ELP descriptor, in image retrieval tasks, while requiring less storage overhead and shorter computation times due to its compact nature. When compared to the state-of-the-art from the literature, our method outperforms a number of popular handcrafted features as an image classifier. We achieve classification results which are comparable to those of deep-learning methods. Our method achieves these results with a very compact representation that does not require large amounts of training data to generate. Our descriptor is also physically meaningful, being based on estimates of local frequency, and thus has the potential to be interpreted by medical experts.
