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NONLINEAR n-TERM APPROXIMATION OF HARMONIC
FUNCTIONS FROM SHIFTS OF THE NEWTONIAN KERNEL
KAMEN G. IVANOV AND PENCHO PETRUSHEV
Abstract. A basic building block in Classical Potential Theory is the funda-
mental solution of the Laplace equation in Rd (Newtonian kernel). The main
goal of this article is to study the rates of nonlinear n-term approximation
of harmonic functions on the unit ball Bd from shifts of the Newtonian ker-
nel with poles outside Bd in the harmonic Hardy spaces. Optimal rates of
approximation are obtained in terms of harmonic Besov spaces. The main ve-
hicle in establishing these results is the construction of highly localized frames
for Besov and Triebel-Lizorkin spaces on the sphere whose elements are linear
combinations of a fixed number of shifts of the Newtonian kernel.
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1. Introduction
The fundamental solution of the Laplace equation 1
|x|d−2
in dimension d > 2 or
ln 1|x| if d = 2 with |x| being the Euclidean norm of x ∈ Rd is a basic building block
in Potential theory. As is customary, we shall term the harmonic function 1|x|d−2 or
ln 1|x| “Newtonian kernel”.
The main purpose of this article is to study the nonlinear n-term approximation
of harmonic functions on the unit ball Bd in Rd from linear combinations of shifts of
the Newtonian kernel. More explicitly, the problem is for a given harmonic function
U on Bd and n ≥ 1 to find n locations {yj} in Rd \ Bd and coefficients {aj} in C
so that
(1.1) a0 +
n∑
j=1
aj
|x− yj |d−2 if d > 2 or a0 +
n∑
j=1
aj ln
1
|x− yj | if d = 2
approximates U with an optimal rate (near best) in the harmonic Hardy space
Hp(Bd), 0 < p < ∞. Denote by Nn the set of all harmonic functions on Bd that
can be represented in the form (1.1). Here the points {yj} are allowed to vary with
the function and hence Nn is nonlinear. Given U ∈ Hp(Bd) we denote
(1.2) En(U)Hp := inf
G∈Nn
‖U −G‖Hp(Bd).
We shall term En(U)Hp the best n-term approximation of U in the harmonic Hardy
space Hp(Bd) from shifts of the Newtonian kernel as in (1.1). Our goal is to study
the rate of convergence of {En(U)Hp} and the smoothness spaces that govern this
approximation process. The same approximation problem is also important in the
case when the function U to be approximated is harmonic on Rd \Bd and the poles
{yj} are in Bd or U is harmonic on Rd+ and the poles {yj} are in Rd−.
The results of A. Pekarski [27, 28] on rational approximation of holomorphic
functions on the unit disc in C and also the results in [21] served as an inspiration
and motivation for the development in this article. An important motivation to us
also comes from some applications of Potential theory. In Geodesy people consider
approximation of the gravitational (disturbing) potential using the potential of n
point masses. A given potential U is approximated by the potential of n point
charges in Electrostatics or by the potential of n magnetic poles in Magnetism.
There is also a great deal of work done on the Method of Fundamental Solutions for
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the Dirichlet problem of the Laplace equation in Numerical Analysis. This research
is directly related to the problems we consider here. The multipole method of
V. Rokhlin and his collaborators (e.g. [5, 13]) is also relevant to our undertaking.
We refer the reader to [2, 14, 19] for the basics of Potential theory.
The focus of this article is on the establishment of a direct (Jackson type) esti-
mate for nonlinear n-term approximation of functions in the harmonic Hardy space
Hp(Bd), 0 < p < ∞, from shifts of the Newtonian kernel. As one can expect the
harmonic Besov spaces on the ball
Bsττ (H) with 1/τ = s/(d− 1) + 1/p, s > 0,
will be naturally involved in the approximation process.
The poor localization of the Newtonian kernel is the first obstacle to overcome
in approximating from linear combinations of its shifts. An important step forward
in solving this approximation problem is the construction in [16] of highly localized
summability kernels on the unit sphere Sd−1 in Rd that are restrictions to the sphere
of linear combinations of a fixed number of shifts of the Newtonian kernel just as
in (1.1). Note that the harmonic functions by their nature cannot be well localized
in an open subset of Rd, but they can be well localized on the boundary of such
a set; typical examples are Sd−1 and Rd−1.
To obtain our approximation result we proceed as follows: We first use the result
from [16] to construct a pair of dual frames {θξ}, {θ˜ξ} for all spaces of interest on
Sd−1 whose elements {θξ} are linear combinations of a fixed number of shifts of
the Newtonian kernel and are well localized. Armed with these frames we apply
an intermediate nonlinear n-term approximation from {θξ} to the boundary value
function/distribution fU of the harmonic function U to be approximated. This leads
us to the desired estimate by harmonic extension to Bd of the approxiamant and
using the fact that each θξ is a finite linear combination of shifts of the Newtonian
kernel.
Thus a major step in our development is to construct such a pair of dual frames.
More precisely, one of our main goals is to construct (see Theorem 6.9) a pair
of frames {θξ}, {θ˜ξ} for the Besov and Triebel-Lizorkin spaces Bsqp (Sd−1) and
Fsqp (Sd−1) with parameters (s, p, q) in the range
(1.3) Q = Q(A) := {(s, p, q) : |s| ≤ A, A−1 ≤ p ≤ A, and A−1 ≤ q <∞},
where A > 1 is a fixed constant. This construction employs the small perturbation
method for construction of frames developed in [9] and relies on the kernels from
[16]. While the basic ideas behind the construction of the frames {θξ}, {θ˜ξ} is
relatively simple, some of the details become technical when applied to the specific
case of this article. For example, the requirement that {θξ}, {θ˜ξ} are frames for
the class of Besov and Triebel-Lizorkin spaces Bsqp (Sd−1) and Fsqp (Sd−1) with pa-
rameters (s, p, q) ∈ Q(A) compels us to carefully trace the constants appearing in
all relevant estimates.
The next several remarks will perhaps clarify some of the issues arising in our
construction of the pair of frames {θξ}, {θ˜ξ} described above:
(1) In applying the small perturbation method from [9] we use as a back-
bone a frame {ψξ} on Sd−1 from [25], which can characterize the Besov and
Triebel-Lizorkin spaces Bsqp (Sd−1) and Fsqp (Sd−1) with complete range of parame-
ters (s, p, q), i.e. s ∈ R, 0 < p, q <∞. With the restriction that each frame element
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{θξ} is a linear combination of a fixed number of shifts of the Newtonian kernel
comes the natural limitation that the new frames {θξ}, {θ˜ξ} can characterize the
Besov and Triebel-Lizorkin spaces Bsqp (Sd−1) and Fsqp (Sd−1) with parameters from
Q(A) (see(1.3)). Here A > 1 can be arbitrarily large but is fixed and the number
of shifts depends on A.
(2) If the old frame {ψξ} is a basis, then the new frame {θξ} is also a basis. This
is the case in dimension d = 2, where we use Meyer’s periodic wavelet basis on S1.
As for now there are no convenient bases on Sd−1 when d > 2. For this reason we
work with frames, which are completely satisfactory for our purposes.
(3) The rotation group on Sd−1 is not commutative in dimensions d ≥ 3, which is
a major difference from the translation group in Rd−1. This is an essential obstacle
in constructing highly localized linear combinations of a fixed number of shifts of
the Newtonian kernel with vanishing moments on Sd−1. In order to overcome this
difficulty we replace the vanishing moment conditions on the ϕ-transform of Frazier
and Jawerth with small moment conditions, see e.g. Propositions 2.3–2.5 and (6.15)
in Theorem 6.1. In general, the vanishing moment conditions are not valid for θξ.
(4) We restrict the parameters to p, q < ∞ for several reasons. First, whenever
p, q <∞ the Besov and Triebel-Lizorkin spaces Bsqp (Sd−1) and Fsqp (Sd−1) are sepa-
rable and the finite sequences are dense in the respective Besov and Triebel-Lizorkin
sequence spaces. Also, the respective frame representations converge uncondition-
ally. These facts are important in the construction and utilization of the frames
{θξ}, {θ˜ξ}. Furthermore, as is well known, in general, nonlinear n-term approxi-
mation from frames or bases in L∞ or as in our case H∞ is not quite natural. Just
as in Harmonic analysis one should work in BMO instead.
The intimate relation between the harmonic Hardy and Besov spaces on Bd on
the one hand and the Triebel-Lizorkin and Besov spaces of functions/distributions
on Sd−1 on the other will play a critical role in our development. Harmonic Besov
and Triebel-Lizorkin spaces on Bd and Besov and Triebel-Lizorkin spaces of dis-
tributions on Sd−1 with full range of parameters are treated in [15]. In particular,
the equivalence of these spaces on Bd and on its boundary Sd−1 is established in
[15]. These equivalences enable us to mediate between spaces and frames on Bd
and on Sd−1. For example, it allows to transfer the constructed frame {θξ} on Sd−1
to a frame on Bd and approximation results from Sd−1 to Bd.
Our main result in Theorem 7.1 asserts that if U ∈ Bsττ (H) with s > 0 and
1/τ = s/(d− 1) + 1/p, then U ∈ Hp(Bd) and
(1.4) En(U)Hp ≤ cn−s/(d−1)‖U‖Bsττ (H), n ≥ 1.
We derive this estimate from a respective estimate for nonlinear n-term approxi-
mation of functions/distributions from {θξ} on the unit sphere Sd−1.
Denote by σn(f)F02p the best n-term approximation of f in the Triebel-Lizorkin
space F02p (Sd−1) from the frame {θξ} mentioned above. We show that whenever
f ∈ Bsττ (Sd−1) with 1/τ = s/(d− 1) + 1/p, 0 < p <∞, then f ∈ F02p (Sd−1) and
(1.5) σn(f)F02p (Sd−1) ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1), n ≥ 1.
As is well known the harmonic Hardy space Hp(Bd), 0 < p <∞, can be identified
with the Triebel-Lizorkin space F02p = F02p (Sd−1) of functions/distributions on
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Sd−1, and hence (1.5) implies that for any harmonic function U ∈ Bsττ (H)
(1.6) σn(U)Hp ≤ cn−s/(d−1)‖U‖Bsττ (H), n ≥ 1,
where σn(U)Hp stands for the best n-term approximation of U in H
p(Bd) from the
harmonic extension to Bd of {θξ}. Finally, estimate (1.6) yields (1.4) taking into
account that each frame element θξ is a linear combination of a fixed number of
shifts of the Newtonian kernel.
It is insightful to study the nonlinear approximation from functions as in (1.1)
in the norms of the closely related to Hp(Bd) harmonic Triebel-Lizorkin and Besov
spaces F 0qp (B
d) and B0qp (B
d). As shown in Theorem 7.9 the nonlinear n-term
approximations in F 0qp (B
d) have the optimal rate O(n−s/(d−1)) for any 0 < q <∞,
while the nonlinear n-term approximation in Bsqp (B
d) achieves this optimal order
only for p ≤ q <∞, see Theorems 7.10.
Bernstein inequality: Conjecture. We conjecture that the following Bernstein type
inequality is valid: Let 1 < p <∞, s > 0, and 1/τ = s/(d− 1) + 1/p. Then
(1.7) ‖G‖Bsττ (H) ≤ cns/(d−1)‖G‖Hp(Bd), ∀G ∈ Nn.
If valid this estimate along with the Jackson estimate (1.4) would lead to a complete
characterization of the rates of approximation (approximation spaces) of nonlinear
n-term approximation in Hp(Bd), 1 < p <∞, from shifts of the Newtonian kernel.
It is natural to pose the question whether the approximation results of this paper
hold when p = ∞. We think that just as in the case of rational approximation
analogues of these results are valid if H∞(Bd) is replaced by the harmonic BMO
space on Bd. We shall not pursue this line of research in the present article.
Organization. The outline of the paper is as follows. In Section 2 we introduce some
basic notation and assemble background material about the maximal operator,
spherical harmonics, and maximal δ-nets; we also give some technical estimates on
inner products of localized functions on the sphere. Section 3 presents some basic
facts about harmonic Besov and Triebel-Lizorkin spaces on Bd and Sd−1 developed
in [15]; it also recalls the construction of frames for Besov and Triebel-Lizorkin
spaces on Sd−1 and their frame decomposition developed in [25]. Section 4 presents
and somewhat refines the small perturbation method for construction of frames
developed in [9]. Section 5 deals with localization properties of the frame elements
from §3 and highly localized kernels induced by shifts of the Newtonian kernel,
developed in [16]. Section 6 contains the construction of a pair of frames for Besov
and Triebel-Lizorkin spaces whose elements are finite linear combinations of shifts
of the Newtonian kernel. Section 7 is devoted to nonlinear n-term approximation
of functions in the harmonic Hardy spaces from shifts of the Newtonian kernel.
Section 8 deals with nonlinear n-term approximation in the exterior of the unit ball
in Rd and in the upper half space in Rd from shifts of the Newtonian kernel. Proofs
of key estimates supporting our main results are given in Section 9.
Notation. Throughout this article the constants d, M , and K will appear fre-
quently. Here d ∈ N is the dimension of the space Rd, M > 0 determines decay
rates, and K ∈ N is a parameter determining the upper bound of the order of
derivatives required from some functions. Positive constants will be denoted by c
and they may vary at every occurrence. Most of these constants will depend only
on d,K,M . By C’s we denote numbers (constants) that also depend on parameters
different from d,K,M . When we would like to trace the dependence of a constant c
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on these parameters we use indexing, e.g. c1, c2, etc. or indicate the dependence on
parameters in parenthesis. These indexed constants preserve their values through-
out the article. The relation a ∼ b means that there exists a constant c ≥ 1 such
that c−1a ≤ b ≤ ca.
2. Background and technical ground work
2.1. Basic notation and simple inequalities. In this article we use standard
notation. Thus Rd stands for the d-dimensional Euclidean space. The inner product
of x, y ∈ Rd is denoted by x · y = ∑dk=1 xkyk and the Euclidean norm of x by
|x| = √x · x. We write B(x0, r) := {x : |x − x0| < r} and set Bd := B(0, 1), the
open unit ball in Rd.
As usual N0 stands for the set of non-negative integers. For β = (β1, . . . , βd) ∈ Nd0
the monomial xβ is defined by xβ := xβ11 . . . x
βd
d and its degree is |β| := β1+ · · ·+βd.
The set of all polynomials in x ∈ Rd of total degree n is denoted by Pdn. We denote
∂k := ∂/∂xk and then ∂
β := ∂β11 . . . ∂
βd
d is a differential operator of order |β|,
the gradient operator is ∇ := (∂1, . . . , ∂d), and ∆ := ∂21 + · · · + ∂2d stands for the
Laplacian. When necessary we indicate the variable of differentiation by a subscript,
e.g. ∂βx .
The unit sphere in Rd is denoted by Sd−1 := {x : |x| = 1}. We denote by
ρ(x, y) the geodesic distance between x, y ∈ Sd−1, that is, ρ(x, y) := arccos(x · y).
The open spherical cap (ball on the sphere) centred at η ∈ Sd−1 of radius r is
denoted by B(η, r) = {x ∈ Sd−1 : ρ(η, x) < r}. We denote by ∆0 the Laplace-
Beltrami operator on Sd−1. As is well known (e.g. [8, Theorem 1.8.2]) ∆0 has the
decomposition
(2.1) ∆0 =
∑
1≤i<ℓ≤d
D2i,ℓ, Di,ℓ = xi∂ℓ − xℓ∂i, x ∈ Sd−1.
For any function g on Sd−1 we denote by g˘ its standard extension, defined by
(2.2) g˘(x) := g(x/|x|) for x ∈ Rd\{0}.
As is well known (e.g. [8, Corollary 1.4.3] or [29]) for any g ∈ C2(Sd−1)
(2.3) ∆g˘(x) = ∆0g(x), x ∈ Sd−1.
By definition g ∈WK∞ (Sd−1), K ∈ N0, if ‖∂β g˘‖L∞(B(0,2)\B(0,1/2)) ≤ c, ∀|β| ≤ K.
The Lebesgue measure on Sd−1 is denoted by σ and we set |E| := σ(E) for
a measurable set E ⊂ Sd−1. Thus, ωd := |Sd−1| = 2πd/2/Γ(d/2).
The inner product of f, g ∈ L2(Sd−1) is given by
〈f, g〉 :=
∫
Sd−1
f(y)g(y)dσ(y).
The nonstandard convolution of functions F ∈ L∞[−1, 1] and g ∈ L(Sd−1) is defined
by
(2.4) F ∗ g(x) := 〈F (x · •), g〉 =
∫
Sd−1
F (x · y)g(y)dσ(y).
We say that a function f defined on Sd−1 is localized around η ∈ Sd−1 with
dilation factor N and decay rate M > 0 if the estimate
(2.5) |f(x)| ≤ κNd−1(1 +Nρ(η, x))−M , x ∈ Sd−1,
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holds for some constant κ > 0 independent of N, x, η. The multiplier Nd−1 is used
as part of the decay function in (2.5) in order to have ‖f‖L1(Sd−1) ≤ c. Namely, for
M > d− 1 we have
(2.6)
∫
Sd−1
Nd−1
(1 +Nρ(η, y))M
dσ(y) ≤ c0, ∀η ∈ Sd−1, ∀N ≥ 1,
where c0 = c(d)/(M − d + 1) depends only on d and M . The weight function
in the right-hand side of (2.5) also has the property: For any η1, η2 ∈ Sd−1 with
ρ(η1, η2) ≤ N−1
(2.7) (1 +Nρ(η2, x))
−1 ≤ 2(1 +Nρ(η1, x))−1, ∀x ∈ Sd−1.
Indeed, 1 +Nρ(η1, x) ≤ 1 +N(ρ(η1, η2) + ρ(η2, x)) ≤ 2 +Nρ(η2, x), which implies
(2.7).
Another simple inequality that will be useful is:
(2.8) |∆K/20 xβ | ≤ c6, ∀x ∈ Sd−1, 0 ≤ |β| ≤ K,
where c6 depends only on d and K.
2.2. Spherical harmonics. The spherical harmonics will be our main vehicle in
dealing with harmonic functions on the unit ball Bd in Rd.
Denote by Hk the space of all spherical harmonics of degree k on Sd−1. As is
well known the dimension of Hk is N(k, d) = 2k+d−2k
(
k+d−3
k−1
) ∼ kd−1. Furthermore,
the spaces Hk, k = 0, 1, . . . , are orthogonal and L2(Sd−1) =
⊕
k≥0Hk.
Let {Ykν : ν = 1, . . . , N(k, d)} be a real-valued orthonormal basis for Hk. Then
the kernel of the orthogonal projector onto Hk is given by
(2.9) Zk(x · y) =
N(k,d)∑
ν=1
Ykν(x)Ykν (y), x, y ∈ Sd−1.
As is well known (see e.g. [8, Theorem 1.2.6])
(2.10) Zk(x · y) = k + µ
µωd
Cµk (x · y), x, y ∈ Sd−1, µ :=
d− 2
2
, d > 2.
Here Cµk is the Gegenbauer (ultraspherical) polynomial of degree k normalized
by Cµk (1) =
(
k+2µ−1
k
)
. The Gegenbauer polynomials are usually defined by the
following generating function
(1− 2uz + z2)−µ =
∞∑
k=0
Cµk (u)z
k, |z| < 1, |u| < 1.
The polynomials Cµk , k = 0, 1, . . . , are orthogonal in the space L
2([−1, 1], w) with
weight w(u) := (1 − u2)µ−1/2, see [33, p. 80, (4.7.1)] or [26, Table 18.3.1]. In the
case d = 2 the kernel of the orthogonal projector onto Hk takes the form
Z0(x · y) = 1
2π
, Zk(x · y) = 1
π
Tk(x · y), k ≥ 1,
where Tk(u) := cos(n arccosu) is the k-th degree Chebyshev polynomial of the first
kind. We refer the reader to [23, 31] for the basics of spherical harmonics.
As is well known (see e.g. [8, Theorem 1.4.5]) the spherical harmonics are eigen-
functions of the Laplace-Beltrami operator ∆0 on S
d−1, namely,
(2.11) −∆0Y (x) = k(k + d− 2)Y (x), x ∈ Sd−1, ∀Y ∈ Hk.
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The set of all band-limited functions (i.e. spherical polynomials) on Sd−1 of
degree ≤ N will be denoted by ΠN , i.e. ΠN :=
⊕N
k=0Hk.
The Poisson kernel on the unit ball Bd is given by
(2.12) P (y, x) :=
∞∑
k=0
|x|kZk
( x
|x| · y
)
=
1
ωd
1− |x|2
|x− y|d , |x| < 1, y ∈ S
d−1.
Kernels on the sphere Sd−1 of the form
(2.13) ΛN (x · y) :=
∞∑
k=0
λ(k/N)Zk(x · y), x, y ∈ Sd−1, N ≥ 1,
where λ ∈ C∞[0,∞) is compactly supported, will play a key role in this article.
Observe that in this case
(2.14) ΛN(u) :=
∞∑
k=0
λ(k/N)Zk(u), u ∈ [−1, 1],
is simply a polynomial kernel. The localization of this kernel is given in the following
Theorem 2.1. Let ν ≥ 0 and M ∈ N. Assume λ ∈ C∞[0,∞), ‖λ(m)‖∞ ≤ κ
for 0 ≤ m ≤ M and either suppλ ⊂ [1/4, 4] or suppλ ⊂ [0, 2] and λ(t) = 1 for
t ∈ [0, 1]. Then there exists a constant c > 0 depending only on M , ν, and d such
that for any N ≥ 1 the kernel ΛN from (2.13)− (2.14) obeys
(2.15) |Λ(ν)N (cos θ)| ≤ cκ
Nd−1+2ν
(1 +N |θ|)M , |θ| ≤ π,
and hence
(2.16) |Λ(ν)N (x · y)| ≤ cκ
Nd−1+2ν
(1 +Nρ(x, y))M
, x, y ∈ Sd−1.
Furthermore, for x, y, z ∈ Sd−1
(2.17) |ΛN(x · z)− ΛN (y · z)| ≤ cκ ρ(x, y)N
d
(1 +Nρ(x, z))M
, if ρ(x, y) ≤ N−1.
For a proof, see [24, Theorem 3.5] and [25, Lemmas 2.4, 2.6], also [17].
2.3. Maximal δ-nets and cubature formulas on the sphere. For discretiza-
tion of integrals and construction of frames on Sd−1 we shall need cubature formulas,
which are naturally constructed using maximal δ-nets on Sd−1.
Definition. Given δ > 0 we say that a finite set Z ⊂ Sd−1 is a maximal δ-net on
Sd−1 if (i) ρ(ζ1, ζ2) ≥ δ for all ζ1, ζ2 ∈ Z, ζ1 6= ζ2, and (ii) ∪ζ∈ZB(ζ, δ) = Sd−1.
Clearly, a maximal δ-net on Sd−1 exists for any δ > 0. For every maximal δ-net
Z it is easy to construct (see [6, Proposition 2.5]) a disjoint partition {Aζ}ζ∈Z of
Sd−1 consisting of measurable sets such that
(2.18) B(ζ, δ/2) ⊂ Aζ ⊂ B(ζ, δ), ζ ∈ Z.
Two kinds of cubature formulas on Sd−1 will be utilized.
Simple cubature formulas on Sd−1. Let 0 < γ ≤ 1 be a parameter to be
selected. Let Zj ⊂ Sd−1 (j ∈ N) be a maximal δj-net on Sd−1 with δj := γ2−j+1.
We shall use the cubature formula
(2.19)
∫
Sd−1
f(x)dσ(x) ≈
∑
ζ∈Zj
wζf(ζ), wζ := |Aζ |,
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where Aζ is from (2.18) with Z = Zj , δ = δj. The cubature (2.19) is apparently
exact for all constants. Evidently,
(2.20) wζ = |Aζ | ∼ (γ2−j+1)d−1
with constants of equivalence depending only on d. Note that (2.18) implies that
the number of elements in Zj is ≤ c(d)(γ−12j)d−1.
Further, given j ∈ N we define a map ζ from Sd−1 to Zj as follows: For every
y ∈ Sd−1 we set ζ(y) := η ∈ Zj if y ∈ Aη. We shall use this map in Lemmas 6.3
and 6.4 below.
Nontrivial cubature formulas on Sd−1. Let Xj ⊂ Sd−1 be a maximal δj-net on
S
d−1 with δj := γ2
−j+1, 0 < γ < 1, j ≥ 1. In [24, Theorem 4.3] it is shown that
there exist γ (0 < γ < 1), depending only on d, and weights {w˜ξ}ξ∈Xj , satisfying
(2.21) c−17 2
−j(d−1) ≤ w˜ξ ≤ c72−j(d−1), ξ ∈ Xj ,
with constant c7 depending only on d, such that the cubature formula
(2.22)
∫
Sd−1
f(x)dσ(x) ≈
∑
ξ∈Xj
w˜ξf(ξ)
is exact for all spherical harmonics f of degree ≤ 2j+1, j ≥ 1.
As before, the number of nodes in Xj is ≤ c(d)(γ−12j)d−1, since Xj is a maximal
δj-net on S
d−1. Also the disjoint partition {Aξ}ξ∈Xj of Sd−1 exists with B(ξ, δj/2) ⊂
Aξ ⊂ B(ξ, δj), but the equality w˜ξ = |Aξ| does not hold in general.
2.4. Maximal operator. The maximal operator is an important technical tool
when dealing with Besov and Triebel-Lizorkin spaces. We shall use the following
version of the Hardy-Littlewood maximal operator:
(2.23) Mtf(x) := sup
B∋x
( 1
|B|
∫
B
|f |t dσ
)1/t
, x ∈ Sd−1, t > 0,
where the sup is over all spherical caps B ⊂ Sd−1 such that x ∈ B.
The Fefferman-Stein vector-valued maximal inequality (see [30, Ch. II (13), p.
56]) can be written in the form: If 0 < p <∞, 0 < q ≤ ∞, and 0 < t < min{p, q},
then for any sequence of measurable functions {fν} on Sd−1
(2.24)
∥∥∥(∑
ν
|Mtfν(·)|q
)1/q∥∥∥
Lp
≤ c˜1
∥∥∥(∑
ν
|fν(·)|q
)1/q∥∥∥
Lp
.
From Theorem 2.1 in [12] it follows that the constant c˜1 above can be written in
the form
(2.25) c˜1 =
(
c∗max
{
p/t, (p/t− 1)−1}max{1, (q/t− 1)−1})1/t,
where c∗ > 0 is a constant depending only on d.
Note that the area/volume of a spherical cap B(x, r) on Sd−1, d ≥ 2, is given by
|B(x, r)| = ωd−1
∫ r
0
sind−2 v dv.
Hence
(2.26) |B(x1, r1)|/|B(x2, r2)| ≤ (r1/r2)d−1, 0 < r2 ≤ r1 ≤ π, x1, x2 ∈ Sd−1,
(2.27) 1/c˜2 ≤ |B(x, r)|/rd−1 ≤ c˜2, 0 < r ≤ π, x ∈ Sd−1,
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where c˜2 is a constant depending only on d.
2.5. Inner products of zonal functions. A function f on Sd−1 is zonal if it
is invariant under rotation about a fixed axis. If this axis is in the direction of
η ∈ Sd−1, then f can be represented as f(x) = F (η ·x), x ∈ Sd−1, for an appropriate
function F : [−1, 1]→ R.
Lemma 2.2. Let F,G ∈ L∞[−1, 1]. Then there exists H ∈ C[−1, 1] such that
(2.28) H(x · z) =
∫
Sd−1
F (x · y)G(y · z) dσ(y), ∀x, z ∈ Sd−1.
Proof. Assume first that F and G are algebraic polynomials of degree m. Then
we can expend them in Gegenbauer polynomials to obtain F =
∑m
k=0 FˆkZk and
G =
∑m
k=0 GˆkZk. Using that Zk(x · y) is the kernel of the orthogonal projector
onto Hk we have
∫
Sd−1
Zk(x · y)Zk(y · z) dσ(y) = Zk(x · z) (see (2.9)). Therefore,∫
Sd−1
F (x · y)G(y · z) dσ(y) =
m∑
k=0
Fˆ GˆZk(x · z) = H(x · z),
where H is an algebraic polynomial of degreem. Thus (2.28) holds for polynomials.
Finally, a limiting argument implies that (2.28) is valid in general. 
From Lemma 2.2 it follows that for any F,G ∈ L∞[−1, 1]
(2.29)
∫
Sd−1
F (x · y)G(y · z) dσ(y) =
∫
Sd−1
F (z · y)G(y · x) dσ(y), ∀x, z ∈ Sd−1.
2.6. Inner products of localized functions. The estimation of the inner prod-
ucts of well localized functions and functions with small moments on the sphere
will play a key role in our further development. The following proposition is an
analogue of [10, Lemma B1]. We replace the vanishing moment condition used in
[10] by the weaker “small moments” condition (2.32).
Proposition 2.3. Let K ∈ N, M > K + d − 1, N2 ≥ N1 ≥ 1 (N1, N2 ∈ R), and
κ1, κ2 > 0. Assume f ∈ L∞(Sd−1) and g ∈ WK∞ (Sd−1), see §2.1. Furthermore,
assume that for some x1, x2 ∈ Sd−1∣∣∂β g˘(y)∣∣ ≤ κ1N |β|+d−11
(1 +N1ρ(x1, y))M
, ∀y ∈ Sd−1, 0 ≤ |β| ≤ K,(2.30)
|f(y)| ≤ κ2N
d−1
2
(1 +N2ρ(x2, y))M
, ∀y ∈ Sd−1, and(2.31)
(2.32)
∣∣∣ ∫
Sd−1
yβf(y) dσ(y)
∣∣∣ ≤ κ2N−K2 , 0 ≤ |β| ≤ K − 1.
Then
(2.33) | 〈g, f〉 | =
∣∣∣ ∫
Sd−1
g(y)f(y) dσ(y)
∣∣∣ ≤ c1κ1κ2(N1/N2)KNd−11
(1 +N1ρ(x1, x2))M
,
where c1 depends only on d, K, and M . Above g˘(y) := g(y/|y|) for y ∈ Rd\{0}
just as in (2.2).
For cases where condition (2.32) may not be satisfied we modify Proposition 2.3
as follows
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Proposition 2.4. Let M > d, N2 ≥ N1 ≥ 1, and κ1, κ2 > 0. Let f ∈ L∞(Sd−1)
and g ∈ W 1∞(Sd−1). Also, assume that for some x1, x2 ∈ Sd−1
|∂αg˘(y)| ≤ κ1N
d
1
(1 +N1ρ(x1, y))M
, ∀y ∈ Sd−1, |α| = 1,(2.34)
|f(y)| ≤ κ2N
d−1
2
(1 +N2ρ(x2, y))M
, ∀y ∈ Sd−1.(2.35)
Then
(2.36)
∣∣∣ ∫
Sd−1
g(y)f(y)dσ(y)− g(x2)
∫
Sd−1
f(y)dσ(y)
∣∣∣ ≤ c2 κ1κ2(N1/N2)Nd−11
(1 +N1ρ(x1, x2))M
,
where c2 depends only on d and M .
In cases where only the function localizations are known/matter we use
Proposition 2.5. Let M > d− 1, N2 ≥ N1 ≥ 1, κ1, κ2 > 0. Let f, g ∈ L∞(Sd−1),
and for some x1, x2 ∈ Sd−1
(2.37) |g(y)| ≤ κ1N
d−1
1
(1 +N1ρ(x1, y))M
, ∀y ∈ Sd−1,
(2.38) |f(y)| ≤ κ2N
d−1
2
(1 +N2ρ(x2, y))M
, ∀y ∈ Sd−1.
Then
(2.39) | 〈g, f〉 | =
∣∣∣ ∫
Sd−1
g(y)f(y) dσ(y)
∣∣∣ ≤ c3 κ1κ2Nd−11
(1 +N1ρ(x1, x2))M
,
where c3 depends only on d and M .
To streamline our presentation we defer the proofs of Propositions 2.3, 2.4, and
2.5 to Section 9.
3. Spaces of functions and distributions on the ball and sphere
The theory of harmonic Besov and Triebel-Lizorkin spaces on Bd, and their
relation with the respective Besov and Triebel-Lizorkin spaces of distributions on
Sd−1 is developed in [15]. In this section we review all definitions and results that
will be needed from [15].
Denote by H(Bd) the set of all harmonic functions on the unit ball Bd in Rd.
3.1. Harmonic Besov and Triebel-Lizorkin spaces on Bd. It is convenient
to define the harmonic Besov and Triebel-Lizorkin spaces on Bd by using their
expansion in solid spherical harmonics. As in § 2.2 let {Ykj : j = 1, . . . , N(k, d)} be
a real-valued orthonormal basis for Hk. The harmonic coefficients of U ∈ H(Bd)
are defined by
(3.1) bkν(U) :=
1
ak
∫
Sd−1
U(aη)Ykν (η)dσ(η)
for some 0 < a < 1. It is an important observation that the coefficients are
independent of a for all 0 < a < 1. This implies the representation
(3.2) U(rξ) =
∞∑
k=0
N(k,d)∑
ν=1
bkν(U)r
kYkν(ξ), 0 ≤ r < 1, ξ ∈ Sd−1
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where the convergence is absolute and uniform on every compact subset of Bd.
For U ∈ H(Bd) and β ∈ R we define
(3.3) JβU(rξ) :=
∞∑
k=0
rk(k + 1)−β
N(k,d)∑
ν=1
bkν(U)Ykν(ξ), 0 ≤ r < 1, ξ ∈ Sd−1.
The above series converges absolutely and uniformly on every compact subset of
Bd and hence JβU is a well defined harmonic function on Bd.
Definition 3.1. Let s ∈ R, 0 < q ≤ ∞, and β := s+ 1.
(a) The harmonic Besov space Bsqp (H), 0 < p ≤ ∞, is defined as the set of all
U ∈ H(Bd) such that
‖U‖Bsqp (H) :=
(∫ 1
0
(1 − r)(β−s)q‖J−βU(r·)‖q
Lp(Sd−1)
dr
1− r
)1/q
<∞ if q 6=∞
and
‖U‖Bs∞p (H) := sup
0<r<1
(1− r)β−s‖J−βU(r·)‖Lp(Sd−1) <∞.
(b) The harmonic Triebel-Lizorkin space F sqp (H), 0 < p < ∞, is defined as the
set of all U ∈ H(Bd) such that
‖U‖F sqp (H) :=
∥∥∥(∫ 1
0
(1− r)(β−s)q|J−βU(r·)|q dr
1− r
)1/q∥∥∥
Lp(Sd−1)
<∞ if q 6=∞
and
‖U‖F s∞p (H) :=
∥∥∥ sup
0<r<1
(1− r)β−s|J−βU(r·)|
∥∥∥
Lp(Sd−1)
<∞.
Choosing an arbitrary β > s above results in equivalent quasi-norms for the
spaces Bsqp (H) and F
sq
p (H).
3.2. Besov and Triebel-Lizorkin spaces on Sd−1. The Besov and Triebel-
Lizorkin spaces on Sd−1 in general are spaces of distributions. As test functions we
use the class S := C∞(Sd−1) of all functions φ on Sd−1 such that
‖Zk ∗ φ‖2 ≤ c(φ,m)(1 + k)−m, ∀k,m ≥ 0.
Recall that the convolution Zk ∗ φ is defined in (2.4). The topology on S is defined
by the sequence of norms
(3.4) Pm(φ) :=
∞∑
k=0
(k + 1)m‖Zk ∗ φ‖2 =
∞∑
k=0
(k + 1)m
(N(k,d)∑
ν=1
|〈φ, Ykν〉|2
)1/2
.
S is complete in this topology.
Observe that all Ykν ∈ S and hence by (2.9) Zk(x · y) ∈ S as a function of x for
every fixed y and as function of y for every fixed x.
The space S ′ := S ′(Sd−1) of distributions on Sd−1 is defined as the space of all
continuous linear functionals on S. The pairing of f ∈ S ′ and φ ∈ S will be denoted
by 〈f, φ〉 := f(φ), which is consistent with the inner product on L2(Sd−1). More
precisely, S ′ consists of all linear functionals f on S for which there exist constants
c > 0 and m ∈ N0 such that
(3.5) |〈f, φ〉| ≤ cPm(φ), ∀φ ∈ S.
For any f ∈ S ′ we define Zk ∗ f by
(3.6) Zk ∗ f(x) := 〈f, Zk(x · •)〉 = 〈f, Zk(x · •)〉,
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where on the right f is acting on Zk(x · y) = Zk(x · y) as a function of y (Zk is
real-valued).
Observe that the representation
(3.7) f =
∞∑
k=0
Zk ∗ f, ∀f ∈ S ′
holds with convergence in distributional sense.
Definition 3.2. Let s ∈ R, 0 < q ≤ ∞, and ϕ satisfy the conditions: ϕ ∈ C∞(R+),
suppϕ ⊂ [1/2, 2], and |ϕ(u)| ≥ c > 0 for u ∈ [3/5, 5/3]. For a distribution f ∈ S ′
set
(3.8) Φ0 ∗ f = Z0 ∗ f, Φj ∗ f =
∞∑
k=0
ϕ
( k
2j−1
)
Zk ∗ f, j ≥ 1,
where Zk ∗ f is defined in (3.6).
(a) The Besov space Bsqp := Bsqp (Sd−1), 0 < p ≤ ∞, is defined as the set of all
distributions f ∈ S ′ such that
(3.9) ‖f‖Bsqp :=
( ∞∑
j=0
(
2sj‖Φj ∗ f‖Lp(Sd−1)
)q)1/q
<∞,
where the ℓq-norm is replaced by the sup-norm if q =∞.
(b) The Triebel-Lizorkin space Fsqp := Fsqp (Sd−1), 0 < p < ∞, is defined as the
set of all distributions f ∈ S ′ such that
(3.10) ‖f‖Fsqp :=
∥∥∥( ∞∑
j=0
(
2sj |Φj ∗ f(·)|
)q)1/q∥∥∥
Lp(Sd−1)
<∞,
where the ℓq-norm is replaced by the sup-norm if q =∞.
Note that the definitions of the Besov and Triebel-Lizorkin spaces above are in-
dependent of the particular selection of the function ϕ with the required properties,
that is, different ϕ’s produce equivalent quasi-norms.
3.3. Identification of harmonic Besov and Triebel-Lizorkin spaces. We are
interested in harmonic functions U ∈ H(Bd) with coefficients of at most polynomial
growth:
(3.11) |bkν(U)| ≤ c(k + 1)γ , ν = 1, . . . , N(k, d), k = 0, 1, . . . ,
for some constants γ, c > 0. The functions in the harmonic Besov and Triebel-
Lizorkin spaces have this property.
The relationship between harmonic functions on Bd and distributions on Sd−1
is clarified by the following
Proposition 3.3. (a) To any U ∈ H(Bd) represented by (3.2) with coefficients
satisfying (3.11) there corresponds a distribution f ∈ S ′, f = fU , (the boundary
value function/distribution of U) defined by
(3.12) f :=
∞∑
k=0
N(k,d)∑
ν=1
bkν(U)Ykν (convergence in S ′)
with coefficients bkν(U) = 〈f, Ykν〉.
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(b) To any distribution f ∈ S ′ with coefficients bkν(f) := 〈f, Ykν〉 there corre-
sponds a harmonic function U ∈ H(Bd), U = Uf , (the harmonic extension of f to
Bd), defined by
(3.13) U(x) =
∞∑
k=0
N(k,d)∑
ν=1
bkν(f)|x|kYkν
( x
|x|
)
, |x| < 1,
with coefficients bkν(U) = bkν(f) obeying (3.11), where the series converges uni-
formly on every compact subset of Bd.
(c) For every U ∈ H(Bd) we have UfU = U and for every f ∈ S ′ we have
fUf = f .
The principle results of this subsection are:
Theorem 3.4. Let s ∈ R, 0 < p < ∞, 0 < q ≤ ∞. A harmonic function
U ∈ F sqp (H) if and only if its boundary value distribution f = fU defined by (3.12)
belongs to Fsqp (Sd−1), moreover ‖U‖F sqp ∼ ‖f‖Fsqp .
Theorem 3.5. Let s ∈ R, 0 < p, q ≤ ∞. A harmonic function U ∈ Bsqp (H)
if and only if its boundary value distribution f = fU defined by (3.12) belongs to
Bsqp (Sd−1), moreover ‖U‖Bsqp ∼ ‖f‖Bsqp .
3.4. Harmonic Hardy spaces. Here we consider the harmonic Hardy spaces
Hp(Bd) on the ball (usually denoted by hp(Bd)).
Definition 3.6. The space Hp := Hp(Bd), 0 < p ≤ ∞, is defined as the set of all
harmonic functions U ∈ H(Bd) such that
(3.14) ‖U‖Hp := ‖ sup
0≤r<1
|U(r·)|‖Lp(Sd−1) <∞.
The following identification of harmonic Hardy spaces holds.
Theorem 3.7. A harmonic function U ∈ Hp(Bd), 0 < p < ∞, if and only if its
boundary distribution fU ∈ F02p (Sd−1) and
(3.15) ‖U‖Hp ∼ ‖U‖F 02p (H) ∼ ‖fU‖F02p (Sd−1).
Furthermore, U ∈ Hp(Bd), 1 < p <∞, if and only if fU ∈ Lp(Sd−1) and
(3.16) ‖U‖Hp ∼ ‖fU‖Lp(Sd−1).
In addition, for any U ∈ Hp(Bd), 1 < p <∞,
(3.17) ‖U‖Hp ∼ sup
0≤r<1
‖U(r·)‖Lp(Sd−1)
and the right-hand side quantity is sometimes used to define ‖U‖Hp for p > 1.
To prove this theorem we shall need the following
Lemma 3.8. If U ∈ Hp(Bd), 0 < p ≤ ∞, then
(3.18) |bkν(U)| ≤ c(k + 1)γ‖U‖Hp, ν = 1, . . . , N(k, d), k = 0, 1, . . . ,
for some constants γ, c > 0, depending only on d and p, i.e. inequalities (3.11) are
valid. Consequently, there exists a distribution fU ∈ S ′ with spherical harmonic
coefficients the same as the coefficients of U , which in turn leads to
U = P ∗ fU
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with P (y, x) being the Poisson kernel, see (2.12). Here P ∗ fU is defined by
P ∗ fU (x) := 〈fU , P (·, x)〉 = 〈fU , P (·, x)〉,
where fU acts on P (y, x) = P (y, x) as a function of y (P (y, x) is real-valued).
Proof. To prove (3.18) we invoke Proposition 4.2 from [15] which, in particular,
asserts that for any U ∈ Bsqp (H), s ∈ R, 0 < p, q ≤ ∞,
(3.19) |bkν(U)| ≤ c(k + 1)γ‖U‖Bsqp (H), ν = 1, . . . , N(k, d), k = 0, 1, . . . ,
where the constants γ, c > 0 depend only on d, s, p, q.
If U ∈ Hp(Bd) then by Definition 3.1 with β = 0
‖U‖B−1,1p (H) =
∫ 1
0
‖U(r·)‖pdr ≤ ‖ sup
0≤r<1
|U(r·)|‖p = ‖U‖Hp,
which implies that Hp(Bd) is continuously embedded in the harmonic Besov space
B−1,1p (H). Now, the above and (3.19) imply (3.18).
We set
(3.20) fU :=
∑
k≥0
N(k,d)∑
ν=1
bkν(U)Ykν .
Inequalities (3.18) and Proposition 3.3 lead to the conclusion that the series in
(3.20) converge in S ′ and defines a distribution fU ∈ S ′ with coefficients bkν(fU ) :=
bkν(U). In turn, this implies that
N(k,d)∑
ν=1
bkν(U)Ykν
( x
|x|
)
= Zk ∗ fU
( x
|x|
)
, |x| < 1,
and hence
U(x) =
∞∑
k=0
|x|kZk ∗ fU
( x
|x|
)
=
∞∑
k=0
|x|k
〈
fU , Zk
(
·, x|x|
)〉
= lim
m→∞
〈
fU ,
m∑
k=0
|x|kZk
(
·, x|x|
)〉
= 〈fU , P (·, x)〉 = P ∗ fU (x).
Here we used the obvious fact that for any |x| < 1
P (y, x) = lim
m→∞
m∑
k=0
|x|kZk
(
y,
x
|x|
)
(convergence in S).
The proof is complete. 
Proof of Theorem 3.7. The Hardy space Hp(Sd−1), 0 < p < ∞, on the sphere is
defined as the set of all distributions f ∈ S ′ such that
(3.21) ‖f‖Hp(Sd−1) := ‖ sup
0≤r<1
|P ∗ f(r·)|‖Lp(Sd−1) <∞.
A frame characterization of the Triebel-Lizorkin spaces on Sd−1 has been established
in [25, Theorem 4.5] (see Theorem 3.12 (b) below), which along with the same frame
characterization of the Hardy spaces Hp(Sd−1) from [7, Theorem 1.1] implies that
Hp(Sd−1) = F02p (Sd−1), 0 < p <∞, with equivalent quasi-norms.
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By Lemma 3.8 and (3.21) it follows that U ∈ Hp(Bd), 0 < p < ∞, if and
only if fU ∈ Hp(Sd−1) and ‖U‖Hp(Bd) = ‖fU‖Hp(Sd−1). This along with the above
observation and Theorem 3.4 implies
‖U‖Hp(Bd) = ‖fU‖Hp(Sd−1) ∼ ‖fU‖F02p (Sd−1) ∼ ‖U‖F02p (H),
which confirms (3.15).
The equivalence ‖U‖Hp ∼ ‖fU‖Lp(Sd−1), when 1 < p <∞, follows by Lemma 3.8
and the maximal inequality just as in the case of Hardy spaces on Rd, see [30, § 1.2.1,
p. 91]. For the equivalence sup0≤r<1 ‖U(r·)‖Lp(Sd−1) ∼ ‖fU‖Lp(Sd−1), 1 < p < ∞,
see [3, Chapter 6]. The proof is complete. 
3.5. Frame decomposition of distribution spaces on Sd−1. We next recall the
construction of the frame (needlets) on Sd−1 from [25]. Note that in dimension d = 2
the Meyer’s periodic wavelets (see [22]) form a basis with the desired properties.
The first step in the construction of needlets on Sd−1, d > 2, is the selection
of a real-valued function ϕ ∈ C∞(R+) with the properties: suppϕ ⊂ [1/2, 2],
0 ≤ ϕ ≤ 1, ϕ(u) ≥ c > 0 for u ∈ [3/5, 5/3], ϕ2(u) + ϕ2(u/2) = 1 for u ∈ [1, 2], and
hence
∑∞
ν=0 ϕ
2(2−νu) = 1 for u ∈ [1,∞). Set
(3.22) Ψ0 := Z0, and Ψj :=
∞∑
k=0
ϕ
( k
2j−1
)
Zk, j ≥ 1.
It is easy to see that f =
∑∞
j=0Ψj ∗Ψj ∗ f for every f ∈ S ′ (convergence in S ′).
The next step is to discretize Ψj ∗ Ψj for j ≥ 1 by using the cubature formula
on Sd−1 from (2.22), where Xj is a maximal δj-net with δj = γ2−j+1, 0 < γ < 1.
In addition, for j = 0 we set X0 := {e1} with e1 := (1, 0, . . . , 0), and w˜e1 := ωd.
Since the cubature formula (2.22) is exact for spherical harmonics of degree
≤ 2j+1 we have
Ψj ∗Ψj(x · y) =
∫
Sd−1
Ψj(x · η)Ψj(η · y)dσ(η) =
∑
ξ∈Xj
w˜ξΨj(x · ξ)Ψj(ξ · y),
which allows to discretize f =
∑∞
j=0Ψj ∗Ψj ∗ f and obtain
(3.23) f =
∞∑
j=0
∑
ξ∈Xj
〈f, ψξ〉ψξ, ∀f ∈ S ′ (convergence in S ′),
(3.24) ψξ(x) := w˜
1/2
ξ Ψj(ξ · x), ξ ∈ Xj , j ≥ 0.
We set X := ∪j≥0Xj assuming that equal points from different sets Xj are distinct
points in X so that X can be used as an index set. This completes the construction
of the system Ψ = {ψξ}ξ∈X .
Observe that the frame elements {ψξ} are not only band limited, but also have
excellent localization on Sd−1. From the properties of ϕ and Theorem 2.1 and (2.21)
it follows that (see also [24, 25]) for any M > 0
(3.25) |ψξ(x)| ≤ c˜42(j−1)(d−1)/2(1 + 2j−1ρ(x, ξ))−M , x ∈ Sd−1, ξ ∈ Xj , j ≥ 0,
where c˜4 > 0 is a constant depending only on d, M , c7 and ϕ. Moreover, the
localization of ψξ can be improved to sub-exponential as shown in [17, Theorem 5.1].
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The normalization factor w˜
1/2
ξ in (3.24) makes all ψξ essentially normalized in
L2(Sd−1), i.e. ‖ψξ‖L2(Sd−1) ∼ 1. In what follows we only need the lower bound
estimate
(3.26) ‖ψξ‖L2(Sd−1) ≥ c˜5, ∀ξ ∈ Xj , j ≥ 0,
with a constant c˜5 depending only on d,M , c7 and ϕ. Inequality (3.26) follows from
(3.24), (2.21), (3.22), the properties of ϕ, and
∫
Sd−1
Z2k(ξ ·x)dσ(x) = Zk(1) ∼ kd−2.
We next define the Besov and Triebel-Lizorkin sequence spaces bsqp and f
sq
p asso-
ciated to X .
Definition 3.9. Let s ∈ R, 0 < p, q ≤ ∞. Then bsqp := bsqp (X ) is defined as the
space of all complex-valued sequences h := {hξ}ξ∈X such that
(3.27) ‖h‖bsqp :=
( ∞∑
j=0
[
2j[s+(d−1)(1/2−1/p)]
( ∑
ξ∈Xj
|hξ|p
)1/p]q)1/q
<∞
with the usual modification when p =∞ or q =∞.
Definition 3.10. Let s ∈ R, 0 < p < ∞, and 0 < q ≤ ∞. Then fsqp := fsqp (X ) is
defined as the space of all complex-valued sequences h := {hξ}ξ∈X such that
(3.28) ‖h‖fsqp :=
∥∥∥(∑
ξ∈X
[|Bξ|−s/(d−1)−1/2|hξ|1Bξ(·)]q)1/q∥∥∥
Lp
<∞
with the usual modification for q =∞. Here Bξ := B(ξ, γ2−j+1), ξ ∈ Xj , where γ
is used in the selection of Xj, |Bξ| is the measure of Bξ and 1Bξ is the characteristic
function of Bξ.
Remark 3.11. The replacement of Bξ = B(ξ, γ2
−j+1) in Definition 3.10 with
B(ξ, γ2−j) or with the disjoint partition sets Aξ produces equivalent quasi-norms.
This immediately follows from the vector-valued maximal inequality as observed in
[10, Proposition 2.7].
The main result here asserts that {ψξ}ξ∈X is a self-dual real-valued frame for
Besov and Triebel-Lizorkin spaces on the sphere. To state this result we introduce
the following analysis and synthesis operators:
(3.29) Sψ : f 7→ {〈f, ψξ〉}ξ∈X , Tψ : {hξ}ξ∈X 7→
∑
ξ∈X
hξψξ.
Theorem 3.12. Let s ∈ R and 0 < p, q <∞.
(a) The operators Sψ : Bsqp → bsqp and Tψ : bsqp → Bsqp are bounded, and Tψ ◦Sψ = I
on Bsqp . Hence, if f ∈ S ′, then f ∈ Bsqp if and only if {〈f, ψξ〉}ξ∈X ∈ bsqp , and
(3.30) f =
∑
ξ∈X
〈f, ψξ〉ψξ and ‖f‖Bsqp ∼ ‖{〈f, ψξ〉}‖bsqp .
(b) The operators Sψ : Fsqp → fsqp and Tψ : fsqp → Fsqp are bounded, and Tψ ◦Sψ = I
on Fsqp . Hence, if f ∈ S ′, then f ∈ Fsqp if and only if {〈f, ψξ〉}ξ∈X ∈ fsqp , and
(3.31) f =
∑
ξ∈X
〈f, ψξ〉ψξ and ‖f‖Fsqp ∼ ‖{〈f, ψξ〉}‖fsqp .
The convergence in (3.30) and (3.31) is unconditional in Bsqp and Fsqp , respectively.
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For details and proofs, see [25, Theorems 4.5 and 5.5].
Remark 3.13. A careful examination of the proofs in [25] shows that the operators
Sψ and Tψ are uniformly bounded on the respective spaces with parameters
(s, p, q) ∈ Q(A), for fixed A > 1,
where Q(A) is the index set defined in (1.3), that is, all constants that appear in
the equivalences in Theorem 3.12 depend only on A, d, and ϕ, if (s, p, q) ∈ Q(A).
In fact, the only nontrivial source of constants is the maximal inequality (2.24),
however, as seen in (2.25) these constant are compatible with the definition of Q(A)
in (1.3).
The above observation will be needed for the construction of new frames below.
Remark 3.14. In general, one normally constructs and works with a pair of dual
frames {ψξ}ξ∈X , {ψ˜ξ}ξ∈X on Sd−1, see [25]. In the construction presented above
we consider the case when ψ˜ξ = ψξ for simplicity.
Some embeddings between Besov or Triebel-Lizorkin spaces will be needed.
Proposition 3.15. Assume s, s0, s1 ∈ R and let 0 < p, p0, p1, q, q0, q1 ≤ ∞ in
the case of Besov spaces and 0 < p, p0, p1 < ∞, 0 < q, q1, q2 ≤ ∞ in the case of
Triebel-Lizorkin spaces. The following continuous embeddings are valid:
(3.32) Bs0q0p ⊂ Bs1q1p , Fs0q0p ⊂ Fs1q1p , if s0 = s1, q0 ≤ q1 or s0 > s1, ∀q0, q1;
(3.33) Bsqp0 ⊂ Bsqp1 , Fsqp0 ⊂ Fsqp1 , if p0 ≥ p1;
(3.34) Bs0qp0 ⊂ Bs1qp1 , if s0 ≥ s1, s0 −
d− 1
p0
= s1 − d− 1
p1
;
(3.35) Fs0q0p0 ⊂ Fs1q1p1 , if s0 > s1, s0 −
d− 1
p0
= s1 − d− 1
p1
, ∀q0, q1;
(3.36) Bsqp ⊂ Fsqp ⊂ Fspp = Bspp , if q < p;
(3.37) Bspp = Fspp ⊂ Fsqp ⊂ Bsqp , if p < q.
Proof. The proofs of embeddings (3.32), (3.33), (3.36), and (3.37) are easy and will
be omitted.
Embedding (3.34) is an immediate consequence of the Nikolski inequality for
spherical polynomials. Indeed, by Definition 3.2 it follows that Φj ∗ f is a spherical
polynomial of degree ≤ 2j , i.e. Φj ∗ f ∈ Π2j . Then by the Nikolski inequality, see
e.g. [8, Theorem 5.5.1],
(3.38) ‖Φj ∗ f‖Lp1 ≤ c2j(1/p0−1/p1)(d−1)‖Φj ∗ f‖Lp0 , p0 ≤ p1,
and (3.34) follows readily.
The proof of embedding (3.35) relies on the Nikolski inequality (3.38) and can
be carried out along the lines of the proof of the same embedding result in the
classical case on Rn from [18, Theorem 2.1], see also [32, Theorem 2.7.1]. We omit
the details. 
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4. Construction of frames by small perturbation
Here we present the small perturbation method for construction of frames, devel-
oped in [9]. Special attention is paid to the dependence of the numerous constants
on the parameters of the distribution spaces involved.
4.1. Setting and conditions on the old frame. As in Section 3.2 we denote
by S := C∞(Sd−1) the set of all test functions on Sd−1 and let S ′ be its dual.
We assume that Y is a collection of quasi-Banach spaces B = B(Sd−1) ⊂ S ′ of
distributions on Sd−1 with quasi-norms ‖ · ‖B, which are continuously embedded
in S ′, i.e. there exist m = m(B) ∈ N and C = C(B) > 0 such that |〈f, φ〉| ≤
C‖f‖BPm(φ) for all f ∈ B, φ ∈ S. Also we assume that S is a dense subset of
each B ∈ Y.
Furthermore, we assume that there exists a collection Yd of quasi-Banach
complex-valued sequence spaces b = b(X ) with quasi-norms ‖ · ‖b, such that every
B ∈ Y is associated with a space b ∈ Yd. We assume that the constants in the
quasi-triangle inequalities for the quasi-Banach spaces in Y and Yd are uniformly
bounded, i.e. there exists a constant C1 = C1(Y,Yd) such that
‖f1 + f2‖B ≤ C1(‖f1‖B + ‖f2‖B), ∀f1, f2 ∈ B, ∀B ∈ Y;
‖h1 + h2‖b ≤ C1(‖h1‖b + ‖h2‖b), ∀h1, h2 ∈ b, ∀b ∈ Yd.(4.1)
A popular version of the Aoki-Rolewicz theorem states (see e.g. [4, Lemma 3.10.1])
that for any quasi-Banach space B with a quasi-norm ‖ · ‖B satisfying the quasi-
triangle inequalities with constant C1 there exists a norm ‖ · ‖∗ on B, such that
(4.2) ‖f‖∗ ≤ ‖f‖τB ≤ 2‖f‖∗, ∀f ∈ B, where τ = ln 2/(ln 2 + lnC1) ≤ 1.
Targeted application of this construction is to the Besov and Triebel-Lizorkin
function spaces introduced in Section 3.2 and the corresponding sequence spaces
introduced in Section 3.5. For the Besov spaces the sets Y and Yd are given by
Y =
{Bsqp (Sd−1) : (s, p, q) ∈ Q(A)} and Yd = {bsqp (X ) : (s, p, q) ∈ Q(A)},
where A > 1 is fixed and Q(A) is introduced in (1.3). A similar observation is valid
for the Triebel-Lizorkin spaces Fsqp (Sd−1) and fsqp (X ).
The old frame. We stipulate the existence of a pair of dual frames {ψξ}ξ∈X ,
{ψ˜ξ}ξ∈X for all B ∈ Y such that ψξ, ψ˜ξ ∈ S, where X is a countable index set, with
the following properties:
A1. The analysis and synthesis operators Sψ, Sψ˜ and Tψ, Tψ˜ from (3.29) have the
properties:
(a) The operators Sψ, Sψ˜ : B 7→ b are bounded.
(b) For any sequence h = {hξ}ξ∈X ∈ b the series
∑
ξ∈X hξψξ and
∑
ξ∈X hξψ˜ξ
converge unconditionally in B and Tψ, Tψ˜ : b→ B are bounded.
It is assumed that the norms of the operators Sψ, Sψ˜ and Tψ, Tψ˜ are uniformly
bounded relative to B ∈ Y and b ∈ Yd by a constant C2 = C2(Y,Yd, {ψξ}) > 1.
Thus, for any B ∈ Y and f ∈ B we have
C−12 ‖f‖B ≤ ‖Sψf‖b = ‖{〈f, ψξ〉}‖b ≤ C2‖f‖B,
C−12 ‖f‖B ≤ ‖Sψ˜f‖b = ‖{〈f, ψ˜ξ〉}‖b ≤ C2‖f‖B.
(4.3)
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A2. We have Tψ˜Sψ = TψSψ˜ = I in B, i.e. for any f ∈ B
(4.4) f =
∑
ξ∈X
〈f, ψ˜ξ〉ψξ =
∑
ξ∈X
〈f, ψξ〉ψ˜ξ,
where the two series converge unconditionally in B and hence in S ′.
Note that the compositions SψTψ˜, Sψ˜Tψ are projectors due to
(SψTψ˜)
2 = Sψ(Tψ˜Sψ)Tψ˜ = SψITψ˜ = SψTψ˜.
A3. In addition, we assume that each b ∈ Yd obeys the conditions:
(a) For any sequence {hξ}ξ∈X ∈ b one has ‖{hξ}‖b = ‖{|hξ|}‖b.
(b) If the sequences {hξ}ξ∈X , {gξ}ξ∈X ∈ b and |hξ| ≤ |gξ| for ξ ∈ X , then
‖{hξ}‖b ≤ ‖{gξ}‖b.
(c) Compactly supported sequences belong to b and are dense in b.
Note that conditions A3 (b)-(c) imply condition A3 (ii) in [9].
As a consequence of A1 we obtain that the operator A := SψTψ with matrix
A := {aξ,η}ξ,η∈X , aξ,η := 〈ψη, ψξ〉
is uniformly bounded on the sequence spaces b ∈ Yd, i.e.
(4.5) ‖A‖b 7→b ≤ C3 := C22 , ∀b ∈ Yd.
4.2. Construction of new frames. We next construct a pair of dual frames
{θξ}ξ∈X , {θ˜ξ}ξ∈X for all spaces B ∈ Y, where X is the index set from above.
For a system {θξ}ξ∈X ⊂ ∩{B : B ∈ Y} of real-valued functions θξ ∈ B, ξ ∈ X ,
we define the matrices
B := {bξ,η}ξ,η∈X , bξ,η := 〈θη, ψξ〉,
D := {dξ,η}ξ,η∈X , dξ,η := 〈ψη − θη, ψξ〉.
The only condition that we require when constructing {θξ}ξ∈X is that the operator
D = SψTψ − SψTθ, D : b→ b,
with matrix D, defined by (Dh)ξ =
∑
η∈X dξ,ηhη, has a sufficiently small norm
uniformly for all b ∈ Yd. More precisely we assume that
(4.6) ‖D‖b 7→b ≤ ǫ := (1− 2
−τ )1/τ
2C1C422
1/τ
, ∀b ∈ Yd,
with τ given in (4.2), where C1 is the constant from (4.1) and C2 is the constant in
(4.3). For the operator B with matrix B we have B = A−D = SψTθ and hence by
(4.1), (4.5), and (4.6) it follows that B is uniformly bounded on Yd, more precisely,
(4.7) ‖B‖b 7→b ≤ C4, ∀b ∈ Yd,
with constant C4 = C1(C3 + ǫ).
Condition (4.6) will be sufficient to show that {θξ}ξ∈X is a frame for all spaces
B ∈ Y and to construct its dual frame {θ˜ξ}ξ∈X . To this end we introduce the
operator:
(4.8) Tf :=
∑
ξ∈X
〈f, ψ˜ξ〉θξ, f ∈ B.
The next three lemmas will be instrumental in the construction of {θ˜ξ}ξ∈X . They
are direct adaptations of Lemmas 3.1 - 3.3 in [9]; we omit their proofs.
NONLINEAR APPROXIMATION OF HARMONIC FUNCTIONS 21
Lemma 4.1. The operators Tθ, defined in (3.29) with θξ in the place of ψξ, and T
are well defined and uniformly bounded, that is,
‖Tθh‖B ≤ C2C4‖h‖b, ∀h ∈ b, ∀b ∈ Yd;
‖Tf‖B ≤ C22C4‖f‖B, ∀f ∈ B, ∀B ∈ Y;
(4.9)
where C2 is from (4.3) and C4 is from (4.7). Furthermore, the series in (3.29) and
(4.8) converge unconditionally in B and hence in S ′.
The fact the operator T is invertible plays a key role in this construction.
Lemma 4.2. If (4.6) is satisfied, then
(4.10) ‖I − T ‖B 7→B ≤ C22ǫ =
(1 − 2−τ )1/τ
2C1C222
1/τ
≤ 1
2
, ∀B ∈ Y,
and hence T−1 exists and
(4.11) ‖T−1‖B 7→B ≤ C5 := 2
1/τ
(1− 2−τ )1/τ , ∀B ∈ Y,
where τ is from (4.2).
Lemma 4.3. Assume (4.6) holds. Then the operator H with matrix H :=
{〈T−1ψη, ψ˜ξ〉}ξ,η∈X is uniformly bounded on b ∈ Yd, i.e.
(4.12) ‖H‖b 7→b ≤ C6 := C22C5, ∀b ∈ Yd.
The operators from the previous three lemmas can be written as Tθ = Tψ˜B,
T = TθSψ˜ = Tψ˜BSψ˜, I − T = Tψ˜DSψ˜, H = Sψ˜T−1Tψ.
Construction of the dual frame {θ˜ξ}. For any ξ ∈ X we define the linear
functional θ˜ξ by
(4.13) θ˜ξ(f) = 〈f, θ˜ξ〉 :=
∑
η∈X
〈T−1ψη, ψ˜ξ〉〈f, ψ˜η〉 for f ∈ B, B ∈ Y.
Lemma 4.3 and A1 imply that for any f ∈ B, B ∈ Y,
(4.14) ‖{〈f, θ˜ξ〉}‖b ≤ ‖H‖b 7→b‖{〈f, ψ˜η〉}‖b ≤ C6C2‖f‖B.
Denote 1ξ := {δξη}η∈X . Then 1ξ ∈ b by A3 (c) and ‖1ξ‖b > 0 because b is
a quasi-normed space. Now, condition A3 (b) and inequality (4.14) imply
|θ˜ξ(f)| = |〈f, θ˜ξ〉| = 1‖1ξ‖b ‖〈f, θ˜ξ〉1ξ‖b ≤
1
‖1ξ‖b ‖{〈f, θ˜ξ〉}‖b ≤
C6C2
‖1ξ‖b ‖f‖B,
i.e. θ˜ξ (ξ ∈ X ) is a bounded linear functional on every B ∈ Y.
Also, for any f ∈ B by Lemma 4.2 T−1f ∈ B and using Lemma 4.1
(4.15) f = T (T−1f) =
∑
ξ∈X
〈T−1f, ψ˜ξ〉θξ.
Furthermore, from the fact that T−1 is a bounded operator onB and (4.4) it follows
that for any f ∈ B
T−1f =
∑
η∈X
〈f, ψ˜η〉T−1ψη,
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where the series converges unconditionally in B and hence in S ′. This and the fact
that ψ˜ξ ∈ S imply
(4.16) 〈T−1f, ψ˜ξ〉 =
∑
η∈X
〈T−1ψη, ψ˜ξ〉〈f, ψ˜η〉 = 〈f, θ˜ξ〉.
Here the series converges unconditionally and hence absolutely because of the un-
conditional convergence of the former series. From (4.15)–(4.16) it follows that
(4.17) f =
∑
ξ∈X
〈f, θ˜ξ〉θξ, f ∈ B,
where 〈f, θ˜ξ〉 is defined in (4.13) and the convergence is unconditional in B.
The following theorem shows that {θξ}, {θ˜ξ} is a pair of dual frames for all
spaces B ∈ Y if ǫ from (4.6) is sufficiently small.
Theorem 4.4. Let {ψξ}, {ψ˜ξ} be a pair of dual old frames for all B ∈ Y satisfying
conditions A1–A3 in Subsection 4.1. Assume {θξ}ξ∈X ⊂ ∩{B : B ∈ Y} satisfies
(4.6) and {θ˜ξ} is defined as in (4.13). Then the analysis operator Sθ˜ : B → b
and the synthesis operator Tθ : b → B are uniformly bounded for B ∈ Y, b ∈ Yd.
Furthermore, TθSθ˜ = I on B, i.e. for any f ∈ B, B ∈ Y, we have
(4.18) f =
∑
ξ∈X
〈f, θ˜ξ〉θξ,
where the convergence is unconditional in B, and
(4.19) ‖f‖B ≤ C7‖{〈f, θ˜ξ〉}‖b, ‖{〈f, θ˜ξ〉}‖b ≤ C8‖f‖B
with C7 = 2C1C2 and C8 = C2C5.
For a proof of Theorem 4.4 see the proof of Theorem 3.5 in [9].
The main assumption in constructing the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X is the oper-
ator norm condition (4.6). A standard tool for evaluating the operator norms in
sequence spaces is the following monotonicity lemma.
Lemma 4.5. Assume the quasi-norm in b(X ) satisfies conditions A3 (a)–(b) in
Subsection 4.1. If the entries of two matrices F = {fξ,η}ξ,η∈X ,G = {gξ,η}ξ,η∈X are
related by |fξ,η| ≤ gξ,η, ξ, η ∈ X , then the respective operators F , G are related by
(4.20) ‖F‖b→b ≤ ‖G‖b→b.
Proof. The relation between F and G implies
|(Fh)ξ| = |
∑
η∈X
hηfξ,η| ≤
∑
η∈X
|hη||fξ,η| ≤
∑
η∈X
|hη|gξ,η = (G|h|)ξ.
Now, (b) and (a) of A3 imply that for every h ∈ b(X )
‖Fh‖b ≤ ‖G|h|‖b ≤ ‖G‖b→b‖|h|‖b = ‖G‖b→b‖h‖b,
which implies (4.20). 
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4.3. Almost diagonal operators. In the next two sections we shall apply the
small perturbation method described above for construction of new frames for the
Besov spaces from
Y =
{Bsqp (Sd−1) : (s, p, q) ∈ Q(A)}
for an arbitrary fixed A > 1 as well as for the respective collection of Triebel-
Lizorkin spaces Fsqp (Sd−1). All spaces from Y satisfy (4.1) with C1 = C1(A).
On account of Theorem 3.12 and Remark 3.13 the frame Ψ = {ψξ}ξ∈X is real-
valued, self-dual, i.e. ψ˜ξ = ψξ, and conditionsA1–A2 in Subsection 4.1 are satisfied
with a constant C2 = C2(d,A, {ψξ}). Conditions A3 are trivially satisfied for the
sequence spaces bsqp , f
sq
p with 0 < p, q < ∞, s ∈ R, and for ℓp, 0 < p < ∞, as well.
It remains to establish sufficient conditions for verifying the operator norm bound
(4.6). To this end, using Lemma 4.5 one can compare the operator matrix elements
with the elements of an appropriate almost diagonal matrix (cf. [10, 20]).
The almost diagonal matrices we shall use are ΩK,M := {ω(K,M)ξ,η }ξ,η∈X with
entries
(4.21) ω
(K,M)
ξ,η :=
(
min{Nξ, Nη}
max{Nξ, Nη}
)K+(d−1)/2
1
(1 + min{Nξ, Nη}ρ(ξ, η))M
,
where Nξ := 2
j−1 for ξ ∈ Xj , j ≥ 0. Other (non-symmetric) examples of almost
diagonal matrices with index set X are given in [20, Definition 3.9].
We next show that under appropriate conditions on K and M the operator Ω
with matrix ΩK,M is bounded on b
sq
p and f
sq
p . In the following, we shall use the no-
tation J := (d−1)/min{1, p} in the case of b-spaces and J := (d−1)/min{1, p, q}
in the case of f-spaces.
Theorem 4.6. Let s ∈ R, 0 < p, q < ∞. For a fixed δ ∈ (0, 1] assume that
K,M ∈ N satisfy
(4.22) K ≥ max{s,J − s− d+ 1}+ δ and M ≥ J + δ.
Then the operator Ω with matrix ΩK,M is bounded on b
sq
p and on f
sq
p . More precisely,
there exists a constant C9 > 0 such that
‖Ωh‖bsqp ≤ C9‖h‖bsqp , ∀h ∈ bsqp ; ‖Ωh‖fsqp ≤ C9‖h‖fsqp , ∀h ∈ fsqp .
Here in the case of b-spaces the constant C9 can be written in the form
C9 =
( c†
δ2
+
( c†
δp
)2/p−1)(c⋆
δ
+
( c⋆
δq
)1/q)
,
and in the case of f-spaces in the form
C9 = c†
d/J+2|s/(d−1)+1/2|
(c⋆
δ
+
( c⋆
δq
)1/q) c˜1
δ
,
where c† is a constant depending only on d, c⋆ is an absolute constant, and c˜1 is the
constant from the maximal inequality (2.25) with 1/t = 1/min{1, p, q}+ δ/(d− 1).
Observe that if (s, p, q) ∈ Q(A) for some fixed A > 1 and δ = 1 then Theorem 4.6
holds with C9 depending only on d and A.
To streamline our presentation we defer the long tedious proof of Theorem 4.6
to Section 9.
In light of Theorem 4.6 we next use Proposition 2.5 and the localization property
(3.25) to show that the scalar products of the elements of the needlet system {ψξ}
from Subsection 3.5 are majorized by the entries of an almost diagonal matrix.
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Proposition 4.7. For any K ∈ N0 and M > d − 1 the needlet system {ψξ} from
Subsection 3.5 satisfies
(4.23) |〈ψη, ψξ〉| ≤ C10ω(K,M)ξ,η , ∀ξ, η ∈ X ,
where ω
(K,M)
ξ,η is defined in (4.21) and C10 = 2
Kc3c˜
2
4 with c3 from Proposition 2.5
and c˜4 from (3.25).
Proof. Let ξ ∈ Xj and η ∈ Xk. From (3.22) and (3.24) it readily follows that
〈ψη, ψξ〉 = 0 if |j − k| ≥ 2. The symmetry of ω(K,M)ξ,η implies that it suffices to
consider only the cases k = j and k = j + 1.
On account of (3.25) condition (2.37) is satisfied for g = ψξ with x1 = ξ, N1 =
Nξ, and κ1 = c˜4N
−(d−1)/2
ξ and condition (2.38) is satisfied for f = ψη with x2 = η,
N2 = Nη, and κ2 = c˜4N
−(d−1)/2
η . Then Proposition 2.5 and Nη = Nξ for k = j
or Nη = 2Nξ for k = j + 1 show that (4.23) is satisfied with C10 = c3c˜
2
4 or
C10 = 2
Kc3c˜
2
4, respectively. 
Note that a combination of Proposition 4.7, Lemma 4.5, and Theorem 4.6 readily
yields another proof of (4.5).
Corollary 4.8. Let b = bsqp or b = f
sq
p with (s, p, q) ∈ Q(A) for a fixed A > 1.
Then {ψξ} satisfies (4.5) with a constant C3 depending only on d, A and ϕ, namely
C3 = C9C10, where C9 is from Theorem 4.6 with K = M = ⌈Ad⌉ and C10 is from
Proposition 4.7 with the same K and M .
Proof. As K and M satisfy assumption (4.22) of Theorem 4.6 with δ = 1, Propo-
sition 4.7, Lemma 4.5, and Theorem 4.6 imply that (4.5) is valid with C3 =
C9C10. 
We shall also apply Theorem 4.6 in Section 6 to show that condition (4.6) holds
for the constructed new Newtonian kernel frame.
5. Space localization of needlets and Newtonian kernels
The basic localization property of the needlets is given in (3.25). In this section
we establish some additional localization properties of the needlets introduced in
§3.5. We also introduce the localized kernels developed in [16]. These kernels are
linear combinations of shifts of the Newtonian kernel and will be the building blocks
in the construction of Newtonian kernel frames in Section 6.
5.1. Properties of the needlets. Let N := 2j−1, j ∈ N, and assume that the
integer parameter K is even, i.e. K ∈ 2N. Let ϕ be the C∞[0,∞) function
introduced in Subsection 3.5. We define (cf. (3.22))
(5.1) KN (u) := Ψj(u) =
∞∑
k=0
ϕ
( k
N
)
Zk(u) =
∑
N/2<k<2N
ϕ
( k
N
)
Zk(u)
and
(5.2) ΛN(u) := (−1)K/2
∑
N/2<k<2N
ϕ
( k
N
)
[k(k + d− 2)]−K/2Zk(u),
where Zk is from (2.10). By (2.11) it follows that
−∆0Zk(η · x) = k(k + d− 2)Zk(η · x),
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implying
(5.3) ∆
K/2
0 ΛN (η · x) = KN (η · x), η, x ∈ Sd−1.
Here ∆0 is the Laplace-Beltrami operator on S
d−1 (see Subsection 2.1).
Given η ∈ Sd−1 we extend ΛN(η · x) and KN (η · x) by
(5.4) Λ˘N(η;x) := ΛN
(η · x
|x|
)
, K˘N (η;x) := KN
(η · x
|x|
)
, x ∈ Rd\{0}.
In light of (2.3) and (5.3) this implies
(5.5) ∆K/2Λ˘N (η;x) = ∆
K/2
0 ΛN (η · x) = KN (η · x) = K˘N (η;x), x ∈ Sd−1.
We shall need the following simple claim.
Lemma 5.1. Let W (x, y) :=
x · y
|x||y| for x, y ∈ R
d\{0}.
(a) For any j = 1, 2, . . . , d we have
∂
∂xj
W (x, y) = Pj(x, y)|x|−3|y|−1, x, y ∈ Rd\{0},
where Pj is a homogeneous polynomial of degree 2 in x and a homogeneous polyno-
mial of degree 1 in y and
(5.6)
∣∣∣ ∂
∂xj
W (x, y)
∣∣∣ ≤ 2ρ(x, y), ∣∣∣ ∂
∂yj
W (x, y)
∣∣∣ ≤ 2ρ(x, y), x, y ∈ Sd−1.
(b) For any multi-index β with |β| ≥ 1 and any G ∈ C|β|[−1, 1] we have the
representation
(5.7) ∂βxG(W (x, y)) =
∑
1≤ν≤|β|
G(ν)(W (x, y))Rβ,ν(x, y)|x|−ν−2|β||y|−ν
with
(5.8)
Rβ,ν(x, y) =
∑
µ
|µ|=2ν−|β|
d∏
k=1
(
|x|3|y| ∂
∂xj
W (x, y)
)µk
Qβ,ν,µ(x, y),
|β|
2
< ν ≤ |β|,
where x, y ∈ Rd\{0}, Rβ,ν, 1 ≤ ν ≤ |β|, is a homogeneous polynomial of degree
|β| + ν in x and a homogeneous polynomial of degree ν in y, and Qβ,ν,µ, |β|/2 <
ν ≤ |β|, is a homogeneous polynomial of degree 3|β| − 3ν in x and a homogeneous
polynomial of degree |β|−ν in y. The coefficients of Rβ,ν and Qβ,ν,µ are independent
of G and some of the polynomials Qβ,ν,µ are identically equal to zero.
(c) For any multi indices α, β with |α| = 1, |β| ≥ 0 and any G ∈ C|β|+1[−1, 1]
we have the representation
(5.9) ∂αy ∂
β
xG(W (x, y))
=
∑
0≤ν≤|β|
G(ν+1)(W (x, y))(∂αyW (x, y))Rβ,ν(x, y)|x|−ν−2|β||y|−ν
+
∑
1≤ν≤|β|
G(ν)(W (x, y))
[|y|2∂αyRβ,ν(x, y)− νyαRβ,ν(x, y)]|x|−ν−2|β||y|−ν−2,
where x, y ∈ Rd\{0}, R0,0 ≡ 1 and Rβ,ν, 1 ≤ ν ≤ |β|, are from part (b).
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Proof. Clearly,
∂
∂xj
W (x, y) = |x|−3|y|−1
∑
ν 6=j
xν(yjxν − yνxj)
= |x|−3|y|−1
∑
ν 6=j
xν [yj(xν − yν)− yν(xj − yj)]
and the first inequality of part (a) follows using the Cauchy-Schwarz inequality and
that |x−y| ≤ ρ(x, y) for x, y ∈ Sd−1. The second inequality of part (a) follows from
the first one by symmetry.
Part (b) follows by induction on |β|. Note that Rβ,ν is defined recursively by
R(0,...,0),0(x, y) ≡ 1, Rβ,0(x, y) ≡ 0 for |β| ≥ 1, Rβ,|β|+1(x, y) ≡ 0 for |β| ≥ 0, and
for |α| = 1, |β| ≥ 0
Rβ+α,ν(x, y) = (|x|3|y|∂αxW (x, y))Rβ,ν−1(x, y)
+ |x|2∂αxRβ,ν(x, y)− (ν + 2|β|)xαRβ,ν(x, y), 1 ≤ ν ≤ |β|+ 1.
Part (c) follows from part (b) by differentiating (5.7) with respect to y for |β| ≥ 1
or trivially for |β| = 0. 
From Lemma 5.1 one easily derives localization estimates for zonal functions.
Lemma 5.2. Let K, d ∈ N, G ∈ CK [−1, 1]. Assume that for some N ≥ 1 and
M > 0
(5.10) |G(ν)(u)| ≤ κN
2ν
(1 +N arccosu)M+ν
, ∀u ∈ [−1, 1], 0 ≤ ν ≤ K,
where κ > 0 is a constant depending on K, d, M , and N . Then for all x, y ∈ Sd−1
we have
(5.11)
∣∣∣∂βxG( y · x|y||x|
)∣∣∣ ≤ c κN |β|
(1 +Nρ(y, x))M
, 0 ≤ |β| ≤ K,
(5.12)
∣∣∣∂αy ∂βxG( y · x|y||x|
)∣∣∣ ≤ c κN |β|+1
(1 +Nρ(y, x))M
, |α| = 1, 0 ≤ |β| ≤ K − 1,
where c > 0 is a constant depending only on K and d.
Proof. For |β| = 0 (5.10) with ν = 0 coincides with (5.11) with c = 1.
Let 1 ≤ |β| ≤ K. From (5.6) and (5.8) we get |Rβ,ν(x, y)| ≤ cρ(x, y)(2ν−|β|)+ ,
x, y ∈ Sd−1. Using this estimate and (5.10) with u = y ·x = cos ρ(y, x), x, y ∈ Sd−1,
in (5.7) we get∣∣∣∂βxG( y · x|y||x|
)∣∣∣ ≤ c ∑
1≤ν≤|β|
|G(ν)(y · x)|ρ(y, x)(2ν−|β|)+
≤ c
∑
1≤ν≤|β|
κN2ν(1 +Nρ(y, x))−M−νρ(y, x)(2ν−|β|)+
≤ c
∑
1≤ν≤|β|
κN2ν−(2ν−|β|)+(1 +Nρ(y, x))−M−ν+(2ν−|β|)+
≤ cκN |β|(1 +Nρ(y, x))−M ,
which confirms (5.11).
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For the proof of (5.12) with the help of (5.6) and (5.8) we estimate the quantities
in (5.9) for x, y ∈ Sd−1 as follows
|(∂αyW (x, y))Rβ,ν(x, y)| ≤ cρ(x, y)1+(2ν−|β|)+ ,∣∣|y|2∂αyRβ,ν(x, y)− νyαRβ,ν(x, y)∣∣ ≤ cρ(x, y)(2ν−|β|−1)+ .
Now (5.9) implies for x, y ∈ Sd−1∣∣∣∂αy ∂βxG( y · x|y||x|
)∣∣∣ ≤ c ∑
0≤ν≤|β|
|G(ν+1)(y · x)|ρ(y, x)1+(2ν−|β|)+
+ c
∑
1≤ν≤|β|
|G(ν)(y · x)|ρ(y, x)(2ν−|β|−1)+
and one completes the proof of (5.12) along the lines of proof of (5.11). 
For Λ˘N , K˘N and their partial derivatives we have the following estimates:
Proposition 5.3. For any N ≥ 1, K ∈ N, M > 0 and x, η ∈ Sd−1 we have
(5.13)
∣∣∂βΛ˘N (η;x)∣∣ ≤ c4 N−K+|β|+d−1
(1 +Nρ(η, x))M
, 0 ≤ |β| ≤ K + 1,
(5.14)
∣∣∂αη ∂βxΛN( η · x|η||x|
)∣∣ ≤ c4 N−K+|β|+d
(1 +Nρ(η, x))M
, |α| = 1, 0 ≤ |β| ≤ K,
and
(5.15)
∣∣∂βK˘N (η;x)∣∣ ≤ c5 N |β|+d−1
(1 +Nρ(η, x))M
, 0 ≤ |β| ≤ K + 1,
(5.16)
∣∣∂αη ∂βxKN( η · x|η||x|
)∣∣ ≤ c5 N |β|+d
(1 +Nρ(η, x))M
, |α| = 1, 0 ≤ |β| ≤ K.
where c4, c5 depend only on d,K,M , and ϕ.
Proof. Let λ(t) := (−1)K/2N−K(t[t+ (d− 1)/N ])−K/2ϕ(t), t ∈ [0,∞). Clearly,
ΛN (u) =
∑
N/2<k<2N
λ
( k
N
)
Zk(u), λ ∈ C∞[0,∞), and suppλ ⊂ [1/2, 2].
It is readily seen that ‖λ(m)‖∞ ≤ cN−K for each m ≥ 0 with c = c(d,m,K, ϕ).
Then for any M > 0 by Theorem 2.1 with M +K + 1 instead of M we have
(5.17) |Λ(ν)N (cos θ)| ≤
cN−K+d−1N2ν
(1 +N |θ|)M+K+1 , |θ| ≤ π, 0 ≤ ν ≤ K + 1,
where c = c(d,M,K,ϕ). Applying Lemma 5.2 with κ = cN−K+d−1, K replaced
by K + 1, and (5.17) with |θ| = ρ(η, x) we get (5.13) and (5.14).
For the localization of KN we use (5.1) and the fact that ‖ϕ(m)‖∞ ≤ c for each
m ≥ 0 with c = c(d,m, ϕ). Thus for any M > 0 by Theorem 2.1 with M replaced
by M +K + 1 we obtain
|K(ν)N (cos θ)| ≤
cNd−1N2ν
(1 +N |θ|)M+K+1 , |θ| ≤ π, 0 ≤ ν ≤ K + 1.
This estimate along with Lemma 5.2 with κ = cNd−1 and K replaced by K + 1
imply (5.15) and (5.16). 
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For ξ ∈ Xj , j ∈ N0, we set Nξ := 2j−1. The elements of the needlet frame
Ψ = {ψξ(x) : ξ ∈ X}, defined in (3.24), can be represented in terms of the kernels
KN as follows
(5.18) ψξ(x) := C
⋄
ξψ
⋄
ξ (x), ψ
⋄
ξ (x) := KNξ(ξ · x) = Ψj(ξ · x), C⋄ξ := w˜1/2ξ
for x ∈ Sd−1, ξ ∈ Xj , j ∈ N, and the coefficients C⋄ξ satisfy
(5.19) C⋄ξ ≤ c9N−(d−1)/2ξ , ξ ∈ X ,
with c9 = 2
(1−d)/2c
1/2
7 depending only on d (cf. (2.21)).
In the following sections we assume that the needlet frame Ψ is fixed; the de-
pendence of some of the constants on ϕ will not be indicated explicitly.
5.2. Highly localized kernels in terms of shifts of the Newtonian kernel.
As already explained in the introduction our tool for approximation of harmonic
functions on the ball will consist of linear combinations of shifts of the Newtonian
kernel:
1
|x|d−2 in dimension d > 2 or ln
1
|x| if d = 2,
just as in (1.1). The poor localization of the Newtonian kernel, however, creates
problems. Its directional derivatives achieve much better localization and are well
approximated by finite differences. However, as explained in [16] they do not have
either the right localization in the sense of (2.5) or L1(Sd−1) normalization.
We next invoke Theorem 3.1 from [16] to show (see Corollary 5.5 below) the
existence of highly localized summability kernels that are linear combinations of
finitely many directional derivatives of the Newtonian kernel. Consequently, they
will be arbitrarily well approximated by linear combinations of a fixed number of
shifts of the Newtonian kernel.
Theorem 5.4 (Theorem 3.1 in [16]). Let d ≥ 2, M > d − 2, and 0 < ε ≤ 1. Set
a := 1 + ε, δ := 1− a−2 and
(5.20) m := ⌈(M − d+ 2)/2⌉ .
Consider the function
(5.21) Fε(u) := ε2m−1(a2 + 1− 2au)−d/2+1−m, u ∈ [−1, 1].
The function Fε has these properties:
(5.22) Fε(x · η) = ε2m−1|x− aη|−d+2−2m, ∀x, η ∈ Sd−1,
(5.23) 0 < Fε(x · η) ≤ c
#
1 ε
−d+1
(1 + ε−1ρ(x, η))M
, ∀x, η ∈ Sd−1,
and
(5.24)
∫
Sd−1
Fε(x · η)dσ(x) ≥ c#2 > 0, ∀η ∈ Sd−1,
where c#1 , c
#
2 > 0 are constants depending only on m and d. Furthermore, there
exist real numbers b0, b1, . . . , bm depending only on ε, m, and d such that for every
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η ∈ Sd−1 the function Fε(x · η) is the restriction on Sd−1 of the harmonic function
Fε,m defined on R
d \ {aη} by
(5.25) Fε,m(aη, x) :=
m∑
ℓ=0
bℓ(η · ∇)ℓ|x− aη|2−d if d ≥ 3,
or
(5.26) Fε,m(aη, x) := b0 +
m∑
ℓ=1
bℓ(η · ∇)ℓ ln 1|x− aη| if d = 2.
We define the univariate function
(5.27) Fε(u) := κε,m,dFε(u), u ∈ [−1, 1],
where Fε is defined in (5.21) and
(5.28) κε,m,d :=
(∫
Sd−1
Fε(x · η) dσ(x)
)−1
, ∀η ∈ Sd−1.
Note that κε,m,d is independent of η and (5.24) implies
κε,m,d ≤ 1/c#2 , ∀ 0 < ε ≤ 1.
Given η ∈ Sd−1 we extend Fε(η · x) just as KN (η · x) in (5.4) by
(5.29) F˘ε(η;x) = Fε
(η · x
|x|
)
, x ∈ Rd\{0}.
In this case (2.3) takes the form
(5.30) ∆F˘ε(η;x) = ∆0Fε(η · x), x ∈ Sd−1.
We use F˘ε to bound the derivatives of Fε(η · x) for x ∈ Sd−1.
Corollary 5.5. Let d ≥ 2, M > d− 2, K ∈ N. Let 0 < ε ≤ 1 and let Fε be defined
by (5.27)–(5.28). Then for all x, η ∈ Sd−1 we have
(5.31) Fε(η · x) = κε,m,dFε,m(aη, x),
(5.32)
∫
Sd−1
Fε(η · y) dσ(y) = 1,
(5.33)
∣∣∂βF˘ε(η;x)∣∣ ≤ c8 (ε−1)|β|+d−1
(1 + ε−1ρ(η, x))M
, 0 ≤ |β| ≤ 2K + 1,
(5.34)
∣∣∂αη ∂βxFε( η · x|η||x|
)∣∣ ≤ c8 (ε−1)|β|+d
(1 + ε−1ρ(η, x))M
, |α| = 1, 0 ≤ |β| ≤ 2K,
where F˘ε is defined by (5.29) and c8 depends only on d,K,M .
Proof. Identity (5.31) follows from (5.27) and the second part of Theorem 5.4, while
(5.32) follows from (5.27) and (5.28). From (5.27) and (5.21) it follows that for any
ν ∈ N0
F (ν)ε (u) = κε,m,d a
νε2m−1(a2 + 1− 2au)−d/2+1−m−ν
ν−1∏
k=0
(2m+ d− 2 + 2k).
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On the other hand, using that a = 1 + ε it is easy to show that
1
5
≤ (a
2 + 1− 2au)1/2
ε(1 + ε−1 arccosu)
≤ 2, u ∈ [−1, 1],
see the proof of inequalities (3.7) in [16]. The above, (5.20), and (5.24) yield
|F (ν)ε (u)| ≤
cε−(2ν+d−1)
(1 + ε−1 arccosu)d−2+2m+2ν
≤ cε
−(2ν+d−1)
(1 + ε−1 arccosu)M+ν
with c depending on d, m, and ν. In turn, this estimate and Lemma 5.2 with
G = Fε, N = ε
−1, κ = cNd−1, and K replaced by 2K + 1 imply (5.33) and
(5.34). 
Note that the extension F˘ε(η;x) of Fε(η · x) from (5.29) is different from its
harmonic extension κε,m,dFε,m(aη, x) given in (5.31) of the form (5.25)–(5.26).
6. Frames in terms of shifts of the Newtonian kernel
We now come to the most technical part of our development – the construction
of a frame whose elements are finite lineal combinations of shifts of the Newtonian
kernel. We shall carry our this construction in several steps.
6.1. The main technical step in the construction of the new frame on Sd−1.
We now focus on the construction of highly localized frame elements {θξ : ξ ∈ X}
of the form
(6.1) θξ(x) =
n˜∑
ν=1
aν
|x− yν |d−2 , if d > 2,
or
(6.2) θξ(x) =
n˜∑
ν=1
aν ln
1
|x− yν | , if d = 2.
Here yν ∈ Rd with |yν | > 1, aν ∈ R, and {yν}n˜ν=1 and {aν}n˜ν=1 may vary with
ξ ∈ X , but n˜ is fixed.
Assume that Ψ = {ψξ : ξ ∈ X}, X = ∪j≥0Xj , is the existing frame, described
in §3.5. For the construction of the new frame elements {θξ} we utilize the small
perturbation method, described in §4. In applying this scheme the main step is to
construct frame elements θξ, ξ ∈ X , of the form (6.1)–(6.2) so that
(6.3) |〈ψη − θη, ψξ〉| ≤ γ0ωξ,η, ξ, η ∈ X ,
and
(6.4) |ψξ(x)− θξ(x)| ≤
γ0N
(d−1)/2
ξ
(1 +Nξρ(x, ξ))M
, x ∈ Sd−1, ξ ∈ X .
Here Nξ = 2
j−1 for ξ ∈ Xj , γ0 > 0 is a small parameter, ωξ,η are the entries
of an almost diagonal matrix like ω
(K,M)
ξ,η from (4.21), and M > 0 is sufficiently
large. The result of this construction will be a frame {θξ}ξ∈X for the Besov and
Triebel-Lizorkin spaces of interest.
It will be convenient to us to approximate the essentially L1-normalized frame
elements ψ⋄ξ (x) := KNξ(ξ · x) defined in (5.18) by essentially L1-normalized new
frame elements θ⋄ξ . Then multiplication by constants C
⋄
ξ (see (5.18)) will complete
the construction of L2-normalized frame elements.
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The construction of the new frame elements θ⋄ξ will be carried out in four steps:
(a) Approximation of KNξ(ξ · x), ξ ∈ X , by convolving KNξ with the kernel
Fε(y · x) from (5.31).
(b) Discretization of the convolutions by using the cubature formula from (2.19).
(c) Truncation of the resulting sums.
(d) Approximation of the truncated sums by discrete versions of the operators
involved.
These approximation steps will be governed by four small parameters (con-
stants): γ1, γ2, γ3, γ4 > 0. The relations between these parameters and all involved
constants will be carefully traced.
We next introduce some convenient notation and set up the approximation steps
described above. For the only index ξ ∈ X0 we set θξ(x) := ψξ(x) ≡ 1. In the
remaining part of this subsection we consider ξ ∈ X \ X0 = ∪∞j=1Xj .
Given 0 < γ1 ≤ 1 (to be selected), we set
(6.5) ε := γ1/Nξ
and define
(6.6) g1(ξ;x) :=
∫
Sd−1
ΛNξ(ξ · y)Fε(y · x) dσ(y), x ∈ Sd−1,
where ΛNξ is defined in (5.2), Fε(y · x) is the kernel from (5.31) with ε from (6.5),
and m from (5.20).
Given 0 < γ2 ≤ γ1 (to be selected), we let Zj ⊂ Sd−1 be a fixed maximal δ-
net with δ := γ22
−j+1 and let {Aζ}ζ∈Zj be the associated partition of Sd−1 (see
Subsection 2.3). Applying cubature formula (2.19) with nodes ζ ∈ Zj and weights
wζ = |Aζ | to (6.6) we arrive at
(6.7) g2(ξ;x) :=
∑
ζ∈Zj
wζΛNξ(ξ · ζ)Fε(ζ · x), x ∈ Sd−1.
Observe that there is no connection between the nodal sets Xj and Zj (j ∈ N).
In particular, the cubature
∑
ζ∈Zj
wζf(ζ) from (2.19) has to be exact only for
constants, while the cubature
∑
ξ∈Xj
w˜ξf(ξ) from (2.22) is required to be exact for
all spherical harmonics of degree ≤ 2j+1.
Given 0 < γ3 ≤ 1 (to be determined), we truncate the sum in (6.7) by including
only the nodes within distance rξ := (γ3Nξ)
−1 from ξ to obtain
(6.8) g3(ξ;x) :=
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)Fε(ζ · x), x ∈ Sd−1.
The functions g1(ξ;x), g2(ξ;x), and g3(ξ;x) should be viewed as consecutive ap-
proximations of ΛNξ(ξ · x).
We obtain consecutive approximations to KNξ(ξ · x) by applying ∆K/20 to each
of the functions g1, g2, g3 in (6.6), (6.7), and (6.8). We set
(6.9) h1(ξ;x) := ∆
K/2
0 g1(ξ;x) = ∆
K/2
0
∫
Sd−1
ΛNξ(x · y)Fε(y · ξ) dσ(y)
=
∫
Sd−1
∆
K/2
0 ΛNξ(x · y)Fε(y · ξ) dσ(y) =
∫
Sd−1
KNξ(x · y)Fε(y · ξ) dσ(y),
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(6.10) h2(ξ;x) := ∆
K/2
0 g2(ξ;x) =
∑
ζ∈Zj
wζΛNξ(ξ · ζ)∆K/20 Fε(ζ · x),
(6.11) h3(ξ;x) := ∆
K/2
0 g3(ξ;x) =
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)∆K/20 Fε(ζ · x).
Above in (6.9) we first used the commutativity of the inner product of zonal func-
tions (2.29) in the definition of g1 followed by (5.3) in the last equality.
Observe that h3(ξ;x) is a linear combination of finitely many (independent of ξ)
terms of the form
∆
K/2
0 Fε(ζ · x) = κε,m,d
m∑
ℓ=0
bℓ∆
K/2
0 (ζ · ∇)ℓ|x− aζ|2−d, if d ≥ 3,
see (5.25), (5.28), and (5.31). We have a similar representation of h3(ξ;x) in dimen-
sion d = 2. Replacing the differential operator ∆
K/2
0 (ζ · ∇)ℓ in (6.11) by its discrete
counterpart L
K/2
t D
ℓ
t(ζ) with an appropriate small t = tj > 0 (to be specified) we
arrive at the following definition of θ⋄ξ , ξ ∈ Xj , j ∈ N, in dimension d ≥ 3
(6.12) θ⋄ξ (x) := κε,m,d
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)
m∑
ℓ=0
bℓL
K/2
tj D
ℓ
tj (ζ)|x − aζ|2−d.
If d = 2 we set
(6.13) θ⋄ξ (x) := κε,m,2
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)
m∑
ℓ=1
bℓL
K/2
tj D
ℓ
tj (ζ) ln
1
|x− aζ| .
Several remarks are in order:
(1) The finite difference operator Dℓt(ς) := t
−ℓ
∑ℓ
k=0(−1)ℓ−k
(
ℓ
k
)
T (ς, kt) is de-
fined by the translation operator (in Rd) in direction ς ∈ Sd−1 with step t
given by T (ς, t)f(x) = f(x+ tς) for x ∈ Rd.
(2) Following [8, p. 23 or (4.2.1) on p. 81] the rotation Q1,2,t ∈ SO(d) is given
by
Q1,2,tς = Q1,2,t(ς1, ς2, . . . , ςd)
:= (ς1 cos t+ ς2 sin t,−ς1 sin t+ ς2 cos t, ς3, . . . , ςd), ς ∈ Sd−1,
and Qi,ℓ,tς is defined similarly for any 1 ≤ i < ℓ ≤ d. The translation
operator corresponding to the rotation Qi,ℓ,t, 1 ≤ i < ℓ ≤ d, is given by
T (Qi,ℓ,t)f(ς) := f(Q
−1
i,ℓ,tς) = f(Qi,ℓ,−tς).
The operator
Ltf(ς) := t
−2
∑
1≤i<ℓ≤d
(T (Qi,ℓ,t) + T (Qi,ℓ,−t)− 2I)f(ς),
where I stands for the identity, approximates well ∆0f(ς) for small t; the
powers of Lt are defined as usual by L
k
t := Lt(L
k−1
t ).
(3) The numbers a, δ,m, and bℓ, ℓ = 0, 1, . . . ,m, are determined in Theorem 5.4
as functions of ε from (6.5) and M .
We now come to the first main assertion in this section.
NONLINEAR APPROXIMATION OF HARMONIC FUNCTIONS 33
Theorem 6.1. Let d ≥ 2, K ∈ 2N, M > K + d− 1, and γ0 > 0. Then there exist
constants γ1, γ2, γ3, γ4 > 0 depending only on d,K,M, γ0, and for every j ∈ N
there exists tj > 0 depending only on d,K,M, γ0, and j such that for every ξ ∈ X
the element θ⋄ξ from (6.12) or (6.13) obeys
(6.14)
∣∣∂β[ψ˘⋄ξ (x) − θ˘⋄ξ (x)]∣∣ ≤ γ0N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, ∀x ∈ Sd−1, 0 ≤ |β| ≤ K,
(6.15)
∣∣∣ ∫
Sd−1
yβ
[
ψ⋄ξ (y)− θ⋄ξ (y)
]
dσ(y)
∣∣∣ ≤ γ0N−Kξ , 0 ≤ |β| ≤ K − 1.
Here θ˘⋄ξ (x) := θ
⋄
ξ (x/|x|), x ∈ Rd \ {0}, and ψ˘⋄ξ (x) := K˘Nξ(ξ;x), see (5.4), (5.18).
The proof of Theorem 6.1 relies on four lemmas, which establish estimates similar
to estimates (6.14) and (6.15) for the differences ψ⋄ξ − h1(ξ; ·), h1(ξ; ·) − h2(ξ; ·),
h2(ξ; ·) − h3(ξ; ·), and h3(ξ; ·) − θ⋄ξ . The values of the parameters γ1, γ2, γ3, γ4,
used in these four lemmas will be selected in the proof of Theorem 6.1 (see (6.35)).
In light of the last integral in (6.9) we define
h˘1(ξ;x) :=
∫
Sd−1
K˘Nξ(y;x)Fε(y · ξ) dσ(y), x ∈ Rd \ {0},
where K˘Nξ(y;x) is defined in (5.4) and ε is from (6.5).
Lemma 6.2. Let ξ ∈ Xj, j ∈ N, K ∈ 2N, and M > K + d− 1. If 0 < γ1 ≤ 1, ε is
from (6.5) and Fε is from (5.27), then:
(a) For any β, 0 ≤ |β| ≤ K,
(6.16)
∣∣∂β[K˘Nξ(ξ;x) − h˘1(ξ;x)]∣∣ ≤ c10 γ1N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, ∀x ∈ Sd−1;
(b) For any β, 0 ≤ |β| ≤ K − 1,
(6.17)
∣∣∣ ∫
Sd−1
yβ
[KNξ(ξ · y)− h1(ξ; y)] dσ(y)∣∣∣ ≤ c10γ1N−Kξ ,
where c10 depends only on d,K,M .
Proof. Let 0 ≤ |β| ≤ K. We apply Proposition 2.4 with g(y) = ∂βx K˘Nξ(y;x), x1=x,
N1 = Nξ, κ1 = c5N
|β|
ξ on account of (5.16), and with f(y) = Fε(ξ · y), x2 = ξ,
N2 = 1/ε, ε = γ1/Nξ, κ2 = c8 on account of (5.33) with β = 0. Observe that
N2 = Nξ/γ1 ≥ N1. Hence, because of (5.32), inequality (2.36) implies
(6.18)
∣∣∂βx h˘1(ξ;x) − ∂βx K˘Nξ(ξ;x)∣∣ ≤ c2c5c8 γ1N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, x ∈ Sd−1.
For the proof of (6.17) we apply Proposition 2.4 with x1 = ξ, N1 = Nξ, g(y) =
ΛNξ(ξ; y), κ1 = c4N
−K
ξ in view of (5.13) with |β| = 1, f(y) = Fε(x · y) with any
fixed x ∈ Sd−1, N2 = 1/ε, ε = γ1/Nξ, κ2 = c8 in view of (5.33) with β = 0.
Consequently, because of (5.32), inequality (2.36) implies
(6.19)
∣∣ΛNξ(ξ · x)− g1(ξ;x)∣∣ ≤ c11 γ1N−K+d−1ξ(1 +Nξρ(ξ, x))M , x ∈ Sd−1,
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with c11 := c2c4c8. Now, for 0 ≤ |β| ≤ K − 1 we apply consecutively (5.3), (6.9),
the fact that the operator ∆0 is symmetric, (6.19) with y in place of x, (2.6), and
(2.8) to obtain
(6.20)
∣∣∣ ∫
Sd−1
yβ
[KNξ(ξ · y)− h1(ξ; y)] dσ(y)∣∣∣
=
∣∣∣ ∫
Sd−1
yβ∆
K/2
0
[
ΛNξ(ξ · y)− g1(ξ; y)
]
dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
[
ΛNξ(ξ · y)− g1(ξ; y)
]
∆
K/2
0 y
βdσ(y)
∣∣∣ ≤ c11c0c6γ1N−Kξ .
Finally, (6.18) and (6.20) imply (6.16) and (6.17) with c10 := max{c2c5c8, c11c0c6}.
The proof is complete. 
The first integral in (6.9), (2.29), and identity (5.30) give another representation
of h˘1(ξ;x), namely,
(6.21) h˘1(ξ;x) =
∫
Sd−1
ΛNξ(ξ · y)∆K/2F˘ε(y;x) dσ(y), x ∈ Rd \ {0},
with F˘ε(y;x) defined in (5.29). Using (6.10) and (5.30) we also set for ξ ∈ Xj
(6.22) h˘2(ξ;x) :=
∑
ζ∈Zj
wζΛNξ(ξ · ζ)∆K/2F˘ε(ζ;x), x ∈ Rd \ {0}.
Lemma 6.3. Assume ξ ∈ Xj , j ∈ N, K ∈ 2N, M > K + d − 1, and let γ1, ε, Fε
be as in Lemma 6.2. If 0 < γ2 ≤ γ1 and F˘ε is from (5.29), then:
(a) For any β, 0 ≤ |β| ≤ K,
(6.23)
∣∣∂β[h˘1(ξ;x)− h˘2(ξ;x)]∣∣ ≤ c20γ2γ−2K−11 N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, ∀x ∈ Sd−1;
(b) For any β, 0 ≤ |β| ≤ K − 1,
(6.24)
∣∣∣ ∫
Sd−1
yβ [h1(ξ; y)− h2(ξ; y)] dσ(y)
∣∣∣ ≤ c20γ2γ−2K−11 N−Kξ ,
where c20 depends only on d,K,M .
Proof. Let 0 ≤ |β| ≤ K. From (6.21) and (6.22) we get
(6.25)
∣∣∂β[h˘1(ξ;x)− h˘2(ξ;x)]∣∣
=
∣∣∣ ∫
Sd−1
ΛNξ(ξ · y)∂β∆K/2F˘ε(y;x)dσ(y) −
∑
ζ∈Zj
wζΛNξ(ξ · ζ)∂β∆K/2F˘ε(ζ;x)
∣∣∣
=
∣∣∣ ∫
Sd−1
[
ΛNξ(ξ · y)∂β∆K/2F˘ε(y;x)− ΛNξ(ξ · ζ(y))∂β∆K/2F˘ε(ζ(y);x)
]
dσ(y)
∣∣∣
≤
∣∣∣ ∫
Sd−1
ΛNξ(ξ · y)
[
∂β∆K/2F˘ε(y;x)− ∂β∆K/2F˘ε(ζ(y);x)
]
dσ(y)
∣∣∣
+
∣∣∣ ∫
Sd−1
[
ΛNξ(ξ · y)− ΛNξ(ξ · ζ(y))
]
∂β∆K/2F˘ε(ζ(y);x)dσ(y)
∣∣∣,
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where ζ(y) is defined in §2.3. Let η = η(s), s ∈ [0, ρ], ρ = ρ(y, ζ(y)), be the geodesic
line on Sd−1 such that η(0) = y and η(ρ) = ζ(y). Then
∂β∆K/2F˘ε(y;x)− ∂β∆K/2F˘ε(ζ(y);x) =
∫ ρ
0
∇η∂βx∆K/2x Fε
( η · x
|η||x|
)∣∣∣∣
η=η(s)
· η′(s) ds.
Using in the above representation (5.34), (2.7), ρ(y, ζ(y)) ≤ γ2N−1ξ , γ2 ≤ γ1 ≤ 1
we get
∣∣∂β∆K/2F˘ε(y;x)− ∂β∆K/2F˘ε(ζ(y);x)∣∣ ≤ c21 γ2N−1ξ ε−(K+|β|+d)
(1 + ε−1ρ(y, x))M
= c21
γ2γ
−(K+|β|+1)
1 N
K+|β|
ξ ε
−d+1
(1 + ε−1ρ(y, x))M
, x, y ∈ Sd−1.
Applying Proposition 2.5 with g(y) = ΛNξ(ξ ·x), N1 = Nξ, κ1 = c4N−Kξ (because of
(5.13) with β = 0), f(y) = ∂β∆K/2F˘ε(y;x) − ∂β∆K/2F˘ε(ζ(y);x), N2 = 1/ε ≥ N1,
and κ2 = c21γ2γ
−2K−1
1 N
K+|β|
ξ (using the above estimate) we get∣∣∣ ∫
Sd−1
ΛNξ(ξ · y)
[
∂β∆K/2F˘ε(y;x)− ∂β∆K/2F˘ε(ζ(y);x)
]
dσ(y)
∣∣∣
≤ c3c4c21
γ2γ
−2K−1
1 N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, x ∈ Sd−1.
Similarly, using (5.14) and (5.33) we obtain
∣∣∣ ∫
Sd−1
[
ΛNξ(ξ · y)− ΛNξ(ξ · ζ(y))
]
∂β∆K/2F˘ε(ζ(y);x)dσ(y)
∣∣∣
≤ c22
γ2γ
−2K
1 N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, x ∈ Sd−1.
Substituting the above two estimates in (6.25) we get (6.23) with c20 ≥ c23 :=
c22 + c3c4c21.
For the proof of (6.24) we repeat the arguments applied for the proof of (6.23)
and get
(6.26) |g1(ξ;x) − g2(ξ;x)| ≤ c24
γ2γ
−1
1 N
−K+d−1
ξ
(1 +Nξρ(ξ, x))M
.
Now, for 0 ≤ |β| ≤ K − 1 we apply consecutively (6.9), (6.10), the fact that the
operator ∆0 is symmetric, (6.26), (2.6), and (2.8) to obtain∣∣∣ ∫
Sd−1
yβ [h1(ξ; y)− h2(ξ; y)] dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
yβ∆
K/2
0 [g1(ξ; y)− g2(ξ; y)] dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
[g1(ξ; y)− g2(ξ; y)]∆K/20 yβdσ(y)
∣∣∣ ≤ c0c6c24γ2γ−11 N−Kξ ,
which yields (6.24) with c20 = max{c23, c0c6c24} in view of γ1 ≤ 1. 
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The estimates on h2(ξ; ·) − h3(ξ; ·) are given in the following lemma, where
h˘2(ξ;x) is as in Lemma 6.3 and for ξ ∈ Xj we set
h˘3(ξ;x) =
∑
ζ∈Zj:ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)∆K/2F˘ε(ζ;x).
Lemma 6.4. Let ξ ∈ Xj , j ∈ N, K ∈ 2N, M > K + d− 1, and let γ1, γ2, ε, F˘ε be
as in Lemma 6.3. If 0 < γ3 ≤ 1 and rξ = (γ3Nξ)−1, then:
(a) For any β, 0 ≤ |β| ≤ K, we have
(6.27)
∣∣∂β[h˘2(ξ;x) − h˘3(ξ;x)]∣∣ ≤ c30γ3γ−2K1 N
|β|+d−1
ξ
(1 +Nξρ(ξ, x))M
, ∀x ∈ Sd−1,
(b) For any β, 0 ≤ |β| ≤ K − 1, we have
(6.28)
∣∣∣ ∫
Sd−1
yβ [h2(ξ; y)− h3(ξ; y)] dσ(y)
∣∣∣ ≤ c30γ3γ−2K1 N−Kξ ,
where c30 depends only on d,K,M .
Proof. Let ξ ∈ Xj . Set Λ∗Nξ(u) := ΛNξ(u)1(rξ,π](u). Then for 0 ≤ |β| ≤ K we get
from (6.10) and (6.11)
∂β
[
h˘2(ξ;x) − h˘3(ξ;x)
]
=
∑
ζ∈Zj
wζΛ
∗
Nξ(ξ · ζ)∂β∆K/2F˘ε(ζ;x)
=
∫
Sd−1
Λ∗Nξ(ξ · ζ(y))∂β∆K/2F˘ε(ζ(y);x)dσ(y),(6.29)
where ζ(y) is defined in §2.3. For ΛNξ(ξ · x) estimate (5.13) with β = 0 and M
replaced by M + 1 yields
∣∣ΛNξ(ξ · x)∣∣ ≤ c∗4 N−K+d−1ξ(1 +Nξρ(ξ, x))M+1 , x ∈ Sd−1.
This estimate and the inequality (1 + Nξρ(ξ, x))
−M−1 ≤ γ3(1 + Nξρ(ξ, x))−M , if
ρ(ξ, x) > rξ, yield
∣∣Λ∗Nξ(ξ · x)∣∣ ≤ c∗4 γ3N
−K+d−1
ξ
(1 +Nξρ(ξ, x))M
, x ∈ Sd−1,
and hence
(6.30)
∣∣Λ∗Nξ(ξ · ζ(y))∣∣ ≤ c31 γ3N
−K+d−1
ξ
(1 +Nξρ(ξ, y))M
, y ∈ Sd−1,
with c31 = 2
Mc∗4 on account of ρ(y, ζ(y)) ≤ γ2N−1ξ ≤ N−1ξ and (2.7). Using (2.7)
again we get from (5.33)
(6.31)
∣∣∂β∆K/2F˘ε(ζ(y);x)∣∣ ≤ c32 ε−(K+|β|+d−1)
(1 + ε−1ρ(y, x))M
with c32 = 2
MdK/2c8. We now apply Proposition 2.5 to the integral in (6.29) with
x1 = ξ, g(y) = Λ
∗
Nξ
(ξ · ζ(y)), N1 = Nξ, κ1 = c31γ3N−Kξ from (6.30), x2 = x,
f(y) = ∂β∆K/2F˘ε(ζ(y);x), ε = γ1/Nξ, N2 = 1/ε ≥ N1, κ2 = c32(ε−1)K+|β| from
(6.31), and get (6.27) with c30 ≥ c3c31c32.
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For the proof of (6.28) we repeat the argument from the proof of (6.27) and get
(6.32) |g2(ξ;x)− g3(ξ;x)|
=
∣∣∣ ∫
Sd−1
Λ∗Nξ(ξ · ζ(y))Fε(ζ(y) · x)dσ(y)
∣∣∣ ≤ c33 γ3N−K+d−1ξ
(1 +Nξρ(ξ, x))M
.
Now, for 0 ≤ |β| ≤ K − 1 we apply consecutively (6.10), (6.11), the fact that the
operator ∆0 is symmetric, (6.32), (2.6), and (2.8) to obtain∣∣∣ ∫
Sd−1
yβ [h2(ξ; y)− h3(ξ; y)] dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
yβ∆
K/2
0 [g2(ξ; y)− g3(ξ; y)] dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
[g2(ξ; y)− g3(ξ; y)]∆K/20 yβdσ(y)
∣∣∣ ≤ c0c6c33γ3N−Kξ ,
which yields (6.28) with c30 ≥ c0c6c33 because of γ1 ≤ 1. Finally, we set c30 :=
max{c3c31c32, c0c6c33}. 
Lemma 6.5. Assume ξ ∈ Xj, j ∈ N, K ∈ 2N, M > K + d− 1, and let γ1, γ2, γ3,
ε, rξ, h˘3 be as in Lemma 6.4. Let θ˘
⋄
ξ (x) be defined by (6.12) if d ≥ 3 or by (6.13)
if d = 2 with x/|x| in the place of x. Then for any γ4 > 0 there exists tj > 0 such
that
(6.33)
∣∣∂β[h˘3(ξ;x)− θ˘⋄ξ (x)]∣∣ ≤ γ4N
|β|+d−1
ξ
(1 +Nξπ)M
, ∀x ∈ Sd−1, 0 ≤ |β| ≤ K,
(6.34)
∣∣∣ ∫
Sd−1
yβ
[
h3(ξ; y)− θ⋄ξ (y)
]
dσ(y)
∣∣∣ ≤ γ4N−Mξ , 0 ≤ |β| ≤ K − 1.
Proof. Inequalities (6.33) and (6.34) follow from (6.11)–(6.13) by approximating
the operator ∆
K/2
0 (ζ · ∇)m by LK/2t Dmt (ζ) as t→ 0 and the infinite smoothness of
|(1 + ε)ζ − x|−d+2 and log 1/|(1 + ε)ζ − x| on the compact Sd−1. 
Proof of Theorem 6.1. This proof follows at once by Lemmas 6.2, 6.3, 6.4, and 6.5
with the following selection of parameters:
(6.35)
γ1 := min{γ0/(4c10), 1}, γ2 := min{γ0γ2K+11 /(4c20), γ1},
γ3 := min{γ0γ2K1 /(4c30), 1}, γ4 := γ0/4.

6.2. Completion of the construction of new frames on Sd−1. We use the
scheme from Section 4 to complete the construction of a pair of dual frames {θξ}ξ∈X ,
{θ˜ξ}ξ∈X on Sd−1, where each frame element θξ is a linear combination of a fixed
number of shifts of the Newtonian kernel.
Following the definition ψξ(x) := C
⋄
ξψ
⋄
ξ (x) of the elements of old frame Ψ given
in (5.18), we similarly construct the elements
θξ(x) := C
⋄
ξ θ
⋄
ξ (x), ξ ∈ Xj , j ≥ 1,
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of the new frame Θ = {θξ}ξ∈X . In light of (6.12) and (6.13) we have for j ≥ 1
(6.36) θξ(x) := C
⋄
ξ κε,m,d
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ·ζ)
m∑
ℓ=0
bℓL
K/2
tj D
ℓ
tj (ζ)|x−aζ|2−d, d ≥ 3,
(6.37)
θξ(x) := C
⋄
ξ κε,m,2
∑
ζ∈Zj
ρ(ζ,ξ)≤rξ
wζΛNξ(ξ · ζ)
m∑
ℓ=1
bℓL
K/2
tj D
ℓ
tj (ζ) ln
1
|x− aζ| , d = 2.
The only frame element excluded from this definition is the constant function cor-
responding to ξ ∈ X0. For ξ ∈ X0 we set θξ(x) := ψξ(x) ≡ 1, x ∈ Sd−1.
In Theorem 6.7 below we collect some important properties of the new frame Θ.
Its proof is based on Theorem 6.1 and the following lemma.
Lemma 6.6. Let η ∈ X , K ∈ 2N, and M > K + d− 1.
(a) For any β, 0 ≤ |β| ≤ K, we have
(6.38)
∣∣∂βK˘Nη (η;x)∣∣ ≤ c40 N |β|+d−1η(1 +Nηρ(η, x))M , ∀x ∈ Sd−1,
with K˘Nη(η;x) given by (5.4).
(b) For any β, 0 ≤ |β| ≤ K − 1, we have
(6.39)
∣∣∣ ∫
Sd−1
yβKNη (η · y)dσ(y)
∣∣∣ ≤ c40N−Kη .
Proof. For η ∈ X0 we have K˘Nη(η;x) ≡ 1/ωd, Nη = 2−1, and inequalities (6.38),
(6.39) are trivial.
Let η ∈ X\X0. Inequality (5.15) with N = Nη yields (6.38) with c40 ≥ c5. For
any multi-index β, 0 ≤ |β| ≤ K − 1, we get from (5.3), the fact that the operator
∆0 is symmetric, (5.13) with β = 0 and N = Nη, (2.6), and (2.8) that∣∣∣ ∫
Sd−1
yβKNη (η · y)dσ(y)
∣∣∣ = ∣∣∣ ∫
Sd−1
yβ∆
K/2
0 ΛNη(η · y)dσ(y)
∣∣∣
=
∣∣∣ ∫
Sd−1
ΛNη(η · y)∆K/20 yβdσ(y)
∣∣∣ ≤ c0c6c4N−Kη ,
which proves the lemma with c40 := max{c5, c0c6c4}. 
Theorem 6.7. Let d ≥ 2, K ∈ 2N, M > K + d− 1, and 0 < γ0 ≤ 1. Then there
exist constants γ1, γ2, γ3, γ4 > 0 depending only on d,K,M, γ0, and for every
ξ ∈ Xj, j ∈ N, there exists tj > 0 depending only on d,K,M, γ0, and j such that:
(a) The new frame Θ = {θξ}ξ ∈ X is real-valued and satisfies
(6.40)
∣∣∂β θ˘ξ(x)∣∣ ≤ c41 N |β|+(d−1)/2ξ
(1 +Nξρ(ξ, x))M
, ∀x ∈ Sd−1, ∀ξ ∈ X , ∀β, 0 ≤ |β| ≤ K,
(6.41) | 〈ψη, ψξ − θξ〉 | ≤ c42γ0ω(K,M)ξ,η , ∀ξ, η ∈ X ,
with c41 = max{2(d−1)/2(1 + π/2)M , c9(c40 + γ0)}, c42 = c1c40c29.
NONLINEAR APPROXIMATION OF HARMONIC FUNCTIONS 39
(b) Every frame element θξ, ξ ∈ X\X0, is a linear combination of at most n˜
shifts of Newtonian kernels, where n˜ ≤ c43γ(4K+3)(1−d)0 with c43 depending only on
d,K,M .
(c) Moreover, if
(6.42) γ0 ≤ c˜
2
5
4c42
,
where c42 is from (6.41) and c˜5 is from (3.26), then
(6.43) ‖θξ‖Lp(Sd−1) ∼ N (d−1)(1/2−1/p)ξ ,
d− 1
M
< p ≤ ∞, ∀ξ ∈ X ,
with uniformly bounded constants of equivalence for p ≥ d−1+δM , δ > 0.
Proof. For ξ ∈ X0 we have θξ = 1, Nξ = 2−1, and (6.40) is satisfied with c41 ≥
2(d−1)/2(1+π/2)M . Also ψξ− θξ = 0 and inequality (6.41) is obvious for all η ∈ X .
Let ξ ∈ X\X0. Then (6.14), (6.38) with ξ in the place of η, and (5.19) imply
(6.40) with c41 ≥ c9(c40 + γ0).
For the proof of (6.41) first assume that Nξ ≥ Nη. We apply Proposition 2.3
with g = ψη = C
⋄
ηψ
⋄
η, x1 = η, f = ψξ − θξ = C⋄ξ (ψ⋄ξ − θ⋄ξ ), x2 = ξ. Lemma 6.6
implies that (2.30) is satisfied with N1 = Nη, κ1 = c40C
⋄
η , and Theorem 6.1 implies
that (2.31), (2.32) are satisfied with N2 = Nξ, κ2 = γ0C
⋄
ξ . Now, (2.33) and (5.19)
give
| 〈ψη, ψξ − θξ〉 | ≤ c1
c40C9N
− d−1
2
η γ0C9N
− d−1
2
ξ (Nη/Nξ)
KNd−1η
(1 +Nηρ(ξ, η))M
≤ c42γ0ω(K,M)ξ,η ,
with c42 := c1c40c
2
9, which establishes (6.41) in this case.
Second, assume that Nξ ≤ Nη. Here, we apply Proposition 2.3 with g = ψξ−θξ,
f = ψη, and then (6.41) follows similarly as above. This completes the proof of (a).
The number of ζ ∈ Zj in (6.36) (or (6.37)) can be estimated as follows. From⋃
ζ∈Zj :ρ(ζ,ξ)≤rξ
Aζ ⊂ B(ξ, rξ + γ2/Nξ)
we find that the total volume covered by Aζ does not exceed c((γ
−1
3 + γ2)/Nξ)
d−1.
From this estimate and (2.20) with γ = γ2 we get that the number of ζ ∈ Zj in
(6.36) is at most c(γ3γ2)
1−d = c44γ
(4K+3)(1−d)
0 in light of (6.35).
Clearly, the number of translation terms in L
K/2
tj is at most (d(d− 1)/2)K/2+1.
The number of translation terms in Dℓtj (ζ) is ℓ+ 1, ℓ = 0, 1, . . . ,m, and every such
term is also a term for Dmtj (ζ). This leads to the estimate n˜ ≤ c43γ(4K+3)(1−d)0 with
c43 := c44[(d(d−1)/2)K/2+1](m+1) for the number of shifts of Newtonian kernels
used in (6.36) or in (6.37). Thus, the proof of (b) is complete.
We now establish (c). Inequality (6.40) with |β| = 0 along with (2.6) imply
(6.44) ‖θξ‖Lp ≤ c1/p0 c41N (d−1)(1/2−1/p)ξ
with c0 = c(d)/δ.
To prove the estimate in the other direction:
(6.45) ‖θξ‖Lp ≥ c45N (d−1)(1/2−1/p)ξ
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we first consider the case p = 2. From
〈θξ, θξ〉 = 〈ψξ, ψξ〉 − 2〈ψξ, ψξ − θξ〉+ 〈ψξ − θξ, ψξ − θξ〉,
(3.26), (6.41), and (6.42), we get
〈θξ, θξ〉 ≥ 〈ψξ, ψξ〉 − 2|〈ψξ, ψξ − θξ〉| ≥ c˜25 − 2γ0c42ω(K,M)ξ,ξ ≥ c˜25/2,
due to ω
(K,M)
ξ,ξ = 1 (see (4.21)). This gives (6.45) for p = 2 with c45 = c˜5/
√
2.
Now, consider the case p < 2. Using (6.45) with p = 2 and (6.44) with p = ∞
we obtain
c˜25/2 ≤ ‖θξ‖2L2 ≤ ‖θξ‖2−pL∞ ‖θξ‖pLp ≤
(
c41N
(d−1)/2
ξ
)2−p
‖θξ‖pLp ,
which proves (6.45) for p < 2 with c45 = (c
p−2
41 c˜
2
5/2)
1/p.
Finally, consider the case 2 < p ≤ ∞. Using Ho¨lder’s inequality, (6.45) with
p = 2 and (6.44) with 1 ≤ p′ < 2 we obtain
c˜25/2 ≤ ‖θξ‖2L2 ≤ ‖θξ‖Lp′‖θξ‖Lp ≤ c1/p
′
0 c41N
(d−1)(1/2−1/p′)
ξ ‖θξ‖Lp ,
which proves (6.45) for p > 2 with c45 = c
−1+1/p
0 c
−1
41 c˜
2
5/2. This proves (6.45) for all
p and completes the proof of the theorem. 
Remark 6.8. All poles of the Newtonian kernels in (6.36) and in (6.37) are placed
on m + 1 concentric spheres of radii 1 + γ1N
−1
ξ + ktj, k = 0, 1, . . . ,m. On every
such sphere the poles are located in the spherical cap of radius (γ3Nξ)
−1 + tjK/2
centred at (1 + γ1N
−1
ξ + ktj)ξ .
Our next step is to show that the above defined system Θ coupled with the dual
system Θ˜ = {θ˜ξ}ξ∈X constructed by the scheme from §4.2 form a pair of frames for
all Besov and Triebel-Lizorkin space Bsqp , Fsqp with parameters (s, p, q) ∈ Q(A) for
a fixed A > 1 with Q(A) defined in (1.3).
Theorem 6.9. Assume d ≥ 2, A > 1, and let Θ = {θξ}ξ∈X be the real-valued
system constructed in (6.36) or (6.37), where
(6.46) K ≥ ⌈Ad⌉ ,K ∈ 2N, M = K + d.
If the constant γ0 in the construction of {θξ}ξ∈X is sufficiently small, namely,
(6.47) γ0 ≤ ǫ
c42C9
,
where ǫ is from (4.6), c42 is from (6.41), and C9 is from Theorem 4.6, then:
(a) The synthesis operator Tθ defined by Tθh :=
∑
ξ∈X hξθξ on sequences of
complex numbers h = {hξ}ξ∈X is bounded as a map Tθ : bsqp 7→ Bsqp , uniformly with
respect to to (s, p, q) ∈ Q(A).
(b) The operator
(6.48) Tf :=
∑
ξ∈X
〈f, ψξ〉θξ = TθSψf,
is invertible on Bsqp and T , T−1 are bounded on Bsqp , uniformly with respect to
(s, p, q) ∈ Q(A).
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(c) For (s, p, q) ∈ Q(A) the dual system Θ˜ = {θ˜ξ}ξ∈X consists of bounded linear
functionals on Bsqp defined by
(6.49) θ˜ξ(f) = 〈f, θ˜ξ〉 :=
∑
η∈X
〈T−1ψη, ψξ〉〈f, ψη〉 for f ∈ Bsqp ,
with the series converging absolutely. Also, the analysis operator
Sθ˜ : Bsqp 7→ bsqp , Sθ˜ = SψT−1TψSψ = SψT−1,
is uniformly bounded with respect to (s, p, q) ∈ Q(A). Moreover, {θξ}ξ∈X , {θ˜ξ}ξ∈X
form a pair of dual frames for Bsqp in the following sense: For any f ∈ Bsqp
(6.50) f =
∑
ξ∈X
〈f, θ˜ξ〉θξ and ‖f‖Bsqp ∼ ‖{〈f, θ˜ξ〉}‖bsqp ,
where the convergence is unconditional in Bsqp .
Furthermore, (a), (b), and (c) hold true when Bsqp , bsqp are replaced by Fsqp , fsqp ,
respectively.
Proof. The parameters K and M from (6.46) satisfy (4.22) with δ = 1 for all
(s, p, q) ∈ Q(A) and we can apply Theorem 4.6. From estimate (6.41) in Theo-
rem 6.7, Lemma 4.5, and Theorem 4.6 we obtain that {θξ}ξ∈X satisfies (4.6) due
to γ0c42C9 ≤ ǫ. Also, all conditions on the old frame laid in Subsection 4.1 are
satisfied as shown in Subsection 4.3. Now, we apply Lemma 4.1 and Lemma 4.2 to
get (a) and (b). Finally, Theorem 4.4 implies (c). 
6.3. Frames on Bd in terms of shifts of the Newtonian kernel. Note that
by the fact that each frame element θξ, ξ ∈ X , is represented as a finite linear
combination of shifts of the Newtonian kernel it readily follows that θξ(x) defined in
(6.36) or (6.37) as a function of x ∈ Bd is harmonic on Bd. This leads immediately
to the conclusion that {θξ}ξ∈X , {θ˜ξ}ξ∈X is a pair of dual frames for harmonic Besov
and Triebel-Lizorkin spaces in the sense of the following
Theorem 6.10. Under the hypothesis of Theorem 6.9 let {θξ}ξ∈X , {θ˜ξ}ξ∈X be the
frames from Theorem 6.9. Then for any (s, p, q) ∈ Q(A) and U ∈ Bsqp (H)
(6.51) U(x) =
∑
ξ∈X
〈fU , θ˜ξ〉θξ(x), x ∈ Bd, and ‖U‖Bsqp ∼ ‖{〈fU , θ˜ξ〉}‖bsqp .
Here fU is the boundary value of U (see Proposition 3.3) and the series converges
uniformly on every compact subset of Bd. Furthermore, the above holds true when
Bsqp (H), b
sq
p are replaced by F
sq
p (H), f
sq
p , respectively.
This theorem follows immediately by Theorems 6.9, 3.4, and 3.5.
7. Nonlinear approximation from shifts of the Newtonian kernel
The primary goal of this article is to establish a Jackson type estimate for nonlin-
ear n-term approximation of harmonic functions on Bd from shifts of the Newtonian
kernel in the harmonic Hardy space Hp(Bd). For any n ≥ 1 write
(7.1) Nn :=
{
G : G(x) = a0 +
n∑
ν=1
aν
|x− yν |d−2 , |yν | > 1, aν ∈ C
}
, if d > 2,
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and
(7.2) Nn :=
{
G : G(x) = a0 +
n∑
ν=1
aν ln
1
|x− yν | , |yν | > 1, aν ∈ C
}
, if d = 2.
Observe that the points {yν} above may vary with G and hence Nn is nonlinear.
Let B be one of the spaces Hp(Bd), B0qp (H), or F
0q
p (H), 0 < p, q < ∞. Given
U ∈ B we define
(7.3) En(U)B := inf
G∈Nn
‖U −G‖B.
We call En(U)B the best nonlinear n-term approximation of U from shifts of the
Newtonian kernel in the harmonic space B.
We now come to the main result in this article.
Theorem 7.1. Let s > 0, 0 < p <∞, and 1/τ = s/(d− 1)+ 1/p. If U ∈ Bsττ (H),
then U ∈ Hp(Bd) and
(7.4) En(U)Hp(Bd) ≤ cn−s/(d−1)‖U‖Bsττ (H), n ≥ 1,
where the constant c > 0 depends only on p, s, d.
Theorem 7.1 is an immediate consequence of Theorem 7.9 bellow with q = 2 and
Theorem 3.7.
Our approach to approximating a harmonic function U on Bd amounts to first
establishing a Jackson estimate for nonlinear n-term approximation of its boundary
value function fU on S
d−1 from the frame elements {θξ}ξ∈X constructed in Section 6
and then considering the harmonic extension to Bd of the approximant. The gist
of our approximation method is that each frame element θξ is a linear combination
of a fixed number of shifts of the Newtonian kernel.
7.1. Nonlinear n-term frame approximation on Sd−1. Let {θξ}ξ∈X be the
frame constructed in Section 6 with parameters to be specified. Denote by Σn the
set of all functions g on Sd−1 of the form
g =
∑
ξ∈Yn
aξθξ, aξ ∈ C,
where Yn ⊂ X is an index set such that #Yn ≤ n. Define
(7.5) σn(f)B := inf
g∈Σn
‖f − g‖B,
where B is one of the spaces Lp(Sd−1), B0qp (Sd−1), or F0qp (Sd−1), 0 < p, q <∞.
As one can expect the smoothness spaces on Sd−1 governing this kind of ap-
proximation should be the Besov spaces Bsττ (Sd−1) with s and τ as in Theorem 7.1.
For this to be true, however, {θξ}ξ∈X , {θ˜ξ}ξ∈X have to provide frame decomposition
of all spaces involved just as in Theorem 6.9.
Assumptions: The construction of the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X in Section 6
depends on the parameters A, K, M , and γ0. The main parameter is A. In light
of Theorems 6.7 and 6.9 we require that
0 < s ≤ A, A−1 ≤ p ≤ A, A−1 ≤ q <∞, A−1 ≤ s/(d− 1) + 1/p ≤ A, A > 1,
which reduces to the following principle conditions:
(7.6) 0 < s ≤ A, 0 < p ≤ A, A−1 ≤ q <∞, s/(d− 1) + 1/p ≤ A, A > 1.
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The parameters K, M are secondary and are defined as
(7.7) K := 2
⌈
Ad
2
⌉
, M := K + d.
Further, γ0 > 0 is a “small” parameter and using the notation from Theorems 6.7
and 6.9 we fix it as
(7.8) γ0 := min
{
ǫ
c42C9
,
c˜25
4c42
}
.
It is easy to see that γ0 depends only on A, d, and the “old” frame {ψξ}ξ∈X ,
described in §3.5.
Conditions (7.6) can be viewed in two ways:
(a) Given A > 1 consider (7.6) as conditions on s, p, q;
(b) Given s, p, q consider (7.6) as conditions on A. For Theorem 7.1 we take A
to be the smallest number satisfying (7.6).
Either way conditions (7.6) coupled with (7.7)–(7.8) imply that the hypotheses
of Theorems 6.7 and 6.9 are obeyed and hence the conclusions of these theorems
are valid for the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X and the spaces B0qp (Sd−1), F0qp (Sd−1),
and Bsττ (Sd−1).
Although we are mainly interested in approximation of functions in the harmonic
Hardy spaceHp(Bd) or their boundary values in F02p (Sd−1), to put it in perspective
we shall examine the approximation process at hand in the slightly more general
spaces F0qp (Sd−1) and B0qp (Sd−1).
7.1.1. Nonlinear n-term frame approximation in Triebel-Lizorkin spaces on Sd−1.
Theorem 7.2. Assume A > 1 and let the parameters K, M , and γ0 be defined as
in (7.7)–(7.8). Let s > 0, 0 < p, q <∞, and 1/τ = s/(d−1)+1/p, and assume that
s, p, q satisfy conditions (7.6). If f ∈ Bsττ (Sd−1) = Fsττ (Sd−1), then f ∈ F0qp (Sd−1)
and with the notation from (7.5)
(7.9) σn(f)F0qp (Sd−1) ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1), n ≥ 1,
where the constant c > 0 depends only on A, d.
The proof of this theorem depends on the following simple
Lemma 7.3. For any 0 < p <∞ and any finite subset Y of X we have
(7.10)
∥∥∥∑
ξ∈Y
|Bξ|−1/p1Bξ
∥∥∥
Lp
≤ c(#Y )1/p
with Bξ = B(ξ, γN
−1
ξ ) from Definition 3.10.
Proof. First, we observe that for any j ∈ N and any x ∈ Sd−1 the number of
points η ∈ Xj such that x ∈ Bη = B(η, δj) does not exceed a constant c(d). In-
deed, the spherical caps {B(η, δj/2)}η∈Xj are mutually disjoint and x ∈ Bη implies
B(η, δj/2) ⊂ B(x, 3δj/2), which together with (2.26) justifies the observation.
Given Y ⊂ X we set Ω := ∪ξ∈YBξ and h(x) := min
{|Bξ| : x ∈ Bξ, ξ ∈ Y } if
x ∈ Ω. Clearly, if x ∈ Bξ for some ξ ∈ Y , then the above observation and (2.26)
imply
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∑
η∈Y :x∈Bη
|Bη|≥|Bξ|
(|Bξ|/|Bη|)1/p ≤ c
∞∑
j=0
2−j(d−1)/p = c⋆ <∞,
yielding∑
ξ∈Y
|Bξ|−1/p1Bξ(x) ≤ c⋆h(x)−1/p ≤ c⋆
(∑
ξ∈Y
|Bξ|−11Bξ(x)
)1/p
, x ∈ Ω.
In turn, this readily implies (7.10). 
Proof of Theorem 7.2. Under the hypotheses of Theorem 7.2 assume f ∈Bsττ (Sd−1).
Embedding (3.35) implies f ∈ F0qp (Sd−1).
As we already alluded to above the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X are well defined
and the conclusions of Theorems 6.7 and 6.9 are valid for the spaces F0qp (Sd−1) and
Bsττ (Sd−1). In particular, condition (7.8) implies (6.42) and conditions (7.6)–(7.7)
implies (d− 1 + δ)/M ≤ p with δ = 1. Hence the assumptions of Theorem 6.7 (c)
are fulfilled and from (6.43) and (2.27) we get
(7.11) ‖θξ‖Lp := ‖θξ‖Lp(Sd−1) ∼ N (d−1)(1/2−1/p)ξ ∼ |Bξ|1/p−1/2, ξ ∈ X ,
with constants of equivalence depending only on d and A. Set aξ := 〈f, θ˜ξ〉, ξ ∈ X .
From (7.11) and (3.27)–(3.28) we obtain
(7.12) ‖a‖bsττ (Sd−1) ∼ ‖a‖fsττ (Sd−1) ∼
(∑
ξ∈X
(‖aξθξ‖Lp)τ
)1/τ
=: N(f).
We may assume N(f) > 0. Denote
(7.13) Yν :=
{
ξ ∈ X : 2−νN(f) < ‖aξθξ‖Lp ≤ 2−ν+1N(f)
}
, ν ∈ N.
Then ⋃
ν≤µ
Yν =
{
ξ : 2−µN(f) < ‖aξθξ‖Lp
}
, µ ∈ N,
and hence
(7.14) #Yµ ≤
∑
ν≤µ
#Yν = #
( ⋃
ν≤µ
Yν
)
≤ 2µτ .
Set Fµ :=
∑
ξ∈Yµ
|aξ|q|Bξ|−q/21Bξ . We next show that for m ≥ 0
(7.15)
∥∥∥( ∑
µ≥m+1
Fµ
)1/q∥∥∥
Lp(Sd−1)
≤ c2−mτs/(d−1)N(f).
To this end we first estimate ‖Fµ‖Lp/q . Using (7.13), (7.11), Lemma 7.3 with p
replaced by p/q, and (7.14) we obtain
‖Fµ‖Lp/q =
∥∥∥ ∑
ξ∈Yµ
(|aξ||Bξ|1/p−1/2)q|Bξ|−q/p1Bξ∥∥∥
Lp/q
≤ c2−q(µ−1)N(f)q
∥∥∥ ∑
ξ∈Yµ
|Bξ|−q/p1Bξ
∥∥∥
Lp/q
≤ c2−qµN(f)q(#Yµ)q/p(7.16)
≤ c2−qµ(1−τ/p)N(f)q = c2−qµτs/(d−1)N(f)q.
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To prove (7.15) we consider two cases. If q ≤ p, then using (7.16)∥∥∥( ∑
µ≥m+1
Fµ
)1/q∥∥∥q
Lp
=
∥∥∥ ∑
µ≥m+1
Fµ
∥∥∥
Lp/q
≤
∑
µ≥m+1
‖Fµ‖Lp/q
≤ c
∑
µ≥m+1
2−qµτs/(d−1)N(f)q ≤ c2−qmτs/(d−1)N(f)q,
which implies (7.15). In the case q > p using that p/q < 1 and (7.16) we have∥∥∥( ∑
µ≥m+1
Fµ
)1/q∥∥∥p
Lp
=
∥∥∥ ∑
µ≥m+1
Fµ
∥∥∥p/q
Lp/q
≤
∑
µ≥m+1
‖Fµ‖p/qLp/q
≤ c
∑
µ≥m+1
2−pµτs/(d−1)N(f)p ≤ c2−pmτs/(d−1)N(f)p,
yielding again (7.15).
Choose m ≥ 0 so that 2mτ ≤ n < 2(m+1)τ and denote Zm :=
⋃
ν≤m Yν . Also,
set a⋆ξ := aξ if ξ ∈ X \ Zm and a⋆ξ := 0 if ξ ∈ Zm. By (7.14) it follows that
#Zm ≤ 2mτ ≤ n. This, the frame representation (6.50) for f ∈ F0qp (Sd−1), and the
boundedness of the synthesis operator Tθ from Theorem 6.9 (b) yield
σn(f)F0qp ≤
∥∥∥f − ∑
ξ∈Zm
aξθξ
∥∥∥
F0qp
=
∥∥∥ ∑
ξ∈X\Zm
aξθξ
∥∥∥
F0qp
≤ c‖a⋆‖f0qp
= c
∥∥∥( ∑
ξ∈X\Zm
|aξ|q|Bξ|−q/21Bξ
)1/q∥∥∥
Lp
= c
∥∥∥( ∑
µ≥m+1
Fµ
)1/q∥∥∥
Lp
.
Finally, we use (7.15), (7.12), and Theorem 6.9 (c) to obtain
σn(f)F0qp ≤ c2−mτs/(d−1)N(f) ≤ cn−s/(d−1)‖a‖bsττ ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1),
which confirms (7.9). 
From Theorem 7.2 and the equivalence F02p (Sd−1) ∼ Lp(Sd−1) for 1 < p < ∞
we immediately get
Corollary 7.4. Assume A > 1 and let the parameters K, M , and γ0 be defined as
in (7.7)–(7.8). Let s > 0, 1 < p <∞, and 1/τ = s/(d− 1) + 1/p, and assume that
s, p satisfy conditions (7.6) with q = 2. If f ∈ Bsττ (Sd−1), then f ∈ Lp(Sd−1) and
(7.17) σn(f)Lp(Sd−1) ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1), n ≥ 1,
where the constant c > 0 depends only on A, d.
7.1.2. Nonlinear n-term frame approximation in Besov spaces on Sd−1.
Theorem 7.5. Assume A > 1 and let the parameters K, M , and γ0 be as in
(7.7)–(7.8). Let s > 0, 0 < p, q <∞, 1/τ = s/(d−1)+1/p, and q ≥ τ , and assume
that s, p, q satisfy conditions (7.6). If f ∈ Bsττ (Sd−1), then f ∈ B0qp (Sd−1) and for
every n ≥ 1 we have
(7.18) σn(f)B0qp (Sd−1) ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1), p ≤ q,
(7.19) σn(f)B0qp (Sd−1) = o(n
1/q−1/τ )‖f‖Bsττ (Sd−1), τ ≤ q < p,
where the constant c > 0 depends only on A, d.
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For the proof of this theorem we shall utilize inequality (6.7) from [25] given in
the following
Lemma 7.6. Let 0 < τ < p < ∞ and x1 ≥ x2 ≥ · · · ≥ 0. Then for every n ∈ N
we have ( ∞∑
k=n+1
xpk
)1/p
≤ n1/p−1/τ
( ∞∑
k=1
xτk
)1/τ
.
Proof of Theorem 7.5. Assume that the hypotheses of Theorem 7.5 are obeyed and
let f ∈ Bsττ (Sd−1). Embeddings (3.34) and (3.32) imply f ∈ B0qp (Sd−1).
As above the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X are well defined and the conclusions of
Theorems 6.7 and 6.9 are valid for the spaces B0qp (Sd−1) and Bsττ (Sd−1). Denote
aξ := 〈f, θ˜ξ〉, ξ ∈ X . Recall the equivalence (7.11) which holds in this case.
Let
{‖aηkθηk‖Lp}∞k=1 be the non-increasing rearrangement of the sequence{‖aξθξ‖Lp}ξ∈X , i.e.
‖aη1θη1‖Lp ≥ ‖aη2θη2‖Lp ≥ · · · .
Consider first the case p ≤ q. Fix n ≥ 1 and set a⋆ηk := aηk if k > n and a⋆ηk := 0
if k ≤ n. Note that from (3.27) and (7.11) it follows that
‖a⋆‖b0pp ∼
(∑
ξ∈X
‖a⋆ξθξ‖pLp
)1/p
=
( ∞∑
k=n+1
‖aηkθηk‖pLp
)1/p
.
Using this, embedding (3.32), and the boundedness of the synthesis operator Tθ
from Theorem 6.9 (b) we get
σn(f)B0qp (Sd−1) ≤
∥∥∥∑
η∈X
aηθη −
n∑
k=1
aηkθηk
∥∥∥
B0qp
≤ c
∥∥∥ ∞∑
k=n+1
aηkθηk
∥∥∥
B0pp
≤ c‖a⋆‖b0pp ≤ c
( ∞∑
k=n+1
‖aηkθηk‖pLp
)1/p
.
Further, we apply the inequality of Lemma 7.6 with xk = ‖aηkθηk‖Lp , (7.11) and
Theorem 6.9 (c) to obtain
σn(f)B0qp (Sd−1) ≤ cn1/p−1/τ
( ∞∑
k=1
‖aηkθηk‖τLp
)1/τ
≤ cn−s/(d−1)‖a‖bsττ ≤ cn−s/(d−1)‖f‖Bsττ (Sd−1),
which confirms (7.18).
In the case q = τ , we use the embedding Bsττ (Sd−1) ⊂ B0τp (Sd−1) (see (3.34)) to
obtain ‖f − g‖B0τp = o(1)‖f‖Bsττ with g =
∑n
k=1 aηkθηk . Combining this estimate
with estimate (7.18) with q = p and applying Ho¨lder’s inequality we obtain in the
case τ ≤ q < p∥∥f − g∥∥
B0qp
≤ ∥∥f − g∥∥(p−q)τ/((p−τ)q)
B0τp
∥∥f − g∥∥(q−τ)p/((p−τ)q)
B0pp
= o(1)
∥∥f∥∥(p−q)τ/((p−τ)q)
Bsττ
n1/q−1/τ
∥∥f∥∥(q−τ)p/((p−τ)q)
Bsττ
= o(n1/q−1/τ )‖f‖Bsττ .
This proves (7.19) and completes the proof of the theorem. 
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Remark 7.7. In comparing Theorem 7.2 and Theorem 7.5 we see that the optimal
rate ns/(d−1) holds for approximation in F0qp (Sd−1) for every q > 0 but only for
q ≥ p for approximation in B0qp (Sd−1). Theorem 7.5 cannot be extended for q < τ
because Bsττ (Sd−1) \ B0qp (Sd−1) 6= ∅ if q < τ .
Remark 7.8. Note that in both Theorem 7.2 and Theorem 7.5 we form the
near best approximant as the sum of the n terms 〈f, θ˜ξ〉θξ with the biggest norms
‖〈f, θ˜ξ〉θξ‖Lp(Sd−1).
7.2. Nonlinear n-term approximation of harmonic functions on Bd. We
next use Theorems 7.2 and 7.5 to establish respective Jackson estimates for non-
linear n-term approximation of harmonic functions on Bd from shifts of Newtonian
kernel.
Theorem 7.9. Let s > 0, 0 < p, q <∞, and 1/τ = s/(d−1)+1/p. If the harmonic
function U ∈ Bsττ (H) = F sττ (H), then U ∈ F 0qp (H) and
(7.20) En(U)F 0qp (H) ≤ cn−s/(d−1)‖U‖Bsττ (H), n ≥ 1,
where the constant c > 0 depends only on s, p, q, d.
Proof. By Theorem 3.5 it follows that the boundary value function fU of U given in
Proposition 3.3 belongs to Bsττ (Sd−1) = Fsττ (Sd−1) and ‖fU‖Bsττ (Sd−1) ∼ ‖U‖Bsττ (H).
Then embedding (3.35) of Proposition 3.15 implies that fU ∈ F0qp (Sd−1) and in turn
Theorem 3.4 yields U ∈ F 0qp (H).
With s, p, q, τ already fixed, we choose A := max
{
s, p, q−1, τ−1, 2
}
. Then condi-
tions (7.6) are satisfied. Pick the parameters K, M , and γ0 as in (7.7)–(7.8). Then
the frames {θξ}ξ∈X , {θ˜ξ}ξ∈X are well defined. Appealing to Theorem 7.2 we con-
clude that for any n ≥ 1 there exist ξ1, . . . , ξn ∈ X and coefficients a1, . . . , an ∈ C
such that∥∥∥fU − n∑
j=1
ajθξj
∥∥∥
F02p (S
d−1)
≤ cn−s/(d−1)‖fU‖Bsττ (Sd−1) ≤ cn−s/(d−1)‖U‖Bsττ (H).
Write Gn(x) :=
∑n
j=1 ajθξj (x), x ∈ Bd. From above by harmonic extension using
Theorem 3.4 we obtain
(7.21) ‖U −Gn‖F 0qp (H) ≤ cn−s/(d−1)‖U‖Bsττ (H).
However, by Theorem 6.7 (b) we know that for every ξ ∈ X\X0 the frame element θξ
is a linear combination of ≤ n˜ shifts of the Newtonian kernel, where n˜ is a constant.
Therefore, Gn ∈ Nn˜n and then estimate (7.20) follows readily by (7.21). 
Theorem 7.10. Let s > 0, 0 < p, q <∞, 1/τ = s/(d− 1)+ 1/p, and q ≥ τ . If the
harmonic function U ∈ Bsττ (H) = F sττ (H), then U ∈ B0qp (H) and for every n ≥ 1
we have
(7.22) En(U)B0qp (H) ≤ cn−s/(d−1)‖U‖Bsττ (H), p ≤ q,
(7.23) En(U)B0qp (H) = o(n
1/q−1/τ )‖U‖Bsττ (H), τ ≤ q < p,
where the constant c > 0 depends only on A, d.
The proof of Theorem 7.10 goes along the lines of the proof of Theorem 7.9 with
Theorem 7.2 replaced by Theorem 7.5. We omit it.
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8. Approximation of harmonic functions on Rd \Bd and Rd+
The results in Section 7 have their analogues for approximation of harmonic
functions on Rd \ Bd or Rd+. In the following we established the analogue of the
main result (Theorem 7.1) on Rd \Bd and explain briefly its analogue on Rd+.
In analogy to the set Nn from (7.1)–(7.2) we denote by Nn the set of all linear
combinations of shifts of the Newtonian kernel as in (7.1)–(7.2) with the requirement
that the poles yν ∈ Bd.
The approximation will take place in the harmonic Hardy space Hp(Rd \ Bd).
Let H(Rd \ Bd) denote the set of all harmonic functions U on Rd \ Bd such that
lim|x|→∞U(x) = 0 if d > 2 or lim|x|→∞ U(x) = const. if d = 2. The harmonic
Hardy spaceHp(Rd \Bd), 0 < p <∞, is defined as the set of all harmonic functions
U ∈ H(Rd \Bd) such that
(8.1) ‖U‖
Hp(Rd\Bd)
:= ‖ sup
r>1
rd−2|U(r·)|‖Lp(Sd−1) <∞.
Given U ∈ Hp(Rd \Bd) we define
(8.2) En(U)Hp(Rd\Bd) := inf
G∈Nn
‖U −G‖
Hp(Rd\Bd)
.
Denote by B¯sqp (H) the harmonic Besov spaces on R
d \Bd (see [15, Section 8]).
As one can expect the following Jackson type theorem is valid:
Theorem 8.1. Let s > 0, 0 < p <∞, and 1/τ = s/(d− 1)+ 1/p. If U ∈ B¯sττ (H),
then U ∈ Hp(Rd \Bd) and
(8.3) En(U)Hp(Rd\Bd) ≤ cn−s/(d−1)‖U‖B¯sττ (H), n ≥ 1,
where the constant c > 0 depends only on p, s, d.
Proof. As is well known the Kelvin transformKU(x) := |x|2−dU(x/|x|2) maps one-
to-one H(Bd) onto H(Rd \ Bd) and K−1 = K. It is easy to see that the Kelvin
transform is an isometric isomorphism of Hp(Rd \ Bd) onto Hp(Bd). Also, as
shown in [15, Section 8] the Kelvin transform is an isometric isomorphism between
the harmonic Besov spaces B¯sqp (H) on R
d \ Bd and the harmonic Besov spaces
Bsqp (H) on B
d. Furthermore, it is readily seen by the symmetry lemma that for a
fixed y ∈ Rd, y 6= 0,
K
( 1
|x− y|d−2
)
(x) =
|y|2−d
|x− y/|y|2|d−2 , d > 2,
and
K
(
ln
1
|x− y|
)
(x) = ln
1
|y| + ln |x|+ ln
1
|x− y/|y|2| , d = 2.
Assuming that U ∈ B¯sττ (H) we apply estimate (7.4) to KU and use all of the above
to conclude that estimate (8.3) holds true. 
Approximation of harmonic functions on Rd+. Closely related to the approx-
imation problem considered above is the problem for nonlinear n-term approxima-
tion of functions in the harmonic Hardy spaces Hp(Rd+), 0 < p < ∞, from linear
combinations of shifts of the Newtonian kernel with poles in Rd−. This problem
should be regarded as a limiting case of the same problem on B(0, R) ⊂ Rd as
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R → ∞. For lack of space we do not elaborate on this sort of approximation. We
would like to observe only that all definitions and statements in this article have
analogues in the more common setting on Rd+ from Harmonic analysis point of view,
in particular, our main Jackson estimate (7.4) is valid.
9. Proofs
9.1. Proofs of Propositions 2.3, 2.4, and 2.5. For the proofs of Proposition
2.3 we need the following simple
Lemma 9.1. Let K ∈ N, x0 ∈ Sd−1, g ∈ WK∞ (Sd−1) and g˘(x) := g(x/|x|) for
x ∈ Rd\{0}. Then for every x ∈ Sd−1 with ρ(x, x0) ≤ 1 we have∣∣∣g˘(x) − ∑
|β|≤K−1
∂β g˘(x0)
β!
(x− x0)β
∣∣∣ ≤ cρ(x, x0)K sup
z∈Sd−1
ρ(z,x0)≤ρ(x,x0)
max
|β|=K
∣∣∂β g˘(z)∣∣
with c depending only on d and K.
Proof. Assuming x 6= x0, we set η := (x− x0)/|x− x0| ∈ Sd−1. Then from Taylor’s
theorem there exists λ ∈ (0, 1) such that
∣∣∣g˘(x)− ∑
|β|≤K−1
∂β g˘(x0)
β!
(x− x0)β
∣∣∣
=
|x− x0|K
K!
∣∣(η · ∇)K g˘(xλ)∣∣ = |x− x0|K|xλ|KK!
∣∣∣(η · ∇)K g˘( xλ|xλ|
)∣∣∣,
where xλ := x0 + λ(x − x0) and the definition of g˘ is used for the last equality.
Now, we use that |x− x0| ≤ ρ(x, x0), |xλ| ≥ cos 1/2 for λ ∈ (0, 1), and∣∣(η · ∇)K g˘(y)∣∣ ≤ c max
|β|=K
∣∣∂β g˘(y)∣∣ , y ∈ Sd−1,
to complete the proof. 
Proof of Proposition 2.3. We represent 〈g, f〉 in the form
〈g, f〉 = S1 + S2,
S1 :=
∫
Sd−1
(
g˘(y)−
∑
|β|≤K−1
∂β g˘(x2)
β!
(y − x2)β
)
f(y) dσ(y),
S2 :=
∑
|β|≤K−1
∂β g˘(x2)
β!
∫
Sd−1
(y − x2)βf(y) dσ(y).
(9.1)
From (2.32) we get∣∣∣ ∫
Sd−1
(y − x2)βf(y)dσ(y)
∣∣∣ ≤ cκ2N−K2 , 0 ≤ |β| ≤ K − 1
and using (2.30)
|S2| ≤
∑
|β|≤K−1
κ1N
|β|+d−1
1
β!(1 +N1ρ(x1, x2))M
cκ2N
−K
2 ≤ c
κ1κ2(N1/N2)
KNd−11
(1 +N1ρ(x1, x2))M
.
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We bound S1 by
|S1| ≤
∫
Sd−1
∣∣∣g˘(y)− ∑
|β|≤K−1
∂β g˘(x2)
β!
(y − x2)β
∣∣∣|f(y)| dσ(y) =: ∫
A1
+
∫
A2
+
∫
A3
,
where
A1 = {y ∈ Sd−1 : ρ(x2, y) ≤ N−11 },
A2 = {y ∈ Sd−1 : ρ(x2, y) > N−11 , ρ(x1, y) ≤ ρ(x1, x2)/2},
A3 = {y ∈ Sd−1 : ρ(x2, y) > N−11 , ρ(x1, y) > ρ(x1, x2)/2}.
For y ∈ A1, Lemma 9.1 and (2.30) imply
∣∣∣g˘(y)− ∑
|β|≤K−1
∂β g˘(x2)
β!
(y − x2)β
∣∣∣ ≤ cρ(y, x2)K sup
z∈A1
max
|β|=K
∣∣∂β g˘(z)∣∣
≤ c sup
z∈A1
κ1N
K+d−1
1
(1 +N1ρ(x1, z))M
ρ(y, x2)
K ≤ c κ1N
K+d−1
1
(1 +N1ρ(x1, x2))M
ρ(y, x2)
K
due to (2.7). Using the above estimate, (2.31), and (2.6) we see that∫
A1
≤ c κ1N
K+d−1
1
(1 +N1ρ(x1, x2))M
∫
A1
ρ(y, x2)
K κ2N
d−1
2
(1 +N2ρ(y, x2))M
dσ(y)
≤ c κ1κ2N
K+d−1
1
(1 +N1ρ(x1, x2))M
N−K2
∫
Sd−1
Nd−12
(1 +N2ρ(y, x2))M−K
dσ(y)
≤ cκ1κ2(N1/N2)
KNd−11
(1 +N1ρ(x1, x2))M
.
For y ∈ A2 we have ρ(x1, x2)/2 ≤ ρ(x2, y) ≤ 3ρ(x1, x2)/2, and hence
3N2ρ(y, x2) ≥ (N2/N1)(1 +N1ρ(x1, x2)), using that ρ(y, x2) > N−11 . Therefore,
(1 +N2ρ(y, x2))
−M ≤ (N2ρ(y, x2))−M ≤ 3M (N1/N2)M (1 +N1ρ(x1, x2))−M .
This combined with (2.30) and (2.31) implies∫
A2
≤
∫
A2
κ1N
d−1
1
(1 +N1ρ(x1, y))M
κ2N
d−1
2
(1 +N2ρ(y, x2))M
dσ(y)
+
∫
A2
∑
|β|≤K−1
κ1N
|β|+d−1
1 ρ(y, x2)
|β|
β!(1 +N1ρ(x1, x2))M
κ2N
d−1
2
(1 +N2ρ(y, x2))M
dσ(y)
≤
∫
A2
κ1N
d−1
1
(1 +N1ρ(x1, y))M
dσ(y)
3Mκ2(N1/N2)
MNd−12
(1 +N1ρ(x1, x2))M
+
∑
|β|≤K−1
∫
A2
κ1N
|β|+d−1
1 (3/2)
|β|ρ(x1, x2)
|β|
β!(1 +N1ρ(x1, x2))M
dσ(y)
3Mκ2(N1/N2)
MNd−12
(1 +N1ρ(x1, x2))M
≤ cκ1κ2(N1/N2)
KNd−11
(1 +N1ρ(x1, x2))M
.
Here we used that M > K + d − 1 and (2.6) as well as the fact that N1/N2 ≤ 1
and σ(A2) ≤ cρ(x1, x2)d−1.
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For y ∈ A3, we have (1 + N1ρ(x1, x2))/2 ≤ 1 +N1ρ(x1, y) and ρ(x2, y) > N−11 .
Therefore,∫
A3
≤
∫
A3
κ1N
d−1
1
(1 +N1ρ(x1, y))M
κ2N
d−1
2
(1 +N2ρ(y, x2))M
dσ(y)
+
∫
A3
∑
|β|≤K−1
κ1N
|β|+d−1
1 ρ(y, x2)
|β|
β!(1 +N1ρ(x1, x2))M
κ2N
d−1
2
(1 +N2ρ(y, x2))M
dσ(y)
≤ c κ1κ2N
d−1
1
(1 +N1ρ(x1, x2))M
∫
A3
(N1ρ(y, x2))
KNd−12
(1 +N2ρ(y, x2))M
dσ(y)
≤ cκ1κ2(N1/N2)
KNd−11
(1 +N1ρ(x1, x2))M
,
using that M > K + d− 1 and∫
Sd−1
(N2ρ(y, x2))
KNd−12
(1 +N2ρ(y, x2))M
dσ(y) ≤
∫
Sd−1
Nd−12
(1 +N2ρ(y, x2))M−K
dσ(y) ≤ c
because of (2.6). This completes the proof. 
Proof of Proposition 2.4. This proof is the same as the proof of Proposition 2.3 for
K = 1. Instead of estimating S2 in (9.1) we move it to the left-hand side. Only the
localization of the first derivatives of g˘, but not of g˘ itself, is needed here. 
Proof of Proposition 2.5. This proof follows along the lines of the proof of Propo-
sition 2.3 with K = 0. Of course, in this case the Taylor series is missing from the
definitions of both S1 and S2 in (9.1), i.e. S2 ≡ 0. Lemma 9.1 is also not used in
the proof. 
9.2. Proof of Theorem 4.6. This proof depends on the next three lemmas.
Lemma 9.2. Let j,m ≥ 0, 0 < β ≤ 1, x ∈ Sd−1 and ξ ∈ Xj. Then
(9.2)
∑
η∈Xj+m
1
(1 +Nξρ(x, η))d−1+β
≤ c⋆12m(d−1)
with c⋆1 = c(d)β
−1.
Proof. Using that Xj+m is a maximal γ2−j−m+1 net with a fixed γ = c(d) ∈ (0, 1)
(as stated in §2.3), (2.20), the inequality (1 + γ)(1 +Nξρ(x, η)) ≥ 1+Nξρ(x, y) for
any y ∈ Aη, and (2.6) we obtain
∑
η∈Xj+m
1
(1 +Nξρ(x, η))d−1+β
≤ c(d)Nd−1η
∑
η∈Xj+m
|Aη|
(1 +Nξρ(x, η))d−1+β
≤ c(d)Nd−1η
∫
Sd−1
dσ(y)
(1 +Nξρ(x, y))d−1+β
≤ c(d)Nd−1η c(d)β−1N−d+1ξ ,
which proves (9.2). 
Lemma 9.3. Let 0 < t ≤ 1 and M ≥ (d − 1)/t + δ, 0 < δ ≤ 1. Then for any
sequence of complex numbers {hη}η∈Xm , m ≥ 0, and for any x ∈ Bξ = B(ξ, γ2−j),
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ξ ∈ Xj, j ≥ 0, we have
(9.3)
∑
η∈Xm
|hη|(
1 + min{Nξ, Nη}ρ(ξ, η)
)M
≤ c⋆2max
{
1, 2(m−j)(d−1)/t
}
Mt
( ∑
η∈Xm
|hη|1Bη
)
(x),
where c⋆2 := (2/ ln 2)4
(d−1)/t(2/γ)Mδ−1 with γ ∈ (0, 1) being the constant from the
construction of the old frame Ψ in §3.5.
Proof. Two cases present themselves here.
Case 1: m ≥ j. Set Q0 := {η ∈ Xm : 2j−1ρ(ξ, η) < γ} and
Qν := {η ∈ Xm : γ2ν−1 ≤ 2j−1ρ(ξ, η) < γ2ν}, ν ≥ 1.
Since 0 < t ≤ 1 we have for ν ≥ 1∑
η∈Qν
|hη|(
1 + 2j−1ρ(ξ, η)
)M ≤ (2γ
)M
2−νM
∑
η∈Qν
|hη| ≤
( 2
γ
)M
2−νM
( ∑
η∈Qν
|hη|t
)1/t
.
The same estimate holds trivially for ν = 0. Put
Rν := B(ξ, 2γ(2−m + 2−j+ν)), ν ≥ 0.
Clearly ∪η∈QνBη ⊂ Rν . Using this, the fact that the sets {Bη : η ∈ Xm} are
disjoint, and (2.26) we obtain for every x ∈ Bξ ⊂ Rν∑
η∈Qν
|hη|t =
∫
Sd−1
(∑
η∈Qν
|hη||Bη|−1/t1Bη (y)
)t
dσ(y)
=
|Rν |
|B(ξ, γ2−m)|
1
|Rν |
∫
Rν
( ∑
η∈Qν
|hη|1Bη (y)
)t
dσ(y)
≤ 4d−12(m−j+ν)(d−1)
[
Mt
( ∑
η∈Xm
|hη|1Bη
)
(x)
]t
.
Therefore, since M ≥ (d− 1)/t+ δ we get for any x ∈ Bξ∑
η∈Xm
|hη|(
1 + 2j−1ρ(ξ, η)
)M
≤
( 2
γ
)M
4(d−1)/tMt
( ∑
η∈Xm
|hη|1Bη
)
(x)
∑
ν≥0
2−νM2(ν−j+m)(d−1)/t
≤
( 2
γ
)M
4(d−1)/t2(m−j)(d−1)/tMt
( ∑
η∈Xm
|hη|1Bη
)
(x)
∑
ν≥0
2−νδ
≤ 2
δ ln 2
( 2
γ
)M
4(d−1)/t2(m−j)(d−1)/tMt
( ∑
η∈Xm
|hη|1Bη
)
(x),
which confirms (9.3).
Case 2: m < j. Set Q˜0 := {η ∈ Xm : 2m−1ρ(ξ, η) < γ} and
Q˜ν := {η ∈ Xm : γ2ν−1 ≤ 2m−1ρ(ξ, η) < γ2ν}, ν ≥ 1.
Write
R˜ν := B(ξ, γ2−m+1(1 + 2ν)), ν ≥ 0.
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We use that 0 < t ≤ 1 to obtain∑
η∈Q˜ν
|hη|(
1 + 2m−1ρ(ξ, η)
)M ≤ (2γ
)M
2−νM
∑
η∈Q˜ν
|hη| ≤
( 2
γ
)M
2−νM
( ∑
η∈Q˜ν
|hη|t
)1/t
.
Just as in Case 1 we obtain for x ∈ Bξ ⊂ R˜ν∑
η∈Q˜ν
|hη|t =
∫
Sd−1
(∑
η∈Q˜ν
|hη||Bη|−1/t1Bη (y)
)t
dσ(y)
=
|R˜ν |
|B(ξ, γ2−m)|
1
|R˜ν |
∫
R˜ν
( ∑
η∈Q˜ν
|hη|1Bη (y)
)t
dσ(y)
≤ 4d−12ν(d−1)
[
Mt
( ∑
η∈Xm
|hη|1Bη
)
(x)
]t
.
As before, since M ≥ (d− 1)/t+ δ we get for any x ∈ Bξ∑
η∈Xm
|hη|(
1 + 2m−1ρ(ξ, η)
)M
≤
(2
γ
)M
4(d−1)/tMt
( ∑
η∈Xm
|hη|1Bη
)
(x)
∑
ν≥0
2−ν(M−(d−1)/t)
≤ 2
δ ln 2
( 2
γ
)M
4(d−1)/tMt
( ∑
η∈Xm
|hη|1Bη
)
(x),
which verifies (9.3). The proof of the lemma is complete. 
In the next lemma we specify the constants in certain well known discrete Hardy
inequalities that will be needed.
Lemma 9.4. Let β > 0, 0 < q <∞, and am ≥ 0 for m ≥ 0. Then
(9.4)
(∑
j≥0
(∑
m≥j
2−(m−j)βam
)q)1/q
≤ c⋆3
( ∑
m≥0
aqm
)1/q
and
(9.5)
(∑
j≥0
( j∑
m=0
2−(j−m)βam
)q)1/q
≤ c⋆3
( ∑
m≥0
aqm
)1/q
with
c⋆3 = 2
βmax
{
1
β ln 2
,
1
(βq ln 2)1/q
}
.
Proof. In the case 0 < q ≤ 1 inequalities (9.4)–(9.5) follow readily by applying the
q-inequality and switching the order of summation. More precisely, we have(∑
j≥0
(∑
m≥j
2−(m−j)βam
)q)1/q
≤
(∑
j≥0
∑
m≥j
2−(m−j)βqaqm
)1/q
=
( ∑
m≥0
m∑
j=0
2−(m−j)βqaqm
)1/q
≤
(∑
ν≥0
2−νβq
)1/q( ∑
m≥0
aqm
)1/q
.
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Clearly (∑
ν≥0
2−νβq
)1/q
=
( 1
1− 2−βq
)1/q
≤ 2
β
(βq ln 2)1/q
≤ c⋆3,
which implies (9.4). The proof of (9.5) in the case 0 < q ≤ 1 is similar and gives
the same constant c⋆3.
In the case q > 1 using the Ho¨lder’s inequality (1/q′ + 1/q = 1) and switching
the order of summation just as above we obtain
(∑
j≥0
(∑
m≥j
2−(m−j)βam
)q)1/q
=
(∑
j≥0
(∑
m≥j
2−(m−j)β/q
′
2−(m−j)β/qam
)q)1/q
≤
(∑
j≥0
(∑
m≥j
2−(m−j)β
)q/q′( ∑
m≥j
2−(m−j)βaqm
))1/q
≤
(∑
ν≥0
2−νβ
)1/q′(∑
ν≥0
2−νβ
)1/q( ∑
m≥0
aqm
)1/q
=
∑
ν≥0
2−νβ
( ∑
m≥0
aqm
)1/q
,
which gives (9.4) with c⋆3 ≥ 2β/(β ln 2). The proof of (9.5) in the case q > 1 is
similar and with the same constant. 
Proof of Theorem 4.6. We shall use the abbreviated notation ωξ,η := ω
(K,M)
ξ,η for
ξ, η ∈ X (see (4.21)).
We first establish the result for the sequence Besov spaces bsqp , that is,
(9.6) ‖Ωh‖bsqp ≤ C9‖h‖bsqp .
Set p∗ := max{p, 1}. We start with the proof of the estimate( ∑
ξ∈Xj
∣∣∣ ∑
η∈X
ωξ,ηhη
∣∣∣p)1/p
≤ C11
∞∑
m=0
2−m(K+(d−1)(1/2−1/p
′
∗
)−δ/2)
( ∑
η∈Xj+m
|hη|p
)1/p
+ C11
j∑
m=1
2−m(K+(d−1)(1/2−1/p)−δ/2)
( ∑
η∈Xj−m
|hη|p
)1/p
(9.7)
for any j ≥ 0. For 1 < p <∞ using (4.21) and the convexity of up we obtain
(9.8)
∑
ξ∈Xj
∣∣∣ ∑
η∈X
ωξ,ηhη
∣∣∣p ≤ 2p−1 ∑
ξ∈Xj
[( ∞∑
m=0
∑
η∈Xj+m
2−m(K+(d−1)/2)|hη|
(1 +Nξρ(ξ, η))M
)p
+
( j∑
m=1
∑
η∈Xj−m
2−m(K+(d−1)/2)|hη|
(1 +Nηρ(ξ, η))M
)p]
.
Applying in the first double sum in the right-hand side of (9.8) twice Ho¨lder’s
inequality, first in the summation on m and then on η, and Lemma 9.2 with β = δ
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we get with M1 = (d− 1 + δ)/p′ and M2 =M −M1
(9.9)
( ∞∑
m=0
∑
η∈Xj+m
2−m(K+(d−1)/2)|hη|
(1 +Nξρ(ξ, η))M
)p
≤
( ∞∑
m=0
2−mp
′δ/2
)p/p′ ∞∑
m=0
( ∑
η∈Xj+m
2−m(K+(d−1)/2−δ/2)|hη|
(1 +Nξρ(ξ, η))M
)p
≤ Cp12
∞∑
m=0
( ∑
η∈Xj+m
1
(1 +Nξρ(ξ, η))M1p
′
)p/p′ ∑
η∈Xj+m
2−m(K+(d−1)/2−δ/2)p|hη|p
(1 +Nξρ(ξ, η))M2p
≤ c⋆1p−1Cp12
∞∑
m=0
∑
η∈Xj+m
2−m(K+(d−1)(1/2−1/p
′)−δ/2)p|hη|p
(1 +Nξρ(ξ, η))M2p
,
where C12 :=
(
1 − 2−p′δ/2)−1/p′ ≤ 5δ−1/p′ . Applying the same arguments to the
second double sum in the right-hand side of (9.8) we obtain
(9.10)
( j∑
m=1
∑
η∈Xj−m
2−m(K+(d−1)/2)|hη|
(1 +Nηρ(ξ, η))M
)p
≤ c⋆1p−1Cp12
j∑
m=1
∑
η∈Xj−m
2−m(K+(d−1)/2−δ/2)p|hη|p
(1 +Nηρ(ξ, η))M2p
,
Note that (4.22) implies M2p ≥ d − 1 + δ. Substituting (9.9) and (9.10) in (9.8)
and using Lemma 9.2 with β = δ we get
(9.11)
∑
ξ∈Xj
∣∣∣ ∑
η∈X
ωξ,ηhη
∣∣∣p
≤ 2p−1c⋆1p−1Cp12
( ∞∑
m=0
∑
η∈Xj+m
∑
ξ∈Xj
2−m(K+(d−1)(1/2−1/p
′)−δ/2)p|hη|p
(1 +Nξρ(ξ, η))d−1+δ
+
j∑
m=1
∑
η∈Xj−m
∑
ξ∈Xj
2−m(K+(d−1)/2−δ/2)p|hη|p
(1 +Nηρ(ξ, η))d−1+δ
)
≤ 2p−1c⋆1p−1Cp12
( ∞∑
m=0
c⋆12
−m(K+(d−1)(1/2−1/p′
∗
)−δ/2)p
∑
η∈Xj+m
|hη|p
+
j∑
m=1
c⋆12
−m(K+(d−1)(1/2−1/p)−δ/2)p
∑
η∈Xj−m
|hη|p
)
.
Now, we raise both sides of (9.11) to the power 1/p < 1 and apply the 1/p-inequality
to its right-hand side to obtain (9.7) for 1 < p <∞ with C11 ≥ C13 := 21−1/pc⋆1C12.
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Let 0 < p ≤ 1. Using the p-inequality, observing that (4.22) implies in this case
Mp ≥ d− 1 + δp, and using Lemma 9.2 with β = δp ≤ 1 we obtain
(9.12)
∑
ξ∈Xj
∣∣∣ ∑
η∈X
ωξ,ηhη
∣∣∣p ≤ ∞∑
m=0
c⋆12
−mpδ/22−m(K+(d−1)/2−δ/2)p
∑
η∈Xj+m
|hη|p
+
j∑
m=1
c⋆12
−mpδ/22−m(K+(d−1)(1/2−1/p)−δ/2)p
∑
η∈Xj−m
|hη|p.
We now raise both sides of (9.12) to the power 1/p ≥ 1, use the convexity of u1/p to
break the right-hand side to two terms and apply Ho¨lder’s inequality with exponents
r = 1/(1− p) and r′ = 1/p in the summations on m in order to get the 1/p power
inside the sum and to prove (9.7) for 0 < p ≤ 1 with C11 := max{C13, C15}, where
C15 = 2
1/p−1c⋆1
1/pC14 with c
⋆
1 is for β = δp and C14 :=
(
1− 2−δp/(2(1−p)))−(1−p)/p.
Finally, using (3.27), (9.7), (4.22), and Lemma 9.4 with β = δ/2 and am =
2m[s+(d−1)(1/2−1/p)]
(∑
η∈Xm
|hη|p
)1/p
we obtain
(9.13) ‖Ωh‖bsqp =
( ∞∑
j=0
[
2j[s+(d−1)(1/2−1/p)]
( ∑
ξ∈Xj
∣∣∣ ∑
η∈X
ωξ,ηhη
∣∣∣p)1/p]q)1/q
≤ C11
( ∞∑
j=0
[ ∞∑
m=0
2j[s+(d−1)(1/2−1/p)]−m(K+(d−1)(1/2−1/p
′
∗
)−δ/2)
( ∑
η∈Xj+m
|hη|p
)1/p
+
j∑
m=1
2j[s+(d−1)(1/2−1/p)]−m(K+(d−1)(1/2−1/p)−δ/2)
( ∑
η∈Xj−m
|hη|p
)1/p]q)1/q
=C11
( ∞∑
j=0
[ ∞∑
m=0
2−m(K+s+(d−1)(1/p∗−1/p)−δ/2)aj+m+
j∑
m=1
2−m(K−s−δ/2)aj−m
]q)1/q
≤ C11
( ∞∑
j=0
[ ∑
m≥j
2−(m−j)δ/2am +
j−1∑
m=0
2−(j−m)δ/2am
]q)1/q
≤ 21/q+1C11c⋆3
( ∞∑
m=0
aqm
)1/q
= C9‖h‖bsqp .
Thus, (9.6) is established with a constant C9 = 2
1/q+1C11c
⋆
3 of the claimed form.
We next prove the result for the sequence Triebel-Lizorkin spaces fsqp , that is,
(9.14) ‖Ωh‖fsqp ≤ C9‖h‖fsqp .
Taking into account Remark 3.11 we chose the quasi-norm of fsqp in Definition 3.10
to be defined with Bξ = B(ξ, γ2
−j) for ξ ∈ Xj , j ≥ 1. Thus Bξ ∩ Bη = ∅ for
ξ 6= η ∈ Xj .
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Let h ∈ fsqp . Then (Ωh)ξ =
∑
η∈X ωξ,ηhη, where the series converges absolutely
(see proof below). Then by (2.27)
(9.15) ‖Ωh‖fsqp :=
∥∥∥(∑
ξ∈X
[|Bξ|−s/(d−1)−1/2|(Ωh)ξ|1Bξ]q)1/q∥∥∥
Lp
≤ C21
∥∥∥(∑
ξ∈X
[
N
s+(d−1)/2
ξ
∑
η∈X
ωξ,η|hη|1Bξ
]q)1/q∥∥∥
Lp
≤ C2121/p+1/q(Σ1 +Σ2),
where C21 := c˜
|s/(d−1)+1/2|
2 (2/γ)
s+(d−1)/2,
Σ1 :=
∥∥∥(∑
ξ∈X
[
N
s+(d−1)/2
ξ
∑
η∈X :Nη≥Nξ
ωξ,η|hη|1Bξ
]q)1/q∥∥∥
Lp
, and
Σ2 :=
∥∥∥(∑
ξ∈X
[
N
s+(d−1)/2
ξ
∑
η∈X :Nη<Nξ
ωξ,η|hη|1Bξ
]q)1/q∥∥∥
Lp
.
Write λξ := N
s+(d−1)/2
ξ 1Bξ , ξ ∈ X , and choose t so that (d− 1)/t = J + δ/2. Then
0 < t < min{1, p, q}. If Nη ≥ Nξ, then
ωξ,η =
(Nξ
Nη
)K+(d−1)/2(
1 +Nξρ(ξ, η)
)−M
.
Then we have
Σ1 ≤
∥∥∥(∑
ξ∈X
[ ∑
η∈X :Nη≥Nξ
(Nξ
Nη
)J−s−(d−1)/2+δ
(1 +Nξρ(ξ, η))
−J−δ|hη|λξ
]q) 1q ∥∥∥
Lp
=
∥∥∥(∑
j≥0
∑
ξ∈Xj
[ ∑
m≥j
2−(m−j)(J−s−
d−1
2
+δ)
∑
η∈Xm
(
1 +Nξρ(ξ, η)
)−J−δ|hη|λξ]q) 1q ∥∥∥
Lp
.
We now apply Lemma 9.3 (with (d − 1)/t and δ/2 in the place of M and δ) and
the fact that the sets {Bξ : ξ ∈ Xj} are mutually disjoint to obtain
Σ1 ≤ c⋆2
∥∥∥(∑
j≥0
∑
ξ∈Xj
[ ∑
m≥j
2−(m−j)(J−s−
d−1
2
+δ− d−1t )Mt
( ∑
η∈Xm
|hη|1Bη
)
λξ
]q) 1q ∥∥∥
Lp
≤ c⋆2
∥∥∥(∑
j≥0
[ ∑
m≥j
2−(m−j)δ/2Mt
( ∑
η∈Xm
|hη|λη
)]q) 1q ∥∥∥
Lp
.
The application of inequality (9.4), the maximal inequality (2.24), the fact that the
sets {Bη : η ∈ Xj} are mutually disjoint, and (2.27) leads to
Σ1 ≤ c⋆2c⋆3
∥∥∥(∑
j≥0
[
Mt
( ∑
η∈Xj
|hη|λη
)]q) 1q ∥∥∥
Lp
(9.16)
≤ c⋆2c⋆3c˜1
∥∥∥(∑
j≥0
[ ∑
η∈Xj
Ns+(d−1)/2η |hη|1Bη
]q) 1q ∥∥∥
Lp
≤ c⋆2c⋆3c˜1C22
∥∥∥(∑
j≥0
∑
η∈Xj
[
|Bη|−s/(d−1)−1/2|hη|1Bη
]q) 1q ∥∥∥
Lp
= c‖f‖fsqp
with C22 := c˜
|s/(d−1)+1/2|
2 (γ/2)
s+(d−1)/2.
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If Nη < Nξ, then
ωξ,η =
(Nη
Nξ
)K+(d−1)/2(
1 +Nηρ(ξ, η)
)−M
and hence
Σ2 ≤
∥∥∥(∑
ξ∈X
[ ∑
η∈X :Nη<Nξ
(Nη
Nξ
)s+(d−1)/2+δ
(1 +Nηρ(ξ, η))
−J−δ|hη|λξ
]q) 1q ∥∥∥
Lp
=
∥∥∥(∑
j≥0
∑
ξ∈Xj
[ ∑
m<j
2−(j−m)(s+
d−1
2
+δ)
∑
η∈Xm
(
1 +Nηρ(ξ, η)
)−J−δ|hη|λξ]q) 1q ∥∥∥
Lp
.
As above employing Lemma 9.3, using the fact that the sets {Bξ : ξ ∈ Xj} are
mutually disjoint, applying (9.5), the maximal inequality (2.24), and (2.27) we
obtain
Σ2 ≤ c⋆2
∥∥∥(∑
j≥0
[ ∑
m<j
2−(j−m)δMt
( ∑
η∈Xm
|hη|λη
)]q) 1q ∥∥∥
Lp
(9.17)
≤ c⋆2c⋆3
∥∥∥(∑
j≥0
[
Mt
( ∑
η∈Xj
|hη|λη
)]q) 1q ∥∥∥
Lp
≤ c⋆2c⋆3c˜1
∥∥∥(∑
j≥0
[ ∑
η∈Xj
Ns+(d−1)/2η |hη|1Bη
]q) 1q ∥∥∥
Lp
≤ c⋆2c⋆3c˜1C22
∥∥∥(∑
j≥0
∑
η∈Xj
[
|Bη|−s/(d−1)−1/2|hη|1Bη
]q) 1q ∥∥∥
Lp
= c‖f‖fsqp ,
where the constants c⋆2, c
⋆
3, c˜1, C22 are as above.
Finally, using estimates (9.16) and (9.17) in (9.15) we obtain (9.14) with C9 =
C212
1/p+1/qc⋆2c
⋆
3c˜1C22, which is of the claimed form. This completes the proof of
Theorem 4.6.

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