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Abstract--In this paper, we derive ratedistortion functions under proper magnitude-error fidelity criteria and study instrumentable datacompression schemes for Poisson processes. In particular, we derive information rates and obtain rate-distortion relationships for practical data-compression schemes, for the reproduction of the unordered sequence of Poisson event occurrences, for the reproduction of the sample functions of the Poisson counting process, and for the reproduction of the sequence of intervals between the event occurreuces of a Poisson process. The reproducing processes are taken to be point (or jump) processes tbemselves. The performances of the various data-compression schemes presented here are compared with those of the ideal schemes (as presented by the rate-distortion functions) and are shown to be close to the latter over wide regions of distortion.
I. INTRODUCTION ' OISSON P processes are of considerable importance as models for information sources in communications, computer systems, biology, transportation, queueing systems, and other sciences. The Poisson counting process serves as a basic statistical model of many counting mechanisms, and the Poisson point process is widely used to represent a recurrent stochastic sequence of random event occurrences. In this paper, we study the problems of transmitting (or representing) and reproducing the output of an information source governed by the statistics of a Poisson process under a fidelity criterion. Rate-distortion functions are derived, and practical data-compression schemes are studied.
In particular, we study the reproduction, under a magnitude-error distortion measure, of the unordered Poisson event occurrences, of the sample functions of the Poisson counting process, and of the sequence of intervals between the event occurrences of a Poisson point process. The reproducing processes are taken themselves to be point (or jump) processes. For all these cases, instrumentable datacompression schemes whose performances are shown to be close to those of the ideal schemes (indicated by the ratedistortion functions) are presented.
Rate-distortion functions for sources following the statistics of continuous-(and discrete-) time stochastic processes are presently known mainly for Gaussian processes [2] , [3] , [S] . Rate-distortion functions and data-compression schemes for an independently identically distributed (i.i.d.) sequence of Poisson random variables under a magnitude-error fidelity criterion have recently been derived Manuscript received June 8, 1973 ; revised September 24, 1973. This work was supported by the office of Naval Research under Grant N00014-69-A-0200-4041.
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in [I] . With regard to a Poisson process, the previous study [I] thus considers the reproduction of the increments of the Poisson counting process, since the latter has stationary independent increments. The present study, on the other hand, considers the reproduction of the overall counting sample function and that of the time instants of the event occurrences. Such problems, associated with the reproduction of the instants of event occurrences, are of major importance in information theory.
In Section II we present preliminary definitions and properties. A source coding theorem for the Poisson process is proved in Section III. Rate-distortion functions for unordered Poisson occurrences are derived in Section IV, and in Section V we obtain lower and upper bounds to the latter functions and study data-compression schemes. The latter results are then used to derive rate-distortion functions for Poisson counting processes in Section VI, to obtain useful lower and upper bounds for these functions, and to study instrumentable data-compression schemes in Section VII. The reproduction problems for the intervals of the Poisson point process are studied in Section VIII, where rate-distortion functions and data-compression schemes are obtained. The performances associated with the preceding instrumentable and ideal schemes are plotted and discussed in Section IX.
We note that the independent increments property of the Poisson counting process and the order-statistics characterization of the instants of occurrence of the Poisson point process play an essential role in the following development. In particular, the first property is used to obtain a source coding theorem and develop data compression schemes, while the second property is utilized to derive rate-distortion functions for the Poisson counting process, or the ordered instants of occurrence of the Poisson point process, from the derived rate-distortion functions for an unordered sequence of point occurrences.
II. I!RELIMINARlES
We consider the problem of reconstructing the output of a source whose state is governed by the statistics of a Poisson process with intensity 1, 0 < 1 < co, to within a prescribed accuracy at some receiving point. The Poisson counting process is denoted as {N(t), t 2 0}, N(0) = 0, where N(t) designates the number of event (point) occurrences in (0~1. Its sample functions are nondecreasing piecewise-constant functions, which we take to be rightcontinuous. The statistics of the process are specified by noting that the process possesses stationary independent increments [4] and that N(t) follows the Poisson distribu-tion; i.e., P{N(t) = n} = pn = exp (-At) * &y/n!.
(1) The following characteristics of the Poisson process are of importance for the present analysis. Associated with the Poisson counting process 1 {N(t)} is the Poisson point process { W,, 12 = 1,2, -+ -}, W, = 0, where W, denotes the instant of nth (event) occurrence, i.e., W, = inf {t: N(t) = n}, and the interarrival process (T,, IZ = 1,2, * * e}, where T. = W, -W,-, is the nth interval. One can show [4] that {T,} is a renewal point process; thus, it is a sequence of i.i.d. random variables such that P{T, I x} = [l -e-""]U(x) (2) is an exponential distribution with mean l/n, where U(X) is the unit step function [U(X) = 1 for x 2 0 and = 0 elsewhere].
Of particular importance are the properties of the Poisson point process {W,) over an interval [O,T], 0 < T < oc), conditioned on the number of occurrences in this interval, i.e., N(T). One can show [4, p. 1401 that under the condition that N(T) = ~1, the n occurrence times WI I W, I . * * I W, are random variables having the same distribution as if they were the order statistics corresponding to n independent random variables zl, * * . ,z, uniformly distributed on [O,T] . Thus WI = min (zl;**,zn), W, is the second smallest value among (z,, . . *,z,,), and so on. In particular, under the condition N(T) = n, one then readily obtains the density function of the occurrence time W,, fw,,,(t) p (i3/iTt)P{ W, < t 1 N(T) = n}, to be given by the beta function n! fw,,nW = (k _ l>! (n _ k)! W>k-'(l -W)"-kT-l (34 and the corresponding distribution function F,,,,,(t) = P{ W, I t 1 N(T) = n} to be given by
where Z,(p,q) is the incomplete beta function (see [6] ) defined by Z,(p,q) = [r:(,; ;$)-j j; xp-'(1 -x)"-' dx (4) and T(x) is the gamma function. We study here the problem of representing the Poisson process (N(t), t 2 0} by a reproducing counting process {&(t), t 2 0} under a fidelity criterion. Results from ratedistortion theory [2] , [3] will be used to characterize the ideal data-compression scheme which yields, under a prescribed distortion, the reproducing process {m(t)} with the smallest possible entropy rate. If a digital scheme is used to store {R(t)}, the latter ideal transformation will require minimal storage capacity. If the reproducing counting process is to be transmitted over a communication channel, the source code which corresponds to the preceding ideal scheme is clearly optimal in the sense that it yields the lowest possible rate-distortion curve.
Thus of particular interest here is the rate-distortion function R(D), which in the present case is defined as follows. Let ZVO,T = {N(z), 0 I z < T} be a realization of the {N(t)} process over [O,T] , and let fiO,= = {g(z), 0 I z I T} be the corresponding reproducing realization of {a(t)}. The distortion between NO,= and flO,= is measured by a fidelity measure The marginal probability measure that pT and qT induce on fl, is denoted by gT (i.e., qT(B) = j=(S',,, x B)), and the product probability measure on fiT x & derived from the marginals of PT is denoted by nT (so that n=(A) = JA d(pT x gT)). One can then define the average mutual information ZT(NO,T; f10 T) of the joint probability space (So,* x sJ,TP BT x fiT, $j (see, for example, [3, pp. 260-2701 and [7] ). In particular, observe that if I=( *) is finite, then pT is absolutely continuous with respect to ?I*, p= << 7cT, so that the Radon-Nikodym derivative of pT with respect to 7cT, f ' = dpT/dnT exists and Z*(~o,*; fi0.T) = s logfT(z) dpT(z).
The rate-distortion function of the source [SO,T,/$.,pT] with respect to the fidelity criterion j+.(e) is then defined as follows.
For each D E [O,CXI), let Q,,(D) be the class of qT conditional probability measures (defined as before) for which
where, as before, JT is the joint probability measure induced by pT and q '. The resulting average mutual information measure ZT(NO,T; fiO,T) clearly depends on measures pT and qT; we can define R,(D) = inf T -%No,,; %,,T) (8) q=' E Q-r (D) and let R,(D) = co if Q7(D) is empty. Finally, we define
T-tW It is worthwhile to note that a realization of {N(t)} over [O,T] can also be specified by the total count N(T) and the instants of occurrence; i.e., NO,= = {W,,W,; * *,WNcTj, N(T)}. Thus NO,= is specified in terms of a countable number of random variables (i.e., {WI; * *, WNcTj} and N(T)).
Furthermore, since for the Poisson measure P{N(T) = a} = 0, VT < co, we observe that NO,= is specified, with probability 1, by a finite number of variables. The latter variables can be used to construct the preceding probability measures on /IT x flT, and to evaluate the mutual information measure Z(N,,,; fiO,=) = Z(W,,W,; * *, W,(,,,N(T); l@l,l?z, * * *,F?+T,,&(T)). The latter representation will be useful in our analysis.
III. A SOURCE CODING THEOREM FOR THE POISSON

PROCESS
Since the Poisson counting process {N(t), t 2 0} is a process of stationary independent increments, a source coding theorem for it follows by considering the representation of the increments of the process (as for the Wiener process in [S]) associated with a perfect representation of the absolute values of the process at the end of each incremental period. A source coding theorem that determines that R(D) represents the smallest rate of any D-admissible code (i.e., a source code with an associated average distortion not higher than D) is then obtained as follows (see also [3, pp. 245-2471) . We note that for transmitting the Poisson source over a noisy channel, for sufficiently large T, a channel capacity of R(D) nats/s is required to yield a source reproduction with fidelity D, incorporated with a facility for perfect (zero errors) transmission of the sequence {N(kT)}. Simple instrumentable codes which reproduce the latter sequence have been studied in [l] . Practical data-compression schemes for the Poisson source will be studied in Sections V, VII, and VIII.
The preceding considerations are now applied to the calculation of the rate-distortion function. The average mutual information measure between NO,= and its reproducing function flO,= is given by utilizing the relationship Z(x,; x2x3) = Z(X,; x2) + Z(x,; x3 I x2), which holds for any random variables x1,x2,x3 (see, for example, [2, p. 221). Now, utilizing (lo), we arrive at the following useful result. We assume pT( *) to be "hon-est" in the sense that, given N(T), a reproducing scheme will yield a lower distortion by incorporating the transformation R(T) = N(T) (as is the case for difference distortion measures); i.e., for each realization To,=, there is a reproducing realization &o,T ( i.e., by considering only reproducing functions fiO,= for which m(T) = N(T).
Proof: By (IO), we have observed that by entropy encoding, for each E > 0 and sufficiently large T, we can represent N(T) by a code which yields a distortion D = 0 and possesses a rate less than E nats/s. Hence, for a fixed code rate and T sufficiently large, and since pT( *) is "honest," any transition probability measure q* which yields the minimal average distortion D will incorporate the transformation m(T) = N(T) (for the latter reduces D while requiring only an E increase in rate). Consequently, we conclude (noting that R(D) is a monotonically decreasing curve) that a q* in (8) which yields the infimum will also incorporate the information {l?(T) = N(T)}. Under the latter condition, we incorporate (11) in (8) and (9) , observing that Z(W,; * *,W,,,,; m(T) I N(T), l?(T) = N(T)) = 0, and that is now characterized, over [O,T] , by the reproducing sequence {+1, * * *,?gcT,,l?(T)}.
A useful appropriate distortion measure is now chosen as
Tg: (T-'Iri -?il) (13) where m(T) = max [N(T),fl(T)], and zi Q r,(,), for i 2 N(T), and ti A ?fi(T), for i 2 R(T).
Given N(T), the distortion measure p=(e) of (13) indicates the magnitude error per event occurrence and per second. To calculate the associated rate-distortion function, we follow Lemma I to deduce that for the present case we can write R(D) = lim,,, R,(D), where
T -lZ(zl,.. .,z,(,); z^l,.. .,
Thus we can consider only the reproducing functions for which l?(T) = N(T). (Clearly, distortion measure (13) is "honest" in the aforementioned sense.) Then m(T) = N(T) = R(T) in (13). Furthermore, given N(T), the sequence {z"} is a sequence of i.i.d. random variables uniformly distributed over [O,T] , as noted in Section II. This property is of basic importance for the derivation of the rate-distortion function. Consider now an i.i.d. sequence of random variables {U,, n 2 l} which are uniformly distributed over [O,T] . Define a single-letter distortion measure between U,, and a reproduction of it, o,, by We first consider the following case, which will prove to be of essential theoretical importance for the following development. We wish to reproduce, under a fidelity criterion, the instants of event occurrences of the Poisson process {N(t), t 2 0} over [O,T] , 0 c T < co. However, we now assume that these Poisson occurrence times are transmitted by the source in an unordered manner. We denote the unordered occurrence times of {N(t)} over I%"] by ~1,~~; ",TN(T). Equivalently, one can consider the source to observe the realization NO,= = { W,, * * *, WNcTj, N(T)} but unorder (or randomly record) the occurrence sequence { W, , W,, * * . ,WNcT,} in a random fashion, which results in the occurrence sequence {rl,rZ; * .,rN(rj} which is to be reproduced. The reproducing process {R(t), t 2 0} 
where RlcU'(D) is the rate-distortion function of an i.i.d. source of random variables uniformly distributed over [O,l] , with respect to the magnitude-error distortion criterion.
Proof: Consider the transformation o,, = U,,/T, n 2 1. Thus {o,, n 2 l} is a sequence of i.i.d. random variables uniformly distributed over [O,l] , with the associated singleletter distortion measure
Furthermore, since the preceding transformation is one to one, we also have that for any transition probability measure I(U,,; o,,) = I@,; 6,), when we set 8, = o,,',lT. Hence inf Z(U,,ff,) = inf Z(un,6,) q E Q (D) q E h') where Q(D) is generated by p(')(T) and G(D) by p, and the statement of the proposition follows.
Q.E.D.
The rate-distortion function of the unordered Poisson sequence is then obtained by Theorem 2. Proof: Recall that the rate-distortion function can be calculated according to (14) , and that only transition probability measures which incorporate R(T) = N(T) need be considered. We assume now that a realization of N(T) is fixed. Then {rl,rz; * *,r,(,)} are i.i.d. random variables, uniformly distributed over [O,T] , which are to be reproduced by {t,; *. ,2,-,,,} under the distortion measure (13), where l?(T) = N(T). However, we can consider bl,. * * ,r,(,)} to be a product source (see [3, pp. 55-571) composed of the N(T) subsources, under a sum distortion measure. Each of the subsources is assumed to have a distortion measure of the form (15), so that the composite distortion measure, per component, is given by (13). Subsequently, by [3, corollary 2.8.31, we conclude that given N(T), R,(D) of (14) , with probability 1. Since the limit is independent of N(T), the result also yields the infimum in (14).
We note that or as given by (13) is not a single-letter fidelity criterion for {N(t)} as indicated by (5) . Thus a source coding theorem for the present nonordered source under distortion measure (13) does not directly follow from Theorem 1. However, Theorem 1 is readily shown to hold also for the present case since, as before, N(T) can be perfectly reproduced by an s-admissible code, for T sufficiently large, and, given N(T), we have an i.i.d. occurrence sequence subject to a single-letter fidelity criterion (13).
V. BOUNDS FOR R(')(D) AND DATA-COMPRESSION SCHEMES FOR UNORDERED POISSON OCCURRENCES
Useful upper and lower bounds on ii,'"'(D) are obtained as follows. First, to obtain an upper bound, we consider a specific data-compression scheme for the uniform [ 
We note that the difference between the upper and lower bounds in (25) is equal to exactly A In (e/2).
An actual simple data-compression scheme that achieves the upper bound in (25) follows directly from (20) with the optimal value y = l/2. This scheme realizes the transformation 
VI. INFORMATION RATES FOR POISSON COUNTING
PROCESSES
We consider now the reproduction under a fidelity criterion of a Poisson counting process {N(t), t 2 0} by a reproducing counting process {R(t), t 2 O}. We assume a per-letter magnitude-error distortion measure Such a direct calculation, using any variational approach, seems to be too involved and difficult. However, our results for R(')(D) can now be utilized to derive R(D). For that purpose, we first note the difference between the reproduction of the (magnitude) unordered instants of occurrence bl,' * * ,rN(r)}, and that of the (magnitude) ordered occurrence times { W,, * * * ,WNcT,}. This difference clearly lies in the fact that when representing the ordered sequence {Wi} we do not need to characterize the recording order of each Wi in the reproducing sequence {pi}, while such a characterization is required for each zi. Equivalently, if {pi} is the reproducing sequence for ( W,}, clearly the nth largest time of {pi} represents the reproduction of the nth largest time of {Wi} (noting that the distortion measure is "honest"); however, for {ti} and {Zi}, the latter magnitude-ordering property does not hold. To characterize this distinction, we represent the sequence {rl,rZ,. . . ,rN(r)}, which is written in the order the variables have been recorded, by a sequence which is written in order of magnitude of the variables, (35)- (37) into (32), we obtain, for a latter include time magnitude information while the first given N(T), present only order of recording information. Thus (30) follows.
Q.E.D. R,(')(D) = qTEQT(W)(N(T)D) T-w% ml I N(T)) inf
The rate-distortion function R(D) is now obtained.
- .__. Incorporating (39) and the rate-distortion function R"'(D) (33) given by (17) into (38), we obtain expression (31) for R(D).
and (Xi} is used to denote {x1,. . * ,x,(,)}. As previously Q.E.D. (44) where 0 < Yj(N) I 1, Vj,N. The parameters Yj(Nk) are to be determined. We also note that the Yj(Nk) have been chosen to be independent of the order of the specific subinterval, since the Poisson counting process has independent stationary increments.
For a fixed subinterval length T, the rate of this source code is given by readily calculated a priori for any situation using the tables of the incomplete beta function [S] . We may further simplify the preceding data-compression scheme and obtain a useful simple expression for the resulting rate-distortion relationship as follows. The present scheme will also transmit {N,, n = 1; --,N} under the partitioning {ti = iAT, i = 1, * * -,N} of [O,T] , but the reconstruction of the occurrence times will follow (42) with the constraint rj(n) = y(n) independent of j. Thus at the kth subinterval, when Nk = n > 0, we let all the n occurrence times be concentrated at the same point in ((k -l)AT, kAT]. At the latter point the reproducing counting process {m(t)} will have a jump of size Nk = n. The optimal value of r(n), and the corresponding @*, in any subinterval, say, 
The rate of this source code is given by (43). Thus, incorporating (43) and (49), we obtain the following simple result for the rate-distortion relationship of the present data-compression scheme.
Theorem 5: The optimal data-compression scheme for the Poisson counting process with rate L and distortion measure (28), which encodes the source by {N,, n = 1,2, . . -,N}, NAT = T, and decodes according to (42) with yj(n) = y(n), is obtained by setting y(n) = l/2. The resulting rate-distortion relationship for this scheme is given by is not larger than a number proportional to 1 (in nats/s). A comparison between the two data-compression schemes presented in this section is made in Fig. 2 . For a fixed subinterval length AT, the rate of the latter schemes is the same, so that we compare the average distortions they yield. The average distortion in [O,AT], given N(AT) = n, for the optimal data-compression scheme (42)-(44) is the Da=*(n) given by (45) and is evaluated using the tables in [6]. The simpler scheme, which uses y(n) = l/2, assumes the distortion (49), or just B,,(n) = 0.25n. The difference n-l[D&n) -D,,*(n)] is seen to increase with n and to be bounded by 0.25 for each n, by 0.1 for n I 4, and by 0.15 for n I 10. The unconditional average distortion D* is subsequently obtained by averaging with respect to N(AT) (see (46a)). Thus, for low distortions (in particular, for low AAT), the simple scheme which utilizes yj(n) = l/2 and achieves the rate-distortion relationship (50) will perform almost as well as the optimal scheme given by (22)-(24). The latter scheme will perform better over the rest of the distortion region. This scheme is also observed to be simple and instrumentable, and the bounds obtained indicate that its performance will be close to that of the ideal scheme which yields R(D).
VIII. THE REPRODUCTION OF THE INTERVALS OF THE POISSON POINT PROCESS
In many practical situations one is interested in reproducing the intervals { Ti} of the Poisson point process { Wi}, where Ti = Wi -Wiel, W, z 0. Further assume that we are interested in reproducing a fixed number of intervals, say, n > 0. Subsequently, the data-compression scheme represents the source output over the random interval [0, W,], rather than over a fixed interval [O,T] . Since the Poisson process has an average of I occurrences per unit time, a useful (per unit time) distortion measure associated with an interval realization { Ti, i = 1,2, * * *,n} and its reproducing sequence of intervals {pi, i = 1,2, * . . ,n} is given by P,(TY(T,}7{ Z>) = Cnln> fl IT -?I* (55)
The associated rate-distortion function is then defined with probability 1 as R(r)(D) = lim (IV-')*infl(T n .*a T* $ ..a 13 2 )I? 13 Ct,) (56) "-02 and is consequently given by R(')(D) = 1 lim n-'*infI(T,;** T. p .a* ) n, 12 AJ (57) n+m since n-l W, = n-l(Cy=l Ti) -+ 3L-1 with probability 1 as n + co, by the strong law of large numbers. Utilizing relations (55), (57), and the fact that Ti is an i.i.d. sequence of random variables exponentially distributed with mean I-l, the following result is obtained. 
where Mx I x, < (i + 1)6x. The numbers {xi} are determined as those that minimize D = E{IX -2 I}. The optimal sequence {xi*} is consequently obtained as 
The rate-distortion relationship for the preceding datacompression scheme is thus given by (61) and (64). It also provides an upper bound on R(")(D). A particular simple suboptimal approximation to (62) is obtained by setting Xi = iAx. We then obtain the rate-distortion relationship IX. DISCUSSION AND CONCLUSIONS We have derived information rates and studied useful data-compression schemes for Poisson processes. Under proper magnitude-error distortion measures, we have presented rate-distortion functions and the performance of actual data-compression schemes for the reproduction of the unordered instants of occurrence of the Poisson process, the Poisson counting sample functions, and the intervals between event occurrences of the Poisson point process.
For the unordered Poisson event occurrences, the ratedistortion function is given by (17), with lower and upper bounds in (25); a useful data-compression scheme is pre- (64), (65)), and performance of optimal and suboptimal data-compression schemes, respectively. x*,@)-optimal value of x0 versus D.
sented in Section V. For the reproduction of the Poisson counting process, the rate-distortion function is given by (31) with upper and lower bounds given by (40). The latter bounds to R(D) are shown in Fig. 3 . An optimal instrumentable data-compression scheme for the counting process is derived and shown to yield the performance given by (46). A simpler scheme is analyzed and shown to yield the performance R(D) of (50), with the bounds of (53). The curves for R(D) and its upper and lower bounds are also shown in Fig. 3 . We observe that the upper bound R,(D) is a good approximation to R(D) over the entire distortion region. Fig. 3 also indicates that the data-compression scheme of (42) with yj(n) = l/2, which follows R(D), performs almost as well as the ideal scheme for low distortions. In particular, ;1-'R(D) -I-'R(D) I 0.25 nats/s for D I 0.1, and this difference is not larger than about 0.5 nats/s over the entire distortion region. For higher distortions, the performance of the data-compression scheme will be greatly improved by utilizing the parameters yj*(n), as indicated by Fig. 2 . For the reproduction of the intervals between event occurrences of a Poisson point process, the rate-distortion function is given by (58) in terms of the rate-distortion function R(")(D) associated with exponentially distributed i.i.d. sequence of random variables. In Fig. 4 , we have shown the curves corresponding to the lower bound R,'"'(D) of (59), and to the performances *R'"'(D) and ace'(D) of the optimal and suboptimal data-compression schemes, respectively, as given by (61)-(65). We observe that *R(")(AD) -RLce'(AD) I 0.25 nats and that R(')(l.D) -*irce'(AD) I 0.5 nats over the entire distortion region. We also indicate in Fig. 4 Finally, we observe that many points in our studies here will be useful for studying data-compression schemes for other counting and point processes.
