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Summary
This dissertation reviews the theory of fast matrix multiplication from a multilinear-algebraic point of view, as
well as recent fast matrix multiplication algorithms based on discrete Fourier transforms over finite groups.
To this end, the algebraic approach is described in terms of group algebras over groups satisfying the triple
product Property, and the construction of such groups via uniquely solvable puzzles.
The higher order singular value decomposition is an important decomposition of tensors that retains some of
the properties of the singular value decomposition of matrices. However, we have proven a novel negative result
which demonstrates that the higher order singular value decomposition yields a matrix multiplication algorithm
that is no better than the standard algorithm.
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Chapter 1
Introduction
1.1 Introduction
One of the most fundamental operations in linear algebra is the multiplication of 2 matrices. This problem is
of great importance since any improvement in matrix multiplication also leads to more efficient algorithms for
solving a plethora of other algebra problems such as finding a determinant of a matrix (using the Leverrier’s
method (see [7], chapter 2) or the formula: det(A) = [det(A11)] det[A22 −A21A−111 A12]), finding an inverse of a
matrix (see [16] for more explanation), solving a system of linear equations (the impact of matrix multiplication
is clear if one uses the Cramer method) and also for some problems in graph theory [5].
Hart and Hedtke give a short history of fast matrix multiplication in [8].
Given two n× n matrices A and B over a field F with n ∈ N,
A =
 a11 a12 . . .a21 a22 . . .
...
...
. . .

B =
 b11 b12 . . .b21 b22 . . .
...
...
. . .

One can find the product C of A and B namely:
C =
 c11 c12 . . .c21 c22 . . .
...
...
. . .

defined by:
cij =
n∑
k
aikbkj .
In this dissertation, we are interested in the efficiency of matrix multiplication, i.e how many steps or operations
are required to perform matrix multiplication.
1.2 Standard algorithm
Until 1968, mathematicians were using the standard (naive) algorithm to multiply two matrices An×p and Bp×m
over the field F . This is defined by:
(AB)ij =
p∑
k=1
ai,kbk,j
This algorithm give us a total count of n × p ×m scalar multiplications and (n ×m)(p − 1) scalar additions
and subtractions. Setting n = p = m one then needs n3 scalar multiplications and n3 − n2 scalar additions
and subtractions [10, 9] for a total count of 2n3 − n2 arithmetic operations in the field F . Since multiplication
1
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can be view as many additions, one may achieve efficient matrix multiplication just by reducing the number of
multiplication required to perform matrix multiplication. In this dissertation, we primarily consider the number
of multiplications in the underlying field, since a block structured approach (see section 1.4.2) benefits most by
reducing the number of multiplications.
1.3 Matrix multiplication and inner product
Let
A =

aT1
aT2
...
aTn

B = (b1, b2...bn) where a
T
1 , ..., a
T
n are the rows of A and b1, ..., bn are the columns of B. Then
(AB)ij = a
T
i bj ,
where aTi bj is the usual Euclidean inner product on Rn. This expression involves n multiplications and n − 1
additions in the underlying field. In 1968, Winograd [4] showed that one can take the inner product of two
vectors using less multiplications but more additions. Given two vectors (x1, ..., xn) and (y1, ..., yn) we define:
ξ =
bn2 c∑
j=1
x2j−1x2j
η =
bn2 c∑
i=1
y2j−1y2j
Then the inner product for even n can be found by:
bn2 c∑
j=1
(x2j−1 + y2j) (x2j + y2j−1)− ξ − η
and for odd n by:
bn2 c∑
j=1
(x2j−1 + y2j) (x2j + y2j−1)− ξ − η + xnyn
Hence the total number of multiplications required is
2
⌊n
2
⌋
+
⌊
n+ 1
2
⌋
and the number of additions is
4
⌊n
2
⌋
+
⌊
n+ 1
2
⌋
.
If ξ an η are precomputed for each vector, the total number of multiplications per inner product reduces to⌊
n+1
2
⌋
, and the total number of additions and subtractions reduces to 2
⌊
n
2
⌋
+
⌊
n+1
2
⌋
+ 1. Notice that, for
the matrix product AB, we compute an ξ for each row and η for each column. We have that to perform the
multiplication of two n× n matrices using the inner product the total number of multiplication is
n2
⌊
n+ 1
2
⌋
+ 2n
⌊n
2
⌋
and the total number of additions required is
n2
(⌊
n+ 1
2
⌋
+ 2
⌊n
2
⌋
+ 1
)
+ 2n
(⌊n
2
⌋
− 1
)
.
This gives us a slight improvement on the standard algorithm.
We denote by MF (n) the minimum number of multiplications required to multiply two n×n matrices over the
field F .
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Definition 1 We define the exponential of the matrix multiplication over the field F denoted by w(F ) as:
w(F ) = inf{τ ∈ R : MF (n) = O(nτ )}.
From the standard algorithm we have that w(F ) ≤ 3 and from the same algorithm, it is also clear that there
is a total number of n2 output entries, hence we can’t have less that n2 multiplications. This leads us to the
following theorem.
Theorem 1 The exponential of matrix multiplication is bounded by
2 ≤ w(F ) ≤ 3.
1.4 Strassen’s algorithm
Strassen introduced in 1969 an algorithm (stated there for square matrices) for multiplying matrices which is
based on a clever way of multiplying two 2×2 matrices using 7 multiplications and 18 additions and subtractions.
Let A and B be two 2× 2 matrices over a field F defined by:
A =
(
a11 a12
a21 a22
)
B =
(
b11 b12
b21 b22
)
and their product defined as
AB =
(
c11 c12
c21 c22
)
where ajk, bjk, cjk ∈ F with j, k ∈ {1, 2}. Strassen’s algorithm is implemented as follows [16].
I = (a11 + a22)(b11 + b22),
II = (a21 + a22)b11,
III = a11(b12 − b22),
IV = a22(−b11 + b21),
V = (a11 + a12)b22,
V I = (−a11 + a21)(b11 + b12),
V II = (a12 − a22)(b21 + b22)
c11 = I + IV − V + V II,
c21 = II + IV,
c12 = III + V,
c22 = I + III − II + V I.
1.4.1 Winograd’s algorithm
Although the asymptotic complexity does not depend on the number of additions and subtractions; it is of
practical significance if one can reduce the number of additions and subtractions for matrix multiplication.
Winograd improved Strassen’s algorithm by using only 15 additions/subtractions instead of 18 while retaining
7 multiplications. The implementation of the algorithm is as follows: Let A and B be two 2× 2 matrices over
a field F defined by:
A =
(
a11 a12
a21 a22
)
B =
(
b11 b12
b21 b22
)
and their product defined as
AB =
(
c11 c12
c21 c22
)
where ajk, bjk, cjk ∈ F with j, k ∈ {1, 2}. We first compute:
A1 = a11 − a21, B1 = b22 − b12
A2 = a22 −A1, B2 = b11 +B1
c©University of South Africa 2015
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Secondly we compute:
T1 = a11b11
T2 = a12b21
T3 = A2B2
T4 = (a21 + a22)(b12 − b11)
T5 = a1b1
T6 = (a12 − a2)b22
T7 = a22(b21 −B2).
Setting
U1 = T1 + T3
U2 = T4 + T8.
We finally have:
c11 = T1 + T2
c12 = T6 + U2
c21 = T5 + T7 + U1
c22 = T5 + U2
This algorithm is often used in practice and it is called the Strassen-Winograd algorithm.
1.4.2 Strassen’s algorithm and large matrices
Since Strassen’s construction does not depend on the commutativity of the component multiplications one can
apply it for block matrices to recursively implement an algorithm for n×n matrices with O(nlog2 7) = O(n2.808)
multiplication. Given two m ×m matrices A and B with m even, we can divide each matrix in to blocks as
follows:
A =
(
A11 A12
A21 A22
)
B =
(
B11 B12
B21 B22
)
where each Aij and Bij with i, j ∈ 1, 2 are all m2 × m2 matrices. Thus to multiply A and B one can then perform
one level of Strassen’s algorithm for 2× 2 block matrices. This gives us a total operation count of :
7
[
2
(m
2
)3
−
(m
2
)2]
+ 18
(m
2
)2
=
(
7
4
m3 +
11
4
m2
)
Hence the ratio of this operation count to that required by the standard algorithm alone is:
7m3 + 11m2
8m3 − 4m2
Which approaches 78 for large m. This gives us a 12, 5% improvement over the regular matrix multiplication for
sufficiently large matrices.
One should notice that on dose the Strassen-Winograd algorithm have improvement in term of addition, he
does not significantly change the ratios for large m.
1.4.3 Strassen’s algorithm optimization for large matrix
The question is: Is Strassen’s algorithm always optimal? The answer is no. For n > 12 one should use Strassen-
Winograd algorithm and use the standard algorithm for n < 12 .
First notice that one level of recursion of Strassen’s algorithm can easily be applied to rectangular matrices
provided that all the matrix dimensions are even. Secondly we should bear in mind that we do not have to
carry the recursion to the scalar level. Let G(m,n) be the cost of adding or subtracting two m×n matrices and
M(m, k, n) the cost of multiplying an m×k matrix by an k×n matrix using the standard matrix multiplication
algorithm. Then the cost of Strassen- Winograd’s algorithm W (m, k, n) to multiply an m× k and k×n matrix
(provided that m, k, n are all even) is:
W (m, k, n) =
{
M(m, k, n) if (m, k, n) satisfies the cutoff criterion
7W
(
m
2 ,
k
2 ,
n
2
)
+ 4G
(
m
2 ,
k
2
)
+ 4G
(
k
2 ,
n
2
)
+ 7G
(
m
2 ,
n
2
)
otherwise
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We now write:
M(m, k, n) = 2mkn−mn, G(m,n) = mn
If we apply one level of recursion of Strassen-Winograd algorithm to a pair of m×k and k×n matrices, assuming
that this recursion is at the cutoff criterion, then one should have
M(m, k, n) ≤ 7M
(
m
2
,
k
2
,
n
2
)
+ 4G
(
m
2
,
k
2
)
+ 4G
(
k
2
,
n
2
)
+ 7G
(m
2
,
n
2
)
2mkn−mn ≤ 7
(
mkn
4
)
− 7mn
4
+mk + kn+ 7
mn
4(
2− 7
4
)
mkn ≤ mn+ nk + kn
mkn ≤ 4(mn+ nk + kn)
1 ≤ 4
(
1
k
+
1
m
+
1
n
)
if the matrices are square with m = n = k one will have
1 ≤ 12
n
Clearly, for n ≤ 12 one should use the standard algorithm, thus the cutoff criteria is whether the matrix size is
less than or equal to 12.
1.4.4 Winograd, Strassen and cutoff
Let m = 2pm′, n = 2pn′, k = 2pk′, and Let wp = W (2pm′, 2pk′, 2pn′) then using p recursive steps of the
Strassen-Winograd algorithm and using the standard algorithm to multiply the remaining m′ × k′ and k′ × n′
matrices, one will have:
wp = 7wp−1 + 4pm′k′ + 4pk′n′ + 7
4p
4
m′n′
= 7wp−1 + 4p
(
m′k′ + k′n′ +
7
4
m′n′
)
= 7
(
7wp−2 + 4p−1
(
m′k′ + k′n′ +
7
4
m′n′
))
+ 4p
(
m′k′ + k′n′ +
7
4
m′n′
)
= 72wp−2 +
(
7 · 4p−1 + 4p)(m′k′ + k′n′ + 7
4
)
= 73wp−3 +
(
72 · 4p−2 + 7 · 4p− 1 + 4p)(m′k′ + k′n′ + 7
4
)
...
= 7pw0 +
 p∑
j=1
7p−j4j
(m′k′ + k′n′ + 7
4
)
since wo = 2m
′k′n′ −m′n′ and
p∑
j=1
7p−j4j = 4
7p − 4p
7− 4
we find
wp = 7
p (2m′k′n′ −m′n′) + 7
p − 4p
7− 4 4
(
m′k′ + k′n′ +
7
4
)
.
This gives us the following relation
W (2pm′, 2pk′, 2pn′) = 7p(2m′k′n′ −m′n′) + (7p − 4p)(4m′k′ + 4k′n′ + 7m′n′)/3.
Thus, if we are dealing with square matrices (m′ = k′ = n′), this equation reduces to:
W (2pn′, 2pn′, 2pn′) = 7p(2(n′)3 − (n′)2) + 5(n′)2(7p − 4p) (1.1)
c©University of South Africa 2015
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If we are using the Strassen’s algorithm we find that
7p(2(n′)3 − (n′)2) + 6(n′)2(7p − 4p). (1.2)
operation are requested. One can see that Strassen-Winograd algorithm involves less operations than Strassen’s
algorithm with less operations in term (n′)2(7p − 4p). And the ratio of the equation (1.2) to equation (1.1) is
7p(2(n′)3 − (n′)2) + 6(n′)2(7p − 4p)
7p(2(n′)3 − (n′)2) + 5(n′)2(7p − 4p) =
2n′ + 5− (4/7)p
2n′ + 4− (4/7)p
If p is extremely large, the ratio converges to:
5 + 2n′
4 + 2n′
For large square matrices, improvement of Strassen-Winograd over Strassen’s original algorithm is 14.3% when
full recursion is used (n′ = 1), and between 5.26% and 3.45% as n′ ranges between 7 and 12 [10]. Computing
the ratio of the operation counts for Strassen-Winograd equation on square matrices without cutoff to that of
cutoff 12 when n = 256 (hence p = 8, n′ = 1) with p = 5, n′ = 8 we obtaining a 38.2% improvement using
cutoffs.
1.5 Strassen and odd sized matrices
Here we explore how one can use Strassen’s algorithm for square matrices with an odd number of rows and/or
columns. Since Strassen’s algorithm was originaly designed for two 2×2 matrices and we find that it can be used
recursively for large matrices provided that their dimension are even, we need to consider the case for matrices
with an odd number of rows and/or colomns. One must just apply some methods to make the dimension even
then apply Strassen’s algorithm to the alternative matrices, and then use the reverse method to rectify the final
result. Originally, Strassen suggested padding the input matrices with extra rows and columns of zeros, so that
the dimensions of all the matrices encountered during the recursive calls will be even. Then delete the extra
rows and columns to remain with the required matrix, this method is called static padding, one can see that
this name come from the fact that the padding occurs before any recursive use of Strassen’s algorithm. We
illustrate this for the case n = 3 thus given two 3× 3 matrices A and B define by:
A =
 a11 a12 a13a21 a22 a23
a31 a32 a33
 B =
 b11 b12 b13b21 b22 b23
b31 b32 b33

padding these matrices with one row and one column of zeros for each matrix give us
A′ =

a11 a12 a13 0
a21 a22 a23 0
a31 a32 a33 0
0 0 0 0
 B′ =

b11 b12 b13 0
b21 b22 b23 0
b31 b32 b33 0
0 0 0 0

We divide A′ and B′ as 4 block of 2× 2 matrices as:
A1 =
(
a11 a12
a21 a22
)
A2 =
(
a13 0
a23 0
)
A3 =
(
a31 a32
0 0
)
A4 =
(
a33 0
0 0
)
B1 =
(
b11 b12
b21 b22
)
B2 =
(
b13 0
b23 0
)
B3 =
(
b31 b32
0 0
)
B4 =
(
b33 0
0 0
)
Now define the product A′B′ = C ′ as
C ′ =
(
c11 c12
c21 c22
)
one will have
c11 =
(
a11b11 + a12b21 + a13b31 a11b12 + a12b22 + a13b32
a21b11 + a22b21 + a23b31 a21b12 + a22b22 + a23b32
)
c12 =
(
a11b13 + a12b23 + a13b33 0
a21b13 + a22b23 + a23b33 0
)
c21 =
(
a31b11 + a32b21 + a33b31 a31b12 + a32b22 + a33b32
0 0
)
c©University of South Africa 2015
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c22 =
(
a31b13 + a32b23 + a33b33 0
0 0
)
Thus we have
C ′ =

a11b11 + a12b21 + a13b31 a11b12 + a12b22 + a13b32 a11b13 + a12b23 + a13b33 0
a21b11 + a22b21 + a23b31 a21b12 + a22b22 + a23b32 a21b13 + a22b23 + a23b33 0
a31b11 + a32b21 + a33b31 a31b12 + a32b22 + a33b32 a31b13 + a32b23 + a33b33 0
0 0 0 0

One can see that by deleting the fourth row and the fourth column of A′B′ we will have
C = AB =
 a11b11 + a12b21 + a13b31 a11b12 + a12b22 + a13b32 a11b13 + a12b23 + a13b33a21b11 + a22b21 + a23b31 a21b12 + a22b22 + a23b32 a21b13 + a22b23 + a23b33
a31b11 + a32b21 + a33b31 a31b12 + a32b22 + a33b32 a31b13 + a32b23 + a33b33

The other method is called dynamic padding. Here we do not add the zeros rows and columns at the beginning
but we do it at each recursion that the rows or the columns are not even. the advantage is that this do not
require lot of memory, but the pay price is that we have to delete this rows or columns at the end of such
recursion to avoid different result at the end of the computation.
Another method is call dynamic peeling described as follows. Given a m × k matrix A and a k × n matrixB.
With m, k, n all odd, we divide A and B into block matrices
A =
(
A11 A12
A21 a22
)
B =
(
B11 B12
B21 b22
)
Where A11 is an (m − 1) × (k − 1) matrix, A12 is an (m − 1) × 1 matrix A21 is an 1 × (k − 1) matrix, a22 is
1 × 1 and B11 is an (k − 1) × (n − 1) matrix,B12 is an (k − 1) × 1 matrix B21 is an 1 × (n − 1) matrix, b22 is
1× 1 . Hence the product
C = AB =
(
c11 c12
c21 c22
)
is computed by
c11 = A11B11 +A12B21
c12 = A11B12 +A12b22
c21 = A21B11 + a22B21
c22 = A21B12 + a22b22
where A11B11 is computed using Strassen’s algorithm and the other computations are done with the standard
algorithm.
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Chapter 2
Multilinear algebraic techniques
2.1 Introduction
In this chapter we will investigate some properties of the algebraic complexity of matrix multiplication, since the
improvement of matrix multiplication or the investigation of fast algorithm for matrix multiplication is closely
related to the problem of algebraic complexity theory.
The singular value decomposition plays a central role in low rank representation of matrices. The higher order
singular value decomposition retains many of the properties of the singular value decomposition for higher order
tensors. Surprisingly, we show that the higher order singular value decomposition yield an algorithm which is
no more efficient than the standard algorithm.
2.2 Bilinear maps
Definition 2 Let U , V and W be three vector spaces over a field K, a map f : U × V → W is said to be
bilinear iff for any u ∈ U , v ∈ V and λ ∈ K :
f(u1 + λu2, v) = f(u1, v) + λf(u2, v)
f(u, v1 + λv2) = f(u, v1) + λf(u, v2)
Definition 3 Denote by Bil(U,V,W) the vector space of all bilinear maps f : U × V →W .
Definition 4 Given any space V over a field K, the dual space V ∗ is the set of all linear maps ϕ : V → K.
Note that the dual space V ∗ is itself a vector space over K when equipped with the following addition and
scalar multiplication:
(ϕ+ ψ)(x) := ϕ(x) + ψ(x)
(kϕ)(x) := kϕ(x)
The map Kn×p×Kp×m → Kn×m describing multiplication of n×p by p×m matrices over K is such a bilinear
map which we denote by < n, p,m >K . Here the integers n, p,m are the components of the map.
Definition 5 [6] The rank of the bilinear map f : U × V →W is the smallest integer r such that
f(u, v) =
r∑
i=1
xi(u)yi(v)zi
with xi ∈ U∗, yi ∈ V ∗ and zi ∈W for i = 1, ...., r. We write R(f) = r.
In terms of tensor products we write
F =
r∑
i=1
xi ⊗ yi ⊗ zi ∈ U∗ ⊗ V ∗ ⊗W
so that F (u⊗ v ⊗ I) = f(u, v) where I is the identity of W .
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2.2.1 Tensor products of bilinear maps
Consider two bilinear maps fi : Ui × Vi → Wi, i = 1, 2 where U, V,W are finite dimensional K−vector spaces.
Because of the following canonical isomorphisms
Bil(U1, V1;W1)⊗Bil(U2, V2;W2) ∼= U∗1 ⊗ V ∗1 ⊗W1 ⊗ U∗2 ⊗ V ∗2 ⊗W2
∼= U∗1 ⊗ U∗2 ⊗ V ∗1 ⊗ V ∗2 ⊗W1 ⊗W2
∼= (U∗1 ⊗ U∗2 )⊗ (V ∗1 ⊗ V ∗2 )⊗ (W1 ⊗W2)
∼= (U1 ⊗ U2)∗ ⊗ (V1 ⊗ V2)∗ ⊗ (W1 ⊗W2)
∼= Bil((U1 ⊗ U2), (V1 ⊗ V2);W1 ⊗W2)
One has f1 ⊗ f2 ∈ Bil(U1, V1;W1)⊗Bil(U2, V2;W2) as a bilinear mapping
f1 ⊗ f2 : (U1 ⊗ U2)× (V1 ⊗ V2)→W1 ⊗W2.
We uniquely determine this linear mapping by
(f1 ⊗ f2)(x1 ⊗ x2, y1 ⊗ y2) = f1(x1, y1)⊗ f2(x2, y2).
f1 ⊗ f2 is called the tensor product of f1 and f2 [[6] pp 41]. Recalling the definition of a tensor of a bilinear
mapping one has the following:
fi(xi, yi) =
R(fi)∑
ρ=1
u(i)ρ (xi)v
(i)
ρ (yi)w
(i)
ρ (i = 1, 2)
then
f1(x1, y1)⊗ f2(x2, y2) =
R(f1)∑
ρ=1
R(f2)∑
σ=1
(
(u(1)ρ (x1)u
(2)
σ (x2)v
(1)
ρ (y1)v
(2)
σ (y2)
)
w(1)ρ ⊗ w(2)σ
= (f1 ⊗ f2)(x1 ⊗ x2, y1 ⊗ y2).
This leads us to the following proposition.
Proposition 1
R(f1 ⊗ f2) ≤ R(f1) ·R(f2).
Definition 6 A bilinear map f : U × V →W is concise if the following three conditions are satisfied.
1. The left kernel {u ∈ U | f(u, v) = 0 ∀v ∈ V } = {0}
2. The right kernel {v ∈ V | f(u, v) = 0 ∀u ∈ U} = {0}
3. Span {f(u, v), u ∈ U, v ∈ V } = W
Lemma 1 Matrix multiplication defines a concise bilinear map.
2.3 Rank of Matrix Multiplication
Recall that the rank of a bilinear map f : U × V → W , which implements matrix multiplication, denoted
by R(f) is the minimum number of field multiplications required to perform matrix multiplication. See the
definition in the previous section. In this section, we will investigate some properties of the rank of a bilinear
map and we will apply them to matrix multiplication.
Proposition 2 If a bilinear map f : U × V →W is concise, then R(f) ≥ max(dim(U), dim(V ), dim(W )).
Proof. By contra-position: Suppose f(u, v) = r(F )∑
i=1
xi(u)yi(v)zi

where xi ∈ U∗, yi ∈ V ∗ and zi ∈ W . If R(f) < dim(U), then {x1, x2, ..., xr(F )} does not form a basis for U∗.
Hence ∃u 6= 0 such that xi(u) = 0 for all xi. Hence the left kernel of f will be non-zero. This contradicts
the first condition of conciseness. Using a similar argument with V one can prove R(f) ≥ dim(V ). Suppose
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R(f) < dim(W ), hence the dimension of the image of f(u, v) will be less than the dimension of the space W .
This contradicts the third condition of the definition of conciseness. ♣
We use this proposition and the Lemma
R(f) ≥ max(np, pm, nm).
If
n = p = m
we then have
R(f) ≥ n2.
Definition 7 Given two bilinear maps f ∈ (U, V ;W ) and f ′ ∈ (U ′, V ′;W ′) in the field K; we say f is the
restriction of f ′ and we write f ′ ≥K f if there exist linear maps α : U → U ′, β : V → V ′ and θ : W ′ →W such
that f(u, v) = θ ◦ f ′ ◦ (α, β)(u, v) for all (u, v) ∈ U × V .
This leads us to the following proposition.
Proposition 3 Given f ∈ (U, V ;W ) and f ′ ∈ (U ′, V ′;W ′); f ′ ≥K f ⇒ R(f ′) ≥ R(f).
Proof. Let R(f) = r and R(f ′) = r′. Suppose f ′ ≥K f . By definition there are linear maps α : U → U ′,
β : V → V ′ and θ : W ′ →W such that f(u, v) = θ ◦ f ′ ◦ (α, β)(u, v) for all (u, v) ∈ U × V.
θ ◦ f ′ ◦ (α× β)(u, v) = θ(f ′(α, β)(u, v))
= θ (f ′(α(u), β(u)))
= θ
 r′∑
j=1
(f ′j(α(u))g
′
j(β(v))w
′
j)

=
r′∑
j=1
θ
(
f ′j(α(u))g
′
j(β(v))w
′
j
)
=
r′∑
j=1
f ′j(α(u))g
′
j(β(v))θ(w
′
j)
=
r′∑
j=1
(f ′j ◦ α)(u)(g′j ◦ β)(v)θ(w′j)
=
r′∑
j=1
f ′∗j (u)g
′∗
j (v)θ(w
′
j)
= f(u, v)
where f ′j ∈ U∗, g′j ∈ V ∗, w′j ∈W 1 ≤ j ≤ r′ is the minimal bilinear computation for f ′. Since we must have
f(u, v) =
r∑
i=1
f∗i (u)g
∗
i (v)wi
where f∗j ∈ U∗, g∗i ∈ V ∗, wi ∈ W 1 ≤ j ≤ r gives a minimal bilinear computation for f , the minimum number
r of terms satisfies r ≤ r′. ♣
Definition 8 [1, page 355] Two bilinear maps f ∈ (U, V ;W ) and f ′ ∈ (U ′, V ′;W ′) are isomorphic if there exist
isomorphisms α : U → U ′, β : V → V ′ and θ : W →W ′ such that θ ◦ f ′ = f ◦ (α× β).
Finally we have the following proposition.
Proposition 4 For any bilinear maps f ∈ (U, V ;W ) and f ′ ∈ (U ′, V ′;W ′), f ∼= f ′ → f ≤ f ′ and f ′ ≤ f i.e
R(f) = R(f ′).
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2.3.1 Tensor rank and matrix multiplication
Let n ∈ N. Consider the vector space Mn(F ) of n× n matrices over the field F . Let {B1, . . . , Bn2} be a basis
for this space. Now let
A =
n2∑
j=1
ajBj ∈Mn(F ), a1, . . . , an2 ∈ F
and
B =
n2∑
j=1
bjBj ∈Mn(F ), b1, . . . , bn2 ∈ F.
Then
AB =
n2∑
j,k=1
ajbkBjBk.
Now let
BjBk =
n2∑
l=1
cjklBl
where cjk1, . . . , cjkn2 ∈ F are fixed constants. It follows that
AB =
n2∑
j,k,l=1
ajbkcjklBl
which can be written in the form
AB =
n2∑
l=1
[A]TCl[B]Bl
=
n2∑
l=1
([A]⊗ [B])T (vecCTl )Bl
=
([
([A]⊗ [B])T C
]
⊗ In
)
B
where [A] = (a1, . . . an2) and [B] = (b1, . . . bn2) are the matrix representations of A and B respectively and
(Cl)jk := cjkl are n
2 × n2 matrices and
C :=
n2∑
l=1
eTl,n2 ⊗ (vecCTl ), B :=
n2∑
l=1
el,n2 ⊗Bl.
Now write
C =
r∑
j=1
xj ⊗ CA,j ⊗ CB,j
where r is minimum, CA,j and CB,j are n
2 × 1 matrices and xj are 1 × n2 matrices. Thus r is the minimum
number of products in F required to perform the matrix multiplication (in terms of a1, . . . , an2 and b1, . . . , bn2).
Note that r is independent of the choice of the basis.
One can see that r is the minimum number of products required in F to perform the matrix multiplication.
Thus the complexity (over products in F ) of matrix multiplication is closely tied to tensor rank and related
problems in multilinear algebra.
For the standard basis we find
Cl =
n∑
k=1
Ei,k ⊗ Ek,j
where l = (1− i)n+ j
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2.3.2 Tensor rank and Strassen algorithm
Given n = 2 with the standard basis, we find for Strassen’s algorithm:
p1 =
(
[A]T ⊗ [B]T ) ((1 0 0 1)⊗ (1 0 0 1))
= (a11 + a22)(b11 + b22)
p2 =
(
[A]T ⊗ [B]T ) ((o 0 1 1)⊗ (1 0 0 0))
= (a21 + a22)b11
p3 =
(
[A]T ⊗ [B]T ) ((1 0 0 0)⊗ (0 1 0 −1))
= a11(b12 − b22)
p4 =
(
[A]T ⊗ [B]T ) ((0 0 0 1)⊗ (−1 0 1 0))
= a22(−b11 + b21)
p5 =
(
[A]T ⊗ [B]T ) ((1 1 0 0)⊗ (0 0 0 1))
= (a11 + a12)b22
p6 =
(
[A]T ⊗ [B]T ) ((−1 0 1 0)⊗ (1 1 0 0))
= (−a11 + a22)(b11 + b12)
p7 =
(
[A]T ⊗ [B]T ) ((0 1 0 −1)⊗ (0 0 1 1))
= (a12 − a22)(b21 + b22)
which provides the 7 multiplications in the Strassen’s algorithm.
2.4 Higher Order Singular Value Decomposition (HOSVD)
Since the fastest matrix multiplication algorithm corresponds to a tensor decomposition of C with lowest rank,
we now consider low rank decompositions of tensors.
Let A be an m× n matrix over R. The singular value decomposition (SVD) A = UΣV T (where U is an m×m
and orthogonal, V is an n × n and orthogonal, and ∑ = diag(σ1, σ2, ..., σr) is a ”diagonal” matrix. A second
order tensor decomposition of A is given by
A =
r∑
j=1
σj(Uej,m)⊗ (V ej,n)T
where r is the number of non-zero singular values of A (i.e. the rank of A). This is a minimum rank tensor
decomposition of A, [12] define a higher order singular value decomposition
A = S ×1 U(1) ×2 U(2) × ...×n U(n)
where A is an n-th order tensor and U(j)(j = 1, ..., n) are orthogonal matrices. This definition recaptures many
properties of the singular value decomposition, however the higher order singular value decomposition does not
necessarily provide a decomposition with minimal rank. Appendix A elaborates on the above notation and
properties of the higher order singular value decomposition.
We apply the higher order singular value decomposition to the matrix multiplication problem and show that
this decomposition never yields an algorithm which is faster than the naive method.
To compute the HOSVD one has to compute the matrix U (j) via singular value decomposition of j-th unfolding
A(n) of A for all n ∈ [1;n] and then we find S by computing: S = A×1 U (1)H × U (2)H ...× U (n)H . This can be
well understood if one use the vec notation. See section 1 in appendix A for basic definitions and properties of
the HOSVD.
2.4.1 SVD and HOSVD
Some properties of the singular values σj of A have analogues for the tensor S of A.
Proposition 5 For any α, β, Sik=β and Sik=α are orthogonal for all possible values of k ∈ [1;n], α and β
provide that α 6= β. Here orthogonality is in the usual Euclidean sense.
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Proof. The Euclidean inner product 〈Sin=α,Sin=β〉 is given by
〈Sin=α,Sin=β〉 =
∑
i1
∑
i2
...
∑
ik−1
∑
ik+1
...
∑
in
∑
jk
Si1,i2...α...inS∗i1,i2...β...in
=
∑
i1
∑
i2
...
∑
ik−1
∑
ik+1
...
∑
in
∑
jk
(
A×1 U (1)T ×2 U (2)T ...×k U (k)T ...×n U (n)T
)
i1,i2,··· ,α,··· ,in
×
(
A×1 U (1)T ×2 U (2)T ...×n U (n)T ...×N U (N)T
)∗
i1,i2,··· ,β,···in
=
∑
i1
∑
i2
...
∑
ik−1
∑
ik+1
...
∑
in
∑
jk
(
ai1,i2,...,inU
(1)T
j1i1
U
(2)T
j2i2
...U
(n−1)T
Jn−1in−1U
(n)T
jnα
U
(k+1)T
jk+1ik+1
...U
(n)T
jnin
)
×
(
a∗i1,i2,...,iNU
(1)
j1i1
U
(2)
j2i2
· · ·U (n−1)Jn−1in−1U
(n)
jnα
U
(n+1)
jn+1in+1
· · ·U (N)jN iN
)
=
∑
i1
∑
i2
...
∑
in−1
∑
in+1
...
∑
iN
∑
jn
(
ai1,i2,...,iNa
∗
i1,i2,...,iNU
(1)T
j1i1
U
(1)
j1i1
U
(2)T
j2i2
U
(2)
j2i2
...U
(n−1)T
jn−1in−1U
(n−1)
jn−1in−1
)
×
(
U
(n)T
jnα
U
(n)
jnβ
...U
(N)T
jN iN
U
(N)
jN iN
)
Since U (n) are orthogonal for all n we have:
∑
jn
U
(n)T
jnα
U
(n)
jnβ
= 0 for all α 6= β. Hence 〈Sin=α,Sin=β〉 = 0 for
all α 6= β
Let:
W (n) =
(
U (n−1) ⊗ ...⊗ U (N) ⊗ U (1) ⊗ ...⊗ U (n−1)
)T
V (n)
since U (n) And V (n) are orthogonal matrices for all n, it follows that W is an orthogonal matrix.
Now we write
W =

W (1)
W (2)
.
.
.
W (N)

where W (i) for all i are the row vectors. First we find that:
vec
[
eTα,InΣ
(n)
(
U (n+1) ⊗ ...⊗ U (N) ⊗ U (1) ⊗ ...⊗ U (n−1)
)T
V (n)
]T
= vec
[
eTα,In
n∑
W
]
= vec
[
σ(α)W
(α)
]T
= σ(α)vec
[
W (α)
]T
= σ(α)W
(α)T .
In a similar way, we have:
vec
[
eTβ,In
n∑(
U (n+1) ⊗ ...⊗ U (N) ⊗ U (1) ⊗ ...⊗ U (n−1)
)T
V (n)
]T
= σ(α)W
(β)T .
♣
One has the same proposition for the SVD since any two columns of the singular diagonal are all orthogonal.
Proposition 6 Similar to the decreasing order of singular values in the SVD, we find the decreasing order
||Sik=1|| ≥ ||Sik=2|| ≥ ... ≥ ||Sik=n|| ≥ 0,
for all k ∈ [1;n], for the HOSVD.
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2.4.2 HOSVD and Matrix multiplication
One has shown in the Kronecker product and matrix multiplication section that for two given matrices A and
B over the field F we can construct a matrix C such that the minimum number of multiplications required to
multiply the two matrices A and B determined by the tensor rank of C when viewed as a third order tensor.
Here we describe our construction of C by the use of HOSVD. Note that C can be decomposed as follows. The
higher order singular value decomposition [12] allows us to write C in the form
C =
∑
i1,i2,i3
Si1,i2,i3U
(1)T
i1
⊗ U (2)i2 ⊗ U
(3)
i3
.
where U
(1)
i,1 , U
(2)
i,2 , U
(3)
i,3 are 1 × n2 and U (1)i1, are all orthogonal, and similarly for U (2)i,2 and U (3)i,3 . The method to
find S, U and C is as follows. Let Ei,j be the matrix with a one at row i and column j, with a zero elsewhere.
For a given n, we use the following algorithm
1. For p : 1 to n2 do: Bp = B(p−1)n+j = B(i−1)n+j = Ei,j
2. For l : 1 to n2 do Cl = C(i−1)n+j =
∑n
k=1Ei,k ⊗ Ek,j
3. For l : 1 to n2 construct all the n2 standard vector bases el,n2 with one at the l-th row and zero elsewhere.
4. C =
∑n2
l=1 el,n2 ⊗ vec(CTl )
5. Find the 3-order tensor Ai,j,k = C(j−1)n2+k,i
6. Find the three unfoldings A(1), A(2) and A(3)
7. Now use the SVD of A(1) = U1Σ1V
∗, A(2) = U2Σ2V ∗ and A(3) = U3Σ3V ∗ to find U1, U2 and U3 respec-
tively.
8. S(1) = U
T
1 A(1) (U2 ⊗ U3)
9. S(2) = U
T
2 A(2) (U3 ⊗ U1)
10. S(3) = U
T
3 A(3) (U1 ⊗ U2)
One has that the number of non zero in the matrix S(i) are the number of multiplications that we need to
perform the matrix multiplication of A and B using this algorithm. however, the HOSVD yield S with exactly
the same number of non-zero entries as the number of multiplications required using the naive algorithm. The
programs to compute the HOSVD for the matrix multiplication is in Appendix B for the 2× 2 matrices and we
can provide for the other case on request.
2.4.3 HOSVD and naive method
In the following we write l = (i− 1)n+ j where i, j are uniquely determine by l and n.
First note that Cl = C(i−1)n+j here Bl = B(l−1)n+j = Ei,j . Thus l = (i− 1)n+ j
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Secondly one sees that Cl = C(i−1)n+j =
∑n
k=1Ei,k ⊗ Ek,j . It follows that (see appendix 1)
CTl Cl =
(
n∑
k=1
Ei,k ⊗ Ek,j
)T ( n∑
k=1
Ei,k ⊗ Ek,j
)
=
n∑
k=1
ETi,k ⊗ ETk,j
n∑
u=1
Ei,u ⊗ Eu,j
=
n∑
k=1
n∑
u=1
(
ETi,k ⊗ ETk,j
)
(Ei,u ⊗ El,j)
=
n∑
k=1
n∑
u=1
(
ETi,kEi,k
)⊗ (ETu,jEu,j)
=
n∑
k=1
n∑
u=1
Ek,iEi,u ⊗ Ej,kEu,j
=
n∑
k=1
n∑
u=1
Ek,u ⊗ δk,uEj,j
where Ej,kEu,v = δk,uEj,v thus we have
CTl Cl =
n∑
k=1
Ek,k ⊗ Ej,j
= I ⊗ Ej,j
since Ej,j is diagonal for all j it follow that I ⊗ Ej,j is diagonal. therefore CTl Cl is a diagonal matrix for all l.
Using a similar argument one can also prove that ClC
T
l is diagonal for all l. Since the first unfolding C(1) of C
is given by
C(1) =
∑
k
ek,n2 ⊗ vec(CTk )T .
We find that
CT(1)C(1) =
(∑
l
eTl,n2 ⊗ vec(CTl )T
)T (∑
k
ek,n2 ⊗ vec(CTk )T
)
=
∑
l
(
vec(cTl )vec(C
T
l )
T
)
.
Now we use the definition
vec(A) = (In ⊗A)
n∑
j=1
ej,n ⊗ ej,n
for an m× n matrix A. We have
CT(1)C(1) =
∑
l
(In2 ⊗ (CTl ))
∑
j
ej,n2 ⊗ ej,n2
((In2 ⊗ (CTl ))
(∑
k
ek,n2 ⊗ ek,n2
))T
=
∑
l
∑
j
∑
k
ej,n2e
T
k,n2 ⊗ CTl ej,n2eTk,n2Cl

and using the fact that
Cl =
n∑
k=1
Ei,k ⊗ Ek,j
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we obtain
CT(1)C(1) =
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
(∑
p
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2
(∑
q
Eu,q ⊗ Eq,v
)
=
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
∑
p
(
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2
(∑
q
Eu,q ⊗ Eq,v
)
=
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
∑
p
∑
q
(
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2 (Eu,q ⊗ Eq,v)
 .
Since Ej,k = ej,ne
T
k,n, we find
CT(1)C(1) =
n∑
u,v,j1,j2,k1,k2,p,q
(ej1,n ⊗ ej2,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(ETu,p ⊗ ETp,v) (ej1,neTk1,n ⊗ ej2,neTk1,n) (Eu,q ⊗ Eq,v)]
=
n∑
u,v,j1,j2,k1,k2,p,q
[(
ej1,ne
T
k1,n ⊗ ej2,neTk2,n
)]⊗ [(ep,neTu,n ⊗ ev,neTp,n) (ej1,neTk1,n ⊗ ej2,neTk2,n) (Eu,q ⊗ Eq,v)]
and using the fact that
eTu,nev,n = δu,v
yields
CT(1)C(1) =
n∑
u,v,j1,j2,k1,k2,p,q
(ej1,n ⊗ ej2,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(δu,j1ep,neTk1,n ⊗ δp,j2ev,neTk2,n) (Eu,q ⊗ Eq,v)]
=
n∑
u,v,k1,k2,p,q
(eu,n ⊗ ep,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(ep,neTk1,n ⊗ ev,neTk2,n) (eu,neTq,n ⊗ eq,neTv,n)]
CT(1)C(1) =
n∑
p,q
In ⊗ Ep,q ⊗ Ep,q ⊗ In
and since
Ei,j = ei,ne
T
j,n
we find
CT(1)C(1) =
n∑
p,q
In ⊗
(
ep,ne
T
q,n ⊗ ep,neTq,n
)⊗ In
=
∑
p,q
In ⊗
(
ep,n ⊗ ep,n)(eTq,n ⊗ eTq,n
)⊗ In
= In ⊗
(
n∑
p
ep,n ⊗ ep,n
)(
n∑
q
eTq,n ⊗ eTq,n
)
⊗ In
Now we recall the following three properties of matrix rank:
1. The matrix In is a full rank matrix.
2. The matrix product of a column vector and a row vector is always a rank 1 matrix. Hence the matrix(
n∑
p
ep,n ⊗ ep,n
)(
n∑
q
eTq,n ⊗ eTq,n
)
is a rank one matrix.
3. R(A⊗B) = R(A)×R(B) where R(X) is the rank of the matrix X.
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Applying these properties to our matrix:
CT(1)C(1) = In ⊗
(
n∑
p
ep,n ⊗ ep,n
)(
n∑
q
eTq,n ⊗ eTq,n
)
⊗ In
We find that this matrix is a rank n2 matrix.
Similarly, the unfoldings
C(1) =
n∑
j1,j2,k
(ej1 ⊗ ej2)⊗
(
eTj1 ⊗ eTk
)⊗ (eTk ⊗ eTj2)
C(2) =
n∑
j1,j2,k
(ej1 ⊗ ek)⊗
(
eTk ⊗ eTj2
)⊗ (eTj1 ⊗ eTj2)
C(3) =
n∑
j1,j2,k
(ek ⊗ ej2)⊗
(
eTj1 ⊗ eTj2
)⊗ (eTj1 ⊗ eTk )
are used to find the matrices; CT(2)C(2), C(3)C
T
(3)C(3).
The matrix CT(2)C(2) is given by
CT(2)C(2) =
 n∑
j1,j2,k
(
eTj1 ⊗ eTk
)⊗ (ek ⊗ ej2)⊗ (ej1 ⊗ ej2)
 ∑
i1,i2,p
(ei1 ⊗ ep)⊗
(
eTp ⊗ eTi2
)⊗ (eTi1 ⊗ eTi2)

=
∑
j2,i2
In ⊗ ej2eTi2 ⊗ In ⊗ ej2eTi2 .
For CT(3)C(3) we find
CT(3)C(3) =
 n∑
j1,j2,k
(
eTk ⊗ eTj2
)⊗ (ej1 ⊗ ej2)⊗ (ej1 ⊗ ek)
 n∑
i1,i2,p
(ep ⊗ ei2)⊗
(
eTi1 ⊗ eTi2
)⊗ (eTi1 ⊗ eTp )

=
n∑
i1,j1
ej1e
T
i1 ⊗ In ⊗ ej1ei1 ⊗ In.
We can find two permutations matrices P(1) and P(2) such that
CT(1)C(1) = P(1)C
T
(2)C(2)P
T
(1)
CT(1)C(1) = P(2)C
T
(3)C(3)P
T
(2)
Hence the three matrices CT(1)C(1), C
T
(2)C(2), C
T
(3)C(3) all have rank n
2.
We now compute C(1)C
T
(1), C(2)C
T
(2), C(3)C
T
(3).
C(1)C
T
(1) =
 n∑
j1,j2,k
(ej1 ⊗ ej2)⊗
(
eTj1 ⊗ ek
)⊗ (eTk ⊗ eTj2)
 n∑
i1,i2,p
(
eTi1 ⊗ eTi2
)⊗ (eTi1 ⊗ eTp )⊗ (ep ⊗ ei2)

= (In ⊗ In)n
= nIn2 .
With a similar computation we find that
C(1)C
T
(1) = C(2)C
T
(2) = C(3)C
T
(3) = nIn2 .
which also give us rank n2 matrices.
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Now we find vec(CTj )
vec(CTj ) =
n2∑
u=1
eu ⊗ CTj eu
=
n∑
u,v=1
eu,⊗ev ⊗
n∑
k=1
ETk,j1eu ⊗ Ek,j2ev
=
∑
u,v
eu ⊗ ev ⊗ σj,uek ⊗ σv,kej2
=
n∑
k=1
ej1 ⊗ ek ⊗ ek ⊗ ej2
here j = (j1 − 1)n+ j2.
Now we will find the eigenvalues and eigenvectors of CT(1)C(1).
Let a =
∑n
p ep,n ⊗ ep,n we can write CT(1)C(1) = In ⊗ aaT ⊗ In. the eigenvalues of aaT are n and 0. Thus the
eigenvalues of CT(1)C(1) are n with the orthonormal basis for the corresponding eigenspace{
1√
n
ep ⊗ a⊗ eq : p, q ∈ [1;n]
}
And 0 with the appropriete orthonormal basis {V1, V2, . . . , Vn4−n2} .
Now let C(1) = UΣV
T , be the singular values decomposition of C(1). Thus
CT(1)C(1) = V Σ
TΣV = In ⊗ aaT ⊗ In.
We deduce that the eigenvalues of CT(1)C(1) are n with algebraic multiplicity n
2. Thus:
Σ =

√
n 0 . . . . . . . . . 0
0
√
n 0 . . . . . . 0
0 0
. . . 0 . . . 0
... 0 0
√
n . . .
...
0 0 0 0 0 0
...
...
. . .
. . .
. . .
...
0 . . . . . . . . . . . . 0

and
V (1) =
(
1√
n
e1 ⊗ a⊗ e1 1√ne1 ⊗ a⊗ e2, · · · 1√nen2 ⊗ a⊗ en2 · · · V1, V2 . . . Vn4−n2
)
where Σ is an n2 × n4 matrix and V is an orthogonal matrix.
We find
U (1)Σ = C(1)V
(1) =
(√
nIn2 |0n2×(n4−n2
)
so that U (1) = In2 . Similarly U
(2) = U (3) = In2 . This leads us to
S(1) = ΣV (1)
T
(
U (2) ⊗ U (3)
)
= Σ(1)V (1)
T
Since the number of multiplications one has to perform to compute our matrix multiplication is exactly the
number of non-zero entries in S(1), one can find this by just counting the number of non-zero of Σ(1)V (1)T which
is n3 since the number of non-zero of V (1) is n× n2 (first n2 columns each have n non-zero entries). We chose
our basis for the eigenspace above ( and hence the column of V ) to obtain the minimum number of non-zero
entries in S(1)
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Chapter 3
Algebraic techniques.
3.1 Introduction
In this chapter we investigate the realization of matrix multiplication using a group theoretic approach. This
technique was first introduced in [3] by Cohn and Umans in 2003. They proved that one can embed matrix
multiplication in a certain group algebra providing that this group satisfies the so called ”Triple Product
Property”(TPP). If a group satisfies the TPP then one can perform matrix multiplication using the Fast
Fourier Transform similar to the technique for fast polynomial multiplication. We will give more detail in this
chapter but before doing so, we will revise some basic group representation theory since some of the proofs in
this chapter require a knowledge of representation theory. We will also investigate some groups that can satisfy
the TPP, one of which has been introduced in [2] in 2005. Our motivation for investigating such a group comes
from the conjecture that if one can find such group then we can use it to prove that the exponent of matrix
multiplication w will converge to 2. We will end this chapter by investigating the relationship between the
matrix multiplication tensor rank and the group exponential for marix multiplication.
3.2 The triple product property
Let S, T and U be three subsets of a group G and let A = (as,t)s∈S,t∈T , B = (bt,u)t∈T,u∈U be |S| × |T | and
|T | × |U | matrices over C respectively, then one can define A,B ∈ C[G] by:
A =
∑
s∈S,t′∈T
as,ts
−1t′ and B =
∑
t∈T,u′∈U
bt,ut
−1u′.
AB =
∑
t∈T
as,tbt,us
−1u′
Consider s′ ∈ S, u ∈ U and s′s−1t′t−1u′u−1 = 1 ⇒ s′ = s, t′ = t, u′ = u then the coefficient of s−1u in AB is
(AB)s,u. One has that, if S, T, U satisfy the triple product property (see section 3.2.1) then one can read off
the entries of the product matrix AB from AB ∈ C[G]: entry (AB)s,u is simply to the coefficient of the group
element s−1u.
Since matrix multiplication can be seen as a special case of group algebra multiplication, efficient group algebra
multiplication algorithms are likely to lead to efficient matrix multiplication algorithms.
3.2.1 Triple product property and related property
We now define a so called Triple Product Property (TPP) which was proven in [3] to be crucial when embedding
matrix multiplication in a group algebra.
Definition 9 Given a subset S of a group G, we denote the right quotient set of S by Q(S) as subset of G that
we define by:
Q(S) = {s1s−12 : s1, s2 ∈ S}.
Definition 10 Three subsets S1, S2, S3 of a group G with |Si| = ni for i ∈ 1, 2, 3 satisfy the Triple Product
Property if, for any qi ∈ Q(Si),
q1q2q3 = 1⇒ q1 = q2 = q3 = 1.
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When this condition is satisfied, we say that G realizes < n1, n2, n3 >.
This definition will be used in the following section when embedding matrix multiplication via group represen-
tation.
Lemma 2 If G realizes < n1, n2, n3 > then it does so for every cyclic permutation of n1, n2, n3.
Proof. Suppose G realizes < n1, n2, n3 > through S1, S2, S3, and suppose si, s
′
i ∈ Si. Hence
s′1s
−1
1 s
′
2s
−1
2 s
′
3s
−1
3 = 1
⇒ s′1s−11 s′2s−12 s′3s−13 s′1s−11 = s′1s−11
⇒ (s′1s−11 )−1s′1s−11 s′2s−12 s′3s−13 s′1s−11 = (s′1s−11 )−1s′1s−11
⇒ s1s′−11 s′1s−11 s′2s−12 s′3s−13 s′1s−11 = s1s′−11 s′1s−11
using the invertible property of a group in both side we then obtain:
s′2s
−1
2 s
′
3s
−1
3 s
′
1s
−1
1 = 1.
One can thus see that it is possible to obtain every cyclic shift by repeating the above transformation provided
that one does the appropriate choices. We find a generator for all cyclic permutation. Therefore we can permute
them with all the possibility and the Triple Product property will still hold for all the cyclic permutation of
1,2,3. This completes the proof. ♣
Lemma 3 If N is a normal subgroup of G that realizes < n1, n2, n3 > and G/N realizes < m1,m2,m3 >, then
G realizes < n1m1, n2m2, n3m3 >.
Proof. Suppose a normal subgroup N of G realizes < n1, n2, n3 > through S1, S2, S3, i.e
(s′1s
−1
1 )(s
′
2s
−1
2 )(s
′
3s
−1
3 ) = 1 iff s
′
1s
−1
1 = s
′
2s
−1
2 = s
′
3s
−1
3 = 1.
Suppose G/N realizes < m1,m2,m3 > through T1, T2, T3 i.e
(t′1t
−1
1 )(t
′
2t
−1
2 )(t
′
3t
−1
3 )N = N iff t
′
1t
−1
1 N = t
′
2t
−1
2 N = t
′
3t
−1
3 N = N
Let K1 = {xi : xix−1j N = N ⇒ xi = xj} identify the cosets in T1 and let k1 ∈ K1, and similarly for k2 and k3.
Then, G realizes < n1m1, n2m2, n3m3 > through the pointwise products S1K1, S2K2, S3K3 where
SiKi = {siki : si ∈ Si, ki ∈ Ki}.
Now we have that, for k1, k
′
1 ∈ K1, k2, k′2 ∈ K2, k3, k′3 ∈ K3,
(k′1k
−1
1 )(k
′
2k
−1
2 )(k
′
3k
−1
3 ) = 1 iff k
′
1k
−1
1 = k
′
2k
−1
2 = k
′
3k
−1
3 = 1.
Suppose
(s′1k
′
1)(s1k1)
−1(s′2k
′
2)(s2k2)
−1(s′3k
′
3)(s3k3)
−1 = 1
Hence
[(s′1k
′
1)(s1k1)
−1(s′2k
′
2)(s2k2)
−1(s′3k
′
3)(s3k3)
−1]N = 1N
This give us:
1N = (s′1k
′
1)(s1k1)
−1N ∗ (s′2k′2)(s2k2)−1N ∗ (s′3k′3)(s3k3)−1N
= (k′1k
−1
1 )(k
′
2k
−1
2 )(k
′
3k
−1
3 )N
So that
(k′1k
−1
1 )(k
′
2k
−1
2 )(k
′
3k
−1
3 ) = 1
From our assumption we then have
k′1k
−1
1 = k
′
2k
−1
2 = k
′
3k
−1
3 = 1
Inserting
k′1k
−1
1 = k
′
2k
−1
2 = k
′
3k
−1
3 = 1
into
(s′1k
′
1)(s1k1)
−1(s′2k
′
2)(s2k2)
−1(s′3k
′
3)(s3k3)
−1 = 1
we will have that
s′1s
−1
1 s
′
2s
−1
2 s
′
3s
−1
3 = 1
so that, from our assumption,
s′1 = s1, s
′
2 = s2, s
′
3 = s3.
In other words
s′1k
′
1 = s1k1, s
′
2k
′
2 = s2k2, s
′
3k
′
3 = s3k3.
This yields the desired result. ♣
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3.2.2 Simultaneous TPP
Definition 11 We say that n triples of subsets Ai, Bi, Ci of a group G satisfy the Simultaneous Triple Product
Property if
1. for each i the three subsets Ai, Bi, Ci satisfy the triple product property
2. for all i, j, k
ai(a
′
j)
−1bj(b′k)
−1ck(c′i)
−1 = 1⇒ i = j = k
for ai ∈ Ai, a′j ∈ Aj , bj ∈ Bj , b′k ∈ Bk, ck ∈ Ck, c′i ∈ Ci.
From this property one sees that if
(a′j)
−1bj(b′k)
−1ck = a−1i c
′
i
then i = j = k so
(a′i)
−1bi(b′i)
−1ci = a−1i c
′
i
and since the Ai, Bi, Ci satisfy the triple product property, we get that ai = a
′
i, bi = b
′
i, ci = c
′
i. Thus, if we
multiply two elements in the group algebra, we get that the coefficient of a−1i c
′
i∑
bi∈Bi
Aa−1i bi
Bb−1i c′i
provides the matrix product.
In the following, we will show that the Simultaneous Triple Product Property also applies to group products
(see lemma in [2]).
Lemma 4 ([15, Lemma 32]) If n triples of subsets Ai, Bi, Ci ⊆ H and n′ triples of subsets A′i, B′i, C ′i ⊆ H ′
all satisfy the Simultaneous Triple Product Property, Then so does the nn′ triples of subsets
Ai ×A′i, Bi ×B′i, Ci × C ′i ⊆ H ×H ′
Proof. We first show that three sets Ai × A′i, Bi × B′i, Ci × C ′i ⊆ H ×H ′ satisfy the Triple Product Property.
consider (a1, a
′
1), (a2, a
′
2) ∈ Ai × A′i, (b1, b′1), (b2, b′2) ∈ Bi × B′i and (c1, c′1), (c2, c′2) ∈ Ci × C ′i. Looking at the
equation
(a1, a
′
1)(a2, a
′
2)
−1(b1, b′1)(b2, b
′
2)
−1(c1, c′1)(c2, c
′
2)
−1 = (1, 1) ∈ H ×H ′
we see that
(a1(a2)
−1b1(b2)−1c1(c2)−1, a′1(a
′
2)
−1b′1(b
′
2)
−1c′1(c
′
2)
−1) = (1, 1) ∈ H ×H ′.
We have two separate equations to solve. However, since Ai, Bi, Ci and A
′
i, B
′
i, C
′
i satisfy the Triple Product
Property, it follows that
a1(a2)
−1b1(b2)−1c1(c2)−1 = 1
only if
a1 = a2, b1 = b2, c1 = c2
and
a′1(a
′
2)
−1b′1(b
′
2)
−1c′1(c
′
2)
−1 = 1
only if
a′1 = a
′
2, b
′
1 = b
′
2, c
′
1 = c
′
2.
Hence (a1, a
′
1) = (a2, a
′
2), (b1, b
′
1) = (b2, b
′
2) and (c1, c
′
1) = (c2, c
′
2), Thus the triple product property is preserved.
To prove the second part (simultaneity), consider the following subsets of H ×H ′:
Aii′ = Ai ×A′i′ Ajj′ = Aj ×A′j′
Bii′ = Bi ×B′i′ Bjj′ = Bj ×B′j′
Cii′ = Ci × C ′i′ Cjj′ = Cj × C ′j′ .
Let aii′ ∈ Aii′ , ajj′ ∈ Ajj′ , bjj′ ∈ Bjj′ , bkk′ ∈ Bkk′ , ckk′ ∈ Ckk′ , cii′ ∈ Cii′ .
Considering each coordinate separately we have
ai(aj)
−1bj(bk)−1ck(ci)−1 = 1 ∈ H
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a′i(a
′
j)
−1b′j(b
′
k)
−1c′k(c
′
i)
−1 = 1 ∈ H ′
since all triples Ai, Bi, Ci and A
′
i, B
′
i, C
′
i satisfy the Simultaneous Triple Product Property, it follow that
i = j = k and i′ = j′ = k′ and so ii′ = jj′ = kk′, and hence these groups satisfy the Simultaneous Triple
Product Property. ♣
The following theorem elaborates on the importance of the simultaneous triple product property.
Theorem 2 ([2, Theorem 5.5]) If a group H simultaneously realizes < a1, b1, c1 >, ..., < an, bn, cn >, and
has character degrees dk then
n∑
i=1
(aibici)
ω/3 ≤
∑
k
dωk
One has that if the group H is abelian then
∑
k d
ω
k = |H| therefore |H| is the rank of the matrix multiplication.
To prove this theorem we need some extra lemmas.
Lemma 5 ([2, Lemma 1.1]) If we have non-negative real numbers s1, ...sn, with the property(
N
µ
) n∏
i=1
sµii ≤ CN
for all N ∈ N and all µ where µ is a vector of non-negative integers with ∑ni=1 µi = N and C > 0, then
n∑
i=1
si ≤ C.
Proof. Fix N . We have for all µ with µ = µ1, ..., µn and
∑
i µi = N that(
N
µ
) n∏
i=1
sµii ≤ CN
summing over all possible values of µ (with
∑
i µi = N), gives∑
µ
(
N
µ
) n∏
i=1
sµii ≤
(
N + n− 1
n− 1
)
CN
which yields (
n∑
i=1
si
)N
≤
(
N + n− 1
n− 1
)
CN .
Letting N grow and taking N th roots we get the desire result. ♣
Lemma 6 ([2, Theorem 1.7]) We suppose n triple subsets Ai, Bi, Ci ⊆ H satisfy the simultaneous triple
product property, then the subsets H1, H2, H3 ⊂ Hn o Symn satisfy the triple product property:
H1 = {hpi : pi ∈ Symn, hi ∈ Ai∀i}
H2 = {hpi : pi ∈ Symn, hi ∈ Bi∀i}
H3 = {hpi : pi ∈ Symn, hi ∈ Ci∀i}
Proof. Let hipii, h
′
ipi
′
i ∈ Hi and consider the triple product
h1pi1(pi
′
1)
−1(h′1)
−1h2pi2(pi′2)
−1(h′2)
−1h3pi3(pi′3)
−1(h′3)
−1 = 1.
We must have
pi1(pi
′
1)
−1pi2(pi′2)
−1pi3(pi′3)
−1 = 1.
We then say that
pi1(pi
′
1)
−1 = pi2(pi′2)
−1 = ρ,
which makes the above equivalent to
(h′3)
−1h1((h′1)
−1h2)pi((h′2)
−1h3)ρ = 1
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where the superscripts that the actions of performing pi and ρ have been performed on the group elements.
Thus, for each co-ordinate i,
[(h′3)
−1]i[h1]i[(h′1)
−1]pi(i)[h3]pi(i) = 1
since Ai, Api(1), Bρ(i), Cρ(i), Ci are all parts of triples that satisfy the simultaneous triple product property, it
must follow that pi(i) = ρ(i) = i meaning pi = ρ = 1. Since Ai, Bi, Ci satisfy the triple product property, it then
follows that
h1(h
′
1)
−1h2(h′2)
−1h3(h′3)
−1 = 1
this implies that h1 = h
′
1, h2 = h
′
2, h3 = h
′
3. Thus the three sets constructed above satisfy the triple product
property. ♣
Lemma 7 ([15, Theorem 31]) If a group G with character degrees di realize < m,n, p > then
(mnp)
ω
3 ≤
∑
dωi .
The complete proof can be fund in [15].
Lemma 8 ([15, Lemma 36]) If dk are the character degrees of a finite group H and cj are the character
degrees of Symn nHn, then ∑
j
cωj ≤ (n!)ω−1
(∑
k
dωk
)n
Proof. If H is abelian, we may use the fact that
∑
k d
2
k = |H| and∑
j
c2j = n!|H|n.
We multiply both sides by (n!)ω−2, and using the fact that ω ≥ 2
∑
j
(n!)ω−2c2j ≤ (n!)ω−1
(∑
k
dωk
)n
.
Since cj ≤ n!, ∑
j
cωj ≤
∑
j
(n!)ω−2c2j
and the lemma holds for abelian H. The non-abelian case is discussed in [2], we omit it here because it is not
relevant for our purpose. ♣
Lemma 9 ([15, Lemma 37]) If H is a finite group with character degrees di and n triples of subsets Ai, Bi, Ci ⊆
H satisfying the simultaneous triple product property, then
n
(∏
i
(|Ai||Bi||Ci|)ω/3
)1/n
≤
∑
k
dωk
Proof. In Lemma 6, we described subsets of Symn nHn of size n!
∏
i |Ai|, n!
∏
i |Bi| and n!
∏
i |Ci|. We have
that (
(n!)3
∏
i
|Ai||Bi||Ci|
)ω/3
≤
∑
j
cωj
where the cj are the character degrees of Symn nHn. From the previous lemma we have
∑
j
cωj ≤ (n!)ω−1
(∑
k
dωk
)n
.
Hence, ∏
i
(|Ai||Bi||Ci|)ω/3 ≤ 1
n!
(∑
k
dωk
)n
replacing H by Ht and n by nt we then obtain
∏
i
(|Ai||Bi||Ci|)tnt−1ω/3 ≤ 1
nt!
(∑
k
dωk
)n
,
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We then take nth roots and let t→∞ to get the desired statement (note that we used Sterling’s formula). ♣
Now we prove theorem 2.
Proof.[of Theorem 2] We raise H to the N -th power, and we take subsets of HN denoted by A′j , B
′
j , C
′
j ⊆ HN . To
create these subsets we choose a vector in Zn, µ = µ1, ..., µn, µ ≥ 0,
∑n
i=1 µi = N. We set A
′
j =
∏n
i=1A
µi
i , B
′
j =∏n
i=1B
µi
i , C
′
j =
∏n
i C
µi
i . There are
(
N
µ
)
such triples, and |A′j ||B′j ||C ′j | =
∏n
i=1(aibici)
µi . We apply the previous
lemma to this triple to obtain (
N
µ
)( n∏
i=1
(aibici)
µ
)ω/3
≤
(∑
k
dk
)N
and applying Lemma 5 we obtain the desired inequality. ♣
3.2.3 Unique solvable puzzle (USP)
Now we consider the problem of finding a group which satisfies the triple product property and some tools that
can be used to generate this type of group and subset. We use what we call uniquely solvable puzzle (USP) [2].
Definition 12 A uniquely solvable puzzle of width k is a subset U ⊆ {1, 2, 3}k satisfying the following property:
For all permutations pi1, pi2, pi3 ∈ Sym(U), either pi1 = pi2 = pi3 or else there exist u ∈ U and i ∈ 1, ..., k such
that at least two of (pi1(u))i = 1, (pi2(u))i = 2 or (pi3(u))i = 3 hold.
Definition 13 A strong uniquely solvable puzzle is a USP in which the defining property is extended as follows
For all permutations pi1, pi2, pi3 ∈ Sym(U), either pi1 = pi2 = pi3 or else there exist u ∈ U and I ∈ 1, ..., k such
that exactly two of (pi1(u))i = 1, (pi2(u))i = 2 or (pi3(u))i = 3 hold.
Proposition 7 For each k ≥ 1, there exists a strong USP of size 2k and width 2k.
Proof. Noting that {1, 3}k × {2, 3}k ⊂ {1, 2, 3}2k. Define U to be.
U = {u ∈ {1, 3}k × {2, 3}k : for i ∈ [k], ui = 1 iff Ui+k = 2}.
assume pi1, pi2, pi3 ∈ Sym(U). If pi1 6= pi3, then there exists u ∈ U such that (pi1(u))i = 1 and (pi3(u))i = 3 for
some i ∈ [k]. Similarly if pi2 6= pi3, then there exists u ∈ U such that (pi2(u)i = 1 and (pi3(u))i = 3 for some
i ∈ [2k] \ [k]. In either case, exactly two of (pi1(u)i = 1, (pi2(u))i = 2 and (pi3(u))i = 3 hold because in each co-
ordinate only two of the three symbols 1,2 and 3 can occur. We then have that u is a strong USP, as requested. ♣
In what follows, we will show that a strong USP satisfies the TPP. Given a strong USP U of width k, let H
be the abelian group of all functions from U × [k] to the cyclic group Cycm (H is a group under pointwise
addition). The symmetric group Sym(U) acts on H via
pi(h)(u, i) = h(pi−1(u), i)
for pi ∈ Sym(u), h ∈ H,u ∈ U , and i ∈ [k]. Let G be the semi direct product H × sym(U), and define subsets
S1, S2 and S3 of G where Si consist of all products hpi with pi ∈ Sym(U) and h ∈ G with the property:
h(u, j) 6= 0 iff uj = i
for all u ∈ U and j ∈ [k].
Proposition 8 If U is a strong USP, then S1, S2 and S3 satisfy the Triple Product Property.
Proof. Let the product
h1pi1(h
′
1pi
′
1)
−1h2pi2(h′2pi
′
2)
−1h3pi3(h′3pi
′
3)
−1 = 1
with hipii, h
′
ipi
′
i ∈ Si. for the above equation to hold we must have
pi1pi
−1
1 pi2pi
′−1
2 pi3pi
′−1
3 = 1.
set pi = pi1pi
′−1
1 and ρ = pi1pi
′−1
1 pi2pi
′−1
2 . then the remaining condition for the equation is that in the abelian
group H (with its Sym(U) action),
h1 − h′3 + pi(h2 − h′1) + ρ(h3 − h′2) = 0.
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Note that
(h1 − h′3)(u, j) 6= 0 iff uj ∈ {1, 3}
pi(h2 − h′1)(u, j) 6= 0 iff (pi−1(u))j ∈ {2, 1}and
pi(h3 − h′1)(u, j) 6= 0 iff (ρ−1(u))j ∈ {3, 2}.
By the definition of a strong USP, either pi = ρ = 1 or else there exist u and j such that exactly one of these
three condition holds, in which case h1−h′3 +pi(h2−h′1) +ρ(h3−h′2) = 0, cannot hold. Thus, pi = ρ = 1, which
together with pi1pi
−1
1 pi2pi
′−1
2 pi3pi
′−1
3 = 1. implies pii = pi
′
i for all i.Then we have h1 +h2 +h3 = h
′
1 +h
′
2 +h
′
3, which
imply hi = h
′
i for each i. therefore the Triple Product Property holds. ♣
One can then generate a group and subset satisfying the Triple Product Property by using the strong Uniquely
Solvable Puzzle.
3.3 Fast group algebra multiplication
3.3.1 Group algebra multiplication
Here we embed matrix multiplication in a group structure and then describe a matrix multiplication technique
similar to the fast Fourier transform for polynomial multiplication (see [2] for more explanation). Let G be a
final group and let C[G] be the group algebra i.e. every element of C[G] is given by
∑
g∈G agg with ag ∈ C,
hence the product of two elements of this group algebra is defined by∑
g∈G
agg
 .(∑
h∈G
bhh
)
=
∑
f∈G
∑
gh=f
agbh
 f.
Now identify the element
∑
a∈G agg by the vector a from its coefficients, one can see that if G is a cyclic group
then the product of two elements a = (ag)g ∈ G and b = (bg)g ∈ G is a cyclic convolution of the vectors
a and b. Notice that when G is cyclic the Discrete Fourier Transform (DFT) for C[G] is an invertible linear
transformation D:C[G] → C|G|, which turns multiplication in C[G] into point wise multiplication of vectors in
C|G|. One can therefore compute the product A B (with A =
∑n
i=1 aiz
i where z is a group generator) by first
computing D(A) and D(B) and then computing the inverse DFT of their point wise product. Thus, using an
O(m Log(m)) Fast Fourier Transformation algorithm, one can perform multiplication in C[G] (and therefore
matrix multiplication, via the embedding above) in O(m Log(m)) multiplications.
In what follows, we embed matrix multiplication in a group and we use the Discrete Fourier transform in the
similar way of polynomial multiplication to perform matrix multiplication providing that our group satisfies the
Triple Product Property (see section 3.2.1)
This is our example for group algebra multiplication and the fast Fourier transform. See[14] for more examples
of fast Fourier transform.
Let G be a cyclic group with generator z. Given two matrices A and B, we define A =
∑|G|−1
p=0 apz
p and
B =
∑|G|−1
q=0 bqz
q.
Their product in C[G] will give us:
AB =
|G|−1∑
p=0
apz
p
|G|−1∑
q=0
bqz
q

=
|G|−1∑
p=0
|G|−1∑
q=0
apz
pbqz
q
=
|G|−1∑
l=0
|G|−1∑
p,q
p+q=lmod |G|
apbqz
l.
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Their pointwise product is
AB =
|G|−1∑
p=0
apz
p

|G|−1∑
q=0
bqz
q

=
|G|−1∑
l=0
apbqz
l.
The discrete Fourier transform f : CG→ CG over CG is defined by:
f(A) =
|G|−1∑
j=0
|G|−1∑
p=0
e−i2pijp/|G|ap
 zj ,
f(B) =
|G|−1∑
k=0
|G|−1∑
q=0
e−i2pikq/|G|bq
 zk.
Their pointwise product is
f(A) f(B) =
|G|−1∑
j=0
|G|−1∑
p=0
e−i2pijp/|G|ap
 zj  |G|−1∑
k=0
|G|−1∑
q=0
e−i2pikq/|G|bq
 zk
=
|G|−1∑
s=0
|G|−1∑
l=0
∑
p,q
p+q=lmod |G|
e−i2pips/|G|ape−i2piqs/|G|bq
 zs
f(AB) =
|G|−1∑
s=0
|G|−1∑
l=0
∑
p,q
p+q=lmod |G|
e−i2pils/|G|apbq
 zs
=
|G|−1∑
s=0
|G|−1∑
l=0
∑
p,q
p+q=lmod |G|
e−i2pips/|G|ape−i2piqs/|G|bq
 zs
= f(A) f(B).
3.3.2 Representation theory
In representation theory we associate any element of a group to a matrix. Some of the definitions and theorems
on this are from [[13], chapter 4]. In what follows, we denote by GL(n, F ) the group consisting of all invertible
n × n matrices whose entries are elements of the field F . Note that the set of all n! permutation matrices
((0,1)-matrices with exactly one 1 in each row and column) is a subgroup of GL(n, F ).
Definition 14 Given a group G and a field F , a homomorphism Φ: G→ GL(n, F ) is called the representation
of G over the field F , and its degree is the integer n.
Hence for all a, b ∈ G, one has that
Φ(ab) = Φ(a)Φ(b)
Φ(1G) = In
with In the n× n identity matrix.
Definition 15 A representation Φ of G is said to be faithful if it is a one-to one.
Definition 16 The Kernel of a representation Φ is the set of all element a ∈ G such that Φ(a) = In. We write:
Ker(Φ) = {a ∈ G | Φ(a) = In}.
Theorem 3 (Cayley’s theorem) [13, PP77] any finite group G is isomorphic to a group of permutation
matrices.
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Proof. Suppose G = {x1, x2, ...xn}. For each y ∈ G, define Φ(y) = (aij(y)) by
aij(y) =
{
1 if yxj = xi
0 otherwise
then Φ(y) is a permutation matrix. The (i, j)-entry of Φ(y)Φ(z), namely
n∑
k=1
aik(y)akj(z)
is zero unless there is k such that aik(y) = akj(z) = 1. This is equivalent to the existence of a k such that
zxj = xk = y
−1xi, and because there can be at most one such k,
n∑
k=1
aik(y)akj(z) =
{
1 if (yz)xj = xi
0 otherwise
the right-hand side of the equation is the (i, j)-entry of Φ(yz). Therefore, Φ(yz) = Φ(y)Φ(z), and Φ : G →
GL(n, F ) is a representation of G. Because the mapping y → Φ(y) is one-to-one, it is a faithful representation.
Hence, G is isomorphic to a subgroup of n× n permutation matrices. ♣
Given a field F and a group G, we denote by V = Fn the set of row vectors of length n with entries in F .
Proposition 9 If g ∈ G, and v ∈ V , and dim(V) equal to the order of Φ, then vΦ(g) ∈ V .
Proof. Let g ∈ G and v ∈ V hence v is 1× n matrix by definition. Using the matrix representation definition,
one has that P = Φ(g) ∈ GL(n, F ) thus P is a n× n matrix and his entries are element of the field F .
We then have that vP is 1× n matrix with all his entries in F . This lead us to the desired result. ♣
In what follows, we denote by V a vector space over the field F .
Definition 17 Let u, v ∈ V , µ ∈ F and g, h ∈ G and let the product vg be defined. If the following properties
hold:
1. vg ∈ V .
2. v(gh)=(vg)h
3. u1=u
4. (µv)g=µ(vg)
5. (u+v)g=ug+vg
Then we call V an FG-module.
Definition 18 Let V be an FG-module. If W is a subspace of V and wg ∈ W for all w ∈ W and all g ∈ G
then we say that W is an FG-submodule.
The following theorem shows us that group representations and FG- modules are equivalent.
Theorem 4 [11] (1) If Φ: G → GL(n, F ) is a representation of G over F and V = Fn, then V is an FG-
module if we define vg by
vg = v(Φ(g)) (v ∈ V, g ∈ G).
Moreover there is a basis ζ of V such that
Φ(g) = [g]ζ ∀g ∈ G.
(2) Assume that V is an FG-module and let ζ be a basis of V . Then the function
g → [g]ζ (g ∈ G)
is a representation of G over F.
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Proof. (1) We have that for all u, v ∈ Fn, µ ∈ F and g, h ∈ G,
v(Φ(g)) ∈ Fn,
v(Φ(gh)) = (vΦ(g))Φ(h),
v(Φ(1)) = v,
(µv)(Φ(g)) = µ(vΦ(g)),
(u+ v)(Φ(g)) = uΦ(g) + vΦ(g).
Hence Fn is an FG-module if we define
vg = vΦ(g) ∀v ∈ Fn, g ∈ G.
Moreover, if we let ζ be the standard basis of Fn, then Φ(g) = [g]ζ for all g ∈ G.
(2) Let V be an FG-module with basis ζ. Since v(gh) = (vg)h for all g, h ∈ G and all v in the basis ζ of V , it
follows that
[gh]ζ = [g]ζ [h]ζ .
In particular,
[1]ζ = [g]ζ [g
−1]ζ
for all g ∈ G. now v1 = v for all v ∈ V , so [1]ζ is the identity matrix. Therefore each matrix [g]ζ is invertible
(with inverse [g−1]ζ).
Thus the function g → [g]ζ is a homomorphism from G to GL(n, F ) (where n = dim(V )), this leads us to the
required result. ♣
Since we have proof from the preview theorem that representation theory and module are equivalent, this will
allows us in the remaining work, to switching from one approach to the other.
Definition 19 Let V and W be two FG-modules. A function pi : V →W is said to be an FG-homomorphism
if pi is a linear transformation and
pi(vg) = (pi(v))g
for all g ∈ G and v ∈ V .
We then say that V and W are isomorphic if there is invertible FG-homomorphism between them.
Definition 20 Let N be a nonempty set and suppose S = {A(v) : v ∈ (N)} is a set of n-by-n matrices indexed
by (N). Then S is reducible if there exists a matrix U ∈ GL(n, (C) and an integer p such that 1 < p < n and,
for all V ∈ (N),
U−1A(V )U =
(
β(v) 0
σ(v) θ(v)
)
,
where β(v) ∈ (C)p,p. The set S is fully reducible if U can be chosen such that σ(v) = 0, for all v ∈ (N). The
set S is irreducible if it is not reducible. The representation A of G is reducible, fully reducible, or irreducible
if the set of matrices {A(x) : x ∈ G} has the corresponding property.
Theorem 5 (Maschke’s Theorem[13]) Given a finite group G over C. Suppose Φ is a representation of
degree n of G. If Φ is reducible, then it is fully reducible.
Proof. Suppose 1 < p < n and U ∈ GL(n,C) satisfy
U−1Φ(g)U =
(
β(g) 0
σ(g) θ(g)
)
where β(g) ∈ GL(p,C), g ∈ G. Because Φ is a representation of G, both β and θ are representations of G as
well. Moreover,
σ(gh) = σ(g)β(h) + θ(g)σ(h). (*)
Because σ(1G) = 0, we have
0 = σ(g)β(g−1) + θ(g)σ(g−1) g ∈ G. (**)
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Define the (n− p)-by-p matrix A by
A =
1
|G|
∑
h∈G
σ(h)β(h−1).
If
T =
(
Ip 0
A In−p
)
then
T−1 =
(
Ip 0
−A In−p
)
and
T−1U−1Φ(g)UT =
(
β(g) 0
δ(g) θ(g)
)
,
where δ(g) = σ(g) + θ(g)A−Aβ(g). The proof will be complete if we can show that
Aβ(g) = σ(g) + θ(g)A g ∈ G.
For a fixed but arbitrary g ∈ G,
Aβ(g) =
1
|G|
∑
h∈G
σ(h)β(h−1g)
=
1
|G|
∑
h∈G
(σ(g)− θ(h)σ(h−1g)),
where we use equation (*). Therefore,
Aβ(g) = σ(g)− 1|G|
∑
t∈G
θ(t)σ(t−1g)
= σ(g) + θ(g)A,
using equation (**) and the definition of A. The equation
Aβ(g) = σ(g) + θ(g)A g ∈ G.
is satisfied, which completes the proof. ♣
Theorem 6 If φ is a representation of degree n of a finite group G, then φ is reducible.
Proof. Using induction on n with Maschke’s theorem, the result follows. ♣
If Φ is a representation of the finite group G, then, from the above theorem, there exists an invertible matrix U
such that
Φ(g) = U [diag(Φ1(g),Φ2(g)...Φr(g)]U
−1, g ∈ G
where Φ1,Φ2, ...,Φr are irreducible representations of G. Hence one can can generate all the representation of
G by finding a system of distinct representatives for the equivalence classes of irreducible representations.
Suppose Φ(v) : v ∈ N is a set of n × n matrices. If λ is an ordered basis of an n-dimensional vector space V
then, for all v ∈ N , there exists a linear operator T (v) ∈ L(V, V ) whose matrix representation with respect to
β is Φ(v). If φ(v) : v ∈ N is reducible, then there exist an n× n invertible matrix U such that
U−1Φ(g)U =
(
β(g) 0
σ(g) θ(g)
)
where β(v)v ∈ Cp,p, v ∈ N . Now, U−1Φ(v)U is the matrix representation of T (v) with respect to another
ordered basis λ′ = w1, w2, ..., wp . Moreover, from the block triangular form of U−1φ(v)U , it is evident that
W =< w1, w2, ...,Wp > is an invariant subspace of T (v) for all v, that is T (v)(w) ∈ W for all w ∈ W and
all v ∈ N . Conversely, if W is a proper subspace of v that is invariant under T (v), v ∈ N then φ(v) : v ∈ N
is reducible. Finally, φ(v) : v ∈ N is irreducible iff no proper subspace of V is invariant under T (v) for every
v ∈ N . In this case T (v) is said to be irreducible subset of L(V, V )
Lemma 10 (Schur’s Lemma[13]) Let N be a set. Let {S(v) : v ∈ N} and {T (v) : v ∈ N} be irreducible
subsets of L(V, V ) and L(W,W ), respectively. let L ∈ L(V,W ) be fixed but arbitrary. If LS(v) = T (v)L for all
v ∈ N , then L = 0, or dim(V ) = dim(W ) and L is invertible.
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Proof. It follows from LS(v) = T (v)L that the image of L is an invariant subspace of T (v), and its kernel is an
invariant subspace of S(v). ♣
Corollary 1 Let A(v) : v ∈ N be an irreducible set of n × n matrices. If M is a matrix such that MA(v) =
A(v)M , for all v ∈ N , then M is a multiple of In.
Proof. Let λ be an eigenvalue of M . Then M − λIn is a singular matrix that commutes with each A(v). It
follows from Schur’s Lemma that M − λIn = 0. ♣
Corollary 2 Suppose that A(σ) : σ ∈ G and B(σ) : σ ∈ G are inequivalent irreducible representations of the
same group G. If M ∈ (C)n,n satisfies A(σ)M = MB(σ) for all σ ∈ G, then M = 0.
The following theorem is an application of Schur’s Lemma that gives us the relationship among the elements of
irreducible representations.
Theorem 7 (Schur relations) Let A(Σ) = (aij(Σ)), Σ ∈ G, be an irreducible representation of degree n of
the finite group G. Then ∑
Σ∈G
aik(Σ
−1)auj(Σ) = δi,jδk,u|G|/n.
If B(Σ) = (bi,j(Σ)), Σ ∈ G, is another irreducible representation of G, then∑
Σ∈G
bik(Σ
−1)buj(Σ) = 0,
unless B is equivalent to A.
The complete proof is in [13] page 82 and 83.
Theorem 8 Let U be any irreducible CG-module in C[G]. If C[G] is the direct sum of irreducible CG-modules
Ui in C[G], CG =
⊕r
i=1 Ui, then the number of CG-modules Ui with Ui ' U is equal to dim(U).
We now complete this section with two important theorems for matrix multiplication.
Theorem 9 Let Vk be the complete set of non-isomorphic irreducible CG-modules then
|G| =
k∑
i=1
(dim(Vi))
2
Proof. First note from Maschke theorem that we can rewrite CG in terms of CG-submodules
C[G] =
r⊕
i=1
Ui
where the Ui are the irreducible submodules. Using the above Theorem 3.3.2, we have that the number of
irreducible CG-modules Uj ∼= Vi is dim(Vi). Now taking dimension of both sides we then have that
dim (C[G]) =
k∑
i=1
(dim(Vi))
2
and since dim(C[G]) = |G| one has the required result. ♣
3.3.3 Discrete Fourier transform on finite group algebra
Definition 21 Let F be field and G be a group. Given a function f : G → F and a representation ρ : G →
GL(n, F ). We define the Fourier transform of f by:
f̂(ρ) =
∑
a∈G
f(a)ρ(a).
For all representations ρ of G.
Definition 22 The convolution of two functions f, g is given by:
(f ∗ g)(a) =
∑
b∈G
f(ab−1)g(b).
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The following theorem can be found in [11] with different approach.
Theorem 10 the convolution of two functions is related to the discrete Fourier transform by:
p̂ ∗ q(ρ) = p̂(ρ)q̂(ρ)
Proof. Using the left hand side of the equality one will obtain:
(p̂ ∗ q) (ρ) =
∑
s∈G
(p ∗ q)ρ(s)
=
∑
s∈G
[∑
t∈G
p(st−1)q(t)
]
ρ(s)
=
∑
s∈G
∑
t∈G
p(st−1)q(t)ρ(s)
The right hand side will give us:
p̂(ρ)q̂(ρ) =
(∑
a∈G
p(a)ρ(a)
)(∑
b∈G
q(b)ρ(b)
)
=
∑
a∈G
∑
b∈G
p(a)ρ(a)q(b)ρ(b)
=
∑
a∈G
∑
b∈G
p(a)q(b)ρ(a)ρ(b)
=
∑
a∈G
∑
b∈G
p(a)q(b)ρ(ab)
and setting g = ab so that, a = gb−1 we obtain
p̂(ρ)q̂(ρ) =
∑
b∈G
∑
g∈G
p(gb−1)q(b)ρ(g)
which completes the proof. ♣
Given a finite group G each function f : G→ C is uniquely identified with an element of the group algebra as
follows
f :=
∑
g∈G
f(g)g.
due to this one-to-one correspondence we will use f to denote both the function and the corresponding group
algebra element. The meaning of this notation will be clear from the context.
Lemma 11 Let f, g : G→ C the convolution of f and g is related to multiplication in the group algebra by
f ∗ g = f · g.
Proof. Let f, g : G→ C and f, g ∈ CG. Given that; f = ∑a∈G f(a)a and g = ∑b∈G f(b)b we find
f · g =
∑
a∈G
∑
b∈G
f(a)g(b)ab
=
∑
c∈G
∑
b∈G
f(cb−1)g(c)c
=
∑
c∈G
(f ∗ g) (c)c
= f ∗ g.
This completes the proof. ♣
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Theorem 11 Consider a complete set of irreducible representation ρ1, ...ρk and the invertible function D such
that for all f : G→ F ,
D(f) :=
k⊕
j=1
f̂(ρj).
Then D satisfies
D(fg) = D(f)D(g).
Proof.
D(f · g) =
k⊕
j=1
(f̂ ∗ g)(ρj)
=
k⊕
j=1
f̂(ρj)ĝ(ρj)
=
 k⊕
j=1
f̂(ρj)
 k⊕
j=1
ĝ(ρj)

= D(f)D(g).
And the proof is complete ♣
This then allows us to perform fast group algebra multiplication by using the discrete Fourier transform function
D and is inverse function D−1 as follow:
fg = D−1(D(f · g)) = D−1 (D(f) ·D(g))
provided that one has an appropriate group with a fast fourier transform.
Since fast algorithm exist for the discrete Fourier transform (of certain sizes), Matrix Multiplication can be
performed (asymptotically) fast provided a group can be efficiently found which satisfies an appropriate TPP.
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Appendix A
The higher order singular value
decomposition
This appendix reviews the higher order singular value decomposition and some of its properties.
A.1 HOSVD
A.1.1 Background
Definition 23 A tensor is multidimensional array of data where the elements are referred by using multiple
indexes T : NN → K or T : 1, · · · , I1 × 1, · · · , I2 × · · · × 1, · · · , IN → K where I1, · · · , In ∈ N. The natural
number N is called the order of the tensor T .
One has that: A tensor of order 1 plays the role of a vector while tensors of order 2 plays the role of matrices.
Definition 24 The Frobenius scalar product (inner product) of two tensors AI1,I2,...,IN ; BI1,I2,...,IN is given by:
〈A,B〉 =
I1∑
i1=1
I2∑
i2=1
...
IN∑
iN=1
b∗i1,i2,...,iNai1,i2,...,iN
Definition 25 The Frobenius norm of a tensor is given by: ||A|| = √〈A,A〉.
Definition 26 [12] Let A ∈ CI1×I2×...×IN be an Nth-order tensor. The n-th matrix unfolding of A is A(n) ∈
CIn×(In+1In+2...INI1I2...In−1) which contains the element ai1i2...iN at the position with row in and column number
equal to
(in+1 − 1)In+2In+3 · · · INI1I2 · · · In−1
+ (in+2 − 1)In+3In+4 · · · INI1I2 · · · In−1
+ · · ·+ (iN − 1)I1I2 · · · In−1 + (i1 − 1)I2I3 · · · IN−1
+ (i2 − 1)I3I4 · · · In−1
...
+ in−1
Here, we give an example of the matrix unfolding for an order-3 tensor. Given A ∈ C3×2×3, we have:
A1 =
 a111 a112 a113 a121 a122 a123a211 a212 a213 a221 a222 a223
a311 a312 a313 a321 a322 a323
 .
A2 =
[
a111 a112 a113 a211 a212 a213 a311 a312 a313
a121 a122 a123 a221 a222 a223 a321 a322 a323
]
.
A3 =
 a111 a121 a211 a221 a311 a321a112 a122 a212 a222 a312 a322
a113 a123 a213 a223 a313 a323
 .
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Given A ∈ R3×2×3 with
a111 = a112 = a211 = −a212 = 1
a213 = a311 = a313 = a121 = a122 = a221 = −a222 = 2
a223 = a321 = a323 = 4, a113 = a312 = a123 = a322 = 0
We determine:
A1 =
 a111 a112 a113 a121 a122 a123a211 a212 a213 a221 a222 a223
a311 a312 a313 a321 a322 a323
 .
=
 1 1 0 2 2 01 −1 2 2 −2 4
2 0 2 4 0 4
 .
A2 =
[
a111 a112 a113 a211 a212 a213 a311 a312 a313
a121 a122 a123 a221 a222 a223 a321 a322 a323
]
.
=
[
1 1 0 1 −1 2 2 0 2
2 2 0 2 −2 4 4 0 4
]
.
A3 =
 a111 a121 a211 a221 a311 a321a112 a122 a212 a222 a312 a322
a113 a123 a213 a223 a313 a323
 .
=
 1 2 1 2 2 41 2 −1 −2 0 0
0 0 2 4 2 4
 .
We extend the notion of the vec operator on matrices to tensors by
vec(A) =
∑
ai1i2...iN eiN ,IN ⊗ eiN−1,IN−1 ⊗ ...⊗ ei1,I1 .
The matrix vec operator applied to the n-th unfolding A is given by
vec(A(n)) =
∑
ai1i2...iN ei1,I1 ⊗ ei2,I2 ⊗ ...⊗ ein−1,In−1 ⊗ ein+1,In+1 ⊗ ...⊗ eiN ,IN ⊗ ein,In
Definition 27 The n-mode product of of a tensor A ∈ CI1×I2×...×IN by a matrix U ∈ CJn×In denoted by
A×n U is an (I1 × I2 × ...× In−1 × Jn × In+1 × ...× IN )-tensor of which the entries are given by:
(A×n U)i1i2...in−1jnin+1...iN =
In∑
in=1
ai1i2...in−1inin+1...iNujnin
One has that
vec (A×n U) = vec
(
UA(n)
)
=
(
IIN ⊗ · · · IIn+1 ⊗ U ⊗ IIn−1 ⊗ · · · ⊗ II1
)
vec (A) .
Definition 28 The n-rank of A denoted by Rn = rankn(A), is the dimension of the vector space spanned by
the n-mode vector. We can analyze the n-rank of a given tensor by means of matrix techniques.
Proposition 10 The n-rank of A are the column vectors of the matrix unfolding An. i.e
ranknA = rank(A(n))
Remark: The rank of higher-order tensors is usually defined in analogy with the fact that a rank − R matrix
can be decomposed as a sum of R rank-1 terms. [12]
Definition 29 An Nth-order tensor A has rank 1 when it equals the outer product of N vectors u(1), u(2), · · ·u(N).
i.e
ai1i2...in = u
(1)
i1
u
(2)
i2
. . . u
(N)
iN
for all values of the indexes.
Definition 30 The rank of an arbitrary Nth-order tensor A denoted by R = rank(A), is the minimal number
of rank 1 tensors that yield A by linear combination.
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Proposition 11 Given a tensor A ∈ CI1×I2×...×IN and the matrices F ∈ CJn×In , G ∈ CJm×Im where m 6= n,
we have:
(A×n F )×m G = (A×m G)×n F.
Proof. Without loss of generality assume n < m, so that
((A×n F )×m G)i1i2...in−1jnin+1...jm−1jmjm+1...iN
=
Im∑
im=1
(
In∑
in=1
ai1i2...in−1inin+1...im−1imim+1...iN fjnin
)
gjmim
=
Im∑
im=1
In∑
in=1
(ai1i2...in−1inin+1...im−1imim+1...iN fjnin)gjmim
=
In∑
in=1
Im∑
im=1
(ai1i2...in−1inin+1...im−1imim+1...iN gjmim)fjnin
=
In∑
in=1
(
Im∑
im=1
ai1i2...in−1inin+1...im−1imim+1...iN gjmim
)
fjnin
= ((A×m G)×n F )i1i2...in−1jnin+1...Jm−1jmjm+1...iN .
Since the order does not matter we can omit the parenthesis and write
(A×n F )×m G = (A×m G)×n F = A×n F ×m G.
The case n > m follows similarly. ♣
Proposition 12 Given a tensor A ∈ CI1×I2×...×IN and the matrices F ∈ CJn×In , G ∈ CJn×In , we have:
(A×n F )×n G = A×n (GF ).
Proof. For n = m we have:
((A×n F )×n G)i1i2...in−1inin+1...iN =
Im∑
kn=1
(
In∑
tn=1
ai1i2...in−1tnin+1...iN fkntnginkn
=
∑
tn
ai1i2...in−1tnin+1...iN
∑
kn
ginknfkntn
= A×n (GF )intn
which completes the proof. ♣
Proposition 13 The definition of multiplication of a tensor and a matrix yields the usual matrix multiplication
via A×1 B = BA where the tensor A is given by ai,j = (A)j,i.
Theorem 12 Given any tensor A, the transformation T1: F → A×n F is a linear transformation.
Proof.
Let F and F ’ be two matrices and A be a tensor we have:
T1(F + F
′) = A×n (F + F ′)
which can be expressed element-wise by
(A×n (F + F ′))i1i2...in−1jnin+1...iN
=
∑
in
(
ai1i2...in−1inin+1...iN (F + F
′)jnin
)
=
∑
in
(
ai1i2...in−1inin+1...iN (Fjnin + F
′
jnin)
)
=
∑
in
(
ai1i2...in−1inin+1...iNFjnin + ai1i2...in−1inin+1...iNF
′
jnin
)
=
∑
in
(
ai1i2...in−1inin+1...iNFjnin
)
+
∑
in
(
ai1i2...in−1inin+1...iNF
′
jnin
)
= (A×n F )i1i2...in−1jnin+1...iN + (A×n F ′)i1i2...in−1jnin+1...iN
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Thus T1(F + F
′) = T1(F ) + T1(F ′) . Let k be any scalar.The element of (A×n kF ) satisfy
(A×n kF )i1i2...in−1jnin+1...iN
=
∑
in
ai1i2...in−1inin+1...iNkFjnin
= k
∑
in
ai1i2...in−1inin+1...iNFjnin
= k(A×n F )i1i2...in−1jnin+1...iN .
Thus T1(kF ) = kT1(F ). ♣
Theorem 13 Given any matrix A, the transformation, T2(A)→ A×n F is a linear transformation.
Proof. Let A and A’ be two tensor and F a matrix. We have:
T2(A+A′) = (A+A′)×n F
which can be expressed element-wise by
((A+A′)×n F )i1i2...in−1jnin+1...iN
=
∑
in
(
(a+ a′)i1i2...in−1inin+1...iNFjnin
)
=
∑
in
(
ai1i2...in−1inin+1...iN + a
′
i1i2...in−1inin+1...iN
)
Fjnin
=
∑
in
(
ai1i2...in−1inin+1...iNFjnin + a
′
i1i2...in−1inin+1...iNFjnin
)
=
∑
in
(
ai1i2...in−1inin+1...iNFjnin
)
+
∑
in
(
a′i1i2...in−1inin+1...iNFjnin
)
= (A×n F )i1i2...in−1jnin+1...iN + (A′ ×n F )i1i2...in−1jnin+1...iN
Thus T2(A+A′) = T2(A) + T2(A′). Let k be any scalar. The elements of (kA×n F ) satisfy
(kA×n F )i1i2...in−1jnin+1...iN
=
∑
in
(
ka)i1i2...in−1inin+1...iNFjnin
)
=
∑
in
(
kai1i2...in−1inin+1...iNFjnin)
)
= k
∑
in
(
ai1i2...in−1inin+1...iNFjnin
)
= k(A×n F )i1i2...in−1jnin+1...iN .
Thus T2(kA) = kT2(A) which completes the proof. ♣
As a comsequences of theorem 13 there exists a matrix MF satisfying vec(A×n F ) = MF vec(A).
Recall that
vec(A×n F ) =
∑∑
(ai1i2...in−1jnin+1...iNFjnin)eiN ⊗ eiN−1 ...⊗ ein+1 ⊗ ejn ⊗ ein−1 ⊗ ...⊗ ei1
and
vec(A) =
∑
ai1i2...iN eiN ,IN ⊗ eiN−1,IN−1 ⊗ ...⊗ ei1,I1
hence one has that there is a matrix MF such that
vec(A×n F )
= MF
∑
ai1i2...iN eiN ,IN ⊗ eiN−1,IN−1 ⊗ ...⊗ ei1,I1
=
∑∑
(ai1i2...in−1jnin+1...iNFjnin)eiN ⊗ eiN−1 ...⊗ ein+1 ⊗ ejn ⊗ ein−1 ⊗ ...⊗ ei1 .
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From this equation, MF is given by:
MF =
∑
(eiN ⊗ eiN−1 ...⊗ ein+1 ⊗ ejn ⊗ ein−1 ⊗ ...⊗ ei1)
∑[
Fjnin(eiN ,IN ⊗ eiN−1,IN−1 ⊗ ...⊗ ei1,I1)T
]
=
∑
(eiN e
T
iN )⊗ (eiN−1eTiN−1 ⊗ ...⊗
(∑
Fjninejne
T in
)
⊗ ....ei1eTi1
=
(∑
eiN e
T
iN
)
⊗ ...⊗
(∑
Fjninejne
T
in
)
⊗ ...⊗
(∑
ei1e
T
i1
)
= IIN ⊗ ...⊗ F ⊗ IIn−1 ⊗ ...⊗ II1
Similarly we find a matrix MA such that vec(A×n F ) = MAvec(F ). We recall that
vec(A×n F ) =
∑∑
(ai1i2...in−1jnin+1...iNFjnin)eiN ⊗ eiN−1 ...⊗ ein+1 ⊗ ejn ⊗ ein−1 ⊗ ...⊗ ei1
and
vec(F ) =
∑
ej,n ⊗ (Fej,n).
Thus there is a matrix MA such that
vec(A×nF ) = MA
∑
Fjninein⊗ejn =
∑∑
(ai1i2...in−1jnin+1...iNFjnin)eiN⊗eiN−1 ...⊗ein+1⊗ejn⊗ein−1⊗...⊗ei1 .
One has from the above equation that:
MA =
∑
ai1,i2,...,iN (ein ⊗ eiN−1 ⊗ ...⊗ ein+1 ⊗ ejn ⊗ en−1...⊗ ei1)(ein ⊗ ejn)T .
A.1.2 Multilinear Singular Value Decomposition
Given a m×n matrix A over C or R, one can find a singular value decomposition (SVD) A = US˙V˙ H where S is
an m×n diagonal matrix and its entries are the roots of the nonnegative eigenvalues of A that we call singular
values, U is a unitary m×m matrix with m columns which are the left eigenvectors of A and V is the unitary
n× n with column which are the right eigenvectors of A. One can rewrite the singular value decomposition in
term of the n-tensor multiplication with a matrix as follows.
A = USV H = S ×1 U ×2 V H .
We now extend this decomposition to the higher order to obtain what we call the Higher Order Singular value
decomposition (HOSVD) [12].
Theorem 14 Any N-order tensor A can be decomposed as:
A = S ×1 U (1) ×2 U (2) × · · · × U (N)
Where U (N) is a unitary In × In matrix for all n ∈ [1;N ] and S is a I1 × I2 × · · · × IN tensor.
By definition
vec(A) =
∑
ai1i2...iN eiN ,IN ⊗ eiN−1,IN−1 ⊗ ...⊗ ei1,I1 .
And one can also see that:
vec(A(n)) =
∑
ai1i2...iN ei1,I1 ⊗ ei2,I2 ⊗ ...⊗ ein−1,In−1 ⊗ ein+1,In+1 ⊗ ...⊗ eiN ,IN ⊗ ein,In
We have found that there is permutation matrix P(n) such that P(n)vec(A) = vec(A(n)) and P(n) is given by:
P(n) =
∑
i′1··· ,in∈I1,×···×,In
(ei1,I1⊗ei2,I2⊗...⊗ein−1,In−1⊗ein+1,In+1⊗...⊗eiN ,IN⊗ein,In)(eiN ,IN⊗eiN−1,IN−1⊗...⊗ei1,I1)T
It is also of the good interest to find P ′(n) such that p
′
(n)vec(A(n)) = vec(A).
in our case, we have p′(1) = p(1) p
′
(3) = p(3) and
P′2 =

1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1

.
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with this four matrices we have found that
P(2)P(1) = P(3) P(3)P(2) = p(1) P(1)P(3) = P
′
(2) P(3)P(1) = P(2)
these set of matrices are not closed with respect to matrix multiplication since P(1)P(2) and P(2)P(3) are not in
the set.
A.2 VEC FORM
Since the vec notation is easy to manipulate in some cases, we rewrite some equations in the vec form. Note
that we first give the equation and then follow by its vec form.
The higher order singular value decomposition can be expressed in vec form as
A = S ×1 U (1) ×2 U (2) × · · · ×N U (N).
vec(A) = vec(S ×1 U (1) ×2 U (2) × · · · ×N U (N))
= MU(N)vec(S ×1 U (1) ×2 U (2)times · · · ×N−1 U (N−1))
= MU(N)MU(N−1) · · ·MU(1)vec(S)
=
(
I∏
Ij
⊗ UN ⊗ I∏
Ij
)(
(I∏
Ij
⊗ UN ⊗ I∏
Ij
)
· · ·
(
I∏
Ij
⊗ U1 ⊗ I∏
Ij
)
vec(S)
The unfolding can be expressed by
An = UnSn(Un+1 ⊗ Un+2 ⊗ · · · ⊗ UN ⊗ U1 ⊗ U2 · · · ⊗ Un−1)
vec(An) =
[
(Un+1 ⊗ Un+2 ⊗ · · · ⊗ UN ⊗ U1 ⊗ U2 · · · ⊗ Un−1)⊗ Un] vec(Sn)
V (n)
H
= S˜n
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) · · · ⊗ U (n−1)
)T
vec(V (n)
H
) =
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) · · · ⊗ U (n−1)
)
⊗Wvec(W−1S˜)
Sn = Σ(n)S˜(n)
vec(S(n)) = (S˜(n) ⊗W )vec
(
W−1Σ(n)
)
A(n) = U (n)Σ(n)V (n)
H
vec(An) = (V (n)H ⊗ U (n))vec
(
Σ(n)
)
S = A×1 U (1)T ×2 U (2)T · · · ×N U (N)T
vec(S) = MU(N)TMU(N−1)T · · ·MU(1)T vec(A)
A(n) = U
nSn
(
Un+1 ⊗ Un+2 ⊗ · · ·UN ⊗ U1 ⊗ U2 ⊗ · · · ⊗ U (n−1) ⊗ Un
)T
vec(An) =
[(
Un+1 ⊗ Un+2 ⊗ · · ·UN ⊗ U1 ⊗ U2 ⊗ · · · ⊗ U (n−1) ⊗ Un
)
⊗ Un
]
vec(Sn)
A(n) = U
(n)Σ(n)V (n)
T
vec(A(n)) =
(
V (n) ⊗ U (n)
)
vec
(
Σ(n)
)
S(n) = Σ
(n)V (n)
T
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)
vec(S(n)) =
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)T
⊗ Σ(n)vec(V (n)T )
Sn = U
(1)HA(n)
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)
vec(S(n) =
[(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)T
⊗ U (n)
]
vec(A(n))
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Let us prove that: ∀n,m < N , ∃ a permutation matrix P such that vec(S(n)) = Pvec(S(m)).
In the vec form, we have:
vec(S(n)) =
(
U (n+1) ⊗ U (n+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (n−1)
)T
⊗ Σ(n)vec(V (n)T )
and
vec(S(m)) =
(
U (m+1) ⊗ U (m+2) ⊗ · · · ⊗ U (N) ⊗ U (1) ⊗ U (2) ⊗ · · · ⊗ U (m−1)
)T
⊗ Σ(m)vec(V (m)T )
Since the unfolding of S(n) and S(m) have the same entries but in a different order, vec(S(n)) and vec(S(m)) are
permutations of each other.
A.3 Commutativity
Given N = 3, we find MF for U
(1), U (2), U (3). In section 4.1.1, we showed that
MF = IN ⊗ · · · ⊗ In+1 ⊗ F ⊗ In−1 ⊗ · · · ⊗ I1.
Thus
MU(1) = I3 ⊗ I2 ⊗ U (1)
MU(2) = I3 ⊗ U (2) ⊗ I1
MU(3) = U
(3) ⊗ I2 ⊗ I1
Proposition 14 For all permutation σ : {1, 2, 3} → {1, 2, 3}
Mu(σ(1))MU(σ(2))Mu(σ(3)) = Mu(1)Mu(2)Mu(3) .
Proof. Let i = 1, j = 2, k = 3. we have:
MU(1)MU(2)MU(3) = (I3 ⊗ I2 ⊗ U (1))(I3 ⊗ U (2) ⊗ I1)(U (3) ⊗ I2 ⊗ I1)
= (I3I3U
(3))⊗ (I2U (2)I2)⊗ (U (1)I1I1)
= U (3) ⊗ U (2) ⊗ U (1)
MU(2)MU(1)MU(3) = (I3 ⊗ U (2) ⊗ I1)(I3 ⊗ I2 ⊗ U (1))(U (3) ⊗ I2 ⊗ I1)
= (I3I3U
(3))⊗ (U (2)I2I2)⊗ (I1U (1)I1)
= U (3) ⊗ U (2) ⊗ U (1)
MU(3)MU(2)MU(1) = (U
(3) ⊗ I2 ⊗ I1)(I3 ⊗ U (2) ⊗ I1)(I3 ⊗ I2 ⊗ U (1))
= (U (3)I3I3)⊗ (I2U (2)I2)⊗ (I1I1U (1))
= U (3) ⊗ U (2) ⊗ U (1)
one can see that the order in which we put i, j and k is not important, since we will always have U (3)⊗U (2)⊗U (1).
♣
Proposition 15 ∀j, k ∈ [1; 3] Mu(j) commutes with Mu(k) .
Proof. Lets find the commutator of any two of the matrices.
[Mu(1) ,Mu(2) ] = Mu(1)Mu(2) −Mu(2)Mu(1)
= (I3 ⊗ I2 ⊗ U (1))(I3 ⊗ U (2) ⊗ I1)− (I3 ⊗ U (2) ⊗ I1)(I3 ⊗ I2 ⊗ U (1))
= (I3I3)⊗ (I2U (2))⊗ (U (1)I1)− (I3I3)⊗ (U (2)I2)⊗ (I1U (1))
= I3 ⊗ U (2) ⊗ U (1) − I3 ⊗ U (2) ⊗ U (1)
= 0
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[Mu(1) ,Mu(3) ] = MU(1)Mu(3) −Mu(3)Mu(1)
= (I3 ⊗ I2 ⊗ U (1))(U (3) ⊗ I2 ⊗ I1)− (U (3) ⊗ I2 ⊗ I1))(I3 ⊗ I2 ⊗ U (1))
= (I3U
(3))⊗ (I2I2)⊗ (U (1)I1)− (I3U (3))⊗ (I2I2)⊗ (U (1)I1)
= U (3) ⊗ I2 ⊗ U (1) − U (3) ⊗ I2 ⊗ U (1)
= 0
[Mu(2) ,Mu(3) ] = MU(2)Mu(3) −Mu(3)Mu(2)
= (I3 ⊗ U (2) ⊗ I1)(U (3) ⊗ I2 ⊗ I1)− (U (3) ⊗ I2 ⊗ I1))(I3 ⊗ U (2) ⊗ I1)
= (I3U
(3))⊗ (U (2)I2)⊗ (I1I1)− (U (3)I3)⊗ (I2U (2))⊗ (I1I1)
= U (3) ⊗ U (2) ⊗ I1 − U (3) ⊗ U (2) ⊗ I1
= 0
Theorem 15 The product of two matrices can be expressed as multiplication of a tensor with a matrix.
Proof. It is well known that a tensor is a matrix of higher order. Hence we fix one matrix as a tensor and we
use the other one as matrix. Let A and B be two matrices. We have:
(A)i,j ×1 (B)k,J =
n∑
i=1
(A)i,j(B)j,i =
n∑
i=1
(B)k.i(A)i,J = (BA)k,j
♣
To be proof is that 〈Sin=α,Sin=β〉 = 0 for α 6= β
〈Sin=α,Sin=β〉 =
∑
i1
∑
i2
...
∑
in−1
∑
in+1
...
∑
iN
∑
jn
Si1,i2...α...iNS∗i1,i2...β...iN
=
∑
i1
∑
i2
...
∑
in−1
∑
in+1
...
∑
iN
∑
jn
(
A×1 U (1)T ×2 U (2)T ...×n U (n)T ...×N U (N)T
)
(
A×1 U (1)T ×2 U (2)T ...×n U (n)T ...×N U (N)T
)∗
=
∑
i1
∑
i2
...
∑
in−1
∑
in+1
...
∑
iN
∑
jn
(
aU
(1)T
j1i1
U
(2)T
j2i2
...U
(n−1)T
Jn−1in−1U
(n)T
jnα
U
(n+1)T
jn+1in+1
...U
(N)T
jN iN
)
(
a∗U (1)j1i1U
(2)
j2i2
...U
(n−1)
Jn−1in−1U
(n)
jnα
U
(n+1)
jn+1in+1
...U
(N)
jN iN
)
=
∑
i1
∑
i2
...
∑
in−1
∑
in+1
...
∑
iN
∑
jn
aa∗U (1)
T
j1i1
U
(1)
j1i1
U
(2)T
j2i2
U
(2)
j2i2
...U
(n−1)T
jn−1in−1U
(n−1)
jn−1in−1U
(n)T
jnα
U
(n)
jnβ
...U
(N)T
jN iN
U
(N)
jN iN
Since U (n) are unitary for all n we have:
∑
jn
U
(n)T
jnα
U
(n)
jnβ
= 0 for all α 6= β
Hence 〈Sin=α,Sin=β〉 = 0 for all α 6= β ♣
We use another approach to do the same proof. Let:
W =
(
U (n−1) ⊗ ...⊗ U (N) ⊗ U (1) ⊗ ...⊗ U (n−1)
)T
V (n)
since U (n) And V (n) are unitary matrix for all n, it follow that W is an unitary matrix.
Now we write
W =

W (1)
W (2
.
.
.
W (N)
 .
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Where W (n) for all n are the row vector. First we find that:
vec
[
eTα,InΣ
(n)
(
U (n+1) ⊗ · · · ⊗ U (N) ⊗ U(1)⊗ · · · ⊗ U (n−1)
)T
V (n)
]T
= vec
[
eTα,InΣ
(n)W
]
= vec
[
σ(α)W
(α)
]T
= σ(α)vec
[
W (α)
]T
= σ(α)W
(α)T
in the similar way, we have:
vec
[
eTβ,InΣ
(n)
(
U (n+1) ⊗ · · · ⊗ U (N) ⊗ U(1)⊗ · · · ⊗ U (n−1)
)T
V (n)
]T
= σ(α)W
(β)T
.
A.4 HOSVD and naive method
To Proof is that: CTl Cl and ClC
T
l are diagonal matrices for all l.
First note that Cl = C(i−1)n+j here Bl = B(l−1)n+j = Ei,j . Thus l = (i− 1)n+ j
Secondly one sees that Cl = C(i−1)n+j =
∑n
k=1Ei,k ⊗ Ek,j .
CTl Cl =
(
n∑
k=1
Ei,k ⊗ Ek,j
)T ( n∑
k=1
Ei,k ⊗ Ek,j
)
=
n∑
k=1
ETi,k ⊗ ETk,j
n∑
u=1
Ei,u ⊗ Eu,j
=
n∑
k=1
n∑
u=1
(
ETi,k ⊗ ETk,j
)
(Ei,u ⊗ El,j)
=
n∑
k=1
n∑
u=1
(
ETi,kEi,k
)⊗ (ETu,jEu,j)
=
n∑
k=1
n∑
u=1
Ek,iEi,u ⊗ Ej,kEu,j
=
n∑
k=1
n∑
u=1
Ek,u ⊗ δk,uEj,j
where Ej,kEu,v = δk,uEj,v thus we have
CTl Cl =
n∑
k=1
Ek,k ⊗ Ej,j
= I ⊗ Ej,j
since Ej,j is diagonal for all j it follow that I ⊗ Ej,j is diagonal. therefore CTl Cl is a diagonal matrix for all l.
Using a similar argument one can also prove that ClC
T
l is diagonal for all l.
Since the first unfolding C(1) of C is given by
C(1) =
∑
k
ek,n2 ⊗ (vec(CTk ))T .
We find that
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CT(1)C(1) =
(∑
l
eTl,n2 ⊗ vec(CTl )T
)T (∑
k
ek,n2 ⊗ vec(CTk )T
)
=
(∑
l
eTl,n2 ⊗ vec(CTl )
)(∑
k
ek,n2 ⊗ vec(CTk )T
)
=
∑
l
∑
k
(
eTl,n2 ⊗ vec(CTl )
) (
ek,n2 ⊗ vec(CTk )T
)
=
∑
l
∑
k
eTl,n2ek,n2 ⊗
(
vect(CTl )vec(C
T
k )
T
)
=
∑
l
∑
k
δl,k ⊗
(
vect(CTl )vec(C
T
k )
T
)
=
∑
l
(
vectCcTl )vec(C
T
l )
T
)
Now we use the definition
vec(A) = (In ⊗A)
n∑
j=1
ej,n ⊗ ej,n
for an m× n matrix A. we have
CT(1)C(1) =
∑
l
(In2 ⊗ (CTl ))
∑
j
ej,n2 ⊗ ej,n2
((In2 ⊗ (CTl ))
(∑
k
ek,n2 ⊗ ek,n2
))T
=
∑
l
(In2 ⊗ (CTl ))∑
j
∑
k
(
ej,n2 ⊗ ej,n2
) (
eTk,n2 ⊗ eTk,n2
)(In2 ⊗ (CTl ))T

=
∑
l
(In2 ⊗ (CTl ))∑
j
∑
k
(
ej,n2e
T
k,n2
)⊗ (ej,n2eTk,n2) (In2 ⊗ (CTl ))T

=
∑
l
∑
j
∑
k
(
In2 ⊗ (CTl )
) [(
ej,n2e
T
k,n2
)⊗ (ej,n2eTk,n2)] (In2 ⊗ (CTl ))T

=
∑
l
∑
j
∑
k
[
In2
(
ej,n2e
T
k,n2
)⊗ (CTl ) (ej,n2eTk,n2)] (In2 ⊗ (CTl ))T

=
∑
l
∑
j
∑
k
[(
ej,n2e
T
k,n2
)⊗ (CTl ) (ej,n2eTk,n2)] (In2 ⊗ (Cl))

=
∑
l
∑
j
∑
k
ej,n2e
T
k,n2In2 ⊗ CTl ej,n2eTk,n2Cl

=
∑
l
∑
j
∑
k
ej,n2e
T
k,n2 ⊗ CTl ej,n2eTk,n2Cl

and using the fact that
Cl =
n∑
k=1
Ei,k ⊗ Ek,j
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we obtain
CT(1)C(1) =
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
(∑
p
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2
(∑
q
Eu,q ⊗ Eq,v
)
=
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
∑
p
(
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2
(∑
q
Eu,q ⊗ Eq,v
)
=
∑
u,v
∑
j
∑
k
ej,n2e
T
k,n2 ⊗
∑
p
∑
q
(
ETu,p ⊗ ETp,v
)
ej,n2e
T
k,n2 (Eu,q ⊗ Eq,v)

since Ej,k = e
T
j,nek,n we find
CT(1)C(1) =
n∑
u,v,j1,j2,k1,k2,p,q
(ej1,n ⊗ ej2,n)
(
eTk1,n ⊗ eTk2,n
)
⊗ [(ETu,p ⊗ ETp,v) (ej1,n ⊗ ej2,n) (eTk1,n ⊗ eTk2,n) (Eu,q ⊗ Eq,v)]
=
n∑
u,v,j1,j2,k1,k2,p,q
δu,j1δp,j2 (ej1,n ⊗ ej2,n)
(
eTk1,n ⊗ eTk2,n
)
⊗ [(ep,n ⊗ ev,n) (eTk1,n ⊗ eTk2,n) (Eu,q ⊗ Eq,v)]
⊗ [(ej2,n ⊗ ev,n) (eTk1,n ⊗ eTk2,n) (Ej1,q ⊗ Eq,v)]
=
∑
u,v,k1,k2,p,q
(eu,n ⊗ ep,n)(eTk1,n ⊗ eTk2,n)⊗ (eu,n ⊗ ep,n)δk1,uδk2,q(eTq,n ⊗ eTv,n)
=
∑
u,v,p,q
(eu,n ⊗ ep,n)(eTu,n ⊗ eTq,n)⊗ (eu,n ⊗ ep,n)(eTq,n ⊗ eTv,n)
=
∑
u,v,p,q
(Eu,v ⊗ Ep,q)⊗ (Eu,q ⊗ Ep,v)]
using the fact that
eTu,nev,n = δu,v
we obtain
CT(1)C(1) =
n∑
u,v,j1,j2,k1,k2,p,q
(ej1,n ⊗ ej2,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(δu,j1ep,neTk1,n ⊗ δp,j2ev,neTk2,n) (Eu,q ⊗ Eq,v)]
=
n∑
u,v,k1,k2,p,q
(eu,n ⊗ ep,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(ep,neTk1,n ⊗ ev,neTk2,n) (eu,neTq,n ⊗ eq,neTv,n)]
=
n∑
u,v,k1,k2,p,q
(eu,n ⊗ ep,n)
(
eTk1,n ⊗ eTk2,n
)⊗ [(δu,k1ep,neTq,n ⊗ δk2,qev,neTv,n)]
=
n∑
u,v,p,q
(eu,n ⊗ ep,n)
(
eTu,n ⊗ eTq,n
)⊗ (ep,neTq,n ⊗ ev,neTv,n)
=
n∑
u,v,p,q
(
eu,ne
T
u,n ⊗ ep,neTq,n
)⊗ (Ep,q ⊗ In)
=
n∑
p,q
In ⊗ Ep,q ⊗ Ep,q ⊗ In
using our notation
Ei,j = ei,ne
T
j,n
c©University of South Africa 2015
A.4 HOSVD and naive method 44
we find
CT(1)C(1) =
n∑
p,q
In ⊗
(
ep,ne
T
q,n ⊗ ep,neTq,n
)⊗ In
=
∑
p,q
In ⊗
(
ep,n ⊗ ep,n)(eTq,n ⊗ eTq,n
)⊗ In
= In ⊗
(
n∑
p
, ep,n ⊗ ep,n
)(
n∑
q
eTq,n ⊗ eTq,n
)
⊗ In
Now we use the notation
C(1) =
n∑
j1,j2,k
(ej1 ⊗ ej2)⊗
(
eTj1 ⊗ eTk
)⊗ (eTk ⊗ eTj2)
C(2) =
n∑
j1,j2,k
(ej1 ⊗ ek)⊗
(
eTk ⊗ eTj2
)⊗ (eTj1 ⊗ eTj2)
C(1) =
n∑
j1,j2,k
(ek ⊗ ej2)⊗
(
eTj1 ⊗ eTj2
)⊗ (eTj1 ⊗ eTk )
to find the matrices; CT(2C(2), C
T
(3)C(3).
CT(2)C(2) give us
CT(2)C(2) =
 n∑
j1,j2,k
(
eTj1 ⊗ eTk
)⊗ (ek ⊗ ej2)⊗ (ej1 ⊗ ej2)
 ∑
i1,i2,p
(ei1 ⊗ ep)⊗
(
eTp ⊗ eTi2
)⊗ (eTi1 ⊗ eTi2)

=
n∑
j1,j2,i1,i2,k,p
(
eTj1 ⊗ eTk
)
(ei1 ⊗ ep)⊗ (ek ⊗ ej2)
(
eTp ⊗ eTi2
)⊗ (ej1 ⊗ ej2) (eTi1 ⊗ eTi2)
=
n∑
j1,j2,i1,i2,k,p
(
eTj1ei1 ⊗ eTk eu
)⊗ (ekeTp ⊗ ej2eTi2)⊗ (ej1eTi1 ⊗ ej2eTi2)
=
n∑
j1,j2,i1,i2,k,p
(δj1,i1 ⊗ δk,p)⊗
(
eke
T
p ⊗ ej2eTi2
)⊗ (ej1eTi1 ⊗ ej2ei2)
=
n∑
j1,j2,k,i2
(
eke
T
k ⊗ ej2eTi2
)⊗ (ej1eTj1 ⊗ ej2ei2)
=
∑
j2,i2
In ⊗ ej2eTi2 ⊗ In ⊗ ej2eTi2 .
For CT(3)C(3) we find
CT(3)C(3) =
 n∑
j1,j2,k
(
eTk ⊗ eTj2
)⊗ (ej1 ⊗ ej2)⊗ (ej1 ⊗ ek)
 n∑
i1,i2,p
(ep ⊗ ei2)⊗
(
eTi1 ⊗ eTi2
)⊗ (eTi1 ⊗ eTp )

=
n∑
j1,j2,i1i2,k,p
(
eTk ⊗ eTj2
)
(ep ⊗ ei1)⊗ (ej1 ⊗ ej2)
(
eTi1 ⊗ eTi2
)⊗ (ej1 ⊗ ek) (eTi1 ⊗ eTp )
=
n∑
j1,j2,i1i2,k,p
(
eTk ep ⊗ eTj2ei2
)⊗ (ej1eTi1 ⊗ ej2eTi2)⊗ (ej1eTi1 ⊗ ekeTp )
=
n∑
j1,j2,i1i2,k,p
(δk,p ⊗ deltaj2, i2)⊗
(
ej1e
T
i1 ⊗ ej2eTi2
)⊗ (ej1eTe ⊗ ekeTp )
=
n∑
j1,j2,i1,k
(
ej1e
T
i1 ⊗ ej2eTj2
)⊗ (ej1eTe ⊗ ekeTk )
=
n∑
i1,j1
ej1e
T
i1 ⊗ In ⊗ ej1ei1 ⊗ In.
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We can find two permutations matrices P(1) and P(2) such that
CT(1)C(1) = P(1)C
T
(2)C(2)P(1)
CT(1)C(1) = P(2)C
T
(3)C(3)P(2)
Hence these tree matrices are all rank n2
We now computing C(1)C
T
(1), C(2)C
T
(2), C(3)C
T
(3).
C(1)C
T
(1) =
 n∑
j1,j2,k
(ej1 ⊗ ej2)⊗
(
eTj1 ⊗ ek
)⊗ (eTk ⊗ eTj2)
 n∑
i1,i2,p
(
eTi1 ⊗ eTi2
)⊗ (eTi1 ⊗ eTp )⊗ (ep ⊗ ei2)

=
n∑
i1,i2,j1,j2,k,p
(ej1 ⊗ ej2)
(
eTi1 ⊗ eTi2
)⊗ (eTj1 ⊗ eTk ) (ei1 ⊗ ep)⊗ (eTk ⊗ ej2) (ep ⊗ ei2)
=
n∑
i1,i2,j1,j2,k,p
(
ej1e
T
i1 ⊗ ej2eTi2
)⊗ (eTj1ei1 ⊗ eTk ep)⊗ (eTk ep ⊗ eTj2ei2)
=
n∑
i1,i2,j1,j2,k,p
(
ej1e
T
i1 ⊗ ej2eTi2
)⊗ (δj1,i1 ⊗ δk,p)⊗ (δk,p ⊗ δj2.i2)
=
n∑
j1,j2,k,
(
ej1e
T
j1 ⊗ ej2eTj2
)⊗ δk,k
=
n∑
j1,j2
(
ej1e
T
j1 ⊗ ej2eTj2
)⊗ In
= (In ⊗ In)n
= nI2n.
With a similar computation we find that
C(1)C
T
(1) = C(2)C
T
(2) = C(3)C
T
(3) = nI
2
n.
Which also give us rank n2 matrices.
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Appendix B
Maxima program
(%i1)
This appendix provides a program listing for the higher order singular value decomposition in section
2.4.2.
array(A,4,4,4);
(%o1) A
(%i2)
B1: matrix(
[1,0],
[0,0]
);
(%o2)
(
1 0
0 0
)
(%i3) B2: matrix(
[0,1],
[0,0]
);
(%o3)
(
0 1
0 0
)
(%i4) B3: matrix(
[0,0],
[1,0]
);
(%o4)
(
0 0
1 0
)
(%i5) B4: matrix(
[0,0],
[0,1]
);
(%o5)
(
0 0
0 1
)
(%i6) kp:kronecker_product;
(%o6) kronecker product
(%i7) C1:kp(B1,B1)+kp(B2,B3);
46
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(%o7)

1 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

(%i8) C2:kp(B1,B2)+kp(B2,B4);
(%o8)

0 1 0 0
0 0 0 1
0 0 0 0
0 0 0 0

(%i9) C3:kp(B3,B1)+kp(B4,B3);
(%o9)

0 0 0 0
0 0 0 0
1 0 0 0
0 0 1 0

(%i10) C4:kp(B3,B2)+kp(B4,B4);
(%o10)

0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 1

(%i11) e1: matrix(
[1,0,0,0]
);
(%o11)
(
1 0 0 0
)
(%i12) e2: matrix(
[0,1,0,0]
);
(%o12)
(
0 1 0 0
)
(%i13) e3: matrix(
[0,0,1,0]
);
(%o13)
(
0 0 1 0
)
(%i14) e4: matrix(
[0,0,0,1]
);
(%o14)
(
0 0 0 1
)
(%i15) vec(A):=block([m,n,j,v],
m: length(A),
n:length(first(A)),
v: zeromatrix(m*n,1),
for j : 1 thru n do
v: v+kp(ematrix(n,1,1,j,1), col(A,j)),v);
(%o15) vec (A) := block([m,n, j, v],
m : length (A) ,
n : length (first (A)) ,
v : zeromatrix (mn, 1) ,
for j thru n do v : v + kp (ematrix (n, 1, 1, j, 1) , col (A, j)) , v)
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(%i16) C:kp(e1,vec(transpose(C1)))
+kp(e2,vec(transpose(C2)))
+kp(e3,vec(transpose(C3)))
+kp(e4,vec(transpose(C4)));
(%o16)

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

(%i17) sum:0;
(%o17) 0
(%i18) for i: 1 thru 16 do (
for j: 1 thru 4 do (
sum:sum+C[i,j]
)
);
(%o18) done
(%i19) sum;
(%o19) 8
(%i20) for i: 1 thru 4 do
for j:1 thru 4 do
for k : 1 thru 4 do
A[i,j,k] : C[ (j-1)*4+k,i];
(%o20) done
(%i21) A;
(%o21) A
(%i22) listarray(A);
(%o22) [#####,#####,#####,#####,#####,#####,#####,#####,
#####,#####,#####,#####,#####,#####,#####,#####,
#####,#####,#####,#####,#####,#####,#####,#####,
#####,#####,#####,#####,#####,#####,#####,1,0,0,
0,#####,0,0,1,0,#####,0,0,0,0,#####,0,0,0,0,
#####,#####,#####,#####,#####,#####,0,1,0,0,
#####,0,0,0,1,#####,0,0,0,0,#####,0,0,0,0,#####,
#####,#####,#####,#####,#####,0,0,0,0,#####,0,0,
0,0,#####,1,0,0,0,#####,0,0,1,0,#####,#####,
#####,#####,#####,#####,0,0,0,0,#####,0,0,0,0,
#####,0,1,0,0,#####,0,0,0,1]
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(%i23) quotient(x,y):=floor(x/y);
(%o23) quotient (x, y) := floor
(
x
y
)
(%i24) remainder(x,y):=x-y*quotient(x,y);
(%o24) remainder (x, y) := x− y quotient (x, y)
(%i25) unfold1:lambda([i,j],A[i,quotient(j-1,4)+1,remainder(j-1,4)+1]);
(%o25) lambda
(
[i, j], Ai,quotient(j−1,4)+1,remainder(j−1,4)+1
)
(%i26) B1:genmatrix(unfold1,4,16);
(%o26)

1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1

(%i27) unfold2:lambda([i,j],A[remainder(j-1,4)+1,i,quotient(j-1,4)+1]);
(%o27) lambda
(
[i, j], Aremainder(j−1,4)+1,i,quotient(j−1,4)+1
)
(%i28) B2:genmatrix(unfold2,4,16);
(%o28)

1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1

(%i29) unfold3:lambda([i,j],A[quotient(j-1,4)+1,remainder(j-1,4)+1,i]);
(%o29) lambda
(
[i, j], Aquotient(j−1,4)+1,remainder(j−1,4)+1,i
)
(%i30) B3:genmatrix(unfold3,4,16);
(%o30)

1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1

(%i31) ev1:eigenvectors(B1.transpose(B1));
(%o31) [[[2], [4]], [[[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]]]]
(%i32) V:transpose(apply(matrix, (gramschmidt(apply(append, ((second(ev1))))))));
(%o32)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i33) U1:V.invert(sqrt(ctranspose(V).V));
(%o33)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i34) ev2:eigenvectors(B2.transpose(B2));
(%o34) [[[2], [4]], [[[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]]]]
(%i35) V:transpose(apply(matrix, (gramschmidt(apply(append, ((second(ev2))))))));
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(%o35)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i36) U2:V.invert(sqrt(ctranspose(V).V));
(%o36)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i37) ev3:eigenvectors(B3.transpose(B3));
(%o37) [[[2], [4]], [[[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1]]]]
(%i38) V:transpose(apply(matrix, (gramschmidt(apply(append, ((second(ev3))))))));
(%o38)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i39) U3:V.invert(sqrt(ctranspose(V).V));
(%o39)

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(%i40) W:kronecker_product(U2,U3);
(%o40)

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

(%i41) S1:ctranspose(U1).B1.W;
(%o41)

1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1

(%i42) nonzero(x):= if equal(x,0) then 0 else 1;
(%o42) nonzero (x) := if equal (x, 0) then 0 else 1
(%i43) count(A):= block([B],B:fullmap(nonzero,A),mat_trace(B.transpose(B)));
(%o43) count (A) := block ([B], B : fullmap (nonzero,A) ,mat trace (B.transpose (B)))
(%i44) count(S1);
(%o44) 8
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(%i45) W:kp(U3,U1);
(%o45)

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

(%i46) S2:ctranspose(U2).B2.W;
(%o46)

1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1

(%i47) count(S2);
(%o47) 8
(%i48) W:kp(U1,U2);
(%o48)

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

(%i49) S3:ctranspose(U3).B3.W;
(%o49)

1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1

(%i50) count(S3);
(%o50) 8
c©University of South Africa 2015
Bibliography
[1] Peter Bu¨rgisser, Michael Clausen, and M. Amin Shokrollahi. Algebraic Complexity Theory, volume 315.
Springer, 1997.
[2] H. Cohn, R. Kleinberg, B. Szegedy, and C. Umans. Group-theoretic algorithms for matrix multiplication.
In Foundations of Computer Science, 2005. FOCS 2005. 46th Annual IEEE Symposium on, pages 379–388,
2005.
[3] H. Cohn and C. Umans. A group-theoretic approach to fast matrix multiplication. In Foundations of
Computer Science, 2003. Proceedings. 44th Annual IEEE Symposium on, pages 438–449, 2003.
[4] Don Coppersmith and Shmuel Winograd. Matrix multiplication via arithmetic progressions. Journal of
Symbolic Computation, 9(3):251–280, 1990.
[5] Nicolas Courtois, Gregory V. Bard, and Daniel Hulme. A new general-purpose method to multiply 3 × 3
matrices using only 23 multiplications. ArXiv e-prints, 2011.
[6] Hans F. de Groote. Lectures on the complexity of bilinear problems. Springer-Verlag, Berlin, 1987.
[7] Yorick Hardy, Tan Kiat Shi, and Willi-Hans Steeb. Computer Algebra with SymbolicC++. World Scientific,
Singapore, 2008.
[8] S. Hart, I. Hedtke, M. Mu¨ller-Hannemann, and S. Murthy. A fast search algorithm for < m,m,m > triple
product property triples and an application for 5 × 5 matrix multiplication. ArXiv e-prints, 1305.0448,
2013.
[9] Ivo Hedtke. Strassen’s matrix multiplication algorithm for matrices of arbitrary order. ArXiv e-prints,
1007.2117, 2010.
[10] S. Huss-Lederman, E. M. Jacobson, J. R. Johnson, A. Tsao, and T. Turnbull. Implementation of Strassen’s
algorithm for matrix multiplication. In Supercomputing, 1996. Proceedings of the 1996 ACM/IEEE Con-
ference on, page 32, 1996.
[11] Gordon James and Martin Liebeck. Representations and characters of groups. Cambridge University Press,
Cambridge, 2nd edition, 2001.
[12] Lieven De Lathauwer, Bart De Moor, and Joos Vandewalle. A multilinear singular value decomposition.
SIAM Journal on Matrix Analysis and Applications, 21(4):1253–1278, 2000.
[13] Russell Merris. Multilinear algebra. Gordon and Breach Science, Amsterdam, 1997.
[14] Barry Simon. Representations of finite and compact groups. American Mathematical Society, Providence,
RI, 1996.
[15] Andrew James Stothers. On the Complexity of Matrix Multiplication. PhD thesis, University of Edinburgh,
2010.
[16] Volker Strassen. Gaussian elimination is not optimal. Numerische Mathematik, 13:354–356, 1969.
52
