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ABSTRACT 
Let M = M,, ,,(q) be the space of n X n matrices over the finite field GF(q), 9 a 
prime power. For each t I n a subspace m(t) of dimension n2 - tn is constructed 
which contains no nonzero matrix of rank strictly less than t + 1, and it is demon- 
strated that these subspaces are maximal with respect to this propeg. 0 1997 
Elsevier Science Inc. 
1. INTRODUCTION 
Let K beafield,andV=(v,,v,,...,v,)beavectorspaceoverK of 
dimension n. Set M = V @ V, the tensor product of V with itself. The set of 
vectors {ui o vj 11 I i, j I n} is a basis for M. With the choice of such a 
basis M can be identified with M,,“(K), the set of n X n matrices with 
entries in K, via the map p defined by 
/L: C aijvi @ v j  + (aij):,_l- 
i,j 
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We shall say that such a tensor has rank t if the corresponding matrix has 
rank t, that is, the dimension of the space spanned by the rows (columns) of 
the matrix is t. 
We denote by 2, the collection of all one spaces (a), a E M, a # 0, such 
that the rank of a does not exceed t. This is a projective variety in PG( M >, 
the projective space of dimension n2 - 1 based on M. If t = n this is clear, 
since in this instance 2, = PG( M ). Assume then that t < n. Set CI = 
(1,2, * * * 3 n), and let I, J G CI have cardinality t + 1. Define the polynomial 
PI,: M,,,(K) + K by 
i.e., PIJ is the (t + 1) X (t + 1) minor with row indices from Z and column 
indices from J. By the equivalence of rank with determinantal rank, the 
matrices of rank not exceeding t are precisely the simultaneous zeros of all 
the PrZ, I, J c a, II 1 = 111 = t + 1. From the identification of M = V @ V 
with M,, “(K) and our definition of the rank of a tensor it follows that 2, is a 
projective variety as claimed. 
Now suppose S, T : V + V are linear transformations. Then there is a 
linear transformation S x T: M + M such that for any u, w E V, 
(S 8 T)(u @ W) = S(u) ~3 T(W). 
When S, T are nonsingular, (S o T )(Z,> = 2,) which can be seen as follows: 
Let S(sij), (tij> be the matrices of S and T with respect to the basis 
01,. . . ) zj,. For a tensor a = Cy,j=, aijoi 8 vj we have p((S Q TXa)) = 
(sij)p(aXtijY (here ’ denotes the transpose map). Since multiplication by a 
nonsingular matrix preserves rank the assertion follows. 
Assume now that K is algebraically close. Then the set of points (a>, 
a E M, spanned by a tensor of rank t is open and dense in Z,, and the 
dimension of 2, as a variety is 2tn - t2 - 1. By corollary 3 on 57 in [8] the 
maximal dimension of a linear subspace U of M such that O%(U) is external 
to 2, is n2 + t2 - 2nt. 
When K is not algebraically closed, for example when K is finite, the 
situation can be wildly different; in particular, it is possible for a linear 
subspace U to be external to 2, and have dimension greater than n2 + t” - 
2tn. An example occurs already in the smallest instance, namely n = 2. In 
this case we can identify 2, with the one-spaces in M,, 2(q) spanned by 
matrices of rank 1, which are just the zeros of the determinant map. The 
determinant map defines a nondegenerate hyperbolic quadratic form on 
M2,2(q), and there exist linear subspaces of dimension two which contain no 
nontrivial zeros of the determinant (these are the elliptic two-subspaces of 
the orthogonal space). 
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For any field K there is a crude upper bound for the dimension of a 
subspace U in M, , , (K )  (and hence in M = V ® V) which contains no 
nonzero vectors of rank at most t, namely (n + t)n.  This can be seen as 
follows: Let N(t )  consist of those matrices whose last n - t columns contain 
all zeros. Then dim N(t )  = tn and every matrix in N(t )  has rank at most t. 
Thus, if U is a linear subspace in M,, n(K) containing no nonzero matrix with 
rank at most t, then we have U N N( t )= 0, from which it follows that 
dim U + dim N( t )  < n.2 and hence dim U < n 2 + tn = (n - t )n.  
It is the purpose of this note to show that these extreme values are 
actually obtained. More precisely, we prove 
THEOREM. Let K = U:q be a f inite field. Then there exists a sequence o f  
subspaces 
¢(1)  D¢(2)  D --- De(n -  1) 
in M = V ® V such that dim ¢( t )  = n - t )n,  with PG(¢( t ) )  external to the 
variety Z t. 
Though this certainly has intrinsic interest from the point of view of 
algebraic geometry over a finite field, these subspaces also have application to 
some construction in finite linear algebra and geometry, as we shall show. 
The layout of this note is as follows: In Section 2 we prove a simple 
combinatorial lemma. In Section 3 we construct he subspaces ¢ ( t )  and 
demonstrate hat they are external to the varieties Z t. Then in Section 4 we 
apply these results. 
2. A COMBINATORIAL LEMMA 
As in the previous section, 12 = {1,2 . . . . .  n}. Let r: 12 ~ f/ be the 
bijection defined by r( i )  = i + 1, 1 < i < n, ~'(n) = 1. Also denote by z the 
action induced on 12z. For 1 < j  < n, set F( j )  = (1, j )  ~*>, the orbit o f (T )  in 
12-2 which contains (1, j). Finally, for 1 < t < n - 1 set 
a(t) = LJ r( j) .  
j=t+l  
Now suppose that I, J ___ 12 and f : I ~ j is a function. We may consider 
f to consist of ordered pairs from 12, that is a subset of 1~.2. The main result 
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of this section is the following: 
LEMMA 2.1. jet 1 I s I n - t. Then there is only one bijective function 
A: {1,2,...,t + I} --) {t + s, t + s + 1,. . . ,2t + s} 
consisting of ordered pairs from A(t + s - l>, namely, A(i) = t + s - 1 + i. 
Proof. Suppose h is such a function. 
Now 
t+ 1 (t + 1)(t + 2) 
xi= 2 
i=l 
and 
t+1 2t+2 
C*(i)= C j= (t+1)2(t+2) + (t + s - 1)(t + 1). 
i=l j=t+s 
Therefore 
t+ 1 
C [h(i) - i] = (t + s - l)(t + l), 
i=l 
and hence the average of the differences A(i) - i is 
$-j-I$[“(i)+i] =t+s-1. 
On the other hand, suppose (i, h(i)) E r(j), t + s <j 2 n. Since i I A(i), 
we must have i < 1 + n -j and then A(i) - i =j - 1 2 t + s - 1. But 
then it follows that for each i, A(i) - i = t + s - 1 and A(i) = t + s - 1 + 
i, as claimed. W 
3. CONSTRUCTION OF MAXIMAL EXTERNAL FLATS TO 2, IN 
rrPG(M,, Jq)> 
Let V = (vi, v2,. . . , on> be an n-dimensitnal space over K = IF 4, and set 
K’ = lFqn. Denote by S the automorphism of K over K given by xs = x4. Let 
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4 be a generator of the multiplictive group of I?, and m(X) = X” + 
an_/-1 + a*. +a,X + a, be the minimal polynomial of 4 over K. Note 
that ($9’ IO I i I n - l} is the full set of roots of m(X). Let C be the 
companion matrix of m(X): 
(0 0 e.0 0 -a, ’ 
1 0 *** 0 -a, 
c = 0 1 -** 0 --a2 . 
. . 
. . 
. . . . 
\ 
(j (j ; --%I- 1 
Finally, let u: V -+ V be the linear transformation whose matrix with respect 
to the basis (v,, vs, . . . , v,> is C. Then u is nonsingular, and the cyclic group 
generated by (T has order q” - 1 and is transitive on the nonzero vectors of 
V. The cyclic group ( u > is known as a Singer cycle of V. 
Now set V = K’ @ V, and extend the action of u on V to an action on V 
in the natural way. Define 5: V - + V to be the K-semilinear transformation 
with associated automorphism 6 such that 
l(Vi) = vi. 
Then u and t commute, and clearly V_ -CL) = V. 
Now u has an eigenvector w1 in V with eigenvalue 4. We claim that 
C(w,) is an eigenvector of u with eigenvalue 44. 
To see this note that { and u commute. Therefore 
u(l(wJ) = 5(+-q>> = l(dJWl> = dJ45(W1>> 
since u is semilinear with corresponding automorphism the Frobenius 
automorphism of lF9. 
In this way we get, by induction, vectors wl, ws, . . . , w,, such that 
U(Wj) = &w, 
and 
l(Wj) = wj+l, 1 sj < n, S(w,) = Wl. 
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Since the wj are eigenvectors for u with distinct eigenvalues, they are 
independent and hence also form a basis of V. In terms of this basis the 
action of 5 is given by C(awj> = alwj+ r for j < n, ~(uw,) = aqw,. It then 
follows that 
Now set h? = K’ @ M z G @ v’ (tensor product taken over i). Then 
M = d(“). For (i, j) E CL’, set wCi, j) = wi 8 wj. Then the set {w(~,~) I(i, j> 
E a”} is a basis for 6, and wCi,j) is an eigenvector for (+ with eigenvalue 
4” . 
1-‘+‘,‘-1 
The transformation 5 permutes these eigenyectors in n orbits, 
and a typical orbit is {wn I a E r(j)), 1 I j I n. The K space spanned by 
{Ye 1 a E r(j)) is left invariant by both f and cr. We denote this space by 
n/l(j). It then follows that u also leaves invariant the fured points of -r in 
M(j), which we denote by M(j). Explicitly, 
M(j) = 
i=l 
As a space over K, M( j> has dimension n, and by consideration of dimension 
it follows that 
M = & M(j). 
j=l 
Now for 1 I t I n - 1 set 
WI = i=f+l M(j),
so that 
a(l) 3 Q(2) 3 *-- 3 +(n - l), 
and the dimension of Q(t) is (n - t)n. 
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For convenience denote the element Cy= r u~‘-‘w+ I(~,~), a E k, by Xj(u>* 
We can now prove our main result: 
THEOREM 3.1. a,(t) does not contain any nonzero tensors of rank less 
than or egual t, that is, Z, f~ PG(@(t)) = 0. 
Proof. We assume the contrary and suppose that a(t) contains a 
nonzero tensor x = CY, , t+l ~~(a,>, rank x 2 t, and derive a contradiction by 
demonstrating inductively tha_t aj r 0 fpr each j, t + 1 I j s n. We make 
use of the identification of M = V @_V with M,,.(q”) via the basis w(~,~), 
(i,j> E f12. This suffices, since the K spaces spanned by the minors with 
respect to the two bases {v(~, j) I(i, j) E f12} and (wCi, j) I (i, j> E f12} coincide. 
By Lemma 2.1 there is only one bijective function from Z = (1,2,. . . , 
t + 1) to J = {t + 1, t + 2,. . . ,2t + 1) in A(t), namely 
A(i) = t + i, llisti-1. 
From this is follows that 
1+g+&. .+qf P&> = at+1 . 
Since this is a (t + 1) X (t + 1) minor and rank x I t, it follows that 
a:zq+q’+“‘+q’ = 0, whence a,,, = 0. Suppose now we have shown that 
a,,, = at+2 = *** = a,+,_, = 0. Then x E @(t + s - 1). By Lemma 2.1 
there is only bijective function from Z = {1,2,. . . , t + 1) to J = {t + s, t + s 
+1 , . . . ,2t + s} consisting of pairs from Act + s - 1): 
h(i) = t + s + i - 1, l<ist+l. 
But then 
&I( x> = at+, 1+q+qZ+...+q’ = 0 
whence a,,, = 0. But then for all j, t + 1 <j I n, we have aj = 0 and 
therefore x = 0, contrary to assumption. Thus, every nonzero vector in a(t) 
has rank exceeding t, as claimed. n 
REMARK. Theorem 3 has also been obtained by Guralnick [3] by sub- 
stantially different methods. 
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4. APPLICATIONS 
In this section we apply the construction of the subspaces a(t) in several 
distinct ways. 
On the Maximal Rank in the Subspace of Matrices 
Making use of Theorem 3.1, we get a very simple proof of the following 
result, which was proved by Flanders [2] under restrictions on the size of the 
field, and generally by Meshulam [7]: 
THEOREM 4.1. Let U be a subspace of M,, ,( 9) such that every matrix in 
U has rank less than or equal to t. Then the dimension of U is at most nt. 
Proof. As described in the introduction, we may identify M,, %(9> with 
the tensor product of an n dimensional space V X V for an n dimensional 
vector V over IF,. The subspace Q(t) corresponds to a subspace of M,,,(q) 
of dimension (n - t)n all of whose nonzero matrices have rank greater than t. 
Thus,Un~(t)=O,fromwhichitfollowsthatdimUrn’-(n-t)n=nt. w 
LEMMA 4.2. Assume W I M,, %(9) and all nonzero matrices in W have 
rank t. Then dim W I n. 
Proof. Recall that N(t) is a subspace of M,, n(9> consisting of all 
matrices whose last n - t columns are zero. In [7] it is also shown that if U is 
a subspace of dimension nt all of whose matrices have rank at most t, then 
there is nonsingular matrix S such that SUS-’ is contained in either N(t) or 
N(t)’ (where ’ denotes the transpose map). Suppose W 5 M,,+(9) and all 
nonzero matrices in W have rank precisely t. Then without loss of generality 
we may assume that W I N(t). We have W n N(t - 1) = 0. Since dim N(t) 
= nt, dim N(t - 1) = n(t - l), it follows that dim W I n. n 
THEOREM 4.3. There exists a subspace W < M,,.(q) of dimension n 
such that every nonzero matrix in W has rank t. 
Proof. If t = 1, we can take W = N(1). Suppose t > 1. Set W = N(t) 
n @,(t - 1). Since every nonzero matrix in N(t) has rank at most t and every 
nonzero matrix in @,(t - 1) has rank at least t, it follows that every nonzero 
matrix in W has rank t. On the other hand, dim N(t) = nt and dim @(t - 
1) = [n - (t - l)]n, so dim N(t) + dim @(t - 1) = n2 + n. Therefore 
dim W 1 n. By 4.2, dim W I n and the result follows. n 
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Construction of Partial Spreads 
For U < V = Col(n, 9) let 
N(U) = {M E M,,.(g)lMu = ovu E u}. 
Note that with this notation, N(t) = N((u,+~, . . . , II,>>, where or, us,. . . , o, 
is the standard basis of V. Now @(n - 2) is a subspace of M,, “(9) of 
dimension 2n and is spanned by the subspaces M(n - l), M(n), which each 
have dimension n and consist entirely of matrices of rank n. Let .P+’ denote 
the one-dimensional spaces of V. For x ~9, set W(x) = N(x) n @(n - 2). 
As seen in the previous subsection, dim W(x) = n and all the nonzero 
matrices in W(x) have rank n - 1, and therefore W( x> n M(j) = 0, j = 
n - 1, n. Now if x # y ~9, then N(x) n N(y) = N(( x, y >> consists en- 
tirely of matrices of rank at most n - 2. It therefore also follows that 
W(x) n W(y) = 0. In this way we obtain ]PdJ = (9” - 1)/(9 - 1) n-di- 
mensional subspaces of @(n - 2) which are mutually skew and also skew to 
M(n - 11, M(n), and so a partial spread. Note that if M E @(n - 2) 
rank M = n - 1, then there is a unique x E 9 such that Mx = 0, whence a 
unique x E 9 such that M E W(x). Consequently, if this partial spread can 
be extended, say with a subspace U, then all nonzero matrices in U will have 
rank n and therefore give rise to a semifield (see [6]). 
An Unusual Model of the Desarguesian Projective Plane P6(2,9) with a 
Projective Bundle of Ovals 
M,, 3(9) is a vector space of dimension 9 over E4. There are (9r + 9 + 1)’ 
points in 2,. The space a(l) has dimension 6 and contains no vectors of rank 
1. Let V = Co1(3,9). F or a subspace U I V set Z(U) = {M E M&9) 1 
MV 5 U}. Then dim Z(U) = 3 dim U and all vectors in Z(U) have rank less 
than or equal to dim U. Now, for any x # y E 9, Z(x) n I( y> = 0. 
As above, we denote by 9 the set of one-spaces of V. Also, denote by% 
the set of hyperplanes of V. Note that for any p E 2, there exists a unique 
U EST' such that p E PG(N(U)) n Z, and a unique x ~9 such that 
p_~ E%J(Z(X)) n Z,. We denote these by H, azd XP respectively, and we let 
H, = PG(N( H,)) n Z, and similarly define X,. Now define a graph on Z, 
by defining p, r to be adjacent if and only if PG(( p, r>> c Z,, or equiva- 
lently, if X, = X,. or H, = H,. Now let x E 9, U E q and set S( x, U) = 
Z(U) n N(x). These subspaces have dimension four, and there are 19 I X m 
=_ (9’ + 9 + 1)’ such subspaces. Set 3(x, U) = PG(S(x, U)) n Z,. Then 
INX, U>l = (9 + lY-, and the graph induced on this collection of points in 
isomorphic to the orthogonality graph on the points of a hyperbolic quadric 
Q+(3,9). Set P= {S(x, U)] x ~9, U EZ} and p= (s] S E S}. We note 
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that for S, I S, ET’, S, n S, has dimension either one or two and all its 
points are in 2,. Also note that every point of M3,3(q) of rank two belongs to 
a unique S E 9. We now prove 
LEMMA 4.4. There are (q2 + q + II2 points of rank two in @(I). 
Proof This f 11 o ows from the discussion of the previous subsection, 
where it was shown that the intersections N(x) n @(I) partition the points 
of rank two in a(2). m 
LEMMA 4.5. For any S E9, S n WI) is a rank-two point of M&q). 
Proof. Since dim S = 4, dim @(I) = 6, we have S n @(I) # 0. Since S 
only contains points of rank at most two and @(I) contains points of rank at 
least two, every point in S n @(I) h as rank two. By the above, the intersec- 
tions S n @(I) partition the (q2 + q + 1)’ points of @(I) of rank two. Since 
191 = (ql + q + IF, t i now follows that each such intersection has dimen- 
sion one, as claimed. n 
Now suppose Y I M, 3(q) and contains @(I) as a hyperplane (so dim 
Y = 7). Then for each hoint y ~9, Y n Z(y) # 0 [and also for each 
hyperplane U EZ Y n N(U) # 01. Since all nonzero vectors in X n I( y> 
have rank 1 and @(I> is a hyperplane in Y, we must have dim Y n Z(y) = I. 
Since there are q2 + q + 1 points in F%(V), it follows that IPG(Y) n Z,I = 
q2 + q + 1. On the other hand, there are q2 + q + 1 subspaces X of 
dimension seven which contain @(I), and therefore these partition all the 
rank one points of PE( M,, &q)). Now fK Y and set P = U%(Y ) n Z,. 
LEMMA 4.6. Let U E 2?. Then dim[ Z(U) n Y ] = 4. 
Proof. By dimension arguments we clearly have dim[ Z(U) n Y ] 2 4. 
Suppose to the contrary that dim[ Z(U) n Y ] < 4. Then, as @(I) is a hyper- 
plane in Y, if we set K = Z(U) n @(I), then dim K 2 4. Now for u E U, 
Z((u)) G Z(U). But then we must have K n Z((u)) f 0; but this contradicts 
the fact that @(I) contain no matrix of rank 1. Thus, dim[ Z(U) n Y ] = 4, as 
claimed. W 
Now suppose U, U’ are two hyperplanes of V. Then U n U’ = x ~9. It 
then follows that [Z(U) n Yl n [Z(U’) n Y] = Z(x) n Y E P. NOW set L = 
{z(u) n Y I U 5 v, u ~2% c a e ements of P points, elements of L lines. 11 1 
EXTERNAL FLATS 185 
From the above, two lines meet in a unique point. On the other hand, 
suppose p, r E P. Both p, r are incident with the line I(( X,, X,)) n Y. It 
therefore follows that (P, L) is a projective plane of order 9. In fact, it is 
isomorphic to the Desarguesian projective plane PG(2,9), and so we have 
realized this plane as a certain set of one-spaces and four-spaces in a 
seven-dimensional vector space. 
We remark that we could just as well have used the set 
L’ = {N(x) f-l Y Ix E9) 
and gotten a similar representation of the Desarguesian plane PG(2,9). We 
claim that each of the sets N(x) n Y, x E 9, is an oval, and therefore L’ is a 
bundle of ovals (and so in the case of odd characteristics is a bundle of 
conic& 
LEMMA 4.7. For x ~9, U ES?’ the intersection [PG(Z(U)) 17 PI f7 
[PG(N(x)) n P] contains at most two points. 
Proof. Z(U) n N(x) = S(r, U). By Lemma 4.5, dim S(x, U) = 1. Con- 
sequently, dim S(x, U) n Y I 2. Since no three points of P are colinear, it 
follows that P’G(S(x, U > n Y 1 n P contains at most two points. n 
We have therefore proved 
THEOREM 4.8. fir x ~9, P'G(N(x)) n P is un oval of the projective 
plane (P, L). 
Since these ovals meet pairwise in a single point, they form a projective 
bundle of ovals which is the natural generalization of a projective bundle of 
tonics (cf. [l]). 
Construction of a Cup in $G(2n, 9) 
A cup in a projective space PG(m, 9) is a set of points no three of which 
are collinear. With such a cap one can construct a code with minimum 
distance at least four by taking vectors spanning the points as columns of a 
parity-check matrix (cf. Hill [4] or Hirschfeld and Thas [S]). We use the 
subspace Q(3) to construct a cap in PG(2n, 9) with (9” - 1)/(9 - 1) 
points. Let Y 2 Q(l), dim Y = n2 - n + 1. Set V = Col(n, 91, and let M 
act on V by left multiplication. We continue with the notation introduced 
186 
above. Similar to the above, we have 
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LEMMA 4.9. I(x) f~ Y is a one-space fir each x E fF’S(V >. Conse- 
9UentZy, IPG(Y) rl Z,I = (9” - 1)/(9 - 1). 
Set 27 = PG(Y> n 2,. Now note that for any three points p,, p,, 
p, E g every vector in ( p,, p,, p3) has rank at most three. Also, p,, p,, p3 
cannot be collinear. Otherwise, PG(( p,, pz>> c 2,. But then a(l) which is 
a hyperplane of Y will contain a point in Z,, a contradiction. Consequently, 
(4.10) for p,, p,, p3 E g’, ( p,, p,, p3) f-l a(3) = 0. 
Now denote by 7 the quotient space of Y by a(3), so that y is a space 
of dimension 2n + 1. We use the bar notation to denote images in r. 
PROPOSITION 4.11. {p I p E %?} is a cup in U%(Y) with cur&n&y 
(9” - I)/(9 - 1). 
Proof. The map p + j!?, p E %?‘, is injective, for if p = F, then Q(3) n 
( p, T) z 0, which contradicts the fact that all vectors in ( p, r) have rank at 
most two and no nonzero vector in Q(3) has rank less than or equal to three. 
This proves the second statement. That {p 1 p E F} is a cap follows immedi- 
ately from (4.10). W 
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