In this paper, we analyze the delay performance of a secondary user (SU) under dynamic spectrum access. We design simple time-threshold policies for the SU to minimize the average delay while satisfying the collision probability constraint of the primary user (PU). Such policies perform closely to an optimized policy found by a Markov Decision Process (MDP) formulation, while facilitating analytical analysis of the delay and collision probability. For general PU busy and idle period distributions, we analyze the performance of threshold policies through a onedimensional Markov chain, and develop analytical expressions to approximate the delay and collision probability. The accuracy of the Markov chain analysis and the analytical approximations is examined under various busy and idle distributions. We investigate the impact of busy and idle distributions on system performance. We find that while the idle distribution determines the time capacity of SU access, the busy distribution significantly affects the delay performance of the threshold policies. The effect of imperfect sensing is also studied.
I. INTRODUCTION C OGNITIVE Radio (CR) technology has great potential to alleviate spectrum scarcity in wireless communication networks. It allows secondary users (SUs) to opportunistically access spectrum licensed by primary users (PUs) while protecting the PUs' activity. This new paradigm is typically referred to as dynamic spectrum access (DSA) [1] . Most existing work focuses on either spectrum sensing or dynamic spectrum allocation. The delay performance of cognitive radio networks, however, remains an under-explored area, despite its importance in characterizing the quality of service provided by such networks. There are few papers on the delay analysis of SUs in cogntive radio networks [2] [3] [4] [5] , partially due to the technical difficulties of such an analysis. Hence, the delay performance of cognitive radio networks in general is not wellunderstood.
The goal of this work is to provide an analytical study of the delay performance of cognitive radio networks based on a class of threshold policies. A distinguishing feature of this work is that we analyze the delay performance of the SU while explicitly taking into account the interference to the PU. Specifically, we adopt an important constraint on the SU transmission such that the collision probability of a PU packet is less than a threshold specified a priori by the PU. While this constraint is commonly adopted for the protection of PU in the design of DSA [6] [7] [8] , to the best of our knowledge, it has not been considered in prior work on the delay analysis of DSA [2] [3] [4] [5] . Furthermore, we consider the DSA under general PU busy and idle distributions, which go beyond the simple exponential distribution considered in other existing work. We study the time-threshold policies for the following reasons: (1) The threshold policies perform closely to the optimal policy found by the Markov Decision Process (MDP) formulation, but are simpler in structure, and provide better insights and being computationally more efficient than the MDP policy. (2) The threshold policies facilitate analytical characterizations of the delay and collision probability under general PU busy and idle distributions. The threshold policies were first studied in [9] to maximize the time capacity of the SU access for the case of backlogged traffic. In comparison, the threshold policies developed here are for minimizing delay under dynamic SU packet arrivals. Hence, the delay analysis developed in this paper involves new techniques that are significantly different from and more challenging than those of [9] . The main contributions of this work are summarized as follows.
• We establish a class of time-threshold policies as near optimal opportunistic transmission policies for minimizing the delay of the SU under an explicit PU collision probability constraint. Such policies achieve close to optimal performance compared with an optimal policy we developed based on an MDP formulation.
• For general PU busy and idle distributions, we provide exact analytical characterizations of the performance of the proposed threshold policies through a Markovian analysis. Novel techniques are developed to overcome the non-Markovian nature of the original problem and to reduce the system dimension. These techniques yield accurate analytical expressions for both the delay performance and the PU collision probability.
• We conduct steady-state analysis and use techniques from renewal theory to derive closed-form approximations of the delay and collision probability for the threshold policies under various PU busy and idle distributions. These provide valuable insights on the impact of system parameters on the delay and collision probability. The accuracy of these approximations is confirmed through simulations.
In related work [2] , a fluid queue approximation approach was developed to analyze the delay performance of SUs that contend for the available primary spectrum using random access. In [3] , capacity and delay bounds for SUs were derived using a G/G/1 queueing model. Our work differs from [2] , [3] in that we explicitly consider the PU collision probability constraint in the delay analysis due to the importance of PU protection in DSA networks. In [5] , under a PU collision probability constraint, the authors designed opportunistic scheduling policies for SUs to maximize system throughput using Lyapunov functions. While the authors stated that there exists a tradeoff between throughput and delay, and a coarse delay bound can be derived following the framework in [10] , delay was not explicitly analyzed in [5] . In [4] , the delay analysis was developed assuming exponentially distributed busy and idle periods. In comparison, our work considers general busy and idle distributions which are more difficult to analyze. Due to the technical challenges of theoretical analysis, in this paper we consider only the case of a single SU accessing a PU channel, possibly shared by multiple PUs. In the analysis we also make the idealized assumption of perfect sensing and provide only numerical results for the imperfect sensing case. We show that the performance analysis we developed for the single SU case provides a good approximation of the performance of the multiple SUs scenario under a simple round-robin protocol. Extensions of the analysis to the more realistic scenarios of multiple SUs and multiple PU bands under more sophisticated protocols are important directions for future research, but are out of the scope of this paper. The remainder of the paper is organized as follows. In Section II, we introduce the system model that characterizes the PU and SU activities. In Section III, we present the time-threshold policies. We analyze the performance of the threshold policies in Section IV through Markovian analysis, and derive closed-form analytical expressions to approximate the delay and collision probability of such policies in Section V. In Section VII, we study the multiple SU scenario. Numerical results are presented in Section VI. Finally, we conclude in Section VIII.
II. SYSTEM MODEL
We consider one spectrum band that is assigned to the PU. One SU opportunistically exploits spectrum opportunities vacated by the PU under the protection requirement of the PU. While it is possible that there are multiple PUs sharing the spectrum band, we assume that the SU does not distinguish among different PUs, and can only access the channel when no PU is active. Thus, the SU treats all PUs collectively as one "aggregated" PU in designing the spectrum access schemes.
A. PU Model
We assume that PU activities follow an alternating busy-idle pattern. Multiple PU packets, possibly with various lengths, are transmitted within a busy period. When all PU packets in the queue have been transmitted, the PU channel becomes idle. The PU channel remains idle until the arrival of the next PU packet, which is the start of the next busy-idle cycle. We denote the sojourn time of the PU idle state as , its probability density function (PDF) as (⋅), its cumulative distribution function (CDF) as (⋅), its mean as = ∫ ( ) , and its second moment as
, represent the sojourn time of the PU busy state, the pdf, the cdf, the mean, and the second moment, respectively.
B. SU Model
We consider a packetized and time-slotted system for the SU. The SU has a fixed packet length that is no greater than that of the PU. Smaller values of the SU packet length allow more freedom for designing the SU access strategy. The arrival process of the SU is modeled as a Bernoulli process such that with probability an SU packet arrives in a time slot and with probability 1 − there is no packet arrival. Each SU time slot consists of a short sensing period, followed by a transmission period, as shown in Fig. 1 . The SU senses the channel during the sensing period. If the channel is sensed busy, the SU does not transmit in the transmission period, and will sense the channel again in the sensing period of the next SU time slot. If the channel is sensed idle, the SU has the options to either transmit, or not transmit, according to some transmission policies described in Section III. For example, as shown in Fig. 1 , the SU does not transmit in time slot 2 after sensing, either because its queue is empty or because its transmission policy decides so. If the SU transmits and the PU channel remains idle for the entire duration of the SU transmission period, then the transmission is successful. Otherwise, if the PU returns in the middle of the SU transmission period, a packet collision occurs. This is illustrated in Fig. 1 , where a collision occurs in time-slot . For ease of presentation, in this paper we do not consider PU/SU packet re-transmission in the event of a collision, even though such modifications should be straightforward. We also assume an infinite buffer size at the SU and thus the packet dropping probability is not considered.
C. PU Collision Probability Requirement
We denote as the average packet collision probability "perceived" by the PU in the long-run, given by
where ( ) and ( ) are random variables representing the total number of collided and transmitted PU packets in the -th busy-idle cycle, respectively. The PU packet collision probability constraint, ≤ , is imposed by either the PU or the spectrum regulator and is known to the SU a priori. Under the assumptions that the SU packet length is no greater than the PU packet length, and that the sensing outcome of the SU is perfect, we note that there is at most one PU packet collision within a busy-idle cycle, which may only occur at the beginning of a busy period when the PU returns after the SU has already sensed the channel to be idle and started a transmission. During the next SU time slot, the SU will sense the channel to be busy and refrain from transmission, thus avoiding additional collisions with PU packets. The analysis developed in this paper is based on these assumptions. When the sensing outcome is not error-free, the SU can possibly miss detect PU activities, causing multiple PU packet collisions within a busy period. We will study the latter scenario through simulation in Section VI.
III. TRANSMISSION POLICIES FOR MINIMIZING DELAY
In this section, we study transmission policies to minimize the average delay of the SU subject to the constraint ≤ . The SU is assumed to have perfect knowledge of , (⋅), and (⋅). An optimal policy can be found using the powerful tool of MDP. In particular, the state space is two-dimensional: time and queue length; and the action is either to transmit or not to transmit. Through an MDP formulation, we can numerically compute the optimal policy that minimizes the average cost in an infinite horizon. The cost considered here has two components: the delay cost and the collision cost. The collision cost can be adjusted numerically to meet the collision probability constraint. Due to space limitation, we refer the readers to our technical report [11] for a detailed description of the MDP formulation for this problem. The calculation of the optimal MDP policy, however, is cumbersome and prone to numerical inaccuracy. Furthermore, the MDP policy provides little insight on the relationship between delay and other system parameters. Therefore, we are motivated to look for policies that are more structured.
It is shown in [9] that for the case of backlogged traffic, under certain conditions, the optimal SU transmission policy that achieves the time capacity of a PU channel is a timethreshold policy. The SU should transmit only when the elapsed time since the channel has been idle, denoted by , is below a threshold Γ * . The intuition behind this is that the SU should transmit only when the probability of a collision with the PU is small. For most idle distributions considered, [9] shows that conditioned upon , the probability of a collision due to an SU transmission at time is an increasing function of . This naturally yields a time-threshold policy so that the SU will transmit only when is below a threshold.
We can easily adapt the time-threshold policy of [9] here to the case when the arrival of SU packets is dynamic. The time-threshold policy with threshold Γ is defined such that the SU will transmit only when the following three conditions are met: (i) the channel is sensed idle, (ii) < Γ (note that Γ is in general different from the Γ * that maximizes capacity), and (iii) the SU queue length is greater than zero. The time-threshold Γ should be adjusted to satisfy the PU collision probability constraint. As shown in Sections IV and V, the simplicity of time-threshold policies facilitates theoretical analysis of the delay and collision probability. Furthermore, we find that the time-threshold policy performs closely to the optimal MDP policy despite its simplicity. This reveals that the elapsed time is a major factor that affects the delay and collision probability of a transmission policy, hence justifies the usage of the time-threshold policies considered here.
IV. MARKOV CHAIN ANALYSIS OF THRESHOLD POLICIES
In this section, we develop a Markovian model to analyze the performance of the threshold policies. Since the SU is not synchronized with the PU, the SU can only estimate and through periodic sensing. Hence, even though in general and are continuous random variables, their estimates obtained by the SU, denoted by and , respectively, are discrete random variables whose values are integer multiples of the SU slot length. For instance, if the SU detects the PU channel to be idle for consecutive SU slots (sensing is done only once within each SU slot), then the length of the idle period (observed by the SU) is = , assuming that each SU slot has unit length. The length of the busy period is defined similarly. To simplify analysis, we assume perfect sensing, i.e., the length of the sensing period is zero, and the sensing outcome is error-free.
A. Probability Mass Function of
and Given a continuous idle distribution with pdf ( ) and cdf ( ), the probability mass function of can be computed as follows. Let denote the time between the start of an idle period and the start of the next SU slot. We can model as a uniformly distributed random variable in [0, 1]. Assuming perfect sensing, the SU will sense the PU channel to be idle for consecutive SU slots if and only if +( −1) ≤ ≤ + . It follows that for every = 1, 2, ⋅ ⋅ ⋅ ,
The probability mass function of can be computed in a similar fashion. In the remainder of this section, for notational simplicity we suppress the superscript in and and let and denote the estimated (integer) lengths of the idle and busy periods, respectively.
B. Construction of a one-dimensional Markov Chain
Assume that the -th PU busy-idle cycle observed by the SU consists of busy slots and idle slots. To model the dynamics of the number of SU packets in the system, we define 
1 ,
2 , ⋅ ⋅ ⋅ Our approach is based on the important observation that the sequence of random variables { ( ) 0 , = 1, 2, ⋅ ⋅ ⋅ } at the beginning of each busy-idle cycle forms a Markov chain. We treat each busy-idle cycle as a single step in a discrete-time Markov chain and average over the lengths of busy and idle periods to compute the one-step transition probability matrix (1) . Let
Next, we consider a typical busy-idle cycle and drop the index to write
Note that the term ( = | 0 = , = ) in (4) depends on Γ of the threshold policy. Details for computing (1) can be found in [11] . Assume that the steady-state distribution of the Markov chain is = ( 0 , 1 , ⋅ ⋅ ⋅ , , ⋅ ⋅ ⋅ ), where denotes the probability that there are SU packets at the beginning of a busy period. We can find by solving the equation (1) = . Thus, the average number of SU packets at the beginning of a busy-idle cycle is
C. Calculation of Average Delay
The average number of SU packets in the system is
Following Little's formula [12] , the average delay is = / −1. Here, excludes the time slot that an SU packet is transmitted. In [11] , we show that can be computed using (6) , where
D. Calculation of Collision Probability
Given Γ, an SU transmits during the -th slot of an idle period if ≤ Γ and the number of packets at the end of the ( −1)-th idle slot is greater than zero, i.e., −1 > 0. This transmission will result in a collision if the PU returns during the -th slot, i.e., = . Hence, we obtain
where ( ) is the average number of PU packets per busy period. Here, we have used the fact that at most one packet collision occurs within each busy-idle cycle.
V. ANALYTICAL APPROXIMATIONS OF THRESHOLD

POLICIES
While in Section IV we provided exact Markovian analysis of the threshold polices, the resulting analytical expressions for the delay and collision probability (6) and (7) take complex forms. In this section, we will derive simpler analytical approximations to provide closed-form expressions for the delay and collision probability. We first present a useful lemma that is important for the analysis presented in this section.
Lemma 1: Assume that there are 1 SU packets at the beginning of an idle period. Then on average it takes 1 1− time slots for the SU queue length to first reach zero, assuming that the SU can transmit whenever the channel is idle and the idle period is sufficiently long to facilitate all SU transmissions. The proof of Lemma 1 is straightforward. Hence, the proof is omitted for brevity. An important consequence of Lemma 1 is that to ensure system stability, we must choose Γ such that Γ > 1 1− . Furthermore, the relation between Γ, 1 1− , and the length of the idle period , plays an important role in determining the SU queue length by the end of the idle period, as we will see from subsequent analysis.
A. Approximation of
Following similar techniques of Section IV, here we conduct the performance analysis over a typical busy-idle cycle. We find that a useful quantity is 1 = ( 0 ), i.e., the average number of SU packets at the beginning of an idle period. Clearly, the delay of a newly arrived SU packet in a busy-idle cycle is closely related to 1 . Lemma 2 below presents a key equation for 1 that follows from the steady-state analysis of the dynamic system.
Lemma 2: The solution to the following equation gives a good approximation to 1 = ( 0 ).
Proof of Lemma 2: When the system is in steady-state,
Next, we compute ( , 1 ) for each integral term in (9) . First, when < 
B. Delay Approximation
To compute the delay of a typical SU packet, we again carry out the computation over a typical busy-idle cycle. Since the SU arrival follows a Bernoulli process, a new SU packet may arrive equally likely in any of the SU slots within the busy-idle cycle. However, the average delay of this SU packet clearly depends on whether it arrives during the busy period, or the idle period, and also the specific time slot that it arrives. These lead to the following definitions. Let ( , ) and ( , ) denote the average delay of a packet that arrives time-units after the start of an idle period of length , or after the start of a busy period of length , respectively. The total average delay due to packet arrivals in different slots of an idle period, or in that of a busy period, are given by
We then apply the renewal theory [12] to obtain an expression for the average delay of an SU packet, denoted by , as
where + is the average length of a busy-idle cycle. Next, we aim to find analytical approximations of and . The main idea is to classify SU packets according to their arrival time and then compute the average delay for each class of packets respectively.
1) Approximation of
: We find that the following three classes of packets that arrive during an idle period contribute most significantly to . A packet is defined as a class 1 packet if > Γ and ∈ (Γ, ). Such a packet arrives after the SU has stopped transmission within the idle period. We approximate ( , )
, where − is the residual idle time, ⋅ ( − Γ) is the queueing delay due to packet arrivals in [Γ, ], and is the average delay incurred by the next busy period. Hence, the total average delay due to class 1 SU packets is given by
A packet is defined as a class 2 packet if > 1 1− and ∈ (0, 1 1− ). It follows from Lemma 1 that this packet is likely to be transmitted within the idle period, and thus ( , )
A packet is defined as a class 3 packet if ∈ (0, 1 1− ). Because the length of the idle period is short, this packet might need to wait for one more busy-idle cycle for transmission. This leads to ( , ) ≈ 1 + ( − 1) + . Thus,
We then combine (11), (12) , and (13) to obtain
2) Approximation of : We follow similar techniques to those used for estimating . For any packet that arrives time-units after the start of a busy period of length , ( , ) must include the average queueing delay 0 + , where 0 = ( 0 ) = 1 − , and the residual busy time − . We let denote the associated delay
When a packet is not transmitted in the current busy-idle cycle, for instance, if 0 + > min( , Γ), where is the length of the idle period following the current busy period, then ( , ) has to include additional delay due to the residual idle time beyond Γ and the next busy period. The associated delay is denoted by . We consider three classes of packets that contribute to and let denote the contribution of class packets to , where = 1, 2, 3. The classification of packets and the corresponding delay are given by class 1: < 0 < Γ.
class 2: ∈ ( 0, Γ) and ∈ ( − 0 , ).
class 3: ∈ (Γ, ∞) and ∈ ( Γ − 0 , ).
We combine (14)-(17) to obtain ≈ + 1 + 2 + 3 . Substituting this into (10), we have
C. Approximation of Collision Probability
It follows from Lemma 1 that if the length of the idle period is less than 1 1− , then most likely that the SU queue has not reached zero when the PU returns and a packet collision will occur. If ∈ [ 1 1− , Γ], then a collision occurs with probability , because this is the probability that there is one SU packet in transmission when the PU returns. This yields
D. Examples
The approximations of and given in (18) 
For the delay approximation (18), we apply (11)- (13) to obtain
and apply (14)-(17) to obtain
The collision probability can be computed from (19) as 
Here, erf( ) is the error function, erfinv( ) is the inverse error function, and erfc( ) is the complementary error function. For the delay approximation (18), we apply (11)-(13) to obtain
and apply (14)- (17) to obtain
The collision probability is computed from (19)
VI. NUMERICAL RESULTS
In this section, we present numerical results to examine the performance of the threshold policies and the accuracy of the analysis.
A. Simulation Setup
We generate the PU traffic in continuous time, consisting of 10 7 consecutive busy-idle cycles. The length of each idle period is continuous and follows the pdf ( ). Assuming that each PU packet has unit length, the busy period takes an integer value (equals the number of PU packets in the busy period), obtained by rounding the continuous random variable generated following ( ). Both the SU slot length and the SU packet length are set to be one. The SU packet arrival in each SU slot is Bernoulli with probability . The SU senses the channel only at the beginning of each SU slot to obtain and . Given Γ of the threshold policy, the SU transmits when its queue is nonempty and ≤ Γ. The SU packet delay is computed by averaging over the delay experienced by each SU packet transmitted over the entire simulation period. The simulated PU packet collision probability is evaluated following (1) . From Section VI-B to VI-E, we assume perfect sensing with zero sensing time and error-free sensing outcome. Detailed simulation setup for the case of imperfect sensing can be found in Section VI-F.
B. Comparison of Threshold Policy and MDP Policy
In Fig. 2 , we compare the threshold policy with the MDP policy computed from the discounted MDP formulation described in [11] . The busy period is fixed to be = 100. The length of the idle period is uniformly distributed in = 0.114 for = 0.001 [9] . For each SU packet arrival rate , we first determine Γ for the threshold policy such that = and then find delay under this policy. Using the MDP formulation, for each , we adjust the cost to find an MDP policy so that = and evaluate its delay. In Fig. 2 , we plot the delay of threshold policy and MDP policy as a function of . It shows that the threshold policy performs very closely to MDP policy for the entire range of considered. In Fig. 3 , we compare the two-dimensional transmission regions of MDP policy and threshold policy for = 0.11. The threshold policy has Γ = 94. The MDP policy is a function of both the elapsed idle time and the queue length . The SU transmits when ( , ) falls into the region to the left of line 2 shown in Fig. 3 . As opposed to the MDP policy, the threshold policy is independent of and its transmission region is to the left of line 1 (corresponding to ≤ Γ = 94). It is interesting to note that the corner point of the MDP curve ( , ) = (91, 1) is very close to Γ of the threshold policy. While the transmission region of MDP policy is larger than that of the threshold policy, the two policies yield similar delay performance. This is because the probability that ( , ) belongs to the middle region (between line 1 and line 2) is small. Its effect on the delay performance is thus negligible.
C. Accuracy of Markov Chain Analysis and Analytical Approximations
In Fig. 4 we examine the accuracy of the Markov chain analysis in Section IV and the analytical approximations in Section V. Here, we fix and plot and as functions of Γ. The curves for the Markov chain analysis are numerically evaluated from (6) for and (7) for . The approximations for and are from (18) and (19), evaluated using closedform expressions presented in Section V-D. Two groups of curves are considered in Fig. 4 . First, we consider an exponential busy distribution and a uniform idle distribution for = 0.11. It shows that the Markov chain analysis matches the simulation results perfectly. A total of 200 states is found to be sufficient to obtain accurate numerical results for Markov chain analysis. Following Example 2 in Section V-D, we evaluate the closed-form analytical approximations for and . Both approximations are very tight, yielding errors less than 3% − 4%. Similar results hold for Example 1, but are not presented here due to space limitation. Second, we consider the fixed busy distribution and Weibull idle distribution. Since Weibull distribution yields a higher capacity of = 0.213, we choose a higher = 0.2 to operate near capacity. While the Markov chain analysis remains accurate, the analytical approximations from Example 3 become looser compared to that of the exponential busy distribution and uniform idle distribution. The error of the delay approximation, as shown in Fig. 4 (a) , is roughly 5% except for Γ = 66. Note that the delay increases rapidly around this value of Γ, and some SU packets might need to wait for more than two busy-idle cycles for transmission. This is not taken into account in the analysis of Section V, which may contribute to the inaccuracy of the approximation at this point. The error of the collision probability approximation is about 8% in the case.
D. The Impact of Busy Distribution
In Fig. 5 , we examine the effect of busy distribution on and . We consider four different busy distributions with the same mean: exponential, uniform, Weibull, and the fixed busy time. Fig. 5 (a) shows that the busy distribution affects significantly. The exponential busy distribution and the fixed busy distribution induce the largest delay and the smallest delay, respectively. On the other hand, for the same Γ, Fig. 5 (b) shows that changes only slightly with busy distributions.
E. The Impact of Idle Distribution
Next, we examine the effect of idle distribution on . We assume a uniform busy distribution and consider three idle distributions with the same mean = 150: uniform, Weibull, and exponential. For the first two idle distributions and for each , we determine Γ such that = = 0.001. For the exponential distribution, due to its memoryless property, it is optimal to use a greedy policy, under which the SU transmits whenever the channel is sensed idle and the SU queue is nonempty. Given = 0.001, the time capacity = 0.06, 0.114, 0.213, for the exponential, uniform, and Weibull idle distribution, respectively.
In Fig. 6 , we plot the delay of the threshold policy as a function of for = 0.001. For each idle distribution, there exists some * such that when < * , the threshold policy becomes the greedy policy. We find that * = 0.06, 0.075, 0.095 for the exponential, uniform, and Weibull distribution, respectively. Fig. 6 shows that for these idle distributions, the delay of the threshold policy is similar in the region < * where the greedy policy is optimal. For the exponential distribution, * = 0.06 is the highest arrival rate such that does not exceed . In comparison, the capacity of the uniform distribution is higher. Therefore, when ∈ [0.075, 0.114), a threshold policy can be found to ensure that = at the cost of increased delay. We note that the delay of the threshold policy increases rapidly as approaches = 0.114. The Weibull distribution has the highest capacity. When ∈ [0.095, 0.2], the delay of the threshold policy increases with , but at a slower rate than that of the uniform distribution.
F. Imperfect Sensing
The analysis developed in this paper assumes perfect sensing, i.e., the sensing time is zero and the sensing outcome is error-free. In Fig. 7 , we examine more realistic scenarios of imperfect sensing. The busy and idle distributions are uniform with = 100 and = 150, respectively. The PU packet length is fixed to be 1ms. Each SU slot is 1ms long, in which 5% is for sensing, and 95% is for transmission. We first consider three imperfect sensing scenarios in which the miss detection probability md = 10 −3 , and the false alarm probability f is 0.01, 0.1, and 0.2, respectively. We set md low in order to limit PU packet collisions. Due to the possibility of false alarm, the SU will determine the transition from an idle period to a busy period only when, within an idle period, the PU channel is detected to be busy for several consecutive sensing periods. Similarly, due to the possibility of miss detection, the transition from a busy period to an idle period is determined only when, within a busy period, the PU channel is detected to be idle for a few consecutive sensing periods. As shown in Fig. 7 , both and decrease as f decreases. A fourth imperfect sensing scenario, in which md = f = 0 and the other system parameters are the same as the previous three scenarios, is also plotted as a performance benchmark. This is the best performance that one can achieve for the given system setup with nonzero sensing time. Fig. 7 shows that indeed the curves for md = f = 0 are very close to that of the analytical curves obtained from (18) and (19), which assume error-free sensing outcome and zero sensing time. We also observe from Fig. 7 (b) that for , the analytical curve gives close approximation to all four curves of imperfect sensing scenarios, and the largest gap is less than 6%. In comparison, imperfect sensing has a stronger effect on . As shown in Fig. 7 (a) , the gap between the imperfect sensing curves and the analytical curve becomes more pronounced as f increases.
VII. DISCUSSION ON MULTIPLE SUS
In this section, we discuss the scenario where multiple SUs share one PU channel. There has been a significant amount of work on various multiple access mechanisms, such as slotted ALOHA, CSMA, pooling, and TDM, e.g., in [13] , [14] . Here, in order to focus on the impact of delay analysis, we consider a modified TDM version. We assume that all SUs are synchronized. The SUs have a pre-assigned rank, so that if all SUs have packets to send, their multiple access is in a TDM (round-robin) manner. Note that it requires only minor signaling to establish ranking and synchronization through a control channel. Existing literature in cognitive radio advocates dedicated control channels (either virtual or physical) [15] .
Assume that there are SUs, numbered as {1, 2, ⋅ ⋅ ⋅ , }. SU is allocated time slots + , where = 0, 1, ..., for all such that ( + ) ≤ Γ. To improve channel utilization, we allow other SUs to use slots + when SU has an empty queue. The rank of the SUs for slot + is ( , +  1, ⋅ ⋅ ⋅ , , 1, 2, ⋅ ⋅ ⋅ , − 1) , where SU has the highest rank.
To facilitate channel access, we divide each SU time slot into multiple mini-slots, each with length . Assume that there are SUs whose ranks are higher than SU . Then SU is allowed to transmit starting from the beginning of the ( +1)-th mini-slot, if none of the higher ranked SUs transmitted in the first mini-slots. We also assume that each SU attempts to transmit at most once within an SU time slot, and thus if the first mini-slots are idle, then the remainder of the SU slot will be idle. This round-robin protocol requires that each SU performs channel sensing not only at the beginning of each SU slot, but also at the beginning of each mini-slot, until the channel is sensed to be busy due to either an SU transmission or a PU transmission. For example, consider = 3. Let the length of an SU time slot be 1 and the length of a mini-slot be = 0.1. The first SU slot in an idle period is assigned to SU 1. The rank of the SUs is {1, 2, 3}. If SU 1's queue is non-empty, then it transmits and uses the entire SU time slot. If SU 1's queue is empty, then after , SU 2 will sense the channel, and will transmit if the channel is idle and its queue is non-empty. If SU 2 also has an empty queue, then after another , SU 3 will sense the channel and will transmit in the remainder of the SU slot if the channel is idle. For the next SU slot within the same idle period, the rank of the SUs becomes {2, 3, 1}. The rank of the SUs is reset to {1, 2, 3} for the first SU slot in the next idle period.
In Fig. 8 , we compare the performance of the round-robin multiple SU protocol ( = 3) with that of the single SU case ( = 1). We consider a uniform busy distribution with = 100 and a uniform idle distribution with = 150. For both delay and collision probability , we vary Γ to present the analytical curve (18) and (19) derived for = 1, simulation curves for = 1, and for = 3 with = 0.05, 0.1, 0.15. It shows that the analytical curves for = 1 remain good approximations (within 2%) of and under the multiuser round-robin protocol. We observe that (1) as shown in Fig. 8 (a) , increases only slightly with increasing and . (2) as shown in Fig. 8 (b) , decreases slightly with increasing and . These can be explained as follows. For the case of = 1, channel sensing is performed only at the beginning of each SU slot. A collision occurs if the SU starts transmission after sensing the channel to be idle at the beginning of an SU slot, and the PU returns later during this time slot. For the multiuser case, it is possible to avoid such collisions. For instance, during an SU time slot [0, 1], the PU returns at time 0.05. For the single user case, a collision occurs when the SU has a non-empty queue. For the multiuser case, if = 0.1 and the first ranked SU has an empty queue, then the second ranked SU will refrain from transmission since it senses the channel at time 0.1 and detects the PU transmission. Therefore, a collision is avoided at the expense of the deferred SU transmission. Since the probability of such events increases with , we observe in Fig. 8 (b) that decreases with increasing . Another possible approach for multiple SUs to share a single PU channel is to develop back-pressure-type of algorithms [16] . Intuitively, users with longer queues will have higher priority of access. Back-pressure algorithms are likely to be throughput-optimal in our setting assuming appropriate multiple access schemes. Along this line, one can prove queue stability of such algorithms (e.g., through Lyapunov functions [10] ), and there are various heuristics that can balance the tradeoff between delay and throughput. However, the delay of such an algorithm cannot be analyzed precisely as in our current approach, to the best of our knowledge.
VIII. CONCLUSIONS
In this work, we proposed and analyzed threshold policies to minimize the delay of the SU subject to a PU collision probability constraint. Such threshold policies were shown to perform closely to the optimal policy found through a discounted MDP formulation. A novel Markovian approach was developed to analyze the performance of the threshold policies. This approach treats each PU busy-idle cycle as a one-step transition in the Markov chain, which effectively reduces the dimension of the state space to facilitate numerical computations. We developd analytical expressions to approximate the delay and collision probability of the threshold policies under general busy and idle distributions. The accuracy of the proposed approximations was confirmed numerically for several commonly used busy and idle distributions. Furthermore, we showed that the busy time distribution significantly impacts the delay of the SU, while the idle distribution largely determines the transmission threshold and collision probability. This is a dual observation of the results of [9] , which showed that the PU idle time distribution determines the time capacity of the SU access. Future work includes extension of the performance analysis to more general scenarios such as arbitrary SU arrival processes, multiple SUs and multiple PU channels.
