Let U T4(F ) be 4 × 4 upper triangular matrix algebra over a field F of characteristic zero and let A be the subalgebra of U T4(F ) linearly generated by {eij : 1 ≤ i ≤ j ≤ 4} \ e23 where {eij : 1 ≤ i ≤ j ≤ 4} is the standard basis of U T4(F ). We describe the set of all * -polynomial identities for A with the involution defined by the reflection of second diagonal.
Introduction
Let F a field. In this paper, we will consider unitary associative algebras over F only. We refer to them simply by algebras.
Let R be an algebra over a field F of char(F) = 2 (characteristic different from 2). A map * : R → R is an involution if it is an automorphism of the additive group R such that (ab) * = b * a * and (a * ) * = a for all a, b ∈ R. Let Z(R) be the center of R. If a * = a for all a ∈ Z(R), then * is called an involution of the first kind on R. Otherwise * is called an involution of the second kind. From now on we consider involutions of the first kind only.
The description of the involutions on a given algebra is an important task in ring theory. In the algebra U T k (F ) of the k × k upper triangular matrix over F we have an important involution. For every matrix A ∈ U T k (F ) define A * = JA t J where A t denotes the usual matrix transpose and J is the following If k is odd integer, any other involution in U T k (F ) is completely determined by * (see [1] ). * is called of the reflection or transpose involution on U T k (F ). In the case k = 2l there exist two classes of inequivalent involutions. One of them is the same * and the other is defined by A s = DA * D, for all A ∈ U T k (F ). Here, D is the matrix I l 0 0 −I l and I l is the identity matrix of the full matrix algebra M l (F ). s is called of the symplectic involution on U T 2l (F ). Details about this results can be found in [1] and various others properties of involutions and involution-like maps for the upper triangular matrix can be found in [5] .
Let Y = {y 1 , y 2 , . . .} and Z = {z 1 , z 2 , . . .} be two disjoint infinite sets. Denote by F Y ∪Z the free unitary associative algebra over F , freely generated by Y ∪ Z. The elements of F Y ∪ Z are called polynomials. Let * be an involution for R and lets R + and R − denote the sets {a ∈ R : a * = a} and {a ∈ R : a * = −a} respectively. f (y 1 , . . . , y n , z 1 , . . . , z m ) ∈ F Y ∪ Z is a * -polynomial identity for R if f (a 1 , . . . , a n , b 1 , . . . , b m ) = 0 for all a 1 , . . . , a n ∈ R + and for all b 1 , . . . , b m ∈ R − . Denote by Id(R, * ) the set of all * -polynomial identities for (R, * ). It is natural to ask what the * -polynomial identities satisfied by the reflection and by the symplectic involution of the algebra U T k (F ). There is a description of Id(U T 2 (F ), * ) and Id(U T 2 (F ), s) when F is an arbitrary field of char(F ) = 2, see [1] for case F infinite and [4] for case F finite. Have also been described Id(U T 3 (F ), * ) when F is a field of char(F ) = 0. It's an open problem describe Id(U T k (F ), * ) in other cases.
Consider the subalgebra A of U T 4 (F ) constituting by matrices
where A, B, C ∈ U T 2 (F ). In order to solve the k = 4 case, in this paper we describe the set of all * -polynomial identities for A with this involution.
Preliminaries
U T 4 (F ) + and U T 4 (F ) − are subspaces of U T 4 (F ). If charF = 2, can be write as direct sum
The center of the U T 4 (F ) is given by the scalar matrices {λI 4 : λ ∈ F }.
Given S an algebra, the commutators in S are defined inductively by
. . , a n−1 ], a n ].
for all a 1 , . . . , a n ∈ S. S satisfy the Jacobi's Identity, it is
for all a 1 , a 2 , a 3 ∈ S. Let X = {x 1 , x 2 , . . .} be an infinite set. Denote by F X the free unitary associative algebra over F , freely generated by X. f (x 1 , . . . , x n ) ∈ F X is a polynomial identity for S if f (a 1 , . . . , a n ) = 0 for all a 1 , . . . , a n ∈ S. Denote by Id(S) the set of all polynomial identities for S. A T -ideal of F X is an ideal closed under all endomorphism of F X . Recall that this is equivalent to stating that an ideal I is a T -ideal of
for all g 1 , . . . , g n ∈ F X . F Y ∪ Z has an involution, which we denote by * as well, satisfying
for all i ≥ 1. The elements of Y are called of symmetric variables and the elements of Z are called of skew-symmetric variables. An endomorphism ϕ of
Let R an algebra with involution * Id(R, * ) is a T ( * )-ideal of F Y ∪ Z . Conversely, each T ( * )-ideal of F Y ∪ Z is the set of * -polynomial identities for some algebra with involution (R, * ).
Denote by B the vector space of all Y -proper polynomials. Every element g(y 1 , . . . , y n , z 1 , . . . , z m ) ∈ F Y ∪ Z is a linear combination of polynomials
where s i ≥ 0 and g (s1,...,sn) ∈ B. When F is infinite it follows that every T ( * )-ideal is generated by its Y -proper polynomials and when F is a field of charF = 0 every T ( * )-ideal is generated by its 
where,
Consider the following order on variables: Denote by B the subalgebra of U T 4 (F ) defined by the matrices
Proposition 2.3 describe the * -polynomial identities of B.
Proposition 2.3. Let F be an infinity field. Then, a basis for B/(B ∩ Id(B, * ))
is given by
where
Proof. By (2) we have to the product of two commutators in F Y ∪ Z is contained in Id(B, * ). Next, by Lemma 2.2, we have to each Y -proper polynomial, module Id(B, * ), is a linear combination of elements in (3). Let f (z 1 , . . . , z m , y 1 , . . . , y n ) ∈ F Y ∪ Z be a linear combination of elements in (3) such that f ∈ Id(B, * ). Put
f can be written in the form:
where α r,j , α r ∈ F , r = (r 1 , . . . , r m ), j = (j 1 , . . . , j s ) and
By substituting in f , we have to
Since A i and B k are arbitrary, we have to f (x 1 , . . . , x m , x m+1 , . . . , x m+n ) ∈ Id(U T 2 (F )) seen as element of F X . By Lemma 2.1 the proof is complete.
, it is easy to check that:
, where λ = 2 −1 tr(C) (Here tr(C) is the sum of the diagonal elements of C).
Denote by e ij , the element of M 2 (F ) with exactly one nonzero entry (i-row and j-column), which is 1. We are going to give some facts about of the A.
Proof. i) The commutators [P 1 , P 2 ] and [P 1 , P 2 ]P 3 are matrices of the type
for some α, β ∈ F , Θ ∈ U T 2 (F ). Product of two matrices of type (4) The proof is complete.
for all Q 1 , Q 2 ∈ A where
where A = ae 11 + be 22 + ce 12 and C ∈ U T 2 (F ). We
with Θ satisfying Θ = Θe 22 . Thus,
This proof is complete.
Then, the following polynomials
Proof. The first polynomial is * -identity for A by item ii) of the Lemma 3.1. Let P i ∈ A + ∪ A − , then by item i) of the Lemma 3.1 we obtain
is * -polynomial identity for A.
Proof. Let
. By after some manipulations we obtain
By Jacobi's identity we obtain that Θ 2 + Θ 3 + Θ 4 = 0. 
Proof. For instance [y
. Thus, we have to
for all i, j, k ∈ {1, 2, 3}. Therefore
By Proposition 3.4 we obtain that Ja (y1,y2,y3
Thus, it has been demonstrated. 
3) Ja (y1,y2,y3) ([y
Proof. It is easy to verify that given a commutator v, either v
Proof. Let w ∈ Y ∪ Z. Then, 
The element w m−1 w m can be written as 
Then, f + I is linear combination of elements the type 
3) k 1 ≤ j 1 . Proof. By Proposition 3.10 we can suppose without loss of generality that
4) Every
it can be applied in h. This proof is complete.
Proposition 3.12. Let Ω z be the subset of F Y ∪ Z of multilinear polynomials of the type
where, r ≥ 0, u i ∈ Y ∪ Z, u i1 < . . . < u ir and u j1 > u j2 < . . . < u js . Then, Ω z is linearly independent module Id(A, * ).
Proof. Let f (z 1 , . . . , z m , y 1 , . . . , y n ) be a linear combination of polynomials in Ω z such that f ∈ Id(A, * ). Without loss of generality we can suppose that f multilinear. Write
where i) h i and g j are multilinear polynomials in variables {y 1 , . . . , y n , z 2 , . . . , z m }\ z i and {y 1 , . . . , y n , z 2 , . . . , z m } \ y j respectively.
ii) h i and g j are linear combination of polynomials of the type
with u i ∈ Y ∪ Z, u i1 < . . . < u ir and u j1 > u j2 < . . . < u js .
− e 22 and I 2 the identity matrix in M 2 (F ). Consider the following matrices in A
Thus, by substituting these matrices in f , we have to h k [Z k , Z 1 ] = 0 and therefore
Thereby, h k seen as element of F X is polynomial identity for U T 2 (F ), by (10) and Lemma 2.1 we have to h k = 0. Thus
Analogously, given 1 ≤ l ≤ m, can be show that g l = 0 by considering the following matrices in A:
This proof is complete. where
For all n ≥ 4 we have to
Proof. We will to show the part 1 only. The proof can be done by induction, we will omit the case n = 3. Suppose that n > 3 and write [Y,
, where
and
Lemma 3.14. Let W = e 22 0 0 e 11 and let Y 1 , . . . Y n , n ≥ 4, be arbitrary
Proof. There exist α i , β i ∈ F and Θ i ∈ U T 2 (F ) such that Since that (Θ 1 e 11 −e 22 Θ 1 −Θ 1 )e 12 = −e 22 Θ 1 e 12 = 0 this proof is complete. where j 1 > j 2 < . . . < j s and j 1 > k. Then, Ω y is linearly independent module Id(A, * ).
Proof. Let n ≥ 4 and f (y 1 , . . . , y n ) linear combination of polynomials in Ω y such that f ∈ Id(A, * ). Without loss of generality we can suppose that f multilinear. Write f = f 4 + . . . + f n where
Observe that the indices (k 4 < . . . < k n ) are uniquely determined by k and t. Consider the following elements in A + :
where j < n. If n = 4 we have to
By Lemma 3.13 item 1, we obtain α
= 0. Let 4 ≤ t < n, then by Lemma 3.13 item 2 we have to
. . , Y n ) = 0 for all 4 ≤ t < n and
Now, by Lemma 3.13 item 1 again, we conclude that
for all A 1 , . . . , A n−1 ∈ U T 2 (F ). By Lemma 2.1 we have to α
Define g = g 4 + . . . + g n−1 where
where 4 ≤ t < n. We claim that g ∈ Id(A, * ). In fact, let W = e 22 0 0 e 11 then by Lemma 3.14, for every Y 1 , . . . , Y n ∈ A + and every 4 ≤ t < n we have to
Since g ∈ Id(A, * ) is a polynomial in n − 1 variables, by induction, we obtain that α (t) k = 0 for all 2 ≤ k < t < n. This proof is complete. Theorem 3.16. Let F be a field of characteristic charF = 0. Then Id(A, * ) = I.
Proof. We will to show that Id(A, * ) ⊆ I. Let f (z 1 , . . . , z m , y 1 , . . . , y n ) ∈ Id(A, * ) be a Y -proper multilinear polynomial. Since charF = 0, its suffices to show that f ∈ I. Since v 1 v 2 v 3 ∈ I we can write where 0 ≤ r 1 , . . . , r n are integers, θ ∈ {0, 1} and u j1 , . . . , u js ∈ Y ∪ Z. ii) f 2 is a Y -proper multilinear polynomial such that each of its terms has two commutators.
In addition, by Lemma 2.2, we can suppose that u j1 > u j2 < . . . < u js in (11). Since I ⊆ Id(A, * ), see (5), we have to f 1 + f 2 ∈ Id(A, * ) ⊆ Id(B, * ). By (2) it follows that f 2 ∈ Id(B, * ). Then f 1 ∈ Id(B, * ). By Proposition 2.3 we have to f 1 = 0. Thus f 2 ∈ Id(A, * ). Now, we will to show f 2 ∈ I by considering two cases. where, r ≥ 0, u i ∈ Y ∪ Z, u i1 < . . . < u ir and u j1 > u j2 < . . . < u js . Since f 2 ∈ Id(A, * ), we have to g ∈ Id(A, * ), by Proposition 3.12 it follows that g = 0.
Case m = 0. By Proposition 3.11 there exists a multilinear polynomial g(y 1 , . . . , y n ) such that f 2 + I = g + I and g is linear combination of polynomials of the type where each g i is multilinear polynomial in variables {y 1 , . . . , y n } \ {y i1 , . . . , y ir }.
Suppose that there exists i = (i 1 , . . . , i r ) such that g i = 0. Choose r as being the maximum integer with this property and put y i1 = . . . = y ir = 1 in g. Then g j = 0 for all j = i. Since g ∈ Id(A, * ) we have to g i ∈ Id(A, * ). By Proposition 3.15 we have a contradiction. Therefore, g = 0 and so f 2 ∈ I.
Concluding Remarks
The Theorem 3.16 show that the T ( * )-ideal of the * -polynomial identities of A is finitely generated because the T ( * )-ideal generated by any commutator of F Y ∪ Z is describe completely by is not the * -polynomial identity for U T 4 (F ). So there exist more * -polynomial identities to be discovered.
