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Zusammenfassung
Die Behauptung, dass das Spin-Glass-Verhalten mit hierarchischer Organisation
des Konfigurationsraums verbunden sei, die sogenannte Ultrametrizita¨t-Vermutung,
ist nur eine jener verblu¨ffenden Vorhersagen der Parisi-Theorie, die trotz Jahrzehn-
ten intensiver Forschung mathematisch noch nicht gekla¨rt sind.
In dieser Doktorarbeit werden Modelle fu¨r Spin-Gla¨ser eingefu¨hrt, bei welchen die
Ultrametrizita¨t mathematisch rigoros untersucht werden kann.
Im ersten Kapitel befassen wir uns mit einer Verallgemeinerung des sogenann-
ten Generalized Random Energy Model. Dieses wurde vor zwei Jahrzehnten von
Bernard Derrida eingefu¨hrt und hat seither eine entscheidende Rolle bei der ma-
thematischen Aufkla¨rung der ra¨tselhaften Parisi-Theorie gespielt. Das GREM ist
aber ein Spin-Glass auf Ba¨umen (von vornherein hierarchisch organisiert) und
kann demzufolge in Bezug auf die Ultrametrizita¨t nur von geringem Nutzen sein.
In unseren Verallgemeinerungen sind beliebige Graphen-Strukturen zugelassen.
Nebst seiner pa¨dagogischen Bedeutung ist das GREM in der Parisi-Theorie von
zentralem Belang, da es als universeller Attraktor in Erscheinung tritt. Das sollte
zumindest fu¨r ungeordnete Systeme der Klasse von Sherrington und Kirkpatrick
der Fall sein, fu¨r welche eine hierarchische Brechung der Symmetrie a` la Parisi zu
einer Freien Energie fu¨hrt, die einer Spin-Sto¨rung einer GREM-Struktur entspricht.
Trotz dieses ansprechenden Bildes ist es bis heute noch unklar, wie und in welchem
Ausmass solche Strukturen im thermodynamischen Limes entstehen.
Gewisse Aspekte dieses Pha¨nonems ko¨nnen mit Hilfe eines im zweiten Kapitel ein-
gefu¨hrten Modells erkla¨rt werden, welches aus einem REM, dem einfachsten Modell
von Derrida, und einem sogenannten Cavity Field besteht. Dank zugrundeliegen-
den, universellen Mechanismen, u¨bertragen sich unsere Resultate auf grundsa¨tzlich
jedes Spin-Glass-Modell unendlicher Reichweite, fu¨r welches REM-artige Struktu-
ren vorhanden sind.
Um Modelle mit komplexeren, GREM-artigen Abha¨ngigkeitsstrukturen untersu-
chen zu ko¨nnen, versuchen wir im dritten und letzten Kapitel die Reichweite unse-
res Leitbildes zu erweitern. Jedoch nur teilweise mit Erfolg: obwohl es uns gelungen
ist, das Problem auf der Stufe der Freien Energie zu lo¨sen, konnten wir das Ver-
halten des Gibbs-Masses nicht entra¨tseln.
iv
Introduction
The claim that Spin Glass behavior comes along with hierarchical organization of
the configuration space is often referred to as the ultrametricity conjecture. It is one
of those striking predictions of the Parisi Theory for Spin Glasses which remains,
despite decades of intensive research, mathematically very poorly understood.
In this thesis we introduce some mean field models for Spin Glasses where the
issue of ultrametricity can be addressed in complete mathematical rigor.
In the first chapter we consider natural extensions of the Generalized Random
Energy Model, GREM for short. The latter had been introduced more than 20
years ago by Bernard Derrida and has played ever since a crucial roˆle in the attempt
to gain some understanding in the puzzling Parisi Theory. Being a spin glass on
a tree, the GREM gives little clue pertaining to the onset of ultrametricity when
the thermodynamical limit is taken. In our generalizations we allow for virtually
any underlying graph structure.
Beside its pedagogical relevance, the GREM has proved of central importance in
the Parisi Theory, coming forward as a ”universal attractor” for disordered sys-
tems. This seems to be the case for instance in the class of Sherrington-Kirkpatrick
models, where hierarchical Replica Symmetry Breaking leads to a free energy given
by a one spin perturbation of some properly chosen GREM, after the thermody-
namical limit has been taken. Despite this appealing picture, it remains a mystery
why and in which way the scenario sets in with the thermodynamical limit.
We provide some modest clarification of this issue in the second chapter by solving
a system obtained by a cavity field perturbation of the simplest Derrida’s model,
the REM. Nicely enough, our results extend in virtue of some underlying abstract
Theorems to any spin glass with REM-type structure, shedding some light on the
alleged universality of the Parisi Theory.
In order to cover systems with more intricate dependencies, in particular of GREM-
type, we push the abstract approach a bit further in the third chapter. Quite an
endeavour: though we settle the problem at the level of the free energy (providing
an unexpected interpretation for the Order Parameter of the Parisi Theory), we
were not able to settle the issue at the level of the Gibbs measure.
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1. On a non hierarchical version of the Generalized
Random Energy Model
1.1. Introduction of the model and main results
The Generalized Random Energy Model (GREM for short), introduced by B. Der-
rida in [11] plays in important roˆle in spin glass theory. Originally invented as a
simple model which exhibits replica symmetry breaking at various levels, it has
become clear that more interesting models, like the celebrated one of Sherrington-
Kirkpatrick, exhibit GREM-like behavior in the large N limit. Despite the spec-
tacular recent progress in understanding the SK-model (see [13], [14], [20]), many
issues have not been clarified at all, the most prominent one being the so called
ultrametricity.1 The GREM is of limited use to investigate this because it is hier-
archically organized from the start. This favorable situation allows for a complete
solution, fully confirming the so called Parisi theory (we refer the reader to the
detailed study [6], where it is also pointed out that, interestingly, the emerging
ultrametricity of the Gibbs measure does not necessarily coincide with the starting
hierarchical organization). Yet, from the considerations on the GREM, one gets
little clue on why many systems should be ultrametric in the limit 2.
We present here a simple, and as we think natural, generalization of the GREM
which has no built in ultrametric structure. Our main result is that the limiting
free energy always coincides with that of a suitably constructed GREM. This is
not the case at the level of the Gibbs measure; in fact, we prove that genuine ul-
trametricity only holds provided some irreducibility conditions on the hamiltonian
are met, in which case we prove the ”full Parisi Picture”, thereby establishing the
law of the Gibbs measure in low temperature, the law of the overlap, and the link
to the Bolthausen-Sznitman coalescent introduced in [4].
We begin fixing a number n ∈ N, and consider the set I = {1, ..., n}, as well as a
collection of positive real numbers {aJ}J⊂I such that∑
J⊂I
aJ = 1.
1A metric d is called an ultrametric, if the strengthened triangle condition holds: d (x, z) ≤
max (d (x, y) , d (y, z)) . Equivalently, two balls are either disjoint or one is contained in the other.
2In Talagrand’s recent proof of the Parisi formula, ultrametricity plays no apparent roˆle,
and it seems to be quite delicate to prove ultrametricity by Talagrand’s method. This is quite
curious as on the other hand, ultrametricity plays a crucial roˆle in the physicists non-rigorous
derivation of the free energy, be that using the replica trick or the cavity method.
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For convenience, we put a∅
def
= 0. The relevant subset of I will be only the ones
with positive a-value. For A ⊂ I we set
PA def= {J ⊂ A : aJ > 0}, P def= PI .
For n ∈ N, we set ΣN def=
{
1, . . . , 2N
}
. We also fix positive real numbers γi, i ∈ I,
satisfying
n∑
i=1
γi = 1.
The collection (aJ , γi; J ∈ P, i ∈ I) will be referred to as underlying parameters.
We write ΣiN
def
= ΣγiN , where for notational convenience we assume that 2
γiN is an
integer. For N ∈ N, we will label the “spin configurations” σ as:
σ = (σ1, ..., σn), σi ∈ ΣiN ,
i.e. we identify ΣN with Σ
1
N × · · · × ΣnN . For J ⊂ I, J = {j1, . . . , jk} , j1 < j2 <
. . . < jk, we write ΣN,J
def
=
∏k
s=1Σ
js
N , and for σ ∈ ΣN , we write σJ for the projected
configuration (σj)j∈J ∈ ΣN,J . Our spin glass Hamiltonian is defined as
Xσ =
∑
J∈P
XJσJ (1.1)
whereXJσJ , J ∈ P , σJ ∈ ΣN,J are independent centered Gaussian random variables
with variance aJN. The Xσ are then Gaussian random variables with variance N
(Gaussian always means “centered Gaussian” through this note), but they are
correlated. E will denote expectation with respect to these random variables. A
special case is when P = {I} , i.e. when only aI 6= 0, in which case it has to be one.
Then the Xσ are independent, i.e. one considers simply a set of 2
N independent
Gaussian random variables with variance N. This is the standard Random Energy
Model.
The Generalized Random Energy Model is a special case, too: It corresponds to
the situation where the sets in P are “nested”, meaning that P consists of an
increasing sequence of subsets. Without loss of generality we may assume that in
this case
P = {Jm : 1 ≤ m ≤ k} , Jm def= {1, . . . , nm} , (1.2)
where 1 ≤ n1 < n2 < . . . < nk ≤ n. In the GREM case, the natural metric on ΣN
coming from the covariance structure:
d (σ, σ′) def=
√
E
(
(Xσ −Xσ′)2
)
is an ultrametric. In the more general case (1.1) considered here, this metric is not
an ultrametric.
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To see this, take n = 3, P = {{1, 2} , {1, 3} , {2, 3}} , i.e. where
Xσ = X
{1,2}
σ1,σ2
+X{1,3}σ1,σ3 +X
{2,3}
σ2,σ3
(1.3)
with aJ = 1/3 for J ∈ P . Then for a, b, b′, c, c′ ∈ ΣN/3, b 6= b′, c 6= c′, one has
d ((a, b, c) , (a, b, c′)) = d ((a, b, c′) , (a, b′, c′)) =
√
2N/3,
whereas
d ((a, b, c) , (a, b′, c′)) =
√
N,
contradicting ultrametricity.
1.1.1. The free energy of the non hierarchical GREM. Any of our
models can be “coarse-grained” in many ways into a GREM. For that consider
strictly increasing sequences of subsets of I : ∅ = A0 ⊂ A1 ⊂ . . . ⊂ AK = I.
We do not assume that the Ai are in P . We call such a sequence a chain T =
(A0, A1, . . . , AK) . We attach weights aˆAj to these sets by putting
aˆAj
def
=
∑
B∈PAj \PAj−1
aB, (1.4)
Evidently
∑K
j=1 aˆAj = 1, and if we assign random variables Xσ (T) , according to
(1.1), we arrive after an irrelevant renumbering of I at a GREM of the form (1.2).
In particular, the corresponding metric d is an ultrametric.
We write tr (·) for averaging over ΣN (i.e. the coin-tossing expectation if we identify
ΣN with {H,T}N).
For a function x : ΣN → R, set
ZN (β, x)
def
= tr exp [βx] , FN (β, x)
def
=
1
N
log(ZN(β, x)),
and define the usual finite N partition function, and free energy by
ZN(β)
def
= ZN (β,X) , FN(β)
def
= FN (β,X) , fN(β)
def
= E (FN(β,X)) ,
where X is interpreted as random function ΣN → R.
For any chain T, we attach to our model a GREM (Xσ (T))σ∈ΣN , as explained
above, and then
fN(T, β)
def
= E (FN(β,X (T))) ,
f (T, β)
def
= lim
N→∞
fN(T, β).
For a GREM, the limiting free energy is known to exist, and can be expressed
explicitly, but in a somewhat complicated way (see [11], [8]). Our main result is
that our generalization of the GREM does not lead to anything new in N → ∞
limit, shedding hopefully some modest light on the “universality” of ultrametricity.
4 1. THE NONHIERARCHICAL GREM
Theorem 1.1.
f (β)
def
= lim
N→∞
fN (β) (1.5)
exists, and is also the almost sure limit of FN (β) .
f (β) is the free energy of a GREM. More precisely, there exists a chain T such
that
f (β) = f (T, β) , β ≥ 0. (1.6)
f (T, β) is minimal in the sense that
f (β) = min
S
f (S, β) , (1.7)
the minimum being taken over all chains S.
The fact the free energy is self-averaging, meaning that f (β) (if the limit exists)
is also the almost sure limit of the FN is a simple consequence of the Gaussian
concentration inequality. We write FN as a function of the standardized variables
XJσJ/
√
aJN. As∣∣∣log∑
i
eai − log
∑
i
ea
′
i
∣∣∣ ≤ max
i
|ai − a′i| , ai, a′i ∈ R,
we get that FN(β), regarded as a function of the collection
(
XJσJ/
√
aJN
)
is Lip-
schitz continuous with Lipshitz constant β/
√
N . By the usual concentration of
measure estimates for Gaussian distributions (see e.g. Proposition 2.18 of [15]),
we have
P[|FN(β)− EFN(β)| > ] ≤ 2 exp
[
− 
2
2β2
N
]
(1.8)
Using the Borel-Cantelli lemma, one sees that if limN→∞ fN (β) exists, then the
FN (β) converge almost surely to this limit, too, and if limN→∞ FN (β) exists almost
surely, then the limit is non-random and equals limN→∞ fN (β) .
The existence of the limit is established through a quite standard application of
the Second Moment Method, akin to that originally exploited by Derrida in his
seminal paper [11]; this allows to express the limiting free energy in terms of a
variational problem, which we then solve inductively.
For the reader’s convenience, we briefly describe the mechanism which lies behind
Theorem 1.1 for the Hamiltonian (1.3) but we allow for general (positive) variances
a12, a13, a23, and general γi. It is best to count the number of configurations σ which
reach a certain energy level λN. It is evident that only an exponentially small
portion of the total number 2N of configurations achieve this, roughly formulated
(we will be more precise later)
# {σ : Xσ ' λN} ' 2Ne−ρ(λ)N , ρ (λ) > 0.
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The free energy is obtained by the Legendre transform of ρ. In order to deter-
mine ρ (λ) we count individually for each of the three parts in (1.3) how many
configurations reach respective levels
ρˆ (λ1, λ2, λ3) ' − 1
N
log#
{
σ : X{1,2}σ1,σ2 ' λ1N, X{1,3}σ1,σ3 ' λ2N, X{2,3}σ2,σ3 ' λ3N
}
+log 2
(1.9)
with λ1 + λ2 + λ3 = λ. Evidently
ρ (λ) = inf
λ1+λ2+λ3=λ
ρˆ (λ1, λ2, λ3) . (1.10)
It turns out that one can get ρˆ by computing expectations inside the logarithm,
provided only some naturally defined restrictions on the λi are satisfied. For small
λ, it is easily seen that one has an “equipartition” property, and that the optimal
λ1, λ2, λ3 are proportional to the respective variances, i.e. λ1 = a12λ, λ2 = a13λ,
λ3 = a23λ, and from that one obtains
ρ (λ) = λ2/2, (1.11)
which is the same as if the Xσ would be uncorrelated. Increasing λ, we however
encounter restrictions from the structure of the Hamiltonian. First of all, λ1 has to
be such that there are any σ1, σ2 with X
{1,2}
σ1,σ2 ' λ1N = a12λN . There are 2(γ1+γ2)N
pairs (σ1, σ2) , and as the X
{1,2}
σ1,σ2 are independent, the restriction is
2(γ1+γ2)N exp
[
−λ
2a12N
2
]
' 1.
(We are not considering any log-corrections). This leads to the restriction
λ ≤
√
2 (γ1 + γ2) log 2
a12
(1.12)
for the validity of (1.11), and there are two similar restrictions coming from X{1,3}
and X{2,3}. Even if these three restrictions are satisfied, it can be that there are
simply totally not enough triples (σ1, σ2, σ3) left. A necessary condition for this
is certainly that the expected number of # {σ : Xσ ' λN} is not exponentially
decaying, which is simply the condition that λ ≤ √2 log 2. The somewhat aston-
ishing fact is that these are the only conditions one has to take into considerations,
for the validity of (1.11). Now, there are two cases:
Case 1: λ ≤ √2 log 2 implies the other ones, i.e.
min
1≤i<j≤3
γi + γj
aij
≥ 1. (1.13)
In that case, we are simply left with the restriction λ ≤ √2 log 2, and the free
energy is
f (β) = sup
λ≤√2 log 2
(
βλ− λ2/2) ,
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which is the free energy of a REM. In that case the internal structure of the model
is irrelevant, at least for the free energy.
Case 2: (1.13) is violated. For definiteness, assume that (γ1 + γ2) /a12 is the
smallest one.
In that case, (1.11) is only correct in the region (1.12). For λ larger, there is no
(σ1, σ2) with X
{1,2}
σ1,σ2 ' a12λN (with probability close to 1), the maximum of the
X
{1,2}
σ1,σ2 being at m12N (± log-corrections), where
m12
def
=
√
2 (γ1 + γ2) a12 log 2
Therefore, one has to restrict in (1.10) to λ’s with λ1 = m12. The only configura-
tions σ for which Xσ ' λN have to satisfy
X{1,2}σ1,σ2 ' m12N, (1.14)
but there are now only subexponentially many (σ1, σ2) left which achieve this feat,
and the difference to λN has to be made by the field
Yσ1,σ2 (σ3)
def
= X{1,3}σ1,σ3 +X
{2,3}
σ2,σ3
, 1 ≤ σ3 ≤ 2γ3N ,
restricting (σ1, σ2) to the few which satisfy (1.14). There is an upper limit λmax
for λ’s such that there are any σ3 with Y (σ3) ' (λ−m12)N. λmaxN −m12N is
simply the maximum of 2γ3N independent Gaussians with variance (a13 + a23)N,
i.e.
λmax −m12 def=
√
2γ3 (a13 + a23) log 2.
The situation is similar to the one in the GREM with the only difference that for
(σ1, σ2) 6= (σ′1, σ′2) , the fields Yσ1,σ2 and Yσ′1,σ′2 are not independent, except when
σ1 6= σ′1 and σ2 6= σ′2. It is however fairly evident that among the (σ1, σ2) for which
X
{1,2}
σ1,σ2 ' m12N there will be no pairs with such a partial overlap, with probability
close to 1, and therefore it is quite natural one can handle the field Yσ1,σ2 as if it
would come from a second level of a two-level GREM. In fact it turns out that in
the Case 2, the tree of Theorem 1.1 is {{1, 2} , {1, 2, 3}} , and we replace our model
with the coarse grained one with Hamiltonian X ′α1 +X
′′
α1,α2
, where α1 = 2
(γ1+γ2)N ,
var (X ′) = a12N, #α2 = 2γ3N , var
(
X
′′)
= (a13 + a23)N.
This way of reasoning works for the general case. There are some issues which
might be somewhat surprising. The first is that expressions (1.9) can always be
evaluated by computing expectations inside the logarithm, provided one keeps
some fairly trivial restrictions on the λi. Secondly, it is not entirely evident why
(and to which extent) these restrictions finally always lead to tree structure. It
is also interesting that the system always chooses from the many GREMs which
can be obtained by coarse-grainings the one with minimal free energy; a similar
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behavior had already been observed for the GREM itself, cfr. [6].
The variational problem for the free energy of the non hierarchical GREMs as
in Theorem 1.1 can be solved explicitely through a simple procedure, yielding a
strictly increasing sequence of subsets A0
def
= ∅ ⊂ A1 ⊂ A2 ⊂ ... ⊂ AK = I and
parameters β0
def
= 0 < β1 < β2 < ... < βK <∞ by recursion. Let us first write, for
A ⊂ I = {1, . . . , n},
α(A)
def=
∑
J∈PA
aJ , γ(A)
def=
∑
i∈A
γi.
For B ⊂ A let
ρ(B,A)
def=
√
2 log 2
γ(A)− γ(B)
α(A)− α(B) , ρˆ(B)
def= min
A:A⊃B,A6=B
ρ(B,A).
Assume that ∅ ⊂ A1 ⊂ A2 ⊂ ... ⊂ Ak and 0 < β1 < β2 < ... < βk are constructed
such that the following conditions are satisfied:
C1(k) βj = ρˆ (Aj−1) , j ≤ k, and
C2(k) For j ≤ k and any A ⊃ Aj−1 which satisfies βj = ρ (Aj−1, A) one has A ⊂ Aj,
i.e. Aj is maximal with βj = ρ (Aj−1, Aj) .
This ”algorithmic construction” stops after K steps, where K is simply given by
the relation AK = I. The extremal chain is then given by T = {A1, . . . , AK}.
Moreover, the sequence {β1, . . . , βK} corresponds to the inverse of temperatures
where phase transitions at the level of the free energy occur:
Proposition 1.2. With the above notations, the free energy of the non hierarchical
GREM is given by
f (β) = β
k∑
i=1
βi [α(Ai)− α(Ai−1)]− γ(Ak) log 2 + β
2
2
(1− α(Ak)) (1.15)
for βk ≤ β ≤ βk+1.
1.1.2. The Gibbs measure of the non hierarchical GREM. To address
the issue of the Gibbs measure we need to construct an infrastructure allowing in
the end to attach marks to a Point Process with the random mechanism which
governs the marks being independent of the Point Process itself. As curious as it
may sound, this is one of the astonishing predictions of the Parisi Theory.
Let X be a locally compact space with countable base (lccb for short). We write
M(X) for the set of Radon measures, and Mp(X) for the subset of pure point
measures. We also write X(2) for the set of two-element subsets of X. Clearly,
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X(2) is a lccb, too [we can identify it for instance with (X2 \D)/ ∼ , where D is
the diagonal {(x, x) : x ∈ X} and (x, y) ∼ (y, x)]. We write pi for the projection
(X2 \D)→ X(2).
Any Radon measure µ on X induces a Radon measure µ(2) on X(2) by first taking
the product measure µ × µ on X2, restrict it to the complement of the diagonal,
and project it onX(2). We write ψ :M(X)→M(X) for this mapping. The image
of a pure point measure is clearly a pure point measure. Also, if K is a compact
subset of X, then ρK : M(X) → M(K) is given by restricting µ ∈ M(X) to
K. This transforms pure point measures in pure point measures, of course. For
compact K and µ ∈ M(K), the total mass |µ| of µ is finite. If µ ∈ Mp(K), this
is just the number of points of the point measure µ. [It is easy to see that ψ is
continuous in the vague topology. For this, consider a continuous function with
bounded support f : X(2) → R. Then f ◦ pi has compact support on (X2 \ D)
and therefore, we can extend it (by 0) to a function of compact support on X2,
which we still write as f ◦ pi. Assume µn → µ vaguely, for µn, µ ∈ M(X). Then
limn→∞
∫
fdµ
(2)
N = limn→∞
∫
f ◦ pidµn =
∫
fdµ(2).]
Let F be a finite set (this suffices for our purposes). If Y is a lccb, we define
Mmp(Y × F ) to be the subset of Mp(Y × F ) consisting of measures with the
property that its marginal on Y is in Mp(Y ). In other words, the measures in
Mmp(Y × F ) are of the form∑
i
δ{yi,ai}, yi ∈ Y, ai ∈ F
where the yi are all distinct, and {yi} is locally finite. It is clear thatMmp(Y ×F )
is a measurable subset of M(Y × F ). Weak convergence of probability measures
on Mmp(Y × F ) refers to weak convergence of their extensions to M(Y × F ).
If K ⊂ Y is a compact subset, then we set ρˆK :Mmp(Y × F )→Mmp(K × F ) by
taking the restriction. It is clear that any probability measure P onMmp(Y ×F )
is uniquely determined by the family Ppˆi−1K , K compact in Y . Furthermore, for any
consistent family of such probability measures PK onMmp(K×F ), K ⊂⊂ Y , there
is a unique probability measure P onMmp(Y ×F ) with Ppˆi−1K = PK . Consistency
means that for K ⊂ K ′ one has P ′K pˆi−1K′,K = PK , where piK′,K : Mmp(K ′ × F ) →
Mmp(K×F ). This follows easily from Kolmogoroff’s Theorem. It suffices to have
the PK consistently defined for a sequence of compacta (Kn) with Kn ↑ Y .
Let N(2) def= {(i, j) : i, j ∈ N, i < i}. We consider probability measures Q on
FN
(2)
which have the property that they are invariant under finite permutations:
a permutation s : N → N which leaves all the number except finitely many fixed
induces a mapping φs : F
N(2) → FN(2) in a natural way. We call Q invariant if it is
1.1. INTRODUCTION OF THE MODEL AND MAIN RESULTS 9
invariant under all such φs.
Given a sequence of distinct points x = (x1, . . . , xN) in some compact set K, and
f = (fij, 1 ≤ i < j ≤ N), fij ∈ F , we put
L(x, f)
def=
∑
i<j
δxi,xj ,fij ∈Mmp(K(2) × F ).
For fixed x, this defines a mapping L(x, ·) : F Nˆ → Mmp(K(2) × F ), where
Nˆ
def= {(i, j) : 1 ≤ i < j ≤ N}. Given an invariant Q on FN(2) , N ∈ N, we
write QN for its restriction on F
Nˆ . The QNL(x, ·)−1 is a probability measure on
Mmp(K(2) × F ), depending still on N and x. We denote it by Π(N,x; ·). By the
invariance property of Q, it only depends on the set {x1, . . . , xN} (or on
∑
δxi).
Therefore, for fixed N, Π(N, ·; ·) is a Markov Kernel from Mp,N(K) def= {µ ∈
Mp,N(K) : |µ| = N} to Mmp(K(2) × F ).
With X lccb, and P a probability onMp(X), we choose compacts (Kn) with Kn ↑
X. We also write Pn
def= Pρ−1Kn onMp(Kn). Then we define Pˆn onMmp(K(2)n ×F )
by
Pˆn
def=
∫
Pn(dµ)Π(|µ|, µ; ·).
This satisfies the above required consistency property, and therefore gives rise to
a probability measure onMmp(X(2)×F ), which evidently does not depend on the
sequence (Kn) chosen, and is denoted by P uQ.
We specify F further, by choosing it to be the set, 2I , of subsets of the finite set
I = {1, . . . , n}. We write Gβ,N(σ) def= Z−1N (β) exp
[
βXσ
]
for the quenched Gibbs
measure; with T = (A0, A1, . . . , AK) the extremal chain from Theorem 1.1, and
m = 1, . . . , K − 1, we denote by T(m) def= (A0, . . . , Am−1, Am) the chain restricted
to the first ”m-levels”. For σ, σ′ ∈ ΣN we define the overlap with values in 2I to
be the subset where they agree: q(σ, σ′) def= {i ∈ I : σi = σ′i}. A fixed realization of
the Hamiltonian induces an element of Mmp
(
(R+)(2) × 2I
)
by setting∑
σ,σ′
δ{GN,β(σ),GN,β(σ′);q(σ,σ′)}.
We denote by ΞN,β its distribution under P. under Ξ(m)N,β we understand the law
of the element ofMmp
(
(R+)(2)× 2Am
)
induced by the mth-marginal of the Gibbs
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measure, the latter being the collection of points
G(m)β,N(τ) def=
∑
σ∈ΣN :σAm=τ
Gβ,N(σ), τ ∈ ΣN,Am .
We now recall the basic construction of the coalescent on N introduced in [5]. This
is a continuous time Markov process (ψt, t ≥ 0) taking values in the compact set
of partitions on N. We call a partition C finer than D, in notation C  D provided
that the sets of D are unions of the sets of C. The process (ψt, t ≥ 0) has the
following properties
• If t ≥ s then ψs  ψt.
• The law of (ψt, t ≥ 0) is invariant under permutations.
• ψ0 = 2N.
We denote the equivalence relation associated with ψt by ∼t. Given this coales-
cent, a sequence t = (t0, . . . , tK) of times t0 = 0 < t1 < t2 · · · < tK−1 < tK = ∞,
and a chain T as above, we attach to each pair i < j of natural numbers randomly
the AK−m, 1 ≤ m ≤ K (and only these) where m def= min{l : i ∼tl j}. This defines
a law QT,t on (2
I)N
(2)
.
Before stating our main result, we stress once again that it is not possible to
extend the one-to-one correspondence between the non hierarchical models and
the GREMs to the finer properties of the systems, such as that of the Gibbs
measure, at least not in full generality; in fact, it turns out that the limiting
systems are genuinely ultrametric only provided some irreducibility conditions on
the hamiltonian are met, motivating the following definition:
Definition 1.3. We say that an hamiltonian is irreducible if the following holds:
I1) For every j = 1, . . . , K and A ( Aj \ Aj−1, ∃J ∈ PAj \ PA∪Aj−1 , J ′ ∈
PA∪Aj−1 \ PAj−1such that (J ∩ J ′) \ Aj−1 6= ∅,
I2) For all j = 2, . . . , K there exists s ∈ Aj−1 \Aj−2, J ∈ PAj \ PAj−1 such that
J 3 s.
(We will come back to these perhaps opaque conditions below.)
For a Poisson Point Process, PPP for short,
∑
δηi of density xt
−x−1dt on R+
for some x ∈ (0, 1), we understand by ∑ δηi the normalized process where ηi =
ηi/
∑
j ηj, and denote by Px its law.
Our main result is to determine the weak limits of the measures Ξβ,N and Ξ
(m)
β,N
describing at the same time the limiting (marginal) Gibbs distribution, and the
limiting overlap structure.
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Theorem 1.4. Let the irreducible hamiltonian be given, with chain T = (A0, A1, . . . , AK)
and associated sequence of phase transitions β = (β0, β1, . . . , βK). Define the times
through tj = log(xK/xK−j), xj = xj(β) = βj/β and set t = {t0, . . . , tK}.
a) (Low temperature) For β > βK,
lim
N→∞
ΞN,β = PxK uQT,t
weakly.
b) (Pure states) Let m < K and set t(m) = {t0, . . . , tm}. For β > βm
lim
N→∞
Ξ
(m)
N,β = Pxm uQT(m),t(m)
weakly.
According to Theorem 1.4, the only possible ”marks” in the N →∞ limit are the
ones from the chain T. This is the onset ultrametricity.
Remark also that the hierarchical structure does not enter into the law PxK of
the limiting Gibbs weights, which is even independent of the overlaps. As for
the β-dependence of these objects, there is only a slight difference showing up for
β strictly less than the last phase transition βK (claim b): in this regime, indi-
vidual configurations are negligible in the thermodynamical limit, and in order
to catch a ”macroscopic” weight, we have to lump together exponentially many
of the σ’s. We can achieve this by simply taking the collections of pure states
Eτ
def= {σ ∈ ΣN : σAm = τ} where τ ∈ ΣN,Am . The Gibbs weights G(m)β,N(Eτ ) of
these disjoint sets remain macroscopic in the limit. Lastly, remark that there is
no transition for β ↑ ∞ in the behavior of the marginal.
We next explain heuristically the irreducibility conditions.
Condition I1 and suppression of structures.
We consider here three models with limiting free energy of a REM, which never-
theless display strikingly different microscopic behavior.
a) First we take a GREM with two branches (the prototypical example of a priori
hierarchical model) and thus P = {{1}, {1, 2}} with parameters chosen so that the
chain is T = {1, 2}. It is not difficult to see that there exist constants aN,1 and aN,2
growing linearly with the size of the system such that (putting aN = aN,1 + aN,2)
the collection of points (Xσ − aN ; σ ∈ ΣN ) converges to a Poisson point process.
In some sense, the random variables X{1}σ1 and X
{1,2}
σ1,σ2 are somehow lumped together.
On a rigorous level, things are quite trivial, since one can fully exploit the a
priori hierarchical structure, be it through a Laplace transform [4] or a Moment
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Generating [6] approach. None of these carry over when the system lacks a priori
hierarchical organization, the somewhat default situation for spin glasses of the
form (1.1). There is however a simple feature which does; consider
Ω{1}
def=
{
∃ σ, τ ∈ ΣN : X{1}σ1 , X{1}τ1 ≈ aN,1, X{1,2}σ1,σ2 , X{1,2}τ1,τ2 ≈ aN,2, q(σ, τ) = {1}
}
(1.16)
The point here is that the P-probability of the event Ω{1} is in the limit N → ∞
vanishing. This also holds if we require q(σ, τ) = {2}. Inside the (unique) level of
the tree no particular structure is present: either relevant configurations differ on
both spins (in which case the associated random variables Xσ, Xτ are independent)
or they coincide. This explains the REM-like behavior.
b) Consider the hamiltonian on P = {{1}, {2}, {1, 2}} with T = {1, 2}. For finite
N , no particular organization is present. Yet, exactly as in case a), for N large
enough and on a set of P-probability close to one, given two relevant configurations
σ, τ ∈ ΣN , σ1 = τ1 implies σ2 = τ2 and the other way around: this kind of non
hierarchical dependencies is also suppressed. The overlap is either maximal or the
empty set. This is not always the case.
c) For P = {{1}, {2}} with T = {1, 2}, the above considerations break down:
with non vanishing probability, one can find relevant σ, τ, τ ′ ∈ ΣN such that
q(σ, τ) = {1} and q(σ, τ ′) = {2}, showing that this kind of non hierarchical depen-
dencies cannot be suppressed. This is in some sense due to the ”missing bond”
linking the two indeces. Although it does not prevent the system to display some
kind of clustering on the level of the free energy, it does have a dramatic impact on
the behavior of the Gibbs measure, and in fact, such a system cannot be described
in the limit by Ruelle’s probability cascades.
Condition I2 and propagation along the tree.
d) Consider a two-levels GREM as in a) but underlying parameters chosen in such
a way that T =
{{1}, {1, 2}}. This time it is easy to see that the probability that
there exist relevant configurations σ, τ ∈ ΣN such that q(σ, τ) = 2 is vanishing,
but not if we require q(σ, τ) = 1: given that σ, τ ∈ ΣN coincide on the second
index (σ2 = τ2) then automatically on the first as well, in which case the two
configurations coincide. The situation is fully analogous in the non hierarchical
model of case b) but parameters tuned in so that that T =
{{1}, {1, 2}}.
e) Finally, let P = {{1}, {2}, {2, 3}} and T = {{1}, {1, 2, 3}}. In this case, also
on the finer level there is clustering on the second level (e.g. σ2 = τ2 implies
σ3 = τ3), but it is not true that σ2 = τ2 implies σ1 = τ1 nor σ3 = τ3 implies
σ1 = τ1. Intuitively, the lack of a ”linking bond” from the second branch to the
first prevents the coincidence of the spins indexed by A2 to propagate ”upwards”
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to the spins indexed by A1.
The above considerations on the irreducibility conditions already contain some of
the crucial ideas for the proof to Theorem 1.4, which we now sketch for the read-
ers convenience. In words, the strategy is essentially that of a pointwise analog
of the Second Moment Method, enabling to single out with relatively little effort
ultrametric configurations as the only possible winners of the energy/entropy com-
petition. Restricted to the particular sub-class of hierarchical models (GREM), the
point of view taken here provides quite an alternative solution to that presented
in [6], and additionally clarifies the mechanism pertaining to the coarsening of the
initial, a priori ultrametric.
We emphasize that we think of the irreducible spin glass (Xσ;σ ∈ ΣN ) with associ-
ated chain T = (A0, A1, . . . , AK) as being given. Unless otherwise stated, any claim
will refer to this hamiltonian. Regrettably, we still need an arsenal of notational
conventions.
Generalities. For τ ∈ ΣN,J , and J ′ ⊂ J we write τJ ′ for the projected configuration
(τj ; j ∈ J ′). For j = 1 . . . K we write
∆j
def= α(Aj)− α(Aj−1), Gj def= γ(Aj)− γ(Aj−1),
and for a subset A ( Aj \ Aj−1,
P̂A,j def= PA∪Aj−1 \ PAj−1 , P̂cA,j def= PAj \ P̂A∪Aj−1 , α̂j(A) def= α(A ∪ Aj−1)− α(Aj−1)
as well as α̂cj(A)
def= ∆j − α̂j(A). An important roˆle in the whole analysis is played
by the constants
aN,j(A)
def= βjα̂j(A)N − 1
2βj
logN +
1
βj
log βj
√
2piα̂j(A), aN,j
def= aN,j(Aj \ Aj−1).
For a multi-index i
def= (i1, . . . , ij) ∈ Nj and k < j, we write ik = (i1, . . . , ik) for its
restriction to the first k indeces.
Random variables. By (YJ , J ∈ P) we denote a family of independent centered
gaussians, E
(
Y 2J
)
= aJ , and shorten notations by setting
Yj
def=
∑
J∈PAj \PAj−1
YJ , Y j
def=
√
NYj − aN,j, Ŷj def=
∑
l=1,...,j
Y l,
Yj,A
def=
∑
J∈ bPA,j
YJ , Y
c
j,A
def=
∑
J∈ bPcA,j
YJ .
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By (ZJ) we denote an independent copy, with same distribution as the Y
′s, and
write in full analogy Zj,A, Z
c
j,A, Zj, Ẑj.
For σ ∈ ΣN,Aj we write σ = (σ(1), . . . , σ(j)) with σ(k) = (σi; i ∈ Ak \ Ak−1) and
Xσ =
K∑
j=1
Xσ(1),...,σ(j), Xσ(1),...,σ(j)
def
=
∑
J∈PAj \PAj−1
XJσJ
Xσ(1),...,σ(j)
def= Xσ(1),...,σ(j) − aN,j, X̂σ(1),...,σ(j) def=
j∑
l=1
Xσ(1),...,σ(l).
Critical subsets. According to the construction of the chain T, there may exist
strict subsets A ( Aj \ Aj−1 for some j = 1, . . . , K such that
ρ(Aj−1, A ∪ Aj−1) = βj
(
that is γ(Aj)− γ(Aj−1 ∪ A)
/
α̂j(A) = β
2
j
/
2 log 2
)
,
in which case we call the subsets critical.
Ultrametricity. We say that σ, τ ∈ ΣN,Aj (for some j = 1, . . . , k) form a non
ultrametric couple if there exists k = 1, . . . , j and s ∈ Ak \Ak−1 such that σs = τs
but σAk 6= τAk (i.e. for some r ∈ Ak it still holds σr 6= τr).
Constants. We denote by const a strictly positive constant, not necessarily the
same at different occurences. For X, Y > 0 we write X . Y if X ≤ const×Y (for
sequences: XN . YN stands for XN ≤ const× YN for N ≥ No for some No ∈ N).
For the proof of Theorem 1.4 it will be of crucial importance to obtain a good
control of the energy levels: For given j = 1, . . . , K, consider the collection(
X̂σ(1),...,σ(j);σ ∈ ΣN,Aj
)
,
the process of the energy levels corresponding then to the choice j = K. A fixed
realization induces an element NN,j ∈Mmp
(
R(2) × 2Aj) by taking∑
σ,τ∈ΣN,Aj
δ{ bXσ(1),...,σ(j), bXτ(1),...,τ(j);q(σ,τ)}.
We denote by X̂N,j its law.
We will have to consider a number of objects, usually obtained from the process of
the energy levels through a truncation procedure, in which case it is notationally
more convenient to think of the new process as living not on the original space of
configurations but rather on a random subset. As a first, illustrative example, let us
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consider ΣN,Aj and retain its configurations σ only such that Xσ(1),...,σ(k) ∈ [−R,R]
for some R > 0 and every k ≤ j. This generates a random space of configurations
which we then call ΣRN,Aj . A fixed realization
(
X̂σ(1),...,σ(j); σ ∈ ΣRN,Aj
)
, that is(
X̂σ(1),...,σ(j); σ ∈ ΣN,Aj ,∀ k ≤ j Xσ(1),...,σ(k) ∈ [−R,R]
)
,
induces naturally an element NRN,j ∈Mmp(R(2)× 2Aj) whose law is denoted X̂RN,j.
As a preliminary motivation to the thinning comes the following:
Proposition 1.5. Let M ⊂ R be a bounded real subset. To  > 0 there exists
finite R and No = No() such that
P
[
∃τ ∈ ΣN,Aj \ ΣRN,Aj : X̂τ(1),...,τ(j) ∈M
]
≤ .
for N ≥ No.
Since weak convergence of X̂N,j is equivalent to convergence of the finite dimen-
sional distributions, the Proposition 1.5 is quite useful. To see this, consider a
finite subset J ⊂ N, a set of overlaps Q ⊂ 2I , as well as a finite collection of
bounded real intervals M. To  > 0 we may find R large enough such that∣∣∣∣∣P[NN,j(m,m′; q) = k, for m,m′ ∈M, q ∈ Q, k ∈ J ]
− P
[
NRN,j(m,m′; q) = k, for m,m′ ∈M, q ∈ Q, k ∈ J
]∣∣∣∣∣
≤ P
[
∃τ ∈ ΣN,Aj \ ΣRN,Aj : X̂τ(1),...,τ(j) ∈
⋃
m∈M
m
]
≤ .
(1.17)
Therefore, in order to study the weak limit of NN,j, it suffices to study the weak
limit of NRN,j, the process defined on the thinned space ΣRN,Aj .
We proceed to further thinnings.
The first is by means of a truncation procedure which is innerly related to condition
I1, cfr. Remark 1.10 below. For ε1 > 0, k = 1, . . . , j and critical subset A (
Ak \ Ak−1 we say that T1(σ, k, A, ε1) holds if
1
α̂k(A)
∑
J∈ bPA,k
XJσJ −
1
α̂ck(A)
∑
J∈ bPcA,k
XJσJ ≤ −ε1
√
N.
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To simplify notations we may also say that T1(ε1) holds, tacitly understanding that it
holds for all critical subsets. Moreover, for ε2 > 0, k = 1, . . . , j and (critical and non
critical) subsets A ( Ak \Ak−1 such that α̂k(A) > 0, we say that T2(σ, k,A, ε2) holds if∑
J∈ bPA,k
XJσJ ≤ βkα̂k(A)(1 + ε2)N.
Again, T2(ε2) holds, if it holds for all possible subsets. The random space obtained
by retaining those σ ∈ ΣRN,Aj only such that T1(ε1) and T2(ε2) hold is denoted by
ΣR,ε1,ε2N,Aj . We also introduce the process N
R,ε1,ε2
N,j ∈Mmp
(
R(2) × 2Aj) naturally induced
by the collection (X̂σ(1),...,σ(j);σ ∈ ΣR,ε1,ε2N,Aj ) and denote by X̂
R,ε1,ε2
N,j its law.
Proposition 1.6. Let R, ε2 > 0. Then, limε1↓0 limN↑∞ P
[
ΣRN,Aj \ Σ
R,ε1,ε2
N,Aj
6= ∅
]
= 0.
This result has an important consequence. We first write
NRN,j = NR,ε1,ε2N,j + (NRN,j −NR,ε1,ε2N,j ),
and assume for the time being that X̂R,ε1,ε2N,j converges for N →∞ to a weak limit. Since{(NRN,j −NR,εN,j )(R,R; ∅) > 0} ⊂ {ΣRN,Aj \ ΣR,ε1,ε2N,Aj 6= ∅},
Proposition 1.6 implies that the weak limit should not depend on ε2, with the con-
tribution of the process (NRN,j − NR,ε1,ε2N,j ) being asymptotically irrelevant. Assuming
furthermore that the weak limit behaves well in ε1 (we will make this precise) it must
be that limN↑∞ X̂RN,j = limε1↓0 limN↑∞ X̂
R,ε1,ε2
N,j .
The above considerations are indeed correct: for ε2 > 0 ”small enough” the law X̂
R,ε1,ε2
N,j
does converge weakly to a well behaved limit. (Here and in what follows ”small enough”
means that there exists strictly positive ε2 depending on the underlying parameters only,
cfr. (1.49) and (1.53) below, such that for ε2 < ε2 weak convergence holds.)
We next describe the weak limit. Consider a PP (xi; i ∈ Nj) where xi = x1i1 + · · ·+ x
j
ij
with the following properties:
• For l = 1, . . . , j and multi-index il−1, the point process (xlil−1,il ; il ∈ N) is poisso-
nian with density Cl,ε1 · βle−βltdt on [−R,R] and 0 otherwise.
• The xl are independent for different l.
• (xlil−1,il ; il ∈ N) are independent for different il−1.
• If Al \Al−1 contains no critical subsets, then Cl,ε1 = 1. Otherwise
Cl,ε1 = P
[{
Yl,A
α̂l(A)
− Y
c
l,A
α̂cl (A)
≤ −ε1
}
∀A ( Al \Al−1, A is critical
]
.
Given two points xi and xi′ , we define their overlap qi,i′ to be Am where m = max
{
l ≤
j : il = i′l
}
. A fixed realization of the PP induces naturally an element NR,ε1j ∈
Mmp
(
R(2) × 2Aj) whose law is denoted XR,ε1j .
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Proposition 1.7. For ε1 > 0 and small enough ε2 > 0, limN→∞ X̂
R,ε1,ε2
j,N = X̂
R,ε1
j
weakly.
A crucial ingredient in the proof of Proposition 1.7 is the following
Proposition 1.8. For ε1 > 0 and small enough ε2 > 0,
lim
N→∞
P
[
∃ non ultrametric couples in ΣR,ε1,ε2N,Aj
]
= 0.
We sketch the strategy of the proof of these two results. As for Proposition 1.8, we
show in a first step that on a set of probability subexponentially close (in the size of
the system) to unity, for two configurations σ, τ ∈ ΣR,ε1,ε2N,Aj , coincidence of spins on some
index i ∈ Ak \Ak−1 (for some k = 1, . . . , j) implies that σr = τr for all r ∈ Ak \Ak−1. In
a second step we show that coincidence of spins on the level Ak \Ak−1 propagates back-
ward to the root: on a set of probability arbitrarily close to unity, given σ, τ ∈ ΣR,ε1,ε2N,Aj
such that σ(k) = τ(k), then automatically σ(i) = τ(i) for all i = 1, . . . , k. Putting these
two steps together we see that the overlap of two configurations on ΣR,ε1,ε2N,Aj must belong
to the chain Tj = {∅, A1, . . . , Aj}.
The main idea in the proof of Proposition 1.7 is to work inductively on the level j,
thereby exploiting the properties of the point processes involved in the limiting picture.
These are such that once we know what happens on level j − 1 (the distribution on
the real axis of the points x1i1 + · · · + x
j−1
i1,...,ij−1 , as well as their overlap structure) the
”full process” is obtained by adding random points independently: no matter what
the (hierarchical) overlap structure, given k ∈ N multi-indeces i1, . . . , ik ∈ Nj−1, and
B1, . . . , Bk ⊂ (−R,R), we have the following equality in distribution(∑
l∈N
δ
xj
i1,l
(B1), . . . ,
∑
l∈N
δ
xj
ik,l
(Bk)
)
(d)
=
(
V1, . . . , Vk
)
(1.18)
with the random variables Vr, r = 1, . . . , k being independent, Poisson-distributed of
parameters µε1(Br)
def=
∫
Br
Cj,ε1βje
−βjtdt. Clearly, the problem of computing a given
finite dimensional distribution of the limiting process X̂R,ε1j can be brought back (by
conditioning) to the problem of computing the distribution of a random vector such as
(1.18). As for the finite N system, Proposition 1.8 allows to rule out, on every level,
events not satisfying ultrametricity. So, the main task will be to prove that, for given
family of reference configurations σ1, . . . , σk ∈ ΣN,Aj−1 with a certain overlap structure
q(σr, σt) ∈ {∅, . . . , Aj−1}, and r, s = 1, . . . , k the distribution of the random vector (1)∑ δXσ(1),...,σ(j)(B1), . . . , (k)∑ δXσ(1),...,σ(j)(Bk)
 (1.19)
(with the sum in the rth-term running over those σ ∈ ΣN,Aj such that σAj−1 = σr and
conditions T1(ε1) satisfied for all critical subsets in Aj \ Aj−1 and T2(ε2) satisfied for
all non-critical subsets) is approximately multivariate Poisson, cfr. (1.18). To prove
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this, we will resort to the Chen-Stein method, a particularly efficient tool in Poisson
approximation.
Theorem 1.9. Let X̂j be the law of the process on Mmp(R(2) × 2Aj ) naturally induced
by a PP (yi, i ∈ Nj) with the following properties: for l = 1, . . . , j and multi-index il−1,
the point process (ylil−1,il ; il ∈ N) is poissonian with density Cl · βle−βltdt on R; the yl
are independent for different l; (ylil−1,il ; il ∈ N) are independent for different il−1; if
Al \Al−1 contains no critical subsets, then Cl = 1. Otherwise
Cl = P
[{
Yl,A
α̂l(A)
− Y
c
l,A
α̂cl (A)
≤ 0
}
∀A ( Al \Al−1, A is critical
]
.
The following then holds:
i) X̂j,N converges weakly to X̂j.
ii) The point process of extremes
∑
σ∈ΣN,Aj δ bXσ(1),...,σ(j) converges weakly to the point
process
∑
i1,...,ij∈N δy1i1+...y
j
i1,...,ij
.
Proof. According to (1.17), the finite dimensional distributions of X̂j,N can be
approximated up to arbitrarily small error by the finite dimensional distributions of X̂Rj,N .
By the considerations following Proposition 1.6, the finite dimensional distribution of the
latter can be approximated by the finite dimensional distributions of X̂R,ε1,ε2j,N (up to an
error term which vanishes in the limit N →∞, ε1 → 0). But X̂R,ε1,ε2j,N converges weakly,
at least for small enough ε2, to X̂
R,ε1
j and so do the finite dimensional distributions.
Quite plainly, limR↑∞ limε1↓0 X̂
R,ε1
j = X̂j . This settles claim i), which then automatically
implies ii).
Remark 1.10. The first irreducibility condition enters crucially in the truncation pro-
cedure, a feature which is inherited by the constants C. In fact, T1 makes sense only
provided I1 is satisfied, automatically ensuring that Cl > 0. We explain this directly on
the limiting constant: for critical A ( Al \Al−1, by simple properties of real numbers we
also have [
γ(Al)− γ(A ∪Al−1)
]/
α̂cl (A) = β
2
j
/
(2 log 2).
By I1 there exists J ∈ PAl \ PA∪Al−1 with J ∩ A 6= ∅, in which case α̂cl (A) > α̂l
(
Al \
(A∪Al−1)
)
. This implies that the relative complement Al \ (A∪Al−1) cannot be critical,[
γ(Al)− γ(A ∪Al−1)
]/
α̂l
(
Al \ (A ∪Al−1)
)
> β2j
/
2 log 2.
To further clarify, consider the example Xσ = X
{1}
σ1 +X
{2}
σ2 with parameters a1 = a2 =
γ1 = γ2 = 1/2. The associated chain is then T = {Ao = ∅, A1 = {1, 2}} and both subsets
{1}, {2} are critical. Evidently, C1 does not hold. Also, condition T1 is (to given ε)
meaningless since it is fulfilled by those σ ∈ ΣN such that X{1}σ1 −X{2}σ2 ≤ −ε
√
N and
simultaneously X{2}σ2 −X{1}σ1 ≤ −ε
√
N : there is no such configuration.
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Remark 1.11. There is an interesting interpretation of the critical constants for the
case of the GREM. To see this, consider on an additional probability space (Ω˜, F˜ , P˜) a
Brownian Bridge (B(t), 0 ≤ t ≤ 1), starting and ending in 0. The a priori hierarchical
structure of the GREM determines in some sense a particular ”time arrow”, reflected
in the nestling of the critical subset, Acrit1 ( Acrit2 , . . . , Acritj ( Al \ Al−1. Defining the
”times” sr = α̂l(Acritr ), for r = 1, . . . , j one can show that the critical constants are
given by Cl = P˜
[
B(s1) ≤ 0, . . . ,B(sj) ≤ 0
]
. This is by no means fortuitous; there is in
fact a tight link between the issues addressed in this work and those related to precise
second-order corrections of the maximal displacement of branching brownian motion [7].
Contrary to the GREM, there is no ”Brownian bridge representation” of the critical
constants for genuinely non hierarchical hamiltonians.
So far we have addressed the issue from the point of view of the energy levels only, with
the implicit motivation that Gibbs measure is after all a ”functional” of the latter; so
what one still needs are some kind of ”compactness arguments”, which we next describe.
The next Proposition is valid in the range β ∈ (βm, βm+1) for arbitrary m = 1, . . . ,K.
Proposition 1.12. Let  > 0. There exists C > 0 such that for large enough N it holds
P
[Gβ,N (∃j ≤ m : Xσ(1),...,σ(j) /∈ (−C,C)) ≥ ] ≤ .
An important ingredient in the proof of Proposition 1.12 is Lemma 1.13 below, whose
motivation goes as follows: according to the limiting free energy in the range βm <
β < βm+1 for m strictly less than K, a partial structure only has emerged. A portion
of the system is frozen and displays hierarchical organization (the collection of points
given by X̂σ(1),...,σ(m), σ ∈ ΣN,Am), with the crucial property that relevant configurations
coincide up to a certain level i = 0, . . . ,m of the chain, and then differ overall on the
levels i + 1, . . . ,m. For m + 1, . . . ,K (corresponding to the portion of the system in
high-temperature) there is no such geometrical structure; however, this does not have a
dramatic impact on the global properties of the system, mainly because the fluctuations
of the involved random variables are in the limit N →∞ negligible. To be more precise,
fix σ ∈ ΣN,Am and set
Zσ
def=
∑
τ∈ΣN :τAm=σ
exp
[
β
(
Xτ(1),...,τ(m+1) + · · ·+Xτ(1),...,τ(K)
)]
.
Lemma 1.13. Let βm < β < βm+1. There exist constants δ1, δ2 ∈ (0, 1) such that
P
[∣∣∣ log ZσE[Zσ]
∣∣∣ ≥ N−δ1] . exp [−N δ2] .
The rest of the chapter is devoted to the proofs of the main results. In Section 1.2 we
prove Theorem 1.1: in a first step, Section 1.2.1, we obtain the limiting free energy of
the non hierarchical GREMs in terms of a variational principle, which we then solve
in Section 1.2.2. We then address in Section 1.3 the Gibbs measure. Proposition 1.5
is proved in Section 1.3.1, Proposition 1.6 is proved in section 1.3.2 while Proposition
1.8 is proved in Section 1.3.3. This allows then to tackle the proof of Proposition 1.7,
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which is given in Section 1.3.4. In Section 1.3.5 we give the proof of Lemma 1.13 and
Proposition 1.3. Finally, we Theorem 1.4 is proved in Section 1.3.5.
1.2. Free energy of the non hierarchical GREM, Proofs
1.2.1. SecondMoment estimates. We fix some notations: If (aN )N∈N and (bN )N∈N
are two sequences of positive real numbers, we write aN  bN if for all ε > 0 there exists
N0 (ε) ∈ N such that
e−εNbN ≤ aN ≤ e−εNbN
for N ≥ N0. We also write aN  bN if for some δ > 0, one has aN ≤ bNe−δN , again
for large enough N. In that case, we also write aN = Ω(bN ) . The same notations are
used in the case of sequences of random variables, just meaning that the relations hold
almost surely (and therefore N0 may depend on ω). For A ⊂ I, (not necessarily in P),
we set
γ (A) def=
∑
i∈A
γi, α (A)
def=
∑
J∈PA
aA.
We rewrite FN in terms of energy levels. For a collection λ =(λJ)J∈P , λJ ∈ R, and
A ⊂ I, we set
NN,A (λ) def= #
{
σ ∈ ΣN,A : XJσJ ≥ λJN, ∀J ∈ PA
}
,
NN (λ) def= NN,I (λ) .
Clearly
{NN,A (λ) = 0} ⊂ {NN (λ) = 0} . (1.20)
We express FN in terms of the NN (λ):
FN (β) =
1
N
log 2−N (βN)|P|
∫
RP
dλNN (λ)
∏
J∈P
eβ λJN
=
1
N
log
∫
RP
dλNN (λ)
∏
J∈P
eβ λJN − log 2 +O
(
logN
N
)
. (1.21)
We first want to take out the λ for which NN (λ) = 0 for large N. As these are integer
valued random variables, it is clear that ENN (λ)  1 implies NN (λ) = 0 for large
enough N, almost surely. It however turns out, that this condition is not sufficient for
our purpose, but remark that if for some A ⊂ I, one has ENN,A (λ) 1, then by (1.20),
one has NN (λ) = 0 for large enough N as well.
Lemma 1.14. a) For any λ ∈ RP and A ⊂ I we have
ENN,A (λ)  2γ(A)N exp
− ∑
J∈PA
(
λ+J
)2
2aJ
N
 ,
where λ+J
def= max (λJ , 0) .
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b) There exists C > 0 such that
ENN (λ) ≤ C2N exp
[
−
∑
J∈P
(
λ+J
)2
2aJ
N
]
for all λ ∈ RP , and all N.
c) Let λ ∈ RP . If for some A ⊂ I one has∑
J∈PA
(
λ+J
)2
2aJ
> γ (A) log 2.
then P (NN (λ) 6= 0) 1, and in particular NN (λ) = 0 for large enough N, almost
surely.
Proof. a) and b) follow by standard Gaussian tail estimates, and in case c), by
(1.20) we have
P (NN (λ) 6= 0) ≤ P (NN,A (λ) 6= 0) ≤ ENN,A (λ)
which proves c).
Let
∆ def=
{
λ ∈ RP :
∑
J∈PA
(
λ+J
)2
2aJ
≤ γ (A) log 2, ∀A ⊂ I
}
,
∆+ def= {λ ∈ ∆ : λJ ≥ 0, ∀J ∈ P} .
Lemma 1.15. If λ ∈ int∆ then
NN (λ)  ENN (λ)  exp
[
N
(
log 2−
∑
J∈P
(
λ+J
)2
/2aJ
)]
(1.22)
Proof. The second relation is Lemma 1.14 a). For the proof of the first, it suffices
to show that λ ∈ int∆ implies
varNN (λ) (ENN (λ))2 . (1.23)
In fact, from (1.23), Tchebyshev inequality and the Borel-Cantelli Lemma immediately
imply (1.22).
We abbreviate P
(
XJσJ ≥ NλJ
)
by pJ (N) (λ is kept fixed through this proof). With this
notation ENN (λ) = 2N
∏
J∈P pJ (N) .
ENN (λ)2 =
∑
σ,σ′∈ΣN
∏
J∈P
P
(
XJσJ ≥ NλJ , XJσ′J ≥ NλJ
)
=
∑
A⊂I
∑
(σ,σ′)∈ΛA
∏
J∈P
P
(
XJσJ ≥ NλJ , XJσ′J ≥ NλJ
)
=
∑
A⊂I
|ΛA (N)|
∏
J∈PA
pJ (N)
∏
J∈P\PA
pJ (N)
2 .
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where ΛA (N) consists of those pairs (σ, σ′) which agree on A and disagree on I\A. For
A = ∅, 22N − |Λ∅ (N)|  22N , and therefore
varNN (λ) =
∑
A6=∅
|ΛA (N)|
∏
J∈PA
pJ (N)
∏
J∈P\PA
pJ (N)
2 +Ω
(
(ENN (λ))2
)
.
|ΛA (N)| = 2γ(A)N
∏
i/∈A 2
γiN
(
2γiN − 1) = 22N2−γ(A)N +Ω(|ΛA (N)|) .
As by assumption
2−γ(A)N 
∏
J∈PA
pJ (N)  exp
[
−
∑
J∈PA
(
λ+J
)2
2aJ
N
]
, A 6= ∅,
we have for any A 6= ∅
|ΛA (N)|
∏
J∈PA
pJ (N)
∏
J∈P\PA
pJ (N)
2  22N
∏
J∈P
pJ (N)
2 ,
proving varNN (λ) (ENN (λ))2 .
Let
ψ (λ, β) def=
∑
J∈P
(
βλJ − λ
2
J
2aJ
)
. (1.24)
Proposition 1.16. The free energy as defined in (1.5) exists and is given as
f (β) = sup
λ∈∆+
ψ (λ, β) . (1.25)
Proof. We show the lower bound for lim infN→∞ FN (β) , and the upper bound for
lim supN→∞ fN (β) . By the self-averaging property (3.29), this proves the statement.
We use the integral representation (1.21). If µ = (µJ) , ν = (νJ) satisfy µJ < νJ for all
J, we write
[µ, ν) def= {λ : µJ ≤ λJ < νJ , ∀J ∈ P} .
If [µ, ν) ⊂ ∆+, we have
lim inf
N→∞
FN (β) ≥ lim inf
N→∞
1
N
log
∫
[µ,ν)
dλNN (λ)
∏
J∈P
eβλJN
≥ lim inf
N→∞
1
N
logNN (ν)
∫
[µ,ν)
dλ
∏
J∈P
eβλJN
≥
∑
J
(
βµJ − ν
2
J
2aJ
)
.
As this holds for arbitrary [µ, ν) ⊂ ∆+, lim infN→∞ FN (β) ≥ supλ∈∆+ ψ (λ, β) follows.
For the upper bound, let ∆ε be an ε-neighborhood of ∆. From Lemma 1.14 c), we have
P
(
FN (β) 6= 1
N
log
∫
∆ε
dλNN (λ) eβ
P
J λJN
)
 1.
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and therefore ∣∣∣∣EFN (β)− 1N E log
∫
∆ε
dλNN (λ) eβ
P
J λJN
∣∣∣∣ 1.
By Jensen’s inequality and Lemma 1.14 b) we have
lim sup
N→∞
1
N
E log
∫
∆ε
dλNN (λ) eβ
P
J λJN
≤ lim sup
N→∞
1
N
log
∫
∆ε
dλENN (λ) eβ
P
J λJN
≤ lim sup
N→∞
1
N
log 2N
∫
∆ε
dλ exp
[
N
∑
J∈P
(
βλJ −
(
λ+J
)2
2aJ
)]
≤ sup
λ∈∆ε
ψ (λ, β) .
As ε > 0 is arbitrary, lim supN→∞ EFN (β) ≤ supλ∈∆+ ψ (λ, β) follows.
1.2.2. The optimization problem. We first discuss the special case of a GREM.
Therefore, we assume that the sets in P are nested, i.e. P = {J1, . . . , Jm} , where
∅ ⊂ J1 ⊂ . . . ⊂ Jm. If A ⊂ I, put lA def= max {l : Jl ⊂ A} . Evidently∑
J∈PA
λ2J
2aJ
≤ log 2 γ (A)
follows from
lA∑
i=1
λ2Ji
2aJi
≤ log 2 γ (JlA) .
Therefore, λ ∈ ∆+ is equivalent with
l∑
i=1
λ2Ji
2aJi
≤ log 2 γ (Jl) , 1 ≤ l ≤ m,
(and of course that all components are non-negative). Therefore we have proved
Lemma 1.17. Assume that P is nested as above. Then
f (β) = sup
{
ψ (λ, β) :
∑l
i=1
λ2Ji
2aJi
≤ log 2 γ (Jl) , 1 ≤ l ≤ m
}
.
This lemma proves that in our more general situation, for any chain T, the corresponding
GREM free energy is an upper bound.
Corollary 1.18. For any chain T we have
f (β) ≤ f (T, β) , β ≥ 0.
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Proof. For a given chain ∅ = A0 ⊂ A1 ⊂ A2 ⊂ . . . ⊂ AK = I, we consider ∆+T
which is obtained by dropping the conditions for the A’s which are not in the chain.
Then
f (β) = sup
λ∈∆+
ψ (λ, β) ≤ sup
λ∈∆+T
ψ (λ, β) ,
We claim that
sup
λ∈∆+T
ψ (λ, β) = f (T, β) ,
which proves the corollary. To see this equation, we write
ψ (λ, β) =
K∑
j=1
∑
J∈PAj \PAj−1
(
βλJ − λ
2
J
2aJ
)
def=
K∑
j=1
ψj (λj , β) , say,
where λj
def= (λJ)J∈PAj \PAj−1 . Set
fj (β, t)
def= sup
ψj (λj , β) :
∑
J∈PAj \PAj−1
λ2J
2aJ
= t
 = β√2taˆj − t,
where aˆj
def=
∑
J∈PAj \PAj−1 aJ , i.e. fj
(
β, s2/2aˆj
)
= βs− s2/2aˆj . We therefore see that
sup
λ∈∆+T
ψ (λ, β) = sup
{∑K
j=1
(
βsj −
s2j
2aˆj
)
:
∑l
j=1
s2j
2aˆj
≤ log 2 γ (Al) , 1 ≤ l ≤ K
}
= f (T, β) ,
the last equality by Lemma 1.17.
In order to finish the proof of Theorem 1.1, it only remains to construct a chain T
which satisfies f (β) ≥ f (T, β) . (Then one has also equality by the above corollary.)
This is done by the algorithmic prescription described before of Proposition 1.2: first
remark that the conditions C1(k) and C2(k) are void for k = 0. If Ak = I, then the
construction is finished, and we have K def= k. Therefore, assume Ak 6= I. Then we set
βk+1
def= ρˆ (Ak) , and prove first that βk+1 > βk. We claim that for any A ⊃ Ak, A 6= Ak,
one has
2 log 2 (γ (A)− γ (Ak)) > β2k (α (A)− α (Ak)) .
Indeed, because of 2 log 2 (γ (Ak)− γ (Ak−1)) = β2k (α (Ak)− α (Ak−1)) ,
2 log 2 (γ (A)− γ (Ak)) < β2k (α (A)− α (Ak))
would contradict Condition C1(k) and equality would contradict C2(k).
It only remains to construct Ak+1 which satisfies C2(k+1). Assume there are two sets
A,A′ ⊃ Ak, A,A′ 6= Ak satisfying
ρ (Ak, A) = ρ
(
Ak, A
′) = βk+1. (1.26)
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We claim that then also ρ (Ak, A ∪A′) = βk+1. Remark that
α
(
A ∪A′) ≥ α (A) + α (A′)− α (A ∩A′) ,
γ
(
A ∪A′) = γ (A) + γ (A′)− γ (A ∩A′) ,
and therefore
2 log 2
(
γ
(
A ∪A′)− γ (Ak))− β2k+1 (α (A ∪A′)− α (Ak))
≤ 2 log 2 [γ (A) + γ (A′)− γ (A ∩A′)− γ (Ak)]
− β2k+1
[
α (A) + α
(
A′
)− α (A ∩A′)− α (Ak)]
= β2k+1
[
α
(
A ∩A′)− α (Ak)]− 2 log 2 [γ (A ∩A′)− γ (Ak)] ≤ 0,
the equality by (1.26), and the last inequality by the definition of βk+1. From the defi-
nition of βk+1, we therefore conclude that
2 log 2
(
γ
(
A ∪A′)− γ (Ak)) = β2k+1 (α (A ∪A′)− α (Ak))
We therefore find a unique maximal set Ak+1 ⊃ Ak which satisfies ρ (Ak, Ak+1) = βk+1,
and so we have constructed βk+1 > βk, Ak+1 ⊃ Ak, Ak+1 6= Ak such that C1(k+1)
and C2(k+1) are satisfied. The construction terminates after a finite number of steps.
We claim now that with T def= (∅, A1, . . . , AK−1, I) we have
f (β) ≥ f (β,T) . (1.27)
Clearly, if β > 0 is small enough, the maximum in (1.25) is attained in λ(1)J (β)
def= aJβ
for all J, and therefore
f (β) =
β2
2
for small β. This remains valid as long as
(
β2/2
)
α (A) ≤ γ (A) for all A, i.e. for β ≤ β1.
For βk < β ≤ βk+1, we choose λ(k+1) (β) defined by
λ
(k+1)
J (β)
def=
{
aJβm for J ∈ PAm \ PAm−1 , 1 ≤ m ≤ k
aJβ for J /∈ PAk . (1.28)
This choice (1.28) satisfies the side conditions in the range of β we are considering, and
hence
ψ
(
λ(k+1) (β) , β
)
≤ f(β). (1.29)
We show now that f (β,T) = ψ
(
λ(k+1) (β) , β
)
for βk ≤ β ≤ βk+1. An elementary
computation gives
ψ
(
λ(k+1) (β) , β
)
= β
k∑
i=1
βi [α(Ai)− α(Ai−1)]− γ(Ak) log 2 + β
2
2
(1− α(Ak))
= β
k∑
i=1
βiaˆ (Ai)− γ(Ak) log 2 + β
2
2
K∑
i=k+1
aˆ (Ai) ,
where aˆ (Ai) is defined by (1.4). This is exactly the free energy of the corresponding
GREM as given in [11]. (It is in fact elementary to check that λ(k+1) (β) is the maxi-
mizing vector λ for the GREM corresponding to the above chain when βk ≤ β ≤ βk+1.)
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We have therefore proved Theorem 1.1 as well as the representation given in Proposition
1.2.

1.3. Gibbs measure of the non hierarchical GREM, Proofs
1.3.1. Localization of the energy levels. The goal of this section is to prove
Proposition 1.5. Let us begin with some fairly evident estimates:
aN,j
∆jN
= βj +O(N−1 logN), exp
[
− a
2
N,j
2∆jN
]
= 2−GjNβj
√
2pi∆jN
[
1 + o(1)
]
. (1.30)
The next Lemma relates to exponentials of gaussian random variables. Let B > βj and
BN
def= B + N , for some N → 0.
Lemma 1.19. For any sequence of reals φ1, . . . , φj there exists ”const” depending on
the underlying parameters only (not yet on φ′s) such that for N large enough
E
[
exp
(
BN Ŷj
)
; Ŷ1 ≤ φ1, Ŷ2 ≤ φ2, . . . , Ŷj ≤ φj
]
. 2−γ(Aj)N exp
{
j−1∑
l=1
(βl+1 − βl)φl + (B − βj)φj
}
.
(1.31)
Proof. Let EY j stand for expectation w.r.t. Y j . Then
E
[
exp
(
BN Ŷj
)
; Ŷ1 ≤ φ1, Ŷ2 ≤ φ2, . . . , Ŷj ≤ φj
]
=
= E
[
exp
(
BN Ŷj−1
)
EY j
[
exp
(
BNY j
)
; Ŷj−1 + Y j ≤ φj
]
; Ŷ1 ≤ φ1, . . . , Ŷj−1 ≤ φj−1
]
.
(1.32)
But
EY j
[
exp
(
BNY j
)
; Ŷj−1 + Y j ≤ φj
]
=
∫ φj−bYj−1
−∞
exp
[
BNx−
(
x+ aN,j
)2
2∆jN
]
dx√
2pi∆jN
≤ exp
[
− aN , j
2
2∆jN
]
×
∫ φj−bYj−1
−∞
exp
[(
BN − aN,j∆jN
)
x
]
dx√
2pi∆jN
.
(1.33)
Observe that, for N large enough, BN − aN,jN∆j is strictly positive (it converges to B − βj),
whence the existence of the last integral above, which together with the bounds (1.30)
leads to
(1.33) . 2−GjN exp
[(
BN − aN,j∆jN
)
(φj − Ŷj−1)
]
. (1.34)
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Plugging (1.34) into (1.32) and iterating the procedure withBN replaced by
aN,j
N∆j
= βj + ˜N
(with some new ˜N → 0) yields the claim.
A first application of the above is:
Lemma 1.20. To bounded M ⊂ R, the following hold for N large enough:
a) There exists C such that P
[
∃τ ∈ ΣN,Aj : X̂τ(1),...,τ(l) ≥ C for some l ≤ j
]
≤ .
b) There exists R̂ > 0 such that
P
[
∃τ ∈ ΣN,Aj : X̂τ(1),...,τ(j) ∈M, X̂τ(1),...,τ(l) /∈ (−R̂, R̂) for some l ≤ j
]
≤ .
Proof. The first claim goes best by induction on the level j. Suppose that there
exists Ĉ such that
P
[
∀τ ∈ ΣN,Al : X̂τ(1),...,τ(l) ≤ Ĉ, ∀ l ≤ j − 1
]
≥ 1− /2
for N large enough. For any C˜ > 0 we thus have
P
[
∃τ ∈ ΣN,Aj : X̂τ(1),...,τ(j) ≥ C˜
]
≤ 
2
+
+ P
[
∃τ ∈ ΣN,Aj : X̂σ(1),...,σ(j) ≥ C˜ and ∀l ≤ (j − 1) X̂τ(1),...,τ(l) ≤ Ĉ
]
,
(1.35)
and the second term on the r.h.s above is bounded by∑
τ∈ΣN,Aj
P
[
X̂τ(1) ≤ Ĉ, . . . , X̂τ(1),...,τ(j−1) ≤ Ĉ, X̂τ(1),...,τ(j) ≥ C˜
]
= 2γ(Aj)NP
[
Ŷ1 ≤ Ĉ, . . . , Ŷj−1 ≤ Ĉ, Y j ≥ C˜ − Ŷj−1
]
= 2γ(Aj)NE
[∫ ∞
eC−bYj−1 exp
[
− (x+ aN,j)
2
2∆jN
] dx√
2pi∆jN
; Ŷ1 ≤ Ĉ, . . . , Ŷj−1 ≤ C˜
]
. 2γ(Aj)NE
[
exp
[
− a
2
N,j
∆jN
− aN,j
2∆jN
(
C˜ − Ŷj−1
)
+ o(1)
]
; Ŷ1 ≤ Ĉ, . . . , Ŷj−1 ≤ C˜
]
Lemma 1.19
. exp
[
j−1∑
l=1
(βl+1 − βl)Ĉ − βjC˜
]
.
(1.36)
It thus suffices to choose C˜ large enough in the positive to make the above less then
/2. Setting C def= max{C˜, Ĉ} yields a). As for the proof of claim b), let C˜ > 0 and
M
def= sup{x ∈M}. By a) we can find C > 0 such that for large enough N
P
[∀τ ∈ ΣN,Aj : X̂τ(1),...,τ(j) ≤ C for all l ≤ j] ≥ 1− /4. (1.37)
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and therefore
P
[
∃τ ∈ ΣN,Aj : X̂τ(1),...,τ(j) ∈M, X̂τ(1),...,τ(l) ≤ −C˜ for some l ≤ j
]
≤ /4 + P
[
∃τ ∈ ΣN,Aj : X̂τ(1),...,τ(j) ∈M, X̂τ(1),...,τ(l) ≤ −C˜
for some l ≤ j, X̂τ(1),...,τ(r) ≤ C ∀r ≤ j
]
≤ /4 + const×
∑
l≤j
exp
[∑
k 6=l
(βk+1 − βk)max(C,M)− (βl+1 − βl)C˜
]
.
(1.38)
(the steps behind the last inequality following verbatim those in (1.36)). It thus suffices
to choose C˜ large enough in the positive to make (1.38) smaller then say 34, which
together with (1.37) yields the claim of part b) with R̂ = max(C, C˜).
Proof of Proposition 1.5. The claim follows steadily from part b) of Lemma
1.20 since within our notational convention Xτ(1),...,τ(l) = X̂τ(1),...,τ(l) − X̂τ(1),...,τ(l−1).
1.3.2. Random configuration spaces. The goal of this section is to prove Propo-
sition 1.6, for which we need some additional results pertaining to the asymptotics of
”rare events”. For bounded M ⊂ R, we set pN (j,M) def= P
[
Y j ∈ M
]
. Let ε > 0 and
η ∈ (0, 1/2). For critical A ( Aj \Aj−1 we write
pN (j,M, A; ε, η)
def= P
[
Y j ∈M, Yj,A
α̂j(A)
− Y
c
j,A
α̂cj(A)
≥ −ε,
√
NYj,A − aN,j(A) ≤ Nη
]
,
For non-critical A ( Aj \Aj−1 such that α̂j(A) > 0,
p>N (M, j, A, ε)
def= P
[
Y j ∈M, Yj,A > βjα̂j(A)(1 + ε)
√
N
]
Lemma 1.21. For N large enough:
a) pN (j,M) = 2−GjN
∫
M βj exp
[− βjx+ o(1)]dx,
b) p>N (M, j, A, ε) . 2−GjN exp
[−const× ε2N] .
c) pN (j,M, A; ε, η) . 2−GjN × ε.
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Proof. Claim a) and b) easily follow from the asymptotics (1.30). To prove c), first
recall that aN,j = aN,j(A) + βjα̂cj(A)N +O(1) and therefore
pN (j,M, A; ε, η) .
1√
N
∫ Nη
−∞
exp
[
− (x+ aN,j(A))2/2α̂j(A)N] dx√
2piα̂j(A)N
×
×
∫
Nx
exp
[
− (y + βjα̂cj(A)N)2/2α̂cj(A)N]dy,
with Nx
def=
{
M− x+O(1)
}
∩
{
y ∈ R : x√
Nα̂j(A)
− y√
Nα̂cj(A)
≥ −ε+O(logN/
√
N)
}
.
(1.39)
Since M is bounded, for the integration set Nx not to be empty we must have x ≥
xmin
def= − const · ε · √N +O(logN), with const = α̂j(A)α̂cj(A)
/
∆j . Therefore:
(1.39) . 1√
N
exp
[
− β
2
j
2
α̂cj(A)N
] ∫
M
exp
[− βjy]dy×
×
∫ Nη
xmin
exp
(
βjx
)
exp
[
−
(
x+ aN,j(A)
)2
2α̂j(A)N
]
dx√
2piα̂j(A)N
. 1√
N
exp
[
− β
2
j
2
α̂cj(A)N +
β2j
2
α̂j(A)N − aN,j(A)βj
]
×
×
∫ Nη
xmin
exp
[
−
(
x+ aN,j(A)− βjα̂j(A)N
)2
2α̂j(A)N
]
dx√
2piα̂j(A)N
. 2−GjN × P
[
Yj,A ∈
(
xminN
−1/2, Nη−1/2
)
+O(logN/
√
N)
]
(1.40)
the last step by simply noting that aN,j(A)− βjα̂j(A)N = O(logN). Remark that
lim
N→∞
P
[
Yj,A ∈
(
xminN
−1/2, Nη−1/2
)
+O(logN/
√
N)
]
=
∫ 0
−const·ε
exp
(− x2
2
) dx√
2pi
. ε.
This settles claim c).
Proof of Proposition 1.6. Since R is fixed throughout the proof, we abbreviate
R
def= (−R,R). We bound
P
[
ΣRN,Aj \ ΣR,ε1,ε2N,Aj 6= ∅
]
≤ (I) + (II) + (III),
(I) def= P
[
∃σ ∈ ΣRN,Aj :
∑
J∈ bPA,k
XJσJ − aN,k(A) ≥ Nη
for some critical A ( Ak \Ak−1, k = 1, . . . , j
]
,
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(II) def= P
[
∃σ ∈ ΣRN,Aj , T1(σ, k,A, ε1) does not hold for critical A ( Ak \Ak−1
for some k = 1, . . . , j but
∑
J∈ bPA,k
XJσJ − aN,k(A) ≤ Nη
]
,
and finally
(III) def= P
[
∃σ ∈ ΣRN,Aj such that T2(σ, k,A, ε2) does not hold for some
for some A ( Ak \Ak−1, k = 1, . . . , j
]
.
We provide upper-bounds to (I), (II) and (III).
(I) ≤
j∑
k=1
∑
A(Ak\Ak−1
A critical
P
[
∃σ ∈ ΣN,Ak−1∪A, such that
∀l = 1, . . . , k − 1 Xσ(1),...,σ(l) ∈ R,
∑
J∈ bPN,Ak
X{J}σJ − aN,k(A) ≥ Nη
]
≤
j∑
k=1
∑
A(Ak\Ak−1
A critical
2γ(Ak−1)N
 ∏
l=1,...,k−1
pN (l,R)
 2γ(A)NP[√NYk,A − aN,k(A) ≥ Nη]
(1.41)
It is easily seen that P
[√
NYk,A−aN,k(A) ≥ Nη
]
. exp
[
− β2k2 α̂k(A)N − const×Nη
]
for
some positive const, and for critical A ( Ak \Ak−1, β
2
k
2 α̂k(A) = γ(A) log 2, so it follows
from Lemma 1.21 that (I) . exp
[− const×Nη] for large enough N .
(II) ≤
∑
σ∈ΣN,Aj
∑
k=1...,j
A(Ak\Ak−1 critical
P
[
Xσ(1),...,σ(l) ∈ R, l ≤ k, T1(σ, k,A, ε1) holds,
∑
J∈ bPA,k
X{J}σJ − aN,k(A) ≤ Nη
]
≤ 2γ(Aj)N
∑
k=1,...,j
A(Ak\Ak−1 critical
pN (k,R; ε1, η)×
∏
l=1,...,j
l 6=k
pN (R, l)
(1.42)
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Hence, by Lemma 1.21, we have (II) . ε1 for large enough N . Finally,
(III) ≤
∑
k=1,...,j
A⊂Ak\Ak−1
2γ(Ak)Np>N (R, k, A, ε2)
∏
l=1...,k−1
pN (l,R)
(1.43)
which by Lemma 1.21 is easily seen to be . exp[−const × ε22 × N ] for some positive
const > 0. Putting the pieces together, we see that P
[
ΣRN,Aj \ Σ
R,ε1,ε2
N,Aj
]
is essentially of
order ε1.
1.3.3. Suppression of structures and propagation. We first derive some bounds
on ”two-points probabilities”. Although quite straightforward, these estimates are truely
essential to rule out non ultrametric configurations. Introduce
p
(2)
N (j,M, A, ε)
def= P
[√
NYj,A +
√
NY cj,A − aN,j ∈M,
√
NYj,A +
√
NZcj,A − aN,j ∈M, Yj,A ≤ βjα̂j(A)(1 + ε)
√
N
]
.
At last, for critical A ( Aj \Aj−1 we write
p
(2,crit)
N (j,M, A, ε)
def= P
[√
NYj,A +
√
NY cj,A − aN,j and
√
NYj,A +
√
NZcj,A − aN,j ∈M,
and
Yj,A
α̂j(A)
− Y
c
j,A
α̂cj(A)
≤ −ε, Yj,A
α̂j(A)
− Z
c
j,A
α̂cj(A)
≤ −ε
]
Lemma 1.22. Let ε > 0. For N large enough
a) p(2)N (j,M, A, ε) . 2−2GjN exp
{
β2j α̂j(A)
[
1− 12(1− ε)2
]
N
}
.
b) p(2,crit)N (j,M, A, ε) . 2−2GjN+γ(A)N exp
[− const× ε√N].
Proof. a) is straightforward. b) Setting ωN = O(logN) for N ↑ ∞, it holds:
p
(2,crit)
N (j,M, A, ε) .
∫ ∞
−∞
exp
[
−(x+ aN,j(A))
2
2α̂j(A)N
]
dx
∫
N
exp
−
(
y + βjα̂cj(A)N
)2
2α̂cj(A)N
 dy

2
,
where Nx =
{
M− x− ωN
}⋂{
y ∈ R : y ≥ α̂
c
j(A)
α̂j(A)
x+ εα̂cj(A)
√
N + ωN
}
.
(1.44)
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Nx is not empty as soon as x ≤ xmax def= − ε bαj(A)bαcj(A)∆j √N + ωN . Thus,
(1.44) .
∫ xmax
−∞
exp
[
−(x+ aN,j(A))
2
2α̂j(A)N
]
dx
∫
M−x−ωN
exp
−
(
y + βjα̂cj(A)
)2
2α̂cj(A)N
 dy

2
. exp
[
− β2j α̂cj(A)N + ωN
] ∫ xmax
−∞
exp
[
−
(
x− βjα̂j(A)N + ωN
)2
2α̂j(A)N
]
dx
. exp
[
− β2j α̂cj(A)N −
β2j
2
α̂j(A)N + ωN
] ∫ xmax
−∞
exp
[
βjx
]
dx︸ ︷︷ ︸
≤exp
(
−const×ε√N
) .
(1.45)
By criticality of A,
β2j
2 α̂j(A) = γ(A) log 2, β
2
j α̂
c
j(A) = 2 log 2
[
γ(Aj)− γ(A ∪Aj−1)
]
, cfr.
Remark 1.10, and therefore
(1.45) ≤ 2−2GjN exp [γ(A)N log 2] exp [− const× ε√N].
In the next Proposition we put on rigorous ground the fact that structures in the inner
of a given tree-level (Aj \Aj−1) are suppressed.
Proposition 1.23 (Suppression). Let σ′, τ ′ be two reference configurations in ΣN,Aj−1.
For positive ε1 and sufficiently small ε2 there exists const > 0 such that
P
[
∃σ, τ ∈ ΣR,ε1,ε2N,Aj , σ(j) 6= τ(j), σAj−1 = σ′, τAj−1 = τ ′ :
σs = τs for some s ∈ Aj \Aj−1
]
. exp
[
− const× ε1
√
N
]
.
(1.46)
Proof. The l.h.s of (1.46) is clearly bounded by
∑
A(Aj\Aj−1
A critical
?∑
P
[
Xσ(1),...,σ(j) andXτ(1),...,τ(j) ∈ R, T1(σ, j, A, ε1), T1(τ, j, A, ε1) hold
]
+
+
∑
A⊂Aj\Aj−1
A non-critical
?∑
P
[
Xσ(1),...,σ(j) andXτ(1),...,τ(j) ∈ R; T2(σ, j, A, ε2), andT2(τ, j, A, ε2) hold
]
.
(1.47)
In both cases,
?∑
runs over all the σ, τ ∈ ΣN,Aj such that σ(j) 6= τ(j), as well as
σAj−1 = σ
′, τAj−1 = τ ′, σJ = τJ for every J ∈ P̂A,j and σJ 6= τJ for every J ∈ P̂cA,j . To
fixed A ⊂ Aj \ Aj−1 there are at most 22GjN2−γ(A)N couples of σ, τ satisfying these
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requirements. Thus we may upper bound (1.47) by
∑
A(Aj\Aj−1
A critical
22GjN2−γ(A)Np(2,crit)N (j,R, A, ε1) +
∑
A⊂Aj\Aj−1
A non-critical
22GjN2−γ(A)Np(2)N (j,R, A, ε2)
Lemma1.22
.
∑
A⊂Aj\Aj−1
A critical
e−const×ε1
√
N +
∑
A⊂Aj\Aj−1
A non-critical
2−γ(A)N exp
{
β2j α̂j(A)
[
1− 1
2
(1− ε2)2
]
N
}
.
(1.48)
For non-critical A, β2j α̂j(A) < γ(A)2 log 2 strictly, so we can find ε2 small enough such
that
δ′(ε1)
def= max
j≤K
max
A(Aj\Aj−1; A non-critical
{
β2j α̂j(A)
[
1− 1
2
(1− ε2)2
]
− γ(A) log 2
}
< 0.
(1.49)
The second sum on the r.h.s of (1.48) is thus . exp
[− |δ′|N], while the first sum is
. exp
[− const× ε1√N]. This proves the claim.
Suppose now that two configurations σ, τ ∈ ΣR,ε1,ε2N,Aj are such that σs = τs for some
s ∈ Am \ Am−1 for some m ≤ j but σt 6= τt for some t ∈ Ar \ Ar−1 and r < m. We
next address the case when there are numbers k, l,m, 0 ≤ k < l < m ≤ j such that
σAk = τAk , σr 6= τr ∀r ∈ Al \Ak, and σAm\Al = τAm\Al .
Proposition 1.24 (Propagation). For positive ε1 and small enough ε2 there exists pos-
itive const such that
P
[
∃σ, τ ∈ ΣR,ε1,ε2N,Am : σAk = τAk , σr 6= τr ∀r ∈ Ak \Al, σAm\Al = τAm\Al
]
. e−const×N .
(1.50)
Proof. Without loss of generality we may assume m = l + 1. Consider two config-
urations σ, τ ∈ ΣN,Al+1 which differ on the whole Al \Ak but σAl+1\Al = τAl+1\Al . By
the irreducibility condition I2 there exists J ∈ PAl+1 \ PAl such that σJ 6= τJ in which
case there must be a strict subset A ( Al+1\Al such that σJ = τJ for all J ∈ P̂l+1,A and
σJ 6= τJ for all J ∈ P̂cl+1,A (loosely speaking, the associated random variablesXσ(1),...,σ(l+1)
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and Xτ(1),...,τ(l+1) cannot coincide). We can therefore bound the l.h.s. of (1.50) by
∑
A(Al+1\Al
A critical
∗∑
P
[
Xσ(1),...,σ(j) and Xτ(1),...,τ(j) ∈ R for all j = 1, . . . k, . . . , l + 1;
T1(σ, l, A, ε1) and T1(τ, l, A, ε1) hold
]
+∑
A(Al+1\Al
A non-critical
∗∑
P
[
Xσ(1),...,σ(j) and Xτ(1),...,τ(j) ∈ R for all j = 1, . . . l + 1;
T2(σ, l, A, ε2) and T2(τ, l, A, ε2) hold
]
,
(1.51)
where
?∑
runs over those σ, τ in ΣN,Al+1 such that σJ = τJ for all J ∈ P̂l+1,A, σJ 6= τJ
J ∈ P̂cl+1,A, σAk = τAk , σs 6= τs ∀s ∈ Al \Ak, σAl+1\Al = τAl+1\Al .
We also observe that σs 6= τs for all s ∈ Al \Ak implies that the random variablesXσ(1),...,σ(j)
and Xτ(1),...,τ(j) are independent for all j = k + 1 . . . l. In fact, for every J ∈ PAl \ PAk
by construction J ∩ (Al \Ak) 6= ∅; this amounts to say that for every such J there exists
at least one s ∈ Al \Ak with J 3 s.
The above remarks, together with some simple counting steadily yield
(1.51) . 2N
[
γ(Ak)+2γ(Al\Ak)+γ(Al+1\Al)
] ∏
r≤k
pN
(
r,R
) l∏
r=k+1
pN
(
r,R
)2×
×
{ ∑
A(Al+1\Al
A critical
p
(2,crit)
N (l + 1,R, A, ε1) +
∑
A(Al+1\Al
A non-critical
p
(2)
N
(
l + 1,R, A, ε2
)}
Lemma 1.22
.
∑
A(Al+1\Al
A non-critical
exp
{
2 log 2Gl+1N
[(
1− 1
2
(
1− ε2
)2) α̂l+1(A)
∆l+1
− 1
2
]}
+
+
∑
A(Al+1\Al
A critical
2(γ(A)−Gl+1)N exp
[− const× ε1√N].
(1.52)
Clearly, the second sum on the r.h.s above is . exp
[− ∣∣δ′∣∣N] for
δ′ def= max
l≤K−1
max
A(Al+1\Al
A critical
{
γ(A)−Gl+1
}
< 0.
1.3. GIBBS MEASURE, PROOFS 35
It is crucial that the first sum runs over (non-critical) subsets strictly included inAl\Al+1,
since it guarantees that maxA(Al+1\Al α̂l+1(A) < ∆l+1 and thus, for small enough ε2,
δ′′(ε2)
def= max
l≤K−1
max
A(Al+1\Al
{
(2 log 2)Gl+1
[(
1− 1
2
(
1− ε2
)2) α̂l+1(A)
∆l+1
− 1
2
]}
< 0. (1.53)
This settles the Lemma with const def= min
{∣∣δ′∣∣, ∣∣δ′′∣∣}.
Proof of Proposition 1.8. We fix  > 0. It is easily seen that there exists N =
N() such that the probability that there exist more than N configurations in ΣR,ε1,ε2N,Aj
is smaller than /2 (this follows from Markov inequality together with the estimates
from Lemma 1.21). Therefore, it suffices to estimate the probability that, out of a finite
number N of configurations in ΣR,ε,ε2N,Aj some of them form a non ultrametric couple. But
this case is taken care of by Proposition 1.23 and 1.24 (and a straightforward combination
of the two). By choosing ε2 small enough, in the range of validity of (1.49) and (1.53),
the probability of such an event is of order exp[−const×√N ], thus smaller than /2 for
large enough N .
1.3.4. Weak limits of the energy levels. The main goal of this section is to
prove the multivariate Poisson Approximation as explained in the considerations follow-
ing the statement of Proposition 1.8, and then to derive from this the weak convergence
of XR,ε1,ε2N,j .
We begin with a technical estimate. For bounded real subset M, and δ, ρ > 0 we set:
pδ,ρN
(
j,M
) def= P[Y j ∈M; ∀ critical B ( Aj \Aj−1 : Yj,B
α̂j(B)
− Y
c
j,B
α̂cj(B)
≤ −δ;
∀ A ⊂ Aj \Aj−1, α̂j(A) > 0 : Y N,j(A) ≤ βj(1 + ρ)α̂j(A)
√
N
]
.
Lemma 1.25. For N ↑ ∞, it holds
pδ,ρN
(
j,M
)
= Cj,δ × 2−GjN
∫
M
βj exp [−βjx+ o(1)] dx+O
(
2−GjNe−const×N
)
Proof. Clearly,
pδ,ρN
(
j,M
)
= P
[
Y j ∈M; ∀ critical B ( Aj \Aj−1 : Yj,B
α̂j(B)
− Y
c
j,B
α̂cj(B)
≤ −δ
]
+
− P
[
Y j ∈M; ∃ A ⊂ Aj \Aj−1, α̂j(A) > 0 : Y N,j(A) > βj(1 + ρ)α̂j(A)
√
N
]
= (I)− (II).
(1.54)
As for (I), we claim that, somewhat surprisingly, the random variable Y j =
√
NYj−aN,j
is independent of the collection
(
Yj,Bbαj(B) − Y
c
j,Bbαcj(B) ;B ( Aj \Aj−1 is critical
)
. This is best
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seen by inspection of the covariance: for critical B, since Yj = Yj,B + Y cj,B, we have
E
[
Yj ·
(
Yj,B
α̂j(B)
− Y
c
j,B
α̂cj(B)
)]
=
1
α̂j(B)
E
[
Y 2j,B
]− 1
α̂cj(B)
E
[
(Y cj,B)
2
]
= 0,
and thus (I) = Cj,δ × pN (j,M) exactly. On the other hand,
0 ≤ (II) ≤
∑
A⊂Aj\Aj−1,bαj(A)>0
p>N (j,M, A, ρ).
The Lemma then obviously follows by the asymptotics established in Lemma 1.21.
We may now move to the multivariate Poisson approximation. We stress that hence-
forth, we think of R, ε1, ε2 > 0 as being given, with ε2 small enough, in the range of
validity of (1.49) and (1.53).
Let us take σ1, . . . , σr ∈ ΣN,Aj−1 distinct reference configurations, with overlaps in the
chain Tj−1 (this already entails that σpi 6= σqi for all i ∈ Aj−1 \Aj−2, p, q = 1, . . . , r, p 6=
q). Consider also B1, . . . , Br ⊂ [−R,R], and the random vector: (1)∑ δXσ1,σ(j)(B1), . . . ,
(k)∑
δX
σk,σ(j)
(Br)
 ,
where the rth-sum
∑(r) runs over those σ(j) ∈ ΣN,Aj\Aj−1 such that T1(ε1) and T2(ε2)
hold for all critical (resp. non-critical) subsets of Aj \ Aj−1. Remark that by Lemma
1.25,
lim
N→∞
E
 (r)∑ δXσr,σ(j)(Br)
 = lim
N→∞
2GjNpε1,ε2N (j, Br) =
∫
Br
Cj,ε1βj exp
[
−βjt
]
dt = µε1(Br).
According to [2, p. 236], the multivariate Poisson convergence is equivalent to weak
convergence of the sum of the vector’s componenent, VN
def=
∑k
r=1
∑(r) δXσ(1),...,σ(j)(Br),
towards a Poisson random variable, say V , of parameter
∑k
r=1 µ(Br). The latter, how-
ever, follows steadily through the Chen-Stein’s method, cfr. [2]. We sketch the main
steps.
Introduce the index set
Γ def=
{
(r, σr, σ(j)) : r = 1, . . . , k, σ(j) ∈ ΣR,ε1,ε2N,Aj\Aj−1
}
.
For given α = (r, σr, σ) ∈ Γ, consider the subset Γα ⊂ Γ consisting of those (q, σq, τ) ∈ Γ
with the random variablesXσr,σ andXσq ,τ such that E
(
Xσr,σXσq ,τ
) 6= a2N,j , that is they
are correlated. (In the classical Chen-Stein terminology, Γα is the ”weak dependency
neighborhood” of the index α.) We set
pα
def= P
[
Xσr,σ ∈ Br, (σr, σ) satisfies truncation T1(ε1),T2(ε2)
]
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and define Zα
def=
∑?
(q,σq ,τ)∈Γα δXσq,τ (Bq), the sum running over those configurations
satisfying condition T1(ε1) and T2(ε2). According to the Chen-Stein bound, cfr. [2,
Theorem 1.A], the total variation distance between VN and V is bounded above by∑
α
{
p2α +
∑
α′∈Γα
pαpα′
}
+
∑
α=(r,σr,τ)∈Γ
E[δXσr,τ (Br)1T1,T2 are satisfied × Zα]. (1.55)
Writing things out, one immediate realizes that exactly the same terms as in Proposition
1.23 make their appearance in expression (1.55). (These terms are in fact taken care of
by Lemma 1.21.) Here is the outcome of the considerations: the first sum is of order
exp(−const × N) for some positive const, while the second sum is bounded, mutatis
mutandis, by a constant times the l.h.s of (1.47). The total variation distance between
VN and V is therefore of order exp(−const×ε1
√
N). Letting N →∞ yields the Poisson
convergence.
We now move to the proof of the weak convergence of the process associated to the
energy levels, NR,ε1,ε2j,N . We start with the case j = 1 and sketch the main principles: for
B ⊂ [−R,R], by the Poisson convergence we have
lim
N→∞
P
[
]{σ ∈ ΣR,ε1,ε2N,A1 : XσA1 ∈ B} = L
]
= e−µ(B)
µ(B)L
L
. (1.56)
On the other hand{
]{σ ∈ ΣR,ε1,ε2N,A1 : XσA1 ∈ B} = L
}
={
NR,ε1,ε2N,j (B ×B; ∅) =
L(L− 1)
2
}⋃{ there exists L configurations falling into
B, some form non-ultrametric couples.
}
.
(1.57)
In virtue of Proposition 1.8, the P-probability of the second event is in the limit N →∞
irrelevant, thus
lim
N→∞
P
[
NR,ε1,ε2N,j (B ×B; ∅) = L(L− 1)/2}
]
= e−µ(B)
µ(B)L
L!
.
This line of reasoning carries over to more involved events (remark that there are no
integrability issues to be addressed: on the one hand, the involved subsets must all be
bounded, and second, tightness is easily seen to follow from Markov inequality), and
obviously for the limiting picture as well.
As for the induction step (j − 1) → j, we lighten notation omitting the superscripts
R, ε1, ε2. It pays to introduce the projection P : R2 → R, (x, y) 7→ x+y, and to consider
the points {(
X̂σ(1),...,σ(j−1), Xσ(1),...,σ(j−1),σ(j)
)
, σ ∈ ΣR,ε1,ε2N,Aj
}
This induces naturally a process N (2)N,j ∈Mmp
(
(R2)(2) × 2Aj
)
. The process NN,j is then
the ”image” of N (2)N,j under the projection P (the points (X̂σ(1),...,σ(j−1), Xσ(1),...,σ(j)) are
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projected to X̂σ(1),...,σ(j−1)+Xσ(1),...,σ(j) = X̂σ(1),...,σ(j)). As for the finite dimensional dis-
tributions of the ”multidimensional process” N (2)N,j , again by Proposition 1.8, for bounded
B,M ⊂ R we have that
lim
N→∞
P
[
N (2)N,j(R× R;A) > 0
]
= 0, ∀A ∈ 2Aj \ {∅, A1, . . . , Aj−1}.
As for the events involving overlaps in the chain {∅, . . . , Aj}, they are easily handled
through the following remark: conditionining the process N (2)N,j to the sigma-field gen-
erated by the process NN,j−1 amounts to prescribe a finite number, say L, of configu-
rations σ1, . . . , σL ∈ ΣN,Aj−1 , as well as their overlap structure. By ultrametricity, the
overlaps among these L configurations take values in the chain {∅, . . . , Aj−1} only. But
then, it is easy to reformulate the finite dimensional distributions of the process N (2)N,j
given the process NN,j−1 into finite dimensional probabilities of the point processes
(Xσr,τ , τ ∈ ΣN,Aj\Aj−1), with prescribed σ1, . . . , σL for r = 1, . . . , L, thus reducing the
problem to the j = 0 case described above. On this level, the mechanism of suppres-
sion of structures provides the link with the convergence towards multivariate Poisson
random variables (there is in fact no possible ”partial overlap”, only Aj \ Aj−1 comes
in question - as explained in (1.57)). So, N (2)N,j converges weakly to the process N (2)j
naturally induced by the points
{
(yi, yi,l); i ∈ Nj−1, l ∈ N
}
on R2. By continuity of the
projection P : [−(j−1)R, (j−1)R]× [−R,R]→ R, (x1, x2) 7→ x1+x2, weak convergence
of NN,j then follows.
1.3.5. Localization of the Gibbs measure.
Proof of Lemma 1.13. This is essentially an adaptation of [6, Lemma 3.1] to our
more general setting, so we only sketch the main differences. We begin with the easy
observation
E
[
Zσ
]
= exp
 K∑
j=m+1
β2
2
∆jN +NGj log 2
 ,
and also introduce some notation. For A ⊂ (I \Am), τ ∈ ΣN and ε > 0 we set
Xτ (A)
def=
∑
J∈ bPA,m
XJτJ , Ẑσ
def=
∑̂
exp
[
β
(
Xτ(1),...,τ(m+1) + · · ·+Xτ(1),...,τ(K)
)]
,
where
∑̂
runs over those τ ∈ ΣN such that τAm = σ and for all A ⊆ I \Am the random
variables Xτ (A) are bounded by (β+ ε)α̂m(A)N . We proceed to show that the claim of
the Lemma holds, at least for small enough ε. We first write
Zσ
E[Zσ]
=
Ẑσ
E[Ẑσ]
× E[Ẑσ]
E[Zσ]
+
Zσ − Ẑσ
E[Zσ]
= (I)× (II) + (III).
It is easily seen that to ε > 0 one can find η > 0 such that 1−e−ηN ≤ (II) ≤ 1, forN large
enough. This, together with Markov inequality entails that P
[
(III) ≥ e−ηN/2] . e−ηN/2.
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Therefore, on a set of P-probability exponentially close to unity, the following holds:
Zσ
E[Zσ]
= (I)× {1−O(e−constN )}+O (e−constN) , (1.58)
for N →∞ and some const > 0 whose precise value is not important. In particular, we
see from (1.58) that the claim of the Lemma follows as soon as we prove that for some
δ1, δ2 ∈ (0, 1)
P
[∣∣ log(I)∣∣ ≥ N−δ1] . exp [−N δ2] . (1.59)
To see the latter, let us fix δ1 ∈ (0, 1). We write:
P
[∣∣ log(I)∣∣ ≥ N−δ1]
= P
[
(I) ≥ exp(N−δ1) or (I) ≤ exp(−N−δ1)
]
= P
[(
(I)− 1
)2 ≥ (exp(N−δ1)− 1)2 or ((I)− 1)2 ≥ (exp(−N−δ1)− 1)2]
≤ P
[(
(I)− 1
)2 ≥ min{(exp(N−δ1)− 1)2; (exp(−N−δ1)− 1)2}]
(Markov)
≤ 1
m(N, δ1)
E
[
(Ẑσ − E[Ẑσ]
)2]
E
[
Ẑσ
]2 ,
(1.60)
with m(N, δ1)
def= min
{
(exp(N−δ1)− 1)2; (exp(−N−δ1)− 1)2}. It is now crucial that
β < βm+1 strictly: this ensures that for ε small enough (recall the construction of the
chain T) we have
η′ def= inf
A⊂(I\Am)
{
γ(A) log 2−
[
β2 −
(
β − ε)2
2
]
α̂m(A)
}
> 0. (1.61)
Given this, expanding the square in the numerator of the r.h.s of (1.60) and exploiting
the usual bounds on gaussian integrals yields
P
[∣∣ log(I)∣∣ ≥ N−δ1] . 1
m(N, δ1)
∑
A⊂(I\Am)
2−γ(A)N exp
[
N
(
β2 − (β − ε)
2
2
)
α̂m(A)
]
(1.61)
.
exp
[− η′N]
m(N, δ1)
,
(1.62)
which is clearly more than needed to get (1.59). Lemma 1.13 then easily follows.
To prove Proposition 1.12 some additional a priori estimates are required. For notational
simplicity we set aN
def=
∑
j≤m aN,j +
∑K
j=m+1
β
2∆jN +GjN log 2
/
β.
Lemma 1.26. Let  > 0. There exists positive φ such that for every j ≤ m
P
 ∑
∃j≤m: bXσ(1),...,σ(j)≤−φ
exp
[
β
(
Xσ − aN
)] ≥ 
 ≤ . (1.63)
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Proof. By Proposition 1.5 we can find a constant C such that for large enough N
P
[
∀j ≤ m,∀τ ∈ ΣN,Aj X̂τ(1),...,τ(j) ≤ C
]
≥ 1− /2,
in which case the l.h.s of (1.63) is then bounded by P
[∑̂
exp
[
β(Xσ − aN )
] ≥ ]+ /2,
with
∑̂
running over those σ ∈ ΣN such that X̂σ(1),...,σ(l) ≤ C for all l = 1, . . . ,m but
X̂σ(1),...,σ(j) ≤ −φ for some j = 1, . . . ,m. We have:
P
[∑̂
exp
[
β(Xσ − aN )
] ≥ ] ≤
≤ −1
∑
σ∈ΣN
j=1,...,m
E
[
exp
[
β(Xσ − aN )
]
;∀l ≤ m : X̂σ(1),...,σ(l) ≤ C, X̂σ(1),...,σ(j) ≤ −φ
]
≤ −12γ(Am)N
m∑
j=1
E
[
exp
[
βŶm
]
; ∀l ≤ m : Ŷl ≤ C, but Ŷj ≤ −φ
]
. −1
∑
j≤m
exp
[∑
l 6=j
(βl+1 − βl)C −
(
βj+1 − βj
)
φ+ o(1)
]
(1.64)
(the first step above by Markov inequality, the second by simply integrating out the
unrestricted random variables Xσ(1),...,σ(l) (l = m + 1, . . . ,K) and the third by Lemma
1.19). It thus suffices to choose φ large enough in the positive to have that (1.64) is
smaller than /2, settling the proof of the Lemma.
Proof of Proposition 1.12. We claim that to arbitrary  > 0 there exists Ĉ > 0
such that
P
[
Gβ,N
(
∃j ≤ m : X̂σ(1),...,σ(j) /∈
(
−Ĉ, Ĉ
))
≥ 
]
≤ . (1.65)
This obviously implies that there exist C > 0 such that the claim of Proposition 1.12
holds. To see (1.65), we first modify the definition of the Gibbs measure slightly, sub-
tracting the constant βaN to the energies: Gβ,N (σ) = exp
[
β(Xσ − aN )
]/
ZaN (β) with
ZaN (β)
def=
∑
τ∈ΣN exp
[
β(Xτ − aN )
]
. We now claim that to given  there exists η > 0
such that, for N large enough
P
[
ZaN (β) ≤ η
]
≤ 
2
. (1.66)
The l.h.s above is to any R > 0 evidently bounded by
P
[∑̂
R
exp
[
β
(
X̂σ(1),...,σ(m) +
1
β
log
Zσ(1),...,σ(m)
E[Zσ(1),...,σ(m)]
)] ≤ η]
with
∑̂
R running over those σ ∈ ΣN,Am only such that X̂σ(1),...,σ(m) ∈ (−R,R). It is
also easily seen that to any ′ > 0 this sum runs over at most N = N(′) configurations
with P-probability greater than (1− ′). By Lemma 1.13 the contributions of each single
term log
(
Zσ/E[Zσ]
)
associated to these N configurations is the limit N →∞ vanishing
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(with overwhelming probability). It is therefore sufficient to prove that to every ˜ there
exist η˜ such that
P
[∑̂
R
exp
[
βX̂σ(1),...,σ(m)
]
≤ η˜
]
≤ ˜
2
.
This is however straightforward, since for x < −R∑̂
R
exp
[
βX̂σ(1),...,σ(m)
]
≤ exp(βx) =⇒ ]
{
σ ∈ ΣN,Am : X̂σ(1),...,σ(m) ≥ −R
}
= 0.
(1.67)
In virtue of Theorem 1.9.b) and the properties of the limiting point process X̂m, it is
plain that the probability of the event on the r.h.s above can be made (for large enough
N) as small as needed by simply choosing R large enough in the positive. On the other
hand, by Proposition 1.5 and Lemma 1.26, to given η,  > 0 we can find positive Ĉ such
that
P
 ∑
σ∈ΣN ; ∃j≤m: bXσ(1),...,σ(j) /∈(− bC, bC)
exp
[
β(Xσ − aN )
]
≥ η
 ≤ 2 ,
which together with (1.66) yields (1.65) and thus settles the proof of Proposition 1.12.
Proof of Theorem 1.4. The main issue is to prove that the normalization N
commutes with taking the N →∞ limit. The rest is implied by the remarkable proper-
ties of the PPP considered.
The low temperature. Recall that Ξβ,N is the law on Mmp
(
(R+)(2) × 2I) natu-
rally induced by the collection of points (exp[β(Xσ − aN )]
/
ZaN (β), σ ∈ ΣN ). Set then
HN,K
def= (exp [β(Xσ − aN )] , σ ∈ ΣN ). This is nothing else than the image of the PP of
the energy levels under the mapping exp(β·), in which case (cfr. [4, Prop. 8.5] and a
straightforward generalization) it follows by Theorem 1.9 that HN,K converges weakly
to a PP HK
def= (ηi, i ∈ NK) with ηi = η1i1η2i2 · · · ηKiK and the following properties: For
l ≤ K and multi-index il−1, the point process (ηlil−1,il ; il ∈ N) is poissonian with den-
sity Clxl(β) · t−xl(β)−1dt on R+; The ηl are independent for different l; (ηlil−1,il ; il ∈ N)
are independent for different il−1. Given such a PP, it is easily seen that
∑
i ηi < ∞
almost surely. (This is mainly due to the fact that x1(β) < x2(β) < · · · < xK(β). For
more on this, cfr. [4, Prop. 9.5] and a straightforward generalization.) We may thus
consider the new collection of normalized points given by (ηi; i ∈ NK), which induces
naturally an element of Mmp
(
(R+)(2) × 2I) with possible marks those from the chain
T = {A0, A1, . . . , AK} only. We denote by Ξβ its law.
With the new notation ZaN (β) =
∫
xHN,K(dx), and by Proposition 1.5 and Lemma 1.26
we have that to  > 0 there clearly exists C > 0 such that
P
[∫ 1/C
0
xHN,K(dx) +
∫ ∞
C
xHN,K(dx) ≥ 
]
≤ ,
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for large enough N . This implies that by uniformly approximating f(x) = x through
continous functions of the form
f˜(x) =
{
x, x ∈ [1/C,C]
0, x /∈ [1/2C, 2C] and f˜(x) ≤ x, ∀x ∈ R+, (1.68)
we have weak convergence of ZaN (β) to
∫
xHK(dx) =
∑
i ηi. This fact, together with
the continuity of the mapping
Mmp
(
(R+)(2) × 2I
)
× (0,∞)→Mmp
(
(R+)(2) × 2I
)
(∑
i
δ{yi; fi}, A
)
7→
∑
i
δ{yi/A; fi}
as well as Theorem 1.7 imply that ΞN,β converges weakly to Ξβ. It follows from the
analysis carried out in [5] that the laws Ξβ and PxK u QT,t coincide. This settles the
proof of claim a).
The pure states. It is slightly more advantageous to know where exactly β lies (al-
though it has no impact on the claim), so we suppose that β ∈ (βk, βk+1) for some k ≥ m
[since we do not specify k any further, we will cover the whole range β > βm at one fell
swoop]. It is more convenient to regard G(m)β,N as a marginal of G(k)β,N . To this end, for
σ ∈ ΣN,Am we rewrite the points of the mth-marginal of the Gibbs measure as
G(m)β,N (σ) =
∑
τ∈ΣN :τAm=σ
exp
[
βX̂τ(1),...,τ(k) + log
Zτ(1),...,τ(k)
E[τ(1), . . . , τ(k)]
]/
ZaN (β).
By Proposition 1.12, to given  > 0 there exists C > 0 such that
P
[
G(k)β,N
(
σ ∈ ΣN : Xσ(1),...,σ(l) ∈ (−C,C) ∀l ≤ k
)
≥ 1− 
]
≥ 1− ,
for large enough N . Then, as already pointed out at different occurences, there is also
N = N() such that P
[
]{ΣCN,Ak} ≥ N
] ≤ . By Lemma 1.13, the fluctuations of these N
associated random variables logZτ(1),...,τ(k)/E[Zτ(1),...,τ(k)] (the portion of the system in
high-temperature) are negligible. This implies that in the weak limit of G(m)β,N coincide
with the weak limits of the point process defined, for σ ∈ ΣN,Am , through
Ĝ(m)β,N (σ)
def=
∑
τ∈ΣN,Ak ,
τAm=σ
exp
[
βX̂τ(1),...,τ(k)
]
Ẑm(β)
, Ẑm(β)
def=
∑
η∈ΣN,Ak
exp
[
βX̂η(1),...,η(k)
]
.
We rewrite the points as Ĝ(m)β,N (σ) = expβ
[
X̂σ(1),...,σ(m) + Uσ(1),...,σ(m)
]/
Ẑm(β) where
Uσ(1),...,σ(m) =
1
β
log

∑
τ∈ΣN,Ak ,
τAm=σ
expβ
[
Xτ(1),...,τ(m+1) + . . . Xτ(1),...,τ(k)
] .
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Remark that to fixed σ ∈ ΣN,Am , Uσ = Uσ(1),...,σ(m) is (up to a constant) the logarithm
of the partition function of an irreducible hamiltonian in low temperature (β > βm). A
fixed realization (X̂σ(1),...,σ(m)+Uσ(1),...,σ(m);σ ∈ ΣN,Am) induces naturally an element of
Mmp
(
R(2) × 2Am). We denote by X̂UN,m its law. By Theorem 1.9, and the considera-
tions in the proof of claim a) about the low temperature behavior of partition functions
associated to an irreducible hamiltonian, we have that X̂UN,m converges weakly to the
law X̂Um of the process onMmp
(
R(2) × 2Am) (with the possible marks being those from
the restricted chain T(m) = {A0, . . . , Am} only) induced by the collection of points given
by (ui + Ui; i ∈ Nm) where
ui
def= u1i1 + · · ·+ uim , Ui
def=
1
β
log
∑
im+1,...,ik
exp
[
β
(
um+1im,im+1 + · · ·+ ukim,im+1,...,ik
)]
.
For l = 1, . . . , k and any multi-index il−1 the point process (ulil−1,il ; il ∈ N) is poissonian
with density Clβl exp(−βlt)dt. The ul are independent for different l and (ulil−1,il ; il ∈ N)
are independent for different il−1. An important observation is that to fixed im−1 the
PP (umim−1,im + Uim−1,im ; im ∈ N) is simply a shift by independent variables of a PPP,
in which case it is easy to see that(
umim−1,im + Uim−1,im − const; im ∈ N
)
(distr)
=
(
umim−1,im ; im ∈ N
)
, (1.69)
for some const > 0, cfr. [4, Prop. 8.7] and a straightforward generalization. By con-
tinuity under mappings, the process on Mmp
(
(R+)(2) × 2Am) induced by the points(
expβ
[
X̂σ(1),...,σ(m) + Uσ(1),...,σ(m) − const
]
; σ ∈ ΣN,Am
)
converges weakly to the pro-
cess induced by the points
(
exp[βui]; i ∈ Nm
)
. To get the weak limit of Ξ(m)β,N it then
suffices to prove that the normalization procedure commutes with the limit N → ∞;
this is done exactly as in case a); the proof of the Main Theorem is completed.

2. On a cavity field perturbation of the Random Energy
Model
2.1. Introduction and outline
After years of intensive research and important advances ([1], [13], [14], [19]) the Parisi
Picture [16] for mean field models of spin glasses still remains quite elusive. In fact,
despite the spectacular proof by Guerra and Talagrand that the Replica Symmetry
Breaking mechanism provides the correct answer on the level of the free energy of some
notoriously difficult models as that of Sherrington and Kirkpatrick, there seems to be
no idea around on how to address issues pertaining to the nature of the low tempera-
ture regime, such as the roˆle of the Derrida-Ruelle hierarchical structures, the (related)
ultrametricity, the law of the pure states, and the chaos problem, to quote a few.
In this work we gain some insights into these issues by swapping limits in the Cavity-RoSt
framework of Aizenman, Sims and Starr; to wit, instead of taking the thermodynamical
limit first and then perform a one spin perturbation of the Derrida-Ruelle structures, we
perform a cavity field perturbation on the finite systems first, and only subsequently do
we take the thermodynamical limit.
As a first step, we stick here to the simplest finite size counterpart of the Derrida-Ruelle
structures, the Random Energy Model [10], REM for short. Despite its simplicity, this
”REM+Cavity” shows a delicate phase transition where Replica Symmetry is broken
and ultrametricity sets in. In the low temperature region massive pure states emerge,
with law being given by the Poisson-Dirichlet distribution. Moreover, this model has
chaotic behavior in the temperature. This all is the content of Section 2.3.
The scenario depicted above for the REM+Cavity steadily follows from a way more
general approach which we develop at first place in Section 2.2. It allows to discuss in
somewhat universal terms mean field models of spin glasses where certain dependency
structures of REM-type can be recovered. The crucial ingredients are Large Deviations
Principles on the level of the empirical measures and related Central Limit Theorems.
Given the range of validity of these abstract theorems, we taste some flavour of univer-
sality of the Parisi Theory.
The proofs of the main results are collected in Section 2.4.
2.2. Mean field models of REM-type
Consider a double sequence Xα,i, α, i ≥ 1 of i.i.d. random variables with a distribution
µ, taking values in a Polish space (S,S), and which are defined on a probability space
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(Ω,F ,P). For N ∈ N, let for every α, the empirical distributions be defined by
LN,α
def=
1
N
N∑
i=1
δXα,i ,
which takes values inM+1 (S), the set of probability measures on (S,S), which itself is a
Polish space when equipped with the weak topology. Let Φ :M+1 → R be a continuous
function. We write
ZN
def= 2−N
2N∑
α=1
exp
[
NΦ(LN,α)
]
, fN (Φ, µ)
def=
1
N
logZN .
Theorem 2.1. In the above setting we have:
i) The limit f(Φ, µ) = limN→∞ fN (Φ, µ) exists P− a.s.
ii) Moreover, one has
f(Φ, µ) = sup {Φ(ν)−H(ν | µ) : H(ν | µ) ≤ log 2} ,
where H is the usual relative entropy H(ν | µ) def= ∫ log ( dνdµ) dν if ν  µ and
log(dν/dµ) ∈ L1(µ), and =∞ otherwise.
We now specialize to linear functionals, thereby assuming that
ZN = 2−N
∑
α
exp
[
N∑
i=1
φ(Xα,i)
]
for reasonable φ : S → R, in which case the functional from Theorem 2.1 reads Φ(ν) =∫
φ(x)ν(dx). By a slight abuse of notation, we write fN (φ, µ) for the free energy of the
finite-size system, and f(φ, µ) for its limit, which in virtue of Theorem 2.1 is given by
sup
{∫
φ(x)ν(dx)−H(ν | µ) : H(ν | µ) ≤ log 2
}
. (2.1)
We shall refer to expression (2.1) as the Gibbs variational principle, GVP for short.
In this setting, the GVP is strikingly simple to solve. We need some notation: for a
distribution ν ∈ M+1 (S), and h : S → R we write Eν [h] def=
∫
h(x)ν(dx). Moreover, for
m ∈ R, we introduce Γφ(m) def= log Eµ
[
emφ
]
.
Theorem 2.2. There exists a unique G ∈M+1 (S) solving the Gibbs variational princi-
ple. It is characterized by the Radon-Nykodym derivative
dG
dµ
(x) =
em?φ(x)
Eµ [em?φ]
,
for m? ∈ R with the following property: if φ, µ are such that Γ′φ(1)−Γφ(1) ≤ log 2, then
m? = 1, otherwise m? ∈ (0, 1) is solution to the following equation:
mΓ′φ(m)− Γφ(m) = log 2.
In terms of free energy of the system, Theorem 2.2 implies the following
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Corollary 2.3. fN (φ, µ) converges almost surely to the non-random functional:
f(φ, µ) =
{
Γφ(1), Γ′φ(1)− Γφ(1) ≤ log 2,
Γ′φ(m?)− log 2, otherwise.
(2.2)
where m? ∈ (0, 1) is the unique solution to the following equation:
mΓ′φ(m)− Γφ(m) = log 2. (2.3)
We call the first case in (2.2) high temperature, and the second low temperature, whereas
equation (2.3) is naturally an entropy condition.
In the case of linear functionals we introduce the finite-system Gibbs measure
Gφ,N (α) def= exp
[ N∑
i=1
φ(Xα,i)
]/
ZN , for α = 1, . . . , 2N , (2.4)
In general, for a collection of random points (ξi, i ∈ N) on the positive real line such
that
∑
i∈N ξi < ∞ almost surely, we define new points through the normalization ξi =
ξi
/∑
j ξj and write N ((ξi)) def= (ξi) for the normalization procedure. For a Poisson Point
Process with intensity r(t) we may also write PPP (t 7→ r(t)).
Theorem 2.4. Suppose that φ, µ are such that the system is in low temperature. Then
the point process
∑
α δGφ,N (α) converges weakly as N → ∞ to a N (PPP (t 7→ t−m?−1)),
with m? the unique solution to the entropy condition (2.3).
Remark that Theorem 2.4 accounts for some universality of the Derrida-Ruelle structures
and the socalled Poisson-Dirichlet distribution, which naturally arise in the weak limits
of the Gibbs measure associated to a REM-system in low temperature.
2.3. The REM+Cavity
We now come to the applications. Let again N ∈ N. We set ΣN def= {1, . . . , 2N} and
consider on some probability space (Ω,F ,P) a sequence (Xα, α ∈ ΣN ) of independent,
centered gaussians with variance N , as well as another independent sequence (gα,i, α ∈
ΣN , i = 1, . . . , N) of standard gaussians. For α ∈ ΣN , σ = (σ1, . . . , σN ) ∈ {±1}N , we
define the Hamiltonian of the REM+Cavity
H(α, σ) def= Xα +
N∑
i=1
gα,iσi. (2.5)
H(·, ·) is thus a gaussian field on ΣN × {±1}N with covariance given by
E[H(α, σ)H(α, σ′)] = Nδα=α′ +Nδα=α′q(σ, σ′),
where q(σ, σ′) def= 1N
∑N
i=1 σiσ
′
i is the usual overlap of the configurations σ, σ
′. For β ∈ R,
the inverse of the temperature, we define the free energy of the REM+Cavity
fN (β)
def=
1
N
log
[
2−2N
∑
α,σ
exp (βH(α, σ))
]
. (2.6)
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(Here and henceforth, we denote by g a standard gaussian, and by E expectation with
respect to it.)
Proposition 2.5. The limit f(β) = limN→∞ fN (β) associated to the spin glass (2.5)
exists P-a.s. and coincides with limN→∞ E[fN (β)]. Moreover, we have
f(β) =

β2 β ≤ β?,
β2
2 m? +
E[cosh(βg)m? log cosh(βg)]
E[cosh(βg)m? ] − log 2 β ≥ β?,
with β? being the unique positive solutions of the equation
E[cosh(βg) log cosh(βg)] = eβ
2/2 log 2, (2.7)
and m? = m?(β) ∈ (0, 1) the unique solution of
β2
2
m2 − log E[cosh(βg)m] +mE[cosh(βg)
m log cosh(βg)]
E[cosh(βg)m]
= log 2. (2.8)
According to the convention following Theorem 2.3, we call the region β ≤ β? the high-
temperature, and β > β? the low temperature regime. Let us now introduce the Gibbs
measure associated to the REM+Cavity:
Gβ,N (α, σ) = expβH(α, σ)∑
α′,σ′ expβH(α′, σ′)
, for(α, σ) ∈ ΣN × {±1}N .
Our interest lies in the weak limit properties of the collection of points (Gβ,N (α, σ)). It is
not difficult to realize that even in low temperature no configuration gets a macroscopic
weight when passing to the limit N → ∞. To get something interesting we must lump
together exponentially many configurations; to this end, let us call for α ∈ ΣN the set
Eα
def=
{
(α, σ) : σ ∈ {±1}N
}
a pure state and consider its mass under the Gibbs measure
Gβ,N (α) def=
∑
σ∈{±1}N
Gβ,N (α, σ).
Proposition 2.6. Let β > β?. Then the collection of points
(Gβ,N (α);α ∈ ΣN) con-
verges weakly to N (PPP (t 7→ t−m?−1)).
We thus witness in the low-temperature regime of the REM+Cavity the emergence of
massive pure states, with law (when reordered in non-increasing fashion) being given by
the Poisson-Dirichlet distribution.
Despite the recent remarkable progress in the field of spin glasses of SK-type, the whole
subject remains somewhat mysterious. For instance, the Parisi Theory predicts a very
peculiar behavior of the overlap of two configurations belonging to the same pure state.
In the most challenging models such as the original SK, the pure states are notoriously
difficult to identify, and practically nothing is rigorously known to date as for their weak
limits, the same being true for the microscopic properties of the system inside of a pure
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state. The REM+Cavity represents a simple ground where these issues can be addressed:
suppose that β > β? (low-temperature) and set
q?
def=
E
[
tanh2(βg) exp (m? log cosh(βg))
]
E [exp(m? log cosh(βg))]
,
for g a standard gaussian and E denoting expectation with respect to it. Clearly, m? is
the unique solution to the entropy equation. For a function F : ΣN × ΣN → R on the
replicated system we write〈
F
〉⊗2
β,N
def=
∑
(α,σ;α′σ′)∈ΣN×ΣN
F
(
α, σ;α′, σ′
)Gβ,N (α, σ)Gβ,N (α′, σ′).
Proposition 2.7 (Ultrametricity for the REM+Cavity). For β > β?,
i) limN→∞ E
[〈
δα=α′
(
q(σ, σ′)− q?
)2〉⊗2
β,N
]
= 0.
ii) limN→∞ E
[〈
δα 6=α′q(σ, σ′)2
〉⊗2
β,N
]
= 0,
The above proves ultrametricity in the following simple terms: the overlap on the Ising-
spins can take essentially two values, for large enough N . Inside of a pure state, the
overlap of two configurations is constant, and equals q? (case i), while the overlap of two
configurations belonging to two different pure states (case ii) is essentially zero.
We conclude with a final remark pertaining to the chaos problem. In the physical litera-
ture, one says that a disordered system displays chaos as soon as the overlap associated to
two systems at different temperatures can take one value only, the relevant configurations
being therefore essentially unrelated. To date, the only models where these issues could
be rigorously addressed are those of GREM-type; absence of chaos is however in these
models quite evident, since (by construction), a change in the temperature does not affect
the ordering of their energy levels. An interesting feature of the REM+Cavity is that,
given the delicate β-dependence of the relevant energies, chaos is present. More precisely,
consider the replicated space of configurations (ΣN ×{±1}N )× (ΣN ×{±1}N ) endowed
with the product Gibbs measure Gβ,N ⊗ Gβ′,N given by the hamiltonians βH(α, σ) and
β′H(α′, σ′) respectively. (This is nothing else then the product measure of two identical,
i.e. with same disorder, copies at temperatures β and β′ respectively). Let us also denote
by 〈·〉⊗2β,β′,N expectation with respect to Gβ,N ⊗ Gβ′,N .
Proposition 2.8 (Chaos in temperature for the REM+Cavity). Assume β, β′ > β? and
β 6= β′.
a) Given ε > 0 there exists δ > 0 such that
P
[
Gβ,N ⊗ Gβ′,N (δα=α′) ≥ e−δN
]
≤ e−δN .
b)
lim
N→∞
E
〈
δα 6=α′q(σ, σ′)2
〉⊗2
β,β′,N = 0.
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2.4. Proofs of the main results
2.4.1. The free energy for spin glasses of REM-type. For the proof of The-
orem 2.1, we still need a technical result. Given A ⊂M+1 (S), we set
MN (A)
def= ]
{
α ≤ 2N : LN,α ∈ A
}
.
We also write H(A) for infν∈AH(ν | µ).
Lemma 2.9. Let ν ∈M+1 (S), and V be an open neighborhood of ν. If H(ν | µ) ≤ log 2,
and ε > 0, then there exists an open neighborhood U of ν, U ⊂ V , and δ > 0 such that
for large enough N
P
[
MN (U) ≤ exp [N(log 2−H(ν | µ)− ε)]
]
≤ e−Nδ, (2.9)
P
[
MN (U) ≥ exp [N(log 2−H(ν | µ) + ε)]
]
≤ e−Nδ. (2.10)
If H(ν) > log 2, then there exist U and δ with
P
[
MN (U) 6= 0
]
≤ e−Nδ. (2.11)
Proof. Let first ν ∈ M+1 (S) satisfy H(ν | µ) ≤ log 2. The statement of the
Lemma is trivial if ν = µ, so we assume ν 6= µ. Let Br(ν) ⊂ M+1 (S) be the open
ball of radius r and center ν, where we have equipped M+1 (S) with one of the standard
metrics, e.g. Prohorov’s metric. Then H(Br(ν)) = H(cl(Br(ν))), except for countably
many r. Therefore we can find arbitrary small ε1 > 0, and U
def= Br(ν) ⊂ V , such that
H(U) = H(cl(U)) = H(ν | µ)− ε1. From Sanov’s Theorem, we have
P
[
LN,α ∈ U
]
≥ exp
[
−N
(
H(ν | µ)− 5
6
ε1
)]
,
P
[
LN,α ∈ cl(U)
]
≤ exp
[
−N
(
H(ν | µ)− 7
6
ε1
)]
,
(2.12)
for large enough N . Therefore
EMN (U) ≥ exp
[
N
(
log 2−H(ν | µ) + 5
6
ε1
)]
EMN (U) ≤ exp
[
N
(
log 2−H(ν | µ) + 7
6
ε1
)]
,
E
[
MN (U)2
]
≤ E[MN (U)]2 + exp
[
N
(
log 2−H(ν | µ) + 7
6
ε1
)]
varP
(
MN (U)
)
≤ e−Nε1/2
(
EMN (U)
)2
.
(2.13)
Hence,
P
[
MN (U) ≤
(
1− e−Nε1/8
)
EMN (U)
]
≤ exp [−Nε1/4] ,
P
[
MN (U) ≥
(
1 + e−Nε1/8
)
EMN (U)
]
≤ exp [−Nε1/4] .
(2.14)
Choosing ε1 smaller than ε/2 and δ = ε1/4 proves the Lemma in this case. The case
H(ν | µ) > log 2 needs only a slight modification. In that case, there exists an open
neighborhood U ⊂ V of ν such that P[LN,α ∈ U] is exponentially small in N , with a
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decay rate which is bigger than log 2. This proves the claim by the Markov inequality.
Proof of Theorem 2.1. We first prove the lower bound. Let ν be any element in
M+1 (S) satisfying H(ν | µ) ≤ log 2. Let ε > 0. As Φ is continuous, we can choose an
open neighborhood V of ν satisfying | Φ(γ)−Φ(ν) |≤ ε for γ ∈ V . Applying Lemma 2.9
we find a neighborhood U of ν in V satisfying (2.9). As
ZN ≥ 2−N exp
[
N inf
γ∈U
Φ(γ)
]
MN (U) ≥ 2−NeN(Φ(ν)−ε)MN (U),
we get from Lemma 2.9 that P-a.s. one has eventually
ZN ≥ 2−N exp
[
N (Φ(ν)− ε)
]
exp
[
N (log 2−H(ν | µ)− ε)
]
≥ exp
[
N {Φ(ν)−H(ν | µ)− 2ε}
]
,
(2.15)
and therefore
lim inf
N→∞
1
N
logZN ≥ Φ(ν)−H(ν | µ) (2.16)
almost surely, for all ν with H(ν | µ) ≤ log 2. This proves the lower bound.
We now prove the upper bound. We use the well-known fact that there exists a compact
set K ⊂M+1 (S) such that P
[
LN,α /∈ K
] ≤ exp [−N(log 2 + 1)]. Let DN be the event
DN
def=
2N⋂
α=1
{LN,α ∈ K} .
Then
P [DcN ] ≤ 2N2 exp
[
−N (log 2 + 1)
]
, (2.17)
and therefore
P
[
lim inf
N→∞
DN
]
= 1.
Fix ε > 0. For any ν ∈ K, we choose Vν such that
∣∣Φ(γ)−Φ(ν)∣∣ ≤ ε for γ ∈ Vν , and then
Uν ⊂ Vν according to Lemma 2.9. The Uν cover K, and we choose a finite subcover, call
it Uν1 , . . . , Uνm . Then, on D
def= lim infN DN we have, writing Uk instead of Uνk ,
ZN = 2−N
∑
α
exp
[
NΦ(LN,α)
]
= 2−N
m∑
k=1
∑
α:LN,α∈Uk
exp
[
NΦ(LN,α)
]
≤ 2−N
m∑
k=1
exp
[
N {Φ(νk) + ε}
]
MN (Uk)
≤
∑
k:H(νk|µ)≤log 2
exp
[
N {Φ(νk)−H(νk | µ) + 2ε}
]
(2.18)
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outside an event which has probability at most m exp [−N minj≤m δj ], where the δj
corresponds to the Uj . From this estimate on gets that P-a.s. one has
lim sup
N→∞
1
N
logZN ≤ sup
ν:H(ν|µ)≤log 2
[Φ(ν)−H(ν | µ)] ,
which together with the lower bound settles the proof of Theorem 2.1.
Proof of Theorem 2.2. We first restrict the analysis of the GVP to measures
with Radon-Nykodym derivative being given by
dν
dµ
=
exp
[
mφ(x)
]
Z(m)
, with Z(m) = Eµ
[
emφ
]
. (2.19)
This evidently yields a lower bound to the GVP, which actually reads
sup
m∈R
{
(1−m)Γ′φ(m) + Γφ(m) : mΓ′φ(m)− Γφ(m) ≤ log 2
}
. (2.20)
We now claim that the target function (1−m)Γ′φ(m)+Γφ(m) is increasing onm ∈ (−∞, 1]
and decreasing otherwise; in fact
d
dm
[
(1−m)Γ′φ(m) + Γφ(m)
]
= (1−m)Γ′′φ(m)
and convexity also implies that Γ′′φ(m) ≥ 0, ∀m ∈ R. Thus, we can restrict the search
for a maximizing m ∈ R in (2.20) to:
sup
m∈(−∞,1]
{
(1−m)Γ′φ(m) + Γφ(m) : mΓ′φ(m)− Γφ(m) ≤ log 2
}
(2.21)
But monotonicity also implies that the (global) maximum is attained in m = 1, as long
as the side condition is satisfied:
sup
m∈(−∞,1]
{
(1−m)Γ′φ(m) + Γφ(m) : mΓ′φ(m)− Γφ(m) ≤ log 2
}
=
=
(
(1−m)Γ′φ(m) + Γφ(m)
)∣∣∣
m=1
= Γφ(1).
(2.22)
In this case, the side condition reads Γ′φ(1)− Γφ(1) ≤ log 2, the high temperature.
In the case where φ, µ are such that at m = 1 the constraint is not satisfied we first
observe that the function giving rise to the side condition is also increasing, this time
for any value of m ≥ 0:
d
dm
(
mΓ′φ(m)− Γφ(m)
)
= mΓ′′φ(m).
Hence, monotonicity of both target and constraint function yields that the maximum is
achieved at the largest possible value, which is the one satisfying:
mΓ′φ(m)− Γφ(m) = log 2 (2.23)
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To check existence and uniqueness of the solution to (2.23) we observe that
[
mΓ′φ(m)− Γφ(m)
]∣∣∣
m=0
= 0 < log 2,
and that the low temperature condition ensures
[
mΓ′φ(m)− Γφ(m)
]∣∣∣
m=1
> log 2.
The claim then follows in virtue of a simple result from Real Analysis, which also entails
the property m? ∈ (0, 1).
We next claim that the extremal measures with Radon-Nykodym derivative as in (2.19),
with either m = 1 or solution to (2.23), are maximimizers for the variational problem.
In fact, we may certainly restrict the analysis to measures which are non-singular with
respect to µ (if not, the relative entropy would run off to ∞). For convenience, call the
Gibbs measures from the previous step Gm, that is:
dGm
dµ
= emφ(x)/Z(m), Z(m) = Eµ[emφ].
Let us now suppose that there exists a measure ν  µ satisfying the constraint
H(ν | µ) ≤ log 2 (2.24)
for which
Eν [φ]−H(ν | µ) > EGm [φ]−H(Gm | µ). (2.25)
We compute the entropy of ν relative to Gm:
H(ν | Gm) =
∫
dν log
( dν
dGm
)
=
∫
dν log
(dν
dµ
· dµ
dGm
)
=
= H(ν | µ)− Eν [log dGm
dµ
] = H(ν | µ)−mEν [φ] + logZ(m) =
= H(ν | µ)−mEν [φ] +mEGm [φ]−H(Gm | µ)
(2.26)
the last equality stemming from the definition of the Gm, according to which
H(Gm | µ) = mEGm [φ]− logZ(m).
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Therefore,
H(ν | Gm) = H(ν | µ)−H(Gm | µ) +m
{
EGm [φ]− Eν [φ]
}
= H(ν | µ)−H(Gm | µ)+
+m
{[
EGm [φ]−H(Gm | µ)
]
−
[
Eν [φ]−H(ν | µ)
]}
+
+mH(Gm | µ)−mH(ν | µ) =
= m
{[
EGm [φ]−H(Gm | µ)
]
−
[
Eν [φ]−H(ν | µ)
]}
+
+ (m− 1)
{
H(Gm | µ)−H(ν | µ)
}
(2.27)
Let us abbreviate
∆(Gm, ν)
def=
{[
EGm [φ]−H(Gm | µ)
]
−
[
Eν [φ]−H(ν | µ)
]}
Remark that ∆(Gm, ν) ≤ 0, for every ν fulfilling condition (2.25). We then have
H(ν | Gm) = m∆(Gm, ν) + (m− 1)
{
H(Gm | µ)−H(ν | µ)
}
Suppose we are in the high temperature regime: we know by now that there exists a
measure Gm (and m = 1) satisfying the constraint, so that the second term on the r.h.s
above drops out, and it remains ∆(Gm, ν) which is by (2.25) negative.
On the other hand, in the low-temperature regime we can come up with the Gibbs mea-
sure associated to m?, the latter lying in (0, 1): again, the first term on the r.h.s. is
strictly less than 0, because of the assumption (2.25). The second term on the r.h.s. is
also negative, since ν must satisfy the constraint (2.24), and the Gibbs measure associ-
ated to m? is such that
H(Gm? | µ) = log 2,
and therefore:
(m? − 1)
{
H(Gm? | µ)−H(ν | µ)
}
= (m? − 1)
{
log 2−H(ν | µ)
}
≤ 0.
In both high- and low-temperature regimes, the relative entropy H(ν | Gm) (either with
m = 1 or m = m?) is negative, obviously a contradiction. This settles the proof of
Theorem 2.2.
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2.4.2. The Gibbs measure of spin glasses of REM-type. Letm? be the unique
solution to equation (2.3) and G = Gm? the associated extremal measure. Set
EG(φ)
def=
∫
φ(x)G(dx), V(φ) def=
∫
φ(x)2G(dx)− EG(φ)2,
as well as aN
def= E(φ)N + ω(N), ω(N) def= − 1
m?
log
√
2piV(φ)N.
(2.28)
For α ∈ {1, . . . , 2N} let us also abbreviate HN (α) def=
∑N
i=1 φ(Xα,i).
Lemma 2.10. With the above notations, for N →∞:
P
[ N∑
i=1
φ(X1,i)− aN ≥ t
]
= 2−N
{
1
m?
exp
(−m?t)+ o(1)} . (2.29)
Proof. It essentially follows from the CLT for iid random variables. Standard ref-
erence is the monograph [17]. Similar computations have been exploited recently in [9]
for the asymptotics of sums of heavy-tailed random variables.
Consider a sequence of iid (real valued) random variables (X˜1,i; i = 1, . . . N) defined on
some additional probability space (Ω˜, F˜ ,Q), distributed according to G(dx). We also set
GN (−∞, y] def= Q
[∑
i≤N φ(X˜1,i)− EG(φ) ≤ y
]
, ψ(x) stand for the density of a standard
gaussian and Ψ(x) def=
∫
[x,∞) ψ(y)dy. (Remark that EG[φ] is nothing more than the mean
value of the random variable φ(X˜1,1) under Q.)
By change of measure and integration by parts, it holds:
P
[ N∑
i=1
φ(X1,i)− aN ≥ t
]
=
= expN
{
log E[em?φ]−m?EG(φ)
}∫
t+ω(N)
e−m?yGN (dy) =
= expN
{
log E[em?φ]−m?EG(φ)
}
×
{
− exp [−m?y]GN [y,∞)∣∣∣t+ω(N)−∞
−m?
∫ ∞
t+ω(N)
exp
[
−m?y
]
GN [y,∞)dy
}
.
(2.30)
By [17, Th. 5.22], the following uniform bound holds
GN [y,∞) = Q
[∑N
i=1 φ(X˜1,i)− EG(φ)N√
NV(φ)
≥ y√
NV(φ)
]
=
= Ψ
(
y/
√
NV(φ)
)
− const√
NV(φ)
(
1− y
2
NV(φ)
)
ψ
( y√
NV(φ)
)
+ o(N−1/2).
(2.31)
56 2. THE REM+CAVITY
Recall also that by the entropy condition, log E[em?φ]−m?EG(φ) = − log 2. This, and
(2.31) inserted in (2.30) yields
P
[ N∑
i=1
φ(X1,i)− aN ≥ t
]
= 2−N
{
(I) + (II) + (III)
}
,
where
(I) def= − exp [−m?y]Ψ(y/√NV(φ))∣∣∣∞
t+ω(N)
−m?
∫ ∞
t+ω(N)
e−m?yΨ
(
y/
√
NV(φ)
)
dy =
= exp
[m2?
2
NV(φ)
] ∫ ∞
t
exp
[
−(z −m?NV(φ) + ω(N))
2
2NV(φ)
]
dz√
2piNV(φ)
=
=
∫ ∞
t
e−m?y+o(1)dy,
uniformly. As for the second term, we have:
(II) def= exp
[−m?y] const√
NV(φ)
[
1− y
2
NV(φ)
]
ψ
(
y/
√
NV(φ)
)∣∣∣∞
t+ω(N)
+
+m?
∫ ∞
t+ω(N)
e−m?y
const√
NV(φ)
[
1− y
2
NV(φ)
]
ψ(y/
√
NV(φ))dy
=
∫ ∞
t+ω(N)
e−m?y
1√
NV(φ)
ψ(
y√
NV(φ)
)dy+
+
const√
NV(φ)
∫ ∞
t+ω(N)
e−m?y
d
dy
[(
1− y
2
NV(φ)
)
exp
[− y2
2NV(φ)
]]
dy
= const
∫ ∞
t+ω(N)√
NV(φ)
(z3 − 3z)e−z2/2e−mz
√
NV(φ) dz√
NV(φ)
= O(N−1/2).
Finally,
(III) def= − e−m?yo(N−1/2)
∣∣∣∞
t+ω(N)
−m?
∫ ∞
t+ω(N)
e−m?yo(N−1/2)dy,
which by definition of ω(N) reads then
= exp
[
−m?
(
t+ ω(N)
)]
o(N−1/2) = N1/2o(N−1/2) = o(1).
Altogether we have
P
[ N∑
i=1
φ(X1,i)− aN ≥ t
]
= 2−N
[ ∫ ∞
t
e−m?y+o(1)dy + o(1)
]
.
which settles the Lemma.
Proposition 2.11. Within the above setting:
a) the Point Process
(
HN (α) − aN ;α ∈ ΣN
)
converges weakly to a Poisson Point
Process with density e−m?tdt;
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b) the Point process
(
exp(HN (α) − aN );α ∈ ΣN
)
converges weakly to a PPP of
density on the positive axis t−m?−1dt.
Proof. For the first claim, we shall exploit the equivalence of weak convergence and
convergence of Laplace functionals. For a continuous function with compact support
F ∈ Co(R) we have:
E
[
exp
(
−
∑
α
F (HN (α)− aN )
)]
=
= E
[
exp
(
− F (HN (1)− aN )
)]2N
=
=
{
1− E
[
1− exp
(
− F (HN (1)− aN )
)]}2N
=
=
{
1−
∫ (
1− e−F (t)
)
P
[∑
i
φ(X1,i)− aN ∈ dt
]}2N
,
(2.32)
which by Lemma 2.10 converges to exp
[
− ∫ (1− e−F (t))e−m?tdt], settling the proof of
part a). Part b) follows by well known properties of PPP.
Since the law of
(GN,φ(α);α ∈ ΣN) coincides with that of(
exp
[
HN (α)− aN
]/∑
α′
exp
[
HN (α′)− aN
]
;α′ ∈ ΣN
)
,
to prove Theorem 2.4 it suffices to prove that in low temperature the normalization
commutes with taking the N →∞ limit. For this, we have the following:
Lemma 2.12. Suppose φ is such that the system is in low temperature, and let ε > 0.
There exists C > 0 such that
P
[∑
α
exp
[
HN (α)− aN
]
1HN (α)−aN /∈[−C,C] ≥ ε
]
≤ ε,
for large enough N .
Proof. We clearly have that (for large enough N)
P
[∑
α
exp
[
HN (α)− aN
]
1HN (α)−aN≥C ≥ ε
]
≤ P
[
∃α ∈ ΣN : HN (α)− aN ≥ C
]
≤ 2NP
[
HN (1)− aN ≥ C] ≤ exp
[−m?C + const],
(2.33)
the last inequality by Lemma 2.10. This term can be made arbitrarily small by choosing
C large enough in the positive. So, it remains to prove that we can find C large enough
in the positive such that
P
[ ∑
α∈ΣN
exp
[
HN (α)− aN
]
1HN (α)−aN≤−C ≥ ε
]
≤ ε
2
.
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To see the last inequality, remark that the l.h.s. is clearly bounded above by
2N
ε
E
[
exp
{
HN (1)− aN
}
1HN (1)−aN≤−C
]
.
As for a useful bound to the expectation, we proceed along the lines of Lemma 2.10, by
first change of measure and then partial integration:
E
[
exp
{
HN (1)− aN
}
1HN (1)−aN≤−C
]
= eN log E[expmφ]−NEG(φ)e−ω(N)
∫ −C+ω(N)
−∞
exp
[
(1−m?)y
]
GN (dy)
= 2−Ne−ω(N)
{∫ −C+ω(N)
−∞
e(1−m?)yψ(y/
√
NV(φ))
dy√
NV(φ)
+
+
const√
NV(φ)
∫ −C+ω(N)
−∞
e(1−m?)y
d
dy
[(
1− y
2
NV(φ)
)
ψ(y/
√
NV(φ))
]
dy+
+ e(1−m?)yo(N−1/2)
∣∣∣−C+ω(N)
−∞
+
∫ −C+ω(N)
−∞
e(1−m?)yo(N−1/2)dy
}
(2.34)
The crucial point here is that m? ∈ (0, 1) so that all the integrals above exist (most
notably, the one involving the o(N−1/2)-term). It is easy to see that the r.h.s of (2.34)
is of order
2−N exp
[
− (1−m?)︸ ︷︷ ︸
>0
C + o(1)
]
for N large enough. This can be made as small as needed by choosing C large enough.
Proof of Theorem 2.4. We denote byM the space of Radon measures on (0,∞)
endowed with the vague topology. By HN we denote the point process associated to the
collection of points (exp[HN (α) − aN ], α ∈ ΣN ) and H be its vague limit. We choose
a continuous function h : R+ → R+ with h(x) = x for x ∈ [1/C,C], h(x) ≤ x ∀x and
h(x) = 0 for x /∈ [1/2C, 2C]. Then ∫ h dHN converges weakly to ∫ h dH by continuity
of the mapping M 3 Ξ → ∫ hdΞ. By Lemma 2.12, to ε > 0 we can find C > 0 large
enough such that
P
[∫ 1/C
0
xdHN +
∫ ∞
C
xdHN ≥ ε
]
≤ ε,
uniformly in N , from which we see by approximation that
∫∞
0 xdHN converges weakly to∫∞
0 xdH. This also implies that (HN ,
∫∞
0 xdHN ) converges weakly towards (H,
∫∞
0 x dH).
Theorem 2.4 then clearly follows from the continuity of the mapping M × (0,∞)→ M
defined through (Ξ, a) 7→ Ξθ−1a with θa : (0,∞)→ (0,∞) and θa(x) def= x/a.
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2.4.3. The free energy of the REM+Cavity. We denote by g a standard cen-
tered gaussian and by E expectation with respect to it.
Proof of Proposition 2.5. The fact that the free energy fN (β) is in the limit
self-averaging, i.e. that limN fN (β) (if the limit exists) coincides with limN E[fN (β)] is
a simple consequence of the Gaussian Concentration Phenomenon, cfr. e.g. [15]. This
seems to be a typical feature of Mean Field Models for Spin Glasses.
As for the limiting free energy, we write the fN (β) in such a way that the abstract
theorems from Section 2.2 apply: firstly, performing the trace over the Ising-spins we
have:
fN (β) =
1
N
log 2−N
∑
α
exp
[
βXα +
∑
i
log cosh(βgα,i)
]
(2.35)
We may then regard the Xα’s as the sum of N independent standard gaussians Xα,i,
i.e. Xα =
∑N
i=1Xα,i (such a decomposition clearly does not modify the statistics of the
system) so that we get
fN (β) =
1
N
log 2−N
∑
α
exp [NΦ(LN,α)]
with Φ :M+1 (R2)→ R, ν 7→
∫
φ(x1, x2)ν(dx1, dx2) and φ(x1, x2) = βx1 + log cosh(βx2)
and LN,α
def= 1N
∑N
i=1 δXα,i,gα,i .
Theorem 2.3 does not yet apply, as φ is not of bounded support. However, only a minor
modification of the argument is required: We introduce, for L ∈ R+,
φL(x1, x2)
def=
{
φ(x1, x2) if (x1, x2) ∈ [−L,L]2,
0 otherwise.
Set also ΦL(ν)
def=
∫
φL(x1, x2)ν(dx1, dx2) and Φ̂L(ν) =
∫
(φ− φL)dν.
fN (β)] =
1
N
log 2−N
∑
α
exp
(
NΦL(LN,α +N Φ̂(LN,α))
)
Since limx→±∞(1/x) log cosh(βx) = β, by Jensen’s inequality and the usual gaussian
estimates, it is evident that
lim sup
L→+∞
lim sup
N→∞
E
[
1
N
log
∑
α
2−N exp
(
N Φ̂L(LN,α)
)]
= −∞,
thus
lim
N→∞
E[fN (β)] = lim
L→∞
lim
N→∞
E
[
1
N
log
∑
α
2−N exp (ΦL(LN,α))
]
. (2.36)
Theorem 2.3 now yields, to fixed L, the P-a.s. asymptotics of
f(β, L) def= lim
N
1
N
log
∑
α
2−N exp (ΦL(LN,α)) .
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(Again by concentration of measure, it coincides with the L1(P(dω)) limit.) Then one
can easily remove the cutoff, getting that limL→∞ f(β, L) = f(β); in fact, the criti-
cal temperature β? separating the high and low temperature regimes is related to the
threshold
Γ′φ(1)− Γφ(1) ≤ log 2⇐⇒ E
[
cosh(βg) log cosh(βg)
]
≤ eβ2/2 log 2.
The claim on β? now follows in virtue of Lemma 2.13 below. This concludes the proof
of the Proposition.
Lemma 2.13. a) For every β ∈ R it holds:
E[log cosh(βg)] ≤ e−β2/2E[cosh(βg) log cosh(βg)].
b) There exists a unique β? > 0 such that:
E[cosh(β?g) log cosh(β?g)] = eβ
2
?/2 log 2. (2.37)
For β ≤ β?
E[cosh(βg) log cosh(βg)] ≤ eβ2/2 log 2
whereas for β > β?
E[cosh(βg) log cosh(βg)] > eβ
2/2 log 2.
Proof. The m-derivative of the function Γβ(m)
def= log E
[
em log cosh(βg)
]
reads
Γ′β(m) =
E[cosh(βg)m log cosh(βg)]
E[cosh(βg)m]
Since Γβ(·) is a convex function, its derivative is increasing, and thus Γ′β(0) ≤ Γ′β(1).
This yields claim a). As for claim b), letH(β) def= e−β2/2E[log cosh(βg) cosh(βg)]. Clearly,
H(0) = 0 and by a)
H(β) ≥ E[log cosh(βg)]
implying that H is not bounded above. Exploiting integration by parts for gaussian
r.v.’s it holds:
d
dβ
H(β) = −βe−β2/2E[cosh(βg) log cosh(βg)]+
+ e−β
2/2E[g sinh(βg)] + e−β
2/2E[g log cosh(βg) sinh(βg)] =
= βe−β
2/2
{
− E[cosh(βg) log cosh(βg)]+
+ E[cosh(βg)] + E[sinh2(βg) cosh(βg)−1] + E[log cosh(βg) cosh(βg)]
}
=
= βe−β
2/2
{
E[cosh(βg)] + E[sinh2(βg) cosh(βg)−1]
}
≥ 0
Hence, H is also increasing.
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2.4.4. The Gibbs measure of the REM+Cavity.
Proof of Proposition 2.6. Performing the trace over the Ising spins, the Gibbs
weight of the pure state α ∈ {1, . . . , 2N} in the REM+Cavity reads
Gβ,N (α) = exp
[
βXα +
N∑
i=1
log cosh(βgα,i)
]/∑
α′
exp
[
βXα′ +
N∑
i=1
log cosh(βgα′,i).
]
As in the proof of the Proposition 2.5, we may then replace the Xα with
∑N
i=1Xα,i for a
double sequence of independent standard gaussians Xα,i (this evidently does not affect
the distribution of the Gibbs weights). Theorem 2.4 then clearly applies.
We next recall some remarkable properties of the Derrida-Ruelle processes in the case of
1-step Replica Symmetry Breaking (the proof can be found for instance in [19, Theorem
6.4.5]).
Lemma 2.14. Assume that the sequence of weights (vα) is distributed like PPP (t−m?−1dt)
and is independent of the sequence (Uα, Vα). Assume also that V ≥ 1,E[U2],E[V 2] <∞.
Then the following formulas hold:
1. E
[P
α vαUαP
α vαVα
]
=
E[UVm?−1]
E[Vm? ]
2. E
[P
α 6=β vαvβUαUβ
(
P
α vαVα)
2
]
= m?
(
E[UVm?−1]
E[Vm? ]
)2
3. E
[ P
α v
2
αU
2
α
(
P
α vαVα)
2
]
= (1−m?)E[U
2Vm?−2]
E[Vm? ]
With these formulae we can tackle the issue of ultrametricity in the REM+Cavity:
Proof of Proposition 2.7. Let
w(1,2)α
def= exp
(
βXα +
N∑
i=3
log cosh(βgα,i)− aN
)
stand for the “Boltzmann weight” of the pure state α with a cavity in the sites i = 1, 2,
and constant aN being given by (2.28), obviously specialized to the setting of the
REM+Cavity. Remark that these weights somewhat differ from the original ones with-
out the cavity, but only a fairly trivial modification to the considerations in the proof of
Proposition 2.11 is needed to get the weak convergence of (w(1,2)α ) towards a collection
(vα) distributed according to a PPP of density t−m?−1dt on R+.
We also write
w(1)α
def= exp
(
βXα +
N∑
i=2
log cosh(βgα,i)− aN
)
.
Again,
(
w
(1)
α
)
evidently weakly converges to a PPP with density t−m?−1dt on R+.
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As for the proof of claim i) in Proposition 2.7: expanding the quadratic terms, by
symmetry and obvious bounds one easily sees that
E
[〈
δα=α′
(
q(σ, σ′)− q?
)2〉⊗2
β,N
]
=
= {1 +O(1/N)}E
[〈
δα=α′σ1σ2σ
′
1σ
′
2
〉⊗2
β,N
]
− 2q?E
[〈
δα=α′σ1σ
′
1
〉⊗2
β,N
]
+ q2?E
〈
δα,α′
〉⊗
β,N
.
(2.38)
Performing the trace over the Ising spins separately (first in the numerator and then in
the denominator) we get
(2.38) = {1 +O(1/N)}E

∑
α {sinh(βgα,1) sinh(βgα,2)}2
(
w
(1,2)
α
)2
(∑
α cosh(βgα,1) cosh(βgα,2)w
(1,2)
α
)2
+
− 2q?E

∑
α sinh(βgα,1)
2
(
w
(1)
α
)2
(∑
α cosh(βgα,1)w
(1)
α
)2
+ q2?E [〈δα=α′〉⊗2β,N] =
= (I) + (II) + (III).
(2.39)
As for the last term on the r.h.s. above, by Proposition 2.6, (Gβ,N (α)) converges to a
N (PPP (t−m?−1dt)), from which one easily deduces that
E
[
〈δα=α′〉⊗2β,N
]
= E
[∑
α
Gβ,N (α)2
]
→ 1−m?, as N →∞. (2.40)
As for the term before last, by Proposition 2.11, together with similar considerations as
in the proof of Theorem 2.4 and by Lemma 2.14 (formula 3) we have
lim
N→∞
E

∑
α sinh(βgα,1)
2
(
w
(1)
α
)2
(∑
α cosh(βgα,1)w
(1)
α
)2
 = (1−m?)EU2V m?−2
EV m?
,
where U = sinh(βg), V = cosh(βg) for g standard gaussian (remark that U2V m?−2 =
tanh2(βg) cosh(βg)m?), and therefore
lim
N→∞
(II) = −2(1−m?)q2?. (2.41)
Finally, for the term (I) we proceed analogously, with U = sinh(βg1) sinh(βg2), V =
cosh(βg1) cosh(βg2) (and g1, g2 standard, independent gaussians):
lim
N→∞
(I) = (1−m?)E[U
2V m?−2]
E[Vm? ]
= (1−m?)
E
[
tanh2(βg1) tanh2(βg2) cosh(βg1)m? cosh(βg2)m?
]
E [cosh(βg1)m? cosh(βg2)m? ]
= (1−m?)q2?,
(2.42)
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the last step by the independence of g1 and g2. Combining the information gathered in
(2.40), (2.41) and (2.42) yields claim i) of the Proposition. Claim ii) involves similar
considerations.
Proof of Proposition 2.8. Consider for the moment the β-system only. Denote
by f(β) the free energy and by Gm?(β) the associated extremal measure solving the GVP.
For ε > 0, set Bβ,ε
def= Bε(Gm?(β)) ⊂ M+1 (R2) for the open ball of radius ε and center
Gm?(β). For α ∈ ΣN we denote by LN,α the empirical measures associated to the free
energies of the pure states.
We first claim that given ε > 0 there exists δ > 0 such that
P
[
Gβ,N (α ∈ ΣN : LN,α /∈ Bβ,ε) ≥ e−δN
]
≤ e−δN . (2.43)
To see this, first observe that uniqueness of the maximizers solving the GVP implies
that, with φ(x1, x2) = βx1 + log cosh(βx2) and µ standard bivariate gaussian,
f(β, ε) def= sup {Eν [φ]−H(ν | µ) : H(ν | µ) ≤ log 2, ν /∈ Bβ,ε} < f(β). (2.44)
Using the same argument as in the proof of Theorem 2.1 we get
lim
N→∞
1
N
log 2−N
∑
α:LN,α /∈Bβ,ε
eβXα+
PN
i=1 log cosh(βgα,i) ≤ f(β, ε), P− a.s.
Using the variance estimate from (2.13) and the Tchebychev inequality, it is easily seen
that
P[ΛcN (β, ε)] ≤ exp(−δN), (2.45)
for some δ > 0, where ΛN (β, ε) is the event{
2−N
∑
α:LN,α /∈Bβ,ε
eβXα+
P
log cosh(βgα,i) ≤ f(β, ε) + η
3
,
2−N
∑
α
eβXα+
P
log cosh(βgα,i) ≥ f(β, ε) + 2
3
η
}
,
η
def= f(β)− f(β, ε),
(2.46)
which clearly implies (2.43).
A similar statement evidently holds for the β′-system.
We now observe that to given ε, δ > 0,
P
[
Gβ,N ⊗ Gβ′,N
(
δα,α′ = 1
) ≥ e−δN] ≤
≤ P
[
Gβ,N (α : LN,α /∈ Bβ,ε) ≥ e−δN
]
+ P
[
Gβ′,N (α′ : LN,α′ /∈ Bβ′,ε) ≥ e−δN
]
+
+ P
[
Gβ,N ⊗ Gβ′,N
(
α : LN,α ∈ Bβ,ε ∩Bβ′,ε
) ≥ e−δN] .
(2.47)
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For β 6= β′ we clearly have Gm?(β) 6= Gm?(β′). We may therefore choose ε small enough
such that Bβ,ε ∩ Bβ′,ε = ∅ and the last term on the r.h.s. above drops out. By (2.43),
the first and second term are exponentially small (in N). This proves part a) of the
Proposition 2.8.
As for claim b), we observe that
E
〈
δα 6=α′q(σ, σ′)2
〉⊗2
β,β′,N = E
〈
q(σ, σ′)2
〉⊗2
β,β′,N − E
〈
δα=α′q(σ, σ′)2
〉⊗2
β,β′,N . (2.48)
Since q(σ, σ′)2 ≤ 1 for all σ, σ′, by claim a) of this Proposition the second term on the
r.h.s in (2.48) is in the limit N → ∞ vanishing. As for the first term on the r.h.s of
(2.48), by symmetry and obvious bounds we have
E
〈
q(σ, σ′)2
〉⊗2
β,β′,N = {1 +O(1/N)}E
〈
σ1σ
′
1σ2σ
′
2
〉⊗2
β,β′,N +O(1/N). (2.49)
Let us now set w(1,2,β)α
def= exp
[
βXα +
∑N
i=3 log cosh(βgα,i)− aN (β)
]
for the Boltzmann
weight of the pure state α with a cavity in the sites i = 1, 2 associated to the β-
system, and aN (β) being the centering constant from (2.28) specialized to the setting.
Analogously, we write w(1,2,β
′)
α
def= exp
[
β′Xα +
∑N
i=3 log cosh(β
′gα,i)− aN (β′)
]
in case of
the β′-system. With this notations in mind, we write the expectation on the r.h.s of
(2.48) as
E
〈
σ1σ
′
1σ2σ
′
2
〉⊗2
β,β′,N =
= E
[∑
α sinh(βgα,1) sinh(βgα,2)w
(1,2,β)
α∑
α cosh(βgα,1) cosh(βgα,2)w
(1,2,β)
α
×
∑
α′ sinh(β
′gα′,1) sinh(β′gα′,2)w
(1,2,β′)
α′∑
α′ cosh(β′gα′,1) cosh(β′gα′,2)w
(1,2,β′)
α′
]
.
(2.50)
By Proposition 2.11.b) the Point Process associated to the collection (w(1,2,β)α ), that
of the β-system, converges weakly to a PPP (t 7→ t−m?(β)−1), while the Point Process
associated to the β′-system converges to a PPP (t 7→ t−m?(β′)−1). On the other hand,
using similar arguments as in the proof of claim a) it is not difficult to see that the
limiting point processes are in fact independent. [Given a compact set K ⊂ R+, the
P-probability to find a configuration α ∈ ΣN such that w(1,2,β)α ∈ K and simultaneously
w
(1,2,β′)
α ∈ K is exponentially small in N .] Hence, the r.h.s of (2.50) converges with
N →∞ to the product
E
[∑
α sinh(βgα,1) sinh(βgα,2)wα∑
α cosh(βgα,1) cosh(βgα,2)wα
]
× E
[∑
α sinh(β
′gα,1) sinh(β′gα,2)w′α∑
α cosh(β′gα,1) cosh(β′gα,2)w′α
]
, (2.51)
with (wα) a PPP of density t−m?(β)−1dt, and (w′α) a PPP of density t−m?(β
′)−1dt re-
spectively. By the first formula in Lemma 2.14, both expectations are easily seen to be
equal to zero. This settles claim b) of Proposition 2.8.
3. On a cavity field Perturbation of the GREM
3.1. Introduction and outline
We extend the abstract approach introduced in Chapter 2 to mean field models of spin
glasses displaying a (not necessarily linear) GREM-structure. This allows in particular
for a straightforward computation of the free energy associated to a GREM under the
influence of an extensive cavity field. Our interest in the latter stems from the approach
to the Sherrington-Kirkpatrick model under the cavity dynamics as is perhaps best seen
in the elegant framework of Aizenman-Sims-Starr [1].
The new and crucial observation in the whole treatment concerns the roˆle played by
certain empirical measures associated to the energy levels, to which one can apply suc-
cesfully the socalled Second Moment Method with truncation. Working with empirical
measures naturally leads to infinite dimensional problems, an overhall delicate infras-
tructure, and related fiddling issues. The outcome is however well worth the effort. First
of all, the usual assumptions on the random medium, i.e. the typical gaussian character
of the interactions, are by no means necessary, the methods working just the same for
any reasonable underlying distribution. Secondly, the infinite dimensional problems ob-
tained in the large N -limit turn out to be quite easy to handle, and reducible to finite
dimensional variational problems; these can then be reformulated in terms of the Parisi
unorthodox minimization. Moreover, and most importantly, the dimensional reduction
goes through the identification of an order parameter which coincides with that of the
Parisi Theory, the latter acquiring a new, appealing interpretation.
3.2. Mean field models of GREM-type
We consider a measurable space (S,S), writeM+1 (S,S), orM+1 (S) for short, for the set
of probability measures on (S,S). If µ, ν ∈M+1 (S), then
H(ν | µ) def=
{∫
log dνdµdν, if ν  µ
∞ otherwise,
is the usual relative entropy.
For n ∈ N, α = (α1, . . . , αn) with 1 ≤ αi ≤ 2γiN ,
∑
i γi = 1, and 1 ≤ i ≤ N , let
Xα,i =
(
X1α1,i, X
2
α1,α2,i, . . . , X
K
α1,α2,...,αK ,i
)
where the Xj are indepedent, taking values in some Polish Space (S,S) with distribution
µj . Set
LN,α =
1
N
N∑
i=1
δ“
X1α1,i
,X2α1,α2,i
,...,Xnα1,α2,...,αn,i
”,
which is a random element in M+1 (Sn).
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Let Φ :M+1 (Sn)→ R be continous and set ZN def= 2−N
∑
α exp [NΦ(LN,α)].
Theorem 3.1. It holds:
lim
N→∞
1
N
logZN =
= sup
{
Φ(ν)−H(ν | µ) : H
(
ν(j) | µ(j)
)
≤ Γj log 2, j = 1, . . . , n
}
,
(3.1)
P−a.s., where ν(j) is the marginal measure of ν ∈ M+1 (Sn) on the first j components,
µ(j) = µ1 ⊗ · · · ⊗ µj , µ def= µ(n), and Γj def=
∑j
r=1 γj.
We now specialize to linear functionals of the form Φ(ν) =
∫
φ(x)ν(dx), for ν ∈M+1 (Sn).
We also write Eν [φ]
def=
∫
φ(x)ν(dx), and
Gibbs(φ, ν, µ) def= Eν [φ]−H(ν | µ).
Remark that if φ is such that the assumptions in Theorem 3.1 are satisfied, the variational
problem on the r.h.s of (3.1)
= sup
{
Gibbs(φ, ν, µ) : H
(
ν(j) | µ(j)
)
≤ Γj log 2, j = 1, . . . , n
}
,
an expression we will refer to as Gibbs Variational Principle (in full analogy with the finite
dimensional case), GVP for short. The analogy also motivates the following definition
of Generalized Gibbs measure below, for which we need some additional notation: for
m = (m1,m2, . . . ,mn) ∈ Rn, φ and µ as above, we define the following sequence of
functions by recursion
φn
def= φ, φi−1(x1, . . . , xi−1)
def=
1
mi
log
∫
φmii (x1, . . . , xi−1, y)µi(dy)
for i = n, . . . , 1.
Definition 3.2. A generalized Gibbs measure G = G(φ,m, µ) on Rn is of the form
dG
dµ
(x1, . . . , xn) =
n∏
j=1
Gj(x1, . . . , xj), Gj(x1, . . . , xj) =
expmjφj
Eµj (expmjφj)
,
We also set P(φ, ν,m1, . . . ,mn) def= φ0, and introduce the following functional
Parisi(φ,m, µ) def=
n∑
i=1
γi log 2
mi
+ P (φ, µ,m1, . . . ,mn)− log 2. (3.2)
As for the reason of the latter terminology, we point out that an abstract version of the
RSB-computations a` la Parisi (under the additional assumption of self-averaging) would
lead to an ”abstract free energy” given by
lim
N→∞
1
N
logZN = min
m∈4
Parisi(φ,m, µ) P− a.s.,
where 4 def= {m ∈ Rn : 0 ≤ m1 ≤ m2 ≤ · · · ≤ mn ≤ 1}. Although the RSB-scheme is
highly non rigorous, the minimization on the r.h.s of (3.2) makes perfect sense, and
it comes perhaps as a surprise that it gives also the correct answer:
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Theorem 3.3. Within the setting of Theorem 3.1,
i) there exists a unique extremal measure which solves the GVP;
ii) it is a generalized Gibbs measure G(φ,m, µ) with ”order parameter”
m = arg min
m∈4
Parisi(φ,m, µ), (3.3)
iii) With this choice of order parameter, Gibbs(φ,G(φ,m), µ) = Parisi(φ,m, µ).
Theorem 3.3 not only provides a link between the Parisi minimization and the GVP,
but it also provides an novel interpretation of the order parameter of the Parisi Theory,
the vector m, in terms of the sequence of (inverse of) temperatures associated to the
extremal Generalized Gibbs measure solving the GVP.
3.3. An application, the GREM+Cavity
For N ∈ N we define ΣgremN
def= {1, . . . , 2N} and for i ∈ I = {1, . . . , n},ΣgremN,i = ΣgremNγi ,
where for notational convenience we assume that Nγi is an integer. The spin configura-
tions of the GREM are
α = (α1, . . . , αn), αi ∈ ΣgremN,i ,
i.e. we identify ΣgremN = Σ
grem
N,1 × · · · × ΣgremN,n . The Hamiltonian of the GREM is then
given by
Xα
def= Xα1 +Xα1,α2 + . . . Xα1,...,αn ,
where the Xα1,...,αi , i ∈ I are independent, centered gaussians of variance aiN . Clearly,
the Xα are no longer indepedent,
E(XαXα′) = N

q(α,α′)∑
i=1
ai
 , q(α, α′) def= max{i ∈ I : (α1, . . . , αi) = (α′1, . . . , α′i)}
We also take a second family of centered gaussian random variables(
gα1,α2,...,αi,j ; αi ∈ ΣgremN,i , 1 ≤ i ≤ n, 1 ≤ j ≤ N
)
,
independent of the (Xα) and covariance given by
E
[
gα1,...,αi,jgα′1,...,α′i,j′
]
=
{
ai if j = j′, α1, . . . , αi = α′1, . . . , α′i
0 otherwise,
and write gα,j = gα1,j + gα1,α2,j + · · ·+ gα1,...,αn,j .
For Ising spin configurations σ = (σ1, . . . , σN ) ∈ {±1}N we set the hamiltonian of the
”GREM+Cavity” to be
Xα,σ = Xα +
N∑
i=1
gα,iσi, for (α, σ) ∈ ΣgremN × {±1}N . (3.4)
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Remark that
E[Xα,σXα′,σ′ ] = N
q(α,α′)∑
i=1
{
ai + qN (σ, σ′)ai
}
, (3.5)
where qN (σ, σ′) = 1/N
∑N
i=1 σiσ
′
i is the usual ”overlap”.
We write tr(·) for averaging over ΣgremN × {±1}N , i.e. the coin-tossing expectation if we
identify ΣgremN × {±1}N with {H,T}2N ) and for a function x : ΣgremN × {±1}N/2 → R,
set
ZN (β, x)
def= tr exp[βx], FN (β, x) =
1
N
logZN (β, x),
and define the usual finite N partition function and free energy
ZN (β)
def= ZN (β,X), FN (β)
def= FN (β,X), fN (β)
def= E [FN (β,X)] ,
where the hamiltonian (3.4) is interpreted as a random function X : ΣgremN ×{±1}N → R.
Theorem 3.4. i) The limiting free energy f(β)
def
= limN→∞ fN (β) exists, and is the
almost sure limit of FN (β).
ii) Let µi be standard bivariate gaussian distributions on M
(
R2
)
, i = 1, . . . , n and
set µ
def
= ⊗ni=1 µi. Set also
φ
(
(x1, y1), . . . , (xn, yn)
)
=
{
n∑
i=1
β
√
aixi
}
+ log cosh(β
√
a1y1 + · · ·+ β√anyn).
Then, the following representation holds:
f(β) = sup
ν∈M(R2n)
{
Gibbs(φ, ν, µ) : H
(
ν(j) | µ(j)
)
≤ Γj log 2, j ≤ n
}
(3.6)
We are not able to describe properly the behavior of the order parameterm as a function
of β and (ai, γi, i ∈ I). Here we summarize what we can say about the phase diagram of
the GREM+Cavity: Having fixed the underlying parameters (ai, γi), it is easily seen that
for small enough β, the minimum in Parisi minimization is achieved inm = (1, 1, . . . , 1),
in which case the limiting free energy reads f(β) = β2 and thus equals the annealed
free energy (1/N) logE[ZN (β,X)]. This is the socalled replica symmetric regime, RS for
short. On the other hand, by the same considerations as in the REM+Cavity, one can
easily prove that for large enough β replica symmetry is broken: there exists m˜ ∈ (0, 1)
such that the Parisi functional evaluted at m1 = m2 = · · · = mn = m˜ is strictly less
than its value in m1 = m2 = · · · = mn = 1, and thus f(β) < β2. This also implies that
the following holds:
K-RSB. There exists K ∈ {1, . . . , n}, and a strictly increasing sequence of reals 0 <
m(1) < m(2) < · · · < m(K) < m(K+1) = 1, integers 0 = j0 < j1 < j2 < · · · < jK <
jK+1 = n such that the choice ml ≡ m(r) for l = jr−1 +1, . . . , jr and r = 1, . . . ,K +1 is
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optimal for the Parisi minimization, and thus for the GVP as well.
Remark 3.5. The limiting free energy of the GREM+Cavity assumes in case of K-RSB
a form reminiscent (but not identical) of the SK-solution. In fact, by simple computations
one can see that, letting a(r) =
∑jr
i=jr−1+1 ai, γ
(r) def=
∑jr
i=jr−1 γi, and
cosh(β;x1, . . . , xk)
def
= cosh
(
β
√
a(1)x1 + · · ·+ β
√
a(K)xK
)
,
then, for µ = ⊗ni=1µi with µi standard gaussians on R,
f(β) =
K∑
r=1
[
log 2
m(r)
γ(r) +
β2
2
a(r)m(r)
]
+ β2a(K+1)
+
1
m(1)
log Eµ1
[
. . .
[
EµK
[
cosh (β; (·))m(K)
]m(K−1)/m(K)]
. . .
]
− γ(n) log 2.
(3.7)
Remark also that in the terminology usually adopted in the case of the SK-model, the
”order parameter” would rather be the non decreasing function
x : [0, 1]→ [0, 1],
q 7→ x(q) = m(r), for q ∈ [qr−1, qr).
(3.8)
and qr
def
=
∑r
j=1 a
(j).
3.4. Proofs of the main results
We begin with some general considerations pertaining to the relative entropies.
If A ∈ S, we put H(A | µ) def= infν∈AH(ν | µ). If S is a Polish Space, and S its Borel
σ-field, then it is well known that ν → H(ν | µ) is lower semicontinuous in the weak
topology, i.e. if νn → ν weakly, then
H(ν | µ) ≤ lim inf
n→∞ H(νn | µ).
This follows from the representation
H(ν | µ) = sup
u∈U
[∫
u dν − log
∫
eu dµ
]
, (3.9)
where U is the set of bounded continuous functions S → R.
For (S,S), (S′,S ′) two Polish Spaces, and ν ∈M+1 (S×S′). If µ ∈M+1 (S), µ′ ∈M+1 (S′)
we have,
H
(
ν | µ⊗ µ′) = H (ν(1) | µ⊗ µ′)+H (ν | ν(1) ⊗ µ′) ,
where ν(1) is the first marginal of ν on S.
Lemma 3.6. H(ν | ν(1) ⊗ µ′) is a lower semicontinuous function of ν in the weak
topology.
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Proof. Applying (3.9) to
H(ν | ν(1) ⊗ µ′) = sup
u∈U
[∫
udν − log
∫
eud
(
ν(1) ⊗ µ′
)]
,
where U denotes the set of bounded continuous functions S × S′ → R. For any fixed
u ∈ U , both functions ν → ∫ u dν and ν → log ∫ eud (ν(1) ⊗ µ′) are continuous, and from
this the desired semicontinuity property follows.
We will need the following ”relative” version of Sanov’s theorem. Consider three in-
dependent sequences of i.i.d. random variables (Xi), (Yi), (Zi), taking values in three
Polish spaces S, S′, S′′ and with laws µ, µ′, µ′′. We consider the empirical processes
LN
def=
1
N
N∑
i=1
δ(Xi,Yi), RN =
1
N
N∑
i=1
δXi,Zi .
The pair (LN , RN ) takes values in M+1 (S × S′)×M+1 (S × S′′).
Lemma 3.7. The sequence (LN , RN ) satisfies a full LDP with good rate function
J(ν, θ) =
{
H
(
ν(1) | µ)+H (ν | ν(1) ⊗ µ′)+H (θ | θ(1) ⊗ µ′′) , if ν(1) = θ(1)
∞ otherwise.
Proof. We apply the standard Sanov theorem to the empirical measure
MN =
1
N
N∑
i=1
δ(Xi,Yi,Zi) ∈M+1 (S × S′ × S′′).
We use the two natural projections p : S×S′×S′′ → S×S′ and q : S×S′×S′′ → S×S′′.
Then (LN , RN ) = MN (p, q)−1, and by continuous projection, we get that (LN , RN )
satisfies a good LDP with rate function
J ′(ν, θ) = inf
{
H(ρ | µ⊗ µ′ ⊗ µ′′) : ρp−1 = ν, ρq−1 = θ}
It only remains to identify this rate function with the function J given above.
Clearly J ′(ν, θ) = ∞ if ν(1) 6= θ(1). Therefore, assume ν(1) = θ(1). If we choose ρ to
have marginal ν(1) = θ(1) on S, and the conditional distribution on S′, S′′ given the first
projection is the product of the conditional distirbutions of ν and θ, then evidently
H(ρ | µ⊗ µ′ ⊗ µ′′) = H
(
ν(1) | µ
)
+H
(
ν | ν(1) ⊗ µ′
)
+H
(
θ | θ(1) ⊗ µ′′
)
,
and therefore J ≥ J ′. On the other hand, Jensen’s inequality shows
J(ν, θ) ≤ H (ρ | µ⊗ µ′ ⊗ µ′′) ,
for any ρ satisfying ρp−1 = ν, ρq−1 = θ.
We now step back to the setting of Theorem 3.1: we are given independent sequences
(Xjα1,...,αj ,i) of independent random variables with distribution µj for j = 1, . . . , n. We
emphasize that henceforth µ = µ1 ⊗ · · · ⊗ µn and µ(k) will denote the marginal on the
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first k-components. Moreovoer, for α = (α1, . . . , αn), we write α(j) = (α1, . . . , αj) and
set
L
(j)
N,α(j)
=
1
N
N∑
i=1
δ“
X1α1,i
,X2α1,α2,i
,...,Xjα1,...,αj ,i
”,
for j ≤ n, which is the marginal of LN,α on Sj . With the notation
X
(j)
α(j),i
def=
(
X1α1,i, . . . , X
j
α1,...,αj ,i
)
Xˆ
(j)
α(j),i
def=
(
Xj+1α1,...,αj+1,i, . . . , X
n
α1,...,αn,i
)
we can write
LN,α
def=
1
N
N∑
i=1
δ„
X
(j)
α(j),i
,Xˆ
(j)
α(j),i
« (3.10)
For A ⊂M+1 (Sn) we put MN (A) def= ] {α : LN,α ∈ A}.
Lemma 3.8. Assume ν ∈ M+1 (Sn) satisfies H(ν | µ) < ∞, and let V be an open
neighborhood of ν, and ε > 0. Then there exists an open neighborhood U of ν, U ⊂ V ,
and δ > 0 such that
P
[
MN (U) ≥ exp [N(log 2−H(ν | µ) + ε)]
]
≤ e−δN ,
if N is large enough.
Proof. We can choose a sequence rk > 0, rk ↓ 0 with H(Brk(ν | µ)) = H(clBrk(ν) |
µ) → H(ν | µ), where Br(ν) denotes the open r-ball around ν in one of the standard
metrics, e.g. the Prohorov metric. By Sanov’s theorem we get for k large enough, such
that Brk(ν) ⊂ V and H(Brk(ν) | µ) ≥ H(ν | µ)− ε/4,
P
[
LN,α ∈ Brk(ν)
]
≤ exp [N(−H(ν | µ) + ε/2)] ,
for N large enough, and therefore
E
[
MN
(
Brk(ν)
)] ≤ exp [N(log 2−H(ν | µ)− ε/2)] ,
from which the statement follows by Markov inequality (with δ = ε/2).
Lemma 3.9. Assume ν ∈ M+1 (Sn) satisfies H
(
ν(j) | µ(j)) > Γj log 2 for some j ≤ n,
and let V be an open neighborhood of ν. Then there is an open neighborhood U of ν,
U ⊂ V and δ > 0 such that
P
[
MN (U) 6= 0
]
≤ e−δN
for large enough N .
Proof. We first choose a neighborhood U ′ of ν(j) in Sj such that H(clU ′ | µ(j)) =
H(U ′ | µ(j)) > Γj log 2, say H(clU ′ | µ(j)) ≥ Γj log 2 + η. Then we put
U
def=
{
ν ∈M+1 (Sn) : ν ∈ V, ν(j) ∈ U ′
}
.
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If LN,α ∈ U then L(j)N,α(j) ∈ U ′,
P [∃α : LN,α ∈ U ] ≤ P
[
∃α(j) : L(j)
N,α(j)
∈ U ′
]
≤ 2ΓjNP
[
L
(j)
N,α(j)
∈ U ′
]
≤ 2γjN exp
[
−NH
(
clU ′ | µ(j)
)
+Nη/2
]
≤ 2ΓjN exp [−NΓj log 2−Nη/2] = e−Nη/2.
This proves the claim.
Lemma 3.10. Assume that ν ∈M+1 (Sn) satisfies H
(
ν(j) | µ(j)) < Γj log 2 for all j, and
let V be an open neighborhood of ν, and ε > 0. Then there exists an open neighborhood
U of ν, U ⊂ V , and a δ > 0 such that
P
[
MN (U) ≤ exp [N (log 2−H(ν | µ)− ε)]
]
≤ e−δN .
Proof. We claim that we can find the U such that
E [MN (U)] ≥ exp [N (log 2−H(ν | µ)− ε)] , (3.11)
and for some δ > 0
var [MN (U)] ≤ e−2Nδ {E [MN (U)]}2 (3.12)
for large N . Then,
P
[
MN (U) ≤ exp [N(log 2−H(ν | µ)− ε)]
]
≤ P
[∣∣MN (U)− EMN (U)∣∣ ≥ EMN (U)2
]
≤ 4e−2Nδ ≤ e−Nδ,
proving the claim.
The estimate (3.11) is evident from Sanov’s theorem, for any neighborhood U of ν, so
it remains to prove (3.12). We claim that
lim
r→0
inf
ρ,θ∈clBr(ν):ρ(j)=θ(j)
{
H(ρ | µ) +H
(
θ | θ(j) ⊗ µˆ(j)
)}
= H(ν | µ) +H
(
ν | ν(j) ⊗ µˆ(j)
)
,
(3.13)
where µˆ(j) def= µj+1⊗· · ·⊗µn. The inequality ≤ is evident, and the opposite follows from
the semicontinuity properties: One gets that for a sequence (ρn, θn) with ρ
(j)
n = θ
(j)
n and
ρn, θn → ν, we have
lim inf
n→∞ H(ρn | µ) ≥ H(ν | µ),
lim inf
n→∞ H
(
θn | θ(j)n ⊗ µˆ(j)
)
≥ H
(
ν | ν(j) ⊗ µˆ(j)
)
,
the first inequality by the standard semi-continuity, and the second by Lemma 3.6. This
proves (3.13).
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Choose η > 0 such that H
(
ν(j) | µ(j)) < Γj log 2 − η, for all 1 ≤ j ≤ n. By (3.13) we
may choose r small enough such that for all 1 ≤ j ≤ n,
inf
ρ,θ∈clBr(ν):ρ(j)=θ(j)
{
H(ρ | µ) +H
(
θ | θ(j) ⊗ µˆ(j)
)}
≥ H(ν | µ) +H
(
ν | ν(j) ⊗ µˆ(j)
)
− η/2
= 2H(ν | µ)−H
(
ν(j) | µ(j)
)
− η/2
≥ 2H(ν | µ)− Γj log 2 + η/2.
Recall that for two indices α, α′ we write q(α, α′) = max
{
j : α(j) = α′(j)
}
and max ∅ = 0.
Then
EM2N (U) =
n∑
j=0
∑
α,α′:q(α,α′)=j
P
[
LN,α ∈ U,LN,α′ ∈ U
]
=
∑
α,α′:q(α,α′)=0
P [LN,α ∈ U ]P
[
LN,α′ ∈ U
]
+
+
n∑
j=1
∑
α,α′:q(α,α′)=j
P
[
LN,α ∈ U,LN,α′ ∈ U
]
≤ E[MN (clU)]2+
+
n∑
j=1
∑
α,α′:q(α,α′)=j
P
[
LN,α ∈ clU,LN,α′ ∈ clU
]
.
(3.14)
We write the empirical measure in the form (3.10), and can use Lemma 3.7. For any
1 ≤ j ≤ n we have∑
α,α′:q(α,α′)=j
P
[
LN,α ∈ clU,LN,α′ ∈ clU
]
=
= 2ΓjN2(1−Γj)N
(
2(1−Γj)N − 1
)
P
[
LN,α ∈ clU,LN,α′ ∈ clU
]
,
where on the r.h.s. α, α′ is an arbitrary pair with q(α, α′) = j. Using Lemma 3.7 we
have
P [LN,α ∈ clU, LN,α ∈ clU ]
≤ exp
[
−N inf
ρ,θ∈clU,ρ(j)=θ(j)
{
H
(
ρ(j) | µ(j)
)
+H
(
ρ | ρ(j) ⊗ µˆ(j)
)
+H
(
θ | θ(j) ⊗ µˆ(j)
)}
+
Nη
4
]
= exp
[
−N inf
ρ,θ∈clU,ρ(j)=θ(j)
{
H(ρ | µ) +H
(
θ | θ(j) ⊗ µˆ(j)
)}
+
Nη
4
]
≤ 2ΓjN exp
[
−2NH(ν | µ)− Nη
4
]
,
and thus ∑
α,α′:q(α,α′)=j
P [LN,α ∈ clU, LN,α ∈ clU ] ≤ 22N exp
[
−2NH(ν | µ)− Nη
4
]
.
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Combining, we obtain
var [MN (U)] ≤ 22N exp
[
−2NH(ν | µ)− Nη
4
]
≤ e−Nη/4E[MN (U)]2,
which proves our claim.
Proof of Theorem 3.1. We set
G def=
{
ν ∈M+1 (Sn) : H
(
ν(j) | µ(j)
)
≤ Γj log 2, j = 1, . . . , n
}
,
which is evidently a compact set.
I) We first prove the lower bound. By compactness of G and the semicontinuity of H
there exists ν0 ∈ G such that
sup
ν∈G
{Φ(ν)−H(ν | µ)} = Φ(ν0)−H(ν0 | µ).
We set νλ
def= (1 − λ)ν0 + λµ for 0 < λ < 1. By convexity of H(ν | µ) in ν we see that
H
(
ν
(j)
λ | µ(j)
)
< H
(
ν
(j)
0 | µ(j)
)
for all 1 ≤ j ≤ n. Furthermore νλ → ν0 weakly as
λ→ 0, and Φ(νλ)→ Φ(ν0), H(νλ | µ)→ H(ν0 | µ).
Given ε > 0 we choose λ > 0 such that
Φ(νλ)−H(νλ | µ) ≥ Φ(ν0)−H(ν0 | µ)− ε.
By the continuity of Φ and Lemma 3.10 we find a neighborhood U of νλ, and δ > 0 such
that ∣∣Φ(θ)− Φ(νλ)∣∣ ≤ ε, θ ∈ U,
and
P
[
MN (U) ≤ 2N exp [−NH(νλ | µ)−Nε]
] ≤ e−δN ,
for large enough N . Then, with probability greater than 1− e−δN ,
ZN = 2−N
∑
α
exp [NΦ(LN,α)]
≥ exp [NΦ(νλ)−Nε] exp [−NH(νλ | µ)−Nε]
≥ exp
[
N sup
ν∈G
{Φ(ν)−H(ν | µ)} − 3Nε
]
.
By Borel-Cantelli, we therefore get, as ε is arbitrary,
lim inf
N→∞
1
N
logZN ≥ sup
ν∈G
{Φ(ν)−H(ν | µ)}
almost surely.
II) We prove the upper bound. Let again ε > 0 and set
G def= {ν : H(ν | µ) ≤ log 2}.
If ν ∈ G we choose rν > 0 such that |Φ(θ)− Φ(ν)| ≤ ε, θ ∈ Brν (ν) and
P
[
MN (Brν (ν)) ≥ 2N exp [−NH(ν | µ) +Nε]
] ≤ e−Nδν ,
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for some δν > 0 and large enough N (using Lemma 3.8). If ν ∈ G \ G we choose rν such
that |Φ(θ)− Φ(ν)| ≤ ε, θ ∈ Brν (ν), and
P [MN (Brν (ν)) 6= 0] ≤ e−Nδν , (3.15)
again for large enough N (and by Lemma 3.9). As G is compact, we can cover it by a
finite union of such balls, i.e.
G ⊂ U def=
m⋃
l=1
Brj (νj),
where rj
def= rνj . We also set δ
def= minj δνj . We then estimate
ZN ≤ 2−N
m∑
l=1
∑
α:LN,α∈Brl (νl)
exp [NΦ(LN,α)] + 2−N
∑
α:LN,α /∈U
exp [NΦ(LN,α)] . (3.16)
we first claim that almost surely the second summand vanishes provided N is large
enough, i.e. that there is no α with LN,α /∈ U . By Sanov’s theorem, we have
lim sup
N→∞
1
N
logP [LN,α /∈ U ] ≤ − inf
ν /∈U
H(ν | µ) < − log 2.
Therefore, almost surely, there is no α with LN,α /∈ U , and therefore the second sum-
mand in (3.16) vanishes for large enough N , almost surely. The same applies to those
summands in the first part of (3.16) for which νl /∈ G, using (3.15). We therefore have,
almost surely, for large enough N ,
ZN ≤ 2−N
∑
l:νl∈G
∑
α:LN,α∈Brl (νl)
exp [NΦ(LN,α)]
≤ eNε
∑
l:νl∈G
exp [NΦ(νl)]MN (Brl(νl))
≤ e2Nε
∑
l:νl∈G
exp [NΦ(νl)] exp [−NH(νl | µ)]
≤ e2Nεm exp
[
N sup
ν∈G
{Φ(ν)−H(ν | µ)}
]
.
As ε is arbitrary, we get
lim sup
N→∞
1
N
logZN ≤ sup
ν∈G
{
Φ(ν)−H(ν | µ)}.
This finishes the proof of Theorem 3.1.
3.4.1. Gibbs vs. Parisi. To goal of this section is to prove the equivalence of the
Parisi Variational Principle, PVP for short, and the GVP. We sketch the strategy.
Recall that the PVP is the minimization problem given by
min
m:0≤m1≤···≤mn≤1
Parisi(φ,m, µ). (3.17)
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By Ho¨lder inequality it is easily seen that the map
Rn 3 t 7→ Parisi
(
φ,
1
t1
,
1
t2
, . . . ,
1
tn
, µ
)
is convex, a simple observation which entails uniqueness of the minimizer of the PVP.
A somewhat less evident observation concerns the partial derivatives (in the variables
m1, . . . ,mn) of the functional Parisi(φ,m, µ), which turn out to be related to the relative
entropies associated to the generalized Gibbs measure G(φ,m, µ), cfr. Proposition 3.11
below. Given this interpretation, it steadily follows that the Generalized Gibbs measure
associated to the minimizer m satisfies the side constraints in the GVP. We then step
back to the GVP, claiming that any measure ν ∈M+1 (Sn) satisfying the side constraints
of the GVP and outbeating the Gibbsian G(φ, µ,m) must have negative relative en-
tropy, H(ν | G(φ, µ,m)) ≤ 0, cfr. Proposition 3.12. By positivity of relative entropies,
Theorem 3.3 then follows.
We begin providing the link between the GVP and PVP. Denote by G = G(φ,m) the
generalized Gibbs measure associated to m ∈ Rn, by G(j) its marginal on the first j
coordinates and by Gˇ(j) the conditional distribution on the j-coordinate given the first
j − 1.
Proposition 3.11. For j = 1, . . . , n it holds:
∂mjParisi(φ,m, µ) =
1
m2j
{
EG(j−1)
[
H
(
Gˇ(j) | µj
)]− γj log 2}
Proof. Follows plainly from the definition of generalized Gibbs measure.
The second ingredient to establish the equivalence between GVP and PVP is the follow-
ing observation on relative entropies: for ν ∈ M+1 (Sn),m ∈ Rn and generalized Gibbs
measure G = G(φ,m, µ), we set
∆(G, ν) def= Gibbs(φ,G, µ)− Gibbs(φ, ν, µ),∆Hi def= H(G(i) | µ(i))−H(ν(i) | µ(i)),
and finally χj = χj(m)
def=
mj −mj+1
mj
· mn
mj+1
.
Proposition 3.12. With the above notations,
H(ν | G) = mn∆(G, ν) + (mn − 1)
{
H(G | µ)−H(ν | µ)
}
+
+
n−1∑
j=1
χj∆Hj +
n∑
i=1
(mi −mi+1)
i∑
j=1
1
mj
Eν(j−1)
[
H
(
νˇ(j)
∣∣∣Gˇ(j)) ].
We postpone the proof of Proposition 3.12, and show first how to combine it with
Propositions 3.11 to obtain the equivalence of GVP and PVP, and we start with the
latter: the target function Parisi(φ, ·) to minimize on the compact set {m ∈ Rn : 0 ≤
m1 ≤ m2 · · · ≤ mn ≤ 1} is continous everywhere except on the ”0-boundary”, i.e.
when m1 = m2 = · · · = mj = 0 for some j = 1, . . . , n, in which case it runs off
to +∞. Moreover, an easy application of Ho¨lder’s inequality shows that the function
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t ∈ Rn 7→ Parisi(φ, 1t1 , 1t2 , . . . , 1tn ) is convex, entailing uniqueness of the minimizer of the
PVP,
m
def= arg inf
0≤m1≤···≤mn
{
n∑
i=1
γi
log 2
mi
+ P (φ, µ,m1, . . . ,mn)− log 2
}
.
By Real Analysis considerations, a necessary condition for minimality is that there are
K ∈ {1, . . . , n}, a strictly increasing sequence of reals 0 < m(1) < m(2) < · · · < m(K) <
m(K+1) = 1, and integers 0 = j0 < j1 < j2 < · · · < jK < jK+1 = n such that the
choice ml ≡ m(r) for l = jr−1 + 1, . . . , jr and r = 1, . . . ,K + 1 is optimal (minimal). By
standard real analysis considerations we then have that for any integer r = 1, . . . ,K the
following directional derivative (inside of the complete ”block”) vanishes:
d
dt
∣∣∣
t=0
Parisi
(
φ,m1,m2, . . . ,mjr−1+1 + t, . . . ,mjr + t,mjr+1, . . . , . . . ,mn
)∣∣∣
m=m
= 0,
(3.18)
which by Proposition 3.11 is equivalent to
jr∑
k=jr−1+1
EG(k−1)
[
H
(
Gˇ(k) | µk
)]
= γ(r) log 2, (3.19)
where γ(r) def=
∑jr
i=jr−1 γi. On the other hand, for l < jr−jr−1 strictly and r = 1, . . . ,K+
1 we have
d
dt
∣∣∣
t=0
Parisi
(
φ,m1 + t,m2 + t, . . . ,mjr−1+l + t,mjr−1+l+1, . . . ,mjr , . . . ,mn
)∣∣∣
m=m
≤ 0,
which by Proposition 3.11 and (3.18) implies that
jr−1+l∑
k=jr−1+1
EG(k−1)
[
H
(
Gˇ(k) | µk
)] ≤ Γl log 2. (3.20)
Combining (3.19), (3.20) we see that the generalized Gibbs measure G = G(φ,m) is
such that
i) H(G(j) | µ(j)) ≤ Γj log 2 for all j = 1, . . . , n;
ii) H(G(jr) | µ(jr)) = Γjr log 2 for r = 1, . . . ,K.
(3.21)
Satisfying the constraints in the GVP, such a generalized Gibbs measure clearly yields
a lower bound.
We now claim that, in fact, it is optimal. To see this, suppose to have ν ∈ M+1 (Sn)
satisfying the side conditions of the GVP and ”outbeating” the Gibbs measure G(φ,m)
in the sense that Gibbs(φ, ν, µ) ≥ Gibbs(φ,G(φ,m, µ), µ), and thus ∆(G, ν) ≤ 0. By
Proposition 3.12,
H(ν | G(φ,m)) = mn∆(G, ν) + (mn − 1)
{
H(G|µ)−H(ν|µ)
}
+
+
n−1∑
j=1
χj(m)∆Hj +
n∑
i=1
(mi −mi+1)
i∑
j=1
1
mj
Eν(j−1)
[
H
(
νˇ(j)
∣∣∣Gˇ(j)) ]. (3.22)
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For j, j + 1 both inside a given box (i.e. in the set {jr−1 + 1, . . . , jr} for some r =
1, . . . ,K + 1), we always have mj −mj+1 = 0. So, the last term on the r.h.s of (3.22)
reads
K+1∑
r=1
(
m(r) −m(r+1)
) jr∑
j=1
1
mj
Eν(j−1)
[
H
(
νˇ(j)
∣∣∣Gˇ(j)) ],
and thus ≤ 0 by positivity of relative entropies and the fact that m(j) is strictly increas-
ing. On the other hand, the function χ’s are such that χj(m) = 0 if j, j + 1 both fall in
a box and ≤ 0 if j = jr for some r = 1, . . . ,K, so the contribution of the term before
last on the r.h.s of (3.22) is given by
K∑
r=1
χjr∆Hjr
ii) of (3.21)
=
K∑
r=1
χjr
(
jr
n
log 2−H
(
ν(jr) | µ(jr)
))
≤ 0,
since the measure ν must satisfy the constraints and in particular H
(
ν(jr) | µ(jr)) ≤
jr
n log 2, for every r = 1, . . . ,K + 1. The second term on the r.h.s of (3.22) is also
negative: either is mn = 1, in which case it simply vanishes, or mn < 1, in which case it
reads
(mn − 1)
[
log 2−H(ν | µ)
]
≤ 0,
since on the one hand, by ii) of (3.21) we have that H(G | µ) = log 2, and on the
other hand the measure ν must satisfy the side constraint H(ν | µ) ≤ log 2. As for
the first term on the r.h.s of (3.22), it is negative by assumption that the measure ν
outbeats the generalized Gibbs measure G(φ,m). So, every term on the r.h.s of (3.22)
is negative: a contradiction. This proves that the generalized Gibbs measure G(φ,m) is
the unique, extremal measure solving the GVP. It is a simple exercise then to show that
Gibbs(φ,G(φ,m), µ) = Parisi(φ,m, µ), thus ”Gibbs ≡ Parisi”.
Proof of Proposition 3.12. Recalling the recursive procedure which to φ : Sn →
R and µ ∈M+1 (Sn) allows to construct the Generalized Gibbs measure for given vector
3.4. PROOFS OF THE MAIN RESULTS 79
m ∈ Rn, we have:
H(ν | G) = H(ν | µ)− Eν
[
log (dG/dµ)
]
=
= H(ν | µ)−
n∑
i=1
miEν [φi] +
n∑
i=1
miEν [φi−1] =
= (1−mn)H(ν | µ) +mnH(ν | µ)−mnEν [φ]−
n−1∑
i=1
miEν [φi] +
n∑
i=1
miEν [φi−1] =
= (1−mn)H(ν | µ)−mnGibbs(φ, ν, µ)−
n−1∑
i=1
miEν [φi] +
n∑
i=1
miEν [φi−1] =
= (1−mn)H(ν | µ) +mn∆(G, ν)−mnGibbs(φ,G, µ)+
−
n−1∑
i=1
miEν [φi] +
n∑
i=1
miEν [φi−1] =
= mn∆(G, ν) + (mn − 1)
{
H(G | µ)−H(ν | µ)
}
+
−mnEG[φ] +H(G | µ)−
n−1∑
i=1
miEν [φi] +
n∑
i=1
miEν [φi−1].
(3.23)
By the very definition of the generalized Gibbs measure G we have H(G | µ) =
EG[log(dG/dµ)] =
∑n
i=1 EG[miφi]−
∑n
i=1miEG[φi−1], so that plugging this into (3.23),
rearranging the sums (and exploiting the fact that Eνφ0 = EGφ0 = φ0) we have
H(ν | µ) = mn∆(G, ν) + (mn − 1)
{
H(G | µ)−H(ν | µ)
}
+
+
n−1∑
i=1
(mi −mi+1)
{
EG[φi]− Eν [φi]
}
.
(3.24)
Remark that
Eν
[
H(νˇ(i) | Gˇ(i))
]
= Eν
[
H(νˇ(i) | µi)
]
− Eν
[
H(Gˇ(i) | µi)
]
= Eν
[
H(νˇ(i) | µi)
]
−miEν [φi] +miEν [φi−1],
(3.25)
and similarly
EG[H(Gˇ(i) | µi)] = miEG[φi]−miEG[φi−1]. (3.26)
Setting δi
def= EG[φi] − Eν [φi], combining (3.25) and (3.26) we thus get the recursion
δi = δi−1 + 1miΥi for any i = 1, . . . , n, with
Υi
def= Eν
[
H(νˇ(i) | Gˇ(i))
]
+ EG[H(Gˇ(i)) | µi)]− Eν
[
H(νˇ(i) | µi)
]
=
= Eν
[
H(νˇ(i) | Gˇ(i))
]
+
{
∆Hi −∆Hi−1
}
.
(3.27)
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Since δ0 = 0, we have that δi =
∑i
j=1
1
mj
Υj , and plugging this into (3.24) we obtain
H(ν | G) = mn∆(G, ν) + (mn − 1)
{
H(G | µ)−H(ν | µ)
}
+
+
n−1∑
i=1
(mi −mi+1)
i∑
j=1
1
mj
Υj .
(3.28)
This, together with the second line in (3.27) yields the claim of Proposition 3.12.
Proof of Theorem 3.4. Recall that FN (β) = FN (β,X) where X is given by the
hamiltonian (3.4). The fact that the free energy is self-averaging, meaning that f (β)
(if the limit exists) is also the almost sure limit of the FN is a simple consequence of
the Gaussian concentration inequality. We write FN as a function of the standardized
variables X˜α1,...,αj
def= Xα1,...,αj/
√
ajN and gα1,...,αj ,k. As∣∣∣log∑
i
eai − log
∑
i
ea
′
i
∣∣∣ ≤ max
i
∣∣ai − a′i∣∣ , ai, a′i ∈ R,
we get that FN (β), regarded as a function of the collection
(
X˜α1,...,αj , gα1,...,αj ,k
)
is
Lipschitz continuous with Lipschitz constant β/
√
N . By the usual concentration of
measure estimates for Gaussian distributions, see e.g. [15, Proposition 2.18], we have
P
[∣∣FN (β)− EFN (β)∣∣ > ] ≤ 2 exp [− 22β2N
]
(3.29)
Using the Borel-Cantelli lemma, one sees that if limN→∞ fN (β) exists, then the FN (β)
converge almost surely to this limit, too, and if limN→∞ FN (β) exists almost surely,
then the limit is non-random and equals limN→∞ fN (β).
As for the computation of the P-a.s. limit, we first carry out the trace over the Ising
spins:
FN (β) =
1
N
log 2−N
∑
α∈ΣgremN
exp
[
βXα +
N∑
i=1
log cosh(βgα,i)
]
and then express, for α ∈ ΣgremN , the GREM-part as Xα =
∑N
i=1Xα,i for centered
gaussians such that E[Xα,iXα′,j ] = δi=jq(α, α′). Let
F˜N (β)
def=
1
N
log 2−N
∑
α∈ΣgremN
exp
[ N∑
i=1
φ
(
Xα1,i, gα1,i, . . . , Xα1,...,αn,i, gα1,...,αn,i
)]
with φ : R2n → R, φ
(
(x1, y1), . . . , (xn, yn)
)
def=
∑n
k=1 βxk + log cosh(β
∑n
k=1 yk). FN (β)
and F˜N (β) are equally distributed, thus limN→∞ FN (β) = limN→∞ F˜N (β), whenever the
second limit exists; this is however the case, since by Theorem 3.1, and the equivalence
of GVP and PVP we have that F˜N (β) converges P-almost surely to f(β) as given by
formula (3.6).
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