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I. INTRODUCTION 
A knowledge of the state of the electrons in a material 
is of fundamental importance in understanding its structure 
and properties. Essentially all the investigations classed as 
"solid state" physics focus attention, consequently, on the 
electronic state. Numerous methods are used in such investi­
gations, including measurements of resistivity, specific heat, 
magnetization, neutron diffraction, electron spin resonance, 
and nuclear magnetic resonance. In most cases the various 
methods yield complementary results, each thereby augmenting 
the understanding of the structure of materials. Each method 
exhibits, however, certain distinctive capabilities. 
The nuclear magnetic resonance technique has been used 
to study many types of materials. Very many atoms have at 
least one isotope with non-zero spin, so that nuclear magnetic 
resonances may be observable for many. At first the technique 
was widely used to measure nuclear moments, but more recently 
the technique has been used increasingly to study materials. 
The study of hyperfine interactions has made important addi­
tions to comprehension of electronic states in materials. 
In particular, metals constitute an important group of 
materials in which the study of hyperfine interactions by 
nuclear magnetic resonance has been especially fruitful. 
Conduction electrons play a key role in determining the 
properties of this class of materials. The importance of this 
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role is illustrated by an observation due to Jones (1). The 
Knight shifts K of the nonmagnetic sites in rare-earth inter-
metallic compounds are roughly an order of magnitude larger 
than the corresponding nuclear magnetic resonance frequency 
shifts (AH/H) in rare-earth insulators, such as EuO. Since 
the rare-earth atomic susceptibilities are essentially un­
affected by the presence of conduction electrons, the marked 
difference between K and AH/H demonstrates the importance of 
these electrons in determining hyperfine fields. 
In rare-earth intermetallic compounds, then, nuclear 
magnetic resonance may be expected to yield information about 
the signs, magnitudes, and temperature dependences of hyperfine 
fields and about the s-f exchange energies. Jones (1) points 
out that a study of the temperature dependence of the Knight 
shift can be used to measure the paramagnetic susceptibility. 
The Knight shift technique for such measurements may be 
particularly attractive because the presence of impurities, 
other phases, etc., generally has negligible effect on the 
shift measurements. 
A. Early Motivation 
The magnetic effects exhibited by metals provide an 
important key to the determination of their structure and 
properties. The rare-earth (lanthanide) series of elements, 
those with atomic number between 57 and 71, constitutes an 
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especially interesting subgroup of the metals. The early work 
of Van Vleck and co-workers (2) on the paramagnetic suscepti­
bilities of rare-earth salts established that the effective 
magnetic moments of the rare-earth ions were closely similar 
to those expected for the free tripositive ion coupled accord­
ing to Hund's rule with L-S coupling. The principal effect 
of the chemical environment could be understood as due to the 
"crystal fields" exerting torques on the electrons of the 
asymmetric 4f shell. The integrity of the 4f-shell electrons 
was regarded as being due to the confinement of the 4f shell 
to the relative interior of the ion, which reduced to 
negligible proportions its direct overlap with the electron 
shells of surrounding atoms and simultaneously enhanced the 
intrashell exchange and spin-orbit forces sufficiently to 
override the disruption of free-ion coupling by interactions 
with the environment. 
These unique characteristics of the rare earths invited 
extensive studies of their magnetic properties by magnetiza­
tion, specific heat, and susceptibility measurements (3). A 
summary of much of the work done on the magnetic properties 
of rare-earth metals is given by Elliott (4). Indeed, the 
work of the group at Oxford was particularly significant in 
demonstrating the utility of magnetic resonance in studies of 
the hyperfine interactions in rare earths (5,6). 
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The rare-earth intermetallic compounds came under 
extensive investigation with the work of Child and co-workers 
(7) and Busch (8) and co-workers. A review of most of the 
work of the latter group is given by Junod et al. (9). 
Interest has basically been confined to the compounds with 
cubic structure, the monochalcogenides and the monopnictides 
being particularly simple examples (10). The monopnictides of 
the rare earths, i.e. compounds of the rare earths with anions 
of Group VA of the periodic chart (N, P, As, Sb, Bi), encompass 
a group of 70 compounds in which 67 crystallize with NaCl 
structure; the only exceptions are EuAs, EuSb, and EuBi (11). 
The following section will review some pertinent properties of 
these compounds to be denoted by LnX, where Ln represents the 
lanthanide element involved and X represents the appropriate 
element from Group VA in the periodic chart. 
B. Previous Work on the Compounds LnX 
1. Stereochemistry 
All the compounds LnX for which the rare earth exhibits 
trivalence crystallize with rocksalt structure. The exceptions 
noted previously appear to be due to the tendency of Eu to 
exhibit divalence. In fact, several other deviations from 
systematic behavior among the rare-earth compounds are usually 
attributed to tendencies away from trivalence. Passing suc­
cessively from the nitrides to the bismuthides for a given 
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rare earth, one notes a very uniform increase of the lattice 
parameter; the increase changes less than two percent between 
compounds of Gd and Yb. The increase is largest between 
nitrides and phosphides, being generally greater than 12%. 
As noted by Junod et al. (9) the lattice parameters of 
the nitrides are proportional to the ionic radii of the lan-
thanide ion, but the ionic radius of the nitrogen ion shows 
a noticeable variation. This is consistent with the slight 
increase of electronegativity of the lanthanide series given 
by Pauling (12). Using the electronegativities of the Group 
VA elements given by Pauling, one notices that for a given 
rare earth the ionic character of the bonding decreases from 
approximately 60% for the nitride to approximately 10% for 
the bismuthide,. In particular, TmP has roughly twice the 
percentage of ionic character of TmBi. 
2. Electrical properties 
The electrical conductivity in these compounds is not 
well understood. Presumably because of the limitation of 
obtainable sample purity, values found by different investi­
gators do not always agree. Also, measurements exist for 
relatively few compounds, and these are not made at very many 
temperatures (13,14). 
In general, the compounds LnX tend to have resistivities, 
at least at room temperature, which are of approximately the 
same order as the lanthanide metal (8,13,14). On the contrary 
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optical measurements by Sclar (15) indicate the existence of 
an energy gap in some of the heavy rare-earth nitrides. Yet 
Darby and Taylor (16) were able to calculate the paramagnetic 
Curie points using a Ruderman-Kittel-Yosida type interaction 
based on an assumption of metallic conduction electrons 
present. Although this apparent contradiction (1) has not 
been resolved, physical properties of interstitial compounds--
hardness, brittleness, high melting point, luster—have been 
qualitatively accounted for by Rundle (17) and others (18). 
Unfortunately, most of this theory has been directed toward 
transition-metal oxides, nitrides, and carbides. 
3. Magnetic properties 
Extensive magnetic measurements have been made on the 
compounds LnX, since such measurements are not affected so 
strongly by sample preparation and represent, presumably, 
intrinsic properties of the compounds. Systematic magnetic 
susceptibility measurements have been made between 1.5°K and 
750°K on all the compounds except the bismuthides, and low 
temperature magnetizations (temperatures below 7 7°K) were 
measured in pulsed fields up to 200 kOe (8). At high tempera­
ture the compounds show Curie-Weiss behavior, and the 
magneton numbers closely agree with free-ion values. The 
ordered components of the magnetic moments are, however, 
considerably smaller than the maximum free-ion values, as 
shown in Table 1. 
Table 1. Parameters of rare-earth tripositive ions 
Parameters Elements 
Pr Nd Gd Tb Dy Ho Er Tm 
n(41;") 2 3 7 8 9 10 11 12 
Hund ground state 3 4_ 8 7 6 5 4 3 
"4 ^9/2 ^7/2 ^6 "15/2 -^8 ^15/2 ^6 
g/jlj + 1) 3.58 3.62 7.94 9.72 10.65 10.61 9.58 7.56 
Spontaneous magnetization 
in nitrides ng(0°K) — 3.1 6.6 6.3 6.3 9.2 5.5 
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The magnetic structure of many of these compounds has 
been determined by Child et al. (7) using neutron diffraction 
techniques. In some cases the structure is rather complex. 
Table 2 summarizes the physical and magnetic properties 
mentioned above (8). Rare earths displaying unusual behavior 
—Ce, Sm, Eu, Yb—have been omitted because they are not 
pertinent to this discussion. All the antiferromagnetic 
compounds shown in the chart except GdP, GdAs, and GdSb also 
order ferromagnetically with a critical field at lower tempera­
ture, a condition described by the Swiss writers as meta-
magnetism. 
4. Spectroscopic properties 
A great deal of spectroscopic data is available for the 
lanthanide tripositive ions. The results are in relatively 
good agreement with values calculated assuming Russell-
Saunders coupling and the Lande interval rule. A summary of 
such work is given by Arajs and Colvin (19), and their diagram 
is shown in Figure 1. 
Several features of the diagram are important for the 
investigation described herein. For the heavy rare earths, 
Gd through Lu, the energy difference between the ground 
multiplet and the first excited one is greater in every case 
than 2000 cm . The multiplet separation for Eu and Sm is 
smaller, so they were not included in Table 2. Since Pm has 
no stable isotopes, it was likewise omitted. 
Table 2. Physical and magnetic properties of rare-earth compounds 
Anions Pr Nd Gd Tb Dy Ho Er Tm 
a 
So 5.155 5.131 4. 986 4.936 4. 894 4.877 4.836 4.810 
N Order none ferri (?) ferro ferri ferri ferri ferri none 
G'Tc'Tn 0,- +24,32 +69 ,72 +34,40 + 20 ,21 +12,13 + 4,6 -18 ,-
*0 5. 872 5. 838 5.723 5.686 5.653 5.626 5.606 5.573 
P Order none ferri (?) anti anti ferri(?) ferri anti none 
8'Tc'Tn -2,- +11,11 + 2,15 + 3,8 + 8,8 +6 ,6 + 2,4 -2 , -
^o 
6.009 5.970 5.862 5.824 5.794 5.769 5.745 5.721 
As Order none anti anti anti ferri(?) anti anti none 
8'Tc'Tn -6 , - + 4,11 -12,25 -4,11 + 2,9 +1,5 -2,4 -2 , -
So 6.366 6.322 6.217 6.180 6.160 6.130 6.107 6.091 
Sb Order none anti anti anti anti anti anti none 
G'Tc'Tn 
*0 6. 461 
-3,16 
6.424 
-42 ,28 
6 . 316 
-14,16 
6,280 
-4,10 
6. 251 
-3,6 
6.228 
-3,4 
6.202 
-1 f -
6.192 
Bi Order none - - - - - - none 
G'Tc'Tn -51,- - - + 1," — 4 3,— -0.1,- -6 ,- +12, — 
Meaning of symbols: a^ is lattice parameter in Angstroms; 6 is paramagnetic 
Curie temperature in °K; or are the ferromagnetic or antiferromagnetic 
ordering temperature in °K, respectively, whichever is appropriate. 
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Figure 1. The lowest energy multiplets of the tripositive rare-earth ions 
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A rare-earth ion situated within a compound of the form 
LnX with NaCl structure experiences a Stark field due to sur­
rounding anions. Since the 4f electrons are quite localized 
due to their deep embedment within the ion, the Stark field 
(this is the crystal field mentioned in connection with the 
early work of Van Vleck) may be treated as a perturbation 
acting on the free ion. Direct evidence of the importance of 
the crystal field in the lanthanide compounds LnX is that the 
low temperature saturation moments in ferromagnetic compounds 
are always below the effective magneton number, as may be seen 
from Table 1. The strong crystal field torques inhibit 
complete alignment of moments in the ground state, thereby 
decreasing the tendency of the compound to order (20). This 
key point will be considered further later. 
The theoretical problem of lanthanide tripositive ions in 
a cubic crystal field was treated by Bethe (21) and by Lea, 
Leask, and Wolf (22). For rare earths having an odd number of 
4f electrons, i.e. a half-odd-integer J value, the crystal 
field ground state is either a Kramers doublet Fg or or a 
quadruply degenerate F g state; the notation of Bethe is used 
here. One needs to recall that the crystal field is electro­
static in nature to understand the applicability of Kramers 
theorem. For rare earths having an even number of 4f elec­
trons, i.e. an integral J value, the crystal field ground 
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state is of the type , . . . , Tg, the first two types being 
singlets, the third a doublet, and the last two triplets. 
Hence, from symmetry arguments the ordering and degeneracy of 
states has been determined for possible J values, and the 
degeneracy of the ground state (as well as that of other 
states) has been specified. 
C. Previous Work on the Compounds PrX and TmX 
The magnetization of the compounds PrN, PrAs, and PrSb 
has been shown by the Swiss group (9) to be a linear function 
of field to at least 100 kOe. Thus the susceptibility is 
isotropic for these compounds. Published susceptibilities 
show at high temperatures Curie-Weiss behavior, but at low 
temperatures there appears the characteristic shape of Van 
Vleck temperature-independent paramagnetism. These measure­
ments confirm that the ground state is a singlet with the 
total multiplet splitting ranging from 100°K to 400°K for the 
antimonide to the nitride, respectively. Behavior for the TmX 
is qualitatively the same. 
The appearance of the susceptibility plots for the TmX 
(8) is qualitatively the same as the PrX compounds, i.e. 
Curie-Weiss law at high temperatures and Van Vleck at low 
temperatures. No magnetic ordering is observed to the lowest 
temperatures for either Pr or Tm compounds. Again this con­
firms a singlet ground state, but the total multiplet 
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splitting, in this case, ranges from 200°K to 800°K for the 
antimonide to the nitride, respectively. It is interesting 
to note that the magnetization is not linear with field at 
low temperatures for TmN. The susceptibility is thus only 
isotropic in the limit of small fields. Similar anisotropic 
effects have been studied in TmSb by Cooper and Vogt (23). 
Junod et al. (9) mention two other possible effects which 
might occur at higher fields. Spin-lattice relaxation times 
might be long enough to cause error in pulsed measurements due 
to magnetocaloric effects. They cite unpublished specific 
heat measurements of W. Stutius as evidence that isothermal 
and adiabatic magnetizations may differ at low temperatures. 
They also cite x-ray diffraction measurements by Levy and 
Vogt (24) showing a tetragonal magnetostriction in the cubic 
cell of DySb at the Neel point. A one-percent change in the 
c/a ratio was observed. Presumably, the TmX compounds could 
undergo similar distortions for sufficiently strong applied 
fields. 
Apparently the first application of nuclear magnetic 
resonance to the study of hyperfine interactions in rare-
earth intermetallic compounds was performed by Jaccarino et al. 
(25,26). These researchers measured the aluminum Knight 
shifts in the rare-earth dialuminides and found shifts to be 
proportional to the temperature-dependent paramagnetic 
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susceptibilities of the samples. They were able to determine 
the sign and magnitude of the s-f exchange energies using the 
uniform conduction-electron polarization model of the Knight 
shift. Since that time several investigators have studied the 
s-f exchange energies of other rare-earth intermetallic com­
pounds; e.g. see Vijayaraghavan et al. (27) and references 
therein. 
A very extensive investigation was carried out by Jones 
(1) on the rare-earth Group VA intermetallic compounds using 
nuclear magnetic resonance. That work was a study of the 
Knight shifts of the Group VA anions. He pointed out that 
since the temperature-dependent parts of both the anion and 
magnetic-ion Knight shifts are proportional to the suscepti­
bility, the paramagnetic susceptibility may be determined by 
Knight shift measurements. Furthermore, he showed that the 
hyperfine field at the non-magnetic site in these compounds 
arises from the spin component S of the total angular momentum 
J of the rare-earth ion and not from the magnetization at the 
rare-earth site. The s-f exchange energies determined in that 
investigation were negative and relatively constant for all 
the compounds. The hyperfine field per unit spin S was found 
to be of order -50 kOe. 
Jones was the first to observe the nuclear magnetic 
resonance of the rare-earth nucleus in an intermetallic com­
pound (28). Because of the large linewidth, nuclear magnetic 
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resonances are usually unobservable in paramagnetic ions; but 
at low temperature the and Pr^^ ions are in a singlet 
ground state so that the resonance linewidth is greatly 
reduced. The resonance shifts observed were extremely large 
compared to ordinary Knight shifts and implied quite large 
induced hyperfine fields. 
One should notice, in this regard, that the observation 
of the nuclear magnetic resonance of a rare-earth ion in a 
paramagnetic host had been suggested (29) and observed (30,31) 
several years before the work of Jones. The work of Jones 
with metals has a twofold significance. First, because the 
crystal field splitting of the degenerate spin-orbit J state 
in rare-earth metals and rare-earth intermetallic compounds 
is at least an order of magnitude smaller than found in insu­
lators, the magnetic-field-induced Van Vleck susceptibility is 
one or two orders of magnitude larger than in insulators. 
Second, metallic substances typically have much greater 
thermal conductivity at low temperatures than insulators. It 
was, in fact, these properties together with absence of 
spontaneous ordering at low temperatures which prompted the 
interest in the rare-earth intermetallic compounds as agents 
for magnetic cooling. Andres and Bucher have studied cooling 
by use of the rocksalt-structure compounds LnX, where Ln is Pr 
or Tm and X is Sb, Bi, Se, or Te (32), and by use of the rare 
earth-transition metal compounds PrPtg and PrTl^ (33). Even 
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some of the rare earth-thorium alloys have been considered for 
adiabatic demagnetization (34). 
D. The Present Investigation 
Most of the work described herein dealt with compounds 
TmX, where X represents the four Group VA anions P, As, Sb, 
and Bi. The discussion will hereafter be limited to such 
compounds unless otherwise stated. Other materials studied 
will be discussed in detail in Chapter IV. 
From the foregoing discussion one can see that there are 
several requirements for observation of nuclear magnetic 
resonance in these paramagnetic ions. In order to assure that 
the linewidth is not too large to be observable, the tempera­
ture has to be low enough to avoid populating excited states 
of the crystal field multiplet. For the TmX compounds the 
required temperature is below 10°K; for the PrX compounds, 
incidentally, any temperature below 30°K is suitable. Because 
of the relatively good electrical conductivity of these 
materials, particularly at the low temperatures required, the 
sample needs to be in finely divided form. 
The present investigation was divided into two facets : 
(1) the nuclear magnetic resonance of the rare-earth cation, 
Tm^^^, in the compounds TmX (where X is one of the anions P, 
As, Sb, Bi) was studied at a fixed temperature as a function 
of field; and (2) the nuclear magnetic resonance of the rare-
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earth cations, Pr^^^ and was sought in a number of 
alloys and other intermetallic compounds at low temperature. 
The obvious selection of temperature to satisfy all the above 
requirements was that of liquid helium. Such a selection both 
relaxed the requirements for temperature control and served as 
a readily reproducible reference temperature. 
Measurements were made of the paramagnetic shift of the 
magnetic resonance of the rare-earth nucleus and of the cor­
responding resonance linewidth. The measurements were then 
used to determine parameters relating to the hyperfine field 
in the particular compound, and the results compared among 
the compounds. 
The remainder of this thesis discusses how this plan 
was accomplished. Chapter II outlines the theory which is 
pertinent to the experiment. A discussion of the equipment 
and the techniques used to carry out the measurements is 
given in Chapter III. Sample fabrication and characteriza­
tion techniques are also given in Chapter III. Chapter IV 
is devoted to the presentation of the results and conclusions 
gleaned from the investigation. A brief summary of the most 
significant aspects of the experiment is presented in Chapter 
V. 
18 
II. THEORY 
The theory of nuclear magnetic resonance has experienced 
a fortunate evolution. Early studies in the field were on 
simple enough systems that phenomenological theory could 
account for essential features of the experiments, and this 
happy state of affairs permitted the development of intuitive 
physical "feeling" for more precise formulations of the theory. 
In particular the early theory of Bloch (35) led to analytical 
functions for line shapes and physical limitations to experi­
mental parameters. The presentation of this chapter, con­
sequently, includes brief discussions of nuclear properties 
and phenomenological theory. These discussions help to 
emphasize the utility of nuclear magnetic resonance in investi­
gations of hyperfine interactions. 
A. Basic Concepts of Resonance 
1. Nuclear properties 
Isolated nuclei exhibit several intrinsic properties, 
but not all of them are important to the understanding of 
nuclear magnetic resonance phenomena. Those of most importance 
for resonance may be briefly summarized as follows (36): 
(1) Nuclei exhibit a total angular momentum 
referred to briefly as "spin", determined by 
angular momenta of the constituent nucléons. 
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(2) To a high degree of accuracy nuclear states are 
characterized by a definite parity P. 
(3) Although nuclear dimensions are quite small (of 
order 10 ^^cm) compared to atomic dimensions (of 
order 10 ^cm), nuclei do have finite sizes and 
shapes and, consequently, distinct charge distribu­
tions • 
(4) The charge distribution of nuclei is expressed 
quantitatively by the variety of electric and 
magnetic multipole moments possessed by the nuclei. 
The reason that nuclei possess these properties is outside 
the realm of nuclear magnetic resonance, but the restrictions 
on values these properties may take is important to the use of 
the nuclei as probes of interactions in materials. 
Since the nuclei are to be used as probes of matter, one 
must consider whether the properties are indeed intrinsic 
when nuclei experience the interactions of an atomic environ­
ment. Intranuclear interactions are exceedingly strong (of 
order lO^eV) compared to electron-proton electrostatic inter­
actions (of order one eV), so that the latter interactions 
have entirely negligible effect on the nuclear states. 
Accordingly, only the nuclear ground states will be of interest 
in experiments using nuclear magnetic resonance. As far as 
resonance experiments are concerned, then, the nuclei may be 
characterized in a material by fixed, unique values of ^  and 
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P, values appropriate to the nuclear ground state. 
Notice that the first two properties impose definite 
restrictions on the allowed multipole moments. The multipole 
moments are typically written as irreducible tensor operators, 
of rank H for electric moments and of rank £ + 1 for magnetic 
moments (37). The tensors have parity (-1)^ and (-1)^^^, 
respectively, for electric and magnetic moments. Hence all 
odd-order 2^-pole electric moments have odd parity and there­
fore zero matrix elements between nuclear states of definite 
a parity. Similarly, all even-order 2 -pole magnetic moments 
have odd parity and thus zero matrix elements. The definite 
parity of nuclear states, consequently, restricts the observ­
able electric moments to monopole, quadrupole, hexadekapole, 
etc. and the observable magnetic moments to dipole, octapole, 
etc. Also because of the so-called "triangle inequality" 
arising from composition rules for angular momenta, matrix 
elements of tensor operators of rank £ vanish unless 
11 + I'l >_ 2 >_ 11 - I ' I . As a result the first property above, 
the fixed value of I for resonance experiments, further 
restricts £ to values obeying the relation 0 £ £ 21. In 
particular this means that nuclei with 1=0 exhibit no 
moments whatever and those nuclei with I = 1/2 have only 
magnetic dipole moments. Multipole moments of order £ > 2 
have, as yet, not been observed in magnetic resonance experi­
ments (37) . 
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The nucleus of that of primary interest in this 
investigation, has I = 1/2 so that only the magnetic dipole 
moment need be considered. For brevity the magnetic dipole 
moment will be called simply the magnetic moment. The nuclear 
spin ^  is a constant of the motion because of the negligible 
mixing of nuclear states by atomic interactions mentioned 
before, but the magnetic moment operator, written as (36) 
^p ^n . (-i ^  ^ p-i^ %-j 1=1 ]=1 
obviously is not a constant of the motion. Here is the 
nuclear magneton, and g^ and g^ are the g-factors for protons 
and neutrons, respectively. Hence, the observable magnetic 
moment \i is the projection onto the spin direction 
E = KUop • I/:^) 
which is diagonal in the nuclear states. The magnetic moment 
is then proportional to the spin and is conventionally written 
as 
y = y£l = g^y^I 
where y is called the gyromagnetic ratio. 
(1) 
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2. Phénoménologieal theory 
The energy of a magnetic moment ^ in a magnetic field H 
is 
E = - jj • H 
so that one may write the quantum mechanical Hamiltonian as 
H = - • H . (2) 
In Equation 2 it is, of course, understood that the vector 
symbols actually denote the quantum mechanical operator cor­
responding to the classical vector, but this loose notation 
is in accord with the usual practice in the literature and 
typically leads to little confusion. 
The equation of motion for the nuclear spin operator is 
dl/dt = i/h[H,I] = -{iy)[l'E, I]. (3) 
The z-component of this equation is found by applying the 
angular commutation relations to the above commutator, giving 
the result 
dl /dt = y (I X H) or dp^/dt = y (iJ x H) (4) 
Zi  ^ — 2 Z — —  ^
where the notation on the right means the z-component of the 
usual vector cross-product. This equation has precisely the 
same form as the classical equation of motion for a magnetic 
moment in a field H. Indeed, the similarity is a manifestation 
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of Ehrenfest's theorem, which states that the expectation 
value of a quantum operator obeys the classical equation of 
motion for the corresponding classical variable. A simple, 
well-known solution to the classical equation for H equal to a 
constant vector is a Larmor precession of the vector ji of 
constant magnitude at a fixed angle with respect to and at 
frequency 
The behavior of this solution is clearly displayed using 
the rotating coordinate transformation proposed by Rabi et al. 
(38). Viewed from a coordinate system rotating with angular 
velocity about its own z-axis, the moment is stationary 
since the motion Equation 4 becomes 
where + w/y, w is the angular velocity of the rotation 
(in this case w = w^), and the prime denotes differentiation 
in the rotating frame. 
In the usual resonance experiment a radio-frequency 
field is applied perpendicular to the static field 
and rotating around it at frequency w. Then in the rotating 
frame the effective field may be written 
(5) 
d'y/dt = yy x = 0, (for w = (6) 
CH^ + w/y)k + H^i (7) 
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where H = -co /y = -(to /y)k. The motion equation becomes 
-o —o o -
d'^/dt = yy x , (8) 
which, in the rotating frame, is again a precession of jj 
about with angular velocity g = -yH^. In the lab frame 
the motion of the moment is thus the combination of the two; 
the vector y will appear to slowly tip down during rapid 
precessions about since 0<<w near resonance. In fact if 
a is the angle between the moment and the field, the energy 
of the moment becomes 
E = -u cos a 
2 2 1 
where cos a = 1 - 2 sin 9 sin and cos 8 = 
This phenomenon is called resonance because a remains small 
except when -w becomes small compared to yH^. This is 
the classical analog of a quantum mechanical absorption 
stimulated by 
Bloch (35) included the effect of interactions into the 
above equations of motion using the following technique. He 
considered the net magnetization, i.e. the expectation value 
of the sum of the moments, thereby neatly circumventing any 
assumptions about the microscopic character of the individual 
moments. His assumptions then dealt only with measurable 
bulk properties (hence the name phenomenological theory), and 
briefly are as follows ; 
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(1) Since the magnetization in a static field tends 
to its equilibrium value, M^, for |h^|<<|h^| the 
motion may still be described by 
dM M -M X z o 
dt ~ 
where is called the longitudinal relaxation time. 
(2) Any component of magnetization induced in the trans­
verse direction is caused to decay by local fields 
to a zero value and the process may be described by 
•"x _ "x , My 
a t  d t " " T ^  
where is called the transverse relaxation time 
and is assumed to be the same for both components. 
(3) These relaxation mechanisms may be superposed on 
the motion of the free spins. 
Under these assumptions the motion of the magnetization may 
be described by the equation 
dM M i + M i M -M 
- -V-' 
where H is the net field including both and and i, j, 
k are unit vectors in the x, y, z coordinate directions in 
the laboratory frame. 
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The general solution of this equation of motion, for 
fixed values of the parameters, is a combination of decreasing 
exponential terms and of a steady-state solution. Of interest 
here is the latter, and that solution is most easily obtained 
in the rotating frame (36) . The steady-state solution for the 
magnetization has a component which is in phase with the 
applied oscillatory field and a component which is out of 
phase. This phase relationship is customarily treated by 
writing the magnetization as a complex quantity. In fact, the 
magnetization is usually written as a complex susceptibility 
times the applied field, M = % . 
If one writes the susceptibility in the complex form 
X = x' - i x"f the components of the susceptibility may be 
identified from the steady-state solution as 
1 
X 2 Vo ^ (Aw):?: + y^H^T^Tg 
(10) 
T, 
X 2 o 1 + (Awi^Tg + y^H^T^Tg 
where Aw = (co-oo^) and XQ is the static nuclear susceptibility. 
Other symbols retain their previous meanings. The so-called 
2 2 
"saturation" term y H^T^Tg is usually made smaller than the 
other terms in steady state experiments, and if one defines 
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a = J XQ' Q^ ^2 and x = (Aco)T2 the equations above, in that case, 
take the form 
X' = — 
1 + X 
These equations are of the Lorentzian line shape and may be 
shown to verify the Kramers-Kronig relations. Neither of 
these statements is true if the saturation term is not 
negligible. 
The average rate of energy absorption per unit volume by 
the spin system at resonance due to the field is given by 
2ïï « 
P = (w/2n) ; [- M ' (dH/dt)] dt = 2wx" (11) 
o 
since in the rotating frame 
(dH/dt)= (dHy/dt)^Q^ = (dH^/dt) - = -wH^. 
It is informative to compare the above results with 
those obtained by the perturbation method. The nuclear 
Zeeman Hamiltonian, given in Equation 2, may be written by 
using Equation 1 as 
= -yR I • H . (12) 
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For the usual choice H ••= H k. this Hamiltonian, as noted in 
- o -
the previous section, is diagonal in the nuclear ground 
eigenstates |I,m> and has energy eigenvalues 
E (m) = <I ,m| 11 ,in> = -yhE^m = (13) 
where Equation 5 was used in the last step. The 21+1 values 
of m correspond to energy levels between which transitions 
may be induced by a perturbing field. Transitions between 
the nuclear Zeeman levels correspond to changes in the projec­
tions, m, of the nuclear spin along the direction of the 
external field (chosen as the z-axis). 
If the coupling to the radio-frequency field with 
components cos cot and sin wt is written as the 
time-dependent perturbation Hamiltonian 
H' = -Y&(HxIx + Hyly) = - e'lwt + i_ 
the perturbation (recall that of angular frequency 
w excites transitions between pairs of the 21+1 states of 
only if states having Am = ±1 are separated by AE = 
and 0) approaches . Abragam (37) shows that power absorption 
is the same as that of Equation 11 provided one writes 
X" (oj) = ^^XgW^f (u) . 
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In summary, the discussion of this section indicates that 
in the use of the nuclear magnetic resonance technique as a 
tool for the study of hyperfine interactions in metals, one 
may focus attention on only the appropriate interaction 
Hamiltonian. Provided certain limits are set on the experi­
mental parameters, e.g. restricting and avoiding 
2 2 
saturation by restricting Y H^Tj^T2<<l, the applied radio-
frequency field serves only to excite transitions between 
Zeeman-split energy levels of the total Hamiltonian; but it 
does not otherwise alter the levels. 
The fact that resonance line shapes in metals are often 
more nearly Gaussian in form than Lorentzian suggests more 
complicated interaction mechanisms than those treated in the 
phenomenological theory, but the resonance relation between 
frequency and field Jio)^ = AE = -yhE^ still holds. In other 
words the coupling of the spin system to the rotating field 
has generally entirely negligible effect on other couplings 
in the experiment, and one can study these couplings with an 
essentially non-interacting probe. This is why the phenomeno-
logi^cal theory given above can be used freely to develop 
intuition even though it is clearly inadequate for quantitative 
predictions in solids. 
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B. The Hamiltonian 
1. Ionic and Zeeman interactions 
The total Hamiltonian for a rare-earth tripositive ion 
in an intermetallic compound may be separated into two con­
ceptual parts in the absence of a magnetic field. One may 
denote the parts by the following notation: 
^ion " ^FI ^CF 
where is the Hamiltonian of the free ion and describes 
its interactions with the crystalline surroundings. In a 
nuclear magnetic resonance experiment the application of an 
external magnetic field adds a Zeeman interaction term 
Hence the total Hamiltonian for the experimental situation 
becomes 
" = "ion + "z = "fi * "cF + "z- '14' 
Although this Hamiltonian is easy to visualize, con­
venience in the perturbation theory treatment of the problem 
dictates separation of the total Hamiltonian on the basis of 
the magnitude of the various terms. Accordingly it is con­
venient to subdivide the terms as follows; 
"FI "c * "LS "ss * "HFS "ND (15a) 
"z = "zi + "ZN <"b) 
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where denotes that part of the free-ion Hamiltonian 
depending only on electron configuration variables and not on 
spin, denotes the spin-orbit interaction, the spin-spin 
interaction, the hyperfine interaction, the ionic 
Zeeman interaction, the nuclear Zeeman interaction given 
in Equation 12, and is the dipolar interaction between 
neighboring nuclei. 
Separations of energy levels due to are usually of 
order lO^cm while splittings are of the order of lO^cm ^ 
for The terms Hgg and are typically of the order of 
one cm ^, while and are two to three orders smaller. 
Mr o 6IN 
As mentioned in the first chapter magnetic susceptibility 
measurements have shown that the crystal-field term, is 
dominated by H , but it gives at least an order of magnitude 
IjD 
greater splittings than for laboratory strength magnetic 
fields. The term is typically a few orders of magnitude 
smaller than Hence the total Hamiltonian may be written 
with its terms in descending order of magnitude of the 
splittings produced; from Equations 14, 15a, and 15b 
^ ^LS ^CF'^'^SS ^ZI ^HFS ^ND * 
The spectroscopic splitting noted in the first chapter is 
that due to the interaction , but the negligible magnitude 
of splitting due to Hgg and H^^g in comparison to the total 
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shows that the values from Figure 1 are essentially due to 
Hç, + . Comparing with the measured values of the crystal-
field splitting cited in the first chapter, one can see the 
ordering of the terms above is, indeed, suitable for the PrX 
and TmX compounds under investigation. 
The solution of the problem involving the first two terms 
of the free-ion Hamiltonian, i.e. H + H is well known L Jub 
from atomic spectroscopy and details are discussed in Condon 
and Shortly (39) , for example. The spin-spin interaction 
produces no further splitting of the levels, only a small 
shift; and, consequently, it is often neglected. 
Lea et al. (22) solved the problem of the splitting of 
multiplets of a given J under the action of a cubic crystal-
field Hamiltonian. The eigenfunctions from their calculations 
may be used as a basis for a perturbation solution of the 
remaining terms of the total Hamiltonian. For such a solution 
the zero-order Hamiltonian may be taken as 
^oo ^C ^ ^ LS "*• ^CF ^SS ^ZN* 
It is particularly convenient to include the nuclear Zeeman 
interaction at this point. Since it commutes with all the 
other terms of the zero-order Hamiltonian, one may simply 
write the appropriate zero-order eigenfunctions as a product 
of Lea et al. eigenfunctions and the nuclear Zeeman eigen­
functions; symbolically this composite eigenfunction may be 
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written 
|a,J,M>|b,I,m>, (18) 
where a and b represent all other quantum numbers than those 
explicitly written out corresponding to a complete set of 
commuting observables. 
3+ 
As an example consider the results for Tm . Lea et al. 
(22) wrote the crystal-field Hamiltonian in the form 
"CF = ®4<°4 + + Bg(0° - 21-0^), 
where 0^, 0^, Og, and 0^ are specified spin operators within 
a given manifold of angular momentum J. The coefficients 
and Bg are factors which determine the scale of the crystal-
field splittings. Two parameters x and W were defined by 
B^/Bg = [x/(l-|x|)] F(6)/F(4), 
B^F(4) = xW, 
where F(4) and F(6) are numerical factors specified for given 
J. The parameter W scales the energy, and the parameter x 
denotes the ratio of fourth to sixth degree terms. Their 
calculation predicted a singlet ground state for x near the 
value -1. The ordering of the thirteen states for Tm^^ (^Hg) 
was found to be, in ascending order of energy, 
34 
( 2 )  
^2' ^5 ' ^3' illustrated in Figure 2. Experiment has 
verified for TmSb (23) that x is, indeed, quite close to -1 
(completely fourth-degree crystal-field), and that the 
splitting between the ground state and first excited state 
is 26.6°K. The energy scaling parameter found suitable is 
W = -0.887°K. 
The only terms remaining, except for the nuclear dipolar 
term, after selection of the zero-order Hamiltonian are the 
ionic Zeeman interaction and the hyperfine interaction. The 
nuclear dipolar term will be discussed separately later. The 
Zeeman interaction is usually written in the form (40) 
= ggH • J, (19) 
where g is the Lande g-factor and 3 is the Bohr magneton. The 
hyperfine interaction will be discussed in the next section. 
2. Hyperfine interactions 
The hyperfine interaction consists of a magnetic part 
and an electrostatic part (37,41). In Section Al of this 
chapter it was pointed out that the Tm^^^ nucleus exhibits 
only a magnetic dipole moment. The Pr^^^ nucleus (I = 5/2) 
a theoretically exhibits 2 -pole moments up to values £ = 5, 
but multipole moments with Z>2 have not been observed by 
nuclear magnetic resonance. Even the quadrupole moment 
m = 2) for Pr^^^ is relatively small. As a result only 
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Figure 2. Crystal field splittings of the lowest multiplet of 
some lanthanide ions in an octahedral crystal fie 
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magnetic hyperfine interactions will be considered here. 
The magnetic part of the hyperfine interaction is com­
posed of the interaction of the nucleus with electron orbital 
motion, with electron spin, and with the "contact" term of 
electron spin. Bleaney (42) shows that for LS-coupling, i.e. 
J is a good quantum number, all three parts of the hyperfine 
interaction may be combined into the form 
Vs = (Aj + Ag) I . J = A I . J (20) 
where Ag = 2Qyh{g-1)<r^^> and 
Aj = 26Y&{(2-g)<r^3> + Ç[L(L+1) (g-1) - 3(L-S) (2-g)]<r~^>}. 
In these definitions for Ag and Aj most symbols have the 
meaning previously ascribed to them, but Ç is a numerical 
coefficient characteristic of electrons in the unfilled ionic 
shells; <r ^>, <r.^>, and <r are effective values for 
s £ ' se 
radial integrals connected with the interaction of the nuclear 
moments with the electron orbit, the electron spin distribu­
tion outside the nucleus, and the electron spin distribution 
at the nucleus, respectively. 
The expression of the effective radial distributions in 
-3 -3 -3 the separate forms <r^ >, <r^ >, and includes effects 
due to core polarization and due to certain relativistic 
_3 
contributions (43). In this form, for example, <r^ > may 
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describe any interaction of the form S • I, so that both the 
Fermi contact interaction and core polarization (44) are 
thereby included. In fact, some relativistic effects may also 
contribute to a term of this form. The differences between 
-3 -3 
<r^ > and / typically, are not large, and effects due to 
this difference often are small compared to those mentioned 
in connection with <rg^>. Finally, it should be mentioned 
that anisotropies in some cases must be admitted by writing 
the scalar products in the more general form of tensor 
couplings, although such should not be necessary for this 
investigation. 
One should stress, at this point, that the magnetic 
hyperfine interaction written in this form includes all the 
contributions which are usually written out explicitly. What 
may be referred to as the ordinary "Knight" shift, that due 
to the Fernd contact term of the hyperfine interaction, is 
included in the form above, but its contribution to the total 
hyperfine interaction is relatively small. Jones' estimates 
of these terms (28) were less than two percent of the contri­
bution due to the Van Vleck orbital paramagnetism. Hence, 
there seems to be little reason to write explicitly each 
contribution to the magnetic hyperfine interaction, since an 
absolute determination of the shift is not the purpose of 
this work. A study of the shifts as a function of frequency 
relies only on the relative shifts of the compounds. 
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C. Perturbation Theory 
As previously mentioned the relative magnitudes of the 
splitting due to the various terms of Equation 16 are quite 
suitable for application of a perturbation theory calculation. 
In nuclear magnetic resonance experiments only energy dif­
ferences are pertinent, so the Hamiltonian may be simplified 
3 3+ further. The ground optical term Hg for Tm is split by the 
octahedral crystal field in TmX, so that only the J = 6 
multiplet need be considered. 
For energy differences, then. Equation 16 may be written 
as 
^res ^CF ^ZI ^HFS ^ZN' 
or written out in more detail using Equations 12, 19 and 20, 
H = + ggH • J + A I 'J -yhE • I. (16a) 
res CF ^ - - - -
In this abbreviated form the zero-order Hamiltonian, given by 
Equation 17, becomes 
Hq = ^cF ~ • Î • (17a) 
From Equation 13 the energy eigenvalues are 
°E = E__ - H m (21) 
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with wavefunctions denoted by 
I a,J,M>|b,I,m> = | r ^>|m> =  | r ^,m> ,  
from Equation 18. The perturbation Hamiltonian is taken as 
H ' = g 6 H * J + A I « J  ( 2 2 )  
from Equations 16a and 17a. 
1. First and second order corrections 
The first order energy corrections are given by 
^E(r^,m) = g6<r^,m|H'j|r^,m> + A<r^,m|I•J|,m>. (23) 
Since the angular momentum operators J , J , I , I have zero 
X y X y 
diagonal matrix elements, Equation 23 reduces to 
^E( r .,m) = g g H < r .,m|j | r .,m> + A<r. ,m||F. ,m>. (23a) 
X Z 1 Z 2. 2. Z Z 1 
At low temperature (=4°K) only the lowest level has signifi­
cant population. The wavefunctions for the and levels 
listed in Lea et al. (22) are 
|r^> = j[/2\0> - /7(\+4> + |-4>)], (24a) 
|r4c> = 4^ [/IT|+5> + /T5|-3> - /6|+1>], (24b) 
|r4b> = 7j(|-4> - |+4>), (24c) 
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I ^ ^2 t /III ~5> + /15 I +3> — (24d) 
Immediately one sees that <r^|j^|rj^> = 0 so that 
^E(r^,m) = g 3H^<rj_,m| J^l r^,m> + A<r^ | | T^xm i i m> = 0. (25) 
Hence, there is zero first order correction to the ground 
state energy due to the hyperfine interaction and the ionic 
Zeeman interaction. 
Now consider the second order correction to the energy 
of the ground state. This correction has the form 
2 |<k|f/'Ir, ,m>|2 
E( r ,,m) = E ' ^ (26) 
k "a 
where is the energy separation between the levels and 
r^. It is convenient to write the perturbation Hamiltonian, 
Equation 22, in the form f/' = A + B where A = A I*J and 
B = g 3 H*J. The square of the matrix element then expands 
into 
|<k|H'lr^,m>|^ = |<k|A| r ^,m>1^ + |<k[B|,m>|^ 
+ 2|<k|A| r ^,m> < r ^,miB|k>|. (27) 
Since H = H = 0 and <m|l lm> = <m|l lm> = 0, the three 
X y ' X ' y 
terms obtained in Equation 26 by using Equation 27 take the 
form 
41 
1st term = Z ' [ (-1/Aj^) | <k | | r^><m| |m> [ , (27a) 
k 
2nd term = (g B H^) ^ E ' [ (-1/Aj^) | <k | | r^> | ^] , (27b) 
3rd term = 2g g A Z' [(-1/A^) |<k||r^>|^<mj{m>]. (27c) 
k 
In these equations the symbol Z' means that the sum on k 
excludes the state r^. From a study of the eigenfunctions 
tabulated by Lea et al. (22) one can see that the perturbation 
connects the ground state to the triplet states and r^. 
The resulting matrix elements have the values 
<r4alJzlri> =<r4clJziri> = o, 
<r4b|Jz|ri> = ^[/7(+4) - /7(-4)] = /Î4, 
<r3alJzlri> = <r3clJ:lri> = 
( 2 8 )  
The second order energy correction of Equation 26 becomes 
^E(r^,m) = (Am^) (g - 2 g A m . 
(29) 
4 2  
Since the second term on the right side of Equation 29 
does not involve the nuclear spin quantum number m, that term 
shifts both nuclear levels together and, consequently, makes 
no contribution to the splitting of these levels. The first 
term of Equation 29, being quadratic in the quantum number m, 
similarly, does not alter the splitting for the case I = 
Because of the form of this first term, it is sometimes called 
the pseudo-quadrupole interaction (45). The only term which 
contributes to the splitting of the nuclear levels of the 
ground state in second order for the case I = ^ is the last 
term of Equation 29, which is sometimes referred to as the 
pseudo-nuclear Zeeman interaction (45). 
The results of the second order perturbation calculation 
above invite several comments. One should emphasize that the 
first two terms are not important to nuclear magnetic 
resonance experiments because they give no change in nuclear 
level splitting. The third term, which does increase the 
level splitting, is a linear function of the applied field. 
Notice also that all the contribution to the second order 
splitting comes from the coupling to a single level, the 
sublevel from the lowest energy triplet of the crystal field 
in the Tm^"*" ion. Finally, one can see that anisotropies in 
the electronic Zeeman splitting, i.e. matrix elements 
involving J and J , do not influence the nuclear resonance. 
X y 
/ 
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From Equations 21 and 29 the energy eigenvalue correct to 
second order may be written 
2 
^E(r, ,m) = W - ykE m - 2 g B A m (30) 
± z z 
where W includes the free-ion energy, the crystal field energy 
and the two unimportant terms of the second order correc­
tion in Equation 29. As previously mentioned, interest for 
nuclear magnetic resonance experiments is focused on the 
lifting of the nuclear spin degeneracy by the applied magnetic 
' li " 
field. In Section A of this chapter it was pointed out that 
the effect of the radio-frequency field from the spectrometer 
is simply to excite transitions between the energy levels. 
Hence 
E( r  ,y) - E( r  ,-y) = - y&H (1 + (30a) 
J- ^ -L ^ z 4 
to the second order in the perturbation of Equation 22. 
Since AE = is the energy spacing in the absence of the 
perturbation, the "shift" may be identified as 
K = , (31) 
where, in review, g is the Lande g-factor, B is the Bohr 
magneton, A the hyperfine constant, y the nuclear gyromagnetic 
ratio, and the energy splitting between the crystal field 
levels and r^. 
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2. Higher order corrections 
One may wonder if higher order corrections than second 
order will make significant contributions. As pointed out 
before, the only non-zero matrix element connecting to the 
ground state through the perturbation of Equation 22 is 
<r4b II ri> . The third order correction to energy (46) 
involves a term with two different matrix elements connecting 
to the ground state and a term with an expectation value in 
the ground state. Since only one non-zero matrix element 
connects to the ground state and, according to Equation 25, 
the expectation in the ground state is zero, at least one 
matrix element in each term is necessarily zero. Thus the 
products can only give zero, so that the third order correc­
tion to the ground state energy vanishes : 
^E(r^,m) = 0. (32) 
Now consider the fourth order correction to the ground 
state energy. Examination of all thirteen crystal field 
eigenfunctions shown by Lea et al. (22) for J = 6 reveals 
that the only non-zero matrix elements, subject to the con­
dition of significant population only in the ground state, 
are | | r^ j^> and I ^ 2 I ^ 3b^ ' general formula for the 
correction (46) has the following non-zero terms (i.e. terms 
involving <r^|f/'|r^> are excluded): 
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.  '  '  '  < r ,  I H ' lixilH'ln><n|H'Ik><k|H'| r , >  
' I I I  (E, - E,) (E, - E,) (E, - E„) 
• • |<r.|H'|i>|2|<k|H'|r >|2 
- E Z 
i k (E^ - E^)(E^ - 5^)2 
The symbol Z means a sum over the states of the multiplet 
excluding the ground state. Since only one state connects 
through to the ground state, in these terms i = only, 
and k = only. Also the state connects only to and 
r^j^, so that n = only. The sums then reduce to two terms 
4„,. l<rilH'|r4b>|2|<r4b|H'|r3b>|2 HrjH'|r4t,>l' 
(E^ - E3) (E^ - E^) ^ (E^ - E^) 
(33) 
In the same notation as that used for the second order 
correction the energy differences are E^ - E^ = -A^ and 
El - = -A3. 
The first matrix element in each term was evaluated for 
the second order correction, so from Equation 29 
|<r4b|H'|ri>|^ = (Am/I?)^ + (gBH^/U)^ + 2g3H^ A(14)m. (34a) 
A similar treatment for the other matrix element gives 
|<r4bltt'|r3b>l^ = (Am/2)^ + (gBH^/2)^ + 2g3H^ A(2)m. (34b) 
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Combining Equations 34 with Equation 33 gives 
E( r ^,m) = W, + M. + XH m 12 z 
(/IT) (/2) ( 3 5 )  
where terms independent of m have been lumped into and 
and where À = 4g6A(g^B^H^^ + A^m^)(/ÏT/A^)^. 
The energy correct to fourth order is then 
E( r ^,m) = °E(r^,m) + ^E(r^,m) + ^E(r^,m), 
and substituting the energy corrections from Equations 30 and 
35 gives for the energy difference, as in Equation 30a, 
(r^,i) - E(r^,-j) = -Y&H; 1 + 28ggA 
yR 
yk 
14 
A. 
2_ 
A .  (36) 
From Equation 36 one may identify the "shift" correct to 
1  2  1 .  fourth order. For the case of I = 2" and m = ^ it becomes 
K' = K 1 - 2 M _ 2_ 
_ '4 ^ 4 ^3 
(gfe^HgZ + 1 A^) (37) 
Several aspects of Equation 37 deserve comment. One sees 
that K' becomes magnetic field dependent and that the 
dependence is quadratic. The behavior is more easily seen if 
typical values are inserted. According to Lea et al. (22) the 
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ratio of splittings is A^/A^ = 8, so to a first approximation 
3 
one may ignore the term For fields larger than 10 Oe 
2 the term A /4 is also negligible. With these assumptions a 
field of 20 kOe is required to reduce K' by roughly 10%. The 
2 
reduction due to the term A /4 is appreciably less than 0.1%. 
Hence, from perturbation theory one would expect K' to be 
essentially constant for moderately strong fields. 
3. Relation to experimental parameters 
The meaning of the term "shift" used in the previous 
section needs clarification. As mentioned in the discussion 
following Equation 13, the transitions are induced between 
levels with m values obeying Am = ± 1 separated by an energy 
equal to that of the radio-frequency quantum, AE = Just 
as in the analogous optical transition, the energy associated 
with the transition is expressed as the difference in energy 
of the levels, 
Ro) = E. - E- = AE, 
o 1 f 
where is the angular resonance frequency and E^^ and E^ 
are the energies of the initial and final levels, respectively. 
This is the reason for writing Equations 30a and 36. From 
Equation 13 the unperturbed energy spacing is AE = -yhH^ = 
Under the action of the perturbation the resonance occurs at a 
different frequency for the same field so that 
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hui = -y&Hgfl + K) 
= RWg(l + K) 
Thus, one may define a "shift" by the relation 
w - w 
K = , (38) 
o 
indeed, this is precisely the way the Knight shift is con­
ventionally defined (47), and such a definition of frequency 
shift does not depend on the mechanism of the shift. 
The frequency shift due to the second order hyperfine 
perturbation will be denoted simply as the paramagnetic 
shift. The name Knight shift will be reserved in this dis­
cussion to that due to the Fermi contact hyperfine shift. 
The terminology used with the Knight shift will be used, 
however, with the paramagnetic shift; the shift will be 
labeled as positive for to > 
Notice that the shift definition in Equation 38 is made 
for a measurement of both frequencies in the same field. 
Experimentally it is usually true that the field is more 
easily changed in a predictable manner than the frequency. 
One must determine, consequently, what form the shift defini­
tion takes for the case of constant-frequency measurements. 
Denote by subscripts r and m the parameters measured in the 
reference and in the metal, respectively. From the constant-
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field definition one may write the equations 
= -Y^ (39b) 
and from the constant-frequency, 
= -Yj. (40a) 
™r = "m-
These relations are easily verified using the graph of Figure 
3. Substitution of Equations 39a and 40b into the defining 
Equation 38 gives 
- H 
K = ^ (38a) 
where the subscripts r and m mean the resonance fields for 
the reference compound and for the metal, respectively. It 
is important to notice the difference in order of the factors 
in a comparison of Equations 38 and 38a. 
D. Contributions to Line Width 
Numerous physical processes are known to contribute to 
the line width of a nuclear magnetic resonance. Such processes 
may be divided into two groups: (1) those intrinsic to the 
sample, and (2) those exterior to the sample. The experimenter 
can exercise varying degrees of control over the latter, and 
measures are usually taken to minimize and identify them. 
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Figure 3. Graph used to determine constant-frequency shift 
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Examples of the "exterior" sources of line broadening are 
magnetic field inhomogeneities, ferromagnetic contaminates in 
the sample volume, and broadening due to excessive modulation 
amplitude. On the other hand, sources of broadening intrinsic 
to the sample are more subtle and are largely beyond the con­
trol of the experimenter. Some of the contributions to line 
width which are peculiar to the sample will be discussed in 
more detail. 
1. Dipolar broadening 
The nuclear dipole-dipole interaction mentioned in 
Equation 15a was there ignored because it makes no contribu­
tion to the energy level splitting on the average. Its 
contribution is to the width of the resonance line. Since 
the interaction is intrinsic to the sample, it represents an 
absolute minimum width which must be subtracted out before 
other contributions to the width may be determined. 
In an array of nuclear moments in a sample each nucleus 
experiences, in addition to the externally applied field, a 
more-or-less random field due to the moments of neighboring 
nuclei. Indeed, one may write the dipolar Hamiltonian for 
the case of two spins and I^ in a form to display such a 
concept; 
H. ND 
3(I^'r) (1.2 •£) 
2 
r 
-Yo Ig'RH 2 ±2 '-12 (41) 
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where r is the radius vector between spins and 
is usually called the local field produced by spin 1 at the 
site of spin 2. Because of the relative magnitudes of and 
the latter is usually treated as a perturbation on the 
former. For like spins and retains only terms in 
which produce diagonal matrix elements. One term 
remaining corresponds to the classical orientation-dependent 
interaction between two static magnetic dipoles; the other 
remaining term corresponds to energy-conserving mutual spin 
flips between like spins (37) , which is classically viewed as 
the interaction of the rotating components of adjacent pre-
cessing moment vectors. The components induce transitions 
and thereby limit the lifetime of the spin states. The so-
called truncated dipolar Hamiltonian results from the above 
deletions, and for N identical spins it takes the form (48) 
3=1 k=l r. 
kfg (42) 
where 8is the angle between the vector r^^, and the external 
magnetic field H^. 
Even though the line shape can be explicitly calculated 
only in a few very special cases, Van Vleck (49) has shown 
that a great deal of information may be obtained from the 
"moments" of the line shape. It is convenient to define the 
n^^ moment of the lineshape by 
53 
/ (w-<w>)^ f(w) dw 
<Aw*> = — . (43) 
/ f(to) dw 
If f(w) is symmetrical with respect to <w>, all odd moments 
may be shown to vanish (37); and the most useful moments then 
become the second and the fourth. Van Vleck's result (49) for 
the second moment of identical spins may be specialized to the 
case of a powder sample by averaging the angle factors over 
all directions. For cubic symmetry the averages are simple, 
and for identical nuclei of spin I the second moment becomes 
(37) 
<Aw^> = J + 1) E -4- . (44) 
Lattice sums for some common lattice structures are given by 
Gutowsky and McGarvey (50). 
For the case of unlike spins Van Vleck (49) pointed out 
that one must truncate the dipolar Hamiltonian differently, 
and the second moment for unlike spins I and I' in a poly-
crystalline sample becomes (50) 
<Aw^> = ï4 (Y')^A^ I'd' + 1) E —^ . (44a) 
The numerical coefficient for this case is different because 
here the rotating component of one dipole is not at the same 
frequency as that of the other, so that the spin-flip terms 
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do not appear in the truncated Hamiltonian. The net result 
for the second moment is given by the sum of Equations 44 and 
44a. 
In order to provide a basis for comparing line widths it 
is useful to know the second and fourth moments for some 
common theoretical line shapes. If the line shape is 
Gaussian, the comparison of moments with experimental widths 
is most easily made. A normalized Gaussian line shape function 
may be written (37) 
f^ (w) = —— exp 
^ a/2? 
where f(w) dw = 1 and where 2a is the line width measured 
between points of maximum and minimum slope. This form may 
be shown to agree with the line shape definitions given by 
Pake and Purcell (51). The second and fourth moments for the 
Gaussian shape are (37) 
<Aa)^> = (46a) 
<Aw^> = 3a^. (46b) 
Hence, if one denotes by 6^ the line width measured between 
the peaks of the Gaussian derivative, the following simple 
relations are seen to exist: 
(W-Wg) 
2a' 
(45) 
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ôg = 2a = 2 [<Aw2>]l/2 (47a) 
(47b) 
Such simple relationships do not exist, however, for the 
Lorentzian line shape. No second or higher moment can be 
defined for this shape because the integrals in the definition. 
Equation 43, diverge. The contributions from the wings of the 
shape are extremely large. Using a Lorentzian shape with its 
wings terminated, Abragam (37) showed that the ratio of the 
fourth moment to the square of the second moment is large, i.e. 
where a is the half width at which the wings are terminated, 
a >> 6^, and 5^ is the width between derivative peaks. The 
corresponding ratio for a Gaussian line shape is three; that 
for a rectangle is 1.80. In fact, this shift of the resonance 
intensity from the center of the line (second moment) to the 
wings of the line (fourth moment) is characteristic of certain 
interactions (e.g. exchange between like spins). Resonance 
shapes dominated by such interactions are said to be "narrowed," 
and such lines characteristically approximate the Lorentzian 
shape, at least near the center of the line (48,52). 
<Ato > Tia (48) |<Aw2>|2 6/36^ 
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2. Inhomogeneous broadening 
A source of broadening which is less easily treated 
includes the field and shift inhomogeneities. Besides the 
usual inhomogeneities in the externally applied magnetic 
fields, there are at least three important processes capable 
of significant contributions of this type. These include 
demagnetizing effects, lattice imperfections and distortions, 
and temperature gradients. Each of these types will be 
discussed separately. 
The bulk magnetism of the sample may give rise to macro­
scopic field inhomogeneities within the sample, and for 
samples with narrow line widths or large magnetic susceptibil­
ity the effect may be significant. Drain (53) has estimated 
the line width contribution due to magnetic powders. He 
included estimates of the demagnetizing field of a given 
particle and the field due to surrounding particles of the 
sample. If the line width AH is taken as twice the root-mean-
square deviation of the field, the net effect should give 
AHaemag ^ X^H. (49) 
The demagnetizing field due to the overall shape of the sample 
was estimated rarely to cause a significant correction com­
pared to the particles of a powder sample. 
The usual effect of lattice distortions or imperfections 
is to enhance the electric field gradient at the nucleus. For 
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nuclei with small or zero quadrupole moments, however, the 
enhanced gradients cannot contribute to the line width through 
a quadrupole interaction. Such irregularities influence the 
crystalline electric field, so may indirectly influence the 
paramagnetic shift. From Equation 31 one can see that a 
change in the crystalline field Hamiltonian due to lattice 
distortions may alter the shift via the level splitting, . 
Apparently these effects are negligibly small for these 
samples, because annealing of the samples produced no observ­
able effects to the resonances. Jones (1), similarly, found 
that line width was unchanged by repeated annealing. 
In order to discuss the temperature effects on the 
resonance shift and, hence, on the line width one must relax 
the assumptions made in the derivation of Equation 31. It was 
assumed in the derivation of the shift from the wavefunctions 
in Equations 24 that at low temperatures (-4°K) only the 
ground state level had significant population. This was a 
suitable assumption in deriving the magnitude of the shift 
because all the measurements in the present investigation were 
carried out at the fixed temperature of a liquid helium bath. 
The temperature dependence of the paramagnetic shift observed 
by Jones (2 8), however, suggests that temperature gradients in 
the sample might give rise to inhomogeneous-shift broadening 
of the resonance lines. 
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Temperature effects are most conveniently introduced into 
the shift if it is written in terms of a temperature-dependent 
susceptibility as 
AXf(T) 
K (T) = — (50) 
g6y^ 
where A is that part of the hyperfine constant in Equation 20 
associated with the 4f electrons. The subscript f emphasizes 
that the temperature-dependent atomic susceptibility Xf(T) is 
due to the presence of the 4f electrons. The factor (g-1) 
used by Jones (1) is included in the definition of the hyper­
fine constant taken from Equation 20; i.e. the A used here and 
that used by Jones differ by the factor (g-1). When the shift 
is written in this form all its temperature dependence may be 
ascribed to the temperature-dependent susceptibility. 
For the purpose of this discussion one need consider only 
the lowest two energy levels of the crystal field multiplet of 
the Tm^"*" ion, the levels labeled and Cooper (54) 
describes this as the two-level model, and a sketch of the 
model is given in Figure 4. For this case exchange inter­
actions may also be neglected; in fact, Vogt and Cooper (55) 
observed that for TmSb there was no indication from the para­
magnetic susceptibility data of any significant exchange 
interaction. 
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IZMIK 
TEMPERATURES ARE 
APPROPRIATE FOR 
TmSb TWO-LEVEL 
MODEL 
jl) 56.7 "K 
26.6'K 
4*K 
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(3) 
(3) 
( I )  
H=0 H/0 
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r*4a 
^45 
^4c 
Figure 4. Detail of the lowest energy levels of the J = 6 
multiplet for Tm^"*" in an octahedral crystal field 
(a) labeled scale diagram of the four lowest 
levels; (b) diagram of the two-level model 
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It is sufficiently accurate for this discussion to write 
the Hamiltonian as 
" = "CF + "zi = "CF - 98H2 
where the notation is the same as that of Equation 16. Con­
sidering the ionic Zeeman term as a perturbation on the crystal-
field term, one can write down eigenvalues and eigenfunctions 
correct to first order (54) in the field H; 
i> = |ri> + (9 H^<r4b|J^|rj^>/A^) = o 
2> = |rjc>, E; . A, - g6H^<r4^|jJr^^> 
3> = |r4b> - (gBH^<r^Jj^|r^>/A4)|r^>, E3 = 
4> = Ir4a>, E, = A. + gBH,<r^^|j,|rj„> 
z Mc ' z ' 4c 
(51) 
The susceptibility is then calculated by weighting each matrix 
element by the appropriate Boltzmann factor 
Xf(T) = E M. exp(-E./kT) 
i=l ^ ^ 
/ H Z exp(-E.AT) i=l 1 
(52) 
where = g3<ilJ^|i> and where only the four states appro­
priate to the two-level model are included in the sums. A 
straightforward, although somewhat tedious, calculation gives 
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(2g2B2<r., |jy|r >2/A )[1 - expf-A./kT)] 
Xf(T) = z 1 4 
1 + 3 exp(-A^/kT) 
(53) 
(2g2B2<r^^|j^|r42>2/kT) expt-A^/kT) 
4* 
1 + 3  e x p ( - A ^ / k T )  
The first term on the right yields the Van Vleck-type 
temperature-independent susceptibility at T = 0. Finally, the 
combination of Equation 53 with Equation 50 displays the 
temperature dependence of the shift due to crystal field 
effects. Several other sources of temperature dependence are 
known (36), but this effect is dominant in the TmX compounds. 
The effect of temperature upon the shift is more easily 
seen by calculating the slope of the graph of the shift as a 
function of absolute temperature. Using Equations 50 and 53 
one may show that to a good approximation at temperature T^ 
the slope is 
dKg (T)' 
dT 
^o^ 
" 2 T Z kT 
o o o 
56kT_ 
o o 
^ - 1.018 exp(-A/kT^) (54) 
where is the shift at T = 0°K from Equation 31 and where 
Zg = 1 + 3exp (-A/kT^). For brevity the energy splitting has 
been written A = A^. The change in the shift with temperature 
for small temperature changes ST about the value T^ is given 
by 
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dK (T) 
ÔK = — 6T. (55) 
dT T 
o 
These expressions are reasonably good approximations for 
temperatures < A/2k. The quantities and A are character­
istic of the particular TmX compound considered. 
3. Other contributions to line width 
Several other contributions to line width are known (56), 
but some of them are likely to be completely insignificant for 
this work. Three contributions, however, which might be 
significant will be considered below: (1) anisotropy, 
(2) spin-lattice relaxation, (3) indirect exchange. Due to 
the large susceptibility of the samples used in this investi­
gation, for example, one might expect a possible contribution 
to the line width from anisotropy of the susceptibility. 
Anisotropy in the magnetization has, in fact, been observed 
(23,55) in single crystals of TmSb, as was noted in the first 
chapter. They were able to account for this behavior entirely 
in terms of the crystal electric field and found no evidence 
for significant exchange. One would expect this anisotropy to 
display itself as an anisotropic shift, completely analogous 
to the usual anisotropic Knight shift (56). 
Two points should be made, however, concerning the 
possibility of observing an anisotropic shift. First, one 
would expect from the results of the work on TmSb (55) that 
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anisotropy should be negligible for magnetic fields smaller 
than approximately 10 kOe. Other compounds will not, of 
course, necessarily exhibit the same anisotropy as the TmSb, 
but the susceptibility is determined largely by the rare-earth 
ion so that one would expect relatively similar behavior for 
all compounds of the form TmX, where X is a pnictide element. 
This similarity among the compounds is well justified for most 
properties, but apparently anisotropy has been studied in 
detail only in TmSb. Second, an anisotropic shift should 
exhibit for a powder sample the distinctly characteristic 
shape associated with such resonances (57). Even in the 
presence of severe symmetrical broadening the shape is usually 
recognizable. 
Another physical process which may contribute to the line 
width is the spin-lattice interaction in a material. A spin-
lattice process may contribute to the width of a resonance by 
limiting the lifetime of a nucleus in a given Zeeman state. 
Sometimes it is possible (37) to describe the spin-lattice 
processes by a single spin-lattice relaxation time which is 
the resultant of contributions from a number of lifetime-
limiting processes. This characteristic time was introduced 
in Section A2 of this chapter for the discussion of Bloch's 
phenomenological theory of resonance, but there it was called 
the longitudinal relaxation time. A second relaxation time 
T^, called the total or the transverse relaxation time. 
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describes the dephasing of moments in the x-y plane. The 
dipolar interactions discussed in Section Dl of this chapter 
are usually the most important contribution to T^/ and their 
contribution to T^ is usually designated T2' and called the 
spin-spin relaxation. The life-time limitation due to T^ also 
affects T^ so that T^ is conventionally (58) written as 
(Tg)"^ = (Tg')"^ + (2T^)~^. (56) 
The inverse relaxation time (Tg) is proportional to the 
line width, so it is customary to define T^ in terms of the 
peak value of the normalized line-shape function. In order to 
make the definitions consistent with Bloch (35) and Pake and 
Purcell (51) the definition is made 
^2 = "''"max' 
where f (^^^lax^ the peak value of a normalized line-shape 
function, such as the Gaussian function of Equation 45. This 
definition is also consistent with the Lorentzian line-shape 
function given by Abragam (37), 
• : 1 . • 
For the case of line width measured between the points of 
maximum and minimum slope of the particular line shape, the 
Gaussian and Lorentzian functions satisfy the following: 
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6g= 2o = /!¥ Gaussian (59a) 
5^ = 2(/3 T^) Lorentzian. (59b) 
The notation is the same as that of Equations 47. Comparing 
Equation 47a with Equation 59a one can see that for the 
Gaussian shape the second moment has the following relation to 
It is interesting to note that when the line width is dominated 
by broadening, the resonance line shape often tends toward 
the Lorentzian form (56). 
Another contribution to the line width of elements with 
masses in excess of about 100 is the indirect exchange inter­
action. Line widths due to this mechanism are found to be 
roughly independent of the sample temperature and external 
magnetic field strength. Indirect exchange is an internuclear 
interaction of the form A..I. « I. mediated through the contact 13-1 -] 
hyperfine interactions with the intervening conduction 
electrons (59,60,61). The theory is usually referred to as 
Ruderman-Kittel-Kasuya-Yosida theory or RKKY theory in honor 
of its originators (1), The indirect exchange coupling can 
cause broadening of resonance lines if it is effective between 
unlike nuclei. The interaction has the same form as the 
(<Aw2>)l/2 = /7(/2 T^)~^ (60) 
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dipolar interaction discussed in Section D1 of this chapter, 
but differs in one very important aspect. Unlike the direct 
dipolar interaction, conduction electrons or other non-
localized electrons are essential to the indirect exchange 
mechanism. 
Because the indirect interaction has the same form as the 
usual "exchange" interactions considered by Van Vleck (49), 
its contribution to the moments of the resonance line are of 
the same form as Equation 44a for unlike spins. Exchange 
interactions between like spins contribute to the fourth 
moment, but not to the second moment, as mentioned before. 
Hence, indirect exchange between like nuclei tends to narrow 
the resonance, but the same type interaction between unlike 
nuclei tends to broaden the resonance. 
A dipolar-type indirect interaction mediated through the 
dipolar part of the hyperfine interactions of nuclei with 
intervening conduction electrons can also be significant, 
although it is typically appreciably less important than the 
indirect exchange. Because of its dipolar form it is called 
the pseudo-dipolar interaction. This interaction depends upon 
non-s character of the conduction electron wave functions 
evaluated over the band structure. Its contribution to the 
line width behaves like the ordinary dipolar contribution 
mentioned earlier, so is typically indistinguishable from the 
dipolar (56). 
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It is interesting to summarize, at this point, the 
magnetic field dependences of the line width contributions 
discussed above. Dipolar broadening should be essentially 
independent of the applied magnetic field, and it should depend 
upon temperature only through motion of the spins. Such 
temperature dependence, in fact, is usually treated as another 
contribution to line width called motional narrowing. The 
inhomogeneous contributions to the line width, on the other 
hand, are typically all dependent upon the applied magnetic 
field. Unfortunately, these inhomogeneous contributions should 
exhibit rather different, and in some cases complex, temperature 
dependences. 
Among the other contributions discussed in this section 
only the indirect exchange and pseudo-dipolar contributions 
would be expected to be independent of both applied field and 
temperature. For the examples of these mechanisms observed to 
date, all have been field and temperature independent (56). 
Anisotropy in the susceptibility is likely to depend on both 
the applied field and the sample temperature. Lifetime 
broadening in TmX compounds likely will depend upon both field 
and temperature. The strong orbital hyperfine interaction 
which gives rise to giant resonance shifts should serve as a 
very strong relaxation mechanism. It is possible, however, 
that less dominant field-independent relaxation mechanisms 
might contribute to lifetime broadening even at low fields. 
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III. EXPERIMENTAL DETAILS 
A. Apparatus 
The extremely wide range of frequencies required by this 
investigation greatly exceeded the upper frequency limit of 
the usual induction-type wide-line nuclear magnetic resonance 
spectrometer. Different types of radio-frequency systems were 
used, consequently, each type being best suited for a partic­
ular frequency range. The auxiliary equipment, on the other 
hand, was basically the same for all the systems. 
1. Radio-frequency components 
Three types of radio-frequency systems were used—a 
conventional crossed-coil induction type, a modified crossed-
coil induction type, and a coaxial cavity-element bridge type. 
The conventional crossed-coil type was used below 30 Mhz, the 
modified crossed-coil type between 30 MHz and 90 MHz, and the 
coaxial cavity-bridge type above 125 MHz. The radio-frequency 
components of the three systems will be discussed separately. 
a. Low-frequency system The radio-frequency 
components in the low-frequency system followed the design by 
D. R. Torgeson (62) . The instrument was used as a wide-line 
induction spectrometer in conjunction with Varian Associates 
V4230B crossed-coil probes. Since the Torgeson spectrometer 
provided separate tuning for transmitter and receiver, all the 
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tracking capacitors and inductors could be removed from the 
8-16 MHz probe; and coaxial cables connecting the instrument 
to the probe were made as short as practical. These simple 
modifications permitted operation up to 28 MHz. 
b. High-frequency system Further modifications sug­
gested by D. R. Torgeson (62) extended the useful frequency 
range of the Varian probe to approximately 90 MHz, and the 
Torgeson spectrometer was useful over the entire range. The 
shunting effect of the distributed capacitance of connecting 
cables from instrument to probe was minimized by addition of 
small-valued fixed capacitors in series with the inner conduc­
tor of the cables at the probe end. The inductance presented 
by the transmitter and receiver coils in the probe body was 
reduced by adding inductors in parallel. The circuit diagram 
after the modifications is shown in Figure 5. The resistor 
shown in the diagram provided a dc return to ground for the 
transmitter and receiver circuitry. The values for the series 
capacitors were determined empirically; values for the 
transmitter section of the probe were 40 pf., 20 pf., and 
10 pf., respectively, for 50 MHz, 75 MHz, and 90 MHz operation. 
The receiver section required 30 pf., 15 pf., and 7.5 pf., 
respectively, for the same frequencies. 
The flux steering paddles used to balance the crossed-
coil probe became increasingly ineffective as the frequency 
was increased. The probe could be balanced at 50 MHz with the 
1 ! TRANSMITTER 
PROBE BODY \ CABLE • (qr RECEIVER) 
o 
o o 
o 
20 K o 
o 
o 
o 
o 
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o 
o 
Figure 5. Circuit diagram of the Varian probe modification for high-frequency 
operation. The inductor represents the transmitter (or receiver) 
coil in the probe, and the inductor Lg represents an added High-Q JFD 
metalized inductor. The capacitor C^ is that added to the probe. 
Capacitors C^ and C^ represent, respectively, the effective shunt 
capacitance of the connecting cable and the tuning capacitor in the 
transmitter (or receiver) of the instrument 
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paddles if one had sufficient patience, but no amount of 
adjustment achieved balance at higher frequencies. At the 
higher frequencies external components were used to balance 
the probe. The scheme used was very similar to that employed 
by J. B. Mock (63), although Mock gave too few details to 
permit a close comparison of the two methods. 
The components used to balance the crossed-coil probe are 
shown in Figure 6. Since most of the components have 50 ohm 
nominal impedance and coaxial connectors, interfacing presented 
few problems. One exception was the connection to the receiver 
preamplifier. Fortunately, the simplest approach was com­
pletely satisfactory. A 2.0 kilohm resistor in series with 
the balance input isolated the low impedance coaxial components 
without adversely affecting the Q of the receiver tuned cir­
cuit. That resistance value seemed to be a good compromise 
between impedance isolation and balance signal attenuation. 
The diagram of Figure 7 illustrates the connection. An 
additional BNC connector was installed near the receiver input 
to serve as balance input. 
Several features of the balancing scheme were noteworthy. 
A simple coaxial tee could be used in the system instead of 
the much more expensive directional coupler, but the direc­
tional coupler greatly reduced the interaction of the balance 
controls with the transmitter. Since the RF level control 
incorporated in the Torgeson spectrometer introduced little 
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Figure 6. Diagram of the apparatus used to balance the high-frequency crossed-coil 
probe 
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Figure 7. Detail of the interconnection of the balance signal and receiver 
preamplifier 
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phase shift, the control was used as a very effective fine 
adjustment of the amplitude balance signal. This adjustment 
permitted very careful balancing despite the coarse variation 
derived from the 0.1 decibel steps of the Telonic attenuator. 
The Telonic step attenuator was particularly attractive because 
of the extremely small phase change with attenuation. The 
Computer Devices 25-nanosecond delay line gave exceptional 
resolution to the phase settings. 
c. Very-high-frequency system In the octave frequency 
band 125 MHz to 250 MHz a cavity-type sample circuit was 
incorporated into a coaxial bridge-type spectrometer, because 
discrete-element circuit parameters are impractically small. 
Apart from the cavity the radio-frequency components of the 
system followed the layout proposed by several authors (64,65, 
66). A block diagram of the components used in the system is 
shown in Figure 8. The configuration of components was the 
coaxial equivalent of rather well known waveguide systems used 
in electron spin resonance spectrometers (67), so a detailed 
discussion of the operation of the system seems unnecessary. 
A brief discussion, however, is included with the subject of 
tuning procedures in the Techniques section of this chapter. 
Several alternate components were tested in the system. 
The Anzac model HI hybrid tee performed as well as the Merrimac 
CHT-167, but it was more costly. The HI has, however, a much 
wider useful frequency range; it actually performed very well 
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Figure 8. Block diagram of the components of the very-high-frequency system 
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in a test setup at 10 MHz. The Werlatone DCIO directional 
coupler was found to perform well in place of the Merrimac 
UR-1-10, but again the DCIO is the more expensive. In appli­
cations where the 3.5 decibel insertion loss of the Merrimac 
UR-1-10 cannot be tolerated the greater cost of the DCIO is 
justifiable. The low insertion loss was, in fact, precisely 
the reason the Werlatone DC20B was selected for this system. 
A simple one-tube power amplifier was initially used in 
the system instead of the Hewlett-Packard 230B. The amplifier, 
shown in Figure 9, was based on a circuit described by R. B. 
Cooper (68). The amplifier performed very well, but its use 
in the system pointed out several requirements for such an 
amplifier. A low-noise amplifier is essential if the amplifier 
is not to be the limiting source of noise for the system. 
Klein and Phelps also noted difficulties with signal-source 
noise (55). A gain of about 30 decibels is important in the 
power amplifier; the 19 decibel gain of the one-tube amplifier 
was definitely inadequate. With a gain of 30 decibels in the 
power amplifier the Hewlett-Packard 608D generator can be 
operated with appreciable attenuation ahead of the amplifier, 
thereby significantly increasing the isolation of the signal 
source. The model 23OB power amplifier was an ideal choice to 
fulfill these requirements. In addition the ganged tuning, 
output protection, and RF-level monitor were conveniences on 
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Figure 9. Circuit diagram of the one-tube power amplifier built in this lab 
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the commercial instrument which were left off the one-tube 
amplifier built in this laboratory. 
The design of the cavity resonator was based on that used 
by Duncan and Schneider (69) for a 300 MHz electron spin 
resonance spectrometer. A quarter-wavelength coaxial resonater 
was coupled to a 50 ohm coaxial transmission line by a piston 
capacitor between the inner conductors of the line and the 
resonator. Variation of this coupling capacitor was provided 
by movement of the center conductor of the transmission line 
by means of a screw at the top of the probe assembly. A 
drawing of the cavity-probe assembly is shown in Figure 10. 
Both the center conductor of the coaxial line and the outer 
conductor, which is common to the cavity and the line, were 
constructed of 0.010 inch-wall stainless steel tubing to 
minimize heat transfer from the outside into the bath. A one 
mil silver plate on the cavity and line walls provided good 
electrical conductivity. The bottom and the center conductor 
of the resonator were turned from brass and silver plated. 
The piston capacitor provided adjustment of the coupling 
to the cavity. This coupling was so flexible that no other 
tuning device was necessary to achieve extremely close balance 
of the bridge. Adjustment of the coupling, unfortunately, did 
change the frequency of the cavity so that alternate adjust­
ments of coupling and frequency were required for the balancing. 
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Figure 10. Drawing of the cavity-probe assembly used with 
the very-high-frequency spectrometer system 
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2. Auxiliary equipment 
a. Detection system All the radio-frequency systems 
described above were followed by a detection system operated 
at the modulation frequency. Audio frequency magnetic modula­
tion was provided by a set of auxiliary coils in the gap of the 
magnet system. In the case of the Varian probes the modulation 
coils were built into the probe housing, but a set of coils 
was attached to the pole caps for the use in the very-high-
frequency spectrometer. The modulation coils were driven by a 
transistorized audio power amplifier built in this laboratory. 
The amplifier was built from the "Lil Tiger" kit supplied by 
Southwest Technical Products. The amplifier could produce a 
maximum of seventy gauss peak-to-peak in the 20 ohm impedence 
of the Varian probe coils, but only 28 gauss peak-to-peak in 
the outboard coils. Less than one volt RMS was required from 
a Hewlett-Packard 2 01C audio oscillator to drive the amplifier 
to full output. 
Phase sensitive detection at the audio frequency was per­
formed fay an EMC model RJB lock-in amplifier. The output of 
the lock-in amplifier was fed into a Varian G-10 chart recorder. 
The modulation frequency was either 35 Hz or 100 Hz. Figure 
11 presents a block diagram showing the interconnection of all 
the auxiliary equipment. 
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Figure 11. Block diagram of the auxiliary equipment used with the spectrometers. 
Units marked by an asterisk were used only with the VHF spectrometer. 
The units so marked are also shown in Figure 4 
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b. Magnet system The magnet system was not a particu­
larly critical aspect of this investigation since line widths 
were relatively large. A Magnion nine-inch magnet was used, 
model L-96, with a three-inch gap spacing, powered by an HS-
1365B current regulated supply. 
The magnetic field was swept linearly in time by applying 
to the control input of the supply a voltage derived from a 
motor-driven multiturn potentiometer. The center-of-scan field 
value was selected by the controls on the supply, and the 
width-of-scan field value was selected by switch setting of the 
voltage applied to the potentiometer. The scan dial was pro­
vided with a cam and microswitch assembly to mark the strip 
chart at each revolution of the dial. Calibration of the field 
values corresponding to the marks furnished a magnetic field 
scale for the strip chart. Linearity of the field between the 
marks was found to be sufficiently accurate to present neglig­
ible error to a linear field approximation. 
c. Cryogenic equipment The dewars used in this 
investigation were of two types. For frequencies at which 
discrete sample coils were used, the dewar was of the "finger" 
variety. For frequencies at which a sample cavity was used, 
the dewar system consisted of a nested set. All the dewars 
used were of the double-jacket type, since all work was done 
at liquid helium temperature. Only glass dewars were used. 
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The so-called "finger" dewar was a commercial single-
vacuum double-jacket glass vessel with a helium chamber sur­
rounded coaxially by a nitrogen chamber. The main body of the 
dewar was six inches in outside diameter, but the bottom 
portion narrowed to an outside diameter of about five-eighths 
inch. The small diameter bottom section had a single jacket 
only, i.e., this short section had no nitrogen chamber around 
it. The omission of the nitrogen chamber from this section 
was necessary to give as much sample volume as practical. This 
single-jacket construction necessarily gave rise to a high 
liquid-helium loss rate, but this was a compromise to achieve 
greater filling factor for the sample coil. 
The vacuum walls were strip-silvered to permit visual 
inspection of the liquid levels. It was necessary, however, 
to scratch the silvering in the finger section to prevent 
eddy-current shielding of the sample from the applied radio-
frequency fields. The silvering was cut into sections no 
larger than one-tenth inch in either dimension. Liquid helium 
loss rate was approximately two-thirds liter per hour. 
The dewar set used with the cavity spectrometer was of 
far more efficient design. Two separate glass dewars, each 
with its own vacuum jacket, were nested one coaxially inside 
the other to form the assembly. The inner dewar held the 
liquid helium in contact with the very-high'-frequency (VHF) 
cavity and probe assembly, and the outer dewar held a liquid 
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nitrogen bath in contact with the inner dewar. The vacuum 
jacket of the inner dewar (the helium dewar) had a stopcock 
through which it could be pumped, but no pumping provision was 
necessary on the outer (nitrogen) dewar. 
The probe and cavity assembly were attached to a four-inch 
glass pipe flange on the top of the helium vessel. Both 
dewars were supported in the magnet gap by a collar attached 
to the outside of the nitrogen dewar and rested on a wooden 
slotted platform affixed to the magnet yoke. The entire dewar 
assembly could thus be lifted easily out of the gap for 
servicing and adjustments to the probe. Despite careful 
efforts to avoid condensation and frosting within the dewars, 
it was frequently necessary during humid periods to remove the 
entire assembly and carefully dry out the liquid chambers. 
Glass dewars were particularly troublesome in this respect, 
but considerations of cost and modulation penetration were of 
overriding importance in the selection of glass dewars. 
Both the nitrogen and helium dewars in the nested set 
were strip silvered. This seemed to have little effect on the 
loss rate and made level monitoring particularly convenient. 
With the probe assembly in place and power being applied the 
loss rate was less than one-quarter liter per hour. 
d. Special equipment A number of pieces of special 
equipment were used to simplify the data acquisition. A 
Monsanto 11OA frequency counter, a Hewlett-Packard 524C counter 
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with a 525B plug-in, and a Rawson model 820 rotating-coil 
gauss-meter made frequency and magnetic field measurements 
relatively simple. Their use in these measurements is 
described in the Techniques section. 
A Hewlett-Packard model 130B oscilloscope with a simple 
switch selector panel permitted rapid monitoring of signals at 
several key points throughout the spectrometer systems. Tune-
up of the spectrometers was thereby facilitated, and the oscil­
loscope was used to display directly resonance signals during 
the magnetic field calibration. Two other pieces of equipment 
were utilized in tuning of the VHP spectrometer as explained 
in the Techniques section—a Hewlett-Packard 524A microvoltam-
meter and a Hewlett-Packard 430C RF power meter. 
A portable vacuum pump cart was found to be especially 
convenient for use with the glass dewars. The vacuum jacket 
of the helium dewars was found to need pumping after the dewar 
had been filled with liquid helium a number of times. The pump 
cart included a rotary pump, an oil diffusion pump, a cold 
trap, and necessary vacuum gauges in a compact, convenient 
wheeled frame. 
As mentioned above, the sources of radio-frequency driving 
signal were external to the spectrometers. Sources used were 
either a Marconi HF2002 signal generator, a Hewlett-Packard 
608D signal generator, or a broad-band crystal oscillator (70). 
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The crystal oscillator was used whenever possible because of 
its superior stability and lower noise, but the signal genera­
tors were necessary above 30 MHz. The frequency modulation 
capability of the generators was also required in the tune-up 
procedure of the VHF spectrometer. 
B. Techniques 
Most of the techniques used in this investigation were 
adapted from the work of others, but this work has shown 
certain of the techniques to be advantageous. In particular, 
samples were made by a number of methods, but the methods did 
not all yield identical materials. Tuning methods used with 
the VHF spectrometer were different from those ordinarily used 
with nuclear magnetic resonance spectrometers. The techniques 
are discussed, consequently, so as to outline clearly the 
approach used in the investigation. 
1. Sample preparation and analysis 
a. Reaction of the metals A survey of the literature 
revealed that many techniques were used in preparation of 
Tm-group V compounds, but all seemed to be variations of one 
of three basic methods. The most common method used was that 
described by A. landelli (11). Stoichometric quantities of 
the metals were heated in an evacuated quartz ampoule for 
several days at 600°C, or until the non-rare-earth element is 
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used up. Then the reactants were pressed into a pellet and 
homogenized at 1100°C. We found that three to five days were 
adequate for the primary reaction if the rare-earth element 
were finely divided, say 70-mesh particles or smaller. 
Also Jones prepared the compounds without homogenizing by 
simply carrying the reaction to 900°C for ten days (1,71). In 
the case of antimonides and phosphides it was necessary to 
raise the temperature in the primary reaction very slowly to 
the final value—Jones increased at 5°C per hour—in order to 
avoid an explosion or reaction with the quartz container. 
A second method was used by Cooper to make single crystals 
of TbSb (72). Again the primary reaction was in quartz tubes 
at 600°C for ten days. The resulting powder was pressed into 
a pellet, and the pellet was sealed into a molybdenum crucible. 
Crystals grew at the cool end of the crucible when it was 
heated to about 2200°C at the pellet. 
A third method was tried in this laboratory. The method 
was suggested by Frederick Schmidt, based on his studies of 
yttrium-group VA compounds (73). Stoichometric weights of the 
ingredients were reacted inside a sealed, evacuated tantalum 
crucible. The temperature was raised quickly to about 1300°C, 
at which temperature an abrupt, highly exothermic reaction 
took place. The sample was then homogenized for several hours 
at about 1500°C. 
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The third method has demonstrated several advantages and 
disadvantages. First the method is the quickest and easiest 
of those described. Also the method lends itself to careful 
handling of the sample. The constituents can be used in large 
chunks, with the consequent reduction in the contamination 
likely. However, the stoichometry is extremely difficult to 
adjust because of the tendency of the volatile element to 
react with the walls of the crucible. Clearly this reaction 
gives rise to a fair amount of tantalum contamination, besides 
using product to upset the stoichometry. The degree to which 
the volatile element reacted with the tantalum crucible was, 
however, quite different for the various compounds. Almost 
negligible reaction of the bismuth with tantalum was observed, 
but the tantalum was savagely attacked by the antimony during 
the reaction. 
Confirmation for these observations was provided by the 
preparations used by other workers. Birgeneau et al. prepared 
both LaBi and PrBi by direct fusion in a sealed tantalum 
crucible (74) and mentioned no difficulties with contamination. 
Similarly, Bucher et al. melted monochalcogenides of rare 
earths in tantalum with no detectable attack on the tantalum 
(75) . 
A fourth method of preparation for the compounds is arc-
melting, but this method has received little attention. A 
clever variation of the method was used by Sato et al., however. 
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to make several intermetallic compounds (76). Their method 
was most suitable, unfortunately, for making relatively small 
samples. 
In order to study the effect of sample preparation on the 
measured parameters, samples of TmSb were made by three dif­
ferent methods. The sample designations include a code for 
method of preparation. One sample, designated AM-3, was made 
in a tantalum crucible as described above. Another sample, 
designated AF-1, was made by a modification of the preparation 
method of landelli. A primary reaction was carried out in a 
quartz ampoule at 600°C for about ten days. The resulting 
powder was then pressed into a pellet and homogenized six days 
at 1100°C in an alumina-lined tantalum crucible. The third 
sample, designated AB-1, was reacted in a quartz ampoule at 
900°C for several days, similar to the method used by Jones. 
The preparation used here differed, however, from that 
described by Jones since the temperature of the furnace was 
increased to 900°C in 24 hours, left at that temperature for 
three days, and allowed to cool back to room temperature in 24 
hours. 
The sample of TmBi, designated BM-4, was prepared in a 
tantalum crucible by the method described above. A small 
excess of bismuth was found necessary to give a single phase 
material. An attempt to prepare the sample in a quartz vessel 
failed completely. 
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Both the TitiAs and the TmP samples were prepared in the 
same manner, similar to the method used by landelli. The 
samples, designated SF-1 and PF-1 for the TmAs and fmP, 
respectively, were raised slowly to a temperature of 550°C 
and held at that temperature for about five days. The reaction 
was completed by holding the sample at 750°C for seven more 
days. The thulium particles in the arsenide sample were 
relatively large, so the sample was removed from the quartz 
vessel and crushed into a 200 mesh powder before carrying out 
the final reaction at 750®C. Such was not necessary for the 
phosphide sample. 
The meaning of the sample designations are summarized 
here to simplify discussion of the samples later. The first 
letter in the designation denotes which group-VA element was 
reacted with the thulium; the letter P corresponds to the 
phosphide, the letter S to the arsenide, the letter A to the 
antimonide, and the letter B to the bismuthide. In all cases 
the one-to-one intermetallic compound is implied. The second 
letter in the designation denotes the method of preparation; 
the letter F corresponds to a slow reaction in a quartz ampoule, 
the letter B corresponds to reaction in a quartz ampoule at 
900°C, and the letter M to reaction in a tantalum crucible. 
The final number of the designation is merely an identification 
number for the particular sample. 
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Reactions carried out in quartz ampoules required some 
caution in handling. As mentioned before there was always 
danger of an explosion due to the high vapor pressure of the 
group-VA element. This danger was eliminated by sealing the 
quartz ampoule inside a bomb made from stainless steel pipe. 
The bomb was welded closed in an atmosphere of argon gas. 
The precaution was, however, found not to be necessary if the 
temperature of the preliminary reaction was raised slowly 
enough. 
Another problem with the quartz reaction vessels was the 
tendency of the sample to react with the quartz walls at 
temperatures above 700°C. The reactions with the walls were 
small at 750°C, but the ampoule was actually shattered at 
900°C in one case. In fact, the alumina crucible used in the 
preparation of AF-1 was the only reaction vessel used at high 
temperatures which did not react with the sample to some degree. 
Cooper and Vogt (72) did not mention any reaction with a molyb­
denum crucible at 2200°C with TbSb, but that crucible material 
was not tried in this laboratory. 
b. Sample analyses Powder x-ray patterns (the Debye-
Scherer method) were taken of all the samples, and from these 
powder patterns the lattice parameters were determined. Table 
3 shows the good agreement between the lattice constants 
measured for the compounds used in this investigation and those 
listed by Tandelli (11). Since the lattice constants 
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Table 3. Lattice constants for thulium intermetallics 
Compound Sample Lattice constants 
Measured 
in Angstroms 
landelli 
TmP PF-1 5. 573 5.573 
TmAs SF-1 5.723 5.721 
TmSb AF-1 6.099 6.091 
TmSb AB-1 6. 083 6.091 
TmSb AM-3 6.083 6.091 
TmBi BM-4 6.186 6.192 
were used merely to confirm the identity of the compounds after 
their preparation, no corrections were made for small errors 
such as film shrinkage. It is interesting to note that the 
lattice constants for AB-1 and AM-3 agreed more closely with 
the value published by Brixner (77) than with that by landelli, 
although the implications of this fact, if any, are not clear. 
The x-ray patterns indicate that all the compounds except 
AB-1 and AM-3 were essentially single phase. The TmBi sample, 
BM-4, exhibited some difficulties in obtaining good x-ray pat­
terns. A metallographic picture suggested inhomogeneities and/ 
or multiple phases. The sample was found to be quite reactive 
in air, and even when sealed into a glass capillary under an 
argon atmosphere, exploded and shattered the capillary. 
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Subsequent attempts finally gave a capillary which survived 
long enough to permit a powder pattern. The lines on this 
powder pattern were quite "spotty" compared to those on the 
patterns from the other compounds. The lattice constant 
measured from the spotty lines on the TmBi pattern was, how­
ever, in good agreement with that published by landelli, as 
may be seen in Table 3. 
It is interesting to note that despite the reactive 
nature of the TmBi sample, no observable deterioration of the 
resonance signal was found over a period of six months or more. 
The sample was, indeed, handled carefully, always being stored 
in a sealed argon atmosphere, but it seems likely that some 
exposure to the air was unavoidable. This point will be dis­
cussed more later. 
Spectroscopic analysis revealed significant tantalum 
contamination in the sample AM-3, i.e. TmSb made in a tantalum 
crucible. Qualitative analysis suggested an amount in excess 
of 1% tantalum in the sample. From extra lines in the x-ray 
powder pattern one could suspect that the tantalum contamina­
tion existed in the form of higher order compounds of tantalum 
with antimony, perhaps Ta^Sbg, but the weakness of the lines 
made positive identification difficult. Schmidt and McMasters 
(78) detected small amounts of such compounds in preparations 
of YSb in tantalum crucibles. No analysis was available for 
BM—4 . 
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Trace amounts of iron were identified in all the samples 
by the spectroscopic analysis. A quantitative determination 
was not made, but judging from the relative intensities of the 
spectral lines the analyst estimated less than 0.05% iron in 
all the samples except AM-3 and AB-1. Those samples were 
estimated at 0.2% and 0.5%, respectively. The source of iron 
contamination was presumed to be the "diamond mortar" in 
which the samples were crushed. The powders resulting from 
the crushing were cleaned with a permanent magnet having a 
field greater than two kilogauss. It has been found, however, 
that as the susceptibility of samples becomes greater the 
efficiency of such a cleaning process diminishes correspond­
ingly. 
The thulium metal from which all these compounds were 
made was high-purity metal supplied by this laboratory. 
According to the supplier the impurities were as shown in 
Table 4. The sample of metal was coded Tm-PEP-2D. 
c. Sample containers Two types of sample container 
were used in this investigation. For measurements at fre­
quencies below 100 MHz a thin-walled nylon tube held the 
sample; the tube had outside diameter 5/16 inch and length 
approximately 1 7/8 inches. These tubes were not sealed, but 
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Table 4. Record of impurities present in parts per million 
by weight in the thulium metal sample 
Element Impurity 
(in ppm by wt.) 
Element Impurity 
(in ppm by wt.) 
H 17 Ta 250 
N <10 Ho <200 
0 83 Er <50 
Mg 50 Yb 70 
Ca 20 Lu <200 
no change in the resonances in time was noted. The samples 
apparently underwent negligible reaction with the air for pro­
longed exposure. The one exception to this chemical stability 
among the samples was the TmBi, which has been previously 
mentioned. 
No resonance could be found when the samples were sealed 
in evacuated quartz tubes. Actually, the quartz vessels were 
the first sample configuration tried. As described before, 
the samples were prepared in evacuated quartz reaction vessels. 
Initially these reaction vessels were opened in an argon atmos­
phere, and the samples were crushed, seived, and cleaned in 
the same environment. Then the prepared powder sample was 
placed into an eight-millimeter outside-diameter quartz sample 
tube and a rubber pump-out tube was attached and sealed off. 
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The sample was, therefore, never exposed to air and the quartz 
was sealed with a torch while the sample tube was being 
evacuated. 
Possible reasons for the absence of a detectable resonance 
in the samples in quartz tubes will be discussed in detail in 
the next chapter. The facts that the nylon sample holders 
permitted contact both between the sample and air and between 
the sample and liquid helium were significant. 
For measurements at frequencies above 100 MHz a toroidal-
shaped teflon sample container was made. The holder was made 
to fit snugly into the bottom of the coaxial cavity. In this 
case the liquid helium was excluded from the inside of the 
cavity and, hence, from the sample holder. 
2. Field and frequency measurements 
In almost all cases field measurements were made by two 
methods. The Rawson 820 gaussmeter was positioned in the gap 
as near to the sample as the Varian probe or the high-frequency 
dewar would permit. The magnet scan was then calibrated in 
terms of field readings from the Rawson gaussmeter. Since the 
magnet used was of the constant-current type, considerable care 
was exercised to assure that a hysteresis loop was well estab­
lished and maintained throughout each experiment. At the con­
clusion of each experiment the dewar system was removed from 
the magnet and a Varian probe inserted as close to the sample 
96 
position of the experiment as possible. Then the magnet scan 
was calibrated against the resonance of a proton sample, the 
frequency at which resonance occurred being measured by a 
frequency counter. The accuracy of such calibration was 
certainly at least 0.1%. 
On rare occasions some change in the hysteresis loop was 
encountered before a proton calibration could be made, and it 
was then necessary to calibrate by resetting the Rawson gauss-
meter and measuring the reset field with a proton resonance. 
Since the resetability of the Rawson meter is no better than 
0.1% or ±1.0 gauss, whichever is the greater, the accuracy in 
such cases may have been limited to 0.5% at lower fields. The 
relatively large linewidths encountered in this study, however, 
most often negated need for any higher field measurement 
accuracy. 
An additional source of field error in this type experi­
ment is the field lag introduced by the magnet power supply and 
the filter in the lock-in amplifier. Such errors can be 
extremely difficult to describe quantitatively, but the scan 
rate was decreased markedly for some runs to identify such 
effects. In no case during this investigation was a signifi­
cant error found in this way. On the other hand, a systematic 
difference between field-up scans and field-down scans pointed 
out that such effects could not be entirely neglected. 
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Measurements were usually made with equal numbers of up and 
down scans in order to avoid such errors. The average field 
was then determined from a group of six to ten identical traces, 
with equal numbers up and down. 
The greatest uncertainty in the measurements was not, how­
ever, due to field uncertainties. Most likely the error due 
to mixing of modes, to be described below, masked all but the 
largest field measurement errors. 
The frequency measurements, unlike measurements of the 
field, were probably the most accurate measurements in these 
experiments. The frequency of the signal source was continu­
ously monitored to an accuracy of ±1.0 Hertz by the Monsanto 
or Hewlett-Packard counters. The absolute accuracy was at 
worst a few tens of parts per million; at lower frequencies 
crystal controlled sources were used, and accuracy was at least 
an order zl magnitude better. 
3. Tuning procedures 
The tuning procedures for the low frequency work are so 
well known as to be essentially routine because of the wide­
spread use of Varian spectrometers, and such techniques need 
no review. The tuning procedure used with the very-high-
frequency spectrometer is more closely related to that used 
with electron spin resonance experiments. 
Because of the relative difficulty of tuning the frequency 
of a cavity, particularly in a low temperature bath, the 
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frequency of the signal source was tuned to the resonant fre­
quency of the cavity. A swept-frequency generator was extremely 
useful for initially tuning the generator to the cavity fre­
quency, since both the depth of the cavity absorption dip and 
its sharpness (i.e. the cavity Q-factor) depend upon the degree 
of coupling to the cavity. After rough tuning was completed 
with the sweep generator, careful tuning was accomplished by 
minimizing the power reflected from the cavity. Since critical 
coupling to the cavity results in negligible reflection from 
the cavity, coupling was optimized by tuning for the lowest 
minimum on the Hewlett-Packard 425A current meter. The re­
flected cavity power was monitored by the twenty-decibel 
directional coupler and Kay detector, of which the meter 
measured the current. 
The selection of absorption or dispersion mode of opera­
tion was made by adjustment of the phase shifter in the 
reference arm. The absorption mode was selected by frequency 
modulating the source generator and tuning the phase shifter 
for minimum response at the output of the double balanced 
mixer. In reality this adjustment resulted in minimizing the 
dispersion, which was taken to be equivalent to maximizing the 
absorption. This equivalence should exist except in the most 
pathological instrumental cases. 
The phase adjustment was found not to depend greatly on 
the frequency, so that this adjustment was made only a few 
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times during the course of an experiment. It was necessary to 
adjust the power transmitted to the reference port of the 
double balanced mixer in order to maximize the sensitivity 
(66); and, due to phase shifts in the attenuator and attenua­
tion in the phase shifter, the two adjustments were found to 
interact. Since a careful phasing greatly reduces noise due 
to spurious frequency modulation in the generator, these adjust­
ments were made as carefully as possible. 
Frequency control of the generator to the cavity resonant 
frequency appeared to be needed, but the generator used in this 
study did not have control capability. A definite correlation 
between frequency drift of the cavity and the liquid helium 
level appeared during the experiment. The problem was trouble­
some but not insurmountable. 
4. Corrections to line-parameter measurements 
The observation of nuclear magnetic resonance in conductors 
is complicated by the eddy current conduction losses which 
accompany the magnetic resonant absorption. The problem can 
become particularly acute for experiments at low temperatures 
and high radio frequencies. Eddy currents induced by the 
radio-frequency magnetic field restrict the magnetic flux to a 
surface layer of thickness comparable to the skin depth. Not 
only is the intensity of the resonance diminished in propor­
tion to the volume of sample from which flux is excluded, but 
the shape and position of the resonance line is altered. 
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Bloembergen (79) has shown that the observed line shape 
is a linear combination of the real and the imaginary parts of 
the complex nuclear susceptibility. Chapman et al. (80) have 
clearly demonstrated that the proportion of the mixing is 
determined by the skin depth, and other authors (81,82,83,84) 
have considered particular aspects of the problem. A summary 
of particle size effects is given by Rowland (56) . The asym­
metry of experimental line shapes due to mixing gives rise to 
a shift of the zero crossing of the derivative trace, as well 
as a relatively small line width change. The zero shift can 
lead to serious error in Knight shift measurements. The dis­
tortion makes determination of the true line shape difficult, 
and it may mask less prominent details of the line shape. 
In a particular case a knowledge of the true resonance 
absorption line shape is prerequisite to the determination of 
the spurious shift; Chapman et al. (80) do, however, describe 
a numerical technique from which corrections may be estimated. 
Appendix B shows the comparison of experimental line shapes 
with Gaussian and Lorentzian shapes. The theoretical line 
shapes were fitted separately to the two halves of the experi­
mental trace using the tables of normalized coordinates found 
in Appendix A. From the behavior of the computer generated 
curves with respect to the Gaussian and Lorentzian fitted 
curves, one can see that differentiation between the two types 
of curves is possible even in the presence of appreciable 
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mixing of absorption and dispersion modes. 
The experimental line shape for each sample was thus char­
acterized as approximating one or the other theoretical line 
shape. Based upon this characterization, the appropriate cor­
rection from Appendix C was applied to the measured parameters 
from the traces for that sample at that frequency. The fact 
that the experimental line shapes were never exactly that of 
the theoretical shape by which they were characterized naturally 
led to some error, but, as may be seen from the graphs in 
Appendix C , even the maximum deviations introduced rather 
small errors. Clearly, if the experimental line falls between 
the Gaussian and Lorentzian shapes, so should the corrections 
fall between those for the two curves. All the values dis­
played in the results were subjected to this type corrective 
procedure. 
The corrections described above are well-known procedures, 
but one wonders if the techniques are really fully appreciated. 
It is surprizing to see just how much error can hide beneath a 
rather innocuous looking derivative trace. This is particu­
larly true in the Lorentzian shape because of the wide wings 
of the curves. One can, consequently, appreciate the careful 
work and analysis required to produce the small uncertainties 
quoted on some recent Knight shift measurements. 
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IV. RESULTS AND DISCUSSION 
As mentioned in the first chapter, the investigation 
reported herein included a search for the resonance of the rare-
earth nucleus in several materials as well as the measurement 
over a wide range of magnetic fields of the resonance in 
thulium-pnictide compounds. These two aspects of the problem 
are most conveniently discussed in two sections. The first 
section will deal with measurements of the resonance parameters 
in the compounds of the form TmX. The second will treat the 
results of the search for resonances in other materials. All 
the measurements discussed treated only the isotopes Tm^^^ and 
Pr"l. 
A. Results for the TmX Compounds 
1. Paramagnetic shifts 
The investigation of the nuclear magnetic resonance fre­
quency shifts, called simply the paramagnetic shifts, involved 
a determination of the value of the shift and a determination 
of any change in the shift for different magnetic fields. 
Jones (28) observed that the shifts were frequency independent 
in the range 5-16 MHz. Measurements were extended to 90 MHz 
and beyond in this investigation. Table 5 shows the results 
of a least-squares fit to the corrected shift data in the 
various samples. A linear fit was assumed for the data. 
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Table 5. Parameters determined from a linear least-squares 
fit to the data for the corrected shift as a 
function of frequency 
Compound Sample -1 Slope, MHz Intercept 
Slope 
significance 
ratio, t^/to 
TmP PF-1 0.012 (3) 75.09 0.24 
TmAs SF-1 -0.0005 (19) 68.81 3.83 
TmSb AF-1 0.006(3) 84.29 0.51 
AM-3 0.011(7) 83.60 0.59 
AB-1 -0.010(10) 84.30 0.98 
TmBi BM-4 0.004 (5) 79.04 1.19 
The slope significance ratio used in Table 5 is a measure 
of the statistical significance assignable to the slope 
derived from the given data. The quantity is adapted from the 
discussion by Kenney and Keeping (85) of the significance of 
the regression coefficient. Section 15.7 of their book points 
out that confidence limits for the true regression coefficient 
B in the population from which the shift data are taken are 
given by 
g = b (1 ± tg/tg) (61) 
In this equation b is the calculated slope, or regression 
coefficient, t^ is Student's t corresponding to a selected 
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significance level, and is Student's t for which 3=0. 
Clearly, if t^/t^ is greater than or equal to unity the confi­
dence limits chosen include B = 0 so that the calculated slope 
is not statistically significant. There are several conditions 
to be satisfied in order for Equation 61 to be strictly true, 
but it provides at least a reasonable check on the calculated 
slope. A 95% confidence level was selected for t in the ratio 
a 
used in Table 5. 
If one accepts the above measure of significance of the 
slope, the data accumulated in this investigation indicates no 
slope for TmAs and TmBi and perhaps TmSb sample AB-1. Even 
though the slope for sample AM-3 is comparatively large, the 
data scatter renders the value rather inaccurate. The slope 
calculated for TmP seems to be quite significant, an estimate 
of the slope of the population being 
B(TmP) = 0.012 ± .003 MHz"^ 
( 6 2 )  
= 0.012(3) MHz . 
The notation used in the second line of Equation 62 will be 
followed hereafter, and that notation is included in Table 5. 
The measured values for the shifts in the Tm^^^ resonance 
for the TmX compounds are given with experimental uncertainty 
estimates in Table 6. Notice that these shifts were all cal­
culated with y/2t\ = 3.52 MHz/10 kOe, so that they could be 
compared among themselves. 
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169 Table 6. Observed values of the paramagnetic shift of Tm 
in TmX compounds, with uncertainty estimates. The 
shifts were calculated using y/Zn = 3.52 MHz/10 kOe 
Compound Sample Mean shift^ 70% 
conf. limits 
95% 
conf. limits 
TmP PF-1 75.63^ 0.10 0.21 
TmAs SF-1 69.37 0.11 0.26 
TmSb AF-1 85.27 0.18 0.43 
AM-3 84.85 0.19 0.49 
AB-1 84.72 0.12 0.38 
TmBi BM-4 79.94 0.09 0.21 
^Uncertainties due to the nuclear moments were not 
included in these values. 
'^Based only on measurements below 18 MHz. 
This is the value obtained recently by Giglberger and Penselin 
(86) using atomic beam resonance techniques. Their value has 
been diamagnetically correlated. The values given by Jones 
(28) were calculated using y/2n = 3.46(4) MHz/10 kOe, so the 
values from this work must be adjusted in order to compare 
them. Table 7 gives the comparison of the adjusted values 
with those found by Jones; the agreement between the values is 
seen to be excellent except for the case of TmSb. The con­
sistent values from the three different samples used in this 
investigation make the discrepancy for TmSb difficult to 
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Table 7. 
Compound 
Comparison of the paramagnetic shift values for 
169 Tm in TmX at 4.0°K. The values from the present 
work have been adjusted as described in the text 
This work (adjusted) 
Observed shift 
a Jones (28) 
TmP 
TmAs 
TmSb 
76.9 
70.5 
86.7 
76.7 
70.9 
88.7 
These values were measured at 4.2°K. 
understand. There are no known measurements of the shift of 
169 the Tm resonance in TmBi with which to compare the value 
obtained in this work. 
The result of the fourth-order perturbation calculation 
in Chapter II seems to indicate that any field dependence of 
the shift observed should appear as a slight decrease in the 
shift with increasing field. It was noted that the fourth-
order corrected shift, given in Equation 37, would not, however, 
be expected to differ appreciably from the second-order-
corrected value for magnetic fields less than 10 kOe. One 
would also expect the magnitude of the field dependence to be 
directly related to the magnitude of the shift, because both 
depend inversely on the energy splitting . As may be seen 
from Table 5 and Table 6 such relationships were not followed 
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by these data. None of the samples showed a clear-cut decrease 
with increasing magnetic field, i.e. the shift as a function 
of frequency was not significantly negative for any of the 
samples. There was, on the contrary, a very definite positive 
slope for the TmP sample and a much less definite positive 
slope for two of the TmSb samples. 
The large positive slope for the TmP sample was the reason 
that only measurements below 18 MHz were included in the deter­
mination of the mean shift, K, for Table 6. The trend toward 
a slope for the TmSb samples was likely a contributing factor 
to the noticeably greater uncertainty limits for these samples 
than the others. 
2. Line width results 
a. Presentation and discussion of results The width 
of the nuclear magnetic resonance lines was observed to depend 
strongly on the applied field and the sample temperature. 
Jones (28) observed that the line widths varied linearly with 
the applied magnetic field at 4.0°K, and that the thulium line 
width doubled between 4°K and 27°K. Since all the work in this 
investigation was carried out at 4.2°K, the line width depend­
ence on temperature was not important except as related to 
temperature gradients across the samples. This aspect will be 
discussed in a later section. 
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The field dependence of the line width is shown for all 
four samples in Figure 12. On that plot the points denote the 
average of several line width determinations at each frequency. 
The lines drawn through the experimental points represent 
linear least-squares fits to the points. A few of the points 
for the TmP sample were off the scale of this plot, but they 
were used in the determination of the line shown. Figure 13 
shows the line width over the complete range of applied mag­
netic field used for the TmP sample. The parameters determined 
from the least-squares fits are shown in Table 8. 
Table 8. Parameters determined from the least-squares fits to 
the experimental line width points of Figure 12 and 
Figure 13 
Compound Intercept (Oe) Slope Correlation 
coefficient 
TmP 7.6 0.054 0.9846 
TmAs 5.1 0.030 0.9993 
TmSb 7.1 0.045 0.9995 
TmBi 8.5 0.069 0.9960 
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Figure 12. Magnetic field dependence of the line width of the 
thulium resonance in the compounds TmX at 4.2°K 
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Figure 13. Magnetic field dependence of the line width of the thulium resonance in 
TmP for an extended range of fields 
Ill 
From Equation 49 one may approximate the demagnetizing 
field contribution to the slope of the line width as a function 
of applied field by 3%^, where Xy is the volume susceptibility 
of the sample. This relation applies specifically to Gaussian 
line shapes, but all the experimental slopes are compared in 
Table 9. The molar susceptibilities used in the table were 
measured from the graph of Busch et al. (87), and the molar 
volumes were calculated from the lattice constants of Table 3. 
The notation for the experimental line width is the same as 
that used in Equation 47. 
The field dependence of the line width of the Tm^^^ 
resonance is seen in Table 9 to be essentially completely 
accounted for by the demagnetizing effects associated with the 
bulk magnetization of the sample. Jones (1) observed a simi­
lar line width dependence for the pnictide resonance in these 
compounds, but he observed a larger field dependence (28) for 
the thulium resonance. This disagreement between the present 
work and that of Jones will be mentioned again later. The 
special case of TmBi will be treated later. 
It is likely that such good agreement between experimental 
slope and 3%^ is coincidental, at least in the case of TmSb, 
because the line shape for that compound was very nearly 
Lorentzian. The TmP sample was found to exhibit a line shape 
closely resembling Gaussian, so the relation given in Equation 
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Table 9. Comparison of the demagnetizing contribution to the 
line width (Equation 49) with the experimental field 
dependence of the, Tm^^^ resonance line width 
Compound 
Molar vol. Molar 
susceptibility 3%v 
Experimental 
slope, Ô/H 
TmP 26.1 0.46 0.053 0.054 
TmAs 28.3 0.42 0.044 0.030 
TmSb 33.9 0.50 0.044 0.045 
TmBi 35.5 0.47^ 0.040 0.069 
^Estimated from shift data. 
49 was likely to be valid. The TmP was, in fact, the only one 
of these compounds which was approximated by the Gaussian line 
shape. The samples TmAs, TmSb, and TmBi had line shapes which 
were more nearly Lorentzian. 
The difference in the experimental slope measured for TmAs 
and the demagnetizing field correction suggests that field-
dependent narrowing may have been effective in this sample. 
The tendency toward Lorentzian line shape supports this sug­
gestion. Since the TmSb has approximately Lorentzian line 
shape, the apparent agreement for this sample could be decep­
tive . A Lorentzian shape tends to appear narrower near the 
center of the resonance; the large ratio of fourth moment to 
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second moment for a truncated Lorentzian shape was mentioned 
in Chapter II. It appears, consequently, that a small field-
dependent broadening contribution may have occurred in TmSb, 
while narrowing occurred in TmAs. There was observed, one 
might recall, a slight field dependence of the shift in TmSb, 
but such was absent in TmAs, so different line width behavior 
might also be expected. Finally, no susceptibility measurement 
was available to use in a comparison for TmBi, but a value 
estimated from the shift was included in Table 9. This will 
be discussed later. it is interesting to note that Jones (88) 
found that nuclear magnetic resonance (NMR) line widths in 
169 Tm were too large to be explained by demagnetization field 
effects. Clearly, the converse was found true for these 
samples, except for TmBi. 
The case of TmBi must be treated separately because, as 
mentioned before, no known susceptibility measurements were 
available for comparison. A susceptibility estimate was made, 
nevertheless, using the value of the shift measured in this 
investigation; the estimation method will be explained in 
Section A4a of this chapter. It is very difficult to access 
the dependability of the estimated susceptibility, so state­
ments derived from its use must be regarded as tentative. If 
the correction calculated from this estimated susceptibility 
be correct, the experimental slope is clearly the exception 
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among the compounds. The experimental slope is markedly 
larger than the correction, thereby implying a field-dependent 
broadening beyond that due to the demagnetizing effects. 
Since line shape for the TmBi resembled a Lorentzian, the 
additional contribution needed to account for the difference 
is sizable. There is, of course, the possibility of impurity 
effects. It will be shown later that impurities do, indeed, 
contribute an additional field-dependent broadening. 
b. Discussion of extrapolated width One would hope 
that extrapolations of the line width plots to zero magnetic 
fields might be accurate enough to permit reasonable compari­
sons with the dipolar widths. The dipolar width was taken to 
be two times the square root of the second moment as calcu­
lated from Equations 44 and the lattice sums by Gutowsky and 
McGarvey (50). A comparison of the intercepts to the calcu­
lated dipolar widths is given in Table 10. The uncertainties 
of the ratio are due to those of the intercept. If the un­
certainties shown are assumed to be reasonable estimates for 
the intercepts taken from the data, one may see that in every 
case the intercept significantly exceeds the dipolar line 
width. One may notice that the intercept exceeds the dipolar 
width by roughly the same factor in every compound. Examina­
tion of Table 6 and Table 10 reveals no apparent correlation 
of the intercept-dipolar ratio to the resonance shifts. The 
correlation between the intercept and dipolar width, however. 
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Table 10. Comparison of the least-squares-fitted intercepts 
with the calculated dipolar widths for the TmX 
compounds. The estimated uncertainty is shown in 
parenthesis after each value 
Compound Intercept 
(Oe) 
Dipolar width 
(Oe) 
Ratio of intercept 
to dipolar 
TmP 7.6 (3.3) 1.20 6.3 (2.7) 
TmAs 5.1 (1.6) 1.05 4.9 (1.5) 
TmSb 7.1 (1.7) 1.68 4.2 (1.0) 
TmBi 8.5 (2.7) 2.02 4.2 (1.3) 
is quite apparent. 
It is interesting to speculate concerning the discrepancy 
between the intercepts and the calculated dipolar widths. 
Since the intercepts exceed the dipolar widths by roughly the 
same factor in every compound, the difference appears to be 
genuine. The fact that the difference is in every case a few 
times the estimated uncertainty lends support to its authen­
ticity. Recall that the field dependence of the line width 
was essentially explained by the demagnetizing contribution, 
so field-dependent contributions to line width may likely be 
excluded from possible explanations of the difference. The 
field dependence of the TmBi line widths is, of course, an 
exception to this statement. 
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Among the line width contributions discussed in Chapter 
II, the only ones likely to be strictly field independent are 
the dipolar, the indirect exchange, and the pseudo-dipolar. 
The latter two should depend upon the atomic mass of the 
anions. Examination of Table 10 reveals, however, no such 
dependence of the intercept-dipolar ratios. If the uncer­
tainties do not mask the true trend, the intercept-dipolar 
ratios appear to have, in fact, an inverse dependence. 
No measurements of the spin-lattice relaxation times for 
the TmX compounds at low temperatures are known. Certain 
interactions effective at zero external field could, however, 
contribute to lifetime broadening. Jones (88) has noted that 
the attempts to observe the Tm^^^ NMR by spin echo techniques 
have thus far been unsuccessful. This fact suggests that the 
TmX compounds may exhibit a very short spin-spin (Tg) and/or 
spin-lattice (T^) relaxation time. Since spin-lattice 
relaxation time broadening sometimes manifests itself as a 
temperature-dependent contribution of Lorentzian shape (56), 
that type broadening is one possible explanation for the 
tendency of the line shape in three of the compounds to be 
Lorentzian. On the other hand, the direct proportionality of 
the line width to the absolute temperature which is usually 
observed in T^ broadening discourages such an interpretation 
for significant contributions to the width of resonances at 
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4.2°K. Reliable measurements on the TmX compounds would, 
clearly, be very desirable. 
c. Discussion of line-width comparison As mentioned 
previously the magnetic-field dependence of the resonance 
line width of both the cation and the anion of the TmX com­
pounds has been observed to be proportional to the sample 
magnetization. Following the calculation by Drain (53) the 
demagnetizing-field contribution to the line width is given 
by Equation 49. In a previous section the cation resonance 
line width was shown to closely follow this field dependence, 
and Jones (1,88) has observed the same field dependence for 
the anion resonance line width. 
In order to make a line-width comparison for the 
resonances of the two nuclei in one of these compounds, 
measurements were made of the line width at three different 
fields at each of two different temperatures. Measurements at 
77°K and 293°K were the most convenient to perform on the TmP 
sample used for other measurements. A least-squares fit was 
made to three points for each temperature on a graph of line 
width as a function of field. The line width should be 
5H = cx(T) H + d, 
where c is an unspecified constant, H is the applied field, 
and d is the zero-field extrapolated width. Hence, the slope 
of the 5H vs. H plot for each temperature was given by 
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slope = ex(T). 
An extrapolated slope at 4.2°K was determined by scaling the 
measured slopes at the high temperatures inversely as the 
temperature-dependent inverse susceptibilities found by Jones 
(1) for TmP. The slope was found to be 
% (TmP^^ at 4.2°K) = 0.049 fi 
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which compares very well with both the Tm resonance value 
and the bulk susceptibility value, as shown in Table 9. Thus, 
it appears that, at least in the case of TmP, the dependence 
of the resonance line width on magnetic field strength for 
both nuclear species is the same and is due to the bulk de­
magnetizing effect. 
3. Observed sample effects 
Several effects relating to the samples were experi­
mentally observed during this investigation. Some of these 
were easily understood, but a few were a bit more puzzling 
and appeared to reflect properties of the compounds used in 
the study. Four of these effects seemed to be sufficiently 
important to discuss separately — (1) impurity effects, 
(2) conductivity effects, (3) container effects, and 
(4) temperature effects. 
119 
a. Impurity effects As mentioned in Chapter I, many 
of the properties of rare earth-pnictide compounds are thought 
to depend on sample purity, and the accuracy of the measure­
ments of certain bulk parameters is thought to be limited by 
presently achievable purity. In order to exemplify the 
influence of sample purity on parameters measured by nuclear 
magnetic resonance, three samples of TmSb were studied. Each 
of these samples, denoted by AB-1, AM-3, and AF-1, was pre­
pared by a different method, as explained in Chapter III. One 
may recall that AB-1 was made using a rapid reaction in a 
quartz ampoule surrounded by a stainless steel container. The 
sample AM-3 was made in a tantalum crucible using a rapid 
reaction, and AF-1 was made using a very slow reaction in a 
quartz vessel. One may also recall that AB-1 was observed to 
have substancial (=0.5%) iron contamination, and AM-3 had iron 
(=0.2%) and tantalum (=1.0%) contamination. 
Table 5 includes the results of a linear least-squares 
fit to the shift measurements in these compounds. One must 
bear in mind that the determinations for AM-3 and AB-1 were 
made from fewer data points than for any of the other samples, 
and the values determined must consequently be accorded less 
reliability. The error estimates in Table 5 reflect this 
limitation. There seems to be little evidence from these 
measurements that the slope of the shift had significant 
impurity dependence. The mean shifts listed in Table 6 
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suggest a possible slight dependence of the shift on impurity 
content, but the relatively large uncertainties render this 
trend rather indefinite. 
The dependence of the line width on applied field was 
strongly influenced by impurities. The plot of the line width 
as a function of field is shown in Figure 14. The slope for 
each of the compounds is seen to be markedly different. The 
solid lines through the experimental points represent a least-
squares linear fit to the data. Because of the relatively few 
data points, the intercepts of these lines are not likely to 
be accurate. In particular, the negative intercept for AB-1 
seems physically quite unlikely. A parabolic least-squares 
fit, represented on Figure 14 by a broken line, does not seem 
physically any more likely. The data points for AB-1 do show, 
however, that the line width is increasing more rapidly with 
field than in either of the other samples. 
One possible impurity, which was not analyzed quantita­
tively, was unreacted beginning ingredient. The samples made 
in tantalum crucibles gave reaction product in pieces suf­
ficiently large to permit metallographic pictures to be made. 
The TmSb sample AM-3 appeared from the picture to be basically 
single phase compound, but small streaks were present in the 
picture and these were assumed to be tantalum compounds. The 
TmBi sample BM-4 showed small patches in its picture which 
could have been other phases or compounds. It was interesting 
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Figure 14. Magnetic field dependence of the thulium resonance 
line width in three different samples of TmSb. 
Solid lines represent a linear least-squares fit 
to the data points and the broken line is a para­
bolic least-squares fit to the AB-1 points 
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to observe that the BM-4 metallographic sample, when left in 
air for several months, showed visible signs of a slow reac­
tion, but the AM-3 metallographic sample left in the same 
environment showed no signs whatsoever of a reaction. After 
more than a year exposure the TmSb sample retained its shiny 
surface, but the TmBi had almost completely crumbled away. 
Perhaps this was the reaction in the TmBi which was mentioned 
in Chapter III to destroy the sample in glass x-ray capil­
laries. It was surprising that no change with time of the 
resonance signal was observed in TmBi, although that resonance 
sample was handled with greater care than the others. 
b. Conductivity effects No measurements of the con­
ductivity of the materials was made, but the electrical conduc­
tivity evidenced by the line shape distortion was interesting. 
From line shapes alone one would conclude that TmBi was the 
least conductive of the samples and TmP was the most conduc­
tive. The TmAs and TmSb seemed to be comparable in electrical 
conductivity as indicated by line shape distortion. Since one 
would offhand expect systematic behavior among the pnictide 
compounds of a given rare earth, these observations seem 
surprising compared to the TmN work of Shulman and Wyluda 
(89). They observed the resonance in the TmN at room 
temperature and 77°K, but found it necessary to use dispersion 
mode with large modulation amplitude to observe the resonance. 
This would seem to imply lower conductivity than for the usual 
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metal. By comparison in the work described herein, it was not 
possible to saturate the Tm^^^ resonance at 4.2°K in TmSb with 
a conventional spectrometer. On the other hand, Sclar (15) 
observed a band gap in some of the rare-earth nitrides. 
c. Container effects During the course of this 
investigation some rather unusual effects of sample containers 
were observed. Because of the reaction tendency of the TmBi 
samples prepared for this work, all the samples were initially 
sealed into evacuated quartz vessels. Presumably the integrity 
of the samples could be insured by such a precaution. It was 
found impossible to observe the resonance of Tm^^^ at 4.2°K 
in such containers. Resonances were only observed in con­
tainers which permitted the liquid helium to penetrate the 
powder sample. 
An attempt was made to remedy this difficulty by diluting 
a sample powder by mixing a similar quantity of powdered 
quartz. The sample diluted in this manner, however, showed a 
resonance when permeated by the helium liquid, but none when 
sealed in an evacuated tube. Apparently, electrical contact 
of the conductive metallic particles was not the cause of the 
failure to observe a resonance. 
Neither was exposure to the air the explanation for the 
absence of a resonance. Sample powders which gave no resonance 
in a sealed quartz tube were changed into open nylon tubes in 
which their resonance was readily seen. The same sample gave 
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no resonance, however, when it was again sealed into a quartz 
tube. The thin oxide coatings acquired by sample particles 
upon exposure to air have commonly been found essential to the 
observation of resonance, particularly at low temperatures. 
Such coatings are usually sufficient electrical isolation of 
the conductive particles. 
Even more unusual behavior occurred with the samples in 
the VHF spectrometer. Recall that this spectrometer employed 
a cavity-type sample chamber, rather than a coil as in the 
other systems. The sample containers were hollow-doughnut 
shaped teflon vessels, and these containers were placed at the 
bottom of the coaxial cavity. Because of the design of the 
coaxial cavity, the helium liquid was excluded from the sample 
chamber, but the inside of the chamber was filled with helium 
gas at atmospheric pressure. With such an arrangement 
resonance signals were only observed for TmP. None of the 
three other sample compounds gave a resonance. The resonance 
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of the Tm in the TmP, in fact, was appreciably shifted from 
the anticipated resonance field, and the line width was so 
large that the resonance was hardly observable. 
When the TmP sample powder was poured loose into the 
bottom of the sample cavity, the thulium resonance was ob­
served at the anticipated field value and the line width was 
near the expected value. This measurement was the one plotted 
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for highest field onto Figure 13. No thulium resonance was 
observed for any of the other compounds when they were placed 
loose in the cavity. All this rather novel behavior is likely 
accounted for by temperature effects, and such effects will be 
discussed in the next subsection. 
d. Temperature effects Recall that the paramagnetic 
shift and the line width are dependent upon temperature. The 
line width was found to be proportional to the volume magneti­
zation of the sample, which, of course, is temperature 
dependent. For a fixed magnetic field the line width increases 
with decreasing temperature. An approximate treatment of the 
temperature dependence of the shift is given in Chapter II. 
As suggested in that chapter the temperature dependence of the 
shift acting with a temperature gradient in the sample contri­
butes inhomogeneous broadening to the resonance line. 
The rwo contributions to line width appear to compete. 
At low temperatures such is not the case, however, because 
thermal excitation of higher lying crystal field levels domi­
nates the temperature dependence of the line width. The large 
hyperfine interaction in the excited states gives rise to a 
large line width through the fluctuations of the electronic 
spin system. Jones (28) observed, as a result, that the NMR 
line width doubled between 4°K and 27°K despite the factor of 
two decrease in the susceptibility over the same temperature 
range. 
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The broadening due to a temperature gradient-induced 
inhomogeneous shift can be appreciably greater than that due 
to fluctuations in excited crystal field states. Consider 
Equation 54 of Chapter II, and take, as an example, the param­
eters for TmSb: A/k = 26.6°K and = 86. The slope of the 
K(T) curve at T^ = 4°K is approximately -0.7°K ^, but at T^ = 
10°K it is approximately -4.5°K ^. This points out an impor­
tant property of the shift as a function of temperature. For 
temperatures above 15°K approximately, the usual temperature-
dependent part of the susceptibility dominates for TmSb, but 
for temperatures below about 4°K the Van Vleck temperature-
independent contribution begins to dominate. Notice that the 
slope is only about -0.004°K at T^ = 2°K, so that the sus­
ceptibility is almost wholly Van Vleck at that temperature. 
Hence, the temperature dependence of the shift is much 
greater for temperatures above the 4.2°K bath temperature than 
for those below it. In order to estimate the effect of a 
sample temperature gradient of several degrees Kelvin, there­
fore, it is appropriate to write the slope for 10°K, and 
Equation 55 from Chapter II becomes 
5K = -(4.5)ôT. (63) 
The temperature dependence of the shift is, clearly, different 
for each of the TmX compounds, but the differences are not 
large because of the product K^A is comparable for all the 
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compounds. 
From Equation 38a it follows that the change in the 
resonant field value due to a change in the shift with temper­
ature is 
ÔH = - ^  ÔK. (64) 
m 
Combining Equation 63" with Equation 64 gives 
5H = (4.5) gSL. 5T. (65) 
m 
For typical values of the field at 16 MHz Equation 65 becomes 
ÔH = 27.5 6T, 
m 
so for a 10°K temperature gradient, the resonance line width 
would be broadened from about 30 Oe to more than 250 Oe. This 
means that such a temperature gradient would broaden an NMR 
line width at 16 MHz to more than eight times its original 
width. 
Examination of Equation 65 shows that the broadening is 
markedly increased at higher frequencies. The broadening, for 
example, would be over ten times as large at 178 MHz as that 
at 16 MHz for the same temperature gradient. As a result, the 
magnitude of such broadening appears to be sufficient to 
obliterate even an intense resonance. The unusual effects 
observed with sample containers, mentioned in the previous 
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section, is easily accounted for by this contribution to the 
line width. 
In the case of the sealed quartz containers at low fre­
quencies, the broadening is possibly not so severe, but this 
configuration would likely give rise to relatively large tem­
perature gradients in the sample. Because of the presence of 
the helium gas in the sample cavity of the VHF spectrometer 
to serve as an exchange gas, the temperature gradients would 
likely be appreciably reduced compared to the evacuated con­
tainers; but the larger fields for the VHF case make the 
broadening more severe. 
It is not at all clear from this argument why only the 
TmP was observed in the VHF spectrometer. When the samples 
were placed loose in the bottom of the cavity, they would, it 
would seem, be expected to behave somewhat alike. The TmP 
sample did exhibit a higher electrical conductivity than the 
others, but it would be surprising if the thermal conductivi­
ties were grossly different. It is also interesting to note 
that the only compound observable with the VHF spectrometer 
had neither the greatest line width for a given field, nor the 
smallest. Similarly, the TmP sample was at neither extreme of 
the range of shifts. 
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4. Parameter determinations 
It is interesting to estimate certain parameters using 
the measurements obtained in this work and compare them among 
the TmX compounds and with published values. Comparisons will 
be made of susceptibilities, crystal field splittings, and 
hyperfine fields. 
a. Susceptibility Since the orbital contribution to 
the shift is dominant, the measured shift may be used for a 
reasonable estimate of the susceptibility of the samples. As 
outlined by Jones (28) the contributions to the paramagnetic 
shift of the Tm^^^ resonance—the orbital, the core polariza­
tion, and the s-f exchange enhanced conduction-electron 
polarization—may be written in terms of the susceptibility. 
The ratio of the total calculated shift to the susceptibility 
is, consequently, the same for all the compounds TmX. The 
constant may be calculated for suitable theoretical models, 
and for the models used by Jones the result was 
total = 171.2 cm~^. (66) 
Equation 66 was used with the experimentally measured values 
of the shift to calculate the susceptibility for each com­
pound. The values obtained are shown in Table 11, and the 
shifts corresponding to both susceptibilities are also shown. 
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Table 11. Susceptibility values estimated from shift data 
compared with values from the literature (87), and 
corresponding shifts 
Compound 3 Susceptibility, Xj^^cm ) 
Estimated Busch et al. 
Corresponding 
This work 
shifts 
Busch 
TmP 0.442 0.46 75.6 78.8 
TmAs 0.405 0.42 69.4 71.9 
TmSb 0.498 0.50 85.3 85.6 
TmBi 0.467 — 79.9 — — 
The susceptibility value estimated for TmBi was used in 
Table 9. The agreement between the two susceptibility values 
is reasonable, so one can expect the value for TmBi to be 
within at least 20% of the correct value. 
It is very important that one realize that the two types 
of susceptibility above need not be the same. That type 
derived from the shift depends upon the accuracy of the theo­
retical models from which they are derived. Since the shift 
was predominantly due to crystal field effects, the suscepti­
bility is basically only as accurate as that model. On the 
other hand, the measurement of susceptibility by NMR methods, 
apparently first suggested by Jones (1) , tends to ignore the 
effect of impurities. The NMR method measures a rather 
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specific type of susceptibility, and only in the case in which 
the bulk susceptibility is dominated by that type can one sug­
gest that the two approximate one another. 
One can see, for example, from Table 11 just how sensitive 
the shift can be to changes in the susceptibility. In partic­
ular, recall from Table 6 that a radical difference in impurity 
content between samples AF-1 and AB-1 resulted in a difference 
in the mean shifts of a bit over 0.5%. Division by the con­
stant given in Equation 66 reduces the deviation in the 
resulting susceptibilities by about two orders of magnitude. 
The impurities in a sample seem to primarily influence the 
resonance line width, a fact which was discussed in a previous 
section. 
b. Crystal field splitting A relative comparison of 
the crystal field splittings of these compounds is shown in 
Table 12. The values are based on those for TmSb from the 
work of Cooper and Vogt (23). The notation is the same as 
used in their paper except is the splitting of the first 
excited triplet state above the ground state, as used in 
Chapter II, 
These values were obtained by noting in Equation 31 that 
the shifts are inversely proportional to the to state 
splitting, A^. This ignores contributions to the shift other 
than the orbital one, but Jones (28) has shown these to be 
small. The ratio of two shifts is then equal to the inverse 
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Table 12. Crystal field splittings of TraX compounds relative 
to the values for TmSb obtained by Cooper and Vogt 
(2 3); notation is the same as used in that paper 
Compound 
First excited state 
splitting, 
Energy scale 
parameter, W 
Overall 
multiplet 
splitting 
TmP 30.0°K 1.000°K 240.0°K 
TmAs 32.7°K 1.090°K 261.6°K 
TmSb 26.6°K 0.887°K 212.9°K 
TmBi 28.4°K 0.946°K 227.0°K 
ratio of the corresponding level splittings. It should be 
emphasized that these values should not be considered absolute, 
but they should be relatively accurate compared among them­
selves. 
c. Hyperfine fields Since the internal fields 
induced at the nucleus of these compounds by the hyperfine 
interaction are rather larger than ordinarily encountered in 
nuclear magnetic resonance, it is interesting to list the 
effective fields for these compounds at the highest observed 
frequency. Table 13 shows the induced hyperfine field at the 
nucleus corresponding to the applied field at the highest 
observed frequency. It is interesting to notice that these 
fields are quite comparable to the effective field in many of 
the iron-group elements in the ferromagnetic state. The 
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Table 13. Comparison of the induced hyperfine field at the 
nucleus corresponding to the applied field at the 
given frequency 
Compound Max freq. 
(MHz) 
Shift 
K 
Applied 
field (kOe) 
Induced 
field (kOe) 
TmP 178 75.6 6.605 506.1 
TmAs 91 69.4 3.674 258.5 
TmSb 91 85.3 2.997 258.5 
TmBi 91 79.9 3.194 258.5 
fields are, in fact, roughly 10% of the effective field in the 
ordered state of thulium metal. 
B. Results for Other Samples 
The second facet of this investigation was a search for 
nuclear magnetic resonance in the rare-earth cation of a 
number of alloys and other intermetallic compounds. This 
search was confined to a single temperature, that of the 
liquid helium bath. The search was intended to be neither 
extensive nor particularly systematic. The classes of materi­
als investigated included (1) other intermetallic compounds, 
(2) praseodymium alloys, (3) thulium alloys, and (4) a noble-
metal alloy. 
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1. Other intermetallics 
All the intermetallic compounds treated in this investi­
gation were known from previous work to possess cubic 
structure. In fact, the only non-cubic material investigated 
was an alloy to be discussed later. The samples were in every 
case in the form of powders sieved to 325 mesh or finer. Al­
though no analysis was made, the samples were thought to be 
relatively pure because of their use in various other investi­
gations. None of the samples, however, was very fresh so 
there was the possibility of deterioration due to age. There 
appeared to be no evidence, except for the TmSn^, that these 
samples were subject to such chemical instability, and visual 
inspection of the samples gave no evidence of chemical change. 
The first compound of this group which was explored was 
TmRh^. This compound showed a very intense resonance centered 
between five and seven Oersted magnetic field for a radio-
frequency field of 16 MHz. This compared well with a free 
electron resonance, which should occur at a magnetic field of 
about 5.7 Oe at this frequency. Because of the difficulty of 
manipulating the magnetic field of a current-regulated labora­
tory electromagnet below its residual field, accurate measure­
ments were not attempted. The line width of this intense 
resonance was estimated to be less than five Oersteds. The 
resonance had the skewed shape characteristic of conduction-
electron resonances. 
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No Other resonances were observed below a magnetic field 
of roughly 4.0 kOe. A search throughout the field range up to 
4.0 kOe was carried out using both absorption and dispersion 
modes. A few grams of sample were used so filling factor 
should have been large enough for good sensitivity. No reso­
nances were found up to about 1.5 kOe for an operating 
frequency of 28 MHz, except the very low field one described 
above. 
The compound TmNi^ was also investigated at low tempera­
ture. The only resonance observed at 16 MHz for fields below 
about 8.0 kOe was a rather broad one at approximately 100 Oe. 
The resonance was estimated to be about 115 Oe between the 
peaks of the resonance derivative. Just as in the case of the 
TmRh2 the resonance shape was severely skewed, having the 
shape characteristic of a resonance limited by skin-depth 
effects. If this resonance were assumed to be the type ob­
served in the thulium-pnictide compounds reported above, the 
resonance would correspond to a paramagnetic shift in excess 
of 450, compared to shifts of roughly 80 for the pnictide 
compounds. 
This resonance was observed at 28 MHz also, but could not 
be found at a frequency of 50 MHz. Several attempts to record 
a resonance at 50 MHz were frustrated by a strong baseline 
drift and heavy loading of the spectrometer. One might 
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speculate that these effects were due to an extremely 
broadened, but intense resonance. It is interesting to note 
that the shape of the low-field resonance at 28 MHz was 
relatively little changed when the spectrometer was tuned from 
absorption mode to dispersion mode. 
A search at 16 MHz in fields below 10.0 kOe failed to 
reveal a resonance in a TmSn^ sample. Unlike the previously 
mentioned samples the TmSn^ had no hint of a low field 
resonance. In fact, there appeared to be a complete absence 
of baseline drift with this sample. This was a rather 
striking absence, because drift and loading problems appear to 
accompany most metallic samples at low temperatures. In order 
to avoid over-looking a resonance because of saturation 
effects, both absorption and dispersion modes were searched 
over the range of magnetic fields. 
It was during a search using dispersion mode that a 
boron resonance was identified; presumably, the resonance was 
due to the boron composition of the glass dewar used in the 
experiment, because it disappeared when the dewar was removed 
from the probe. This observation verified the sensitivity of 
the spectrometer during the run, since Creel (90) had earlier 
identified this resonance for a glass dewar and atested to its 
poor signal-to-noise. Perhaps the null result for this com­
pound could have been expected from the recent observations 
of Shenoy et al. (91) on PrSn^. Their samples were noted to 
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deteriorate with age. The sample also showed antiferro-
magnetic ordering at 8.6°K. One could reasonably expect the 
corresponding thulium compound, TmSn^» to order at a somewhat 
higher temperature and, thus, obliterate the resonance. 
The cubic compound TmAl^ was the last intermetallic com­
pound to be considered in this part of the investigation. A 
good deal was known about this compound because it had been 
studied by both NMR and Mossbauer effect. Jaccarino et al. 
27 (25,26) studied the A1 nuclear resonance in such compounds, 
16 9 
and the Tm has been studied in this laboratory using the 
Mossbauer effect. 
16 9 The search for the Tm resonance at 16 MHz was carried 
out using both dispersion and absorption modes. Like some of 
the other intermetallic compounds the TmAlg exhibited only an 
intense low-field resonance, but none other below about 4.0 
kOe fields. Loading and drift of the spectrometer were ob­
served for this compound. 
One might suspect that the low-field resonance was a 
ferromagnetic one in an ordered sample. Mader et al. (92) 
observed ferromagnetic ordering at 13°K in the analogous com­
pound Prg gAlg. The sample of TmAl^ used in this experi­
ment, however, showed no ordering down to 4.2°K in Mossbauer 
effect measurements made in this laboratory. To test this 
possibility a sample of composition Tm^ 25^0 75^^2 made 
from this sample, and the resonance was sought without success. 
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2. Praseodymium alloys 
An entire series of praseodymium-thorium alloys of the 
form Pr^ Th^_^ was prepared with x = 0.5, 0.25, 0.1, and 0.05. 
These samples were treated with great care, being handled 
entirely in an inert gas atmosphere; the samples were sealed 
in evacuated quartz tubes. The samples with the higher con­
centrations of praseodumium were known (73) to be quite 
reactive in air. These alloys possess cubic structure (93). 
A preliminary run on the alloy with composition Pr^ 
Thg yg indicated weak resonances for 16 MHz at fields of 
roughly 200 Oe and 4.2 kOe. In repeated subsequent runs these 
resonances were never again detected. Similarly, no resonance 
was observed in any of the alloys with different praseodymium 
concentration. It is interesting to note that the initial run 
was made in an open nylon sample container, allowing contact 
with air and water vapor. Subsequent runs were made with the 
samples in sealed quartz tubes. In this case neither type 
container seemed to give reproducible resonances. 
One might speculate on the possible reasons that no reso­
nance appeared in the Pr^ Th^_^ alloy system. It seems un­
likely that the quartz-tube sample containers prevented the 
detection of resonances, as was observed for TmX intermetal-
lics, because resonances were not consistently observed in the 
nylon sample holders. It is obvious, however, in the light of 
the container effects mentioned before, that the sealed quartz 
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containers simply compounded the problems contributing to the 
failure to observe a resonance. Perhaps the resonance seen in 
the initial sample was due to the reaction of praseodymium in 
the sample with nitrogen or water in the air. Because of the 
softness of the alloy the filed particles were relatively 
large, ranging up to 200 mesh. The large particles might 
reduce the filling factor due to the skin effect. Inhomo-
geneities in the sample may have broadened the line beyond 
detection capabilities, but the small quadrupole moment of 
praseodymium makes this unlikely. On the basis of work by 
Bucher et al. (93) none of the alloy compositions used in the 
experiment would be expected to order above 4.2°K. They also 
observed that the cubic structure of the alloy system is 
maintained up to praseodymium concentrations of approximately 
96 atomic percent. 
A praseodymium-yttrium alloy of the form Pr^ 4 6 
no indication of a resonance at 2 0 MHz for fields below 6.0 
kOe. This alloy was filed and sieved into a 400 mesh powder, 
and the search was carried out using both absorption and dis­
persion modes. As with all the other samples, measurements 
were made only at 4.2°K. 
3. Thulium alloys 
The thulium alloys investigated were of two types. An 
alloy with cubic symmetry at the rare-earth site was formed 
by alloying thulium with thorium; an alloy with hexagonal 
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symmetry at the rare-earth site was formed by alloying thulium 
with scandium. In an effort to compromise between adequate 
signal strength and tendency of the sample to magnetically 
order, both alloys were formed with 25% thulium. 
The thulium-thorium alloy had the composition Tm^ 25 
Thg yg and was formed by arc melting together the appropriate 
quantities of the constituent elements. This was, in fact, 
the method used in making all the alloys for this study. When 
the arc-melted button was filed, the filed particles were 
relatively large because of the softness of the alloy. The 
resulting powder was sieved to 100 mesh only. 
Resonance searches were made at frequencies of 16 MHz 
and 28 MHz up to magnetic fields of roughly 10 kOe. The only 
absorption observed was a strangely shaped one at roughly 150 
Oe for 16 MHz. In the 28 MHz run this absorption was observed, 
but it occurred at roughly 200 Oe for this case. The shape of 
the observed absorption more nearly resembled a dispersion 
derivative than an absorption derivative. This led to the 
supposition that maybe a resonance was being saturated. Reduc­
tion of the radio-frequency signal power, however, did not 
essentially change the shape. On the contrary the amplitude 
of the absorption seemed to decrease with the reduction in 
power. 
The results for the thulium-scandium alloy were of a very 
different type. The arc-melted button of composition Tm^ 
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S C Q was quite hard so that very small particles were pro­
duced by the filing operation. The sample was sieved to 400 
mesh, and resonances were sought at a frequency of 20 MHz. 
The observed resonance was very intense and distributed over a 
huge range of magnetic field. The resonance had two parts, a 
relatively narrow part centered at approximately 155 Oe and an 
extremely wide part centered at about 6060 Oe. If the two 
parts were considered as the same resonance, the resulting 
shape was much like a characteristic anisotropic shift pattern, 
but the width of such was enormous. The width of the low-field 
part was roughly 75 Oe, but that of the high-field part was 
several thousand Oersteds. 
One can appreciate the great intensity of this resonance 
which would permit easy observation of a line structure 6.0 
kOe wide. It was interesting to observe that the intensity of 
a 200 mesh powder sample of the same alloy was so weak that 
observation was extremely difficult. 
It is very interesting to compare the results of this work 
with that of Teplov (94) in a single crystal of thulium ethyl-
sulfate. He observed the nuclear magnetic resonance in the 
169 Tm to be a single line which was quite anisotropic. Reso­
nances corresponding to the parallel and perpendicular orienta­
tions in the magnetic field were widely separated in field and 
quite different in linewidth. The effective gamma observed 
for the two orientations was 
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|Y|1 = 26.05 kHz/Oe, 
(67) 
IY ||| = 0.7 kHz/Oe 
If one interprets the parts of the resonance in the 
Tnig 25 S C Q alloy as those of an anisotropic shift and 
assigns perpendicular orientation to the low field part, the 
ratio of the effective gammas for the two parts was 'Yj^/'Y[[ = 
39.1. The same ratio from the work of Teplov was 37.2, and 
the ratio of line widths for the two parts in the two experi­
ments was 19 for the work of Teplov and roughly 25 for this 
work. 
From the form of the resonance observed, however, it was 
not at all clear that such an interpretation was satisfactory. 
One would expect the perpendicular component of an anisotropic 
line to be the most intense. The opposite would be true for 
the assignment mentioned above. From the Mossbauer measure­
ments of Barnes et al. (95) and Uhrich and Barnes (96) the 
crystalline electric field splittings for the two cases 
differ. If one assumes that the crystal field splittings in 
the alloy are comparable to the metal, the crystal field 
parameters in the alloy would be expected to be of opposite 
sign from those in the ethylsulfate. The crystal field ground 
state might, therefore, be a very closely spaced pair of 
singlets, rather than the singlet observed by Teplov. Perhaps 
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the two parts were, indeed, two resonances rather than a 
single anisotropic one. A good deal more theoretical and 
experimental work is needed to interpret these observations. 
4. Noble-metal alloy 
One noble-metal alloy was investigated, that of thulium 
in silver. An arc-melted sample of 4% thulium in a silver 
solvent was prepared, filed, and sieved into a 325 mesh powder. 
No attempt was made to coat the filed particles. 
Alloys of silver with other metals as solutes have com­
monly been used in magnetic resonance studies (97). Silver 
has been an attractive solvent for resonance studies because 
its two isotopes, which are roughly of the same natural 
abundance, possessed spin-1/2 nuclei, and because numerous 
alloys could be formed with silver as a solvent. Much of the 
resonance work has been performed using one of the isotopes 
of silver as the resonant nucleus. In the case of a thulium 
solute, however, the solute nucleus had spin 1/2 so quadrupole 
complications were not present for its investigation. 
The investigation was performed at 16 MHz. Even though 
both absorption and dispersion modes were tried, only the 
dispersion mode gave other than null results for fields up to 
4.0 kOe. A strong low-field resonance was obtained with the 
dispersion mode, with hints of broad resonances at higher 
fields. These higher-field hints were so weak and broad that 
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it was not possible to definitely establish them as resonances. 
Because of their weakness and shape, one might expect that 
they were either parts of some very broad anisotropic structure 
or not resonances due to the thulium at all. The relatively 
small moments of the silver isotopes placed them well outside 
the field range searched. These hints occurred at fields of 
approximately 475 Oe and 925 Oe, respectively. The intense 
low-field resonance occurred below 50 Oe. 
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V. SUMMARY 
The nuclear magnetic resonance (NMR) shifts of in 
the compounds TmX (where X is one of the elements P, As, Sb, 
or Bi) were measured at 4.2°K as a function of applied magnetic 
field. The shift was found to be a weak linear function of 
field for TmP and TmSb, but within experimental error it was 
field independent for TmAs and TmBi. The shifts were in good 
agreement with those measured by Jones except in the TmSb. 
The peak-to-peak line width was proportional to the 
sample magnetization, and the demagnetizing field contribution 
to the line width accounted for the field dependence except 
in the case of TmBi. Extrapolation of the field dependent 
line width to zero applied field gave intercepts roughly a 
factor of five larger than the calculated dipolar widths. 
31 The field dependence of the P resonance line width was found 
to be essentially the same as that of Tm^^^ in the compound 
TmP. The resonance shift was found to be essentially un­
affected by impurities, but the line width was strongly 
affected, becoming much more field dependent in the impure 
samples. 
The NMR at 4.2°K of the rare-earth nucleus was sought in 
a number of alloys and other intermetallic compounds. None of 
these materials gave a detectable resonance except a thulium-
scandium alloy and a TmNi^ intermetallic compound. 
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VIII. APPENDIX 
A. Generation of Normalized Line Shapes 
The following tables of normalized line-shape-function 
coordinates facilitate point-by-point comparison of experi­
mental line shapes to the most common theoretical shapes. 
The first derivative of the absorption mode is typically dis­
played experimentally so only normalized first derivative 
shape functions, describing the imaginary part of the complex 
susceptibility, need be considered. The normalized functions 
for Gaussian and Lorentzian derivative forms may be written 
*1 C V 
y_ = dL(x)/dx = - =—Lorentzian 
^ (3+x2)2 
1 2 y g = dG(x)/dx = - x exp[-^(x -1)]. Gaussian 
The word normalization, as used here, means that the maxima 
and minima of the derivatives occur at coordinates (-1,1) and 
(1,-1), respectively. 
To compare a derivative trace to the idealized shapes 
one may simply scale the coordinates of the normalized curves 
(x^,y^) to those of the experimental curve (x,y) by the 
relation 
(x,y) = (Ax^,By^) 
where CA,B) are the measured coordinates of the experimental 
extrema. This procedure provides a two point fit to the 
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experimental trace (fits at the baseline crossing point and 
one extremum point). Since symmetry of the experimental 
traces is often not perfect, a better fit is obtained by 
separate scaling of the positive half and the negative half 
of the experimental curve, i.e. scaling from the positive 
extremum for the positive half of the curve,-and 
scaling from the negative extremum (AgyBg) for the negative 
half. 
Table 14. Selected values of the normalized Lorentzian 
derivative shape function 
X 
o ^o ^o ^o 
± 0.0 + 0.000 ± 2.1 + 0.612 
0.1 0.177 2.2 0.573 
0.2 0.346 2.3 0.535 
0.3 0.503 2.4 0.500 
0.4 0.641 2.5 0.467 
0.5 0.757 2.6 0.437 
0.6 0.850 2.7 0.408 
0.7 0.920 2.8 0.381 
0.8 0.966 2.9 0.356 
0.9 0.992 3.0 0.333 
1.0 1.000 3.5 0.241 
1.1 0.993 4.0 0.177 
1.2 0.974 4.5 0.133 
1.3 0.946 5.0 0.102 
1.4 0.911 6.0 0.063 
1.5 0.871 7.0 0.041 
1.6 0.828 8.0 0.029 
1.7 0.784 9.0 0.020 
1.8 0.740 10.0 0.015 
1.9 0.696 20.0 0.002 
2.0 0.653 
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Table 15. Selected values of the normalized Gaussian 
derivative shape function 
So To 
± 0.0 + 0.000 
0.1 0.164 
0.2 0.323 
0.3 0.473 
0.4 0.609 
0.5 0.727 
0.6 0.826 
0.7 0.903 
0.8 0.958 
0.9 0.990 
1.0 1.000 
1.1 0.990 
1.2 0.963 
1.3 0.921 
1.4 0.866 
1.5 0.803 
1.6 0.733 
1.7 0.661 
1.8 0.587 
1.9 0.515 
2.0 0.446 
± 2.1 + 0.382 
2.2 0.323 
2.3 0.269 
2.4 0.222 
2.5 0.181 
2.6 0.146 
2.7 0.116 
2.8 0.092 
2.9 0.071 
3.0 0.055 
3.1 0.042 
3.2 0.032 
3.3 0.023 
3.4 0.017 
3.5 0.013 
3.6 0.009 
3.7 0.006 
3.8 0.005 
3.9 0.003 
4.0 0.002 
B. Determination of the Line-Shape Fit 
The following graphs illustrate the method used to 
characterize the experimental line shape. Figure 15 shows a 
computer generated mixed Lorentzian derivative trace of the 
form (51) 
L' Cxi = 
(1+x^)^ (1+x^)^ 
dispersion absorption 
derivative derivative 
Mixing Fraction 
Figure 15. Fit of normalized Gaussian (G) and Lorentzian (L) pure absorption 
derivatives to a computer generated mixed Lorentzian derivative trace 
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in which, the "mixing fraction," 0.8, has been chosen rather 
large to emphasize the departures from a pure absorption 
trace. Normalized absorption derivatives of both Gaussian 
(G) and Lorentzian (L) traces have been plotted onto the same 
graph using the method described in Section A of this Appendix. 
Figure 16 shows a computer generated mixed Gaussian 
derivative trace of the form (51) 
Here again the mixing fraction is 0.8 to facilitate comparison 
with the previous plot. The normalized absorption derivatives 
are again plotted onto the same graph. The method used to 
generate the mixed traces is discussed in detail in Section C 
of this Appendix. 
These two Figures point out several distinctive features 
of the mixed traces. The most noticeable feature of the mixed 
Gaussian compared to the Lorentzian is the prominence of the 
lobe below the baseline to the left of the tall peak. That 
feature on the mixed Lorentzian is hardly noticeable. The 
general behavior of the mixing is to narrow the taller peak 
compared to the pure absorption and to broaden the shorter 
peaks (the taller peak was the one on the low-field side in 
2) x//? 2 
— / exp(y ) dy + y- exp -
0 ^ I 
X 
ir 
dispersion 
term 
absorption 
term 
Mixing Fraction 
Figure 16. Fit of normalized Gaussian (G) and Lorentzian (L) pure absorption 
derivatives to a computer generated mixed Gaussian trace 
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the experiment!. Notice, however, that the limits of the 
narrowing or broadening do not confuse the two line shapes ; 
e.g. the mixed Gaussian curve on the short-peak side broadens 
beyond the Gaussian derivative, but does not broaden to the 
width of the Lorentzian absorption derivative. Similarly, on 
the tall-peak side, the mixed Lorentzian falls between the 
absorption curves for the Lorentzian and the Gaussian. 
Obviously, the deviation from the pure absorption trace 
is increasingly pronounced as the mixing fraction is increased. 
From the work of Chapman et al. (80) one would expect for 
powder samples that the largest mixing fraction possible would 
be comparable to unity. The mixing shown in Figure 15 and 
Figure 16, consequently, is likely to be near the worst 
experimental case. As a result normalized plots of pure 
absorption derivatives onto an experimental trace can differ­
entiate between a Gaussian and a Lorentzian line shape. This 
method has been used in this investigation to characterize the 
line shape of the experimental traces. The choice of line 
shape then determined the corrections to be used on the 
experimental measurements, as outlined in Section C of the 
Appendix. 
Figure 17 shows normalized pure absorption derivative 
line shapes plotted onto an experimental trace as an illustra­
tion of the method described above. As mentioned before, each 
half of the curve is fitted separately, resulting in a three-
Figure 17. Fit of normalized Gaussian (G) and Lorentzian (L) pure absorption 
derivatives to an experimental trace of Tm(169) in TmP at 11 MHz 
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point fit. This is the technique used in Figure 16 applied 
here to an actual experimental trace. Clearly, this trace 
resembles a Gaussian, but lacks the prominent lobe. 
Figure 18 displays a two-point fit of a mixed Gaussian 
and a mixed Lorentzian to the same experimental trace, as a 
comparison with the method used above. Just as in Figure 17, 
the plot in Figure 18 shows that the experimental trace is 
not purely Gaussian, but is broadened a small amount like the 
Lorentzian shape function. The mixing fraction selected as a 
best fit to this curve is much smaller than that for Figure 15 
and Figure 16. These Figures illustrate how the above methods 
can distinguish between shape characteristics even when the 
experimental traces are not precisely like one of the theo­
retical line shapes. 
C. Determination of Corrections to Parameters 
Experimental derivative traces in which there is appre­
ciable mixing of absorption and dispersion modes, i.e. the 
mixing of the real and the imaginary parts of the complex 
radio-frequency susceptibility, exhibit a shift of the base­
line-crossing point away from the crossing point of the pure 
absorption derivative. Similarly, mixed traces show a 
decrease of the peak-to-peak line width compared to pure 
absorption, the decrease and shift both being a function of 
the amount of mixing. In order to correct for such effects 
FRACTION =0.35 
Figure 18. Fit of mixed Gaussian (G) and Lorentzian (L) derivatives to an 
experimental trace of Tm(169) in TmP at 11 MHz 
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both the line width decrease and the zero shift must be 
related to experimentally measurable parameters. 
The parameters selected for measurement from the experi­
mental trace are illustrated in Figure 19. This selection 
differs from that made by M. Peter, et al. (84). The quantity 
W is simply the peak-to-peak line width measured on the experi­
mental trace. The quantities y^ and y2 are the shorter-peak 
and taller-peak amplitudes, respectively, as measured with 
respect to the amplitude of the lobe. This rather nonconven-
tional method of measuring was selected to avoid use of an 
assumed baseline. The baseline is experimentally extremely 
difficult to establish in some cases, especially for Lorentzian 
lines with appreciable mixing; baseline drift in the spectrom­
eter, a definite experimental problem in low temperature runs 
on strongly paramagnetic samples, also complicates the choice 
of a baseline from the experimental trace. Finally, the 
quantity A is the correction to the measured center of the 
resonance. The measured center of the resonance is taken to 
be the abscissa of the point having coordinates 
Yl + Yo 
(Xc' 2! 4), 
i.e. the value X^. Notice that the coordinates of this point 
do not depend upon the choice of a baseline; its ordinate is 
simply half-way between the two peak points. Since the most 
w 
Figure 19. Definitions of the parameters measured from the experimental traces for 
use in correcting width and shift for the effects of mode mixing 
0.9 
0.8 
0.7 
'Z: 0.5 
>» 
0.4 
0.3 
0.2 
0.2 0.3 0.4 
MIXING FRACTION K 
0.5 0.6 0.7 0.8 0.9 
Figure 20. Relation of the amount of mode mixing to the measurable peak-amplitude 
ratio for Gaussian (Gj and Lorentzian (L) traces 
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behavior of the line width and the center value were deter­
mined then as functions of the ratio Y-^/Y2' These relation­
ships are plotted in Figure 21. The corrections could then be 
determined by scaling the values from the graph to the particu­
lar experimental trace. Briefly, the procedure was as follows: 
CD The values y^ and y^ were read from the trace and 
the ratio of y^/yg computed. 
(2) Using the value of y^/yg and the knowledge of the 
line shape determined by the method of Section B, 
values for Ô/W . and W /W . were read from the 
' mix o' mix 
graph in Figure 21. 
(3) The values read from the graph were then scaled to 
the experimental trace using the relations 
"true " A = W(6/W^.^) , 
where W is the measured peak-to-peak line width of 
the experimental derivative trace. The quantities 
W. and A are the corrected values desired. true 
D. Example Computer Program 
The programs for the calculation of mixed theoretical 
line shapes and the plotting of the lines for selected values 
of the mixing fraction, K, were written in FORTRAN IV and 
executed on an IBM 360/50 system. The program selected as 
an example was that used to calculate and plot a mixed 
w mix 
0.30 
0.25 
0.05 
0.00 
1.00 
0.98 
0.96 
0.94 
0.92 
0.90 
0.88 
W, 
Wfnlx M m 
00 
Figure 21. Correction factors for measured line shape parameters. The upper curves 
together with the right coordinate scale give peak-to-peak line width 
corrections for Gaussian (G) and Lorentzian (L) traces. The lower ones 
together with the left scale give shift corrections 
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Lorentzian line shape for a mixing fraction value K = 0.35. 
FORTRAN IV G LEVEL 18 
C DIMENSION X(501), F (501), XLAB(5), YLAB(5) ; GLAB{5), 
DATLAB(5) 
C 102 READ(1,1) ISTOP, FRACTN 
C IF(ISTOP) 100,101,101 
C 100 STOP 
C 101 DO 11 1=1,501 
C XCI) = .02* (1-251) 
C W=X(I) 
C 11 F(I)=(FRACTN*{1.-W*W)-2.*W)/((1.+W*W)**2) 
C READ(1,2) XLAB, YLAB, GLAB, DATLAB 
C CALL GRAPH (501,X,F,7,2,20.,10.,.5,-5.,0.,0.,XLAB,YLAB 
GLAB,DATLAB) 
C WRITE(3,3) FRACTN, (X(I) ,F (I) , 1=1,501) 
C GO TO 102 
C 1 FORMAT(12,FIO.5) 
C 2 FORMAT(20A4) 
C 3 FORMAT(1H1,12HFRACTI0N =F10.5//1H0,15X,1HX12X, 
4HF(X)//(10X,F10.61,5X,F10.6)) 
C END 
