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En este documento se describen dos sub-proyectos dedicados a la adquisición y procesado de 
datos generados por un sistema de monitorización del tráfico basado en redes de difracción de 
Bragg en fibra (FBGs) situadas en estructuras de asfalto.  
El primer sub-proyecto consiste en el desarrollo en MATLAB de un software para un 
interrogador comercial de FBGs de alta velocidad con el fin de obtener los datos generados en 
la red de sensores y almacenarlos para su uso y análisis en el laboratorio. 
El segundo sub-proyecto describe el desarrollo de un sistema para acceder a los datos 
generados por el sistema de forma sencilla y comprensible desde un ordenador fuera del 
laboratorio. El lenguaje de programación empleado para ello es Python. 
Para garantizar que este documento sea comprensible, el primer capítulo contiene una 
introducción teórica a conceptos como la fibra óptica, los sensores de fibra óptica, las redes de 
difracción de Bragg... etc. El objetivo de este capítulo es ejercer como una introducción rápida 
y accesible a aquellas personas que no sean familiares con dichos conceptos. El segundo y 
tercer capítulo describen el funcionamiento y desarrollo del software diseñado en el primer y 
segundo sub-proyecto respectivamente. Los códigos diseñados para cada uno han sido 
incluidos como dos anexos. 
Abstract 
This document describes two different sub-projects devoted to the acquisition and processing 
of data generated by a traffic monitoring based on FBG sensor arrays in asphalt structures. 
The first sub-project consists of the development of a MATLAB software for a commercial FBG 
interrogator with the objective of obtaining data from the sensor array and storing it, for its 
latter use and analysis in a lab environment.  
The second sub-project describes the development of a system aimed to offer an easy and 
comprehensible access to the system’s data from a computer situated outside the lab. The 
scripting language used is Python. 
In order to guarantee the comprehensibly of this document, the first chapter contains an 
introduction of such topics as optic fiber, optic sensors, FBG ... etc. This chapter is meant to be 
a fast and accessible introduction for readers unfamiliar with such concepts. The second and 
third chapters describe the inner workings and development of the first and second sub-
projects respectively. The codes designed for each project are contained in this document as 
two addendums. 
Lista de palabras clave: 




Lista de tablas 
Tabla 1: Diferencias entre los dos proyectos. ............................................................................. 10 
Tabla 2: Ventajas de la fibra óptica[5]......................................................................................... 12 
Tabla 3: Tipos de sensores de fibra óptica[7].............................................................................. 13 
Tabla 4: Componentes de TCP/IP. ............................................................................................... 17 
Tabla 5: Características del interrogador si155[24]. ................................................................... 20 
Tabla 6: Funciones desarrolladlas para la comunicación con SI155. .......................................... 21 
Tabla 7: Ejemplos de comandos aceptados por el interrogador ................................................ 24 
Tabla 8: Puertos y opciones de flujo de datos en el interrogador. ............................................. 26 
Tabla 9: Lista de módulos a emplear ........................................................................................... 31 
Tabla 10: Comparación entre REST y SOAP ................................................................................. 32 
Tabla 11: Descripción de las tablas de sensores. ........................................................................ 35 
Tabla 12: Descripción de la tabla de descripción. ....................................................................... 35 
Tabla 13: Clases externas empleadas en el API........................................................................... 35 
Tabla 14: Métodos de un API REST ............................................................................................. 37 
Tabla 15: Clases de librerías externas usadas en Central_Hub. .................................................. 39 
Tabla 16: Clases de librerías externas usadas para la configuración. ......................................... 41 
Tabla 17: Clases creadas para la configuración. .......................................................................... 41 
Tabla 18: Clases de librerías externas empleadas para la obtención de datos en tiempo real. . 45 
Tabla 19: Clases creadas para este proyecto para la obtención de datos en tiempo real. ........ 45 
Tabla 20: Clases de librerías externas empleadas para obtener datos históricos. ..................... 49 
Tabla 21: Clases creadas para la obtención de datos históricos. ................................................ 50 
Tabla 22: Clases de librerías externas empleadas en la creación de nuevos sensores............... 56 
Tabla 23: Clases creadas para la generación de nuevos sensores. ............................................. 56 





Lista de figuras 
Figura 1: estructura básica de la fibra óptica[2] ......................................................................... 11 
Figura 2: Transmisión de la luz por el interior de la fibra óptica[3]. ........................................... 11 
Figura 3: Transmisión de la luz por el interior de una fibra óptica doblada[3]. .......................... 11 
Figura 4: propagación de rayos por el interior de la fibra óptica: (a) fibra multimodo y (b) fibra 
monomodo [4]. ........................................................................................................................... 12 
Figura 5: Perfil de una red de difracción de Bragg[11]................................................................ 13 
Figura 6: Funcionamiento de una sensor basado en red de difracción de Bragg [12]. ............... 14 
Figura 7: Esquema del sistema de monitorización de tráfico [9]. ............................................... 14 
Figura 8: Fotografía de los sensores instalados sobre el asfalto[9]. ........................................... 14 
Figura 9: Resultados del funcionamiento de un array de sensores[13]. ..................................... 15 
Figura 10: Análisis de la detección de un vehículo[13]. .............................................................. 15 
Figura 11: Modelo OSI[15]. ......................................................................................................... 16 
Figura 12: Familias de protocolos de Internet[17]. ..................................................................... 16 
Figura 13: Funcionamiento de HTML[16].................................................................................... 17 
Figura 14: URL enviadas a una API con arquitectura REST [19]. ................................................. 18 
Figura 15: Ejemplo de un mensaje XML creado con SOAP. ........................................................ 18 
Figura 16: Entorno de una base de datos simplificado [20]. ....................................................... 19 
Figura 17: Interrogador si155 ...................................................................................................... 20 
Figura 18: Características del láser del interrogador[24]. ........................................................... 20 
Figura 19: Diagrama de flujo de la conexión con el interrogador. .............................................. 22 
Figura 20: Diagrama de comunicación petición-respuesta del interrogador. ............................ 22 
Figura 21: Diagrama de flujo de una comunicación petición-respuesta con el interrogador..... 23 
Figura 22: Diagrama de flujo de la conversión a formato little endian. ...................................... 23 
Figura 23: estructura de las peticiones aceptadas por el interrogador[24]. ............................... 24 
Figura 24: Diagrama de flujo de la generación y envío de una petición. .................................... 25 
Figura 25: Estructura de la cabecera de las respuestas del interrogador[24]. ........................... 25 
Figura 26: Diagrama de flujo de la lectura de una respuesta ..................................................... 26 
Figura 27: Diagrama de flujo de una comunicación por flujo de datos con el interrogador. ..... 27 
Figura 28: Diagrama de flujo de la desactivación de la conexión con el interrogador. .............. 27 
Figura 29: Estructura básica del sistema. .................................................................................... 28 
Figura 30: Diagrama básico del flujo de datos del sistema ......................................................... 29 
Figura 31: Funcionamiento del protocolo MQTT[44] ................................................................. 32 
Figura 32: Estructura del sistema. ............................................................................................... 33 
Figura 33: Diagrama de flujo del sensor ...................................................................................... 33 
Figura 34: Diagrama de flujo del broker. ..................................................................................... 34 
Figura 35: Diagrama de flujo del simulador. ............................................................................... 34 
Figura 36: Diagrama de flujo de MyEncoder. .............................................................................. 36 
Figura 37: Diagrama de flujo de get_data. ................................................................................. 36 
Figura 38: Diagrama de flujo de la función de límites y localización. ......................................... 37 
Figura 39: Diagrama de flujo de obtención de datos históricos. ................................................ 38 
Figura 40: Diagrama de flujo para crear nuevos sensores. ......................................................... 38 
Figura 41: Captura del programa. ............................................................................................... 39 
Figura 42: Diagrama de clases de Central_Hub. .......................................................................... 40 
Figura 43: Diagrama de flujo del constructor de Central_Hub. .................................................. 40 
4  
 
Figura 44: Diagrama de flujo de la prueba de conexión de Central_Hub. .................................. 41 
Figura 45: Diagrama de clases para la configuración del cliente. ............................................... 42 
Figura 46: Diagrama de flujo del constructor de la clase Config. ................................................ 42 
Figura 47: Diagrama de flujo de la generación de un nuevo Frame en la pestaña de 
configuración. .............................................................................................................................. 43 
Figura 48: Pestaña de configuración. .......................................................................................... 43 
Figura 49: Diagrama de flujo de la edición de parámetros de configuración. ............................ 44 
Figura 50: Diagrama de flujo de restablecer los datos por defecto en configuración. ............... 44 
Figura 51: Diagrama de clases para la obtención de datos en tiempo real. ............................... 46 
Figura 52: Pestaña de datos obtenidos en tiempo real. ............................................................. 46 
Figura 53: Diagrama de flujo de la activación de MQTT. ............................................................ 47 
Figura 54: Diagrama de flujo de la desactivación de MQTT. ....................................................... 47 
Figura 55: Ejemplo del funcionamiento de MQTT_Parser .......................................................... 47 
Figura 56: Diagrama de flujo de la obtención de datos en tiempo real ...................................... 48 
Figura 57: Diagrama de flujo de la actualización de display. ...................................................... 48 
Figura 58: Diagrama de flujo de la actualización de MQTT_Map. .............................................. 48 
Figura 59: Diagrama de clases de la obtención de datos históricos. .......................................... 50 
Figura 60: Captura de la pestaña de datos históricos. ................................................................ 51 
Figura 61: Diagrama de flujo del mapa empleado para la obtención de datos históricos. ........ 51 
Figura 62: Diagrama de flujo de la obtención y visualización de datos históricos. ..................... 52 
Figura 63: Pestaña de Datos históricos completa. ...................................................................... 52 
Figura 64: Diagrama de flujo de la ocultación del generado de peticiones de datos históricos. 53 
Figura 65: Pestaña de Datos históricos tras ocultar el generador de peticiones. ....................... 53 
Figura 66: Datos históricos, pestaña de Infracciones. ................................................................. 54 
Figura 67: Datos históricos, pestaña de gráficos. ........................................................................ 54 
Figura 68: Datos históricos, pestaña de flujo de tráfico. ............................................................ 55 
Figura 69: Pestaña de creación de nuevos sensores. .................................................................. 56 
Figura 70: Diagrama de flujo de la creación de nuevos sensores. .............................................. 57 
Figura 71: Diagrama de flujo del funcionamiento del mapa para crear nuevos sensores.......... 57 
Figura 72: Diagrama de la transmisión de mensajes de datos en tiempo real. .......................... 60 
Figura 73: Mapa para la creación de nuevos sensores con los Sliders visibles. .......................... 60 
Figura 74: archivo HTML del mapa de pamplona obtenido con folium. ..................................... 61 





Lista de ecuaciones 




1 Tabla de contenido 
Resumen ........................................................................................................................................ 1 
Abstract ......................................................................................................................................... 1 
Lista de palabras clave: ................................................................................................................. 1 
Lista de tablas ................................................................................................................................ 2 
Lista de figuras .............................................................................................................................. 3 
Lista de ecuaciones ....................................................................................................................... 5 
2 Introducción ........................................................................................................................ 10 
3 Fundamentos teóricos ........................................................................................................ 11 
3.1 Fibra óptica .................................................................................................................. 11 
3.2 Sensores de fibra óptica .............................................................................................. 13 
3.2.1 Sensores basados en redes de difracción de Bragg ............................................ 13 
3.2.2 Aplicación de FBG para la monitorización del tráfico. ........................................ 14 
3.3 Comunicación a través de internet ............................................................................. 16 
3.3.1 OSI ....................................................................................................................... 16 
3.3.2 TCP/IP .................................................................................................................. 16 
3.3.2.1 HTML ............................................................................................................... 17 
3.3.3 Web Service ......................................................................................................... 17 
3.3.3.1 REST ................................................................................................................. 18 
3.3.3.2 SOAP ................................................................................................................ 18 
3.3.4 Bases de datos ..................................................................................................... 18 
3.3.4.1 SQL ................................................................................................................... 19 
3.3.5 API ....................................................................................................................... 19 
4 Sub-Proyecto 1: Sistema de control y adquisición de datos a alta velocidad para 
interrogadores de FBGs modelo si155 de Micron Optics ........................................................... 20 
4.1 Fase de programación ................................................................................................. 20 
4.1.1 Consideraciones previas ...................................................................................... 20 
4.1.2 Implementación .................................................................................................. 21 
4.1.2.1 Establecer conexión ........................................................................................ 21 
4.1.2.2 Comunicación por petición-respuesta. ........................................................... 22 
4.1.2.2.1 Formato ..................................................................................................... 23 
4.1.2.2.2 Peticiones .................................................................................................. 24 
4.1.2.2.3 Respuesta .................................................................................................. 25 
4.1.2.3 Comunicación por flujo de datos .................................................................... 26 
7  
 
4.1.2.4 Desactivar conexión ........................................................................................ 27 
4.2 Fase experimental ....................................................................................................... 27 
5 Sub-Proyecto 2: Desarrollo de un sistema para el acceso a datos generados por una serie 
de sensores de monitorización del tráfico .................................................................................. 28 
5.1 Estructura básica del sistema ...................................................................................... 28 
5.1.1 Consideraciones previas ...................................................................................... 28 
5.1.1.1 Interfaz de Usuario .......................................................................................... 29 
5.1.1.2 Datos en tiempo real ....................................................................................... 31 
5.1.1.3 Datos históricos ............................................................................................... 32 
5.2 Implementación .......................................................................................................... 33 
5.2.1 Sensor .................................................................................................................. 33 
5.2.2 Raspberry Pi Central ............................................................................................ 34 
5.2.2.1 MQTT ............................................................................................................... 34 
5.2.2.2 Base de datos .................................................................................................. 34 
5.2.2.3 API ................................................................................................................... 35 
5.2.2.3.1 Límites y localización ................................................................................. 37 
5.2.2.3.2 Datos históricos ......................................................................................... 37 
5.2.2.3.3 Nuevos sensores ....................................................................................... 38 
5.2.3 Interfaz de usuario .............................................................................................. 38 
5.2.3.1 Configuración .................................................................................................. 41 
5.2.3.2 Datos en tiempo real ....................................................................................... 45 
5.2.3.3 Datos históricos ............................................................................................... 49 
5.2.3.4 Nuevos Sensores ............................................................................................. 55 
6 Conclusión, obstáculos y líneas futuras .............................................................................. 58 
6.1 Conclusión: .................................................................................................................. 58 
6.2 Obstáculos encontrados durante la implementación del TFG .................................... 58 
6.2.1 Emergencia Sanitaria ........................................................................................... 58 
6.2.2 Barreras de formación ......................................................................................... 58 
6.2.3 Hilos ..................................................................................................................... 58 
6.2.4 Mapas interactivos .............................................................................................. 59 
6.2.4.1 Mapa selector de sensores (Map) ................................................................... 59 
6.2.4.2 Mapa para mostrar el tráfico detectado (MQTT_Map) .................................. 59 
6.2.4.3 Mapa para la creación de nuevos sensores (Gen_Map) ................................. 60 
6.2.5 Glitches visuales .................................................................................................. 61 
8  
 
6.2.6 Problemas de eficiencia ...................................................................................... 61 
6.2.7 Fallos del servidor................................................................................................ 62 
6.3 Líneas Futuras ............................................................................................................. 62 
7 Bibliografía .......................................................................................................................... 63 
8 ANEXO I: Códigos del Proyecto 1 ........................................................................................ 67 
8.1 Conectar ...................................................................................................................... 67 
8.2 Petición ........................................................................................................................ 67 
8.3 Formato Little Endian .................................................................................................. 67 
8.4 Respuesta .................................................................................................................... 68 
8.5 Desconectar ................................................................................................................. 68 
9 ANEXO II: Códigos del Proyecto 2 ....................................................................................... 69 
9.1 API ............................................................................................................................... 69 
9.2 Central_Hub ................................................................................................................ 72 
9.3 Configuración .............................................................................................................. 74 
9.4 Datos en tiempo real ................................................................................................... 77 
9.4.1 Thread_with_exception ....................................................................................... 77 
9.4.2 MQTT_Control ..................................................................................................... 78 
9.4.3 MyMQTT .............................................................................................................. 81 
9.4.4 MQTT_Parser ....................................................................................................... 83 
9.4.5 MQTT_Display ..................................................................................................... 84 
9.4.6 MyTk .................................................................................................................... 86 
9.4.7 MQTT_Map ......................................................................................................... 88 
9.5 Datos históricos ........................................................................................................... 90 
9.5.1 Map ..................................................................................................................... 90 
9.5.2 Control ................................................................................................................. 92 
9.5.3 Display ................................................................................................................. 97 
9.5.4 MyTk .................................................................................................................... 98 
9.5.5 Infract .................................................................................................................. 99 
9.5.6 Graph ................................................................................................................. 101 
9.5.7 Graphs ............................................................................................................... 102 
9.5.8 Flux .................................................................................................................... 105 
9.5.9 Interactive plot .................................................................................................. 108 
9.6 Nuevos Sensores ....................................................................................................... 110 
9.6.1 Gen_Control ...................................................................................................... 110 
9  
 






Durante décadas el estándar de transducción ha sido el empleo de sensores electrónicos los 
cuales estaban seriamente limitados por factores como su tamaño, sensibilidad ante 
interferencias y pérdidas de transmisión. Sin embargo, la aparición de nuevas tecnologías 
como los sensores de fibra óptica nos permiten realizar medidas en entornos que antes nos 
eran inaccesibles.  
Estos nuevos sensores combinados con la accesibilidad de internet nos permiten no sólo 
obtener nueva información acerca del entorno que nos rodea sino acceder a dicha información 
desde cualquier lugar. No obstante, una vez obtenidos dichos datos surge la necesidad de 
poder extraer la información relevante. 
En este documento se describe el desarrollo de dos proyectos dedicados a la recopilación y 
análisis de datos obtenidos de una red de sensores ópticos. La razón por la que este TFG está 
dividido en dos proyectos se debe al cierre del campus universitario causado por la emergencia 
sanitaria por COVID-19 en marzo del 2020. Más detalles en las secciones 4 y 6.2.1 
Ambos sub-proyectos parten del mismo proyecto de monitorización del tráfico basado en 
sensores ópticos. Sin embargo, están destinados a distintos usuarios: 
 El primer proyecto está dirigido al personal del laboratorio de la UPNA. 
 El segundo proyecto está dirigido al personal de gestión de tráfico. 
Esta diferencia de usuarios se refleja en las diferencias entre los dos sistemas desarrollados: 
Proyecto 1: Software basado en MATLAB 
para la toma de datos generados por un 
interrogador Si155. 
Proyecto 2: Interfaz de usuario basada en 
Python para la visualización de datos del 
tráfico. 
Requiere funcionar en la misma red que el 
interrogador. 
No requiere ninguna configuración de la red. 
Basta con ser un usuario aceptado por el 
sistema y tener acceso a internet. 
Asume un nivel de conocimiento por parte 
del usuario. 
No requiere conocimiento en la materia para 
su uso. 
Trabaja con los datos generados 
directamente por el sensor. Es decir, los 
datos de la señal óptica. 
Los datos que recibe el usuario ya han sido 
procesados para extraer la información 
relevante sobre el tráfico detectado. 
Tabla 1: Diferencias entre los dos proyectos. 
En ambos proyectos el objetivo primario es mostrar al destinatario la información obtenida por 
el sensor de manera que se adapte a sus necesidades. 
En el caso del segundo sub-proyecto también existen una serie de objetivos secundarios: 
 Soportar la monitorización de datos correspondientes a eventos pasados. 
 Soportar la monitorización de datos en tiempo real. 
 Permitir al usuario modificar la configuración de la conexión. 
 Permitir al usuario introducir nuevos sensores en el sistema. 
 Aplicar redes de sensores de fibra óptica a tecnologías IoT(Internet of Things)[1] .   
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3 Fundamentos teóricos  
3.1 Fibra óptica 
La fibra óptica es una guía de ondas cilíndrica dieléctrica típicamente fabricadas mediante 
sílice o polímeros. Se emplea para la transmisión de ondas electromagnéticas. 
Consta de dos partes principales: el núcleo (core) y la cubierta (cladding). La fibra también 
posee una tercera sección llamada ‘recubrimiento’ o buffer cuya función es proteger la fibra 
de la humedad y daños físicos.[2] 
 
Figura 1: estructura básica de la fibra óptica[2] 
La cubierta y el núcleo poseen índices de refracción ligeramente distintos. De acuerdo con la 
ley de Snell, si el ángulo de incidencia de la luz al entrar en la fibra es mayor que el ángulo 
crítico se produce una refracción total de la luz en la cubierta (toda la luz revota sobre la 
superficie de la cubierta). De esta forma la luz queda confinada dentro del núcleo y se 
transmite a lo largo del núcleo[3]. 
 
Figura 2: Transmisión de la luz por el interior de la fibra 
óptica[3]. 
 
Figura 3: Transmisión de la luz por el interior de 
una fibra óptica doblada[3]. 
Al aplicarse la teoría de rayos sobre este sistema se describe esta transmisión de pulsos 
ópticos como una serie de rayos o modos de luz que atraviesan la fibra óptica realizando 
reflexiones al incidir sobre la frontera entre el núcleo y la cubierta. Si bien la teoría de rayos 
describe la propagación de la luz a través de la fibra óptica de una forma sencilla permite 
simplificar los cálculos no es la más adecuada. La aplicación de las ecuaciones de Maxwell 
con las condiciones de contorno particulares de cada fibra da lugar a una interpretación 
mucho más correcta. Sin embargo, debido a que este documento sólo busca realizar una 
introducción breve al concepto de la fibra óptica, no se va a entrar en más detalle. 
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Según la cantidad de modos que circulan por una fibra esta puede clasificarse como: 
 Monomodo: si circula un único modo por su interior. 
 Multimodo: si circulan varios modos por su interior. 
 
Figura 4: propagación de rayos por el interior de la fibra óptica: (a) fibra multimodo y (b) fibra monomodo [4]. 
La fibra óptica posee varias características beneficiosas que otros medios tradicionales como 
el cobre no poseen:  
Gran ancho de banda 
Posee un ancho de banda potencial muy superior al 
de sistemas de cables metálicos. 
Bajas perdidas de transmisión 
Se han llegado a fabricar fibras ópticas con pérdidas 
de transmisión tan bajas como 0,15 𝑑𝐵 𝑘𝑚−1 
Poco tamaño y peso 
Posee un diámetro muy reducido y son mucho más 
ligeras que los cables de cobre 
Aislamiento eléctrico 
Al ser fabricadas con plástico o cristal son aislantes 
eléctricos. 
Inmunidad frente a interferencias y 
crosstalk 
Forman una guía de onda dieléctrica por lo que 
están libres de interferencias electromagnéticas e 
interferencias de radiofrecuencia. 
Seguridad de señal 
Al contrario que el cable de cobre, no es posible 
obtener la señal transmitida por la fibra de forma 
no invasiva. 
Robustez y flexibilidad 
Si bien, es necesario el uso de capas de 
recubrimiento para proteger la fibra de la humedad 
y otros daños físicos, la fibra que soporta mucha 
tensión. 
Fiabilidad del sistema. 
Debido a la reducida necesidad de repetidores o 
amplificadores el sistema es mucho más fiable y los 
componentes ópticos suelen tener una esperanza 
de vida de entre 20 y 30 años. 
Bajo coste 
Al ser fabricada con materiales comunes, el precio 
de la fibra óptica es mucho más reducido que el del 
cobre. 
Tabla 2: Ventajas de la fibra óptica[5]. 
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3.2 Sensores de fibra óptica 
Un sensor de fibra óptica es un dispositivo empleado para medir un factor químico, físico o 
biológico. La interacción entre el parámetro a medir con el campo de luz provoca una 
modulación en la atenuación, longitud de onda o fase. Esta modificación puede ser 
detectada, por ejemplo, al interferir la señal óptica recibida con una señal de referencia[6]. 
 
Tabla 3: Tipos de sensores de fibra óptica[7]. 
El reducido tamaño y peso de la fibra óptica combinado con su flexibilidad la convierte en 
una opción ideal para desarrollar sensores que operen en ambientes donde la colocación 
de sensores eléctricos sería complicada [8] . En particular sus características dieléctricas lo 
convierten en una gran alternativa para realizar mediciones en ambientes donde no 
pueden colocarse sensores tradicionales como en estructuras de asfalto [9]. 
Existen múltiples diseños de sensores basados en fibra óptica, pero en este trabajo nos 
vamos a centrar en redes de difracción de Bragg (FBG según sus siglas en inglés). 
3.2.1 Sensores basados en redes de difracción de Bragg  
Este tipo de sensores pueden ser empleados para realizar multitud de funciones actuado 
como reflector, filtro o sensor [10]. Consisten en una fibra óptica cuyo núcleo posee una 
variación periódica del índice de refracción que actúa como un filtro de banda. 
 
Figura 5: Perfil de una red de difracción de Bragg[11]. 
El principio básico de operación empleado en los sistemas de sensores basados en redes 
de difracción de Bragg es la monitorización del cambio en la longitud de onda de la señal 
recibida. De esta manera se pueden monitorizar el parámetro que se está controlando 
(típicamente temperatura o presión). La longitud de onda reflejada (también conocida 
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como longitud de onda de Bragg: 𝜆𝐵𝑟𝑎𝑔𝑔 ) está definida por Ecuación 1 donde ∆ 
representa el periodo del índice de modulación refractivo y 𝑛 es el índice de refracción 
efectivo en el núcleo de la fibra [12]. 
𝜆𝐵𝑟𝑎𝑔𝑔 = 2𝑛∆ Ecuación 1: Longitud de onda de Bragg 
 
El funcionamiento del sensor aparece descrito en la Figura 6. Se conecta una fuente de luz 
espectralmente ancha a la fibra. Al llegar a la red de difracción, parte la componente 
espectral correspondiente con la longitud de onda de Bragg es reflejada por la estructura 
mientras que el resto de las componentes la atraviesan. La presión y la temperatura 
provocan modificaciones en la longitud de onda de Bragg que pueden ser detectadas 
tanto en el espectro reflejado como el transmitido[12]. 
 
Figura 6: Funcionamiento de una sensor basado en red de difracción de Bragg [12]. 
3.2.2 Aplicación de FBG para la monitorización del tráfico. 
En el año 2019 un estudio realizado en la UPNA consiguió demostrar el correcto 
funcionamiento de redes de sensores de fibra óptica instaladas en estructuras de asfalto. 
Esta demostración se realizó mediante la colocación de dos arrays de 10 sensores FBG 
instalados en el asfalto y espaciados entre ellos 50 cm tal como se puede ver en Figura 7 y 
Figura 8. Para garantizar la protección de los sensores y su máxima vida útil estos arrays 
estaban protegidos con una cubierta de fibra de vidrio. 
 
Figura 7: Esquema del sistema de monitorización de 
tráfico [9]. 
 
Figura 8: Fotografía de los sensores instalados 




Los sensores son capaces de detectar cuando pasa un vehículo sobre ellos, tal como se ve 
en Figura 9. En esta gráfica cada pico representa uno de los ejes del motor, de forma que 
en este intervalo de tiempo se han detectado cinco vehículos 
 
Figura 9: Resultados del funcionamiento de un array de sensores[13]. 
Al emplear dos arrays de sensores es posible calcular la velocidad del vehículo analizando 
el retardo entre las dos líneas de sensores separadas 50 cm, tal como se puede apreciar 
en Figura 10. Un detalle importante de dicha figura es la diferencia de amplitud y 
velocidad entre los dos ejes del vehículo. La diferencia de velocidad puede explicarse 
como una desaceleración del vehículo, mientras que la diferencia de amplitud representa 
una diferencia de peso (el primer eje es típicamente donde va el motor y por tanto 
soporta más peso). 
 
Figura 10: Análisis de la detección de un vehículo[13]. 
El empleo de esta estructura de sensores no sólo permite obtener los mismos datos que 
radares de tráfico tradicionales, sino que también permitiría realizar un pesado de los 




3.3 Comunicación a través de internet 
3.3.1 OSI 
OSI (Open System Interconnection) es un modelo de referencia para los protocolos de 
transmisión de red reconocido en 1978 por ISO (International Organization for 
Standardization).  
Este modelo divide el protocolo en una serie de capas, las cuales podemos definir como 
una colección de subsistemas del mismo rango. Estas capas están organizadas de tal manera 
que cada capa da valores extra a las capas inferiores, mientras que las capas inferiores son 
capaces de funcionar de forma independiente a las superiores [14]. 
 
Figura 11: Modelo OSI[15]. 
3.3.2 TCP/IP 
Antes de la aparición de internet, los ordenadores funcionaban de forma independiente 
unos de otros y sólo podían comunicarse si tenían el mismo hardware y sistema operativo. No 
fue hasta la década de 1960 que se empezó a desarrollar un sistema de comunicación entre 
ordenadores de diferentes características. El resultado fue el protocolo TCP/IP (Transmission 
Control Protocol/Internet Protocol) el cual se sigue usando a día de hoy[16]. 
TCP/IP posee varios componentes: 
 
Figura 12: Familias de protocolos de Internet[17]. 
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Existen multitud de protocolos que permiten realizar una conexión TCP/IP, aquí se 
explicarán sólo los empleados en este proyecto: 
HTTP 
El protocolo de aplicación se encarga de garantizar la comunicación entre 
cliente y servidor 
TCP El protocolo de transporte se encarga del control de flujo de paquetes. 
IP El protocolo de red se encarga del enrutamiento del mensaje. 
Ethernet Interfaz de la red estándar de redes de área local. 
Tabla 4: Componentes de TCP/IP. 
Dentro de una comunicación a través de internet existen dos roles: cliente y servidor. El 
cliente es aquel que inicia la conexión y solicita un recurso, mientras que el servidor es el que 
proporciona dicho recurso. 
3.3.2.1 HTML 
HTML (Hypertext Transfer Protocol) es el protocolo de comunicación por internet más 
empleado hoy en día. Su funcionamiento se describe en Figura 13. 
 
Figura 13: Funcionamiento de HTML[16]. 
3.3.3 Web Service 
Un Web Service, es un sistema de software diseñado para soportar interacciones entre 
máquinas a través de la red. Al contrario que las páginas web tradicionales, no está diseñado 
para ser comprendido por humanos sino por máquinas [18]. 
Existen varias arquitecturas de comunicación entre maquinas. Sin embargo, hoy en día las 





REST (Representational State Transfer) es un estilo de arquitectura software empleado 
en la creación de Web Services. Esta arquitectura emplea las funciones ya definidas dentro del 
protocolo HTML para realizar peticiones (más información en Tabla 14 ). En práctica, esto 
significa que las variables son enviadas como parte del URL[19]. 
 
Figura 14: URL enviadas a una API con arquitectura REST [19]. 
3.3.3.2  SOAP 
SOAP (Simple Object Access Protocol) es un protocolo de comunicación empleado en 
Web Service. La comunicación se realiza a través de documentos XML (ejemplo en Figura 15). 
Esta estructura permite enviar variables de tipo complejo.  
 
Figura 15: Ejemplo de un mensaje XML creado con SOAP. 
Para ver una comparativa de las propiedades de SOAP y REST ver Tabla 10. 
3.3.4 Bases de datos 
Una base de datos es una colección de datos. Se consideran ‘datos’ a aquellos hechos 
relacionados que se pueden grabar y tienen significado implícito. Por definición una base 
de datos debe tener tres características:  
 Representa algún aspecto del mundo real. 
 Debe ser una colección de datos lógicamente coherente con algún tipo de 
significado inherente.  
 Se diseña, construye y rellena para un propósito específico[20]. 
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Un software DBMS (Database Manager System) es una colección de programas que 
permiten al usuario crear y mantener una base de datos[20]. 
 
Figura 16: Entorno de una base de datos simplificado [20]. 
Existen múltiples tipos de bases de datos, pero todas las empleadas en este trabajo 
pueden clasificarse como bases de datos relacionales. Una base de datos es aquella en la 
cada fila representa una colección de datos relacionados[21]. 
3.3.4.1 SQL 
SQL (Structured Query Language) es un lenguaje de base de datos global que permite 
la creación, consulta y modificación de bases de datos mediante el uso de peticiones o queries. 
SQL puede considerarse uno de los principales motivos detrás del éxito de las bases de datos 
relacionales. Es un lenguaje claro e intuitivo que permite trabajar con bases de datos de forma 
sencilla e incluso establecer restricciones dentro de la propia base de datos [22]. 
3.3.5 API 
API (Application Programming Interface). En Web Services se define un API como una 
interfaz de programación qué define como se comunican dos aplicaciones[23]. En otras 
palabras, se encarga de procesar las peticiones de los clientes y de hacer de intermediario 





4 Sub-Proyecto 1: Sistema de control y adquisición de datos a 
alta velocidad para interrogadores de FBGs modelo si155 de 
Micron Optics 
Este desarrollo de este proyecto estaba planeado en dos fases: 
1. Fase de programación: Desarrollo en MATLAB de un software para el interrogador 
si155 de redes de difracción Bragg en fibra. 
2. Fase experimental: Realización de una serie de mediciones sobre unos sensores 
basados en FBG. 
Debido a la orden de confinamiento causada por la emergencia sanitaria por COVID-19 en 
marzo del 2020 el acceso a los laboratorios de la UPNA fue bloqueado. Este proyecto tuvo que 
ser interrumpido antes de ser completado debido a la incompatibilidad de escritorio remoto y 
el acceso a la red del sensor. 
4.1 Fase de programación 
4.1.1 Consideraciones previas 
El interrogador es el modelo si155 de Micron Optics.  
 
Figura 17: Interrogador si155 
Este modelo tiene una serie de características: 
si Sensing Instrument  
Serie 1xx 
 
4 canales paralelos. 
Interrogador de tamaño pequeño. 
Capaz de operar sin un ventilador. 
Núcleo x55 Un láser sintonizable estrecho capaz de escanear un ancho de banda entre 
1460-1620 nm a una velocidad máxima de 1 kHz con un nivel de ruido y 
jitter bajos. 
Tabla 5: Características del interrogador si155[24]. 
 
Figura 18: Características del láser del interrogador[24]. 
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Si155 tiene dos sistemas de adquisición de datos: 
 Detección de picos: El interrogador posee un algoritmo interno que permite 
detectar picos en el espectro de la señal. La Velocidad máxima alcanzable de este 
modo es 1Khz 
 Espectro total: Esta función transmite el espectro completo de forma continua. La 
máxima alcanzable en este modo 10 Hz. 
Si155 soporta comunicación a través del protocolo TCP/IP en los puertos 51971, 51972, 
51973 y 51974. El puerto 51971 está dedicado a una comunicación basado en comandos y 
respuestas mientras que el resto están dedicados a la obtención de datos por flujo. En 
concreto el puerto 51974 está dedicado a la transmisión del espectro completo mientras que 
el 51972 transmite los picos detectados por el sistema[24].  
El lenguaje escogido para el desarrollo del software ha sido MATLAB ya que se trata de 
una herramienta de software matemático que cuenta con su propio entorno de desarrollo 
integrado, así como funciones integradas para la representación de datos, funciones, matrices, 
etc.  
4.1.2 Implementación 
El interrogador Si155 soporta dos sistemas de comunicación: 
 Comunicación petición-respuesta 
 Comunicación por flujo de datos 
Con el fin de permitir una comunicación con si155 mediante ambos sistemas han 
desarrollado una serie de funciones en MATLAB:  
Conn Abrir una conexión con el interrogador. 
Disc Cerrar una conexión con el interrogador. 
LilEndian Pasar una cadena de bytes a formato Little Endian. 
Peticion1 Genera peticiones a partir del comando y los argumentos y la envía al 
interrogador. 
Response Almacena la respuesta enviada por el interrogador. 
Tabla 6: Funciones desarrolladlas para la comunicación con SI155. 
4.1.2.1 Establecer conexión 
Si155 implementa el protocolo TCP/IP, por lo que para establecer una conexión con el 
interrogador es necesario crear un objeto de la clase TCPIP (parte de la librería básica de 
MATLAB) [25]. Para crear este objeto necesitamos conocer una serie de parámetros:  
 La IP del interrogador: el manual del interrogador especifica que para conectar el 
ordenador con el interrogador es necesario conectarse a la IP 10.0.0.121 con la 
máscara 255.255.255.0[24]. 
 El puerto al que conectarse: dependiendo del tipo de datos se deseen obtener, 
será el 51974, el 51973, el 51972, o el 51971. 
                                                          
1
 No lleva tilde para evitar problemas con MATLAB 
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 El rol del objeto en la conexión: tanto para comunicación por flujo de datos como 
petición-respuesta debemos fijar el rol de la conexión como cliente (Network 
client). 
 El tamaño del buffer: El tamaño máximo posible son 2 GB, el tamaño 
recomendado es 32768. 
Para ello hemos definido la función ‘conn’, que recibe por inyección la id del 
interrogador y el puerto al que se desea conectarse. Conn crea un objeto con estas 
características e inmediatamente lo usa para abrir una conexión con el interrogador. 
 
Figura 19: Diagrama de flujo de la conexión con el interrogador. 
4.1.2.2 Comunicación por petición-respuesta. 
Uno de los métodos de comunicación aceptados por el interrogador es un sistema de 
peticiones y respuestas intercambiadas entre el interrogador y el cliente: 
 




Figura 21: Diagrama de flujo de una comunicación petición-respuesta con el interrogador. 
4.1.2.2.1 Formato 
El interrogador acepta sólo peticiones codificadas mediante little endian (formato 
que ordena los bytes de menos significativo a más significativo[26]). Sin embargo, MATLAB 
trabaja con big endian por lo que antes de realizar una petición es necesario modificar el 
formato: 
 





El interrogador acepta una serie de comandos (más detalle en el manual) a los que se 
pueden añadir argumentos. Algunos ejemplos de comandos son: 
Comando Argumentos Respuesta 
#Help Grupo específico de 
comandos (opcional) 
Lista de todos los comandos 
disponibles. Se puede limitar la 
lista a un subgrupo de comandos 
específicos. 
#GetSerialNumber  Número de serie del instrumento. 
#GetInstrumentName  Nombre asignado al instrumento 
(máximo 20 caracteres). 
#SetInstrumentName Nombre asignado. Asigna un nombre al instrumento. 
#IsReady  Si el instrumento es capaz de 
transmitir datos. 
#Reboot  Reiniciar el interrogador. 
#GetUserData Número de la localización Obtener los datos de usuario en 
una localización especifica 
#SetUserData Número de la localización y 
los datos de usuario 
Establecer los datos de usuario en 
una localización especifica 
#GetPeakOffsets Número del canal Offset de los picos de un canal 
especifico 
#ClearPeakOffsets Número del canal Eliminar el offset de los picos de un 
canal especifico 
#GetPeaks  Picos y valles detectados por el 
instrumento 
#GetSpectrum Número de canal (opcional) Espectro completo de un canal 
especifico o si no hay argumentos 
de todos los canales  
#GetAvaliableLaserScanS
peeds 
 Velocidades de escaneo soportadas 
por el instrumento 
#GetActiveNetworkSettin
gs 
 Configuración de la red actual 
Tabla 7: Ejemplos de comandos aceptados por el interrogador 
Para solicitar un comando al interrogador es necesario crear una petición con una 
estructura determinada: 
 
Figura 23: estructura de las peticiones aceptadas por el interrogador[24]. 
Es decir, que las peticiones tienen un tamaño de 8 + Nc + Na bytes (siendo Nc y Na el 
número de bytes que ocupan el comando y los argumentos respectivamente).  
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Se ha desarrollado una función llamada ‘peticion’2 capaz de generar una petición con 
la estructura correcta y enviarla a partir del comando, los argumentos, y el objeto TCPIP: 
 
Figura 24: Diagrama de flujo de la generación y envío de una petición. 
4.1.2.2.3  Respuesta 
Debido a la multitud de comandos existentes la respuesta puede tener distinta 
longitud. Sin embargo, siempre tendrán la misma estructura de cabecera: 
 
Figura 25: Estructura de la cabecera de las respuestas del interrogador[24]. 
Gracias a esta estructura de cabecera es posible conocer la longitud de los datos 
enviados por el interrogador lo que facilita la lectura de la respuesta. 
                                                          
2




Figura 26: Diagrama de flujo de la lectura de una respuesta 
4.1.2.3 Comunicación por flujo de datos 
El interrogador ofrece una segunda opción de comunicación: por flujo de datos. El 
sistema está programado de tal manera que ciertos puertos están constantemente 
transmitiendo datos sin necesidad de lanzar un comando. 
Puerto Datos Comando equivalente 
51972 Picos detectados por el sistema #GetPeaks 
51973 Espectro completo #GetSpectrum 
51974 Datos del sensor #GetSensorData 
Tabla 8: Puertos y opciones de flujo de datos en el interrogador. 
 Al omitir la necesidad de realizar una petición para obtener una traza de datos 
logramos reducir el tráfico en la red y aumentamos la velocidad de obtención de datos. 
Al ser equivalentes con su respectivo comando la función creada para la lectura de 
datos es la misma que la empleada en la lectura de respuestas de la sección anterior. Sin 





Figura 27: Diagrama de flujo de una comunicación por flujo de datos con el interrogador. 
4.1.2.4 Desactivar conexión 
Para desactivar la conexión sólo es necesario cerrar el socket de la comunicación y 
eliminar el objeto TCPIP que lo representa. 
 
Figura 28: Diagrama de flujo de la desactivación de la conexión con el interrogador. 
4.2 Fase experimental 




5 Sub-Proyecto 2: Desarrollo de un sistema para el acceso a 
datos generados por una serie de sensores de monitorización del 
tráfico 
El objetivo de este proyecto es permitir al usuario acceder a los datos generados por una serie 
de sensores basados en redes de difracción de Bragg (FBG, según sus siglas en inglés) 
colocados bajo el asfalto y conectados con una Raspberry Pi capaz de procesar los datos del 
sensor con el fin de detectar cuando pasa un vehículo, a qué velocidad, qué aceleración y el 
tipo de vehículo.  
Una Raspberry Pi es un ordenador de placa reducida (una computadora completa en un solo 
circuito) de bajo coste. Una de las principales ventajas de este sistema es capacidad de 
expansión y adaptabilidad. Aparte de conectores estándar como USB, HDMI y ranuras SD, 
Raspberry Pi también incluye un circuito GPiO (general-purpose input/ output). Esta 
característica permite que la Raspberry pueda conectarse con multitud de circuitos, desde 
circuitos sencillos hasta sensores y equipamiento de laboratorio[27].  
5.1 Estructura básica del sistema 
El usuario debe ser capaz de acceder a los datos según se vayan generando, así como a los 
datos de eventos pasados. Para conseguir esto, se ha desarrollado un sistema formado por 
tres elementos básicos: 
 Los sensores que generan los datos. En la versión actual del proyecto el usuario 
tiene acceso a los datos generados por 4 sensores: Avenida Cataluña 1(AvCat1), 
Avenida Cataluña 2 (AvCat2), Avenida de Sancho el Fuerte (AvSancho) y Bajada de 
Labrit (Labrit); de los cuales sólo AvCat1 corresponde a un sensor real, el resto son 
datos generados por un software. En este caso, los sensores disponen de un módulo 
de comunicaciones basado en una Raspberry Pi. 
  Una Raspberry Pi central que realiza los roles de servidor, broker, simulador y base 
de datos. 
 Una interfaz de usuario que permite acceder a los datos de forma sencilla e 
intuitiva. 
 
Figura 29: Estructura básica del sistema. 
5.1.1  Consideraciones previas 
El objetivo es crear una plataforma que permita al usuario pueda acceder a los datos de 
forma sencilla e intuitiva. Existen dos tipos de datos a los que acceder: 




 Datos en tiempo real: el usuario debe ser capaz de ver los eventos de tráfico 
según se van generando en tiempo real por el sensor. 
Para lograr estos objetivos debemos diseñar un sistema en el que el usuario sea capaz de 
comunicarse con un servidor para solicitar datos históricos y comunicarse con los sensores 
para obtener los datos en tiempo real. Debido a que el usuario no puede comunicarse 
directamente con el servidor es necesaria la implementación de una interfaz que sea intuitiva y 
sencilla de manejar. 
 
Figura 30: Diagrama básico del flujo de datos del sistema 
5.1.1.1 Interfaz de Usuario 
A la hora de implementar la interfaz de usuario existen varias opciones a considerar: 
 Una página web 
o Ventajas: 
 Accesible desde cualquier lugar. 
 Sin necesidad de instalación. 
 Experiencia en el diseño de páginas web. 
o Desventajas: 
 Si realizamos el procesado de datos en el lado del servidor esto 
supone una mayor carga de programación en los servidores lo que 
puede causar problemas si un gran número de usuarios intenta 
acceder simultáneamente. 
 Si realizamos el procesado de datos en el lado del cliente esto haría 
que el código de procesado de datos fuera accesible desde el 
cliente. 
 Para asegurar la mejor experiencia sería necesario diseñar la página 
de tal manera que se adapte a distintos dispositivos: móvil, tablet, 
ordenador, etc. 
 Una aplicación móvil: 
o Ventajas: 
 Accesible desde cualquier lugar. 
o Desventajas:  
 Poca experiencia en el diseño de aplicaciones móvil. 
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 Los sistemas operativos tienen su propio lenguaje, por lo que una 
aplicación programada en Android no sería compatible con un 
dispositivo Apple. 
 Dependiendo de la versión del sistema operativo es posible que 
algunas funciones del programa no funcionen correctamente. 
 Un programa de ordenador: 
o Ventajas: 
 Al realizar el procesado de los datos en el lado del cliente se 
requiere poco ancho de banda para funcionar. 
 Experiencia en programación orientada a objetos. 
o Desventajas: 
 Necesidad de instalación. 
Tras considerar las distintas ventajas y desventajas de cada posible solución el sistema 
escogido ha sido el realizar un programa  
Una vez escogido el tipo de interfaz, debemos considerar el lenguaje de programación 
con el que la vamos a implementar. En este caso el lenguaje escogido es Python.  
Python es un lenguaje de programación orientado a objetos de código abierto y 
lenguaje de alto nivel fuertemente tipado con tipado dinámico. Es multiplataforma y 
versátil[28]. 
 Es versátil-> puede emplearse para desarrollar aplicaciones web, aplicaciones 
de servidor, aplicación de escritorio. 
 Es multiplataforma-> es posible ejecutar un programa creado en Python en 
diferentes sistemas operativos 
 Lenguaje de alto nivel->La gramática del código se asemeja más a un lenguaje 
natural que al lenguaje máquina. Su gramática es muy sencilla y legible ya que 
prescinde de poner puntos y comas al final de cada línea, etc. 
 Lenguaje orientado a objetos-> no se definen funciones ni lógica sino clases. 
Una clase es una entidad definida por sus características y las funciones que es 
capaz de realizar, objeto es una instancia de una clase. Citando python crash 
course: 
“In object-oriented programming you write classes that represent real-world 
things and situations, and you create objects based on these classes. When you 
write a class, you define the general behavior that a whole category of objects 
can have.”[29]  
“En programación orientada a objetos se escriben clases que representan 
situaciones y cosa reales y se crean objetos basados en dichas clases. Al escribir 
una clase, se define el comportamiento general que puede poseer toda una 
categoría de objetos” 
Por ejemplo: a la hora de definir la clase semáforo sus atributos serían sus tres 
luces y sus funciones serían apagar y encender cada una de ellas. La clase 
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semáforo sería el diseño de un semáforo, mientras que un objeto de la clase 
semáforo será un semáforo individual. 
 Soporta herencia múltiple-> que una clase puede definirse como subclase de 
otras, lo que implica que tendrá los mismos atributos y funciones 
automáticamente sin que haga falta definirlas. 
Python es el lenguaje escogido porque es un lenguaje orientado a objetos que es con 
lo que tengo más experiencia trabajando y posee multitud de librerías de código abierto que 
contienen clases especializadas en distintas funciones incluyendo una para MQTT[30]. 
Lista de módulos a emplear: 
tkinter Módulo gráfico de la interfaz. Pertenece a la librería estándar de 
Python. Es compatible con la mayoría de sistemas Unix y 
Windows[31]. Python posee multitud de librerías para generar 
interfaces gráficas. Tkinter ha sido seleccionada debido a que es 
compatible con pandastable [32] y matplotlib [33].  
paho Módulo dedicado a la comunicación con un sistema MQTT[30]. 
pandas Módulo que incluye estructuras de datos similares a las bases de 
datos de SQL [34][35]. 
pandastable Módulo que incluye elementos gráficos capaces de representar 
estructuras de datos de pandas[32]. 
queue Módulo que implementa colas de mensajes, es parte de la librería 
estándar de Python[36]. 
Flask Módulo que contiene un framework para trabajar con páginas web. 
Ha sido escogido por su sencillez y minimalismo [37]. 




Módulo que permite a programas de Python acceder a bases de datos 
MySQL de acuerdo con PEP 249 - Python Database API 
Specification[39][40]. 
matplotlib Módulo dedicado a la visualización de datos a través de gráficos. 
Posee multitud de gráficos y una documentación extensa y 
detallada.[41]  
tkcalendar Modulo que contiene las clases DateEntry y Calendar. Es compatible 
con tkinter [42].  
json Módulo que contiene un codificador y decodificador de json. Forma 
parte de la librería estándar de Python [43]. 
Tabla 9: Lista de módulos a emplear 
5.1.1.2 Datos en tiempo real 
Los datos que se almacenan en el servidor son los generados por el sensor, por lo que 
es necesario que tanto el usuario como el servidor puedan comunicarse con el sensor 
simultáneamente. Para esto el estándar de comunicación escogido para la comunicación en 
tiempo real es MQTT. 
MQTT: es un protocolo OSIS de transmisión de mensajes para IoT –Internet of Things-. 
Ha sido diseñado para ser un sistema de publicación/subscrición de mensajes que permita 
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interconectar sistemas remotos empleando el mínimo coste computacional y el menor ancho 
de banda [44]. 
En este protocolo existen 2 tipos de entidades: brokers y clientes. Los mensajes que 
circulan por el sistema tienen una etiqueta llamada ‘topic’. Los clientes son aquellos elementos 
de la red que publican y reciben mensajes mientras que el broker es responsable de 
retransmitir cada mensaje a todos los clientes que estén subscritos a su ‘topic’. Los brokers 
están permanentemente conectados al sistema mientras que los clientes pueden conectarse y 
desconectarse siempre y cuando sean usuarios autorizados [45] . 
 
Figura 31: Funcionamiento del protocolo MQTT[44] 
Este protocolo ha sido seleccionado porque requiere pocos recursos computacionales 
(compatible con microcontroladores) y emplea poco ancho de banda. Además permite cifrar 
mensajes y autentificar usuarios [44] .Existe una librería de Python especializada llamada 
‘paho’ [30]. 
5.1.1.3 Datos históricos 
Para la obtención de datos históricos la solución más simple es la creación de un API 
(Application Programming Interface) con la que el cliente pueda comunicarse y solicitar 
información almacenada en la base de datos del servidor. Un API es un conjunto de acciones 
que nos dan acceso a determinadas tareas de un software, es una forma de dar acceso a una 
aplicación a un usuario externo, donde dicho usuario solo puede usar y ejecutar ciertas 
funciones [46]. 
A la hora de definir la estructura de comunicación de la api hay dos arquitecturas 
principales a considerar: SOAP y REST 
SOAP REST 
Las cabeceras requieren más ancho de 
banda (entre el doble y el triple que 
REST). 
Las cabeceras ocupan poco ancho de 
banda. 
Permite mandar variables del tipo 
complejo. 
No admite variables tipo complejo. 
Es propio formato comprueba que las 
variables sean del tipo correcto. 
La comprobación del tipo puede 
realizarse en el servidor. 
Hoy en día se usa poco. Es un sistema muy usado [47]. 
Compatible con Python. Compatible con Python. 
Las respuestas tienen una estructura 
compleja y a veces pueden enviar más 
información de la necesaria [48]. 
Las respuestas tienen una estructura 
simple. 
Tabla 10: Comparación entre REST y SOAP 
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Vamos a emplear REST porque ocupa menos ancho de banda, su estructura es más 
simple, es el sistema más comúnmente empleado, es compatible con Python y la diferencia en 
seguridad con SOAP es fácilmente compensada en el servidor. 
El API se programará utilizando Python. El principal motivo detrás de esta decisión es 
coherencia, emplear el mismo lenguaje de programación para todo el sistema. 
5.2 Implementación 
 
Figura 32: Estructura del sistema. 
5.2.1 Sensor 
El sensor actúa como un cliente dentro del protocolo MQTT, publicando mensajes cada 
vez que detecta una incidencia. 
 
Figura 33: Diagrama de flujo del sensor 
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5.2.2 Raspberry Pi Central 
5.2.2.1 MQTT  
Como hemos indicado en la estructura básica del sistema, de los cuatro sensores sólo 
uno corresponde con un sensor real y el resto son simulados por la Raspberry. Es decir, que la 
Raspberry actúa simultáneamente de broker y de cliente. 
 
Figura 34: Diagrama de flujo del broker. 
 
Figura 35: Diagrama de flujo del simulador. 
Dado que solamente el broker necesita comunicarse con el exterior de la Raspberry 
sólo le asignamos un puerto físico al broker. 
Un detalle que destacar es que la simulación de datos utiliza una distribución 
uniforme. 
5.2.2.2 Base de datos 
El servidor posee una base de datos en SQL donde se almacenan los datos del sistema 
mediante una serie de tablas: 
 Tablas de sensor: Cada sensor debe tener asignada una tabla (identificada por 
el nombre de dicho sensor) donde almacenar sus datos. 
Campo Tipo Descripción 
id int(20)  Contiene el código numérico que identifica la 
incidencia. No puede tomar varias veces el mismo 
valor. No puede estar vacío. Si se recibe una 
incidencia sin este campo automáticamente se le 
asigna el número continuo a la última incidencia 
registrada. 
tme Datetime (6)  Objeto de tipo datetime que indica el instante de 
tiempo en el que se detectó la incidencia. 
vel Decimal (7,4) Numero decimal que indica la velocidad del 
vehículo. 




tipo Int (11)  Código numérico que indica el tipo de vehículo. 
Tabla 11: Descripción de las tablas de sensores. 
 Tabla de descripción: Tabla única llamada ‘Limite’ donde se recoge la 
información acerca de la ubicación del sensor y los límites de tráfico admitidos 
en su localización. 
Campo Tipo Descripción 
Id Int(20) Código numérico que identifica al sensor. No 
puede tomar varias veces el mismo valor. No 
puede estar vacío. Si se recibe una incidencia sin 
este campo automáticamente se le asigna el 
número continuo a la última incidencia registrada. 
calle varchar(50) Nombre del sensor .Tiene la característica not null 
(no puede estar vacío). 
vel int(7)  Máxima velocidad admitida en la zona donde se 
localiza el sensor. 
vehículos varchar(50) Cada uno de los códigos numéricos 
correspondientes al tipo de vehículo no permitido 
en la localización de los sensores separados por 
una coma. 
x int(6)  Coordenada x donde se localiza el sensor dentro 
del mapa de la interfaz. 
y int(6)  Coordenada y dentro se localiza el sensor dentro 
del mapa de la interfaz. 
Tabla 12: Descripción de la tabla de descripción. 
5.2.2.3 API 
Todas las funciones del API son realizadas por una misma clase de Python. De esta 
manera, todas las peticiones se escuchan por el mismo puerto de la Raspberry 
independientemente de la función que se solicite. Si en un futuro se desearía modificar esta 
cualidad, en la interfaz sólo sería necesario modificar la configuración de la conexión (más 
detalles en la sección 5.2.3.1). 
Clases de librerías externas: 
Flask Obtenida del módulo flask. Implementa una aplicación WSGI (Web 
Server Gateway Interface)[37]. 
request Obtenida del módulo flask. Permite obtener los argumentos de una 
petición[37]. 
MyEncoder Clase open source. Convierte objetos de clase Decimal y Datetime en 
objetos compatibles con json[49]. 
json Obtenida de la librería estándar de Python. Permite leer y escribir 
objetos de formato json[43]. 
Tabla 13: Clases externas empleadas en el API. 
Este archivo contiene: 
 una clase open source llamada MyEncoder [49] dedicada a hacer que los 





Figura 36: Diagrama de flujo de MyEncoder. 
 una función llamada get_data que recibe la query (petición en SQL) y devuelve 
un objeto json que contiene la respuesta del programa. 
 
Figura 37: Diagrama de flujo de get_data. 
 Un objeto de la clase Flask que implementa una aplicación WSGI (Web Server 




 3 funciones que definen cómo se debe procesar la petición dependiendo del 
directorio al que vayan dirigida. 
Para definir las 4 funciones primero es necesario decidir el método que van a emplear. 
En un API REST existen varios métodos que el usuario puede solicitar. 
GET Obtener un recurso. 
POST Crear nuevos recursos. 
PUT  Actualizar un recurso. Requiere enviar el recurso modificado y el recurso sin 
modificar. 
DELETE Eliminar un recurso. 
PATCH Modificar un recurso. Requiere sólo enviar los cambios que se quieren 
aplicar, no el recurso entero. 
Tabla 14: Métodos de un API REST 
5.2.2.3.1 Límites y localización 
Directorio: http://keltxo.no-ip.org:23040/limites 
El objetivo de esta función es que el usuario pueda solicitar una lista de todos los 
sensores existentes, así como su localización en el mapa y sus límites en cuanto a velocidad y 
tipos de vehículo. Recibe como parámetro obligatorio el nombre del sensor y como opcionales 
el inicio y final de un intervalo de tiempo. Devuelve los datos correspondientes como un 
objeto json. Para ello empleamos el método GET. 
 
Figura 38: Diagrama de flujo de la función de límites y localización. 
5.2.2.3.2 Datos históricos 
Directorio: http://keltxo.no-ip.org:23040/ 
El objetivo de esta función es que el usuario pueda solicitar un listado de las 
incidencias detectadas en un sensor durante un intervalo de tiempo específico. Para ello 




Figura 39: Diagrama de flujo de obtención de datos históricos. 
5.2.2.3.3 Nuevos sensores 
Directorio: http://keltxo.no-ip.org:23040/new 
El objetivo de esta función es permitir al usuario crear un nuevo sensor en el sistema 
lo que se traduce en crear una nueva tabla dentro de la base de datos correspondiente a dicho 
sensor y añadir una nueva entrada a la tabla de límites. Para ello empleamos el método POST. 
 
Figura 40: Diagrama de flujo para crear nuevos sensores. 
5.2.3 Interfaz de usuario 
La interfaz debe ser capaz de realizar 4 funciones: 
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 Configurar: modificar la configuración de la conexión con el resto del sistema. 
 Datos históricos: solicitar y visualizar datos históricos. 
 MQTT: Activar y desactivar la obtención de datos en tiempo real y visualizarlos. 
 Generar nuevos sensores: solicitar la creación de un nuevo sensor junto con su 
base de datos. 
Se ha diseñado el programa de tal manera que cada una de las cuatro funciones se realice 
en una pestaña distinta dentro de una misma ventana.  
 
Figura 41: Captura del programa. 
A nivel de programación es posible realizar las 4 funciones mediante una misma clase. Sin 
embargo, se ha decidido emplear 4 clases distintas con el fin de hacer que estas funcionen de 
la forma más independiente posible, así como facilitar tanto la lectura del código y el añadido 
de funcionalidades de cara al futuro. 
Hay una clase central que tendrá como atributos un objeto de cada una de estas clases y 
que recibe el nombre “Central_Hub”. Para su creación necesitamos emplear varias clases 
procedentes de librerías externas: 
Frame Obtenida de tkinter. Representa un espacio rectangular dentro de la 
ventana de la interfaz. 
messagebox Obtenida de tkinter. Esta clase proporciona una serie de modelos de 
ventanas para mostrar mensajes a los usuarios. Lo usamos para avisar 
al usuario de que se ha producido un error.  
Notebook Obtenida de tkinter. Permite generar un espacio dentro de un Frame 
donde se pueden añadir objetos Frame como pestañas. 
Tabla 15: Clases de librerías externas usadas en Central_Hub. 
Central_Hub es una clase que representa un Frame (un espacio rectangular dentro de la 
ventana de la interfaz) sobre el cual colocaremos las pestañas correspondientes a cada uno de 




Figura 42: Diagrama de clases de Central_Hub.  
El objetivo de Central_Hub es simplemente hacer de contenedor de los cuatro objetos y 
probar la conexión con el servidor. De los 4 objetos, el único que no necesita una conexión 
para funcionar es la clase ‘Config’ por lo que no tendría sentido iniciar los tres objetos 
restantes sin haber comprobado la conexión antes. 
 
Figura 43: Diagrama de flujo del constructor de Central_Hub. 
La prueba de la conexión se hace intentando obtener los datos de los límites y localización 
de cada sensor del servidor. Al obtener los límites y la localización se los pasamos a las 
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secciones del programa que las necesitan (datos en tiempo real y datos históricos) de esta 
manera evitamos tener que solicitarlos múltiples veces. 
 
Figura 44: Diagrama de flujo de la prueba de conexión de Central_Hub. 
5.2.3.1 Configuración 
Clases de librerías externas empleadas: 
Button Obtenida de tkinter. Genera un botón interactivo [31]. 
entry Obtenida de tkinter. Genera un espacio donde el usuario puede 
escribir[31]. 
Frame Obtenida de tkinter. Representa un espacio rectangular dentro de la 
ventana de la interfaz[31]. 
json Obtenida del módulo json. Permite leer y escribir objetos de formato 
json [43]. 
messagebox Obtenida de tkinter. Esta clase proporciona una serie de modelos de 
ventanas para mostrar mensajes a los usuarios. Lo usamos para avisar 
al usuario de que se ha producido un error[31].  
Tabla 16: Clases de librerías externas usadas para la configuración. 
Clases creadas para esta sección: 
Config Permite leer y editar un archivo de extensión ‘.json’ donde se 
almacenan los detalles de la conexión con el servidor y el broker. 
Tabla 17: Clases creadas para la configuración. 
Para que el usuario sea capaz de modificar los parámetros de conexión y que dichas 
modificaciones se almacenen para la siguiente vez que se abra el programa lo mejor es 
almacenar dichos parámetros en un archivo y modificar dicho archivo. Para realizar esta 




Figura 45: Diagrama de clases para la configuración del cliente. 
El archivo donde se almacena los parámetros de conexión recibe el nombre 
‘settings.json’. Si bien hubiera sido posible emplear otras extensiones como ‘.txt’, ‘.json’ ha 
sido seleccionada porque es muy similar a la estructura de datos ‘diccionario’ que es típica de 
Python y porque la librería estándar de Python contiene una clase capaz de leer y escribir 
objetos de tipo json. 
Nada más crear un objeto de la clase Config se comprueba que settings.json existe y 
contiene todos los parámetros necesarios.  
 
Figura 46: Diagrama de flujo del constructor de la clase Config. 
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Una vez que se hayan obtenido los parámetros se procede a rellenar la pestaña con 
estos colocados dentro de entries con el fin de que el usuario pueda editarlos. Por último, se 
añaden dos botones a la parte inferior de la ventana: ‘Guardar los cambios’ y ‘Restablecer los 
valores por defecto’.  
 
Figura 47: Diagrama de flujo de la generación de un nuevo Frame en la pestaña de configuración. 
El proceso de colocar el nuevo Frame se hace de esta manera para evitar un efecto de 
parpadeo en la ventana al llamar a la función ‘Restablecer los valores por defecto’. 
 
Figura 48: Pestaña de configuración. 
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Como se puede ver en Figura 48, todas las secciones relacionadas con el API tienen un 
campo de puerto, de dirección y subdirectorio. De esta manera si se realiza alguna 
modificación al API no es necesario modificar el código del programa, sino que el propio 
usuario puede modificar la configuración de la conexión. 
Guardar los cambios edita los contenidos de settings.json de acuerdo con los datos 
introducidos en el programa, pero sólo si todos los parámetros tienen valores aceptables. Una 
vez editado el programa se pide a Central_Hub que pruebe la conexión. Si la conexión falla 
Central_Hub muestra al usuario un mensaje de error. 
 
Figura 49: Diagrama de flujo de la edición de parámetros de configuración. 
Restablecer los valores por defecto, modifica settings.json y vuelve a cargar lo 
contenido en entries para reflejar la modificación. 
 
Figura 50: Diagrama de flujo de restablecer los datos por defecto en configuración. 
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5.2.3.2 Datos en tiempo real 
Clases de librerías externas empleadas: 
annotate Obtenida de matplotlib. Permite realizar anotaciones dentro 
de un gráfico[41]. 
ax Obtenida de matplotlib. Contiene la mayoría de los 
elementos de figure y fija el sistema de coordenadas. Actúa 
de intermediario entre Figure y el gráfico[41].  
Dataframe Obtenida del módulo pandas. Es una estructura de datos 
bidimensional con ejes que se pueden etiquetar. Permite 
realizar operaciones lógicas y aritméticas [35].  
Figure, 
FigureCanvasTkAgg 
Obtenidas de matplotlib. Figure permite definir un espacio 
donde se va a colocar un gráfico, mientras que 
FigureCanvasTkAgg permite colocar Figure dentro del 
entorno definido por tkinter [33]. 
Frame Obtenida de tkinter. Representa un espacio rectangular 
dentro de la ventana de la interfaz[31]. 
imread Obtenida de matplotlib. Permite leer una imagen y colocarla 
en un gráfico[41]. 
messagebox Obtenida de tkinter. Esta clase proporciona una serie de 
modelos de ventanas para mostrar mensajes a los usuarios. 
Lo usamos para avisar al usuario de que se ha producido un 
error[31].  
Queue Obtenida de la librería estándar de Python. Es una cola de 
mensajes que permite comunicarse a dos hilos distintos [36]. 
scatter Obtenida de matplotlib. Permite dibujar un gráfico de puntos 
de acuerdo con los datos que recibe por inyección[41]. 
Table, TableModel Obtenidas del módulo pandastable. Table permite generar un 
elemento grafico capaz de representar un Dataframe como 
una tabla dentro de la interfaz y TableModel permite realizar 
modificaciones a dicho elemento [32]. 
thread_with_exception Clase open source heredera de Thread. Al igual que Thread 
que genera un hilo (un proceso aparte del bucle central del 
programa) sin embargo esta clase incluye la función de parar 
el hilo [50]. 
Tabla 18: Clases de librerías externas empleadas para la obtención de datos en tiempo real. 
Clases creadas para esta sección: 
MQTT_Control Actúa de contenedor de MQTT_Display y de los controles del 
usuario dentro de la ventana. 
MQTT_Display Actúa de contenedor de MQTT_Map y de MyTk. 
MQTT_Map Clase dedicada a representar en un mapa los sensores del 
sistema y los últimos datos recibidos de los mismos. 
MyTk Clase dedicada a mostrar los contenidos de un Dataframe por 
pantalla. Hace que los datos sean descargables en formato 
CVS. Incluye la capacidad de hacer scroll. 
MyMQTT Clase dedicada a la comunicación con el broker. 
MQTT_Parser Clase dedicada a poner los mensajes recibidos en el formato 
correcto. 
Tabla 19: Clases creadas para este proyecto para la obtención de datos en tiempo real. 
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El objetivo de esta sección es darle al usuario la capacidad de activar y detener la 
obtención de datos en tiempo real, así como mostrar los datos obtenidos. 
 
Figura 51: Diagrama de clases para la obtención de datos en tiempo real. 
 
Figura 52: Pestaña de datos obtenidos en tiempo real. 
Podemos dividir el conjunto de clases empleadas para esta función en tres secciones: 
lógica (azul en Figura 51), control (morado en Figura 51) y display (rosa en Figura 51). Lógica es 
el conjunto de clases que se encargan de la comunicación con el broker y del procesado de los 
mensajes. Display se encarga de mostrar en pantalla los datos recibidos. Control se encarga de 
procesar las interacciones del usuario y de hacer de puente entre las secciones de display y 
lógica. 
Control se encarga de activar y desactivar la conexión con el broker de acuerdo a lo 
que indique el usuario. Esto lo hace activando y desactivando el objeto de la clase 
thread_with_exception, que se encarga de ejecutar el bucle de MyMQTT de conectarse al 
sistema y recibir mensajes. El motivo por el cual debemos emplear un hilo externo en lugar de 
usar el hilo principal del programa para conectarnos y recibir mensajes de MQTT es porque 
ambas acciones (administrar la ventana del programa y escuchar la conexión MQTT) son dos 





Figura 53: Diagrama de flujo de la activación de MQTT. 
 
Figura 54: Diagrama de flujo de la desactivación de MQTT. 
La sección de lógica engloba todo el proceso de escucha y procesado de mensajes. Esta 
sección es controlada por el objeto thread_with_exception. El procesado de mensajes se lleva 
a cabo por el objeto MQTT_Parser que se encarga de convertir el mensaje de texto recibido 
por MyMQTT en un objeto de tipo diccionario que contiene los datos necesarios para 
actualizar la sección de display. 
Figura 55: Ejemplo del funcionamiento de MQTT_Parser 
Sin embargo, no podemos hacer que el hilo de lógica llame directamente a las 
funciones de los objetos de display porque esto haría que el programa se quedara bloqueado. 
Para poder hacer que los dos hilos sean capaces comunicarse datos entre ellos necesitamos 




Figura 56: Diagrama de flujo de la obtención de datos en tiempo real 
Cuando control le pasa a display los datos generados por lógica, MQTT_Display se 
encarga de pasar los datos necesarios a MQTT_Map y MyTk para que estas se actualicen. 
Un dato por destacar sobre esta sección es MQTT_Map. Si bien es cierto que Python 
tiene librerías que permiten generar mapas interactivos (por ejemplo, folium), ninguna de 
estas es compatible con tkinter. Debido a esta limitación, MQTT_Map en realidad no es un 
mapa, sino un gráfico con una imagen del mapa de pamplona de fondo del cual modificamos 
ciertos parámetros con cada orden de actualizar display. 
 
Figura 57: Diagrama de flujo de la actualización de 
display. 
 





5.2.3.3 Datos históricos 
Clases de librerías externas empleadas: 
annotate Obtenida de matplotlib. Permite realizar anotaciones dentro de 
un gráfico[41]. 
ax Obtenida de matplotlib. Contiene la mayoría de los elementos de 
Figure y fija el sistema de coordenadas. Actúa de intermediario 
entre Figure y el gráfico[41].  
Dataframe Obtenida del módulo pandas. Es una estructura de datos 
bidimensional con ejes que se pueden etiquetar. Permite realizar 
operaciones lógicas y aritméticas [35]. 
DateEntry Obtenida de tkcalendar. Permite escoger una fecha dentro de un 
calendario[42]. 




Obtenidas de matplotlib. Figure permite definir un espacio 
donde se va a colocar un gráfico, mientras que 
FigureCanvasTkAgg permite colocar Figure dentro del entorno 
definido por tkinter [33]. 
Frame Obtenida de tkinter. Representa un espacio rectangular dentro 
de la ventana de la interfaz[31]. 
imread Obtenida de matplotlib. Permite leer una imagen y colocarla en 
un gráfico[41]. 
json Obtenida del módulo json. Permite leer y escribir objetos de 
formato json[43]. 
messagebox Obtenida de tkinter. Esta clase proporciona una serie de modelos 
de ventanas para mostrar mensajes a los usuarios. Lo usamos 
para avisar al usuario de que se ha producido un error[31].  
Notebook Obtenida de tkinter. Permite generar un espacio dentro de un 
Frame donde se pueden añadir objetos Frame como 
pestañas[31]. 
requests Obtenida de requests. Permite comunicarse con http[38]. 
scatter Obtenida de matplotlib. Permite dibujar un gráfico de puntos de 
acuerdo con los datos que recibe por inyección[41]. 
Table, TableModel Obtenidas del módulo pandastable. Table permite generar un 
elemento grafico capaz de representar un Dataframe como una 
tabla dentro de la interfaz y TableModel permite realizar 
modificaciones a dicho elemento [32]. 
Tabla 20: Clases de librerías externas empleadas para obtener datos históricos. 
Clases creadas para esta sección: 
Control Permite al usuario generar peticiones. Genera una pestaña por cada 
sensor seleccionado en Map. 
Display Actúa de contenedor de las clases Graphs, Flux, Infract y MyTk. 
Mostrando cada una como una pestaña. 
Map Mapa interactivo que se usa para seleccionar los sensores a visualizar 
de forma clara e intuitiva. 
Graph Frame con scroll. 
Graphs Heredera de Graph. Permite la visualización de los datos a través de 
una serie de gráficos. 
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Flux Heredera de Graph. Permite la visualización del flujo de tráfico a través 
de una serie de gráficos interactivos. 
Infract Permite visualizar las infracciones 
MyTk Clase dedicada a mostrar los contenidos de un Dataframe por pantalla 
como frame una tabla con los datos según van llegando. Hace que los 
datos sean descargables en formato CVS. Incluye la capacidad de hacer 
scroll. 
Interplot Gráfico interactivo que permite escoger las líneas que son visibles y las 
que no a través de la leyenda 
Tabla 21: Clases creadas para la obtención de datos históricos. 
El objetivo de esta sección es darle al usuario la capacidad de solicitar datos históricos 
a la base de datos, así como de visualizarlos de manera clara e intuitiva.  
Para comprender el funcionamiento del programa es mejor dividirlo en dos partes: 
Obtención de datos (morado en Figura 59) y visualización de datos (rosa en Figura 59). 
 
Figura 59: Diagrama de clases de la obtención de datos históricos. 
 
Obtención de datos es la parte del programa dedicada a la generación de peticiones de 
datos y la obtención de datos. La clase Control es la clase central de esta sección y se encarga 
de actuar como contenedor gráfico, enviar peticiones al API y procesar la respuesta. Para 
permitir al usuario especificar los datos que desea obtener utilizamos dos secciones: 
1. las clases entry y DateEntry para permitir al usuario escoger la hora y fecha 
correspondiente al inicio y final del intervalo a solicitar. 
2. la clase Map para permitir al usuario seleccionar aquellos sensores de los que 




Figura 60: Captura de la pestaña de datos históricos. 
Al igual que MQTT_Map, Map no es un mapa interactivo sino un gráfico un mapa de 
pamplona de fondo. En este caso, cuando el usuario hace click sobre uno de los puntos que 
representa un sensor, se produce y se procesa un evento de click: 
 
Figura 61: Diagrama de flujo del mapa empleado para la obtención de datos históricos. 
Una vez el usuario ha generado la petición, procedemos a transmitirla al api. Si se 
produce un error en la conexión o no existen datos para la petición solicitada se lo indicamos 




Figura 62: Diagrama de flujo de la obtención y visualización de datos históricos. 
Una vez obtenidos estos datos pasamos a la sección de visualización. Dado que esta 
sección ocupa mucho espacio dentro de la ventana, se ha creado el botón ‘Ocultar generador 
de peticiones’. Este botón permite ocultar las partes de la ventana dedicada a generar 
peticiones y volver a hacerlas visibles. 
 





Figura 64: Diagrama de flujo de la ocultación del generado de peticiones de datos históricos. 
 
Figura 65: Pestaña de Datos históricos tras ocultar el generador de peticiones. 
Para tomar la decisión de cuál sería la mejor manera de visualizar los datos históricos 
es necesario tener en cuenta cuáles son las necesidades del cliente. En este caso tenemos dos 
clientes que satisfacer: UPNA y Ayuntamiento de Pamplona. Para conocer las necesidades de 
la UPNA se han empleado varias publicaciones sobre los sensores de tráfico[9][13] .Mientras 




Para visualizar los datos creamos un objeto de la clase display por cada uno de los 
sensores que el usuario haya solicitado. La clase display sirve de contenedor de 4 clases 
diseñadas para la visualización de datos: 
 MyTk: Su objetivo es mostrar los datos solicitados dentro de una tabla y hacer 
que dichos datos sean descargables en formato CVS. 
Ver Figura 65 
 Infract: Contiene dos pestañas cada una de las cuales contiene un objeto MyTk 
que muestran las infracciones de velocidad y las infracciones de tipo de 
vehículo que hay entre los datos obtenidos. 
 
Figura 66: Datos históricos, pestaña de Infracciones. 
 Graphs: clase heredera de Graph. Su objetivo es visualizar una serie de gráficos 
que representan los datos obtenidos: histograma de velocidad, histograma de 
aceleración, un gráfico de barras indicando el número de vehículos de cada 
tipo, un gráfico mostrando cada incidencia mediante su velocidad y el instante 
en el que se produce y un gráfico mostrando cada incidencia mediante su 
aceleración y el instante en el que se produce. Todos estos gráficos son 
descargables. 
 
Figura 67: Datos históricos, pestaña de gráficos. 
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 Flux: clase heredera de Graph. Muestra el flujo de tráfico con una ventana de 8 
horas en varios gráficos interactivos: el flujo total, flujo divido por tipo de 
vehículo, flujo dividido en 4 intervalos de velocidad y flujo divido en 
aceleración y frenado. Estos gráficos son interactivos y permiten al usuario 
seleccionar aquellas líneas de flujo que deseen ocultar o volver a visualizar. 
Todos estos gráficos son descargables y son implementados con Interplot. 
 
Figura 68: Datos históricos, pestaña de flujo de tráfico. 
La clase Graph es un Frame que tiene la capacidad de hacer scroll de manera que si se 
usa de contenedor de objetos que se salen de los límites de la pantalla, el usuario es capaz de 
verlos. El motivo por el cual sólo se implementa para Flux y Graphs es que MyTk posee la 
característica de hacer scroll por defecto debido al uso de la clase Table. 
Por cuestiones de eficiencia, cada vez que el usuario realiza una petición los objetos 
generados por la petición anterior se destruyen. De esta manera se libera espacio dentro de la 
RAM. 
5.2.3.4 Nuevos Sensores 
Clases de librerías externas: 
ax Obtenida de matplotlib. Contiene la mayoría de los elementos de 
Figure y fija el sistema de coordenadas. Actúa de intermediario 
entre Figure y el gráfico[41].  
CheckBar Clase open source. Genera una serie de checkboxes en una única 
fila y devuelve su estado mediante un array[52]. 




Obtenida de matplotlib. Figure permite definir un espacio donde 
se va a colocar un gráfico, mientras que FigureCanvasTkAgg 
permite colocar Figure dentro del entorno definido por tkinter 
[33]. 
Frame Obtenida de tkinter. Representa un espacio rectangular dentro 
de la ventana de la interfaz[31]. 
imread Obtenida de matplotlib. Permite leer una imagen y colocarla en 
un gráfico[41]. 
json Obtenida del módulo json. Permite leer y escribir objetos de 
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formato json [43]. 
requests Obtenida de requests. Permite comunicarse con http[38]. 
Slider Obtenida de matplotlib. Se trata de una barra deslizante que 
representa un punto flotante entre un rango de valores[41].  
Tabla 22: Clases de librerías externas empleadas en la creación de nuevos sensores. 
Clases creadas para esta función: 
Gen_Control Contiene todo lo necesario para permitir al usuario definir el 
nuevo sensor. Se encarga de generar la petición, enviarla al API y 
procesar la respuesta 
Gen_Map Mapa interactivo que permite al usuario definir la localización 
del sensor en el mapa. 
Tabla 23: Clases creadas para la generación de nuevos sensores. 
El objetivo de esta clase es permitir al usuario escoger un punto en el mapa donde 
deseen colocar un nuevo sensor, así como las características de este nuevo sensor y enviar los 
datos al API para realizar las modificaciones adecuadas a la base de datos. 
Para ello, empleamos una serie de elementos: 
 Un objeto de la clase Gen_Map para crear un mapa interactivo en la que el 
usuario puede indicar la posición del sensor haciendo clic sobre él 
 Dos entries donde el usuario puede especificar el nombre y el límite de 
velocidad  
 Un CheckBar donde el usuario puede seleccionar los vehículos que no son 
admisibles en esa localización.  
 Un botón para indicar que se han introducido todos los datos 
 
Figura 69: Pestaña de creación de nuevos sensores. 
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Todos estos elementos están contenidos en un objeto de la clase Gen_Control que, 
además, se encarga de generar la petición, enviarla al API y procesar su respuesta.  
 
Figura 70: Diagrama de flujo de la creación de nuevos sensores. 
Al igual que MQTT_Map y Map en las secciones anteriores, Gen_Map tampoco es un 
mapa interactivo sino un gráfico con un mapa de pamplona de fondo. En este caso, el gráfico 
tiene dos objetos de la clase slider ocultos que usamos para localizar la posición del clic y 
generar un punto en esa posición. 
 
Figura 71: Diagrama de flujo del funcionamiento del mapa para crear nuevos sensores.  
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6 Conclusión, obstáculos y líneas futuras 
6.1 Conclusión: 
En este proyecto se ha demostrado la viabilidad de una interfaz de usuario para el acceso y 
análisis de datos obtenidos de un sensor basado en redes de difracción de Bragg para la 
monitorización del tráfico. 
Se ha resaltado la importancia de la adaptabilidad en proyectos de ingeniería y la capacidad 
de amoldarse a situaciones inesperadas.  
Otro aspecto que estos proyectos han sacado a relucir es la relevancia de las tecnologías de 
largo alcance y del trabajo a distancia. 
 
6.2 Obstáculos encontrados durante la implementación del TFG 
6.2.1 Emergencia Sanitaria 
Para poder conectar el ordenador con el interrogador si155 es necesario conectarlo a la IP 
10.0.0.121 con la máscara 255.255.255.0. [24]. Esto hace que el ordenador no pueda estar 
simultáneamente conectado al internet y al interrogador lo que imposibilita el uso de un 
escritorio remoto. 
La orden de confinamiento de marzo de 2020 y la consecuente pérdida de acceso al 
laboratorio provocó el bloqueo del Proyecto 1. Esta supuso que el TFG quedara bloqueado 
hasta abril del mismo año cuando por fin se inició el desarrollo del proyecto 2. 
6.2.2 Barreras de formación 
El inicio del proyecto no fue rápido y directo ya que requiso el uso de tecnologías que no 
había usado hasta ahora: 
 Acceso a servidores remotos 
 Programación en Python 
 Protocolo SSH 
 Linux 
 Raspberry Pi 
 Protocolo MQTT 
 Empleo de proxy para acceder a los contenidos on-line de la biblioteca 
6.2.3 Hilos 
Durante la implementación del sistema de escucha y visualización de mensajes enviados 







Cosas que se intentaron Problema Solución 
Usar el hilo que maneja la 
escucha de MQTT para 
ordenar a MQTT_Display 
que se actualice llamando a 
su función update. 
Si dos hilos intentan 
modificar el mismo objeto a 
la vez el programa se 
bloquea. 
Implementar una cola de 
mensajes, de forma que la 
actualización la implemente 
el hilo principal cuando este 
reciba un mensaje. 
Ver Figura 56. 
Ordenar a un hilo que se 
pare directamente. 
Al contrario que en java, en 
Python los hilos no tienen 
una función de parada. 
Implementar una clase 
open Source, que hace que 
el hilo se bloquee lanzando 
una excepción. 
Ver Figura 54. 
Una vez parado el hilo 
volver a reanimarlo. 
En Python no se pueden 
reanimar hilos. 
Crear un hilo nuevo cada 
vez que se inicie la escucha 
de MQTT. 
Ver Figura 53. 
Tabla 24: Obstáculos encontrados en la implementación de hilos y su solución. 
6.2.4 Mapas interactivos 
Python posee librerías capaces de implementar mapas interactivos (por ejemplo, folium). 
El plan original era emplear una de estas librerías para los mapas empleados en las pestañas 
de ‘datos históricos’, ‘datos en tiempo real’ y ‘Crear nuevos sensores’. Sin embargo, esto no 
fue posible ya los mapas generados por estas librerías son archivos HTML y tkinter no soporta 
este tipo de archivos. 
Con el fin de solventar este obstáculo, se decidió emplear gráficos generados con la 
librería matplotlib y procesar las interacciones del usuario a través de eventos. Matplotlib fue 
la librería seleccionada ya que, es compatible con tkinter y era la librería programada para usar 
en los gráficos tradicionales del sistema.  
Cada gráfico empleado como mapa posee un sistema de procesado de eventos distinto: 
6.2.4.1 Mapa selector de sensores (Map) 
Evento: Clic sobre uno de los sensores. 
Se detecta sobre qué sensor se ha producido el clic y se modifica su estado (variable 
interna) y su color (para indicar al usuario que su orden ha sido detectada). Más detalles en 
Figura 61. 
6.2.4.2 Mapa para mostrar el tráfico detectado (MQTT_Map) 
Evento: Se recibe un mensaje. 
La clase MQTT_Parser se encarga no sólo de poner el mensaje en el estado adecuado 
para añadirse a la tabla de MyTk si no que también analiza los datos recibidos y determina si se 
ha producido una infracción de velocidad y peso. De ser así se comprueba si las infracciones de 
velocidad entran dentro del margen de error del 15%. Una vez echas estas comprobaciones se 
genera un objeto diccionario donde se indican las conclusiones de dicho análisis. Dicho objeto 
se entrega junto con el mensaje procesado dentro de un segundo diccionario que es el que va 
a parar a la cola de mensajes (ver Figura 55). El diccionario generado por MQTT_Parser es lo 




Figura 72: Diagrama de la transmisión de mensajes de datos en tiempo real. 
6.2.4.3 Mapa para la creación de nuevos sensores (Gen_Map) 
Evento: Clic sobre el mapa en el punto donde se desea colocar un sensor. 
La clase Gen_Map tiene dos Sliders (clase propia de Matplotlib que permite escoger un 
valor dentro de un rango) ocultos que cubren respectivamente el eje x e y. Al hacer un clic en 
realidad lo que se hace es modificar la posición de los sliders lo que genera un evento.  
 
Figura 73: Mapa para la creación de nuevos sensores con los Sliders visibles. 
Al producirse un evento se toma la posición de los dos sliders (que corresponde con la 
posición x e y de la localización del clic), borramos el punto que representa la localización 
anterior del punto y creamos un nuevo punto en la nueva localización 
La imagen del mapa de Pamplona empleado como fondo en los tres gráficos fue 
obtenido durante las pruebas con la librería ‘folium’. La decisión de emplear esta imagen fue 
debido a la ausencia de marcadores y anotaciones que podían dificultar la fácil detección visual 




Figura 74: archivo HTML del mapa de pamplona obtenido con folium. 
6.2.5 Glitches visuales 
Durante la fase de pruebas se localizaron varios problemas visuales: 
Al restablecer la configuración por defecto, se producía un efecto parpadeo sobre la 
ventana que resultaba muy molesto. Esto se debía a que entre la destrucción de la 
representación de la configuración antigua y la colocación en pantalla de la configuración por 
defecto se produce un breve intervalo de tiempo en el que la ventana está vacía. Para 
solucionar esto, se decidió modificar el proceso de actualización de la ventana colocando la 
representación de la nueva configuración sobre la antigua y posteriormente destruyendo la 
antigua. Ver Figura 47. 
Al crear las pestañas de datos históricos, datos de tiempo real y creación de nuevos 
sensores después de pulsar el botón de ‘guardar cambios’ dentro de configuración, se 
producía un efecto de parpadeo similar al descrito en el párrafo anterior. Esto estaba causado 
por la diferencia de tamaño mínimo entre las distintas pestañas: configuración requiere un 
espacio menor para representar todos sus elementos que las pestañas de datos históricos y 
datos en tiempo real.  
Para evitar esto la ventana tiene establecido un tamaño mínimo equivalente al espacio 
requerido por la pestaña de mayor tamaño. Este tamaño mínimo es también el tamaño por 
defecto de la ventana. 
6.2.6 Problemas de eficiencia 
Durante las fases de pruebas se localizaron varios problemas de eficiencia: 
Originalmente todas las pruebas que realizan búsquedas de infracciones, así como 
aquellas que necesitan conocer la localización de los sensores debían pedir los datos de límites 
y localización de forma independiente unas de otras. Esto provocaba serios problemas de 
eficiencia ya que, simplemente iniciar el programa y pedir los datos correspondientes a un 
único sensor exigía realizar tres peticiones para obtener la localización de sensores (las cuales 
se almacenaban en tres variables distintas) más la petición de incidencias detectadas por el 
sensor.  
Para evitar esto, nada más iniciar el programa Central_Hub se encarga de solicitar la tabla 
de límites y localizaciones de los sensores y esa única variable se entrega por inyección al resto 
de objetos que la necesitas. Adicionalmente esto permite realizar una comprobación de la 
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conexión antes de crear aquellas clases que requieran de una conexión para funcionar. Ver 
Figura 44. 
Originalmente en al realizar varias peticiones de datos históricos los objetos Display 
generados por cada una de ellas no se destruían, se ocultaban sus pestañas, pero su carga 
computacional seguía en la RAM. Por cuestiones de eficiencia se decidió destruir los objetos 
Display almacenados cada vez que se solicitan nuevos datos históricos.  
6.2.7 Fallos del servidor 
Como hemos descrito anteriormente el sistema opera empleando una raspberry pi 
simultáneamente como broker y servidor. Esta ha fallado varias veces durante el desarrollo del 
proyecto. Los fallos han tenido dos causas principales: 
 Refrigeración inadecuada: En los días más calurosos del verano, especialmente 
en julio y agosto, se han producido varios incidentes en los que la raspberry ha 
dejado de responder. Es probable que esto se debiera a las altas temperaturas. 
 Tarjeta SD: La raspberry emplea como memoria una tarjeta SD. Esto supone el 
almacenaje y operación del sistema operativo dentro de la misma, algo para lo 
que no está preparada. Se han producido varios incidentes en los que la tarjeta 
SD, se ha corrompido o bloqueado haciendo fallar a todo el sistema. 
 
Figura 75: Raspberry Pi empleada como servidor. 
6.3 Líneas Futuras 
Si se completara el desarrollo del proyecto 1, este software podría ser de especial interés 
en aplicaciones de laboratorio. 
El procesado de datos realizado en el proyecto 2 es muy sencillo y si bien cumple los 
objetivos planteados, este sistema podría beneficiarse de la aplicación de tecnologías más 
avanzadas. El uso de machine learning y otras técnicas de inteligencia artificial para el análisis 
de datos podrían ser de gran utilidad. La implementación de estas tecnologías podría ser 
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9.6 Nuevos Sensores 
9.6.1 Gen_Control 
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