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Abstract. In this paper a neural network is trained to perform sim-
ple arithmetic using images of concatenated handwritten digit pairs. A
convolutional neural network was trained with images consisting of two
side-by-side handwritten digits, where the image’s label is the summa-
tion of the two digits contained in the combined image. Crucially, the
network was tested on permutation pairs that were not present during
training in an effort to see if the network could learn the task of ad-
dition, as opposed to simply mapping images to labels. A dataset was
generated for all possible permutation pairs of length 2 for the digits
0–9 using MNIST as a basis for the images, with one thousand samples
generated for each permutation pair. For testing the network, samples
generated from previously unseen permutation pairs were fed into the
trained network, and its predictions measured. Results were encourag-
ing, with the network achieving an accuracy of over 90% on some permu-
tation train/test splits. This suggests that the network learned at first
digit recognition, and subsequently the further task of addition based on
the two recognised digits. As far as the authors are aware, no previous
work has concentrated on learning a mathematical operation in this way.
1 Introduction
The aim of this study is to attempt to find experimental evidence that would
suggest that a network can be trained to perform the task of addition, when
supplied with image data containing two digits that should be summed. To
ensure that the network has indeed learned this, and is not simply mapping
images to labels, a constraint was applied whereby the network is tested with
a held back test set of previously unseen permutation pairs. This forces the
network to learn more than simply a mapping between individual images and
labels as it is tested using digit combination pairs that it has not seen, meaning
a direct mapping from an image or shape to a label would not function.
To test this hypothesis, a network was trained with data generated using 90 of
the possible 100 combinations of the digits 0–9 up to length 2. Once trained, the
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Table 1. Example input images and their corresponding labels. Each image consists
of two side-by-side MNIST digits merged into one single image where each image’s
label is the summation of the two digits. The label contains no information as to the
individual digits contained within the image, nor is there any indication given to the
network prior to training that each image consists of two digits or otherwise.
Image Interpretation Label
5 + 0 5
8 + 5 13
9 + 9 18
network was tested by inputting images based on the remaining 10 permutation
pairs, and was required to predict the summations for them. Some examples of
the generated samples can be seen in Table 1. 1,000 samples were generated for
each permutation pair. This was repeated 10 times for 10 different permutation
pair train/test splits.
2 Background Work
There has been previous work relating to this experiment. As opposed to most
work, however, the goal of this study was not to recognise digits, extract their
numerical values from the images, and then perform (after the network’s charac-
ter recognition procedure) some mathematical function on the numerical values.
The task of this experiment was to learn if the network could learn the log-
ical task of the mathematical operation itself using an end-to-end approach.
For example, [2] experimented with computer generated image data, however
as output the network was trained to produce images containing the summa-
tions. Their work concentrated on the visual learning of arithmetic operations
from images of numbers. In contrast, the work presented here outputs its predic-
tions as a real number. Their approach used numbers of longer lengths and were
therefore also able to generate many thousands of training samples, despite not
using hand written digits. The input consisted of two images, each showing a
7-digit number and the output, also an image, displayed a number showing the
result of an arithmetic operation (e.g., addition or subtraction) on the two input
numbers. The concepts of a number, or of an operator, are not explicitly intro-
duced. Their work, however, was more akin to the learning of a transformation
function, rather than the task of learning a mathematical operation. Other op-
erations, such as multiplication, were not learnable using this architecture. Some
tasks were not learnable in an end-to-end manner, for example the addition of
Roman numerals, but were learnable once broken into separate sub-tasks: first
perceptual character recognition and then the cognitive arithmetic sub-task.
Similarly, a convolutional neural network was used by [6] to recognise arith-
metic operators, and to segment images into digits and operators before per-
Performing Arithmetic Using a Model Trained on Digit Permutation Pairs 3
forming the calculations on the recognised digits. This again is different to the
approach described here, as it is not an attempt to learn the operation itself,
but to learn to recognise the operator symbols and equations (and perform the
mathematics on the recognised symbols).
In [7], the authors addressed the task of object counting in images where
they applied a learning approach in which a density map was estimated directly
from the input image. They employed convolutional neural networks with layered
boosting and selective sampling. It would be possible to create an experiment
based on their work, that would perform arithmetic by counting the values of
domino tiles, for example.
Until now, as far as the authors are aware, no work has concentrated on
learning the actual mathematical operation itself. Previous work tends to con-
centrate on first recognising digits and operators within images, and then to
perform the mathematical operations separately, after this extraction has been
carried out. In the case of this work, an end-to-end algorithm has been developed
that performs the digit recognition, representation learning of the values of the
digits, and performs the arithmetic operation.
3 Experiment
A convolutional neural network was trained to perform arithmetic on images
consisting of two side-by-side hand-written digits. Each image’s corresponding
label is the sum of the two digits, and the network was trained as a regression
problem. For the digits 0–9, up to length 2, there are 100 possible permutation
pairs. For each permutation pair, 1,000 unique images were generated using
the MNIST hand written digit database [4]. Training was performed on images
generated from a random 90-long subset of the possible permutations, and testing
was performed on images based on the remaining 10 permutations. A number
of example input images and their labels are shown in Table 1 where it can be
seen that a single input image consists of two MNIST digits side-by-side, and the
image’s label is the summation of the two digits. For each permutation, 1,000
combined images are generated resulting in 100,000 samples that are separated
into a training and test set based on the permutation pairs.
The task of the experiment was to train a neural network with data generated
from a subset of the possible 100 permutations, that when presented with a new
samples, generated from the unseen permutation pairs, the network would be
required to predict the correct summation. This was done in order to ascertain
whether a network could learn a simple arithmetic operation such as addition,
given only samples of images and their summations and no indication as to
the value of each individual digit contained within the image, while only being
trained on a subset of all possible permutation pairs and tested on the remaining
pairs.
In summary, the experimental setting is as follows:
– By permutations, it is meant all possible combinations of the digits 0–9
of length 2. Formally, if the set of digits D = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}, all
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possible permutations is the Cartesian product of D × D, which we define
as P , so that P = {(0, 0), (0, 1), (0, 2), . . . , (9, 8), (9, 9)}.
– Of the 100 possible permutations pairs P , a random 90 are used as a basis to
train the network and the remaining 10 pairs are used as a basis to test the
network. These are the training permutations, Pt, and the test permutations,
Pv. This permutation train/test split was repeated 10 times as a 10-fold cross
validation.
– For each permutation, 1,000 samples are generated. So, for each of the permu-
tations in P , 1,000 concatenated images are generated using random MNIST
digits M (appropriate for that permutation).
– By appropriate this means that, for example, generating an image for the
permutation pair (3, 1) a random MNIST digit labelled 3 is chosen and a
random MNIST digit labelled 1 is chosen and these images are concatenated
to create a single sample for this permutation pair. This means each sample
is likely unique (likely, as each image is chosen at random with replacement,
see Table 2). The generated images are contained in a matrix X, where Xt
are the training samples and Xv are the test samples.
– For the generation of the training set images, Xt, only images from the
MNIST training set, Mt, are used.
– For the test permutation images, Xv, only images from the MNIST test set,
Mv, are used.
– The network is not given any label information regarding each individual
digit within the concatenated images, only the summation is given as label
data.
– The permutations pairs in the test set are not seen during training. This
means the training set and test set are distinct in two ways: they contain
different permutations pairs that do not overlap, and the individual MNIST
images used to generate each permutation sample do not overlap between
the training set and test set.
Table 2. For each permutation pair, random MNIST digits are used for generating each
sample. For example, for the permutation pair (0, 2), each sample that is generated
uses a random digit 0 combined with a random digit 2 obtained from MNIST.
Sample 1 Sample 2 . . . Sample 1000
. . .
The decision to train the network as a regression problem is done for the
following reasons. First, the number of output neurons would change depend-
ing on the train/test split. For example, the sum of (9, 9) is 18 and cannot be
made by any other permutation, meaning a possible discrepancy between the
number of possible output neurons of the training set and test set. Second, when
training on permutations of longer length, an ever increasing number of output
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neurons would be required. Last, for measuring how well the network performs,
classification poses problems which are mitigated by using regression and mean
squared error loss.
The following sections describe the experiment itself, beginning with a de-
scription of the dataset and how it was created. Then, the neural network’s
architecture is described as well as the training strategy. Last, the results of the
experiment are discussed, and the paper is concluded with a discussion on future
work.
4 Dataset
The dataset used for the creation of the concatenated image data was MNIST,
a 70,000 strong collection of labelled hand written digits. As per the original
dataset, 60,000 digits belong to the training set and 10,000 belong to the test
set. Images in the MNIST dataset are 8-bit greyscale, 28× 28 pixels in size. The
generated images are therefore 28×56 pixels in size as they are the concatenation
of two MNIST digits placed side-by-side and stored as a single image (examples
of which are shown throughout this paper). Each generated image’s label is the
summation of the two individual digits’ labels (see Table 1 for several examples).
For each permutation, one thousand samples are generated, and the MNIST
digits are chosen at random in order to create distinct samples.
4.1 Train/Test Split
As mentioned previously, for the digits 0–9, with a maximum of length of l = 2,
there are nl or 102 = 100 possible permutation pairs. To generate the training
and testing data, the permutations pairs are split into a permutation training set
and a permutation test set at random, so that: P = Pt∪Pv and Pt∩Pv = ∅. For
training, 90% of the permutations were used to generate the training samples,
Xt and the remaining 10% were used for generating the the test set samples Xv,
meaning |Pt| = 90 and |Pv| = 10 while |Xt| = 90, 000 and |Xv| = 10, 000 for any
particular run. The experiment was performed using a 10-fold cross validation,
based on the permutations pairs, and the loss was averaged across the 10 runs.
In terms of the generated samples, the generated training set images and
generated test set images honoured the MNIST training set and test set split.
This means that the generated training set samples are distinct from the gen-
erated test set samples both in terms of the permutation pairs and the images
used to create each sample. It should be noted that the images were chosen from
MNIST randomly with replacement, meaning images could appear twice in differ-
ent permutation pairs within the training set or test set, but not between both.
Therefore, the generated data set matrix X contains 100,000 samples, 10,000
for each permutation pair. This also means that Xt contains the corresponding
samples for the permutations Pt, and Xv contains the samples for Pv. A label
vector y contains the labels, which are the summations of the two digits in the
sample. Similarly, y = yt ∪ yv.
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4.2 Network Architecture and Training Strategy
The neural network used was a multilayer convolutional neural network similar to
the original LeNet5, which was first reported by [5] (see also [3]). However, rather
than treating the problem as a classification problem, the network is trained as
a regression problem. The network was evaluated using mean squared error loss
and optimised with ADADELTA [9]. All experimentation was performed with
Keras using TensorFlow [1] as its back-end, running under Ubuntu Linux 14.04.
Training was undertaken using an NVIDIA Titan X GPU.
A LeNet5-type network was chosen due to its association with MNIST, hav-
ing been optimised and developed for this dataset, and it is an algorithm that
has repeatedly been shown to work well with the general task of character recog-
nition. As the inputs to this network are similar to the original MNIST images,
having twice the width in pixels but having the same height in pixels, the only
other modification that was made was with the output of the network. Instead
of a 10 neuron, fully connected output layer with Softmax, the final layer was
replaced with a single output neuron and trained as a regression problem, opti-
mising mean squared error loss.
4.3 Data Generation
The data generation procedure algorithm is shown in Algorithm 1. During data
generation, the permutations, P , are iterated over and m = 1000 samples are
generated for each permutation. A sample consists of two random MNIST im-
ages, corresponding to the labels in the current permutation, concatenated to-
gether as one image (this is represented by the function ConcatenateImages).
As well as this, the label vector y is generated, which contains the sum of the
two digit labels that make up each individual MNIST image used to create the
sample. Note that in Algorithm 1 the symbol ⇐ represents appending to the
data structure, in this case the matrix X and its corresponding label vector y.
The procedure shown in Algorithm 1 is repeated for the train set permutation
pairs, Pt, and the test set permutation pairs, Pv. It is important to note that
when generating the data for the training set permutation images, the MNIST
training set is used, and conversely when generating the test set permutation
images, the MNIST test set is used. This ensures no overlap between the training
set or test set in terms of the permutation pairs or the data used to generate the
samples.
5 Results
Averaged across the different training/test splits of a 10-fold cross validation of
the permutation pairs, mean squared error was generally under 1.0 and averaged
0.85332, as shown in Table 7. Tables 3, 4, and 5 show a number of examples of
a trained network’s predictions on permutations from a test set. Table 3 shows
a number of sample inputs from the test set and their predictions, as well as
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Algorithm 1 Data Generation
Input: permutation pairs P , MNIST images M , labels y′, size m← 1000.
Initialise X ← [ ].
Initialise y ← [ ].
for all (p1, p2) in P do
for 1 to m do
r1 ← random index from M with label p1
r2 ← random index from M with label p2
X ⇐ ConcatenateImages(Mr1 , Mr2)
y ⇐ y′r1 + y′r2
end for
end for
their true labels. It is interesting to note that the network learned to deal with
permutations with images in reverse order, as is the case for (6, 4) and (4, 6) or
(1, 3) and (3, 1) in Table 4. In some cases, three different permutation pairs exist
in the test set which sum to the same number, and these were also predicted
correctly, as seen in Table 5.
Table 3. Example results for permutation samples from the test set passed through
the trained network. As can be seen, all samples use distinct MNIST digits.
Input Image Prediction Actual
11.1652 11
10.3215 10
5.01775 5
8.99357 9
5.99666 6
8.6814 9
Although the network was trained as a regression problem, accuracy can
also be measured by rounding the predicted real number output to the nearest
integer and comparing it to the integer label. When rounding to the nearest digit,
accuracy was as high as 92%, depending on the train/test split and averaged
70.9%. Accuracy increases, if the predicted value is used with a floor or ceiling
function, and both values compared to the true value, achieving an accuracy of
approximately 88% across a 10 fold cross validation. When allowing for an error
of ±1, the accuracy, of course, increases further. Table 6 shows the accuracy of
the trained network over a 10 fold cross validation. The accuracies are measured
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Table 4. Example results of correct predictions for test set permutations that have
the same label but consist of different pairs of digits such as (6, 6) and (4, 8) or (9,
2) and (3, 8). Note also that the model was also able to deal with digits in swapped
order, as is the case for (1, 3) and (3, 1). Table 5 shows a further example of this.
Input Image Prediction Actual
11.8673 12
11.8703 12
10.8862 11
10.8827 11
3.7308 4
4.23593 4
Table 5. Example of correct predictions for three permutations from the same test set
that sum to the same value.
Input Image Prediction Actual
9.84883 10
9.9731 10
10.0746 10
across all samples of all test set permutations—a total of 10,000 images. The
accuracies are provided here merely as a guide, for regression problems it is of
course more useful to observe the average loss of the predictions versus the labels.
Errors presented here are likely the result of misclassifications of the images
themselves rather than the logic of the operator learned, as the network was
trained to optimise the loss and not the accuracy. Also, even if overall accuracy
would be low, for all permutation pairs there are always correct predictions,
again a further reason why it is not entirely useful to report accuracies. The mean
squared error loss is provided as a truer measure of the network’s performance,
and in order to provide as accurate a loss as possible a 10-fold cross validation
was performed. The results of a 10-fold cross validation of the permutation pairs
can be seen in Table 7. The average mean squared error loss over the 10-fold
cross validation was 0.853322.
6 Conclusion
In this work, we have presented a neural network that achieves good results at
the task of addition when trained with images of side-by-side digits labelled with
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Table 6. Accuracy of each run of a 10-fold cross validation. The accuracies presented
here are on a sample-by-sample basis. For each permutation there are always correct
predictions, even for poorly performing folds, such as folds 1 and 2. By using floor
and ceiling functions on the predicted values for each of the images, the accuracy
increases significantly. Note that for the accuracies shown in this table 2,000 samples
per permutation were generated.
Fold Rounding Floor/ceiling ±1
1 81.19% 85.51% 94.93%
2 43.00% 90.89% 96.23%
3 80.95% 86.95% 95.12%
4 55.08% 71.21% 86.56%
5 82.35% 93.56% 95.28%
6 92.23% 95.49% 96.76%
7 54.32% 86.94% 95.38%
8 74.86% 94.71% 96.67%
9 87.59% 94.33% 95.91%
10 57.48% 85.53% 96.23%
Avg. 70.91% 88.51% 94.90%
Table 7. Results of each run of a 10-fold cross validation. The average mean squared
error (MSE) across 10 runs was ≈ 0.85 on the test set.
Fold Test Set MSE Train Set MSE
1 1.1072 0.0632
2 0.6936 0.0623
3 0.7734 0.0661
4 0.7845 0.0607
5 0.9561 0.0694
6 0.7732 0.0553
7 1.2150 0.0803
8 0.7278 0.0674
9 0.9464 0.0602
10 0.5556 0.0709
Avg. 0.8533 0.0656
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their summations, and tested with digit combination pairs it has never seen. The
network was able to predict the summation with an average mean squared error
of 0.85 for permutation pairs it was not trained with. By testing the network on
a distinct set of digit combinations that were unseen during training, it suggests
the network learned the task of addition, rather than a mapping of individual
images to labels. A number of further experiments would be feasible using a
similar experimental setup. Most obviously, the use of three digits per image
could be performed using permutations up to length 3, or higher. Furthermore,
other arithmetic operations could also be tested, such as subtraction or multi-
plication. More generally, the applicability of this method to other datasets in
other domains needs to be investigated more thoroughly, for example whether
there is an analogous experiment which could be performed on a dataset that
does not involve arithmetic but involves the combination and interpretation of
unseen combinations of objects in order to make a classification, such as through
the use of the Fashion-MNIST or ImageNet datasets [8].
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