I. INTRODUCTION
In this paper, we address the problem of identifying transcription factor binding sites on sequences of DNA. There are many different algorithms in current use to search for binding sites [22] , [3] , [23] , [5] . However, most of them produce a high rate of false positive predictions. The problem addressed here is to reduce these false positive predictions by means of classification techniques taken from the field of machine learning.
To do this we first integrate the results from 12 different base algorithms for identifying binding sites, using non-linear classification techniques. To further improve classification results, we employ windowed inputs, where a fixed number of consecutive results are used as an input vector, so as to contextualise the neighbouring results. The data has two classes labeled as either binding sites or non-binding sites, with about 93% used being non-binding sites. We make use of sampling techniques, working with a traditional neural network: single layer networks (SLN), rules sets (C4.5-Rules) and a contemporary classification algorithm: support vector machines (SVM) .
In previous work we have used binary valued base algorithms [19] , here we extend this to use as much information as possible as provided by the real valued base algorithms. We expound the problem domain in the next section. In Section III, we introduce the datasets used in this paper. We explain how we apply under-and over-sampling techniques in Section IV. A set of common metrics and receiver operating characteristics graphs for assessing classifier performance are covered in Section V. Section VI briefly introduces our experiments and Section VII gives all the experimental results. The paper ends in Section VIII with conclusions.
II. PROBLEM DOMAIN
One of the most exciting and active areas of research in biology currently, is understanding how the exquisitely fine resolution of gene expression is achieved at the molecular level. It is clear that this is a highly nontrivial problem. While the mapping between the coding region of a gene and its protein product is straightforward and relatively well understood, the mapping between a gene's expression profile and the information contained in its non-coding region is neither so simple, nor well understood at present. It is estimated that as much as 50% of the human genome is cis-regulatory DNA [15l undeciphered for the most part and tantalisingly full of regulatory instructions. A cis-regulatory component consists of DNA that encodes a site for protein-DNA interaction in a gene regulatory system, conversely, a trans-regulatory component consists of a protein that binds to a cis-regulatory DNA sequence. Cis-regulatory elements form the nodes connecting the genes in the regulatory networks, controlling many important biological phenomena, and as such are an essential focus of research in this field [2] . Lines of research likely to directly benefit from more effective means of elucidating the cisregulatory logic of genes include embryology, cancer and the pharmaceutical industry.
It is known that many of the mechanisms of gene regulation act directly at the transcriptional or sequence level, for example in those genes known to play integral roles during embryogenesis [2] . One set of regulatory interactions are those between a class of DNA-binding proteins known as transcription factors and short sequences of DNA which are bound by the proteins by virtue of their three dimensional conformation. Transcription factors will bind to a number of different but related sequences. A base substitution in a cis-regulatory element will commonly, simply modify the intensity of the protein-DNA interaction rather than abolish it. This flexibility ensures that cis-regulatory elements, and the networks in which they form the connecting nodes, are fairly robust to various mutations. Unfortunately, it complicates the problem of predicting the cis-regulatory elements from out of the random background of the noncoding DNA sequences.
The [5] .
The label information contains the best information we have been able to gather for the location of known binding sites in the sequences. We use -1 to denote the prediction that there is no binding site at this location and +1 to denote the predictions that there is a binding site at this location. For each of the base 12 algorithms, a prediction result can be either binary or real valued, see Figure 1 . The data therefore consists of 68910 12-ary real vectors each with an associated binary value.
In this work, we divide our dataset into a training set and a test set: the first 2/3 is the training set and the last 1/3 is the test set. Amongst the data there are repeated vectors, some with the same label (repeated items) and some with different labels (inconsistent items). It is obviously unhelpful to have these repeated or inconsistent items in the training set, so they are removed. We call the resulting data the consistent training set. However in the case of the test set we consider both the full set of data and the subset consisting of only the consistent test items. As can be seen in Table 1 , the removal of repeated and inconsistent data dramatically reduces the number of data items: roughly 70% of data is lost.
As the data is drawn from a sequence of DNA nucleotides the label of other near locations is relevant to the label of a particular location. We therefore contextualise the training and test data by windowing the vectors as shown in Figure 2 . We use the locations up to three either side, giving a window size of 7, and a consequent input vector size of 84. This has the considerable additional benefit of eliminating most of the repeated and inconsistent data: as can be seen in Table  now less than 5% of the data is lost. imbala,iced data [12] . In this work, we concentrate on the data-based method [7] : using under-sampling of the majority class (negative examples) and over-sampling of the minority class (positive examples). We combine both over-sampling and under-sampling methods in our experiments.
For under-sampling, we randomly selected a subset of data points trom the majority class. The over-sampling case is more complex. In [13] , the author addresses an important issue that the class imbalance problem is only a problem when the minority class contains very small subclusters. This indicates that simply over sampling with replacements may not significantly improve minority class recognition. To overcome this problem, we apply a synthetic minority over-sampling technique as proposed in [7] . For each pattern in the minority class, we search for its K-nearest neighbours in the minority class using Euclidean distance. Since the dataset is a mixed one of continuous and binary features, we follow the suggestion in [7] : when the binary features differ between a pattern and its nearest neighbours, then the median of standard deviations of all continuous features for the minority class is included in the Euclidean distance. A new pattern belonging to the minority class can then be generated as follows: for continuous features, the difference of each feature between the pattern and its nearest neighbour is taken, and then multiplied by a random number between 0 and 1, and added to the corresponding feature of the pattern; for binary features, the majority voting principle to each element of the K-nearest neighbours in the feature vector space is employed. We take 5 nearest neighbours, and double the number of items in the minority class. The actual ratio of minority to majority class is determined by the under-sampling rate of the majority class. According to our previous experience, we set the final ratio to a half, which works well in this work.
V. CLASSIFIER PERFORMANCE It is apparent that for a problem domain with an imbalanced dataset, classification accuracy rate is not sufficient as a standard performance measure. To evaluate classifiers used in this work, we apply Receiver Operating Characteristics (ROC) analysis [81, and several common performance metrics, such as recall, precision and F-score [6] , [14] , which are calculated to understand the performance of the classification algorithm on the minority class. Prior to introducing ROC curves, we give definitions of several common performance metrics.
A. Performantce metrics
Based on the confusion matrix computed from the test results, several common performance metrics can be defined as in Table II , where TN is the number of true negative samples; FP is false positive samples; FN is false negative samples; FP is true positive samples. [8] . One attractive property of ROC curves is that they are insensitive to changes in class distribution, which makes them useful for analysing performance of classifiers using imbalanced datasets.
As noted for a ROC curve to be generated a real valued classifier is needed. The original SVM is a binary classifier. As described in [211 it is possible for the SVM to generate probabilistic outputs. For majority voting and weighted majority voting, we adopt methods proposed in [9] . The score assigned to each pattern is the fraction of votes won by the majority in majority voting; while in weighted majority voting, each base algorithm votes with its confidence, which is measured by the probability that the given pattern (I) is positive (P), i.e., p(PII) TP / (TP + FP). The class with the highest summed confidence wins, and the score is the average confidence. For the neural network classifiers a real valued output is automatically generated.
Often to measure a classifier performance, it is convenient to use a single metric and the area under a ROC curve (AUC) can be used for this purpose. Its value ranges from 0 to 1. An effective classifier should have an AUC more than 0.5.
VI. EXPERIMENTS
The classification techniques used in this work are single layer network (SLN) [4] , support vector machine (SVM) [18] , rule sets (C4.5-Rules) [16] , majority voting (MV), and weighted majority voting (WMV).
The SVM experiments were completed using LIBSVM, which is available from the URL http://www.csie.ntu.edu. tw/-cj lin/libsvm. The C4.5-Rules experiments were done using C4.5 software from [16] . C4.5-Rules is a companion program to C4.5. It creates rules sets by post-processing decision trees generated using C4.5 algorithm first. The others were implemented using the NETLAB toolbox, which is available from the URL http://www.ncrg.aston.ac.uk/netlab/.
A. Parameter Settings
Since we do not have enough data to build up an independent validation set to evaluate the model, all the userchosen parameters are obtained using cross-validation. There are two training sets (single or windowed), and for each of these sets, and each classifier, the following cross validation procedure is carried out. The training set is divided into 5 equal subsets, one of which is to be a validation set, and there are therefore 5 possible such sets. For each classifier a range of reasonable parameter settings are selected. Each parameter setting is validated on each the five validation sets, having previously been trained on the other 4/5 of the training data. The mean performance, as measured by the AUC metric over these 5 validations, is taken as the overall performance of the classifier with this parameter setting. The parameter setting with best performance is then used with this classifier and the corresponding data set (single or windowed) in the subsequent experiments. For example the SVM has two parameters and six different combinations were evaluated.
There are several approaches to generate an averaging ROC curve from different test sets [8] . In this paper, average ROC curves of the cross-validation results are obtained by first generating a ROC curve for each of the validation sets, and then by calculating the average scores from them.
The standard deviation of the AUC can therefore be attained either using the cross-validation method, or when only a single curve is available, approximated as follows [10] 
A. Cross validation
In this experiment, we trained and tested the classifiers using 5-fold cross-validation as described above. The best set of parameters for each classifier were selected and the resulting AUC value (averaged over the 5-fold validation) is shown in Table III. Table III also shows standard deviations computed using cross-validation. For both single and windowed inputs, the C4.5-Rules have the best performance. In addition, due to the different size of the training sets (see Table I ), almost all classifiers have smaller standard deviations with windowed inputs than single inputs. C. Classification results on the full test set with single and windowed inputs
In this experiment, we use the full contiguous test set. All the results are presented in Table V Looking at the results for the single inputs, the SLN performs well in the AUC, while the SVM in F-score. Although their recalls are lower than the best base algorithm, this is explained by their far lower fp.rate. With windowed inputs the story is very much the same. In fact the windowed SVM is the overall best performer across single and windowed classifiers. The C4.5-Rules perform particularly poorly, as is shown in Figure 4 , where over some of the range it is predicting below random.
VIII. CONCLUSIONS The significant result presented here is that by integrating the 12 algorithms we can considerably improve binding site prediction. In fact when considering the sometimes worse than random. Future work will investigate i) searching for a method to find out a suitable ratio of minority to majority classes, which could give better results; ii) using algorithm based technologies to cope with the imbalanced dataset; iii) considering a wider range of supervised meta-classifiers or ensemble learning algorithms. Another important avenue to explore will be to examine the biological significance of the results and we are currently working on using a visualisation tool.
