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Abstract
Let N (n; k) be the minimum number of pairwise edge disjoint monochromatic complete graphs
Kk in any 2-coloring of the edges of a Kn . Upper and lower bounds on N (n; k) will be given
for k ¿ 3. For k = 3, exact values will be given for n 6 11, and these will be used to give a
c 2001 Elsevier Science B.V. All rights reserved.
lower bound for N (n; 3). 

1. Introduction
For any positive integer k ¿ 2, the Ramsey number r(k) is the largest positive
integer n such that if the edges of a complete graph Kn are 2-colored, there is no
monochromatic Kk . The existence of such numbers was veri9ed by Ramsey in [4].
Thus, for any n¿r(k), there will be monochromatic Kk ’s in any 2-coloring of the
edges of the Kn . How many such monochromatic Kk ’s will there be? For the case,
k = 3, Goodman’s result in [2] implies that every 2-coloring of the edges of a Kn
has at least ( n3 ) − n=2((n − 1)=2)2  monochromatic triangles. Here another measure,
the number of edge disjoint monochromatic Kk ’s is considered, which motivates the
following de9nition.
Denition 1. Let N (n; k) be the minimum number of pairwise edge disjoint monochromatic complete subgraphs Kk in any 2-coloring of the edges of a Kn .
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Since there are ( n2 ) edges in Kn , one would expect that the number of pairwise
disjoint monochromatic complete subgraphs Kk is a 2-coloring of the edges of a Kn (for
n suIciently large) would be cn2 for some appropriate c. In fact the following is true.
Theorem 1. limn→∞ N (n; k)=n(n − 1) exists and equals supn N (n; k)=n(n − 1).
Note that if ck = supn N (n; k)=n(n − 1), then for any given ¿0, there is an m = m( )
such that N (m; k) ¿ (1 − )ck m(m − 1). Then for n suIciently large, the edges of Kn
can be packed with ( n2 )=( m2 )−o(n2 ) ¿ (1− )( n2 )=( m2 ) edge disjoint Km ’s by Theorem 6.
Therefore for n suIciently large,
  
n
m
N (n; k) ¿ (1 − )
(1 − )ck m(m − 1) ¿ (1 − )2 ck n(n − 1):
2
2
This veri9es Theorem 1, so the question that remains is to determine limn→∞ N (n; k)=
n(n − 1).
Concerning the case k = 3 consider the 2-coloring of Kn determined by Kn=2 ∪Kn=2
being the graph of the 9rst color and Kn=2; n=2 being the graph of the second color.
In this coloring there are no monochromatic triangles in the second color, and there
are approximately


n=2
2
n2
2
=
+ o(n2 ):
3
12
edge disjoint triangles in the 9rst color depending on how close to a complete Steiner
Triple System each of the complete graphs Kn=2 and Kn=2 have. This example led
to the following conjecture of Erdős.
Conjecture 1: If n is suIciently large, then
N (n; 3) =

n2
+ o(n2 ):
12

By determining N (n; 3) for small values of n, in fact for n 6 11, an outline of the
proof of the following result will be presented in Section 3.
Theorem 2. For n ¿ 3;
3n2 =55 + o(n2 ) 6 N (n; 3) 6 n2 =12:
In the example that led to the conjecture of Erdős, the number of monochromatic
triangles is very unbalanced with all of them being in just one of the colors. We may
ask the related question of what is the minimum number of edge disjoint triangles
K3 that are all at the same color. More formally, let N  (n; k) be the maximum of the
minimum number of edge disjoint complete graphs Kk in either color 1 or color 2 in any
2-coloring of the edges of a Kn . For n = 5m, consider the graph G of order n obtained
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from a cycle C5 by replacing each vertex of the C5 by a KN m , each edge by a Km; m ,
and then adding an arbitrary selection of one-half of the edges from each of the copies
of Km . Thus, the graph G has 5m2 + 5( m2 )=2 edges and at most 5( m2 )=2 = n2 =20 + o(n2 )
edge disjoint triangles. The complementary graph GN has the same properties, so this
gives a 2-coloring of the edges of a Kn such that the number of monochromatic edge
disjoint triangles in either of the colors is at most n2 =20, and this lead to the following
conjecture of Jacobson.
Conjecture 2: If n is suIciently large, then
N  (n; 3) =

n2
+ o(n2 ):
20

We cannot verify this conjecture in general, but some support can be given for
small orders. Unfortunately, the same approach that was used in the lower bound for
the Erdős conjecture does not apply. The best lower bound comes from Theorem 2,
and the fact that one-half of the monochromatic triangles must be in one of the colors.
This gives the following weak result.
Theorem 3. For n ¿ 3;
3n2 =110 + o(n2 ) 6 N  (n; 3) 6 n2 =20:
For k ¿ 4, the nature of N (n; k) and also the nature of N  (n; k) is diOerent. In fact,
there appears to be a diOerence between the case k = 4 and the k ¿ 5 cases. For k = 4,
the following will be veri9ed using the obvious general fact that N  (n; k) ¿ N (n; k)=2.
Theorem 4. For n su:ciently large;
n2 =204 + o(n2 ) 6 N (n; 4) 6 2N  (n; 4) 6 n2 =36 + o(n2 ):
The next result gives upper and lower bounds for N (n; k) and N  (n; k) in terms
of the Ramsey number r(k). This result and the previous result will be proved in
Section 2.
Theorem 5. For k ¿ 5 a ;xed integer and n su:ciently large;
n2
n2
+ o(n2 ) 6 N (n; k) 6 2N  (n; k) 6
+ o(n2 ):
4kr(k)
2r(k)
2. N (n; k) for k ¿ 4
There is a natural generalization of the bipartite coloring used in the example for
the number of monochromatic K3 ’s for arbitrary Kk ’s. Consider the 2-coloring of the
edges of a Kn when n = (k − 1)m, where the 9rst color graph is the disjoint union of
complete graphs (k − 1)Km and the second color graph is the complete (k − 1)-partite
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graph Km; m; :::; m . The only monochromatic Kk ’s occur in the 9rst color, and the number
is approximately
 
m
2
n2
(k − 1)   =
+ o(n2 );
k(k − 1)2
k
2
since the edges of each Km can be partitioned into approximately ( m2 )=( k2 ) edge disjoint
Kk ’s. However, for k ¿ 5, there is an example that gives a sharper upper bound.
Consider the case when n = m · r(k). Partition the vertices of Kn into r(k) parts each
with m vertices. Arbitrarily color the edges in each of the parts either color 1 or color
2, subject only to the restriction of using each color the same number of times. By the
de9nition of the Ramsey number, there is a 2-coloring of the edges of a Kr(k) such that
there is no monochromatic Kk . Extend this coloring to Kn by coloring all the edges
between 2 of the r(k) parts of the Kn with the same color as the corresponding edge
of Kr(k) is colored. Thus, all of the edges between two parts in the Kn will have the
same color, and there will be no monochromatic Kk with at most one vertex in each
part. The number of monochromatic Kk ’s is then at most the number of edges in the
r(k) diOerent complete graphs Km . Hence, because of the balance in the number of
edges in each color,
 
n2
m

=
N (n; k) 6 2N (n; k) 6 r(k)
+ o(n2 ):
2
2r(k)
Note that for k = 3, we have n2 =2r(k) = n2 =10¿n2 =12 = n2 =(k(k − 1)2 ), and for k = 4,
n2 =2r(k) = n2 =34¿n2 =36 = n2 =(k(k − 1)2 ). However, for k ¿ 5, we have n2 =2r(k)¡
n2 =(k(k − 1)2 ), so the latter coloring gives a better upper bound on the number of edge
disjoint monochromatic Kk ’s.
To obtain the lower bound, we need a well-known result about partitioning the edges
of a large complete graph Kn into smaller complete graphs Kk . We will state only the
special form that we need of a much more general theorem The more general result
is due to Fort and Hedlund [1], Hanani [3], and SchQonheim [5].
Theorem 6 (Fort and Hedlund [1], Hanani [3] and SchQonheim [5]). If k is a ;xed
integer and n is su:ciently large; then the edges of Kn can be partitioned into
( n2 )=( k2 ) − o(n2 ) edge disjoint copies of Kk along with a collection of at most o(n2 )
edges.
Proof of Theorems 4 and 5: We have already veri9ed the upper bounds for Theorems 4
and 5. To prove the lower bound, use the previous result and partition the edges of
a large Kn into approximately ( n2 )=( 2r(k)
2 ) edge disjoint copies of a K2r(k) . Consider
an arbitrary 2-coloring of the edges of Kn . By the de9nition of r(k), there must be
a monochromatic Kk in a K2r(k) . Delete k − 1 of the vertices of this monochromatic
Kk , and repeat this procedure. As long as there are more than r(k) vertices, there
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will be a monochromatic Kk . Thus, there will be at least r(k)=(k − 1) edge disjoint
monochromatic Kk ’s in each of the K2r(k) ’s. This implies that the 2-colored Kn will
contain at least
 
n
2
r(k)
n2
+ o(n2 ) =
+ o(n2 )


4(k − 1)r(k)
2r(k) (k − 1)
2
edge disjoint monochromatic Kk ’s. Thus, we have proved Theorems 4 and 5.
In the proof of either Theorem 4 or Theorem 5 above one may try to partition
the edges of Kn into complete graphs other than K2r(k) , say for example K4r(k) , to
see if this produces more monochromatic Kk ’s. However, it does not, so some other
proof technique would have to be used to improve the lower bound in Theorem 4 or
Theorem 5, if it is not sharp.
3. The case of triangles
The outline of the proof of Theorem 2 is to 9rst determine N (n; 3) for small values
of n, in particular for n 6 11. Then the result for n = 11 will be used to give a general
lower bound for N (n; 3). To do this, we need to determine the maximum number
of edge disjoint K3 ’s in a Kn for small values of n. Let t(n) denote the maximum
number of edge disjoint triangles in Kn . Of course by Theorem 6, we know that t(n)
is approximately ( n2 )=3, and in fact by a result in [6] it is exactly n(n − 1)=6 for all
values of n ¿ 6 such that n ≡ 1; 3 (mod 6). It is strightforward to verify the following.
Lemma 1. If t(n) is the maximum number of edge disjoint triangles in a Kn ; then
the following table gives the values of t(n); for 3 6 n 6 13.
n 3 4 5 6 7 8 9 10 11 12 13
t 1 1 2 4 7 8 12 13 17 20 26
In determining an upper bound for the values of the function N (n; 3), a canonical
2-coloring of Kn is useful. If n = p + q, then consider the 2-coloring of Kn such
that the graph induced by the 9rst color is Kp ∪ Kq , and the second color graph
is the complete bipartite Kp; q . All of the triangles will be in the 9rst color, and so
N (n; 3) = N (p + q; 3) 6 t(p) + t(q). Thus, by Lemma 1, an appropriate choice of p
and q gives the following upper bounds for N (n; 3).
n
p
q
N (n; 3) 6

6
2
4
1

7
3
4
2

8
4
4
2

9
4
5
3

10
5
5
4

11
5
6
6

12
6
6
8

13
5
8
10

14
6
8
12

15
7
8
15

16
8
8
16

17
8
9
20

18
8
10
21

19
9
10
25

20
10
10
26

21
10
11
30

22
10
12
33

23
11
12
37
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With the information in the previous table, the proof of the following theorem only
requires verifying the lower bound for N (n; 3). This is a long, tedious, but not diIcult
task. The details will be not be included in the paper, but are in an appendix that can
be obtained from the authors.
Theorem 7. For 3 6 n 6 11; the values of N (n; 3) are given in the following table.
n
3 4 5 6 7 8 9 10 11
N (n; 3) 0 0 0 1 2 2 3 4 6
The previous result allows us to verify Theorem 2, which gives a lower bound
approximation to the conjecture of Erdős. Since N (11; 3)=( 11
2 ) = 3=55, supn N (n; 3)=
2
2
n(n − 1) ¿ 3=55 and 3n =55 + o(n ) 6 N (n; 3).
Recall that Conjecture 2 deals with the function N  (n; 3), which is the number of edge
disjoint triangles in one of the colors in any 2-coloring of the edges of a Kn . Thus,
clearly N  (n; 3) ¿ N (n; 3)=2, but it may be larger. Using the results of the previous
theorem, we can prove the following for small values of n. The details will not be
included, but again appear in an appendix that can be obtained from the authors.
Theorem 8. For 3 6 n 6 10; the values for N  (3; n) are given in the following table.
n
3 4 5 6 7 8 9 10
N  (n; 3) 0 0 0 1 1 2 2 3
The previous result does not give an improved lower bound for N  (n; 3), since the
dominant color could vary from subgraph to subgraph. However, this does show that
the ‘blownup’ C5 coloring is an extremal example for N  (n; 3) for small values of
n. Theorem 2 follows directly from the lower bound in Theorem 1 and the example
associated with Conjecture 2.
4. Questions
The obvious questions are to con9rm the conjectures of Erdős and Jacobson. A
diOerent technique will have to be used to get the exact result. Of course, determining
N (n; 3) for n larger than 11 would probably increase the lower bound in Theorem 1. For
example, if Kk has a Steiner Triple System, and it is veri9ed that N (2k; 3) = 2k(k−1)=3,
then this would give a lower bound on N (n; 3) of at least n2 =(12 + (6=(k − 1))). With
the use of a computer, it would not be diIcult to determine N (n; 3) for values of n
larger than 11.
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