Abstract. Let X be a Hilbert C * -module over the C * -algebra K(H) of all compact operators on a complex Hilbert space H. Given an orthogonal projection p ∈ K(H), we describe the set V n (A) = { Ax, x : x ∈ X, x, x = p} for an arbitrary adjointable operator A ∈ B(X). The relationship between the set V n (A) and the matricial range of A is established.
Introduction and preliminaries
A left Hilbert C * -module X over a C * -algebra A is by definition (see [6] ) a linear space which is a left A-module, together with an A-valued inner product · , · on X × X that is linear in the first and conjugate-linear in the second variable. X is also a Banach space with respect to the norm x = x, x It was proved in [3, Remark 4(b) , Theorem 5] that X e is an invariant subspace for each A in B(X) and that the map A → A|X e establishes an isomorphism between C * -algebras B(X) and B(X e ) where B(X e ) denotes the algebra of all bounded operators on X e . This isomorphism enables us to describe the relationship between the matricial range of an operator A and the set V n p (A) = { Ax, x : x ∈ X, x, x = p} where p is a fixed projection of rank n. This is done in Section 3. In Section 2, V n p (A) is described in terms of isometries mapping the range of p into X e .
Before stating the results we establish some more notation as follows. First, a positive integer n is fixed and it is supposed that H has dimension greater than or equal to n. The inner product in H will be denoted by (· | ·). Then let us fix an ndimensional orthogonal projection p in K(H). H n will designate the n-dimensional range of p. We now choose an orthonormal basis {ξ 1 , . . . , ξ n } for H n which is to be held fixed for the rest of this paper. For ξ, η ∈ H, e ξ,η in B(H) is defined by e ξ,η (ν) = (ν|η)ξ. From now on we denote e i = e ξi,ξi for i = 1, . . . , n. Evidently, p = e 1 + · · · + e n . In the rest of the paper let us also fix a unit vector ξ in H and denote by e the orthogonal projection e ξ,ξ to the one-dimensional subspace spanned by ξ.
Main result
Definition 2.1. For an operator A ∈ B(X) we define the set
Remark 2.2. Note that for n = 1, V 1 p (A) coincides (up to natural identification) with the classical numerical range of an operator A|X e1 in B(X e1 ). Namely, x, x = e 1 if and only if x is a unit vector in a Hilbert space X e1 . Furthermore, according to [3, Remark 4(b) ,(c)] we get Ax, x = (Ax, x)e 1 .
The following lemma shows that V n p (A) is always non-empty.
Lemma 2.3. There exists a vector
Proof. Since X is infinite dimensional we can choose an orthogonal set {y 1 , . . . , y n } in X such that y i , y i = e for all i = 1, . . . , n (see [3, Remark 4(d)] ). Let us denote x i = e ξi,ξ y i for i = 1, . . . , n. Then we have
Remark 2.4. It is clear that each x ∈ X such that x, x = p satisfies x − px, x − px = 0, so x = px. Further, for every such vector x we have
Hence, the subspace H n reduces Ax, x for all A ∈ B(X). Moreover, for η ⊥ H n we have Ax, x η = Ax, x pη = 0. This shows that the operator Ax, x acts trivially on H ⊥ n , so that, without loss of generality, Ax, x can be regarded as an operator acting on the n-dimensional space H n .
Let A be an arbitrary operator in B(X). We shall see that the set V n p (A) basically does not depend on the choice of the rank n projection p ∈ K(H). Namely, if q ∈ K(H) is an arbitrary projection of rank n, then the sets V n p (A) and V n q (A) can be naturally identified, as shown in the following proposition.
Proposition 2.5. Let A ∈ B(X) and let p, q ∈ K(H) be projections of finite rank n. Let {ξ 1 , . . . , ξ n } and {η 1 , . . . , η n } be orthonormal bases for the ranges of p and q, respectively. Then a map Φ :
Proof. Let Φ be as in the statement of the proposition. Since
e ηi,ξi pe ξj ,ηj
we conclude that Φ is a well-defined map.
To prove that Φ is injective, suppose that Φ( Ax, x ) = Φ( Ay, y ) for some Multiplying the above equality on its left side by e ξi,ηi and on its right side by e ηj ,ξj we obtain e i Ax, x e j = e i Ay, y e j for all i, j = 1, . . . , n. Thus we have
e i Ay, y e j = p Ay, y p = Ay, y .
It remains to show that Φ is surjective. To see this, take any Ay, y ∈ V n q (A).
e ξi,ηi y, y e ηj,ξj = n i,j=1 e ξi,ηi qe ηj ,ξj
This completes the proof.
If an arbitrary rank n projection p is fixed, then according to the identification from the above proposition, we can write
. Remark 2. 4 shows us now that the set V n (A) can be considered as a subset of B(H n ) where H n denotes, as before, the range of p.
In the following theorem we give an alternative description of the set V n (A). To do this, we have to introduce a "transposed" operator on B(H n ).
Definition 2.6. Let {ξ 1 , . . . , ξ n } be the fixed orthonormal basis for H n . We define a "transposed" operator τ :
is given by its action on the basis {ξ 1 , . . . , ξ n } :
Remark 2.7. According to the above definition, for t ∈ B(H n ) and η = n j=1 α j ξ j ∈ H n , it follows that
Further, let us denote by [t ij ] and [τ (t) ij ] the matrix representations of the linear operators t and τ (t) with respect to the orthonormal basis {ξ 1 , . . . , ξ n }. Then we get
for all k, j = 1, . . . , n. This shows that the matrix of τ (t) is obtained by transposing the matrix of t, hence the map τ is a linear operator on B(H n ).
In our next proposition some elementary properties of the map τ are collected.
Proposition 2.8. The operator τ from Definition 2.6 has the following properties:
Since all assertions are clear, the proof is omitted.
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We now state our theorem.
Theorem 2.9. Let A be an operator in B(X). Then
Remark 2.10. Note that in the assertion of this theorem we use the fact that X e is an invariant subspace for each A in B(X) (see [3, Remark 4 
(b)]).
Proof of Theorem 2.9. Given an isometry v : H n → X e , we define for i = 1, . . . , n the vector
since the equality y, z = (y, z)e is satisfied for all y, z from X e (see [3, Remark 4 
(c)]). The vector
Therefore, we have shown that v * A|X e v = τ ( Ax, x ). Conversely, let x be a vector in X such that x, x = p. We define an operator v : H n → X e on the orthonormal basis {ξ 1 , . . . , ξ n } by putting vξ i = e ξ,ξi x for i = 1, . . . , n. Observe that the operator v takes its values in X e , since vξ i , vξ i = e ξ,ξi x, x e ξi ,ξ = e ξ,ξi pe ξi,ξ = e ξ,ξ = e for i = 1, . . . , n. Moreover, v is an isometry since (vξ i , vξ j ) = tr( vξ i , vξ j ) = tr(e ξ,ξi x, x e ξj ,ξ ) = tr(e ξ,ξi pe ξj,ξ ) = δ i,j for all i, j = 1, . . . , n. If we put x i = e i x for i = 1, . . . , n, then x, x = p implies x = px = (e 1 + · · · + e n )x = x 1 + · · · + x n . Observe that x i , x j = δ i,j e i and also that x i = e i x = e ξi,ξ e ξ,ξi x = e ξi,ξ vξ i for i, j = 1, . . . , n. Thus, as in the proof of the first part, we conclude that τ ( Ax, x ) = v * A|X e v. This completes the proof.
Relation between V n (A) and W n (A)
Let A be a unital C * -algebra. Given an element a in A, we shall denote by C * (a) the C * -algebra generated by a and the identity. Let CP (C * (a), C n , 1) be the set of all completely positive maps of C * (a) into B(C n ) which preserve the identity. (The reader is referred to [1] or [7] for the definition and more details about completely positive maps.)
Furthermore, given a subset S of a unital C * -algebra A, we denote by mconv(S) the matricial convex hull of S, i.e., the set of all finite sums of the type i t * i a i t i , where each a i ∈ S and where the elements t i ∈ A are such that i t *
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use By S − we denote the topological closure of a set S. In what follows, let us fix a unitary operator u : C n → H n . (If { 1 , . . . , n } and {ξ 1 , . . . , ξ n } denote the standard orthonormal basis for C n and our fixed orthonormal basis for H n , respectively, then u can be chosen by its action on the basis  { 1 , . . . , n }, i.e., u j = ξ j for j = 1, . . . , n. ) In the sequel ψ : B(H n ) → B(C n ) will denote an isomorphism between C * -algebras B(H n ) and B(C n ) defined by ψ(t) = u * tu, t ∈ B(H n ). We begin by recalling the definition of the matricial range of an element in a unital C * -algebra (see [2] , [4] or [9] ).
Definition 3.1. Let A be a unital C * -algebra. For an element a ∈ A, the matricial range of a is the set
Remark 3.2. It is clear that the corresponding elements of * -isomorphic C * -algebras have the same matricial range. In particular, for all A ∈ B(X) we have
In [5, Theorem 3.5] J. Bunce and N. Salinas showed that for a given operator A|X e in B(X e ) it holds that
Theorem 2.9 immediately implies that
Thus we have the following result:
Further, for an operator T ∈ B(H), recall that the essential matricial range of T is the set
We now introduce the definition of the essential matricial range of A ∈ B(X) as follows:
Definition 3.4. For an operator A ∈ B(X) the essential matricial range of A is the set 
Proof. As in the proof of Theorem 2.9 we conclude that v : H n → X e is an isometry if and only if there exists a vector x in X such that x, x = p. Thereby v * A|X e v = τ ( Ax, x ) and the vectors x i = e i x satisfy x i , x j = δ i,j e i , x 1 + · · · + x n = x, x i = e ξi,ξ vξ i and vξ i = e ξ,ξi x for all i, j = 1, . . . , n. Observe that isometries vu, v u : C n → X e have mutually orthogonal ranges if and only if isometries v, v : H n → X e have mutually orthogonal ranges, that is, if and only if x, x = 0 is satisfied for the corresponding vectors x and x . To complete the proof, it remains to apply Theorem 3.1 ((a) ⇔ (c)) of [5] .
Remark 3.8. We provide here an alternative proof for the sufficiency part. To do this, we need the following lemma concerning the characterisation of an operator in K(X). Notice that if n = rank(p) = 1, our lemma reduces to Theorem 7 ((a) ⇔ (c)) from [3] . Lemma 3.9. For A ∈ B(X) the following statements are mutually equivalent:
If l is a cluster point of the norm bounded sequence ( Ax k , x k ) in B(H n ), then there exists a subsequence ( Ax ki , x ki ) of ( Ax k , x k ) converging to l. Obviously, l is a self-adjoint operator in B(H n ). We shall show that l must be zero. Let {η 1 , . . . , η n } be an orthonormal basis for H n consisting of eigenvectors of l. Put f j = e ηj ,ηj for j = 1, . . . , n. Then (f j x ki ) i is an orthonormal system in X (i.e., an orthogonal system of vectors whose inner squares are orthogonal projections of rank 1). Indeed, f j x ks , f j x kt = f j x ks , x kt f j = f j δ s,t pf j = δ s,t f j for all s, t ∈ N. Now, for j = 1, . . . , n, we have
where the last equality follows from Theorem 7 of [3] . We conclude that l = 0.
(ii) ⇒ (i). Let (y k ) be an arbitrary orthonormal system in a Hilbert space X e . We define x k = e ξ1,ξ y (k−1)n+1 + e ξ2,ξ y (k−1)n+2 + · · · + e ξn,ξ y kn for k ∈ N. It is easy to see that (x k ) is an orthogonal system in X such that x k , x k = p for all k ∈ N. By the hypothesis it follows that lim k→∞ Ae i x k , e i x k = lim k→∞ e i Ax k , x k e i = 0 for i = 1, . . . , n. Now we use the facts that X e is invariant for A and that x, y = (x, y)e for all x, y ∈ X e (see [3, Remark 4 
(b),(c)]) to obtain
Ae i x k , e i x k = e ξi,ξ Ay (k−1)n+i , y (k−1)n+i e ξ,ξi = (A|X e y (k−1)n+i , y (k−1)n+i )e i
