Let u denote a quasiminimal surface (QMS) bounded by a polygon ? 2 IR q (q 2) with N+3 distinct vertices in the sense of Shi man. A linear nite element method is presented for the approximation of u. Furthermore, an error estimation in terms of the angles at the vertices of ? and some examples of computed quasiminimal surfaces are given.
in the class of all admissible parameterizations v(w) over the unit disc B of u. This variational argument leads to the following system of nonlinear partial di erential equations for u(w). u = 0 in B ju x 1 j 2 ? ju x 2 j 2 = (u x 1 ; u x 2 ) = 0 in B (2) u j @B is a parameterization of ? On the other hand, every solution of (2) will parameterize a surface u of vanishing mean curvature (away from branch points where ru(w) = 0) spanning the curve ?. Since, necessarily, a surface of least area spanning ? must have mean curvature 0, the system (2) may be considered as the Euler-Lagrange equations of Plateau's minimization problem. Every solution of (2) is called minimal surface spanning ?. But (2) no longer requires the surface u to be absolutely area-minimizing. In general, solutions of (2) may have branch points, self-intersections, and be physically unstable -properties that would not be expected for area-minimizing surfaces spanning ?.
Disc-type minimal surfaces spanning a closed polygon ? correspond in a one to one manner to the critical points of Courant's function d( ). Therefore, Plateau's problem for the polygon ? is connected with the critical points of a function with nitely many variables. 
The unique solution u( ) of problem (5) 
Then ? bounds exactly one minimal surface u which is free of branch points in B.
In the present paper we are concerned with the rst step in tackling the generalized Plateau problem numerically, namely the numerical evaluation of ( ).
Another paper of the author 12] deals with the numerical evaluation of r and D 2 . With the help of Newton's method we are then able to compute polygonally bounded minimal surfaces via zeroes of r . The computation of the eigenvalues of D 2 yields the Morse index of the minimal surface u and we are able to decide whether the minimal surface is stable or not.
The paper is organized as follows. In chapter 2 we introduce the basic notations. Moreover we summarize important results on quasiminimal surfaces. In view of the implementation of a linear nite element method for the approximation of the variational problem (5) we will introduce a slightly modi ed form of the variational problem (5) in chapter 3. Furthermore we give existence and uniqueness results for the modi ed problem and it turns out, that the unique solutions of problem (5) and of the modi ed problem coincide a:e: on B. Chapter 4 deals with the discrete version of the modi ed variational problem. To obtain a conforming nite element method we construct a suitable nite element space. Furthermore, we proof existence and uniqueness for the solution of the modi ed problem. With the help of a suitable interpolation operator we are able to proof an error estimation for the unique discrete solution in terms of the geometry of the problem in chapter 5. In chapter 6 the nite element implementation of the discrete variational problem is described and in chapter 7 some numerical examples are presented. 
we assume the pairs ' k ; ' k+1 to be linearly independent for 1 k N + 2. With S k ; T k we denote the re ections at the lines ? k : t' k (t 2 IR); a k +? k (1 k N+3), respectively. Let = ( 1 ; : : :; N ) 2 IR N denote an N ? tuple of parameter values j satisfying 0 < 1 < : : : < N < : (9) It comes from the equivariance of problem (5) under the action of the three dimensional conformal group of the unit disc that we have to x N+1 := ; N+2 := 3 2 ; N+3 := 2 :
We set k := fw = e i ; k < < k+1 g (1 k N + 3; N+4 1 + 2 )
and abbreviate k := e i k (1 k N + 3 Furthermore, Heinz showed that the solution of (13) solves the following elliptic system of partial di erential equations ( 8] 
Here @ r denotes the derivative in radial direction. Since for our purposes is xed this argument will be dropped in the sequel. Next, we state some properties of the solution u of (14) . Since u is assumed to be continuous on B we necessarily have u( k ) = a k (1 k N + 3): At the vertices of the polygon ? the normal to the contour has a jump discontinuity. Therefore, the boundary conditions in (14) are nonlinear and singularities have to be expected at the points k (1 k N + 3). Let k 2 (0; ) denote the outer angle of ? at the vertex a k and let q = 3. Then, u at k locally maps either into the angle k or into the angle (1 ? k ) . In any case u locally may wind around the vertex a k m k times (m k 2 IN f0g). Heinz has fully investigated this situation ( 8]) and he proved the following singular expansions at the vertices of ?, which are also valid for the case q > 3. With @ w := 1 2 (@ x 1 ? i@ x 2 ) we have for the solution u of (14) (see also 11]) Lemma 2.1 For every 1 k N + 3 there exists an integer 1 p k q , p k exponents ?1 < p k 1 < : : : < p k p k 0 and an 0 > 0 such that for every with
The complex-valued coe cient functions f k j are holomorphic in B 0 ( k ): 6
Integration of (15) yields for 1 k N + 3 u(w) = a k + Re(
with suitable coe cient functions g k j (w). The exponents p k j are directly related to the eigenvalues of S k?1 S ?1 k and therefore to the angles of the polygon ? at a k (1 k N + 3) (see 10] ). For what follows we de ne p k := minfp k j ; 1 j p k g; (17) p min := minfp k ; 1 k N + 3g:
(18) With the help of the expansions (15) and (16) we infer the the following asymptotic behavior of u at j (1 j N + 3). u w (w) = a(w ? j ) p j +m j + O(jw ? j j p j +m j +s (w ! j ) (19) with a complex constant a 6 = 0 and s > 0. In the case m j > 0 there is a branch point at j . In the case q = 3 we have from 10] and 18]
In this context we also refer to Dziuk's investigations concerning the boundary regularity of polygonally bounded minimal surfaces 6]. For 0 < 0 with a suitable 0 (compare Lemma 2.1) we set := \ N+3 k=1 (B n B ( k )): (20) Since with ' k from (8), the pairs ' k ; ' k+1 (1 k N + 2) are assumed to be linearly independent we have p min 2 (?1; 0). With (15) and (16) 
3 A modi ed variational problem
To obtain a conforming nite element method for the numerical approximation of the solution u of (13) we have to modify problem (13) . For this purpose we replace the function space F( ) in (13) Proof : First, we show that the solution u of (13) is also a solution of (25). Therefore 
Since ru rv ! ru rv ( 
where X h0 denotes the discrete analogon to X 0 with respect to (24).
With the help of the Lax-Milgram lemma 1, ch. 4] and Lemma 3.3 the proof is straight forward. We nish this chapter with giving a description of how to get a triangulation of the unit disc in practice. Therefore we triangulate the unit-disc as shown in Figure  1 and denote the so obtained macro-triangulation with 0 . For j 1, we recall two possibilities for obtaining a re nement j of a given triangulation j?1 . In the rst case some triangles T 2 j?1 are partitioned into four congruent triangles (Figure 2 ).
To obtain a conformal triangulation j , maybe some neighboring-triangles, having a common edge with T, have to be halved. A second strategy is based on a bisecting algorithm (Figure 3 ). For a more detailed discussion on this topic we refer to 2].
The latter strategy yields a sequence f j g j2I N of regular triangulations, whereas the rst strategy may yield a sequence of triangulations with degenerating triangles. If an edge of a triangle, which is to be divided, contains two boundary nodes, proceed like in Figure 4 . In this context regular means, that each j (j 2 IN) is conforming and the sequence f j g j2I N is stable in terms of the smallest occurring angle of the macro-triangulation 0 . 5 The error estimation
In the present chapter we derive an error estimation for the di erence between the solutions u of (13) (21) Proof : In B + h we have with the help of (40) (13) and (35) Setting v := I h u in (44), the assumption follows from Theorem 5.3. We nish this chapter with some remarks.
Remark 5. 
and it is a well known fact ( see 7] ) that the solution u of (49) 
7 Examples
In this chapter we give some examples of computed QMS in IR 3 . All surfaces were computed according to (51) and (52), (53), Remark 6.2 and Remark 6.3, respectively with coinciding results. To solve the linear systems we have used a usual conjugate gradient method. The surfaces which we obtained via a selfadaptive strategy have been computed due to Remark 6.3. To obtain triangulations as regular as possible we used a more suitable normalization as in (10) .
In gures 5 and 6 a QMS spanning a polygonal contour with ve vertices and the corresponding triangulation are shown. The contour is similar to that one used by Lewerenz to show that Courant's function d( ) and Shi man's function ( ) do not coincide for certain values of (see 13]). In gures 7 and 8 we show a self-intersecting QMS with eight vertices and the corresponding triangulation. In gure 9 and gure 10 a QMS spanning a contour with twenty vertices and the corresponding triangulation is shown. Figure 11 and gure 12 show a QMS in a polygon with six vertices together with a triangulation which has been obtained via a selfadaptive strategy. The re nement strategy is as follows. The normal vectors of the images of two neighboring triangles are compared. The triangles are assigned to be halved if the angle of the two normal vectors is larger than a prescribed tolerance. The gures 13 and 14 show a twisted knot together with a triangulation obtained via another selfadaptive strategy. This strategy works as follows. The gradient of the parameterization of the surface in the nodal points of the triangulation has to be computed. A triangle is assigned to be halved if the gradient in a node which corresponds to the triangle is lower than a prescribed value. The area of re nement locates a branch point. 18
