Abstract. In this article we give a complete description of the evolution of an area decreasing map f : M → N induced by its mean curvature in the situation where M and N are complete Riemann surfaces with bounded geometry, M being compact, for which their sectional curvatures σ M , σ N satisfy min σ M ≥ sup σ N .
Introduction
Let (M, g M ) and (N, g N ) be two complete Riemann surfaces, with (M, g M ) being compact. A smooth map f : M → N is called area decreasing if | Jac(f )| ≤ 1, where Jac(f ) is the Jacobian determinant of f (for short just Jacobian). Being area decreasing means that the map f contracts 2-dimensional regions of M. If | Jac(f )| < 1 the map is called strictly area decreasing and if | Jac(f )| = 1 the map is said area preserving. Note that in the latter case Jac(f ) = ±1 depending on whether f is orientation preserving or orientation reversing map. In this article we deform area decreasing maps f by evolving their corresponding graphs Γ(f ) := (x, f (x)) ∈ M × N : x ∈ M , under the mean curvature flow in the Riemannian product 4-manifold
where here π * M : M × N → M and π * N : M × N → N are the natural projection maps. Our main goal is to show the following theorem which generalizes all the previous known results for area decreasing maps between Riemann surfaces evolving under the mean curvature flow.
Theorem A. Let (M, g M ) and (N, g N ) be complete Riemann surfaces, M being compact and N having bounded geometry. Let f : M → N be a smooth area decreasing map. Suppose that the sectional curvatures σ M of g M and σ N of g N are related by min σ M ≥ sup σ N . Then there exists a family of smooth area decreasing maps f t : M → N, t ∈ [0, ∞), f 0 = f , such that the graphs Γ(f t ) of f t move by mean curvature flow in (M × N, g M ×N ). Moreover, the family Γ(f t ) smoothly converges to a limiting surface M ∞ in M × N. Furthermore, there exist only two possible categories of initial data sets and corresponding solutions:
(I) The curvatures σ M , σ N are constant and equal and the map f 0 is area preserving. In this category, each f t is area preserving and the limiting surface M ∞ is a minimal Lagrangian graph in M × N, with respect to the symplectic form
N Ω N , depending on whether f 0 is orientation preserving or reversing, respectively. Here Ω N and Ω N are the positively oriented volume forms of M and N, respectively. (i) If the initial data set belongs to category (I), then N is compact because f 0 is a local diffeomorphism. On the other hand, the maps f t will be area preserving for all t since this is a special case of the Lagrangian mean curvature flow (see [Smo96] or the survey paper [Smo12] ). Now the statement of category (I) follows from the results in Wang [Wan01] and Smoczyk [Smo02] . (ii) If the initial data set belongs to category (II), that is either f 0 is not area preserving everywhere or σ M = σ = min σ M = σ N does not hold at each point, then (as will be shown in Lemma 3.2) f t will be strictly area decreasing for all t > 0. Then, if N is compact, part (a) of category (II) was shown in [SHS14] .
(iii) In the category (IIc), the minimal surface M ∞ is not necessarily totally geodesic. One reason is that there is an abundance of examples of minimal graphs that are generated by area decreasing maps between two negatively curved compact hyperbolic surfaces. For instance, any holomorphic map between compact hyperbolic spaces is area decreasing due to the Schwarz-Pick-Yau Lemma [Yau78] and its graph is minimal.
Another aim of this paper is to obtain curvature estimates for the graphical mean curvature and for the second fundamental form of the evolving graph. In particular, we prove the following theorem.
Theorem B. Suppose that (M, g M ) and (N, g N ) are Riemann surfaces as in Theorem A and f : M → N a smooth strictly area decreasing map. Suppose that the sectional curvatures σ M of g M and σ N of g N are related by
Then, depending on the sign of the constant σ, we have the following decay estimates for the mean curvature flow of the graph of f in the product Riemannian manifold
(a) If σ > 0, then there exists a uniform time independent constant C such that the norm of the second fundamental form satisfies
(b) If σ = 0, then there exists a uniform time independent constant C such that the norms of the second fundamental form and of the mean curvature satisfy
and
(c) If σ < 0, then there exists a uniform time independent constant C such that
Remark 1.2. Similar curvature decay estimates for the norm of the second fundamental form in the case σ > 0, were obtained also by Lubbe [Lub15] . Explicit curvature decay estimates have been obtained recently by Smoczyk, Tsui and Wang [STW14] in the case of strictly area decreasing Lagrangian maps between flat Riemann surfaces.
Geometry of graphical surfaces
In this section we recall some basic facts about graphical surfaces. Some of these can be found in our previous papers [SHS15, SHS14, SHS14b] . In order to make the paper self-contained let us recall very briefly some of them here.
2.1. Notation. Let F : Σ → L be an isometric embedding of an mdimensional Riemannian manifold Σ, g to a Riemannian manifold L, · , · of dimension l. We denote by ∇ the Levi-Civita connection associated to g and by∇ the corresponding Levi-Civita of · , · . The differential dF is a section in F * T L ⊗ T * Σ. Let ∇ F be the connection induced by F on this bundle. The covariant derivative of dF is called the second fundamental tensor A of F , i.e.,
for any v 1 , v 2 ∈ T Σ. Note that the second fundamental form maps to the normal bundle N Σ. The second fundamental form with respect to a normal direction ξ is denoted by
The trace H of A with respect to g is called the mean curvature vector field of the graph. If H vanishes identically then the embedding F is called minimal.
The normal bundle N Σ admits a natural connection which we denote by ∇ ⊥ . Let us denote by R,R and R ⊥ the curvature operators of T Σ, T L and N Σ, respectively. Then these tensors are related with A through the Gauß-Codazzi-Ricci equations. Namely:
where v 1 , v 2 , v 3 ∈ T Σ and {ξ m+1 , . . . , ξ l } is a local orthonormal frame field in the normal bundle of F .
(c) Ricci equation
where here v 1 , v 2 ∈ T Σ, ξ, η ∈ N Σ and {e 1 , . . . , e m } is a local orthonormal frame field with respect to g.
2.2. Graphs. Suppose now that the manifold L is a product of two Riemann surfaces (M, g M ) and (N, g N ) and that f : M → N is a smooth map. The induced metric on the product manifold will be denoted by
Define the embedding F : M → M × N, given by 
The metrics g M , g M ×N and g are related by
The Levi-Civita connection∇ of the product manifold is related to the Levi-Civita connections
The corresponding curvature operatorR is related to the curvature operators R M and R N byR
The Levi-Civita connection of g will be denoted by ∇, its curvature tensor by R and it sectional curvature by σ g . We denote the sectional curvatures of (M, g M ) and (N, g N ) by σ M and σ N , respectively. Indeed, in the case where the values λ and µ are strictly positive, one may define them as
In the case where λ vanishes and µ is positive, define first β 2 by β 2 := df (α 2 ) df (α 2 ) and take as β 1 a unit vector perpendicular to β 2 . In the special case where both λ and µ are zero, we may take an arbitrary orthonormal basis of T f (x) N. This procedure is called the singular decomposition of the differential df of the map f . Observe that
and v 2 := α 2 1 + µ 2 are orthonormal with respect to the metric g. Hence, the vectors e 1 := 1 √ 1 + λ 2 α 1 ⊕ λβ 1 and e 2 := 1
form an orthonormal basis with respect to the metric g M ×N of the tangent space dF (T x M) of the graph Γ(f ) at x. Moreover, the vectors
form an orthonormal basis with respect to g M ×N of the normal space N x M of the graph Γ(f ) at the point f (x). Observe now that
Consequently, {e 3 , e 4 } is an oriented basis of the normal space N x M if and only if {α 1 , α 2 , β 1 , β 2 } is an oriented basis of
The area functional A(f ) of the graph is given by
2.4. Jacobians of the projection maps. As before let Ω M denote the Kähler form of the Riemann surface (M, g M ) and Ω N the Kähler form of (N, g N ). We can extend Ω M and Ω N to two parallel 2-forms on the product manifold M × N by pulling them back via the projection maps π M and π N . That is we may define the parallel forms
N Ω N . Define now two smooth functions u 1 and u 2 given by
where here * stands for the Hodge star operator with respect to the metric g. Note that u 1 is the Jacobian of the projection map from Γ(f ) to the first factor of M × N and u 2 is the Jacobian of the projection map of Γ(f ) to the second factor of M × N. With respect to the basis {e 1 , e 2 , e 3 , e 4 } of the singular decomposition, we can write
.
Note also that
Moreover, the difference between u 1 and |u 2 | measures how far f is from being area preserving. In particular:
Chern and Wolfson [CW83] introduced a function which measures the deviation of the tangent plane dF (T x M) from a complex line of the space
as a complex manifold with respect to J 1 then its corresponding Kähler angle a 1 is given by the formula
For our convenience we require that a 1 ∈ [0, π]. Note that in general a 1 is not smooth at points where ϕ = ±1. If there exists a point
In the case where a 1 (x) = π/2, the point x is called Lagrangian point of the map F . In this case u 1 = u 2 . Similarly, if we regard the product manifold (M × N, g M ×N ) as a Kähler manifold with respect to the complex structure J 2 , then its corresponding Kähler angle a 2 is defined by the formula 2.6. Structure equations. Around each point x ∈ Γ(f ) we choose an adapted local orthonormal frame {e 1 , e 2 ; e 3 , e 4 } such that {e 1 , e 2 } is tangent and {e 3 , e 4 } is normal to the graph. The components of A are denoted as A α ij := A(e i , e j ), e α . Latin indices take values 1 and 2 while Greek indices take the values 3 and 4. For instance we write the mean curvature vector in the form H = H 3 e 3 + H 4 e 4 . By Gauß' equation we get
From the Ricci equation we see that the curvature σ n of the normal bundle of Γ(f ) is given by the formula 
where
and T is the maximal time of existence of the solution. The compactness of M implies that the evolving submanifolds stay graphs on an interval [0, T g ) with T g ≤ T . This means that there exist smooth families of diffeomorphisms φ t ∈ Diff(M) and maps f t : M → N such that
for any time t ∈ [0, T g ).
3.1. Evolution equations of first order quantities. In the next lemma we recall the evolution equation of a parallel 2-form on the product manifold M × N. The proofs can be found in [Wan01b] .
Lemma 3.1. Let Ω be a parallel 2-form on the product manifold M ×N. Then, the function u := * (F * Ω) evolves in time under the equation
where {e 1 , e 2 ; e 3 , e 4 } is an arbitrary adapted local orthonormal frame.
As a consequence of Lemma 3.1 we deduce the following:
Lemma 3.2. The functions u 1 and u 2 defined in section 2.4 satisfy the following coupled system of parabolic equations
Moreover, ϕ and ϑ satisfy the following system of equations
In particular, if all the maps f t are area preserving, then the curvatures σ M and σ N necessarily must satisfy the relation
Proof. The evolution equations of the functions u 1 and u 2 follow as an immediate consequence of Lemma 3.1. Suppose now that each f t is an area preserving map. Then ϕ = u 1 − u 2 = 0 in space and time. Combining the two equations from above, we deduce that the curvatures of M and N are related by σ M = σ N • f t , and so f t , t ∈ [0, T g ), are even curvature preserving maps. This completes the proof of lemma.
3.2. Estimating the Jacobians. We will give here several a priori estimates for the functions u 1 , u 2 and the Kähler angles.
Lemma 3.3. Let f : M → N be a smooth map between two complete Riemann surfaces, M being compact. Then the mean curvature flow of Γ(f ) stays graphical as long as it exists and the function u 2 /u 1 stays bounded.
Proof. From the first equation of Lemma 3.2 we deduce that there exists a time dependent and bounded function h such that
Then from the parabolic maximum principle we get that u 1 (x, t) > 0, for any (x, t) ∈ M × [0, T ). Therefore, the solution remains graphical as long as the flow exists.
Suppose that the curvatures of the surfaces (M, g M ) and (N, g N ) satisfy σ := min σ M ≥ sup σ N . Then the following statements hold.
(a) The conditions Jac(f ) ≤ 1 or Jac(f ) ≥ −1 are both preserved under the mean curvature flow.
(b) The area decreasing property is preserved under the flow.
where Jac 2 (f ) = 1, then Jac 2 (f ) ≡ 1 in space and time and σ M = σ = σ N .
Proof. From Lemma 3.2, we deduce that
Note that the quantities 1 − ϕ 2 and ϕ + ϑ are positive. Hence, because of our curvature assumptions, the last line of the above equality is positive. Thus, there exists a time dependent function h such that
From the parabolic maximum principle we deduce that ϕ stays positive in time. Moreover, from the strong parabolic maximum principle it follows that if ϕ vanishes somewhere, then it vanishes identically in space and time. Hence, the sign of ϕ is preserved by the flow. Similarly we prove the results concerning ϑ. This completes the proof. Now we want to explore the behavior of the function
under the graphical mean curvature flow. Proof. From Lemma 3.2 we get,
Since by assumption σ M ≥ σ ≥ σ N , we deduce that
One can algebraically check that
Suppose at first that σ ≥ 0. Then
From the comparison maximum principle we obtain
where c 0 is a positive constant.
In the case where σ < 0, from the equation (3.1) we deduce that
from where we get the desired estimate.
Let us state here the following auxiliary result which will be used later for several estimates. The proof is straightforward.
Lemma 3.6. Let f : (M, g M ) → (N, g N ) be an area decreasing map. Let η be a positive smooth function depending on ρ and let ζ be the function given by ζ := log η(ρ).
A priori decay estimates for the mean curvature
We will show in this section that under our curvature assumptions, in the strictly area decreasing case, the norm of the mean curvature vector stays uniformly bounded as long as the flow exists. 
where ε is a non-negative number. Then,
Proof. Recall from [Smo12, Corollary 3.8] that the squared norm H 2 of the mean curvature vector evolves in time under the equation 
Note that from Cauchy-Schwarz inequality
Moreover, observe that at points where the mean curvature vector is non-zero, from Kato's inequality, we have that
Consequently, at points where the norm H of the mean curvature is not zero the following inequality holds
Now let us compute the evolution equation of the function τ . We have,
Note that
Therefore,
and this completes the proof. 
where C is again a positive constant.
Proof. Consider the time dependent function Θ given by
where δ is a positive increasing function. Making use of the estimate
and from the evolution equations of Lemma 3.6 and Lemma 4.1 we deduce that
Choosing δ = 1 and ε = 0, we obtain that
From the maximum principle the norm H remains uniformly bounded in time regardless of the sign of the constant σ. In the case where σ ≥ 0, choosing ε = 1 and δ = t, we deduce that Θ remains uniformly bounded in time which gives the desired decay estimate for H. Definition 5.1 (C ∞ -convergence). Let (E, π, Σ) be a vector bundle endowed with a Riemannian metric g and a metric connection ∇ and suppose that {ξ k } k∈N is a sequence of sections of E. Let Ω be an open subset of Σ with compact closureΩ in Σ. Fix a natural number p ≥ 0. We say that {ξ k } k∈N converges in C p to ξ ∞ ∈ Γ(E|Ω), if for every ε > 0 there exists k 0 = k 0 (ε) such that
Definition 5.2 (C ∞ -convergence on compact sets). Let (E, π, Σ) be a vector bundle endowed with a Riemannian metric g and a metric connection ∇. Let {U n } n∈N be an exhaustion of Σ and {ξ k } k∈N be a sequence of sections of E defined on open sets A k of Σ. We say that {ξ k } k∈N converges smoothly on compact sets to ξ ∞ ∈ Γ(E) if:
(a) For every n ∈ N there exists k 0 such thatŪ n ⊂ A k for all natural numbers k ≥ k 0 . (b) The sequence {ξ|Ū k } k≥k 0 converges in C ∞ to the restriction of the section ξ ∞ onŪ k .
In the next definitions we recall the notion of smooth Cheeger-Gromov convergence of sequences of Riemannian manifolds. (Σ, g, x) is a Riemannian manifold (Σ, g) with a choice of origin or base point x ∈ Σ. If the metric g is complete, we say that (Σ, g, x) is a complete pointed Riemannian manifold.
Definition 5.3 (Pointed manifolds). A pointed Riemannian manifold
Definition 5.4 (Cheeger-Gromov smooth convergence). A sequence of complete pointed Riemannian manifolds {(Σ k , g k , x k )} k∈N smoothly converges in the sense of Cheeger-Gromov to a complete pointed Riemannian manifold (Σ ∞ , g ∞ , x ∞ ), if there exists:
The family {(U k , Φ k )} k∈N is called a family of convergence pairs of the sequence {(Σ k , g k , x k )} k∈N with respect to the limit (Σ ∞ , g ∞ , x ∞ ).
In the sequel, when we say smooth convergence, we will always mean smooth convergence in the sense of Cheeger-Gromov.
The family of convergence pairs is not unique. However, two such families (a) For any integer j ≥ 0 there exists a uniform constant C j such that
(b) The injectivity radius satisfies inj g (Σ) > 0.
The following proposition is standard and will be useful in the proof of the long time existence of the graphical mean curvature flow.
Proposition 5.6. Let (Σ, g) be a complete Riemannian manifold with bounded geometry. Suppose that {a k } k∈N is an increasing sequence of real numbers that tends to +∞ and let {x k } k∈N be a sequence of points on Σ. Then, the sequence (Σ, a 2 k g, x k ) smoothly subconverges to the standard euclidean space (R m , g euc , 0).
We will use the following definition of uniformly bounded geometry for a sequence of pointed Riemannian manifolds.
Definition 5.7. We say that a sequence {(Σ k , g k , x k )} k∈N of complete pointed Riemannian manifolds has uniformly bounded geometry if the following conditions are satisfied:
(a) For any j ≥ 0 there exists a uniform constant C j such that for each
In the next result we state the Cheeger-Gromov compactness theorem for sequences of complete pointed Riemannian manifolds. The version that we present here is due to Hamilton (see for example [Ham95b] or [CCG + 
07, Chapters 3 & 4]).
Theorem 5.8 (Cheeger-Gromov compactness). Let {(Σ k , g k , x k )} k∈N be a sequence of complete pointed Riemannian manifolds with uniformly bounded geometry. Then, the sequence {(Σ k , g k , x k )} k∈N subconverges smoothly to a complete pointed Riemannian manifold (Σ ∞ , g ∞ , x ∞ ).
Remark 5.9. Due to an estimate from Cheeger, Gromov and Taylor [CGT82] , the above compactness theorem still holds under the weaker assumption that the injectivity radius is uniformly bounded from below by a positive constant only along the base points {x k } k∈N , thereby avoiding the assumption of the uniform lower bound for inj g k (Σ k ).
Convergence of immersions.
Let us begin our exposition with the geometric limit of a sequence of immersions.
Definition 5.10 (Convergence of isometric immersions). Suppose that {(L k , h k , y k )} k∈N is a sequence of pointed Riemannian manifolds and
where {Σ k } k∈N is a family of manifolds and {x k } ∈N a sequence such that x k ∈ Σ k for any k ∈ N. We say that the sequence {F k } k∈N converges smoothly to an isometric immersion
if the following conditions are satisfied:
The following result holds true (see for example [Coo11, Corollary 2.1.11] or [CY07, Theorem 2.1]).
Lemma 5.11. Suppose that (L, h) is a complete Riemannian manifold with bounded geometry. Then for any C > 0 there exists a positive constant r > 0 such that inj g (Σ) > r for any isometric immersion F : (Σ, g) → (L, h) such that the norm A F of its second fundamental form satisfies A F ≤ C.
The last lemma and the Cheeger-Gromov compactness theorem allow us to obtain a compactness theorem in the category of sequences of immersions (see for instance [Coo11, Theorem 2.0.12]).
Theorem 5.12 (Compactness for immersions). Let
(c) For each integer j ≥ 0 there exists a uniform constant C j such that
for any k ∈ N. Here A F k stands for the second fundamental form of the immersion F k .
Then the sequence of immersions {F k } k∈N subconverges smoothly to a complete isometric immersion Theorem 5.13 (Blow-up limit). Let Σ be a compact manifold and
) be a solution of mean curvature flow, where L is a Riemannian manifold with bounded geometry and T ≤ ∞ is the maximal time of existence. Suppose that there exists a sequence of points {(x k , t k )} k∈N in Σ × [0, T ) with lim t k = T and such that the sequence {a k } k∈N , where
tends to infinity. Then: has finite total curvature. In the matter of fact, Σ ∞ is conformally diffeomorphic to a compact Riemann surface minus a finite number of points and is of parabolic type.
5.4.
Long time existence and convergence. Now we shall prove that under our assumptions the graphical mean curvature flow exists for all time and smoothly converges. Proof. Suppose to the contrary that A is not uniformly bounded.
Then there exists a sequence of points
and such that the sequence {a k } k∈N tends to infinity. Now perform scalings as in Theorem 5.13. A direct computation shows that the mean curvature vector H k of F k is related to the mean curvature H of F by
4 be the blow-up flow of Theorem 5.13. Since the norm H is uniformly bounded and the convergence is smooth, we deduce that F ∞ : Σ ∞ → R 4 must be a complete minimal immersion. We will distinguish two cases:
Case A. Suppose at first that σ ≥ 0. In this case, due to Lemma 3.5 the singular values of the time dependend map f t : M → N remain uniformly bounded in time and Jac(f t ) remains uniformly bounded by 1. Recall now from Theorem 5.13(d) that the Riemann surface Σ ∞ is parabolic. Consequently, any positive superharmonic function must be constant. Now observe that the corresponding Kähler angles ϕ ∞ , ϑ ∞ of F ∞ with respect to the complex structures J = (J R 2 , −J R 2 ) and J 2 = (J R 2 , J R 2 ) of R 4 are strictly positive. Moreover, as in Lemma 3.2 we get that Case B. Let us investigate the case where σ < 0. If T < ∞, then by the estimate done in Lemma 3.5(b) we see that the singular values of f t are uniformly bounded from above and we can proceed exactly in the same way as in Case A. So let us assume from now on that T = ∞. In this case the biggest singular value of the evolving maps f t : M → N might tend to +∞ as t tends to +∞ while Jac(f t ) < 1 for any t ≥ 0.
There are only to possibilities concerning the Jacobian of the limiting minimal immersion. The first option is
for any x ∈ M. Since the convergence is smooth, proceeding as in Case A we deduce that the immersion F ∞ is flat, which is absurd.
The next possibility is that there is a point x 0 ∈ M such that lim t→+∞ Jac(f t )(x 0 ) = ±1.
Suppose that the above limit is equal to 1. The case where the limit is −1 is treated in a similar way.
Claim. The limiting surface is Lagrangian and lim t→∞ Jac(f t ) = 1 uniformly.
Proof of the claim. Let ϕ ∞ be the Kähler angle of F ∞ with respect to the complex structure J = (J R 2 , −J R 2 ) of R 4 , where by J R 2 we denote the standard complex structure of R 2 . Since the convergence is smooth we deduce that ϕ ∞ ≥ 0 and that there exists a point where ϕ ∞ becomes zero. Recall that ϕ ∞ satisfies the partial differential equation
where −σ ⊥ F∞ is the normal curvature of F ∞ . Since there is a point where ϕ ∞ vanishes, from the strong maximum principle we deduce that ϕ ∞ must be identically zero. Consequently, F ∞ : Σ ∞ → R 4 must be a complete minimal Lagrangian immersion. From the relations ϕ ∞ = (u 1 ) ∞ − (u 2 ) ∞ , ϑ ∞ = (u 1 ) ∞ + (u 2 ) ∞ and equations (5.1), (5.2) we then see that (u 1 ) ∞ = (u 2 ) ∞ = const. If this constant is non-zero, then certainly lim t→∞ Jac(f t ) = 1 uniformly, because Jac(f t ) = u 2 /u 1 .
On the other hand, if that constant is zero, then ϕ ∞ = ϑ ∞ = 0 and the equations for the gradients of ϕ ∞ , ϑ ∞ , imply that A F∞ vanishes identically, which is a contradiction to the fact that A F∞ attains the value 1 somewhere. Hence the limit of the Jacobian is 1 everywhere. This completes the proof of the claim.
It is well known (see for example [CM87] or [Smo00] ) that minimal Lagrangian surfaces in C 2 are holomorphic curves with respect to one of the complex structures of C 2 . In the matter of fact (see for instance [Aiy04]) we can explicitly locally reparametrize the minimal Lagrangian immersion F ∞ in the form
where β is a constant and F 1 , F 2 : D ⊂ C → C are holomorphic functions defined in a simply connected domain D such that
The Gauß image of F ∞ lies in the slice S 2 × {(e iβ , 0)} of S 2 × S 2 . In the matter of fact all the information on the Gauß image of F ∞ is encoded in the map G : D → S 2 = C ∪ {∞} given by
In the case where the immersion F ∞ was the graph of an area preserving map f : C → C, then
In this case the image of G is contained in a bounded subset of C ∪{∞}.
On the other hand, recall that F ∞ arises as a smooth limit of graphical surfaces generated by maps whose Jacobians uniformly approaches the value 1. Consequently, also in the general case, the Gauß image of F ∞ omits an open subset of C ∪ {∞}. But then, due to a result of Osserman [Oss64, Theorem 1.2] the immersion F ∞ must be flat, which is a contradiction. This completes Case B.
Since the norm of the second fundamental form is uniformly bounded in time, the graphical mean curvature flow exists for all time and, moreover, due to the general convergence theorem of Simon [Sim83, Theorem 2], it smoothly converges to a compact minimal surface M ∞ of the product space M ×N. This completes the proof of the theorem.
Remark 5.15. In the case where F ∞ (Σ ∞ ) is an entire minimal graph, in the proof of the above theorem, one could use the Bernstein type theorems proved by Hasanis, Savas-Halilaj and Vlachos in [HSHV09, HSHV11] to show flatness of F ∞ .
Proof of Theorem B
In this section we will prove the decay estimates claimed in Theorem B. Let us start by proving the following auxiliary lemma. where the indices are with respect to an arbitrary adapted local orthonormal frame {e 1 , e 2 ; e 3 , e 4 }. In terms of the frame fields introduced in subsection 2.3, we get that Since the evolving graphs are area decreasing, we see that Because the Riemann surfaces M and N have bounded geometry we deduce that there exists a constant C 1 such that
Denote by A 2 the term Similarly we deduce that there exists a constant K 2 such that
Suppose that σ > 0. In this case the flow is smoothly converging to a graphical minimal surface M ∞ = Γ(f ∞ ) of M × N. Due to Theorem 6.2(b), M ∞ must be totally geodesic and f ∞ is a constant map.
Assume now that σ = 0. As in the previous case we have smooth convergence of the flow to a minimal graphical surface M ∞ = Γ(f ∞ ) of M × N, where f ∞ is a strictly area decreasing map. From the integral inequality of Theorem 6.2(b) we deduce that
Consequently, M ∞ must be a totally geodesic graphical surface.
