GEOMETRIC STRUCTURE AND GEODESICS OF THE C-METRIC by LIM YEN KHENG
GEOMETRIC STRUCTURE AND GEODESICS
OF THE C-METRIC
LIM YEN KHENG
(BSc. (Hons), NUS )
A THESIS SUBMITTED FOR THE
DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF PHYSICS




I hereby declare that the thesis is my original work and it has been written by me in
its entirety. I have duly acknowledged all the sources of information which have been
used in the thesis.






I would like to thank family, namely my parents Nancy Koay Saw Sim, Allan Lim
Chong Hu, and my sister Jannie Lim Chun Cheng for their love and support.
Thanks also to my supervisor Prof. Edward Teo for his patient guidance and teach-
ing, both to me as a research student and also as a Teaching Assistant in matters of
teaching. In addition, I wish to express my gratitude to Chen Yu and Kenneth Hong,
whose experience and advice have helped me as well.







List of Tables xiii
List of Figures xv
1 Introduction 1
1.1 Black holes in General Relativity . . . . . . . . . . . . . . . . . . . . . 1
1.2 The C-metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Motivation and summary of new results . . . . . . . . . . . . . . . . . . 8
1.4 Outline and notational convention . . . . . . . . . . . . . . . . . . . . . 13
2 Brief review of the C-metric 15
2.1 Derivation of the C-metric with cosmological constant . . . . . . . . . . 15
2.2 Properties of the C-metric with cosmological constant . . . . . . . . . . 18
2.2.1 Parameter and coordinate ranges . . . . . . . . . . . . . . . . . 18
2.2.2 Non-accelerating (A)dS black hole limits . . . . . . . . . . . . . 19
2.2.3 Conical singularities . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.4 Rod structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 C-metric with zero cosmological constant . . . . . . . . . . . . . . . . . 23
2.4 Harrison transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 27
vii
viii CONTENTS
2.5 Ernst metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 New form of the (A)dS C-metric 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Derivation and symmetries . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Domain and rod-structure analysis . . . . . . . . . . . . . . . . . . . . 38
3.4 Parameter ranges and various limits . . . . . . . . . . . . . . . . . . . . 45
3.4.1 dS C-metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4.2 AdS C-metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.3 Ricci-flat C-metric . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Equivalence to the traditional form . . . . . . . . . . . . . . . . . . . . 51
3.6 Charged generalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.6.1 Derivation of the new form . . . . . . . . . . . . . . . . . . . . . 53
3.6.2 Domain and rod-structure analysis . . . . . . . . . . . . . . . . 56
3.6.3 Parameter ranges . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.7 Classification of all possible domains . . . . . . . . . . . . . . . . . . . 63
3.8 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4 Deformed hyperbolic black holes 67
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Parameter ranges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4 Domain structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.5 Physical interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.1 Deformed spherical black holes . . . . . . . . . . . . . . . . . . 80
4.5.2 Deformed hyperbolic black holes . . . . . . . . . . . . . . . . . . 83
4.6 Special cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6.1 Non-deformed topological black holes . . . . . . . . . . . . . . . 86
4.6.2 Generalised Rindler-AdS space . . . . . . . . . . . . . . . . . . 88
4.6.3 Black funnels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
CONTENTS ix
4.6.4 A class of black holes with unusual horizons . . . . . . . . . . . 92
4.6.5 Extremal deformed hyperbolic black holes . . . . . . . . . . . . 95
4.7 Relation to traditional forms . . . . . . . . . . . . . . . . . . . . . . . . 95
4.8 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5 Particle motion in the C-metric 103
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.2 The metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.3 Geodesic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Effective potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.1 Timelike geodesics . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.4.2 Null geodesics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5 Geodesics with zero angular momentum . . . . . . . . . . . . . . . . . 110
5.5.1 Radial geodesics along the poles . . . . . . . . . . . . . . . . . . 112
5.5.2 Polar orbits around weakly accelerated black holes . . . . . . . . 115
5.5.3 Polar orbits for general A . . . . . . . . . . . . . . . . . . . . . 120
5.6 Stability of circular orbits . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.6.1 Circular orbit solution . . . . . . . . . . . . . . . . . . . . . . . 121
5.6.2 Perturbations of circular orbits . . . . . . . . . . . . . . . . . . 122
5.7 Numerical solutions for bound orbits . . . . . . . . . . . . . . . . . . . 124
5.8 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 126
6 Particle motion in the Ernst spacetime 129
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.2 Ernst spacetime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3 Particles in the electric Ernst spacetime . . . . . . . . . . . . . . . . . . 131
6.3.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . 131
6.3.2 Curves of zero velocity . . . . . . . . . . . . . . . . . . . . . . . 133
6.3.3 Nearly circular orbits in weak electric fields . . . . . . . . . . . . 135
6.3.4 Circular orbits in arbitrary field strengths . . . . . . . . . . . . 137
x CONTENTS
6.4 Particles in the magnetic Ernst spacetime . . . . . . . . . . . . . . . . 138
6.4.1 Equations of motion . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4.2 Circular orbits in the test field approximation . . . . . . . . . . 140
6.4.3 Trochoid-like trajectories in the Melvin spacetime . . . . . . . . 143
6.5 Neutral particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.5.1 Effective potential for neutral particles . . . . . . . . . . . . . . 151
6.5.2 Stability of circular photon orbits . . . . . . . . . . . . . . . . . 152
6.5.3 Stability of circular time-like orbits . . . . . . . . . . . . . . . . 155
6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7 Conclusion and future extensions 159
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.2 Extensions for future work . . . . . . . . . . . . . . . . . . . . . . . . . 160
Bibliography 163
A Accelerated observers 175
A.1 Minkowski space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.2 de Sitter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.3 Anti-de Sitter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.3.1 Spherical foliations . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.3.2 Hyperbolic foliations . . . . . . . . . . . . . . . . . . . . . . . . 181
Summary
In this thesis we study the geometric structure and parameter space of the C-metric,
which describes accelerated black holes. In particular, we provide a new form of the
C-metric whose structure functions are partially factorised. This extends the earlier
work of Hong and Teo to the case of non-zero cosmological constant. In this new
form, the roots are regarded as fundamental parameters, and the allowed coordinate
range can be visualised as a “box” in a two-dimensional plot. For the case of negative
cosmological constant, we find that other shapes for the coordinate range are allowed
as well, for example triangular and trapezoidal domains. We show that the triangular
domains describe deformed hyperbolic black holes, where the event horizon has non-
constant curvature.
In the zero cosmological constant case, we explore the C-metric further by con-
sidering its geodesic equations for time-like and null particles. We find that for small
accelerations, circular orbits of radius r0 > 6m are stable under small uniform ac-
celerations along the orbital plane. For circular orbits in arbitrary acceleration, an
algebraic relation expressing the condition of stability is obtained. This refines the
stability analysis done in the previous literature. Particle motion in the Ernst metric
is also considered, in either an external electric or magnetic field. We find that the
electric field strength must be below a certain charge-dependent critical value for cir-
cular orbits to be stable. In Melvin universe limit, the equations of motion are solved
to reveal cycloid-like or trochoid-like motion, similar to those found by Frolov and




2.1 Topological black holes . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.1 Mapping of parameters to the traditional form . . . . . . . . . . . . . . 99
xiii
xiv LIST OF TABLES
List of Figures
2.1 Discriminant of structure function F . . . . . . . . . . . . . . . . . . . 19
2.2 Rod structure of the C-metric . . . . . . . . . . . . . . . . . . . . . . . 26
3.1 Curves of P (ξ) and Q(ξ) . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Domains for the dS, AdS and Ricci-flat C-metric . . . . . . . . . . . . . 41
3.3 Rod structure of the (A)dS C-metric . . . . . . . . . . . . . . . . . . . 44
3.4 Parameter range of the AdS C-metric . . . . . . . . . . . . . . . . . . . 48
3.5 Curves of P (ξ) and Q(ξ) . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.6 Domains of the charged C-metric . . . . . . . . . . . . . . . . . . . . . 58
3.7 New trapezoidal domains . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.1 Order of the structure function roots . . . . . . . . . . . . . . . . . . . 71
4.2 Parameter range as a plot of ν versus µ . . . . . . . . . . . . . . . . . . 72
4.3 Domain structure for Region A . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Domain structure for Region B. . . . . . . . . . . . . . . . . . . . . . . 76
4.5 Domain structure for Region C. . . . . . . . . . . . . . . . . . . . . . . 77
4.6 Domain structure for Region D. . . . . . . . . . . . . . . . . . . . . . . 79
4.7 Horizon geometries of the deformed spherical black holes . . . . . . . . 82
4.8 Horizon geometries of the deformed hyperbolic black holes . . . . . . . 86
4.9 Interpretation of the various parts of the ν = 1 + µ boundary . . . . . . 88
4.10 Domain structures for the case µ = 0 . . . . . . . . . . . . . . . . . . . 89
4.11 Examples of horizon geometries for µ = 4 and for values of ν . . . . . . 93
4.12 The closed curve K = 0 in a µ–ν plot . . . . . . . . . . . . . . . . . . . 98
xv
xvi LIST OF FIGURES
5.1 Typical shape of an equipotential curve . . . . . . . . . . . . . . . . . . 110
5.2 Plots of V 2eff = E
2 for time-like geodesics at fixed angular momentum . 111
5.3 Plots of V 2eff = E
2 for null geodesics at fixed angular momentum . . . . 111
5.4 Plots of radial potential V 2eff with zero angular momentum . . . . . . . 114
5.5 Perturbation of Schwarzschild circular orbits . . . . . . . . . . . . . . . 119
5.6 Time-like polar trajectories . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.7 Polar orbits starting from r = 10, A = 0.001, with different values of E 121
5.8 Plot of λ+ vs x0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.9 Geodesics around a black hole with E2 = 0.905 . . . . . . . . . . . . . 125
5.10 Geodesics around a black hole with E2 = 0.92 . . . . . . . . . . . . . . 126
6.1 Accessible regions for charged particles in the electric Ernst spacetime . 134
6.2 Plot of r vs. τ of perturbations about circular polar orbits . . . . . . . 136
6.3 Eigenvalues of perturbed circular orbits . . . . . . . . . . . . . . . . . . 138
6.4 Plots of ISCO radii vs. Φ = Φ± . . . . . . . . . . . . . . . . . . . . . . 143
6.5 Plots of λ
(2)
± against r and b . . . . . . . . . . . . . . . . . . . . . . . . 144
6.6 Numerical solutions for B = 0.05, Φ = 5, e = 16 . . . . . . . . . . . . . 147
6.7 Trochoid-like trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.8 Periodic cuspy orbits . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.9 Effective potential for photon orbits . . . . . . . . . . . . . . . . . . . . 152
6.10 Effective potential for neutral time-like orbits . . . . . . . . . . . . . . 152
6.11 Plots of r vs. τ of perturbed circular photon orbits . . . . . . . . . . . 155
6.12 Photon orbit bound in a finite potential well . . . . . . . . . . . . . . . 156
Chapter 1
Introduction
1.1 Black holes in General Relativity
Black holes have remained one of the most interesting and fascinating objects in the
theory of General Relativity throughout its hundred-year history. From both the the-
oretical and observational standpoints, the study of black holes have greatly expanded
our understanding of the fundamental nature of our universe.
One of the many motivations to study black holes comes from the possibility of
observing black holes in astrophysics. Thus asymptotically flat, four-dimensional black
holes with zero cosmological constant have been the main focus of attention, and many
of its properties have since been uncovered. Since the 70s, these asymptotically flat
black holes have also begun to find relevance in the arena of studying the intersections
of various physical theories. One of the first of these instances has been the connection
between black-hole dynamics and thermodynamics [1–3]. Soon thereafter a connection
to quantum fields was made with the discovery that event horizons can radiate [4,
5]. Thus it became clear that black holes sit at the crossroads between three major
branches of theoretical physics: Gravity, Thermodynamics and Quantum Theory.
Even the cosmological constant, first considered unnecessary by Einstein, remained
relevant when it was discovered that the universe was accelerating [6]. This motivates
the quest to understand various solutions to the Einstein equations with a positive
1
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cosmological constant. In this context, many solutions considered are asymptotic to
de Sitter (dS) spacetime. Thus many of the results previously studied in the asymp-
totically flat case have been extended to include a cosmological constant [7].
Modern developments continue to bring more surprising and interesting connec-
tions. In particular, there has been much cause to consider theories with negative cos-
mological constant. Almost two decades ago, Maldacena conjectured a correspondence
between strongly coupled conformal field theories (CFTs) and anti-de Sitter (AdS)
gravity in one higher dimension [8]. This is now commonly known as the AdS/CFT
correspondence and has opened up many interesting areas of research. While a rigor-
ous proof is yet to be found [9], it is still a useful tool to map intractable problems
in conformal field theories into AdS gravity. Hence general relativity has become
of interest in condensed matter physics, for example with the notion of holographic
superconductors [10, 11].
One of the earliest known exact solution to Einstein’s equation is the Schwarzschild
black hole [12]. In spherical coordinates, this asymptotically-flat solution is given by
the metric
ds2 = −f(r)dt2 + f(r)−1dr2 + r2 (dθ2 + sin2 θ dφ2) ,
f(r) = 1− 2m
r
, (1.1)
where m is the mass parameter of the black hole. The event horizon of the black hole
has spherical geometry and is located at the well-known Schwarzschild radius r = 2m.
The generalisation to include a rotation for the black hole was given by Kerr [13],











adt− (r2 + a2) dφ)2 ,
̺2 = r2 + a2 cos2 θ, ∆ = r2 − 2mr + a2. (1.2)
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Here we see the inclusion of a new parameter a which is related to the angular mo-
mentum per unit mass of the black hole.
The Kerr metric can be easily generalised to include electromagnetic charge. This











adt− (r2 + a2) dφ)2 ,
̺2 = r2 + a2 cos2 θ, ∆ = r2 − 2mr + a2 + e2, (1.3)
with the associated Maxwell potential given by
A = − er
r2 + a2 cos2 θ
(
dt− a sin2 θ dφ) . (1.4)
Here the parameter e is related to the electric charge of the black hole. It is worth
mentioning that the non-rotating case of the Kerr-Newman solution is known as the
Reissner-Nordstro¨m black hole [16], and is obtained by setting a = 0 in (1.3) and (1.4).
These black hole solutions are readily generalised to include the cosmological con-
stant Λ. The general rotating charged black hole in (anti-)de Sitter space is given by
the Kerr-Newman-(A)dS metric:
ds2 = − ∆r
Ξ2̺2
(











adt− (r2 + a2) dφ)2 ,












− 2mr + e2, ∆θ = 1 + Λ
3
a2 cos2 θ, (1.5)
and the Maxwell potential is still the same as in Eq. (1.4). If Λ is positive then the
solution is asymptotic to de Sitter space, while if Λ is negative it is asymptotic to
anti-de Sitter space. Clearly the case Λ = 0 reduces to (1.3).
Since the discovery of black hole solutions, much work has been done to establish
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and understand their various properties. One of the most important ideas is the Cos-
mic Censorship Conjecture [17], which states that any curvature singularities (which
exist in many black-hole solutions) must be hidden behind an event horizon. Also of
significance are the uniqueness theorems [18–20] which assert that any stationary or
static axi-symmetric, asymptotically-flat black holes satisfying the appropriate energy
conditions must have an event horizon with a spherical (S2) topology.
However these uniqueness theorems assume that the spacetime dimension is D = 4
and that the cosmological constant is zero. For D ≥ 5, a counter-example was found
with the discovery of the black ring [21, 22], where its horizon has the topology of
S1 × S2. Furthermore, for arbitrary dimensions (including D = 4), it was found that
in the case of negative cosmological constant it is also possible to have black holes
with non-spherical horizons [23–31]. In D = 4, they are given by
ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΣ2(2),






where k may take the value 0 or ±1, and we have defined ℓ =
√
−3/Λ, which is the
AdS curvature scale. The metric dΣ2(2) is a two-dimensional space with constant unit




dθ2 + sin2 θ dφ2, k = 1, (Spherical)
dθ2 + dφ2, k = 0, (Planar)
dθ2 + sinh2 θ dφ2, k = −1. (Hyperbolic)
(1.7)
Thus, if we look at the constant r and t surfaces at the horizon f(rH) = 0, the horizon
geometry is spherical, planar or hyperbolic for k = 1, 0 or −1 respectively. In the
planar and hyperbolic cases, the spaces described by dΣ2(2) are non-compact, but can
be made compact by appropriately identifying the coordinate ranges. Thus, for the
planar case (k = 0), if the coordinates θ and φ are periodically identified the topology
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becomes that of a torus, while for the hyperbolic case (k = −1) it becomes that of a
Riemann surface with higher genus.
1.2 The C-metric
Since black holes play a key role in these various areas of research mentioned above,
the task of understanding the structure of various exact solutions remains crucial and
relevant. One such solution that will be explored in detail in this thesis is the C-
metric, which is a class of solutions that describe accelerating black holes. Thus these
solutions are typically described by two parameters, namely one related to the mass
of the black hole and the other related to its acceleration.
After the Schwarzschild metric, the C-metric was among the earliest known solu-
tions to Einstein’s equations. It was discovered independently by Levi-Civita [32] and
Weyl [33], and was rediscovered on separate occasions by other authors [34, 35]. The
name “C-metric” was coined by Ehlers and Kundt in a review [36] and it has been
the name used to refer to the solution ever since. The physical interpretation of the
C-metric was clarified by Kinnersley and Walker [37] and Bonnor [38]. The proper-
ties of the C-metric with nonzero cosmological constant have also been extensively
studied [39–46].
It was shown in [37, 38] that an observer in the static (Lorentzian) region of the
spacetime may observe two horizons, one of which is the black-hole horizon which
conceals a curvature singularity. The second horizon is interpreted as an acceleration
horizon, akin to a Rindler horizon seen by accelerating observers in Minkowski space-
time. Performing an analytic extension beyond the acceleration horizon shows that
the C-metric represents a pair of causally disconnected black holes accelerating apart
from each other.
Another well-known fact about the C-metrics is that they necessarily have conical
singularities along the symmetry axis on either side of the black hole. By appropriately
identifying the periodicity of the azimuthal coordinate, it is possible to eliminate one
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of them. The remaining conical singularity may be interpreted as the stress-energy
necessary to provide an accelerating force to the black hole, which is typically called
a cosmic string or strut. To complete the picture provided by the aforementioned
analytic extension, one may view the C-metric as a pair of black holes being pulled
apart by cosmic strings, or pushed apart by a strut.
In addition to its many interesting properties intrinsic to General Relativity, the
C-metric has many useful applications across other theories as well. For instance,
the C-metric can be used to describe pair-production in dilaton gravity [47], or pair-
production of topological black holes in Einstein gravity with negative cosmological
constant [27].
Various forms of the AdS C-metric have interesting applications in the context of
the AdS/CFT correspondence [48]. In [49], a particular form of the AdS C-metric
with degenerate roots was used where in the dual CFT theory, the solution describes
strongly coupled fields in the presence of a black hole in (2+1)-dimensional spacetime.
In the bulk theory, these solutions were known as “black funnels”. Subsequently, the
parameter space involving non-degenerate AdS C-metrics was studied in [50] in an
attempt to classify and characterise the so-called “black droplet” and “black funnel”
solutions. In general, the C-metrics have two horizons (acceleration horizon and black
hole horizon), and in the absence of charge it is not possible to tune the parameters
such that both horizons are in thermal equilibrium. Thus in [51], electromagnetic
charge was introduced to construct black funnels and droplets in thermal equilibrium.
Besides black droplets and funnels, the C-metric was also considered by Emparan and
Milanesi to construct plasma balls on the CFT side of the correspondence [52].
Another interesting application of the AdS C-metric can be found in the Randall-
Sundrum brane-world model [53,54], which serves as an intriguing alternative to com-
pactification and may possibly solve the hierarchy problem. One of the main challenges
facing the brane-world model is the construction of black holes localised on the brane.
In a five- or higher-dimensional bulk, this appears to be a highly difficult task [55],
however in a lower-dimensional analogue, Emparan et al. considered the AdS C-metric
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with structure functions carrying degenerate roots to construct black holes on a three-
dimensional brane [56]. Subsequently more general parameters of the AdS C-metric
with non-degenerate roots were considered in [57].
As mentioned above, one of the two possible conical singularities may be removed
by appropriately identifying the periodicity of the azimuthal coordinate. This leaves
us with one remaining singularity. This may be removed for the case of the charged C-
metrics, namely by a Harrison transformation which immerses the whole spacetime in
an electric or magnetic field. The removal of the conical singularity may be interpreted
as replacing the cosmic string with a Coulomb-type force as the physical impetus for
the acceleration.
The Harrison-transformed, charged C-metric then has four parameters, namely
the black hole mass, charge, acceleration and the strength of the external field. The
special case of zero charge and acceleration is the Ernst spacetime [58]. Depending
on the nature of the external field, we will denote this spacetime as the electrified or
magnetised black hole. In the literature, this spacetime is sometimes known as the
Schwarzschild-Melvin spacetime,1 due to the fact that under the zero mass or vanishing
field limit, the solution reduces into the Melvin universe [60, 61] or Schwarzschild
metric, respectively.
Despite being non-asymptotically flat, the magnetic Ernst solution is a useful model
which describes black holes in certain astrophysical situations. Hence past work on
geodesics focused primarily on the magnetic case [62, 63]. It is likely that strong
magnetic fields exist in the vicinity of stellar mass and supermassive black holes [64,65].
In particular, the motion of charged particles in this spacetime was studied in [66].
The geodesic motion for null and time-like particles was considered in [67–69]. Some
later works on this topic include [70–72]. The motion of charged particles was also
considered in the context of chaos and non-linear dynamics in [73, 74].
Nevertheless, in most realistic astrophysical situations the magnetic field surround-
ing a black hole is relatively weak such that the influence on the spacetime curvature
1See, for example, [59] and references therein.
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is fairly negligible [64]. The motion of charged particles in this test field regime was
studied in Refs. [75–78], where the electromagnetic field does not influence the space-
time curvature and only affects motion of the charged particle via Lorentz interactions.
Frolov and Shoom [77], in particular, studied the case where the particle executes a
curly cycloid-like trajectory which occurs due to the combination of a central gravi-
tational force from the black hole on the particle together with a velocity-dependent
outward Lorentz force.
The case of orbits around a black hole immersed in an electric field has received
less attention compared to its magnetic counterpart. This case physically describes an
electrically charged particle under the gravitational influence of the black hole and the
axi-symmetric electric field, in addition to a Coulomb force in the z-direction. This
can be viewed physically as a central force motion subject to an external force akin to
the Stark effect. We should expect some qualitative similarities to particle motion in
the vacuum C-metric.
1.3 Motivation and summary of new results
One of the main results of this thesis relies on the freedom to reparametrise the C-
metric into different convenient forms. To see why this is important in obtaining an














G(x) = a0 + a1x+ a2x
2 + a3x
3. (1.8)
If (1.8) were to solve Einstein’s equations with zero cosmological constant, the function
F must satisfy
F (ξ) = −G(ξ). (1.9)
2For simplicity we focus on the uncharged C-metric. The arguments in this section are straight-
forwardly generalised to the charged case by adding a quartic term to G(x) in (1.8).
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From (1.8) and (1.9) it appears that the C-metric is characterised by four parameters
which correspond to the polynomial coefficients (a0, . . . , a3). However, it turns out
that two of them are unphysical and can be gauged away by a suitable coordinate
transformation. In Ref. [37], Kinnersley and Walker performed the transformation
x→ Ac0x+ c1, y → Ac0y + c1, t→ c0t, φ→ c0φ. (1.10)














With an appropriate choice of c0 and c1, the linear coefficient is set to zero and the
structure function G is now given by
G(x) = 1− x2 − 2mAx3, (1.12)
with Eq. (1.9) still holding.
The roots of these structure functions represent either the location of the accel-
eration or black hole horizon (F (yroot) = 0), or the symmetry axes of the spacetime
(G(xroot) = 0). Therefore many of the geometrical and physical quantities of the
C-metric require knowledge of the roots of these polynomials, which as we see from
(1.12) would be cumbersome to write out explicitly.
In 2003, Hong and Teo [79] proposed a new form of the C-metric which evades
these difficulties. To obtain this metric, a transformation similar to (1.10) was used
not to set the linear coefficient to zero, but to the value 2mA such that G can be
factorised into the form
G(x) =
(
1− x2) (1 + 2mAx) . (1.13)
The roots of G corresponding to the spacetime axes are now easily read off to be x =
±1. Due to the relation (1.9), F is simultaneously factorised and thus the acceleration
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and black-hole horizons are read off to be y = −1 and y = − 1
2mA
, respectively. With
this new form of the C-metric, the analysis and equations for its various properties
are greatly simplified, and hence was revisited in [80]. This form was also useful in
providing a simple form of black rings in five dimensions [21, 22].
One of the main challenges in extending this result to non-zero cosmological con-
stant was the fact that its presence destroys the simultaneous factorisation. In par-
ticular, if Eq. (1.8) were to solve the Einstein equations with a non-zero cosmological
constant, the structure functions must satisfy






While transformations along the lines of Eq. (1.10) may still be used to fix some
unphysical parameters to convenient values, we see that completely factorising G will
leave F unfactorised due to the presence of the extra term with Λ, and vice versa.
One possible compromise would be to consider a partial factorisation of G and F ,
say, in the form:
G(x) = (x− α)(x− β) (· · ·) ,
F (y) = (y − a)(y − b) (· · ·) , (1.15)
where the ellipses denote linear polynomials in either x or y. Furthermore, the trans-
formation (1.10) (with A = 1) can be used to fix, say α = −β = −1. Thus the
resulting metric is expressed by two parameters a and b, which are simply the roots of
F . Instead of m and A in the traditional form, a and b now parametrise the C-metric.
It is important to note that this represents a shift in paradigm. Instead of trying to
parametrise the C-metric in terms of properties of the black hole (m and A), we now
regard a and b as fundamental parameters. The properties of the black hole, if needed,
can then be expressed in terms of these roots.
The parametrisation in terms of α, β, a and b leads to a natural way to visualise
the allowed ranges of the coordinates x and y in a two-dimensional plot. By requiring
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that the spacetime is Lorentzian in the ranges
α < x < β, a < y < b, (1.16)
it follows that the coordinate ranges fill out a rectangle, or “box” in a two-dimensional
x-y plot. We will refer to the “box” as the domain of the spacetime. One of the main
features of these domains is that the vertical edges (by our convention) correspond
to the axes of the spacetime, and the horizontal edges correspond to horizons of the
spacetime. Furthermore the position of its vertices relative to the diagonal line x = y
(which corresponds to conformal infinity) determines whether a horizon is compact or
otherwise, and whether the cosmological constant is positive, zero or negative.
As mentioned above, by exploiting (1.10) and other related symmetries of the
metric, we may fix two sides of the box to be at x = ±1. The upper and lower edges,
located at b and a respectively, are free to vary, and their positions will parametrise the
solution. We will see in particular that the location of the upper edge determines the
sign of the cosmological constant. Examples of the domains in the case of a positive,
negative and zero cosmological constant can be found represented as the darker-shade
regions in Fig. 3.2. This work has since been published in [81].
In the case of negative cosmological constant, we will show that it is possible to
have domains which are triangular or trapezoidal shaped. In light of this, we exploit
the symmetries of the metric to obtain an alternative form more convenient for such
domains. In particular, we fix our vertical edge to be located at x = −1 and the
horizontal edge to be at y = 0. The third edge would be the diagonal x = y, which
corresponds to conformal infinity. For the trapezoidal-shaped domains, the fourth edge
may either be the second horizon, or second axis of the spacetime, depending on the
orientation of the trapezoid.
Interpreting the geometrical and physical properties of the solutions with triangular
domains show that they correspond to deformed hyperbolic black holes. We will
present a study of the parameter space of these solutions as well as the physical and
geometrical properties of the metric. This work appears in [82].
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The study of geodesics reveals many interesting features and physics related to its
spacetime. For the C-metric, its geodesic equations may be interpreted as the motion of
test particles around an accelerating black hole. In the language of celestial mechanics,
it is a relativistic central force motion with an additional force in the z-direction.
A common tool used to analyse geodesics is the Hamilton-Jacobi equation. How-
ever, harnessing the full utility of the Hamilton-Jacobi method requires the geodesic
equations to be separable. Due to the presence of two Killing vectors ∂/∂t and ∂/∂φ,
there are two conserved quantities, related to the energy and angular momentum of
the particle, respectively. These constants separate out two first integrals from the
Hamilton-Jacobi equation. The remaining terms of the Hamilton-Jacobi equation are
in terms of x and y and, in general, are non-separable except for very special cases. In
particular, there is a special case in which it is possible to obtain exact solutions for
time-like particles in circular motion around the black hole. This is one of the reasons
why circular orbits are among the most commonly studied cases [83–85].
In this thesis, we shall use the more traditional Lagrangian approach instead. In
this description, the equations for x and y are second-order, coupled ordinary dif-
ferential equations, which can be directly solved using standard numerical methods.
Most importantly, the Euler-Lagrange equations contain the above-mentioned exact
solutions for circular orbits. It is then possible to obtain analytical solutions as per-
turbative expansions about the circular orbits. With this procedure we provide an
alternate derivation of the stability condition of circular orbits. It was previously
obtained in [83] via numerical optimisation. The procedure presented in this the-
sis involves the derivation of an exact algebraic expression which may be solved via
numerical root-finding up to arbitrary accuracy.
For the case of small accelerations, the equations correspond to perturbed
Schwarzschild geodesics. Thus the equations of motion may be solved approximately
by perturbing about the known exact solutions of Schwarzschild geodesics.
The problem of the central force motion with an additional z-direction force may
also be mimicked by having an electrically charged particle around a black hole im-
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mersed in an external electric field. Thus we also present a study of the geodesic
equations for the Ernst metric. Since the external electric field may be easily trans-
formed into a magnetic field by an appropriate duality operation, we study both cases
where the external field is electric and magnetic. The magnetic case is particularly
interesting since it is possible to have trochoid-shaped trajectories. The special case
of cycloid-like orbits in the Melvin spacetime (no black hole present) can be studied
analytically and we demonstrate how periodic equatorial orbits can be systematically
generated.
The results on the C-metric and Ernst geodesics have appeared in [86,87].
1.4 Outline and notational convention
The outline for the rest of this thesis is as follows: In Chapter 2 we will review some im-
portant results relevant to the rest of the thesis, such as the derivation of the C-metric
from the general Pleban´ski-Demian´ski solution and the Harrison transformation which
removes the conical singularities of the C-metric. In Chapter 3 we present a new form
of the (A)dS C-metric in which the structure functions are partially factorised. We
provide an analysis of the domain structure which are two-dimensional plots represent-
ing Lorentzian coordinate regions. Subsequently we focus on the negative cosmological
constant case in Chapter 4, where we explore other possible allowed shapes of the do-
main structure. In Chapter 5 we consider the zero cosmological constant case and
study particle motion around the Ricci-flat C-metric, and in Chapter 6 we study the
motion of particles around the magnetised and electrified Schwarzschild black hole.
This thesis concludes with a summary and possible future directions of the present
results in Chapter 7. Appendix A gives a brief review on accelerated coordinates in
(A)dS spacetimes.
Throughout this thesis we adopt the convention in which the signature (−+++)
corresponds to Lorentzian spacetimes. We shall also use units where the speed of light,
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c = 1. We also use the following convention for our structure functions where
Q(y) < 0, P (x) > 0,
F (y) > 0, G(x) > 0, (1.17)




























are spacetimes with Lorentzian signature in the coordinate ranges of x and y which
satisfy (1.17).
Chapter 2
Brief review of the C-metric
2.1 Derivation of the C-metric with cosmological
constant
The spacetimes we will be considering in this thesis are solutions to D-dimensional






√−g (R−F2 − 2Λ) , (2.1)
where R is the Ricci scalar, F = dA is a 2-form flux arising from a 1-form potential








∇µFµν = 0. (2.2)
A very general solution to (2.2) for D = 4 is the Pleban´ski-Demian´ski solution [88].
15
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+ e2 + g2
]
y4, (2.3)






dt− x2dφ)− gx (y2dt+ dφ)] . (2.4)
Here, the parametersm, n, A, e, g, ǫ and a0 have different interpretations depending on
the particular limits under consideration. Loosely speaking, the first five parameters
are respectively related to the mass, NUT charge,1 acceleration, electric and magnetic
charges. The remaining two parameters a0 and ǫ are arbitrary kinematical parameters
which can be fixed to a particular choice with a suitable transformation. As mentioned
above, ℓ2 is related to Λ via
Λ = − 3
ℓ2
. (2.5)
Therefore, for positive cosmological constant (dS case) we have ℓ2 < 0, and for negative
cosmological constant (AdS case) we have ℓ2 > 0. The zero cosmological constant case
corresponds to ℓ2 → ±∞. This solution is the most general Type D solution which
contains all the black hole metrics and potentials discussed above in Eqs. (1.1), (1.2),
(1.3), (1.4) and (1.6) under appropriate limiting procedures, as well as the C-metric
which we will obtain in the following.
The C-metric can be extracted from (2.3) and (2.4) by introducing the transfor-
1Newman-Unti-Tamburino charge, related to the Taub-NUT solution [89,90].
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mation









, g → g
ω2
, (2.6)

























+ 2ny − ǫy2 + 2my3 − (e2 + g2) y4, (2.7)
and the Maxwell potential is
A = eydt− gxdφ. (2.8)
In the static limit, the NUT parameter n loses its physical significance and becomes
a kinematical parameter which may be removed using a gauge transformation. By



















G(x) = γ − bx2 − 2mAx3 − (e2 + g2)A2x4, λ ≡ 1
ℓ2A2
− γ, (2.9)
where we have further reparametrised the arbitrary kinematical parameters as
a0 → A2γ − 1
2ℓ2
, ǫ→ b, (2.10)
in order to make the notation more easily related to the forms appearing in literature.
The Maxwell potential remains the same as defined in Eq. (2.8).
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2.2 Properties of the C-metric with cosmological
constant
2.2.1 Parameter and coordinate ranges





+ (x− y)6[48m2A6 + 96A7m(x+ y) (e2 + g2)
+ 8A8
(





It can be observed that there is a curvature singularity at x, y → ±∞ unless m =
A = 0, in which case it is a constant 24/ℓ4, corresponding to pure (A)dS space.
We reiterate that the horizons of the spacetime are located at y where F (y) = 0,
and the symmetry axes of the spacetime are at x where G(x) = 0. Thus the roots of
the structure functions are important in understanding various physical properties of
the spacetime.
In the following we shall focus on the uncharged case for simplicity. Setting e = g =
0, the functions F and G are cubic polynomials. The discriminant of each polynomial
is
discrim (F ) = −4λ (27m2A2λ+ b3) ,
discrim (G) = −4γ (27m2A2γ − b3) . (2.12)
Thus, for a given set of values m, A, γ, and b one can determine whether F and G has
three real, distinct roots (positive discriminant), degenerate roots (zero discriminant),
or one real root (negative discriminant). To see how the roots affect the global charac-
ter of the spacetime, we observe that the case discrim(F ) > 0 as sketched in Fig. 2.1a
has three real roots, y1, y2 and y3. Therefore, one possible Lorentzian coordinate range
where F > 0 is y1 < y < y2 (assuming also y < x). Thus an observer in this range
may observe two horizons at y = y1 and y = y2. The former may be interpreted as the




(a) discrim(F ) > 0.
F
y1
(b) discrim(F ) < 0.
Figure 2.1: The function F for (a) discrim(F ) > 0, and (b) discrim(F ) < 0, assuming
that the cubic coefficient is positive.
black hole horizon concealing the curvature singularity at y → −∞, and the latter as
the acceleration horizon.
On the other hand, if we have discrim(F ) < 0, sketched in Fig. 2.1b, the Lorentzian
region with F > 0 is y1 < y < x. In this case there is only one horizon in this spacetime.
2.2.2 Non-accelerating (A)dS black hole limits
For the non-accelerating limit A → 0, we can obtain the various static black hole
solutions with and without cosmological constant. To take this limit, we first perform
the transformation
y → − 1
Ar
, t→ At, (2.13)
on (2.9) and (2.8). Upon taking A→ 0, the result is
ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΣ22,
A = −e
r
dt− gx dφ, (2.14)
where f(r) and dΣ22 are given by











γ − bx2 +
(
γ − bx2) dφ2, (2.16)
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γ b Coord. transform dΣ2(2)
1 1 x = cos θ dθ2 + sin2 θ dφ2
1 0 x = θ dθ2 + dφ2
−1 −1 x = cosh θ dθ2 + sinh2 θ dφ2
Table 2.1: Various non-accelerating black hole limits for different γ and b.
which is a two-dimensional metric of constant curvature b. Recall that γ and b are
kinematical parameters which can be set to unit magnitude. For the case of nega-
tive cosmological constant ℓ2 > 0 the possibilities are given in Table 2.1, where we
see that the first, second and third cases correspond respectively to the (charged)
Schwarzschild-AdS, planar and hyperbolic black hole, respectively [27].
For the case of positive cosmological constant (ℓ2 < 0) or zero cosmological constant
(ℓ2 → ±∞), only the case γ = b = 1 solves the Einstein-Maxwell equations. This
corresponds to the asymptotically de Sitter or flat Schwarzschild/Reissner-Nordstro¨m
black hole.
2.2.3 Conical singularities
In general, the C-metric is not completely regular as conical singularities might be
present on one or both of the symmetry axes. In the following, we let x = xroot be the
locations of the axes, so that G(xroot) = 0. To calculate the conical singularities along
the axes, we consider infinitesimally small circles around the vicinity of x = xroot at

















up to an arbitrary additive constant. Hence x can be viewed as a function of ϑ. We can
further define ϑroot to be values where x (ϑroot) = xroot. Further denoting ̺ ≡ 1A(x−y) ,





dϑ2 +G (x(ϑ)) dφ2
]
. (2.19)
The ratio between the circumference and the radius of an infinitesimally small circle













The conical deficit along the axis is then given by
δ = 2π − κE∆φ. (2.22)
If δ 6= 0 at any point in the spacetime, it is said that there is a conical singularity at
that point. It is possible to eliminate this conical singularity by appropriately fixing





However, suppose that in a given Lorentzian region of (2.9) that is bounded by two
roots of G(x), say, x1 and x2 (which we will sometimes call the “north” and “south”
pole), we have, in general, κE1 6= κE2. Thus, fixing ∆φ to remove the singularity at
one pole does not remove the other.
2.2.4 Rod structure
The rod-structure analysis is a useful tool applied to D-dimensional spacetimes with
D− 2 Killing vectors. In the following we provide a brief summary of Refs. [91–93]. It
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where all metric functions depend on ρ and z only. Part of the Einstein equations
in this coordinate system reduces to a 3-dimensional Laplace equation sourced by a
series of uniform rods at ρ = 0. We may relate these statements in more concrete
terms with our class of D = 4 static C-metrics (2.9) or (1.8) as follows: In the static
C-metric case, the matrix M is diagonal and the rods occur at locations where gtt or
gφφ equal zero; or equivalently, where F (y) or G(x) equal zero.
At the location of each rod, we may define a vector v such that
M(ρ = 0, z)v = 0. (2.25)
In other words, v is a vector in the kernel ofM . The direction of this vector is known as
the direction of the rod. In particular, if Mijv
ivj < 0 we say that the rod is time-like,
and if Mijv
ivj > 0 we say that the rod is space-like.
Furthermore it can be shown that as ρ→ 0, the quantity Mijvivj
ρ2e2ν
tends to a constant.








As is well-known from the laws of black hole mechanics, κ is a constant over the horizon
and is nonzero for any physical process.
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It can be shown that κE is precisely the quantity defined in (2.21) which was used to
evaluate conical singularities.
The rod structure for the C-metric with zero cosmological constant will be discussed
in the next section. For the C-metrics with non-zero cosmological constant, their rod
structures will be given based on the new forms which will be presented in Chapters
3 and 4.
2.3 C-metric with zero cosmological constant
The C-metric with zero cosmological constant may be obtained by taking the limit














G(x) = 1− x2 − 2mAx3 − (e2 + g2)A2x4, F (ξ) = −G(ξ),
A = ey dt− gx dφ. (2.28)














G(x) = (1− x2) (1 + r+Ax) (1 + r−Ax) , F(ξ) = −G(ξ), (2.29)
where r± = m±
√
m2 − e2 − g2 and the Maxwell potential is still A = ey dt− gx dφ.
This solution is related to the traditional form Eq. (2.28) by a coordinate transfor-
mation. Following [79] we can label the roots of G(ξ) as
ξ1 = − 1
r−A
, ξ2 = − 1
r+A
, ξ3 = −1, ξ4 = 1, (2.30)
thus we see that ξ1 ≤ ξ2 < ξ3 < ξ4. In order for the spacetime to have a correct
Lorentzian signature, the coordinates take ranges ξ3 ≤ x ≤ ξ4 and ξ2 ≤ y ≤ ξ3. The
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black hole horizon is located at y = ξ2 = − 1r+A and the acceleration horizon is at
y = ξ3 = −1.
While the form (2.29) may be one of the simplest ones representing a charged C-
metric with zero cosmological constant, it is sometimes more instructive to transform
to spherical-type coordinates by defining [80]
x→ cos θ, y → − 1
Ar
, t→ At. (2.31)
The resulting solution is
ds2 =
1
(1 + Ar cos θ)2
[


















G(θ) = (1 + r+A cos θ) (1 + r−A cos θ) , (2.32)
and the Maxwell potential is
A = e
r
dt+ g cos θ dφ. (2.33)
In this form, we can smoothly take the limit A→ 0, where the metric simply reduces
to the Reissner–Nordstro¨m spacetime representing a static, charged black hole. It is
important to note that the above solution is of a different form compared to the non-
accelerating limit of the traditional form (2.9). Hence the parameters m and A in (2.9)
are not the same as those in (2.32), but are related by some linear transformation.
Only in the non-accelerating case A→ 0, we have m being identical to the usual static
Schwarzschild mass in geometrical units.
We evaluate the conical singularity for the C-metric using (2.20) in both coordinate
systems. For zero cosmological constant there are two roots x± giving G(x±) = 0. In
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the C-metric coordinates, the conical deficit is






whereas in spherical-type coordinates it is given by
δ± = 2π −∆φ




Regardless of the coordinate system used, the result is





Since we are free to fix the periodicity of the φ coordinate, we may use it to set ∆φ
to an appropriate value to eliminate either δ+ or δ−. If we consider the expression for
κ± given in Eq. (2.36), we see that κ+ 6= κ− as long as mA 6= 0. Thus, if mA 6= 0,
it is not possible to fix a periodicity ∆φ that eliminates the conical singularities at
both axes simultaneously. This has a natural interpretation: the conical singularities
may be regarded as a stress-energy source that serves as a physical impetus for the
acceleration of the black hole. Nevertheless we neglect the global nature of the conical
singularity itself, as in this thesis we confine our discussion in the region outside the
black-hole horizon and below the acceleration horizon.










In this case, we observe that δ− < 0, corresponding to a conical deficit. We inter-
pret this to be a semi-infinite cosmic string whose tension pulls on the black hole to
accelerate it in the θ = 0 direction.
On the other hand, if we set ∆φ = 2π
κE−
, we eliminate the conical singularity at
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x = −1 y = − 1
r+A

















Figure 2.2: The rod structure of the C-metric (2.29). The location of each rod is
indicated below it, while its direction is indicated above it. The three solid points are
turning points where adjacent rods meet.






, δ− = 0. (2.38)
In this case, we have δ+ > 0. This conical excess may be interpreted physically as a
strut whose pressure pushes on the black hole to accelerate it in the θ = 0 direction.
With the roots of the structure functions, it is straightforward to calculate the rod
structure of the metric, shown in Fig. 2.2. We see that there is a finite rod at y = − 1
r+A
which represents the black-hole horizon. The rod where y = −1 is semi-infinite and
represents the acceleration horizon.
With the rod-structure description of the metric, the interpretation of the cos-
mic string/strut associated with conical singularities becomes clearer. We refer to
Eq. (2.36) again and, firstly, let us suppose we eliminate the δ+ singularity. The
remaining conical singularity lies at x = −1. From Fig. 2.2 we see that this is a semi-
infinite rod which starts from the black hole horizon and extends to infinity. Therefore
we can see that this is a cosmic string “pulling” the black hole along the x = −1
direction such that the black hole accelerates, leaving an acceleration horizon on the
other side.
On the other hand, if we eliminate the δ− singularity, the remaining singularity lies
at x = +1. This corresponds to a finite rod between the acceleration and black-hole
horizons. Thus we view this as a strut that “pushes” the black hole away from the
acceleration horizon.
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2.4 Harrison transformations
As we have seen in the previous section, the conical singularity is necessary because
it serves as a physical cosmic string/strut that gives the necessary pulling or pushing
force which accelerates the black hole. However for the case of charged black holes, a
Coulomb interaction may also provide the accelerating force of the black hole. Thus
with the existence of a Coulomb force, the cosmic string or strut need not be present
anymore. Such a spacetime would be completely regular outside the horizon and be
free of conical singularities.
The Coulomb interaction may be present if the charged black hole is immersed
in an electromagnetic field. Such a solution was first derived by Ernst in [58] for
non-accelerating black holes. The explicit demonstration that an external magnetic
field removes all conical singularities of the C-metric was given in [94]. In recent
years, others have developed various approaches to magnetise a given spacetime. In
particular, we will follow the procedure given by [95]. (See also Refs. [47, 96, 97]
for further details.) We shall first review the general description of the Harrison
transformations for Einstein-Maxwell theory in arbitrary D dimensions. Subsequently
we will apply the procedure for our D = 4 case of a magnetically charged C-metric.
The Harrison transformation is a symmetry within a class of solutions to the






√−g (R−F2) . (2.39)
The class of solutions we are considering has the form




A = Aφ dφ, (2.40)
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The Einstein-Maxwell equations in this case are
R¯ab =
D − 2
4(D − 3)∇¯a lnU∇¯b lnU + 2U
−1∇¯aAφ∇¯bAφ, (2.41)
∇¯2 lnU = −4(D − 3)
D − 2 U
−1 (∇¯Aφ)2 , (2.42)
∇¯ · (U−1∇¯Aφ) = 0, (2.43)
where ∇¯ is the derivative operator compatible with the metric g¯. We have also defined
the following notation
∇¯ · (ϕ∇¯ψ) ≡ g¯ab∇¯a (ϕ∇¯bψ) , ∇¯2ϕ ≡ g¯ab∇¯a∇¯bϕ,(∇¯ϕ)2 ≡ g¯ab∇¯aϕ∇¯bϕ. (2.44)




D − 2 Aφ, E = −U − Φ
2. (2.45)
These potentials are purely real since we are considering static spacetimes, hence there
are no twist potentials which contribute imaginary terms to Φ and E . We find that
Eqs. (2.42) and (2.43) reduce to
(E + Φ2) ∇¯2E = (∇¯E + 2Φ∇¯Φ) · ∇¯E , (2.46)(E + Φ2) ∇¯2Φ = (∇¯E + 2Φ∇¯Φ) · ∇¯Φ, (2.47)
and we view Eq. (2.41) as a constraint equation. Eqs. (2.46) and (2.47) are similar to
the well-known Ernst equations [98,99], but now the derivative operator ∇¯ is associated
to the (D− 1)-dimensional metric g¯ab. Following a procedure similar to [95,97], it can
also be shown that Eqs. (2.42)–(2.43) can be derived from a (D − 1)-dimensional
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Rˆ− D − 2
4(D − 3)
(∇¯ψ)2 + 2e−2ψ (∇¯Aφ)2] , (2.48)
where we have defined U = e2ψ. Expressing in terms of the potentials using (2.45), we





U−2 (dE + 2ΦdΦ)2 − 2U−1dΦ2. (2.49)
Therefore, similar to the four-dimensional counterpart of Eqs. (2.46) and (2.47), the
following Harrison transformation
E ′ = E
1− 2cΦ− c2E , Φ
′ =
Φ+ cE
1− 2cΦ− c2E , (2.50)
for any real number c, leaves (2.49) invariant. To recast the above description that is
more convenient for practical calculations, starting from a seed solution of the form
ds2 = Udφ2 + habdx
adxb,
A = Aφdφ, (2.51)
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and B = 2
√
2c. This provides an alternate derivation from the one given by Ortaggio
[96].
We are now ready to apply the Harrison transformation to the C-metric. In the
following we shall consider the magnetically charged C-metric.2 We can read off the
functions U and Aφ from (2.32), and find
U =
r2P sin2 θ
(1 + Ar cos θ)2
, Aφ = g cos θ. (2.54)
Applying Eq. (2.52) for D = 4, the transformed solution is
ds2 =
r2G sin2 θ
W 2 (1 + Ar cos θ)2
dφ2 +
W 2
















(1 + Ar cos θ)2













4(1 + Ar cos θ)2
,
G = (1 + r+A cos θ) (1 + r−A cos θ) ,
F =
(







Here the structure functions F and G are the same as in (2.32), and is repeated here
for convenience. We now have a solution with three parameters, namely r± and the
strength of the external magnetic field B. The mass and charge parameters can be
obtained from r± from the relation r± = m ±
√
m2 − g2. It can be checked directly
that (2.55) solves the Einstein-Maxwell equations.
Calculating the conical deficit at the poles, we find that
δ± = 2π − κ±∆φ, (2.57)
2That is, electric charge is zero, e = 0. This is to ensure that the resulting spacetime remains
static.
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where
κ± =
16 [1 + A2g2 ± 2mA]
(2± gB)4 . (2.58)
We are now in a position to remove all conical singularities from the C-metric. First
we identify ∆φ = 2π/κ+, therefore the conical deficits are






The remaining conical deficit δ− can be eliminated if we tune B to an appropriate
value such that κ+ = κ−. The particular expression for B that satisfies this condition




+O (A3) . (2.60)
If we consider small accelerations by ignoring terms of the order of A3 and beyond, we
obtain the familiar Newtonian equation gB = mA for Coulomb interactions [94].
2.5 Ernst metric
The special case of the magnetised C-metric where the black hole is uncharged and
not accelerating is of particular interest. It is known as the Ernst metric [58] and can
be easily obtained from (2.55) by setting A = g = 0, giving
ds2 = W 2
(−fdt2 + f−1dr2 + r2dθ2)+W−2r2 sin2 θ dφ2,
f = 1− 2m
r
, W = 1 +
1
4
B2r2 sin2 θ. (2.61)
This spacetime describes a Schwarzschild black hole immersed in an electric or mag-
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otherwise if the field is electric, then the potential is
AE = Bfr cos θ dt. (2.63)
The two parameters of this solution are m, which is related to the black hole mass,
and B which is the strength of the electric or magnetic field.
It is possible that black holes immersed in magnetic fields occur in astrophysical
situations, though under most estimations [62, 64] the gravitational curvature caused
by the magnetic fields is fairly negligible. Therefore, the spacetime curvature should
be sufficiently described by the Schwarzschild (or, more generally, Kerr) metric. This
is simply the limit W → 1 in (2.61). However the magnetic potential AM should
be kept nontrivial since electromagnetic interactions such as Lorentz forces still play
significant roles in describing many astrophysical phenomena, such as the formation
of jets [100].
This description of a weakly magnetised black hole spacetime was already given by
Wald just a year before the discovery of the Ernst metric. In Ref. [101], Wald solved
the Maxwell equations in a background of the Kerr spacetime. The zero rotation limit
of Wald’s solution will correspond to the above description.
Chapter 3
New form of the (A)dS C-metric
3.1 Introduction
In this chapter, we wish to extend the ideas of [79] to the case with a nonzero cosmo-
logical constant. As we have mentioned in Chapter 1, when Λ = 0, the two structure
functions are identical up to an overall sign convention. Therefore both functions can
be simultaneously completely factorised and expressed in an elegant compact form.
However, if Λ 6= 0, the two structure functions differ by a constant shift proportional
to Λ, therefore both functions in general cannot be simultaneously completely fac-
torised. Nevertheless, we can still have a more convenient form by attempting to
provide a partial factorisation.
We recall that the standard form of the (A)dS C-metric was obtained by performing
a coordinate transformation on (2.7) that fixes the values of the kinematical parameters
such that the linear coefficient of F and G is zero. Hence the result is Eq. (2.9) in
which F and G appear as unfactorised polynomials.
To obtain our partial factorisation, we find an appropriate transformation in order
to reparameterise the coefficients of F and G so that they can be factorised.
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3.2 Derivation and symmetries
To derive the new form of the (A)dS C-metric, we start from Eq. (2.7). Focusing on

























+ 2ny − ǫy2 + 2my3. (3.1)
We note that in the absence of charge, P and Q are cubic polynomials. Hence we
write the ansatz
P(x) =(x− α)(x− β) (w0 + w1x) ,
Q(y) =(y − a)(y − b) (k0 + k1y) . (3.2)
By comparing the polynomial coefficients of Eq. (3.1) with Eq. (3.2), we can express
w0, w1, k0 and k1 in terms of α, β, a and b. If we further pull out an overall constant
conformal factor and rescale t and φ appropriately, the result is
ds2 =












P (x) = (x− α)(x− β) [(a+ b− α− β)(x− a− b) + ab− αβ] ,
Q(y) = (y − a)(y − b) [(a+ b− α− β)(y − α− β) + ab− αβ] . (3.3)
At the moment, the metric (3.3) has five free parameters a, b, α, β and ℓ. We
will show that, among the four parameters a, b, α and β, two are in fact redundant,
in agreement with the fact that the C-metric with a cosmological constant is a two-
parameter family, in addition to the parameter ℓ which is related to the cosmological
constant. We note that the metric (3.3) is invariant under certain reparameterisations
of its coordinates and parameters. The operations of these reparameterisations will
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be referred to as symmetries of the C-metric with a cosmological constant in the form
(3.3). To see how this works, we denote the roots of P and Q as
P = 0 : α, β, γ = a+ b+
αβ − ab
a+ b− α− β ,
Q = 0 : a, b, c = α + β +
αβ − ab
a+ b− α− β . (3.4)
We observe the following symmetries of the metric:
• Translational symmetry:
The metric is invariant under
x→x+ c0, y → y + c0, α→ α + c0,
β →β + c0, a→ a+ c0, b→ b+ c0, (3.5)
for any constant c0.
• Rescaling symmetry:
The metric is invariant under





α→c1α, β → c1β, a→ c1a, b→ c1b, (3.6)
for any choice of constant c1 6= 0. In particular, if c1 < 0, this corresponds to a
reflection in addition to a rescaling of the x and y coordinates.
• Parameter symmetry:
The metric is invariant under the interchange of any pair of roots of P , and
similarly for any pairs of roots of Q. To see this we demonstrate explicitly for
α↔ γ by expressing α in terms of γ,
α = a+ b+
ab− βγ
β + γ − a− b, (3.7)
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and substitute this expression of α into (3.3). After some simplifications and an
appropriate rescaling of t and φ, we obtain
ds2 =












P (x) = (x− γ)(x− β) [(a+ b− γ − β)(x− a− b) + ab− γβ] ,
Q(y) = (y − a)(y − b) [(a+ b− γ − β)(y − γ − β) + ab− γβ] . (3.8)
This metric is essentially identical to (3.3) upon relabelling α→ γ.
• Coordinate symmetry:
The metric is invariant under the interchanges
x↔ y, t↔ φ, α↔ a, β ↔ b, (3.9)
followed by a double-Wick rotation t→ it and φ→ iφ.
Having understood the symmetries of the metric (3.3), we wish to ensure that the
metric has the correct Lorentzian signature (− + ++). This depends on the signs of
P and Q in a given range of x and y. In particular, if x lies between adjacent roots
of P and y between adjacent roots of Q the signature does not change. By parameter
symmetry, we set the coordinate range to be
α < x < β, a < y < b. (3.10)
Furthermore we may invoke the translational and rescaling symmetry to set α and β
to particular values. A natural choice is α = −1 and β = 1. Therefore our coordinate
range of interest is
−1 < x < 1, a < y < b. (3.11)
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x2 − 1) [(a+ b)(x− a− b) + ab+ 1] ,
Q(y) = (y − a)(y − b) [(a+ b)y + ab+ 1] , (3.12)
where
H2 ≡ ℓ2 (a2 − 1) (1− b2) . (3.13)
In this form, the roots of the structure functions are
P = 0 : ± 1, and γ = a
2 + b2 + ab− 1
a+ b
,
Q = 0 : a, b, and c = −ab+ 1
a+ b
. (3.14)
We note that after using the parameter and rescaling symmetries to set the values of
α and β, there is still a residual symmetry where the metric is invariant under the
reflection
x→ −x, y → −y, a→ −a, b→ −b. (3.15)
We use this residual symmetry to set
a+ b < 0, (3.16)
without loss of generality. The above equation, together with the fact that we can
take a < b by parameter symmetry, gives the relevant range of a to be a < 0.














a2 − 1) (1− b2) > 0
Figure 3.1: The curves of P (ξ) and Q(ξ) for (a) P (ξ)−Q(ξ) < 0, and (b) P (ξ)−Q(ξ) >
0.
3.3 Domain and rod-structure analysis
Although we have fixed a coordinate system such that x = ±1 are roots of P , we still
need to ensure that the metric has a Lorentzian signature in the range (3.11), and that
the third roots of P and Q (γ and c, respectively) are not inside this range. To do this,
let us denote the roots of the cubic polynomial P in increasing order as x1 < x2 < x3.
Similarly the roots of Q are y1 < y2 < y3. Firstly, we note that P and Q have the
following property:
P (ξ)−Q(ξ) = (a2 − 1) (1− b2) . (3.17)
In other words, P and Q share the same polynomial coefficients except for the constant
term which differs by (a2 − 1) (1− b2). When plotted on a common axis, the curves of
P and Q have the same profile, shifted vertically from each other by a fixed distance.
The cubic coefficient of P and Q is (a+ b), which by Eq. (3.16) is negative. A sketch
of P and Q is shown in Figure 3.1.
Next we shall determine the appropriate ranges for a Lorentzian spacetime in our
desired range (3.11). In addition to two possibilities for the sign of ℓ2 ≶ 0, there are
also the two possibilities where (a2 − 1) (1− b2) ≶ 0 (see Fig. 3.1). These four possible
combinations determine the overall sign of the conformal factor in (3.12). Among these
four cases one has to check that our desired range (3.11) corresponds to appropriate
signs of P and Q in conjunction with the overall factor ℓ2 (a2 − 1) (1− b2) to give a
Lorentzian metric. Considering each case, we have:
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• dS (ℓ2 < 0) and (a2 − 1) (1− b2) < 0: The overall conformal factor is positive.
Lorentzian signature then requires P > 0 and Q < 0. By reading off Fig. 3.1a,
or by using Eq. (3.17), the order of the roots is
x1 < y1 < y2 < x2 < x3 < y3. (3.18)
From Fig. 3.1b, to have a coordinate system that is Lorentzian in the range
(3.11), we set x2 = −1, x3 = 1, y1 = a, and y2 = b. We then have
γ < a < b < −1 < +1 < c, (3.19)
where in particular we have a < b < −1 < 1. This is consistent with
− (a2 − 1) (b2 − 1) < 0 as assumed for the present case. The Lorentzian co-
ordinate regions in this case are depicted as shaded regions in Fig. 3.2a.
• AdS (ℓ2 > 0) and (a2 − 1) (1− b2) < 0: The overall conformal factor is negative.
Lorentzian signature then requires P < 0 and Q > 0. By reading off Fig. 3.1a,
or by using Eq. (3.17), it can be shown that the order of the roots is the same
as in Eq. (3.18). From Fig. 3.1a, to have a coordinate system that is Lorentzian
in the range (3.11), we set x1 = −1, x2 = 1, y2 = a, and y3 = b, thus in this case
we have
−1 < c < a < 1 < γ < b. (3.20)
In particular, we have −1 < a < 1 < b, which is inconsistent with the assumption
(a2 − 1) (b2 − 1) < 0 for the present case.
• dS (ℓ2 < 0) and (a2 − 1) (1− b2) > 0: The overall conformal factor is negative.
Therefore Lorentzian signature requires P < 0 and Q > 0. This case is repre-
sented by Fig. 3.1b. By reading off Fig. 3.1b, or by using Eq. (3.17), it can be
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shown that the order of the roots is
y1 < x1 < x2 < y2 < y3 < x3. (3.21)
In order to have a Lorentzian metric in the range (3.11), we set x1 = −1, x2 = 1,
y2 = a and y3 = b. Therefore we get
c < −1 < 1 < a < b < γ. (3.22)
In particular, we have −1 < 1 < a < b. This is inconsistent with the assumption
− (a2 − 1) (b2 − 1) > 0 for the present case.
• AdS (ℓ2 > 0) and (a2 − 1) (1− b2) > 0: The product of the two is equal to the
overall conformal factor in (3.12) and is positive. Therefore Lorentzian signature
requires P > 0 and Q < 0. By reading off Fig. 3.1b, or by using Eq. (3.17), it
can be shown that the order of the roots is the same as in Eq. (3.21). Based on
Fig. 3.1b, to have a coordinate system that is Lorentzian in the range (3.11), we
set x2 = −1, x3 = 1, y1 = a and y2 = b. Thus we have
a < γ < −1 < b < c < +1. (3.23)
In particular, we have a < −1 < b < 1. This is consistent with the assumption
(a2 − 1) (1− b2) > 0 for the present case. The Lorentzian coordinate regions in
this case are depicted as shaded regions in Fig. 3.2b.
Thus, from the four cases considered above, the second and third cases are ruled out
due to inconsistencies, and the first and last cases are shown in Fig. 3.2a and 3.2b
respectively, in addition to the Ricci-flat case shown in Fig. 3.2c which is a limiting
case between the former two.
To check the presence of curvature singularities, we turn to the Kretschmann in-


















(c) ℓ2 → ±∞ (Ricci-flat)
Figure 3.2: Coordinate regions for (a) dS (ℓ2 < 0), (b) AdS (ℓ2 > 0) and (c) Ricci-flat
(ℓ2 → ±∞) cases. The horizontal and vertical directions respectively represent x and
y. The thick diagonal lines correspond to the conformal infinity x = y. The Lorentzian
coordinate ranges are shown as shaded regions. Here γ and c denote the third roots of
P and Q respectively. The physical region of interest where −1 < x < 1 and a < y < b
is shown in a darker shade.
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ℓ4 (a2 − 1)2 (1− b2)2 . (3.24)
Note that there are curvature singularities located at x, y → ±∞. Only in certain
cases, for example, for a→ −∞, does the Kretschmann invariant become finite every-
where and the spacetime trivially reduces to (A)dS space.
Thus there are curvature singularities at the edges of each of the plots in Fig. 3.2,
if the edges are taken to represent x, y = ±∞. Any region touching these edges will
then have curvature singularities. We see that by restricting to the finite range (3.11),
our spacetime will be guaranteed to be free of curvature singularities. On the other
hand, it is possible for the domain to intersect the x = y line, as can be seen from
the plots in Fig. 3.2. In the dS case in which b < −1 the box will not touch this line
at all. But in the Ricci-flat case in which b = −1, one corner of the box will touch
this line. In the AdS case in which b > −1, the box will necessarily intersect the line.
The domain in the latter case is then given by Eq. (3.11) with the added restriction
y < x. We will still refer to it below as a “box”, albeit one with a corner cut off. It is
continuously connected to the boxes in the Ricci-flat and dS cases.
It should be noted that the triangular-shaped corner that is cut off by x = y in
Fig. 3.2b represents a new spacetime, distinct from the one represented by the rest of
the box. Like the latter, it has the correct Lorentzian signature and is free of curvature
singularities, and so might have an interesting interpretation. We will return to this
triangular domain in Sec. 3.7 for a brief qualitative discussion, and a full analysis will
be presented in Chapter 4.
We now turn to a study of the four edges of the box, at which x = ±1 and y = a, b.
Note that these are points at which the metric coefficient gφφ or gtt vanishes, i.e., at




becomes zero. These sets of points
have the interpretation of either the axes or horizons of the spacetime. Thus we would
like to investigate the rod structure of the metric (3.12).
Focusing on the coordinate region defined by Eq. (3.11), the rod structure of (3.12)
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consists of the following four rods:








2 + b2 + ab+ a+ b− 1 . (3.25)





(b− a) (1 + a2 + 2ab) . (3.26)







2 + b2 + ab− a− b− 1 . (3.27)










(b− a) (1 + b2 + 2ab) . (3.28)
These four rods meet at the three turning points (x = −1, y = a), (x = 1, y = a) and
(x = 1, y = b). This rod structure is schematically illustrated in Fig. 3.3. It can be
seen that Rods 1 and 3 correspond to the left and right edges of a box respectively,
while Rods 2 and 4 correspond to the lower and upper edges respectively. In a sense,
the rod structure can be “folded up” by joining the two endpoints together, to form
the four edges of the box.1
1In the case of the triangular domain mentioned above, as well as the trapezoidal ones to be
described in Sec. 3.7, the rod structure will be different and can be obtained accordingly. In particular,
it will consist of just two or three rods, which can be folded up to form the two or three edges of the
corresponding triangular or trapezoidal domain.
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Figure 3.3: The rod structure of the metric (3.12). In the dS case, the left and right
end-points of the rod structure should be identified at a fourth turning point. In the
Ricci-flat and AdS cases, the left-most and right-most rods are infinite in extent.
In the dS case, it can be checked that all four rods are finite, in the sense that
the axes or horizons they represent are finite in extent. On the other hand, Rods 1
and 4 are infinite in the Ricci-flat case. This is consistent with the box diagram in
Fig. 3.2c, whereby the upper-left corner of the box touches the x = y line representing
asymptotic infinity. Rods 1 and 4 are also infinite in the AdS case. This is again
consistent with the box diagram in Fig. 3.2b, whereby the left and upper edges of the
box intersect the x = y line. In this case, Rods 1 and 4 should only consist of the
parts (x = −1, a ≤ y < −1) and (b < x ≤ +1, y = b) respectively.
Recalling the facts from Sec. 2.2.4, we shall now interpret the rod structure of the
present solution. Beginning with the AdS case, Rod 2 is a finite rod and represents
the black-hole horizon and Rod 4 is a semi-infinite rod representing the acceleration
horizon. Their respective surface gravities are accordingly κ2 and κ4. Rod 3 is the
inner axis that separates the black-hole and acceleration horizons, while Rod 1 is an
outer asymptotic axis. Their respective Euclidean surface gravities are κE3 and κE1.
A similar interpretation for these four rods applies to the Ricci-flat case, which was
already described in Sec. 2.3 in the notation of [79].
In the dS case, the main difference is that Rods 1 and 4 are now finite in extent.
This is in agreement with the naive expectation that a cosmological horizon will appear
in this case and separate the region of interest from asymptotic infinity. It is the
cosmological horizon that now plays the role of the acceleration horizon.
From the fact that a± b < 0 in general, we immediately have that
κE1 < κE3, κ2 > κ4. (3.29)
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The latter implies that the temperature of the acceleration (or cosmological) horizon
is always lower than that of the black-hole horizon. On the other hand, as discussed
in Sec. 2.2.3, the fact that κE1 6= κE3 implies it is not possible to find a global iden-
tification of the φ coordinate that would avoid conical singularities along Rods 1 and
3 simultaneously. Thus the spacetime cannot be made completely regular: one has to
allow for the presence of a conical singularity either on the inner axis (Rod 3) or on
the asymptotic axis (Rod 1). It is this conical singularity which acts as the source of
the acceleration of the black hole.
Finally, we remark that in this chapter we are only interested in static regions of
the spacetime, which would confine us to the regions in between the black-hole and
acceleration (or cosmological) horizons. It is possible to find non-static coordinates
extending past say the black-hole horizon, into the region inside the black hole. This
region is described by the box that lies immediately below the dark-shaded box in each
of the plots in Fig. 3.2. As can be seen, there is necessarily a curvature singularity in
this region at y = −∞, corresponding to the black-hole singularity.
3.4 Parameter ranges and various limits
While we have completed the analysis of the spacetime geometry of the C-metric
(3.12), there remains a few details to tidy up. One such detail is the full ranges of the
parameters a and b, which will depend on the specific case (dS, AdS or Ricci-flat) we
are considering. Thus we will discuss the three cases separately in this section. With
the full parameter range, we will then identify various known limits in each case, and
interpret them in terms of the box diagrams in Fig. 3.2.
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3.4.1 dS C-metric
In the case of negative cosmological constant, we have ℓ2 < 0, and the roots of the
structure functions are ordered as
γ < a < b < −1 < 1 < c. (3.30)
However, since γ and c both depend on a and b as given in Eq. (3.14), we have to
ensure that the parameters a and b take values which are consistent with (3.30). It
turns out that the parameter range that satisfies our requirements is
−∞ < a < b < −1. (3.31)
We now consider various interesting limits that can be obtained from the dS
C-metric. When a → −∞, we see that the second term in Eq. (3.24) and the
Kretschmann invariant becomes a constant 24/ℓ4, indicating that the spacetime has
been reduced to pure de Sitter spacetime. To see this, we first perform a rescaling
x→
√










ℓ2(1− b2) . (3.32)


















ℓ2(1− b2) , (3.33)
which is simply the de Sitter spacetime in disguised form (A.15). Note that the




. In terms of the box diagram in
Fig. 3.2b, this limit corresponds to sending the lower edge of the box to −∞, while
keeping the upper edge fixed. This effectively removes the black hole from the picture.
One can calculate the area of the black-hole horizon, and show that it indeed becomes
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zero in this limit.
Another interesting limit is the zero acceleration case, where we recover the
Schwarzschild-de Sitter black hole. This is achieved by taking the limit a, b → −∞
such that their ratio remains constant. To see this, we define µ ≡ b/a and transform
x = cos θ, y =
√
−ℓ2













Taking the limit a→ −∞ while keeping µ constant, we obtain
ds2 = − f(r)dt2 + f(r)−1dr2 + r2 (dθ2 + sin2 θ dφ2) ,







m ≡ µ(1 + µ)
2(1 + µ+ µ2)
√
−ℓ2
1 + µ+ µ2
. (3.36)
From the parameter range (3.31), it follows that 0 < µ < 1, and therefore we have





Hence from this form, one can recover all possible Schwarzschild-de Sitter black holes
with positive mass and with both black-hole and cosmological horizons present.
3.4.2 AdS C-metric
In this case, we have ℓ2 > 0, and the ordering of the roots of the structure functions
is given by
a < γ < −1 < b < c < +1. (3.38)










Figure 3.4: The parameter range of the AdS C-metric, as a plot of b versus a. The
left boundary of this range extends to a = −∞. The intersection point of the upper
and right boundary curves is at (a = −5
3
, b = 1
3
).
For this ordering to be consistent with the expressions of the third roots in (3.38), a
and b have to take a more restricted parameter range. It turns out that the allowed
parameter range is the union of
{
−1 < b ≤ −a−√a2 − 1 , a ≤ −5
3
;






≤ a < −1 .
(3.39)
This parameter range can also be visualised in an a-b plot, shown in Fig. 3.4. It can
be checked that for the range of parameters in (3.39), the surface gravities κ2 and κ4
are non-negative.
As can be seen from Fig. 3.4, the boundary of this parameter range consists of
four separate parts. We now briefly describe what happens as each of these different
boundaries is approached.
The lower boundary b → −1 corresponds to the Ricci-flat limit, which will be
discussed next in Sec. 3.4.3.
The left boundary a → −∞ corresponds to the limit in which the AdS C-metric
reduces to anti-de Sitter space. This limit is taken in the same way as in the dS case,
i.e., we first perform the rescaling (3.32), and then take the a → −∞ limit to obtain
(3.33). When ℓ2 > 0, it can be shown that the spacetime described by (3.33) is just
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anti-de Sitter space, in an accelerating coordinate system whose origin is undergoing
a constant acceleration A. (See Eq. (A.24) of Appendix A.)
However, unlike the dS case, there is no limit of (3.12) in which we can recover the
Schwarzschild–AdS black hole. Since the range of b is bounded in (3.39), one can no
longer take the limit |b| → ∞. Hence our parameter range of the AdS C-metric does
not include the Schwarzschild-AdS black hole as a special case. This result is perhaps
not surprising, since in our analysis, we presume the existence of both the black-hole
and acceleration horizons when we require the domain to be a box with four sides.
On the other hand, the usual structure function of the Schwarzschild–AdS metric is
1− 2m/r+ r2/ℓ2, which has only one real root (horizon) when ℓ2 > 0. Hence it is not
possible to recover the Schwarzschild-AdS black hole from the range of parameters we
have identified.2
The remaining two boundaries correspond to the two different upper bounds for b
in (3.39). When a ≤ −5
3
, this upper bound actually corresponds to the limit in which
b = c: the second and third roots of Q(y) become degenerate. In this case, κ4 = 0 and
the acceleration horizon becomes extremal with zero temperature. This solution has
been used, for example, by Emparan et al. [56] to construct a brane-world black hole.
On the other hand, when −5
3
≤ a < −1, the upper bound for b corresponds to the
limit in which γ = −1: the first and second roots of P (x) become degenerate. In this
case, κE1 = 0 and the outer axis (Rod 1) becomes extremal in the sense that it becomes
infinitely far away from other points in the spacetime. This axis can be regarded as
a new spatial infinity of the spacetime. The solution was then interpreted by Hubeny
et al. [49] as a “black droplet”, with two disconnected horizons: one extending to
asymptotic infinity and the other extending to the new spatial infinity.
These two curves are in fact related by the coordinate symmetry (3.9), meaning that
they can be mapped to each other by a double-Wick rotation. The intersection point
(a = −5
3
, b = 1
3
) of the two boundary curves can then be interpreted as an “extremal
2The Schwarzschild-AdS black hole can be recovered from (3.12), if b is allowed to take complex
values, and if c = b∗. In Fig. 3.2b, this corresponds to letting the two roots y = b, c come together
and disappear from the diagram, so that the domain of interest becomes a trapezoid. This case will
be discussed in Chapter 4.
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black droplet”, referring to the fact that the horizon that extends to asymptotic infinity
is now extremal.
3.4.3 Ricci-flat C-metric
In the case of zero cosmological constant, we have ℓ2 → ∞. For the metric (3.12) to
remain well-defined, we require, at the same time, that b2 → −1 such that the metric
remains finite. This can be understood from Fig. 3.2c where the top left corner of the







a(1− a) , φ→
φ
a(1− a) . (3.40)























Now the range of the parameter a is
a < −1. (3.42)
The form (3.41) is precisely the neutral Ricci-flat C-metric in factorised form consid-
ered in [79] with the parameters identified as
k =
1




The physical and geometrical properties of the metric in this form are studied in detail
in [59, 79, 80].
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3.5 Equivalence to the traditional form





















− y˜2 − 2m˜A˜y˜3 − q˜2A˜2y˜4. (3.44)
We would like to see how this form of the metric relates to the one introduced in
this chapter. For simplicity, we focus only on the uncharged case q˜ = 0 here. To
transform (3.12) into the uncharged limit of (3.44), we follow [79] by considering the
affine coordinate transformation:
x = Bc0x˜+ c1 , y = Bc0y˜ + c1 , t =
c0
B




To preserve the form of the metric, we require that
B2 = H2A˜2, P (x) = B2G(x˜) , Q(y) = B2F (y˜) . (3.46)
Equating the coefficients of the structure functions, we get
2m˜A˜ = −(a+ b)Bc30 , (3.47)
1 = c20
[−3(a+ b)c1 + a2 + b2 + ab− 1] , (3.48)
0 = 3(a+ b)c21 − 2(a2 + b2 + ab− 1)c1 − a− b , (3.49)










(c1 − a) (c1 − b) ((a+ b)c1 + ab+ 1) . (3.51)
Note that (3.51) is not an independent equation, but can be obtained from (3.50) and
the first equation of (3.46). Now, (3.49) is a quadratic equation in c1 with the two
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solutions:
−3(a+ b)c1 = −a2 − b2 − ab+ 1±
√
(a2 + b2 + ab− 1)2 + 3(a+ b)2 . (3.52)





(a2 + b2 + ab− 1)2 + 3(a+ b)2 . (3.53)
On the other hand, (3.49) and (3.50) can be combined to obtain
B2 = −a+ b
2c1
(c21 − 1)2, (3.54)
which upon substituting (3.52) will give an expression for B2 in terms of a and b. The
right-hand side of (3.54) is clearly positive if we take the positive sign in (3.52), so we
are guaranteed real solutions for B. Finally, (3.47) and the first equation of (3.46) can
be solved to give expressions for m˜ and A˜ in terms of a, b and ℓ. The signs of c0 and
B in (3.53) and (3.54) respectively, should be chosen so as to ensure m˜A˜ is positive
by (3.47).






(c1 − a) (c1 − b) (c1 − c) , (3.55)








(a+ b+ c)2 + 3
)
. (3.56)
Now it can be shown that
b ≤ c1 ≤ c , (3.57)
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with the equalities holding if and only if b = c. From the ordering of the roots a < b < c
and the condition a+ b < 0, we conclude that
1− 1
ℓ2A˜2
≥ 0 . (3.58)
This is precisely the condition identified in [45] for G(x˜) and F (y˜) to have three real
roots each. The case of equality in (3.58) corresponds to the situation in which two
roots of F (y˜) become degenerate. Recall that this is only possible in the AdS case,
and it corresponds to the upper bound b = −a − √a2 − 1 in (3.39); it is in fact the
solution considered in [56].
3.6 Charged generalisation
3.6.1 Derivation of the new form
We now consider the charged C-metric with a cosmological constant, i.e., Eq. (3.1)
with non-vanishing e and/or g. For a factorised form we write the ansatz, with q2 6= 0,
P(x) = (x− α)(x− β) (w0 + w1x− q2x2) ,
Q(y) = (y − a)(y − b) (k0 + k1y − q2y2) . (3.59)
By comparing the polynomial coefficients of Eq. (3.59) with (3.1), we can express w0,
w1, k0 and k1 in terms of α, β, a, and b. If we further pull out an overall conformal
factor and rescale t and φ appropriately, the result is
ds2 =












P (x) = (x− α)(x− β)[(a+ b− α− β)(x− a− b) + ab− αβ
+ ℓ2(a− α)(a− β)(b− α)(b− β)q2(x− a)(x− b)],
Q(y) = (y − a)(y − b)[(a+ b− α− β)(y − α− β) + ab− αβ
+ ℓ2(a− α)(a− β)(b− α)(b− β)q2(y − α)(y − β)]. (3.60)
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The Maxwell potential is
A = −ℓ2(a− α)(a− β)(b− α)(b− β) (eydt− gxdφ) . (3.61)
As desired, the metric is now parameterised by the four roots α, β, a and b, in addition
to the charge parameters e and g and the cosmological-constant parameter ℓ.
The above form of the charged C-metric with cosmological constant can be seen
to respect two discrete symmetries, similar to the uncharged case. It respects the
translational symmetry in the form (3.5) up to a gauge transformation of the Maxwell
potential, and the rescaling symmetry (3.6) provided it is accompanied by the substi-
tutions e → e/c21 and g → g/c21. The solution also respects the parameter symmetry,
i.e., it is invariant under the interchange of any pair of roots of P (x), and similarly un-
der the interchange of any pair of roots of Q(y). Lastly, the coordinate symmetry (3.9)
is respected, provided the double-Wick rotation is accompanied by the substitutions
e→ ie and g → ig.
Now we assume that each of the structure functions admits at least two real roots,
as in the uncharged case. We take these real roots to be α, β, a and b, and let them
define the ranges of x and y to be α < x < β and a < y < b, as in the uncharged
case. We then use the two continuous symmetries to fix α = −1 and β = 1, giving the

















x2 − 1) [(a+ b)(x− a− b) + ab+ 1 + q2(x− a)(x− b)],
Q(y) = (y − a)(y − b) [(a+ b)y + ab+ 1 + q2 (y2 − 1)] . (3.62)
3These redefinitions are consistent, since H2 as defined in (3.13) is always positive in cases we are
interested in. We have seen that this is true in the uncharged case, and it continues to remain true
when charge is added, since H2 does not depend on q. Without loss of generality, we set H = |H|
here.
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The Maxwell potential is accordingly
A = H (eydt− gxdφ) . (3.63)
There are now just five independent parameters: a, b, e, g and ℓ. In this factorised
form, the roots of the structure functions are given by
P = 0 : x = ±1, or x = x±,



















4q4 + 4q2(1 + ab) + (a+ b)2
}
. (3.65)
A key feature of the above parameterisation of the charged C-metric is that the first
two roots of P (x) and Q(y) in (3.64) are exactly the same as in the uncharged case. In
particular, this will mean that the locations of the axes and horizons remain unchanged
even when charge is present. Only the third and fourth roots x± and y±, depend on
the charge parameter q.
As in the uncharged case, we shall assume a+ b < 0 without loss of generality. In
the limit q → 0, one finds that
x+ → γ, y+ → c, (3.66)
as expected from (3.4). At the same time, the roots x− and y− will recede to −∞,
and the structure functions will become cubic polynomials. It can be shown that y±
are always real. On the other hand, while x± are real in the AdS and Ricci-flat cases,
they can be complex in the dS case if q2 is large enough. Henceforth, we shall assume
for definiteness that x± are real, but will indicate the differences when they become
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Q
P
y1 y2 y3 y4
x1 x2 x3 x4
(a)
(
a2 − 1) (1− b2) < 0, ℓ2 < 0
P
Q
x1 x2 x3 x4
y1 y2 y3 y4
(b)
(
a2 − 1) (1− b2) > 0, ℓ2 > 0
Figure 3.5: The curves of P (ξ) and Q(ξ) for (a) P (ξ) − Q(ξ) < 0, ℓ2 < 0, and (b)
P (ξ)−Q(ξ) > 0, ℓ2 > 0.
complex.
3.6.2 Domain and rod-structure analysis
As in the uncharged case, we first find the possible orderings of the roots that will
ensure that the spacetime has the correct Lorentzian signature. To this end, we note
that the structure functions still obey the identity (3.17), with the two separate cases
(a2 − 1) (1− b2) ≶ 0 to consider. At the same time, recall that H2 is always positive
even when charge is present; so the above two cases correspond to ℓ2 ≶ 0, respectively.
These two cases are plotted in Fig. 3.5a and 3.5b respectively. In both graphs,
we have denoted the roots of P (x) in increasing order by {x1, x2, x3, x4}, and those
of Q(y) also in increasing order by {y1, y2, y3, y4}. Note that Fig. 3.5a should reduce
to Fig. 3.1a in the uncharged limit, while Fig. 3.5b should reduce to Fig. 3.1b in this
limit. This corresponds to sending the roots x1 and y1 to −∞ in either case.
We would now like to identify the roots {x1, x2, x3, x4} with the possible choices
{−1,+1, x−, x+}, and similarly identify {y1, y2, y3, y4} with the possible choices
{a, b, y−, y+}. Bearing in mind the ranges −1 < x < 1 and a < y < b, we have
the following two possibilities to obtain the correct signature:
• For the case (a2 − 1) (1− b2) < 0, ℓ2 < 0, the only possibility is to identify
(x1 = x−, x2 = x+, x3 = −1, x4 = +1) and (y1 = y−, y2 = a, y3 = b, y4 = y+).
These eight roots are then ordered as
y− < x− < x+ < a < b < −1 < +1 < y+ . (3.67)
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• For the case (a2 − 1) (1− b2) > 0, ℓ2 > 0, the only possibility is to again identify
(x1 = x−, x2 = x+, x3 = −1, x4 = +1) and (y1 = y−, y2 = a, y3 = b, y4 = y+).
These eight roots are then ordered as
x− < y− < a < x+ < −1 < b < y+ < +1 . (3.68)
These two possibilities respectively describe the dS and AdS cases. The case with
no cosmological constant can then be obtained from either case by taking the limit
ℓ2 → ±∞. In this case, it can be shown that the eight roots are ordered as
y− = x− < x+ = a < b = −1 < +1 = y+ . (3.69)
Having determined the order of the roots in the three cases, we can plot them in an
x-y plot. The domain of interest will then be one of the boxes enclosed by these roots.
This is illustrated for each of the three cases in Fig. 3.6 in the darker shade. Apart
from the presence of the extra roots x− and y−, these diagrams are similar to those
in Fig. 3.2. We remark that asymptotic infinity is again given by the x = y line, and
that there are curvature singularities located at the edges of the plot, at x, y = ±∞.
As in the uncharged limit, the domain of interest may or may not intersect the
x = y line, depending on the sign of the cosmological constant. In the dS case, the
box will not touch this line at all, while in the Ricci-flat case, one corner of the box
will touch this line. In the AdS case, the box will necessarily intersect the line. The
part of the box with y < x will then be the domain of interest.
The four edges of the box, x = ±1 and y = a, b, can again be interpreted as the
axes and horizons of the spacetime. Their properties are encoded in the rod structure
of the solution, which can be calculated in the standard way. It turns out to be very
similar to that of the uncharged case illustrated in Fig. 3.3, the only difference being





















(c) ℓ2 → ±∞ (zero cosmological constant)
Figure 3.6: The domains of the charged C-metric for the cases (a) ℓ2 < 0 (dS), (b)
ℓ2 > 0 (AdS), and (c) ℓ2 → ±∞ (zero cosmological constant). In each diagram, the
x-axis is in the horizontal direction, while the y-axis is in the vertical direction. Apart
from the presence of the extra roots x− and y−, these diagrams are similar to those in
Fig. 3.2. The boxes we are interested in are in the darker shade.
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that the surface gravities of the four rods are now given by
κE1 = a





1 + a2 + 2ab− q2(a2 − 1)] ,
κE3 = a





1 + b2 + 2ab− q2(b2 − 1)] . (3.70)
Recall that Rod 2 is a black-hole horizon, while Rod 4 is an acceleration or cosmological
horizon. On the other hand, Rods 1 and 3 are axes with possible conical singularities
running along them. Now, from the fact that a+ b < 0, we have
κE1 < κE3 . (3.71)
This implies that a conical singularity must be present either along Rod 1 or Rod 3,
just as in the uncharged case.
We remark that y = y− can be interpreted as the inner black-hole horizon that is
known to be present when the black hole is charged. This is consistent with the fact
that the region below the dark-shaded box in each of the plots in Fig. 3.6 represents
the region inside the black hole. In the limit of vanishing charge, this inner horizon
merges with the black-hole singularity at y = −∞, and the lighter-shaded Lorentzian
region between y = y− and −∞ disappears.
Finally, we recall that in the dS case, it is possible for the roots x± to become
complex, in which case they will come together and disappear from Fig. 3.6a. The
regions enclosed by these two roots, including the lighter-shaded Lorentzian regions,
will then also disappear from the diagram. However, this will not affect the domain
of interest at all.
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3.6.3 Parameter ranges
Let us now briefly study the parameter ranges of the charged C-metric. This will be
done separately for each of the three cases of a positive, zero and negative cosmological
constant.
Charged dS C-metric
Recall that for the uncharged dS C-metric, the temperature of the cosmological horizon
is lower than that of the black-hole horizon. It is clear from (3.70) that the effect
of adding charge decreases the values of κ2 and κ4. Hence, charging the solution
decreases the temperatures of the two horizons; moreover, the temperature of the
black-hole horizon decreases faster than that of the cosmological horizon. One might
wonder if the temperature of the black-hole horizon can become lower than that of the
cosmological horizon. Indeed, this is possible and will occur when q2 > q2eq, where
q2eq ≡ 1 . (3.72)
When q2 = q2eq, the two horizons will have the same temperature, and so are in thermal
equilibrium.
As one continues to add charge, the temperature of the black-hole horizon will
eventually vanish. This occurs when q2 = q2ext, where
q2ext ≡
1 + a2 + 2ab
a2 − 1 > q
2
eq . (3.73)
It is the maximally charged dS C-metric, with an extremal black-hole horizon. In this
case, y− = a; in the context of Fig. 3.6a, the inner black-hole horizon has merged with
the outer horizon. From the order of the roots (3.67), we see that x± must be absent
in Fig. 3.6a; they are thus complex.
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The full range of parameters for the charged dS C-metric is therefore
−∞ < a < b < −1 , 0 ≤ q2 ≤ q2ext . (3.74)
It can be checked that the temperature of the cosmological horizon remains finite and
non-zero in this range.
Charged AdS C-metric
For the uncharged AdS C-metric, the temperature of the acceleration horizon is lower
than that of the black-hole horizon. From (3.70), the effect of adding charge decreases
the value of κ2 but increases that of κ4. Hence, charging the solution decreases the
temperature of the black-hole horizon but increases the temperature of the acceleration
horizon. When q2 = q2eq, the two horizons have the same temperature; when q
2 > q2eq,
the temperature of the black-hole horizon is lower than that of the acceleration horizon.
The temperature of the black-hole horizon will vanish when q2 = q2ext, where q
2
ext
is defined as in (3.73). However, unlike the dS case, there is now no definite order
between q2ext and q
2
eq. Moreover, there is now the possibility that the temperature of
the acceleration horizon can also vanish. This will occur when q2 = q2ext2, where
q2ext2 ≡
1 + b2 + 2ab
b2 − 1 . (3.75)
There is no definite order between q2ext2 and q
2





To complicate matters, it is also possible for κE1 to vanish in the AdS case. This
stems from the fact that adding charge to the solution decreases the value of κE1.
However, recall that even in the uncharged case, it is possible for κE1 to vanish for a
sufficiently large value of b. In that case, the vanishing of κE1 can be interpreted as the
outer axis becoming a new spatial infinity of the spacetime. A similar interpretation
can be made for the charged case.
Hence, the full range of parameters for the charged AdS C-metric can be obtained
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by requiring the conditions
−∞ < a < −1 < b < +1 , (3.76)
and
κE1 ≥ 0 , κ2 ≥ 0 , κ4 ≥ 0 , (3.77)
to hold simultaneously. Note that κE3 is always positive if these conditions are satisfied.
When there is no charge, this parameter range will reduce to the shaded region in
Fig. 3.4.
The full parameter range (3.76) and (3.77) can be represented by a three-
dimensional a-b-q2 plot, but it is obviously complicated. Thus we will not attempt
a full analysis of it here, and be content with just a few general observations. For fixed
a, the parameters b and q2 are bounded from above by the three physical situations:
the outer axis becoming a new spatial infinity when κE1 = 0, the black hole becoming
extremal when κ2 = 0, and the acceleration horizon becoming extremal when κ4 = 0.
A “triple point” when all these conditions are satisfied simultaneously occurs when
a = −
√
2− 1 , b =
√
2− 1 , q2 = 1 . (3.78)
This special situation describes an extremal black droplet in thermal equilibrium. We
mention that black droplets in thermal equilibrium at a non-vanishing temperature
have been considered in [51].
Charged C-metric
The charged C-metric with no cosmological constant can be obtained from (3.62) and
(3.63) by taking the limit ℓ2 → ±∞ and b→ −1, while keepingH2 finite. In particular,
it can be obtained from the charged dS C-metric considered above, by taking the lower
sign in the limit for ℓ2. The parameter range in this case can then be obtained from
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(3.73) and (3.74) in the appropriate limit. It is given by






in this case. Like the dS case, the black-hole horizon will be in thermal equilibrium
with the acceleration horizon when q2 = 1, and will become extremal when q2 = q2ext.
As the general form of the solution (3.62) and (3.63) is no longer valid in this
limit, one needs to use an alternative form in this case. For example, it is possible to
transform it to the factorised form of the charged C-metric proposed in [79], using a
coordinate transformation similar to the one described in Sec. 3.4.3.
3.7 Classification of all possible domains
We have so far in this chapter focused on spacetimes described by box-like domains
in the x-y space. The four edges of the box are just the endpoints of the coordinate
ranges in (3.11), and describe either axes or horizons in the spacetime. Examples of
such domains can be found in Fig. 3.2a and 3.2c, for the dS and Ricci-flat C-metric
respectively. For the AdS C-metric, it turns out that the domain is also bounded by
the x = y line representing asymptotic infinity; as can be seen from Fig. 3.2b, it still
has the general shape of a box, but with one corner cut off.
We have pointed out that the triangular-shaped corner that is cut off by x = y in
Fig. 3.2b represents a new spacetime with the correct Lorentzian signature and without
curvature singularities. Unlike the AdS C-metric, this new spacetime has only one axis
(x = −1) and one horizon (y = b), both extending to infinity. Moreover, the reader
would have noticed two other triangular domains present in Fig. 3.2b, one bounded
by the lines x = +1, y = c and x = y, and another bounded by x = γ, y = a and
64 CHAPTER 3. NEW FORM OF THE (A)DS C-METRIC
x = y. It turns out that these triangular domains represent black holes with infinitely
extended horizons, generalising the hyperbolic and planar black holes of [27, 30] that
are known to exist in AdS space.
Unlike the box domains, the existence of the triangular domains only requires the
existence of one real root each for P (x) and Q(y). The other two roots of P (x) or Q(y)
are allowed to become complex. For instance, the third triangular domain mentioned
above will continue to exist even if the two roots y = b, c were to come together and
disappear from the diagram. Thus the form of the metric (3.12) used in this chapter,
whereby two roots of P (x) have been set to be at x = ±1, is not general enough to
describe all possible triangular domains. A more natural choice would be to set the one
real root of P (x) to be at x = −1 (say), and the one real root of Q(y) to be at y = 0
(say). This new form of the metric will be presented in Chapter 4, and will be used
to carry out a study of the AdS spacetimes described by these triangular domains.
At this stage, one might wonder about the existence of other types of domains that
describe spacetimes with the correct signature and without curvature singularities. An
inspection of Fig. 3.2 shows that there are no others, at least when P (x) and Q(y)
have three real roots each. The situation in which two roots of P (x) or Q(y) become
complex can still be visualised using Fig. 3.2, by letting the two roots come together
and disappear from the diagram. In this case, two new domains arise; as it turns out,
both are from the AdS case Fig. 3.2b.
The first case occurs when Q(y) has exactly one real root, while P (x) has three
real roots. In Fig. 3.2b, this corresponds to letting the roots y = b, c come together
and disappear from the diagram. In this case, the box region will merge with the
triangular region bounded by x = +1, y = c and x = y, to form a trapezoidal region
as shown in Fig. 3.7a. It describes a spacetime containing a black-hole horizon and two
asymptotic axes; in particular, there is no acceleration horizon present. This solution
was analysed in [102], and was interpreted as a single accelerating black hole in AdS
space. In the traditional form of the AdS C-metric (3.44), it corresponds to the case
A˜ < 1/ℓ. We remark that the Schwarzschild-AdS black hole can be recovered as a
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(a) (b)
Figure 3.7: New trapezoidal domains (shown in the darker shade) in the case when
(a) Q(y) has one real root and P (x) has three real roots; (b) P (x) has one real root
and Q(y) has three real roots. Both these cases are only possible when ℓ2 > 0, i.e.,
in the AdS case. Note that the two cases (a) and (b) are related by the coordinate
symmetry (3.9).
limit within this trapezoidal domain, when its left and right edges become symmetric.
3.8 Discussion
We have seen that with the new form, many calculations for the C-metric with a
cosmological constant, in particular, those involving explicit expressions of locations
of black-hole and/or accelerating horizons are simplified. It allows a complete study
of the ranges of coordinates and parameters of the spacetime with relative ease.
When the cosmological constant is negative, either or both of the structure func-
tions of the C-metric can have only one real root. In this case, the region of interest
may be a triangle or a trapezoid, with one edge representing conformal infinity. The
acceleration horizon and/or inner axis has no explicit appearance in the region of
interest. Although the form (3.3) can still be used, completely factorised structure
functions unavoidably involve complex roots, and this leads to unnecessary complica-
tions. It turns out that slight modifications based on (3.3) are more appropriate. For
example, when both structure functions have only one real root, it is then no longer
appropriate to use the symmetries to impose ±1 as two roots of P . One can instead
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use the symmetries to impose that P has a root −1 while Q has a root 0. The study
of the C-metric with a negative cosmological constant in this form will be discussed
in the next chapter.
Chapter 4
Deformed hyperbolic black holes
4.1 Introduction
In this chapter, we explore the particular case of negative cosmological constant (Λ < 0,
or, equivalently, ℓ2 > 0). Here we will derive an alternate version of the metric (3.12)
and explore the parameter space in this alternate form. One of the main reasons for
this is, as we saw in Chapter 3, triangular and trapezoidal shaped domains are also
possible for the AdS case. Such domains, in general, have different interpretations from
the box-shaped domains which was discussed in Chapter 3. In the present chapter, we
shall focus on these triangular and trapezoidal shaped domains in further detail.
Some of these domains require structure functions with complex roots. Therefore,
they might not be captured, for instance, in (3.12) for Lorentzian regions bounded by
roots x = ±1. Recall that, among the four roots a, b, α, and β, the parameter and
coordinate symmetries may be used to fix two of these roots to specific values. In
Chapter 3, we fixed α = −1 and β = 1, thus forcing all three roots of P to be real. In
the present chapter we wish to avoid this by using the two symmetries instead to fix
one root of Q to be equal to 0 and one root of P to be −1. This leaves two parameters
which will allow the remaining roots of P and Q to be real or complex, and allows a
convenient description of the triangular and trapezoidal domains.
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4.2 Derivation
We begin by deriving a form that is more convenient in representing structure functions
with less than three real roots. Our starting point is Eq. (3.3), which we shall repeat
below for convenience:
ds2 =












P (x) = (x− α)(x− β) [(a+ b− α− β)(x− a− b) + ab− αβ] ,
Q(y) = (y − a)(y − b) [(a+ b− α− β)(y − α− β) + ab− αβ] . (4.1)
Also, recall that the roots of P and Q are
P = 0 : α, β, γ = a+ b+
αβ − ab
a+ b− α− β ,
Q = 0 : a, b, c = α + β +
αβ − ab
a+ b− α− β . (4.2)
However, instead of using the translational and rescaling symmetries to set α = −β =
−1 as was done in the previous chapter, we use them to set c = 0 and γ = −1. We






= −α− β. (4.3)











+ P (x) dφ2
)
,
P (x) = (1 + x)
(









It can be checked directly that (4.4) is a solution to Einstein’s equation with a cosmo-
logical constant Λ = −3/ℓ2. The roots of the structure functions are
Q = 0 : y0 = 0, y± =
−(µ+ ν)±√(µ+ ν)2 − 4µ(1 + ν)
2µ
, (4.5)





Just like the metric in Chapter 3, asymptotic infinity is located at x = y. From the









we see that there are curvature singularities at x, y → ±∞ if µ 6= 0. Here we will be
primarily interested in the domain bounded by x = −1, y = 0, and x = y. This gives
the general coordinate range
−1 < x < y < 0, (4.8)
which will describe a spacetime free of curvature singularities and containing an asymp-
totic infinity.




. It turns out
to be also invariant under the transformation
x→ −y − 1, y → −x− 1, µ→ µ, ν → µ− ν, (4.9)
followed by a double-Wick rotation t→ iφ and φ→ it. Note that (4.9) has the effect
of interchanging the roots:
x0 ↔ y0, x± ↔ y∓. (4.10)
The implications of this discrete symmetry will be discussed below.
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4.3 Parameter ranges
We now wish to find the full range of parameters µ and ν such that (4.4) describes a
spacetime with the correct Lorentzian signature (−+++), with ∂
∂t
a time-like Killing
vector. This means that we require Q < 0 and P > 0 in the coordinate range (4.8).
In this section, we will show how this translates to constraints on the ranges of µ and
ν.
We first observe that Q and P are cubic polynomials of the form
f(ξ) = µ (ξ − ξ1) (ξ − ξ2) (ξ − ξ3) . (4.11)
Assuming that all the roots are real, we can impose the ordering ξ1 < ξ2 < ξ3. Ele-
mentary calculus then tells us that, for µ < 0, the first derivatives carry the following
signs at the roots: f ′(ξ1) < 0, f ′(ξ2) > 0 and f ′(ξ3) > 0, while the second derivatives of
the outer roots satisfy f ′′(ξ1) > 0 and f ′′(ξ3) < 0.1 For the case µ > 0, the inequalities
are reversed. We shall denote the roots of Q in increasing order as {y1, y2, y3}, and
similarly those of P in increasing order as {x1, x2, x3}.
Since Q and P satisfy the identity
P (ξ)−Q(ξ) = 1, (4.12)
they share the same polynomial coefficients, except for the constant term which differs
by 1. Thus when sketched on a common axis, the curves P and Q have the same
profile but are shifted vertically from each other by a unit distance, as shown in
Fig. 4.1 separately for the cases µ ≶ 0.
We observe from Fig. 4.1a that the order of the roots for µ < 0 is
y1 < x1 < x2 < y2 < y3 < x3, (4.13)
1The second derivative of the middle root can either be positive or negative, depending on whether
this root occurs before or after the inflection point of f .











(b) µ > 0
Figure 4.1: The order of roots for (a) µ > 0, and (b) µ < 0.
while Fig. 4.1b shows for the case µ > 0 it is
x1 < y1 < y2 < x2 < x3 < y3. (4.14)
At this stage, we remark that the above results can also be extended to the case
of complex roots. For example, in the case µ < 0, it is possible for the graph of P
in 4.1a not to intersect the axis at x1 and x2, corresponding to these two roots of P
becoming complex. It is also possible for the graph of Q not to intersect the axis at y2
and y3, corresponding to these two roots of Q becoming complex. In such a situation,
we simply remove x1 and x2, or y1 and y3 from the ordering (4.13). Similar remarks
apply to the case µ > 0 with respect to the roots y1 and y2, or x2 and x3.
With these considerations in mind, we are now ready to identify {y1, y2, y3} with the
possible choices {y0, y+, y−} given by (4.5) and {x1, x2, x3} with choices {x0, x+, x−}
as given by (4.6). In particular, the positions of the roots y0 = 0 and x0 = −1 relative
to the other roots will then give constraints on µ and ν via the evaluation of Q′(0),
Q′′(0), P ′(−1) and P ′′(−1), and subjecting them to the above-stated inequalities.
We begin with the case µ < 0, with the curves of Q and P as depicted in Fig. 4.1a.
If we wish to have a spacetime that is Lorentzian in the range −1 < x < y < 0, the
only possibility is to set y2 = 0 and x2 = −1. In other words, 0 and −1 are the middle
roots of Q and P respectively. The conditions for this to occur are
Q′(0) = 1 + ν > 0, P ′(−1) = 1 + µ− ν > 0. (4.15)
The resulting range of parameters is therefore µ < 0, ν > −1 and ν < 1 + µ, and is






































Figure 4.2: The parameter range as a plot of ν versus µ. The four shaded regions A–D
are those which contain a Lorentzian coordinate range in −1 < x < y < 0.
labelled as Region A in the µ–ν plot of Fig. 4.2. In this case, note that the ordering
of the roots (4.13) translates to
y+ < x+ < −1 < 0 < y− < x−. (4.16)
We now turn to the case µ > 0, with curves of Q and P as depicted in Fig. 4.1a.
In this case, if we wish to have a Lorentzian spacetime in the range −1 < x < y < 0,
y = 0 and x = −1 cannot be the middle roots. This actually gives the same condition
as in (4.15), since the sign of µ is opposite to that of the previous case. However, there
are now additional conditions coming from the signs of Q′′(0) and P ′′(−1), depending
on whether y0 = 0 and x0 = −1 are the left or right roots. There are three separate
cases to consider:
• y0 = 0 and x0 = −1 are both left roots: The additional conditions for this to
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occur are
Q′′(0) = 2(µ+ ν) < 0, P ′′(−1) = 2(ν − 2µ) < 0. (4.17)
The resulting range of parameters is therefore µ > 0, ν > −1 and ν < −µ, and
is labelled by Region B in Fig. 4.2. In this case, note that the ordering of the
roots (4.14) translates to
−1 < 0 < y− < x− < x+ < y+. (4.18)
• y0 = 0 and x0 = −1 are both right roots: The additional conditions for this to
occur are
Q′′(0) = 2(µ+ ν) > 0, P ′′(−1) = 2(ν − 2µ) > 0. (4.19)
The resulting range of parameters is therefore µ > 0, ν < 1+µ and ν > 2µ, and
is labelled by Region C in Fig. 4.2. In this case, note that the ordering of the
roots (4.14) translates to
x− < y− < y+ < x+ < −1 < 0. (4.20)
• y0 = 0 is a right root and x0 = −1 is a left root: The additional conditions for
this to occur are
Q′′(0) = 2(µ+ ν) > 0, P ′′(−1) = 2(ν − 2µ) < 0. (4.21)
The resulting range of parameters is therefore ν > −1, ν < 1 + µ, ν > −µ and
ν < 2µ, and is labelled by Region D in Fig. 4.2. In this case, note that the
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ordering of the roots (4.14) translates to
−1 < y− < y+ < x− < x+ < 0. (4.22)
4.4 Domain structure
In the previous section, we found that in order for the metric to describe a Lorentzian
spacetime in the coordinate range −1 < x < y < 0, the parameters µ and ν must lie
in one of the four shaded regions A–D in Fig. 4.2. We now turn to an analysis of the
domain structure for each region in turn. It will be verified that triangular domains
exist in each region, although as we shall see, other types of domains also occur in
Region D.
In Region A, the ordering of the roots is given by (4.16). In this case, it can be
checked that the roots x± and y± are always real. This leads to the domain structure
depicted in Fig. 4.3.2 The Lorentzian spacetime described by the coordinate range
−1 < x < y < 0 is represented by the darker-shaded triangle in this figure.
In Region B, the ordering of the roots is given by (4.18). Unlike the previous case,
it is possible for the roots x± and y± to become complex. It can be checked that
the roots x± will become complex when ν > −2√µ, while the roots y± will become
complex when ν > µ − 2√µ. This leads to a partitioning of Region B into three
subregions:
B1: x± and y± real, ν < −2√µ;
B2: x± complex, y± real, −2√µ < ν < µ− 2√µ;
B3: x± and y± complex, ν > µ− 2√µ.
In Fig. 4.2, note that Region B is indeed cut by the curves ν = −2√µ and ν = µ−2√µ.
2We remark that diagrams similar to Figs. 4.3–4.6 have appeared in [50]. In that paper, however,
(x − y) instead of y is plotted as a function of x. Furthermore, in the present chapter, we set our
coordinate range of interest to be y > x so that our primary Lorentzian region of interest lies above
the line x = y. Hence, whenever applicable, the diagrams can be related to those in Chapter 3 by a
180◦ rotation.






Figure 4.3: The domain structure for Region A. The x-axis is in the horizontal di-
rection, while the y-axis is in the vertical direction. Shaded areas correspond to the
coordinate ranges with Lorentzian signature, with the darker shade representing the
coordinate range of particular interest −1 < x < y < 0. The diagonal line corresponds
to the x = y, while the edges of the plot correspond to x, y = ±∞.
The subregions B1, B2, and B3 are then the left, middle and right parts of this region.
The domain structure for B1 is depicted in Fig. 4.4a. The Lorentzian spacetime
described by the coordinate range −1 < x < y < 0 is again represented by the darker-
shaded triangle in this figure. The roots x± in Fig. 4.4a will coalesce into a single
degenerate root if ν = −2√µ, and will disappear altogether for ν > −2√µ. This
results in the domain structure depicted in B2 in Fig. 4.4b. If ν is further increased
to ν = µ− 2√µ, the roots y± will coalesce, and will disappear for ν > µ− 2√µ. This
results in the domain structure for B3 depicted in Fig. 4.4c. In Region C, the ordering
of the roots is given by (4.20). As in the previous case, it is possible for the roots
x± and y± to become complex. In this case, the roots x± will become complex when
ν < 2
√
µ, while roots y± will become complex when ν < µ + 2
√
µ. This leads to a
partitioning of Region C into three subregions:
C1: x± and y± real, ν > µ+ 2
√
µ;
C2: x± real, y± complex, 2
√
µ < ν < µ+ 2
√
µ;
C3: x± and y± complex, ν < 2
√
µ.
In Fig. 4.2, note that Region C is indeed cut by the curves ν = 2
√
µ and ν = µ+2
√
µ.
















Figure 4.4: The domain structure for the various parts of Region B.













Figure 4.5: The domain structure for the various parts of Region C.
The subregions C1, C2 and C3 are then the left, middle and right parts of this region.
The domain structure for C1 is depicted in Fig. 4.5a. The Lorentzian spacetime
described by the coordinate range −1 < x < y < 0 is again represented by the darker-
shaded triangle in this figure. The roots y± in Fig. 4.5a will coalesce into a single
degenerate root if ν = µ+ 2
√
µ, and will disappear altogether for ν < µ+ 2
√
µ. This
results in the domain structure depicted for C2 in Fig. 4.5b. If ν is further decreased
to ν = 2
√
µ, the roots x± will also coalesce, and will disappear for ν < 2
√
µ. This
results in the domain structure for C3 depicted in Fig. 4.5c.
In Region D, the ordering of the roots is given by (4.22). As in the previous two
cases, it is possible for the roots x± and y± to become complex. In this case, the roots
x± will become complex when ν < 2
√
µ, while the roots y± will become complex when
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ν > µ− 2√µ. This leads to a partitioning of Region D into four subregions:
D1: x± and y± real, 2
√
µ < ν < µ− 2√µ;
D2: x± real, y± complex, ν > 2
√
µ and ν > µ− 2√µ;
D3: x± complex, y± real, ν < 2
√
µ and ν < µ− 2√µ;
D4: x± and y± complex, µ− 2√µ < ν < 2√µ.
In Fig. 4.2, note that Region D is indeed cut by the curves ν = 2
√
µ and ν = µ−2√µ.
The subregions D1, D2, D3 and D4 are then the parts of this region as indicated in
Fig. 4.2.
The domain structure for D1 is depicted in Fig. 4.6a. In this case, because the
roots x± and y± lie between −1 and 0, the coordinate range −1 < x < y < 0 describes
a Lorentzian spacetime only if −1 < x < x− and y+ < y < 0. The domain of interest
is then a five-sided “box” bounded by the lines x = −1, x = x− and y = 0, as well
as the line x = y. The roots y± in Fig. 4.6a will coalesce and become complex if
ν > µ − 2√µ, and similarly for the roots x± if ν < 2√µ. This results in the domain
structures for D2, D3 and D4, depicted in Fig. 4.6b, 4.6c and 4.6d respectively. Note
that the domains of interest for D2 and D3 are trapezoids, while that for D4 is a
triangle.
The effect of the transformation (4.9) on the various regions of Fig. 4.2 can also be
seen from their domain structures in Figs. 4.3–4.6. Note that the transformation of x
and y in (4.9) effectively “flips” the domain structures about the diagonal line joining
the upper-left and lower-right corners. The exact mapping between the roots {x0, x±}
and {y0, y±} is given by (4.10). In this sense, we see that the domain structure of
Region A is mapped to itself. We also see that the domain structures of Regions B1,
B2 and B3 are mapped to those of Regions C1, C2 and C3 respectively, and vice versa.
Turning to Region D, we see that the domain structure of D2 is mapped to that of D3,
and vice versa. On the other hand, the domain structure of D1 is mapped to itself,
and similarly for D4.



















Figure 4.6: The domain structure for the various parts of Region D.
To summarise, we have seen that triangular domains arise from Regions A, B, C
and D4. The difference between them lies in the presence or absence of the roots x±
and y±, and their locations if they are present. In Regions A, B1 and C1, the roots
x± and y± are all present, but their locations relative to the roots x0 = −1 and y0 = 0
are different in each case. In Region B2, only the roots y± are present, while in Region
C2, only the roots x± are present. In Regions B3, C3 and D4, the roots x± and y± are
all absent. Together, these regions form all the possible different domain structures
with triangular domains. It is worth noting that these regions form a single connected
region in the plot of Fig. 4.2.
We have also seen that trapezoidal domains arise in Regions D2 and D3, while a
box-like domain arises in Region D1. The physics of the spacetime described by each
of these types of domains is different. In [81], the focus was on the box-like domains,
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and it was shown that they describe a black hole in AdS space undergoing a constant
acceleration, in the presence of an accelerating horizon. In Sec. 4.5.1, we will discuss
the physics of the spacetime described by the trapezoidal domain of Region D2. It
would be shown that they describe a class of deformed spherical black holes that was
studied in [43,45,102]. Unlike those described by Region D1, these black holes do not
have acceleration horizons associated to them.
The main focus of this chapter however, will be on the triangular domains aris-
ing from Regions A, B, C and D4. In Sec. 4.5.2, we will discuss the physics of the
spacetimes described by such domains. It would be shown that they describe deformed
hyperbolic black holes. They are in fact hyperbolic analogues of the deformed spherical
black holes described by Region D2.
4.5 Physical interpretation
4.5.1 Deformed spherical black holes
We begin with the trapezoidal domain of Region D2. As explained in [81], the shape
of the domain contains much useful information about the spacetime. Recall that
the left and right edges of the trapezoid are points at which the metric coefficient
gφφ vanishes; they represent the two symmetry axes of the spacetime. The upper
edge of the trapezoid are points at which gtt vanishes; it represents the horizon of the
spacetime. On the other hand, the lower edge of the trapezoid represents asymptotic
infinity. It follows that we have a finite horizon that separates the two asymptotic axes.
The horizon has S2 topology, so we conclude that the spacetime contains a spherical
black hole.
More detailed information on the geometric properties of this spacetime can be
obtained by calculating its so-called rod structure (see [91] and references therein). In
this case, the rod structure consists of the following three rods:
• Rod 1: a semi-infinite space-like rod located at (x = −1, −1 < y ≤ 0), with










(µ− ν + 1) . (4.23)










(ν + 1) . (4.24)
















It can be seen that Rods 1 and 3 are the two asymptotic axes, while Rod 2 is the
black-hole horizon. The directions of the rods encode information about the axes and
horizon. In particular, the normalisation factors (4.23) and (4.25) encode the natural
periodicity of the φ coordinate around the two axes. To avoid a conical singularity








Since κ1 6= κ3 in general, we see that it is not possible to eliminate the conical sin-
gularities along both axes simultaneously. There is necessarily a conical singularity
along at least one of the axes. Henceforth, we shall assume that the conical singularity
along Rod 1 is eliminated. This results in a conical singularity with a deficit angle
along Rod 3, pulling on the black hole.
The geometry of the horizon represented by Rod 2 is described by the induced










Figure 4.7: Examples of the horizon geometries of the deformed spherical black holes,
as embeddings in three-dimensional Euclidean space. The units of the axes are defined
only up to an overall scale. The full geometry can be visualised as the surface of
revolution of these curves around the horizontal axis. The curves plotted are for µ = 4











where x takes the range −1 ≤ x ≤ x−. To visualise this geometry, we can embed (4.27)
as a surface of revolution in a three-dimensional Euclidean space (see, e.g., [103]).
Three examples of such a horizon geometry are plotted in Fig. 4.7 for a fixed µ. As
can be seen, the horizon takes the shape of a deformed sphere, with the amount of
deformation increasing as ν decreases in value. The discontinuity that is present at
the right pole of each sphere is the point at which the conical singularity touches the
horizon.
Three rods form the left, upper and right edges of the trapezoidal domain respec-
tively. Recall that the fourth edge of the trapezoid, given by x = y, corresponds to
asymptotic infinity. This asymptotic region is locally AdS space, as can be seen from
the Kretschmann invariant (4.7). Indeed, if we approach this region along a line of
constant x and φ, it can be checked that the metric (4.4) is asymptotically identical
to that of AdS space in global coordinates.
We thus conclude that the spacetimes described by the trapezoidal domains of
Region D2 contain a deformed spherical black hole, with a semi-infinite conical singu-
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larity attached to it. This black hole exists in an asymptotically AdS space; moreover,
it is clearly static with respect to AdS infinity. Nevertheless, it feels the effect of the
cosmological compression of AdS space, pushing it to the centre of the universe with a
constant deceleration [46].3 It is the conical singularity which provides the necessary
tension to counter this deceleration, keeping the black hole at a fixed position.
4.5.2 Deformed hyperbolic black holes
We now turn to the triangular domains of Regions A, B, C and D4. The left edge of the
triangle represents a symmetry axis of the spacetime, while the upper edge represents
a horizon of the spacetime. The remaining edge of the triangle represents asymptotic
infinity. It follows that both the axis and horizon extend to asymptotic infinity in this
case. In particular, the horizon does not have a compact topology; we shall see below
that it is in fact asymptotically hyperbolic.
The rod structure of the spacetime consists of the following two rods:










(µ− ν + 1) . (4.28)










(ν + 1) . (4.29)
Rod 1 is the asymptotic axis, while Rod 2 is the black-hole horizon that extends to
asymptotic infinity. To avoid a conical singularity along Rod 1, one needs to impose
3In the massless limit, the magnitude of the deceleration lies in the range [0, 1
ℓ
), depending on the
position of the black hole in AdS space.
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The spacetime is then completely regular along this axis.
The induced metric on the horizon represented by Rod 2 is again given by (4.27),
except that x now takes the entire range −1 ≤ x < 0. Since P (x)→ 0 as x→ 0, the
horizon geometry turns into (a quotient of) hyperbolic space in Poincare´ coordinates
when the horizon approaches infinity. This is confirmed by calculating the curvature
invariants of this two-dimensional metric. The scalar curvature RH and Kretschmann
invariant KH are





, KH = R
2
H. (4.31)
Note that RH is a negative constant when infinity is approached as x → 0. So we
can think of this class of solutions as generically describing asymptotically hyperbolic
black holes.
For non-zero values of x, the geometry of the horizon will qualitatively depend on
the value of µ. From (4.31), we can identify the three distinct cases:
• µ < 1: The scalar curvature is always negative. From the µ–ν plot of Fig. (4.2),
it can be seen that this case encompasses Regions A, B, C and part of D4.
• µ = 1: The scalar curvature is always negative except for a single point at
x = −1, which has zero scalar curvature. This case lies entirely in Region D4.
• µ > 1: The scalar curvature is negative in a region sufficiently close to x = 0,
is positive in a region sufficiently close to x = −1, and is zero on a circle where
these two regions meet. Again, this case lies entirely in Region D4.
Since the scalar curvature is negative in at least part of these geometries, we cannot
fully embed them in a three-dimensional Euclidean space as in the previous subsection.
To visualise these geometries, we can instead plot the proper length
√
gHφφ as a function
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of x [52]. In Fig. 4.8, we have plotted representative examples of each of the three
cases. In all the cases, the negativity of the scalar curvature as x → 0 is manifest in
the divergent nature of
√
gHφφ.
What is more interesting however, is the manifestation of the positivity of the scalar
curvature as x → −1, in the case when µ > 1. In this case, the horizon geometry
becomes approximately spherical in a region centred around x = −1, resulting in a
spherical protrusion out of the hyperbolic horizon. The spherical region is connected
to the asymptotically hyperbolic region by a “throat”, which can be as narrow as one
desires by tuning the parameters (µ, ν). Due to its resemblance to a drop of liquid, we
shall call such a configuration a “black globule”.4
The two rods form the left and upper edges of the triangular domain respectively.
The third edge of the triangle, given by x = y, corresponds to asymptotic AdS infinity.
This region can be approached along a line of constant x 6= 0 and φ, similar to the case
of the deformed spherical black holes. As in that case, the metric is asymptotically
identical to that of AdS space in global coordinates.
We thus conclude that the spacetimes described by the triangular domains contain
a deformed, asymptotically hyperbolic black hole. This black hole exists in an asymp-
totically AdS space, and is static with respect to AdS infinity. It is the hyperbolic
analogue of the deformed spherical black holes discussed in the previous subsection.
However, unlike the spherical case, there are no conical singularities present in this
case. This deformed hyperbolic black hole is nonetheless able to remain static in the
face of the cosmological compression of AdS space, since it is itself connected to AdS
infinity. It is the horizon which provides the necessary tension to keep itself at a fixed
position.
4The alternative term “black droplet” might also be appropriate here, but we have noted that it
has already been used in [49,50] to describe a different type of black hole in AdS space.









Figure 4.8: Examples of the horizon geometries of the deformed hyperbolic black
holes, as plots of
√
gHφφ versus x. The full geometry can be visualised as the surface
of revolution of these curves around the x-axis. The solid, dashed and dotted curves
have (µ, ν) = (0.5, 0.9), (1, 1.8) and (4, 3.9) respectively. The last case corresponds to
a black globule. Since it has a positive scalar curvature, the globular part can actually
be embedded in three-dimensional Euclidean space (c.f. Fig. 4.11).
4.6 Special cases
4.6.1 Non-deformed topological black holes
The usual topological black holes can be recovered from (4.4) by taking the limit
ν → 1 + µ, (4.32)
in a suitable fashion. We first redefine the coordinates and parameters as
x = −1 + ǫχ, y = −1 + ℓ
Ar
, µ = 1 + kα2, ν = 1 + µ− ǫα2, (4.33)
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where ǫ and k are constants. After rescaling t and φ appropriately, and taking the
limit ǫ→ 0, we obtain the metric
ds2 = −f(r)dt2 + f(r)−1dr2 + r2
[
dχ2













The part of the metric enclosed by the square brackets in (4.34) describes a two-
dimensional space of constant positive, zero or negative curvature, for k = +1, 0, −1
respectively. Thus, the metric (4.34) can be recognised to be that of the spherical
Schwarzschild-AdS black hole for k = +1, the planar black hole for k = 0, and the
hyperbolic black hole for k = −1.
In the µ–ν plot of Fig. 4.2, this limit corresponds to approaching the semi-infinite
line ν = 1 + µ, which forms the upper boundary of the shaded area. From the
expression of µ in (4.33), we see that the part of the line with µ > 1 corresponds to
the class of spherical black holes. On the other hand, the point µ = 1 corresponds to
the class of planar black holes, while the part with −2 < µ < 1 corresponds to the
class of hyperbolic black holes. Within the latter class, three distinct subclasses can
be identified depending on the sign of the mass parameter m: The case of positive,
zero and negative m corresponds to the part of the line with 0 < µ < 1, µ = 0 and
−2 < µ < 0 respectively. In particular, the massless case µ = 0 is just AdS space in
Rindler coordinates (see, e.g., [28, 48]).
These identifications are summarised in Fig. 4.9. Note that they are consistent with
our earlier interpretation of the regions immediately below this line. The region below
the µ > 1 part of the line is Region D2, which we recall describes the class of “slowly
accelerating” spherical black holes. The limit (4.32) again corresponds to turning off
the deformation of the black holes, so that they become perfectly hyperbolic.
It is known that the hyperbolic black holes with positive and negative mass pa-
rameter m have different causal structures [29]. The Penrose diagram for a hyperbolic
black hole with positive m is similar to that of a Schwarzschild-AdS black hole: there






























Figure 4.9: The interpretation of the various parts of the ν = 1 + µ boundary of the
µ–ν plot of Fig. 4.2, when the limit ν → 1 + µ is taken as described in the text.
is a space-like singularity within the event horizon. For negative m however, the Pen-
rose diagram is similar to that of a Reissner-Nordstro¨m-AdS black hole: there is an
inner horizon within the event horizon, and a time-like singularity within the former.
The causal structures are actually consistent with those of the black holes described
by Regions C and A respectively. For the black holes described by Region C, it can
be seen from Fig. 4.5 that there is always a space-like singularity within the event
horizon. For the black holes described by Region A, it can be seen from Fig. 4.3 that
there is an inner horizon and a time-like singularity within the event horizon.
4.6.2 Generalised Rindler-AdS space
From the expression (4.7) of the Kretschmann invariant of the general spacetime, we
see that the latter must be locally isometric to AdS space if µ = 0. We have already
seen a special case of this in the previous subsection: a suitable limit in which ν → 1
is AdS space in Rindler coordinates. In this subsection, we will investigate the case
where ν can take values in the range −1 < ν < 1.
















(b) 0 < ν < 1
Figure 4.10: The domain structures for the case µ = 0 with (a) −1 < ν < 0; and (b)
0 < ν < 1.














Q(y) = y (1 + ν + νy) , P (x) = (1 + x)(1 + νx). (4.35)
Note that the structure functions are now quadratic polynomials, whose roots can
be trivially read off. As usual, we consider the coordinate range −1 < x < y < 0.
Depending on the sign of ν, there are now two possible domain structures as depicted
in Fig. 4.10. In either case, the coordinate range of interest forms a triangular domain.
Thus the spacetimes described by (4.35) contain an axis and a horizon, both extending
to asymptotic infinity.
As mentioned, the spacetimes described by (4.35) must be locally isometric to AdS
space. This metric can be cast in a more familiar form of AdS by introducing the
transformation
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When −1 < ν < 0, this metric is known to arise when the massless limit of the usual
AdS C-metric is taken. Indeed, if we define the parameter A by




then (4.37) is equivalent to (A.28) after a rescaling of coordinates. In Appendix A,
we review the results of [45] where it is shown that A is the proper acceleration of
an observer at the point y = +∞ of the spacetime. This point is special in that if
a (spherical) black hole is reintroduced into the spacetime, the source of the black
hole–its singularity– is located there. The parameter A can thus be identified as the
acceleration of the black hole, at least in the weak-field limit.
It should be emphasised that the spacetimes described by (4.37) are generally
different from Rindler-AdS space, which also describes AdS space in a set of acceler-
ated coordinates. Recall that the latter is foliated by hyperbolic 2-spaces of maximal
symmetry [28]. However, the former spacetimes are foliated by surfaces of reduced
symmetry, in this case deformed hyperbolic spaces. For this reason, we shall refer to
them as generalised Rindler-AdS spaces.
If a hyperbolic black hole is reintroduced into such a spacetime, it is therefore not
surprising that its horizon takes the form of a deformed hyperbolic space. These black
holes are deformed analogues of the usual hyperbolic black holes that are obtained
when a mass is introduced to Rindler-AdS space (c.f. Sec. 4.6.1).
There is a certain sense in which the parameter A, given by (4.38), can be identified
as the acceleration of these deformed hyperbolic black holes. If such a black hole is
reintroduced into the generalised Rindler-AdS spaces by restoring the parameter µ
in (4.35), a curvature singularity will appear inside the event horizon, at y = +∞.
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Identifying this singularity as the source of the black hole, we can then conclude that
it has a constant proper acceleration A, at least in the weak-field limit. Recall that
this calculation of the acceleration was done [45] assuming the observer at y = +∞ is
time-like, which would be the case if −1 < ν < 0. On the other hand, if 0 < ν < 1,
the observer will have a space-like 4-velocity and hence a time-like 4-acceleration.
Nevertheless, it can be checked that the magnitude of this 4-acceleration will continue
to be given by (4.38). In this case, A can still be interpreted as the acceleration of the
black hole.
4.6.3 Black funnels
In Sec. 4.6.1, we took the limit
ν → 1 + µ, (4.39)
while simultaneously sending x → −1 in a suitable fashion. In this subsection, we
shall consider taking just the limit (4.39). In this case, P (x) will have a double root
at x = −1. This arises from the coalescence of the two roots x− and x0 in the case
µ > 1, and from the coalescence of the two roots x+ and x0 in the case µ < 1.
Now in Sec. 4.3, we found all possible orderings of the roots x0, x±, y0 and y± that
give rise to Lorentzian spacetimes. To preserve the orderings, two roots of P (x) are
allowed to coalesce only if they are real and adjacent to each other. Note that the
coalescence of x− and x0 is allowed only if the roots take the ordering (4.22), and if y±
are imaginary. This corresponds to Region D2.5 On the other hand, the coalescence
of x+ and x0 is allowed only if the roots take the ordering (4.16) or (4.20). The former
ordering corresponds to Region A, while the latter corresponds to Region C1 or C2.6
As a consistency check, we note that all these regions border the ν = 1 + µ line in
Fig. 4.2.
The coalescence of the roots can be visualised in terms of the domain structures of
5Regions D4 and C3 are excluded since x± are complex in these cases.
6See footnote 5.
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the various regions. We see from the domain structure of Region D2 in Fig. 4.6b that
the limit x− → −1 will actually shrink the darker-shaded trapezoidal region down to
zero width. This is a trivial limit unless we take x→ −1 simultaneously, as was done
in Sec. 4.6.1. Thus we will not consider this case any further.
If we take the limit x+ → −1 in the domain structure of Region A in Fig. 4.3, the
darker-shaded triangular region will appear to merge with the lighter-shaded region
to its left. However, these two regions will remain physically distinct, because the
double root at x = −1 will make this line infinitely far away from other points of the
spacetime. Thus the x = −1 line becomes part of infinity of the spacetime just like
the x = y line, and the domain preserves its triangular shape. Similar remarks apply
to the domain structures of Regions C1 and C2 in Fig. 4.5.
In each of these cases, the triangular domain describes a spacetime with a horizon
stretching between asymptotic infinity at x = y, and the new spatial infinity at x = −1.
Such spacetimes are just the original black funnel solutions of [49]. We remark that
the subsequent definition of black funnels [50] does not require the existence of the
new spatial infinity, so any triangular domain would describe a black funnel by this
definition.
4.6.4 A class of black holes with unusual horizons
A double root for P (x) will occur if the limit
ν → ±2√µ, (4.40)
is taken. This arises from the coalescence of the two roots x+ and x−. In this sub-
section, we would like to see if the resulting double root can give rise to a new spatial
infinity of the spacetime, as in the case considered in the previous subsection. To do
so, we turn directly to the domain structures of the various regions.
It can be seen that the coalescence of x± is allowed only in Regions B1, C1, C2,
D1 and D2. In the former three cases however, the double root at x = x± remains











Figure 4.11: Examples of horizon geometries for µ = 4 and for values of ν at and
around the critical value 2
√
µ, as embeddings in three-dimensional Euclidean space.
As usual, the full geometry can be visualised as a surfaces of revolutions around the
horizontal axis.
separated from the domain of interest, and will not have a direct effect on it. It is only
in Regions D1 and D2 that the double root will border the domain of interest, giving
rise to a new spatial infinity of the spacetime.
Since Regions D1 and D2 lie in the part of the parameter range with positive ν,
the coalescence limit corresponds to taking the upper sign in (4.40). In the context
of Fig. 4.2, it corresponds to approaching the ν = 2
√
µ curve from either region. We
also recall that the shapes of the respective domains will be preserved in this limit.
In particular, Region D1 will continue to have a box-shaped domain. This case was
briefly analysed in [81], where it was identified as the original black droplet solution
of [49]. In this subsection, we will focus on the trapezoidal domain of Region D2.
Recall that the generic trapezoidal domain of Region D2 was analysed in detail in
Sec. 4.5.1, where it was shown to describe a class of deformed spherical black holes.
The limit (4.40) (with upper sign) can then be taken within this class. It is clear from
the sequence of plots in Fig. 4.7 that for fixed µ, the deformation of the black-hole
horizon increases as ν is decreased. This sequence is continued in Fig. 4.11. The plots
show that the horizon becomes more elongated, and in fact becomes infinite in extent
when ν reaches the critical value 2
√
µ. This is consistent with the above-mentioned
fact that x = x− is now infinitely far away.
In Fig. 4.11 we have also plotted examples of horizon geometries in the case when
ν is decreased below the critical value 2
√
µ. In this case we enter the part of Region
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D4 whose spacetimes contain the black globules first discussed in Sec. 4.5.2. Thus the
black holes with critical value ν = 2
√
µ can alternatively be obtained as a limiting
case of black globules in which the throat becomes infinitely long and narrow.
Perhaps the most remarkable property of the black holes in the critical case is
that although their horizons are infinite in extent, they have finite area. This can
be verified from the induced metric (4.27) on the horizon, and due to the fact that
gHφφ → 0 sufficiently rapidly when infinity is approached as x → x−. In this sense
x = x− can be regarded as an axis, although it is actually excised from the spacetime.
The result is a “puncture” in the horizon at infinity. The topology of the horizon
is thus that of a sphere with one puncture. Moreover, the spacetime is completely
regular outside the horizon.
Black holes with this type of horizon are reminiscent of a new class of black holes
recently discovered by Klemm et al. [103,104], and whose properties have been further
studied in [105,106]. Like the above black holes, they have finite area even though they
are infinite in extent. The main difference is that Klemm’s black holes are stationary,
and have horizons that are topologically spheres with two punctures. It would be
interesting to clarify the relationship between the static black holes considered here
and Klemm’s black holes, and to study their properties in more detail.
Finally, we mention that this black hole can also be recovered from the original
black droplet solution of [49]. Recall that this solution has two disconnected horizons:
one extending to asymptotic infinity x = y, and the other by extending to the new
spatial infinity x = x−. If the former black hole is pushed beyond extremality so that it
actually disappears (instead of leaving a naked singularity), then the remaining black
hole is precisely the one considered here.
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4.6.5 Extremal deformed hyperbolic black holes
It is also possible to consider the situation in which Q(y) has a double root at y = 0.
This occurs in the limit
ν → −1, (4.41)
which results in the coalescence of the two roots y+ and y0 in the case µ > 1, and
in the coalescence of the two roots y− and y0 in the case µ < 1. In the context of
Fig. 4.2, this limit corresponds to approaching the lower boundary of the shaded area,
from Region D3 if µ > 1 and from Region A, B1 or B2 if µ < 1.
As before, the coalescence of the roots can be visualised in terms of the domain
structures of these regions. We see from the domain structure of Region D3 in Fig. 4.6c
that the limit y+ → 0 will actually shrink the darker-shaded trapezoidal region down
to zero width. Thus we will not consider this case any further.
On the other hand, if we take the limit y− → 0 in the domain structure for Region
A, B1 or B2, we see that the darker-shaded triangular region will join up with the
lighter-shaded region above it. This can be interpreted as the black-hole horizon
merging with the inner horizon and becoming degenerate. Indeed, this is consistent
with the temperature of the black-hole horizon T = κ2/2π becoming zero in this limit.
Thus, the solutions obtained in the limit (4.41) for µ < 1 can be interpreted as a class
of extremal deformed hyperbolic black holes.
4.7 Relation to traditional forms
The AdS C-metric describing accelerating black holes with arbitrary topology was














F˜ (y˜) = λ˜− b˜y˜2 − 2m˜A˜y˜3, G˜(x˜) = γ˜ − b˜x˜2 − 2m˜A˜x˜3. (4.42)
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This is the same metric as in (2.9), but we have placed tildes above its parameters and
coordinates to distinguish this metric from (4.4). We can get from (4.4) to (4.42) by
considering the transformation







where B, c0 and c1 are (real) constants to be determined. To preserve the form of the












= −F˜ (y˜). (4.44)
Equating the coefficients of the structure functions in (4.44), we obtain
−2m˜A˜ = Bc30µ, (4.45)
−b˜ = c20 (µ+ ν + 3µc1) , (4.46)




















Note that (4.49) is not an independent equation, but can be obtained from (4.48) and
the first equation of (4.44).





where we have defined
K ≡ µ2 + ν2 − µν − 3µ. (4.51)
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and traces out a closed curve in a µ–ν plot. As can be seen from Fig. 4.12, this
K = 0 curve lies in Regions B3, C3 and D4. In particular, it passes through the point
(µ, ν) = (1, 2), which we recall corresponds to the planar black hole in a suitable limit.
This is consistent with the known fact that the b˜ = 0 case contains this black hole in
the non-accelerating limit.
In the case when b˜ is non-zero, we need to choose the upper sign in (4.52) for
b˜ = −1, and the lower sign for b˜ = +1, in order to have a real solution for c0. At the
same time, we require that K > 0, which restricts us to the region of the µ–ν plot
outside the K = 0 curve. In other words, the region inside the K = 0 curve does not
have a correspondence to parameters in the traditional form. This shows that the new
form (4.4) of the AdS C-metric proposed here is in fact more general than (4.42) (or
(2.9)).7
At this stage, we can read off the solution for B from (4.45). Substituting the
solution for B, c0 and c1 into (4.48) and (4.49), we obtain for b˜ = ∓1,
























For b˜ = 0 however, we cannot solve (4.52) for c0. Instead, we have a solution for ν
given by (4.53). Substituting this into the solutions for B and c1 into (4.48) and (4.49),
7There is a direct way to see why this is so. In traditional forms of the C-metric, such as (4.42), the
linear coefficient in the structure functions is set to zero. This presumes that the structure functions
have a stationary point, which is not always guaranteed for cubic polynomials. In fact, the condition
K < 0 is precisely that for the structure functions in (4.4) to have no stationary points.




































Figure 4.12: The closed curve K = 0 in a µ–ν plot. The shaded regions outside
this curve with K > 0 are parameters which have a correspondence to those in the






(2µ− ν)3 , (4.56)




(µ+ ν)3 . (4.57)
For fixed γ˜ and b˜, the equations (4.54) and (4.55), or (4.56) and (4.57) can be used to
establish a correspondence between the parameters in the new form (namely µ and ν)
and those in the traditional form (namely m˜ and A˜).
For example, taking b˜ = +1, it can be checked that the right-hand side of (4.54)
(with lower signs) is positive in almost all the shaded regions of the µ–ν plot in
Fig. 4.12, except the thin sliver that is Region C3. Thus we can set γ˜ = +1 in these
regions and γ˜ = −1 in Region C3. A similar argument for the right-hand side of
(4.55) shows that λ˜ is positive in Regions A, B, C1, D1 and D3, and is negative in the
remaining regions.
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γ˜ b˜ Regions
1 1 A, B, C1, C2, D
−1 1 C3
1 −1 B2, B3, D3, D4
−1 −1 A, B1, C, D1, D2
1 0 B3, D4
−1 0 C3
Table 4.1: Possible values for γ˜ and b˜, and the regions of the µ–ν plot that they map
to. For b˜ = ±1, the regions B3, C3 and D4 are understood to exclude the part K ≤ 0.
For b˜ = 0 however, these regions are understood to lie on the curve K = 0 itself.
Table 4.1 lists the possible values for γ˜ and b˜, and the regions of the µ–ν plot that
they map to.8 It can be seen that the standard choice γ˜ = 1 and b˜ = 1 actually maps
to all the regions except C3 (and of course, the parts of B3 and D4 where K ≤ 0).
In particular, Region D2 which describes the class of “slowly accelerating” spherical
black holes is included.9 Regions A, C1 and C2 describing accelerating hyperbolic
black holes are also included, although they are more traditionally associated with the
choice γ˜ = −1 and b˜ = −1.
The choice γ˜ = 1 and b˜ = −1 has also been used to describe accelerating hyperbolic
black holes (see, e.g., [50,56]). It can be seen from Table 4.1 that this choice maps to
Regions B2, B3, D3 and D4, which share the common property that P (x) has only one
real root. Since these regions are not connected to the line ν = 1 + µ, the black-hole
solutions they describe do not possess the zero-acceleration limit.
It is sometimes thought that the entire class of AdS C-metric solutions can be
obtained from (4.42) by setting γ˜ = 1, and considering the different cases b˜ = ±1 or 0.
This is incorrect on two counts. Firstly, as we have already explained, an entire region
K < 0 of the µ–ν parameter space is left out in the parametrisation. Secondly, as can
be seen from Table 4.1, these values of γ˜ and b˜ do not map to all the possible regions
with K ≥ 0. Indeed, Region C3 with K ≥ 0 is left out in this parametrisation. They
are only included if the case γ˜ = −1 is considered.
8For simplicity, we have not considered the possibility that γ˜ = 0. It can be checked that such
cases correspond to the boundaries between the various regions listed in the table.
9We have noted above that λ˜ is negative in this region. This is equivalent to the condition A˜2 < 1
ℓ2
that such black holes are known to satisfy.
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4.8 Summary and discussion
In this chapter, we have presented a new form of the AdS C-metric (4.4), whose
structure functions are assumed to have at least one real root each. It is more general
than the form we presented in Chapter 3, which presumes the existence of at least
two real roots for each structure function. We have also shown that it is more general
than the traditional forms of the AdS C-metric used in, say, [27, 45, 49,50,56].
Although we have not analysed the trapezoidal domain of Region D3 in this chap-
ter, it is possible to come up with a tentative physical interpretation of this spacetime.
Recall that Regions D2 and D1 describe spherical black holes, with the difference be-
tween them being that the black holes of D2 have an acceleration smaller than a certain
critical value, while those of D1 have an acceleration larger than this critical value. We
have seen that the former black holes are effectively static with respect to AdS infinity.
On the other hand, the latter black holes are truly accelerating, resulting in the ap-
pearance of an acceleration horizon in the spacetime. Turning to Region D4, we have
seen that it describes hyperbolic analogues of the spherical black holes of Region D2.
Because there is an additional horizon at Region D3 compared to D4, we can then
conclude that Region D3 describes hyperbolic black holes undergoing a sufficiently
large acceleration, such that an acceleration horizon appears in the spacetime.
We have mostly confined ourselves to the static region of the spacetime outside
the hyperbolic black-hole horizon. To describe the region of the spacetime inside the
horizon, we need to use non-static coordinates that analytically extend past it. In
the context of the domain structures of Figs. 4.3–4.6, this corresponds to entering
the region above the dark-shaded domain. It can be seen that there is necessarily a
curvature singularity in this region at y = +∞, although the observer may have to
cross one or more inner horizons before reaching it. We mention that the maximally
extended spacetime can be quite non-trivial in certain cases, and may lead to alterna-
tive interpretations for the hyperbolic black-hole horizon. For example, the spacetime
past the horizon in Fig. 4.4a actually contains the accelerating black-hole spacetime
described by Fig. 4.6a. This maximally extended spacetime was constructed in [46],
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and the horizon in question was interpreted as a cosmological horizon separating pairs
of accelerating black holes.
We remark that it is straightforward to add an electric charge e and a magnetic














P (x) = (1 + x)
(
1 + νx+ µx2 − q2x3) ,
Q(y) = y
[
1 + ν + (µ+ ν)y + (µ− q2)y2 − q2y3] , (4.58)
where q2 ≡ e2 + g2. The corresponding Maxwell potential is
A = ℓ (ey dt− g(1 + x) dφ) . (4.59)
Note that P (x) and Q(y) are now quartic polynomials; nevertheless, the analysis of the
uncharged case can be readily extended to this case. In analysing the possible domain
structures, we again find trapezoidal and triangular domains. They describe charged
generalisations of the deformed spherical and hyperbolic black holes respectively. A
subclass of the charged deformed hyperbolic black holes has previously been studied
in [51].
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Chapter 5
Particle motion in the C-metric
5.1 Introduction
While spacetimes with negative cosmological constant have many applications in the
AdS/CFT correspondence and brane-worlds, solutions with Λ = 0 most realistically
describe spacetimes in many astrophysical situations. One of the few, lesser-known
aspects of the Ricci-flat C-metrics has been the geodesic equations, which we will
consider in this chapter.
Geodesics of the C-metric were earlier studied by Pravda and Pravdova´ [83,84] in
C-metric coordinates, as well as Weyl coordinates and coordinates adapted to boost-
rotation symmetry. In their chapter they considered an analytical solution represent-
ing circular orbits around the accelerating black hole and analysed their stability. It
was found that stable time-like circular orbits exist for relatively small values of mA
(. 4.54 × 10−3). A corresponding generalisation of this work to the anti-de Sitter
background was considered in Ref. [85]. In Ref. [42], by using the existence of a con-
formal Killing tensor in the C-metric, the equations for null geodesics were separated
and studied in the context of gravitational radiation in the anti-de Sitter C-metric.
The vacuum C-metric may be viewed as a non-linear superposition of the
Schwarzschild and Rindler spacetimes [107]. Thus, the geodesics of the C-metric should
then be physically interpreted as the motion of test particles under the gravitational
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influence of a black hole, in addition to a uniform constant force. This was denoted as
the gravitational Stark effect by Bini et al. [107, 108]. The Newtonian Stark effect1—
which is the motion of particles under a Kepler potential plus a constant force—has
been considered in the context of celestial mechanics in Refs. [109–111]. The equations
of motion under a Newtonian Stark potential is well-known to be separable if one uses
parabolic coordinates.2 In the case of the C-metric geodesic equations, the separabil-
ity of the Hamilton-Jacobi equation for time-like particles (if any) is not obvious. We
will, however, consider certain special cases where analytical or approximate solutions
could be found.
In this chapter, we examine various aspects of the C-metric geodesics. In Sec. 5.2
we revisit and emphasise some properties of the metric which will be useful for geodesic
calculations. The geodesic equations and constants of motion are derived in Sec. 5.3.
In Sec. 5.4 the general, qualitative behaviour of the geodesics is considered by studying
the effective potential. Sec. 5.5 follows by studying the geodesics with zero angular
momentum. Here, we shall see that analytical solutions are possible for radial motion
along the poles. For non-radial motion, we find approximate solutions describing
polar orbits with small A. This is possible by considering them as perturbations of
circular Schwarzschild orbits of radius r0. We will find that circular time-like orbits
with r0 < 6m are unstable, while those with r0 > 6m will have orbits making small
oscillations around r0 when a small A is introduced. In Sec. 5.6 we consider circular
orbits encircling the azimuthal axis and analyse its stability by introducing small
displacements to the circular trajectories. A few examples of numerical solutions for
bound, co-accelerating orbits are presented in Sec. 5.7. This chapter concludes in
Sec. 5.8 where a summary and discussion of possible future work is presented.
It is worth noting that the perturbative analysis of Sec. 5.5 differs from the one
in Sec. 5.6. The perturbative solutions found in Sec. 5.5 correspond to a small A
approximation of the geodesic equations, which may be interpreted as orbits around the
perturbed Schwarzschild spacetime with a small acceleration along the orbital plane.
1Also known as the accelerated Kepler problem or the classical Stark effect.
2See, e.g., [112] for a review.
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On the other hand, the circular geodesics in Sec. 5.6 is considered for any generic A,
which need not be small. The perturbation refers to small displacements given to the
orbiting particle itself.
5.2 The metric














F(y) = − (1− y2) (1 + 2mAy) , G(x) = (1− x2) (1 + 2mAx) . (5.2)
As before, the parameters m and A are related to the mass and acceleration of the
black hole, respectively. In order for the metric (5.1) to have Lorentzian signature, the
coordinates are restricted to −1 < x < 1, and −1/2mA < y < −1, in addition to the
condition 2mA ≤ 1.
In this chapter, we will often use the spherical-type coordinate representation of
the C-metric as defined in Eq. (2.32). For the uncharged case, the metric is
ds2 =
1
(1 + Ar cos θ)2
(















, G(θ) = 1 + 2mA cos θ. (5.4)
The coordinate ranges are now 2m < r < 1/A and 0 ≤ θ ≤ π, and this only covers the
region between the black-hole and acceleration horizons. As explained in Section 2.2.3,
the C-metric in general has conical singularities. Thus we fix the periodicity of the
coordinate φ to be ∆φ = 2πC0, where C0 is chosen to eliminate conical singularities
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where κE± are as defined in (2.36), with e = g = 0. Upon fixing the choice of C0,
we have the final coordinate range of φ to be −πC0 ≤ φ < πC0. For concreteness,
throughout the rest of the chapter we choose C0 = 1/κE+, although either choice does
not affect most of the results presented below.
5.3 Geodesic equations












where ǫ = −1 corresponds to time-like geodesics, and ǫ = 0 to null geodesics. The








, qµ(τ) ≡ (t˜(τ), y(τ), x(τ), φ(τ)) , (5.7)
where τ is an affine parameter which parametrises the trajectory, and over-dots denote




give rise to two




F , φ˙ =
A2(x− y)2Φ
G . (5.8)
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The constants E˜ and Φ can be physically interpreted as the energy and angular mo-



































is the effective potential for the geodesic motion. We may find the existence of station-
ary or bound/unbound orbits by analysing the behaviour of V˜eff(x, y). The equations














































Here primes denote derivatives with respect to the argument of the function, (F ′ =
dF/dy and G ′ = dG/dx). The solutions to these equations should also obey Eq. (5.9).
This feature can be used as a consistency check for numerics.
3The equations of motion here also hold for C-metrics with non-zero cosmological constant as
well (de Sitter or anti-de Sitter C-metrics, e.g., [42–46]) because these metrics have the same form as
(5.1), and only differing in the particular forms of the structure functions F(y), G(x) and an overall
constant factor.
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In spherical-type coordinates, the conserved quantities are
t˙ =
(1 + Ar cos θ)2
F
E, φ˙ =
(1 + Ar cos θ)2
Gr2 sin2 θ
Φ, (5.14)
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− 2Ar sin θ r˙θ˙
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2AG sin θ r˙2
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The constraint equation in these coordinates is



















When cast into the effective potential method, the constraint equation becomes
1















(1 + Ar cos θ)2
)
. (5.19)
Equations (5.15), (5.16), and (5.14) can be solved numerically using the fourth-order
Runge-Kutta algorithm. Recalling that the periodicity of φ is −πC0 ≤ φ ≤ πC0, the
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results may be visualised in Cartesian-like coordinates with
X = r sin θ cos
φ
C0
, Y = r sin θ sin
φ
C0
, Z = r cos θ. (5.20)
In these coordinates, the effect of the conical singularity on the motion of particles




Before proceeding to solve the equations of motion, we first make some general ob-
servations regarding the behaviour of the geodesics by studying the effective poten-
tial in Eq. (5.19). The typical shapes of equipotential curves of V 2eff = constant for
time-like particles are shown in Fig. 5.1. In this figure, we see that the geodesics
can typically reside in one of three regions, corresponding to three possible outcomes
for the particles, namely (i) falling into the black hole horizon r = 2m, (ii) bound
geodesics co-accelerating with the black hole, and (iii) falling into the acceleration
horizon r = 1/A. Typically regions (i) and (ii) are small relative to the full coordinate
range 2m < r < 1/A (they are barely visible in the left plot of Fig. 5.1). The right
plot of Fig. 5.1 focuses on a range of r close to the black hole such that (i) and (ii) are
visible.
It is interesting to observe that a large portion of region (iii) lies under the θ = π/2
line, which brings particles closer to the θ = 0 pole. Recalling that the black hole is
accelerated by the cosmic string/strut in the θ = π direction, we have the intuitive
notion that the particles tend to get “left behind” by the accelerating black hole.
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Figure 5.1: A typical shape of an equipotential curve of V 2eff = const. for time-like
particles. The shaded areas are regions not accessible to the particles. The vertical
axis represents the θ-coordinate and the horizontal axis is for r, where the left edge of
each plot corresponds to the horizon r = 2m. The left figure shows the equipotential
lines over the entire range 2m < r < 1/A, where regions (i) and (ii) are too small to be
visible. These regions are shown more clearly in the right plot focusing on the range
of r close to 2m. The dotted horizontal line shows the equator θ = π/2.
5.4.2 Null geodesics
For null geodesics, since ǫ = 0, it can be seen from Eq. (5.17) that the equation
r˙ = θ˙ = 0 have three roots for r at most (one of them is possibly negative). Therefore
curves of V 2eff can at most separate into two distinct regions accessible by null geodesics.
(See Fig. 5.3.) Stable, bound co-accelerating orbits are not possible, consistent with
the Schwarzschild case, with the particles either falling into the black hole horizon
or through the acceleration horizon. Circular photon orbits of constant r and θ are
possible, and it was shown analytically in [83] that such orbits are unstable. This is
analogous to the unstable Schwarzschild circular photon orbits of r = 3m.
5.5 Geodesics with zero angular momentum
We first consider geodesics with Φ = 0. In this case the equations of motion remain
finite at the axes where θ = 0 or π. Therefore we can consider geodesics passing
through the poles. Strictly speaking, geodesics that pass through both θ = 0 and
θ = π are not possible because the particles would collide with the cosmic string
or strut responsible for the black hole acceleration. We can however assume that it
is indeed possible for the particles to pass arbitrarily close to the axis, and hence
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Figure 5.2: Plots of V 2eff = E
2 for time-like geodesics at fixed angular momentum
Φ2 = 13 and various A and E. The first, second and third rows respectively are plots
for A = 0.001, 0.002 and 0.003. The columns from left to right are plots for E2 = 0.90,
0.91, 0.92 and 0.93. The shaded regions indicate areas not accessible to the particles.
The horizontal and vertical axes are r and θ respectively.
Figure 5.3: Plots of V 2eff = E
2 for null geodesics at fixed angular momentum Φ2 = 14,
m = 1 and various A and E. The first and second rows respectively are plots for
A = 0, and 0.01. The columns from left to right are plots for E2 = 0.4185, 0.5185,
and 0.6185. The middle value of E is chosen to be E2 = Φ2/27m to correspond to
energies where spherical photon orbits are possible in the Schwarzschild (A = 0) case.
The shaded regions indicate areas not accessible to the particles. The horizontal and
vertical axes are r and θ respectively.
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the geodesic equations at θ = 0, π holds as an approximation. Strictly speaking,
this requires Φ to be non-zero, and as a result geodesics passing close to the conical
singularity will be scattered by an angle related to the conical deficit. Nevertheless
we can ignore this effect if we let Φ to be arbitrarily close to zero, and restrict our
attention to the r and θ coordinates only.
5.5.1 Radial geodesics along the poles
Timelike radial geodesics along the north pole
Along the north pole (θ = 0), Eq. (5.19) reduces to
Veff(r)
2 =
(r − 2m)(1− Ar)
r(1 + Ar)
. (5.21)








where d (V 2eff) /dr = 0. Therefore it is possible for a radial time-like particle to be
co-accelerated at a fixed distance “behind” the accelerating black hole. However this
equilibrium is unstable as it can be shown that d2 (V 2eff) /dr
2 is negative. A small
perturbation will cause the particle to fall into either the black hole or fall behind the
acceleration horizon.
At the north pole Eq. (5.17) becomes
r˙ = ± [(1 + Ar)3/2]√A (1 + E2) r2 − (1− E2 + 2mA) r + 2m
r
. (5.23)
The turning points of the particle motion are found by solving r˙ = 0, where we find
r± =
1− E2 + 2mA±
√
(1− E2)2 − 4mA (3E2 + 1) r + 4m2A2
2A(1 + E2)
. (5.24)
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At the north pole, r+ > r− > 0. The regions accessible by the particles are either
2m < r ≤ r−, or r ≥ r+; for a given energy E, there is a potential barrier at
r− < r < r+. As already seen by the analysis of V 2eff above, a value of E may be
chosen such that the two roots coincide, and the potential barrier vanishes. The
particle sitting at r = r− = r+ will be at the point of unstable equilibrium.
We can rewrite Eq. (5.23) in terms of the roots r± and solve it for a time-like






A(1 + E2)(1 + Ar′)3(r− − r′)(r+ − r′)
, (5.25)
where we may set τ(rinit) = 0. The above integration can be expressed in terms of
various elliptic integrals. However the expressions are long and cumbersome, and not
particularly illuminating; so we will not show them here. For specific values of E and
A this may be calculated easily with the use of a computer algebra package. As an
example, for A = 0.005 and m = 1, a particle with energy E2 = 0.7 will see a potential
barrier in the region r− < r < r+. If it starts from rest at r = r+, it is separated
from the black hole horizon by a potential barrier. It will fall beyond the acceleration




) ≃ 193.46. On the other hand, if it starts from rest at
r = r− instead, it falls into the potential well towards the black hole in proper time
τ (2m) ≃ 27.782.
Timelike radial geodesics along the south pole
Along the south pole (θ = π), Eq. (5.19) reduces to
V 2eff(r) =
(r − 2m)(1 + Ar)
r(1− Ar) . (5.26)
A plot of this potential is shown in Fig. 5.4b. The equations for the case along the
south pole can simply be obtained by replacing A→ −A in Eq. (5.21). For this case,
there is no value of r > 0 which satisfies d (V 2eff) /dr = 0. Therefore there are no
equilibrium points for particles along the south pole; it is not possible for a time-like
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(a) θ = 0 (b) θ = π
Figure 5.4: Plots of radial potential V 2eff with zero angular momentum at (a) θ = 0
and (b) θ = π. The values used for this figure are m = 1, A = 0.005.
particle to be co-accelerated at a fixed distance “ahead” of the black hole.
Turning to Eq. (5.17), the equation of motion is
r˙ = ±(1− Ar)3/2
√
−A (1 + E2) r2 − (1− E2 − 2mA) r + 2m
r
. (5.27)
The turning points of the particle motion are found by solving r˙ = 0, where we get
r± =
− (1− E2) + 2mA±
√
(1− E2)2 + 4mA (3E2 + 1) r + 4m2A2
2A (E2 + 1)
, (5.28)
Here at the south pole, only the upper root r+ is positive. Therefore the range of
allowed motion is 2m < r ≤ r+. We can rewrite Eq. (5.27) in terms of the roots r±






A(1 + E2)(1− Ar′)3(r′ − r−)(r+ − r′)
, (5.29)
where we have set τ(rinit) = 0. As an example, for A = 0.02 and m = 1, a particle
with energy E2 = 0.9 initially at rest at r = r+, the proper time for it to fall into the
horizon is given by τ(2m) ≃ 15.647.
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Radial null geodesics
The analysis of radial null geodesics is much simpler since for ǫ = 0, in addition to
Φ = 0, Eq. (5.17) simplifies to
r˙ = ±E (1 + Arξ)2 , (5.30)
where ξ = cos θ. (Therefore ξ = 1 at the north pole, and ξ = −1 at the south.) The














2A(1− 2mA) + const. (5.33)
We see from Eq. (5.31) that radial photons fall into the horizon in finite proper time,
but takes an infinite coordinate time to reach the black hole horizon or the acceleration
horizon.
5.5.2 Polar orbits around weakly accelerated black holes
Perturbations around time-like Schwarzschild geodesics
For trajectories with θ˙ 6= 0, and constant φ, we extend the coordinate range of θ to
cover the range θ ∈ [0, π] to describe the regions accessible by a polar orbit. When
θ is non-constant, the equations of motion for θ˙ 6= 0 are difficult to solve. However,
a possible case we can study is for small acceleration A, treated as a perturbation
of circular Schwarzschild geodesics. For the case A = 0, the equations of motion
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reduces to that of Schwarzschild. We denote circular Schwarzschild orbits of energy E
as having constant radius r = r0, and linearly increasing θ0 = Lτ/r
2
0, where L is the
angular momentum in the θ direction. Expressed in terms of r0 and m, the energy
and angular momentum is [113,114]
L2 =
r20m
r0 − 3m, E
2 =
(r0 − 3m)2
r0(r0 − 3m) . (5.34)
Considering small A, we write






















































In the above, Eq. (5.34) have been used to express E and L in terms of m and r0.





















where K is the integration constant which may be fixed by considering the following
initial conditions:
r1(0) = r˙1(0) = 0 = θ1(0). (5.39)
By using the same initial conditions on Eq. (5.17) and comparing with Eq. (5.38), the
integration constant is fixed as K = −m3/2/r0
√
r0 − 3m. The resulting expression for
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θ˙1 may be substituted into (5.36) to give
r¨1 =− ω2r1 + 3(r0 − 2m)
r0
















We see in Eq. (5.40) that ω2 < 0 for r0 < 6m, signalling an instability of the orbit.
If r0 < 3m, we have ω
2 > 0, but Ω2 < 0, which still makes the orbit unstable. (The
solution for r1 in these cases would be exponentially growing in magnitude.) On the
other hand, for r0 > 6m, we have ω
2 > 0 and Eq. (5.40) takes the form of a harmonic
oscillator of frequency ω, driven by a periodic force of frequency Ω, in addition to a








Therefore ω = Ω only for r0 → ∞. We conclude that perturbed orbits with r0 > 6m
are stable under a weak acceleration of the black hole.
The solution to Eq. (5.40), for r0 > 6m satisfying the initial conditions (5.39) is
r1(τ) =
r0(r0 − 2m) (r30 − 9mr20 + 18r0m2 + 4m3)
2m2(r0 − 6m) cosωτ
+
(r0 − 2m)(r0 − 3m)r20
2m
cosΩτ − 2mr0(r0 − 2m)
r0 − 6m , (5.43)
and the solution for θ1 is
θ1(τ) =
(r0 − 2m) (r30 − 9mr20 + 18r0m2 + 4m3)
√
r0




2 − 4mr20 + r30
m2
sinΩτ +
m3/2 (3r0 − 2m)
r0
√
r0 − 3m(r0 − 6m)
τ. (5.44)
These results can be checked with the numerical solution, as shown in Fig. 5.5. It
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can be seen that the bottom figure with r0 > 6m exhibits a stable oscillation with its
natural frequency ω and driving frequency Ω. The other top figure has an exponentially
decaying solution, while the middle row shows the critical solution where ω = 0.
It should be noted that the last term of Eq. (5.44) increases linearly in τ , hence
θ1 increases linearly as τ progresses, eventually taking it beyond the validity of the
linearised equations (5.36) and (5.37). Therefore the first-order solution will eventually
lose its accuracy as the evolution continues.
Perturbations around null Schwarzschild geodesics
Circular null geodesics exist around Schwarzschild black holes, but are unstable.
Therefore we may expect that perturbing the spacetime with small accelerations should
not yield any stable oscillations around the original circular orbits. To see this explic-
itly, we write












and substitute into Eqs. (5.15) and (5.16) and expand to linear order in A. Similar to
the time-like case, the equation for θ1 can be directly integrated to yield an expression
for θ˙ with an integration constant. Again this integration constant is fixed by com-
paring the expansion of (5.17) (this time with ǫ = 0). The result is substituted into





2 (7 + 12L)
81m2
. (5.46)
The coefficient of r1 is always positive, indicating an instability. This result is perhaps
not surprising since circular photon orbits around a Schwarzschild black hole (A = 0)
are already unstable.
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Figure 5.5: Perturbation of Schwarzschild circular orbits under acceleration along the
orbital plane. The figures on the left side are geodesics plotted in (X,Z) coordinates,
while the figures on the right shows r vs τ . All geodesics here are with A = 0.0001
and m = 1. From top to bottom, the unperturbed circular orbits are r0 = 5m, 6m
and 7m.
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(b) E2 = 0.95
Figure 5.6: Time-like trajectories starting from θ = 0 or θ = π passing through the
poles with Φ = 0 and A = 0.0005. For each case the initial radial coordinate is
r = 10. The trajectories in (a) are those with E2 = 0.90 and fall into the horizon,
while particles in (b) escape the black hole and fall beyond the acceleration horizon.
The solid lines represent particles with initial condition θ = 0, while the dashed lines
are particles starting from θ = π.
5.5.3 Polar orbits for general A
Time-like particles
For general values of A which are not necessarily small, we study the solutions numer-
ically. Typical trajectories are shown in Fig. 5.6. Time-like particles circling the black
hole in the polar direction either fall into the black hole (Fig. 5.6a), or get “left behind”
by the accelerating black hole (Fig. 5.6b). (Recall that the direction of acceleration in
the C-metric is along θ = π.)
If we fix the starting position and consider the outcome of geodesics of different
energies, we have three possibilities (i) Particles falling into the black hole horizon, (ii)
Particles escaping to the acceleration horizon, and a critical point (iii) Neither falling
into the black hole nor escaping to the acceleration horizon. This latter case may be
considered as a limiting case between (i) and (ii), and is shown in Fig. 5.7b, where the
numerical solution starts at θ = 0 and it appears to oscillate back and forth between
two turning points. This solution was found by fine tuning, as energies slightly higher
or lower will respectively result in the particle falling into the black hole or beyond
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(b) E2 ≃ 0.994243.
Figure 5.7: Polar orbits starting from r = 10, A = 0.001, with different values of E.
Geodesics are plotted in the constant φ plane, therefore the black hole is accelerated
downwards (θ = const) in this figure. It can be seen in Fig. 5.7a that (i) orbits
of E2 = 0.99 and below will fall into the black hole, and (ii) orbits of E2 = 0.997
and above escape and eventually pass the acceleration horizon. In the critical point
between cases (i) and (ii) the particle oscillates back and forth on the curve shown in
Fig. 5.7b. The value of energy is found by fine-tuning to obtain E2 ≃ 0.994243.
the acceleration horizon.
5.6 Stability of circular orbits
In this section we obtain solutions corresponding to circular orbits where the orbital
plane is perpendicular to the axis of acceleration. Circular orbits are those with
constant r and θ. When these values are constant, Eq. (5.14) implies that φ increases
linearly in τ . Orbits of this kind trace out a circle in a plane of constant θ. Such orbits
were considered in [83] and was generalised to the case of AdS C-metrics in [85], which
we briefly review in the following.
5.6.1 Circular orbit solution
It will be more convenient in this section to revert to the C-metric coordinates (x, y),
which are also constant for circular orbits. Hence we denote the x(τ) = x0 and
y(τ) = y0 as the solutions corresponding to circular orbits. We can find these solutions
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G = 0. (5.48)





0 − x20 − y20 − 4x0y0 − 1
)
+mA(x0 + y0)(x0y0 − 3)− 1 = 0. (5.49)
Particles lying on points on the curve defined by Eq. (5.49) with initial conditions
x˙ = y˙ = 0 will be in circular orbit around the black hole. Using either Eq. (5.47) or








A2(x0 − y0)3G ′(x0) . (5.50)
5.6.2 Perturbations of circular orbits
In Refs. [83] and [85], the stability of circular orbits was investigated by looking for the
existence of local minima in the potential Veff . In this chapter, we try a different, but
equivalent approach by perturbing about the circular geodesics (x0, y0) and checking
to see if the eigen-frequencies of the perturbed geodesic equations are real.
We introduce the perturbations by writing









We substitute Eq. (5.51) and (5.50) into the equations of motion (5.12) and (5.13),






W (x0, y0) B(x0, y0)
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where we have defined
B(x0, y0) =
3
A2(x0 − y0)3 ,
W (x0, y0) =
1
(1− x0)2(mA− x0 − 3mAx20)(x0 − y0)3(1 + 2mAx0)A2
×
[
6m2A2x50 −mA(24mAy0 − 1)x40 + 4mA(3mA− y0)x30
+ (12m2A2y0 − 3y0 + 18mA)x20 + 2(2−m2A2)x0
− y0 − 4m2A2y0 − 3mA
]
,
W (x0, y0) = W (y0, x0). (5.53)
The characteristic equation for the system is
λ2 − (W +W)λ+WW − B2 = 0, (5.54)














The stability of the orbits depends on whether both normal mode frequencies ω =
√−λ
are real, or, in other words, both eigenvalues λ± must be negative. This is guaranteed
if the larger one is negative, i.e., λ+ < 0. Setting m = 1, we obtain a plot of λ+ vs
x0 in Fig. 5.8. In the figure, we see that as A increases, the range of x0 having stable
circular orbits (negative λ+) decreases. If A exceeds a certain critical value A = Acrit,
then λ+ > 0 for all x0, and there are no more stable circular orbits. If we examine
Eq. (5.55), we see that Acrit corresponds to λ+ = 0 having one real root for x0 within
the range −1 < x0 < 1. This occurs when the term under the square root in (5.55)
equals W +W , which implies
B2 = WW. (5.56)
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Figure 5.8: Plot of λ+ vs x0. We see that for curves with A < Acrit, there exists a
range of x0 with negative λ+, thus having a stable circular orbit. The critical point
A = Acrit is given numerically in (5.57), which agrees with the results of [83].
This can be solved numerically to relatively high accuracy, giving
Acrit ≃ 0.0045396037095 . . . (5.57)
This agrees with the results of [83], which were found using a different method.
5.7 Numerical solutions for bound orbits
In this section we give a few examples of numerical solutions corresponding to geodesics
in region (ii) of Fig. 5.1. These are particles confined to a finite area away from either
horizon. So in principle, they can continue to evolve within the region indefinitely up
to τ → ∞. We will not attempt an exhaustive classification of numerical solutions
here, but rather we show some examples of non-circular bound, co-accelerating orbits.
In particular, numerical results suggest that closed, periodic orbits may exist.
One such orbit is demonstrated in Fig. 5.9, where the geodesics show a mushroom-
like profile. It would be interesting to consider the possibility of classifying such
orbits in a “periodic table” similar to the periodic tables of Schwarzschild and Kerr
geodesics [115,116].
In other cases, orbits generally do not close exactly. Their trajectories evolve and
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Figure 5.9: Geodesics around a black hole with A = 0.001, m = 1, for a massive
particle of energy E2 = 0.905, and angular momentum Φ2 = 13. The top left figure
shows the region in the r-θ plane accessible by the particle. The top right figure shows
the geodesics plotted in (X, Y, Z) Cartesian-like coordinates. The bottom left and
right are respectively projections to the (X, Y ) and (X,Z) plane.
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Figure 5.10: Geodesics around a black hole with A = 0.001, m = 1, for a massive
particle of energy E2 = 0.92, and angular momentum Φ2 = 14. The starting point
is at θ = π/2. The top left figure shows the region in the r-θ plane accessible by
the particle. The top right figure shows the geodesics plotted in (X, Y, Z) Cartesian-
like coordinates. The bottom left and right figures are respectively projections to the
(X, Y ) and (X,Z) plane.
possibly fill up the region in the r-θ plane defined bounded by E2 − V 2eff . Fig. 5.10
shows a case with a non-closed orbit of A = 0.001, E2 = 0.92 and Φ2 = 14.
5.8 Summary and discussion
In this chapter we have obtained the geodesic equations for the Ricci-flat C-metric
and analytical solutions for some special cases have been considered. In the case of
zero angular momentum, we have radial geodesics along θ = 0 and θ = π. In the case
of θ = 0, it is possible for a time-like particle to remain at unstable equilibrium at a
fixed distance away from the black hole. The same was not possible for θ = π as there
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are no local extrema for the effective potential at the south pole.
The geodesic equations were also used to calculate the stability of Schwarzschild
circular orbits under small accelerations along the orbital plane. We have found that,
for time-like particles, circular Schwarzschild orbits with r0 < 6m are unstable to
small accelerations on the system, causing the particle to fall into the black hole.
The orbits with r0 > 6m are stable as with a small, non-zero A, the particle makes
small oscillations about r0, as the perturbation equations takes the form of a harmonic
oscillator of frequency ω with a constant force plus a periodic driving force of frequency
Ω. We see that the “natural frequency” ω is always smaller than Ω, and equality is
only reached in the limit r0 → ∞; therefore we will not see resonance behaviour for
this motion.
There are analytical solutions to the full geodesic equations (A need not be small)
representing circular orbits with its axis parallel to the direction of acceleration. Per-
turbing around the solutions shows that circular orbits are stable formA ≤ 0.00454 . . .,
consistent with the numerical results of [83] which were found by calculating the local
minima of Veff .
Co-accelerating orbits which are non-circular were found using numerical integra-
tion. There are indications showing the existence of closed periodic orbits with a
mushroom-like profile. Analogous periodic orbits in the Kerr and Schwarzschild space-
times were found in Ref. [115] by calculating the energies and angular momenta that
give rational ratios of its orbital frequencies. This approach does not seem possible
here as we were not able to separate the Hamilton-Jacobi equation for time-like parti-
cles in the C-metric.4 Nevertheless, the Hamilton-Jacobi equations for Schwarzschild
geodesics are indeed separable, and this is the A = 0 case of the C-metric equations. It
might then be possible to find orbital frequencies for small A by methods of canonical
perturbation [117,118].
4On the other hand, the Hamilton-Jacobi equation for null geodesics is easily separable. However
the solutions do not yield interesting bound orbits as it is already seen in the effective potential
considered in Sec. 5.4—they either fall into the black hole or fall beyond the acceleration horizon.
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Chapter 6
Particle motion in the Ernst
spacetime
6.1 Introduction
The Ernst metric [58], also known as the Schwarzschild-Melvin metric or the elec-
trified/magnetised Schwarzschild black hole, describes a black hole immersed in an
external electric or magnetic field. In this chapter we will distinguish the two cases
by calling the former the electric Ernst spacetime and the latter the magnetic Ernst
spacetime. As we have seen in Chapter 2, this solution can be derived by applying a
Harrison transformation [119] to a seed metric taken to be the Schwarzschild solution.
The result is an exact solution to the Einstein-Maxwell equations parametrised by the
black hole mass and the strength of the Maxwell field. The spacetime curvature is
caused by both the black hole and the electromagnetic field. The Ernst solution was
found just a year after Wald considered Kerr black holes immersed in a weak magnetic
field [101]. In Wald’s solution a (test) magnetic field was found by solving Maxwell’s
equation in a Kerr background. Hence the field in Wald’s construction is a test field
which does not influence the spacetime curvature and can be considered as a limiting
special case of the full Ernst solution.
In Sec. 6.2 we will review the Ernst metric and some of its relevant properties. In
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Sec. 6.3 we derive the equations of motion for a charged particle in the electric Ernst
spacetime and study some solutions which are accessible analytically and perturba-
tively. Section 6.4 follows by deriving the equations of motion for the case of charged
particles in the magnetic Ernst spacetime. For neutral particles the equations of mo-
tion for the electric and magnetic cases are identical. This includes the motion of null
(light-like) particles. This case has already been thoroughly studied in Refs. [67–69]
using the Hamilton-Jacobi formalism. For completeness we consider them in Sec. 6.5
using the Lagrangian formalism we adopt for this work. Some concluding remarks are
discussed in Sec. 6.6.
6.2 Ernst spacetime
The four-dimensional Ernst metric [58] is given by Eq. (2.61), which we reproduce
below for convenience:
ds2 = W 2
(−fdt2 + f−1dr2 + r2dθ2)+W−2r2 sin2 θ dφ2,
f = 1− 2m
r
, W = 1 +
1
4
B2r2 sin2 θ, (6.1)
where m parametrises the mass of the black hole and B parametrises the strength of
the uniform electric/magnetic field.1 If the black hole is immersed in a magnetic field,





On the other hand, the Maxwell potential corresponding to an electrified black hole is
AE = Bfr cos θ dt. (6.3)
1We will keep the notation where B represents the field strength parameter for both the electric
and magnetic Ernst solutions, as they will be discussed separately in this chapter. Thus it will be
clear from the context that B represents the electric field strength in the analysis of the electric Ernst
solution (Sec. 6.3) while it represents the magnetic field strength in the analysis of the magnetic Ernst
solution (Sec. 6.4). This is to reserve the symbol E for representing the particle’s energy.
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It is worth noting that with the presence of the electromagnetic field, the Ernst solution
is not asymptotically flat. The Maxwell tensor for either case is given by Fµν =
∂µAν − ∂νAµ. The metric (6.1), together with either (6.2) or (6.3) is a solution to
the four-dimensional Einstein-Maxwell equations with zero cosmological constant. We
can easily see that setting m = 0 reduces the solution to that of Melvin [61], while for
B = 0 we recover the usual Schwarzschild solution.
We also note that there are some useful symmetries of the metric. For the case of
the magnetic Ernst spacetime, (6.1) and (6.2) are invariant under the transformation
B → −B, φ→ −φ. (6.4)
For the case of the electric Ernst spacetime, the solutions (6.1) and (6.3) are invariant
under
B → −B, θ → π − θ. (6.5)
With these symmetries, we can consider only the case B > 0 without loss of generality.
6.3 Particles in the electric Ernst spacetime
6.3.1 Equations of motion
The motion of a test particle of charge per unit mass e is described by a trajectory
xµ(τ) where τ is an appropriate affine parametrisation. In the case of time-like parti-
cles, τ may be regarded as the proper time measured by the particle. The motion is
determined by the Lagrangian L = 1
2
gµν x˙
µx˙ν + eAµx˙µ, where over-dots denote deriva-







. For the case of charged particles in the electric
Ernst spacetime, where the Maxwell potential is given by Eq. (6.3), the corresponding






















are Killing vectors, they give rise to constants of motion E and Φ,
which we may interpret as the energy and angular momentum of the particle. The
conserved quantities reduce the equations for t and φ into first integrals:
t˙ =



































































(E + eBr cos θ)2 − eB sin θ
rW 4f
(E + eBr cos θ) . (6.9)
Here, the primes appearing in f ′ indicate derivatives with respect to r. The invariance
of gµν x˙
µx˙ν ≡ ǫ, together with (6.7), gives a first integral equation













By appropriately rescaling the affine parameter τ , we can set the magnitude of ǫ to
be unity if it is non-zero. Therefore, for time-like particles we have ǫ = −1, and ǫ = 0
for null (massless) particles.
We note that due to the symmetry of the solution shown in (6.5), we may assume
without loss of generality that both B > 0 and e > 0. Since if both are negative the
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above equations remain unchanged; if they have opposite signs, the resulting equations
are equivalent under (6.5).
If we set m = 0 in the above equations, they reduce to the geodesic equations of
the electric Melvin spacetime, while setting B = 0 reduces to the well-known geodesic
equations around a Schwarzschild black hole. Furthermore, setting B = b/e and
neglecting terms of order 1/e2 and beyond describes the motion around a black hole
immersed in a test electric field. A simpler, though slightly less rigorous way to describe
this is obtained by setting W = 1 in the above equations. In the test field regime,
the electric field does not influence the spacetime curvature, hence its effect on the
particle is purely electrodynamic in nature.
6.3.2 Curves of zero velocity
In the present case where the black hole is immersed in an electric field, it is not
possible to cast Eq. (6.10) in the form of an effective potential equation. Nevertheless,




r˙2 + r2f θ˙2
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From the above equation, we can find regions accessible to the particle where the
coordinates r and θ lead to positive values on the right-hand side of Eq. (6.11). The
boundaries of these regions are points where r˙ = θ˙ = 0, and therefore represent turning
points of the trajectory in which the particle reaches zero velocity. Hence, in earlier
works such as Refs. [120,121] such boundaries are called curves of zero velocity.
Figure 6.1 shows some typical examples of the regions accessible by the charged
particle. The r and θ coordinates are represented by the horizontal and vertical direc-
tions, respectively. The shaded areas represent the areas inaccessible to the particle.
The top row is for the case Φ = 3.5, while the bottom row are plots for Φ = 4. The left-
most diagrams on both rows show the case corresponding to B = 0, which is simply the
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Figure 6.1: The accessible regions for charged particles in the electric Ernst spacetime
of charge e = 1, E = 0.963. The vertical and horizontal axes correspond to θ and
r, with the shaded regions as those inaccessible to the particle. The top and bottom
row correspond to particles of angular momentum Φ = 3.5 and 4.0, respectively. In
each row, from left to right the electric field strength is B = 0, 0.0005, 0.0010, and
0.0015. The above diagrams are plotted for the range r ∈ [2m, 27m] and θ ∈ [0, π].
The equator θ = π/2 is represented in each diagram by the horizontal dotted line.
Schwarzschild effective potential. As can be shown from the well-known Schwarzschild
geodesics, around the value of Φ = 4, the Schwarzschild potential contains a finite
well, in which the particle is in a bound orbit around the black hole [113,114]. When
Φ is reduced to about to 3.5, the potential barrier disappears and the particle may fall
into the horizon at r = 2m.
The electric field is turned on and increased in the second, third and fourth plots
of each row. As we see by visual inspection, the accessible regions are mostly pushed
below θ < π/2 (towards the north of the equator). This corresponds to the intuitive
interpretation that the north-pointing electric field tends to push the positively charged
particle along that direction. If the particle is negatively charged, or if the field
points in the opposite direction, the particle will be pushed southwards, and the above
diagrams should be reflected along the θ = π/2 axis where the equations of motion
are equivalent under (6.5).
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6.3.3 Nearly circular orbits in weak electric fields
When B is small, the spacetime can be regarded as a perturbation of the Schwarzschild
solution. In this subsection we shall consider what happens to circular Schwarzschild
orbits in the presence of a weak electric field.
We first consider the case where the electric field is parallel to the orbital plane;
hence, in our coordinate system this is a polar orbit, where Φ = 0, and now we
only have angular momentum in the θ direction, which we denote as L. Recall that




r0(r0 − 3m) , L
2 =
r20m
r0 − 3m. (6.12)
The solution to the equations of motion is




For small B, suppose the trajectory of the particle is given by












Substituting into Eqs. (6.8) and (6.9) and solving the equations to linear order in B,
we obtain2









r20 (r0 − 3m)
. (6.16)
2The procedure is similar to the perturbations considered in [86], where the details can be found.
Additionally, it is important to note that we have the implicit assumption that e is sufficiently small
that terms of the order O (eB2) may be neglected.
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(b) r vs τ for e = 1.
Figure 6.2: Plot of r vs. τ of perturbations about circular polar orbits of r0 = 7 (in
units where m = 1) by a weak electric field B = 0.0001. The plot shows the numerical
solutions of r vs. τ for (a) a neutral particle e = 0, and (b) particle of charge e = 1.
From Eq. (6.16) we can see that the period of oscillation in (a) is 2π/ω ≃ 233, in
agreement with the oscillations seen above. In (b) there is an additional driving force
with frequency Ω. The initial conditions are r(0) = 7.05, r˙(0) = 0, and θ(0) = 0.
Similar to the case of orbits around weakly accelerated black holes [86], the radial
equation reduces to that of a harmonic oscillator with a periodic driving force. Stable
orbits corresponding to ω2 > 0 are satisfied by r0 > 6m, in accordance with the well-
known results regarding the stability of Schwarzschild orbits. For the case of charged
particles with e 6= 0, there is an extra term which acts as a periodic driving force.
We can check that the full non-perturbative numerical solutions of (6.8) and (6.9)
are consistent with the above results if they are solved for small B. Figure 6.2a shows
the numerical solution of r vs. τ of a neutral particle in a nearly circular polar orbit
around the black hole. It is possible to check that the particle undergoes simple,
undriven oscillation in the radial direction with a period of 2π/ω ≃ 233, in agreement
with Eq. (6.16).
Figure 6.2b shows a similar solution for a charged particle of e = 1, demonstrating
the behaviour of a driven oscillator with driving frequency given by Ω.
Next we we consider the case where the initial circular orbit is in the equatorial
plane. In this case the perturbed equations decouple and are
r¨1 = −ω2r1, θ¨1 = −Ω2θ1 − e√
r0(r0 − 3m)
, (6.17)
where ω and Ω are the same as defined in (6.16). This time we see that the equation
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for θ¨1 has a constant term if e 6= 0. This represents the constant force by the electric
field, pushing the particle out of the equatorial plane.
6.3.4 Circular orbits in arbitrary field strengths
For B that is not necessarily small, we can find circular orbits by demanding that r
and θ be constant in Eqs. (6.8) and (6.9). This requires that the energy and angular
momentum be given by
E =





4 θ0 (4m+ 2B





for some constant r0 and θ0.
We perturb about the circular orbits by writing





















where Aij are somewhat complicated functions of r0 and θ0, though it can be handled
appropriately with the aid of a symbolic computation software such as MAPLE. We
find the normal mode frequencies by solving for the eigenvalues of the above 2 × 2





A11 + A22 ±
√
(A11 − A22)2 + 4A21A12
)
. (6.21)
The orbit is unstable if one or both of the eigenvalues are positive. Hence, a sufficient
condition for instability is that the larger eigenvalue has a range of r0 which is positive.
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(b) Bcrit vs. e
Figure 6.3: (a) Plot of λ+ vs. r0, of various mB, with fixed e = 1 and m = 1. From
the bottom curve, the values of B are 0.001, 0.003, 0.0039236(= Bcrit), and 0.001. (b)
Plot of Bcrit vs. e.
Fig. 6.3a shows λ+ as a function of r0 for fixed e = 1. When the field strength is
relatively weak, there is a wide range of r0 where stable orbits are possible. This range
shrinks as mB is increased. Beyond the value of mBcrit ≃ 0.00392360, there are no
more stable orbits.
The particle’s charge is another free parameter and hence Bcrit should also depend
on e. Fig. 6.3b shows the dependence of mBcrit on the charge e. We can clearly see
that the greater the particle’s charge, the lower the value of mBcrit. Indeed, when the
particle’s charge is higher, it will experience a greater Coulomb force from the electric
field and hence, be more easily rendered unstable.
6.4 Particles in the magnetic Ernst spacetime
6.4.1 Equations of motion
For the case of the magnetised Ernst spacetime, the vector potential is given by (6.2)
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are still Killing vectors associated with the conserved energy




























































































































As expected, setting B = 0 reduces to the geodesic equations of the Schwarzschild
spacetime, while m = 0 gives the equations for the Melvin magnetic universe. Setting
W = 1 describes charged particles in the test field regime considered in [77], where
the magnetic field is sufficiently weak so as not to influence the spacetime curvature
but only the charged particle through Lorentz interaction. A common special case of
interest is equatorial motion where θ = π/2 and θ˙ = 0. Then we have θ¨ = 0 and
the motion is confined to the equatorial plane. Thus, the r equation can be solved by
direct integration of Eq. (6.26). Furthermore, due to the symmetry given in (6.4), by
a reasoning analogous to the electric Ernst case, we shall assume B > 0 and e > 0
without loss of generality.
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r˙2 + r2f θ˙2
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= E2 − V 2eff ,














6.4.2 Circular orbits in the test field approximation
In the context of astrophysics, it is typically sufficient to consider magnetic fields which
are sufficiently weak so that they do not influence the spacetime curvature [64]. In
our present work we shall call this case the “test field regime”, where, lacking the
influence from the magnetic field, the spacetime metric is simply the Schwarzschild
metric [W → 1 in Eq. (6.1)], but the vector potential associated with the magnetic
field is still given by (6.2).
Previous works such as [75–77, 122] considered the motion of charged particles in
the test field regime. The only influence of the magnetic field on the charged particle
is via the Lorentz interaction. This regime is contained within our present equations
of motion. The resulting equations of motion that follow from the test field regime
can be easily obtained by setting W → 1 in Eqs. (6.23)–(6.26). However we wish to
have a more rigorous description by seeking an appropriate parameter that will allow
a more explicit transition from the test field regime from the full Ernst metric.
We begin by making the following observation: based on the order-of-magnitude
estimations of [77], even in the test field regime a charged particle may still experience
a significant Lorentz force that influences its orbit. In other words, B is sufficiently
small such that it does not produce spacetime curvature (W ≃ 1), but the Lorentz
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and expand Eqs. (6.23), (6.24), (6.25) and (6.26) in powers of 1/e. At zeroth order,
we have B → 0, leading to W → 1, but the Lorentz interaction eB = b is still present.
In this order we recover the test field regime considered in [77]. Terms of order O(1/e)
and higher come in as the gravitational correction due to the spacetime curvature
induced by the magnetic field.
As an example, we consider circular equatorial orbits in the magnetic Ernst space-
time. Taking r = r0 = constant and θ = π/2 in the full equations of motion (6.24)–
(6.26), we find that the energy corresponding to a circular orbit is








2 − 4me2 − 2r30b2)
.
(6.29)
The corresponding values of Φ may be found by substituting (6.29) into (6.26) and















(r0 − 2m)2e2 + 2r20 − 12r0m+ 14m2
]
b2
− r40(3r0 − 5m)(2r0 − 3m)b4 + 16e4m(r0 − 3m). (6.31)
For concreteness, we analyse the innermost stable circular orbits (ISCOs) in the test
field regime. These are orbits which are marginally stable, where all circular orbits
with radius less than the ISCO are unstable and those with radii larger than it are
stable. The stability of the circular orbits is determined by perturbing about the
circular orbit solution by writing
r(τ) = r0 + εr1(τ). (6.32)
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With this ansatz, perturbing Eq. (6.24) to first order in ε reduces to






































and E and Φ are given by (6.29) and (6.30). As usual, stable circular orbits have λ > 0
and unstable ones have λ < 0. The expression for λ is expanded in powers of 1/e to
give





+O (1/e4) , (6.35)
where the ± signs correspond to the two distinct choices of Φ = Φ±. To find an ISCO,
we solve λ± = 0, where the upper and lower signs lead to two distinct ISCO radii
r0 = r±. At zeroth order in 1/e, which is the test field regime, the results of [77] are
reproduced, shown in Fig. 6.4. Particularly for b 6= 0, we typically have r± < 6m, i.e.,
the typical ISCO radius for non-zero magnetic fields is smaller than the Schwarzschild
ISCO radius.
Next we introduce the gravitational corrections to the above results. For ease of
exposition, we shall denote the ISCO radius evaluated in the test field regime as the
“test field ISCO radius”, and the ISCO radius when taking first-order corrections into
account as “gravitationally corrected ISCO radius”. For an ISCO with given r± and
b, we find the gravitational correction to λ by calculating the second term in (6.35).
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Figure 6.4: Plots of ISCO radii vs. Φ = Φ±, in units where m = 1. The lower
(solid) curve represents the ISCO radius for Φ = Φ+, while the upper (dotted) curve
corresponds to Φ = Φ−.
For the background ISCO parameters, by their definition of being marginally stable
orbits, we have λ
(0)
± = 0. Thus, if λ
(2)
± is found to be positive, the ISCO orbits are
stabilised by gravitational corrections. Conversely, if we find λ
(2)
± to be negative, then
the ISCO orbits are rendered unstable. The particular expression of λ
(2)
± is again too
complicated to be displayed here, but the dependence of b or, equivalently, r± is shown
in Fig. 6.5.
We note that in the case Φ−, we have λ
(2)
− > 0; hence, circular orbits in the test
field ISCO radius are stabilised by gravitational corrections. In other words, test field
ISCO radius r− is now stable and the gravitationally corrected ISCO radius is slightly
smaller than the test field ISCO radius.
The case Φ+ is more interesting. As seen in Fig. 6.5b, for relatively small b,
we still have λ
(2)
+ > 0; the gravitationally corrected ISCOs are also further inwards.
However, beyond a critical value of approximately b ≃ 0.22134, the value of λ(2)+ is
negative. Hence, in this case the gravitational correction actually destabilises the test
field ISCOs. When gravity is taken into account, the gravitationally corrected ISCO
radius is further away from the black hole.
6.4.3 Trochoid-like trajectories in the Melvin spacetime
In Ref. [77], Frolov and Shoom considered an interesting behaviour where the tra-
jectory of charged time-like particle curls up into a cycloid-like (or more generally,























Figure 6.5: Plots of λ
(2)
± against r and b, plotted in units where m = 1. The solid
curves represent λ+ and r+ while the dotted curves correspond to λ− and r−.
trochoid-like) motion. This behaviour is due to the fact that, for motion in the equa-
torial plane, the charged particle experiences a gravitational force in the direction
orthogonal to the magnetic field lines. As explained in the previous subsection, they
have considered the test field (W → 1) regime, where only the Schwarzschild black
hole contributes to the orthogonal gravitational force, and the magnetic field is solely
responsible for the Lorentz force.
Here we consider a similar effect for the Melvin magnetic universe.3 While there
is no black hole present in this case, the magnetic field itself exerts a gravitational
force on the particle, in addition to providing the Lorentz interaction. The curling-up
behaviour is characterised by the fact that φ˙ changes sign in Eq. (6.23). This sign
3We expect that the presence of a black hole does not add any notable physical difference to
bound trochoid-like orbits, aside from a stronger gravitational force towards the centre. Hence we
avoid unnecessarily cumbersome equations by taking m = 0.
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2eB − ΦB2 . (6.36)
In the following we will consider only bounded motion in which the particle is confined
within the range rmin ≤ r ≤ rmax, where the boundaries are defined by E2 = V 2eff in
Eq. (6.27). If we further consider motion confined in the equatorial plane, it is possible
to derive approximate solutions representing the cycloid- or trochoid-like motion if we
consider perturbations about circular orbits in the Melvin spacetime. Hence, we solve
Eq. (6.24) by substituting θ = π/2 and taking





At zeroth order, demanding that r0 is constant gives
E2 =




At first order, the equations of motion reduce to r¨1 = −ω2r1, where
ω2 =
2 (3Φ2B6r60 − 12eB5Φr60 + 12e2B6r60 − 16B2Φ2r20 + 128Φ2)
(4 +B2r2)3r40
. (6.39)
Substituting (6.37) into the φ˙ equation, we find





where we have used the solution r1 = cosωτ , and
α0 =
(4Φ +B2Φr20 − 2eBr20) (4 + B2r20)
16r20
, α1 =
B4Φr40 − 2eB3r40 − 16Φ
8r30
. (6.41)
Therefore, the approximate solutions to the equations of motion are, to first order in
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ε,
r(τ) = r0 + ε cosωτ,




This describes the locus of a trochoid, where there are three possible types depending
on the relationship among its parameters. Let us define
η = − α0
α1ε
. (6.43)
If η = 1, the motion is that of a usual cycloid, where the trajectory forms sharp cusps
at maximum r. In more general cases, η < 1 is known as the prolate cycloid, and
η > 1 corresponds to a curtate cycloid.
We can verify the above solutions with the numerical solutions of the fully non-
perturbative equations with the appropriate range of parameters. Fig. 6.6 shows a
solution for B = 0.05, Φ = 5 and e = 16. It appears that, nearly circular orbits with
r = r∗ lying close to the vicinity of the oscillation typically occur for highly charged
particles; hence, the choice e = 16 in Fig. 6.6.
Of course, the above calculations are valid for nearly circular orbits where the
radius is close to r0. Moving beyond the perturbative range, we can obtain the curly
orbits from numerical solutions. Some examples are shown in Fig. 6.7.
For the rest of this section we briefly consider the critical, cycloid-like orbits in the
non-perturbative range. This class can be easily studied since they can be characterised
by simple equations. It is clear that the trajectories develop cycloid-like cusps if r∗
coincides with rmax. Since by definition V
2
eff (r = rmax) = E










We conclude that such orbits exist under the condition E > 1, and Φ > 0. (Recall that
due to Eq. (6.4), we may assume B > 0 and e > 0 without loss of generality.) Following
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(c) E = 1.00785912, η ≃ 5.329 > 1.
Figure 6.6: Numerical solutions for B = 0.05, Φ = 5, e = 16. The dashed circle arcs
are the boundary of the allowed motion defined by E2 = V 2eff while the third circle arc
represents r = r∗. In (a) we show the case corresponding to a prolate cycloid with
η < 1, (b) is the common cycloid, and (c) is the curtate cycloid. As we see in (b)
the curve r = r∗ coincides with the maximum allowed r of the motion, producing the
cycloid-like trajectory. For each solution, for a given set of parameters (E,Φ, B, e),
the value r0 is calculated from d (V
2
eff) /dr = 0 and ε may be calculated from E
2 = V 2eff .
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(d) (0.05, 1, 1.2, 5)
Figure 6.7: Trochoid-like trajectories for various orbital parameters (B, e, E,Φ). The
dashed circles indicate the boundary of the allowed motion defined by E2 = V 2eff while
the dotted circle represents r = r∗, the turning point of φ. In (c) it can be seen that
r∗ lies beyond the accessible range and, therefore, does not curl up.
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the spirit of [115], one may further understand the structure of the orbits by identifying
the periodic orbits. This is because any generic orbit appears as perturbations or
approximations of periodic ones. Thus finding periodic orbits is crucial for a full
understanding and classification of particle motion [116, 123–126]. Periodic orbits are
defined as trajectories which return precisely to their initial conditions after a finite
proper time; thus, the orbits periodically retrace the same path repeatedly.
Since, for equatorial orbits, we have θ = π/2 and θ˙ = 0, we can take Eq. (6.27) as
the first integral for the r motion. Together with the equation for φ˙ from Eq. (6.23),
























We can classify the periodic orbits by the number of cusps n, formed before the
particle returns to the initial conditions. A particle moves between cusps by starting
from rmax, reaching a turning point at rmin, then returning to rmax again. The orbit
will be periodic if the difference in φ between the cusps is some rational fraction of 2π.


























for some integer n. In practice, one can find a periodic orbit in the following way: Given
parameters (B, e, E), the angular momentum Φ and r∗ = rmax are determined from
(6.44), while rmin is determined from solving E
2 = V 2eff . With these parameters one can
find ∆φ from Eq. (6.46). Periodic orbits are found by tuning one of the parameters,
say, E for some fixed B and e to find an integer solution for which ∆φ = 2π/n. In
Fig. 6.8, we show an example of periodic orbits for n ranging from 1 to 4. It appears
that for fixed B and e, the number of cusps increase as the energy E decreases.
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(d) n = 4, E = 1.0882
Figure 6.8: Periodic cuspy orbits for B = 0.3, and e = 1.
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6.5 Neutral particles
6.5.1 Effective potential for neutral particles
For the case of neutral particles, the trajectories are then purely determined by the
spacetime curvature, and they are not affected by the electromagnetic field. Hence for
e = 0, we see that the geodesic equations for electric and magnetic Ernst spacetime




r˙2 + r2f θ˙2
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To see the structure of the effective potential for photon orbits, we set ǫ = 0 in
Eq. (6.47) and find curves in the (r, θ) plane which satisfy E2 = V 2eff . These curves
correspond to points where r˙ = θ˙ = 0 and serve as the boundary of the region accessible
by the photon.
Figure 6.9 shows a typical structure of the effective potential of photon orbits in the
Ernst spacetime, where the shaded region indicates areas not accessible to the photon
of a given E and Φ. The first diagram from the left is the plot for B = 0, which
is simply the well-known effective potential for Schwarzschild orbits. The following
diagrams towards the right show the effect of increasing B for fixed E and Φ, where
we see the “neck” gradually pinching off as a potential barrier forms, creating an
isolated finite potential well in the third diagram. The potential well vanishes if B is
increased further. The critical value of B where the potential value shrinks to a single
point corresponds to the case of circular photon orbits of constant r and θ, which we
will study in detail in the following subsection.
Figure 6.10 shows the effective potential for neutral time-like particles. The ef-
fect is less interesting in this case. The first diagram on the left is the potential for
Schwarzschild orbits with B = 0. Turning on the field strength binds the orbiting par-
ticle more closely to the centre, hence shrinking the accessible region of the particle.
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Figure 6.9: Effective potential for photon orbits for m = 1, E = 0.669 and Φ = 3.
From left to right, the field strength is B = 0, 0.17, 0.175 and 0.18. The shaded
regions indicate areas where V 2eff > E
2 and, hence are not accessible to the particles.
Horizontal and vertical axes respectively, correspond to r and θ. The horizontal dotted
line through the centre indicates the equator at θ = π/2. The ranges for the above
plots are r ∈ [2, 10] and θ ∈ [0, π].
Figure 6.10: Effective potential for neutral time-like orbits for m = 1, E = 0.97 and
Φ = 4. From left to right, the field strength is B = 0, 0.01, and 0.03. The shaded
regions indicate areas where V 2eff > E
2 and, hence are not accessible to the particles.
Horizontal and vertical axes respectively correspond to r and θ. The horizontal dotted
line through the centre indicates the equator at θ = π/2. The ranges for the above
plots are r ∈ [2, 20] and θ ∈ [0, π].
6.5.2 Stability of circular photon orbits
It is possible to solve the equations of motion to find circular photon orbits [67] where
r and θ are constant. To find such solutions we begin by first observing that for e = 0,
there is a simple solution to the θ equation with θ = π/2. It follows that substituting
θ = π/2 in (6.47) reduces it to a one-dimensional radial potential equation, where
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Thus it follows from (6.48) and (6.47) that the equation for circular, equatorial orbits











It appears that Φ is a free parameter, provided that E and B satisfies (6.49). As shown
in [127], for a given value of mB, there are two possible radii in the range r0 > 2m
which satisfies (6.49). The inner radius is unstable while the outer one is stable. The
inner and outer radii coalesce at the critical value of
mB = 2βcrit, (6.50)
where
βcrit =




) ≃ 0.094 683 19 . . . (6.51)
For values satisfying mB > βcrit, there are no circular orbits. For a given m and
B where mB < 2βcrit, there are two circular orbits, where the one with the smaller
radius is unstable and the outer one is stable. When mB is tuned to be equal to
2βcrit, the inner and outer orbits coalesce and the circular orbit is marginally stable.
The numerical value of βcrit was first obtained in [67] by numerical root-finding, while
the analytical expression was obtained later in [127] by inspecting the condition given
in Eq. (6.49).4 We will now demonstrate the stability of the orbits explicitly in a
calculation which also takes into account possible motion in the θ direction. Perturbing
4To compare the results, it is worth noting that the definition of B in [67] differs from (6.1) by a
factor of 2.
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around the circular orbit solution, we write








where ε is a small perturbation parameter. Substituting (6.52) into Eqs. (6.8) and
(6.9) [or (6.24) and (6.25)] and expanding, we find that the equations for r and θ




















The stability of the orbits is ensured if both normal mode frequencies ωr and ωθ are
real. As we can see, ω2θ and ω
2
r is negative for the range
8−√19
3
















m corresponds to having mB = βcrit
in Eq. (6.50), the value where the inner and outer radii coalesce. Thus, we have
demonstrated explicitly that the inner radii are unstable. Furthermore, we have the
additional result that the orbits are always stable in the θ direction.
The calculations can be verified by the numerical solutions. For example, perturb-
ing about a circular photon orbit of radius r0 = 10m results in an oscillation with
a period of T ≃ 319, shown in Fig. 6.11a in units where m = 1. This agrees with
T = 2π/ωr where ωr is given by (6.54). Fig. 6.11b shows an unstable orbit in the
range given by 6.55, specifically r0 = 4m. The instability of such an orbit is clearly
seen as the perturbed particle falls beyond the black hole horizon at r0 = 2m.
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(b) r = r0 − 0.001, r0 = 4.
Figure 6.11: Plots of r vs. τ of perturbed circular photon orbits about (a) r0 = 10 and
(b) r0 = 4; in both cases, the angular momentum is Φ = 2. The equations of motion
are solved in units where m = 1; for case (a) we have ω2r > 0; hence, it shows a stable
oscillation about r0 = 10. We can check that the numerical solution agrees with the
analytical approximation T = 2π/ωr ≃ 319. In case (b), r0 = 4 leads to ω2r < 0, and
the perturbed orbit falls into the horizon.
Moving beyond perturbed circular orbits, we find by numerical integration more
general bound orbits with non-constant r and θ. By adjusting B, E and Φ, we can
find specific parameters where there exists a finite potential well. One such case is
shown in the third figure in Fig. 6.9. An example of an orbit is shown in Fig. 6.12.
6.5.3 Stability of circular time-like orbits
The perturbation equations for a time-like circular orbit are more complicated than
for the photon case. Therefore, we do not have a simple closed-form expression for
the stability of orbits analogous to (6.51), and our result still requires numerical root-
finding already considered in [68].
Thus, we will only consider this case briefly for completeness. For a given r0 and
B, circular time-like orbits have energy and angular momentum given by
Φ2 =
16r20 (2B
2r30 − 3B2mr20 − 4m)
(4 +B2r20)
2
(5B2r20m− 3B2r30 − 12m+ 4r0)
,
E2 =
(r0 − 2m) (4 + B2r20) (2B2r20m− B2r30 − 8m+ 4r0)
r0 (5B2r20m− 3B2r30 − 12m+ 4r0)
. (6.56)
Perturbing around the orbits in the case of time-like orbits also yields decoupled equa-






















Figure 6.12: Photon orbit (ǫ = e = 0) bound in a finite potential well. The parameters
of this solution are B = 0.105, E = 0.6, and Φ = 4, given in units where m = 1.
tions of the form (6.53), but with the frequencies given by
ω2r =
16
r30 (4 + B
2r20)
4
(5B2mr20 − 3B2r30 − 12m+ 4r0)
×
[
(12r80 − 37mr70 + 30m2r60)B6 + (204mr50 − 200m2r40 − 48r60)B4
+ (672m2r20 + 128r
4





r20 (4 + B
2r20)
2
(5B2r20 − 3B2r30 − 12m+ 4r0)
. (6.58)
Stable orbits require ω2r > 0 and ω
2
θ > 0; the value of r0 required for stability differs
for different B, unlike in the photon case.
6.6 Discussion
In this chapter we have considered the geodesic equations for charged particles in
the Ernst metric. The metric represents a Schwarzschild black hole immersed in an
axi-symmetric electric or magnetic field. In the case of the electric Ernst metric, the
geodesic equations describe charged particles experiencing a central force in addition
to a uniform constant force along the axial direction. We find that nearly circular polar
and equatorial orbits of radius r0 > 6m are stable in weak electric fields, in accordance
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with the stability of Schwarzschild circular orbits. In the case of polar orbits, the
radial equation reduces to that of a harmonic oscillator driven by a periodic driving
force. This driving force corresponds to the periodic frequency of the motion in the θ
direction. When the field strength is not necessarily small, it is still possible to have
circular trajectories whose orbital plane is parallel to the equatorial plane but lies at
a fixed distance above it.
For the case where the Maxwell field is purely magnetic, we considered curly tra-
jectories in the Melvin spacetime. Such orbits may form if the charged particle si-
multaneously experiences an inward gravitational force which is counteracted by a
Lorentz force directed outwards. Such motion exists already in the domain of classical
electromagnetism for particles in uniform crossed electric and magnetic fields [128].
For particles in the Melvin spacetime, instead of an electric Coulomb force we have
geodesic motion in a spacetime curved by the magnetic field itself.
We have also considered orbits in weak magnetic fields by a perturbative expansion
of the full equations of motion in the Ernst spacetime. With this expansion, we recover
the equations of motion in the Wald’s construction of weakly magnetised black holes,
where the magnetic field is a test field that does not influence the spacetime curvature.
By taking higher-order terms of the expansion, we are able to calculate gravitational
corrections to the results of the test field case.
Neutral particles do not distinguish between the magnetic and electric nature of
the fields; hence, the equations of motion for e = 0 for the electric and magnetic cases
reduce to each other identically. This case was studied in [71] and [68] by focusing on
motion confined to the equatorial plane. Here we have shown explicitly that photon





m are indeed stable even when the particles are perturbed
slightly away from the equator.
In this chapter we have focused exclusively on electrically charged and neutral
time-like particles, in addition to (neutral) photons. We have not explicitly considered
more exotic particles such as magnetic monopoles or charged massless particles. The-
oretically, the motion of magnetic monopoles in the magnetic Ernst spacetime should
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be identical to electric monopoles in the electric Ernst spacetime. So we should expect
most of the results obtained already for electrically charged particles to carry over
after performing the appropriate duality operations. The motion for charged massless
particles is contained in the equations of motion in Sec. 6.3 and 6.4, by considering
e 6= 0 and ǫ = 0.
Chapter 7
Conclusion and future extensions
7.1 Summary
In this thesis we have studied two four-dimensional, axi-symmetric spacetimes, namely
the C-metric and the Ernst metric. In the former case we have presented new forms
where the structure functions are partially factorised in the presence of a cosmological
constant. This allows the roots, and therefore, the positions of horizons and axes of the
spacetime to be written in simpler forms. We have also presented an analysis of the
metrics in terms of its domain structure which represents the Lorentzian coordinate
ranges of the spacetime. The edges and boundaries of the domains are related to the
roots of the structure functions and thus carry information related to the horizons and
axes, and also its conformal boundary.
For the case of negative cosmological constant, it is possible for the black hole to
have a richer variety of horizon topologies compared to the solutions with zero or pos-
itive cosmological constants. In the domain-structure analysis, we have focused on the
triangular domains as they describe solutions corresponding to deformed hyperbolic
black holes. It was also shown that our µ–ν parametrisation used in (4.4) is more
general than the form commonly used in the previous literature, Eq. (2.9).
We have studied the geodesic structure of the C-metric in Chapter 5. The geodesic
equations are, in general, not separable and can be solved numerically for a given set
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of initial conditions with a specified energy and angular momentum. A class of trajec-
tories in which an exact solution is accessible are circular orbits. We also considered
small perturbations about circular orbits and calculated their stability conditions. We
have also studied the case where the black hole acceleration is small, hence we can
treat the problem as a perturbation about Schwarzschild geodesics. Although we have
confined ourselves to the zero cosmological constant (Ricci-flat) case, the geodesics for
the C-metric with non-zero cosmological constant are contained within the equations
of motion (5.13), by using the appropriate definitions of F and G given in Eq. (2.9).
In Chapter 6 we studied particle motion in the Ernst spacetime. One of the main
motivations for considering this case is that the motion of particles in the C-metric
may be equivalent to a classical central force motion plus an external force in the
z-direction. This is physically similar to a charged particle around a black hole in
an external electric field. For completeness we studied the cases where the external
field is both electric and magnetic. Indeed, the magnetic case is more astrophysically
relevant and the orbits have a richer behaviour, particularly the trochoid-like motion
due to the presence of a magnetic field in a direction that is non-parallel to the orbital
plane.
7.2 Extensions for future work
A natural extension of the partially factorised (A)dS C-metric would be the inclusion of
rotation or angular momentum to the spacetime. Since the (A)dS C-metrics typically
contain conical singularities, a rotating C-metric may naturally lead to a spinning
conical singularity; i.e., a NUT charge. The rotating (A)dS C-metric with NUT charge
can be extracted from the Pleban´ski-Demian´ski solution without taking the static
limit. In the stationary case, the structure functions P and Q are quartic polynomials
and they satisfy the relation
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Thus, similar to the static (A)dS C-metric, there is no simple relation between the
roots of the structure function and at best can be partially factorised. However, unlike
the static case, we can no longer freely fix the two roots of P to specific values like,
say, α = −β = −1 as we did in Chapter 3. The positions of the roots depend on the
rotation parameter and NUT charge of the spacetime. Nevertheless we can still have
a domain structure description where the size of the domains depends on the rotation
parameter of the spacetime. It is also possible to set α = −β so that the NUT charge
is eliminated, removing the spinning conical singularities from the axes.
The new forms of the (A)dS C-metric as given in Eqs. (3.12) and (4.4) can be
taken as a starting point for various applications that were either too complicated
or impossible in traditional forms. In particular, one may take the charged (A)dS
C-metric (3.60) and take a limit where the black holes are pushed infinitely far apart.
The electromagnetic field lines emanating from the black holes will tend to be parallel
in this limit. In the zero cosmological constant case, the resulting spacetime was shown
to be precisely the Melvin universe [129]. Thus if we perform a similar procedure on
(3.12), we expect that the resulting spacetime would be a Melvin universe in an (A)dS
background. The Melvin-(A)dS solution was first derived by Astorino [130]. It would
be interesting to provide an alternative derivation of Astorino’s solution.
In terms of particle motion around the C-metric and Ernst metric, an obvious
generalisation is to consider charged test particles around the magnetised, charged
C-metric (2.55). It would contain all the results of Chapters 5 and 6 as special cases.
Perhaps more interesting is to consider the charged generalisation of the Ernst
metric; in other words, the magnetised Reissner-Nordstro¨m black hole. If the black
hole is electrically charged, the radial electric fields are crossed with the axi-symmetric
external magnetic field. These crossed fields will produce a non-trivial Poynting vector,
resulting in a stationary spacetime [131]. This would produce frame-dragging effects
on the trajectories of the test particles.
One might also consider magnetised black holes beyond Einstein-Maxwell theory.
In particular, there exists a simple generalisation of the Schwarzschild solution by
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including a massless scalar field, known as the Janis-Newman-Winicour (JNW) space-
time [132]. This solution represents a spherically symmetric spacetime where a naked
curvature singularity is present at the Schwarzschild radius. The understanding of the
physical properties and other features of this spacetime was expanded by Fisher [133],
and Janis, Robinson and Winicour [134]; therefore it is also known as the Fisher-
Janis-Robinson-Winicour (FJRW) spacetime. One of the interesting features of this
spacetime is that, for certain values of the scalar field parameter, the effective poten-
tial of test particles has an infinite potential barrier which prevents it from reaching
the naked singularity. Magnetising this solution would then introduce another infinite
barrier on the other side, preventing the particle from escaping to infinity. Thus a
particle in a magnetised JNW spacetime might be trapped in a non-symmetric, infi-
nite potential well. This may serve as a toy model in which one might explore a tower
of periodic orbits which might possibly demonstrate a richer structure than for the
case of the Schwarzschild and Kerr spacetimes [115]. Early steps in this direction have
already been initiated [135].
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In this section we consider accelerated observers in a 4-dimensional Minkowski space-
time
ds2 = −dX20 + dX21 + dρ2 + ρ2dφ2. (A.1)
We may parametrise an uniformly accelerated observer in the X1 direction by
X0 = ζ sinh t X1 = ζ cosh t, (A.2)
and the metric takes the form of the Rindler metric,
ds2 = −ζ2dt2 + dζ2 + dρ2 + ρ2dφ2. (A.3)




A(x− y) , ρ =
1− x2
A(x− y) , y > 1, −1 ≤ x ≤ 1. (A.4)
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− (y2 − 1) dt2 + dy2




1− x2) dφ2] . (A.5)
We can express this in spherical-type coordinates,
x = cos θ, y =
1
Ar
, t = Aτ, (A.6)
so that the metric becomes
ds2 =
1
(1 + Ar cos θ)2
[
− (1− A2r2) dτ 2 + dr2
1− A2r2 + r
2
(
dθ2 + sin2 θ dφ2
)]
. (A.7)
A.2 de Sitter space
De Sitter space is an Einstein space with a positive constant curvature. It can be
described as a 4-hyperboloid (recall that for positive cosmological constant, we have
ℓ2 < 0)
−ℓ2 = −X20 +X21 +X22 +X23 +X24 , (A.8)
that is embedded in a five-dimensional Minkowski space with the metric
ds2 = −dX20 + dX21 + dX22 + dX23 + dX24 . (A.9)
A commonly used parametrisation for de Sitter spacetime is given by
X0 =
√
−ℓ2 − r2 sinh τ
ℓ
, X2 = r sin θ cosφ,
X1 =
√
−ℓ2 − r2 cosh τ
ℓ
, X3 = r sin θ sinφ,
X4 = r cos θ, (A.10)
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such that Eq. (A.8) is satisfied. Substituting (A.10) into (A.9) gives the familiar form
of the dS metric:
ds2 = −f(r) dτ 2 + f(r)−1dr2 + r2 (dθ2 + sin2 θ dφ2) ,




To parametrise de Sitter space in an accelerating coordinate system, we use
X0 =
√−ℓ2 − r2 sinh τ
ℓ√
1− ℓ2A2 + Ar cos θ , X2 =
r sin θ cosφ√
1 + ℓ2A2 + Ar cos θ
,
X1 =
√−ℓ2 − r2 cosh τ
ℓ√
1− ℓ2A2 + Ar cos θ , X3 =
r sin θ sinφ√
1− ℓ2A2 + Ar cos θ ,
X4 =
r cos θ√
1− ℓ2A2 + Ar cos θ . (A.12)
In this parametrisation, (A.8) is still satisfied, and is identical to (A.10) for A = 0.
Substituting this parametrisation into (A.9) gives
ds2 =
1(√
1 + ℓ2A2 + Ar cos θ
)2 [−f(r) dτ 2 + f(r)−1 dr2 + r2 (dθ2 + sin2 θ dφ2)] ,




To express the metric in C-metric coordinates, we transform
τ =
√




, x = cos θ, (A.14)

















− A2 + y2, G = A2 − x2. (A.15)
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A.3 Anti-de Sitter space
We briefly recall that AdS4 can be represented by a hyperboloid
−X20 +X21 +X22 +X23 −X24 = −ℓ2, (A.16)
embedded in a 5-dimensional flat space with the metric
ds25 = −dX20 + dX21 + dX22 + dX23 − dX24 . (A.17)
A.3.1 Spherical foliations
AdS can be parametrised as a foliation of constant positive curvature surfaces by
considering two spheres of radii ℓ2 + r2 and r2 respectively
X0 =
√
ℓ2 + r2 sin
τ
ℓ
, X1 = r cos θ,
X4 =
√
ℓ2 + r2 cos
τ
ℓ
, X2 = r cosϕ sin θ,
X3 = r sinϕ sin θ. (A.18)
Substituting Eq. (A.18) in (A.17) gives the AdS4 metric
ds¯2AdS4 = −f(r)dτ 2 + f(r)−1dr2 + r2
(
dθ2 + sin2 θ dϕ2
)
,




To parametrise AdS in an accelerating coordinate system, we consider two cases de-
pending on the magnitude of the acceleration A of the origin of the coordinate system:
• A ≤ 1/ℓ: For accelerations smaller than the inverse of the AdS scale, we intro-




1− ℓ2A2X1 − ℓ2A√




1− ℓ2A2 + AX1
, i = 0, 2, 3, 4, (A.20)
where the hatted coordinates also satisfy the AdS parametrisation, namely
−ℓ2 = −Xˆ20 + Xˆ21 + Xˆ22 + Xˆ23 − Xˆ24 ,
ds2 = −dXˆ20 + dXˆ21 + dXˆ22 + dXˆ23 − dXˆ24 , (A.21)
and the unhatted coordinates X1 and Xi are as defined in (A.18). The metric
under this parametrisation is conformally related to the non-accelerated AdS:
ds2 =
1(√
1− ℓ2A2 + Ar cos θ)2 [−f(r)dτ 2 + f(r)−1dr2 + r2 (dθ2 + sin2 θ dϕ2)] ,





























F = − 1
ℓ2
+ A2 + y2, G = A2 − x2. (A.24)
• A > 1/ℓ: For accelerations greater than the inverse of the AdS scale, we introduce
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a slightly different parametrisation
Xˆ0 =
√
ℓ2 − r2 sinh τ/ℓ√
A2ℓ2 − 1 + Ar cos θ , Xˆ2 =
r sin θ cosϕ√
A2ℓ2 − 1 + Ar cos θ ,
Xˆ1 =
√
ℓ2 − r2 cosh τ/ℓ√
A2ℓ2 − 1 + Ar cos θ , Xˆ3 =
r sin θ sinϕ√
A2ℓ2 − 1 + Ar cos θ ,
Xˆ4 =
√
ℓ2A2 − 1r cos θ + ℓ2A√
A2ℓ2 − 1 + Ar cos θ , (A.25)
where, as before, the hatted coordinates satisfy the AdS parametrisation (A.21).
The AdS metric is represented in this form as
ds2 =
1(√
A2ℓ2 − 1 + Ar cos θ)2
× [−f(r)dτ 2 + f(r)−1dr2 + r2 (dθ2 + sin2 θ dϕ2)] ,















ℓ2A2 − 1t, ϕ = Aφ. (A.27)

















− A2 + y2, G = A2 − x2. (A.28)
We now consider the behaviour of the accelerated observers for fixed y within the





r < ℓ. Observers of fixed y correspond to fixed r in the parametrisation (A.25).





< θ < π, this defines a
semi-infinite curve in the (X0, X1, X4) subspace. As τ varies, every point of the
semi-infinite curve moves along a hyperbolic trajectory parallel to the (X0, X1)
A.3. ANTI-DE SITTER SPACE 181
subspace.
A.3.2 Hyperbolic foliations
Alternatively, we can parametrise AdS by considering two hyperboloids H1 and H2,
with respective constant curvatures − (ℓ2 − r2) and −r2.
X0 =
√
r2 − ℓ2 sinh τ
ℓ
, X1 = r sinhψ cosϕ,
X3 =
√
r2 − ℓ2 cosh τ
ℓ
, X2 = r sinhψ sinϕ,
X4 = r coshψ. (A.29)
Substituting this into (A.17) gives
ds¯2AdS4 = −f(r)dτ 2 + f(r)−1dr2 + r2
(







To introduce an accelerating hyperbolic parametrisation, we introduce
Xˆ4 =
√
1 + A2ℓ2X4 + ℓ
2A√
1 + A2ℓ2 + AX4
, Xˆi =
Xi√
1 + A2ℓ2 + AX4
, i = 0, 1, 2, 3, (A.31)
where, as before, the hatted coordinates also parametrise the AdS hyperboloid (A.21).
The induced four-dimensional metric is
ds2 =
1(√
1 + A2ℓ2 + Ar coshψ





We can interpret A as the acceleration of the r = 0 origin of the coordinate system.
To see this we consider timelike worldlines with r = const, θ = 0, and ϕ = 0. The
4-velocity is given by x˙µ ≡ uµ = (√−gtt, 0, 0, 0), where the overdots denote deriva-
tives with respect to an affine parameter normalised such that uµuµ = −1. The
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4-acceleration of these worldlines are given by aµ = uν∇νuµ, and the magnitude can
be calculated to be
aµaµ =
ℓ4A2 + r2 + r2A2ℓ2 cosh2 ψ + 2Aℓ2r
√
1 + ℓ2A2 coshψ
ℓ2 (r2 − ℓ2) . (A.33)
Here, we can see that at the origin, r = 0 has a magnitude
√|aµaµ| = A.










1 + ℓ2A2t, ϕ = Aφ, (A.34)

















+ A2 − y2, G = −A2 + x2. (A.35)
