In this note we prove certain necessary and sufficient conditions for the existence of an embedding of statistical manifolds. In particular, we prove that any smooth (C 1 resp.) statistical manifold can be embedded into the space of probability measures on a finite set. As a result, we get positive answers to the Lauritzen question on a realization of smooth (C 1 resp.) statistical manifolds as statistical models.
Introduction
In the program of geometrization of mathematical statistics one likes to understand geometric structures on families of probability distributions. These structures must not only be natural in mathematical categorical languages, but they must also have a clear statistical meaning. Such structures are the Fisher metrics and the Chentsov-Amari connections, which play fundamental role in the information geometry.
The Fisher tensor was given by R. Fisher in 1925 as an information characterization of a family of probabilities distributions. C. R. Rao [Rao(1945)] proposed to consider this tensor as a Riemannian metric on the manifold of probability distributions. This Fisher metric has been systematically studied by Chentsov (1972) , Morozova-Chentsov (1990) , Amari, Nagaoka (2000) and others (Lauritzen(1987) , Rao(1987) , Ay(2002) , Jost(2002) , ect.) in the field of geometric aspects of statistics and information theory. The Fisher metric is a Riemannian metric on a family M of probability measures which can be considered as a differentiable manifold. Such a family is called a statistical model. Chentsov and Amari independently also discovered a natural structure on statistical models, namely a 1-parameter family of invariant connections, which includes the Levi-Civita connection of the Fisher metric. This family of invariant connections is defined by a 3-symmetric tensor T together with the Levi-Civita connection of the Fisher metric. Thus we shall called a Riemannian manifold (M, g) with a 3-symmetric tensor T a statistical manifold. Since two 3-symmetric tensors T and k · T , k = 0, define the same family of Chentsov-Amari connections, we shall say that two statistical manifolds (M, g, T ) and (M, g, kT ) are conformal equivalent.
A natural and important question in the mathematical statistics is to understand, if a given family M of probability distributions can be considered as a subfamily of another given one N. In our geometric language, it can be formulated as a problem of isostatistical embedding of a statistical manifold (M, g, T ) into another one (N, g ′ , T ′ ). Here we say that an immersion f : (M, g, T ) → (M ,ḡ,T ) is called isostatistical, if f * (ḡ) = g and f * (T ) = T . Since isostatistical embedding induces the probability potential p(x, ω) (see 2.2.d), the embedding existence problem includes also the Lauritzen question in 1987, if any statistical manifold is a statistical model. It also concerns the following important problem posed by Amari (1997) , if any finite dimensional statistical model can be embedded into the space Cap N of probability distributions of the sample space Ω N of N elementary events for some finite N. We shall construct a class of C 0 (and C 1 ) invariants of statistical manifolds, which present obstructions to embedding of a given C k statistical manifold M into another one N n . Here a C k statistical manifold (M, g, T ) is a smooth differentiable manifold with C k sections g ∈ S 2 T * M and T ∈ S 3 T * M. These invariants measure certain relations between the metric tensor g and the 3-symmetric tensor T . In particular, using these invariants we show that no statistical manifold which is conformal equivalent to the space Cap N can be embedded into the product of m copies of the normal Gaussian manifolds for any N > 3 and any finite m. (This example points out the difference between our embedding problem with the embedding of Riemannian manifolds, where the large size of the target manifold is a sufficient condition for the existence of an embedding.) We also prove that any smooth statistical manifold M m can be smoothly embedded to a the space Cap N for N = 4(m+1) [(2m(m+1) As a consequence we get that there is no geometrical characterization which distinguishes the class of statistical models from the class of statistical manifolds. From the existence of isostatistical embeddings we also get a new proof of Matumoto theorem on the existence of the contrast function for a statistical manifold.
2 Fisher metric, Chentsov-Amari connections and potential functions.
In this section we recall the definitions of the Fisher metric and the ChentsovAmari connections on statistical models and the definition of statistical manifolds. We show the existence of hierarchy of different (weak) potential functions for statistical models (resp. statistical manifolds). At the end of the section we discuss the problem, if a given statistical manifold is a statistical model. Most of the facts in this section can be found in [AmariNagaoka(2000) ].
A statistical model is a (possibly immersed) submanifold M in the space Cap(Ω) of all probability measures on a sample space Ω, which is assumed to be a differentiable manifold. A statistical model is usually considered with the Fisher metric g F (x) defined as follows. For any V, W ∈ T x M we put g F (V, W ) x = E x ((∂ V ln p(x, ω))(∂ W ln p(x, ω)) = (2.1) Ω (∂ V ln p(x, ω))(∂ W ln p(x, ω))p(x, ω),
where E x denotes the expectation w.r.t the measure p(x, .). For simplicity we shall consider families of Borel measures on a finite dimensional manifold Ω, and if dim Ω ≥ 1, then our family must consist of mutually absolutely continuous measures. In these cases, we represent the measure p(x, ω) as a nonnegative density function on a discrete sample space Ω N of N elementary events, or as p(x, ω)dω with p(x, ω) considered as an almost everywhere positive density function, and dω is a specified Borel measure. The function under integral in (2.1) is well defined, if p(x, ω) is positive. Thus we have two conditions on p(x, ω), namely Since the density function p(x, ω) defines the mapping M → Cap(Ω) uniquely, we shall call p(x, ω) a probability potential of the metric g F . We shall see in Proposition 2.2 that for a given Riemannian metric g F on a smooth manifold M there exist many probability potentials f (x, ω) for g F , even if we fix the space (Ω, dω). Some time it is useful to consider functions p(x, ω) which satisfy (2.1) and (2.1.a) but not necessary (2.1.b). In this case, the Riemannian metric g F will be called weak Fisher metric, and the function p(x, ω) will be called a weak probability potential of g F . If Ω = Ω N -the set of N elementary events, then (2.1) becomes
Let us list some simple properties of the Fisher metric as well as of weak Fisher metrics. [Amari-Nagaoka(2000) ], [Chentsov(1972) ], [Jost(2002)] ). a) Let V and W be two vector fields on M. The Fisher metric (2.1) can be computed by the following formula:
Proposition. (see also
(2.2.a) g F (V, W ) x = 4 Ω (∂ V p(x, ω))(∂ W p(x, ω))dω.
This formula holds also for weak Fisher metrics
is also a probability potential of the Fisher metric g F , or generally, p(x, D(ω)) is a weak potential for the weak Fisher metric g F . c) Suppose that (M, g) is a Riemannian manifold which admits a weak probability potential P (x, ω) of g, and (N, g |N ) is a Riemannian submanifold of M. Then the restriction of P g to N × Ω is a weak probability potential for the induced metric g |N .
Proof. The first formula (2.2.a) and statement b) follow from the rule of integration under the change of variables (see [Amari-Nagaoka(2000) ], [Chentsov(1972) ], [Jost(2002) ].) Thus they also hold for weak probability potentials.
The last statement follows immediately from the definition (2.1). 
2.3.2. We denote by (Cap N ) + the space of all positive probability distributions on Ω N (see also [Amari-Nagaoka(2000) ], [Jost(2002) ], [Chentsov(1972) ]). Then ((Cap N ) + , g F ) can be identified with the positive quadrant S
(2) of the sphere S N −1 (2) of radius 2 with the standard metric of constant curvature as follows. By definition we have
We define the embedding map
The Fisher metric in the new coordinates (q i ) is
Comparing this with (2.3.1), and using (2.2.d), we see immediately that the Fisher metric on (Cap
(2) is the standard metric of constant positive curvature on the sphere S N −1 (2). This metric can be extended smoothly on the whole space Cap N .
2.3.3. The exponential family (see [Amari-Nagaoka(2000) ], [Jost(2002) ], [Lauritzen(1987) ]): M = R k (θ) has the probability potential
where
The exponential family includes the following Gaussian models.
2.3.3.a. The normal distribution (also the univariate Gaussian model):
Here we put ω = x, and we let new coordinates
In these coordinates (x, θ) we have
We get the following expression for the Fisher metric of an exponential family (2.3.3) [Amari-Nagaoka(2000) ]
In coordinates (µ, σ) of the normal distribution we have (see Lauritzen (1987) )
2.4. Divergence potential, (see [Amari-Nagaoka(2000) ], [Rao(1987) ].) A (weak) Fisher metric (2.1) on M can be derived from a divergence function ρ on M × M, i.e. a function ρ with the following property (2.4.1)
ρ(x, y) ≥ 0 with equality iff x = y A divergence function ρ is called a divergence potential for a metric g, if g(x) coincides with the the restriction Hess(ρ) |(x,x) to the first factor
An example of a divergence potential for a Fisher metric is the Jensen function J λ,µ H (x, y) of the entropy function H(x) on M, or a Kullback relative entropy function K(x, y) on M × M. We recall that the (Shannon's) entropy function H(x), the Jensen function J(x, y), and the Kullback relative entropy function K on Cap(Ω) are defined as follows:
To see that H λ,µ and K are divergence potentials for the associated Fisher metric we change to the "exponential" coordinates [Amari-Nagaoka(2000) ].
We summarize these relations in the following diagram
↓ taking Hessian at the diagonal − − − − − − − − − − − − −− → {Riemannian metrics}.
2.5. Chentsov-Amari connections. Let p(x, ω) be a probability potential for a Riemannian metric g. We define a symmetric 3-tensor T on M as follows (2.5.1)
We denote by ∇ F the Levi-Civita connection of the (weak) Fisher metric g F . We define
The connections ∇ t are called the Chentsov-Amari connections.
2.6. A statistical manifold (M, g, T ) is a Riemannian manifold (M, g) equipped with a 3-symmetric tensor S (see [Lau1987] ). The symmetry of the tensor T is motivated by the formula for T in (2.5.1). If p(x, ω) is a (weak) probability potential for the metric g, and T is defined from p(x, ω) by (2.5.1), we shall say that p(x, ω) is probability potential for (M, g, T ). We shall say that two statistical manifolds (M, g, T ) and (M ′ , g ′ , T ′ ) are conformal equivalent, if there is number t = 0 and a diffeomorphism f :
This condition is sufficient and necessary in order two manifolds M and M ′ are not only isometric, but they have the same family of Chentsov-Amari connections defined by (2.5.2). The symmetry of T implies that all these connections are torsion-free. Furthermore, it is easy to check that for any statistical manifold (M, g, T ) the connection i∇ t and the connection ∇ −t are dual in the sense that
for any vector fields X, Y, Z on M. Thus any statistical manifold (M, g, T ) has a natural dual structure (<, >, ∇ 1 , ∇ −1 ) as defined in [Amari-Nagaoka (2000) ]. Conversely, suppose that we are given a 3-tensor T and the connections ∇ t defined by (2.5.2). Then the condition that ∇ t are torsion free together with the duality condition of ∇ 1 and ∇ −1 implies that T is 3-symmetric. If we are only interested in the geodesics of the connections ∇ t , then we can symmetrize T (if T is not 3-symmetric) in two variables to get new torsion free connections with the same geodesics (see Prop. 7.9. Chapter III in [Kobayshi-Nomizu (1963) ].
A submanifold N in a statistical manifold (M, g, T ) with the induced Riemannian metric g |N and induced tensor T |N is called statistical submanifold of (M, g, T ). Clearly, if f (x, ω) is a (weak) probability potential for (M, g, T ), then its restriction to any submanifold N ⊂ M is a (weak) probability potential of the induced statistical structure. Now let us compute the tensor T of the Riemannian manifolds with (weak) Fisher metrics in examples 2.3.1, 2.3.2, 2.3.3.
-The standard Euclidean metric in (2.3.1) with the weak potential function { 1 2
-The exponential family in (2.3.2). Our computation here can be done by noticing that the connection ∇ 1 is flat, i.e. its torsion and curvature tensors vanish (see [Amari-Nagaoka (2000) ], [Jost (2002) ], [Lauritzen (1987)] 
Applying the formula (2.6.2) to the normal distribution 2.3.3.a (the univariate Gaussian manifold) we get (see
2.6.5. Remark. ( [Amari-Nagaoka(2000) ], [Matsumoto(1993) ]) Any divergence function ρ(x, y) on M ×M defines a tensor T on M via the following formula (2.6.5.a)
Here i 1 , i 2 is defined as in 2.4 and we use the same notation i j (X), i j (Y ) for any local vector field on M ×M which coincides with i j (X), i j (Y ) at (x, x). It is easy to check that the LHS of (2.6.5) is a tensor [Eguchi(1992) , Matsumoto(1993) ]. If g and T are defined by the same divergence function ρ(x, y) via (2.4.2) and (2.6.5.a), we shall call ρ(x, y) a divergence potential for the statistical manifold (M, g, T ). It is a known fact that the Kullback relative entropy function is a divergence potential for the associated statistical model. In general, a tensor T defined from a divergence function ρ(x, y) determines a family of dual connections ∇ t (see above), which are not necessary torsion free. That is the case with the divergence function in quantum statistics (see section 6). The non-symmetry of a tensor T is a clear obstruction for embedding the corresponding quantum statistical manifold into a classical (Lauritzen) statistical manifold.
Statistical models and statistical manifolds.
Since any probability function p(x, ω) defines a map M → Cap(Ω), we shall say that a statistical manifold (M, g, T ) is a statistical model, if there probability potential p(x, ω) for g and T . In particular, if a statistical manifold (M, g, T ) is a statistical model, then it must admit a divergence potential.
there exists a divergence potential ρ for g and for T .
In sections 5 and 6 we shall prove that any smooth (C 1 resp.) statistical manifold can be embedded into a space Cap N + for some finite N. Thus any statistical manifold is a statistical model. This gives a positive answer to Lauritzen question [Lauritzen(1987) ]. In this way we also get a new proof of the Matsumoto theorem 2.7.1 [Matsumoto(1993) ].
3
Embeddings of linear statistical spaces.
An Euclidean space (R n , g 0 ) equipped with a 3 -symmetric tensor T will be called a linear statistical spaces. We observe that the problem of equivalence of linear statistical spaces is the problem of equivalence of 3-symmetric tensors T under the action of the orthogonal group O(n). In this section we discuss the geometry of these invariants and we show several necessary and sufficient conditions for the existence of embedding of one linear statistical space into another linear statistical space.
First we note that by dimension argument the space R n which consists of the following 3-symmetric tensors (3.1)
is an irreducible component of the SO(n)-action on S 3 (R n ). It is known (see e.g. [Onishchik-Vinberg(1988) 
where π 1 denotes the first fundamental weight corresponding to the identity representation of SO(n). By dimension argument, we conclude that the space S 3 (R n ) of the SO(n) action has also two irreducible (real) components:
3.3. Remark. We can characterize the space R n , n ≥ 3, as the space of all 3-symmetric tensors T such that
(It suffices to take into account the fact that any T v satisfies (3.3.a).)
To compute the orthogonal projection of a 3-symmetric tensor T on the space R n in the decomposition (3.2.1) we can use the following Lemma. We denote by π 2 the orthogonal projection form S 3 (R n ) to R n .
3.4. Lemma. We have
Here we identify the 1-form T r(S) with a vector in R n by using the Euclidean metric g 0 .
Proof. We note that the component R(3π 1 ) in (3.1) is the image of the symmetrization map
where S 2 0 (R n ) denotes the set of traceless symmetric bilinear forms on R n . Clearly the 1-form T r(S) vanishes, whenever S ∈ R(3π 1 ). Alternatively, we notice that the linear map defined in RHS of (3.4.1) is SO(n) equivariant map. The coefficient 1/(n + 2) is obtained by computing T r(T v ). 2
Thus we shall call any tensor T ∈ R n of trace type.
We note that
Thus the dimension of the quotient
This dimension is exactly the number of all complete invariants of pairs consisting of a positive definite bilinear form g and a 3-symmetric tensor T .
Since the dimension of
Clearly the dimension condition is not sufficient as the following proposition shows.
Proposition. A linear statistical space
, if and only if N ≥ k and T is also a trace type: T = T w with |w| ≤ |v|.
Proof. The necessary condition follows from (3.1) which implies that the restriction of T v on R k equals Tv, wherev is the orthogonal projection of v to R k . Conversely, if |w| ≤ |v| we can find an orthogonal transformation, such that w equals the orthogonal projection of v on R k . 2
There are several invariants of a 3-symmetric tensor T which behave well under linear embeddings. First we note that the metric g extends canonically on the space S 3 (R n ). We then can define the absolute norm
Next we define comasses of a 3-symmetric tensor T as follows
T (x, y, z),
T (x, y, y),
Clearly we have
Proposition. The comasses are positive functions which vanish at T if and and only if T equals zero. They are monotone invariants of T in a sense, that if T is a restriction of 3-symmetric tensorT on
Proof. To prove the first statement it suffices to show that M 1 vanishes at only T = 0. To see this we use the identity −12T (x, y, z) = T (x+y+z, x+y+z, x+y+z)+T (x+y−z, x+y−z, x+y−z)+
(This equality shows that M 1 behaves almost like a norm.) The second statement follows immediately from the definition.
2
Now for a space (R n , g 0 , T ) and for 1 ≤ k ≤ n we put
We can easily check that ifT is a restriction of T to a subspace
Thus λ k (T ) is a monotone invariant of linear statistical manifolds. These invariants are related by the following inequalities
The last equality follows from the fact, that the function T (x, x, x) is anti-symmetric on S n−1 (|x| = 1) ⊂ R n and S n−1 is connected. We observe that if T is of trace type, then λ n−1 (T ) = · · · = λ 1 (T ) = 0.
We are going to give a lower bound of the monotone invariant λ n−1 of a linear statistical space of certain type. The equality λ n−1 (R n , g 0 , T ) ≥ A means that no hyperplane with the norm M 1 strictly less than A can be embedded in (R n−1 , g 0 , T ).
3 be a 3-symmetric tensor on R n with n ≥ 4, N ≥ 4 and |ε i | ≤ 1/4. Then we have
, and H be a hyperplane in R n which is orthogonal to (kn, 1, 1, · · · , 1), and let n ≥ 5, k ≥ 3. Then we have
, where n ≥ 4, k ≥ n. We denote by H the tangential plane T x S n , and by T 0 the standard 3-symmetric tensor on R n+1 (see (2.6.1)). Then we have
Proof. a) We denote by v H = (v 1 , · · · , v n ) the unit vector which is orthogonal to H. Clearly v H is defined uniquely up to sign. It suffices to show that there is a unit vector w such that
We consider two cases. Case 1. We assume that not all the coordinates v i are of the same sign. Without loss of generality we assume that v 1 ≤ 0, v 2 > 0. Then we choose
, where
Clearly, w is a unit vector, and w ∈ H. It is easy to check that
So in this case the equality (3.7.2) holds.
Case 2. We assume that all the coordinates v i are of the same sign. Without loss of generality we assume that
, then we can apply our argument in case 1 to get a unit vector w which satisfies (3.7.1) and (3.7.2) (namely our chosen vector w has zero coordinates w i , if i ≤ n − 1). So now, using the condition that n ≥ 4, we shall assume that v 1 ≥ v 2 ≥ v 3 > 0. We set w := (−a, −a, λ · a, 0, · · · , 0), where
Clearly, w is a unit vector, and w ∈ H. A straightforward computation gives us
It suffices to prove the following 3.7.4. Lemma. If λ ≥ 2, then we have
Proof of Lemma 3.7.4. We write
Using the following obvious inequality for λ ≥ 2
it suffices to prove for λ ≥ 2that
We rewrite (3.7.5) in the following way:
It is easy to see that the function of λ on the LHS of (3.7.6) is monotone.
Thus it suffices to check the equality for λ = 2. This completes our proof.
it suffices to find a unit vector w = (w 1 , · · · , w n ) with the following property
Since kn = 0, without loss of generality we can assume that v 1 = 0. We shall find w by using a perturbation method applying to the proof of case a. We shall normalize v by the condition (v i ) 2 = 1. Case 1. Not all the coordinates v i are of the same sign, so we assume that
is the solution to the case 1 in Lemma 3.7.a for R n (x 2 , · · · , x n ). In particular we have (w 2 ) 2 + (w 3 ) 2 = 1 and w 2 > 0, w 3 > 0. We choose ε i from the following equations
From (3.7.7) we get
kn .
Substituting this into (3.7.8), we get
Clearly one of solution ε 2 of (3.7.9) is (3.7.10)
since 0 < w 1 + w 2 ≤ 2 and k ≥ 3. We also have from (3.7.7)
Now it is easy to check that
Case 2. We also apply our perturbation method above. So now we shall assume that v 1 = 0 and v 2 ≥ v 3 ≥ v 4 > 0, and (0, −a, −a, λa, · · · , 0) is the solution corresponding to the case 2 in Lemma 3.7.a. We set
Our perturbations terms ε i satisfy the following equations (3.7.11)
From (3.7.11) we get (3.7.13)
Now substituting (3.7.13) into (3.7.12) we get one of solution ε 2
Since 0 < (λ − 2)a < 1 we have ε 2 < 1/(kn) and ε 1 < 1/(kn) and
c) The condition here is only δ(small)-differed from the condition in the statement b. Namely
Now we shall use the same solution w in the statement b for the estimate in our case c. We still keep the notation T for the tensor in statement b. A straightforward computation shows that for w chosen in case 1(b) we have now
For the solution w in case 2 (b) we have ε 1 < 1/(kn) and ε 2 < 1/(kn). Hence
2 3.7.14. Proposition. Lemma 3.7.a holds also for n = 3 but not for n = 2, Lemma 3.7.b holds also for n = 4, but not for n = 3, and Lemma 3.7.c holds also for n = 3 but not for n = 2.
Proof of Proposition 3.7.14. We notice that the condition n = 4 we use in the proof of Lemma 3.7.a is necessary only in the case 2, in order to make an assumption that the vector (v 1 , v 2 , v 3 , ·) which is orthogonal to our given hyperplane has all non vanishing coordinates v 1 , v 2 , v 2 . Thus this proof is also valid for n = 3 provided our hyperplane is orthogonal to such a vector. Now we observe that function λ n−1 (T |H ), where H is a hyperplane in R n , is a continuous function on RP n−1 . Hence our estimate on λ n−1 (T |H ) also holds for a hyperplane whose coordinates contain a zero. This shows that Lemma 3.7.a also holds for n = 3. It cannot be valid for n = 2, because λ 1 (T |H 2 ) always vanishes. We use the same argument to prove the remained statements of Proposition 3.7.14.
There are several obvious monotone invariants of T which are not norms.
is well-defined for n ≥ 3.
T (x, y, y), is well-defined for n ≥ 2. From Remark 3.3 we see easily
On the other hand we have ker A 2 ⊂ R(3π 1 ).
Thus A 1 and A 2 are different invariants. We can also use decomposition (3.2.1) to define a less obvious monotone invariant.
We have noticed in Proposition 3.5 that the restriction of the trace form π 2 T to any subspace is also a trace form. Thus π
Since all the projections π 1 , π n k decrease the norm ||.||, we get
Proof. It suffices to show that we can embed (R,
Let us consider the embedding problem for 2-dimensional linear statistical spaces. It is easy to see that
Thus the quotient S 3 (R 2 )/SO(2) equals (R 2 ⊕ R 2 )/S 1 . Geometrically there are several ways to see this. In the first way we denote components of T ∈ S 3 (R 2 ) via T 111 , T 112 , T 122 , T 222 . Proof. We choose an oriented orthonormal basis (v 1 , v 2 ) by taking as v 1 a point on S 1 (|x| = 1), where the function T (x, x, x) reaches the maximum. The first variation formula shows that in this case T 112 = 0. This shows the existence of the canonical coordinates. Clearly, if two tensors have the same canonical coordinates, then they are equivalent. Next, if two tensors T and T ′ are equivalent, then their norms M 1 are the same. We need to take care the case, when there are several points x at which T (x, x, x) reaches the maximum. In any case, they have the same first coordinates. Next we note that
Lemma. There exists an oriented orthonormal basic in
. Thus if two tensors are equivalent and have the same first coordinates, they must have the same third coordinate T 122 , and this third coordinate is uniquely defined up to sign. The condition on the orientation tells us that the sign must be +. This proves the second statement. 2 3.11. Remark. First we note that, if
Thus not any 3 numbers (T 111 , T 122 , T 222 ) can be served as canonical coordinates of some 3-symmetric tensor T on R 2 . Next we observe that v = (
, if and only if there is a number λ such that (3.11.a)
The equation (3.11.b) has 2 solutions, namely x 2 = 0 and 2T 122 x 1 + cx 2 −λ = 0. Clearly (x 1 = ±1, x 2 = 0) are solutions to the system (3.11.a, b). These solutions correspond to the maximum and minimum of T (v, v, v) . Now we suppose that T 222 = 0. Then substituting x 2 = (λ − 2T 122 x 1 )/c into (3.11.a) and the equation |v| = 1, we get two quadratic equations for x 1 and λ (3.11.c) (
It is easy to see that these equations have at most 4 solutions (x 1 , λ). If T 122 is positive, using the fact that T (v 1 , v 1 , v 1 ) is a local minimum, we see easily that in this case the function T (v, v, v) has exactly 6 critical points.
The second way to see invariants of 3-symmetric tensors on R 2 is to decompose S 3 (R 2 ) into the trace type component and the second component which is generated by Sym(ℜ(xȳz)), Sym(ℑ(xȳz)). Here we identify R 2 with C, so x, y, z are complex numbers. (We note that this decomposition is not orthogonal.)
3.12. Proposition. We can always embed the 2-dimensional statistical
Proof. It suffices to prove for n = 7. We denote by O(T ) the set of of all unit vectors v ∈ S 6 such that T (v, v, v) = 0. Clearly O(T ) is a set of dimension 5 in S 6 . Since T is anti-symmetric, there exists a connected component O 0 (T ) of O(T ) which is invariant under the anti-symmetry involution. Now we consider the following function f on O 0 (T ). For each v ∈ O 0 (T ) we denote by A v the bilinear symmetric 2-form on the space
T ) with f (v) = 0 has dimension 4 and it contains a connected component which is also invariant under the anti-symmetric involution. For the simplicity we denote this connected component also by O 0 0 (T ). Now we consider the following two possible cases.
Case 1. We assume that there is a point v ∈ O 0 0 (T ) such that the nullity of A v is at least 2. Then there are two linear independent vectors y, z ∈ T v such that the restriction of A v on the plane R 2 (y, z) vanishes. Since the set O 0 (T ) is connected and anti-symmetric and of co dimension 1 in S n−1 , the plane R(y, z) has a non-empty intersection with O 0 (T ) at a point w. Then the restriction of T on the plane R 2 (v, w) is vanished, because
Case 2. We assume that the nullity of A v on O 0 0 (T ) is constantly 1. Using the anti-symmetric property of A v we conclude that the restriction of A v to the plane R 4 (v) which is orthogonal to the kernel of A v has index constantly 2. Thus there exists a vector z which is orthogonal to the kernel y of A v such that A v (z, z) = 0. Clearly the restriction of A v to the plane R 2 (y, z) vanishes. Now we can repeat the argument in the case 1 to get a vector w such that the restriction of T to R 2 (v, w) vanishes. 2
Now let us consider embeddings of linear statistical spaces into "standard" spaces.
Proof. a) We prove by induction. The statement for n = 1 follows from Proposition 3.8. Suppose that the statement is valid for all n ≤ k.
3.14. Lemma. Suppose that T ∈ S 3 (R k+1 ). Then there are orthonormal coordinates x 1 , · · · , x k such that (3.14.1)
Proof of Lemma 3.14. We choose v 1 as the unit vector in S k ⊂ R k+1 , on which the function T (v, v, v) reaches the maximum on the unit sphere S k . The first variation formula shows that T (v 1 , v 1 , w) = 0 for all w which is orthogonal to v 1 . We denote by R k the orthogonal complement to R · v 1 . Now we consider a bilinear symmetric form A on R k defined as follows
There is an orthonormal basis on R k , where we can write A(x, y) = k+1 i=2 a i x 2 i . Clearly in this orthonormal basis we can write T in the form in (3.14.1). 2
Continuation of the proof of Theorem 3.13.a We shall show explicitly that that any statistical space (R 2 , g
Here we take the sign + in (3.16.1), if a 2 > 0, and we take the sign −, if a 2 < 0. Clearly, L defines the required embedding R 2 → R 4 .
This together with Proposition 3.8 and the induction assumption complete the proof of Theorem 3.13. a.
Proof of Theorem 3.13. b. We decompose the embedding f : (R n , g
3 ). Clearly, f is the required embedding. 2 3.16. Further remarks. Let us define the nullity of T as the maximal dimension of a subspace, where T vanishes. Clearly the nullity of T is the maximal number k such that λ k (T ) = 0. We also define the rank of T as the minimal number k such that T can obtained by taking the pull back via the orthogonal projection of the R n to its subspace of dimension k. Clearly, N(T ) + R(T ) ≥ n. We conjecture that the nullity of a linear statistical space (R 2 k +1 , g 0 , T ) is at least k for any T .
Monotone invariants and obstructions to embeddings of statistical manifolds
In this section we shall consider a subclass of invariants of statistical manifolds. These invariants behave well under isostatistical embeddings, and therefore they give us obstructions to isostatistical embedding of one statistical manifold into another one.
An assignment (M, g, T ) → A of each statistical manifold (M, g, T ) to an object A is called invariant of statistical manifolds, if this assignment depends only on the equivalent class of (M, g, T ).
Let K(M, e) denote the category of statistical manifolds M with morphisms being embeddings. Functors of this category are called monotone invariants of statistical manifolds. Clearly any monotone invariant is an invariant of statistical manifolds.
It is easy to construct invariants of statistical manifolds from invariants of linear statistical spaces. We can also construct monotone invariants of statistical manifolds from monotone invariants of linear statistical spaces.
Examples.
a) First we show an example of an important invariant of statistical manifolds which are not monotone invariants. The trace T r T shall be called the trace form of a statistical manifold (M, g, T ). Clearly the trace form is invariant but not monotone invariant of statistical manifolds. Nevertheless, according to Proposition 3.5, any statistical submanifold of a statistical manifold of trace type is also of trace type. Thus the trace type is a monotone invariant. In particular we can not embed the statistical space Cap N and the normal Gaussian space into any statistical space of trace type. On the other hand, unlike the linear case, we cannot embed a statistical manifold of trace type into another one of trace type, even if the norm condition is satisfied. For example, if the trace form is closed (or exact), then the trace form of its submanifolds is also closed (resp. exact). Hence within a class of statistical manifolds of trace type we get a new monotone invariants which can be expressed via the closedness and the cohomology class of the corresponding trace form.
Furthermore, we note that the class of 3-symmetric tensors of trace form is a subclass of all decomposable tensors T 3 which are a symmetric product of 1-forms and symmetric 2-forms. Any statistical submanifold of a statistical manifold with a decomposable tensor T has also the (induced) decomposable tensor. Thus the decomposability is also a monotone invariant. The Gaussian normal 2-dimensional manifold is an example of decomposable type but not of trace type. b) We define for any statistical manifold (M, g, T ) the following number rank(T ) = sup rank(T (x))
Clearly these three numbers are monotone invariants of statistical manifolds. The second and third numbers are norms, and the last one vanishes, if and only if (M, g, T ) is of trace type. (Actually these invariants are invariant of immersions.)
Proposition. Any statistical manifold which is conformal equivalent to the space Cap
N cannot be embedded into the direct product of m copies of the normal Gaussian statistical manifold 2.3.3.a for any N ≥ 3 and finite m.
Proof. Using (2.6.1) and Lemma 3.7 we conclude that M 1 (Cap N ) = ∞. Thus any statistical manifold which is conformal equivalent to Cap N has also the infinite invariant M 1 . On the other hand, we compute easily from 2.3.3 and (2.6.3), (2.6.4) that the norm M 1 of the Gaussian normal manifold, as well as the norm M 1 of a direct product of its finite copies, is finite. Namely the norm M 1 (x) is constant on the Gaussian manifold M 2 ,namely M 1 (x) = √ 2. (By the observation above we can actually replace the "embedded" statement by a stronger "immersed" statement.) 2 4.3. Diameters of statistical manifolds. For a positive number ρ > 0 and a statistical manifold (M, g, T ) we set
the diameter with weight ρ of (M, g, T ). Clearly d ρ are monotone invariants for all ρ.
To estimate the diameter with weight ρ of a given statistical manifold (M, g, T ) we can proceed as follows. For each point x ∈ M we denote by D ρ (x) the set of all unit tangential vector v ∈ T x M such that T (v, v, v) = ρ. We denote by D i ρ (x) the connected components of D i ρ (x). We say that a unite vector v in T x M is ρ-characteristic with weight c(x), if there exists i such that we have c(x) = min
The definition of diameter d ρ involves the embedding notion. We can also use the immersion notion to define the immersion diameter d im ρ of statistical manifolds. Clearly, immersion diameters are also monotone invariants of statistical manifolds, and moreover,
In many cases, it is easier to compute immersion diameters. We suspect that in most cases these two diameters coincide.
We shall say that a point x ∈ M is ρ-regular, if there is an open neighborhood
It is easy to see that the set of all ρ-regular points is open and dense in M for any given ρ. Proof. The statement under the first condition a) is based on the fundamental Lemma of the convex integration technique of Gromov (1986) . Namely Gromov proved that [2.4.1.A, Gromov(1986) ], if the convex hull of some path connected subset A 0 ⊂ R q contains a small neighborhood of the origin, then there exists a map f : S 1 → R q whose derivative sends S 1 into A 0 .
Lemma. Under the condition in Proposition 4.4.1 there exists a small neighborhood U δ (x) in M and an embedded oriented curve
Proof of Lemma 4.5. We denote by Exp the exponential map T x M m → M m and by DExp the differential of this exponential map restricted to
m is a linear statistical space, so we denote by M 1 x the induced norm-function on S m−1 × T x M m as follows:
Since DExp is a continuous function, whose restriction to S m−1 × 0 is the identity, there exists a ball B(0, δ) with center in 0 ∈ T x M such that (4.5.1)
. We can assume that δ is so small such that DExp is a homeomorphism on S m−1 × B(0, δ). Now we apply the above mentioned Gromov Lemma [2.4.1.A, Gr1986] to get a oriented curve S 1 (t) in the linear space T x M such that
for all t. Next we observe that for all α > 0 the curve α · S 1 (t) has the same norm as S 1 (t), i.e.
Thus we can assume that our curve S 1 (t), which satisfies (4.5.2), lies in the ball B(0, δ). By our choice of δ ( see (4.5.1)), we get from (4.5.2)
for all t. This curve Exp(S 1 (t)) is an immersed curve. To get an embedded curve we perturb it a little such that the condition of Lemma 4.5 is satisfied. 2 Now let us to continue the proof of Proposition 4.4.a. We denote by S 1 (t) the embedded curve in Lemma 4.5. Next by choosing a tubular neighborhood of S 1 (t) we can get a (small, thin) oriented embedded solid torus
in M m such that our embedded curve is exactly the mean curve S 1 (t) × {0} × {0} on the solid torus. We can choose this torus T 3 so thin, such that for all s, t, r we have
Using (4.5.4) we choose a smooth unit vector field V (t, s) on the torus T 3 (t, s, r) which is tangential to each torus T 2 r (t, s) such that T (V, V, V ) = ρ. The integral curve of this vector field is either a circle or an curve of infinite length. If there exists an integral curve of infinite length, then this curve is our desired curve for the Proposition 4.5. Assume now that all the integral curves are circles. Then there exist an embedding
with a very small α such that the perturbed unit vector field V ′ satisfies T (V ′ , V ′ , V ′ ) = ρ and the integral curve of vector field V ′ is not any more periodic. This completes the proof of the first part in Proposition 4.4.
Using the same argument we can prove the second part b) of Proposition 4.4. First we get the existence of an embedded curve S 1 (t) of arbitrary length on M such that M 1 (T |S 1 (t)) ≥ ρ + (1/4)ε. Now we consider a torus tubular neighborhood of this curve in M and apply the same argument in the first part, namely we get on each torus T 2 (t, s) an integral curve whose unit tangential vector V = (∂/∂t)S 1 (t; s, r) satisfies the condition:
If there exists an infinite integral curve, then we are done. If not, that means all integral curve are circles, then we apply the perturbation method in the proof of the first part and get our desired curve. 2 4.6. Remark. Using the argument in the proof of Proposition 4.4, we get the following monotonicity for diameters of a statistical manifolds.
We can also get an upper estimate of diameters of a statistical manifold by using characteristic vectors. Instead of giving a formal generalization, we shall consider a simple example of the ball (B n (r), g 0 ,
3 ) in the linear statistical space. First, we can easy compute that (e.g. via the first variational formula as we do it in Remark 3.11) M 1 (B n (r)) = 1, moreover, if v is a unit vector in R n such that T (v, v, v) = 1, then v must be one of the coordinate vectors ∂x i . Since we can easily compute all the critical value of the function T (v, v, v) on the unit sphere S n−1 , we get that for any value c such that (2) −1/2 < c ≤ 1 the set D 1−c (x) has exactly n connected components, each of them is diffeomorphic to S n−2 . We fix such a value c. We denote by D 
) is the larger solution of the equation (4.6). The immersion diameter
Proof. We have computed that the coordinate vector ∂x i = (0, · · · , 1 i , 0) are (1 − c) characteristic vector with weight sin α(c). Thus, the projection of any unit tangential vector v of any immersed curve [0, α] 
3 ) on the coordinate line (0, · · · , R, · · · , 0) has a length greater than or equal to sin α(c). Thus after a time t = r · sin −1 α(c) the integral curve must quit the ball. After rescaling the time to be equal the length of the integral curve, we obtain immediately the first statement.
The second statement follows from an easy computation of the norm M 1 for standard linear statistical spaces. Proof. Using Proposition 3.7.14 and Lemma 3.7.c we can find a point
Since λ i is a smooth function of tensors T , we can find a very small neighborhood U of a ρ-regular point-x such that all point y in U is also ρ-regular and moreover
Now we embed a small torus T N −2 (δ) in this neighborhood U. From (4.8.1) it follows that for all x ∈ S N −2 (δ) we have
We put
We shall find a smooth section of
. Thus using the unity partition functions, it suffices to find for each x ∈ T N −2 a small neighborhood U(x) ⊂ T N −2 and a smooth section of
The local existence of such a section follows from (4.8.2) and from the continuity of the function M 1 (x) on T N −2 (δ). Once we have a smooth section of D ρ + on T N −2 (δ), we can get an integral curve of of infinite length on T N −2 (δ). After that we can perturb this curve as we did in our proof of Proposition 4.4 in order to get an embedded curve which is an integral curve of the distribution D ρ on Cap N . 2 4.9. Remark. We can construct other monotone invariants by looking at the embedding of non-constant 1-dimensional statistical manifolds.
It seems that among these new invariants important ones are associated with 1-dimensional statistical manifolds whose asymptotical growth M 1 (x) is polynomial or exponential.
5 Existence of smooth embeddings into Cap N .
We prove in this section the following theorems.
) possesses a probability potential. More precisely there exists a finite number of N positive functions
, and moreover for all V, W ∈ T x M the following equality holds
Proposition 5.1 says that any Riemannian manifold can be considered as a family of probability distributions on a sample space Ω N of N elementary events with the natural Fisher (information) metric on it. Rephrasing we can say that any Riemannian metric is a Fisher metric. Theorem 5.1 is actually a simple consequence of the Nash embedding theorems [Nash (1954) , Nash (1956) ]. [Matsumoto(1990) ] (see also section 2).
Theorem. Suppose that
(M m , g, T ) is a C k -statistical manifold, 3 ≤ k ≤ ∞.
Corollary. Any finite dimensional smooth statistical manifold is a statistical model. Hence we get a new proof of the Matsumoto theorem on the existence of contrast function for these manifolds

From Theorem 5.2 follows that any monotone invariant of Cap
N goes to infinity, as N goes to infinity. This allows Cap N to be universal spaces for statistical manifolds.
The rest of this section is devoted to the proof of Proposition 5.1 and Theorem 5.2.
Proof of Proposition 5.1. As we have observed in 2.3.2 the existence of probability potential functions {f i } for a Riemannian manifold (M, g) is equivalent to the existence of an isometric embedding (M, g) → (S n + (2), g 0 ). Here we denote by g 0 the canonical metric on positive quadrant S n + (2) of the sphere of radius 2 as in 2.3.2. This existence can be obtained by a general theory of isometric embeddings of Riemannian manifolds developed by Gromov [Gr1986] based on the Nash embedding theorems [Nash1954, Nash1956] . Here we give a simple explanation, how to get an isometric em-
( The number N(m) can be chosen as (n/2)(3n + 11) for a compact Riemannian manifold (M m , g) and (n/2)(n + 1)(3n + 11) for non-compact (M m , g) [N1, N2]) (later Gromov (1986) showed that we can choose N(m) = (n + 2)(n + 3)/2 as the best value for the smooth case, for C 1 -embedding Nash has shown that we can take N(m) = 2m = 1 [N1]). From the proof of the Nash isometric embedding theorem, we can assume that the image of (M m , g) via an isometric embedding into R N (m) lies in a ball (B N (m) , r) of a finite radius r. Next we can decrease r to 1/16 by double the dimension of the ball, i.e. we embed the ball (B M (n) , r) to (B 2(M (n) , 1/16). Now we have an isometric embedding of (M m , g) into a small region R(1/16) in the flat torus S 1 × 2M (n) S 1 . This flat torus can be embedded as a Clifford torus in the standard sphere S 4M (n)−1 (2) such that the small region R(1/16) lies in the positive quadrant S 4M (n)−1 + . Thus, we get the required isometric embedding of (M m , g) into the sphere
Proof of Theorem 5.2. We first consider compact statistical manifolds (M, g, T ). Our proof for these compact manifolds consists of 4 steps. In the first step we show that for a generic map f : M m → R N 1 (m) we can solve the linearized problem for the perturbed equations (5.4) and (5.5) at f . In the second step we apply the Nash-Gromov implicit function theorem to the first step and prove that our perturbation problem can actually be solved for small valuesg andT and a generic f . In the third step we combine the Nash isometric embedding, the Nash-Gromov approximation theorem and our linear embedding theorem (Theorem 3.13.b) with our perturbation device in the second step in order to embed M m in a linear statistical space
Here A is a positive constant, possibly very large. In the last step we embed a given bounded domain of the last linear statistical space into a finite dimensional space Cap N . This is possible thank to Proposition 4.8.
Step 1. Linearized problem. Let f be a map M m → (R q , g 0 , T 0 ). Here g 0 is the standard Euclidean metric and
is a small 3-symmetric tensor on M. We want to find a small perturbation v at f such that
Before solving (5.4) and (5.5) in the second step, we shall solve the corresponding linearized equations for v at a given map f . The linearized equation of the system (5.4) +(5.5) is the following system of (5.6) + (5.7)
Here we denote by S ijk the symmetrization over (ijk), i.e. we permute the operators (∂ i , ∂ J , ∂ k ) in the LHS of (5.7). We shall simplify the form of (5.7) by introducing the bilinear symmetric map A :
Here {e i } is the dual basis to x i on R q . Then we can rewrite (5.7) as
Following Nash (1956) and Gromov(1986) we shall consider only deformations v which are orthogonal to f and T 0 -orthogonal to f , i.e. we add the following equations for v
The Nash -Gromov trick makes it possible that under the conditions (5.8) and (5.9) (namely we apply the differentiation ∂ k to (5.8) and (5.9)) the system of linearized equations (5.6) + (5.7) is equivalent to the following linear algebraic system for v
Clearly, the system (5.8)+(5.9)+(5.10)+(5.11) has a solution v for any giveñ
are linearly independent at all p ∈ M. Following Gromov, we shall call such an embedding (g Thus, for m = 1 the set S q 1 of vectors v 1 with (P A q 1 ) is a complement to a 1-dimensional subset of in R q . Next, we assume that the Lemma 5.12 is valid for the set S q m−1 for all q ≥ 2. We shall prove that the Lemma 5.12 is also valid for the set S Proof. If f is a free map, then the existence of a solution v follows from the existence of a solution of the system (5.8) + (5.9)+ (5.10) +(5.11) as we have shown above. To show that v is of class C k−2 , we need to show a canonical way to get a unique solution v. We note that for a given f and at each p the set of all v which satisfies (5.8)+(5.9)+(5.10)+(5.11) is an affine subspace. Thus we can chose a unique solution v(p) as the minimizer of the norm |v(p)| (as Nash did for isometric embeddings).
It remains to prove the first statement on the open dense property. We denote by Γ (2) (M, R q ) the space of 2-jets of C k -mappings from M m to R q with 2 ≤ k ≤ ∞. The condition that f is (g 0 , T 0 ) -free is equivalent to the following. For each p ∈ M the basis vectors of To show that this space is dense, we use the following corollary of the Thom transversality theorem whose proof is given in [Gromov(1986) ].
5.13.1. Lemma. ( [Gromov(1986) 
We apply this Lemma for the complement S of the open set defined by property P A
. This proves the dense property of (g 0 , T 0 )-free embeddings. 2
Step 2. Implicit function theorem. Now we can apply the Nash-Gromov implicit function theorem [Gromov(1986) 
then there exists a perturbed mapf such thatũ
Proof. It suffices to show that the Nash-Gromov implicit function theorem [Gr1986, 2.3.2] can be applied in our case. First we recall some necessary definitions and notations in [Gromov(1986) ].
Let X → M m and G → M m be smooth vector bundles over a smooth manifold M m . We denote by X (r) the space of (r)-jets of sections of X, and by X α (resp. G α ) the space of C α sections of X (and of G respectively). Suppose that D : X r → G 0 is a smooth differential operator of oder r, in other words, there exists a smooth map △ : (
. This number d is called the defect of the infinitesimal inverse M. We require that d ≥ r.
(2) The operator M x (g) = M(x, g) is a differential operator of oder d in x. Moreover the global operator
is also a differential operator , i.e. it is defined via a smooth map from
Nash-Gromov implicit function theorem. [Gromov(1986) 
Now let us verify the condition in the Nash-Gromov implicit function theorem for our case. In our case X is the trivial fibration R q × M m , and
is a smooth differential operator of first oder. Proposition 5.13 states that the operator D is infinitesimal invertible over the set A = A 2 ⊂ X 2 consisting of (g 0 , T 0 )-free embeddings. Indeed, this set A = A 2 consists of C 2 -solutions of an open differential relation A on X 2 . Thus the condition (1) is satisfied. For x(= f ) ∈ A = A 2 and (g) ∈ G 0 we denote by M(x, g) the unique solution of (5.8)+(5.9)+(5.10)+(5.11) which satisfies the minimizing property (in Proposition 5.13 such a map x is denoted by f .) It is straightforward to check that the global operator
is a smooth differential operator. Thus the condition (2) is satisfied. The condition (3) also follows from Proposition 5.13.
This completes also our proof of Proposition 5.14.
2
Step 3. C k -embedding of (M m , g, T ) into a linear statistical space. We fix now our free C k -embedding f : M → R N (m) together with the constant E := E(f ) obtained by applying Proposition 5.14 to f . Here we set N(m) = (m(m+1)−1)m(m+1)+2−m. Thank to the Nash isometric embedding [Nash1956] and the dense property of (g 0 , T 0 )-free embeddings, we can assume that f is sufficient close to an isometric embedding
with respect to the metric (1/2)g. Hence
(1/2)g is a positive definite form. Such an embedding f is called short w.r.t. g. We compose f with an embedding h : R N (m) → R 2N (m) in Theorem 3.13.b to get a new map u = h • f , which still free, short w.r.t g and moreover u(T 0 ) = 0. Now we want to use the Nash approximation trick by adding an extra dimension q(m) in the target space R 2N (m) .
Lemma. Let q(m) = (m+2)(m+3).
There exists a C k -embedding
Proof. We can get the existence of u 1 satisfying (5.15.1) by applying the Nash approximation method [Nash1956, Gr1986] . Namely, we note that the form g 1 = g − u * (g 0 ) is positive definite, therefore it can be approximated in C k -topology by metrics g 1 j , j = 1, ∞, which is pull back of g 0 via some
Here we always assume that k ≥ 3. This number 2l first was obtained by Nash and then it was estimated from above via (m + 2)(m + 3)/2 by Gromov [Gr1986] . We denote by h : R q(m) → R 2q(m) the isotropic embedding in Proposition 3.13.b. Now we put u 1 := h • f 1 , where f 1 is an embedding which satisfies the following equality (see (5.15.3))
Clearly, u 1 satisfies (5.15.1) and (5.15.2). 2
We shall combine this approximating Lemma 5.15 with our perturbation device (Proposition 5.14) to get the following C k -embedding into a linear statistical space. This embedding is the main result of step 3. Proof. If T = o then our statement is a consequence of Proposition 5.1. So we shall assume that T = 0. We fix a (g 0 , T 0 )-free C k -embedding u and an extra C k -embedding u 1 as in Lemma 5.15. According to our perturbation device (Proposition 5.14) there exists an
Now we consider the following C k -embedding (u 2 , u 1 ) : M m → R 2N (m)+q(m) . First we compute that (u 2 , u 1 )(g 0 ) = (u 2 ) * g 0 + (u 1 ) * g 0 = g,
Then our embedding (u 2 , u 1 ) satisfies the condition of Proposition 5.16. 2 5.16.1. Remark. The existence of a number A in 5.16 is the main point in our proof which distinguishes our problem with the isometric embedding in Riemannian geometry. This number A is associated with monotone invariants of (M m , g, T ).
Step 4. Embedding into Cap . We denote by U + the intersection U ∩ Cap 3 + . We now choose U so small such that the product U × n U ⊂ S 4n lies in the complement S 4n−1 \ C. The same argument as in the proof of Proposition 4.8 yields that the diameter with weight ρ of U is equal to infinity. Thus there exists an isostatistical embedding from (R n , g 0 , A · · · T 0 ) into the direct product of n copies of U, which is a statistical submanifold of Cap 4n \ C. 2
Proof of Theorem 5.2 for the non compact case. We can deal with this case by using the compact decomposition of M m as Nash did for the isometric embedding for the smooth case [Nash(1956) ]. Namely we cover M m by disk neighborhoods N is the desired isostatistical embedding, since the statistical structure on S N (m)−1 is induced from the (non-linear) statistical structure on R N (m) . We can see this easily by noticing that both symmetric forms g 0 and T S are decomposable w.r.t. the embedding i : R n → R n+l for any n, l > 0, i.e. g 0 (R n ) = i * (g 0 )(R n+l ), T S (R 
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A remark on quantum statistical manifolds.
Quantum statistical manifolds are an important class of statistical models, so we devote a section for consideration of these manifolds.
As we have seen in section 2, we can define a statistical structure (g, T ) on a given manifold M once a divergence function ρ is given on M × M. For classical statistical models, the divergence function ρ can be taken as the relative entropy function (also the Kullback divergence, the KullbackLeibler information) or as the Jensen function of the entropy function. In the quantum world the analog of the entropy function is the Neumann entropy and we also have have the quantum relative entropy.
Let H n be a Hilbert space. A density operator ρ is a non-negative defined Hermitian operator on H whose trace is equal to 1. We denote by S the set of all density operators on H. We define by S k the subset of operators ρ in S with rk ρ = k. It is well known that the space S 1 can be identified with the space CP n−1 . A quantum statistical model is a submanifold M m in a S with a statistical structure being derived from the Neuman entropy It is known that a metric torsion of a Fisher metric derived from this quantum relative entropy can be non-zero. In other words the tensor T may not be 3-symmetric. We call such a statistical structure true quantum statistical structure. Clearly no true quantum statistical manifold can be realized as a submanifold of a classical statistical manifold (because the tensor T of a classical statistical manifold is a 3-symmetric tensor). It is also interesting question to consider the embedding of Cap N into a "universal" quantum statistical manifolds.
