Fractional calculus and its applications involving functions of several variables  by Kalia, R.N. & Srivastava, H.M.
PERGAMON Applied Mathematics Letters 12 (1999) 19-23 
Applied 
Mathematics 
Letters 
Fractional Calculus and Its Applications 
Involving Functions of Several Variables 
R. N. KALIA 
Department of Mathematics 
St. Cloud State University 
St. Cloud, Minnesota 56301-4498, U.S.A. 
raviQcondor, stcloudstate, edu 
H. M. SRIVASTAVA 
Department of Mathematics and Statistics 
University of Victoria 
Victoria, British Columbia V8W 3P4, Canada 
hat £msr i~nath, uric. ca 
(Received and accepted October 1998) 
Abst rac t - -The  authors apply certain operators of fractional calculus (that is, integrals and deriva- 
tives of an arbitrary real or complex order) with a view to deriving various families of bilateral ex- 
pansions associated with functions of several variables. They also present relevant connections of the 
bilateral expansions obtained in this paper with those given in earlier works on the subject. (~) 1999 
Elsevier Science Ltd. All rights reserved. 
Keywords--Fract ional  calculus, Riemann-Liouville operator, Leibniz rule, Bilateral expansions, 
Special functions, (Srivastava-Daoust) generalized Lauricella function, Multiva~iable hypergeometric 
functions, Incomplete gamma functions, Entire functions. 
1. INTRODUCTION AND PREL IMINARIES  
One of the most frequently encountered tools in the theory of fractional calculus (that is, integrals 
and derivatives of an arbitrary real or complex order) is provided by the Riemann-Liouville 
operator Of  defined by (eft, [1]), 
I r(~)foZ(z-O-'-xY(Od¢, 
Dz ~ {f (z )}  := ~-~D~z -m {f (z )} ,  
(~(.) < 0), 
(m-1  <R(#)<m;  mEN) ,  
(1.1) 
provided that the integral exists, N being (as usual) the set of positive integers. Among numerous 
other interesting (as well as useful) properties, the Riemann-Liouville operator D~ satisfies a 
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generalized Leibniz rule in the form [1, p. 317], 
Du~ {f (z)g(z)}  = ~ Dz ~-"-~n {f(z)} D; +'`n {g(z)} 
n=-~ u ~n (1.2) 
(# ,uEC;  0<~_< 1), 
which, in its special case when 
u=0 and ~=1,  
yields a familiar (unilateral) Leibniz rule for fractional calculus. 
Numerous earlier works made use of (1.2) and its particular cases in obtaining unilateral and 
bilateral expansions associated with various families of special functions (see, for example [2]). 
The main purpose of this paper is to apply the generalized Leibniz rule (1.2) in order to de- 
rive various families of bilateral expansions for certain multivariable functions which are defined 
by (absolutely convergent) multiple series with essentially arbitrary coefficients. A number of 
applications and special cases of these multivariable xpansion formulas will also be considered. 
The following result (given elsewhere by Srivastava [3, p. 195, Theorem 2]) will be required in 
our present investigation. 
THEOREM 1. In terms of a suitably bounded multiple sequence 
{a(gl,... ,e~)}, (ejeNo:=Nu{OI;j=l,...,r) 
of complex numbers, define the multivariable function F (Z l , . . . ,  z~) by 
F(Zl,..., z~) := 
O0 
y~ a(e~, .,e~)zf~.. ~ . .  . Z r 
gb . . . ,g , ,=O 
([zj[ < Rj;  j = 1 , . . . , r ) .  (1.3) 
Also let 
Then 
oo F(A + L) ~ 
@,")(z~,..,z~):= ~ r(,+L).a(e~,..,e~)d,...z~ 
£1 ,...,g,.=O 
(L :=~agl +...  +~g~; (~ >0; fz~l <Rj ;  j = 1 , . . . , r ) .  
D"z {z ~-1F(x l z~ ' , . . .  ,xr z ~ } : z a -u -10~ ~'x-u) (x l z~, .  . . ,xr z ~') 
(A ¢ 0 , -1 , -2 , . . . ;  ~j > 0; [xj z ej[ < Rj ; j = 1 , . . . , r ) ,  
provided that each member of (1.5) exists. 
(1.4) 
(1.5) 
2. A GENERAL FAMILY  OF  B ILATERAL  EXPANSIONS 
We first state the following theorem. 
THEOREM 2. Corresponding to a multivariable function G(Zl , . . . ,  Zs) defined by 
(DO 
a(zl,. .,zs) := ~ A(ml,...,ms) z?' ...z?~ 
ml, . . , rns=0 
( [z j [<S j ;  j = 1 , . . . , s ) ,  
(2.1) 
where {A(ml,. . . ,  ms)} is a suitably bounded multiple sequence of complex numbers, let 
oo F(A + M) . A(ml , . . . ,ms)  z~l . . . z~"  • (~,~)(zl,...,zs):= ~ r(,+M) 
ml, . . . , rns=O 
(M :=  rhm 1 +. . .  + ~sms; ~j > 0; Izj[ < Sj;  j = 1, .. ,s) .  
(2.2) 
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Also let 8r”‘)(tl,. . . , zT) be given by (1.4) and define the (r + s)-variable function 
$$qx1,. . . ,xr; Yl,. . . , Yd) 
$y(Xl, . . . ,xr; Ylr...,Ys ):= 2 2 ;;;-;;:i 
e1 ,..., e,=o ml ,..., m.=o 
.fi(el,. ..,e,)++ .,m,)2:‘...+ yY’...y,m” 
(IZjj<$;j=l,..., ?-; lykl<sk; k=l,..., s), 
(2.3) 
where L and M are already given with (1.4) and (2.2), respectively. 
Then 
$/JJy, P+-P-l) 
(21,...,&-; Ylr..-7 Ys) 
=,& n(y~rcn)8:p.p-p+u+m)(~~,...,5,)~~~~u-Y--m)(yl,...,ya) (2.4) 
(Jz~[ < Rj ; j = 1, e.. 7 ?-; lykl < Sk ; k = 1,. . , S; 0 < K 5 1)) 
provided that each member of the bilateral expansion (2.4) exists. 
PROOF. Our derivation of assertion (2.4) of Theorem 2 would make use of the generalized Leibniz 
rule (1.2) and such fractional differintegral formulas as (1.5) given by Theorem 1. Indeed, if in 
terms of %he multivariable functions 
F(q,. . . ,z,) and G(.zl,. . . ,.z,) 
defined by (1.3) and (2.1), respectively, we set in (1.2), 
f(z) = F-l F (xl zcl,. . . ,x, ze) (2.5) 
and 
g(z) =9-l G(yl~V1,...,ys~“S), (2.6) 
respectively, and make use of (1.5) and its analogue applicable to the multivariable function 
in (2.6), we readily arrive at the bilateral expansion (2.4) upon setting z = 1 or making the 
following changes of variables: 
Xj H Xj .Z -& (j = l,...,~) and yj ++yjZ-” (~=I,...,s). 
3. APPLICATIONS INVOLVING SPECIAL FUNCTIONS 
Two interesting consequences of 
sion (2.4), we set 
Theorem 2 are worthy of note. If, in the bilateral expan- 
o = 1 and Y1 = ... = yS = 0 (3.1) 
or 
p = 1 and x1 = ’ .. = x, = 0, (3.2) 
we shall obtain two essentially equivalent expansion formulas given by the following theorem. 
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THEOREM 3. Under the hypotheses of Theorem 2, 
Q~‘P-p)(21r G> = ;r(p+l) 2 sin [7r(~ + MI)] “‘7 
12=_-Do (~+~n)r(P----Kn+l) 
. Q:p,m+~+nn) (21 2 ) 
I”‘, r 
( ]~j] < Rj ; j = 1,. . . ,r; /A # -1, -2, -3,. . .; ;#z;o<n<l) 
(3.3) 
and 
da* u-d (y1, . . sin [7r(~ - p + MI)] 1) 71=_-M (v-P+Kn)r(V+Kn+l) 
. d”,a-v-nn) (y1,. . . ) ys) 
1) 
(3.4 
( [Yjl < Sj ; j = 1,. . * 7 8; p # -1, -2, -3, *. . ; y&z; O<K<l), 
provided that each member of (3.3) and (3.4) exists. 
Each of assertions (2.4), (3.3), and (3.4) can be applied in order to derive bilateral expansions 
associated with the (Srivastava-Daoust) generalized Lauricella function of several variables (cf. 
[4, p. 37 et seq.]). F or a simple example illustrating the usefulness of Theorems 2 and 3 in deriv- 
ing bilateral expansions involving multivariable hypergeometric functions, we choose to apply a 
special case of (3.4) with 
qr = . . . = r], = 1 and (T = X + p. 
Following the usual notations and conventions (cf. [4, p. 38]), we thus find from (3.4) that 
Fe+;i;;;::.,$# 
(ap): (b&);...; bp ; ( > 
A, (at): (a,);..*;(/3$); Y1r...‘Ys 
1 
sin [7r(~ - j.k + in)] 
~=_-oo (~-~++~)r(~+~~+l)r(x+cl----_IE1z) 
(3.5) 
( x, p + 1 # 0, -1, -2,. . . ; ~f$Z;O<.~~), 
provided that each member of (3.5) exists. 
A special case of the bilateral expansion (3.5) when s = 1 can easily be written in the form (cf. 
[3, p. 198, equation (65)]) 
F 
or, . . ..ap. 
P e+1 z 
A, W,...,Qe; 1 
= X r(x) r(p + 1) 2 sin [7r(v - p + KJI)] 
n=_-oo (v - CL + in) r(v + ~~+i)r(~+p-v--_n) 
‘p e+1 F 
1 
al,. . . , a,; 
2 
X+/L-V-W& CXl,...,CYe; I 
(3.6) 
( x, p + 1 # 0, -1, -2,. . ; g+z; O<K<l), 
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whose fur ther  special case when 
p - l=/=0 and a l=p 
yields the bilateral expansion 
oo 
1FI(p; A; z) = ~ F(A) F(# + 1) y~ 
7~ 
sin [Tr(v - / . t  + ~n)] 
(v -  # + ~n) r (~ + ~n + 1) r(A + #-  v -  ~n) 
• iF i (p ;A+#-v-~n;z )  
A, # + 1 # 0, -1 ,  -2 , . .  • (# - v______~) Z;  0<~_< 1) .  
(3.7) 
For  
#=p-A and v=p-6 ,  
our bilateral expansion (3.7) would correspond to a known result given by Osier [5, p. 12, Entry 3]. 
b-hrthermore, in view of the relationship [3, p. 184, equation (18)] 
z--O~ 
7*(a,z) : - r (a+ 1 - - - - -~  -y (a ,z )  
e-Z  
- - -  1F1(1 ;  ~ + 1; z ) ,  r(~ + 1) 
(3.8) 
yet another special case of the bilateral expansion (3.7) when p = 1 would yield the following 
result for the entire incomplete Gamma funct ion "y* ( a, z): 
-~* (~X, z)  = ~n + u 
n~--OO 
(3.9) 
which, for 
A=j3 -a ,  #=a,  u=6,  and ~=c,  (0<c<1)  
provides the corrected version of a bilateral expansion asserted recently by Kalia [6, p. 88, equa- 
tion (24)]. This incorrect result of Kalia [6] did indeed appear as such also in his earlier work 
[2, p. 13, equation (70)]. 
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