Let a set N of items, a capacity F 2 IN and weights a i 2 IN, i 2 N be given.
Introduction and Notation
Let a set N of items, a capacity F 2 IN and weights a i 2 IN, i 2 N be given. The problem considered in this paper is the special case of the 0/1 knapsack problem, P i2N a i x i F, x i 2 f0; 1g; i 2 N where < are given natural numbers, N = N 1 N 2 is the set of items and N 1 contains all items of weight , N 2 contains all items of weight .
1
Whereas in case N 1 = ; or N 2 = ;, the set of solutions to this problem denes a matroid, this is not in general true if both N 1 and N 2 are nonempty and 6 = . Nevertheless, maximizing a linear function P i2N c i x i over the set fx 2 f0; 1g N 1 N 2 j P i2N 1 attains the maximum value of P s(t) w=1 c w + P t w=n 1 +1 c w .
The fact that this special case of the 0/1 knapsack problem can be solved in polynomial time indicates that one can derive an explicit description of the associated polytope P( ; ; F) := convfx 2 f0; 1g N j P i2N 1 x i + P i2N 2 x i Fg by means of inequalities. Indeed, this is true, as we show in this paper.
There is already an important literature on special cases of the 0/1 knapsack polytope for which a linear description is known. Wolsey 11] showed that under certain restrictive assumptions the class of minimal cover inequalities describe the convex hull of the 0/1 solutions to the inequality P i2N a i x i F. A subset S N is called a cover if a(S) > F. The cover is called minimal if a(S n fig) F for all i 2 S. Padberg 7] introduced the notion of (1; k)-con gurations, a generalization of minimal covers. A set N 0 fzg is called a (1; k)-con guration if P i2N 0 a i F, but K fzg is a minimal cover for all K N 0 with jKj = k. In 7] was proved that if N = N 0 fzg is a (1; k)-con guration, then the convex hull of the associated knapsack polyhedron is given by the inequalities P i2T x i + (jTj ? l + 1)x z jTj where T N 0 , T fzg is a (1; l)-con guration together with the inequalities x i 0, x i 1. Recently, Laurent and Sassano 5] showed that jNj minimal cover inequalities su ce to describe the knapsack polytope provided that a = (a 1 ; : : : ; a n ) is a weakly superincreasing sequence, i.e., P j q a j a q?1 for all q = 2; : : : ; n where N = f1; : : : ; ng. Finally, a complete description of the 0/1 knapsack polytope is known for the two cases a j = 1 or a j 2 b In both cases, the facets of the corresponding polytopes are no longer necessarily minimal cover-or (1; k)-con guration inequalities, but are derived by means of a \ weight-reduction" principle (see 10]).
One reason why many researchers are interested in new polyhedral results for 2 knapsack problems is that such results often apply to more general cases. In fact, Crowder, Johnson and Padberg 3] have rst shown that general 0/1 integer programs can be solved quite e ciently via branch and cut algorithms. The cutting plane phase of their code is essentially based on valid inequalities for the 0/1 knapsack polytopes associated with the rows of the given problem. Other applications include for instance the node capacitated graph partitioning problem 4] . Here the nodes of a graph must be partitioned into no more than k \clusters" such that the sum of the weights of the nodes within one cluster does not exceed a given capacity and the total sum of edges between nodes of di erent elements of the partition is minimized. For the corresponding polytope, valid inequalities can be derived that transform a knapsack inequality associated with the nodes and the capacity into a \cut-inequality" associated with the edges of the graph. Here new polyhedral results for the knapsack polytope directly apply to a better understanding of the more complex polytope. This paper is organized as follows. In the remainder of this section we give as an example the description of the polytope associated with the 0/1 knapsack inequality 2x 1 + 2x 2 + 2x 3 + 2x 4 + 2x 5 + 3x 6 + 3x 7 + 3x 8 + 3x 9 8 and introduce some notation. Section 2 deals with the two dimensional vectors (?x; y) where y = 1; : : : ; , x = b y +r c, 0 r < and , are two natural numbers. In particular, we present a recursive procedure for determing the Hilbert basis for the cone generated by those vectors. Having established a procedure for computing this Hilbert basis, we show in Section 3 how the elements of the Hilbert basis can be transformed into valid inequalities for P( ; ; F). In Section 4 we outline the proof that the inequalities of Section 3 (together with lower and upper bounds on the variables and one minimal cover inequality) describe P( ; ; F). In Section 5 we nally discuss possible extensions.
Throughout the paper we use the following notation.
Let a set N of items, a capacity F 2 IN and weights a i 2 IN, i 2 N be given. The 0/1 knapsack polytope denoted by P is the convex hull of all 0/1 vectors that satisfy the knapsack inequality P i2N a i x i F: The number F is called knapsack capacity.
Let two positive integer numbers < be given, the greatest common divisor between these numbers is denoted by gcd( ; ). For t 2 f0; g and r 2 f0; ?1g, we denote by n r (t) the integer division b t +r c. If r = 0, we also use the symbol n(t) instead of n 0 (t). The two dimensional vector (?n r (t); t) is called exchange vector, because n r (t) is the maximum number of elements having weight that can be exchanged against t elements of weight plus a given value of r. For 3 r 2 f0; ? 1g, the symbol V (r) is used to denote the (unique) exchange vector (?n(t); t) with t ? n(t) = r. Let R((?4; 3)) < R((?n(t); t)) for all 1 t < 3, R((?11; 8)) < R((?n(t); t)) for all 1 t < 8, R((?29; 21)) < R((?n(t); t)) for all 1 t < 21, R((?47; 34)) < R((?n(t); t)) for all 1 t < 34.
These properties of the integer generating set for the vectors (?n(t); t), t = 1; : : : ; are indeed not random, but hold in general as we now show. R((?n(t); t)) > R i?2 > R i?1 . This completes the proof of (a).
(b) Let (?n(t); t) be an exchange vector with t < h This completes the proof.
As a corollary of Lemma 2.5 we immediately obtain R i = minfR((?n(t); t)) j t = 1; : : : ; h 2 i+1 ? 1g, because R(h i ) < R(h i?1 ) < : : : < R(h 1 ). In addition, the 8 set H := fh 1 ; : : : ; h g is an integer generating set for the set of exchange vectors. We now brie y show that H is not only an integer generating set, but even an integral Hilbert basis for the cone C(H).
Theorem 2.7. The set H = fh 1 ; : : : ; h g de ned via (2.4) is an integral Hilbert basis for the cone C(H).
Proof. It is easy to see that the two extreme rays of the cone are the lines passing through the points (0; 0), (? ; ) and (0; 0), (?n(1); 1), respectively. Suppose, there exist points in C(H) that are not nonnegative integer combinations of the exchange vectors (?n(t); t), t = 1; : : : ; . Let (?x; y) be such a point with y minimal. We know (?x; y) = (? ; ) + (?n(1); 1) = (?( + n(1)); + ) where 0, 0 and x and y are integers. Clearly, 0 < < 1 and 0 < < 1 holds. Hence, + and consequently, (?n(y); y) is an exchange vector.
Moreover, R((?x; y)) = y ? x is integer and since y ? x = ( ? n(1) ), we obtain 0 < R((?x; y)) < . By Observation O2, x = n(y) holds, a contradiction.
Since H is an integer generating set for the exchange vectors the statement follows.
By now we have analyzed the exchange vectors (?n r (t); t) and their residua for the special case that r = 0. To end this section we deal with the case r > 0. First note that n r (t) = n 0 (t + v) ? n 0 (v) where (?n(v); v) = V (r). We now show that t max (r) = minft > 0 j R((?n 0 (t); t)) ? rg and that (?n r (t); t) = (?n(t); t) for t = 1; : : : ; t max (r) ? 1. Both relations are quite obvious for the following reasons.
n r (t) = b r+t c = b r+R((?n(t);t))+n(t) c = b r+R((?n(t);t)) c+n(t). Hence, n r (t) = n(t) and R((?n r (t); t)) := t ? n r (t) = R((?n 0 (t); t)) if and only if R((?n(t); t)) < ? r. Consequently, t max (r) = minft > 0 j R((?n(t); t) ? rg. Taking our discussions for the case r = 0 into account it follows that H r := fh i j i = 1; : : : ; h 2 i < t max (r)g f(?n(t max (r)) ? 1; t max (r))g is an integer generating set for the exchange vectors (?n r (t); t), t = 1; : : : t max (r). In addition, H r is a Hilbert basis for the cone generated by these exchange vectors. 3 The Facets of P ( ; ; F )
In this section we establish a link between the elements of the Hilbert basis H r and the facets of P( ; ; F). Throughout this section we assume that natural numbers ; ; F with gcd( ; ) = 1 and nonempty subsets N 1 ; N 2 are given. Before explaining the relation between the elements of H r and the facets of P( ; ; F) in more detail let us introduce the notion of \ -maximum" with respect to an inequality.
De nition Let otherwise, yields a root of the above inequality. Unfortunately, the inequality is not always valid for P( ; ; F). More precisely, we will show later the following.
Under the assumption that t is the -maximum with respect to P If none of the three conditions holds, the above inequality must be modi ed to be valid for P( ; ; F) in a way we outline now. In this case, there are four possibilities to determine an inequality. We rst demonstrate some of these possibilities on an example. Having introduced the inequalities (3.1), (3.3), (3.4) , (3.5) and (3.6) we now deal with the question when they are valid and facet de ning for P( ; ; F). For this purpose we rst present three easy, yet technical lemmas. The corresponding proofs are left to the Appendix. Lemma 3.7. Let natural numbers < with gcd( ; ) = 1 and 0 r < be given. For every h i 2 H r and h j 2 H r , i 6 = j the following relations hold. Lemma 3.9. Let natural numbers < with gcd( ; ) = 1 and 0 r < be given and let a 1 a 2 : : : a n 1 and b 1 b 2 : : : b n 2 , n r (n 2 ) = n 1 be two sequences of nonnegative integers such that P n(t) v=1 a v < P t v=1 b v ; for all t < h 2 .
(1 To prove the converse direction we assume that (V1) or (V2) or (V3) is satis ed. Let x 2 P( ; ; F) and set V 1 := fv 2 N 1 j x v = 1g, V 2 := fv 2 N 2 j x v = 1g. We can assume that jV 2 j < t (otherwise, x clearly satis es the inequality). Let v 2 > 0 such that jV 2 The next question to be raised is when the inequalities (3.3) { (3.6) are valid and facet de ning for P( ; ; F). This question is answered by Proposition 3.11. Here we show that under mild assumptions such inequalities are valid. In addition, for each type of inequality (3.3) { (3.6) necessary and su cient conditions are presented such that the corresponding inequality de nes a facet of P( ; ; F). It turns out that the statements as well as the corresponding proofs are quite similar for the four types of inequalities and we decided to outline just one such proof in detail. Therefore, jI 2 nJ 2 j 2 and every x 2 F c satis es the equation x u ?x w = 0 where u; w 2 I 2 n J 2 , u 6 = w.
This shows that the conditions (F1) and (F2) are necessary. To prove that both conditions are su cient such that an inequality of type (3.3) de nes a facet of P( ; ; F) is straight forward and we omit further details.
Proof of (2). This proof is very similar to the one outlined above. We just notice that c = h Proof of (3). Let Proof of (4). This proof is similar to the ones above.
To end this section we nally introduce a class of inequalities that can be viewed as a degenerate case of the inequalities (3.1). We choose numbers s; t; r; l with the properties 1 t jN 2 j, s = b F?t c, r = F ? t ? s , 1 l < n r (1) and 0 s, s + l jN 1 j. For every subset I 1 N 1 , jI 1 j = s + l, the inequality i2T 2 a i F for all T 1 S 1 , jT 1 j = t 1 and T 2 S 2 , jT 2 j = t 2 , the inequalities (3.1), (3.3) { (3.6) and (3.12) are valid for convfx 2 f0; 1g S j P i2S 1 a i x i F ? P i2C a i g. Any of these inequalities can now be expanded by ordering the variables in N n S and subsequently compute appropriate coe cients for those variables not considered before. Of course, each of these computation steps needs not be polynomial in the encoding length of the problem Ax F and for practical purposes approximate coe cients are usually determined. However, can one go further? Is it possible, for instance, to choose a valid inequality for convfx 2 f0; 1g N 1 N 2 j P i2N 1 1 x i + P Proof of Lemma 3.8.
(1) Let H r = fh 1 ; : : :; h g be the Hilbert basis as introduced in Section 2 and let (?n r (t); t) be given with h 2 i < t < h 2 i+1 . From Lemma 2.5 we know that (?n r (t); t) = P i u=1 u h u where u 0, integer and i > 0. Since a 1 a 2 : : : a nr(tmax(r)) and b 1 b 2 : : : b tmax(r) we obtain P nr(t) v=1 a v P i u=1 u P h 1 u w=1 a w P i u=1 u P h 2 u w=1 b w P t v=1 b v : If a 1 > a h 1 i , then P nr(t) v=1 a v < P i u=1 u P h 1 u w=1 a w and if b 1 < b h 2 i , then P i u=1 u P h 2 u w=1 b w < P t v=1 b v : Hence, statement (1) is true.
(2) Let (?n r (t); t) be given with t > h This proof is analogous to the proof of Lemma 3.8. We brie y outline the steps. Let (?n r (t); t) be given with t > h 2 . We write t = h 2 +t 0 where 0 t 0 < h 2 and by similar arguments as used in the proof of Lemma 3.8 we obtain n r (t) h 
