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5

Le rôle de la marée interne dans la
circulation globale1
Circulation globale et mélange mécanique
Cascade d’énergie associée à la marée
La circulation océanique globale joue un rôle important dans le climat de notre planète, parce qu’elle
transporte de vastes quantités de chaleur de l’équateur aux pôles, de l’ordre de 2000 TW, et redistribue
des substances telles que le sel, l’oxygène et le carbone. Cette circulation dépend de deux méchanismes
de forçage: premièrement, la convection profonde de l’eau dense formée aux hautes latitudes par la
perte de flottabilité à travers la surface libre et l’instabilité convective qu’elle induit. Deuxièmement,
un flux de chaleur à travers la thermocline est induit par le mélange turbulent (e.g. Munk, 1966, Munk
and Wunsch, 1998, Wunsch and Ferrari, 2004, Ferrari and Wunsch, 2009). La puissance disponible
pour ce mélange d’origine mécanique détermine la vigueur de la circulation méridienne; la convection
aux hautes latitudes donnerait en effet lieu à une circulation beaucoup plus faible que celle qui est
effectivement observée (Munk and Wunsch, 1998). Ceci implique une connection remarquable entre les
petites échelles (sous-)millimétriques du mélange diffusif moléculaire et celle de la circulation globale,
ces échelles étant liées par une dynamique aux échelles “intermédiaires” associée par exemple aux ondes
de marées internes ou aux mouvements de méso-échelle. Le mécanisme exact de transfert d’énergie vers
les petites échelles demeure une question d’étude, notamment concernant le role de l’énergie interne
(Tailleux, 2009).
L’énergie nécessaire pour ce mélange d’origine mécanique, qui en moyenne sur tout le globe
correspondrait à une diffusivité verticale de l’ordre de KV = 10−4 m2s−1, est aujourd’hui estimée à 2
TW, les vents et les marées apportant environ la moitié de cette énergie chacun (Ferrari and Wunsch,
2009). En tant que telle, la circulation méridienne est forcée mécaniquement et transporte de la chaleur
avec une grande efficacité.
Un nombre important de questions reste ouvert, comme celle de l’incertitude de l’estimation
à 2 TW de l’énergie nécessaire pour le mélange abyssal, qui est incertaine à un facteur deux près,
une incertitude qui s’applique à la plupart des sources et puits d’énergie dans l’océan global, sauf
à la dissipation de l’énergie de la marée luni-solaire (Ferrari and Wunsch, 2009). Il est bien connu
qu’environ 3.6 TW de l’énergie marémotrice dans le systeme Terre-Lune-Soleil est dissipée dans les
océans de notre planète, dont environ 2.54 TW sont associés à la marée lunaire et semi-diurne (M2) de
1Ce chapitre est une version condensée du chapitre 1 qui est rédigé en anglais, comme le coeur de cette thèse. Une
version française de la conclusion est aussi fournie à la fin. This chapter is a condensed version of introductory chapter 1.
A french translation of the conclusion is presented at the end of this work.
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surface et environ 0.44 TW sont dus à la marée semi-diurne solaire (Cartwright and Ray, 1991, Egbert
and Ray, 2001).
Une question importante est: “comment cette énergie est-elle rédistribuée au sein de l’océan et
comment est-elle finalement dissipée ?” Approximativement 2.5 TW de l’énergie luni-solaire est dissipée
dans les eaux peu profondes et ne contribue pas significativement au mélange dans l’océan profond
(Ferrari and Wunsch, 2009). Cependant, la simulation numérique et certaines données d’altimétrie
satellitaire ont suggeré que, par l’interaction avec des accidents bathymétriques, la marée de surface M2
perd environ 1 TW par conversion en ondes de gravité internes à la fréquence M2, donnant naissance à
la marée interne M2 (Egbert and Ray, 2001, Wunsch and Ferrari, 2004). Les signatures en surface des
marées internes ont été observées et semblent indiquer que les marées internes se propagent sur des
milliers de kilomètres depuis leurs régions de génération (Ray and Mitchum, 1997).
Par conséquent les marées internes augmentent le mélange diffusive irreversible dans leur zone de
génération ainsi que dans l’océan profond, de façon directe par l’augmentation du cisaillement de vitesse
et des gradients de traceurs et de façon indirecte via le déferlement des ondes à plus petite échelle.
La cascade énergétique depuis les grandes échelles vers les petites est constituée d’une multitude de
processus, allant des interactions résonantes entre les différentes longueurs d’ondes, des réflections des
rayons de marée interne à la pycnocline ainsi qu’au fond de l’océan (Gerkema et al., 2006), jusqu’à
la formation des solitons internes par fission des modes les plus bas d’ondes internes (Gerkema and
Zimmerman, 1995, Shaw et al., 2009). A petite échelle, l’augmentation de l’inclinaison des surfaces
isopycnales est à l’origine d’instabilités convectives et du déferlement des ondes internes, induisant
finalement un mélange diapycnal irréversible des masses d’eau. Les méchanismes menant vers le
déferlement des ondes internes incluent des interactions sous- et super-harmoniques, le cisaillement
auto-induit et l’instabilité paramétrique (Thorpe, 2005).
Par ces méchanismes, on estime que les marées internes contribueraient pour environ la moitié de
l’énergie nécessaire pour le mélange turbulent nécessaire au maintien de la stratification globale telle
qu’elle est observée. Ces ondes joueraient ainsi un rôle fondamental dans la circulation méridienne
(Munk and Wunsch, 1998, Wunsch and Ferrari, 2004).
Englobant neuf ordres de grandeur, de la dynamique des bassins océaniques jusqu’au mélange
millimétrique, l’observation directe et la modélisation analytique ou numérique de l’ensemble de la
cascade énergétique à l’origine de ces transferts demeurent hors de portée; même après l’arrivée
de grandes campagnes de mesure en mer dédiées, les observations in situ restent incomplètes et
intermittentes (Lien and Gregg, 2001, Rudnick and et al., 2003, Ledwell and et al., 2000). Même
si l’altimétrie satellitaire et les observations SAR fournissent une grande quantité de données sur la
propagation des modes les plus bas de la marée interne (Egbert and Ray, 2001) et des solitons internes
de forte amplitude (Apel, 1987, Hyder et al., 2005), elles ne couvrent pas les mouvements internes de
faible amplitude surfacique caractérisant les modes internes de plus petite échelle (Niwa and Hibiya,
2001). Ce manque d’observations motive par conséquent la présente étude analytique et numérique de
l’énergétique de la marée interne.
Des études récentes ont fourni des estimations de la conversion d’énergie de la marée de surface
vers la marée interne, mais aussi de l’énergie radiée sous forme de marée interne. Ces études ont
toutefois été limitées à une description bi-dimensionnelle, sous des hypothèses de ‘toit rigide’, de
(faible non-)linéarité, et l’absence de viscosité et diffusivité (Baines, 1982, Bühler and Muller, 2007,
Pétrélis et al., 2006, Khatiwala, 2003, Lewellyn Smith and Young, 2002, Lamb, 2007). La viscosité est
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cependent un ingrédient essentiel dans la théorie de la marée interne, les rayons des ondes internes
pouvant être associés à des singularités de petite échelle (Pétrélis et al., 2006). Même si Peacock
et al. (2008) ont montré qu’il existait une bonne correspondence entre les expériences en laboratoire
et la théorie linéaire faiblement visqueuse (Hurley and Keady, 1997), dans le cas où les variations
bathymétriques (sous-critiques) demeurent faibles par rapport à la profondeur totale ou dans le cas de
varations brutales (“knife-edge”), Echeverri et al. (2009) montrent la nécessité de prendre en compte
les processus diffusifs.
La conversion d’énergie de la marée de surface vers la marée interne est souvent définie de la
façon suivante, moyennée sur une période de marée,
〈−→∇ · (p′−→v ′)〉
T
= −ρ0 〈b′v¯z〉T , (i.1)
où −→v ′, p′, b′ sont la vitesse et la pression baroclines, l’anomalie de flottabilité et v¯z la vitesse verticale
induite par le courant barotrope horizontale arrivant sur un accident bathymétrique, alors que 〈.〉T
correspond à une moyenne temporelle et ρ0 est une densité de référence constante (Niwa and Hibiya,
2001, Holloway and Merrifield, 1999, Gerkema et al., 2004, Di Lorenzo et al., 2006). Cette équation
indique que, moyennée sur (au moins) une période de marée, la divergence nette du flux barocline de
pression (associé au flux d’énergie des ondes de gravité internes de faible amplitude (Gill, 1982)), est
équilibrée par un flux moyen de la flottabilité dû à la marée de surface. Cependant, cette formulation
est inappropriée pour des marées internes de forte amplitude, nécessitant l’inclusion les flux advectifs
d’énergie (e.g. Scotti et al., 2006, Lamb, 2007) et des non-linéarités. De plus, l’équation (i.1) ne prend
pas en compte les effets associés aux mouvements de la surface libre, la viscosité et la diffusivité.
Les premiers se révèlent être importants dans le bilan de l’énergie barotrope de la marée, tandis que
l’évaluation des effets visqueux et diffusifs constituent un des objectifs de la présente étude. L’absence
de mécanismes non-linéaires limite le réalisme de la cascade énergétique vers les petites échelles, alors
que l’utilisation d’un toit rigide empêche l’évaluation explicite de la conversion de la marée. Pourtant,
l’inclusion d’un toit libre, de la viscosité et la non-linéarité dans une théorie de la marée interne reste
hors de portée, et rend nécessaire une approche numérique.
Des simulations globales ont permis de localiser les sites primaires de conversion d’énergie de
la marée barotrope vers la marée interne (Simmons, 2008) et les flux baroclines d’énergie associés,
comme le détroit de Drake, la chaîne d’îles de Hawaï, la bathymétrie complexe autour des Fiji, la
marge continentale très pentue du Golfe de Gascogne et, dans l’océan Atlantique Sud, la dorsale
medio-Atlantique (cf. Figure 1.2). Pourtant, la modélisation numérique à l’échelle globale de toutes les
échelles pertinentes à la cascade d’énergie de la marée barotrope vers le mélange via la marée interne
demeure hors de portée.
Les efforts de modélisation à l’échelle régionale se sont focalisés sur la conversion de la marée
barotrope M2 puis sur la propagation de la marée interne générée notamment à Hawaï (Holloway and
Merrifield, 1999, Munroe and Lamb, 2005, Di Lorenzo et al., 2006, Katsumata, 2006, Carter et al.,
2008), ainsi que sur la génération et le déferlement des solitons internes (Lamb, 2007, Scotti et al.,
2006). Carter et al. (2008) en particulier ont modélisé les transferts énergétiques associés à la marée
interne à la fréquence M2 autour de la chaîne d’îles de Hawaï, concluant finalement que la dissipation
locale est un facteur non-négligéable dans le bilan d’énergie intégré sur la zone de génération de la
marée interne. En revanche, comme dans l’étude précédente, l’évaluation des transferts d’énergie est
souvent réalisée de façon ad hoc, et les équations analytiques sont discrétisées directement, ce qui
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entraîne des incertitudes sur une fraction considérable des transferts primaires d’énergie (i.1). Une
évaluation significative des transferts d’énergie associés au mélange induit par les marées internes n’est
finalement pas possible (Holloway and Merrifield, 1999, Munroe and Lamb, 2005, Di Lorenzo et al.,
2006, Katsumata, 2006, Carter et al., 2008).
Quantification des sources et puits de la marée interne
Dans ce contexte, la présente thèse apparaît ainsi comme une étape en direction de la quantification
de la cascade énergétique associée aux marées internes, à leur génération, à leur propagation et à leur
dissipation. L’approche choisie inclut la simulation numérique ainsi que la simulation physique, et ce
de façon complémentaire, avec trois objectifs:
• la quantification des transferts d’énergie primaires impliqués dans la génération et la propagation
de la marée interne,
• la quantification de l’énergie dissipée par diffusion diapycnale associée à la marée interne,
• la validation des résultats numériques par comparaison aux mesures (in situ, satellitaires, en
laboratoire),
ce dernier point étant abordé de façon préparatoire à partir d’une série de mesures en laboratoire.
Dans la présente thèse, une analyse complète de l’évolution de l’énergie est proposée, pour la
marée interne depuis sa génération jusqu’à sa dissipation. Cette analyse repose explicitement sur le
modèle océanique conservatif à toit libre et coordonnées Sigma généralisées Symphonie (Marsaleix
et al., 2008, Auclair et al., 2010) et permet de quantifier tous les transferts d’origine aussi bien physique
que purement numérique. La formulation de la conservation de l’énergie globale pour des domaines
fermés telle qu’elle est proposée par Marsaleix et al. (2008) est ici étendue afin de considérer les flux
latéraux à travers les frontières de sous-domaines ouverts, afin d’estimer la quantité d’énergie radiée
sous forme de marée interne. Dans ce contexte, les transferts associés aux choix numériques et la
discrétisation sur la grille C d’Arakawa sont évalués explicitement.
Cette analyse énergétique est détaillée dans deux cas qui sont distincts physiquement:
• la génération de la marée interne à la fréquence M2 par l’arrivée d’une onde barotrope sur une
dorsale Gaussienne dans un océan stratifié dans un repère tournant,
• la génération à l’échelle du laboratoire d’ondes internes par l’oscillation horizontale d’une dorsale
Gaussienne dans une cuve stratifiée en densité.
Ces deux cas sont décrits en détails dans les Chapitres 5 et 6.
Afin d’estimer la validité du modèle numérique basé sur le modèle Symphonie-NH qui est utilisé
dans cette étude, une série d’expériences en laboratoire a été réalisée, en effectuant des mesures
simultanées de la vitesse et de l’anomalie de flottabilité à haute résolution spatio-temporelle. Sous
certaines conditions, l’étude en laboratoire d’une dorsale oscillante correspond à la génération de la
marée interne dans un référentiel qui est lié l`a marée batrope (Chapitre 1).
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Organisation du manuscrit
La présente thése est organisée en quatre parties.
A la suite de cette introduction condensée, le rôle remarquable du mélange à petite échelle dans
la circulation globale, la contribution énergétique de la marée barotrope ainsi que la redistribution de
cette énergie par les marées internes sont présentées (Chapitre 1).
La méthodologie numérique est presentée dans la Partie II. Le Chapitre 2 présente les équations
dynamiques et est suivi par une présentation et une discussion des équations analytiques de l’évolution de
l’énergie adaptées à la dynamique de la marée de surface et de la marée interne dans l’océan profond au
Chapitre 3. Dans le Chapitre 4, on souligne l’importance de la cohérence entre la formulation discrétisée
des transferts d’énergie et des équations dynamiques du modèle en vue d’assurer la conservation de
l’énergie entre les compartiments cinétique et potentiel via le flux de flottabilité. Ayant verifié la haute
précision du bilan global de l’énergie par une analyse succincte des transferts d’énergie physiques ainsi
que numériques, on se focalise ensuite sur l’évaluation numérique des flux d’énergie associés au mélange
diapycnal, lequel aura été introduit en détail dans le Chapitre 3. Ces résultats sont ensuite comparés à
des analyses théoriques sur un exemple simple.
Les résultats principaux de ce travail sont présentés dans la Partie III,
Dans le Chapitre 5, des sections verticales de la vitesse verticale et de ses composantes associées
à la marée de surface et à la marée interne induite par l’arrivée de la marée barotrope sur une
dorsale Gaussienne dans une région océanique stratifiée sont presentées en vue de valider la relation de
dispersion pour des modes normaux des ondes internes gravito-inertielles de type Poincaré.
Les principaux résultats de cette thèse sont presentés dans le même Chapitre 5, un système
d’équations simplifiées décrivant l’évolution de l’énergie moyennée sur une période de marée est proposé
pour la génération, la propagation et la dissipation de la marée interne induite par l’arrivée de la marée
barotrope sur un accident bathymétrique dans une région océanique stratifiée. Dans ce chapitre, les
transferts d’énergie mécanique primaires sont tout d’abord identifiés dans une simulation de contrôle et
une étude de sensibilité à la diffusivité verticale (turbulente) et horizontale est présentée. En particulier,
on montre que :
1. en moyenne sur une période, l’énergie perdue par la marée barotrope correspond presque
exactement au flux vertical barotrope de flottabilité, induisant ainsi une conversion nette d’énergie
depuis le compartiment cinétique barotrope vers le compartiment potentiel,
2. en moyenne sur une période, le flux barotrope net de flottabilité est approximativement équilibré:
par une conversion d’énergie potentielle vers le compartiment cinétique barocline via la composante
barocline du flux de flottabilité, par un gain local net d’énergie potentielle et par un flux d’énergie
potentielle à travers les frontières ouvertes,
3. toujours en moyenne sur une période, la composante barocline du flux net de flottabilité correspond
presque exactement à la divergence du flux barocline associé aux forces de pression, ce dernier
étant couramment identifié comme le flux radiatif associé à la marée interne.
Ce bilan très général des transferts primaires d’énergie ne dépend que de façon très marginale
de l’amplitude de la dissipation numérique. En outre, dans ce même chapitre, la dépendance des
flux primaires à la hauteur h0 de la topographie est analysée en faisant varier cette dernière sur
toute une gamme de valeurs associées à des pentes topographiques faibles (sous-critiques) et à des
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pentes fortement sur-critiques. La forme de la partie barotrope du bilan d’énergie, qui représente la
perte d’énergie par la marée barotrope lors de la génération de la marée interne, est conservée dans
tous ces cas. Les bilans d’énergie barocline potentielle et cinétique gardent aussi leur forme dans le
régime quasi-critique. Toutefois, les bilans d’énergie barocline potentielle et cinétique montrent de
faibles changements dans les régimes sous-critiques et sur-critiques, associés respectivement à la faible
amplitude de la marée interne et à l’importance des termes non-linéaires dans le second cas.
Le Chapitre 6 détaille les approches complémentaires de modélisation physique et numérique de la
génération de la marée interne à l’échelle du laboratoire, ainsi que les méthodes de mesure simultanée de
la vitesse et de l’anomalie de la flottabilité. Dans ce Chapitre 6, la simulation physique de la génération
de la marée interne par une dorsale de forme Gaussienne oscillante horizontalement dans une cuve
remplie d’eau salée et stratifiée linéairement sur la verticale est comparée à sa simulation numérique
directe, non-hydrostatique et à haute résolution. De plus, le budget énergétique d’un sous-domaine est
quantifié.
Dans la Partie IV, les principaux résultats sont interpretés et résumés dans le Chapitre 7, et les
conclusions majeures sont présentées dans la Section 7.4, ouvrant plusieurs pistes d’études futures
détaillées dans le Chapitre 8. Les conclusions et perspectives de ce travail sont résumées en français
dans le dernier chapitre (non-numéroté) de cette thèse. La suite de cette thèse est rédigée en anglais,
et commence par une introduction plus détaillée du sujet et des questions pertinentes.
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Chapter 1
Introduction (english)
1.1 Global circulation and mechanical mixing
The global ocean circulation plays an important role in global climate because it transports vast
amounts of heat from equator to pole, on the order of 2000 TW, and redistributes other substances
such as salt, oxygen, and carbon. This circulation depends on two forcing mechanisms: firstly, deep
convection of dense water formed at high latitudes by heat loss to the atmosphere and subsequent
convective instability, while secondly mechanical mixing (much stronger than molecular diffusivities)
in the ocean interior is required to make deep water resurface across the globally stable oceanic density
stratification (e.g. Munk, 1966, Munk and Wunsch, 1998, Wunsch and Ferrari, 2004, Ferrari and
Wunsch, 2009). The power available for mechanical mixing determines the strength of the overturning
circulation; by itself convection at high latitudes would lead to too weak a circulation (Munk and
Wunsch, 1998). This implies a remarkable connection between the small, (sub-)millimetric scales of
diffusive mixing and that of the global circulation, linked by intermediate dynamics such as internal
waves and tides and meso-scale motion.
The mechanical mixing energy, corresponding to a globally averaged deep-ocean vertical diffusivity
on the order of KV = 10−4 m2s−1, that is required to maintain the observed abyssal ocean stratification
is roughly estimated to be about 2 TW, of which about half is wind-driven while the remainder is
attributed to the dissipation of internal tides in the ocean interior (Ferrari and Wunsch, 2009). As
such, the global overturning circulation is mechanically driven and transports heat very effectively.
A number of important questions remains open, not least the fact that, though plausible, the
estimate of required abyssal mixing energy of 2 TW is uncertain within a factor two. This also applies
to most other estimates of energy sinks and sources in the global ocean, apart from the tidal energy
dissipation (Ferrari and Wunsch, 2009). The energy pathway associated with wave-induced mixing
and whether the thermohaline circulation is mechanically driven also remains a question of debate, in
particular concerning the role of internal energy (Tailleux, 2009).
1.1.1 Tidal energy cascade
It is well-known that about 3.6 TW of the tidal energy in the earth-moon-sun system is dissipated in
the world’s oceans, of which 2.54 TW due to the semi-diurnal lunar (M2-) barotropic surface tide and
next in line 0.44 TW due to the semi-diurnal solar surface tide (Cartwright and Ray, 1991, Egbert and
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Ray, 2001).
An important question is how this energy is repartitioned into different kinds of oceanic motion,
and how it is eventually dissipated. Approximately 2.5 TW of the lunisolar tidal energy is dissipated
in shallow seas and does not significantly contribute to deep ocean mixing (Ferrari and Wunsch,
2009). However, numerical simulation and satellite altimetry data suggest that conversion from the
M2 surface tide by interaction with sloping seafloors into internal gravity wave motion at the M2-tidal
frequency, the M2 internal tide (cf. Section 1.3), amounts to about 1 TW, that is nearly 30% of the
total tidal dissipation (Egbert and Ray, 2001, Wunsch and Ferrari, 2004). Low-mode internal tide
surface signatures are observed to propagate for thousands of kilometres away from their generation
regions, such as from the Hawaii ridge (Ray and Mitchum, 1997).
To small scales ...
Both in the generation regions and the deep ocean, the internal tides may enhance irreversible
diffusive mixing, directly through enhanced velocity and scalar shear and indirectly through turbulence
associated with small-scale wave-breaking. The required energy cascade from large to small-scale
internal waves may occur for example through the formation of higher harmonics due to resonant
wave-wave interactions, reflection of internal tide beams at the pycnocline and solid surfaces (Gerkema
et al., 2006) and the fission of low-mode internal waves into solitons (Gerkema and Zimmerman, 1995,
Shaw et al., 2009).
...and mixing
Subsequent small-scale internal wave breaking is associated with steepening of isopycnal surfaces
that leads to static instability and irreversible diapycnal transfer of water properties such as heat
and salinity. The internal wave steepening may result from a multitude of processes as reviewed
by Thorpe (2005), which have been analysed in laboratory experiments and sometimes observed
in nature, including self-induced shear, local shear-enhancement due to superposition of large- and
small-scale waves (Lien and Gregg, 2001), sub- and superharmonic resonant interactions and parametric
instability (e.g. Gerkema et al., 2006). The latter is likely to occur near the generation regions of
sloping sea-floor topography where the internal tide is continually sustained by the barotropic tide.
By these mechanisms, the internal tides are suggested to provide the abyssal ocean with half of the
small-scale mechanical mixing energy required to maintain the observed global stratification and to
play a fundamental role in the meridional overturning circulation (Munk and Wunsch, 1998, Wunsch
and Ferrari, 2004).
1.1.2 Quantification of internal tide energy sources and sinks
In this context, this thesis aims to improve the understanding of the energy cascade associated
with oceanic internal tides, from their generation at and propagation away from sloping submarine
topography, as well as viscous and diffusive dissipation.
The adopted approach consists of complementary numerical and laboratory simulation of idealised
cases of internal tide generation both at the oceanic and laboratory scales, with three primary objectives:
• quantification of the primary energy conversions in internal tide generation and propagation;
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• quantification of the energy expended in diapycnal diffusion due to the internal tide;
• validation of the numerical results by comparison with real-world in situ, satellite and laboratory
observations,
where the last point is treated in preparatory fashion by means of a series of laboratory experiments.
In view of observational, theoretical and computational constraints, detailed below, it seems desirable
to adopt an integrated approach comprising all three methods for a detailed analysis of internal tide
energetics. In this study, firstly an energy-conserving regional ocean model is used to analyse the
internal tide energy transfers at the oceanic scale associated with a barotropic tidal wave impinging on
a Gaussian ridge.
The accuracy of any model of reality can only be tested by comparison with real-world observations.
Therefore, additionally a series of corresponding laboratory experiments is carried out to simulate
internal tide generation, in which the ridge oscillates rather than the barotropic tidal flow. These
experiments are subsequently modelled numerically by means of direct numerical simulation. However,
first the context of the present work is further detailed.
1.2 The challenge of scale
1.2.1 Observations & Scales
The internal tide energy transfers through the wide range of length and time-scales involved, from basin
scale dynamics to millimetric mixing and vice versa, are not covered by the present-day patchy, inter-
mittent in-situ measurements, even with the advent of dedicated large-scale measurement campaigns
(Lien and Gregg, 2001, Rudnick and et al., 2003, Ledwell and et al., 2000). Moreover, observations
alone will probably never permit the quantification of all processes involved in the energy cascades
between the large and the small scales. Although altimetry and SAR observations provide ample data
on low-mode internal tide propagation (Egbert and Ray, 2001) and large amplitude solitons (Apel,
1987, Hyder et al., 2005), they cannot tell us much about weaker internal motion which lacks surface
signature (Niwa and Hibiya, 2001), which argues for theoretical and numerical investigations of internal
tide energetics.
1.2.2 Theoretical and laboratory studies
Recent theoretical studies provide estimates of tidal energy conversion, from the barotropic to the
baroclinic tide, and internal tide pressure fluxes, yet are constrained to two-dimensional motion,
the rigid-lid assumption, inviscid, non-diffusive and (weakly non-)linear cases (Baines, 1982, Bühler
and Muller, 2007, Pétrélis et al., 2006, Khatiwala, 2003, Lewellyn Smith and Young, 2002, Lamb,
2007). Viscosity is an essential ingredient to internal tide theory, which otherwise contains small-scale
singularities in the internal tide beams (Pétrélis et al., 2006), while Peacock et al. (2008) showed good
correspondence of laboratory experiments with weakly viscous, linear internal tide theory (Hurley and
Keady, 1997), yet were constrained to either sub-critical or knife-edge topography, and a low ridge
compared to the fluid depth.
Time-averaged barotropic-to-baroclinic tidal energy conversion is often defined as
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〈−→∇ · (p′−→v ′)〉
T
= −ρ0 〈b′v¯z〉T , (1.1)
where −→v ′, p′, b′ are the baroclinic velocity, pressure and buoyancy anomaly and v¯z the vertical velocity
induced by barotropic horizontal flow over sloping topography, while 〈 . 〉T indicates the temporal
average and ρ0 is a constant background density (Niwa and Hibiya, 2001, Holloway and Merrifield,
1999, Gerkema et al., 2004, Di Lorenzo et al., 2006). This equation states that, averaged over (at least)
a tidal period, the net local divergence of the baroclinic pressure flux, which is identified with the
‘classical’ energy flux of small-amplitude internal gravity waves (Gill, 1982), is balanced by an average
vertical flux of buoyancy due to the barotropic tide. It is assumed in equation (1.1) that the energy
radiated away from the obstacle equals the power input into the internal wave field by the barotropic
tide, which neglects local processes such as trapped (internal) tides as well as tidal rectification (Maas,
1987, Pérenne et al., 2000, e.g.).
The above formulation is inappropriate for large-amplitude internal tides, which requires the
inclusion of advective energy fluxes (e.g. Scotti et al., 2006, Lamb, 2007), and therefore non-linearity.
Furthermore, equation (1.1) neglects free-surface, viscous and diffusive effects. The former turn out to
be important in the barotropic tide energy balance, whereas the evaluation of viscous and diffusive
effects present one of the objectives of the present detailed study of internal tide energetics. Linearity
precludes analysis of the non-linear energy transfers, and thereby an important mechanism for the
energy cascade to small scales, whereas the rigid-lid assumption inhibits explicit evaluation of the tidal
energy conversion. However, an inclusion of a free surface, viscosity and non-linearity renders the
complete internal tide problem theoretically intractable, which therefore calls for analysis by means of
numerical models.
1.2.3 Numerical modelling of tidal energy conversion
The global numerical simulation of internal tide energy evolution from the surface tide down to mixing
spans about nine orders of magnitude in space and thus would require large-scale models with fine
spatio-temporal resolution. A global-scale model that accurately represents fine-scale mixing is neither
currently within reach, nor in the foreseeable future. Nonetheless, low-resolution global simulations
point to primary barotropic-to-baroclinic conversion sites from which internal tides are radiated (e.g.
Simmons, 2008), and associated baroclinic energy fluxes such as Drake Passage, the Hawaii island
chain, the complex bathymetry around Fiji, at the steep continental margin of the Bay of Biscay, and
in the southern Atlantic over the Mid-Atlantic ridge, as shown in Figure 1.2.
Recent regional-scale efforts have focused on the M2-tidal conversion and internal tide energy
flux, in particular at the Hawaii ridge (Holloway and Merrifield, 1999, Munroe and Lamb, 2005, Di
Lorenzo et al., 2006, Katsumata, 2006, Carter et al., 2008), as well as soliton generation and breaking
(Lamb, 2007, Scotti et al., 2006). In particular, Carter et al. (2008) modelled numerically the M2
internal tide energetics around the Hawaii ridge and principally concluded that local dissipation is
a non-negligible factor in the internal tide energy balance integrated over the IT generation zone.
However, as in the aforementioned study, the numerical evaluation of energy transfers is often done
ad-hoc, by discretising the analytical energy equations, leading to uncertainties of a significant fraction
of the primary energy transfers (1.1), precluding meaningful quantification of mixing induced by
internal tides and the associated energy dissipation (Holloway and Merrifield, 1999, Munroe and Lamb,
16
1.2. THE CHALLENGE OF SCALE
Figure 1.1: Global distribution of time-averaged and depth-integrated lunar semi-diurnal tidal baroclinic
energy flux magnitude (From Simmons, 2008).
2005, Di Lorenzo et al., 2006, Katsumata, 2006, Carter et al., 2008).
In contrast, in this thesis a complete energy evolution analysis is proposed, of the internal
tide from generation to mixing, explicitly based on the numerical scheme of the energy-conserving,
terrain-following, Boussinesq, free-surface ocean model Symphonie (Marsaleix et al., 2008, Auclair
et al., 2010), which permits quantification, control and motivation of energy expended artificially due
to model choices. Expanding upon the global energy formulation for closed basins by Marsaleix et al.
(2008), here lateral boundary fluxes of sub-domains are also considered, for example to estimate the
internal tide energy radiation from the generation region. In this context, energy transfers associated
with numerical choices, for instance temporal diffusion and discretisation onto the Arakawa C-grid are
evaluated explicitly.
The numerical energy analysis is applied in two physically distinct cases, which are described in
more detail in Chapters 5 and 6:
• M2 internal tide generation by a barotropic surface wave impinging on a Gaussian ridge in a
rotating, stratified deep ocean
• Generation of internal waves at the laboratory scale by a horizontally oscillating Gaussian ridge
in a density-stratified fluid
In order to investigate the accuracy of the numerical model used in this study, a series of laboratory
experiments is carried out, in which the primary physical fields of velocity and buoyancy anomaly
are measured with high spatio-temporal resolution. In principle, the laboratory case of horizontally
oscillating topography corresponds to internal tide generation observed from a reference frame that is
co-moving with the barotropic tidal flow, a point which is discussed later on. First, however, some
characteristics of internal wave and internal tide motion are presented, followed by a brief review of
different analytical, observational and numerical approaches to quantification of internal tide energy
transfers and some of their interesting results.
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1.3 Buoyancy and Rotation
1.3.1 Inertia-gravity waves
The dynamics of the waves at the ocean surface and in its interior studied in this work are governed
primarily by two restoring forces, firstly that of gravity and secondly that of inertial effects that appear
in the commonly adopted reference frame co-rotating with the earth. These waves are therefore called
inertia-gravity waves (hereinafter also referred to as IGWs).
Two types of inertia-gravity waves are considered in this work. Firstly, interfacial IGWs are
confined to an interface between two fluids of markedly different density, where gravity acts as a
restoring force for local vertical displacements of the interface from equilibrium. Interfacial IGWs are
most well-known as the waves at the surface of the ocean, which exist due to the density difference
between sea-water and the overlying atmosphere. Interfacial IGWs also comprise the waves at the
ocean thermocline, where there is a sharp density increase down from the surface mixed layer into the
underlying ocean (e.g. Gerkema and Zimmerman, 1995).
So far two IGW modes have been distinguished, a surface and an internal IGW mode. In case of n
superimposed layers, small-amplitude interfacial IGWs with small scale ratio1 of vertical to horizontal
motion, in a horizontally unbounded domain can be characterised by the dispersion relation for free
Poincaré waves, where the frequency ω satisfies
ω2 = f2 + cnk2h,n, n = 0, 1, 2, ... (1.2)
Here f is the traditional2 Coriolis parameter, kh,n is the horizontal wave number of mode n, while cn is
the phase speed in the non-rotating limit, where the suffix n indicates the type of wave (surface/internal)
that is considered and its mode number and will be referred to later on. For small-amplitude surface
gravity waves, denoted by n = 0, the non-rotating phase speed is well-known to be c0,0 =
√
gH, where
g is the gravitational acceleration. For interfacial internal gravity waves one can write cn,0 =
√
gHn,
where for the nth mode Hn is an ‘equivalent depth’.3
Considering first the limit of short waves, in the sense that kh,n >> f/
√
gHn (but not too short,
to maintain the hydrostatic approximation), rotation is unimportant and the waves are non-dispersive,
since the phase and group velocity are equal, cn = cg,n = ±
√
gHn. Such waves are called interfacial
gravity waves. In the limit of long waves, in the sense that kn << f/
√
gHn, rotation dominates and
the wave motion becomes circulatory, referred to as inertial oscillation.
In the intermediate regime, both gravity and the Coriolis force act as restoring forces and the
interfacial IGWs are dispersive due to the presence of the f -term. For freely propagating interfacial
waves of frequency ω > f , the horizontal phase speed can be expressed as
cn =
cn,0√
1− µ, (1.3)
1This is equivalent to making the hydrostatic approxmation (e.g. Gill, 1982, , §6.11).
2Under the traditional approximation the effect of the horizontal component of the Coriolis acceleration, f˜ = 2Ω cosφ
at latitude φ, is neglected compared to that of the vertical component, which is f = 2Ω sinφ. The horizontal component
is not negligible at low latitudes and for oceanic internal IGWs of large aspect ratio (Gerkema et al., 2008)
3The phase speed corresponds to the surface wave-speed of the ‘equivalent’ homogeneous fluid of depth Hn. In case of
a two-layer fluid, it can be shown that the internal mode has equivalent depth H1 ≈ (ρ2−ρ1)ρ0
(H1H2)
H
and thus depends
on the density difference between the lower (2) and upper layer (1), ρ2 − ρ1, the layer depths H1, H2 and the total depth
H. Clearly, if the density difference is small, the internal wave propagates much more slowly than the surface wave. The
same principle holds for n layers, but the explicit calculation rapidly complexifies.
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where µ = f2/ω2 is referred to as the Coriolis dispersion parameter. Clearly, the effect of rotation is
to enhance the phase speed of waves of frequency ω, and the phase speed depends on the frequency
of the waves. In contrast, the group velocity, which corresponds to the speed at which wave energy
propagates, is diminished by rotation, i.e.
cg,n = cn,0
√
1− µ. (1.4)
The second type of IGWs considered in this thesis corresponds to continuous density stratification,
characterised by the buoyancy frequency N2 = − gρ ∂ρ∂z , is here referred to as internal IGWs. The
situation is comparable to that of interfacial gravity waves: in case of a stable stratification, N2 > 0, a
fluid parcel adiabatically displaced vertically from its equilibrium position experiences a restoring force
due to the density difference with the surrounding fluid. Here too, gravity and the Coriolis effect act
as restoring forces. Freely propagating small-amplitude internal IGWs are governed by the dispersion
relation (Gill, 1982, §8.4)
ω2 =
f2m2 +N2k2h
k2h +m2
, (1.5)
where m is the vertical wave number. This relation indicates that the phase- and group velocity of
such waves are perpendicular.
Defining the angle of the wave-vector with respect to the vertical to be θ = tan−1 (kh/m), the
dispersion relation can be expressed as
ω2 = N2sin2θ + f2cos2θ, (1.6)
which indicates that internal IGWs of frequency f ≤ ω ≤ N travel obliquely through a stratified
fluid. For small displacements of a fluid parcel the internal IGW particle trajectory corresponds to an
elliptical orbit inclined with angle θ with respect to the horizontal plane.
Since the group-velocity is perpendicular to the phase velocity, θ corresponds to the angle of the
direction of energy propagation with respect to the horizontal. Figure 1.3 illustrates the dependence of
θ on rotation and stratification. For oceanic IGWs at the M2 tidal frequency propagating through a
stratification of N = 10−3 s−1 at a latitude 43.7 oN, where f = 10−4 s−1 the wave energy propagates
along rays inclined θ = 5.7o with respect to the horizontal. In a typical non-rotating laboratory
experiment spatial scales are up to several metres, for typical stratification N = 1 s−1 and wave
frequency 0.63 s−1 the ray inclination is θ = 32o because the Coriolis parameter is negligible.
According to linear theory, in the two limits that ω → N so that θ → 90o, or f so that θ → 0o,
the group velocity cg,n goes to zero and the internal waves are trapped. This implies in particular
the existence of critical latitudes for IGWs in the near-inertial frequency band, beyond which (linear)
internal IGWs cannot propagate freely (under the traditional approximation). For example, internal
IGWs at the M2 tidal frequency are bound between latitudes ±75o, while those of diurnal frequency
cannot propagate beyond ±30o latitude in the linear theory just described (St. Laurent and Garrett,
2002).
Remarkably, for the case of a flat sea-floor and weakly sloping free surface, the density and
velocity fields associated with small-amplitude internal waves can be expressed as the superposition
of an infinite series of normal modes, labelled n (e.g. Gill, 1982, Pedlosky, 2003). In that case, the
dispersion relation as well as phase and group velocity of the nth internal IGW mode can be expressed
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Figure 1.2: Schematic of internal wave beam for the case N2 > f2. The upward sloping lines are lines
of equal phase, which propagate at the phase velocity
−→
C ph in the direction of the wave-vector
−→
K ,
which makes an angle θ with the vertical. The energy propagates along the beam, in the direction of
the group velocity vector
−→
C g, at an angle θ with the horizontal. The wave amplitude decays away from
the beam centreline. Due to the Coriolis effect, the parcel paths are ellipses in the plane perpendicular
to the Oxz-plane (After Gerkema and Zimmerman, 2008).
in the interfacial form (1.2), using the non-rotating modal phase speed cn,0 = NH/ (npi), for uniform
stratification N (cf. Gill, 1982, §8.12.2 for vertically non-uniform N). The surface wave dispersion
relation is referred to by n = 0, with c0,0 =
√
gH.
This normal-mode decomposition corresponds to the hydrostatic limit, in which vertical accelera-
tions are neglected, as well as ‘non-traditional’ effects associated with the horizontal component of the
Coriolis acceleration, which are particularly important for small-scale IGWs in weak stratification (e.g.
Gerkema et al., 2008). In the above discussion, non-linear effects were also neglected, which become
important in the case of finite-amplitude IGWs, leading to spectacular phenomena such as solitons.
1.3.2 Internal tides
Internal tides are internal IGWs generated at the tidal frequency (M2, O1, S2, K1, etc.)4 by stratified
barotropic tidal flow over sloping topography, which forces a local vertical oscillation of the isopycnals
near the slope, setting up horizontal density gradients. The force of gravity (and inertia) acts to
restore the isopycnals, leading to internal wave motion at the tidal frequency continuously fed by the
to-and-fro motion of the barotropic tide. An important parameter in internal tide generation is the
ratio θT /θ of the topographic slope θT to the slope of the radiated tidal beam θ, referred to as the
steepness parameter (St. Laurent and Garrett, 2002). For a particular tidal frequency, the sea-floor
4These indicate different harmonic constituents that make up the tidal signal. The numbers 1, 2, 4 ... indicate tidal
constituents of diurnal, semi-diurnal, quarter-diurnal frequency, with periods approximately equal to a day, half a day,
a quarter-day. The M2 and O1 tide are the principal semi-diurnal and diurnal lunar tide, while a S2 is the principal
semi-diurnal solar tide and K1 is a compound lunisolar diurnal tide. The dominant signal depends on the shape and size
of the ocean basin (e.g. Gill, 1982, §9.8).
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Figure 1.3: Dispersion relation of internal inertia-gravity waves, for f = 10−4 s−1 and N = 10−3 s−1
(blue solid curve), and the non-rotating case, with f = 0 and N = 0.943 s−1 (red dashed curve).
topography can be divided into three classes.
(1) When θT = θ the slope is called critical. In this case, the oscillating cross-slope barotropic
tidal forcing is in the plane of particle motion of free internal IGWs at the tidal frequency ω0, allowing
such internal IGWs to ’resonate’ with the tidal frequency and form the dominant internal tidal signal.5
Zhang et al. (2008) illustrate the strong generation of an internal tide over a predominantly critical
continental slope, but in their case the tide seems at least partially trapped to the topography, as the ra-
diated wave-beam is relatively weak. The steepness parameter is used to distinguish two further regimes.
(2) If the steepness parameter satisfies θT /θ < 1, the topography is referred to as subcritical.
Topography with weak sub-critical slopes cause an internal tide energy flux that is proportional to
the square of the ridge height (e.g. Bell, Jr., 1975, Baines, 1982, Garrett and Kunze, 2007), which
is an important point because the abyssal plains of the world’s oceans are dotted with sub-critical
topography. The internal tide generated at sub-critical topography can only be radiated in the form of
two upward tidal rays.
(3) Finally, topography with a maximum slope that satisfies θT /θ > 1 is called supercritical and
will always have a location where the slope is critical. Very tall, steep three-dimensional topography
may act rather like a barrier to barotropic tidal flow, which is forced around rather than over the
topography (Munroe and Lamb, 2005). The strongest internal tide generation is therefore expected at
super-critical topography that is elongated in one horizontal direction, such as the Hawaii Ridge, as
shown by (Holloway and Merrifield, 1999). This type of topography is the focus of the present work,
while ridges are studied that are uniform perpendicular to the direction of barotropic tidal motion. The
strength of the internal tide energy radiation on a global scale can be estimated from Figure 1.2, which
indeed indicates strong internal tide energy radiation in particular in areas with strong topographic slope.
It is important to note that the above orthogonal modal decomposition is not applicable in the
5In this case, resonance is meant to imply enhanced generation at particular frequencies, which saturates in viscous
fluids, but causes singularities in the case of inviscid models (Pétrélis et al., 2006).
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case of strongly varying topographic slopes. As a consequence the connection between the resonant
internal tide generation mechanism just described and the decomposition of the internal tide field into
normal modes in regions of flat sea-floor, away from the generation region is not trivial. This is directly
illustrated by experiments by Zhang et al. (2008), which show wave-breaking in a strongly resonant
generation region, which implies that a part of the energy provided by the tidal forcing is dissipated
locally.
The characteristic scales of the internal tide are determined from the amplitude and frequency of
the barotropic tide, U0 and ω0, the ambient stratification, N , the Coriolis parameter, f , the depth H
surrounding the topography, as well as the horizontal and vertical length-scales of the topography, a
and h0. Using these, it is possible to define a set of non-dimensional parameters which characterise the
dynamics of weakly non-linear and non-hydrostatic modal internal inertia-gravity waves, expressed in
the form (e.g. St. Laurent and Garrett, 2002, Gerkema and Zimmerman, 1995):
Fn =
U˜0
cn,0
Γn =
cn,0
ω0a
 = FnΓnb δn =
(
ω0H
cn,0
)2
µ =
f2
ω20
Here, the parameter b =
h0
H
represents the relative height of the topography with respect to total
depth. From the observation that the surface wave amplitude is small compared to the total depth,
the strength of the tidal current over the topography is expressed as U˜0 = U0/ (1− b).
The interpretation of the above parameters is as follows:
Fn compares the strength of the tidal flow U˜0 to the phase speed of the nth wave mode, or, alternatively,
the tidal excursion d0 = U0/ω0 to a characteristic wavelength cn/ω0 and can be identified with
the Froude number (St. Laurent and Garrett, 2002).
Γn compares the horizontal length scale of the normal modes cn,0/ω0 to the topographic length scale
a.
 gives an estimate of the importance of non-linearity, by comparing the tidal excursion to the
topographic length scale through FnΓn, and the topographic height with respect to the depth of
the fluid.
δn compares length scale of the normal modes cn,0/ω0 to the total depth, i.e reflects the aspect ratio
of wave motion and indicates the strength of non-hydrostatic dispersion.
µ compares the internal wave frequency to the coriolis parameter and repesents the strength of Coriolis
dispersion.
If the parameters , δn, and µ are small the associated non-linear effects, and non-hydrostatic and
coriolis dispersion are weak. In contrast, large tidal excursions over steep topography that is tall
compared with respect to the total depth imply that the generated internal tides may be strongly
affected by non-linear effects. Remarkably, the total non-linearity parameter  is independent of the
internal wave properties. However, the parameters Fn and Γn can be varied independently to study
different regimes.
This interpretation in terms of the modal (non-rotating) phase speeds, cn,0 = NH/ (npi), indicates
that higher modes are more susceptible to non-hydrostatic effects. This is not surprising, because
higher normal modes have accordingly higher horizontal wave numbers and shorter wavelengths.
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Since for long, small-amplitude waves the dispersion relations are equivalent, the aforementioned
parameters may also be indicative of effects of non-linearity and non-hydrostatic and Coriolis dispersion
for surface waves.
1.4 Internal tide energetics
Numerous studies have been devoted to the understanding of internal tide generation and the quan-
tification of the energy budget of internal tide radiation into the ocean interior that is destined to
enhance abyssal mixing. In particular, in various studies the “tidal conversion,” suggestive of the
energy conversion from the barotropic to the baroclinic tide at sloping topography, is assumed equal
to the energy lost by the surface tide in crossing the topography (“SW input”) and set equal to the
radiative energy flux of small-amplitude (linear) internal waves at the tidal frequency away from
their generation zone, represented by “IW out” in Figure 1.4 (e.g Cox and Sandstrom, 1962, Bell, Jr.,
1975, Baines, 1982, Pétrélis et al., 2006, Lamb, 2007, Echeverri et al., 2009, Balmforth and Peacock,
2009). This formulation corresponding to the classic form of equation (1.1) is defendable in the case of
small-amplitude, linear waves and linear stratification (constant N), but the assumption of linearity
breaks down in particular in the case of vertically varying buoyancy frequency N (z)6, for super-critical
topographic slopes and for strong tidal flow (Khatiwala, 2003, Lamb, 2007). Nonetheless, some of the
associated interesting results are mentioned in the following, where some theoretical, observational
and numerical studies of ‘tidal conversion’ are reviewed below. In contrast, in this thesis the complete
mechanical energy balance is analysed, focusing on the local exchanges between the barotropic energy
compartment associated with the surface tide and the baroclinic energy compartment associated with
the internal tide, including non-linear and diffusive fluxes.
Figure 1.4: Previous studies have focused on the surface (SW) and internal wave (IW) energy fluxes
and global budgets (e.g Lamb, 2007), while in this work, the energy conversion mechanism from the
barotropic to the internal tide is emphasised.
Theoretical ‘Tidal Conversion’
Baines (1982) proposed a ray-tracing method to describe linear internal tide generation by super-critical
topography of finite size, which is however difficult to apply to arbitrary topography and neglects
6Except in the WKB-limit, which requires small vertical wavelength compared to the scale of vertical variation of N ,
and to the vertical scale of possible shear of horizontal background velocity, the latter additionally requiring a large
Richardson number (Bretherton, 1966).
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advection by the background flow, which is suggested to be important in internal wave dissipation, in
particular over rough topography (Khatiwala, 2003). Using this method, Baines (1982) provided a
cautious annual mean global estimate for the M2 internal tide energy radiation into the deep ocean
from coastal margins amounting to about 15 GW, i.e. 1.5 % of the estimated total M2 dissipation of
about 1TW, explaining this small number by a lack of three-dimensionality in the approach.
A different theoretical method was initiated by Cox and Sandstrom (1962), who studied the
coupling of small-amplitude internal and surface in arbitrarily stratified incompressible water of variable
depth, using the weak topography approximation, i.e. topography is strongly sub-critical, so that
θT << θ, and small compared to the fluid depth, giving h0 << H. Cox and Sandstrom (1962) applied
this theory to an arbitrarily shaped, localised patch of rough sea-floor and also to a Gaussian ridge, a
case which is revisited in this work. They concluded that a surface wave (just as well as any IGW
mode!) passing over sea-floor variations may generate both a finite number of topographically trapped
(evanescent) IGW modes and infinite number of free modes. Additionally, they provided an estimate
of the energy radiated away from the topography by free IGW modes (the evanescent modes carry no
energy away) in terms of the internal pressure flux, the left-hand side of equation (1.1) in terms of
the total power in mode n, concluding that the energy radiated by infinitesimal free IGW modes is
proportional to the square of the topographic amplitude. As in a later study (Pétrélis et al., 2006,
discussed below), Cox and Sandstrom (1962) deem viscosity an important addition to the theory,
because they found high IGW modes of large amplitude.
Over a decade later, using a closely related linear, spectral approach for an infinitely deep ocean,
Bell, Jr. (1975) also concluded that, firstly, over weak topography varying in one spatial direction,
the energy converted from an oscillating, background barotropic tidal flow into (and supposedely
subsequently radiated in the form of) internal waves at the tidal frequency is proportional to the mean
square height of the topography. Secondly, internal waves are generated by the barotropic tide at
both the fundamental frequency, ω say, and all harmonics 2ω, 4ω etc., but the fundamental frequency
dominates the results. He further estimated a global energy flux from deep-ocean topography of about
250 GW or 25% of the estimated 1 TW M2 tidal dissipation.
The result for weak topography by Cox and Sandstrom (1962) and Bell, Jr. (1975) was corroborated
and refined in various later studies. For example, Lewellyn Smith and Young (2002) and Khatiwala
(2003) considered a fluid of finite depth by introducing a rigid lid, which is motivated by the observation
that the internal tide is not dissipated in the lower kilometre of the water column as was assumed by
Bell, Jr. (1975), but rather undergoes reflection at the ocean surface. The rigid lid assumption was
shown to significantly reduce the linear ‘tidal conversion’ compared to the estimate by Bell, Jr. (1975),
especially for internal wave modes that are small compared to the fluid depth, but to maintain the
quadratic dependence on ridge height. Furthermore, Lewellyn Smith and Young (2002) allowed for
vertically varying stratification (N (z)) and topography variations in two spatial directions and showed
that tidal conversion is significantly reduced for axisymmetric topography compared to elongated
ridges, confirming an earlier numerical result by Holloway and Merrifield (1999). They additionally
considered the distribution of internal tide energy over internal wave normal modes, indicating that
relatively more energy is concentrated in higher modes for smaller topography.
Pétrélis et al. (2006) further extended the theory by considering one-dimensional topography
of finite-amplitude for the full range from sub- to super-critical slopes in a linearly stratified fluid of
finite depth covered by a rigid lid, under the hydrostatic approximation. An important finding of that
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study is that particular geometrical configurations may cause destructive interference in the internal
tide field, while additionally it was shown that for strongly super-critical topography most energy is
in the lower normal modes (e.g. 70% in mode 1 for a knife-edge topography), but that for sub- and
near-critical the higher internal wave modes contain a significant fraction of the energy flux radiated
from the generation zone. This interestingly suggests that satellite altimetry that particularly detects
mode 1 internal waves (e.g. Egbert and Ray, 2001) might systematically underestimate the internal
tide energy flux from those types of bathymetry, which cover most of the ocean floor.
A final extension of the theory by Bell, Jr. (1975) is summarised by Balmforth and Peacock (2009),
who consider linear theory for sub-to-supercritical topography in a linearly stratified infinitely deep
ocean with in particular regularly spaced two-dimensional topography. They firstly conclude that the
ridge spacing may lead to constructive and destructive interference between the internal tide rays, which
leads to an ‘oscillatory’ rather than quadratic dependence of the tidal conversion rate for increasing
ridge height. However, for widely spaced super-critical ridges the tidal conversion rate converges to
values corresponding to knife-edge topography. As an aside, they note that deep steep trenches convert
significantly less energy than do ridges. Balmforth and Peacock (2009) conclude that theoretical
prediction of the internal tide conversion rate is difficult for (even 2D) irregular topography due to
the complex dependence on the topographic geometry of de-/constructive interference of the internal
tide rays, which is significant in view of the ‘fractal’ nature of e.g. Mid-Atlantic Ridge bathymetry
(Khatiwala, 2003).
After these two-dimensional treatments, the analytical treatment of barotropic-to-baroclinic con-
version at three-dimensional (super-)critical topography remains elusive for the time being. Nonetheless,
since Cox and Sandstrom (1962) considerable progress has been made in the understanding and pre-
diction of the internal tide energy flux and its impact on abyssal mixing.
Observational and Laboratory studies
Observational and laboratory studies have been confined to the analysis of internal tide energy
fluxes/radiation rather than the evaluation of the energy conversion from the barotropic to the
baroclinic tide.
The extraction internal tide energy fluxes from in situ observations is a particularly delicate
matter, which is reviewed by Nash et al. (2005), who considered the classical internal tide energy flux
(left-hand side of (1.1)) and showed that it is qualitatively captured by internal tide modes up to n = 5,
which can be evaluated meaningfully. For typical deep-ocean moorings the fractional error of this
energy flux is about 40%, which is significant and particularly sensitive to near-surface data. They
finish by noting that even for perfect flux estimates, caution should be exercised in the interpretation
of the pressure flux, in particular associated with multi-directional internal tide propagation.
Interesting observations corresponding to the (strongly supercritical) Hawaii island chain and
the (sub-critical, rough) Mid-Atlantic Ridge topography in the Brazil basin are due to St. Laurent
and Nash (2004). They note that the internal tide energy flux from the super-critical Hawaii ridge is
concentrated in low modes, whereas in the Brazil basin the rough sub-critical topography gives rise to
an internal wave field by high modes, which is in correspondence to the above theoretical results.
In recent laboratory experiments, internal tide energy fluxes from internal tide generation by
oscillating Gaussian topography small with respect to the fluid depth (Peacock et al., 2008) and
of significant size with respect to total depth (Echeverri et al., 2009, upside down) were compared
respectively with theoretical results by (Pétrélis et al., 2006) and (Balmforth and Peacock, 2009), while
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including a correction for viscous dissipation. They obtained good correspondence for the energy fluxes
associated with the first few normal modes, although in the second case a disturbance of the first
mode was observed with respect to theory. For the observational interpretation of the energetics of
non-linear internal tides, see Scotti et al. (2006) and Moum et al. (2007).
Numerical studies of internal tide energy fluxes and budgets
In reference to the Hawaii island chain, an initial numerical investigation into the M2 internal tide
radiated from steep bathymetry was done by Holloway and Merrifield (1999) using the hydrostatic
Princeton Ocean Model in terrain-following coordinates and with an explicit free surface, which is akin
to the hydrostatic version of the model Symphonie used in this thesis. They showed that internal tides
of significant amplitude are generated by topography with (super-)critical slopes. In addition, they
evaluated the ‘classical’ internal tide energy flux, the left-hand side of (1.1), and found that it is far
greater for elongated ridges than for axisymmetric topography, presumably because the barotropic
tidal flow goes around the former, while it must forcibly pass over an elongated obstacle. This implies
that elongated ridges cause more effective conversion of the barotropic tide, which also applies to
islands in fact (also see Lewellyn Smith and Young, 2002).
Munroe and Lamb (2005) performed a similar idealised study for Gaussian axisymmetric and
elongated topography and additionally evaluated the dependence of the left-hand side of (1.1) on the
topographic aspect ratio (height to width). They showed a quadratic dependence on the ridge-height
for the sub-critical regime for both axisymmetric and ridge-shaped topography, which is no longer
satisfied for supercritical topography, as expected from theory. In the case of a ridge, supercritical
topography augments the energy flux, whereas for axisymmetric seamounts the internal tide energy
flux dependence on the height decreases, confirming the aforementioned conclusion (Holloway and
Merrifield, 1999, Lewellyn Smith and Young, 2002).
A further study of the ‘classic’ internal tide energy transfers (1.1) using realistic bathymetry and
tidal forcing for an area around the Hawaii island chain suggested that the associated internal tide
energy radiation may be underestimated by as much as 50% in coarse-grid global circulation models
using satellite altimetry data which does not take into account significant local dissipation (Di Lorenzo
et al., 2006). As indicated by Lamb (2007), it may be important to additionally include non-linear
effects in the internal tide energy balance in order to obtain an accurate estimate of internal tide
generation.
In a recent numerical study, Carter et al. (2008) proposed a complete budget of the linear
pseudo-energy, which is the sum of kinetic and linear available potential energy, which is strictly only
valid for stratification with a constant buoyancy frequency (cf. Shepherd, 1993, Lamb, 2007, or in the
WKB limit: Bretherton, 1966). They considered boundary fluxes, local energy conversions between
the barotropic and baroclinic energy compartments and non-linear advective fluxes of pseudo-energy
for a realistic simulation of the Hawaii ridge. From a time-averaged energy balance for the whole
region around the ridge they concluded that of the 2.7 GW lost by the barotropic tide there, about
80% (2.3 GW) is converted into the baroclinic tide, of which approximately 73% is eventually radiated
out of the domain in the form of the ‘classical’ internal tide flux. They further attempted to quantify
the mixing energy budget associated with the internal tide, but were hindered by an error margin of
the same magnitude, attributed to mode-splitting of the surface and internal tidal motion, but which
might also be due to their particular choice of discretising the energy equations onto the mid-points of
the numerical grid-cells (Carter et al., 2008, §4a and Appendix).
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Lamb (2007) presented a detailed study of the energy budget associated with the internal tide
generated by tidal flow over ridge-like and shelf-slope topography, focusing on the energy fluxes from
the generation site into the flat-bottomed abyssal ocean, for incompressible, inviscid and non-diffusive
but non-linear flow under the Boussinesq, rigid lid and traditional f -plane approximations. In this
case, the energy budget analyses were carried out far from the sloping bathymetry and conservative to
within 1% of the maximum of the instantaneous internal tide energy fluxes. It was shown in particular
that: the energy transfers evaluated under the linear approximation are conservative only for linear
stratification (constant N), but that a vertically varying buoyancy frequency requires the evaluation of
the full, non-linear mechanical energy equations, even for small-amplitude internal tides. In addition,
the consideration of large amplitude tidal flow over super-critical topography gives rise to non-linear
internal tides (and solitary waves), for which advective fluxes of potential and kinetic energy are
non-negligible in comparison with the classical conversion (1.1).
1.5 Approach: model-oriented internal tide energy diagnostics
The theoretical, observational and numerical studies discussed so far almost all consider the simple
energy balance “Conversion = Outgoing Flux”, i.e. it is assumed that the (horizontal) internal tide
energy flux away from the obstacle equals the power input into the internal wave field by the barotropic
tide, almost without considering the workings of the local energy transfers. In fact, locally trapped
internal tides as well as tidal rectification associated with the advection of vorticity and or density
perturbations over the topographic slope may also act as energy sinks for the barotropic surface tide
(Maas, 1987, Pérenne et al., 2000, e.g.).
The most important approximation in theoretical analysis of internal tide conversion is that
of weak topography (θT /θ << 1 and/or h0/H << 1), which is not applicable to many realistic
topographic features, such as the Hawaii ridge, continental margins, which however are important
sites for internal tide generation (cf. Figure 1.2). In addition, two recurrent approximations are
applied in the above theoretical analyses (except Baines (1982)), namely either (1) the infinite depth
approximation or (2) the rigid lid approximation, both of which imply a vertically uniform tidal
volume flux and thus forego an explicit representation of the surface tide, which may therefore limit
the accuracy of evaluation of the energy lost by the barotropic tide during internal tide generation
(Lamb, 2007).
This is an important consideration concerning the tidal energy cascade slightly further upstream
than the ‘classic conversion’, besides the quantification of the deep-ocean mixing energy budget by
the radiated internal tide, since another important interest of internal tide energy diagnostics is the
parameterisation of the energy lost by the barotropic tide in global tide models (e.g. Carrère and
Lyard, 2003).
The aforementioned numerical studies that focus on the Hawaii island chain do employ a free
surface, but also use the ‘classical conversion’ (1.1) or a sub-optimal discretised formulation of the
mechanical energy equations. Therefore, in this thesis, the focus is not only on the energy radiated
by the internal tide away from the topography, but also on the local energy conversions between the
different (barotropic kinetic & potential, baroclinic kinetic & potential) energy compartments, which
can explicitly be evaluated due to the explicit representation of non-linear free-surface motion and a
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discretised formulation of the energy fluxes that respects the numerical model formulation.
The first objective is to clarify the energy fluxes and transfers, appearing in Figure 1.4, in internal
tide generation over a ridge and its subsequent propagation, that is:
SW input : quantify the energy lost by the barotropic tide as it travels across the generation zone
of sloping topography,
Conversion : detail the conversion from barotropic into baroclinic potential and kinetic energy
associated with the internal tide
IW out : evaluate the radiative fluxes of baroclinic (internal tide) energy
This is done by means of the proposed complete, non-linear, diffusive energy evolution analysis, based
on the model discretisation, which permits explicit quantification of both physical and purely numerical
energy transfers. In addition, the energy transfers associated with internal tide propagation, in a region
away from significant topographic slopes, are quantified.
The second objective of this thesis is to evaluate the energy expended in diapycnal mixing, that is,
the irreversible energy transfer into background potential energy due to diffusion. This is a non-trivial
matter, because firstly the background density field needs to be determined. Based on the analytical
approach by Winters et al. (1995) an algorithm adapted to the use of an explicit free surface is proposed
and tested. Secondly, as mentioned before, in a numerical simulation of internal tide generation at
the Hawaii ridge, the small energy transfers associated with diffusion and advection were drowned in
numerical ‘noise’ due to ad-hoc discretisation of the mechanical energy equations (Katsumata, 2006,
Carter et al., 2008). This emphasises the importance of consistency of the numerical energy diagnostics
with the discretised formulation of the model equations, for meaningful evaluation of small-amplitude
energy transfers associated with diffusion and advection of tidal energy.
Finally, in order to investigate the accuracy of the numerical model used in this study, a series of
laboratory experiments is carried out, in which the primary physical fields of velocity and buoyancy
anomaly are measured with high spatio-temporal resolution. In principle, the laboratory case of
horizontally oscillating topography corresponds to internal tide generation observed from a frame
co-moving with the barotropic tidal flow. This representation of an oscillating tidal flow over fixed
topography by means of an oscillating topography below initially resting fluid involves a non-Galilean
transformation (cf. Gerkema and Zimmerman, 1995), which is discussed briefly in sub-section 6.4.1.
1.6 Thesis outline
The remainder of this thesis consists of three parts.
In Part II, the numerical methodology is presented. In Chapter 2 the governing equations are
presented, followed by a presentation and discussion of the analytical energy equations appropriate for
surface and internal tidal motion in the deep ocean in Chapter 3. In Chapter 4, the numerical approach
to tidal energy transfers is considered, emphasising the importance of consistent formulation of the
discrete energy transfers, based on the discretised formulation of the governing equations, in order to
ensure consistent exchanges between the potential and kinetic energy, such as the buoyancy flux, which
is an essential reversible energy transfer in IGW-dynamics. The high precision of the model-oriented
energy diagnostics is illustrated by a brief analysis of the global energy balance, where energy transfers
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related to model choices associated with discretisation and stability are evaluated. Subsequently,
the numerical determination of energy fluxes associated with diapycnal mixing is presented and the
corresponding results are compared with the theoretical solution to a simple example in the same
chapter.
In Part III, in Chapter 5 the deep-ocean numerical simulations are presented in detail, followed
by the resulting deep-ocean internal tide field. In the same chapter, the internal tide field generated
by stratified barotropic tidal flow impinging on a Gaussian ridge is presented and compared to the
dispersion relation for Poincaré-like IGW normal modes. The main results of this thesis are subsequently
presented in Sections 5.6, where the primary net (tidally averaged) energy transfers involved in internal
tide generation by barotropic tidal flow over sloping topography and the subsequent internal tide
propagation are presented in an approximate form of the energy equations that are presented in Chapter
3. First the primary mechanical energy transfers are identified in a control simulation, and then tested
for sensitivity with respect to vertical and horizontal diffusion, and vertical diffusion calculated by
turbulent diffusion. In particular it is shown that:
1. the net energy lost by the barotropic tide corresponds almost exactly to the tidally averaged
barotropic vertical flux of buoyancy, which represents a conversion into potential energy,
2. the barotropic buoyancy flux is approximately balanced by a conversion into baroclinic kinetic
energy through the tidally averaged baroclinic vertical flux of buoyancy, a net lateral baroclinic
advective flux of potential energy into the domain and a local gain in potential energy,
3. the baroclinic buoyancy flux corresponds almost exactly to the baroclinic pressure flux divergence
that is identified as the linear internal tide energy flux.
The above results turn out to be only marginally sensitive to diffusion. Furthermore, dependence
of the primary energy fluxes on the height of the ridge-cresth h0 is analysed by varying h0 over a
range associated with weak, sub-critical slopes up to strongly super-critical slopes. The form of the
barotropic part of the energy balances, representing the loss of barotropic tidal energy during internal
tide generation proves to be similar in all cases, as are the baroclinic potential and kinetic energy
balances in the near-critical regime. However, the baroclinic potential and kinetic energy balances show
slight changes, associated with the weakness of the internal tide for very weak sub-critical topography
and non-linear effects that play a role in case of very strongly super-critical topography.
In Chapter 6, the complementary laboratory and numerical approach to modelling internal tide
generation is further motivated, followed by a description of the laboratory methods for simultaneous
measurements of density and velocity. In the same chapter, the direct numerical simulation of the
laboratory experiments is presented briefly. Additionally, an initial comparison is made between
laboratory experiment and a corresponding non-hydrostatic, high-resolution simulation of internal wave
generation by means of oscillating topography, showing promising results. Finally, a first complete
analysis of the kinetic energy budget is presented.
Finally, in Part IV, the main results are discussed and summarised in Chapter 7 and open the
way to a number of future studies in Chapter 8.
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Part II
Modelling internal tide energetics
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Chapter 2
Governing equations
In this chapter, firstly the basic governing equations are presented, followed by the treatment of the
primary boundary conditions. Subsequently, the governing equations are expressed in terrain-following
coordinates in Section 2.3, which provides a convenient framework for the distinction between barotropic
and baroclinic motion, i.e. a way of separating the dynamics of the internal tidal motion from the
surface tide. Furthermore, the effects of unresolved small-scale turbulence is discussed briefly in Section
2.4. Finally, the reasons and consequences of lifting the hydrostatic approximation by including the
total vertical acceleration are discussed in Section 2.5.
2.1 Equations of motion under the Hydrostatic, Boussinesq,
and Traditional approximations
The starting point of this thesis consists of the equations of motion for a rotating ocean, under the
Boussinesq, hydrostatic and traditional approximations. The horizontal momentum equations are
∂vα
∂t∗
+ vβ
∂vα
∂x∗β
+ vz
∂vα
∂z
+ αβγ2Ωβvγ = − 1
ρ0
∂Pˆ
∂x∗α
+ ξH + ξV , (2.1)
where vα with α = x, y indicates zonal and meridional horizontal velocity and vz the vertical velocity.
The * refers to Cartesian coordinates and ∂/∂ψ∗ with ψ = x, t indicates that the partial derivative
is taken at constant z. Furthermore, repeated indices α and β indicate summation and αβγ selects
the vertical component of the Coriolis acceleration 2Ωβvγ , where
−→
Ω = |Ω|(0, cosφ, sinφ)T at latitude
0 ≤ |φ| ≤ 90o. In addition, Pˆ represents the total hydrostatic pressure, ρ0 a constant reference density
and ξH , ξV respectively indicate horizontal and vertical diffusion of momentum, including sea-floor
friction.
The Boussinesq approximation rests on two hypotheses:
1. Anelastic flow: the density anomalies induced by the flow are small with respect to the background
density |ρ˜| << ρ0
2. The scale height of the vertical density gradient is much larger than the maximum fluid depth
(H << Hρ ),
where the density scale height is
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H−1ρ = −
1
ρ0
∂ρ0
∂z
(2.2)
Under these approximations, the density anomalies ρ˜ are neglected in the equations of motion, except
in the terms involving the gravitational acceleration. In addition, under the assumption that the
background density ρ0 is constant (so that Hρ →∞), the equation of mass conservation is reduced to
an equation that expresses volume conservation:
−→∇ · −→v = 0. A physical consequence is that sound
waves are filtered from the description of the flow.
In a static fluid, the pressure force at level z below the free surface η balances the force of
gravity acting on the overlying fluid. The hydrostatic pressure at level z is thus defined as Pˆ (z) =∫ η
z
ρgdz′, where g is the gravitational acceleration along Oz and the surface pressure is assumed zero
(P (z = η) = 0). Under the hydrostatic approximation it is assumed that vertical accelerations and
viscous effects are small compared to the separate contributions of pressure and gravity, so that the
vertical momentum equation reduces to the hydrostatic balance
∂Pˆ
∂z
= −ρg, (2.3)
where ρ is the mass density. Using the density decomposition ρ = ρ0 + ρ˜, using a constant reference
density ρ0, the expression for pressure at level z becomes
Pˆ = ρ0g (η − z) +
∫ η
z
ρ˜gdz′︸ ︷︷ ︸
P
, (2.4)
so that it consists of a component associated with the elevation of the free surface and an internal
component P due to density variations ρ˜ in the fluid interior.
Under the Boussinesq approximation (with constant ρ0), mass conservation is replaced by
conservation of volume, which is expressed by the continuity equation
∂vα
∂x∗α
+
∂vz
∂z
= 0. (2.5)
Due to the hydrostatic approximation, the vertical velocity vz is a diagnostic variable which can be
determined from the continuity equation (2.5), and can be defined as
vz (x, y, z, t) = −
∫ z
−H
∂vα
∂x∗α
dz + vz (z = −H) . (2.6)
Although the principle of mass conservation is replaced by volume conservation, it is further assumed
that the local mass density can change over time due to advection as well as diffusion of heat and
salinity. In general, surface and bottom fluxes of heat and salinity also play a role (evaporation,
precipitation, rivers), but those are neglected in the present study. A linear equation of state is used,
ρ˜ = −ρ0αT (T − T0) + βS (S − S0) ,
where α (β) is the thermal expansion (haline contraction) coefficient and T − T0 (S − S0) indicates an
anomaly of temperature (salinity) with respect to the constant background temperature, T0, (salinity
S0). Adopting for simplicity the same diffusion coefficient for temperature and salinity, the mass
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density anomaly ρ˜ = ρ− ρ0 with respect to the constant background density ρ0 can be shown to evolve
as
∂ρ˜
∂t∗
+ vα
∂ρ˜
∂x∗α
+ vz
∂ρ˜
∂z
= ξρ˜,H + ξρ˜,V . (2.7)
Here, ξρ˜,H and ξρ˜,V represent the effect of horizontal and vertical diffusion of density which will be
defined in detail in Section 2.3. In principle, sources and sinks of heat and salinity such as solar
radiation and precipitation might be included in this equation, but are neglected in this work. It is
useful to note that equation (2.7) does not express the principle of mass-conservation, but rather the
first principle of thermodynamics, which can be written in terms of density using the equation of state
(e.g. Pedlosky, 1987, §1.4).
2.2 Primary boundary conditions
2.2.1 Velocity / Kinematic conditions
The ocean surface is assumed to behave as a material surface labelled z = η, always consisting of
the same (infinitesimal) fluid parcels. In addition, if the bottom boundary layer is well-resolved, the
appropriate bottom boundary condition implies that bottom fluid parcels are fixed with respect to the
sea-floor, located at z = −H, by assuming that the sea-floor is impenetrable and viscosity prevents the
parcels from slipping along the sea-floor; this is known as the “no-slip” condition.
These kinematic boundary conditions imply that the vertical velocity at the ocean surface satisfies
vz (z = η) =
∂η
∂t
+ vα (z = η)
∂η
∂xα
, (2.8)
and at the ocean floor one finds
vα (z = −H) = vα,B (2.9)
vz (z = −H) = vz,B ,
where vα,B and vz,B respectively are the horizontal and vertical component of the bottom boundary
velocity vector. Thus, in the general case allowing for a dynamic bottom topography (vα,B , vz,B 6= 0),
the fluid parcels at the bottom move with the topography, so that the horizontal and vertical velocity
at the bottom equal those of the topography.
Free-slip condition:
However, if the scales of significant motion in the BBL are not resolved, setting the velocity in the
bottom grid-cells to match that of the dynamic bottom boundary may lead to unrealistic transport. In
that case, the sea-floor is still assumed to be impenetrable, but the fluid parcels are allowed to slip
along the sea-floor (“free-slip” condition), so that the vertical velocity satisfies
vz (z = −H) = −∂H
∂t
− vα (z = −H) ∂H
∂xα
, (2.10)
where the asterisks were omitted because η and −H are independent of the vertical coordinate. In this
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case, it is necessary to parameterise the effect of bottom friction, e.g. by means of a drag coefficient
CD, a simple example of which is described in sub-section 5.7. The appearance of ∂H/∂t again allows
for dynamic topography.
Fixed bathymetry:
In the particular (but common) case that the bottom topography is fixed, both terms in equation (2.9)
reduce to zero, so that the no-slip boundary condition for fixed topography is given by
vα = vz = 0. at z = −H (2.11)
Applying a free-slip bottom boundary condition allows for non-zero vα at the sea-floor, while maintain-
ing the impenetrability condition then implies that the vertical velocity satisfies vz = −vα∂H/∂xα.
Deep ocean:
In the present study, in the numerical simulations of internal tide dynamics in the deep ocean, the
bathymetry is fixed. Initially a no-slip bottom boundary condition (2.11) is applied, but the free-slip
condition (2.10) is also tested (cf. section 5.7)
Laboratory experiments:
In the laboratory experiment described in Chapter 6, the seamount moves laterally to and fro to
simulate tidal flow. Only a no-slip bottom boundary is considered, so that the bottom boundary
condition is (2.9). At a fixed horizontal position, for eastward motion the local height of the seamount
appears to increase (decrease) on the eastern (western) flank and thus locally engenders upward
(downward) fluid motion.
2.2.2 Surface pressure and other forcing
A boundary condition is imposed on the free surface, stating simply that the pressure due to the
atmosphere overlying the free surface equals zero. Trivially, since these are idealised experiments,
neither surface-stress nor surface tension is applied. Other external sources and sinks of heat (solar
irradation, river runoff), and salinity (precipitation, evaporation, river runoff) are also set to zero.
2.3 Governing equations for surface and internal waves in terrain-
following coordinates
A primary goal of this work is to determine the energy exchange between the surface tide and
the internal tide. Therefore, in this section, first the terrain- and surface-following coordinates are
introduced, followed by a separate treatment of the barotropic and baroclinic velocity components
in the context of surface and internal wave motion, which together permit the decomposition of the
diagnostic vertical velocity into a barotropic and a baroclinic component. The resulting barotropic
and baroclinic momentum and continuity equations are presented in sub-sections 2.3.3 and 2.3.4.
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2.3.1 Terrain-following coordinates
It is convenient to use the relative position σ (x, y, z, t) of a fluid parcel with respect to the total depth
of the fluid D (x, y, t) = η (x, y, t) +H (x, y, t) as the vertical coordinate, which may be defined as
σ =
z +H
D
, (2.12)
where H is the equilibrium depth of the fluid. The σ-coordinate system is illustrated in Figure 2.1.
The time-dependence of H (x, y, t) was retained for generality. Thus, σ = 1 at the free surface (z = η)
and σ = 0 at the sea-floor z = −H. The associated Cartesian height is clearly z = ση + (σ − 1)H .
The Oxyσ-coordinate system is referred to as ‘terrain-following,’ because the Cartesian height of the
σ-levels varies in accordance with the variations of the sea-floor height H,which are typically much
larger than those of the free-surface elevation, η. Note that, technically, “terrain- and surface-following”
might be more appropriate terminology. Some useful relations are shown in Appendix A. It is
perhaps important to note that the variables that are used do not change under this non-orthogonal
coordinate, i.e. horizontal (vertical) velocity vα (vz) remains perpendicular (anti-parallel) to the
direction of gravity. However, the coordinate transformation affects the form of spatial and temporal
derivative operators, as the spatio-temporal variation of the vertical coordinate σ needs to be taken into
account carefully. This point is also briefly discussed in the context of horizontal diffusion in section 2.4.
σ =1
σ =0.5
σ =0
z =η
z =−H
z =0
Figure 2.1: Vertical section along Oxz of terrain-following coordinates defined by Equation (2.12),
which states that σ (z = −H) = 0 and σ (z = η) = 1. The discrete vertical grid of the numerical model
is superimposed (cf. Chapter 4). Here, o indicates the location of tracer variables and pressure, while
horizontal dashes indicate the location of vx, and those perpendicular to surfaces of constant σ indicate
the location and direction of vσ and vz.
Using the above definition (2.12), in σ-coordinates the total vertical velocity can be expressed as
vz ≡ dz
dt
= σ
(
∂η
∂t
+ vα
∂η
∂xα
)
+ (σ − 1)
(
∂H
∂t
+ vα
∂H
∂xα
)
+ vσ, (2.13)
=
dz
dt
∣∣∣
σ
+ vσ
where vσ is the velocity component defined by vσ ≡ Ddσ/dt, which is classically called ω (Blumberg
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and Mellor, 1987), and where
∣∣∣
σ
indicates evaluation at constant σ. In particular, vσ = 0 at the
sea-floor and free surface, which allows for a simplified mathematical expression of the kinematic
boundary conditions.
2.3.2 Barotropic and baroclinic velocity
Barotropic and baroclinic horizontal velocity
In order to distinguish the external (barotropic) motion associated with the free surface from that due
to internal (baroclinic) fluid motion, the horizontal velocity is decomposed as
vα = v¯α + v′α, (2.14)
where v′α is the anomaly with respect to the vertically averaged horizontal velocity
v¯α =
1
D
∫ η
−H
vαdz. (2.15)
Barotropic and baroclinic vertical velocity
In a hydrostatic model, the vertical velocity is a diagnostic variable, which may be determined from
vertically integrating the continuity equation, e.g. from the sea-floor up to a level z (or σ), combined
with the bottom kinematic boundary condition. In the σ-coordinate formulation of vz, this is required
to determine vσ that appears in equation (2.13).
Additionally, using the definitions of barotropic (v¯α) and baroclinic horizontal velocity (v′α), the
vertical velocity can also be split up into barotropic and baroclinic contributions, so that
vz = v¯z + v′z, (2.16)
where respectively
v¯z = σ
(
∂η
∂t
+ v¯α
∂η
∂xα
)
+ (σ − 1)
(
∂H
∂t
+ v¯α
∂H
∂xα
)
(2.17)
v′z = σv
′
α
∂η
∂xα
+ (σ − 1) v′α
∂H
∂xα
+ vσ. (2.18)
The barotropic component of the vertical velocity, v¯z, given by equation (2.17), consists of two
components. The first depends on the free surface elevation and linearly decreases with σ from the
free-surface down to zero at the sea-floor where σ = 0. The second component depends on the
interaction of the barotropic current with bathymetry and decreases linearly in strength upward from
the sea-floor to zero at the free surface (σ = 1).
The baroclinic component of vertical velocity, v′z, given by equation (2.18), is simply the remainder
of vz − v¯z and thus depends non-linearly on the vertical coordinate σ through v′α∂z/∂x, which involves
the slope of free-surface and sea-floor, but additionally depends on vσ. Summing equations (2.17) and
(2.18) and evaluating them at σ = 0 and σ = 1 recovers the kinematic boundary conditions (2.8) and
(2.10) (or in the more restrictive no-slip case 2.9).
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For the vertical velocity, the formulation in σ-coordinates thus permits a distinction between
’barotropic’ motion, associated with vertical motion of the free-surface and the vertically averaged
horizontal transport, and ’baroclinic’ motion, which represents the horizontal and vertical velocity
anomalies with respect to the barotropic flow. Therefore, the σ-coordinate formulation is appropriate
for the study of interaction between the surface and internal tide. The fact that vσ equals zero
at sea-floor and -surface does not imply that the baroclinic motion has no surface signature. As
shown in the following sub-sections, the barotropic and baroclinic motion are coupled through internal
pressure gradient and advective terms, so that an internal wave may indeed affect the free-surface
elevation. This effect is however small if the decoupling condition for internal and surface wave
motion that the wavelength of the baroclinic wave modes be much smaller than that of the surface
wave, or equivalently that the associated phase speeds satisfy c2n/c20  1 is satisfied (e.g. Pedlosky, 2003).
2.3.3 Barotropic equations of motion in terrain-following coordinates
The external barotropic component of the momentum equations, describing the evolution of the
vertically averaged horizontal current v¯α is obtained by vertically integrating the total horizontal
momentum equations over the depth of a water column, from σ (z = −H) = 0 at the sea-floor to
σ (z = η) = 1 at the free surface. Using the decomposition of density ρ˜ = ρ−ρ0 and of total hydrostatic
pressure (2.4), the barotropic momentum equations can be expressed as
∂Dv¯α
∂t
+
∂Dv¯β v¯α
∂xβ
+ αβγΩβDv¯γ = −gD ∂η
∂xα
−
∫ 1
0
(
D
ρ0
∂P
∂xα
− 1
ρ0
∂P
∂σ
∂z
∂xα
)
dσ
+
∫ 1
0
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
dσ +
[
KV
D
∂vα
∂σ
]1
0
−
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ, (2.19)
The terms on the right-hand side involving integrals represent coupling with the baroclinic
pressure, momentum diffusion and a non-linear effect due to self-advection of the baroclinic current.
Therefore, the baroclinic part of the equations of motions is required to provide the integral terms on
the right-hand side of the barotropic momentum equations (2.19).
The barotropic continuity equation is identical in Cartesian and σ-coordinates, and results from
integrating the total continuity equation (2.5) over the fluid depth and applying the kinematic boundary
conditions at free surface and sea-floor, giving
∂η
∂t
= −∂Dv¯α
∂xα
, (2.20)
which states that a horizontal divergence (convergence) of depth-integrated volume transport causes a
local fall (rise) of the free surface.
2.3.4 Baroclinic equations of motion in terrain-following coordinates
The baroclinic equations of motion are obtained by transforming the total equations of motion (2.1)
and (2.5) to σ-coordinates and subtracting the barotropic equations of motion (2.19) and (2.20). Firstly,
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the baroclinic momentum equations are then
∂Dv′α
∂t
+
∂Dvβv
′
α
∂xβ
+
∂Dv′β v¯α
∂xβ
+
∂vσvα
∂σ
+ αβγΩβDv′γ = (2.21)
− D
ρ0
∂P
∂xα
+
1
ρ0
∂P
∂σ
∂z
∂xα
+
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
+
∂
∂σ
(
KV
D
∂vα
∂σ
)
+
∫ 1
0
(
D
ρ0
∂P
∂xα
− 1
ρ0
∂P
∂σ
∂z
∂xα
)
dσ +
∫ 1
0
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
dσ +
[
KV
D
∂vα
∂σ
]1
0
+
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ.
The last two lines on the right-hand side of equation (2.21) represent interactions between the barotropic
and baroclinic part of the flow. Additionally, KH(β) and K
V are parameters representing the horizontal
and vertical kinematic viscosity, respectively. In addition, in σ-coordinates the internal hydrostatic
equation is simply
∂P
∂σ
= −Dρ˜g. (2.22)
Furthermore, in σ-coordinates the baroclinic continuity equation is
∂Dv′α
∂xα
+
∂vσ
∂σ
= 0, (2.23)
which together with the barotropic continuity equation (2.20) describes conservation of volume.
2.3.5 Density evolution
The evolution equation for the mass density anomaly is not split up into baroclinic and barotropic
components, although separate advective contributions of v¯α and v′α can be identified. In σ-coordinates
the density evolution equation is then
∂Dρ˜
∂t
+
∂Dv¯αρ˜
∂xα
+
∂Dv′αρ˜
∂xα
+
∂vσρ˜
∂σ
=
∂
∂xα
(
DKH(α)
∂ρ˜
∂xα
)
+
∂
∂σ
(
KV
D
∂ρ˜
∂σ
)
, (2.24)
The left-hand side of equation (2.24) relates expresses the first principle of thermodynamics , which
can be written in terms of density using the equation of state (e.g. Pedlosky, 1987, §1.4). Sources and
sinks of heat and salinity are included on the right-hand side. This is a so-called flux-formulation,
which is useful for enforcing tracer conservation from a numerical point of view. The terms involving
tracer diffusion are further discussed in the next section.
2.4 Viscosity, diffusion and bottom friction
The horizontal and vertical diffusion coefficients KH(β) and K
V represent processes that are not
represented explicitly in the model equations and are defined depending on the characteristic scale
of the process under consideration. When all scales of fluid parcel motion are well-resolved, these
coefficients may represent molecular diffusion of temperature and salinity between the fluid parcels,
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typically requiring a sub-millimetric numerical resolution. Numerical models that solve the Navier-
Stokes equations while resolving all relevant dynamical scales are referred to as Direct Numerical
Simulation (DNS).
In contrast, the resolution of numerical ocean models is generally too low to represent the
redistribution of momentum and tracers by small-scale turbulent eddies. The equations are ‘Reynolds
averaged’ in time and space, to obtain a set of mean-flow equations that can be solved numerically
but which are significantly affected by unresolved fast, small-scale velocity fluctuations that tend to
redistribute mass and momentum. This kind of simulation is referred to as Large Eddy Simulation
(LES), in which large eddies are resolved but small eddies are parameterised based on characteristics
of the resolved flow. In an attempt not to sweep these turbulent effects under the rug, the mixing
coefficients KH(β),K
V must be parameterised. They are not necessarily isotropic and can vary over
time- and space, depending on stabilising (stratification, rotation) and destabilising (static instability,
velocity shear) characteristics of the flow.
The purpose of this work is to clarify the primary energy transfers involved in internal tide
generation and subsequently analyse the effects of tracer diffusion and viscosity. Both the surface tidal
forcing and internal tide are of fairly small amplitude and are shown to quite accurately satisfy the
linear dispersion relation for rotating and internal Poincaré waves (cf. Chapter 5). Therefore, initially,
a simple formulation is employed, in which the vertical diffusion and kinematic viscosity coefficients
are set equal and constant. In the present formulation, the ‘horizontal’ scalar diffusion also contains
a vertical component because it is directed along surfaces of constant σ, so that it may act to break
down a stable stratification whenever the slope of the sea-floor and free-surface are significant. It
may therefore be argued that in large-scale models using terrain-following coordinates KHβ should be
minimised, or even set to zero (Mellor and Blumberg, 1985). In the control simulation presented in
Chapter 5 ‘horizontal diffusion’ is set to zero. However, the effect of constant ‘horizontal diffusion’ on
the internal tide field is tested and therefore included in the governing and energy equations.
2.4.1 Turbulent closure scheme
The energy transfers associated with sub-grid scale turbulence may be estimated using a prognostic
Turbulent Kinetic Energy (TKE) closure scheme (Bougeault and Lacarrère, 1989, Gaspar et al., 1990).
The vertical diffusion coefficient is given by
KVTKE = cklkE
1/2
T , (2.25)
where ck = 0.1 is an empirical constant, ET ≥ 10−6 m2s−2 is the turbulent kinetic energy determined
from a prognostic TKE-equation (Gaspar et al., 1990) and lk is a mixing length representing the
maximum vertical displacement of a fluid particle for which the associated change in potential energy
balances the TKE (see Bougeault and Lacarrère, 1989, §3b). The turbulent kinetic energy is calculated
from the prognostic equation
∂ET
∂t
+
∂vαET
∂x∗α
+
∂vzET
∂z
= KVTKE
(
∂vα
∂z
∂vα
∂z
)
+
g
ρ0
KVTKE
∂ρ
∂z
+
∂
∂z
(
KVTKE
∂ET
∂z
)
− , (2.26)
where  represents viscous dissipation of turbulent kinetic energy, which is modelled using the equation
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 =
CE
3/2
l
, (2.27)
where C = 0.7 is an empirical constant and l is a length scale defined in terms of the maximum
upward and downward displacement possible by converting ET into potential energy (Gaspar et al.,
1990). The turbulent length scales lk and l are calculated as follows:
lk = min (lu, ld) and l =
√
luld with (2.28)
ET (z) =
g
ρ0
∫ z+lu
x
(ρ (z)− ρ (z′)) dz′ (2.29)
ET (z) =
g
ρ0
∫ z−ld
x
(ρ (z)− ρ (z′)) dz′ (2.30)
For a linear stratification with constant buoyancy frequency N and the mixing length in the fluid
interior can be shown to satisfy
lk =
√
2ET /N. (2.31)
2.4.2 Sea-floor friction
In the control simulation, a no-slip bottom boundary condition is used. However, due to the limited
vertical resolution the bottom boundary layer is not well-resolved so that the velocity at the height
of the first grid-level, 12D∆σ1, is underestimated. Therefore, a free-slip bottom boundary condition
is also considered, in which the fluid velocity near the sea-floor still satisfies the kinematic equation
(2.10) but is non-zero. The effect of viscosity on the flow velocity near the sea-floor is represented by
a frictional bottom stress at the first grid-level, which is parameterised as τα = ρ0CD
√
vβvβvα, with
drag coefficient CD = 2.5× 10−3.
In the numerical model presented in Chapter 4, additional horizontal viscosity and diffusion
may be imposed through partial upstream discretisation of the advective fluxes of momentum and
tracers (not used in this work), while a method to smooth out spurious oscillations associated with the
temporal discretisation imposes a Laplacian-type temporal diffusion of tracers and momentum. The
latter is discussed in some detail in Chapter 4.
2.5 Non-hydrostatic equations of motion
When the dynamics under consideration exhibit non-negligible vertical velocity and acceleration, which
occurs when the horizontal and vertical scales of motion are comparable in a weakly stratified fluid, or
take place near the equator (where the horizontal component of the Coriolis acceleration should be
included), the hydrostatic assumption must be lifted (Marshall et al., 1997, Gerkema et al., 2008). In
particular, the non-dimensional parameter δn = (ωH/cn,0)
2 introduced in sub-section 1.3.2, applied to
an arbitrary frequency ω, characterises the strength of non-hydrostatic effects for the surface wave
mode (n = 0, c0,0 =
√
gH) internal wave normal modes (n = 1, 2, 3..., cn,0 = NH/ (npi)), by comparing
the horizontal length scale cn,0/ω of the wave to the fluid depth (i.e. the aspect ratio of the wave
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motion). If δn << 1 non-hydrostatic effects are weak, which occurs when the fluid is shallow with
respect to the wavelength and for low frequency waves. However, for high-frequency internal waves
in particular when the stratification is weak, giving rise to short wavelengths, non-hydrostatic effects
are bound to be important. Note that equivalently for an internal wave normal mode, one may
write δn = (Hmnω/N)
2, where mn = npi/H is the modal vertical wave number, which indicates
that internal waves of high frequency compared to the buoyancy frequency, as well as of short verti-
cal wavelength (largemn) compared to the fluid depth are likely to be affected by non-hydrostatic effects.
In the deep-ocean experiment, for M2 tidal motion of frequency ω0 = 1.4 × 10−4 rad s−1 and
depth H = 5 km, the surface wave is strongly hydrostatic (away from significant topographic variation)
since δ20 = O
[
10−5
]
. Furthermore, for the first internal wave normal mode δ21 ≈ 0.2, although for
higher modes δn rapidly increases. Since most internal tide energy is contained in the first few modes
(Di Lorenzo et al., 2006), it is in first instance reasonable to neglect the inertial accelerations in the
vertical momentum equation. However, this is no longer the case in the laboratory experiments, where
the forcing frequency is of order 0.6 rad s−1 and the buoyancy frequency is N = 1 rad s−1, so that
δ21 = 3.9 and even the lowest normal modes are strongly non-hydrostatic.
In the non-hydrostatic formulation vertical accelerations are no longer neglected, so that the
vertical velocity becomes a prognostic variable and is determined from the full vertical momentum
equation, which is expressed as
∂Dvz
∂t
+
∂Dvβvz
∂xβ
+
∂vσvz
∂σ
+ zβγΩβvγ = − 1
ρ0
∂q
∂σ
(2.32)
+
∂
∂xβ
(
DKH(β)
∂vz
∂xβ
)
+
∂
∂σ
(
KV
D
∂vz
∂σ
)
Hence, the total, non-hydrostatic, internal pressure P˜ can be expressed as P˜ = P + q, where P is
the hydrostatic and q the non-hydrostatic component of internal pressure. Note that the hydrostatic
balance was subtracted from (2.32). In addition, in the horizontal momentum equations, the hydrostatic
internal pressure P is replaced by the total internal pressure P˜ . With the non-hydrostatic formulation it
is now possible (and necessary for angular momentum conservation) to include the full (non-traditional)
Coriolis-effect, by adding its horizontal component in the zonal (2.1 with α = 1) and vertical momentum
equations (2.32) (Gerkema et al., 2008).
The non-hydrostatic formulation presents several complications, which were discussed in detail
by (Auclair et al., 2010). Here, two key issues are considered briefly.
First of all, an important question is how to treat the coupling of pressure due to the free surface
elevation and the internal part of the pressure (whether hydrostatic or non-hydrostatic). A related
problem is that the free surface waves require a small time-step due their large phase speed, leading
to computationally costly numerical simulations. A solution is the employment of a time-splitting
method (not used in the present work), in which case twin external modes must be used in order to
ensure energy conservation (Marsaleix et al., 2008). In addition, free surface accelerations affect the
non-hydrostatic pressure gradient.
Secondly, although the pressure remains a diagnostic variable, it can no longer be determined
from the hydrostatic equation, but must be calculated using the divergence of the momentum equations
combined with the continuity equation. The pressure is calculated in two steps. First, the horizontal
43
CHAPTER 2. GOVERNING EQUATIONS
and vertical momentum equations are integrated in time, to compute a “provisional” velocity field
(which does not satisfy the continuity equation). Secondly, a velocity increment is then calculated, so
that the sum of the incremental and provisional velocity fields satisfies simultaneously the momentum
and continuity equations. This is achieved by adjusting the non-hydrostatic pressure and solving a
three-dimensional Poisson equation. The numerical implementation of the non-hydrostatic formulation
used in Symphonie-NH is described in detail by Auclair et al. (2010).
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Chapter 3
Energy equations under the
Boussinesq approximation
Since the Boussinesq fluid is isentropic and incompressible, the mechanical and thermodynamical
energy are essentially decoupled. The mechanical energy per unit volume is the sum of kinetic (Ek)
and potential energy (EP ) and is conserved for inviscid, non-diffusive flow in a closed system. In this
chapter, the kinetic and potential energy equations are presented, integrated vertically over the depth
of the fluid for a column of infinitesimal width, distinguishing between external (barotropic) energy
associated with surface tidal motion and internal (baroclinic) energy, associated with internal tide
motion.
Note that the energy evolution equations presented here are a particular choice, aiming to separate
energy transfers associated with (barotropic) surface and (baroclinic) internal wave motion and to
emphasise the interaction between them during internal tide generation by barotropic flow over sloping
topography. The present formulation is not unique and slightly different formulations have been
proposed (e.g. Katsumata, 2006, Lamb, 2007, Scotti et al., 2006), which aimed at highlighting e.g.
non-linear, as well as non-hydrostatic effects in the context of soliton generation, propagation and
breaking.
In the remainder of this chapter, first in Section 3.1 the hydrostatic energy equations are
presented, corresponding to the Boussinesq approximation and using a constant buoyancy frequency.
Secondly, the dissipation of internal wave energy associated with tracer diffusion across isopycnals is
discussed in Section 3.2. Thirdly, the modifications to the energy equations required for the analysis of
non-hydrostatic flow are presented in Section 3.3.
3.1 Hydrostatic energy evolution equations
In this section, the evolution of the energy density integrated over the depth of a fluid column is
considered. First the hydrostatic kinetic energy equations are presented in sub-section 3.1.1 followed
by the potential energy equations in sub-section 3.1.2. The derivation presented here is carried out
(primarily) in σ-coordinates and using the hydrostatic and Boussinesq approximations.
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3.1.1 Kinetic energy evolution
The hydrostatic and Boussinesq kinetic energy per unit volume associated with horizontal motion is
defined as EK = 12ρ0vαvα. Employing the velocity decomposition (2.14), the tendency of the kinetic
energy density integrated over the depth of the fluid is
∂EˆK
∂t
=
∫ 1
0
∂EKD
∂t
dσ = ρ0v¯α
∂Dv¯α
∂t
− E¯K ∂D
∂t︸ ︷︷ ︸
∂ ˆ¯EK/∂t
+ ρ0
∫ 1
0
v′α
∂Dv′α
∂t
dσ − ∂D
∂t
∫ 1
0
E′Kdσ︸ ︷︷ ︸
∂Eˆ′K/∂t
(3.1)
where the barotropic kinetic energy density is E¯K = 12ρ0v¯αv¯α and the baroclinic part E
′
K =
1
2ρ0v
′
αv
′
α.
Note that the hat indicates vertical integration.
Here, the first two terms on the right-hand side (RHS) represent the tendency of the barotropic
kinetic energy per unit area in the Oxy-plane, ∂ ˆ¯EK/∂t, while the last two terms constitute the tendency
of the baroclinic kinetic energy per unit area in the Oxy-plane, ∂Eˆ′K/∂t. Clearly, the hydrostatic
kinetic energy evolution equations can be derived by taking the inner product of v¯α and v′α with the
equations of motion, respectively (2.19) and (2.21).
Barotropic kinetic energy
Thus, the starting point for the barotropic kinetic energy evolution equation is the barotropic momentum
equation (2.19), which is reproduced here:
∂Dv¯α
∂t
+
∂Dv¯β v¯α
∂xβ
+ αβγΩβDv¯γ = −gD ∂η
∂xα
−
∫ 1
0
(
D
ρ0
∂P
∂xα
− 1
ρ0
∂P
∂σ
∂z
∂xα
)
dσ
+
∫ 1
0
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
dσ +
[
KV
D
∂vα
∂σ
]1
0
−
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ. (3.2)
Multiplying the hydrostatic barotropic momentum equations for a Boussinesq fluid (2.19) by ρ0v¯α and
integrating over the depth of the fluid, the evolution equation for barotropic kinetic energy per unit
area in the Oxy-plane can be written
∂ ˆ¯EK
∂t
= − gρ0 ∂Dv¯αη
∂xα︸ ︷︷ ︸
FT
+ gρ0η
∂Dv¯α
∂xα︸ ︷︷ ︸
−φT
−
∫ 1
0
∂Dv¯αP
∂xα
dσ︸ ︷︷ ︸
FX
−D
∫ 1
0
ρ˜gv¯zdσ︸ ︷︷ ︸
φ¯z
−
[
P
∂z
∂t
]1
0︸ ︷︷ ︸
FP
(3.3)
+ ρ0v¯α
∫ 1
0
∂
∂xβ
(
DKHβ
∂vα
∂xβ
)
dσ︸ ︷︷ ︸
ξ¯H
+ ρ0v¯α
[
KV
D
∂vα
∂σ
]1
0︸ ︷︷ ︸
ξ¯V
− ∂Dv¯αE¯K
∂xα︸ ︷︷ ︸
FE¯K
− ρ0v¯α
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ︸ ︷︷ ︸
φ3D2D
.
The different terms that appear on the right-hand side of this equation are discussed in order as follows.
Surface pressure work rate: FT , φT
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Using the chain-rule, the work done by the barotropic current, −gρ0Dv¯α∂η/∂xα, was written in terms
of a local conversion, −φT , and the flux divergence FT , which are further discussed in Subsection 3.1.2.
Barotropic internal pressure work rate: FX , φS , φ¯B , FP
The divergence of the ‘pressure flux’ due to the barotropic tidal current, FX , stems from the depth-
integrated rate of work done by the barotropic current against the horizontal internal pressure gradient
force. The derivation is detailed in Appendix B.1. Recalling the coordinate transformation (A.2), this
work rate is expressed by
−
∫ η
−H
v¯α
∂P
∂x∗α
dz = −
∫ 1
0
Dv¯α
∂P
∂xα
dσ −
∫ 1
0
Dρ˜gv¯α
∂z
∂xα
dσ︸ ︷︷ ︸
φ¯B
,
where the hydrostatic relation (2.22) was used to obtain φ¯B, which represents the work done by
the barotropic horizontal current to move mass up or down along sloping iso-σ-surfaces. Using the
chain-rule, this equation can be expressed as
−
∫ 1
0
Dv¯α
∂P
∂xα
dσ − φ¯B = −FX +
∫ 1
0
P
∂Dv¯α
∂xα
dσ − φ¯B (3.4)
= −FX −
∫ 1
0
Dρ˜g
∂z
∂t
dσ︸ ︷︷ ︸
φS
−φ¯B − FP
The second line in equation (3.4) was obtained using the chain-rule, the barotropic continuity equation
(2.20), integration by parts while recognising that ∂H/∂t is depth-independent and finally the hydro-
static equation (2.22), see Appendix B.1 for more detail.
The term FP =
[
P ∂z∂t
]1
0
represents the work done by vertical free surface motion against the
atmospheric pressure (set to zero) and that of local vertical motion of the sea-floor against the bottom
pressure, i.e. here FP = P (0) ∂H/∂t. If the topography rises locally, then the fluid resting depth
decreases (∂H/∂t < 0), and barotropic kinetic energy is imparted on the fluid (−FP > 0). Conversely,
a sinking sea-floor tends to reduce the barotropic kinetic energy. In the numerical simulation of
the laboratory experiments presented in Chapter 6 the bottom topography is allowed to oscillate
horizontally, and FP is exploited to determine the energy transferred from topography to the flow,
while in the large scale simulations the bathymetry is fixed and FP = 0.
Barotropic buoyancy flux: φ¯z = φS + φ¯B
Using the expression for the barotropic vertical velocity (2.17), the sum of vertical transport of mass
density due barotropic flow along sloping iso-σ-surfaces (φ¯B) and due to stretching of the water column
due to local raising and lowering of the free-surface and/or the sea-floor (φS) defines the barotropic
buoyancy flux, i.e.
φ¯z = φS + φ¯B = D
∫ 1
0
ρ˜gv¯zdσ. (3.5)
Clearly, upward (downward) barotropic motion represents a sink (source) of barotropic kinetic energy.
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Since gravity is a conservative (potential) force, both φT and φ¯B represent reversible energy conversions
between barotropic kinetic and respectively barotropic and baroclinic potential energy, as will be
illustrated in Subsection 3.1.2.
Barotropic advection of barotropic kinetic energy: FE¯K The barotropic advection of barotropic
kinetic energy is labelled FE¯K and stems from the sum
−v¯α ∂Dv¯β v¯α
∂xα
+ E¯K
∂D
∂t
= −FE¯K ,
which is straightforwardly shown using the barotropic continuity equation (2.20). In the remainder of
this work, the sum FT + FX is considered to represent the divergence of the barotropic energy flux,
because non-linear effects are anticipated to be quite small.
Barotropic kinetic energy dissipation: ξ¯H , ξ¯V
Barotropic kinetic energy is dissipated through the mixing terms ξ¯H and ξ¯V , which may include both
mixing parameterisation, molecular diffusion as well as numerical diffusion, and bottom friction, which
will be discussed in Section 5.7.
Non-linear exchange with baroclinic kinetic energy: φ3D2D
Finally, the term φ3D2D represents a direct non-linear interaction between baroclinic and barotropic
motion and also appears in the baroclinic kinetic energy equation, (3.7), below.
Baroclinic kinetic energy
The starting point for the (horizontal) baroclinic kinetic energy evolution equation is the (horizontal)
baroclinic momentum equation (2.21), which is reproduced here:
∂Dv′α
∂t
+
∂Dvβv
′
α
∂xβ
+
∂Dv′β v¯α
∂xβ
+
∂vσvα
∂σ
+ αβγΩβDv′γ = (3.6)
− D
ρ0
∂P
∂xα
+
1
ρ0
∂P
∂σ
∂z
∂xα
+
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
+
∂
∂σ
(
KV
D
∂vα
∂σ
)
+
∫ 1
0
(
D
ρ0
∂P
∂xα
− 1
ρ0
∂P
∂σ
∂z
∂xα
)
dσ +
∫ 1
0
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
dσ +
[
KV
D
∂vα
∂σ
]1
0
+
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ.
Similarly to the barotropic energy equations, multiplying the baroclinic hydrostatic momentum
equations by ρ0v′α and integrating over the depth of the fluid, the baroclinic kinetic energy equation is
expressed as
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∂Eˆ′K
∂t
= −
∫ 1
0
∂Dv′αP
∂xα
dσ︸ ︷︷ ︸
FIW
−D
∫ 1
0
ρ˜gv′zdσ︸ ︷︷ ︸
φ′z
+ ρ0
∫ 1
0
v′α
∂
∂xβ
(
DKH(β)
∂vα
∂xβ
)
dσ︸ ︷︷ ︸
ξ′H
(3.7)
+ ρ0
∫ 1
0
v′α
∂
∂σ
(
KV
D
∂vα
∂σ
)
dσ︸ ︷︷ ︸
ξ′V
−
∫ 1
0
∂Dv′βE
′
K
∂xβ
dσ︸ ︷︷ ︸
FE′
K
−
∫ 1
0
∂Dv¯βE
′
K
∂xβ
dσ︸ ︷︷ ︸
FX1
−
∫ 1
0
∂Dv′βv
′
αv¯α
∂xβ
dσ︸ ︷︷ ︸
FX2
+ ρ0v¯α
∫ 1
0
∂Dv′βv
′
α
∂xβ
dσ︸ ︷︷ ︸
φ3D2D
The different terms that appear on the right-hand side of this equation are discussed in order of
appearance in the following.
Baroclinic internal pressure work rate: FIW , φ′B , φσ
The divergence of the baroclinic ‘pressure flux’, FIW , corresponds to the classical definition of the
internal tide energy flux divergence (see equation (1.1)). Along with the baroclinic buoyancy flux φ′z
it is derived from the depth-integrated work rate associated with the baroclinic current against the
horizontal internal pressure gradient force, that is
−
∫ η
−H
v′α
∂P
∂xα∗
dz = −
∫ 1
0
Dv′α
∂P
∂xα
dσ −
∫ 1
0
Dρ˜gv′α
∂z
∂xα
dσ︸ ︷︷ ︸
φ′B
,
in a manner similar to the derivation of FX . The baroclinic internal pressure work rate can thus be
rewritten as,
−
∫ 1
0
Dv′α
∂P
∂xα
dσ − φ′B = −FIW +
∫ 1
0
∂Dv′zP
∂xα
dσ − φ′B (3.8)
= −FIW −
∫ 1
0
Dρ˜gvσdσ︸ ︷︷ ︸
φσ
−φ′B ,
where the second line in equation (3.8) was obtained using the baroclinic continuity equation (2.23)
and applying the surface and bottom boundary conditions on vσ.
Baroclinic buoyancy flux: φ′z
From the expression for baroclinic vertical velocity (2.18), the baroclinic buoyancy flux can be expressed
as the sum of the vertical transport of mass density due to barotropic flow along sloping iso-σ-surfaces
(φ′B) and across them, (φσ), namely
φ′z = φσ + φ
′
B . (3.9)
Thus, the work done by the baroclinic current against the internal pressure gradient force corresponds
to the sum of an internal pressure flux divergence, −FIW , and a reversible local conversion due to
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baroclinic vertical transport of mass, −φ′z which represents a sink (source) of baroclinic kinetic energy
for upward (downward) baroclinic motion. Note that the local vertical motion of sea-floor and free
surface do not pose a direct source/sink of baroclinic kinetic energy.
The role of the total (barotropic plus baroclinic) buoyancy flux in the exchange between potential
and kinetic energy is further discussed in sub-section 3.1.3.
Advection of baroclinic kinetic energy: FE′K , FX1, FX2, φ3D2D
FE′K and FX1 respectively are the baroclinic and barotropic advective flux divergence of baroclinic
kinetic energy (E′K), whereas FX2 represents non-linear interaction between barotropic and baroclinic
motion. In addition, φ3D2D represents a local non-linear exchange with barotropic kinetic energy, since
it appears with opposite sign in equation (3.3). The derivation of these fluxes is presented in Appendix
B.3.
Baroclinic kinetic energy dissipation: ξ′H , ξ
′
V
Finally, ξ′H and ξ
′
V are the energy conversion associated with horizontal and vertical diffusion of
baroclinic momentum, where the latter includes sea-floor friction effects.
3.1.2 Potential energy
The potential energy density is defined as EP ≡ ρgz. Using the density decomposition ρ = ρ0 + ρ˜,
the tendency of the potential energy per unit area of a fixed fluid column with a free surface can be
expressed as
∂EˆP
∂t
=
∂ ˆ¯EP
∂t
+
∫ 1
0
∂DE˜P
∂t
dσ = ρ0gη
∂η
∂t︸ ︷︷ ︸
∂ ˆ¯EP /∂t
+
∫ 1
0
Dρ˜g
∂z
∂t
dσ +
∫ 1
0
gz
∂Dρ˜
∂t
dσ︸ ︷︷ ︸
∂ ˆ˜EP /∂t
(3.10)
where the potential energy purely associated with surface motion is ˆ¯EP = 12ρ0gη
2 and the baroclinic
part is given by E˜P = gzρ˜. The evolution equations for ˆ¯EP and
ˆ˜EP can respectively be derived from
the barotropic continuity equation (2.20) and the mass density evolution equation (2.24).
Barotropic potential energy
The starting point for the barotropic potential energy equation is the barotropic continuity equation
(2.20), reproduced here
∂η
∂t
= −∂Dv¯α
∂xα
. (3.11)
Multiplying the barotropic continuity equation by η and using the chain-rule, the barotropic potential
energy tendency can be expressed as
∂ ˆ¯EP
∂t
= φT , (3.12)
which appears directly in the barotropic kinetic energy evolution equation, but with opposite sign.
In fact, as is shown in Appendix B.4, the barotropic potential energy tendency φT may also be
expressed as the sum of a barotropic vertical density flux of the form of φ¯z but replacing ρ˜ by ρ0 and
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an associated barotropic horizontal flux divergence of barotropic potential energy. In addition, the sum
−FT − φT is equivalent to the difference between a barotropic horizontal pressure flux divergence and
a barotropic vertical density flux of the form of φ¯z but replacing ρ˜ by ρ0 (see Appendix B.4). With
this understanding, the simplified expressions φT and FT are nonetheless used in the remainder of this
work.
Baroclinic potential energy
The starting point of the baroclinic potential energy evolution equation is the evolution equation for
mass density (2.24), reproduced here:
∂Dρ˜
∂t
+
∂Dv¯αρ˜
∂xα
+
∂Dv′αρ˜
∂xα
+
∂vσρ˜
∂σ
=
∂
∂xα
(
DKHα
∂ρ˜
∂xα
)
+
∂
∂σ
(
KV
D
∂ρ˜
∂σ
)
, (3.13)
An evolution equation for the depth-integrated baroclinic potential energy tendency can be obtained
by: (1) multiplying the evolution equation for mass density (2.24) by gz, (2) integrating over the depth
of the fluid and (3) application of the chain-rule. The baroclinic potential energy equation can then be
expressed as
∂ ˆ˜EP
∂t
= −
∫ 1
0
∂DvβE˜P
∂xβ
dσ︸ ︷︷ ︸
FE˜P
=F¯E˜P
+F ′
E˜P
+D
∫ 1
0
ρ˜gvzdσ︸ ︷︷ ︸
φz=φ¯z+φ′z
+
∫ 1
0
∂
∂xβ
(
gzDKH(β)
∂ρ˜
∂xβ
)
dσ︸ ︷︷ ︸
Fm,H
(3.14)
+
[
gz
KV
D
∂ρ˜
∂σ
]1
0︸ ︷︷ ︸
Fm,V
−
∫ 1
0
gDKH(β)
∂z
∂xβ
∂ρ˜
∂xβ
dσ︸ ︷︷ ︸
φm,H
−
∫ 1
0
gKV
∂ρ˜
∂σ
dσ︸ ︷︷ ︸
φm,V
.
The different terms that appear on the right-hand side of this equation are discussed in order of
appearance in the following. In particular, the (barotropic and baroclinic) constituents of the buoyancy
flux φz are discussed in sub-section 3.1.3.
Buoyancy flux due to vertical motion of σ-surfaces: φS
The constituent of the buoyancy flux due to local lowering or raising of the free-surface and/or the
sea-floor appears directly in the baroclinic part of the potential energy evolution equation (3.10), that
is
φS =
∫ 1
0
Dρ˜g
∂z
∂t
dσ, (3.15)
while the remainder of ∂ ˆ˜EP /∂t corresponds indeed to the product of gz with the local density evolution
term ∂Dρ˜/∂t, integrated over the vertical.
Horizontal potential energy advection: FE˜P , φB
The divergence of the horizontal advective flux of potential energy and the buoyancy flux associated
with flow along sloping σ-surfaces is derived using the chain-rule, that is
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−
∫ 1
0
gz
∂Dvαρ˜
∂xα
dσ = −
∫ 1
0
g
∂Dvαρ˜z
∂xα
dσ︸ ︷︷ ︸
FE˜P
+
∫ 1
0
Dρ˜g
∂z
∂xα
dσ︸ ︷︷ ︸
φB
, (3.16)
Here, FE˜P is the horizontal divergence of the advective flux of potential energy, containing both a
barotropic and baroclinic contribution. The term φB comprises both the barotropic and baroclinic
contribution appearing respectively in equations (3.3) and (3.7).
Vertical potential energy advection: φσ
The divergence of the vertical advective flux of baroclinic potential energy and the buoyancy flux
associated with motion across surfaces of constant σ is derived using the chain-rule, i.e.
−
∫ 1
0
gz
∂vσρ˜
∂σ
dσ = −
∫ 1
0
g
∂vσρ˜z
∂σ
dσ +
∫ 1
0
Dρ˜gvσdσ︸ ︷︷ ︸
φσ
, (3.17)
Here, the first term on the right-hand side equals zero by virtue of the lower and upper boundary
conditions that vσ (0) = vσ (1) = 0. The last term corresponds to the buoyancy flux associated with
motion across surfaces of constant σ, that is φσ. The total buoyancy flux, φz = φS + φB + φσ, is
further discussed briefly in sub-section 3.1.3.
Horizontal and vertical diffusion of density: Fm,H , Fm,V , φm,H , φm,V
Finally, potential energy sources/sinks in the form horizontal and vertical diffusive flux divergence and
local diffusive conversions can be identified by
∫ 1
0
gz
∂
∂xα
(
DKHα
∂ρ˜
∂xα
)
dσ +
∫ 1
0
gz
∂
∂σ
(
KV
D
∂ρ˜
∂σ
)
dσ (3.18)
=
∫ 1
0
g
∂
∂xα
(
zDKHα
∂ρ˜
∂xα
)
dσ︸ ︷︷ ︸
Fm,H
+
[
gz
KV
D
∂ρ˜
∂σ
]1
0︸ ︷︷ ︸
Fm,V
−
∫ 1
0
g
∂z
∂xα
(
DKHα
∂ρ˜
∂xα
)
dσ︸ ︷︷ ︸
φm,H
−
∫ 1
0
gKV
∂ρ˜
∂σ
dσ︸ ︷︷ ︸
φm,V
Here, Fm,H ( Fm,V ) represents the horizontal (vertical) divergence of density diffusion. Fm,V may
include heating effects due to e.g. solar radiation. Finally, φm,H and φm,V are potential energy
sources/sinks due to local diffusion of heat and salinity, which depending on the scale may include
isotropic molecular and/or turbulent eddy diffusion. In the latter case, these terms represent an
exchange with kinetic energy through a turbulent kinetic energy parameterisation scheme, such as that
by Gaspar et al. (1990). The energy transfers associated with diffusion terms will further be discussed
in Section 3.2 and analysed in Section 5.7.
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3.1.3 Buoyancy flux: barotropic and baroclinic contributions
From the previous paragraphs, the total buoyancy flux is reconstituted by φz = φS + φB + φσ. As is
apparent from sub-section 3.1.1 on kinetic energy, the buoyancy flux (φz ) can be split up into the
barotropic (φ¯z) and baroclinic component (φ′z) using the the velocity decompositions (2.14) and (2.13).
In summary, noting that z = σD −H, the buoyancy flux corresponds to the sum of
φ¯z =
φS︷ ︸︸ ︷∫ 1
0
Dρ˜g
∂z
∂t
dσ+
φ¯B︷ ︸︸ ︷∫ 1
0
Dρ˜gv¯α
∂z
∂xα
dσ (3.19)
φ′z =
∫ 1
0
Dρ˜gvσdσ︸ ︷︷ ︸
φσ
+
∫ 1
0
Dρ˜gv′α
∂z
∂xα
dσ︸ ︷︷ ︸
φ′B
, (3.20)
that is, the potential energy gain (loss) due to a raising (lowering) of fluid parcels by free-surface
and sea-floor motion, φS , and vertical motion due to barotropic and baroclinic flow along sloping
σ-surfaces, respectively φ¯z and φ′z, depending on both the free surface and sea-floor slope, and finally
due to flow across σ-surfaces, φσ. The decomposition into (3.19) and (3.20) is evidently particular to
the Oxyσ-coordinates, but it is also convenient to the present study in that it facilitates the analysis
of the energy transfers between the barotropic and baroclinic waves, due to the clear-cut distinction
between the contribution to the buoyancy flux φz by the free-surface wave motion (3.19) and internal
wave motion (3.20). The consistency in the constituents of φz between the kinetic energy equations
(3.3) and (3.7) respectively the potential energy equation (3.14) required for energy conservation
imposes restrictions on the discrete formulation of the barotropic (2.19) and baroclinic (2.21) horizontal
momentum equations (in the non-hydrostatic case that of the vertical momentum equation (2.32)) and
the barotropic and baroclinic continuity equations (2.20) and (2.23) as well as the density evolution
equation (2.24), as discussed by Marsaleix et al. (2008), whose approach for a closed domain is extended
in Chapter 4 to include lateral energy fluxes.
Thus, via the internal potential energy equation (3.14), the buoyancy flux presents the means for
conversion of barotropic kinetic energy into baroclinic kinetic energy. In particular, the term φ¯B can
be regarded as the term governing the barotropic-to-baroclinic energy conversion from the surface to
the internal tide, as is apparent from equation (1.1).
3.2 Available Potential Energy and Diapycnal Mixing
In a rest state, the potential energy of a fluid column as defined by (3.10) is non-zero, making the total
potential energy less suitable for the characterisation of the wave field. Shepherd (1993), among others,
argues that different kinds of wave motion are optimally described in terms of a pseudo-energy, which
is a conserved quantity in a closed domain in absence of viscous or diffusive effects and corresponds to
the sum of kinetic energy and a so-called available potential energy. In the case of Shepherd (1993),
the available potential energy (E˜A) is defined as the difference between the total potential energy (E˜P )
and a background potential energy (E˜B), which is calculated from a suitably defined stable reference
stratification, ρ˜ (Z∗). In the work by Shepherd (1993), static stability is the only requirement for the
reference stratification.
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One way to define the E˜B for a volume of Boussinesq fluid with a disordered density field, such
as due to internal gravity waves, is as the minimum potential energy that is attainable by adiabatically
rearranging the fluid under consideration into a horizontally uniform, stable stratification, which is
referred to as the reference state (Winters et al., 1995, Huang, 1998). In this reference state, each fluid
parcel with particular density ρ˜ (x, y, z, t) is associated with a particular reference height, Z∗ (ρ˜), for
which an expression is derived in the next sub-section. Since the background potential energy E˜B
is determined from a redistribution of the entire density field, it is a global quantity. The available
potential energy E˜A also is a global quantity and corresponds to the maximum amount of kinetic
energy that might be released by adiabatic conversion of the potential energy associated with the
internal wave field. Thus, E˜B ≤ E˜P and the available potential energy E˜A = E˜P − E˜B is a positive
definite quantity.
Analysing the evolution of the background potential energy provides a means of quantifying the
energy expended by internal wave motion to smooth out the reference stratification. A worldwide
integration of this energy transfer would permit closing an important part of the energy balance (Munk
and Wunsch, 1998), and answer how much energy internal tide dissipation contributes globally to the
maintenance of the observed stratification. This, however, is left for future studies.
In the following, a simple example of diapycnal is first considered, followed by the definition of
the reference level Z∗ for a perturbed continuous density stratification, and finally the formulation of
the energy transfers associated with diapycnal mixing in a stratified Boussinesq fluid.
3.2.1 Diapycnal diffusion - a simple example
In a viscous, diffusive volume of fluid, the pseudo-energy is not conserved. Firstly, kinetic energy is
dissipated due to molecular and eddy viscosity. Secondly, the smoothing of density gradients due to
mixing causes the background potential energy to increase. Consider case 1, a closed cube of fluid
of unit volume filled from the bottom halfway up with fluid of density ρ1 and the rest with fluid of
density ρ2 with ρ2 < ρ1.
Figure 3.1: Energy transfers due to diapycnal mixing.
In case 1, the fluid is stable and the background and total potential energy are equal, so that
E˜A = 0. Putting z = 0 at the bottom and z = 1 at the surface, the total potential energy equals
E˜P = g2
(
3
4ρ2 +
1
4ρ1
)
. Mixing the fluid to obtain an average density ρ¯ = (ρ1 + ρ2) /2 gives the increased
E˜P = E˜B = gρ¯/2. Incidentally, the reference stratification has thus been completely smoothed out
due to diapycnal diffusion. Thus, vertical diapycnal diffusion raises the centre of mass of the fluid and
therefore increases the background potential energy and here the total potential energy density follows
suit. In absence of sloping isopycnal surfaces, E˜B = E˜P and the energy transfer associated with total
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potential energy change due to density diffusion equals the local background potential energy gain due
to diapycnal mixing, labelled φd.
Now, consider case 2, where fluid of density ρ1 occupies the left-half of the cube and one has
ρ2 in the right half and the total potential energy is E˜P = gρ¯/2. However, the background potential
energy remains the same as in the first, unmixed case, because adiabatically re-ordering the density
field to find a stable stratification leads to the previous density distribution (case 1). Therefore, in
case 2, the available potential energy is non-zero and equal to EA = g8 (ρ1 − ρ2), which is positive
since by definition ρ1 > ρ2. Trivially, vertical diffusion of density alters nothing here. In addition, it is
clear that horizontally mixing the fluid to a uniform ρ¯ does not alter the total potential energy, since
the centre of mass is preserved. However, horizontal diapycnal mixing does increase the background
potential energy to E˜B = E˜P , so that the available potential energy is then reduced to zero.
The local background potential energy change due to diffusion is labelled φd. From the above
two respectively stably and neutrally stratified examples, the case of sloping isopycnals being an
intermediate one, it is clear that the EB-gain due to diffusion equals or exceeds the E˜P -change due to
diffusion, so that φd ≥ φm.
As a side note, in an unstably stratified fluid, e.g. case 1 with ρ2 > ρ1, diapycnal mixing still acts
as source of background potential energy, i.e. φd ≥ 0 is always positive-definite.
The interaction of a barotropic, stratified flow with topography causes sloping isopycnals near
the topography, so that enhanced diapycnal mixing may be expected near the topography. In addition,
internal gravity wave (tidal) motion is in particular associated with local displacements of isopycnal
surfaces and thus sloping isopycnals, so that diapycnal diffusion acts to convert the available potential
energy of the internal waves into background potential energy, as it (slowly) smooths out the background
stratification ρ (Z∗). Thus, internal wave energy dissipation alters the background stratification through
diapycnal mixing. In the next two sub-sections, the determination of the reference stratification and
the background potential energy change due to diapycnal mixing are presented.
In a dynamic fluid, the energy conversion due to diffusive mixing (e.g. Fm,H , φm,H ) may contain
both an adiabatic (reversible) part, due to epipycnal diffusion, and an irreversible diabatic part due to
diapycnal diffusion, which affects only EˆB .
3.2.2 Reference Level
Following Winters et al. (1995), Huang (1998) derived an analytical formulation for the height of a fluid
parcel of density ρ in the reference state for a basin with arbitrary sea-floor topography, corresponding
to the global minimum potential energy. Under the Boussinesq approximation, the volume of individual
fluid parcels is conserved under adiabatic rearrangement. The vertical position in the reference state
of a fluid parcel of density ρ is then defined by the volume of fluid parcels with density ρ′ satisfying
ρ′ ≥ ρ and the available volume above the sea-floor. The volume of fluid with density greater than and
equal to ρ is defined by
V (ρ, t) =
∫ ∫ ∫
H (ρ (x′, y′, z′, t)− ρ (x, y, z, t)) dx′dy′dz′, (3.21)
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where the Heaviside step-function is defined as
H (ρ− ρˆ) =

0, ρ < ρˆ
1
2 , ρ = ρˆ
1, ρ > ρˆ
. (3.22)
Hence, the Heaviside function selects volume elements that satisfy ρ ≥ ρˆ. Since volume is conserved,
the height of a fluid parcel of density ρ in the reference state, Z∗ (ρ), after adiabatic redistribution of
the density field to obtain the most stable stratification, may be obtained by equating the volume of
fluid V (ρ, t) of equation (3.21) to the volume of the basin below a certain level z, which is defined as
V (z) =
∫ z
−H
A (z′) dz′, (3.23)
where A(z) is the horizontal area of the basin at level z. Thus, the reference level Z∗ (ρ) of a fluid
parcel of density ρ is now defined as
Z∗ (ρ (x, y, z, t)) = Z∗ (V ) , (3.24)
that is, the vertical level at which V (z) = V (ρ, t). In the present formulation, Z∗ is a global quantity,
since it depends on the density distribution in the entire volume under consideration.
3.2.3 Background and Available Potential Energy
The background potential energy per unit width along Oy of a continuously stratified volume of fluid
is then defined as
E˜B =
∫
V
ρ˜gZ∗dV, (3.25)
and depends on the definition of Z∗ which is calculated from an adiabatic redistribution of the mass
field over the entire domain of simulation as in the previous sub-section. The available potential energy
is then equal to E˜A = E˜P − E˜B , i.e.
E˜A =
∫
V
ρ˜g (z − Z∗) dV. (3.26)
It should be noted that in the present formulation the background and available potential energies
are global quantities, since the entire volume is adiabatically rearranged to obtain Z∗ (ρ˜). However,
Lamb (2008) shows that a local available potential energy density may also be defined, which is
interesting in terms of computational resources, as well as regarding the characterisation of for example
solitary waves and the possibility to localise internal wave dissipation. Furthermore, according to
Shepherd (1993) in principle the background energy is not limited to potential energy, but might also
include for example the internal energy associated with sound waves. An additional example is the
energy associated with a background geostrophic flow, posing interesting opportunities for further
research for example regarding geophysical vortex dynamics and its interaction with the internal wave
field.
The difference between the vertical position and the reference level of a fluid parcel is closely
related to an ’indirect method’ that is used to determine the turbulent energy dissipation rate from (in
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situ) observations. The latter is proportional to L2TN
3, where N is a characteristic buoyancy frequency
and LT is the so-called Thorpe scale. The latter is defined as the root-mean-square of the vertical
displacement z−Z∗ of fluid parcels from the equilibrium level of minimum EB obtained from adiabatic
rearrangement (Thorpe, 2005, §6.3.2), which is therefore directly linked to the formulation of EA. This
adiabatic rearrangement method is often used locally (due to limited quantity of observations) and
commonly called ‘Thorpe sorting,’ for which Winters and d’Asaro (1996) provided a formal justification.
Using this kind of sorting, Winters et al. (1995) derived an EB budget in order to to estimate the
energy loss from the internal tide field associated with diffusion, which is discussed below.
3.2.4 Background potential energy change due to diapycnal mixing
Aiming to isolate the energy expended in irreversible mixing, following Winters et al. (1995), the gain
in background potential energy through diapycnal mixing is examined. They show that the background
potential energy gain due to local diapycnal mixing, φd, and by a flux divergence Fd that may be
integrated horizontally to give boundary fluxes, are defined as
Fd + φd =
∂
∂xα
∫ 1
0
gZ∗DKH(β)
∂ρ˜
∂xβ
dσ︸ ︷︷ ︸
Fd,H
+
[
gZ∗
KV
D
∂ρ˜
∂σ
]1
0︸ ︷︷ ︸
Fd,V
(3.27)
−
∫ 1
0
gDKH(β)
∂Z∗
∂xβ
∂ρ˜
∂xβ
dσ︸ ︷︷ ︸
φd,H
−
∫ 1
0
gKV
∂Z∗
∂σ
∂ρ˜
∂σ
dσ︸ ︷︷ ︸
φd,V
where φd,H and φd,V are local conversion, and when integrated over a finite horizontal domain Fd,H
and Fd,V represent diapycnal mixing through the lateral and vertical boundaries of the fluid column.
Note that in the present case, Fd,V = 0. Here, Z∗ = Z∗ (ρ˜) can be identified as the depth in the
background state of a fluid parcel of density ρ˜ .
Using the definition of Z∗, it can be shown that −φd is positive definite (Winters et al., 1995, p.
121). First, note that e.g.
∂Z∗
∂xα
∂ρ˜
∂xα
=
dZ∗
dρ˜
∣∣∣∣ ∂ρ˜∂xα
∣∣∣∣2 (3.28)
and that the reference stratification is stable by definition, so that dZ∗/dρ˜ < 0. A similar expression
can be obtained for φd,V . Thus, −φd ≥ 0 and local diapycnal diffusion always acts as a source of
background potential energy, as suggested in sub-section 3.2.1.
In non-uniformly discretised coordinate systems, numerically adjacent grid-cells may have dif-
ferent physical volume as well as height. For example, in the adiabatic reorganisation, the volume
corresponding to several shallow-water grid-cells may end up in a single abyssal grid-cell. Therefore,
the calculation of background potential energy by adiabatic rearrangement of the density field should
be carefully considered in order to ensure conservation of volume. This issue was not addressed in
the algorithms for Boussinesq fluids proposed by Winters et al. (1995), Huang (1998), or Tseng and
Ferziger (2001). To fill this gap, following similar principles here an algorithm is proposed that is
adapted to σ-coordinates, guaranteeing volume conservation and applicable to free-surface flow, which
is described in Section 4.6. This algorithm is tested using an example corresponding to a characteristic
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vertical section in the meridional plane of the North-Atlantic, for which the reference stratification,
Z∗ (ρ˜), and the background potential energy, E˜B, as well as the energy expended in local diapyncal
mixing can be determined analytically (Huang, 1998). The corresponding results are presented in
Chapter 4.6.1. Furthermore, the energy expended in diapycnal mixing during internal tide generation
in the deep ocean is analysed in Chapter 5, Section 5.7.
3.3 Non-hydrostatic energy equations
When the hydrostatic assumption is lifted, the vertical velocity vz becomes a prognostic variable and the
kinetic energy evolution equations (3.3) and (3.7) change in a few small ways. However, the potential
energy equations (3.12) and (3.14) remain the same. First of all, the kinetic energy now includes
the vertical velocity, so that the non-hydrostatic kinetic energy density is EK = 12ρ0 (vαvα + vzvz).
Secondly, the internal pressure now contains a non-hydrostatic contribution, q.
In analogy to the hydrostatic kinetic energy tendency (3.1), the tendency of the non-hydrostatic
part of the kinetic energy density integrated over the depth of the fluid is
∂EˆK,NH
∂t
= ρ0
∫ 1
0
vz
∂Dvz
∂t
dσ − ∂D
∂t
∫ 1
0
EK,NHdσ. (3.29)
Therefore, in analogy with equations (3.3) and (3.7), the starting point for the non-hydrostatic
contribution to the kinetic energy evolution is the vertical momentum equation (2.32). In effect,
including non-hydrostatic effects comes down to making the replacements
EK =
ρ0
2
vαvα → EK = ρ02
(
vαvα + v2z
)
(3.30)
P → P˜ = P + q,
Since the derivation for the advective and viscous terms closely follows that of the baroclinic kinetic
energy equation (3.7) it is not repeated here.
Non-hydrostatic pressure work rate: φz, FNH , Fq
A few remarks concerning the non-hydrostatic pressure gradient force and the buoyancy flux may be
useful. The derivation of the exchange with potential energy by the buoyancy flux, φz, is rather more
straightforward and is obtained directly from vertical integration of the product of vz and minus the
force of gravity −ρ˜g that appears in the vertical momentum equation (2.32).
It is interesting to note that if the surface pressure is zero and the bathymetry is fixed the
pressure work rate vanishes when integrated over a closed or horizontally periodic domain. Thus, in
absence of forcing, the energy of the flow is conserved apart from local dissipation due to viscosity
and tracer diffusion. The non-hydrostatic part of the pressure gradient causes a deflection of the flow,
from horizontal to vertical and vice versa, but causes no change of potential energy. This is shown in
Appendix B.2.
However, in case of dynamic bottom topography (and zero atmospheric pressure), making the
replacement P → P˜ = P + q the kinetic energy source associated with the topography FP is now
written
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FP˜ = −P˜ (0)
∂H
∂t
. (3.31)
The part corresponding to the non-hydrostatic pressure was labelled Fq in Appendix B.2. Finally,
in case of open boundaries, the divergence of the vertically integrated non-hydrostatic ‘pressure flux’
FNH is incorporated into (FIW + FX) due to the aforementioned replacement P → P˜ = P + q (see
Appendix B.2). The non-hydrostatic momentum and energy equations are employed in the analysis
of the small-scale laboratory experiments (see Chapter 6), because the dimensions of the experiment
show comparable horizontal and vertical scales.
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Chapter 4
High-precision numerical diagnostics
of internal tide energy transfers
This work is centred on the three-dimensional, Boussinesq, free-surface, primitive equation model
Symphonie, formulated in generalised terrain-following coordinates and which is designed for regional
and coastal ocean modelling studies. The purpose of this chapter is to illustrate the discrete energy
evolution equations based on the regional ocean model Symphonie, presented conceptually, attempting
to limit technical detail; uncertainties associated with the model formulation such as the discretisation
of the pressure gradient in terrain-following coordinates and the definition of open boundary conditions
for (internal) gravity wave simulation are discussed elsewhere (e.g. Auclair et al., 2000, Marsaleix et al.,
2009b).
4.1 Symphonie: a regional ocean model
The philosophy behind the model focuses on the ocean physics, trying to ensure a global conservation
of primary quantities (momentum, mass, tracers (T, S) and mechanical energy), and simplicity, by
using robust, low-order finite-difference discretisation schemes. Symphonie is developed by the Coastal
Oceanography group at the Laboratoire d’Aérologie and part of the ocean modelling system SIROCCO
(see http://sirocco.omp.obs-mip.fr). The numerical scheme of the dynamical core as well as the
boundary conditions are discussed in detail by Marsaleix et al. (2006, 2008, 2009b).
Since its inception, Symphonie has been primarily applied to the North-Western Mediterranean,
to investigate the Rhône river-plume dynamics, wind-driven dynamics, dense water formation and
deep convection, cross-shelf mass and sediment transport, current and eddy dynamics, as well as
biogeochemical studies (e.g. Estournel et al., 1997, Petrenko et al., 2005, Herrmann et al., 2008b,a, Ulses
et al., 2008, Hu et al., 2009, Guizien et al., 2006). The Bay of Biscay has been another area of study,
focusing on the dynamics of the barotropic (Pairaud et al., 2008) and baroclinic tides (Pairaud et al.,
2009). The recent non-hydrostatic model version has been applied to the simulation of non-hydrostatic
internal tides near Georges Bank (Auclair et al., 2010), suggesting that Symphonie is apt for the
simulation of (non-)hydrostatic internal tide dynamics. Numerical studies concerning Symphonie have
addressed pressure-gradient errors in terrain-following coordinate systems, effective open boundary
conditions for internal gravity waves, as well as analytical tools including combined wavelet and EOF
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analysis (Auclair et al., 2000, Pairaud and Auclair, 2005, Marsaleix et al., 2009b).
Recently, Symphonie was extended to include a prognostic vertical equation of motion, which
permits the evaluation of non-hydrostatic and non-Traditional effects of earth’s rotation (Auclair et al.,
2010), and here the model is adapted for the analysis of millimeter-scale dynamics to complement and
to be validated by laboratory measurements of internal wave generation (cf. Chapter 6). As such,
Symphonie-NH is a versatile modelling tool for ocean and fluid dynamics on a wide range of dynamic
scales.
4.1.1 Model-oriented Energy Diagnostics
A set of discrete diagnostic energy evolution equations is obtained from the discretised governing
equations in a similar fashion to that of the continuous energy equations presented in Chapter 3. This
diagnostic tool is used to analyse the internal tide energy transfers that are detailed in Chapter 5.
Marsaleix et al. (2008) showed that in a closed domain, when a leap-frog time-stepping scheme
with a single time-step is used, the dynamical core of the model conserves global energy by its definition,
down to truncation errors, which is a stabilising factor for any simulation, be the domain open or
closed (Burchard, 2002). In addition, the model provides explicit quantification of all energy transfers,
be they physical or numerical. In this chapter the approach is extended to include open boundaries for
the analysis of sub-domains of the simulated region.
The central role of the continuity equation in the exchange of potential and kinetic energy, in
Boussinesq models, has similar repercussions in the discrete energy equations that arise from the
discretised governing equations.
The discretisation of the primitive equations horizontally onto the staggered C-grid and in terms
of “terrain- and free-surface following” σ-coordinates onto the Lorenz grid in the vertical, as well as the
time-discretisation are presented in Section 4.2, and lead to a specific discretisation of the diagnostic
energy evolution equations that is discussed in Section 4.3 (also cf. Marsaleix et al., 2008). In return,
the requirement of energy conservation imposes constraints on the discretisation of the prognostic
model equations. For example, as noted in Chapter 3, the buoyancy flux is an essential mechanism for
the barotropic-to-baroclinic energy conversion and therefore a controlling factor in the generation of
internal tides. Consistent numerical modelling and analysis of the energy transfers in internal tide
generation thus require that the buoyancy flux φz be consistent between the discretised version of
the potential energy and kinetic energy equations that respectively arise from the discretised density
(heat, salt) and momentum conservation equations. A forward-coupled mode-splitting approach leads
to an imbalance in the discrete version of the barotropic buoyancy flux, φ¯z, between the barotropic
kinetic energy equation (3.3) and its counterpart in the potential energy equation (3.10), which may
be resolved by employing twin external modes as proposed by Marsaleix et al. (2008). However, for
simplicity in this study the model employs a single time-step, i.e. ’monomode’, which also guarantees
consistency in the buoyancy flux φz.
In addition, any non-physical energy transfers, such as numerical diffusion associated with a
Robert-Asselin filter (cf. sub-section 4.4.3) or partially upwind discretisation of advection terms
(Marsaleix et al., 2008), should be quantified in order to distinguish the significant physical energy
transfers and provide a margin of error. As noted in Section 5.7, diffusion and sub-grid scale mixing
processes are physical phenomena which are not always accurately represented by the discretised
governing equations, but which might be captured for example in the diffusive part of the advective
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scheme. Knowledge of the associated numerical energy transfers therefore permits detailed control
and proper motivation of choices related to numerical stability and computational efficiency and the
representation of sub-grid scale processes.
4.1.2 Chapter overview
In the remainder of this chapter, first the temporal and spatial discretisation are presented, followed
by a discussion of the discretised energy evolution equations, focusing on the discretised version of the
buoyancy flux and including a note on the numerical energy transfers associated with the Coriolis-
parameter and temporal diffusion. Subsequently, an algorithm for the calculation of background
potential energy is presented. Finally, the numerical setup of the deep-ocean experiments is presented.
4.2 Discretisation
4.2.1 Temporal Discretisation
The temporal discretisation in Symphonie consists of a predictor-corrector scheme. Namely, first the
hydrostatic mechanical part is calculated using a leap-frog scheme, the result of which is subsequently
corrected using an implicit scheme for vertical diffusion. Secondly, if so desired, a non-hydrostatic
correction may be applied, described by Auclair et al. (2010), which is applied in the numerical
simulation of the laboratory experiments that will be presented in Chapter 6.
Time-marching: centred in time
The primary temporal discretisation used in Symphonie is centred in time, which is 2nd order accurate.
For an arbitrary variable Ψ at an arbitrary point in space, the centred time-stepping scheme corresponds
to
Ψt+∆t = Ψt−∆t + 2∆tF t. (4.1)
In the terrain-following coordinates, in the governing equations (2.19) through (2.24) in practice
Ψ = DΦ, where Φ = vx, vy, vz, η, ρ˜, while F t represents sources and sinks of Ψ at time t.
A particular advantage of the leap-frog scheme is that it is time-reversible, implying that it is
possible to retrace the model run backwards in time. Other schemes (RK-4, for example) may have a
small but systematic error, not permitting this ‘retracing’. This may be an essential model feature for
the simulation of reversible processes.
4.2.2 Spatial Discretisation
The velocity, density and pressure fields are discretised horizontally onto the staggered C-grid (Arakawa
and Lamb, 1977) and in the vertical onto the Lorenz grid, which are both illustrated in Figure 4.1.
The tracer (T, S) equations are computed at the centre of grid-cells with integer horizontal indices
i; j ∈ {1,M ; 1, N} and vertical index k ∈ {1, km}. Note that in the following, temporal and spatial
indices are contracted when they are not essential (e.g. for integration along a line i ∈ {1,M} at fixed
j, k; t the latter are tacitly understood). The momentum equations are computed at the faces of each
grid-cell perpendicular to the velocity component, e.g. meridional velocity at i± 12 , j, k and vertical
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velocity at i, j, k ± 12 . The lateral domain boundaries are located at i = 12 ,M + 12 and j = 12 , N + 12 ,
where zero normal velocity may be imposed to represent a wall. The upper and lower boundaries are
respectively located at k = 12 , km +
1
2 , where kinematic and dynamic boundary conditions are applied
for velocity and pressure.
Figure 4.1: Spatial distribution of the dependent variables in Symphonie, in the horizontal plane:
C-grid (left), in the vertical plane: Lorenz grid (right).
As discussed in Chapter 3, the buoyancy flux (φz) plays an important role in the reversible energy
conversions associated with internal wave motion, as well as in the conversion of energy from the
barotropic tide to the baroclinic tide. It was shown in Section 3.1 that in the hydrostatic case, the
analytical version of the barotropic (baroclinic) buoyancy flux can be obtained from the barotropic
(baroclinic) momentum equations, with an exact counterpart in the potential energy evolution equation.
To parallel this derivation, the discretised formulation of the horizontal and vertical pressure gradient,
the barotropic and baroclinic continuity equations and the flux divergence of density is specified below.
In addition, the discretisation on the C-grid of the Coriolis-parameter is presented, which is further
discussed in sub-section 4.4.2.
Pressure gradients
Here, the spatial discretisation of the surface and internal pressure gradient is illustrated. A detailed
discussion of the discretisation of the pressure gradient can be found in Marsaleix et al. (2009a), while
here the ingredients for the derivation of the discretised version of reversible transfer between potential
and kinetic energy, the buoyancy flux φz, from the hydrostatic discretised momentum equations are
presented. For the moment, variations along Oy are neglected for simplicity, although the following
results are easily generalised to include Oy-gradients as well.
Following Marsaleix et al. (2008), the discretised version of the hydrostatic relation satisfies (at a
time t)
P i,k = gDi
(
km−1∑
n=k+1
ρ˜i,n∆σn +
(
1
2
ρ˜∆σ
)i,k)
, (4.2)
which simply expresses that the hydrostatic pressure force at level k balances the gravitational force
exerted on the overlying fluid. This equation implies that the hydrostatic vertical pressure gradient at
a time t is defined by
P i,k − P i,k−1 = −gD
i
2
(
∆σkρ˜i,k + ∆σk−1ρ˜i,k−1
)
. (4.3)
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Now, the horizontal internal pressure gradient force in σ-coordinates along Ox at the point i− 12 , j, k
is discretised in the form
(
−∂P
∂x
+
1
D
∂P
∂σ
∂z
∂x
)i− 12 ,k
= −P
i,k − P i−1,k
∆x
− gρ˜x;i−
1
2 ,k z
i,k − zi−1,k
∆x
, (4.4)
where relation (4.3) was used to obtain the second term on the right-hand side and ρ˜x;i−
1
2 ,k =
1
2
(
ρ˜i,k + ρ˜i−1,k
)
is the density averaged onto a zonal velocity point i− 12 . The first term in equation
(4.4) is the discretised horizontal pressure gradient following a σ-surface and the second term on the
right-hand side represents the correction associated with the horizontal variation of the depth of a
σ-surface.
Furthermore, the discretised version of the continuity equations is also expressed in terms of a
barotropic and a baroclinic part (cf. (2.20, 2.23 )), at a point j, respectively
ηi;t+∆t − ηi,t−∆t
2∆t
= − ˜¯v
i+ 12 ;t
x − ˜¯vi−
1
2 ;t
x
∆x
(4.5)
v
i,k+ 12 ;t
σ − vi,k−
1
2 ;t
σ
∆σk
= − v˜
′i+ 12 ,k;t
x − v˜
′i− 12 ,k;t
x
∆x
, (4.6)
as shown by Marsaleix et al. (2008, §3.1.3,-4). In fact, usually a mode-splitting approach is employed
for computational efficiency, in which the barotropic (external) motion, e.g. equation (4.5), is calculated
using a smaller time-step ∆te as discussed by Marsaleix et al. (2008) (cf. their equation (19)), who
mention that in its classic form the time-splitting approach is not exactly conservative, but the
employment of “twin” external modes remedies this problem. However, in the present approach, a
single mode is used, which also ensures energy conservation.
Discretisation of the Coriolis-terms
The coriolis acceleration causes a zonal (vx) acceleration equal to −fvy and a meridional (vy) accel-
eration +fvx, which requires an interpolation since the grid staggering places vx and vy at different
points.
In the present model, the Coriolis effect is discretised as follows. At an arbitrary vertical level k,
the contribution to vx-momentum at the point i− 12 , j is of the form
Fvy
yx;i− 12 ,j (4.7)
whereas the contribution to vy-momentum at the point i, j − 12 is
−Fvxxy;i,j−
1
2 . (4.8)
Here, the following averaging operators were used, for arbitrary variable ψ and grid-point (i, j)
and fixed σ, namely ψ
x;i,j
= 12
(
ψi+
1
2 ,j + ψi−
1
2 ,j
)
along Ox and ψ
y;i,j
= 12
(
ψi,j+
1
2 + ψi,j−
1
2
)
along
Oy. As a consequence of the discretisation, the energy transfer in an open domain associated with the
Coriolis acceleration is non-zero, as will be shown in sub-section 4.4.2.
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Flux divergence of density
The discretised formulation of the flux divergence of density at a time t is given by
Fl
i+ 12 ,k
x − Fli−
1
2 ,k
x
∆x
+
Fl
i,k+ 12
z − Fli,k−
1
2
z
∆σk
, (4.9)
where the horizontal density flux is Fli+
1
2 ,k
x = (Dvxρ˜)
i+ 12 ,k and the vertical density flux is defined as
Fl
i,k+ 12
z = v
i,k+ 12
σ
∆σk+1ρ˜i,k+1+∆σkρ˜i,k
∆σk+∆σk+1
.
4.3 Kinetic and Potential energy evolution
The temporal discretisation of the momentum, density and continuity equations permits the definition
of a discrete version of the instantaneous energy balance, ∆E/∆t = Gt, where E is the total mechanical
energy (per unit mass) and Gt represents sources and sinks of energy at time t, giving the energy
increment ∆E between times t− ∆t2 and t+ ∆t2 . A corresponding time-integrated formulation of the
discrete energy balance corresponds to
Et1+∆t/2 = Et0−∆t/2 +
t1∑
t=t0
Gt∆t, (4.10)
where t0 indicates the first and t1 the last time-step in the simulation. Note that the first and last
instance of each model variable (vα, vz, P, ρ˜, etc.) thus must be known respectively at t0 −∆t and
t1 + ∆t.
The discrete instantaneous and time-integrated energy balances corresponding to barotropic and
baroclinic kinetic and potential energy are derived in a manner analogous to the analytical formulation
of the energy tendency presented in Chapter 3. Note that the discretised formulations for ∂EK/∂t,
∂E¯P /∂t and ∂E˜P /∂t are equivalent to those presented by Marsaleix et al. (2008). In particular, the
formulation for ∂EK/∂t is slightly arbitrary, as long as the contribution of the discretised version of
EK∂D/∂t is adapted correspondingly.
In this study, an energy balance is calculated over a (sub-)domain with open lateral boundaries,
in contrast with the closed domain analysis by Marsaleix et al. (2008). Both in a global and local
(grid-cell) formulation of the energy evolution equations, the spatial discretisation onto the C-grid
constrains the formulation of the boundary fluxes of energy and pressure associated with Fψ.
The purpose of this section is to illustrate, under the hydrostatic approximation, the equivalence of
the buoyancy flux, φz, that appears in the kinetic and potential energy equations, since it is the primary
energy transfer involved in internal tide generation. As in the analytical equations (cf. Section 3.3), in
the non-hydrostatic case the buoyancy flux is directly found by multiplying the vertical momentum
equation by vz and therefore not discussed further here.
Marsaleix et al. (2008) considered the discrete versions of the diffusive fluxes and the advective
fluxes of kinetic energy in detail, which is not repeated here. However, a brief conceptual presentation
of the global formulation derivation of the local transfers and boundary fluxes of kinetic and potential
energy is included to emphasise the importance of a proper formulation of local energy conversion and
lateral energy fluxes.
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4.3.1 Conceptual description of local and boundary energy transfers
In this sub-section variations along Oy are neglected for simplicity, although the following results are
easily generalised to include Oy-gradients as well. In general, the kinetic energy conversion associated
with a spatial gradient along the Ox-axis of arbitrary variable Ai, representing pressure and advective
and diffusive fluxes of momentum, integrated over a box running over (i1 + 1) ∆x ≤ x ≤ iM∆x can
be expressed in the form
−
∑
i=i1+1,iM+1
v
i− 12
x
(
Ai −Ai−1) = − ∑
i=i1,iM
Ai
(
v
i+ 12
x − vi−
1
2
x
)
− viM+ 12x AiM+1 + vi1+
1
2
x A
i1, (4.11)
where the sum on the right-hand side represents a local energy conversion, which can be detailed by
employing the continuity equation. The last two terms are respectively the Ai-flux at the eastern and
western boundary, where each involves the velocity on the interior grid-point of each boundary of the
box. For expressions involving pressure and surface elevation, one substitutes form Ai respectively P i,
ηi and should replace vx by v˜x. Note that advective and diffusive fluxes of momentum can expressed
in a similar form.
It may be clear from this simple example that the formulation of the local (advective/diffusive)
fluxes of momentum and pressure depend on the model discretisation. It is in this respect that the
present energy-conserving formulation of discrete local conversion and fluxes of energy differs from
that used by Munroe and Lamb (2005) as well as the approach of Carter et al. (2008), which may have
led to uncertainties in their energetics analysis.
Local (grid-cell) formulation
In fact, it should be noted that from the continuity equation an equivalent local energy balance can
also be formulated, at the level of the grid-cell (cf. Figure 4.1). To illustrate the concept, for example
the local energy conversion associated with arbitrary variable ψ is formulated as the sum of local work
and the ψ-flux divergence (neglecting variations along Oy),
ψ
∂vx
∂x
= −vx ∂ψ
∂x
+
∂vxψ
∂x
. (4.12)
Using the discretised continuity equation, the discretised counterpart of (4.12) is of the form
ψi
(
v
i+ 12
x − vi−
1
2
x
)
= −
Work rate at i︷ ︸︸ ︷
1
2
(
v
i+ 12
x
(
ψi+1 − ψi)+ vi− 12x (ψi − ψi−1)) (4.13)
+
1
2
v
i+ 12
x
(
ψi+1 + ψi
)− 1
2
v
i− 12
x
(
ψi + ψi−1
)
︸ ︷︷ ︸
FIW+FX
For example, for ψi = P i, the left-hand side of (4.13) corresponds to the local conversion at the centre
of grid-cell i, while the right-hand side is the average of the work rate occurring at the grid-cell faces,
“Work at i”, plus the net ψi-flux through the faces of the cell, which if ψ = P corresponds to the local
horizontal flux divergence of pressure, FIW + FX (the complete term is additionally integrated over
the fluid depth). Summing the exact formulation over the domain recovers the global formulation
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and similar expressions can be obtained for the potential energy transfers. Although there is an exact
correspondence between the local and global formulation, in the present context the latter has the
advantages that, firstly, the number of interpolations is smaller, thereby limiting imprecision due to
rounding, and secondly, the global formulation is therefore simpler and less computationally demanding
than the local, grid-cell case. Nonetheless, it is useful to recognise the existence of this local formulation,
which might be applied in the future to analyse local energy conversion processes.
4.3.2 Kinetic energy
The discretised kinetic energy per unit mass integrated over a volume of interest, i; j; k ∈ {i1, iM ; j1, jN ; k1, km},
per unit area ∆x∆y, is defined by
∑
i=i1,iM+1
j=j1,jN
k=k1,km
(EK,xD∆σ)
i− 12 ,j,k +
∑
i=i1,iM
j=j1,jN+1
k=k1,km
(EK,yD∆σ)
i,j− 12 ,k +
∑
i=i1,iM
j=j1,jN
k=k1,km+1
(EK,NHD∆σ)
i,j,k− 12 , (4.14)
where e.g.EK,x = vxvx/2, Ek,z = vzvz/2 and ∆zi,k = Diσk for a horizontally uniform number of
σ-levels and the index ranges correspond to the grid-location of each velocity component. Under the
hydrostatic approximation, the vertical velocity is diagnostic and does not contribute to the kinetic
energy so that the third sum is neglected. As in Chapter 3, the separate contributions of the barotropic
and baroclinic velocity component are obtained by respectively substituting v¯x,y,z and v′x,y,z for vx,y,z.
Global kinetic energy
Marsaleix et al. (2008) showed that the increment between times t0− ∆t2 and t1 + ∆t2 of the global
kinetic energy per unit mass due to the zonal velocity component vx can be expressed in the form
∑
i=i1,iM+1
k=k1,km
1
2
(
vt1x v˜
t1+∆t
x ∆σ − vt0x v˜t0−∆tx ∆σ
)i− 12 ,k = ∑
i=i1,iM+1
k=k1,km
t=t0,t1
(
vtx
v˜t+∆tx − v˜t−∆tx
2∆t
∆t∆σ
)i− 12 ,k
(4.15)
−
∑
i=i1,iM+1
k=k1,km
t=t0,t1−∆t
(
vtxv
t+∆t
x
2
Dt+∆t −Dt
∆t
∆σ
)i− 12 ,k
∆t,
Here, v˜x = Dvx. The contributions corresponding to meridional and vertical velocity are obtained
by substituting vy and vz and observing the associated integration limits. The decomposition into
baroclinic and barotropic contributions are found as before by substitution of v′α,z and v¯α,z. The
horizontal part of the barotropic contribution can be further simplified by observing the vertical
uniformity of v¯α. Therefore, equation (4.15) corresponds to the horizontal and time integral of the
kinetic energy tendency equation for a fluid column (3.1). The first sum on the right-hand side of (4.15)
simply corresponds to the summation over time and space of the product of vtx with the discretised time
rate of change of zonal momentum. The second sum on the right-hand side is the discrete counterpart
of the term EˆK∂D/∂t and should therefore cancel with a part of the horizontal momentum advection
terms. It is noted that the latter is not exactly the case, but for small time-steps the effect is negligible
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compared to the truncation errors, which is the case in this work (cf. Marsaleix et al., 2008, compare
§3.1.2 & 3.1.3) .
With the definition Et+
∆t
2
K,x = v
t
xv
t+∆t
x /2, the kinetic energy per unit mass is thus formulated
on the intermediate time-steps t +
(
n± 12
)
∆t, between the basic model time-steps (t + n∆t). A
particularity of the centred time-discretisation is therefore that the kinetic energy can become negative
in case the velocity oscillates around zero with period T = 2∆t, since the product vtxvt−∆tx involves
velocities at subsequent time-steps.
Buoyancy flux: discretised formulation from EK In a non-hydrostatic model, the discrete
version of the buoyancy flux φz arises directly from the product of vz with the vertical momentum
equation. Under the non-hydrostatic approximation, the discretised formulation of the buoyancy flux
is obtained in a similar manner as the analytical version in Chapter 3.
Multiplying the discretised horizontal pressure gradient force (4.4) by vi−
1
2 ,k;t
x and summing over
the vertical Oxσ-plane gives per unit length ∆x at (tacit) time t
∑
i=i1,iM+1
k=k1,km
− v˜
i− 12 ,k
x
ρ0
P i,k − P i−1,k
∆x
∆σk −
∑
i=i1,iM+1
k=k1,km
v˜
i− 12 ,k
x
ρ0
(
gρ˜
x;i− 12 ,k z
i,k − zi−1,k
∆x
)
∆σk
︸ ︷︷ ︸
φB
(4.16)
Thus, the discretised version of φB , the part of the buoyancy flux associated with the slope of the free
surface and sea-floor, is obtained directly. The barotropic (φ¯z) and baroclinic contribution (φ′z) are
found by substitution of v¯x and v′x. For the remaining terms of the buoyancy flux, φS and φσ, the
discretised barotropic and baroclinic continuity equations (4.5) and (4.6) as well as the hydrostatic
relation (4.3) are used. Considering the first part of equation (4.16),
∑
i=i1,iM+1
k=k1,km
− v˜
i− 12 ,k
x
ρ0
P i,k − P i−1,k
∆x
∆σk =
∑
i=i1,iM
k=k1,km
1
ρ0
P i,k
v˜
i+ 12 ,k
x − v˜i−
1
2 ,k
x
∆x
∆σk (4.17)
−
∑
k=k1,km
1
ρ0
[
(v˜x∆σ)
iM+ 12 ,k P iM+1,k − (v˜x∆σ)i1−
1
2 ,k P i1−1,k
]
︸ ︷︷ ︸
FX+FIW
The first term on the right-hand side involves the continuity equation and can be shown to correspond
to the remaining components (φS + φσ) of φz (cf. Marsaleix et al., 2008, §3.3.2 & 3.3.3 ), that is
69
CHAPTER 4. HIGH-PRECISION NUMERICAL DIAGNOSTICS OF INTERNAL TIDE ENERGY
TRANSFERS
∑
i=i1,iM
k=k1,km
1
ρ0
P i,k
v˜
i+ 12 ,k;t
x − v˜i−
1
2 ,k;t
x
∆x
∆σk = −
φS︷ ︸︸ ︷∑
i=i1,iM
k=k1,km
g
ρ0
Di;t
(
ρ˜t
zt+∆t − zt−∆t
2∆t
∆σ
)i,k
(4.18)
−
∑
i=i1,iM
k=k1+1,km
g
ρ0
Di;tv
i,k− 12 ;t
σ
∆σkρ˜i,k;t + ∆σk−1ρ˜i,k−1;t
2
︸ ︷︷ ︸
φσ
.
Here, the time-index t is included explicitly because it is important for e.g. zt+∆t. The second term
on the right-hand side of equation (4.17) is the discretised formulation of the the barotropic boundary
cross-flux of internal hydrostatic pressure across the western and eastern boundary, FX , and that of
the baroclinic boundary flux of internal hydrostatic pressure, FIW , which were discussed in Chapter 3.
In this case, the velocity on the interior grid-points of each box boundary is involved.
4.3.3 Barotropic potential energy
Barotropic potential energy tendency
For an arbitrary density point in the domain under consideration, the tendency equation barotropic
potential energy (per unit mass) is obtained from the discretised free-surface evolution equation (cf.
equation (4.5)), giving somewhat trivially at a time t
gηt
(
ηt+∆t − ηt−∆t)
2∆t
=
1
∆t
(
E¯
t+ ∆t2
P − E¯
t−∆t2
P
)
(4.19)
where E¯t+
∆t
2
P =
g
2η
tηt+∆t. Since this term involves η at subsequent time steps, the barotropic potential
energy can also become negative, like the kinetic energy.
The time-integrated formulation at a point i is simply
E¯
t1+ ∆t2
P = E¯
t0−∆t2
P −
t=t1∑
t=t0
gηt
(
ηt+∆t − ηt−∆t)
2∆t
∆t, (4.20)
which can be integrated over the domain to obtain the barotropic potential energy increment in a fluid
column between time t0−∆t/2 and t1 + ∆t/2.
Physical source/sink of barotropic potential energy
The source of barotropic potential energy is derived straightforwardly from the work done by the
barotropic current, that is, integrated over the range (i1) ∆x ≤ x ≤ (iM + 1) ∆x, at a time t
−
∑
i=i1,iM+1
g˜¯vi−
1
2
x
ηi − ηi−1
∆x
= −g˜¯viM+ 12x ηiM+1 + g˜¯vi1−
1
2
x η
i1−1 (4.21)
+
∑
i=i1,iM
gηi
˜¯vi+
1
2
x − ˜¯vi−
1
2
x
∆x
,
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where the first two terms on the right-hand side represent the barotropic surface pressure flux through
the eastern and western boundary of the domain, corresponding to FT in equation (3.3). Using the
discrete barotropic continuity equation (4.5), the third term on the right-hand can be shown to match
the left-hand side of equation (4.19) exactly, integrated over the range (i1) ∆x ≤ x ≤ (iM) ∆x.
4.3.4 Baroclinic potential energy
The baroclinic potential energy density per unit mass is defined on mass-points as (ρ˜gz)i,j,k /ρ0. The
discretised baroclinic potential energy evolution equation for a fluid column running from (i1) ∆x ≤
x ≤ (iM) ∆x is obtained by multiplying the discretised form of the density evolution equation (2.24),
with gzi,k;t, and integrating over the depth of the fluid. The baroclinic potential energy increment
between t0 and t1 can be shown to satisfy
∑
i=i1,iM
k=k1,km
t=t0,t1
g
2ρ0
(
zi,k;t1 (Dρ˜)i,k;t1+∆t + zi,k;t1−∆t (Dρ˜)i,k;t1 − zi,k;t0 (Dρ˜)i,k;t0−∆t − zi,k;t0+∆t (Dρ˜)i,k;t0
)
= +
∑
i=i1,iM
k=k1,km
t=t0,t1
gzi,k;t
ρ0
(Dρ˜)i,k;t+∆t − (Dρ˜)i,k;t−∆t
2∆t
∆σk∆t
+
∑
i=i1,iM
k=k1,km
t=t0+∆t,t1−∆t
gDi;t
ρ0
(
ρ˜t
zt+∆t − zt−∆t
2∆t
∆σ
)i,k
∆t
︸ ︷︷ ︸
φS
(4.22)
(cf. Marsaleix et al., 2008). Here, the first term on the right-hand side corresponds to the product
of gzi,k;t with the discretised version of the local density evolution (2.24). The second term on the
right-hand side corresponds to the term φS in the buoyancy flux.
Buoyancy flux: discretised formulation from EP
Multiplying the discretised version of the density flux divergence (4.9) by gzi,k;t gives the remaining
terms of the buoyancy flux at a time t as follows.
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∑
i=i1,iM
k=k1,km
t=t0,t1
− g
ρ0
zi,k
(
Fl
i+ 12 ,k
x − Fli−
1
2 ,k
x
∆x
+
Fl
i,k+ 12
z − Fli,k−
1
2
z
∆σ
)
∆σk (4.23)
=
∑
k=k1,km
t=t0,t1
1
ρ0
(
zi1,k (Dvxρ˜)
i1− 12 ,k − ziM,k (Dvxρ˜)iM+
1
2 ,k
)
∆σk
+
φσ︷ ︸︸ ︷∑
i=i1,iM,
k=k1+1,km
t=t0,t1
g
ρ0
(Dvσ)
i,k− 12 (∆σρ˜)
i,k + (∆σρ˜)i,k−1
2
∆t
+
∑
i=i1+1,iM
k=k1,km
t=t0,t1
g
ρ0
(Dvxρ˜)
i− 12 ,k z
i,k − zi−1,k
∆x
∆σk∆t
︸ ︷︷ ︸
φB
.
where the density fluxes Flx and Flz were defined in sub-section 4.2.2. The first sum on the right-hand
side of (4.23) represents the discrete version of the horizontal boundary flux of potential energy, FE˜P .
The remaining two sums are discretised version of the buoyancy flux associated with mass transport
along surface of constant σ (φB) and flow across surfaces of constant σ (φσ) (cf. sub-section 3.1.2).
Comparison with the terms arising from the discretised version of the kinetic energy equations indicates
that the separate terms φS , φB and φσ of the buoyancy flux φz are consistent between the discrete
versions of the potential and kinetic energy equation.
4.4 Numerical energy sources and sinks
In this section, a number of artificial kinetic energy transfers is discussed, including kinetic energy
advection, the consequences of Coriolis discretisation and the temporal diffusion due to the Robert-
Asselin filter that is employed to ensure numerical stability.
4.4.1 Surface motion vs. continuity in advection terms
As mentioned in the previous section, Marsaleix et al. (2008, cf. §3.1.3) noted that the discretised
counterpart of the term EˆK∂D/∂t is not exactly balanced by the term that arises from the advective
momentum fluxes, which is required by the analytical kinetic energy balance equations (3.3,3.7).
However they also argued this difference proves to be negligible for time-steps that are small enough,
which is effectively the case in the numerical experiments presented in this work.
4.4.2 Coriolis effect
In theory, the Coriolis effect does not do work (e.g. Gill, 1982, §4.6). In effect, integrated over a closed
domain the sum of the discrete version of the energy conversion associated with the traditional Coriolis
terms, −vxfvy and vyfvx vanishes identically, and does no net work because it is a pseudo-force
solely due to the choice of local coordinate frame to describe the flow. However, due to the spatial
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discretisation of the momentum equations on the C-grid (cf. sub-section 4.2.2), this is not the case for
a domain with open lateral boundaries. Although no net work is done in the inner domain (Arakawa
and Lamb, 1977), the Coriolis terms at the lateral boundaries now pose a non-vanishing energy source
or sink. This is illustrated by the integral of the Coriolis-contribution to the kinetic energy equations
over a horizontal domain at an arbitrary σ-level, of the form (at a time t)
i2,j2∑
i=i1,j=j1+1
v
i,j− 12
y
(
F (vx)
x
)y;i,j− 12 − i2,j2∑
i=i1+1,j=j1
v
i− 12 ,j
x
(
F (vy)
y
)x;i− 12 ,j
(4.24)
=
j2−1∑
j=j1+1
(
Fi1,jv
i1− 12 ,j
x (vy)
y;i1,j
+ Fi2,jv
i2+ 12 ,j
x (vy)
y;i2,j
)
−
i2−1∑
i=i1+1
(
Fi,j1v
i,j1− 12
y (vx)
x;i,j1
+ Fi,j2v
i,j2+ 12
y (vx)
x;i,j2
)
+Fi1,j1
(
v
i1− 12 ,j1
x v
i1,j1+ 12
y − vi1+
1
2 ,j1
x v
i1,j1− 12
y
)
+Fi2,j1
(
v
i2+ 12 ,j1
x v
i2,j1+ 12
y − vi2−
1
2 ,j1
x v
i2,j1− 12
y
)
+Fi1,j2
(
v
i1− 12 ,j2
x v
i1,j2− 12
y − vi1+
1
2 ,j2
x v
i1,j2+ 12
y
)
+Fi2,j2
(
v
i2+ 12 ,j2
x v
i2,j2− 12
y − vi2−
1
2 ,j2
x v
i2,j2+ 12
y
)
.
The sums on the RHS of Equation (4.24) represent energy fluxes through the domain boundaries, while
the remaining terms correspond to each of the four corners of the domain. In a closed domain, the
velocities perpendicular to the boundaries at the points i1 − 1, i2 + 1, j1 − 1 and j2 + 1 are set to
zero, so that in effect vi1−
1
2 ,j
x = v
i2+ 12 ,j
x = 0 and v
i,j1− 12
y = v
i,j2+ 12
y = 0 and kinetic energy is indeed
conserved, as far as the energy flux due to the Coriolis discretisation is concerned. However, it is clear
that the Coriolis effect causes a spatial redistribution of kinetic energy, corresponding to the RHS of
Equation (4.24), which is quantified in section 3.2. Finally, it is straightforward to define the energy
fluxes due to the Coriolis effect associated with the external and internal mode, by replacing vi,jα by
respectively v¯i,j,k;tα and v′i,j,k;tα .
The numerical Coriolis energy flux was tested in the control simulation of deep ocean internal
tide generation, the energy transfers of which are analysed in detail in Chapter 5. An extract of the
instantaneous energy transfers after 8.925 T (T in tidal periods) is shown in Table 4.2 The internal
tide is generated in a region with significant topographic slopes, whereas where the sea-floor is flat,
the internal tide merely propagates. When the internal tide field is well-established, in the generation
region (GR) the net energy flux due to spatial discretisation of the Coriolis effect primarily acts as a
small source of baroclinic kinetic energy, on the order of 1% of the fluxes in the predominant net energy
balance between the barotropic pressure flux, − (FT + FX), the buoyancy flux, φz, and the baroclinic
IT-pressure flux, −FIW , which will be described in Section 5.6. The net barotropic Coriolis energy flux
is several orders of magnitude smaller and negligible. Nonetheless, in the control simulation, the net
baroclinic Coriolis energy flux is an order of magnitude larger than the net potential energy change due
to vertical mixing, −φm,V . This emphasises the importance of accurate energy diagnostics. Note that
the control simulation employs unphysically weak vertical diffusion, while in the tests with stronger
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vertical diffusion coefficient KV analysed in Section 5.7 the baroclinic Coriolis energy flux is negligible
with respect to φm,V .
4.4.3 Robert-Asselin filter: temporal diffusion
To limit the computational mode oscillations that may arise in the leap-frog time-stepping scheme
employed in Symphonie, e.g. from small perturbations to the solutions at odd and even time-steps, a
Robert-Asselin filter is used (Robert, 1966, Asselin, 1972), of the form
φ∗t = φt +
A
2
(
φt+∆t − 2φt + φ∗t−∆t) , (4.25)
where A is the filter coefficient, φ is any of the model variables and φ∗t indicates the filtered variable
at time t. The Rober-Asselin filter is used in both the momentum and density (tracer) equations.
Employing this scheme, the time-stepping algorithm becomes
φt+∆t − φ∗t−∆t
2∆t
= RHSt. (4.26)
Recursive substitution of φ∗t−2∆t, φ∗t−3∆t, etc., leads to
φt+∆t − φt−∆t = 2∆t (RHS)t +
qmax∑
q=1
(
A
2
)q (
φt−(q−1)∆t − 2φt−q∆t + φt−(q+1)∆t
)
, (4.27)
where qmax indicates the number of iterations since the beginning of the simulation (Marsaleix et al.,
2008). For |A|  1, this equation may be approximated to first order as
φt+∆t − φt−∆t = 2∆t (RHS)t + A
2
(
φt − 2φt−∆t + φt−2∆t) . (4.28)
This is the form of the Robert-Asselin filter that is employed in Symphonie. In fact, in Sym-
phonie a slightly modified version of the Robert-Asselin filter is used, which guarantees to leave
homogeneous fields unchanged in spite of free surface motion. However, the considerations in this
section also apply to the modified form (for details, see Marsaleix et al., 2008). Cast in the form
Kt
((
φt − φt−∆t)− (φt−∆t − φt−2∆t)) with Kt = A/2∆t2, the modified Robert-Asselin filter may be
regarded as the finite-difference counterpart for a diffusion process acting in time, of the form ∂∂tK
∂
∂tφ.
Apart from the condition on A that is required for the above approximation, the Asselin coefficient
is determined by the following considerations on numerical stability of the resulting time-stepping
scheme and the associated energy conversion. The purpose of the Asselin filter is to limit spurious
oscillations of the smallest period that is possible in the leap-frog scheme, namely T = 2∆t. Neglecting
the RHS-terms and assuming a solution for φ (t) of the form φ = eiωt the amplification factor
F = φt+∆t/φt satisfies
F = e−iω∆t +
A
2
(
1− 2e−iω∆t + e−2iω∆t) (4.29)
Substitution of the maximum frequency of the leap-frog scheme, ω = pi/∆t, gives
F = −1 + 2A, (4.30)
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so the stability condition |F | ≤ 1 requires that 0 < A ≤ 1. Otherwise, the Robert-Asselin filter acts to
enhance the computational mode oscillations with a period equal to T = 2∆t, which corresponds to
the fastest-growing computational mode.
An additional interpretation of the Asselin filter given in Equation (4.28) involves paying separate
attention to subsequent time-steps, labelled odd and even.
φt+∆todd = φ
t−∆t
odd (1−A) +
A
2
(
φteven + φ
t−2∆t
even
)
(4.31)
= φt−∆todd (1−A) +Aφ¯t−1even,
where φ¯teven indicates an average over even time-steps onto the odd time-step. Clearly the Asselin
coefficient acts as an averaging operator, bringing the two trajectories φodd and φeven closer to a single
one. If A = 1/2, φt+∆t simply equals the mean
(
φt−∆t + φ¯t−∆t
)
/2, causing a complete mix of φ and
φ¯. If A = 0 the leap-frog solution is unaltered, whereas A = 1 causes the solutions φ and φ¯ to switch
from one trajectory to the other. Setting 0.5 < A < 1 leads to over-compensation: the two trajectories
do approach a single trajectory, but each individual trajectory switches from upper to lower trajectory
at each time-step. It seems unphysical to shave off at the next time-step the excess that was added to
φ at the previous time-step. Finally, a more elegant solution then is to use
0 < A <
1
2
, (4.32)
so that the solution at φt+∆t is nudged towards the mean of the two trajectories,
(
φt−∆t + φ¯t−∆t
)
/2.
Incidentally, this condition on A satisfies the condition |A| << 1 that permits the truncation of
Equation (4.27).
In conclusion, the first order Robert-Asselin filter is used in Symphonie with filter coefficient
0 < A < 1/2 because of its effective damping of the computational mode of period T = 2∆t (i.e. at
the maximum frequency ω = pi/∆t) that may arise in the Leap-frog time-stepping scheme. This filter
conveniently acts as a source of kinetic energy (only) for this type of oscillations, which happen to be
characterised by negative kinetic energy. Therefore, the first order Robert-Asselin filter is particularly
appropriate for the reduction of numerical noise.
In practice, the value for the coefficient A is determined case-by-case, yet for example A = 0.2 is
frequently used in Symphonie, whereas early applications used values of about A = 0.05 (Asselin, 1972,
Blumberg and Mellor, 1987). In the context of the control simulation of internal tide generation in the
deep ocean presented in Chapter 5, since the chief interest of the Robert-Asselin filter is to enhance
model stability three successively weaker values of the Robert-Asselin filter coefficient A were tested,
shown in Table 4.1.
The associated energy diffusion is compared to the dominant mechanical energy fluxes and to the
weaker fluxes due to physical diffusion, φm,V , ξ¯V , ξ′V and φd,V , to see whether or not the latter can
be meaningfully evaluated. Should the model prove stable with lower A, then that value is naturally
preferred.
For all three of the test-cases, the Asselin filter particularly directly affects the kinetic energy
evolution and indirectly the potential energy tendency by way of the buoyancy flux φz, whereas its
direct effect on potential energy is negligible. The associated net kinetic and potential energy fluxes
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Table 4.1: Robert-Asselin filter tests for Ocean Simulation
Parameter Control Tests
A 0.1 0.05, 0.01
scale linearly with the Asselin coefficient A.
Compared to the stationary state that sets in after about 4T (see Chapter 5), the Asselin filter
acts relatively strongly yet intermittently during the first tidal period of simulation. This is due to
the strong velocity shear associated with the surface wave front that initially propagates through the
domain. For each case, the maximum kinetic and potential energy fluxes due to the Asselin filter,
integrated over the GR, respectively peak intermittently to about 10 Wm3kg−1 and 2.8 Wm3kg−1 times
A. The duration of each peak is about 0.001T and these peaks correlate well with the propagation
through the domain of the initial surface wave front and a partial reflection upon encountering the
eastern domain boundary.
In the control simulation, after the initial spin-up period the potential energy diffusion due to
the Asselin filter, integrated over the internal tide GR, is positive with a running mean of O
[
10−2
]
Wm3kg−1 times A. The amplitude is of the same order, but does not appear to follow a regular pattern.
The kinetic energy flux due to the Asselin filter is about −0.7 Wm3kg−1 times A, with an amplitude
of about A/2 Wm3kg−1, acting as a net sink of kinetic energy.
The kinetic energy diffusion due to the Asselin filter after the initial spin-up period is slightly
weaker than the potential energy tendency due to vertical mixing with ‘control’ diffusion coefficient
KV = 10−6 m2s−1, but of the same order (cf. Table 4.2).
In both tests with A respectively reduced to 0.05 and 0.01, the instantaneous amplitude of the
physical kinetic energy transfers as well as the numerical energy transfer associated with the Coriolis
effect is increased on the order of 0.001% with respect to the control simulation. The net effect
is a minor increase of the amplitude and running mean barotropic and baroclinic pressure fluxes,
respectively − (FX + FT ) and −FIW , as well as potential energy. However, the potential energy gain
due to vertical density diffusion, φm,V , is negligibly affected.
Since the purpose of the Asselin coefficient is to enhance model stability and both test simulations
with smaller Asselin coefficients appear to be stable over 12 tidal periods as presented here, it seems
reasonable to reduce the Asselin coefficient accordingly.
4.5 Global energy conservation: numerical precision
A primary test for the energy balances is the global energy conservation. Table 4.2, which shows an
extract at arbitrary time t = 8.925T of the instantaneous and running-mean energy transfers in the
internal tide Generation Region (GR, extending ±20 km from the ridge crest), where the topographic
slope is significant in the control simulation which is described and analysed in Chapter 5. The running
mean at time t is calculated over the period t−T < t < t+T . On the one hand the instantaneous energy
transfers have a wide range of amplitudes (compare, e.g., the instantaneous buoyancy flux, φz to that
of vertical diffusion, φm,V ), whereas on the other hand the net effect, averaged over two tidal periods,
of a reversible process may be zero. Clearly, a meaningful analysis of the net energy transfers involved
in internal tide generation requires that the energy balances be closed to high numerical precision.
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This is indeed the case at the arbitrary time t = 8.925T for the global energy balance shown in Table 4.2.
An estimate of precision for a simulation lasting 20 tidal periods integrated over the GR in the
control simulation is now given. The left-hand side of the discretised balances of kinetic (4.15) and
potential energy (4.19, 4.22) are compared to the corresponding right-hand sides. In addition, the
consistency of the decomposition of the pressure work terms, e.g. (4.16), into local conversion (φz)
and the boundary fluxes FIW and FX is evaluated numerically. To evaluate the consistency of the
kinetic-to-potential energy conversion through the buoyancy flux, the discretised version of φz arising
from the discretised formulation of the kinetic respectively energy evolution equation is also tested.
Table 4.3 shows the magnitude of the instantaneous energy transfers during twenty tidal periods
integrated over the GR, for the left-hand side of the energy evolution equations (3.3), (3.7), (3.12) and
(3.14) as well as for the pressure gradient decompositions (discussed in Section 4.3). In addition, the
magnitude of the largest and smallest term in each equation, and the maximum absolute difference
between lhs and rhs during 20 tidal periods,
max = max (|lhs− rhs|) , (4.33)
which should be zero theoretically, are shown for each balance. The instantaneous barotropic kinetic and
potential energy balance, as well as the barotropic pressure gradient decompositions, are in equilibrium
up to 13 significant digits. The error occurs due to numerical rounding. Note that the equilibrium
includes both physical and numerical energy transfers. The baroclinic potential energy, however, has
up to 9 significant digits, which is also reflected in the buoyancy flux. This reduction in numerical
precision is due to the summation of large terms which nearly cancel, associated with the potential
energy flux divergence in particular. The smallest term in all balances remains O
[
105
]
Wm3/kg larger
than the maximum error max, which supports both the utility and validity of model-oriented energetics
analysis.
4.6 Background potential energy and diapycnal diffusion: Al-
gorithm for terrain-following coordinates
The computation of the diapycnal mixing at location (i, j, k) requires knowledge of Z∗
(
ρ˜i,j,k
)
, the
depth of a fluid parcel of density ρ˜i,j,k in the “background” state, corresponding to the state with the
minimum potential energy attainable by adiabatic rearrangement of the density field.
In non-uniformly discretised coordinate systems, such as the terrain-following σ-coordinates used
in Symphonie, numerically adjacent grid-cells may have different physical volume as well as height. For
example, in the adiabatic reorganisation, the volume corresponding to several shallow-water grid-cells
may end up in a single abyssal grid-cell. Therefore, the calculation of background potential energy
by adiabatic rearrangement of the density field should be carefully considered in order to ensure
conservation of volume. This issue was not addressed in the rigid-lid algorithms proposed by Winters
et al. (1995), Huang (1998) or Tseng and Ferziger (2001).
Therefore, a volume-conserving algorithm for the computation of Z∗
(
ρ˜i,j,k
)
, based on a sorting
algorithm Winters et al. (1995), that is adapted to σ-coordinates and applicable to free-surface flow
is described concisely here. The minimisation of the potential energy implies in particular that the
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Table 4.2: Instantaneous (〈φq〉X) and running mean (〈φq〉) energy transfers at arbitrary t=8.925T in
the control simulation, integrated over the Generation Region. Transfers marked ∗ sum to total rhs
(bold).
a. Kinetic Energy
Decomposition Expression 〈φq〉X (Wm3/kg) 〈φq〉 (Wm3/kg)
Total kinetic ∂DEK/∂t (lhs) −4.80085162032791E+03 3.009499923160E+01
energy vα∂Dvα/∂t −4.80159691355539E+03 3.009698127043E+01
EK∂D/∂t −7.4529322852E−01 1.98203884E−03
Barotropic ∂DE¯K/∂t −4.69669649437961E+03 3.243477573E−02
kinetic energy v¯α∂Dv¯α/∂t −4.69717062311631E+03 3.243477573E−02
E¯K∂D/∂t −4.7412873675E−01 −7.08711E−06
Baroclinic ∂DE′K/∂t −1.0415512594830E+02 3.006256445587E+01
kinetic energy v′α∂Dv′α/∂t −1.0442629043907E+02 3.006455358181E+01
E′K∂D/∂t −2.7116449177E−01 1.98912595E−03
Advection ∗ − ∫ 1
0
vα
∂Dvβvα
∂xα
dσ 3.8272811586E−01 −8.10500929E−03
Surface ∗ −D ∫ 1
0
vα
∂η
∂xα
dσ −5.26082837763618E+03 −3.4690665630152E+02
pressure work −FT −9.70347260447767E+03 −3.4694557924931E+02
−φT 4.44264422684150E+03 3.892294775E−02
Internal ∗ −Dvα
∫ 1
0
∂P
∂xα
dσ 3.4338201826855E+02 3.7261849049898E+02
pressure work −FX − FIW −7.10262515410360E+03 2.4392780610911E+02
−φS 5.99953138079738E+03 7.065479359E−02
−φB 1.4080333605550E+02 9.630014139636E+01
−φσ 3.844243101986E+01 3.231988819990E+01
Barotropic −Dv¯α
∫ 1
0
∂P
∂xα
dσ 4.5348384466328E+02 3.4692101034936E+02
pressure work −FX −5.84204596032354E+03 1.04737416356231E+03
−φS 1.4080333605550E+02 7.065479359E−02
−φ¯B 3.844243101986E+01 −7.0052380800650E+02
Baroclinic −D ∫ 1
0
v′α
∂P
∂xα
dσ −1.1010182639473E+02 2.569748014962E+01
pressure work −FIW −1.26057919378006E+03 −8.0344635745320E+02
−φσ 3.844243101986E+01 3.231988819990E+01
−φ′B 1.11203493636630E+03 7.9682394940286E+02
Viscosity∗ ξ¯H,V + ξ′H,V −9.01753527E−03 −9.05314005E−03
Numerical Total Coriolis ∗ 1.1557928544857E+02 4.5060758047E+00
kinetic energy Barotropic Coriolis 1.1033981340452E+02 5.45984733E−03
change Baroclinic Coriolis 5.23947204405E+00 4.5006159574E+00
Robert-Asselin ∗ −1.0355021662E−01 −1.037705823E−01
Total TOTAL KE (rhs) −4.80085162032654E+03 3.009499923161E+01
Precision Lhs − rhs −1.36E−09 −1.E−11
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b. Potential Energy
Decomposition Expression 〈φq〉X (Wm3/kg) 〈φq〉 (Wm3/kg)
Barotropic PE ∂E¯P /∂t 4.4426442268416E+03 3.89229477601130E−02
Baroclinic ∗ ∂D ˆ˜EP /∂t 6.4990705718633E+03 5.031643789418E+02
Potential energy gz∂Dρ˜/∂t 1.24986019529392E+04 5.032350337354E+02
Potential ∗ −FE˜P 1.39448895373284E+04 6.316713099822E+02
energy flux −F¯E˜P 1.26733313021871E+04 7.08176370017E+01−F ′
E˜P
1.2715582351413E+03 5.608536729805E+02
Buoyancy flux ∗ φz −7.4460071726508E+03 −1.286906843899E+02
φS −5.9995313810759E+03 −7.06547937E−02
φB −1.4080333605550E+03 −9.63001413963E+01
φσ −3.84424310198E+01 −3.23198881999E+01
Vertical diffusion∗ φm,V 1.837244348E−01 1.837145003E−01
Numerical PE change Robert-Asselin ∗ 4.4847235E−03 3.8888E−05
Total Total PE (rhs) 6.4990705738360E+03 5.0316437898E+00
Precision Lhs − rhs −1.9730E−06 −3.90E−08
Table 4.3: Magnitude in 10 log (P/ρ0) of the LHS (Mlhs) of the energy equations (3.3, 3.7, 3.12, 3.14)
and the pressure-gradient decompositions, the largest and smallest term in each balance (Mmin,Mmax)
and maximum absolute error (max), calculated over 20 tidal periods for the control simulation. KE
refers to total kinetic energy, PO and PI respectively to barotropic and baroclinic potential energy,
PGO and PGI to barotropic and baroclinic pressure gradient decomposition and φz refers to the
buoyancy flux between KE and PI.
Balance Equation Mlhs Mmax Mmin max
KE (3.3, 3.7) 4 4 -3 -9
PO (3.12) 4 4 4 -12
PGO (in 3.3) 3 3 -3 -9
PI (3.14) 4 4 0 -5
PGI (in 3.7) 3 4 3 -9
φz (3.9,3.5) 4 4 3 -5
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background state free surface be level. The following five-step algorithm does the trick:
Step 1: in the original domain (Rη), mass parcels (ρ˜∆V )
i,j,k are sorted based on their density, into
a volume distribution ∆Vη (ρ˜).
Step 2: neighbouring mass parcels in ∆Vη (ρ˜) are gathered together if their densities are ’too close’,
giving the (possibly lower resolution) distribution ∆V2 (ρ¯). By ’too close’, it is meant that the
model vertical resolution imposes a minimum density difference that can be evaluated, such
as ∆ρ˜ = 1K (ρ˜max − ρ˜min), where ρ˜min and ρ˜max are respectively the minimum and maximum
density in the domain, and K is the number of vertical levels.
Step 3: a ’levelled’ domain RL is defined using the domain average of the original free surface
elevation. The volume parcels in RL are sorted based on their depth, into a volume distribution
∆VL (Z∗). It is important to note that the total volume in RL equals that of the original domain
Rη.
Step 4: the volume distribution ∆VL (Z∗) is now filled from the bottom up with mass parcels from
∆V2 (ρ¯), starting with the densest parcel, giving the vertical density distribution ρ¯ (Z∗). Thus,
the volume in RL below the vertical level Z∗ contains parcels with density ρ˜ > ρ¯ (Z∗).
Step 5: The resulting depth-distribution Z∗ (ρ¯) of density in the domain RL is finally interpolated
onto the parcels ∆V i,j,k in Rη with corresponding ρ˜, giving the spatial distribution of Z∗
(
ρ˜i,j,k
)
.
This algorithm is tested in a case of idealised stratification, for which the reference level Z∗, the
background potential energy EB and its rate-of-change due to diapycnal mixing can be calculated
analytically, proposed by Huang (1998). The corresponding results are presented in Section 4.6.1
below.
4.6.1 Available potential energy and diapycnal mixing in a Boussinesq
Ocean
The available potential energy algorithm is tested here, comparing the numerical results to the analytical
solution of an idealised case proposed by Huang (1998), considering the total, background and available
potential energy, as well as their respective rates of change due to total and diapycnal mixing. First,
the analytical results are presented, while some parts of the derivation that were omitted by Huang
(1998) are considered in Appendix C.1. In the next section, 4.6.2, the numerical and analytical results
are compared.
Table 4.4: Model parameters for background potential energy tests.
Model parameter Value
ρ0 1029.056 kg m−3
α 10−7 m−2
KV , KH 1 m2s−1
domain length × depth 1 × 1 km
The density distribution is assumed to be two-dimensional, and defined as
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ρ = ρ0 (1− αxzˆ) , (4.34)
where ρ0 is an arbitrary constant reference density and x is the horizontal coordinate, while zˆ = z +H
is the height with respect to the sea-floor at z = −H and α > 0 here indicates the strength of the
stratification. The stratification is locally stable, but the Ox-dependence of the strength of stratification
causes a horizontal pressure gradient force associated with the inclination of the isopycnals. Huang
(1998) considered this case as a typical example of basin-scale stratification in a meridionally aligned
vertical plane and used non-dimensional coordinates. Here, however, dimensional coordinates are used
in a two-dimensional physical domain of 1 by 1 km. The physical parameters are summarised in Table
4.4. The corresponding density distribution is shown in the left panel of Figure 4.2.
(a) (b)
Figure 4.2: Left panel: Density distribution, ρ˜ = ρ (x, z) − ρ0. Right panel: Height in the reference
state, Z∗ = Z∗ (ρ (x, z)).
As shown in Appendix C.1, the height in the reference state Z∗ (ρ) of fluid with density ρ is given by
Z∗ (x, zˆ) = zmin +
∆z
∆x
(
xzˆ
zˆmax
− xmin
)
+
xzˆ
∆x
ln
(
xmaxzˆmax
xzˆ
)
. (4.35)
The spatial distribution of Z∗ (ρ (x, z)) is shown in the right panel of Figure 4.2.
Taking into account that ρ0 contributes equally to both total and background potential energy,
here the potential energy associated with the density anomaly ρ˜ = ρ− ρ0 is considered. Integrating
the local total and background potential energy density over the Oxz-plane, as shown in Appendix
C.1 leads to the total, background and available potential energy per unit length along Oy. That is,
EP = 8.4125× 1010 Wm−1 and EB = 6.5431× 1010 Wm−1 so that EA = 1.8695× 1010 Wm−1. The
available potential energy is non-zero, because the isopycnals are inclined. Releasing the system would
cause conversion of EA into kinetic energy. Here the focus is on the instantaneous effects of mixing,
rather than the dynamics.
The right panel in Figure 4.3 shows the relative difference between the numerically determined
total, background and available potential energy for horizontal and vertical resolutions ranging from
20 to 1.25 m. Clearly, the domain discretisation leads to approximately equal overestimates for the
total and background potential energy, with a near-linear dependence on the size of grid-cells, ∆x.
The numerical estimate for ∆x = 20 m exceeds the theoretical result by about 2%, while the solution
converges to the theoretical result for finer resolutions. As a consequence, the available potential
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potential energy is estimated to within 1% of the theoretical value, regardless of resolution. The
aforementioned convergence depends on the spatial regularity of the stratification: if the stratification
is well-resolved, the total, background and available potential energy estimate is accurate. A highly
irregular stratification would limit the accuracy of the estimate.
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Figure 4.3: Left panel: Analytical (at resolution= 0) and numerical results at different resolutions for
EP (•), EB (×) and EA (+) per unit length along Oy for the density distribution defined by Equation
(4.34). Right panel: relative difference between numerical and analytical result, (N − Th) /Th.
4.6.2 Total and diapycnal mixing
The analytical derivation of the change due to diffusion of total (EP ) and background potential energy
(EB) is shown in Appendix C.1. The resulting vertically integrated potential energy change due to
diffusion is given by
φm = ρ0gαKVHx. (4.36)
Furthermore, the vertically integrated background potential energy change due to horizontal and
vertical diffusion are respectively given by
φd,H = ρ0g
αKH
∆x
zˆ3max
3
(
1
3
+ ln
(xmax
x
))
, (4.37)
φd,V = ρ0g
αKV
∆x
x2zˆ
(
1
3
+ ln
(xmax
x
))
. (4.38)
Figure 4.4 shows the resulting distribution along Ox of φm, φd,H , φd,V as well as the total background
potential energy change φd,T = φd,V + φd,H . Vertical diffusion acts as a source of potential energy
that is linearly dependent upon x since the density depends linearly on x. Horizontal diffusion does
not contribute to the total potential energy, because it does not involve the lowering or raising of mass.
However, the background potential energy does increase due to horizontal diffusion, in particular in the
left part of the domain, where the horizontal gradients of both ρ and Z∗ are strongest. Notably, φd,H
appears to become unbounded as x approaches zero. In contrast, the EB-gain due to vertical diffusion
is stronger in the right part of the domain, where the vertical gradients of ρ and Z∗ are strongest.
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The total EB-gain due to diffusion, φd,T exceeds the EP -gain throughout the domain, indicating that
diffusion acts as a sink of available potential energy, since EA = EP − EB .
Note that the theoretical result for φd,T differs from that obtained by Huang (1998), who rather
found a source of available potential energy in the right side of the domain (cf. his Figure 1d), attributed
to strong vertical stratification. However, the present analytical solution was checked extensively and
is supported by the numerical results. A possible explanation is that the result of (Huang, 1998)
corresponds to using unequal diffusion coefficients KH and KV .
The results of numerical simulation with grid-size ranging from ∆x = 20 m to ∆x = 1.25 m are
superimposed on the analytical results in Figure 4.4. The impact of disctretisation is most visible in
the right part of the domain, where a lack in resolution degrades the discretised horizontal and vertical
gradients of ρ and Z∗.
The analytically determined change due to diffusion of EP , EB integrated over the Oxz-plane is
respectively Φm = 5.0475× 105 Wm−1, Φd,T = 8.9734× 105 Wm−1, leading to a decrease in available
potential energy EA equal to ΦI,T = −3.9258× 105 Wm−1. Integrated over the Oxz-plane, horizontal
and vertical diffusion contribute equally to Φd,T , so that φd,H = Φd,V = 4.4867× 105 Wm−1.
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Figure 4.4: Vertically integrated potential energy gain due to total vertical mixing: φm,V (Th: , N:
), background potential energy gain due to horizontal mixing: φd,H (Th: , N: ) vertical mixing:
φd,V (Th: , N: ) and their sum: φd,T (Th: , N: ). Numerical results for 1.25 ≤ ∆x ≤ 20 m
are superimposed and can be distinguished in particular towards the right side of the domain.
The right panel in Figure 4.5 shows the relative difference between the analytical and numerically
determined total potential energy gain, the background potential energy gain and total available
potential energy gain, for horizontal and vertical resolutions ranging from 20 to 1.25 m integrated over
the Oxz-plane. Clearly, both total, φm,T , and background potential energy change due to diffusion,
φd,T , and its constituents are underestimated due to discretisation. Finally, the numerical estimate of
the available potential energy loss due to diffusion, φI,T , is overestimated by almost 10% for the lowest
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resolution. Again, the discrepancy with the analytical result depends approximately linearly on the on
the size of grid-cells, ∆x, and converges to the theoretical result as resolution is enhanced: for the
finest grid-spacing of ∆x = 1.25 m the relative difference between the theoretical and numerical results
is on the order of 1% or less.
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Figure 4.5: Left panel: Analytical (at resolution= 0) and numerical results at different resolutions
for the total rate of change due to mixing of potential energy, φm,T (×), due to diapycnal mixing of
background potential energy with φd,H (+), φd,V (•) and φd,T (∗) and the resulting rate of change of
available potential energy, φI,T (o). Right panel: same notation, relative difference between numerical
and analytical result, (N − Th) /Th.
4.6.3 Discussion
The numerical calculation of total, background and available potential energy as well as their instanta-
neous change due to diffusion were studied in a closed domain with idealised stratification. It was shown
that the numerical solutions converge to the analytical solution, lending confidence to the algorithm for
the determination of the stratification in the reference state. In conclusion, if the characteristic scales
of the stratification are well-resolved, the numerical calculations accurately represent the associated
(background) potential energy and the energy change due to (diapycnal) diffusion.
A few remarks regarding the results presented in this chapter seem appropriate. First of all,
in this idealised test case the ocean surface and sea-floor are flat. Evidently, since the free surface
elevation due to tidal waves is on the order of 0.1 % of the total depth, these may be considered to
have a negligible influence on the calculation of the reference stratification and thereby on EB and
φd. However, the presence of significant horizontal variations of topography may lead to inaccuracies
in the reference stratification. Secondly, the ’horizontal’ diffusion in used in this work takes place
along the terrain-following σ-surfaces, which in case of a flat sea-floor correspond to constant z-levels.
However, in fluid overlying sloping topography diffusion along surfaces of constant σ has a vertical
component. Therefore, over sloping topography ’horizontal diffusion’ may change the total potential
energy and contributes to the vertical component of diapycnal mixing. Finally, although the results
presented here suggest that a very fine resolution is required to ensure accurate determination of the
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total, background and available potential energy, it should be stressed that this also depends on the
strength and regularity of the stratification. This is a reason to enhance resolution near the (seasonal)
pycnocline, when it exists.
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Part III
Energetics of internal tide generation
over ocean ridges
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Chapter 5
Internal tide energetics: Deep Ocean
In this work, internal tide generation, by barotropic tidal flow over sloping topography, and its subse-
quent propagation are studied numerically and in the laboratory using two essentially equivalent model
setups. The energy transfers inherent in internal tide generation and propagation are studied firstly
at realistic oceanic scale in the present chapter and secondly in the context of a series of laboratory
experiments, which were conducted at the hydraulic flume of Météo France. The physical characteristics
both case studies have in common are introduced here, while the laboratory experiments are described
in detail in Chapter 6.
In both the oceanic and laboratory case, the wide variety of ocean floor topography is simplified
to a single, generic Gaussian ridge, the height of which with respect to the surrounding flat sea floor at
equilibrium depth H is defined by
h = h0 exp
{
− (x− x0)
2
a2
}
, (5.1)
centred at x0 and of characteristic width of e-folding length scale a and a maximum height h0 with
respect to the ambient depth. In the laboratory case, the topography oscillates horizontally with
the tidal period, by setting x0 = x0 (t), so that h = h (x, t), which corresponds to transforming the
governing equations to a frame co-moving with the tidal flow. Examples in the world’s oceans which
correspond to such bathymetry are the ocean ridge of the Hawaii island chain in the Pacific Ocean,
for which where internal tide generation and energetics were studied (Holloway and Merrifield, 1999,
Munroe and Lamb, 2005, Carter et al., 2008) and the Mid-Atlantic ridge (St. Laurent and Garrett,
2002). The maximum slope of the ridge defined by equation (5.1) occurs at x = x0 ± a/
√
2 and is
given by
θT = tan−1
(√
2
e
h0
a
)
. (5.2)
Conserving the ratio of height to width, h0/a, under a change of ridge height guarantees that the
maximum ridge slope is conserved.
Throughout this work, the initial stratification is characterised by a constant buoyancy frequency
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N and for simplicity a single evolution equation is used for density anomaly
ρ˜ = ρ− ρ0, (5.3)
where ρ0 is a constant background value specified in Table 5.1. Assuming constant N is a considerable
simplification, foregoing completely interfacial internal waves as well as refraction and interior (partial)
reflection of internal wave-rays. The resulting exponential density field is approximated by
ρ˜ = −ρ0
g
N2z. (5.4)
In the deep ocean case, N = 10−3 rad s−1 and in the laboratory case N = 1 rad s−1.
The purpose of the present chapter is to firstly clarify the primary energy transfers involved
in internal tide generation and subsequently analyse the effects of tracer diffusion and viscosity. In
addition, the impact of the height h0 of the Gaussian ridge (5.1) on the primary energy fluxes, FX , φ¯z,
φ′z and FIW is analysed. This chapter is divided into five parts. First, a control simulation of internal
tide generation in the deep ocean is presented and the structure of the resulting internal tide field is
analysed in terms of the vertical velocity, and its components appropriate to barotropic and baroclinic
motion. After a discussion of the associated local and instantaneous energy transfers, the net local
energy flux associated with the tidal forcing is considered. Subsequently, based on complete numerical
energy diagnostics, approximate balances are presented for the primary net energy transfers involved
in barotropic-to-baroclinic conversion during internal tide generation, and subsequent internal tide
propagation in Section 5.6. Subsequently, the effects of augmented horizontal and vertical diffusion
and a TKE-diffusion formulation are considered in Section 5.7. Finally, the impact of the variation of
the maximum height of the topography on the primary energy conversions is analysed for a range of
ridge heights h0 from very sub-critical to strongly supercritical in Section 5.8.
5.1 Deep ocean: control simulation
The oceanic case study is carried out on the traditional f -plane, under the Boussinesq and the
hydrostatic approximation. The hydrostatic approximation is valid for ocean motion with small aspect
ratio. For IGW normal modes the condition is given by δn << 1 (cf. Section 1.3), i.e. the horizontal
wave length is large compared to the fluid depth. In addition, the deep ocean case is approached as a
large eddy simulation, that is, the smallest scales of motion are not resolved but rather parameterised
by means of (constant) turbulent viscosity and diffusivity.
Domain: The model is set up in the zonal/vertical Oxz-plane and uniform and cyclic in the Oy-
direction, permitting the Coriolis effect with f = 10−4 s−1, corresponding to latitude 43.4oN.
The physical domain extends 1200 km zonally.
Topography: A Gaussian ridge of variable height h0 is centred at x0 = 600 km and of characteristic
width a = 6.45 km.
Stratification: The initial stratification has a constant buoyancy frequency N = 10−3 rad s−1.
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Forcing: An M2-tidal surface wave of frequency ω0 = 1.4075 × 10−4 rad s−1 and period T = 12.4
h and amplitude U0 = 2.5 × 10−2 ms−1 enters the domain from the west at time t = 0 and
propagates eastward through the domain.
First, a control simulation is carried out, aimed primarily at the analysis of mechanical energy
conversion from the barotropic to the baroclinic tide. With this objective in mind, both effects of
physical and numerical kinematic viscosity and scalar diffusivity associated with sub-grid processes
are deliberately minimised and set to a uniform (molecular) KV = 10−6 m2s−1 in the vertical, while
horizontal diffusion and viscosity are set to zero. This implies that the turbulent Prandtl number
equals 1. The physical parameters of the deep ocean simulation are summarised in Table 5.1. Using
the control simulation as a basis, a series of sensitivity tests was carried out using larger vertical and
horizontal diffusivity/viscosity, which are physically more appropriate in representing sub-grid scale
(turbulent) eddy motion, a turbulent closure scheme and a free-slip bottom boundary condition, which
are presented and analysed in Section 5.7.
In the control simulation the height of the Gaussian ridge crest is taken to be h0 = 1500 m, which
has a super-critical maximum θT = 11.3o > θ for internal tides at the semi-diurnal lunar frequency.
Using h0 further with the above parameters and the non-dimensional parameters characterising internal
tide motion presented in sub-section 1.3.2, it is clear that non-linearity does not play an important role
in the control simulation, since it can be shown that  = 0.01 << 1. However, although the first IGW
normal mode is probably little affected by non-hydrostatic affects, with δ1 = 0.19, it should be noted
that the aspect ratio for high IGW normal modes may actually be significant. These non-hydrostatic
effects are not taken into account in the present hydrostatic simulations of deep-ocean internal tide
generation. In addition, for internal tides generated at the M2-tidal frequency at latitude 43.4oN the
coriolis dispersion parameter is µ = 0.51, so that indeed the surface and internal waves are significantly
dispersive.
Table 5.1: Physical parameters for Ocean case study
Parameter Symbol Control Simulation
Domain length L 1200 km
Ambient depth H 5000 m
Ridge height h0 1500 m
Ridge e-folding width a 6450 m
Coriolis parameter f 10−4 s−1
Reference density ρ0 1.029× 103 kgm−3
Buoyancy frequency N 10−3 s−1
Tidal velocity amplitude U0 2.5× 10−2 ms−1
Tidal period T 12.4 h
Vertical diffusion/viscosity KV 10−6 m2s−1
Horizontal diffusion/viscosity KH 0 (for vα, T, S )
The numerical setup is summarised in Table 5.2. In all experiments pertaining to the ocean, the
horizontal resolution is ∆x = 1 km and in the vertical 40 linearly distributed σ-layers are used. Note
that the topography is not smoothened, to limit topography misrepresentation discussed by Di Lorenzo
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et al. (2006). The stabilising temporal Asselin diffusion is used at a relatively low value, A = 0.1,
and a no-slip bottom boundary condition is employed. In this case, diffusive and viscous effects are
arguably too weak, neglecting momentum and tracer redistribution due to sub-grid scale processes.
Since not all relevant dynamics are resolved, this may lead to an accumulation of energy at the small
scales. Nonetheless, this simplified approach is possible because (anticipating the results section) the
control simulation remains stable and does not appear to diverge and thus represents the basis of
further study.
Table 5.2: Numerical parameters for Ocean Simulation
Parameter Symbol (unit) Control Simulation
Zonal grid-cells M 1201
Meridional grid-cells N 3
Mass vertical levels km 40
Vertical velocity levels Kv 41
Horizontal grid-scale ∆x (m) 1000
Vertical grid-scale ∆σ 1/40
Time-step ∆t (s) 1.437
Asselin coefficient A 0.1
5.2 Internal tide field
Here, the spatial structure of the oceanic internal tide field is presented, generated by an M2 tidal
surface wave of amplitude U0 = 2.5 cms−1 and frequency ω0 = 1.4075 rad s−1, impinging on a Gaussian
ridge of height h0 = 1500 m and characteristic width a = 6.45 km, submerged in a H=5 km deep
linearly density-stratified ocean with buoyancy frequency N = 10−3 s−1. All physical parameters of
this control simulation are shown in Table 5.1 and the numerical parameters shown in Table 5.2. The
results of numerical simulation of this hydrostatic deep-ocean case are compared to linear theory of
internal wave group and phase velocity.
In Figure 5.1, panel a illustrates the transient period after the tidal surface wave first impinges on
the ridge, during which the internal tide field is established. The difference between the external (v¯z)
and internal (v′z) components of the vertical velocity vz is evident from panels 5.1b-c. Not surprisingly,
v¯z is concentrated over the topographic slope as it is primarily associated with the impingement of
the surface tidal wave on the slope, whereas v′z is significant throughout the domain and is clearly
associated with the propagating baroclinic modes. Nonetheless, v′z is also strong over the topography,
appearing equal and opposite to v¯z, which represents the topographic coupling of the barotropic and
baroclinic wave modes, and thus the conversion from barotropic to baroclinic wave energy.
Initially wave fronts appear to propagate horizontally away from the ridge in both directions.
Away from the sloping topography, these fronts appear to correspond to baroclinic normal modes (e.g.
Gill, 1982, Pedlosky, 2003). In general, over a flat sea-floor, the group velocity of the n-th hydrostatic
normal mode of arbitrary frequency $ corresponds to
cg,n = cn,0
√
1− µ, n = 1, 2, 3... (5.5)
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where cn,0 = NH/(npi) equals the normal mode phase speed in the non-rotating limit and µ = f2/$2
represents the strength of Coriolis dispersion. Lower mode groups travel faster, since cg,n is inversely
proportional to n. However, after about 4 tidal periods, the fronts of baroclinic modes 1, 2, and 3 can
respectively be distinguished in panel 5.1a near 270, 130 and 85 km from the ridge summit; the front of
each mode travels at speed cn, which is approximately 1.4× cg,n (ω = ω0). This is partially explained
by identifying the front of each mode n with the initial, high-frequency baroclinic response to the
initial incidence of the barotropic wave, so that ω2  f2 and µ << 1, in analogy to the propagation of
transients propagating away from a sea-level discontinuity undergoing geostrophic adjustment described
by Gill (1982, §7.3).
Figure 5.1: Main characteristics of the internal tide after 4 tidal periods, in a vertical section extending
to ±300 km from the ridge crest. (a) vz fronts of internal wave modes 1, 2, 3 are visible near 270, 130
and 83 km from the ridge crest, (b) v¯z, (c) v′z.
In contrast, far behind the front, after a period of the order of a tidal period, T = 12.4 h, near the
topography the internal wave modes have tidal generation frequency ω and do feel the effect of the
earth’s rotation: the mode n crests/troughs between ridge and front propagate at the phase speed
corresponding to the rotating regime, of Poincaré waves,
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cn =
cn,0√
1− µ, (5.6)
and the associated horizontal wavelength corresponds to
k2n =
(
ω2 − f2)
c2n,0
, (5.7)
e.g. confirmed by k1 = 6.2× 10−5 m−1, corresponding to wavelength λ1 = 101 km (not shown). The
surface wave satisfies a similar formulation, with cn,0 replaced by c0 =
√
gH, which corresponds to the
surface wave phase speed in the non-rotating limit.
It is important to note that the normal mode description at tidal frequencies is only valid where
the sea-floor is flat. Therefore, the connection between the ‘resonant’ generation mechanism over
the topographic slope described in Section 1.3 and the observed normal modes propagating away
from the ridge is not trivial. Local processes, non-linearity and dissipation may play a role in the
redistribution within and away from the energetic generation region (Zhang et al., 2008). However,
the initial normal mode wave fronts also appear in numerical simulations internal tide generation
over asymmetric topography, such as a continental shelf or asymmetric plateau. Interestingly, to my
knowledge normal modes associated with internal tide generation have so far not been observed in a
laboratory environment. This is perhaps because the focus has been on the region where the internal
tide is generated, over the topographic slopes - it may therefore prove interesting to perform laboratory
experiments and observe the early dynamics far from the sloping topography.
The vertical ’sinusoidal’ structure of the internal wave modes is attributed to the fact that the
stratification is linear, using constant buoyancy frequency N = 10−3 s−1, which is a good approximation
for the deep ocean, and the sea-floor is flat. A vertically varying buoyancy frequency would be more
realistic, to represent the thermocline below the surface mixed layer, and possibly a deeper permanent
halocline such as found in the Bay of Biscay (Pairaud, 2005). In that case, the internal wave modes’
amplitudes would be enhanced in the upper half of the water column. The modal superposition would
then lead to curved internal wave beams (e.g. Gill, 1982, §8.9.2).
Here, with constant N , the gradual superposition of the normal modes propagating away from the
ridge leads to a structure of straight internal tide beams (also called characteristics) emanating from
the ridge. After 4 tidal periods, when about 5 baroclinic modes have travelled 50 km away from the
ridge, within this distance the internal tide ray is taking shape closely corresponding to the theoretical
slope of θ = 5.7o and a stationary state ensues, of which the energetics are analysed in Section 5.6. It
is this type of structure that is typically observed in the ocean, i.e. the oceanic internal tide is in a
(quasi-)stationary state (e.g. Gerkema et al., 2004).
As shown in Figure 5.1, the upward and downward internal tide rays on one side of the ridge are
in phase in terms of vertical velocity. However, the vertical velocity in the upward internal tide rays on
opposite sides of the ridge are in opposite phase, and similarly for the downward rays. In addition,
upon reflection at the sea-floor or at the free surface, the phase of the internal tide ray changes by
180o. This is to be expected, because of conservation of volume.
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5.3 Internal tide generation and propagation
In this section, the energy equations are discussed in the context of internal tide generation by a surface
tidal wave impinging on sloping topography, and its subsequent propagation and dissipation.
5.3.1 Finite column and time-average
Internal tides are generated at sloping topography, which suggests that the domain can be split up
into physically distinct regions: the internal tide generation region (GR) where the sea-floor varies
significantly and from which the internal tide is radiated and the propagation region (PR) where the
sea-floor is flat and involves energy conversions associated primarily with propagation of the internal
and surface tide (see Figure 5.2).
Therefore, the energy transfers are analysed for sub-domains of finite horizontal extent, rather than
for the infinitesimal fluid column discussed so far. Thus, supposing meridionally uniform conditions,
the energy transfers presented in the previous sections are integrated zonally over a finite sub-domain,
giving an arbitrary local energy conversion per unit width along Oy, such as
∫ XR
XL
φψ dx,
where XL and XR are the zonal boundaries. For notational convenience the horizontal integral is
tacitly assumed in the equations in what follows. In addition, in case of integration over a finite-width
domain, Fψ denotes a net outward flux of arbitrary variable or type ψ through the boundaries of the
domain, e.g.
[∫ 1
0
vαψ
]XR
XL
.
Then, FIW corresponds to the net baroclinic flux of internal pressure through the domain boundaries.
In a closed domain, where vα (XL, XR) = 0, investigated in detail by (Marsaleix et al., 2008), or a
domain with periodic lateral boundary conditions, these boundary fluxes reduce to zero.
Furthermore, in the context of wave motion, the sign of the instantaneous reversible energy
conversions such as the buoyancy flux φz (excepting in particular diffusive effects) depends on the
wave phase. The reversibility implies that the time-integral over several (integer) tidal periods of large
instantaneous energy transfers may be insignificant while small ones of single sign (e.g. φm,V ) may be
relatively important on average. Thus, on average vertical scalar diffusion might have a larger impact
on potential energy through φm,V than the exchange between barotropic kinetic and potential energy,
φT . In order to analyse the net energy transfers, a moving average is applied over two tidal periods,
1
2T
∫ t+T
t−T
φψ (t′) dt′,
to estimate the net energy transfers. The time-integral is also tacitly assumed for convenience in
the subsequent energy equations and should be evident from the context. The difference between the
instantaneous and net energy transfers is studied in Section 5.4.
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5.3.2 Generation and propagation region
In both the deep-ocean and the laboratory case, the GR is defined to encompass the Gaussian ridge
jutting out from the flat sea-floor to a distance where the ridge height falls below 1% of the crest
height h0. The energy transfers corresponding to the PR are defined as the difference between those
in a domain twice as wide as the GR and the energy transfers in the GR. The physical distinction
between GR and PR is motivated as follows.
Figure 5.2: Generation and Propagation regions.
Firstly, in the GR, the barotropic and baroclinic motion are coupled: the interaction of the
barotropic tidal current with the sloping topography periodically distorts the isopycnals along the
slope, inducing a restoring horizontal pressure gradient force that gives rise to internal wave motion.
This periodic forcing resontantly generates internal tide rays with a slope corresponding to the forcing
frequency. Where the topographic slope greatly exceeds the free-surface slope, φ¯B corresponds to the
classical barotropic-to-baroclinic conversion term that appears in equation (1.1). The internal tide
propagating away from the GR will be apparent in the baroclinic pressure (FIW ) and potential energy
flux (F ′
E˜P
), and possibly the remaining energy fluxes, which is investigated numerically in sub-section
5.6.1 for the deep ocean and in Chapter 6 for the laboratory experiments.
Secondly, the flat seafloor of the PR permits propagation of the barotropic and baroclinic tidal
waves without significant interaction, provided the ratio of the internal and surface gravity wave
celerity, respectively cn,0 and c0,0 satisfies c2n,0/c20,0 << 1 (Pedlosky, 2003, p. 85; also see Section 5.2),
which applies in both in the deep ocean case and the laboratory case. Away from topography, φ¯B
and φ′B depend only on the free-surface slope, which is small in the present case, indeed limiting the
interaction between E¯K and E˜P , whereas the baroclinic buoyancy flux φ′z is dominated by φσ and
represents the reversible exchange between E˜P and E′K associated with internal wave propagation (e.g.
Pedlosky, 2003, p. 72). The decoupled wave propagation suggests a different energy balance in the PR,
where the baroclinic energy compartment is fed by the internal tide energy flux, which is analysed in
Sub-section 5.6.2 for the deep ocean.
5.3.3 Deep ocean energy transfers
For the deep-ocean case, the primary interest is in the conversion mechanisms, integrated over a
finite-width domain centred on a Gaussian ridge, which govern the tidally averaged redistribution of
incoming barotropic tidal energy in the form − (FT + FX) into local E¯K , E¯P , E˜P and E′K as well as
net outward baroclinic and cross-fluxes of energy and pressure, such as the potential energy flux, FE˜P ,
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and the baroclinic pressure flux, FIW . From this perspective, the energy equations (3.3, 3.7, and 3.14)
can be rearranged, omitting the horizontal integration and tidal average for notational convenience, as
− (FT + FX) = ∂
ˆ¯EK
∂t
+ φT + φ¯z + FE¯K + φ3D2D − ξ¯H − ξ¯V , (5.8)
φ¯z =
∂ ˆ˜EP
∂t
− φ′z + FE˜P − Fm,H + φm,H + φm,V , (5.9)
−φ′z =
∂Eˆ′K
∂t
+ FIW + FE′K + FX1 + FX2 − φ3D2D − ξ′H − ξ′V . (5.10)
The left-hand side of equation (5.8) represents the net barotropic energy flux exchanged by the surface
wave as it passes through the domain, which causes local change of E¯K , while φT corresponds to the
local reversible exchange with E¯P associated with the propagation of a linear shallow water wave (e.g.
Gill, 1982, §5.7). The buoyancy flux, φz = φ¯z+φ′z, plays the role of primary energy redistribution centre
in equations (5.8 to 5.10), redistributing the incoming barotropic energy between the compartments of
E¯K , E˜P and E′K , whence energy may be radiated out of the domain in the form of the internal tide.
The left-hand side of equation (5.9) represents the local reversible exchange between the barotropic
kinetic energy (E¯K) and the internal potential energy (E˜P ), by means of the barotropic buoyancy flux,
φ¯z, which may cause a local change in E˜P , but can also be converted into baroclinic kinetic energy
through the baroclinic buoyancy flux φ′z, be transported out of the domain by advection (FE˜P ) or
diffusion (−Fm,V ), or finally be dissipated locally through the diffusion terms φm,H and φm,V .
The left-hand side of equation (5.10) represents the local reversible exchange between the internal
potential energy (E˜P ) and baroclinic kinetic energy (E′K) by means of the baroclinic buoyancy flux
φ′z. Thus, φ′z can cause a local change of E′K , but may also be transferred out of the domain by the
baroclinic pressure flux divergence, FIW , which corresponds to the energy flux associated with (linear)
internal tide motion, as well as by the advective fluxes of baroclinic kinetic energy, FE′K and FX1, and
the non-linear advective flux FX2. In addition, the energy provided by the baroclinic buoyancy flux φ′z
may be dissipated by viscous effects (ξ′H and ξ
′
V ). Finally, φ3D2D represents local non-linear direct
energy exchange between E¯K and E′K .
The kinetic energy, and available and background potential energy transfers described in Sections
3.1 through 3.2 are summarised in Figure 5.3.
The box labelled ’Sub-grid’ in Figure 5.3 encompasses viscous and diffusive processes that
are not represented explicitly in the solution of the model equations, representing either molecular
processes when all scales of motion are well-resolved, or additionally the stirring effects of small-scale
supramolecular eddies that act to redistribute momentum and tracers but are not resolved on the
numerical grid or in measurements. When as a first approximation empirical constant viscous and
diffusive parameters are used, e.g. KH in the horizontal and KV in the vertical, the kinetic energy
lost by viscous dissipation of momentum is lost from the resolved part of the system, whereas density
diffusion poses a potential energy source/sink from unresolved processes. More physically consistent
viscous and diffusive energy transfers can be attained by using a turbulent closure scheme (e.g. Gaspar
et al., 1990), in which the sub-grid eddy kinetic energy (turbulent kinetic energy) is estimated from the
resolved flow field and permits an estimate of the viscosity and diffusivity parameters. In that case,
a reasonably consistent conversion between the resolved kinetic and potential energy by unresolved
stirring may be estimated, although still a (small) amount of resolved kinetic energy is permanently
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Figure 5.3: Physical energy transfers in a fluid column of finite width.
dissipated. A consistent parameterisation of kinetic energy dissipation and potential energy associated
with internal tide motion is a long-term objective of the present line of research. A first approximation
for application in global barotropic tidal models is proposed by (Auclair et al., 2009).
5.4 Instantaneous and local energy transfers
The distinction between the GR and PR, evoked in Section 5.3 and supported by the structure of the
barotropic and baroclinic velocity components shown in Section 5.2 is confirmed by the behaviour of
the barotropic and baroclinic constituents of the instantaneous buoyancy flux, respectively φ¯z and
φ′z, defined in equations (3.5) and (3.9). In a similar fashion as v¯z, φ¯z predominantly acts over the
slopes of the ridge, whereas φ′z is associated with internal wave motion and is therefore significant
throughout the distance covered by the internal tide. Integrated over the GR, the barotropic buoyancy
flux associated with sloping σ-surfaces, φ¯B , oscillates with period T/2 and amplitude O
[
103
]
Wm3/kg
around its mean (cf. Table 4.2 and sub-section 5.6.1).
In contrast, in the PR the sea-floor is flat so that only the free surface slope plays a role and φ¯B
has an amplitude of only O [1] Wm3/kg, oscillating around zero. Likewise, in the PR, the baroclinic
buoyancy flux φ′z primarily depends on the buoyancy flux associated with flow across σ-surfaces, φσ,
of amplitude O
[
103
]
Wm3/kg, which implies a limited energy exchange with barotropic motion, in
line with the ’decoupling condition’ that the wavelength of the baroclinic wave modes be much smaller
than that of the surface wave, or equivalently that the associated phase speeds satisfy c2n/c20  1.In
the GR, φσ and the baroclinic buoyancy flux associated with sloping σ-surfaces, φ′B, are of equal
magnitude, although φ′B is negative on average, acting as a sink of baroclinic potential energy (E˜P )
towards baroclinic kinetic energy (E′K), as will be further investigated in section 5.6.
As noted in the previous section, in order to assess the net energy conversion over a tidal period,
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logically some sort of time-averaging must be applied, since the amplitude of most of the instantaneous
energy transfers greatly exceeds the corresponding tidal average. Table 4.2 shows both instantantaneous
and running mean energy transfers at t = 8.925T . The purely barotropic energy exchange φT has
an amplitude of O
[
103
]
Wm3/kg, but is only O
[
10−2
]
Wm3/kg on average. Thus, φT represents an
important yet almost fully reversible energy conversion in the barotropic tide propagation mechanism.
Besides, the small average φT reflects preservation of the initial free-surface elevation averaged over the
generation region, under significant changes over a tidal period. Similarly, although in both the GR
and PR the total instantaneous buoyancy flux φz is dominated by the free surface effects represented
by the energy transfer due to free-surface motion, φS , being of the order O
[
104
]
Wm3/kg, its running
mean over two tidal periods is only O [1] Wm3/kg. In contrast, in the GR the tidal running mean
of the remaining constituents of φz equals or exceeds O
[
102
]
Wm3/kg and in the PR only φ′z ≈ φσ
remains significant on average.
The large difference in magnitude between the amplitude and (moving) average of the energy
transfers raises another important issue, concerning the determination of the net lateral energy and
pressure fluxes. For example, the barotropic flux of baroclinic potential energy, F¯E˜P out of the
generation region has approximately equal amplitude of O
[
106
]
Wm3/kg but opposite phase at the
GR boundaries at ± 20 km from the ridge crest, while the net tidally averaged flux is O [101] Wm3/kg
after 10T. This underlines the importance of consistency in the energy transfer diagnostics, since a
small error on the scale of the instantaneous E˜P -flux might lead to large uncertainties in the net energy
transfers.
5.5 Surface tide energy flux
For zero stratification and/or topography the modelled time-mean of the eastward barotropic energy
density flux FlT = Dv¯xη through a ∆y = 1 km wide fluid column is
〈FlT 〉T ∆y ≈ 2.435× 105 Wm3/kg (5.11)
which is matched by in the stratified control simulation far west from the ridge. This is slightly smaller
than the theoretical time-mean energy density flux 2.458× 105 Wm3/kg that corresponds to the linear
forcing (cf. Gill, 1982, §8.2). Far east from the ridge, the tidal energy flux is 〈FlT 〉T ∆y = 2.428× 105
Wm3/kg, so that the tidal wave loses approximately 0.3% of its energy in traversing the ridge. Nearer
the ridge, it is the sum 〈FlT + Flx〉T ∆y ≈ 2.43 × 105 Wm3/kg where FlX = 1ρ0
∫ 1
0
Dv¯xPdσ, that
corresponds to the barotropic tidal energy flux, since the tidal wave feels the internal tide pressure
perturbations. Consistency in the energy diagnostics is indeed important, since a small error on the
scale of the instantaneous tidal energy flux may lead to large uncertainties in the net energy transfers
of O[102] Wm3/kg, which are presented in the next section.
5.6 Primary energy transfers - control simulation
In this section, the primary net energy conversions involved firstly in internal tide generation at a
submarine ridge and subsequently those involved in internal tide propagation away from the ridge are
analysed. In the deep ocean case of the meridionally aligned Gaussian ridge jutting out from the flat
sea-floor, the generation region (GR) on the one hand covers the significant topographic slopes and is
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defined to extend 20 km on either side of the ridge crest at x0, where the ridge height is less than 1%
of the crest height h0 (cf. eq. (5.1)). On the other hand, the energy transfers corresponding to the
propagation region (PR) are defined as the difference between those in a domain extending 40 km on
either side of the ridge crest and the energy transfers in the GR. The PR thus lies between 20 and 40
km on either side of the ridge crest and has a flat sea-floor.
5.6.1 Generation region
Figure 5.4 illustrates the primary mechanism for net energy conversion involved in internal tide
generation by a barotropic tide impinging on a submarine ridge. First of all, it is clear that the initial
spin-up period lasts for about 3.5T (tidal periods). In panel 5.4c, an initial build-up of baroclinic
kinetic energy is evident, associated with the establishment of the internal tide field.
After about 4T, the spin-up is succeeded by a near-stationary period in which both the barotropic
pressure flux, − (FX + FT ), and the internal tide pressure flux FIW , attain a value of about 800
Wm3/kg, indicating an approximate equilibrium between the incoming barotropic and outgoing
baroclinic energy flux. By this time, some 12 normal modes propagating at the group speed have
reached the edge of the GR, which corresponds to the maximum wave number that can be reasonably
represented at the present vertical resolution, requiring a minimum of three grid-points/levels per
wavelength. For waves at the tidal frequency, the vertical resolution is the limiting factor. Notably,
the local potential energy tendency remains positive, however, reflecting the fact that potential energy
is being advected into the water column.
Panel 5.4a shows that the barotropic pressure flux into the domain due to the barottopic current,
− (FX + FT ), is balanced by the barotropic buoyancy flux φ¯z. The former becomes stationary after
approximately 3.5T , whereas φ¯z shows only a slight increase from the outset. The net work done by the
barotropic current matches the barotropic buoyancy flux to ±1% after 4T and less than ±0.05% after
6T. The running mean of the barotropic buoyancy flux associated with surface motion φS , is O [0.01]
Wm3/kg, so that with a margin of 0.01 %, the barotropic buoyancy flux is φ¯z = φ¯B , i.e. the classical
barotropic to baroclinic tide conversion term. Thus, after a spin-up period of 3.5T, the running mean
barotropic kinetic energy equation reduces to
− (FX + FT ) ≈ φ¯B . (5.12)
Panel 5.4b indicates that the primary balance in the potential energy equation (3.14) involves all terms
except mixing, i.e.
φ¯z ≈ φ¯B ≈ ∂
ˆ˜EP
∂t
+ FE˜P − φ′z. (5.13)
The barotropic buoyancy flux, φ¯z, is balanced by the local potential energy tendency, ∂
ˆ˜EP /∂t, and a
barotropic potential energy flux into the fluid column, FE˜P , while the remainder matches the baroclinic
buoyancy flux, φ′z to a margin less than 0.05%. Until about 4T, the baroclinic current contributes
about two-thirds of the potential energy advection, compared to one third by the barotropic part, F¯E˜P .
After 4T, the latter is reduced to a few percent of the total potential energy flux, while the baroclinic
part, F ′
E˜P
, dominates.
Finally, during the quasi-stationary period, in the baroclinic kinetic energy balance the internal
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wave pressure flux, −FIW , closely matches the energy provided by the baroclinic buoyancy flux, −φ′z.
Thus, panel 5.4c illustrates that to within a margin of 3%
−φ′z ≈ FIW . (5.14)
The remaining 3% is largely matched by the local gain in baroclinic kinetic energy and the baroclinic
numerical Coriolis-flux described in section 4.4.2, which represents approximately 0.3% of the total
running mean kinetic energy tendency. Effects of advection and diffusion in the kinetic energy equations
are several orders of magnitude smaller still.
In summary, the net barotropic pressure flux into the generation region, − (FX + FT ), is converted
into potential energy primarily through the barotropic buoyancy flux associated with the topographic
slope, φ¯B. Secondly, φ¯B is primarily balanced by the baroclinic flux of potential energy, F ′E˜P , and
partially converted into baroclinic kinetic energy through the baroclinic buoyancy flux, φ′z. Finally, φ′z
approximately equals the internal tide pressure flux out of the domain, −FIW . The above results are
neither sensitive to the initial phase of the tidal forcing, nor to the length of the integration region,
although the outward internal tide energy flux reaches steady state later in a longer GR (cf. Lamb,
2007).
Figure 5.4: Primary energy transfers in internal tide generation, integrated over a 2D column extending
20 km on either side of the ridge. The moving average over two tidal periods is shown.
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5.6.2 Propagation region
Figure 5.5 illustrates the primary energy transfers integrated over the PR, between 20 and 40 km on
either side of the ridge. Initially, as the internal tide front arrives, the internal wave pressure flux
causes a local increase in kinetic energy and is partially converted into baroclinic potential energy, so
that
−φ′z ≈ FIW +
∂Eˆ′K
∂t
, (5.15)
as shown in panel 5.5a.
After about 6T, internal wave modes up to mode 12 have travelled over 40 km away from the
ridge and the local kinetic energy gain is reduced to zero. Therefore, the net baroclinic kinetic energy
reduces to
−φ′z ≈ FIW , (5.16)
which amounts to about 350 Wm3/kg from 6T onwards, showing a gradual decline towards about 300
Wm3/kg after nearly 10T.
Panel 5.5b shows that until about 2T, the baroclinic buoyancy flux causes a local increase in
baroclinic potential energy. Simultaneously, the advective flux of baroclinic potential energy, out of
the PR, strongly increases. The approximate baroclinic potential energy balance reduces to
−φ′z ≈
∂ ˆ˜EP
∂t
+ F ′
E˜P
, (5.17)
since the net barotropic flux of potential energy converges to zero. The strength of the constituents
of balance (7.2) depends on the PR-length. When the PR length matches the first normal mode
wavelength, the net transfers in (7.2) reduce to about 10% of the internal tide pressure flux from the
GR, while the local baroclinic potential energy gain remains of O[10] Wm3/kg.
5.7 Viscosity and Diffusion
This section primarily focuses on the potential energy change due to diffusion of density. In comparison
with the control simulation, where the vertical diffusion coefficient equals KVR = 10
−6 m2s−1, the
impact of varying the strength of constant vertical diffusion, constant horizontal diffusion, a standard
turbulent mixing parameterisation (Gaspar et al., 1990) and a free-slip bottom boundary condition
are studied. Three cases with stronger constant vertical diffusion coefficient KV are considered, and
similarly for non-zero horizontal diffusion coefficient KH . The latter corresponds to diffusion along
σ-surfaces and primarily acts over sloping topography. In addition, the energy flux associated with
the vertical diffusion coefficient KVTKE determined from the TKE-scheme discussed in Section is also
evaluated. The tested values of the diffusion parameters are shown in Table 5.3 and the results are
presented below.
In a stably stratified fluid at rest, i.e. in absence of tidal motion, both vertical and ’horizontal’
(along σ-surfaces) diffusion of tracers may already degrade the vertical density gradient, causing an
increase in potential energy E˜P . Therefore, two cases are distinguished, namely firstly the stratified
fluid at rest, labelled STILL and secondly the dynamic case of internal tide generation and propagation.
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Figure 5.5: Primary volume-integrated energy transfers in internal tide propagation, between 20 and 40
km from ridge crest.
The difference in the energy transfers between the dynamic and the STILL case is labelled DYN ,
signifying the influence of the wave dynamics on the potential energy change due to diffusion. These
labels are applied to the local potential energy change due to total vertical mixing, φm,V , as well as
horizontal mixing, φm,H , diapycnal vertical mixing, φd,V , and finally the available potential energy
tendency due to horizontal diffusion, φI,H . For example, φDY Nm,V = φm,V − φSTILLm,V represents the
effect of the (internal) tidal dynamics on φm,V .
Table 5.3: Diffusion tests for Ocean Simulation
Parameter (unit) Control Tests
KV (m2s−1) 10−6 STILL / DYN , 10−5, 10−4, 10−3, KVTKE
KH (m2s−1) 0 STILL / DYN , 0.5, 1, 2
5.7.1 Vertical diffusion
In the STILL case and for constant vertical diffusion coefficient KV , buoyancy frequency N and
vertical spacing ∆σ in the discretised formulation, averaging the potential energy change due to local
vertical diffusion over the volume of the region of interest leads to
〈
φSTILLm,V
〉
= −km − 1
km
ρ0K
VN2, (5.18)
where km is the number of vertical mass levels in the fluid interior and 〈.〉 indicates the volume
average. The initial volume of the domain of integration is respectively 187.9 km and 200.0 km3 for the
GR and PR. The factor (km − 1) /km stems from summation by parts in the discretised formulation
to obtain the integrand of φm,V and assuming a vertically uniform spacing ∆σ. In the present case
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km = 40, so that for arbitrary constant KV and N the potential energy gain due vertical diffusion is
− 〈φSTILLm,V 〉 = 0.975× ρ0KVN2 Wm−3. Additionally, in this motionless case, all vertical diffusion is
diapycnal because the isopycnals are horizontal, giving φSTILLm,V = φ
STILL
d,V .
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Figure 5.6: Instantaneous total potential energy gain in the generation region due to diffusion associ-
ated with tidal dynamics (−φDYNm,V ,−φDYNm,H ) and available potential energy tendency (−φI,V ,−φI,H)
normalised by initial ’quiescent’ potential energy gain −φSTILLm,V .
Figure 5.6a shows the diffusive potential energy gain associated with the dynamics, −φDYNm,V =
− (φm,V − φSTILLm,V ), for the GR, normalised by the potential energy gain in the resting state, −φSTILLm,V .
Table 5.4 shows the gain of potential energy due to vertical and horizontal diffusion relative to the
STILL case. In the case of internal tide dynamics, in the GR the volume-averaged potential energy
gain due to vertical diffusion matches − 〈φSTILLm,V 〉 to within 0.5% for all tested values of the vertical
diffusion coefficient KV . Not unexpectedly, the initial stratification dominates the density diffusion,
since the relative density perturbations due to the internal tide are small in comparison.
The lion’s share of −φDYNm,V occurs in the GR, whereas in the PR (not shown) it is two orders of
magnitude smaller, except in the case where KV = 10−3 m2s−1. In this case, the PR loses potential
energy through −φDYNm,V , on the order of the gain in the GR. Figure 5.7a shows the time-integral of the
local diffusive gain in potential energy density, the integrand of −φm,V , over the period 5T ≤ t ≤ 10T ,
for KV = 10−6 m2s−1. Here, the fact that the GR is more strongly affected by vertical diffusion than
the PR is also apparent, since −φm,V clearly follows the spatial structure of the internal tide. Here,
the unperturbed local potential energy density gain, uncoloured, equals simply ρ0KVN2 × 5T , which
is remarkably approached by the diffusive potential energy gain, −φm,V , at distances from the ridge
crest that exceed 100 km.
Locally, the potential energy gain/loss due to vertical density diffusion is most strongly enhanced
in the 500 m overlying the topography, by up to 20%. In addition, it is evident that the dynamics along
the internal wave rays may significantly alter the net potential energy gain due to density diffusion,
by up to 5%. However, the volume-integrated diffusive potential energy change asociated with the
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Table 5.4: Instantaneous potential energy gain in the generation region due to vertical and horizontal
diffusion at t=10T, relative to the STILL case. For KH 6= 0, the vertical diffusion equals KV = 10−6
m2s−1.
a. PE-gain due to Vertical Diffusion
KV (m2s−1)
〈
φDYNm,V
〉
X
/
〈
φSTILLm,V
〉
X
〈φI,V 〉X /
〈
φSTILLm,V
〉
X
10−6 3.32× 10−3 −1.40× 10−2
10−5 3.33× 10−3 −1.38× 10−2
10−4 3.18× 10−3 −1.36× 10−2
10−3 1.71× 10−3 −1.16× 10−2
KH (m2s−1)
〈
φDYNm,V
〉
X
/
〈
φSTILLm,V
〉
X
〈φI,V 〉X /
〈
φSTILLm,V
〉
X
0.5 3.08× 10−3 −1.22× 10−2
1 2.79× 10−3 −1.11× 10−2
2 2.20× 10−3 −9.45× 10−3
b. PE-gain due to Horizontal Diffusion
KH (m2s−1)
〈
φDYNm,H
〉
X
/
〈
φSTILLm,H
〉
X
〈φI,H〉X /
〈
φSTILLm,H
〉
X
0.5 −1.63× 10−2 3.22× 10−4
1 −1.94× 10−2 5.75× 10−3
2 −2.53× 10−2 1.38× 10−2
dynamics, −φDYNm,V , is small compared to the diffusive potential energy gain, −φm,V .
Impact on primary IT energy fluxes
In all cases, the net mechanical energy transfers associated with internal tide generation are marginally
affected by enhanced vertical diffusion. In the GR, for the (unphysical) strongest case of vertical
diffusion, where KV = 10−3 m2s−1, the tidally averaged baroclinic buoyancy flux, −φ′z, and the
internal tide pressure flux, FIW , are both reduced in magnitude by 1.4% compared to the control
simulation (not shown).
In the PR, for the case KV = 10−3 m2s−1 both FIW and −φ′z are reduced in magnitude by up
to 3% compared to the control simulation in panel 5.4a, whereas for KV ≤ 10−4 m2s−1 these fluxes as
well as the baroclinic kinetic energy tendency are reduced by less than 0.5%. The potential energy gain
increases due to enhanced vertical diffusion by about 5% for KV = 10−3 m2s−1, while for KV ≤ 10−4
m2s−1 the increase is up to 2% (not shown).
Diapycnal mixing
The thick curves in Figure 5.6a show the gain in available potential energy in the GR due to vertical
diffusion associated with the dynamics, −φI,V = −
(
φm,V − φd,V
)
, normalised by the initial ’quiescent’
potential energy gain (−φSTILLm,V ). It is clear that, integrated over the GR, the dynamic background
potential energy gain exceeds that in the resting state, i.e. −φd,V ≥ −φSTILLd,V , as well as the total
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energy gain due to vertical diffusion, so that −φd,V ≥ −φm,V . Therefore, vertical diffusion acts as a
sink of APE, −φI,V ≤ 0, as discussed in Section 3.2.
Furthermore, panel b in Figure 5.7 illustrates that the local amplitude of the background potential
energy density change due to diapycnal mixing associated with the dynamics, −φDYNd,V , exceeds that
of the potential energy density change due to total mixing associated with the dynamics, −φDYNm,V .
However, as shown in Figure 5.6, integrated over the generation region the positive and negative
contributions to −φDYNd,V inferred from panel 5.7b nearly cancel out, indicating that the contribution
of the dynamics to the background potential energy gain through vertical diffusion is small compared
to −φm,V . Notably, the behaviour of the background potential energy gain due to diapycnal mixing,
−φd,V , normalised by the vertical diffusion coefficient KV , only differs for KV = 10−3 m2s−1, in which
case the associated local APE-sink is reduced in strength by about 20%.
Figure 5.7: Vertical section of time-integrated local tendency of the potential energy tendency due to
vertical mixing with KV = 10−6, zoomed in to ±300 km from the ridge crest. Colour bar is cut off at
1.98 and 2.48 ×10−7J/kg. (a) Total potential energy density, integrand of −φm,V . (b) Background
potential energy density, integrand of −φd,V .
5.7.2 Turbulent Kinetic Energy
Here, the impact of a turbulent kinetic energy scheme (cf. Section 5.7) on the energy balance is
analysed with respect to the weakly diffusive control simulation. In both the static and dynamic
case, the vertical diffusion coefficient calculated using the TKE-scheme, KVTKE , only depends on the
mixing length, since the local turbulent kinetic energy never exceeds the minimum value. Therefore,
ET = 10−6 m2s−2, which implies that the mixing length only depends on the local stratification rather
than ET . This indicates a relatively low mixing rate.
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Static/Initial case
Using Equations (2.25) and that the turbulent kinetic energy satisfies ET = ET,min = 10−6 m2s−2,
the TKE-scheme gives an initially nearly constant vertical diffusion coefficient, KVTKE,0 =
√
2× 10−4
m2s−1, since the mixing length lk given by Equation (2.31) satisfies lk =
√
2 m with the undisturbed,
constant stratification N = 10−3 rad s−1 (cf. sub-section 2.4.1). Thus, the volume-averaged initial
potential energy change due to vertical diffusion also satisfies Equation (5.18).
Dynamic case
The maximum and minimum mixing length respectively occur in the GR over the ridge crest, reaching
lk = 0.9 m and around the first sea-floor reflection of the internal tide beam, where it attains lk = 2.1
m (not shown). Figure 5.6a also shows the effect of the dynamics on the total (φDYNm,V ) and available
potential energy gain (−φI,V ) due to turbulent vertical diffusion, normalised by −φTKE,STILLm,V .
Remarkably, in the GR, the net potential energy gain due to turbulent vertical diffusion, −φTKEm,V ,
is enhanced by about 0.05% compared to the case at rest, −φTKE,STILLm,V , as shown in panel 5.6a.
In addition, in the GR, the relative strength of the APE loss due to turbulent diapycnal diffusion,
−φTKEI,V , is similarly reduced to less than 1% of the potential energy gain due to turbulent diffusion in
the case at rest, −φTKE,STILLm,V . Furthermore, in the PR (not shown), the potential energy gain due to
vertical diffusion calculated with the TKE-scheme is reduced by about 0.1%, while −φI,V represents a
sink of available potential energy of the same magnitude, which here corresponds to −φTKEI,V = 10−3
Wm3/kg.
5.7.3 Diffusion along σ-surfaces
The tested horizontal diffusion coefficients (see Tables 5.3 and 5.4) are weak compared to commonly
used values for a horizontal resolution of 1 km, such as KH = 10 m2s−1. Nonetheless, the internal tide
energy transfers are significantly affected by non-zero horizontal diffusion. Recall that ’horizontal’ here
refers to diffusion along surfaces of constant σ, so that the ’horizontal’ diffusion also has a vertical
component.
Static / initial case
In the rest state, in case of diffusion along σ-surfaces, the initial potential energy density gain averaged
over the GR is
〈−φSTILLm,H 〉 = 3.23× 10−3ρ0KHN2 Wm−3, (5.19)
which is non-zero because of the sloping sea-floor. Mixing along σ-surfaces initially acts as a sink
of available potential energy, given by
〈−φSTILLI,H 〉 = −0.69× 10−5ρ0KHN2 Wm−3. (5.20)
In the PR, there is no horizontal diffusion initially, because isopycnal and iso-σ-surfaces coincide.
After 10T, the potential energy tendency due to horizontal diffusion is of order φm,H = O
[
10−4
]
W/kg, which is six orders of magnitude smaller than in the GR.
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Dynamic case
Figure 5.6a shows the effect of the tidal dynamics for non-zero horizontal diffusion coefficient KH
on the potential energy gain due to vertical diffusion, −φDYNm,V , which is reduced by up to 1% in the
dynamic case compared to the resting state. Panel 5.6b shows the potential energy change due to
horizontal diffusion, −φm,H , normalised by the potential energy gain in the resting state, −φSTILLm,V .
Clearly, compared to the resting state the dynamics diminish the potential energy gain due to horizontal
diffusion by almost 2% in the three test cases.
Diapycnal mixing
In the GR, for the cases with ‘horizontal’ mixing coefficient KH = 1, 2 m2s−1, the diffusion along
σ-surfaces rapidly starts to act as a source of available potential energy. The potential energy gain due
to horizontal diffusion associated with the dynamics is negative, −φDYNm,H ≤ 0, as illustrated by the thin
dashed lines in panel b of Figure 5.6, being on the order of 2% of −φSTILLm,H . However, the available
potential energy gain due to diffusion associated with the tidal dynamics, −φDYNI,H , represents an
increase in available potential energy on the order of 1% of the potential energy gain due to horizontal
diffusion in the resting state.
Impact of horizontal diffusion on the primary IT energy fluxes
Figure 5.8 shows the primary energy conversions associate with internal tide generation, with the results
superimposed for the cases KH = 0, 0.5, 1, and 2 m2s−1. In panel 5.8a, the net surface tide barotropic
pressure flux − (FT + FX) and barotropic to baroclinic tide conversion term, φ¯z, are indistinguishable
from the control simulation between the different values of the horizontal diffusion coefficient, KH ,
and therefore hardly affected by enhanced horizontal diffusion, as might be expected. However, the
baroclinic potential energy tendency augments significantly with KH , by up to a factor 3 for KH = 2
m2s−1, as shown in panel 5.8b, while the baroclinic advective flux of baroclinic potential energy, F ′
E˜P
,
shows a corresponding increase. Remarkably, the net barotropic advective flux, F¯E˜P , remains nearly
constant. In contrast, the baroclinic buoyancy flux, φ′z, decreases by up to a factor 2 for KH = 2 m2s−1,
which is more clearly visible in panel 5.8c. The internal tide pressure flux FIW shows a corresponding
decrease.
5.7.4 Bottom Friction
In the control simulation, the bottom boundary condition is no-slip, with zero tracer flux. This
unrealistically neglects the bottom boundary layer turbulence in addition to using an unphysically weak
vertical viscosity KV = 10−6 m2s−1. Due to the limited vertical resolution the bottom boundary layer
is not well-resolved so that the velocity at the height of the first grid-level, 12D∆σ1, is underestimated.
Therefore, a free-slip bottom boundary condition is also considered, in which the bottom stress at the
first grid-level is parameterised as τα = ρ0CD
√
vβvβvα, with drag coefficient CD = 2.5× 10−3.
The change compared to the no-slip control simulation in the instantaneous and net energy fluxes
due to the free-slip (FS) bottom boundary condition in the stationary state, after about 4T is presented
here. In the free-slip case, the barotropic tidal flux is enhanced by about 1% compared to the control
simulation, to 〈FlT + FlX〉T ∆y ≈ 2.463× 105 Wm3/kg. In the stationary state, the amplitudes of
the instantaneous energy transfers change by less than 1% compared to the control simulation. In
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Figure 5.8: Primary volume-integrated energy transfers in internal tide generation, with horizontal
diffusion, super-imposed for KV = 10−6 m2s−1 with KH = 0, 0.5, 1, 2 m2s−1. (a) Barotropic kinetic
energy transfers are marginally affected; (b) ∂E˜P /∂t increases, while F ′E˜P and −φ
′
z decrease in strength
with increasing KH ; (c) both FIW and −φ′z strongly decrease with KH .
both the GR and PR, the net energy expended in bottom friction in the no-slip case is O
[
10−3
]
Wm3/kg, whereas in the free-slip case it is about 20 Wm3/kg. A simple scale analysis gives the order
of magnitude of the no-slip kinematic bottom stress, KV U0/∆z2 = O[10−12] ms−2. In the FS case,
the kinematic stres is of order [CDU20 ] = O[10−7] ms−2. This explains the large difference in frictional
energy dissipation.
Generation region
Let us focus on the GR. The wave energy deposited there, lost from the barotropic tidal pressure
flux, −〈FlT + FlX〉, is altered both by the changed bottom boundary condition ‘upstream’ and by
local energy transfers, because friction acts throughout the modelled domain. Compared to the no-slip
case, the net barotropic tidal pressure flux into the GR, − (FT + FX), gained 3% due to weakening of
the surface pressure flux, −FT , while the net barotropic buoyancy flux, φ¯z, gained about 2%. The
difference between − (FT + FX) and φ¯z is attributed to enhanced E¯K-dissipation by local bottom
friction.
In the potential energy balance, both the barotropic, F¯E˜P , and baroclinic flux of potential energy,
F ′
E˜P
, increased in strength by about 70 Wm3/kg, which is a respective amplification of 100% and 12%,
reflecting that F¯E˜P remains small in comparison. In addition, the internal potential energy tendency
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∂EˆP /∂t increased by about 20%. The baroclinic buoyancy flux, φ′z, however is augmented by only 7%,
while being of the same order of magnitude as ∂EˆP /∂t.
The internal tide pressure flux, FIW , of the same order as the baroclinic buoyancy flux, φ′z,
increased correspondingly by about 5% while the baroclinic kinetic energy tendency in the stationary
phase ∂Eˆ′K/∂t, diminished even further with respect to the control simulation. The difference φ
′
z−FIW
is matched by the energy expended in bottom friction.
Increasing the vertical diffusion coefficient to KV = 10−4 m2s−1 in the free-slip case changes the
primary energy transfers shown in Figure 5.4 by less than 1%.
Propagation region
In the propagation region, in the FS case the baroclinic pressure flux, FIW , and the baroclinic buoyancy
flux, φ′z, both increase by about 6% compared to the control simulation. In addition, the net potential
energy boundary flux FE˜P increases by about 17%, whereas the local potential energy tendency ∂
ˆ˜EP /∂t
diminishes by the difference between the changes in −φ′z and FE˜P .
In short, in the free-slip case, the net influx of energy and the net work done by pressure on the
boundaries of the generation region, as well as the conversion into baroclinic energy and the internal
tide pressure flux, FIW , have all increased by several percent, only part of which is attributed to local
bottom friction. The remainder is the result of the changed bottom boundary condition the surface
wave encountered before entering the GR. The barotropic energy fluxes are less strongly affected than
the baroclinic ones.
5.8 Varying ridge height h0: primary energy transfers
For strongly sub-critical (flat-bump) two-dimensional topography under the rigid-lid approximation,
the barotropic-to-baroclinic energy conversion for linear internal tide generation is proportional to
h20 (e.g. St. Laurent and Garrett, 2002, Pétrélis et al., 2006). However, this quadratic dependence
breaks down for two-dimensional topography of finite height. To investigate the effect of ridge height
on the energy conversion from the barotropic to the internal tide during internal tide generation,
as well as the resulting internal tide energy flux as shown in Table 5.5. Thus, the full range is
covered from from sub-critical (θT < θ) to supercritical (θT > θ) ridge-slopes, while the near-critical
regime is explored in some detail. First, the internal tide field of sub- and super-critical and critical
topography is presented, followed by a description of the primary energy transfers in the generation re-
gion in the three cases. Finally, the main energy fluxes are discussed for the entire range of ridge-heights.
For a semi-diurnal lunar tide at a latitude corresponding to the Coriolis parameter f = 10−4
s−1, keeping the characteristic ridge-width constant at a = 6.45 km, the maximum ridge slope θT is
‘critical’ for h0 = h0,c = 1069 m, where θT matches the angle of the M2 internal tide rays with the
horizontal, θ = 5.7o. Ridge heights smaller than h0,c represent the sub-critical regime, θT < θ, while a
ridge higher than h0,c is super-critical for the M2-tide (θT > θ).
5.8.1 Internal tide field
Figure 5.9 shows a snapshot of the vertical velocity after 4 tidal periods in a strongly sub-critical case
(a) with h0 = 500 m, the critical case (b) with h0 = 1069 m, super-critical case (c) with h0 = 1500 m,
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Table 5.5: Ridge height tests for Ocean Simulation
Parameter (unit) Control Tests
h0 (m) 1500 250, 500, 750, 800 : 100 : 1500, 2000 : 500 : 4500
which corresponds to the control simulation described in Chapter 5, and finally strongly supercritical
case (d) with h0 = 3000 m. The modal wave-fronts associated with the spin-up period are observed at
the same distances from the ridge crest as in the case of the control simulation, where h0 = 1500 m,
discussed in Chapter 5, which is not shown here. In the strongly super-critical case of h0 = 3000 m,
the first mode is remarkably strong and drowns out the second mode that is visible near ±100 km
from the ridge crest in cases a, b and c. Two upward internal tide rays emanate from the sub-critical
ridge (Figure 5.9a), whereas both the critical and the super-critical ridges allow for both upward
and downward internal tide rays (Figure 5.9b, c, d) where the downward rays have remarkably large
amplitude. In all cases, the internal tide rays closely satisfy the linear internal IGW dispersion relation
(1.6), showing an inclination of θ = 5.7o with respect to the horizontal. The critical case (Figure
5.9b), shows considerable overlap between the upward internal tide ray and the first reflection of
the downward ray, making them difficult to distinguish. The amplitude of vertical motion increases
strongly with height of the ridge. The dependence on ridge-height of the energy fluxes is investigated
below.
5.8.2 Energy transfers in the generation region
Figures 5.10 through 5.12 show the the primary net energy transfers integrated over the internal tide
generation region, for a sub-critical (h0 = 500 m), critical (h0 = 1069 m), and super-critical case
(h0 = 3000 m).
In all cases, spin-up effects last up to about four tidal periods, after which the stationary regime
sets in, although in case of steeper topography the energy transfers appear to be relatively less affected,
which is particularly visible in the (a)-panels.
Despite the significant difference in strength of the constituent fluxes, in the stationary regime,
the barotropic ((a)-panels) and baroclinic kinetic energy balance ((c)-panels) behave similarly in all
cases. The approximate balances of barotropic kinetic energy, (5.12), and baroclinic kinetic energy
(5.14) both still hold to within an error of 1% of respectively the barotropic pressure flux divergence,
− (FX + FT ) and the baroclinic buoyancy flux, φ′z.
Furthermore, the (b)-panels in Figures 5.10 through 5.12 show that the shape of the baroclinic
potential energy balance is more affected by the ridge-height. In particular, in the sub-critical and
strongly supercritical cases the barotropic advection of potential energy F¯E˜P plays a more important
role than in the critical (h0 = 1069 m) and the somewhat supercritical control simulation (h0 = 1500
m). The baroclinic buoyancy flux φ′z is enhanced considerably and in both the sub-critical and
super-critical case the internal tide pressure flux significantly exceed the barotropic pressure flux
divergence − (FX + FT ).
The approximate baroclinic potential energy equation 5.13 still holds in all cases, noting that the
error corresponds to the energy expended in vertical diffusion, φm,V . However, should the vertical
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Figure 5.9: Main characteristics of the internal tide field, showing total vertical velocity (vz) after 4
tidal periods, for ridge-heights: (a) h0 = 500 m, (b) h0 = 1069 m, (c) h0 = 1500 m, (d) h0 = 3000 m,
in a vertical section extending to ±100 km from the ridge crest. Units colorbar: mms−1.
diffusion coefficient become of order KV = 10−4 m2s−1, such as for the TKE-scheme by Gaspar et al.
(1990), then the energy flux associated with vertical mixing is approximately φm,V ≈ 26 Wm3/kg,
which is significant in comparison with the buoyancy flux and advection in the sub-critical regime.
5.8.3 Dependence of primary energy fluxes on ridge-height, h0
Figure 5.13 shows the average over two tidal periods (arbitrarily) centred on t = 8T of the primary
energy fluxes in the generation region, as a function of the ridge-height h0 of the ridge defined by
equation (5.1) with constant e-folding length scale a = 6.45 km. The critical case (h0 = 1069 m) is
indicated by a +-sign.
In general, the energy lost by the barotropic tide in the generation region, − (FT + FX), is
indistinguishable from the conversion from barotropic kinetic energy into baroclinic potential energy,
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Figure 5.10: Primary energy transfers in internal tide generation for h0 = 500 m, corresponding to a
sub-critical maximum topographic slope, integrated over a 2D column extending 20 km on either side of
the ridge. The moving average over two tidal periods is shown.
φ¯z. In the sub-critical regime, both show a quadratic dependence on h0. The constant C is non-zero
and may depend on the characteristic width of the ridge. When the critical slope is approached in
the near-critical regime (shaded light grey), the dependence of − (FX + FT ) and φ¯z on h0 becomes
significantly stronger from h0 = 800 m up to the critical height h0,c. As the ridge-height increases even
further, the dependence on h0 becomes slightly weaker than at h0,c and then increases again, to settle
in the strongly super-critical regime (shaded dark grey) at approximately F ≈ h2.50 +G, with G an
arbitrary non-zero constant which may depend on the width of the ridge, the strength of the tidal
forcing, stratification etc.
In all cases, FIW and φ′z do correspond quite closely to one another and they are practically
indistinguishable for h0 > 750 m. Although the baroclinic buoyancy flux φ′z and the internal tide
pressure flux FIW quite closely match − (FT + FX) for h0 in the near-critical (light-grey) and super-
critical regime (dark-grey), in the sub-critical regime (white background) the correspondence is less
evident. In that case, the baroclinic fluxes FIW and φ′z are nearly an order of magnitude larger than
the energy lost by the barotropic tide. As mentioned in the previous subsection, this discrepancy is
explained by a more important role for the barotropic advective fluxes of potential energy. The jump
in the baroclinic buoyancy flux φ′z appears due to the fact that two cases with h0 = 500 m were tested,
using different vertical diffusivity KVTKE ≈
√
2× 10−4 m2s−1 and KV = 10−6 m2s−1, for which φ′z is
somewhat larger.
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Figure 5.11: Primary energy transfers in internal tide generation for h0 = 1069 m, corresponding to a
critical maximum topographic slope, integrated over a 2D column extending 20 km on either side of the
ridge. The moving average over two tidal periods is shown.
5.8.4 Summary
In the stationary regime, the internal tide field satisfies the dispersion relation in all cases ranging
from sub-critical to super-critical. In the sub-critical regime, only two upward internal tide rays are
generated. In the critical and super-critical regime, the internal tide energy propagates both up- and
downward along the internal tide rays emanating from the point of resonance where the topographic
slope equals that of the M2 internal tide and the internal tide amplitude is strongly enhanced compared
to the sub-critical regime.
Three main conclusions follow from this section. Although the approximate primary energy
balances of internal tide generation hold in all cases, firstly the surface pressure flux divergence −FT is
negligible compared to the work done by the barotropic flow against the internal pressure gradient
−FX in the strongly super-critical regime. Secondly, both in the sub-critical and strongly supercritical
regime the barotropic flux divergence of internal potential energy plays a more important role than in
the near-critical regime, providing an additional source of energy for the baroclinic buoyancy flux and
thereby the internal tide energy flux FIW . Finally, since the energy transfers associated with internal
tide generation are weak in the sub-critical regime, the energy expended in vertical diffusion becomes
non-negligible compared to the terms in the approximate baroclinic potential energy balance. This
is an important observation, since the large-scale features in the deep ocean mostly have sub-critical
slopes (e.g. St. Laurent and Garrett, 2002).
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Figure 5.12: Primary energy transfers in internal tide generation for h0 = 3000 m, corresponding to a
strongly super-critical maximum topographic slope, integrated over a 2D column extending 20 km on
either side of the ridge. The moving average over two tidal periods is shown.
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Figure 5.13: h0-dependence of the tidally averaged primary energy fluxes after about 8T: the energy
lost by the barotropic tide, − (FT + FX) (−−), which overlaps with the barotropic buoyancy flux φ¯z
(−×−), and closely matches the baroclinic buoyancy flux φ′z ( . ) and the internal tide pressure flux
FIW (. . .). The different h0 are indicated by •, while the critical h0 = 1069 m is marked by a +-sign.
The white field indicates sub-critical regime, the light gray area is the near-critical regime (θT ≈ θ),
while the super-critical regime (θT > θ) is shaded dark gray.
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Internal tide energetics: Laboratory
A model of reality can essentially be designed with three distinct purposes in mind:
1. qualitative explanation of observations in daily life (low-pressure to the left of direction the wind
blows in)
2. replacing or refining observations (e.g. weather forecasting)
3. guiding observational/experimental studies (the quest for the Higgs boson)
A good model produces data that matches reality, because the essential processes at work are captured
accurately. The purpose of the numerical model of internal tide dynamics used in this work fits all
three objectives, but none can be fulfilled if the model results do not correspond to reality. Therefore,
the present work will not be complete without the verification of the model results with real-world
observations.
Of course, in situ and satellite altimetry measurements can and should be used to evaluate
the internal tide dynamics and energy transfers produced by the numerical model and commendable
attempts have been made (e.g Carter et al., 2008). However, as discussed in Chapter 1, the wide range
of spatial and temporal scales involved in internal tide dynamics, as well as the simultaneous presence
of other processes, makes it difficult to capture all necessary information by such methods. In this case,
a good compromise is ‘physical simulation’ by means of a laboratory model, designed to represent the
essential features of the physical processes of interest under controlled conditions. In such a real-world
experiment, the physical characteristics of the process at hand can be captured with the accuracy and
spatio-temporal resolution required to (in-)validate the numerical model results.
A series of controlled, small-scale laboratory experiments was carried out in a non-rotating frame
(f = 0), in which a horizontally oscillating two-dimensional Gaussian ridge immersed in stratified
salt water generates internal wave beams, as illustrated in Figure 6.1. This chapter contains a brief
presentation of this laboratory approach, aimed at validation of the numerical model results.
These experiments were carried out in the small canal of the CNRM-GAME (URA 1357, Météo
France and CNRS) fluid mechanics laboratory team SPEA: ‘Physical simulation of atmospheric flows’,
which is well-known for its large, density-stratified hydraulic flume. This team is specialised in the
dynamics of density stratified flow. It studies different small-scale phenomena relevant to oceanic
and atmospheric flows, mainly by means of laboratory experiments. SPEA aims to improve the
understanding of phenomena that are not explicitly resolved by numerical models in order to improve
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Figure 6.1: Laboratory setup: a two-dimensional Gaussian ridge defined in eq. (5.1) is suspended in
linearly stratified salt water and oscillates in the along-tank direction (ridge not to scale, see Table
6.1).
the latter. Its topics include oceanic and atmospheric internal gravity waves (e.g. Gheusi et al., 2003),
as well as atmospheric boundary layer processes, vortex dynamics and stratified turbulence.
The SPEA facility encompasses several small experimental tanks, one of which sits on a turntable
for rotating experiments, as well as a unique 30 m long, 3 m wide and 1.6 m deep flume for high
Reynolds number stratified flow experiments. The flume shows interesting potential for extension of
the present small-scale experiment because its great length allows internal tide beams to be studied
without lateral reflection (e.g. for N = 1 rads−1 and depth H = 0.4 m, the non-rotating modal phase
velocity, c1 = NH/pi, indicates that the first and fastest internal wave mode takes ±230 s to travel 30
m, so that pure internal tide radiation from the ridge might be studied during 20 tidal periods) and/or
with large Reynolds number.
The fluid velocity and density anomalies associated with internal wave motion are measured by
means of simultaneous digital particle imaging velocimetry (hereinafter: PIV) and synthetic schlieren.
In PIV, the velocity field is deduced from the displacement of tracer particles suspended in the fluid
over small increments of time. Synthetic schlieren exploits the linear dependence of refraction index
changes on perturbations to the initial fluid density stratification, which cause apparent displacements
of patterns seen through the fluid. These methods permit quantitative analysis of the velocity and
density field at high spatio-temporal resolution.
In this work, a single experiment is chosen for comparison with results from numerical simulation
and for analysis of the energy transferred from the moving ridge into the laboratory-scale internal tide.
In the remainder of this chapter, first the corresponding experimental setup is described. Furthermore,
the simultaneous measurement of velocity and density anomalies by means of PIV and Synthetic
Schlieren are described conceptually. Subsequently, an illustrative experiment is analysed and compared
to direct numerical simulation, followed by an analysis of the kinetic energy budget.
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6.1 Laboratory model setup
The experimental setup is illustrated by the schematic in Figure 6.1 and the physical parameters are
summarised in Table 6.1.
6.1.1 Parameters
Tank & Topography
The experiments were carried out in a glass tank of length 4 m, width W = 0.5 m and height 0.5 m.
The glass side-walls are Tg = 1.5 cm thick.
Two models of the two-dimensional Gaussian ridge described by equation (5.1) were tested,
respectively with heights h0 = 10, 11 cm and e-folding widths a = 3.69, 5.69 cm. The models are
cut-off on each side at height h = 1 mm. The ridge is suspended by wires from a frame to less than
1 mm above the tank floor and aligned so that the slope is uniform in the spanwise direction of the tank.
The ridge is driven by a motor to oscillate horizontally along the length of the tank with variable
amplitude d0 and period T , causing vertical displacement of the fluid overlying the ridge slopes. Since
the ridge motion is perpendicular to the ridge slope, the resulting fluid motion expected to be very
nearly two-dimensional, as long as the motion is slow enough. In the present case, ’slow enough’ was
determined empirically. The transition from two-dimensional to three-dimensional motion is a subject
of future study, which requires three-dimensional flow measurements, for which methods have recently
been developed within the SPEA team.
The equivalence of this experiment with oscillating topography to oceanic internal tide generation
by impingement of stratified barotropic tidal flow on a submarine ridge is a point of inquiry and is
discussed in Section 6.4. Nonetheless, this type of setup has been exploited in a number of previous
studies (e.g. Echeverri et al., 2009).
Stratification
The initial fluid stratification is linear, with N ≈ 1 rad s−1 in most cases, but both weaker and stronger
N were also considered. This stratification was obtained by filling the tank from the bottom with
increasingly dense water, using a computer-guided system to mix high-density brine with pure water.
The temperature of the facility is kept at a steady 20 oC. The resulting density profile was checked
using a standard oscillating U-tube density meter to measure water samples taken at regularly spaced
depth interval, as well as by calibrated conductivity probes.
6.1.2 Experiments
Different sets of experiments were performed over a substantial parameter range (cf. Table 6.1),
consisting of successive runs each lasting 20 to 40 periods of topography oscillation, and separated by
at least 30 minutes, to ensure the internal wave field from the previous run damped out to negligible
values. Measurements are started slightly before the topography is set in motion, permitting to estimate
the persistence of the internal wave field between runs. In practice, internal-wave induced mixing does
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not measurably change the background stratification over the duration of an experiment. However,
evaporation between sets of experiments reduces total depth and causes a slight degradation of the
near-surface density gradient. In fact, this natural ‘thermocline formation’ may present interesting
opportunities for further study in the context of internal tide dynamics at the oceanic thermocline.
If needed, changes in the near-bottom density gradient due to mixing were remedied by uniformly
emptying the tank from the bottom, ensuring a uniformly linear stratification.
In this work, a single illustrative example is considered, corresponding to ridge 2 in Table 6.1, with
stratification N = 1 rad s−1 horizontal displacement amplitude d0 = 1 mm and period of oscillation
T = 10.05 s. In this case, the ridge has a strongly supercritical slope, θT = 66.7o, because the
non-rotating internal wave dispersion relation (1.6) with frequency ω = 2pi/T and f = 0 leads to a
slope of the internal tide beams θ = 38.7o with respect to the horizontal. A direct numerical simulation
of this example is carried out, incorporating the moving topography, and the redistribution of the
energy apported by the oscillating ridge is presented in Chapter 6.
Table 6.1: Parameter range of small-scale laboratory experiments
Ridge h0 (cm) a (cm) θT (o) N (rad s−1) T (s) θ (o) d0(cm) Measured
1 11 5.69 58.9 1.05 - 1.37 5.7 - 65 5 - 83 0.1 - 0.7 S.S
2 10 3.69 66.7 0.59 - 0.98 6.5 - 55 7 - 82 0.1 PIV & S.S
6.2 Combined PIV and Synthetic Schlieren
In the following, the measurement methods employed in the laboratory simulation of internal tide
generation are described. If the sole objective is to verify the internal tide dynamics produced by
numerical simulation, it might suffice to compare solely the associated density or the velocity field.
However, in the present approach the eventual aim is to verify (and complement) the numerical energy
balances. Focusing in particular on the buoyancy flux, φz, it is essential to measure both vertical
velocity and the density field associated with the internal tide field.
Accurate simultaneous measurements of the velocity field and the gradient of the density anomaly
induced by the flow were obtained by digital particle imaging velocimetry and the related technique of
synthetic schlieren, both of which rely on digital image capturing. PIV quantifies the displacement of
reflective particles suspended in the flow between successive images, whereas the Synthetic Schlieren
method is based on the deformation of a random pattern as observed through the fluid compared to
the unperturbed initial state, which relies on the assumption that the flow field is independent of the
Oy-direction spanwise across the tank.
In both cases, the displacement along the Oα-axis in the vertical Oxz-plane in number of pixels
∆pα with α = x, z of particles compared to a reference image (the preceding image for PIV, the
initial image for synthetic schlieren) is determined. This pixel-displacement is related to a physical
displacement ∆xα of the particle by
∆xα = −DPIV r∆pα
f
, (6.1)
where f is the focal distance of the camera, r is the pixel size, andD is the distance from the image to the
camera, which differs between PIV and Synthetic Schlieren. The camera itself is located at a distance d
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from the glass tank. In PIV, the camera is focused on the Oxz-plane in the middle of the tank so that
DPIV = d+Tg+W/2 (see Figure 6.2), while in Synthetic Schlieren the focus is on a pattern of randomly
distributed dots located at a distance B behind the tank, so that DS = B+2Tg+W+d (see Figure 6.5).
In the present experiment, two identical PCO-2000 cameras with focal distance f = 200 mm were
juxtaposed for synchronous imaging at a distance d = 7.1 m from the tank, permitting simultaneous
PIV and Synthetic Schlieren measurements. The CCD contains 2048× 2048 pixels on 1.51× 1.51 cm2,
so that the pixel length and width corresponds to r = 7.4 µm. The effective field of view was 2048
horizontal ×1600 pixels in the vertical. The random dot pattern was placed at B = 2 m behind the
glass tank and backlit, while another source of light illuminates tracer particles suspended in the fluid
in a volume of the tank. In the following sub-sections the PIV and Synthetic Schlieren methods used
to measure velocity and perturbations of the density gradient are described.
Table 6.2: Optical parameters using camera PCO-2000 and lens NK200/4.0.
r (µm) f (mm) ∆t (ms)
Camera: 7.4 200 251
d W T B
Length (m) 7.1 0.5 0.015 2
n0, water na, air ng, glass
Optical index 1.333 1.000 1.5
6.2.1 Velocity observations: Digital Particle Imaging Velocimetry
Accurate estimates of the 2D velocity field in the Oxz-plane are obtained by means of correlation
imaging velocimetry (CIV, cf. Fincham and Spedding, 1997), a kind of digital particle imaging
velocimetry (PIV). The image capturing system was described in the previous section.
The fluid was seeded with particles of size 500µm in buoyancy equilibrium with the fluid
stratification. A volume of the fluid tank, corresponding to the volume over which PIV and Synthetic
Schlieren measurements were performed is illuminated, providing a 2D vertical image of the suspended
particles, as illustrated in Figure 6.2.
PIV algorithm
In CIV, it is assumed that the pattern formed by a group of particles suspended in the fluid maintains
its general appearance over sufficiently small increments of time, say ∆t. The horizontal and vertical
displacement of the particle group, ∆xα with α = x, z, are determined from the location of highest
cross-correlation between the particle patterns appearing on two successive images of the region of
interest in the flow, illustrated in the upper part of Run 2 in Figure 6.3. The horizontal and vertical
components of the velocity are then simply obtained from the formula
vα =
∆xα
∆t
. (6.2)
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Figure 6.2: PIV setup: Displacements
−→
∆x of suspended particles are calculated from the observed
displacement r
−→
∆p on the CCD.
In the present experiment, the time between subsequent images is ∆t = 251 ms. The correlation
pattern matching algorithm employed in this study was developed by Meunier and Leweke (2003),
using a two-step algorithm which is illustrated in Figure 6.3 and as follows. Consider two subsequent
camera-captured images of a region of interest of the flow separated by time-increment ∆t.
RUN 2RUN 1
u u
u
Box of image 1
Box of image 2
Bl
u
u
u
Nx vectors
Nz
 ve
ct
or
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Figure 6.3: Correlation PIV algorithm. Run 1: a low-resolution velocity field is estimated. Run 2: the
interrogation box in image 1 is translated and deformed in accordance with the low-resolution velocity
field (after Meunier et al., 2004).
Run 1: rough velocity estimate In Run 1, groups of particles are selected by dividing the images
into Nx by Nz interrogation boxes of size Bl ×Bl. The velocity vectors are calculated at the centre
of each box (cf. Figure 6.3). The size of the boxes depends on the particle density, the characteristic
flow velocity and gradients; each box should contain at 2 to 4 particles and should not lose too many
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particles over ∆t for feasible correlation, and the velocity should have reasonably weak shear on the
scale of the box.
In Run 1, the pattern correlation between successive images is carried out in a search window of
size Wx×Wz around the centre of the correlation box, which is chosen smaller than the interrogation
box to avoid false correlations between similar but distant particle patterns. The maximum peak in the
correlation search window gives the average displacement of the particles. Fitting a Gaussian function
to the maximum peak, using 3 points (or more) in each direction (Ox,Oz) gives a sub-pixel estimate
of the average particle displacement.
The accuracy of CIV may suffer from loss of particles from the interrogation window between
successive images, due to motion out of the window in the Oxz-plane. Note that since the flow is
two-dimensional, the out-of-plane loss of particles (along Oy) is limited already. Furthermore, equation
(6.2) represents the first term in a Taylor series expansion of the velocity field and is accurate only for
virtually uniform velocities. For strongly sheared flow, the velocity within a correlation box might not
be uniform. Both issues are solved by calculating a rough first estimate of the velocity field (Run 1),
determining the velocity gradients by finite-differences and applying a corresponding translation and
deformation to the interrogation window in a second run: Run 2.
Run 2: refined velocity estimate Since the in-plane loss of particles in the second run is limited
due to translation and deformation of the interrogation window, the only restriction on its size Bl is
that it contains sufficient particles ( 3). Thus, the interrogation boxes can be much smaller, so that
the resolution can be enhanced significantly. The rest of the algorithm is similar to Run 1.
6.2.2 Density measurements using Synthetic Schlieren
Quantitative measurements of the anomaly of the density gradient compared to the initial stratification
due to internal wave motion can be obtained by exploiting its proportionality to small changes in the
refractive index field, and the associated apparent displacement of fixed points on images observed
through the fluid. The density perturbations are generally so small that the disturbance of the
background image is hardly distinguishable by eye, as illustrated by Figure 6.4, where an image of the
fluid at rest is juxtaposed with an image of fully established internal wave beams.
These apparent displacements are determined from digital photographic images using an algorithm
similar to the PIV algorithm discussed in the previous section, except that in a pair of images, the
first image corresponds to the unperturbed density field and the second one to the measurements at a
time t. This method is called pattern matching refractometry, also known as Synthetic Schlieren or
‘strioscopie synthétique’, which was developed primarily by Dalziel et al. (2000) and Meier (2002) and
has been discussed from various perspectives in numerous publications (e.g. Sutherland et al., 1999,
Onu et al., 2003, Gostiaux, 2006). The basic principle is illustrated as follows.
The path of a ray of light through a non-homogeneous medium is governed by the generalised
law of Snellius, which can be expressed as
dφ
dn
=
1
n tanφ
, (6.3)
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Figure 6.4: Images of a random dot pattern seen through the fluid are used to measure the density field
by means of a CIV algorithm. The difference between the background in absence of internal waves (left)
and with strong internal wave field (middle) is hardly distinguishable by eye. The right panel shows
middle minus left, revealing up- and downward internal wave beams at the forcing frequency (ω) and
the twice as steep first harmonic (2ω) emanating from the ridge. The measurements of this experiment
were not useable because of too strong refraction, causing optical caustics: useable experiments show
even weaker changes of the density field, generally.
where n = n (x, y, z) is the refraction index and φ the local angle of the light path with respect to a
surface of constant n.
Assuming that the medium is homogeneous in the spanwise (Oy) direction, that refractive
index gradients in the perpendicular vertical Oxz-plane are weak and that the incident light rays are
approximately horizontal so that they traverse only a small vertical distance as they cross the tank (at
present about 0.5 cm), it can be shown using some geometry that the light ray through the medium
follows the parabolic trajectory
x = xi + y tanφx +
1
2
y2
1
n0
∂n
∂x
, (6.4)
z = zi + y tanφz +
1
2
y2
1
n0
∂n
∂z
,
where xi and zi represent the incident location of the ray where it first enters the medium, while φx
and φz respectively are the horizontal and vertical components of the angle of incidence with respect
to the spanwise direction at (xi, zi) (cf. Sutherland et al., 1999, Onu et al., 2003). Thus, in principle
the horizontal and vertical displacements, respectively x (L)− xi and z (L)− zi, of the light ray as it
exits the medium at y = L, can give an indication of the refractive index in the Oxz-plane.
In the following it is assumed that n = n0 +n′, where the nominal refractive index is n0 = 1.33 for
water and the perturbations about n0 satisfy |n′| << n0. For salt water dn/dρ ≈ 2.45× 10−4 m3kg−1,
which gives a gradient of the refractive index that is linearly proportional to the density gradient,
−→∇n = dn
dρ
−→∇ρ. (6.5)
Substituting (6.5) into (6.4) it is clear that a ray of light that horizontally enters a horizontally uniform
and stably stratified fluid, for which ∂ρ/∂z < 0, propagates along a downward parabolic arc, satisfying
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Figure 6.5: Sketch of the optical path for Synthetic Schlieren (after Dalziel et al., 2007)
z = zi + y tanφz − 12y
2γN2, (6.6)
where the definition of the Buoyancy frequency, N2 = − (g/ρ0) ∂ρ/∂z, was used and the parameter γ
is defined by
γ =
ρ0
gn0
dn
dρ
. (6.7)
For salt water, using a reference density ρ0 = 998 kg m−3 and the reference refraction index n0 = 1.33,
one finds γ ≈ 1.87 × 10−2 s2 m−1. Generally, the point and angle of incidence are not known, but
obviously independent of the stratification. Therefore, the apparent horizontal and vertical displacement
(∆x = x−x0 and ∆z = z−z0) of a dot on the background pattern due to density anomalies with respect
to the unperturbed reference case (x0, z0) can be related to perturbations of the density gradient field,
which are conveniently expressed in terms of the buoyancy frequency anomaly, ∆N2 = N2−N20 , where
N20 represents the unperturbed stratification. Thus, the buoyancy frequency anomaly is expressed in
terms of apparent displacement ∆z as
∆N2 = −2∆z
γL2
, (6.8)
where L is the width of the anomalous density field that is traversed. A similar expression can be
obtained for the anomaly of the horizontal density gradient.
In practice, corrections need to be made for changes in the refraction index between the air, the
glass of the tank and the fluid. Using the relation (6.1) between ∆z and ∆pz, the buoyancy frequency
anomaly can thus be expressed in terms of the vertical pixel displacement ∆pz, as
∆N2 =
2DSr∆pz
γfW
(
W + 2n0naB + 2
n0
ng
Tg
) , (6.9)
where na = 1, ng = 1.5 are the refractive indices of air and glass respectively (e.g. Sutherland et al.,
1999, Dalziel et al., 2007). The parameters are summarised in Table 6.2.
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6.2.3 Derived variables: ρ′, vx, vz, kinetic and potential energy
Evidently, the PIV method permits estimates of the internal wave velocity field in the vertical Oxz-
plane, as well as of the kinetic energy density. Furthermore, the internal wave density anomaly field can
be reconstructed by means of vertical integration from the ∆N2-field that was obtained by Synthetic
Schlieren, so that
ρ′ (x, z) =
ρ0
g
∫
∆N2dz, (6.10)
by using appropriate boundary conditions on ρ′.
In principle, estimates of total and available potential energy may also be obtained. The linear
approximation to the available potential energy density, APE0 = 12g
2ρ′2/
(
ρ0N
2
)
, can further be
obtained from the density anomaly field. In addition, in case of small-amplitude internal waves in
incompressible flow, taking the vertical derivative of the density equation leads to
∂∆N2
∂t
≈ N2 ∂vz
∂z
= −N2 ∂vx
∂x
(6.11)
Thus, using fast sequential imaging, a discrete estimate of the ∂∆N2/∂t-field by Synthetic Schlieren
can be integrated horizontally (vertically) to reconstruct the horizontal (vertical) internal wave velocity
field, providing an additional method of verification of the velocity field measured by PIV.
However, the reconstruction of the density anomaly is not trivial, because of the spatial integration
includes the measurement inaccuracy. It is therefore more convenient to directly compare ∆N2 as
obtained numerically and experimentally, and variables that are directly related to ∆N2, if possible.
In this study, a first comparison is made between the ∆N2-fields which were obtained by numerical
simulation and in the laboratory.
6.2.4 Discussion of the sensitivity of PIV and Synthetic Schlieren
The sensitivity of the PIV and Synthetic Schlieren measurements depends on a number of common
factors, including the CIV algorithm and associated constraints, as well as the accuracy of the
parameters involved in the optical setup. Challenges in PIV were reviewed by for example Fincham
and Spedding (1997) and Dalziel et al. (2007), while Sutherland et al. (1999) and Onu et al. (2003)
provide some interesting insights on Synthetic Schlieren.
The CIV algorithm already counters in-plane loss of particles and accounts for shear-flow by
displacement and deformation of the interrogation window, as explained in subsection 6.2.1 (cf. Meunier
and Leweke, 2003).
The combination of velocity and density measurements poses an additional constraint: the number
of suspended PIV particles is limited in order not to obscure the Synthetic Schlieren background image.
To attain a reasonable spatial resolution, the lighting for PIV is taken several tenths of centimeters
wide to firstly capture enough suspended particles and secondly limit the out-of-plane loss of particles
which is not accounted for by the adaptation of the algorithm.
An accuracy of 0.2% is estimated for the lengths (d, T,W,B) involved in the optical setup, as
well as for the parameter γ. In addition, the refraction indices are accurate to about 0.5% and the
time increment between images ∆t is accurate within 0.1%. Thus, for typical velocities of 1 mms−1
and buoyancy anomalies of 0.05 s−2, the accuracy of both PIV and Synthetic Schlieren primarily
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depends on the accuracy of the pixel-displacement ∆p determined by the CIV-algorithm, which is
better than 0.1 pixels. Using this pixel displacement in equations (6.2) and (6.9), it can be shown that
this corresponds to a velocity error of about ±0.1 mms−1 whereas the buoyancy anomaly is estimated
to within ±1.5× 10−3 s−2.
The results of the CIV algorithm correspond to the displacement of the peak of maximum
correlation within the search box and thus represent a kind of average displacement for the entire search
box. The spatial resolution depends on the size of the correlation boxes used in the CIV algorithm,
which is about 16× 16 square pixels. In the present case, the focus is on the properties of internal wave
beams traversing the depth of the fluid, which requires a physical field of view of about 50× 40 cm2
wide and deep. Mapped onto the physical plane, the effective field of 2048× 1600 pixels corresponds to
a physical resolution of about 0.2×0.2 cm2 in the Oxz-plane, when overlapping interrogation boxes are
used. The result represents the average over each interrogation box. In principle, the spatial resolution
can be increased tremendously by reducing the physical field of view, which may require the use of
smaller particles for PIV and a more fine-grained background image pattern for Synthetic Schlieren.
To limit parallax errors, i.e. differences in the direction from which light-rays enter the camera,
the juxtaposed cameras were placed at a significant distance from the experimental tank, i.e. d = 7.1
m, about twice the distance used in a number of publications with similar field of view (Sutherland
et al., 1999, Onu et al., 2003, Dalziel et al., 2007, Echeverri et al., 2009), where the first study used a
tank of half the present width.
A difficulty for the use of CIV algorithms in both PIV and Synthetic Schlieren is the existence
of very strong density gradients, which may cause significant apparent displacements the suspended
particles in PIV and caustics in the background random dot pattern, prohibiting density measurement.
Dalziel et al. (2007) showed, however, that the change of the apparent position of suspended particles
in small-amplitude internal tide field can be neglected.
6.3 Small-scale numerical modelling
On the premise that the laboratory flow is near two-dimensional (invariant in the Oy-direction), a
number of two-dimensional numerical simulations was carried out, corresponding to a lengthwise
vertical section in the Oxz-plane of the fluid tank in the laboratory experiment (see Section 6.1),
including the horizontally oscillating Gaussian ridge and using non-hydrostatic equations of motion as
well as isotropic kinematic viscosity and salt diffusivity coefficients in order to represent the isotropic
nature of molecular viscosity and diffusivity.
The numerical model maintains the Boussinesq approximation as well as a linear equation of
state. In addition, as for the deep-ocean model, a linear salt water stratification (N = 1 rad s−1) of
uniform temperature T = 20oC is considered in the laboratory experiments. The modifications to the
numerical model are discussed in sub-section 6.3. The numerical parameters for three simulations, A,
B and C, are shown in Table 6.3.
The simulation is referred to as ‘direct’ (DNS) in the sense that no turbulent closure scheme is
employed to model sub-grid turbulence. Technically, the term DNS implies that all relevant scales of
the dynamics are well-resolved, but this is possibly not the case here. Following Gheusi et al. (2003), a
simple analysis based on Kolmogorov’s theory (strictly valid only for high Reynolds number isotropic
turbulence) allows for an estimate of the grid size required for proper DNS. The Reynolds number
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Re = U˜0h0/ν = 84 with the characteristic velocity over the ridge U˜0 = d0ω/ (1− b) = 8.4 × 10−4
ms−1 using ω = 0.63 s−1 and d0 = 1 mm, the ridge height h0 = 0.1 m and fluid depth H = 0.4 m, the
depth-parameter b = h0/H = 0.25 and the kinematic viscosity ν = 10−6 m2s−1.
Re can be related to the scales of energy input (Lin) and energy dissipation (Ld) by Re =
(Lin/Ld)
4/3 (e.g. Tennekes and Lumley, 1972, p. 21). In this case, the scale of energy input is taken
to be the ridge height h0 = 0.1 m, so that the dissipation scale is estimated as Ld = 4 mm, while at
smaller scales viscosity overwhelms inertial effects and motion is dissipated. This estimate indicates
that a resolution should be less than 4 mm to include the most relevant scales of motion.
Modifications of the numerical model Besides including the complete vertical momentum
equation, presented in Section 2.5, and the difference in scale, a few modifications with respect to the
deep-ocean simulation are applied.
In particular, the horizontally oscillating topography is exactly represented in the numerical model,
by applying the no-slip bottom boundary conditions (2.9) and including ∂H/∂t in the model equations.
As a consequence, the energy source in the barotropic kinetic energy equation (3.3) associated with the
topographic motion, FP , is non-zero. In contrast, the barotropic lateral boundary forcing is set to zero.
At the laboratory scale, the flow is negligibly affected by the planetary Coriolis force. Therefore,
the numerical simulations are carried out in a non-rotating frame, f = 0. Thus, away from the ridge
linear internal gravity wave modes are non-dispersive, i.e. the group and phase velocity are equal. In
order to simulate the Coriolis effect on the f -plane, experiments may be carried out on a turntable,
such as the Coriolis platform in Grenoble.
Another essential difference is related to viscosity and diffusion. Both are isotropic in σ-coordinates,
implying that ’horizontal’ diffusion along sloping σ-surfaces also has a vertical component. The
kinematic viscosity is set to Kv = 10−6 m2s−1, while the diffusion of salinity is now approximated
using an isotropic diffusion coefficient equal to Kρ = 10−7 m2s−1, which corresponds to the heat
diffusivity, but is two orders of magnitude stronger than the molecular salt diffusion coefficient, to take
into account sub-grid scale processes that yet appear to be non-negligible.
In case B the entire length of the fluid tank is simulated. Due to computational constraints, in
cases A and C not the entire experimental tank is simulated and the resolution is limited. Simulations
B and C both have closed lateral boundaries. Radiative boundary conditions are imposed in the
Ox-direction at the lateral boundaries in case A that are located at ±0.4 m from the equilibrium
position of the ridge crest.
6.4 Comparison of laboratory and numerical results
In this section, some preliminary results of an illustrative experiment are described, the parameters
of which are summarised in Table 6.4. Part of the analysis was done in the frame of Y. Dossmann’s
M2 final project (Dossmann, 2009). First, the physical characteristics of the experiment are discussed.
Subsequently, the internal tide field generated by moving topography as observed in a single small-scale
laboratory experiment is compared to results from direct numerical simulation of the laboratory
experiment. Finally, a first analysis of the energy imparted on the fluid by the oscillating Gaussian
ridge are considered in a fluid column centred on the equilibrium position of the ridge in Section 6.5.
The experimental and numerical results are compared in terms of the buoyancy anomaly field
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Table 6.3: Numerical parameters for Laboratory Simulations
Parameter Symbol (unit) A B C
Domain Length L (m) 2 4 0.8
Ambient depth H (m) 0.4 0.4 0.4
Zonal grid-cells M 1000 2000 201
Meridional grid-cells N 3 3 3
Mass levels km 200 400 100
Vertical velocity levels Kv 201 401 101
Horizontal grid-scale ∆x (mm) 2 1 4
Vertical grid-scale ∆σ 1/200 1/ 400 1/100
Vertical grid-scale ∆z (mm) 1.5 - 2 0.75 - 1 3− 4
Time-step ∆t (s) 2.6× 10−3 1.3× 10−3 5.2× 10−3
Asselin coefficient A 0.1 0.1 0.1
Isotropic viscosity KHv = KVv (m2s−1) 10−6 10−6 10−6
Isotropic salt diffusion KHρ = KVρ (m2s−1) 10−7 10−7 10−7
Mixed Layers - yes yes no
Lateral Boundaries - closed closed open
(∆N2 = N2 (t)−N2 (t = 0)), which corresponds to the difference between the initial vertical density
stratification before the ridge oscillation started and the density stratification in the presence of internal
wave dynamics. In particular, the wave envelopes in a section perpendicular to an internal wave beam
at some distance from the ridge-crest are compared as the overture towards more elaborate estimation
of numerical model accuracy. Finally, the total kinetic energy energy balance is evaluated numerically.
6.4.1 Laboratory scale: Physical and Direct Numerical Simulation
The physical parameters of the laboratory experiment are summarised in Table 6.4 and its physical
characteristics are as follows:
Domain: In the laboratory, a non-rotating tank of 4× 0.5× 0.5 m3 is used. The numerical model is
set up in the zonal/vertical Oxz-plane spanning the length and depth of the tank.
Topography: A Gaussian ridge of height h0 = 10 cm and characteristic width a = 3.69 cm is centred
at x0 = 2 m and spans the width of the tank.
Stratification: The initial stratification has a constant buoyancy frequency N = 1 rad s−1.
Forcing: The ridge oscillates at frequency ω = 0.63 rad s−1 and with excursion d0 = 0.1 m in the
length-wise direction of the tank, periodically forcing the stratified water up and down over the
slope.
With these parameters, the maximum slope of the Gaussian ridge is θT = 67o, which is supercritical
for internal waves at the forcing frequency ω = 0.63 s−1, corresponding to θ = 39o.
A particular feature of the laboratory experiments is that the Gaussian ridge moves rather than
that a barotropic tidal flow impinges on the ridge. Thus, the dynamics observed in the laboratory
frame would correspond to those observed in the frame co-moving with the barotropic tidal flow. By
means of a scale analysis of the governing equations, Gerkema and Zimmerman (1995) showed that
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the case of a moving ridge can be considered equivalent to the problem of internal tide generation by
the barotropic tide under the conditions that simultaneously
 << 1 non-linear effects are small
b << 1 the topography is small compared to the ambient depth
NH√
gH
≤ O [3] the ratio of the phase speeds of the internal and surface gravity waves is very small
compared to the non-linearity parameter
The latter condition is related to the decoupling condition for surface and internal waves (NH)2 /gH <<
1 (Pedlosky, 2003, p. 85) and principally demands weak stratification. Using the physical parameters
in Table 6.4, one finds  = 0.02, which suggests that effects of non-linearity are not very important.
Using h0 = 0.1 m and H = 0.4 m one finds the depth parameter b = 0.25. The ratio of internal to
surface gravity wave phase speed is NH/
√
gH = 0.2. The laboratory experiment is therefore quite
close to the regime in which oscillating tidal flow over fixed topography is equivalent to oscillating
topography below initially motionless fluid. Nonetheless, since the depth-parameter is not exactly
small it is possible that the dynamics in the laboratory experiment with oscillating ridge behave quite
differently from the dynamics induced by a barotropic wave impinging on a ridge. Furthermore, the
non-hydrostatic effects are non-negligible in the laboratory experiment, because δ1 = 4 for the first
internal normal mode and increases for higher modes.
Therefore, the laboratory experiment is modelled (nearly) ‘directly’. That is, the oscillating
topography is incorporated into the numerical model, and is additionally non-hydrostatic, to take into
account the expected significant non-hydrostatic effects, and is formulated with isotropic viscosity and
diffusion.
The model (in-)validation rests on the comparison of internal wave characteristics, including the
linear dispersion relation represented by the beam slope θ, the local amplitude of the horizontal and
vertical velocity field (vx, vz), as well as the buoyancy anomaly ∆N2. A particularly useful measure is
the envelope over a wave period, of the variables in a section perpendicular to the internal wave beam.
Measuring the envelope amplitude at several distances from the source in stationary state gives an
indication of the energy dissipation due to viscosity and diffusive effects (Hurley and Keady, 1997).
Table 6.4: Physical parameters for Laboratory case
Parameter Symbol (unit) Control Simulation
Domain length L (m) 4
Ambient depth H (m) 0.4
Ridge height h0 (m) 0.1
Ridge e-folding width a (cm) 3.69
Max. ridge slope θT (o) 66.7
Coriolis parameter f (s−1) 0
Reference density ρ0 kgm−3 998
Buoyancy frequency N s−1 1
Tidal (ridge) excursion d0 (mm) 1
Tidal period T (s) 10.05
Tidal frequency ω (rad s−1) 0.625
Beam slope θ(o) 38.7
130
6.4. COMPARISON OF LABORATORY AND NUMERICAL RESULTS
6.4.2 Buoyancy anomaly and wave envelopes
Figure 6.6 shows a vertical section of the Buoyancy anomaly ∆N2 after approximately 19.5 periods in
the laboratory experiment (left) and numerical simulations A (middle) and B (right) (cf. Table 6.3),
when the internal wave beams are well-established. In simulation A, a canal only half the length (2
m) of experimental canal (4 m) is modelled and the resolution is ∆x = 2 mm. In simulation B, the
resolution is doubled and the entire 4 m long wave tank is modelled at a resolution of ∆x = 1 mm.
Note that the right panel in Figure 6.6 showing simulation B is slightly phase-shifted forward with
respect to the experimental results and simulation.
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Figure 6.6: Buoyancy anomaly, ∆N2 (s−1), in the laboratory (left) and from numerical simulations
A with resolution ∆x = 2 mm (centre) and B with resolution ∆x = 1 mm (right). The Profile-bars
indicate the location of the wave envelopes shown in Figure 6.7.
For both numerical simulations, the internal tide beams show good qualitative correspondence
and the linear dispersion relation for constant stratification and zero rotation is confirmed since the
beam slope θ corresponds to 38.7o within a measurement error of about 5%. However, it is clear that
in numerical simulation A the amplitude of the internal wave beams is overestimated. This might
be due to the fact that the 2 mm spatial resolution was relatively low, so that with a sub-grid scale
processes were not well-represented using the present isotropic viscosity and diffusivity (cf. section 2.4).
A pragmatic approach is adopted to try and find an optimal resolution while maintaining diffusivity.
Indeed, the high-resolution simulation B shows more promising results.
A quasi-permanent horizontal structure is visible emanating horizontally from the ridge crest, in
particular in the numerical results. This effect is possibly due to an oscillating circulation induced by
the topography and will be discussed briefly in the next sub-section. A mixed layer is observed at the
height of the ridge crest in both laboratory and numerical simulation. This phenomenon is less evident
in the numerical simulations at the ocean scale, but mixing was indeed enhanced in particular in the
bottom layer at the top of the ridge (cf. figure 5.7). It would be interesting to dedicate a numerical
study as well as in situ measurements to a study of the bottom boundary mixed layer at the ridge
crest in particular in the generation zone, because (a) the resonant generation of wave motion at the
tidal frequency strongly enhances local shear (Zhang et al., 2008) and (b) the mixed layer may emit an
upward internal wave field of frequency different from the forcing frequency (e.g. Taylor and Sarkar,
2007).
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In case B, along sections perpendicular to the internal wave beam, the wave-envelopes were
determined for both the laboratory and numerical simulation. For example, the evolution of the
wave envelope in terms of ∆N2 along the section indicated in Figure 6.6 is shown in Figure 6.7, for
times corresponding to 1 to 8 tidal periods after the beginning of the experiment, illustrating the
establishment of the internal wave beam. The phase propagation in Figure 6.7 is to the left, which is
to the left and downward along the section indicated in Figure 6.6. It is difficult to obtain numerical
and laboratory results that are exactly in phase, because of (1) a small uncertainty on the start of
the ridge oscillation (soon to be solved from exact measurements of the ridge oscillation) and (2) a
possible phase shift between the measurement acquisition times and the numerical output, apart from
the obvious fact that the numerical model may omit small-scale details of the laboratory experiment.
Therefore the results in Figure 6.6, which represent the optimal match between the numerical and
experimental results, show a slight phase shift. The internal wave field in this experiment, like in the
deep ocean case, can be interpreted as the propagation of a series of normal modes n away from the
ridge at phase speeds cn,0 = NH/ (npi), which appear to form the internal wave beam by superposition.
Here too it is stressed that the connection between the ‘resonantly’ generated internal wave beam and
the propagating wave modes is not trivial and local processes may play an important role. Note that
propagating normal modes (vertically standing) were observed in the numerical simulation, but so
far they have not been revealed in our laboratory experiments. During the initial stages of the beam
formation, the ∆N2 amplitude in the section along the internal wave beam is overestimated in the
numerical simulation. When the internal wave beam is well-established after about 5T, the envelope
amplitude is approximately |∆N2| = 0.04 s−1. and the correspondence between the laboratory and
numerical simulation is striking.
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Figure 6.7: Evolution of an internal tide beam in the laboratory and numerical simulation
B for 1T ≤ t ≤ 8T , showing ∆N2 six times per period with interval ∆t = 0.1 s between
t ± 0.5T . Dotted lines indicate the wave envelope (max/min ∆N2) determined between
t± 0.5T .
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6.4.3 Residual circulation
The ∆N2 field resulting from ridge oscillation does not solely consist of internal waves, but also a
background circulation. A hypothesis is that background circulation is generated by the oscillation
of the Gaussian topography, which is illustrated in Figure 6.8. This circulation affects the baroclinic
kinetic energy fluxes, which are discussed in Section 6.5.
The background circulation is illustrated in Figure 6.8, which is a snapshot of the ∆N2 and
velocity field at the start of simulation C (cf. Table 6.3), where the topography is moving rightward,
before the density field becomes dominated by internal wave motion. The fluid at the sea-floor at
the ridge moves with the topography. At depths below the ridge crest, the fluid motion is rightward,
whereas above the ridge crest there is a leftward return flow.
Since initially the fluid is at rest, continuity requires that the vertical velocity increase (decrease)
with height above the right (left) side of the ridge, since the fluid far from the ridge is still at rest. A
similar type of circulation also appears when the fluid is homogeneous and a preliminary EOF-analysis
has shown that it is possible to separate this background circulation from the internal wave field.
Figure 6.8: Residual circulation in the numerical simulation of the laboratory experiment at t=0.1 s.
Sticks indicate velocity field (longest ≈ 1 mms−1), the colours represent ∆N2 (s−1).
6.5 Laboratory scale IT-energy fluxes
Since the laboratory experiment with moving topography corresponds approximately to a reference
frame moving with the far-field barotropic flow (cf. sub-section 6.4.1), the barotropic kinetic energy
is likely to be small and the the total energy transfers are considered, rather than separating them
into barotropic and baroclinic motion. Thus, the kinetic energy evolution is considered in terms of the
sum of the barotropic (3.3) and baroclinic kinetic energy (3.7), although the barotropic (3.12) and
baroclinic potential energy evolution equation (3.10) are maintained (cf. sub-section 6.5.1).
As a result, the energy conversion scheme presented in sub-section 5.3.3 is somewhat simplified,
although the kinetic energy now also includes a contribution due to vertical motion and the internal
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pressure includes a non-hydrostatic component, P˜ = P + q, while the energy source is −FP rather
than an incoming barotropic wave. The ∆N2-field measured in laboratory experiments and numerical
simulation are presented and the compared in Chapter 6, followed by an analysis of the kinetic energy
balance.
6.5.1 Energy analysis for the laboratory experiments
In contrast to the deep-ocean case, in the non-hydrostatic numerical analysis of the laboratory energy
transfers the internal tide motion is forced by the horizontal oscillation of the Gaussian ridge, so
that the primary energy source is FP˜ = P˜ (0) ∂h/∂t, where the non-hydrostatic internal pressure is
P˜ = P + q. In this case, there is no significant barotropic current, so that there is no particular reason
to separate the dynamics and energy transfers into barotropic and baroclinic components. Thus, only
the full kinetic and potential energy equations are considered. Summing the barotropic and baroclinic
energy equations (3.3) and (3.7) leads to
−FP˜ =
∂EˆK
∂t
+ φT + φz + FIW + FX + FT + FEK − ξH − ξV . (6.12)
Note that FP˜ = FP + Fq and includes therefore contributions due to the hydrostatic (P ) and non-
hydrostatic (q) parts of the pressure. As discussed in sub-section 3.1.1, instantaneously the moving
topography can act as both a local source and sink of kinetic energy. However, on average and integrated
over the ridge, the ridge oscillation acts to stir the flow locally and causes isopycnal displacements
which gives rise to internal wave motion. Thus, presumably on average energy is added to the flow.
Noting that the barotropic part of the potential energy equation is unaltered, the baroclinic part
simply becomes
φz =
∂ ˆ˜EP
∂t
+ FE˜P − Fm,H + φm,H + φm,V . (6.13)
Laboratory energy analysis The energy analysis of the non-hydrostatic simulation of the labora-
tory experiments is quite preliminary. Rather than applying a moving average as for the oceanic case,
the average of the energy transfers over the entire simulation is considered in the present chapter.
An additional, slightly simplified simulation (C) was carried out, omitting the initial surface and
bottom mixed layers present in the laboratory experiments, and using a resolution of ∆x = 4 mm by
∆z = 3− 4 mm. The parameters of simulation C are summarised in Table 6.3. Since the results in
the first simulation (∆x = 2 mm) shown in Figure 6.6 overestimated the internal wave amplitude, the
same effect can be expected in this case.
A snapshot after 10 tidal periods is shown in Figure 6.9, where colours indicate ∆N2 and the
sticks point in the direction of the velocity. Since the initial surface and bottom mixed layers that
are present in the laboratory experiments are not used in simulation C, near-bottom/-surface mixing
is quite significant and ∆N2 shows large near-bottom/-surface amplitude. The velocity is clearly
enhanced near the internal tide beams and approximately opposite in phase. The velocity field is of
the same order of magnitude (0.6 mms−1) as the ridge velocity amplitude.
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Figure 6.9: Wave field after 10T in numerical simulation C with resolution ∆x = 4 mm of the laboratory
experiment. Sticks indicate velocity field, the colours represent ∆N2 (s−1).
6.5.2 Kinetic energy balance
Here, the kinetic energy transfers associated with internal tide generation by horizontally oscillating
topography are analysed by means of numerical simulation. The total energy balance is calculated over
a box extending 11.6 cm on either side of x0, corresponding to where the ridge height is less than 1% of
the crest height, identified as the Generation Region in Chapter 3. The energy transfers are averaged
over the first twelve periods of oscillation and normalised by ρ0. Assuming that barotropic motion is
negligible, the full energy equations are considered (6.12) and (6.13), rather than distinguishing the
barotropic and baroclinic contributions. Here, the focus is on the kinetic energy balance, (6.12).
In this case, the time-averaged primary kinetic energy transfers are calculated in the form
−FP˜ = φz + (FIW + FX) + ξ + (φT + FT ) +
(
∂EˆK
∂t
+ FEK
)
(6.14)
in units Wm3kg−1. The kinetic energy diffusion is expressed as ξ = ξH + ξV and the terms in brackets
are taken together for convenience. It is noted that the vertically averaged current is negligible
compared to the baroclinic current at all times, so that the pressure flux can be approximated as
(FIW + FX) ≈ FIW . The resulting kinetic energy fluxes are summarised in Figure 6.10, apart from
the term
(
∂EˆK
∂t + FEK
)
≈ 6.6072× 10−8 Wm−1 , which is evidently small compared to the primary
energy transfers.
To within 1% of the φz, the kinetic energy balance satisfies the approximate equation
−FP ≈ φz + (FIW + FX) , (6.15)
where the ridge oscillation acts as a net source of energy to in the Generation zone. However, the
dominant terms in the kinetic energy balance are the baroclinic pressure flux FIW and the buoyancy
flux φz, which approximately balance. It is remarkable that the pressure flux (FIW + FX) represents a
net source of kinetic energy, which is largely balanced by the buoyancy flux.
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Figure 6.10: Energy transfers in the laboratory simulation averaged over 12 Tidal periods of T = 10.05
s. Units are 10−5 Wm−1. Grey dashes are yet to be evaluated energy transfers.
Considering the kinetic energy evolution of the generation zone from the start of the simulation
reveals an initial gain in kinetic energy, while after little more than a tidal period the kinetic energy
oscillates around a constant value. Preliminary EOF-analysis indicates that the net gain in kinetic
energy can be associated with the background circulation, while the oscillation can be associated with
the internal wave field.
Evidently, the present energy balance formulation is not suitable for the analysis of energy
transfers appropriate to the internal waves generated by oscillating topography. Combined Wavelet
and EOF-analysis may permit the isolation of the internal wave field and the analysis of the associated
energy fluxes (Pairaud and Auclair, 2005).
6.5.3 Future Research
Although the forcing FP˜ was evaluated, and the primary energy transfers in the kinetic energy balance
were identified, evidently a number of concrete questions remain open to be explored in further research,
namely:
• What are the separate contributions to the terms in brackets in equation (6.14)?
• What does the local potential energy balance look like?
• Can the energy transfers of the background circulation and the IWs be separated?
• How much energy is radiated in the form of IWs?
• How much energy do the IWs dissipate (over a large number of tidal periods)?
• Is the IW generation (radiation) by oscillating topography relevant to the tidal case?
These questions will be addressed in future work. The first and second question can be answered
in the near future but require additional simulation and further detailing of the numerical formulation
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of the non-hydrostatic energy transfers. The third question is being addressed by means of principal
component analysis (EOF) and appears to give promising results. The idea is to identify and separate
the coherent structures associated with the circulation and the wave-field, e.g. vα = vCα + vIWα , and
re-write the energy equations to incorporate both contributions separately, and permitting to address
the next two questions. In particular, the question of energy dissipation by the internal wave field may
be investigated in the laboratory by letting the experiment run for a substantial number of periods,
letting the flow settle and subsequently determining the net change of the stratification. The final
question may be answered by considering a laboratory-scale simulation similar to the deep-ocean case,
with a laterally incoming barotropic tidal wave and comparing the strengths of the internal wave field
and the radiated energy fluxes.
In conclusion, observation of the buoyancy anomaly field showed good agreement between
laboratory experiments and numerical simulation. High accuracy, such as in simulation C, implies
that the numerical simulation is meaningful and can be further exploited for the analysis of the energy
transfers associated with internal wave generation by oscillating topography. The dynamics and energy
transfers associated with the internal wave field need to be separated from the observed dynamical
fields and a proposed method is EOF analysis. Finally, a comparison of the buoyancy flux φz and the
baroclinic pressure flux FIW associated with the internal wave field in the numerical simulation of the
laboratory experiments with the results of an internal tide generated by a surface wave impinging on
a ridge will indicate whether laboratory experiments can provide estimates that are relevant for the
oceanic context and provide insights into internal wave physics.
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Chapter 7
Discussion and Conclusion
The present work is part of an evolving long-term project, aiming to contribute to the understanding of
internal tide physics and in particular the energy cascade from the barotropic tide to the internal tide
and towards mixing at small scales, which plays an important role in the maintenance of the global
ocean circulation. The project started with a study of the barotropic and baroclinic tidal dynamics
particular to the Bay of Biscay (cf. Pairaud, 2005, Pairaud et al., 2008, 2009). Building upon these
results, the present work provides a complete diagnostics of the energy transfers in the model, which
was applied to an idealised case of internal tide generation. However, the realism of model results
is not guaranteed even if the physical basis is sound. Therefore, in this idealised context, a series of
carefully controlled laboratory experiments was carried out to verify the model results in terms of
primary variables (∆N2) and first step is taken towards a detailed analysis of the energy cascade in
the laboratory.
In this chapter a brief discussion is presented of, firstly, in Section 7.1 the internal tide field and
energetics of internal tide generation and propagation in the deep ocean, by means of a conceptual
scheme, secondly, the role of laboratory experiments in the validation of the numerical model in Section
7.2, and thirdly, the relevance of the present approach to numerical modelling of conserved quantities
in Section 7.3. Finally, the main conclusions of this thesis are summarised.
7.1 Numerical simulation of internal tide energy transfers in
the deep ocean
7.1.1 Internal tide characteristics
As was shown in Figure 5.1 in Chapter 5, after a spin-up of about 4 tidal periods and within 50 km
from the ridge crest, internal wave beams arise that correspond well to linear hydrostatic plane internal
waves on the f -plane, at the tidal frequency.
A distinction can be made between the generation region (GR), where topographic slopes are
significant and barotropic-to-baroclinic coupling takes place, and the propagation region (PR), where
both surface and internal tidal waves propagate without significant mutual interaction. In the energetics
analysis in Section 5.4, the GR was taken to extend 20 km on either side of the ridge-crest, which
is characterised by strong topographic slopes over which the barotropic tidal flow generates strong
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vertical velocity v¯z and an associated barotropic buoyancy flux φ¯B, that is identified as the primary
barotropic-to-baroclinic energy conversion term, discussed further below.
Also, the local potential energy conversion due to vertical diffusion, φm,V , is primarily affected
over the topography, although it is further clearly modified by the internal tide structure (see Figure
5.7). As indicated in section 5.2, in the propagation region (PR), extending between 20 and 40 km from
the ridge crest, the seafloor is flat and v¯z therefore negligible, so that the vertical motion is primarily
due to the internal tide and the buoyancy flux dominated by φ′z. Therefore, the barotropic-to-baroclinic
coupling is negligible and the surface and internal waves propagate rather independently in the PR.
7.1.2 Basic energy balance in internal tide generation and propagation
Internal tide generation
It is important to note that the moving average of the energy transfers over two tidal periods is
considered, i.e. only the net effect of the large amplitude tidal energy oscillations that nearly cancel
over a tidal period (cf. 5.2), further discussed in section 7.3. Thus, the primary net energy conversions
associated with internal tide generation, given by equations (5.12) through (5.14), are summarised in
the GR in Figure 7.1 and equation 7.1. To a good approximation after the spin-up period of about 4T
− (FX + FT ) ≈ φ¯B ≈ −FIW + ∂E˜P /∂t+ F ′E˜P (7.1)
The results in sub-section 5.6.1 indicate that net energy conversion from surface tide pressure flux,
− (FT + FX), into baroclinic potential energy primarily occurs through the barotropic buoyancy flux,
φ¯B and amounts to about 700 Wm3/kg. The sum of φ¯B and the baroclinic flux of potential energy F ′E˜P
cause a significant local gain of baroclinic potential energy, and is partially converted into baroclinic
kinetic energy by the baroclinic buoyancy flux φ′z, which amounts to about 800 Wm3/kg. This energy
is nearly completely radiated out of the GR in the form of the internal tide energy flux, −FIW . Thus,
the barotropic tidal pressure flux − (FT + FX) deposited in the GR accounts for approximately 92%
of the internal tide pressure flux −FIW out of the GR. The significance of the baroclinic flux of
potential energy F ′
E˜P
is probably associated with the density decomposition (5.3), that was chosen for
consistency with the numerical formulation. As a consequence both F ′
E˜P
and the baroclinic pressure
flux divergence FIW may include effects of trapped waves and effects of tidal rectification, that may
also be at the origin of the continuous potential energy gain observed in the control simulation (e.g.
Maas, 1987, Pérenne et al., 2000). In the present case, the conversion from the barotropic tide to the
internal tide does not equal the internal tide energy radiated in the form FIW , which however was a
basic premise in numerous studies (e.g. Munroe and Lamb, 2005, Holloway and Merrifield, 1999). The
separation of the effects of trapped waves, tidal rectification and the conversion from the surface to the
internal tide is an important and interesting objective for future research.
Munroe and Lamb (2005) numerically estimated the internal tide energy flux in nearly identical
physical circumstances, but at latitude 20oN and with much stronger vertical diffusivity/viscosity.
They used the pressure flux formulation FlMLIW =
∫ η
−H pIv
′
xdz, where pI is the approximate hydrostatic
pressure anomaly associated with the internal tide field, rather than the complete internal pressure P .
They found a net eastward internal tide pressure flux of FlMLIW ≈ 400 Wm−1. Multiplying this by 2 and
∆y = 1 km and normalising by the reference density ρ0 ≈ 103 kgm−3, this corresponds closely to the
present estimate of 〈FIW 〉 ≈ 800 Wm3/kg of the sum of east- and westward internal tide pressure flux.
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As shown in Section 5.7, in the present case vertical diffusion does not play a significant role in
the primary energy balance, except in case the imposed diffusion coefficient become artificially large, of
order KV = 10−4 m2s−1, and even then the primary impact is on the background density field, while
for example the baroclinic kinetic energy gain is negligibly altered. The use of a turbulent closure
scheme (Gaspar et al., 1990) to determine KV does not significantly alter the primary energy fluxes
compared to constant KV , while the φTKEm,V is actually slightly reduced, as was shown in Figure 5.6a.
The same figure shows that in all cases, vertical diffusion acts as an APE-sink around 1% of the initial
or quiescent potential energy gain.
It may be argued that the horizontal diffusion coefficient should be minimised or even set to
zero (Mellor and Blumberg, 1985), for example in order to preserve temperature and salinity fronts.
Nonetheless, KH 6= 0 is often employed albeit possibly in the form of partially upstream advection
(Marsaleix et al., 2008). Remarkably, in case of relatively weak KH the baroclinic energy conversions in
the GR are quite strongly affected (cf. Figure 5.8), with notably a reduction of FIW of 40% for KH = 2
m2s−1. In contrast, the barotropic-to-baroclinic conversion is barely affected. This result emphasises
the importance of an appropriate formulation of the horizontal diffusion, properly representing sub-grid
scale processes, in internal tide modelling towards the determination of the deep-ocean mixing energy
budget.
As shown in sub-section 5.7.4, adopting a free-slip bottom boundary formulation causes significant
local energy dissipation due to sea-floor friction, but, somewhat counterintuitively, augmented the net
flux of energy and pressure into and out of the GR by several percent of − (FT + FX), with respect to
the no-slip control simulation.
Figure 7.1: Conceptual scheme of internal tide energy transfers in the Generation Region at t = 8.925T .
The energy balance is satisfied to within 1% and the remainder is shown in Table 4.2.
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Internal tide propagation
In the propagation region, in contrast with the GR, the internal and surface tide are practically
decoupled, while the barotropic kinetic energy flux divergence is negligible in comparison with equation
(7.2). After about 6T a stationary state is reached in which the primary net energy balance is
summarised by
FIW ≈ φ′z ≈ ∂E˜P /∂t+ F ′E˜P , (7.2)
when the net barotropic flux of potential energy converges to zero and the baroclinic potential energy
gain is of order O[10] Wm3/kg. Figure 7.2 illustrates the primary energy balance in the propagation
region for arbitrary time t = 8.925T . The net fluxes amount to about 300 Wm3kg−1 in the control
simulation. In particular, FIW is approximately balanced by −F ′E˜P . The strength of the constituents
of balance (7.2) depends on the PR-length, but the balance holds regardless.
Except for the extreme case KV = 10−3 m2s−1, vertical diffusion reduces the energy conversions
in equation (7.2) by less than 0.5%. Notably, the local impact of KH on the potential energy tendency
is two orders of magnitude smaller than in the GR. The above results are independent of the initial
phase of the surface tidal forcing.
Figure 7.2: Conceptual scheme of internal tide energy transfers in the Propagation Region at t = 8.925T .
The energy balance is satisfied to within 1%.
Varying topography
It was shown in Section 5.8 that for the linear stratification the internal tide satisfies the linear,
rotating dispersion relation (1.6), regardless of the height of the ridge. In addition, the approximate
primary energy balance (7.1) holds in all cases, which is an important affirmation for the present
numerical energetics approach. However, it was also shown that both in the sub-critical and strongly
supercritical regime the divergence of the barotropic flux of internal potential energy (F¯E˜P ) plays a
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more important role than in the near-critical regime, providing an additional source of energy for the
baroclinic buoyancy flux and thereby the internal tide energy flux FIW . This again points towards
local processes such as trapped waves and tidal rectification and warrants further investigation.
Finally, it is important to remark that in the sub-critical regime the energy expended in vertical
diffusion, φm,V , becomes non-negligible compared to the terms in the approximate baroclinic potential
energy balance (5.13). This is an interesting conclusion because the large-scale topographic features in
the deep ocean mostly have sub-critical slope (e.g. St. Laurent and Garrett, 2002).
7.2 Internal tides in the laboratory
As for any modelling study, an essential part of the present numerical modelling approach is the
validation of the model results by comparison with real-world observations, as discussed in Chapter 6.
Since in situ measurements of oceanic internal tides are sparse at present, and satellite observations
can only go so far in internal tide analysis, here a laboratory modelling approach is adopted, described
in detail in Chapter 6. In this work, the experimental results were compared to numerical simulations,
designed to match the laboratory experiments as closely as possible by incorporating moving bottom
topography.
The laboratory and numerical approaches to studying internal waves are complementary. Quanti-
tative observations of velocity and buoyancy anomaly can firstly be used to verify (or show shortcomings
of) the model output in terms of primary variables. In return, once the model results correspond well to
the laboratory results, the numerical simulation can be used as a complementary analytical tool as well
as a guide for further experimentation. For example, the numerical model can provide high-resolution
data on scales that are impractical for laboratory measurement, additional results of other fields
(density, pressure, etc.), and can be extended to three-dimensional flows. Numerical simulation can
further be used to explore a range of parameters and indicate which ones characterise interesting
processes, and where these processes take place, allowing more focused laboratory experiments.
The long-term goal of the project, of which the present work forms a fundamental step, is to
quantify the energy cascade from the luni-solar tides via internal tides down to small-scale mixing.
Laboratory experiments are at the basis of the model validation. The following main steps lead towards
realistic large-scale simulations of oceanic internal tide energetics, namely
1. Comparison of direct numerical with experimental simulation of internal tide generation by
oscillating topography,
2. Comparison of the internal tide fields generated by oscillating topography and a barotropic
surface wave,
3. Transpose the validated small-scale numerical model of internal tide generation by ‘tidal’ flow to
the idealised, rotating, 2D large-scale case,
4. Evaluate internal tide energy cascade in a large-scale three-dimensional model of the Bay of
Biscay.
An essential assumption in the third step is that the small-scale simulations are representative of the
large-scale dynamics, which is an important question to address in itself. Part of the third step has
been addressed in this thesis (see the previous sections). The fourth step was initiated by Pairaud
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(2005), who modelled and analysed the spatio-temporal structure of the internal tide field in the Bay
of Biscay using the hydrostatic version of Symphonie.
The first step in the above methodology consists of three sub-steps:
1a. Verification of primary measurable parameters vx, vz,∆N2
1b. Experimentally quantify key energy transfers and complement with numerical energy transfers
1c. Coherent experimental and numerical estimates of long-term global mixing (energy transfers)
As a first step in the above approach, a series of controlled laboratory experiments was carried out and
compared to a direct numerical simulation. In addition, the kinetic energy transfers in this experiment
were analysed numerically. The results were presented in Chapter 6 and are further discussed in the
following.
7.2.1 Laboratory model of internal tide generation
An experimental approach for the validation of numerical simulation of internal tide generation and the
associated energy transfers was presented in Chapter 6. In particular, the velocity and density gradient
anomaly, ∆N2, associated with the internal ‘tide’ generated by an oscillating super-critical Gaussian
ridge are measured simultaneously with high spatio-temporal resolution, by means of combined PIV
and Synthetic Schlieren. The latter is done to permit a direct estimate of key energy transfers in the
laboratory, for comparison with the numerical results, step 1b. in the approach presented above. In
this work, however, only results pertaining to ∆N2 were presented. Nonetheless, Chapter 6 showed
promising correspondance between the laboratory and numerical results and raised a number of
interesting questions.
7.2.2 Numerical simulation of laboratory experiments
Since the vertical and horizontal scales of motion are comparable, non-hydrostatic effects are bound
to be non-negligible in the laboratory experiments described in Chapter 6. Therefore, the recently
developed non-hydrostatic version of Symphonie was applied. In particular, the simulations incorporate
moving bottom topography and employ isotropic viscosity and diffusivity, so they approach direct
numerical simulation.
As shown in Chapter 6, the numerical results for simulation C, of full length of the canal with
resolution ∆x = 1 mm, show very good correspondence with the experimental results (see Figure
6.7). Lower resolution simulations showed an overestimation of the internal tide amplitude, which may
indicate that a number of sub-grid scale processes was not well-represented. This already shows the
importance of verification of model results by means of real-world experiments; even if an numerical
analysis is carried out at very high precision, that does not mean it is necessarily accurate.
An interesting conclusion from the numerical results is that the oscillating ridge generates a
residual circulation, which may be dissociated from the internal wave field by means of EOF-analysis.
This shows that step 2. in the methodology mentioned in the previous sub-section is not trivial. Such
a background circulation does not appear in internal tide generation by barotropic tidal flow over a
ridge.
Due to its vertically sheared structure, taking into account the existence of the background
circulation may be important in particular in the interpretation of the propagation of low-mode internal
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waves. This is interesting in the light of a recent publication involving a similar model setup and
particularly aimed at studying the propagation of such low-mode internal waves (Echeverri et al., 2009,
who used a h0/H ratio b = 12 ), where it was noted that, for super-critical topography, the largest
discrepancy between the experimental results and theoretical and numerical models lies in the first
internal wave normal mode. They did not explicitly mention the background circulation. This is an
important observation concerning the internal tide energy radiated from topography of significant
height compared to the adjacent depth, because it is the first few internal wave modes that carry most
of the energy (Di Lorenzo et al., 2006).
7.2.3 Energy transfers in the laboratory
The kinetic energy transfers associated with internal tide generation by oscillating topography were
analysed in Section 6.5, indicating that the pressure flux (FIW + FX) remarkably represents a significant
source of kinetic energy in the GR. It is this observation that sparked closer investigation of the
flow-field and revealed the presence of the background circulation mentioned in the previous sub-section.
A hypothesis is that this circulation causes flux of energy into the domain.
The presence of a background circulation indicates that the energy analysis applied to the deep-
ocean case (Chapter 5) is not appropriate in the case of the laboratory experiment. The way forward
is to use combined wavelet and EOF analysis (Pairaud and Auclair, 2005) to separate the internal
wave field from the background circulation, and reformulate the energy equations presented Chapter 3
to take into account their separate contributions.
7.3 Numerical evaluation of energy transfers
The energy diagnostics are explicitly based on the numerical scheme of the Symphonie(-NH) model
equations, as described in Chapter 4. Marsaleix et al. (2008) enforced energy conservation in a closed
domain, by adapting the formulation of the scalar advective fluxes and the pressure gradient force in
the discretised governing equations, which ensured a consistent exchange between potential and kinetic
energy, φz. In this work, their approach was extended to include open boundary conditions in the
energy diagnostics of a sub-domain of interest.
The discrete energy equations are explicitly based on the discretised version of the model equations,
rather than an ad hoc discretisation (e.g. Munroe and Lamb, 2005, Carter et al., 2008) for two main
reasons. Firstly, this explicit formulation permits a closed global energy balance, in the sense that
all sources and sinks in the individual energy compartments E¯K , E¯P , E˜P and E′K and their mutual
exchanges are quantified consistently in terms of the physical and numerical energy transfers in the
model. The present complete set of energy diagnostics with open boundaries involves over a hundred
separate terms which together form a closed energy balance (see Marsaleix et al., 2008, figure 9, for
the closed domain). The global energy balance is indeed consistent to high precision, and the Asselin
filter was reduced in strength to limit artificial diffusion (sub-section 4.4.3), which is possible since
the present model is stable, thereby allowing a detailed analysis of energy fluxes due to the ’physical’
diffusion coefficient KV and the bottom boundary condition (sub-sub-section 5.7.4). Nonetheless, it is
noted that the staggered grid causes a net baroclinic energy boundary flux due to the Coriolis-force,
on the order of 1% of the primary energy fluxes.
Secondly, the importance of consistency in the energy transfer diagnostics is underlined in section
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5.2, noting that the instantaneous energy transfers involve a large range of amplitudes, such as from
O
[
106
]
Wm3kg−1 for the boundary fluxes constituting F¯E˜P down to O
[
10−1
]
Wm3kg−1 for φm,V , it
is evident that a meaningful energy analysis from internal tide generation down to mixing requires a
careful formulation of the numerical energy diagnostics. A small error on the scale of the instantaneous
local E˜P -flux might lead to significant uncertainties in the net energy transfers.
Both Carter et al. (2008) and Katsumata (2006) adopted a similar approach to internal tide
energetics, using the Princeton Ocean Model which is comparable to Symphonie. While the energy
equations in the former study were evaluated on the horizontal and vertical mid-point of the grid-cells,
they observed an error in the both the barotropic and baroclinic global energy balance on the order of
10% of the primary energy conversions, which exceeded the energy fluxes of interest, namely the local
dissipation. This further supports the present model-oriented approach to internal tide energetics.
The two aforementioned studies partitioned the energy equations into barotropic and baroclinic
components, without distinguishing between kinetic and potential energy in the results. In fact, making
this distinction has permitted the demonstration that the buoyancy flux is conservative, i.e. no energy
is lost in the instantaneous exchange between potential and kinetic energy that is fundamental to
gravity wave motion. Additionally, it was explicitly confirmed that the barotropic tidal energy lost
in the generation region, − (FT + FX), is indeed primarily converted into baroclinic potential energy,
which was previously assumed implicitly.
Carter et al. (2008) concluded that tidal conversion may be underestimated with lacking horizontal
resolution, hinting that higher resolution increase the estimate of FIW . Since the vertical resolution
is the limiting factor at present, additional tests were performed using 80 and 160 vertical levels, as
well as doubled horizontal resolution (not shown), but no appreciable change of the primary energy
transfers (7.1) and (7.2) was found.
Pressure gradient truncation errors (PGE) associated with the terrain-following coordinates and
the initialisation of the density field can cause spurious circulation and energy transfers (Marsaleix
et al., 2009a, §2.2). However, analysis of the STILL case in the control simulation indicates that the
weak PGE-induced circulation is unlikely to have affected the tidal dynamics and energy transfers
significantly. Separating the physical energy transfers from the PGE-induced transfers may however
prove useful in particular for tall and steep topography, realistic non-linear stratification and/or
non-linear vertical discretisation.
Furthermore, in allowing for free-surface motion as well as diffusion, the deep-ocean case in the
present study differs from the approach to internal tide energetics of Lamb (2007), who incidentally does
not detail the model discretisation, yet does analyse non-hydrostatic effects. The rigid-lid approximation
renders zero the first term in the barotropic energy flux − (FT + FX), and therefore might obscure
part of the energy conversion process. In the present work, non-hydrostatic effects are analysed only in
the context of the laboratory experiments.
The utility of consistent energy diagnostics was further illustrated by the analysis of the kinetic
energy balance of the numerical simulation of the laboratory experiment, the form of which is
significantly different from the primary energy balance of the deep-ocean experiment. This difference
sparked further investigation into the nature of the flow dynamics generated by oscillating topography.
It should also be noted that the present model formulation is deliberately straightforward, both
numerically and physically, choosing a leap-frog time-stepping scheme in monomode rather than
mode-splitting to enforce consistency in φz, and limiting vertical diffusion to a minimum in the control
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simulation to firstly focus on mechanical energy conservation. In doing so, the present work offers a
general approach to energy (conservation) diagnostics in numerical flow models, of which the essence is
to carefully explicitly base the numerical energy transfers on the discretised model equations. This
approach to numerical energy diagnostics is neither limited to the present model set-up, nor even
to the particular discretised formulation. In this case, it was straightforward to test e.g. alternate
diffusion parameterisations and the free-slip bottom boundary condition, shown in sub-section 5.7.4,
illustrating a first generalisation of the approach.
The present approach was applied initially to a hydrostatic, large-scale simulation of internal tide
generation, and subsequently extended to the non-hydrostatic version of Symphonie ((cf. Auclair et al.,
2010)) in the context of small-scale laboratory experiments. Of course, depending on the model set-up,
different energy transfers dominate, such as non-linear energy transfers and those effects associated with
non-hydrostatic pressure in the case of soliton generation, or small-scale modelling of wave-breaking.
Finally, in view of the equivalence of the present finite-difference formulation with that of finite-
elements (sub-section 4.3.1), a generalisation to other models, e.g. defined in Cartesian or spherical
ordinates, or on a different model grid (A, B, unstructured), of the present energy diagnostics approach
requires a careful inspection of the particular discretised formulation of the governing equations, which
might demand adaptation of the numerical scheme to enforce energy conservation. However, it is
acknowledged that present energy diagnostics approach might become rather complex in the case of
e.g. multi-step integration methods, or non-linear diffusion schemes.
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7.4 Conclusion
In this thesis, the basis of an original energy diagnostics approach to numerical modelling of internal
tide dynamics was applied to idealised cases of internal tide generation. The primary energy balances in
both internal tide generation and propagation were identified. In order to support the numerical results,
furthermore, a series of laboratory experiments of internal tide generation by oscillating topography was
carried out, involving simultaneous measurements of velocity and the density gradient anomaly with
respect to the initial stratification. A non-hydrostatic direct numerical simulation of the laboratory
experiment showed promising results. The main conclusions of this work are summarised here.
7.4.1 Deep ocean: primary energy transfers
The initial primary purpose of this thesis was to analyse the energy transfers associated with internal
tide generation by stratified barotropic tidal flow impinging on a super-critical Gaussian ridge jutting
out 1500 m from the sea-floor located at a depth of 5 km, a case which corresponds to the Hawaii
ridge and the Mid-Atlantic Ridge.
The net primary energy conversions in the generation and propagation region were demonstrated
and summarised by equations (7.1) and (7.2) and Figures 7.1 and 7.2. In short, after a spin-up period
of about 4 tidal periods:
1. the running-mean surface tide pressure flux, − (FT + FX), attains about 700 Wm3kg−1, which
accounts for about 92% of the baroclinic pressure flux, and closely matches the barotropic
buoyancy flux, φ¯z;
2. Together with the baroclinic advective flux of potential energy, the latter causes a significant
local gain of potential energy, and a conversion into baroclinic kinetic energy by the baroclinic
buoyancy flux φ′z at about 800 Wm−3kg−1;
3. This energy is finally radiated out of the domain by the baroclinic pressure flux, −FIW , associated
with the internal tide and may be dissipated far from the GR.
The importance of the baroclinic advective flux and local gain of potential energy is associated with
the model-oriented density composition into a constant and varying component and indicates the
importance of local processes, such as tidal rectification and trapped waves.
In contrast, in the PR, away from topography, the surface and internal tide are practically
decoupled. The barotropic energy flux divergence is negligible here. In the stationary state, after about
6 tidal periods, the baroclinic energy balance in the PR is characterised by equation (7.2), represented
by the PR in Figure 7.2. Thus, in the PR part of the baroclinic pressure flux, −FIW , is balanced by
the baroclinic flux of potential energy, F ′
E˜P
, amounting to approximately 300 Wm3kg−1.
The primary internal tide conversions are robust under changes in the vertical diffusion coefficient,
while the use of a turbulence closure scheme did not significantly alter the results compared to using a
constant vertical diffusion coefficient KV . It was shown that the enhanced diapycnal mixing induced
by the internal tide dynamics generally leads to a loss of available potential energy on the order of
a percent of the total potential energy gain. In contrast, the internal tide energetics in the GR are
significantly diminished by the introduction of ‘horizontal’ diffusion along σ-surfaces, strongly reducing
the baroclinic pressure flux, FIW , to the deep ocean by about 40% for a horizontal diffusion coefficient
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of KH = 2 m2s−1, stressing the importance of proper motivation of the horizontal diffusion scheme
(if any) used in the analysis of internal tide dynamics and its energy fluxes. Additionally, a free-slip
bottom boundary condition was shown to increase the tidal energy fluxes by several percent with
respect to the no-slip case.
Furthermore, the effect of varying the ridge height was analysed, showing that the form of the
primary energy balance is independent of ridge height, although the taller the ridge, the stronger the
generated internal tide and the associated energy conversion from the barotropic to the baroclinic
tide, φ¯z For sub-critical topography, φ¯z, was shown to satisfy the theoretically predicted quadratic
dependence on ridge height. However, in the super-critical regime φ¯z is rather proportional to h2.50 . An
important conclusion is that in the sub-critical regime, which represents the majority of the ocean’s
topographic features, the total potential energy gain due to vertical diffusion becomes significant
compared to the primary internal tide energy transfers that were summarised in equation (7.1).
7.4.2 Global energy conservation
The originality of the present work lies in the use of a closed, i.e. numerically consistent, global
energy balance, in which local conversions between kinetic and potential energy determined from the
momentum and density evolution equations are exactly equivalent. The global numerical energy balance
was shown to be satisfied to high precision. An important point concerns the large instantaneous
amplitude of some of the energy transfers, ranging from O
[
106
]
Wm3kg−1 for the barotropic boundary
flux of potential energy, F¯E˜P , down to O
[
10−1
]
Wm3kg−1 for the local potential energy change due to
vertical density diffusion, φm,V , and how it compares to the net energy fluxes, such as the barotropic
pressure flux − (FT + FX) ≈ 700 Wm3kg−1. Thus, a small error on the scale of the instantaneous local
E˜P -flux might lead to significant uncertainties in the net energy transfers. The numerical consistency
of the energy analysis has permitted quantification of the internal tide energy transfers down to the
scale of mixing effects, which were previously obscured by lack of precision (e.g. Carter et al., 2008),
emphasising the relevance of the present approach. This underlines the importance of respecting the
numerical formulation of the model in the definition of the discrete energy scheme, as well as the
relevance of enforcing energy conservation, by means of a consistent discretisation of the governing
equations.
7.4.3 Model validation by laboratory experiments
The numerically consistent energy diagnostics approach was complemented by a series of small-scale
laboratory experiments of internal tide generation by an oscillating Gaussian ridge, aimed firstly at
verification of the internal tide dynamics in terms of primary variables, by means of simultaneous
measurements of velocity and buoyancy anomaly (∆N2). An initial comparison of the ∆N2 field shows
excellent agreement with high-resolution, non-hydrostatic direct numerical simulation incorporating
oscillating topography (cf. Figure 6.7). However, the results reveal a background circulation induced
by the oscillation of the topography, which requires a modification of the energy transfer analysis that
was applied in the deep-ocean case, in order to isolate the internal tide energy transfers.
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7.4.4 Fin
Building upon the present work, a physically coherent research strategy towards the quantification
of the tidal energy cascade in the ocean is pursued. The numerical energy diagnostics, developed to
be consistent with the discretised formulation of the governing equations, permit the quantification
of both physical and providing insight into and control over numerical energy transfers in the model.
These energy diagnostics allowed the identification of the primary energy balances of oceanic internal
tide generation and propagation and provides a framework for the analysis of internal tide energetics,
going beyond recent linear, inviscid theoretical analyses (e.g. Pétrélis et al., 2006). In support of the
numerical results, an experimental approach of internal tide generation by horizontally oscillating
topography has provided direct, simultaneous estimates of velocity and density gradient anomaly with
high spatio-temporal resolution, showing promising correspondence with results of direct numerical
simulation. Perspectives regarding the present line of research are presented in the following, final
chapter.
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Perspectives
The research for this thesis was done in the frame of a long-term research project, which primarily
aims to accurately quantify the energy cascade from the surface tide generated by the tidal forces of
the sun-moon-earth system, towards the internal tide and towards mixing at small scales. Based on
the present work, first a number of short and long-term perspectives is presented in the frame of the
aforementioned long-term project, followed by some more general goals and ideas.
8.1 Short term
8.1.1 Internal tide energetics in the Bay of Biscay
The model of deep-ocean internal tide generation involved a hydrostatic, 2.5-dimensional test case,
with idealised topography and stratification and small-amplitude tidal flow. A logical subsequent
study involves the energy analysis of internal tide dynamics in a realistic domain, such as a vertical
section perpendicular to the Banc de la Chapelle in the Bay of Biscay, an important site of internal
tide generation (Pairaud et al., 2009), including realistic stratification. In addition, with the recent
development of a non-hydrostatic extension to Symphonie (Auclair et al., 2010), the relevance of both
non-hydrostatic and non-traditional effects of earth’s rotation may be explored.
Progress in distinguishing energy fluxes associated with the surface and internal tide as well as
trapped waves and phenomena such as tidal rectification can, especially in the baroclinic potential
energy balance, be made by decomposing density into constant, vertically varying ’background’ and
internal wave anomaly components. Numerous free-surface studies used such an approach (e.g. Munroe
and Lamb, 2005, Carter et al., 2008). Although the background density is straightforwardly defined in
rigid-lid models (e.g. Lamb, 2007), in terrain-following coordinates with a free surface that is non-trivial
and will be the subject of future work.
8.1.2 Small-scale laboratory and numerical simulation
The complementary numerical and experimental approach for the study of internal tide generation
presented in Chapter 6 will be pursued further in the frame of a collaboration between the Laboratoire
d’Aérologie and the team SPEA of CNRM-GAME.
An obvious first step forward from the initial results presented in Chapter 6 is to analyse the
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velocity measurements and compare them to DNS results. The combination of the observed density
and velocity field will then be used to determine some of the primary energy transfers for comparison
with the numerical results. Furthermore, the questions raised in sub-section 6.5.3 will be addressed to
clarify the primary energy transfers involved in the laboratory experiment, and to examine whether
the internal waves generated by oscillating topography correspond to tidally generated ones. In order
to analyse the physical properties of the internal tide rays it is important to separate them from the
background circulation, which may be achieved by means of WEof analysis (Pairaud and Auclair,
2005). This method would further permit the isolation of internal tide signatures at various frequencies,
allowing the sub- and super-harmonic internal wave to be studied.
In order to investigate the effect of rotation (f 6= 0) on internal tide generation at a continental
margin, a direct numerical simulation and associated energy diagnosis are proposed for comparison
with laboratory experiments on the rotating Coriolis-platform in Grenoble, in the frame of the French
national project LEFE-IDAO “Ondes Internes.” In addition, further complementary numerical and
physical simulation will focus on non-linear effects at the thermocline (soliton formation) as well as
reflections of internal wave rays at the thermocline and the sea-floor.
It may additionally prove useful to apply theoretical models of internal wave and tide generation
(e.g. Hurley and Keady, 1997, Pétrélis et al., 2006) to further explain the laboratory and numerical
observations.
The final objective of this combined numerical and experimental approach is to provide a complete
analysis of the energy cascade from the oscillating topography into internal waves and finally towards
mixing, by assessing the evolution of the background stratification over many tidal periods.
Figure 8.1: Picture of sea-surface manifestation of soliton wave trains emanating from
Gibraltar into the Mediterranean Sea, taken from a space shuttle on 11 October 1984 at
12:22 UTC. The convergent and divergent near-surface flow pattern of the solitons cause
visible changes in surface roughness. (Jones and Wells, 2009)
8.2 Long term
Besides the complementary experimental and numerical approach, on the longer term the investigation
of internal tide dynamics will progress towards realistic numerical simulation of oceanic internal tide
processes and the energy cascade towards mixing. Three major axes of research can be distinguished:
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1. Internal tide generation at the Mid-Atlantic ridge, to exploit recent in situ observations of
both flow dynamics and small scale mixing from the Graviluck campaign, between the Canary
and Newfoundland Basins (e.g. Journal de bord GraviLuck, 2006), also in the context of the
LEFE-IDAO project “Ondes Internes.”
2. Non-linear and non-hydrostatic processes in internal tide generation at the continental shelf, e.g.
Banc de la Chapelle in the Bay of Biscay, as well as generation of higher harmonics and solitary
internal tides upon reflection of the internal wave ray at the sea-floor and the thermocline and
the associated energetics, to complete existing realistic models (Pairaud et al., 2009).
3. The generation, propagation and dissipation of solitary internal waves and solibores at the strait
of Gibraltar (see Figure 8.1), which is characterised by two-layered stratification due to the large
difference in salinity between (fresher) Atlantic water and Mediterranean water (e.g Morozov
et al., 2002) for which a numerical model was developed recently (e.g. Lamb, 2007, Auclair et al.,
2010).
8.3 General application of model-oriented diagnostics
This work forms the basis of an original energy diagnostics approach, emphasising consistency with
numerical model formulation, which promises numerous future applications, focusing in particular on
energy transfers over a wide range of scales, from tidal motion down to small-scale wave-breaking.
The approach is not restricted to the present model formulation and may be generalised straight-
forwardly to study the impact of various parameterisations and different discretisations. Furthermore,
in line with the present philosophy, an analysis of enstrophy conservation properties based on the
numerical model formulation may prove useful in the context of rotating systems, and the wide range
of scales involved in geophysical wave dynamics and turbulence.
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Conclusions1
Dans cette thèse, la base d’une approche numérique originale du diagnostique des transferts d’énergie
associés à la dynamique des marées internes a été developpée et appliquée à des cas idéalisés de la
génération de la marée interne. Les bilans primaires d’énergie dans les régions de génération et de
propagation de la marée interne ont été détaillés. Afin d’estimer la validité de l’approche numérique,
une série d’expériences en laboratoire a ét´e realisée. La marée interne est générée par une dorsale de
forme Gaussienne oscillant horizontalement dans une cuve remplie d’eau salée et stratifiée linéairement
sur la verticale. Des mesures de la vitesse et de l’anomalie de flottabilité ont été réalisées. Les
conclusions majeures issues de cette thèse sont maintenant résumées.
Océan profond: transferts primaires d’énergie
L’objectif principal et initial de cette thèse est l’analyse des transferts énergétiques associés à la
génération de la marée interne en milieu stratifié induite par l’arrivée d’une marée barotrope sur une
dorsale océanique correspondant à la bathymétrie de la région de Hawaï dans l’océan Pacifique ou à
celle de la dorsale médio-Atlantique.
Les transferts d’énergie primaires ont été détaillés dans la zone de génération et dans la zone
de propagation et sont résumés par les équations (7.1) et (7.2) et les Figures 7.1 et 7.2 : aprés une
période de “spin-up” d’environ 4 périodes de marée, et en moyenne sur une période, le flux net associé
à la force de pression liée à la marée de surface, − (FT + FX), atteint approximativement 700 W m3
kg−1, ce qui correspond approximativement au flux de flottabilité barotrope, φ¯z. Ceci correspond à
environ 92% du flux d’énergie radiée depuis la zone sous forme d’ondes internes. La somme de φ¯z et
un flux barocline d’énergie potentielle mène à un gain local d’énergie potentielle et une conversion en
énergie cinétique barocline d’environ 800 Wm3/kg par le flux de flottabilité barocline, φ′z. L’énergie
cinétique provenant de ce dernier flux est finalement radiée depuis la zone de génération par le flux
associé à la pression barocline, −FIW , qui est lié à la marée interne et peut être dissipé loin de la
zone de génération. La présence d’un gain local non-négligeable d’énergie potentielle est probablement
associé à la décomposition de la densité en partie constante et anomalie, mais pourrait aussi indiquer
la présence de processus locaux comme la ‘rectification de la marée’ et d’ondes piégées à la batymétrie
(e.g. Maas, 1987, Pérenne et al., 2000).
Par contre dans la zone de propagation, loin des fortes pentes bathymétriques, les marées de
surface et interne sont pratiquement découplées. La divergence du flux d’énergie barotrope est à
peu près négligeable. En régime stationnaire, après environ six périodes de marée, le bilan d’énergie
1Ceci est une version condensée en du chapitres 7 qui est rédigé en anglais. This chapter is a condensed french version
of chapter 7.
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barocline de la zone de propagation est caracterisé par l’équation (7.2), et est schématisé par la zone de
propagation dans Figure 7.1. Ainsi, dans la zone de propagation, une partie du flux barocline, −FIW ,
est équilbrée par le flux barocline d’énergie potentielle, F ′
E˜P
, qui atteint alors environ 300 W m3 kg−1.
Ce bilan très général des transferts primaires d’énergie de la marée interne ne dépend que de
façon marginale de l’amplitude de la dissipation numérique, et l’utilisation d’un schéma de fermeture
turbulente n’a pas significativement influencé ces résultats par rapport à un coefficient de diffusivité
constant KV .
On a demontré qu’en général l’amplification du mélange diapycnal induit par les marées internes
entraîne une perte d’énergie potentielle disponible, de l’ordre d’un pourcent du gain total d’énergie
potentielle. En revanche, l’amplitude du flux barocline associé à la pression vers l’océan profond,
FIW , est diminuée de façon significative par l’introduction d’une diffusion ‘horizontale’ le long des
niveaux Sigma, soit par environ 40% pour un coefficient de diffusion horizontale de KH = 2 m2 s−1.
Ceci souligne l’importance d’une bonne modélisation de la diffusion horizontale utilisée dans l’analyse
de la dynamique de la marée interne et en particulier lors de sa génération au-dessus des pentes
topographiques. En outre, une condition limite “free-slip” a été étudiée, cette condition augmentant les
transferts d’énergie de la marée par quelques pourcents par rapport au cas “no-slip”.
De plus, l’effet sur les transferts d’énergie de la variation de la hauteur de la dorsale océanique,
h0, a été analysé. On a démontré que la forme du bilan d’énergie primaire ne dépend pas de la hauteur
de dorsale, bien que plus la dorsale est haute, plus la marée interne générée et la conversion de la marée
barotrope vers la barocline, φ¯z, sont fortes. Dans le cas d’une bathymétrie sous-critique, φ¯z satisfait
la dépendence quadratique à la hauteur du ridge qui est prédite par la théorie linéaire. Toutefois,
dans le cas sur-critique φ¯z varie plutot en h2.50 . Une conclusion importante est que, dans le régime
sous-critique, qui correspond à la majorité des accidents bathymétriques océaniques, le gain total
d’énergie potentielle devient significatif par rapport aux transferts primaires d’énergie associés à la
marée interne qui ont été résumés par l’équation 7.1.
Conservation globale d’énergie
L’originalité de la présente thèse est dans l’utilisation d’un bilan d’énergie globale fermé, c’est à dire
numériquement consistent, dans lequel les conversions d’énergie entre les compartiments cinétique
et potentiel sont exactement équilibrées. On a demontré que le bilan global d’énergie discretisé est
verifié à la précision machine. Un point important concerne l’amplitude instantanée de certains des
transferts énergétiques, qui peuvent atteindre O
[
106
]
W m3 kg−1 pour le flux local barotrope d’énergie
potentielle, F¯E˜P , pour seulement O
[
10−1
]
W m3 kg−1 pour le changement local de l’énergie potentielle
due à la diffusion verticale, φm,V , mais aussi comment ces flux instantanés se comparent aux flux nets
d’énergie (moyennés sur une période), comme le flux barotrope associé à la pression, − (FT + FX) ≈ 700
W m3 kg−1. Ainsi, une petite erreur à l’échelle du flux local, barotrope et instantané de l’énergie
potentielle peut mener à des incertitudes significatives dans le bilan net d’énergie. La consistence
numérique de l’analyse énergétique a permis de quantifier les transferts d’énergie associés à la marée
interne jusqu’à l’échelle du mélange. Son évaluation était auparavant rendue impossible par un manque
de précision (e.g. Carter et al., 2008), soulignant ainsi la pertinence de la présente approche.
Ceci souligne l’importance de respecter la formulation numérique du modèle dans la définition du
schéma discrétisé des transferts d’énergie, ainsi que la pertinence de la conservation de l’énergie, en
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utilisant une discrétisation cohérente des équations dynamiques.
Validation des résultats numériques par simulation physique
Cette approche numériquement cohérente du diagnostique des transferts énergétiques a été completée
par une série d’expériences de génération de la marée interne à l’échelle du laboratoire. Le premier
objectif était l’étude de la dynamique de la marée interne à partir des variables primaires, par mesures
simultanées de la vitesse et de l’anomalie de flottabilité (∆N2). Une comparaison initiale du champ
mesuré de ∆N2 a montré une excellente correspondance avec les résultats d’une simulation numérique
“directe” incluant une topographie oscillante (cf. Figure 6.7). Cependant, les résultats semblent
montrer une circulation résiduelle induite par l’oscillation de la topographie. Afin d’isoler les transferts
énergétiques associés à la marée interne, la présence de cette circulation requiert des modifications de
l’analyse énergétique par rapport au cas de l’océan profond.
Fin (2)
Dans la présente thèse, une stratégie de recherche visant à quantifier la cascade énergétique associée
aux marées océaniques est poursuivie. L’outil diagnostique des transferts d’énergie, developpé en
respectant la formulation discrétisée des équations dynamiques, permet la quantification de l’ensemble
des flux énergétiques dans le modèle, qu’ils soient d’origine aussi bien physique que purement numérique.
Cet outil diagnostique de l’énergie a permis d’identifier les transferts primaires d’énergie associés à
la génération puis à la propagation des marées internes océaniques et donne un cadre général pour
l’analyse énergétique de ce phénomène, en allant plus loin que les analyses récentes mais linéaires et non-
visqueuses (e.g. Pétrélis et al., 2006). Afin d’estimer la validité de l’approche numérique, une approche
expérimentale basée sur la génération de la marée interne par une dorsale Gaussienne qui oscille
horizontalement dans un fluide stratifié a été réalisée, permettant des mesures simultanées de la vitesse
et de l’anomalie de flottabilité à haute résolution spatio-temporelle. L’anomalie de flottabilité mesurée
a été comparée à une simulation numérique directe, montrant une correspondance très encourageante.
Le budget énergétique d’un sous-domaine a également été quantifié. Des perspectives issues de la
présente thèse ont été presentées dans Chapitre 8.
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Appendix A
Relation between Cartesian and
σ-coordinates
In this work, terrain-following Oxyσ-coordinates are employed primarily rather than Oxyz-coordinates.
They are related by
x = x∗ (A.1)
y = y∗
σ =
(z +H)
D
t = t∗
Cartesian time- and spatial derivatives are related to those in σ-coordinates respectively as
∂ψ
∂t∗
=
∂ψ
∂t
− σ
D
∂ψ
∂σ
∂η
∂t
, (A.2)
and in the horizontal
∂ψ
∂x∗α
=
∂ψ
∂xα
− 1
D
∂ψ
∂σ
∂z
∂xα
. (A.3)
Here, the ∂/∂ψ∗ indicates partial derivation with respect to ψ = x, t at constant z, while ∂/∂ψ indicates
partial derivatives holding σ constant. The repeated dummy index α indicates summation. Note that
for z-independent variables the horizontal derivatives in Oxyz- and Oxyσ-coordinates are identical.
Finally, in the vertical one finds simply
∂ψ
∂z
=
1
D
∂ψ
∂σ
. (A.4)
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Appendix B
Additional derivations
B.1 Decomposition of hydrostatic pressure work rate
Recall that the hydrostatic balance satisfies
∂P
∂σ
= −Dρ˜g. (B.1)
Under the hydrostatic approximation, the vertically integrated work rate associated with horizontal
pressure gradient along Oxα can be expressed as
−
∫ η
−H
vα
∂P
∂x∗α
dz = −
∫ 1
0
Dvα
∂P
∂xα
+
∫ 1
0
vα
∂z
∂xα
∂P
∂σ
dσ (B.2)
= −
∫ 1
0
Dvα
∂P
∂xα
dσ +
∫ 1
0
vα
∂z
∂xα
∂P
∂σ
dσ (B.3)
= −
∫ 1
0
∂DvαP
∂xα
dσ︸ ︷︷ ︸
Fhydro
+
∫ 1
0
P
∂Dvα
∂xα
dσ +
∫ 1
0
vα
∂z
∂xα
∂P
∂σ
dσ
where in the first line the left-hand side refers to Cartesian coordinates as indicated by x∗, and the
right-hand side is in σ-coordinates, where the transformation (A.2) was used. On the second line,
since the complete horizontal velocity component vα is considered, the divergence of the ‘pressure flux’
corresponds to the sum of the barotropic and baroclinic ‘pressure flux’, i.e. Fhydro = FX + FIW , that
is introduced in Chapter 3 by using the velocity decomposition (2.14) into a barotropic and baroclinic
component.
Recall from equation (2.13) that the vertical velocity can be expressed as
vz ≡ dz
dt
= σ
(
∂η
∂t
+ vα
∂η
∂xα
)
+ (σ − 1)
(
∂H
∂t
+ vα
∂H
∂xα
)
+ vσ (B.4)
=
dz
dt
∣∣∣
σ
+ vσ,
where
∣∣∣
σ
indicates evaluation at constant σ.
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The second term on the second line of equation (B.2) can now be rewritten. Using the total
continuity equation, i.e. the sum of (2.20) and (2.23) as well as the expression for vertical velocity
(B.4), gives the first line of the following equation:
−
∫ η
−H
vα
∂P
∂x∗α
dz = −Fhydro −
∫ 1
0
P
∂
∂σ
(
vz − vα ∂z
∂xα
)
dσ +
∫ 1
0
vα
∂z
∂xα
∂P
∂σ
dσ (B.5)
= −Fhydro −
∫ 1
0
∂Pvz
∂σ
dσ +
∫ 1
0
vz
∂P
∂σ
dσ +
∫ 1
0
∂
∂σ
(
Pvα
∂z
∂xα
)
dσ
= −Fhydro +
[
−Pvz + Pvα ∂z
∂xα
]1
0︸ ︷︷ ︸
−FP
−
∫ 1
0
Dρ˜gvzdσ︸ ︷︷ ︸
φz
The second line involves twice application of the chain-rule. The third line appears due to the
hydrostatic relation (B.1), which gives rise to the total buoyancy flux, φz. Finally, this equation can
be further simplified by again using the expression for vertical velocity (B.4) and applying the upper
and lower boundary conditions that vσ (0) = vσ (1) = 0, which leads to the kinetic energy source due
to pressure work by local vertical motion at the sea-floor and the sea-surface, FP =
[
P ∂z∂t
]1
0
. This
decomposition of the work rate of the horizontal current against the internal pressure gradient force
therefore finally gives
−
∫ η
−H
vα
∂P
∂x∗α
dz = −Fhydro − φz − FP , (B.6)
where Fhydro and φz can be split up into barotropic and baroclinic components as is done in Chapter 3.
If the pressure of the atmosphere overlying the free surface is zero, −FP reduces to −FP = −P (0) ∂H∂t =
P (0) ∂h∂t , using H (x, t) = H0 − h (x, t).
B.2 Decomposition of NH pressure work rate
The non-hydrostatic part of the pressure is labelled q. The vertically integrated work rate associated
with the vertical gradient of non-hydrostatic pressure, along Oz, is given by
−
∫ η
−H
vz
∂q
∂z
dz. (B.7)
The vertically integrated work rate associated with horizontal gradient of non-hydrostatic pressure
gradient along Oxα can be expressed as
−
∫ η
−H
vα
∂q
∂x∗α
dz = −
∫ 1
0
Dvα
∂q
∂xα
dσ +
∫ 1
0
vα
∂z
∂xα
∂q
∂σ
dσ (B.8)
= −
∫ 1
0
∂Dvαq
∂xα
dσ︸ ︷︷ ︸
FNH
dσ +
∫ 1
0
q
∂Dvα
∂xα
dσ +
∫ 1
0
vα
∂z
∂xα
∂q
∂σ
dσ
Using the expression for the vertical velocity (B.4), the second term on the second line of equation
(B.8) can now be rewritten. Using the total continuity equation, i.e. the sum of (2.20) and (2.23) as
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well as the expression for vertical velocity (B.4), gives the first line of the following equation:
−
∫ η
−H
vα
∂q
∂x∗α
dz = −FNH −
∫ 1
0
q
∂
∂σ
(
vz − vα ∂z
∂xα
)
dσ +
∫ 1
0
vα
∂z
∂xα
∂q
∂σ
dσ (B.9)
= −FNH −
∫ 1
0
∂qvz
∂σ
dσ +
∫ 1
0
vz
∂q
∂σ
dσ +
∫ 1
0
∂
∂σ
(
qvα
∂z
∂xα
)
dσ
= −FNH +
[
−qvz + qvα ∂z
∂xα
]1
0︸ ︷︷ ︸
−Fq
+
∫ 1
0
vz
∂q
∂σ
dσ
The second line involves twice application of the chain-rule. The last term on the third line of (B.9)
balances the vertical non-hydrostatic pressure work rate (B.7).
Thus, summing the vertical and horizontal non-hydrostatic pressure work rates (B.7) and (B.9)
finally gives
−
∫ 1
0
(
vz
∂q
∂σ
+Dvα
∂q
∂x∗α
)
dσ = −FNH −
[
q
∂z
∂t
]1
0︸ ︷︷ ︸
Fq
, (B.10)
where, if the non-hydrostatic surface pressure is zero, the non-hydrostatic work done by moving
topography reduces to Fq = q (0) ∂H∂t .
In the non-hydrostatic case, the total energy transfer associated with moving bathymetry thus
corresponds to the sum of a hydrostatic component FP and a non-hydrostatic component Fq, so
that FP˜ = FP + Fq. Note that in a closed domain the horizontal integral of FP is zero, because the
velocity at the boundaries equals zero. In addition, if the bathymetry is fixed, this implies that the
non-hydrostatic pressure does no net work, when integrated over the domain. The non-hydrostatic
pressure gradient force causes a transfer between the horizontal and vertical velocity components, and
therefore between the vertical and horizontal parts of the kinetic energy.
B.3 Advective baroclinic kinetic energy transfers
The barotropic (FX1) and baroclinic (FE′K ) advective flux divergence of baroclinic kinetic energy, as
well as the cross-flux divergence FX2 and the local cross-flux between barotropic and baroclinic kinetic
energy φ3D2D that appear in the baroclinic kinetic energy evolution equation (3.7) are derived from
the baroclinic momentum equations (2.21) as follows. The product of v′α with the advective terms
appearing in equation (2.21) is split up as
v′α
∂Dv′βv
′
α
∂xβ︸ ︷︷ ︸
A
+ v′α
∂vσv
′
α
∂σ︸ ︷︷ ︸
B
+ v′α
∂Dv¯βv
′
α
∂xβ︸ ︷︷ ︸
C
+ v′α
∂Dv′β v¯α
∂xβ︸ ︷︷ ︸
D
+ v′α
∂vσ v¯α
∂xβ︸ ︷︷ ︸
E
(B.11)
Now, summing A and B gives
A+B =
∂Dv′βE
′
K
∂xβ
+
∂v′σE
′
K
∂σ
+ E′K
(
∂Dv′β
∂xβ
+
∂v′σ
∂σ
)
︸ ︷︷ ︸
0
. (B.12)
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The vertical integral of the second term on the RHS equals zero by virtue of the upper and lower
boundary condition on vσ, while the term in parentheses on the RHS vanishes due to the baroclinic
continuity equation (2.23). The remaining term corresponds to the baroclinic advective flux divergence
of baroclinic kinetic energy.
Furthermore, from C one finds
C =
∂Dv¯βE
′
K
∂xβ
+ E′K
∂Dv¯β
∂xβ
, (B.13)
where the second term on the RHS balances the term
∫ 1
0
E′K∂D/∂tdσ that appears in the kinetic
energy tendency (3.1). The remaining term represents the divergence of the barotropic advective flux
of baroclinic kinetic energy, FX1.
Finally, using the baroclinic continuity equation (2.23), the terms D and E give rise to the
cross-transfers FX2 and φ3D2D, that is
D + E =
∂Dv′βv
′
αv¯α
∂xβ
− v¯α
∂Dv′βv
′
α
∂xβ
. (B.14)
B.4 Alternative barotropic potential energy equations
The barotropic potential energy equation (3.12) and its exchange with barotropic kinetic energy, φT ,
can be expressed in a form resembling the baroclinic potential energy equation (3.14).
φT = −ρ0g
∫ 1
0
∂Dv¯αz
∂xα
dσ +Dρ0g
∫ 1
0
v¯zdσ, (B.15)
where on the right-hand side the first term represents the barotropic horizontal flux divergence of
barotropic potential energy, resembling FE˜P , and the second term represents barotropic vertical
transport of mass density, resembling φ¯z. The latter is a local exchange with barotropic kinetic energy.
Noting that the barotropic hydrostatic pressure is ρ0g (η − z), using the barotropic continuity equation
(2.20), the work done by the barotropic current against the barotropic pressure gradient force can be
shown to satisfy
−ρ0gDv¯α
∫ 1
0
∂ (η − z)
∂xα
dσ = −ρ0g
2
∂v¯αD
2
∂xα
−Dρ0g
∫ 1
0
v¯zdσ. (B.16)
Here, the first term on the right-hand side corresponds to the barotropic flux divergence of barotropic
pressure and the second term is the exchange with barotropic potential energy due to vertical mass
transport.
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Appendix C
Notes on Background Potential
Energy
C.1 Diapycnal mixing energy flux
The analytical calculation of the height of a fluid parcel in the reference state, Z∗, as well as the
corresponding total, background and available potential energy of the two-dimensional example
discussed in Chapter 4.6.1 is presented here. The results obtained here are per unit length along Oy.
Reference height Z∗ (ρ)
Consider again the two-dimensional density distribution shown in Figure ??,
ρ = ρ0 (1− αxzˆ) , (C.1)
where α = α0/ (∆x∆z) and ∆x = xmax−xmin and ∆z = zmax− zmin define the extent of the domain
and 0 < zˆ < ∆z is a modified vertical coordinate, defined as zˆ = z − zmin. Since the seafloor is flat,
the vertical position Z∗ (ρ) in the reference state of a fluid parcel of density ρ equals
Z∗ = zmin +
v (ρ)
∆y∆x
, (C.2)
that is, the volume occupied by fluid of density exceeding ρ, divided by the area of the base. The
volume v (ρ) per unit length along Oy corresponds to the area in the Oxz-plane given by
v (ρ)
∆y
=
∫ x0(ρ)
xmin
∫ zmax
zmin
dxdz +
∫ xmax
x0(ρ)
zˆ (x, ρ) dx (C.3)
where zˆ (x, ρ) = (1− ρ/ρ0) / (αx) and x0 = (1− ρ/ρ0) / (αzmax) is the location where an isopycnal of
density ρ crops out at the upper surface at zmax. Substituting x0 and using that xz = (1− ρ/ρ0) /α it
can be shown that Z∗ satisfies
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Z∗ (ρ (x, z)) = zmin +
∆z
∆x
(
1− ρ/ρ0
αzˆmax
− xmin
)
(C.4)
+
1− ρ/ρ0
∆xα
(
ln
(
αxmaxzˆmax
1− ρ/ρ0
))
= zmin +
∆z
∆x
(
xzˆ
zˆmax
− xmin
)
+
xzˆ
∆x
ln
(
xmaxzˆmax
xzˆ
)
,
recalling that (1− ρ/ρ0) /α = xzˆ, in the domain delimited by zmin, zmax, xmin and xmax.
Total, background and available potential energy
The total potential energy per unit length along Oy for the density distribution shown in equation C.1
is given by
EP
ρ0g
= −α
∫ xmax
xmin
∫ zmax
zmin
xzˆzdxdz (C.5)
=
α
4
zmax
(
z2max − z2min
) (
x2max − x2min
)
−α
6
(
z3m − z3min
) (
x2max − x2min
)
.
Using Z∗ obtained in the previous section, the background potential energy per unit length along Oy
can be expressed as
EB
ρ0g
= −α
∫ xmax
xmin
∫ zˆmax
0
xzˆZ∗ (x, z) dxdz (C.6)
= −α∆x
∆z
((
x3max − x3min
)
zˆ2max
9
− xmin
4
(
x2max − x2min
)
zˆ2max
)
− α
9∆x
zˆ3m
((
x3max − x3min
)(2
3
− lnxmax
)
+
(
x3max lnxmax − x3min lnxmin
))
.
Total, diapycnal and epipycnal mixing
In addition to the total potential energy density change due to local density diffusion, derived in
Section 3.2, which using the definition ρ can be expressed as
φm
ρ0g
= φm,V = −KV
∫ zmax
zmin
∂ρ
∂z
dz = αKV x∆z, (C.7)
using the definition of Z∗, analytical expressions can be derived for the background potential energy
change due to diapycnal mixing associated with horizontal and vertical diffusion, respectively
φd,H
ρ0g
=
∫ zmax
zmin
−KH ∂ρ
∂x
∂Z∗
∂x
dz =
αKH
∆x
zˆ3max
3
(
1
3
+ ln
(xmax
x
))
, (C.8)
and
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φd,V
ρ0g
=
∫ zmax
zmin
−KV ∂ρ
∂z
∂Z∗
∂z
dz =
αKV
∆x
x2zˆmax
(
1 + ln
(xmax
x
))
. (C.9)
Note that the local change of total potential energy density due to density diffusion in the physical
domain is only affected by vertical diffusion.
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List of symbols
−→∇ Vector differential operator.
〈〉T Time-average over one or several tidal periods.−→
ψ Vector quantity.
∗ Indicates Cartesian coordinates, e.g. x∗α
′ Indicates dummy integration variable, or baroclinic variable.
ˆ Indicates vertical integration.
a Length scale of topography.
b′ Buoyancy anomaly.
cn Phase speed of IGW mode n.
c0,n Non-rotating phase speed of IGW mode n.
cg,n Group velocity of IGW mode n.
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g Gravitational acceleration.
h0 Maximum height of topography.
i, j, k Horizontal (i, j) and vertical (k) indices on model grid.
i1, j1, k1 First model grid index.
iM, jM, km Last model grid index.
k Horizontal wave number.
kh,n Horizontal wave number of interfacial or normal IGW mode n.
lk, l Mixing lengths from turbulent closure scheme.
m Vertical wave number.
n Surface wave (0) and internal wave modes (1, 2, 3, ...); refraction index; summation index.
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′
Refraction indices of air, glass and water; anomaly.
p′ Approximate internal wave pressure anomaly.
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t Time.
vα, v¯α.v
′
α Total, barotropic and baroclinic horizontal velocity along Oα.
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z Total, barotropic and baroclinic vertical velocity..
vα,B , vz,B Bottom horizontal Oα and vertical velocity.
vσ Baroclinic vertical velocity component associated with σ-coordinate transformation.
x, y, z Position along Ox, Oy, Oz-axis.
x0 Location of ridge crest; outcropping location of isopycnal.
xi, yi Location of incidence of light ray into stratified medium.
xmin, xmax Lateral boundaries of domain.
xα Along horizontal Oα-axis.
zmin, zmax Bottom and top boundaries of domain.
A Horizontal area.
Ai Arbitrary label for pressure and advective and diffusive fluxes of momentum.
B Distance between random dot pattern and experimental tank.
Bl Size of correlation box in PIV algorithm.
CD Drag coefficient.
D Total depth
DPIV , DS Distance lens - image for PIV and Synthetic Schlieren.
DYN Label for case with tidal dynamics.
ET Prognostic turbulent kinetic energy.
F i,j,k Model representation of Coriolis parameter.
Fn Parameter comparing strength of tidal flow to nth mode phase speed.
Flx;z Horizontal and vertical density flux.
F Sources and sinks of model variable Ψ.
G Sources and sinks of energy.
H Equilibrium ocean depth.
Hn Equivalent shallow water depth of interfacial IGW or normal mode n.
Hρ Stratification length scale.
KH((β)),KV Spatiotemporally constant horizontal (H) and vertical (V) diffusion/viscosity coefficient.
KVTKE Vertical diffusion coefficient from turbulent closure scheme.
Kt ’Temporal diffusion’ coefficient from Robert-Asselin filter.
L Hypothetical length of light-path through stratified medium; also width of stratified medium.
Lin Length scale of processes providing turbulent energy.
Ld Length scale of dissipation of turbulent energy.
M Number of zonal grid-points.
N Buoyancy frequency; number of meridional grid-points.
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O Origin.
Oα Direction along the line Oα, where α = x, y, z.
O[.] Order of magnitude.
P Hydrostatic internal pressure.
Pˆ Total hydrostatic pressure.
Rη Label of physical domain considered for adiabatic rearrangement.
RL Label of ’levelled’ domain in adiabatic rearrangement.
Re Reynolds number.
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T Temperature; tidal period.
T0 Constant reference temperature.
Tg Thickness of glass.
U0 Tidal forcing Ox velocity amplitude.
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V Volume of fluid.
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b Height of topography relative to surrounding depth.
max Maximum absolute difference between lhs and rhs of energy balances.
αβγ Lévi-Civita permutation symbol.
η Free-surface elevation.
θ Slope of IGW beam.
θT Maximum topographic slope.
µ f2/ω2, Coriolis dispersion parameter.
ν Kinematic viscosity.
ρ Density.
ρ0 Constant reference density.
ρmin, ρmax Minimum and maximum density in domain.
ρ˜ Density anomaly with respect to ρ0.
σ Relative height in fluid column.
τα Free-slip frictional drag.
ξH , ξV Horizontal and vertical viscous effects on momentum
(also: dissipation of kinetic energy associated with horizontal and vertical viscosity).
ξρ˜,H , ξρ˜,V Horizontal and vertical diffusive effects on density.
φ Latitude; local angle of light path with respect to surface of constant refraction index n.
φx, φz Angle of incidence of light ray into stratified medium.
φψ Energy transfer labelled ψ.
φodd, φeven Arbitrary model variable at odd, even time-step.
φ¯even Arbitrary model variable of even time-step averaged onto odd time-step.
ψ Arbitrary variable.
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ω Wave frequency.
ω0 Tidal (or ridge oscillation) frequency.
∆pα Displacement along Oα in number of pixels, with α = x, z.
∆t(e) (barotropic) Model time-step; Time-lapse between successive PIV/Schlieren images.
∆x,∆y Horizontal grid spacing; horizontal domain-width.
∆z Depth.
∆σ Vertical thickness of grid-cells in σ-coordinates.
∆V,∆Veta,∆V2,∆VL Grid-cell volume, in physical, sorted + smoothed, and levelled domain.
∆ρ Difference between maximum and minimum density in domain.
Γn Compares horizontal topographic length scale to length scale of IGW mode n.
Φ Arbitrary prognostic model variable.
Ψ Arbitrary prognostic model variable multiplied with total depth.
Ωα α-component of earth rotation vector.
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List of Notations
APE0 Linear approximation to available potential energy density.
〈.〉T Time-average over two or more tidal periods
E˜A Available baroclinic potential energy.
E˜B Background baroclinic potential energy.
EK , E¯K , Total, barotropic and baroclinic kinetic energy.
EK,x, EK,NH Kinetic energy associated with horizontal and vertical (NH) motion.
EP , E¯P , E˜P Total, barotropic and baroclinic potential energy.
φ3D2D Advective energy transfer between barotropic and baroclinic kinetic energy.
φB , φ¯B , φ
′
B Buoyancy flux associated with horizontal flow along σ-surfaces.
φd,H , φd,V Local baroclinic E˜B loss due to horizontal and vertical diapycnal diffusion.
φI,H , φI,V Local baroclinic E˜A loss due to horizontal and vertical isopycnal diffusion.
φm,H , φm,V Local baroclinic potential energy loss due to horizontal and vertical diffusion.
φS Buoyancy flux associated with free-surface motion.
φT Conversion between barotropic kinetic and potential energy.
φz, φ¯z, φ
′
z Total, barotropic and baroclinic buoyancy flux.
Φm,Φd,ΦI Domain-integrated diffusive total, background and available potential energy change.
ξH , ξV Dissipation of kinetic energy associated with horizontal and and vertical viscosity.
Fhydro Divergence of flux of internal hydrostatic pressure.
FIW Divergence of baroclinic flux of internal pressure.
FlMLIW Internal tide pressure flux of Munroe and Lamb (2005).
FlT Surface tide energy flux.
FT Purely barotropic surface tide energy flux divergence.
FX Divergence of barotropic flux of internal pressure.
FX1 Divergence of barotropic flux of baroclinic kinetic energy.
FX2 Represents non-linear interaction between barotropic and baroclinic motion.
FP Bottom pressure work on the fluid by dynamic topography.
Fd,H , Fd,V Divergence of horizontal and vertical diapycnal diffusive potential energy flux.
FEK , F¯EK , F
′
EK
Flux divergence of total, barotropic and baroclinic flux of kinetic energy.
FE˜P , F¯E˜P , F
′
E˜P
Flux divergence of total, barotropic and baroclinic flux of potential energy.
Fm,H , Fm,V Divergence of horizontal and vertical diffusive potential energy flux.
Fq Non-hydrostatic bottom pressure work on the fluid by dynamic topography.
FNH Divergence of flux of internal non-hydrostatic pressure.
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Energetics of Internal Tide Generation, Propagation and Dissipation
by Jochem FLOOR
In this thesis, the energy transfers associated with internal tide (IT) generation, by a stratified
barotropic tidal wave impinging on sloping topography, and its subsequent propagation and dissipation
are studied by means of complementary numerical and laboratory simulation.
The global ocean circulation efficiently transports vast quantities of heat from equator to pole and plays
a major role in global climate. In order to close the global ocean circulation, small-scale mechanical
abyssal mixing is required. The required mechanical mixing energy is roughly estimated to be about
2TW, to which winds and tides each roughly contribute half. The cascade of energy from large
scales to millimetric mixing remains elusive due to a lack of observations encompassing these scales,
computational constraints limiting global simulation to low resolution and the theoretical intractability
of the problem. This thesis presents a step towards the quantification of the energy cascade from the
surface tide into internal tides and subsequent small-scale mixing.
Initially, an idealised case of internal tide generation characteristic of the Hawaiian as well as
the Mid-Atlantic ridge is studied using the Boussinesq, free-surface, terrain-following ocean model
Symphonie. The energy diagnostics are explicitly based on the numerical formulation of the governing
equations, permitting a globally conservative, high-precision analysis of all physical and numeri-
cal/artificial energy transfers in a sub-domain with open lateral boundaries.
The main conclusions of this thesis are that in internal tide generation:
1. the net energy lost by the barotropic tide corresponds nearly exactly to the tidally averaged
barotropic vertical flux of buoyancy, which represents a conversion into potential energy;
2. the net barotropic buoyancy flux is approximately balanced by: a conversion into baroclinic
kinetic energy through the tidally averaged baroclinic vertical flux of buoyancy, a significant local
gain in potential energy and an advective flux of baroclinic potential energy into the domain;
3. the net baroclinic buoyancy flux corresponds almost exactly to the baroclinic pressure flux
divergence that is identified as the linear internal tide energy flux.
This general balance of primary energy transfers is only marginally sensitive to variations in viscosity
and diffusivity and holds true in the near- and supercritical regime. The form of the barotropic part of
the energy balance holds over a range of ridge heights associated with weak, sub-critical slopes up
to strongly super-critical slopes. However, the baroclinic potential and kinetic energy balances show
slight changes, associated with the weakness of the internal tide for very weak sub-critical topography
and non-linear effects in case of very strongly super-critical topography.
Furthermore, initially in order to estimate numerical model accuracy, a series of small-scale labo-
ratory experiments was carried out, in which a Gaussian ridge oscillates horizontally in salt-stratified
water. Simultaneous velocity and buoyancy anomaly data with high spatio-temporal resolution were
obtained by means of particle imaging velocimetry and synthetic schlieren. The internal wave buoyancy
anomaly data were compared to a direct numerical simulation, showing very good correspondance.
The laboratory kinetic energy budget was quantified in a sub-domain centred on the ridge.
Key words: Internal tides, energy conversion, numerical energy conservation, barotropic tide,
baroclinic tide, diapycnal mixing.
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Transferts d’Energie associés à la Génération,
Propagation et Dissipation de la Marée Interne
par Jochem FLOOR
directeur de thèse : Francis Auclair
Thèse soutenue : le 15 décembre 2009 à Toulouse
La présente thèse est consacrée à l’étude des transferts énergétiques associés à la génération puis à la propagation
et à la dissipation des marées internes induites par l’arrivée de la marée barotrope sur un accident bathymétrique
dans une région océanique stratifiée. Modélisation numérique et modélisation physique sont associées de façon
originale afin de localiser et de quantifier avec une grande précision l’ensemble des flux énergétiques. La
circulation océanique globale transporte de vastes quantités de chaleur depuis l’équateur jusqu’aux pôles jouant
ainsi un rôle essentiel dans le climat de notre planète. On estime aujourd’hui que le mélange contribuerait pour
environ 2 TW au bilan énergétique global de cette circulation, les vents et les marées apportant environ la moitié
de cette énergie. Toutefois, l’observation directe et la modélisation analytique ou numérique de l’ensemble
de la cascade énergétique à l’origine de ces transferts demeurent hors de portée compte tenu de l’étendue
des échelles spatio-temporelles impliquées. Dans ce contexte, cette thèse apparaît ainsi comme une étape en
direction de la quantification de la cascade énergétique plus particulièrement associée aux marées internes depuis
leur génération jusqu’au mélange qu’elles induisent. Dans un premier temps, un cas idéalisé correspondant
approximativement à la région de Hawaï dans l’océan Pacifique ou à la dorsale médio-Atlantique est étudié
numériquement avec le modèle océanique conservatif à toit libre et coordonnées Sigma généralisées Symphonie
dans sa version hydrostatique. Un diagnostique énergétique complet basé sur la formulation numérique des
équations dynamiques du modèle est réalisé pour tous les transferts d’origine aussi bien physique que purement
numérique. Les principaux résultats de cette étude sont les suivants:
1. en moyenne sur une période, l’énergie perdue par la marée barotrope correspond presque exactement au
flux vertical barotrope de flottabilité, induisant ainsi une conversion nette d’énergie depuis le compartiment
cinétique barotrope vers le compartiment potentiel,
2. en moyenne sur une période, le flux barotrope net de flottabilité est approximativement équilibré par:
une conversion d’énergie potentielle vers le compartiment cinétique barocline via la composante barocline
du flux de flottabilité, par un gain local net d’énergie potentielle et par un flux d’énergie potentielle à
travers les frontières ouvertes,
3. en moyenne sur une période, la composante barocline du flux net de flottabilité correspond presque
exactement à la divergence du flux barocline associé aux forces de pression, ce dernier étant couramment
identifié comme le flux radiatif associé à la marée interne.
Ce bilan très général des transferts primaires d’énergie ne dépend que de façon très marginale de l’amplitude de
la dissipation numérique et peut être étendu aux régimes sous-, quasi- et sur-critiques. Il reste valable pour une
gamme étendue de hauteurs de la dorsale. Les bilans d’énergie potentielle et cinétique sont toutefois légèrement
modifiés lorsque la dorsale étudiée est associée à des pentes bathymétriques particulièrement sous-critiques
ou sur-critiques, modifications qui peuvent être attribuées respectivement à la faible amplitude de la marée
interne ou à l’importance des termes non-linéaires dans le second cas.
Afin d’estimer la validité de l’approche numérique, une série d’expériences en laboratoire a été réalisée.
La marée interne est générée par une dorsale de forme Gaussienne oscillant horizontalement dans une cuve
remplie d’eau salée et stratifiée linéairement sur la verticale. Des mesures de la vitesse et de l’anomalie de
flottabilité ont été réalisées à haute résolution spatio-temporelle respectivement par vélocimétrie laser (PIV)
et par strioscopie synthétique. L’anomalie de flottabilité des ondes internes a été comparée à une simulation
numérique directe, montrant une correspondance très encourageante. Le budget énergétique d’un sous-domaine
a également été quantifié.
Key words : marée interne, transfert d’énergie, conservation numérique d’énergie, marée barotrope,
marée barocline, mélange diapycnal
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