Abstract-In this paper we consider the N-user broadcast erasure channel with public feedback and side information. Before the beginning of transmission, each receiver knows a function of the messages of some of the other receivers. This situation arises naturally in wireless and in particular cognitive networks where a node may overhear transmitted messages destined to other nodes before transmission over a given broadcast channel begins. We provide an upper bound to the capacity region of this system. When the side information is linear, this bound is tight for the case of two-user broadcast channels. The special case where each user knows the whole or nothing of the message of each other node, constitutes a generalization of the index coding problem. For this instance, and when there are no channel errors, we show that the bound reduces to the known Maximum Weighted Acyclic Induced Subgraph bound. We also show how to convert the capacity upper bound to transmission completion rate (broadcast rate) lower bound and provide examples of codes for certain information graphs for which the bound is either achieved of closely approximated.
I. INTRODUCTION
The multiuser broadcast channel where independent messages must be delivered to each one of a number N of receivers, has been extensively studied since its introduction [7] . The capacity of this channel under general channel statistics is not known, although special cases, e.g. "degraded" channels [5] have been solved. The erasure channel has been introduced by Elias and received at lot of attention recently because it models well data networks where packets may be lost due to congestion, excessive delays and buffer overflows [18] . Also, in data networks it is common for a receiver to send feedback to the transmitter in the form of Acknowledgments (ACK), if a transmitted packet is received correctly.
The multiuser broadcast erasure channel with feedback has been studied recently, for the case of two-receiver channels in [19] and for general number of receivers in [23] , [10] . In the the latter two works, an upper bound to the capacity of the channel has been developed and algorithms have been proposed which achieve this bound for N = 3 users, and, under certain restrictions on the channels statistics, for an arbitrary number of receivers.
The problem of determining channel capacity when the transmitter has side information of messages has been addressed first by Shannon [20] and has since been studied under various setups [16] , [11] , [12] , [13] , [22] . The issue of taking advantage of side information has attracted considerable attention lately in wireless communications where nodes may overhear transmissions intended for other nodes, either opportunistically or, as in cooperative cognitive networks, in an organized fashion in order to increase the overall throughput of the network.
A related problem addressed in the literature is index coding. In index coding, a transmitter has messages destined to each one of a set of receivers. Each receiver knows the messages of some of the receivers and each transmission is received error-free by all receivers. A number of works in this area address the problem of designing algorithms that transmit all messages in shortest time, or shortest broadcast rate (see Section V-A for the definition of broadcast rate), [3] , [1] , [9] , [6] . In the same setup, the problem of determining the channel capacity region has been addressed and bounds, or in some cases the exact region, have been determined [21] , [2] .
Contributions of this work
In this work we consider the multiuser broadcast erasure channel with feedback when side information is available. The side information receiver i has about the message W j of receiver j is of the form h j i (W j ) where h j i (·) is a general function. For this channel, we develop an upper bound to its capacity region. We show that when the side information is in the form of linear equations and for N = 2 receivers this bound is tight. The problem considered in this work can be considered as a generalization of the index coding problem. When the side information is of the type normally considered in index coding, i.e., h
where c is a constant, the upper bound on the capacity region can be translated into a lower bound on the broadcast rate. When the channel is errorless, this bound reduces to the Maximum Weighted Acyclic Induced Subgraph (MWAIS) [2] which is a generalization of the Maximum Acyclic Induced Subgraph (MAIS) bound derived in [4] when all messages are of equal size. Finally, for special cases of information graphs we provide algorithms whose broadcast rate either achieves the lower bound or gets close to it.
Due to lack of space, most proofs are omitted. The interested reader may look at [17] for details.
II. NOTATION, CHANNEL MODEL AND CODES
In this section we present notation and describe the channel model and codes that will be studied in the current work. Notation By [i, j], i  j we denote the set of integers {i, i + 1, ...j}; if i > j we set [i, j] , ;. We also denote by [j] , [1, j] .
Vectors are denoted by boldface letters.
, we denote by D B , (D i ) i2B , i.e., the projection of D onto the coordinates in B. Whenever empty sets appear as subscripts of a quantity, e.g. D ; , the quantities are interpreted as "nonexistent" in the notation. This convention is adopted in order to avoid dealing with special cases.
Channel Model
We consider the broadcast erasure channel with public feedback. The channel consists of one transmitter and a set
[N ] of receivers (referred also as "nodes" or "users"). In the lth channel use (time), l = 1, 2, ...,
• Symbol X (l) is transmitted, where X (l) takes one of the values in the finite set X .
, where Y i (l) takes values in the set Y = X [ {"} and " / 2 X . The statistical relation between Y (l) and X (l) is given by:
where
Pr (Z i (l) = 0, i 2 B) , i.e., ✏ B is the probability that the transmitted symbol is erased at receivers in the set B. To avoid trivial cases, we assume for the rest of the paper that
Upon reception of symbol Y i (l), each receiver i sends to the transmitter and all other receivers the value Z i (l); hence after the lth channel use the transmitter and all receivers know Z(l) (but only the transmitter and user i know Y i (l)).
In the following, when referring to a sequence of quantities involving the time index, e.g.,
To avoid special cases, we interpret D 0 as a fixed constant quantity.
Message indexes
For a given n = 1, 2, ..., there are message indexes W [N ],n where message index (or simply "message") W j,n must be transferred through the channel from the transmitter to receiver j in n channel uses, and is taking values in the finite set W j,n whose size depends on n. We make the dependence of message and message index size on n explicit in order to avoid misconceptions when taking limits involving quantities that refer to side information. For every n, message indexes are selected randomly, independently and uniformly distributed (u.d.) within their corresponding index set. Also, message indexes are independent of the channel statistics, i.e., independent of Z (l) , l = 1, 2, ....
Side information (SI)
, be functions of the information messages W j,n , j 2 [N ], taking values in some set F j n . For given n and i, j 2 [N ], the function h j i,n (W j,n ) represents the information node i has about message W j,n . The case of a constant function, i.e., h j i,n (W j,n ) = c, for all W j,n 2 W j,n , is equivalent to assuming that node i has no information about message W j,n . We denote H n ,
. The form (either as a table or through formulas) of all functions in H n is known by the transmitter, and all receivers. However, if (W j,n ) j2 [N ] are the messages selected for transmission, only user i (and the transmitter) knows the values of the functions S
. For a given sets of node indexes B, V, and i 2 N , we denote:
In the following to avoid overloading the notation, and whenever there is no possibility for confusion, we omit the index n when referring to quantities involving it, such as W , S, h. The dependence on n, while important, will play a role mainly in the final step of the derivations. Example 1. Assume that N = 3, receiver 1 knows the messages of receiver 2 and 3, receiver 2 the message of receiver 3 and receiver 3 the messages of receivers 1 and 2. Then
All receivers know the form of the functions above. If messages W 1 , W 2 , W 3 are selected for transmission, the knowledge each receiver has is
where each p i k takes values in the same field F q . Then a possible set of functions is described by the equations, 
for the messages selected for transmission.
Channel Codes and Channel Capacity
A channel code C n of rate vector R = (R i ) i2[N ] , R i 0, for the broadcast erasure channel with feedback and side information consists of the the following:
• Message index sets W i,n , where |W i,n | = 2 dnRie , and
• Side information functions H n .
• An encoder that in the lth channel use transmits symbol
The form of functions f n,l and g i,n i 2 [N ] is known by the transmitter and all receivers. Thus the channel code C n is fully specified by the tuple (n, 2 dnR1e , ...,
). The probability of erroneous decoding of code C n is n = Pr( [
is called achievable under the sequence of codes C n if lim n!1 n = 0. In this case we also say that the sequence of code C n achieves rate R. A rate vector R is achievable under a class of codes C if there is a sequence of codes in C that achieves R. The closure of the set of rates R that are achievable under C constitutes the rate region of C . The capacity region of the channel, C, is the closure of the set of all achievable rates under the class of all codes.
III. CAPACITY OUTER BOUND FOR N-RECEIVERS
The next theorem, which is one of the main results of this work, provides a necessary condition for achievability of a given rate vector R = (R 1 , R 2 , ..., R N ). The proof of the theorem can be found in the appendix.
Theorem 3.
If the rate vector R = (R 1 , R 2 , ..., R N ) is achievable, it holds for any n and for any permutation ⇡ i of the indexes it holds,
In the absence of side information it holds H ⇣ S ⇡(i) B⇡(i),n ⌘ = 0, and the bound reduces to the bound developed in [23] , [10] .
IV. LINEAR SIDE INFORMATION AND ACHIEVABILITY FOR TWO-USER CHANNEL
In this section we consider that side information is in the form of linear equations. Under this side information and for the case of two-receiver channel, we show that the bound to the capacity region implied in Theorem 3 is tight. This was first shown in [14] , [15] .
Linear side information
In this section we consider that each message
consists of k i L bit packets, where bits in all packets are i.i.d. uniformly distributed and packets destined to all receivers are independent. Hence, at the transmitter there are k i packets destined to user i. We denote the packets destined to receiver i
Packets are considered as elements of the field F 2 L , hence addition and multiplication can be performed with these packets in the standard manner. We refer to this message model as "Packetized".
We adopt the same channel model as in Section II, where now X(l) is a transmitted packet consisting of L bits. We also adopt the same codes as in Section II.
Setting k i = dr i ne (hence r i has units "number of packets per transmission") we have |W i | = 2 drineL and since log |X | = L Theorem 3 obtains the following form for the Packetized model.
Corollary 4.
In the packetized model, if the rate vector r = (r 1 , r 2 , ..., r N ) is achievable, it holds for any n,
In general, for any permutation ⇡ i of node indexes it holds,
We assume that receivers have linear side information as described in Example 2. Specifically, receiver i knows the values of the following linear functions of the packets destined to receiver j 2 [N ],
Hence receiver i knows l j i linear combinations of receiver j packets (note that it is possible that i = j). The case of no side information, e.g., if receiver i does not have any side information for the packets of user j, can be represented by assuming that l To apply this lemma in our case, for matrix A ⇡i B⇡(i) , identify m with the m-th column of this matrix, and p m with packet p ⇡i m . Since packets are assumed to be independent with uniformly random bits each, and q = 2 L , it follows that
, then (4) still holds. Based on the above, and introducing the dependence of the side information on n, Corollary 4 takes the following form in the current setup.
Corollary 6. In the packetized model, if the rate vector r = (r 1 , ..., r N ) is achievable, it holds for permutation ⇡,
.
Note that the lim inf involving the quantity ⇢
For N = 2 Corollary 6 specializes to the following.
Corollary 7. In the packetized model, assume that for the rate vector r = (r 1 , r 2 ) the following limits exist for i, j 2 {1, 2},
If r is achievable it holds,
For the rest of this section we will present algorithms (one for each n) whose rate region is the same as the region described in Corollary 7. As in previous sections, for simplicity in notation and whenever there is no possibility for confusion we omit the time index n from various quantities.
The following "preprocessing" is done first. Preprocessing
• Using Gaussian Elimination Construct a basis for
Sp
⌘ as follows: -Select a set P ⌘ .
• Select a set U i of linearly independent vectors from the space D i of k i -dimensional vectors with elements from the field F 2 L so that 
is a basis for the whole space, the receiver can decode packets p i . 2) Receiver j knows the values of all packets ⌦ a, p i ↵ , a 2 P i j . Based on the above construction and observations, and extending the technique in [19] an algorithm is constructed. The detailed description of the algorithm, the analysis of its performance and the proofs of the following two Corollaries can be found in [17] .
Let dnre = (dnr 1 e , dnr 2 e) be the vector of packets destined to each of the receivers. Based on the methodology in [10] , the following result follows from the performance analysis of the algorithm. LetT (r) = max
. Corollary 8. Assume that the following limits exist for i, j 2 {1, 2}.
n If the rate vector r = (r 1 , r 2 ) satisfiesT (r) < 1, then r is achievable.
Note: Corollaries 6 and 8 imply the following upper and lower bounds for the capacity of the channel under consideration. Let C p be the capacity of the packetized model,
C L ✓ C p ✓ C U , whereC denotes the closure of set C. The next corollary provides conditions onT (r) under which the capacity can be completely characterized.
Corollary 9.
If for any point r such thatT (r) = 1 there is a sequence r k , k = 1, 2... withT (r k ) < 1 and
V. RELATED INDEX CODING RESULTS
In Index Coding, it is assumed that a) each receiver either knows the message of some other receiver, or has no knowledge of it -we call this type of side information All-orNothing, and b) that the channel is errorless. The current work represents a generalization of the Index Coding problem in the following sense: a) the side information consists of functions of messages and b) transmission erasures may occur. In the following we examine the implications of our approach when All-or-Nothing side information is available.
Earlier work on index coding considered the problem of delivering messages to a number of receivers in shortest time [3] , [1] , [9] , [6] . Subsequent work considered the problem of determining the capacity of the channel [21] , [2] . As we will see the two problems are closely related, and conclusions of one can be transformed into conclusion of the other.
A. All-or-Nothing Side Information
Assume that node i either knows the whole of message W j or has no knowledge of it, i.e., either h j i,n (W j,n ) = W j,n or h j i,n (W j,n ) = c, a constant. Construct the "information graph", [3] , G = ([N ] , E) where an edge (i, j) belongs to E iff node i knows the message of node j. We denote the set of outgoing neighbors of node i in the information graph by N 0 (i) . For the rest of the paper we consider that the information graph is independent of n, and we concentrate on the Packetized model described in Section IV.
Since S 
where B ⇡ (i) = {⇡ 1 , ..., ⇡ i } and
Instead of stopping after n channel uses we allow transmissions until all receivers decode correctly the packets destined to them. We use the symbolC to distinguish this type of codes from the codes (denoted by C) that operate up to a fixed number n of channel uses. Let TC (k) be the (random) earliest time it takes until all receivers decode correctly their packets under a codeC. We define TC (0) = 0. We call TC (k) "broadcast time" under codeC. Denote also:TC (k) , E [TC (k)] , and T ⇤ (k) , infCTC (k) . We refer toT ⇤ (k) as the "minimum broadcast time".
Notice that for any k it holdsT ⇤ (k) < 1 since the code that retransmits each packet until that packet is received by its corresponding destination has finite expectation. From the fact that a code that transmits successfully l + m, l 0, m 0, packets can be constructed by using two codes, one for transmitting the k packets first and another one for transmitting the remaining m packets, it follows thatT ⇤ (k) is subadditive, i.e., it holds for any l, m, l 0, m 0,T
. For multidimensional subadditive functions it is known that for any r 0, the limit functionT (r) = lim n!1T ⇤ (dnre) n exists and is finite, convex, Lipschitz continuous, and positively homogenous, i.e., for any ⇢ 0,T (⇢r) = ⇢T (r) . We refer toT (r) as the "broadcast rate" ofT ⇤ (k) in the direction r. As will be seen, T (r) determines the capacity region of the channel, and lower (upper) bounds onT (r) can be translated to upper (lower) bounds to the capacity region. The next Theorem describes the capacity region, C p , of the system in terms ofT (r).
Theorem 11. For the packetized system and All-or-Nothing side information it holds,
The next corollary provides a lower bound forT (r) .
Corollary 12. For the packetized system and All-or-Nothing side information it holds,
where ⇧ is the set of permutations ⇡ of the set [N ] .
B. All-or-Nothing Side Information and Errorless Channel
In this section we consider again All-of-Nothing side information and develop the form of the lower bound for the case where the channel is errorless, ✏ {i} = 0 for all i 2 [N ]. In this case the bound in Corollary 12 becomeŝ
Consider the information graph G = ([N ], E) and associate with node i the weight r i . For a node set S ✓ [N ], define its weight as W r (S) = P i2S r i . Let also I be the set of all subsets of nodes in the graph whose induced subgraph is acyclic. The next theorem shows that in the current setup the lower bound onT (r) in (5) is the same as the maximum weight among the sets in I , i.e., the Maximum Weighted Acyclic Induced Subgraph (MWAIS) of G. Thus, in this case we get a generalization of the MAIS bound developed in [3] for the case where all nodes had the same number of bits to transmit. The same argument implies the upper bound on channel capacity {r : max S2I W r (S)  1} developed in [2] .
Lemma 13. It holds
max ⇡2⇧ N X i=1r ⇡i = max S2I W r (S) , W ⇤ r .
C. Tightness of bound for certain types of information graphs
For a two-receiver channel since All-or-Nothing side information is linear, we conclude from Section IV that the bound in Corollary 12 is tight. For general N , we examined several types of information graphs, such as undirected trees, cycles and antiholes. In such cases, the bound in Corollary 12 is either tight, or becomes asymptotically tight as the number of nodes increases. We refer the interested reader to [17] for details.
VI. CONCLUSION
In this work we studied the broadcast erasure channel with feedback and side information. We provided an upper bound to the capacity region of the system, and showed how it simplifies for the case of linear side information. For All-or-Nothing side information the upper bound on the capacity region is translated to a lower bound of the broadcast rate of the channel and for the special case of errorless channel, the bound reduces to MWAIS. Finally, for certain information graphs, we provided codes whose broadcast rate either achieves the lower bound or is close and becomes asymptotically tight as the number of nodes increases.
The side information considered is of the type h j i (W j ), where h j i (·) represents the information receiver i has about the message W j of receiver j. The approach used in this paper can be generalized to include side information of the type h i (W 1 , ...., W N ), i.e., the side information each receiver has is a function of messages of all receivers. This type of side information may occur naturally in wireless networks where receivers may overhear transmitted packets which are combinations of messages of others receivers. Forthcoming work will involve results concerning this type of side information.
For the case of errorless channels, bounds on the capacity region tighter than MWAIS are known [2] . It will be interesting to examine whether bounds tighter than the one developed in the current paper can be developed when the channels have erasures.
VII. APPENDIX
In this section we prove Theorem 3. A more detailed version of this proof can be found in [17] . The following relations, provable by standard information theoretic arguments, will be used in the proofs that follow.
Lemmas 14-16 below are generalizations of corresponding lemmas in [8] . Lemma 17 is a corollary of these lemmas. Their proofs can be found in [17] .
Lemma 14 relates sum-rates to information measures and is based on Fano's bound. Lemma 14. Assume that the rate vector R = (R 1 , ..., R N ) is achievable. Then,
For given l, Lemma 15 relates the information that the received symbol vector Y [1,j] (l) and Z (l), contains about about a random variable U , to the information that X(l) contains about U , given that we already know a related variable Q.
Lemma 15. If (U, Q, X(l)) is independent of Z(l), it holds:
The next lemma makes similar connection between information carried by vectors Y n [1,j] , Z n and each of the elements of X n .
The following lemma relates the information that the received symbol vector Y n [j] and Z n , contain about the a random variable U , to the information that Y n [j+1] , together with Z n , contains about this variable, given that we already know Q.
Now, recall from Section II the notation, S B V . We define
. S i and S i denote the information node i has about the messages for nodes in
respectively. We also use the notation:
. The following relations follow directly from the definitions above.
Side Information Relations (SIR)
. Here the right hand side of the second equality is a rearrangement of the elements of the left hand side.
The following lemma is a calculation of the mutual information between S [N ] and a subset of the message sets.
Proof: Using the chain rule we have,
) by SIR 3 and (7)
) by SIR 3 and (6).
By SIR 3 and the independence of
). The next two lemmas provide lower and upper partial sum-rate bounds respectively in terms of relevant information metrics.
Lemma 19. It holds for
Lemma 20. If the vector R is achievable then it holds for j 2 [N ],
The proof of this Lemma is similar to the previous one and can be found in [17] . Now, we are ready to prove the main result. , where B ⇡ (i) = {⇡ 1 , ..., ⇡ i } . Proof: For simplicity in the notation, in the proof we use the identity permutation, ⇡ i = i. It will be evident that the same arguments hold for any other permutation.
Using Lemma 20 for j = N and Lemma 16 for U = W [N ] and Q = S [N ] we conclude:
Using again Lemma 20 for U = W [j] and Q = S [N ] we have for j 2 [N 1]:
+ o(n) by Lem. 17
+ o(n) by Lem. 19. (12) Summing (11) and inequalities (12) for j 2 [N 1] and taking into account the following:
, and similarly,
, and
