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ABSTRACT
This paper analyses secular changes and interannual variability in the wind wave, swell, and significant
wave height (SWH) characteristics over the North Atlantic and North Pacific on the basis of wind wave
climatology derived from the visual wave observations of voluntary observing ship (VOS) officers. These
data are available from the International Comprehensive Ocean–Atmosphere Data Set (ICOADS) collec-
tion of surface meteorological observations for 1958–2002, but require much more complicated preprocess-
ing than standard meteorological variables such as sea level pressure, temperature, and wind. Visual VOS
data allow for separate analysis of changes in wind sea and swell, as well as in significant wave height, which
has been derived from wind sea and swell estimates. In both North Atlantic and North Pacific midlatitudes
winter significant wave height shows a secular increase from 10 to 40 cm decade1 during the last 45 yr.
However, in the North Atlantic the patterns of trend changes for wind sea and swell are quite different from
each other, showing opposite signs of changes in the northeast Atlantic. Trend patterns of wind sea, swell,
and SWH in the North Pacific are more consistent with each other. Qualitatively the same conclusions hold
for the analysis of interannual variability whose leading modes demonstrate noticeable differences for wind
sea and swell. Statistical analysis shows that variability in wind sea is closely associated with the local wind
speed, while swell changes can be driven by the variations in the cyclone counts, implying the importance
of forcing frequency for the resulting changes in significant wave height. This mechanism of differences in
variability patterns of wind sea and swell is likely more realistic than the northeastward propagation of
swells from the regions from which the wind sea signal originates.
1. Introduction
Ocean wind waves can effectively characterize cli-
mate change. Being generated by surface winds, they
do not necessarily mirror variability patterns of wind
speed. For instance, swell integrates wind properties
over the larger scales than the wind sea does. There-
fore, changes in significant wave height (SWH) can be
affected by both local and remote wind forcing. More-
over, storminess has a profound impact on operations
of marine carriers and logistics of marine structures.
Thus, the analysis of climate variability in wind wave
characteristics is crucially important for the minimiza-
tion of risks of these activities. The four major sources
of global wind wave observations are in situ time series,
long-term model hindcasts, satellite altimeter measure-
ments, and voluntary observing ship (VOS) data. Each
of these can be used for the estimation of climate vari-
ability in wave parameters. Carter and Draper (1988)
and Bacon and Carter (1991, 1993) from the 16-yr time
series recorded at the Seven Stones Light Vessel
(SSLV) and Ocean Weather Station (OWS) L reported
about 1% yr1 secular growth of SWH in the northeast
Atlantic from the late 1960s to the early 1980s. Analysis
of in situ time series at the National Data Buoy Center
(NDBC) buoys in the northeast Pacific (Allan and Ko-
mar 2000; Gower 2002) showed upward trends of 12–27
cm decade1 in annual mean SWH, with winter (Octo-
ber–March) trends being from 21 to 42 cm decade1
during the period of 1978–99. These changes were also
confirmed by the long-term estimates of storminess de-
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rived from the tide gauge residuals (Bromirski et al.
2003). However, buoy measurements are available in a
few locations only and cover the period from the late
1970s onward.
In this context global wave hindcasts simulated by the
advanced wave models driven by the reanalysis winds
are particularly attractive. After the first climate analy-
sis of manual wave charts (Neu 1984), Kushnir et al.
(1997), Sterl et al. (1998), and the WASA group (1998;
Günther et al. 1998; Bauer and Staabs 1998) performed
the first model-based analyses of climate variability of
SWH in the North Atlantic. These results have shown
an increase of the North Atlantic SWH from the mid-
1950s to the mid-1990s. Hindcasts of Cox and Swail
(2001), Wang and Swail (2001, 2002), and Sterl and
Caires (2005) based on National Centers for Environ-
mental Prediction–National Center for Atmospheric
Research (NCEP–NCAR) and the European Centre
for Medium-Range Weather Forecasts (ECMWF) 40-
yr Re-Analyses (ERA-40) winds show a growing mean
SWH as well as an intensification of SWH extremes
during the last 40 yr. In particular, the 99% extreme of
the winter SWH increased in the northeast Atlantic by
a maximum of 0.4 m decade1 (Wang and Swail 2001;
Caires and Sterl 2005a). However, centennial hindcasts
for the twenty-first century, based on the forcing recon-
structed from the observed relationships between sea
level pressure (SLP) and SWH (Wang et al. 2004; S.
Caires and A. Sterl 2005, personal communication),
show different signs of trends in SWH extremes for
different scenarios and different seasons. Models can
also reveal regional changes in wind wave characteris-
tics. Vikebo et al. (2003) demonstrated growing SWH
in the northern North Atlantic using a 118-yr wave
hindcast of the Norwegian Meteorological Institute
(DNMI). For the same region Weisse et al. (2005) re-
ported a growing number of independent storms in the
northeast Atlantic, as simulated by a regional climate
model. Similarly, growing storminess in the North Pa-
cific has been demonstrated by Graham and Diaz
(2001).
However, the model wave hindcasts are constrained
by the model performance and the wind forcing used.
Thus, inhomogeneities in reanalysis winds can influ-
ence the patterns of climate variability in the wave
hindcasts. These inhomogeneities were primarily iden-
tified in the Southern Hemisphere where they are as-
sociated with the changing data assimilation input
(Sterl 2004). However, there were also changes in the
amount of assimilated data (first of all satellites) in the
Northern Hemisphere (Kistler et al. 2001; Uppala et al.
2005). Caires and Sterl (2005b) and Sterl and Caires
(2005) compared ERA-40 Numerical Wave Model
(WAM) hindcast with buoy and altimeter data in the
northeast Pacific and northwest Atlantic. They argued
that at least for the two periods in the 1990s, assimila-
tion of the Fast Delivery Products (FDP) from the Eu-
ropean Remote Sensing Satellite (ERS)-1/-2 affected the
homogeneity of wind and wave time series. Swail et al.
(1999) demonstrated that trends in wind speed from
NCEP–NCAR reanalysis and high-quality measure-
ments at OWS B and P as well as at Sable Island (SI)
may exhibit quantitative differences, being qualitatively
comparable. Satellite data recently also started to pro-
vide global time series of wind wave characteristics for
the period from 1 to 2 decades. For instance, Woolf et
al. (2002) reported increases of SWH in the North At-
lantic midlatitudes from a 14-yr (1988–2002) time series
of the merged Ocean Topography Experiment
(TOPEX)/Poseidon and ERS-1/-2 Ku-band altimeter
data. Although generally sparse sampling provided by
individual satellites can be improved by combining
tracks from different spacecrafts, this procedure re-
quires intercalibration of instruments on board differ-
ent satellites (Challenor and Cotton 2003). Neverthe-
less, despite some limitations in the coastal regions
(Woolf et al. 2003), these data cover the globe with
quite homogeneous sampling and in the future will be-
come superior with respect to the VOS data. However,
at present these data are still short to be extensively
applied for climate variability studies. Moreover, satel-
lite altimeters report SWH exclusively and do not pro-
vide separate estimates of sea and swell.
VOS wave data provide visual estimates of wave pa-
rameters, reported by marine officers worldwide start-
ing from 1856 (Worley et al. 2005; Gulev et al. 2003a;
Gulev and Grigorieva 2004). In comparison to the
other sources, these data have the longest record and
provide independent estimates of wind sea and swell.
Limited collections of these data were used for the de-
velopment of wave statistics for marine officers and
naval engineers (Hogben and Lumb 1967; Hogben et al.
1986) and global and regional climate summaries (Naval
Oceanography Command Detachment 1981; Paskausky
et al. 1984; Korevaar 1990). Analysis of climate vari-
ability based on these data was for a long time limited
to the consideration of the OWS subsets (Walden et al.
1970; Rodewald 1972; Rye 1976). More extensive use of
these data for climate research requires correction of
many biases and minimization of observational errors
inherent to visual observations (Houmb et al. 1978; Jar-
dine 1979; Dacunha et al. 1984; Laing 1985; Soares
1986; Hogben et al. 1983; Hogben 1988; Wilkerson and
Earle 1990; Hogben and Tucker 1994; Gulev et al.
2003a,b). Gulev and Hasse (1998) first derived the 30-yr
(1964–93) North Atlantic climatology of visual wind
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waves based on the most complete collection of VOS
observations, known now as International Comprehen-
sive Ocean–Atmosphere Data Set (ICOADS; Worley
et al. 2005). Gulev et al. (1998) validated this product
against altimeter data, and a numeric wave model hind-
cast of Sterl et al. (1998). Gulev and Hasse (1999) used
these data for the analysis of secular wave changes in
the North Atlantic and have shown growing SWH and
swell in the northeast Atlantic; however, that was not
the case for the wind sea driven by the local winds.
Recently Gulev et al. (2003a) developed a global cli-
matology of VOS wind waves now spanning the period
of 1958–2002. This product was accompanied by an ex-
tensive analysis of all sources of uncertainties inherent
to visual observations of waves. Gulev and Grigorieva
(2004) used the full ICOADS collection and developed
120-yr-long homogenized time series of SWH for the
well-sampled locations of major ship routes. Analysis
has shown significantly positive trends in annual mean
SWH almost everywhere in the North Pacific, with a
maximum trend of 8–10 cm decade1 (0.5% yr1) and
weak negative trends along the North Atlantic storm
track. During the period of 1958–2002, linear trends in
annual mean SWH were significantly positive over
most of the North Atlantic and North Pacific with the
largest upward changes of 14 cm decade1. However,
the study of Gulev and Grigorieva (2004) was concen-
trated on centennial changes and was limited to the
analysis of trends in SWH, because visual data do not
provide separate estimates of wind sea and swell prior
1950s. In this work we focus on the interannual- to
decadal-scale variability in wind sea and swell, which
are massively available after the late 1950s only. We
will analyze trends and interannual variability in the
characteristics of wind sea and swell in the Northern
Hemisphere oceans primarily during the winter season,
using the VOS-based wave climatology of Gulev et al.
(2003a), extended to 2002.
2. Data and preprocessing details
A global climatology of wind wave characteristics
(Gulev et al. 2003a) has been developed on the basis of
the latest update of the ICOADS collection of marine
meteorological observations (Worley et al. 2005) and
the guidelines for the preprocessing of visual wave data
developed by Gulev and Hasse (1998) and Gulev et al.
(2003a,b). A comprehensive description of the data
processing, coding systems, changes in data formats, ad
hoc corrections of biases, and estimates of the uncer-
tainties can be found in Gulev et al. (2003a). In this
article we consider the variability of wind sea height
(hw), swell height (hs), and SWH. The major biases in
these parameters, which have been considerably re-
duced in the climatology of Gulev et al. (2003a), were
the overestimation of small wave heights and poor
separation of wind sea and swell. Gulev et al. (2003a)
also provided global estimates of random observational
errors in hw and hs, estimates of day–night differences,
and estimates of sampling uncertainties. Sampling er-
rors were found to be large in the poorly sampled
Southern Ocean, where they dominate over the other
error sources. For this reason we analyze in this study
climate variability only in the North Atlantic and North
Pacific, which are characterized starting from the late
1950s by quite homogeneous sampling. The values of
SWH are not directly reported by VOS, but should be
computed from the visual estimates of wind sea and
swell heights. Gulev et al. (2003a) provide estimates of
SWH, which were derived from a combined approach
first suggested by Barratt (1991) and later modified by
Gulev and Hasse (1998). This approach suggests the
use of the theoretical definition (square root of the sum
of squares of wind sea and swell heights) only for the
cases when wind sea and swell are within the same 30°
directional sector and taking the maximum of the two
components in all other cases,
SWH  hw2  hs212, dirsea, dirswell ∈ 30 sector
maxhw, hs, dirsea, dirswell ∉ 30 sector
.
1
Gulev et al. (2003a) analyzed different algorithms of
the computation of SWH. Although climatological de-
viations between different SWH estimates may amount
to 0.3 m, different methods do not imply any significant
differences in variability patterns.
Climatology of wind wave parameters used here
(Gulev et al. 2003a) has monthly resolution in time and
2°  2° resolution in space covering the world oceans
from 80°S to 80°N. Monthly gridded values were ob-
tained by the averaging of individual wave parameters
within 2°  2° boxes using the 4.5-	 trimming limits for
the estimation of monthly mean wave parameters. This
limit has been applied instead of the traditionally used
3.5-	 limit. The latter may not necessarily effectively
distinguish between outliers and extreme values and
thus implies biases in the monthly time series (e.g.,
Wolter 1997). Spatial interpolation into unsampled lo-
cations and spatial smoothing of monthly fields were
provided by the modified method of local procedures
(Akima 1970) in combination with two-dimensional el-
liptic Lanczos filtering (Lanczos 1956; Duchon 1979). In
this sense the climatology represents a typical state-of-
the-art VOS-based product, similar to the climatology
of air–sea flux and flux-related variables (e.g., da Silva
et al. 1994; Josey et al. 1999). In this study we used
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seasonal wintertime series derived from the monthly
gridded values for January–March (JFM) for the 45-yr
period from 1958 to 2002 over the North Atlantic and
North Pacific.
For the association of the wave height variability with
the atmospheric circulation characteristics we used
wind speed and characteristics of atmospheric cyclone
activity. Monthly 2° fields of surface wind speed have
been derived from the ICOADS reports for the period
of 1958–2002. ICOADS winds are known to be influ-
enced by time-dependent biases, which cause signifi-
cant upward trends (up to 40 cm s1 decade1) of an
artificial nature. These trends are not supported by the
evidence from island stations (Ramage 1984; Schmidt
and von Storch 1993), surface pressure gradient data
(Ward 1992; Ward and Hoskins 1996), and alternative
marine meteorological observations (Isemer 1995). The
biases are associated with the changing ratio between
the anemometer measurements and Beaufort wind es-
timates (Peterson and Hasse 1987; Cardone et al. 1990),
historical changes in the usage of equivalent scales
(Lindau et al. 1990; Lindau 2006), and the inaccurate
evaluation of the true wind speed from the relative
wind (Gulev 1999). To minimize these biases, we used
only the wind speed reported in the same reports as the
wave information. All Beaufort estimates were con-
verted from the WMO1100 equivalent scale (WMO
1970) to the least biased Lindau (1995, 2006) equivalent
scale, as recommended by Kent and Taylor (1997). All
anemometer measurements starting from 1973 were ad-
justed to 10-m measurement height using the WMO-47
“International list of selected, supplementary and aux-
iliary ships” (WMO 1973; Kent et al. 2006), when avail-
able. When no information on the anemometer heights
was available as well as for the period prior 1973 (no
availability of WMO-47 document) the defaults from
Josey et al. (1999) were applied to ships and platforms.
However, even this preprocessing still may not neces-
sarily remove all artificial signals. Thus, we will limit
our analysis of the wind speed to interannual variability
in the detrended time series for the period of 1958–
2002. We do expect that interannual- to decadal-scale
signals are quite reliable in the wind speed data used.
Variability in atmospheric cyclone activity was quan-
tified using the results of the storm tracking performed
for the period from 1958 to 2002 on the basis of the
6-hourly NCEP–NCAR reanalysis SLP fields. Cyclone
trajectories were produced using a numerical scheme,
developed on the basis of the archive of storm tracks
for the 42 winter seasons (1958–99) (Gulev et al. 2001;
Grigoriev et al. 2000). The numerical scheme generally
follows the method of Murray and Simmonds (1991),
but includes dynamic interpolation of the SLP fields
and shows very good agreement with the results of
semimanual tracking of Gulev et al. (2001). The output
of the tracking (coordinates, time, and corresponding
SLP values) was used to locate cyclone trajectories and
to compute cyclone numbers and frequencies for 5°
cells. For this purpose we used the mapping procedure
of Zolina and Gulev (2002), minimizing the biases in
cyclone counts for the latitude–longitude cells.
3. Secular changes in wind wave heights
We start with the analysis of secular tendencies in the
winter characteristics of wind waves. Gulev and Grigo-
rieva (2004), for the period of 1958–2002, demonstrated
strong upward changes of up to 14 cm decade1 in the
annual mean SWH in the northwest Atlantic and north-
east Pacific and argued that these changes were largely
dominated by the winter tendencies. Figure 1 shows
estimates of linear trends in the winter (JFM) wind sea
height, swell height, and SWH, together with their sta-
tistical significance in the North Atlantic and North Pa-
cific. Statistical significance was estimated according to
a Student’s t test and was additionally analyzed using
the Hayashi (1982) reliability ratio (H), which consid-
ers the confidence intervals of the statistical signifi-
cance. If |H|k 1, the true value is close to its estimate.
When |H|  1, confident intervals can be quite wide,
even if the Student’s t test is formally satisfied.
During the winter season the largest upward changes
in the wind sea height (Fig. 1a) are observed in the
central Atlantic midlatitudes, in the Norwegian Sea (up
to 30 cm decade1), and in the western tropical Atlantic
(from 5 to 15 cm decade1). However, in the northeast
Atlantic wind sea height shows the area of statistically
significant negative trends from 10 to 20 cm de-
cade1. Trends in the swell height show strong upward
changes in the eastern subpolar North Atlantic and in
the Norwegian Sea with a maximum of 38 cm decade1.
Relatively weak statistically significant negative trends
of swell height (less than 10 cm decade1) were found
in the central subtropics and the Gulf of Mexico. Re-
sulting upward tendencies in SWH amount to 0.4 m
decade1 (1% yr1) in the central subpolar Atlantic
and Norwegian Sea (Fig. 1c), where both wind sea and
swell indicate secular increasing. At the same time, in
the eastern midlatitudinal Atlantic trends in SWH are
somewhat weaker than those in swell height, being in-
fluenced by the negative changes in the wind sea height
(Fig. 1a). Figure 2a shows winter time series of wind
wave parameters averaged over the region 54°–64°N,
10°–20°W, where instrumental records of Bacon and
Carter (1991, 1993) reported secularly growing SWH by
approximately 1% yr1. Our results support positive
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trends in SWH. This change is largely provided by
growing swell and not by the wind sea, which alterna-
tively shows here weak negative changes. Weak nega-
tive trends in all wave components are observed in the
eastern equatorial Atlantic, where hw decreases by 5–15
cm decade1 (0.4%–1.1% yr1).
Patterns of the winter linear trends in the North Pacific
wind sea height, swell height, and SWH (Figs. 1d–f) are
more consistent with each other than in the North At-
lantic. A large area of the growing wave height aligns
along the North Pacific midlatitudinal storm track. The
largest linear trends in hw (exceeding 0.2 m decade
1)
are observed in the central midlatitudinal Pacific ap-
proximately at 37°N, 175°E. Trends in the swell height
are somewhat weaker and range from 10 to 15 cm de-
cade1 in most locations with the strongest upward ten-
dency of 20 cm decade1 at 40°N, 179°E. In the eastern
midlatitudinal Pacific the pattern of the swell trends is
somewhat shifted to the northeast with respect to the
wind sea and forms the local maxima of SWH changes
along the U.S. coast, reflecting the propagation effect of
swell. The pattern of the linear trends in SHW (Fig. 1f)
represents the joint effect of wind sea and swell changes
and shows the largest increase of 0.30 m decade1 in the
eastern Pacific midlatitudes and subpolar regions. Fig-
ure 2b shows time series of the wave parameters aver-
aged over the northeast Pacific (44°–54°N, 142°–
154°E). In this region buoy records report growing
SWH from the 1970s to 1990s (Allan and Komar 2000;
Gower 2002). Figure 2b shows more consistent changes
in the wind sea, swell, and SWH than in the North
Atlantic, indicating, however, some differences in the
behavior of wind sea height and swell height on inter-
decadal time scales. During the period from the late
1950s to the early 1970s wind sea height does not show
any significant upward tendency, but swell height in-
creases strongly by approximately 90 cm during the 15-
yr period. Alternatively, starting from the mid-1970s,
wind sea goes up by more than 20 cm decade1 while
swell height demonstrates a very weak secular change
FIG. 1. Linear trends (m decade1) in winter (JFM) (a), (d) wind sea height, (b), (e) swell height, and (c), (f) SWH for the (a)–(c)
North Atlantic and (d)–(f) North Pacific. Only trends significant at 95% level and according to Hayashi criterion are shown.
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for this period. This implies that the trend in SWH is
primarily implied by the secular changes in swell during
the period from the late 1950s to mid-1970s and by wind
sea change in the later decades. Significantly negative
trends, from 0.1 to 0.15 m decade1, in the Pacific
swell height and SWH are observed in both western
and eastern equatorial regions.
Our estimates can be compared with seasonal trends
in SWH for the period of 1958–2001 of Caires and Swail
(2004). These were derived from the ERA-40 WAM
wave hindcast, corrected for temporal inhomogeneities
(Caires and Sterl 2005b). They report the highest posi-
tive trends of 0.24 m decade1 in the North Pacific and
0.26 m decade1 in the North Atlantic. These estimates
are qualitatively consistent with those of Wang and
Swail (2006), derived for the period of 1958–97 from the
Cox and Swail (2001) dataset. Our strongest positive
trends in SWH in the North Pacific (0.29 m decade1)
are somewhat higher than those of Caires and Swail
(2004). In the North Atlantic our trends in SWH are
approximately 50% higher than those reported by
Caires and Swail (2004). Qualitatively similar conclu-
sions can be drawn from the comparison with the analy-
sis of Sterl and Caires (2005), who presented February
trends in SWH in the same dataset. Our trends in the
northeast Pacific are in a qualitative agreement with
Allan and Komar (2000) and Gower (2002) estimates
for the period from the late 1970s to the late 1990s
derived from the in situ buoy data. Quantitative com-
parison shows that our estimates are somewhat weaker
than those reported by buoys that can be explained by
the spatial averaging in a gridded product. Wave data
from satellite altimetry (Cotton et al. 2003; Woolf et al.
2002) provide relatively short time series. Comparison
with them reveals quite good agreement of interannual
variability and trends during the late 1980s and 1990s
(Gulev et al. 1998). For instance, for the northeast At-
lantic Cotton et al. (2003) reported an increase of more
than 0.5 m in SWH between the pentades of 1985–89
and 1991–95. Our data show a 10%–20% smaller in-
crease (0.43 m) with the pattern of differences being
very comparable to that of Cotton et al. (2003).
Summer linear trends (not shown) are quite weak in
both the North Atlantic and North Pacific and show
statistically significant positive changes of 3–6 cm de-
cade1 in the subtropics of both oceans and weak nega-
tive changes in the Tropics. This implies that secular
changes in the annual mean SWH, at least in the mid-
latitudinal and subpolar regions, considered in many
model and experimental studies, are largely influenced
by the winter tendencies. To quantify the persistency of
the trend characteristics during the annual cycle we
show in Fig. 3 the seasonal cycle in the trend estimates
in percent per decade (with respect to the decadal mean
of 1958–67) computed using monthly mean wind sea
and swell heights along the two longitudes in the east-
ern Atlantic and eastern Pacific. Trends in the wind sea
height in the northeast Atlantic north of 50°N are sig-
nificantly negative during the whole year except for
April, with the strongest absolute downward tendencies
in February–March and the strongest relative change in
winter and summer. In the midlatitudes and northern
subtropics significantly positive secular tendencies are
observed during spring and autumn with the strongest
relative change of about 10% decade1 in October–
December. Seasonality in the swell height trends is evi-
dent in the subpolar eastern North Atlantic where the
positive trends are observed in winter and the negative
changes are identified during the late summer. Midlati-
FIG. 2. Time series of winter wind sea height (circles), swell
height (triangles), and SWH (squares) averaged over the areas (a)
54°–64°N, 10°–20°W in the Atlantic and (b) 44°–54°N, 142°–154°E
in the Pacific.
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tudinal trends in swell height demonstrate much more
persistency during the year, being primarily positive
with the strongest relative change in summer. Similar
diagrams for the North Pacific (Figs. 3c,d) imply much
stronger seasonal persistency of the linear trends of the
wind sea height at all latitudes. The strongest absolute
and relative changes are observed during winter and
autumn, exceeding 12% decade1 at 35°–40°N. The
FIG. 3. Seasonal evolution of the monthly linear trends (% decade1) in (a), (c) wind sea height and
(b), (d) swell height for the meridional sections along (a), (b) 20°W in the Atlantic and (c), (d) 150°E
in the Pacific. Trends that are significant at the 95% level and according to Hayashi criterion are
indicated by black circles.
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swell diagram is qualitatively quite similar to that for
the wind sea with the highest secular changes in the
midlatitudes during winter and autumn.
4. Interannual variability in the wind wave heights
Figure 2 already implies noticeable differences in the
character of the interannual variability of different
wave components. Thus, in the northeast Atlantic (Fig.
2a), decadal-scale changes primarily dominate in the
variability of swell height, while wind sea variability is
characterized by more pronounced shorter period in-
terannual variations. In the northeast Pacific, time se-
ries of wind sea and swell heights (Fig. 2b) are better
correlated with each other. Figure 4 shows winter and
summer local correlations between the detrended
anomalies of wind sea height and swell height in the
North Atlantic and North Pacific. The highest correla-
tion exceeding 0.9 is observed in winter in the central
subtropical Atlantic and in the northeastern subtropical
Pacific. During the summer season the largest correla-
tions (
0.9) are observed in the western parts of both
oceans, including subtropical semienclosed seas, where
the swell fetches are limited and swell typically origi-
nates from the same synoptic systems as does the wind
sea. However, in the subpolar North Atlantic and in the
eastern midlatitudinal Pacific correlation coefficients
are smaller than in the western parts of the oceans.
They range from 0.3 to 0.7 in the Atlantic and from 0.4
to 0.75 in the Pacific, implying that on average only less
than 60% of variability in swell height can be explained
by the collocated changes in wind sea in these areas. In
the eastern parts of the oceans wind sea is forced by the
local wind, while swell is largely dominated by the sig-
nals propagating from the west. This is particularly pro-
nounced in the Atlantic subpolar latitudes and in Nor-
wegian Sea, where correlation drops in many locations
lower than 0.3 (95% significance level for our time se-
ries). Although in both basins swell integrates the wind
properties over the larger domain than the wind sea
does, in the subpolar Pacific these scales are likely
closer to each other. Thus, we can expect that differ-
ences between the patterns of interannual variability of
wind sea and swell will be the largest in the subpolar
North Atlantic latitudes.
To analyze the structure of interannual variability in
wind sea, swell, and SWH we applied EOF analysis to
the detrended winter time series. Figure 5 shows spatial
patterns of the first EOFs of wind sea height, swell
height, and SWH for both basins. In the North Atlantic
the first EOF accounts for 28%, 33%, and 30% of the
total variance for wind sea height, swell height, and
SWH, respectively. The corresponding percentages for
the North Pacific give 23%, 26%, and 25%. Spatial
patterns of the leading modes of hw, hs, and SWH are
qualitatively comparable with each other in both ba-
sins. In the Atlantic they are formed by the anomalies
of one sign in the subpolar latitudes and Tropics and
the anomalies of the opposite sign in the subtropics.
FIG. 4. (a), (c) Winter and (b), (d) summer correlation between the detrended anomalies of wind sea and swell height in the (a),
(b) North Atlantic and (c), (d) North Pacific.
5674 J O U R N A L O F C L I M A T E VOLUME 19
Nevertheless, we found some noticeable differences be-
tween spatial patterns of wind sea, swell, and SWH in
the Atlantic Ocean. Thus, the maximum explained vari-
ance for the wind sea is observed in the central subpolar
North Atlantic at approximately 50°–60°N, while the
northern center of action of the swell height pattern has
two maxima of explained variance, of which one is
shifted eastward in the northern European basin and
Norwegian Sea and another is located in the Green-
land–Iceland–Norwegian (GIN) Sea southeast of
Greenland. The resulting pattern of SWH (Fig. 5c) is
characterized by the northern maximum of explained
variance at approximately 57°N, 25°E. The first EOF
patterns of swell height and SWH in the western Pacific
are characterized by the anomalies of the opposite sign
with respect to the central and eastern Pacific (Figs.
5e,f). The wind sea anomalies of the opposite sign are
observed in the northwestern subpolar regions and in
the southeastern Tropics (Fig. 5d). Note that the mag-
nitude of interannual variability of all wave compo-
nents is 20%–50% stronger in the Atlantic than in the
Pacific. This is also evident from the time series in Fig.
2. Leading modes of interannual variability of swell,
shown in Fig. 5b, reveal much more similarity with
the linear trend pattern (Fig. 1b) than the interannual
mode of the wind sea. In general, in both the Atlantic
and Pacific the areas of the strongest trends are some-
what shifted to the west with respect to the areas of the
strongest interannual variability.
Figure 6 shows the first normalized principal compo-
nents (PCs) corresponding to the EOF patterns dis-
played in Fig. 5. Table 1 shows the correlation coeffi-
cients between the first PCs of different wave height
components with each other and with the North Atlan-
tic Oscillation (NAO) index (Hurrell 1995) for the
whole 45-yr period and the periods of 1958–79 and
1980–2002. In the North Atlantic the leading modes of
the wind sea and swell heights are not highly correlated
FIG. 5. First EOFs of winter detrended (a), (d) wind sea height, (b), (e) swell height, and (c), (f) SWH in the (a)–(c) North Atlantic
and (d)–(f) North Pacific.
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with each other (r  0.47). The strongest disagreements
between first PCs of hw and hs are observed during the
1960s, early 1970s, and the late 1980s. During the de-
cades of the 1980s and 1990s correlation between the
first PCs of wind sea and swell is somewhat higher than
during the 1960s and 1970s. Moreover, during the first
period SWH was more highly correlated with swell
height, while during the last two decades SWH was
largely dominated by the wind sea variability. In gen-
eral, SWH is higher correlated with the wind sea than
with the swell height. Correlation of the NAO index
with SWH (r  0.81) is higher than the correlation of
the NAO index with individual wave components (sea
and swell). Of these two components, wind sea is more
strongly correlated with the NAO index than swell
(Table 1).
The periods of 1958–79 and 1980–2002 are also char-
acterized by strong differences in the level of correla-
tion of the PCs of different wave components with
NAO. Swell height is more closely correlated with the
NAO index during the first period, while during the
period of 1980–2002 wind sea demonstrates very close
correlation with NAO, with the swell being just loosely
connected with NAO index. Jung et al. (2003) have
described the NAO regime shift between the 1970s and
1980s in different atmospheric variables. Earlier, indi-
cations of the NAO shift manifestation in different at-
mospheric, oceanic, and ice characteristics were found
by Kodera et al. (1999), Hilmer and Jung (2000), and
Gulev et al. (2001, 2002). Gulev et al. (2001) and Chang
(2004) found also that correlation between the North
Atlantic and the North Pacific midlatitudinal storm
tracks undergoes significant changes between the 1970s
and 1980s. Table 1 establishes clear manifestations of
the change in the NAO regime in the wind wave pa-
rameters in the North Atlantic.
Woolf et al. (2002) performed the EOF analysis of
the altimeter SWH for 1985–99 using the data for the
December–March period and obtained results very
similar to our spatial patterns. Correlation of the first
PC of SWH with NAO index was higher than 0.85. We
reprocessed our data for the same months and time
period and obtained a correlation coefficient between
the first PC of SWH and NAO of 0.82. This indirectly
demonstrates high comparability of SWH derived from
VOS and altimeter data and shows that visual data are
capable of demonstrating reliable variability patterns in
SWH.
Figure 6b shows the time behavior of the winter PCs
of wind sea heights, swell height and SWH in the North
Pacific. Interannual variability of the winter SWH in
the North Pacific is fully dominated by the swell vari-
ability. Their first normalized PCs are correlated with a
correlation coefficient closely matching 1 (Table 2).
Correlation between the first normalized PCs of wind
sea and swell is somewhat higher than in the North
Atlantic and also shows the strongest disagreement
during the 1960s and a closer link during the last two
decades. The strength of the North Pacific westerlies is
characterized by the North Pacific Index (NPI) (Tren-
TABLE 1. Correlation coefficients of the first normalized prin-
cipal components of hw, hs, and SWH in the North Atlantic with
each other and with the NAO index for different periods. All
values are significant at the 99% level unless otherwise noted.
Periods pair
of parameters 1958–2002 1958–79 1980–2002
hw–hs 0.47 0.44* 0.51*
hw–SWH 0.82 0.75 0.89
hs–SWH 0.74 0.79 0.72
hw–NAO 0.68 0.50* 0.84
hs–NAO 0.48 0.62 0.39**
SWH–NAO 0.81 0.83 0.79
* Significant at 95% level.
** Significant at 90% level.
FIG. 6. First normalized PCs of winter detrended wind sea
height (circles), swell height (triangles), and SWH (squares) in the
(a) North Atlantic and (b) North Pacific along with the NAO and
NPI indices (bold gray lines).
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berth and Hurrell 1994), which is closely correlated
with the first PC of the wind sea (Table 1). However,
this correlation is considerably stronger during the pe-
riod of 1980–2002 than during the decades of the 1960s
and 1970s. Swell height and SWH show practically no
correlation with NPI during the period of 1958–79, be-
ing highly correlated with NPI during the last two de-
cades when the correlation coefficients for swell and
SWH are as high as for the wind sea.
5. Association of wind wave variability with
atmospheric circulation characteristics
Our analysis reveals the differences in temporal be-
havior of wind sea and swell along with different cor-
relation levels between the leading modes of wind sea
and swell with atmospheric circulation indices (NAO
and NPI). In this context it is interesting to consider
atmospheric circulation characteristics that might be re-
sponsible for the observed changes. Hogben (1995) first
suggested a hypothetical qualitative mechanism though
which wind sea and swell may show different interan-
nual variability. He argued that an increase of storm
frequency reduces the time of the swell decay between
storms and provides a higher residual swell level, as an
initial condition for the growth of newly generated
young waves. This hypothesis associates swell variabil-
ity primarily with the forcing frequency (occurrence of
storms) and the wind sea changes with the forcing mag-
nitude (wind speed). Gulev and Hasse (1999) found the
evidence for this mechanism in the northeast Atlantic,
using 30-yr time series of wind wave data (Gulev and
Hasse 1998) and wind speed records at OWSs. On the
other hand, Bauer et al. (1997) performed model ex-
periments, artificially changing the storm frequency by
reducing and enlarging the time resolution of surface
winds, and did not find any evidence for the growing
swells in the experiment with higher forcing frequency.
To analyze the connections between the variability in
wind wave heights and atmospheric circulation charac-
teristics during winter we used the detrended seasonal
anomalies of surface wind speed and cyclone intensity
over the Northern Hemisphere. Wind speed should
reasonably well represent the local forcing, being re-
sponsible for the generation of the wind sea. We also
hypothesize that the anomalies of cyclone numbers
should effectively characterize the forcing frequency,
quantifying the occurrence of storms. In particular,
Weisse et al. (2005) argued that the number of severe
and moderate storms experienced an increase in the
northeast Atlantic during the last decades. We applied
canonical correlation analysis (CCA) to the time series
of wind speed, number of deep (980 hPa) cyclones
(nc), and wind wave height. CCA allows the pair of
time series to retrieve the patterns that are optimally
correlated with each other (von Storch and Zwiers
1999). The first five EOFs accounting for 69%–80% of
the total variance in the wave fields in the Atlantic and
for 63%–72% in the Pacific were used for the CCA.
Table 3 shows canonical correlation coefficients be-
tween the first canonical patterns of wind speed and the
number of deep cyclones, as well as wind sea height,
swell height, and SWH. Remarkably, the highest ca-
nonical coefficients in the North Atlantic were obtained
between the wind speed and wind sea height, and be-
tween the number of deep cyclones and swell height.
They are higher than the canonical coefficients for the
pairs nc–hw and V–hs and higher than the coefficients
for SWH. Figure 7 shows the first canonical pairs of the
wind speed and wind sea height as well as of the num-
ber of cyclones and swell height in the North Atlantic.
The nc–hs pair is represented by the maximum cyclone
occurrence in the northeast Atlantic and Norwegian
Sea, on the one hand, and by the swell pattern largely
resembling its first EOF, on the other hand (Fig. 5). The
pattern of the number of cyclones in the first canonical
pair (Fig. 7a) in comparison to the first EOF of cyclone
occurrence (Gulev et al. 2001) shows that the center of
action is not in the subpolar North Atlantic between
Greenland and Iceland, but in the northern European
TABLE 2. Correlation coefficients of the first normalized prin-
cipal components of hw, hs, and SWH in the North Pacific with
each other and with NPI for different periods. All values are
significant at the 99% level unless otherwise noted.
Periods pair
of parameters 1958–2002 1958–79 1980–2002
hw–hs 0.56 0.36* 0.72
hw–SWH 0.63 0.41** 0.78
hs–SWH 0.98 0.99 0.98
hw–NPI 0.72 0.63 0.76
hs–NPI 0.58 0.33 0.75
SWH–NPI 0.61 0.37* 0.78
* Significant at 90% level.
** Significant at 95% level.
TABLE 3. Canonical correlation coefficients for the first canoni-
cal pairs of wind speed, cyclone numbers, as well as wind sea,
swell, and SWH. All values are significant at the 99% level unless
otherwise noted.
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basin and over Scandinavia. The increasing cyclone oc-
currence here results in the higher swells in the north-
east Atlantic, as shown in Fig. 7b. The first canonical
pair of the wind speed and wind sea height (Figs. 7d,e)
is represented by the tripole patterns in both wind
speed and wind sea height, with the latter being very
close to the first EOF of the wind sea height. This pair
reflects the importance of the local wind forcing for the
interannual variability of the wind sea. Different roles
of the forcing magnitude and forcing frequency in the
variability of SWH is quite evident in Figs. 7c,f, showing
the first canonical patterns of SWH and the number of
cyclones (Fig. 7c) and wind speed (Fig. 7f). Their ca-
nonical counterparts (not shown) are very close to the
patterns in Figs. 7a,d. The largest midlatitudinal anoma-
lies of SWH forced by the local wind are observed in the
central midlatitudinal Atlantic, being clearly associated
with the wind sea variability. The highest anomalies
driven by the cyclone frequency and associated with the
swell variations are identified eastward in the northeast
Atlantic and in the Norwegian Sea.
Figure 8 shows the results of the CCA in the North
FIG. 7. Results of CCA for the North Atlantic. The first canonical pattern of the frequency of (a) deep cyclones (n per season per
5° box) and (b) swell height as well as canonical pattern of SWH, optimally correlated with the number of (c) deep cyclones. The first
canonical pattern of the (d) wind speed and (e) wind sea height as well as canonical pattern of SWH, optimally correlated with the (f)
wind speed.
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Pacific. The deep cyclone occurrence pattern in the first
canonical pair nc–hs is very close to the first EOF of
cyclone numbers in the North Pacific (Gulev et al.
2001) with the main midlatitudinal storm track aligning
from the southwest to the northeast and with the
anomalies of the opposite sign in the northwest Pacific.
The corresponding pattern of swell height is largely
represented by the positive anomalies in the western
Pacific midlatitudes and the negative anomalies in the
eastern subpolar latitudes and Tropics. Although dif-
ferent from the first EOF of swell height in the Tropics,
this pattern largely resembles the first EOF in the east-
ern midlatitudes, showing the largest anomalies at ap-
proximately 35°N and between 160°E and 180°. A ca-
nonical pair of the wind speed and wind sea height
(Figs. 8d,e) is represented by the collocated tripole pat-
tern with the subpolar, midlatitudinal, and tropical cen-
ters of action. This pattern in the mid- and subpolar
latitudes resembles the first EOF of the wind sea height
(Fig. 5d). The canonical counterparts of the cyclone
occurrence and of the wind speed in the Pacific are
represented by the patterns of swell and wind sea,
which are much more consistent with each other than in
the Atlantic. This is particularly evident in the canoni-
cal patterns of SWH with the number of deep cyclones
(Fig. 8c) and wind speed (Fig. 8f), which are quite close
to each other and demonstrate nearly the collocated
patterns of the anomalies of one sign in midlatitudes
and the opposite sign in the subpolar latitudes.
6. Summary and discussion
We analyzed the variability in the North Atlantic and
North Pacific wind waves, swell, and SWH using 45 yr
of VOS data, which provide separate estimates of the
wind sea and swell heights. Patterns of secular changes
and interannual variability of wind sea and swell dem-
onstrate noticeable differences in the North Atlantic,
being more consistent with each other in the Pacific.
Trends in SWH in the northeast Atlantic primarily re-
sult from the swell changes and not from the wind sea,
which shows weak negative trends here. Interannual
time-scale variations of the wind sea and swell heights
are highly correlated in the Pacific midlatitudes. How-
ever, in the Atlantic they are weakly linked to each
other and imply that different mechanisms are respon-
sible for the variability in wind sea and swell. To ana-
lyze potential mechanisms of the interannual variability
of the wind sea and swell we considered the local forc-
ing (wind speed) and storm frequency (quantified
through the cyclone counts). To the extent that it is
FIG. 8. Same as in Fig. 7, but for the North Pacific.
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possible to make physical inferences from a purely sta-
tistical approach, we draw the conclusion that wind
speed is a dominating factor in driving wind sea vari-
ability, while swell is primarily driven by the changes in
cyclone counts. The resulting variations in SWH, at
least in the North Atlantic, are more controlled by vari-
ability in swell than in the wind sea. This implies that
they are also controlled by cyclone activity, which is
closely associated with the swell changes.
Our conclusions were drawn on the basis of VOS
data, which are the only providers of independent esti-
mates of wind sea and swell. Demonstrated differences
in the wind sea and swell leading modes of variability
put more light on the nature of changes in SWH that
are typically analyzed in the model studies (Sterl and
Caires 2005; Wang and Swail 2002; and others). At least
in the northeast Atlantic and to some extent in the
northeast Pacific these changes can be largely attrib-
uted to the variations in swell height, rather than to the
wind sea. However, wind sea causes much of the danger
for the operations of marine carriers, except for very
large tankers and container ships, which can also suffer
from the high swells even under calm conditions. More-
over, swell significantly affects the tankers approaching
the oil platforms for bunkering. The mechanism behind
the cyclone frequency impact on the changes in swell
and therefore in SWH (Hogben 1995; Gulev and Hasse
1999) implies association with the number of deep cy-
clones in the northeast Atlantic with the swell changes.
Gulev et al. (2001) have demonstrated the growing
number of deep cyclones in the North Atlantic and
their close association with the NAO index. This is con-
sistent with the growing number of severe storms in the
northeast Atlantic (Weisse et al. 2005). For the 10° 
10° box 50°–60°N, 10°–20°W we derived the occurrence
histograms of wind sea height and swell height for in-
dividual winters. Then they were transformed into oc-
currence anomalies around the averaged over observa-
tional period probability density distribution. Then the
anomalies were normalized by scaling with interannual






where x is the analyzed wave parameter (e.g., wind
sea/swell height or SWH), P(x) is probability density
distribution for an individual winter, P(x) is the nor-
malized anomaly of the probability density distribution,
and the overbar stands for the averaging operator. In
FIG. 9. Normalized occurrence anomalies of the winter wind (a) sea height and (b) swell
height, smoothed with 3-yr RM for the area 50°–60°N, 10°–20°W in the Atlantic.
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Fig. 9 we show these normalized occurrence anomalies
smoothed with 3-yr running mean for the period after
1963. Although for the period before 1963 the total
number of ICOADS reports in this area is just 2 times
smaller than for the later decades, they are largely rep-
resented by the reports from the OWSs I (59°N, 19°W)
and J (52.5°N, 20°W), located on the western boundary
of the box. This could result in the regional sampling
bias in statistical distributions. Remarkably, Fig. 9a
shows a decreasing occurrence of high wind seas. In the
1960s and 1970s positive anomalies are observed for the
classes of wind sea height from 4 to 14 m, while in the
1980s and 1990s positive occurrence anomalies are pri-
marily observed for the small wind seas (less than 4 m).
At the same time, the occurrence anomalies for the
classes of high swells (Fig. 9b) are primarily positive
during the last two decades, implying a growing prob-
ability of the high swells during the observational pe-
riod.
An alternative explanation of different variability
patterns of wind sea and swell (Figs. 7, 8) can be that
the swell propagates to the northeast from the area of
the strongest wind sea changes and this propagation
results in the pattern of swell variability shifted to the
northeast. However, the canonical correlation coeffi-
cients between wind sea and swell are even slightly
lower than between wind speed and swell, being 0.73 in
the North Atlantic and 0.70 in the North Pacific. More-
over, the first canonical patterns of wind sea and swell
(Fig. 10) show practically the collocated maxima of the
explained variance in the central midlatitudinal Atlan-
tic. Figure 10 shows that for the changes in swell heights
the propagation mechanism can be probably as impor-
tant as the cyclone impact in the Norwegian Sea, where
wind sea and swell demonstrate weak anomalies of the
opposite sign. However, in the northeast Atlantic there
is no indication of the downstream shift of the swell
pattern with respect to the wind sea to the extent im-
plied by Fig. 7. Similar analysis performed for the North
Pacific (no figure shown) demonstrates even more con-
sistent wind sea and swell canonical patterns than in the
North Atlantic. For the 10° box in the northeast Atlan-
tic (50°–60°N, 10°–20°W) where swell variability can be
hypothesized to originate from the wind sea variability
southwestward, we performed directional analysis of
the swell time series. Table 4 shows the correlation co-
efficients between the mean winter swell height and the
height of swells propagating from different directions.
The highest correlation of 0.63 is obtained for the swells
propagating from the northwest, implying that swells
coming from this sector largely determine the mean
swell in the region. The correlation coefficient for the
swells propagating from the southwest is considerably
smaller (0.41). This does not support the hypothesis
that swell variability in the northeast Atlantic originates
from wind seas southwestward.
Our results should be considered in a view of reli-
ability of visual wave data. Analysis of trends may be
influenced by inhomogeneity of sampling, especially
prior to 1963, when the number of wave reports was 2–3
times smaller than in the later decades. Inadequate
sampling may result in both random and nonrandom
(potentially associated with the fair weather bias) un-
certainties (Gulev et al. 2003a). We used the ERA-40
WAM 6-hourly wave hindcast (Sterl and Caires 2005)
and subsampling methodology of Gulev et al. (2003a)
for estimation of sampling errors. For the period of
1958–63 sampling errors were higher than for the later
decades in 1.5–1.7 times in the North Atlantic and in
1.3–1.6 times in the North Pacific. Analysis of trends for
the period from 1963 to 2002 shows that in the North
Atlantic trends are very close to those computed for the
whole period. In the North Pacific trends for the two
periods are in qualitative agreement, being quantita-
tively 10%–20% smaller in the northwest Pacific mid-
latitudes. Over most of the North Atlantic and North
FIG. 10. The first canonical patterns of the winter wind (a) sea height and (b) swell height in the North Atlantic.
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Pacific no statistically significant differences between
the trends for the two periods were identified. For the
two regions shown in Fig. 2 trends in wind sea became
slightly stronger during the period of 1963–2002 com-
pared to 1958–2002 (respectively, 11.7 versus 10.3
cm decade1 in the Atlantic and 14.1 versus 13.3 cm
decade1 in the Pacific). Trends in swell and SWH be-
came alternatively weaker (respectively, 18.3 versus
21.2 cm decade1 in the Atlantic and 16.2 versus 21.1
cm decade1 in the Pacific), being significant at the
same level.
Locally negative trends in wind sea in the northeast
Atlantic (Figs. 1a, 2a) should generally imply also nega-
tive trends in the wind speed. However, as was pointed
out above, estimation of wind speed trends in VOS data
is highly uncertain. We derived estimates of linear
trends for this northeast Atlantic region (Fig. 2a) from
the NCEP–NCAR reanalysis and ICOADS data for
different types of wind observations in VOS (Table 5).
Reanalysis winds report positive changes that are con-
sistent with the estimates obtained from VOS, if all
wind observations are used. This agreement is not sur-
prising because reanalysis assimilated raw VOS obser-
vations (Kalnay et al. 1996). However, if we consider
only the VOS reports containing wave information
(VOS_W in Table 5) the linear trend becomes weakly
negative and insignificant (Table 5). This may partly
reflect the fair weather bias. We can note at this point,
that our analysis and results of Kent and Taylor (1995)
do not show significant changes in the major routes
during severe weather. Typically, ships tend to slow
down, though remaining on the same route and thus
continue to report on Global Telecommunication Sys-
tem (GTS). The time series constructed from only
Beaufort estimates of wind speed (VOS_WB in Table
5) show an already negative trend that is significant at
the 90% level. To provide comparability we recom-
puted wind sea trends using only VOS_WB reports and
obtained a negative trend of 0.12 m decade1, which
is very close to that shown in Fig. 2a. Linear trends
derived from all wind speed reports after correction of
anemometer heights (VOS_WC in Table 5) are still
weakly negative but not significant. However, we could
properly apply this correction only for the period of
availability of the WMO-47 document (Kent et al.
2006) after 1973, using the default heights for the earlier
years. Thus, the impact of anemometer measurements
on wind speed time series may imply positive trends in
the wind speed.
Isemer (1995) compared linear trends in ocean wind
speed derived from homogeneous data from OWSs and
the VOS in the vicinity of OWSs. For the period from
the late 1940s to early 1970s, data from OWS I in this
region reveal a significantly negative trend, while VOS
data do not show any significant changes. For the pe-
riod from the mid-1970s to the late 1980s OWS L, lo-
cated approximately 200 km from OWS L, reports
negative changes of 0.4 m s1 decade1, while VOS
data report a significantly positive trend of 0.24 m s1
decade1. To obtain longer-term estimates time series
from both OWS I and L can be considered together
(e.g., Gulev et al. 2000). Analysis of the merged time
series also shows a negative trend significant at the 90%
level in the OWS wind data and an insignificantly posi-
tive trend in VOS data for the period of 1958–94. These
results were also confirmed by the analysis of the up-
per-air data from radiosonde records (Isemer 1995).
Ward (1992) and Ward and Hoskins (1996) have also
shown that the northeast Atlantic trends in the wind
speed demonstrate disagreement with the alternative
estimates derived from the pressure gradient data.
Reliability of changes identified in wind sea and swell
heights may be influenced by the uncertainties of sepa-
ration of wind sea and swell in the VOS data. On the
one hand, a two-step methodology of separation (Gu-
lev et al. 2003a), based on the analysis of “wave height–
wind speed” diagrams overplotted by the Joint North
TABLE 4. Correlation coefficients between the total mean swell
height in the 10° box at 50°–60°N, 10°–20°W and the mean heights
of swells propagating from different directional sectors. All values











* Significant at 95% level.
TABLE 5. Linear trends in the NCEP–NCAR and VOS wind
speed [(m s1) decade1] estimated for the area 56°–64°N, 10°–
20°W in the North Atlantic. Estimates “VOS” were derived from
all VOS reports with wind speed; “VOS_W” from only the re-
ports containing wave information; “VOS_WB” from only those
of “VOS_W,” which reported Beaufort estimates of wind speed;
“VOS_WC” from the reports containing wave information with
the correction of anemometer winds.
Wind speed
product







* Significant at 95% level.
** Significant at 90% level.
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Sea Wave Observation Project (JONSPAP) curves for
different wind durations (Carter 1982) and wave age
analysis, should guarantee a clear separation of wind
sea and swell and identify the reports in which young
swells are reported as wind seas or mature wind seas
are reported as swells. On the other hand, Gulev et al.
(2003b), analyzing the questionnaire distributed among
VOS officers, argued that frequently (15%–30%) ob-
servers report wind sea height based on wind observa-
tions and thus provide a simplified wind-based wave
hindcast. However, this practice was not the case for
the swell height. Thus, we can argue that our results are
not strongly influenced by the uncertainty of separation
between wind sea and swell in the VOS data. More-
over, poor separation of wind sea and swell can only
alternatively mask the effect shown in Figs. 1, 5, and 7
and not to lead to such an effect.
Future analysis of variability of wind sea, swell, and
SWH on the basis of VOS data should go in the direc-
tion of the tendencies in extreme wave heights, which
are the most dangerous for marine structures. Wang
and Swail (2001) and Caires and Sterl (2005a) reported
growing extreme SWH in wave model hindcasts driven
by the reanalysis winds from the 1960s to the 1990s.
This allowed Wang et al. (2004) to project the changes
in SWH onto the twenty-first century. To test this hy-
pothesis using the VOS data characterized by inhomo-
geneous time and space sampling (Gulev et al. 2003a) is
not an easy task. Application of the peak-over-
threshold (POT) method (Caires and Sterl 2005b) to
the regularly sampled model data is quite different
from the case when the data are characterized by nu-
merous gaps as in the case with the VOS reports. Nev-
ertheless, recently Anderson et al. (2001) developed a
methodology to be used for satellite data, which are
also undersampled, being however much more homo-
geneous than the VOS data. Further development of
this methodology and its application to the VOS data
will make it possible to derive for the first time VOS-
based extreme wave statistics not only for SHW, but
also separately for wind sea and swell. Given the im-
portance of separate consideration of highest wind seas
and swells, mentioned above, this will be a very chal-
lenging task of wave climate research and marine engi-
neering.
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