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INTRODUCTION 
Group algebras of linear groups have been extensively studied by many 
authors. In particular, in a series of papers Passman and Zalesskii, cf. [ 121, 
studied the structure of the Jacobson radical and semisimplicity of these 
algebras. 
In this paper we begin a systematic study of the semigroup algebras of 
linear semigroups S s AH(k). The basic technique will be to consider the 
Zariski clusure S of S. This technique has been used for groups by several 
authors. For semigroups, this has already been successfully used by the 
authors [lo, 131. 
We begin by studying the connections between F[S] and F[S] where F 
is any field. The main focus of this paper however is in the case when S= S 
is a connected monoid. This means that S is not a union of two proper 
(Zariski) closed subsets. The theory of connected algebraic groups is classi- 
cal, going back to Chevalley, cf. [20]. The theory of connected algebraic 
monoids has also been recently developed [15]. Let M be a connected 
algebraic monoid. We show that if F is any field of characteristic zero, then 
the Jacobson radical J(F[M]) is the ideal ?j( N ) for an explicitly given 
congruence N on M, i.e., it is the kernel of the homomorphism 
F[M] + F[M/- 1. This occurs only rarely in the theory of semigroup 
algebras. It has been shown to be true for commutative semigroups [4] 
and permutative semigroups [S]. If M has a zero, then we show that for 
a field F, F[M] is semisimple if and only if M is regular and the charac- 
teristic of F is either zero or else equal to that of k. In Section 3 we study 
the semigroup algebras of A4 = d&(k) where k is any infinite field. We show 
that, for any field F, 3(F[M]) is determined by a congruence coming from 
the center Z of GL(n, k). We also show that the contracted semigroup 
algebra F,[M/Z] is always prime. Finally we apply these results to show 
that if R is a PI algebra and if R, denotes the multiplicative semigroup of 
R, then for any field F of characteristic zero, F[R,] is semisimple if and 
only if R is semiprime. 
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1. PRELIMINARIES 
We begin by briefly reviewing some basics of semigroup theory [2]. Let 
S be a semigroup. If S is a monoid (i.e., has an identity element), then 
S ’ = S. Otherwise S1 = S u { 1 }. f, B’, 9, Y? will denote the usual Green’s 
relations on S: afb if S ‘as ’ = S ‘bS ‘, a5Vb if aS ’ = bS ‘, a2’b if S ‘a = S ‘b, 
# = ,%? n 2. We let E(S) denote the set of idempotents of S. Zf Xs S, then 
E(X) = Xn E(S) and (X) is the subsemigroup of S generated by ‘X. If J 
is a y-class of S, then Jo = Ju (0) with 
sob= 
ab if abEJ 
0 otherwise 
J is regular if E(J) # 0. If some power of each element of S lies in a 
subgroup (for example when S is finite), then Jo is either a null semigroup 
or else a completely O-simple semigroup. 
If F is a field, then F[S] denotes the semigroup algebra of S. Let 
a E F[S]. If A = C&s, 1, E F, SE S, then the support supp(a) = 
{SE S 1 1, #O}. If S has a zero, then Fo[S] denotes the contracted semi- 
group algebra of S. Then F[S] 2: Fo[S] 0 F. For a = z&r E Fo[ S] with all 
s-nonzero we then let supp(a) = {s E S 1 E,, #O}. If p is a congruence on S 
then g(p) is the F-span of the set {s - r 1 s, t E S, spt}. Then g(p) is an 
ideal of F[S], or Fo[S]. In the case where S is a group and p is deter- 
mined by a normal subgroup H of S, g(p) is o(F[H] ) F[ S], where 
o(F[H] ) is the augmentation ideal of F[H]. For any ring R, J(R) will 
denote the Jacobson radical of R. R is semisimple if 3(R) = 0. 
Let S be a completely O-simple semigroup with a maximal subgroup ZZ. 
Then S has a Rees representation S N %R(ZZ, , N; S), where B is an N x Z 
sandwich matrix. Now, for every field F, the contracted semigroup ring 
F,[S] may be identified with the so-called Munn ring YJl(F[ZZ], Z, N; 9) 
consisting of all generalized Ix N-matrices over the group ring F[H] with 
finitely many non-zero entries, and multiplication extending that in S. 
That is, AB = A 0 9 0 B for A, BE 9X( F[ H], Z, N; P), where 0 stands for the 
usual multiplication of matrices. We refer to [S] for basic results on Munn 
rings. 
We fix an algebraically closed field k (in Sections 1 and 2), k* = k\(O). 
Let Afn(k) denote the multiplicative monoid of all n x n matrices over k. We 
consider A,,(k) with respect to its Zariski topology. A subset X of .4&(k) 
is closed if it is the zero set of a collection of polynomials in n* variables. 
X is irreducible if it is not a union of two proper closed subsets. Any closed 
set is uniquely expressible as a finite union of closed irreducible subsets. We 
refer to [ 193 for basic algebraic geometry. A closed subsemigroup of A’“(k) 
is called a (linear) algebraic semigroup. An algebraic semigroup which is a 
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group is an algebraic group. GL(n, k) being isomorphic to a closed sub- 
group of GL(n + 1, k) is considered an algebraic group. We refer to [20] 
for the theory of algebraic groups. Let S be a linear algebraic semigroup. 
Then some power of each element of S lies in a subgroup and S has only 
finitely many regular #‘-classes. The maximal subgroups of S are all 
algebraic groups. If Xc S, then x denotes the closure of X in S. If 
XC HG S, H an algebraic group, then unless otherwise specified, B will 
denote the closure of X in S and not in H. The closure of any sub- 
semigroup of A&(k) is an algebraic semigroup. We refer to [ 151 for the 
theory of linear algebraic semigroups. 
We begin with a basic technical result which shows that every 
generalized polynomial identity with coefficients in F[A’,Jk)] which is 
satisfied in F[S] is also valid in F[S]. Moreover, if S is a connected 
algebraic semigroup, then such an identity is equivalent to a system of 
semigroup identities in S. This is expressed precisely in the proposition 
below. Here we let F[A] = {aEF[&Jk)] 1 supp(a) for an arbitrary 
subset A of A,(k). We also use the well known fact that every generalized 
semigroup identity (that is an identity defined by equality of two words in 
both elements of A and variables) valid on A is also true on A, cf. [21, 
Lemma 10.71, for the case of algebraic groups. 
PROPOSITION 1.1. Let AZ&,,(~) be a non-empty subset. Assume that 
.f(x 1, ,.., x,) is a non-commutative polynomial in variables x1, . . . . x, with 
coefficients in F[JLt(k)] such that f(a,, . . . . a,,,) = 0 holds in the algebra 
F[J&(k)] for all a,, . . . . a, E F[A] satisfying Isupp(ai)l = ti >, 1, i = 1, . . . . m, 
where tl, . . . . t, are fixed integers. Then 
(1) f(c,, . . . . c,) = 0 holds for ail ci E F[A] with Isupp(c,)l = ti, 
(2) Assume additionally that the closure 2 of A is an irreducible subset 
of J&(k). Let xi= CT=, clVxii for some aiiE F* and variables xii, j= 1, . . . . ti. 
Then 
f(x 1, ..*, x,) = 1 g, 
gs w 
where W is the set of all monomials in xii, A,,(k) appearing in f, and W is 
a disjoint union W= W, v . . . u W, such that for every I E { 1, . . . . t} and 
every g, h E W, the substitution xii = a,, i< m, j< ti, leads to g(aV) = 
h(aU)F* for all aiiE A, and CgE w, g(aV) =O. 
Proof Let N = I:= I ti and xi = xJ=, aiixii for some fixed age F*. Then 
AN acts on W by substitution, so that to every a = (a,, . . . . aN) E AN we 
associate the partition { WY’, . . . . Wg)} of W determined by the specializa- 
tion g(a) obtained by substituting a,, . . . . aN for xii, . . . . x ,,,, . . . . x,i , . . . . x,,, 
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in g E W. Here Wia) are maximal subsets of W such that g(u) E h(a)F* for 
every g, h E W{“‘. Then AN = A i u . . u A, is a disjoint union of subsets 
determined by this action-that is, every Ai is the inverse image in AN of 
some (WY), . . . . Wt’}, us AN. In other words for every i, j and all a E Ai, 
g, h E WI”’ we have h(u) l g(a)F*. Now, the identityf(x,, . . . . x,) = 0 means 
that 
0= -f 1 h(u) = f 1 E.,s,(u), 
i=l hEWj.l i=l hsWt4) 
(*I 
where h(u) =&s,(u) for some 1, E F*, sJu)EMJ~). This is equivalent to 
saying that Chc W;p,) A,, = 0 for all i= 1, . . . . n,, because SJU) =~,(a) for g, 
h in the same Wfa). Note also that the scalars I, are independent of the 
N choice of a within given Aj. Since AN=A,u ‘.. uA,, then AN&A = 
A,u ... u A, where the closures are considered in the corresponding affine 
n2N space. 
But Ai satisfies the same generalized semigroup identities as Ai, as 
mentioned before. Thus, the fact that SJU) = s,(u) for all g, h E WY’, 
i = 1, . . . . n,; a E Ai, implies that the same identity is true for all b E x. This 
together with (*) shows that f(b) = 0 for all b E& It follows that f(x) = 0 
is an identity for all x = (x,, . . . . xN) in AN = z u . .. u x. Since - 
A” x . . . x A’m = AN and scalars “ii are arbitrary, this establishes (1). 
(2) N If A is an irreducible subset of &‘Jk), then A also is an irreducible - N algebraic set, so that the fact that AN E 2, u . . . u A, implies that A E x 
for some i. Hence Wj= Wl”‘= Wib’ for all a, bc AN, so that (*) is 
equivalent to the system of generalized semigroup identities 
S/lb) =$.(x) for all i and h, g E W,. 
This proves (2). 
As an immediate consequence of the assertion (1) of Proposition 1.1, we 
derive the following result on the connections between the properties of the 
algebras F[ S], F[ 31. 
THEOREM 1.2. Let SE ./Y,,(k) be a semigroup. Then 
(1) Z(FCSl)=Z(FCSI)nFFCSI, 
(2) if uF[S] is a nilpotent right ideal of F[S], a E F[S], then uF[S] 
also is nilpotent, 
(3) if F[S] is prime (semiprime respectively), then F[S] is prime 
(semiprime), 
(4) if ch(F) = 0, then 3(F[S]) = 3(F[s]) n F[S]. 
481/151/2-4 
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Proof: We use Proposition 1.1 with respect o the generalized identities 
( 1) xa - ax = 0 for a E J’[ S] and arbitrary x E S, 
(2) ax, uxl.. . ax, = 0 for arbitrary xi E R’[S], 
(3) axb =O, (or uxu=O), for arbitrary XEF[S]. 
The last assertion follows from (2) and the fact that s(F[S]) is a nilptent 
ideal, [9, Theorem 3.51. 
We note that the converse of (3) does not hold in general. For example, 
if S is an infinite cyclic subsemigroup of k*, then F[S] is not prime, and 
it is not semiprime if ch(F) divides the order of an element in k*. Another 
example is obtained as follows. Let GE GL(2, k) be the group of all upper 
triangular matrices. Then G consists of all upper triangular matrices in 
4$(k). Thus the set of strictly upper triangular matrices is a nilpotent ideal 
of G. Then J(F[G]) #O, but J(F[G]) = 0. 
Remark 1.3. Let S be a subsemigroup of GL(n, k). Denote by G the 
group generated by S, and by 3 the closure of S in GL(n, k). From 
Theorem 1.2 it follows that 
F[S] prime * F[G] prime * F[ S] prime, since G E 3 
as well as similar implications for semiprimeness. The latter implication is 
true in the more general setting of an arbitrary semigroup S generating a 
group G, [7]. The proof employs so-called d-methods in group algebras 
[12], which as in Proposition 1.1 allow us to show that any generalized 
linear identity which is satisfied in F[S] is also valid in F[G]. We also 
note that, since Z(F[S])= Z(F[3’]) n F[S], Z(F[S]) is spanned by 
elements of the form CstD(,) s, where o(t)= {grg-’ 1 gG s} and 
Tad= {u~Snd(z) 1 gag-‘ES for every gGs}, cf. [8, Section 11.31. 
Here d(s) stands for the K-subgroup of 3, and d(S) is the analogue of 
d(s) defined for cancellative semigroups in [3]. 
We will need the following consequences of Proposition 1.1 later. 
COROLLARY 1.4. Let H be a normal subgroup of a group GE GL(n, k). 
Zf F is a $eZd of characteristic zero, then J(F[R])=J(F[G])n F[B], 
where R, G are the closures of H, G in A”(k). 
ProoJ We know that N= s(F[ff]) is nilpotent, say N’=O. Let 
g,, . . . . g,E G. Then 
~gl~g*...~gr=~g,~g,'glg*~(glg*)~'...gl...g,-l 
xN(g, )...) g,_,)-' g, . ..g.GN'g,...g,=O 
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because gJjg - ’ = R for every g E G. Hence (NF[ G] )’ = 0. Proposition 1.1 
implies that (NF[G])‘=O, so NsJ(F[G]). The result follows. 
2. CONNECTED ALGEBRAIC MONOIDS 
Let M be a linear algebraic monoid. We say that M is connected if the 
underlying closed set is irreducible. Then the group of units G of M is a 
connected algebraic group. The theory of connected algebraic groups is 
classical and well developed, cf. [20]. We refer to [ 151 for the theory of 
connected linear algebraic monoids. Let M be a linear algebraic monoid. 
Then 1 lies in a unique irreducible component MC of M, and MC is a con- 
nected monoid. If G is a linear algebraic group, then G” 4 G and H = G/G” 
is a finite group. In particular for any field F, the group algebra F[G] is 
a crossed product of H over F[G’]. The connection between linear 
algebraic monoids and connected algebraic monoids is not yet well under- 
stood. However in trying to develop a theory of semigroup algebras of 
linear algebraic monoids, it is natural to begin by considering connected 
monoids. 
THEOREM 2.1. Let M be a connected monoid with group of units G. 
For a, b E M, define a-b if E(MaM) = E(MbM) and eaf = ebf for all 
e, f E E(MaM). Then - is a congruence on M andfor any field F of charac- 
teristic zero, 3( F[ M] ) = s( - ). 
Proof Let a, bE F[M] such that a-b. By [ 15, Corollary 3.301, 
E(MaM) = E(MaM). By [ 15, Theorem 5. lo], MaM and hence MaM has 
a maximum regular f-class J. Let e E E(J). Then J = GeG by [ 15, Proposi- 
tion 6.11. If Z=MeM, then MUM/Z, MbMjZ are nil. By [6] or [13], 
(MaM u MbM)’ s Z for some positive integer t. Let g, h E G. Then g-leg, 
heh - ’ E E(J). So 
g-‘egaheh-’ =g-‘egbheh-‘. 
It follows that xay = xby for all x, y E J= GeG. Thus xay = xby for all 
x, yEJ=MeM. Let ZEF[M]. Then [(a-b)z]‘EF[Z]. Since ZcMeM, 
we see that 
[(a-b)z]2’+1 = [(a-b)z]‘(a-b)z[(a-b)z]‘=O. 
Thus a-b E 3(F[M]). It follows that g( - ) E J = J(F[M]). We need to 
show that J E g( -). Suppose not and let IE 3\%( - ) with Isupp(Z)) 
minimum. Let J be a maximal regular p-class of M supp(Z)M, e E E(J). So 
J= GeG. There exists a E supp(Z) such that J& MaM. Then E(MeM) = 
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E(MaM) = E(MaM) and J is the maximum regular y-class of MaM. Let 
H denote the Z-class of e, r= G x G, 
@#Q= {(x, y)erl exuyeEH}. 
By [15, Lemma 3.271, 52 is an open (and hence dense) subset of IY For 
b E supp(Z), b # a, let 
r,= {(x, y)~rl exaye=exbye}. 
Clearly each r, is a closed subset of r. We claim that 
mu r,. (1) 
Suppose not. Then there exists (x, y)~ Q such that (x, y) 4 r, for all 
b E supp(l), b # a. Then exaye E H n supp(exlxe). This is a contradiction 
since F[H] is semisimple, H being a linear group. Thus (1) holds. So for 
some b E supp(Z), b # a, 52 c I-,. Hence r, = r. Then J s MbM and hence 
E(MbM) = E(MuM). Also, since r= r,, xuy = xby for all x, y E J. Since 
J = MeM, xay = xby for all x, y E MeM. Since E( MeM) = E( MUM), we see 
that a-b and a- bE s( - ). Let 1, be obtained by replacing a by b in f. 
Then for some C(E F, 1, =I+ ct(b-a) and Isupp(l,)l < lsupp(Z)l. Now 
a(b - a) E $j( - ) E 3. Hence I, E 3. By the induction hypothesis, 1, E g( - ). 
Hence 1 E ?j ( - ) and Pj( - ) = 3. The proof also shows that for a, b E M, 
a -b E 3 if and only if a - 6. In particular, - is a congruence on M. This 
completes the proof of the theorem. 
Remark 2.2. If M is a connected regular monoid, then the congruence 
- can also be described as: a - b if and only if a$b and xay = xby for all 
x, y E MUM. Therefore, - can be defined by means of certain identities on 
M, namely a - b if and only if 
uaxayaz = uaxbyaz 
ubxbybz=ubxaybz 
for all U, x, y, z in M. 
EXAMPLE 2.3. Let 
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Then M is a connected monoid which is not regular. However, by Theorem 
2.1, F[M] is semisimple for any field F of characteristic zero. 
We now restrict ourselves further to regular monoids. Let M be a con- 
nected monoid with group of units G. Let rad G denote the radical of G 
(i.e., the maximal connected normal solvable subgroup). Then by the 
results of Renner and one of the authors [ 14, 161 or [ 15, Theorem 7.43 M 
is regular if and only if rad is a completely regular monoid. 
THEOREM 2.4. Let M be a connected regular monoid with group of units 
G and kernel K. Then for any field F of characteristic zero, the following 
conditions are equivalent. 
(a) F[M] is semisimple. 
(b) F[rad G] is semisimple. 
(c) F[ K] is semisimple. 
(d) For all e, f E E(K), e #f, there exist x, y E K such that ex # fx, 
ye # yf. 
Proof That (a) 3 (b) follows from Corollary 1.4 since G= M. That 
(a)*(c)*(d) is obvious. We now prove that (b)*(d). Suppose there 
exist e, f E E(K), e #f such that ex = fx for all x E K. Then by [ 15, 
Theorem 6.301, e, f EKr=KnradG. So e-f EJ(F[K,])EJ(F[radG]) 
since K, is an ideal of rad G. 
So we are left with proving (d) 3 (a). Suppose F[M] is not semisimple. 
Then by Theorem 2.1, Remark 2.2, there exist a, b E M, a # 6, a$b such 
that xay= xby for all x, ye MaM. Suppose xa #xb for some x E MaM. 
Thenifa,=xa,b,=xb,thena,#b,,a,~b,,a,y=b,yforally~MaM~ 
Ma, M. Thus without loss of generality, we can assume that either xa = xb 
for all x E MaM or ay = by for all y E MaM. By symmetry let ay = by for all 
y E MaM. Now by [ 15, Proposition 6.11, there exist g E G, e E E(M) such 
that a=ge. Then f =g-‘bEJ=GeG, e#f, 
ey=fy for all y E MeM. (2) 
In particular e = ee = fe. Since e$f, we see [ 13, Lemma 41 that f2 = f, 
eBf. There exists h E E(K) such that e > h. Then fh = h. Suppose hf = h. 
Then f 2 h. By [ 15, Theorem 6.71, 
e, f EM,,= (aEM ah=ha=h}’ 
By [15, Theorem 7.43, M, is a connected regular monoid with zero h. By 
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[ 15, Proposition 7.61 there exist e,, fi E E(M) such that e9e,, JYf,, 
e,fi=fie,. Sinceesf, e#f, we see that e,#f,. So e,fi$J. Thus by (2), 
e=ee,=fe,=ff,e,r$J. 
This contradiction shows that h, = hf # h. By (2), for all x E K, 
hx=hex=hfx=h,x. 
Also 
h;=hfhf =hhf =hf =h,. 
So h, E E(K) and (d) is not valid. This completes the proof of the theorem. 
Let A4 be a connected regular monoid with group of units G, F a field 
of characteristic zero. By Theorem 2.4 the semisimplicity of F[M] is equiv- 
alent to the semisimplicity of F[rad G]. Thus without loss of generality 
assume that G is solvable (i.e., a group of triangular matrices). Then M is 
completely regular. These monoids were classified by Renner [ 181. Let 
G = TU where T is a maximal torus of G and U the unipotent radical of 
G. Let e denote the minimum idempotent of i=. Renner’s classification relies 
on the following three subgroups of U: 
U+={uEUIeu=e} 
U,={uEUIeu=ue) 
U~={uEUIue=e}. 
Then UO normalizes U+ and U- and the product map U+ x U, x Up -+ U 
is surjective. With additional mild geometric assumption of normality of M 
(this means that the coordinate algebra is integrally closed), the product 
map is an isomorphism of varieties. When only the action of T on U (by 
conjugation) is considered, the same three subgroups arise via the work of 
Bialynicki-Birula [ 11. 
COROLLARY 2.5. Let A4 be a connected completely regular monoid with 
a solvable group of units G = TU. Let V = U + U-. Then for any field F of 
characteristic zero, F[M] is semisimple if and only if 
{UGUI v#cv}=u-. 
Proof: Let K denote the kernel of M. Suppose F[M] is not semisimple. 
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By [ 15, Corollary 6.81 all idempotents of E(K) are conjugate in M. Hence 
by Theorem 2.4 there exists f~ E(K), e # f, such that either ex = fx for all 
x E K or else xe = xf for all x E K. By symmetry let ex = fx for all x E K. 
Then e.$?f. By [15, Corollary 6.81, there exists UE U such that eu= f. 
Since e#f, u$ U+. Let VE U+. Then 
e = eve = fve = ewe. 
So f,=euvcE(K), e9i’fl. So fi=ew for some WEU-. So e=euvw-’ and 
uvw -‘EU+. Thus UVEU’W~U~U~ and uU’cU+U-. Hence uVSV, 
u$ u+. 
Conversely suppose there exists u E U, u 4 U+ such that UV 5 V. Then 
uu+ E u+ u-. 
Inparticular~EU~U-,eue=e.Letf=euEE(K).Sinceu~U+,f#e.Let 
gEG=UtUpUoT. Theng=u,u,u,t for some u~EU+, u,EU-, u,EU,, 
t E T. Now uul E uU+ z U+ U-. So euu, e = e. Thus since T is commutative, 
ege=eu,u,u,te=eu,u,te=eu,eu,t=eu,t, 
fge=euu,u,u,te=euu,u,eu,t=euu,eu,t=eu,t. 
So ege = fge for all g E G. Since K = GeG by [ 15, Proposition 6.11, we see 
that ex = fx for all x E K. By Theorem 2.4, F[M] is not semisimple. 
EXAMPLE 2.6. Let 
Then A4 is a connected completely regular monoid with a solvable group 
of units. By Corollary 2.5, F[M] is semisimple for any field F of charac- 
teristic zero. 
EXAMPLE 2.7. Let 
Then M is a connected completely regular monoid with a solvable group 
of units. By Corollary 2.5, F[M] is not semisimple for any field F of 
characteristic zero. 
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We next consider regular monoids with zero. These were classified by 
Renner [16]. By [15, Theorem 7.31 any maximal subgroup of such a 
monoid is reductive (i.e., has no non-trivial normal unipotent subgroups). 
We begin by observing 
PROPOSITION 2.8. Let G be a reductive group. Then for any field F, 
J(F[G]) = 0 ifch(F) = 0 or ch(F) = ch(k). 
Proof It is well known that 3(F[H]) = 0 for any linear group H if 
ch(F) = 0. Thus, assume that ch(F) = ch(K) =p > 0. From [20, Proposition 
6.151 it follows that G/Z is a product of finitely many simple infinite 
groups where Z denotes the center of G. Then G has no invariant finite 
subgroups of order divisible by p. From [22] it follows that J(F[G]) = 0. 
THEOREM 2.9. Let A4 be a connected monoid with zero, and F a field. 
Then F[M] is semisimple if and only if A4 is regular and the characteristic 
of F is either zero or else equal to the characteristic of k. 
Proof Suppose A4 is not regular. Then by [ 15, Theorem 7.31, M has 
a non-zero nilpotent ideal N. Then F,,[N] is a non-zero nilpotent ideal of 
F,[M]. So FJM] and hence F[M] is not semisimple. 
So assume that A4 is regular. If F is of characteristic zero, then by 
Theorem 2.4, F[M] is semisimple. So let ch(F) =p > 0. Suppose ch(k) = p. 
By [ 15, Theorem 7.31, any maximal subgroup H of A4 is a reductive group. 
By Proposition 2.8, F[H] is semisimple. So by the proof of Theorems 2.1, 
2.4, F[M] is semisimple. Finally assume that ch(k) #p. Then there exists 
1 # u E k such that up = 1. Now the center Z of the group of units G of A4 
is of dimension b 1 by [ 15, Theorem 6.301. Hence k* embeds into Z. So 
F[Z] and hence F[M] has a non-zero central nilpotent element. Hence 
F[M] is not semisimple. This completes the proof of the theorem. 
By Theorem 1.2 and Theorem 2.9 we have 
COROLLARY 2.10. If S is a (Zariski) dense subsemigroup of a connected 
regular monoid with zero, then F[S] is semisimple for any field F of charac- 
teristic zero. 
We note that any infinite subset of k is Zariski dense. Hence, for exam- 
ple, @[M&Z + )] is semisimple. We also obtain the following result of the 
authors [9, Theorem 3.61. 
COROLLARY 2.11. If L is an infinite field, then F[A’JL)] is semisimple 
for any field F of characteristic zero. 
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Corollary 2.11 remains valid for finite fields L, cf. [9, Corollary 2.101. 
However, this is a much more difficult result and does not follow from the 
results of the present paper. 
3. FULL LINEAR MONOIDS 
Let M be a connected regular monoid with zero. We know [ 15, 
Theorem 7.93 that the fundamental congruence p on M can be locally 
described by means of the centers of the maximal subgroups of A4 as 
follows: 
(a, 6) E p+oa%b and x-a~xbZ(H) for some (every) 
element x of the f-class of a in A4 such that xa lies in a 
maximal subgroup H of this f-class. 
Moreover, this description is right-left symmetric. We claim that for every 
prime number p the relation pp defined by 
(a, b) E pLp o a%‘b and xa E xbZ( H),, for some (every) x, H as above 
is a congruence on M. Here Z(H),, stands for the p-component of 
Z(H). Observe that pp restricted to any principal factor Jo = m( H, Z, N; P) 
of M is determined by the natural homomorphism YJl(H, Z, N; P) + 
W(H/Z(H),, Z, N; Q), where Q = (p,,Z( H),) if P = (p,,). In particular, 
pLp is an equivalence relation, and also the definition of pLp is right-left 
symmetric. Thus, we show only that (as, bs) E pp if (a, b) E pLp. Let x E M be 
such that xaya, xa = (~a)*, and xa = xbz for some z E Z(H),, where H is 
the maximal subgroup of A4 containing xa. Put e=xa. Since qb, then 
xb E H, so that xasy = xbzsy = zxbsy for y E A4 such that f = xusy is an 
idempotent 2-related to xas. The fact that a,ub implies that zf xbsy are in 
the maximal subgroup G containing f. Then f = ef, and f = zfxbsy so 
zf E Z(G). Now (zf )pm = zp”f = ef = f where zpm = e. Therefore xasyp,xbsy, 
and hence aspL, bs because xasyyas. 
PROPOSITION 3.1. Let A4 be a connected regular monoid with zero, and 
let F be a field of characteristic p > 0. Then g(p,) s J(F[M]). 
Proof: Since A4 has a chain M = M, 3 M, 1 . .. 1 M, = 0 of ideals with 
all factors completely O-simple, it is enough to show that every 
Ai=(&~)nF[Mi])/(?j(p,)nF[Mi~,]) is a radical ring. But Ai is an 
ideal of Fo[Mi/Mi_ i] and M,/M,- i N Im(G, I, N, Pbis a semigroup of 
matrix type over a connected group G. It is known that J(Fo[Mi/Mi- 1]) 
contains the Munn algebra 9J2(J(F[G]), Z, N; P) where Fo[Mi/Mj- 1] 
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is identified with %R(F[G], I, N; P), cf. [S]. Moreover 3(F[G])? 
w(F[Z(G),])--the augmentation ideal of the p-component of the center 
of G. Hence Ai c J(F,[M,/M,- r]) which proves the result. 
We conjecture that J(F[M])= g(p,,) if ch(F)=p>O. This will be 
proved for the basic class of regular connected monoids with zero-full 
linear monoids Jtd,(k), where k is an arbitrary infinite field not necessarily 
algebraically closed. In this case also J&(k) is not a finite union of proper 
closed subsets in the Zariski topology of .&$(k). The fundamental con- 
gruence ,U on An(k) is determined by apb if and only if a E Z(GL(n, k))b. 
Therefore a,upb if a = Ib for some A E k with Afl= 1, m > 1. For any two 
matrices a = (a,), b = (b,) E 4,,(k) we also define a relation fi by 
afib if and only if aiibkr = a,,b, for all i, j, k, 1. 
Clearly, if a # 0, b # 0, then apb exactly when apb. 
LEMMA 3.2. Let e= e2E .&,(k) be of rank r > 2. Assume that 
a,, . . . . a,E ./l,,(k) are such that e&?ai, e+Fai, i= 1, . . . . t. Then there exists 
gc GL(n, k) such that ege, ea, ge, . . . . ea,ge are all rank r matrices and 
ea, gepege. 
Proof: Let e = (2 z), ai = ({ i) be block matrix presentations for a 
fixed i. Then B # 0. Let G = GL(n, k). Then 
X,={gEGlegeisofrankr} 
X,= {geG 1 ea,ge is of rankr} 
are non-empty open subsets of G. Hence X= X, n X2 is a non-empty open 
subset of G. Let Y = { g E G 1 ege$eai ge}. Clearly Y is an open subset of G. 
We claim that Y# 0. Suppose that Y= 0. Then etiea,e, so A is a scalar 
matrix. Since r 2 2, we can find an (n - r) x r matrix D such that BD is not 
a diagonal matrix. Let 
Then ege = e but eai ge is not diagonal. So ege$eai ge, a contradiction. This 
shows that Y#0. Then Yi=Xn Y#@. Therefore V=Y,n ... n 
Y, # 0, where Yi are chosen for the subsequent ais. We can choose g E V. 
LEMMA 3.3. Let k E F, be an infinite field, q a prime. Then k*fk,* is an 
infinite group for every prime p. 
Proof: Suppose the contrary. Let L, c L2 c . . . be an infinite chain of 
finite subfields of k. Then Li = IF,, for some ni such that ni divides ni + 1. We 
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can assume that n,, i/n, is a prime number for every i refining this chain 
if necessary. We can also assume that k = ui,O Li. Choose n = ni such that 
q” - 1 =prz for some r > 1, and z maximal among all relatively prime to p 
divisors of all 49-l. Put m=ni+,, m = In. Then qm - 1 =psz for some 
s> 1, so that 
P 
3-r f-1 =-=l+q”+ .‘. +q 
q”- 1 
“-l’“=l+(p’z+l)+ ... +(p’z+l)‘-‘. 
Therefore 
P s--T= l+p’x 
for some positive integer x. Then I= p, which leads to a contradiction. 
THEOREM 3.4. Let M = A?,(k) for an infinite field k. Then for any field 
F of characteristic p > 0 we have J(F[M]) = S(P~). 
Proof: By Proposition 3.1 we know that g(p,) &3(F[M]). We first 
show that J(F[M]) A F[J] E g(pu,), where J is the ideal of all matrices of 
rank d 1 in M. Since J(F[k*])= w(F[k,*]) F[k*] E g&,), from [8, 
Proposition 1.5.141 it follows that it is enough to show that the contracted 
semigroup algebra F,,[J/pc,] has zero right and left annihilators. Hence we 
can assume n > 1. Suppose the contrary, for example, let IE F,[J] be such 
that ZFOIJ] E g(p,), 1$ g&,). Moreover 1 can be chosen so that supp(Z) is 
contained in an g-class of J. This is because, if I = 1, + . .. + I, for 
some Zi with supp(l;) in different &?-classes of J, then l,F,,[J] c 7j(p,). 
Multiplying on the left by some ge GL(n, k) we can assume that 
I=Ae+C:=, lZ,a, for some OfA, A,EF, e=e*EJ, e#a;EJ with e9?aj. 
We can then assume that the matrices e, a;, i = 1, . . . . t have the following 
block representation e = (i 8), ai = ($ $), where Ai = (a,,,, . . . . a,,,- 1). 
Choose y=(k t) for X=(xi,...,x,~i)‘. Then ey=e, aiy=(B’+gA’X i). 
Moreover Zy E eFOIM]e, so that ly E J(eF,[M]e) N J(F[k*]). It follows 
that some ai y is pp-related to e. This means that for every x, , . . . . x,- I E k 
there exists iE { 1, . . . . n - 1 } such that 
n-1 
c agx,+ B,Ekp*. (*) 
j= 1 
Choose x, , . . . . x,-r such that CaVxj=li#O for all i=l,...,n-1. This is 
possible because all Ai involved in (*) are nonzero, since otherwise Big kp*, 
and the fact that e - a, E g(p,) would allow us to proceed by induction on 
Isupp(l)l. Then for each x E k we have 
n-1 
1 a,jxjx=AixEkp*-Bi 
j=l 
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so that 
k=(k,*-B,)A;‘u ‘.. u(k,*-B,-,)A;:,. 
If ch(k) = 0 or k is not algebraic over its prime subfield, this is clearly 
impossible. Thus, assume that k c Fy for some prime q. Let T be any finite 
subfield of k containing all Bls, 1,;s. Then 
T=(T,*-B,)E.,‘u ... u(T,*-B,_,)3.;1,, 
which implies that 1 T( d (n - 1) / TZI. Therefore 1 T*/T,* 1 < n - 1, which 
implies that k*/k,* is finite. This contradicts Lemma 3.3, and completes the 
proof of the fact that 3(F0[.Z]) = g(~~) n F,[.Z]. 
Now suppose that z(F,[M]) # FJ(,q,). Let r be minimal such that there 
exists IE~(F’~[M])\~~(~~) with every matrix in supp(l) being of rank<r. 
Let I be the image of I in the algebra F,[L/p,], where L is the principal 
factor of matrices of rank Y in M. Let I be the ideal of matrices of rank < r 
in M. Then f~ 3(F0[L/pp]), and proceeding as above we can assume that 
Ix E s(p,) u F,[Z] for every matrix x of rank d r (we use the fact that the 
maximal subgroup H of L/,u~ satisfies 3(F[ H] ) = 0 by [ 11 I). We can also 
assume that f= ile + x 3.+zj for some 0 # E. E F, e = e2 E L, 2, E F, ai EL with 
e%!u,. By Lemma 3.2 there exists g E GL(n, k) such that ege, ea,ge are all 
of rank r, and (ea,ge)p(ege) for all i such that a,$?e. But fge=O. Then 
(ege) pp(ea, ge) for some i, so (ege) p(eaige). This implies that a,%e. Then 
we must have e,u,,a;, so that e - ui E g(p,,). This allows us to complete the 
proof by induction on Isupp(l)l. 
THEOREM 3.5. Let M= A,,(k) for an infinite field k. Then the contracted 
semigroup algebra F,[M/p] is prime for every field F. 
Proof: We first show that F,[J/p] is prime where J denotes the ideal 
of M consisting of matrices of rank < 1. J/p is a completely O-simple semi- 
group with no nontrivial subgroups, so that it is enough to show that 
F,[J/p] has zero right and left annihilators, [8, Proposition 1.5.141. 
Suppose for example that IF,[J] c s(p) for some IEF’,[J]\S(~). As in the 
proof of Theorem 3.4 we can assume that there exists e = e2 E J such that 
e E supp(l) and supp(l) is contained in the W-class of e in J. Let f be the 
idempotent of rank n - 1 in M such that ef = fe = 0. Write I= I, + I, where 
supp(Z,) E eMe and supp(l,) n eMe = @. Then uf # 0 for all a E supp(Z,), 
and I, f = 0. The induction on (supp(Z)l allows us to assume that 
Zf = I, f 6 s(p) because 1fJG g(p). Therefore C pi = 0, where 1, = C P,b, for 
some pi E F, bj E J. On the other hand, since k is infinite, there exists x E J 
such that ax # 0 for every a E supp(l). Since lx E s(p), this shows that the 
sum of the coefficients in I is 0. Therefore I, = C cliui for some ui E eMe and 
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CAKE F such that Ex, = 0. This means that I, E g(p). Hence induction on 
Isupp(Z)l eads to a contradiction, showing that F,,[J/p] is prime. 
Suppose now that F,,[M/p] is not prime. Then there exist 1, m E F,[M] 
such that lFo[M]m E g(p) but 1, m$ g(p). If Jl P 3(p) and mJ& g(p) 
then 1, m can be chosen from F,[J]. This contradicts the first part of the 
proof. Thus, by symmetry, we consider the case where mJs 3(p) only. 
Let r be the maximal integer such that supp(m) contains matrices of 
rank r. We know that r Z 2. Let L be the 2-class of A4 determined by 
matrices of rank r. We claim that there exist f=f2 E L, g E GL(n, k) 
such that supp(fm& n L $ g(p). Otherwise f, mf2 E Zu g(p) for every 
ji=fT E L, where Z is the ideal of F[M] generated by all matrices of 
rank < r in M. Then xmy E I u s(p) for all x, y E L. Consequently, either 
xm $ Iv g(p) for some x E L, or xm E Zu g(p) for all x E L. To come to a 
contradiction, by symmetry, replacing m by xm we can consider the former 
case only. Let m = m, + . . . + m, + ti so that each supp(m,) is in a different 
B-class of L and fi E I. Then we also have mi y EZU g(p) for all ye L 
because this holds for m. If some mi$ Zu g(p), then choose z E GL(n, k) 
such that zm, = Ae + Cil,ci for some 0 # A, ii E F, e = e2 E L, and e # cj E L 
with eat,. If h E GL(n, k), then zm,he EZU s(p). Thus m,he E Iv 3(p). It 
follows that cjhepehe for some j if ehe$Z. Since hE GL(n, k) is arbitrary, 
Lemma 3.2 implies that c,%‘e for some j. Then c,pe, so that e - cj E g(p). 
Therefore the element t = zm, - E,(e - zci) $ s(p), Isupp(t)( < lsupp(zm,)l = 
Isupp(m,)l, and ty~lu g(p) for all YE L. Induction on Isupp(mi)l allows 
then to prove that miE g(p). Hence m EZU g(p), which contradicts the 
choice of m. This establishes existence of a desired idempotent f, and 
g E CL@, k). 
Now fmdJ’fmJcg(p) and fmgf$Zu s(p) allows us to pass to the 
monoid fMf N I& replacing m by fmgf. We then can assume that the 
identity of M is in supp(m). Let 0 #be J. The fact that mxbE g(p) for 
every x E M implies that for every x E A4 there exists 1 #a E supp(m) such 
that either xb=O or xbpaxb. The latter means that axb=axb for some 
c( E k. Therefore 
M= (j M,,u N 
is a finite union of sets M,, = {XE A4 I ixb = axb}, where aE supp(m), 
a # 1, and ;1. is an eigenvalue of a, and N = {x E A4 1 xb = 0). Since every 
A4 a,j., and N, is a closed set, we must have A4 = M,, for some a, 1. Then 
Ay = ay for all YE J, so that a is a scalar matrix. Therefore supp(m) con- 
tains a pair of p-related matrices. This allows us to complete the proof by 
induction on Jsupp(m)l. 
We note that a similar proof would show that the congruence p+ 
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determined on M= &Jk) by the torsion subgroup of k* is the minimal 
congruence on M such that F,JM/p+] is prime for all fields F. 
In the above proof it has been in fact shown that every contracted 
principal factor algebra of F[M] is prime. 
We close this section with a result on semigroup algebras of the multi- 
plicative semigroup of certain rings. It extends Corollary 2.11, and [9, 
Corollary 2.101 showing also that primeness of a ring can play a role 
similar to the connectedness of linear monoids. For every ring R, we let R, 
denote the multiplicative semigroup of R. 
THEOREM 3.6. Assume that R is a unitary algebra over a field k which 
satisfies a polynomial identity. Let F be a field of characteristic zero. Then 
3(F[R,]) = 0 if and only if R is semisimple. 
Proof: Assume first that R is semiprime. We use the following general 
fact. If S is a semigroup with a family of congruences p,, c( E d, satisfying 
the conditions 
0) Led pa is the trivial congruence on S, 
(ii) for every a, /I Ed there exists y E d with pY c pII n pg, 
(iii) 3(F[S/p,]) = 0 for all a E&‘, 
then J(F[S]) = 0, cf. [12, Lemma 7.4.31, [S, Corollary 1.4.41. Consider 
first the family of congruences on R, of the form pPIn np,r where m 2 1, 
Pi are prime ideals of R, and for every ideal I of R, p, is defined 
by ap,b if a-b EZ. Since R is semiprime, condition (i) is satisfied. Since 
(ii) is clear, it is enough to show that 3(F[R,.p,]) =0 for every 
z= P, n . .’ n P,. Obviously R,/p, N (R/Z),. Since R is a PI-algebra by 
Posner’s theorem [ 12, Corollary 5.4.111, the latter is a linear semigroup 
over a field L 3 k. Let T= R/Z. Consider the family of congruences 
pM, n ._ n Mn on T, where n > 1, and Mi are maximal ideals in T. Since T, 
is linear, 3(F[T,]) is nilpotent by [9, Theorem 3.51. While T is a PI- 
algebra, J(T) is the intersection of maximal ideals of T, cf. [ 12, Theorem 
5.3.41. As above, it is then enough to show that J(F[U])=O, where 
U=(T/J), for some J=M,n ... nM,. But T/J-TjM,@...@T/M,, 
so that F[U] 1: F[(T/M,),]OF... @,F[(T/M,),]. Since ch(F)=O, 
J(F[ U]) = 0 whenever all factors are semisimple, cf. [ 12, Theorem 7.3.91. 
This reduces the proof to the case where R N J&(D) is a simple PI-algebra 
over a division algebra D. If D is finite, then it is a field, so the semi- 
simplicity of F[R,] follows from [9, Corollary 2.101. Assume that D is 
infinite. Since [D :Z(D)] < co, R is an algebra over the infinite field Z(D). 
Hence R, E ~~D:zcD,lMD)) is a linear monoid, whose closure over Z(D) 
is the simple finite dimensional algebra Ar(D) Ozco, Z(D). Hence the asser- 
tion follows from Corollary 2.10. 
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Now, assume that R is not semiprime. Then the contracted semigroup 
algebra F,,[R,] has a nilpotent ideal F,[Z,] where I#0 is a nilpotent 
ideal of R. Since F[R,] 2: F,[R,] @ F, the result follows. 
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