We now described an interesting application of SVD to text documents. Suppose we represent documents as a bag of words, so X ij is the number of times word j occurs in document i, for j = 1 : W and i = 1 : D, where W is the number of words and D is the number of documents. To find a document that contains a given word, we can use standard search procedures, but this can get confused by synonomy (different words with the same meaning) and polysemy (same word with different meanings). An alternative approach is to assume that X was generated by some low dimensional latent representationX ∈ IR K×D , where K is the number of latent dimensions. If we compare documents in the latent space, we should get improved retrieval performance, because words of similar meaning get mapped to similar low dimensional locations.
where UU T = I and V T V = VV T = I. We can construct a rank K approximation using:
where
The low-dimensional vector representation of document j (the j'th column of X) isd j , the j'th column of V T K :
So the rows of V K are the low dimensional representations of the documents. Documents with semantically similar terms get mapped to similar locations. We can then use the low dimensional representations of documents for visualization, clustering, etc. In order to do retrieval, we make a query document d q containing the query terms, and project it into the same low-dimensional space:d
We then compared q with eachd j . It is common to measure the similarity between two vectors using the cosine similarity rule:
where x and y are two document vectors. We then return the documents with the smallest angle.
