We prove that bounded harmonic functions of anisotropic fractional Laplacians are Hölder continuous under mild regularity assumptions on the corresponding Lévy measure. Under some stronger assumptions the Green function, Poisson kernel and the harmonic functions are even differentiable of order up to three.
Introduction
Let d ≥ 2 be a natural number and let α ∈ (0, 2). We investigate a convolution semigroup of nondegenerate symmetric α-stable probability measures {P t , t > 0} on R d with the corresponding Lévy measure ν (for definitions see Section 2). Each P t has a smooth density p t . We consider the potential measure V = ∞ 0 P t dt and the potential kernel
We recall that V (x) = |x| α−d V (x/|x|), but the function may be infinite in some directions ([12, pp. 148-149] ). It is known that if ν is a γ-measure on S (see (4) ) with γ > d − 2α, then V is continuous hence bounded on S (see [13, Theorem 1] ). Conversely, if V is bounded on S then ν is a (d − 2α) -measure on S ( [13, Theorem 2] ).
In the present paper we study Hölder continuity and differentiability of V . In what follows we assume that ν is a γ-measure on S, see (4) . We denote
We note that γ ≤ d, therefore κ 0 ≤ 2α < 4. The following theorem is our main result on the regularity of the potential kernel (for the definition of the relevant function spaces see below). A is called anisotropic fractional Laplacian and it is a restriction of the infinitesimal generator of {P t } [24, Example 4.1.12]. In the special case of ν(dy) = c|y| −d−α dy we obtain the fractional Laplacian ∆ α/2 . For properties of ∆ α/2 and a discussion of equivalent definitions of its harmonic functions we refer the reader to [5, 9] .
Harmonic functions corresponding to A, or ν, are defined by the mean value property with respect to an appropriate family of harmonic measures, see Section 2. We denote
and we observe that κ 1 = κ 0 − α and κ 1 ≤ α < 2. If κ 1 ≤ α < 1 then we can take ρ = κ 1 and if κ 1 > 1 then ρ ∈ (1, κ 1 ).
In particular every bounded function harmonic in B(0, 1) is Hölder continuous if κ 1 ∈ (0, 1] and even differentiable if κ 1 > 1. We note that for α ≥ 1 an explicit value of ρ can be obtained from Lemma 11 and (46) .
Here are a few comments about the general context of our study. A primary source of motivation for this study is the potential theory of the second order elliptic partial differential operators. Hölder continuity of harmonic functions of the second order elliptic partial differential operators in divergence form was proved independently in [18] and [35] . J. Moser in [34] gave another method of the proof using Harnack's inequality and an iteration technique that has been later used successfully in many other situations. In these papers the local character of the operators is crucial. Perturbations of strongly elliptic operators by 'smaller' nonlocal operators can also be dealt with as shown in [32, 21, 27 ].
Harnack's inequality and Hölder continuity for bounded harmonic functions of purely nonlocal integro-differential operators with kernels ν(x, dy) were obtained in [2] . We note that the results of [2] were restricted to absolutely continuous ν(x, dy) with densities comparable to |y − x| −d−α . The class of considered operators then gradually extended, see [40] and [39] . In [1] the Hölder continuity is proved without the assumption that the density exists. Instead, the measures ν(x, ·) considered in [1] satisfy some regularity conditions and estimates from below. Similar, slightly weaker assumptions yield in [22] logarithmic modulus of continuity for harmonic functions: |u(y) − u(x)| ≤ c u ∞ | log |y − x|| −ρ . In our study, initiated in [10] (see also [11, 12, 13] ), we restrict ourselves to the translation invariant case ν(x, A) = ν(0, A − x) = ν(A − x) but we do not generally rely on the existence of the density of the Lévy measure ν, and we do not assume estimates for ν from below. We thus allow for much more anisotropy than [2, 40, 39, 1, 22] . It should be made clear that while our study is analogous to the study of symmetric second order elliptic differential operators with mere constant coefficients the variety of different behaviours of the resulting fractional Laplacians makes the subject very complex and interesting. We believe that the study paves a way to further generalizations in spirit of [2] and may also contribute to the general potential theory.
The main focus of the present paper are estimates of the potential kernel V (x) (Theorem 1). This is a prominent harmonic function of A on R d \ {0}, see [12] , and results for more general harmonic functions (Theorem 2) may be considered as consequences of such estimates. For sufficiently regular ν and α > 1/2 we obtain the differentiability of harmonic functions which is a new result even for absolutely continuous measures. Our methods are mainly analytic although we use a probabilistic framework to define some of the objects in question. We do not use Moser's method here because the Harnack's inequality may not hold even if ν has a bounded density (see [12] ). We base our development on certain estimates of the derivatives of transition densities (Lemma 3), extending some of the results of [29, 13, 44, 36, 20] .
Apart from Theorem 1 and 2 we obtain here several results concerning regularity of transition densities, Green function and Poisson kernel for the ball (see Lemma 3, Proposition 1, Lemma 9, 10 and 17). These objects were investigated in detail in the isotropic case ν(dy) = c|y| −d−α dy. The results obtained include estimates of the Green function and Poisson kernel (see [28, 26, 31, 30, 6] ), estimates of the derivatives of transition density and resolvent (see [7, 29] ) and gradient estimates of harmonic functions (see [8] ). The main difficulty of the present study in comparison to the isotropic case is the lack of explicit formulas, e.g. for the Poisson kernel or the Green function for a ball.
The paper is organized as follows. Definitions and preliminaries are given in Section 2. In Section 3 we estimate the derivatives of the transition densities extending the estimates of the semigroup and potential kernel given in [13] . At the end of Section 3 we prove Theorem 1. The continuity estimates of the Green function and its derivative are proved in Section 4. In Section 5 we investigate the regularity of the Poisson kernel. Theorem 2 is proved in Section 6.
Preliminaries
The general references for this section are [14, 15, 16, 38, 3, 4] . Recall that d ≥ 2 and α ∈ (0, 2). We explicitly exclude d = 1 as it leads to the well-know rotation invariant case (for which see, e.g., [5, 9] ). |y − x| < r}. We denote S = {x ∈ R d : |x| = 1}. All the sets, functions and measures considered in the sequel will be Borel. For a measure λ on R d , |λ| denotes its total mass. We call λ degenerate if there is a proper linear subspace M of R d such that supp(λ) ⊂ M; otherwise we call λ nondegenerate. In what follows we will consider measures µ concentrated on S. We will assume that µ is positive, finite, nondegenerate (in particular µ = 0), and symmetric:
We will call µ the spectral measure. We let
where 1 D is the indicator function of D. Note that ν is symmetric. It is a Lévy measure on R d , i.e.
For r > 0 and a function ϕ on R d we consider its dilation ϕ r (y) = ϕ(y/r), and we note that ν(ϕ r ) = r −α ν(ϕ). In particular ν is homogeneous: ν(rB) = r −α ν(B) for B ⊂ R d . We consider, after [13] , an auxiliary scale of smoothness for ν.
Definition 1
We say that ν is a γ-measure on S if there exists a constant c such that
, it is at least a 1-measure and at most a dmeasure on S. If ν is a γ-measure with γ > 1, then µ has no atoms. Finally, ν is a d-measure if and only if it is absolutely continuous with respect to the Lebesgue measure and its density function is locally bounded on R d \ {0}. We consider the semigroup of stable probability measures {P t , t > 0} with the Fourier transform F (P t )(u) = exp(−tΦ(u)), where
Here u · ξ denotes the usual inner product of u, ξ ∈ R d . Since µ is finite, homogeneous and nondegenerate,
We also letν = 1 B(0,1) c ν, andν = 1 B(0,1) ν and consider the corresponding semigroups of measures {P t , t ≥ 0} and {P t , t ≥ 0} such that
We then have that P t =P t * P t , t ≥ 0.
The measures P t andP t have rapidly decreasing Fourier transform hence they are absolutely continuous with smooth bounded densities denoted p t (x) and p t (x), respectively. Of course,
By using (5) we obtain the scaling property of {p t }:
In particular,
If ν is a γ -measure on S then we have
see [13] or [44] . We define the potential measure of the semigroup {P t }:
Since α < d, by (9) , V is finite on bounded subsets of R d . Let
We call V (x) the potential kernel of the stable semigroup. By (8)
If ν is a γ -measure on S and
The Lévy measure ν determines the symmetric stable Lévy process (X t , P x ) with generating triplet (0, ν, 0). The transition probabilities of the process
The trajectories are right continuous with left limits and the process is strong Markov with respect to the so-called standard filtration (see, e.g., [38] , [3] , or [4] ).
For open U ⊂ R d we denote τ U = inf{t ≥ 0; X t ∈ U}, the first exit time of U. We write ω 
By the strong Markov property
for every bounded open set U with the closureŪ contained in
by a convention. Under (14) it will be only assumed that the expectation in (14) is well defined (but not necessarily finite). Regular harmonicity implies harmonicity, and is inherited by subsets U ⊂ D. This follows from (13) .
We denote by p D t (x, v) the transition density of the process killed at the first exit from D:
Here p(t, x, v) = p t (v − x). We will assume in the sequel that D is regular:
.g., [16] ). The strong Markov property yields
and we call
. This holds, e.g., if ν is a γ-measure on S and γ > d − 2α (see [13, Theorem 1] ). In particular
The Green function is symmetric:
Similarly, the Green function
We like to note that V (x, v) may be infinite at some points x = v, see Introduction. Thus harmonic functions need to be defined by the mean value property (14) rather then in terms of the anisotropic fractional Laplacian A. However, if a function ϕ belongs to the domain of the infinitesimal generator A ′ of the process, which is an extension of A, and A ′ ϕ(x) = 0 for every x ∈ D then ϕ is harmonic in D in the sense of (14) . It follows from the fact that
is a martingale with respect to P x (see, e.g., [17] ). By Ikeda-Watanabe formula [23] we have
If the boundary of D is smooth or even Lipschitz then [33] , [45] ). In this case ω x D is absolutely continuous with respect to the Lebesgue measure on D c . Its density function, or the Poisson kernel, is given by the formula (see [13] )
Note that such D is regular, which follows from scaling and the fact that (20) (see [42] or [36, Lemma 5] ). In particular the above considerations apply to D = B(0, 1).
It follows from (5) that for every r > 0 and x ∈ R d the P x distribution of {X t , t ≥ 0} is the same as the P rx distribution of {r
which we will call scaling, too. It yields that for u harmonic on D, the dilation, u r , is harmonic on rD. A similar remark applies to translations.
Let For every s > 0, s ∈ N and open set D ⊂ R d we denote by C s (D) the Hölder space of order s (see, e.g., [43] ), i.e.,
where C 0 (D) denotes the set of bounded and uniformly continuous functions on D and for n ∈ N, We use c (with subscripts) to denote finite positive constants which depend only on the measure µ and the constant γ, the dimension d and the index α. Any additional dependence is explicitly indicated by writing, e.g., c = c(β, n). The value of c, when used without subscripts, may change from place to place.
Transition density and potential kernel
We first investigate the regularity of the density of the semigroup {P t , t ≥ 0} generated by the measureν = 1 B(0,1) ν. Let S(R d ) denote the usual Schwarz space of smooth rapidly decreasing functions (see, e.g., [37] ).
where y β = y Therefore, we can change the order of differentiation and integration, obtaining
where
We use the multivariable version of Faa di Bruno's formula (see [19] ) for the function f (u) = F (P t )(u) = exp(tΦ(u)) to obtain for every
where P denotes the set of all partitions of the set {1, . . . , k}. The formula is still valid if some of the variables u 1 , . . . , u k on the left hand side denote the same variable and then the corresponding terms in the sum are multiply counted. Since g(u) ≤ 1 + |u|, we get
Lemma 1 yields that for every β ∈ N d 0 and q > 0 there exists a constant c = c(β, q) such that
The proof of the following lemma is based on the ideas of the proofs of [36, Theorem 3] and [13, Lemma 6] . In what follows we use the convention D 0 = Id. 
Proof. We have
Also, 
Hence for q = γ + α + 1 by (22) we obtain
Since D β p 1 is bounded we also have |D β p 1 (y)| ≤ c(β)(1 + |y|) −α−γ . We note that explicit estimates for the first derivative of the transition density in the isotropic case of ν(dy) = c|y| 
Proof. By the Lagrange's theorem we obtain
where θ ∈ [0, 1]. If |y − x| < 1 we get by Lemma 2
For |y − x| ≥ 1 we have
Proof of Theorem 1. We will first prove that for every
By scaling property (8) we have for every
For
and this yields (24) and the continuity of D β V (x) for x = 0. Hence we have
where k > 0. This yields (1). Let |y − x| < 1/4 and |x| > 1, |y| > 1. By scaling and Lemma 3
This yields
Let κ 0 ∈ N and |β| = [κ 0 ]. We have
then also we can write
Therefore, by (25) we have that for every r > 0 and x, y ∈ B(0, r) c ,
. We now assume that κ 0 ∈ N and |β| = κ 0 − 1. Let |x| > 1, |y| > 1, |y − x| < 1/4. We have This yields
If |y − x| ≥ 1 4 then we can write
Thus, for every r > 0, x, y ∈ B(0, r) c by (25) we get
). (27) In particular, V (x) ∈ C κ 0 −p (B(0, r) c ) for every p ∈ (0, 1). We note that if the Lévy measure ν is absolutely continuous and has a locally bounded density, i.e., γ = d, then κ 0 = 2α and the potential kernel is differentiable for α > 1/2 and 2α-Hölder continuous for α ∈ (0, 1/2).
Green function
In this section we consider the regularity of the Green function of the unit ball.
For every finite measure m we denote by Vm(x) its potential at x:
In what follows for every s ∈ R we denote 
Moreover there is c such that for every r > 0 and |β| = [κ 0 ]
− we have
provided dist(x, S) > r, dist(y, S) > r, where
For every |β| < κ 0 we have
Lemma 4 follows easily from Theorem 1, (26) and (27) and so we omit the proof.
In what follows we denote B = B(0, 1).
Moreover there is c such that for every r ∈ (0, 1) and |β| = [κ 0 ]
c , where
Proof. Since supp(ω 
We define
The following result of M. Lewandowski is consequence of symmetry and nondegeneracy of the spectral measure µ (for the proof see [12, Lemma 10] ).
Lemma 6
There exists c such that
Proof. We refer to the proof of Lemma 16 in [13] . The only modification we need to make is Lemma 5 above with a = d − α to estimate U r g n (v) in [13] .
Poisson kernel
Lemma 8 There exists a constant c such that for every r > 0 we have
Proof. For |z| > 2r we have
whereas for r < |z| ≤ 2r
Proof. By (19) and (17) we have
For |z| > 3 the estimate (35) follows from Lemma 5 with a = d − α, and Lemma 8. For 1 < |z| < 3 we have by (33) , Lemma 5 with a = d − α, and Lemma 8,
The main result of this section is the following lemma.
)). Moreover there is a constant c such that for every |β| = [κ 1 ]
If κ 1 > 1 then for every i ∈ {1, . . . , d} we have
Proof. We assume first that κ 1 = γ −(d−α) > 1. For every fixed x ∈ B(0, 1/2), i ∈ {1, . . . , d} and |z| > 1 we denote
where {e 1 , . . . e d } is the standard orthonormal basis in R d . We will prove that the family of functions {f h (v), |h| < 1/16} is uniformly integrable with respect to the measure 1 B(z,1) ν(dv). Thus we need to estimate the integral (17) we have
. By (31) with |β| = 1 and Lagrange's theorem we obtain
Also by (31) we get cν(B(z, 1) ).
We obtained
which yields the uniform integrability of the family of functions {f h (v)}. This, together with Proposition 1 and (19), yields
and by (31) , Lemma 5 with a = d − α + 1 and Lemma 8 we get also (37) (compare the proof of Lemma 9). Let now κ 1 > 0, κ 1 = 1 and |β|
− . We note that κ 1 < 2 so that |β| ∈ {0, 1}. Let |z| > 1, x, y ∈ B(0, 1/2) and |y − x| < 1/16. We have
By (31) and Lemma 5 with a = d − α + |β| we have
In order to estimate II and III we assume first κ 0 ∈ N or κ 0 − κ 1 = α > 1.
We use (30) in case δ 0 = κ 0 , and (31) and Lagrange's theorem in case δ 0 = |β| + 1, to obtain for every r ∈ (0, 1/2) and w ∈ B
This, together with Lemma 9 and (37), yield (36) for κ 0 ∈ N or κ 0 − κ 1 > 1. If κ 0 ∈ N and κ 0 − κ 1 < 1 then by (30) we obtain
and we get (36) also in this case. If κ 1 = 1 and β = 0 then by Lemma 5 with a = d − α, (31) and Lagrange's theorem we get
which yields (36) also in this case. By (35) , (37) and (36) we get k z ∈ C κ 1 (B(0, 1/2)) for κ 1 = 1 and k z ∈ C p (B(0, 1/2)) for κ 1 = 1 and p ∈ (0, 1).
Harmonic functions
The Hölder continuity of harmonic functions of stable processes under assumption that ν is absolutely continuous was first proved in [2] . Here we do not generally assume that ν is absolutely continuous (or γ = d). However, if so is the case, then we obtain κ 1 = α and we get the α-Hölder continuity for α < 1 and the existence of the first derivative of bounded harmonic functions for α > 1.
The following lemma contains continuity estimates for bounded harmonic functions. These inequalities yield Hölder continuity. 
where Proof. Let δ 0 = min(κ 1 , 1). If κ 1 > 0 and κ 1 = 1 then by Lemma 10, 9 and Lagrange's theorem for α > 1 we obtain
For α < 1 by Lemma 10 we have
Similarly for α = 1 we get
Let r = [log(2|y − x| −1 )|y − x|] 2/α . If κ 1 = 1 then for α > 1 by Lemma 10 we obtain
and for α = 1, γ = d we have
Note that translation invariance and the scaling property of the process yields that if the function y → u(y) is harmonic in B(z, r) then the function y → u(ry + z) is harmonic in B. Therefore we have |u(y) − u(x)| ≤ c u ∞ f (|y − x|/r) , x, y ∈ B(z, r/2), (40) for every z ∈ R d , r > 0 and bounded function u harmonic in B(z, r). 
Proof. Let x ∈ D and z ∈ D c . By (17), (19) and Lemma 5 we have
Proof. Let R > r > 0, h ∈ (−r/16, r/16) and x ∈ A = B(0, R) \ B(0, r). Since the potential kernel V (x) is harmonic in R d \ {0} we have
We will prove that the family of functions {f h (z), |h| < r/16} is uniformly integrable with respect to the measure ω x A . To this end we will estimate the integral 
By (1) and Lagranger's theorem for L = [log 2 (
which clearly yields the uniform integrability of the family of functions {f h (v)}. We obtain
This yields regular harmonicity of D i V in A = B(0, R) \ B(0, r) for every R > r > 0 and harmonicity in R d \ {0}.
Proof. By symmetry of the Green function, (16) and Lemma 4 we have (42) which is harmonic in B \ {x} by Lemma 13.
is bounded and harmonic in B(v 0 , 1 − |v 0 |) for every v 0 ∈ B hence from (40) we obtain the continuity of h(v) at v 0 and the continuity of We will employ the operator
whenever the expression is well defined for given φ, r > 0 and x. Clearly, if h is harmonic in D, x ∈ D, and r < dist(x, D c ), then U r h(x) = 0. We note that
is the Dynkin characteristic operator, which was used in [13] in a similar way. We record the following observation (maximum principle).
Lemma 15
If there is r > 0 such that U r h(x) > 0 then h(x) < sup Proof. By the strong Markov property we have
which yields U r s(v) = −1 for v ∈ B(0, 1) and r < 1 − |v|.
For n ∈ N and x ∈ B(0, 1/2) we let g(v) = D x i G B (x, v), g 1,n (v) = min(g(v), n) and g 2,n (v) = max(g(v), −n). Using (43) we obtain the following estimate. We omit the proof since it is analogous to the proof of Lemma 9 
