ABSTRACT Clustering methods based on deep neural networks have been extensively studied and applied in data mining. Most existing unsupervised deep embedded clustering methods jointly learn feature representations and cluster assignments with deep neural networks. However, to the best of our knowledge, most of them ignore the relevance between representation learning and clustering, so that fail to couple feature representation learning and cluster assignments effectively, which leads to non-representative features for clustering and this in turn hurts clustering performance. In this paper, we propose Adversarial Deep Embedded Clustering (ADEC), a novel unsupervised clustering method based on adversarial auto-encoder (AAE) and k-means clustering method. Specifically, ADEC matches distribution of feature representations with the given prior distribution to preserve the data structure with AAE, and k-means based on distribution distance metrics is conducted for clustering with these feature representations, simultaneously. ADEC optimizes a clustering objective iteratively with backpropagation algorithm in learning AAE from data space to feature space. Extensive experiments have demonstrated the effectiveness of our proposed method on images clustering compared to several strong baseline methods.
I. INTRODUCTION
Clustering is an essential research topic to analyze unlabeled data, which aims at grouping similar objects together. The clustering problems have been extensively studied in various applications. Traditional clustering methods, such as k-means [1] , gaussian mixture model (GMM) [2] and spectral clustering [3] divide data into different clusters based on specified similarity measurement method on data points. For images, these points may refer to raw pixels or histogram of oriented gradient (HOG) which are non-representative features for images clustering. What's more, traditional clustering methods have difficulty in dealing with high-dimensional data, and their time complexity dramatically increases in clustering large-scale datasets.
During the past several years, with the development of the deep neural networks in learning high-level representations, many clustering methods based on deep neural networks have been proposed [4] - [8] . Some pioneer works are mainly two-stage algorithms [7] , [8] : learning feature
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representations with deep neural networks and then clustering feature representations with traditional clustering algorithms. Almost simultaneously, some other algorithms focused on jointly optimizing learning feature representations and clustering are proposed [4] - [6] . The Deep Embedding Clustering (DEC) [4] algorithm defines a cluster loss in a self-learning manner to optimize the parameters of deep neural networks and k-means clustering centers simultaneously. The Improved Deep Embedding Clustering (IDEC) [5] and Variational Deep Embedding (VaDE) [6] algorithms are the extension of the DEC. IDEC adds a reconstruction loss of auto-encoder to DEC framework to preserve the local structure of the feature representations. VaDE uses the variational auto-encoder (VAE) to preserve the data structure with prior distribution, and GMM is used to cluster data points while optimizing VAE. However, existing methods ignore the relevance between representation learning and clustering process, for example, DEC and IDEC learn image representations with auto-encoder and clustering by k-means with KL-divergence, however, the representations in latent space are learned to for the reconstruction of the original images rather than for clustering by k-means, which fails to couple the feature presentation learning and clustering assignment effectively and may corrupt the embedded space in clustering process and damage the clustering performance.
To tackle of this problem, in this paper, we propose a new unsupervised clustering algorithm called Adversarial Deep Embedding Clustering (ADEC). In spired by the ability of adversarial auto-encoder (AAE) in distribution adaptation [9] , we use adversarial auto-encoder to match the distribution of feature representations with a given prior distribution to preserve the data generating distribution. Considering the usability of k-means based on KL-divergence to measure the discrepancy of different feature distributions, ADEC uses k-means to cluster feature representations learned by AAE, and optimizes the representation learning and clustering, simultaneously. Our work is similar to VaDE [6] , however, VaDE uses variational auto-encoder to impose a prior distribution on hidden representations, our algorithm adopt adversarial auto-encoder to match the whole distribution of hidden representations and clustering with k-means algorithm.
In our ADEC algorithm, The parameters of AAE and the cluster centers of k-means are optimized with the mini-batch stochastic gradient descent and backpropagation. At last, we carefully design and conduct some experiments on four public datasets, and the results validate the effectiveness of our ADEC. The contribution of this work can summarized as below:
1) We propose a deep clustering algorithm, ADEC, that combines AAE and k-means together which couples the feature representation learning and clustering more efficiently. 2) We use the reconstruction loss and generator loss to preserve the structure of the latent embedding, and jointly optimize the parameters of AAE and cluster centers with stochastic gradient descent algorithm. 3) Extensive experiments show the effectiveness of our method compared to some strong baseline methods.
II. RELATED WORK
Clustering is an important topic in machine learning and data mining. With the development of the deep neural networks in learning high-level representations [10] , [11] , people have pay more and more attention on learning good representations for clustering tasks [4] - [6] , [8] .
Our approach is mainly inspired by deep clustering and adversarial auto-encoder for representation learning. Therefore, in this part, we focus on these two aspects.
A. DEEP CLUSTERING
Unlike traditional clustering methods, deep clustering methods use deep neural networks for feature representation learning, and then clustering methods are conducted on these representations.
Existing deep cluster algorithms can be divided into two categories: 1)two-stage work that learning feature representation first and then running clustering algorithms on the embedding space. 2) algorithms that optimizing the feature representation learning and clustering, simultaneously. Most primitive works in deep clustering are belong to the former category [7] , [8] , [12] , [14] , [15] . Tian et al. [8] learns the low dimensional feature with auto-encoder and then conducts the k-means algorithm in the embedding space. Peng et al. [7] uses the auto-encoder to learn the feature representations with the sparsity prior so that local and global subspace structure can be obtained. Then k-means is applied to get the final clustering results in the embedding space. Chen [13] learns representations with a deep belief network and then runs non-parametric maximum margin clustering in the feature space. Shao et al. [14] proposes a linear coder which can be stacked and layer-wise trained to learn feature representations for graph clustering. Ren et al. [15] adopts a convolutional auto-encoder and t-SNE [16] algorithm to map images into 2-dimension representations, and then a density-based clustering technique is conducted on the 2-dimensional representations.
The latest algorithms mainly fall into the latter category [4] - [6] , [18] , [19] . These algorithms try to jointly optimize the feature representation learning and clustering. According to the network structure, these methods can be divided into two categories: learning representation with fully connected neural networks and learning representations with convolutional neural networks. As for methods based on fully connected networks, Yang et al. [19] propose a recurrent framework in feature representation learning and image clustering with providing supervisory signals to representation learning by integrating two processes into a single model with a unified weighted triplet loss function and optimizing it end-to-end. Xie et al. [4] propose Deep Embedding Clustering (DEC) framework to learn a mapping from data space to lower-dimensional feature space by iteratively optimizing a clustering objective. Guo et al. [5] and Jiang et al. [6] can be seen as extension works of the DEC. Guo et al. [5] add a reconstruction loss to preserve the local structure of the embedding feature. Jiang et al. [6] use variational auto-encoder to learn the latent embedding that lies on the Mixture-of-Gaussian (MOG) manifold and cluster representations with GMM. Shaham et al. [18] learn a mapping that embeds input data points into the eigenspace of their associated graph laplacian matrix and subsequently clusters them.
Besides the fully connected methods above, many methods use convolutional networks to learn feature representations [17] , [23] , [24] . Caron et al. [17] propose DeepCluster to iteratively group the features with k-means algorithm, and use the subsequent cluster assignments as supervision to update the weights of the network. Dizaji et al. [23] jointly learn the parameters of a neural network and the cluster assignments with a convolutional neural networks. Chang et al. [24] learn feature representations with a convolutional network by adaptive learning algorithm and then clustering image features, but this algorithm has high computational complexity. There are also some algorithms based on data augmentation [25] and semi-supervised setting [27] .
However, existing unsupervised methods ignore the relevance between the representation learning and clustering, and fail to couple the representation learning and the clustering effectively because of the latent embedding aiming at reconstructing the inputs. Since our proposed algorithm learns feature representation imposed to prior distribution by adversarial auto-encoder and clusters with k-means based on distribution distance metrics. We will introduce adversarial auto-encoder in the following section.
B. ADVERSARIAL AUTO-ENCODER
Image representation learning is one of the most important issues in deep clustering. Most existing methods learn feature representations with auto-encoder. The basic framework of auto-encoder is an unsupervised feed-forward neural network with an input layer, one or more hidden layers, and an output layer. It usually includes encoding and decoding process. Given an input x, auto-encoder encodes it through the encoding layers to map it to a hidden representation, then the decoding layers decode the hidden representation to get an outputx. Auto-encoder tries to minimize the deviation of outputx from the input x. Over last decade, auto-encoder has produced many variants, such as the denoising autoencoder(DAE) [28] , variational auto-encoder (VAE) [9] and adversarial auto-encoder (AAE) [9] .
In spired by the generative adversarial networks (GAN) [20] , adversarial auto-encoder (AAE) [9] is a probabilistic auto-encoder that uses generative adversarial networks(GAN) to perform variational inference by matching the aggregated posterior of the hidden code vector of the auto-encoder with an arbitrary prior distribution. The result of the AAE training is that the encoder learns to convert the data distribution to the prior distribution. AAE is similar in spirit to variational auto-encoders (VAE) [9] , VAE uses a KL divergence penalty to impose a prior distribution on the hidden code vector of the auto-encoder, while AAE use an adversarial training procedure to do so by matching the aggregated posterior of the hidden code vector with the prior distribution.
Let x be the input and z be the latent code vector of an auto-encoder. Similar to the optimization of GAN, AAE is trained with a min-max adversarial game between two neural networks: an auto-encoder and a discriminator D. AAE is trained with SGD in two phase: the reconstruction phase and the regularization phase that executed on each mini-batch. In reconstruction phase, the encoder f W and decoder g W of the auto-encoder is updated by minimizing the reconstruction error of the inputs. In the regularization phase, the adversarial network first updates the discriminator D by the discriminative loss and then updates the encoder f W of the auto-encoder to confusing the discriminator D. The network architecture of ADEC. The encoder and decoder can be fully connected networks or convolutional neural networks, and discriminator is fully connected networks. The discriminator aims at matching the distribution of latent representations with the given prior distribution to preserve the statistical structure of latent space for clustering. After pretraining, ADEC is optimized with representation learning by reconstruction loss and generation loss and clustering by clustering loss, simultaneously.
III. METHODS
In this section, we first introduce the definition of deep embedded clustering, then we formalize the clustering objective function and show the optimization process of our method.
A. ADVERSARIAL DEEP EMBEDDED CLUSTERING
Let's consider the task of clustering n samples,
The number of K is a prior knowledge and the cluster center is defined as µ j < R d . Let the value of s i ∈ {1, 2, ..., K } represent the cluster index assigned to sample x i . Using the embedding function, f W : x i → z i and g W : z i → x i where the z i is the latent representation of the sample x i , and thex i is the reconstructed sample for x i . In our proposed ADEC, we use the adversarial auto-encoder to learning the latent representations, and we match the distribution of latent representations with a prior distribution T by adversarial training methods. The adversarial auto-encoder and the kmeans algorithm is jointly optimized in our ADEC.
Our algorithm aims at obtaining a good f W which makes the feature representation learning couple with the subsequent clustering method more efficiently. ADEC is trained with a reconstruction loss, a generation loss and a clustering loss. The AAE is used to learn the representations that aligned with the prior distribution and k-means is used to cluster the aligned representations. The clustering loss is borrowed from [4] , which we use to update the cluster centers of the k-means. The whole network structure is showed in Figure 1 .
The objective function is defined as below:
where L r , L g , L c is the reconstruction loss, the generation loss and the clustering loss respectively. α and β are hyper-parameters to balance the importance of the the generation loss and the clustering loss, respectively.
B. INITIALIZATION
ADEC starts with pretrained adversarial auto-encoder, and then iteratively optimizes the representation learning and clustering simultaneously. As mentioned earlier, the training of adversarial auto-encoder includes two phase: reconstruction phase and regularization phase executed on mini-batch stochastic gradient descent (SGD). In reconstruction phase, with batch size set to m, the parameters of auto-encoder is updated by the reconstruction error of the inputs.
In [25] , a data augmentation technique is introduced for the training of deep auto-encoder and has achieved significant improvements of clustering performance. Then the loss function is
wherex i = T random (x i ). T random is a random transformation, and following [25] , we randomly shift for at most 3 pixels in each direction and randomly rotate for at most 10 • . In the regularization phase, the parameters of discriminator D is first updated to tell apart the true samples generated by the prior from the generated samples by encoder with discriminative loss L d . L d is calculated as a binary classification cross entropy loss, where the label of samples from prior distribution is set to 1, and the label of latent representation of the image is set to 0, and L d is defined as below:
where m is the batchsize of the input data, z i and x i are the samples from prior distribution and input sample, respectively. The L d is used to update the parameters of discriminator network D and only used in the pretraining stage. After pretraining, the discriminator D is fixed. The generator which is also the encoder of the auto-encoder is updated to confuse the discriminator D with generation loss L g by increasing the classification error of D on image representations.
where m is the batch size of the input data, x i is the input sample.
C. CLUSTERING LOSS
After pretraining, the auto-encoder is fine-tuned by optimizing the clustering loss, generation loss and reconstruction loss. k-means algorithm based on KL-divergence distance metrics is conducted on the representations learned by AAE, and the clustering loss is defined as below:
where q ij is the similarity between latent representation z i and cluster center µ j measured by Student's t-distribution.
The p ij is defined as
The training strategy can be seen as a form of selftraining [21] .
D. OPTIMIZATION
We have discussed the architecture of ADEC in former section. And we jointly optimize the cluster centers µ j of k-means and parameters W of AAE with mini-batch stochastic gradient descent (SGD). Similar to the optimization procedure in [4] , the gradient of L c with respect to embedded point z i and cluster center µ j can be computed as:
Given a mini batch with m samples and learning rate λ, cluster centers µ j is updated by
The decoder weights g W are updated by:
The encoder weights are updated by
The target distribution P can be seen as supervised information for representation learning. According to [5] , The target distribution is updated by using all embedded points every I iterations.
When update target distribution, the label assigned to x i is obtained by
We set a threshold value δ, if the difference value of two consecutive updates for target distribution is less than δ, then we will stop training. The whole algorithm is summarized in Algorithm 1. if iter%I == 0 then 3: Compute latent points
Algorithm 1 Adversarial Deep Embedding Clustering
. 4: Update P with (6)(7) 5:
save the label assignments of last iteration s = s 6: Compute cluster label s with (13) 7:
if sum (s = s) < δ then 8: Stop training 9: end if 10: Update µ, W ,W by (10)(11)(12) on a batch of samples S, S ∈ X .
11:
end if 12: end while 13: return label s Similar to IDEC algorithm [5] , the time complexity of ADEC algorithm is O nD 2 + ndK . where D, d and K are maximum number of neurons in hidden layers, dimension of embedding layer and number of clusters, and n is the number of the input samples. Generally, K ≤ d ≤ D holds, so the time complexity is O nD 2 .
IV. EXPERIMENTS
In this section, we use four public datasets to demonstrate the effectiveness of our ADEC. We compare our algorithm with several strong baseline methods, and the results show the performance improvement of our methods.
A. DATASETS
The proposed ADEC method is evaluated on four public datasets.
MNIST: A common used dataset which contains a total 70000 handwritten digits with 60000 training and 10000 testing samples [22] . Each sample is a 32 × 32 pixel size image. We use all the training and testing samples to evaluate our method, and reshape each gray image to a 784 dimensional vector.
USPS: is a handwritten digits datasets 1 from the USPS postal service, and containing 9292 gray images with the size of 16 ×16 pixels.
CIFAR-10: The CIFAR-10 dataset 2 consists of 60000 32× 32 color images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images.
Fashion: A dataset of Zlando's article images which contain 70000 samples from 10 different classes, and each of them is a 28 × 28 pixels size image [29] .
B. BASELINE METHODS
We compare our ADEC approach with four state-of-the-art baseline methods for unsupervised clustering problem.
1) k-means, a classic clustering method.
2) Auto-encoder+k-means (AE+k-means), Unlike jointly optimizing representation learning and clustering, this baseline method learns feature representations and clusters the representations, separately.
3) Variational auto-encoder+k-means (VAE+k-means), Similar to the baseline method (2), we use the variational auto-encoder to learn feature representations. (2), we use the adversarial auto-encoder to learn feature representations. 5) Deep Embedded Clustering (DEC) [4] : DEC jointly optimizes a DNN(the encoder of an auto-encoder) and clustering with a clustering loss.
4) Adversarial auto-encoder+k-means (AAE+ k-means), Similar to the baseline method
6) Improved Deep Embedded Clustering (IDEC) [5] : IDEC is an extension work of DEC, which jointly optimizes an auto-encoder and clustering with both reconstruction loss and clustering loss. 7) Variational Deep Embedding (VaDE) [6] : The baseline method learns feature representations by a variational auto-encoder, and clusters the representations by gaussian mixture model (GMM). The method optimizes the variational auto-encoder and the Gaussian mixture model with evidence lower bound(ELBO).
8) Deep Density-based Image Clustering (DDC) [15] : DDC is a two-stage method: In first stage, DDC extracts low-dimension representations from image data with convolutional auto-encoder, and then maps these representations into a 2-dimensional space; in second stage, a density-based clustering technique is conducted on the 2-dimensional representations. 9) SpectralNet [18] : SpectralNet learns a map that embeds input data points into the eigenspace of their associated graph Laplacian matrix and subsequently clusters them. 10) Joint unsupervised learning for image clustering (JULE) [19] : JULE propose a recurrent framework for joint unsupervised learning of deep representations and image clusters, which image clusters and representations are updated jointly: image clustering is conducted in the forward pass, while representation learning in the backward pass.
In this paper, we propose ADEC to learn feature representations with adversarial auto-encoder, and clusters the latent representation with k-means. We optimize the adversarial auto-encoder and clustering with a reconstruction loss, an adversarial loss and a clustering loss, simultaneously.
We conduct experiments with both fully connected neural networks and convolutional neural networks (CNN), and we donate the method that uses convolutional networks as Conv-[*], where ''*'' can be one of ''DEC'', ''IDEC'' and ''ADEC''. Data augmentation is a widely used in deep learning, and we also adopt the data augmentation technique propose in [25] to improve the clustering performance. We donate the methods that use data augmentation technique with a suffix ''−DA''. For a fair comparison, the results or the baseline methods are obtained from their original papers or by running their released code with the optimal parameter combination provided in their papers.
C. EVALUATION METRIC
We use two standard unsupervised evaluation metrics for evaluations and comparisons to the baseline methods, unsupervised clustering accuracy (ACC) and normalized mutual information (NMI). ACC is defined as
NMI is defined as
where the I {·} is sign function, the l i is the ground-truth label, c i is the cluster assignment of the i th sample predicted by the algorithm, and m ranges over all possible one-to-one mapping between predicted clusters and labels.
, respectively. n is the number of samples. I (l; c) denotes the mutual information between l and c, and H (·) denotes their entropy. Both ACC and NMI are in [0, 1], and the higher scores imply more accurate clustering results.
D. IMPLEMENTATION
Following the setting of the DEC [4] , The encoder network is set as a fully connected multilayer perception (MLP) with dimensions d-500-500-2000-10 for all datasets where d is the the dimension of input data. The decoder is a mirror of the encoder with dimensions 10-2000-500-500-d. The activation function is set to relu function. The discriminator network is a two layer MLP with dimensions 10-1000-1. The batch size is set to 256, and optimizer SGD with learning rate 0.1 and momentum 0.99 is used for all datasets in pretraining stage. For all Conv-[*] methods, we follow the setting of [25] , the encoder networks is Conv 5 32 → Conv 5 64 → Conv 3 128 → Fc 10 , where Conv k n denotes a convolutional layer with n filters (channels), kernel size of k × k and stride of 2 as default. The decoder is a mirror of the encoder. Except for the input, embedded, and output layers, all internal layers are activated by ReLU [26] . For Conv-[*] methods, the pretraining procedure is followed with [25] .
We initialize the weights of our networks with random number with zero-mean Gaussian distribution with a standard deviation of 0.01. We train the auto-encoder by greedy layer-wise methods for 50000 iterations with a dropout rate 20%. Then the whole adversarial auto-encoder is further fine-tuned for 10000 iterations. The multivariate uniform distribution is used to MNIST dataset, and the multivariate Gaussian distribution is used for the others. In spired by [6] , The prior distribution is determined by testing clustering performance on each dataset with three common distributions: multivariate uniform distribution, multivariate Bernoulli distribution and multivariate Gaussian distribution, and we choose the distribution corresponding to best clustering performance as the prior distribution for this dataset. In algorithm deployment, we can test our method on small dataset to obtain the appropriate prior distribution.
To initialize the cluster center, we run k-means with 20 restarts and select the best solution which is same as the DEC setting. After pretraining, we optimize the ADEC with Equation (1), and the learning rate is set to 0.001. The convergence threshold is set to δ = 0.1%, and update interval I is set to 100, 40, 30, 40 fro MNIST, USPS, CIFAR10 and Fashion respectively. Following DEC [4] , the number of clusters is given as a prior information. In clustering phase, the parameter of discriminator is fixed. The parameter of α and β is set to 0.01 and 0.1 respectively, the parameter α and β are determined by a grid search in {0.0001, 0.001, 0.005, 0.01, 0.1, 0.5, 1}.
V. RESULTS AND DISCUSSION
We quantitatively and qualitatively evaluate the performance of our method. We report the results of baseline algorithms on four datasets in Table 1 with both ACC and NMI metrics. As the results show, deep clustering methods outperform the traditional clustering algorithm k-means with a large margin, which demonstrates that the feature representations learned by deep neural networks are beneficial for clustering tasks.
We conduct several two-stage clustering methods to show the effect of the adversarial auto-encoder (AAE). Compared with conducting k-means algorithm on original images, the two-stage clustering methods have significant performance improvement. In two-stage clustering methods, the image representations are learned by a deep neural networks such as auto-encoder (AE) or adversarial auto-encoder (AAE), and then k-means algorithm is used to cluster the representations. According to the results of AE+k-means, VAE+k-means and AAE+k-means, the representations learned by AAE has slight performance improvement compared to AE and VAE. Our ADEC which jointly optimizes representation learning with AAE and k-means with KL-divergence outperforms these two-stage deep clustering methods significantly, which shows that jointly optimizing representation learning and clustering is import for deep clustering.
When jointly optimizing the representation learning and clustering, our ADEC which jointly optimizes representation learning with AAE and k-means with KL-divergence outperforms the DEC and IDEC significantly. In DEC and IDEC, they both optimize the image representation learning with auto-encoder and k-means, simultaneously. IDEC method is an extension of the DEC work by adding the reconstruction loss to optimize the clustering process. Our proposed ADEC adopts adversarial auto-encoder to match the distribution of latent representations with a given prior distribution to preserve the statistical structure in latent space. Unlike IDEC trained with only reconstruction loss to preserve the representation structure, we use both reconstruction loss and generation loss to do so. VaDE use a variational auto-encoder (VAE) to learn the latent embedding lied on the mixture-ofGaussian (MoG) manifold with the MoG prior and clusters with Gaussian Mixture Model (GMM). Compared with VAE, AAE encourages the latent embedding to match to the whole prior distribution with adversarial training procedure. Our ADEC forces latent representations to obey a given distribution, the performance shows that AAE plays an import role in preserving latent data structure for clustering, and learning representations with AAE and conducting clustering tasks with k-means couple more efficiently for obtaining better cluster performance. To best of our knowledge, ADEC gets the state-of-art clustering accuracy compared to unsupervised deep clustering algorithms based on fully connected networks without data augmentation.
Furthermore, considering the ability of convolutional neural network (CNN) in learning images representations, we extend our fully connected networks to CNN. Conv-ADEC refers to conduct our ADEC with convolutional neural networks, and the experiments show that Conv-ADEC gets better performance than ADEC with fully connected networks, and obtains state-of-the-art clustering performance without the data augmentation. Data augmentation is widely used in deep learning, and we add the data augmentation operation to our proposed ADEC framework. For fair comparison, we compared our ADEC with several other deep clustering methods with data augmentation, our Conv-ADEC-DA gets higher clustering ACC than other compared methods, and our method gets comparable performance with DDC-DA in NMI metrics and significantly higher than DEC and IDEC.
In order to see how the hyper-parameter α and β affect the performance of our ADEC method, We conduct experiment on MNIST dataset by sampling α in {0.001, 0.01, 0.1, 1} and β in {0.0001, 0.001, 0.005, 0.01, 0.1, 0.5, 1}. In Figure 2 , with β ∈ [0.01, 0.5] and α ∈ {0.001, 0.01, 0.1, 1}, our FIGURE 3. Visualization of clustering results on MNIST dataset with t-SNE [16] . Different colors represent different clusters, respectively. The first row is ours and the second row corresponds to IDEC. Our method converges slower than IDEC since we optimize the generation loss to match the distribution of latent embedding with prior. According to the results above, some points are mixed together in IDEC while ADEC separates data points with clear boundaries. Best viewed in color.
ADEC outperform the IDEC. When β → 0, the clustering results of AEDC is close to that of AAE+k-means. For better coupling the adversarial coefficient α and clustering coefficient β, we suggest to choose α = 0.01 and β = 0.1 for our ADEC model. We visualize our clustering results with t-SNE [16] in Figure 3 . We visualize all the data points in MNIST rather than random sampling several data points which may bring bias to visualization. As Figure 2 shows, ADEC algorithm separates data points with clear boundaries, and only a few data points are mixed together in boundaries between two clusters. However, data points clustered by IDEC are mixed together in several clusters, such as the clusters colored by green and orange (digit 3 and 5). The results show that only reconstruction loss is not enough to preserve the data structure for clustering tasks, and ADEC that coupling learning representations by matching embedding to prior distribution with AAE and clustering with k-means is more efficient.
VI. CONCLUSION
In this paper, we take the relevance between the representation learning and clustering into consideration, and propose a new deep embedded clustering algorithm called Adversarial Deep Embedded Clustering (ADEC), which jointly optimizes the learning feature representations with AAE and clustering with k-means. Experiments show that learning feature representations with AAE to match the latent embedding distribution to prior distribution is essential to preserve the data structure for clustering tasks, and learning representation with AAE and clustering with k-means are coupled more efficiently.
Deep clustering is becoming more and more popular. It has shown the potentiality of leverage deep neural networks to deal with the large-scale data clustering. Regarding existing deep clustering methods, they mainly focus on coarse-grained image clustering problem. Therefore, it would be our future work to deal with fine-grained image clustering, such as human face image clustering.
