The combination between stackingC and complementary neural networks is proposed in this paper. This proposed technique is used to classify types of forests which is a multiclass classification problem. Complementary neural networks consist of two opposite neural networks trained to predict truth output and falsity output. StackingC has two levels. Complementary neural networks are applied to both levels. Uncertainty is also used to enhance the classification results. It is found that our proposed technique give better accuracy result than traditional stacking, traditional stackingC, and also the combination between stacking and complementary neural networks.
Introduction
The problem of classifying the type of forest is a multiclass classification. One of several techniques used to deal with multiclass classification is stacked generalization or stacking. Stacking is a simple ensemble technique that consists of two levels in which classifiers in level 1 are trained based on all outputs obtained from several classifiers created in level 0 [1] .
Stacking or stacked generalization has been used to solve several multiclass classification problems. For example, Ness et al. [2] used stacked generalization with support vector machine to improve performance of automatic tag annotation for music system. In [3] , Smirnov et al. applied stacked generalization in their proposed multiclass classification technique in order to predict the right class of each pattern that previously belongs to many classes suggested by several human experts. Almeida et al. [4] applied stacked generalization to classify text information of video data in order to assign genre tags to Internet videos. Huang et al. [5] used stacking with modular wavelet neural networks to classify five speech emotions which are happiness, sadness, calmness, boredom and anger of the host of robot pet.
Stacking has been improved by many researchers. For instance, Ozay and Yarman-Vural [6] introduced fuzzy stacked generalization (FSG) that uses a hierarchical distance learning in order to decrease error of the nearest neighbor classifier. Their technique was found to give better performance than other techniques such as rotation forest, random subspace and adaboost. Javadi et al. [7] proposed the modified stacked generalization that adds original input patterns to the outputs of level 0 in which all these data are used as input patterns in level 1. They applied back propagation neural networks in their proposed technique to classify ECG beats and found that classification results were improved. Farajzadeh et al. [8] integrated stacked generalization and one-against-one to improve performance of multiclass classification in which the original features were projected to the encoded outputs named Meta Probability Codes (MPC) which were then clustered using their proposed algorithm named MPC-Clustering. These clusters were then trained by classifiers in level 1. Twenty datasets from UCI were used to test their technique and it was found that MPCClustering gave better performance than the state-of-theart multiclass classifiers.
Seewald [9] proposed stackingC based on stacking in which each classifier created for each class in level 1 is trained using only outputs of level 0 that are related to that class. Therefore, the number of feature used to train each classifier in level 1 is decreased. He claimed that his proposed technique for multiclass classification can provide faster and better than stacking.
In this paper, stackingC will be improved and aim for multiclass classification. Complementary neural networks or CMTNN are combined with stackingC to increase accuracy results of multiclass classification. The Forest Type Mapping data set [10] from UCI machine learning repository [11] is used in the experiments. 
Stacking, StackingC and CMTNN
Stacking composes of two levels. In level 0, m classifiers with multiple outputs are trained based on n-fold cross validation. For each classifier, results from all testing parts are joined to create new attributes. For example, a classifier that applies training data with three classes will produce three outputs. Therefore, three new attributes will be created. If there are five classifiers then fifteen outputs will be produced and used as input attributes for level 1. In level 1, classifiers trained for each class are created based on these new input attributes. From this example, three classifiers will be created and each one is trained for each class based on all fifteen attributes. After that, all classifiers in level 0 are retrained using full original training data. Figure 1 shows the stacking technique consisting of m classifiers with k outputs in level 0 and k classifiers in level 1. The number of attributes used in level 1 is m×k.
StackingC is an improved stacking that is created to increase performance of multiclass classification [9] . Instead of using all outputs of each classifier from level 0, only one output corresponding to each class is used at a time in level 1. From the example described in previous paragraph, three classifiers are trained and each one is trained for each class in level 1. Each classifier will be trained using five attributes corresponding to the class that will be predicted. Therefore, the number of attributes used to train each classifier in level 1 is equal to the number of classifiers created in level 0. Figure 2 shows the stackingC technique consisting of m classifiers with k outputs in level 0 and k classifiers in level 1. Only m attributes are trained in level 1.
In [12] , complementary neural network or CMTNN was created to solve binary classifications. This technique consists of two neural networks which are truth and falsity neural networks. Both neural networks have the same architecture but are trained with complement targets. For each pattern, the falsity target value is equal to 1 minus the truth target value. If the truth output is greater than the falsity output then the pattern is classified to be 1; otherwise, it is 0.
In [13] , one-against-all neural network was applied to CMTNN for multiclass classification. Two neural networks with multiple outputs are trained based on the same architecture but opposite targets. For the training data with k classes, each neural network with k outputs is trained. Each pair of the i-th output where i=1,2, …, k should be opposite. For each pattern, uncertainty of the ith output can be calculated as 1 -|T i -F i | where T i is the ith output of the truth neural network and F i is the i-th output of the falsity neural network. These uncertainty values will be used to enhance confidence in the prediction. If T i > F i then the i-th output is set to 1; otherwise, it is 0. For each result, only one output will be set to 1 and the other will be 0. If all outputs are 0 then the i-th output that has the highest uncertainty will be set to 1. If there are more than one output that are set to 1 then the i-th output that has the minimum uncertainty will be 1 and the rest will be changed from 1 to 0. 
The Proposed Techniques

CMTNN and Stacking
CMTNN with multiple outputs is applied to Stacking. In level 0, m pairs of truth and falsity neural networks with k outputs are trained based on n-fold cross validation. Each pattern of each pair of neural networks will produce k pairs of outputs. Thus, k attributes are created in which each attribute is the average between the i-th truth output and the i-th non-falsity output. After finish level 1, all pairs of neural networks in level 0 are then trained again based on all training data. In level 1, pairs of truth and falsity neural networks trained for each class are built using these m×k attributes. Therefore, k pairs of truth and falsity outputs are produced from k pairs of neural networks. Uncertainties are also computed from these pairs of outputs and used to enhance the classification of these outputs. Figure 3 shows our proposed technique of the combination between CMTNN and Stacking.
CMTNN and StackingC
This paper introduces the combination between CMTNN and stackingC. This technique applies the same concept of the integration between CMTNN and stacking. However, instead of using m×k attributes obtained from level 0, only m attributes are used to train each pair of neural networks in level 1 (see Figure 4) . Only one pair of outputs that conform to each class from each pair of neural networks in level 0 is used.
Experiments
Data Set
Both proposed techniques are used to classify types of forests. The Forest Type Mapping data set [10] obtained from UCI machine learning repository [11] is used in this experiment. There are 198 training data and 325 testing data. The forest data consists of 27 attributes. They are classified into four types of forests which are Sugi, Hinoki, Mixed deciduous, and non-forest land. 
Experimental Methodology and Results
In level 0, five pairs of feed forward neural networks are trained based on 10-fold cross validation. All pairs of neural networks have the same architecture but different initial weights which are randomly created. After each pair is trained, ten sets of testing results obtained from 10-fold cross validation are integrated. The truth and nonfalsity outputs are averaged to form a new attribute. Since, there are four classes and five sets of classifiers, therefore twenty attributes are created and used as input in level 1. Uncertainty occurred between truth and falsity outputs is also used to make the final classification results. In order to compare ten experiments, ten pairs of neural networks with random initial weights are created in level 1. Four techniques are created in this study. Table 1 described about these techniques. Figure 5 shows ten results obtained from traditional stacking (T-T) and the proposed stacking techniques (T-TF, TF-T, TF-TF) for multiclass classification. Table 2 shows the average result of these ten results for each technique. It can be seen that using both truth and falsity data in level 1 can provide better results. Experiments of the stackingC technique were performed using four different truth and false values. Outputs of level 0 described in the previous paragraph are used. However, only five attributes that conform to each class are used to train the corresponding pair of neural networks in level 1. For the purpose of comparison, ten pairs of neural networks are also created in level 1. Figure  6 shows ten results obtained from traditional stacking and our proposed combination between CMTNN and stackingC. Table 3 shows the average results for each technique. It can be noted that stackingC based on both truth and falsity data used in both level 0 and 1 provides the best result. Figure 7 shows the percent correct of the maximum results obtained from each technique in this study. All types of the stackingC technique provide better performance than all types of the stacking technique in our experiments. The traditional stackingC is found to give the best result. However, our proposed stackingC that uses both truth and falsity data in both levels provides the second best result. The technique that provides the maximum result from these experiments may not yield the best for other environments. Therefore, the average result should be considered. Figure 8 shows the percent correct of the average results obtained from all techniques from our experiments. It is shown that the traditional stackingC give better accuracy result than the traditional stacking and the stacking TF-T. However, the best average result comes from our proposed stackingC that applies both truth and falsity data in both levels. Furthermore, stackingC that deals with falsity data in any level can provide better average results than the traditional stackingC that applies only the truth data. 
Conclusion
This paper applies CMTNN to stacking and stackingC in order to classify types of forests which is a multiclass classification problem. It is found that using falsity data together with truth data can improve accuracy results of stacking and stackingC. There are uncertainties in both level 0 and 1. These uncertainties are also considered in our experiments. The experiments also confirm that stackingC can provide better performance than stacking for multiclass classification since only attributes corresponding to the predicted class are used to train classifiers in level 1.
