Introduction
Many physical systems can be modeled by hyperbolic systems that contain relaxation terms, written in the form dill + a.f(u) = s(u), (1) where u, f(u), and s(u) are vectors of length p. Let~represent the relaxation time contained in s(u). For small -r, we assume that (1) can be accurately represented by the reduced system tkv + &g(v) = Ti3. [D(v)&v] , (2) where v and g(v) are vectors of length q, with q < p, and D(v) is a q x q matrix. This reduced system is derived through a Chapman-Enskog expansion [1] and is sometimes referred to as the continuum or equilibrium-diffusion limit.
A simple example is the hyperbolic heat equation [2, 3] :
atv + 8ZU = -?J/T.
For small~, this system can be accurately represented by the heat equation, dtu = dz~u. Although (3) appears simple, it presents a challenge for numerical methods. The difficult y is that for a given mesh and timestep, an accurate discretization of (1) may not asymptotically reduce to an accurate discretization of (2) as~+ O. Methods for stiff systems have recently been an active area of research [2,4, and many others]. Such systems can be found, for example, in combustion, multi-phase flows, and rarefied gas dynamics. In addition, the equations that govern neutron and radiation transport are stiff, where Discontinuous Galerkin (DG) with linear elements has been used with good success [5, 6] . In our experience, DG performs very well for other stiff systems and in this paper we summarize the results of two examples. More detailed results and discussion are presented in [8] .
2
The Discontinuous Galerkin Method
In this section we give a brief outline of our implementation of DG for a single space dimension, with an emphasis on the source-term treatment. For more details, see [7, 8] 
+0
The basis set {+} are Lagrange-Legendre polynomials, with fO = -1< & < . . . < <k <~k+l = 1 the Gauss-Lobatto integration points. This basis satisfies 
fj = f(u(fy, t)).
To account for the possible nonlinearity of f(u), its volume integral is approximated using nv-quadrature points, at locations {&v}, with nv > k +1. The matrix CB is (k+ 1) x 2 and Cv is (k+ 1) x nv. Both of these matrices are independent of the particular element and can be computed once and stored.
The quantity F~+l/z~F(U~,~+l, U~+I,O) is any suitable flux function. At least in this study, the wave decomposition in the flux solver is based on the 'frozen' flux f(u), as opposed to including any effects of the 'equilibrium' waves defined by g(v). This issue is discussed further in [8] .
,,* The time integration is carried out using a simple predictor-corrector approach. For the predictor, (5) is discretized as uri+l/2 _ Un
At/2~C
BB" -CVV" = S"+1/2, + Axm where the superscript-n denotes the time-level. The corrector-step is
where O~6~1. We typically use O = 1 (fully implicit), which in general is only first-order in time. An alternative is 0 = 1/2 (Crank-Nicholson), which is nominally second-order when the relaxation time is resolved, but is well known to give oscillatory behavior if the relaxation time is unresolved. In practice, if the relaxation time is unresolved, a fully implicit treatment is sufficiently accurate since the remaining terms are treated with second-order accuracy [8] .
Note that each step is point implicit, where by 'point' we mean a single Uj. It is critical that the basis satisfy (4); otherwise, in general, the method would be implicit over all (k + 1)-values of Uj within an element.
3

Hyperbolic Heat Equation
In this section we present results for (3) on the domain x G [0, 1], with periodic boundary conditions, and the initial condition u = v = cos(27rx). For reference, we compare with a high-resolution (HR) finite-volume method that uses a central-difference slope reconstruction and the time-integrator presented in the previous section.
The DG results were run at a Courant number of 0.3 (stability limit is 1/3), while the HR results used a Courant number of 0.8 (stability limit is 1). The time-integrator used @ = 1/2, although little difference was observed in the values of u with O = 1. No slope-limiting was applied in either method. Figure 1 shows the results for two values of~and the final time set to O.01/I-. The exact total amount of damping is the same for both cases. The results show that DG(l) is fairly independent of r, whereas for~= 1 x 10-5, the HR results are significantly over-damped, even for 80-mesh cells.
4
Radiation Hydrodynamics
The non-relativistic Euler equations of gas dynamics, coupled with a gray Pi-model of radiation transport, can be written in non-dimensional form as 1.00 
i(P~) +8X (P~2 + P) = '? SF,
i?~E,-t C&Fr = CSE,
where p is the material density, v the velocity, E the total material specific energy, p the material pressure, ET the radiation energy density, and F~the radiation flux. The coupling terms are given by where nt is the flow-length scale over the photon mean-free-path and T is the temperature. There are two non-dimensional constants in this system: where c is the lightspeed, aR the radiation constant, and 'cc' denotes reference conditions, with am the reference soundspeed. 
where p* = p + 7T4/3 and E* = E + PT4/p. This limit is often referred to as the equilibrium-diffusion limit [9, 10] . The results in Fig. 2 show the effects of at on a Riemann problem. The slope limiter used for these results is described in [8] . For at = 0, radiation and hydrodynamics decouple, and the exact hydrodynamic solution is two shocks moving to the left separated by a cent act discontinuity. As at -+ cu, the exact solution approaches a single shock moving to the left at Mach 10. Starting errors are apparent at x = 0.4 and x = 0.7 in Fig. 2c . We suspect these starting errors would be smaller if the Rlemann solver included sourceterm effects. Nevertheless, these results are of reasonable quality for problems where standard finite-volume methods would be impractical. 
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