A simulation-based methodology to price American options with finite exercise opportunities has recently been introduced by Broadie and Glasserman [1995a]. This method simulates the evolution of underlying assets via random trees that branch at each of the possible earlyexercise dates. From these trees, two consistent and asymptotically unbiased price estimates, one biased high and one biased low, are obtained. These two estimates can be used to give a conservative confidence interval for the option price. In this paper, we develop several enhancements to improve the efficiency of the two estimates so that the resulting confidence interval is small.
INTRODUCTION
Using Monte Carlo simulation for pricing options was first proposed by Boyle [1977] . One advantage of this method over the binomial method of Cox, Ross, and Rubinstein [1979] is that it does not grow exponentially with the number of state variables or underlying assets. In addition, path dependencies can be taken into account easily. The chief drawback, on the other hand, has been its inability to incorporate the early-exercise feature of American-style derivative securities.
In a recent paper, however, Broadie and Glasserman [1995a] proposed a way to use simulation for pricing American options with finitely many exercise opportunities. Two estimators-one biased high and the other biased low-are obtained from a simulated tree, which branches at each of the possible early-exercise points. A conservative confidence interval for the option price is obtained as a consequence. Details regarding the two estimators are presented in the next section. Broadie and Glasserman [1995a] prove that these estimators are consistent (i.e., converge in probability) and unbiased in the limit.
In this article, we present several enhancements to reduce the bias as well as variance of these estimators. The first one utilizes information about European option prices to reduce the number of branches in a simulated tree. This approach will be discussed in Section 3. Next, in Sections 4 and 5, it is shown that by combining either antithetic variates or Latin hypercube sampling with the original approach, significant improvement ensues. However, the proper implementation of these methods requires some care in the present context. Furthermore, in Section 6, we demonstrate that an option with infinitely many exercise opportunities can also be successfully priced using extrapolation. Finally, in Section 7, we illustrate all these enhancements numerically by pricing several options in higher dimensions.
MODEL AND ESTIMATORS
We use the following notation to formulate the problem of pricing American options:
• Let there be d exercise opportunities at times 0 = t 0 < t 1 < · · · < t d−1 = T , T being the time of expiration for the option initiated at time t 0 or today. Less formally, we will sometimes indicate t = t 0 , t 1 , . . . , t d−1 by t = 0, 1, . . . , T .
• Consider a vector-valued Markov chain {S t : t = 0, 1, . . . , T } consisting of all information required to determine the payoff from exercising an option. For simplicity, think of the com-ponents of S t as lognormally distributed stock prices. In practice, S t would record all relevant information about asset prices, interest rates, exchange rates, and supplementary variables needed to eliminate path-dependence.
• e −Rt is the discount factor from t − 1 to t. We take R t to be a component of the vector S t and assume R t ≥ 0 for all t. In addition, let R 0t = t i=1 R i .
• h t (s) is the payoff from exercise at time t in state s, t = 0, . . . , T − 1.
• g t (s) = E[e −Rt+1 f t+1 (S t+1 )|S t = s] is the continuation value at time t in state s, t = 0, . . . , T −
1.
• f t (s) = max{h t (s), g t (s)} is the option value at time t in state s, t = 0, . . . , T − 1.
• f T (s) = g T (s) = h T (s).
It is known that the price of an American option is the solution of the following optimal stopping problem:
where the maximum is over all stopping times τ taking values in {0, 1, . . . , T }. The optimal policy stops at τ * = inf{t = 0, . . . , T : h t (S t ) ≥ g t (S t )};
i.e., the first time the immediate exercise value is at least as great as the continuation value. Broadie and Glasserman [1995a] show, under reasonable restrictions, there is no unbiased estimator of (1). As an alternative, therefore, they introduce two estimators, one biased high and one biased low, both consistent and asymptotically unbiased. We discuss these next.
Estimators. In contrast to the Monte Carlo approach for pricing European options, the evolution of S t is simulated using random trees rather than just sample paths. Given a value of the branching parameter b, the evolution of the tree can be described recursively as follows. and each having the distribution of S t+1 given
is a realization of the Markov chain S t .
Figure 1 illustrates a tree with parameters b = 3 and M = 1, where M denotes the dimension of the state vector. To understand the above notation, consider the node at t = T = 2 corresponding to the stock price of 87.59. In our notation it is represented as S 2,3 2 -the subscript 2 indicates that we are looking at a node at time t = 2 and the superscripts indicate that it is the third branch among the branches emanating from the second node at t = 1. We therefore have the entire path to the node. To simplify notation, henceforth, we will indicate the path i 1 · · · i t to a node at time t by α t .
Thus, S
i1···it t is written as S αt t , i 1 · · · i t j is replaced by α t j, and so on. The high estimator is simply the result of applying dynamic programming to the random tree.
More precisely, working backwards through the tree using the recursions
we compute the high estimator Θ = Θ 0 . At any node, therefore, the high estimate is the maximum of the immediate exercise value and the average of discounted high estimates at successor nodes.
The high estimator uses all branches emanating from a node to approximate both the optimal action (exercise or continue) and the value of this decision. The low estimator differs in that it separates the branches used to determine the action from those used to determine the continuation value. Here is a verbal description:
1. At each node in the tree, reserve one successor node. Average the discounted low estimator values at the other b − 1 successor nodes.
2. If the average obtained is less than the immediate exercise value, set the node value equal to the immediate exercise value; otherwise, set the node value equal to the discounted value from the reserved node.
3. Average the resulting node value over all b ways of selecting the reserved successor node.
4. Repeat these steps backwards through the tree. Now we give a more precise formulation. First let
Next, set
otherwise.
(4) Then let
for t = 0, . . . , T − 1. Finally, the low estimate θ is given by θ 0 .
By taking the upper confidence limit of the high estimator and the lower confidence limit of the low estimator we obtain a conservative confidence interval for the true price.
To summarize, this method requires constructing random trees parameterized by b, the number of branches per node. Once these trees have been obtained, 2 work backwards through the tree to compute the option price. In this way, the early-exercise feature is incorporated in the simulation methodology. The option price itself is determined in terms of two estimates: one is biased high and one is biased low, but both are unbiased in the limit as b goes to infinity.
An example. Figure 1 depicts a random tree corresponding to a single simulation run. The call option we are trying to price has a single underlying stock with an initial price of $100.00, and it has three exercise opportunities at times 0, T/2 and T . The strike price is $100.00, time to maturity is 1 year, annual interest rate is 5%, volatility is 0.2, and the dividend rate is 10%. In this figure, the low and high estimates are reported in parentheses next to the random stock price at each node. It is easy to compute the two estimates at time T ; e.g., at the topmost node at time T in Figure 1 , the stock price is 112.66, so both estimates for this node are 112.66 − 100.00 = 
PRUNING
Pricing a European option is generally easier than pricing the American counterpart: there is no optimization involved in the European price. It is therefore natural to try to exploit information obtained from the European case in pricing the American option. In Broadie and Glasserman [1995a] , it has been shown through examples that the European price provides a highly effective control variate. We now explain how the European price can also be used for pruning, i.e., reducing the number of nodes in the simulated trees. Specifically, two pruning techniques are discussed below.
Pruning at the last step. Let T − 1 denote the penultimate exercise opportunity. The optimal action at time T − 1 depends on which is greater, the immediate exercise value h T −1 (S T −1 ) or the continuation value g T −1 (S T −1 ). The estimators Θ and θ implicitly estimate the continuation value at each node. But at time T − 1 the continuation value is just the value of a European option initiated at time T − 1 and maturing at time T . Computing this value directly and efficiently eliminates the need to branch at the penultimate node. In other words, if T (S T −1 ) denotes the price of the European option initiated at time T − 1 with initial stock price S T −1 and expiring at time T , then the low and high esimators are both set to max{h T −1 (S T −1 ), T (S T −1 )}. Since this implies that we do not need to generate successor nodes for the nodes at T − 1, the work required
Returning to the tree in Figure 1 , it is not necessary to branch at time t 1 . As an illustration, the low and high estimates at the topmost node at time t 1 would then become max{5.67, 7.20} = 7.20, where 7.20 is the price of the European call option with initial stock price 105.67 and time to maturity half a year.
Intermediate pruning. The sole reason for branching (as opposed to simulating sample paths in the usual way) is to allow for consistent estimation of the optimal action at a node. Suppose that at time t there is a node corresponding to state s. If we knew that the immediate exercise value is smaller than the continuation value, i.e., h t (s) < g t (s), we would know that the optimal action is to continue and there would be no need to branch; it would suffice to generate just one successor node. Of course, in general we do not know g t (s) since g t is itself the value function of an optimal stopping problem. But if we can find¡ an easily computed lower bound (s) ≤ (respectively <) g t (s), In virtually all practical examples, the value of an option remains strictly positive throughout its existence. Thus, a simple choice of bound is (s) = 0: at any node at which the immediate exercise value is zero, there is no need to branch. This test is free because this choice of requires no computational effort. For example, in Figure 1 , since the immediate exercise value at time 0 is 0, it is optimal to continue and branching is unnecessary; we should generate just one successor node instead of three.
In the case h t (s) > 0, we may decide to compare the immediate exercise value with a more refined bound. Natural choices are t+1 (s), . . . , T (s), where k (s) is the value of a European option initiated in state s and maturing at time k. Each of these corresponds to a particular (suboptimal) exercise policy for the American option and thus provides a lower bound on g t (s). If h t (s) < k (s) for any k = t + 1, . . . , T , there is no need to branch. In the examples in Section 7, we illustrate this approach using only T (s).
It may be easy to understand the idea behind pruning pictorially. Consider Figures 2 and 3.
Specifically, compare the price T (S tj ) of the European option initiated at time t j and expiring at T with the immediate exercise value at time t j , h tj (S tj ). If the latter is greater, branch in the usual fashion as shown in Figure 2 . If, on the other hand, the former is greater, generate only one successor node, i.e., only one branch emanates from this node; 3 see Figure 3 .
ANTITHETIC BRANCHING
As mentioned earlier, using the European price as a control variate helps in reducing the standard error for the estimates. Another variance-reduction technique that proves useful is antithetic branching. Specifically, we divide the branches emanating from a node into two equal sets: the stock prices for the first half are generated in the usual manner, while the second set is obtained by changing the signs of all normal random variables in the first set. Further branching at all nodes, antithetic or not, is done in the same fashion. Figure 4 provides a simple illustration of antithetic branching.
In this figure, the node marked 1 is the antithetic mate of the node marked 1, etc. Note that this approach is slightly different from the traditional way of using antithetic variates to reduce variance of Monte Carlo estimates for European option prices. Normally, for every simulated path, another path is generated using the corresponding antithetic variates.
4, 5
In Section 2, for each node value S 6 In Figure 4 , e.g., if X (1) is used to generate one of the nodes marked 1, use −X (1) to generate its corresponding antithetic mate which is marked by 1 .
If the b samples at a node are generated independently of each other, as was done in Section 2, then the estimators are biased because a simulation run with finite number of branches does not replicate the distribution of stock prices perfectly. In particular, the stock prices following a node may be too high or low, thus increasing the value of the high estimate and lowering the low estimate.
By using antithetic branching, this bias is reduced to a certain extent because we balance high stock prices with low stock prices and vice versa. Moreover, since new random variables need to be generated at only half of the branches, it takes less time as compared with the original approach;
e.g., in the five-asset case in Example 1 of Section 5, we found that using antithetic branching reduced the computation time by approximately 25%.
Estimators. The high estimate is calculated in the same manner as in Section 2, but there is a difference in the calculation of the low estimate. Specifically, we need to do the following at each node.
1. Divide the branches into two sets consisting of 2 and b − 2 branches, respectively. The two branches in the first set form an antithetic pair, and the continuation value is taken to be the average of discounted low estimates at these two branches. The decision to continue is based on the remaining b − 2 branches.
2. Average the discounted low estimates at these b − 2 branches. If this value is greater than the immediate exercise value, set the low estimate at the node to be the estimated continuation value; otherwise, set it to be the immediate exercise value.
3. Repeat these steps for all b/2 ways of selecting the reserved antithetic pair, and set the low estimate at the node to be the average of the b/2 values obtained in this manner.
4. Continue in a backward fashion through the tree until all nodes are covered.
Equation (2) from Section 2 for the high estimator, and equation (3) for θ αt T , therefore remain unchanged. But the equations for θ αt t , (4) and (5), are modified as follows. If
],
for j = 1, . . . , b/2. Consequently, θ αt t can be calculated using
and the low estimator is θ 0 .
Combining with pruning. In some cases, further improvement can be obtained by using pruning and antithetic branching together. As described in Section 3, in order to prune the branches at a node at time t j , we compare the immediate exercise value h tj (S tj ) (provided h tj (S tj ) > 0) with the price of a European option T (S tj ) initiated at t j with initial stock value S tj and expiring at
, an optimal decision to continue is inferred and branching is unnecessary.
To make this technique effective when combined with antithetic branching though, if the decision is not to branch at a node, two successor nodes, corresponding to an antithetic pair, emanate from the node. That is, if the European price implies that the optimal decision is to continue at a node to generate the second one. This approach differs slightly from the pruning technique described in Section 3 where only one successor node was generated when an optimal decision to continue was inferred from the European price. Figure 5 provides a simple illustration of combining pruning with antithetic branching.
Estimators. If the European price implies that it is optimal not to branch at a node, the high estimator is simply
The low estimator θ αt t can also be analogously defined in this situation: just replace Θ by θ in the previous equation.
LATIN HYPERCUBE SAMPLING (LHS)
As mentioned in the previous section, if stock prices at the branches of a node are generated independently of each other, then they might not replicate the true distribution very well. To improve this replication, a useful technique is to select the branches from Latin hypercube samples.
7 Points selected in this manner have a lower sample variance than if the points were generated independently of each other.
Loosely speaking, for LHS in a single dimension, we divide the interval from 0 to 1 into b equal parts and ensure that exactly one sample is chosen from each of these subintervals. In addition, each sample point is uniformly distributed within its subinterval. In a single dimension, therefore, the methodology coincides with stratified sampling. In a multi-dimensional setting, however, the interval from 0 to 1 is divided into b equal parts in every dimension, and b points are then chosen from the resulting multi-dimensional cubes. If, for instance, the dimension is M , then b points need to be picked from the resulting b M cubes. It is ensured that exactly one point is chosen from each stratum in every dimension. Mathematically, instead of generating the k th dimension of the j th sample from an ordinary uniform [0, 1] random variable, it is generated from X αtj k , where Modifying the others in the same manner, we end up with a new set of uniform random variates: The high estimate is computed in the same manner as described in Section 2. Even though the branches were separated into two sets and each set was generated using independent Latin hypercube samples, apply dynamic programming in the usual manner to the branches to get the high estimate.
In order to calculate the low estimate, on the other hand, one of the two above-mentioned sets is used to make the continuation decision while the continuation value itself is taken from the other set. In other words, carry out the following steps at a node.
Compute the average of the discounted values of low estimators for the two sets separately.
2. Compare the continuation value from the first set with the immediate exercise value. If the immediate exercise is lower, set the node value to be the continuation value from the other set; otherwise set it to be the immediate exercise value.
3. Repeat this for the second set, and take the low estimate at the node to be the average of the two values.
4. Work backwards through the tree until all nodes are covered.
Mathematically, once again Θ αt t is as defined in equation (2), but the low estimate is formulated differently:
otherwise, for j = 1, 2, where l 1,1 = l 2,2 = 1, u 1,1 = u 2,2 = b/2, l 1,2 = l 2,1 = b/2 + 1 and u 1,2 = u 2,1 = b. As a result,
and, finally, the low estimator is θ 0 .
EXTRAPOLATION
An American option can be exercised at any time before maturity. So far, however, we have allowed for exercise at only finite points in time. To overcome this shortcoming, an extrapolated estimate for the price of an option with infinite exercise opportunities can be obtained from the prices of certain options with finite exercise points. Richardson extrapolation, for instance, can be used effectively for this purpose. 9 Specifically, a series of options with increasing number of exercise opportunities are considered. Since the limit of this series is the option whose price is to be determined, extrapolating this series presents a convenient way of tackling the problem. Let C 1 be a call that can only be exercised at times 0 and T , the maturity. Allow C 2 to be exercised at 0, T/2 and T , C 3 at 0, T/3, 2T/3 and T , and so on. Since it is easy to value options with fewer exercise opportunities, these calls can be priced using the simulation-based methodology presented in this paper. One can then use Richardson extrapolation to arrive at a reasonable estimate for the price of call C that can be exercised at any time before maturity. For illustrative purposes, let us suppose that we decide to use C 1 , C 2 and C 3 to find the extrapolated estimate. Applying Richardson extrapolation to C 1 , C 2 and C 3 , we arrive at the following equation:
C then provides an estimate for an option with infinite exercise opportunities. The last example in the following section uses equation (7) to find the extrapolated estimates.
NUMERICAL RESULTS
In this section, we test the techniques discussed so far by using them to price various options. As a first example, we consider an American option on the maximum of several assets. When the number of underlying assets is two, we compare the prices obtained via simulation with those obtained using the lattice approach. Since it is not computationally feasible to price the option using the lattice approach when the number of assets is five, we consider a second example in five dimensions for which the true price can be accurately computed. Next, in order to demonstrate the advantage of 9 Geske and Johnson [1984] used Richardson extrapolation to value an American put which can be exercised at every instant before maturity. 10 The derivation is listed in the Appendix of Geske and Johnson [1984] .
using simulation, a much harder option, which has features of quanto, basket and spread options, is considered. Finally, we illustrate with an example how extrapolation can be utilized for pricing purposes when the number of exercise opportunities is not finite.
Example 1. In order to compare and evaluate the enhancements described in this article, we picked a generic example of an American option on the maximum of M assets. Specifically, we considered two cases: M = 2 (Table 1) and M = 5 (Table 2) . In these examples, the state is M -dimensional with components S (i)
These asset prices evolve according to the rule
where r is the (constant) interest rate, δ i are the dividend yields, and {W
. . , M} are meanzero normal random variates with standard deviations σ i and correlation ρ ik for i = k. For simplicity, we take S (i) 0 to be identical for all i, and let this common initial asset price vary. The immediate exercise value at time t, before or at maturity, is given by h t (s) = max{max{S
where K is the strike price. Of course, since we are using simulation, we are not constrained to use only lognormally distributed stock prices as we are doing in this particular example. Tables 1 and 2 The first row was allowed 100 simulation runs, and the other rows were given approximately 11 The European price is computed using the formula provided by Johnson [1987] . 12 Henceforth, we will refer to "intermediate pruning" as just "pruning." the same amount of CPU time as the first row.
13 The exact timing for each row on an IBM AIX Version 3 for RISC System/6000 (RS/6000, for short) is indicated in each of the tables. Confidence intervals were computed as explained in Section 2. Because these intervals are conservative, the actual coverage is usually much greater than the nominal coverage. In Table 1 , the values labeled "True" were obtained using the lattice approach suggested by Boyle, Evnine and Gibbs [1989] with 800 time steps on the same option with four exercise opportunities.
14 The values labeled "Point est"
are the averages of the corresponding high and low estimators. Taking the midpoint as the price estimate is a fairly arbitrary way of compromising between the two. Nevertheless, the relative error ("Rel error") was computed from this estimate. 15 Since evaluating the true price for the five-asset case using any other numerical method seems to be computationally infeasible, in Table 2 we report interval estimates and an estimated relative error ("Est rel error"), which in this case is defined to be the ratio of half the width of the confidence interval to the midpoint.
It can be seen from Tables 1 and 2 that pruning certainly reduces the width of the confidence interval, although the point estimate itself seems to be getting worse in most situations. In this regard, it should be emphasized that all the savings obtained by using pruning was devoted to increasing the number of simulation runs. These savings could very well have been used to increase b, the number of branches per node. The former approach was taken to simplify the comparison between different techniques.
Contrasting rows 3 and 4 for the two-asset example in Table 1 with rows 1 and 2, it is clear that the antithetic branching technique brings the high and low estimates closer to each other, and it also reduces their standard errors. The net effect is a significantly narrower confidence interval.
Looking at the two-asset example, it is hard to say whether antithetic branching combined with pruning is better than plain antithetic branching or not. Although, for the five-asset example in Table 2 , antithetic branching and pruning together seem to perform somewhat better.
Row 5 in Tables 1 and 2 list the relevant results for Latin hypercube sampling (henceforth, LHS).
Clearly, the confidence intervals have shrunk by at least a factor of five in comparison with pruning, i.e., row 2. The reason being that, as previously conjectured, LHS also seems to have the dual advantage of antithetic branching: both bias and variance appear to decrease. In particular, the bias for the high estimator is dramatically reduced. It therefore seems plausible that assigning a 13 In UNIX jargon, this is the actual user time as opposed to real time.
14 Since the lattice approach with 800 time steps is not accurate to three decimal places, the relative errors may be slightly inaccurate. 15 The relative error was computed using numbers with higher precision than what are reported in the tables.
higher weight to the high estimate will produce a better point estimate for LHS. Furthermore, the confidence intervals corresponding to LHS and antithetic branching (with pruning) have about the same widths, although the former seems to be marginally better.
Due to the additional time required to carry out the random permutations in LHS method, it seems that in higher dimensions, antithetic branching may dominate. Comparing rows 4 and 5 in Tables 1 and 2 , for instance, we see that the advantage of LHS over antithetic branching goes down as the number of underlying assets increase from two to five.
Example 2. As stated earlier, it is computationally hard to use lattice or any other method to find the price for the option on the maximum of five assets in the preceding example. We therefore considered a second five-dimensional example to corroborate the effectiveness of the techniques presented in this paper. This is an option on the geometric average of five assets. The payoff, in other words, is determined as max{(
The results are compiled in Table 3 . Values for various parameters are listed at the bottom of the table. Since the geometric mean of lognormal random variables is lognormal, this problem can be reduced to one in a single variable, 16 and this was the approach taken in order to evaluate the option prices using a lattice with 10,000 steps; see the column corresponding to "True value." Additionally, the price of the European option on the single variable was used both for pruning and as a control variate. To test the simulation methodology, however, we continued to treat this example as a five-dimensional problem. The small relative errors indicate that the three techniques, namely antithetic branching, antithetic branching combined with pruning and Latin hypercube sampling, work extremely well.
There does not seem to be a clear pattern though regarding which one of the three techniques performs the best, although the smallest confidence intervals are obtained via LHS.
Example 3. Finally, we considered an example with a more involved payoff function; in particular, the payoff is given as
, which has some of the features of quanto, basket and spread options. In Table 4 , S Extrapolation example. In order to illustrate the effectiveness of extrapolation, we considered the familiar problem of pricing the option on the maximum of two assets from Example 1 above with one difference: it is now permitted to be exercised at any point in time before expiration.
We used equation (7) to find the extrapolated price estimate from C 1 , C 2 and C 3 . Table 5 lists the final results. The two-period and three-period calls were evaluated using antithetic branching, pruning and control variate techniques. Since the one-period option is European, it was evaluated directly using its analytical formula. The high and low estimates were extrapolated separately to get an interval for the actual option price. The midpoints of these intervals were taken to be the extrapolated price estimate. These point estimates were then compared with "true" values obtained using 500 time steps with as many exercise opportunities via the lattice approach suggested by Boyle, Evnine and Gibbs [1989] . It can be seen from the table that the relative errors are less than 1% for all cases except for the deep out-of-money option (and in this case the absolute error is quite small).
Higher accuracy can be achieved by increasing the number of branches and using more simulation time for evaluating each of the calls individually. Further improvement, at the expense of increased simulation time, is possible by extrapolating C 1 , C 2 , C 3 and C 4 instead of C 1 , C 2 and C 3 .
It is useful to see how effective this extrapolation technique is over many sample runs, instead of just one. In Table 6 therefore we computed the root-mean-squared (RMS) error over 100 sample runs. Specifically, each option was priced 100 times using simulation starting from different seeds for the random variable generator. The resulting 100 extrapolated price estimates were used to determine the RMS error. Once again, the relative errors are less than 1% for all options except for the deep out-of-money option.
SUMMARY
As the number of state variables increases, simulation becomes the only computationally feasible numerical approach for pricing options. Also, unlike other numerical methods, it allows for complex payoff functions and path dependencies. It therefore becomes important to look for possible ways of using simulation for pricing American options.
Since the approach presented in this paper relies on two estimates, one biased high and one biased low, and a confidence interval obtained from them, it is vital to reduce the bias and variance of these estimates. We find antithetic branching, both by itself and in combination with pruning, = 1, M = 5, b = 50, K = 200, r = 5%, T = 1.0, δ1 = δ2 = 8%, δ3 = δ4 = 10%, δ5 = 12%, σ1 = σ2 = σ3 = 25%, σ4 = 20%, σ5 = 30%, ρ34 = 0.4, ρ14 = ρ24 = 0.3, ρ12 = ρ13 = ρ23 = 0.2, ρ15 = ρ25 = ρ35 = ρ45 = 0.1, and four exercise opportunities at times 0, T /3, 2T /3, and T Antithetic branching, pruning and control variate techniques were used to evaluate the 2-and 3-period options. C1 was evaluated using the formula derived in Johnson [1987] . App. 4 minutes were devoted for each row, and the low and high estimates were extrapolated separately. The values in parentheses are the respective standard errors. The relative error has been computed using the midpoint as the estimated option price.
Payoff: max{max{S
(1) , S (2) } − K, 0.0} Parameters: M = 2, b = 50, K = 100, r = 5%, δ = 10%, T = 1.0, σ = 20%, ρ = 0.3, and infinite exercise opportunities Table 5 .
