ABSTRACT Complementary sets of sequences (CSSs) are widely used in many applications, such as active sensing and wireless communication. The construction of CSS has attracted considerable attention over the past few decades. In this paper, efficient and comprehensive computational algorithms for CSS design are proposed. We seek to minimize complementary integral sidelobe level (CISL) under multiple constraints, including unimodular, peak-to-average power ratio, discrete phase, and spectrum compatible constraint. The task of CSS design can be formulated as solving a nonconvex constraint optimization problem. As this problem is difficult to tackle directly, we resort to the general majorization-minimization (MM) method. By utilizing the inherent algebraic structure of the objective function, we construct the majorizing function via two consecutive applications of the MM method and obtain a closed-form solution by a couple of FFT operations at each iteration. The relationship between MM-based algorithms and derivative-based algorithms is revealed. Our algorithms are more flexible and widely applicable, and the numerical experiment results demonstrate the effectiveness and superiority over the existing state-of-art algorithms.
I. INTRODUCTION
Sequences with good correlation properties possess broad application prospect in active sensing [1] , wireless communication [2] , security and cryptography systems [3] , etc. The past decade has witnessed abundant research achievements in this field [4] - [15] . However, there are no sets of sequences with perfect auto/cross-correlation functions among all their members for every time shift [16] , [17] . This dilemma motivates researchers to consider the concept of Complementary Set of Sequences (CSS).
A set containing M sequences of length N is called complementary iff the auto-correlations sum up to Kronecker delta function. Seventy years ago, Golay's [18] efforts pursuing the sensitivity of far infrared spectrometry led to the discovery of complementary pairs of sequences with binary elements. Then, it was extended to sets of more than two sequences [19] and complex sequences [20] , [21] . Shortly after invention, Welti [22] proposed to use Golay sequences in
The associate editor coordinating the review of this manuscript and approving it for publication was Zilong Liu. radar to enable better detection and range resolution. Modern radar with ability to control multi-dimensional degrees of freedom can transmit CSS through multiple channels across time, space, frequency and polarization [23] . For example, CSS can be modulated to consecutive pulses and then accumulated coherently [24] or noncoherently [25] . What is more, the application of CSS can be found in MIMO radar [26] , [27] , CDMA [28] , [29] , OFDM [30] , underwater acoustic communications [31] , channel estimation [32] , etc.
The construction of CSS has been an attractive research area over the past few decades. Most results are concerned with the analytical generation of CSS for restricted sequence length N and set cardinality M [33] - [35] . Recently, computational methods have received particular attention for its flexibility in the sense of: i) no restriction on N and M , ii) compatibility with various sequence constraints, and iii) availability of plenty of sequences initialized by random sequences. However, the result of computational methods is usually almost complementary set. Fortunately, the impact of sidelobes can be ignored when they are lower than the noise level. Similar to the design of a single sequence, Complementary Integral Sidelobe Level (CISL) is generally used as the design criteria. An algorithm named iterative twisted approximation (ITROX) for CSS design was introduced in [6] . Its computational burden is relatively high for each iteration requires certain eigenvalue decompositions with computational complexity O(MN 2 ). Inspired by CAN algorithm in [4] , an extension to CSS design was made in [7] (CANARY). It is much more efficient than ITROX for the iteration relays on FFT operation with complexity O(MN log 2 N ). Notice that CANARY minimizes an approximate equivalent objective function to CISL. To minimize CISL directly and achieve finer convergence, [10] introduced general Majorization-Minimization (MM) method and proposed MM-CSS algorithm with complexity O(MN log 2 MN ) per iteration. Conjugate gradient algorithm without line search (GRA-CSS) is derived in [11] . GRA-CSS is limited to the design of unimodular CSS for it is based on phase-only derivative.
In this paper, we deal with the CISL minimization based CSS design problem, aiming at proposing iterative algorithms of lower computational complexity, faster convergence speed and greater flexibility than existing ones. We formulate CISL expression in frequency domain, and take constant modulus, peak-average power ratio (PAR), discrete phase and spectrum compatible constraints into account. Utilizing the inherent algebraic structure of the objective function, double applications of Majorization-Minimization (MM) method lead the nonconvex quartic problem to a closed-form solution at each iteration, which can be calculated by means of a couple of FFTs. Our algorithms inherit the monotonicity and convergence of MM method, and off-the-shelf acceleration scheme can be applied immediately. Numerical experiment results show the effectiveness and superiority over the state-of-art algorithms.
Our main contributions are highlighted as follows. i) Multiple constraints are involved in the CSS design, which is the missing details or partially studied in other literatures. This makes our algorithms more flexible and widely applicable to various practical scenarios. ii) Based on MM method, a majorizing function is newly derived in frequency domain and a closed-form solution is obtained by 2M FFTs of length 2N at each iteration. Although MM framework is also used in [10] , the derivation is in time domain and 4 FFTs of length 2M (2N − 1) are required at each iteration. The computational complexity is reduced from O(MN log 2 MN ) to O(MN log 2 N ). iii) Our algorithms are generic in the sense that the algorithms in [9] , which is intended for minimizing the ISL of single sequence, can be regard as a special case of our algorithms when M = 1.
Notations: Italic, bold lowercase and bold uppercase letters represent scalars, column vectors and matrices, respectively. x(n) is the n-th entry of vector x. 1 M is the M × 1 vector of 1. j is the imaginary unit. (·) * , (·) T , (·) H denote complex conjugate, transpose and conjugate transpose, respectively. The vector or matrix operators · , ⊗, •, vec(·), tr(·), Diag(·), max(·)/ min (·) and λ max (·) stand respectively the Euclidean norm, Kronecker product, Hadamard product, column-wise vectorization, matrix trace, constructing a diagonal matrix from a column vector, the maximum or minimum value among all entries and the largest eigenvalue of a matrix. The element-wise operators |·|, e (·) , ang(·), R{·} and I{·} take the modulus, exponent, angle, real and imaginary part of each entry in a vector or matrix. stands generalized inequation defined on positive semi-definite cone. Finally, x = Proj X (y) means x is the projection of y on set X , which is defined as 
The CISL metric can be expressed as
where ω p = 2π 2N p. The second equality is derived from Parseval's theorem. To rewrite equation (2) compactly, we define the following 2N × N (I)DFT matrix and vectors
Immediately, CISL can be expressed as
B. CONSTRAINT SCENARIOS Besides the energy constraint, i.e., x m 2 = N , which always holds but will not be imposed explicitly henceforth, we consider the following constraint scenarios.
1) CONSTANT MODULUS CONSTRAINT
In practice, unimodular waveforms are desirable due to the limitations of hardware components, e.g., D/A converters and high power amplifiers. The feasible set of constant modulus constraint is denoted as
2) PAR CONSTRAINT Sometimes, constant modulus constraint is too strict. Peak average power ratio constraint may be acceptable as long as the maximal amplitude falls into the dynamic range of the transmitter. For ∀s ∈ C N , the PAR is defined as
In our context, the feasible set can be formally expressed as
where 1 ≤ ρ ≤ N .
3) DISCRETE PHASE CONSTRAINT
Due to the limited precision of the waveform generator, it is common for the phase to take value from a finite alphabet, i.e.,
where
is the set of quantized phases and L is the phase quantization level.
4) SPECTRUM COMPATIBLE CONSTRAINT
In spectrum congested environment, it is desirable to distribute lower power in some certain frequency band where narrow-band interference exists. Let ∈ {1, · · · , 2N } denote the set of frequency points that need to be suppressed and ε a given power level. Then we have the following feasible set
Instead of involving constraint (8) explicitly, we equivalently consider a penalty objective function, since the quadratic constraint term will prohibit a simple closed form solution.
C. OPTIMIZATION PROBLEM
Stacking the sequences into a vector
the uniform objective function can be expressed as
where γ ≥ 0 is the penalty factor for spectrum constraint violation. As a summary, the optimization problem can be formulated as
where X i is the possible combinations of C 1 , C 2 and C 3 .
D. A PRIMER OF MAJORIZATION-MINIMIZATION METHOD
The nonconvex optimization problems like (10) can be solved resorting to MM method, which optimizes a sequence of approximate objective functions, so-called majorizing functions, instead of the original one directly. We say that f (x) is majorized by u(x, x (l+1) ) at the point
Starting from a given feasible point x (0) , MM method produces a sequence x (l) ∞ l=0 by using the following update rule:
According to equation (11) and (12), the monotonicity of MM method is obvious (13) Considering the boundedness of the objective function, the convergence of the resultant sequence is guaranteed. Furthermore, literature [36] discusses the stationary point that MM method converges to. It has been proven that when the majorizer satisfies certain conditions, the limit point x (∞) is a D(irection) stationary point of f (x) if constraint set X is convex, and a B(oulingand) stationary point [37] , [38] if X is nonconvex. At last, we present the following lemma that will be used later.
Lemma 1 (A Majorizing Function of Complex Quadric Form):
Let L and M be N ×N Hermitian matrices such that M L. Then for ∀x 0 ∈ C N , the quadratic function x H Lx is majorized by
Proof: This lemma can be easily proven by expanding the quadratic form at x 0 according to Taylor's theorem and replacing the Hessian matrix with M.
III. FAST ALGORITHM FOR CSS DESIGN A. MAJORIZER CONSTRUCTION
The key of MM-based methods is to construct the majorizing function, which should be a upper bound function as close to the objective function as possible. Here, the quartic objective function in (9) is converted into a linear one by successive twice applications of MM. Defining
we write the first term of f (x) in (9)as (neglecting the scale factor 1 2N )
The derivation of (16) utilizes the following properties of Kronecker product Lemma 2 (The Vectorization Formula of Kronecker Product [39] 
, where K QP is the (Q, P) commutation matrix.
Lemma 3 (The Product Property of Kronecker Product [39]): Let
Obviously, λ max ( )I M N 2 is guaranteed to hold and then Lemma 1 can be applied. Fortunately, λ max ( ) can be obtained without eigenvalue decomposition. The relation between the eigenvalues of the Kronecker product of two matrices and the eigenvalues of the two individual matrices is shown as follow [39] ): Let A ∈ C M ×M with eigenvalues λ 1 , . . . , λ M and B ∈ C N ×N with eigenvalues µ 1 , . . . , µ M . The eigenvalues of (A ⊗ B) are
Lemma 4 (The Eigenvalues of Kronecker Product of Two Matrices
Substituting the definition of X, X (l) and into equation (18), it is derived that the first and second item of u 1 X, X (l) are constant and the third item is real. Equation (18) can be written as (19) where
is the sum of the power spectrum
m . The second item of f (x) can be expressed as
where h is 2N vector with entries
Sum equation (19) and (20) to get the first majorizing function of whole f (x)
The problem of minimizing (22) (25) Provably, the first two item ofû m (x m , x (l) m ) are constant and it can be rewritten aŝ
Notice that y (l) m can be calculated by FFT. From the above, the original problem (10) is converted into M simpler ones as follow
The solution can be uniformly expressed by using projection operation
B. PROJECTION ONTO CONSTRAINT SET
The closed-form solution of (29) is given under different constraint combinations
1) CONSTANT MODULUS AND CONTINUOUS
In this case, we have the simple solution
2) CONSTANT MODULUS AND DISCRETE PHASE (
In this case, the solution is expressed elementwise
where ϕ n = arg min
3) PAR AND CONTINUOUS PHASE (X 3 = C 2 )
In this case, the projection vector is given by nearest vector with low PAR algorithm in [40] .
is calculated according to the following procedure
•
Step 1: Let P denote the number of nonzero elements of y (l) m and the P denotes the set containing the corresponding indexes. If ρP > N , set q = 0 and turn to Step 2. Otherwise, the solution is
m with least magnitude. If this set is not uniquely determined, increment q and repeat Step 2.
• Step 3: Calculate
If max n∈Q y (l) m (n) δ > √ ρ, increment q and return to Step 2. Otherwise, the solution is
In this case, successive twice projection operations are carried out to obtain the update solution
The calculation procedure is detailed below
m (n) .
• Step 2: Calculate x (l+1) m by the procedure in the previous case of PAR and continuous phase. The overall algorithm is named as Bare MM-CSS and summarized in Algorithm 1. The composite operation x (l+1) = MM-CSS 1 (x (l) , X ) abbreviate an iteration in Algorithm 1 with projection objective set X . Since the major calculated amount comes form 2M (I)FFT operations of length 2N , the computation complexity per iteration is O (MN log 2 N ) .
Algorithm 1 Bare MM-Based CSS Designing Algorithm (Bare MM-CSS)

Input:
Number of sequences M and sequence length N ; Set of suppressed frequency points ; Penalty factor γ ; Constraint set X ; Iteration-stopping criteria.
Output:
Convergent sequences x = x T 1 , . . . , l ← l + 1; 9: until Meet Iteration-stopping criterion.
C. ACCELERATED ALGORITHM USING SQUAR
In the derivation above, the twice application of MM yields a loose upper bound function of the original objective function, leading to low convergence speed. An off-the-shelf acceleration scheme named squared iterative method (SQUAR), which was initially proposed in [41] for EM algorithm, is employed here with slight modification to accelerate the convergence speed of Bare MM-CSS. The new algorithm is named as MM-CSS-SQUAR and summarized in Algorithm 2.
D. CONNECTION WITH GRADIENT-BASED METHOD
In this subsection, the connection between MM-based and gradient-based methods is revealed. The Wirtinger partial derivative of f (x) in (9) with respect to x * m is
and the steepest descent direction is
where µ is the same as the definition in (24) . In the case of constant modulus, let x m = e jϕ m and ϕ m = ϕ m (1), · · · , ϕ m (N ) T . Utilizing the following derivative
we can obtain the phase-only derivative
The gradient descent method based on phase-only derivative is exactly the basic tool used in research literatures [5] , [8] , [14] . We will not discuss this case in this paper further.
We denote the update point next to x m by using steepest descent method as z m
where λ is the step-length which should be obtained by line search. For comparison, we rewrite (27) multiplied by appropriate scaling factor as follow
Obviously, (41) and (42) have the same algebraic structure. Hence, the MM-based algorithm can be essentially considered as the steepest descent method followed by a vector projection step. Another explanation for the slow convergence rate of Bare MM-CSS is that it always occupy an definite step-length which may be too conservative. This inspire us to consider another acceleration scheme based on steepest descent method. We consider the unconstrained optimization problem with respect to x. For given search direction d at current point x, we define one-dimensional function
There is no need to perform a line search of g(λ) as the best step-length can be obtained by solving the cubic equation g (λ) = 0. It is well known that a real coefficient cubic polynomial has three roots with at least one real root. We select the positive root that is closet to 0 as the step-length. This operation can be expressed as
Applying aforementioned steepest descent method to Bare MM-CSS, we obtain the accelerated MM-CSS algorithm named MM-CSS-SD in Algorithm 3.
IV. NUMERICAL EXPERIMENTS
To evaluate the performance of the proposed algorithms, numerical experiments are presented in this section. Firstly, we compare the convergence property of MM-CSS-SQUAR and MM-CSS-SD with three comparison algorithms under the most common constraint scenario (constant modulus, continuous phase, no spectrum constraint). Then, we show the effectiveness of the proposed algorithms when other constraints are involved. Notice that we will not examine Bare MM-CSS because it is included in the two accelerated versions and behaves worse than the latter. The minimum relative function tolerance defined in (47), minimum function value and maximum number of iterations are used alone or in combination as the iteration-stopping criteria.
All simulations were carried out by Matlab R2016a on a Windows10 desktop with i7-6700U CPU @ 3.4GHz and 32 GB RAM.
A. CONVERGENCE PROPERTY
In this subsection, we inspect the convergence property from the aspects of the total convergence time and the value of CISL after the algorithms converge. Three representative algorithms, CAN-like algorithm in [7] (CANARY), MM-based algorithm in [10] (MM-CSS-Song) and gradientbased algorithm in [11] (GRA-CSS-Tang), are used as comparison algorithms. We select the case of constant modulus, continuous phase CSS without spectrum constraint since this is the most common case that these three methods can be applied to. It is noteworthy that GRA-CSS-Tang should be the best to some extent since it considers the CSS designing as an unconstrained optimization problem with respect to phase only at the expense of being most restricted to be applicable to unimodular sequence designing only. Hence, we treat GRA-CSS-Tang as the benchmark to evaluate the others. We consider the CSS designing under different combinations of sequence length N = 128 and set cardinality M ∈ {1, 2, 3}. Example 1: We firstly give an simple example of CSS design by plotting the auto-correlation functions of resultant sequences in Fig. 1 . The method used is Algorithm 2 and the relative function tolerance ε = 1e −15 . The algorithm converges after 114, 221530, 5219 iterations and 0.02230, 
Compute step length α = − r v ;
8:
while f (x) > f (x (l) ) do 10: α ← (α − 1) /2;
11:
end while 13: x (l+1) = x; 14: l ← l + 1; 15: until Meet Iteration stopping criterion.
29.62, 0.8671 seconds for M = 1, 2, 3, respectively. As shown in Fig. 1 , the sidelobe of the auto-correlation function presents a remarkable attenuation with the increasing of M . Contrary to our intuition, the algorithm at M = 3 takes fewer iterations and less time to converge than that at M = 2. This is because the larger is M , the more complementary is the set. The objective function of large M decreases to near zero rapidly and the predefined condition is easy to be met. Further trials with larger M confirm our hypothesis. This fact inspires us to set more strict convergence criteria for larger M .
Example 2:
Given minimum relative function tolerance ε, the trial is repeated 100 times in each case and the results are statistically analyzed to compare the five algorithms. Independent sets of unimodular sequences with random phase are used as the initializations. Additionally, the maximum number of iterations is specified as 50,000 to limit the program running period. The average final CISL values (abbreviated to Ave.), average consumed time (in milliseconds) and average conducted iterations (Iter.), are shown in Table 1 . Observing the statistical data, we discover that GRA-CSS-Tang achieves the best performance among the five algorithms as our expectation. Then our Algorithm 2 and MM-CSS-Song follow close behind. The two MM-based algorithms exhibit comparable average CISL after convergence and similar number of iterations, this might be because they both use SQUAREM acceleration scheme, whereas Algorithm 2 only consume about a half to a third time of MM-CSS-Song as they use different majorizing functions. Algorithm 3 and CANARY perform poorly and even fail to meet the minimum relative function tolerance within maximum number of iterations in some situations. 
Compute a, b, c, d and step using (44), (45) and (46);
10:
step ← step + step /2
12:
end while 14: x (l+1) = x; 15: l ← l + 1; 16: until Meet Iteration stopping criterion.
Example 3:
As the practical implication of relative function tolerance is not straightforward and the final CISL values are quite different, we design a more intuitive and fairer experiment by simply adopting minimum function value as the iteration-stopping criteria. In each case, the trial is repeated 100 times with random initializations. As the final CISL significantly depends on the initial sequences, we choose the probability (P) of reaching the predetermined CISL within 10,000 iterations, the average time (in milliseconds) TABLE 1. Convergence property comparisons (using preset minimum relative function tolerance ε and maximum iterations of 50,000 as the iteration-stopping criteria). and the average number of iterations (Iter.) as the performance indicators. The statistical result is showed in Table 2 . It turns out again that Algorithm 2 is superior to MM-CSS-Song since it is always more likely to achieve the predefined CISL and consumes less time. Even under certain conditions, Algorithm 2 is more computationally efficient than GRA-CSS-Tang. Algorithm 3 is only better than CANARY. To compare the convergence property visually, the CISL normalized by initiation versus computational time is plotted in Fig. 2 . The curve of Algorithm 2 is the nearest to GRA-CSS-Tang. What's more, Algorithm 2 shows similar (even faster) convergence speed at the beginning of iterations than GRA-CSS-Tang, and the difference mainly exists near the local stationary point. This implies that Algorithm 2 possesses more competitive performance than when GRA-CSS-Tang convergence criteria is relative slack, just as the case of Fig. 2(a) .
B. VARIOUS PAR CSS DESIGNING
In this subsection, we relax the unimodular constraint to PAR constraint to enable better correlation property. CANARY tackles the variable modulus by introducing a penalization of the distance between the magnitudes of sequence and 1. This means that it can't exactly control the PAR or at certain PAR the solution is always suboptimal. Although there is no discussion in [10] , MM-CSS-Song can also be extended to PAR constraint by using the method in this paper. We will not use it as the comparison algorithm here for the poor performance it exhibits previously. We will focus on the two proposed algorithms.
Example 4: Initiated by the same random sequences, Algorithm 2 and 3 are conducted to design CSS of length TABLE 2. Convergence property comparisons (using preset cisl value and maximum iterations of 10,000 as the iteration-stopping criteria). Table 3 . Three conclusions are drawn: i) Even a slight relaxation of unimodular constraint will lead to significant improvement of correlation property. For example, when M = 2, an average CISL of 0.095 is obtained by Algorithm 2 after 1000 iterations for PAR=1.3, while 1068 iterations of GRA-CSS-Tang yield an average CISL of 0.17. ii) CISL is sensitive to PAR when PAR falls between 1.0 to 1.4, and increasing PAR further lead to less improvement. iii) In spite of the poor behavior of Algorithm 3 in the previous subsection, its performance has improved at certain PARs and even surpasses Algorithm 2 for PAR=1.1.
C. PHASE QUANTIZED CSS DESIGNING
Example 5: We consider the design of phase quantized unimodular CSS. With the basic parameters remaining the same, the continuous phase condition is replaced by discrete phase of quantization level L ∈ {32, 64, 128, 256, 512}. During the simulation, we find that taking the projection to the constraint set at each intermediate iteration decreases the objective function monotonically, but the iteration may end up at a poor local optimum when L is small. Therefore, we only do this at the last iteration. The normalized CISL versus iterations concerning with a CSS design by Algorithm 2 is plotted in Fig. 3 . As shown, doubling L will lead to about 10dB decline of CISL and the difference with the continuous phase case can be neglected when L = 512. Besides, we notice that the monotonicity is destroyed and hence the iteration-stopping criteria should be designed carefully. The effectiveness for designing phase quantized CSS under PAR constraints can be easily inferred and we will not demonstrate it.
D. SPARSE SPECTRUM CSS DESIGNING
Example 6: we aim to design a unimodular CSS of length N = 512 and cardinality M = 2 with spectrum notch at VOLUME 7, 2019 , corresponding to disperse frequency point set = {128, · · · , 192} ∪ {768, · · · , 833}. The method used is Algorithm 2 with fix 1,000 iterations. We tune the parameter γ to adjust the tradeoff between minimizing CISL and minimizing the power in predefined stop bands. The auto-correlation function and power spectrum are shown in Fig. 4 and Fig. 5 for γ = 1e3 and 1e4 respectively. We find that involving spectrum constraints will significantly worsen the complementary property especially the peak sidelobe level property. In Fig. 4(a) , a peak sidelobe level of -25dB is observed while in Fig. 5(a) it is −18dB. Simple ways to overcome this problem are increasing the cardinality M or loosing the unimodular constraint.
V. CONCLUSION
In this paper, we focus on the design of CSS based on minimizing CISL with multiple constraints. by utilizing the general MM method, we convert the corresponding nonconvex and large-scale optimization problem to a simpler one and the closed-from solution can be expressed by the projection on a particular set. Two schemes based on SQUAR and steepest descent method are employed to accelerate convergence speed. Compared with the existing state-of-art algorithms, the proposed algorithms are either more widely applicable or more computationally efficient.
CSS seems the perfect solution for pulse compression radar to suppress sidelobe disturbance. However, it is faced with many technical challenges in practice. When used in timeseparation mode, inter-pulse Doppler phase-shift introduced by moving target will precludes the direct addition of individual auto-correlations and the complementary property may be destroyed. Therefore, we will extend the algorithms to Doppler resilient CSS design in near future.
