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GLOBAL WELL-POSEDNESS OF MASTER EQUATIONS FOR DETERMINISTIC
DISPLACEMENT CONVEX POTENTIAL MEAN FIELD GAMES
WILFRID GANGBO AND ALPA´R R. ME´SZA´ROS
Abstract. This manuscript constructs global in time solutions to the master equations for potential
Mean Field Games. The study concerns a class of Lagrangians and initial values functions, which are
displacement convex and so, it may be in dichotomy with the class of so–called monotone functions,
widely considered in the literature. We construct solutions to both the scalar and vectorial master
equations in potential Mean Field Games, when the underlying space is the whole space Rd and so,
it is not compact.
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Introduction
In this manuscript, we study a Hamilton–Jacobi equation on P2(Rd), the set of Borel probability
measures on Rd of finite second moments. This allows to make inferences on the master equation
in Mean Field Games, introduced by P.-L. Lions in [31]. Our study relies on an special notion of
convexity, the so–called displacement convexity, which is a natural for functions V : P2(Rd) → R.
It differs from the classical notion of convexity on the set of measures, which corresponds to the
monotonicity condition, central in most prior work aiming to study global in time solutions to the
master equation. A comparison between the classical notion of convexity and displacement convexity
can already be made by considering ways of interpolating Dirac masses. Given two Dirac masses δq0
and δq1 the paths
[0, 1] ∋ t 7→ σt := (1 − t)δq0 + tδq1 , [0, 1] ∋ t 7→ σ∗t := δ(1−t)q0+tq1
provide two distinct interpolation these two elements of P2(Rd). The function V is called convex in
the classical sense if it is convexity along classical interpolation, which in particular implies t 7→ V(σt)
is a convex function on [0, 1]. The function is called displacement convex [32] if its restriction to any
W2–geodesics is convex, which in particular means t 7→ V(σ∗t ) is a convex function on [0, 1].
A blatant example which shows convexity and displacement convexity cannot be the same is when
2V(µ) =
ˆ
R2d
|q − q′|2µ(dq)µ(dq′), µ ∈ P2(Rd).
In this case, it has been long known that V is concave in the classical sense while V is obviously
displacement convex. However, for the purpose of our study, we need to come up with a richer class
of examples consistent with our analysis. For instance, let us consider two functions φ, φ1 ∈ C2(Rd)
with bounded second derivatives and such that φ1 is even and define
2V(µ) :=
ˆ
Rd
(
2φ(q) + φ1 ∗ µ(q)
)
µ(dq), µ ∈ P2(Rd).
Let us recall that (see Lemma B.2) the function V is convex in the classical sense if and only if φˆ1 –
the Fourier transform of φ1 – is nonnegative, independently of whether or not additional requirements
are imposed on φ. Suppose for instance φ is 2λ–convex for some λ > 0. If φ1 is λ1–convex for some
2λ1 ∈ (−λ, λ) then V is displacement convex. As discussed in Subsections 3.4 and B.1, we can choose
φ1 such that φˆ1 changes sign, so that V fails to be convex in the classical sense.
The theory of well posedness of the so–called master equation in Mean Field Games is well developed
on the set of probability measures [9] (for a probabilistic approach to study such equations we refer
to [11]), under the so–called monotonicity condition [8] [28] [29] [30], for games where the individual
and/or common noises are essential mechanisms governing the games. In the same setting of monotone
data, global solutions were also constructed in [13], where the authors can handle even degenerate
diffusions in the equations. In the same context, [35] improve the regularity restrictions on the data,
which need to be still monotone, and propose a notion of weak solutions for the master equation. When
the monotonicity condition fails and the noises are absent, only short time existence results of the
scalar master equation were achieved in [24] for special Lagrangians, and later in [33] for more general
ones. For classical mean field games systems the smallness of the time horizon sometimes can be
replaced by a smallness condition on the data (see for instance [1, 2]). In terms of random variables, a
Hilbert space formulation of the master equation incorporating appropriate noises is achieved only for
short times [5] for a special class of Lagrangians. The theory of a master equation on a Hilbert space
is a delicate to handle if one would like to connect it to an equation on the set of probability measure.
For instance imposing more regularity than second order Fre´chet differentiability on functions on a
Hilbert space may sometimes be a too severe restrictions (see below).
This manuscript constructs global solutions to the master equation in potential Mean Field Games,
where displacement convexity is used as substitute for the monotonicity condition widely used in the
literature. In potential Mean Field Games, one considers smooth enough real valued functions U0,F
defined on P2(Rd). We assume there are smooth real valued functions u0, f defined on Rd × P2(Rd)
which are related to U0,F in the following sense: the Wasserstein gradient of U0 at µ ∈ P2(Rd) equals
the finite dimensional gradient Dqu0(·, µ) and the Wasserstein gradient of F at µ ∈ P2(Rd) equals the
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finite dimensional gradient Dqf(·, µ). Given a Hamiltonian H ∈ C3(R2d) the master equation consists
in finding a real valued function u defined on [0,∞)×Rd×P2(Rd), solution to the non–local equation{
∂tu+H(q,Dqu) +Nµ
[
Dqu(t, ·, µ),∇wu(t, q, µ)(·)
]
= f(x, µ), (0, T )× Rd × P2(Rd),
u(0, ·, ·) = u0, Rd × P2(Rd),
Here, Nµ : L2(µ)× L2(µ)→ R is the non–local operator defined as
(0.1) Nµ[η, θ] :=
ˆ
Rd
DpH(c, η(c)) · θ(c)µ(dc).
Let L(q, ·) be the Legendre transform on H(q, ·) and assume L is strictly convex and both functions
have bounded second order derivatives. Under the assumption that U0 and F are displacement
convex (convex along the Wasserstein geodesics), we construct classical solutions or weak solution to
the master equation, depending on the regularity properties imposed on the data. Following [25], the
starting point of our study relies on the point of view that the differential structure on P2(Rd) is
inherited from the differential structure on the flat space H := L2((0, 1)d,Rd) and the former space
can be viewed as the quotient space of the latter. The functions U0,F are lifted to obtain functions
U˜0, F˜ defined on the Hilbert space H, with the property that they are rearrangement invariant. What
we mean by rearrangement invariant is that U˜0(x) = U˜0(y) whenever the push forward of Lebesgue
measure restricted to (0, 1)d by x, y ∈ H coincide. In this case, we sometimes say that x and y have the
same law. The Hamiltonian H is used to define on the co–tangent bundle H2, another Hamiltonian
denoted
H˜(x, b) :=
ˆ
(0,1)d
H(x(ω), b(ω))dω − F˜(x),
The corresponding Lagrangian L˜ is on H2, the tangent bundle, and is
L˜(x, a) :=
ˆ
(0,1)d
L(x(ω), a(ω))dω + F˜(x).
Both the Lagrangian and the Hamiltonian are invariant under the action of the group of bijections
of (0, 1)d onto (0, 1)d, which preserves the Lebesgue measure. We are interested in regularity properties
of U˜ : (0,∞)×H→ R solutions to the Hamilton–Jacobi equation{
∂tU˜ + H˜
(·,∇xU˜) = 0, in (0,∞)×H,
U˜(0, ·) = U˜0 on H.
The characteristics of this infinite dimensional PDE and the smoothness properties of U˜ will play
an essential role in the application of our study to Mean Field Games. They allow us to obtain
an explicit representation formula of the solution to the master equation for arbitrarily large times.
Similar observations were made also by P.-L. Lions during a recorded seminar talk [31]. This lecture
seems to suggest that is was not clear at all how far the displacement convexity assumptions on the
data could be used to advance the study the global in time well–posedness of master equations.
Under appropriate growth and convexity conditions on the data, the classical theory of Hamilton–
Jacobi equation on Hilbert spaces, ensures that U˜(t, ·) is of class C1,1loc (H). Our Hamiltonian and
Lagrangian being rearrangement invariant, by the uniqueness theory of Hamilton–Jacobi equation,
U˜(t, ·) is rearrangement invariant. This allows to define a function U(t, ·) on P2(Rd) such that U(t, µ) =
U˜(t, x) whenever x ∈ H has µ as its law. In the same time, U will be the unique classical solution to
the corresponding Hamilton–Jacobi equation set on P2(Rd).
By Lemma 2.13, a function V : P2(Rd)→ R is of class C1,1loc on the Wasserstein space if and only if
its lift V˜ : H → R is of class C1,1loc on the Hilbert space. Since the Hilbert theory ensures that U˜(t, ·)
is of class C1,1loc on the Hilbert space, we obtain as a by–product that U(t, ·) is of class C1,1loc on the
Wasserstein space. This is how far one could push the Hilbert approach in terms of regularity theory if
one would like to make useful inference in Mean Field Games. Indeed, imposing that a rearrangement
invariant function V˜ : H → R is of class C2 (twice Fre´chet differentiable) is too stringent for the
purpose of Mean Field Games. For instance, if φ ∈ C∞c (Rd) then H ∋ x 7→ V˜(x) :=
´
(0,1)d φ(x(ω))dω
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does not belong to C2(H) unless φ ≡ 0 (cf. Proposition A.4). Similar conclusions can be drawn on
other functionals with a local representation such as
H ∋ x 7→ V˜(x) :=
ˆ
(0,1)nd
φ(x(ω1), · · · , x(ωn))dω1 · · · dωn,
when φ ∈ C3(Rnd) is symmetric and have bounded second and third order derivatives (cf. Proposition
A.2). Pursuing a deeper analysis, we assume α ∈ (0, 1], V˜ ∈ C2,αloc
(
H
)
is rearrangement invariant so
that it is the lift of a function V : P2(Rd) → R. We show in Lemma A.1 that if (A.1) holds for all
h, h∗ ∈ H then Dq
(∇wV(µ)) is constant function on spt(µ).
A final argument to support the fact that we need a new concepts of higher order derivatives on the
set of probability measures is the following. When k ≥ 3, making assumptions on k–order differentials
of Hamiltonians H˜ : H2 → R and treating them as continuous multi–linear forms on cartesian products
of H2 is too restrictive for a theory in Mean Field Games. Indeed, frequently used Hamiltonians in
Mean Field Games theory are of the form
H˜(x, b) = H˜H(x, b)− F˜(x), H˜H(x, b) ≡
ˆ
(0,1)d
H(x(ω), b(ω))dω
where H ∈ C3(R2d) is such that D2H is bounded. Let α ∈ (0, 1]. Even if C2,αloc (H2) is an infinite
dimensional space, its intersection with the set of functions which have a local representation is
contained in a finite dimensional space. For instance,
(0.2) dim
(
C2,αloc (H
2) ∩ {H˜H : H ∈ C2,αloc (R2d), D2H is bounded}) <∞.
In this manuscript, to write a meaningful master equation, we are interested in functions V :
P2(Rd) → R which satisfy higher regularity properties than being of C1,1loc . We assume at least that
their lift V˜ : H→ R are such that ∇V is Gaˆteaux differentiable with bounded second order differential
is a sense to be made precise. Due to the rearrangement invariance property of V˜ , ∇2V˜ must have a
special form. Given x ∈ H, there exist matrix valued maps
A∗1 ∈ L∞((0, 1)d;Rd×d), A∗2 ∈ L∞((0, 1)2d;Rd×d)
such that A∗1 is symmetric almost everywhere, A
∗
2(ω, o) = A
∗
2(o, ω)
⊤ almost everywhere and the
operator H ∋ ζ 7→ ∇2V˜(x)ζ can be written
(0.3)
(∇2V˜(x)ζ)(ω) = A∗1(ω)ζ(ω) +
ˆ
(0,1)d
A∗2(ω, o)ζ(o)do.
In fact, there are matrices A1 and A2 which allow for the factorization
A∗1(ω) = A1
(
x(ω)
)
, A∗2(ω, o) = A2
(
x(ω), x(o)
)
.
We argue in Remark 2.12 that A1 can be interpreted as Dq
(∇wV(µ)(q)) and indicate the relation
between A2 and the Wasserstein gradient of ∇wV .
When B ⊆ P2(Rd) is an open set, we introduce vector spaces of functions C2,α,w(B), as substitutes
for the spaces C2,α(B). These new spaces are such that whenever V ∈ C2,α,w(B), its restrictions
R
nd ∋ (q1, · · · , qn) 7→ V
(
1
n
n∑
i=1
δqi
)
belong to C2,αloc (R
nd). The precise definition of this space can be found in Definition 2.11. At least we
require that if V ∈ C(2,α,w)(B), since the second order Gaˆteaux differential of its lift V˜ exists, it must
satisfy the property
(0.4)
∣∣∣∇V˜(y)(ω)−∇V˜(x)(ω) −∇2V˜(x)(ω)((y(ω)− x(ω))∣∣∣ ≤ C(|y(ω)− x(ω)|α + ‖x− y‖α)
whenever x, y ∈ H, x pushes Ld(0,1)d forward to µ, y pushes Ld(0,1)d forward to ν and ‖x−y‖ =W2(µ, ν).
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A discretization approach, greatly facilitate the task to show (0.3) when V˜ is replaced by U˜(t, ·),
the solution to the Hamilton–Jacobi equation we constructed on the Hilbert space. This allows us to
make inference beyond an estimate such as
sup
x,h∈H
{
|D2U˜(t, x)(h, h)| : ‖h‖ ≤ 1, ‖x‖ ≤ r
}
< +∞ ∀r > 0.
Unlike studies of the master equation in compact settings such as the periodic setting Rd/Zd, the fact
that the range of U˜ is certainly unbounded, is a source of additional complications in our study,
When ∇H˜ is Lipschitz, the characteristics of the Hamilton–Jacobi equation are the Hamiltonian
flow Σ = (Σ1,Σ2) : [0,∞)×H2 → H2, uniquely defined in (1.3). The vector field ∇⊥H˜ is the velocity
in Eulerian coordinates for the trajectory Σ on the cotangent bundle H2. We denote as
(ξ˜, η˜) : [0,∞)×H→ H2
the restriction of Σ to the graph of ∇U˜0 (cf. (1.5)). When L˜ and U˜0 are convex, under appropriate
standard conditions on L˜ and H˜, differentiability properties of U˜ are obtained by standard methods.
A strict convexity property of L˜ ensures that for any fixed t ≥ 0, ξ(t, ·) is a bijection of H onto H.
The trajectories
[0, t] ∋ s 7→ S˜ts[x] := ξ(s, ξ−1t (x)) ∈ H
are useful to write the representation formula
U˜(t, x) = U˜0(S˜t0[x]) +
ˆ t
0
L˜(S˜ts[x], ∂sS˜ts[x])ds.
The identity
(0.5) ∇U˜(t, ·) = η˜(t, S˜t0)
suggests that the smoothness properties of U˜ rest on the smoothness properties of S˜t0 and η˜. While
strict convexity of L˜ is sufficient to get that the restriction of ξ(t, ·)−1 to appropriate finite dimensional
spaces is continuously differentiable, it become much harder to show that ξ(t, ·)−1 is continuous on
the whole space H unless appropriate convexity properties are imposed on the data.
Let us consider the vector field
B(t, ·) := ∇bH˜
(·, η˜(t, S˜t0))
which helps to study the second order derivatives of U˜ and which represents the velocity of the flow
ξ˜ in physical space, since
˙˜
ξ = B(s, ξ˜). When U˜(t, ·) is twice differentiable then ∇2U˜(t, x),∇B(t, x) :
H2 → R are bilinear forms which satisfy the relation
∇B(t, x)(h, a) = ∇2U˜(t, x)
(
a,D2ppH
(
x,∇U˜(t, x))h)+ ˆ
(0,1)d
(
D2qpH
(
x,∇U˜(t, x)) a) · hdω
for h, a ∈ H.
A discretization approach, greatly facilitate the task to show there are Borel maps
A12 ∈ L∞(Rd,Rd×d), A22 ∈ L∞(Rd × Rd,Rd×d)
such that for ϕ ∈ C∞c (Rd) and h := Dϕ ◦ x,
D2V˜(x)(h, h) =
ˆ
(0,1)d
A12(x(ω))h(ω) · h(ω)dω +
ˆ
(0,1)2d
A22(x(ω1), x(ω2))h(ω1) · h(ω2)dω1dω2.
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0.1. Summary of our main results. Coming back to the description of our main results, after
having provided the C1,1loc regularity for the viscosity solutions U to the corresponding Hamilton–Jacobi
equations on P2(Rd), we completely abandon the setting of the Hilbert space and via a discretization
approach we show that U(t, ·) is actually of class C2,1,wloc . We note that our approach seems to be novel
and, although similar in flavor, it is completely different from the ones developed in [24] and [33]. It
is relying on fine quantitative derivative estimates with respect to m ∈ N on the Hamiltonian flow for
m-particles, then these in turn translate to higher regularity estimates on U by carefully differentiating
the identity (0.5), written for the restriction of U to the set of average of dirac masses.
Having U(t, ·) ∈ C2,1,wloc (P2(Rd)) allows us to obtain weak solutions (see in Theorem 3.7) V : [0, T ]×
P2(Rd)× Rd → Rd to the so-called vectorial master equation,
(0.6)


∂tV +DqH(q,V(t, µ, q)) +DqV(t, µ, q)∇pH(q,V(t, µ, q)) +N µ
[V ,∇⊤wV](t, µ, q)
= ∇wF(µ)(q)
V(0, µ, ·) = ∇wU0(µ)(·),
where for V : P2(Rd)× Rd → Rd we define
Nµ
[V ,∇⊤wV](t, µ, q) :=
ˆ
Rd
∇⊤wV(t, µ, q)(b)DpH
(
b,V(t, µ, b))µ(db)
This equation can be seen as a vectorial conservation law on (0, T ) × P2(Rd) × Rd and can be
derived formally by taking the Wasserstein gradient of the Hamilton-Jacobi equation satisfied by U .
Such method is possible in the setting of the Hilbert space as well (provided one has the sufficient
regularity to justify the differentiation), and this is done for instance in [5] and [6] for short time and
special Hamiltonians. Let us emphasize that there is a subtlety in this derivation and in particular
at a first glance the vectorial master equation in the setting of P2(Rd) is satisfied pointwise only on
(0, T )×⋃µ∈P2(Rd){µ}×spt(µ). Therefore, we refer to such solution as weak solution. Thus, additional
effort is needed to extend the vectorial master equation to (0, T )× P2(Rd)× Rd and actually, this is
possible through the solution to the scalar master equation. One cannot observe this phenomenon in
the setting of H, because ∇U˜(t, x), as an element of H, does not carry explicitly the dependence on
the range of x ∈ H.
Let us stress that even though there is a deep connection between the vectorial and scalar master
equations, while formally speaking the former one is the Wasserstein gradient of a Hamilton-Jacobi
equation, additional effort is needed to justify the well-posedness of the latter one. And in particular,
this is not a simple consequence of the well-posedness of the vectorial equation at all. In the same
time, while the vectorial master equation might have physical relevance as a vectorial conservation
law, in the theory of Mean Field Games the scalar master equation is the one which has profound
significance. One of the reasons for this is that this equation deeply carries the features of N–player
differential games. In particular, as we can see this in [9], it provides an important tool to prove the
convergence of Nash equilibria of N–player differential games to the Mean Field Games system, as
N → +∞. In the same time, typically it provides quantified rates on propagation of chaos. Therefore,
such equations are very natural, and they were successfully used in the literature in the context of
mean field limits of large particle system (see for instance in [34, 14]).
The candidate for the solution of the scalar master equation is constructed as follows. Given
t ∈ [0, T ], q ∈ Rd and µ ∈ P2(Rd) we define
(0.7) u(t, q, µ) := inf
γ
{
u0(γ0, σ
t
0[µ])+
ˆ t
0
(
L(γs, γ˙s)+ f(γs, σ
t
s[µ])
)
ds : γ ∈ W 1,2([0, t],Rd), γt = q
}
,
where the curve (σts[µ])s∈[0,t] is the projection of the Hamiltonian flow onto P2(Rd). We underline the
important fact that the previous formula defines u(t, ·, µ) for every q ∈ Rd (and not just for q ∈ spt(q)).
After obtaining the sufficient regularity of the mapping µ 7→ σts[µ] (using also the fact that U(t, ·) ∈
C2,1,wloc (P2(Rd))), we show that u is of class C1,1loc ([0, T ]×Rd×P2(Rd)) (see Lemma 3.16). The connection
between u and U is that Dqu(t, ·, µ) = ∇wU(t, µ)(·) on spt(µ). This is an important remark, since
it means that Dqu(t, ·, µ) provides the natural Lipschitz continuous extension for ∇wU(t, µ)(·) to Rd.
DETERMINISTIC DISPLACEMENT CONVEX POTENTIAL GAMES 7
By these arguments we can prove Theorem 3.22, the main theorem of this manuscript, which states
that under our standing assumptions u defined in (0.7) is the unique classical solution to the scalar
master equation which is of class C1,1loc ([0, T ]× Rd × P2(Rd)).
Theorem 3.22 has several implication. First, the obtained regularity of u and the fact that
Dqu(t, ·, µ) = ∇wU(t, µ)(·) on spt(µ), allow us to deduce that Dqu is a solution to the vectorial
master equation and (0.6) is satisfied for all (t, µ) ∈ (0, T )× P2(Rd) and for Ld–a.e. q ∈ Rd.
Second, since the scalar master equation, and in particular our definition (0.7) possess the features of
N–player differential games, we easily deduce that u(t, ·, ·), when restricted to⋃q∈RNd µ(N)q ×spt(µ(N)q ),
provides approximate solutions to a system of Hamilton–Jacobi equation, characterizing the Nash
equilibria of the associated N–player differential game. In the same time, the regularity of u allows
us to deduce the local convergence of Nash equilibria as N → +∞. Of course, once we have existence
of a classical solution to the scalar master equation, these convergence results are expected, as in [9],
[18, 19]. The proofs of the results from this subsection are very much inspired by these references.
Such rigorous convergence questions for deterministic Mean Field Games were poorly investigated in
great generality previously in the literature (we refer to a recent paper [21] for a particular case).
The structure of the rest of the paper is the following. In Section 1 we provide the first part of
our standing assumptions, we present the discretization approach and show a direct argument which
provides C1,1loc regularity for solutions to a class of Hamilton–Jacobi equations set on Hilbert spaces.
In Section 2 we compare notions of convexity and regularity for functions defined on P2(Rd), their
lifts defined on H and their restrictions to discrete measures. Here we also show how can we deduce
regularity estimates for functions on P2(Rd) from precise quantitative derivative estimates on their
restrictions to discrete measures.
Section 3 is the core of the manuscript where we investigate the well-posedness of both vectorial and
scalar master equations. Additional assumptions need to be imposed to establish the well-posedness of
the scalar master equation. These are listed in this section. Here, we also derive important properties
of flows on H and on their counterparts defined on P2(Rd) which are used in our proofs.
In Section 4 we have collected two important implications of the scalar master equation. First, the
rigorous connection between the vectorial and scalar master equations which in particular leads to an
improvement on the notion of weak solution to the vectorial equations. Second, using the solution
to the scalar master equation, we present a short discussion on the convergence problem of N–player
differential games, as N → +∞.
To facilitate the reading of the main text, our manuscript has several appendices. In Appendix A
we demonstrate the limitations of the Hilbert space approach, when studying or assuming C2,α type
regularity on rearrangement invariant functionals having local representations.
In Appendix B we emphasize how our setting by imposing displacement convexity of the data can
replace the more standard monotonicity assumptions imposed typically in the Mean Field Games
literature. Here we provide examples of functionals which produce non-monotone coupling functions
and an example of a Hamilton–Jacobi equation on P2(Rd), for which the data provides the standard
monotonicity condition, yet its classical solution ceases to exist after finite time.
In Appendix C we have collected some standard results on Hamiltonian flows of Hilbert spaces
and we explained how the regularity of these flows can be used to show regularity of solution to a
Hamilton-Jacobi equations.
Appendix D contains the important quantitative estimates with respect to m on the Hamiltonian
flows of m–particle systems and the corresponding derivative estimates of the solutions to Hamilton–
Jacobi equations set on Rmd. Lastly, in Appendix E we provided the proofs of the results stated in
Subsection 4.2.
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1. Preliminaries
We start this section with some well–known definitions in the Hilbert setting as well as in the
Wasserstein space. We denote as Ω := (0, 1)d ⊂ Rd the unit cube and as LdΩ the Lebesgue measure
restricted to Ω. We sometimes refer to any Borel map of Ω to M as a random variable. We shall work
on the Hilbert space
H := L2(Ω;Rd),
the set of square integrable Borel vector fields with respect to Ω.
Since it is more convenient to write Mm instead of (Rd)m, we shall use write M in place of Rd.
Letters x, y are typically used for elements of H, while elements of M are typically denoted by q, p, v.
Sometimes, we also use the notation R+ := [0,+∞).
Given two topological spaces S1 and S2, a Borel measure µ on S1 and a Borel map X : S1 → S2,
X♯µ is the measure on S2 defined as X♯µ(B) = µ
(
X−1(B)
)
for B ⊂ S2.
The canonical projections π1, π2 :M×M→M are defined as
π1(q1, q2) = q1, π
2(q1, q2) = q2 ∀q1, q2 ∈M.
Given µ0, µ1 ∈ P2(M), we denote as Γ(µ0, µ1) the set of Borel probability measures γ on M ×M
such that π1♯ γ = µ0 and π
2
♯ γ = µ1. We denote as Γo(µ0, µ1) the set of γ ∈ Γ(µ0, µ1) such that
W 22 (µ0, µ1) =
ˆ
R2d
|q1 − q2|2γ(dq1, dq2).
The law of x ∈ H is the Borel probability measure ♯(x) := x♯LdΩ. The map ♯ maps H onto P2(M), the
set of Borel probability measure onM of finite second moments. One basic result in measure theory is
that as Ω has no atoms, any Borel probability measure on Rd is the law of a Borel map Z : Ω→ Rd.
If µ ∈ P2(M), the set of Borel vector fields ξ : M → M which are square integrable is denoted as
L2(µ). The tangent space to P2(M) at µ denoted as TµP2(M) is closure of ∇C∞c (M) in L2(µ).
If U˜ : H→ R is differentiable at x ∈ H, we use the notations ∇U˜(x) or ∇xU˜(x) to denote its Fre´chet
derivative at x (as element of H). If U˜ is twice differentiable at x, we use the notations ∇2U˜(x) or
∇2xxU˜(x) to denote its Hessian (as bi-linear form on H×H). If u :M→ R is differentiable at q ∈ M,
we use the notation Du(q) or Dqu(q) to denote its gradient at q. If it is twice differentiable at q, we
use the notations D2u(q) or D2qqu(q) to denote its Hessian matrix at q.
For r > 0, we define Br to be the closed ball in (P2(M),W2), centered at δ0 and of radius r. Br(0)
stands for the closed ball in H centered at 0 and of radius r.
For any integer m > 1 we fix (Ωmi )
m
i=1 be a partition of Ω into Borel sets of same volume. Given
q := (q1, · · · , qm), p := (p1, · · · , pm) ∈ Mm,
we set
(1.1) M q :=
m∑
i=1
qiχΩm
i
, Mmp :=
m∑
i=1
(mpi)χΩm
i
≡ mMp and µ(m)q :=
1
m
m∑
i=1
δqi .
We set
B
m
r :=
{
q ∈ Mm : m−1
m∑
j=1
|qj |2 ≤ r2
}
.
and
P(m)2 (M) :=
{
m∑
i=1
1
m
δqi : q ∈ Mm
}
.
1.1. Assumptions. Throughout this manuscript N ≥ 1 is an integer, m∗, κ1, λ0 ∈ R and κ0, λ1, κ3 >
0. We shall denote as κ a generic constant depending on m∗, κ0, κ1, r2, κ3 > 0.
Let −∞ < s < t <∞, let m > 1 be an integer and let R+ := [0,∞).
When S is a metric space, we denote as AC2(s, t; S) the set of S : [s, t]→ S which are 2–absolutely
continuous. When τ ∈ [s, t], when convenient, we write Sτ in place of S(τ). We are imposing the
following standing assumptions throughout the paper.
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Suppose
F˜ , U˜0 ∈ C1,1(H), F˜ ≥ 0, U˜0 ≥ m∗,(H1)
and are rearrangement invariant in the sense that if x, y ∈ H have the same law, then F˜(x) = F˜(y)
and U˜0(x) = U˜0(y). We assume
F˜ is κ1-convex and U˜0 is convex.(H2)
and
(H3) ∇F˜ ,∇U˜0 are κ0-Lipschitz.
Let
(H4) H,L ∈ CN+1(M× Rd), L ≥ 0,
such that L(q, ·) and H(q, ·) are Legendre transform of each other for any q ∈ M. We assume
(H5) D2vvL ≥ κ3Id, D2ppH > 0,
and
(H6) DH, DL are κ0-Lipschitz.
We further assume
(H7) λ1|v|2 + λ0 ≤ L(q, v).
We set
L˜(x, a) =
ˆ
Ω
L
(
x(ω), a(ω)
)
dω + F˜(x), H˜(x, b) =
ˆ
Ω
H
(
x(ω), b(ω)
)
dω − F˜(x)
for x, a, b ∈ H and assume
(H8) L˜ is jointly strictly convex in both variables.
For any S ∈ AC2(s, t;H) we set
A˜ts(S) :=
ˆ t
s
L˜(S, S˙)dτ.
When x, y ∈ H we set
C˜ts(x, y) := inf
S
{
A˜ts(S) : S(0) = x, S(t) = y, S ∈ AC2(s, t;H)
}
and define for t > 0,
(1.2) U˜(t, y) = inf
z∈H
C˜t0(z, y) + U˜0(z).
We denote as AC2(0, t;Hy) the set of S ∈ AC2(0, t;H) such that At0(S) <∞ and S(t) = y.
The second assumption in (H2) and the assumption in (H8) imply A˜ts is strictly convex.
Remark 1.1. The following hold.
(i) Using (H6), we obtain that |H | and |L| are bounded above by quadratic forms.
(ii) Note that by (H1) and (H7),
A˜t0(S) ≥ λ1
ˆ t
0
‖S˙‖2dτ + λ0t+m∗.
This ensures a pre–compactness property to the sub-level sets of A˜t0 when they are contained
in AC2(0, t;Hy) for some y ∈ H.
(iii) The functions DL, DH, ∇U˜0 and ∇F˜ being Lipschitz, there is a constant κ such that
|DL(q, v)| ≤ κ(|v| + |q|+ 1), |DH(q, p)| ≤ κ(|p|+ |q|+ 1), ‖∇U˜0(x)‖ + ‖∇F˜(x)‖ ≤ κ(‖x‖ + 1).
10 W. GANGBO AND A.R. ME´SZA´ROS
The assumptions imposed on H and F˜ ensure ∇H˜ : H2 → R is Lipschitz and so, there exists a
unique Hamiltonian flow Σ : R×H2 → H2 on the phase space, solution to the initial value problem
(1.3)


Σ˙1(t, ·) = ∇bH˜
(
Σ(t, ·)), in (0,∞)×H2,
Σ˙2(t, ·) = −∇xH˜
(
Σ(t, ·)), in (0,∞)×H2
Σ(0, ·) = idH2 .
By Remark 1.1 (iii) there exists a constant κ˜ > κ depending only on κ such that
(1.4) ‖Σ(t, x, b)‖+ 1 ≤ (‖(x, b)‖+ 1)eκ˜t
for any t > 0 and x, b ∈ H. The restriction of Σ to the graph of ∇U˜0 is the flow map denoted as
(1.5) (ξ˜, η˜) := Σ
(·, ·,∇U˜0)
on the spatial space, with values in the cotangent bundle. We combine (H3) and (1.4) to find c5 > 0
depending only on κ0 and ‖∇U˜0(0)‖ such that
(1.6) ‖(ξ˜, η˜)‖+ 1 ≤ c5
(‖x‖+ 1)eκ˜t.
We discuss some classical properties of the Hamiltonian flow in the setting of Hilbert spaces in Ap-
pendix C.
1.2. Discretization. Fix a natural number m > 1. For q, v, p ∈Mm we define
L(m)(q, v) :=
ˆ
Ω
L(M q,Mv)dω =
1
m
m∑
i=1
L(qi, vi), F
(m)(q) := F˜(M q)
and
H(m)(q, p) :=
ˆ
Ω
H(M q,Mmp)dω =
1
m
m∑
i=1
H(qi,mpi).
Then we set
Lm(q, v) := L(m)(q, v) + F (m)(q), Hm(q, p) := H(m)(q, p)− F (m)(q), U (m)(t, q) := U˜(t,M q).
We record the following useful identities. One checks that for each j ∈ {1, · · · ,m}, ∇U˜(t,M q) is
constant on Ωmj and
(1.7) DqjU
(m)(t, q1, · · · , qm) = 1
m
∇U˜(t,M q)|Ωm
j
.
Note this means in particular,
(1.8) ∇U˜0 : {M q : q ∈ Mm} → {M q : q ∈Mm}.
We infer
(1.9) ∇U˜(t,M q) = m
m∑
j=1
χΩm
j
DqjU
(m)(t, q).
Observe
(1.10) DqjLm(q, v) =
1
m
∇xL˜(M q,Mv)|Ωm
j
, DvjLm(q, v) =
1
m
∇aL˜(M q,Mv)|Ωm
j
,
and so,
(1.11) ∇xL˜(M q,Mv) = m
m∑
j=1
χΩm
j
DqjLm(q, v), ∇aL˜(M q,Mv) = m
m∑
j=1
χΩm
j
DvjLm(q, v).
Similarly,
(1.12) DqjHm(q, p) =
1
m
∇xH˜(M q,Mmp)|mΩj , DpjHm(q, p) = ∇bH˜(M q,Mmp)|Ωmj .
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Note that the fact that the coefficient in front of∇bH˜(M q,Mmp) is not divided bym is not a misprint.
However, we have
(1.13) DqjHm
(
q,DqU
(m)(t, q)
)
=
1
m
∇xH˜
(
M q,∇U˜(t,M q)
)
|Ωm
j
,
and so,
(1.14)
1
m
∇xH˜
(
M q,∇U˜(t,M q)
)
=
m∑
j=1
DqjHm
(
q,DqU
(m)(t, q)
)
χΩm
j
For any natural number m denote as (Σm1 ,Σ
m
2 ) : R×M2m → M2m the Hamiltonian flow for Hm.
For x ∈ H such that ♯(x) = µ the following are well–defined
ξs[µ] ◦ x = ξ˜s[x], ηs[µ] ◦ x = η˜s[x].
We consider the spatially discretized flows
(1.15) ξms (q) = ξs
[
µ(m)q
]
(qi), η
m
s (q) =
1
m
ηs
[
µ(m)q
]
(qi).
Using the notation (ξm, ηm) = (ξm1 , · · · , ξmm , ηm1 , · · · , ηmm), the flows are uniquely defined to satisfy
(1.16)


ξ˙mi (s, q) = DpiH˜m
(
ξmi (s, q), η
m
i (s, q)
)
, for (s, q) ∈ (0,∞)×Mm,
η˙mi (s, q) = −DqiH˜m
(
ξmi (s, q), η
m
i (s, q)
)
, for (s, q) ∈ (0,∞)×Mm,(
ξm(0, q), ηm(0, q)
)
=
(
q,DqU
(m)
0 (q)
)
, for q ∈Mm.
1.3. Direct arguments for C1,1loc–regularity in Hilbert setting. Throughout this subsection, we
impose (H1)-(H8). We rely on the theory of existence of solutions to Hamilton–Jacobi on Hilbert
spaces developed in [16] and [17]. The function U˜ defined in (1.2) is the unique viscosity solution to
(1.17)
{
∂tU˜ + H˜
(
x,∇U˜) = 0, in (0,∞)×H,
U˜(0, ·) = U˜0 on H.
The purpose of this subsection is to show that basic analytical tools can be used to verify that U˜
is of class C1,1loc .
Proposition 1.2. There exists e1 ∈ C(R+,R+) monotone nondecreasing such that the following hold
for T > 0, and r > 0.
(i) U˜ is e1
(
r(T + 1)
)
–Lipschitz on [0, T ]× Br(0).
(ii) U˜(t, ·) is e1
(
r(t + 1)
)
–semiconcave on Br(0) for t ∈ [0, T ].
Proof. The first essential observation to make is that Remark 1.1 (ii) ensures that if t > 0 and y ∈ H
then any minimizing sequence for U˜(t, y) is bounded in AC2(0, t;Hy). Denote such a minimizing
sequence as (Sn)n ⊂ AC2(0, t;Hy). By Mazur’s lemma, we have a convex combination of (S˙n)n ⊂
L2
(
(0, t)×H) which converges strongly. Thus, the appropriate convex combination of (Sn)n converges
strongly in L2
(
(0, t)×H). By the convexity property of the functional A˜t0 and the convexity property
of the set AC2(0, t;Hy), we obtain a new sequence whose limit is a minimizer for U˜(t, y). The proofs
presented in [26] extend to our context so that one can show (i) and (ii). 
Proposition 1.3. There is an increasing function e1 ∈ C(R+,R+) such that if t > 0 then
(i) U˜(t, ·) is rearrangement invariant.
(ii) U˜(t, ·) is convex and so, it is differentiable and ∇U˜(t, ·) is e1
(
r(t+ 1)
)
–Lipschitz on Br(0).
Proof. (i) The invariance property imposed on U˜0 and F˜ implies L˜ satisfies the invariance property
L˜(x, a) = L˜(x ◦ E, a ◦ E)
for x, a ∈ H, E : Ω → Ω such that E preserves Lebesgue measure. Since L˜ is further continuous, we
conclude that U˜(t, ·) is rearrangement invariant for t ≥ 0 (cf. [25]).
(ii) The convexity of At0 on AC2(0, t;H) yields the convexity of U˜(t, ·) on H. This, together with
Proposition 1.2 (ii) completes the proof. 
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Remark 1.4. Let q ∈Mm. Note σ 7→ ´ t
0
Lm(σ, σ˙)dτ+U (m)0 (σ(0)) is strictly convex on AC2
(
0, t; q;Rmd
)
,
the set of paths σ ∈ AC2
(
0, t;Rmd
)
, such that σ(t) = q. Since L˜ is of class C2 and satisfies the as-
sumptions in Subsection 1.1, standard results of the calculus of variations ensure that
´ t
0
Lm(σ, σ˙)dτ +
U
(m)
0 (σ(0)) admits a unique minimizer σ
m on AC2
(
0, t; q;Mm
)
. The minimizer is completely charac-
terized by the Euler–Lagrange equations
(1.18)
d
dτ
(
DvLm(σm, σ˙m)
)
= DqLm(σm, σ˙m), σm(t) = q, DqU (m)0 (σm(0)) = DqLm(σm(0), σ˙m(0)).
Define
Um(t, q) :=
ˆ t
0
Lm(σm, σ˙m)dτ + U (m)0 (σm(0)).
Then it is well–known that Um is the unique continuous viscosity solution to
(1.19) ∂tU
m +Hm(q,DqUm) = 0, on (0,∞)×Mm, Um(0, ·) = U (m)0 .
Setting S := Mσ
m
, we have S˙ = M σ˙
m
. We use (1.9) at t = 0, then use (1.11) and (1.18) to obtain
d
dτ
(
∇aL˜(S, S˙)
)
= ∇xL˜(S, S˙), ∇U˜0(S(0)) = ∇aL˜(S(0), S˙(0)).
This means S is a critical point of At0 over AC2(0, t;Hy) if we set y := M
q. Since At0 is convex over
AC2(0, t;Hy), we conclude that S is a minimizer of A
t
0 over AC2(0, t;Hy). Thus,
Um(t, q) = At0(S) = U˜(t,M q) = U (m)(t, q).
Consequently, U (m) is the unique viscosity solution to (1.19).
Theorem 1.5. There exists e0 : [0,∞) → [0,∞), monotone non–decreasing such that the following
hold.
(i) If 0 ≤ t1 < t2 ≤ T then
U˜(t2, y)− U˜(t1, y) = −
ˆ t2
t1
H˜(y,∇U˜(τ, y))dτ ∀y ∈ H.
(ii) U˜ is continuously differentiable on (0,∞)×H and ∂tU˜ , ∇U˜ are Lipschitz on [0, T ]× Br(0).
(iii) For any y ∈ H, there exists a unique S ∈ AC2(0, t;Hy) such that U˜(t, y) = A˜t0(S) + U˜0(S(0)).
(iv) Let S be as in (iii) and set P := ∇aL˜(S, S˙). Then S, P ∈ C2([0, t];H),
(1.20) S˙ = ∇bH˜(S, P ), P˙ = ∇xL˜(S, S˙) = −∇xH˜(S, P ), ∇U˜(·, S) = ∇aL˜(S, S˙) on [0, t].
In particular,
(1.21) ∇U˜0(S(0)) = ∇aL˜(S(0), S˙(0)).
(v) We have
C˜t0(S(0), y), ‖S˙(τ)‖ ≤ e0
(
(t+ 1)‖y‖), ‖S(τ)‖ ≤ ‖y‖+ te0((t+ 1)‖y‖) ∀τ ∈ [0, t].
Proof. Let y ∈ Br(0).
(i) By Remark 1.4, U (m) is a viscosity solution to (1.19) and so, the standard theory of Hamilton–
Jacobi equations in finite dimensional spaces yields the pointwise identity
U (m)(t2, q)− U (m)(t1, q) = −
ˆ t2
t1
Hm(q,DqU (m)(τ, q))dτ
for q ∈ Mm. We use (1.9) to infer
U˜(t2,M q)− U˜(t1,M q) = −
ˆ t2
t1
H˜(M q,∇U˜(τ,M q))dτ
By Proposition 1.3(ii), ∇U˜ is bounded on [t1, t2]×Br(y) for all r > 1. Since ∇U˜(τ, ·) is continuous for
each τ ∈ [t1, t2] and H˜ is continuous, we use the fact that {M q : q ∈ Mm,m ∈ N} is dense in H to
obtain (i).
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(ii) Let h ∈ B1(0) and set y2 := y + h. By (i)
(1.22) U˜(t2, y2)− U˜(t1, y2)− U˜(t2, y) + U˜(t1, y) =
ˆ t2
t1
(
H˜(y2,∇U˜(τ, y2))− H˜(y,∇U˜(τ, y)))dτ.
Since H˜ is locally Lipschitz and by Proposition 1.3(ii) ∇U˜(τ, ·) is uniformly Lipschitz on Br+1(0), we
obtain a finite number c(r, T ) increasing in the variables r and T such thatˆ t2
t1
∣∣∣H˜(y,∇U˜(τ, y2)))− H˜(y,∇U˜(τ, y))∣∣∣dτ ≤ ‖h‖c(r, T )|t2 − t1|.
and ˆ t2
t1
∣∣∣H˜(y2,∇U˜(τ, y2))− H˜(y,∇U˜(τ, y2))∣∣∣dτ ≤ ‖h‖c(r, T )|t2 − t1|.
We use (1.22) to inferˆ 1
0
(
∇˜U(t2, y + th)− ∇˜U(t1, y + lh)
)
dl · h ≤ 2‖h‖c(r, T )|t2 − t1|.
Let ǫ ∈ R and write h = ǫhˆ with ‖hˆ‖ = 1. We let ǫ tend to 0 to conclude that(
∇˜U(t2, y)− ∇˜U(t1, y)
)
· hˆ ≤ 2c(r, T )|t2 − t1|.
Hence,
(1.23)
∣∣∣∇˜U(t2, y)− ∇˜U(t1, y)∣∣∣ ≤ 2c(r, T )|t2 − t1|.
This together with the space Lipschitz property of ∇U˜ implies ∇U˜ is Lipschitz on [0, T ]× Br(0).
It remains to show that ∂tU˜ is Lipschitz on [0, T ] × Br(0). As a composition of locally–Lipschitz
functions, (τ, x)→ H˜(x,∇U˜(τ, x)) is Lipschitz on [0, T ]×Br(0). Hence since by (i) ∂tU˜ = −H˜
(·,∇U˜),
we conclude ∂tU˜ is Lipschitz on [0, T ]× Br(0).
(iii) is a folklore whenH is a finite dimensional space. The methods used under the latter assumption
extend to infinite dimensional Hilbert space except that in general Hilbert setting, U˜(t, ·) is not a
minimum. However, due to the convexity properties of the functionals we are minimizing, Mazur’s
lemma can be applied to replace minimizing sequences by a finite convex combination of minimizing
sequence which converge in some stronger topology (cf. also [26]). Unique of the minimizer follows
from the strict convexity property of L˜.
(iv–v) One sees from [26] that the arguments used when H is a finite dimensional space can be
extended to the infinite dimensional case to obtain (iv) and the first two identities in (v). Since
S(τ) = y +
´ τ
t
S˙(t)dl, the third identity in (v) follows from the second identity there.

Remark 1.6. (i) We denote the unique S which appears in Theorem 1.5 (iii) as
S˜ts[y](ω) := S(s, ω), 0 ≤ s ≤ t, ω ∈ Ω.
It is uniquely characterized by the equation
(1.24) U˜(t, y) =
ˆ t
0
L˜
(
S˜ts[y], ∂sS˜
t
s[y]
)
ds+ U˜0
(
S˜t0[y]
)
, Stt [y] = y.
Defining
P˜ ts [y] = ∇aL˜
(
S˜ts[y], ∂sS˜
t
s[y]
)
,
we have
(1.25)


∂sS˜
t
s[y] = ∇bH˜
(
S˜ts[y], P˜
t
s [y]
)
, for (s, y) ∈ (0, t)×H,
∂sP˜
t
s [y] = −∇xH˜
(
S˜ts[y], P˜
t
s [y]
)
, for (s, y) ∈ (0, t)×H(
S˜tt [y], P˜
t
0 [y]
)
=
(
y,∇U˜0(y)
)
, for y ∈ H.
(ii) If ♯(y) = µ we define Sts[µ] and P
t
s [µ] on the support of µ as
Sts[µ] ◦ y = S˜ts[y], P ts [µ] ◦ y = P˜ ts [y] 0 ≤ s ≤ t.
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Under appropriate conditions, the flows Sts[µ] and P
t
s [µ] will be extended (cf. Proposition 3.13 and
Remark 3.14) to the whole space M.
(iii) For any natural number m and q ∈Mm, we have
(1.26) S˜ts
[
M q
]
= Mσ
t,m
s [q],
where (σt,ms [q])s∈(0,t) is the optimizer discussed in Remark 1.4.
(iv) When the conditions in Remark 1.6 are satisfied, we define the vector field
(1.27) B(t, ·) := ∇bH˜
(·, η˜(t, S˜t0)).
which will turn out to be the velocity in Eulerian coordinates for the trajectory ξ˜.
2. Comparing regularity properties of functions defined on P2(M), H and Mm
Throughout this section, we lift any given function U : P2(M) → R to H to obtain the function
U˜ : H→ R defined as U˜(x) := U(♯(x)). Recall (Ωj)mj=1 is the Borel partition in Section 1. We set
U (m)(q) := U(µ(m)q ) = U˜(M q).
2.1. Semi-convex and semi-concave functions on Hilbert spaces.
Definition 2.1 (Semi-convexity and semi-concavity on H). Let B ⊆ H be a convex open set. We say
that U˜ : B→ R is semi-convex (or λ-convex) on B, if there exists λ ∈ R and for all x ∈ B there exists
a continuous linear form θx on H such that
U˜(y) ≥ U˜(x) + θx(y − x) + λ
2
‖x− y‖2, ∀ y ∈ B.
We say that a function U˜ : B→ R is λ-concave, if −U˜ is (−λ)-semi-convex.
Remark 2.2. The previous definition has an equivalent reformulation. Let B ⊆ H be a convex open
set. Then U˜ : B→ R is λ-convex if and only if
U˜((1 − t)x+ ty) ≤ (1 − t)U˜(x) + tU˜(y)− λ
2
t(1− t)‖x− y‖2, ∀t ∈ [0, 1], ∀x, y ∈ B.
Definition 2.3 (C1,1 functions). We say that U˜ : B → R is C1,1 on an open set B ⊆ H, if it is
Fre´chet differentiable on B and its Fre´chet differential is Lipschitz continuous, i.e. there exists C > 0
such that
‖∇U˜(x) −∇U˜(y)‖ ≤ C‖x− y‖, ∀ x, y ∈ B.
Inspired from similar results on finite dimensional smooth manifold (see for instance in [20]), we
can state the following characterization of C1,1 functions defined on subsets of H.
Remark 2.4. In fact U˜ : B→ R is C1,1 on a convex set B ⊆ H if and only if it is Fre´chet differentiable
on B and there exists K ≥ 0 such that
(2.1) |U˜(y)− U˜(x)−∇U˜(x)(y − x)| ≤ K‖x− y‖2, ∀ x, y ∈ B.
2.2. Notions of convexity on (P2(M),W2). There are various notions of convexity for functionals
defined on the Wasserstein space. The concept of so-called displacement convexity [4, 32] is expressed
in terms ofW2–geodesics. Recall that given µ0, µ1 ∈ P2(M), for any geodesics [0, 1] ∋ t 7→ µt ∈ P2(M),
of constant speed connecting µ0 to µ1 in P2(M) is of the form µt = µt := ((1− t)π1+ tπ1)♯γ for some
γ ∈ Γo(µ0, µ1), then
Definition 2.5 (Semi-convexity and semi-concavity on (P2(M),W2)). Let U : P2(M)→ R.
(1-i) We say that U is semi-convex (or λ-convex) in the classical sense if there is λ ∈ R such that
U((1 − t)µ0 + tµ1) ≤ (1− t)U(µ0) + tU(µ1)− λ
2
t(1− t)W 22 (µ0, µ1), ∀ µ0, µ1 ∈ P2(M), ∀ t ∈ [0, 1].
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(1-ii) We say that U : P2(M) → R is semi-concave (or λ-concave) in the classical sense if −U is
(−λ)-convex. We refer to 0-convex and 0-concave functions simply as convex and concave
functions, respectively.
(2-i) We say U : P2(M)→ R is displacement semi-convex (or displacement λ-convex) if there exists
λ ∈ R such that for any [0, 1] ∋ t 7→ µt ∈ P2(M) stands for any geodesic of constant speed
connecting µ0 to µ1 we have
U(µt) ≤ (1− t)U(µ0) + tU(µ1)− λ
2
t(1− t)W 22 (µ0, µ1), ∀ µ0, µ1 ∈ P2(M), ∀ t ∈ [0, 1].
(2-ii) We say that U : P2(M)→ R is displacement semi-concave (or displacement λ-concave) if −U
is displacement (−λ)-convex. We refer to displacement 0-convex and displacement 0-concave
as simply displacement convex and displacement concave, respectively.
The following results link λ-convexity on the Wasserstein, the Hilbert and the finite dimensional
space Mm. This is a generalization of Proposition 5.79 from [10].
Lemma 2.6. Let U : P2(M)→ R be a continuous function and let U˜ : H→ R be defined as U˜ := U ◦ ♯
so that U˜ is continuous. As above consider for a natural number m consider U (m) :Mm → R. Finally,
fix λ ∈ R. Then the followings are equivalent.
(1) U˜ is λ-convex on H;
(2) U is displacement λ-convex on (P2(M),W2)
(3) For any natural number m, we have that U (m) is λ
m
-convex on Mm.
Proof. (1)⇒(2). Let us suppose U˜ is λ-convex, let µ, ν ∈ P(M) and let γ ∈ Γo(µ, ν). Then, there exist
x, y ∈ H such that (x, y)♯LdΩ = γ. In particular, we have ♯(x) = µ, ♯(y) = ν and W2(µ, ν) = ‖x − y‖.
For [0, 1] ∋ t 7→ µt :=
[
(1− t)π1 + tπ2]
♯
γ is a geodesic of constant speed connecting µ to ν. Actually,
any geodesic between µ and ν has this representation. By the λ-convexity of U˜ we have
U(µt) = U (♯ [(1− t)x+ ty]) = U˜((1 − t)x+ ty)
≤ (1 − t)U˜(x) + tU˜(y)− λ
2
t(1− t)‖x− y‖2
= (1 − t)U(µ) + tU(ν)− λ
2
t(1− t)W 22 (µ, ν).
Thus, U is displacement λ-convex.
(2)⇒(3). Let us suppose that U is displacement λ-convex and we show that U (m) is λ
m
-convex
on Mm. Let us fix (q1, . . . , qm) ∈ Mm. It is enough to show the λm -convexity of U (m) in a small
neighborhood of this fixed point. Therefore, let (q′1, . . . , q
′
m) ∈ Mm be such that max{|qi − q′i| : i ∈
{1, . . . ,m}} is small so that W 22 (µ(m)q , µ(m)q′ ) = 1m
∑m
i=1 |qi − q′i|2. By this assumption, we also have
that the constant speed geodesic connecting µ
(m)
q to µ
(m)
q′ in a unit time is given by [0, 1] ∋ t 7→ µ(m)t =
1
m
∑m
i=1 δ(1−t)qi+tq′i .
By this construction, for t ∈ [0, 1] we have
U (m)((1 − t)q + tq′) = U(µ(m)t )
≤ (1− t)U(µ(m)q ) + tU(µ(m)q′ )−
λ
2
t(1− t)W2
(
µ(m)q , µ
(m)
q′
)
= (1− t)U (m)(q) + tU (m)(q′)− λ
2m
t(1 − t)
m∑
i=1
|qi − q′i|2.
Therefore, the λ
m
-convexity of U (m) is a small neighborhood of q follows.
(3)⇒(1) We suppose U (m) is λ
m
-convex for all natural number m. We plan to show the λ-convexity
of U˜ on H. Note the λ
m
-convexity of U (m) is equivalent to the λ-convexity of the restriction of U˜ to
{M q : q ∈ Rmd} ⊂ H. In particular, the Lipschitz constants of these restrictions are bounded from
above by a number which is independent of m. These finite dimensional functions then have a unique
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extension V˜ on H, which is λ–convex and coincides with U˜ on a dense subset of H. It suffices to know
that U˜ is continuous to conclude that it is nothing but V˜. 
2.3. C1,1 functions on (P2(M),W2) versus C1,1 functions on H. Given a differentiable function
U : P2(M) → R (cf. [4]), we denote as ∇wU the Wasserstein gradient field of U . This subsection
exploits the connection between the differential of U : P2(M) → R and the differential of its lift
U˜ : H→ R ([25]). More precisely, we have the following result.
Remark 2.7. Let x ∈ H and set µ := ♯(x). Then U is differentiable at µ if and only if U˜ is
differentiable at x and it this case, we have the factorization ∇U˜(x) = ∇wU(µ) ◦ x.
Definition 2.8. Let B ⊆ P2(M) be open and geodesically convex. We say that U ∈ C1,1(B), if it is
continuously differentiable on B and there exists a constant C ≥ 0 such that
(1) spt(µ) ∋ q1 7→ ∇wU(µ)(q1) is Lipschitz continuous with constant C for any µ ∈ B.
(2)
∣∣∣∣U(ν) − U(µ)−
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)dγ(q1, q2)
∣∣∣∣ ≤ CW 22 (µ, ν), ∀ µ, ν ∈ B, ∀γ ∈ Γo(µ, ν).
Definition 2.9. Similarly to the previous definition, let B ⊆ P2(M) be open and geodesically convex
and let K ⊆M be a convex open set. We say that u ∈ C1,1(K ×B), if it is continuously differentiable
on K × B and there exists a constant C ≥ 0 such that
(1) spt(µ) ∋ q1 7→ ∇wu(q, µ)(q1) is Lipschitz continuous with constant C for any (q, µ) ∈ K × B.
(2) ∣∣∣∣u(q, ν)− u(q, µ)−Dqu(q, µ) · (q − q)−
ˆ
M2
∇wu(q, µ)(q1) · (q2 − q1)dγ(q1, q2)
∣∣∣∣
≤ C (|q − q|2 +W 22 (µ, ν)) ,
∀ q, q ∈ K,µ, ν ∈ B, ∀γ ∈ Γo(µ, ν).
Remark 2.10. (i) Let us notice that Definition 2.8(2) implies that ∇wU is ‘Lipschitz continuous’
in the following sense. We have∣∣∣∣∣
ˆ
M2
∇wU(µ)(q1) · (q1 − q2)dγ(q1, q2)−
ˆ
M2
∇wU(ν)(q2) · (q1 − q2)dγ˜(q2, q1)
∣∣∣∣∣ ≤ 2CW 22 (µ, ν),
for any µ, ν ∈ B and γ ∈ Γo(µ, ν), γ˜ ∈ Γo(ν, µ).
(ii) Let us underline that the inequality in Definition 2.8(2) naturally encodes also the fact that U
is locally Lipschitz continuous. Indeed, that inequality, implies that
|U(ν) − U(µ)| ≤ CW 22 (µ, ν) +
ˆ
M2
|∇wU(µ)(q1)| · |q2 − q1|dγ(q1, q2)
≤ CW 22 (µ, ν) + ‖∇wU(µ)‖L2(µ)W2(µ, ν) =
(
CW2(µ, ν) + ‖∇wU(µ)‖L2(µ)
)
W2(µ, ν),
so the local Lipschitz property follows.
(iii) Definition 2.9(2) naturally encodes tha K ∋ q 7→ u(q, µ) is of class C1,1, uniformly with respect
to µ.
Definition 2.11. Let B ⊆ P2(M) be open and geodesically convex and let α ∈ (0, 1]. We say that
U ∈ C2,α,w(B), if U ∈ C1,1(B), and if there exist a constant C > 0, and functions
Λ0 : R
d × B → Rd×d, Λ1 :M2 × B → Rd×d
such that
Λ0 ∈ L∞(M;µ), Λ1 ∈ L∞(M2;µ⊗ µ)
(1)
∣∣
∣
∣∇wU(ν)(q1)−∇wU(µ)(q1)−Λ0(q1, µ)(q1−q1)−
ˆ
M2
Λ1(q1, a, µ)(b−a)dγ(a, b)
∣∣
∣
∣ ≤ C
(
|q1 − q1|
1+α +W2(µ, ν)
1+α
)
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(2) Λ0 and Λ1 are α–Ho¨lder continuous, i.e.
|Λ0(q1, µ)− Λ0(q1, ν)|∞ ≤ C
(
|q1 − q1|
α +Wα2 (µ, ν)
)
and
|Λ1(q1, q2, µ)− Λ1(q1, q2, ν)|∞ ≤ C(|q1 − q1|
α + |q2 − q2|
α +Wα2 (µ, ν)),
for any µ, ν ∈ B, (q1, q1), (q2, q2) ∈ spt(µ)× spt(ν) and γ ∈ Γo(µ, ν).
We say that U ∈ C2,α,wloc (P2(M)), if U ∈ C2,α,w(Br) for all r > 0.
Remark 2.12. Let Λ0 and Λ1 be as above.
(1) By abuse of notation we write
Dq1
(∇wU(µ)(q1)) := Λ0(q1, µ) and ∇2wwU(µ)(q1, q2) := Λ1(q1, q2, µ),
for all µ ∈ P2(M) and x, y ∈ spt(µ). The bar is to recall that Λ1 is not exactly the second
Wasserstein gradient as introduced in [15].
(2) Note that if we choose any matrix Λ(a, µ) such that any of its rows w is such that ∇·(wµ) = 0
and w ∈ L2(µ), then the matrix defined as Λ1(q, a, µ) := Λ1(q, a, µ) + Λ(a, µ) also satisfies
Definition 2.11 (1). We could determine Λ1(q, ·, µ) uniquely by imposing that the i-th row of
(Λ0(q, µ),Λ1(q, ·, µ)) is the unique element of minimal norm of the subdifferential of (q, µ)→
∇wU(µ)(q). The i-th row of the element of minimal norm belongs to M × TµP2(M) and the
new matrix will be denoted as ∇2wwU(µ). This new matrix is selected at the expense of giving
up the property that Λ1 is uniformly bounded. Increasing C if necessary, we can instead ensure
‖∇2wwU(µ)(q1, ·)‖µ ≤ C(r) ∀µ ∈ B, ∀q1 ∈ spt(µ).
(3) In the spirit of the terminology used in [15], we refer to ∇2wwU as an extended “Wasserstein
Hessian’ of U”. In contrast with the assumptions in [15], in Definition 2.11 (1), we assume
slightly different conditions: the expansion here is required only on spt(µ) × spt(ν), Λ0 and
Λ1 are supposed to be essentially bounded only on spt(µ), and in addition we require the
Ho¨lder/Lipschitz property in Definition 2.11 (2) to be fulfilled.
(4) Let us compare our definition of C2,α,wloc (P2(M)) regularity of U to C2,αloc (H) regularity of U˜
(where U˜(x) = U(♯(x))). If U˜ ∈ C2,αloc (H), then U˜ is twice continuously differentiable in the
Fre´chet sense and for each r > 0 there exists C = C(r) such that
(2.2) ‖∇U˜(y)−∇U˜(x)−∇2U˜(x)(y − x, ·)‖ ≤ C‖x− y‖1+α, ∀ x, y ∈ Br.
To heuristically compare this inequality to the setting of P2(M) we proceed as follows. Let
♯(x) = µ and ♯(y) = ν with ‖x − y‖ = W2(µ, ν). Then we know (see [25]) that ∇U˜(x) =
∇wU(µ) ◦ x, ∇U˜(y) = ∇wU(ν) ◦ y and
∇2U˜(x)(h, h∗) =
ˆ
Ω
Dq
(∇wU(µ)) ◦ x h · h∗dω +
ˆ
Ω2
∇2wwU(µ)
(
x(ω), x(ω∗)
)
h(ω) · h∗(ω∗)dωdω∗,
if ξ, ξ∗ ∈ TµP2(M) and h = ξ ◦ x and h∗ = ξ∗ ◦ x. Thus, (2.2) would read as
sup
‖h∗‖≤1
∣∣∣∣∣
ˆ
Ω
[∇wU(ν)(y(ω)) · h∗(ω)−∇wU(µ)(x(ω)) · h∗(ω)] dω
−
ˆ
Ω
Dq
(∇wU(µ)) ◦ x (y − x) · h∗dω −
ˆ
Ω2
∇2wwU(µ)
(
x(ω), x(ω∗)
)
(y − x)(ω) · h∗(ω∗)dωdω∗
∣∣∣∣∣
≤ CW2(µ, ν)1+α.(2.3)
From here we see, a necessary condition to obtain inequality (1) in Definition 2.11 is to have
(2.3) hold when we maximize over the set of h such that ‖h∗‖L1 ≤ 1 rather than maximizing
over the set of h such that ‖h∗‖ ≤ 1. In other words, we have not been able to show that
if U˜ ∈ C2,αloc (H) then U ∈ C2,α,wloc (P2(M)). However, in Appendix A we show that imposing
U ∈ C2,α,wloc (P2(M)) in general does not imply that U˜ ∈ C2,αloc (H).
Lemma 2.13. U ∈ C1,1(P2(M)) if and only if U˜ ∈ C1,1(H).
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Proof. Part 1. Suppose first that U˜ ∈ C1,1(H) so that by Remark 2.4 there exists a constant C ≥ 0
such that
(2.4) |U˜(y)− U˜(x)−∇U˜(x)(y − x)| ≤ C
2
‖x− y‖2, ∀x, y ∈ H.
This implies in particular that U ∈ C1(P2(M)) and for any x ∈ H such that ♯(x) = µ ∈ P2(M), we
have ∇U˜(x) = ∇wU(µ) ◦ x.
Claim. For any µ ∈ P2(M), q 7→ ∇wU(µ)(q) is Lipschitz continuous on spt(µ) uniformly in µ, with
Lipschitz constant at most C.
Proof of the claim. Let µ ∈ P2(M) and consider x, y ∈ H, such that ♯(x) = ♯(y) = µ and ‖x−y‖ > 0.
Since ∇U˜ is Lipschitz continuous, one has that
‖∇U˜(x)−∇U˜(y)‖ ≤ C‖x− y‖.
This reads off
(2.5) ‖∇wU(µ)(x) −∇wU(µ)(y)‖ ≤ C‖x− y‖.
Suppose that spt(µ) contains more than one element, otherwise the statement is trivial. Although
x is defined up to a set of measure zero, we are going to choose a representative which is Borel. Set
Ω0 :=
{
ω ∈ Ω | ω is a Lebesgue point for x,∇U˜(x)} ∩ x−1(spt (µ))
Note that Ω0 is a set of full measure in Ω and so, x(Ω0) is a set of full µ–measure. In fact, we do not
know that x(Ω0) is Borel, but we can find a Borel set A ⊂ x(Ω0) of full µ–measure.
We suppose that A has more than one element, otherwise the statement is trivial. Let q1, q2 ∈ A
with q1 6= q2 and let q01 , q02 ∈ Ω0 such that x(q01) = q1 and x(q02) = q2. Let r > 0 small such that
Br(q
0
1) ∩Br(q02) = ∅. Set
(2.6) Sr(ω) :=


ω, if ω ∈ Ω \ (Br(q01) ∪Br(q02)),
ω − q01 + q02 , if ω ∈ Br(q01),
ω − q02 + q01 , if ω ∈ Br(q02).
Since Sr preserves L
d Ω, x and y := x ◦ Sr have the same law µ. We notice that in particular
y = xχM\(Br(q01)∪Br(q02)) + x(·+ q02 − q01)χBr(q01) + x(·+ q01 − q02)χBr(q02).
Since q1 and q2 are distinct image points of x, for r > 0 sufficiently small
‖x− y‖2 =
ˆ
Br(q01)
|x(z)− x(z + q02 − q01)|2dz +
ˆ
Br(q02)
|x(z)− x(z + q01 − q02)|2dz > 0.
Similarly, (2.5) yields
‖∇wU(µ)(x) −∇wU(µ)(y)‖2 =
ˆ
Br(q01)
|∇wU(µ)(x(z)) −∇wU(µ)(x(z + q02 − q01))|2dz
+
ˆ
Br(q02)
|∇wU(µ)(x(z)) −∇wU(µ)(x(z + q01 − q02))|2dz
≤ C2
(ˆ
Br(q01)
|x(z)− x(z + q02 − q01)|2dz +
ˆ
Br(q02)
|x(z)− x(z + q01 − q02)|2dz
)
Now, dividing the inequality by L d(Br(q
0
1)), and sending r ↓ 0, since q01 and q02 are Lebesgue point
of x with x(q01) = q1 and x(q
0
2) = q2, one obtains that
|∇wU(µ)(q1)−∇wU(µ)(q2)| ≤ C|q1 − q2|,
as desired. The claim follows.
Now, let µ, ν ∈ P(M) and x, y ∈ H such that ♯(x) = µ, ♯(y) = ν and W2(µ, ν) = ‖x − y‖. Let us
note that γ := ♯(x, y) ∈ Γo(µ, ν). We have
∇U˜(x)(y − x) =
ˆ
Ω
∇wU(µ)(x(ω)) · (y(ω)− x(ω))dω =
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)dγ(q1, q2).
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Thus, by (2.4) ∣∣∣∣U(ν)− U(µ) −
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)dγ(q1, q2)
∣∣∣∣ ≤ C2W 22 (µ, ν),
which by the arbitrariness of µ, ν implies the statement.
Part 2. We now need to prove the reversed implication and start by assuming that U is C1,1(P2(M)).
In particular ∇wU(µ)(·) is C–Lipschitz continuous on spt(µ) (uniformly in µ) and increasing the value
of C if necessary, we assume the inequality in Definition 2.8(2) to hold with the same constant C.
Take x, y ∈ H and set µ := ♯(x) and ν := ♯(y). Recall U˜ ∈ C1(H) and ∇L2 U˜(x) = ∇wU(µ) ◦ x. Let
γ := ♯(x, y) and let γ0 ∈ Γo(µ, ν). We have∣∣∣U˜(y)− U˜(x) −∇U˜(x)(y − x)∣∣∣
=
∣∣∣∣U(ν) − U(µ)−
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)dγ(q1, q2)
∣∣∣∣
≤
∣∣∣∣U(ν) − U(µ)−
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)dγ0(q1, q2)
∣∣∣∣
+
∣∣∣∣
ˆ
M2
∇wU(µ)(q1) · (q2 − q1)d(γ0 − γ)(q1, q2)
∣∣∣∣
≤CW 22 (µ, ν) +
1
2
‖Dq∇wU(µ)‖L∞
(ˆ
M2
|q1 − q2|2dγ(q1, q2) +
ˆ
M2
|q1 − q2|2dγ0(q1, q2)
)
≤CW 22 (µ, ν) +
1
2
C
(‖x− y‖2 +W 22 (µ, ν)) ≤ 2C‖x− y‖2,
where in the penultimate line we used an inequality from Lemma 3.3 [25]. Indeed, according to Lemma
3.3 [25] if γ1, γ2 ∈ Γ(µ, ν) and ξ ∈ C2(M), then∣∣∣∣
ˆ
M2
Dξ(q1) · (q2 − q1)d(γ1 − γ2)(q1, q2)
∣∣∣∣ ≤ 12‖D2ξ‖L∞
(ˆ
M2
|q1 − q2|2d(γ1 + γ2)(q1, q2)
)
.
It is easy to see that this inequality is still valid for ξ ∈ C1,1(M). In our setting ξ = ∇wU(µ) is
Lipschitz continuous on spt(µ), uniformly in µ, for which we use its Lipschitz extension to M.
This completes the verification of the proof of the lemma. 
Remark 2.14. (i) It seems an interesting open problem whether the equivalence in Lemma 2.13
hold for C1,α functions for α ∈ (0, 1).
(ii) The previous result can be seen as a refinement of Proposition 5.36 from [10].
2.4. Regularity of U as a by-product of regularity estimates on U (m). This subsection infer
regularity properties on functions U defined on P2(M), from estimates on their restrictions U (m).
Recall that for r > 0 Bmr is a ball in M
m while Br is a ball in P2(M). We assume that we have at
hand a constant C = C(r) > 0.
Property 2.15. For a permutation invariant function G(m) : Mm → R we define the following
properties by assuming for each r > 0, there is C ≡ C(r) increasing in r such that the following hold.
(1) (a) G(m) ∈ C0,1loc (Mm) and for every m ∈ N and q ∈ Bmr (0) we have
(2.7) |DqiG(m)(q)| ≤ Cm−1, ∀i ∈ {1, . . . ,m}.
(b) G(m) ∈ C0,1loc (Mm) and for every m ∈ N and q ∈ Bmr (0) we have
(2.8)
m∑
i=1
m|DqiG(m)(q)|2 ≤ C.
(2) G(m) ∈ C1,1loc (Mm) and for every m ∈ N and q ∈ Bmr (0) we have
(2.9) |D2qiqjG(m)(q)|∞ ≤
{
Cm−1, i = j; i ∈ {1, . . . ,m}
Cm−2, i 6= j; i, j ∈ {1, . . . ,m}.
Here for A = (Aij)
m
i,j=1, we use the notation |A|∞ := max(i,j) |Aij |.
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(3) G(m) ∈ C2,1loc (Mm) and for every m ∈ N and q ∈ Bmr (0) we have
(2.10)
|D3qiqjqkG(m)(q)|∞ ≤


Cm−1, i = j = k; i ∈ {1, . . . ,m}
Cm−2, (i = j 6= k) or (i 6= j = k) or (i = k 6= j); i, j, k ∈ {1, . . . ,m}
Cm−2, i 6= j 6= k, i, j, k ∈ {1, . . . ,m}.
Here for A = (Aijk)
m
i,j,k=1, we use the notation |A|∞ := max(i,j,k) |Aijk |.
Lemma 2.16. Suppose for each m ∈ N fixed, U (m) :Mm → R is permutation invariant with respect to
its m-variables and |U (m)| is bounded on Bmr by a constant which depends on r > 0 but is independent
of m. Then there exists C = C(r) > 0 such that the followings hold true.
(i) If U (m) satisfies Property 2.15 (1)-(b) then for any q, b ∈ Bmr , we have
|U (m)(q)− U (m)(b)| ≤ CW2(µ(m)q , µ(m)b ).
(ii) If U (m) satisfies Property 2.15 (2). Then for any q, b ∈ Bmr , we have∣∣∣U (m)(b)− U (m)(q)− m∑
i=1
DqiU
(m)(q) · (bi − qi)
∣∣∣ ≤ CW 22 (µ(m)q , µ(m)b ).
(iii) The assumption in (ii) implies for any q, b ∈ Bmr ,
(a)
m|DqiU (m)(q)−DqiU (m)(b)| ≤ C
(
|qi − bi|+W2(µ(m)q , µ(m)b )
)
.
(b) We have
m|DqiU (m)(q)−DqjU (m)(b)| ≤ C
(
|qi − bj |+W2(µ(m)q , µ(m)b ) +
1√
m
)
, i 6= j.
(iv) Suppose that U (m) satisfies Property 2.15 (3). If i ∈ {1, · · · ,m} and q, b ∈ Bmr then
m
∣∣∣∣DqiU (m)(b)−DqiU (m)(q)−
m∑
j=1
D2qiqjU
(m)(q)(bj − qj)
∣∣∣∣ ≤ C (|qi − bi|2 +W 22 (µ(m)q , µ(m)b )) .
(v) The assumption in (iv) implies, q, b ∈ Bmr ,
(a) If i 6= j then
m2|D2qiqjU (m)(q)−D2qiqjU (m)(b)| ≤ C
(
|qi − bi|+ |qj − bj |+W2(µ(m)q , µ(m)b )
)
.
(b) If (i, j) 6= (k, l), i 6= j, k 6= l then
m2|D2qiqjU (m)(q)−D2qkqlU (m)(b)| ≤ C
(
|qi − bk|+ |qj − bl|+W2(µ(m)q , µ(m)b ) +
1√
m
)
.
(c) We have
m|D2qiqiU (m)(q)−D2qiqiU (m)(b)| ≤ C
(
|qi − bi|+W2(µ(m)q , µ(m)b )
)
.
(d) We have
m|D2qiqiU (m)(q)−D2qjqjU (m)(b)| ≤ C
(
|qi − bj|+W2(µ(m)q , µ(m)b ) +
1√
m
)
.
Proof. Since U (m) is permutation invariant reordering q and b if necessary, we may assume
γ(m) :=
1
m
m∑
i=1
δ(qi,bi) ∈ Γo(µ(m)q , µ(m)b ).
Below, using Taylor expansion, we may find ξ ∈ Bmr on the line segment connecting q to b such that
(using the shorthand notation ‖ · ‖∞ to denote ‖ · ‖L∞(Bmr ))
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(i) we have
|U (m)(b)− U (m)(q)| ≤
∣∣∣ m∑
i=1
DqiU
(m)(ξ) · (bi − qi)
∣∣∣ ≤
(
m∑
i=1
m|DqiU (m)|2
) 1
2
(
m∑
i=1
1
m
|qi − bi|2
) 1
2
.
Using the fact that
m∑
i=1
m|DqiU (m)(q)|2 ≤ C2 and
m∑
i=1
1
m
|qi − bi|2 = W 22 (µ(m)q , µ(m)b ),
we verify the statement in (i).
(ii) A second order Taylor expansion yields
U (m)(b)− U (m)(q)−
m∑
i=1
DqiU
(m)(q) · (bi − qi) = 1
2
m∑
i,j=1
〈(bi − qi), D2qiqjU (m)(ξ)(bj − qj)〉
=
1
2
m∑
i=1
〈(bi − qi), D2qiqiU (m)(ξ)(bi − qi)〉+
1
2
∑
i6=j
〈(bi − qi), D2qiqjU (m)(ξ)(bj − qj)〉
Thus, under the assumption in (ii), we have
∣∣∣U (m)(b)− U (m)(q)− m∑
i=1
DqiU
(m)(q) · (bi − qi)
∣∣∣ ≤ C
2m
m∑
i=1
|qi − bi|2 + 1
4
∑
i6=j
‖D2qiqjU (m)‖∞|qi − bi|2
+
1
4
∑
i6=j
‖D2qiqjU (m)‖∞|qj − bj |2
≤
(C
2
+
C
4
+
C
4
)ˆ
M2
|z − w|2dγ(m)(z, w) = CW 22 (µ(m)q , µ(m)b ).
(iii)-(a) Performing again a first order Taylor expansion, we find
DqiU
(m)(q)−DqiU (m)(b) =
m∑
k=1
D2qkqiU
(m)(q)(qk − bk)
= D2qiqiU
(m)(ξ)(qi − bi) +
∑
k 6=i
D2qkqiU
(m)(ξ)(qk − bk).
Thus using the assumptions, we find
∣∣∣DqiU (m)(q)−DqiU (m)(b)∣∣∣ ≤ Cm |qi − bi|+

∑
k 6=i
m3‖D2qkqiU (m)‖2∞


1
2

∑
k 6=i
1
m3
|qk − bk|2


1
2
≤ C
m
(
|qi − bi|+W2(µ(m)q , µ(m)b )
)
.
(iii)-(b) Without loss of generality, let us suppose that i < j. By the permutation invariance of
U (m), we observe that DqiU
(m)(q) = Dq1U
(m)(qij) and a similar identity holds for DqjU
(m)(b) if
we set
(2.11) qij := (qi, qj , q1, . . . , qi−1, qi+1, . . . , qj−1, qj+1, . . . , qm).
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Using a similar identity for DqjU
(m)(b) we obtain
|DqiU (m)(q)−DqjU (m)(b)| = |Dq1U (m)(qij)−Dq1U (m)(bij)|
≤ ‖D2q1q1U (m)‖∞|qi − bj|+ ‖D2q2q1U (m)‖∞|qj − bi|
+
i−1∑
k=1
‖D2qk+2 q1U (m)‖∞|qk − bk|+
j−1∑
k=i+1
‖D2qk+1 q1U (m)‖∞|qk − bk|
+
m∑
k=j+1
‖D2qkq1U (m)‖∞|qk − bk|.
Thus,
|DqiU (m)(q)−DqjU (m)(b)| ≤
C
m
|qi − bj|+ C
m2
(|qj |+ |bi|) + C
m2
m∑
k=1
|qk − bk|
≤ C
m
(
|qi − bj|+W2(µ(m)q , µ(m)b ) +
2r
√
m
m
)
≤ C
m
(
|qi − bj|+W2(µ(m)q , µ(m)b ) +
1√
m
)
,
where we have used the assumptions on D2qiqjU
(m) and in the last two rows we used the facts that
since q, b ∈ Bmr , we have that |qi|, |bj | ≤ r
√
m, for all i, j ∈ {1, . . . ,m}.
(iv) Similarly to the previous points, we perform a Taylor expansion (of order two) to obtain
DqiU
(m)(b)−DqiU (m)(x)−
m∑
j=1
D2qiqjU
(m)(q)(bj − qj) = 1
2
m∑
j,k=1
〈(bk − qk), D3qiqjqkU (m)(q)(bj − qj)〉,
and thus ∣∣∣DqiU (m)(b)−DqiU (m)(q)− m∑
j=1
D2qiqjU
(m)(q)(bj − qj)
∣∣∣
≤ 1
2
‖D3qiqiqiU (m)‖∞|qi − bi|2 +
1
2
∑
j 6=i
‖D3qiqjqjU (m)‖∞|qj − bj |2
+
1
2
∑
j 6=k 6=i
‖D3qiqjqjU (m)‖∞|qj − bj | · |qk − bk|.
We conclude∣∣∣DqiU (m)(b)−DqiU (m)(q)− m∑
j=1
D2qiqjU
(m)(q)(bj − qj)
∣∣∣
≤ C
2m
|qi − bi|2 + C
2m
m∑
j=1
1
m
|qj − bj|2 + C
2m

 m∑
j=1
1
m
|qj − bj |


(
m∑
k=1
1
m
|qk − bk|
)
≤ C
2m
(
|qi − bi|2 +W 22 (µ(m)q , µ(m)q )
)
,
(v) We write again
D2qiqjU
(m)(q)−D2qiqjU (m)(b) =
m∑
k=1
D3qiqjqkU
(m)(q)(qk − bk)
= D3qiqjqiU
(m)(q)(qi − qi) +D3qiqjqjU (m)(q)(qj − bj)
+
m∑
k=1,k 6=i,k 6=j
D3qiqjqkU
(m)(q)(qk − qk)
Thus in the case of (a) using the assumptions, we find
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∣∣∣D2qiqjU (m)(q)−D2qiqjU (m)(b)∣∣∣ ≤ Cm2 (|qi − bi|+ |qj − bj |) + C
m∑
k=1
1
m3
|qk − bk|
≤ C
m2
(
|qi − bi|+ |qj − bj |+W2(µ(m)q , µ(m)b )
)
In the case of (c), since i = j in the above expansion, we find
|D2qiqiU (m)(q)−D2qiqiU (m)(b)| ≤ ‖D3qiqiqiU (m)‖∞|qi − bi|+
∑
k 6=i
‖D3qiqiqkU (m)‖∞|qk − bk|
≤ C
m
(
|qi − bi|+W2(µ(m)q , µ(m)b )
)
To show (b), let us suppose without loss of generality that i < j < k < l. By the permutation
invariance of U (m) we have the identities
D2qiqjU
(m)(q) = D2q1q2U
(m)(qi, qj , qk, ql, q) and D
2
qkql
U (m)(b) = D2q1q2U
(m)(bk, bl, bi, bj , b),
where q, b ∈ Rd×(m−4) obtained from q and b, respectively, by deleting the vectors indexed by i, j, k, l.
Therefore, using the local bounds on the third order derivatives of U (m), we have
|D2qiqjU (m)(q)−D2qkqlU (m)(b)| = |D2q1q2U (m)(qi, qj , qk, ql, q)−D2q1q2U (m)(qk, ql, qi, qj , b)|
and so,
|D2qiqjU (m)(q)−D2qkqlU (m)(b)| ≤ ‖D3q1q2q1U (m)‖∞|qi − bk|+ ‖D3q1q2q2U (m)‖∞|qj − bl|
+ ‖D3q1q2q3U (m)‖∞|qk − bi|+ ‖D3q1q2q4U (m)‖∞|ql − bj|
+
i−1∑
α=1
‖D3q1q2qα+4U (m)‖∞|qα − bα|+
j−1∑
α=i+1
‖D3q1q2qα+3U (m)‖∞|qα − bα|
+
k−1∑
α=j+1
‖D3q1q2qα+2U (m)‖∞|qα − bα|+
l−1∑
α=k+1
‖D3q1q2qα+1U (m)‖∞|qα − bα|
+
m∑
α=l+1
‖D3q1q2qαU (m)‖∞|qα − bα|.
Thus,
|D2qiqjU (m)(q)−D2qkqlU (m)(b)|
≤ C
m2
(|qi − bk|+ |qj − bl|) + C
m3
(|qk|+ |bi|+ |ql|+ |bj |) + C
m3
m∑
α=1
|qα − bα|
≤ C
m2
(
|qi − bk|+ |qj − bl|+W2(µ(m)q , µ(m)b ) +
1√
m
)
,
where we have used again that since q, b ∈ Bmr , we have |qα|, |bα| ≤ C
√
m for all α ∈ {1, . . . ,m}.
In the case of (d), we proceed similarly as for (b). Let us suppose without loss of generality that
i < j. Then, by the permutation invariance of U (m), we use the expression in (2.11) to obtain
D2qiqiU
(m)(q) = D2q1q1U
(m)(qij),
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Using the analogous identity with D2qjqjU
(m)(b) we conclude
|D2qiqiU (m)(q)−D2qjqjU (m)(b)| = |D2q1q1U (m)(qij)−D2q1q1U (m)(bij)|
≤ ‖D3q1q1q1U (m)‖∞|qi − bj |+ ‖D3q1q1q2U (m)‖∞|qj − bi|
+
i−1∑
k=1
‖D3q1q1qk+2‖∞|qk − bk|+
j−1∑
k=i+1
‖D3q1q1qk+1‖∞|qk − bk|
+
m∑
k=j+1
‖D3q1q1qk‖∞|qk − bk|.
Thus,
|D2qiqiU (m)(q)−D2qjqjU (m)(b)| ≤
C
m
|qi − bj |+ C
m2
(|qj |+ |bi|) + C
m2
m∑
k=1
|qk − bk|
≤ C
m
(
|qi − bj |+W2(µ(m)q , µ(m)b ) +
1√
m
)
,
where we have used again that since q, b ∈ Bmr , we have |qα|, |bα| ≤ C
√
m for all α ∈ {1, . . . ,m}. 
The following two theorems show how the quantified regularity estimates on the restrictions of
functions u : M× P2(M) → R and U : P2(M) → R to M×Mm and Mm, respectively, will imply the
corresponding regularity of the original functions.
Theorem 2.17. Let u : M × P2(M) → R be a continuous function. For m ∈ N, we define u(m) :
M× (M)m → R as
u(m)(q0, q) := u(q0, µ
(m+1)
q ),
where (q0, q) = (q0, q1, . . . , qm) ∈ (M)m+1 and µ(m+1)q = 1m+1
∑m
i=0 δqi . Suppose that u
(m) ∈ C1,1loc (M×
(M)m) and that for K ⊂M compact and r > 0, u(m)(q0, ·) satisfies the estimates of Property 2.15(1)-
(a) and (2) for all q0 ∈ K, with a constant C = C(K, r) > 0. Let us moreover assume that for any
K ⊂M compact and r > 0, there exists C = C(K, r) > 0 such that
|Dq0u(m)(q0, q)| ≤ C, |D2q0q0u(m)(q0, q)|∞ ≤ C,
m∑
i=1
m|D2qiq0u(m)(q0, q)|2∞ ≤ C(2.12)
and
|D2qiqju(m)(q0, q)|∞ ≤


C
m
, i = j, and i > 0,
C
m2
, i 6= j, i, j > 0,
for any q0 ∈ K and q = (q1, . . . , qm) ∈ Bmr .
Then, there exists Φ1 : M × P2(M) ×M → Rd locally Lipschitz continuous function such that for
any r > 0 and K ⊂ M compact, there exists C = C(K, r) > 0 such that for any q0, y0 ∈ K, any
µ, ν ∈ P2(M) and γ ∈ Γo(µ, ν), u satisfies∣∣∣u(y0, ν)− u(q0, µ)−Dq0u(q0, µ) · (y0 − q0)−
ˆ
M2
Φ1(q0, µ, q) · (y − q)dγ(q, y)
∣∣∣
≤ C (|q0 − y0|2 +W 22 (µ, ν)) .
This implies in particular that u ∈ C1,1loc (M×P2(M)), ∇wu(q0, µ)(·) can be obtained as the projection
of Φ1(q0, µ, ·) onto TµP2(M) and∣∣∣u(y0, ν)− u(q0, µ)−Dq0u(q0, µ) · (y0 − q0)−
ˆ
M2
∇wu(q0, µ)(q) · (y − q)dγ(q, y)
∣∣∣
≤ C (|q0 − y0|2 +W 22 (µ, ν)) .
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Proof. Our construction is inspired by [24, Lemma 8.10].
For m ∈ N we define Φ(m)0 :M×P(m)2 (M)→ Rd and Φ(m)1 :M×
⋃
µ∈P
(m)
2 (M)
spt(µ)×{µ} → Rd as
Φ
(m)
0 (q0, µ
(m)
q ) := Dq0u
(m)(q0, q)
and
Φ
(m)
1 (q0, qi, µ
(m)
q ) := mDqiu
(m)(q0, q), ∀i ∈ {1, . . . ,m}.
Here
q = (q1, . . . , qm) and µ
(m)
q :=
1
m
m∑
i=1
δqi ∈ P(m)2 (M).
From the assumptions of this theorem, as a consequence of Lemma 2.16(i), when restricted to K ×
P(m)2 (M)∩Br whereK ⊆M is compact and r > 0, Φ(m)0 is uniformly bounded and uniformly Lipschitz
continuous, with respect to m (and the Lipschitz constant depends solely on K and r).
Let K be the collection of compact sets in M. We assume there exists a positive function C defined
K × (0,∞) such that C(K, r) ≤ C(K ′, r′) K ⊂ K ′ and r ≤ r′.
We assume to be given a family of functions
f (m) :M× P(m)2 (M)→ R
such that for each r > 0 and each K ∈ K, the restriction of f (m) to K ×
(
P(m)2 (M) ∩Br
)
is C(K, r)–
Lipschitz. We assume there exists a compact subset in the real line which contains all the f (m)(0, δ0).
In what follows, we will perform Lipschitz extensions of various functions using Kirszbraun extension
formula. For r > 0, q0 ∈ M and K ∈ K, we define the Kirszbraun–Valentine extension f (m)K,r (q0, ·) :
P2(M)→ R as
(2.13) f
(m)
K,r (q0, µ) = infν
{
f (m)(q0, ν) + C(K, r)W2(µ, ν) : ν ∈ P(m)2 (M) ∩ Br
}
.
We have that f
(m)
K,r (q0, ·) is C(K, r)–Lipschitz for all q0 ∈ M and f (m)K,r coincides with f (m) on K ×
(P(m)2 (M) ∩ Br). Furthermore, for any K ′ ∈ K, f (m)K,r (·, µ) is C(K ′, r)–Lipschitz on K ′ × P2(M).
Let BR(0) denote the closed ball of radius R > 0, centered at the origin in M and let Pc(M) be the
union of all the P2(BR(0)). Since P2(BR(0)) is a compact subset of P2(M), we apply the Ascoli–Arzela`
theorem and use a diagonalization argument to obtain a function
f∞K,r : M× Pc(M)→ R
such that a subsequence of (f
(m)
K,r )m converges locally uniformly to f
∞
K,r on compact sets. We have
that f∞K,r(q0, ·) is C(K, r)–Lipschitz on Pc(M) for all q0 ∈ M and f∞K,r(·, µ) is C(K ′, r)–Lipschitz on
K ′ for µ ∈ Pc(M). In fact
(2.14)
∣∣f∞K,r(q0, µ)− f∞K,r(a0, ν)∣∣ ≤ C(K ′, r)(|q0 − a0|+W2(µ, ν))
for all q0, a0 ∈ K ′ and µ, ν ∈ Br.
The function f∞K,r admits a unique C(K, r)–Lipschitz extension to K × Br which we continue to
denote as f∞K,r. Using the construction (2.13) for each coordinate function of Φ
(m)
0 , we construct
Φ∞0,K,r :M× P2(M)→ Rd.
Similarly, assume we are given a family of functions Φ
(m)
1 defined on
M×
{(
qi,
1
m
m∑
j=1
δqj
)
: q ∈ (M)m
}
.
As a consequence of the assumptions and Lemma 2.16(iii)-(b) we assume for each r > 0and K ∈ K,∣∣∣Φ(m)1 (q0, q1, µ(m)q )− Φ(m)1 (q0, q1, µ(m)q )∣∣∣ ≤ C(K, r)(|q0 − q0|+ |q1 − q1|+W2(µ(m)q , µ(m)q ) + 1√m
)
for all q0, q0 ∈ K and all q, q ∈ Bmr .
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For each k ∈ {1, · · · , d}, Φ(m),k1 and q0, q∗ ∈ M, define
Φ
(m),k
1,K,r (q0, q∗, µ) := inf
q
{
Φ
(m),k
1 (q0, qi, µ
(m)
q )) + C(K, r)
(
|q∗ − qi|+W2(µ, µ(m)q )
)
: q ∈ Bmr
}
Note
(2.15)
∣∣Φ(m),k1,K,r(q0, qi, µ(m)q )− Φ(m),k1 (q0, qi, µ(m)q )∣∣ ≤ C√m, ∀(q0, q) ∈ K × Bmr .
As done earlier, there is a function
Φ∞,k1,K,r :M×M× P2(M)→ R
and a subsequence (which we may assume subsequence to be the same as the ones above) such that(
Φ
(m),k
1,K,r
)
m
converges locally uniformly to Φ∞,k1,K,r on compact sets. Increasing the value of C(K
′, r) if
necessary, we have
(2.16)
∣∣∣Φ∞1,K,r(q0, q1, µ)− Φ∞1,K,r(q0, q1, ν)∣∣∣ ≤ C(K ′, r)(|q0 − q0|+ |q1 − q1|+W2(µ, ν))
if q0, q1, q0, q1 ∈ K ′ and µ, ν ∈ Br.
Let q0, q0 ∈ M and let K ⊂ M be the closure of a bounded open set containing the line segment
[q0, q0]. Let furthermore q, q ∈ Bmr . By the regularity assumptions on u(m) one can write the following
Taylor expansion
u(m)(q0, q)− u(m)(q0, q)−Dq0u(m)(q0, q) · (q0 − q0)−
m∑
i=1
Dqiu
(m)(q0, q) · (qi − qi)
=
1
2
(q0 − q0) ·D2q0q0u(m)(z0, z)(q0 − q0) +
m∑
i=1
(qi − qi) ·D2qiq0u(m)(z0, z)(q0 − q0)
+
1
2
m∑
i=1
(qi − qi)D2qiqiu(m)(z0, z)(qi − qi) +
1
2
m∑
i6=j=1
(qj − qj)D2qiqju(m)(z0, z)(qi − qi),
where (z0, z) ∈ M × (M)m is a point on the line segment connecting (q0, q) to (q0, q). If q, q ∈ Bmr ,
by convexity, we also have that z ∈ Bmr . Now, using the uniform bounds on D2qiqju(m) from the
assumptions of this theorem, increasing the value of C = C(K, r) > 0 if necessary, we have
∣∣∣u(m)(q0, y)− u(m)(q0, q)−Dq0u(m)(q0, q) · (q0 − q0)− m∑
i=1
Dqiu
(m)(q0, q) · (qi − qi)
∣∣∣(2.17)
≤ C|q0 − q0|2 + C|q0 − q0|
m∑
i=1
1√
m
|qi − qi|
√
m|D2qiq0u(m)|
+
C
2m
m∑
i=1
|qi − qi|2 +
C
2

 m∑
j=1
1
m
|qj − qj |2


1
2 ( m∑
i=1
1
m
|qi − qi|2
) 1
2
≤ C
(
|q0 − q0|2 +W 22 (µ(m)q , µ(m)q )
)
,
where in the last inequality we have used a Cauchy-Schwarz and a Young inequality, i.e.
|q0 − q0|
m∑
i=1
1√
m
|qi − qi|
√
m|D2qiq0u(m)| ≤ |q0 − q0|
(
m∑
i=1
1
m
|qi − qi|2
) 1
2 (
m|D2qiq0u(m)|2
) 1
2
≤ 1
2
|q0 − q0|2 +
C
2
m∑
i=1
1
m
|qi − qi|2
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Now, using the previous constructions, the first line in the chain of inequalities (2.17) can be rewritten
as
u(m)(q0, q)− u(m)(q0, q)−Dq0u(m)(q0, q) · (q0 − q0)−
m∑
i=1
Dqiu
(m)(q0, q) · (qi − qi)
= u(q0, µ
(m+1)
q )− u(q0, µ(m+1)q )− Φ(m)0 (q0, µ(m)q ) · (q0 − q0))
−
ˆ
M2
Φ
(m)
1 (q0, q, µ
(m)
q ) · (q − q)γ(m)(dq, dq),(2.18)
where (qi)
m
i=1 and (qi)
m
i=1 are ordered in a way that
W 22 (µ
(m)
q , µ
(m)
q ) =
1
m
m∑
i=1
|qi − qi|2 and γ(m) :=
1
m
m∑
i=1
δ(qi,qi) ∈ Γo(µ(m)q , µ
(m)
q ).
In what follows, we pass to the limit all the terms in the previous line, keeping in mind that only the
integral term needs some additional effort. We haveˆ
M2
Φ
(m)
1 (q0, e, µ
(m)
q ) · (e− e)γ(m)(de, de)
=
ˆ
M2
Φ
(m)
1,K,r(q0, e, µ
(m)
q ) · (e − e)γ(m)(de, de)
+
ˆ
M2
(
Φ
(m)
1 (q0, e, µ
(m)
q )− Φm1,K,r(q0, e, µ(m)q )
)
· (e − e)γ(m)(de, de)(2.19)
Let us observe that∣∣∣∣∣
ˆ
M2
(
Φ
(m)
1 (q0, e, µ
(m)
q )− Φm1,K,r(q0, e, µ(m)q )
)
· (e− e)γ(m)(de, de)
∣∣∣∣∣
≤ C√
m
ˆ
M2
|e− e|γ(m)(de, de) ≤ 2rC√
m
.(2.20)
The next step in our argument to pass to the limit in the remaining integral in the previous
line work as follows. Fix a compact set K ⊂ M, R > 0 q0 ∈ K and let µ, ν ∈ P(BR(0)) and
γ ∈ Γo(µ, ν). Let moreover x, y ∈ H be such that ♯(x, y) = γ, which implies ♯(x) = µ, ♯(y) = ν. For
m ∈ N, recall (Ωmj )mj=1 is the partition of introduced in Section 1. Let us notice that for a.e. ω ∈ Ω,
(x(ω), y(ω)) ∈ spt(γ). Let (ω)mi=1 be Lebesgue points of (x, y) such that ωi ∈ Ωi for all i ∈ {1, . . . ,m}.
Let us define
qi := x(ωi), qi := y(ωi), q := (q1, . . . , qm), q := (q1, . . . , qm) ∈ Bmr , i ∈ {1, . . . ,m}.
We will assume we have chosen the Lebesgue points such that M qm → X , M qm → Y as m → +∞,
strongly in H. We have that {(qi, qi)}mi=1 is contained in spt(γ) and so, it is cyclical monotone. This
implies that if we define γ(m) := 1/m
∑m
i=1 δ(qi,qi) then monotonicity of the set of these points, one
has that
γ(m) ∈ Γo(µ(m)q , µ(m)q ).
Furthermore, as the supports of the measure involved are contained in the compact set BR(0), we
have the following narrow convergence
γ(m) ⇀ γ, m→ +∞, lim
m→∞
W2(µ
(m)
q , µ) = lim
m→∞
W2(µ
(m)
q , ν) = 0.
As,
♯(M qm) = µ
(m)
q , ♯(M
q
m) = µ
(m)
q and ♯(M
q
m,M
q
m) = γ
(m),
we have in particular
W 22 (µ
(m)
q , µ
(m)
q ) =
m∑
i=1
1
m
|qi − qi|2 = ‖M qm −M qm‖2.
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By the uniform Lipschitz property of Φ
(m)
1,K,r, we have
lim
m→∞
Φ
(m)
1,K,r(q0,M
q
m(ω), µ
(m)
q ) = Φ
∞
1,K,r(q0, x(ω), µ)
and
lim
m→∞
Φ
(m)
1,K,r(q0,M
q
m(ω), µ
(m)
q ) = Φ
∞
1,K,r(q0, y(ω), ν),
for a.e. ω in Ω. Also, since for a.e. ω ∈ Ω, (2.15) implies
Φ
(m)
1,K,r(q0,M
q
m(ω), µ
(m)
q ) = mDqiu
(m)(q0, q) +O(1/
√
m),
for some i ∈ {1, . . . ,m}, by the assumption Property 2.15(1)(a), we have that
(
Φm1,K,r(q0,M
q
m(·), µ(m)q )
)
m
is a uniformly bounded sequence. Therefore, using all these facts, Lebesgue’s dominated convergence
theorem yields that up to passing to a suitable subsequence, that we do not relabel, we obtain
lim
m→∞
∥∥Φ(m)1,K,r(q0,M qm, µ(m)q )− Φ∞1,K,r(q0, x, µ)∥∥ = limm→∞ ∥∥Φ(m)1,K,r(q0,M qm, µ(m)q )− Φ∞1,K,r(q0, y, ν)∥∥ = 0.
Now, using a suitable subsequence that we do not relabel, we conclude
lim
m→∞
ˆ
M2
Φ
(m)
1,K,r(q0, q, µ
(m)
q ) · (e− e)γ(m)(de, de)
= lim
m→∞
ˆ
Ω
Φ
(m)
1,K,r(q0,M
q
m(ω), µ
(m)
q ) · (M qm(ω)−M qm(ω))dω
=
ˆ
Ω
Φ∞1,K,r(q0, x(ω), µ) · (y(ω)− x(ω))dω
=
ˆ
M2
Φ∞1,K,r(q0, e, µ) · (e − e)γ(de, de).
We combine (2.17) and (2.18) to obtain∣∣∣u(q0, ν)− u(q0, µ)− Φ∞0,K,r(q0, µ) · (q0 − q0)−
ˆ
M2
Φ∞1,K,r(q0, e, µ) · (e− e)γ(de, de)
∣∣∣
≤C(K, r) (|q0 − q0|2 +W 22 (µ, ν)) .
We underline that the previous inequality has only been established under the condition that µ, ν ∈ Br
have compact support. Since u is continuous, we combine (2.14) and (2.16) to conclude∣∣∣u(q0, ν)− u(q0, µ)− Φ∞0,K,r(q0, µ) · (q0 − q0)−
ˆ
M2
Φ∞1,K,r(q0, e, µ) · (e− e)γ(de, de)
∣∣∣
≤C(K, r) (|q0 − q0|2 +W 22 (µ, ν))(2.21)
for any q0, q0 ∈ K and µ, ν ∈ Br.
Note that in (2.21), Φ∞0,K,r and Φ
∞
1,K,r depend a priori on K and r. However since K and r are
arbitrary, u is differentiable at every (q0, µ) ∈ M × P2(M). We have that Φ∞0,K,r(q0, µ) must coincide
with Dq0u(q0, µ) which is uniquely determined and so, it is independent of K and r. Furthermore,
the Wassesrtein sub- and super-differentials of u(q0, ·) at µ coincide and contain a unique element of
minimal norm ∇wu(q0, µ). We do not know that Φ∞1,K,r(q0, ·, µ) equals to ∇wu(q0, µ)(·), however, for
γ ∈ Γo(µ, ν), (2.21) implies∣∣∣u(q0, ν)− u(q0, µ)−Dq0u(q0, µ) · (q0 − q0)−
ˆ
M2
∇wu(q0, µ)(e) · (e − e)γ(de, de)
∣∣∣
≤C(K, r) (|q0 − q0|2 +W 22 (µ, ν))(2.22)
for any q0, q0 ∈ K and µ, ν ∈ Br. In fact ∇wu(q0, µ) is the projection of Φ∞1,K,r(q0, ·, µ) onto TµP2(Rd).

Using the exact same steps as in the proof of Theorem 2.17, we can show an analogous result for
functions depending on time as well. We formulate this in the following
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Corollary 2.18. Let u : (0,+∞)×M×P2(M)→ R be a continuous function. For m ∈ N, we define
u(m) : (0,+∞)×M× (M)m → R as
u(m)(t0, q0, q) := u(t0, q0, µ
(m+1)
q ),
where (q0, q) = (q0, q1, . . . , qm) ∈ (M)m+1 and µ(m+1)q = 1m+1
∑m
i=0 δqi . Suppose that u
(m) ∈ C1,1loc ((0,+∞)×
M × (M)m) and that for I ⊂ (0,+∞) and K ⊂ M compacts and r > 0, u(m)(t0, q0, ·) satisfies the
estimates of Property 2.15(1)-(a) and (2) for all (t0, q0) ∈ I ×K, with a constant C = C(I,K, r) >
0.We assume moreover that for any I ⊂ (0,+∞) and K ⊂ M compacts and r > 0, there exists
C = C(I,K, r) > 0 such that
|Dq0u(m)(t0, q0, q)| ≤ C, |D2q0q0u(m)(t0, q0, q)|∞ ≤ C,
m∑
i=1
m|D2qiq0u(m)(t0, q0, q)|2∞ ≤ C(2.23)
|D2qiqju(m)(t0, q0, q)|∞ ≤


C
m
, i = j, and i > 0,
C
m2
, i 6= j, i, j > 0,
and
|∂t0u(m)(t0, q0, q)| ≤ C, |∂2t0t0u(m)(t0, q0, q)| ≤ C, |∂t0Dq0u(m)(t0, q0, q)| ≤ C,(2.24)
m∑
i=1
m|Dqi∂t0u(m)(t0, q0, q)|2 ≤ C
for any (t0, q0) ∈ I ×K and q = (q1, . . . , qm) ∈ Bmr .
Then, there exists Φ1 : (0,+∞)×M×P2(M)×M→ Rd locally Lipschitz continuous function such
that for any r > 0 and I ⊂ (0,+∞) and K ⊂ M compacts, there exists C = C(I,K, r) > 0 such that
for any s0, t0 ∈ I, q0, y0 ∈ K, any µ, ν ∈ P2(M) and γ ∈ Γo(µ, ν), u satisfies∣∣∣∣∣u(s0, y0, ν)− u(t0, q0, µ)−Dq0u(t0, q0, µ) · (y0 − q0)− ∂t0u(t0, q0, µ)(s0 − t0)
−
ˆ
M2
Φ1(t0, q0, µ, q) · (y − q)dγ(q, y)
∣∣∣∣∣
≤ C (|s0 − t0|2 + |q0 − y0|2 +W 22 (µ, ν)) .
This implies in particular that u ∈ C1,1loc ((0,+∞)×M×P2(M)) and ∇wu(t0, q0, µ)(·) is the projection
of Φ1(t0, q0, µ, ·) onto TµP2(M) and∣∣∣∣∣u(s0, y0, ν)− u(t0, q0, µ)−Dq0u(t0, q0, µ) · (y0 − q0)
− ∂t0u(t0, q0, µ)(s0 − t0)−
ˆ
M2
∇wu(t0, q0, µ)(q) · (y − q)dγ(q, y)
∣∣∣∣∣
≤ C (|s0 − t0|2 + |q0 − y0|2 +W 22 (µ, ν)) .
Theorem 2.19. Let U ∈ C1,1loc (P2(M)). Let U (m) : (M)m → R be defined as U (m)(q) := U(µ(m)q ) for
q ∈ Mm, such that Property 2.15(2–3) are satisfied. Then U ∈ C2,1,wloc (P2(M)) in the sense of Definition
2.11, such that the following hold. There exist C : (0,∞)→ (0,∞) monotone nondecreasing and
(i) there are continuous maps
Λ0 :M× P2(M)→ Rd×d and Λ1 :M×M× P2(M)→ Rd×d
such that for µ ∈ P2(M) we have
sup
µ∈Br
‖Λ0(·, µ)‖L∞(µ), sup
µ∈Br
‖Λ1(·, ·, µ)‖L∞(µ⊗µ) ≤ C(r).
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(ii) Let µ, ν ∈ Br and γ ∈ Γo(µ, ν). We have
(2.25)
∣
∣
∣∇wU(ν)(q)−∇wU(µ)(q)−Λ0(q, µ)(q− q)−
ˆ
M2
Λ1(q, a, µ)(b− a)dγ(a, b)
∣
∣
∣ ≤ C
(
|q − q|2 +W 22 (µ, ν)
)
and
∣
∣∇wU(µ)(q)−∇wU(ν)(q)
∣
∣ ≤ C (|q − q|+W2(µ, ν)) , ∀µ, ν ∈ Br, .(2.26)
for all (q, q) ∈ spt(µ)× spt(ν).
Proof. We follow ideas similar to those presented in the proof of Theorem 2.17. Recall that for, q ∈ Bmr
we use the notation µ
(m)
q := 1/m
∑m
i=1 δqi and use a similar notation for q ∈ Bmr . Let us define the
matrix valued functions
Λ
(m)
0 :
⋃
q∈Bmr
spt(µ(m)q )× {µ(m)q } → Rd×d
and
Λ
(m)
1 :
⋃
q∈Bmr
((
spt(µ(m)q )× spt(µ(m)q )
) \ {(qi, qi) : i = 1, · · · ,m})× {µ(m)q } → Rd×d
as
Λ
(m)
0 (qi, µ
(m)
q ) := mD
2
qiqi
U (m)(q), and Λ
(m)
1 (qi, qj , µ
(m)
q ) := m
2D2qiqjU
(m)(q), if i 6= j.
Let us underline that we have not defined Λ
(m)
1 (qi, qi, µ
(m)
q ) for i = j. Because of this, later we will
need special care when one passes to the limit the corresponding objects as m→ +∞.
We observe that as a consequence of the assumptions and Lemma 2.16(v)-(b,d), we have that for
any r > 0, there exists a constant C = C(r) > 0 such that
|Λ(m)0 (qi, µ(m)q )− Λ(m)0 (qj , µ(m)q )| ≤ C
(
|qi − qj |+W2(µ(m)q , µ(m)q ) +
1√
m
)
and
|Λ(m)1 (qi, qk, µ(m)q )− Λ(m)1 (qj , ql, µ(m)q )| ≤ C
(
|qi − qj |+ |qk − ql|+W2(µ(m)q , µ(m)q ) +
1√
m
)
for any q, q ∈ Bmr , and for any i, j, k, l ∈ {1, . . . ,m}, i 6= k, j 6= l. For every coordinate function
(Λ
(m)
0 )αβ , (Λ
(m)
1 )αβ (α, β ∈ {1, . . . , d}), we define the extensions(
Λ
(m)
0,r
)
αβ
:M× P2(M)→ R and
(
Λ
(m)
1,r
)
αβ
:M×M× P2(M)→ R
as follows. For z, z1, z2 ∈M, µ ∈ P2(M) we set(
Λ
(m)
0,r
)
αβ
(z, µ) := inf
{
(Λ
(m)
0 )αβ(qi, µ
(m)
q ) + C
(
|qi − z|+W2(µ(m)q , µ
)}
and (
Λ
(m)
1,r
)
αβ
(z1, z2, µ) := inf
{
(Λ
(m)
1 )αβ(qi, qk, µ
(m)
q ) + C
(
|qi − z1|+ |qk − z2|+W2(µ(m)q , µ
)}
,
where both infima is taken over q ∈ Bmr , i, k ∈ {1, . . . ,m}, i 6= k.
Recall Λ
(m)
0,r and Λ
(m)
1,r are C(r)–Lipschitz and we have
|Λ(m)0,r (qi, µ(m)q )− Λ(m)0 (qi, µ(m)q )|∞ ≤
C√
m
, ∀q ∈ Bmr , i ∈ {1, . . . ,m}(2.27)
and
|Λ(m)1,r (qi, qk, µ(m)q )− Λ(m)1 (qi, qk, µ(m)q )|∞ ≤
C√
m
, ∀q ∈ Bmr , i, k ∈ {1, . . . ,m}, i 6= k.(2.28)
If R > 0, z1, z2 ∈ BR(0) and µ is supported by BR(0) then for all α, β ∈ {1, . . . , d}
−C ≤
(
Λ
(m)
1,r
)
αβ
(z1, z2, µ) ≤ C + C
(
|z1|+ |z2|+W2(0, µ)
)
≤ C(3R).
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We obtain a similar uniform bound on
(
Λ
(m)
0,r
)
m
. As in the proof of Theorem 2.17, there are C–
Lipschitz functions
Λ0,r :M× P2(M)→ Rd×d, Λ1,r :M×M× P2(M)→ Rd×d
locally bounded respectively on M×P2(M) and M2 ×P2(M) by a constant depending only on r and
R. Up to a subsequence, as m → +∞,
(
Λ
(m)
0,r
)
m
and
(
Λ
(m)
1,r
)
m
converge to Λ0,r and Λ1,r, uniformly
on BR(0)× P(BR(0)) and BR(0)×BR(0)× P(BR(0)), respectively.
Our next task is to show that
Λ0,r(·, µ) ∈ L∞(M;µ), Λ1,r(·, ·, µ) ∈ L∞(M×M;µ⊗ µ), ∀µ ∈ Br ∩ P(BR(0)).
Claim 1. Λ1(·, µ) ∈ L∞(M2;µ⊗ µ).
Proof of Claim 1. Let r > 0, R > 0 and first let µ ∈ BR∩P(BR(0)). Let z1, z2 ∈ BR(0). As we plan
to let m tend to ∞ it is not a loss of generality to assume R ≤ r√m. Since q = (z1, z2, 0, · · · , 0) ∈ Bmr
we have
−C ≤ (Λ(m)1,r )αβ(z1, z2, µ) ≤ (Λ(m)1 )αβ(z1, z2, µ(m)q )+C(r)
(
|z1−z1|+|z2−z2|+W2
(
µ(m)q , µ
)) ≤ C(r)+2rC(r)
Letting m tend to ∞ we conclude ∣∣(Λ(m)1,r )αβ(z1, z2, µ)∣∣ ≤ C(r) + 2rC(r) first on M2 ×Pc(M) and by
continuity, this holds on M2 × P2(M).
Claim 2. Λ0(·, µ) ∈ L∞(M;µ).
Proof of Claim 2. The proof is similar but simpler than that of Claim 1.
For q, q ∈ Bmr we have the expansion
mDq1U
(m)(q)−mDq1U (m)(q)−mD2q1q1U (m)q)(q1 − q1)−m
m∑
k=2
D2q1qkU
(m)(q)(qk − qk)(2.29)
=
m
2
m∑
k,l=1
(ql − ql)D3q1qkqlU (m)(z)(qk − qk)
where z is a point on the line segment connecting q to q.
Let µ, ν ∈ Br, γ ∈ Γo(µ, ν) and let (q1, q1) ∈ spt(µ) × spt(ν) (which is not necessarily in spt(γ)).
Suppose that both spt(µ) and spt(ν) contain more than one element. We choose x, y ∈ H such that
♯(x, y) = γ and so, ♯(x) = µ, ♯(y) = ν. Let (Ωm−1i )
m−1
i=1 be the partition of Ω introduced in Section 1.
We are going to choose special values of m := 2l+1 and choose Lebesgue points ωi+1 ∈ Ω2li such that
all the points in Ω2
l
i are kept in Ω
2l+1
i . We set qi := x(ωi), qi := y(ωi) for i = 2, · · · ,m Set
γ(m−1) :=
1
m− 1
m∑
i=2
δ(qi,qi), µ
(m−1)
q :=
1
m− 1
m∑
i=2
δqi , µ
(m−1)
q :=
1
m− 1
m∑
i=2
δqi .
Since, (qi, qi)
∞
i=2 is cyclically monotone
γ(m−1) ∈ Γo
(
µ(m−1)q , µ
(m−1)
q
)
.
By construction
(
γ(m−1)
)
m
converges narrowly to γ. Let M q(m−1),M
q
(m−1) ∈ H the random variables
corresponding to the previously chosen points (q2, . . . , qm) and (q2, . . . , qm), respectively. We have
(2.30)
lim
m→+∞
W2(µ
(m)
q , µ) = lim
m→+∞
W2(µ
(m−1)
q , µ) = lim
m→+∞
W2(µ
(m)
q , ν) = limm→+∞
W2(µ
(m−1)
q , ν) = 0.
Furthermore,
♯
(
M q(m−1),M
q
(m−1)
)
= γ(m−1),
and
lim
m→+∞
∥∥M q(m−1) − x∥∥ = limm→+∞ ∥∥M q(m−1) − y∥∥ = 0.
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Using the assumptions on D3qjqkqlU
(m), since z ∈ Bmr , increasing the value of C if necessary, we have∣∣∣m m∑
k,l=1
(yl − xl)D3q1qkqlU (m)(z)(qk − qk)
∣∣∣
≤m|D3q1q1q1U (m)(z)|∞|q1 − q1|2 +m
m∑
k=2
|D3q1qkq1U (m)(z)|∞|qk − qk||q1 − q1|
+m
m∑
l=2
|D3q1q1qlU (m)(z)|∞|q1 − q1||ql − ql|
+m
m∑
k=2
|D3q1qkqkU (m)(z)|∞|qk − qk|2 +m
m∑
k 6=l=2
|ql − ql||D3q1qkqlU (m)(z)|∞|qk − qk|
≤C

|q1 − q1|2 + |q1 − q1| m∑
k=2
1
m
|qk − qk|+
m∑
k=2
1
m
|qk − qk|2 +
1
m2
m∑
k 6=l=2
|ql − ql||qk − qk|


≤C
(
|q1 − q1|2 +W 22 (µ(m−1)q , µ(m−1)q )
)
Thus, this together with (2.29) implies
m
∣∣∣Dq1U (m)(q)−Dq1U (m)(q)−D2q1q1U (m)(q)(q1 − q1)−
m∑
k=2
D2q1qkU
(m)(q)(qk − qk)
∣∣∣
≤C
(
|q1 − q1|2 +W 22 (µ(m−1)q , µ(m−1)q )
)
.
Using the definition of Λ
(m)
0 and Λ
(m)
1 we read off∣∣∣∇wU(µ(m)q )(q1)−∇wU(µ(m)q )(q1)− Λ(m)0 (q1, µ(m)q )(q1 − q1)
− m− 1
m
ˆ
M2
Λ
(m)
1 (q1, a, µ
(m)
q )(b − a)γ(m−1)(da, db)
∣∣∣(2.31)
≤ C
(
|qj − qi|2 +W 22 (µ(m−1)q , µ(m−1)q )
)
,
Now, first by the continuity of ∇wU , (2.30) implies
lim
m→∞
∇wU(µ(m)q )(q1) = ∇wU(µ)(q1), and lim
m→∞
∇wU(µ(m)q )(q1) = ∇wU(ν)(q1).
Before passing to the limit in the other terms, let us further suppose that µ, ν ∈ P(BR(0)) for some
R > 0. In light of (2.27), Λ
(m)
0 (q1, µ
(m)
q ) and Λ
(m)
0,r (q1, µ
(m)
q ) have the same limit. By the local uniform
convergence property of Λ
(m)
0,r , we have that limm→∞ Λ
(m)
0 (q1, µ
(m)
q ) = Λ0,r(q1, µ).
To handle the limit in the last term on the left hand side of the inequality (2.31), we observe thatˆ
M2
Λ
(m)
1 (q1, a, µ
(m)
q )(b − a)γ(m−1)(da, db) =
ˆ
M2
Λ
(m)
1,r (q1, a, µ
(m)
q )(b− a)γ(m−1)(da, db)
+
ˆ
M2
(
Λ
(m)
1 (q1, a, µ
(m)
q )− Λ(m)1,r (q1, a, µ(m)q )
)
(b − a)γ(m−1)(da, db)
and by (2.28), increasing C if necessary, we have that∣∣∣∣∣
ˆ
M2
(
Λ
(m)
1 (q1, a, µ
(m)
q )− Λ(m)1,r (q1, a, µ(m)q )
)
(b− a)γ(m−1)(da, db)
∣∣∣∣∣ ≤ C√m
¨
M2
|b− a|γ(m−1)(da, db)
≤ Cr√
m
.
Therefore, it is enough to study the limit ofˆ
M2
Λ
(m)
1,r (q1, a, µ
(m)
q )(b− a)γ(m−1)(da, db).
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Since ∣∣∣Λ(m)1,r (q1,M q(m−1)(ω), µ(m)q )− Λ(m)1 (q1,M q(m−1)(ω), µ(m)q )∣∣∣ ≤ C√m
and since Λ
(m)
1 (q1,M
q
(m−1)(ω), µ
(m)
q ) = Λ
(m)
1 (q1, qi, µ
(m)
q ) for some i ∈ {2, . . . ,m} for a.e. ω ∈ Ω, we
have that ω 7→ Λ(m)1,r (q1,M q(m−1)(ω), µ(m)q ) is uniformly bounded with respect to m ∈ {2, 3, . . .}. Thus
by the previous convergences and by Lebesgue’s dominated convergence theorem, up to passing to a
subsequence that we do not relabel, we have that
lim
m→∞
∥∥∥Λ(m)1,r (q1,M q(m−1), µ(m)q )− Λ1(q1, x, µ)∥∥∥ = 0.
Thus, up to a subsequence,
lim
m→∞
ˆ
M2
Λ
(m)
1,r (q1, a, µ
(m)
q )(b− a)γ(m−1)(da, bb)
= lim
m→∞
ˆ
Ω
Λ
(m)
1,r
(
q1,M
q
(m−1)(ω), µ
(m)
q
)(
M q(m−1)(ω)−M q(m−1)(ω)
)
dω
=
ˆ
Ω
Λ1,r(q1, x(ω), µ)(y(ω) − x(ω))dω =
ˆ
M2
Λ1,r(q1, a, µ)(b− a)γ(da, db)
We have all the ingredients to conclude that up to subsequence (2.31) implies to obtain∣∣∣∇wU(ν)(q1)−∇wU(µ)(q1)− Λ0(q1, µ)(q1 − q1)−
ˆ
M2
Λ1,r(q1, a, µ)(b− a)γ(da, db)
∣∣∣
≤ C (|q1 − q1|2 +W 22 (µ, ν)) .
As C is independent of R, we extend the previous inequality to all µ, ν ∈ Br without imposing they lie
in P(BR(0)). We also notice that by the assumptions, i.e. Property 2.15(3), the map q 7→ ∇wU(µ)(q)
is Lipschitz continuous uniformly with respect to µ ∈ Br. More precisely, Lemma 2.16 (iii)-(b) yields
that there exists C = C(r) > 0 such that for all µ, ν ∈ Br and (q1, q1) ∈ spt(µ)× spt(ν) we have
|∇wU(t, µ)(q1)−∇wU(t, ν)(q1)| ≤ C(|q1 − q1|+W2(µ, ν)),
so (2.26) follows. 
Remark 2.20. Note that Λ0 is a symmetric matrix, as limit of symmetric matrices.
3. Global well-posedness of master equations
Throughout this section, we fix T > 0 and impose (H1)-(H8). We further assume
(H9) U0,F ∈ C2,1,wloc (P2(M)) and U (m)0 , F (m) satisfy Property 2.15(3).
Let U˜ be the solution obtained in Theorem 1.5 and define U : [0, T ] × P2(M) → R as U(t, µ) :=
U˜(t, x) where µ = ♯(x). By Lemma 2.13, the regularity property obtained on U˜ in Theorem 1.5 ensures
that U(t, ·) is C1,1loc (P2(M)). We use Remark 2.7 to obtain that U ∈ C1,1loc ([0, T ]×P2(M)) (in the sense
of Definition 2.8) and it is a classical solution to the Hamilton-Jacobi equation
(3.1)
{
∂tU +H(µ,∇wU) = F(µ), in (0, T )× P2(M),
U(0, µ) = U0(µ), in P2(M).
3.1. Flows on H, on P2(M) and their properties.
Lemma 3.1. Let x, y ∈ H be such that ♯(x) = ♯(y). Then for 0 ≤ s ≤ t, we have ♯
(
S˜ts[x]
)
= ♯
(
S˜ts[y]
)
.
As a consequence, given µ ∈ P2(M) the following measures are well–defined
(3.2) σts[µ] := ♯
(
S˜ts[x]
)
where ♯(x) = µ, depends only on µ and is independent of the choice of x.
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Proof. Since ♯(x) = ♯(y), there exist Borel bijective maps Sn : Ω→ Ω such that (cf. e.g. [8] [25])
♯(Sn) = ♯(S
−1
n ) = LdΩ, lim
n→∞
‖y − x ◦ Sn‖ = 0.
Thus,
lim
n→∞
∥∥∥S˜ts[y]− S˜ts[x] ◦ Sn∥∥∥ = lim
n→∞
∥∥∥S˜ts[y]− S˜ts[x ◦ Sn]∥∥∥ = 0.
This proves
W2
(
♯
(
S˜ts[y]
)
, ♯
(
S˜ts[x]
))
= lim
n→∞
W2
(
♯
(
S˜ts[x] ◦ Sn
)
, ♯
(
S˜ts[x]
))
= 0.
Remark 3.2. The following hold.
(i) By Theorem 1.5, there exists eT : [0,∞)→ [0,∞), monotone non–decreasing such that
‖S˜ts[x]‖, ‖∂sS˜ts[x]‖ ≤ eT
(‖x‖) ∀s ∈ [0, t], ∀t ∈ [0, T ].
(ii) By (i)
{σts[µ] : µ ∈ Br, 0 ≤ s ≤ t ≤ T } ⊂ BeT (r)
(iii) By Theorem 1.5 again, there exists CT : (0,∞)→ (0,∞) monotone non–decreasing such that
‖∇U˜(t, x)‖ ≤ CT (r)(1 + ‖x‖), ∀x ∈ Br(0), ∀t ∈ [0, T ].
(iv) By Lemma 2.13, the regularity property obtained on U˜ in Theorem 1.5, we have that U is dif-
ferentiable. We use Proposition C.2 (iv) to conclude that (s, q) 7→ DpH
(
q,∇wU
(
s, σts[µ]
)
(q)
)
is a velocity for s 7→ σts[µ]. In other words
(3.3) ∂sσ
t
s[µ] +∇ ·
(
DpH
(·,∇wU(s, σts[µ]))σts[µ]) = 0, in D′((0, t)×M), σtt [µ] = µ.
Lemma 3.3. Suppose 0 < t ≤ t ≤ T and r > 0. Then there exists a constant C(r, T ) monotone
increasing in r such that the following hold.
(i) If x, y ∈ Br(0) then
‖S˜ts[x]− S˜ts[y]‖ ≤ eC(r,T )(t−s)
(
|t− t|eT (‖x‖) + ‖x− y‖
)
∀s ∈ [0, t].
and
‖S˜ts[x]− S˜tt [x]‖ ≤ (s− t)eT (r) ∀s ∈ [t, t].
(ii) If µ, ν ∈ Br then
(3.4) W2
(
σts[µ], σ
t
s[ν]
)
≤ eC(r,T )(t−s)
(
|t− t|eT (r) +W2(µ, ν)
)
∀s ∈ [0, t].
and
W2
(
σts[µ], σ
t
t [µ]
)
≤ (s− t)eT (r) ∀s ∈ [t, t].
Proof. (i) Let x, y ∈ Br(0).
We have ∥∥x− S˜tt [x]∥∥ = ∥∥∥
ˆ t
t
∂sS˜
t
s[x]ds
∥∥∥ ≤ ˆ t
t
∥∥∂sS˜ts[x]∥∥ds
We use Remark 3.2 (i) to infer
(3.5)
∥∥x− S˜tt [x]∥∥ ≤ |t− t|eT (‖x‖).
Set
h(s) :=
1
2
∥∥S˜ts[x]− S˜ts[x]∥∥ ∀s ∈ [0, t].
We have
h′(s) =
ˆ
Ω
(
S˜ts[x]− S˜ts[x]
) · (DpH(S˜ts[x],∇U˜(s, S˜ts[x])) −DpH(S˜ts[x],∇U˜ (s, S˜ts[x])))dω.
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By the fact that DH is Lipschitz we have∣∣∣∣DpH(S˜ts[x],∇U˜ (s, S˜ts[x]))−DpH(S˜ts[x],∇U˜(s, S˜ts[x]))
∣∣∣∣
2
≤κ20
(∣∣S˜ts[x]− S˜ts[x]∣∣2 + ∣∣∇U˜(s, S˜ts[x]) −∇U˜(s, S˜ts[x])∣∣2).
We use Remark 1.5 to obtain a constant C(r, T ) which increases in r and such that∥∥∥∥DpH(S˜ts[x],∇U˜ (s, S˜ts[x])) −DpH(S˜ts[x],∇U˜(s, S˜ts[x]))
∥∥∥∥ ≤ C(r, T )‖S˜ts[x]− S˜ts[x]‖.
This implies h′ ≥ −2C(r, T )h and so, Gro¨nwall’s inequality yields
h(s) ≤ e2C(r,T )(t−s)h(t) ∀s ∈ [0, t].
Thus,
‖S˜ts[x]− S˜ts[x]‖ ≤ eC(r,T )(t−s)‖S˜tt [x]− S˜tt [x]‖ = eC(r,T )(t−s)‖S˜tt [x]− x‖
This, together with (3.5) implies
(3.6) ‖S˜ts[x]− S˜ts[x]‖ ≤ eC(r,T )(t−s)|t− t|eT (‖x‖).
We use arguments similar to the ones above to obtain
(3.7) ‖S˜ts[x]− S˜ts[y]‖ ≤ eC(r,T )(t−s)‖x− y‖ ∀s ∈ [0, t].
We combine (3.6) and (3.7) to verify the first identity in (i). The second identity follows from direct
integration.
(ii) Let µ, ν ∈ Br and choose x, y ∈ H such that ♯(x) = µ and ♯(y) = ν and W2(µ, ν) = ‖x − y‖.
Since ♯
(
S˜ts[x]
)
= σts[µ] and ♯
(
S˜ts[y]
)
= σts[ν], (i) implies (ii). 
3.2. The vectorial master equation. Let V : P2(M) ×M→ Rd and define
Nµ
[V ,∇⊤wV](t, µ, q) :=
ˆ
M
∇⊤wV(t, µ, q)(b)DpH
(
b,V(t, µ, b))µ(db)
We plan to obtain existence of V : [0, T ]×P2(M)×M→ Rd, solution to the so-called vectorial master
equation
(3.8)


∂tV +DqH(q,V(t, µ, q)) +DqV(t, µ, q)∇pH(q,V(t, µ, q)) +N µ
[V ,∇⊤wV](t, µ, q)
= ∇wF(µ)(q)
V(0, µ, ·) = V0(µ),
as a by–product of the regularity properties of the solution to (3.1). The lower order regularity
results in the Hilbert setting are starting points to improve to higher order regularity results in the
Wasserstein space. First, let us discuss about the existence and regularity of solutions of (3.1).
Theorem 3.4. The equation (3.1) has a unique classical solution U ∈ C1,1loc ([0, T ]×P2(M)) such that
U(t, ·) ∈ C2,1,wloc (P2(M)), which has to be understood in the sense of Definition 2.11.
Proof. First, we notice that Theorem 1.5 asserts existence and uniqueness of a solution U ∈ C1,1loc ([0, T ]×
P2(M)). Then, Theorem D.2 will imply that U (m)(t, q) := U(t, µ(m)q ) for t ∈ (0, T ), m ∈ N, q ∈ (M)m
satisfies the regularity estimates from Property 2.15 in Bmr (0) with constant C(t, r). We apply Theo-
rem 2.19 to infer U(t, ·) is of class C2,1,wloc (P2(M)). 
Remark 3.5. In this subsection we discuss existence of weak solutions to (3.8). The regularity of
solutions U to the Hamilton-Jacobi equation (3.1) established in Theorem 3.4 are enough to differ-
entiate this equation with respect to the measure variable. This procedure gives us a notion of weak
solution to the vectorial master equation. Better regularity properties of this solution are subtle and
we need additional effort to obtain these. We postpone this analysis to Subsection 4.1, where we point
out a deep connection between the vectorial and the scalar master equations as well.
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Definition 3.6. We say that V : [0, T ]×⋃µ∈P2(M){µ}× spt(µ)→ Rd is a weak solution to (3.8) if it
is locally Lipschitz on its domain of definition, V(·, µ, q) is differentiable on (0, T ) for all µ ∈ P2(M)
and q ∈ spt(µ), V(t, ·, ·) ∈ C1,1loc
(∪µ∈P2(M){µ} × spt(µ)), V(t, µ, ·) is differentiable on spt(µ) for all
t ∈ [0, T ] and µ ∈ P2(M) and the equation (3.8) is satisfied pointwise on [0, T ]×
⋃
µ∈P2(M)
{µ}×spt(µ).
Theorem 3.7. Suppose U(t, ·) ∈ C2,1,wloc (P2(M)) (in the sense of Definition 2.11). Using the notation
in Remark 2.12, we have assumed
Dq
(∇wU(t, µ)(·)) ∈ L∞(M;µ), ∇2wwU(t, µ)(·, ·) ∈ L∞(M×M;µ⊗µ) ∀µ ∈ P2(M), and a.e. t ∈ (0, T ).
Then the vector field V(t, µ, q) := ∇wU(t, µ)(q) defined on [0, T ]×
⋃
µ∈P2(M)
{µ} × spt(µ), solves the
vectorial master equation (3.8) with initial data V0 = ∇wU0 in the sense of Definition 3.6.
Proof of Theorem 3.7. Let µ ∈ P2(M), let ϕ ∈ C∞c (M) be arbitrary and set ξ := Dϕ. Choose ε > 0 be
small enough such that for all s ∈ [0, ε], Xs := id+sξ is a diffeomorphism ofM intoM and |id|2/2+sϕ
is convex. For any q ∈ spt(µ) we have
∇wU(t, σs)(Xs(q)) =∇wU(t, µ)(q) + sDq∇wU(t, µ)(q)ξ(q) + s
ˆ
M
∇2wwU(t, µ)(q, a)ξ(a)µ(da)
+o(s).(3.9)
Since ˆ
M
H
(
z,∇wU(t, σs)(z)
)
σs(dz) =
ˆ
M
H
(
Xs(q),∇wU(t, σs)
(
Xs(q)
))
µ(dq),
(3.9) implies
H(σs,∇wU(t, σs)) =H(µ,∇wU(t, µ))+ s
ˆ
M
DqH
(
q,∇wU(t, µ(q))
) · ξ(q)µ(dq)
+s
ˆ
M
DpH
(
q,∇wU(t, µ)(q)
) · (Dq∇wU(t, µ)(q)ξ(q))µ(dq)
+s
ˆ
M2
DpH
(
q,∇wU(t, µ)(q)
) · (∇2wwU(t, µ)(q, a)ξ(a)µ(da))µ(dq)
−F(µ)− s
ˆ
M
∇wF(µ)(q) · ξ(q)µ(dq) + o(s).(3.10)
Similarly,
(3.11) ∂tU(t, σs) = ∂tU(t, µ) + s
ˆ
M
∂t∇wU(t, µ)(q) · ξ(q)µ(dq) + o(s).
Let us remark that since U is a C1,1loc ([0, T ] × P2(M)) solution to (3.1), ∇wU(·, µ)(q) is Lipschitz
continuous on [0, T ]. Moreover, from the equation (3.1) and since U(t, ·) ∈ C2,1,wloc (P2(M)), we get
that ∂tU(t, ·) is differentiable for all t ∈ (0, T ). Therefore, ∂t∇wU(t, µ)(q) = ∇w∂tU(t, µ)(q) for all
(t, µ) ∈ (0, T )× P2(M) and q ∈ spt(µ).
Since
∂tU(t, σs) +H
(
σs,∇wU(t, σs)
)
= 0,
(3.10) and (3.11) imply
ˆ
M
(
∂t∇wU(t, µ)(q) +DqH
(
q,∇wU(t, µ)(q)
) −∇wF(µ)(q)) · ξ(q)µ(dq)
+
ˆ
M
DpH
(
q,∇wU(t, µ)(q)
) · (Dq∇wU(t, µ)(q)ξ(q))µ(dq)
+
ˆ
M2
DpH
(
q,∇wU(t, µ)(q)
) · (∇2wwU(t, µ)(q, a)ξ(a)µ(da))µ(dq) = 0.(3.12)
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Since we asserted in Remark 2.20 that Dq∇wU(t, µ)(·) is symmetric, (3.12) can be rewritten asˆ
M
[
∂t∇wU(t, µ)(q) +DqH
(
q,∇wU(t, µ)(q)
) −∇wF(µ)(q)] · ξ(q)µ(dq)
+
ˆ
M
Dq∇wU(t, µ)(q)DpH
(
q,∇wU(t, µ)(q)
) · ξ(q)µ(dq)
+
ˆ
M2
(
∇2wwU(t, µ)(q, a)⊤DpH
(
q,∇wU(t, µ)(q)
))
µ(dq) · ξ(a)µ(da) = 0.
Note
DqH
(·,∇wU(t, µ))+Dq∇wU(t, µ)DpH(·,∇wU(t, µ)) = Dq(H(·,∇wU(t, µ))) ∈ TµP2(M)
Since the rows of∇2wwU(t, µ)(q, a) belong to TµP2(M), so does∇2wwU(t, µ)(q, a)⊤DpH
(
q,∇wU(t, µ)(q)
)
(as linear combinations of these rows). By the arbitrariness of ξ and the previous claims, we conclude
∂t∇wU(t, µ) +DqH
(·,∇wU(t, µ)) +Dq∇wU(t, µ)DpH(·,∇wU(t, µ))+Nµ[V ,∇TwV](t, µ, ·) = ∇wF(µ),
µ–almost everywhere on q ∈M. 
Remark 3.8. At this point we do not know whether all the terms appearing in (3.8) could be extended
to (at least L d–a.e.) q ∈M. We have good pointwise continuity properties of ∇⊤wwU(t, ·)(·, ·), but we
do not know much about the continuity properties of ∇⊤wwU(t, ·)(·, ·). If we knew
Nµ
[V ,∇⊤wwU](t, µ, q) = N µ[V ,∇⊤wwU](t, µ, q)
we could deduce that q 7→ Nµ
[V ,∇⊤wwU](t, q, µ) is continuous. In the same time, we do not know
whether ∂tV admits a continuous extension.
As a last remark, despite the fact that V(t, µ, ·) itself is defined only on spt(µ), we know that it
is Lipschitz continuous there, uniformly with respect to t and µ. But it is not clear at all whether
any Lipschitz continuous extension of this in the same time would produce a valid extension for ∂tV
and ∇⊤wV. As highlighted before, we revisit this question in Subsection 4.1, and in particular there we
produce a solution to the vectorial master equation which is defined for (Lebesgue) a.e. q ∈ M.
3.3. The scalar master equation. In this subsection we assume there exists a function C which
assume to each compact set K ⊂M and each real number r > 0, a positive value C(K, r). We assume
to be given
(H10) u0, f ∈ C1,1loc (M× P2(M))
such that
∇wU0(µ)(q) = Dqu0(q, µ),∇wF(µ)(q) = Dqf(q, µ), ∀ (q, µ) ∈M× P2(M).(H11)
Since we can modify L or F˜ as follows,
L˜(x, a) =
ˆ
Ω
L
(
x(ω), a(ω)− r|x(ω)|2)dω + F˜(x) + r‖x‖2,
we learn from Proposition B.6 that it is not a loss of generality to assume in the sequel that
(3.13) M ∋ q 7→ u0(q, µ) and M×Rd ∋ (q, v) 7→ L(q, v)+f(q, µ) are strictly convex ∀µ ∈ P2(M).
Let us remark that by the fact that u0, f ∈ C1,1loc (M × P2(M)), we have that u0 and f are locally
bounded, i.e. ∀K ⊂ M compact and r > 0, ∃C = C(K, r) : |u0(q0, µ)|, |f(q0, µ)| ≤ C, ∀ (q0, µ) ∈
K × Br.
We are to find a function u : [0, T ]×M× P2(M)→ R that satisfies the scalar master equation
(3.14){
∂tu(t, q, µ) +H(q,Dqu(t, q, µ)) +Nµ
[
Dqu(t, ·, µ),∇wu(t, q, µ)(·)
]
= f(q, µ), (0, T )×M× P2(M),
u(0, ·, ·) = u0, M× P2(M),
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where the non–local operator Nµ is defined as in (0.1). We define the notion of classical solution to
(3.14) as follows.
Definition 3.9. We say that u is a classical solution to (3.14), if the following holds. It is continuously
differentiable on (0, T ) ×M × P2(M), continuous up to the initial time 0 and the PDE is satisfied
pointwise. The vector field M ∋ q 7→ Dqu(t, q, ν) is Lipschitz, uniformly with respect to (t, ν) ∈
[0, T ]× Br (r > 0).
Furthermore, for all ν ∈ P2(M) and for L1 ⊗ Ld–a.e. (s, q) ∈ (0, T ) ×M, Dq∇wu(s, q, ν)(·) and
∇wDqu(s, q, ν)(·) exist, belong to L2(ν) and they satisfy additionally
(3.15)
ˆ
M
((
Dq∇w −∇wDq
)
u(s, q, ν)(y)
)
DpH(y,Dqu(s, y, ν))ν(dy) = 0.
Remark 3.10. The condition (3.15) in the previous definitions needs some comments. In Theorem
3.22 we will actually show existence of C1,1loc ([0, T ]×M×P2(M)) solution to (3.14). Let us notice that
for functions w ∈ C1,1loc (M × P2(M)), Dq∇ww(q, ν)(·) is meaningful for all ν ∈ P2(M) and for a.e.
q ∈ M (see Subsection 4.1). But, since Dqw is only Lipschitz continuous with respect to the measure
variable, ∇wDqw(q, ν)(·) might not be meaningful in general (since Rademacher-type theorems in
(P2(M),W2) are more subtle). So the C1,1 regularity in general is not enough to ensure (3.15).
Nevertheless, as the discussion in Subsection 4.1 shows, the solution that we construct for the
master equation (3.14) naturally satisfies (3.15). This condition in particular will imply uniqueness
of the solution as well.
For m ∈ N, we define
u
(m)
0 , f
(m) :M× (M)m → R, U (m)0 , F (m) : (M)m → R
as
u
(m)
0 (y, q) := u0
(
y, µ(m)q
)
, f (m)(y, q) := f
(
y, µ(m)q
)
, U
(m)
0 (q) := U0
(
µ(m)q
)
, F (m)(q) := F
(
µ(m)q
)
,
where for q = (q1, · · · , qm) ∈ (M)m, µ(m)q is defined as in (1.1).
We impose the following hypotheses on u
(m)
0 and f
(m).
u
(m)
0 (y, ·), f (m)(y, ·) satisfy Properties 2.15(1)(a) and 2.15(2), locally uniformly w.r.t. y ∈M.
(H13)
Dyu
(m)
0 (y, ·), Dyf (m)(y, ·) satisfy Property 2.15(1)(a), locally uniformly w.r.t. y ∈M.(H14)
Let us notice that based on the previous assumptions, we have that Dyu
(m)
0 and Dyf
(m) are locally
uniformly bounded, i.e. ∀r > 0,K ⊂ M compact, ∃C = C(K, r) : |Dyu(m)0 (y, q)|, |Dyf (m)(y, q)| ≤
C, if (y, q) ∈ K × Bmr . In the same time, by the assumption (H6), DqL and ∂ay∂bvL (for all a, b
multi-indices with |a|+ |b| = 2) are locally uniformly bounded.
We assume that there exists a constant C > 0 such that
‖∂aq ∂bpH‖L∞(M×Rd) ≤ C, for a, b multi− indices with |a|+ |b| = 3.(H15)
We assume there exists a locally bounded continuous function θ : P2(M)→ [0,∞) such that
(H16) L(q, v) + f(q, µ) ≥ λ1|v|2 − θ(µ)(|q| + 1), ∀(q, v) ∈M× Rd, ∀µ ∈ P2(M).
Note that it suffices to impose that f(·, µ) is convex to have that (H7) implies (H16).
Recall that Remark 1.1 (iii) ensures there exists a constant C such that
We assume that there exists C > 0 such that
(3.16) |DqH(q, p)| ≤ C(1 + |q|+ |p|), |DqL(q, v)| ≤ C(1 + |q|+ |v|) ∀(q, p, v) ∈M× R2d.
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3.4. Examples of initial data. We pause for a moment to give an example of initial data, which
satisfied our assumptions. Similar examples can be constructed for F and f as well. Let φ0, φ1 : M→
R be smooth bounded functions with uniformly bounded derivatives up to order 3. For simplicity,
we assume also that they are positive and φ1 is even. Fix λ > 0 and let φ : M → R be defined as
φ(q) := λ2 |q|2 + φ0(q) and assume λ is large enough such that D2φ +D2φ1 > 0 on M. Then, let us
define U0 : P2(M)→ R as
U0(µ) :=
ˆ
M
φ(q)µ(dq) +
1
2
ˆ
M
φ1 ∗ µ(q)µ(dq), U˜0(x) = U0
(
x♯LdΩ
)
, ∀µ ∈ P2(M), x ∈ H.
Then U˜0 fulfills the assumptions (H1)-(H3).
Set
u0(q0, µ) = φ(q0) + (φ1 ∗ µ)(q0).
For q := (q1, · · · , qm) ∈ Mm and q0 ∈M , we have
u
(m)
0 (q0, q) = φ(q0) +
m∑
i=1
1
m
φ1(q0 − qi), and U (m)0 (q) =
1
m
m∑
i=1
φ(qi) +
1
2m2
m∑
i,j=1
φ1(qi − qj),
and so for 1 ≤ i ≤ m,
Dqiu
(m)
0 (q0, q) =
1
m
Dφ1(q0 − qi) and D2q0qiu(m)0 (q0, q)) =
1
m
D2φ1(y − xi).
We have
Dq0u
(m)
0 (q0, q) = Dφ(y) +
m∑
i=1
1
m
Dφ1(q0 − qi).
From these computations, one can easily verify the hypotheses (H10) through (H14).
Under appropriate conditions on functions L0, l and g Lagrangians of the form
L(q, v) = L0(v) + l(q, v) + g(q)
satisfy (H4)–(H8).
We are ready now to define the candidate for the solution to the scalar master equation. Given
t ∈ [0, T ], q ∈M and µ ∈ P2(M) we define
(3.17) u(t, q, µ) := inf
γ
{
u0(γ0, σ
t
0[µ])+
ˆ t
0
(
L(γs, γ˙s)+f(γs, σ
t
s[µ])
)
ds : γ ∈W 1,2([0, t],M), γt = q
}
.
Here the curve (σts[µ])s∈[0,t] is defined in (3.2).
Define
M∗(r) := sup
Br(0)×BeT (r)
|θ|+ |u0|+ T (|f |+ |L(0, ·)|), c∗(r) := sup
B1(0)×Br
|u0|
Remark 3.11. Let r > 0.
(i) As u0(·, ν) is convex, if Dqu(0, ν) 6= 0 then
u0
(
Dqu(0, ν)
|Dqu(0, ν)| , ν
)
≥ u0(0, ν) + Dqu(0, ν)|Dqu(0, ν)| ·Dqu(0, ν) = u0(0, ν) +
|Dqu(0, ν)|2
|Dqu(0, ν)| .
Thus, if ν ∈ Br, we conclude that
|Dqu(0, ν)| ≤ 2c∗(r).
Clearly, the previous inequality still holds when Dqu(0, ν) = 0. Consequently,
u0(q, ν) ≥ u0(0, ν) +Dqu(0, ν) · q ≥ −c∗(r)(1 + |q|).
(ii) Suppose (t, q, µ) ∈ [0, T ]×Br(0)× Br. Then
u(t, q, µ) ≤M∗(r),
and so, if γ is the unique minimizer in (3.17), we use (H16) and Remark 3.2 (ii) to obtain
M∗(r) ≥ u(t, q, µ) ≥ −c∗
(
eT (r)
)
(1 + |γ(0)|)−M∗(r)T −M∗(r)
ˆ t
0
|γ|ds+ λ1
ˆ t
0
|γ˙|2ds.
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We conclude there exists a constant M(r) independent of t such thatˆ t
0
|γ˙|2ds ≤M(r).
Hence,
(3.18) |γτ1 − γτ2 |2 ≤M(r)|τ2 − τ1| if 0 ≤ τ1 ≤ τ2 ≤ t.
(iii) By (ii), there is constant M∗(r) such that
|u(t, q, µ)| ≤M∗(r) (t, q, µ) ∈ [0, T ]×Br(0)× Br
Since
(q, v) 7→ Ls,t(q, v) := L(q, v) + f(q, σts[µ]), q 7→ u0(q, σt0[µ])
are convex, we obtain that u(t, ·, µ) is a convex function and so as argued above,∣∣Dqu(t, q, µ)∣∣ ≤ u
(
t, q +
Dqu(t, q, µ)∣∣Dqu(t, q, µ)∣∣
)
− u(t, q, µ) ≤M∗(r) +M∗(r + 1)
Lemma 3.12. Let (t, q, µ) ∈ [0, T ]×Br(0)×Br and let γ : [0, t]→M be the unique optimizer in (3.17).
Suppose that the assumptions (H5),(H6), (H7), (H11) and (3.16) take place. Then γ ∈ C1,1([0, t]).
Proof. The proof is inspired by the proof of [7, Theorem 6.2.5]. First, (H7), the convexity of L in
the v variable and the Euler-Lagrange equation satisfied by γ implies that there exists a constant
C = C(r, t) > 0 such that
λ1|γ˙s|2 + λ0 ≤ L(γs, γ˙s) ≤ L(γs, 0) +DvL(γs, γ˙s) · γ˙s
≤ |L(γs, 0)|+ |Dqu0(γ0, σt0[µ])|+ |γ˙s|
ˆ s
0
|DqL(γτ , γ˙τ )|+ |Dqf(γτ , σtτ [µ])|dτ
≤ C + C|γ˙s|,
Where in the last inequality, we have used the regularity assumptions on L, u0 and f , (3.16) and the
fact that γτ ∈ BR(0) and σtτ [µ] ∈ BR for all τ ∈ [0, t], for some R = R(t, r) > 0. This chain of
inequalities implies that |γ˙| must be bounded on [0, t], and so γ is Lipschitz continuous.
To conclude, let us write the Euler-Lagrange equation in the form
D2vvL(γs, γ˙s)γ¨s = DqL(γs, γ˙s) +Dqf(γs, σ
t
s[µ])−D2qvL(γs, γ˙s)γ˙s.
Since the right hand side of this equation is uniformly bounded on [0, t], by a constant depending on
r and t and since D2vvL satisfies (H5), we conclude that |γ¨| is uniformly bounded on [0, t] and hence
the thesis follows. 
Proposition 3.13. Let µ ∈ P2(M) and t ∈ [0, T ]. Recall [0, t] ∋ s 7→ σts[µ] is defined in (3.2) in
Lemma 3.1.
(i) We have u(t, ·, µ) ∈ C1,1loc (M). Furthermore, there exists a unique γ minimizer in (3.17) which
we denote as s 7→ Sts[µ](q).
(ii) If ω ∈ Ω, x ∈ H, µ = ♯(x) and q = x(ω) (meaning in particular that q ∈ spt(µ)), then
S˜ts[x](ω) = S
t
s[µ](q).
(iii) Under the assumptions in (ii) we have Dqu(t, q, µ) = ∇wU(t, µ)(q).
(iv) [0, t] ∋ s 7→ Dqu(s, Sts[µ](q), σts[µ]) is Lipschitz continuous, for all (q, µ) ∈M× P2(M).
(v) We have that u(·, ·, µ) ∈ C0,1loc ([0, T ]×M), with Lipschitz constants depending on r > 0, where
µ ∈ Br.
Proof. (i) By Remark 3.11 (iii), u(t, ·, µ) is a convex function. One checks that u(t, ·, µ) is locally
semi–concave and so, it is C1,1loc (M).
Since, the action
γ 7→ At[γ] := u0(γ0, σt0[µ]) +
ˆ t
0
Ls,t(γs, γ˙s)ds
is strictly convex, Sts[µ](q) is uniquely defined.
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(ii) By the convexity of At, any critical point of At on the set {γ ∈ C1([0, t],M) : γt = q} is a
minimizer. Set
ps := P
t
s [µ](q).
The Hamiltonian associated to Ls,t isHs,t(q, p) := H(q, p)−f(q, σts[µ]). SinceDpHs,t(q, p) ≡ DpH(q, p),
in light of Proposition C.2 (iv) we have
(3.19) DpHs,t(γs, ps) = DpH
(
S˜ts[x](ω), P˜
t
s [x](ω)
)
= ∂sS˜
t
s[x](ω) = γ˙s
By (H11)
DqHs,t(q, p) = DqH(q, p)−Dqf(q, σts[µ]) = DqH(q, p)−∇wF(σts[µ])(q).
Thus, by Remark 2.7
(3.20) DqHs,t(γs, ps) = DqH
(
S˜ts[x](ω), P˜
t
s [x](ω)
)
−∇F˜(S˜ts[µ])(ω) = −∂sP˜ ts [x](ω) = −p˙s.
We use first use (H11), second Remark 2.7 and third the last identity in (1.25), to obtain
Dqu0(γ0, σ
t
0[µ]) = ∇wU0
(
σt0[µ]
)
(γ0) = ∇U˜0(S˜t0[µ])(ω) = P˜ t0 [x](ω)) = p0.
This, together with (3.19) and (3.20) implies γ is a critical point of At on the set {γ ∈ C1([0, t],M) :
γt = q}. Hence, γ is the unique minimizer, which verifies (ii).
(iii) By the optimality property of γ, the standard Hamilton–Jacobi theory ensures that
(3.21) γ˙s = DpH(γs, Dqu(s, γs, σ
t
s[µ])) ∀s ∈ (0, t).
First, by the strict convexity of H in the second variable, we have that
Dqu(s, γs, σ
t
s[µ]) = DvL(γs, γ˙s) ∀s ∈ (0, t),
from where, by Lemma 3.12 and the by the regularity ofDvL one obtains that [0, t] ∋ s 7→ Dqu(s, γs, σts[µ])
is Lipschitz continuous. This shows (iv).
Then, by Proposition C.2 (iv),
γ˙s = DpH
(
γs,∇wU(s, σts[µ])(γs)
)
,
which, together with (3.21) implies
DpH
(
γs,∇wU(s, σts[µ])(γs)
)
= DpH
(
γs, Dqu(s, γs, σ
t
s[µ])
) ∀s ∈ (0, t).
Thus, by (H5), one has
∇wU(s, σts[µ])(γs) = Dqu(s, γs, σts[µ]) ∀s ∈ (0, t).
Letting s increase to t we verify (iii).
(v) It remains to show the Lipschitz regularity of u with respect to the variable t. Let us notice
that (i) and Lemma 3.16 below imply that u(t, ·, ·) ∈ C1,1loc (M × P2(M)) (uniformly with respect to
t ∈ [0, T ]). Now let q ∈ K ⊂M (K compact), µ ∈ Br, 0 ≤ s < t ≤ T and let (γs)s∈(0,t) be the optimal
curve in the definition of u(t, q, µ). By the dynamic programming principle, we have
u(t, q, µ) = u(s, γs, σ
t
s[µ]) +
ˆ t
s
L(γτ , γ˙τ ) + f(γτ , σ
t
τ [µ])dτ.
First, let us notice that (0, t) ∋ τ 7→ L(γτ , γ˙τ ) + f(γτ , σtτ [µ]) is uniformly bounded by a constant C
depending only on T,K and r. Second, we can write
|u(t, q, µ)− u(s, q, µ)| ≤ |u(s, γs, σts[µ])− u(s, q, µ)|+
ˆ t
s
∣∣∣L(γτ , γ˙τ ) + f(γτ , σtτ [µ])∣∣∣dτ
≤ C (|γs − q|+W2(σts[µ], µ))+ C|t− s| ≤ C|t− s|,
where in the last inequality we have used the fact that (γs)s∈[0,t] and (σ
t
s[µ])s∈[0,t] (see Lemma 3.3(ii)
and Lemma 3.12) are Lipschitz continuous and the constant C appearing there is depending only on
t,K and r. The result follows.

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Remark 3.14. (i) Let µ ∈ P2(M), t ∈ [0, T ]. Note that in Proposition 3.13 Sts[µ] is defined on the
whole set M and not just on the support of µ. When x ∈ H is such that µ = ♯(x), Proposition 3.13
(ii) reads off
S˜ts[x] = S
t
s[µ] ◦ x.
Also,
(3.22)
{
∂sS
t
s[µ] = DpH(S
t
s[µ],∇wU(s, σts[µ])(Sts[µ])), s ∈ (0, t),
Stt [µ] = id.
(ii) It is very important to underline also the fact that by Proposition 3.13(iii) we have that for
all (t, µ) ∈ (0, T )× P2(M), Dqu(t, ·, µ) = ∇wU(t, µ)(·) on spt(µ). Since Dqu(t, ·, µ) is defined on the
whole M (and we will see below that it is locally Lipschitz continuous), this produces a very natural
extension for ∇wU(t, µ)(·) to the whole M. This observation will also help us to improve the previous
notion of weak solution to the vectorial master equation, as we will see in Subsection 4.1.
Proposition 3.15. For all t ∈ [0, T ] and q ∈M, the function u(t, q, ·) is continuous on P2(M).
Proof. We show that for any µ ∈ P2(M), u(t, q, ·) is continuous at µ. To achieve this goal, let (µn)n ⊂
P2(M) be a sequence converging to µ. Assume without loss of generality that there exists r > 0 such
that (µn)n ⊂ Br. Let γ ∈W 1,2(0, t,M) be such that γt = q and
u(t, q, µ) = u0(γ0, σ
t
0[µ]) +
ˆ t
0
(
L(γs, γ˙s) + f(γs, σ
t
s[µ])
)
ds.
We have
u(t, q, µn) ≤ u0(γ0, σt0[µn]) +
ˆ t
0
(
L(γs, γ˙s) + f(γs, σ
t
s[µn])
)
ds
We use Lemma 3.3 (ii) and the uniform bound on provided by Remark 3.2 (ii) to conclude that
(3.23) lim sup
n→∞
u(t, q, µn) ≤ u0(γ0, σt0[µ]) +
ˆ t
0
(
L(γs, γ˙s) + f(γs, σ
t
s[µ])
)
ds = u(t, q, µ).
For each n, let γn ∈W 1,2(0, t,M) be such that γnt = q and
u(t, q, µn) = u0(γ
n
0 , σ
t
0[µn]) +
ˆ t
0
(
L(γns , γ˙
n
s ) + f(γ
n
s , σ
t
s[µn])
)
ds.
We use the last inequality in Remark 3.11 (ii) and apply the Ascoli–Arzela` lemma to conclude
that there is a subsequence of (γn)n which we don’t relabel that converges weakly to some γ
∞ ∈
W 1,2(0, t,M) and converges uniformly on [0, t]. We use the constant M(r) in the same remark to
obtain |γns − qn|2 ≤M(r)(t − s) and so, γ∞t = q. Since u0, f ∈ C1,1loc (M× P2(M)), we use the uniform
bound on provided by Remark 3.2 (ii) and the fact that (γn)n is bounded for the uniform norm to
conclude
lim inf
n→∞
u(t, q, µn) = lim inf
n→∞
{
u0(γ
n
0 , σ
t
0[µ]) +
ˆ t
0
(
L(γns , γ˙
n
s ) + f(γ
n
s , σ
t
s[µ])
)
ds
}
.
We invoke the convexity property of the functions in (3.13) to conclude that
lim inf
n→∞
u(t, q, µn) ≥ u0(γ∞0 , σt0[µ]) +
ˆ t
0
(
L(γ∞s , γ˙
∞
s ) + f(γ
∞
s , σ
t
s[µ])
)
ds ≥ u(t, q, µ).
This, together with (3.23) verifies the claim. 
Lemma 3.16. Under the assumption of Theorem 3.22, u defined in (3.17) is of class C1,1loc ([0, T ]×
M× P2(M)).
Proof. We proceed by a discretization approach. Let µ ∈ P2(M), t > 0, m ∈ N and q0 ∈ spt(µ) be
fixed. Moreover given {q1, . . . , qm} ⊂ spt(µ) we shall use the notation of q = (q1, . . . , qm) ∈ (M)m.
We define
µ(m+1)q =
1
m+ 1
m∑
i=0
δqi , σ
(m+1)
s := σ
t
s
[
µ(m+1)q
]
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so that σ(m+1) is the solution to the continuity equation (3.3) with µ
(m+1)
q as terminal condition. Note
σ(m+1)s =
1
m+ 1
m∑
i=0
δ
Sts[µ
(m+1)
q ](qi)
, ∀s ∈ (0, t).
We define
u
(m+1)
0 , f
(m+1) :M× (M)(m+1) → R, U (m+1), u(m) : (0, T )× (M)(m+1) → R
as
u
(m+1)
0 (y0, q0, q) := u0(y0, µ
(m+1)
q ), f
(m+1)(y0, q0, q) := f(y0, µ
(m+1)
q ),
and
(3.24) U (m+1)(s, q0, q) := U(s, µ(m+1)q ), u(m)(t, q0, q) := u(t, q0, µ(m+1)q ).
Observe
u(m)(t, q0, q) = u0
(
Q0(0, q0, q), σ
(m+1)
0
)(3.25)
+
ˆ t
0
L
(
Q0(s, q0, q), DpH
(
Q0(s, q0, q),∇wU
(
s, σ(m+1)s
)(
Q0(s, q0, q)
)))
ds
+
ˆ t
0
f
(
Q0(s, q0, q), σ
(m+1)
s
)
ds
=u
(m+1)
0
(
Q0(0, q0, q), Q0(0, q0, q), Q(0, q0, q))
)
+
ˆ t
0
L
(
Q0(s, q0, q), DpH(Q0(s, q0, q), (m+ 1)Dq0U
(m+1)(s,Q0(s, q0, q), Q(s, q0, q)
)
ds
+
ˆ t
0
f (m+1)
(
Q0(s, q0, q), Q0(s, q0, q), Q(s, q0, q)
)
ds
where we have set
(3.26) Qi(s, q0, q) := S
t
s
[
µ(m+1)q
]
(qi) and Q(s, q0, q) := (Q1(s, q0, q), · · · , Q1(s, q0, q))
Now our first goal is to obtain derivative estimates on u(m) with respect to the ‘distinguished’ variable
q0 and second, with respect to all the other variables q. Finally, we also derive the necessary estimates
involving the time variable t as well. It is convenient to introduce the notation
u˜
(m+1)
0 , f˜
(m+1), V (m+1) :M× (M)m → R
defined as
(3.27)
u˜
(m+1)
0 (q0, q) := u
(m+1)
0 (Q0(0, q0, q), Q0(0, q0, q), Q(0, q0, q)),
f˜ (m+1)(q0, q) :=
ˆ t
0
f(Q0(s, q0, q), Q0(s, q0, q), Q(s, q0, q))ds
V (m+1)(q0, q) :=
ˆ t
0
L(Q0(s, q0, q), DpH(Q0(s, q0, q), (m+ 1)∇q0U (m+1)(s,Q0(s, q0, q), Q(s, q0, q))))ds
In Lemma 3.18 and Lemma 3.21 below we establish the necessary derivative estimates on these new
quantities. These imply in particular that there exists a constant C = C(T, r,K) > 0 such that for
any (q0, q) ∈ B(m+1)r ; q0 ∈ K (where K ⊂ M is compact) and for all t ∈ [0, T ] and i, j ∈ {0, . . . ,m},
we have
|Dqiu(m)(t, q0, q)| ≤
{
C, i = 0,
C
m+ 1
, i > 0,
(3.28)
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|D2qiqju(m)(t, q0, q)|∞ ≤


C, i = j = 0,
C
m+ 1
, (i = j, and i > 0), or (i · j = 0 and max{i, j} > 0),
C
(m+ 1)2
, i 6= j, i, j > 0.
(3.29)
and
|Dq0∂tu(m)(t, q0, q)| ≤ C,
m∑
k=1
(m+ 1)|Dqk∂tu(m)|2 ≤ C,(3.30)
and
(3.31) |∂tu(m)(t, q0, q)| ≤ C, |∂2ttu(m)(t, q0, q)| ≤ C.
Let us notice that by definition and the assumption (H11), u is bounded on [0, T ] × K × Br for
any K ⊆ M compact and r > 0. Therefore, u(m) is uniformly bounded (with respect to m) on
[0, T ]×K × Bmr .
Now, all these properties allow us to verify the assumptions of Corollary 2.18 and conclude by this
that there exists u˜ : [0, T ]×M×P2(M)→ R such that after passing to a suitable subsequence (u(m))m∈N
converges to u˜ in the sense as described in Corollary 2.18. Let us notice furthermore that u˜(t, q0, µ) has
to be also the limit of u(t, q0, µ
(m+1)
q ) (since by Proposition 3.15 u(t, q0, ·) is continuous) and therefore
u˜ and u must coincide. Thus, as a consequence of Corollary 2.18 u ∈ C1,1loc ([0, T ]×M× P2(M)). 
Corollary 3.17. Under the assumptions of Lemma 3.16, we have that the vector field M ∋ q 7→
Dqu(t, q, µ) is globally Lipschitz, uniformly with respect to (t, µ) ∈ [0, T ]× Br for any r > 0.
Proof. Let r > 0, t ∈ [0, T ] and µ ∈ Br. Let q1, q2 ∈ M. Let (µn)n∈N be a sequence in Br such
that W2(µn, µ) → 0 as n → +∞ and spt(µn) = M for all n ∈ N. By Proposition 3.13(iii) we have
Dqu(t, qi, µn) = ∇wU(t, µn)(qi), i = 1, 2. In the light of Proposition 1.3 and Lemma 2.13 there exists
C = C(r, T ) > 0 independent of n such that
|Dqu(t, q1, µn)−Dqu(t, q2, µn)| = |∇wU(t, µn)(q1)−∇wU(t, µn)(q2)| ≤ C|q1 − q2|.
By the continuity of Dqu(t, qi, ·) provided in Lemma 3.16, one can pass to the limit with n→ +∞ to
obtain
|Dqu(t, q1, µn)−Dqu(t, q2, µn)| ≤ C|q1 − q2|.
The result follows. 
Lemma 3.18. Let u˜
(m+1)
0 , f˜
(m+1) and V (m+1) be defined in (3.27) and suppose the assumptions of
Lemma 3.16 are fulfilled. Then, for T, r > 0 and K ⊂ M compact, there exists a constant C =
C(T, r,K) > 0 such that for any (q0, q) ∈ B(m+1)r with q0 ∈ K and i, j ∈ {0, . . . ,m}, we have
(1)
|Dqi u˜(m+1)0 (q0, q)| ≤
{
C, i = 0,
C
m+ 1
, i > 0,
and |Dqi f˜ (m+1)(q0, q)| ≤
{
C, i = 0,
C
m+ 1
, i > 0.
(2)
|D2qiqj u˜(m+1)0 (q0, q)|∞ ≤


C, i = j = 0,
C
m+ 1
, (i = j, and i > 0), or (i · j = 0 and max{i, j} > 0),
C
(m+ 1)2
, i 6= j, i, j > 0,
and
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(2)
|D2qiqj f˜ (m+1)(q0, q)|∞ ≤


C, i = j = 0,
C
m+ 1
, (i = j, and i > 0), or (i · j = 0 and max{i, j} > 0),
C
(m+ 1)2
, i 6= j, i, j > 0.
(3)
|DqiV (m+1)(q0, q)| ≤
{
C, if i = 0,
C
m+ 1
, if i > 0.
(4)
|D2qiqjV (m+1)(q0, q)|∞ ≤


C, i = j = 0,
C
m+ 1
, (i = j and i > 0) or (i · j = 0 and max{i, j} > 0),
C
(m+ 1)2
, i 6= j.
As a consequence, u(m) defined in (3.25) satisfied the estimates (3.28) and (3.29) from Lemma 3.16.
Proof. As the computations to obtain the corresponding estimates in the case of u˜
(m+1)
0 and f˜
(m+1)
are completely parallel, we perform these only in the case of u˜
(m+1)
0 .
(1) In the computations below, to facilitate the reading, we will display neither the time nor the
space variables in Qi. For i ≥ 0, we have
Dqi u˜
(m+1)
0 (q0, q) = Dyu
(m+1)
0 (Q0, Q0, Q)DqiQ0 +Dqiu
(m+1)
0 (Q0, Q0, Q)DqiQi(3.32)
+
m∑
k=0,k 6=i
Dqku
(m+1)
0 (Q0, Q0, Q)DqiQk.
Now, let us observe recall that by assumption (H11) we have
Dyu0(y, µ) = ∇wU0(µ)(y), u(m+1)0 (y, q0, q1, . . . , qm) = u0(y, µ(m+1)q ),
for all µ ∈ P2(M), all y ∈ spt(µ) and all q0, q1, · · · , qm ∈ M. This implies
Dyu
(m+1)
0 (y, q0, q) = Dyu0(y, µ
(m+1)
q ) = ∇wU0(µ(m+1)q )(y),
ans so
Dyu
(m+1)
0 (qi, q0, q) = Dyu0(qi, µ
(m+1)
q ) = ∇wU0(µ(m+1)q )(qi) = (m+ 1)DqiU (m+1)0 (q0, q)(3.33)
for all i ∈ {0, . . . ,m}.
Let us notice that by (H13)-(H14), Lemma 3.19 and Lemma 3.20, we can find C = C(T, r,K) such
that
(m+ 1)|Dqku(m+1)0 (Q0, Q0, Q1, . . . , Qm)| ≤ C, |Dyu(m+1)0 (Q0, Q0, Q1, . . . , Qm)| ≤ C.
so (1) follows by combining the previous arguments with Lemma 3.19.
(2) Differentiating (3.32) with respect to qj one obtains
D2qiqj u˜
(m+1)
0 (q0, q) = DqjQ0D
2
yyu
(m+1)
0 (Q0, Q0, Q)DqiQ0 +
m∑
k=0
DqjQkD
2
yqk
u
(m+1)
0 (Q0, Q0, Q)DqiQ0
+Dyu
(m+1)
0 (Q0, Q0, Q)D
2
qiqj
Q0 +
m∑
k,l=0
DqjQlD
2
qkql
u
(m+1)
0 (Q0, Q0, Q)DqiQk
+
m∑
k=0
Dqku
(m+1)
0 (Q0, Q0, Q)D
2
qiqj
Qk
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From (3.33) we observe again for any i ∈ {0, . . . ,m},
D2yyu
(m+1)
0 (qi, q0, q) = D
2
yyu0(qi, µ
(m+1)
q ) = Dy∇wU0(µ(m+1)q )(qi) = (m+ 1)D2qiqiU (m+1)0 (q0, q).
Thus, if i, j > 0 and i 6= j
|D2qiqj u˜(m+1)0 (q0, q)|∞ ≤
C
m+ 1
(m+ 1)|D2q0q0U (m+1)0 (Q0, Q)|∞
C
m+ 1
+
m∑
k=0
|DqjQk|∞|D2yqku
(m+1)
0 (Q0, Q0, Q)|∞|DqiQ0|∞
+ (m+ 1)|Dq0U (m+1)0 (Q0, Q)|
C
(m+ 1)2
+
m∑
k=0
|DqjQk|∞|D2qkqku
(m+1)
0 (Q0, Q0, Q)|∞|DqiQk|∞
+
m∑
k 6=l
|DqjQl|∞|D2qkqlu(m+1)0 (Q0, Q0, Q)|∞|DqiQk|∞
+
m∑
k=0
|Dqku(m+1)0 (Q0, Q0, Q)||D2qiqjQk|∞
Let us recall that by our assumptions, there exists C = C(T, r,K) such that
|D2q0q0U (m+1)0 (Q0, Q)|∞ ≤
C
m+ 1
, |D2yqku(m+1)0 (Q0, Q0, Q)|∞ ≤
C
m+ 1
,
|D2qkqlu
(m+1)
0 (Q0, Q0, Q)|∞ ≤
{
C
m+1 , k = l,
C
(m+1)2 , k 6= l,
|Dqku(m+1)0 (Q0, Q0, Q)| ≤
C
m+ 1
and by Lemma 3.20 and by the assumptions on U
(m+1)
0 ,
|Dq0U (m+1)0 (Q0, Q)| ≤
C
m+ 1
.
Therefore, combining the previous arguments and computations, we conclude that
|D2qiqj u˜(m+1)0 (q0, q)|∞ ≤
C
(m+ 1)2
.
Similar arguments yield that if i = j, we have
|D2qiqi u˜(m+1)0 (q0, q)|∞ ≤
C
m+ 1
.
Computations and arguments to the one’s above yield that
|D2q0q0 u˜(m+1)0 (q0, q)|∞ ≤ C and |D2q0qk u˜
(m+1)
0 (q0, q)|∞ ≤
C
m+ 1
, if k > 0,
and so the thesis of the claim follows.
(3) Let us set v0 := DpH(Q0, (m+ 1)∇x0U (m+1)(s,Q0, Q)). First, we have
Dqiv0 = D
2
pqH(Q0, (m+ 1)∇x0U (m+1)(s,Q0, Q))DqiQ0(3.34)
+D2ppH(Q0, (m+ 1)∇q0U (m+1)(s,Q0, Q))(m+ 1)
m∑
k=0
D2q0qkU
(m+1)(s,Q0, Q))DqiQk,
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from where using the assumptions (H4) and (H6) onH , Lemma 3.19 and the properties ofD2x0xkU
(m+1),
we obtain
|Dqiv0|∞ ≤
C
m+ 1
+
C
m+ 1
+ (m+ 1)
m∑
k=1
|D2q0qkU (m+1)(s,Q0, . . . , Qm))|∞|DqiQk|∞
≤ C
m+ 1
, if i > 0.
The very same computation and arguments yield that |Dq0v0|∞ ≤ C.
Now, we compute
DqiV
(m+1)(q0, q) =
ˆ t
0
(
DyL(Q0, v0)DqiQ0 +DvL(Q0, v0)Dqiv0
)
ds(3.35)
Using the smoothness property and the assumptions (H4) and (H6) on L, together with Lemma
3.20, we have that there exists C = C(T, r,K) such that |Q0(s, ·)| ≤ C and |Q˙0(s, ·)| ≤ C for all
s ∈ (0, t), and so |DyL(Q0, v0)| ≤ C and |DvL(Q0, v0)| ≤ C. Therefore, by combining all the previous
arguments, the thesis of the claim follows.
(4) From (3.35) one obtains
D2qiqjV
(m+1)(q0, q)(3.36)
=
ˆ t
0
(
DqjQ0D
2
yyL(Q0, v0)DqiQ0 +Dqjv0D
2
yvL(Q0, v0)DqiQ0 +DyL(Q0, v0)D
2
qiqj
Q0
)
ds
+
ˆ t
0
(
DqjQ0D
2
vyL(Q0, v0)Dxiv0 +Dqjv0D
2
vvL(Q0, v0)Dqiv0 +DvL(Q0, v0)D
2
qiqj
v0
)
ds
We first notice that by the arguments from (3), we have that there exists a constant C = C(T, r,K)
such that |Q0(s, ·)| ≤ C and |v0(s, ·)| ≤ C for all s ∈ (0, t), and so |D2yyL(Q0, v0)| ≤ C, |D2yvL(Q0, v0)| ≤
C and |D2vvL(Q0, v0)| ≤ C.
To conclude, from (3.34) we compute
D2qiqjv0 = DqjQ0D
3
pqqH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))DqiQ0
+ (m+ 1)
m∑
k=0
D2q0qkU
(m+1)(s,Q0, Q))DqjQkD
3
pqpH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))DqxiQ0
+D2pqH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))D
2
qiqj
Q0
+DqjQ0D
3
ppqH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))(m+ 1)
m∑
k=0
D2q0qkU
(m+1)(s,Q0, Q))DqiQk
+D2ppH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))(m+ 1)
m∑
k,l=0
DqjQlD
3
q0qkql
U (m+1)(s,Q0, Q))DqiQk
+D2ppH(Q0, (m+ 1)Dq0U
(m+1)(s,Q0, Q))(m+ 1)
m∑
k=0
D2q0qkU
(m+1)(s,Q0, . . . , Qm))D
2
qiqj
Qk,
From here, using the assumptions (H6) and (H15) onH , the estimates onD2q0qkU
(m+1), onD3q0qkqlU
(m+1)
and Lemma 3.19, we obtain that there exists C = C(T, r,K) > 0 such that
|D2qiqjv0(q0, q)|∞ ≤


C, i = j = 0,
C
m+ 1
, (i = j and i > 0) or (i · j = 0 and max{i, j} > 0),
C
(m+ 1)2
, i 6= j.
Combining this with the previous arguments and with (3.36) the thesis of the claim follows. 
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Lemma 3.19. For m ∈ N and q = (q0, . . . , qm) ∈ (M)m+1, let
µ(m+1)q :=
1
(m+ 1)
m∑
i=0
δqi , Qi(s, q) := S
t
s[µ
(m+1)
q ](qi), Pi(s, q) :=
1
(m+ 1)
P ts [µ
(m+1)
q ](qi) 0 ≤ i ≤ m.
We set U
(m+1)
0 (q) := U0(µ(m+1)q ) and F (m+1)(q) := F(µ(m+1)q ). Further assume U (m+1)0 and F (m+1)
satisfy Property 2.15(3). Then (as in Theorem D.2) for r > 0 and t > 0, there exists C = C(t, r)
such that for all q ∈ B(m+1)r , s ∈ (0, t) and i, j ∈ {0, . . . ,m} we have
(3.37) |DqjQi(s, q)|∞ ≤
{
C, i = j,
C
(m+1) , i 6= j.
and
(3.38) |D2qkqjQi(s, q)|∞ ≤


C, i = j = k,
C
(m+1) , i = j 6= k, i 6= j = k, i = k 6= j,
C
(m+1)2 , i 6= j 6= k.
Proof. Let ξ(·, z) = (ξ0(·, z), . . . , ξm(·, z)) be defined as in (1.15) (see also the systems in (1.16) and
(D.7)).
By Proposition C.2 we first observe that that ξ(t, ·)−1 = St,m0 . To facilitate the writing, as it is
done in Appendix D, we denote ζ(t, ·) := ξ−1(t, ·) and so, we have
Qi(s, q) = ξi(s, ζ(t, q)).
Thus, by differentiating and using the estimates on (ξ0, . . . , ξm) and (ζ0, . . . , ζm) from Theorem D.2,
by denoting | · |∞ := ‖ · ‖L∞(B(m+1)r , we have that there exists C = C(t, r) such that
|DqjQi(s, ·)|∞ ≤
m∑
k=0
|Dzkξi(s, ζ0(t, ·), . . . , ζm(t, ·))|∞|Dqj ζk(t, ·)|∞
= |Dziξi(s, ζ0(t, ·), . . . , ζm(t, ·))|∞|Dqjζi(t, ·)|∞
+
∑
k 6=i
|Dzkξi(s, ζ0(t, ·), . . . , ζm(t, ·))|∞|Dqj ζk(t, ·)|∞
≤
{
C, i = j,
C
m+1 , i 6= j.
Therefore, (3.37) follows. Furthermore, since
D2qkqjQi(s, ·) =
m∑
l1,l2=0
D2ql2ql1 ξi(s, ζ0(t, ·), . . . , ζm(t, ·)Dqkζl2(t, ·)Dqj ζl1(t, ·)
+
m∑
l1=0
Dzl1 ξi(s, ζ0(t, ·), . . . , ζm(t, ·))D2qkqj ζl1(t, ·)
=
m∑
l1 6=l2
D2ql2ql1
ξi(s, ζ0(t, ·), . . . , ζm(t, ·)Dqkζl2(t, ·)Dqj ζl1(t, ·)
+
m∑
l=0
D2qlqlξi(s, ζ0(t, ·), . . . , ζm(t, ·)Dqkζl(t, ·)Dqj ζl(t, ·)
+
m∑
l1=0
Dzl1 ξi(s, ζ0(t, ·), . . . , ζm(t, ·))D2qkqj ζl1(t, ·),
we have that (3.38) follows. 
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Lemma 3.20. Let us suppose that we are in the setting of Lemma 3.16 and in particular all of its
assumptions are in place. Let (Qi)
m+1
i=0 be defined in (3.26). Let (q0, q) ∈ M(m+1). Then (0, t) ∋ s 7→
Q0(s, q0, q) is Lipschitz continuous with a Lipschitz constant independent of m and for all r > 0 and
K ⊂M compact there exists C = C(t,K, r) > 0 such that |Q0(s, q0, q)| ≤ C for all s ∈ (0, t), whenever
(q0, q) ∈ B(m+1)r and q0 ∈ K.
Proof. Let us notice that (Q0(s, q0, q))s∈(0,t) solves (3.22), with data σ
t
s[µ
(m+1)
q ] and final condition
q0. Furthermore, since (σ
t
s[µ
(m+1)
q ])s∈(0,t) belongs to Bβ(t,r), for some β(t, r) > 0, the velocity field
(0, t)×M ∋ (s, y) 7→ DpH(y,∇wU(s, σts[µ(m+1)q ](y))) is globally Lipschitz continuous (after a suitable
extension of ∇wU(s, σts[µ(m+1)q ](·)). Therefore, classical results in the theory of ODEs imply the thesis
of the lemma and the bound on Q0(s, ·, ·) depends only on t,K and on the Lipschitz constant of the
previously mentioned velocity field (hence on r). 
Lemma 3.21. Under the assumptions of Theorem 3.22, u(m) defined in (3.17) satisfies the estimates
(3.30) and (3.31) from Lemma 3.16.
Proof. In Lemma 3.18 we showed that u(m)(t, ·, ·) ∈ C1,1loc (Mm+1) with the corresponding derivative
estimates (3.28) and (3.29), uniformly in with respect to t ∈ [0, T ]. Furthermore, since by Proposition
3.13(v), u(·, q, µ) is Lipschitz continuous for all q, µ ∈ M× P2(M), this property is inherited by u(m),
and therefore u(m)(·, q0, q) is Lipschitz continuous on [0, T ] for all (q0, q) ∈ Mm+1.
Let us recall now the representation formula (3.25) of u(m)(t, q0, q). We fix K to be the closure of
a bounded open set in M and r > 0 such that µ
(m+1)
q ∈ Bm+1r . The regularity properties of u(m) and
(3.25) for almost every t ∈ (0, T ) and all (q0, q) ∈Mm+1 yield
∂tu
(m)(t, q0, q) +Dq0u
(m)(t, q0, q) ·DpH(q0, (m+ 1)Dq0U (m+1)(t, q0, q))(3.39)
+
m∑
j=1
Dqju
(m)(t, q0, q) ·DpH(qj , (m+ 1)DqjU (m+1)(t, q0, q))
= L(q0, DpH(q0, (m+ 1)Dq0U
(m+1)(t, q0, q))) + f
(m+1)(q0, q0, q).
Proposition 3.13(iii) and (3.24) yield
(m+ 1)Dq0U
(m+1)(t, q0, q) = ∇wU(t, µ(m+1)q )(q0) = Dq0u(t, q0, µ(m+1)q ).
Now, let us notice that by the definition of u(m), one has the identity
Dq0u
(m)(t, q0, q) = Dq0u(t, q0, µ
(m+1)
q ) +
1
m+ 1
∇wu(t, q0, µ(m+1)q )(q0).
For an arbitrary a ∈M, if we set in uˆ(m+1)(t, a, q0, q) := u(t, a, µ(m+1)q ), we have that
1
m+ 1
∇wu(t, q0, µ(m+1)q )(q0) = Dq0 uˆ(m+1)(t, a, q0, q)|a=q0
and so
(m+ 1)Dq0U
(m+1)(t, q0, q) = Dq0u(t, q0, µ
(m+1)
q ) = Dq0u
(m)(t, q0, q)−Dq0 uˆ(m+1)(t, q0, q0, q).(3.40)
We notice furthermore that uˆ(m+1) (with respect to the regularity and derivative estimates) essentially
behaves as u(m+1)(t, q0, q0, q) and in particular by (3.28) and (3.29) there exists a constant C =
C(K, r) > 0 such that the followings hold.
|Dq0 uˆ(m+1)(t, q0, q0, q)| ≤
C
m+ 2
,
All these arguments allow us conclude that
|(m+ 1)Dq0U (m+1)(t, q0, q)| ≤ C.
Now, we differentiate (3.39) with respect to the spacial variables.
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Differentiating with respect to q0, denoting the variables of f
(m+1) as (y0, q0, q), we find that there
exists C = C(T,K, r) such that if (t, q0, q) ∈ [0, T ]× B(m+1)r with q0 ∈ K, then
|Dq0∂tu(m)| ≤ |D2q0q0u(m)||DpH(q0, (m+ 1)Dq0U (m+1))|+ |Dq0u(m)||D2qpH(q0, (m+ 1)Dq0U (m+1))|
+ (m+ 1)|Dq0u(m)||D2ppH(q0, (m+ 1)Dq0U (m+1))||D2q0q0U (m+1)|
+
m∑
j=1
|D2q0qju(m)||DpH(qj , (m+ 1)DqjU (m+1))|
+
m∑
j=1
|Dqju(m)||D2ppH(qj , (m+ 1)DqjU (m+1))|(m+ 1)|D2q0qjU (m+1)|
+ |Dq0L(q0, DpH(q0, (m+ 1)Dq0U (m+1)))|+ |DvL(q0, DpH(q0, (m+ 1)Dq0U (m+1)))||D2qpH |
+ |DvL(q0, DpH(q0, (m+ 1)Dq0U (m+1)))||D2ppH |(m+ 1)|D2q0q0U (m+1)|
+ |Dy0f (m+1)(q0, q0, q)|+ |Dq0f (m+1)(q0, q0, q)|
≤ C + C

 m∑
j=1
m|D2q0qju(m)|2


1
2

 m∑
j=1
1
m
∣∣∣DpH(qj , (m+ 1)DqjU (m+1))∣∣∣2


1
2
+ C +
m∑
i=0
1√
m+ 1
√
m+ 1|Dqif (m+1)|
≤ C +
(
m∑
i=0
1
m+ 1
) 1
2
(
m∑
i=1
(m+ 1)|Dqif (m+1)|2
) 1
2
≤ C,
where we have used all the previous estimates (3.28), (3.29) and the ones on U (m+1) from Theorem
D.2, as well as the hypotheses on the data H and f (m+1). This yields the first part of (3.30), since
also DpH(·,∇U(t, µ(m+1)q )(·)) ∈ L2(µ(m+1)q ), with and L2(µ(m+1)q ) uniformly bounded with respect to
m.
If k ∈ {1, . . . ,m}, completely parallel computation gives
|Dqk∂tu(m)| ≤ |D2qkq0u(m)||DpH(q0, (m+ 1)Dq0U (m+1))|
+ (m+ 1)|Dq0u(m)||D2ppH(q0, (m+ 1)Dq0U (m+1))||D2qkq0U (m+1)|
+
m∑
j=1
|D2qkqju(m)||DpH(qj , (m+ 1)DqjU (m+1))|
+ |Dqku(m)||D2qpH(qk, (m+ 1)DqkU (m+1))|
+
m∑
j=1
|Dqju(m)|(m+ 1)|D2ppH(qj , (m+ 1)DqjU (m+1))||D2qkqjU (m+1)|
+ |DvL(q0, DpH(q0, (m+ 1)Dq0U (m+1)))||D2ppH |(m+ 1)|D2qkq0U (m+1)|+ |Dqkf (m+1)|
≤ C|D2qkq0u(m)|+
C
(m+ 1)
|DpH(qk, (m+ 1)DqkU (m+1))|+
C
(m+ 1)
+ |Dqkf (m+1)|,
from where, using the same arguments as for the conclusion of the first part of (3.30), we find∑m
k=1(m+ 1)|Dqk∂tu(m)|2 ≤ C, as desired.
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To show (3.31), we argue similarly. First, from (3.39) we simply have
|∂tu(m)| ≤ |Dq0u(m)||DpH(q0, (m+ 1)Dq0U (m+1))|+
m∑
j=1
|Dqju(m)||DpH(qj , (m+ 1)DqjU (m+1))|
+ |L(q0, DpH(q0, (m+ 1)Dq0U (m+1)))|+ |f (m+1)|
≤ C +

 m∑
j=1
m|Dqju(m)|2


1
2

 m∑
j=1
1
m
|DpH(qj , (m+ 1)DqjU (m+1))|2


1
2
≤ C,
where we used the previous estimates and the fact thatH(q0, Dq0u
(m)) and f (m+1) are locally bounded.
Second, differentiating (3.39) with respect to t, we find
|∂2ttu(m)| ≤ |∂tDq0u(m)||DpH(q0, (m+ 1)Dq0U (m+1))|+ |Dq0u(m)||D2ppH |(m+ 1)|∂tDq0U (m+1))|
+
m∑
j=1
|∂tDqju(m)||DpH(qj , (m+ 1)DqjU (m+1))|
+
m∑
j=1
|Dqju(m)||D2ppH(qj , (m+ 1)DqjU (m+1))|(m+ 1)|∂tDqjU (m+1)|
+ |(m+ 1)Dq0U (m+1)||D2ppH |(m+ 1)|∂tDq0U (m+1))|
≤ C +

 m∑
j=1
(m+ 1)|∂tDqju(m)|2


1
2

 m∑
j=1
1
(m+ 1)
|DpH(qj , (m+ 1)DqjU (m+1))|2


1
2
+ C(m+ 1)|∂tDq0U (m+1))|
+ C

 m∑
j=1
(m+ 1)|∂tDqjU (m+1)|2


1
2
Let us notice that by (3.40) we have that
(m+ 1)|∂tDq0U (m+1)| ≤ |∂tDq0u(m)|+ |∂tDq0 uˆ(m+1)| ≤ C +
C√
m+ 2
,
where we have used that
∑m
j=0(m + 2)|∂tDq0 uˆ(m+1)|2 ≤ C. Relying on the previously obtained
estimates and on the fact that by Theorem D.2(3),
m∑
j=1
(m+ 1)|∂tDqjU (m+1)|2 ≤ C,
the claim in (3.31) follows. 
Recall that throughout this section, we have imposed that (H1)-(H8) and (H9) hold. We are ready
to state and prove the main theorem of this section.
Theorem 3.22. Suppose the assumptions (H10) through (3.16) are satisfied. Then, the scalar master
equation (3.14) has a unique global in time classical solution of class C1,1loc ([0,+∞)×M × P2(M)) in
sense of Definition 3.9.
Proof. Let T > 0 be fixed time horizon. Notice that Theorem 3.4 yields that u defined in (3.17) is of
class C1,1loc ([0, T ]×M× P2(M)).
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Let µ ∈ P2(M), q ∈ M and t ∈ (0, T ). Using the representation formula (3.17), by the dynamic
programming principle we have that for s ∈ (0, t)
u(t, q, µ) =u
(
s, Sts[µ](q), σ
t
s[µ]
)
+
ˆ t
s
L
(
Stτ [µ](q), DpH
(
Stτ [µ](q), Dqu(τ, S
t
τ [µ](q), σ
t
τ [µ])
))
+ f
(
Stτ [µ](q), σ
t
s[µ]
)
dτ.
Hence,
lim
s→t
u(t, q, µ)− u(s, Sts[µ](q), σts[µ])
t− s
= lim
s→t
ˆ t
s
L
(
Stτ [µ](q), DpH
(
Stτ [µ](q), Dqu(τ, S
t
τ [µ](q), σ
t
τ [µ])
))
+ f
(
Stτ [µ](q), σ
t
s[µ]
)
dτ,
where both limits exist and are finite, due to the continuity of the integrand on the right hand side.
Using the chain rule with respect to the measure variable (provided in Lemma 3.23), this is equivalent
to
∂tu(t, q, µ)+Dqu(t, q, µ) ·DpH(q,Dqu(t, q, µ)) +
ˆ
M
∇wu(t, q, µ)(y) ·DpH
(
y,∇wU
(
s, µ
)
(y)
)
µ(dy)
=L
(
q,DpH
(
q,Dqu(t, q, µ)
))
+ f(q, µ)
Here above we used that the optimal curve τ 7→ Stτ [µ](q) satisfies (3.21), while the curve τ 7→ σtτ [µ]
solves the continuity equation (3.3).
Using that by Proposition 3.13(ii)
Dqu(t, ·, µ) = ∇wU(t, µ)(·) µ− a.e.,
one obtains
f(q, µ) = ∂tu(t, q, µ) +Dqu(t, q, µ) ·DpH(q,Dqu(t, q, µ))
+
ˆ
M
∇wu(t, q, µ)(y) ·DpH(y,Dqu(t, y, µ))dµ(y)− L(q,DpH(q,Dqu(t, q, µ)))
= ∂tu(t, q, µ) +H(q,Dqu(t, q, µ)) +
ˆ
M
∇wu(t, q, µ)(y) ·DpH(y,Dqu(t, y, µ))µ(dy),
where we have used the Legendre duality in the last equation. The arguments in Subsection 4.1
imply in particular that u also satisfies the condition (3.15). This completes the existence part of the
theorem.
Uniqueness. Let u ∈ C1,1loc ([0, T ]×M × P2(M)) be a solution to (3.14). Let t ∈ (0, T ), µ ∈ P2(M)
and z ∈ H be fixed such that ♯(z) = µ. Using the vector field DpH(·, Dqu(·, ·, ·)), let (σs)s∈(0,t) be the
unique solution to the continuity equation
(3.41)
{
∂sσs +∇ · (σsDpH(·, Dqu(s, ·, σs))) = 0, in D′((0, t)×M),
σt = µ.
Since Dqu is locally Lipschitz on [0, T ] ×M × P2(M) and the vector field M ∋ q 7→ Dqu(t, q, ν) is
Lipschitz, uniformly with respect to (t, ν) ∈ [0, T ]×Br, the existence and uniqueness of σ above follows
from standard arguments and from the adaptation of Theorem 3.3 from [23].
Then, in H we consider the ODE{
x′s = DpH(xs, Dqu(s, xs, σs)), s ∈ (0, t),
xt = z.
(3.42)
This has a unique continuously differentiable solution x : (0, t)→ H.
Claim 1. We have that ♯(xs) = σs.
Proof of Claim 1. Indeed, let us denote σs := ♯(xs) we have
∂sσs +∇ · (σsDpH(·, Dqu(s, ·, σs))) = 0,
in the sense of distributions. But the vector field (s, q) 7→ DpH(q,Dqu(s, q, σs)) induces a unique
solution to the the continuity equation, therefore σ and σ must coincide and the claim follows.
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Claim 2. The unique solution x to (3.42), satisfies the Euler-Lagrange equations
DqL(xs, x
′
s) +∇F˜(xs) =
d
ds
DvL(xs, x
′
s) and DvL(x(0), x
′(0)) = ∇U˜0(x(0)) a.e. in Ω.
Proof of Claim 2. Let us notice first that by our assumptions DvL(q, ·) and DpH(q, ·) are inverses
of each others for all q ∈M. Furthermore, we have
DqL(q,DpH(q, p)) = −DqH(q, p), ∀(q, p) ∈M× Rd.
Indeed, this last equation is a consequence of the Legendre-Fenchel identity
H(q, p) = p ·DpH(q, p)− L(q,DpH(q, p)).
Now, from (3.42) by continuity, by (H11) and by the fact ∇wU0(σs)(xs) = ∇U˜0(xs), one can deduce
that
x′(0) = DpH(x(0), Dqu0(x(0), σ0)) = DpH(x(0),∇wU0(σ0)(x(0))) = DpH(x(0),∇U˜0(x(0))),
which by inversion of DpH(x(0), ·) is equivalent to DvL(x(0), x′(0)) = ∇U˜0(x(0)).
Then, from (3.42), again by inversion of DpH(xs, ·) we have
DvL(xs, x
′
s) = Dqu(s, xs, σs).
Since u ∈ C1,1loc ([0, T ]×M× P2(M)), for a.e. s ∈ (0, t) we have
d
ds
DvL(xs, x
′
s) = ∂sDqu(s, xs, σs) +D
2
qqu(s, xs, σs)DpH(xs, Dqu(s, xs, σs))(3.43)
+
ˆ
M
∇wDqu(s, xs, σs)(a) ·DpH(a,Dqu(s, a, σs))σs(da)
= ∂sDqu(s, xs, σs) +D
2
qqu(s, xs, σs)DpH(xs, Dqu(s, xs, σs))
+
ˆ
M
Dq∇wu(s, xs, σs)(a) ·DpH(a,Dqu(s, a, σs))σs(da),
a.e. in Ω, where we have used (3.15) in the last equation. Let us note that the previous computation
is meaningful. Indeed, by the regularity on u (see also the arguments in Subsection 4.1), we can
differentiate the master equation (3.14) with respect to q, and so for L1 ⊗ Ld–a.e. (s, q) ∈ (0, t)×M
and for all ν ∈ P2(M) we have
∂sDqu(s, q, ν) +D
2
qqu(s, q, ν)DpH(q,Dqu(s, q, ν))(3.44)
+
ˆ
M
Dq∇wu(s, q, ν)(a)DpH(a,Dqu(s, a, ν))ν(da) = Dqf(q, ν)−DqH(q,Dqu(s, q, ν))
We notice that (H11) implies that Dqf(q, ν) = ∇wF(ν)(q) and so, by combining (3.43) and (3.44)
one deduces
d
ds
DvL(xs, x
′
s) = Dqf(xs, σs)−DqH(xs, Dqu(s, xs, σs)) = ∇wF(σs)(xs) +DqL(xs, Dqu(s, xs, σs))
= ∇F˜(xs) +DqL(xs, Dqu(s, xs, σs)),
and so the claim follows.
Claim 3. For each t ∈ [0, T ] and µ ∈ P2(M), u(t, ·, µ) is unique on spt(µ).
Proof of Claim 3. By the strict convexity of the action, the previous claims show that (xs)s∈(0,t) is
the unique solution in the action minimization problem (1.2) for U˜(t, z). But, since U˜ ∈ C1,1loc ([0, T ]×H)
(as we showed in Theorem 1.5(ii)), we have in the same time that the optimal velocity for this curve
is DpH(xs,∇U˜(s, xs)) and so, by the convexity of H in the second variable, one deduces that
Dqu(s, xs(ω), σs) = ∇U˜(s, xs)(ω),
for a.e. ω ∈ Ω. This further yields that the vector field q 7→ Dqu(s, q, σs) is unique (i.e. does
not depend on the solution u) on spt(σs) for all s ∈ [0, t]. From here we also deduce that for each
µ ∈ P2(M), the solution to the continuity equation (3.41) is unique (independent of the solution u)
and this corresponds to the unique minimizer in the action minimization problem, i.e. to the solution
to (3.3).
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Now let q1 ∈ spt(µ) and let (qs)s∈(0,t) be the unique solution to{
q′s = DpH(qs, Dqu(s, qs, σs)), s ∈ (0, t),
qt = q1.
(3.45)
It is clear that qs ∈ spt(σs) for all s ∈ [0, t]. Moreover, for each fixed q1, the curve solving (3.45) is
unique (independent of the solution u).
Using the Legendre duality, the master equation for u can be rewritten as
∂su(s, q, ν) +Dqu(s, q, ν) ·DpH(q,Dqu(s, q, ν)) +
ˆ
M
∇wu(s, q, ν)(a) ·DpH(a,Dqu(s, a, ν))ν(da)
= f(q, ν) + L(q,DpH(q,Dqu(s, q, ν)))
and replacing in (q, ν) = (qs, σs) the chain rule gives us
d
ds
(u(s, qs, σs)) = f(qs, σs) + L(qs, DpH(qs, Dqu(s, qs, σs))).(3.46)
Now, let u ∈ C1,1loc ([0, T ]×M×P2(M)) be another solution to (3.14) in the sense of Definition 3.9.
By the previous arguments one has Dqu(s, q, σs) = Dqu(s, q, σs) for all s ∈ [0, t] and q ∈ spt(σs).
Then, similarly to (3.46), one has that
d
ds
(u(s, qs, σs)) = f(qs, σs) + L(qs, DpH(qs, Dqu(s, qs, σs))).(3.47)
By defining now w : [0, t] → R as w(s) := u(s, qs, σs) − u(s, qs, σs) we have that w′(s) = 0 (by
subtracting (3.47) from (3.46)) and w(0) = 0. Therefore one must have w ≡ 0 and so u(s, qs, σs) =
u(s, qs, σs). By continuity one has also that
u(t, q1, µ) = u(t, q1, µ), ∀q1 ∈ spt(µ).
Claim 4. u is a unique solution to (3.14).
Proof of Claim 4. It remains to show that if u and u are two solutions to (3.14), one has u(t, q, µ) =
u(t, q, µ) for all q ∈M \ spt(µ). Suppose that µ does not have full support, otherwise there is nothing
to prove. Let q0 ∈ M \ spt(µ). For ε > 0 let ρε stand for the heat kernel centered at 0 with variance
ε > 0 and define µε := µ ∗ ρε. Then one obtained a fully supported smooth probability measure µε
such that W2(µ, µε)→ 0 as ε ↓ 0. Therefore, we have
u(t, q0, µε) = u(t, q0, µε).
By the continuity of both u and µε with respect to the measure variable, one can pass to the limit as
ε ↓ 0 to obtain that
u(t, q0, µ) = u(t, q0, µ),
as desired.

Despite the fact that the velocity field v(t, ·) := DpH
(·,∇wU(t, µ)) appearing in the continuity
equation (3.3) typically does not belong to TµP2(M), we have the following chain rule (cf. e.g. [33] in
the compact setting).
Lemma 3.23. We assume that the hypotheses of Theorem 3.22 take place. Let T > 0, t0, t ∈ (0, T ),
s ∈ (0, t), q ∈ M and µ ∈ P2(M) and let (0, t) ∋ s 7→ σts[µ] be the solution to the continuity equation
(3.3). Then
lim
s→t
u(t0, q, µ)− u
(
t0, q, σ
t
s[µ]
)
t− s =
ˆ
M
∇wu(t0, q, µ)(y) ·DpH
(
y,∇wU
(
t, µ
)
(y)
)
µ(dy).
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4. Further implications of the scalar master equation
4.1. Improvements on the notion of weak solution to the vectorial master equation. Let
us recall that the first part of Theorem 3.22 asserts the existence of u ∈ C1,1loc ([0, T ] ×M × P2(M)),
which satisfies the scalar master equation
∂tu(t, q, µ) +H(q,Dqu(t, q, µ)) +
ˆ
M
∇wu(t, q, µ)(y) ·DpH(y,Dqu(t, y, µ))µ(dy) = f(q, µ).(4.1)
Let us observe that all the terms in the previous equation are locally Lipschitz continuous with
respect to the q variable. Indeed, except the nonlocal term, the Lipschitz continuity of the others
is a consequence of the regularity of u and the data. Setting v(t, y) := DpH
(
y,∇wU
(
t, µ
)
(y)
)
and
denoting v(t, ·) the projection of v(t, ·) onto TµP2(M), we have thatˆ
M
∇wu(t, q, µ)(y) · v(t, y)µ(dy) =
ˆ
M
Φ1(t, q, µ, y) · v(t, y)µ(dy),
where Φ1 is defined in Corollary 2.18. This relationship holds because ∇wu(t, q, µ)(·) is the pro-
jection of Φ1(t, q, µ, ·) onto TµP2(M). Since Φ1 ∈ C1,1loc ([0, T ] × M × P2(M) × M), the function
q 7→ ´
M
Φ1(t, q, µ, y) · v(t, y)µ(dy) is locally Lipschitz continuous and for (Lebesgue) a.e. q ∈ M
we have ˆ
M
Dq∇wu(t, q, µ)(y) · v(t, y)µ(dy) =
ˆ
M
DqΦ1(t, q, µ, y) · v(t, y)µ(dy),
Therefore, we are allowed to differentiable (4.1) for (Lebesgue) a.e. q ∈M to obtain
∂tDqu(t, q, µ) +DqH(q,Dqu(t, q, µ)) +D
2
qqu(t, q, µ)DpH(q,Dqu(t, q, µ))
+
ˆ
M
Dq∇wu(t, q, µ)(y) ·DpH(y,Dqu(t, y, µ))µ(dy) = Dqf(q, µ).
By Proposition 3.13(iii) we know that for all (t, µ) ∈ (0, T ) × P2(M), Dqu(t, ·, µ) = ∇wU(t, µ)(·) on
spt(µ), where U is the unique solution to (3.1). Since Dqu is locally Lipschitz continuous with respect
to all of its variables, it serves a very natural extension for ∇wU(t, µ)(·) to the whole space, and so
we have
∂t∇wU(t, µ)(q) +DqH(q,∇wU(t, µ)(q)) +Dq∇wU(t, µ)(q)DpH(q,∇wU(t, µ)(q))
(4.2)
+
ˆ
M
Dq∇wu(t, q, µ)(y) ·DpH(y,∇wU(t, µ)(y))µ(dy) = Dqf(q, µ) = ∇wF(µ)(q),
for all (t, µ) ∈ (0, T )× P2(M) and for (Lebesgue) a.e. q ∈ M.
In Theorem 3.7 we have seen that V := ∇wU solves the vectorial master equation (3.8), when the
variable q needs to be taken in spt(µ). Since we have a correspondence between all terms in (3.8) and
(4.2), except the nonlocal ones, we can deduce that we must have
Nµ
[V ,∇⊤wV](t, µ, q) = Nµ[∇wU ,∇2wwU⊤](t, µ, q) =
ˆ
M
Dq∇wu(t, q, µ)(y)·DpH(y,∇wU(t, µ)(y))µ(dy)
for Ld–a.e. q ∈M.
This fact implies furthermore that
ˆ
M
Dq∇wu(t, q, µ)(y)DpH(y,Dqu(t, y, µ))µ(dy) =
ˆ
M
∇wDqu(t, q, µ)(y)DpH(y,Dqu(t, y, µ))µ(dy)
(4.3)
=
ˆ
M
∇2wwU(t, µ)(q, y)DpH(y,Dqu(t, y, µ))µ(dy)
for all µ ∈ P2(M) and for L1⊗Ld–a.e. (t, q) ∈ (0, T )×M, which shows in particular that the function
u constructed in the first part of the proof of Theorem 3.22 satisfies also (3.15).
All the previous arguments allow to formulate the following
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Proposition 4.1. The weak solution V to the vectorial master equation (3.8) provided in Theorem
3.7 can be extended in a Lipschitz continuous way to [0, T ]×P2(M)×M such that this extension still
solves (3.8) at every (t, µ) ∈ (0, T )× P2(M) and at Ld–a.e. q ∈ M.
Remark 4.2. Relying on the very same procedure as in Theorem D.2 and in Theorem 2.17, if we
assume higher regularity properties on the data (as H,L ∈ C4 with uniformly bounded fourth order
derivatives, F ,U ∈ C3,1,wloc and f, u0 ∈ C2,1loc ), one can improve further the regularity of both u and U
(as u ∈ C2,1loc and U ∈ C3,1,wloc ). Such improvements would imply furthermore that one could have the
vectorial master equation satisfied for all q ∈ M (rather than Ld–a.e.). Since these estimates would
not impose additional technical difficulties, to avoid the addition of further pages to the manuscript,
we will not pursue them here.
4.2. Convergence of equilibria of games with finitely many players and propagation of
chaos. Relying on the solution to the master equation (3.14) one can study the convergence of Nash
equilibria of N–player differential games. The Nash system of Hamilton-Jacobi equations for the value
functions vi,N : [0, T ]×MN → R associated to these games reads as
(4.4)


∂tv
i,N (t, q) +H(qi, Dqiv
i,N ) +
∑
j 6=iDqjv
i,N (t, q) ·DpH(qj , Dqjvj,N (t, q))
= f i,N (q) + ri,N (t, q), (t, q) ∈ (0, T )×MN
vi,N (0, q) = vi,N0 (q), q ∈MN .
For games with individual and/or common noise in the dynamics of the agents, relying on the
master equation, such convergence results (together with large deviation principle and central limit
theorems) were obtained recently in [9], [18] and [19]. The inspiration for the proofs of the results
below came from these references. However, in contrast with these references, Dqu and ∇wu were
assumed to be bounded (and so global convergence results were obtained). In our case these gradients
are only locally bounded and so, we can obtain only local convergence results after taking some extra
precautions which we specify in Appendix E.
The function u in (3.17), solution to the scalar master equation (3.14), allows to approximate
solutions to N -player deterministic differential games.
To show this, let m ∈ N and set N := m+ 1. Set
q = (q0, . . . , qm) ∈ M(m+1), µ(N)q = µ(m+1)q :=
1
m+ 1
m∑
i=0
δqi .
We define the coupling functions and initial data f i,N , ui,N0 :M
N → R as
f i,N (q) := f
(
qi, µ
(m+1)
q
)
and ui,N0 (q) := u0
(
qi, µ
(m+1)
q
)
, i ∈ {0, . . . ,m}.
Once can notice that by construction both f i,N and ui,N0 depend actually on the position qi of the
player i and on the empirical distribution of all the players µ
(N)
q .
In the same time, we define ui,N : [0, T ]×MN → R as
ui,N(t, q) := u
(
t, qi, µ
(m+1)
q
)
, i ∈ {0, . . . ,m}.
In Subsection 3.3, in particular in Lemma 3.16 we have shown that ui,N ∈ C1,1loc ([0, T ] ×MN ). Fur-
thermore, we can formulate the following result.
Proposition 4.3. Let ui,N , i ∈ {0, . . . ,m} be defined as before. Then they solve the approximate
Nash system

∂tu
i,N (t, q) +H(qi, Dqiu
i,N ) +
∑
j 6=i
Dqju
i,N (t, q) ·DpH(qj , Dqjuj,N(t, q))
= f i,N (q) + ri,N (t, q), (t, q) ∈ (0, T )×MN
ui,N (0, q) = ui,N0 (q), q ∈MN .
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Furthermore, for all T > 0, R > 0 and r > 0, there exists C = C(T,R, r) > 0 such that
(4.5) |ri,N |(t, q)| ≤ C/N, ∀(t, q) ∈ [0, T ]×BR(0)N , µ(N)q ∈ BNr .
Let q = (q0, . . . , qm) : [0, t]→MN stand for the Nash equilibria of the game associated to (4.4). In
particular, for t ∈ (0, T ) and qˆ ∈ MN they are solutions to the ODE system{
q˙i(s) = DpH(qi(s), Dqiv
i,N (s, q(s))), s ∈ (0, t),
qi(t) = qˆi.
In the same time, let Q = (Q0, . . . , Qm) : [0, t] → MN stand for the curve that we get by taking the
solution in the definition of u(t, qˆi, µ
(m+1)
qˆ ). They solve{
Q˙i(s) = DpH(Qi(s), Dq0u(s,Qi(s), µ
(m+1)
Q(s) )), s ∈ (0, t),
Qi(t) = qˆi.
Proposition 4.4. Suppose that vi,N : [0, T ]×MN → R, i ∈ {0, . . . , N − 1} is a classical solution to
(4.4) such that Dqiv
i,N is of class C0,1([0, T ]×MN ) uniformly with respect to N . Then, for all R > 0,
there exists C = C(R, T ) > 0 such that if qˆ ∈ BR(0)N , then
W2
(
µ
(N)
Q(s), µ
(N)
q(s)
)
≤ C
N
.
Corollary 4.5. Let us suppose that the assumptions of Proposition 4.4 are in place. Let t ∈ (0, T ),
N ∈ N, qˆ ∈ BR(0)N , µ ∈ P2(M) with µ ∈ Br for some r > 0 and let (σs)s∈(0,t) be the solution to the
continuity equation (3.3) with σt = µ. Then, there exists C = C(R, T, ) we have
W2
(
µ(N)q (s), σs
)
≤ C
N
+ eC(t−s)W2
(
µ
(N)
qˆ , µ
)
, ∀s ∈ (0, t).
Appendix A. Hilbert regularity is too stringent for rearrangement invariant
functions
Let Φ ∈ C2(P2(M)) and let Φ˜ ∈ C2(H) be such that Φ(µ) = Φ˜(x) if µ is the law of x. Recall that
(A.1) ∇2Φ˜(x)(h, h∗) =
ˆ
Ω
Dq
(∇wΦ(µ)) ◦x h ·h∗dω+
ˆ
Ω2
∇2wwΦ(µ)
(
x(ω), x(ω∗)
)
h(ω) ·h∗(ω∗)dωdω∗
if ξ, ξ∗ ∈ TµP2(M) and h = ξ ◦ x and h∗ = ξ∗ ◦ x.
For k ∈ N and g ∈ C2(Mk), we define
Φ˜(k)g (x) :=
ˆ
Ωk
g
(
x(ω1), · · · , x(ωk)
)
dω1 · · · dωk ∀x ∈ H,
and
Φ(k)g (µ) :=
ˆ
Mk
g(q1, · · · , qk)µ(dq1) · · ·µ(dqk) ∀µ ∈ P2(M).
Let Pk be the set of permutations of k letters. Replacing g by its symmetrization
g˜(x1, · · · , xk) = 1
k!
∑
τ∈Pk
g(xτ(1), · · · , xτ(k))
we have Φ˜
(k)
g = Φ˜
(k)
g˜ . Therefore, it is never a loss of generality to assume g is symmetric.
We do not know how to write (A.1) for general h, h∗ ∈ H \ {ξ ◦ x : ξ ∈ TµP2(M)}. In some
particular cases such as when Φ˜ = Φ˜
(k)
g for some smooth g, then (A.1) extends to h, h∗ ∈ H \ {ξ ◦ x :
ξ ∈ TµP2(M)}. This can be checked by hand by writing the Taylor expansion of second order of
g
(
x(ω1) + h(ω1), · · · , x(ωk) + h(ωk)
)
.
Another example is when
(A.2) Φ(µ) = θ
(
1
2
ˆ
M
|q|2µ(dq)
)
∀µ ∈ P2(M) and so Φ˜(x) = θ
(
1
2
‖x‖2
)
∀x ∈ H.
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Writing the second order Taylor expansion, we have
∇Φ˜(x)(h) = θ′
(
1
2
‖x‖2
)
(x, h)
and
(A.3) ∇2Φ˜(x)(h, h) = θ′
(
1
2
‖x‖2
)
‖h‖2 + θ′′
(
1
2
‖x‖2
)
(x, h)2 ∀x, h ∈ H.
We conclude
(A.4) Dq
(∇wΦ(µ)) = θ′
(
1
2
ˆ
M
|q|2µ(dq)
)
Id ∀µ ∈ P2(M)
and
∇2wwΦ(µ)(q, b) = θ′′
(
1
2
ˆ
M
|q|2µ(dq)
)
q ⊗ b ∀µ ∈ P2(M) ∀q, b ∈ spt(µ).
Thus, when Φ is of the form (A.2), (A.1) continues to hold for all h, h∗ ∈ H. Note that the expression
in (A.4) is constant on M. In fact, we shall see this is not a coincidence which is the aim of these
notes.
Our goal is to show that if Φ˜ ∈ C2,αloc
(
H
)
, then Dq
(∇wΦ(µ)) must be constant function on spt(µ).
This will allow us to make inference about the dimension of C2,αloc
(
H
)∩{Φ˜(k)g } for any natural number
k. In conclusion, the set of Φ˜ ∈ C2,αloc
(
H
)
maybe too small in some sense and a theory of Mean Field
Games for functions Φ˜ ∈ C2,αloc
(
H
)
may be too restrictive. Hence, C2,α,wloc
(P2(M)) (cf. Definition 2.11)
is a better space for a general theory.
Lemma A.1. Let α ∈ (0, 1] and assume Φ˜ ∈ C2,αloc
(
H
)
is rearrangement invariant so that it is the lift
of a function Φ. If (A.1) holds for all h, h∗ ∈ H then Dq
(∇wΦ(µ)) is constant function on spt(µ).
Proof. Let x ∈ H and let µ be the law of x. Fix an open ball B ⊂ H that contains x and choose
κB > 0 such that
(A.5)
(
∇2Φ˜(x) −∇2Φ˜(y)
)
(h, h∗) ≤ κB‖x− y‖α
for all y ∈ B and all h, h∗ ∈ H such that ‖h‖, ‖h∗‖ ≤ 1.
Let ̺ ∈ C∞c (M) be a probability density function whose support is the unit ball in Rd. For z, z∗ ∈ Rd
unit vectors and for ω, o ∈ Ω , we set
hǫ = z
√
̺oǫ , h
ǫ
∗ = z∗
√
̺oǫ , ̺
o
ǫ(ω) := ǫ
−d̺
(ω − o
ǫ
)
.
Let y ∈ H have the same law with x. We have(
∇2Φ˜(y)−∇2Φ˜(x)
)
(hǫ, hǫ∗)
=
ˆ
Ω
(
Dq
(∇wΦ(µ))(y(ω))−Dq(∇wΦ(µ))(x(ω)))h(ω) · h∗(ω)
+
ˆ
Ω2
(
∇2wwΦ(µ)
(
y(ω), y(ω∗)
)−∇2wwΦ(µ)(x(ω), x(ω∗)))h(ω) · h∗(ω∗)dωdω∗
=
ˆ
Ω
(
Dq
(∇wΦ(µ))(y(o+ ǫa))−Dq(∇wΦ(µ))(x(o + ǫa)))z · z∗̺(a)da(A.6)
+ǫd
ˆ
Ω2
∇2wwΦ(µ)
(
y(o+ ǫa), y(o+ ǫb)
)
z · z∗
√
̺(a)̺(b)dadb
−ǫd
ˆ
Ω2
∇2wwΦ(µ)
(
x(o + ǫa), x(o+ ǫb)
)
z · z∗.
√
̺(a)̺(b)dadb.
Since Φ˜ ∈ C1,1(B), ∇2wwΦ(µ) is bounded, we use (A.6) to obtain that if o is a Lebesgue point for(
Dq∇wΦ(µ)
) ◦ y and (Dq∇wΦ(µ)) ◦ x then
lim
ǫ→0
(
∇2Φ(y)−∇2Φ(x)
)
(hǫ, hǫ∗) =
(
Dq
(∇wΦ(µ))(y(o))−Dq(∇wΦ(µ))(x(o)))z · z∗
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This, together with (A.5) implies that if y ∈ B then
(A.7) |Dq
(∇wΦ(µ)) ◦ y(o)−Dq(∇wΦ(µ)) ◦ x(o)| ≤ κB‖x− y‖α
In the spirit of the proof of Lemma 2.13, set
Ω0 :=
{
ω ∈ Ω | ω is a Lebesgue point for x,Dq∇wΦ(µ) ◦ x
} ∩ x−1(spt (µ))
Note that Ω0 is a set of full measure in Ω and so, x(Ω0) is a set of full µ–measure. In fact, we do not
know that x(Ω0) is Borel, but we can find a Borel set A ⊂ x(Ω0) of full µ–measure.
Assume in the sequel that o ∈ A and set q1 := x(o). Assume we can find o ∈ A such that
q2 = x(o) 6= q1. Let r > 0 small such that Br(o) ∩Br(o) = ∅. Set
Sr(ω) :=


ω, if ω ∈ Ω \ (Br(o) ∪Br(o)),
ω − o+ o, if ω ∈ Br(o),
ω − o+ o, if ω ∈ Br(o).
Since Sr preserves Lebesgue measure, x and y := x ◦ Sr have the same law µ. We notice
‖x− y‖2 = 2
ˆ
Br(o)
|x(ω)− x(ω + o− o)|2dz
and so, for r small enough, y ∈ B. By (A.7) implies∣∣∣Dq(∇wΦ(µ))(q2)−Dq(∇wΦ(µ))(q1)∣∣∣ =∣∣∣Dq(∇wΦ(µ)) ◦ y(o)−Dq(∇wΦ(µ)) ◦ x(o)∣∣∣
≤κB
(
2
ˆ
Br(o)
|x(z)− x(z + o− o)|2dz
)α
2
.
We let r tend to 0 to conclude the proof. 
Proposition A.2. For any α ∈ (0, 1] and k ∈ N, we have
dim
(
C2,αloc (H) ∩
{
Φ˜g : g ∈ C2,αloc (Mk), ‖D2g‖L∞ <∞
})
<∞.
Proof. We aim to use Lemma A.1, since this asserts that Dq∇wΦg(µ)(q) is a constant matrix C(µ)
which depends only on µ.
In particular, in the case of k = 1, we have Dq∇wΦg(µ)(q) = D2g(q) and this being constant
implies that g is a polynomial of degree 2, os the claim follows.
For k ∈ N general we have
Dq∇wΦg(µ)(q) =
ˆ
Mk−1
D2q1q1g(q, q2, . . . , qk)µ(dq2) . . . µ(dqk)
+ . . .
+
ˆ
Mk−1
D2qkqkg(q1, q2, . . . , qk−1, q)µ(dq1) . . . µ(dqk−1)
In fact by [15]
C(µ) = Dq∇wΦg(µ)(q) = k
ˆ
Mk−1
D2q1q1g(q, q2, . . . , qk)µ(dq2) . . . µ(dqk)(A.8)
= . . .
= k
ˆ
Mk−1
D2qkqkg(q1, q2, . . . , qk−1, q)µ(dq1) . . . µ(dqk−1) µ− a.e.(A.9)
For simplicity, let us set k = 2 (the proof of the result for general k ∈ N follows the same lines). Let
a ∈ M and ̺ ∈ Cb(M) has M as its support is a probability density and ̺ǫ is its standard rescaled
function. The measures ̺ǫ(q − a) have the whole M as their support and so,ˆ
M
D2q1q1g(q, q2)̺ǫ(q2 − a)dq2 =
ˆ
M
D2q1q1g(q, q2)̺ǫ(q2 − a)dq2 ∀q, q ∈M.
Letting ǫ tend to 0 we conclude
D2q1q1g(q, a) = D
2
q1q1
g(q, a).
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In fact,
D2q1q1g(q, a) = D
2
q1q1
g(q, a) = D2q2q2g(a, q) = D
2
q2q2
g(a, q) = C(a).
From these arguments, one can conclude that both q1 7→ D2q1q1g(q1, a) and q2 7→ D2q2q2g(a, q2) are
constants for all a ∈ M, therefore the q1 7→ g(q1, a) and q2 7→ g(a, q2) are polynomials of degree at
most two for all a ∈ M. By an adaptation of the result of [12] we conclude that g needs to be a
polynomial of degree at most two. The result follows.

Corollary A.3. Similarly, for the example in (A.2), if Φ˜ ∈ C2,αloc (H), then by Lemma A.1 and (A.4)
we have that θ(t) = c0t for some c0 ∈ R.
The result from Proposition A.2 in case of k = 1 is the consequence of the proposition below, where
we show that assuming even only C2 regularity (instead of C2,α) for functionals on H having local
representations might result in trivialities.
Proposition A.4.
C2(H) ∩ {Φ˜g : g ∈ C3(M), ‖D2g‖L∞ <∞, ‖D3g‖L∞ <∞, D3g 6≡ 0} = ∅.
and so,
C2(H) ∩ {Φ˜g : g ∈ C3(M), ‖D2g‖L∞ <∞, ‖D3g‖L∞ <∞}
is a finite dimensional space.
Proof. For simplicity, let us suppose that d = 1 and so Ω = [0, 1]. The result in higher dimensions
follows from similar arguments.
For x, y ∈ H we can write the following expansion for Φ˜g
ˆ
Ω
g(y(ω))dω −
ˆ
Ω
g(x(ω))dω −
ˆ
Ω
g′(x(ω))(y(ω) − x(ω))dω − 1
2
ˆ
Ω
g′′(x(ω))(y(ω) − x(ω))2dω
(A.10)
=
ˆ
Ω
ˆ 1
0
ˆ 1
0
ˆ 1
0
t2sg′′′(x(ω) + tsτ(y(ω) − x(ω)))(y(ω) − x(ω))3dτdsdtdω.
By the assumptions on g′′′, there exist constants c0, c1, having the same sign, such that on a bounded
open interval c0 ≤ g′′′ ≤ c1. Without loss of generality, let us suppose that this open interval is (−1, 1)
and 0 < c0 < c1.
Claim. The right hand side of (A.10) is not of order o(‖x− y‖2) when x ≡ 0.
Proof of the Claim. Let x(ω) = 0 and yn(ω) = ω
n for ω ∈ Ω and n ∈ N. Then clearly ‖yn‖2 =
1
2n+1 → 0, as n → +∞. We write the previous expansion for yn and x. In particular, the remainder
satisfies
(A.11)
c0
6
ˆ
Ω
y3n(ω)dω ≤
ˆ
Ω
ˆ 1
0
ˆ 1
0
ˆ 1
0
t2sg′′′(tsτyn(ω))y
3
n(ω)dτdsdtdω ≤
c1
6
ˆ
Ω
y3n(ω)dω
We easily find
´ 1
0
y3n(ω)dω =
1
3n+1 . Therefore dividing (A.11) by ‖yn‖2 and taking n→ +∞ we find
2c0
18
≤ lim
n→+∞
1
‖yn‖2
ˆ
Ω
ˆ 1
0
ˆ 1
0
ˆ 1
0
t2sg′′′(tsτyn(ω))y
3
n(ω)dτdsdtdω ≤
2c1
18
.
The claim follows and so does the thesis of the proposition. 
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Appendix B. Convexity vs displacement convexity
B.1. Displacement convexity versus classical convexity. Using the terminology of [9], in the re-
maining of this section will consider weakly Fre´chet continuously differentiable functions V : P2(M)→
R and denote their weak Fre´chet differentials as δV
δµ
: Rd×P2(M)→ R. Let φ1, φ ∈ C2(M) be functions
of bounded second derivatives such that φ1 is even. Set
V1(µ) := 1
2
ˆ
Rd
φ1 ∗ µ(q)µ(dq), µ ∈ P2(M).
and
V(µ) := V1(µ) +
ˆ
Rd
φ(q)µ(dq), µ ∈ P2(M).
Remark B.1. Recall from [9] that δV
δµ
is monotone if and only if V is convex in the classical sense.
Furthermore, the function V1 is twice weakly Fre´chet continuously differentiable function, and
δV1
δµ
(q, µ) = (φ1 ∗ µ)(q), δV
δµ
(q, µ) = (φ1 ∗ µ)(q) + φ(q),
and
δ2V1
δµ2
(q, y, µ) =
δ2V
δµ2
(q, y, µ) = φ1(q − y).
Lemma B.2. If we further assume φ1 ∈ L1(M) then δVδµ is monotone if and only if the Fourier
transform φ1 is nonnegative.
Proof. Denote the Fourier transform of φ1 as φˆ1. Note that for any f ∈ L2(M) by Young’s inequality
we have φ1 ∗ f ∈ L2(M) and so f(φ1 ∗ f) ∈ L1(M). By the Riemann-Lebesgue lemma φˆ1 ∈ C0(M).
Furthermore, φˆ1 is even and has its range contained in the set of real numbers. By Remark B.1
δV
δµ
is
monotone if and only if V1 is convex. Thus, using the expression of δ2V1δµ2 in Remark B.1 we conclude
that δV
δµ
is monotone if and only if for any f ∈ C(M) ∩ L2(M) such that ´
M
f(q)dq = 0 we have
0 ≤ ´
Rd
(φ1 ∗ f)(q)f(q)dq. Thanks to Plancherel theorem, δVδµ is monotone if and only if
0 ≤
ˆ
Rd
φ̂1 ∗ f(ξ)fˆ∗(ξ)dξ =
ˆ
Rd
φˆ1(ξ)fˆ (ξ)fˆ
∗(ξ)dξ =
ˆ
Rd
φˆ1(ξ)|fˆ(ξ)|2dξ.
This concludes the proof of the lemma. 
Lemma B.3. Assume λ > 0, λ1 ∈ (−λ/2, λ/2), φ is λ–convex and φ1 is λ1–convex. Then
(i) V is κ–displacement convex, hence displacement convex, where κ := λ− 2|λ1| > 0.
(ii) If we further assume φ1 is nonnegative, φ1 ≡ 1 on the unit ball, and φ1 ≡ 0 outside the ball
of radius 2, centered at the origin, then V fails to be convex in the classical sense.
Proof. (i) As above, denote the Fourier transform of φ1 as φˆ1. Let σ ∈ AC2(0, 1;P2(M)) be a geodesic
such that its velocity v is not identically null. Since ‖vt‖σt is independent of t, it is then positive. We
have
d2
dt2
V(σt) =
ˆ
M
D2φ(q)vt(q) · vt(q)σt(dq) +
ˆ
M2
D2φ1(q − w)vt(q) · vt(q)σt(dq)σt(dw)
+
ˆ
M2
D2φ1(q − w)vt(q) · vt(w)σt(dq)σt(dw)
≥ λ‖vt‖2σt + λ1‖vt‖2σt − |λ1|‖vt‖2σt ≥ κ‖vt‖2σt .
This completes the verification of (i).
(ii) Since φ1 is even the range of its Fourier transform is contained in the set of real numbers
(including negative ones). Assume on the contrary that the range of φˆ1 is contained in [0,∞). By
Fourier inversion theorem we have for x ∈M,
|φ1(x)| =
∣∣∣∣∣
ˆ
M
φˆ1(ξ)e
2πix·ξdξ
∣∣∣∣∣ ≤
ˆ
M
|φˆ1(ξ)|dξ =
ˆ
M
φˆ1(ξ)dξ = φ1(0).
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Since φ1(x) ≡ 1 = φ1(0) on B1(0), the ball of center 0 and radius 1 we must have
(B.1) φˆ1(ξ) cos(2πx · ξ) ≡ |φˆ1(ξ)| ≡ φˆ1(ξ) ∀(x, ξ) ∈ B1(0)×M.
Since φ1 is not the null function, φˆ1 cannot be the null function. Choose ξ0 such that φˆ1(ξ0) > 0 and
since φˆ1 is continuous, assume without loss of generality that ξ0 6= 0. By (B.1), cos(2πx · ξ0) = 1 for
all x ∈ B1(0) which yields a contradiction. One concludes the proof of (ii) by Lemma B.2. 
B.2. Convexity vs displacement convexity of the action. Here we would like to emphasize the
fact that imposing the joint convexity assumption on the Lagrangian action, as in (H8) comes as a
natural assumption for displacement convex potential Mean Field Games, which are considered in this
manuscript. We compare this to the more standard monotonicity assumption in potential MFG.
Assume L,H ∈ C1(M×Rd) are such that H(q, ·) and L(q, ·) are Legendre transform of each other.
We consider the actions
AT0 (σ, v) :=
ˆ T
0
(ˆ
M
L(q, vt(q))σt(dq) + F(σt)
)
dt
over the set of pairs (σ, v) such that
(B.2) ∂tσ +∇ · (σv) = 0 D′
(
(0, T )×M)
Recall that if we set ∇qf(q, µ) := ∇wF (µ)(q) then f monotone means F is convex.
We can rewrite AT0 (σ, v) in terms of the momentum by setting
AT0 (σ, η) :=
ˆ T
0
(ˆ
M
L
(
q,
dηt
dσt
(q)
)
σt(dq) + F(σt)
)
dt
over the set of pairs (σ, η) such that |ηt| ≪ σt and
(B.3) ∂tσ +∇ · η = 0 D′
(
(0, T )×M).
In fact, for each q ∈ M we introduce the function Lq : R× Rd → R ∪ {∞} defined as
(B.4) Lq(ρ, e) :=


ρL(q, e
ρ
) if ρ > 0
0 if ρ = 0, e = ~0
+∞ otherwise .
Here, ~0 := (0, . . . , 0). Since Lq is homogeneous of degree 1, whenever µ is a probability measure and
ξ1, · · · , ξd are signed Borel measures, the following function is well defined
(µ, ξ) 7→ A(µ, ξ) :=


ˆ
M
Lq
(
µ(dq), dξ
)
if |ξ| ≪ µ
+∞ if |ξ| 6≪ µ
We can now extend the definition of AT0 over C to obtain
AT0 (σ, η) :=
ˆ T
0
(
A(σt, ηt) + F(σt)
)
dt.
Lemma B.4. If F is convex on P2(M) then (µ, ξ) 7→ A(µ, ξ) +F(µ) is convex (we do not assume L
is jointly convex).
Proof. It suffices to show that (µ, ξ) 7→ A(µ, ξ) is convex. This is a well-known fact among specialist,
and the proof of it can be found for instance in [36], Proposition 5.18.

Denote as C the set of pairs (σ, η) such that σ ∈ AC2(0, T ;P2(M)) and t 7→ ηt ∈M(M)×· · ·×M(M)
is a Borel path of vector fields such that each one of its d components is a signed Borel measure on
M and
(B.5) ∂tσ +∇ · η = 0 D′
(
(0, T )×M).
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Remark B.5. (i) Note that the classical theory of potential Mean Field Games which consists in
assuming that f is monotone and L,H ∈ C1(M × Rd) are such that H(q, ·) and L(q, ·) are Legendre
transform of each other ensures that (µ, ξ) 7→ A(µ, ξ) + F(µ) is a convex function. Therefore, if we
extend the definition of AT0 to obtain
AT0 (σ, η) :=
ˆ T
0
(
A(σt, ηt) + F(σt)
)
dt
over C, the action AT0 is a convex function in the variables (σ, η).
(ii) When replacing the assumption of convexity on the action by an assumption of displacement
convexity, as it is done in this manuscipt, it seems natural to impose that AT0 (σ, v) is displacement
convex on the set of pairs (σ, v) satisfying (B.2). This means that
H×H ∋ (X,V ) 7→
ˆ
Ω
L(X,V )dω + F˜(X) is convex,
and thus the Lagrangian L is assumed to be jointly convex on M× Rd.
B.3. Convexity of f(·, µ) is a consequence of the displacement convexity of F . To study
the scalar master equation, among others we have imposed the assumptions (3.13) and (H11) on the
functions f and F . As we have detailed in the previous couple of lines, in our setting it is natural for
the Lagrangian L to impose joint λ–convexity, and we impose that F is displacement λ–convex. We
show below that in this sense, imposing (3.13), i.e. that f(·, µ) is λ–convex, is also natural, and it is
a consequence of the displacement λ–convexity of F .
Proposition B.6. Let F : P2(M) → R and f : M × P2(M) → R be of class C2 such that they
are related via (H11). We assume that F is is displacement λ-convex; M × P2(M) ∋ (q, µ) 7→
Dq∇wF(µ)(q) = D2qqf(q, µ) is continuous and that for any K ⊂ P2(M) compact, there exists C =
C(K) > 0 such that |D2wwF(µ)(q1, q2)| ≤ C for any µ ∈ K and for any q1, q2 ∈ spt(µ).
Then, for any µ ∈ P2(M), the function spt(µ) ∋ q 7→ f(q, µ) is λ-convex, i.e.
D2qqf(x, µ) ≥ λId, ∀ q ∈ spt(µ).
Proof of Proposition B.6. Letm ∈ N and we define F (m) : (M)m → R as F (m)(q1, . . . , qm) := F(µ(m)q ).
By the assumptions on F , we have that F (m) is twice differentiable on (M)m and by Lemma 2.6, it is
λ
m
-convex on (M)m. This means in particular that
D2F (m)(q1, . . . , qm) ≥ λ
m
Imd, ∀ (q1, . . . , qm) ∈ (M)m
or equivalently
a⊤D2F (m)(q1, . . . , qm)a ≥ λ
m
|a|2md, ∀ a ∈Mm, (q1, . . . , qm) ∈ (M)m,
where | · |md stands for the standard Euclidean norm on Mm. For i ∈ {1, . . . ,m}, let us choose the
vector a ∈Mm such that its coordinates between the indices d(i− 1)+1 and di are not all zero, while
all the others are zero. Then, the previous inequality implies that
(B.6) D2qiqiF
(m)(q1, . . . , qm) ≥ λ
m
Id, ∀ (q1, . . . , qm) ∈ (M)m.
We also have (see for instance in [15] Remark 3.5(iv)) that
mD2qiqiF
(m)(q1, . . . , qm) = Dq∇wF(µ(m)q )(qi) +
1
m
∇2wwF(µ(m)q )(qi, qi),
∀m ∈ N, {q1, . . . , qm} ⊆ spt(µmq ).
Let b ∈M. By (B.6), one has that
b⊤Dq∇wF(µ(m)q )(qi)b +
1
m
b⊤∇2wwF(µ(m)q )(qi, qi)b ≥ λ|b|2d, ∀m ∈ N, {q1, . . . , qm} ⊆ spt(µmq ).
Now let us fix µ ∈ P2(M) and q1 ∈ spt(µ). For m ≥ 2 natural number, let qi ∈ spt(µ), i ∈ {2, . . . ,m},
and let us build µ
(m)
q :=
∑m
i=1 δqi , as an approximation of µ.
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We have that
b⊤Dq∇wF(µ(m)q )(q1)b+
1
m
b⊤∇2wwF(µ(m)1 )(q1, q1)b ≥ λ|b|2d.
Since K :=
{
µ
(m)
q : m ∈ N
}
∪ {µ} is a compact set, by the assumptions, ∇2wwF(µ(m)q )(q1, q1) is uni-
formly bounded by a constant C = C(K) > 0 independent of m. By the continuity of Dq∇wF , one
can pass to the limit in the previous inequality to obtain
b⊤Dq∇wF(µ)(q1)b ≥ λ|b|2d,
and equivalently
b⊤D2qqf(q1, µ)b ≥ λ|b|2d.
By the arbitrariness of b ∈ Rd and q1 ∈ spt(µ), the thesis of the proposition follows. 
B.4. Failure of smoothness of solutions to Hamilton-Jacobi equation for monotone initial
data. It is well-known in the theory of Hamilton-Jacobi equations on finite dimensional spaces that
typically one cannot expect global existence of smooth solutions. This led to the development of the
notion of viscosity solution by Crandall-Lions and Evans. We emphasize below that this phenomenon
of existence of non-smooth solutions to Hamilton-Jacobi equations is also present on P2(M).
Let us consider d = 1. Let L : R× R→ R and φ : R→ R be defined as
L(q, v) :=
|v|2
2
, φ(q) := −
√
1 + q2.
Set
U∗(µ) :=
ˆ
R
φ(q)µ(dq), u∗(q, µ) = φ(q), L(µ, ξ) :=
ˆ
R
L(q, ξ(q))µ(dq).
Note that U∗ is convex and so, u∗ is monotone.
Let U : [0,∞)× P2(R) be the unique viscosity solution to the Hamilton–Jacobi equation
(B.7) ∂tU + 1
2
ˆ
R
|∇wU|2µ(dq) = 0, U(0, ·) = U∗.
Assume on the contrary that U is of class C1. Then U must satisfy (B.7) pointwise and so, its
restriction defined as
u(t, q) = U(t, δq)
must be a C1 function satisfying
(B.8) ∂tu+
1
2
|∂qu|2 = 0, u(0, ·) = φ.
Thus,
(B.9) u(t, q) = min
y
{ |y − q|2
2t
+ φ(y) : y ∈ R
}
.
Given q the minimum in (B.9) is attained by y such that
(B.10)
y − q
t
− y√
1 + y2
= 0.
When q = 0, (B.10) has three solutions which are
y0 = 0, y1 =
√
t2 − 1, y2 = −
√
t2 − 1.
They produce in (B.9) the values
−1 and − t
2
− 1
2t
.
Therefore for t > 1, we have
u(t, 0) = − t
2
− 1
2t
.
Since
u(t, q)− u(t, 0) ≤ |yi − q|
2
2t
+ φ(yi)−
( |yi|2
2t
+ φ(yi)
)
=
−yi · q
t
+
|q|2
2t
,
±yi/t belong to the super–differential of u(t, ·) at q = 0. Thus, u(t, ·) is not differentiable at 0.
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Appendix C. Hamiltonian Flows on the Hilbert space
Throughout this subsection, we impose (H1)-(H7). Showing that the value value function of our
Hamilton–Jacobi equation is of class C1,1 on the Hilbert space is the starting point before improving
regularity property via a discretization method. We underline that in Subsection 1.3, using ‘direct
techniques’ relying on the convexity of the Lagrangian action, we have shown already that the value
function U˜ is of class C1,1loc . In this section, we discuss the regularity properties of the infinite dimen-
sional Hamiltonian flow (1.3), which which could also be transferred to the value function. In this
section, we further impose the stronger condition that there exists κ2 > 0 such that
(C.1) D2L(q, v)
(
q
v
)
·
(
q
v
)
≥ κ2|v|2 ∀q, q, v, v ∈ Rd.
Combining (H2) and (C.1) we have
(C.2)
d2
dt2
L˜(x + tx, a+ ta)
∣∣∣
t=0
≥ κ1‖x‖2 + κ2‖a‖2 ∀x, a, x, a ∈ H.
Let us observe that this is a sufficient condition for strict convexity.
Let ξ˜, η˜ : [0,∞)×H→ H be given by (1.5). Using (1.4) and the last inequality in Remark 1.1 (iii),
we have
(C.3) ‖(ξ˜(t, x), η˜(t, x))‖+ 1 ≤ (√‖x‖2 + κ2(‖x‖2 + 1) + 1)eκ˜t
for any t > 0 and x ∈ H. We can formulate the following result.
Proposition C.1. Let t ∈ (0, T ), µ ∈ P2(M) and q ∈ M. Suppose (tn)n ⊂ [0, T ] converges to t,
(µn)n ⊂ P2(M) converges to µ and (qn)n ⊂M converges to q. Then for every compact set K ⊂ [0, t)
we have
lim
n→∞
∥∥∥Stns [µn](qn)− Sts[µ](q)∥∥∥
C(K)
= 0.
Proof. To alleviate the notation, we set γn(s) := Stns [µn](qn). It is characterized by the property that
(C.4) u(tn, qn, µn) = u0
(
γn0 , σ
tn
0 [µn]
)
+
ˆ tn
0
(
L
(
γnτ , γ˙
n
τ
)
+ f
(
γnτ , σ
tn
τ [µn]
))
dτ, γntn = qn.
We assume without loss of generality that there exists r > 0 such that (µn)n ⊂ Br and (qn) ⊂ Br(0).
By Remark 3.2 (ii) {
σtns [µn] : n ∈ N, s ∈ [0, tn]
} ⊂ BeT (r).
In light of Remark 3.11 (ii), we may apply the Ascoli–Arzela` lemma to obtain a subsequence which
we continue to denote as (γn)n which converges uniformly in C([0, t− δ];M) for every δ ∈ (0, t). We
have γ ∈ W 1,2(0, t;M) and may also assume (γn)n converges weakly to γ in W 1,2(0, t;M). We use
(3.18) to obtain that γt = q. We would like to replace tn by t − δ. Since the integrand there is not
known to be non negative, we use (H16) to write
u(tn, qn, µn) =u0
(
γn0 , σ
tn
0 [µn]
)
+
ˆ tn
0
θ(σtnτ [µn])(|γnτ |+ 1)dτ
+
ˆ tn
0
(
L
(
γnτ , γ˙
n
τ
)
+ f
(
γnτ , σ
tn
τ [µn]
)− θ(σtnτ [µn])(|γnτ |+ 1))dτ
Thus, since all the integrands are non negative, we have
lim inf
n→∞
u(tn, qn, µn) ≥ lim inf
n→∞
u0
(
γn0 , σ
tn
0 [µn]
)
+ lim inf
n→∞
ˆ t−δ
0
θ(σtnτ [µn])(|γnτ |+ 1)dτ
+ lim inf
n→∞
ˆ t−δ
0
(
L
(
γnτ , γ˙
n
τ
)
+ f
(
γnτ , σ
tn
τ [µn]
)− θ(σtnτ [µn])(|γnτ |+ 1))dτ.
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We invoke the uniform convergence of (γn)n, the pointwise convergence of (σ
tn
τ [µn])n provided in (3.3)
and the convexity of the functions in (3.13) to conclude that
lim inf
n→∞
u(tn, qn, µn) ≥u0
(
γ0, σ
t
0[µ]
)
+
ˆ t−δ
0
(
L
(
γτ , γ˙τ
)
+ f
(
γτ , σ
t
τ [µ]
)− θ(σtτ [µ])(|γτ |+ 1))dτ
+
ˆ t−δ
0
θ(σtτ [µ])(|γτ |+ 1)dτ.
We let δ tend to 0 to conclude that
lim inf
n→∞
u(tn, qn, µn) ≥ u0
(
γ0, σ
t
0[µ]
)
+
ˆ t
0
(
L
(
γτ , γ˙τ
)
+ f
(
γτ , σ
t
τ [µ]
)) ≥ u(t, q, µ).
Since Proposition 3.15 asserts that u is continuous, we infer
u(t, q, µ) = u0
(
γ0, σ
t
0[µ]
)
+
ˆ t
0
(
L
(
γτ , γ˙τ
)
+ f
(
γτ , σ
t
τ [µ]
))
dτ.
and so, γs ≡ Sts[µ](q).
In conclusion, we have proven that every subsequence of
(
Sts[µn](qn)
)
n
admits itself a subsequence
which converges uniformly on every compact subset of [0, t). This is enough to conclude the proof. 
Proposition C.2. Let t > 0. Then the following hold.
(i) Σ(t, ·) given in (1.3) is of class C0,1loc .
(ii) ξ˜t : H → H is a bijection and its inverse is S˜t0. For each natural number m, ξ˜t is a homeo-
morphism {M q : q ∈ Mm} onto {M q : q ∈ Mm}. This means St,ms : Mm → Mm is a
homeomorphism.
(iii) S˜ts ◦ ξ˜t = ξ˜s and P˜ ts ◦ ξ˜t = η˜s for s ∈ [0, t].
(iv) We have ∇U˜(t, ξ˜(t, ·)) = η˜(t, ·). Furthermore, the vector field B in (1.27) is a velocity for the
flow ξ˜ in the sense that
˙˜
ξ = ∇bH˜(ξ˜, ∇˜U(·, ξ˜))
Remark C.3. Although ξ˜t is a homeomorphism, let us underline that in Proposition C.2(ii) we
state that the image of {M q : q ∈ Mm} through ξ˜t is not an arbitrarily closed space but is exactly
{M q : q ∈ Mm}. Such special vector spaces are mapped onto themselves. Otherwise, we would not
be able to conclude that the finite dimensional ODEs are restrictions of the infinite dimensional ones.
Proof of Proposition C.2. (i) Since H˜ is of class C1,1, Σ is Lipschitz continuous. Let κ∗ be the Lipschitz
constant of ∇H˜. We have
Lip(Σ(t, ·)) ≤ Lip(Σ(0, ·))etκ∗
for all t > 0. Here, Lip(Σ(t, ·)) stands for the Lipschitz constant of Σ(t, ·).
Since Σ satisfies (1.3), we conclude that Σ is of class C0,1loc .
(ii) Surjectivity. Given any x ∈ H. Set z := S˜t0[x] and define
γ(s) = S˜ts[x], b(s) = ∇aL˜(γ(s), γ˙(s)).
We have that (γ, b) satisfies the same system of differential equations as (ξ˜, η˜) on (0, t). Furthermore,
γ(0) = z and
b(0) = ∇bL(S˜ts[x], ∂sS˜ts[x]|s=0) = ∇U˜0(z).
Thus, (γ, b) have the same initial conditions as (ξ˜, η˜). Hence, conclude that γ ≡ ξ˜(·, z) on [0, t]. In
particular, x = S˜tt [x] = ξ˜(t, z) = ξ˜(t, S˜
t
0[x]). This shows the surjectivity property.
Injectivity. The above show that S˜t0 is injective and ξ˜(t, ·) is its inverse. To show that ξ˜(t, ·) is
injective, it suffices to show that H is the range of S˜t0. Let z0 ∈ H. Set x0 := ξ˜(t, z0) set
γ(s) = ξ˜(s, z0), g(s) = η˜(s, z0).
Then (γ, g) satisfies the same system of differential equations as [0, t] ∋ s 7→ (S˜ts[x0], P˜ ts [x0]) on (0, t).
We have γ(t) = x0 and
g(0) = η˜(0, z0) = ∇U˜0(z0) = ∇U˜0(γ(0)).
Thus, (γ, g)(s) ≡ (S˜ts[x0], P˜ ts [x0]) on [0, t]. In particular, z0 = γ(0) = S˜t0[x0]. Thus, S˜t0 is surjective.
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Continuity. Since ξ˜t is a bijection of H onto H, (1.26) and the Invariance of Domain theorem imply
that ξ˜t is a homeomorphism of {M q : q ∈Mm} onto {M q : q ∈Mm}.
(iii) By (ii)
S˜t0 ◦ ξ˜t = idH = ξ˜0 and P˜ t0 ◦ ξ˜t = ∇U˜0
(
S˜t0 ◦ ξt
)
= ∇U˜0 = η˜0.
Since s 7→ (S˜ts ◦ ξ˜t, P˜ ts ◦ ξ˜t) and s 7→ (ξ˜s, η˜s) satisfy the same system of differential equations on (0, t),
we obtain the assertions in (iii).
(iv) We use first Theorem 1.5 (iv) and then (i) of the current Proposition to obtain that∇U˜(t, ξ˜(t, ·)) =
η˜(t, ·). We use the identity ˙˜ξ = ∇bH˜(ξ˜, η˜) to conclude the proof. 
Remark C.4. (i) We notice that Proposition C.1, which imposes (3.13), allows to improve the
continuity property of ξ˜t and its inverse to the infinite dimensional space, i.e. this implies that ξ˜t
is a homeomorphism of H onto itself.
(ii) We observe that by Proposition C.2(iv) we have that ∇U˜(t, ·) = η˜(t, S˜t0[·]), and since both η˜ and
S˜t0 are locally Lipschitz continuous (by (i) of the previous proposition and Lemma 3.3, respectively) we
have that ∇U˜(t, ·) is locally Lipschitz continuous, just as in Subsection 1.3, by a different perspective
one obtains that U˜(t, ·) ∈ C1,1loc (H).
Appendix D. Regularity estimates on solutions to HJEs and Hamiltonian systems
for systems of m particles
In this section we assume L and H are such that (H4) - (H7) hold. Let u0 ∈ CN (M) be convex
functions with bounded second derivatives. Let F ∈ CN (M) and L such that the corresponding
Lagrangian action, as in (H8), is strictly convex. We fix T > 0.
D.1. One particle Hamiltonian flow. We study the regularity of viscosity solutions u : [0, T ]×M→
R of Cauchy problems of the form
(D.1)
{
∂tu+H(q,∇u)− F (q) = 0, (0, T )×M,
u(0, ·) = u0, M.
Given t ∈ (0, T ], we consider the Hamiltonian system
(D.2)


S˙(s, q) = DpH(S(s, q), P (s, q)), s ∈ (0, t), q ∈M,
P˙ (s, q) = −DqH(S(s, q), P (s, q)) +DqF (Q(s, q)), s ∈ (0, t), q ∈M,
S(t, q) = q, P (0, q) = Du0(S(0, q)), q ∈ M,
Such a flow has been considered in a greater generality in Remark 1.6 and has been denoted (S, P ) =
(St,1, P t,1). Recall S is the unique optimizer in
u(t, x) := inf
{
u0(γ(0)) +
ˆ t
0
L(γ(s), γ˙(s)) + F (γ(s))ds : γ(t) = x
}
.(D.3)
Similarly, we shall use the flow
(D.4)


ξ˙(s, z) = DpH(ξ(s, z), η(s, z)), s ∈ (0, t), z ∈M
η˙(s, z) = −DqH(ξ(s, z), η(s, z)) +∇qF (ξ(s, z)), s ∈ (0, t), z ∈M
ξ(0, z) = z, η(0, z) = Du0(z), z ∈ M
denoted as (ξ˜, η˜) in (1.3) when our Hilbert space reduces to M.
Lemma D.1. Let t ∈ [0, T ].
(1) The map ξt : M → M is a homeomorphism Ss := ξs ◦ ξ−1t and Ps := ηs ◦ ξ−1t . We have
ξt, ηt ∈ CN−1(M).
(2) If we further assume N ≥ 2, then u ∈ C1,1loc ([0, T ] × M) is classical solution to (D.1) and
z 7→ ξ(t, z) is a CN−1 diffeomorphism from M onto itself.
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Proof. (1) The existence and smooth dependence on the data of the solution of (D.2) is classical,
Proposition C.2 ensures ξt : M→M is a homeomorphism and S(s, ·) := ξs ◦ ξ−1t , P (s, ·) := ηs ◦ ξ−1t .
(2) By Theorem 1.5, u ∈ C1,1loc ([0, T ] × M) and is classical solution to (D.1). Let us show that
z 7→ ξ(t, z) is a global CN−1 diffeomorphism. Recall that by Proposition C.2, ξ is a solution to{
ξ˙(s, z) = DpH(ξ(s, z), Du(s, ξ(s, z))), s ∈ (0, t),
ξ(0, z) = z,
from where one has {
∂sDzξ(s, z) = A(s, z)Dzξ(s, z), s ∈ (0, t),
Dzξ(0, z) = Id,
where we used the notation
A(s, z) := D2xpH(ξ(s, z), Du(s, ξ(s, z))) +D
2
ppH(ξ(s, z), Du(s, ξ(s, z)))D
2u(s, ξ(s, z)).
Since A(s, z) is locally uniformly bounded, we have that for s > 0 small enough Dzξ(s, z) is invertible.
Therefore, Jacobi’s formula yields
det(Dzξ(s, z)) = exp
(ˆ s
0
tr(A(τ, z))dτ
)
.
Since A(τ, ·) ∈ L∞loc(M), uniformly with respect to τ ∈ [0, t], we have that det(Dzξ(s, z)) > 0 for all
z ∈ M, uniformly with respect to s. Therefore, Dzξ(s, z) is invertible for any z ∈ M and for any
s ∈ [0, t]. Thus, by the fact that ξ(t, ·) ∈ CN−1(M) and the that ξ(t, ·) is bijective, we conclude that
z 7→ ξ(t, z) is a global CN−1 diffeomorphism of M onto itself. 
D.2. m-particles Hamiltonian flow. Throughout this section, we assume to be given a positive
monotone nondecreasing function C0 : (0,∞)→ (0,∞). Furthermore, we impose that in the assump-
tion (H4) N ≥ 2 and F (m), U (m)0 ∈ C3(Mm).
As in Subsection 1.2 we define
U
(m)
0 (q) := U0
(
1
m
m∑
i=1
δqi
)
, F (m)(q) := F
(
1
m
m∑
i=1
δqi
)
∀q ∈Mm.
We assume to be given U
(m)
0 , F
(m) :Mm → R satisfying Property 2.15(2) with C = C0(r). We also
consider viscosity solutions U (m) : [0, T ]×Mm → R of the Hamilton-Jacobi equation
(D.5)
{
∂tU
(m)(t, q) +H(m)(q,DqU
(m)(t, q)) − F (m)(q) = 0, on (0, T )×Mm,
U (m)(0, ·) = U (m)0 , on Mm.
By Remark 1.4
U (m)(t, q) ≡ U˜(t,M q) ∀(t, q) ∈ [0,∞)×Mm.
Given t ∈ (0, T ) we consider the m particles flows St,m, P t,m :Mm →Mm in Remark 1.6. In other
words,
(D.6)

S˙t,mi (s, q) = DpH(S
t,m
i (s, q),mP
t,m
i (s, q)), (s, q) ∈ (0, t)×Mm,
P˙ t,mi (s, q) = − 1mDqH(St,mi (s, q),mP t,mi (s, q)) +DqiF (m)(St,m(s, q)), (s, q) ∈ (0, t)×Mm,
St,mi (t, q) = qi, P
t,m
i (0, q) = DqiU
(m)
0 (S
t,m(0, q)) q ∈ Mm.
This is analogous to the flow (St,m, P t,m) in Remark 1.6 where we have not displayed the m and t
dependence to alleviate the notation. We also consider the m particles flows ξm, ηm : [0,∞)×Mm →
Mm in (D.4) and do not display the m dependence. They are defined as
(D.7)


ξ˙i(s, z) = DpH(ξi(s, z),mηi(s, z)), s ∈ (0, t),
η˙i(s, z) = − 1mDqH(ξi(s, z),mηi(s, z)) +DqiF (m)(ξ(s, z)), s ∈ (0, t),
ξi(0, z) = zi, ηi(0, z) = DqiU
(m)
0 (z),
for i ∈ {1, . . . ,m}, where z = (z1, . . . , zm) ∈ Mm. We have the following results.
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Theorem D.2. Let U (m) : (0, T )×Mm → R be the unique viscosity solution of (D.5) and let r > 0.
Then for all t ∈ (0, T ) there exists C(t, r) > 0 such that the following hold for all m ∈ N.
(1) U (m)(t, ·) satisfies the estimates in Property 2.15(2) in Bmr (0) with constant C(t, r).
(2) Further assume that U
(m)
0 and F
(m) satisfy Property 2.15(3) and (H15) takes place. Then
U (m)(t, ·) satisfies the estimates in Property 2.15(3) in Bmr (0) with constant C(t, r).
(3) We assume that the assumptions from (1) and (3.16) take place. Then ∂tU
(m)(t, ·) satisfies
the estimates in Property 2.15(1)-(b) in Bmr (0) with constant C(t, r).
Proof. Since we will study asymptotic properties of terms with respect to m, for an expression A(m)
depending on m, sometimes we use the notation A(m) ∼ m to mean A = O(m).
First, let us notice that by Theorem 1.5 U (m) is a C1,1loc ((0, T ) ×Mm) classical solution of (D.5),
therefore in particular any point (t, q) ∈ (0, T ) ×Mm is regular and not conjugate (by the proof of
Lemma D.1) in the sense of Definition 6.3.4 of [7].
Furthermore, let us notice that Lemma D.1 asserts that ξm(s, ·) is a CN diffeomorphism and
Theorem 6.4.11 from [7] yields that U (m) ∈ C3((0, T ) × Mm). In what follows we aim to obtain
quantitative derivative estimates on U (m) with respect to the discretization parameter m.
Step 0. Basic bounds on ξm(t, z) when q := ξmt (z) ∈ Bmr (0). By Proposition C.2 ξm(s, z) = St,ms [q]
since q = ξm(t, z). By the same Proposition, for i ∈ {1, . . . ,m} and z ∈Mm, we have
(D.8)
{
ξ˙mi (t, z) = DpH(ξ
m
i (t, z),mDqiU
(m)(t, ξm(t, z))), t ∈ (0, T ),
ξm(0, z) = z,
and
(D.9) ηmi (t, z) = DqiU
(m)(t, ξm(t, z)) = DqiU
(m)(t, x), and ηmi (0, z) = DqiU
(m)
0 (z).
By Theorem 1.5 there exists β(t, r) > 0 (independent of m) for any q ∈ Bmr (0) we have
(D.10) St,ms [q] ≡ ξm(s, z) ∈ Bmβ(t,r), for all s ∈ [0, t].
Proposition 1.2 ensures U˜ is locally Lipschitz on [0,∞)×H and so, there exists C1(t, r) > 0 (depending
on β(t, r)) such that ‖∇U˜(t, ξ(t,Mz)‖ ≤ C1(t, r). Using the relation between ∇U˜ and η provided by
Proposition C.2 (iv) we conclude
(D.11)
m∑
i=1
m|ηmi (t, z)|2 ≤ C1(t, r).
We are now well equipped to start the proof of the assertion (1) of the theorem.
Step 1. Estimates on (Dzjξi(t, ·), Dzjηi(t, ·))mi,j=1.
Claim 1. There exists a constant C2(t, r) > 0 (independent of m) such that if ξ(t, z) = q ∈ Bmr (0),
then for all i, j ∈ {1, . . . ,m} we have
|Dzjξmi (t, ·)|∞ ≤
{
C2(t, r), i = j,
C2(t,r)
m
, i 6= j,
and
|Dzjηmi (t, ·)|∞ ≤
{
C2(t,r)
m
, i = j,
C2(t,r)
m2
, i 6= j,
(D.12)
Proof of Claim 1. By differentiating the Hamiltonian system (D.7) with respect to the zj , we get
(D.13)

∂tDzjξ
m
i = D
2
qpH(ξ
m
i ,mηi)Dzjξ
m
i +mD
2
ppH(ξ
m
i ,mη
m
i )Dzjη
m
i ,
∂tDzjη
m
i = − 1m
(
D2qqH(ξ
m
i ,mηi)Dzjξ
m
i +mD
2
pqH(ξ
m
i ,mηi)Dzjη
m
i
)
+
∑m
l=1D
2
qlqi
F (m)(ξm)Dzjξ
m
l ,
Dzjξ
m
i (0, ·) =
{
Id×d, i = j,
0d×d, i 6= j, , Dzjη
m
i (0, z) = D
2
qjqi
U
(m)
0 (z).
Let us set
C2 := max{|∂aq ∂bpH(q, p)| : (q, p) ∈ Rd × Rd, |a|+ |b| = 2}.
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If ξm(t, z) = q ∈ Bmr (0), then in the same way, there exists C˜2(t, r) > 0 (depending on β(t, r)) such
that D2qlqiF
(m)(ξ1, . . . , ξm) and D
2
qjqi
U
(m)
0 (z) satisfy the estimate (2.9) with C˜2(t, r). Set
Cˆ2(t, r) := max{C2, C˜2(t, r)}.
Let us consider the curves X(s) := (Xij(s))
m
i,j=1 and Y (s) := (Yij(s))
m
i,j=1 in R
m×m, the solution
to the ODE system (D.21) in Lemma D.4. Because of the previous bounds on the data in the system
(D.13), we can derive the estimates on (Dzjξi(t, ·), Dzjηi(t, ·))mi,j=1 from the estimates on (Xij , Yij)mi,j=1
in Lemma D.4. Therefore, there exists there exists C > 0 such that Claim 1 follows by setting
C2(t, r) := e
tCCˆ(t,r).
Now, let us denote by ζm = (ζm1 (t, ·), . . . , ζmm (t, ·)) := St,m0 [q] the inverse of ξm(t, ·), in particular,
we have that if ξmi (t, z) = qi, then ζ
m
i (t, q) = zi. Next, we derive estimates for Dqjζ
m
i (t, ·).
Step 2. Estimates on (Dqj ζ
m
i )
m
i,j=1.
Claim 2. There exists a constant C3(t, r) > 0 (independent of m) such that for all i, j ∈ {1, . . . ,m}
we have
|Dqj ζmi (t, ·)|∞ ≤
{
C3(t, r), i = j,
C3(t,r)
m
, i 6= j,
in Bmr (0).
Since ξm(t, ·) :M→M is a diffeomorphism, we have
(D.14) Dqζ
m(t, q) = (Dzξ
m(t, ·))−1 ◦ ζm(t, q)
Since we have a uniform lower bound on det(Dzξ(t, ·)) in Mm, we can simply study the asymptotic
behavior of Dqζ
m(t, q) with respect to m via the asymptotic behavior of (Dzξ
m(t, ·))−1. By the
previous uniform local estimates on Dzξ
m(t, ·), we have that there exists a constant C(t, r) > 0
depending on C2(t, r) such that
(D.15) Dzξ
m(t, ·) ∼ C(t, r)


Id
1
m
Id
1
m
Id . . .
1
m
Id
1
m
Id Id
1
m
Id . . .
1
m
Id
. . . . . . . . .
. . . . . .
1
m
Id
1
m
Id
1
m
Id . . . Id

 ,
and therefore,
(Dzξ(t, ·))−1 ∼ 1
C(t, r)


m
m− 12
Id
−m
(2m−1)(m−1)Id
−m
(2m−1)(m−1)Id . . .
−m
(2m−1)(m−1)Id
−m
(2m−1)(m−1)Id
m
m− 12
Id
−m
(2m−1)(m−1)Id . . .
−m
(2m−1)(m−1)Id
. . . . . . . . .
. . . . . .
−m
(2m−1)(m−1)Id
−m
(2m−1)(m−1)Id
−m
(2m−1)(m−1)Id . . .
m
m− 12
Id


,
and so Claim 2 follows by setting C3(t, r) :=
1
C(t,r) .
Now we are ready to conclude about the proof of the assertion (1) in this theorem. Let us recall
that from (D.9) we have
ηmi (t, ζ
m(t, q)) = DqiU
(m)(t, q).
Differentiating this expression with respect to qj yields
DqjqiU
(m)(t, q) =
m∑
l=1
Dql
(
ηi(t, ζ
m(t, q))
)
Dqjζ
m
l (t, q)
= Dqjη
m
i (t, ζ
m(t, q))Dqj ζ
m
j (t, q) +Dqiη
m
i (t, ζ
m(t, q))Dqj ζ
m
i (t, q)
+
∑
l 6=i,l 6=j
Dqlη
m
i (t, ζ(t, q))Dqj ζ
m
l (t, q),
and using the previous estimates, the result follows.
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Next, let us show the assertion (2) from the statement of the theorem.
Step 3. Estimates on (Dzkzjξ
m
i (t, ·), Dzkzjηmi (t, ·))mi,j,k=1.
Claim 3. There exists a constant C4(t, r) > 0 depending on all the previous ones, but independent
of m such that if ξ(t, z) = q ∈ Bmr (0), then for all i, j, k ∈ {1, . . . ,m} we have
|D2zkzjξmi (t, ·)|∞ ≤


C4(t, r), i = j = k,
C4(t, r)
m
, i = j 6= k, i 6= j = k, i = k 6= j,
C4(t, r)
m2
, i 6= j 6= k,
and
|D2zkzjηmi (t, ·)|∞ ≤


C4(t, r)
m
, i = j = k,
C4(t, r)
m2
, i = j 6= k, i 6= j = k, i = k 6= j,
C4(t, r)
m3
, i 6= j 6= k.
Proof of Claim 3. Differentiating the system (D.13) with respect to zk, we obtain for the first
equation
∂tD
2
zkzj
ξmi = Dzkξ
m
i D
3
qqpH(ξ
m
i ,mηi)Dzjξ
m
i +mDzkη
m
i D
3
pqpH(ξ
m
i ,mηi)Dzjξ
m
i
+D2qpH(ξ
m
i ,mη
m
i )D
2
zkzj
ξmi +mDzkξiD
3
qppH(ξ
m
i ,mηi)Dzjη
m
i
+m2Dzkη
m
i D
2
pppH(ξ
m
i ,mηi)Dzjη
m
i +mD
2
ppH(ξ
m
i ,mηi)D
2
zkzj
ηmi(D.16)
together with the initial condition D2zkzjξ
m
i (0, ·) = 0d×d×d. From the differentiation of the second
equation with respect to zk, we obtain
∂tD
2
zkzj
ηmi = −
1
m
(
DzkξiD
3
qqqH(ξ
m
i ,mη
m
i )Dzjξ
m
i +mDzkηiD
3
pqqH(ξ
m
i ,mη
m
i )Dzjξ
m
i
)
− 1
m
(
D2qqH(ξ
m
i ,mη
m
i )D
2
zkzj
ξmi Dzkξ
m
i +D
3
qpqH(ξ
m
i ,mη
m
i )Dzjη
m
i
)
− 1
m
(
m2DzkηiD
3
ppxH(ξ
m
i ,mη
m
i )Dzjη
m
i +mD
2
pqH(ξi,mη
m
i )D
2
zkzj
ηmi
)
+
m∑
l1,l2=1
Dzkξ
m
l1
D3ql1ql2qiF
(m)(ξm)Dzjξ
m
l2
+
m∑
l=1
D2qlqiF
(m)(ξm)D2zkzjξ
m
l(D.17)
with the initial condition
D2zkzjη
m
i (0, z) = D
3
qkqjqi
U
(m)
0 (z)(D.18)
Let us notice that for k, j fixed, the asymptotic behavior of (Dzkzjξ
m
i (t, ·), Dzkzjηmi (t, ·)) can be
studied via the solutions of the ODE system (D.19), by formally setting Xi := D
2
qkqj
ξmi and Yi :=
D2qkqjη
m
i . One just needs to find the asymptotic properties of A1, A2 and Y0 appearing in this system.
Let us set
C4 := max{|∂αq ∂βpH(q, p)| : (q, p) ∈ Rd × Rd, 2 ≤ |α|+ |β| ≤ 3},
then we notice that by the assumptions on H , we have that if ξm(t, z) = q ∈ Bmr (0), then
|∂αq ∂βpH(ξmi (t, z),mηmi (t, z))| ≤ C4.
In the same way, there exists C˜4(t, r) > 0 (depending on β(t, r)) such that D
2
qkqjqi
F (m)(ξm) and
D2qkqjqiU
(m)
0 (q) satisfy the estimate (2.10) with C˜4(t, r). Set
Cˆ4(t, r) := max{C4, C˜4(t, t)}max{C2(t, r), 1}2.
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For k, j fixed we look for the asymptotic properties of the data
(A1)i := DzkξiD
3
qqpH(ξ
m
i ,mηi)Dzjξ
m
i +mDzkη
m
i D
3
pqpH(ξ
m
i ,mη
m
i )Dzjξ
m
i
+mDzkξ
m
i D
3
qppH(ξ
m
i ,mη
m
i )Dzjη
m
i +m
2Dzkη
m
i D
2
pppH(ξ
m
i ,mη
m
i )Dzjη
m
i ,
(A2)i := − 1
m
(
DzkξiD
3
qqqH(ξ
m
i ,mη
m
i )Dzjξ
m
i +mDzkη
m
i D
3
pqqH(ξ
m
i ,mηi)Dzjξ
m
i
)
− 1
m
(
Dzkξ
m
i mD
3
qpqH(ξ
m
i ,mη
m
i )Dzjη
m
i +m
2Dzkη
m
i D
3
ppqH(ξ
m
i ,mη
m
i )Dzjη
m
i
)
+
m∑
l1,l2=1
Dzkξ
m
l1
D3ql1ql2qiF
(m)(ξm)Dzjξ
m
l2
and
(Y0)i := D
3
qkqjqi
U
(m)
0
Using the obtained asymptotic properties on (Dzjξi, Dzjηi) in Step 1 and the properties of U
(m)
0 ,
one checks the following asymptotic properties with respect to m in Bmr
Sub-claim 3.
(1) If k = j = i, then (A1)i ∼ Cˆ4(t, r), (A2)i ∼ Cˆ4(t,r)m and (Y0)i ∼ Cˆ4(t,r)m .
(2) If k = j 6= i then (A1)i ∼ Cˆ4(t,r)m2 , (A2)i ∼ Cˆ4(t,r)m2 and (Y0)i ∼ Cˆ4(t,r)m2 .
(3) If k = i 6= j or i = j 6= k, (A1)i ∼ Cˆ4(t,r)m , (A2)i ∼ Cˆ4(t,r)m2 and (Y0)i ∼ Cˆ4(t,r)m2 .
(4) If k 6= j 6= i, then (A1)i ∼ Cˆ4(t,r)m2 , (A2)i ∼ Cˆ4(t,r)m3 and (Y0)i ∼ Cˆ4(t,r)m3 .
Now, one can differentiate two cases, when studying the desired properties. Let us notice again
that one fixes k, j.
Case 1. If k = j, (1)-(2) of Sub-claim 3 can be combined with Lemma D.3(1) to conclude the proof
of the Claim.
Case 2. If k 6= j, (3)-(4) of Sub-claim 3 can be combined with Lemma D.3(2) to conclude the proof
of the Claim.
Therefore there exists a constant C > 0 such that Claim 3 holds for C4(t, r) := e
tCCˆ4(t,r).
Step 4. Estimates on (Dqkqj ζi(t, ·))mi,j,k=1.
Claim 4. There exists a constant C5(t, r) > 0 depending on all the previous ones, but independent
of m such that for all i, j, k ∈ {1, . . . ,m}, we have
|D2xkxjζi(t, ·)|∞ ≤


C5(t, r), i = j = k,
C5(t, r)
m
, i = j 6= k, i 6= j = k, i = k 6= j,
C5(t, r)
m2
, i 6= j 6= k,
in Bmr .
Proof of Claim 4. It is enough to differentiate the expression (D.14) and use all the previous
estimates on (D2zkzjξi)
m
i,j,k=1 and on (Dqj ζi)
m
i,j=1 from Step 3 and Step 2, respectively.
We have
D2qqζ(t, q) = −
{[
(Dzξ(t, ·))−1D2zzξ(t, ·)Dqζ(t, q) (Dzξ(t, ·))−1
]
◦ ζ(t, q)
}
.
The previous writing is used for the following short hand notation: for k ∈ {1, . . . ,m}, we have
DqkDqζ(t, q) = −
{[
(Dzξ(t, ·))−1
(
m∑
l=1
DzlDzξ(t, ·)Dqkζl(t, q)
)
(Dzξ(t, ·))−1
]
◦ ζ(t, q)
}
,
and in particular for i, j ∈ {1, . . . ,m}, we have(
m∑
l=1
DzlDzξ(t, ·)Dqkζl(t, q)
)
ij
=
m∑
l=1
D2zlzjξi(t, ·)Dqkζl(t, q) =: Aij .
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For k ∈ {1, . . . ,m} fixed, this last matrix has the following asymptotic behavior: by setting C˜5(t, r) :=
C4(t, r)C3(t, r), we have
|Aij |∞ ≤


C˜5(t, r), i = j = k,
C˜5(t, r)
m
, i = j 6= k, i 6= j = k, i = k 6= j,
C˜5(t, r)
m2
, i 6= j 6= k.
Now, using the asymptotic behavior of (Dzξ(t, ·))−1 from (D.15), by setting C5(t, r) := C˜5(t, r)C(t, r)2 ,
we conclude the statement in Claim 4.
Final Step.
Let us recall that from (D.9) we have
ηi(t, ζ(t, q)) = DqiU
(m)(t, q).
Differentiating this expression with respect to xj and xk we obtain
D3qkqjqiU
(m)(t, ·) =
m∑
l1,l2=1
Dqkζl2(t, ·)D2zl2zl1ηi(t, ζ(t, ·))Dqj ζl1(t, ·) +
m∑
l=1
Dzlηi(t, ζ(t, ·))D2qkqj ζl(t, ·)
from where∣∣∣D3qkqjqiU (m)(t, ·)
∣∣∣
∞
≤ 1
m
(
|Dqkζi|∞|Dqjζi|∞ + |D2qkqj ζi|∞
)
+
1
m2

 m∑
l=1,l 6=i
|Dqkζl|∞|Dqj ζi|∞ +
m∑
l=1,l 6=i
|Dqkζi|∞|Dqj ζi|∞ +
m∑
l=1,l 6=i
|D2qkqjζl|∞


+
1
m3
m∑
l1,l2=1
l1 6=l2 6=i
|Dqkζl1 |∞|Dqjζl2 |∞
Using the estimations from the previous steps, we conclude the thesis of points (1) and (2) of the
theorem.
The statement in (3) can be easily obtained by differentiating the Hamilton-Jacobi equation satisfied
by U (m) with respect the variable qj . Indeed, we have
|Dqj∂tU (m)| ≤
1
m
|DqH(qj ,mDqjU (m))|+
1
m
|DpH(qj ,mDqjU (m))|m|D2qjqjU (m)|
+
∑
i6=j
1
m
|DpH(qi,mDqiU (m))|m|D2qjqiU (m)|+ |DqjF (m)|
≤ 1
m
|DqH(qj ,mDqjU (m))|+
1
m
|DpH(qj ,mDqjU (m))|
+
C
m
+ |DqjF (m)|,
from where, we obtain
m∑
j=1
m|Dqj∂tU (m)|2 ≤
m∑
j=1
1
m
|DqH(qj ,mDqjU (m))|2 +
m∑
j=1
1
m
|DpH(qj ,mDqjU (m))|2
+ C +
m∑
j=1
m|DqjF (m)|2 ≤ C,
where we used the assumption on F (m), (3.16) and the fact that since U ∈ C1,1loc ([0, T ]× P2(M)) and
DpH is Lipschitz, we have
∑m
j=1
1
m
|DpH(qj ,mDqjU (m))|2 ≤ C. The claim follows, which concludes
the proof of the theorem.

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Lemma D.3. Let [X Y ]⊤ = [X1 . . . Xm Y1 . . . Ym]
⊤ ∈ R2m be the solution of the ODE system
(D.19) ∂t
[
X
Y
]
=
[
A1
A2
]
+
[
B1 B2
B3 B4
] [
X
Y
]
,
[
X(0)
Y (0)
]
=
[
0m
Y0
]
,
where A1, A2, Y0 ∈ Rm, 0m ∈ Rm is the zero vector and the (m×m)-dimensional blocks Bi are such
that
B1 = B4 = Im×m; B2 = mIm×m and B3 =


1
m
1
m2
. . . 1
m2
1
m2
1
m
. . . 1
m2
. . . . . .
. . . . . .
1
m2
. . . 1
m2
1
m

 .(D.20)
Then there exists a constant C > 0 (independent of m), such that
(1) If for i0 ∈ {1, . . . ,m} fixed
(A1)i0 = 1, (A1)i =
1
m
, ∀ i 6= i0
and
(A2)i0 = (Y0)i0 =
1
m
, (A2)i = (Y0)i =
1
m2
, ∀ i 6= i0,
then
|Xi(t)| ≤


etC , i = i0,
etC
m
, i ∈ {1, . . . ,m}, i 6= i0, and |Yi(t)| ≤
{
etC
m
, i = i0,
etC
m2
, i ∈ {1, . . . ,m}, i 6= i0.
(2) If for some k, j ∈ {1, . . . ,m} fixed, k 6= j, we have
(A1)j = (A1)k =
1
m
, (A1)i =
1
m2
, ∀ i 6= j, i 6= k
and
(A2)j = (A2)k = (Y0)j = (Y0)k =
1
m2
, (A2)i = (Y0)i =
1
m3
, ∀ i 6= j, i 6= k
then
|Xi(t)| ≤


etC
m
, i = j, i = k,
etC
m2
, i ∈ {1, . . . ,m}, i 6= j, i 6= k and |Yi(t)| ≤
{
etC
m2
, i = j, i = k,
etC
m3
, i ∈ {1, . . . ,m}, i 6= j, i 6= k.
Proof. We analyse the representation formula for (D.19) in the different cases. Since we are only inter-
ested in the asymptotic properties of the solution with respect to m, first let us study the asymptotic
behavior of the exponential and the inverse of the coefficient matrix.
Let B :=
[
B1 B2
B3 B4
]
and for n ∈ N, let us denote the powers of B as Bn :=
[
B1,n B2,n
B3,n B4,n
]
.
Claim. We have the following properties for the blocks Bi,n for all n ∈ N and for i, j ∈ {1, . . . ,m}
(1) (B1,n)ii ∼ const., (B1,n)ij ∼ 1m , if i 6= j.
(2) (B2,n)ii ∼ m, (B2,n)ij ∼ const., if i 6= j.
(3) (B3,n)ii ∼ 1m , (B3,n)ij ∼ 1m2 , if i 6= j.
(4) (B4,n)ii ∼ const., (B4,n)ij ∼ 1m , if i 6= j.
Proof of the Claim. This follows from a mathematical induction argument in n.
Since we have a characterization of the asymptotic properties in terms of m of the elements of the
powers n ∈ N of the block matrix (which are uniform in n), the property from the Claim will also
hold true for the blocks of the matrix exponential of B. Setting A := [A⊤1 A
⊤
2 ]
⊤, the representation
formula for the solutions of (D.19) reads as[
X(t)
Y (t)
]
= exp(tB)
(
[0⊤m Y
⊤
0 ]
⊤ +B−1A
)−B−1A.
DETERMINISTIC DISPLACEMENT CONVEX POTENTIAL GAMES 75
It remains to compute B−1 (which exists, since B is nonsingular), for which we have the formula
(using the blocks from (D.20))
B−1 =
[
(Im −mB3)−1 −m(Im −mB3)−1
−B3(Im −mB3)−1 Im +mB3(Im −mB3)−1
]
=
[
M −mM
−B3M Im +mB3M
]
,
where, we have used the notation
M := (Im −mB3)−1 = m


0 −1 . . . −1
−1 0 . . . −1
. . . . . .
. . . . . .
−1 . . . −1 0


−1
=


mm−2
m−1
−m
m−1 . . .
−m
m−1
−m
m−1 m
m−2
m−1 . . .
−m
m−1
. . . . . .
. . . . . .
−m
m−1 . . .
−m
m−1 m
m−2
m−1


Now, in the case of (1), we have that (B−1A)i = 0, if i ∈ {1, . . . ,m}, and (B−1A)m+i0 = 1m and
(B−1A)i =
1
m2
, if i ∈ {m+ 1, . . . , 2m, i 6= m+ i0.
Furthermore, there exists a constant C > 0 (independent of m) such that
(
exp(tB)[0⊤m Y
⊤
0 ]
⊤
)
i
∼


etC , i = i0,
etC
m
, i ∈ {1, . . . ,m}, i 6= i0,
etC
m
, i = m+ i0,
etC
m2
, i ∈ {m+ 1, . . . , 2m}, i 6= m+ i0.
(1) from the thesis of the lemma follows.
In the case on (2), we compute similarly (B−1A)i = 0, if i ∈ {1, . . . ,m}, (B−1A)i = 1m2 if i = m+j
or j = m+ k and (B−1A)i =
1
m3
otherwise.
Furthermore, there exists a constant C > 0 (independent of m) such that
(
exp(tB)[0⊤m Y
⊤
0 ]
⊤
)
i
∼


etC
m
, i = j, i = k,
etC
m2
, i ∈ {1, . . . ,m}, i 6= j, i 6= k
etC
m2
, i = m+ j, i = m+ k,
etC
m3
, i ∈ {m+ 1, . . . , 2m}, i 6= m+ j, i 6= m+ k.
And finally, (2) from the thesis of the lemma follows. 
Lemma D.4. Let X = (Xij)
m
i,j=1 and Y = (Xij)
m
i,j=1 be such that [X Y ]
⊤ ∈ R2m×m is the solution
of the ODE system
(D.21) ∂t
[
X
Y
]
=
[
B1 B2
B3 B4
] [
X
Y
]
,
[
X(0)
Y (0)
]
=
[
Im
Y0
]
,
where Y0 ∈ Rm×m, is set to Y0 := B3 and the (m×m)-dimensional blocks Bi are defined in (D.20).
Then, there exists C > 0 (independent of m) such that
|Xij(t)| ≤


etC , i = j,
etC
m
, i 6= j, and |Yij(t)| ≤
{
etC
m
, i = j,
etC
m2
, i 6= j.
Proof. This result is a consequence of the asymptotic behavior of the matrix exponential exp(tB),
where B :=
[
B1 B2
B3 B4
]
. Using the asymptotic result from the Claim in Lemma D.3 and from the
representation formula
(D.22)
[
X(t)
Y (t)
]
= exp(tB)[Im Y0]
⊤,
the result follows. 
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Appendix E. Proofs of the results from Subsection 4.2
Proof of Proposition 4.3. By construction we have ui,N(0, q) = ui,N0 (q). Using the same arguments as
in the proof of Lemma 3.21, we have that ui,N , i ∈ {1, . . . , N}, solve a system similar to (3.39), that
is
∂tu
i,N (t, q) +Dqiu
i,N(t, q) ·DpH(qi, (m+ 1)DqiU (m+1)(t, q))
(E.1)
+
m∑
j 6=i
Dqju
i,N (t, q) ·DpH(qj , (m+ 1)DqjU (m+1)(t, q))
= L(qi, DpH(qi, (m+ 1)DqiU
(m+1)(t, q))) + f i,N (q),
where as in the proof of Lemma 3.21 U (m+1)(t, q) = U(t, µ(m+1)q ) and U is the unique classical solution
to the Hamilton-Jacobi equation (3.1). Furthermore, as we see in that proof, also have
(m+ 1)DqiU
(m+1)(t, q) = ∇wU(t, µ(m+1)q )(qi) = Dqiu(t, qi, µ(m+1)q ).
By the definition of ui,N , one has the identities
Dqiu
i,N(t, q) = Dqiu(t, qi, µ
(m+1)
q ) +
1
m+ 1
∇wu(t, qi, µ(m+1)q )(qi)
and
Dqju
i,N (t, q) =
1
m+ 1
∇wu(t, qi, µ(m+1)q )(qj).(E.2)
We further write
Dqju
i,N (t, q) ·DpH(qj , (m+ 1)DqjU (m+1)(t, q)) = Dqjui,N(t, q) ·DpH(qj , Dqjuj,N (t, q)) + ri,Nj (t, q),
where
rj,Nj (t, q) := Dqju
i,N (t, q) ·DpH(qj , (m+ 1)DqjU (m+1)(t, q))−Dqjui,N (t, q) ·DpH(qj , Dqjuj,N(t, q))
By the Lipschitz continuity of DpH we have that there exists a constant C > 0 such that
|ri,Nj (t, q)| ≤
C
m+ 1
|Dqjui,N(t, q)||∇wu(t, qj , µ(m+1)q )(qj)|.
Similarly,
DpH(qi, (m+ 1)DqiU
(m+1)(t, q)) = DpH(qi, Dqiu
i,N (t, q)) + r˜i,N (t, q)
with
r˜i,N (t, q) := DpH(qi, (m+ 1)DqiU
(m+1)(t, q))−DpH(qi, Dqiui,N (t, q))
and
|r˜i,N (t, q)| ≤ C
m+ 1
|∇wu(t, qi, µ(m+1)q )(qi)|.
So, we also have
L(qi, DpH(qi,(m+ 1)DqiU
(m+1)(t, q))) = L(qi, DpH(qi, Dqiu
i,N(t, q)))
+DvL(qi, DpH(qi, Dqiu
i,N (t, q))) · r˜i,N (t, q) + 1
2
r˜i,N (t, q)D2vvL(qi, θ
i,N (t, q))r˜i,N (t, q)
= L(qi, DpH(qi, Dqiu
i,N (t, q))) +Dqiu
i,N(t, q) · r˜i,N (t, q)
+
1
2
r˜i,N (t, q)D2vvL(qi, θ
i,N (t, q))r˜i,N (t, q)
= L(qi, DpH(qi, Dqiu
i,N (t, q))) + ri,Ni (t, q) +
1
2
r˜i,N (t, q)D2vvL(qi, θ
i,N (t, q))r˜i,N (t, q),
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where θi,N (t, q) is a point in the line segment connecting DpH(qi, (m + 1)DqiU
(m+1)(t, q)) and
DpH(qi, Dqiu
i,N (t, q)). Using the fact that D2vvL is uniformly bounded, by setting
rˆi,N (t, q) :=
1
2
r˜i,N (t, q)D2vvL(qi, θ
i,N (t, q))r˜i,N (t, q),
we have that there exists a constant C > 0 such that
|rˆi,N (t, q)| ≤ C|r˜i,N (t, q)|2 ≤ C
(m+ 1)2
|∇wu(t, qi, µ(m+1)q )(qi)|2.
Having all the previous arguments, one can rewrite (E.1) as
∂tu
i,N (t, q) +Dqiu
i,N (t, q) ·DpH(qi, Dqiui,N(t, q)) − L(qi, DpH(qi, Dqiui,N (t, q)))(E.3)
+
m∑
j 6=i
Dqju
i,N(t, q) ·DpH(qj , Dqjuj,N (t, q))
= f i,N(q) + ri,N (t, q),
where we set ri,N := rˆi,N (t, q)−∑j 6=i ri,Nj (t, q). Now, by (E.2) we observe that
|ri,N (t, q)| ≤ C
(m+ 1)2
|∇wu(t, qi, µ(m+1)q )(qi)|2 +
C
(m+ 1)
∑
j 6=i
|Dqjui,N (t, q)||∇wu(t, qj , µ(m+1)q )(qj)|
=
C
(m+ 1)2
|∇wu(t, qi, µ(m+1)q )(qi)|2 +
C
(m+ 1)2
∑
j 6=i
|∇wu(t, qi, µ(m+1)q )(qj)||∇wu(t, qj , µ(m+1)q )(qj)|
≤ C
(m+ 1)2
m∑
j=0
|∇wu(t, qj , µ(m+1)q )(qj)|2 +
C
(m+ 1)2
m∑
j=0
|∇wu(t, qi, µ(m+1)q )(qj)|2
=
C
m+ 1
(ˆ
M
|∇wu(t, a, µ(m+1)q )(a)|2µ(m+1)q (da) +
ˆ
M
|∇wu(t, qi, µ(m+1)q )(a)|2µ(m+1)q (da)
)
Since the map b 7→ ´
M
|∇wu(t, b, µ)(a)|2µ(da) is locally uniformly bounded for µ ∈ Br, for any R > 0
we have that ˆ
M
|∇wu(t, a, µ)(a)|2µ(da) ≤
ˆ
M
sup
b∈BR(0)
|∇wu(t, b, µ)(a)|2µ(da).
Thus, we have (4.5) and so the thesis follows.

Proof of Proposition 4.4. First, let us notice that by the assumption that Dqiv
i,N ∈ C0,1([0, T ]×MN)
uniformly with respect to N , we have that there exists β = β(R, T ) > 0 such that q(t) ∈ Bβ(0)N ,
for all t ∈ [0, T ], N ∈ N and qˆ ∈ BR(0)N . Similarly, by the by the assumptions on DpH and by the
regularity of Dq0u, Q(t) ∈ Bβ(0)N , for all t ∈ [0, T ], N ∈ N and qˆ ∈ BR(0)N .
We closely follow the steps of the proof of Theorem 4.2. from [18].
Using the Lipschitz continuity of DpH and the Lipschitz continuity of Dq0u on [0, T ]×Bβ(0)×Bβ ,
we obtain
|qi(s)−Qi(s)|2 ≤
ˆ t
s
|qi(τ) −Qi(τ)|2dτ
+
ˆ t
s
|DpH(qi(τ), Dqivi,N (τ, q(τ))) −DpH(Qi(τ), Dq0u(τ,Qi(τ), µ(m+1)Q(τ) ))|2dτ
≤ C
ˆ t
s
|qi(τ) −Qi(τ)|2dτ + C
ˆ t
s
|Dqivi,N (τ, q(τ)) −Dq0u(τ, qi(τ), µ(m+1)q(τ) )|2dτ
+ C
ˆ t
s
W 22
(
µ
(m+1)
q(τ) , µ
(m+1)
Q(τ)
)
dτ
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Gro¨nwall’s inequality yileds
|qi(s)−Qi(s)|2 ≤ C
ˆ t
s
|Dqivi,N (τ, q(τ))−Dq0u(τ, qi(τ), µ(m+1)q(τ) )|2dτ +C
ˆ t
s
W 22
(
µ
(m+1)
q(τ) , µ
(m+1)
Q(τ)
)
dτ.
Since
W 22
(
µ
(m+1)
q(τ) , µ
(m+1)
Q(τ)
)
≤
m∑
j=0
1
(m+ 1)
|qj(τ)−Qj(τ)|2,
applying again Gro¨nwall’s inequality one has
W 22
(
µ
(m+1)
q(s) , µ
(m+1)
Q(s)
)
≤ C
m+ 1
m∑
j=0
ˆ t
s
|Dqjvj,N (τ, q(τ)) −Dq0u(τ, qj(τ), µ(m+1)q(τ) )|2dτ.(E.4)
Using Proposition 4.3, the fact that both Dq0u(·, ·, µ(N)q(·) ) and ∇wu(·, ·, µ(N)q(·) )(·) are uniformly
bounded on [0, T ] × Bβ(0) and on [0, T ] × Bβ(0) × Bβ(0), following the exact same lines of argu-
ments as the one of Theorem 4.2 from [18] we obtain
N−1∑
j=0
ˆ T
0
|Dqjvj,N (τ, q(τ)) −Dq0u(τ, qj(τ), µ(N)q(τ))|2dτ ≤
C
N
.
This, together with (E.4) yields the desired inequality. 
Proof of Corollary 4.5. Since we are in the setting of Proposition 4.4, we have that there exists a
constant C = C(R, T ) > 0 such that
W2
(
µ
(N)
Q(s), µ
(N)
q(s)
)
≤ C
N
.
Then, Lemma 3.3(ii) implies that there exists a constant C = C(T,R, r) > 0 such that
W2
(
µ
(N)
q(s), σs
)
≤ eC(t−s)W2(µ(N)qˆ , µ).
By the triangle inequality
W2
(
µ(N)q (s), σs
)
≤W2
(
µ(N)q (s), µ
(N)
Q(s)
)
+W2
(
µ
(N)
Q (s), σs
)
and so the result follows. 
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