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Introduction
Neutrons are a unique probe for investigating the structure and the dynamics of
matter from the microscopic down to the atomic scale. The neutrons strongly in-
teract with nuclei via nuclear reactions and scattering. This particle is unstable
outside the nucleus and it decays through a weak interaction, the β-decay. Further-
more, neutrons undergo electromagnetic interaction because of the spin coupling
with their magnetic moment. Although neutrons suffer all four fundamental inter-
actions, they mainly interact with nuclei through the strong force. These reactions
are more unusual compared with the Coulomb interactions, because of the short
range of this force. Neutrons are chargeless and their electric dipole moment has
a maximum upper limit of ≈ 10−26 e·cm. Thanks to these properties, neutrons are
rather weakly interacting with matter and are more penetrating than charged par-
ticles.
The big advantage of neutrons is that the sample is not strongly affected by the
interactions with them and the distortions can be considered as a small fluctuations
from the equilibrium state. Investigations of samples under extreme conditions,
e.g., high temperature, pressure and electromagnetic fields, are possible. Also, the
high penetration depth of the neutrons allows the study of large or bulk samples
and buried interfaces.
On the other hand, this makes them, also, difficult to detect. Both the rare in-
teraction and limited available intensity of neutron sources lead to a poor signal
generation for the neutron scattering techniques. This represents a challenge not
only for the development of new generation, high-intensity neutron sources, but
also for the design of new flexible instrumentation able to meet the needs of better
performance.
At the European Spallation Source (ESS), presently under construction in Lund
(Sweden), an intensity increase is foreseen of at least one order of magnitude with
respect to the current neutron facilities. The peculiarity of the long pulse and low
repetition rate time structure of the proton pulse, offer an unprecedented possibil-
ity to perform experiments exploiting neutron energy in the cold and thermal range
(0.1 meV to 50 meV), thus focusing on slow dynamics and large-scale fluctuations
of complex systems. The high brightness of the source will allow to employ smaller
samples, which are typically more homogeneous, moreover it is not always possi-
ble to produce big sample and they are usually available in nature only in small
volumes; the high intensity will allow as well faster measurements, increased use of
polarized neutrons and detection of weaker signals.
The demands of better performances drive the development of design and opera-
tion for the instruments. The measurement of structures and dynamics over a wide
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length or time scales enforces a flexibility of the instrument to allow exchanges be-
tween brightness and better resolution, optimization of signal-to-noise ratio and the
use of polarized neutrons as needed. In order to probe smaller sample, the instru-
ment must be designed combining the high flux of the source and advanced neutron
optics. The possibility of using the neutron polarization technique leads, instead,
to improvements in different applications of physics, chemistry, biology etc.
It therefore appears clear that the improvement of the detectors response is of a
crucial importance to fulfil the requirement of increasing performance, since the
3He-based detector is at the limit of its technology. In addition to that, the 3He
crisis of the past few years, opened up to the research for alternative solutions in
order to replace the 3He-based neutron detector technology.
This PhD project fits in this context of instrumentation development, focusing the
attention on the research and the investigation of new neutron detector technolo-
gies. Two different solutions are discussed in the manuscript: a Boron-based thermal
neutron gaseous detector for neutron reflectometry and a solid state Si-based ther-
mal neutron detector coupled to a Gadolinium converter. The work regarding the
first project has been carried out at the European Spallation Source (ESS) in Lund
(Sweden) in the Detector Group (DG), while the second project was realized at the
Department of Physics of the University of Perugia (Italy).
The Detector Group is in charge of the development of new technologies for ther-
mal neutron detection for the instruments at ESS, and it based its research mainly
on the 10Boron technology. 10B has a relative high natural abundance (∼ 20%),
if compared with the one of 3He (1.4 parts per million), and has a large neutron
absorption cross-section, even if lower than that of 3He. The Boron-based detec-
tor developed at ESS is in an advanced design phase, therefore not only a specific
technical characterization can be performed, but also scientific cases can be studied.
Further aspects can be investigated in order to have a full understanding and to
validate this class of new neutron detector technology. Among others, the character-
ization of the background is a fundamental feature to study in order to understand
the limit of the best signal-to-noise ratio available. Of particular interest, especially
considering that the increase in flux leads to an increase of the background as well.
The project developed at the University of Perugia is based on a prototype of a solid
state thermal neutron detector started few years ago. The appealing feature of the
neutron capture through Gadolinium, which has one of the highest neutron cross
section, and the production of electrons instead of heavy charged particles, pushes
several research programs to study possible alternatives employing the Gd. The
work on the Silicon-based neutron detector, on the other hand, is in a conceptual
phase. The aspects of the work mostly focus on the improvements of the different
part of the design based on both basic operation measurements and simulations.
The difference on the status of the two projects reflects in the separation of the
work.
The Multi-Blade is a Boron-based gaseous detector, currently under development at
ESS. It has been previously introduced at ILL in 2005, but never implemented until
2012. The Multi-Blade is a small area detector for neutron reflectometry applica-
tions. The most challenging requirements of the detector, set by the instruments
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and the research of new physics, are the spatial resolution and the counting rate
capability.
Neutron reflectometry is a technique to study surfaces and interfaces on typical
length-scales on the order of nano-meters. The limits are imposed by the measure-
ments range and the instrumental resolution. Currently a typical dynamic range for
reflectivities measurements is below 10−6. Strong limitations are set by the available
flux. In specular reflectivity measurements, the neutron phase space is considerably
reduced, indeed, the beam must be highly collimated and, monochromatized in the
case of fixed wavelength spectrometers, or chopped on a time-of-flight reflectometer.
Both techniques lead to an enormous waste of flux. The objective is to increase the
available flux, both with the construction of new high-intensity sources, and with
the development of new instruments layout able to exploit it.
From the point of view of detectors, the challenge is to achieve the better spatial
resolution, about 3 times smaller than the state-of-the art, and higher counting rate
capability, about 2-3 orders of magnitudes. The inclined geometry of the Multi-
Blade leads to an improvement of both features and the use of a 10B4C converter
layer at grazing angle increases the detection efficiency as well. The neutron is
absorbed in the boron layer and, in the conversion process, α and Li particles are
emitted. This charged particles travel across the detection medium releasing their
energy. The detection medium is a gas mixture of ArCO2 (80/20) at atmospheric
pressure. The Multi-Blade is a modular detector and each unit works as a Multi
Wire Proportional Chamber (MWPC), it employs, indeed, a plane of wires (anodes)
and a plane of strips (cathodes), which ensure a 2-dimensional read out.
The whole process has been followed for this PhD work, from the assembling of a
new demonstrator till the measurements on instruments. Several preliminary tests
have been performed both at Source Testing Facility (STF) in Lund University
(SE) and at the Budapest Research Center (BNC) in Budapest (HU). A complete
system, mechanics, electronics and data acquisition system has been set up and
finally tested on a real neutron reflectometer at ISIS in UK. The experiment con-
cerned the technical characterization of the detector, i.e., uniformity and linearity,
spatial resolution, stability, efficiency, but also it was proved the establishment of
this technology for neutron reflectometry by performing, for the first time, science
measurements using the Multi-Blade detector.
To validate the effectiveness of this detector technology it has been investigated,
for the first time on this class of devices, the response to fast neutrons. Previous
works on γ-ray sensitivity have been carried out. The background discrimination is,
indeed, a fundamental feature to investigate, in order to reduce as much as possible
the effect of background events on the efficiency of the detector.
A detailed study on the different types of interaction between fast neutrons and
several materials is described. In order to quantify the fast neutron sensitivity of
the Multi-Blade, the procedure of energy discrimination has been applied to the
measurements. Different fast neutron sources has been used for this work, also
some measurements with γ-ray sources has been performed, so to have a direct
comparison between the γ-ray and fast neutron sensitivity. Although the measure-
ments refer to the Multi-Blade, this detector is based on a MWPC geometry, thus
the results obtained and the discussion of the underlying physical mechanisms are
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more general and can be extended to other gaseous-based neutron detectors.
Some measurements have been performed with an 3He-tube, in order to compare
the two technologies. Due to the difficulty in decoupling the thermal neutron contri-
bution from the fast neutron events, using the same experimental method adopted
for the Multi-Blade, only preliminary and qualitative results can be discussed.
The Silicon-Pin detector coupled with a Gadolinium converter is a project for future
application in neutron scattering, under development at the University of Perugia.
The basic design is to couple a silicon microstrip sensor, well-know and widely used
in particular for high-energy physics applications, together with a Gd converter.
The results of the performances for this class of devices for thermal neutron de-
tection is presented. The improvements on the design regard especially the way in
which the two components, the silicon sensor and the neutron converter, can be
linked. At present no optimized deposition technique for Gadolinium is available, a
study of the evaporation deposition method has been performed.
The requirements for large area and flexible shape detectors with submillimetric
resolution could be satisfied by resorting to the technology based on solid state
Si devices. The main advantage is the possibility to exploit the Integrated Cir-
cuit technology, in order to meet the demand for high-density readout electronics.
Moreover, the high spatial resolution and high counting rate, typical of the Si p-n
junction diode, make it a promising alternative in neutron detection, when operat-
ing under the intense neutron fluxes expected at future facilities. The development
of a suitable electronics is a work in progress for the present prototypes.
For solid state Si detectors the charge signal is rather small, therefore a better data
processing is relevant in the case of these kind of devices where the electronic noise
becomes an important issue, in addition to the background rejection. The ability
to operate in high noise environment, where the low signal from Si detectors is a
limitation, would be a major step forward for this technology. To this purpose it
has been developed a new approach for a real time analysis of the detector pulses.
A pulse shape analysis method is proposed and tested both on simulations and
measurements. The promising performances and the capability to couple high in-
tegration electronics push forward the development of real time and single event
analysis systems. Neutron scattering applications, e.g., diffraction or spectroscopy,
can benefit by employing such kind of solid state Si-based neutron detectors, to-
gether with the pulse shape analysis method.
The intent of this work is to show the effectiveness of the detector technologies
proposed, not only from the technical point of view, but also to demonstrate how
the science can benefit by employing these new classes of devices.
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Chapter 1
Neutron interaction with matter
1.1 Basic properties of the neutron
Neutrons together with protons are the the components of the nucleus of an atom.
The neutron is made up of three quarks, (up, down, down) and it has a mass
slightly larger than that of a proton (mp = 938.28 MeV/c2) mn = 939.57 MeV/c2.
Neutrons are not stable outside the nucleus, they decay into a proton, electron and
an electron-antineutrino via β-decay with a mean life time of τn = 885.7±0.8 s [1, 2].
Neutrons are subject to all four fundamental interactions. Nuclear reactions and
scattering with the nucleus are strong interactions, the β-decay of a neutron is a
weak interaction. As the neutrons are uncharged particles, they are unaffected by
the Coulomb potential of the electrons. The electron magnetic interaction of the
neutrons is only due to the spin coupling
(
s= 12
)
with the magnetic moment. The
magnetic moment of neutrons is given by:
µ= gssµN (1.1)
where gs is known as the spin g factor and is calculated by solving a relativistic
quantum mechanical equation, s is the spin and the nuclear magneton is:
µN =
e}
2mp
= 3.1525× 10−8eV/T (1.2)
where mp is the proton mass. The principal means of neutron interaction is
through the strong force with nuclei. These reactions are much rarer in comparison
with the Coulomb interactions, because of the short range of this force [3].
Due to its neutrality the neutron is rather weakly interacting with matter, leading to
important consequences. The neutron produce a small disturbance of the sample’s
properties, which can be treated as small fluctuations from the equilibrium state.
Linear-response theory is a good approximation to extract the scattering law. The
neutron has a large penetration depth, indeed it must come within ∼ 10−15m before
interacting with the nuclei. The large penetration depth of the neutrons is beneficial
for the investigation of materials under extreme conditions such as very low and very
high temperatures, high pressures, high magnetic and electric fields. On the other
hand, this is also the reason why it is rather difficult to detect these particles [4].
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In the non-relativist limit the energy E of a neutron can be described in terms of
its wavelength λ through the De Broglie relationship:
λ= 2pi}
mnv
⇒ E = 12mnv
2 = pi}
2
mnλ2
(1.3)
where } is the Plank’s constant andmn is the mass of the neutron. The wavevec-
tor k of the neutron has a magnitude
k = 2pi
λ
(1.4)
From equation 1.3 and 1.4 the energy E of the neutron can be written as:
E = }
2k2
2mn
(1.5)
The energy can be related to the temperature T as well
E = kBT (1.6)
where kB = 1.281 · 10−23 J/K is the Boltzmann constant.
Due to the strong energy dependence of neutron interactions, neutrons are classi-
fied according to their energy, although no specific boundaries are prescribed. In
table 1.1 the neutron energy regimes are also presented in terms of velocity, wave-
length and temperature.
Table 1.1: Energy classification of neutrons.
Term Energy (eV) Velocity (m/s) λ (Å) Temperature (K)
ultra cold < 2 · 10−7 < 6 > 520 < 0.002
very cold 10−7− 10−5 6− 99 520− 40 10−3− 0.6
cold 10−5− 10−3 99− 103 40− 4 0.6− 60
thermal 10−3− 0.5 103− 104 4− 0.4 60− 6 · 103
epithermal 0.5− 103 104− 105 0.4− 10−2
intermediate 103− 105 105− 106 10−2− 10−3
fast 105− 1010 106− 109 10−3− 10−6
When a neutron interacts with matter a variety of nuclear processes depending
on its energy may occur. Among these are:
(i) Elastic scattering from nuclei, namely A(n,n)A, which is the main mechanism
of energy loss for neutrons in the MeV region.
(ii) Inelastic scattering, e.g., A(n,n′)A∗, A(n,2n′)B, etc. In this reaction, the
nucleus is left in an excited state which may later decay by γ-ray or some
other form of radiative emission. In order to occur, the neutron must have
sufficient energy to excite the nucleus, usually on the order of 1 MeV or more.
Below this energy threshold, only elastic scattering may occur.
(iii) Radiative neutron capture, i.e., n+ (Z,A)→ γ + (Z,A+ 1). In general, the
cross-section for neutron capture goes approximately as 1/v with v the neutron
velocity. Therefore, absorption is most likely at low energies.
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(iv) Other nuclear reactions, such as (n,p), (n,d), (n,α), (n,t), (n,αp), etc., in which
the neutron is captured and charged particles are emitted. The energy range
of these reactions is typically between eV and keV. Like the radiative capture
reaction, the cross-section falls as 1/v.
(v) Fission occurs most likely at thermal energies.
(vi) High energy hadron shower production. This occurs at very high energy, above
100 MeV
The total probability for a neutron to interact in matter is given by the sum of
the individual cross-sections for the processes listed above:
σtot =
∑
i
σi = σelastic+σinelastic+σcapture+ ... (1.7)
If we multiply σtot by the density of atoms we obtain the macroscopic cross-
section Σ, thus the mean free path length l which is the inverse of Σ:
Σtot =
1
l
= n ·σtot = NAρ
A
σtot (1.8)
where ρ is the material mass density, A is the atomic number and NA is the
Avogadro’s number. If we consider a narrow beam of neutrons passing through
matter, the number of detected neutrons will fall off exponentially with absorber
thickness. In this case the probability for a neutron of wavelength λ to interact with
a nucleus of the matter at depth x in a thickness dx is given by:
I(x,λ)dx= Σe−xΣ(λ)dx (1.9)
The number of neutrons that pass through a layer of thickness d is obtained by
the integration of equation 1.9, as shown in equation 1.10:
N(d)
N0
=
∫ d
0
I(x)dx=
∫ d
0
Σe−xΣdx= 1− e−dΣ (1.10)
where N0 is the initial incoming neutron flux. For a more general case of non-
collimated source, equation 1.10 is no longer an adequate description. A more
complex neutron transport computation is then required to predict the number of
transmitted neutrons and their distribution in energy.
1.2 Neutron cross section
The probability per unit path length is conventionally expressed in terms of the
cross-section σ per nucleus for each type of interaction, i.e., the processes listed in
section 1.1. We consider a beam of particles incident on a target with the particles
in the beam uniformly distributed in space and time. We define Φ as the flux of
incident particles per unit area and per unit time, and dΩ as the solid angle per unit
time. Due to the randomness of the impacts, the number of particles scattered into
dΩ will statistically fluctuate over different finite periods of measuring. However,
in average this number will tend towards a fixed dNs/dΩ, where Ns is the average
11
number scattered per unit time. The differential cross-section is then defined as the
ratio
dσ
dΩ
(E,Ω) = 1
Φ
· dNs
dΩ
(1.11)
dσ
dΩ is the average fraction of the particle scattered into the considered solid
angle per unit time and per unit flux. In general, the value of dσdΩ will vary with the
energy of the reaction and the scattering angle. It is possible to calculate the total
cross-section for any scattering at an energy E as the integral of the differential
cross-section over all solid angles as follows:
σ(E) =
∫
dσ
dΩ
(E,Ω)dΩ (1.12)
In a real situation the target is usually a slab of material containing many
scattering centres. Thus we want to know how many interaction occur on the
average. Assuming that the target centres are uniformly distributed and the slab
is not too thick so that the likelihood of interaction is low, the number of centres
per unit perpendicular area which will be seen by the beam is n · δx where n is the
volume density of centres and δx is the thickness of the material along the direction
of the beam. The average number of scattered particles into dΩ per unit time is
defined as:
Ns(Ω) = Φ ·A ·n · δx · dσ
dΩ
dΩ (1.13)
where A is the total perpendicular area of the target. The total number scattered
into all angles is simply:
Ntot = Φ ·A ·n · δx ·σ (1.14)
Considering now the more general case of any thickness x, we define the proba-
bility P (x) for a particle not to suffer an interaction in a distance x of the target.
The probability to have an interaction in the interval (x,x+ dx) is given dividing
equation 1.14 by the total number of incident particles per unit time (Φ ·A). By
the definition of the macroscopic cross-section (eq. 1.8) we can substitute it and we
obtain:
P (x,x+ dx) = n ·σ · δx= Σ · δx (1.15)
The probability of not having an interaction between x and x+ dx is then:
P (x+ dx) = P (x)(1−Σ · dx)⇒
P (x)+ dP
dx
dx= P (x)−P (x)Σ · dx⇒
P (x) = C · e−Σx = e−Σx (1.16)
note that the integration constant C = 1, because it is required that P (x= 0) =
1.
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It is straightforward to define the probability of suffering interaction in the distance
x from equation 1.16 as:
Pint(x) = 1−P (x) = 1− e−Σx (1.17)
The mean distance travelled by a particle without suffering any collision is known
as the mean free path l. From equation 1.8, it is defined as the inverse of the
macroscopic cross-section. The probability of interaction can be expressed as:
Pint(x) = 1− e−
x
l (1.18)
1.3 Neutron sources and activity
Some of the possible mechanisms to produce neutrons and the activity of a source
will be described here, in order to define the units that will be useful for the exper-
imental discussions (chapters 4, 5, 6).
Natural neutron emitters do not exist, although nuclei created with excitation en-
ergy greater than the neutron binding energy can decay by neutron emission. These
excited states are, indeed, not produced in any convenient radioactive decay pro-
cess [5]. Neutron sources are based on either spontaneous fission or nuclear reaction.
1.3.1 Spontaneous Fission
Spontaneous fission can occur in many transuranic elements, releasing neutrons
along with the fission fragments. These products can promptly decay emitting β and
γ radiation. When used as a neutron source, the isotope is generally encapsulated
in a sufficient thick container so that much of the radiation can be absorbed leaving
only the fast neutrons, which are more penetrating particles.
The most common spontaneous fission source is 252Cf which has a half-life of 2.65
years. The dominant decay mechanism is the alpha decay (∼ 97%) compared to
spontaneous fission (∼ 3%). The neutron yield is 0.116 n/s per Bq, combining both
decay rate. The energy spectrum of neutrons is continuous up to about 10 MeV and
exhibits a Maxwellian shape. The distribution can be described by the expression:
dN
dE
=
√
Ee−
E
T (1.19)
where the constant T = 1.3 MeV for the 252Cf [6].
1.3.2 Nuclear Reactions
A more convenient method of producing neutrons is through the nuclear reactions
(α, n) or (γ, n). Such sources are generally made by mixing a strong α or γ emitter
with a suitable target material. The most common target material is beryllium.
It undergoes a number of reactions which lead to the production of free neutrons
under bombardment by alpha-particles, such as:
13
α+9Be→13 C∗→

12C∗+n
8Be+α+n
3α+n
(1.20)
The excited compound nucleus 13C∗ is formed, then it decays through a variety
of modes depending on the excitation energy. In general, the dominant reaction is
the decay to 12C. Most of the α-particles simply are stopped in the target and only
1 in about 104 reacts with a beryllium nucleus.
The actinide elements are the most diffused alpha emitters, a stable alloy can be
made in the form MBe13, where M represents the actinide metal. Some of the
common choices for alpha emitters are 238Pu and 241Am. The neutron energy
spectra from all such α/Be sources are similar, any differences reflect only the small
variations in the primary α energies. In figure 1.1 the neutron energy spectra from
241Am/Be (left) and 238Pu/Be (right) source are shown [6].
Figure 1.1: Neutron energy spectra from 241Am/Be (left) and 238Pu/Be (right) sources
(from [6]).
In the case of the photo-reaction (γ, n) only two target nuclei, 9Be and 2H,
are suitable. The emission of a free neutron arises if, by the absorption of a γ-ray
photon, the target nucleus is in a sufficient excitation energy state. The advantage
of these kind of sources is that if the gamma-rays are mono-energetic, the neutron
are, also, emitted nearly mono-energetic. On the other side the reaction yield per
γ is lower than that of the α-type sources and the gamma-ray background is much
more intense.
1.3.3 Activity
The activity of a radioisotope source is defined as the mean number of decay pro-
cesses it undergoes per unit time. Note that the activity measures the source dis-
integration rate, which is not necessarily synonymous with the amount of radiation
emitted in its decay. The relation between radiation output and activity depends
on the specific nuclear decay scheme of the isotope.
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The radioactive decay law asserts that the activity of a radioactive sample decays
exponentially in time. In term of quantum mechanics, this can be derived by con-
sidering that a nuclear decay process is expressed by a transition probability per
unit time, λd, characteristic of the nuclear species. If a nuclide has more than one
mode of decay, λd is the sum of each constant per mode. The activity can be defined
as:
A(t) = dN(t)
dt
=−λdN(t) (1.21)
where N is the number of nuclei and λd the decay constant. Integrating equa-
tion 1.21 it results in the exponential:
dN(t) =N(0)e−λdt (1.22)
N(0) is the number of the radioactive nuclei at the time t= 0. The activity can
be expressed as the inverse of the decay constant λd, the mean lifetime τ = 1/λd,
i.e., the time it takes for the sample to decay 1/e of its initial activity. Equally the
half-life, t1/2, can be used to define the activity. It is the time in which the source
decay to one half of its original activity, thus t1/2 = τ ·ln2. It is possible to calculate
the activity at the time t by knowing the original activity (A0) at time t= 0 as:
A(t) = λd ·N(t) = λd ·N(0)e−λdt =A0 · e−λdt (1.23)
The traditional unit of activity has been the Curie (Ci), defined as 3.7× 1010
disintegrations/second, which is the activity of 1 g of pure 226Ra. The laboratory-
scale for radioisotope sources is usually on the order of µCi, thus for practical aims
this unit has been replaced by the Becquerel, defined as one disintegration per
second. Thus 1 Bq = 2.7× 10−11 Ci.
1.4 Neutron scattering
We consider now the nuclear scattering by a general system of particles. We derive
a general expression for the cross-section d2σ/dΩdE′ for a specific transition of
the scattering system from one of its quantum states to another [7]. From the
general theory [8, 9] the incoming particle can be described by a plane wave which
interacts with the nucleus through a potential V . Suppose we have a neutron with
wave-vector k on a scattering system in a state identified by an index λ. Through
the potential V the particle is scattered so that its final wave-vector is k′ and the
final state of the scattering system is λ′. The resulting wave-function ψ will be
a superposition of the incoming wave and a spherically diffused wave. It is the
solution of the Schrödinger equation:[
− }
2
2m∇
2+V
]
ψ = Eψ (1.24)
N is defined as the number of nuclei in the scattering system, Rj (j = 1, ...N)
the position vector of the jth nucleus and r the position vector of the neutron.
The differential cross-section (dσ/dΩ)λ→λ′ represents the sum of all processes that
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involve the change of the scattering system state from λ to λ′ and the state of
neutron changes from k to k′. From the equation 1.11 is obtained:(
dσ
dΩ
)
λ→λ′
= 1
Φ
1
dΩ
∑
k′
Wk,λ→k′,λ′ (1.25)
where Wk,λ→k′,λ′ is the number of transitions per second from the initial to the
final state. To evaluate the expression 1.25 we use the Fermi’s golden rule so that
∑
k′
Wk,λ→k′,λ′ =
2pi
}
ρk′ |〈k′λ′|V |kλ〉|2 (1.26)
ρk′ is the number of momentum states in dΩ per unit energy range for neutron
in state k′. The matrix element can be explicit as:
〈k′λ′|V |kλ〉=
∫
ψ∗k′χ
∗
λ′V ψkχλ dR dr (1.27)
where χ denotes the wave-function of a scattering system (i.e., λ λ′), dRj is
an element of volume for the jth nucleus and dr is an element of volume for the
neutron.
In order to calculate ρk′ , can be adopted a standard device in quantum mechanics,
the box normalisation [7]. One can imagine the neutron and the scattering system
to be in a large box, thus the normalization constant of the neutron wave-function
is fixed and the only allowed neutron states are those of which de Broglie waves are
periodic in the box. The volume of the unit cell of the lattice is
vk =
(2pi)3
A
(1.28)
where A is the volume of the box. The final energy of the neutron is
E′ = }
2
2mk
′2 (1.29)
with
dE′ = }
2
m
k′dk′ (1.30)
The number of states in dΩ with energy between E′ and E′+dE′ is, by definition,
ρk′dE′, which can be expressed in terms of number of wave-vector points in the
element of volume k′2dkdΩ. A sketch is shown is figure 1.2.
ρk′dE
′ = 1
vk
k′2dk′dΩ (1.31)
Substituting equations 1.28 and 1.30 in equation 1.31 we obtain:
ρk′ =
A
(2pi)3k
′m
}2
dΩ (1.32)
We now assume that there is one neutron in the box of volume A, so that the
neutron intensity is 1/A. The wave-function ψk′ is a plane wave, it can be expressed
as:
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Figure 1.2: The points represent k′ values allowed by box normalization. The spheres correspond
to the neutron energy E′ and E′+dE′. The element of volume k′2dkdΩ lies in between the two
spheres in the direction k′. (From [7]).
ψk =
1√
A
eikr (1.33)
The matrix element in 1.27 thus can be written as follows.
〈k′λ′|V |kλ〉= 1
A
∫
e−ik
′rχ∗λ′V e
ikrχλ dR dr (1.34)
Note that the flux of the incident neutrons is the product of their density and
velocity, namely:
Φ = 1
A
}
m
k (1.35)
By substituting equations 1.26, 1.32, 1.34 and 1.35 into 1.25, the following ex-
pression for (dσ/dΩ)λ→λ′ is obtained, which is the cross-section for neutrons scat-
tered into dΩ in the direction of k′.
(
dσ
dΩ
)
λ→λ′
= k
′
k
(
m
2pi}2
)2
|〈k′λ′|V |kλ〉|2 (1.36)
Note that since k, λ and λ′ remain constant in the element of volume considered
in figure 1.2, all the scattered neutrons have the same energy, which is determined by
the conservation of energy. The initial and final energies of the neutron are denoted
by E and E′, while Eλ and Eλ′ are the initial and final energies of the scattering
system. By the conservation of energy then E +Eλ = E′ +Eλ′ . In mathematical
terms the energy distribution of the scattered neutrons is a δ-function. It is finally
obtained the expression for the partial differential cross-section:
(
d2σ
dΩdE′
)
λ→λ′
= k
′
k
(
m
2pi}2
)2
|〈k′λ′|V |kλ〉|2δ(Eλ−Eλ′ +E−E′) (1.37)
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We now want to evaluate the matrix element in equation 1.37, integrating with
respect to the neutron coordinate, r. The potential of the neutron due to the jth
nucleus has the form Vj(r−Rj), thus the potential for the whole scattering system
is the sum of Vj over j; we also define xj = (r−Rj). The matrix element is:
〈k′λ′|V |kλ〉=
=
∑
j
∫
e−ik
′rχ∗λ′Vj(r−Rj)eikrχλ dRdr (1.38)
=
∑
j
∫
e−ik
′(xj+Rj)χ∗λ′Vj(xj)eik(xj+Rj)χλ dRdxj (1.39)
=
∑
j
Vj(κ)〈λ′|eiκRj)|λ〉 (1.40)
The transition between equation 1.38 and 1.39 is made in order to simplify the
calculation. For each j term in the sum, integrating with respect to r or to xj gives
the same result, because both integrations are done at fixed Rj over all space.
The next step of the calculation is to insert a specific function for Vj(xj). In order
to find a suitable solution we consider only one term, j = 1, of the sum in equa-
tion 1.38 and the differential cross-section dσ/dΩ for a single fixed nucleus can be
calculated. Since the nucleus is fixed at the origin, R1 = 0 and λ′ = λ, moreover
from the exponential terms in equation 1.38, we define κ = k− k’, which is known
as the scattering vector. In these conditions the matrix element which describe the
transition is:
〈k′λ′|V |kλ〉=
∫
χ∗λ′χλdR
∫
V (r)eiκrdr
=
∫
V (r)eiκrdr (1.41)
Inserting this result in equation 1.36, together with k′ = k, gives
dσ
dΩ
=
(
m
2pi}2
)2 ∣∣∣∣∫ V (r)eiκrdr∣∣∣∣2 (1.42)
As already mentioned, the nuclear forces for scattering have a range of about
10−15 m while the wavelength of a thermal neutron is of the order of 10−10 m. The
potential is non zero only in a short range on the scale of wavelength. It can be
written as a three-dimensional Dirac delta function, δ(r), of intensity a, which is a
real constant:
V (r) = aδ(r) (1.43)
Substituting this value in equation 1.42 we obtain:∫
V (r)eiκrdr= a
∫
δ(r)eiκrdr= a (1.44)
Therefore,
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dσ
dΩ
=
(
m
2pi}2
)2
a2 (1.45)
As we are considering the scattering of neutrons by a single fixed nucleus, the
angular distribution for the wave scattering is spherically symmetric. Then the
incident neutrons can be represented by a wave-function ψinc, and the scattered
neutrons at the point r is represented by the wave-function ψsc, given by the con-
dition of spherical symmetry:
ψinc = eikz, ψsc =− b
r
eikr (1.46)
where z is the axis along the direction of k, b is a constant and the minus sign
is a standard convention which correspond to a positive value of b for a repulsive
potential. Note that the magnitude of the wave-vector for the incident and the
scattered neutrons is the same. The energy of thermal neutrons is, indeed, too small
to change the internal energy of the nucleus. Moreover, we are taking the position
of the nucleus to be fixed, the neutron cannot give the nucleus kinetic energy. The
scattering is elastic, so the energy of neutron, and hence the magnitude of k, is
unchanged.
Considering the expression for ψinc and ψsc in equation 1.46 and v the velocity of
the neutrons, the same before and after the scattering because the process is elastic,
the number of neutrons passing through an area dS per second is:
vdS|ψsc|2 = vdS b
2
r2
= vb2dΩ (1.47)
The flux of incident neutron is Φ = v|ψinc|2 = v, thus from the definition of the
cross-section one obtains:
dσ
dΩ
= vb
2dΩ
ΦdΩ
= b2 (1.48)
Given equation 1.45 and 1.48:
a= 2pi}
2
m
b (1.49)
The quantity b is known as the scattering length, it depends on the nucleus
and measures the strength of the neutron-nucleus interaction. It is possible to
distinguish two types of nucleus. Typically in a strict potential scattering, b should
be independent of incident neutron energy. This occurs if the compound nucleus
formation, due to the scattering process with neutron, is not formed near an excited
state. The majority of nuclei belongs to this category. In the second type the
scattering length is complex and varies rapidly with the energy of the neutron. The
scattering of such nuclei is a resonance phenomenon and the compound nucleus has
an energy close to an excited nucleus. Since the imaginary part of the scattering
length correspond to absorption, such nuclei show a strong absorption behaviour.
The imaginary part of the scattering length is, therefore, small for the nuclei of the
first type.
Besides the particular nucleus, b depends on the spin state of the nucleus-neutron
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system as well. As already mentioned in section 1.1, the neutron has a spin 12 .
Suppose the nucleus has a spin I not zero, then the spin of the system can be either
I+ 12 or I− 12 . As each spin state has its own value of b, every nucleus with non-zero
spin has two values of the scattering length. On the contrary, if the nucleus spin is
zero, there is only one value of b which corresponds to the nucleus-neutron system
with spin 12 . The values of b are determined experimentally, because of the lack of
a theory able to calculate these values from other properties of the neutron.
Inserting the value of a of equation 1.49 in equation 1.43, it gives:
V (r) = 2pi}
2
m
b δ(r) (1.50)
the potential is known as the Fermi pseudopotenial.
We come back to the expression for the cross-section for a general scattering system.
If the jth nucleus has scattering length bj its potential is
Vj(xj) =
2pi}2
m
bj δ(xj) (1.51)
Inserting this in the expression of V (κ), which can be derived from equation 1.40,
gives
Vj(κ) =
∫
Vj(xj)eiκxj d(xj) =
2pi}2
m
bj (1.52)
From equation 1.37, 1.40 and 1.51
(
d2σ
dΩdE′
)
λ→λ′
= k
′
k
∣∣∣∣∑
j
〈λ′|eiκRj |λ〉
∣∣∣∣2δ(Eλ−Eλ′ +E−E′) (1.53)
We recall that this derivation of the cross-section is based on Fermi’s golden
rule. For scattering processes, it is equivalent to the Born approximation; indeed,
both methods are based on first-order perturbation theory.
Consider a scattering system with a single element and where the scattering length
b varies from one nucleus to another due to nuclear spin or the presence of isotopes
or both. The average value of b for the system and the average of b2 can be defined
as:
b=
∑
i
νibi, b2 =−
∑
i
νib
2
i (1.54)
where νi is the frequency with which the value bi occurs in the system. Assuming
there is no correlation between the b values for different nuclei. Thus whatever the
value of b for one nucleus, the probability that another nucleus has the value bi is
simply νi. In a scattering experiment a neutron beam hit on a target, which is a
large amount of nuclei, therefore a large number of scattering systems. They are
identical as regards the positions and the motions of the nuclei. The total number
of each bi is the same for all the systems, but each one has a different distribution
of the bs among the nuclei. Any combination of spins can occur, i.e., the value of
bi is averaged over a large number of atoms. On this assumption of no correlation
between the values of b and the different nuclei,
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bibj = b
2 if i , j
bibj = b2 if i= j,
(1.55)
it is possible to calculate the measured cross-section of a scattering process as the
average over all the systems, i.e., nuclei. This is given by:
d2σ
dΩdE′
= k
′
k
1
2pi}
∑
ij
bibj
∫
〈e−iκRi(0)eiκRj(t)〉e−iωtdt (1.56)
which is obtained expressing the δ-function, in equation 1.53, as an integral
respect to time. Moreover, (d2σ/dΩdE′)λ→λ′ is summed over all final state λ′, and
then the average over all λ is performed, for the detail see [7]. It can be shown
that the cross-section defined in equation 1.56 consists of two terms: coherent and
incoherent. They can be derived by adding and subtracting, in equation 1.56,
the term (k′/k)(1/2pi})
∫ ∑
j〈exp{−iκRj(0)}exp{iκRj(t)}〉exp{−iωt}dt under the
assumptions defined in equation 1.55. We obtain:
d2σ
dΩdE′
= k
′
k
1
2pi}(b)
2∑
ij
∫ ∞
−∞
〈e−iκRi(0)eiκRj(t)〉e−iωtdt
+ k
′
k
1
2pi}{b
2− (b)2}
∑
j
∫ ∞
−∞
〈e−iκRj(0)eiκRj(t)〉e−iωtdt (1.57)
where the first term is the coherent part and the second term is the incoherent
part. As one can see from the equation 1.57, the coherent scattering depends on
the correlation between the positions of different nuclei at different times, and of
the nucleus itself at different times as well. It therefore gives interference effects.
Whereas the incoherent scattering depends only on the correlation between the
positions of the same nucleus at different times. For both terms the scattering
cross-section can be defined as:
σcoh = 4pib
2
, σinc = 4pi(b2− b2) (1.58)
Note that it was assumed the non-correlation between the values of b and any
nuclei. The actual scattering system has, instead, different scattering lengths asso-
ciated with different nuclei. The coherent scattering can be physically interpreted
as the scattering that the same system, namely same nuclei with the same positions
and motions, would give if all the values of the scattering lengths were equal to b.
In order to obtain the scattering that occurs from the actual system, the incoherent
scattering must be taken into account. Physically it derives from a fluctuation of
the scattering lengths from their mean value. As it is completely random, all inter-
ference cancel out in the incoherent part.
We remind that the scattering length depends on the correlation between the neu-
tron and its spin state. It is possible to obtain the expression for the frequencies νi
for both b2 and b. We denote I as the nuclear spin of a system made up of a single
isotope. Therefore, the spin for the nucleus-neutron system can be either I+1/2 or
I − 1/2. Denote the scattering lengths associated to the two spin values by b+ and
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b−. If the neutrons are unpolarized and the nuclear spins are randomly oriented,
each spin state has, in principle, the same probability. So b+ and b− occur with a
frequency I+12I+1 and
I
2I+1 respectively. In a more general system with several iso-
topes, the frequencies must be multiplied by the relative abundance of the isotope
to obtain the relative frequency of the scattering length.
The actual total scattering cross-section is then given by the sum of the two contri-
butions of equation 1.57, σs = σcoh+σinc = 4pib2.
1.5 Neutron scattering techniques
Neutron scattering can be applied to a range of scientific questions, spanning over
several disciplines from physics, chemistry, geology to biology and medicine. Neu-
trons serve as a unique probe for revealing the structure and function of matter
from the microscopic down to the atomic scale. Neutron scattering techniques en-
able to study the structure and dynamics of atoms and molecules over a wide range
of distances and times [10, 11], as shown in figure 1.3. With respect to other tech-
niques, which can provide information either within the same spatial range or the
same temporal range as neutrons, neutrons scattering offers a unique combination
of structural and dynamic information.
Figure 1.3: Investigation of different length and time scale using neutrons as probes, compared
with other techniques. The horizontal axes indicate real and reciprocal length scales, while vertical
axes indicate time and energy scales. (From [11])
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The relatively weak interaction with matter makes the neutron a high penetrat-
ing probe, which allows the study of large or bulk samples and buried interfaces.
This lead to the investigation of samples under extreme conditions, e.g., very high
temperature or pressure, low-temperature states without any deteriorating beam
heating. Since neutrons are scattered by atomic nuclei, it is possible to discern
between which element and isotope is present in a given system. This can be used
to highlight particular groups of atoms in mixtures or complex biological and other
hydrogen-containing materials, by substituting one isotope for another in specific
regions of the molecular structure. Due to its internal magnetic moment, the neu-
tron can be used to study microscopic magnetic structure and spin dynamics of
matter. Neutrons are also useful to investigate the fundamental physics, from the
creation of particles and forces right after the Big Bang, to the creation of most of
the heavier elements in the explosions of massive stars.
For these reasons the research in neutron science is pushing towards understand-
ing increasingly complex phenomena. Complexity manifests itself in investigations
of multiple interrelated physical properties within materials, in studies of realistic
heterogeneous samples in both extreme and natural environments, and requires,
as well, experimental instruments capable of probing a wider range of length and
energy scales.
A brief overview of several techniques in neutron scattering is reported below:
Small Angle Neutron Scattering: SANS exploits elastic neutron scattering at
small angles to probe material structure on the nanometer to micrometer scale. In
a SANS experiment the neutron beam is directed at a sample, either a solid, an
aqueous solution, a powder or a crystal. When the plane wave ψ = eikz hits the
sample, the interaction with the elementary scatters in the sample, i.e., the nuclei,
gives rise to spherically symmetrical wave, ψ = −(b/L)eikL; L is the detector-to-
sample distance and b is the scattering length as defined in the previous section.
The spherical waves interfere and create a pattern on the neutron detector. For
the majority of the application in SANS the scattering is isotropic, so it can be
expressed as a function of the modulus of the wave vector transfer:
|Q|= 4pi
λ
sin(θ)≈ 2pir
λL
(1.59)
Where r is the distance of the spot of the scattered beam on the detector from that
of the direct beam, λ the neutron wavelength.
Neutron reflectometry: It is a technique to study planar structures with a wide
variety of materials from magnetic layers to biological systems. This method not
only allows to investigate the material structures perpendicular to the plane, but also
to observe eventual in plane correlations when the measurements are not performed
in the elastic regime. A more detailed discussion of this technique is provided in
section 1.5.1, because it is the technique for which one of the two detectors, the
subject of this PhD project, is designed for.
Neutron diffraction: Neutron diffraction or elastic neutron scattering is the ap-
plication of neutron scattering to determine the atomic and/or magnetic structure
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of a material. Through diffraction is possible to see the ordered part of systems,
e.g., for ordered systems (crystals) their average structure, but also deviations from
this order. With respect to the kind of interaction, two diffraction methods can be
defined: nuclear diffraction when the neutrons interact with the atomic nuclei, and
magnetic diffraction due to the interaction between the magnetic moments of neu-
trons and atoms. Two class of instruments for diffraction can be separated: powder
and single crystal diffractometer.
The measurement principle of this technique is based on the Bragg equation. Bragg
diffraction occurs when a particle wave with wavelength comparable to atomic spac-
ings hits a crystalline sample, it is scattered in a specular way by the atoms of the
system and undergo constructive interference following Bragg’s law:
nλ= 2dsin(θ) (1.60)
In a ToF instrument the wavelength and the time-of-flight are related by the
expression λ= htmnL , where L is the total flight path. By using the Bragg’s law we
obtain the relationship between ToF and d-spacing:
t= 2mnL
h
d · sin(θ) (1.61)
Note that the measured d-spacing is directly proportional to ToF. For instance,
considering a powder diffraction, we can express the Bragg’s law for a mono-
chromatic instrument as:
λ= 2dhkl sin(θhkl)
where λ is fixed and the measurement of the various Bragg reflections hkl is per-
formed by scanning in angle θhkl. In a ToF instrument, instead, it is possible to
measure the whole range in d-spacings at a fixed scattering angle 2θ by scanning in
wavelength. The Bragg equation can be rewritten as:
λhkl = 2dhkl sin(θ)
.
Neutron Spectroscopy: In inelastic neutron scattering, the neutrons interact
with the sample changing their energy, getting either more or less energetic. While
neutron diffraction investigates the structural properties of the sample, neutron
spectroscopy measures the atomic and magnetic dynamics of atoms. In the inelastic
neutron scattering experiment the quantity measured is the double differential cross
section: (
d2σ
dΩdE
)
= k
′
k
b2S(Q,ω) (1.62)
where S(Q,ω) is the neutron dynamic Structure Factor. The parameters of in-
terest are the energy and the momentum transfer, }ω and Q respectively.
Time-of-Flight spectrometers can be divided into two classes: direct geometry spec-
trometers, in which the initial energy is determined by a crystal, through Bragg
scattering condition, or a chopper, which allows to select a specific wavelength,
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while the final energy is defined by the time-of-flight. Indirect geometry spectrome-
ters, in which the sample is illuminated by a white incident beam, Ei is determined
by time-of-flight, while Ef is defined by a crystal or a filter.
On a steady-state source pulsing devices to monochromatize the incident and scat-
tered beam are required. For instance, in a triple axis spectrometer the incident
and scattered wave vectors, ki and kf , are selected by Bragg diffraction on the
monochomator and analyser crystals respectively.
Neutron Spin-echo: This technique is a particular form of spectroscopy that
relies on the precession of a spinning neutron. Neutron spin-echo is a time-of-flight
method. Polarized particles with a magnetic moment and spin s= 1/2 behaves like a
classical magnetic moment. When entering a region of magnetic field perpendicular
to their magnetic moment, the particles will undergo Larmor precession. In the
case of neutrons:
ω = γB
where B is the magnetic field, ω is the frequency of rotation and γ is the gyro-
magnetic ratio of the neutrons. The Larmor precession of the neutron spin, in a
zone with a magnetic field before the sample, encodes the individual velocities of
neutrons in the beam into precession angles.
When the magnetic field changes its direction with respect to the neutron trajectory,
it is possible to identify two limits: if this change is slow compared to the Larmor
precession, the parallel component of the polarized beam will be maintained. On
the contrary if the change is fast compared to the Larmor precession, the polariza-
tion will not follow the field direction. This effect is used to flip the de-phase of
the incoming neutrons. A symmetric decoding zone will follow in such a way that
the precession angle accumulated is compensated and all spins rephase to form the
spin-echo.
If an analyser is put after the second precession field at an angle φ between the
polarization of a neutron and the analyser direction, the probability that a neutron
is transmitted is cos(φ). At a given Q, the probability of the scattering with ω
energy exchange is by definition S(Q,ω). The neutron spin-echo directly measures
the intermediate scattering function F (Q,t), which is the Fourier transform of the
scattering function. Where:
t= }γBl
mnv3
and it is proportional to (1/v3)λ3, so the resolution in time increases very rapidly
with λ.
Neutron imaging: It is a non-destructive technique, which exploits the pene-
tration of neutrons, to investigate the internal structure of many materials and en-
gineering components. Neutron imaging is complementary to other non-destructive
imaging methods, in particular X-ray imaging. While X-rays are scattered and ab-
sorbed by electron cloud of an atom, neutrons interact with the atomic nuclei. Thus,
neutrons are more sensitive than X-ray to light elements, i.e., hydrogen, lithium,
boron, carbon and nitrogen. From some polycrystalline materials, a strong depen-
dency of the attenuation is observed in the cold neutron range, because of the Bragg
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scattering from the crystal lattice. The instrument layout is quite simple, apart from
the source, which can be either a reactor, a spallation source or a neutron emitting
isotope, a collimator is needed to determine the geometric properties of the beam,
and could also employ filters to modify the energy spectrum of the beam. The im-
age resolution depends much on the collimator geometry and can be expressed by
the ratio LD , where L is the collimator length and D is the diameter of the aperture
of the collimator on the side facing the source. The beam is transmitted through
this device and recorded by a plane position sensitive detector, able to measure the
2 dimensions perpendicular to the beam direction.
Neutron tomography can be obtained combining measurements at different angles.
Also dynamic processes can be detected with a high neutron flux and with a neutron
detector fast enough to acquire images at sufficiently high frame rate.
1.5.1 Neutron reflectometry
In this section the attention is focused on the neutron reflectometry technique, in
order to set the theoretical principles on which the experimental work illustrated in
chapter 4 is based on.
Neutron reflection follows the same fundamental equations as optical reflectiv-
ity, but different refractive indices. As mentioned in section 1.4, in the quantum
mechanical approach, the neutron can be described by a wave-function. The dy-
namical theory, which takes into account the change in the incident wave within
the scattering system, describes this phenomenon. The theory proceeds by solving
the time-independent Schrödinger equation for the wave-function of the neutron,
Ψ , which represents the neutron wave inside and outside of the reflecting sur-
face, matching the continuity of the two wave-functions and their derivatives at
the boundaries. The potential V in the equation 1.63 represents the effect of the
interaction between the neutron and the nuclei in the medium.
− }
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2mn
∇2Ψ +V Ψ = EΨ (1.63)
From the discussion in the previous section, we obtained the expression for the
Fermi pseudopotential (equation 1.50). Assuming now a spread potential over all
nuclei, the Fermi pseudopotential can be averaged by the density of the scattering
lengths of the material, and it represents the refractive index:
V = 2pi}
2
mn
Nb (1.64)
where Nb is the scattering length density of the medium through which the
neutron travels as can be defined as:
Nb =
∑
i
bini (1.65)
bi is the coherent scattering length of the nucleus i and ni is the number of nuclei
per unit volume. We consider a neutron beam approaching an ideal flat surface with
a bulk potential V , as shown in figure 1.4, the only force is perpendicular to the
surface. The potential varies only the normal component of the momentum (z
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direction), and cannot change the neutron’s wave-vector parallel to the interface,
i.e., in the x direction. Under these conditions the solutions for the equation 1.63
are:
Ψ0(z) = eiki⊥z + re−iki⊥z if z < 0
Ψ1(z) = teikt⊥z if z > 0
(1.66)
where r and t are the probability amplitudes for reflection and transmission. The
perpendicular component of the incoming wave vector ki⊥ is the normal component
of the kinetic energy Ei⊥ that determines whether the neutron is totally reflected
from the barrier [12].
Ei⊥ =
(}ki⊥)2
2mn
= (}ki sin(θi))
2
2mn
= (}q)
2
8mn
(1.67)
θi is the incoming neutron angle with respect to the surface and q = 2ki sin(θi)
is the momentum transfer, as depicted in figure 1.4. The total reflection occurs if
Ei⊥ < V , thus no neutrons penetrate into the substrate. The equivalence between
the orthogonal component of the kinetic energy, equation 1.67, and the barrier
potential, equation 1.64, identifies the critical value of the wave vector transfer qc
as follows:
qc =
√
16piNb (1.68)
The angle at which it happens is called critical angle. The reflectivity of neutrons
of a given wavelength from a bulk interface is unity for angles below the critical one
and it falls sharply at larger angles [12].
V
Figure 1.4: Reflection of an incident neutron beam from an ideally flat interface. ki and kr
are the incident and scattered wave vectors at angles θi and θr respectively. q is the wave vector
transfer and V the potential.
In case of elastic scattering the momentum is conserved, ki⊥ = kr⊥, thus the
incident and reflected beam angle has the same value and the reflection is specular.
On the contrary, if Ei⊥ > V , the reflection is not total and the neutrons can be
both reflected or transmitted into the bulk of the material. The transmitted beam,
kt, changes direction because the potential acts on the normal component of the
kinetic energy reducing it. This change is given by Et⊥ = Ei⊥−V and correspond
to:
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k2t⊥ = k2i⊥− 4piNb (1.69)
This relation allows to derive the refractive index n:
n= k
2
t
k2i
=
k2i‖+(k
2
i⊥− 4piNb)
k2i
= 1− 4piNb
k2i
= 1− λ
2Nb
pi
(1.70)
where λ is the neutron wavelength. As Nb << 1 for most materials, it is possible
to approximate equation 1.70, in the thermal neutron energy range, as
n≈ 1− λ
2Nb
2pi (1.71)
The neutron refractive indices of most condensed phases are slightly less than
that of air or vacuum. The total reflection, as with light, may occur when neutrons
pass from a medium of higher refractive index to one of lower refractive index. Un-
like that with light, where the total internal reflection is more common than the
external one, with neutrons the total external reflection is mostly observed.
Measurements of the critical angle for total reflection for pure material became an
important method to determine the scattering lengths of nuclei, since the neutron
refractive index is related to the scattering lengths of the constituent atoms, as
shown in equation 1.70.
Over the past few years neutron reflection has been used to investigate the inho-
mogeneities across the interface, either is composition [13] or in magnetisation [14].
Indeed, as for light, interference occurs between waves reflected at the top and at
the bottom of a film at the interface. This gives rise to interference fringes in the
reflectivity profile [12]. Informations on the structure within a surface cannot be
achieved by specular reflection. Off-specular study are required [15], i.e., when the
scattering is not elastic, thus the incident angle differs from the reflected angle and
the wave vector transfer is not any more perpendicular to the surface, but it also
has a component parallel to the surface.
Neutron reflection is now used for studies of surface chemistry (e.g., surfactants,
polymers, proteins, etc.), surface magnetism (e.g., superconductors, magnetic mul-
tilayers) and solid films (e.g., Langmuir-Blodgett films, polymer films, thin solid
films) [12].
Referring to equation in 1.66 it is possible to derive the classical Fresnel coef-
ficients as it is in optics, exploiting the continuity and the derivative conditions of
the wave-function at the boundary. We obtain:
1+ r = t ki⊥(1− r) = tkt⊥ (1.72)
the second relation is valid only for Ei⊥ > V , thus the reflection and transmission
coefficients are:
r = ki⊥− kt⊥
ki⊥+ kt⊥
, t= 2ki⊥
ki⊥+ kt⊥
(1.73)
The reflected and transmitted intensity is a function of the quantum mechan-
ical probability amplitude squared, i.e., R = r2 and T = t2. By using the expres-
sion 1.68, 1.69 and 1.73 the reflectivity R can be related to the wave vector transfer
q and qc, as follows
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R= r2 =
(
q−
√
q2− q2c
q+
√
q2− q2c
)2
(1.74)
When q >> qc, equation 1.74 can be reduced to
R≈ 16pi
2
q4
N2b (1.75)
If we consider the wave-function within the surface Ψ1, substituting equation 1.69,
a real solution for Ei⊥ < V is found:
Ψ1(z) = te+i(k
2
i⊥−4piNb)1/2 z = te−
1
2 (q
2
c−q2)1/2 z (1.76)
The equation shows that even when the potential barrier is higher than the
particle energy orthogonal to the surface, it can still penetrate to a characteristic
depth of (q2c − q2)1/2. This is an evanescent wave, which decay exponentially. It
travels along the surface with a wave vector k‖ and after a very short time it is
ejected out of the bulk in the specular direction.
The expression of the reflected intensity has been derived considering an ideal flat
interface between materials, in general the interface may be rough over a large range
of lengths scales. The surface roughness must be included in the reflectivity term,
equation 1.75, in the approximation q >> qc, becomes:
R≈
(
16pi2
q4
N2b
)
· e−q2σ2 (1.77)
where σ is the characteristic length scale of the imperfection between the lay-
ers. The result from constructive and destructive interference of waves, which are
reflected from the interface, are the Kiessig fringes. The intensity oscillations in the
reflectivity can be observed and the periodicity can be related to the thickness d
of the film via 2pi/d. The result can be obtained considering the condition of the
Bragg diffraction in the case of diffuse neutron scattering from roughness of the
interface [16].
The aim of the specular neutron reflection experiment is to measure the reflectivity
as a function of the wave-vector perpendicular to the reflecting surface, q. Two kind
of measurements can be performed, depending on the source and on the instru-
ment. The measurement can be performed by varying either the angle of incidence
θ, at constant wavelength, or measuring the time-of-flight, therefore changing wave-
length, at constant angle. The incoming intensity must be also measured. The ratio
between these two intensities is the reflectivity curve as a function of the transfer
wave-vector, encoded by λ and θ according to the Bragg’s law:
q = 4pi
λ
sin(θ) (1.78)
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Chapter 2
Neutron Detectors operating
principles
Both for nuclear or elementary particle physics several types of detectors have been
developed. All are based on the same fundamental principle, the transfer of part or
all of the radiation energy to the detector matter where it is converted into some
form of electrical signal [3]. The main difference between charged and neutral par-
ticles is that the former transfer their energy to matter, primarily, through direct
collision with the atomic electrons, hence inducing excitation or ionization of the
atoms. On the other hand, neutral radiation must undergo some kind of reaction in
the detector to produce charged particles, which successively ionized and excite the
atoms. The way in which the output electrical signals are produced depends on the
kind of detector: gaseous, scintillator or solid state, and their subsequent design.
Gaseous detectors are based on the direct collection of the ionization electrons and
ions produced in the gas, while in scintillator detectors, the detection of ionizing
radiation arises from the scintillation light produced in certain materials. When
coupled to an amplifying device such as a photomultiplier, is possible to convert the
light into an electrical pulse [17].
Solid state detectors are based on semiconductor materials. The basic operational
principles are similar to gas ionization devices. Instead of gas the medium is a semi-
conductor. The passage of an ionizing particle in an electric field produces charge
carriers (electron-hole pairs) that drift and produce a signal. The semiconductor
detectors benefit form a small energy gap between their valence and conduction
bands, thus the energy required to create a pair is generally one order of magnitude
smaller than that required for gas ionization [18].
Neutrons are a powerful probes for condensed matter studies, because of the lack
of charge and the weak interaction with materials. In turn these properties make
difficult the construction of efficient neutron detectors. Moreover, the design is fo-
cused to the energy of the neutrons, because the energy changes the way neutrons
interacts with matter. A fast neutron can transfer its energy and generate a charged
particle by recoil hitting a light atom target. Thermal neutron are not enough en-
ergetic to give rise to charged products by elastic scattering. Secondary radiation
is, indeed, produced by capture reactions, either γ-rays of heavy charged particles
such as protons, α, tritium or fission fragments.
31
An overview of several detectors used in the thermal neutron enegy range appli-
cations will be presented in the next section. A general description of operation
principles for both gaseous and solid state detectors will follow, the main references
are [3, 5, 18, 19].
2.1 Neutron detectors
In general every type of neutron detector involves the coupling of a target material
designed to carry out the neutron conversion, with a typical radiation detector as
used in other disciplines, whose operation is described below. The cross section
for neutron interactions strongly depends on the neutron energy as explained sec-
tion 1.2. Different techniques have been developed for neutron detection in different
energy regions. The attention will be focused on the slow (thermal and cold) neu-
tron energy region, below 0.5 eV, which is the cadmium cutoff. When looking for
nuclear reactions that could be useful in neutron detection, several factors must be
considered:
(i) The cross section for the reaction must be as large as possible and greater
than the scattering cross section, so to keep the detector dimensions relatively
small. Of particular importance for detectors in which the target material is
incorporated as a gas.
(ii) The target nuclide should be either of high isotopic abundance in the natural
element or, economically accessible in case of artificial manufacture.
(iii) The energy liberated in the reaction is determined by the Q−value. The
higher the Q−value, the greater the energy given to the reaction products,
the easier the discrimination against gamma-ray events using simple amplitude
discrimination.
(iv) The distance travelled by the reaction yields also concern the detector design,
in terms of needful active volume to detect the released energy.
The most popular reactions for the conversion of slow neutrons are 3He(n,p),
6Li(n,α) and 10B(n,α). All these reactions have large positive Q−values and large
cross sections at thermal energies. The cross sections [20] are shown in figure 2.1 as
a function of the neutron energy.
The 10B(n,α) can be written as:
n+105 B→
{7
3Li(1.02MeV )+α(1.78MeV ) 6%
7
3Li(0.84MeV )+α(1.47MeV )+ γ(0.48MeV ) 94%
The two branches indicate that the reaction product 7Li can be left either in its
ground state or in its first excited state. In this case the 7Li quickly returns to
its ground state with the emission of a 0.48 MeV gamma ray. In either case, the
Q−value of the reaction is very large (2.31 or 2.782 MeV) compared with the incom-
ing energy of the slow neutron, thus the energy distributed to the reaction products
is essentially the Q−value itself. This also means that the the incoming linear mo-
mentum is very small, and therefore the two reaction yields must show as well a
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Figure 2.1: Cross section as a function of the neutron energy for 3He(n,p), 10B(n,α) and
6Li(n,α) reactions.
total momentum of approximately zero. Namely, the products are emitted in ex-
actly opposite directions and the energy will always be shared in the same manner
between them.
In the case of 6Li(n,α) the reaction proceeds only to the ground state of the product
and can be written as:
n+63 Li→ 31H(2.73MeV )+α(2.05MeV )
The alpha particle and the tritium must be oppositely directed when the incoming
neutron energy is low. With respect to 10B the cross section is always lower until
the resonance region (> 100 keV), figure 2.1. The lower cross section is typically a
disadvantage, but is, in part, compensate by the higher Q−value, i.e., the reaction
products have a greater energy.
The 3He gas is widely used as detection medium for neutrons through the reaction:
n+32He→ 31H(0.191MeV )+ p(0.573MeV )
TheQ−value (764 keV) is lower than the previous two cases, but the cross section for
this reaction is higher than the other two. Although 3He is commercially available,
it is lately much less available and more expensive [21, 22]. The availability [23, 24]
and the requirements of higher performances, as explained in chapter 3, are the
reason why a number of research programs are aiming to find technologies that
would replace the technology based on 3He gas [22, 25, 26].
Another type of reaction exploits the neutron capture by Gadolinium which has
one of the highest nuclear cross section for thermal neutron capture, about 2 · 105
barns. A more detailed description can be found in chapter 6.
The fission reaction can be used as the basis of slow neutron detectors as well. The
cross sections of 233U, 235U and 239Pu are, indeed, rather high at low neutron’s
energies. The main feature of the fission reaction is its extremely large Q−value
(≈ 200 MeV) compared with the reactions mentioned above. Detectors based on
fission reaction generally give output signals orders of magnitude larger compared
with the competing interactions or incident gamma rays. A clear discrimination
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can be achieved. Almost all fissile nuclide are naturally alpha radioactive, thus any
detector will exploit this kind of reaction will also show an output signal due to
the alpha decay. However, the energy of the alpha particles is always much smaller
compared with the one induced by a fission reaction. Also in this case these events
can be easily discriminated by pulse amplitude discrimination.
Radiative capture Another important mechanism for low energy neutrons, is the
radiative capture. The target nucleus absorbs the neutrons and goes in an excited
state, the de-excitation into the ground state most probably occurs via emission of
γ-ray. Although it is possible to re-emit the neutron, for heavy nuclei and very low
energy incident neutrons, this mode of decay of the compound on resonant state is
suppressed [27]. A sketch is shown in figure 2.2.
Figure 2.2: Sketch of a low-energy neutron capture process which leads to a state l′, that emits
primary γ-rays followed by secondary γ-rays. (From [27]).
The isotopic compound of the target changes because the neutron is not re-
emitted, following the reaction,
n+An+pp →An+p+1p + γ .
The excitation energy Ex of A′ is simply Sn +En, the neutron separation energy
plus the energy of the incident neutron. Ex is typically 5-10 MeV for low-energy
neutrons.
Neutron capture reactions can be used to determine the energy and spin-parity
assignments of the capturing states [27]. Assuming that the nucleus had spin I
and parity pi, thus the spin I ′ of the capturing state is determined by the neutron
orbital angular momentum l and spin angular momentum s added to that of the
target nucleus:
I ′ = I + l+ s (2.1)
and the parities are correlated by the relation:
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pi′ = pi(−1)l (2.2)
For incident neutron in the thermal energies, only the s-wave capture will occur,
for which I ′ = I ± 12 and pi′ = pi.
A very interesting radiative capture process is the one of Gadolinium; the cross sec-
tion for thermal neutron capture is about 2.5 ·105barns in 157Gd, one of the largest
nuclear cross section in any material. This isotope is 15.7% abundant in natural
Gadolinium, and upon neutron absorption in Gd, γ-rays over a wide keV energy
range, and a cascade of conversion electrons with an energy spectrum extending
from 20-30 keV up to ∼250 keV, with a main peak at about 70 keV [28, 29, 30],
are emitted. The secondary electron emission is characterized by a probability of
≈80% [31]. The neutron absorption cross section in natural and isotopic Gd (157Gd)
takes quite high values over the range of cold and thermal neutrons, although it de-
creases very sharply for energies greater than 0.1 eV. The ranges of the 70 keV
conversion electrons are ≈ 10 µm in Gd and ≈ 30 µm in Si. The combination of
a rather large thickness and a large absorption cross section makes Gadolinium an
appropriate converter for cold and thermal neutrons. The main problem compared
with the other conversion reaction, in which heavy charged particles are produced is
the high γ−ray background, and an effective pulse shape discrimination techniques
is needed.
The description of a thermal neutron detector with employ the Gadolinium is pre-
sented in chapter 6, together with the characterization of pulse shape analysis
method developed for these kind of devices.
2.1.1 Detectors based on the Helium-3 reaction
The 3He(n,p) reaction with the highest cross section (5330 barns) among the in-
teractions described here, is an attractive alternative for slow neutron detection. In
a large detector one would expect each thermal neutron reaction to deposit the 764
keV for the sum of both tritium and proton. However, the range of these particles
is comparable with the dimensions of a typical 3He tube. The wall effect must be
taken into account for such kind of counters. In figure 2.3 is illustrated a sketch of
the pulse height spectrum for a 3He tube.
The two steps correspond to the energy of the proton (573 keV) and the tritium
(191 keV) respectively, while the continuum in the pulse height spectrum is due to
the wall effect. Several considerations can be taken into account in the design of
3He tube to minimize the wall effect. The simplest one is to enlarge the counter
diameter as much as possible, so that most of interactions occur far from the walls.
Another way to reduce the wall effect is to increase the pressure of the 3He gas in
order to reduce the range of the charged particles. One method of reducing the
range is to add a small amount of a heavier gas to the 3He to achieve an enhanced
stopping power.
Similar to the behaviour of boron-based detectors, the efficiency drops off with
increasing neutron energy because of the decrease of the cross section. The proba-
bility of observing a pulse will be greater for those cases in which the neutron passes
through the maximum distance in the gas. Often, a dead area is observed at the
ends of a tube, where the charge collection is poor. Thus, the true active length
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Figure 2.3: Sketch of the pulse height spectrum from a 3He tube, taking into account the wall
effect. Figure from [5].
may be less the the physical length of a tube. To give an idea of typical efficiencies,
a 2 cm path length through a tube at 1 atm pressure corresponds to an efficiency
of 25% for 0.025 eV neutrons. This value rise up to 76% for a tube pressurized to
5 atm.
The rise time of the output pulse observed from either a 3He tube or a BF3 tube
will depend both on the position of the neutron interaction and the orientation of
the charged particle tracks with respect to the tube axis [5]. The most significant
charges that generate the output signal are produced in the avalanches around the
anode wire. If the electrons have the same drift time, the avalanches are triggered at
the same time. If, instead, the electrons arrivals are spread because of different drift
times, the pulse rise time is slower. The slow component of the rise comes because
of the slow motion of the positive ions after they leave from the proximity of the
anode wire. Another factor that affect the rise time of the signals is the range of the
back-to-back proton-tritium reaction products in the gas. Longer ranges correspond
to greater variation in drift times of the ionization electrons, so the average pulse
rise time will be longer as well. By adding a second heavy gas component (e.g., Ar
or Xe) it is possible to reduce the track lengths and consequently to shorten the
rise time. This will be an advantage in performances, leading to reach higher count
rates with minimum dead time.
The Helium-3 crisis
The natural abundance of 3He on earth is about 1.4 parts per million of all helium.
It is, therefore, manufactured through nuclear decay of tritium:
3H(t1/2 = 12.3y)→3 He+ e−+ νe
The main suppliers of 3He are USA and Russia. The most common source comes
from the US nuclear weapons program. The tritium is produced for use in nuclear
warheads, over time it decays into 3He and must be replaced for the maintenance of
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the warheads. The 3He is a byproduct of the tritium supply. In the past decade the
consumption of 3He has grown rapidly. After the terroristic attacks of September
11, 2001, the federal government installed neutron detectors at the US border for
homeland security reasons. Not only the shortage of 3He [24], but also the demands
of better performances in neutron science, see chapter 3, opened to the research for
alternative solutions in order to replace the 3He-based neutron detector technology.
2.1.2 Detectors based on the Lithium-6 reaction
A lithium tube is not available, because a stable lithium-containing gas does not
exist. Moreover the lithium is highly hygroscopic, thus it cannot be exposed to
water vapor. Commercially available crystals are hermetically sealed in a thin can-
ning material with an optical window provided on one face. Because of the high
density of the material, crystal sizes need not be large for very efficient slow neutron
detection. Nevertheless, the large Q−value of the lithium reaction offers some ad-
vantage in the case of discrimination against gamma-ray and other low-amplitude
events. Moreover, the energy imparted to the yields is always the same, because
the lithium reaction goes uniquely to the ground state of the product nucleus. The
resulting pulse height distribution is therefore a single peak. Some applications of
gas-filled detectors with solid lithium-based converters can be found [32], but the
more common applications of this reaction use the scintillation process to detect
the charged particles of the neutron-induced reaction.
Scintillators operate by absorbing incident radiation that raises electrons to excited
states. After the subsequent de-excitation, usually on the order of tens of ns, the
scintillator emits a photon in the visible light range. This light interacts with a
photocathode of a photomultiplier tube (PMT) or a photodiode, releasing electrons
through the photoelectric effect. These electrons are then accelerated along the
photomultiplier tube generating secondary electrons, the final amplification can be
on the order of 106 or higher. Scintillators detectors include: liquid organic scintil-
lators, crystals, plastic and scintillation fibers [33].
In the case of lithium, the typical choice is crystalline lithium iodide, with a scin-
tillation decay time of approximately 0.3 µs. Crystals of lithium iodide are usually
large compared with the ranges of either of the reaction products from the neutron
interaction [5]. The pulse height will not be affected by the wall effects as in the
case of a 3He tube or BF3 tube. The range of secondary electrons produced by
gamma-rays will not be large compared to the crystal dimensions as well. i.e., a 4.1
MeV electron will yield about the same light as the 4.78 MeV reaction products.
The gamma-ray rejection characteristics will be less than that of a typical gas-filled
neutron detector, in which a γ-ray can deposit only a small fraction of its energy.
A pulse shape discrimination is needed to discriminate events [34]. This methods
relies upon the property that the fraction of the light that appears in the slow com-
ponent, often, depends on the nature of the exciting particle.
Compared with the boron, the higher Q-value of the neutron-lithium reaction and
the more penetrating nature of the reaction products, lead to longer ranges of the
yields in the converter material, thus the optimum thickness of the converter layer
is larger. On the other hand, the thermal neutron cross section for the 6Li reaction
is smaller than that for the 10B reaction (940 vs. 3840 barns), see figure 2.1.
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Although the ideal lithium-based converter layer would be pure 6Li metal, the highly
reactive chemical properties of the metal limits its use. The stable compound LiF
has been widely employed, model calculations [35] show that the optimal thickness
of 26 µm of 6LiF results in a detection efficiency of 4.4% in transmission. This value
is comparable with the detection efficiency achievable with a 10B converter, with
an optimal thickness about a factor 10 smaller. For both converter materials the
simple case has been considered, but more complex geometries can provide higher
efficiencies.
2.1.3 Detectors based on the Boron-10 reaction
The boron-based detectors can use the boron in the gaseous form, e.g., BF3 or in the
form of a solid film [36, 37], e.g., by coating the interior walls of a tube [38, 39, 40]
or the aluminum cathode in the case of a GEM [41] or on a metal substrate as in
the case of Multi-Grid [42, 43] and Multi-Blade [44, 45]. The latter is the subject
of study of this thesis and it will be presented in chapter 4.
The approach of using solid coating has many advantages compared with the gaseous
solution, indeed a more suitable gas than BF3 can be chosen, and several applica-
tions, in particular for high rate and fast timing, can gain in performances by em-
ploying one of the common proportional gases, as described in section 2.2.2. Also
the degradation problems in BF3 under high fluxes can be reduced by using alter-
native fill gases. Moreover, the BF3 is a toxic gas and the usage is now forbidden
in several countries.
A detailed description of a boron-based detector in solid form is provided in chap-
ter 4, for completeness, is briefly describe here the operation of a BF3 proportional
tube [5]. In such a device, boron trifluoride acts both as a neutron converter into
secondary particles and detecting medium. Like most of the proportional counters,
BF3 tubes are built using cylindrical outer cathodes and small-diameter central wire
anodes. Generally the cathodes are made in Aluminum, because of its low neutron
interaction cross section. The anode diameters are on the order of 0.1 mm or less,
the operating voltage is usually about 2000-3000 V and the absolute pressure is
limited to about 0.5-1.0 atm. The typical gas multiplication is on the order of 100-
500. Larger diameter wires and/or higher fill gas pressures require higher applied
voltages, therefore greater gas multiplication factor. BF3 tubes also show significant
effect of aging. This effect is related to the contamination of the anode wire and the
cathode wall by molecular disassociation products produced in the avalanches [5].
If we consider a BF3 tube large enough that all the reactions occur far from the walls
of the detector, the products will deposit the full energy within the proportional
gas. In this case, the pulse height spectrum would show two peaks corresponding
to the Q−value of the two reactions of boron. The difference between the two is
given by their probability ratio. A sketch is depicted in figure 2.4 left.
The discrimination against background is convenient for these kind of devices,
because of the amplitude difference between real events and background signals.
For instance, gamma rays interact primarily in the wall of the counter and create
secondary electrons that may produce ionization in the gas. As the stopping power
for electrons in gases is quite low, in general an electron will deposit only a small
fraction of its energy. Thus, one expects that most of the gamma-ray interactions
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Figure 2.4: Left: Expected pulse height spectra form a large BF3 tube, in which all the reaction
products are fully absorbed. Right: Add of a continuum signal due to the wall effect. Figure
from [5].
will have a low amplitude, left tail in figure 2.4. The amplitude discrimination can
easily differentiate between neutron and gamma-ray events.
Considering now the more realistic case when the size of the tube is comparable
with the range of the alpha particle and recoil lithium nucleus produced in the
reaction. Some events would not deposit the full energy in the gas, on the contrary
if a particle hits the chamber wall a pulse can be produced. In gas counters, this
effect is known as the wall effect. Note that the range of the α particle produced
in the reaction is on the order of 1 cm for typical BF3 tubes and it is comparable
with the diameter of most of the tubes. The wall effect is, then, significant and a
representation of this effect is shown in figure 2.4 right.
2.1.4 Fission chambers
The most popular fission detector is a ionization chamber with the inner surface
coated with a fissile deposit. The pulse height spectrum expected in a fission cham-
ber depends mainly on the fissile deposit thickness and on the geometry condition
in which the fragments will be collected. If the deposit is thin compared to the
fragments ranges, the fission fragment energy spectrum shows a double peak, with
the light and heavy fragment distributions peaking at about 100 and 70 MeV, re-
spectively. In case the deposit is made thicker to enhance detection efficiency, the
energy loss of fragments within the deposit will reduce the average fragment energy
and distort the shape of the measured distribution [5]. Figure 2.5 illustrates the
changes in spectrum shape considering two different thickness of a deposit of UO2.
From a layer a highly enriched 235U of thickness 2-3 g/cm2 (about 0.12 cm), the
corresponding detection efficiency in 2pi counting geometry is about 0.5% at thermal
energy. Typical fission counters employ a single layer and thus are limited to an
equivalent neutron detection efficiency.
The dimensions of these kind of devices is similar to that of alpha particles
detectors. The fission fragments average range is approximately half the range of 5
MeV α particles. The energy loss of the fission fragments is at its maximum at the
beginning of the track, because the fragments have a very high initial charge, and
it will decrease as the yields slow down. The exact opposite happens in the case
of light particles, for which the rate of energy loss peaks at the end of the track
(see section 2.2.1). In those detectors that do not fully stop the particle, fission
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Figure 2.5: Energy spectra of fission fragments from a UO2 deposit of two different thickness.
A 2pi detector is considered in order to get the fragments emitted from all direction by the deposit
surface. Figure from [5].
fragments will deposit a larger fraction of their total energy than alpha particles or
protons of the same range.
The two fission fragments are always emitted in opposite directions for slow-neutron-
induced fission, therefore detectors with a solid coating will detect only the single
fragment directed toward the active area of the chamber.
More complex geometry and design have been built to higher the detection efficiency
by employing, for instance, multiple layers of fissile deposits. There have been also
developed fission chambers capable to detect both fission fragments.
2.2 Principles of gaseous detectors
A small overview of neutron detectors has been presented. The principles of op-
eration for two classes of device will be now described: gaseous and solid state
detectors. Note that the considerations on signal formation are valid for both cases.
A boron-10-based detector and a Silicon-pin detector are subject of study of the
thesis; we will, therefore, rely on the theoretical basis discussed in this chapter,
when presenting the two detectors later.
2.2.1 Charged particles interaction with matter
In general the passage of charge particles through matter can be characterized
by two main features: a loss of energy by the particle and its change in momen-
tum. These effects are mainly due to two processes, the electromagnetic interaction
with the atomic electrons of the material and the elastic scattering from nuclei.
Other processes include the nuclear reaction (in case of neutrons), the emission of
Cherenkov radiation and bremsstrahlung. Compared with the atomic collision in-
teractions, which occur almost continuously in matter, they are very rare [3]. It is
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necessary to separate the charged particles into two classes: electron and positron,
and heavier particles.
Heavy charged particles interaction with matter
The inelastic collisions with the electrons are mainly responsible for the energy loss
of heavy particles in matters. Through these processes, energy is transferred from
the particle to the atom giving rise to an ionization or excitation of the latter.
Although in each collision only a small fraction of the particle’s total kinetic energy
is transferred, the number of collisions per unit path length is so large, that the
cumulative energy loss is observed even in a relative thin layer of material.
Elastic scattering from nuclei occurs frequently even if not as often as electron
collision. In general the energy transferred in these processes is very little since the
masses of the nuclei of most materials are typically large compared to the incident
particles.
As the inelastic collisions are statistical in nature, they occur with a certain quantum
mechanical probability. Nevertheless, the fluctuations in the total energy loss are
small, because of the large numbers of collisions. It is possible, hence, to work with
the average energy loss per unit path length; usually one refers to it as the stopping
power or dEdx . First it was derived classically by Bohr, later by Bethe and Bloch
using quantum mechanics. The obtained formula is:
− dE
dx
= 2piNAr2emec2ρ
Z
A
z2
β2
(
ln
(
2meγ2v2Wmax
I2
)
− 2β2− δ− 2C
Z
)
(2.3)
where:
re classical electron radius ρ absorbing material density
me electron mass z charge of incident particle
NA Avogadro’s number β v/c of the incoming particle
I mean excitation potential γ (1−β2)−1/2
Z atomic number of absorbing material δ density correction
A atomic weight of absorbing material C shell correction
Wmax max enery transfer in a single collision
For the full derivation see [3]. At non-relativistic energies dE/dx varies as 1/v2,
when comparing different charged particles of the same velocity, the only factor that
may change outside the logarithmic term in equation 2.3, is z2. Hence, particles with
greater charge will have larger specific energy loss. If we compare different material
as absorbers, the stopping power depends primarily on the product between Z and
the number density, which represents the electron density of the absorber. High
atomic number and high density materials result consequently in larger stopping
power.
Software packages to simulate the energy loss are freely available. It has been
used either SRIM [46, 47] or the web databases ESTAR, PSTAR and ASTAR from
NIST [48] to calculate the stopping power. In figure 2.6 is shown the energy loss
for different charged particles. When their velocity approaches the velocity of light,
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at energy above hundred MeV, the different values of dE/dx reach a near-constant
broad minimum value. Due to this similarity, such relativistic particles are referred
to as minimum ionizing particle. From figure 2.6(a) it is clear that as a heavy
particle slows down in matter, its rate of energy loss change as its kinetic energy
changes. Indeed, more energy per unit length will be deposited towards the end
of the path rather than at the beginning. This effect is depicted in figure 2.6(b),
which shows the amount of ionization created by a heavy particle as a function of its
position along its path. This feature is known as Bragg curve, most of the energy
is deposited near the end of the trajectory. At the very end it begins to pick up
electrons and the dE/dx falls off.
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Figure 2.6: (a) The stopping power dE/dx in dry air as function of energy for different particle.
(b) Bragg curve of the variation of dE/dx as a function of the penetration depth of the particle in
matter. It is shown for protons and αs of initial energy 100 MeV in dry air. (c) Remaining energy
of a proton as a function of the absorber thickness, dry air. The straggling distribution is shown
and the mean value as well. It defines the thickness at which about half of the particle are stopped
in the absorber.
Knowing that charged particles lose their energy in matter, it is possible to de-
fine the particle range which is the average distance a particle penetrates a material
before losing all of its energy. Assuming that the energy loss is the same for all
identical particles with the same initial energy in the same material, i.e., is con-
tinuous, this distance must be a well defined number. In nature the energy loss is
not continuous but statistical, indeed two identical particles with the same initial
energy will not, in general, undergo the same number of collisions and therefore
have the same energy loss. A measurement with an ensemble of identical particles
will show a statistical distribution of ranges centred about some mean value. This
phenomenon is known as range straggling and the main value of the distribution is
known as the mean range. This represent the thickness at which approximately half
of the particles are stopped in the material. Referring to figure 2.6(c) it is possible
to define the extrapolated range as the average distance a particle can travel until it
carries an energy below the minimum need to ionize an atom, Eth. This is related
to the remaining energy of a particle, calculated from the stopping power function
as:
Erem = E0−
∫ x
0
dE
d
d (2.4)
where E0 is the initial energy of the particle. In figure 2.6 (c) the extrapolated
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range corresponds to a threshold energy of about Eth ∼ 0. The distance at which
the particle conserves at maximum Eth is defined as the effective range.
Electrons and Positrons interaction with matter
Like heavy charged particles, electrons and positrons suffer an energy loss due to
the atomic inelastic collisions when passing through matter. However, because of
their small mass an additional energy loss mechanism should be considered: the
emission of electromagnetic radiation arising from the scattering in the electric field
with nucleus (bremsstrahlung). This radiation is produced by the deceleration of
an electron (or positron) when deflecting by the electrical attraction of an atomic
nucleus. The total energy loss of electron and positron is composed of two parts:
(dE
dx
)
tot
=
(dE
dx
)
rad
+
(dE
dx
)
coll
(2.5)
The first term in equation 2.5 refers to the bremsstrahlung radiation energy loss,
its contribution can be considered negligible below a few MeV. The loss of energy
by radiation is comparable to or greater than the collision-ionization loss above a
few 10’s of MeV, as shown in figure 2.7
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Figure 2.7: Radiation loss, red dashed line, vs. collision loss, blue dashed line, for electrons in
Aluminium. The total energy loss for electron, green line, and protons, black line, is also shown.
The calculation is performed based on the data [48].
The Bethe-Bloch formula applied for heavy charged particles (equation 2.3) is in
general still valid, even if must be modified for two reasons: because of their small
mass, the assumption that the incident particle remains undeflected during the
collision process in not valid, and for electrons the collisions are between identical
particles, so the calculation must take into account their indistinguishability. These
considerations change, among other terms, the maximum energy transfer in a single
collision (Wmax) into Wmax = Te/2 where Te/2 is the kinetic energy of the incident
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electron or positron. The contribution of the radiation to the energy loss of the
particle is notable only for electrons and positrons, indeed, the emission probability
varies as the inverse square of the particle mass, i.e., σ ∝ r2e = ( e
2
mc2 )
2. Note that
radiation loss by muons, the next lightest particle, is approximately 4 · 104 times
smaller than that for electrons. Since the bremsstrahlung emission depends on the
strength of the electric field felt by the electron, the cross section depends also on
the atomic number Z of the material and the impact parameter of the incident
electron.
Due to the electron’s greater susceptibility to multiple scattering by nuclei, the
range of electrons is, in general, different from the calculated path length obtained
from an integration of the stopping power function.
2.2.2 Gaseous Ionization Detectors
As a fast charged particle passes through a gas volume, it interacts with it by
ionizing and exciting the molecules along its path. As shown in section 2.2.1, when
a neutral molecule is ionized, the resulting positive ion and free electron, the so
called ion-pair, represents the basic constituent of the electrical signal employed in
a gaseous detector. The mobility is the ability of charged particles to move through
a medium under the effect of an electric field, E, with a velocity v:
µ= v/E (2.6)
Due to the greater mobility of electron and ions, a gas is the obvious medium to
use for the collection of ionization from radiation. Typically the electron mobility
is 1000 times greater than that for ions.
The basic configuration of a gas device consists of a container, a cylinder can be
considered for simplicity, with conducting walls and a thin end window. The cylinder
is filled with a suitable gas, usually a noble gas. Along the axis is suspended a
conductive wire to which is applied a positive voltage relative to the walls.
Figure 2.8: Sketch of a simple ionization detector.
A radial electric field is established:
E = 1
r
V0
ln(b/a) (2.7)
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where r is the radial distance from axis, b is the inside radius of the cylinder and
a is the radius of central wire. When a radiation penetrates the cylinder, a certain
number of election-ion pairs will be created. Directly, if the radiation is a charged
particle or through secondary reactions if the radiation is neutral. Regardless of the
detailed processes involved, the practical quantity of interest is the total number of
ion-pairs created along the track of the radiation. Both the excitation and ionization
potential for several gases are listed in table 2.1. The total number of ion-pair, npair,
can be expressed by:
npair =
∆E
wi
(2.8)
where ∆E is the charged particle energy loss, and wi is the effective average
energy to produce one pair [49]. This quantity is different from the ionization
potential, Ii, because a certain amount of energy is needed to excite the particle
even without creating ion-pairs. As shown in table 2.1, the average energy lost by
a charged particle to generate an ion-pair is about wi = 30 eV, e.g., for a 3 keV
particle an average of 3000/30 = 100 ion-pairs will be created. Furthermore, wi is
not strongly dependent on the type of particle and slightly dependent on the type
of gas.
Table 2.1: Excitation and ionization potential for several gases. The effective average energy to
produce one pair is reported as well [49].
Gas Iex (eV) Ii (eV) wi (eV)
H2 10.8 15.4 37
He 19.8 24.5 41
N2 8.1 15.5 35
O2 7.9 12.2 31
Ne 16.6 21.6 36
Ar 11.6 15.8 26
CO2 5.2 13.7 33
CH4 9.8 13.1 28
CF4 12.5 15.9 54
The mean number of pairs is proportional to the energy deposited in the counter.
Under the effect of the electric field, the electrons will be accelerated towards the
anode and the ions toward the cathode, where they can be collected. Thus, it is
necessary that the ion-pairs remain in a free state long enough to be read out. As
it will be shown in section 2.4, the signal is, indeed, induced by the motion of the
charges. Positive ions and free electrons created within the gas undergo several type
of collisions with the neutral gas molecules, diminishing the net charge created, i.e.,
by charge transfer collisions, electron attachment and recombination [5]. In the
first process the collision occurs between a positive ion and a neutral gas molecule
leading to an electron exchange between the two. The net positive charge tends to
be transferred to the gas molecule, leaving it as a positive ion. On the other side, free
electrons can be captured by electronegative atoms to form negative ions. Moreover,
collision between positive ions and free electrons may result in recombination, in
which the electron is captured by the positive ion and returns to the neutral state.
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The positive ions can also collide with a negative one, thus both ions are neutralized.
The understanding of these mechanisms is also important to choose the gas mixture.
Despite the presence of electronegative gases, e.g., O2 and CO2, strongly diminish
the amount of electron charge collected, it has been, also, observed that a small
amount of CO2 does not affect significantly the detector performances and helps to
stop more efficiently the ionizing particles. On the other side, noble gases such as
He, Ar, etc., have negative electron affinities and are a suitable choice for application
in gaseous detectors [17].
The final charge collected depends on the field intensity. In absence of electric field
the multiple collisions with the gas molecules lead to a thermal equilibrium between
the ion-pairs and the gas. As the voltage is raised, however, the recombination
mechanisms are overcome and the current begins to increase, because more electron-
ion pairs are collected before they can recombine. The charge produced by ionization
as a function of the voltage applied to two electrodes into a gas volume, through
which the electric field is applied, is shown in figure 2.9, where four operating regions
are identified: ionization, proportional, limited proportional and Geiger region. The
recombination and continuous discharge regions are at the edges and are not used
as working regions for any device.
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Figure 2.9: Gaseous ionization detector regions. Defined with respect to the charge collected
versus the applied voltage in a single wire gas chamber.
The first flat region in figure 2.9 is reached when all created pairs are collected
after they overcome the recombination region, thus further increases in voltage does
not show any effect. It is possible to distinguish between different detectors com-
pared to the region in which they operate. A detector working in the second region
is called an ionization chamber as it collects the ionization produced directly by
passing radiation. The signal is very small and this devices are generally used to
measure gamma ray exposure and as monitoring instruments for large integral fluxes
of radiation.
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As the voltage increases the electric field will be strong enough to accelerate free
electrons to an energy adequate to ionize the gas molecules in the cylinder. The
electrons created in these secondary ionizations are accelerated as well and are ca-
pable to produce more ionization and so on. The effect is known as ionization
avalanche or cascade. From equation 2.7 the electric field is stronger near the an-
ode, this avalanche occurs very quickly and almost completely within a few radii
of the anode wire. In this region the number of ion-pairs in the avalanche is di-
rectly proportional to the number of primary electrons. The current amplification
is proportional, with a multiplication factor depending on the applied voltage. A
detector operating in this domain is a proportional chamber. The output signals are
much larger than that from an ionization chamber, indeed the multiplication factor
can go up to 106, but proportionality with the original radiation is still preserved.
The proportional chamber is widely used for neutron detection or for low energy
X-ray applications.
A further voltage increasing leads to the loss the proportionality, indeed, the amount
of ionization created through multiplication becomes large enough that the space
charge effect deforms the electric field. This is defined as the region of limited
proportionality. Higher voltage values produce discharge in the gas, instead of a
localized avalanche along the anode wire, many multiplication processes occur and
spread out along the entire length of the electrode. The secondary avalanches are
generated by photons emitted by de-exciting molecules of the gas. The output
signals are saturated and the information about the energy of the initial event is
completely lost. The discharge can be stopped using a quenching gas, with a low
ionization potential and a complex molecular structure, that can absorb these pho-
tons. Devices working at these voltages are called Geiger-Mueller counters. They
can be employed only as simple counter of radiation-induced events and cannot
be applied in direct radiation spectroscopy because all information on the amount
of energy deposited by the incident radiation is lost. Above the Geiger region a
continuous discharge occurs, and it is not useful for any application.
The Multiwire Proportional Chamber (MWPC)
Based on the principles of a proportional counter, in 1968 Charpak [50] developed
the Multiwire Proportional Chamber (MWPC) which basically consist in an array
of many equally spaced anode wires centred between two cathode planes, a sketch
is shown in figure 2.10.
Incident particle
Cathode planes
Anode wire
Figure 2.10: Basic scheme of a multiwire proportional chamber. Each wire is independent from
the others and act like a single proportional counter.
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If a negative voltage is applied to the cathode planes, the anodes being grounded,
an electric field develops as indicated by the equipotentials and fields lines as in
figure 2.11 arises. The field lines are practically parallel and almost constant except
for the region near the anode wires. Suppose now that charges are liberated in the
gas volume by an ionizing event, as in a proportional chamber, conditions are set
such that electrons will drift along the field lines until they approach the high field
region where avalanche multiplication occurs.
Figure 2.11: Electric field lines in a multiwire proportional chamber (from Charpak et al. [51]).
If we assume an infinite anode plane with zero diameter wires, the potential is
given by [52],
V (x,y) =−CV4pi ln
[
4
(
sin2 pix
s
+sinh2 piy
s
)]
(2.9)
where V is the applied voltage, s is the wire spacing and C the anode-cathode
capacitance. L is defined as the anode to cathode gap distance and d as the anode
wire diameter, if L s d, then C is given by
C = 2pi
piL
s − ln pids
(2.10)
Equations 2.9 and 2.10 are usually a good approximation for a real MWPC,
despite the assumptions are not met in a real chamber. Note that, since d  s
the value given by equation 2.10 is always smaller than the capacitance of the
plane condenser with the same surface (2s/L). In general it can be seen that the
capacitance is quickly decreasing with the wire spacing, while it does not depend
much on the wire diameter.
Near the anode wires the field takes on a 1/r dependence similar to the single wire
cylindrical chamber described above. If electrons and ions are now liberated in the
constant field region they will drift along the field lines toward the closest anode
wire and opposing cathode. When reaching the high field region, the electrons
will be accelerated to produce an avalanche. The positive ions released in the
multiplication process induce a negative signal on the anode, the neighbouring wires
are also affected, however the signals induced are positive and of a small amplitude.
The signal from one anode plane gives information on one coordinate, the second
coordinate may be obtained by adding a second plane whose wires are perpendicular
to the first, or arranging the cathode as a series of strips perpendicularly to the wires.
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2.3 Amplification mechanisms at the Proportional Wire
In the case of neutron detectors, to generate charged particles some conversion
mechanism must occur. However, not all the neutron capture reaction can lead
to yields that, carrying hundreds of keV, produce enough charge to be amplified
by standard devices. In order to increase the ion-pair production it is possible to
exploit the gas multiplication process, as pointed out in section 2.2.2. The average
energy of the electron between collisions increases with the electric field, thus, it
is possible to set a threshold value for the field above which this mechanism take
place. In typical gases, at atmospheric pressure, this value is of the order of 107
V/m.
The multiplication of ionization is known as Townsend avalanche, and is described
by the first Townsend coefficient α. The number of electrons per path ds is given
by
dn= nαds (2.11)
The coefficient is determined by the excitation and ionization cross section of
the electrons that have acquired sufficient energy in the field. It is zero when the
electric field is below the threshold value and typically increases very quickly with
the increasing of the electric field. If the gas density φ is changed while keeping
the distribution of the collision energy (ε) fixed, then α changes proportionally with
the density because all the linear dimensions in the gas scale with the mean free
collision length.
The amplification factor on a wire is calculated by integrating equation 2.11 between
the point where the field is just enough to start the avalanche (smin) and the wire
radius a:
n
n0
= exp
∫ a
smin
α(s)ds= exp
∫ E(a)
Emin
α(E)
dE/ds
dE (2.12)
where n and n0 are respectively the final and initial number of electrons in the
avalanche; dE/ds is the electric field gradient. The electric field near a wire whose
radius is small compared with the distance to other electrodes is given by the charge
per unit length, λ, as a function of the radius:
E(r) = λ2piε0r
(2.13)
By inserting now equation 2.13 into 2.12, one obtains:
n
n0
= exp
∫ E(a)
Emin
λα(E)
2piε0E2
dE (2.14)
The ratio n/n0 is usually called gain, by assuming α to be proportional to E
it is possible to derive an expression for G = n/n0 [53]. We define α = βE and
substitute it in equation 2.14 gives:
lnG= βλ2piε0
ln λ2piε0aEmin
(2.15)
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β can be related to the average energy e∆V required to produce one more
electron. By solving the equation 2.12, the potential difference between r = a and
r = smin is obtained:
Φ(a)−Φ(smin) =
∫ smin
a
E(r)dr = λ2piε0
ln smin
a
= λ2piε0
ln λ2piε0aEmin
(2.16)
This gives rise to a number Z of generations of doubling the electrons in the
avalanche Z = [Φ(a)−Φ(smin)]/∆V which means G = 2Z . The expression of the
gas gain 2.15 can be then written as:
lnG= ln2
∆V
λ
2piε0
ln λ2piε0aEmin
(2.17)
The constant β has a physical meaning of the inverse of the average potential
required to produce one electron in the avalanche multiplied by ln2. Consider-
ing now the relation between the minimal field Emin and the gas density ρ to be
Emin(ρ) = Emin(ρ0)(ρ/ρ0), with ρ0 the normal gas density. We finally obtain a
relation for the gas gain proportional to the voltage and the charge density:
lnG= ln2
∆V
λ
2piε0
ln λ2piε0aEmin(ρ0)(ρ/ρ0)
(2.18)
In a proportional counter, as the one described in 2.2.2, the charge density λ is
related to the voltage V by
λ
2piε0
= Vln(b/a) (2.19)
Equation 2.18 can be expressed, in the so-called Diethorn’s formula, by substi-
tuting this term:
lnG= ln2ln(b/a)
V
∆V
ln Vln(b/a)aEmin(ρ0)(ρ/ρ0)
(2.20)
ExperimentallyG can be measured varying ρ/ρ0, the wire radius a and V/ ln(b/a).
The gain variation with the gas density is of particular interest since typically this
kind of chambers are operated at atmospheric pressure and the gas density changes
proportionally to it. Indeed, from equation 2.18, it can be observed that a small
relative change dρ/ρ of the density results in a change of amplification of:
dG
G
=− λ
∆V
ln2
2piε0
dρ
ρ
(2.21)
In practical cases the factor that multiplies dρ/ρ ranges between 5 and 8. The
fractional variation of the gas pressure causes a global variation of the gain typically
5 to 8 times larger than this. Nevertheless the gas pressure can be well monitored,
and these variations can be corrected.
Referring to equation 2.18 we denote that the gain depends on the local charge
density of the wire λ. A relative change dλ/λ will modify the amplification by the
following factor:
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dG
G
=
(
lnG+ λ ln2
∆V 2piε0
)
dλ
λ
(2.22)
The two multiplying factors in the parentheses are of the same order of magni-
tude and their sum is approximately of 10-20. The total relative variations of the
charge density cause, then, a local relative variations of the gain that are in general
10-20 times larger.
2.4 Signal formation
The moving charges in a chamber give rise to electrical signals on the electrodes
that can be read out by an amplifier. The electrons created in the avalanche close
to the wire move to the wire surface within a time much less than a nanosecond,
thus resulting in a short signal pulse. The ions, instead, move away from the wire
with a velocity (v ∝ µ) about 1000 times smaller, which result in a signal with a
long tail (with a duration on the order of several microseconds). The movement of
these charges induce a signal both on the wire and on the cathode, which can be
divided into several parts for the purpose of coordinate measurements [19].
Before describing how the moving charges give rise to signals on electrodes, we
consider the case of a point charge q. As illustrated in figure 2.12a, in the presence
of a grounded metal plate, q induces a charge on the metal surface [54]. This surface
charge can be calculated by solving the Poisson equation for the potential Φ with
a point charge q at z = z0 and with the boundary condition that Φ = 0 at z = 0.
The resulting electric field E =−∇Φ on the metal surface is related to the surface
charge density σ by σ(x,y) = ε0E(x,y,z = 0), following Gauss law.
Figure 2.12: (a) Sketch of a point charge q inducing a charge density σ(x,y) on the surface of
a grounded plate. (b) Induced charge Qn in case of segmentation of the metal plate. The induced
charges change in case q is moving, and the currents flow between the strips and ground. (From
Blum et al [19]).
The electric field on the metal surface is given by:
Ez(x,y) =− qz02piε0(x2+ y2+ z20)3/2
Ex = Ey = 0 (2.23)
and the surface charge density is σ(x,y) = ε0Ez(x,y). The integration of σ(x,y)
gives the total charge induced on the metal plate:
Q=
∫ ∞
−∞
∫ ∞
−∞
σ(x,y)dxdy =−q (2.24)
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and it is independent of the distance of the charge q from the metal plate. We
consider now the plate segmented into strips of width w, and each one is grounded,
a scheme is shown in figure 2.12b. The surface charge density can be integrated
over the area of the strip, from equation 2.23, to obtain the charge induced in one
strip:
Q1(z0) =
∫ ∞
−∞
∫ w/2
−w/2
σ(x,y)dxdy =−2q
pi
arctan
(
w
2z0
)
(2.25)
This charge depends now on the distance z0 of the point charge from the metal
surface. Considering now that the charge moves with a velocity v according to
z0(t) = z0−vt, it is possible to find a time-dependent inducedQ1(z0(t)) and therefore
an induced current of
Iind1 (t) =−
d
dt
Q1(z0(t)) =−∂Q1(z0(t))
∂z0
dz0(t)
dt
= 4qw
pi[4z0(t)2+w2]
v (2.26)
One observes that the movement of a charge induces a current which flows
between the electrode and the ground. This method of calculating signals is the same
for more realistic geometries, but become more complex as well. Some theorems
are introduced to allow a simpler way of calculating signals induced on grounded
electrodes.
2.4.1 Reciprocity Theorem and Capacitance Matrix
We refer to ‘metal’ electrode to meet the condition that the charges on the electrode
can move and that the electrode surface is equipotential. N metal electrodes are
set to voltages Vn, the potential is uniquely defined by the conditions that Φ(x)
satisfies the Laplace equation and that Φ(x) = Vn on the electrode surfaces. The
voltages and the charges on the electrodes are related by the capacitance matrix of
the electrode system as [54]:
Qn =
N∑
m=1
cnmVm (2.27)
The capacitance matrix is defined by the electrode geometry and for the capac-
itance matrix elements cnm hold the relations:
cnm = cmn, cnm ≤ 0 for n ,m, cnn ≥ 0,
N∑
m=1
cnm ≥ 0 (2.28)
A set of different voltages V n is related to a set of different charges Qn by the
same capacitance matrix Qn =
∑
cnmV n. By inverting this relations and multiply-
ing it by equation 2.27, a relation called reciprocity theorem is obtained:
N∑
n=1
QnV n =
N∑
n=1
QnVn (2.29)
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Together with this relation, we consider another one which concern the sum
of all the charges of an electrode system. An electrode surrounding the N metal
electrodes is taken into account. By applying Gauss law to the volume between the
electrodes, the sum of all charges within this volume is equal to ε0 times the integral
of E(x) over the surface surrounding it. As this integral over a metal electrode is
equal to the charge of this electrode, one finds that the sum of all charges on
the metal electrodes is equal to the sum of all charges in the volume between the
electrodes. In the case there are no charges in the volume between the electrodes,
the sum of Qn on the electrodes must be zero for any applied voltages. Considering
the capacitance matrix we find the relation∑
n
Qn = 0 →
∑
n
∑
m
cnmVm = 0 →
∑
n
cnm = 0 (2.30)
Note that the capacitance matrix elements cnm are different from the capaci-
tances Cnm. They are indeed related to the voltage difference between circuit nodes.
The relation between the two can be expressed as
Cnn =
N∑
m=1
cnm, Cnm =−cnm if n ,m (2.31)
2.4.2 The Shockley-Ramo theorem
The current signal read from electrodes arises from the motion of the charge carriers
and not from their physical collection. This applies both for gas-filled detectors
and for semiconductor detectors. The output pulse begins to form as soon as the
carriers start their motion to the electrodes and it finishes once the last of the
carriers reach its collecting electrode. Thus the pulse is fully developed during this
motion and the time evolution of the signal is of primary importance to understand
the timing properties of detectors [5]. The method to calculate the shape of the
pulse produced from the motion of charges in a detector exploits the Shockley-Ramo
theorem [55, 56, 57].
We consider a set of three grounded electrodes in the presence of a point charge
Q0 = q at position x and we imagine that the net charge is sitting on an infinitely
small metal electrode. In total the system consists of four metal electrodes. A
sketch is illustrated in figure 2.13(a).
We set V1 = V2 = V3 = 0 and we derive the charges Q1,Q2,Q3 induced by the
presence of charge Q0 = q. From equation 2.29:
qV 0+Q1V 1+Q2V 2+Q3V 3 =Q0V0 (2.32)
Choosing another configuration, figure 2.13(b), where the charge q is removed
and the first electrode is set to voltage Vw (V 1 = Vw) while keeping the other two
electrodes grounded, the above relation becomes:
qV 0+Q1V w = 0 → Q1 =−qV 0
Vw
(2.33)
V 0 is the potential of the uncharged small electrode for this configuration. Since
an infinitely small uncharged electrode is the same as having no electrode, V 0 is the
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Figure 2.13: (a) Three grounded electrodes and a point charge q which induces charges Qn on
the electrodes. (b) Configuration in which the charge q is removed and the electrode 1 is set to
voltage Vw.
potential at point x when the point charge q is removed. We refer to V 0 = ψ1(x)
as weighting potential of electrode 1, thus the induced charge Q1 is given by
Q1 =− q
Vw
ψ1(x) (2.34)
In case the point charge q is moving along the trajectory x(t), as shown in
figure 2.14, a time-dependent-induced charge on electrode n can be derived and,
hence, a current :
Iindn (t) =−
dQn(t)
dt
=− q
Vw
∇ψn(x(t))dx(t)
dt
=− q
Vw
En[x(t)]v(t) (2.35)
We call En(x) =−∇ψn(x) the weighting field of electrode n as stated in Ramo’s
theorem [56]. Note that the sign of the induced current is not only given by the
sign of the charge but also by the orientation of the particle velocity vector with
respect to the orientation of the weighting fields.
Figure 2.14: Three grounded electrodes and a point charge q, in the case where the charge is
moving there are currents flowing the electrodes and ground.
If the charge q is moving along a trajectory x(t) from position x0 = x(t0) to
position x1 = x(t1) the total amount of charge Qindn between its electrode and
ground is equal to
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Qindn =
∫ t1
t0
Iindn (t)dt=−
q
Vw
∫ t1
t0
En[x(t)]v(t)dt=
q
Vw
[ψn(x1)−ψn(x0)] (2.36)
It is possible to conclude that this induced charge is a conservative quantity,
indeed, it depends only on the end points of the trajectory and is independent of
the specific path. e.g., if a pair of charges q, −q is produced at point x0 at t = t0
and they arrive at two different position x1, x2 respectively, after a time t1, the
resulting charge on electrode n is given by
Qindn =
∫ t1
t0
Iindn (t)dt=
q
Vw
[ψn(x1)−ψn(x2)] (2.37)
In the case the charge q moves to the surface of electrode n and −q moves to
the surface of some other electrode, the total induced charge on electrode n is equal
to q, since ψn = Vw on electrode n and ψn = 0 on the others electrodes. When
both charges move to other electrodes, the total induced charge on electrode n is
zero. Therefore, it is possible to conclude that when all the charges have arrived at
different electrodes, the total induced charge on electrode n is equal to the charge
that has arrived at that specific electrode. Note that it also leads to the conclusion
that the current signals on electrodes that do not receive any charge are strictly
bipolar.
For simplicity we consider a planar electrode geometry operating in ionization mode,
see section 2.2.2, the electric field inside the chamber is E = Vw/d. If N pairs are
produced by a charged particle, then the −q electrons will drift to one anode, while
the +q ions to the opposite one, and the charge produced is q = eN . A scheme is
shown in figure 2.15.
E = -Vw/d 
0
d
-q
+q
I(t)
Q(t)
t
t
eN/2
eN
Vwd/2
te ti
(a) (b)
(c)
Figure 2.15: (a) Sketch of a planar electrode geometry, with an electric field perpendicular to
the plates, and two charges moving towards the anodes. (b) The curve of the induced current and
(c) charge to one electrode are also shown.
ve and vi are defined as the velocity in modulus for electrons and positive ions
respectively, the induced current on one electrode is obtained by equation 2.35:
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i− =−−q
Vw
Vw
d
(ve) =
q
d
ve , (2.38)
i+ =−+q
Vw
Vw
d
(−vi) = q
d
vi , (2.39)
itot = i−+ i+ (2.40)
The current will be the same but with opposite sign on the other electrode. Note
that both the charged particles, positive and negative, give the same contribution
to the induced current. The total induced charge on the specific electrode can be
calculated following equation 2.37, in this case one obtains:
Q=
∫
itot(t)dt=
q
d
vete+
q
d
viti (2.41)
If the ion-pair is produced at distance z0 from one of the two plane than te and
ti can be rewritten as te = (d−z0)/ve and ti = (z0)/vi. Substituting these values in
equation 2.41 we obtain:
Q= q (1− z0)
d
+ q z0
d
= q = eN (2.42)
This is the Shockley-Ramo theorem, whereby the total induced charge on the elec-
trodes is equal to the charge that has arrived at that electrode. A sketch of both
curves for induced current and induced charge as a function of time is depicted in
figure 2.15, in the case the ion-pairs are produced in the middle of the chamber
(z0 = d/2). The electrons of the ion-pair have a much larger velocity (≈ 1000 times
higher) than that of the positive ions. The time te is much lower than ti, therefore
the electrons contribution to the current is peaked, while the positive ions contri-
bution is more spread on time. As the integral is the same for both particles, the
contribution to the induced charge is divided in half between the electrons and the
positive ions, as shown in figure 2.15.
Considering now a wire chamber with cylindrical geometry operating in propor-
tional mode, we will observe that the main contribution to the signal on electrodes
is due to positive ions. A scheme of the geometry is illustrated in figure 2.16.
The electric field in a cylindrical geometry is given by equation 2.7. In typical
chamber b  a, so that the electric field rises in a region close to the wire, the
multiplication region. Therefore, most of the ion-pairs are formed close to the
anode wire. Considering a voltage V0 = 1000V, a wire radius a= 10µm and a tube
of radius b = 4mm, an electric field of 170 kV/cm is obtained. Given q = eN ·G,
where G is the gain due to the proportional mode operation (section 2.3), the total
charge created by the avalanche process and by considering that it take place at
a distance d = 2µm from the wire anode, the charge induced on the anode can be
calculated using the Schokley-Ramo theorem (eq. 2.37):
Qanode =− qi
ln
(
b
a
) ∫ r2
r1
dr
r
=− qi
ln
(
b
a
) ln(r) |r2r1 (2.43)
The contribution of electrons and ions can be addressed separately. In the first
case qi = −q, while for the ions the charge will be positive (qi = +q). As we have
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Figure 2.16: (a) Sketch of a cylindrical wire chamber, a is the wire radius while b is the cathode
radius. (b) The curve of the induced current and (c) charge to one electrode is also shown.
chosen d = 2µm, the electrons will travel toward the anode between r1 = a+ d
and r2 = a, and the ions toward the cathode between r1 = a+ d and r2 = b. By
subsituting these values in equation 2.43 we obtain:
Qe =− −q
ln
(
b
a
) ln( a
a+ d
)
'−0.03q
Qion =− q
ln
(
b
a
) ln( b
a+ d
)
'−0.97q
As expected, almost all the signal is due to the ions contribution.
In a more general case, one can calculate the sum of the signals induced on several
electrodes either using the weighting fields and induced currents for the individual
electrodes and add the currents or the weighting fields can be calculated for the
entire set of electrodes by setting all of them to voltage Vw and grounding the
remaining ones. Referring to figure 2.17 we assume that one electrode encloses the
others.
ψtot, sum of all induced currents, is defined by setting all electrodes to potential
Vw. This results in ψtot = Vw in the considered volume and consequently a weighting
field of Etot(x) = 0. It is possible to conclude that the sum of all induced currents
on grounded electrodes is zero at any time if there is one electrode enclosing all the
others.
Shockley-Ramo application on MWPC
Let us consider now a plane of anode wires situated between two plane electrodes
facing each other at distance D, as in case of a MWPC, the scheme is shown in
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Figure 2.17: Three grounded electrodes enclosed by one electrode.
figure 2.18. By applying the method described above the main characteristic for
the signals of the wires and cathode can be derived.
1
1
2 3 4
D
Figure 2.18: Sketch of the electrode arrangement in a MWPC, in which the wire 2 carries the
avalanche.
The wire radii (in general 10 -30 µm) are small compared to the distance between
the wires and the distance between the wires and the cathode, D, typically of a few
millimetres. This results in a coaxial electric field close to the wire, as mentioned in
previous sections. We set the wires to potentials Vn which results in charges qn on
the wires, determined by the capacitance matrix through qn =
∑N
m=1 cnmVm. As
depicted in figure 2.18 we label the individual wires as 2, 3, 4, etc. and the two
cathode as electrode 1. Assuming the wires to be infinitely long, the electric field
at a distance r from a line charge q is given by
E(r) = q2piε0r
r̂ (2.44)
so at a point with distance r1 and r2 to two wires carrying charge q1 and q2, the
electric field is:
E = 12piε0
(
q1
r1
r̂1+
q2
r2
r̂2
)
(2.45)
In case r1 r2 the field is dominated by the charge on this wire as long as the
charge q1 and q2 are of similar magnitude. It is possible to conclude that the electric
fields at distance r from wire n is approximately coaxial and its magnitude is given
by
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E(r) = qn2piε0r
(
N∑
m=1
cnmVm
)
(2.46)
This is valid in case r < D. Under these assumptions the trajectory of the
avalanche ions is:
r(t) = a
√
1+ t
t0
; 1
t0
= µ
a2piε0r
(
N∑
m=1
cnmVm
)
(2.47)
where a is the wire radius and µ is the ions mobility (v = µE). Knowing the ion
trajectory r(t) we need to calculate the weighting field of the wires in order to find
the induced current signals. The weighting field of the wire 2, where the avalanche
takes place, is found by setting the wire to voltage Vw and grounding all others
wires and electrodes. That is a charge q2 = c22Vw on this wire, and the magnitude
of the weighting field in the coaxial approximation is
E2(r) =
c22Vw
2piε0r
(2.48)
Thus the current induced by Ntot ions of charge e0, moving away from the wire
surface is
I2(t) =−Ntote0
Vw
E2[r(t)]
dr
dt
=−Ntote04piε0
c22
t+ t0
(2.49)
Note that the signal on the avalanche wire is negative because from equation 2.28
c22 > 0. The weighting field of the closest wire (electrode 3) is given by setting wire
3 to potential Vw and grounding all other wires, thus q3 = c23Vw and the current
signal is I3 =−Ntote04piε0 c23t+t0 . The cross-induced signal has the same shape as the signal
on the avalanche wire but it is positive because c2n < 0 with n , 2, see equation 2.28.
The other wires have the same polarity and shape with their relative amplitudes
c24, c25, etc. Using the relations in 2.31 we can express the relative signal amplitudes
respect to the capacitances Cnm:
In(t)
I1(t)
= c2n
c22
=− C1n∑N
m=1C2m
(2.50)
The amplitude of the cross-induced signal from the avalanche wire to wire n is
given by the mutual capacitance between the avalanche wire and wire n divided by
the sum of all mutual capacitances of the avalanche wire to the other electrodes [19].
It can be noticed that the capacitive coupling between wires causes a signal of same
polarity on the neighbouring wires.
The sum of all wire signals is given by
Iw(t) =
N∑
n=2
In(t) =−Ntote04piε0
1
t+ t0
N∑
n=2
c1n =−Ntote04piε0
C12
t+ t0
(2.51)
As the two cathode planes completely enclose the wires the sum of all capacitance
matrix elements ∑Nm=1 cnm is zero. The sum of all wires signals thus has a negative
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polarity, if the same voltage U is set for each of them, the characteristic time
constant from equation 2.47 becomes:
1
t0
= µ
a2piε0r
(
U
N∑
m=2
cnm
)
= µUC12
a2piε0
(2.52)
When the wires are enclosed by the two cathode planes, like in figure 2.18, the
sum of all chamber signals is zero at any time and the cathode signal Ic(t) is equal
to the negative summed wire signal −Iw(t), based on the Shockley-Ramo theorem.
In the coaxial approximation, the signal on a single cathode plane, considering that
in our case they are symmetrically placed with respect to the wire plane, is:
Ic1(t) =
1
2Ic(t) =−
1
2Iw(t) =
1
2
Ntote0
4piε0
C12
t+ t0
(2.53)
As mentioned above it is possible to localize the avalanche in the direction
perpendicular to the sense wire subdividing the cathode into a series of strips or
pads. In this case the weighting field of the cathode strip is calculated by setting
the strip to potential Vw while grounding all other strips and wires. The method
to derive the expression for the weighting field and induced signal can be found in
detail in [58].
We first calculate the signal on a strip of infinitesimal width, we then integrate over
the strip width w. It is defined, in this way, the so-called cathode charge distribution
Γ (λ) through
dIc1(t,λ) = Ic(t)Γ (λ)dλ ;
∫ ∞
∞
Γ (λ)dλ= 12 (2.54)
where λ = x/D is the distance of the infinitesimal strip from the avalanche
position. The expression for Γ (λ) can be calculated by investigating the weighting
field of an infinitesimal cathode strip, and can be found at [59].
Γ (λ) =K1
1− tanh2K2λ
1+K3 tanh2K2λ
(2.55)
The parameter K3 depends on the chamber geometry, while K1 and K2 are
uniquely defined by K3. Thus for a strip of finite width w centred at position λ,
the signal I(t,λ,w) is obtained by integrating equation 2.54:
I(t,λ,w) =
∫ λ+w/2
λ−w/2
dIc1(t,λ′)dλ′ = Ic(t)
∫ λ+w/2
λ−w/2
Γ (λ′)dλ′ = Ic(t)P0(λ) (2.56)
where P0(λ) is the pad response function and depends on the strip width w and
on the parameters K1,K2,K3. It determines the fraction of the total cathode signal
induced in the strip as a function of the distance between the centre of the strip
and the avalanche position in the cathode plane.
The strip width w and the anode-cathode distanceD have to be chosen such that the
typical pulse height induced on two or three adjacent strips falls into the dynamic
range of the readout electronics. If the limitation in position resolution along the
wire is given by the electronic pulse-height measurement, the best position resolution
is then given for a strip width near the cathode-anode distance, namely w ≈D.
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2.5 Semiconductor Detectors
Semiconductor, or solid state, detectors are based on crystalline semiconductor
materials, typically silicon and germanium. The basic operating principle of solid
state detectors is analogous to gas ionization devices. However, instead of a gas, the
medium is a solid semiconductor material. The passage of ionizing radiation creates
electron-hole pairs, instead of electron-ion pairs, which drift and produce signal
when an electric field is applied. The semiconductor benefits from a small energy
gap between their valence and conduction bands [18]. Therefore, the advantage is
that the average energy required to create an electron-hole pair is about 10 times
smaller than that required for gas ionization. For a given energy, the amount of
ionization produced is an order of magnitude greater, resulting in increased energy
resolution. Moreover, as their density is larger compared to that of gases, the
stopping power is greater than the gas detectors. Thus, semiconductor detectors
are compact in size and can have very fast response times [3]. The section mainly
refers to the books [18, 60, 61, 62, 63] for the principles of operation discussion.
2.5.1 Basic Principles of Operation
One of the main characteristics that identifies the semiconductor materials is the
small gap between the electronic conduction and valence band. e.g., in case of
silicon the amount of energy needed to excite an electron from the valence band
into the conduction band is Eg = 1.12eV. This is in contrast to insulators that have
an energy gap of Eg > 5eV and conductors that have their valence and conduction
bands in contact. The hole left by an electron in the valence band under some
excitation has a positive electric charge.
If an electric field is applied, the passage of electrons from the valence into the
conduction band, generates holes moving in the valence band in a opposite direction
to that of electrons in the conduction band. The motion will be the combination of
a random thermal velocity and a drift velocity parallel to the direction of the field.
Since electrons move in an opposite direction to the electric field vector, holes move
in the same direction as the electric field, as expected for a point positive charge.
The charge carriers drift velocity is proportional to the applied electric field through
the mobility as follows:
ve = µeE (2.57)
vh = µhE (2.58)
where the quantity µe and µh are the electron and hole mobility, respectively.
In the case of silicon hole mobility is smaller than the electron mobility (µh =
450cm2V−1s−1, µe = 1350cm2V−1s−1) [18]. At higher electric field values, the drift
velocity increases more slowly with the field, till a saturation velocity, independently
of further increases in the electric field, is reached. Many semiconductor detectors
are operated with electric field values high enough to result in saturated drift velocity
for the charges carriers. These velocities are on the order of 107 cm/s, thus the time
needed to collect the signals over a typical dimension of 0.1 cm will be under 10 ns.
The mobility determine the current in a semiconductor, by using equation 2.57
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and 2.58 the current density, Jc, for concentrations n of electron carriers and p of
holes carriers, is given by:
Jc = q(nµe+ pµh)E (2.59)
where q is the electronic charge. At a given temperature, an equilibrium between
generation and recombination of free electron and holes is established.
Crystals are not perfect, but present defects and various impurities, which reduce
the mean free carrier lifetime. The addition of electrically active donor and acceptor
impurity atoms forms n-type and p-type conductivity semiconductors. They have
an excess of electron and holes, respectively. At temperature T , the product of
concentrations of electrons and holes remains constant and is given by
np= n2int (2.60)
where nint (cm−3) is the intrinsic carrier concentration, e.g., at T = 300K in
silicon nint ≈ 1.45× 1010 cm−3. It can be expressed as:
nint =
√
NcNv exp
(
− Eg2KT
)
=AT 3/2 exp
(
− Eg2KT
)
(2.61)
where Nc is the number of states in the conduction band and Nv is the number
of states in the valence band, Eg the energy gap at 0 kelvin and K is the Boltzmann
constant. Nc and Nv can be calculated from Fermi-Dirac statistics and each vary
as T 3/2. A is a constant independent of temperature. Since the semiconductor is
neutral, the positive and negative charge densities must be equal so that ND+ p=
NA+n, where ND and NA are the donor and acceptor concentrations. In a n-type
material, where NA = 0 and n p, the electron density is therefore n=ND and the
electrical conductivity is determined almost exclusively by the flow of electrons. The
resistivity, ρ or conductivity, σ, can be calculated from the dopant concentration
and the mobility of the majority carrier as:
1
ρ
= σ = eNDµe (2.62)
The p−n Junction
When a n-type region in a silicon crystal is put adjacent to the p-type region in
the same crystal, a p−n junction is formed. Basically, such a junction is built by
diffusing acceptor impurities into a n-type silicon crystal or vice versa donors in
a p-type silicon crystal. For instance, a p+ − n junction results from an acceptor
density on the p-type side being much larger than the donor density on the n-type
side. The formation of a p− n junction creates a special zone about the interface
between the two materials. This region is created as the result of the diffusion of
electron from n-type material into p-type material and diffusion of holes in the other
direction. The diffusion is the consequence of the motion of carriers from regions
of high concentration to regions of low concentration. Thus, the diffusing electrons
fill up the hole in the p-region while the diffusing holes capture electrons on the n-
region. Since the p-side is injected with extra electrons, it becomes negative and the
n-region becomes positive. This create an electric field gradient across the junction.
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The space-charge region is called depletion region.
The shape of the electrostatic potential (Ψ ), the electric field and the width of the
depletion zone of a function can be obtained by solving the Poisson equation:
d2Ψ
dx2
=−ρ(x)
ε
(2.63)
where ε is the dielectric constant. The equation 2.63 can be solved in one-
dimension, for an abrupt junction with a charge density ρ(x) given by:
ρ(x)→
{
qND for 0≤ x≤ xn
−qNA for −xp ≤ x≤ 0
(2.64)
where xn and xp are the depletion length on the n-side and p-side, respectively,
a sketch is shown in figure 2.19(a). Note that the charge density is zero outside
the depletion region 2.19(b). The absence of net total charge in the depletion zone
leads to:
NDxn =NAxp (2.65)
By integrating equation 2.63, one obtains the electric field E generating from
the charges separation, considering as boundary condition E(xn) = E(−xp) = 0:
E(x) =−dΨ
dx
=

En(x) = qNDε (x−xn) for 0≤ x≤ xn
Ep(x) =−qNAε (x+xp) for −xp ≤ x≤ 0
(2.66)
The electric field is only due to the different concentrations of electrons and
holes at the junction, when no external voltage is applied. The diffusion process
will move n-type material electrons into p-type material and holes in opposite di-
rection. This process is slowed down by the generation of an electric field due to
the ionized dopants, which pushes electrons back to the n-type side and holes to
the p-type side, until a dynamical equilibrium is reached.
Free charges can be generated in excess of the equilibrium by ionizing particles
traversing the diode in this depletion region. For instance, in silicon the energy
required to produce an electron-hole pair is Eion = 3.62eV. The charges produced
by ionization in the depletion zone are separated and induce an electron hole signal.
The integration of equation 2.66 leads to the calculation of the electrostatic poten-
tial. We define the integration constant Ψ (−xp) = Ψp and Ψ (xn) = Ψn, one obtains
the electrostatic potential as shown in figure 2.19(d):
Ψ (x) =

Ψn(x) = Ψn− qND2ε (x−xn)2 for 0≤ x≤ xn
Ψp(x) = Ψp+ qNA2ε (x+xp)2 for −xp ≤ x≤ 0
(2.67)
The contact potential is defined by:
V0 =−
∫
E(x)dx= Ψn−Ψp = KbT
q
ln
(
NAND
n2int
)
(2.68)
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Figure 2.19: Sketch of a p-n junction of thickness w. X is the depletion region. (a) represents
the junction, (b) the charge distribution, (c) the electric field and (d) the electrostatic potential
(from [18]).
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e.g., for silicon at T = 200K is ≈ 0.3−0.6V. The depletion depths are calculated
by imposing the continuity of V0, the potential at x = 0 [Ψn(0) = Ψp(0)] and using
equation 2.65:
xn =
1
ND
√√√√2εV0
q
( 1
NA
+ 1
ND
)−1
(2.69)
and
xp =
1
NA
√√√√2εV0
q
( 1
NA
+ 1
ND
)−1
(2.70)
Summing equations 2.69 and 2.70 one obtains the total depth of the depletion
region X:
X =
√
2εV0
q
( 1
NA
+ 1
ND
)
(2.71)
Note that without external polarization, the depletion depth is typically a few
microns. The capability of the junction for particle detection is strongly limited,
therefore an external voltage between the n- and p-regions is applied. V0 will be
replaced by V0 + Vb in equations 2.69 and 2.70. The depletion zone grows for
increasing values of Vb until it reaches the total thickness of the detector.
2.5.2 Neutron Detection with Silicon Detectors
Silicon detectors can be used to detect neutral particles via measurement of in-
direct ionization for photons, or secondary radiation for neutrons. Typically the
active area of the detector, the silicon component, is coupled to a neutron converter
layer, in which the neutron interacts giving rise to secondary heavy charged particles
either via nuclear reactions or as energy recoils from elastic scattering of neutrons
on nuclei. These secondary charged particles generated in the converter must have
a range larger than the distance between the interaction point in the converter and
the converter layer-detector interface, in order to reach the silicon layer where they
deposit the energy. Charge carriers are then generated in silicon producing a signal.
Different converters means different mechanism of charged secondary particles gen-
eration, the choice depends on the neutron energy. i.e., thermal neutrons have large
nuclear cross section, thus converter as 10B, 113Cd, 155Gd, 157Gd, 6LiF are in gen-
eral the most used for neutrons of these energies. However, the neutron capture
reactions have a cross section dropping strongly for higher energies of neutrons,
e.g., fast neutrons. Another type of converter has to be used, and therefore, an-
other mechanism of charged particles generation has to be exploited. Fast neutrons
can be detected via energetic recoils produced from their elastic scattering on nuclei
of a converter. Converters with high hydrogen content and with a restraint amount
of heavier atoms must be selected.
In the case of thermal neutrons the heavy charged particles produced in the con-
verter material have their direction of emission kinematically constrained. The
reaction products are emitted in opposite directions, hence, only one can cross the
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converter layer-detector interface into silicon. The range, Ri(E), of travelling of the
secondary particles can be calculated from SRIM [46, 47]. The probability of signal
generation will depend on Ri(E), on the number (Nn) of incident neutrons on the
converter, on the atomic concentration (Ni) of the target isotopes in the converter
and on the cross section (σi) of the neutron-i-target isotope reaction. In general,
summing over all particles produced in the neutron reaction, the probability of
signal generation can be expressed as:
S =
∑
i
Si (2.72)
where Si = N − nNiσiRiP and the factor P represents the total or integrated
geometrical probability that any charge particle generated in the converter reaches
the detector and produce a signal.
Converter layer
Silicon detector
Figure 2.20: A identifies the interaction point between neutrons and the target nuclei, x is the
distance from the interface converter-detector. The particles are produced in a cone of opening α
with a range R in that direction.
Referring to figure 2.20, the probability P can be calculated. Considering A the
interaction point of neutron conversion, the product particles are emitted in a cone
of opening angle α and a particle emitted at this angle stops after the range R in
the converter when its energy reaches zero. If the distance from the point A and
the cone basis is x, one has α = arccos(x/R). The solid angle of particle emission
is then:
SA=
∫ 2pi
0
∫ α
0
sinθdθdφ= 2pi (1− cosα) (2.73)
The probability that a particle emitted at point A with a range R in the con-
verter reaches the interface between the converter layer and the silicon detector at
a distance x is, then, the ratio between the solid angle, SA and the total sphere
solid angle, SAsphere = 4pi:
P (x,R) = SA
SAsphere
= 2pi (1− cosα)4pi =
1
2
(
1− x
R
)
(2.74)
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Introducing the variable η = x/R and integrating from η = 0, origin of the
particle at x= 0, up to η = 1, origin of the particle at x=R, we obtain:
P ∼ 12
∫ 1
0
P (η)dη = 14 (2.75)
On the contrary, the probability that any charged particle generated in the
converter goes in a opposite direction of the interface can be expressed as:
P (d−x,R) = 12
(
1− d−x
R
)
(2.76)
Equation 2.76 is needed in the case of a silicon detector inserted in between two
converter layers.
The detection efficiency increases with increasing converter thickness because more
neutrons are captured in the converter material. Nevertheless, the detection effi-
ciency starts to decrease at a value, do, of the thickness, when the range of the
charged particles cannot reach the detector active area. To calculate it, we con-
sider the detection efficiency, dPdet, of a neutron by a system as the one shown in
figure 2.20, (converter layer coupled to a silicon sensor):
dPdet = e−µx
1
2
(
1− d−x
R
)
µdx (2.77)
where µdx is the probability for the interaction of a neutron with nucleus in the
converter material at depth x. The exponential term represents the probability that
a neutron will traverse a path of length x without interaction. 1/2(1−(d−x)/R) is
the probability that the products of the neutron reaction will escape into the silicon
sensor. It can be expressed as the ratio between the solid angle defined by the cone
of emission and the total solid angle (equation 2.76). Integrating equation 2.77 over
the converter thickness, d, we find
Pdet =
1
2
[
− e−µd+1− e
−µd
µR
− d
R
+ 1
µR
]
(2.78)
Imposing the condition dPdet/dd= 0 the optimal thickness do can be found:
do =
1
µ
ln(µR+1) (2.79)
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Chapter 3
Neutron Scattering Science: beyond
the state-of-the-art
The increasing complexity in science investigations driven by technological advances
is reflected in the studies of neutron scattering science which enforces a diversifica-
tion and an improvement of experimental tools, from the instrument design to the
detector performance. It calls as well for more advanced data analysis and mod-
elling. The operation of new generation, high-intensity neutron sources is there-
fore necessary; like the Spallation Neutron Source [64] (Oak Ridge Laboratory,
TN, USA), the Japan Spallation Source [65] (Tokai-mura, Japan), and the Euro-
pean Spallation Source (ESS, Lund, Sweden), which is presently under construction,
where an intensity increase of at least an order of magnitude is expected [66, 67, 68].
The high brightness opens up the possibility of studying currently not solved prob-
lems. Interesting samples are, indeed, often available only in limited quantities and
may be unstable over the time. Furthermore, smaller samples tend to be more
homogeneous, increasing the precision of the results obtained and making possi-
ble more advanced and conclusive investigations [11]. Thus the instruments must
be flexible permitting exchanges between brightness and better resolution, opti-
mization of signal-to-noise ratio, and the use of polarized neutrons when necessary.
Together with the implementation of sources and instruments, the enhanced detec-
tor response is of a crucial importance to fulfil the increased performance demands.
Some of the scientific topics are described in the following section, including the
current neutron application and the challenges and prospects for the future.
3.1 The European Spallation Source ESS
Neutron sources are low-brilliance particle sources compared to the electron or pho-
ton sources. The reactor technology, developed in the 1940s and 1950s, reached a
plateau in neutron performance in the 1970s with the construction of ILL [69] in
France and HFIR [70] in the United States of America. Already in the late 40’s the
neutron production in spallation reactions has been observed, opening the opportu-
nity to produce brighter neutron beams than reactor-based facility [71]. Currently
high-flux spallation sources include ISIS [72], SNS [64] and J-PARC [65].
The European Spallation Source (ESS) will be the brightest neutron source among
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the others, thanks to the long pulse [73, 74, 75] and low repetition rate time struc-
ture of the proton pulses. This unique characteristic will make ESS the ideal source
for long-wavelength neutrons, with energies in the range of about 0.1 meV to 50
meV (30Å− 1Å). Existing pulsed sources deliver short pulses, because the focus
at the time of their construction was on higher energy neutrons, 100 - 1000 meV
(1Å−0.3Å). Current trends in condensed matter sciences (soft matter, magnetism,
life science, engineering and chemistry materials) point up the importance of slow
dynamics and large-scale fluctuations of complex systems. ESS aims to follow these
trends by focusing on cold and thermal neutrons, exploiting a long-pulse time struc-
ture, as shown in figure 3.1. The neutron energy range provided by ESS will hold
the same information of both hot neutron beams delivered by reactor-based sources
and of short-pulse accelerator-based spallation sources [11, 76].
Figure 3.1: Single pulse source brightness as a function of time at a given wavelength compared
between several neutron sources: ESS, ILL, SNS, J-PARC and ISIS. Brightness at ESS is shown
at both 5 MW and 2 MW accelerator power.
ESS will be at least 5 times brighter than the world’s leading neutron sources.
High fluxes will allow faster measurements, increased use of polarized neutrons,
detection of weaker signals and measurements of smaller samples. Thanks to the
high brightness many investigations, that are limited today, will become possible.
Along with that, the neutron beams will be delivered in an unique time structure,
with long pulses (2.86 ms) at low frequency (14 Hz), as shown figure 3.1, which
leads to high flux. Indeed, if we denote the peak flux as φp(λ) as a function of the
neutron wavelength and the pulse length as δt, the relation for the time average
flux φav can be derived as described in [74]:
φav(λ) = ν δt φp(λ) (3.1)
where ν is the repetition rate. This structure will open the possibility of using
long-wavelength neutrons with an unprecedented brightness. This feature will al-
low instruments to achieve a wider dynamic range, bispectral beams and tunable
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resolution as needed.
The investigations of real-world sample in real-world conditions often require de-
manding or extreme conditions, i.e., high magnetic fields, low or high temperatures
and pressures. These conditions can be achieved through massive sample envi-
ronment set-ups that limit the available volume for the sample itself. In order to
investigate smaller samples, larger intensity is required.
ESS with the high brightness, long pulses structure and the real world capabili-
ties, is of crucial importance to push forward the present limitation in the neutron
scattering science, allowing a wider and a clearer investigation of the structure and
dynamics of materials.
3.2 Scientific case
Soft condensed matter
Soft condensed matter is an interdisciplinary area of research regarding system that
respond to weak external stress or thermal fluctuations. It includes the study of
polymers, surfactants, gels, foams and many other biological materials. During the
last decades of the twentieth century, neutron scattering has played an important
role in this area, based on the fact that neutrons scatter differently from hydrogen
than from deuterium. This distinguishability, unique to neutrons, enable to label
various part of soft matter systems so that their structure and dynamics can be
investigated. Moreover, the cold neutrons provide simultaneous access to the rele-
vant length (micro and mesoscopic scale) and time scales (10−9−1 s) useful to soft
matter research.
Soft matter can be easily deformed through applications of weak external stresses or
thermal fluctuations, and therefore, a non-invasive characterization is mandatory.
It is important to understand the equilibrium and non-equilibrium properties of
soft condensed matter not only in a well defined model system, but also in every-
day life and industrial applications. The typical techniques to study soft matter
are small angle neutron scattering (SANS), reflectometry, neutron spin-echo spec-
troscopy and quasi-elastic neutron spectroscopy. In order to make progress on this
front, it is necessary to probe smaller volumes within larger and complex samples,
over a wide range of length scales and with high temporal resolution.
For example, time-resolved studies are needed to detect how surfactant molecules
self-assemble into micelles and how such structures transform into different shape [77,
78]. In order to be able to detect transformations on the millisecond to second time
scale, a high neutron flux is required. Such study will benefit from the high flux us-
ing a polarized SANS instrument and a broadband small sample SANS instrument,
able to probe small gauge volumes and cover a broad range of scattering vectors.
The Q-range capability offered by this instrument can be exploited to investigate
polymer-polymer interactions. In polymers the atomic motion define, indeed, the
overall structural configuration and the macroscopic properties. At present, it is
difficult to investigate dynamics at all relevant length scales. The availability of
high flux in the instruments will open the possibility to study new phenomena and
new materials across various length scales.
As already mentioned, time-dependent surface processes and reactions on the mil-
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lisecond to second time scale are important in a range of soft materials. For example,
neutron reflectivity provides unique information about surface and interface struc-
tures. The actual experiments are limited by the strong attenuation of neutrons in
case of liquids. The expected increasing of the flux will enable a reduction in the
experimental path length, allowing time-resolved experiments in a broad Q-range
available [79].
Neutron reflectometry and grazing incidence SANS (GISANS) can be also used to
probe thin films in which active layers are often buried deep within the system
structure. Typically these samples are available only in small volumes, reducing
the beam size will allow more widespread investigation, but in the same way, the
intensity of the signals is very low and long time measurements are mandatory.
High-intensity source and improved instrument design would permit studies of very
small samples with dimensions of a millimetre or less [80].
Magnetic end electronic mechanisms
The investigation of magnetic and electronic phenomena is a crucial activity for
both basic and applied research. It represents, indeed, a key point to improve fun-
damental knowledge about quantum matter and identifies the static and dynamic
properties in a broad range of materials, i.e., magnetic hetero-structure, molecu-
lar magnet and magnetic nano-particles that can be used in advanced technologies
devices. The long pulse flexibility of ESS will allow to use the high neutron flux,
in order to carry out higher precision measurements, and providing simultaneous
coverage of length and time scales. The possibility to exploit the polarized neutron
scattering with an high neutron flux, will provide quantitative information unavail-
able with any other measurement technique.
The direct microscopic information obtained by using neutron spin as a quantita-
tive probe makes neutron scattering very useful for benchmarking theoretical models
against experimental results [11]. The energy scale of many of these magnetic and
electronic phenomena is in the sub-meV to tens of meV energy range. In this energy
region, high resolution and precision is required to untangle the competing inter-
actions that involve much of the physics of these kind of materials. Low energy
cold neutron and the long pulse time structure of ESS will be a valuable tool in the
investigation of low energy magnetic and electronic states. Thanks to the brightness
of the new source will be possible to study novel materials that are synthesized in
quantities too small for present-day neutron investigations.
Neutron scattering has been used to study changes in the symmetry of spin dynamics
upon entry into the superconducting state [81, 82]. The possibility to measure four
dimensional spatial and energy neutron scattering maps, using chopper spectrom-
eters with position sensitive detectors, simplifies probing the excitation spectrum
of high temperature superconductors [81]. However, at present, the neutron spec-
troscopy is limited to specific energy regions, cold or thermal neutron scattering,
while complex phenomena affect dynamic behaviour over broad scales. Novel in-
strumentation such as the bispectral chopper spectrometer will provide extended
energy range in this field [11].
Novel concepts for electronic devices are based on thin film and multi-layer struc-
tures and oxide heterostructures. The latter is made up of metal oxide materials
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that shows a broad range of physical phenomena. These phenomena include large
spin polarization, magnetoresistance, electronic phase ordering and charge orbital
spin ordering [83, 84, 85]. The interface and surface effects in thin film structure are
the responsible for such phenomena, and they are probed using polarized neutron
reflectometry complementary to X-ray investigations. New instrumentation, e.g.,
the vertical reflectometer [80, 86, 87] at ESS, can profit from the high brightness
available to measure the very weak scattering signals that impede the actual inves-
tigations.
The miniaturization of electronic and biological devices to an extreme degree can
be realized with molecular magnets, nanoparticles and excitons in confined systems.
Molecular magnets are new classes of magnetic materials at the nano-scale. Their
function depends on microscopic correlations revealed via single crystal neutron
studies. Recent works have performed on molecular magnets exploiting inelastic
neutron scattering [88]. These experiments are challenging because these materials
are usually available in small single crystals, leading to a limited scattering signals.
The optimization of the instruments for small samples, i.e., bispectral chopper spec-
trometer, cold-crystal analyser spectrometer, will be a key component together with
the need of high brightness neutron source. A variety of these nano-sized structures
can be observed using vertical reflectometer or general purpose polarised SANS in-
strument while dynamics can be probed using cold chopper spectrometer [11]. The
detector technology has to be developed in parallel, in order to enable mapping of
wide Q-range with high energy resolution and high spatial resolution based on the
specific instrument.
Life science
The mechanistic study of complex biological systems at atomic and molecular scale
is of high impact on understanding modern life science, from healthy ageing to food
security. Neutrons have many advantages as a probe for structure and dynamics
in biological systems. The biological samples are typically hydrogen-rich materi-
als, and they can be easily damaged by X-ray or electron-scattering techniques.
The capability of neutrons in isotope labelling and non-destructive mechanism can
be exploited for these kind of investigations. Nowadays, the most limitations are
given by the relatively low source brightness and the number of appropriate neu-
tron instruments for biological samples. A bright source, like ESS, will allow the
investigation of small samples, moreover the long neutron pulses are well suited for
several neutron techniques relevant for biological systems.
A macromolecular diffractometer (NMX) addresses the challenge in studying sys-
tems with smaller crystals or larger unit cell volumes. Neutron crystallography
offers, indeed, the possibility to determine the positions of hydrogen atoms in the
complex structure of proteins. The determination of these hydrogen positions is
crucial in many biological processes, i.e., enzyme mechanisms protein-ligand inter-
actions or proton transport across membranes, not only for chemical interest but
for applications in pharmacy and industrial engineering. The instrument length
allows a wavelength frame of ∼ 1.8 Å and, thanks to the Time of Flight method, it
is possible to disentangle the signal from the background while making full use of
the integrated intensity of the long pulse. An adequate and flexible detector system
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must be employed to fulfil the sub-millimetre spatial resolution requirements. The
possibility to change both the sample-detector distance and the 2θ angle at the cen-
ter of the detector allows the reflections from larger unit cells to be better separated
on the detector plane. A suitable technology is under development at ESS [89].
The large multi-component structure involved in the biological function of most
macromolecules are usually difficult to crystallize. However, such systems can be
clarified in solution using small angle neutron scattering in combination with selec-
tive deuteration. With this method it is possible to discern separate components and
their motions, by changing the isotopic composition of the individual components
of the complex and the solvent. Thus, it is possible to understand the complicated
interactions between biological macromolecules in solution. High flux will open op-
portunities to perform time-resolved studies with macromolecular complexes, and
a dedicated broadband small sample SANS instrument will be suitable for such
experiments. The instrument will enable single pulse scattering measurements in
a broad wavelength band, because of the small source-sample distance, allowing
simultaneous Q-range.
In addition to the broadband small sample SANS instrument, an horizontal re-
flectometer can be useful for these kind of investigations, i.e., the study of the
structure across membranes. Biological membranes play a key role in mediate or
regulate many cellular functions. With neutron reflectometry and SANS, deuterium
labelling allows to obtain information about internal structure, such as location,
dimensions and orientation of membrane proteins under physiologically relevant
conditions. The advantages of exploiting high fluxes will be, for example, to study
smaller samples with better time-resolution, and elucidate biochemical mechanisms.
Energy research
Energy materials such as polymer solar cells, batteries, fuel cells and thermoelectric
materials, are rich of light atoms, i.e., oxygen, lithium and hydrogen. The high
penetration depth of the neutron can be used to investigate the structural and dy-
namic processes responsible for relevant macroscopic properties in these materials.
The advantage of isotopic contrast provided by neutron-based techniques and their
sensitivity to light atoms are fundamental characteristic for carrying mechanistic
studies, which are difficult to perform with X-ray scattering techniques.
In the case of fuel cells, of great interest in a number of energy end-use sectors,
from electric vehicles to power plants, the main challenge is to optimize their en-
ergy efficiency. A tunable resolution in space and time is required to have a better
understanding of the relationship between proton diffusion and chemical structure.
At ESS will be possible to exploit the long pulse structure to make versatile instru-
ments, i.e., vertical reflectometer, thermal powder diffractometer, bispectral powder
diffractometer, that can cover and extend spatial domains needed for the efficiency
optimization of fuel cells.
Batteries are the most widely available solution to energy storage in a large range
of applications. Many of these devices are based on the ion exchange and the
ionic conductivity properties of lithium and hydrogen, suitable features for using
neutron-based techniques. Time-dependent studies can be performed using pulsed
monochromatic powder diffractometer and multi-purpose imaging instruments, to-
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gether with the bispectral powder diffractometer. Diffusion mechanism can be
directly investigated by quasi-elastic neutron scattering on the weakly scattering
lithium ions. This kind of experiments can be performed using chopper spectrome-
ters, while dynamic properties can be probed using neutron spin-echo spectrometer.
Geosciences and engineering materials
The use of neutron scattering is widely used for engineering materials and geo-
sciences, from application in industrial research to analysis of geomaterials. Neu-
tron scattering can provide information about the composition, microstructure and
stresses in materials, in ambient conditions and as a function of different external
parameters. The deep penetration capability of neutron is of primary importance al-
lowing to carry out non-destructive investigations of inner structure, properties and
mechanisms locally within bulk materials and complex systems with high precision
and sensitivity. One of the most challenging features that characterize these kind of
investigations is the complex sample environment which reproduce realistic or ex-
treme operating environments of the samples. Typically they are multi-component
systems with sensitivities to different physical and thermal interactions, in con-
trast to the well defined and isolated samples used for fundamental studies. A key
component of such research will be the possibility to combine several methods as
diffraction, SANS and imaging. Moreover the high brightness of the neutron beam
will enable to analyse smaller samples respect to the existing facilities, or to analyse
large samples with larger spatial resolution under more extreme conditions, over
shorter time scales and with higher precision.
Higher spatial resolution, down to the sub-millimetre region, is needed for further
progress in monitoring residual stress, i.e., high pressure and high temperatures
conditions, and for detecting diffusion and reactions at interfaces in metals. High
intensity will allow in situ real time experiments, and investigation of fast, time-
dependent phenomena with isotope sensitivity. The suitable instruments are multi-
purpose imaging and polarized SANS instruments together with diffractometers,
which allow the study of structure property relationships in mineral phases as well
as the physical properties of multi-components fluids.
3.3 Instruments design
The increased performance expected for the new neutron sources and the resulting
extent of scientific studies drive the development of design and operation for the
instruments as well. As pointed out in the previous section, many of the problems
that ESS will face require the measurement of structures and/or dynamics over
several length or time scales. It is crucial to be able to adapt the resolution and
bandwidth of the measurement to the sample. Such flexibility of instrument per-
formance takes advantage of the long-pulse concept foreseen at ESS. Indeed, the
resolution can be set by controlling the opening time of a pulse-shaping chopper,
instead of hardwiring the resolution into the moderator line shape as it is done for
instruments at a short-pulse source. Furthermore the full time-frame is accessible
by using the repetition-rate and the wavelength-frame multiplication, tuning the
bandwidth of the measurement according to the requirements of each experiment.
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The instruments must be designed to probe smaller sample volumes, by combining
the high flux of the source with advanced focusing optics. ESS’s source brightness
and time structure are well suited to cold neutrons, providing high flux and a wide
dynamic range. As shown in section 3.2, cold neutrons are required to deeper inves-
tigate structure and dynamics of soft-matter and biological systems. Instruments
using a bispectral extraction system will profit of these characteristics by accessing a
dynamic range in wavelength, which is unattainable nowadays. Moreover, thanks to
the high flux, instruments using the neutron polarization technique can be widely
exploited leading to an enhance in several applications throughout physics, soft
matter, chemistry and biology.
The unique property of the pulse provided by ESS (figure 3.1) drives the instru-
ments design in an intermediate stage between those on a short-pulse and those on a
continuous source requiring novel design. Short-pulse instruments benefit from the
high peak brightness, but the time-widths are limited by the choice of the modera-
tor. Time-of-Flight instruments at continuous sources can freely choose their time
structures using chopper systems, but the peak brightness is significantly lower.
The designs of instruments at ESS will be less limited by the time-structure of
the long-pulse source compared with instruments at short-pulse sources. They can
benefit from the higher peak brightness, while retaining much of the flexibility of
continuous-source instruments.
The requirements for good wavelength resolution and bandwidth are a large part
of the instruments optimizations by using appropriate combinations of instruments
lengths and chopper systems. Indeed, the pulse length at the source represents the
uncertainty in the emission time of neutrons. This can be reduced comparing their
Time-of-Flight by making the instrument longer. The length of the instruments
affect also the bandwidth, which is defined by the longest wavelength that can be
measured for a given pulse, before it overlaps in time with the shortest wavelength
of the following pulse. An alternative method of improving the wavelength resolu-
tion is the use of pulse-shaping choppers.
Based on the choice of one or the other option it is possible to distinguish two cat-
egories of instruments: large pulse width and small pulse width, depending on the
required pulse width compared to the intrinsic length (τ = 2.86ms) of the neutron
pulse. SANS, spin-echo and macromolecular crystallography instruments are well
suited to the long-pulse time structure. They can use the full ESS pulse width
and thus profit from the high peak and time-average brightness. Single-crystal and
powder diffractometer, crystal-analyser spectrometer, reflectometers, backscatter-
ing and imaging instruments employ a pulse-shaping chopper to reduce the length
of the source pulse in order to achieve the required wavelength resolution. Note
that this makes them very flexible, because, if needed, they can gain flux by relax-
ing resolution.
The pulse-shape chopper is placed as close as possible to the source (6 m in the case
of ESS), when the instrument length after the chopper reaches 150 m, the band-
width is sufficient to fill the full time frame between following pulses. Instruments
shorter that this length need wavelength-frame multiplication (WFM) in order to fill
the time frame. For some instruments, it is combined with a pulse shaping double
chopper, which defines a constant wavelength resolution, and a set of frame overlap
choppers that prevent spurious neutrons from reaching the detector [90]. There are
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also chopper spectrometers ranging in length from 25 m to 156 m. They will employ
the repetition-rate multiplication (RRM) [91] to fully use the long repetition period
of ESS. The idea is to select several monochromatic wavelengths from each source
pulse, so that the repetition rate of the instrument increases. In order to select
different energies it is possible to use different frame lengths for each one of them,
by combining several chopper systems.
A short overview of the instruments class is shown below, pointing out the
characteristics of each one, this part is mainly based on the ESS TDR [11] suite of
22 instruments, 15 of which have been chosen for the initial construction.
Small angle neutron scattering: SANS provides access to the largest length
scales possible with neutron scattering. SANS instruments are white-beam instru-
ments that require large pulse-width. Compared with the present-day SANS instru-
ments the counting rate for the ESS instrument will be higher by an order of magni-
tude, as well as the Q-range covered in a single measurement. The general-purpose
polarized SANS instrument simultaneously will cover the Q-range of current con-
ventional SANS instruments, 10−3 Å−1 to 0.1Å−1, using multiple detector banks.
The instrument will have flexible resolution and bandwidth and will make available
the option of reaching very low Q. While a broadband small sample SANS instru-
ment will be optimized for very high counting rates and smaller samples, because
of its shorter length it is a lower-resolution instrument, but it can cover a very large
Q-range in a single measurement.
Neutron imaging: This is a real-space technique, by looking at the transmitted
beam it is possible to examine the inner structure of complex systems. The imaging
beam-line will push spatial resolution down to the micron range thanks to brightness
of ESS, in parallel with the development of an adequate detector technology. The
instrument concept takes full advantage of the flexibility made possible by the ESS
time structure, allowing wavelength resolution, bandwidth and collimation to be
tuned for each application.
Neutron reflectometry: Neutron reflectometry is used to probe the structure
of surfaces and interfaces in the Å to micron range. The horizontal reflectometer
uses an inclined beam to measure horizontal surfaces. It is possible to cover the
full Q-range of interest without moving the sample. The instrument is optimized
especially for very fast measurements while keeping a good resolution. The vertical
reflectometer is a versatile instrument for measuring solid interfaces with high reso-
lution and on small samples. A novel double-elliptical mirror guide will allow flexible
arrangement of the beam divergence leading to fast measurements with high flux
intensity. In order to fulfil these demanding requirements an appropriate detection
system is mandatory.
Powder diffraction: ESS’s pulse structure makes possible very wide dynamic
range, while the long-pulse flexibility allows the resolution to be tuned with re-
spect to the requirements of each experiment by adjusting the opening time of the
pulse-shaping chopper. The thermal powder diffractometer will cover the in situ
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processing science case and crystallography for thermal neutron up to a Q∼ 25 Å−1.
With a tunable wavelength resolution, which in the best case can achieve a resolu-
tion < 0.01%. The bispectral power diffractometer can access longer wavelengths
and in situ experiments in the intermediate Q range (Qmax < 13 Å−1). The pulsed
monochromatic powder diffractometer will use a set of crystal monochromators with
access to a wide range of angles to tune the Q range, flux and instrument resolution.
Single crystal diffraction: The single-crystal magnetism diffractometer will ex-
ploit a polarized incoming beam, optimized for the determination of complex mag-
netic structure, spin density distributions, diffuse scattering. By taking advantage
of the high flexibility and low background long-pulse structure, it will be possible
to measure very small samples. Moreover, the choice of a 156 m long instrument
will allow to access the full long source pulse. The thermal spectrum of the pulse
can be adapted using the pulse-shaping chopper to provide a wavelength-dependent
pulse length. The macromolecular diffractometer is dedicated to biological crys-
tallography and it is optimized for sub-millimetre single-crystal samples with large
unit cells.
Time-of-Flight and crystal spectroscopy: Time-of-flight and crystal spectroscopy
is carried out by two types of instruments: chopper spectrometers and crystal-
analyser instruments. All the chopper spectrometers are designed for optimized
repetition-rate multiplication (RRM) using multiplexing chopper systems. The
range of incident energies will be adapted to the range of time scales that need
to be covered, and the spacing between adjacent energies will be set in order to
cover the width of the inelastic scattering. The ESS peak brightness and the use of
the RRM system will allow a total flux on the sample up to more than an order of
magnitude larger than what is possible today. Moreover, a wider dynamic range in
both Q and energy can be simultaneously probed. The cold chopper spectrometer
will focus in the cold neutron energy region with an energy resolution of 50 - 200
µeV. It is a low background and high resolution instrument well suited for probing
weak signals and collective excitations. The background from the prompt pulse
neutrons will be minimized by avoiding direct line from the moderator through the
use of an S-shaped ballistic guide which provide a spatially homogeneous beam dis-
tribution at the sample position and a very clean short-wavelength cut-off. The
bispectral chopper spectrometer will provide a simultaneous measuring technique
that covers dynamics over a wide energy range of 0.1 - 100 meV. The bi-spectral
extraction is possible either via the use of a supermirror switch to reflect cold neu-
trons into the guide, or by pointing the guide to the edge of the cold moderator to
access a warmer spectrum. It is an instrument optimized for quasi-elastic scattering
on small samples (mm3 size), allowing to cover more than three order of magnitude
in fluctuation times in a single measurement. The thermal chopper spectrometer
is designed for broad mapping of thermal excitations with high energy and spa-
tial resolution in hard condensed matter. Via RRM will be possible to probe in a
single measurement an energy range between approximately 11 and 160 meV. The
beam optics are tunable, allowing efficient focusing for small samples as well high
Q-resolution single-crystal measurements.
The cold crystal-analyser spectrometer is a very high intensity, indirect geometry
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instrument covering wide Q-range (0.04 -7.8 Å−1). It is especially suited for studies
of excitation spectra as function of wavevector transfer for several applications in
geoscience and materials studying. The instrument will use graphite crystals as
analysers covering an energy range from 2.5 meV and 8 meV.
Backscattering: The backscattering spectrometer will provide access to a unique
combination of high energy resolution, intermediate Q and large dynamic range. It
will employ Si analyses crystals arranged in near-backscattering geometry and a
flexible chopper system to match the source time structure, in order to allow a con-
tinuous variation of the energy resolution from 2 to 300 µeV with a variable dynamic
range down to ∼1 meV. This combination results in an order of magnitude perfor-
mance increase compared to currently world-leading backscattering instruments.
Spin-echo spectroscopy: Spin-echo spectroscopy reaches the longest time scales
accessible with neutrons, allowing the measurement of polymer and protein dynam-
ics, complex soft matter systems and magnetism. The high-resolution neutron spin-
echo spectrometer uses the neutron spin to encode very small changes in the velocity
of the neutron, thus decoupling the energy resolution and intensity. The instrument
covers a broad energy, 10 ps -1 µs, and Q-range, 0.01 - 2 Å−1. It is optimised to
provide maximum flux on the sample, reaching higher Q-values. Due to the large
wavelength bandwidth a very large time and spatial range can be covered within one
experiment. Compared with this instrument, the wide-angle spin echo spectrometer
is a medium energy resolution instrument for large scattering angles and with a large
detector solid angle. It will provide measurements for a very broad simultaneous
Q-range, up to 4 Å−1, with a very high count rate. The spectrometer will have a
longer moderator-to-sample distance compared to the high-resolution spin-echo in-
strument. Note that the instrument will have a smaller usable wavelength band, but
it provides a better wavelength, and hence Q-resolution, improving performance for
studies of crystalline samples. Compared to currently world-leading instruments, it
will lead to improvement in performance of up to an order of magnitude, especially
at the shorter wavelength. A gain in performance will arise from the use of a wide
detector bank as well.
3.4 Detector technologies
In this chapter a short summary of how the neutron scattering science will benefit
from the operation of new generation, high-intensity neutron sources, and in par-
ticular from the construction of ESS is presented. The enhancement of available
flux leads to the need to develop new instruments design able to exploit it, in order
to further extend scientific investigations. The increase in performance demands
represents a challenge not only for the instruments, but for the neutron detector
technology as well.
Besides all the possible extended investigations in neutron scattering, some of which
are discussed above, the availability of new instrumentation opens the possibility to
new science, which is outside the core science case, and enabled by the possibility of
better measurements. Thus, better instrumentation is a crucial driver for novel sci-
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entific fields. The improvements in resolution, count rate and signal-to-background,
achievable with the new instrumentations, also drive the possibility to new investi-
gations that could not be done before.
Several detector technologies can be used with respect to the different techniques,
based on the need for each one: a boron-based gaseous detector both for perpen-
dicular of parallel neutron incidence geometry, lithium-based scintillator detectors,
for instance for powder diffraction of small angle scattering, and gadolinium-based
detectors where high resolution is needed and gamma rejection can be relaxed [92].
A summary of the improvement factors required for the detectors for some neu-
tron scattering techniques is given, considering the state-of-the-art for each feature
as one. For instance in neutron reflectometry the actual spatial resolution is 2-3
mm, this is set as one, and the requirements are about 0.5-1.5 mm, i.e., 2-3 times
larger compared with the present achievable resolution. The values are reported in
table 3.1 and it gives an idea of the challenges to face in this field.
Table 3.1: Detectors improvement factors for different neutron scattering techniques: Neutron
Reflectometry, Neutron Spectroscopy, Neutron Diffraction and Small Angle Neutron Scattering
(SANS).
Spatial Resolution Count rate
Neutron Reflectometry 2-3 100-1000
Neutron Spectroscopy 1-2 10
Neutron Diffraction 3-4 10
SANS 2 10 -100
In the following chapters the development and the characterization of two differ-
ent detector technologies is shown. The first detector presented is designed to fulfil
the requirements of high spatial resolution and counting rate capability for neutron
reflectometry. The second prototype is in an earlier stage of development, but it
is proposed for large area applications with sub-millimetre resolution detection at
high rate.
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Chapter 4
Boron-10-based gaseous detector
for neutron reflectometry
The chapter provides the description of a Boron-10-based gaseous thermal neutron
detector, the Multi-Blade detector technology [17, 44, 45, 93], developed to face the
challenge arising in neutron reflectometry at neutron sources. The Multi-Blade de-
tector has been designed according to the requirements given by the reflectometers
at the European Spallation Source (ESS) in Sweden.
As highlighted in the previous chapter, neutron scattering science is nowadays in-
creasing its instrument power expanding the neutron scattering technique to faster
kinetics, smaller and more complex structures. Neutron reflectometers are the most
challenging instruments in terms of detector counting rate requirements. The peak
brightness of ESS will be without precedent but present detectors for reflectome-
try are at the limit and already inhibit instrument performance at today’s neutron
sources to some extent.
A full characterization of the detector is reported both on the technical aspects and
scientific measurements. This part of the work is mainly based on a campaign of
measurements performed at the CRISP reflectometer [94] at ISIS (Science & Tech-
nology Facilities Council in UK [72]). Together with this are presented some results
of the characterization carried out at the Budapest Neutron Centre (BNC) [95] and
at the Source Testing Facility (STF) [96, 97] at the Lund University in Sweden.
My contribution involves several aspects of the project, from the assembling of the
prototype used to perform these tests, to the design of improvements for the next
device as more technical tasks. From the scientific point of view, I carried out the
experiments mentioned above, I performed the data analysis and I wrote part of the
paper published about the technical characterization of the detector [98] and I fully
wrote the paper regarding the neutron reflectometry measurements on standard
samples [99].
4.1 Introduction
The Multi-Blade is a gaseous thermal neutron detector based on 10B solid convert-
ers for neutron reflectometers. The design of the Multi-Blade detector has been
driven by the requirements set by the two reflectometers foreseen at the European
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Spallation Source (ESS [10, 11, 76]) in Sweden: FREIA [79, 100] (horizontal reflec-
tometer) and ESTIA [80, 86, 87] (vertical reflectometer).
Neutron reflectometers are a challenging class of instruments in terms of detec-
tor requirements. The need for better performance in addition to the scarcity of
3He [23, 101] are both driving the developments of new detector technologies for
neutron scattering science in general. The key detector requirements for neutron
reflectometers are the counting rate capability and the spatial resolution. These are
essential features for the detectors at the ESS reflectometers, whereby the expected
instantaneous local flux is about 105/s/mm2 [11, 102, 92, 103] and a sub-mm spatial
resolution (Full-Width-Half-Maximum, FWHM) is required.
The state-of-the-art detector technology is reaching fundamental limits. The spatial
resolution is limited to approximately 2× 8mm2, with a maximum counting rate
capability of 40kHz integrated over the whole beam intensity on the detector [104].
The latter corresponds to a few hundred Hz/mm2. Note that at the incident rates
available at existing sources (pulsed and reactors) detectors already saturate.
At current facilities the time resolution for kinetic studies is limited by the available
flux and by the detector performance. In order to open the possibility of sub-second
kinetic studies, a new instrument layout, which exploits a higher neutron flux, has
been presented for reactor sources [105, 106] and it requires high spatial resolution
detectors. Therefore, a more performing detector technology is needed, not only for
the ESS reflectometers, but also at existing reflectometers at current facilities. The
Multi-Blade detector is designed to fulfil these challenging requirements.
Table 4.1 summarizes the detector requirements for the two ESS reflectometers.
Table 4.1: Detector requirements for neutron reflectometers at ESS.
FREIA [79, 100] ESTIA [80, 86]
wavelength range (Å) 2.5 - 12 4 - 10
minimum detection efficiency >40% at 2.5Å >45% at 4Å
sample-detector distance (m) 3 4
instantaneous local rate
on detector (kHz/mm2) 10 30
sensitive area: x-direction (horizontal) (mm) 300 500
sensitive area: y-direction (vertical) (mm) 300 250
spatial resolution (FWHM) x (mm) 2.5 0.5
spatial resolution (FWHM) y (mm) 0.5 4
uniformity (%) 5 5
desired max window scattering 10−4 10−4
γ-ray sensitivity < 10−6 < 10−6
The Multi-Blade detector has been previously characterized and several demonstra-
tors have been built. It has been shown that this detector technology represents a
valid alternative to the state-of-the-art technology for neutron reflectometry instru-
ments that use cold neutrons (2.5-30Å [104, 107]). Most of the detector requirements
have already been fulfilled by the Multi-Blade technology. A spatial resolution of
≈ 0.6mm has been measured together with a detection efficiency (≈ 44% at the
shortest wavelength 2.5Å). The counting rate capability of this detector has been
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measured up to ≈ 17kHz/ch limited by the available neutron flux at the source.
The gamma-ray sensitivity [45, 108] below 10−7 has been measured with the Multi-
Blade detector. The study on the sensitivity to fast neutrons (1−10MeV) [109] has
been carried out, for the first time on these kind of devices, at the Source Testing
Facility (STF) at the Lund University in Sweden. A dedicated chapter is presented
in the manuscript.
The technical and scientific results obtained during the test performed on the CRISP
reflectometer at ISIS are shown in the following sections. The aim of this test was to
make a detector technology demonstration on a neutron reflectometry instrument.
These tests are crucial to validate the Multi-Blade technology to be installed at
the ESS reflectometers. The reflectivity of several reference samples have also been
measured with the Multi-blade detector at the instrument.
4.2 The Multi-Blade detector
The Multi-Blade is a stack of Multi Wire Proportional Chambers (MWPC) operated
at atmospheric pressure with a continuous gas flow (Ar/CO2 80/20 mixture). A
sketch of the Multi-Blade detector is shown in figure 4.1. The Multi-Blade is made
up of identical units, the so-called ‘cassettes’. Each cassette holds a ‘blade’ (a flat
substrate coated with 10B4C [110, 111, 112]) and a two-dimensional readout system,
which consists of a plane of wires and a plane of strips. The readout of a single
converter is performed by the facing anode wire plane which mechanically belongs
to the cassette and the strip plane that belongs to the adjacent cassette. Each
10B4C-converter (blade) is inclined at grazing angle (β = 5 degrees) with respect
to the incoming neutron beam. The inclined geometry has two advantages: the
neutron flux is shared among more wires with respect to the normal incidence (the
counting rate capability is correspondingly increased) and the spatial resolution is
similarly improved. Moreover, the use of the 10B4C conversion layer at an angle
also increases the detection efficiency, which is otherwise limited to a few percent
at thermal energies for a single converter [113]. The cassettes are arranged over a
circle around the sample and they have some overlap; i.e., each blade makes a small
shadow over the adjacent one in order to avoid dead areas.
The present detector consists of 9 units (576 channels in total), figure 4.2 shows
a picture of the Multi-Blade detector, and a picture of the front and back of a single
cassette, holding the wires and strips. The previous demonstrator employed 2mm
thick Al-blades coated with the neutron converter layer (10B4C) 7.5µm thick. It has
been shown in [45], that this thickness is needed to absorb ≈ 99% of the neutrons at
the shortest wavelength 2.5 Å of the two ESS reflectometers (any neutron of longer
wavelength is absorbed with higher probability). For deposition on a single side of
the substrate (blade), a deformation of the substrates was observed. In the present
detector the Al-blades have been replaced with Titanium (Ti) or Stainless Steel
(SS) of thickness of 2mm, and they both show a very good response in terms of
mechanical stress, i.e., planarity is not an issue even if the 10B4C layer is deposited on
a single side. Note that the planarity of the substrate is crucial for the uniformity of
the electric field of the MWPC and for defining the position of the neutron detection,
together with the alignment and resolution.
The coating thickness on the blades of this demonstrator is 4.4µm. The detec-
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Figure 4.1: Schematic view of the cross-section of the Multi-Blade detector made up of identical
units (cassettes) arranged adjacent to each other. Please note that the scale is exaggerated for ease
of viewing. Each cassette holds a 10B4C-layer; the readout is performed through a plane of wires
and a plane of strips. Figure from [45].
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Figure 4.2: A picture of the Multi-Blade detector with Ti-blades made up of 9 units (cassettes),
left and right. A picture of the two sides of a cassettes holding the wires, the blade with the 10B4C
layer and the strips (centre). Figure from [98].
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tion efficiency is saturated above 3µm and any extra film thickness will only help
to absorb neutrons. A neutron that crosses the layer and reaches the substrate, can
be scattered causing unwanted spurious events within the detector.
The cassettes are mounted on an array plate which gives the alignment and matches
the circle of 4m radius which is needed for ESTIA; this distance is measured from
the centre of the sample to the first wire of each cassette (wire no. 1 in Figure 4.1).
Moreover, the cassettes are not parallel, but the relative angle between two adjacent
cassettes is 0.14 degrees. This arrangement requires the positioning of each cassette
on the array plate with a precision of approximately 0.15mm.
The vessel of the present Multi-Blade detector has a 1mm-thick aluminium entrance
window. No neutron shielding was foreseen for such a vessel, further improvements
will take this into account.
4.2.1 Front-end and readout electronics
With respect to the previous demonstrator, the new detector does not employ any
charge division readout [114] and each channel (64 per cassette, 32 wires and 32
strips) is read out individually. Each channel is connected to a FET-based charge
pre-amplifier and shaper with an approximate gain of 10V/pC and shaping time
of ≈ 2µs. There is a front-end electronics (FEE) board (32 channels) connected
to each plane of wires and each plane of strips. Figure 4.3 shows a sketch of the
readout system, 9 units and 576 channels in total. The individual readout is the
sole scheme that can lead to a high counting rate applications for two main reasons:
global dead time is reduced since each channel is independent from the others, the
amount of charge needed to perform the individual readout is generally lower than
that of charge division to achieve the same signal-to-noise.
Front-end on wires
9 boards (32x9ch)
Front-end on strips
9 boards (32x9ch)
cassette
32 wires
32 strips
x9
FEE vessel
FEE
x9
x9
32x9 outputs
from FEE strips
CAEN 
V1740D 
One Digitser
(64ch, 1 cassette)
TTL signal for time stamp reset 
Figure 4.3: A picture and a sketch of the readout electronics scheme of the Multi-Blade detector.
Individual readout boards (32 channels) based on FET are connected to each pane of wires and
strips; each board is connected to a CAEN V1740D digitizer which allows the reset of the time-
stamp.Figure from [98].
Moreover, less charge means smaller space charge effects [115, 116, 117] which
affects the gas gain variation of the detector at high rates. Note that, at high rate
operation, the individual readout (as opposed to charge division) is mandatory to
disentangle hits occurring nearly at the same time (that is, unresolved due to the fi-
nite time resolution of the detector). The measured amplitudes on the wires and on
the strips are strongly correlated (since they are induced by the same avalanche),
therefore with sufficient dynamic range, the ambiguity might be resolved by re-
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quiring matching amplitudes. Figure 4.4 shows the correlation between the pulse
height of strips and that of wires. The ratio between the amplitudes on wires and
strips depends on the amount of charge collected at the electrode and the gain of
the front-end channel. In figure 4.4 the amplitudes on wires are cut below approxi-
mately 3×103 a.u. (vertical pink line in the plot) and on strips below approximately
7.5×103 a.u. (horizontal pink line in the plot) which correspond to 5mV and 15mV
respectively (or approximately 0.2− 0.3 fC). These values are the hardware thresh-
olds set to reject the electronic noise.
0 0.5 1 1.5 2 2.5 3 3.5 4
pulse height wires (a.u.) 104
0
0.5
1
1.5
2
2.5
3
3.5
4
pu
lse
 h
ei
gh
t s
tri
ps
 (a
.u.
)
104
0
0.5
1
1.5
2
2.5
Figure 4.4: Wire and strip pulse height correlation. The color scale is counts in logarithmic
units. The two pink lines represent the hardware threshold applied to the readout channels to
reject the electronic noise. Figure from [98].
Each 32-channel board is connected to a CAEN V1740D digitizer (12 bit, 62.5MS/s)
[118]. There are 6 digitizers in total and each can readout 64 channels, i.e., one cas-
sette. Thus, out of the 9 cassettes only 6 could be used simultaneously in the tests.
The 6 digitizers can be synchronized to the same clock source and a TTL logic
signal can be sent to one of them and propagated to reset the time-stamp which
is associated to an event. This feature is needed to perform any type of Time-of-
Flight (ToF) measurement. e.g., in the case of CRISP, the reset of the time-stamp
is given by the proton pulse of the ISIS source. The system is asynchronous and
each time any channel is above the set hardware threshold the digitizer calculates
the area of the trace in a given gate and records this event to file with the relative
time-stamp. Since the signals are shaped, any value among amplitude, area of the
pulse or time-over-threshold (ToT) give the same information: a value related to
the energy released on a wire or a strip. The raw data, containing the channel
number and its time-stamp, is reduced to clusters of groups of channels. A soft-
ware threshold can be applied to each channel in order to reject background events.
The software thresholds used in these measurements corresponds to approximately
100keV [45, 109]. See chapter 5 for further considerations.
A cluster is defined as a group of events in the file with the same time-stamp within
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a time window of 6µs. This window is defined from the first active wire of a clus-
ter since the strip signals arrive at the same time or later. The information of a
cluster, or a hit, is given by a triplet such as (X,Y,ToF). As already shown in [45],
each neutron event could have a multiplicity more than one; each time a neutron is
converted about 75% of the times a single wire is involved in the detection process,
about 25% two wires are firing; the probability to get three or more wires involved
in a detection process is below 1%. About 25% of the times only one or three strips
are involved in a detection process whereas 50% of the times two strips are firing at
the same time. The probability to get four or more strips firing is below 1%. The
most probable cluster in the Multi-Blade geometry is then a wire and two strips
firing at the same time. The multiplicity can be used to discriminate against back-
ground events; for instance gamma-rays interactions and fast neutron interactions
have in general higher multiplicity due to the longer range in gas of electrons and
protons [109].
Note that the multiplicity depends on the applied thresholds and the gas gain at
which the detector is operated. Hence a systematic variation of these values are
expected, without qualitative change of the confirmed behaviour. Figure 4.5 shows
the probability of each multiplicity of wires and strips in a cluster obtained in these
tests.
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Figure 4.5: Probability of each multiplicity of wires and strips in a cluster for detected thermal
neutron. The multiplicity is normalized to 1 and defined as the number of wires or strips respectively
with a detected signal above the software threshold. Figure from [98].
The fact that wires and strips have in general different multiplicity [19] is due
to the combination of two phenomena: the actual extension in space of the neutron
capture fragment tracks (α and Li particles) which in our case is comparable to
the wire pitch and strip width (4mm); and the physical process of induction of
the signal from the avalanche at the various electrodes. The first is responsible
of the spread of the charge among more than one wire; if the ionization track of
one of the neutron capture fragments is shared between two wires there will be
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two avalanche processes, one at each wire. Note that on all the other wires, which
are not taking part to the detection process, will be induced a bipolar signal with
amplitude proportional to their distance to the firing wire(s).
In figure 4.6 is shown the Pulse Height Spectrum (PHS) measured at the Budapest
Neutron Centre. The measurements were recorded at 800 V. In the total PHS are
visible both the peaks corresponding to Li and α particles respectively (black line).
When the PHS is selected for multiplicity one, red line in the plot, the contribution
of Li particles is more evident than that of α particles. They are, indeed, heavier
and less energetic than the α so they release their energy most probably on one
wire. The blue line in figure 4.6 refers to the PHS calculated for multiplicity two.
It is more visible the peak given by the α particles, which have a higher energy
(1470 keV respect to 840 keV of Li particles). The probability of releasing energy in
more than one wire is higher because of the larger track length of alpha particles.
Any contribution to the spectrum taking into account higher multiplicity values is
negligible (below 1%). It can be attributed both to neutrons with higher energy or
γ-ray and fast neutron background events.
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Figure 4.6: Total Pulse Height Spectrum recorded at 800 V at the BNC (black line). PHS
considering multiplicity one and two on the wires, red and blue line, respectively.
The other phenomenon is due to the physical induction mechanism on the elec-
trodes: even if only one wire receives the whole charge, this does not happen for
the facing strips that share the charge. It is demonstrated less than 50% is the
fraction of signal measured on an infinitely wide strip [19]. Moreover, for narrower
strips this fraction is still quite large, e.g., in our case of strip width of 4mm and
comparable wire-strip distance, ≈ 28% is collected when the avalanche is at the
centre of a strip and ≈ 14% if it is over the centre of the neighbouring strip. Note
that the best position resolution is achieved when the strip width is matching the
wire-strip distance [59], as in the Multi-Blade. See section 2.4 for the theoretical
discussion of signal formation.
When the coordinate of the avalanche is exactly in between two strips, it induces
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two equal signals on them. If the avalanche is produced in correspondence with the
centre of one strip, it induces a large signal on it and two smaller signals on the two
adjacent strips. Typically one records two signals in the first case and three in the
second. Multiplicity of 1 on strips can be obtained when three signals are induced,
but the two side strips do not receive enough charge to generate a signal above the
electronic noise. It appears clear then how the multiplicity 1 and 3 on strips, in the
Multi-Blade geometry, add up to ≈ 50% as it is for the multiplicity 2.
Figure 4.7: Typical examples of the signals from wires and strips when firing due to a neutron
interaction. Three adjacent wires and one strip with an event having multiplicity 2 (top-left)
and 1 (top-right) on wires. Three adjacent strips and one wire with an event having multiplicity 2
(bottom-left) and 3 (bottom-right) on strips. The signals are all inverted due to the use of inverting
amplifiers. Strip and wire signals have been shifted arbitrarily on the y-axis for viewing purposes.
Figure from [98].
Figure 4.7 shows some examples of signals from the FEE boards from adjacent
wires and strips when a neutron is detected. The two top plots show the signals
of a strip and three adjacent wires when two wires are firing (wire multiplicity 2)
and when only one wire is firing (wire multiplicity 1). The two bottom plots show
the signals of a wire and three adjacent strips when two strips are firing (strip
multiplicity 2) and when three strips are firing (strip multiplicity 3). The clusters,
i.e., triplets, define a three-dimensional space containing the information where
the neutron was detected with associated ToF, i.e., its wavelength. Referring to
figure 4.8, the spatial coordinates, X and Y, of a triplet, reflect the physical channels
in the detector: 32 strips and 32 wires, respectively. The spatial coordinates, X and
Y, represent the projection over the detector entrance window ( i.e., the projection
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of the blades toward the neutron incoming direction). Note that the ToF of each
triplet is the time of arrival of that neutron to the specific wire. If the ToF has to be
encoded in neutron wavelength (λ), the physical position of each wire in depth (Z)
must be taken into account. The flight path must be corrected with the distance
(Zi) of the wire i− th of each cassette according this formula:
Di =D0+Zi =D0+(Yi− 1) · (p · cos(β)) (4.1)
where D0 depends on the instrument geometry and in our case is the distance from
moderator to the first wire (front wire) of the Multi-Blade corresponding to Y1 = 1,
p = 4mm is the wire pitch and β = 5o is the inclination of each blade with respect
to the sample position.
4.3 Scientific interest
The detector requirements are set by the two reflectometers that are being designed
for the European Spallation Source (ESS [10]) in Sweden: FREIA [79, 100] (hori-
zontal reflectometer) and ESTIA [80, 86, 87] (vertical reflectometer). In the past
few years several methods have been proposed to improve the performance of reflec-
tometry instruments and the ESS reflectometers are based on these new concepts.
Neutron reflectometry and off-specular scattering are powerful techniques to
study depth profiles and in-plane correlations of thin film samples [119, 120, 121].
A detailed description of this type of scattering can be found in section 1.5.1. In a
typical neutron reflection experiment the reflection of neutrons as a function of the
wave-vector transfer in direction of the surface normal, qz, is measured:
qz =
4pi
λ
sin(θ) (4.2)
where θ is the angle between the beam and sample surface (which is the same
for incident and reflected beam, αi = αf = θ).
The optical properties of neutron propagation arise from the fact that quantum-
mechanically the neutron is described by a wave-function. We remind that the
potential (V ) in the Schrödinger equation, which is the averaged density of the
scattering lengths of the material, plays the role of a refractive index:
V = 2pi~
2
mn
Nb =
2pi~2
mn
∑
i
bini (4.3)
The reflectivity of neutrons of a given wavelength (or given q) from a bulk in-
terface is unity at angles smaller than the critical one and falls sharply at larger
angles. As with light, interference can occur between waves reflected at the top and
at the bottom of a thin film, which gives rise to interference fringes in the reflectivity
profile [119].
The typical neutron wavelengths (λ) in a reflectometry experiment are in the range
of 2 - 20 Å, which corresponds to a range between 0.05 and 3 nm−1 in the wave-
vector transfer (qz). In the real space this corresponds to length-scales between 2
and 100 nm [122]. The limits are imposed both by the measurement range and
the instrumental resolution. In the case of off-specular scattering it is possible to
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investigate objects in the plane with a correlation length of the order of several mi-
crometers (50 to 0.5 µm). The upper limit is set by the resolution of the intruments
and the size of the direct beam. The lower limit is determined by the available
neutron flux [122] and background.
In the last two decades the reflectometers have been optimized and allow to mea-
sure reflectivities below 10−6, enough for most experiments [123]. The next step
is to increase the available flux, this leads to a significant speed up of reflectivity
measurements and the possibility of using smaller samples (see Chapter3).
Several techniques have been recently proposed to improve the operating perfor-
mance of reflectometry instruments. The methods are based on spin-space [124],
time-space [125] or energy-space encoding [126, 127, 105, 106]. The first technique
is used for off-specular measurements [128] and encodes the incident angle by the
rotation of the neutron spin in a magnetic field. The time-space encoding (TilTOF)
enables an increase in the incoming flux on the sample, removing the chopper and
modulating mechanically the angle of the sample to determine the time shape of
the beam, and thus the wavelength. The idea of energy-space encoding is to analyse
the neutron energies through a spatial spread of the reflected beam produced by an
energy dispersive device, either a refractive crystal [105, 106] or a magnetic field gra-
dient [126]. It is also possible to correlate the neutron wavelength and the incident
angle, hence before the sample, using a divergent beam focused on the sample. The
REFocus [127] technique employs an elliptical graded multilayer monochromator to
focus the neutrons on the sample. This concept has been modified and adapted to
the time-of-flight instrument AMOR at PSI [129], using an elliptic-shaped reflector:
the Selene guide [130, 86]. A scaled-down demonstrator is implemented on AMOR
at PSI [87] to prove the concept and to test the performances of the guide. The
full-scale Selene guide will be a primary feature for ESTIA, a reflectometer instru-
ment at European Spallation Source (ESS, Lund, Sweden) now under construction.
The general aim of all these optimizations is to increase the available neutron flux on
the sample; thus time resolved measurements for kinetic studies can be performed,
smaller samples can be used, faster measurements scaling down from hours, typical
time for present day reflectivity experiments, to minutes can be performed. This
gives the possibility to probe a dynamic range of reflectivity measurements down to
10−7.
These improvements represent a challenge not only for the instrument design, but
also for the performance of the detector technologies to be employed. The current
detector technology is reaching fundamental limits, e.g., a sub-mm spatial resolu-
tion (Full-Width-Half-Maximum, FWHM) and high counting rate capabilities are
required for the new instruments and it is not achievable with the state-of-the-art
technology.
4.4 Experimental setup on CRISP
CRISP is an horizontal neutron reflectometer at ISIS, Target Station 1, that uses a
broad band neutron Time-of-Flight (ToF) method for determining the wavelength,
(and hence q), at fixed angles (θ). A detailed description of the CRISP reflectometer
can be found in [94]. The instrument views an hydrogen moderator giving an
effective wavelength range of 0.5 − 6.5Å at the source frequency of 50Hz. The
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wavelength band extends up to 13Å if operated at 25Hz. A frame overlap mirror
suppresses the wavelengths above 13Å. The distance from the moderator to the
sample is 10.25m and the sample to detector distance is 1.87m. The detector is
a single 3He tube filled with 3.5bar 3He. The Multi-Blade detector was installed
at a distance of 2.3m. Figure 4.8 shows the Multi-Blade installed on CRISP and
the orientation of the blades behind the vessel entrance window. The Multi-Blade
detector was electrically insulated from the moving stage underneath in order to
decouple the detector and the motion unit grounds.
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Figure 4.8: The Multi-Blade installed on the table of CRISP on a goniometer with the FEE
boards (left). A view of the cassettes behind the vessel window to show the orientation of the wires
and strips in space (right). Figure from [98].
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Figure 4.9: A sketch of the CRISP horizontal reflectometer and the MB detector showing the
orientation of the cassettes. The beam can be collimated at the sample position either with a
low divergence (collimated mode a) or allowing more divergence of the beam (divergent mode b).
Figure from [99].
The beam can be well-collimated using adjustable slits along the beam line, a
sketch is shown in figure 4.9. According to the position and the opening of the
slits, the measurements have been performed in two working modes: collimated
and divergent. In the collimated mode the slits are set in order to achieve a good
collimation of the beam at the sample. The divergent mode is obtained by open-
ing as much as possible the slits before the sample. According to the concept of
REFocus [127], proposed for ESTIA [86, 130], one more slit with a narrow opening
(≈ 1mm) was added before the sample, as shown in figure 4.9.
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The results on threshold choice and background scattering, dynamic range, detec-
tion efficiency, stability and uniformity along with the study of the reconstruction
algorithms are part of the measurements performed on CRISP, that concern the
technical characterization of the detector, together with the stability test performed
at the STF at the Lund University.
The scientific results from the test on CRISP are shown in the dedicated section 4.6.
Three standard and well-known samples have been used in the tests: an iridium (Ir)
sample, slightly bent, deposited on a silicon substrate (4 × 4 cm2), a bare silicon
(Si) sample (≈ 8 cm diameter) and a Fe/Si super-mirror (≈ 4 cm diameter) which
is used in neutron optics to deliver neutrons to the instruments. The Ir sample has
been used to study the effect of the spatial resolution of the detector on the mea-
sured reflectivity curve and it will be shown in section 4.6.1. The Si sample has been
used to study the collimated and divergent modes. This will be discussed in details
in section 4.6.2. The Fe/Si super-mirror has been used to study the off-specular
scattering with the Multi-Blade and it will be discussed in section 4.6.3.
4.5 Technical Results
In this section, a full characterization of the detector performance is provided. The
measurements refers to the direct beam, hence no sample have been used. Compar-
isons with the results obtained with the 3He-tube installed on the instrument are
presented as well. The section on stability concern a set of measurements performed
at the STF at Lund University.
4.5.1 Threshold choice and scattering from substrate
We recall that the hardware thresholds are applied to the individual channels of
the digitizers (either wires or strips) and it is needed to reject the electronic noise.
Note that these values have been set not to fully discriminate against low energy
events, e.g., background γ-rays. Therefore, a software threshold can be applied to
filter these events directly in the data.
The triplets (X,Y,ToF ), that identify an event and were described in section 4.2,
can be represented by two-dimensional plots: the 2D image of the detector which
corresponds to the (X,Y ) coordinates and the ToF image of the detector which
corresponds to the (Y,ToF ) coordinates and it is integrated over the other spatial
coordinate (X, the strips). The (X,ToF ) image can also be used but it is not rel-
evant for the purpose of this work. Moreover, the 2D image (X,Y ) can be either
integrated over the ToF coordinate or gated in any range of time. A ToF of 6ms
corresponds approximately to 1.8Å, 8ms to 2.5Å and 12.5ms to 4Å.
Figure 4.10 shows the 2D image and the ToF image of the part of the detector
that has been read out by the six digitizers (six cassettes); the horizontal red lines
indicate where each cassette starts and ends. The direct beam was directed to the
lower cassette of the Multi-Blade detector without being reflected by any sample
and its footprint, at the detector, was approximately 3mm×60mm. The instanta-
neous peak rate on the whole detector area (as defined in [102]) was of ≈ 104Hz
93
(corresponding to an instantaneous local rate of R≈ 50Hz/mm2 at peak).
R= Counts(nf ·nToF ) tbA
=
[
counts
s ·mm2
]
=
[
Hz
mm2
]
(4.4)
where nf is the number of acquisitions, nToF is the number of ToF per file, tb is
the bin size in time and A is the illuminated area.
Note that if no software thresholds are applied nor the wires are requested to be in
coincidence with the strips, a constant background is visible and it is mostly due to
γ-rays. This background almost disappear if the coincidences are selected, although
no software thresholds are applied.
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Figure 4.10: 2D image of six cassettes of the Multi-Blade detector (left). ToF image of the
detector integrated over the X-direction (strips) (right). This is a raw uncorrected data with no
software threshold applied. The color bar represents counts in logarithmic scale. Figure from [98].
When a software threshold is applied, the plot on the right in figure 4.11 is obtained.
The constant background, which can be attributed to the γ-rays, vanishes. However
a background at short wavelengths (< 4Å, 12.5ms) is still visible and reproduces
the shape of the direct beam. The plot on the left in Figure 4.11 depicts the 2D
image of the direct beam with software thresholds applied and with the ToF gated
between 12.5ms and 20ms (above 4Å). Note that if the ToF is not selected in the
indicated range, the background does not vanish.
On the right side of figure 4.11 a bright peak at 1ms in ToF is visible. The plot in
figure 4.12 is obtained when software thresholds are applied and events below these
values are taken into account. The spot disappears, and it can be attributed to fast
and/or epithermal neutrons of wavelength below 0.3 Å. Indeed, the fast neutrons
generally release large amount of energy in the gas [109] (see chapter 5) and it is
not visible if only events below the software threshold are selected.
In figure 4.12 is possible to distinguish a firing wire in the second cassette from
the bottom. The spark may be due to some dirtiness on the wire. It is less probable
that the effect arises from a deflection of the wire from the proper tension, because
the non-uniformity of the electric field would produce a much higher noise [19].
Figure 4.13 shows the normalized counts in the 6 cassettes from the 2D image
in figure 4.11 integrated over the X-direction (strips) for four different gates in ToF,
below 1.5ms (≈ 0.5Å), between 1.5ms and 8ms (0.5 Å - 2.5Å), between 8ms and
12.5ms (2.5 Å - 4Å) and between 12.5ms and 20ms (4 Å - 6.5Å).
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Figure 4.11: 2D image of the detector when software thresholds are applied to discriminate
against γ-rays and the ToF is gated between 12.5ms and 20ms (4Å - 6.5Å) (left). ToF image of the
detector when software threshold is applied (right). The color bar represents counts in logarithmic
scale. Figure from [98].
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Figure 4.12: ToF image of the detector when software threshold is applied and the events below
threshold are taken into account. The color bar represents counts in logarithmic scale.
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The shape of the direct beam, centred in the lower cassette, is reproduced into the
others and the intensity decreases with the distance. This effect can be attributed
to the neutrons that cross the 10B4C coating without being absorbed. They are
scattered by the substrate and they are detected in other cassettes. Note that the
nominal recommended thickness is 7.5µm, but the present blades (Ti and SS) have
been coated with 4.4µm. Figure 4.14 shows the amount of absorption in the 10B4C
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Figure 4.13: Normalized counts in the 6 cassettes from the 2D image in Figure 4.11 integrated
over the X-direction (strips) for four different gates in the ToF: below 1.5ms (≈ 0.5Å), between
1.5ms and 8ms (0.5 Å - 2.5Å), between 8ms and 12.5ms (2.5 Å - 4Å) and between 12.5ms and
20ms (4 Å - 6.5Å). Figure from [98]
layer on the blades as a function of the neutron wavelength. The values of the gates
applied are also shown (dashed vertical lines). We expect, with the actual coating,
that about 50% of neutrons at the shortest wavelengths (see Figure 4.14) are not
stopped by the layer causing this background. Note that any material chosen among
SS, Ti or Al for the substrate of a blade at 5 degrees, angle of incidence, correspond
to about a 11 times thicker layer. Therefore, the amount of scattered neutron flux
from any 2mm-thick substrate of a blade is close to unity [45].
By applying the gate above 12.5ms (4Å) the background is completely suppressed,
indeed the absorption efficiency of the 10B4C-coating is always above 98% for this
or longer wavelengths.
From the detector requirements set by the instruments, the shortest wavelength that
will be used is 2.5Å (Table 4.1). The nominal coating (7.5µm) at 2.5Å is expected
to be as efficient at absorbing neutrons as the 4.4µm coating at 4Å.
4.5.2 Dynamic range
In order to quantify the spatial and time dynamic range of the detector the direct
beam was directed to the lower cassette of the Multi-Blade. The spatial dynamic
range is related to the ability of the detector to measure in different pixels (adjacent
or not) two different counting rates at the same time: the difference between the
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Figure 4.14: Calculation of the absorbed neutron flux as a function of wavelength for the
nominal coating (7.5µm, blue) and for the coating thickness in the present detector (4.4µm, red)
inclined at 5 degrees. The vertical dashed lines correspond to the value of the several gates applied
to reject the scattering background shown in figure 4.13. The red line corresponds to 0.5Å which
is the lower limit of the second gated range, the blue line (2.5Å) represents the lower limit of the
third range, and the black line at 4Å is the lower limit of the highest range.
counting rates defines the actual spatial dynamic range of the detector. Equiva-
lently, the time dynamic range defines the ability of the detector to measure in the
same pixel two different counting rates in subsequent time bins.
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Figure 4.15: Direct beam profile on wires integrated over the strips for the full ToF spectrum
and for events gated above 8ms (2.5Å) (left). ToF spectra for wires in the direct beam (11-19)
and for the wires in the tails of the direct beam (1-10 and 20-32) (right). Figure from [98].
Figure 4.15 shows the profile of the direct beam on the wires of the illuminated cas-
sette, integrated over the strips and the relative ToF spectra. The direct beam is
comprised within wire no. 11 and no. 19. The tails of the beam extend all over the
wire plane. it is shown the comparison of the beam profiles integrated over the full
ToF spectrum and gated above 8ms (2.5Å) in order to decrease the contribution of
the scattered neutrons within the detector as described in the previous subsection.
The spatial dynamic range is about 104 (peak to tail).
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The ToF spectra in Figure 4.15 is shown for the wires in the beam and for those
in the tails. Above 8ms, a difference of approximately 3 orders of magnitude in
counting rate, in the same ToF bin, is visible between any wire in the interval 11-19
and any other in the tails (1-10 or 20-32). Moreover, the ToF spectrum varies by 3
orders of magnitude within two subsequent time bins (at ≈ 2ms).
The measured dynamic range with the Multi-Blade detector is the actual dynamic
range of the CRISP instrument [131], a lower background environment would be
required to determine the limits of the detector technology.
4.5.3 Detection efficiency
The detection efficiency is defined as the ratio of detected neutrons over the in-
coming neutrons in the beam in a defined area. A set of data is recorded with the
Multi-Blade detector using the direct beam. Software thresholds were applied to the
data in order to discriminate against background events. The same configuration
was used to illuminate the 3He-detector of CRISP which was previously calibrated,
thus its efficiency, as a function of the neutron wavelength, is known. The data for
the 3He-tube efficiency can be considered valid up to 3.5Å (11ms) due to high back-
ground at larger wavelengths. Figure 4.17 (left) shows the measured efficiency of
the CRISP detector up to 3.5Å and the calculated efficiency for a 3He gas pressure
of 3.5 bar. Since the absolute efficiency of the 3He-detector is known, the absolute
efficiency of the Multi-Blade can be calculated. The ratio between the ToF spectra
of the two detectors defines their relative efficiency. This method is complementary
and independent to the more commonly used method employing monochromatic
pencil beams and it has different and independent systematic effects affecting the
uncertainty on the final result.
The counts in the beam are integrated over the spatial coordinates of the Multi-
Blade and the resulting ToF spectrum is shown in figure 4.16 (left) along with the
spectrum of the 3He-tube. The 3He is physically 0.5m closer to the sample than
the Multi-Blade, this results into a difference in the ToF spectrum, i.e., the slower
neutrons above 6Å (≈ 20ms), arrive at the Multi-Blade detector with 0.5ms delay
with respect to the 3He tube. Hence, the two ToF spectra are slightly shifted and
stretched relative to each other. Both the ToF spectra can be plotted as a function
of the neutron wavelength by knowing the distance from the target: 12.6m and
12.1m for the Multi-Blade and the 3He-tube respectively. Figure 4.16 (right) shows
the spectra of the two detectors as a function of the neutron wavelength. Observe
that the ToF spectrum of the Multi-Blade detector is corrected with the depth of
the detector according to the equation 4.1.
The ratio between the Multi-Blade and 3He detector spectra as a function of the
neutron wavelength can be calculated and this gives us the relative efficiency of the
two detectors. In order to calculate the absolute Multi-Blade efficiency the latter
must be normalized to the absolute efficiency of the 3He detector. The absolute
Multi-Blade detector efficiency is shown in figure 4.17 (right) as a function of the
neutron wavelength and compared to the theoretical efficiency calculated according
to [113, 132]. The black points (measurement A) represent the calculated efficiency
for the Multi-Blade by normalizing to the measured efficiency of the 3He detec-
tor, whereas the red points (measurement B) are the calculated efficiency for the
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Figure 4.16: The raw uncorrected ToF spectra of the CRISP 3He detector and the Multi-Blade
(left). The difference in the ToF spectrum of 0.5ms for the slower neutrons is due to the fact that
the 3He detector was ≈ 0.5m closer to the sample than the Multi-Blade detector. The spectra
of the CRISP 3He detector and the Multi-Blade as a function of the neutron wavelength (right).
Note that the ToF spectrum of the Multi-Blade detector is corrected with the depth of the detector
according to the equation 4.1. Figure from [98].
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Figure 4.17: The measured and the calculated efficiency of the 3He detector on CRISP (left).
The measured efficiency can be considered valid up to 3.5Å (11ms). The efficiency is calculated
assuming a 3He gas pressure of 3.5bar. The efficiency of the Multi-Blade detector calculated
according to [113] and measured against the 3He tube of CRISP (right). The efficiency is normalized
assuming either the measured or calculated efficiency of the 3He detector, measurement A and
measurement B, respectively. The two measured points from a previous detector charaterization [45]
are also shown. Figure from [98].
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Multi-Blade by normalizing to the 3He detector efficiency calculated from the 3He
pressure (3.5bar).
The measured efficiency shifts systematically toward higher values at larger wave-
lengths, this is also visible in the measured 3He detector efficiency which propagates
in the Multi-Blade efficiency normalization. The overall trend is as expected; the
measurements are consistent with calculation [113], with the exception of the points
at the longest wavelength, where the Multi-Blade systematically tends towards the
upper end of the expectation. Moreover, the obtained Multi-Blade efficiency agrees
with the previously measured efficiency shown in [45].
4.5.4 Stability
The gas gain of a MWPC is well described by the Diethorn’s formula [53] and it
is influenced by the atmospheric pressure and temperature variation as described
in [19, 133]. A derivation of the relation can be found in section 2.3.
The Multi-Blade detector was placed in front of a moderated Pu/Be neutron source
at the Source Testing Facility (STF) at the Lund University in Sweden. The detector
was flushed with Ar/CO2 (80/20) at 2.4 l/h resulting into approximately 60 l/day.
Since the detector vessel is approximately 30 l, the full gas volume is renewed twice
per day. A set of data is recorded every hour for approximately two weeks. The
total number of counts in the detector integrated over an hour, normalized to the
average counting rate, is shown in figure 4.19 as a function of time. The tempera-
ture, humidity and atmospheric pressure were also monitored and they are shown
in figure 4.18. The temperature varied within ≈ 0.5% (oC), the relative humidity
within ≈ 30% and the atmospheric pressure within ≈ 4% in the two weeks of the
measurements. In Figure 4.19, the trend of the atmospheric pressure is also shown
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Figure 4.18: Trends of the recorded temperature (left), relative humidity (centre) and atmo-
spheric pressure (right). The pink vertical lines indicate the midnight of each day. The vertical black
dashed line indicates the change of the detector flow from 60 l/day to 30 l/day. Figure from [98].
as 2−P/1010hPa) in order to better visualize the change of the detector counts with
pressure. The missing points in the detector counts corresponds to periods when
the Source Testing Facility (STF) was occupied with other users and background
was altered, thus those points have been disregard.
After approximately 115 hours of measurement (see the vertical black dashed line
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Figure 4.19: Normalized detector counts over 2 weeks along with the temperature, humidity and
atmospheric pressure (also normalized). The atmospheric pressure is also shown as (2−P/1010hPa).
The pink vertical lines indicate the midnight of each day. The vertical black dashed line indicates
the change of the detector flow from 60 l/day to 30 l/day. Figure from [98].
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Figure 4.20: Histogram of the relative variation of the detector counts for the first 115 hours
with a gas flow of 60 l/day, and for the rest of the measurements with a gas flow of 30 l/day.
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in the plot in Figure 4.19) the detector flow was changed to one volume per day,
i.e., ≈ 1.7 l/h (30 l/day). In the first 115 hours the atmospheric pressure relative
variation is ≈±1.5% and the detector counts variation is ≈±1.7% (expressed as a
range (max-min)/2). Figure 4.20 shows the histogram of the relative variation of
the detector counts for the two gas flow regimes (60 l/day and 30 l/day).
When the flow is reduced, the atmospheric pressure relative variation is ≈ ±1.7%
and the detector counts variation is ≈±3%.
In either cases of gas renewal of 1 or 2 volumes per day, no contamination of the
gas due to pollutant in the detector has been observed. A steady decrease of the
counts would be visible otherwise.
The trend in detector counts is clearly influenced by the atmospheric pressure. Al-
though the atmospheric pressure variation was comparable in the two configurations
of flow, the detector counts are influenced more when the flow is lower. This has
to do with the higher over-pressure set in the detector to allow a larger flow. A
larger over-pressure in the detector is affected by the variation of the atmospheric
pressure to a minor extent.
The counting rate in the detector is stable within ±1.7% during several days with
a flow that replace approximately 2 detector volumes per day.
In order to further improve the detector stability in time, the gas gain or thresholds
must be adjusted according to the atmospheric pressure and temperature variations.
Thus, an active feedback on the signal thresholds or on the high voltage as shown
in [133] or a post-processing of the data can be used.
4.5.5 Overlap, uniformity and linearity
Due to the blade geometry the gas gain differs for different wires within a cassette.
Each cassette has 32 wires and 32 strips. The wire no.1 is labelled as the one closer
to the sample position (see Figure 4.1), i.e., at the front of each cassette, and the
wire no. 32 the one at the back. Electric field simulations and measurements have
been carried out to investigate the gain variation at each wire due to the geometry
and they have been described previously in [45]. The gain is approximately constant
for each wire from no. 8 to no. 31. The wire no. 32 has appropriately a double gain
due to the lack of a neighbour. Each of the wires from no. 1 to no. 7 have a different
and smaller gas gain with respect to those between no. 8 and no. 31. The gain
drops at the first 7 wires can be compensated by adjusting individual thresholds, in
hardware or software, on each channel. Otherwise the gas gain compensation can be
implemented with a separated high voltage supplies at the first wires. Figure 4.21
shows the Pulse Height Spectrum (PHS) for the wires in a cassette. The peaks from
the n(10B,α)7Li reaction can be identified for any wire apart from the front wires
(from no. 1 to no. 5). Even if the threshold is adjusted according to the gain, at
the very first wire there is a loss in gain which corresponds to a drop of 50% with
respect to the nominal efficiency. This region of reduced sensitivity, is where two
cassettes overlap and it is about 0.5mm wide.
The Multi-Blade detector was scanned across three cassettes and with a collimated
beam. A set of data was recorded for each position in steps of 0.5mm. Figure 4.22
(left plot) shows the normalized counts of the detector as for each position and for
each cassette (red, green and blue curves). The black curve in the plot is the sum
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Figure 4.21: Pulse Height Spectrum (PHS) for individual wires or group of wires in one cassette
of the Multi-Blade detector. Wire 1 is at the front of the detector and wire 32 is at the back. The
gas gain varies due to the geometry of the cassette. Figure from [98].
over the 3 cassettes with no threshold correction applied: the counts drop due to the
gain variation in the two overlap regions scanned. The pink curve is then obtained
if the thresholds are adjusted for individual channels and this results in the reduced
sensitivity region of about 0.5mm. This meets expectation but it can be improved.
The scan was repeated across the strips in steps of about 20mm. Figure 4.22 (right
plot) shows the normalized counts for each position of the scan and the integral of
the counts (also normalized) in each peak. The overall variation of the gain, i.e., the
uniformity, in the scanned cassette in both directions (wires and strips) is ±10%.
4.5.6 Masks and reconstruction algorithms
A set of images of BN (Boron-Nitride, HeBoSint C100 [134]) masks were captured
with the Multi-Blade on CRISP to investigate how the the position reconstruction
algorithm affects the reconstructed image. The BN masks are 5mm thick and
natural enriched in boron. The typical attenuation of these masks is approximately
100% from and above 1Å. Two algorithms can be used to reconstruct the (X,Y )
coordinates from the raw data: a maximum amplitude (or area) algorithm (MAX)
or a Center of Gravity algorithm (CoG). The first associates the hit of a cluster
to the two channels (wire and strip) which have the maximum area (i.e., energy
deposition) among the events in the cluster, thus the Xand Y coordinates are 32
integers for wires and 32 integers for strips. The MAX algorithm does not exploit
the information about the multiplicity of an event. On the hand, the CoG algorithm
uses the multiplicity in a cluster to better position the hit across the two coordinates.
If two, or more, adjacent channels are firing at the same time and belong to the
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Figure 4.22: The normalized counts of the Multi-Blade detector scanned across the wires of
three adjacent cassettes with a 0.5mm step (left). In black the sum of the three cassettes and in
pink the counts in the three cassettes when the threshold is adjusted for individual channels. The
normalized counts of the Multi-Blade detector scanned across the strips of one cassette in steps of
20mm (right). The red points are the integral of the peaks.
same cluster, the position of the hit is calculated weighting the energies (areas or
amplitudes) of the channels. i.e., if two adjacent strips are firing at the same time
and they perfectly share the energy in two identical parts, the hit will be placed
exactly in the middle of the two. In the case of CoG are used 128 bins instead of
32 . The CoG is an continuous quantity and the resolution improves independently
from the binning but it has been chosen to bin it in 4 times more bins. In the
reconstructed position of the wires there is not much difference if the MAX or the
CoG algorithm is used since the multiplicity of wires is often 1. It has been shown
that the spatial resolution improves from ≈ 0.6mm to ≈ 0.55mm [45]. On the other
hand, the most common multiplicity on strips is 2, and the CoG algorithm improves
significantly the spatial resolution for the strips.
All the images shown in this section are gated in ToF above 8ms (2.5Å). As the
direct beam at the instrument is narrow and not enough to illuminate entirely the
masks, a super-mirror (Fe/Si multi-layer) at the sample position was used. During
the acquisition the sample angle was changed steadily in order to scan across the
mask positioned at the detector window.
The first mask used in the tests is shown in figure 4.23 (left) and it reproduces
the ESS logo. This mask was used to study what happens at the overlap between
cassettes. The image reconstructed with the MAX algorithm is also shown in fig-
ure 4.23 (right).
In the present detector the cassettes are arranged over a circle of 4m radius, as for
the ESTIA configuration, and each blade is positioned with 0.14 degrees angle with
respect to the adjacent unit. In this configuration the shadowing of each cassette
on the neighbour is of about 3 wires, i.e., 3 bins (of 32). The bin size on the X-axis
(strips) is 4mm and on the Y-axis (wires) is 0.35mm: sin(5o)×4mm. The very last
3 wires of each cassette should not receive any neutron because they are physically
hidden behind the neighbour blade (bins from 33 to 35, 65 to 67, 97 to 99, 129 to
131 and 161 to 163 in the image in figure 4.23).
On CRISP the Multi-Blade is positioned at 2.3m from the sample, and this distance
104
Figure 4.23: BN (Boron-Nitride) mask of the ESS logo positioned on the entrance window of the
Multi-Blade detector (left). Raw reconstructed image of the ESS mask with the MAX algorithm
showing all the channels (right). The color bar is shown in logarithmic scale and represents counts.
The bin size on the X-axis is 4mm and on the Y-axis is 0.35mm. Figure from [98].
was the maximum distance allowed by the CRISP setup. In this configuration, the
sample-detector distance and the cassette array radius are not matching, and this
does not allow to align all the cassettes of the detector at 5 degrees with respect
to the incoming beam, but only one: the third from the top, bins from 64 to 96.
Therefore, the shadowing is not expected to be constant across the cassettes. From
the image in figure 4.23 (right), the shadowing is between 2 and 3 wires (or bins
from 33 to 35) for the top cassette and almost 5 wires for the bottom cassette (bins
from 161 to 165). It is important to note that this is not a dead area of the detec-
tor and this shadowing effect can be removed from the images without losing any
information. Figure 4.24 shows the reconstructed images (rotated) when this effect
is removed. In the left image the shadows are removed according to the 4m array
radius, i.e., 3 bins for each cassette. The larger the distance from the aligned cas-
sette (bins from 64 to 96), the wider is the shadow. On the other hand, in the right
image, the correction is applied according to the geometry at 2.3m on CRISP, thus
the number of removed bins is not constant across the detector and the shadows
disappear completely.
As described in section 4.5.5, the blades overlap with a region of reduced sensitivity
due to the reduced charge collection at the very first wire of each cassette (see the
pink curve in the left plot in Figure 4.22). When removing the shadows the reduced
sensitivity area is visible in figure 4.24 at the bin position 32, 89 and 143.
Two more BN masks were used in the tests in order to compare the reconstruction
algorithms. Figure 4.25 shows a picture of the masks (left) along with the recon-
structed images with the MAX (center) and the CoG (right) algorithms. The red
square marked on the picture of the masks represents the area illuminated with
neutrons that is reconstructed in the images. The CoG algorithm is applied only to
reconstruct the strip position (X-axis in the plots) because the improvement on the
wires is not significant. Note that the rows of holes in both the reconstructed images
are slightly tilted because the detector was rotated by approximately 2 degrees with
respect to the horizontal.
The reconstructed images in figure 4.25 show a good separation across the wires (Y
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Figure 4.24: Raw reconstructed image of the ESS mask rotated by 90 degrees with shadowed
channels removed. The correction is applied considering the 4m (left) and 2.3m (right) cassette
array radius arrangement. The color bar is shown in logarithmic scale and represents counts. The
bin size on the X-axis is 4mm and on the Y-axis is 0.35mm.Figure from [98].
Figure 4.25: A picture of the BN masks (left) along with the reconstructed images with the
MAX (center) and the CoG (right) algorithms. The color bar is shown in logarithmic scale and
represents counts.
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axis) being the resolution of the detector much better in this direction with respect
to the other direction. With the MAX algorithm the separation across the strips
(X axis) is barely visible. When the CoG algorithm is applied, the good separation
between the 10mm holes of the top mask appears and the separation between the
5mm holes of the mask at the bottom start to be visible in the image.
Note that this is not a measurement of the spatial resolution of the detector, be-
cause the actual footprint of the neutron spot on the detector is not defined due to
the unknown divergence of the neutron beam through each hole of the mask. For
instance, the actual 0.5mm diameter of the holes of the bottom mask is instead
wider, due to the absorption of BN being a significant fraction of the thickness of
the mask, and unknown at the detector.
A figure of merit (fom) of the improvement of using the CoG algorithm with re-
spect to the MAX algorithm can be defined as the average ratio between the counts
at the peaks and the counts between the peaks. For the top image in figure 4.25 a
fom≈ 3.6 is obtained for the MAX algorithm and fom≈ 5.7 for the CoG algorithm
when this is applied to the strip signals.
Other results are shown in figure 4.26 and 4.27.
Figure 4.26: A picture of the mask (left) along with the reconstructed image with the CoG
(right) algorithm. The color bar is shown in logarithmic scale and represents counts.
Figure 4.27: A picture of a BN mask with the closest gap between two adjacent rows, 1 mm
(left) along with the reconstructed image the MAX (center) and the CoG (right) algorithms. The
color bar is shown in logarithmic scale and represents counts.
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4.6 Scientific Results
A series of scientific measurements with several samples have been performed on the
CRISP reflectometer. The results presented in the manuscript refer to the paper
published on this topic [99]. The aim of this test is not only to prove the capabilities
of the detector in an actual instrument, but to show as well the improvements that
arise from operating the CRISP reflectometer in a configuration which reproduces
the ESTIA operation mode. This is exclusively possible by exploiting the features
of the Multi-Blade. The measurements provide a link between science instrument
and detector improvements.
As described in section 4.5.1 the triplets (X,Y,ToF ) that identify a neutron event,
can be represented by two-dimensional plots. Referring to figure 4.11, it is possible
to integrate the ToF over the X coordinate and to gate in the Y coordinated around
the direct beam area. Thus, the spectrum of the direct beam in ToF is obtained and
it is used to normalize the reflectivity measurements of the samples described in the
following sections. The time binning of 100µs is chosen to match the ISIS-Target
Station 1 pulse length.
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Figure 4.28: Intensity of the direct beam in ToF, integrated over the X-coordinate and gated
in the Y -coordinate around the beam intensity. The bin size is 100 µs on the ToF axis. Figure
from [99].
The gate in ToF is applied in order to reject the background arising from the
spurious scattering from the substrate of the cassettes (the blades). This effect is
due to the neutrons that cross the 10B4C layer without being absorbed. They are
scattered by the substrate and detected in the other cassettes. The background is
explained in detail in section 4.5.1.
In the last paragraph some results from the first test carried out with the actual
demonstrator at the the Budapest Neutron Centre (BNC) [95] are presented. It
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must be recall that this was a test for the electronics, therefore the results obtained
have not been published and are presented in the manuscript for the first time.
4.6.1 Specular reflectometry on Ir sample: improvement of the q-resolution
with the detector spatial resolution
An Iridium (Ir) sample has been used to perform measurements of specular reflec-
tivity. The aim of this measurement was to show how the data analysis can be
improved, if the detector spatial resolution is taken into account, and how a finer
spatial resolution affects the quality of the results. The reflected intensity from the
Ir sample in the (Y,ToF ) coordinates is shown on the left graph of figure 4.29.
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Figure 4.29: Top: ToF spectrum of the reflected beam from the Ir sample. The bin size on
the Y axis is 0.35 mm and 100 µs on the ToF axis. The horizontal lines depict the end of each
cassette and the gap in between is the shadowing effect due to geometric properties of the detector.
Bottom: ToF spectrum reduced in the (θ,λ) space. The gap does not represent a dead area, thus
it can be removed without losing information as shown for the reduced data in (θ,λ) space. The
color bar represents counts in logarithmic scale. Figure from [99].
The horizontal lines represent the boundaries of each cassette and the gap in
between is a shadowing effect caused by the arrangement of the blades. Two sub-
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sequent cassettes are arranged in order to have an overlapping area, therefore the
gap is not a dead area of the detector. The last firing wire of one cassette, not
necessarily the last physical wire, is, in the projected space (X,Y ), the neighbour
of the first wire of the adjacent cassette. Thus the gap can be removed without
losing any information. Moreover, due to the blade geometry the gas gain differs
for different wires within a cassette as shown in [45, 98]. The gain drops in the
first 7 wires, but it can be compensated by adjusting individual thresholds on each
channel. At the very first wire the loss in efficiency corresponds to a drop of 50%
with respect to the nominal efficiency. This region of reduced sensitivity is where
two cassettes overlap and it is about 0.5 mm wide as shown in figure 4.1.
In the bottom panel of figure 4.29 the (θ,λ) phase space obtained from the (Y,ToF )
space is shown. Note that in this plot the gaps have been removed and the sole
reduced sensitivity area is still visible in the plot. The neutron wavelength (λ) is
calculated from the ToF corrected with the depth of the detector (equation 4.1),
thus the exact neutron wavelength can be calculated.
According to equation 4.2, the wave-vector transfer qz depends on θ (determined
by the instrumental settings) and λ. The maximum intensity correspond to the
angle between the scattered beam and the sample, αf , being equal to the incident
angle αf = αi = θ. According to the conventional analysis, for each wavelength, qz
is calculated with a fixed and unique θ following the equation 4.2 and integrating
the intensity over the full size of the beam. The width of the reflected intensity is
defined in a range αf = θ±∆θ. The latter originates from the divergence of the
beam.
The spatial resolution of the detector can be used to include a correction over θ, as
for a small projected sample size this position directly correlates with the reflection
angle. This can be used to correct for the increased spread of the reflected beam
caused by a slight curvature of the sample surface, which would otherwise reduce
the q-resolution. In contrast to the conventional analysis, each value of qz is calcu-
lated according to its relative θi = αi+ δθi defined by the position on the detector.
The correction is shown in equation 4.5:
θi = αi+ δθi = αi+ f · arctan
((Yi−Y0) · ps
L
)
(4.5)
where Y0 is the position of the bin corresponding to αf = αi, Yi is any other
position in the integration range, L is the distance between the sample and the
detector (2.3m) and ps is the pixel size of the detector. Note that the pixel size of
the Multi-Blade is ps = p · sin(β) ≈ 0.34mm, where p = 4mm is the wire pitch, is
finer than the spatial resolution of the detector ≈ 0.6mm. The factor f = 1/2 has
to be introduced, as the curvature of the sample surface acts as a change in sample
angle and leads to a change in reflection angle by 2θ. Different combinations of λ
and θ correspond to the same qz in a diagonal cuts of the (θ,λ) space; this leads to
an improvement of the resulting reflectivity profile.
Figure 4.29 clearly visualizes the effect for the bent Ir sample in this manner as it
is possible to distinguish three intensity minima from the thickness oscillations that
are spread over an extended detector area, much larger than the direct beam.
The sample is a layer of Ir of 550Å deposited on a Si substrate. The rough-
ness between the two interfaces is ≈ 10Å with scattering length density Nb =
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7.3 ·10−6Å−2 (see equation 4.3). The top panel of figure 4.30 shows the reflectivity
curves for several angles used in the measurement, in the range 0.2-0.8 degrees, in
steps of 0.1 degrees. The theoretical reflectivity is also shown and it is calculated
using the Parratt formalism [135] and is in good agreement with the experimental
data.
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Figure 4.30: Reflectivity curves (R) as a function of the wave-vector transfer (q) from an Ir-
sample measured with the Multi-Blade detector at several angles and the theoretical curve (top).
Reflectivity curves for the three angles 0.2, 0.4 and 0.8 degrees using the conventional analysis and
the θ-corrected analysis with two values for the spatial resolution of the detector, 0.6mm and 2mm
(bottom). Figure from [99].
For a system with several interfaces, the Fresnel coefficients rj,j+1 are related to the
reflection amplitudes of each interface, e.g., r0,1, r1,2 etc., after a combination with
an appropriate phase factor, eiki2∆, where ∆ is the thickness of the thin film. The
period of the oscillations in figure 4.30, far from the critical edge where the dynamic
effects are more pronounced, is approximately 2pi/∆ as expected from theory (see
section 1.5.1). The amplitude of the oscillations is instead related to the constrast
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between the scattering length density across the interface. According to the Parratt
formalism, the reflection amplitudes are calculated from the bottom interface to
the next higher one, using rj,j+1 as the reflection amplitude with the corresponding
phase-shift factor. This equation is applied recursively until the top interface is
reached. The ratio Xj of the reflected and transmitted amplitude in the medium
between interfaces j and j+1 is:
Xj =
Rj
Tj
= rj,j+1+Xj+1 e
(2ikz,j+1zj )
1+ rj,j+1Xj+1 e(2ikz,j+1zj )
e−2ikz,jzj (4.6)
with the Fresnel coefficients as expressed in equation 1.73. For a n-interface
system on a semi-infinite substrate, the recursion stars with Rn+1 = 0, and all Xj
can be calculated afterwards. The roughness can also be taken into account by a
factor:
rroughj,j+1 = r
ideal
j,j+1 e
(−2kz,j kz,j+1σ2j ) (4.7)
Where σj is the inter-facial roughness. Note that the roughness must be much
smaller than the thickness to be interpreted as an interface width and ∆ as a layer
thickness.
A comparison between the conventional analysis and the θ-corrected reduction is
shown in figure 4.30 on the bottom for the three angles: 0.2, 0.4 and 0.8 degrees.
The θ-correction was applied considering two pixel sizes, the actual Multi-Blade
resolution and a reduced ≈ 2mm resolution which is the current limit of state-of-art
detectors used in neutron reflectometry.
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Figure 4.31: Reflectivity curves (R) as a function of the wave-vector transfer (q) from an
Ir-sample measured with the Multi-Blade detector at several angles, compared with some measure-
ments performed on the same sample at ISIS.
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At smaller angles, the q-resolution depends on the detector spatial resolution to
a larger extent. By applying the conventional analysis, the fringes at 0.2 and 0.4
degrees are less visible than if the θ-corrected analysis is used as the better spatial
resolution of the detector leads to deeper fringes.
A set of measurements were previously performed with the same sample using an
3He detector. In figure 4.31 both the data collected with the 3He-tube and the
Multi-Blade are shown. The theoretical curve is also depicted. A good agreement
is obtained in both cases, further proof that the parameters used to calculate the
reflectivity curve are correct. It must be noticed that the measurements performed
with the 3He-tube were performed over a whole night with respect to about one
hour of measurement with the Multi-Blade, and that the set-up with the 3He-tube
required a high collimation of the beam.
4.6.2 Specular reflectometry on Si sample: dynamic range, collimated and
divergent modes
The aim of the measurements presented in this section is to demonstrate the Multi-
Blade detector capabilities in a setup as similar as possible to the ESTIA working
configurations as described in section 4.4. The instrument was operated in two
configurations (collimated and divergent modes, see figure 4.9) and measuring the
specular reflectivity from a Si sample.
The collimated mode is the conventional working configuration of a reflectometer,
where the divergence of the beam is limited due to the slit settings and typically its
contribution to the q-resolution is set similar to the λ contribution.
On the other hand the divergent mode exploits the full divergence available at the
instrument by only constraining parts of the beam that would not impinge on the
sample with the slits. The position of the neutron on the detector is used to encode
θ in a similar manner as described in the previous section, according to equation 4.5.
Now the factor f is not needed as the sample surface is flat and the change in re-
flection angle corresponds to the same change in incidence angle. By allowing a
wider divergence of the beam, the sampled θ-range is also larger; the available flux
at sample increases and thus the measuring time is reduced. This method for the
data reduction refers to the one that will be used with ESTIA to allow measurement
from very small samples. A detailed description is reported in [87].
Although the geometry used for these measurements on CRISP is only an approx-
imate reproduction of the focusing concept used in ESTIA [87], it is useful to test
the effectiveness of the Multi-Blade detector response. Note that the focusing ob-
tained with the slits instead of a focusing guide, leads to lower signal and a higher
background as the available divergence is smaller and the sample area is strongly
over illuminated [87].
The measurement of specular reflectivity was performed in either configurations on
a Si sample at three angles (0.2, 0.3, 0.8 degrees). A further measurement at 1.2
degrees was performed for the divergent mode to reach a wider dynamic range.
In figure 4.32 the intensity of the beam in the (θ,λ) space in the collimated (left)
and the divergent (right) modes are shown. The illuminated area of the detector is
about 5 times larger in the divergent mode than that of the collimated mode.
Figure 4.33 depicts the extracted reflectivity of the sample in the two configurations.
113
The total acquisition time for the three angles in the collimated mode is 120 min-
utes. The same result is obtained in 14 minutes by performing the measurements
in the divergent mode. The acquisition time is thus improved by about one order
of magnitude.
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Figure 4.32: The (θ,λ) space for the reflectivity of the Si sample at 0.3 degrees in the collimated
(top) and divergent (bottom) configuration. The color bar represents counts in logarithmic scale.
Figure from [99].
Despite the high background due to the poor shielding of the Multi-Blade setup
on CRISP, a dynamic range of ≈ 4 orders of magnitude with the three angles was
achieved. With a further measurement at 1.2 degrees, one extra order of magnitude
in the dynamic range was achieved, which is shown in figure 4.33. Five orders of
magnitude is the dynamic range typically reached on this instrument [131].
It is expected with the Multi-Blade to measure a deeper dynamic range in a better
shielded instrument operating environment.
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Figure 4.33: Specular reflectivity (R) as a function of the wave-vector transfer (q) of the Si
sample obtained with the collimated and divergent modes. The curves obtained with the divergent
mode are shifted by 0.01 in R for clarity. Figure from [99].
4.6.3 Off-specular scattering: Fe/Si supermirror sample
The specular reflectivity allows to probe the structure of a sample across the depth,
indeed the scattering vector q is perpendicular to the sample surface. It is possible
to probe the in-plane structure of a sample introducing a small parallel component
of the scattering vector [122]; a sketch is shown in figure 4.34. The parameter
used to reproduce the results of the off-specular scattering are the components of
q and the projections of the initial and final wave vectors, they are reported in the
equation 4.8.
ki kf
αi αf
qqz
qxpi pf
DB
Figure 4.34: Sketch of the wave vectors definition used in the off-specular scattering.
pi =
2pi
λ
sinαi
pf =
2pi
λ
sinαf (4.8)
qx =
2pi
λ
(cosαf − cosαi)
qz =
2pi
λ
(sinαf +sinαi)
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Neutron off-specular scattering probes the in-plane structure at the µm length
scale. The limitation of this technique is set by both the limited available neutron
flux and the small scattering probability. Similarly correlations at the nm length
scale can be reached with a collimated beam in both directions, so called grazing
incidence small-angle scattering (GISANS), which is described in detail in [121, 136,
137, 138]. On magnetic samples the off-specular technique allows the depth resolved
measurement of correlations from magnetic domains as used in [139, 140].
Several specific areas can be identified in the off-specular scattering, based on the
direction of the final wave vector determined by the reflected angle [16]. The horizon
is defined as αf = 0, when the neutron beam is parallel to the surface of the sample.
The specular reflection is found at αi = αf and all other areas above the horizon
mark the off-specular scattering region. The direct beam, DB in figure 4.34, meets
the condition αf = −αi. When the incident angle is close to the critical angle αc,
the transmitted beam is also refracted and thus this equality does not hold for small
αi. Finally, at αi = αc and αf = αc one finds the so called Yoneda wings, which are
results of dynamic effects mostly produced from surface roughness and magnetic
domains.
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Figure 4.35: Off-specular scattering, expressed as qz as a function of pi−pf , from Fe/Si super-
mirror: the solid lines corresponds to the two Yoneda wings, the dashed line denotes the beginning
of a region of scattered neutrons in the transmission direction (anti-Yoneda), while the dotted line
marks the specular reflectivity. The spin flip signal from the layers is highlighted with the rectangle
indicated with A. The correlated domains from the sample layers correspond to the blue and red
rhombus shaped area (B). The colour scale is counts in logarithmic units. Figure from [99].
The sample employed to carry out the measurements was a super-mirror Fe/Si
(m = 3.8). It shows a strong off-specular scattering when un-magnetized due to
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complex magnetic domain structures. The off-specular measurements are used to
test the detector performances. Good uniformity and spatial resolution as well as
large dynamic range are needed to fully characterize the features of the off-specular
scattering on the sample. Some measurements were performed using the collimated
beam to scan the sample in angle in order to get a fine tuning in uniformity and reach
a wider q-space. The sample position was tilted in step of 0.01 degree in the 0.2-0.8
degrees range. The measurements were performed over the whole night. The data
are presented in the (pi−pf , qz) coordinates in figure 4.35 and the typical features
of the sample are well reproduced. In figure 4.35 the solid lines corresponds to the
two Yoneda wings, the dashed line denotes the beginning of a region of scattered
neutrons in the transmission direction (anti-Yoneda), while the dotted line marks
the specular reflectivity. In the specular reflectivity direction both Silicon and the
super-mirror edge are identified, (black spot and the crossing point on the top of the
line respectively). The correlated domains from the sample layers correspond to the
red and light blue rhombus shaped area. This almost featureless area corresponds
to magnetic spin-flip scattering within the super-mirror that can be separated by
polarization-analysis into two asymmetric components as is demonstrated in [141].
Neither beam polarization nor magnetic field has been employed, therefore the
magnetic scattering of all spin-states are summed together, resulting in the rhombus
area. Nevertheless this test demonstrates the establishment of the Multi-Blade
detector technology for neutron reflectometry application.
4.6.4 BNC tests: Bragg-Edge Transmission on graphite sample
The collaboration between the ESS Detector Group and the Wigner Research Cen-
tre for Physics in Budapest allows for beam time at the Budapest Neutron Centre
(BNC) to perform tests on the detector prototypes. In the case of the Multi-Blade
this collaboration is mainly based on the development of electronics.
The measurements performed at the Budapest Neutron Centre served to test the
operation of the detector in all its aspects, from the mechanics to the electronics. In-
deed, a new prototype have been assembled with several modifications with respect
to the previous version [44]. The major improvements were focused on the new front
end electronics, with the corresponding software acquisition system. Therefore, the
main aim of this test was to prove the new front end electronics and the relative
software acquisition system employed on the latest version of the Multi-Blade de-
tector, which is described in section 4.2.1. The majority of tests were dedicated to
prove the effectiveness of the full read out system and to understand its limitations.
Thus to lead improvements in the next design iterations.
Together with these tests, some qualitative measurements were performed on a
graphite sample. The beam line (TOF) is the only one that exploits the Time of
Flight technique. All the measurements were compared with the 3He-tube installed
on the instrument.
The energy spectrum of the conversion particles due to the interaction between
neutrons and a boron converter layer is well known. Therefore it is an easy way
to verify if the detector is working properly, in figure 4.36 is shown the spectrum
recorded with the Multi-Blade detector. A comparison with the theoretical curve
is depicted and a good agreement in achieved. The spectrum is plotted for two
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different ToF regions, namely considering two different neutron wavelengths for the
theoretical calculation. The spectrum in the total ToF range is shown as well. As
discussed in section 4.5.5, because of the geometry, the gas gain along the wires is
not uniform. The spectra are analysed considering the wires with the same gain.
A detailed discussion and the implementation to reduce this effect is described in
section 4.7.
Figure 4.36: Spectrum of wires between 9 and 20 (same gas gain) for any ToF, ToF = 5-8 ms
and ToF = 18-35 ms, black red and blue line respectively. The theoretical spectrum is also shown
for λ= 1 and 4 Å.
A series of measurements in transmission through a sample, a graphite slab,
have been carried out. In general, by neutron diffraction is possible to determine
the crystal structure of a sample under some conditions on the angles with respect
to the direction of the incident neutron beam and the neutron wavelengths. Indeed,
at certain wavelengths, strong intensity signals are detected, i.e., the Bragg peaks.
The neutrons are scattered over the full solid angle, 4pi, while only a small fraction
of the solid angle is covered by the detectors. In such a set-up a large amount of
neutron is unused. In the transmitted direction, the yield is much higher and the
experimental set-up for such measurements is straightforward, because sample and
detector are on the same axis, which corresponds to the one of the incident neutron
beam.
The transmission spectrum of thermal neutrons through a polycristalline sample
displays sharp, well-defined increases in intensity as a funcion of the neutron wave-
length [142], as governed by Bragg’s law. These Bragg edges occur because for a
given {hk l} reflection, the Bragg angle increases as the wavelength increases until
2θ = 180◦. At greater values of λ than this critical one, no scattering by this partic-
ular lattice spacing can occur, thus a sudden increase in the transmitted intensity is
seen [142]. From Bragg’s law, this condition is verified for λ = 2dhkl, when a mea-
sure of the {hk l} d-spacing in the direction of the direct beam is performed. When
the neutron wavelength is shorter than or equal to 2dhkl, neutrons are scattered by
the {hk l} plane, thus the transmitted intensity is reduced [143].
Measurements of the direct beam are needed to obtain the transmitted intensity
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Figure 4.37: Left: ToF spectra from direct beam measurement normalized to unity for the
3He-tube and the Multi-Blade detector applying two different high voltage values (800 V and 900
V). Right: ToF spectra from measurement in transmission through the graphite sample normalized
to unity at the peak value of counts for the 3He-tube and the Multi-Blade detector.
and to normalize the two set of measurements. Figure 4.37 shown the spectra in
ToF for both detectors in the case of direct beam (left) and after the scattering
from the graphite sample (right). All the spectra are normalized in time. For
view purpose, the pulse heights are also normalized to unity. In both acquisitions
with the Multi-Blade the spectrum fully follows the one obtained with the reference
device. Although the shape of the transmitted intensity is well reproduce by the
Multi-Blade with respect to the one obtained with the 3He-detector, the counts
decrease at higher ToF values. It must be taken into account that the total illu-
minated area of the two detectors is different. Moreover, the measurements with
the 3He have been provided by the local contact in order to have a reference. An
accurate comparison was not performed because the intent of these tests is purely
demonstrative and the investigation of the sample does not have scientific research
purposes. However, it allows a qualitative proof of the detector operation.
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Figure 4.38: Left: ToF spectra of both detectors recorded with the direct beam and the
transmission after the graphite sample measurements. The normalization is different in the case
of the two devices, because of difference in the illuminated area. Right: Transmitted intensity, the
Bragg edges of the sample diffracted structure are visible in both cases.
119
In figure 4.38 left is shown the PHS in ToF of both detectors recorded in the two
measurements set-up: direct beam and transmission after the graphite sample. Note
that the direct beam and the transmission measurements are normalized between
them, but no normalization is applied between the two detectors, because of the
difference in active area. The transmitted intensity is shown in figure 4.38 right.
It is the ratio between the transmitted and the direct beam intensity. Although
the normalization is not the same, the pattern of the sample diffracted structure
is reproduced in both cases. The typical decreases in intensity which refer to the
particular diffractions of the lattice space are in agreement with literature [144].
4.7 Future improvements
The several tests performed either at the Source Testing Facility in Lund, at the
Budapest Research Centre and the experiment carried out at ISIS provided a full
overview of the status of the project. This part of the work is, instead, dedicated
to some of the design implementations arisen from these tests, in order to improve
the detector performances.
One of the main issues of the present device is the non-uniform response of the wires
due to the geometrical effects. The wires are placed at 4 mm distance in between
two adjacent blades. In the edge of the blade (knife) this distance is not constant
any more. The ions drifting to the cathode have to travel more, this leads to a
decreasing of the collected charge, because the electric field is not uniform and as
discussed in section 2.3, these effects reflect on the gas gain amplification.
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Figure 4.39: Gas gain map across the wire plane obtained with Garfield (left), and spectrum of
α and Lithium particles obtained by the measurements of the direct beam (right).
Referring to figure 4.39, the spectrum of α and Lithium particles across the
wires (x-axis) obtained by the measurements of the direct beam, is shown together
with the simulated gas gain map. The measurement has been performed during the
test at the BNC, while the simulations have been carried out with Garfield [145],
which is a software for detailed simulation of drift chambers. In the measured plot
there are two spots clearly visible. The highest intensity of the two, refers to the
corresponding peak of the Li and α particles generate from the neutron conversion
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with the B4C layer. The missing parts are dead channels. The slight slope between
wire 9 and 31 is expected. Remember that the cassettes are arranged over a circle
around the sample, thus they are placed at a relative angle of 0.14 degrees from
each others. Also, the last wire has approximately a double gain compared with
the rest of the wires. The higher gain is foreseen because there is no neighbour wire
that shield the electric field.
It must be noticed that the first wire has a double gain compared to the last one.
Moreover, even if the track of the yield particle is oriented toward the outside of
the wire plane, the total charge is collected by the wire. The simulation is shown
on the right side of figure 4.40 (a), all the charge is collected by the wire. As shown
is figure 4.40 (a) left, the first wire is placed at x= 0, i.e., at the edge of the blade.
In this scenario about half of the field lines does not close on the strips cathode,
this reduce the charge collected on the strips.
(a)
(b)
Figure 4.40: (a) Electric field lines when the first wire is place at the edge of the blade X=0
mm (left). Simulation of the charge collection of an α particle escaping the boron layer towards
the edge of the blade. (b) Gas gain on the first 8 wires.
A drop in efficiency is observed when the coincidence wires-strips, which iden-
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tifies a neutron event in 2-dimensions, is taken into account. The gain variation on
the first 8 wires is depicted in figure 4.40 (b), both this and the effect of the knife
is reproduced by the simulation. The drops in the plot is a binning effect and does
not have any physical meaning.
In order to decrease the loss of energy the wire plane has been shifted toward the
inside of the cassette. The simulations have been performed from 0 to 4 mm, i.e.,
between the starting position to the x-coordinate of the second wire. It has been
found that for x = 2mm almost all the field lines close on the strips. Over a total
of 25 lines going out from the wire toward the cathode plane, 14 reaches it when
x= 0mm, 18 when x= 2mm and 21 when x= 4mm, namely the second wire. The
plots of the electric field lines, the charge released by a product particle and the gas
gain variation are shown in figure 4.41. In this case the coincidence with the strips
is ensured and the gas gain of the first wire is aligned with the rest, but the reduced
sensitivity given the knife is not solved yet.
(a)
(b)
Figure 4.41: (a) Electric field lines when the first wire is shifted X=0.2 mm toward the inside
of the cassette (left). Simulation of the charge collection of an α particle escaping the boron layer
towards the edge of the blade. (b) Gas gain on the first 8 wires.
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By Diethorn’s formula (eq. 2.22), described in section 2.3, it is known that the
gain amplification is related to the applied voltage. Therefore, a voltage divider has
been designed to avoid the decreasing of the charge collection on the first wires. A
sketch is depicted in figure 4.42, knowing the initial high voltage, the resistance and
the current wire to ground, it is possible to calculate the value of the resistances
to add in order to module the voltage on the wires of interest. The values of the
resistances are independent from the absolute value of the initial voltage, thus with
this divider is feasible to work at different initial high voltages.
HV = 1200V (or 870V)
<6M
Wire 1 @ 1120V or 815V
R1
R2
R3
1M
R6
Wire 3 @ 1160V or 842V 
R7
Wire 4 @ 1140V or 828V 
R8
Wire 5 @ 1120V or 815V 
R5
Wire 2 @ 1170V or 850V 
1.5M
1M
100Mohm
2M
R4
100Mohm
1.5M
Optional 1M on each wire
(         )
In
I0
I0
I0 = 10uA
In = 100kHz*5e-15C*200 = 100nA (due to rate)
Figure 4.42: Sketch of the voltage divider used to compensate the gas gain of the first 5 wires.
The electronic circuit has been successfully tested and the implemented version
is now ready for the future detectors. The simulated gas gain variation is shown
in figure 4.43. A good uniformity is now achieved. The remaining variation in
uniformity can be corrected by detailed calibration.
Figure 4.43: Gas gain of the first wires after the voltage divider compensation.
The last point to solve is the double gain of the last wire. The simple idea is to
123
add an extra wire, a so-called guard wire. In order not to add extra high voltage
channels it is kept at the same high voltage of the rest of the wires. Once this
quantity is fixed, several configurations have been simulated by varying the values
of wire diameters. With the guard wire of the same dimension of the read out wires
the gain is uniform. Even if the added wire is not read out, it may generate some
spurious events on the strip, because of its double gain. To mitigate this it is noted
that the higher is the diameter the lower is the electric field. Therefore, a guard
wire of 50 µm has been simulated, compared with the 15 µm diameter of the read
out wires. In this case there is a drop in gain with respect to the others. The final
configuration is depicted in figure 4.44, where both the configuration and the gas
variation is shown.
Figure 4.44: Sketch of the guard wire, 50 µm diameter, added at the end of the cassette, in
order to align the gas gain of the last read wire (left). Gas gain variation in the last 5 wires,
approximately same gas gain, and the guard wire, which gas gain is almost zero (right).
Another issue experienced in the tests has been the difficulty of reading out the
signals from the strips with respect to the wires signals. Due to this problem, it
is necessary to operate the detector at higher values of high voltage. This reduces
the performance in speed and rate capability, because of a larger space charge effect
and because the higher the voltage, the higher the gas gain and the less is the
proportionality, see section 2.2.2. The nominal voltage is around 800-900 V, but
most of the measurements have been performed at 1100-1200 V. The gas gain in
the second case is one order of magnitude larger than the nominal scenario.
Electronics consideration apart, it is possible to reduce the noise-to-signal ratio
(NSR) insulating the blade substrate from the strip cathodes. Indeed, they form a
capacitor that reduce the amplitude of the collected signals on the strips, therefore
the capacitive coupling must be smaller, i.e., by insulating strips and substrate. In
the present detector, a layer of polymide (Kapton) 100 µm thick is placed between
the blade and the strip. A picture of real signals is shown in figure 4.45 (a). The
measurements have been performed at the STF in Lund. In this case the signals
amplitude is around 200 mV and a noise-to-signal ratio = 0.44 is measured. For
this test the cassette has been modified adding one, two and three layers of Kapton
75 µm thick, panel (b), (c) and (d) of figure 4.45, respectively. A clear improvement
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is visible already when one layer is added (b), not only the amplitude values are
higher, around 300 mV, but also the noise is diminished from ≈ 90 mV to ≈ 50
mV. The noise-to-signal ratio is equal to 0.15, three times better than the actual
configuration. In the case of two more layers the noise level is unaffected but the
signals have an amplitude of more than 400 mV. The noise-to-signal ratio is slightly
improved, it goes down to 0.11. If three layers are joint together, the noise level is
below 30 mV with amplitudes more than 400 mV for the signals. A further factor
two from the previous scenario is gained, noise-to-signal ratio = 0.06.
The last configuration has been chosen for the production of the next strips. They
will be coupled with a Kapton layer of about 300 µm to ensure a good insulation
from the metal blade, but 100 µm at the blade edge in order not to cover the
adjacent blade, because of the 5 degrees inclination the thickness is 10 times higher.
(c)
(b)(a)
(d)
Figure 4.45: Configurations with different polyimide (Kapton) thickness in order to better
decouple the capacitance of the strips and the blade. A nominal substrate of 75µm is employed,
panel (a). The signals with an extra layer of 75 µm, panel (b), two (c) and three (d) extra layers
of the same thickness are shown as well.
The results reported in this chapter show that the detector technology is well
established and the implementation discussed here are detailed refinements. The
effectiveness of the detector has been widely proved, as discussed in this chapter.
Besides this, a dedicated study on the background response for this kind of detector
technologies has been evaluated. This will be the topic of next chapter.
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Chapter 5
Fast neutron sensitivity of neutron
detector based on boron-10
converter layers
This part of the work is based on a campaign of measurements performed at the
Source Testing Facility (STF) [96, 97] at the Lund University in Sweden. The study
is focused on the fast neutron sensitivity for the class of boron-10-based neutron
detectors. The experiment discussed in this chapter has been performed with the
Multi-Blade detector and the text is based on the paper published by the author
of this thesis in Reference [109]. This was the first time fast neutron sensitivity
has been looked at for B-10 based thermal neutron detectors. Moreover, one of
the figure-of-merit for most neutron scattering instruments is strongly related to
the signal-to-background ratio. The signal is defined by the source, and a better
background rejection can improve this figure-of-merit, leading to significant impact
on instrument’s operation, especially at the new high intensity sources. Further
measurements with another boron-10-based detector (Multi-Grid [146]) and with a
3He-tube have been carried out. A brief discussion on the results obtained with the
3He-tube is presented together with a qualitative analysis derived from a specific
set of measurements performed at the CRISP reflectometer.
5.1 Introduction
The science progress in neutron physics is made possible thanks to the development
of both sources and instrumentations, including neutron detectors. The European
Spallation Source (ESS) will be a prominent infrastructure in this regard [10, 11, 76].
As highlighted is chapter 3, ESS is designed to be the world’s brightest neutron
source, thus the instantaneous flux of the instruments will be the highest of any
other existing neutron source.
The 3He-based techonologies have been the most used detectors for thermal neu-
trons. Both the availability and the requirements of higher performance are the
reasons why a number of research programs are now aiming to find technologies that
would replace the 3He [22]. A promising technique is based on solid converter layers
(10B, Gd) and gas proportional counter as the sensing medium. Some examples are
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the Multi-Grid [42, 146, 147, 148] for large area applications in inelastic scatter-
ing, the Multi-Blade for neutron reflectometry [44, 45], the Jalousie detector [149]
for diffractometers, BandGEM [41, 150] and the Boron-coated straw-tubes [39] for
SANS and Gd-GEM [89, 151] for neutron macromolecular diffractometer and CAS-
CADE [152] for neutron resonance spin echo.
Among these, the Multi-Blade, described in detail in Chapter 4, was used to per-
form the measurements presented subsequently. As it is a relative new technology
in neutron science, all the aspects have to be investigated in order to be installed it
on a real instrument; from the mechanics to the electronics, from the response to
neutrons to the background characterization.
The characterization of the background is, indeed, a fundamental feature to study in
order to understand the limit of the best signal-to-background ratio achievable. The
main sources of background, which affect the detectors and instrument performance,
are γ-rays, fast neutrons (1-10 MeV), environmental neutron counts (thermal and
epithermal) and electronic noise [153].
The fast neutron energy range (1-10 MeV) considered for this experiment is set by
the sources available in the laboratory for the measurements. Note that this range
closely represents the energy spectrum of the fast neutron background at reactor
facilities, these being based on fission; whereas that of spallation sources is much
broader.
For the first time the fast neutron sensitivity of 10B-based thermal neutron detec-
tors has been investigated. A detailed description of the nuclear processes involved
in the neutron interaction with the different materials of the detector is, then, re-
ported.
All the measurements have been performed at the Source Testing Facility of Lund
University [96, 97] with the Multi-Blade detector. A comparison with the γ-ray
sensitivity [45, 108, 154] follows the main analysis on fast neutron sensitivity.
Theoretical analysis and Monte Carlo simulations are used to interpret the experi-
mental results obtained with a Boron-10-based detector.
5.2 Description of the setup
It is recalled that the Multi-Blade is a stack of Multi Wire Proportional Chambers
(MWPC) operated at atmospheric pressure with a continuous gas flow (Ar/CO2
80/20 mixture in volume). A sketch of the cassette is shown in figure 5.1. The
purpose of the picture is to visualize the materials in the detector that are more
relevant for our study, i.e., Ar , CO2 (gases) , Al , Ti (blade materials) , Cu ,
Kapton (strip materials) , 10B4C (neutron converter).
n
Figure 5.1: Schematic view of the Multi-Blade cassettes. Figure from [109].
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In order not to be sensitive to thermal neutrons, all the measurements were
performed without the 10B layer, while keeping all the rest of the detector un-
changed. Three different detector configurations have been investigated, as shown
in figure 5.2. Configuration a is the standard configuration which is a full cas-
sette (without the 10B4C layer see figure 5.1 for comparison), Configuration b is the
configuration with Aluminum blades without strips, without Cu nor Kapton, and
Configuration c is the configuration with Titanium blades and no strips.
Fast	n
Config.	a Config.	b Config.	c
Fast	n Fast	n
Figure 5.2: Schematic view of the Multi Blade cassettes for three different configurations. In
all of them the 10B4C layer was removed. a- Aluminium blade and strip-plane in Cu and Kapton,
b- Aluminium blade and strip-plane removed, c- Titanium blade and strip-plane removed. Figure
from [109].
All the measurements have been performed with the same experimental setup,
a sketch of which is shown in figure 5.3.
Source
Source
130	mm
50	mmTOP	VIEW SIDE	VIEW
CASSETTE
Figure 5.3: Schematic representation of the experimental setup used to perform the measure-
ments showing the position of the source with respect to the cassettes of the Multi-Blade detector.
Figure from [109].
In the tests the response of one cassette has been measured and this is rep-
resentative of the full detector because the design is modular and an event in a
cassette does not influence neighbour cassettes. The cassette was equipped with
an individual readout, one amplifier on each wire or strip (64 channels) [45]. The
pre-amplifiers were CREMAT [155] CR-110 charge sensitive pre-amplifiers and the
signals are shaped with a CREMAT [155] CR-200-500 ns Gaussian shaping ampli-
fier. The pre-amplifiers have a gain of 1.4 V/pC and the shaping amplifiers a gain
of 10 with 500 ns shaping time. A CAEN [118] Digitizer was used to record the
traces and the amplitude of the signals (Mod. V1740D, 12bit, 62.5 MS/s).
A software threshold for each wire and strip was set to reject the electronic noise
and the detector was operated at 800 V (gas gain ≈15).
5.2.1 Sources
Three neutron sources: 252Cf, 241Am/Be, 238Pu/Be, were used to perform the mea-
surements. A further measurement was performed with a 60Co gamma source, in
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order to have a comparison with the previous work on gamma sensitivity [45, 108].
Actinide/Be-based radioactive sources produce neutrons when the actinide decay
by emission of an α-particle which interacts with the 9Be nucleus. 252Cf decays by
both α-particle emission (∼ 97%) and spontaneous fission (∼ 3%), the latter giving
rise to fast neutrons directly. The activity of the Actinide/Be sources used in this
work is about one order of magnitude higher than that of the 252Cf.
The mean of the incident α-particle energies is 5.48 MeV for the 241Am source and
5.49 MeV for the 238Pu source. The energy spectra of emitted neutrons are simi-
lar [156]. The fast neutron emission spectrum of 252Cf has an average energy of 2.1
MeV, with a most probable energy of 0.7 MeV [157].
Besides the differences between the energy spectra of the Actinide/Be-based radioac-
tive sources and of the 252Cf, the energy distribution range considered is 1−10 MeV
for the three sources.
The solid angle has been calculate on a rectangular surface of the detector cassette
under test (130x10)mm2 for a fixed distance, d, between the source and the detector
surface. Considering a point-like source, all the measurements were performed with
d = 50 mm, see figure 5.3. It results in a solid angle of ≈ 0.1 sr (≈ 1% of a sphere).
It has been estimated that the measurement of the distance between the source
and the sensitive region can lead to an uncertainty which is less than a factor two
variation for a misplacement of a ±15 mm from the fixed location of the source.
All the measurements are normalized to the flux, number of neutrons per unit time
and area, multiplying the activity by the solid angle.
5.3 Physical processes
The thermal reaction mediated by a 10B layer is 10B(n,α)Li :
n+105 B→
{7
3Li(1.02MeV )+α(1.78MeV ) 6%
7
3Li(0.84MeV )+α(1.47MeV )+ γ(0.48MeV ) 94%
(5.1)
The range of the product particles are of the order of a few µm in solids and a
few mm in gasses at atmospheric pressure.
5.3.1 Cross section and interaction probability calculation
A preliminary study was performed on the nuclear processes that may occur be-
tween neutrons of energy range 1-10 MeV and nuclei present in the detector material.
This investigation gives a qualitative indication which reactions are significant for
the fast neutrons sensitivity of the detector.
For this study the main materials in the Multi-Blade detector [45] listed in sec-
tion 5.2 have been taken into account. The probability of interaction in a medium,
P (x), and the probability of deposition in the gas, P(r), have been calculated as
follows:
P (x) = 1− e−Σx (5.2)
P (r) = 1− e−Σr (5.3)
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where x is the path length and r is the range of the particle travelling in the
medium and Σ=Nσ is the macroscopic cross section. Σ defines the probability per
unit path length for a specific process, described by the microscopic cross section σ;
N is the number of nuclei per unit volume. The number of interactions decreases
exponentially with the absorber thickness. The relation of attenuation is described
as II0 = e
−Σx. P(r) = P(x) for the gas.
The macroscopic cross section has been calculated from the number density np
and the microscopic cross section. In the case of a gas, the calculation starts from
the ideal gas law PV = nRT . The number of moles n can be written as Np/NA,
where Np is the number of particles and NA is the Avogadro constant. By knowing
that R/NA =KB, which is the Boltzmann constant, per volume unit it is obtained:
np = PKBT where P is the pressure, T is the temperature of the gas. For the solids
np = NAM ·ρ, where M (g/mol) is the molar mass and ρ (g/cm3) is the density of the
material.
In a proportional chamber the gas is the detection medium, for the Multi-Blade
detector, this is an 80/20 mixture of Ar/CO2 operating at atmospheric pressure
and room temperature. Considering the weight w and the fraction f of the two
compounds. The number density for the Ar/CO2 is shown in table 5.1, while for
pure materials the np is listed in table 5.2.
Table 5.1: Atomic density value for the gas Ar/CO2 (80/20) in the detector.
f w np (1022/cm3)
Ar 1 0.8 0.0212
C 1/3 0.2 0.00177
O2 2/3 0.2 0.00354
Table 5.2: Atomic density value for solid pure materials in the detector.
ρ M np (1022/cm3)
Al 2.7 26.98 6.026
Ti 4.506 47.87 5.669
Cu 8.96 63.55 8.491
The Kapton (ρ = 1.42 g/cm3) is composed of several elements, the macroscopic
cross section is Σmix =
∑
iNiσi, the 10B4C layer (ρ = 2.45 g/cm3) as well. This
density differs from the material data and refers to a measured value for the films
employed in this detector [158]. The np calculation for both compounds is reported
in table 5.3.
A neutron can have many types of interaction with a nucleus. In the detector
these can give rise to charged products that can release an amount of energy in the
detection medium and can be interpreted as real thermal neutron events, instead of
being rejected. For this work the fast neutron energy range between 1 and 10 MeV is
taken into account, see subsection 5.2.1. In this range several interactions between
neutrons and nucleus may occur. Our focus is on two main types: Scattering and
Absorption.
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Table 5.3: Atomic density value for the kapton and the 10B4C elements.
w M ρ np (1022/cm3)
H 0.0264 1.01 0.037 2.23
Kapton C 0.6911 12.01 0.981 4.92
N 0.0733 14.01 0.104 4.47
O 0.2092 15.99 0.297 1.12
10B4C B 0.7826 10.81 1.972 10.98
C 0.2174 12.011 0.548 2.75
When a neutron is scattered by a nucleus, the scattering interaction transfers some
portion of the neutron kinetic energy to the target nucleus resulting in a recoil
nucleus. The total kinetic energy of the neutron-nucleus system remains unchanged
by the interaction, i.e., the Q-value of the reaction is zero. In the considered energy
range the maximum possible recoil energy of the nucleus is
ER =
4A
(1+A)2En (5.4)
where A is the mass of the target nucleus , ER the recoil nucleus kinetic energy
and En the incoming neutron kinetic energy [5].
Referring to figure 5.4, the scattering interaction also includes the inelastic scatter-
ing in which the recoil nucleus goes to one of its excited states during the collision
and then de-excites emitting one or more gamma rays or internal conversion elec-
trons.
If the neutron is absorbed or captured, instead of being scattered, a variety of pro-
cesses may occur. The nucleus may rearrange its internal structure and release
gamma rays (n,γ) or charged particles with the more common ones being protons
(n,p), alpha particles (n,α) and deuterons. For this energy range only p and α are
relevant. All these kind of interactions are included in absorption processes [159].
A sketch of these reactions is shown in figure 5.4.
An important difference between the fast neutron interaction and the γ-rays
interaction is the final products. When a γ-ray interacts with a medium, it can
generate a detectable signal, via an electron, typically in a photoelectric or Comp-
ton interaction, while for fast neutrons protons, α and heavier particles can also be
emitted.
The range of protons and heavier particles in a medium is typically much shorter
than that of electrons for a given energy. Therefore the amount of energy released
per unit path in the gas is much larger for heavy particles than for electrons [108].
The fast neutron interaction can give rise to γ-rays as well which undergo the process
as described above. In 10B-based detector, it has been denoted that the detection
probability of γ-rays is low of the order of 10−8, as reported in [45, 108]. Therefore
a larger contribution to the sensitivity to fast neutron is mainly expected from (n,
particles) reactions and the elastic scattering. The contribution from the inelastic
scattering and (n,γ) interactions is negligible.
The Non-Elastic interaction is defined as the sum of inelastic and absorption pro-
cesses. Figure 5.5 shows several non-elastic (top) and elastic (bottom) cross sections,
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SCATTERING	INTERACTION
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ELASTIC INELASTIC𝑛 + 𝑋 → 𝑋 + 𝑛 𝑛 + 𝑋 → 𝑋∗ + 𝑛&
𝑛 + 𝑋 → 𝑌 + 𝑦
Figure 5.4: A schematic view of the interactions of fast neutrons with matter. Elastic scattering
interaction (top-left): the recoil nucleus and a scattered neutron is emitted. Inelastic scattering
(top-right): the nucleus goes into an excited state and emits one or more gamma-rays. Absorption
interaction (bottom) includes all the processes with heavy particles or gamma-rays as a yield.
Figure from [109].
in the energy range 1-10 MeV [20].
In the considered energy range, the elastic scattering interaction has the largest
cross sections and the higher probability of deposition in the gas P (r) (eq. 5.3). The
inelastic scattering and (n,γ) processes are comparable for each considered material
and they have the lowest probability.
The most relevant absorption processes taken into account are [160, 161, 162]:
27Al(n,p)27Mg Q=−1.8MeV (5.5)
48Ti(n,p)48Sc Q=−3.19MeV (5.6)
16O(n,α)13C Q=−2.2MeV (5.7)
In general these absorption processes are:
n+X → Y + y (5.8)
For each reaction the energy threshold (Ethn ) is calculated for the incoming neu-
tron to generate the reaction as
Ethn =−
(
1+ mn
MX
)
·Q (5.9)
where mn is the neutron mass and MX is the mass of the element X in equa-
tion 5.8. The energy of the produced particles (Ey) is calculated from the definition
of the Q-value and the conservation of energy and momentum as
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Figure 5.5: Non-elastic (top) and elastic (bottom) cross sections [20] for the materials of the
Multi-Blade detector. The considered energy range is 1-10 MeV, matching the emission spectrum
of the sources used in the measurements. Figure from [109].
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Ey =
( MY
MY +my
)
·Qn (5.10)
where MY and my are respectively the mass of the elements Y and y in equa-
tion 5.8. Qn = En +Q is the sum of the incoming energy of neutrons and the
Q-value.
In order to compare these results to a theoretical prediction, an incoming neutron
energy of En = 5 MeV has been chosen for the calculations, because it is the aver-
age value of the energy range of interest and is approximately the average of the
emission spectrum of the fast neutron sources used for the measurements (see sec-
tion 5.2.1). The probability of deposition P (r) (eq. 5.3) summarized in table 5.4
has been calculated considering the average of the cross sections σ for each interac-
tion in the given energy range and the number density np for each material, in the
detector.
For the elastic scattering and the absorption interactions ER and Ey were calculated
respectively, as described above. These energies have been used as an input in a
SRIM simulation [47, 46] in order to estimate the maximum range r. Considering,
instead, the nominal thickness x of the medium for the inelastic scattering interac-
tions, because the yields of this process are γ-rays.
The values are shown in table 5.4 and the individual contribution of the elements
for the elastic and the absorption interactions are shown in figure 5.6.
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Figure 5.6: Theoretical calculation of the maximum energy deposition in the gas and its prob-
ability for the different components of the detector. The contribution of the gas is dominant with
respect to that of solids. The processes describes are elastic (-el), (n,p) (-p) and (n,α) (-alpha).
Figure from [109].
A direct comparison between the materials is possible because the probability
of deposition in the gas is normalized by the density. An interaction in the solid
generates charged particles that have to escape the surface and reach the gas to
be detected. With the SRIM calculation has been quantified the portion of surface
involved in the process (maximum range r). A direct comparison is then possible
between solids and gas components as well.
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Table 5.4: Macroscopic cross sections and probability of deposition in the gas values for the
maximum range, r, and the thickness, x, given by the detector geometry.
Elastic Interaction
Σ(10−3/cm) r(cm) P (r)(%)
Al 139.2 0.0000874 0.00117
Ti 134.9 0.0000232 0.000313
Cu 224.2 0.0000089 0.000199
Ar/CO2 0.79 0.803 0.0629
10B4C 202.2 0.000148 0.0029
Inelastic Interaction
Σ(10−3/cm) x(cm) P (x)(%)
Al 41.83 2.295 9.48
Ti 44.67 2.295 10.04
Cu 94.14 0.021 0.197
Kapton 8.259 0.046 0.038
Ar/CO2 0.188 8.032 0.0168
10B4C 58.95 0.008 0.046
Absorption Interaction
Σ(10−3/cm) r(cm) P (r)(%)
Al(n,p) 44.09 0.0081 0.0016
Ti(n,p) 44.67 0.0026 0.00018
O(n,α) 103.1 0.803 0.0002
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Referring to figure 5.6, the energy released by the elastic process of the gas elements
is dominant (≈ 40 times larger) compared to the same contribution of the several
solid components. The energy deposited by the various elastic reactions is 1-2 or-
ders of magnitude larger than the contribution of the absorption interactions.
Although the 10B4C layer is not present in the detector or this experimental setup,
from the calculation has been understood that its contribution would be approxi-
mately 1/20 of that of the Ar/CO2.
The comparison between Aluminium and Titanium is crucial for the Multi-Blade
design, because it concerns the choice of the blade material, aiming at an improved
detector performance. A difference emerges from the calculation of the probability
of deposition for elastic scattering. For Aluminium, P(r) is approximately 4 times
larger than for Titanium and about 6 times higher than for Copper. Cu has one of
the largest microscopic cross sections among the studied materials (section 5.2) in
the energy range (subsection 5.2.1), but it is the heaviest element among them. It is
then less probable for a particle to escape the surface and release energy in the gas.
Referring to the absorption processes described above, the deposition probability of
the (n,p) process for Aluminium is 1 order of magnitude larger than for Titanium.
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Figure 5.7: Theoretical representation of the energy deposition in gas in case of Aluminium and
Titanium blades assuming the same probability, P (r), in all the possible energy range defined by
SRIM calculation. Figure from [109].
Figure 5.7 depicts the sum of the individual energy deposition in the gas ac-
cording to figure 5.6 distinguishing between Aluminium and Titanium, as described
in section 5.2. The plot is a theoretical representation of a Pulse Height Spectrum
(PHS) assuming that a particle has the same probability, P(r), to deposit any en-
ergy, in all the possible energy range defined by SRIM calculation.
The cross sections for the three most relevant absorption processes: (n,p), (n,α),
(n,γ) are compared together with the total non-elastic cross section of two materi-
als, figure 5.8.
The (n,p) process in Al occurs approximately at ≈3 MeV with a probability ∼ 10−3,
while for Ti the cross section of this process has the same order of magnitude at ≈6
MeV. Note that the neutron sources used for the measurements have an intensity
of the emission spectrum which falls off at larger energies up to 10 MeV.
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Figure 5.8: Comparison between elastic and total non-elastic cross sections. The components
of the non-elastic cross section are also shown: (n,p), (n,α), (n,γ) processes both for Aluminium
(top) and Titanium (bottom). In Aluminium the (n,p) process occurs at 3 MeV, while in Titanium
it has the same probability at 6 MeV. Figure from [109].
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5.4 GEANT4 simulations
As a qualitative cross validation of the theoretical conclusions on the shape of the
PHS, a GEANT4 [163, 164, 165] simulation is performed with a “realistic” energy
spectrum of the neutron source. In particular, an approximate neutron energy
spectrum of a 238Pu/Be source is used as input (see figure 5.9). It is modelled using
several Gaussian distributions, referring to the work on the characterization of the
238Pu/Be and 241Am/Be sources [156].
The implemented detector geometry and the sources placement match the ex-
perimental setup and are depicted in figure 5.10. The detector consists of ten blades
arranged in parallel, with a segmented gas region between them. The segmentation
resembles the sensitive volumes around the wires and readout of the experimental
conditions. The model is an approximation of the actual detector in the sense that
the blades are parallel instead of having the fan-like arrangement used for ther-
mal neutron detection, a compromise that facilitates the implementation of the gas
volume segmentation without an impact on the fast neutron detector response.
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Figure 5.9: 238Pu/Be-like fast neutron energy spectrum used as input for the Geant4 simulations.
Figure from [109].
The neutron source emits isotropically and is placed 5 cm from the edge of the
readout wire plane as shown in figure 5.10. The particle generator produces only
neutrons, without photons or other sources of background included. No detector
vessel, kapton, tungsten wires or copper strips are present in the particular geometry
model either. Their impact has been studied in a separate set of GEANT4 simula-
tions and as the results have fully matched the experimental findings, a simplified
detector geometry model is utilised for the results presented here.
The material chosen for the gas composition is a mixture of Ar and CO2 with
an 80:20 by mass ratio. The material of the blades is either pure Al or Ti of natural
isotopic composition with a poly-crystalline structure. The latter is enabled via
the use of the NCrystal library [166] and will properly treat the interactions of low
energy neutrons with the crystalline material of the blades, in case thermalization
occurs in the setup. In terms of physics list, the standard QGPS_BIC_HP covers
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Figure 5.10: Approximated Multi-Blade geometry with source placement as in the experimental
setup. The orange volumes represent the wire voxels. In green are the tracks of the primary
neutrons generated at the source. Figure from [109].
the processes of interest.
Assuming perfect energy resolution, the energy deposited by any particle in
the gas volume is collected by applying the experimental condition of a 100 keV
threshold per wire volume. All wire volumes are included in the formation of the
simulated PHS to gain a statistical advantage, as the gas amplification stage is
excluded, thus equalizing their response.
5.4.1 Individual contributions to the PHS
The individual contributions to the deposited energy in the gas are identified and
the shape of the PHS can be explained by them. Figure 5.11 demonstrates in a
quantitative way that the energy depositions from 12C and 16O are the reason for
the spectrum bump around 800 keV. This feature arises mainly from the elastic and
absorption processes of these two elements. The 40Ar contribution drops relatively
sharply without structure until 1000 keV, while the 13C spectrum is flatter and
extends up to 3000 keV. Beyond 1000 keV, the spectrum spreads up to 5000 keV due
to the contribution of α-particles and protons from any material considered in the
detector. Note that the main source of α-particles is the O(n,α) process. The elastic
interactions contribute to the energy deposition spectrum in a wide energy region,
while all inelastic processes can be attributed to the electron energy deposition in the
gas, whose contribution does not extend above 500 keV. These findings are consistent
with and validate the prior theoretical analysis of cross sections in section 5.3. The
contributions from the blade atoms are minimal and sharply drop in the low values
of the spectrum, as seen in figure 5.11.
A closer study at the individual components between the spectra for Al and
Ti blades leads to the conclusion that the difference is mostly attributed to the
proton energy loss in the gas and the elastic reaction (see figure 5.12), in agreement
with the analysis presented in section 5.3. Moreover for the same number of initial
events, the ratio between the PHS obtained with Al and Ti is (2±1), in agreement
with the calculation shown in subsection 5.3.1.
It will be shown, in subsection 5.5.3, that this result is also in agreement with the
measurements.
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Figure 5.11: Simulated energy deposition of the main detector components (top) and the gas
components (bottom). The spectrum spreads up to 5000 keV due to the contribution of α-particles
and protons from any material considered in the detector. The energy depositions from 12C and
16O, mainly from the elastic and absorption processes, are the reason for the spectrum bump
around 800 keV. Figure from [109].
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Figure 5.12: Proton energy loss in the gas and nucleus recoil energy from elastic scattering for
Aluminium and Titanium blade material. Figure from [109].
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5.5 Measurements
5.5.1 Verification of lack of thermal neutron sensitivity
Before proceeding with fast neutron measurements, a study of the thermal neutron
contribution was performed to ensure that it does not affect the measurements. The
measurements with and without a polyethylene brick between the source and the
detector are presented in order to compare thermalized and fast neutron flux. A
sketch of these configurations is shown in figure 5.13, while all other measurements
were performed in the Configuration 1.
Source
130	mm
50	mm Configuration	1
CASSETTE
Source
130	mm
50	mm Configuration	2
CASSETTE
Polyethylene	brick
Figure 5.13: Sketch of the experimental setup with (right) and without (left) polyethylene brick
in between. Figure from [109].
A PHS for the two configurations was recorded (see figure 5.14). For these
measurements the 238Pu/Be source is used. To get the PHS the counts recorded
with the four wires in the middle of the cassette are summed together in order to
increase the statistics and to take into account only wires with approximately the
same gas gain. Due to the geometry, the detector has a variable gain across the
wire plane as described in chapter 4.
In order to calibrate the experimental spectra, a measurement with another cassette
with the Boron layer was performed in order to measure the alpha peak of the 94%
branching ratio of the neutron capture reaction, corresponding to an energy of 1470
keV and the center of the peak is used to convert the PHS X-axis from ADC levels
to energy. This calibration method is applied in all the following plots.
In order to understand if one is sensitive to the thermal neutron contribution with
no 10B4C layer on the blade, the PHS obtained in the two considered cases are
compared in figure 5.13. Fewer neutrons reach the detector in the Configuration 2
(figure 5.13) as they are scattered and thermalized by the polyethylene brick. An
arbitrary scaling factor of ≈2 is applied to the counts of the PHS obtained, in this
case to compare with the PHS acquired in the Configuration 1 (see figure 5.14).
No difference emerges from this comparison, proving that this setup is not sensitive
to thermal neutrons. As expected by removing the 10B layer no other thermal
contributions are involved in the measurements.
A further test to identify the thermal and the fast neutron signal signature is the
multiplicity. When a neutron is converted into charged particles, they travel in the
gas releasing energy on their path. This energy can be collected on wires and strips.
The number of wires or strips involved in the detection of a single event defines the
multiplicity of such event. When a neutron is converted in the 10B4C layer the event
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Figure 5.14: PHS acquired in the Configuration 1 (blue curve) and with a polyethylene brick
between the source and the detector, Configuration 2 (red curve). For comparison an arbitrary
scaling factor of ≈2 to the counts of the PHS in Configuration 2 is applied. Figure from [109].
is recorded in 99.5% of cases on no more than 2 wires and 3 strips, see section 4.2.1
for further details. Multiplicity for fast neutrons and gammas is in general higher,
a characteristic that can be used to discriminate against background. A summary
of multiplicity values is depicted in table 5.5. These values are specifically for the
Multi-Blade detector and they are not general because they are strongly dependent
on the detector geometry. Moreover, these values are for a wide beam detector
illumination: such as the granularity of the readout system (wires and strips) is
averaged out.
Table 5.5: Multiplicity in percentage recorded on wires for thermal neutron, gammas and fast
neutron events.
Number of wires
1 2 3 4 5
Thermal n 75% 25% 0% 0% 0%
Gammas 20% 20% 50% 10% 0%
Fast n 15% 30% 40% 10% 5%
5.5.2 Fast neutron measurements with different sources
A set of measurements have been performed with three neutron sources: 252Cf,
241Am/Be, 238Pu/Be, and with a gamma source, 60Co. The latter measurement
work as a comparison with the study concerning the gamma sensitivity [45, 108].
A background measurement was performed without any sources.
These measurements provide information about the possible differences on the PHS
caused by the choice of a source (section 5.2.1). While the Am/Be and Pu/Be
sources spectra are similar both in shape and in energy, the distribution of a Cf
source has a quite different shape in the same range of energy. Figure 5.15 shows
the PHS for each source. All the spectra refer to one wire, the plot at the top is
normalized over the total time of acquisition for each set of measurements, while
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the plot at the bottom is normalized for activity and solid angle as described in
subsection 5.2.1.
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Figure 5.15: PHS of one wire for different sources and the background. Each spectrum is
normalized over time (top). PHS of all the sources normalized over time, solid angle and activity
(bottom). The center of the α peak of the neutron capture reaction is used to convert the PHS
X-axis from ADC levels to energy. Figure from [109].
Once normalized, the PHS of the 241Am/Be, 238Pu/Be are in a good agreement
because their emission energy spectra are similar both in shape and energy. The
difference peak at low energy (<100 keV) is expected because the 241Am has a
higher gamma emission (∼60 keV) than that of 238Pu (figure 5.15). Moreover the
shape of both PHS is similar to that of 252Cf, which differs from the former by a
factor in intensity, and a variation in shape at high energy, above 1 MeV, due to the
difference between the emission energy spectrum of the sources, see figure 5.15. As
described in section 5.2.1 the emission distribution of the Cf peaks at lower energy
compared to the Actinide/Be sources. Both from calculations and simulations it
emerges that the main contribution to the energy deposition spectrum in this region
is attributed to the absorption interactions which require more energy to occur, see
equations 5.4 and 5.10.
It can be concluded that although the sources differ in energy distributions, they
do not produce any relevant effect on the spectrum. Moreover, a common feature
is visible around 800 keV, predicted by the theoretical calculation, figure 5.6, and
verified by the simulations shown in figure 5.11. This feature can be identified as
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the contribution of the elastic and the absorption interactions of the gas elements
to the PHS.
For the following measurements the 238Pu/Be source has been used, because it has
the highest activity and a lower gamma contribution among the three.
5.5.3 Materials comparison
Referring to section 5.3.1, a significant difference between the materials of the detec-
tor is expected. The cassette configuration has been changed according to figure 5.2,
performing the measurements for the configurations a, b and c. The PHS for each
one is showed in figure 5.16.
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Figure 5.16: The PHS are normalized by time, activity and solid angle and they refer to one
single wire. The blue plot refers to the Configuration a, the green to the Configuration b and the
red curve refers to the Configuration c in figure 5.2. Figure from [109].
From the comparison between a and b one can conclude that the Copper and
Kapton of the strips do not contribute at our sensitivity level. The shape of the
pulse height spectrum with or without the strips is similar, as expected from the
theoretical calculation of the probability of deposition, see subsection 5.3.1 and the
simulations confirm it as well, see subsection 5.4.1.
Note that the PHS obtained with the Configuration c (titanium blade) is different
from the others below 1 MeV. The shape of the tail at higher energy is indeed un-
changed between the three different setups.
A possible explanation for this behaviour can be obtained by separating solid and
gas contribution to signal detection as described in section 5.3.1. After the neutron
conversion into a charged particle, the latter has to escape and reach the gas to
generate a signal. This effect in the solid is mostly significant in the low energy re-
gion of the PHS, as shown in figure 5.6. The gas component is the sensing medium
of the detector so the conversion products release their energy directly into the gas
generating a signal.
From the theoretical calculation of P(r) the probability of energy deposition in the
gas, see 5.3.1 table 5.4, the most relevant difference is shown for the elastic scat-
tering interaction and the (n,p) absorption reaction. The recoil nucleus of Al, from
equation 5.5 and 5.10, can release in the gas at most 690 keV for an incoming neu-
tron energy of 5 MeV. The maximum energy released in the same condition for Ti
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is instead 300 keV with a probability about 4 times lower than that of Al. Moreover
the P(r) of (n,p) reaction is about 1 order of magnitude higher for Al than Ti, while
the energy fraction released in the gas of the emitted proton is approximately the
same in both cases. The cross section of this reaction in Aluminium, as shown in
figure 5.8, occurs at ≈ 3 MeV; the same reaction in Ti occurs at ≈ 6 MeV with
roughly the same probability. The other two most significant processes take into
account in the absorption interaction, namely (n,α) and (n,γ), have approximately
the same energy distribution.
From this study the difference on the PHS shape can be attributed to the elastic
interaction and the absorption (n,p) process. Indeed the difference is visible in the
same energy range obtained from the calculation, see figure 5.7, and the ratio be-
tween the two spectra is (1.5 ±0.5) in agreement with the simulations result discuss
in section 5.4.1. One can conclude that Titanium is less sensitive to fast neutron
than Aluminium, while the background contribution of Copper and Kapton for fast
neutron can be considered negligible, as expected from the theoretical considerations
(subsection 5.3.1) and the simulations (subsection 5.4.1).
5.6 Fast neutron sensitivity
The fast neutron sensitivity of a thermal neutron detector is defined as the probabil-
ity for a fast neutron to generate a false count in a thermal/cold neutron measure-
ment. Along with the γ-ray sensitivity [45, 108] the fast neutron sensitivity defines
the best achievable signal-to-background ratio, for a given flux of each component.
The interactions with fast neutrons that can give rise to background signals are
described in the sections above as well as the measurements performed. When the
energy for one of these processes exceed a set threshold, it results in an event. The
number of events that exceed these thresholds is then normalized to the activity of
the source and the solid angle.
Each source was placed close to the entrance window of the Multi-Blade, directly
outside of the cassette equipped with the individual readout electronics, as showed
in the sketch 5.3; the solid angle acceptance has been calculated as described in
subsection 5.2.1. Note that the statistical uncertainties are almost negligible, the
systematic uncertainty on the distance from the source to the sensitive element can
lead to a deviation on the measurements of no more than a factor 2, as discussed
in subsection 5.2.1.
Figure 5.17 (top) shows the total counts in the PHS which is normalized to the
activity of the source and the solid angle as a function of the threshold for all the
sources used for the experiment. The bottom plot in figure 5.17, shows the sensitiv-
ity for the different cassette configurations described in section 5.5.3. In table 5.6
are reported the values of the efficiency for thermal neutrons measured with a neu-
tron wavelength 4.2Å, for the fast neutron and gamma sources used to perform
the measurements described in section 5.5. The values in table 5.6 refer to the
Configuration a described in section 5.5.3. The same value can be considered for
the Configuration b, the value for the Configuration c is slightly smaller. However,
this difference does not affect the consideration about the choice of the software
threshold. The different sensitivities calculated for configurations a and c will be
discussed later in this section. The values of the sensitivity are reported at two
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different software threshold of 20 keV and 100 keV, respectively.
The threshold is fixed at 100 keV to achieve the optimal signal-to-background ra-
tio, see vertical line in figure 5.17. Indeed the efficiency calculated for the two
Actinide/Be-based radioactive sources is different at low energies where the gamma
contribution of 241Am/Be is more intense than that of 238Pu/Be. This effect is
visible applying the software threshold of 20 keV while it is cut by the 100keV
threshold. The gamma sensitivity decreases by more than a factor 100 between the
two values of threshold as well, see table 5.6.
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Figure 5.17: Counts in the PHS (normalized to the subtended solid angle and the activity of
the sources) as a function of the applied threshold for the several sources (top). For the three
configurations a, b and c (bottom). The vertical line refers to a software threshold of 100 keV
applied to achieve the optimal signal-to-background ratio. Figure from [109].
Table 5.6: Efficiency (or sensitivity) for thermal neutrons, fast neutrons and gamma-rays ap-
plying two values of the threshold (20 and 100 keV) for the Configuration a. The efficiency (or
sensitivity) is normalized to 1.
Threshold Th. n 252Cf 238Pu/Be 238Am/Be 60Co
20 keV 0.60 2.6 · 10−5 4.5 · 10−5 1.1 · 10−3 3.5 · 10−6
100 keV 0.56 9.4 · 10−6 1.9 · 10−5 1.9 · 10−5 < 1 · 10−8
The efficiency for thermal neutrons measured at 4.2Å, is ≈ 56% as described
in [45]. The sensitivity at the same threshold (100 keV) to the fast neutron is about 4
147
orders of magnitude lower. Furthermore the gamma sensitivity measurement agrees
with the previous dedicated studies [45, 108] and it is ≈ 10−8, about 3 orders of
magnitude less intense than the fast neutron sensitivity, see figure 5.17.
The evaluation of gamma and fast neutron sensitivities described above is performed
taking into account a pulse height cut-off through an energy threshold (100 keV).
A further improvement of the background rejection can be achieved by using ad-
ditional discrimination methods. i.e., the different multiplicity of thermal neutrons
than that of gammas and fast neutrons can be exploited. Referring to table 5.5,
thermal neutrons very rarely exceed multiplicity 2 on wires, hence if all events with
multiplicity equal to 3 or higher are disregarded the sensitivity to gammas and fast
neutrons improves. In particular an additional rejection of 60% for γ-rays and of
55% for fast neutrons is achieved.
The study of the various interactions that can occur between incident neutrons and
the materials inside the detector is presented in this paper. Information of these
reactions in Aluminium and Titanium emerges from this analysis. Focusing the
attention on the elastic scattering and on two most significant absorption processes,
(n,p) and (n,α). The cross section of (n,p) process in Aluminium is about 3 orders of
magnitude higher than that of Titanium in the energy range of the neutron sources
used for the measurements. The probability of the same mechanism in Titanium is
almost out of the energy range that can be covered by the sources as discussed in
section 5.3.
The sensitivity obtained with the Titanium blade is slightly different compared with
the one calculated with the Aluminium blade at low values of amplitude, as expected
by the study of the PHS discussed in section 5.5.3. The sensitivity obtained with
the Ti is 1.39·10−5, the one obtained with the Al, for the same threshold (100keV),
is 1.88 · 10−5.
By choosing, for the Multi-Blade detector, Titanium blades instead of Aluminium
blades, it is possible to slightly improve the signal-to-background ratio. Both sim-
ulations and measurements show an improvement factor between 1 and 2 at the
fixed software threshold of 100 keV. This change also brings mechanical advantage,
as reported in [45].
5.7 Further evidence of fast neutron sensitivity and compari-
son between the Multi-Blade detector and the 3He-tube
5.7.1 Fast neutron sensitivity of the Helium-3 detector
Following the same proceedings used for the fast neutron sensitivity measurements
performed with the Multi-Blade detector, a set of measurements have been carried
out with a 3He-tube.
As for the experiment performed with the Multi-Blade detector, several sources have
been used: Am/Be and Pu/Be for the fast neutrons and Co-60 for γ-rays. A back-
ground measurements was performed as well. The pulse height spectra, normalized
over time, are depicted in figure 5.18; the center of the peak corresponding to an
energy of 764 keV is used to convert X-axis from ADC values to energy. The same
method is applied to each pulse height spectrum reported below. As described in
section 5.5.2 the Am/Be has a larger γ emission with respect to the Pu/Be source.
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The effect is clearly visible in the picture, where the gammas only contribute to the
PHS below 200 keV (green curve). In the region (<100 keV) the PHS measured
with the Am/Be source is, indeed, about one order of magnitude more intense than
the spectrum obtained with the Pu/Be source. Because of this and for consistency
with the previous work, it has been chosen to carry out the measurements with the
Pu/Be source.
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Figure 5.18: Pulse Height Spectrum (PHS) normalized over time for different sources: Am/Be
and Pu/Be for the fast neutrons and Co-60 for γ-rays, and the background.
In the case of the measurements with the Multi-Blade detector, it was possible
to ensure that the thermal neutron contribution was negligible by using blades
without the boron coating, as described in section 5.5.1. On the other hand, it is
not possible to have a good separation between the different neutrons contribution,
when using the 3He-tube. For this reason the measurements were performed in
several configurations, a sketch of them is shown in figure 5.19: in configuration (a)
the total flux of the source reaches the detector, i.e., fast and thermal contribution,
in (b) the flux is thermalized through a polyethylene brick, while in (c) a shielding
of borated polyethylene and lead is placed between the source and the detector, in
order to stop as far as possible the neutrons and to measure the background with
the source.
(a) (b) (c)
3He tube
source
Poly.
Boron 
Poly. Lead
Figure 5.19: Different measurements configurations with the 3He-tube: (a) the total flux reaches
the detector, (b) flux thermalized through a polyethylene block, (c) flux highly reduced through
borated polyethylene and lead bricks, background measurement.
The measurement in Config.(c) has been performed to disentangle the different
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neutron contribution, i.e., fast and thermal. One assumes that this background
contribution affects the measurements of fast neutrons (a) and thermal neutrons
(b) in the same way, thus it can be removed in the analysis.
In figure 5.20 the PHS measured in the configurations (a), (b) and (c) is shown. The
background counts have been subtracted in all data. The spectra are normalized by
time, activity and solid angle. Because of the high detection efficiency of the 3He to
thermal neutrons and the approximate set-up, even with a shield in between source
and detector (Config.(c)) the reaction product peak (764 keV) is only one order of
magnitude less intense than in case of the thermalized flux (Config.(b)). Which
confirms how difficult is to decouple fast and thermal neutrons contributions, in
these measurements.
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Figure 5.20: PHS normalized by time, activity and solid angle, obtained in configuration (a),
(b) and (c).
Figure 5.21 illustrates the thermal and the fast neutron contribution calculated
subtracting the events measured in Config.(c), i.e., the background measured with
the source placed in front of the 3He-tube.
Following the same method applied in the case of the Multi-Blade detector, it is
reported in figure 5.22 the counts in PHS as a function of the applied threshold
for the Config.(a) after all the subtractions. The threshold is taken from the tail
of the peak and the cumulative sum of the counts is calculated. A sensitivity of
≈ 1.3 · 10−3 is observed. The value is in agreement with the one obtained at the
CRISP reflectometer, as discussed in the following section 5.7.2.
It is the first time this kind of investigation has been performed on a thermal neutron
3He-detector, and although this is a preliminary study, one can conclude that the
3He-detector technology is more sensitive (about 2 orders of magnitudes) to the
fast neutrons compared with the boron-10-based detectors. Moreover, the analysis
of the background performed on the data from CRISP when operated at 25 Hz,
confirms this experimental value.
A more detailed study is foreseen by performing measurements also with an 4He-
detector, where the thermal neutron contribution can be neglected, and performing
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Figure 5.21: PHS of thermal neutrons (blue) and fast neutrons (red), calculated subtracting
the background measured with the shielding between the source and the detector.
simulations and analytical calculations as it has been done in the experiment with
the Multi-Blade.
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Figure 5.22: Fast neutron sensitivity of the 3He-detector as a function of the applied threshold.
For a software threshold of 100 keV a fast neutron sensitivity on the order of 10−3 is obtained.
5.7.2 Background considerations at CRISP between Multi-Blade and Helium-
3 detector: 25 Hz measurements
The measurements presented here refers to the test performed at the CRISP reflec-
tometer, which is described in section 4.4. In particular these results are obtained
with the same set-up described for the efficiency measurements reported in subsec-
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tion 4.5.3, namely by placing both the Multi-Blade detector and the 3He-tube in
the direction of the direct beam. The only difference is the working speed of the
chopper, which in this case is half of the nominal speed, i.e., 25 Hz instead of 50
Hz.
In this configuration the range of wavelength is extended up to 13 Å, compared to
6.5 Å at 50 Hz. A sketch of the spectrum in a time window of 0.18 ms is shown
in figure 5.23. There are three possible scenarios: the chopper is in phase with the
proton pulse, thus the beam passes through it (O in the picture), the chopper is
not in phase with the frequency of the proton pulse (C in the picture), so the neu-
tron beam hits against the chopper producing a high background spike. Moreover,
one every five pulses is sent to the Target Station 2 (TS2 in picture), a negligible
background is then expected in this case.
O C TS2 C TS2O C O O C
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18
T (s)
Figure 5.23: Sketch of the arrival signals in a window of 0.18 ms, when the chopper works at
25 Hz. The black identifies the signal passing throw the chopper (O = open), the red colour is
used when the neutron beam hits the chopper without passing through (C = close). In this case
a strong spike is expected at the detector. One every five pulses is sent to the Target Station 2
(TS2), blue in figure. A low background can be detected.
A prompt pulse due to some background events is also expected in the case the
chopper is open. All these events are mainly due to γ-rays, fast neutrons, environ-
mental neutron counts (thermal and epithermal) and spurious scattering.
A set of measurements have been performed both with the Multi-Blade detector
and the 3He-tube installed at the CRISP reflectometer. A comparison between the
spectra in Time of Flight obtained with both detectors is shown in figure 5.24.
A much higher background is recorded in the case of the 3He-tube, red line, com-
pared with the Multi-Blade, blue line. In order to have a general understanding
of the background, the attention has been focused in two region of the spectrum:
when the chopper is open (ToF = 0.12 - 0.16 s) and when it is closed (ToF = 0.1 -
0.105 s). In figure 5.25 is shown the spectrum when the neutrons pass through the
chopper and reach the detector. The spike at low ToF is significantly higher in the
case of the 3He-tube than the one recorded with the Multi-Blade detector.
Considering now the second region of interest, a first discrimination between
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Figure 5.24: ToF spectrum obtained with the Multi-Blade detector (blue line) and the 3He-tube
(red line) in a time window of 200 ms.
the γ-rays contribution and the rest of the background signals can be investigated
by analysing the events above and below the applied software threshold. These
values are, indeed, set in order to discriminate the real events from the spurious
ones (see subsection 4.5.1). The events below threshold are less energetic, thus
most probably are mainly gammas. The fast neutrons have a much broader energy
spectrum, this leads to events with higher energy. A detailed discussion on the fast
neutron contribution for boron-10-based detectors is reported in chapter 5.
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Figure 5.25: ToF spectrum obtained with the Multi-Blade detector (blue line) and the 3He-tube
(red line) for ToF = 120 - 160 ms.
The ToF spectra below and above threshold are depicted in figure 5.26, for the
3He-tube and the Multi-Blade detector separately. The time structure of the pulse
is a further indication that the events below threshold correspond to the γ-rays.
The gamma flash induces prompt events, in the case of the 3He-tube, top panel
of figure 5.26, is the purple pulse. When events below threshold are taking into
account it is in between 1 ms. The red peak shows the signals above threshold, it is
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more intense because together with γ-rays of higher energy also fast neutrons inter-
action, thermalization of epithermal neutron and other kind of spurious scattering
with the material may occur. Moreover, the peak is broader and it extends up to
approximately 4 ms. In the case of the Multi-Blade the difference between the two
analysis is less than in the case of the 3He-tube, but still significant.
In figure 5.27 the Pulse Height Spectrum, normalized over the time, for both detec-
tors is shown in three different configuration: (a) PHS in ToF = 0 - 20 ms (chopper
O), (b) PHS in ToF = 100 - 105 ms and (c) PHS in the full time window 200 ms.
In each plot the red line identifies the 3He-tube while the blue line the Multi-Blade.
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Figure 5.26: Top: ToF spectrum obtained with the 3He-tube below (purple line) and above (red
line) threshold. Bottom: ToF spectrum obtained with the the Multi-Blade detector below (green
line) and above (blue line) threshold. Both are recorded in ToF range between 100 to 105 ms, i.e.,
when the neutron beam hits against the chopper.
The 3He-detector counts much more background events than the Multi-Blade.
This is clearly visible in figure 5.26. The integral of the PHS shown in figure 5.27(a),
which is the total flux on the detector, has been calculated when the beam reaches
the detector and the integral of the total PHS, figure 5.27(b). By subtracting the
two we obtain the total flux given by any background effect. A further confirmation
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can be obtained by the integration of the PHS in figure 5.27(c) which is recorded
only at the high background peak. A factor of ∼ 2 orders of magnitude between the
Multi-Blade and the 3He is obtained in favour of the Multi-Blade. The sensitivity
to the background, mainly fast neutrons and γ-rays is well characterized for the
Multi-Blade detector [45, 109]. Knowing that we can estimate that 3He-detectors
have a sensitivity to the fast neutrons on the order of 10−3.
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Figure 5.27: (a) PHS in ToF = 0 - 20 ms (chopper O), (b) PHS in ToF = 100 - 105 ms and (c)
PHS in the full time window 200 ms.
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Chapter 6
Solid state Si-Gd detector for
neutron scattering
In this chapter the description of a solid state thermal neutron detector as an
alternative to 3He-based thermal detectors is presented. This class of detectors
have been developed in the early 1960s [167, 168], since then progress in both
ion-implantation techniques and large scale integrated circuit (VLSI) for readout
electronics made possible the design and construction of large alrea silicon detectors,
either in pixel-array and microstrip form [169]. These devices are already widely
used in high-energy physics application [170, 171, 172], and in the last decades
several studies have been performed to examine the use of solid state detectors for
neutron detection [169, 173, 174, 175]. The detection of neutrons with a silicon
detector exploits the interactions of these neutrons with the nuclei of a converter
adjacent to the detector diode, as described in section 2.5. Converters such as 6LiF,
10B, 155Gd and 157Gd are of standard use for thermal neutron applications. The
device presented here is a PIN silicon diode coupled to 157Gd2O3 converters. This
is one of the solid state detector prototypes under development at the Department
of Physics at University of Perugia.
The chapter is mainly based on a paper [176], published by the author of this
thesis, on the latest results obtained in several tests performed at ILL [69]. Apart
from these results, a description of the Pulse Shape analysis method is proposed,
for this class of devices, to optimize the discrimination of the neutron signals from
the noise and background radiation is reported. Also, some design improvements
performed during the PhD are presented, in particular the test on the deposition
of Gadolinium. A paper on the implementation of the pulse shape analysis method
employing an FPGA for real time application will be presented in a subsequent
publication [177].
6.1 Introduction
The enormous growth of the experimental opportunities [178] at neutron sources,
despite the limited increase of the source brightness since the 1960s, has been en-
abled by the development of instrumentation like large position-sensitive detectors,
new focusing optics and innovative exploitation of neutron polarization. The oper-
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ation of new generation, high-intensity neutron sources like the Spallation Neutron
Source [64] (US), the Japan Spallation Source [65] at J-PARC, and the presently
under construction European Spallation Source-ESS (Sweden), where an intensity
increase of at least an order of magnitude is expected [66, 67, 68], represents a
challenge because of the increased performance demands on neutron detectors, as
pointed out in Chapter 3. For example, the typical process of charge collection in
the widely-used 3He gas detectors is in the µs range, which introduces apprecia-
ble systematic uncertainties on the detector dead time and signal pile-up or errors
at detection rates higher than 100 kHz. This is not of primary concern for most
applications at the present installations, whereas it can become rather important
in the near future when the new high rate instrumentation of the ESS will start
operation. There, new technologies will be relevant to achieve better performances
in neutron detection time, below 1 µs and possibly tens of ns [45, 102] for some
specific applications [176].
Overall reviews of the progress made in neutron detectors are available [102, 179,
180] with the search of new solutions is continuous, driven by the needs of new in-
struments and the anticipated shortage of 3He. Alternative approaches, exploiting
10B-based solutions, have been recently proposed [93] as large area thermal neutron
detectors for high counting rates applications, and the latest results are discussed in
the previous chapters. Lately, the development of new devices based on solid boron
nitride crystals has been reported [181] and their proof of concept proven. Although
the implementation of boron nitride detectors needs further developments, they are
quite promising devices because of the anticipated good efficiency and good spa-
tial resolution as a consequence of the very short range of the charged particles
produced by the neutron capture in 10B (10B + n →4He + 7Li) and the reduced
detector thickness.
It is reasonable to expect novel concepts to translate into new detector applications
in the near future, coupled to improved data collection techniques as prompted by
an extended use of time of flight techniques. The requirements for large area, and
simultaneously flexible shape, detectors with sub-millimeter resolution could be sat-
isfied by resorting to the technology based on solid state silicon devices. Prototypes
of solid state neutron detectors were proposed in the past decades [169, 182, 183, 184]
and the possibility of reaching sub millimeter resolution [183] with proportionate
detection efficiency [169, 182, 183] was proven [179, 180]. Detailed investigations of
the spatial resolution of microstrip detectors, based on test experiments and simu-
lations, have been performed previously [183] showing that a resolution down to 0.1
mm is possible. More recently, a 128 channels, 1-d Si microstrip detector with 0.5
mm space resolution has been tested [185] for a local (single strip) counting rate of
500 kHz with about 10% dead time (200 ns).
Implementation of silicon detectors for neutron applications has the advantage of
exploiting Integrated Circuit (IC) technology, which makes possible to meet the de-
mand for quite high-density readout electronics. Silicon detectors can be considered
as a robust and mature alternative, already available on the market, characterized
by a detection efficiency comparable with current solutions [93] at least over the ther-
mal neutron region. Indeed, detection efficiencies larger than 50% can be achieved
by an optimized packaging of two Si sensors with a middle layer of Gd [174]. The
high space resolution at high counting rate, typical of the Si p-n junction diode,
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together with the operability under vacuum and in high magnetic fields, are most
appealing features of a Silicon detector for operation under the intense neutron
fluxes expected at the future installations. The coupled use of Si detectors and
VLSI fast electronics can push the limits of the maximum instantaneous data rate
ordinarily enabled by neutron counters. Operating the detector as a counter under
an intense and pulsed neutron beam requires a dead time notably less than 1 µs
and the ability of managing the time information contained in the incoming neutron
pulse. Readout of a large number of channels, at high speed and in parallel mode,
is therefore a fundamental requisite for the construction of a large area detector.
The currently available VLSI (Very-Large-Scale Integration) front-end electron-
ics can reach peaking times as short as 50 ns with still high gain (∼30 mV/fC)
and low noise (less than 500 e−) as it is the case for instance of the ICs pro-
duced by Ideas [186]. It is therefore possible to get an instantaneous count rate
of about 106 neutrons per channel. Nonetheless, flexibility and reliability of the
data collection need to be implemented at the highest possible level. Over the
last years, large effort was spent in designing and testing new neutron detec-
tors and in developing better approaches to discriminate neutron signals against
the background radiation, as well as to analyze the detector and electronic noise.
In particular, several pulse shape and real time analysis approaches were pro-
posed [89, 187, 188, 189, 190, 191, 192, 193, 194], including the use of Field Pro-
grammable Gate Array (FPGA) to perform real time operations on the detected
signals. In a recent paper [185], from the group of Perugia, is reported on the use of
an FPGA-based system for single-event time of flight (ToF) applications as a prac-
tical tool to eliminate the time uncertainty on the collection time at the detector.
The measurements of neutron scattering experiments on standard samples per-
formed at the spallation source ISIS (UK), by using the Si-microstrip/Gd-converter
detector [185], is presented in [176]. These measurements provide a raw reference
for the typical performances that can be obtained by using a Si-based device for
neutron scattering applications. To optimize the Si detector performances, a new
approach to signal processing has been proposed, namely a pulse shape analysis
designed to extract the neutron signal from high noise, in real time mode, which
will be discussed in section 6.2. By real time operation it is meant an acquisition
system able to process the relevant information in a time short enough as compared
to the rate of events per detector channel. The pulse shape analysis, efficient and
simple enough for real time applications using FPGAs, is applied to the neutron
data collected by two prototype detectors, namely a PIN diode/Gd-converter and
a SiPM coupled to a neutron scintillator, mounted on the direct beam of the IN3
spectrometer at the ILL (France) [195].
6.1.1 PIN diode/Gd-converter detector
The PIN diode (Hamamatsu, S3590-09), the principles of operation for this class
of device is described in section 2.5, 0.3 mm thick and 10 x 10 mm2 area, was
coupled to a 157Gd2O3 converter layer, 3 µm thick, coated on a 2 µm thick mylar
foil to get a removable converter. As described in section 2.1, the Gadolinium is
a suitable converter for cold and thermal neutrons, because of its large absorption
cross section. Through the radiative capture process, γ-rays over a wide keV energy
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range, and a cascade of conversion electrons are emitted [29, 30], with a probability
of ≈80% [31] for the emission of secondary electrons.
The main peak is at about 70 keV, the ranges of the 70 keV conversion electrons are
≈ 10 µm in Gd and ≈ 30 µm in Si, this leads to the choice of the PIN diode and
the 157Gd2O3 converter layer thickness. In figure 6.1(a) the prototype is shown,
in 6.1(b) both the PIN diode and the Gd converter are depicted.
(a)
(b)
Figure 6.1: (a) Picture of the PIN diode/Gd-converter detector. (b) Detail of the PIN diode
and of the Gadolinium converter deposited on a mylar foil.
The front-end electronics of the PIN diode consisted of a low noise A225 pream-
plifier (Amptek, USA) followed by a linear amplification stage (voltage gain = 100),
a sketch of the electronics is shown in figure 6.2. The signal enters the pin 1 of
the preamplifier and the output 8 is selected so to have a unipolar pulse, useful to
operate the pulse shape analysis method. The preamplifier is coupled with a capac-
itance to the voltage amplifier/low level discriminator A206 through the pin 16. To
connect the amplifier and the low level discriminator pin 13 and pin 12 are linked
together, as shown in figure 6.2. The discriminator requires a reference voltage in
a range, Vr = 4.5− 5.5V and a variable voltage Vv < Vr. The difference Vv − Vr is
the discrimination threshold. The shaping time is on the order of few µs.
The input of the board is connected to the PIN diode through a six pin connec-
tor, see figure 6.1(b), in order to be removable and easily interchangeable to test
different PIN-converter configurations. A detailed study on several combination is
presented in [196].
The output signal was digitized using a pico scope 2000 (Pico Technology, UK)
with a bandwidth of 100 MHz and selecting a sampling time T =100 ns. Note that
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Figure 6.2: Sketch of the electronics board PC25 and the two components: the preamplifier
A225 and the voltage amplifier/low level discriminator A206 as they are employed in the detector.
The chain of connection from the input signal to the output is depicted.
the front-end electronics coupled to the PIN diode is relatively slow. This choice
was dictated by the selection of the isotopic converter 157Gd2O3 whose non-uniform
thickness, due to a layer production procedure aimed at minimizing the loss of the
expensive isotopic material, introduces a further source of noise. An alternative
deposition technique has been tested and it will be presented later in section 6.4.
By coupling a faster electronics, which is possible, the noise will be higher and a
more powerful discriminating factor would be necessary. Indeed, electron-hole pairs
produced inside the Si depletion region by the secondary electrons are swept to
the electrodes by the applied electric field. The so-generated electric signal can
be transformed into a useful signal for analog or digital processing to discriminate
against noise and to define the neutron arrival time. The collected charge can be
either negative or positive with a collection time shorter for electrons and longer
for holes, typically below 20 ns for a standard 300 µm thick n-type high-resistivity
Si sensor operated at ∼100 V reverse bias. Due to the relatively low energy of the
conversion electrons, charge collected in silicon is rather small, ranging from 1 fC
to 10 fC, and therefore a low noise front-end electronics must be employed.
Differently from the use of Si sensors as particle trackers in high energy physics
experiments, where an external trigger is normally available and charge collection
takes place over a short period corresponding to the expected occurrence of the
event, in neutron scattering applications the detector needs to be self-triggered, i.e.,
it must be able to discriminate the neutron signal against noise and background
radiation.
In figure 6.3 is depicted the box in which the detector is placed in order to avoid the
PIN diode light exposure. Moreover, the front side is covered with a boron mask
with a hole in the direction of the PIN diode, in order to shield the electronics from
the neutron beam and to have the full beam on the sensor.
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Figure 6.3: Aluminium box to prevent the light exposure of the silicon sensor. The internal
front side is covered with a boron mask with a hole in the direction of the PIN, in order to shield
the electronics.
6.2 Pulse Shape Analysis method
In a standard acquisition system the front-end of the detector is a charge preampli-
fier, with appropriate filters, followed by a shaper amplifier and a simple threshold
discriminator to produce a short pulse used to determine the arrival time of a neu-
tron, as showed in the previous section. In presence of noise, the discriminator
threshold is set higher and part of the neutron counts can go lost while some noise
pulses can be counted as neutrons. These kinds of problems are more severe for
solid state Si detectors with a Gd converter as the charge signal is small. For a more
accurate identification of neutrons, it is in general preferable to employ a window
discriminator as most of γ-rays produce a signal much higher than the neutrons.
Indeed, as described in section 2.1, the maximum energy of the electrons emit-
ted by Gd on capturing a neutron is lower than 250 keV, while γ-rays, normally
present in the neutron source environment, have energies in excess of 500 keV, like,
for instance, those emitted by 10B present inside the shielding. Considering the
low thickness (typically 0.3 mm) of Si sensors, the general sensitivity to γ-rays is
not very high [174]. Assuming for simplicity that the average energy release from
gamma-rays in Si is that of a Compton process at 90 degs, energies of the order
of 200-300 keV are obtained, consequently, such an unwanted contribution can be
reduced using an upper level discrimination.
The general principle of the acquisition system turns out to be completely dif-
ferent when using an FPGA connected to the very front-end of the detector, a
description can be found in [185]. The basic design, under development, consists of
a front-end wide band and low noise amplifier plus an Analog to Digital Converter
(ADC) with a frequency appropriate for a proper sampling of the signal produced
by the detector in use. All the detector channels are independent so that the digital
output of the i-th ADC, corresponding to the i-th channel or pixel of the detector,
is sent directly to the i-th digital I/O of the FPGA. The requirements of the present
proposal are that many strips, or pixels, belonging to a position sensitive detector
(PSD) are analysed using a single FPGA.
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For an optimal discrimination of the real neutron signals from the whole of the
other signals arising from either electronic or ambient noise or due to γ radiation,
some analysis of the signal is necessary. A shape analysis is a very useful tool to
control the effect of noise and to reject the γ contribution by a full pulse height
analysis when the shape of the γ-ray signal were too close to that of neutron. In-
deed, a more specialised acquisition electronics would be desirable for the specific
needs of a neutron counter for low energy scattering applications. In particular,
some flexibility in optimizing the real time signal analysis can be crucially relevant.
The ability to operate also in a high noise environment, where the low signal from
Si detectors is a limitation, would be a major step forward for this technology. To
this purpose a new approach for a real time analysis of the detector pulses has been
developed .
It is briefly recalled here the basic approaches, either analogical or digital, currently
used to single out the true neutron signals and to define the neutron arrival time
with enough accuracy.
A first analysis can be based on a filtering of the signal to get a properly shaped
pulse, as it is done using standard hardware front-end electronics. The pulse ampli-
tude is proportional to the energy released after neutron capture inside the detec-
tor. Filtering, usually accomplished by the detector preamplifier, can be obtained
through a digital elaboration of the sampled signal. For example, a simple low-pass
filter is formally obtained in the time domain by the following integral:
vu(t) =
1
τ
∫ t
−∞
vi(t′) exp
[ t′− t
τ
]
dt′ (6.1)
where vi(t) and vu(t) are the input and output signals respectively and τ is the
decay time of the filter. A general linear filter is simply given by:
vu(t) =
∫ t
−∞
vi(t′)Tf (t− t′)dt′ (6.2)
where Tf (t) is the transfer function of the filter. If the signals are sampled with
a period T , the integral can be transformed into a series that, in practical cases,
reduces to a finite sum:
vu(tk) =
∞∑
i=−∞
T df (tk, ti)vi(ti) (6.3)
where tk is the running sampling time and T df (tk, ti) is the transfer matrix. In the
case of a low-pass filter, the transfer matrix is readily obtained:
T df (tk, ti) =
exp
[
ti−tk
τ
][
1− exp
(−T
τ
)]
, if ti ≤ tk
0, otherwise
(6.4)
where T is the sampling time. In real cases the series must be substituted by a
finite sum in a way that tk− ti τ . This equation is useful for practical purposes.
Interestingly, low order filters are relatively simple to be implemented in hardware
and numerical solutions.
Note that all the analog linear electronic filters are infinite impulse response (IIR),
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namely the output signal lasts ideally forever after the arrival of a short pulse at
the input. On the contrary, almost all the digital filters are finite impulse response
(FIR), that is the output signal lasts for a given period after the arrival of a short
pulse at the input. A real time digital analysis can use FIRs of practically any
shape. Of course, IIR filters can be implemented on FPGAs for digital signal pro-
cessing, but FIR filters can be more accurate when fast signals are analysed, while
the (real time) computational cost is similar.
For real applications, it can be important to introduce more complex data treat-
ments to extract the cleanest information from the signal produced by the detector.
A better data processing is certainly more relevant in the case of solid state detec-
tors coupled to Gd converters where charge collection is fairly low and the electronic
noise becomes an important issue, in addition to the point of γ-ray rejection. Also
a specifically tailored data treatment can be valuable in the case of detectors where
scintillators are coupled to SiPMs for light collection.
SiPMs [197] are promising devices with a potential to replace vacuum phototubes
because of their very small size, good performances under vacuum and high mag-
netic fields, the negligible heat release and the low cost for large production. Their
limitation is, however, the very high thermal noise that can mask the neutron sig-
nal, particularly when low light emission lithium glass scintillators are employed. A
prototype has been tested together with the PIN diode detector at ILL and the same
pulse shape analysis has been used, the results will be shown later in section 6.3.
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Figure 6.4: Block description of the proposed acquisition system for real time pulse shape analysis
and single event acquisition, and control of additional components like ToF systems. The n blocks
AMP-ADC are wide band amplifiers followed by the analog to digital converters. The FPGA is
programmed in such a way to have specific calculation elements C1...Ck to perform the different
steps of the pulse shape analysis. The RC is the rotation control system used to drive different
components. The Clock is the same for all elements. Figure from [176].
To increase flexibility, it has been developed a procedure intended to perform all
the data treatment by special programming in an FPGA. The block diagram of the
proposed system is shown in figure 6.4. A wide band, low noise linear amplifier is
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used to amplify the incoming voltage signal. The amplified output signal is used to
feed a fast enough ADC so that the parallel 8 bits output can be sent to the FPGA
that provides also the clock of the ADC. A full analysis of the sampled detector
signal is then performed by the FPGA to obtain a real time detection of the true
neutron signals together with their arrival time stamp using algorithms described
in the next section. Implementing these algorithms in real time will require a new
FPGA architecture, which it is also developing by the group at the Dipartment of
Physics of Perugia. This system, whose simulation and operation will be presented
in detail in a subsequent publication [177], is based on the implementation of several
digital processors on the FPGA. In comparison with the usual processors enabling
standard numerical manipulation in FPGAs, the processors for the present appli-
cation are designed to increase flexibility and they can be further programmed by
the user with minor performance reduction [198].
6.2.1 Computer simulations
The effectiveness of the proposed pulse shape analysis was first tested by computer
simulation. The present approach relies on a full pulse shape analysis, instead of
turning to a filter to identify the correct signals. The correct shape of the refer-
ence neutron signal Vr(t) is defined by comparison with the measured signal Vm(t),
sampled at N time points ti. The comparison can be carried out in real time if the
sequence Vm(ti), ti, i = 1, ...,N is stored into an appropriate buffer. This is easily
carried out in the simulation phase but, for real time applications, a proper pro-
cedure has to be implemented on an FPGA. Of course, with the goal of real time
applications on measured data, a preliminary decimation protocol is considered: the
data to be analysed starts when Vm(t)− Vm(t− T ) > Vtl, where Vtl is a threshold
to be defined according to the noise level. Each time this condition is fulfilled,
the procedure starts and the sequence is tested to check if the shape is the correct
one. A high threshold was also introduced in the procedure to ignore the case of
large signals coming from some background radiation, e.g., γ radiation in the case
of Si/Gd detectors. The high threshold Vth enables starting the analysis only if the
sequence, after crossing the low threshold, verifies V (ti)≤ Vth∀ i.
To establish if the sequence Vm(ti), ti, i= 1, ...,N refers to a genuine neutron signal,
one can search for sequences such that:
S =
N∑
i=1
[Vm(ti)−AsVr(ti− tc)]2 < So (6.5)
where tc is a shift with respect to the starting point and As is the normalization
constant determined from the reference and the measured signals using the following
simple equation:
As =
∑N
i=1 Vm(ti)∑N
i=1 Vr(ti)
(6.6)
Obtaining As implies just two simple operations, once the fixed reference signal
Vr(t) is stored in a given buffer. One has to calculate
∑
i Vm(ti) and then the ratio
to the fixed sum ∑i Vr(ti) which is also stored. A real time application can be
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simplified by a proper choice of Vr(t) such that
∑
i Vr(ti) = 2n, and the calculation
of the ratio
∑
i
Vm(ti)∑
i
Vr(ti)
is much faster. Indeed, dividing a binary number by 2n is
equivalent to the shift of all the bits of the numerator by n position to the right, an
operation much faster than the true division. The determination of tc is performed
by repeating in parallel the test by using a small set of values tc1 , ..., tcK and using
the minimum value of S.
Holding the above relationships, it can be assumed that the sequence starting at
t1 indicates the collection of a neutron in the detector at the time tc. After the
procedure finds a neutron event in the detector at time tc, the threshold search
routine is re-activated to begin anew the search for the next neutron in the data.
Once Vr(t) and N are properly chosen, the whole procedure is much more effi-
cient than a linear filtering technique, even implemented on a FPGA after digitizing
the data. By using available low cost FPGA industrial cards, it is already possible
to implement a real time acquisition. Preliminary simulation tests demonstrate that
the complete process above described can be performed in about 20 clock cycles. If
the clock is running at 200 MHz the dead time is of the order of 100 ns, therefore it
is possible to work with a local peak counting rate of 1 MHz with an average 10%
loss [176].
The outlined procedure was tested using simulated signals, randomly generated
as to arrival time and amplitude and slightly fluctuating pulse length. The following
equation has been employed to generate the pulses with random values for the arrival
time to and b and multiplying Vr(t) by a random amplitude.
Vr(t) =
1
2
{
1+ tanh
[ t− to
τ
]}
· exp[−b(t− to)2] (6.7)
A Gaussian random noise, whose amplitude is about 20% of the average signals
amplitude, was added to the so generated signals to simulate a real output from the
present detector system. Additional peaks with fluctuating length were added to
the data to simulate signals of similar shape and comparable amplitude produced by
possible background radiation or other sources. The simulation enabled to identify
the error level of the analysis based on the described approach. Indeed, the correct
neutron signals were located at the known time positions and the false signals were
identified as well. The results of the simulation are shown in figure 6.5 where a
typical sampled signal is shown together with the neutron peaks fitted by using
equation 6.7 with b = 170000 ms−2 and τ = 0.001 ms. These values are chosen
based on the previous work [196]. A couple of false data chosen at random are also
shown, the value of b varies between 3 · 105 ms−2 and 9 · 105 ms−2, while τ is fixed
as for the neutron signals. The simulated sequences lasted 0.1 s and the sampling
frequency was 10 MHz. A total number of 4 neutrons is detected in the typical
data shown in figure 6.5. These 4 neutron peaks correspond to a 100% efficiency of
the analysis. No false signal was picked up by the analysis procedure even though
the number of spurious peaks was 104, that is much higher than the number of
neutrons.
The histogram of the S values of the false peaks is shown in figure 6.6, for those
peaks exceeding 0.1 V peak height. None of the false peaks presents S below 0.94
while for the 4 neutron peaks S is equal to 0.069, 0.049, 0.117 and 0.069 respectively.
Referring to figure 6.6, indeed, it is highlighted in red the bar corresponding to the S
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Figure 6.5: Typical signal produced in the simulation, lasting 100 ms. The four neutron peaks
present in the signal are shown in the expanded plots (thin line) in comparison with the model
fitting curves (thick line). A couple of background signals are shown in red.
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Figure 6.6: Histogram of S values between 1-10. The four neutron peaks have S values in a small
range and they correspond to the red bar, the false peaks do not show any S value below 0.94.
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value of the four neutron peaks, while before S = 0.94 no false signals are analysed.
To complete the simulation, several different sequences were produced in order to
get better statistics. The values for the low and high threshold, Vtl and Vth, are 0.1
V and 2 V respectively, while it has been set S = 0.6. The error level estimated with
this approach is ≈ 7 · 10−5 with only 5 false signals when more than 72400 peaks
were analysed. Further simulations were carried out also varying the pulse length.
A set of at least 105 randomly generated pulses, 50 % of which are true pulses with
an average amplitude equal to 70 % of the false pulses, plus a Gaussian noise of the
order of 20 % of the true pulses, were analysed. It was found that the selection of
peaks characterized by S < So with amplitude As smaller than 0.8 is very good at
all values of the pulse length, even when the pulse length of true and false pulses is
the same. Note that the present selection efficiency is not the detection efficiency
of the device, as here the output signal from the amplifier is analysed.
In conclusion, according to the results of the simulations, one can be quite confident
that the outlined procedure can help in obtaining a good real time discrimination of
the neutrons even in the worse environment and working conditions of the detector.
6.3 Measurements
The same method as checked in the simulation was applied to the data collected
in neutron test measurements using two different devices, namely a Silicon PIN
diode, described above, and a SiPM. The data were collected on the three-axis
spectrometer IN3, at the ILL [69], operated at 2.4 Å neutron wavelength. The test
configuration is sketched in figure 6.7, where both PIN and SiPM configurations are
outlined. The two test experiments were not performed at the same time, because
the SiPM was tested using the higher monochromatic neutron flux available just
after the instrument monochromator, and the beam was attenuated by a 8 mm
thick plexiglas slab (attenuation factor ∼ 102), while the PIN was tested using the
instrument analyser crystal to install the detector in front of the instrument 3He
detector for a direct determination of the beam flux, which was defined by a 3 mm
hole. The experimental results for both PIN and SiPM were analysed using the
same procedure.
The efficiency and space resolution of a single Si sensor coupled to a Gd con-
verter, either natural or isotopically enriched by 157Gd, were obtained by a Monte
Carlo [183] simulation of the electron energy loss inside both the Gd converter and
the Si sensor. Based on these simulations a neutron detection efficiency of ∼30%
is expected for the present PIN detector, described in section 6.1.1. The value is
confirmed by the measurements and the detailed description is reported in [196].
Improvements are possible especially considering that the converter deposition tech-
nique is not optimised yet. Indeed, thickness uniformity of the converter layer is
a primary request for the detector to work properly and a non-uniform deposition
layer can cause a decrease in neutron detection efficiency, a study has been per-
formed during the PhD and it is presented in section 6.4.
Figure 6.8 shows the neutron spectra versus time as measured by the Si PIN diode
coupled to 157Gd2O3 converter layer. The pulse shape analysis was carried out
offline using N = 200, a rather high value necessary to sample most part of the
neutron signal in both PIN diode and SiPM cases. Increasing the sampling time, a
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Figure 6.7: Schematics of the neutron experiment set-up on 3-axis spectrometer IN3 at ILL for
the test measurements on the Si PIN diode and the SiPM. The Si PIN and the SiPM were mounted
not simultaneously in the sketched positions. The 50 mm diameter 3He instrument detector was
used to measure the beam flux. Figure from [176].
much smaller value of N can be efficiently used. Actually, N of the order of 10 is a
value useful for real time applications.
It can be observed that the findings of the experiment on the Si PIN, which
also aimed at testing the efficiency of the isotopic converter [196], are encouraging
although in this case, because of the rather slow front-end electronics, the pulse
shape analysis does not provide a result much better than a simple threshold dis-
criminator.
Based on the computer simulation the same value for S has been adopted and
for the thresholds level. The study on the measurements is reported here. In fig-
ure 6.9 is shown the analysed counts as a function of different S values, from 0.1
to 1, compared between the detector configuration with the PIN diode coupled to
the 157Gd2O3 converter layer (PIN diode/Gd, blue line) and when the converter is
removed (PIN diode, red line), which is the background configuration.
The choice of S = 0.6 is a reasonable compromise between the amount of counts
collected when the Gd neutron converter is employed and the background config-
uration, i.e., when it is removed from the PIN surface. The value is in agreement
with the computer simulations, as described in subsection 6.2.1.
The amplitude distribution, as a function of S, is shown in figure 6.10 for both
cases, PIN diode/Gd and PIN diode without converter. From this is possible to
identify a value for the low threshold, Vtl around 0.1 V, in order to maximise the
rejection of the background events without overly decrease the neutron counts in
the analysis. To obtain a quantitative result, a series of analysis were performed, by
varying the low threshold value from 0.01 V to 1 V in step of 0.05 V. The histogram
is depicted in figure 6.11: in blue the PIN diode/Gd configuration, in red when the
sole silicon PIN is used.
For Vtl = 0.01 V the total counts analysed in the PIN diode/Gd set-up is 569
while the only PIN diode counts 226 events, so the signal-to-background ratio is
about 2.5. If is taken Vtl = 0.1 V, the neutron counts are 354, and the background
counts are 90. Although a lot of neutron signal are discarded with respect to the
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Figure 6.8: Typical experimental trace collected by a Si PIN diode coupled to 157Gd2O3 con-
verter. The signal contains four peaks identified as neutrons clearly visible above random noise.
The four neutron peaks present in the spectrum are shown on the expanded plots (thin line) in
comparison with the model fitting functions (thick line).
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Figure 6.9: Number of counts analysed with the PIN diode coupled to the 157Gd2O3 (blu line)
and when only the PIN diode is used (red line), as a function of S = 0.1− 1.
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Figure 6.10: Amplitude distribution of the analysed data with the PIN diode coupled to the
157Gd2O3 (blue dots) and when only the PIN diode is used (red dots), as a function of S.
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Figure 6.11: Histogram of the low threshold, Vtl, values from 0.01 V to 1 V in step of 0.05 V. In
blue the PIN diode/Gd configuration, in red the sole silicon PIN configuration
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previous case, the signal-to-background ratio = 3.93 is highly improved.
The pulse shape analysis procedure described in section 6.2 and tested via computer
simulations, was applied also to the measurements. As shown above, a good agree-
ment between the simulation and the measurements has been verified. Therefore,
the same analysis method has been applied to the SiPM.
The SiPMs are quite fast devices adequate for applications over the ns time
scale [199]. The present device, produced at FBK (Italy) [200], was 3 x 3 mm2
in size, 50 x 50 µm2 cell size, coupled to a 1.5 mm thick GS20 lithium glass scin-
tillator with the same lateral size as the SiPM. Coupling of the GS20 scintillator
to the SiPM, where wire bonding is necessary for collecting the output signal, was
produced by means of a 3 mm thick Plexiglas block that was used as a light guide.
A teflon tape, wrapped around the scintillator and the Plexiglas block, worked as
a light reflector.
The SiPM had no front-end electronics as the signal was provided by the voltage
on a couple of 50 Ω resistors mounted at the start and at the end of the coaxial
cable that transmits the signal to the acquisition system 15 m away. The output of
the SiPM (breakdown voltage VBD 28.5 V) was digitized using the same device as
the Si PIN diode (pico scope 2000, 100 MHz bandwidth), but applying a sampling
time T =1 ns, instead of 100 ns. Application of this digital acquisition system is
convenient for the testing phase, because the sampled neutron signal can be stored
for offline analysis that simulates different form of real time acquisition using the
same data.
The SiPM is a rather new device for application as a neutron detector [197] and
a much more demanding case in terms of signal analysis because of the very high
noise (close to 1 MHz of single photon excitations at room temperature) and the
rather low light output of the GS20 scintillator. We remind once more that neutron
detectors must be self-triggered and simple filtering techniques are hardly effective
in reducing the noise. Therefore, in the case of a SiPM, a preliminary pulse shape
analysis on simulated data was instrumental to understand the effectiveness of such
a device for real time neutron detection applications.
The experimental configuration of the SiPM on the neutron beamline (IN3) was
carefully studied since placing the detector on the primary beam, although pro-
viding an intensity high enough for all the test measurements, introduces a higher
background as well. The detector was shielded by a 5 mm thick elastobore, which
has a nominal attenuation by a factor 103 at thermal wavelength. The expected
intensity impinging the detector was about 107 n/cm2 s, corresponding to about
106 n/s on the detector area. As this rate is too high, the incoming beam was also
attenuated by a plexiglas plate, 8 mm thick, which gives an intensity of the order
of 4 ·104 n/s on the SiPM detector. This intensity is appropriate for testing this
detector. Several tests were carried out by changing the SiPM overvoltage (from 4
V to 8 V, typically 5.5 V), and the position of the detector in the beam to evaluate
the effect of the non-uniform beam intensity distribution, a feature that cannot be
ignored when testing a detector as small as this one. The present SiPM has an
intrinsic response time with 50 Ω termination, shorter than the rise time of the
acquisition system that is 3.5 ns. The decay time of the signal arising from the
neutron capture event is dominated by the response of the scintillator and a typical
fit to the data provides a decay time equal to 85 ± 5 ns, which is compatible with
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the GS20 characteristics (average decay time of about 70 ns) [201].
The experimental results on the SiPM were analysed following the same procedure
as the PIN diode, however, because of the relatively high environmental background,
for the SiPM, and the intrinsic background sources, the shape analysis was carefully
performed.
A typical signal at the SiPM load resistor is shown in figure 6.12. The effect of
noise can be noted as well as the appearance of some peaks. A neutron event can
be attributed to peaks exceeding 12-13 mV, as, indeed, they are quite rare when the
neutron beam is switched off (top black line in figure 6.12). From several similar
acquisitions, all lasting 1 ms, some of the highest peaks have been selected. It was
then possible to obtain reasonably good fits of the peaks attributed to neutrons,
using the same simple function of equation 6.7 as employed for the PIN diode.
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Figure 6.12: Typical experimental trace collected from the SiPM coupled to a GS20 scintillator
with beam on (bottom black line) and beam off (top black line). A fraction of the total acquisition
duration is shown, to enhance the presence of a peak that can attributed to the neutron signal.
The enlarged plot on the bottom shows the peak attributed to the neutron in comparison with the
fitted peak (red thick line). Two peaks of the beam-off spectrum are also shown as compared to
the reference signal. Figure from [176].
The procedure to analyse the data worked smoothly and the data were analysed
by applying a low- and a high-level threshold and by varying So, as in the case of the
Si PIN diode. After various trials, the low-level threshold is set at 9 mV and at 40
mV the high-level threshold. Finally, a set of 32 acquisitions, lasting 1 ms each, was
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stored with both ‘beam open’ and ‘beam closed’ operation. Both sets of data were
analysed applying the same procedure, to isolate the contributions coming from
noise and environmental background. The results are shown in figure 6.13, where
are plotted the number of peaks identified as neutrons versus So. It is expected
that a too low So, while rejecting all the background, produces also a rejection of
neutron counts. By subtracting the beam-off background from the beam-on data,
it was easy to identify the best choice of So to get almost no background counts
and about 3 · 104 n/s with the beam on.
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Figure 6.13: Results of the full pulse shape analysis. Number of neutron signals detected in 32
ms versus So. Red dots: beam-on data. Blue dots: beam-off data. Black empty squares: difference
between beam-on and beam-off data. The lines are guide to the eye. On the bottom side of the
figure, the histogram of beam-on (red) and beam-off (blue) events is shown versus the amplitude
As. Figure from [176].
One observes that the data in figure 6.13 resemble a standard counter plateau when
the discriminator threshold is varied. In the present analysis So has the same role
as the threshold even though more information is carried by this quantity, as it
measures the peak shape in comparison to a reference one.
Figure 6.13 shows that the choice So ranging between 7200 mV2 and 8000 mV2 gives
a neutron flux corresponding to the plateau after subtraction of the background ob-
tained with the beam-off condition (instrument local shutter closed). On increasing
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So the count rate increases and the increase is completely due to the beam-off con-
tribution that produces peaks characterized by a definitively lower intensity. This
behaviour is pointed out by the histogram shown on the bottom of figure 6.13.
The above intensity (about 3.3 105 n/cm2s) is consistent with the expected inten-
sity, but there is no means to check it on an absolute scale. One can only observe
that the scintillator has a nominal efficiency close to 100% and the experimental
results suggest a light selection efficiency also close to 100%. γ-rays produce a
smaller signal than neutrons in the GS20 scintillator, therefore an analysis of the
peak amplitudes, as measured by As, could be used to minimize this background.
To state that a SiPM based system is adequate as a neutron detector on a
real neutron instrument, more tests are necessary. Also, every potential use of
this prototype on a larger scale requires new effort in designing and testing proper
readout electronics.
6.4 Design improvements
As mentioned in the main Introduction, the project on the Silicon-based neutron
detectors is under development at the Department of Physics in Perugia. In the
past few years, several studies have been performed and different designs have been
implemented and tested [169, 183, 185]. Nevertheless, various implementations can
be realized before employing these devices on a real instrument. For this reason,
during the PhD, part of the work has been also dedicated to investigate some design
implementations. In particular, focusing the attention on some alternatives for the
deposition technique of the Gadolinium on a silicon substrate.
Remind that what has been performed was a feasibility investigation of the devices.
The aim of the work was to understand if is possible to grown better, i.e., more
uniform, samples compared with the one was used for the measurements with the
Si PIN diode presented in section 6.3, which affect significantly the efficiency of
the device, and with a low-cost effectiveness solution. The goal is to customize the
production of Gd samples for the testing phase of the detector, in order to have Gd
converters available and at a relative low price.
Several studies on deposition techniques empoying the Gadolinium have been per-
formed; some literature references are reported in [202, 203, 204, 205, 206].
6.4.1 Gadolinium Thermal Evaporation feasibility tests
Many deposition techniques have been developed to grow thin film in a controlled
way. A widely used method is the sputter deposition, which is a Physical Vapour
Deposition (PVD) by ejecting material from a target, due to the bombardment of the
target by energetic particles, onto a substrate. Several type of deposition exploit
the sputtering, such as ion-beam sputtering, reactive sputtering and magretron
sputtering.
Another technique is the sol-gel deposition, where a sol is a dispersion of a solid
particles in a liquid and a gel is a state where both liquid and solid are dispersed in
each other, presenting a solid network with liquid components. This process usually
consists of four step: a colloidal solution is formed and it is coated on a substrate by
spraying, dipping or spinning; the particles in sol are then polymerised and produce
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a gel in a state of a continuous network, finally the gel is heated to separate the two
phases and form an amorphous or crystalline coating [207].
One of the common methods of physical vapour deposition is the Thermal Evap-
oration, which is a method of thin-film deposition of pure materials to the surface
of various objects. The coatings are usually in the thickness range of angstroms to
microns. The thermal evaporation involves heating a solid material inside a high
vacuum chamber, the temperature must be high enough to produce some vapour
pressure, which is related to the evaporation rate of a liquid or a solid. Inside the
vacuum, indeed, even a relatively low vapour pressure is sufficient to raise a vapour
cloud inside the chamber. This evaporated material stream crosses the chamber
and hits the substrate, sticking to it as a coating or film [62].
The equipment for an evaporation system includes basically a vacuum chamber and
a vacuum pump, due to the simplicity of the mechanism and the availability of the
tools, an experiment in our laboratory has been set. In figure 6.14 is shown the
experimental set-up; the vacuum chamber on the right, two vacuum chambers, a
rotary vane pump and a turbomolacular pump, to obtain and maintain high vac-
uum, and a power supply, which provides the energy to heat the crucible located in
the bottom of the chamber, where the source material is placed, a picture is shown
on the right side in figure 6.14. The heating process is obtained through a simple
electrical resistive heat element, in this case a filament, which allows to use low
voltage (max 30 V), but with a quite high current values, up to 10 A in our set-up.
Figure 6.14: Thermal Evaporation deposition set-up. Left: the vacuum chamber, the vacuum
pumps and the power supply system. Right: picture of the crucible inside the chamber when
heated.
Since the material is located in the bottom of the chamber, the vapour rises
above and the substrate is held inverted in appropriate fixtures at the top of the
chamber. The surface to be coated is facing down toward the heated source material
to receive the coating, a sketch is depicted in figure 6.15. The cooling system is
needed to prevent the substrate from melting and to allow vapour to condense on
it, therefore it is kept at room temperature. A series of thermocouple are used to
monitor the different temperatures.
With this set-up the crucible can reach a temperature of 1250◦C and it is directly
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Figure 6.15: Sketch of the substrate fixed at the top of the chamber with its relative cooling
system, in order to keep the substrate at room temperature, preventing it from melting.
proportional to the current provided by the power supply, as shown in figure 6.16.
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Figure 6.16: Relation between the temperature of the crucible is ◦C and the current given by
the power supply in A. A linear relation is observed.
Three measurements have been performed, two of which using the natural
gadolinium (Deposition I and II), because it is less expensive than the isotopic
gadolinium, and one with a gadolinium trichloride as a source material (Deposi-
tion III). The melting point of natural gadolinium is Tm ≈ 1300◦C , while Tm ≈
600◦C in the case of the GdCl3. The vacuum chamber was at a pressure on the
order of 10−6mbar for all the three deposition tests, the pressure trend is shown in
figure 6.17.
In Deposition I a temperature of the crucible Tc = 1100◦C was reached with
a current i = 8A, in Deposition II Tc = 1220◦C (i = 9A) while in Deposition III
Tc = 830◦C (i = 6A). Note that only in the case of GdCl3 the temperature of the
crucible is above the melting point of the material. Due to the feature of the set-up
it is not possible to reach Tc of the Gd, the crucible is at about 200◦C and 100◦C
below the melting point in Deposition I and II respectively.
Although the GdCl3 melting temperature is suitable for our experimental equip-
ment, it is a hygroscopic material. Therefore, once in air the coated layer absorbs
water and it separates from the substrate. On the other hand, even if was not
reached the exact Tc value with the Gd, some evaporation is still possible. In order
to verify the coating the substrate were weighted, which is a silicon slab (2×7cm2)
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Figure 6.17: Pressure trend for the different step of heating the crucible. The current and the
heating temperature are linearly proportional. After each increasing, the pressure takes about
one hour to stabilize again at the initial value before the increase, usually it was changed around
10−6mbar. (a), (b) and (c) refers to the first and second test with the Gd and the test with the
GdCl3, respectively
as sketched in figure 6.15, before (MSi) and after the coating (MSiGd). The thick-
ness of the coated film (Th) can be easily calculated knowing the density of the
material (ρ), the two weights and the area of the substrate S. The thickness is
calculated by equation 6.8 below:
Th=
(
MSiGd−MSi
ρ
)
S
= Vdep
S
(6.8)
where Vdep is the volume of the deposited material, ρ = 7.901g/cm3 in the case
of Gd and S = 21cm2 is the area of the silicon slab. In table 6.1 is reported the
calculated thickness in Deposition I and II.
Table 6.1: Thickness of the Gd coated layers on the Si substrate, calculated in the Deposition I
and Deposition II measurements.
MSi (g) MSiGd (g) Vdep (cm3) Th (nm)
Dep. I 1.5026±1 · 10−4 1.5028±1 · 10−4 0.25 · 10−4± 0.17 · 10−4 12 ±8.4
Dep. II 1.5066±1 · 10−4 1.5077±1 · 10−4 1.39 · 10−4± 0.17 · 10−4 66 ±8.4
The Deposition I lasted approximately 24 hours, while Deposition 2 measure-
ment run for about three days. Due to the increased temperature and the duration
of the measurement, the second test shows a thickness about 6 times higher than
the value calculated in the first experiment. To ensure that the deposition has oc-
curred, an X-Ray Fluorescence (XRF) experiment was performed. This is one of
the most common technique used to determine the materials in a sample.
The X-Ray fluorescence is the emission of secondary X-ray from a material, when
its atoms are externally excited by high-energy short-wavelength radiation, such as
X-rays. This may lead to the ejection of one or more electrons from an inner orbital,
thus the atomic structure becomes unstable, leading to electrons from higher or-
bitals to transition into the lower orbital to fill the hole left by the ejected electron.
These high-energy electrons must release energy to fill the lower energy vacancies,
and this energy is emitted as photons with an energy/wavelength characteristic of
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the difference between the initial and the final energy state of the electrons in the
two orbitals. The wavelength of emitted wave can be calculated using Plank’s law:
λ= h · c
∆E
(6.9)
The electrons of an atom are distributed in energetic levels, shell, which are
named corresponding to the quantum number n= 1,2,3,4..., respectively K, L, M,
N, ..., a sketch is shown in figure 6.18(a). The K shell is the lowest energy electron
shell and it is the closest to the nucleus. The substituting electron must fulfil the
energy requirement of the K shell in order to maintain the atom electrical stable.
Different spectral lines can be defined, when an electron vacancy in the K shell is
filled by an electron from the L shell, the characteristic energy/wavelength of the
emitted photon is called the K-alpha (Kα) spectral line. If the vacancy is filled by
an electron from the M shell the spectral line is identified as K-beta (Kβ). The
transition of en electron of higher shell, M or N, in the L shell is defined as L-
alpha (Lα) and L-beta (Lβ) respectively, a sketch of the spectral lines is illustrated
in figure 6.18(b). Due to the substructure of the shells, the transitions can be
also identified as 1,2,... with respect to which energy level of a shell undergoes the
transition.
Gd lines E(keV)
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Figure 6.18: (a) Schematic representation of the atomic model, showing the first three shells, and
some of the possible transition between the energy levels. (b) Sketch of the spectral lines Kα, Kβ ,
Lα and Lβ . For the transitions respectively: L→K, M→K, M→L and N→L. The corresponding
values in the case of Gadolinium are also shown.
The experiment has been performed with the samples obtained after the gadolin-
ium deposition and with the only silicon slab without the coating. The spectrom-
eter has been calibrated using well know sample materials, thanks to the relation
λ(Å) ' 12.4E(keV ) , the energy corresponding to the well known wavelength of the Kα
transitions of the materials listed in table 6.2 has been calculated. Since the Kα1
peak has always twice the intensity of the Kα2, one can calculate the wavelength,
λ, as the weighted average of the two.
The relation channel-energy is shown in figure 6.19.
Three set of measurements have been performed, with the two silicon sample
coated respectively in the Deposition I and Deposition II test, and the relative ref-
erence measurement with a silicon sample without the coating. Figure 6.20 shows
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Table 6.2: Thickness of the Gd coated layers on the Si substrate, calculated in the Deposition I
and Deposition II measurements.
Kα1 Kα2 λ(Å) Ch. E (keV)
Cu 1.540 1.544 1.541 1444 8.042
Fe 1.935 1.939 1.937 1107 6.399
Ti 2.748 2.752 2.749 737 4.508
Mo 0.709 0.713 0.710 3324 17.445
Ru 0.643 0.647 0.645 3676 19.219
Ag 0.559 0.563 0.560 4153 22.106
Figure 6.19: Spectrometer calibration using well know sample to relate the channel number to
the energy in keV.
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the comparison between the reference measurement and the Deposition I sample in
panel (a), the comparison between the reference measurement and the Deposition II
sample in panel (b) and the comparison between the spectra measured with the two
coated samples in panel (c).
The two peaks Lα = 6.057keV and Lβ = 6.713keV of gadolinium are clearly visible
in the second measurement, while are almost negligible in the case of Deposition I,
as shown in figure 6.20(c). The result is in agreement with the calculation of the
thickness discussed above. Indeed, for the first deposition test it has been obtained
a thickness Th= 12nm with an error of 70%; the thickness calculated for the second
deposition is, instead, Th= 66nm with an error of about 13%.
As mentioned before, this was a feasibility test to investigate the possibility
of growing gadolinium coatings on silicon substrate. Due to the limitation of the
equipment operation, especially the maximum temperature achievable by the cru-
cible, it was not possible to grow samples in a controlled way. Nevertheless, this
preliminary study provides a promising result, even if further and more detailed
studies are needed. Of particular importance will be to measure, with an electron
microscope, the actual thickness of the gadolinium layer and the flatness of the de-
position on the substrate. A dedicated study must be performed, and it is not the
topic of the present work. However, from the X-ray fluorescence measurements, it
has been verified that the gadolinium has been deposited on the silicon substrate,
and that thermal vapour deposition is a viable technique.
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Figure 6.20: (a) X-ray fluoresce spectrum of the coated sample obtained in the Deposition I
(red line) and of the sample without the Gd coating (black line) (b) X-ray fluoresce spectrum of
the coated sample obtained in the Deposition II (blue line) compared with the spectrum measured
with the silicon slab without the Gd coating (black line). (c) Comparison between the spectra of
Deposition I and II, red and blue line respectively.
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Conclusion
Neutron scattering techniques offer a unique combination of structural and the dy-
namic information of atomic and molecular systems over a wide range of distances
and times. The increasing complexity in science investigations driven by technolog-
ical advances is reflected in the studies of neutron scattering science, which enforces
a diversification and an improvement of experimental tools, from the instrument
design to the detector performance. It calls as well for more advanced data analysis
and modelling. The operation of new generation, high-intensity neutron sources,
is therefore necessary. Among all, the European Spallation Source (ESS), which is
presently under construction in Lund (Sweden). The high brightness opens up the
possibility of studying currently not solved problems and to do new science, which
is outside the core science case, enabled by the possibility of better measurements.
The improvements in resolution, count rate and signal-to-background ratio, achiev-
able with the new instrumentation, also drives the research of alternative technolo-
gies to replace the 3He-based detector technology. In addition to the 3He storage
crisis of the past few years, this technology is, indeed, unable to fulfil the require-
ment of increasing performance.
Two different alternatives have been presented in this manuscript: a boron-based,
and a solid state silicon-based thermal neutron detector technologies.
The boron-based gaseous detector, the Multi-Blade, is currently under design at
ESS, but it has been introduced at ILL in 2005. The Multi-Blade is a small area de-
tector for neutron reflectometry application and the most challenging requirements
for the detector are the spatial resolution and the count rate capability. Several
tests have been performed to validate the demands established by the experimental
technique. The technical aspects and characterization of the detector have been
mainly explored at the Source Testing Facility at Lund university and at the Bu-
dapest Research Centre. Whereas a scientific campaign of measurements have been
carried out in a real reflectometry environment at the CRISP reflectometer at ISIS,
for the first time. The sole improvement in resolution of the detector are not enough
to ensure the better performance of the instruments, the signal-to-background ratio
affects the figure-of-merit for most instruments. Therefore, the study of background
is fundamental to reach a better background rejection, which can improve the figure-
of-merit, leading to significant impact on an instrument’s operation, especially at
the new high-intensity sources. A full characterization of the Multi-Blade detector
is reported, technical and scientific, together with a dedicated study on fast neutron
sensitivity performed for the first time on a boron-based thermal neutron detector.
The solid state silicon-based detector is a relative new technology in the neutron
field, these devices are already widely used in high-energy physics application, and
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in the last decades several studies have been performed to examine the use of solid
state detectors for neutron detection. A Si-PIN diode couple to a Gadolinium con-
verter layer has been described. It is under development at the University of Perugia,
together with a description of the Pulse Shape analysis method proposed, for this
class of devices, to optimize the discrimination of the neutron signals from the noise
and background radiation. This analysis has been applied to the measurements
and a set of simulations has been built up to reproduce a realistic data-set to test
the effectiveness of the algorithm. The method was also applied to a SiPM, tested
together with the PIN diode at ILL, which is very demanding in terms of signal
analysis, because of the very high noise and the low light output of the scintillator.
Both the devices are potentially suitable in application of large area detector in
neutron scattering with a sub millimeter resolution and high counting rate.
One of the most challenging technique in neutron scattering is the neutron reflec-
tometry, it is particularly demanding in terms of instrument design and detection
performances. Nowadays several methods have been proposed to increase the in-
coming flux leading to improvements for specular neutron reflectivity measurements.
Along with the instruments operation the detectors response must be refined. The
current detector technology is limited mainly as regards the spatial resolution, 3
times better than the state-of-the-art, and counting rate capability, 102−103 times
better than the state-of-the-art.
A Multi-Blade detector has been built and it has been tested on the CRISP [94]
reflectometer at ISIS (Sciente & Technology Facilities Council in UK [72]). The aim
of this test was to get a full technology demonstration in a reflectometry environ-
ment. Some characterization measurements on the technical aspects of the detector
have been carried out. Moreover the reflectivity of several reference sample have
been measured operating the instrument in various configurations to reproduce the
set-up that will be used at the ESS reflectometers.
The technical characterization of the detector is needed to verify the current limita-
tion of the design and to understand which improvements can be done, towards the
final device. The detection efficiency, uniformity, linearity, stability and the spuri-
ous scattering have been characterized for the last Multi-Blade prototype. Both the
spatial and time dynamic range have been measured and the actual dynamic range
of the instrument was reproduced. The spatial dynamic range between pixels is
about four orders of magnitude (peak to tail) and the time dynamic range between
subsequent time bins is approximately 3 orders of magnitude. This was limited
by the dynamic range of the instrument where the test was performed [131]. The
measured detection efficiency of the Multi-Blade detector is in good agreement with
the previous results [45] and with the theoretical model [113]. It is approximately
45% at the shortest wavelength (2.5Å) that will be used at the ESS reflectometers.
A spurious scattering effect was observed in the measurements and it was attributed
to those low wavelength neutrons that are not absorbed by the 10B4C-coating, and
being scattered by the substrate, they are detected in other cassettes. This effect
vanishes if neutrons above 4Å are selected. The actual coating thickness in the de-
tector was 4.4µm rather than the recommended thickness of 7.5µm. At the shortest
wavelengths (≈ 1Å) the 4.4µm coating is only 50% efficient at absorbing neutrons.
The shortest wavelength that will be used at the ESS reflectometers is 2.5Å the
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nominal coating (7.5µm) at 2.5Å is expected to be efficient (> 98%) at reducing
the scattering as the 4.4µm coating used in these tests at 4Å.
Stability measurement of the Multi-Blade over two weeks have been carried out
at the Source Testing Facility (STF) [96, 97] at the Lund University in Sweden.
The counting rate in the detector is stable within ±1.7% during several days with
a flow that replace approximately two detector volumes (≈ 60 l) per day. A clear
correlation with the atmospheric pressure was found. In order to further improve
the detector stability in time, the gas gain or thresholds would need to be adjusted
according to the atmospheric pressure and temperature variations. An active feed-
back on the signal thresholds or on the high voltage as shown in [133] or an off-line
post-processing of the data can be considered.
The overall variation of the gain, i.e., the uniformity, in the scanned cassette in
both directions (wires and strips) is 10%. It shows improvements with respect to
the previous detector described in [45] because of the new substrate used for the
blades (Titanium instead of Aluminium), and the individual readout which allows
to operate the detector at lower gas gain with respect to charge division.
The campaign of scientific measurements not only provide a validation of the Multi-
Blade as a mature technology for neutron reflectometry experiments, but it has been
shown as well that the instrument operation was improved using the Multi-Blade.
The spatial resolution of a detector is, indeed, deeply connected to the achievable
q-resolution of the instrument. The calculated qz is a combination of the neutron
wavelength and the scattering angle, the latter can be corrected taking into account
the spatial resolution of the detector and thus a higher q-resolution is achieved.
When measuring the specular reflectivity from a sample which shows interference
fringes in qz, such as the Iridium on Silicon, the fringes get more visible as the
spatial resolution of the detector improves. The result has been compared to a con-
ventional non-position sensitive detector and with a state-of-the-art detector with
2mm resolution. It is possible to obtain the same results only using a very fine col-
limated beam, which leads to a considerable increasing in the measurement time.
It has been shown that the CRISP instrument can be operated, thanks to the Multi-
Blade, in the REFocus mode [127] (divergent mode) which is one of the standard
mode foreseen for the ESTIA reflectometer [87]. In this configuration, the correction
of the scattering angle for calculating qz is mandatory and the spatial resolution
and the counting rate capability of the detector is a key feature. Moreover, from
the measurements of the Silicon sample, the q-range was measured to five orders of
magnitude, reaching the limits of the instrument, despite the high background at
the CRISP instrument and the poor shielding of the Multi-Blade detector.
An off-specular scattering measurement was also performed on a super-mirror Fe/Si
multi-layer sample. Neither beam polarization nor magnetic field has been used in
order to have a strong off-specular scattering from the sample. The ability of the
Multi-Blade to measure, not only specular, but also off-specular scattering was
shown.
The overall test on the CRISP reflectometer demonstrates that the detector is
matching the requirements to perform neutron reflectometry measurements, and
that the Multi-Blade detector technology is mature, and ready for implementation
on neutron reflectometers. Not only the ESS reflectometers, but also other reflec-
tometers at other facilities in the world, can profit from the Multi-Blade detector
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technology. Two papers have been published on this work [98, 99].
The new generation high-intensity sources lead to benefit in neutron science, be-
cause of the high brightness available. Higher intensities mean higher signals, but
higher background as well. The signal-to-background ratio is an important feature
to study, in order to achieve the best background rejection. Fast neutrons and
γ−rays are among the major sources of background. In particular, in a pulsed
source, which exhibits a strong component of epithermal and fast neutrons. The
γ−ray sensitivity for the boron-based neutron detector has been previously stud-
ied [45, 108], while the investigation of fast neutron sensitivity had not been studied
yet, and it has not been studied in detail for any thermal neutron detector.
The physical effects that affect the fast neutron sensitivity in boron-10-based gaseous
detectors for thermal neutrons which are being developed at ESS have been investi-
gated. The investigation of the physical mechanisms, cross section and the theoret-
ical calculation of the probability of interaction in several materials, together with
the simulations of the same processes provide an overview and an overall under-
standing of the presented work. The fast neutron sensitivity of the Multi-Blade has
been measured for three fast neutron sources (252Cf, 241Am/Be, 238Pu/Be) and it
was found that for a fixed software threshold of 100 keV, which leads to the optimal
neutron efficiency, it is approximately 10−5, with an uncertainty no more than a
factor two dominated by the calculation of the solid angle. A comparison between
the γ-ray sensitivity and the fast neutron sensitivity has been performed. It has
been used for the γ-ray measurements a 60Co source. A value for the γ-ray sensi-
tivity (below 10−8) was obtained, about 3 orders of magnitude lower than the fast
neutron sensitivity for the same threshold. The value for gamma sensitivity comes
from both a low interaction cross section and from a low probability of detection of
a signal over a threshold. For the fast neutron sensitivity, only the low interaction
probability helps keep the sensitivity low.
The measurements presented here, and published in [109], were performed for a
thermal neutron detector for the first time. The Multi-Blade is based on a MWPC
geometry, the results obtained and the discussion of the underlying physical pro-
cesses responsible for fast neutron events in a neutron detector are more general
and can be extended other gaseous-based neutron detectors.
Moreover, a preliminary study on the fast neutron sensitivity of 3He-based detector
is presented, with a sensitivity on the order of 10−3, it is two orders of magnitude
higher than the sensitivity measured for the boron-based gaseous detector. A fur-
ther proof of the effectiveness of this technology compared with the 3He detector
technology.
Solid state Si-based detector technology is nowadays a viable alternative in neutron
detection which can find application at the instrumentation of future sources. The
promising performances and the capability to couple to high integration electronics
push forward the development of real time and single event analysis systems. This
is a significant advance bringing in the potential to achieve higher performances and
to meet the requirements of future applications in high brilliance neutron beams.
Here the results of neutron test measurements on two different Si-based devices
have been presented, and a pulse shape analysis approach that was applied to both
simulated and measured neutron data has been discussed. The final goal of this
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work is to propose a solution to the use of Si-based detectors as neutron counters
with on-line and real time, pulse shape analysis system.
The Si PIN diode couple to a Gadolinium converter have a potential to improve
detection efficiency beyond ≈ 30% by optimising the deposition technique of the
converter and by coupling two diodes to the same in-the-middle converter. A set of
simulations has been built up based on the data acquired with this detector. The
pulse shape method has been applied both to simulation and measurements. It has
been shown that this method works in both cases, and a good agreement on the
different parameters of the algorithm has been achieved. The measured efficiency
of about 30% is reached with the present prototype, further implementations in-
clude a better deposition of the gadolinium layer, a discussion of a feasibility test is
reported in this work, and the use of integrated circuit technology for high density
readout electronics, which can lead to improve the detection efficiency and the de-
tector performance.
The pulse shape analysis has been also applied to the SiPM device, which has a
spatial resolution of ≈ 3 x 3 mm2 and resolutions of ≈ 1 mm2 can be achieved with-
out difficulty. A system composed of many such devices, with individual plexiglass
light guides and reflectors (for example, teflon tape as in the present case) does not
have cross talk. Local instantaneous counting rates up to at least 500 kHz, per cm2,
with 10% of dead time are already accepted as the pulse length is below 200 ns.
The pulse shape method here proposed responds well to the requirements of the sig-
nal analysis necessary for this detector technology when applied to neutron counting,
and the implementation of this method leads to improved detector performances.
The approach can be implemented on FPGAs, adopting simplified numerical calcu-
lation as well. A paper has been published on this work [176].
Each of the presented results represents a step forward and a point for further
developments, mandatory for the final installation of these new neutron detector
technologies in a real instrument.
Two suitable alternatives for neutron detection have been presented, which are able
to fulfil the increased performance demands on neutron detectors, driven by the op-
eration of new generation high-intensity sources with improved instrument design.
Better instrumentation is a core driver of novel scientific fields, it has been shown,
indeed, how the science and the technical aspects are strongly correlated and the
improvements deriving from it, in real experimental conditions.
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