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Criteria for self-adjointness are proved using methods related to the moment 
problem. For the special case of semibounded operators, we obtain a stronger 
result than the analytic or quasianalytic vector criteria. The results are applied 
to certain approximate quantum field theory Hamiltonians. 
I. INTRODUCTION 
Nelson’s theorem [l] on analytic vectors has proven useful in 
finding domains of essential self-adjointness for operators which arise 
in quantum field theory [2, 31. N uss b aum [4] has found larger classes 
of vectors for which similar theorems hold. In Section II, we give 
simple proofs of these theorems and establish a stronger result con- 
cerning the “Stieltjes vectors” of semibounded operators. In Sec- 
tion III, we show how the latter can be used to prove that certain 
approximate quantum field theory Hamiltonians are essentially self- 
adjoint. In Section IV, we indicate how the theorems in Section II 
lead to a solution of linear equations by the method of moments or 
by Pad6 approximants. 
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II. STIELTJES VECTORS 
In the following, A will denote a closed symmetric (in general, 
unbounded) operator with domain 9(A) and range W(A) in a Hilbert 
space 2. Let Cm(A) = n,“=i 9(P). Let f E Cm(A) and let Yf be the 
vector space spanned by the vectors {Akf 1 k = 0, l,...}. Let Xf = 9f , 
the Hilbert space formed by completion of 6pr . The restriction of A 
to 9; has a unique minimal closed extension B = (A 1 9$. B is a 
restriction of the symmetric operator A (we write B C A) and thus it 
is a closed, symmetric operator with domain 53(B) dense in Xf. 
Note that if .z is a complex number, then 9(x - B) C 9(x - A). 
We use a common notation for the norm and inner product in 2’: 
<f I 4 = df I g>; <f If > = Ilf l12. 
Let us define the following classes of vectors in C”(A): 
(i) Vectors of uniqueness: 
4’/ = {f 1 B = (A I gf)- is a self-adjoint operator in Xf}. 
(ii) Stieltjes vectors: Y = {f 1 C,“=, IIPf ll-1/2n = co>. 
(iii) Quasi-analytic vectors: ..9 = (f 1 ~~cl II Anf Il-lln = co). 
(iv) Analytic vectors: 
a = 
1 
fl f /I A”fll P/n! < co for some s > 0 . 
T&=1 1 
It is not hard to see that G? C 2? C Y. Roughly speaking 6!? and 22 
contain vectors f such that 11 Anf /I increases less rapidly than n ! or 
nn for large n. Y contains vectors f such that 11 A”f 11 increases like 
n2n. Gsl is clearly a linear space, but it is not clear whether this is true 
of 22 or 9’. Nussbaum [4] states that Q is not a linear space. 
Throughout this section we will use the following characterization 
of self-adjoint operators [5]: If A is a closed, symmetric operator in 
a Hilbert space 8, then, in order that A be self-adjoint, it is necessary 
that .G@(z - A) = &’ for all nonreal x and sufficient that 9(x - A) 
be dense in Z for some x in each half plane, Im z > 0, Im z < 0. 
We may thus write an equivalent definition of vectors of unique- 
ness :
Q = (frz P(A) 1 9(z - B) = X, for all nonreal z}. 
LEMMA 1. A closed, symmetric operator A is self-adjoint if it has 
a dense set 4 of vectors of uniqueness. 
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Proof. By the characterization above it is enough to show that if 
Imx#O, then@CW(x-A). IffE%, thenW(x-B)=%f, so 
that f E 9(x - B). But we have noted that 9?(z - B) C 9?(~ - A), 
so that f E 9(z - A). 
In the following, we will assume that 9f is not of finite dimension. 
The case of finite dimension will be treated separately in the proofs 
of Lemmas 3 and 6. 
The Gramm-Schmidt orthogonalization procedure applied to the 
sequence {A”f 1 n = 0, l,...> y ie Id s a three-term recursion relation for 
the orthogonal vectors {f, 1 n = 0, I,...}: 
fo =f7 
fi = (A - %)fo ? 
fi+l = (A - aa) fi - -g fiel (i = 1, 2 ,... ), 
2-l 
where w4 = (1 fi 11 and aa = (fi 1 Af,)/wi2 is real for i = 0, I,... . 
Note that w, = 11 fn 11 < 11 A”f 11 for n = 0, l,... . It is more con- 
venient to use the complete orthonormal basis {e, / n = 0, l,...} in 
X1 defined by: 
ei = filwi , i = 0, I,..., 
Ae, = b,-,eidl + aiei + b,e,+, i = 0, l,..., 
(1) 
where b-, = 0 and bd = wi+r/w4 > 0 for i = 0, 1 ,... . Let p, = 1 and 
let (p,(X) I n = 1, 2,...) be defined by the relations 
hpn = Lp,-, + anpn + b,p,+, , 71 = 0, l,... . (2) 
Note that p,(X) = p,(h). 
LEMMA 2. If J& 1 pn(h)j2 = co for some nonreal A, then f is a 
vector of uniqueness for A. 
Proof. Suppose there is a nonzero vector g E #f orthogonal to 
9(X --II). Then, 
<CA - Bh I g> = 0, n = 0, 
Using (l), this gives 
We, I g> = <Be,, I g> 
= Ll<en-l g> + de, I g> + bn(en+l g), 71 = 0, l,... . 
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Takingp, = (e, I g>, we see that the {p,] satisfy (2) andg = CcA pnen 
(we may assume that g is normalized so that p, = (e, 1 g) = 1, since 
if p, = 0, then (2) 
CL0 I P&912 = 
implies that p, = 0 for n = 1, 2,...). If 
co, no such vector g exists, and hence $$(A - B) is 
dense in Z1 . Since 1 p,(x)I = / p,(A)l, we find similarly that W(h - B) 
is dense in Zf , so that B is self-adjoint in Zi and f E $2. 
From (2) we get 
@ - I4 Pm P&L) = UPa+1(4 P&4 - P?a+dP> P&91 
- LlM4 P&4 - PA4 Pn49J 
Remembering that b-, = 0, it follows that 
0 - PL) i Pk(4 Pk(P) = UPn+1(4 PA4 - Pn+1W PnGu 
k=O 
(3) 
Taking p = X and pk(X) = pk , we have 
(4) 
In the next Lemma we use a form of Carleman’s inequality. We 
give a short proof due to Polya [6]. 
Let (z+ j K = 1, 2,...} b e a sequence of nonnegative real numbers, 
not all of which are zero. Define numbers (ck I k = 1, 2,...) by the 
equations clc2 **a c, = (n + 1)” so that 
c, = (n + l)“/n+l < ne. 
Using the inequality between the arithmetic and geometric means, 
we get Carleman’s inequality 
il (ulu2 . . . U,)lln = Zl (u1c1u2; ; yn 
= ktl ukck nzk (; - +) = kftl ukck ; 
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LEMMA 3. Iff is a quasianalytic vector for A, then f is a vector of 
uniqueness for A. 
Proof. We show that if C,“=l 11 A”f Il-lln = co, then the series 
Cz==, j pk(h)lz diverges for all nonreal A. 
Since Xi=0 j $J&)(~ > j p,, I2 = 1 and b, > 0 for n = 0, I,..., we 
have, from Eq. (4), 
- - 
$ < PnP*+1- P?lPTa,l ) 
h--X 
n = 0, I,... . 
R 
Using the Schwarz inequality for sequences: 
The relations b, = w& w, and w, < 1) Anf 11 together with Carle- 
man’s inequality (with u, = w,/w,+r) give us the desired result: 
G (4 Im X I) f I Pd02. 
n=0 
In the case that 2f is of finite dimension, B is a self-adjoint, bounded 
operator in Pf with bound 11 B II. S ince II A”f II = II B”f II < II B IIlL Ilfll, 
we conclude that f is both a quasianalytic vector and a vector of 
uniqueness. 
We can now state the result: 
THEOREM 1. Let A be a closed, symmetric operator in a Hilbert 
space 2. Then the following statements are equivalent: 
(i) A is self-adjoirat. 
(ii) A has a dense set % of vectors of uniqueness. 
(iii) A has a dense set 22 of quasi-analytic vectors. 
(iv) A has a dense set ~2 of analytic vectors. 
Proof. (i) implies that A has a spectral measure E(e). If @ is a 
bounded Bore1 set, then any vector f in the range of E(Q) is an analytic 
vector for A. (If @ is contained in the interval [-b, b] and f is in the 
range of E(Q), then II AIZf II < b” 11 f II.) The set of such vectors is 
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dense in Z. Since a _C 9 C % (Lemma 3), 9 and Q are also dense 
in 2. Conversely, if UZ, 9 or % is dense, then & is dense, so (i) 
holds by Lemma 1. 
The relation between (i) and (iv) is Nelson’s theorem [l]. The 
equivalence of the other two statements was proven by Nussbaum [4] 
using an equivalent definition of vectors of uniqueness (B = (A 1 Y1)- 
is self-adjoint in Y$ if and only if the sequence ((f 1 Altf) j n = 0, l,...} 
is a determinate Hamburger moment sequence [7]). 
A symmetric operator A is said to be semibounded from above 
(below) if there is a real constant M such that (f ] Af) < M{f If) 
(> M(f if)) for all f in 9(A). A is said to be semibounded if it is 
semibounded from above or from below. We show that if A is a 
semibounded operator, then a Stieltjes vector for A is a vector of 
uniqueness for A. We will need some facts about the {p,(A)} which 
will follow from the properties of certain approximate operators. 
Let Zm be the Hilbert space of dimension n spanned by the vectors 
(Akf 1 k = 0, I,..., n - 1). Let E, be the orthogonal projection from 
X onto z?~ and let B, = E,AE, . B, is a symmetric operator which 
is equal to A when acting on vectors Akf or ek for k < n - 2. Thus 
any vector g E X? may be expressed as g = R(A) e, = R(B,) e, , 
where R(h) is a polynomial of degree less than or equal to n - 1. By 
comparing Eqs. (1) and (2), we see. that p,(h) is a polynomial of 
degree n in X and that e, = pm(A) e, . We have that p,(B,) e, = 
&p,(A) e. = &e, = 0, since e, is orthogonal to J& . Consequently, 
if g = R(B,) e, is any vector in Zm, then p,(B,) R(B,) e, = 
WL) PnW eo = 0. 
We conclude that p,(B,) = 0, and hence that p,(A) is the character- 
istic polynomial of the operator B, in 8% . Since B, is symmetric, 
p,(X) must have n real zeros {hk 1 k = l,..., n> which are equal to the 
eigenvalues of B, in Zm . 
LEMMA 4. If A is semibounded from above by M, then p,(h) > 0 
when h > M. 
Proof. It is easy to see that B, is also semibounded from above 
by M so that the eigenvalues (zeros of p,(h)) (& 1 k = I,..., n} are 
all less than M. Since p,+l(x) = (X - a,)p&)/b, - p&h) b&b, 
by (2) and b, > 0, the coefficient of P in p,(X) is positive; so p,(X) 
is strictly positive for A > M. 
LEMMA 5. For real h, w we have 
I Pn(W G I Pn@ + ~412~ 
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proof. For some c > 0, we have p,(h) = c II;=.1 (A - &)* Then, 
IPn(X + iwy = c2 j fi (A + iw - AK) jl
k-l 
= c2 $ [(A - hkJ2 + w”l 
k=l 
= I PnN12* 
LEMMA 6. If A is semibounded from above by M and f is a Stieltjes 
vector for A, then f is a vector of uniqueness for A. 
Proof. We show that if & II Anf ll-1/2n = 00, then C;-‘C, I p&z)j2 
diverges for Re z > M. 
Let A > p > M so that, by Lemma 4, $+$I) > 0 and p,(p) > 0 
for all n. Since &,pk(A) p&) > &,(A)$+,(~) = 1 and bn > 0 we 
have, from Eq. (3), 
1 1 
bnP&VPn+1(4 G h - c1 [ 
PA4 Pn+1(PL) ---. 
P&V P*+1(4 1 
Since b,p,(h)p,+l(A) > 0 and A - p > 0, the positive terms 
p&)/p,(A) must decrease monotonically to some limit c > 0 and 
C,“=, [b,&(h) &+r(h)]-l < (1 - c)/(h - p). Knowing that this se- 
quence converges, we can use the Schwarz inequality to write 
G [ n< b.P?%o;P.+l@) 1’2 I [ j. Pn@) Ptl+1(4] 1’2 
< (gy [ii0 I Pn(h)12]1’2. (5) 
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As in the proof of Lemma 3 
gl II &T1’2n < $ ~;l”~ < e f (5,“’ = e f A. (6) 
?I=1 T&=1 12 
Combining (5) and (6) and using Lemma 5, 
d e (e)1’2 (E. Ip,(A + iw)/2)1’2. 
Taking w positive or negative, we see that Cz=., 1 p,(z)12 diverges for 
any point x in either half-plane for which Re(x) = A > M. 
The case when 9f is of finite dimension is treated as in Lemma 3. 
Since the Stieltjes vectors and vectors of uniqueness of A are 
identical to those of (-A), this Lemma applies also to operators 
which are bounded from below. 
THEOREM 2. Let A be a closed, symmetric, semi-bounded operator 
in a Hilbert space &. Then the following statements are equivalent: 
(i) A is self-adjoint 
(ii) A has a dense set Y of Stieltjes vectors. 
Proof. If (i) holds, then Q is dense. Since 02 C 9, Y must also 
be dense in 2. Conversely, if Y is dense then 9 is dense by Lemma 6. 
By Lemma 1, A is self-adjoint. 
Note that if a symmetric, semi-bounded (not necessarily closed) 
operator T has a dense set Y of Stieltjes vectors, then T is essentially 
self-adjoint. 
III. APPLICATIONS 
As a simple example we show that the “anharmonic oscillator” 
Hamiltonian 
H = H,, + HI = ; (- $ + x2 - 1) + Xx4, 
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where h > 0, is essentially self-adjoint on the space 9 spanned by 
the eigenvectors {e, 1 m = 0, l,...} of H, . H is clearly semibounded 
from below. 
We write: 
a = 2-lj2 (x + &), 
%n = m1/2e,-1 ,
Hoem = a+ae, = me,,, .
a+ =2-1/2(x-$), 
a+e, = (m + 1Y2 em+l , (7) 
Then H = a+a + (X/4)(a + a+)4. It is convenient to write H = Ck W, 
with [H, , W,l = k W, . Here 1 k 1 = 4, 2, or 0 and, for example, 
IV, = (X/4) a+a+a+a+ and IV,, = u+u + (h/4)(u+aau+ 5 other terms). 
Using (7), it is not hard to check that the inequality 
II Wd II < c lI(Ho + 41211, II 
holds for 1 K 1 = 4,2,0, $ E 9, and c = (l/S + 3h/2). 
H is essentially self-adjoint on 9 by the following corollary of 
Theorem 2. The conditions (i)-(vi) of the corollary are satisfied if we 
take N = H, , C = 9 and W = H. 
COROLLARY 1. Let the operators N and W, , 1 k ] = 4,2,0 satisfy 
the conditions: 
(i) N is a number operator with eigenvulues 0, l,... . 
(ii) There is a domain C contained in the linear spun of the eigen- 
vectors of N. C is a common invariant domain for N and W, . 
(iii) [N, W,] = KW,for I K 1 = 4, 2,0. 
(iv) There is a constant c such that 11 W,@ 11 < c ll(N + 4)2 Q, 11 
for j k I = 4,2,0 and for all d> E C. 
(v) W = Ck W, is a semibounded symmetric operator. 
(vi) C is a dense set. 
or (vi)’ Conditions (i)-(iv) hold for a number of domains CL with 
dsyerent constants cL and (J{CL} is a dense set. Then W is essentially 
self-udjoint on C (or U(CL}). 
Proof. For i = 1, 2 ,..., let I ki / = 4, 2,0. Using (iii) and (iv) with 
@ E c, 
II Tyk,@ II G c IlW + 412@ II
II Wk,Wk,@ II < c MN + 412 Wk,@ II
= c II W,,(N + 4 + k2j2@ I/ 
< c2 ll(N + 4)2 (N + 4 + Q2@ Il. 
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By induction we get 
II Wk, ... WJ,,@ I! 
< c” ll(N + 4y (A’ + 4 + k,J2 ... (N + 4 + k, + ... + kJ2@ II. 
Noting that any vector @ E C has the form @ = CEO Ujrpi with 
N@, = mQP, and that 1 Ki 1 < 4, we have 
II WC, **a W,“@ II < cn(M + 4)2 *a* (M + 4 + k, + -.- + k2)2 I/ @ I/ 
dcn(M+4)2”‘(1M+4n)2II~Ij 
< c”(M + 4?p I/ CD II. 
Since W” is a sum of 5” terms of the form Wk, **a Wk,, we get: 
11 WQ 11 < 5vyM + 4?p 11 CD II. 
Thus any vector in C (or u(C,)) is a Stieltjes vector for W. Since C 
(or U{CL}) is dense and W is semibounded, W is essentially self- 
adjoint by Theorem 2. 
This example suggests that we try to apply the method to the 
Hamiltonian of a quantum field theory with a quartic interaction. 
Consider the Hamiltonian H = H, + HI, where Ho is the Hamil- 
tonian of a free scalar field $( x o mass m in two-dimensional space- ) f 
time and HI = J : 4”(x) : g(x) dx, where h > 0 and g(x) is a smooth 
function equal to 1 for small x and 0 for large x. The symbol : : 
denotes Wick ordering. Glimm and Jaffe [2] have shown that H and 
H, are essentially self-adjoint on appropriate domains. We cannot 
apply the method directly to HI because HI is not bounded from 
below. Although Glimm [8] has shown, using a functional integration 
technique due to Nelson [9], that the operators H = H,, + Hr and 
N + HI are semibounded, we will see that vectors in C”(H) do not 
have a simple form. By introducing momentum cutoffs in either H,, 
or HI7 we obtain approximate operators H’ and H” for which these 
problems do not arise. 
We represent the operators in the Fock space 9 = & @ sI @ e**, 
where flm is the “n-particle subspace” of functions +,(k, ,..., k,) 
which are symmetric under interchange of variables and square- 
integrable: ] em* Sdk, a-* dk, I &(k, ,..., k,)j2 = 114, iI2 < CO. So is the 
complex numbers. Elements of 5 are written 
@ = [&, , W&, dn(h ,..., k,),...l 
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with the norm jl @ ]I2 = CzzO I] $n 112. We will write 0(n) = 4% E 9% and 
cDn = [O ,...) 0, #J,(k, ,..., k,), 0 ,... ] E 9. 
In Fock space, we have 
Ho = I 
u+(k) u(k) p(k) dk, 
HI = 
I s 
a-. dk, 1.. dk, W(k, ,..., k4) :fi (a+(k,) + a(-k,)): . 
i=l 
Here p(K) = z/K2 + m2 and W(k, ,..., K4) is a symmetric function 
with J 1 IV@, ,..., K,)12 dk, . . . dk, = 11 W1]2 < co. We also introduce 
the number operator N = J u+(K) a(k) dk. The operator a(K) is 
defined by 
(a(k)@)+l) (k, ,..., k,-,) = n?PQ(k, k, ,..., k,-,). 
a+(k) is formally adjoint to a(k). 
Using the definitions of a(k), Qn, and @), one may calculate 
(Nay”) = n@(n), 
(Ho@)@) (k, ,..., k,) = [p(k,) + .*. + p(kn)l @‘Yk, >...> kn), 
(8) 
and, for example, 
(HI@,P+~) (4 ,..., k,,,) 
= s[(n + 4)(n + 3)(n + 2)(n + 1P Wk, ,..., b) @ia’%, >a.., &a+,). (9) 
Here S is a “symmetrizing operator” with I] S 11 = 1. 
The space C of vectors @ E 9 of the form @ = [$,, ,..., 4, , 0,O ,... ] 
forms a common, invariant, dense domain for the operators N and 
HI . However, the function W(K, ,..., KJ does not decrease rapidly for 
large values of 1 k, 1 and consequently the product p(k) W(k, ,..., k4) 
is not square integrable. In view of (8) and (9) this means we cannot 
define the operators HoHI or (Ho + HI)” on C. 
To construct our first approximate Hamiltonian we replace the 
function p(k) in H,, by a function which approaches a constant for 
large k. Essentially, we take H’ = N + HI . As before we may write 
H’ = & IV, with [N, IV,] = k W, (1 k 1 = 4,2,0). Applying the 
Schwarz inequality to Eqs. (8) and (9) it is not hard to establish that 
the inequality /I II’,@ 1) < c l](N + 4)2 @ 11 holds for [ k [ = 4,2,0, 
@ E C and c = (& + 6 I] W/l). Thus the operators N and IV, satisfy 
the conditions of Corollary 1 with W = H’, so N + HI is essentially 
self-adjoint on C. 
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We now define CL = (@ 1 @ E C, @tn)(K1 ,..., K,) = 0 if 1 R, 1 > L, 
i = l,..., n; n = 1,2 ,... }. If @ E CL , we have, from Eq. (8), 
II HO@ II d 14) /I IV@ II d b(L) IlW + 4J2@ II. (10) 
We introduce the cut-off operator: 
2, 
HI, = SSll W(k, ..., k4) :fi (a+(kJ + a(-k,)): dk, ... dk4. 
--P i=l 
(This corresponds to using a “momentum cut-off field” &(x) = 
(4~)-l/~ f$ [a+(k) + a(-k)] eeika: p(k)-l12 dk in place of 4(x) in HIP . 
If @ E C, , it follows from Eq. (7) that Ho@ E CL and NQ, E CL . 
If we consider the equation corresponding to (9) for HIP instead of 
HI , we see that HIP@ is also in CL provided that L > p. Thus C, is 
a common invariant domain for Ho, N, and HIP . If we take 
H” = H,, + HIP = Ck W, with [N, W,l = KW, , then using (10) 
we obtain the inequalities )I I$‘,@ I] < cL l](N + 4)2 Q, 11 for 1 k 1 = 4,2,0, 
@ E CL , with cL = b(L)/8 + 6 11 WI/]. Glimm’s proof that Ho + HI 
is semibounded also applies to Ho + HIP . It is not hard to see that 
IJL+oo {CL> is dense in S. Thus by Corollary 1 with W = H” we 
have that H” is essentially self-adjoint on lJL+m {CL}. 
IV. SOLUTION OF LINEAR EQUATIONS 
Using the polarization identity 
Vu I v> = i[<W + 4 I (u + 4) - CT@ - 9 I (u - ~1) 
+ i(T(u + iv) 1 (u + iv)) - i(T(u - iv) 1 (u - iw))], 
we may reduce the solution of the linear equation (1 - A) h = 4, 
where A is self-adjoint and Im z # 0, to the evaluation of the diag- 
onal matrix elements (f 1 (1 - x/l)-lf) of the bounded operator 
(1 - A)-l for all f in some dense set of vectors. Theorems 1 and 2 
tell us that A has a dense set @ of vectors of uniqueness and give us 
simple characterizations of certain dense subsets of %. This is useful 
because it can be shown that the PadC approximant to the formal 
power series Cz=,, P(f j Anf) converges to (f I (1 - zA)-l f) pro- 
vided that f is a vector of uniqueness for A. We briefly indicate this 
connection. 
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Let f be a vector of uniqueness for A. Then, in the notation of 
Section II, B = (A 1 L$)- is self-adjoint in Zf , and it is not hard to 
see that (1 - x/l-l g = (1 - zB)-l g for all g E #f . It is easy to 
check that the inverse of (A - B,) in yt”, is given by a polynomial of 
degree n - 1 in B, : 
This operator is called the Method of Moments approximant to 
(A - B)-l [lo]. R,-@$J converges strongly to (A - B)-l on the range 
of (A - A 1 9;). T o see this let g = ~~CO akek E 5Yf and note that 
Bg=B,gifn>M+l.Then 
[R-d&) - (A - B)-W - A I %k 
= Kz-dB&~ - B)g - g 
= Rz-,(BtJ(~ - Bnk - g if n>M+l 
= 0. 
Since ??#(A - A 1 Z!) is d ense in &f (because A 1 Y; is essentially self- 
adjoint) and (A - B)-l is bounded, this extends to all of =$. In 
particular, 
(f I K&-Llf) = <f I L,Wf > 
=-qfI l-44 
“AA; 1 c(B) f) 
Qn@) =--(fI@-WY), I44 
where p,(A) is a polynomial of degree n - 1 in A. 
If we put z = l/h and N,-,(z) = w,zffl-lq,( l/z) and D,(z) = 
wu,zlzp,( l/z), then N,-r(x)/D,(z) is the [n, n - l] Pad6 approximant to 
the formal power series expansion for (f 1 (1 - x&l f ). (This 
means that N,-,/D, is the unique ratio of a polynomial N,-, of 
degree n - 1 to a polynomial D, of degree 7t (with D,(O) = 1) whose 
power series expansion agrees with the formal power series for the 
first 2n terms.) 
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32 MASSON AND MCCLARY 
Note added in proof After completing this work it was brought to the authors 
attention that Theorem 2 has also been proved by A. E. Nussbaum in Studia Mathe- 
natica, 33, 1969, 305. 
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