We propose an explicit rate indication scheme for congestion avoidance in ATM networks. In this scheme, the network switches monitor their load on each link, determining a load factor, the available capacity, and the number of currently active virtual channels. This information is used to advise the sources about the rates at which they should transmit. The algorithm is designed to achieve e ciency, fairness, controlled queueing delays, and fast transient response. The algorithm is also robust to measurement errors caused due to variation in ABR demand and capacity. We present performance analysis of the scheme using both analytical arguments and simulation results. The scheme is being implemented by several ATM switch manufacturers.
Introduction
The ATM Forum Tra c Management Speci cation provides in precise details the rules for the source and destination end system behaviors for the available bit rate ABR service for asynchronous transfer mode ATM networks 1 . The switch behavior, however, is only coarsely speci ed. This provides the exibility for various vendors to implement their own switch rate allocation algorithms. Several switch algorithms have been developed 2 -9 . This paper describes one of the earliest switch algorithms.
The Explicit Rate Indication for Congestion Avoidance ERICA algorithm was presented at the ATM Forum in February 1995. Since then, its performance has been independently studied in many papers 4, 5, 7 , and we h a v e incorporated several modi cations into the algorithm 9, 10 . This paper provides a consolidated description and a performance analysis of the scheme. The paper is organized as follows.
returning from the destination to the source are called backward RM cells BRMs. When a source receives a BRM, it computes its allowed cell rate ACR using its current ACR, CI and NI ags, and the ER eld of the RM cell 13 .
Basic Concepts
In this section, we introduce the switch model used in the rest of the paper, as well as a description of key goals for the switch algorithm design.
Switch Model
Our switch model is shown in gure 2. Every service class has a separate FIFO output queue which feeds to the output link under the control of a scheduling mechanism. The ERICA algorithm works at the ABR output queuing point. We do not discuss aspects of the scheduling mechanism, except for the fact that it provides the switch algorithm with the knowledge of the available capacity for the ABR service. We assume that there are at most two classes VBR and ABR and ABR has the lowest priority, i.e., it gets the leftover capacity after VBR cells are transmitted. In practice, it is desirable to allow some minimum capacity for processing aggregate ABR tra c when there is contention.
In this paper we do not deal with the case of individual ABR VCs having guaranteed non-zero Minimum Cell Rates MCRs 1 . Techniques for adapting a scheme for MCR are suggested in 17 . Other issues not addressed in this paper include the e ect of complex queueing strategies like per-VC queueing, network segmentation using the Virtual Source Virtual Destination VS VD option 1 , and point-tomultipoint ABR connections. Some of these issues are addressed elsewhere 9, 19 .
In gure 2, observe that the RM cells of a connection enter the switch through one port in the forward direction with the forward data ow and exit through another port in the reverse direction with the reverse data ow. In the ERICA algorithm, we monitor the forward ow for metrics, but give the feedback in the backward RM cells, thus minimizing the latency in delivering feedback to sources. We measure certain characteristics of the ow o v er intervals of time, called switch measurement intervals" or switch averaging intervals." The measured quantities are placed in a table for use in the reverse direction when calculating feedback. The feedback calculation may be performed when a backward RM cell BRM is received in the reverse direction, or may be pre-calculated at the end of the previous averaging interval of the forward direction port for all active sources. The latter option may also be implemented using lazy evaluation and or in the background using a dedicated processor.
One key feature of the ERICA scheme is that it gives at most one feedback value per-source during any averaging interval. As a result, it precludes the switch from giving multiple con icting feedback indications in a single averaging interval using the same control values. Further, since there can be multiple switches on a VC's path, the allocation given to the source is the minimum of all the switch allocations. For performance purposes, it is desirable to have all the switches implement the same switch algorithm 20 , but the tra c management standard 1 does allow switches from multiple vendors to interoperate.
While ERICA gives feedback in the explicit rate eld in the RM cell, it is possible to additionally throttle or moderate the sources by setting the CI and NI bits in the RM cell using policies suggested by several other schemes 4, 17 . Also, in our studies we set the Rate Increase Factor RIF parameter to one allowing maximum increase. Sources switches can choose to bemore conservative and set it to lower values.
Design Goals
In this section, we enumerate the design goals of ERICA in a priority order. The goals describe the desired steady state" operation and the priorities are used for a graceful degradation of the goals under transient conditions. Speci cally, under such conditions, lower priority goals are traded o to achieve higher priority goals. Besides this list of goals, the algorithm also aims at stability and robustness. A mathematical formulation of the rate-based control problem may be found in 21 and references therein.
1. Utilization: Maximize link utilization t: Since the capacity of a link is potentially shared by several classes, and the switch algorithm controls only the ABR class, we translate this goal into one of maximizing the ABR utilization.
The ERICA scheme tracks ABR utilization using a metric called load factor" z, see section 4.1. Roughly, z is the ratio of the ABR input rate and the ABR capacity. The utilization goal of ERICA is then a steady state operating point in the neighborhoodof z = 1 . If the system has no steady state, ERICA gives highest priority for maximizing the average ABR utilization. For the latter case, note that if the aggregate demand is consistently small, maximum utilization cannot be achieved. Further, the utilization metric gives only a partial picture of e ciency. Ideally, an e cient" scheme should also control queuing delays within acceptable limits discussed next.
2. Queuing Delay: As mentioned above, link or ABR utilization is only a partial indicator of e ciency." Speci cally, t or z could be unity, while a huge queue backlog exists at the bottleneck. An important goal is to achieve a target queuing delay at the bottleneck. The combination of the delay and utilization goal is often called congestion avoidance." Figure 3 shows the target throughput-delay behavior of our system. Throughput is used in the gure because it re ects the performance seen by the application layer. We assume an in nite bu er and do not model the e ects of cell losses. The gure shows that for small loads, throughput of the system should increase linearly, while delay is almost constant. The throughput saturates at a point called the knee," while delay increases linearly. When the delay is too large, the throughput is expected to degrade due to timeouts at higher layers and wasteful retransmissions. This point is called the cli ," and is an unstable point we never want the system to reach. Speci cally, we do not want the system to have unbounded queuing delays. Further, the peak queuing delay due to transient load changes should be minimized, and the queues built up drained quickly to reach a target steady state value.
The target steady state operation of the system is at a point between the knee and the cli . In this state, the system has a pocket of queues" which can be useful in keeping a link temporarily utilized when capacity suddenly becomes available. Note that when the system is in a state of high variation, we may never achieve the target queuing delay because the system itself has no steady state. Under these conditions, the aim is to keep the average utilization high, the average queue size small, and prevent queuing delays from becoming unbounded.
3. Fairness: The next priority of ERICA is to allocate rates in a fair manner. One commonly used criterion for describing fairness is the max-min allocation 6 . Intuitively, it calls for maximizing the allocation of the minimum rate source, i.e., to give each contending source a maximum possible equal share" of the bandwidth. In a con guration with n contending sources, where the ith source is allocated a bandwidth x i , the allocation vector fx 1 ; x 2 ; : : : ; x n g is said to be feasible if all link load levels are less than or equal to 100. If we order the elements of the vector in ascending order, then the max-min allocation is de ned as the vector which is lexicographically the largest among the set of vectors. For the proof given in appendix A, we use the notion of the maximum possible equal share, with the feasibility constraint that the load factor z, see section 4.1 is in the neighborhoodof unity. The ATM Forum has also speci ed several fairness de nitions for cases when ABR VCs have non-zero Minimum Cell Rates MCRs 1 .
We believe that fairness is a long-term concept, i.e., if two sources send tra c for a su ciently long time like t w o large le downloads, then their average rates of transfer should be max-min. During system transients, the max-min balance may be disturbed, but the system should converge back to max-min rates if no further transient conditions occur. However, a service class such as ABR whose capacity and demand vary dynamically may always bein a transient state. If the system has only persistent sources, but its capacity varies, fairness can be measured over the long-term using average source rates. However, if the demand uctuates as well, there is currently no known model for quantifying fairness.
The switch algorithm is also designed to meet the following goals which do not assume any priority order:
Stability and Transient Performance: Given that the scheme can reach steady state operation, it should be robust to variations which cause deviations from the steady state. A system which can re-establish its steady state after perturbations is said to be stable. The transient performance of the scheme determines how quickly steady state is re-established.
Robustness: In the case that the system has no steady state e.g., due to persistant variation in capacity and demand, the scheme should be robust, i.e., its essential performance metrics should not degrade to unacceptable levels. For example, the queue length should not be unbounded, or the average utilization should not bevery low if the average demand is not low. In ERICA, the priority of the goals stated above determines which goal is traded o under such stressful conditions. This paper does not address the issues of scheduling, policing, bu er allocation, cell drop policies and interaction with transport layers in this paper. References 9, 15 look at some of these issues in greater detail. 4 The ERICA Algorithm
The ERICA algorithm operates at each output port or link of a switch. The switch periodically monitors the load on each link and determines a load factor z, the ABR capacity, and the number of currently active virtual connections or VCs N. A measurement or averaging" interval is used for this purpose. These quantities are used to calculate the feedback which is indicated in RM cells. Recall from the discussion in section 3.1 that the measurements are made in the forward direction, whereas the feedback is given in the reverse direction. The following sections explain the design of the above algorithm and its parameters, and also address issues of measurement of quantities such as the ABR capacity and input rate. A complete pseudo code of the scheme including all the features described below i s p r o vided in reference 9 .
Load Factor
The load factor is the ratio of the measured input rate at the port to the target ABR capacity. According to equation 3: z ABR Input Rate Target ABR Capacity
In the above formula, the target ABR capacity is a fraction of the total ABR capacity equation 2. We assume total ABR capacity to be the link bandwidth minus the VBR bandwidth usage equation 1.
In the steady state, ERICA aims at keeping the link utilization equal to the ratio of target ABR capacity and total ABR capacity. Under transient conditions, ERICA allocates the di erence between total ABR capacity and target ABR capacity for draining the queues built up.
The load factor z also referred to as overload factor" or overload" is an indicator of the congestion level of the link. High values are undesirable because they indicate congestion; so are low v alues which indicate link underutilization. In the steady state, the bottleneck operates in the neighborhoodof a load factor of unity z = 1.
Achieving Max-Min Fairness
The ERICA algorithm calculates two quantities which are used to achieve max-min fairness. The rst quantity is called VCShare," which is calculated either at the end of an averaging interval and stored in a table, or calculated when a backward RM cell is processed to insert feedback. Equation 7 computes VCShare as: C C R V C z CCR is the estimate of the source current cell rate. CCR may be read from the forward RM cells of the VC, or measured independently by the switch. Either way, the CCR value is stored in a table and used for this calculation. As shown in appendix A, this term helps the system converge to the neighborhood of z = 1 utilization goal within Olog N cycles from any initial state. Note that a symmetric system feedback delays identical, and unconstrained sources converges to such a state neighborhood of z = 1 in a single cycle.
However, allocating sources their VCShare" alone does not achieve max-min fairness. For example, when z equals unity, assigning VCShare will not change the system state even if it is unfair. A mechanism is required to equalize the rate allocations, while ensuring that the bottleneck load factor returns to the neighborhood of unity.
One possible mechanism is to calculate the maximum of the VCShare values and assign this maximum value to all sources. When the rates CCRs are equalized in this manner, subsequent VCShare values will be identical and the load factor will quickly converge to the neighborhood of unity within Olog N cycles see appendix A. One disadvantage of this mechanism is that it causes sharp load changes and extended periods of overload, which w ould result in undesirably large transient queuing delays. Hence, the ERICA algorithm uses a moderated version of this equalizing mechanism. We introduce a second term called Fairshare," which guarantees a minimum fairness" to contending sources. Fairshare is computed at the end of an averaging interval as in eqution 4:
FairShare Target ABR Capacity NumberofActive VCs
Intuitively, Fairshare is the minimum share which every active source deserves. ERICA allows any source sending at a rate below the FairShare to rise to FairShare at every feedback opportunity.
Observe that if all sources converged to Fairshare, then the system is fair, and has a load factor of unity. ERICA moderates the load increase by not allowing a source currently sending below Fairshare to send more than Fairshare in the next cycle equation 11. This policy restricts the change in load especially from small values and allows the bottleneck one more cycle to stabilize its load. These features and mechanisms VCShare, rate equalization, at least Fairshare, at most Fairshare if CCR low are incorporated as steps in the ERICA algorithm as presented in equations 7 through 11.
The variables MaxAllocCurrent and MaxAllocPrevious are used to nd the maximum allocation in one interval and to use this value in calculating the allocation in the subsequent i n terval equations 5, 6, 9, 10, . The parameter is used for the equalization of allocations equation 9 when the load factor is in the neighborhood of unity. It is set to a small value 0.05 to 0.1, because large values would result in extended periods of overload. The allocation written in the RM cell is the minimum of the calculated ER value, the value already in the cell possibly written by other switches, and the target ABR capacity equation 12.
As we mentioned earlier, ERICA gives at most one new feedback peraveraging interval. So the above feedback calculations could bedone at the end of the averaging interval possibly in the background to speed up the RM cell processing. Also recall from section 3.1 that the CCR value used is read from the forward RM cells or measured and stored in the table for the calculations, as are the results of the computations. The feedback is inserted in the backward RM cells.
The description given so far is the core of the ERICA algorithm. Appendix A outlines a proof of convergence to max-min allocation. The proof uses the core algorithm, a single bottleneck, in nite sources, di erent round-trip times RTTs, and switch averaging intervals at least as large as the maximum RTT of any VC through it i.e. reliable measurement.
Queue Control
In section 4.1 we noted that the Target ABR Capacity is a fraction of the Total ABR Capacity. More generally, this fraction is a function of the queuing delay, fQ, i.e., Target ABR Capacity = fQ Total ABR Capacity.
The function fQ, called the queue control function" allows only a selected fraction of the available capacity to be allocated to the sources. The remaining capacity is used to drain the current queue. The original ERICA philosophy was that correct rate assignments depend more upon the aggregate input rate, rather than the queue length. However, three facts about queuing delays make them important t o consider in feedback calculation: a non-zero steady state queues imply 100 utilization, b a system with very long queues is not operating e ciently, and, c a service providing controlled queuing delay may help scalably support applications with delay requirements e.g., variable quality video.
A simple queue control function is the constant function, i.e., a xed parameter. We had used this function called Target Utilization U" for the OSU scheme 8 , and earlier versions of ERICA. We had found this function adequate in representative LAN small round trip, and low error variance WAN large round trip cases. The drawbacks of the constant function are as follows: it restricts the system utilization to a maximum of U in the steady state; the system cannot achieve a queuing delay target; and it does not provide compensation when measurement and feedback are a ected by errors.
The alternative is to have fQ vary depending upon the queuing delay. A numberof such functions can be designed. One such function is the following also see gure 4: fQ = a Q0 a , 1 Q + Q0 fo r Q Q 0
fQ is a numberbetween 1 and 0 in the range Q0 to in nity, and between b and 1 in the range 0 to Q0. Both curves intersect at Q0, where the value is 1. Observe that these are rectangular hyperbolic functions which assume a value 1 at Q0. This function is lower bounded by the queue drain limit factor QDLF : fQ = M a x QDLF; a Q0 a , 1 q + Q0 for q Q0
To emphasize the fact that we aim to control the queuing delay and to maintain parameter uniformity for di erent link speeds and varying ABR capacities, we use a parameter T0 target queuing delay which is converted into the target queue length Q0 parameter before performing the calculation given above. Thus, the function fQ has four parameters: T0, QDLF, a and b. We c hose this function because it has fewer points of discontinuity, smaller number of parameters required and is not too complicated to calculate. Threshold-based or hysteresis-based linear or constant functions are also possible. However, they require a large set of parameters which need to be re-tuned for di erent link speeds and distances.
The properties of our function fQ are as follows. It assumes a value of 1 at the desired steady state utilization = 100, queuing delay = T0. For delays smaller than T0, the hyperbola controlled by parameter b called b-hyperbola is used to allow queues to accumulate till the target value. If the pocket of queues" goal is not desired e.g., in environments with high load capacity variance, the b-hyperbola is not necessary, leaving us with just three parameters. This is the setting b = 1 used in our simulation results. The parameter T0 speci es the target queuing delay, and also a ects how quickly excess queues are drained. A larger T0 results in slower allocation of drain capacity. Hence T0 can be set to small values if the primary goal is to quickly drain excess queues.
The a-hyperbola, in conjuction with T0, determines how much drain capacity" is used for draining out the queues built up. More drain capacity is allocated when the queue lengths are larger, up to a maximum of 1 , QDLF. An important use of the queue control function is to compensate for measurement and feedback errors caused by system load capacity source activity variation. The parameter QDLF de nes the tolerance limit of the system to such v ariation. If variation is large, other techniques like the use of larger averaging intervals, and long-term averaging of metrics see section 4.4 must becombined with queue control for ensuring robustness and e ective control of the system. The queue control parameter choices are further described in section 5.1. Another alternative in this case which we don't explore further is to set the CI and NI bits if the queue lengths grow unacceptably high.
Robustness Issues
The performance of the ERICA algorithm depends signi cantly upon the way measurements are done and its parameters chosen. In this section, we discuss measurement aspects and describe scheme features that reduce errors in measurement. These features have been designed with scalability and high variance conditions in mind. Some of these features e.g., averaging of metrics need not be implemented in LANs or in WAN switch ports which do not support a large numberof sources and or do not exhibit a high variation in ABR capacity.
Switch Averaging Intervals
The ERICA algorithm measures certain quantities during consecutive a v eraging intervals. The question which immediately arises is how long each interval should be. Ideally, the interval length should beat least the maximum of the following: the longest round trip time and the time required to see at least one RM cell of every active source. This is the assumption used in the proof described in appendix A. While this assumption is reasonable for LANs where the round trips are short, it requires long intervals in WANs and satellite networks. Since ERICA gives only one feedback per averaging interval, links could experience long periods of underutilization due to lack of new feedback. The performance can beenhanced using shorter averaging intervals which could temporarily reallocate available capacity to nearby sources keeping the link utilization high, and then converge to max-min fairness when the long RTT sources respond. The drawback for shorter intervals is the possibility of variation errors in measurement.
Intervals can be of xed length or of variable length triggered when a xed number of cells are received, M. The variable length intervals require special care to be taken when quantities like load factor or capacity ratios are averaged over multiple intervals 22 . As a rule of thumb, the interval length should beset such that it is possible to see at least one cell preferably one RM cell of every source during the interval, assuming that the minimum rate of any source does not fall below some low threshold. In addition, the interval must be long enough to smooth out high frequency oscillations in load and capacity. For example, the switch interval for a WAN satellite switch port at OC-3 rates RTTs in the range of tens hundreds of milliseconds can be xed at about 5 milliseconds which lters high frequency oscillations, and can allow identi cation of about 1500 sources each sending at a rate of 100 kbps.
Reliable Counting of Numberof Active VCs
The ERICA algorithm requires that the number of active V Cs be measured accurately. This is because it allocates every active V C at least Fairshare, i.e., target ABR capacity N. Underestimation of N results in overallocation of rates. The ERICA algorithm can partially compensate for such errors through the queue control mechanism which reduces the target ABR capacity. But, the queue control mechanism is limited by its parameters notably QDLF and hence cannot compensate for gross underestimation of rates. We describe a couple of techniques to reduce the error in estimating N.
The rst technique, called bidirectional counting," counts a VC as active if either a cell of the VC is seen in the forward direction, or a BRM is seen in the reverse direction. This technique is useful when tra c is bursty. Speci cally, a VC can now becounted as active even when a BRM cell is seen in the reverse direction and no cells are seen in the forward direction e.g., TCP tra c during startup.
Another technique to overcome the problem of underestimating the number of active VCs is to use exponential averaging to decay the activity level of a VC by a DecayFactor in each successive interval a V C is not seen. I f a V C is seen during an interval, its activity level is reset to one and not decayed. The DecayFactor parameter ranges from 0 to 1 dictates a tradeo : how soon is an idle VC considered inactive v ersus how m uch is N underestimated. Since the latter concern dominates when small intervals are used, a large fraction such as 0.9 is a reasonable choice in this case. Alternatively, the averaging interval could be set to be su ciently long trading o response time and these techniques avoided altogether.
Load Capacity Averaging and Boundary Cases
When the averaging interval is short, there may be cases when no input cells are seen during an interval, or ABR capacity changes suddenly. This results in a large variation in quantities used by ERICA capacity and load factor, and consequently to highly varying and or erroneous feedback. For robustness, these quantities should be averaged. An exponential averaging method is used for this purpose:
Averaged ABR Capacity = Measured ABR Capacity + 1 , Averaged ABR Capacity.
The load input cells sec is also averaged this way, using the same parameter, . The choice of the parameter is described in section 5.1. The load factor is then calculated as the ratio of the averaged load and the target ABR capacity derived from the averaged ABR capacity. The exponential averaging technique can be implemented as described above given that the measurements load and capacity are done over xed length averaging intervals.
For variable length averaging intervals, a minor variant of this technique is required. The reason is that ratios where the numerator and denominator both vary e.g., load = number of cells input measurement interval length cannot beaveraged using simple arithmetic means or exponential averaging 22, 9 .
Observe that the averaged load factor thus calculated is never zero or in nity unless the input rate or ABR capacity are always zero. The technique can beextended to optionally average other rate" quantities measured at the switch. An example is the measurement and averaging of per-VC CCR at the switch instead of reading from the the RM cell.
Finally, we have boundary conditions to cover certain extreme cases. First, the estimated numberof active VCs should never beless than one set to one otherwise. Second, when capacity is measured as zero, the feedback calculated is zero. Third, when input load is zero, the allocation is equal to the Fairshare.
Performance Evaluation of ERICA
In this section, we present simulations to verify the performance of ERICA under stressful conditions not considered by the analytical method used in the proof see appendix A. All our simulations use the core ERICA algorithm see section 4.2, the queue control mechanism and the measurement and averaging techniques described above.
Parameter Choices
The ERICA algorithm was designed to minimize the number of parameters to be chosen by the network administrator. The key parameters are the max-min fairness parameter , the length of the switch averaging interval, the queue control parameters T 0, a, b, QDLF and the metric averaging parameters if any.
The purpose and e ect of the max-min fairness parameter, , is described in section 4.2 and in appendix A. Brie y, determines the range of load factor values when the rate allocations are equalized to achieve max-min fairness. The algorithm reaches a steady state where its load factor remains in the range 1; 1 + see appendix A. If is large, the queue control algorithm is strained to keep the steady state queues under control. If is too small, then the algorithm takes longer to converge to max-min fairness. We therefore recommend a range 0.05, 0.1 for . Our simulations use the value 0:1.
The choice of the switch averaging interval involves a tradeo between accuracy and reliability of measurement longer intervals versus the speed of response shorter intervals. In addition, the choice of xed length switch i n tervals over variable length intervals simpli es long term averaging for measured quantities. For switches in LAN environments low ABR variation, small RTT and numberof VCs, we recommend intervals of 1 to 5 ms no long-term averaging required, and for WAN backbone environments high ABR variation, large RTT and numberof VCs, xed-intervals of 5 to 20 ms, with long-term averaging of measurements N, capacity and load factor. Our simulations use the value 5ms.
The following discussion of queue control parameters complements the discussion in section 4.3. We classify switch ports into LAN ports and WAN ports based on the length of the link they are connected to. In general, LAN switch ports could avoid implementing a complex queue control function and use a simple target utilization parameter constant function set in the range of, say, 0.8 to 0.95. WAN switch ports could implement the suggested queue control function see section 4.3 since it is likely that ABR load capacity v ariation will be high.
The parameter b is chosen for LAN links to be in the range 1; 1:05 . This setting aims for a steady state target queuing delay. For WAN links, robustness assumes priority o v er steady state queuing delays and we recommend setting the parameter b to one. This setting avoids implementing the b-hyperbola as well as avoids oscillatory behavior due to uctuation of queues in the steady state. For the parameters a and QDLF, we have found the parameter settings a = 1 : 15 and QDLF = 0 : 5 to besuccessful for a wide range of con gurations 9 . Smaller values of a and larger values of QDLF reduce the capability of the scheme to respond to sudden queue increases. On the other hand, larger values of a and smaller values of QDLF result in the scheme being oversensitive t o c hanges in queue behavior. The parameter T0 determines when the scheme starts allocating capacity to drain queues, and subsequently a ects how quickly such drain capacity is allocated. In general, a large value for T0 is undesirable both for LANs and WANs. On the other hand, a value of T0 v ery close to zero results in increased sensitivity t o c hanges in queues and oscillations in rate allocations. A value of T0 in the range 0:5ms; 2ms allows target queuing delays to bein the order of the end-to-end propogation delays for LANs, and provides quick allocation of drain capacity to clear out transient queues for WANs. The queue control parameter settings used in our simulations are a = 1.15, b = 1, T0 = 1.5 ms, QDLF = 0.5.
Since our simulations involve WAN links, we use the long-term averaging of N, load, capacity and load factor metrics. The parameters for the long-term metric averaging are chosen as follows. The DecayFactor parameter is set to 0.9 to ensure that activity levels do not decay too quickly. The parameter for long-term averaging of capacity and load factor is in uenced by the fact that recent measurements have more weightage than old measurements to allow quick response to recent events. In our simulations, is set to 0.8. CCR values are copied from FRM cells, so the CCR measurement option is not used in our simulations.
In summary, the parameter set used in our simulations is:
Parameter 
Testing Max-Min Fairness
The rst experiment w e perform uses the Generic Fairness Con guration-2 GFC-2, a popular con guration used to test the utilization, queue lengths and fairness of feedback schemes. The con guration see gure 5 has multiple bottlenecks and connections with di erent round-trip times. The simulation results are shown in gure 6.
The following are the expected rate allocations as per the max-min fairness criterion. Note that the link bandwidth is adjusted by 48 53 to get an expected application throughput. Observe that the optimal allocations are achieved in under 400 ms under 4 round trips, and the queues are drained out within 800 ms under 7 round trips. During the transient period, the link utilizations are close to 100 and the queue lengths are controlled to low v alues maximum queue is 30000 cells i.e. 270 ms or 2 round trip times at 50 Mbps bottleneck rate. The steady state utilizations are close to 100 and the queue lengths are kept close to zero. The minimal oscillations in the steady state are due to the small variation in queuing delays. The initial rate assignment of each source for this simulation was picked randomly. For reasonable con dence, we repeated this experiment with other random values which gave similar results.
Testing Robustness: TCP Tra c and VBR Background
For testing the robustness of the scheme, we need a con guration which attacks the weaknesses of the scheme. Speci cally, ERICA heavily depends upon measurement. Variation in load and capacity could lead to measurement and feedback errors resulting in unbounded queues or low a v erage utilization. The TCP and VBR con guration see gure 7 is designed to test this case.
The con guration simulates capacity variation by using a higher priority VBR virtual circuit which carries a multiplex of tra c from fteen long-range dependent sources 9 . The tra c generated by this VC and as a result, the ABR capacity is highly variable as shown in gure 8a. The con guration simulates load variation by using TCP sources carrying in nite ftp tra c. The load variation is caused by the startup dynamics of TCP. The TCP slow start protocol begins with small window sizes, and the amount of data it sends is limited by the window size window-limited rather than a network-assigned rate. As a result, the load o ered by an individual TCP connection is bursty, i.e., it consists of active and idle periods. As the TCP window size grows, the active periods become longer. Assuming no packet losses, eventually the TCP source appears to bethe same as a persistent source and its load is controlled by network-assigned rates rate-limited. The queues build up during the phase when both demand variation as well as capacity v ariation exist in the system. We use 100 sources and synchronize them so that the load phases idle and active periods of multiple sources are concentrated together. The simulation results are shown in gure 8.
Figures 8b, c, and d show A TM level metrics ACR, queue length, and utilization while gures 8e and f show the TCP level metrics congestion window and sender sequence number for three sample sources. The graphs show that ERICA successfully controls the TCP sources once they become ratelimited. As a result, the bu er requirement at the bottleneck is not a linear function of the number of sources. Though the system does not have a steady state VBR tra c is always variable, ERICA controls the maximum and average queues and keeps utilization high consistent with the priorities assigned in section 3.2 for graceful degradation. The congestion window and sender sequence number graphs show that the allocations to contending sources were also fair despite the variation in load and capacity.
Conclusions
In this paper, we have described the design and evaluation of the ERICA switch algorithm for ATM ABR congestion control. As a basis for the design process, we presented a simple switch model and formulated design goals. The key design goals are max-min fair steady state operation with controlled queueing delays, stability, and robustness to variation in ABR load and capacity. We then presented the ERICA algorithm, showing how the goals and simplicity determine every step in the algorithm.
The scheme entails that the switches periodically monitor their load on each link and determine a load factor, the available capacity, the queue length, and the number of currently active virtual channels. This information is used to calculate a fair and e cient allocation of the available bandwidth to all contending sources. The measurement aspects which determine the robustness of the algorithm are treated in depth. An analytical proof of convergence to steady state max-min fairness is given in appendix A. In addition, we present simulation results illustrating how the scheme meets the desired goals such as goodsteady state performance high utilization, controlled queuing delay, max-min fairness, quick convergence from network transients, and robustness to load capacity v ariation.
The ERICA scheme has considerably in uenced the design of contemporary switch schemes. Notably, the ATM Forum tra c management speci cation 4. 
A Proof of Convergence to Max-Min Fairness
In this appendix we give an analytical proof for the convergence of a single bottleneck node implementing ERICA towards max-min fair rate allocations. We make the following assumptions about the system: Single bottleneck node Use of the core" ERICA algorithm de ned in section 4.2 with two exceptions:
1. We ignore the e ect of the queue control function.
2. We ignore the moderation step equation 11:
IF ER Fairshare AND CCR Fairshare THEN ER = F airshare Sources are persistent always have data to send, though some not all might be sourcebottlenecked at low rates
Heterogeneous round-trip times
Switch averaging interval is at least the maximum of a the largest RTT of any VC though the bottleneck, and b the time required to see at least one RM cell of every active source inter-RM cell time. Basically, we assume that measurements are reliable since they are made over su ciently long time scales.
A cycle" is equal to a switch averaging interval as de ned above.
Load factor z 0 and ER Link Rate Source-bottleneck behavior if any does not change during the convergence period.
Notation:
Rate of source i in cycle j CCR is Ri; j MaxAllocPrevious in cycle j is M a x i R i; j
The ER for source i in cycle j is the same as the rate of source i in cycle j + 1 , i.e., Ri; j + 1 z j = o v erload factor measured in jth cycle and used in j + 1 t h cycle.
C: Target ABR capacity of the bottleneck.
B: Sum of the rates of bottlenecked sources, also equal to b C, b 1 N: Number of active sources
De nition: A source is said to besatis ed at a given rate if it is bottlenecked elsewhere and cannot utilize higher rate allocations.
To prove: that for the system described above, the ERICA algorithm causes it to converge towards max min operation in at most OlogN numberof cycles.
Proof:
The proof methodology used here was proposed in reference 11 . We rst prove a set of safety closure properties which show that the system remains within a closed state space, S. Then we prove a set of convergence properties which show that the system reaches and remains in a target state space, T.
We split the state space based upon the initial value of the overload factor, z i. Closure Properties: Lemma 0: Given that the maximum rate C of any VC is at most the target link rate, the overload factor lies between 0 and N, where N i s t h e n umberof VCs set up assumed active. This is proved trivially given the system assumptions enumerated earlier.
2
Convergence Properties: Lemma 1: ERICA takes one cycle to satisfy sources bottlenecked at rates below equal Fairshare C N. Proof: In every cycle, ERICA allocates at least Fairshare = fs" = C N to every source. If there exist sources which are bottlenecked such that they cannot utilize rate allocations above fs, the system satis es such sources in one cycle. This rst cycle is called initialization cycle" in what follows. 2
Note 1: During convergence, there is at most one initialization cycle for any con guration.
Note 2: After the VCs below fs are satis ed, the unused capacity if any will be re ected in the value of the overload factor, z which is the ratio of the total load and the target capacity.
Note 3: The following lemmas assume that the initialization cycle is completed, and that there is at least one greedy" or unconstrained" source going through each bottleneck which can utilize any bandwidth allocated to it.
Lemma 2: If a switch is underloaded, i.e., z 1, then in OlogN cycles, either the system converges to the target state space, T, or the load factor increases to reach a v alue greater than unity.
During underload z 1, ERICA uses the following formula to allocate rates: ER = MaxMaxAllocPrevious, C C R = z .
Recall that ER = Ri; j, MaxAllocPrevious = M a x i R i; j , 1, and C C R = z=R i; j , 1=z j,1
Hence, the ERICA formula can berephrased as:
Ri; j = M a x M a x i R i; j , 1; Ri; j , 1=z j,1
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Note that MaxAllocPrevious M a x i R i; j , 1 is at least C=N equal to the maximum of the allocations in the previous cycle and C C R = zis greater than C C R .As a result, the allocation of every unsatis ed source increases.
If all sources are greedy and and initially equal, the new load factor is unity, with all sources equal. In this case the target T is achieved in a single cycle.
In the case that source rate allocations are unequal and or some sources are satis ed, the behavior of the system is di erent. Satis ed sources stay constant and the overload factor increases in the next cycle. If all sources are greedy, they get a rate of C N in the rst cycle. As a result, the new load factor is at least load capacity = N C=N=C = 1 . In this case, the load factor becomes greater than unity in a single cycle.
We now show that even if the above special conditions do not hold, the load factor becomes greater than unity in Olog N cycles. Assume that some sources at bottlenecked at rates below C=N,and the sum of their rates is B. The remaining sources get at least the maximum allocation of the previous cycle, i.e. M a x i R i; j , 1. Starting from an initial load factor of z 0 , the system increases its load factor in every cycle. Assume that, in the j ,1 th cycle the overload factor, z j,1 is less than 1=1+ , Observe that the right hand side of the above inequality is the target max-min rate allocation, which means that z j becomes greater than unity i n one cycle when any one of the rates Ri; j,1 is greater than the nal max-min allocation. Note that this assumes that the moderation step see list of assumptions has been ignored.
2
Lemma 3: If a switch is overloaded, i.e., z 1, then the switch remains overloaded i.e. z 1, and converges within OlogN cycles to the desired operating region, T.
Proof: We split the proof into three parts: Part A: We rst prove that the system remains in the region z 1.
With the system starting at z j,1 1, we show that the minimum value of the new load factor after a cycle, z j ; is greater than or equal to unity.
The ERICA code segment used for this proof is: IF z 1 + E R=M a x MaxAllocPrevious,C C R = z ELSE E R=M a x C=N ;C C R = z W e argue that the ER value obtained by the assignment statement E R=M a x MaxAllocPrevious,C C R = z does not reduce the load factor below its current v alue. Recall that MaxAllocPrevious = M a x i R i; j,1 and C C R = z=R i; j , 1=z. Now, since z 1; MaxAllocPrevious C C R = z .As a result, this term is not going to reduce z. Therefore, we simply deal with the second assignment statement in the ERICA code segment above, i.e., E R=M a x C=N ;C C R = z .
Split the set of sources into two categories:
1. Sources bottlenecked at rates equal to or below C=N,which have a total rate of b C;b0. If the system is already in region 1 z 1 + , the proof is trivial. Else, let the initial load factor bez 0 and the current load factor bez j . Let B = b C bethe sum of bottlenecked rates at or below C N. The remaining rates Ri; j C=N,and z k 1 + ; 8 k j . A technique similar to the one shown in lemma 2 can be used to prove that j = OlogN, i.e., the system reaches the operating region 1 z 1 + in Olog N cycles. 2 Part C: The contending sources get an equal rate allocation in the region 1 z 1 +
The ERICA allocation in this region in the j + 1 th cycle is: MaxMaxAllocPrevious, C C R = z i.e. M a x M a x i R i; j; Ri; j=z j Since z j 1; Ri; j=z j M a x i R i; j; and the ERICA allocation is simply M a x i R i; j for all sources. In other words, the rate allocations to all sources in this region are equal.
Note 1: Observe that if Ri; j s w ere already equal, the load factor would be unchanged in subsequent cycles, i.e., the system would remain at 1 z 1 + , and rates of contending sources Ri; j are equalized, leading to max-min fair allocations. That is, the system has reached the state, T, and stays in this state until new input changes occur.
If the rates Ri; j are not equal before this equalization cycle", the new load factor can be greater than 1 + . As proved in part B, the system requires at most Olog N cycles to converge to the state where 1 z 1 + . However note that at every cycle of this aforementioned convergence process, all rate allocations remain equal since they are scaled by the same factor z. This implies that the system has reached a state where 1 z 1 + AND all rate allocations of unconstrained sources are equal.
But this state is the same as the target state space, T.
Theorem 1: From an arbitrary initial state, the ERICA algorithm brings the system to the target operating region T within Olog N cycles.
An arbitrary initial state can be characterized by a v alue of the load factor z between 0 and N closure, lemma 0. If z 1, we have shown in lemma 2 that the system reaches a state where z 1 within Olog N cycles. Once z 1, we have shown that the load factor does not reduce below unity lemma 3, part A. Further, the system moves to the region 1 z 1 + within Olog N cycles lemma 3, part B and the rates are equalized in a single in this region lemma 3, part C. The system may now remain stable in the region 1 z 1 + , with equal rates i.e. max-min fair allocations, or move out of the region and converge back and remain in this region in Olog N cycles with the rates being equal at every cycle during this convergence process lemma 3, part C, note 1. This nal region of stability is in fact the target state space, T, i.e., 1 z 1 + , and allocations are max-min fair. The maximum numberof cycles to converge to T from an arbitrary initial state is Olog N. 
