INTRODUCTION
Societies in today's world experience huge volume of transactions, all taking place at an extremely high speed. This makes tracking the direction of the overall economy almost inestimable. Still, to understand the economy as a whole, economists have been diligently working to invent methods that could allow us to understand the characteristics of an economy and gauge the economic position of a country. Although these methods are far from perfect, they are nevertheless helpful in developing an understanding of the functionality of an economy and help the economists in anticipating in advance the events that have previously occurred when the economy behaves in a certain manner. To facilitate these methods focused on obtaining realistic models of the economy, economists use variables called economic indicators. Economic indicators are tools developed by economists to measure economic performance and also predict future performance of an economy. Although other sound metrics have been suggested by various studies, such as Index of Sustainable Economic Welfare (ISEW) by Stockhammer & Hochreiter (1997) or Genuine Progress Indicator (GPI) by Cobb, Halstead & Rowe (1995) , Gross Domestic Product (GDP) remains the most important metric used when trying to gauge the performance of an economy. Broadly, GDP is defined as the total dollar value of all the finished goods and services produced within a country's territory during a predefined time period. Using GDP as a measure of a nation's economic health makes sense because it is essentially a measure of how much buying power a nation has over a given time period. GDP is also used as an indicator of a nation's overall standard of living because, generally, a nation's standard of living increases as GDP increases. A tool used by the Federal Reserve Bank (FRB) to manipulate the direction of the economy is the discount rate, which is the rate at which banks can borrow from FRB. When discount rate offered by Federal Reserve is low, the banks are able to borrow at a low cost from FRB, allowing them to give out loans in the market a cheaper rate, engendering the borrowers to take loans and boost economic activity in the market. The opposite effect is observed when discount rate is high. BE Hansen and Ananth Seshadri (2013) observe countercyclical relationship between productivity and discount rate in the short-run and surmised that these benefits are offset in the long-run. Consumer Price Index (CPI) is another economic indicator widely used today as a measure of inflation rate in the economy. CPI is obtained using a basket of goods. The price of this basket is determined and is then compared with the price of the basket of goods for a pre-determined base year. Mundell (1963) focused on inflation and how it can drive the real interest rate in the market. This seminal work in theory of inflation paved way for developing models that revealed relationships between cost of borrowing in the market and inflation rate, which is also related to discount rate offered by FRB (RH Gordon 1982) . Federal Reserve Bank uses discount rate as a tool to fight the unwanted growth of inflation and to stymie the cost of borrowing in the markets.
All of this suggests that there must exist a relationship between different macroeconomic variables that represent the economy. Through this paper, an attempt has been made to quantify the underlying relationships between the leading macroeconomic indicators. More clearly, an effort has been made in this paper to assess the cointegrating relationships and examine the error correction behavior revealed by macroeconomic variables using econometric techniques that were initially developed by Engle and Granger (1987) , and further explored by various succeeding papers, with the latest being Tu and Yi (2017) . The question that is first asked and then answered is that what is the extent of inter-dependence within the economy. If we can arrive at an accurate estimation of this relationship, we can devise relevant policies that take into account the extended ramifications a policy might have, which would help in formulating more informed policies and facilitate long-term growth. To analyze this, vector-error correction model is designed using four macroeconomic variables, with three co-integrating relationships and 2 lagged vectors for the examination of relevant relationships. Gross Domestic Product, Discount Rate, Consumer Price Index and population of U.S are representatives of the economy that have been used in this study to analyze the relationships between these economic indicators and understand how an adverse change in one of these variables might have ramifications on the others. This is performed to corroborate the belief that a policy maker with specified intentions cannot ignore the spillover effects caused by implementation of a certain policy. Gross Domestic Product has been taken in real terms, and is measured in terms of chaineddollars, which is a method of adjusting real dollar amounts for inflation over time, so as to allow just comparison of figures from different years. Discount Rate, which in U.S is the interest rate charged to commercial banks and other depository institutions when they borrow from Federal Reserve, has been empirically known to have tremendous impact on the economy. Consumer Price Index is formed by dividing the costs of a pre-specified market basket in a given year by cost of the same market basket in a base year. This permits the assessment of increase in prices compared to the base year of the same goods and services, for which we use the term "inflation". CPI is a widely used statistic for gauging inflation or deflation and has been proven quite powerful in doing so. Population of United States today is thrice of what it was a century ago. As the number of mouths that are needed to be fed increase, a surge in population also provides more people who can participate in various economic activities, thus, supporting the overall economic output produced. Hence, taking the number of people living in a country into consideration is deemed important because the size of a nation greatly impacts the direction in which the economy is heading.
II. DATA
The data for these variables were used to perform some explanatory data analysis so that better understanding of these metrics could be made possible. The table below provides the summary statistics for the data used for this study - Graphical Analysis
The graphs above confirm that the long run variables are non-stationary as they do not reveal mean-reversion. Thus, first difference of these variables was taken. After taking the difference, if the variables reveal mean reversion and pass the unit root test, then the level variables can be said to be I(1) and the differenced variables can be deemed I(0). This can be confirmed by observing the graphs presented above. Also, Table 3 statistically corroborates the claim that the above variables are I(1).
Engle-Granger Cointegration Test
For identification of cointegrating relationships, first Engle-Granger two-step method (1978) was following to check whether at least one relationship can be identified. Afterwards, the Johansen cointegration test was pursued to identify co-integrating systems based on vector autoregression (VAR) so that more than one cointegrating relationships can be identified.
The results of Engle-Granger two-step method have been provided below to prove that there exists at least one cointegrating relationship. If this technique provides stationary residuals, in that case, the variables can be considered adequate for Error Correction Modeling and a VECM can be developed using these macroeconomic indicators. Table 3 Engle-Granger two-step Method OLS results =============================================== Dependent variable: gdp
.000*** (10.000) cpi 27.000*** (1.800) us_pop 0.050*** (0.003) Constant -6,232.000*** (415.000) The above summary output proves that a linear combination exists for the selected nonstationary variables such that when this combination is applied to these set of variables, the series taken together are stationary and hence, said to be co-integrated. This relationship can be used in our VECM model to define the error correction part and to gauge how quickly the variables return back to the steady-state or equilibrium.
In the next section, the functional form for the vector error correction model will be defined along with execution of Johansen cointegration test.
III. EMPIRICAL METHODOLOGY
In this section, the functional form selected for this study will be explained. As mentioned before, Johansen's procedure for Vector Error Correction Models was used for this study. The key advantages of using this approach is that it can take numerous co-integrating relationships into consideration, all variables are treated as endogenous and testing for long-run parameters can be executed. The model that was considered for this study, in its generalized form, looks like the following - To determine the number of long-run relationships, Johansen's testing sequence (1990) was used, which says that if r is the rank of Π, 1 < r < g, where g represents full rank. For this model, r was identified to be 3. To select the appropriate lag length for short-run variables, multivariate version of BIC was used, which can be defined as:
with k being the number of regressors
The adequate lag length determined via this approach was 2. Moreover, macroeconomic variables tend to reveal seasonal patterns. For example, GDP almost always increases in the 4 th quarter at a higher rate than any of the other quarters. Hence, dummy variables were also introduced to capture seasonality.
In the next section, results using this approach are presented. Regression output, model performance results, Impulse Response Functions and Variance Decomposition Matrices will facilitate interpretation of the results and provide a better understanding of the underlying dynamics of the Vector Error Correction Model.
IV.

RESULTS
As the number of macroeconomic variables selected for this study were four, ultimately, four regression equations were estimated from the vector error correction model with each first differenced macroeconomic variable acting as the dependent variable in the system of equations. Johansen's method is powerful in the sense that it treats all the variables symmetrically, allowing all of them to be dependent variables simultaneously. This permits revelation of inter-dependent relationships that might not be easily extrapolated by classical linear regression techniques. In the output above, all macroeconomic variables are treated as dependent variables. Const represents the intercept and exo1, exo2 and exo3 are long-run co-integration relationships revealed in Table 7 . Results for each of these different dependent variables have been posted below - In Table 8 , with short-run GDP as the dependent variable, the first and second lags of short-run GDP are statistically significant at 0.1% significance level, along with 2 nd lag of CPI revealing correlation with GDP. Furthermore, exo1 is statistically significant at 10% significance level. R 2 is 0.257. In Table 9 , with short-run discount rate as the dependent variable, the first lags of GDP and discount rate are statistically significant at 0.1% significance level. First lag of CPI is significant @ 1% significance level. All the long-run co-integrating relationships are significant @ 10% significance level. R 2 is 0.317. In Table 10 , with short-run CPI as the dependent variable, the first and second lags of CPI are statistically significant @ 0.1% significance level and 5% significance level respectively. Intercept is significant @ 1% significance level. All the long-run co-integrating relationships are significant @ 0.1% significance level. R 2 is 0.417. In Table 11 , with short-run U.S population as the dependent variable, the first and second lags of population are statistically significant @ 0.1% significance level. The intercept, along with all the seasonal dummies are also statistically significant @ 0.1% significance level. R 2 is 0.724.
Model Performance
For the four regression tables provided above with the summary of the outputs, we need to assess the performance of the model in order to examine how well the model is performing and whether we can improve the process or not. For measuring model performance, Root Mean Square Error Loss and Mean Absolute Percentage Error were calculated, which are based on the concept of measuring deviation of the predicted values of the output variable from the actual values. The following formulae were used - Q3 2015  321620  326276  Q4 2015  322268  326906  Q1 2016  322793  327434  Q2 2016  323326  327973  Q3 2016  323962  328605  Q4 2016  324593  329235  Q1 2017  325108  329762   Table 13 compares the actual values and the predicted values, and via forecast errors, computes R.M.S.E. The above out-of-sample forecasting was performed on time periods Q2 2015 to Q1 2017, providing a total of 8 quarters for forecasting purposes. R.M.S.E of model with short-run GDP as the dependent variable is 464. This suggests that on average, the model will over-predict or under-predict the true value of short-run GDP. On average, predicted short-run discount rate will be 0.44% higher or lower than the actual discount rate. Predicted CPI will be, on average, 9.7 less than or greater than the true value. The same interpretation can be used for short-run U.S population as well, which is in thousands.
The predicted values are obtained using the coefficients provided by the regression results. Although the models are not able to forecast with absolute precision, the rate at which the values vary as we go further ahead in time is in tandem with the rate at which actual values increase.
Impulse Response Functions
To trace out the responsiveness of the variables in the VECM built above and check how quickly each variable would return to its long-term equilibrium, impulse response functions (IRF) can be used. In this technique, a shock is introduced into one of the equations, in the system of equations, via the error term and then we can observe the change in impact of this shock on the other models which are part of the system. This helps in gauging the ramifications of this shock on the different variables in the model and also assists in analyzing the time it takes for the variables to return to steady-state.
Graph 10 Impulse Response -Short-Run GDP
The above graph visually explains the dynamics of different variables when a shock is introduced into the model with short-run GDP as the dependent variable via the error term. This shock is inconsequential for the models with short-run discount rate and CPI as the dependent variables as the coefficients for GDP at different lag lengths are too small to have a significant impact. However, U.S population receives a positive shock at time period 0 and slowly returns to equilibrium. The speed with which the variables return to their equilibrium position is determined by the coefficient of the error correction component.
Graph 11-Impulse Response -Short-run Discount Rate
A shock introduced in the discount rate equation shows a negative correlation with the model which has short-run GDP as the response variable. On the other hand, this exogenous shock shows a positive relation with U.S population as population goes up slowly for some time, before returning back to its equilibrium level. CPI remains unchanged due to small coefficient representation of the discount rate. This impulse response function corroborates the hypothesis that a policy intended to have a particular impact might have some spillover effect, leading to changes that were not conceived earlier. Although decreasing short-run discount rate might increase GDP in the short-run, the above graph implies that it might also decrease U.S population, a policy effect that the government might want to cogitate over before proceeding.
When similar steps were followed for models with short-run CPI and U.S population as the dependent variables, none of the impulse response functions were significantly differently from zero and did not reveal any interesting relationship. Hence, they were not included in the final version of the paper.
Forecast Error Variance Decomposition
Variance decomposition tells us the proportion of change in one variable that can be attributed to other variables over time. It indicates the amount of information each variable contributes to the other variables in the autoregressive model and helps in identification of correlation between the variables at different time periods. In respective of forecasting, Variance decomposition of forecast errors determines how much of the forecast error variance of each of the variables involved can be explained by exogenous variables. The tables below provide the proportionate impact of different variables in determining the forecast error variance for each model for the 8 periods forecasted - The above table provides information about GDP, and informs about the fluctuations in shortrun GDP that can be attributed to different variables. In time period 1, all the changes in GDP are due to its own change, and hence the proportionate change is equal to 1. This is the same as saying that GDP causes a 100% change in its own variance, and is therefore, independent of all the other variables. Furthermore, as we go ahead in time and look at the 8 th period, GDP accounts for 93% fluctuation in its own variance, and short-run discount rate and short-run account for 5.6% and 1.7% of variance in GDP. Therefore, as we move further ahead in time, the variation in GDP becomes increasingly dependent on other involved variables. Variation in forecasted errors for the model with short-run U.S population as the dependent variable seems to be independent of the explanatory variables involved in the model. All the other variables except U.S population together account for only 3% of the variation in U.S population.
V. CONCLUSION
In this paper, an attempt was made to find the relationships between different macroeconomic variables which act as representatives of the economy and an effort was made to gauge their interdependence. Although such a study can be subjective based on the macroeconomic variables selected, the widely accepted economic indicators were used in assessing this relationship. Cointegrating relationships were identified between GDP, discount rate, CPI and U.S population, all of which are important economic indicators, using Engle-Granger cointegration test and Johansen cointegration test. The interdependence of the variables was analysed using a Vector Error Correction Model, with 3 steady-state relationships and short-run variables with a lag length of 2. The 4 models included in the system of equations forecasted values for 8 time periods and then the results were compared using R.M.S.E and M.A.P.E. Furthermore, the forecasts produced by 4 models which were part of the system of equations were extrapolated using IRFs and variance decomposition of forecast errors. This study provides quantifiable proof for significant interdependence of these economic indicators, proving that an economic policy can have more than just the desired effect and all the other relevant macroeconomic variables should also be taken into consideration when formulating an economic policy. Although this study is able to reveal some relationship between different models that were a part of the V.E.C.M, the variance decomposition matrix and impulse response function did not provide significant evidence to confirm the hypothesis. Limited size of the dataset and lack of correlation between the few economic indicators make the study subject to further analysis. Future studies that use more data along with better representatives of the economy can further support this investigation and provide greater insights onto the interdependence of various macroeconomic variables, giving policymakers more information about their interrelation so that more informed economic policies can be formulated in the future.
