This is a the first in a series of two articles devoted to the question of local solvability of doubly characteristic differential operators L, defined, say, in an open set Ω ⊂ R n .
α jk (x)X j X k + lower order terms , where the X j are smooth real vector fields and the α jk are smooth complex coefficients forming a symmetric matrix A(x) := {α jk (x)} j,k . We say that L is essentially dissipative at x 0 , if there is some θ ∈ R such that e iθ L is dissipative at x 0 , in the sense that Re e iθ A(x 0 ) ≥ 0. For a large class of doubly characteristic operators L of this form, our main result implies that a necessary condition for local solvability at x 0 is essential dissipativity of L at x 0 .
By means of Hörmander's classical necessary condition for local solvability, the proof of the main result can be reduced to the following question:
Suppose that Q A and Q B are two real quadratic forms on a finite dimensional symplectic vector space, and let Q C := {Q A , Q B } be given by the Poisson bracket of Q A and Q B . Then Q C is again a quadratic form, and we may ask: When can we find a common zero of Q A and Q B at which Q C does not vanish?
The study of this question occupies most of the paper, and the answers may be of independent interest.
In the second paper of this series, building on joint work with F. Ricci, M. Peloso and others, we shall study local solvability of essential dissipative left-invariant operators of the form (0.1) on Heisenberg groups in a fairly comprehensive way. Various examples exhibiting a kind of exceptional behaviour from previous joint works, e.g., with G. Karadzhov, have shown that there is little hope for a complete characterization of locally solvable operators on Heisenberg groups. However, the "generic" scheme of what rules local solvability of second order operators on Heisenberg groups becomes evident from our work. 1 
Introduction
Consider a linear differential operator of order k with smooth coefficients
on an open subset Ω of R n , where
L is said to be locally solvable at x 0 ∈ Ω, if there exists an open neighborhood U of x 0 such that the equation Lu = f admits a distributional solution u ∈ D ′ (U) for every f ∈ C ∞ 0 (U) (for a slightly more general definition, see [4] ).
Around 1956, Malgrange and Ehrenpreis proved that every constant coefficient operator is locally solvable, and shortly later H. Lewy produced the following example of a nowhere solvable operator on R 3 : Not quite incidentally, Z is a left-invariant operator on a 2-step nilpotent Lie group, the Heisenberg group H 1 . This example gave rise to an intensive study of so-called principal type operators, which eventually led, most notably through the work of Hörmander, Maslov, Egorov, Nirenberg-Trèves and Beals-Fefferman, to a complete solution of the problem of local solvability of such operators (see [4] ).
Let us recall some notation. Denote by p k (x, ξ) := |α|=k c α (x)ξ α the principal symbol of L. We shall consider p k as an invariantly defined function on the reduced cotangent bundle C := T * Ω \ 0 = Ω × (R n \ {0}) of Ω. Let us denotes by π 1 the base projection π 1 : T * Ω → Ω, (x, ξ) → x. T * Ω carries a canonical 1-form, which, in the usual coordinates, is given by α = n j=1 ξ j dx j , so that T * Ω has a canonical symplectic structure, given by the 2-form σ := dα = n j=1 dξ j ∧ dx j .
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In particular, for any smooth real function a on Ω, its corresponding Hamiltonian vector field H a is well-defined, and explicitly given by Let Σ = {p k = 0} ⊂ C denote the characteristic variety of L. L is said to be of principal type, if D ξ p 2 does not vanish on Σ (or, more generally, if for every ζ ∈ Σ there is a real number θ such that d(Re (e iθ p k ))(ζ) and α(ζ) are non-proportional). In 1960, Hörmander proved the following fundamental result on non-existence of solutions (see [3] ): A complete answer to the question of local solvability of principal type operators L was eventually given in terms of the following condition (P) of Nirenberg and Trèves:
(P). The function Im (e iθ p k ) does not take both positive and negative values along a null-bicharacteristic γ θ (t) of Re (e iθ p k ), for any θ ∈ R.
In fact, L of principal type is locally solvable at x 0 if and only if (P) holds over some neighborhood of x 0 . Notice that this is a condition solely on the principal symbol of L.
In this article, we shall consider differential operators L with double characteristics. Let Σ 2 := {(x, ξ) ∈ C : dp k (x, ξ) = 0} .
denote the set of double characteristics of L. By Euler's identity, Σ 2 is contained in the characteristic variety Σ.
In order to formulate our main theorem, we need to introduce some further notation concerning quadratic forms.
If A ∈ Sym (n, K), we shall denote by Q A the associated quadratic form Q A (z) := t zAz, z ∈ K n , on K n . For any non-empty subset M of a K-vector space V, span K M will denote its linear span over K in V.
Assume for a moment that V is a finite dimensional real vector space, endowed with a symplectic form ω. If Q is a complex-valued quadratic form on V, we shall often view it as a symmetric bilinear form on the complexification V C of V, and shall denote by Q(v) the quadratic form Q(v, v). Q and ω then determine a linear endomorphism S of V C by imposing that ω(u, Sv) = Q(u, v).
Then, S ∈ sp(V C , ω), i.e., ω(Sv, w) + ω(v, Sw) = 0.
S is called the Hamilton map of Q. We shall then also write Q = Q S . Clearly, S is real, i.e., S ∈ sp(V, ω), if Q is real.
Recall also that we can associate to any smooth function a on V the Hamiltonian vector field H Let us endow V with the Poisson bracket associated to ω, and denote by Q(V ) the space of all complex symmetric quadratic forms on V. One easily computes that
which proves the well-known fact that Q(V ), {·, ·} ω is a Lie algebra, isomorphic to sp(V C , ω) under the isomorphism Q S → −2S.
Consider now again our differential operator L. If (x, ξ) ∈ Σ 2 , then we denote by Q = Q (x,ξ) := Q D 2 p k (x,ξ) the associated Hessian form on T (x,ξ) C ≃ R 2n , and by S = S (x,ξ) the corresponding Hamilton map, given by σ(u, Sv) = Q(u, v).
Let A, B ∈ Sym (m, R). We say that A, B form a non-dissipative pair, if 0 is the only positive-semidefinite element in span R {A, B}. Notice that this is equivalent to the following statement:
There is no θ ∈ R such that Re e iθ (A + iB) ≥ 0.
Moreover, we put maxrank {A, B} := max{rank F : F ∈ span R {A, B}} minrank {A, B} := min{rank F : F ∈ span R {A, B} , F = 0}.
Notice that minrank {A, B} ≥ 2 for a non-dissipative pair A, B.
We can now state our main result.
, and put H := D 2 p k (x 0 , ξ 0 ) = A + iB, with A, B ∈ Sym (2n, R). Define C ∈ Sym (2n, R) by
and denote by Q H the Hessian form of L at (x 0 , ξ 0 ). Assume that (a) There is no θ ∈ R such that Re (e iθ Q H ) ≥ 0, i.e., A, B form a non-dissipative pair.
(b) The matrices A, B and C are linearly independent over R. [7] . The proof in that article was specific to the class under consideration and could not be extended, so that the proof of Theorem 1.2 is completely different.
(ii) If S = S 1 + iS 2 denotes the Hamilton map associated to L at (x 0 , ξ 0 ), then, in view of (1.2), condition (b) is equivalent to requiring that S 1 , S 2 and the commutator [S 1 , S 2 ] are linearly independent, a mild condition which is satisfied "generically".
(iii) We do not know if the conditions on maxrank {A, B} in (c) are optimal, but various examples of left-invariant differential operators on Heisenberg groups (see, e.g., [5] , [7] ) show that the statement of the theorem is definitely wrong, if maxrank {A, B} ≤ 6. Compare also the counter-examples to Theorem 1.5, on which the proof is based, in Remarks 2.7, 3.6, which also indicate that the condition on the joint kernel of A and B is indispensible. There are surely obstructions of topological respectively geometric nature if the ranks are too small, and the counter-examples that we know so far indicate that a comprehensive answer to the question when the conclusion of the theorem will hold would require a rather tedious case to case study of lower rank situations.
(iv) The main condition in the theorem is condition (a), which, like condition (P), is again a sign condition on the principal symbol of L.
Let us illustrate the theorem for second order operators of the form
where X 1 , . . . , X m are smooth real vector fields and where A(x) := {α jk (x)} j,k ∈ Sym (m, C) is a complex matrix varying smoothly in x. We then write we have
and equality holds here, if A(x) is non-degenerate. Notice also that if A(x 0 ) is nondegenerate and q(x 0 , ξ 0 ) = 0, then J (x 0 ,ξ 0 ) is non-degenerate if and only if Σ 2 is symplectic in a neighborhood of (x 0 , ξ 0 ) (see, e.g. [12] , Proposition 3.1, Ch. VII). Let us assume that J (x,ξ) is non-degenerate. Then we can associate to J (x,ξ) the skew form
which defines a symplectic structure on R m , with associated Poisson structure {·, ·} (x,ξ) . In particular, m = 2d is even. 
is non-degenerate, and the matrices A, B and C := C(x 0 , ξ 0 ) are linearly independent over R, where
(c) A and B satisfy the conditions (c) in Theorem 1.2, only with the canonical symplectic structure σ on R 2n replaced by the symplectic structure
Then L is not locally solvable at x 0 .
Corollary 1.4 shows that a "generic" operator L of the form (1.3) can be locally solvable at x 0 only if there is some θ ∈ R such that Re (e iθ A(x 0 )) ≥ 0, which means that e iθ L is dissipative "at" x 0 . A major task which remains is thus to study local solvability of L under the assumption that A(x) = Re A(x) ≥ 0 for every x ∈ Ω. A stronger condition is the condition
This condition is equivalent to Sjöstrand's cone condition [11] . It implies hypoellipticity with loss of one derivative of the transposed operator t L, for "generic" first order terms in (1.3), and thus local solvability of L at x 0 (see [4] , Ch. 22. 4 , for details and further references).
Since, however, local solvability of L is in general a much weaker condition than hypoellipticity of t L, we are still rather far from understanding what rules local solvability in general, even when the cone-condition is satisfied.
Nevertheless, for the case of homogeneous, left-invariant second order differential operators on the Heisenberg group H n , a rather complete answer had been given in [9] , and in the sequel [6] to the present article, we shall extend these results by dropping the cone condition, thus giving a fairly comprehensive answer for left-invariant operators on Heisenberg groups.
We should like to mention that, even if the cone-condition is satisfied, for instance small perturbations of the coefficients of the first order terms preserving the values at x 0 , may influence local solvability and lead to local solvability in situations where the unperturbed operator is not locally solvable at x 0 (see, e.g., [2] ). Moreover, if, e.g., maxrank {A(x 0 ), B(x 0 )} = 4 or 6, then the conclusion in Theorem 1.2 may not be true (see [5] , [7] ).
All these results indicate that there is rather little hope for a complete characterization of local solvability for doubly characteristic operators in general, but that Theorem 1.2 in combination with the above mentioned results on hypoellipticity give at least rather satisfactory answers in the "generic" case. Theorem 1.2 can be reduced by means of Hörmander's Theorem 1.1 to the following result concerning real quadrics, which may also be of independent interest and which represents the core of this work. Theorem 1.5 Assume that R n = R 2d is endowed with the canonical symplectic form, and let A, B ∈ Sym (n, R), forming a non-dissipative pair. Define Q C := {Q A , Q B } as the Poisson bracket of Q A and Q B , and assume that A, B and C are linearly independent.
Then there exists a point x ∈ R n such that
provided one of the following conditions are satisfied:
(i) minrank {A, B} ≥ 3 and maxrank {A, B} ≥ 17;
(ii) minrank {A, B} = 2, maxrank {A, B} ≥ 9, and the joint radical R A,B := ker A ∩ ker B of Q A and Q B is either trivial, i.e., ker A ∩ ker B = {0}, or a symplectic subspace of R n .
The article is organized as follows. Sections 2 and 3 are devoted to the proof of Theorem 1.5. Notice that this theorem essentially states that the quadratic form Q C := {Q A , Q B } can only vanish on the joint zero set {Q A = 0} ∩ {Q B = 0} of two linearly independent quadratic forms Q A and Q B forming a non-dissipative pair, if C is a linear combination of A and B.
Of course, this can only be true if {Q A = 0}∩{Q B = 0} is sufficiently big, and we shall show in Section 2 that (under these assumptions ) the quadrics {Q A = 0} and {Q B = 0} do in fact intersect tranversally in a variety N of dimension n − 2.
In Section 3.1, we prove some auxiliary results and recall some basic notions and facts on semi-algebraic sets.
The proof of Theorem 1.5 is then given in Sections 3.1 and 3.2. We distinguish between the situation where no stratum of N spans R n (Section 3.1) and the case where at least one stratum spans (Section 3.2). It is interesting to notice that the condition that Q C be the Poisson bracket of Q A and Q B is only needed in the first case (see Theorems 3.5 and 3.12) . We also present a number of examples in order to demonstrate that the conditions in the main Theorem 3.5 of Section 3.1 are essentially necessary. Section 4 finally contains the proof of Theorem 1.2 and Corollary 1.4. The main idea is to find a simply characteristic point in the vicinity of a given doubly-characteristic point at which Hörmander's condition is satisfied. Moreover, we give various applications of this theorem to left-invariant differential operators on 2-step nilpotent Lie groups (compare Corollary 4.1 for general 2-step nilpotent Lie groups, and Corollary 4.2 for the particular case of the Heisenberg group). We also indicate that Corollary 1.4 has applications to higher step situations too, for instance on r-step nilpotent Lie groups. 
(ii) There is some positive definite matrix Q > 0 such that
(iii) There is a matrix T ∈ GL (n, R) such that
Proof. (i) ⇒ (ii). Let V = Sym (n, R), and let P ⊂ V denote the closed cone of positive semidefinite matrices in V. Put K := {E ∈ P : tr E = 1}. Notice that E ∈ P has vanishing trace if and only if E = 0. Therefore, P \ {0} = t>0 tK. If W := span R M, then K and W are convex subsets of V, which are disjoint, by (i). Moreover, K is compact and W is closed. By Hahn-Banach's theorem (see, e.g. [10] , Theorem 3.4 (b)), there exists a linear functional µ ∈ V * and γ ∈ R, such that
Since W is a linear space, this implies µ|
Rotating coordinates, if necessary, we may assume that P is diagonal, say P = diag(λ j ). But then clearly λ j > 0, j = 1, . . . , n, hence P > 0. Choose Q > 0 such that
If A ∈ Sym (n, R), then we put
Recall that a pair A, B ∈ Sym (n, R) such that {A, B} is non-dissipative is called a non-dissipative pair. Notice that this property depends only on the linear span of A and B. In view of Lemma 2.1, it will sometimes be convenient to assume that a linear change of coordinates has been performed so that A, B have vanishing trace.
By S n−1 we shall denote the Euclidean unit sphere in R n , and by B r (x) the open Euclidean ball of radius r centered at x ∈ R n . Theorem 2.2 Let A, B ∈ Sym (n, R), and assume that
Then there is some c ∈ R such that
Proof. After a rotation of coordinates, we may assume that
We decompose z ∈ R n as z = (x, y) ∈ R k × R ℓ . The case B = 0 is trivial, so let us assume that B = 0. Observe first that
Indeed, if Ω := {y ∈ R ℓ : α(y) > 0}, and if y ∈ Ω, then, given x ∈ R k , there is some r x > 0 such that (x, ty) ∈ Γ A whenever t ∈ R, |t| > r x . We thus find that
If β(y) = 0, choosing both signs of t, we see that this implies t xB 1 x ≤ 0 and (B 3 y) · x = 0 for all x ∈ R k , hence −B 1 ≥ 0 and B 3 y = 0. Therefore, the matrix
is postive semi-definite. Since it has vanishing trace, it must vanish, so that B 1 = 0, B 2 = 0, and B 3 y = 0.
Thus, if β(y 0 ) = 0 for some y 0 ∈ Ω, then β(y) = 0 and consequently B 3 y = 0, for every y ∈ Ω. Since Ω is dense in R ℓ , we obtain B 3 = 0, hence B = 0, contradicting our assumption on B. This proves (2.6).
where α(e) = t eA 2 e > 0 . Similarly, let
where β(e) = t eB 2 e > 0, because of (2.6). Finally, for e ∈ S Ω fixed, let
where ξ := 2 . From (2.4), we know that
Lemma 2.3 Let A, B ∈ Sym (k, R), and assume that A > 0. Moreover, let ξ ∈ R k , and put
Moreover, either f = g, or
Proof. Observe that (2.10) ∆f = 2 tr A, ∆g = 2 tr B .
Assume now that tr A ≤ tr B. Then, by (2.10), ∆(g − f ) ≥ 0, so that g − f is subharmonic. Moreover, g(x) − f (x) ≤ 0 for f (x) = 0. By the maximum principle, we thus conclude that
Thus, there is some ε > 0, so that f (x) = |x| 2 − 1 .
, we obtain 1 + |ξ| ≤ 1, hence ξ = 0, a contradiction. Therefore, ξ = 0, hence f = g.
Q.E.D.
Going back to the proof of Theorem 2.2, we can now conclude that
12) β(e)tr A 1 ≥ α(e)tr B 1 for all e ∈ S Ω , and this inequality is strict, unless f = g, i.e., (2.13)
β(e) and ξ = (2/β(e))B 3 e = 0 .
Notice that, by continuity and since S Ω is dense in S ℓ−1 , (2.12) holds indeed for all e ∈ S ℓ−1 . We distinguish therefore two cases.
(a) If there exists some e ∈ S Ω such that (2.12) holds strictly, we choose an orthonormal basis e 1 = e, e 2 , . . . , e ℓ of R ℓ . Then
and the inequality is strict for j = 1. Summing in j, we thus obtain tr B 2 tr A 1 > tr A 2 tr B 1 .
But, since 0 = tr A = tr B, we have tr A 2 = tr A 1 , tr B 2 = tr B 1 , hence
(b) There remains the case where β(e)A 1 = α(e)B 1 and B 3 e = 0 for all e ∈ S Ω .
Again, by continuity, this then holds for all e ∈ S ℓ−1 . But then B 3 = 0, hence
Moreover, B 1 = cA 1 for some c > 0. Then we see that
which implies, by homogeneity,
i.e., B 2 = cA 2 . We thus get B = cA .
Q.E.D.
Proposition 2.4 Let E and D be open ellipsoids in
Proof. 1. Case n = 2. We may then assume that the boundary ∂D of D is a circle
and that
, there is a point in ∂E lying in R 2 \ D, and another one in D, hence, by continuity of the boundary curve of D, ∂E ∩ ∂D = ∅.
Say that E and D pierce at X ∈ ∂E ∩ ∂D, if every neighborhood U of X contains a point in ∂E \ D and one in ∂D \ E.
If E and D don't pierce at any X ∈ ∂E ∩ ∂D, again by continuity of the boundary curves of E and
Consequently, E and D pierce at at least one point X 0 ∈ ∂E ∩ ∂D. By symmetry, we may assume that X 0 = (x 0 , y 0 ), with x 0 ≥ 0 and y 0 ≥ 0. Assume first 0 < x 0 < a, hence 0 < y 0 < b. If D and E pierce at X, then ∂D and ∂E must have the same curvature at X, namely 1/r, as can easily bee seen from the local Taylor expansions of the boundaries curves. If a = b, then this implies D = E, so assume a > b. Since ∂D has constant curvature, there are exactly four points on ∂E which are potential piercing points, namely X 0 , X 1 := (x 0 , −y 0 ), X 2 := (−x 0 , y 0 ) and X 4 := (−x 0 , −y 0 ). Moreover, by continuity, there must be at least one more piercing point, besides X 0 .
Assume, e.g., that X 1 is a second piercing point. Since ν 0 :=
is normal to ∂E at X 0 , and ν 1 := . Since y
, we thus have
Moreover, computing the curvature of the ellipse ∂E at X 0 , and comparing it with that of the circle ∂D, we then find that
This implies x 0 = a, in contradiction to our assumptions. The case where X 3 is a second piercing point can be treated in a similar way. And, X 4 cannot be a piercing point, since X 4 = −X 0 , so that the center of ∂D would have to ly on the two parallel lines X 0 + Rν 0 and −X 0 + R(−ν 0 ), which would imply ν 0 = sX 0 for some s ∈ R. But this is impossible, since a > b.
The cases where x 0 = 0 or x 0 = a are even easier, as well as the case where a = b, and are left to the reader.
We may then reduce the problem to the 2-dimensional case by restricting ourselves to the affine plane V.
Indeed, if E := {P < 0}, D := {Q < 0}, for suitable elliptic quadratic functions P and Q, then let
Then p and q are elliptic quadratic functions on R 2 , and
in the coordinates (s, t) for V . And, if p(s, t) = 0 = q(s, t), then ∇p(s, t) ∧ ∇q(s, t) = 0. For, if ∇p(s, t) and ∇q(s, t) were linearly independent, then for X = γ(s, t) ∈ ∂E ∩ ∂D, the vectors
would be linearly independent, hence also ∇P (X) ∧ ∇Q(X) = 0.
Thus, we could apply Case 1 toẼ andD, and conclude that one is contained in the other, say, e.g.,Ẽ ⊂D. But this would contradict our assumption that x 1 ∈ E ∩V \D∩V .
We shall need the following modification of Proposition 2.4.
If the boundaries of D and E don't intersect transversally anywhere, and if
Proof. We can argue similarly as in the proof of the case n ≥ 3 of Proposition 2.4. Let R A = ker A and R B = ker B denote the radical of Q A and Q B . Since rank A ≥ 2, we can find vectors
, and similarlỹ
, and consider ω := ξ 1 ∧ξ 2 ∧η 1 ∧· · ·∧η n−2 . If ω = 0, then V ∩ R A = {0}, so that Q A | V > 0 is a positive definite, i.e., elliptic, quadratic form on V. Similarly, if alsoω :=ξ 1 ∧ξ 2 ∧ η 1 ∧ · · · ∧ η n−2 = 0, then Q B | V > 0 is elliptic, and we can conclude the proof as in Proposition2. 4 .
We shall show that we can slightly vary the points x 1 and x 2 in order to achieve that ω = 0 andω = 0. Indeed, since E \ D = ∅, and since the boundary of D is a smooth submanifold of codimension 1, E \ D has non-empty interior, and we may assume that x 1 lies in this interior. Similarly, we may assume that x 2 lies in the interior of D \ E. Therefore, there is some ε > 0, such that x 1 + y 1 ∈ E \ D and x 2 + y 2 ∈ D \ E for all y 1 , y 2 ∈ B ε (0). Let us now replace η j byη j = η j + δ j , with δ j ∈ R n sufficiently small, in order to achieve that ω = 0,ω = 0, for the corresponding n-forms ω andω. Then we can find
Replacing x 1 by x 1 + y 1 and x 2 by x 2 + y 2 , we can thus assume that ω = 0 andω = 0, which completes the proof.
Let us next extend the previous results to non-semidefinite forms. If W is a linear subspace of Sym (n, R), we say that A ∈ W has maximal rank in W, if rank A = maxrank M.
For A, B ∈ Sym (n, R) and r ≥ 0, let Proof. Let ℓ := n − k. After rotating the coordinates and scaling in every coordinate, if necessary, we may assume without loss of generality that
with respect to the decomposition R n = R k × R ℓ , where, by our assumption, k ≥ 2, and where A 2 ≥ 0 has rank ℓ 1 .
If ℓ = 0, i.e., if A = I n , and if B is so close to A that B = B 1 > 0, then the statement is clear, by Proposition 2.4, if r > 0, and the case r = 0 is trivial.
So, assume that ℓ ≥ 1. We also assume that B is so close to A that B 1 > 0. As in the proof of Theorem 2.2, we decompose z = (x, y), x ∈ R k , y ∈ R ℓ , and put, for y ∈ R ℓ ,
where α(y) := t yA 2 y ≥ 0 and β(y) := t yB 2 y. Notice that we can write
We claim thatB 2 ≥ 0 and rankB 2 = ℓ 1 , if ||B − A|| is assumed sufficiently small. Indeed, if ||B − A|| is sufficiently small, then Q B 2 | W > 0 on a space W of dimension ℓ 1 , and thus also QB 2 | W > 0. If we decompose R ℓ = W ⊕ H, then in suitable blocks of coordinates (w, h) subordinate to this decomposition, we may writeB
where
hF h, for suitable matrices S,F , and since rankB 2 ≤ ℓ 1 , necessarilyF = 0. This implies the claim.
Let Ω := R ℓ , if r > 0, and Ω := R ℓ \ (ker A 2 ∪ kerB 2 ), if r = 0. Notice that if y ∈ Ω, then r + α(y) > 0 and r +β(y) := r + Notice that we can exclude the case where ℓ 1 = 0 and r = 0, for then
y} have both codimension greater or equal to two, so that there is nothing to prove.
We therefore assume henceforth that ℓ 1 ≥ 1, or r > 0. Then Ω is dense in R ℓ . Fix y 0 ∈ R ℓ such that r + α(y 0 ) > 0. If we choose ||B − A|| sufficiently small, then we may assume that r + r . This shows that the set
Then Ω is connected. We prove that then Ω 1 = Ω. For, otherwise, we find y ∈ Ω 1 and y ′ ∈ Ω \ Ω 1 . Connect y and y ′ in Ω by a continuous path γ : [0, 1] → Ω, and put Thus, for some sequence
We have thus shown that the alternative (2.15) holds for every y ∈ Ω. However, if D y r ⊂ E y r for every y ∈ Ω, then
By continuity, this remains true also for all y ∈ R ℓ , so that in this case Γ We claim that we can then find an η ∈ Ω such that
Since Ω is connected, we can connect y and y ′ in Ω by a continuous path γ :
We claim that E τ = D τ , which proves (2.17). Since E t arizes from a fixed centrally symmetric ellipsoid E by scaling with a positive factor and translation by some vector, both depending continuously on t (and similarly for D t ), we clearly have E τ ⊂ D τ . The case τ = 0 is then obvious, so assume τ > 0. Then
With η as in (2.17), we have in particular
This implies
Exploiting this for x and −x, we see that
and then, by scaling,
, and since Az is normal to ∂Γ r A and Bz normal to ∂Γ r B at z, the assumptions in the theorem imply that Az ∧ Bz = 0, where, because of (2.19),
Taking the scalar product with η, in view of (2.19) we get −β(η) + β 1 α(η) = 0, hence r(α(η) − β(η)) = 0.
If r > 0, this implies α(η) = β(η), hence
If r = 0, notice that β 1 is close to 1, in view of (2.20) and since ||A − B|| is assumed small. Therefore, we may replace B by β −1 1 B, without loss of generality, so that again we may assume that β 1 = 1.
Moreover, by (2.21), then
Applying this to x and −x, we find that B 3 = 0 and A 2 η = B 2 η. We therefore obtain
where then also B 2 ≥ 0.
Thus
Fix x such that |x| 2 − r = 1. Then
and the complements of these sets are given by
Since, by our assumptions, the boundaries of D and E don't intersect transversally, we can apply Proposition 2.5 and find that D ⊂ E, or E ⊂ D. Assume, e.g., that the first inclusion holds. Scaling in y and taking complements, we then see that 
and
Then Ω consists of four connected components, on each of which the sign of ξ 1 · y and ξ 2 · y is constant. Let P be one if these components such that P contains a point in Ω 1 . Arguing as in Case 1, we can then conclude that P ⊂ Ω 1 , so that the alternative (2.15) holds for every y ∈ P. In particular, if y ∈ P is sufficiently close to the hyperplane ξ 
As in
= 0, and thus this case cannot arize.
(b) Assume finally that ξ 1 ∧ ξ 2 = 0. By a linear change of coordinates in R ℓ , we may then assume that ξ 1 · y = y 1 and ξ 2 · y = ay 1 , for some a > 0, so that Ω consists of the two connected components Ω ± := {y ∈ R ℓ : ±y 1 > 0}. As before, at least one of these components must belong to Ω
Remark 2.7 If k = 1, the statement in Theorem 2.6 may fail to be true. Take, for instance,
Corollary 2. 
Proof. Assume that A has signature (k, ℓ 1 ). The case k ≥ 2 is then covered by Theorem 2.6. If k ≤ 1, then ℓ 1 ≥ 2, since r = k + ℓ 1 ≥ 3. The case k = 0 is trivial, since then Γ A = Γ B = R n . So assume k = 1. Applying Theorem 2.6 to −A and −B, we find that
so that the statement of the corollary is true also if k = 
Assume now that there is no point z ∈ ∂Γ A ∩ ∂Γ B at which Az ∧ Bz = 0. Then there is also no point z ∈ ∂ΓÃ ∩ ∂ΓB at whichÃz ∧Bz = 0, and consequently ΓÃ ⊂ ΓB or ΓB ⊂ ΓÃ. However, in view of Lemma 2.1, after a suitable linear change of coordinates we may assume thatÃ andB have vanishing traces. Then, by Theorem 2.2,Ã andB are linearly dependent, hence so are A and B. This proves the theorem.
Remark 2.10
The analogous statement is false for r = 2. Take, for example,
3 The form problem
We begin with some auxiliary results and background information on semi-algebraic sets, which will be useful later.
Auxiliary results
Lemma 3.1 Let A, B ∈ Sym (n, R) such that A is not semi-definite, and assume that
(a) Then there is a constant c ∈ R such that B = cA. Proof. (a) After applying a suitable linear change of coordinates, we may assume that we can split coordinates
Setting y := (u, v) ∈ R k+ℓ , we can then write Q B as
with B 1 ∈ Sym (k +ℓ, R), B 3 ∈ sgn (m, R) and B 2 a real m×(k +ℓ)-matrix. Let y ∈ ∂Γ A 1 . Then Q B (y, w) = 0 for all w ∈ R m , hence Since, by our assumptions, k ≥ 1, ℓ ≥ 1, ∂Γ A 1 spans R k+ℓ . To see this, choose unit vectors e 1 , . . . , e k ∈ R k spanning R k and unit vectors f 1 , . . . , f ℓ ∈ R ℓ spanning R ℓ . Then the vectors e i ± f j ly in ∂Γ A 1 and span R k+ℓ . Then (3.1) implies B 2 = 0, so that
We may thus reduce ourselves to the case m = 0. Let us then write (with new matrices
By our assumptions, q(s, t) = 0, if |s| = |t|. In particular, q(t, t) = q(t, −t) = 0, so that γ = 0 and α + β = 0. Thus
so that B 3 = 0. Moreover,
Scaling, this implies
. . , x n ), and write
If V and W are finite dimensional K−vector spaces, we shall denote by L(V, W ) the space of all linear mappings from V to W. If V = R k and W = R ℓ are Euclidean spaces, we shall often identify a linear mapping T ∈ L(V, W ) with the corresponding n × k− matrix in M n×k (K) with respect to the canonical bases of these spaces, without further mentioning.
be linear mappings, and assume that T is injective. Then rank (
Proof. It suffices to prove that
for then rank (
Since T is injective, (3.2) will follow from Q.E.D. 
B = B, and let I be a non-empty open interval in R and
E : I → L(R n−m , R n ) a differentiable
mapping such that E(t) is injective for every t ∈ I. Assume that
(3.4) t E(t)BE(t) = µ(t) t
E(t)AE(t) for every t ∈ I,
where µ : I → R is a differentiable mapping. Then µ is constant, provided rank A > 4m.
Proof. Let r := rank A, and put A(t) := t E(t)AE(t), B(t) := t E(t)BE(t), t ∈ I.
Then

B(t) = µ(t)A(t) for all t ∈ I .
Assume that µ is non-constant. Then there is some point t 0 ∈ I such thatμ(t 0 ) := Together with (3.5), this yields r ≤ 4m.
In the sequel, we shall consider three matrices A, B, C ∈ Sym (n, R), and shall work under the following assumptions, unless stated explicitly otherwise: Standing Assumptions 3.4 A and B are linearly independent and form a non-dissipative pair, and r := maxrank {A, B} ≥ 3. Moreover, C statisfies the following property:
Unless stated otherwise, we also assume that rank A = r, and that ||B − A|| is sufficiently small.
We shall be mostly interested in the situation where R n = R 2d is the canonical symplectic vector space, and Q C is the Poisson bracket
of Q A and Q B . Our aim will be to prove that, under these assumptions, (3.6) C = αA + βB for some α, β ∈ R, provided r is sufficiently large.
Let us first have a closer look at the structure of the sets {Q A = 0} = ∂Γ A , {Q B = 0} = ∂Γ B and their intersection
As a reference for the following results, we recommend [1] .
The sets ∂Γ A , ∂Γ B and V are real-algebraic, hence semi-algebraic, so that they admit a finite stratification into connected, locally closed subsets which are real-analytic submanifolds, each of which is a semi-algebraic set. Recall that the dimension of a semi-algebraic set is the maximal dimension of its strata.
If we assume that B is so close to A that also rank B = r, then clearly ∂Γ A and ∂Γ B are of dimension n − 1, so that dim V ≤ n − 1. Theorem 2.9 implies that there exist points z ∈ V, at which the boundaries of ∂Γ A and ∂Γ B intersect transversally.
Denote by N ⊂ V the set of all those points z in V. Then N is a non-empty analytic submanifold of codimension 2 in R n , and Az, Bz span the normal space N z N to N at every point z ∈ N .
In particular, N decomposes into a finite number of strata of dimension n−2 contained in V, so that dim V ≥ n − 2. It is easy to see that dim V = n − 1 is not possible.
For, if dim V = n − 1, then there exist a non-empty open neighborhood U of some point z ∈ V in R n such that
However, we may apply a linear change of coordinates so that
) .
If k ≥ 2 and ℓ 1 ≥ 2, then ∂Γ A \ {0} is connected, and since Q B vanishes on ∂Γ A \ {0} within U, it vanishes on the whole of ∂Γ A , by analyticity. And, if, e.g., k = 1, then the semi-cones ∂Γ ± A := {x : Q A (x) = 0 and ± x 1 > 0} are connected, and a similar argument as before shows that Q B vanishes on at least one of the sets ∂Γ Reversing the rôles of A and B, we see that ∂Γ A = ∂Γ B . But then N = ∅, a contradiction. We thus have
3.2 The case where no stratum of N spans R n .
We first rule out the possibility that no component of N spans R n . Proof. Without loss of generality, we may assume that R A,B is trivial. For, if R A,B is a symplectic subspace, then we can choose a complementary symplectic subspace of R n , and reduce everything to this space.
Theorem 3.5 Let
Let then X A (x) := 2JAx, X B (x) := 2JBx denote the Hamiltonian vector fields associated to Q A and Q B . Since
the field X A is tangential to ∂Γ B at every point of V ⊂ N , and trivially the same holds for ∂Γ A , so that by symmetry in A and B,
Assume now that no connected component of N spans R n . Let N 0 be any component of N . Then
Here, ⊥ denotes the orthogonal with respect to the canonical Euclidean inner product on R n . Then Jν ∈ span R {Ax, Bx} ⊥ , hence (3.9) Jν ∈ T x N 0 for every x ∈ N 0 .
Then V is a J-invariant, symplectic subspace of R n , and we can choose orthonormal coordinates x 1 , . . . , x n , so that ν = e n−1 , Jν = e n , where e 1 , . . . , e n denotes the associated basis, and where e 1 , e 3 , . . . e 2d−1 , e 2 , . . . , e 2d forms a symplectic basis of R n . Representing N 0 locally as a graph, we see that (3.9) implies that N 0 is locally a cylinder with axis e n , over a basisM ⊂ R n−1 ; by analyticity of Q A and Q B , we see that this holds globally:
Notice also that, since N 0 ⊂ ν ⊥ = e ⊥ n−1 , we have indeed that M can be considered as an (n − 3)-dimensional submanifold (3.11) M ⊂ {y ∈ R n−1 : y n−1 = 0} =: H of the (n − 2)-dimensional hyperplane H in R n−1 , which can naturally by identified with V = H × {0}.
Splitting coordinates x = (y, s), y ∈ R n−1 , s ∈ R, we can write A in the form
Since Q A (y, s) = 0 for all s ∈ R, if y ∈ M, we find that (3.12) a 3 = 0, a 2 · y = 0 and Q A 1 (y) = 0 for all y ∈ M .
In particular, a 2 ∈ M ⊥ .
Then a 2 ∈ H ⊥ , hence a 2 = τ e n−1 for some τ ∈ R, so that
Interchanging the rôles of A and B, we see that B is of the same form
with σ ∈ R. If both τ and σ were zero, then e n would be in the joint radical R A,B of Q A and Q B , which is assumed to be trivial. Thus, at least one of these numbers is non-zero, and forming suitable new linear combinations of A and B (dropping the assumption that ||B − A|| be small), we may assume without loss of generality that
Since A and B are linearly independent, we have rank B 1 ≥ 1. Moreover, rank B 1 = 1 is not possible, since then B 1 would be semi-definite. Therefore, rank B 1 ≥ 2.
Case 1(a). rank B 1 = 2.
Since B 1 is not semi-definite, we can then find linearly independent vectors η 1 , η 2 ∈ R n−1 such that
Moreover, by (3.13),
Assume, e.g., that
If η 1 ∧ e n−1 = 0, then M lies in the subspace K := {y ∈ R n−1 : y n−1 = 0, η 1 · y = 0} of codimension 1 of H, hence is an open subset of K. Since Q A 1 vanishes on M, we see that Q A 1 vanishes on K. Write
with respect to the splitting of coordinates y = (y ′ , y n−1 ). Then
On the other hand, if we apply Lemma 3.2, where T :
. Thus r ≤ 6, in contrast to our assumptions.
Let us therefore assume that η 1 ∧ e n−1 = 0, say, without loss of generality, η 1 = e n−1 . Then
for some η ∈ R n−1 . Write η = σe n−1 + v, with v ∈ span R {e 1 , . . . , e n−2 } = V . Then v = 0, since Q B is not semi-definite, so that we can consider v as a member of a new symplectic basis of V . Replacing {e 1 , . . . , e n−2 } by this new basis, we may then assume without loss of generality that v = e 1 , i.e., Q B (y, s) = σy 2 n−1 + y 1 y n−1 = y n−1 (σy n−1 + y 1 ), Q A (y, s) = Q A 1 (y) + 2sy n−1 , and that the Poisson bracket of y 1 and y 2 satisfies {y 1 , y 2 } = 1. Since {s, y n−1 } = 1, we then obtain
Thus,
for some γ ∈ R n−1 . Assume that y n−1 = 0, and σy n−1 + y 1 = 0. Then Q B (y, s) = 0 for every s ∈ R. Moreover, we can choose s = s(y) such that Q A (y, s) = 0. Then, by (H1), Q C (y, s) = 0. Thus, σy n−1 + y 1 = 0 always implies γ · y = 0, so that γ = c(e 1 + σe n−1 ), for some c ∈ R, hence Q C (y) = cy n−1 (y 1 + σy n−1 ) = cQ B (y). Thus C lies in the span of A and B.
Case 1(b). rank B 1 ≥ 3.
Since B 1 is not semi-definite, every connected component of ∂Γ B 1 \ R then spans R n−1 , where R denotes the radical of Q B 1 . This can be seen by a similar argument as in the proof of Lemma 3.1. Let P be such a component of ∂Γ B 1 \ R, and consider N 0 := {(y, s(y)) ∈ R n : y ∈ P, y n−1 > 0 and s(y) = − 1 2
ThenÑ 0 is a connected submanifold of dimension n − 2 contained in V, hence contained in a stratumÑ of maximal dimension. By our assumption,Ñ 0 is also contained in a hyperplane. Since P spans, we can then find some vector η ∈ R n−1 such that s(y) + η · y = 0 for all y ∈ P + := {y ∈ P : y n−1 > 0},
Then Q D 1 vanishes on P + , hence, by analyticity, also on the stratum Ω of ∂Γ B 1 containing P + , as well as on −Ω. However, Ω ∪ (−Ω) is dense in ∂Γ B 1 , so that Q D 1 vanishes on ∂Γ B 1 . By Lemma 3.1 (a), there is thus a constant c ∈ R such that
Replacing A by 1 2 (A − cB) (possibly dropping the assumption that rank A = r), we see that
Similarly as in the previous case, we can now choose symplectic coordinates in V such that η · y = σy n−1 + ρy 1 , σ, ρ ∈ R , so that Q A (y, s) = y n−1 (ρy 1 + σy n−1 + s).
for some γ ∈ R n−1 . We may assume γ = 0. Let then y ∈ ∂Γ B 1 such that y n−1 = 0. Then we can choose s = s(y), such that (y, s) ∈ V, hence, by (H1), y n−1 (γ · y) = 0.
This shows that {y ∈ R n−1 : Q B 1 (y) = 0, y n−1 = 0} lies in the hyperplane γ ⊥ , so that ∂Γ B 1 is contained in the union of two hyperplanes. This is, however, not possible, since rank B 1 ≥ 3, so that the strata of dimension n − 1 in ∂B 1 are not flat.
Case 2. span M H.
Let W := span R M. Since M has codimension 1 in H, we see that W has codimension 1 too, so that M is an open subset of W . And, Q A , Q B vanish on N 0 = M × R, hence also on W × R, so that M = W and N 0 = W × R. Since N 0 is a linear subspace of codimension 2 in R n , we may introduce new orthonormal coordinates x 1 , . . . , x n in R n such that N 0 = {x ∈ R n : x n−1 = x n = 0} .
Splitting coordinates x = (z, y), with z := (x 1 , . . . , x n−2 ) ∈ R n−2 , y := (x n−1 , x n ) ∈ R 2 , we can therefore write
with respect to these blocks of coordinates. Notice that rank A 2 ≤ 2. Then, by Lemma 3.2, r = rank A ≤ 4, in contradiction to our assumptions. So, under the hypotheses of Theorem 3.5, this case cannot arize.
Remarks 3.6 (a) The statement of Theorem 3.5 fails to be true, if r to small, e.g., if r = 4. Consider, e.g., the following counterexample in R 4 = R 2 × R 2 , with coordinates (x, y), x = (x 1 , x 2 ), y = (y 1 , y 2 ), from [5] , Corollary 1.4:
The corresponding matrices A and B are non-degenerate. Moreover, putting ξ :
and thus {Q A = 0} ∩ {Q B = 0} = {(ξ, η) ∈ R 2 × R 2 : ξ = 0 or η = 0}. Therefore, none of the connected components of N span R 4 . However,
so that A, B and C do satisfy our standing assumptions and are linearly independent.
(b) Also the condition on the joint radical of Q A and Q B is important, as the following example shows:
Let e 1 , . . . , e d , f 1 , . . . , f d be a canonical symplectic basis of R 2d , d ≥ 2, with associated coordinates (x, y) = (x 1 , . . . , x d , y 1 , . . . , y d ) , and put
Then A, B form a non-dissipative pair, since, after a suitable scaling in x 1 , we may assume that the matrices corresponding to A and B have vanishing traces. Moreover,
so that and A, B and C are linearly independent. Then rank A = 2(d−1), and R A,B = Rf d is isotropic with respect to the symplectic form on R 2d . Moreover, A, B and C are linearly independent. Nevertheless, Q C vanishes on {Q A = 0} ∩ {Q B = 0} .
(c) The condition that Q C := {Q A , Q B } cannot be dropped either, as the next example demonstrates: Let
Then again A, B form a non-dissipative pair, as can be seen as before, and R A,B = {0}. Let
for any j = 1, . . . , d. Then A, B and C are linearly independent, and rank {A, B} = 2d.
Notice that here the strata of V of maximal dimension ly in the hyperplane {x d = 0}, but there is a lower dimensional stratum not lying in this hyperplane.
If we slightly modify Q A , by putting
the situation remains the same, only that now V lies completely in the hyperplane {x d = 0}.
In all these examples, minrank {A, B} = 2. We shall prove later in Lemma 3.13 that this is necessarily so, if no stratum of N spans R n .
3.3
The case where at least one stratum of N spans R n .
Let us now go back to our standing assumptions, not requiring that R n is symplectic and C satisfies (H2). However, let us assume that (3.17) span
Notice
denotes the restriction of the quadratic form Q D,x 0 to V x 0 . Similarly, if x 0 , x 1 ∈ N , we put
The α(x 0 ), β(x 0 ) may not be unique, but can locally on N be chosen as real-analytic functions of x 0 .
Proof. Fix x 0 ∈ N . Since ∇Q A (x 0 ) = 2Ax 0 and ∇Q B (x 0 ) = 2Bx 0 are linearly independent, possibly after relabeling the coordinates of R n , we may assume that
is a local analytic diffeomorphism near x 0 . In the new coordinates (x ′ , y), the point x 0 corresponds to (x ′ 0 , 0), and N to {y = 0}. Letf :
for suitable analytic functionsα,β defined near (
for some analytic functions α, β defined near x 0 . Taking first derivates at x 0 , we obtain (3.19). Moreover applying the second derivative to (3.20), we obtain
This implies (3.18).
Let us call a subset U of an open domain Ω ⊂ R m a generic set or set of generic points in Ω, if there exists a non-trivial real analytic function f : Ω → R such that U = {x ∈ Ω : f (x) = 0}. A property will hold for generic points in Ω, if it holds for all points of a generic subset.
Notice that a generic set in Ω is open and dense in Ω. Clearly, the intersection of a finite number of generic sets in Ω is again generic.
Moreover, if m = k + ℓ, and if U is a generic subset of
Here U x denotes the x-section
for a suitable family at coefficients ε α > 0 tending to 0 sufficiently fast as |α| → ∞ , then g is a non-trivial real analytic function on Ω 1 , and , by analyticity and connectivity of N 0 , hence dim V (x 0 ,x 1 ) = n − 3, for generic (x 0 , x 1 ). A similar argument applies to the case m = 4. Therefore, the set Proof
Moreover, Q A,x 0 ,x 1 ∧ Q B,x 0 ,x 1 = 0. Shrinking U 0 and U 1 , if necessary, we may therefore assume that also Q A,y,z ∧ Q B,y,z = 0 for every (y, z) ∈ U 0 × U 1 , so that
Putting α 0 := α(x 1 ), β 0 := β(x 1 ), we see that
But, since U 0 is a non-empty open subset of N 0 , and since N 0 spans R n , then also U 0 spans R n , by analyticity and connectivity of N 0 . (3.23) and (3.19) imply
and since U 0 spans, we obtain C = α 0 A + β 0 B .
Q.E.D.
There remains the case where Proof. Since N (x,y) = span R {Ax, Bx, Ay, By} varies analytically in (x, y) ∈ G, shrinking U, if necessary, we may assume that there is an orthonormal basis (constructable, e.g., by the Gram-Schmidt method)
of V (x,y) , varying analytically in (x, y). Put E(x, y) := (e 1 (x, y)), . . . , e n−m (x, y) ∈ M n×(n−m) (R) , and
If r ≥ 9, we have in particular that A(x, y) = 0. Since Q A,x,y ∧ Q B,x,y = 0, there exists thus a unique α(x, y) ∈ R such that (3.26)
B(x, y) = α(x, y) A(x, y), (x, y) ∈ U .
Since α(x, y) is unique, it depends analytically on (x, y) ∈ U. Assume α is non-constant on U. Then we can choose a differentiable curve γ : I → U, such that µ := α • γ : I → R is non-constant. Put E(t) := E(γ(t)), and
so that, by Lemma 3.3, r ≤ 4m ≤ 16, contradicting our assumptions.
Consequently, α is constant, i.e., α ≡ α 0 , for some α 0 ∈ R. Putting D := B − α 0 A, we find that Q D,x,y = 0 , first, for every (x, y) in our shrinked domain U ⊂ G, but then also for all (x, y) in our original domain U.
Lemma 3.10 Assume that N 0 spans R n , and that r ≥ 12, and let U 1 be a non-empty open subset of N 0 . We also assume (3.24) .
Then, for generic x 0 ∈ U 1 , there exists an x 1 ∈ U 1 , such that for every sufficiently small neighborhoodŨ 1 of x 0 and U 2 of x 1 in U 1 , the following hold: U :=Ũ 1 × U 2 ⊂ G, and the union of the spaces V (x,y) , (x, y) ∈ U, spans R n .
Proof. Without loss of generality, we may assume that ||B −A|| is so small that rank B = rank A = r.
For generic x 0 ∈ U 1 , there is some
Assume now that {V (x,y) : (x, y) ∈ U} does not span R n . Then there is a unit vector ν ∈ R n such that ν ⊥ V (x,y) , i.e., ν ∈ N (x,y) , for all (x, y) ∈ U. We can exclude that ν ∧ Ax ∧ Bx = 0 for every x ∈Ũ 1 . For then ν ∈ span {Ax, Bx}, hence V x ⊂ ν and put
Assume now first that m = 3, and that, e.g., N (x,y) = span R {Ax, Bx, Ay} , first, for (x, y) = (x ′ 0 , x 1 ), and then for every (x, y) ∈ U ′ (shrinking U ′ 1 and U 2 , if necessary). Since ν ∈ N (x,y) , we have ν ∧ Ax ∧ Bx ∧ Ay = 0, hence, by (3.27), Ay ∈ span R {ν, Ax, Bx} for all (x, y) ∈ U ′ .
Fixing x ∈ U ′ 1 , we see that Ay lies in the 3-dimensional subspace span R {ν, Ax, Bx}, for all y ∈ U 2 , so that {Ay : y ∈ U 2 } does not span R n . But then U 2 does not span either, for otherwise, span R {Ay : y ∈ U 2 } = range A would have dimension r, hence r ≤ 3. The case where N (x,y) = span R {Ax, Bx, By} can be treated in the same way.
There remains the case m = 4. Then Ax ∧ Bx ∧ Ay ∧ By = 0 , and ν ∈ span R {Ax, Bx, Ay, By} for all (x, y) ∈ U ′ 1 × U 2 . By (3.27), this implies that there exists (α(x, y), β(x, y)) ∈ R 2 \ {0}, such that
Moreover, since r ≥ 9, the proof of If α(x, y) + α 0 β(x, y) = 0 for some y ∈ U 2 , then this implies r = rank A ≤ 3 + rank D ≤ 11, so that this case cannot occur. Assume therefore that α(x, y)
But, since rank A = r ≥ 12, (3.28) implies that β(x, y) cannot vanish identically on U 2 , for generic x ∈ U ′ 1 , so that
Ay ∈ W x for every y ∈ V 1 , hence range A ⊂ W x , since V 1 spans R n , a contradiction. Therefore, dim W ≤ 2, hence rank D ≤ 2. Since D cannot be semi-definite, we thus have rank D = 2 . Then, there are ξ, η ∈ R n \ {0} such that Q D (x) = (ξ · x)(η · x). But this implies
so that N 0 does not span R n , in contrast to our assumptions.
Q.E.D. Proof. Assume that D satisfies (3.29), but that D = 0. Then span R {A, D} = span R {A, B}, so that we may assume without loss of generality that D = B. Notice, however, that we can then still assume that rank A = r, but no longer that also rank B = r (deviating thus slightly from our standing assumptions), since B then may not be close to A. We shall show that these assumptions lead to the contradiction that B = 0. As in the proof of Lemma 3.9, we may assume that there is an orthonormal basis e 1 (x, y), . . . , e n−m (x, y) of V (x,y) , varying analytically in (x, y) ∈ U. is a basis of R n . Consider the mapping F :
where we consider U as an analytic submanifold of R n × R n of dimension 2(n − 2).
We shall prove that there is some (x 0 , y 0 , z 0 ) such that To prove (3.30), notice that
Consider, for x, y, z fixed, the linear mappings
We claim that . . .
has rank 4.
To this end, observe first that F (x, y, z) is linear in z, so that
Noreover, if f * 1 (x, y), . . . , f * 4 (x, y) denotes the dual basis of N (x,y) with respect to the basis
This implies, by (3.31),
showing that DF (x, y, z) is surjective if and only if Ψ is surjective. Observe next that
so that, by the product rule,
This easily implies
Notice that, for (x, y) ∈ U fixed, there is some z ∈ R n−4 such that ψ 1 | V (x,y) = 0. Indeed, otherwise we would have (Av) · ξ = 0 for all v ∈ V (x,y) , ξ ∈ V x , and in particular Q A,x,y = 0. But then rank A ≤ 2 · 4 = 8, hence r ≤ 8, a contradiction. This shows that ψ 1 = 0 and ψ 3 = 0, for generic z, so that 2 ≤ rank Ψ ≤ 4, for generic z .
If rank Ψ = 4 for some (x, y, z), then (3.30) holds, and thus again B = 0. So, assume rank Ψ ≤ 3 for every (x, y, z) ∈ U × R n−4 . Then, either the first two rows of Ψ, or the last two rows are linearly dependent, when considered as linear forms on V x × V y (for generic z).
If the first two rows are linearly dependent for every (x, y, z), putting v := F (x, y, z) ∈ V (x,y) , we see that there is some coefficient vector (α(x, y, v), β(x, y, v)) ∈ R 2 \ {0} such that (α(x, y, v)Av + β(x, y, v)Bv) · ξ = 0 for all ξ ∈ V x , (3.32) for every (x, y) ∈ U, v ∈ V (x,y) .
Choosing ξ = v ∈ V (x,y) , in view of (3.29) this yields α(x, y, v)Q A (v) = 0, and by Lemma 3.2 (compare also (3.25)), since r ≥ 9, Q A (v) = 0 for generic v, so that α(x, y, v) = 0 for generic v ∈ V (x,y) , hence β(x, y, v) = 0 for generic v ∈ V (x,y) . Thus (Bv) · ξ = 0 for generic v ∈ V (x,y) , and all ξ ∈ V x .
But then this holds for all v ∈ V (x,y) , ξ ∈ V x , so that (3.33) B(V (x,y) ) ⊂ span R {Ax, Bx} for all (x, y) ∈ U .
We now distinguish two cases.
Case a.1: rank Ψ = 2 for every (x, y) ∈ U and generic z.
Then the first two lines, and also the last two lines of Ψ are always linearly dependent, for generic z, and the preceding discussion, in particular (3.33), shows that B(V (x,y) ) ⊂ span R {Ax, Bx} , and analogously also
hence B| V (x,y) = 0. Since (x,y)∈U V (x,y) spans R n , this implies again B = 0. There remains Case a.2: rank Ψ = 3 for generic (x, y, z) ∈ U × R n−4 .
Shrinking U, if necessary, we can then assume that, e.g., the last two rows of Ψ are linearly independent for generic (x, y, z), and consequently the first two rows are linearly dependent, for every (x, y, z) ∈ U ×R n−4 . Freezing x, for generic x, and applying the same reasoning as before to the mapping F x : (y, z) → F (x, y, z) instead of (x, y, z) → F (x, y, z) (by setting ξ = 0), we see that rank
= 2 implies that D (y,z) F x (x, y, z) has rank n − 2, for generic (y, z). This implies that, for every x in some open set
Since dim V x = n − 2, we see that Ω x is an open subset of V x . And, since (3.33) still holds in the present case, we see that
By Lemma 3.10, we can find non-empty open subsetsŨ 1 ,Ũ 2 in U 1 such that U ′ :=Ũ 1 × U 2 ⊂ G, and so that (x,y)∈U ′ V (x,y) spans R n . Then, by (3.34), also
for all (x, y) ∈ U ′ . Again, we arrive at the contradiction that B = 0.
Except for an exchange of the rôles of x and y, there are then the following two possibilities:
Then, after shrinking U, if necessary, the same holds for all (x, y) ∈ U, so that N (x,y) = span R {Ax, Bx, Ay} for all (x, y) ∈ U .
(b.2) Ax ∧ Bx ∧ By = 0, say, again, for all (x, y) ∈ U (after shrinking U). Then
We begin with Case (b.1). Since the arguments are quite similar to the ones in Case (a), we shall content ourselves with a brief sketch, just indicating the necessary modifications.
Choose again an orthonormal basis e 1 (x, y), . . . , e n−3 (x, y) of V (x,y) , varying analytically in (x, y) ∈ U, and put, for (x, y, z) fixed,
Then, for (x, y) ∈ U, 2 ≤ rank Ψ ≤ 3, for generic z.
If rank Ψ = 3 for some (x, y, z), then the image of F contains again an open subset of R n , and we conclude again that B = 0. So, assume that rank Ψ = 2, say, for all (x, y) ∈ U, z = 0. Then, the first two rows of Ψ are linearly dependent, so that (3.33) holds. Moreover, similarly as in Case (a.2), for fixed x, the mapping F x : (y, z) → F (x, y, z) contains an analytic submanifold of dimension ≥ (n − 3) + 1 = n − 2 in its image, which is itself contained in V x . Since dim V x = n − 2, we can conclude as in Case (a.2).
We are left with Case (b.2). Here, Ay ∈ span R {Ax, Bx, By} for all (x, y) ∈ U .
Let us assume that U is the direct product
for every x ∈ U 1 . Now, since Q B,x,y = 0 and dim V (x,y) = n − 3, we see that rank B ≤ 2 · 3 = 6, so that
On the other hand, since U 2 spans R n , and since rank A = r, (3.35) implies that dim (N x + range B) ≥ r.
In combination, we find that r ≤ 8, contradicting our assumptions. Q.E.D.
Combining Proposition 3.8 and Lemma 3.9 to Lemma 3.11, we obtain Theorem 3.12 Let A, B, C ∈ Sym (n, R) satisfy our Standing Assumptions 3.4. Assume that maxrank {A, B} ≥ 17, and that at least one connected component of N spans R n . Then C is a linear combination of A and B.
Applying the same type of technics, we can now obtain further information also on the case where no stratum of N spans. Lemma 3.13 Let A, B ∈ Sym (n, R) form a non-dissipative pair, and assume that maxrank {A, B} ≥ 9. Then the following are equivalent: (i) There is a connected component of N which does not span R n .
(ii) No connected component of N spans R n .
(iii) minrank {A, B} = 2.
Proof. (iii) =⇒ (ii). If minrank {A, B} = 2, then we may assume without loss of generality that rank B = 2. This means that there are linearly independent vectors ξ, η ∈ R n such that Q B (x) = (ξ · x)(η · x). But then clearly every component of N lies in one of the subspaces ξ
Assume that there is a connected component N 0 of N which lies in a subspace ν ⊥ , where ν is a unit vector. Without loss of generality, we may also assume that rank A = maxrank {A, B} ≥ 9. Let x 0 ∈ N 0 . Arguing as in the proof of Lemma 3.7, we see that
for all x in a sufficiently small neighborhood of x 0 . Here, α and β are analytic functions near x 0 . Applying the second derivative, and restricting the forms to V x 0 , we obtain
Notice that β(x 0 ) = 0, since Q A,x 0 = 0, in view of Lemma 3.2. Applying next the same kind of reasoning as in the proof of Lemma 3.9, only with V (x,y) replaced by V x and Q A,x,y by Q A,x , etc., and m = 2, we see that (3.37) implies that there is a non-trivial linear combination D = α 0 A + β 0 B such that
Notice also that
Indeed, otherwise N 0 would be an open subset of a linear subspace W of dimension n − 2, and Q A | W = 0. But this would imply rank A ≤ 4, contradicting our assumption on A.
Arguing similarly as in the proof of Lemma 3.10, (3.39) implies that
for every non-empty open subset U of N 0 . Indeed, otherwise x∈U V x would be contained in a linear subspace W of dimension n − 2, so that, by comparing dimensions, V x = W for every x ∈ U. But this would imply N 0 ⊂ W, contradicting (3.39). Finally, we can apply a similar reasoning as in the proof of Lemma 3.11 in order to conclude that By Lemma 3.2, this implies rank D ≤ 2, hence rank D = 2, and thus minrank {A, B} = 2. To prove (3.41), we may assume that there is an orthonormal basis e 1 (x), . . . , e n−2 (x) of V x , varying analytically in x ∈ U. We then put f 1 (x) := Ax, f 2 (x) := Bx, so that e 1 (x), . . . , e n−2 (x), f 1 (x), f 2 (x) is a basis of R n . Consider the mapping F : U × R n−2 → ν ⊥ , F (x, z) := n−2 j=1 z j e j (x) ∈ V x ⊂ ν ⊥ , x ∈ U, z ∈ R n−2 , where we consider U as an analytic submanifold of R n of dimension n − 2.
We shall prove that there is some (x 0 , z 0 ) such that (3.42) rank DF (x 0 , z 0 ) = n − 1 .
This implies that F is a submersion near (x 0 , z 0 ), so that x∈U V x contains a non-empty open subset Ω of ν ⊥ . Since, by (3.38), Q B vanishes on Ω, we thus obtain (3.41). In order to prove (3.42), we consider here, for x, z fixed, the linear mappings Similarly as in the proof of Lemma 3.11, it then suffices to show that linear mapping Ψ has rank 1, generically. But,
and, for x ∈ U, there is some z ∈ R n−2 such that ψ 1 | Vx = 0. Indeed, otherwise we would have (Av) · ξ = 0 for all v ∈ V x , ξ ∈ V x , and in particular Q A,x = 0. But then rank A ≤ 2 · 2 = 4, a contradiction. This shows that ψ 1 = 0, hence rank Ψ = 1.
Our main result Theorem 1.5 concerning the form problem is now an immediate consequence of Theorem 3.5, Theorem 3.12 and Lemma 3.13. To see this, notice that there is a linear change of coordinates which transforms ω into the canonical symplectic form on R 2d , and that the space of quadratic forms and the cone of positive-semidefinite forms remain invariant under such a change of coordinates. Combining these results, we find that Notice that T R = Id R m .
Moreover, if we set P := RT = J 2n
(z) T : R 2n → R 2n , then P 2 = P, so that P is a projector, and T P = T, hence
Finally, one checks that J 2n P = t P J 2n , hence σ(X, P Y ) = σ(P X, Y ), so that the decomposition in (4.9) is orthogonal with respect to σ.
Then the operator L in (4.10) on G is nowhere locally solvable. This shows that local solvability of L on Heisenberg groups can essentially only arize if the operator e iθ L is dissipative, for some θ ∈ R. This statement is true in the strict sense, if, e.g., the matrix A is non-degenerate, and d ≥ 9.
As we had already mentioned, the examples in [KM] and [MP] show that the analogous statement is wrong on Heisenberg groups of low dimension 5 and 7. For instance, assume that g is a nilpotent Lie algebra of step r ≥ 3, and let g = g 1 ⊂ g 2 ⊂ · · · ⊂ g r+1 = {0} denote the descending central series, i.e., g j+1 := [g, g j ]. Let G = exp g be the associated nilpotent Lie group, and choose elements X 1 , . . . , X m of g which form a basis modulo g 2 . Consider the X j as left-invariant vector fields on G as usual, and let L on G be given by (4.10). Put G j := exp g j , and let H := G 3 \G = {G 3 g : g ∈ G} denote the quotient group of G by G 3 . Then H is a 2-step nilpotent Lie group, and if we assume that also the lower order terms in α jkXjXk + lower order terms .
Here,X j is the left-invariant vector field on H corresponding to X j .
Choose further elements X m+1 , . . . , X N such that X 1 , . . . , X N forms a basis modulo g 3 , and then elements Y 1 , . . . , Y k so that X 1 , . . . , X N , Y 1 , . . . , Y k forms a basis of g. We may then choose coordinates (x, y) ∈ R N × R k of G, by putting x ℓ X ℓ .
Let (ξ, η) denote the dual variables. By 2πσ(A) we denote the principal symbol of a differential operator A. Then one easily shows that σ(X j )((x, 0), (ξ, 0)) = σ(X j )(x, ξ) , hence (4.11) σ(L)((x, 0), (ξ, 0)) = σ(L)(x, ξ) for all ξ ∈ R N (here, we have chosen x as natural coordinates for H). Moreover, since
we have {σ(X j ), σ(X k )}((x, 0), (ξ, 0)) = iσ([X j , X k ])((x, 0), (ξ, 0)) = iσ([X j , X k ] ∼ )(x, ξ) = {σ(X j ), σ(X k )}(x, ξ) .
IfJ (x,ξ) denotes the skew symmetric matrix on H given in Corollary 1.4, and J ((x,0),(ξ,0)) the one on G, we thus have J ((x,0),(ξ,0)) =J (x,ξ) .
Thus, if we assume thatL satisfies the hypotheses of Corollary 4.1, then withL, also L satisfies the assumptions of Corollary 1.4, so that L is nowhere locally solvable.
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