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Abstract 
We examine the impact of financial sector development - proxied by domestic credit and 
market capitalization- mineral rent, and quality of governance on economic growth in 
South Africa. The novelty of this thesis Lies in the introduction of an interaction term 
between mineral rent and quality of governance, which is iterated along with the other 
afore-mentioned variables in a five-model estimation. Two other variables: trade and 
government expenditure are also added to the mix 
We developed five models to test the impacts of the different variables using the error 
correction model. In all five models, we find, consistently, a strong positive and significant 
relationship between the measures of financial sector development and economic growth. 
However, we find that mineral rent is negatively associated with growth in two of our 
models. The interaction term between mineral rent and quality of governance shows a 
positive but insignificant relationship with growth. Granger causality test reports a 
bidirectional causality between domestic credit and real GOP, a unidirectional causality 
between market capitalization and real GOP, a unidirectional causality between mineral 
rent and real GOP and no directional relationship between quality of governance and real 
GOP 
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CHAPTER ONE 
1 INTRODUCTION 
Growth everywhere is engendered by a medley of factors, ranging from capital to 
technology, human capital, foreign direct investment, trade etc. There are several 
theories, proposing different drivers and determinants of growth. Early on after the 
post-war era, in the 60s, growth and development became an important segment of the 
economics profession. But most economies, particularly on the African continent, have 
remain arguable poor and backward as in the 1960s. There have been surges in growth 
rates for sure, mostly due to commodity price spike, but sustainable and enduring 
growth has been elusive for the most part 
South Africa presents a peculiar case. The country is endowed with a variety of resources 
ranging from diamond to gold. It is also rich in such minerals as, platinum, iron ore, 
chromium, copper, uranium, silver, manganese, titanium and beryllium. It is the second 
largest economy on the African continent after Nigeria but has the most industrialized 
economy and a sophisticated financial system; it has been described in some quarters as 
an intermediate-developed economy or an upper-middle income country. Further, 
South Africa is also the only African member on the G-20. 
While resource-rich counties in African which rely heavily on mineral wealth for foreign 
exchange suffer the resource curse, South Africa's reliance on natural resources is not as 
stubbornly high, hence literature on resource curse in South Africa is scant. In fact, South 
Africa is often excluded in studies that examine the nexus between resources and 
economic growth. Yet, South Africa may suffer the resource curse, too: mineral wealth 
has failed to benefit most of the South African population, even so, the process of 
mining has harmed sections of the South African society as it is wont to happen in other 
resource-rich countries. Therefore, this thesis aims to assess, among other significant 
variables, the impact of South Africa's mineral wealth on growth. The question we ask is: 
Is South Africa more like advanced mineral rich countries such as Canada and Australia 
or is it, in fact, more like Nigeria or Angola in that regard. 
While the mining sector represent a significant portion of the country's economic 
output, other sectors such as manufacturing, agriculture, finance and real estate also 
play varying roles of significance in the economy. However, unlike other emerging 
economies, South Africa's growth rate has been low over the years. But some 
commentators view this trend differently, they argue that the country may have reached 
a steady-growth state. More so, the manufacturing sector, as in much of the developed 
world has experienced long-term decline, while the service sector has flourished. In fact, 
more than 60% of the GDP is contributed by the service sector. Yet such commentaries 
about steady-state growth fail to take into cognizance the stark levels of inequality in 
South Africa. South Africa's poverty rate is amongst the highest in the upper-middle 
income bracket while the level of inequality experienced by South Africans is amongst 
the highest in the world- possibly only surpassed by Namibia. 
Of interest to the undertaking of this thesis is also the role of financial sector 
development in South Africa's growth. Evidently South Africa has the most sophisticated 
financial systems on the African continent. In fact, among the BRICS nations, the country 
comes second after China in terms of financial sector sophistication. 
The role of financial sector development in economic growth has been well documented 
in literature. While there is no absolute consensus as to the exact impact of this variable 
on growth, there is always often an apriori expectation for the impact of financial sector 
development. A preponderant number of studies show that financial sector 
development contributes positively to economic growth. In this thesis, we build a model 
exploring the contribution of financial sector development to growth in South Africa. 
Albeit, we have also incorporated the stock market component to fully capture the wide 
range of financial development in South Africa 
And finally, this thesis takes a novel approach by employing the role of governance, and 
an interaction between mineral rent and quality of governance in growth. Most studies 
have focused on the traditional sources of growth at the expense of governance. In 
taking this approach, we contribute to the literature on resources by exploring how 
governance interacts with the utilization of natural wealth 
This thesis is further divided into four parts: first is literature review, which is followed by 
a theoretical framework, where we set out our model. The third part is data analysis and 
interpretation of results. Finally, the last section provides conclusion to this thesis 
Chapter Two 
LITERATURE REVIEW 
2.1 Natural Resources 
The impact of natural resources on economic growth has been a subject of intense 
debate for over two decades. Little consensus exists on the effects of natural resource 
richness on economic growth. The literature on natural resources and growth was 
inspired by Sachs and Warner (1995), whose empirical analysis showed that resource-
scarce economies tend to exhibit higher economic growth than resource-rich economies 
over the long run. This finding has inspired many economists to analyze its origins and 
test its robustness.(Zeynalov, Roman Horvath, & Horvath, 2015) 
A UNU/WIDER research project also finds that resource-abundance tends to undermine 
the efficiency of investment whereas a resource-poor endowment places a premium on 
efficient investment (Auty 1999). In another study examining the impact of natural 
resources on growth and investment, Gylfason and Zoega found that natural resource 
richness crowds out human and physical capital, causing slower growth in the long 
term(Gylfason & Zoega, 2006) 
There are several other studies of the impact of natural resources on economic growth. 
However, Sachs and Warner (1995) remain the seminal one. They examine the effect of 
natural resources on long-term economic growth and find that resource-rich countries 
tend to grow more slowly than resource-scarce countries. Several other studies have 
emphasized that natural resource richness may induce more corruption, increase 
political instability and the likelihood of conflicts, and hinder the functioning of 
democratic institutions in resource rich countries (Tella and Ades 1999; Barra 1999; Ross 
2001; Jensen and Wantchekon 2004; Collier and Hoeffler 2005). In the same vein, 
alternative studies have investigated different reasons for failures to achieve economic 
development with blessed natural resource richness. These include the Dutch disease, 
lower institutional governance, rent-seeking conflicts, political instability, higher 
corruption and undermined democracy, and ineffective economic policy.(Zeynalov 
Supervisor et al., 2015) The paradoxical outcome, by which it is argued that natural 
resource wealth is in fact a curse, not a blessing, is known in the literature as the 
resource curse(Eibra, 2013) 
The literature published after Sachs and Warner (1995) primarily investigates different 
transmission mechanisms of how natural resources affect growth, assessing whether it is 
possible to avoid the natural resource curse by improving the quality of institutions, or 
whether the existence of the natural resource curse depends on the means of 
measurement and the type of natural resources(Sachs & Warner, 2001) 
Juan Pablo Perez Alfonso, co-founder of OPEC and the former Venezuelan minister for 
Mines and Minerals, expressed frustration at the paradoxical outcomes his country 
experienced with oil extraction, labelling it "the devil's excrement" (Karl, 1997) His 
counter-intuitive description of Venezuela's experience with natural resource extraction 
reflects the raft of problems faced by resource rich countries- known as the resource 
curse.(Eibra, 2013) 
The term "resource curse" has gained popular acceptance since the publication of 
Richard Auty's work, Sustaining Development in Mineral Economies: The Resource Curse 
Thesis (Auty, 1993). While Auty was the first author to explicitly name this counter-
intuitive outcome, Gelb (1988) had previously noted that oil windfalls led to sub-optimal 
outcomes in developing states. The term is now used widely, both inside and outside of 
academia and although the prevalence of the resource curse is hotly debated, a 
common definition can be located. Using a combination of the two key authors, Auty 
(1993) and Sachs and Warner (1995), the resource curse can be defined as the paradox 
by which mineral-rich states fail to keep pace, economically, with their non-mineral-rich 
peers. Of the advocates of the existence of the resource curse, Sachs and Warner are 
perhaps the most ardent. 
It should be noted, however, that the resource curse scholarship remains deeply 
contested, with scholars questioning the deterministic nature of these paradoxical 
outcomes. Using development indicators rather than GOP to examine the impacts of 
mining, Davis (1995) suggests the resource curse may be an exception rather than the 
rule. Eggert (2001) agrees that the resource curse is not deterministic and instead 
depends on the management of resources in a given country. Sala-i-Martin and 
Subramanian (2003) analysis of Nigeria's experience with oil suggests that the resource 
curse operates through poor quality institutions, if this mechanism is rectified, they 
argue the resource curse ceases to exist. While the debate centers on whether the 
resource curse is deterministic, or whether it exists at all times in all places, (Eibra, 2013) 
shares the same view with Rosser (2006, p. 7) that natural resource abundance 
"increases the likelihood that countries will experience negative economic, political and 
social outcomes" 
The resource curse literature has been widely applied to sub-Saharan Africa, where this 
phenomenon is highly evident in countries such as Chad, Nigeria, Angola and the 
Democratic Republic of Congo (Le Billon, 2001; Pegg, 2009; Sala-i-Martin and 
Subramanian, 2003; Shaxson, 2005). Conversely many middle income and upper income 
countries, such as Australia and Canada, appear to have escaped this curse as mineral 
wealth has provided sound welfare systems, infrastructure and economic growth for 
most in society. Studies of the resource curse as it affects African states abound, yet 
none deal specifically with the experiences of South Africa. Nor does the country appear 
in the studies of countries seen to have "escaped" the curse. (Eibra, 2013) 
Mining's history in South Africa dates back to 1870 when gold was first discovered in 
Limpopo Province (Sorensen, 2011). In 1886 the discovery of the world's largest banket 
(a gold-bearing conglomerate found in South Africa) saw the industry expand at a rapid 
rate, although growth rates paused during the Boer War which lasted from 1899 to 1902 
(Sorensen, 2011). Throughout the colonial, Apartheid and post-Apartheid periods, South 
Africa has relied heavily on its mining sector for growth, a reliance that remains today 
despite the economy's industrialized nature (Eibra, 2013) 
Not only does South Africa possess huge reserves of natural resources, but this sector 
represents a significant portion of the country's economic output. Most definitions of 
resource-rich states rely on a measure of resource reliance, rather than a measure of 
stock wealth, which is much more difficult to calculate accurately. As such, to determine 
if a state is resource cursed, the level of reliance on natural resources must be first 
determined (Eibra, 2013) 
(Eibra, 2013) goes further to argue that according to the most basic definition of the 
resource curse, South Africa should be the focus of case study research into the resource 
curse. Furthermore, examining more nuanced definitions, and cited symptoms, there is 
little doubt that South Africa can be classified as a resource-cursed country. The 
country's economic performance lags behind its non-resource rich peers and while GOP 
per capita is in line with other middle-income countries, its growth has been slower. 
Additionally, measures such as economic wealth per capita mask the vast and well 
documented inequalities facing South African society (Leibbrandt et al., 201 0) 
Davis (1995) adopts a definition of "mineral-based economies" as those where natural 
resource exports contribute more than 40 per cent of total exports and where mining's 
contribution to GOP is greater than 8-10 per cent of total GOP. Alternatively, the IMF 
defines resource dependency as either government revenue from resources or mining's 
share of exports greater than 25 percent of the respective totals, averaged over the past 
5 years (International Monetary Fund, 2007). In 2011 South Africa's mining sector 
contributed 8.8 per cent of GOP (Chamber of Mines of South Africa, 2012) while in the 
previous year mineral exports made up of 48 per cent of total exports, classifying South 
Africa as resource reliant according to the IMF as well as Davis's more conservative 
estimate (U.S. Department of the Interior, 2012). 
(Eibra, 2013) argues that the experience of natural resource extraction in South Africa 
resembles that of its sub-Saharan neighbors with mineral wealth having failed significant 
parts of the country's population. Utilizing a framework based on the existing resource 
curse literature and the political economy model presented by Seekings and Nattrass 
(2002) to test the experiences of South Africa against measures and symptoms said to 
be indicative of the resource curse, He found that South Africa suffers from the same 
symptoms as other resource-cursed states across the continent. Principally, most of the 
country's citizens are not benefiting from South Africa's mineral riches and in some 
cases are even harmed through the extraction process. 
2.2 Financial Sector Development 
When compared to other developing countries in South Asia, Latin America and East 
Asia, the financial systems of sub-Saharan Africa show some distinctive features. African 
financial sectors are both shallower and narrower. In most countries of the region, the 
financial sectors are still underdeveloped and concentrate mainly on banking. 
(Chanceline & Djoumessi, 2016) However, the case of South Africa is different. 
South Africa boasts the most sophisticated financial system in sub-Saharan Africa. Even 
among the BRICS nation, the country comes second after China in financial sector 
sophistication. There is a contention, however, among academics and policy-makers on 
the relationship between financial systems and economic growth. For instance (Beck & 
Levine, 2004) argue that many models emphasize that well-functioning financial 
intermediaries and markets ameliorate information and transactions costs and thereby 
foster efficient resource allocation and hence faster long-run growth (Bencivenga and 
Smith, 1991; Bencivenga et al., 1995; King and Levine, 1993a). These models, however, 
also show that financial development can hurt growth. Specifically, financial 
development, by enhancing resource allocation and hence the returns to saving, may 
lower saving rates. If there are sufficiently large externalities associated with saving and 
investment then financial development slows long-run growth. In this thesis, we aim to 
investigate the nexus between financial sector, among other variables, and economic 
growth in South Africa, where domestic credit and stock market capitalization serve as 
proxy for financial sector development 
Levine and Zervos (1998) remains one of the most influential studies to empirically 
examine the relationship between bank development, stock market development and 
economic growth in detail. The results of their study show that although both stock 
market liquidity and banking development positively predict economic growth, the 
stock markets provide different forms of financial services compared with those 
provided by the banks. However, Zhu, Ash, and Poll in (2004), while testing the model of 
Levine and Zervos (1998), found that stock market liquidity no longer exerts any 
statistically observable influence on GOP growth when one controls for outliers properly 
(Odhiambo, 2014) 
Beck and Levine (2004) later improved on the results of Levine and Zervos (1998) by 
independently examining the relative impact of bank development and stock market 
development on economic growth. Using a panel data approach to examine the impact 
of stock markets and banks on economic growth, the authors found that both stock 
markets and banks positively influence economic growth. (Odhiambo, 2014) 
In analyzing the overall effect of the financial sector on economic growth, there are also 
conflicting results on whether stock markets and banks are substitutes, compliments, or 
whether one is more conducive to growth than the other. For instance, Boyd and 
Prescott (1986) model the critical role that banks play in easing information frictions and 
therefore in improving resource allocation, while Stiglitz (1985) and Bhide (1993) stress 
that stock markets will not produce the same improvement in resource allocation and 
corporate governance as banks. (Beck & Levine, 2004) 
Omitting stock market development in the finance-growth relationship makes it very 
difficult to assess whether: (i) The positive relationship between bank development and 
economic growth holds true after controlling for the impact of stock market 
development; (ii) banks and markets each have an independent impact on economic 
growth; or (iii) whether the overall financial development matters for growth, but it is 
difficult to identify the relative impact of stock markets and banks on economic growth 
(Beck & Levine, 2004) 
Levine and Zervos (1998) have investigated the relationship between growth and both 
banks and stock market. They employed as proxy: bank credit to the private sector as a 
share of GDP for bank development and market capitalization, stock market activity and 
market liquidity for stock market development. They found that both the banking sector 
and stock markets are strong determinants of economic growth (Zervos, 1998) 
However, (Beck & Levine, 2004) suggest that most of the studies suffer from an 
assortment of econometric weakness. For instance, the ordinary least squares (OLS) 
approach taken by Levine and Zervos (1998), does not account formally for potential 
simultaneity bias, nor does it control explicitly for country fixed effects or the routine use 
of lagged dependent variables in growth regressions. Further, while theory stresses the 
potential relationship between economic growth and the contemporaneous level of 
financial development Levine and Zervos (1998) use initial values of stock market and 
bank development. This not only implies an informational loss vis-a-vis using average 
values, but also a potential consistency loss. 
While recent work has attempted to resolve some of the statistical weaknesses in the 
Levine and Zervos (1998) study, statistical and conceptual problems remain. For 
instance, Arestis et al. (2001) use quarterly data and apply time series methods to five 
developed economies and show that while both banking sector and stock market 
development explain subsequent growth, the effect of banking sector development is 
substantially larger than that of stock market development. The sample size, however, is 
very limited and it is not clear whether the use of quarterly data and Johansen's (1988) 
vector error correction model fully abstracts from high frequency factors influencing the 
stock market, bank, and growth nexus to focus on long-run economic growth. 
Further, Trabelsi (2002), when conducting his study of 69 developing countries over the 
period 1960-1990, using both cross-sectional and pooled cross-section time-series 
regressions, found that the development of the financial sector only seems to affect 
growth with cross-sectional regression, while regressions carried out with panel data do 
not provide any empirical support for the relationship between finance and growth. 
Furthermore, Allen and Ndikumana (2000), who used only pooled cross-sectional 
regression on 12 Sub-Saharan African countries over a more recent period 1970-1996, 
concluded that there is only a positive relationship between financial development and 
economic growth when the ratio of liquid liability to GDP is used. When other indicators 
such as the ratio of volume of credit provided by bank to GDP and the ratio of credit to 
private sector to GDP are used as proxies of financial development, the relationship 
becomes weak 
There have been more sophisticated econometric methods deployed to resolve the 
weakness of earlier studies: for example, Rousseau and Wachtel (2000) make an 
important contribution to the literature by using panel techniques with annual data to 
assess the relationship between stock markets, banks, and growth. They use M3/GDP to 
measure bank development and the Levine and Zervos (1998) measures of stock market 
LGDP =Po+ {J1LDCR + /32LMCAP + {J3LMR + Jlt···· (10) 
~o > 0, ~1 > 0, ~2 > 0 and ~3 > 0 
3.2 Choice of Variables 
3.2.1 Dependent Variable 
The dependent variable in the models adopted in this thesis is Real GOP. The data for this is 
obtained from the World Development Indicators (WDI) data base. The Real GOP is reported at 
constant price. This is an inflation adjusted measure that reflects the value of all goods and services 
produced on a yearly basis in South Africa 
3.2.2 Natural Resources 
In this study, natural resources is proxied by mineral rent, which is evaluated as the most 
appropriate measure to capture natural wealth in South Africa. Researchers have adopted the 
same measure to evaluate natural resource wealth in South Africa in earlier studies 
Since the literature on resource curse gained popularity in the academia, there has been a 
controversy as to whether natural wealth is a necessary predictor of the performance of an 
economy. While most developing countries endowed with natural resources tend to perform 
poorly, developing countries such as Canada, for example, have utilized natural wealth to great 
effect 
The most fundamental, and widely accepted, definition of the resource curse remains the one 
outlined in Sachs and Warner's 1995 work, namely that mineral rich states experience slower 
economic growth than their non-mineral rich peers. This criterion is present in the case of South 
Africa, whose economic growth rate has been historically lower than other upper-middle income 
countries. (Eibra, 2013) 
(Eibra 2013) posit that South Africa has suffered from the resource curse despite its 
industrialized economy. This conclusion, however, is contrary to much of the state rhetoric which 
has historically advocated a strong South Africa built on mining wealth. Optimistic governments 
have repeatedly suggested that mining has the potential to not only contribute directly to the 
country's wealth, but also boost employment and output in upstream and downstream sectors. 
However, Stilwell et al. (2000) find that the premise on which South Africa's 1998 Minerals and 
Mining White Paper is based on namely, "that mining industries have the capacity to generate 
wealth and employment on a large scale" is in fact false (Republic of South Africa, 1998). The 
authors instead suggest that linkages between mining and other industries remain weak and 
that multipliers from mining are similar to other industries (Stilwell et al., 2000). 
Since the end of Apartheid rule in 1994, South Africa's economic growth has averaged 3.26 per 
cent compared to 4.72 per cent for sub-Saharan Africa and 4.18 per cent for middle income 
countries, indicating not only is the country that is lagging behind its peers, but also it is behind 
the regional average (World Bank, 2013). 
In addition to the economic effects of mineral extraction, and the inability for resource wealth to 
alleviate poverty, South Africa suffers from many incarnations of the rentier state outlined in the 
literature. Leite and Weidmann (1999) suggest that economic growth in resource-rich countries 
is hampered by a higher prevalence of corruption. The ability of resource rents to be captured 
by a small elite lead to an economy focused on the maintenance of power and weakening of 
institutions, rather than the direction of effort towards efficient production. (Eibra, 2013) 
3.2.3 Financial Sector Development 
There is a lack of consensus on the impact of the financial sector on economic growth. However, 
there is an overwhelming evidence from existing literature on this topic that financial sector 
development plays a key role in economic growth. For South Africa, there is, perhaps, a 
consensus that the financial sector drives growth. This is not surprising as the country has some 
of the largest banks on the continent, and the stock market is globally acclaimed. In this thesis, 
we employ both the banking system and stock market to proxy financial sector development, 
following Beck and Levine (2003) 
We use domestic credit to proxy the banking system, while market capitalization is adopted to 
capture the stock market performance. Taking both measures, we can estimate the impact of 
financial sector development on growth in South Africa 
Financial development can be defined as the ability of a financial sector to acquire information, 
enforce contracts, facilitate transactions and create incentives for the emergence of particular 
types of financial contracts, markets and intermediaries, and all this at a low cost (Rajan and 
Zingales, 2003:9; Levine, 1999:4) This occurs when financial instruments, markets and 
intermediaries ameliorate-though not necessarily eliminate-the effects of information, 
enforcement and transaction costs, and therefore better provide financial services. Sophisticated 
financial systems are now seen as a defining feature of the advanced economies-but this was 
not always the case. Economists' understanding of the nature of the relationship between 
financial systems and economic growth has evolved over time. (Akinboade & Kinfack, 2014) It 
was Bagehot (1873) who first elaborated on this issue. He argued that what separated England 
from "all rude countries" was the ability of its financial markets to mobilize savings to finance 
"immense works." In writing this, he defined two primary roles of financial markets as facilitating 
the accumulation of capital and managing risk inherent in particular investment projects and 
industries 
Later, other economists such as Schumpeter (1911) elaborated that financial intermediaries 
facilitate technological innovation by assembling savings, evaluating investment projects, 
monitoring managers and facilitating transactions. In the Schumpeterian model, banks create 
entrepreneurs, who carry out new combinations of production that lead to economic growth. 
"The structure of modern industry could not have been erected without it [credit] and in 
carrying out new combinations, financing as a special act, is fundamentally necessary in theory 
as a practice"(Akinboade & Kinfack, 2014) 
Goldsmith (1969), McKinnon (1973) and Shaw (1973) later emphasized the role of capital 
accumulation in economic growth. In the McKinnon-Shaw model, a well-developed financial 
system mobilizes savings by channeling small-denomination savings into profitable large-scale 
investments. According to them, these savings might not be available for investment without the 
participation of financial institutions, because mobilizing savings of diverse savers is usually 
costly, due to the existence of information asymmetries and transaction costs. Financial 
institutions lower the cost of mobilizing savings and also provide attractive instruments and 
savings vehicles, while offering savers a high degree of liquidity. Unlike Schumpeter, they did 
not distinguish between the banking sector and the stock market. According to them, both of 
them play an important role in the process of economic growth.(Akinboade & Kinfack, 2014) 
Financial development also increases investment through the allocation of capital to the private 
sector. Access to finance is important for firms. The second leading constraint on doing business 
after taxes and regulation is finance (World Bank 2000). However, Batra et al. (2003) ranks the 
lack of finance as the main constraint in Africa and China. Furthermore, using the World Business 
Environment Survey (WBES), recent research concludes that finance is the most important 
constraint on firm growth (Ayyagari et al. 2005). 
3.2.4 Quality of Governance 
We have employed a critical component, which is often overlooked in most studies of growth in 
this thesis. Quality of Governance is proxied by the corruption perception index compiled from 
the Quality of Governance data set, University of Gothenburg, Sweden. Our aim is to estimate 
the role of governance in economic growth in South Africa 
Many scholars and researchers have confirmed the positive link of improved quality of 
governance on economic growth. The study of Knack and Keefer (1997) shows that both 
property rights and contract enforcement have positive impact on economic growth. Similarly, 
Campos and Nugent (1999) prove a statistically significant positive impact of governance on 
economic development. The work of Kaufmann, et al. (1999a and 1999b) reaches the same 
conclusion about the importance of governance to economic development. Similar findings are 
reached in the work of Knack and Keefer (1995) and Mauro (1995). 
Many of the research work of the International Monetary Fund (IMF), the United Nations, and 
the World Bank shows that good governance leads to economic growth. For instance, Kaufman 
and Kraay (2002) evaluate the World Governance Indicators over the period 1996 to 2002 and 
find a positive relationship between per capita income and quality of governance. (Emara, 2014) 
Further to this, Acemoglu and Robinson (2012) strongly assert the role of governance and 
institutions in fostering economic growth. They posit, with an abundance of evidence, that 
countries where institutions are fair and functional tend to experience more growth than those 
where institutions are extractive. 
3.2.5 Interaction Term 
3.2.6 Mineral Rent and Quality of Governance 
Our aim in employing an interaction term between mineral rent and quality of governance is to 
explore the dynamics of growth in South Africa, when we take into account the effect of the 
quality of governance on how mineral rents are utilized. This term introduces a novelty in the 
study of growth in South Africa. While many studies have examined separate impact of mineral 
rent and governance on growth, there is no literature yet, as far as we know, on the combined 
effect of mineral rent and quality of governance. 
3.2. 7 Government Consumption Expenditure 
We have also included government consumption expenditure in our models based on the 
knowledge that the size of government affects its long-run economic growth. While government 
consumption is not one of our variables of interest in this thesis, the choice was motivated by 
the need to include a variable that exert some influence on growth in South Africa. (Odhiambo 
2015), using the recently developed auto-regressive distributed lag model (ARDL)- bounds 
tested the dynamic causal relationship between government expenditure and economic growth 
in South Africa, he found that both government expenditure and economic growth Granger-
cause each other in the short run. 
3.2.8 Trade 
Another variable employed in estimating our models is trade. While this is not one of our 
variable of interest, we have included this variable as international trade also play a role in 
explaining growth in South Africa. 
Many empirical papers have explored the links between international trade and growth. The 
seminal empirical studies of Sachs and Warner (1995) and Frankel and Romer (1999) provide 
support for the growth-enhancing effect of international trade. Sachs and Warner examine the 
impact of international trade on the growth of 122 countries; they found that open countries 
exhibit higher growth rates than protectionist countries. In the same way, Frankel and Romer 
show that trade openness generated higher income levels in a cross section of 63 countries in 
1985. 
In the same vein, Kavoussi (1984) also studied 73 middle-and low-income developing countries 
to determine the contribution of trade to economic growth. He found that the high rate of 
economic growth experienced in these countries was strongly correlated with a high rate of 
export growth for both middle- and low-income countries. However, the effects tend to 
diminish 
according to the level of economic development of the country. But his findings corroborate the 
work of Chenery and Strout (1994), which shows that for a long time in many developing 
countries, there was hardly any country which exhibited a sustained growth rate higher than its 
growth of exports. They also found that growth rates of individual developing countries since 
1950 correlate better with their export performance than with any other single economic 
indicator 
3.2.9 Hypothesis 
From our model estimation, we expect financial sector development, through the variables of 
domestic credit and market capitalization to have a positive and significant relationship with 
economic growth. This is based on the knowledge that efficient financial markets ease 
constraints on capital flows and provide credit to the deficit sector of the economy. Therefore, in 
all five models, we expect to see a strong and positive relationship with economic growth 
However, for mining rent, going by evidence of the literature, we do not expect a particularly 
strong positive relationship between mineral rent and growth. As in the case in most developing 
countries, we expect that South Africa's experience with natural wealth will resemble those of 
other African countries endowed with natural wealth, rather than more developed countries 
endowed with natural wealth 
We expect to see a weak relationship between the interaction term and economic growth. Also, 
for the relationship between quality of governance and economic growth in South Africa, we do 
not expect a positive relationship. 
However, we expect a positive relationship between trade and economic growth as well as 
between government consumption expenditure and economic growth 
3.2.1 0 Error Correction Model 
The ECM is very appealing due to its ability to induce flexibility by combining the short run and 
long run dynamics in a unified system. Also, the consistency and efficiency of estimates of the 
parameter of ECM makes the model more dynamic. 
The ECM is stated below in five models: 
MODEL ONE 
LlLGDPt = 6oet-1 + i,ajLlLDCRt-j + i,akilLGGFCEt-k + i,aiALMCAPt-t + i,aLLlMRt-m + i,aiALQGt-o + 
i,aLLlLTRDt-p+ Vt ... {1} 
MODEL TWO 
LJLGDPt = 6oet-l + I.ajiJLDCRt-i + I.akLJLGGFCEt-k + I.atALMCAPt-1 + I.atAMRt-m + I.atALQGt-o + 
I.atALTRDt-p+ I.atALMR*QGt-q + Vt··· {2} 
MODEL THREE 
LJLGDPt = 6oet-l + I.ajiJLDCRt-i + I.aLLJLMCAPt-k + I.atAMRt-1 + I.atALQGt-m + I.atALMR*QGt-o + Vt ... 
{3} 
MODEL FOUR 
LJLGDPt = 6oet-l + I.ajiJLDCRt-i + IatALMCAPt-k + I.aLLJMRt-1 + I.atALQGt-m + Vt ... {4} 
MODEL FOUR 
LJLGDPt = 6oet-l + I.ajiJLDCRt-i + I.atALMCAPt-k + I.atAMRt-1 + Vt ... {5} 
CHAPTER4 
DATA ANALYSIS AND INTERPRETATION 
4.0 Introduction 
This chapter covers the presentation and analysis of the data. The data used in this thesis 
was gathered from secondary sources such as the World Bank Development Indicators 
and QoG Standard Data. The system equations developed in the section three are 
empirically simulated to fit the research data at hand. The presumed drivers of Gross 
Domestic Product (GDP) growth are iterated with other control variables to investigate 
the dynamic changes emanating from the exogenous shocks. The dynamics are further 
investigated with the error correction model. 
There are five models in each of the system equations. The variables adopted in this study 
are as follows: Gross Domestic Product (GDP), Domestic Credit (DCR), General 
Government Final Consumption Expenditure (GGFCE), Market Capitalization (MCAP), 
Mineral Rent (MR), Quality of Governance (QG), Trade (TRD) and Mineral Rent and Quality 
of Governance (MR*QG). The Mineral Rent and Quality of Governance (MR*QG) 
represents an interaction term of both Mineral Rent and Quality of Governance. This term 
is tested in Model 2 and 3 of our ECM regression. The essence of the interaction between 
Mineral Rent and Quality Governance is to quantitatively evaluate how Mineral wealth, 
when juxtaposed with Quality of Governance affect GDP. This relationship is empirically 
examined within the constraint of the error correction model. The essential ingredient 
fundamental to the Error Correction Model is carried out by both Johansen Co-integration 
and Granger Causality Tests 
Table 4.1: Descriptive Statistics 
LGDP LDCR LGGFCE LMCAP LMR LQG 
Mean 25.82884 25.31155 24.13349 26.26348 21.79844 3.772909 
Median 25.64888 25.22873 23.99587 26.16152 21.70072 3.746650 
Maximum 26.75606 26.36428 25.13971 27.58112 23.55675 3.936061 
Minimum 24.96039 24.26250 23.09923 24.70086 19.86075 3.713572 
Std. Dev. 0.532570 0.672406 0.610398 0.920110 1.089405 0.068605 
Skewness 0.299374 0.155887 0.118623 0.026431 -0.035985 1.370277 
Kurtosis 1.801696 1.713266 1.919104 1.849166 1.835567 3.346257 
Jarque-Bera 2.766417 2.702369 1.887958 2.046120 2.098337 11.76374 
Probability 0.250773 0.258933 0.389077 0.359493 0.350229 0.002790 
Sum 955.6669 936.5274 892.9390 971.7486 806.5423 139.5976 
Sum Sq. Dev. 10.21071 16.27670 13.41308 30.47767 42.72488 0.169440 
Observations 37 37 37 37 37 37 
Source: Author's Computation (2018) 
The skewness of Gross Domestic Product, Domestic Credit, General Government Final 
Consumption Expenditure, Market Capitalization, Mineral Rent, Quality of Governance 
and Trade measures the asymmetry of the distribution of the series around its mean. The 
result from the above shows that Gross Domestic Product, Domestic Credit, General 
Government Final Consumption Expenditure, Market Capitalization, Mineral Rent and 
Trade are skewed to the left because their values are all lesser than zero (0) however, 
quality of governance measure is skewed to the right because its value is greater than 
one. 
The extent to which the distribution is skewed or flat is measured by the Kurtosis with an 
expected value of three. When kurtosis is three, it is Mesokurtic (normal bell-shaped 
distribution), if lesser than three, it is termed Platykurtic, and if greater than three, it is 
known as Leptokurtic. It is clear that Gross Domestic Product, Domestic Credit, General 
Government Final Consumption Expenditure, Market Capitalization, Mineral Rent and 
Trade are Platykurtic because their values are lesser than three, these variables are flatter 
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The graphical representations above show that all the variables slope upward, and this 
demonstrates a positive relationship within the regression model. The lowest value of 
GOP, MR, OCR, GGFCE, QG, MCAP, and TRO was experienced in the year 1985, 1999, 1980, 
1980, 1980-1983, 1984 and 1985 respectively, while the highest value of GOP, MR, OCR, 
GGFCE, QG, MCAP, and TRO was experienced in the year 2011, 2011, 2011, 2011, 2016, 
2016, 2011. The result of the graph above showed that GOP, MR, OCR< GGFCE and TRO 
has the highest value in the same year (2011) and QG and MCAP also had highest value 
in the year 2016. 
4.2 Correction Matrix 
Before delving into the heart of our econometrics estimation, it is important to complete 
the pre-diagnostics with a correlation matrix. One crude but useful technique to 
investigate the multi co-linearity among the exogenous factors is correlation matrix. At 
this point, the first difference of our data is more important since further estimations only 
require our transformed data, the cross examination of correlation coefficients of each 
pair of the variables vis-a-vis the correlation coefficients of the endogenous and each of 
the exogenous is essential to determine the presence of severe multi co-linearity, if it 
exists in our model 
Table 4.2.1 : Correlation Matrix of the Differenced Data 
GOP OCR GGFCE MCAP MR QG TRD 
1 
0.8948 1 
GGFCE 0.9524 0.8384 1 
MCAP 0.4901 0.3326 0.46685 1 
MR 
QG 
rrRo 
0.1320 0.0249 0.02630 0.2641 1 
-0.18476 -0.2565 -0.21977 -0.07497 0.035051 1 
0.7821 0.6892 0.6830 0.16747 0.2643 0.0145 1 
Source: Author's Computation (2018) 
Table 4.2 of correlation matrix does not pose severe multi co-linearity problem. The 
concern that considerably high correlation between trade correlation coefficients with 
domestic credit, government final consumption is eliminated since the correlation of each 
of these variables with the endogenous variable is larger than the correlation between 
both pairs i.e. trade and government final consumption expenditure. 
4.3 Unit Root Test Analysis 
In this study, the Augmented Dickey Fuller (ADF) unit roots test is employed to test for 
the time series properties of our variables. The null hypothesis is that the variable under 
investigation has a unit root. The decision rule is to reject the null hypothesis if the ADF 
statistic value exceeds the critical value at a chosen level of significance (in absolute term). 
These results are presented in table below. 
Table 4.3.1 Test of Stationarity (Unit Root): Augmented Dickey Fuller 
Levels Order Critical Values First Critical Values Orde Remark 
differences r 
Variabl 
e 
1% 3.6329 1% -3.6329 Stationary 
LGDP -1.0342 1(0) 5% 
-2.9484 -4.3651 *** 
at pt 
5% 
-2.9484 I ( 1) difference 
10% 
-2.6129 10% -2.6129 
1% 
-3.6268 1% -3.6329 Stationary 
at pt 
LDCR -1.1989 1(0) 5% 
-2.9458 -5.3460*** 5% -2.9484 1(1) difference 
10% 
-2.6115 10% -2.6129 
1% 
-3.6329 1% -3.6329 Stationary 
LGGFCE -1.2035 1(0) 5% 
-2.9484 -4.3177*** 
at pt 
5% 
-2.9484 1(1) difference 
10% 
-2.6129 10% -2.6129 
1% 
-3.6268 1% -3.6329 Stationary 
at 1st 
LMCAP -1.0904 1(0) 5% 
-2.9458 -6.2436*** 5% -2.9484 1(1) difference 
10% 
-2.6115 10% -2.6129 
-1.1878 1% 
-3.6394 1% -3.6394 
LMR -3.5821 *** 1(1) 
1(0) 5% 
-2.9511 5% -2.9511 
10% 10% Stationary 
at 151 
-2.6143 -2.6143 difference 
1% 
-3.6617 1% -3.6701 Stationary 
LQG 1.2168 1(0) 5% 
-2.9604 -4.0703*** 5% -2.9640 1(1) at pt 
difference 
10% 
-2.6192 10% -2.6210 
1% 
-3.6268 1% -3.6329 Stationary 
LTRD 0.3488 1(0) 5% 
-2.9458 -4.2310 5% -2.9484 1(1) at P 1 
difference 
10% 
-2.6115 10% -2.6129 
Source: Author's Computation (2018) 
From the summary table of the Augmented Dickey Fuller Test above, it is evident that the 
variables are not stationary at level at 5% level however, upon first difference, the variables 
are found to be stationary, hence, 1(1). This eliminates the concern of spurious regression. 
Further to the ongoing analysis, there is a clear indication that there is mean-reversion 
and constant variance in the variables at first order integration. This fact is also 
corroborated by the time-plot for the first differenced data in the Table 4.3. We know that 
if this scatter-plot shows a complete random movement (absence of wave) over the years, 
and tend to its mean value then we can say there is mean -reversion; a condition for 
stationarity. 
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The diagram above are the time-plots of the differenced data. As expected the plot shows 
a random movement and a tendency to revert to the mean value. This mean-reversion is 
fundamental for the amenability of time-series data and for proper fit to the adopted 
model. An important assumption required to fit the Error Correction Model is common 
stationarity among the variables. The first differencing of the data shown in the above 
plots confirms the pre-diagnostic unit root tests from Augmented Dickey Fuller 
4.4 Johansen Co-integration Test 
A necessary but insufficient condition for co-integrating test is that each of the variables 
be Integrated of the same order. The Johansen co-integration test uses two statistics tests 
namely: the trace test and Maximum Eigen value test for rejecting or accepting the 
hypothesis of existence of co-integration. The first table in each of the table tests the 
hypotheses of no co-integrating relation, the second table test the hypothesis of one co-
integrating relation and so on, against the alternative of full rank of co-integration. The 
results are presented in table below. 
Table 4.4.1 Johansen Co-integration Test 
Part 1: Trace Statistics 
Null Hypothesis 
Alternative Critical Value 
Hypothesis Test Statistic Probability (5%) 
H0 :r:50 H1 : r > 0 179.0566 125.6154 0.0000*** 
H0 :r:50 H1 : r > 0 121.8643 95.75366 0.0003*** 
H0 :r:50 H1 :r > 0 86.53334 69.81889 0.0013*** 
H0 :r:50 H1 :r > 0 51.40557 47.85613 0.0223*** 
H0 :r :50 H1 : r > 0 29.09841 29.79707 0.0600 
H0 :r:50 H1 : r > 0 13.56759 15.49471 0.0956 
H0 :r:50 H1 : r > 0 3.904907 3.841466 0.0481 
Part 2: Maximal EigenValue Statistics 
Null Hypothesis 
Alternative Critical Value 
Hypothesis Test Statistic Probability (5%) 
H0 : r = 0 H1 : r = 1 57.19231 46.23142 0.0024*** 
H0 : r = 0 H1 : r = 1 35.33097 40.07757 0.1556 
H0 : r = 0 H1 : r = 1 35.12777 33.87687 0.0353 
H0 : r = 0 H1 : r = 1 22.30716 27.58434 0.2050 
H0 : r = 0 H1 : r = 1 15.53082 21.13162 0.2534 
H0 : r = 0 H1 : r = 1 9.662684 14.26460 0.2350 
H0 : r = 0 H1 : r = 1 3.904907 3.841466 0.0481 
Source: Author's Computation (2018) 
According to the rule guiding Johansen Co-integration Test, we make decision by the 
result of Trace Statistics and the Max-eigen test, but when the result of these two tests 
differ, we make use of the Trace Statistics result 
The Trace Statistics tests for long-run equilibrium relationship of the variables. The co-
integration test result as evident in Table 4.4 above indicates that the dependent variable 
gross domestic product is co-integrated with Gross Domestic Product (GDP), Domestic 
Credit (DCR), General Government Final Consumption Expenditure (GGFCE), Market 
Capitalization (MCAP), Mineral Rent (MR), Quality of Governance (QG) and Trade (TRD); 
as such the test statistics strongly reject the null hypothesis. From the co-integration 
equations, all the research macroeconomic variables exact long-run influence on the gross 
domestic product. 
Interpretation of Co-integrating Equations 
We make use of the normalized co-integrating co-efficient to explain the co-integrating 
equations. The co-integrating equation is shown below by equating to zero, and we 
present the equation in the order of one co-integrating equation, which is written below 
as 
-T*Iog2(1-A1) because r =4 
Model for the normalized co-integrating co-efficient result can be explained as: 
LGDP- 0.5331LDCR- 0.4865LGGFCE- 0.4943LMCAP- 0.0917LMR- 1.1073LQR- 0.0691LTRD 
=0 
LGDP = 0.5331LDCR + 0.4865LGGFCE + 0.4943LMCAP + 0.0917LMR + 1.1073LQR + 0.0691LTRD 
The estimated co-efficient signs of both the normalized co-integrating co-efficient and 
the co-efficient of the long-run model (ECM Model) are the same. Therefore, we can 
conclude that our model is a proper fit 
4.5 Error Correction Model 
Variables Modell Model2 Model3 Model4 Model4 
Coefficient P-V Coefficient P-V Coefficient P-V Coefficient P-V Coefficient P-V 
c -0.01025* 0.0271 -0.01027* 0.0297 -0.009262 0.3475 -0.009236 0.3400 -0.002384 0.7659 
D(LDCR} 0.271114* 0.0000 0.27242* 0.0000 0.688797* 0.0000 0.687760* 0.0000 0.681477* 0.0000 
D(LGGFCE) 0.465246* - - - - - -0.0000 0.46608* 0.0000 
D(LMCAP} 0.039462* 0.0228 0.03864* 0.0341 0.062758 0.0669 0.063262 0.0527 0.059439 0.0687 
D(LMR} 0.004653 0.5510 -125.8619 0.8616 -93.14851 0.9524 0.008829 0.5596 0.009790 0.5214 
D(LQG} 0.095003 0.8042 - -
-125.7709 0.8617 -92.14584 0.9530 1.010000 0.2129 
D(LTRD) 0.180633* 0.0002 - - - - -0.17994* 0.0002 
D(MR*QG) - - - - - -125.8672 0.8616 93.15775 0.9524 
ECM(-1} 
R-squared 
Adj. R-
squared 
F-statistic 
Prob(F-
stat) 
Durbin-
Watson 
stat 
-0.52171 * 0.0002 -0.515648 0.0005 -0.913417 0.0021 -0.917865 0.0012 -0.981706 0.0005 
0.980604 0.980626 0.901365 0.901353 0.896028 
0.975755 0.974886 0.880958 0.884912 0.882612 
202.2281 170.8296 44.16899 54.82288 66.78922 
0.000000 0.000000 0.000000 0.000000 0.000000 
1.899644 1.867654 2.431614 2.434402 
2.344262 
Source: Author's Computation (2018) 
4.5.1 Interpretation for Error Correction Model 
From the Error Correction Coefficients, it is evident that a Long-Run Equilibrium exist as 
we see the compliance to the necessary criteria (appropriately signed, significant and of 
sizeable magnitudes). This technique was adopted to reveal the speed of convergence of 
the research variables to equilibrium in the long-run. With respect to the Gross Domestic 
Product, the Error Correction coefficient suggests that 52.2%, 51.6%, 91.3%, 91.8% and 
98.2% of the disequilibrium in the previous years is adjusted towards long-run equilibrium 
for model 1, model 2, model 3, model4 and model 5 respectively. The rate at which model 
5 adjust towards long-run equilibrium is faster than other models. 
The coefficient of error-correction term for the short-run model is appropriately signed 
and statistically significant as the probability of the co-efficient is less than 5% level of 
significance. Hence, the coefficient of error correction term suggests that the gross 
domestic product will converge towards its long-run equilibrium level after a period of 
change in the exogenous factors (Domestic Credit, General Government Final 
Consumption Expenditure, Market Capitalization, Mineral Rent and Trade). 
4.5.2 Model One Interpretation 
From our first model, there is a positive and significant relationship between gross 
domestic product and domestic credit. If domestic credit increases by one percentage 
point, this will result in a 0.27 percentage point increase in gross domestic product. This 
corroborates our expectation, and jives with findings from empirical literature on the 
subject of financial sector development and growth. Also, we find a positive and 
significant relationship between gross domestic product and general government final 
consumption expenditure. A percentage point increase in consumption expenditure 
results in a 0.47 percentage point increase in GOP. This is also in line with findings from 
several studies. Further, we see a very strong positive and significant relationship between 
gross domestic product and market capitalization: a percentage increase in market 
capitalization will result in a 0.04 percentage point increase in GOP. However, we find a 
positive but insignificant relationship between gross domestic product and mineral rent. 
In this model, there is a positive but insignificant relationship between gross domestic 
product and quality of governance. There is also a positive and significant relationship 
between gross domestic product and trade 
Statistical Criteria 
Statistical tools are used as evaluation techniques, such techniques include: F statistics, 
co-efficient of determination and adjusted co-efficient of determination. 
F-statistics is used to test the joint statistical significance of the explained variable and 
explanatory variable. From the analysis above, Fcalcated(202.2281) is greater than 
Ftabulated(O.OOOO), which means we accept the alternative hypothesis. There is joint 
statistical significance between the explained variable and explanatory variable. 
Co-efficient of determination is used to test the measure of goodness of fit of the model. 
There is 98.1% dispersion of variation between Gross Domestic Product, Domestic Credit, 
General Government Final Consumption Expenditure, Market Capitalization, Mineral Rent, 
Quality of Governance and Trade; the remaining 1.9% are other factors affecting gross 
domestic product apart from Domestic Credit, General Government Final Consumption 
Expenditure, Market Capitalization, Mineral Rent, Quality of Governance and Trade. This 
result shows a strong relationship between the exogenous variables and the endogenous 
variable. 
Adjusted co-efficient of determination is used to test the measure of overall goodness of 
fit of the model. There is 97.6% overall dispersion of variation between Gross Domestic 
Product, Domestic Credit, General Government Final Consumption Expenditure, Market 
Capitalization, Mineral Rent, Quality of Governance and Trade; the remaining 2.4% are 
other factors affecting gross domestic product apart from Domestic Credit, General 
Government Final Consumption Expenditure, Market Capitalization, Mineral Rent, Quality 
of Governance and Trade. This result shows a strong relationship between the exogenous 
variables and the endogenous variable. 
Econometrics Criteria 
We use the Durbin-Watson to test the presence or absence of auto serial correlation. 
Because Durbin-Watson estimated value (1.8996) is lesser than two (2), there is presence 
of auto serial correlation. This means that the Durbin-Watson statistics is lesser than 
Durbin Watson upper limit. 
4.5.3 Model Two Interpretation 
This model, unlike the other four entails all variables measured in this thesis. As in model 
one, we see a strong positive and significant relationship between gross domestic product 
and domestic credit. This ties in with our expectation. Also, there is a positive and 
significant relationship between gross domestic product and general government final 
consumption expenditure. Again, here we see a positive and significant relationship 
between gross domestic product and market capitalization. On the other hand, there is a 
negative and insignificant relationship between gross domestic product and mineral rent. 
Further, we also found a negative and insignificant relationship between gross domestic 
product and quality of governance. However, we found a positive and significant 
relationship between gross domestic product and trade, and finally, there is a positive but 
insignificant relationship between gross domestic product and the interaction term 
(mineral rent and quality of governance). 
Statistical Criteria 
From the analysis above, Fcalcated(170.8296) is greater than Ftabulated(O.OOOO), which means 
we accept the alternative hypothesis. There is joint statistical significance between the 
explained variable and explanatory variable. 
Co-efficient of determination is used to test the measure of goodness of fit of the model. 
There is 98.1% dispersion of variation between Gross Domestic Product, Domestic Credit, 
General Government Final Consumption Expenditure, Market Capitalization, Mineral Rent, 
Quality of Governance, Trade and the interaction term. This result shows a strong 
relationship between the exogenous variables and the endogenous variable. 
Adjusted co-efficient of determination is used to test the measure of overall goodness of 
fit of the model. There is 97.5% overall dispersion of variation between Gross Domestic 
Product, Domestic Credit, General Government Final Consumption Expenditure, Market 
Capitalization, Mineral Rent, Quality of Governance, Trade and the interaction term 
Econometrics Criteria 
We use the Durbin-Watson to test the presence or absence of auto serial correlation. 
Because Durbin-Watson estimated value (1.8677) is lesser than two (2), there is presence 
of auto serial correlation. This means that the Durbin-Watson statistics is lesser than 
Durbin Watson upper limit. 
4.5.4 Model Three Interpretation 
Our third model shows there is a positive and significant relationship between gross 
domestic product and domestic credit. There is also a positive but insignificant 
relationship between gross domestic product and market capitalization. However, we find 
a negative and insignificant relationship between gross domestic product and mineral 
rent. Also, there is a negative and insignificant relationship between gross domestic 
product and quality of governance. Finally, there is a positive but insignificant relationship 
between gross domestic product and the interaction term (Mineral Rent and Quality of 
Governance). 
Statistical Criteria 
From the analysis above, Fcalcated(44.16899) is greater than Ftabulated(O.OOOO), which means 
we accept the alternative hypothesis. There is joint statistical significance between the 
explained variable and explanatory variable. 
Co-efficient of determination is used to test the measure of goodness of fit of the model. 
There is 90.1% dispersion of variation between Gross Domestic Product, Domestic Credit, 
Market Capitalization, Mineral Rent, Quality of Governance and the interaction term 
Adjusted co-efficient of determination is used to test the measure of overall goodness of 
fit of the model. There is 88.1% dispersion of variation between Gross Domestic Product, 
Domestic Credit, Market Capitalization, Mineral Rent, Quality of Governance and the 
interaction term 
Econometrics Criteria 
We use the Durbin-Watson to test the presence or absence of auto serial correlation. 
Because Durbin-Watson estimated value (2.4316) is greater than two (2), there is absence 
of auto serial correlation. This means that the Durbin-Watson statistics is greater than 
Durbin Watson upper limit. 
4.5.5 Model Four Interpretation 
From model four, we see a positive and significant relationship between gross domestic 
product and domestic credit. There is also a positive but insignificant relationship between 
gross domestic product and market capitalization. Unlike in the previous models, we see 
a positive although insignificant relationship between gross domestic product and 
mineral rent. Also, there is a positive but insignificant relationship between gross domestic 
product and quality of governance. 
Statistical Criteria 
From the analysis above, Fcalcated(54.82288) is greater than Ftabulated(O.OOOO), which means 
we accept the alternative hypothesis. There is joint statistical significance between the 
explained variable and explanatory variable. 
Co-efficient of determination is used to test the measure of goodness of fit of the model. 
There is 90.1% dispersion of variation between Gross Domestic Product, Domestic Credit, 
Market Capitalization, Mineral Rent and the Quality of Governance 
Adjusted co-efficient of determination is used to test the measure of overall goodness of 
fit of the model. There is 88.1% dispersion of variation between Gross Domestic Product, 
Domestic Credit, Market Capitalization, Mineral Rent and Quality of Governance 
Econometrics Criteria 
We use the Durbin-Watson to test the presence or absence of auto serial correlation. 
Because Durbin-Watson estimated value (2.4316) is greater than two (2), there is absence 
of auto serial correlation. This means that the Durbin-Watson statistics is greater than 
Durbin Watson upper limit. 
4.5.6 Model Five Interpretation 
From this model, we see a positive and significant relationship between gross domestic 
product and domestic credit. There is a positive but insignificant relationship between 
gross domestic product and market capitalization. Also, there is a positive but insignificant 
relationship between gross domestic product and mineral rent. 
Statistical Criteria 
So, from the analysis above, Fcalcated(66.78922) is greater than Ftabulated(O.OOOO), which 
means we accept the alternative hypothesis. There is joint statistical significance between 
the explained variable and explanatory variable. 
Co-efficient of determination is used to test the measure of goodness of fit of the model. 
There is 89.6% dispersion of variation between Gross Domestic Product, Domestic Credit, 
Market Capitalization, and Mineral Rent. 
Adjusted co-efficient of determination is used to test the measure of overall goodness of 
fit of the model. There is 88.3% dispersion of variation between Gross Domestic Product, 
Domestic Credit, Market Capitalization, and Mineral Rent. 
Durbin-Watson to test the presence or absence of auto serial correlation. Because 
Durbin-Watson estimated value (2.2443) is greater than two (2), there is absence of auto 
serial correlation. This means that the Durbin-Watson statistics is greater than Durbin 
Watson upper limit. 
4.6 Granger Causality Test 
Null Hypothesis: Obs F-Statistic Pro b. Remark 
LDCR does not Granger Cause LGDP 35 8.21760 0.0014 Bidirectional 
LGDP does not Granger Cause LDCR 11.4956 0.0002 Causality 
LGGFCE does not Granger Cause LGDP 35 1.50210 0.2389 No directional 
LGDP does not Granger Cause LGGFCE 0.31494 0.7322 Causality 
LMCAP does not Granger Cause LGDP 35 5.80890 0.0074 Unidirectional 
LGDP does not Granger Cause LMCAP 1.20664 0.3133 Causality 
LMR does not Granger Cause LGDP 35 7.65030 0.0021 Unidirectional 
LGDP does not Granger Cause LMR 1.63757 0.2114 Causality 
LQG does not Granger Cause LGDP 35 0.34586 0.7104 No directional 
LGDP does not Granger Cause LQG 2.62109 0.0893 Causality 
L TRD does not Granger Cause LGDP 35 0.91838 0.4101 No directional 
LGDP does not Granger Cause L TRD 1.51426 0.2363 Causality 
Going by the results above, the null hypothesis that domestic credit does not granger-
cause gross domestic product was rejected, and the null hypothesis that gross domestic 
product does not granger cause domestic credit was also rejected. This means that within 
the period of this study, bidirectional causality runs from domestic credit and gross 
domestic product. 
The null hypothesis that general government final consumption expenditure does not 
granger-cause gross domestic product was accepted and the null hypothesis that gross 
domestic product does not granger-cause general government final consumption 
expenditure was also accepted. This means that within the period of this study, no 
directional causality runs from general government final consumption expenditure and 
gross domestic product. 
The null hypothesis that market capitalization does not granger-cause gross domestic 
product was rejected but the null hypothesis that gross domestic product does not 
granger cause market capitalization was accepted. This means that within the period of 
this study, unidirectional causality runs from market capitalization and gross domestic 
product. 
The null hypothesis that mineral rent does not granger-cause gross domestic product was 
rejected but the null hypothesis that gross domestic product does not granger-cause 
mineral rent was accepted. This means that within the period of this study, unidirectional 
causality runs from mineral rent and gross domestic product. 
The null hypothesis that quality of governance does not granger-cause gross domestic 
product was accepted and the null hypothesis that gross domestic product does not 
granger-cause quality of governance was also accepted. This means that within the period 
of this study, no directional causality runs from quality of governance and gross domestic 
product. 
The null hypothesis that trade does not granger-cause gross domestic product was 
accepted and the null hypothesis that gross domestic product does not granger cause 
trade was also accepted. This implies that within the period of this study, no directional 
causality runs from trade and gross domestic product. 
However, a unidirectional causality runs from market capitalization and gross domestic 
product. 
4.7 Serial Correlation Test 
Breusch-Godfrey Serial Correlation LM Test 
F-statistic 0.130758 Prob. F(2,26) 0.8780 
Obs*R-squared 0.358493 Prob. Chi-Square(2) 0.8359 
Source: Author's Computation (2018) 
From the result above, the P-value is 83.6%, implying that we accept the null hypothesis 
that there is no serial correlation between Gross Domestic Product, Domestic Credit, 
General Government Final Consumption Expenditure, Market Capitalization, Mineral Rent, 
Quality of Governance and Trade. We conclude that the model is not serially correlated 
or to put differently, the residual of our Error Correction Model is not serially correlated. 
Therefore, our model is appropriate. 
4.8 CUSUM Test 
1.4,--------------------------------------------------, 
90 92 94 96 98 00 02 04 06 08 10 12 14 16 
1-CUSUM of Squares --- 5% Significance I 
The Cumulative Sum (CUSUM) tests is used in this study to test for parameter stability, 
our graph shows that the plots of the residuals remain within the 5% critical bounds, 
therefore, we can accept that the parameters of the model are stable. 
4.9 Discussions of Findings 
The augmented dickey fuller result showed that the variables share a common stochastic 
trend, hence, they grow proportionally at first difference. What this implies is that that 
Gross Domestic Product, Domestic Credit, General Government Final Consumption 
Expenditure, Market Capitalization, Mineral Rent, Quality of Governance and Trade are 
non-stationary at levels but become stationary upon first differences, at which point there 
is no unit root. 
The co-integration test result indicates that the dependent variable Gross Domestic 
Product is co-integrated with Domestic Credit, General Government Final Consumption 
Expenditure, Market Capitalization, Mineral Rent, Quality of Governance and Trade; as 
such the test statistics strongly reject the null hypothesis of no co-integration. 
The error correction term for Gross Domestic Product of all the models has the right sign 
and falls within the acceptance region of -1 <error correction <0. Therefore, from the 
explanation above, the economy needs 52.2%, 51.6%, 91.3%, 91.8% and 98.2% mechanical 
adjustment for model 1, model 2, model 3, model 4 and model 5 respectively to be at 
equilibrium. 
From the model two, our key model of interest, we find a positive and significant 
relationship between gross domestic product and domestic credit. This result ties in with 
our apriori expectation. In the same vein, there is a positive and significant relationship 
between gross domestic product and market capitalization. Again, this confirms our 
expectation that financial sector development plays a key role in economic growth in 
South Africa. 
There is a positive and significant relationship between gross domestic product and 
general government final consumption expenditure. This also fits our expectation of the 
model. The results have confirmed theoretical and empirical observations that as 
government expenditure increases, there is bound to be a positive spill-over effect on 
GDP. 
Interestingly, however, we find a negative and insignificant relationship between gross 
domestic product and mineral rent. We would expect a positive relationship between 
natural wealth and economic growth, but our results show otherwise 
Further, we find a negative and insignificant relationship between gross domestic product 
and quality of governance. For the trade variable, however, we find a positive and 
significant relationship with gross domestic product and trade 
Interestingly, also, we find and a positive but insignificant relationship between gross 
domestic product and the interaction term (mineral rent and quality of governance) in 
South Africa 
CHAPTER FIVE 
CONCLUSION AND RECOMMENDATION 
The objective of this thesis is to examine the impact of financial system development 
and natural wealth on economic growth in South Africa. Having completed the model 
estimations, it is clear that financial system development is a key driver of growth in 
South Africa. Both variables used to proxy financial development: Domestic credit and 
market capitalization consistently show a strong positive and significant relationship 
with economic growth. 
The implication of this for South Africa is that further development of the financial 
sector, by expansion of domestic credit and an increase in market capitalization can 
contribute significantly to growth. Policy makers should, therefore, direct policies 
towards this end 
Mineral rent, which we use to proxy natural resource wealth in this thesis is another key 
variable of concern. From our estimations, we fail to see a positive and significant 
relationship between this variable and economic growth. But this is hardly surprising. 
We have already established from our review of empirical literature that while South 
Africa might not have been prominently featured in the resource-curse literature, the 
country actually suffers the resources curse as mineral wealth, over several decades has 
led to further inequality among South Africans. To put simply, mineral wealth has not 
contributed significantly to economic growth in South Africa. Based on the foregoing, 
we recommend a better management of resource wealth in South Africa. 
Another variable of interest is the quality of governance, which is proxied by the 
corruption perception index. Studies have shown that good governance tends to 
promote economic growth, however, notable economists such as Jeffery Sachs, in 
studies of the nexus between governance and economic growth have found that the 
contribution of governance to economic growth is negligible. From our estimations, we 
found that the relationship between good governance and growth is insignificant 
A novel idea introduced in this thesis is the interaction term between mineral rent and 
quality of governance, what we found is a positive but insignificant relationship with 
economic growth. This implies that if the dynamics of governance improve, we may see 
a positive relationship between mineral rent and economic growth. We recommend that 
for South Africa to benefit from its natural wealth, strident efforts should be made to 
improve the quality of governance. 
Although not a variable of interest in this study, we observe that trade does contribute 
to economic growth in South Africa. Countries that are open to trade tend to grow 
faster, we therefore recommend that further trade openness should be encouraged in 
South Africa 
This study is limited by the years of data available, particularly, the quality of governance 
data. Future research should incorporate a lager sample size. Also, a better approach to 
study the impact of the variables discussed in this thesis would be to adopt a dependent 
variable which measures not only growth but welfare 
Secondly, the measure of financial sector development adopted in this study has been 
adopted by several researchers, however, for a more robust representation of the 
variable in questions, additional variables, which measures the efficiency and depth of 
the financial sector could be adapted 
Finally, a different and more robust measure other than the corruption perception index 
used to proxy quality of government in this thesis could have been adopted, perhaps 
some measures presented in percentages as the other variables in this study 
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APPENDIX 
APPENDIX 3: DESCRIPTIVE STATISTICS 
LGDP LDCR LGGFCE 
Mean 25.82884 25.31155 24.13349 
Median 25.64888 25.22873 23.99587 
Maximum 26.75606 26.36428 25.13971 
Minimum 24.96039 24.26250 23.09923 
Std. Dev. 0.532570 0.672406 0.610398 
Skewness 0.299374 0.155887 0.118623 
Kurtosis 1.801696 1.713266 1.919104 
Jarque-Bera 2.766417 2.702369 1.887958 
Probability 0.250773 0.258933 0.389077 
Sum 955.6669 936.5274 892.9390 
Sum Sq. Dev. 10.21071 16.27670 13.41308 
Observations 37 37 37 
APPENDIX 4: AUGMENTED DICKEY FULLER AT LEVEL 
LGDP 
Null Hypothesis: LGDP has a unit root 
Exogenous: Constant 
Lag Length: 1 (Automatic - based on SIC, maxlag=9) 
Augmented Dicke~-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 10:44 
Sample (adjusted): 1982 2016 
Included observations: 35 after adjustments 
Variable Coefficient Std. Error 
LGDP(-1) -0.043358 0.041922 
D(LGDP(-1)) 0.280808 0.170852 
c 1.143319 1.082347 
t-Statistic 
-1.034249 
-3.632900 
-2.948404 
-2.612874 
t-Statistic 
-1.034249 
1.643576 
1.056334 
LMCAP LMR LQG LTRD 
26.26348 21.79844 3.772909 25.17133 
26.16152 21.70072 3.746650 24.93979 
27.58112 23.55675 3.936061 26.24711 
24.70086 19.86075 3.713572 24.31244 
0.920110 1.089405 0.068605 0.635263 
0.026431 -0.035985 1.370277 0.489419 
1.849166 1.835567 3.346257 1.693592 
2.046120 2.098337 11.76374 4.108270 
0.359493 0.350229 0.002790 0.128204 
971.7486 806.5423 139.5976 931.3391 
30.47767 42.72488 0.169440 14.52813 
37 37 37 37 
Prob.* 
0.7300 
Pro b. 
0.3088 
0.1101 
0.2987 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F-statistic 
Prob{F-statistic) 
0.096163 Mean dependent var 
0.039673 S.D. dependent var 
0.127547 Akaike info criterion 
0.520582 Schwarz criterion 
23.97987 Hannan-Quinn criter. 
1. 702308 Durbin-Watson stat 
0.198354 
LDCR 
Null Hypothesis: LDCR has a unit root 
Exogenous: Constant 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LDCR) 
Method: Least Squares 
Date: 04/11/18 Time: 10:45 
Sample (adjusted): 1981 2016 
t-Statistic 
-1.198886 
-3.626784 
-2.945842 
-2.611531 
Included observations: 36 after adjustments 
Variable Coefficient 
LDCR(-1) -0.045076 
c 1.188566 
R-squared 0.040560 
Adjusted R-squared 0.012341 
S.E. of regression 0.149344 
Sum squared resid 0.758322 
Log likelihood 18.40119 
F-statistic 1.437328 
Prob(F-statistic) 0.238862 
LGGFCE 
Null Hypothesis: LGGFCE has a unit root 
Exogenous: Constant 
Std. Error t-Statistic 
0.037598 -1.198886 
0.951266 1.249457 
Mean dependent var 
S.D.dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 1 (Automatic- based on SIC, maxlag=9) 
t-Statistic 
Augmented Dickey-Fuller test statistic -1.203483 
0.034081 
0.130155 
-1.198850 
-1.065534 
-1.152829 
1.830870 
Prob.* 
0.6643 
Prob. 
0.2389 
0.2200 
0.048497 
0.150274 
-0.911177 
-0.823204 
-0.880472 
1.812155 
Prob.* 
0.6619 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LGGFCE) 
Method: Least Squares 
Date: 04/11/18 Time: 10:45 
Sample (adjusted): 1982 2016 
-3.632900 
-2.948404 
-2.612874 
Included observations: 35 after adjustments 
Variable Coefficient 
LGGFCE(-1) -0.044109 
D(LGGFCE(-1)) 0.277949 
c 1.096385 
R-squared 0.113571 
Adjusted R-squared 0.058170 
S.E. of regression 0.126136 
Sum squared resid 0.509130 
Log likelihood 24.36914 
F-statistic 2.049959 
Prob(F-statistic) 0.145312 
LMCAP 
Null Hypothesis: LMCAP has a unit root 
Exogenous: Constant 
Std. Error t-Statistic 
0.036651 -1.203483 
0.167418 1.660214 
0.884932 1.238949 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
t-Statistic 
Augmented Dicke~-Fuller test statistic -1.090414 
Test critical values: 1% level -3.626784 
5% level -2.945842 
10% level -2.611531 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LMCAP) 
Method: Least Squares 
Date: 04/11/18 Time: 10:46 
Sample (adjusted): 1981 2016 
Included observations: 36 after adjustments 
Variable Coefficient Std. Error t-Statistic 
LMCAP(-1) -0.055107 0.050538 -1.090414 
c 1.524053 1.326217 1.149173 
Pro b. 
0.2376 
0.1066 
0.2244 
0.045746 
0.129973 
-1.221094 
-1.087778 
-1.175073 
1.875948 
Prob.* 
0.7090 
Pro b. 
0.2832 
0.2585 
R-squared 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F-statistic 
Prob(F-statistic) 
LMR 
0.033789 
0.005371 
0.270711 
2.491678 
-3.011661 
1.189003 
0.283199 
Null Hypothesis: LMR has a unit root 
Exogenous: Constant 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 2 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LMR) 
Method: Least Squares 
Date: 04/11118 Time: 10:47 
Sample (adjusted): 1983 2016 
t-Statistic 
-1.187849 
-3.639407 
-2.951125 
-2.614300 
Included observations: 34 after adjustments 
Variable Coefficient 
LMR(-1) -0.099526 
D(LMR(-1)) -0.131542 
D(LMR(-2)) 0.286416 
c 2.188022 
R-squared 0.155150 
Adjusted R-squared 0.070665 
S.E. of regression 0.498014 
Sum squared resid 7.440526 
Log likelihood -22.41379 
F-statistic 1.836418 
Prob(F-statistic) 0.161839 
LQG 
Null Hypothesis: LOG has a unit root 
Exogenous: Constant 
Std. Error t-Statistic 
0.083787 -1.187849 
0.178151 -0.738376 
0.174564 1.640750 
1.820717 1.201736 
Mean dependent var 
S.D. dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 5 (Automatic - based on SIC, maxlag=9) 
0.078765 
0.271441 
0.278426 
0.366399 
0.309131 
2.083377 
Prob.* 
0.6683 
Pro b. 
0.2442 
0.4660 
0.1113 
0.2389 
0.027909 
0.516601 
1.553752 
1.733324 
1.614991 
2.061790 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LQG) 
Method: Least Squares 
Date: 04/11/18 Time: 10:52 
Sample (adjusted): 1986 2016 
t-Statistic 
-1.216774 
-3.661661 
-2.960411 
-2.619160 
Included observations: 31 after adjustments 
Variable Coefficient 
LQG(-1) -0.170240 
D(LQG(-1)) 1.093943 
D(LQG(-2)) -0.675052 
D(LQG(-3)) -0.264681 
D(LQG(-4)) -0.159503 
D(LQG(-5)) -0.472891 
c -0.633299 
R-squared 0.892850 
Adjusted R-squared 0.866063 
S.E. of regression 0.003671 
Sum squared resid 0.000323 
Log likelihood 133.8075 
F-statistic 33.33097 
Prob(F-statistic) 0.000000 
LTRD 
Null Hypothesis: L TRD has a unit root 
Exogenous: Constant 
Std. Error t-Statistic 
0.139911 -1.216774 
0.210833 5.188684 
0.268723 -2.512075 
0.275378 -0.961157 
0.281052 -0.567521 
0.259492 -1.822373 
0.148819 -4.255492 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(L TRD) 
t-Statistic 
-0.348820 
-3.626784 
-2.945842 
-2.611531 
Prob.* 
0.2300 
Prob. 
0.0003 
0.0000 
0.0191 
0.3461 
0.5756 
0.0809 
0.0003 
0.006845 
0.010030 
-8.181127 
-7.857323 
-8.075575 
1.558144 
Prob.* 
0.9074 
Method: Least Squares 
Date: 04/11/18 Time: 10:54 
Sample (adjusted): 1981 2016 
Included observations: 36 after adjustments 
Variable Coefficient Std. Error t-Statistic 
L TRD(-1) -0.012638 0.036231 -0.348820 
c 0.352900 0.911524 0.387154 
R-squared 0.003566 Mean dependent var 
Adjusted R-squared -0.025741 S.D. dependent var 
S.E. of regression 0.135427 Akaike info criterion 
Sum squared resid 0.623573 Schwarz criterion 
Log likelihood 21.92275 Hannan-Quinn criter. 
F-statistic 0.121675 Durbin-Watson stat 
Prob(F-statistic) 0.729376 
Pro b. 
0.7294 
0.7011 
0.035040 
0.133717 
-1.106820 
-1.018846 
-1.076115 
1.408692 
APPENDIX 5: AUGMENTED DICKEY FULLER AT FIRST DIFFERENCE 
LGDP 
Null Hypothesis: D(LGDP) has a unit root 
Exogenous: Constant 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LGDP,2) 
Method: Least Squares 
Date: 04/11/18 Time: 10:44 
Sample (adjusted): 1982 2016 
t-Statistic 
-4.365073 
-3.632900 
-2.948404 
-2.612874 
Included observations: 35 after adjustments 
Variable Coefficient Std. Error t-Statistic 
D(LGDP(-1)) -0.740908 0.169736 -4.365073 
c 0.024145 0.022542 1.071120 
R-squared 0.366041 Mean dependent var 
Adjusted R-squared 0.346830 S.D.dependentvar 
S.E. of regression 0.127681 Akaike info criterion 
Sum squared resid 0.537984 Schwarz criterion 
Log likelihood 23.40445 Hannan-Quinn criter. 
F-statistic 19.05387 Durbin-Watson stat 
Prob.* 
0.0015 
Pro b. 
0.0001 
0.2919 
-0.004267 
0.157985 
-1.223112 
-1.134235 
-1.192431 
1.821505 
Prob(F-statistic) 0.000118 
LDCR 
Null Hypothesis: D(LDCR) has a unit root 
Exogenous: Constant 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LDCR,2) 
Method: Least Squares 
Date: 04/11/18 Time: 10:44 
Sample (adjusted): 1982 2016 
t-Statistic 
-5.345957 
-3.632900 
-2.948404 
-2.612874 
Included observations: 35 after adjustments 
Variable Coefficient Std. Error t-Statistic 
D(LDCR(-1)) -0.930631 0.174081 -5.345957 
c 0.041175 0.027387 1.503433 
R-squared 0.464105 Mean dependent var 
Adjusted R-squared 0.447866 S.D.dependentvar 
S.E. of regression 0.152718 Akaike info criterion 
Sum squared resid 0.769649 Schwarz criterion 
Log likelihood 17.13760 Hannan-Quinn criter. 
F-statistic 28.57926 Durbin-Watson stat 
Prob(F-statistic) 0.000007 
LGGFCE 
Null Hypothesis: D(LGGFCE) has a unit root 
Exogenous: Constant 
Lag Length: 0 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
t-Statistic 
-4.317665 
-3.632900 
-2.948404 
-2.612874 
Prob.* 
0.0001 
Pro b. 
0.0000 
0.1422 
-0.007735 
0.205526 
-0.865005 
-0.776128 
-0.834325 
1.909415 
Prob.* 
0.0017 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LGGFCE,2) 
Method: Least Squares 
Date: 04/11/18 Time: 10:46 
Sample (adjusted): 1982 2016 
Included observations: 35 after adjustments 
Variable Coefficient Std. Error t-Statistic 
D(LGGFCE( -1)) -0.727483 0.168490 -4.317665 
c 0.031744 0.023145 1.371520 
R-squared 0.360988 Mean dependent var 
Adjusted R-squared 0.341624 S.D.dependentvar 
S.E. of regression 0.126990 Akaike info criterion 
Sum squared resid 0.532174 Schwarz criterion 
Log likelihood 23.59447 Hannan-Quinn criter. 
F-statistic 18.64223 Durbin-Watson stat 
Prob(F-statistic) 0.000135 
LMCAP 
Null Hypothesis: D(LMCAP) has a unit root 
Exogenous: Constant 
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LMCAP,2) 
Method: Least Squares 
Date: 04/11118 Time: 10:46 
Sample (adjusted): 1982 2016 
t-Statistic 
-6.243614 
-3.632900 
-2.948404 
-2.612874 
Included observations: 35 after adjustments 
Variable Coefficient Std. Error t-Statistic 
D(LMCAP(-1)) -1.080208 0.173010 -6.243614 
c 0.078546 0.048374 1.623717 
R-squared 0.541557 Mean dependent var 
Adjusted R-squared 0.527664 S.D. dependent var 
S.E. of regression 0.276071 Akaike info criterion 
Sum squared resid 2.515110 Schwarz criterion 
Log likelihood -3.584799 Hannan-Quinn criter. 
F-statistic 38.98272 Durbin-Watson stat 
Prob(F-statistic) 0.000000 
Prob. 
0.0001 
0.1795 
-0.005633 
0.156507 
-1.233969 
-1.145092 
-1.203289 
1.870775 
Prob.* 
0.0000 
Pro b. 
0.0000 
0.1140 
-0.001045 
0.401695 
0.319131 
0.408008 
0.349812 
2.016087 
LMR 
Null Hypothesis: D(LMR) has a unit root 
Exogenous: Constant 
Lag Length: 1 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(LMR,2) 
Method: Least Squares 
Date: 04/11/18 Time: 10:4 7 
Sample (adjusted): 1983 2016 
t-Statistic 
-3.582073 
-3.639407 
-2.951125 
-2.614300 
Included observations: 34 after adjustments 
Variable Coefficient 
D(LMR(-1)) -0.952595 
D(LMR(-1),2) -0.240540 
c 0.027668 
R-squared 0.646204 
Adjusted R-squared 0.623378 
S.E. of regression 0.501304 
Sum squared resid 7.790475 
Log likelihood -23.19511 
F-statistic 28.31053 
Prob(F-statistic) 0.000000 
LQG 
Null Hypothesis: D(LQG) has a unit root 
Exogenous: Constant 
Std. Error t-Statistic 
0.265934 -3.582073 
0.171363 -1.403689 
0.085998 0.321725 
Mean dependent var 
S.D.dependentvar 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Lag Length: 5 (Automatic- based on SIC, maxlag=9) 
Augmented Dickey-Fuller test statistic 
Test critical values: 1% level 
5% level 
10% level 
*MacKinnon (1996) one-sided p-values. 
t-Statistic 
-4.070328 
-3.670170 
-2.963972 
-2.621007 
Prob.* 
0.0115 
Pro b. 
0.0011 
0.1704 
0.7498 
0.019777 
0.816862 
1.540889 
1.675568 
1.586818 
2.023698 
Prob.* 
0.9928 
Adjusted R-squared 
S.E. of regression 
Sum squared resid 
Log likelihood 
F-statistic 
Prob(F-statistic) 
0.332040 S.D. dependent var 
0.132165 Akaike info criterion 
0.576434 Schwarz criterion 
22.19640 Hannan-Quinn criter. 
17.90122 Durbin-Watson stat 
0.000174 
APPENDIX 6: JOHANSEN CO-INTEGRATION TEST 
Date: 04/11118 Time: 10:59 
Sample (adjusted): 1982 2016 
Included observations: 35 after adjustments 
Trend assumption: Linear deterministic trend 
Series: LGDP LDCR LGGFCE LMCAP LMR LQG L TRD 
Lags interval (in first differences): 1 to 1 
Unrestricted Cointegration Rank Test (Trace) 
Hypothesized Trace 0.05 
No. of CE(s) Eigenvalue Statistic Critical Value 
None* 0.804865 179.0566 125.6154 
At most 1 * 0.635583 121.8643 95.75366 
At most 2 * 0.633461 86.53334 69.81889 
At most 3 * 0.471307 51.40557 47.85613 
At most 4 0.358366 29.09841 29.79707 
At most 5 0.241245 13.56759 15.49471 
At most 6 * 0.105570 3.904907 3.841466 
Trace test indicates 4 cointegrating eqn(s) at the 0.05 level 
* denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon-Haug-Michelis (1999) p-values 
Unrestricted Cointegration Rank Test (Maximum Eigenvalue) 
Hypothesized Max-Eigen 0.05 
No. ofCE(s) Eigenvalue Statistic Critical Value 
None* 0.804865 57.19231 46.23142 
At most 1 0.635583 35.33097 40.07757 
At most 2 * 0.633461 35.12777 33.87687 
At most 3 0.471307 22.30716 27.58434 
At most 4 0.358366 15.53082 21.13162 
At most 5 0.241245 9.662684 14.26460 
At most 6 * 0.105570 3.904907 3.841466 
Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level 
*denotes rejection of the hypothesis at the 0.05 level 
**MacKinnon-Haug-Michelis (1999) p-values 
Unrestricted Cointegrating Coefficients (normalized by b'*S11*b=l): 
LGDP 
11.13227 
-21.35294 
27.40502 
LDCR 
-5.934833 
25.68064 
9.214753 
LGGFCE 
5.415939 
1.536248 
-21.34922 
LMCAP 
-5.502900 
-2.722917 
-4.417337 
0.161712 
-1.154080 
-1.065203 
-1.123400 
1.868230 
Prob.** 
0.0000 
0.0003 
0.0013 
0.0223 
0.0600 
0.0956 
0.0481 
Prob.** 
0.0024 
0.1556 
0.0353 
0.2050 
0.2534 
0.2350 
0.0481 
LMR 
-1.020354 
1.660841 
0.094500 
LQG 
12.32709 
24.51229 
17.79485 
LTRD 
-0.768678 
-10.06041 
-8.340219 
-19.83474 -1.881448 16.71550 -4.736390 -0.128675 -25.57869 11.63618 
0.806213 -17.89940 0.555186 5.672335 -1.803047 2.724264 8.341458 
-22.89438 3.800618 12.64852 0.242375 1.994155 6.096579 0.109537 
-5.504506 8.812691 9.311663 -4.292474 1.643406 -30.55067 -6.556291 
Unrestricted Adjustment Coefficients (alpha): 
D(LGDP) -0.008900 0.008592 -0.023050 0.025415 0.018428 -0.001649 0.1 
D(LDCR) -0.010522 -0.026289 -0.021114 0.009506 0.017047 -0.014733 0.1 
D(LGGFCE) -0.017963 0.008791 0.003048 0.030149 0.017913 0.004357 0.1 
D(LMCAP) 0.095008 -0.000422 -0.034494 0.122441 -0.010548 0.009170 0.1 
D(LMR) 0.019848 0.135593 -0.089339 0.175390 -0.048593 -0.112962 -0.1 
D(LQG) -0.003237 0.000150 -0.000266 0.000355 -0.001823 -9.22E-05 0.1 
D(LTRD) 0.001780 0.044669 -0.022988 -0.002970 0.014510 -0.016725 0.1 
1 Cointegrating Equation(s): Log likelihood 379.7195 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 -0.533120 -0.486508 -0.494320 -0.091657 -1.107330 -0.069050 
(0.28729) (0.16244) (0.09901) (0.02681) (0.43564) (0.17337) 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -0.099078 
(0.15772) 
D(LDCR) -0.117138 
(0.1761 0) 
D(LGGFCE) -0.199966 
(0.16226) 
D(LMCAP) 1.057659 
(0.49641) 
D(LMR) 0.220949 
(0.89538) 
D(LQG) -0.036036 
(0.00821) 
D(LTRD) 0.019817 
(0.18844) 
2 Cointegrating Equation(s): Log likelihood 397.3850 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 0.000000 0.931166 -0.989447 -0.102707 2.903060 -0.499172 
(0.25334) (0.15724) (0.02937) (0.77322) (0.13577) 
0.000000 1.000000 0.834067 -0.928736 -0.020726 3.368341 -0.806802 
(0.25440) (0.15790) (0.02949) (0.77646) (0.13634) 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -0.282544 0.273471 
(0.33875) (0.37078) 
D(LDCR) 0.444204 -0.612663 
(0.36013) (0.39418) 
D(LGGFCE) -0.387674 0.332358 
(0.34854) (0.38149) 
D(LMCAP) 1.066665 -0.574690 
(1.07380) (1.17533) 
D(LMR) -2.674354 3.364316 
(1.82791) (2.00075) 
D(LQG) -0.039238 0.023063 
(0.01774) (0.01942) 
D(LTRD) -0.933990 1.136555 
(0.34878) (0.38176) 
3 Cointegrating Equation(s): Log likelihood 414.9489 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 0.000000 0.000000 -0.455934 -0.049790 1.319037 -0.281133 
(0.03385) (0.01182) (0.27640) (0.05618) 
0.000000 1.000000 0.000000 -0.450855 0.026673 1.949495 -0.611500 
(0.04116) (0.01438) (0.33608) (0.06832) 
0.000000 0.000000 1.000000 -0.572952 -0.056828 1.701117 -0.234157 
(0.05574) (0.01947) (0.45517) (0.09252) 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -0.914229 0.061071 0.457095 
(0.48598) (0.37195) (0.29412) 
D(LDCR) -0.134430 -0.807224 0.353396 
(0.52425) (0.40125) (0.31728) 
D(LGGFCE) -0.304136 0.360447 -0.148859 
(0.52757) (0.40379) (0.31929) 
D(LMCAP) 0.121364 -0.892541 1.250326 
(1.60795) (1.23067) (0.97315) 
D(LMR) -5.122688 2.541081 2.223112 
(2.69447) (2.06226) (1.63072) 
D(LQG) -0.046540 0.020608 -0.011613 
(0.02682) (0.02052) (0.01623) 
D(LTRD) -1.563968 0.924729 0.569033 
(0.50215) (0.38433) (0.30390) 
4 Cointegrating Equation(s): Log likelihood 426.1025 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 0.000000 0.000000 0.000000 -0.039304 3.502030 -1.077628 
(0.03454) (0.89704) (0.09871) 
0.000000 1.000000 0.000000 0.000000 0.037042 4.108170 -1.399122 
(0.03596) (0.93395) (0.10277) 
0.000000 0.000000 1.000000 0.000000 -0.043650 4.444384 -1.235075 
(0.04929) (1.27998) (0.14084) 
0.000000 0.000000 0.000000 1.000000 0.023000 4.787956 -1.746951 
(0.07197) (1.86911) (0.20567) 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -1.418330 0.013254 0.881921 0.007025 
(0.51298) (0.34572) (0.34210) (0.11025) 
D(LDCR) -0.322969 -0.825109 0.512285 0.177732 
(0.59169) (0.39876) (0.39459) (0.12716) 
D(LGGFCE) -0.902142 0.303722 0.355104 -0.081354 
(0.54802) (0.36933) (0.36547) (0.11778) 
D(LMCAP) -2.307228 -1.122909 3.296994 -0.949233 
(1.53477) (1.03434) (1.02353) (0.32984) 
D(LMR) -8.601498 2.211094 5.154839 -0.914502 
(2.71407) (1.82911) (1.81000) (0.58329) 
D(LQG) -0.053587 0.019940 -0.005674 0.016899 
(0.03038) (0.02048) (0.02026) (0.00653) 
D(LTRD) -1.505058 0.930317 0.519386 -0.015813 
(0.57105) (0.38485) (0.38083) (0.12273) 
5 Cointegrating Equation(s): Log likelihood 433.8679 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 0.000000 0.000000 0.000000 0.000000 2.084359 -0.908116 
(0.80747) (0.09013) 
0.000000 1.000000 0.000000 0.000000 0.000000 5.444264 -1.558880 
(1.11725) (0.12471) 
0.000000 0.000000 1.000000 0.000000 0.000000 2.869962 -1.046820 
(1.14695) (0.12803) 
0.000000 0.000000 0.000000 1.000000 0.000000 5.617554 -1.846147 
(1.89406) (0.21143) 
0.000000 0.000000 0.000000 0.000000 1.000000 -36.06941 4.312848 
(9.94461) (1.11007) 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -1.403473 -0.316588 0.892151 0.111552 -0.015323 
(0.49063) (0.39243) (0.32720) (0.12492) (0.03142) 
D(LDCR) -0.309226 -1.130235 0.521749 0.274427 -0.066879 
(0.57528) (0.46013) (0.38365) (0.14647) (0.03685) 
D(LGGFCE) -0.887700 -0.016916 0.365049 0.020257 -0.002962 
(0.52835) (0.42259) (0.35235) (0.13452) (0.03384) 
D(LMCAP) -2.315732 -0.934107 3.291138 -1.009065 -0.097639 
(1.53265) (1.22589) (1.02213) (0.39022) (0.09816) 
D(LMR) -8.640674 3.080888 5.127861 -1.190140 0.261552 
(2.68557) (2.14804) (1.79101) (0.68376) (0.17200) 
D(LQG) -0.055056 0.052563 -0.006686 0.006560 0.006767 
(0.02652) (0.02121) (0.01768) (0.00675) (0.00170) 
D(LTRD) -1.493359 0.670595 0.527442 0.066493 0.044419 
(0.55880) (0.44695) (0.37266) (0.14227) (0.03579) 
6 Cointegrating Equation(s): Log likelihood 438.6992 
Normalized cointegrating coefficients (standard error in parentheses) 
LGDP LDCR LGGFCE LMCAP LMR LQG LTRD 
1.000000 0.000000 0.000000 0.000000 0.000000 0.000000 -0.609065 
(0.06128) 
0.000000 1.000000 0.000000 0.000000 0.000000 0.000000 -0.777771 
(0.08566) 
0.000000 0.000000 1.000000 0.000000 0.000000 0.000000 -0.635056 
(0.08404) 
0.000000 0.000000 0.000000 1.000000 0.000000 0.000000 -1.040175 
(0.12499) 
0.000000 0.000000 0.000000 0.000000 1.000000 0.000000 -0.862165 
(0.45987) 
0.000000 0.000000 0.000000 
Adjustment coefficients (standard error in parentheses) 
D(LGDP) -1.365728 -0.322853 
(0.56003) (0.39484) 
D(LDCR) 0.028071 -1.186228 
(0.64244) (0.45295) 
D(LGGFCE) -0.987441 -0.000358 
(0.60194) (0.42439) 
D(LMCAP) -2.525684 -0.899253 
(1.74801) (1.23242) 
D(LMR) -6.054489 2.651564 
(2.88097) (2.03120) 
D(LQG) -0.052945 0.052212 
(0.03027) (0.02134) 
D(LTRD) -1.110456 0.607030 
(0.61882) (0.43630) 
APPENDIX 7: ERROR CORRECTION MODEL 
MODEL ONE 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 11:15 
Sample (adjusted): 1981 2016 
Included observations: 36 after adjustments 
Variable Coefficient 
c -0.010246 
D(LDCR) 0.271114 
D(LGGFCE) 0.465246 
D(LMCAP) 0.039462 
D(LMR) 0.004653 
D(LQG) 0.095003 
D(LTRD) 0.180633 
ECM(-1) -0.521714 
Std. Error 
0.004394 
0.046005 
0.061047 
0.016376 
0.007709 
0.379633 
0.041542 
0.123031 
0.000000 
0.871298 
(0.35957) 
0.335402 
(0.41249) 
0.420153 
(0.38648) 
3.407130 
(1.12233) 
3.699065 
(1.84976) 
-0.007853 
(0.01943) 
0.315899 
(0.39732) 
t-Statistic 
-2.331815 
5.893078 
7.621174 
2.409810 
0.603564 
0.250249 
4.348203 
-4.240496 
R-squared 0.980604 Mean dependent var 
Adjusted R-squared 0.975755 
S.E. of regression 0.020006 
Sum squared resid 0.011206 
Log likelihood 94.26458 
F-statistic 202.2281 
Prob(F-statistic) 0.000000 
MODEL2 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 11 :22 
Sample (adjusted): 1981 2016 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Included observations: 36 after adjustments 
0.000000 
0.111152 
(0.12490) 
0.270856 
(0.14328) 
0.021312 
(0.13425) 
-1.006842 
(0.38986) 
-1.217519 
(0.64254) 
0.006538 
(0.00675) 
0.062439 
(0.13802) 
Prob. 
0.0271 
0.0000 
0.0000 
0.0228 
0.5510 
0.8042 
0.0002 
0.0002 
0.035274 
0.128482 
-4.792477 
-4.440584 
-4.669657 
1.899644 
1.000000 
-0.018611 
(0.03926) 
-0.096259 
(0.04504) 
0.005726 
(0.04220) 
-0.079352 
(0.12254) 
0.036289 
(0.20196) 
0.006583 
(0.00212) 
0.011067 
(0.04338) 
-0.143474 
(0.01796) 
-0.919205 
(0.49657) 
-1.436349 
(0.56965) 
-0.647526 
(0.53374) 
-2.557687 
(1.54995) 
-3.328719 
(2.55454) 
-0.055583 
(0.02684) 
0.721349 
(0.54871) 
Variable Coefficient Std. Error t-Statistic 
c -0.010273 0.004475 -2.295804 
D(LDCR) 0.272418 0.047406 5.746506 
D(LGGFCE) 0.466080 0.062312 7.479834 
D(LMCAP) 0.038639 0.017310 2.232228 
D(LMR) -0.125861 0.715137 -0.175997 
D(LQG) -0.125770 0.715133 -0.175870 
D(LTRD) 0.179936 0.042465 4.237252 
D(LMR*QG) 0.125867 0.715140 0.176003 
ECM(-1) -0.515648 0.129873 -3.970412 
R-squared 0.980626 Mean dependent var 
Adjusted R-squared 0.974886 S.D. dependent var 
S.E. of regression 0.020361 Akaike info criterion 
Sum squared resid 0.011193 Schwarz criterion 
Log likelihood 94.28522 Hannan-Quinn criter. 
F-statistic 170.8296 Durbin-Watson stat 
Prob(F-statistic) 0.000000 
MODEL3 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 11:23 
Sample (adjusted): 1981 2016 
Included observations: 36 after adjustments 
Variable Coefficient 
c -0.009262 
D(LDCR) 0.688797 
D(LMCAP) 0.062758 
D(LMR) -0.931485 
D(LQG) -0.921458 
D(LMR*QG) 0.931577 
ECM(-1) -0.913417 
R-squared 0.901365 
Adjusted R-squared 0.880958 
S.E. of regression 0.044329 
Sum squared resid 0.056988 
Log likelihood 64.99015 
F-statistic 44.16899 
Prob(F -statistic) 0.000000 
MODEL4 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 11 :25 
Sample (adjusted): 1981 2016 
Std. Error t-Statistic 
0.009698 -0.955030 
0.056353 12.22297 
0.032971 1.903452 
1.548538 -0.601525 
1.548513 -0.595059 
1.548544 0.601583 
0.270262 -3.379741 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Included observations: 36 after adjustments 
Prob. 
0.0297 
0.0000 
0.0000 
0.0341 
0.8616 
0.8617 
0.0002 
0.8616 
0.0005 
0.035274 
0.128482 
-4.738068 
-4.342188 
-4.599895 
1.867654 
Prob. 
0.3475 
0.0000 
0.0669 
0.9524 
0.9530 
0.9524 
0.0021 
0.035274 
0.128482 
-3.221675 
-2.913768 
-3.114207 
2.431614 
Variable Coefficient 
c -0.009236 
D(LDCR) 0.687760 
D(LMCAP) 0.063262 
D(LMR) 0.008829 
D(LQG) 0.101000 
ECM(-1) -0.917865 
R-squared 0.901353 
Adjusted R-squared 0.884912 
S.E. of regression 0.043587 
Sum squared resid 0.056995 
Log likelihood 64.98790 
F-statistic 54.82288 
Prob(F-statistic) 0.000000 
MODELS 
Dependent Variable: D(LGDP) 
Method: Least Squares 
Date: 04/11/18 Time: 11 :27 
Sample (adjusted): 1981 2016 
Std. Error t-Statistic 
0.009526 -0.969537 
0.052752 13.03753 
0.031354 2.017649 
0.014965 0.590003 
0.793674 0.127256 
0.255598 -3.591048 
Mean dependent var 
S.D. dependent var 
Akaike info criterion 
Schwarz criterion 
Hannan-Quinn criter. 
Durbin-Watson stat 
Included observations: 36 after adjustments 
Variable Coefficient Std. Error t-Statistic 
c -0.002384 0.007937 -0.300355 
D(LDCR) 0.681477 0.053043 12.84766 
D(LMCAP) 0.059439 0.031520 1.885736 
D(LMR) 0.009790 0.015094 0.648621 
ECM(-1) -0.981706 0.253118 -3.878449 
R-squared 0.896028 Mean dependent var 
Adjusted R-squared 0.882612 S.D. dependent var 
S.E. of regression 0.044020 Akaike info criterion 
Sum squared resid 0.060071 Schwarz criterion 
Log likelihood 64.04157 Hannan-Quinn criter. 
F-statistic 66.78922 Durbin-Watson stat 
Prob(F-statistic) 0.000000 
APPENDIX 8: GRANGER CAUSALITY TEST 
Pairwise Granger Causality Tests 
Date: 04/11/18 Time: 17:00 
Sample: 1980 2016 
Lags:2 
Pro b. 
0.3400 
0.0000 
0.0527 
0.5596 
0.2129 
0.0012 
0.035274 
0.128482 
-3.277106 
-3.013186 
-3.184991 
2.434402 
Pro b. 
0.7659 
0.0000 
0.0687 
0.5214 
0.0005 
0.035274 
0.128482 
-3.280087 
-3.060154 
-3.203325 
2.344262 
Null Hypothesis: Obs F-Statistic Pro b. 
LDCR does not Granger Cause LGDP 35 8.21760 0.0014 
LGDP does not Granger Cause LDCR 11.4956 
LGGFCE does not Granger Cause LGDP 35 1.50210 
LGDP does not Granger Cause LGGFCE 0.31494 
LMCAP does not Granger Cause LGDP 35 5.80890 
LGDP does not Granger Cause LMCAP 1.20664 
LMR does not Granger Cause LGDP 35 7.65030 
LGDP does not Granger Cause LMR 1.63757 
LQG does not Granger Cause LGDP 35 0.34586 
LGDP does not Granger Cause LQG 2.62109 
L TRD does not Granger Cause LGDP 35 0.91838 
LGDP does not Granger Cause L TRD 1.51426 
APPENDIX 9: SERIAL CORRELATION TEST 
Breusch-Godfrey Serial Correlation LM Test: 
F-statistic 
Obs*R-squared 
Test Equation: 
Dependent Variable: RESID 
Method: Least Squares 
Date: 04/11/18 Time: 11:31 
Sample: 1981 2016 
Included observations: 36 
0.130758 Prob. F(2,26) 
0.358493 Prob. Chi-Square(2) 
Presample missing value lagged residuals set to zero. 
Variable Coefficient Std. Error t -Statistic 
c 0.000207 0.004605 0.044941 
D(LDCR) -0.000572 0.048297 -0.011849 
D(LGGFCE) 0.005352 0.065662 0.081509 
D(LMCAP) -0.002032 0.018521 -0.109723 
D(LMR) 0.019758 0.400100 0.049382 
D(LTRD) -0.002394 0.043732 -0.054746 
D(LMR*QG) -0.018943 0.398748 -0.047506 
ECM(-1) -0.057430 0.170091 -0.337641 
RESID(-1) 0.103174 0.270125 0.381950 
RESID(-2) 0.100236 0.269939 0.371329 
R-squared 0.009958 Mean dependent var 
Adjusted R-squared -0.332749 S.D. dependent var 
S.E. of regression 0.020657 Akaike info criterion 
Sum squared resid 0.011095 Schwarz criterion 
Log likelihood 94.44476 Hannan-Quinn criter. 
F-statistic 0.029057 Durbin-Watson stat 
Prob(F-statistic) 0.999997 
0.0002 
0.2389 
0.7322 
0.0074 
0.3133 
0.0021 
0.2114 
0.7104 
0.0893 
0.4101 
0.2363 
0.8780 
0.8359 
Prob. 
0.9645 
0.9906 
0.9357 
0.9135 
0.9610 
0.9568 
0.9625 
0.7383 
0.7056 
0.7134 
-9.10E-18 
0.017894 
-4.691375 
-4.251509 
-4.537850 
1.998963 
APPENDIX 10: CUSUM TEST 
1.4,------------------------------------------------------, 
1.2 
90 92 94 96 98 00 02 04 06 08 10 12 14 16 
j-CUSUM of Squares ---5% Significance j 
