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The accuracy of KNNMD
In this section, we discuss the accuracy of the KNNMD method (the KNNMD denotes the similaritybased KNNMD). Apart from the recall metric, we also choose the precision to measure the accuracy of recommendation algorithms. The precision is defined as follow:
Precision -For a target user i, the precision of recommendation,
is the number of hit links, namely user i's probe set links contained in the top-L recommendation. The precision of the whole system is the average of individual precisions over all users, given as
In the KNNMD method, only the target user's most relevant K neighbors will be considered. Similarly, we also consider the top-K neighbors in the hybrid method which combines the mass diffuse and heat conduction methods [1] (KNNHybrid for short). The results are presented in the Table S1 . From the table, one can see that KNNMD and KNNHybrid are much better than the pure MD method, which means considering only a part of neighbors is beneficial for the object recommendation. Among these methods, the KNNHybrid achieves the best performance. For example, the recall of the KNNHybrid is 26.8%, 26.7% and 20.4% better than the pure MD method in the Douban, Last.fm and Flickr, respectively. The optimal parameters in these algorithms are presented in Table S2 .
The novelty and diversity of KNNMD
In this section, we discuss the novelty and diversity of KNNMD method. Two metrics are selected to measure the novelty and diversity of the recommendation algorithm, namely the Novelty and Hamming Distance. A short introduction of these metrics is shown as follows:
Novelty -This metric concerns the capacity of the recommender system to generate novel and unexpected results. Given an object α, its novelty is I α = log(k α + 1). From this we can calculate the mean novelty I i (L) of each user's top-L items, and averaging over all users we obtain the mean novelty of the system I(L).
Hamming Distance -This metric considers the uniqueness of different users' recommendation list. Given two users i and j, the difference between their recommendation lists can be H ij (L) = 1 − C ij (L)/L, where C ij is the number of common objects in the top-L places of both lists. Clearly, if user i and j have the same list, H ij (L) = 0, while if their lists are completely different, H ij (L) = 1. Averaging H ij (L) over all user pairs we obtain the mean distance H(L), for which greater or lesser values mean, respectively, greater or lesser personalization of users' recommendation lists.
The results are presented in Fig. S1 . It can be seen that both the novelty and diversity (Hamming distance) are improved significantly by the KNNMD method. The less neighbors we consider, the better results we will obtain. That's to say, considering only several most relevant neighbors can make the recommendation more personalized. This supports again that not all the neighbors should be referred to when recommending objects to users. 3 The precision and ranking score of the information-core-based methods
As a matter of fact, we also considered the precision (See the definition above) to evaluate the recommendation based on information core. Since the results of the precision and recall are consistent, we only use the recall in the manuscript. Here, we considered the MD recommendation algorithms, and its precision and recall are presented in Fig. S2 . One can see that the results with these two metrics are very similar. We then consider another global accuracy metric called ranking score (RS) [1, 2] . Specifically, RS measures whether the ordering of the items in the recommendation list matches the users real preference. For a target user i, all her uncollected items will be given a rank by the recommendation algorithm. Suppose one of her uncollected item α in the probe set is ranked at the pth position and the total number of her uncollected items is N i , then the ranking score of is RS iα = p/N i . The smaller the RS iα , the better the recommendation. The mean value of the RS iα over all the user-item pairs in the probe set can be used to evaluate the recommendation accuracy as RS = based methods are presented in Fig. S3 . We again only consider the standard MD method since the plots of other methods are quite similar. One can see in Fig. S3 that the best method is the degree-based method instead of the rank-based method. This is because more initial resources can be distributed in the bipartite network if we choose large-degree users. Moreover, the ranking scores of all information-core-based methods are much worse than their standard ways which consider all users. In fact, any attempt to reduce the user number in recommendation will incline to increase the ranking score [3] . However, measuring the accuracy of top-L objects in individuals recommendation list is actually more important from practical point of view since in real recommender systems individuals are only presented with top-L objects. Figure S2 . The recommendation accuracy when only the information core is taken into account in the recommender system. The recommendation length L is 20. r is the ratio of the size of the information core to the whole system. Frequency-based information core Rank-based information core Figure S3 . The recommendation accuracy (ranking score) when only the information core is taken into account in the recommender system. r is the ratio of the size of the information core to the whole system.
The diversity of the information-core-based methods
We study the diversity (i.e. hamming distance between users recommendation lists) of the standard MD method with different size of the information core in Fig. S4 . Clearly, the MD method's diversity can be improved for the random-based, frequency-based and rank-based information core. However, the degreebased information core may decrease the diversity of the recommendation. One can see that the degreebased method behaves differently in the Last.fm data. This is because the user degree in this network is more homogeneous. In summary, our rank-based information core generally increases the recommendation diversity. Figure S4 . The recommendation diversity when only the information core is taken into account in the recommender system. The recommendation length L is 20. r is the ratio of the size of the information core to the whole system. The recommendation algorithm is mass diffusion.
5 The neighbor size of the frequency-based and rank-based methods
In the manuscript, we select top-20 neighbors of each user in the frequency-based and rank-based when finding the information core. Here, we change the neighbor size and the result is presented in Fig. S5 . The neighbor size is set to 10, 20 and 50, respectively. We choose the KNNMD method to test these two methods. From the figure, one can see that the accuracy of the KNNMD doesn't change so much for the rank-based method when we choose different neighbor size. However, in the frequency-based method, the KNNMD performs better when we choose smaller neighbor size. As a matter of fact, one user will be an important member in the recommender system if she appears in most users' top-N neighbor list with high rank. In the frequency-based method, if we choose smaller neighbor size, those users with low ranks will be excluded, resulting in a better performance of the KNNMD method. For the rank-based method, each user's weight is computed based on her position in other users' top-N neighbor list. That's to say, some users' frequencies may be increased if we choose larger neighbor size, but their final weights can not be larger than those users with high rank. Therefore, the accuracy of the KNNMD with the rank-based information core doesn't change much. We choose the KNNMD method to test these two methods and the r is the ratio of the user number in information core to the whole system. The length of recommendation list L is set to 20.
The contributions of users in recommender systems
In the manuscript, the size of the information core is increased where r is increased from 0.1 to 1. Here, we split all the users into ten subsets with equal size by the methods (degree, random, frequency and rank) defined in the main manuscript. The first one is based on the users' degrees. All the users are ranked according to their degrees in the descending order and they are split into ten subsets {C 1 , C 2 , ..., C 10 }, where the users' degrees in C i are no smaller than degrees in C j if i < j. The second one is to split all the users into ten subsets randomly. The third one is based on the user's appearing frequency in other users' top-N neighbor list. That's, all the users are sorted based on their frequencies in the descending order and they are split into ten subsets equally. Similarly, we can split all the users into ten subsets equally according to their ranks. We also choose four methods (MD, KNNMD, Hybrid and UCF) to test these four methods. Given the user subset C i and the target user u, only the users in C i will receive the resources distributed by u's collected objects in the MD and the Hybrid method. Other users will not receive resources even though they have common objects with u. Then the users who have received resources redistribute their resources back the the object side. For the KNNMD method, we firstly compute u's top-K neighbors who are in the subset C i and then only these K neighbors will receive resources and redistribute them. Similarly, the top-K neighbors will be limited in C i in the UCF method. The results are presented in the Fig. S6 . First of all, for the rank-based method, the accuracy of recommendation algorithms considering the users in C i is usually better than C j with i < j, which means the users in the C i is more important than users in the C j in the recommender system. This is because users' ranks in other users' top-N neighbor lists in the C i are lower than those users in the C j , which supports again our conclusion in our main manuscript. For the frequency-based method, the users in the C 2 seem more important than users in other subsets, which means the users' frequencies appearing in other users' top-N neighbor list are worse than their ranks when assessing the importance of individual users in the recommender system. For the degree-based methods, the performance of the algorithms generally increases at first and then gradually decline. It means users with larger degrees are not always more important than those users with lower degrees in the recommender system. 
The role of core users in the networks
We define the average item degree of a user i as where N (i) is the item set selected by user i. We then sort all users according to their d i in descending order and group them into ten subsets with nearly equal size {S 1 , S 2 , ..., S 10 }. By definition, if a < b, d i of users in S a is larger than that in S b . We are interested in how the core users distribute in these groups. The results are reported in Fig.  S7 . Clearly, these four methods show far different pattern. In the frequency-based and rank-based methods, most core users locate in S 1 and S 2 , who prefer to select popular items. In fact, it has been pointed out in the literature [4] that degree is positively correlated with the quality of items. The core users from the frequency-based and rank-based methods, though with relatively small degree themselves, generally select high quality items. In contrast, under the degree-based method, the core users in S 1 and S 2 are very few. In fact, these users are very active but tend to select unpopular items. As expected, the core users from the random method evenly locate in ten subsets. According to the above analysis, it is clear that the core users from these methods have different properties. In order to further understand their roles in network and recommendation, we consider three indices: degree heterogeneity, cluster coefficient, diffusion coverage. See the results in Table S3 . For each real network, we first construct a corresponding sub-network which consists of core users. The degree heterogeneity of items is defined as k 2 α / k α 2 where k α is the degree of item α and k α is the average degree of items. The larger the index is, the more uneven the links distribute among items. From Table S3 , one can see that the degree heterogeneity of the degree-based method is smaller than that of the original network, while the degree heterogeneity of the frequency-based and rank-based methods is larger than that of the original network. These results indicate that the frequency-based and rank-based core users tend to connect to some common items while the degree-based core users' links are more evenly distribute among items.
The clustering coefficient, as pointed out in the literature [5] , is closely related to the efficiency of the recommendation process. Generally speaking, recommender system works better in the network with high clustering coefficient. For each item node α, we compute its clustering coefficient as c ij (α) = qαij (ki−ηαij )(kj −ηαij )+qαij , where i and j are neighboring users of item α and q αij is the number of common neighbors between i and j (not counting α), η αij = 1 + q αij [6] . Averaging c ij (α) over all the users, we obtain the clustering coefficient of α. The clustering coefficient of the network is the mean clustering coefficient of all items. Compared to the origin network, the clustering coefficient of all sub-networks is smaller since a lot of users are removed. Among the four sub-networks, the rank-based method achieves the largest clustering coefficient. It means the more users in this sub-network share commonly interested items, which could explain why the rank-based information core has the best recommendation accuracy (as shown in Fig. 5 in the manuscript) .
Many recommendation methods are based on a three-step diffusion (even the well-known collaborative filtering can be regarded as a diffusion process). The diffusion normally starts from the target user. In the first step, it finds the objects selected by the target user. In the second step, the users who selected the same objects as the target user are found and they are referred as relevant users. In the last step, the items selected by the relevant users are found and they are called relevant items. The relevant items with highest diffusion resource will be recommended to the target user. Obviously, the smaller the number of relevant items is, the stronger the filtering effect of the diffusion is. Given the diffusion starting from user i, we denote the number of objects that can be reached after 3 steps of diffusion as the diffusion coverage of i. Averaging the diffusion coverage of all users, we obtained the mean diffusion coverage for the whole system. Note that, when we rely on core users for recommendation, the second diffusion step does not search for relevant users among all users but only within the core users. In Table S3 , we report the diffusion coverage corresponding to different core user sets. One can see that if degree-based core users are used, the diffusion coverage is the same as the case where all users are used, indicating a poor filtering effect. If the frequency-based or rank-based core users are used, the diffusion coverage is significantly narrowed, such that only the most relevant items can be reached by the diffusion in this case.
In summary, the overlap of the frequency-based and rank-based core users with the degree-based and random core users is actually low. The frequency-based and rank-based core users are usually with relatively small degree but tend to select high degree items. Their role in recommendation is to filter out a large number of irrelevant and unpopular items in the diffusion. The degree-based core users, on the other hand, connect to a large number of unpopular items, thus has much weaker filtering effect and lower accuracy in recommendation. Table S5 . The optimal parameter of algorithms in the Fig. S3 .
