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6 TABLE DES MATIE`RES
Introduction
Soit Hˆ un ope´rateur h−pseudo-diffe´rentiel, de´finissant un ope´rateur auto-adjoint, non
borne´ sur L2(X), X de´signant Rd ou une varie´te´ compacte C∞ munie d’une densite´ positive.




son symbole principal. De fac¸on ge´ne´rale, on sait que si H0
est confinant sur ]a, b[⊂ R, i.e. que H−10 (]a, b[) est borne´, alors le spectre de Hˆ va eˆtre discret




) 3 f 7→ Tr(f(Hˆ)) = ∑
λ∈σ(Hˆ)∩supp(f)
f(λ). (1)
C’est par exemple le cas lorsque X = Rd et lim(x,ξ)→∞H0(x, ξ) = +∞ ou lorsque H0(x, ξ) =
ξ2 +V (x) avec limx→∞ V (x) = 0 et a < b < 0, comme le montrent Helffer et Robert dans [19]
(voir aussi [39]).
Un autre exemple est celui de ∆g ope´rateur de Laplace-Beltrami (positif) lorsque X est une
varie´te´ compacte (avec ou sans bord) munie de la me´trique riemannienne g. Dans ce cas, le
spectre σ(∆g) est une suite de valeurs propres de multiplicite´s finies (λj)j∈N qui converge vers
+∞, et on e´tudie traditionnellement la fonction de comptage de´finie par
N∆g(λ) = Card{j ∈ N ; λj ≤ λ}









′(λ)dλ, f ∈ S(R). (2)
L’e´tude de N∆g(λ) “a` haute e´nergie” (λ→ +∞), se rame`ne a` celle de Nh2∆g(µ) au voisinage
de µ = 1 lorsque h tend vers 0, puisque Nh2∆g(h
2λ) = N∆g(λ), c’est-a`-dire une distribution de
la forme (1), avec ]a, b[=]1− , 1 + [ et Hˆ = h2∆g dont le symbole principal (semi-classique)
est bien confinant puisque X est compacte.
Lorsque X = Rd, mais on peut aussi conside´rer des varie´te´s hyperboliques, dans le cadre
de la diffusion, on regarde Hˆ comme une perturbation d’un ope´rateur libre Hˆ0 et on e´tudie du
spectre absolument continu ; il n’est alors plus possible d’utiliser des fonctions de comptage.
Supposons que Hˆ et Hˆ0 soient semi-borne´s (infe´rieurement, pour fixer les ide´es) et que,
pour toute fonction f ∈ C∞0 (]a, b[) on ait
f(Hˆ)− f(Hˆ0) ∈ S1 (3)
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8 INTRODUCTION
S1 de´signant l’espace des ope´rateurs de classe trace, Birman et Krein ont montre´ l’existence
d’une fonction η1 ∈ L1loc(]a, b[) telle que
Tr
(
f(Hˆ)− f(Hˆ0)) = −∫
R





(Voir Krein [31], Birman-Krein [4], Yafaev [50]). Cela se produit lorsque Hˆ et Hˆ0 ont des
symboles principaux confinants, auquel cas ξ(λ) = NHˆ(λ)−NHˆ0(λ) (voir (2)), mais ce n’est
e´videmment pas pour de tels ope´rateurs qu’on utilise cette fonction spectrale ; la proprie´te´ (3)
est ve´rifie´e lorsque les symboles des ope´rateurs, H(x, ξ) et H0(x, ξ), tendent vers l’infini avec
ξ et ve´rifient des conditions de la forme
|∂αx ∂βξ
(
H(x, ξ)−H(0)(x, ξ))| ≤ Cα,β < ξ >M< x >−ρ avec ρ > d, (5)
l’exemple type e´tant celui des ope´rateurs
Hˆ0 = −h2∆, Hˆ = −h2∆ + V, |∂αxV (x)| ≤ Cα < x >−ρ .





qui se trouve dans L1 ainsi que toutes ses de´rive´es (elle est a` support compact en ξ et c’est un
O(< x >−ρ) en x), conditions pour qu’un ope´rateur pseudo-diffe´rentiel soit de classe trace.
L’e´tude asymptotique (h → 0 ou λ → +∞) des fonctions de comptage ou de la fonction
spectrale de Birman-Krein a e´te´ mene´e par un grand nombre d’auteurs (Ho¨rmander [20], Ivrii
[23], [24], Melrose [32], Petkov et Popov [35], Robert [40] [41] [42], entre autres) a` commencer
par H. Weyl (cf [49]) qui a montre´, pour un ouvert borne´ de R3 la formule ge´ne´rale
N∆g(λ) ∼ cdV ol(X)λ
d
2 , cd = (2pi)−dV ol(Sd−1)/d.






joue un grand roˆle dans l’e´tude de ces distributions. Par exemple, pour la fonction de comptage






⊂ {kl ; k ∈ Z, l longueur de ge´ode´sique ferme´e}
(si la varie´te´ est a` bord, il faut conside´rer des trajectoires ge´ne´ralise´es ou billards). Voir par
exemple : Andersson-Melrose [1], Chazarain [9], Colin-de-Verdie`re [10], Duistermaat-Guillemin
[14] . De plus, si X est a` bord, et que la mesure, dans S?X (fibre´ cosphe´rique), des points
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produisant des billards ferme´s est de mesure nulle, Ivrii a montre´ dans [23] une asymptotique
a` deux termes pour la formule de Weyl :









avec + si on a des conditions de Dirichlet et − de Neumann. Lorsque la mesure des points
ayant des trajectoires pe´riodiques est non nulle, on peut avoir des oscillations sur le deuxie`me
terme de la formule de Weyl.
Pour la fonction de Birman-Krein η1(λ, h), on a des re´sultats analogues. Dans le cadre de
la diffusion pour le laplacien standard, on peut conside´rer des hamiltoniens pour lesquels
les trajectoires classiques“partent a` l’infini” (absence de trajectoire pie´ge´e) ce qui permet
d’ame´liorer conside´rablement la formule de Weyl puisqu’on peut donner des de´veloppements
asymptotiques complets de η′1 suivant les puissances de h. Par contre, l’existence de trajectoires
pe´riodiques entraˆıne l’existence de re´sonances et on s’attend a` une explosion exponentielle de
η′1(λ, h) au pre`s des niveaux d’e´nergie correspondants (voir par exemple Petkov-Zworski [37]).
La fonction de Birman-Krein est bien adapte´e a` l’e´tude des perturbations a` coefficients en
< x >−ρ avec ρ > d mais on n’a pas d’outil e´quivalent, en ge´ne´ral, lorsque ρ > 0, i.e. pour
des perturbations a` longue porte´e de Hˆ0.
Le but de cette the`se est l’e´tude de distributions pouvant couvrir ce cas ge´ne´ral. L’ide´e de
de´part est la suivante : sous la condition (5) avec ρ > d/p on de´finit pour f ∈ C∞0 (R)








f(Hˆ0 + s(Hˆ − Hˆ0))|s=0
 ,
qui a bien un sens car l’ope´rateur conside´re´ dans le membre de droite est bien de classe trace.
Cette de´finition de up est formellement la meˆme que celle introduite par Koplienko dans [29]
et [30] (voir aussi Neidhardt [34]), lorsque Hˆ0 est un ope´rateur auto-adjoint quelconque et
Hˆ − Hˆ0 ∈ Sp (A ∈ Sp si les valeurs propres de (A?A)1/2 sont dans lp(N)). Pour de´finir up, on
fait donc un de´veloppement de Taylor a` l’ordre p ; il est clair, intuitivement, que la trace est
bien de´finie car le symbole principal de ce de´veloppement de Taylor, sera a` support compact
en ξ et un O(< x >−pρ) avec pρ > d.
Notons que cet aspect “formule de Taylor non commutative” se voit e´galement, lorsque ρ > d,
sur la formule de Birman-Solomyak (cf [5])
Tr
(




f ′(sHˆ + (1− s)Hˆ0)(Hˆ − Hˆ0)ds, f ∈ C∞0 (R)






Hˆ(0) + s(Hˆ − Hˆ(0)))) = Tr(f ′(Hˆ0 + s(Hˆ − Hˆ0))(Hˆ − Hˆ0))
tre`s utile pour e´tudier les distributions spectrales up(λ), particulie`rement dans le cas des
perturbations “relativement Hilbert-Schmidt” (p = 2) qui sera traite´ plus en de´tail.
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Pre´cisons qu’une des motivations de l’e´tude des up(λ) est de montrer un the´ore`me de Levinson
(voir Colin-de-Verdie`re [11] et Guillope´ [18]) e´tablissant un lien entre le spectre continu [0,+∞[
d’un ope´rateur de Schro¨dinger −∆ + V et son spectre discret, constitue´ d’un nombre fini de
valeurs propres ne´gatives (lorsque V (x) = O(< x >−ρ), ρ > 2 et d = 3) dans un cas ou` la
fonction de Birman-Krein n’est pas de´finie. Un re´sultat du meˆme type a e´te´ e´tabli par Rybkin
[46] en dimension d = 1, mais l’e´tude et les applications des distributions spectrales up(λ) en
dimension d > 1, que l’on propose dans ce qui suit, ne semblent pas avoir e´te´ envisage´es par
d’autres auteurs.
Re´sultats principaux
Nous allons conside´rer des re´alisations auto-adjointes d’ope´rateurs pseudo-diffe´rentiels,








u(y)dydξ, u ∈ S(Rd).
Hˆ est le quantifie´ de Weyl de H(x, ξ, h) (de´fini au sens des inte´grales oscillantes).
On suppose que
H(x, ξ, h) ∼
∑
j≥0
hjHj(x, ξ), Hj ∈ Sδ(1 + ω, 0)
Q(x, ξ, h) ∼
∑
j≥0
hjQj(x, ξ), Qj ∈ Sδ(1 + ω,−ρ− jδ), ρ > 0
ou` le signe ∼ signifie que pour tout N > 0, h−N (H −∑j<N hjHj) de´crit un borne´ de Sδ(1 +
ω, 0) et h−N (Q−∑j<N hjQj) de´crit un borne´ de Sδ(1 + ω,−ρ−Nδ).
Sδ(1 + ω, µ) est, pour δ ∈ [0, 1] et µ ∈ R, l’espace des fonctions ve´rifiant pour tous α, β
|∂αx ∂βξ a(x, ξ)| ≤ Cαβ(1 + ω(ξ)) < x >µ−δ|α|, < x >= (1 + x2)1/2
et ω est une fonction C∞ positive ou nulle telle que
|∂αω(ξ)| ≤ cα(1 + ω(ξ)), ∀α




avec c > 0 et M > 0 inde´pendants de ξ, η. On remplacera dans certains e´nonce´s l’hypothe`se
Pω par la suivante :
P′ω ∃ C > 0, m > 0 1 + ω(ξ) ≥ C < ξ >m, ∀ ξ ∈ Rd.
On fait une hypothe`se plus faible que l’ellipticite´ usuelle, en supposant qu’il existe C0 > 0
telle que
H0(x, ξ) + C0 ≥ C−10 (1 + ω(ξ)), (H0 +Q0)(x, ξ) + C0 ≥ C−10 (1 + ω(ξ))
pour tout (x, ξ) ∈ R2d ; en particulier, inf H0 > −∞ et inf(H0 +Q0) > −∞. Enfin, on suppose
que Hˆ et Hˆ + Qˆ sont syme´triques sur S(Rd) ⊂ L2(Rd). On a alors un premier lemme qui
de´finit les ope´rateurs qu’on va e´tudier :
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12 RESULTATS PRINCIPAUX
Lemme 1 Pour tout E0 < min(inf H0, inf(H0 +Q0)) il existe h0 > 0 tel que :
pour tout h ∈]0, h0] et tout s ∈ [0, 1] Hˆ + sQˆ est essentiellement auto-adjoint sur L2(Rd) a`
partir de S(Rd), de domaine inde´pendant de s ; de plus Hˆ + sQˆ ≥ E0.
En outre, pour toute f ∈ S(R), f(Hˆ + sQˆ) ∈ C∞([0, 1],L(L2)).
(Voir le corollaire (1.2.8)).
Notons qu’on de´montrera que f(Hˆ + sQˆ) ∈ C∞([0, 1],L(L2)) pour d’autres fonctions que les
fonctions de Schwartz, mais il suffira de conside´rer des fonctions test pour faire des e´tudes
spectrales locales.
Lorsque ρ > d (ordre de de´croissance en x de Q), f(Hˆ + Qˆ)− f(Hˆ) ∈ S1 pour toute fonction
f ∈ C∞0 (R) et la formule
Tr
(
f(Hˆ + Qˆ)− f(Hˆ)) =:< u1(h), f >
de´finit une distribution u1(λ, h) ∈ D′(Rλ). Remarquons que d’apre`s la the´orie de Birman-
Krein, on sait qu’il existe ξ(λ, h) ∈ L1loc(Rλ) telle que
< u1(h), f >= −
∫
ξ(λ, h)f ′(λ)dλ.
Lorsque ρ > d/p (p entier positif), on peut seulement de´montrer que f(Hˆ+Qˆ)−f(Hˆ) ∈ Sp et
on ne peut plus utiliser la distribution u1 ci-dessus ; pour reme´dier a` ce proble`me, on de´montre
le










f(Hˆ + sQˆ)|s=0 ∈ S1












de´finit une distribution up(λ, h) ∈ D′(Rλ) qu’on appellera distribution spectrale d’ordre p
associe´e au couple (Hˆ, Hˆ + Qˆ).
De plus, si on remplace l’hypothe`se Pω par P′ω, alors up(h, λ) ∈ S ′(R).
(voir les the´ore`mes (1.3.1) et (1.3.4).)
Comme dans le cas p = 1, de´ja` bien e´tudie´, on peut donner des de´veloppements suivant les
puissances de h des distributions up(h) :
Proposition 3 pour toute fonction f ∈ C∞0 (R)
< up(h), f >∼
∑
j≥0
hj−d < cpj , f >
c’est-a`-dire que, pour tout N > 0 < up(h), f > −
∑
j<N h
j−d < cpj , f >= O(hN−d) et cela
uniforme´ment par rapport a` f dans un borne´ de C∞0 (R). La` encore si on suppose P′ω ve´rifie´e,
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on peut remplacer C∞0 (R) par S(R) dans cet e´nonce´.
Les cpj sont des distributions inde´pendantes de h et en particulier









L’une des motivations de l’introduction des distributions spectrales est l’e´tude spectrale
d’ope´rateurs diffe´rentiels elliptiques. Conside´rons donc P et P+V deux ope´rateurs diffe´rentiels








∂βpα ∈ L∞, |∂βvα(x)| ≤ Cβ < x >−ρ, ∀ α, β.
Lorsque P > 0, sur une varie´te´ compacte, l’e´tude de Tr(e−tP ) et du prolongement me´romorphe
de la fonction zeta Tr(P−z) sont tre`s importants, en particulier pour la de´monstration du
the´ore`me de l’indice d’Atyiah-Singer. Dans notre contexte, sur Rd, avec ρ > d, les fonctions
t 7→ Tr(e−t(P+V ) − e−tP ), t > 0
z 7→ Tr((P + V )−z − P−z), <(z) >> 1
sont de´finies lorsque P > 0 et P+V > 0. La premie`re posse`de un de´veloppement asymptotique
complet en t ∼ 0+, quant a` la seconde, elle admet un prolongement me´romorphe a` C : ces
re´sultats ont, entre autres, des applications dans des calculs d’indice relatif (voir par exemple
Bruneau [7]) ou dans l’e´tablissement de formules de Levinson (Colin-de-Verdie`re [11], Guillope´
[18]). Dans le but de ge´ne´raliser de telles formules, on donne le the´ore`me suivant qui permet
de s’affranchir de l’hypothe`se ρ > d :
The´ore`me 4 Supposons ρ > d/p. La distribution spectrale d’ordre p du couple (P, P +V ) est
de´finie (ie pour h = 1), de plus





m , t→ 0+.
La fonction zeta ge´ne´ralise´e ζE(z) :=< up(λ), (λ − E)−z > est de´finie lorsque <(z) >> 1
et E ve´rifie <(E) < min ( inf(σ(P ), σ(P + V )). De plus z → ζE(z) admet un prolongement
me´romorphe a` C qui, lorsque d est impair, s’annule sur tous les entiers ne´gatifs ou nuls. Pour
d quelconque, ses poˆles sont situe´s aux points de la forme
d− 2k
2m
, k ∈ N, avec 2k − d
2m
/∈ N.
(voir le the´ore`me (1.3.8) et le corollaire (1.3.9).)
Revenons au cas des ope´rateurs pseudo-diffe´rentiels, mais inte´ressons nous a` pre´sent au
cas particulier p = 2, c’est-a`-dire ρ > d/2. Dans cette situation, on montre que la distribution
spectrale associe´e est la de´rive´e seconde (au sens des distributions) d’une fonction localement
inte´grable ; pre´cise´ment, on a le
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The´ore`me-de´finition 5 Lorsque ρ > d/2, il existe η(λ, h) ∈ L1loc(Rλ) pour tout h ∈]0, h1]
telle que, pour toute f ∈ C∞0 (R)
Tr
(







La fonction η(λ, h) s’appelle la fonction de Koplienko du couple (Hˆ, Hˆ + Qˆ). Si l’hypothe`se
P′ω est ve´rifie´e, alors il existe M > 0 tel que∫ |η(λ, h)|
(1 + |λ|)M dλ < +∞.
Notons que ce the´ore`me nous donne un objet qui ge´ne´ralise la fonction de Birman-Krein, dans









avec EH(λ) projecteur spectral de Hˆ sur ]−∞, λ] et ξ(µ, h) la fonction de Birman-Krein du
couple (Hˆ, Hˆ+Qˆ) ; en effet, lorsque Hˆ = −h2∆, par exemple, on sait calculer Tr(E∆(λ)Qˆ), et
donc modulo un terme explicite, il est e´quivalent de connaˆıtre les fonctions de Birman-Krein
et de Koplienko. La formule ci-dessus se montre a` l’aide de la
Proposition 6 (formule de Birman-Solomyak) Lorsque ρ > d, pour toute fonction f ∈









Qˆf ′(Hˆ + sQˆ)
)
, ∀s ∈ [0, 1].
(voir le the´ore`me (1.2.28).)
Plac¸ons-nous a` pre´sent dans le contexte de la diffusion avec
Hˆ = ω(hD) = ωˆ, et Q ∼
∑
j≥0
hjQj , Qj ∈ S1(1 + ω,−ρ) ∩ S1(1 + ω,−j).
Soit J ⊂]0,+∞[ un intervalle non critique pour ω : ∇ω 6= 0 sur ω−1(J). Le spectre de ωˆ y est




existent et sont complets (Eωˆ(J) de´signe le projecteur spectral de ωˆ sur J). A partir de ces
ope´rateurs on obtient l’ope´rateur de diffusion S = W ?+W− auquel sont associe´es les matrices
de diffusion S(λ) de´finies pour presque tout λ ∈ J dans la repre´sentation diagonale de ωˆ.
Lorsque ρ > d, il est bien connu que, pour presque tout λ ∈ J
Det(S(λ)) = e2ipiξ(λ,h).
Remarquons que l’on peut prendre le de´terminant de S(λ) car S(λ) − 1 est de classe trace,
lorsque ρ > d. Concernant la fonction de Koplienko, on montre le
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The´ore`me 7 i) η(λ, h) ∈ C∞(J \σpp(ωˆ+Qˆ)), ou` σpp(ωˆ+Qˆ) est le spectre purement ponctuel
de ωˆ + Qˆ qui, dans ce cas, est discret dans J.
ii) Lorsque ρ > (d+ 1)/2, S(λ)− 1 est de classe Hilbert-Schmidt, et on a la formule, valable





ou` Bλ = ΞλQˆ(ωˆ + Qˆ − λ − i0)−1QˆΞ?λ et Ξλu := Fhu|Σλ Σλ de´signant la sous-varie´te´ de R
d
ξ
ω−1({λ}) et Fh la transforme´e de Fourier semi-classique.
Comme pour la de´rive´e de la phase de diffusion ξ′(λ, h) se pose alors le proble`me de l’exis-
tence d’un de´veloppement asymptotique (fort) pour η′′(λ, h) ; on peut utiliser, par exemple,
de tels de´veloppements pour montrer des formules de Levinson, ou pour des re´sultats de diffu-
sion inverse. Remarquons aussi que l’on de´duit des asymptotiques semi-classiques h ↘ 0, les
asymptotiques a` haute e´nergie λ↗ +∞ pour des ope´rateurs diffe´rentiels elliptiques (exemple
ωˆ = −h2∆) puisqu’on a dans ce cas




lorsque η(λ, h) est la fonction de Koplienko de h2mP, h2m(P + V ) et η celle de P, P + V
ope´rateurs d’ordre 2m.
La pre´sence ou non de trajectoires capte´es pour le flot hamiltonien associe´ a` (ω + Q0)(x, ξ),
sur l’intervalle d’e´nergie J, joue un roˆle important dans le type d’asymptotique que l’on peut
obtenir. Lorsqu’on n’a pas de trajectoires capte´es (voir le chapitre 2 ou` on donne la de´finition
ge´ome´trique de cette proprie´te´), ce que l’on traduit par :
pour tout I ⊂⊂ J, tout k ∈ N et tout s > 1/2 + k il existe C > 0 telle que
||| < x >−s (ωˆ + Qˆ− λ± i0)−1−k < x >−s ||| ≤ Ch−k−1, ∀h ∈]0, hI ],∀λ ∈ I,
on a le
The´ore`me 8 Supposons ρ > d/2 et I non critique pour ω + Q0. Si hI est assez petit, alors
σpp(ωˆ + Qˆ) ∩ I = ∅ ∀h ∈]0, hI ] et si en plus, Q ∼
∑
hjQj , avec Q0 ∈ S1(1 + ω,−ρ), ρ > d/2
et Qj ∈ S1(1 + ω,−ρ − 1) ∩ S1(1 + ω,−j) j ≥ 1, on a le de´veloppement asymptotique dans
C∞(I) (de´rivable terme a` terme) :




Par exemple, si ωˆ = −h2∆/2 et Q = Q0 = V (x), avec ∂αV (x) = O(< x >−ρ−|α|) on a
α0(λ) = (2pi)−dV ol(Sd−1)
∫ (
2(λ− V (x))) d2−1
+
− (2λ) d2−1 + (d− 2)(2λ) d2−2V (x)dx.
Pour les les asymptotiques a` haute e´nergie, si on conside`re le couple −∆,−∆ + V avec











On peut e´galement autoriser la pre´sence de trajectoires classiques capte´es, a` condition de faire
l’hypothe`se suivante :
pour tout I ⊂⊂ J il existe hI > 0, k > 0, s > 0 et C > 0 telles que
||| < x >−s (ωˆ+ Qˆ−λ± iτ)−1 < x >−s ||| ≤ C exp(Ch−k), ∀h ∈]0, hI ], ∀λ ∈ I, ∀τ ∈]0, 1]





pour lesquels on a le
The´ore`me 9 Si I est non critique pour ω +Q0, alors




[γ]+ e´tant le plus petit entier ≥ γ.














dx+O(λ d−12 ), λ↗ +∞
avec vjk(x) = gjk(x)− δjk, si on a une estimation au voisinage de +∞ de la forme
∃s > 0, k > 0 tels que ||| < x >−s (−∆g − λ± iτ)−1 < x >−s ||| = O(eλk), (2)






−1/4, g(x) = det(gjk(x))
associe´ a` la me´trique (gjk(x)) = (gjk(x))−1 telle que, pour tout α :
|∂αx (gjk(x)− δjk)| = O(< x >−ρ−|α|), ρ > d/2,
δjk de´signant le symbole de Kronecker. Remarquons qu’un travail re´cent de Vodev [48] permet
de donner des conditions suffisantes pour l’obtention d’estimations de la fome (2), en utilisant
e´galement l’article de Bruneau-Petkov [8].
Enfin en utilisant, en dimension d = 3, le fait que, pour un potentiel V tel que ∂αV (x) = O(<
x >−ρ−|α|) avec ρ > 5/2, l’ope´rateur −∆ + V a un nombre fini de valeurs propres ne´gatives
ou nulles λ1, · · · , λN , on de´montre le
The´ore`me 10 (formule de Levinson ge´ne´ralise´e) Si 0 est re´gulier, c’est-a`-dire ni valeur
















les γk e´tant ceux de la formule (1).
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Notons que 0 est ge´ne´riquement re´gulier (cf Jensen-Kato [26]). Ce the´ore`me ge´ne´ralise, dans
le cas ou` 0 est re´gulier un the´ore`me de Colin-de-Verdie`re [11] de´montre´ pour un potentiel
V ∈ C∞0 (R3). Ajoutons que le fait de supposer 0 re´gulier permet de montrer la continuite´
de η′ au voisinage de ce point ; si on voulait traiter le cas ge´ne´ral, il faudrait calculer le saut
η′(+0)− η′(−0) qui, lorsque V est a` support compact, vaut N +  ou` N est la multiplicite´ de
0 comme valeur propre et  = 1/2 si 0 est re´sonance ( = 0 sinon). De meˆme de´montrer des
formules de Levinson lorsque ρ > d/p (et ρ > 2) reste un proble`me ouvert dans la mesure ou`,





Le premier objectif de ce paragraphe est de rappeler le principe du calcul fonctionnel
par la transforme´e de Mellin, pour des ope´rateurs auto-adjoints semi-borne´s. On utilise les
meˆmes techniques qu’Helffer-Robert dans [19], mais signalons que d’autres approches du calcul
fonctionnel existent, notamment via les extensions quasi-analytiques (voir par exemple le livre
de Dimassi-Sjo¨strand [13]). On fait des rappels dans un cadre abstrait avant d’appliquer cette
me´thode a` des ope´rateurs pseudo-diffe´rentiels pour obtenir des de´veloppement semi-classiques
dans le paragraphe suivant.
Le second objectif est de donner des proprie´te´s de continuite´ et de de´rivabilite´, de fonctions









Qˆf ′(Hˆ + sQˆ)
)
valable par exemple lorsque Qˆ est auto-adjoint de classe trace, Hˆ auto-adjoint semi-borne´ et
f ∈ C∞0 (R). On montrera par la suite que cette formule est valable pour une classe assez
ge´ne´rale d’ope´rateurs pseudo-diffe´rentiels.
Conside´rons Hˆ un ope´rateur auto-adjoint de domaine D, sur H espace de Hilbert se´parable.
On suppose en plus que pour un  > 0
Hˆ ≥ .
Le the´ore`me spectral de Von Neumann permet de de´finir l’ope´rateur borne´ f(Hˆ) pour toute
fonction f bore´lienne borne´e sur le spectre de Hˆ. Dans la suite on utilisera des fonctions f
appartenant a` la classe Sr+, lorsque r < 0, dont on rappelle la de´finition
f ∈ Sr+ ⇔ f ∈ C∞, supp(f) ⊂]0,+∞[ et sup
t>0
|f (j)(t)tj−r| < +∞,∀j.






M[f ](x+ iy)Hˆ−x−iydy, ∀ 0 < x < −r (1.1)
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ou` M[f ] est la transforme´e de Mellin de f




qui est de´finie et holomorphe pour x < −r. Celle-ci, a` x fixe´, est a` de´croissance rapide en y
en vertu du fait que
(x+ j − 1 + iy) · · · (x+ iy)M[f ](x+ iy) = (−1)jM[f (j)](x+ j + iy) (1.2)






z−x−iy(Hˆ − z)−1dz, x > 0 (1.3)
ou` Λθ est le contour de´fini par
les demi droites ∆±θ = {re±iθ ; r ≥ 2}
l’arc de cercle Sθ = { 2e
iα ; α ∈ [−θ, θ]}
Notons que l’inte´grale (1.3) est inde´pendante de θ ∈]0, pi/2] ; c’est cette remarque qui permet
de faire le calcul fonctionnel qui sera de´veloppe´ dans la suite. En particulier, on utilisera
beaucoup le lemme tre`s simple suivant sur lequel seront base´es de nombreuses estimations.
Lemme 1.1.1 Il existe c > 0 tel que
|(λ− z)−1| ≤ c(sin θ)−1(1 + |z|)−1, (1.4)
|λ(λ− z)−1| ≤ c(sin θ)−1, (1.5)
|z−x−iy| ≤ |z|−xe|θy| (1.6)
pour tous θ ∈]0, pi/2], z ∈ Λθ, λ ∈ [,+∞[ et x, y ∈ R.
De´monstration : Si z = 2e
iα avec α ∈ [−θ, θ], on a
|λ− z| ≥ λ− 
2
≥ 2
et si z est sur une des demi-droites ∆±θ
|(λ− z)−1| ≤ |=(z)|−1 = (sin θ)−1|z|−1.
Ces ine´galite´s montrent facilement (1.4). On montre (1.5) de manie`re semblable en remarquant
que |λ(λ− z)−1| ≤ 1 + |z||(λ− z)−1|. Quant a` (1.6) c’est un conse´quence triviale du fait que
|(ρeiα)−x−iy| = ρ−xeαy. 
De´finissons l’application continue
y ∈ R 7→
(
pi
2 si |y| < 2pi
1
y si |y| ≥ 2pi




)−1 = O(< y >).
En utilisant l’inde´pendance de (1.3) par rapport a` θ, et les the´ore`mes usuels sur les inte´grales
a` parame`tres, on obtient que ∀ x > 0, ∀y ∈ R
d
ds




z−x−iy(Hˆ + sQˆ− z)−1Qˆ(Hˆ + sQˆ− z)−1dz.
D’autre part, en utilisant (1.4), (1.5) et (1.6), on a
|||z−x−iy(Hˆ + sQˆ− z)−1Qˆ(Hˆ + sQˆ− z)−1||| ≤ C(1 + |z|)−1(1 + |y|)2|z|−x
pour tous x > 0, y ∈ R et z ∈ Λθ(y) ; tenant compte de la de´croissance rapide en y de
M[f ](x+ iy), on constate qu’on a de´montre´ la
Proposition 1.1.2 Pour toute f ∈ Sr+, r < 0, f(Hˆ + sQˆ) ∈ C1([0, 1],L(H)).










z−x−iy(Hˆ + sQˆ− z)−1Qˆ(Hˆ + sQˆ− z)−1dz
)
dy
les inte´grales convergeant en norme d’ope´rateurs.
Cette forme “explicite“ de (d/ds)f(Hˆ + sQˆ) va eˆtre utile pour de´montrer la proposition
suivante, dont la formule de Birman-Solomyak est un corollaire tre`s simple.
Proposition 1.1.3 Soient f et g deux fonctions de Sr+ (pour un certain r < 0) telles que
















g′(Hˆ + sQˆ)f(Hˆ + sQˆ)Qˆ
)
De´monstration : Par la formule de Leibnitz, on a
d
ds
(fg)(Hˆ + sQˆ) =
d
ds




dont le premier terme du membre de droite s’e´crit, en utilisant le fait que g(Hˆ+sQˆ) commute










z−x−iy(Hˆ + sQˆ− z)−1Qˆg(Hˆ + sQˆ)(Hˆ + sQˆ− z)−1dz
)
dy












(Hˆ + sQˆ− z)−2Qˆg(Hˆ + sQˆ))dz) dy
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(Hˆ + sQˆ− z)−1Qˆg(Hˆ + sQˆ))dz) dy








Qˆg(Hˆ + sQˆ)f ′(Hˆ + sQˆ)
)
.
On fait de meˆme pour le second terme, ce qui nous donne le re´sultat. 
De cette proposition, on tire une premie`re version de la formule de Birman-Solomyak :
The´ore`me 1.1.4 Supposons que Qˆ ∈ S1 soit auto-adjoint et que Hˆ ≥  > 0, Hˆ + Qˆ ≥  > 0
sur D(Hˆ). Alors, pour tout r < 0 et toute f ∈ Sr+, f(Hˆ + sQˆ) ∈ C1([0, 1],L(H)) avec une








f ′(Hˆ + sQˆ)Qˆ
)
.
De´monstration : Comme Qˆ est compact, le domaineD(Hˆ+Qˆ) = D(Hˆ) et par la proposition
(1.1.2), f(Hˆ+sQˆ) est bien de classe C1. En particulier, pour tout r′ < 0 et toutes f1, f2 ∈ Sr′+ ,
f1(Hˆ+sQˆ)Qˆ, Qˆf2(Hˆ+sQˆ) sont continues de [0, 1] dans S1. Comme toute fonction de Sr+ s’e´crit
comme produit de deux fonctions de Sr/2+ , on obtient le the´ore`me en utilisant la proposition
pre´ce´dente et la cyclicite´ de la trace. 
A partir des re´sultats de la section suivante, on obtiendra la formule de Birman-Solomyak
sous des conditions plus faibles, par exemple lorsque Hˆ = −∆ et Qˆ = V (x) avec ∂αV (x) =
O(< x >−ρ) (ρ > d) pour tout α, ainsi que pour des ope´rateurs pseudo-diffe´rentiels assez
ge´ne´raux. Ce sera une des applications de la section suivante.
1.2 Ope´rateurs pseudo-diffe´rentiels
1.2.1 Hypothe`ses et notations
Dans tout ce qui suit, d ≥ 1.
Soit p ∈ C∞(Rd,R) ayant les proprie´te´s suivantes :
(P0) p(ξ) > 0, ∀ξ ∈ Rd
(P1) pour tout multi-indice α il existe cα ≥ 0 telle que
|∂αξ p(ξ)| ≤ cαp(ξ), ∀ ξ ∈ Rd
(P2) il existe c > 0 et M ≥ 0 tel que
p(η) ≤ c.p(ξ) < ξ − η >M , ∀ ξ, η ∈ Rd.
Une fonction ve´rifiant ces proprie´te´s sera appele´e poids. L’exemple standard de poids est la
fonction < ξ >r avec r ∈ R.
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De´finition 1.2.1 (Sδ(p, µ)) Soient δ ∈ [0, 1] et µ ∈ R.
Sδ(p, µ) est l’espace des fonctions a ∈ C∞(Rd,C) telles que, pour tous multi-indices α, β il
existe C(α, β) telle que
|∂αx ∂βξ a(x, ξ)| ≤ C(α, β) < x >µ−δ|α| p(ξ), ∀ x, ξ ∈ Rd.











u(y)dydξ, u ∈ S(Rd)
au sens des inte´grales oscillantes.
Dans toute la suite ω est une fonction ve´rifiant l’hypothe`se
Pω : 1 + ω est un poids, et lim|ξ|→+∞
ω(ξ) = +∞.
Pour certains e´nonce´s, nous remplaceront cette hypothe`se par la suivante :
P′ω 1 + ω est un poids, et ∃c,m > 0 tels que 1 + ω(ξ) ≥ c < ξ >m, ∀ξ ∈ Rd
Dans les de´finitions qui suivent, h ∈]0, 1].
De´finition 1.2.2 (Hamiltonien h−admissible)
H = H(h, x, ξ) est dit hamiltonien h−admissible si il existe une suite (Hj)j∈N telle que
Hj ∈ Sδ(1 + ω,−jδ), ∀j ≥ 0
∀ N ≥ 1, h−N (H(h)−
N−1∑
j=0
hjHj) de´crit un borne´ de Sδ(1 + ω,−Nδ)
il existe c0 > 0 tel que H0(x, ξ) + c0 ≥ c−10 (1 + ω(ξ)),∀(x, ξ) ∈ R2d
Hˆ est syme´trique sur S(Rd).
De´finition 1.2.3 (ρ−perturbation) Soit ρ > 0.
Q = Q(h, x, ξ) est dite ρ−perturbation (de H hamiltonien h−admissible) si il existe une suite
(Qj)j∈N telle que
(Per0) H +Q est un hamiltonien h− admissible
(Per1) Qj ∈ Sδ(1 + ω,−ρ− jδ), ∀j ≥ 0
(Per2) ∀ N ≥ 1, h−N (Q(h)−
N−1∑
j=0
hjQj) de´crit un borne´ de Sδ(1 + ω,−ρ−Nδ).
L’objectif de cette section est de donner un calcul fonctionnel pour des re´alisations auto-
adjointes d’ope´rateurs de la forme Hˆ + sQˆ, avec s ∈ [0, 1]. On pourra donc regarder sQ
comme une ρ−perturbation “variable” ; pour cette raison, entre autres, on va de´finir une
topologie sur ces perturbations comme suit :
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e´tant donne´ h0 > 0, et H hamiltonien h−admissible, Qρ(h0,H, c0, E) (ou Qρ en abre´ge´)
de´signe l’ensemble des applications
Q :]0, h0] : → Sδ(1 + ω,−ρ)
h 7→ Q(h)
telles que Q(h) soit une ρ−perturbation de H ve´rifiant :
H0(x, ξ) +Q0(x, ξ) + c0 ≥ c−10 (1 + ω(ξ)) ∀(x, ξ) ∈ R2d,
H0(x, ξ) +Q0(x, ξ) ≥ E, ∀(x, ξ) ∈ R2d.
l’important e´tant que c0 et E ne de´pendent pas de Q. On munit alors Qρ de la topologie






Nk,1+ω,−ρ−(j+1)δ,δ(h−j−1(Q(h)−Q0 − · · · − hjQj)),
(Nk,1+ω,ρ′,δ)k∈N e´tant une famille de semi-normes de´finissant la topologie de Sδ(1 + ω, ρ′).
Il s’en suit que les applications coefficient d’ordre j
Qρ 3 Q 7→ Qj ∈ Sδ(1 + ω,−ρ− jδ)
sont continues et que les applications reste d’ordre N
Qρ 3 Q 7→ RQ,N := h−N−1(Q(h)−Q0 − · · ·hNQN ) ∈ Sδ(1 + ω,−ρ− (N + 1)δ) (1.7)
sont e´quicontinues (par rapport a` h ∈]0, h0]) pour tout N.
Il est clair que si Q(h) est une ρ−perturbation fixe´e, alors
{h 7→ sQ(h) ; s ∈ [0, 1]} ⊂ Qρ
puisque H0 + sQ0 = s(H0 +Q0) + (1− s)H0 et donc, pour tout s ∈ [0, 1] on a
H0(x, ξ) + sQ0(x, ξ) + c0 ≥ c−10 (1 + ω(ξ)) ∀(x, ξ) ∈ R2d,
H0(x, ξ) + sQ0(x, ξ) ≥ E, ∀(x, ξ) ∈ R2d.
De meˆme, si χ ∈ C∞0 (Rd) vaut 1 au voisinage de 0, et si on de´finit QR(h) ∈ Sδ(1 + ω,−∞)
par
QˆR = χ(x/R)Qˆχ(x/R) R ≥ R0 > 0,
il est clair qu’on a
H0(x, ξ) + χ(x/R)2Q0(x, ξ) + c0 ≥ c−10 (1 + ω(ξ)) ∀(x, ξ) ∈ R2d,
H0(x, ξ) + χ(x/R)2Q0(x, ξ) ≥ E, ∀(x, ξ) ∈ R2d.
donc
{h 7→ QR(h) ; R ≥ R0} ⊂ Qρ′(h0,H, c0, E) ∀ ρ′ ≤ ρ
et que Q′R → Q dans Qρ′ pour tout ρ′ < ρ. Ceci nous permettra d’approcher les ρ− pertur-
bations par des perturbation a` de´croissance rapide en x.
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1.2.2 La re´solvante
Le calcul fonctionnel que l’on va faire reprend les constructions de Helffer-Robert ([19],
[39]) en les suivant par rapport a` des parame`tres, et en controˆlant certains restes non pas
en normes d’ope´rateurs mais dans des classes de Schatten. Comme, on l’a vu au de´but de
ce chapitre, tout repose essentiellement sur l’e´tude de la re´solvante, dont on commence par
rappeler la construction d’une parame´trixe.
Introduisons tout de suite les fonctions suivantes de´finies par re´currence lorsque z ∈ C\ (H0 +
Q0)(R2d)


















Rappelons le lemme purement alge´brique suivant, dont la preuve se trouve dans la the`se de
Bruneau [7].



























et les c(l, (lr), (αr), (βr)) sont des constantes universelles.
Lorsque |α| = |β| = 0 on notera dl,k,Q pour dα,βl,k,Q.
Dans tout ce qui suit,
Q ∈ Qρ(1,H, c0, E)
 > 0 est fixe´ .
En particulier, H0(x, ξ) +Q0(x, ξ) ≥ E ∀ (x, ξ) ∈ R2d. On a alors la proposition suivante
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Proposition 1.2.5 Pour tout l ∈ N les applications
(C \ [E − ,+∞[)×Qρ → Sδ((1 + ω)−1,−lδ)
(z,Q) 7→ Bl,Q,z
et (lorsque 0 ≤ k ≤ 2l − 1)
Qρ → Sδ((1 + ω)k,−lδ)
Q 7→ dl,k,Q
sont continues. De plus les Bl,Q,z sont holomorphes par rapport a` z.
De´monstration de la proposition (1.2.5) : puisque le produit des symboles est continu
de Sδ((1 + ω)k1 ,−k′1δ) × Sδ((1 + ω)k2 ,−k′2δ) dans Sδ((1 + ω)k1+k2 ,−(k′1 + k′2)δ) on obtient
tout de suite, la continuite´ de la deuxie`me application, une fois remarque´ le fait que
∂βrξ ∂
αr
x (Hlr +Qlr) ∈ Sδ(1 + ω,−lrδ − |αr|δ) avec l =
k∑
r=1




Alors, e´tant donne´e la forme des Bl,Q,z, il suffit de montrer la continuite´ de (z,Q) 7→ B0,Q,z.
On montre donc par re´currence sur |α+ β| que
(z,Q) 7→ (1 + ω(ξ))(1 + |x|)−δ|α|∂βξ ∂αxB0,Q,z ∈ L∞(R2d) (1.8)
est continue. Commenc¸ons par remarquer que lorsque z reste au voisinage de z0 dans C\ [E−
,+∞[ il existe C > 0 telle que
|(H0(x, ξ) +Q0(x, ξ)− z)−1|(1 + ω(ξ)) ≤ C ∀(x, ξ) ∈ R2d
uniforme´ment par rapport z au voisinage de z0 et Q ∈ Qρ.
De ceci, on de´duit la proprie´te´ pour |α + β| = 0 en e´crivant B0,Q′,z0 − B0,Q,z (Q′ ∈ Qρ) sous
la forme (z0 − z)B0,Q′,zB0,Q′,z0 + (Q0 −Q′0)B0,Q,zB0,Q′,z.
Puis si on suppose (1.8) continue pour |α+ β| ≤ k, alors ∂xj∂αx ∂βξ B0,Q,z s’e´crit
∂αx ∂
β
ξ (−B20,Q,z∂xj (H0 +Q0))
qui est continue par la formule de Leibnitz et l’hypothe`se de re´currence. On proce`de de meˆme
en de´rivant par rapport a` ξj ce qui ache`ve la de´monstration. 





fournit le bon symbole de Weyl pour approcher (Hˆ + Qˆ− z)−1 (qui n’est pas encore de´finie)
modulo hN+1; on donne une forme du reste assez explicite pour nos applications.
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Proposition 1.2.6 Pour tout h ∈]0, 1] et z /∈ [E − ,+∞[, on a
(Hˆ + Qˆ− z) ◦ Bˆ(N),Q,z = 1 + hN+1RˆN,Q,z (1.9)
avec RˆN,Q,z = RˆQ,N ◦ Bˆ(N),Q,z + Rˆ′H,Q,N , ou` RQ,N est de´fini par la formule (1.7) R′Q,N est
une combinaison line´aire a` coefficients universels de symboles de la forme
rj,kN (h,Hj +Qj , Bk,Q,z)
ou`, pour tous ρ′ et ρ′′ re´els
rj,kN (h, ., .) : Sδ(1 + ω, ρ′)× Sδ((1 + ω)−1, ρ′′)→ Sδ(1, ρ+ ρ′ − (N + 1)δ)
est biline´aire et e´quicontinue.
En particulier, z,Q 7→ RN,Q,z(h) est e´quicontinue de C\[E−,+∞[×Qρ dans Sδ(0,−(N+1)δ)
et holomorphe par rapport a` z (pour la meˆme topologie).




j+kOpwh (Hj + Qj) ◦ Opwh (Bk,Q,z) s’e´crit, en utilisant les formules de














N+1rN,j,k(h,Hj +Qj , Bk,Q,z).
En regroupant les termes a` j + k+ l constant (≤ N), on obtient, par construction des Bk,Q,z,









xBk,Q,z) j + k + |α+ β| = j + k + l > N
hj+k+N+1 Opwh (rN,j,k(h,Hj +Qj , Bk,Q,z))
qui dans les deux cas sont de la forme hN+1rj,kN (h,Hj + Qj , Bk,Q,z) avec les proprie´te´s de
continuite´ et de biline´arite´ annonce´es pour rj,kN . 
Une premie`re conse´quence de cette proposition est le re´sultat suivant, dont le corollaire (1.2.8)
est une conse´quence imme´diate.
Proposition 1.2.7 Pour toute partie borne´e B ⊂ Qρ(1,H, c0, E), et tout  > 0, il existe h0
tel que, pour tout Q ∈ B, Hˆ+Qˆ est essentiellement auto-adjoint a` partir de S(Rd), de domaine
Dom(Hˆ) et ve´rifie Hˆ + Qˆ ≥ E − .
De´monstration : on proce`de comme dans [19] : il suffit de montrer que (Hˆ + Qˆ − z)? est
injectif pour tout h ∈]0, h0], Q ∈ B et z dans un voisinage (dans C) de ] −∞, E − ]. Pour
cela, on commence par remarquer qu’il existe C > 0 tel que
|(1 + ω(ξ))(H0(x, ξ) +Q0(x, ξ)− z)−1| ≤ C
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pour tous Q ∈ B, z ∈]−∞, E − /2] + iR et (x, ξ) ∈ R2d, ce qui est une conse´quence simple
du fait que
|(H0 +Q0 − z)−1| ≤ |(H0 +Q0 −<(z))−1| ≤ |(H0 +Q0 − E + /2)−1|.
On en de´duit, comme dans la preuve de la proposition (1.2.5), que (H0 + Q0 − z)−1 reste
dans un borne´ de Sδ((1 + ω)−1, 0) lorsque Q ∈ B et z ∈]−∞, E − /2] + iR. Alors, d’apre`s la
proposition pre´ce´dente, on obtient que
(Hˆ + Qˆ− z)Bˆ0,Q,z = 1 + hRˆ0,Q,z, avec sup
h≤1,Q,z
|||Rˆ0,Q,z||| < +∞
Pour h assez petit (inde´pendant de Q, z) 1 + hRˆ0,Q,z est donc inversible, ce qui implique que
(Hˆ + Qˆ− z)? est injectif.
Il nous reste a` montrer que le domaine de l’extension auto-adjointe est inde´pendante de Q.
En reprenant l’e´criture ci-dessus, on a
(Hˆ + Qˆ− z)−1 = Bˆ0,Q,z(1 + hRˆ0,Q,z)−1.
ce qui permet de prouver que Hˆ(Hˆ + Qˆ − z)−1 est un ope´rateur borne´ car HˆBˆ0,sQ,z ∈
Op(Sδ(1, 0)) et donc que Dom(Hˆ + Qˆ) ⊂ Dom(Hˆ). De meˆme, (Hˆ + Qˆ)(Hˆ − z)−1 est borne´,
donc Dom(Hˆ) ⊂ Dom(Hˆ + Qˆ). 
Corollaire 1.2.8 Soient H hamiltonien h−admissible et Q ρ−perturbation de H (ρ > 0).
Alors, pour tout  > 0 il existe h0 > 0 tel que, pour tout h ∈]0, h0] et tout s ∈ [0, 1]
Hˆ + sQˆ est essentiellement auto− adjoint sur L2(Rd) a` partir de S(Rd)
Dom(Hˆ + sQˆ) = Dom(Hˆ), ∀s ∈ [0, 1]
Hˆ + sQˆ ≥ min(inf(H), inf(H +Q))− .
Remarque : On peut de´montrer directement que lorsque Hˆ+ Qˆ est elliptique, ie si, il existe
m > 0 tel que
(H +Q)(h) ∈ S0(m, 0) et (H +Q)(x, ξ, h) + Ch ≥ C−1h < ξ >m
pour un Ch > 0 assez grand, alors Hˆ + Qˆ est auto-adjoint sur l’espace de Sobolev standard
d’ordre m pour tout h ∈]0, 1].
1.2.3 Estimations de la re´solvante dans des espaces a` poids
Le but de cette sous-section est essentiellement de montrer que la re´solvante (Hˆ+sQˆ−z)−1
laisse stable les espaces L2ν(Rd) de´finis par
u ∈ L2ν(Rd)⇔< x >ν u ∈ L2(Rd), ν ∈ R
et de donner des estimations assez pre´cises (pour nos applications) sur cette re´solvante et ses
de´rive´es par rapport a` s. En effet, de´river par rapport a` s fait apparaˆıtre Qˆ qui fait gagner de
la de´croissance en < x > ce qui nous permettra par la suite de prouver que (d/ds)jf(Hˆ+ sQˆ)
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est dans une certaine classe de Schatten si f ∈ C∞0 (R).
Dans toute cette sous-section, B est une partie borne´e de Qρ(h0,H, c0, E) telle que
H0 + sQ0 ≥ E > 0,
Hˆ + sQˆ ≥  > 0 ∀Q ∈ B, ∀ s ∈ [0, 1].
Lemme 1.2.9 Il existe C > 0, N semi-norme de Sδ(1 + ω, 0) et 0 < h1 ≤ h0 tels que
|||Aˆ(Hˆ + sQˆ)−1||| ≤ CN (A)
∀Q ∈ B, ∀A ∈ Sδ(1 + ω, 0), ∀h ∈]0, h1], ∀s ∈ [0, 1].
De´monstration du lemme (1.2.9) : il suffit d’e´crire que
Aˆ(Hˆ + sQˆ)−1(1− hN+1RˆN,sQ,0) = AˆBˆN,sQ,0
puis de remarquer que RˆN,sQ,0 de´crit un borne´ de L(L2) et de tenir compte des estimations
de Caldero´n-Vaillancourt pour la norme L2 du membre de droite. 
Dans toute la suite, on notera
< x >µ= Pµ, µ ∈ R
de´fini comme ope´rateur de multiplication. On fixe de plus
µ0 ∈ [0, 1].
Comme [Hˆ+sQˆ, Pµ0 ] est un ope´rateur a` symbole dans Sδ(1+ω, 0), on de´montre tre`s facilement
le
Lemme 1.2.10 Soit 0 ≤ µ0 ≤ 1. L’ope´rateur [Pµ0 , (Hˆ + sQˆ− z)−1] s’e´crit
(Hˆ + sQˆ− z)−1[Hˆ + sQˆ, Pµ0 ](Hˆ + sQˆ− z)−1
Par une simple application de la proposition (A.1.2) de l’annexe A, on de´montre :
Lemme 1.2.11 Pour tout A ∈ Sδ(1 + ω, 0) et tout µ0 ∈ [0, 1] on a
[Pµ0 , Aˆ] = hAˆ
′(h)
avec A 7→ A′(h) ∈ Sδ(1 + ω, µ0 − 1) e´quicontinue (h ∈]0, 1]).
Comme dans la premie`re section, on va utiliser la formule de Cauchy sur le contour Λθ (de´fini
au paragraphe (1.1)) c’est pourquoi, on donne la
Proposition 1.2.12 Pour tout k ∈ Z, il existe C > 0, N > 0 et N semi norme de Sδ(1+ω, 0)
tels que
|||AˆP−kµ0 (Hˆ + sQˆ− z)−1P kµ0 ||| ≤ C| sin θ|−NN (A)
pour tous s ∈ [0, 1], h ∈]0, h1], Q ∈ B, A ∈ Sδ(1 + ω, 0), θ ∈]0, pi/2] et z ∈ Λθ.
De plus AˆP−kµ0 (Hˆ + sQˆ− z)−1P kµ0 de´pend continuement de A,Q.
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De´monstration de la proposition (1.2.12) : On fait d’abord la de´monstration pour
k ≥ 0, par re´currence.
La proprie´te´ est vraie pour k = 0 en e´crivant (Hˆ + Qˆ− z)−1 sous la forme
(Hˆ + Qˆ)−1(Hˆ + Qˆ)(Hˆ + Qˆ− z)−1
puis en utilisant le lemme (1.2.9) et les estimations sur |||(Hˆ + Qˆ)(Hˆ + Qˆ − z)−1||| donne´es
par le lemme (1.1.1).
Ensuite, en remarquant que P−1µ0 (Hˆ + Qˆ− z)−1Pµ0 s’e´crit, d’apre`s le lemme (1.2.10)
(Hˆ + Qˆ− z)−1 + P−1µ0 (Hˆ + Qˆ− z)−1[Hˆ + Qˆ, Pµ0 ](Hˆ + Qˆ− z)−1
on de´compose AˆP−k−1µ0 (Hˆ + Qˆ− z)−1P k+1µ0 en somme de
AˆP−kµ0 (Hˆ + Qˆ− z)−1P kµ0
(auquel on peut appliquer l’hypothe`se de re´currence) et de
AˆP−k−1µ0 (Hˆ + Qˆ− z)−1P kµ0 ◦ P−kµ0 [Hˆ + Qˆ, Pµ0 ]P kµ0 ◦ P−kµ0 (Hˆ + Qˆ− z)−1P kµ0
dont le terme P−kµ0 [Hˆ + Qˆ, Pµ0 ]P
k
µ0 a son symbole dans un borne´ de Sδ(1 + ω, 0) d’apre`s le
lemme (1.2.11). On obtient de la sorte le lemme lorsque k ≥ 0.
Cela prouve au passage que la re´solvante laisse stable L2∞(Rd) = ∩ν∈RL2ν(Rd). On en de´duit,
par dualite´, que (Hˆ+Qˆ−z)−1 se prolonge en un ope´rateur borne´ sur L2−∞(Rd) = ∪ν∈RL2ν(Rd)
et avec les meˆmes me´thodes on montre l’estimation pour k ≤ 0. 
De tout cela, on de´duit la proposition suivante qui servira d’estimation a` priori pour e´tudier
les restes dans le calcul fonctionnel.
Proposition 1.2.13 Pour tous µ1, µ2 re´els,et j ∈ N tels que µ1 + µ2 ≤ jρ, il existe C > 0,
N > 0 et N semi-norme de Sδ(1 + ω, 0) tels que
|||Aˆ < x >µ1 ( d
ds
)j(Hˆ + sQˆ− z)−1 < x >µ2 ||| ≤ C| sin θ|−NN (A)
pour tous θ ∈]0, pi/2], z ∈ Λθ, s ∈ [0, 1], Q ∈ B, h ∈]0, h1], A ∈ Sδ(1+ω, 0). De plus l’ope´rateur
conside´re´ de´pend continuement de A,Q.
De´monstration de la proposition (1.2.13) : On la fait par re´currence sur j. Le re´sultat est
vrai lorsque j = 0 d’apre`s le lemme pre´ce´dent. Puis, si µ1+µ2 ≤ (j+1)ρ et en supposant la pro-
prie´te´ vraie aux rangs 0, 1, · · · , j, on de´compose Aˆ < x >µ1< hD >−ν ((Hˆ+sQˆ−z)−1)(j+1) <
x >µ2< hD >ν par la formule de Leibnitz en une combinaison line´aire a` coefficients universels
des
Aˆ < x >µ1 (
d
ds
)j1(Hˆ + sQˆ− z)−1Qˆ( d
ds
)j2(Hˆ + sQˆ− z)−1 < x >µ2
(ou` j1 +j2 = j) que l’on e´crit comme le produit (dans cet ordre) des trois ope´rateurs suivants :
Aˆ < x >µ1 ((Hˆ + sQˆ− z)−1)(j1) < x >−µ1−j1ρ
< x >µ1−j1ρ< x >µ2−j2ρ< x >−ρ
< x >−µ2+j2ρ< x >ρ Qˆ((Hˆ + sQˆ− z)−1)(j2) < x >µ2 .
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On peut appliquer l’hypothe`se de re´currence au premier et au troisie`me (le symbole de <
x >ρ Qˆ reste dans un borne´ de Sδ(1 +ω, 0)), d’ou` la proprie´te´ au rang j + 1, ce qui de´montre
la proposition. 
1.2.4 Les hamiltoniens a` croissance polynoˆmiale
Dans cette sous-section, on pre´cise le comportement de la re´solvante, lorsqu’on remplace
l’hypothe`se Pω par P′ω. On conserve les notations de la sous-section (1.2.3).
Le but est de donner des estimations dans des classes de Schatten ; pour cela on utilisera le
lemme tre`s simple suivant :
Lemme 1.2.14 Soit ν > 0 re´el et p ∈ N non nul tel que ν > d/p. Alors, il existe C > 0 et
N semi-norme de S0(−ν,−ν) telles que, pour tout A ∈ S0(−ν,−ν), on ait
Aˆ ∈ Sp et |||Aˆ|||p ≤ Ch−d/pN (A).
De´monstration : Comme < x >ν/2< hD >ν< x >ν/2 Aˆ de´pend e´quicontinuement dans
L(L2) de A ∈ S0(−ν,−ν), il suffit de prouver que ||| < x >−ν/2< hD >−ν< x >−ν/2 |||p =
O(h−d/p). Comme on a un ope´rateur auto-adjoint positif, on peut e´crire
||| < x >−ν/2< hD >−ν< x >−ν/2 |||pp = |||
(
< x >−ν/2< hD >−ν< x >−ν/2
)p|||1
= O(h−d)
puisque le symbole de
(
< x >−ν/2< hD >−ν< x >−ν/2
)p reste dans un borne´ de S(−pν,−pν)
avec pν > d, ce qui donne le re´sultat en utilisant les proprie´te´s usuelles de trace pour les
ope´rateurs pseudo-diffe´rentiels. 
On peut alors donner le
Lemme 1.2.15 Soient µ1, µ2 ∈ R tels que µ1 + µ2 < −d/p avec p > 0 entier. Alors si N est
un entier tel que (N + 1)m > d/p, il existe h′2(µ1, µ2) > 0, des constantes C(µ1, µ2), et N∗
semi-norme de Sδ(1 + ω, 0) telles que
||| < x >µ1 Aˆ(Hˆ + sQˆ)−N−1 < x >µ2 |||p ≤ CN∗(A)h−d/p
pour tous A ∈ Sδ(1 + ω, 0), s ∈ [0, 1], h ∈]0, h′2], et Q ∈ B.
De plus,
s,Q 7→< x >µ1 Aˆ(Hˆ + sQˆ)−N−1 < x >µ2
est continue de [0, 1]× B dans Sp.
De´monstration : En de´rivant N fois (par rapport a` z) la formule donnant la re´solvante, on
obtient




j!(N − j)! (Hˆ + Qˆ− z)
−1−j∂N−jz Rˆ0,Q,z
dont on de´duit que
< x >µ1 Aˆ(Hˆ + Qˆ)−N−1 < x >µ2 (1 + hR) = (N !)−1 < x >µ1 Aˆ∂Nz Bˆ0,Q,z < x >µ2
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avec R combinaison line´aire des < x >−µ2 (Hˆ + Qˆ)N−j∂N−jz Rˆ0,Q,0 < x >µ2 .
Puisque ∂N−jz R0,Q,z ∈ Sδ((1 + ω)j−N , 0) en de´pendant continument de Q, on en de´duit que
suph,Q |||R||| < +∞ et comme Q,A 7→< x >µ1 Aˆ∂Nz Bˆ0,Q,0 < x >µ2∈ Sp est continu si
m(N + 1) > d/p (car son symbole varie continument dans S0(−m(N + 1), µ1 + µ2)), on
obtient facilement le re´sultat en multipliant l’e´galite´ ci-dessus par (1 +hR)−1, qui existe pour
h ≤ h′2 assez petit. 
Proposition 1.2.16 Soient j entier non nul tel que jρ > d/p et µ ∈ R. Il existe M > 0,
N0 > 0, C > 0 et h′3(j, µ) > 0 tels que
||| < x >µ ( dds)j(Hˆ + sQˆ− z)−M−1 < x >−µ |||p ≤ C| sin θ|−N0h−d/p
pour tous h ∈]0, h′3], θ ∈]0, pi/2], z ∈ Λθ, s ∈ [0, 1], Q ∈ B.
De plus, l’ope´rateur conside´re´ varie continument dans Sp avec s et Q.
De´monstration : La de´rive´e j−e`me de < x >µ (Hˆ+sQˆ−z)−M−1 < x >−µ est combinaison
line´aire des
< x >µ (Hˆ + sQˆ− z)−k1Qˆ(Hˆ + sQˆ− z)−k2 · · · Qˆ(Hˆ + sQˆ− z)−kj+1 < x >−µ
avec k1 + · · ·+ kj+1 = M + 1 + j et tous les ki 6= 0.
Ne´cessairement, il existe i tel que ki ≥ 1 + M/(j + 1) > d/(mp) si M est assez grand. En
e´crivant l’ope´rateur ci-dessus comme produit des
< x >µ (Hˆ + sQˆ− z)−k1Qˆ · · · (Hˆ + sQˆ− z)ki−1 < x >(i−1)ρ−µ
< x >µ−(i−1)ρ Qˆ(Hˆ + sQˆ− z)−ki < x >−µ−(j−i)ρ
< x >µ+(j−1)ρ Qˆ(Hˆ + sQˆ− z)−ki+1 · · · Qˆ(Hˆ + sQˆ− z)−kj+1 < x >−µ
on obtient la proposition. En effet, la contribution des premier et troisie`me termes s’obtient
a` partir de la proposition (1.2.12) ;
le second terme est le produit de < x >µ−(i−1)ρ Qˆ(Hˆ + sQˆ)−ki < x >−µ−(j−i)ρ, auquel on
applique le lemme ci-dessus, et de < x >µ+(j−1)ρ (Hˆ + sQˆ)ki(Hˆ + sQˆ− z)−ki < x >−µ−(j−i)ρ
qui s’estime encore avec la proposition (1.2.12). 
1.2.5 Les puissances complexes




ce qui passe par la de´rive´e de la re´solvante et nous oblige donc a` de´river la formule (1.9) avec
la re`gle de Leibnitz ; c’est pourquoi, on cite quelques remarques e´le´mentaires sur les symboles
de´rivables par rapport a` un parame`tre.
1.2. OPE´RATEURS PSEUDO-DIFFE´RENTIELS 33
Symboles et ope´rateurs de´rivables
De´finition 1.2.17 Soient k ∈ Z et µ ∈ R. Une famille a(s) ∈ Sδ((1 + ω)k, µ), s ∈ [0, 1] est




s− s0 =: ∂sa(s0)
existe dans Sδ((1 + ω)k, µ) et si ∂sa(s) est une famille continue dans Sδ((1 + ω)k, µ).
Par re´currence, la famille est dite Cj si ∂sa(s) est Cj−1, et on de´finit avec des notations
e´videntes ∂isa(s) lorsque 0 ≤ i ≤ j. La famille a(s) est dite C∞ (dans Sδ((1 + ω)k, µ)) si elle
est Cj pour tout j.
On re´sume dans la proposition suivante quelques proprie´te´s imme´diates.
Proposition 1.2.18 Soient a(s) et b(s) des familles Cj dans Sδ((1 + ω)k1 , µ1) et Sδ((1 +
ω)k2 , µ2) respectivement. Alors pour toute application biline´aire continue
B : Sδ((1 + ω)k1 , µ1)× Sδ((1 + ω)k2 , µ2)→ Sδ((1 + ω)k, µ)










Si k1 = µ1 = 0 l’ope´rateur Opwh (a(s)) est dans C









On va e´videmment appliquer cela au de´veloppement de la parame´trixe de (Hˆ + sQˆ − z)−1,
c’est l’objet du
Lemme 1.2.19 Avec les notations du lemme (1.2.4) on a :
i) dl,k,sQ est C∞ dans Sδ((1+ω)k,−lδ) et ∂jsdl,k,sv est une famille C∞ de Sδ((1+ω)k,−lδ−jρ)
ii) (H0 + sQ0− z)−1 est C∞ dans Sδ((1 +ω)−1, 0) et ∂js(H0 + sQ0− z)−1 est une famille C∞
dans Sδ((1 + ω)−1,−jρ) et les deux sont holomorphes par rapport a` z
iii) pour tout j ∈ N, et toute semi-norme N dans Sδ((1 + ω)−1,−jρ) il existe C > 0, Nj > 0
tels que
N (∂js(H0 + sQ0 − z)−1) ≤ C| sin θ|−Nj
pour tous θ ∈]0, pi/2], z ∈ Λθ, s ∈ [0, 1] et Q ∈ Qρ.
De´monstration du lemme (1.2.19) : Le point i) est une conse´quence triviale de la
proposition pre´ce´dente. On passe directement a` ii) et iii) que l’on de´montre simultane´ment
par re´currence sur j. En utilisant la proposition (1.2.5), on obtient facilement le caractere C1
de (H0 + sQ0 − z)−1 dont la de´rive´e (en s) −Q0(H0 + sQ0 − z)−2 est clairement C1 dans
Sδ((1 + ω)−1,−ρ). De plus, en utilisant le fait que (1 + ω(ξ))(H0 + sQ0 − z)−1 s’e´crit
(1 + ω(ξ))(H0 + sQ0)−1 × (H0 + sQ0)(H0 + sQ0 − z)−1
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ou` le premier terme est uniforme´ment borne´ et ou` le second terme a un module majore´ par
C1| sin θ|−1, avec C1 constante universelle d’apre`s le lemme (1.1.1), puisque H0 + sQ0 ≥ E.
Puis e´tant donne´e la forme des de´rive´es successives (en x, ξ) de (H0+sQ0−z)−1 on obtient iii)
lorsque j = 0. La re´currence est imme´diate, en e´crivant ∂j+1s (H0 +sQ0−z)−1 = ∂js(−Q0(H0 +
sQ0 − z)−2). D’ou` le lemme. 
On de´duit la proposition suivante qui nous donne un controˆle sur le reste de´finit dans la
proposition (1.2.6).
Proposition 1.2.20 Avec les notations de la proposition (1.2.6) l’application
s, z,Q 7→ ∂nz ∂jsRN,Q,z ∈ Sδ((1 + ω)−n,−jρ− (N + 1)δ)
est continue sur [0, 1]× C \ [,+∞[×Qρ.
De plus, pour toute semi-norme N de Sδ(1,−jρ− (N + 1)δ), il existe M(j, n) > 0 et C(j, n)
tels que
N (∂nz ∂jsRN,Q,z) ≤ C(j,N)| sin θ|−M(j,n)
pour tous
s ∈ [0, 1], Q ∈ Qρ, h ∈]0, 1], θ ∈]0, pi/2], z ∈ Λθ (∗)
et en particulier
||| < x >µ1 ∂nz ∂jsRˆN,sQ,z < x >µ2 ||| = O(| sin θ|−M(j,n)) (1.10)
µ1 + µ2 − (N + 1)δ − jρ ≤ 0 uniforme´ment par rapport (∗).
Si l’hypothe`se P′ω est ve´rifie´e, que nm > d/p et µ1 + µ2 − (N + 1)δ − jρ < −d/p on peut
remplacer (1.10) par
||| < x >µ1 ∂nz ∂jsRˆN,sQ,z < x >µ2 |||p = O(h−d/p| sin θ|−M(j,n)) (1.11)
uniforme´ment par rapport a` (∗).
De´monstration : c’est une conse´quence imme´diate du lemme pre´ce´dent, et du lemme
(1.2.14). 
Puissances complexes : le cas ge´ne´ral





z−τ (Hˆ + sQˆ− z)−1dz, =(τ) > 0
et ce inde´pendemment de θ ∈]0, pi/2].
Comme d’autre part, on a
(Hˆ + sQˆ− z)−1 =
N∑
l=0
hlOpwh (Bl,Q,z)− hN+1(Hˆ + sQˆ− z)−1RˆN,sQ,z
en inte´grant cette e´galite´ sur le contour Λθ et en reprenant les formules de [19], on obtient
(Hˆ + sQˆ)−τ =
N∑
l=0





z−τ (Hˆ + sQˆ− z)−1RˆN,sQ,zdz
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avec




τ · · · (τ + k − 1)
k!
(H0 + sQ0)−τ−k
lorsque l ≥ 1.





z−τ (Hˆ + sQˆ− z)−1RˆN,sQ,zdz =: RN,sQ,τ (h). (1.12)
Notons que dans les formules qui pre´ce`dent, il suffit d’avoir =(τ) > 0 pour avoir convergence
des inte´grales dans L(L2) ; mais comme on a besoin de pouvoir composer ces inte´grales avec
des ope´rateurs Hˆ−borne´s, i.e. dans L(Dom(Hˆ + sQˆ, L2)) on va conside´rer =(τ) > 1.
Proposition 1.2.21 Soient µ1, µ2 ∈ R, j ∈ N et t0 > 1.
Il existe C > 0,M > 0 et N∗ semi-norme de Sδ(1 + ω, 0) tels que
|||Aˆ < x >µ1 ( d
ds
)jRN,sQ,τ < x >µ2 ||| ≤ C(1 + |=(τ)|)MN∗(A)
si µ1 + µ2 − jρ− δN ≤ 0
pour tous s ∈ [0, 1], Q ∈ B, A ∈ Sδ(1 + ω, 0), <(τ) > t0, et h ∈]0, h2]
h2 e´tant celui de la proposition (1.2.13).
De plus, A, s,Q 7→ Aˆ < x >µ1 (d/ds)jRN,sQ,τ < x >µ2∈ L(L2) est continue.





)j1(Hˆ + sQˆ− z)−1( d
ds
)j2RˆN,sQ,z < x >µ2 , j1 + j2 = j.




|=(τ)| lorsque |=(τ)| ≥
2
pi
et θ = pi/2 sinon. 
Le cas de l’hypothe`se P′ω
Si l’hypothe`se P′ω est ve´rifie´e, on peut controˆler le reste (1.12) dans Sp.
Proposition 1.2.22 Soient µ1, µ2 ∈ R et j ∈ N. Il existe C > 0, M > 0, h′4 > 0, N∗
semi-norme de Sδ(1 + ω, 0) et tp > 0 tels que
|||Aˆ < x >µ1 ( dds)jRN,sQ,τ < x >µ2 |||p ≤ C(1 + |=(τ)|)MN∗(A)h−
d
p
si µ1 + µ2 − jρ− δN < −dp
pour tous s ∈ [0, 1], h ∈]0, h′4], Q ∈ B, A ∈ Sδ(1 + ω, 0) et <(τ) > tp.
De plus A, s,Q 7→ Aˆ < x >µ1 ( dds)jRN,sQ,τ < x >µ2∈ Sp est continue.
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De´monstration : En faisant n inte´grations par parties, on peut e´crire (1.12) comme com-
binaison line´aires des
1





zn−τ (Hˆ + sQˆ− z)−1−n1∂n2z RˆN,sQ,zdz, n1 + n2 = n
qui, de´rive´ j fois par rapport a` s devient combinaison line´aire des
1








)j1(Hˆ + sQˆ− z)−1−n1∂js∂n2z RˆN,sQ,zdz, j1 + j2 = j. (1.13)
On utilise alors le fait qu’on a toujours n1 ≥ n/2 ou n2 ≥ n/2 et on choisit n > 2d/(mp) ; on
choisit donc tp tel que n− tp < −1.
– si n1 ≥ n/2 > d/(mp), on utilise la proposition (1.2.16) et l’estimation (1.10) de la
proposition (1.2.20)
– si n2 ≥ n/2, on utilise la proposition (1.2.13) et l’estimation (1.11) de la proposition
(1.2.20).
On obtient alors le re´sultat en choisissant θ comme dans la de´monstration de la proposition
pre´ce´dente. 
1.2.6 Les fonctions d’ope´rateurs
Une fois qu’on a obtenu les puissances complexes, on a





M[f ](τ1 + iτ2)(Hˆ + sQˆ)−τdτ2, τ = τ1 + iτ2, 0 < τ2 < −r
lorsque f ∈ Sr+, r > 0, ce qui, en utilisant le de´veloppement de (Hˆ + sQˆ)−τ et les formules de
[19] nous donne














(−1)k(k!)−1dl,k,sQf (k)(H0 + sQ0)
Remarquons que pour tout l ≥ 0, le support de al,sQ,f ve´rifie





Avant de donner les re´sultats sur ces fonctions d’ope´rateurs, on va de´montrer deux lemmes ; on
n’y conside`re que des fonctions C∞0 ce qui est ne´cessaire en ge´ne´ral si on avoir des ope´rateurs
dans des classes de Schatten.
B de´signe toujours un borne´ de Qρ.
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Lemme 1.2.23 Soient µ1, µ2 ∈ R, j ∈ N tels que µ1 + µ2 − jρ ≤ 0 et f ∈ C∞0 (]0,+∞[).
Alors si s ∈ [0, 1], h ∈]0, h2], Q ∈ B
< x >µ1 (
d
ds
)jf(Hˆ + sQˆ) < x >µ2∈ L(L2) et de´pend continuement de s,Q et f.
De´monstration : l’ope´rateur s’e´crit
N∑
l=0




M[f ](τ) < x >µ1 ∂jsRN,sQ,τ < x >µ2 dτ.
Le re´sultat est vrai pour le de´veloppement pseudo-diffe´rentiel, quant au reste, il a le compor-
tement voulu d’apre`s la proposition (1.2.21) et le fait que (1 + |τ |)MM[f ](τ) a sa norme L1
qui de´pend d’un nombre fini de semi-normes de f ∈ C∞0 ([a, b]) (pour tous 0 < a < b). 
Lemme 1.2.24 Soient µ1, µ2 ∈ R, p ∈ N \ {0} tels que µ1 + µ2 < −d/p et f ∈ C∞0 (]0,+∞[).
Alors il existe 0 < h3 < h2 tel que si s ∈ [0, 1], h ∈]0, h3], Q ∈ B
h
d
p < x >µ1 f(Hˆ + sQˆ) < x >µ2 de´crit un borne´ de Sp
en de´pendant continuement de s,Q et f.
Remarquons que h3 de´pend de µ1, µ2.
De´monstration : Soit f1 ∈ C∞0 (]0,+∞[) telle que f1f = f. On e´crit que
< x >µ1 f1(Hˆ + sQˆ) < x >µ2=< x >µ1 aˆ0,sQ,f1 < x >
µ2 +h < x >µ1 RsQ,f1(h) < x >
µ2
ou` le terme pseudo-diffe´rentiel est dans Sp, de´pendant continuement de s,Q, avec une norme
en O(h−d/p) (uniforme par rapport a` s,Q) et < x >µ RsQ,f1 < x >−µ de´crit un borne´ de
L(L2) (et est continu par rapport a` s,Q) pour tout re´el µ. En composant cette e´galite´ a` gauche
par l’ope´rateur borne´ < x >−µ2 f(Hˆ + sQˆ) < x >µ2 on obtient
(1− h < x >µ1 RsQ,f1 < x >−µ1) < x >µ1 f(Hˆ + sQˆ) < x >µ2=
< x >µ1 Opwh (a0,sQ,f1) < x >
µ2< x >−µ2 f(Hˆ + sQˆ) < x >µ2
dont on de´duit le re´sultat en inversant le premier facteur du membre de gauche pour h assez
petit. 
On en de´duit d’abord deux the´ore`mes, valables avec l’hypothe`se Pω pour des fonctions f a`
support compact.
Soit p ≥ 1 un entier tel que ρ > d/p.
The´ore`me 1.2.25 Pour tous j ≥ 1, entier et tout I ⊂]0,+∞[ il existe 0 < h4(j) < h2 tel que










sal,sQ,f ) + h
N+1AˆRN,sQ,f,j(h)
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ou`
|||AˆRN,sQ,f,j |||p′j ≤ Ch
−d/p′jN∗(A)N(f), p′j = sup(1, p/j) (1.15)
pour tous h ∈]0, h4], s ∈ [0, 1], Q ∈ B, A ∈ S0(1 + ω, 0) et f ∈ C∞0 (I).
De plus, tous les termes du de´veloppement ainsi que le reste varient continuement dans Sp
avec s et Q.
De´monstration : Soit f1 ∈ C∞0 (]0,+∞[) valant 1 au voisinage de I. On utilise les notations
simplifie´es suivantes :
F1 = f1(Hˆ + sQˆ) = D1(s) + hNR1(s), F = f(Hˆ + sQˆ) = D(s) + hNR(s).
On fait une de´monstration par re´currence. On commence donc par j = 1. En utilisant le fait
que FF1 = F on obtient par la formule de Leibnitz :
AˆF ′ = (AˆD′ + hN AˆR′)F1 + AˆF (D′1 + h
NR′1).
On remarque alors que AˆR′ < x >ρ est borne´ dans L(L2) pour h ∈]0, h2] (cette borne
de´pendant de semi-normes de A et f) d’apre`s le lemme (1.2.23) et que < x >−ρ F1 = O(h−d/p)
dans Sp pour h ∈]0, h3] d’apre`s le lemme pre´ce´dent. AˆR′F1 ve´rifie donc l’estimation (1.15) et
de´pend continuement de s,Q. De meˆme pour AˆFR′1 qu’on e´crit AˆF (F1 < x >−ρ)(< x >ρ R′1).
Il reste alors a` e´tudier Aˆ(D′F1 + FD′1) qu’on e´crit
Aˆ(DD1)′ + hN AˆD′R1 + hN AˆRD′1.
AˆD′ est un ope´rateur pseudo-diffe´rentiel a` symbole dans S(−∞,−ρ) ce qui nous donne la
classe Sp, quant a` R1 sa norme L2 est uniforme pour h ∈]0, h2] et de´pend d’une semi-norme
de f. Ce terme ve´rifie donc l’estimation (1.15). De meˆme on traite AˆRD′1. Enfin, puisque
DD1 = D + hN Rˆ2 avec R2 ∈ S(−∞, 0) et R′2 ∈ S(−∞,−ρ) on a facilement l’estimation
(1.15) pour AˆRˆ′2 ce qui donne le re´sultat pour j = 1.
Pour j ≥ 2 on a, toujours par la formule de Leibnitz :







En utilisant l’hypothe`se de re´currence pour
∑
j1
et une me´thode analogue au cas j = 1 pour
Aˆ(F (j)F1 +FF
j
1 ), on obtient que AˆF
(j) a un reste qui ve´rifie l’estimation (1.15) avec p′j = p/j
et un de´veloppement pseudo-diffe´rentiel valant





2 de´crivant un borne´ de S(−∞,−jρ) et ayant des semi-norme qui de´pendent d’un nombre
fini de semi-normes de f et A.
Tout ceci nous donne donc le the´ore`me avec p′j = p/j. Pour obtenir sup(1, p/j) il suffit de








hl−N−1Opwh (bl) + h
2N+1Rj
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avec bl ∈ S0(−∞,−jρ) et Rj = O(h−dj/p) dans S1. Si p/j < 1 alors jρ > pρ > d et donc
Opwh (bl) = O(h−d) dans S1. D’autre part,
h2N+1Rj = hN+1−dhN+d−p/jhp/jRj
avec hp/jRj dans un borne´ de S1 et N + d − p/j > 0 pour N assez grand, ce qui termine la
de´monstration. 
Pour faire de la diffusion dans le chapitre suivant, nous aurons besoin de de´croissance en
< x > et pour cela on utilisera le
The´ore`me 1.2.26 Supposons δ > 0. Pour toute f ∈ C∞0 (]0,+∞[) et tout A ∈ Sδ(1 + ω, 0),
il existe h4 > 0 tel que pour tout N ≥ N0 assez grand
Aˆf(Hˆ + Qˆ) =
N∑
l=0
Opwh (βl) + h
N+1R˜N (h)
avec βl ∈ Sδ(< ξ >−∞,−lδ) et
||| < x >φ(N) R˜N < x >φ(N) |||1 ≤ CNh−d, ∀h ∈]0, h4]
ou` φ(N)→ +∞ lorsque N → +∞.
De´monstration : On reprend les notations de la de´monstration pre´cedente : F = f(Hˆ+Qˆ) =
D+hNR et F1 = f1(Hˆ + Qˆ) = D1 +hNR1 ou` f1 ∈ C∞0 (]0,+∞[) ve´rifie f1f = f. En utilisant
la proposition (1.2.21), on obtient que < x >Nδ/2 R < x >Nδ/2 de´crit un borne´ de L(L2)
lorsque h ∈]0, h2]. On peut donc e´crire R =< x >−Nδ/2 Rb < x >−Nδ/2 avec Rb de´crivant un
borne´ de L(L2).
D’autre part,
AˆF = DF1 + hN AˆRF1 = AˆDD1 + hN (AˆDR1 + AˆRF1)
avec < x >Nδ−n−1 AˆRF1 = (< x >Nδ−n−1 AˆR < x >n+1) < x >−n−1 F1.
Comme < x >−n−1 F1 est de classe trace (h ∈]0, h3]) et < x >δN−n−1 AˆR < x >n+1 borne´
dans L(L2) (h ∈]0, h2]). En raisonnant de fac¸on semblable pour AˆDR1 et en remarquant que
DD1 = D + hN Rˆ2 (R2 de´crivant un borne´ de S1(−∞,−Nδ) pour h ∈]0, 1]) on voit qu’on
peut e´crire, pour N assez grand AˆR =< x >−Nδ+n+1 Rtr avec |||Rtr|||1 = O(h−d). On a donc
AˆF = AˆD + hN < x >−φ(N) Rb < x >−φ(N)= AˆD + hN < x >−φ(N) Rtr
avec φ(N)→ +∞. Par passage a` l’adjoint on obtient de meˆme
F1 = D1 + hNR1,tr < x >−φ(N)= D1 + hN < x >−φ(N) R1,b < x >−φ(N)
avec des notations e´videntes. Remarquons que tout cela est valable pour h ∈]0, h3] h3 ne
de´pendant pas de N. On e´crit alors que
AˆF = AˆFF1 = AˆDD1 + hN (AˆDR1 + AˆRD1 + hN AˆRR1)
et en choisissant judicieusement les formes de AˆR et R1 donne´es ci-dessus, on obtient
(AˆDR1 + AˆRD1 + hN AˆRR1) =< x >−φ(N)+n+1 R0 < x >−φ(N)+n+1
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avec |||R0|||1 = O(h−d), h ∈]0, h3]. Enfin, puisque DD1 = D+ un reste du meˆme type, on
obtient le the´ore`me. 
Si on suppose l’hypothe`se P′ω satisfaite, on peut e´largir la classe de fonctions que l’on conside`re :
The´ore`me 1.2.27 Supposons P′ω vraie. Pour tout j ≥ 1, il existe h′4 > 0 et r < 0 tels que :










sal,sQ,f ) + h
N+1AˆRN,sQ,f,j(h)
ou`
|||AˆRN,sQ,f,j |||p′j ≤ Ch
−d/p′jN∗(A)N′(f), p′j = sup(1, p/j)
pour tous h ∈]0, h′4], s ∈ [0, 1], Q ∈ Qρ, A ∈ S0(1 + ω, 0) et f ∈ Sr+.
De plus, tous les termes du de´veloppement ainsi que le reste varient continuement dans Sp
avec s et Q.
De´monstration : Elle est imme´diate en e´crivant
Aˆf(Hˆ + sQˆ) =
N∑
l=0






avec les notations de la proposition (1.2.22), puisqu’il suffit alors de de´river cette e´galite´ j
fois par rapport a` s. L’existence de la semi-norme N′ provient du fait que, pour M > 0,
M[f ](τ1 + iτ2)(1 + |τ2|)M a une norme dans L1(Rτ2) qui s’estime a` partir d’une semi-norme
de f dans Sr+. 
De ces re´sultats et de la proposition (1.1.3) on de´duit imme´diatement le








Qˆf ′(Hˆ + sQˆ)
)
,
et si P′ω est vrai le meˆme re´sultat est valide pour toute f ∈ Sr+ avec r assez grand.
1.3 Applications aux distributions spectrales
1.3.1 De´finitions et de´veloppements faibles
Conside´rons les re´alisations auto-adjointes de Hˆ et Hˆ+Qˆ avecH hamiltonien h−admissible
H(h, x, ξ) ∼
∑
j≥0
hjHj(x, ξ), Hj ∈ S0(1 + ω, 0)
∃C0 > 0, H0(x, ξ) + C0 ≥ C−10 (1 + ω(ξ)), ∀ (x, ξ) ∈ R2d (1.16)
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et Q une ρ−perturbation
Q(h, x, ξ) ∼
∑
j≥0
hjQj , Qj ∈ S0(1 + ω,−ρ), ρ > 0,
(H0 +Q0)(x, ξ) + C0 ≥ C−10 (1 + ω(ξ)), ∀ (x, ξ) ∈ R2d. (1.17)
Les re´alisations auto-adjointes sont alors de´finies pour h ∈]0, h0], avec h0 assez petit et semi-
borne´s :
∃E0 ∈ R telle que Hˆ ≥ E0, Hˆ + Qˆ ≥ E0 ∀ h ∈]0, h0].
Lorsque ρ > d, on sait que, si ω(ξ)→ +∞, pour toute f ∈ C∞0 (R), f(Hˆ + Qˆ)− f(Hˆ) ∈ S1 et[
f 7→ Tr(f(Hˆ + Qˆ)− f(Hˆ))] ∈ D′(R).
Pour ρ > 0 quelconque, on a le the´ore`me suivant
The´ore`me 1.3.1 Si ρ > d/p avec p ∈ N \ {0} et limξ→∞ ω(ξ) = +∞, alors, il existe 0 <








f(Hˆ + sQˆ)|s=0 ∈ S1 , (1.18)











de´finit une distribution up(h, λ) ∈ D′(Rλ) supporte´e dans [E0,+∞[ pour tout h ∈]0, h1]. De







ce qui signifie, que pour tout N > 0 et tout intervalle [a, b], il existe N semi-norme de C∞0 (R)
et C > 0 tels que
∣∣ < up(h)− N∑
l=0
hl−dcpl , f >
∣∣ ≤ ChN+1−dN(f), ∀f ∈ C∞0 ([a, b]), ∀h ∈]0, h1].
Les distributions cpj (λ) sont donne´es par < c
p















)j(dl,k,sQf (k)(H0 + sQ0))|s=0dxdξ
lorsque l 6= 0. cp0 est de´finie par
< cp0, f >= (2pi)
−d
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De´monstration : c’est une conse´quence imme´diate du the´ore`me (1.2.25), en conside´rant
Hˆ + 1 − E ≥ 1 et f(. − (1 − E)) pour se ramener au cas des ope´rateurs > 0. La seule chose























Cela s’obtient en remarquant que, par la formule de Taylor, ces fonctions s’e´crivent comme




)j1dl,k,sQ(x, ξ)f (k+j2)(H0(x, ξ) + sQ0(x, ξ))Q0(x, ξ)j2ds∫ 1
0
(1− s)p−1f (p)(H0(x, ξ) + sQ0(x, ξ))Q0(x, ξ)pds
qui sont a` support compact en ξ d’apre`s (1.16), (1.17) et des O(< x >−pρ) (car les dl,k,sQ sont
des polynoˆmes en les Hn + sQn) d’ou` le the´ore`me. 
De´finition 1.3.2 La distribution up de´finie dans ce the´ore`me est dite distribution spectrale
d’ordre p associe´e au couple (Hˆ, Hˆ + Qˆ).
On donne le corollaire suivant, qui explicite la forme de up “sous” le spectre de Hˆ.
Corollaire 1.3.3 Dans ]−∞, inf σ(Hˆ)[ le spectre de Hˆ + Qˆ est discret ; en particulier, pour
toute f ∈ C∞0 (]−∞, inf σ(Hˆ)[), f(Hˆ + Qˆ) est de classe trace et on a






f ′(λ)N(λ, h)dλ, h ∈]0, h1]
si N(λ, h) est le nombre de valeurs propres de Hˆ + Qˆ (compte´es avec leurs multiplicite´s) dans
]−∞, λ].
De´monstration : pour tout  > 0 il existe s0 > 0 tel que
Hˆ + sQˆ ≥ inf σ(Hˆ)− , ∀s ∈ [0, s0]
et en particulier f(Hˆ + sQˆ) = 0 pour tout s ∈ [0, s0] si f ∈ C∞0 (] −∞, inf σ(Hˆ) − [) ; cela
prouve, en utilisant (1.18), que f(Hˆ + Qˆ) est de classe trace donc que le spectre de Hˆ + Qˆ est
discret sur le support de f, d’ou` le re´sultat. 
Remarque : On peut rapprocher ce corollaire d’un re´sultat de Helffer-Robert de [19], disant
que pour a < b tel que V olR2d
(
(Hˆ0 + Qˆ0)−1(]a, b[)
)
< +∞, σ(Hˆ + Qˆ) est discret dans ]a, b[
pour tout 0 < h ≤ h1 assez petit. Or, si a < b < infR2d H0(x, ξ), (H0 + Q0)−1(]a, b[) est a`
support borne´ en ξ (car H0 +Q0 →∞ si ξ →∞) et a` support borne´ en x car Q0 → 0 lorsque
x→∞ (et ξ dans un compact). Comme par ailleurs, b < inf H0(x, ξ)⇒ b < inf σ(Hˆ) pour h
assez petit d’apre`s la proposition (1.2.7), le corollaire (1.3.3) montre que σ(Hˆ + Qˆ) est discret
dans ]a, b[ avec (H0 +Q0)−1(]a, b[) relativement compact (donc de volume fini).
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On a ainsi de´fini la distribution spectrale d’ordre p et donne´ les premie`res proprie´te´s ge´ne´rales ;
notons que c’est une distribution quelconque sous l’hypothe`se ω(ξ)→ +∞. Si ω croˆıt au moins
aussi vite qu’une puissance positive de ξ, par exemple lorsqu’on conside`re des ope´rateurs
elliptiques, alors on obtient des distributions tempe´re´es :
The´ore`me 1.3.4 Supposons ρ > d/p, p ∈ N \ {0}, et qu’il existe c > 0 et m > 0 tels que
1 + ω(ξ) ≥ c < ξ >m








f(Hˆ + sQˆ)|s=0 ∈ S1,
et up ∈ S ′(R) est supporte´e dans [inf(σ(Hˆ) ∪ σ(Hˆ + Qˆ)),+∞[ pour tout h ∈]0, h1]. De plus,






l (λ) ∈ S(R) (1.19)
ce qui signifie que pour tout N > 0 il existe C > 0 et N semi-norme de S(Rλ) tel que
∣∣ < up(h)− N∑
l=0
hl−dcpl , f >
∣∣ ≤ ChN+1−dN(f), ∀f ∈ S(R), ∀h ∈]0, h1].
Les cpl sont donne´s par les meˆmes formules que dans le the´ore`me (1.3.1).
De´monstration : Les cpl sont bien de´finies sur S(R) puisque, en reprenant les formules de
la de´monstration du the´ore`me pre´ce´dent, les fonctions a` inte´grer restes des O(< x >−pρ) et
sont a` de´croissance rapide en ξ car pour toute f ∈ S(R) et tout N > 0 il existe CN tel que
|f((H0(x, ξ) + sQ0)(x, ξ))| ≤ CN < ξ >−Nm, ∀(x, ξ) ∈ Rd, ∀s ∈ [0, 1].
L’e´quicontinuite´ du reste est une conse´quence de la proposition (1.2.27). 
1.3.2 Ope´rateurs diffe´rentiels elliptiques et fonctions zeta.








∂βpα ∈ L∞(R2d) ∀α, β
formellement auto-adjoints sur S(Rd), ou`, pour tous α, β
|∂βvα(x)| ≤ Cα,β < x >−ρ, ∀x ∈ Rd. (1.20)





(pα(x) + vα(x))ξα ≥ c|ξ|2m, ∀(x, ξ) ∈ R2d.
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Munis du domaine H2m(Rd), P et P + V sont alors auto-adjoints ; en conside´rant Hˆ = h2mP
et Hˆ+Qˆ = h2mP +h2mV qui sont semi-borne´s infe´rieurement, pour h > 0 assez petit, d’apre`s
le the´ore`me (1.2.7), on voit que P et P + V sont semi-borne´s et que pour toute f ∈ S(R)







f(P + sV )|s=0 ∈ S1 si ρ > d/p,
puisque f(P+sV ) = fh(Hˆ+sQˆ) avec fh(λ) = f(λ/h2m).Notons que pour de tels hamiltoniens,
le the´ore`me (1.3.4) prend la forme suivante :
The´ore`me 1.3.5 Soit up(h, λ) la distribution spectrale d’ordre p associe´e au couple Hˆ =






2l ∈ S ′(R).
Autrement dit les termes d’indices impairs de (1.19) sont nuls.
De´monstration : Supposons que V ait des coefficients a` support compact. Alors
Tr
(
f(Hˆ + sQˆ)− f(Hˆ)) ∼∑
l≥0
hl−d < c1l,s, f > .
D’apre`s Robert [44] et Bruneau [7], les c12l+1,s sont nuls pour tout s ; comme par ailleurs, dans













on voit que cp2l+1 = 0. Comme les c
p
l de´pendent continuement de V on obtient le re´sultat dans
le cas ge´ne´ral ou` V ve´rifie (1.20). 
Donnons a` pre´sent le
Lemme 1.3.6 Pour tout E ∈ C tel que <(E) < inf(σ(P )∪σ(P +V )), les fonctions suivantes
sont bien de´finies
θE(t) = < up(λ), e−t(λ−E) >, t > 0
ζE(z) = < up(λ), (λ− E)−z >, <(z) >> 1.
θE est continue sur ]0,+∞[ a` de´croissance rapide en +∞ et ζE(z) est holomorphe sur <(z) >
C >> 1.
De´finition 1.3.7 La fonction ζE s’appelle la fonction zeta ge´ne´ralise´e du couple (P, P + V ).
De´monstration du lemme : Comme up(λ) ∈ S ′(R), et supporte´e dans [E1,+∞[ avec
E1 = inf(σ(P ), σ(P + V )) < up, f > est de´finie pour toute fonction f C∞ au voisinage de
[E1,+∞[ a` de´croissance assez rapide en +∞, ainsi qu’un nombre fini de ses de´rive´es. En
particulier
θE(t) =< up(λ), χ(λ)e−t(λ−E) >,
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avec χ ∈ C∞(R) valant 1 au voisinage de [E1,+∞[ et nulle pour λ < E2 avec <(E) < E2 < E1 ;
t 7→ χ(λ)e−t(λ−E) est alors continue de ]0,+∞[ dans S(R) ce qui prouve que θE(t) est continue
par rapport a` t > 0. De plus, il existe N > 0 et C > 0 tels que
|θE(t)| ≤ C sup
j≤N,λ≥E1
∣∣(1 + |λ|)N∂jλe−t(λ−E)∣∣.
Majorer |θE(t)| sur [1,+∞[ revient donc, apre`s translation, a` savoir majorer
λktje−tλ, λ ≥ δ > 0, t ≥ 1
pour tout k ∈ N, ce qui est tre`s facile puisque λktje−tλ = tje−tδ/2λke−t(λ−δ/2) avec λke−t(λ−δ/2)
qui s’e´tudie comme λke−tλ qui est borne´ car on peut l’e´crire t−k(tλ)ke−tλ. θE ve´rifie donc les
proprie´te´s annonce´es. On raisonne de meˆme pour ζE(z) en remarquant que
z 7→ χ(λ)(λ− E)−z
est holomorphe de <(z) > C >> 1 dans un espace de fonctions sur lequel up est une forme
line´aire continue. 
The´ore`me 1.3.8 La fonction θE admet un de´veloppement asymptotique complet en t ∼ 0+
de la forme






De´monstration : En posant h = t1/2m > 0 on remarque que
θE(t) = eit=(E) < up(h), f >
ou` up(h, λ) est la distribution spectrale d’ordre p associe´e aux ope´rateurs Hˆ = h2m(P −
<(E)) > 0, Hˆ+ Qˆ = h2m(P +V −<(E)) > 0 et f(λ) ∈ S(R) co¨ıncidant avec e−λ sur [0,+∞[.
Le re´sultat est alors une conse´quence du the´ore`me (1.3.5). 
Corollaire 1.3.9 La fonction ζE admet un prolongement me´romorphe sur C avec des poˆles
simples situe´s aux points de la forme
d− 2k
2m
avec k ∈ N tel que 2k /∈ d+ 2mN.
De plus si d est impair ζE s’annule sur les entiers ne´gatifs ou nuls.
De´monstration : On suit la me´thode que Bruneau [7] utilise lorsque p = 1. Partant du fait
que




tz−1e−t(λ−E)dt <(z) > 0, <(λ− E) > 0




tz−1e−tdt <(z) > 0,







tz−1θE−(t)e−tdt, <(z) >> 1 (1.21)
pour tout  > 0 tel que inf(σ(P ) ∪ σ(P + V )) > <(E) − . Comme Γ(z)−1 est une fonc-
tion holomorphe sur C le membre de droite de (1.21) est holomorphe pour <(z) > 0. Pour
prolonger, on utilise le de´veloppement donne´ dans le the´ore`me pre´ce´dent qui permet d’e´crire∫ +∞
0 t














cj(E − )−z− d2m+
j
mΓ(z − d− 2j
2m
)
dont le premier terme est holomorphe pour <(z) > (d − 2(N + 1))/2m car la partie entre
parenthe`ses est e´quivalente en 0 a` t(2(N+1)−d)/2m. Les poˆles du second terme se de´duisent du
fait que Γ a des poˆles simples situe´s aux entiers ne´gatifs. On obtient ainsi le prolongement
me´romorphe de ζ(E) avec les poˆles annonce´s. Enfin, si la dimension d est impaire, d− 2k est
impair pour tout entier k donc n’est pas dans 2mN ie −n 6= (d− 2k)/2m pour tous k, n ∈ N.
On peut y donc e´valuer ζE(z) qui s’e´crit Γ(z)−1ΦE(z) avec ΦE holomorphe au voisinage de




Dans ce chapitre, on e´tudie la distribution spectrale d’ordre 2 pour un couple d’ope´rateurs
pseudo-diffe´rentiels semi-borne´s infe´rieurement (Hˆ, Hˆ + Qˆ) avec
H(h, x, ξ) hamiltonien h− admissible, et Q(h, x, ξ) ρ− perturbation d’ordre ρ > d
2
.
Pour l’instant on ne s’occupe pas de la de´pendance en h qu’on peut donc supposer e´gal a` h0.
Lorsque ρ > d, on sait que la distribution spectrale d’ordre 1 est la de´rive´e faible d’une fonction
ξ(λ) localement inte´grable, dite fonction de Birman-Krein. Lorsque ρ > d/2 on montre le
The´ore`me 2.1.1 Il existe une unique fonction η ∈ L1loc(R),
nulle dans ]−∞, inf (σ(Hˆ) ∪ σ(Hˆ + Qˆ))[ telle que
Tr
(







η(λ)f ′′(λ)dλ, ∀f ∈ C∞0 (R).
Si en plus, ω verifie P′ω alors il existe N > 0 tel que∫
R
|η(λ)|
(1 + |λ|)N dλ < +∞.
De´finition 2.1.2 La fonction η de´finie dans le the´ore`me pre´ce´dent sera appele´e fonction de
Koplienko du couple (Hˆ, Hˆ + Qˆ).
En particulier, lorsque ρ > d la fonction de Koplienko s’exprime tre`s simplement a` partir de








si EH(λ) est le projecteur spectral de Hˆ sur ]−∞, λ].
L’existence d’une telle fonction η a e´te´ de´montre´e pour la premie`re fois par Koplienko dans
[29], avec Hˆ ope´rateurs auto-adjoint quelconque et Qˆ perturbation relativement compacte
telle que
Qˆ|Hˆ + i|− 12 ∈ S2
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pour l’appliquer dans [30] a` un ope´rateur de Schro¨dinger en dimension 1 de la forme−(d/dx)2+
v(x) avec v(x) = O(< x >−ρ), ρ > 1/2 ; remarquons que dans ce cas, v est une perturbation
a` longue porte´e de −(d/dx)2. (voir aussi Neidhardt [34] et Rybkin [46]).
On se place a` pre´sent dans le cadre de la diffusion pour l’ope´rateur
Hˆ := ω(hD), (2.1)
Hˆ est donc a` partir de maintenant remplace´ par ωˆ ope´rateur pseudo-diffe´rentiel “a` coefficients
constants” (ω e´tant toujours la meˆme fonction ≥ 0). Sur la perturbation, on fait les hypothe`ses
habituelles pour faire de la diffusion
S1(1 + ω,−ρ) 3 Q(h) ∼
∑
j≥0
Qj(x, ξ), avec Qj ∈ S1(1 + ω,−ρ) ∩ S1(1 + ω,−j)
l’important e´tant que l’on gagne de la de´croissance en x.





existent et sont complets. Les matrices de diffusion associe´es Sλ(I) sont donne´es par la formule
de Kato-Kuroda, pour presque tout λ ∈ I
Sλ(I) = 1− 2ipiAλ + 2ipiBλ
avec Aλ = ΞλQˆΞ?λ Bλ = ΞλQˆ(ωˆ + Qˆ− λ− i0)−1QˆΞ?λ, Ξλ = rΣλFh (2.2)
ou` Σλ = ω−1({λ})et rΣλ est l’ope´rateur de restriction a` la sous varie´te´ Σλ. On a alors
The´ore`me 2.1.3 Si I intervalle de ]0,+∞[ est non critique pour ω, alors
η ∈ C∞(I \ σpp(ωˆ + Qˆ)).










On fait a` pre´sent varier h. Si l’hypothe`se suivante
Qj ∈ S1(1 + ω,−ρ− 1), ∀ j ≥ 1 (2.3)
est ve´rifie´e, on a le
The´ore`me 2.1.4 Si I est non critique pour ω et ω+Q0, non captif, alors, pour tout J ⊂⊂ I,
il existe h5 > 0 tel que σpp(ωˆ + Qˆ) ∩ J = ∅ pour tout h ∈]0, h5] ; de plus η′′(λ, h) a un
de´veloppement asymptotique complet dans C∞(J) de la forme :




ce de´veloppement e´tant diffe´rentiable a` tout ordre en λ.
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On de´montre ce the´ore`me sous la condition technique (2.3), mais il semble possible de s’en
affranchir (cf fin du chapitre).
Comme corollaire de ce the´ore`me, on obtient en particulier :
Corollaire 2.1.5 Si ωˆ = −h2∆/2 et ωˆ + Qˆ = −h2∆/2 + V (x), avec J non critique pour V,
on a








−1 − (2λ) d2−1 + (d− 2)(2λ) d2−2V (x)dx.





|∂βx (gjk(x)− δjk)| = O(< x >−ρ−|β|)
(δjk de´signant le symbole de Kronecker), et n’ayant pas de ge´ode´siques capte´es, on a l’asymp-




























, g(x) = det(gjk(x)), et vjk(x) = gjk(x)− δjk.
Enfin, si ωˆ = −∆ et ωˆ + Qˆ = −∆ + V (x) avec |∂βxV (x)| = O(< x >−ρ−1−|β|), l’hypothe`se de

















Si on remplace l’hypothe`se de non capture par la condition suivante :
il existe C > 0 et h′5 > 0, k > 0 et s > 0 tels que
||| < x >−s (ωˆ + Qˆ− λ± iτ)−1 < x >−s ||| ≤ CeCh−k (2.4)
lorsque 0 < h ≤ h′5, 0 < τ ≤ 1, et λ ∈ I, on obtient, comme dans [41], des de´veloppement





The´ore`me 2.1.6 Si I est non critique pour ω et ω +Q0, et que (2.4) est ve´rifie´e, alors




[γ]+ e´tant le plus petit entier ≥ γ.
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2.2 La fonction de Koplienko




hjHj , Hj ∈ S0(1 + ω, 0)




hjQj , Qj ∈ S(1 + ω,−ρ)
ω e´tant une fonction positive telle que lim∞ ω(ξ) = +∞. On demande e´galement qu’il existe
C > 0 telle que
H0(x, ξ)+C ≥ C−1(1+ω(ξ)), H0(x, ξ)+Q0(x, ξ)+C ≥ C−1(1+ω(ξ)), ∀(x, ξ) ∈ R2d.
Les de´finitions pre´cises sont dans le chapitre pre´ce´dent.
On sait que lorsque ρ > d, il existe une fonction ξ ∈ L1loc(R) telle que
Tr(f(Hˆ + Qˆ)− f(Hˆ)) = −
∫
f ′(λ)ξ(λ)dλ ∀f ∈ C∞0 (R).
ξ est unique si on la choisit nulle pour λ < inf(σ(Hˆ+Qˆ)∪Hˆ) et s’appelle fonction de Birman-
Krein du couple (Hˆ, Hˆ+ Qˆ). Autrement dit, la distribution spectrale d’ordre 1, de´fine au cha-
pitre pre´ce´dent, est la de´rive´e au sens des distributions d’une fonction localement inte´grable.
Lorsque ρ > d/2, f(Hˆ + Qˆ) − f(Hˆ) n’est a` priori pas de classe trace, mais seulement de
Hilbert-Schmidt et la fonction de Birman-Krein n’est plus de´finie. En revanche, la distribu-
tion spectrale d’ordre 2 est bien de´finie ; le but de cette section est de montrer que cette
distribution est la de´rive´e seconde d’une fonction localement inte´grable.
Les outils clefs des de´monstrations, calque´es sur celle de Koplienko dans [29] sont la for-
mule de Birman-Solomyak, rappele´e dans le premier chapitre et la the´orie des inte´grales
doubles d’ope´rateurs de Birman et Solomyak dont on rappelle les estimations qui nous se-
ront ne´cessaires dans l’annexe B.
The´ore`me-de´finition 2.2.1 Supposons ρ > d/2 et que Pω soit satisfaite, ie lim∞ ω(ξ) =
+∞. Alors il existe une fonction η ∈ L1loc(R) telle que
Tr
(






f ′′(λ)η(λ)dλ ∀f ∈ C∞0 (R).
Une telle fonction est unique si on lui impose d’eˆtre nulle pour λ < inf(σ(Hˆ) ∪ σ(Hˆ + Qˆ)).
On l’appellera dans ce cas, fonction de Koplienko de (Hˆ, Hˆ + Qˆ).
Pour les hamiltoniens a` croissance polynoˆmiale, on utilise l’hypote`se
P′ω : ∃c > 0,m > 0 tels que 1 + ω(ξ) ≥ c < ξ >m, ∀ ξ ∈ Rd
qui permet d’ame´liorer le re´sultat ci-dessus :
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The´ore`me 2.2.2 Lorsque ρ > d/2 et que le poids ω ve´rifie l’hypothe`se P′ω, il existe N > 0
(inde´pendant de h) et η ∈ L1loc(R) telle que∫
R
|η(λ)|
(1 + |λ|)N dλ < +∞
Tr
(






f ′′(λ)η(λ)dλ ∀f ∈ S(R).
Le reste du paragraphe est consacre´ a` la de´monstration de ces the´ore`mes.
On notera EH(λ) le projecteur spectral de Hˆ sur ]−∞, λ] et ξQ la fonction de Birman-Krein
du couple (Hˆ, Hˆ + Qˆ) lorsque ρ > d. On a un premier lemme :





est bien de´finie, mesurable, localement inte´grable sur R et de plus
Tr
(






f ′′(λ)ηQ(λ)dλ ∀f ∈ C∞0 (R).
De´monstration : ΞQ(λ) =
∫ λ
−∞ ξQ(µ)dµ est bien de´finie car ξQ est localement inte´grable et
a` support compact dans ]−∞, λ]. ΞQ est alors absolument continue, donc de´rivable presque
partout de de´rive´e ξQ.
Par ailleurs, λ 7→ Tr(EH(λ)Qˆ) est une fonction re´gle´e (qui a des limites a` gauche et a` droite
en tout point). En effet, si λ < λ0, EH(λ)Qˆ s’e´crit
EH(λ)ϕ(Hˆ)Qˆ
avec ϕ ∈ C∞0 (R) valant 1 au voisinage de [inf σ(Hˆ), λ0] et EH(λ) qui a des limites faibles a`
droite et a` gauche (proprie´te´ des projecteurs spectraux).
La fonction ηQ est donc localement inte´grable si bien que l’on peut calculer
∫
f ′′(λ)ηV (λ)dλ
pour f ∈ C∞0 (R). La formule de Birman-Krein et une inte´gration par parties donnent imme´diatement
Tr
(
f(Hˆ + Qˆ)− f(Hˆ)) = ∫ f ′′(λ)ΞQ(λ)dλ.











Or, si (uj)j≥0 est une base hilbertienne de L2(Rd) et ϕ ∈ C∞0 (R) vaut 1 au voisinage du



































j ||ϕ(Hˆ)Qˆuj || < +∞, |||EH(λ)||| ≤ 1 et f est a` support













d’ou` le lemme. 
Fixons a` pre´sent Qˆ ρ−perturbation de Hˆ avec ρ > d/2 et choisissons les (Qˆj)j∈N de la fac¸on
suivante :
Qˆj = ϕ(x/j)Qˆϕ(x/j), ϕ ∈ C∞0 (Rd), ϕ(x) = 1 au voisinage de 0 (2.1)
Hˆ + Qˆj ≥ −C ∀ j ≥ 1, Hˆ + Qˆ ≥ −C (2.2)
ce qui est toujours possible avec C > 0 assez grand, puisque Hˆ+Qˆ est semi-borne´ infe´rieurement.
Le lemme pre´ce´dent montre que la distribution spectrale d’ordre 2 est bien la de´rive´e seconde
d’une fonction localement inte´grable ; l’ide´e est bien suˆr de montrer que la suite ηQj des fonc-
tions de Koplienko des couples (Hˆ, Hˆ + Qˆj) converge dans L1loc vers une fonction dont la
de´rive´e seconde sera la distribution spectrale d’ordre 2 du couple (Hˆ, Hˆ + Qˆ).
On va montrer que, sur tout intervalle compact [a, b], la suite ηQj est de Cauchy dans L1([a, b]).








ou` ||.||∞ de´signe la norme L∞(R).
Lemme 2.2.4 Pour toute f ∈ C∞0 ([a, b]), on a∫
R













(f ′(Hˆ + sQˆj′)− f ′(Hˆ))(Qˆj − Qˆj′)
)
ds.
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En e´crivant f ′(Hˆ + sQˆj)Qˆj − f ′(Hˆ + sQˆj′)Qˆj′ sous la forme(
f ′(Hˆ + sQˆj)− f ′(Hˆ + sQˆj′)
)
Qˆj + f ′(Hˆ + sQˆj′)(Qˆj − Qˆj′)
et en utilisant (2.4) et (2.5), on obtient le lemme. 
Proposition 2.2.5 Pour tout ε > 0, il existe j0 tel que
|Tr((f ′(Hˆ + sQˆj)− f ′(Hˆ + sQˆj′))Qj)| ≤ ε||f ′′||∞ (2.6)
|Tr((f ′(Hˆ + sQˆj′)− f ′(Hˆ))(Qˆj − Qˆj′))| ≤ ε||f ′′||∞ (2.7)
pour tous j > j0, j′ > j0 et s ∈ [0, 1].
De´monstration : On ne de´montre que (2.6), la de´monstration de (2.7) se faisant sur le
meˆme principe.
On va utiliser les estimations donne´es par la the´orie des inte´grales doubles d’ope´rateurs (cf
Annexe B). On veut se ramener a` des ope´rateurs auto-adjoints borne´s ; pour cela, choisissons
une fonction I ∈ C∞(R) telle que
I(λ) = λ au voisinage de [a, b]
I(λ) = a− 1 pour λ ≤ a− 2
I(λ) = b+ 1 pour λ ≥ b+ 2
I croissante sur R.
On a alors f = f ◦ I et donc
f(Hˆ + sQˆj) = f
(I(Hˆ + sQˆj)).
Comme d’autre part Hˆ + sQˆj ≥ −C uniforme´ment par rapport a` s ∈ [0, 1] et j ∈ N, on peut
trouver une fonction I0 valant b+ 1 en dehors d’un compact et telle que
I0(Hˆ + sQˆj) = I(Hˆ + sQˆj), ∀ s ∈ [0, 1],∀ j ≥ 0
(il suffit de modifier I dans ]−∞,−C − 1[ par exemple). I0− b− 1 e´tant a` support compact,
I0(Hˆ + sQˆj)− I0(Hˆ) est donc un ope´rateur de Hilbert-Schmidt, qui converge uniforme´ment
par rapport a` s vers I0(Hˆ + sQˆ)− I0(Hˆ) dans S2.
On est presque en mesure de pouvoir appliquer le the´ore`me (B.3) ; il reste juste a` faire une
manipulation lie´e au fait que les Qˆj ne sont pas ne´cessairement de Hilbert-Schmidt. Soit donc
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ϕ ∈ C∞0 (R) valant 1 au voisinage de [a, b]. Comme f ′ϕ = f ′, on peut e´crire f ′(Hˆ + sQˆj) −
f ′(Hˆ + sQˆj′))Qj comme la somme de(
f ′(Hˆ + sQˆj)− f ′(Hˆ + sQˆj′)
)
ϕ(Hˆ + sQˆj)Qˆj (2.8)
f ′(Hˆ + sQˆj′)
(
ϕ(Hˆ + sQˆj)− ϕ(Hˆ + sQˆj′)
)
Qj . (2.9)




Qj est de norme aussi petite
qu’on veut dans S1 pour j et j′ assez grand (uniforme´ment par rapport a` s) car Qj → Q,
(dans Qρ′ pour tout ρ > ρ′ > d/2) on obtient
|Tr((2.9))| ≤ ||f ′||∞|||(ϕ(Hˆ + sQˆj)− ϕ(Hˆ + sQˆj′))Qj |||1
≤ ε
2
||f ′′||∞, ∀ s ∈ [0, 1], ∀ j > j0, j′ > j0
avec j0 assez grand, en utilisant l’estimation triviale : ||f ′||∞ ≤ (b−a)||f ′′||∞. Par le the´ore`me





λ− λ′ | |||I0(Hˆ + sQˆj)− I0(Hˆ + sQˆj′)|||2|||ϕ(Hˆ + sQˆj)Qˆj |||2
≤ ε
2
||f ′′||∞, ∀ s ∈ [0, 1], ∀ j > j0, j′ > j0
(quitte a` augmenter j0) car I0(Hˆ + sQˆj)− I0(Hˆ) est de Cauchy dans S2 (uniforme´ment par
rapport a` s) et ϕ(Hˆ + sQˆj)Qˆj reste dans un borne´ de S2. On obtient ainsi l’estimation (2.6),
ce qui termine la de´monstration. 
De´monstration du the´ore`me (2.2.1) : des deux lemmes pre´ce´dents, on de´duit que pour




(ηQj − ηQj′ )(λ)f ′′(λ)dλ| ≤ ε||f ′′||L∞([a,b]), ∀s ∈ [0, 1], ∀f ∈ C∞0 ([a, b]) et ∀j, j′ ≥ j0.
Or les ηQj sont toutes supporte´es dans ] − C − 1,+∞[, il suffit donc de conside´rer [a, b] ⊂
] − C − 1,+∞[ et comme toute fonction f1 ∈ C∞0 ([a, b]) peut s’e´crire f ′′ sur ] − C − 1,+∞[




(ηQj − ηQj′ )(λ)f1(λ)dλ| ≤ ε||f1||L∞([a,b]), ∀s ∈ [0, 1], ∀f1 ∈ C∞0 ([a, b]) et ∀j, j′ ≥ j0
ce qui prouve que ηQj converge dans L
1([a, b]) et comme on sait que η′′Qj converge dans D′
vers u2 on obtient le the´ore`me. 
De´monstration du the´ore`me (2.2.2) On suppose a` pre´sent l’hypothe`se P′ω satisfaite. Les
perturbations Qj ve´rifient toujours (2.1) et (2.2), et on continue de noter ηQj la fonction de
Koplienko du couple (Hˆ, Hˆ + Qˆj) de´finie par le lemme (2.2.3).
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On va de´montrer qu’il existe un entier N ≥ 0 tel que la suite (λ+ C + 2)−N−1ηQj (λ) soit de
Cauchy dans L1([−1− C,+∞[, dλ) ce qui revient a` de´montrer que
ηQj ◦ φ−1N (µ) est de Cauchy dans L1([0, 1], dµ)
en faisant le changement de variable µ = φN (λ) = (λ+ C + 2)−N .
Pour estimer la norme L1 de ηj ◦ φ−1N − ηj′ ◦ φ−1N on utilise une variante de (2.3) disant que











ou` f et P de´crivent respectivement les fonctions continues et les polynoˆmes de norme L∞([0, 1])
au plus e´gales a` 1.
Lemme 2.2.6 Soit P un polynoˆme et P sa primitive nulle en 0.
Il existe N ∈ N, inde´pendant de P, j et j′ tel que ∫ 10 (ηj − ηj′) ◦ φ−1N (µ)P (µ)dµ s’e´crive∫ 1
0
Tr((R(Hˆ + sQˆj)−R(Hˆ + sQˆj′))Qˆj)ds+
∫ 1
0
Tr((R(Hˆ + sQˆj′)−R(Hˆ))(Qˆj − Qˆj′))ds
ou` R est la fraction rationnelle de´finie par R(λ) = P(φN (λ)).
De´monstration : Par le changement de variable µ = φN (λ) on obtient∫ 1
0
(ηQj − ηQj′ ) ◦ φ−1N (µ)P (µ)dµ =
∫
R
(ηQj − ηQj′ )(λ)R′(λ)dλ
qui est bien de´fini pour N assez grand inde´pendant de j, j′ et P, d’apre`s le the´ore`me (1.3.4).




(ξQj − ξQj′ )(λ)R(λ)dλ− Tr(R(Hˆ)(Qj −Qj′))









dont on de´duit facilement le re´sultat comme dans le lemme (2.2.4). 
On obtiendra alors le the´ore`me (2.2.2), en raisonnant comme dans le cas Pω si on montre que
(ηQj ◦ φN )j∈N est de Cauchy dans L1([0, 1]) c’est-a`-dire que :




(ηj − ηj′) ◦ φN (µ)P (µ)dµ| ≤ ε sup
µ∈[0,1]
|P (µ)|.
C’est une conse´quence du lemme suivant qui terminera la de´monstration du the´ore`me (2.2.2).
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Lemme 2.2.7 Pour tout ε > 0 il existe j0 tel que pour tout j > j0, tout j′ > j0 et tout
s ∈ [0, 1] on ait
|Tr((R(Hˆ + sQˆj)−R(Hˆ + sQˆj′))Qˆj)| ≤ ε||P ||L∞(0,1)
|Tr((R(Hˆ + sQˆj′)−R(Hˆ))(Qˆj − Qˆj′))| ≤ ε||P ||L∞(0,1).
De´monstration : On de´montre la premie`re ine´galite´, la seconde s’obtenant de fac¸on sem-
blable. Il suffit la` encore essentiellement d’estimer la norme Hilbert-Schmidt de
R(P + sVj)−R(P + sVj′)
en utilisant les estimations du the´ore`me (B.5) et du lemme (B.6).
Pre´cise´ment, on e´crit
(
R(Hˆ + sQˆj)−R(Hˆ + sQˆj′)
)
Qˆj sous la forme
(R(Hˆ + sQˆj)−R(Hˆ + sQˆj′))(Hˆ + sQˆj + C + 1)N0(Hˆ + sQˆj + C + 1)−N0Qj .
(Hˆ + sQˆj + C + 1)−N0Qj restant dans un borne´ de S2 pour s ∈ [0, 1] et j ≥ 1, on s’inte´resse
a` la norme Hilbert-Schmidt de l’autre facteur que l’on e´crit
R˜(Hˆ + sQˆj)− R˜(Hˆ + sQˆj′) +
R(Hˆ + sQˆj′)
(
(Hˆ + sQˆj′ + C + 1)N0 − (Hˆ + sQˆj + C + 1)N0
)
(2.10)




||(sQˆj − sQˆj′)(Hˆ + sQˆj + C + 1)−N0 ||2 +
||(Hˆ + sQˆj′ + C + 1)−N0(sQˆj′ − sQˆj)||2
)
ce qui prouve qu’il existe j0 tel que pour tous j, j′ > j0 et tout s ∈ [0, 1]
||R˜(Hˆ + sQˆj)− R˜(Hˆ + sQˆj′)||2 ≤  sup
µ∈[0,1]
|P (µ)|
car ||AR˜||∞ et ||BR˜||∞ sont des O(sup[0,1] |P(µ)|) d’apre`s le lemme (B.6).
Il reste a` estimer le second membre de (2.10) que l’on e´crit comme produit de
R(Hˆ + sQˆj′)(Hˆ + sQˆj′ + C + 1)2N0 et de
(Hˆ + sQˆj′ + C + 1)−2N0
(
(Hˆ + sQˆj′ + C + 1)N0 − (Hˆ + sQˆj + C + 1)N0
)
(2.11)
D’apre`s le the´ore`me spectral, on peut majorer ||R(Hˆ + sQˆj′)(Hˆ + sQˆj′ + C + 1)2N0 || par
sup
λ≥−C







si on suppose que N ≥ 2N0, quant au terme (2.11) on peut rendre sa norme S2 aussi petite
qu’on veut pour j, j′ assez grand (uniforme´ment par rapport a` s) car le symbole de (Hˆ +
sQˆj +C + 1)N0 − (Hˆ + sQˆj′ +C + 1)N0 est petit dans S0((1 +ω)N0 ,−ρ′) lorsque ρ > ρ′ > d/2
donc (1 + ω(hD))−2N0(Hˆ + sQˆj + C + 1)N0 − (Hˆ + sQˆj′ + C + 1)N0 est petit dans S2 alors
que (Hˆ + sQˆj′ + C + 1)2N0(1 + ω(hD))2N0 reste dans un borne´ de L(L2). 
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2.3 Rappels de the´orie spectrale et de diffusion
2.3.1 Ge´ne´ralite´s
Pour tout h ∈]0, 1], ωˆ = ω(hD) est essentiellement auto-adjoint sur L2(Rd) a` partir de
S(Rd) (le calcul fonctionnel de´veloppe´ dans le premier chapitre est exact car (ωˆ−z)◦Opwh ((ω−
z)−1) = 1) et si on note Eω(.) la re´solution spectrale associe´e, on a lorsque f ∈ C∞0 (R) et







Supposons que I intervalle de R soit non critique pour ω, c’est-a`-dire que
∇ω(ξ) 6= 0 ∀ξ ∈ ω−1(I) (2.2)





ou` Σλ = ω−1({λ}) et dσλ est la forme de Leray de´finie sur Σλ de la fac¸on suivante (cf [17])
dω ∧ dσλ = dξ1 ∧ · · · ∧ dξd.
On en de´duit que le spectre de ωˆ est absolument continu dans I puisque, sur cet intervalle :





dλ = (Kλu, v)dλ
ou` Kλ est l’ope´rateur de noyau de Schwartz Kλ(x, y)







Il est alors possible de diagonaliser ω sur I a` partir de





ou` Ξλu = Fhu|Σλ ∈ L2(Σλ, dσλ) pour tout u ∈ L2s(Rd), s > 1/2.
Tout ope´rateur A borne´ sur L2(Rd) et qui commute avec Eω(J) pour tout intervalle J ⊂ I




(AλΞλu,Ξλv)L2(Σλ)dλ, u, v ∈ Eω(I)L2. (2.3)
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Les ope´rateursAλ, de´finis pour presque tout λ ∈ I, sont des ope´rateurs borne´s sur L2(Σλ, dσλ).
En particulier, lorsque A = ϕ(ωˆ), les Aλ sont les ope´rateurs de multiplication par ϕ(λ). Soit
Q(h) une ρ−perturbation de ω telle que ωˆ + Qˆ soit essentiellement auto-adjoint sur ]0, h0].
Supposons de plus I ⊂]0,+∞[ et que ωˆ + Qˆ n’ait pas de valeurs propres dans I (on fixe h).
Lorsque ρ > 1 (perturbation a` courte porte´e), on montre (par la me´thode de Cook par exemple









ωˆEω(I) =: W±(I) ∀ h ∈]0, h0].
Les ope´rateurs W±(I) sont appele´s ope´rateurs d’onde locaux et l’ope´rateur de diffusion sur I
est alors
S(I) = W ?+(I)W−(I).
S(I) commute avec Eω(J) pour tout intervalle J ⊂ I si bien qu’on peut le diagonaliser
sur
∫ ⊕L2(Σλ)dλ ; les ope´rateurs associe´s a` S(I) par (2.3) note´s Sλ(I) sont les matrices de
diffusion. Rappelons l’expression de ces matrices, donne´e par le
The´ore`me 2.3.1 (formule de Kato-Kuroda) Pour presque tout λ ∈ I, on a
Sλ(I) = 1− 2ipiAλ + 2ipiBλ
Aλ = ΞλQˆΞ?λ Bλ = ΞλQˆ(ωˆ + Qˆ− λ− i0)−1QˆΞ?λ. (2.4)
Ce the´ore`me peut s’obtenir par la meˆme me´thode qu’Isozaki et Kitada utilisent dans [22] pour
Hˆ = −∆ et Qˆ = V.
Cette formule ne´cessite quelques commentaires ; (ωˆ + Qˆ − λ − i0)−1 est la limite, en norme
d’ope´rateurs de (ωˆ + Qˆ − λ − iα)−1 (α → 0+) dans L(L2s, L2−s) pour tout s > 1/2. C’est le
principe d’absorption limite. L’existence de cette limite est due a` Mourre (voir [33] et [28] ;
voir aussi Agmon [2] et [3]) et nous allons la revoir dans la section suivante.
D’autre part, pour que Sλ(I) soit borne´ sur L2(Σλ, dσλ), on doit comprendre ΞλQˆ comme
ΞλQˆ = (1 + λ)Ξλ(1 + ωˆ)−1Qˆ
qui, puisque (1 + ωˆ)−1Qˆ est un ope´rateur pseudo-diffe´rentiel a` symbole dans S0(1,−ρ), est
donc un ope´rateurs borne´ de L2−s(Rd) dans L2(Σλ, dσλ) pour s = ρ/2 > 1/2. Par passage a`
l’adjoint, QˆΞ?λ est donc borne´ de L
2(Σλ, dσλ) dans L2s(Rd).
2.3.2 Rappels sur le principe d’absorption limite
Dans ce paragraphe, on suppose que Q(h) est une ρ−perturbation de ω, a` longue porte´e
c’est-a`-dire avec ρ > 0, et que ωˆ + Qˆ est essentiellement auto-adjoint pour tout h ∈]0, h0].
L’e´tude du principe d’absorption limite, ie l’existence de
lim
α→0+
(ωˆ + Qˆ− λ± iα)−1 =: (ωˆ + Qˆ− λ± i0)−1
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est tre`s importante en the´orie de la diffusion. Les re´sultats que nous rappelons sont des co-
rollaires de la the´orie des commutateurs positifs de Mourre.
On donne d’abord des re´sultats a` h fixe´, pour lesquels on n’utilise pas d’hypothe`se sur la dy-
namique classique, puis pour h ∈]0, h0] sous une hypothe`se de non capture. On notera respec-
tivement σpp et σsc les spectre purement ponctuels et singulie`rement continus des ope´rateurs.
Le cas h = h0.
The´ore`me 2.3.2 Pour tout J ⊂]0,+∞[ intervalle compact et non critique pour ω, on a les
re´sultats suivants
i) J ∩ σpp(ωˆ + Qˆ) est fini,
ii) J ∩ σsc(ωˆ + Qˆ) = ∅,
iii) pour tout s > 1/2 + k, < x >−s (ωˆ + Qˆ− λ± i0)−1 < x >−s existe (pour la topologie de
L(L2)) sur J \ σpp(ωˆ + Qˆ) et y est de classe Ck, de de´rive´e k−ie`me
k! < x >−s (ωˆ + Qˆ− λ± i0)−1−k < x >−s
(qu’on doit comprendre comme limite de < x >−s (ωˆ+ Qˆ− λ± iα)−1−k < x >−s dans L(L2)
localement uniforme en λ),
iv) ∀χ ∈ C∞0 (J \ σpp(ωˆ + Qˆ)) et 0 < τ < s, il existe c(h0, χ, τ) telle que
||| < x >−s χ(ωˆ + Qˆ)e−i th (ωˆ+Qˆ) < x >−s ||| ≤ c(h0, χ, τ) < t >−τ , ∀t ∈ R.
Pour certaines de´monstrations, nous aurons besoin de controˆler les estimations de propagation
uniforme´ment par rapport a` la perturbation ; c’est pourquoi on donne le
Lemme 2.3.3 Soit λ0 > 0, tel que λ0 /∈ σpp(ωˆ + Qˆ). Alors, il existe VQ voisinage de Q dans
S1(1 + ω,−ρ) et I0 voisinage de λ0 ve´rifiant :
pour tout Q′ ∈ VQ tel que Qˆ′ est syme´trique, on a i) ωˆ + Qˆ′ est auto-adjoint , de domaine
Dom(ωˆ),
ii) I0 ∩ σpp(ωˆ + Qˆ′) = ∅,
iii) pour tout s > 1/2 il existe Cs > 0 (inde´pendant de Q′) tel que
||| < x >−s ωˆ(ωˆ + Qˆ′ − λ± iα)−1 < x >−s ||| ≤ Cs, ∀λ ∈ I0, ∀ α ∈]0, 1].
De´monstration : Le point i) est une conse´quence du the´ore`me de Kato-Rellich, puisque
|||(Qˆ− Qˆ′)(ωˆ + Qˆ± i)−1||| < 1
pour Q′ assez proche de Q.
Pour montrer, le point ii) on utilise le the´ore`me du viriel. En reprenant un argument de
Mourre dans [33], on peut trouver φ ∈ C∞0 (]0,+∞[) valant 1 au voisinage de λ0 et c > 0 tel
que
φ(ωˆ + Qˆ)i[ωˆ + Qˆ, Dˆ]φ(ωˆ + Qˆ) ≥ cφ2(ωˆ + Qˆ)
ou` Dˆ est l’ope´rateur conjugue´ suivant (voir par exemple [43])
Dˆ = (2i)−1(1 + ωˆ)−1(x.∇ξω(hD) +∇ξω(hD).x)(1 + ωˆ)−1.
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En utilisant le calcul fonctionnel du premier chapitre, on voit facilement que, si Q′ est assez
voisin de Q alors
φ(ωˆ + Qˆ′)i[ωˆ + Qˆ′, Dˆ]φ(ωˆ + Qˆ′)− cφ2(ωˆ + Qˆ′) ≥ − c
2
.
Il en re´sulte que si φ0φ = φ alors pour tout Q′ assez voisin de Q on a




dont on de´duit par le the´ore`me du viriel que σpp(ωˆ + Qˆj) ∩ φ−10 ({1}) = ∅.
Pour de´montrer le point iii), on relit la de´monstration de [33] qui repose essentiellement sur
(2.1) avec c qui ne de´pend pas de Q′. 
Si h varie dans ]0, h0]












avec les conditions initiales z(0) = x, ζ(0) = ξ. Notons que si H est le symbole principal d’un
hamiltonien h−admissible, la solution maximale de cette e´quation diffe´rentielle est de´finie sur
R.
De´finition 2.3.4 L’intervalle I ⊂ R est dit non captif pour H si, pour tout R > 0 il existe
T > 0 tel que
H(x, ξ) ∈ I, |t| ≥ T et |x| ≤ R ⇒ |zH(t, x, ξ)| ≥ R
L’hypothe`se de non capture, si elle est ve´rifie´e, permet de controˆler uniforme´ment la constante
c0 du the´ore`me pre´ce´dent uniforme´ment par rapport a` h et de donner d’autres estimations.
The´ore`me 2.3.5 Soit I un intervalle ouvert non captif et non critique pour H0 = ω + Q0.
Alors, pour tout J compact de I il existe h1 ≤ h0 tel que :
i) σpp(ωˆ + Qˆ) ∩ J = ∅, pour tout h ∈]0, h1]
ii) pour tout s > k + 1/2, il existe Cs telle que
||| < x >−s (Hˆ − λ± i0)−1−k < x >−s ||| ≤ Csh−k, ∀h ∈]0, h1], ∀λ ∈ J
iii) pour tous 0 < τ < s et toute χ ∈ C∞0 (J) il existe C(χ, τ) > 0 telle que
||| < x >−s χ(ωˆ + Qˆ)e−i th (ωˆ+Qˆ) < x >−s ||| ≤ C(χ, τ) < t >−τ , ∀t ∈ R, ∀h ∈]0, h1]







(ωˆ + Qˆ− λ− i0)−1 − (ωˆ + Qˆ− λ+ i0)−1) (2.3)
dans L(L2s, L2−s) et de pouvoir la de´river, a` condition d’avoir s assez grand, en gardant un
controˆle en h s’il y a non capture ; on utilisera cette remarque abondamment dans la section
suivante.
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2.4 Re´gularite´ et asymptotique de la fonction de Koplienko
Soit I ⊂]0,+∞[ un intervalle non captif pour ω(ξ) + Q0(x, ξ). On suppose que Q ∼∑
j≥0 h
jQj avec
Q0 ∈ S1(1 + ω,−ρ), ρ > d/2, Qj ∈ S1(1 + ω,−ρ− 1) ∩ S1(1 + ω,−j), j ≥ 1.
Sous ces hypothe`ses, le but de la section est de montrer le the´ore`me suivant :
The´ore`me 2.4.1 Si I est non critique pour ω et ω+Q0, non captif pour ω+Q0, alors, pour
tout J ⊂⊂ I, il existe h5 > 0 tel que σpp(ωˆ+ Qˆ)∩ J = ∅ pour tout h ∈]0, h5] ; de plus η′′(λ, h)
a un de´veloppement asymptotique complet dans C∞(J) de la forme :




ce de´veloppement e´tant diffe´rentiable a` tout ordre en λ.
2.4.1 Formule de trace
Soit I un intervalle ouvert, non critique pour ω ie
∇ξω(ξ) 6= 0, ∀ ξ ∈ ω−1(I).
Soit J un intervalle compact tel que J ⊂ I.
Le lemme suivant re´sulte d’un calcul e´le´mentaire.




|∇ξω(ξ)|2 , au voisinage de ω
−1(J).
Soit Dˆ = Ωˆ(x.∇ξω(hD) +∇ξω(hD).x)Ωˆ. Alors, pour tout u ∈ S(Rd) on a
[Dˆ, ωˆ]u = 2ihωˆ′u
avec ω′ ∈ C∞0 (Rd) telle que ω′(ξ) = ω(ξ) au voisinage de ω−1(J). En particulier, pour toute
f ∈ C∞0 (J) on a
[Dˆ, ωˆ]f(ωˆ)u = 2ihωˆf(ωˆ)u. (2.1)
Ce lemme nous fournit un ope´rateur conjugue´, analogue au ge´ne´rateur des dilatations adapte´
au laplacien, qui sert a` de´montrer la
Proposition 2.4.3 Supposons ρ > d.
Alors, pour toutes f, F ∈ C∞0 (J) telles que Ff = f,
Tr((ωˆ + Qˆ)f(ωˆ + Qˆ)− ωˆf(ωˆ)) = Tr((Qˆ− [Dˆ, Qˆ]
2ih
)f(ωˆ + Qˆ))
+ Tr((ωˆ − ωˆ′)(F (ωˆ + Qˆ)− F (ωˆ))f(ωˆ + Qˆ)).
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Remarque : si ω(ξ) =
∑
|α|=2m aαξ
α polynoˆme homoge`ne elliptique, on peut remplacer Dˆ
par le ge´ne´rateur des dilatations Dˆ0 = (x.h∇+ h∇.x)/(2i) et la formule ci-dessus se simplifie
en
Tr((ωˆ + Qˆ)f(ωˆ + Qˆ)− ωˆf(ωˆ)) = Tr((Qˆ− [Dˆ0, Qˆ]
2imh
)f(ωˆ + Qˆ).
La de´monstration de cette proposition repose sur le lemme suivant inspire´ d’une ide´e de Robert
dans [42] (voir aussi [40]).
Lemme 2.4.4 Lorsque ρ > d, et f ∈ C∞0 (R) on a
Tr([Dˆ, ωˆ + Qˆ]f(ωˆ + Qˆ)− [Dˆ, ωˆ]f(ωˆ)) = 0.
De´monstration : Remarquons que l’ope´rateur
[Dˆ, ωˆ + Qˆ]f(ωˆ + Qˆ)− [Dˆ, ωˆ]f(ωˆ) (2.2)
est bien de classe trace. Posons Dˆj = χjDˆχj ou` χj(x) = χ(x/j) lorsque j ≥ 1, avec χ ∈
C∞0 (Rd) qui vaut 1 au voisinage de 0. La formule du lemme est vraie si on remplace Dˆ par
Dˆj car on peut utiliser la cyclicite´ de la trace.
Il suffit donc de montrer que [Dˆj , ωˆ+ Qˆ]f(ωˆ+ Qˆ)− [Dˆj , ωˆ]f(ωˆ) converge en norme trace vers
(2.2). Un calcul e´le´mentaire montre que
[Dˆj , ωˆ + Qˆ] = χj [Dˆ, ωˆ + Qˆ]χj + χjDˆ[χj , ωˆ + Qˆ]− [ωˆ + Qˆ, χj ]Dˆχj .
Or χj [Dˆ, ωˆ + Qˆ]χjf(ωˆ + Qˆ)− χj [Dˆ, ωˆ]χjf(ωˆ) s’e´crit
χj [Dˆ, ωˆ]χj(f(ωˆ + Qˆ)− f(ωˆ)) + χj [Dˆ, Qˆ]χjf(ωˆ + Qˆ)
qui converge vers (2.2) en norme trace ; en effet, pour le second terme, on utilise le fait
que le symbole de χj [Dˆ, Qˆ]χj converge vers celui de [Dˆ, Qˆ] dans S1(−∞,−ρ′) (pour tout
d < ρ′ < ρ). La convergence du premier terme est due au fait que le symbole de χj [Dˆ, ωˆ]χj
converge (vers celui de [Dˆ, ωˆ]) dans S1(−∞, ) pour tout  > 0 et que, pour 0 > 0 assez petit,
< x >0 (f(ωˆ + Qˆ)− f(ωˆ)) est de classe trace (d’apre`s le the´ore`me (1.2.26)).
Il reste a` montrer que les ope´rateurs suivants
χjDˆ([χj , ωˆ+ Qˆ]f(ωˆ+ Qˆ)− [χj , ωˆ]f(ωˆ)) et [ωˆ+ Qˆ, χj ]Dˆχjf(ωˆ+ Qˆ)− [ωˆ, χj ]Dˆχjf(ωˆ)
convergent vers 0 en norme trace. On fait la de´monstration pour le premier (le second
ope´rateur s’e´tudiant de meˆme). On l’e´crit
χjDˆ[χj , ωˆ](f(ωˆ + Qˆ)− f(ωˆ)) + χjDˆ[χj , Qˆ] < x >ρ′< x >−ρ′ f(ωˆ + Qˆ). (2.3)
Le symbole de χjDˆ[χj , ωˆ] tend vers 0 dans S1(−∞, 0) alors que < x >0 (f(ωˆ + Qˆ) − f(ωˆ))
est de classe trace, donc le premier terme de (2.3) tend vers 0 dans S1 ; le second terme de
(2.3) converge e´galement vers 0 dans S1 car le symbole de χjDˆ[χj , Qˆ] < x >ρ′ tend vers 0
dans S1(−∞, 0) pour tout ρ′ < ρ et < x >−ρ′ f(ωˆ+ Qˆ) est de classe trace lorsque d < ρ′ < ρ.
D’ou` le lemme.
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De´monstration de la proposition (2.4.3) : en utilisant (2.1) et lemme (2.4.4), on peut
e´crire Tr((ωˆ + Qˆ)f(ωˆ + Qˆ)− ωˆf(ωˆ)) comme la trace de
(ωˆ + Qˆ)f(ωˆ + Qˆ)− [Dˆ, ωˆ + Qˆ]
2ih
f(ωˆ + Qˆ).
Or cet ope´rateur s’e´crit, (Qˆ− [Dˆ/(2ih), Qˆ])f(ωˆ + Qˆ) + (ωˆ − ωˆ′)f(ωˆ + Qˆ). Comme de plus
(ωˆ − ωˆ′)f(ωˆ + Qˆ) = (ωˆ − ωˆ′)(F (ωˆ + Qˆ)− F (ωˆ))f(ωˆ + Qˆ)
car Ff = f et (ωˆ − ωˆ′)F (ωˆ) = 0. On en de´duit le re´sultat, une fois remarque´ le fait que
F (ωˆ + Qˆ)− F (ωˆ) est de classe trace.
Ces re´sultats pre´paratoires vont nous permettre de de´montrer le the´ore`me suivant qui donne
une formule de η′′ ne faisant pas intervenir (d/ds)f(ωˆ + sQˆ)|s=0.
The´ore`me 2.4.5 Supposons ρ > d/2.
Soit χ ∈ C∞0 (R) a` support dans un voisinage de J telle que χ(λ) = λ−1 sur J.
Alors, il existe ζ ∈ C∞0 (Rd) telle que pour toute f ∈ C∞0 (J)
< η′′, f >= Tr(Qˆ′(χ(ωˆ + Qˆ)− χ(ωˆ))f(ωˆ)) + Tr(Qˆ′χ(ωˆ + Qˆ)(f(ωˆ + Qˆ)− f(ωˆ)))
+Tr(ζ(ωˆ − ωˆ′)(χ(ωˆ + Qˆ)− χ(ωˆ))f(ωˆ + Qˆ)) + Tr(Rζ(h,Q)f(ωˆ + Qˆ)) (2.4)
ou`
Qˆ′ = Qˆ− [Dˆ, Qˆ]
2ih
et ||| < x >φ(N) Rζ(h,Q) < x >φ(N) |||1 ≤ CNhN
pour tout N ≥ 0, avec φ(N)→ +∞.
De´monstration : on va ve´rifier que la formule est vraie lorsque ρ > d puis, par passage
a` la limite (en faisant tendre ϕ(x/j)Qˆϕ(x/j) vers Qˆ avec ϕ ∈ C∞0 (Rd)), on l’obtiendra pour
ρ > d/2.
Supposons donc ρ > d. La proposition pre´ce´dente applique´e a` la fonction χf montre que
Tr
(
f(ωˆ + sQˆ)− f(ωˆ)) =
sTr
(




(ωˆ − ωˆ′)(F (ωˆ + sQˆ)− F (ωˆ))χ(ωˆ + sQˆ)f(ωˆ + sQˆ))







(ωˆ − ωˆ′) d
ds
F (ωˆ + sQˆ)|s=0χ(ωˆ)f(ωˆ)
)
et comme f(ωˆ)(ωˆ− ωˆ′) = 0, le deuxie`me terme ci-dessus est nul par cyclicite´. < η′′, f > s’e´crit
donc, en utilisant encore la proposition pre´ce´dente :
Tr
(




(ωˆ − ωˆ′)(F (ωˆ + Qˆ)− F (ωˆ))χ(ωˆ + Qˆ)f(ωˆ + Qˆ)) (2.5)
dont la premie`re ligne donne facilement la premie`re ligne de (2.4). Pour traiter la deuxie`me
ligne de (2.5), l’ide´e est de choisir ζ ∈ C∞0 (Rd) valant 1 sur une boule de rayon assez grand
pour que, sur le support de (1− ζ(x)), on ait :
(x, ξ) ∈ (ω +Q0)−1(supp(F ))⇒ ω(ξ) = ω′(ξ).
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Un tel choix e´tant fait, les compose´s de (1− ζ)(ωˆ− ωˆ′) avec les ope´rateurs pseudo-diffe´rentiels
du de´veloppement de F (ωˆ + Qˆ) ont des symboles qui sont des O(h∞) dans S1(−∞,−∞).
Comme d’autre part (ωˆ − ωˆ′)F (ωˆ) = 0, la deuxie`me ligne de (2.5) s’e´crit
Tr
(
ζ(ωˆ − ωˆ′)χ(ωˆ + Qˆ)f(ωˆ + Qˆ))+ Tr(Rζ(h,Q)f(ωˆ + Qˆ)).
On obtient donc la formule pour ρ > d ; le cas ρ > d/2 s’obtient par passage a` la limite
comme annonce´ au de´but, tous les ope´rateurs de´pendant continument de Qˆ d’apre`s le premier
chapitre.
2.4.2 Me´thode
Dans la sous-section suivante, on va de´montrer le the´ore`me (2.4.1), ainsi que la re´gularite´
de la fonction de Koplienko (the´ore`me (2.1.3)) sur I \ σpp(ωˆ + Qˆ). En fait, on donne seule-
ment la de´monstration du the´ore`me (2.4.1) puisqu’il n’est que la relecture de la preuve de la
re´gularite´ de η en suivant la de´pendance par rapport a` h. A h fixe´, on utilise les estimations
de propagation du the´ore`me (2.3.2), ce qui oblige a` e´carter le spectre purement ponctuel,
alors que pour l’asymptotique semi-classique, on utilisera le the´ore`me (2.3.5) qui controˆle les
estimations du pre´ce´dent par rapport a` h si l’hypothe`se de non capture est ve´rifie´e.
Pour obtenir le the´ore`me (2.4.1), suffit de de´montrer que, pour tout N on a
η′′(λ, h) = h−d
N∑
j=0
hjαj(λ) + hφ(N)α˜N (λ, h)
avec α0, · · · , αN C∞ sur J et α˜N (., h) dans un borne´ de Cφ(N)(J), ou` φ(N) → +∞ lorsque







, avec ||| < x >Φ2(N) R(N,h) < x >Φ2(N) |||1 ≤ CN
et Φj(N)→ +∞ (j = 1, 2) sont des termes de la forme hφ(N)α˜N (λ, h), en vertu du the´ore`me
(2.3.5). Il en est de meˆme pour les distributions dont la h−transforme´e de Fourier (Fh)
est un O(< t >−Φ1(N) hΦ2(N)). On ne s’occupera donc pas de ces types de terme dans les
de´monstrations qui vont suivre.
Passons a` pre´sent a` la description de la preuve du the´ore`me (2.4.1).
On commence par fixer quelques notations :











R0(λ± i0) = (ωˆ − λ∓ i0)−1 R(λ± i0) = (Hˆ − λ∓ i0)−1
E0(.) et E(.) de´signant respectivement les re´solutions spectrales de ωˆ et Hˆ.
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ces notations devant eˆtres comprises au sens faible. On peut d’ores et de´ja` e´carter la distri-
bution iv) en vertu de la discussion pre´ce´dente.
Les re´sultats sur le calcul fonctionnel (cf chapitre 1), montrent que i), ii) et iii) ont des





, αj ∈ S1(−∞,−2ρ)
ii)j hjTr
(
βj(x, hD)(E′ − E′0)
)





, γj ∈ S1(−∞,−ρ)
les αj , βj , γj ayant leurs supports contenus dans ω−1(supp(χ)) ∪H−10 (supp(χ)) et sont donc
a` support compact en ξ. (cf (1.14) au chapitre 1.)








On fera toutefois quelques remarques sur ces distributions qu’on peut aussi e´crire en
fonction de Tr(αj(x, hD)(ωˆ − λ± i0)−1) .
– Les distributions de type iii)j sont des densite´s spectrales locales (voir par exemple [24],
[36], [41]) et ont de´ja` e´te´ e´tudie´es ; en particulier, on sait que l’hypothe`se de non capture
permet d’en donner des de´veloppements asymptotiques. On rappellera le principe de
leur analyse qui utilise : me´thode BKW, relation de Poisson semi-classique, the´ore`me
d’Egorov, parame´trixe d’Isozaki-Kitada et estimations de propagation.
– Les distributions de type ii)j n’ont, elles, pas e´te´ e´tudie´es dans la litte´rature. Signalons
toutefois que leur analyse est tre`s proche des techniques de [41].
Quitte a` e´crire βj = ϕβj + (1 − ϕ)βj avec ϕ ∈ C∞0 (Rd), on se rame`ne, modulo des
distributions de type i)j et iii)j , a`
Tr
(
(1− ϕ)βj(x, hD)(E′ − E′0)
)
, supp(1− ϕ) ⊂ {|x| ≥ R >> 1}






Hˆ − e−i th ωˆ)(1− ϕ)). (2.1)
Graˆce a` (1 − ϕ) et βj (par cyclicite´ de la trace), on est microlocalise´ dans une zone
|x| ≥ R, ξ ∈ ω−1(I1) (I1 voisinage aussi proche qu’on veut de I0 par choix de R) ; on
fait alors un de´coupage de cette zone en deux morceaux : zones entrantes et sortantes,






Hˆχ±(x, hD)− e−i th ωˆχ±(x, hD))
)
, ±t ≥ 0
χ+ supporte´ dans une zone sortante et χ− dans une zone entrante. On n’e´tudie que le
cas sortant (avec t ≥ 0), le cas entrant e´tant analogue. Par des constructions d’Isozaki-











?, t ≥ 0
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les Jϕ+(.) e´tant des ope´rateurs inte´graux de Fourier de phase ϕ+(x, ξ) (inde´pendante





ϕ+(x, ξ)− < x, ξ >
)
= O(< x >1−ρ−|ν|). (2.2)
On remplace le propagateur par son de´veloppement d’Isozaki-Kitada ce qui nous conduit







? − e−i th ωˆχ+(x, hD)
)
, t ≥ 0













Enfin, une e´tude assez pre´cise du the´ore`me d’Egorov semi-classique, des e´quations de
transport conduisant aux ak, bn et (2.2) permettent de montrer que
Jϕ+(bn)
?βj(x, hD)Jϕ+(ak)− χ+(x, hD)βj(x, hD) ∈ Oph(S1(−∞,−2ρ))
alors qu’il n’est a` priori que dans Oph(S1(−∞,−ρ)), ce qui permet de conclure que (2.3)
est la transforme´e de Fourier d’une distribution de la forme Tr
(
δ(x, hD)(ωˆ−λ− i0)−1)






















)− Tr(αj(x, hD)g(ωˆ)R0(λ− i0)) (2.4)
et comme d’autre part, on a










il est naturel d’introduire les distributions suivantes









1[0,±∞[ de´signant la fonction caracte´risitique de [0,±∞[.
On a alors le re´sultat suivant qui se de´montre a` partir d’un argument simple de phase sta-
tionnaire (cf [41]).
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Proposition 2.4.6 i) uj(λ) = u+j (λ)− u−j (λ)
ii) u±j (λ) a un de´veloppement asymptotique complet dans C
∞(J) de la forme














α±j (x, hD)R0(λ± i0)
)
+hφ(N)Tr
(R±N (h) < x >−φ(N) R0(λ± i0) < x >−φ(N) ) (2.6)
avec lim
N→+∞









βj(x, hD)(g(Hˆ)E′(λ)− g(ωˆ)E′0(λ))(1− ϕ)
)
,
avec ϕ(x) = ϕ0(x/R), R > 0 et ϕ0 = 1 sur la boule unite´ . (2.7)
Comme βj(x, hD) est un des termes du de´veloppement de Qˆχ(Hˆ) avec χ ∈ C∞0 (I), on peut
dire, vue la forme de ce de´veloppement, que si R est assez grand, il existe un compact I1 de
I tel que
|x| ≥ R et (x, ξ) ∈ H−10
(
supp(χ)
)⇒ ξ ∈ ω−1(I1)
Soit ψ ∈ C∞0 (I) valant 1 au voisinage de I1. Les formules de compositions montrent que pour
tout M > 0
(1− ϕ)(1− ψ(ωˆ))βj(x, hD) = hMrM (x, hD, h)
avec rM (., ., h) dans un borne´ de S1(−∞,−M), donc en utilisant les ine´galite´s de propagation
et la cyclicite´ de la trace on obtient
vj(λ) = Tr
(
βj(x, hD)(g(Hˆ)E′(λ)− g(ωˆ)E′0(λ))(1− ϕ)ψ(ωˆ)
)
+Oλ(h∞)
le Oλ(h∞) e´tant pris pour la topologie de C∞(I0).
Le symbole de (1− ϕ)ψ(ωˆ) est (1− ϕ(x))ψ(ω(ξ)) que l’on peut e´crire sous la forme suivante
avec σ± ∈]− 1, 1[ bien choisis :
(1− ϕ(x))ψ(ω(ξ)) = χ+(x, ξ) + χ−(x, ξ), supp(χ±) ⊂ Γ±(I1,±σ±, R)
avec Γ+ (resp. Γ−) la zone sortante (resp. entrante) de´finie par
Γ±(I1,±σ±, R) = {(x, ξ) ∈ R2d ; |x| ≥ R, ω(ξ) ∈ I1,± cos(x,∇ω(ξ)) ≥ −σ±}
Il nous suffit donc d’e´tudier
v±j (λ) = Tr
(
βj(x, hD)(g(Hˆ)E′(λ)− g(ωˆ)E′0(λ))χ±(x, hD)
)
.
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Etude de v+j (λ).
La h−transforme´e de Fourier de v+j est
Fhv+j (t) = Tr
(
βj(x, hD)(g(Hˆ)U(t, h)− g(ωˆ)U0(t, h))χ+(x, hD)
)
.
Cette distribution fait intervenir g(Hˆ)U(t, h)χ+(x, hD) dont on peut donner une approxima-
tion a` partir des constructions d’Isozaki-Kitada ; c’est l’objet de la proposition suivante dont
la preuve se trouve dans l’annexe A.
Proposition 2.4.7 (Isozaki-Kitada) Si R (cf (2.7)) est assez grand, il existe deux familles
(aj)j∈N et (bj)j∈N, aj , bj ∈ S1(−∞,−j) telles que pour tout N > 0
U(t, h)χ+(x, hD) = Jϕ+(a(N)(h), h)U0(t, h)Jϕ+(b(N)(h), h)







jbj et ϕ+ ∈ C∞(R2d,R)









ξ (ϕ+(x, ξ)− < x, ξ >) = O(< x >1−ρ−|α|), (x, ξ) ∈ R2d.
De plus il existe CN > 0 tel que pour tout h ∈]0, h0] et tout t ≥ 0 :
|Tr(Opwh (βj)g(Hˆ)RN (h, t))| ≤ CNhN (1 + t)−N8 . (2.8)
Notons que cette approximation n’est valable que pour t ≥ 0, alors qu’on doit e´tudier Fhv+j (t)
sur R ; en fait l’e´tude de Fhv+j (t) pour t ≤ 0 se rame`ne au cas t ≥ 0 en remarquant que, si T
est un ope´rateur de classe trace, on a Tr(T ?) = Tr(T ). En effet, cette identite´ montre que
Fhv+j (t) = Tr
(
χ+(x, hD)?(g¯(Hˆ)U(−t, h)− g¯(ωˆ)U0(−t, h))βj(x, hD)?
)
, t ≤ 0
qui peut se mettre, en utilisant la cyclicite´ de la trace, sous la forme
Tr
(
β˜j(x, hD)(g¯(Hˆ)U(−t, h)− g¯(ωˆ)U0(−t, h))χ˜+(x, hD)
)
, t ≤ 0
avec β˜j ∈ S1(−∞,−ρ) et χ˜+ supporte´ dans une zone sortante. On obtient ainsi une distribu-
tion de la meˆme forme que Fhv+j (−t) avec t ≤ 0. Cette discussion montre donc qu’il suffit de
conside´rer t ≥ 0, ce que l’on supposera jusqu’a` la fin de ce paragraphe.
La cyclicite´ de la trace et le fait que βj(x, hD)(g(Hˆ)− g(ωˆ)) ∈ S1 montrent que
Fhv+j (t) = Tr
(




χ+(x, hD)βj(x, hD)(g(Hˆ)− g(ωˆ))U0(t, h)
)
;
or χ+(x, hD)βj(x, hD)(g(Hˆ)−g(ωˆ)) a un de´veloppement asymptotique (cf the´ore`me (1.2.26)),
on peut donc appliquer au deuxie`me terme de la formule ci-dessus la proposition (2.4.6).
Il nous reste donc a` conside´rer
v˜+j (t) = Tr
(
βj(x, hD)g(Hˆ)(Jϕ+(a(N)(h), h)U0(t, h)Jϕ+(b(N)(h), h)
? − U0(t, h)χ+(x, hD))
)
.
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βj,k(x, hD)(Jϕ+(a(N)(h), h)U0(t, h)Jϕ+(b(N)(h), h)
? − U0(t, h)χ+(x, hD))
)
avec βj,k ∈ S1(−∞,−ρ).
Proposition 2.4.8 Si la ρ−perturbation Q(h) ∼∑j≥0 hjQj ve´rifie l’hypothe`se additionnelle
Qj ∈ S1(1 + ω,−ρ− 1), ∀ j ≥ 1
alors, l’ope´rateur suivant
Jϕ+(b(N)(h), h)
?βj,k(x, hD)Jϕ+(a(N)(h), h)− χ+(x, hD)βj,k(x, hD)
est pseudo-diffe´rentiel et son symbole a un de´veloppement dans S1(−∞,−2ρ) ; en particulier,









De´monstration : par cyclicite´ de la trace, on a
v˜+j,k(t) = limM→+∞
Tr(VMU0(t, h)) dans S ′,
VM e´tant l’ope´rateur suivant :
Jϕ+(b(N)(h), h)
?φ0(x/M)βj,k(x, hD)Jϕ+(a(N)(h), h)− χ+(x, hD)φ0(x/M)βj,k(x, hD)
ou` φ0 ∈ C∞0 (Rd) vaut 1 au voisinage de 0.
D’apre`s le the´ore`me (A.2.6) et la proposition (A.2.1), VM s’e´crit Opwh (VM (h)). On va montrer
que (VM (h))M≥1 converge dans S1(−∞,−ρ′) pour un certain ρ′ > d.
Avant de montrer cette partie technique, indiquons comment on en de´duit la proposition.
Puisque son symbole de´crit un borne´ de S1(−∞, ρ′/2), VM < x >ρ′/2< hD >ρ′/2 reste dans
un borne´ de S2(L2(Rd)) pour M ≥ 1 ; on peut donc en extraire une sous-suite faiblement
convergente (S2(L2(Rd)) e´tant un espace de Hilbert se´parable) ; ne´cessairement cette limite
faible V ′ est(
Jϕ+(b(N)(h), h)





qui est un ope´rateur pseudo-diffe´rentiel a` symbole dans S1(−∞,−ρ′/2). Comme d’autre part,
< hD >−ρ′/2< x >−ρ′/2 U0(t, h) ∈ S2(L2(Rd)), la suite extraite ci-dessus compose´e avec cet
ope´rateur vont donner une suite d’ope´rateurs a` trace, dont la trace converge vers
Tr
(V ′ < hD >−ρ′/2< x >−ρ′/2 U0(t, h)) (2.9)
pour tout t, et comme U0(t, h) est unitaire, Tr
(VMU0(t, h)) est borne´ uniforme´ment par
rapport a` t ∈ R et M ≥ 1, si bien que Tr(VMU0(t, h)) converge dans S ′ vers (2.9), d’ou` le
re´sultat.
Soit donc ρ′ tel que d < ρ′ < 2ρ et montrons que VM converge dans S1(−∞,−ρ′).
Dans la formule donnant VM on peut remplacer φ0(x/M)βj,k(x, hD) par β′M (x, hD) avec β′M
convergeant dans S−∞,−ρ11,1 pour tout ρ1 < ρ.
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Lemme 2.4.9
Jϕ+(b(N)(h), h)
?β′M (x, hD)Jϕ+(a(N)(h), h)− Jϕ+(b(N)(h), h)?Jϕ+(β′M , h) = β′′M (x, hD, h)
avec β′′M (h) qui converge dans S1(−∞,− inf(d+ 1, ρ+ ρ1)) lorsque M → +∞.
De´monstration : D’apre`s la proposition (A.2.1), on a







avec rd,M (h) qui converge dans S1(−∞,−d−1) lorsque M → +∞. Il suffit donc de s’inte´resser















Si l’un des α′i est non nul, (2.10) converge dans S1(−∞,−ρ1 − ρ) car ∂α
′
i
x ϕ+(x, ξ) = O(<
x >−ρ); pour la meˆme raison, ∂βη β′M (x, ∂xϕ+(x, ξ))−∂βη β′M (x, ξ) converge dans S1(−∞,−ρ1−
ρ), si bien qu’on peut remplacer (β′M#am)n par ∂
β
η β′M (x, ξ)∂
β
xam(x, ξ). Or, en utilisant les









est un ope´rateur pseudo-diffe´rentiel dont le symbole converge dans S1(−∞,−ρ1− ρ) si m 6= 0
ou β 6= 0. Le lemme est donc de´montre´.










β±j (x, hD)R0(λ± i0)
)
+hφ(N)Tr
(R˜±N,0(h) < x >−φ(N) R0(λ± i0) < x >−φ(N) )
+hφ(N)Tr
(R˜±N,1(h, λ) < x >−φ(N) R(λ± i0) < x >−φ(N) ) (2.11)
avec R˜±N,1(h, λ) ∈ Cφ(N)(J,S1) et
























(l’inte´grale signifiant la h−transforme´e de Fourier inverse).
Contrairement au terme pre´ce´dent, on ne peut pas analyser assez pre´cise´ment sa transforme´e
de Fourier pour tout t. Mais comme on va le remarquer, il suffit de l’e´tudier pour des t =
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O(h−M ).








λθ(hkt)u(h, t)dt =: u˜k(h, λ).
En utilisant les ine´galite´s de propagation, on de´montre facilement le lemme suivant.
Lemme 2.4.10 Il existe M0 > 0 tel que pour tout j ∈ N et tout k ∈ N




reste dans un borne´ de Cj(J) lorsque h ∈]0, h5].
Il suffit donc de de´montrer l’existence de de´veloppements asymptotiques pour les uˆk(h, λ).
Cela re´sulte de trois autres lemmes.
Lemme 2.4.11 Si on suppose λ0 valeur non critique ω + Q0, il existe t0 > 0 tel que, pour











)u(h, t)dt = h−n
N−1∑
j=0
hjFc,j(λ) + hN−nF˜c,N (h, λ)
ou` les Fc,j sont C∞ dans un voisinage V0 de λ0 (inde´pendant de j) et F˜c,N (h, .) dans un borne´
de C∞(V0).
Ide´e de la preuve : on utilise la me´thode BKW pour construire une parame´trixe de
U(t, h) pre`s de l’e´nergie λ0 puis, et le the´ore`me de la phase stationnaire montre l’existence du
de´veloppement. 
On utilise aussi le lemme suivant dont la preuve se trouve dans [45]
Lemme 2.4.12 Il existe T0 > 0 tel que pour tout j ∈ N, il existe Cj > 0 tel que
|u(h, t)| ≤ Cjhj ∀|t| ≥ T0 ∀h ∈]0, h5] (2.12)
Enfin par la relation de Poisson semi-classique (cf [36], [39]), on obtient le lemme suivant
Lemme 2.4.13 Pour tout T > 0, u(h, t) est O(h∞) dans C∞([T−1, T ]) c’est-a`-dire que pour













. En utilisant d’autre part, les formules (2.6) et (2.11), on constate qu’on
a de´montre´ le the´ore`me (2.4.1).
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2.4.6 Ame´lioration possible
Pour des raisons uniquement techniques, on a suppose´ que la perturbation ve´rifiait
Q(h)−Q0 ∈ S1(1 + ω,−ρ− 1),
avec une condition de non capture sur ω + Q0. Toutefois, il doit eˆtre possible d’obtenir les
meˆmes re´sultats lorsque les symboles du de´veloppement deQ(h) ve´rifient la condition naturelle
Qj ∈ S1(1 + ω,−ρ) ∩ S1(1 + ω,−j), j ≥ 0.
Pour cela, il suffit de remplacer le symbole principal Q0 par
Q0(h) = Q0 + hQ1 + · · ·+ hj0Qj0
avec j0 assez grand, puisqu’alors Q(h) − Q0(h) ∈ S1(1 + ω,−ρ − 1). Seules les fonctions
de phases ϕ± introduites pour les construction d’Isozaki-Kitada vont a` pre´sent de´pendre de
h; pour h assez petit, elle vont certainement de´pendre de fac¸on C∞ de h, car Q0(h) est
une perturbation C∞ en h de Q0. Pour construire ces fonctions de phases, il faudrait aussi
controˆler uniforme´ment par rapport a` h les trajectoires de
∂(ω +Q0(h))
∂ξ
∂x − ∂(ω +Q0(h))
∂x
∂ξ
dans des zones sortantes et entrantes inde´pendante de h (voir le paragraphe suivant ou` on
montre qu’un tel controˆle est possible).
On ne de´taillera pas cette partie, compose´e essentiellement de ve´rifications techniques, mais
il semble donc possible de s’affranchir de la restriction technique sur Q(h)−Q0.
2.5 Moyennes de Riesz
Comme on l’a vu au cours de la de´monstration du the´ore`me (2.4.1), si les ope´rateurs
< x >−µ (ωˆ + Qˆ − λ ± i0)−1 < x >−µ existent pour λ ∈ J avec µ assez grand, alors on a la













B±j (x, hD)(ωˆ − λ± i0)−1)
)
+hφ(N)Tr
(R±N (h) < x >−φ(N) (ωˆ − λ± i0)−1 < x >−φ(N) )+
hφ(N)Tr
(R˜±N (h, λ)0 < x >−φ(N) (ωˆ − Qˆ− λ± i0)−1 < x >−φ(N) ).
En effet, il suffit de relire la section pre´ce´dente en explicitant le reste dans la formule d’Isozaki-
Kitada RN (t, h) en utilisant les expressions (A.31), (A.32) et (A.33) de l’annexe A ainsi que








A0U(t− s)A1U0(s)A2dsdt = −A0R(λ+ i0)A1R0(λ+ i0)A2
(voir aussi la formule (2.5)) si A0, A1 et A2 sont des ope´rateurs graˆce auxquels cette limite
existe. En employant la meˆme me´thode que Robert dans [41], on obtient le the´ore`me
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The´ore`me 2.5.1 Si J ⊂]0,+∞[ est non critique pour ω et ω +Q0, et que :
il existe C > 0 et h′5 > 0, k > 0 et µ > 0 tels que
||| < x >−µ (ωˆ + Qˆ− λ± iτ)−1 < x >−µ ||| ≤ CeCh−k (2.13)
lorsque 0 < h ≤ h′5, 0 < τ ≤ 1, et λ ∈ J, on obtient alors









Notons qu’on en de´duit des asymptotiques pour les Riesz-means d’ope´rateurs diffe´rentiels
elliptiques : si P = p0(D) avec p0(ξ) =
∑
|α|=2m aαξ
α polynoˆme homoge`ne elliptique positif
d’ordre 2m et V = v(x,D) ope´rateur diffe´rentiel syme´trique d’ordre 2m a` symbole principal
v2m dans S1(1 +ω,−ρ) tel que P +V soit elliptique, et v(x, ξ)− v2m(x, ξ) ∈ S1(1 +ω,−ρ− 1)
et s’il existe C > 0, µ > 0, λ0 > 0 et k > 0 tels que
||| < x >−µ (P + V − λ± iτ)−1 < x >−µ ||| ≤ CeCλk , λ ≥ λ0, |τ | ∈]0, 1]
alors on a une estimation de la forme (2.13) pour ωˆ = h2mP et Qˆ = h2mV avec J voisinage
de 1, et d’autre part h2mη(λ/h2m) = η(λ, h) si η(λ) est la fonction de Koplienko associe´e a`
(P, P + V ) et η(λ, h) celle associe´e a` (h2mP, h2m(P + V )).














dx+O(λ d−12 ), λ↗ +∞
avec vjk(x) = gjk(x)− δjk, si on a une estimation au voisinage de +∞ de la forme
∃s > 0, k > 0 tels que ||| < x >−s (−∆g − λ± iτ)−1 < x >−s ||| = O(eλk)






−1/4, g(x) = det(gjk(x))
associe´ a` la me´trique (gjk(x)) = (gjk(x))−1 telle que, pour tout α :
|∂αx (gjk(x)− δjk)| = O(< x >−ρ−|α|), ρ > d/2,
δjk de´signant le symbole de Kronecker.
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2.6 De´terminant re´gularise´ des matrices de diffusion
Soit A un ope´rateur compact, de spectre {µj ; j ∈ N}, avec µj → 0 lorsque j → +∞.
Lorsque A est de classe trace
∑





Lorsque A est de Hilbert-Schmidt, on sait seulement que
∑
j |µj |2 < +∞ et on de´finit le





En particulier, lorsque A est de classe trace, on a
Det2(1 +A) = Det(1 +A)e−tr(A). (2.14)
Lemme 2.6.1 Si s > d/2 et λ non critique pour ω, l’ope´rateur Ξλ < x >−s: L2(Rd) →
L2(Σλ) est de classe Hilbert-Schmidt de norme (2pih)−d/2
(
dσλ(Σλ)
)1/2|| < x >−s ||L2 .
De´monstration : Soit A = Ξλ < x >−s . Pour obtenir le re´sultat, il suffit de montrer que
A?A est de classe trace dans L2(Rd) et que
Tr(A?A) = (2pih)−d
∫




Montrons d’abord que A?A ∈ S1. Comme c’est un ope´rateur positif, il suffit, en utilisant le
lemme de Fatou, de montrer que Tr(χjA?Aχj) est borne´ uniforme´ment par rapport a` j ≥ 1,
si χj(x) = χ(x/j) avec χ ∈ C∞0 (Rd) valant 1 au voisinage de 0 et telle que 0 ≤ χ ≤ 1. Or
χjA
?Aχj est l’ope´rateur de noyau χj(x) < x >−s Kλ(x, y) < y >−s χj(y) ∈ C∞0 (R2d) : sa
trace s’obtient donc en l’inte´grant sur la diagonale si bien que
(2pih)dTr(χjA?Aχj) =
∫
< x >−2s χj(x)2dx
∫
Σλ
dσλ ≤ || < x >−s ||2L2dσλ(Σλ)
ce qui nous donne une borne uniforme par rapport a` j, et donc que A?A est de classe trace.
Puis le the´ore`me de convergence domine´e montre que limj Tr(χjA?Aχj) = Tr(A?A) ce qui
donne la valeur de
(
Tr(A?A)
)1/2 qui est la norme cherche´e. 
Remarque : on de´duit de ce lemme que < x >−s Ξ?λ est e´galement de Hilbert-Schmidt et
de meˆme norme.
The´ore`me 2.6.2 Lorsque ρ > (d+1)/2, alors pour presque tout λ ∈ I ⊂]0,+∞[ non critique










En particulier Sλ(I)− 1 est de classe Hilbert-Schmidt et Bλ est de classe trace.
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De´monstration : Tout d’abord, le fait que Sλ(I) ∈ S2 et Bλ ∈ S1 est une conse´quence du
lemme pre´ce´dent.
Le principe de la de´monstration de (2.15) est simple : la formule est vraie pour ωˆ+Qˆj , lorsque
Qˆj = ϕ(x/j)Qˆϕ(x/j) donc par passage a` la limite, on doit obtenir le re´sultat.
En effet, pour j assez grand, Qj ainsi de´fini est une ρ−perturbation et les matrices de diffusion
associe´e a` ωˆ+Qˆj sont des perturbations de classe trace de l’identite´, donc, si en notant Sj,λ(I),
Aj,λ et Bj,λ la matrice de diffusion et les ope´rateurs associe´s a` Qj (formule (2.2)) on obtient,








































η′j(λ) = ξj(λ) + Tr
(Aj,λ)→ η′(λ).
Mais, on doit avoir une convergence ponctuelle en λ, alors qu’a` priori, on a seulement conver-
gence de η′j vers η
′ au sens des distributions. Pour montrer cette convergence ponctuelle, on
fait le raisonnement suivant :
si, pour tout λ0 ∈ I et j assez grand, η′′j reste dans un borne´ de C0(V1), V1 e´tant un voisinage
de λ0 inde´pendant de j, on obtient l’e´quicontinuite´ des η′j sur V1. Comme, d’autre part η′j
converge au sens des distributions, par le the´ore`me d’Ascoli-Arzela, on peut en extraire une
sous-suite, η′j′ qui converge dans C
0(V1), ne´cessairement vers η′, ce qui donne le the´ore`me.
Il suffit donc de montrer l’e´quicontinuite´ de η′j sur un certain V1. Le choix de ce voisinage se
fait graˆce au lemme (2.3.3), puisque, si λ0 /∈ σpp(ωˆ + Qˆ), alors il existe un voisinage de λ et
une constante c > 0 telle que σpp(ωˆ + Qˆj) ∩ V1 = ∅ et
||| < x >−s (ωˆ + Qˆj − λ± iα)−1 < x >−s ||| ≤ c, ∀λ ∈ V1, ∀α ∈]0, 1], ∀j > j0 >> 1.
Alors, en relisant la de´monstration du the´ore`me (2.4.1) (a` h fixe´) on montre que η′′ reste
dans un borne´ de C0(V1) ; en effet tous les ope´rateurs en facteur de E′ ou` E′0 de´pendent
continument de Qj , a` condition de ve´rifier qu’il en est de meˆme pour les fonctions de phase
de la parame´trixe d’Isozaki-Kitada. C’est un corollaire simple de la proposition suivante, en
proce´dant comme dans [41] (on n’etudie que le cas des zones sortantes) dont la de´monstration
est une simple adaptation de la proposition 2.1 de [16]. D’ou` le the´ore`me. 
Le reste du paragraphe est consacre´ a` la preuve de la proposition suivante, ou` la notation
(zH(t, x, ξ), ζH(t, x, ξ)) de´signe le flot hamiltonien de H (cf (2.2)).
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Proposition 2.6.3 Pour tout σ ∈] − 1, 1[ et tout I ⊂]0,+∞[ non critique pour ω, il existe
R > 0, e0 > 0 et c1 > 0 tels que
|zH(t, x, ξ)| ≥ e0|x|
|ζH(t, x, ξ)− ξ| ≤ c1 < x >−ρ
|zH(t, x, ξ)− (x+ tv(ξ))| ≤ c1t < x >−ρ
pour tous (x, ξ) ∈ Γ+(I,R, σ), t ≥ 0 et H = ω+Q0, Q0 de´crivant un borne´ B de S1(1+ω,−ρ)
(Q0 a` valeurs re´elles).
De plus, pour tout ε > 0 assez petit, on a
(zH(t, x, ξ), ζH(t, x, ξ)) ∈ Γ+(I, e0R, σ − )
Avant de donner la de´monstration de cette proposition, on donne deux lemmes ; il s’agit juste
d’adapter et de controˆler par rapport a` H les estimations de Ge´rard et Martinez dans [16].
Lemme 2.6.4 Soit I un intervalle compact non critique pour ω. Soit σ ∈] − 1, 1[. Alors, il
existe 0 > 0, 1 > 0 et R0 > 0 tels que, si v(ξ) = ∇ω(ξ),
(1− 0)2|v(ξ)|2 + 2t < x, ∂ξH(x, ξ) > +|x|2 ≥ 1(|x|+ t|v(ξ)|)2
pour tous t ≥ 0, (x, ξ) ∈ Γ+(I,R0, σ) et H = ω +Q0, Q0 ∈ B.
De´monstration : On part de
|x+ t∂ξH(x, ξ)|2 = |x|2 + t2|∂ξH(x, ξ)|2 + 2t < x, ∂ξH(x, ξ) >
= |x|2 + t2|v(ξ)|2 + 2t < x, v(ξ) >
+t2(|∂ξH(x, ξ)|2 − |v(ξ)|2) + 2t < x, ∂ξH(x, ξ)− v(ξ) >
or |v(ξ)| ≥ a > 0 pour ω(ξ) ∈ I, et
|∂ξH(x, ξ)− v(ξ)| ≤ C0 < x >−ρ, ∀x ∈ Rd, ω(ξ) ∈ I
avec C0 inde´pendant de H. On obtient donc pour |x| ≥ R0 assez grand inde´pendant de H et
ω(ξ) ∈ I :
|x+ t∂ξH(x, ξ)|2 ≥ (1− δ)t2|v(ξ)|2 − 2t(|σ|+ δ)|x| |v(ξ)|+ |x|2
ou` δ → 0 lorsque R0 → +∞. Comme
|x+ t∂ξH(x, ξ)|2 −
(|x|2 + t2|v(ξ)|2 + 2t < x, ∂ξH > ) = t2(|v(ξ)|2 − |∂ξH|2)
on a pour tout (x, ξ) ∈ Γ+(I,R0, σ) et tout H, quitte a` augmenter R0
|x|2 + t2|v(ξ)|2 + 2t < x, ∂ξH(x, ξ) > ≥ (1− δ′)t2|v(ξ)|2 − 2t(|σ|+ δ′)|x| |v(ξ)|+ |x|2
ou` δ′ → 0 lorsque R0 → +∞. De plus, on a
t2|v(ξ)|2 − 2t(|σ|+ δ′)|x| |v(ξ)|+ |x|2 ≥ (1− (|σ|+ δ′)2)|x|2
donc, pour tout  ∈]0, 1[ on a
(1− )|v(ξ)|2 + 2t < x, ∂ξH(x, ξ) > +|x|2 ≥ (− δ′)t2|v(ξ)|2 +
(
1− (|σ|+ δ′)2)|x|2
≥ 1(t2|v(ξ)|2 + |x|2)
avec 1 > 0 si δ′ est assez petit, ie pour R0 assez grand, d’ou` le lemme. 
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Lemme 2.6.5 Il existe K compact de Rd tel que
H(x, ξ) ∈ I ⇒ ζH(t, x, ξ) ∈ K, ∀ t ∈ R, ∀H = ω +Q0, Q0 ∈ B.
De´monstration : par conservation de l’e´nergie (et l’hypothe`se Pω), on a
H(x, ξ) = H(zH(t, x, ξ), ζH(t, x, ξ)) ≥ c0(1 + ω(ζH(t, x, ξ))).
Comme H(x, ξ) ∈ I compact et que lim∞ ω(ξ) = +∞, on voit facilement que ζH(t, x, ξ) doit
rester dans un compact inde´pendant de t,H. 
De´monstration de la proposition (2.6.3) : On part de l’identite´
∂
∂t
|zH |2 = 2 < ∂H
∂ζ
(zH , ζH), zH >
et on en de´duit que
∂2
∂t2









≥ 2| .zH |2 − C1 < zH >−ρ
avec C1 > 0 ne de´pendant pas de H, en utilisant le fait que
.
ζH= ∂zH(zH , ζH) ainsi que le
lemme pre´ce´dent. On de´finit alors TH(x, ξ) comme
sup{t ≥ 0; |zH(s, x, ξ)| ≥ R0 et 2| .zH (s)|2 − C1 < zH(s) >−ρ≥ 2(1− 0)2v(ξ)2, ∀s ∈ [0, t]}
et on montre que pour R > 0 assez grand et inde´pendant de H on a TH(x, ξ) = +∞ pour
tout (x, ξ) ∈ Γ+(I,R, σ). Il est clair que si R > R0 + 1, alors pour tout (x, ξ) ∈ Γ+(I,R, σ) et
Q0 ∈ B, on a TH(x, ξ) > 0. On a alors, par inte´gration sur [0, t] avec t ∈ [0, TH(x, ξ)[ :
∂
∂t
|zH(t, x, ξ)|2 ≥ 2(1− 0)2tv(ξ)2 + 2 < x, ∂H
∂ξ
(x, ξ) >
et donc en inte´grant a` nouveau
|zH(t, x, ξ)|2 ≥ |x|2 + (1− 0)2t2v(ξ)2 + 2t < x, ∂H
∂ξ
(x, ξ) >
≥ 1(|x|+ tv(ξ))2 (2.16)
d’apre`s le lemme (2.6.4). En utilisant alors le fait que ζH(t) − ξ = −
∫ t
0 ∂zH(zH(s), ζH(s))ds
et (2.16), on obtient
|ζH(t, x, ξ)− ξ| ≤ C2
∫ t
0
(1 + |x|+ s|v(ξ)|)−ρ−1ds
≤ C3 < x >−ρ (2.17)
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ou` C2, C3 ne de´pendent pas de H. De meˆme, on obtient
|zH(t, x, ξ)− x− tv(ξ)| ≤ C2
∫ t
0
(1 + |x|+ s|v(ξ)|)−ρds
≤ C3t < x >−ρ (2.18)
dont on de´duit que
|zH(t, x, ξ)| ≥ |x+ tv(ξ)|/2 ≥ 2R0
pour (x, ξ) ∈ Γ+(I,R, σ) et R >> 1 inde´pendant de H. D’autre part, (2.16) et (2.17) montrent
que pour t ∈ [0, TH(x, ξ)[, (x, ξ) ∈ Γ+(I,R, σ) on a




quitte a` augmenter R de fac¸on inde´pendante de Q0 ∈ B. On a donc
2| .zH (t, x, ξ)|2 − C1 < zH(t, x, ξ) >−ρ≥ 2(1− 0)|v(ξ)|2
sur [0, T ′H(x, ξ)[ avec T
′
H(x, ξ) > TH(x, ξ) ce qui prouve que, pour R assez grand TH(x, ξ) =




Dans le chapitre pre´ce´dent, nous avons donne´, dans le cadre de la diffusion, une formule
asymptotique donnant la distribution spectrale d’ordre 2 (ie la de´rive´e seconde de la fonction
de Koplienko), ainsi qu’une formule exacte reliant une primitive de celle-ci a` un de´terminant
re´gularise´ des matrices de diffusion. Ces formules permettent d’e´tudier u2(λ, h) sur des niveaux
d’e´nergie > 0 fixe´ ou lorsque λ→ +∞, mais pas lorsque λ→ 0.
Le premier objectif de cette partie est de donner une expression “exacte” de la distribution
spectrale d’ordre p, toujours dans le cadre de la diffusion (ope´rateur non perturbe´ a` coefficients
constants) ; formellement on va montrer que









1 + Qˆ(ωˆ − λ− iα)−1)) (3.1)
si up est la distribution spectrale associe´e au couple (ωˆ, ωˆ + Qˆ) avec ωˆ = ω(hD). Remar-
quons qu’une telle formule ne´cessite que Qˆ(ωˆ + i)−1 ∈ Sp ce qui nous oblige a` conside´rer des
perturbations relativement compactes. La formule ci-dessus est l’extension naturelle de




arg Det(1 + Qˆ(ωˆ − λ− iα)−1), pour presque tout λ ∈ R
donnant la fonction de Birman-Krein (primitive de u1 lorsque Qˆ est de classe trace.
Le second objectif de cette partie est de ge´ne´raliser un re´sultat de Colin-de-Verdie`re [11] et
Guillope´ [18] (voir aussi Robert [44])pour des ope´rateurs de Schro¨dinger a` potentiel a` support
compact au cas d’un potentiel L2. Ces derniers ont de´montre´ que, lorsque V ∈ C∞0 (Rd) en














si λ1, · · · , λN sont les valeurs propres strictement ne´gatives de −∆ + V, re´pe´te´es avec leurs
multiplicite´s, N0 est la multiplicite´ de 0 comme valeur propre,  = 1/2 si 0 est re´sonance
( = 0 sinon) et les sl sont les coefficients du de´veloppement asymptotique en +∞, ξ(λ) ∼
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On va montrer une formule analogue lorsque d = 3 et
∂αV (x) = O(< x >−ρ−|α|), ρ > 5/2
pour tout α ; dans ce cas, on remplace la fonction de Birman-Krein par la de´rive´e de la fonction
de Koplienko, puisque V n’est pas inte´grable mais L2. Pour e´tablir ce type de re´sultat, on
doit e´tudier η′ (ou ξ) au voisinage de 0 (a` partir de la formule (3.1)) ; en particulier, il faut
calculer le saut en 0 : η′(+0)−η′(−0) qui de´pend de la nature de 0 dans le spectre de −∆+V
(re´sonance, valeur propre). Lorsque V est a` support compact, on a assez de de´croissance pour
utiliser le de´veloppement de la re´solvante (−∆ − z)−1 (donne´ par Jensen-Kato [26]) a` un
ordre suffisament e´leve´ ; avec notre choix de potentiel, ce n’est plus possible, raisons pour
laquelle on se limitera au cas o‘u 0 est re´gulier (ni re´sonance, ni valeur propre) puisque alors,
il est possible de montrer que η′ est continue en 0. Notons que, selon Jensen-Kato, 0 est
ge´ne´riquement re´gulier. Pour l’e´tude au voisinage de 0, on utilise essentiellement Jensen-Kato
[26] ; pour aborder des proble`mes similaires en dimension plus grande, mentionnons l’existence
d’un autre article de Jensen [25] ainsi qu’un travail re´cent de Jensen-Nenciu [27].
Dans tout ce chapitre, on va utiliser des arguments de fonctions holomorphes, c’est pourquoi
on fixe quelques notations et re´sultats e´lm´entaires dans le paragrahe qui suit.
3.2 Log complexes
Soit ϕ(z) une fonction holomorphe sur C+ = {z ; =(z) > 0} ne s’annulant pas. On veut





= ϕ(z), ∀ z ∈ C+.





, log de´signant une de´termination de la fonction logarithme sur ce plan coupe´ ; mais
on veut pouvoir tourner autour de 0 ce qui impose les constructions qui vont suivre.














Logx0ϕ(z) = 0. (3.3)
De´monstration : unicite´. Si L1(z) et L2(z) sont deux solutions, (3.2) montre que L1(z)−
L2(z) ∈ 2ipiZ et donc, par connexite´ de C+, que L1 − L2 est constante. Cette constante est
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nulle d’apre`s (3.3).












solution sur {x0}+i[y0,+∞[, si log de´signe la de´termination principale (usuelle) du logarithme.










dµ, z ∈ C+ (3.4)









= ϕ(z) sur un ensemble posse`dant un point d’accumulation. D’ou` la
proposition. 







Logx0ϕj(z), ∀ z ∈ C+ (3.5)
puisque cette relation est vraie sur {x0}+ i[yn,+∞[ avec yn assez grand.
Remarquons e´galement que si ϕ(x+ iy)→ 1 uniforme´ment sur [x0, x1] lorsque y → +∞ alors
Logx0ϕ = Logx1ϕ.
On peut alors donner la
De´finition 3.2.2 On dira que ϕ admet un Log sur C+ si, ϕ est une fonction holomorphe
sur C+ qui ne s’annule pas, telle que, pour tout [x0, x1] ⊂ R
lim
y→+∞ϕ(x+ iy) = 1, uniforme´ment par rapport a` x ∈ [x0, x1].
On notera alors Logϕ l’unique fonction holomorphe sur C+ telle que
exp
(




On de´finit e´galement l’argument par
arg ϕ(z) = =(Logϕ(z)).
On a alors une premie`re proprie´te´ :
Proposition 3.2.3 Soit (ϕn)n une suite de fonctions admettant un Log sur C+ et conver-




uniforme´ment sur tout compact de C+.
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De´monstration : c’est une conse´quence imme´diate de la formule (3.4), en remarquant
qu’on peut choisir y0 inde´pendant de n ≥ n0 >> 1 tel que |1− ϕn(x0 + iy)| ≤ 1/2 pour tous
y ∈ [y0, y0 + 1] et n ≥ n0. 




et de les comparer a` limn→+∞ limα→+0 Logϕn(λ+ iα). C’est la raison pour laquelle on e´nonce
le re´sultat suivant.
Proposition 3.2.4 Soient (ϕn)n∈N et ϕ des fonctions admettant un Log sur C+.
Supposons que ϕn et ϕ aient des prolongements continus a` [a, b] + i[0,+∞[ qui ne s’annulent
pas sur [a, b].
Alors Logϕn et Logϕ ont des prolongements continus a` [a, b] + i[0,+∞[, dont on note les
restrictions a` [a, b] Logϕn(.+ i0) et Logϕ(.+ i0).
De plus, si ϕn converge vers ϕ uniforme´ment sur [a, b] + i]0, 1] et sur tout compact de C+
alors
lim
n→+∞Logϕn(λ+ i0) = Logϕ(λ+ i0)
uniforme´ment sur [a, b].
De´monstration : Soit λ0 ∈ [a, b] et posons reiθ = ϕ(λ0) avec r > 0 (on identifiera ϕ et ϕn
avec leurs prolongement sur [a, b]). Alors pour  > 0 assez petit,
|ϕ(z)− ϕ(λ0)| ≤ r4 , |z − λ0| ≤ , z ∈ [a, b] + i[0, 1]
et donc, pour n ≥ n0 assez grand
|ϕn(z)− ϕ(λ0)| ≤ r2 , |z − λ0| ≤ , z ∈ [a, b] + i[0, 1]








sur [a, b] + i[0, 1] ∩ B(λ0, ) si log










avec kn et k des entiers relatifs (inde´pendant de z) ; donc si on fixe z ∈ [a, b]+ i]0, 1]∩B(λ0, ),








, on obtient que lim kn = k
c’est-a`-dire que kn = k pour n assez grand. La proposition est alors une conse´quence facile du











3.3 Perturbations relativement compactes a` courte porte´e
Le but de ce paragraphe est de donner une expression de up(λ) pour le couple ωˆ, ωˆ + Qˆ
lorsque ωˆ = ω(hD) et
Q ∈ S1((1 + ω) < ξ >−r,−ρ).
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Dans ce cas Qˆ est une perturbation relativement compacte de ωˆ puisque
Qˆ(ωˆ − z)−1 ∈ Sp, z /∈ σ(ωˆ)
ce qui permet d’utiliser les quantite´s
Detp(1 + Qˆ(ωˆ − z)−1)
si ρ > d/p et r > d/p. On va e´tudier up sur le spectre absolument continu de ωˆ + Qˆ ce qui
nous conduit a` utiliser le principe d’absorption limite, raison pour laquelle on devra choisir
par la suite ρ > 1 + d/p. On commence en supposant que
Q ∈ S(R2d).
A partir des re´sultat du lemme (2.3.3), on de´montre facilement le
Lemme 3.3.1 Pour tous ν > 1/2, et λ0 > 0 non critique pour ω, il existe s0 > 0 et V
voisinage de λ0 dans C tel que < x >−ν (ωˆ + sQˆ − z)−1 < x >−ν reste dans un borne´ de
L(L2) pour 0 ≤ s ≤ s0 et z ∈ V \ R.
De plus σpp(ωˆ + sQˆ) = ∅ et
< x >−ν (ωˆ + sQˆ− λ± i0)−1 < x >−ν
est C∞ sur [0, s0] (en norme d’ope´rateur) avec ses de´rive´es successives dans S1. La de´rive´e
k−ie`me par rapport a` s est :
(−1)kk! < x >−ν (ωˆ+ sQˆ− λ± i0)−1Qˆ(ωˆ+ sQˆ− λ± i0)−1 · · · Qˆ(ωˆ+ sQˆ− λ± i0)−1 < x >−ν
et est continue par rapport a` (λ, s) ∈ (V ∩ R)× [0, s0].
Comme Qˆ est une perturbation de classe trace de ωˆ la fonction de Birman-Krein ξ est bien
de´finie et inte´grable ; de plus, on a (cf le chapitre 8 de [50])
Tr
(
f(ωˆ + Qˆ)− f(ωˆ)) = −∫ ∞
−∞
ξ(λ)f ′(λ)dλ




arg D(λ+ iα), pour presque tout λ ∈ R
et D(z) = Det
(
1 + Qˆ(ωˆ − z)−1), =(z) > 0
ou` arg D(z) = =(Log(D(z))), Log(D(z)) de´signant l’unique fonction holomorphe sur =(z) >









D’autre part, si f ∈ C∞0 (]λ1, λ2[), ]λ1, λ2[⊂]0,+∞[ intervalle non critique pour ω, alors pour





















Qˆ(ωˆ + sQˆ− λ− i0)−1)) dλ (3.7)
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Qˆ(ωˆ + sQˆ− λ− i0)−1))
si Es de´signe la re´solution spectrale de ωˆ + sQˆ.












< x >ν Qˆ(ωˆ + sQˆ− λ− i0)−1 < x >−ν )k)) dλ,
avec ck = (−1)k(k − 1)!pi−1.








(Qˆ(ωˆ − λ− i0)−1)k))
ou` on doit comprendre Tr
(
(Qˆ(ωˆ − λ− i0)−1)k) comme
Tr
(
(< x >ν Qˆ < x >ν< x >−ν (ωˆ − λ− i0)−1 < x >−ν)k) (3.8)
qui est C∞ car ν peut eˆtre choisi aussi grand qu’on veut.
Rappelons enfin que si A ∈ S1, et p ≥ 1 est un entier, on a (voir encore Yafaev [50])








Tenant compte de ces formules, on a de´montre´ une partie de la
Proposition 3.3.2 Soient Q ∈ S(R2d) et ]λ0, λ1[⊂]0,+∞[ un intervalle non critique pour
ω tel que ]λ0, λ1[∩σpp(Hˆ + Qˆ) = ∅. Alors, up, la distribution spectrale d’ordre p, est C∞ sur
]λ0, λ1[ et on a :









1 + Qˆ(ωˆ − λ− iα)−1)) ,
le terme de droite e´tant la de´rive´e au sens des distribution d’une fonction continue.
De´monstration : par la formule (3.9), on a
LogDetp
(






Qˆ(ωˆ − z)−1)k) ,
ou` on peut remplacer Qˆ(ωˆ − z)−1 par < x >ν Qˆ(ωˆ − z)−1 < x >−ν , pour tout ν > 1/2, en
utilisant la cyclicite´ de la trace et le fait que Det(1 + UAU−1) = Det(1 +A).
De plus, < x >ν Qˆ(ωˆ − λ− iα)−1 < x >−ν converge lorsque α → +0 dans C0(]λ0, λ1[,S1) si
ν > 1/2, vers < x >ν Qˆ(ωˆ−λ−i0)−1 < x >−ν , donc Detp
(
1+Qˆ(ωˆ−z)−1) a un prolongement
continu a` ]λ0, λ1[+i[0,+∞[.
Montrons que ce prolongement ne s’annule pas : cela revient a` montrer que 1+ < x >ν
3.3. PERTURBATIONS RELATIVEMENT COMPACTES A` COURTE PORTE´E 85
Qˆ(ωˆ − λ− i0)−1 < x >−ν est inversible, pour tout λ ∈]λ0, λ1[. C’est une conse´quence triviale
du fait que 1+ < x >ν Qˆ(ωˆ − λ − i0)−1 < x >−ν est la limite, en norme d’ope´rateurs, de
< x >ν (ωˆ + Qˆ− λ− iα)(ωˆ − λ− iα)−1 < x >−ν qui admet pour inverse
< x >ν (ωˆ − λ− iα)(ωˆ + Qˆ− λ− iα)−1 < x >−ν= 1− < x >ν Qˆ(ωˆ + Qˆ− λ− iα)1 < x >−ν
qui converge pour la meˆme topologie, lorsque α→ +0, si λ /∈ σpp(ωˆ + Qˆ), prouvant ainsi que
l’inverse de
(
1+ < x >ν Qˆ(ωˆ − λ− i0)−1 < x >−ν )−1 = 1− < x >ν Qˆ(ωˆ + Qˆ− λ− i0)−1 <
















(< x >ν Qˆ(ωˆ − λ− i0)−1 < x >−ν)k))
avec un membre de gauche continu et un membre de droite qui, teste´ contre −f ′ (f ∈
C∞0 ([a, b]), vaut < up, f >, d’ou` le re´sultat. 
Par passage a` la limite, on va obtenir le the´ore`me suivant qui, notons le, donne up(λ) e´galement
sur ]−∞, 0[\σpp(ωˆ + Qˆ).
The´ore`me 3.3.3 Soit Q ∈ S1
(
(1 + ω) < ξ >−r,−ρ) avec r > d/p et ρ > 1 + d/p.
Soit ]λ0, λ1[⊂ R \ {0} tel que σpp(ωˆ+ Qˆ)∩]λ0, λ1[= ∅. On suppose en plus que ]λ0, λ1[ est non








1 + Qˆ(ωˆ − λ− iα)−1), λ ∈]λ0, λ1[
existe et est une fonction continue ; de plus on a dans D′(]λ0, λ1[) :







1 + Qˆ(ωˆ − λ− i0)−1)) .
De´monstration : Il existe Qj ∈ S(R2d) telle que
lim
j→+∞
Qj = Q dans S0
(
(1 + ω) < ξ >−r
′
,−ρ′), ∀ r′ < r, ρ′ < ρ.
Si on note up,j la p−ie`me distribution spectrale associe´e au couple ωˆ, ωˆ + Qˆj , on sait de´ja`
que limj→+∞ up,j = up dans D′(R) ; pour obtenir le the´ore`me, il suffit donc de montrer, en
utilisant la proposition (3.2.4), que, pour tout Λ ∈]λ0, λ1[, il existe  > 0 et j0 > 0 tels que
Detp
(




1 + Qˆ(ωˆ − λ− iα)−1)










1 + Qˆ(ωˆ − λ− iα)−1) (3.10)
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uniforme´ment sur [λ0 − , λ0 + ] + i]0, 1].
Commenc¸ons par remarquer qu’on peut e´crire Detp
(
1 + Qˆ(ωˆ − λ− iα)−1) sous la forme
Detp
(
1+ < x >ν Qˆ(1 + ωˆ)−1 < x >ν< x >−ν (1 + ωˆ)(ωˆ − λ− iα)−1 < x >−ν )
pour tout ν > 1/2 tel que ρ − 2ν > d/p. < x >ν Qˆ(1 + ωˆ)−1 < x >ν est alors dans
Sp et le deuxie`me facteur a un prolongement continu sur ]λ0, λ1[+i[0,+∞[, a` valeurs dans
L(L2), d’apre`s [28]. On fait de meˆme pour Detp
(
1 + Qˆj(ωˆ−λ− iα)−1
)
qui va alors converger
uniforme´ment sur [λ′0, λ′1] + i]0, 1] (avec [λ′0, λ′1] ⊂]λ0, λ1[) puisque
lim
j→+∞
< x >ν Qˆj(1 + ωˆ)−1 < x >ν=< x >ν Qˆ(1 + ωˆ)−1 < x >ν
la convergence ayant lieu dans Sp.
Il reste a` ve´rifier ces prolongements ne s’annulent pas sur le bord. Fixons Λ ∈]λ0, λ1[. On sait
qu’il existe  > 0 tel que pour j ≥ j0 assez grand, [Λ−,Λ+]∩σpp(ωˆ+Qˆj) = ∅ donc l’inverse
de 1+ < x >ν Qˆj(ωˆ − λ− iα)−1 < x >−ν qui est
1− < x >ν Qˆj(ωˆ + Qˆ− λ− iα)−1 < x >−ν
converge en norme d’ope´rateur, pour λ ∈ [Λ − ,Λ + ] prouvant ainsi que l’inverse de 1+ <
x >ν Qˆj(ωˆ − λ− i0)−1 < x >−ν (resp. 1+ < x >ν Qˆ(ωˆ − λ− i0)−1 < x >−ν) est 1− < x >ν
Qˆj(ωˆ + Qˆj − λ− i0)−1 < x >−ν (resp. 1− < x >ν Qˆ(ωˆ + Qˆ− λ− i0)−1 < x >−ν). Les Detp
ne s’annulent pas, ce qui termine la de´monstration dans le cas ou` ]λ0, λ1[⊂]0,+∞[.






pour tout k ≥ 0 puisque ωˆ + sQˆ ≥ −(s) avec lims→0 (s) = 0. De plus, pour tout [λ′0, λ′1] ⊂
]λ0, λ1[ il existe j0 tel que pour tout j ≥ j0 σpp(ωˆ + Qˆj) ∩ [λ′0, λ′1] = ∅ donc






1 + Qˆj(ωˆ − λ)−1
)
= Cj ∈ C sur [λ′0, λ′1].
Comme cette fonction converge uniforme´ment sur [λ′0, λ′1] vers
arg Detp
(
1 + Qˆ(ωˆ − λ)−1)
celle-ci est e´galement constante sur l’intervalle conside´re´e et sa de´rive´e co¨ıncide bien avec up,
d’ou` la proposition. 
Corollaire 3.3.4 Si on conside`re les ope´rateurs








α dont les coefficients aα(x) ve´rifient
|∂βaα(x)| ≤ Cβ < x >−ρ−|β|, ∀ α, β
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alors, au voisinage de tout point λ0 6= 0 qui n’est pas une valeur propre de p(D) + A(x,D),
on a







1 +A(x,D)(p(D)− λ− i0)−1))
avec ρ > 1 + d/p et d/p < 2m− 1.
En particulier, si p(D) = −∆ et A(x,D) = V (x) au voisinage de tout λ0 qui n’est pas une
valeur propre ne´gative ou nulle de −∆ + V on a







1 +A(x,D)(p(D)− λ− i0)−1))
pour tout p tel que ρ > 1 + d/p et d/p < 1.
Remarque : l’article [12] donne un certain nombre de cas dans lesquels σpp(p(D)+A(x,D))∩]0,+∞[=
∅. En particulier, il montre le re´sultat classique : σpp(−∆ + A(x,D))∩]0,+∞[= ∅ pour une
perturbation d’ordre 1 a` courte porte´e (ρ > 1).
3.4 Le cas particulier du Laplacien
Dans ce paragraphe, on se place dans R3 et on veut e´tudier la de´rive´e de la fonction de
Koplienko η′, au voisinage de 0 pour le couple d’ope´rateurs
−∆, −∆ + V avec |∂αV (x)| ≤ Cα < x >−ρ−|α|, ρ > 5/2.
D’apre`s Jensen-Kato [26], on sait que pour tout ν, ν ′ > 1/2 tels que ν + ν ′ > 2, l’application
z 7→< x >−ν (−∆− z)−1 < x >−ν′




< x >−ν (−∆− z)−1 < x >−ν′=< x >−ν G0 < x >−ν′ dans L(L2),
ou` G0 est l’ope´rateur de noyau (4pi|x− y|)−1. Rappelons la
De´finition 3.4.1 ([26]) 0 est dit point re´gulier si
1 + V G0 : L2ν → L2ν
est inversible, (L2ν = L
2(< x >2ν dx)) ou de fac¸on e´quivalente, si
1+ < x >ν V G0 < x >−ν : L2 → L2
est inversible.
Le but de ce paragraphe est de de´montrer la proposition suivante :
Proposition 3.4.2 Si 0 est re´gulier, il existe 0 > 0 tel que η′ soit continue sur [−0, 0].
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De´monstration : Si V est a` support compact, la fonction de Birman-Krein ξ du couple
−∆,−∆+V est de´finie et si 0 est re´gulier, on sait qu’elle est continue en 0 (cf [18]) et constante
sur [−0, 0] pour un 0 > 0. D’autre part, on sait que
η′ = ξ(λ) + λ1/2+ × (2pi)−3V ol(S2)
∫
V (x)dx
qui est C∞ sur ]0,+∞[. η′ est donc continue au voisinage de 0 lorsque V est a` support compact
et 0 re´gulier pour V.
Pour obtenir la proposition, il suffit donc de de´montrer que η′j , (fonction de Koplienko associe´e
a` Vj = χ(x/j)V χ(x/j)) converge uniforme´ment sur [−0, 0], pour un 0 > 0 inde´pendant de






1 + Vj(−∆− λ− i0)−1
)
+ k+,j (resp. k−,j)











1 + Vj(−∆− λ)−1
)
ce qui prouve que k+,j = k−,j = kj , puis que
argDet2
(
1 + Vj(−∆− λ− i0)−1
)
converge uniforme´ment
sur [−0, 0[∪]0, 0]. On en de´duit que η′j − kj converge dans C0([−0, 0]); comme η′j converge
vers η′ dans D′, kj est une suite convergente, donc η′j converge dans C0([−0, 0]).
Lemme 3.4.3 Supposons 0 re´gulier pour V. Soit χ ∈ C∞0 (Rd) valant 1 pre`s de 0. Posons
Vj(x) = χ(x/j)V (x)χ(x/j).
Il existe 0 > 0 et j0 > 0 tels que, si ρ > 2 + d/p
Detp(1 + V (−∆− λ− i0)−1) 6= 0 ∀ λ ∈ [−0, 0],
Detp(1 + Vj(−∆− λ− i0)−1) 6= 0 ∀ λ ∈ [−0, 0], ∀ j ≥ j0,
de plus
argDetp(1 + Vj(−∆− λ− i0)−1)→ argDetp(1 + V (−∆− λ− i0)−1), j → +∞
uniforme´ment sur [−0, 0].
De´monstration : si ν > 1 ve´rifie ρ− 2ν > d/p, l’ope´rateur
A(λ) =< x >ν V < x >ν< x >−ν (−∆− λ− i0)−1 < x >−ν
est continu sur R a` valeurs dans Sp, de plus par re´gularite´ de 0, on sait que Detp(1+A(0)) 6= 0,
donc pour 0 assez petit, on a |Detp(1 +A(λ))| ≥ 0 pour λ ∈ [−0, 0] et comme d’autre part
Aj(λ) =< x >ν Vj < x >ν< x >−ν (−∆− λ− i0)−1 < x >−ν→ A(λ)
dans Sp uniforme´ment sur [−0, 0], on a, pour j0 >> 1
|Detp(1 +Aj(λ))| ≥ 0/2, j ≥ j0, λ ∈ [−0, 0].
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La proposition (3.2.4) donne alors facilement le lemme. 
En utilisant la proposition (3.2.4), on obtient que
arg Detp(1 + Vj(−∆− λ− i0)−1), arg Detp(1 + V (−∆− λ− i0)−1) ∈ C0([−0, 0]).
Comme par ailleurs






on va e´tudier les fonction =(Tr((V (−∆− λ− i0)−1)k)).







(V (−∆− λ− i0)−1)k)) = 0.









(V (−∆− z)−1)k − (V (−∆− z)−1)k) (3.12)
et d’autre part, une re´currence imme´diate montre que
(




V (−∆− z)−1)jV ((−∆− z)−1 − (∆− z)−1)(V (−∆− z)−1)k−j−1. (3.13)
On en de´duit que pour ν > 1 tel que ρ− ν > 3/2, on a, pour un certain C > 0 inde´pendant
de λ
|= (Tr((V (−∆− λ− i0)−1)k)) | ≤
C ||| < x >−ν (−∆− λ− i0)−1 < x >−ν |||k−1||| < x >ν V E′−∆(λ)V < x >ν |||1
et comme < x >ν V E′∆(λ)V < x >




< x >2ν V 2(x)dx
√
λ
d’ou` le re´sultat puisque ||| < x >−ν (−∆− λ− i0)−1 < x >−ν ||| est borne´ au voisinage de 0
si ν > 1. 





(V (−∆− λ)−1)k)) = 0





(V (−∆− λ− i0)−1)k))1]0,+∞[ est continue sur R
si 1]0,+∞[ est la fonction caracte´ristique de ]0,+∞[. D’autre part, on a le
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(V (−∆− λ− i0)−1)k))1]0,+∞[
uniforme´ment sur tout compact de R.
De´monstration : En reprenant la de´monstration du lemme pre´ce´dent, on voit facilement






))−=(Tr((V (−∆− λ− i0)−1)k)) | ≤ C ∫ V 2ν (x)dxλ1/2+






))−=(Tr((V (−∆− λ− i0)−1)k)) | ≤ 
pour tout j ≥ 1 et tout λ ∈ [−δ, δ]. Par ailleurs, pour tout ν ′ > 1/2 tel que ρ− 2ν ′ > 3/2
< x >ν
′
Vj(−∆− λ− i0)−1 < x >−ν′→< x >ν′ V (−∆− λ− i0)−1 < x >−ν′
dans S2 uniforme´ment sur tout compact de ]0,+∞[.
On en de´duit facilement le lemme. 
fin de la de´monstration de la proposition : sur [−0, 0[∪]0, 0] on a


















1 + Vj(−∆− λ)−1
)
.
D’autre part, les lemmes (3.4.3) et (3.4.5) montrent que
argDet2(1 + Vj(−∆− λ− i0)−1)→ argDet2(1 + V (−∆− λ− i0)−1), j → +∞
uniforme´ment sur [−0, 0[∪]0, 0] d’ou` le re´sultat, en vertu de la discussion du de´but. 
3.5 Formule de Levinson
Plac¸ons nous en dimension d = 3 et conside´rons les ope´rateurs
ωˆ = −∆, ωˆ + Qˆ = −∆ + V
ou` V est une fonction C∞ a` valeurs re´elles telle que, pour tout multi-indice α
|∂αV (x)| = O(< x >−ρ−|α|) , ρ > 5
2
. (3.14)
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Il est bien connu que le spectre de −∆ + V est compose´ d’un nombre fini de valeurs propres
ne´gatives ou nulles de multiplicite´ finie, par le principe de Birman-Schwinger (voir le tome
IV de [38]) et d’un spectre absolument continu sur [0,+∞[. Comme ρ > d/2, la fonction de
Koplienko η(λ) est bien de´finie, C∞ sur ]0,+∞[ et d’apre`s le paragraphe pre´ce´dent, on sait
que si 0 est re´gulier, η′ est continue au voisinage de 0. Cette connaissance de η′ au voisinage
de 0 ainsi que l’existence d’un de´veloppement asymptotique de η′′ vont nous permettre de
montrer le
The´ore`me 3.5.1 (formule de Levinson ge´ne´ralise´e) Supposons que 0 est re´gulier.














ou` η′′(λ) ∼∑l≥3 αlλ3/2−l (cf corollaire (2.1.5)) et les λj sont les valeurs propres ne´gatives de
−∆ + V.
De´monstration : On proce`de comme dans [18].
Pour <(z) suffisament grand, < u2(λ), (λ − E)−z > est bien de´finie, et cela pour tout E tel
que <(E) < inf (σ(−∆), σ(−∆ + V )) (the´ore`me (1.3.8)). De plus, on sait que sur ] −∞, 0[,
(corollaire (1.3.3))




δ(λ) e´tant la masse de Dirac en 0. Comme η′ est continue au voisinage de 0, on obtient le
Lemme 3.5.2
< u2(λ), (λ− E)−z >=
∑
λj<0










η′′(λ)φ(λ)dλ+ η′()φ()− η()φ′(),  > 0,
et φ ∈ C∞ a` de´croissance assez rapide a` l’infini. D’autre part, η′ est une fonction en escalier








φ(λj)− η′(−0)φ(0) + η(−0)φ′(0)






η′′(λ)φ(λ)dλ+ (η′(+0)− η′(−0))φ(0)− (η(+0)− η(−0))φ′(0)
la limite e´tant de´fine car lim→+0 η′() existe. On en de´duit (3.15)
D’autre part, on a aussi le
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Lemme 3.5.3 Il existe C > 0 tel que, lorsque <(z) > C





est holomorphe sur <(E) < 0.
De´monstration : par continuite´ de η′ en 0 on a




ou` (λ−E)ν = eν log(λ−E), log e´tant la de´termination principale du logarithme sur C\ [0,+∞[;
cela donne clairement l’holomorphie de f(E, z) pour <(E) < 0.
De´monstration du the´ore`me : On sait qu’au sens des de´veloppements asymptotiques au





















ce qui de´finit les αl(E), avec limE→0 αl(E) = αl, et αl(E) holomorphe par rapport a` E. Ce
















l + z − 52
qui devient alors holomorphe sur <(z) > −k − 1/2.
En e´valuant, alors en z = −k, k ∈ N avec le corollaire (1.3.9), on obtient, pour <(E) <
inf
(





















Le membre de droite est holomorphe en E pour <(E) < 0, ce qui nous autorise a` faire tendre
E vers 0 et nous donne le the´ore`me. 
Annexe A
Ope´rateurs inte´graux de Fourier
Le but principal de cette annexe est de montrer un the´ore`me d’Egorov disant que
Jϕ(a, h)c(x, hD)Jϕ(b, h)? = c1(x, hD, h)
Jϕ(b, h)?c(x, hD)Jϕ(a, h) = c2(x, hD, h)
si Jϕ(a, h) est un ope´rateur inte´gral de Fourier a` phase re´elle de la forme








a(x, ξ)u(y)dydξ, ∀u ∈ S(Rd).







est le noyau d’un ope´rateur pseudo-diffe´rentiel d˜(x, hD, h), avec d˜(h) dans les classes de sym-
boles que nous utilisons, sous certaines conditions de tempe´rence sur d.
Ces re´sultats sont essentiellement connus (voir par exemple Robert [39]), mais on de´taille les
de´monstrations car on a besoin de connaˆıtre assez pre´cise´ment les symboles des ope´rateurs
obtenus par le the´ore`me d’Egorov pour de´montrer la proposition (2.4.8) qui est un point clef
du the´ore`me (2.4.1).
A.1 Ope´rateurs pseudo-diffe´rentiels
Soit p(ξ) un poids, c’est-a`-dire une fonction > 0 telle que
∀α, ∃cα |∂αξ p(ξ)| ≤ cα(p(ξ))
∃c > 0, M0 ≥ 0, p(η) ≤ cp(ξ) < ξ − η >M0 ∀η, ξ ∈ Rd.
De´finition A.1.1 Sδ(p, ρ, ρ′) est l’espace des fonctions a ∈ C∞(R3d) telles que, pour tous





ξ a(x, y, ξ)| ≤ Cp(ξ) < x >ρ−δk< y >ρ
′−δk′< x− y >k′′
pour tous α, α′, β multi-indices tels que |α| ≤ k et |α|′ ≤ k′.
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Les meilleures constantes possibles C de´finissent des semi-normes qui donnent la topologie de
Sδ(p, ρ, ρ′).
On peut alors de´finir, au sens des inte´grales oscillantes, la distribution suivante (dans D′(R2d))





<x−y,ξ>a(x, y, ξ)dξ a ∈ Sδ(p, ρ, ρ′).
La proposition suivante dit que cette distribution est le noyau de Schwartz d’un ope´rateur
pseudo-diffe´rentiel a` symbole dans Sδ(p, ρ+ ρ′) (classe de´finie au paragraphe (1.2)).
Proposition A.1.2 Soit a ∈ Sδ(p, ρ, ρ′).
Pour tout σ ∈ [0, 1], il existe aσ(h) ∈ Sδ(p, ρ+ ρ′) tel que





<x−y,ξ>aσ(σx+ (1− σ)y, ξ, h)dξ
ou`, pour tout N > 0










ξ a(x, y, ξ)
α!α′!
|x=y(σ − 1)|α|σ|α′| + hNrN (x, ξ, h)
avec a 7→ rN (h) line´aire et e´quicontinue de Sδ(p, ρ, ρ′) dans Sδ(p, ρ+ ρ′ −Nδ).
De´monstration : on part de la formule classique (cf [21], [39] par exemple)





<y,η>a(x+ (σ − 1)y, x+ σy, η + ξ)dηdy
et on applique la formule de Taylor avec reste inte´gral a` a. On obtient le de´veloppement













ξ a)(x+ t(σ − 1)y, x+ tσy, ξ + tη)tjdtyα+α
′
ηβdydη
avec |α+ α′ + β| = N et j ≤ N − 1 .
Utilisant le fait que (ih∂η)α+α
′
exp(− ih < y, η >) = yα+α
′
exp(− ih < y, η >), on re´e´crit












ξ a)(x+ t(σ − 1)y, x+ tσy, ξ + tη)t|β2|+jdtdydη
avec
β ≥ β1, β1 + β2 = α+ α′, |α+ α′ + β| = N et X = R2d × [0, 1].
En posant α1 = β − β1 et en utilisant le fait que ηα1e− ih<y,η> = (ih∂y)α1e− ih<y,η>, on est












ξ a)(x+ t(σ − 1)y, x+ tσy, ξ + tη)t|α1+β2|+jdtdydη (A.1)
α′1 + α
′′
1 = α1, α1 = β − β1, β ≥ β1, β1 + β2 = α+ α′ et |α+ α′ + β| = N.
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On remarque alors que β + β2 = α1 + β1 + β2 = α+ α′ + α1 et donc que
|α+ α′ + α1| ≥ N2




−d) ; il reste donc a` estimer (A.1) elle-meˆme.
On choisit χ ∈ C∞0 (Rn) qui vaut 1 au voisinage de 0, et on fabrique une partition de l’unite´
1 = χ1(y, η) + χ2(y, η) + χ3(y, η) + χ4(y, η)
avec
χ1(y, η) = χ(y)χ(η), χ2(y, η) = χ(y)(1− χ(η)),
χ3(y, η) = (1− χ(y))χ(η), χ4(y, η) = (1− χ(y))(1− χ(η)).
Si y 6= 0 sur le support de χj on inte`gre par parties en utilisant le fait que (−h2∆η)N ′ exp(− ih <
y, η >) = |y|2N ′ exp(− ih < y, η >) et si η 6= 0 sur le support de χj , on inte`gre par parties
avec (−h2∆y)N ′ exp(− ih < y, η >) = |η|2N
′
exp(− ih < y, η >) (sur le support de χ4 on fait les
deux).
On voit alors facilement avec l’ine´galite´ de Peetre, en choisissant N ′ assez grand, que
|(A.1)| ≤ C ′N (a)p(ξ) < x >ρ+ρ′−δN2
avec C ′ inde´pendant de x, ξ, h, a et N semi-norme. On raisonne de meˆme pour les de´rive´es de








ξ a(x, y, ξ)
α!α′!
|x=y(σ − 1)|α|σ|α′| ∈ Sδ(p, ρ+ ρ′ − jδ)
on obtient aise´ment la proposition.
A.2 Une classe particulie`re d’ope´rateurs inte´graux
Soit ϕ une fonction C∞ sur R2n, a` valeurs re´elles telle que
|∂αx ∂βξ (ϕ(x, ξ)− < x, ξ >)| ≤ Cα,β < x >1−ν−|α| (A.1)
ou` ν > 0 est un re´el.
Etant donne´ a ∈ S1(−∞, ρ0), ρ0 ∈ R, on de´finit l’ope´rateur Jϕ(a, h) sur S(Rd) par











ϕ(x,ξ)a(x, ξ)Fhu(ξ)dξ, u ∈ S(Rd)
avec Fhu(ξ) =
∫
exp(−i < y, ξ > /h)u(y)dy.
Le fait que C−1 < x >≤< ∂ξϕ(x, ξ) >≤ C < x > entraˆıne que Jϕ(a, h) est continu de S dans
S.
96 ANNEXE A. OPE´RATEURS INTE´GRAUX DE FOURIER
A.2.1 Le lemme fondamental de de´veloppement
Pour q ∈ S1(p, ρ), on pose





<x−y,η>q(σx+ (1− σ)y, η)u(y)dydη
ou` u ∈ S(Rd). La proposition suivante de´crit l’action de cet ope´rateur pseudo-diffe´rentiel sur
l’ope´rateur Jϕ(a, h).
Proposition A.2.1
qσ(x, hD) ◦ Jϕ(a, h) = Jϕ((q#a)(h), h)




hj(q#a)j = hNrN (h)
avec (q, a) 7→ (q#a)j continue de S1(p, ρ)× S1(−∞, ρ0) dans S1(−∞, ρ+ ρ0 − j)
et (q, a) 7→ rN (h) e´quicontinue de S1(p, ρ)× S1(−∞, ρ0) dans S1(−∞, ρ+ ρ0 −N).
De plus (q#a)j est une combinaison line´aire a` coefficients universels des




x ϕ(x, ξ) · · · ∂α
′
k
x ϕ(x, ξ) (A.2)
avec β ≥ α, α′ ≤ β − α, α′1 + · · ·+ α′k = α′, avec |α′l| 6= 1 pour tout l et |β| − k = j.
En particulier, on a
(q#a)0(x, ξ) = q(x, ∂xϕ(x, ξ))a(x, ξ) (A.3)











x,xϕ)(x, ξ))a(x, ξ) (A.4)
De´monstration : Il suffit de raisonner avec a ∈ S(R2d) puisque l’espace de Schwartz est
dense dans S1(−∞, ρ0) pour la topologie de S1(−∞, ρ′0) pour tout ρ′0 > ρ0.
Un calcul direct nous donne















Φ(x, y, ξ) = ϕ(y, ξ)− ϕ(x, ξ)+ < x− y, ∂xϕ(x, ξ) >,
et par un simple changement de variable, on obtient la fonction C∞





(<x−y,η>+Φ(x,y,ξ))q(σx+ (1− σ)y, η + ∂xϕ(x, ξ))a(y, ξ)dydη
de´finie comme inte´grale oscillante.
Le lemme suivant, qui s’obtient trivialement par re´currence et ine´galite´ de Peetre, nous sera
utile pour montrer la proposition.










cj(β1, · · · , βj)h−je ihΦ∂β1y Φ · · · ∂βjy Φ
< ∂yΦ(x, y, ξ) > ≤ C < x >−ν< x− y >ν
|∂βyΦ(x, y, ξ)| ≤ C < y >1−ν−|β| si |β| ≥ 2.






η q)(x, ∂xϕ(x, ξ))(1− σ)|α|(y − x)αηβ +
∑
|α+β|=N
rN (h, α, β, x, y, ξ, η)
avec rN (h, α, β, x, y, ξ, η) valant
N
α!β!
(1− σ)|α|(y − x)αηβ
∫ 1
0
(1− t)N−1(∂αx ∂βη q)(x+ t(1− σ)(y − x), ∂xϕ(x, ξ) + tη)dt.
La somme
∑






(1− σ)|α|(∂αx ∂βη q)(x, ∂xϕ(x, ξ))a(y, ξ)(y − x)αηβ
dydη
(2pih)d
vaut 0 si β < α et
1
α!β!







pour β ≥ α, si bien que par le lemme (A.2.2), et la formule de Leibnitz, on obtient, en tenant
compte du fait que Φ a un ze´ro d’ordre 2 en x = y, que (A.5) s’e´crit comme combinaison
line´aire a` coefficients universels de symboles de la forme (A.2).
Il faut maintenant etudier les restes rN (h, α, β, x, ξ) de´finis comme suit





(<x−y,η>+Φ(x,y,ξ))rN (h, α, β, x, y, η, ξ)dydη. (A.6)
Pour obtenir la proposition, il suffit de prouver que :
pour tout M0 > 0 et tout multi-indice γ
|∂γx,ξrN (h, α, β, x, ξ)| ≤ CM,N,γhf(N) < x >−f(N)< ξ >−M0
CM0,N,γ de´pendant d’un nombre fini de semi-normes de a et q, et f(N)→ +∞ avec N .
On va faire la de´monstration avec γ = 0 les autres cas e´tant semblables.




<x−y,η> et enfin (1 − h2∆y)Me ih<x−y,η> = (1 + |η|2)Me ih<x−y,η>, on peut e´crire
(A.6) comme combinaison line´aire (a` coefficients universels) des
(2pih)−dh|α+β1|





<x−y,η>(1− t)N−1t|α1+β1,2|(1 + |η|2)−M (1− h2∆y)M










η q)(x+ t(1− σ)(y − x), ∂xϕ(x, ξ) + tη)dtdydη
avec
α1 + α2 = α β1 + α2 = β β1,0 + β1,1 + β1,2 = β1.
On de´coupe alors cette inte´grale en deux parties avec la partition de l’unite´
1 = (1− χ0(x− y)) + χ0(x− y),
χ0 e´tant une fonction C∞0 qui vaut 1 au voisinage de 0. On de´coupe a` nouveau avec
(1− χ0(x− y)) = (1− χ0(x− y))χ0(y) + (1− χ0(x− y))(1− χ0(y))
et
χ0(x− y) = χ0(x− y)χ0(x− y√
h
) + χ0(x− y)(1− χ0(x− y√
h
))
et on a 4 termes a` e´tudier.
Premier terme : (1− χ0(x− y))χ0(y) = χ1(x, y)
On utilise le fait que |x−y|2re ih<x−y,η> = h2r∆ηe ih<x−y,η> pour se ramener a` une combinaison
line´aire de termes de la forme
h|α+β1|−d+2r





<x−y,η>(1− t)N−1t|α1+β1,2+β′|χ1(x, y)|x− y|−2r
∂α
′














η q)(x+ t(1− σ)(y − x), ∂xϕ(x, ξ) + tη)
)
dtdydη






Φ(x,y,ξ))| < x− y >|ρ2|−2r) < ξ >−M0
ce sup et le suivant e´tant pris sur le support de χ1(x, .), et C ne de´pend que d’un nombre fini






Φ(x,y,ξ))| ≤ C ′h−N−M
ce qui permet donc de majorer l’inte´grale par :
C ′Ch2r−d−N−M < x >|ρ2|−2r< ξ >−M0 . (A.7)
Deuxie`me terme : (1− χ0(x− y))(1− χ0(y)) = χ2(x, y)
Avec les meˆmes inte´grations par parties en η, on doit estimer des inte´grales du meˆme type
que ci-dessus avec χ1 remplace´e par χ2.
Ces nouvelles inte´grales se majorent par C ′h2r−d+|α+β1| × sup∣∣∂β1,0y e ihΦ∂β1,1y a(y, ξ)(∂α+β1,2x ∂β+β′+α1η q)(x+ t(1−σ)(y−x), ∂xϕ(x, ξ)+ tη) < y−x >−2r+d+1 ∣∣
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ce sup, et les suivants, e´tant pris sur le support de χ2(x, .), et avec |α′ + β′| = 2r. Cela se
majore, en utilisant l’ine´galite´ de Peetre, par
C ′Ch2r−d+|α+β1|−|β1,0| < x >ρ1−|β1,1|+ρ2−|α+β1,2|−ν0|β1,0|< ξ >−M0
× sup < x− y >|ρ1|+|β1,1|+|ρ2|+|β1,2+α|+ν0|β1,0|−2r+d+1
(avec ν0 = inf(1, ν) et C de´pendant d’un nombre fini de semi-normes de a et q) donc par
C ′Ch2r−d < x >ρ1+ρ2−ν0|α+β1| sup < x− y >|ρ1|+|ρ2|+N−2r .
Or, on a α+β1 = α1 +β, donc |α+β1| ≥ N2 (car |α+β| = N). Donc on obtient une majoration
par
C ′Ch2r−d < x >ρ1+ρ2−ν0
N
2 sup < x− y >|ρ1|+|ρ2|+N−2r .
Alors, en choisissant M > d2 et r assez grand (2r > 2N + 2d+M + |ρ1|+ |ρ2|+ 1), on montre
que la partie de (A.6) correspondant a` 1− χ0(x− y) se majore par
C ′ChN < x >ρ1+ρ2−ν0
N
2 (A.8)
avec C ne de´pendant que d’un nombre fini de semi-normes de a et q et C ′ ne de´pendant pas
de a, q, h.
Il nous reste a` e´tudier la partie de (A.6) correspondant a` χ0(x− y), ie les deux derniers types
de reste.
Troisie`me terme : χ0(x− y)χ0(x−y√h ) = χ3(x, y, h)
Dans cette zone, on va utiliser le fait suivant :
Card{k : |β′k| = 1 et 1 ≤ k ≤ j} ≥ j −
|β1,0|
2
, β′1 + · · ·+ β′j = β1,0.
En effet, cela montre que sur le support de χ3
|h−j(∂β′1y Φ) · · · (∂β
′
j
y Φ)| ≤ C ′h−
|β1,0|
2 < x >−j−νj−|β1,0| si j <
|β1,0|
2
|h−j(∂β′1y Φ) · · · (∂β
′
j




4 si j ≥ |β1,0|
2
puisque la formule de Taylor donne
∂yΦ(x, y, ξ) =
∫ 1
0
∂2xϕ(x+ t(y − x), ξ)dt(y − x)
dont on de´duit que, sur le support de χ3
< ∂yΦ(x, y, ξ) >= O(
√
h < x >−1−ν)
|∂β′y Φ| = O(< x >−ν−|β
′|) lorsque |β′| ≥ 2.
On a donc, sur le support de χ3,
|∂β1,0y (e ihΦ(x,y,ξ))| ≤ C ′h−
|β1,0|
2 < x >−|β1,0| .
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Comme d’autre part l’inte´grale fait intervenir ∂β1,1y a(y, ξ) et ∂
β1,2+α
y q, avec y − x qui reste




−d < x >ρ1+ρ2−
N
2 < ξ >−M0 (A.9)
puisque β1 = β1,0 + β1,1 + β1,2 avec |α + β1| ≥ N/2 et qu’on a un facteur h|α+β1|−d devant
l’inte´grale (C ne de´pend que d’un nombre fini de semi-normes de a et q, et C ′ ne de´pend pas
de a, q, h).
Quatrie`me terme : χ0(x− y)(1− χ0(x−y√h )) = χ4(x, y, h)
Dans cette zone, on va gagner des puissances de h en faisant des inte´grations par parties en
η avec |y − x|2re ih<x−y,η> = h2r(−∆η)re ih<x−y,η> ce qui est possible puisque x− y 6= 0 sur le
support de χ4. On obtient une majoration de l’inte´grale correspondante par :
C ′Ch2r+|α+β1|−|β1,0| < x >ρ1−|β1,1|+ρ2−|α+β1,2| h−|β1,0| < x >−|β1,0|< ξ >−M0
ie par
C ′Ch2r−N < x >ρ1+ρ2−
N
2 < ξ >−M0 (A.10)
ou` C ne de´pend que d’un nombre fini de semi-normes de a et q, et C ′ est inde´pendant de
a, q, h. En prenant r assez grand et tenant compte de (A.7) (A.8), (A.9) et (A.10) on obtient
que
|rN (h, α, β, x, ξ)| ≤ C ′ChN4 < x >ρ1+ρ2−N2 < ξ >−M0
d’ou` la proposition. 
A.2.2 Un the´ore`me d’Egorov
ϕ e´tant la meˆme fonction que dans le paragraphe pre´ce´dent. On ajoute l’hypothe`se sui-
vante :
||∇tx∇ξϕ(x, ξ)− IdRd || ≤  < 1 ∀ (x, ξ) ∈ R2d. (A.11)
On de´finit alors l’application y ∈ C∞(R3d,Rd) par
y(x, ξ, η) =
∫ 1
0
∇ξϕ(x, ξ + t(η − ξ))dt (A.12)
et on a le
Lemme A.2.3 i) ∀ξ, η ∈ Rd
Rd → Rd
x 7→ y(x, ξ, η)
est un C∞ diffe´omorphisme, dont on note la re´ciproque y 7→ x(y, ξ, η).
ii) (y, ξ, η) 7→ x(y, ξ, η) est C∞ sur R3d
iii) il existe C > 0 telle que ∀(y, ξ, η)
C−1 < y >≤< x(y, ξ, η) >≤ C < y >
iv) ∀α, β, β′ multi-indices, il existe C > 0 tel que
|∂αy ∂βξ ∂β
′
η (x(y, ξ, η)− y)| ≤ C < y >1−ν−|α|,∀ (y, ξ, η) ∈ R3d.
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Citons tout de suite le lemme “dual”, concernant
η(x, y, ξ) =
∫ 1
0
∇xϕ(y + t(x− y), ξ)dt. (A.13)
On a alors
Lemme A.2.4 i) ∀x, y ∈ Rd
Rd → Rd
ξ 7→ η(x, y, ξ)
est un C∞ diffe´omorphisme dont on note la re´ciproque η 7→ ξ(x, y, η).
ii) (x, y, η) 7→ ξ(x, y, η) est C∞ sur R3d
iii) il existe C > 0 telle que ∀(x, y, η)
C−1 < η >≤< ξ(x, y, η) >≤ C < η >





η (ξ(x, y, η)− η)| ≤ C < x >−k< y >−ν−k
′
< x− y >ν+k+k′
∀k ≤ |α|, k′ ≤ |α′| et (x, y, η) ∈ R3d.
On ne va de´montrer que la deuxie`me proposition, les de´monstrations e´tant analogues pour
i), ii) et iii), et le point iv) e´tant un peu plus technique dans le deuxie`me cas.
De´monstration : i) en utilisant la proprie´te´ (A.11), on obtient que
||Dξη(x, y, ξ)− IdRn || ≤  < 1 ∀ξ ∈ Rn
donc ||(Dξη(x, y, ξ))−1|| ≤ (1− )−1 pour tout ξ. L’affirmation i) re´sulte alors de l’application
directe du the´ore`me 1.22 de J. T. Schwartz dans [47].
ii) On conside`re l’application C∞
F : R4d → Rd
(x, y, ξ, η) 7→ η(x, y, ξ)− η.
On a alors DξF (x, y, ξ, η) = Dξη(x, y, ξ) qui est un e´le´ment de GL(Rd) en tout point, et
F (x, y, ξ(x, y, η), η) = 0 pour tout (x, y, ξ, η) ∈ R4d. Le the´ore`me des fonctions implicites
montre alors que ξ(x, y, η) est C∞ par rapport a` toutes ses variables.
iii) D’apre`s la formule de Taylor,




or ||∇ξη(x, y, tξ)− Id|| ≤ , donc
(1− )|ξ| ≤ |η(x, y, ξ)− η(x, y, 0)| ≤ (1 + )|ξ| ∀(x, y, ξ).
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De plus la proprie´te´ (A.1), montre facilement que η(x, y, 0) ∈ L∞(R2d,Rd), donc il existe
C > 0 tel que pour ξ assez grand et (x, y) quelconque, on ait C−1|ξ| ≤ |η(x, y, ξ)| ≤ C|ξ|, d’ou`
on de´duit (en augmentant C au besoin) que
C−1 < ξ >≤< η(x, y, ξ) >≤ C < ξ > .
En appliquant cet encadrement a` ξ = ξ(x, y, η) on obtient le re´sultat.
iv) Commencons par e´noncer le lemme suivant qui se de´montre facilement par re´currence.
Lemme A.2.5 Soient f une fonction C∞ sur Rk et h1, · · · , hk k fonctions C∞ sur RN . Alors





Cβ,α1,··· ,αj ,k1,··· ,kj (∂








(0, · · · , 0, 1︸︷︷︸
kj′eme
, 0, · · · , 0) (A.15)
L’affirmation iv) se de´montre alors par re´currence sur |α+ α′ + β| =: N.
Si N = 0, le re´sultat est vrai : en effet, d’apre`s (A.1)
|η(x, y, ξ)− ξ| ≤ K ∀(x, y, ξ)
ce qui donne le cas N = 0, en appliquant l’ine´galite´ ci-dessus en (x, y, ξ(x, y, η)).
Supposons la proprie´te´ vraie au rang N .





ξ (η(x, y, ξ)− ξ)| ≤ C < x >−k< y >−ν−k
′
< x− y >k+k′+ν (A.16)




η . On veut estimer |∂θ(ξ(x, y, η)− η)|. Pour cela, on calcule
∂θηJ(x, y, ξ(x, y, η)) (A.17)
(avec η = (ηJ)1≤J≤n) avec la formule (A.14). On obtient
(∇ηJ)(x, y, ξ(x, y, η)).∂θ t(x, y, ξ(x, y, η)) +R
ou` R est une combinaison line´aire (a` coefficients universels) des
(∂θ
′
x,y,ξηJ)(x, y, ξ(x, y, η))∂
θ1
x,y,ηCk1 · · · ∂θjx,y,ηCkj (A.18)
ou` Ckj′ est le kj′-e`me e´le´ment de (x, y, ξ(x, y, η)) ∈ R3d, θ1 + · · ·+ θj = θ et |θ′| = j ≥ 2.
Notons que |θj′ | ≥ 1 pour tout j′, et donc |θj′ | ≤ N − 1 (car j ≥ 2). On va donc pouvoir
appliquer l’hypothe`se de re´currence aux Ckj′ . Pour cela, on e´crit chaque θj′ sous la forme
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(α(j′), α′(j′), β(j′)).
Si Ckj′ = ξk(x, y, η), alors si |θj′ | ≥ 2, on a
|∂θj′Ckj′ | = |∂θj′ (ξk(x, y, η)− ηk)| ≤ C < x >−a1< y >−ν−b1< x− y >ν+a1+b1
pour tout 0 ≤ a1 ≤ |α(j′)| et 0 ≤ b1 ≤ |α′(j′)|
et si |θj′ | = 1 alors
|∂θj′Ckj′ | ≤ |∂θj′ (ξk(x, y, η)− ηk)|+ |∂θj′ηk| ≤ C < x >−a1< y >−b1< x− y >a1+b1
pour tout 0 ≤ a1 ≤ |α(j′)| et 0 ≤ b1 ≤ |α′(j′)|
puisque |∂θj′ηk| est toujours borne´, et nul si α(j′) ou α′(j′) est non nul.
Lorsque Ckj′ = xk ou yk, ∂
θj′Ckj′ = 0 ou 1. En utilisant (A.15) du lemme, on obtient facilement
que (∂θ
′
contenant au moins une de´rive´es en x ou y)
|(∂θ′x,y,ξηJ)| ≤< x >−a1< y >−ν−b1< x− y >ν+a1+b1
pour tous 0 ≤ a1 ≤ A1 et 0 ≤ b1 ≤ B1, A1 e´tant le nombre de Ckj′ de la forme xk tels que
∂θj′Ckj′ = 1, et B1 la meˆme chose avec les yk.
Finalement, on obtient
|R| ≤ C < x >−k< y >−ν−k′< x− y >ν+k+k′
pour tous k ≤ |α| et k′ ≤ |α′|.
On a donc montre´ que
∂θηJ = (∇xηJ)(x, y, ξ(x, y, η)).∂θ tx+ (∇yηJ)(x, y, ξ(x, y, η)).∂θ ty+
(∇ξηJ)(x, y, ξ(x, y, η)).∂θ tξ(x, y, η) +R
avec R qui ve´rifient les estimations du type iv). De plus, comme ∂θx et ∂θy sont nuls pour |θ| ≥
2, et d’apre`s (A.16), les deux premiers termes de droite de l’e´galite´ ci-dessus ve´rifient aussi
des estimations du type iv). Mais alors, si ∂θη = 0 on obtient facilement iv) (en remarquant
que ||(∇ξη)(x, y, ξ)−1|| ≤ K). Enfin si ∂θη 6= 0, on a en fait
∂θ(ξ(x, y, η)− η) = ((∇ξη)(x, y, ξ(x, y, η))−1 − IdRd)∂θη
avec ∂θ de la forme ∂ηj et le membre de droite ci-dessus qui est borne´, ce qui termine la preuve
de iv).
On est alors en mesure de donner notre the´ore`me d’Egorov :
The´ore`me A.2.6 Soient a ∈ S1(−∞, ρ1) et b ∈ S1(−∞, ρ2). Alors
Jϕ(a, h) ◦ Jϕ(b, h)? = Oph((a / b)(h)) et Jϕ(a, h)? ◦ Jϕ(b, h) = Oph((a . b)(h))
avec (a / b)(h) =
∑
j≤N h
j(a / b)j + hN+1rN,/(h)
et (a . b)(h) =
∑
j≤N h
j(a . b)j + hN+1rN,.(h)
rN,/(h), rN,.(h) de´crivant un borne´ de S1(−∞, ρ1 + ρ2 − N) lorsque h ∈]0, 1] ; de plus (a /
b)j , (a . b)j ∈ S1(−∞, ρ1 + ρ2 − j) tous ces symboles de´pendant de fac¸on biline´aire continue
de (a, b).
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(ϕ(x,ξ)−ϕ(y,ξ))a(x, ξ)b(y, ξ)dξ (A.19)
or en utilisant (A.13), on a ϕ(x, ξ) − ϕ(y, ξ) =< x − y, η(x, y, ξ) > (formule de Taylor). On








A(x, y, η) = a(x, ξ(x, y, η))b(y, ξ(x, y, η))|∂ξ(x, y, η)
∂η
|
|∂ξ(x,y,η)∂η | e´tant le Jacobien (partiel) de ξ(x, y, η).





ηA(x, y, η)| ≤ C < x >ρ1−k1< y >ρ2−k2< x− y >|ρ1|+|ρ2|+k1+k2< η >−M
pour tout M , et tous k1 ≤ |α|, k2 ≤ |α′| ce qui donne le the´ore`me en utilisant la proposition
(A.1.2).







qui s’e´crit comme noyau de Aw1 (η, hDη, h) avec A1(η, η˜, h) ∈ S1(< η˜ >ρ1+ρ2 ,−∞). En utilisant
alors que (cf [39] par exemple)
F−1h Opwh (A1(h))Fh = Opwh (A2(h)) (A.20)
avec A2(y, η, h) = A1(η,−y, h), on obtient le re´sultat pour le second ope´rateur.
Dans nos applications, nous aurons besoin de la proposition suivante, qui re´sulte essentielle-
ment du fait que ∇xϕ(x, ξ)− < x, ξ >= O(< x >−ν) :
Proposition A.2.7
Jϕ(a, h)?Jϕ(b, h)− a(x, hD)?b(x, hD) = c(x, hD, h)
avec a, b 7→ c(h) e´quicontinue de S1(−∞, ρ1)× S1(−∞, ρ2) dans S1(−∞, ρ1 + ρ2 − ν).









a(x(y, ξ, η), ξ)b(x(y, ξ, η), η)|∂x
∂y
(y, ξ, η)| − a(y, ξ)b(y, η)
)
dy.
A partir de la formule de Taylor et des proprie´te´s du diffe´omorphisme x(y, ξ, η), on montre
que l’amplitude dans l’inte´grale ci-dessus est dans S1(< y >ρ1+ρ2−ν ,−∞,−∞) ce qui entraˆıne
la proposition en utilisant la proposition (A.1.2) et la formule (A.20).
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A.2.3 Parame´trixe d’Isozaki-Kitada
Ce paragraphe est destine´ a` de´montrer le lemme (2.4.7) ; c’est un re´sultat bien connu,
mais on rappelle sa de´monstration car on a besoin de connaˆıtre assez pre´cise´ment la forme
des solutions des e´quations de transport. On se limitera au cas sortant.
On conside`re donc ωˆ et Hˆ := ωˆ+Qˆ ve´rifiant les hypothe`ses du paragraphe (2.3) ; en particulier




hjQj , Qj ∈ S1(1 + ω,−ρ) ∩ S1(1 + ω,−j).
Soit J ⊂]0,+∞[ un intervalle compact. Pour tout σ ∈]− 1, 1[, et tout R > 0, on de´finit
Γ+(J, σ,R) = {(x, ξ) ∈ R2d ; |x| ≥ R, ω(ξ) ∈ J, cos(x,∇ω(ξ)) ≥ −σ}
ou` on a note´, lorsque x 6= 0 et η 6= 0 sont dans Rd
cos(x, η) =
< x, η >
|x||η| .
La premie`re e´tape consiste a` re´soudre l’e´quation de Hamilton-Jacobi qui va nous fournir la
phase ϕ+ a` partir de laquelle on va construire nos ope´rateurs. On cite donc la
Proposition A.2.8 ([41]) Soient J ⊂]0,+∞[ un intervalle non critique pour ω et σ ∈] −
1, 1[.
Il existe R > 0 et ϕ+ ∈ C∞(R2d,R) tels que
|∂αx ∂βξ (ϕ+(x, ξ)− < x, ξ >)| ≤ Cα,β < x >1−ρ−|α| ∀x, ξ ∈ Rd
||∇ tx∇ξϕ+(x, ξ)− IdRd || ≤
1
2
∀x, ξ ∈ Rd
H0(x, ∂xϕ+(x, ξ)) = ω(ξ) ∀(x, ξ) ∈ Γ+(J, σ,R) (A.21)
Notre objectif est d’obtenir une approximation (modulo h∞)
U(t, h)Jϕ+(a)Jϕ+(b)
? ∼ Jϕ+(a)U0(t, h)Jϕ+(b)?
U(t, h) = e−itHˆ/h et U0(t, h) = e−itωˆ/h e´tant les propagateurs respectifs de Hˆ et ωˆ. On






U(t− s)(HˆJϕ+(a)− Jϕ+(a)ωˆ)U0(s)ds (A.22)
soit ne´gligeable ; c’est l’objet de la proposition suivante.
Proposition A.2.9 Fixons J1 ⊂]0,+∞[ intervalle non critique pour ω et σ1 ∈]−1, 1[ comme
ci-dessus.
Alors, il existe R1, et ϕ+ comme dans la proposition (A.2.8) et des fonctions ak ∈ S−∞,−k1,1
tels que pour tout N ∈ N∑N
j=0 h
jHˆj ◦ Jϕ+(a(N)(h), h)− Jϕ+(a(N)(h), h) ◦ ωˆ = Jϕ+(RN (h) + hN+1rN (h), h)




kak, rN (h) est une famille borne´e de S1(−∞,−N) et RN (h) est une
famille borne´e de S1(−∞, 0) telle que RN (h, x, ξ) soit nulle au voisinage de Γ+(J1, σ1, R1).
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De´monstration : Notons tout de suite que
Jϕ+(a, h) ◦ ωˆ = Jϕ+(aω, h).













avec rN (h) famille borne´e de S1(−∞,−(N + 1)), d’apre`s la proposition (A.2.1), si les H1j sont





Pour obtenir le re´sultat, il suffit donc de trouver les ak dans S1(−∞,−k) tels que∑
k+j+l=p
(H1j #ak)l − apω = 0 au voisinage de Γ+(J1, σ1, R1)
pour tout 0 ≤ p ≤ N avec lim∞,(x,ξ)∈Γ+ a0(x, ξ) = 1 ; cela nous rame`ne a` re´soudre, au voisinage
de Γ+(J1, σ1, R1) les e´quations
H0(x, ∂xϕ+(x, ξ))a0(x, ξ) = a0(x, ξ)ω(ξ)
H0(x, ∂xϕ+(x, ξ))a1(x, ξ) + (H0#a0)1(x, ξ) = a1(x, ξ)ω(ξ)





avec p ≥ 2 pour la dernie`re ligne.
Dans une zone ou` l’e´quation de Hamilton-Jacobi (A.21) est satisfaite, ces e´quations se re´duisent
aux e´quations de transport suivantes :
(H0#a0)1(x, ξ) = 0 lim
Γ+3(x,ξ)→∞
a0 = 1




(H1j #ak)l(x, ξ) lim∞x
ap = 0 p ≥ 1
avec










θj(x, ξ)∂xja(x, ξ) + b(x, ξ)a(x, ξ)
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avec b et les θj a` valeurs re´elles.
On va donc passer a` la re´solution de ces e´quations de transport. Pour cela, on commence par
choisir ϕ+, comme dans la proposition pre´ce´dente, solution de l’e´quation de Hamilton-Jacobi
dans Γ+(J0, σ0, R0) avec J0 voisinage compact de J1, σ0 > σ1 et R0 assez grand, puis on
re´sout les e´quations de transport dans une zone sortante convenable en utilisant la me´thode
des caracte´ristiques. On utilise, pour cela, le lemme suivant dont la de´monstration se trouve
essentiellement dans [15] et [41] (voir aussi la fin du chapitre 2 dans lequel on en donne une
version uniforme par rapport au symbole principal H0).
Lemme A.2.10 On peut choisir R0 > 0 assez grand et e0 > 0 assez petit, tels que pour tout
(x, ξ) ∈ Γ+(J0, σ0, R0), la solution X(t, x, ξ) = (Xj(t, x, ξ))1≤j≤d de
∂Xj
∂t
= θj(X, ξ) 1 ≤ j ≤ d
X(0, x, ξ) = x
existe pour tout t ≥ 0 et ve´rifie
|X(t, x, ξ)| ≥ e0(t+ |x|), et (X(t, x, ξ), ξ) ∈ Γ+(J0, σ0, R0) (A.23)
pour tout t ≥ 0 et tout (x, ξ) ∈ Γ+(J0, σ0, R0).
De plus, pour tout α, β il existe C > 0 telle que pour tout t ≥ 0 et tout (x, ξ) ∈ Γ+(J0, σ0, R0)
|∂αx ∂βξ (X(t, x, ξ)− (x+ t∇ω(ξ)))| ≤ C < x >1−ρ−|α| .
On peut alors re´soudre les e´quations de transport dans Γ+(J0, σ0, R0) en remarquant que
A0(x, ξ) est solution dans Γ+(J0, σ0, R0) de
(H0#A0)1 = 0 lim|x|→+∞
A0(x, ξ) = 1
si et seulement si
A0(X(t, x, ξ), ξ) est solution de
du
dt + b(X(t, x, ξ), ξ)u = 0 et limt→+∞ u(t) = 1.
Cette dernie`re e´quation se re´sout facilement par la me´thode de variation des constantes, et
on obtient
A0(x, ξ) = e
∫+∞
0 b(X(t,x,ξ),ξ)dt ∀(x, ξ) ∈ Γ+(J0, σ0, R0) (A.24)







on re´sout par re´currence les autres e´quations de transport dans Γ+(J0, σ0, R0) en notant que




+ b(X(t, x, ξ), ξ)u = fp(X(t, x, ξ), ξ) avec lim
t→+∞u(t) = 0,
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fp(X(t, x, ξ), ξ)e
∫ t
0 b(X(t1,x,ξ),ξ)dt1dt. (A.25)
Tout ceci nous permet de de´terminer les ak dans une zone sortante ; pour de´finir les ak
globalement (sur R2d), on pose, pour 0 ≤ k ≤ N
ak = ΦAk, Φ ∈ S1(−∞, 0)
Φ ∈ S1(−∞, 0), Φ = 1 au voisinage de Γ+(J1, σ1, R1), supp(Φ) ⊂ Γ+(J0, σ0, R0)
et il reste a` ve´rifier que ak ∈ S1(−∞,−k). Comme Φ est a` support compact en ξ, il suffit
essentiellement d’e´tudier la de´croissance en x de ak, ce qui se rame`ne a` e´tudier celle de Ak
dans Γ+(J0, σ0, R0). Cela se fait par re´currence avec le sche´ma suivant :
a` partir de la dernie`re estimation du lemme (A.2.10), on montre que A0 et ses de´rive´es ont le
comportement souhaite´ dans Γ+(J0, σ0, R0) en de´rivant directement la formule (A.24). Cela
montre que a0 ∈ S1(−∞, 0).
Puis, on suppose que ak ∈ S1(−∞,−k) pour k < p ; on en de´duit que fp ∈ S1(−∞,−p − 1)
dans Γ+(J0, σ0, R0) (ie ve´rifie les estimations de cette classe de symbole en restriction a` cette
zone). En effet, on a toujours
(H1j #ak)l ∈ S1(−∞,−l − k − j)
et comme j + k + l = p+ 1 on a (H1j #ak)l ∈ S1(−∞,−1− p) dont on de´duit facilement que
dans Γ+(J0, σ0, R0) on a
|Ap(x, ξ)| ≤ C
∫ +∞
0
(1 + t+ |x|)−p−1dt ≤ C ′(1 + |x|)−p
qui s’obtient en faisant le changement de variable t(1 + |x|) = t′. On obtient de meˆme les
estimations pour les de´rive´es de Ap, ce qui prouve que ap ∈ S1(−∞,−p).
Enfin on remarque que (H1j #ak)l−Φ(H1j #Ak)l est nulle au voisinage de Γ+(J1, σ1, R1) ce qui
donne la forme annonce´e de HˆJϕ(a(N)(h), h)−Jϕ(a(N)(h), h)ωˆ et qui termine la de´monstration
de la proposition.
En utilisant l’ellipticite´ de Jϕ+(a(N)(h), h) (a0 → 1 dans Γ+) on peut factoriser des ope´rateurs
pseudo-diffe´rentiels :
Proposition A.2.11 Soient J2 ⊂ J1 et σ2 < σ1. Il existe R2 > 0 tel que pour toute famille
(χj)j≥0 ve´rifiant χj ∈ S1(−∞,−j) et supp(χj) ⊂ Γ+(J2, σ2, R2) ∀j ≥ 0,
il existe (bj)j≥0 telle que
bj ∈ S1(−∞,−j)
supp(bj) ⊂ Γ+(J1, σ1, R2) ∀j ≥ 0
Jϕ+(a(N)(h), h) ◦ Jϕ+(b(N)(h), h)? =
∑N
j=0 h




jbj et RN (h) est une famille borne´e de S1(−∞,−N).
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De´monstration : On se contente de rappeler la me´thode.
Etant donne´e une famille (bj)j≥0 quelconque (avec bj ∈ S1(−∞,−j)), on a
Jϕ+(a(N)(h), h) ◦ Jϕ+(b(N)(h), h)? =
∑
1≤j,k≤N





hj+k+lOph((aj / bk)l) + hN+1rN,/(x, hD, h)
avec rN,/(h) dans un borne´ de S1(−∞,−N). On obtiendra donc la proposition si on re´sout
les e´quations suivantes :
(a0 / b0)0 = χ0




(aj / bk)l, 1 ≤ p ≤ N.
On rappelle la forme de (a / b)0 qui se de´duit facilement de la proposition (A.1.2) et du
the´ore`me (A.2.6) :
(a / b)0(x, η) = a(x, ξ(x, x, η))b(x, ξ(x, x, η))|∂ξ(x, x, η)
∂η
|.
De´finissons donc b0 par




(x, x, η(x, x, ξ))|
)−1
.
On obtient bien un e´le´ment de S1(−∞, 0) ; en effet, le support de χ0(x, η(x, x, ξ)) est contenu
dans Γ+(J1, σ1, R2) a` condition de choisir R2 assez grand puisque
η(x, x, ξ) = ∇xϕ+(x, ξ) = ξ +O(< x >−ρ).
Les proprie´te´s de a0 et de ξ(., ., .) entraˆıne alors le fait que a0(x, ξ)|∂ξ/∂η(x, x, .)| > 1/2 si
|x| ≥ R2 assez grand.
De fac¸on ite´rative, on construit de meˆme les bj pour j ≥ 1 avec les proprie´te´s demande´es,
d’ou` la proposition.
On fait ici deux remarques concernant la de´croissance des symboles ak (k ≥ 0). Elle n’in-
terviennent pas dans les constructions d’Isozaki-Kitada mais sont cruciales pour montrer la
re´gularite´ et l’existence d’un de´veloppement asymptotique pour la fonction de Koplienko.
Elles sont utilise´es pour de´montrer la proposition (2.4.8)
Remarque A.2.12 sur
⋃
k≥0 supp(bk) on a
a0 − 1 ∈ S1(−∞,−ρ) (A.26)
(ie ve´rifie les estimations de cette classe de symboles sur les supports des bk).
Cela s’obtient directement a` partir de la formule (A.24), puisque a0 et A0 co¨ıncident sur le
support des bk et b est d’ordre −ρ− 1 en x.
110 ANNEXE A. OPE´RATEURS INTE´GRAUX DE FOURIER
Remarque A.2.13 Si on fait l’hypothe`se supple´mentaire suivante sur la ρ perturbation Q ∼∑
j≥0 h
jQj
Qj ∈ S1(1 + ω,−ρ− 1), ∀ j ≥ 1 (A.27)
alors, pour tout p ≥ 1 on a, sur ⋃k≥0 supp(bk)
ap ∈ S1(−∞,−ρ). (A.28)
Pour obtenir cela, on utilise la` encore le fait que, sur le support des bk, ap est donne´ par (A.25)
et on montre par re´currence sur p ≥ 1 que fp ∈ S1(−∞,−ρ − 1) sur le support des bk. En














k+l=p+1(ω#Ak)l (k < p) sont bien dans
S1(−∞,−ρ− 1).
Si p = 1 la premie`re somme ne contient que le terme (Q0#A0)2 qui est dans S1(−∞,−ρ− 2).









avec |β| = 2 + k′, α′ ≤ β, α′ = α′1 + · · · + α′k′ et |α′j | 6= 1 pour tout j ; si l’un des α′j est non
nul ∂
α′j
x ϕ+ est d’ordre −1− ρ en x, il reste donc a` e´tudier ∂βηω(∂xϕ+(x, ξ))∂βxA0(x, ξ) lorsque
|β| = 2. Comme A0 − 1 ∈ S1(−∞,−ρ) sur le support des bk, le symbole conside´re´ est d’ordre
−ρ− 2 en x ce qui prouve que f1 est d’ordre −ρ− 1 (en x) sur le support des bk, et donc que
A1 est d’ordre −ρ.
Puis, lorsque p ≥ 2 si on suppose A1, · · · , Ap−1 d’ordre −ρ sur le support des bk, on montre
que fp est d’ordre −ρ−1. Pour cela, il suffit encore d’e´tudier les (Q0#Ak)l (avec k+ l = p+ 1
et k < p) et ∂βηω(∂xϕ+(x, ξ))∂
β
xA0(x, ξ) (avec |β| ≥ 2) ; ces symboles sont d’ordre −ρ− 2, ce
qui prouve que fp est d’ordre −ρ − 1 et donc Ap d’ordre −ρ en utilisant la formule (A.25),
achevant la preuve de la remarque.





Alors, sous l’hypothe`se additionnelle de la remarque pre´ce´dente (A.27), on a pour tout n ≥ 0
bn − χ∗+,n ∈ S1(−∞,−ρ).
De´monstration : on va noter a ≡ b pour dire que a − b ∈ S1(−∞,−ρ). On fait la preuve
par re´currence sur n. On sait que pour n = 0, on a




(x, x, η(x, x, ξ))|
)−1
≡ χ+(x, ξ) = χ∗+,0(x, ξ)
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en utilisant les proprie´te´s des diffe´omorphismes η(x, x, .) et ξ(x, x, .), ainsi que le fait que
a0 − 1 ≡ 0 sur le support de χ+(x, η(x, x, ξ)). Puis, pour n ≥ 1, on a





et comme d’apre`s les deux remarques pre´ce´dentes, on a
(aj / bk)l ≡ 0 si j > 0 , (a0 / bk)l ≡ (1 / bk)l et (a0 / bn)0 ≡ bn




































Or, en utilisant le fait que (u(x, hD)?)? = u(x, hD) et en identifiant les de´veloppements, on










(−1)|α|u(x, η) = 0, u ∈ S1(−∞, 0). (A.30)
De plus χ∗+,k(x, η) =
∑
|β|=k(β!)
−1∂βηDβxχ+(x, η), donc en utilisant (A.29) on obtient





















d’ou` le re´sultat, puisque le premier terme du membre de droite est nul d’apre`s (A.30).
De´monstration de la proposition (2.4.7)
On construit les ope´rateursAN (h) = Jϕ+(
∑
j≤N h




jbj , h) a` partir de la proposition (A.2.11) avec χ0 = χ+ et χj = 0 pour j ≥ 1.
Par la formule de Duhamel (A.22), on obtient que U(t, h)χ+(x, hD)− AN (h)U0(t, h)BN (h)?
est la somme des ope´rateurs suivants :









U(t− s, h)Jϕ+(RN (h), h)U0(s, h)BN (h)?ds (A.33)
et on constate que :
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– en utilisant les ine´galite´s de propagation et la cyclicite´ de la trace, on voit facilement
que l’ope´rateur (A.31) ve´rifie bien une estimation de la forme (2.8).
– l’ope´rateur (A.32) ve´rifie cette estimation e´galement car on de´montre que
||| < x >[N/4] Jϕ+(rN (h), h)U0(s, h)BN (h)? < x >[N/4] ||| ≤ C(1 + s)−[N/4]
en utilisant que rN (h) reste dans un borne´ de S1(−∞,−N) et en faisant des inte´grations
par parties dans l’e´criture inte´grale du noyau de U0(s, h)BN (h)? avec l’ope´rateur
h
i
∇ξ(sω(ξ) + ϕ+(y, ξ))
|∇ξ(sω(ξ) + ϕ+(y, ξ))|2∇ξ
une fois remarque´ que sur le support des bj (zone sortante) on a
|∇ξ(sω(ξ) + ϕ(y, ξ))| ≥ c(1 + |y|+ s), s ≥ 0.
– la contribution de l’ope´rateur (A.33) s’obtient en montrant que Kh(s, x, y), noyau de
Schwartz de Jϕ+(RN (h), h)U0(s, h)BN (h)
? ve´rifie ∀N ′, α, α′ ∀s ≥ 0 ∀x, y ∈ Rd
|∂αx ∂α
′
y Kh(s, x, y)| ≤ CN ′,α,α′hN
′
(1 + s+ |x|+ |y|)−N ′ , (A.34)
ce qui suffit pour montrer l’estimation (2.8) en utilisant les ine´galite´s de propagation.




hjRN,j + hN+1R˜N (h)
avec R˜N (h) dans un borne´ de S−∞,−δ(N+1)1,1 ; donc quitte a` remplacer rN (h) par rN (h)+R˜N (h)
on peut supposer que R˜N (h) = 0. De plus RN,j ∈ S−∞,−δj1,1 est a` support dans
Γ+(J1, σ1, R2) \ Γ+(J, σ+, R0) J ⊂ J1, σ1 > σ+, R0 > R2.




N,j a` support compact (et
dans une zone sortante) et R∞N,j supporte´, pour un R
′ aussi grand qu’on veut, dans
{(x, ξ) | |x| ≥ R′ et ω(ξ) ∈ J1 \ J ou − σ+ > cos(x,∇ω(ξ)) ≥ −σ1)}.










(ϕ(x,ξ)−sp0(ξ)−ϕ(y,ξ))RαN,j(x, ξ)bk(y, ξ)dξ (A.35)
avec bk a` support dans Γ+(J0, σ0, R0) et J0 ⊂ J, σ+ > σ0. On aura besoin des deux lemmes
suivants.
Lemme A.2.15 Si R0 et R2 sont assez grands, il existe C > 0 telle que
|∇ξ(sp0(ξ) + ϕ+(y, ξ)− ϕ+(x, ξ))| ≥ C(1 + s+ |y|)
pour tous s ≥ 0, (x, ξ) ∈ supp(R0N,j) et (y, ξ) ∈ supp(bk).
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De´monstration : c’est une conse´quence simple du fait que





|η − η′| ≤ 0|η| ⇒ | cos(η′′, η)− cos(η′′, η′)| ≤ 20 ∀η′′ 6= 0.
En effet, en choisissant 0 < 1 tel que σ1−σ+ > 20 > 0, on obtient que, pour R0 assez grand,
|∇ξϕ+(y, ξ)− y| ≤ 0|y| ∀(y, ξ) ∈ Γ+(J, σ+, R0) et donc que
cos(∇ξϕ+(y, ξ),∇ξω(ξ)) ≥ −20 − σ+ > −σ1
dont on de´duit pour s > 0 que





ce qui donne facilement le lemme, puisque ∇ξϕ+(x, ξ) est borne´ sur le support de R0N,j .
Lemme A.2.16 Si R′ est assez grand, il existe C > 0 tel que
|∇ξ(sω(ξ) + ϕ+(y, ξ)− ϕ+(x, ξ))| ≥ C(1 + s+ |y|+ |x|)
pour tous s ≥ 0, (x, ξ) ∈ supp(R∞N,j) et (y, ξ) ∈ supp(bk).
De´monstration : remarquons que sur le support de R∞N,j(x, ξ)bk(y, ξ), on a ω(ξ) ∈ J donc
ne´cessairement −σ+ > cos(x,∇ω(ξ)) ≥ −σ1 ; montrons alors que sur ce support on a
cos(∇ξ(ϕ+(y, ξ)− ϕ+(x, ξ)),∇ω(ξ)) ≥ −σ′′ > −1.
Ce cos se de´compose sous la forme
|∇ξϕ+(y, ξ)| cos(∇ξϕ+(y, ξ),∇ω(ξ))− |∇ξϕ+(x, ξ)| cos(∇ξϕ+(x, ξ),∇ω(ξ))
|∇ξ(ϕ+(y, ξ)− ϕ+(x, ξ))| .
Choisissons 0 < 0 < 1 tel que σ+ − σ0 > 50 et σ0 + 20 > −1 : en prenant R0 et R′ assez
grands, on obtient, comme dans le lemme pre´ce´dent :
cos(∇ξϕ+(y, ξ),∇ω(ξ)) ≥ −σ0 − 20 et − σ+ + 20 > cos(∇ξϕ+(x, ξ),∇ω(ξ)).
Comme −σ+ + 20 < −σ0 − 20, cela entraˆıne
cos(∇ξ(ϕ+(y, ξ)− ϕ+(x, ξ)),∇ω(ξ)) ≥ −|σ0 + 20| > −1.
On en de´duit que pour un c > 0, on a ∀s ≥ 0
|∇ξ(ϕ+(y, ξ)− ϕ+(x, ξ) + sω(ξ)| ≥ c(s|∇ω(ξ)|+ |∇ξ(ϕ+(y, ξ)− ϕ+(x, ξ))|).
Il nous suffit a` pre´sent de montrer que |∇ξ(ϕ+(y, ξ) − ϕ+(x, ξ))| ≥ c′(|x| + |y|) dans la zone
e´tudie´e, pour un certain c′ > 0 :
cela re´sulte du fait que cos(−∇ξϕ+(x, ξ),∇ξϕ+(y, ξ)) ≥ σ′′′ > −1 ; si ce n’e´tait pas vrai on
pourrait trouver des suites xp, yp, ξp telles que
lim
p→+∞∇ξϕ+(xp, ξp)/|∇ξϕ+(xp, ξp)| = limp→+∞∇ξϕ+(yp, ξp)/|∇ξϕ+(yp, ξp)|
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ce qui est exclu car
cos(∇ξϕ+(xp, ξp),∇ω(ξp)) < −σ0 − 30 et cos(∇ξϕ+(yp, ξp),∇ω(ξp)) > −σ0 − 20
d’ou` le lemme. 
Ces deux lemmes nous autorisent a` faire des inte´grations par parties dans (A.35) avec l’ope´rateur
diffe´rentiel suivant (qui laisse invariant l’exponentielle dans l’inte´grale)
Qh = ih
∇ξφ(s, x, y, ξ)
|∇ξφ(s, x, y, ξ)|2 .∇ξ φ(s, x, y, ξ) = ϕ+(x, ξ)− ϕ+(y, ξ)− sω(ξ)




Soit H un espace de Hilbert se´parable. On notera |||.||| la norme dans L(H) (ope´rateurs
borne´s) et |||.|||2 la norme de l’ide´al S2 de L(H) constitue´e des ope´rateurs de classe Hilbert-
Schmidt
|||K|||22 := Tr(K?K).
Le but de cette annexe est de donner une majoration assez pre´cise de
|||f(H0 + V )− f(H0 + V ′)|||2
en fonction de f sous certaines hypothe`ses sur les ope´rateurs auto-adjoints H0 +V et H0 +V ′
qui seront pre´cise´es dans la suite.
Soient (H,D(H)) et (H ′, D(H ′)) deux ope´rateurs auto-adjoints sur H . On note EH(.) et
EH′(.) les re´solutions spectrales associe´es.
On appelle rectangle, dans R2, tout produit de deux intervalles quelconques, et on appelle
R l’ensemble de toute les re´unions finies de rectangles de la forme :
∪j∈JIj × I ′j
avec Ij ∩ Ij′ = ∅ si j 6= j′ et I ′j ∩ I ′j′ = ∅ si j 6= j′.






ou` J est fini, 1Ij×I′j est la fonction caracte´ristique du rectangle Ij × I ′j et ∪j∈JIj × I ′j ∈ R.
Les αj sont des nombres complexes.
Etant donne´s K1 et K2 deux ope´rateurs de classe Hilbert-Schmidt sur H, on peut de´finir
l’application µ0 par






On a alors le lemme suivant
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Lemme B.1 Pour toute f ∈ F ,
|µ0(f)| ≤ ||f ||∞||K1||2||K2||2
ou` ||.||∞ est la norme de L∞(R2).
De´monstration : on e´crit f =
∑
j∈J αj1Ij×I′j avec J fini. On construit alors une base
hilbertienne de H de la facon suivante : pour chaque j ∈ J , on choisit (eij)i∈Nj une base
hilbertienne du sous-espace ferme´ ImEH′(I ′j) (Nj est donc un ensemble au plus de´nombrable)
que l’on comple`te en prenant une base hilbertienne de Im(EH′(R \ (∪jI ′j))). Puisque les I ′j



































d’ou` le lemme. 
On re´sume alors dans la proposition suivante les conse´quences de ce lemme.
Proposition B.2 Il existe une unique mesure de Borel complexe sur R2 que l’on notera µ
ou dµ(λ, λ′) dont la variation totale ve´rifie :
|µ|(R2) ≤ ||K1||2||K2||2
et telle que pour toutes fonctions ϕ1 et ϕ2 continues sur R de limites nulles a` l’infini, on ait∫
R2
ϕ1(λ)ϕ2(λ′)dµ(λ, λ′) = Tr(ϕ2(H ′)K1ϕ1(H)K?2 ).
De´monstration : En utilisant le fait que toute fonction continue sur R2 nulle a` l’infini
est limite uniforme sur R2 d’e´le´ments de F , et en utilisant le lemme pre´ce´dent, on de´finit
facilement une forme line´aire continue sur C0(R2) (espace de Banach des fonctions continues
nulles a` l’infini muni de ||.||∞) avec
µ1(f) = lim
n→+∞µ0(fn)
(fn) e´tant une suite de F telle que ||f − fn||∞ → 0. Une telle de´finition est inde´pendante du
choix de la suite (fn) d’apre`s le lemme et de plus, on a
|µ1(f)| ≤ ||f ||∞||K1||2||K2||2.
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Le the´ore`me de repre´sentation de Riesz donne alors l’existence d’une mesure complexe µ sur




f(λ, λ′)dµ(λ, λ′) ∀f ∈ C0(R2).
Enfin si ϕ1 et ϕ2 sont nulles a` l’infini et continues sur R, on choisit ϕ1,n et ϕ2,n des fonctions
en escalier a` support compact sur R qui convergent uniforme´ment sur R respectivement vers
ϕ1 et ϕ2, et on obtient∫
R2




= Tr(ϕ2(H ′)K1ϕ1(H)K?2 )
ce qui donne la dernie`re formule de la proposition et l’unicite´ de µ.
Remarque : il est clair que dans cette proposition que le support de µ (comme distribution
distribution d’ordre 0) est inclus dans σ(H)× σ(H ′).
Supposons alors que
Dom(H) = Dom(H ′) et H ′ −H =: K1 ∈ S2
avec H > 0 et H ′ > 0.
On a le
The´ore`me B.3 Pour toute f ∈ C∞0 (R)






De´monstration : avec les notation du paragraphe (1.1), on a











z−x−iy(H ′ − z)−1V (H − z)−1dz
)
dy (B.2)
ou` les inte´grales convergent dans S2. D’autre part, comme on a
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car (B.2) compose´ avec K?2 donne des inte´grales qui convergent dans S1. D’apre`s la proposition














(λ− z)−1(λ′ − z)−1dµ(λ, λ′))dz) dy
On utilise alors le fait que
(λ− z)−1(λ′ − z)−1 = −(λ− z)
−1 − (λ′ − z)−1
λ− λ′ , λ 6= λ
′








λ−x−iy − λ′ −x−iy




avec (λ−x−iy−λ′ −x−iy)(λ−λ′)−1 qui se prolonge facilement en une fonction continue (et nulle




λ− λ′ dµ(λ, λ
′)
dont on de´duit le the´ore`me.
On va a` pre´sent de´montrer une variante de ce the´ore`me, sous des hypothe`ses un peu plus
ge´ne´rales.
Supposons que (H,D(H)) soit un ope´rateur auto-adjoint sur H (avec D(H) dense dans
H) et que V soit une application line´aire de D(H) dans H H−borne´e, syme´trique, telle que
(H + V,D(H)) et soit auto-adjoint , semi-borne´s. On suppose
H ≥ 1, et H + V ≥ 1
K1 := V H−N0 ∈ S2, pour un N0 ≥ 1
K ′1 := (H + V )−N0V ∈ S2
la dernie`re ligne signifiant que l’ope´rateur (H + V )−N0V de´fini sur D(H) se prolonge a` H
comme ope´rateur borne´ qui est de classe Hilbert-Schmidt.
Soit z ∈ C \ [1,+∞[. A partir de l’identite´
(H − z)−1 − (H + V − z)−1 = (H + V − z)−1V (H − z)−1
et du fait que ( ddz )
N (H +V − z)−1 = N !(H +V − z)−1−N on peut e´crire (H − z)−N−1− (H +
V − z)−N−1 sous la forme
N∑
k=0
(H + V − z)−1−kV (H − z)−N+k−1.
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(H + V )−1−k+N0K ′1H
−N+k−1.















Un calcul facile montre que pour λ 6= λ′, on a
N0−1∑
k=0







λ′ − λ .
Lorsqu’on a remarque´ cela, on a aise´ment la






et tout K2 ∈ S2







ou` Af et Bf sont les fonctions continues et nulles a` l’infini sur σ(H)×σ(H +V ) suivantes :
Af(λ, λ′) = −λ2N0f(λ)f0(λ, λ′)
Bf(λ, λ′) = −λ
′N0f(λ′)− λN0f(λ)
λ′ − λ
avec f0(λ, λ′) = λ
′−N0−λ−N0
λ′−λ .( Ces fonctions sont de´finies pour λ 6= λ′ mais prolongeables par
continuite´ sur σ(H)× σ(H + V ).)
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De´monstration : On obtient (B.6) en faisant des combinaisons line´aires de (B.4) et (B.5).
Il reste juste a` verifier les proprie´te´s annonce´es pour Af et Bf . L’existence d’un prolongement
par continuite´ est facile et on e´tudie juste les limites a` l’infini.
Commencons par remarquer que, puisque λ, λ′ ∈ [1,+∞[, on a
|f0(λ, λ′)| ≤ 2|λ− λ′| et |Bf(λ, λ
′)| ≤ 2supx≥1 |x
N0−1f(x)|
|λ− λ′| (B.7)
et donc pour tout  > 0, il existe M > 0 tel que, lorsque |λ−λ′| > M , |Af(λ, λ′)|+|Bf(λ, λ′)| ≤
.
Dans la zone |λ− λ′| ≤M, on e´crit, pour λ 6= λ′





N0−1f(t) + tN0f ′(t)dt (B.8)
et puisque sup[λ,λ′](|tN0−1f(t)| + |tN0f ′(t)|) → 0 lorsque λ + λ′ → +∞ et |λ − λ′| ≤ M , on
obtient que Bf est nulle a` l’infini. De meˆme, on de´montre que f0 est nulle a` l’infini, et donc
Af e´galement, ce qui donne la proposition.
On en de´duit donc le








||f(H0 + V )− f(H0 + V ′)||S2 ≤ ||Af ||∞||K1||S2 + ||Bf ||∞||K ′1||S2 . (B.9)





et que, d’apre`s le lemme (B.1)
|Tr((f(H0 + V )− f(H0 + V ′)))| ≤ ||Af ||∞||K1||S2 ||K2||S2 + ||Bf ||∞||K ′1||S2 ||K2||S2 . 
Citons enfin un dernier lemme donnant des estimations de ||Af ||∞ et ||Bf ||∞ lorsque f est
un certain type de fraction rationnelle.
Lemme B.6 Pour tout polynoˆme P notons P˜ sa primitive nulle en 0. Soit N ≥ 4N0 un
entier. Pour tout 0 ≤ j ≤ 2N0, on pose Fj(λ) = λjP˜ (λ−N ).
Alors il existe Cj > 0 telle que




De´monstration : on suppose λ 6= λ′ on a alors tout de suite
|AFj(λ, λ′)| ≤ |λ2N0+jP˜(λ−N )|||f0||∞ ≤ ||f0||∞ sup
[0,1]
|P˜(x)/x| ≤ ||f0||∞ sup
[0,1]
|P(x)|.
Pour BFj on utilise la formule (B.8) et on remarque que
tN0F ′j(t) = −NtN0+j−N−1P(t−N ) + jtN0+j−1P˜(t−N )
N0t
N0−1Fj(t) = N0tN0−1+jP˜(t−N )
dont on de´duit facilement, a` partir du fait que N0 + j − N − 1 ≤ 0 et du fait que N0 − 1 +
j ≤ N, que leurs valeurs absolues sont majore´es respectivement par (N + j) sup[0,1] |P(x)| et
N0 sup[0,1] |P(x)| ce qui termine la de´monstration.
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