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NEAR-BEST ADAPTIVE APPROXIMATION
ON CONFORMING MESHES
PETER BINEV, FRANCESCA FIERRO, AND ANDREAS VEESER
Abstract. We devise a generalization of tree approximation that generates
conforming meshes, i.e., meshes with a particular structure like edge-to-edge
triangulations. A key feature of this generalization is that the choices of the
cells to be subdivided are affected by that particular structure. As main result,
we prove near best approximation with respect to conforming meshes, inde-
pendent of constants like the completion constant for newest-vertex bisection.
Numerical experiments complement the theoretical results and indicate better
approximation properties than previous approaches.
1. Introduction
In approximation with adaptive meshes, one picks a cell of the current mesh in
a target-function specific way and then subdivides it to generate the next mesh.
This iterative process, which is accompanied by an incremental addition of degrees
of freedom, is of great interest. In fact, it is underlying or even part of adaptive
finite element methods, one of the most successful approaches to solve numerically
partial differential equations. The mesh cells then typically have to meet in a
certain manner to ensure some smoothness of the approximants or to allow for
some algorithmic convenience.
In a prominent setup, the cells are triangles, subdivision is realized by newest
vertex bisection, and the triangulations have to be edge-to-edge. Newest vertex
bisection subdivides a given triangle with assigned newest vertex by drawing a line
from the newest vertex to the midpoint of the opposite edge, which becomes the
newest vertex of the two new triangles. Note that the subdivision history and so
triangulations correspond to binary trees. Edge-to-edge means that the intersection
of two different triangles is either empty, a vertex, or a common edge. This property
is also called “conforming”, while here we use this less specific term for indicating
a generic requirement.
In order to motivate and illustrate our results in the introduction, let us restrict
ourselves to this setup described in the preceding paragraph. We write T and TC
for, respectively, the set of all trees with general triangulations and its subset of
trees with edge-to-edge triangulations. Moreover, if T ∈ T, then E(T ) denotes a
suitable error associated with the triangulation of T .
A particularly convenient way of adaptive approximation is the tree algorithm in
Binev [1, §2]. This algorithm however outputs only trees in T with triangulations
that are not necessarily edge-to-edge. We may therefore add a completion step, i.e.,
we pass to the smallest tree in TC with an edge-to-edge triangulation that contains
the output of the tree algorithm. The modified output tree T is then near best in
the sense that
(1) E(T ) ≤ 4 inf
{
E(T ′) | T ′ ∈ T, #T ′ ≤ 34C
−1
cmpl#T
}
,
where the constant Ccmpl stems from the completion step and, in general, can be
quite large. Its presence is therefore not desirable, although justified by the fact
that the competing trees on the right-hand side are not necessarily edge-to-edge.
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In order to avoid the presence of the completion constant Ccmpl, we thus shall
aim for an inequality like (1) where T is replaced by TC. We achieve this goal by
devising a new tree algorithm with the following features:
• The generated triangulations are edge-to-edge at any stage of the algorithm.
• The choices of the cells to be subdivided depend on the edge-to-edge re-
quirement by separating the actual subdivision from the request for it.
• Without the edge-to-edge requirement, the new tree algorithm reduces to
the one in Binev [1, §2].
The counterpart of (1) for an output tree T of the new algorithm reads
E(T ) ≤ 4 inf
{
E(T ′) | T ′ ∈ T, #T ′ ≤ 12#T
}
.
We complement this near-best result by numerical examples. They indicate that the
approximation properties of new tree algorithm are at least as good as the ones of
the algorithm with completion. In certain situations, e.g., for triangulations of small
cardinality or partially trivial target functions, they are even better. Furthermore,
the numerical results suggest that a more relevant improvement will take place for
setups with larger completion constant Ccmpl.
The rest of this manuscript is organized as follows. Section 2 describes the general
setting of conforming meshes that is covered by our results, devises the new tree
algorithm, and proves that its outputs are near best. The numerical experiments
are presented in §3, along with a motivation of the considered setting.
2. Tree approximation for conforming meshes
2.1. A tree setup for conforming meshes. In this subsection, we specify the
type of adaptivity to be considered. It is based upon trees, i.e. connected acyclic
undirected graphs.
Let Ω be a domain in Rd, d ∈ N. We suppose that we are given an infinite
tree TΩ with root Ω such that, for every node or cell ∆ ∈ TΩ, its children form
a finite partition of ∆. More precisely, the children ∆1, . . . ,∆J , where J ≥ 2 can
depend on ∆, are open subsets of Rd and such that ∆ =
⋃J
j=1∆j and, for i 6= j, the
intersection ∆i∩∆j is empty. The replacement of ∆ by its children is a subdivision.
We also say that ∆ is the parent of each ∆j and set p(∆j) := ∆ as well as p(Ω) := ∅.
Let T be a subtree of TΩ. The subtree T is called finite whenever the number
of its nodes is finite: #T <∞. A node that has no children in T is a leaf of T and
we write L(T ) for the set of all its leaves. If every non-leaf node of T has the same
number of children in T and TΩ, then the tree T is called full, otherwise general.
Obviously, if a subtree T ⊆ TΩ is finite, full, and rooted at Ω, its leaves L(T ) form
a finite partition of Ω. Another useful type of subtree is the tree of all descendants
T∆ of a node ∆ ∈ TΩ; this tree is rooted at ∆, full, and, not having any leaves, is
infinite. If ∆′ ∈ T∆, we all say that ∆ is an ancestor of ∆′ and write ∆ ∈ A(∆′).
The partitions induced by full subtrees are quite general. In applications, it is
often desirable to allow only for partitions with some additional structure, to which
we will refer as conforming meshes. Before giving examples, we shall introduce
related notation and assumptions.
A subtree T ⊂ TΩ that is full and rooted at Ω is a conforming tree whenever its
leaves form a conforming mesh. We denote by TC the set of all subtrees of TΩ that
are rooted at Ω, full, and conforming.
Let s be a set of cells appearing in some conforming mesh. The subdivisions of
s are isolated whenever, for any conforming mesh containing s, the replacement of
all cells in s by their children leads again to a conforming mesh. If s is minimal
(in the sense that there is no proper subset with isolated subdivisions), we call it a
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subdivision patch. We assume
(2)
for any cell ∆ ∈ TΩ,
there is a unique subdivision patch s(∆) with ∆ ∈ s(∆).
The uniqueness entails that, if s is a subdivision patch, then
(3) ∆,∆′ ∈ s ⇐⇒ s(∆) = s = s(∆′).
If ∆ ∈ L(T ) is a leaf of a conforming tree T ∈ TC, its subdivision patch might
not satisfy s(∆) ⊆ L(T ). If not, ∆ cannot be immediately subdivided in L(T ); its
subdivision has to be prepared by other ones. A subdivision patch s is necessary
for subdividing the cell ∆ whenever
(4) ∀T ∈ TC ∆ ∈ T \ L(T ) =⇒ s ⊆ T \ L(T ).
In particular, s(∆) is necessary for the subdivision of ∆ by its minimality. We
assume that there always exists at least one necessary subdivision patch:
(5)
for any leaf ∆ ∈ L(T ) of a conforming tree T ∈ TC,
there is a subdivision patch s ⊆ L(T ) that is necessary for subdividing ∆.
This assumption ensures that any conforming mesh can be constructed by succes-
sively subdividing necessary patches.
In our results below, we measure the size of a conforming tree T ∈ TC by
(6) |T | := #{s ⊆ T \ L(T ) | s is a subdivision patch}
and employ the maximal cardinality
(7) Θ := max
∆∈TΩ
#s(∆) ≥ 1
of a subdivision patch.
Let us now consider two examples, verifying the two assumptions (2) and (5).
For the sake of simplicity, we shall suppose here that there is only one type of cells
in each example and that the domain Ω is an instance thereof. As long as the
master tree is well-defined, examples involving various cell types can be handled
quite similarly. More general domains and initial meshes with several cells are
covered by Remark 8 below. The first example will serve us as a reference, while
the second one constitutes our running example.
Example 1 (Nonconforming abstract bisection). Let TΩ be a binary tree and take
T
C to be the set of all subtrees that are full and rooted at Ω, i.e., there is no
requirement of an additional structure for the meshes. This is the setup considered
in Binev [1, §2]. Obviously, the subdivision patches are s(∆) = {∆}, whence
(8a) Θ = 1
and (2) and (5) are verified. Furthermore, for any T ∈ TC, we have
(8b) |T | = #
(
T \ L(T )
)
= #L(T )− 1,
where the second inequalities follows from the fact that T is a full binary tree.
Example 2 (Newest vertex bisection for edge-to-edge triangulations). Given a tri-
angle Ω ⊂ R2, let TΩ be the infinite binary tree created by newest vertex bisection
of triangles; cf., e.g., [6]. In order to recall this subdivision method, we associate to
a triangle ∆ an ordering of its vertices (or: extreme points) vert∆ := {a0, a1, a2}.
The ordering (a0, a1, a2), which has to be assigned for the root triangle, is such
that a1 corresponds to the so-called newest vertex and re(∆) := conv{a0, a2} is the
refinement edge. The two children of ∆ are then given by (a0, a, a1) and (a2, a, a1),
where the midpoint a = 12 (a0 + a2) of the refinement edge re(∆) is the respective
newest vertex.
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Let T ⊆ TΩ be a tree that is full and rooted at Ω. We say that the mesh induced
by its leaves or T itself is edge-to-edge whenever
∀∆1,∆2 ∈ L(T ) vert(∆1 ∩∆2) = vert∆1 ∩ vert∆2
and take
T
C := {T ⊆ TΩ | T is full, rooted at Ω, and edge-to-edge}.
Edge-to-edge meshes are convenient, e.g., in the construction of finite element bases
that have a certain smoothness.
In order to verify assumptions (2) and (5), let us first determine the possible
configurations of a subdivision patch s in the given setup. Let ∆ ∈ s be a cell of the
subdivision patch s. If its refinement edge re(∆) ⊂ ∂Ω belongs to the boundary,
then s = {∆}, else there is another cell ∆′ ∈ TΩ such that re(∆) = re(∆
′) and
s = {∆,∆′}; see Binev, Dahmen, and DeVore [2, Lemma 2.2 (ii)]. Hence, (2) is
verified and we have Θ = 2. Assumption (5) follows from [2, Lemma 2.2 (iii)].
We next introduce our error notion. To this end, we associate a local error
e(∆) ≥ 0 with each cell ∆ ∈ TΩ and, for any conforming tree T ∈ TC, we define its
global error in an additive way by
E(T ) :=
∑
∆∈L(T )
e(∆).
Examples for error functionals e will be presented in §3.
Given a budget of subdividing n patches, the best (global) error is
σn := min
T∈TC
n
E(T )
with TCn := {T ∈ T
C | |T | ≤ n}. We say that the trees constructed by some
algorithm are near best with respect | · | whenever there exist constants C1, C2 > 0
such that, for every output tree T ,
(9) E(T ) ≤ C1σC2|T |.
In order to construct near-best trees without investigating the global error func-
tionals of all competing trees, the following assumption on the local errors will be
instrumental. The local errors are subadditive if
(10)
J∑
j=1
e(∆j) ≤ e(∆)
whenever ∆1, . . . ,∆J are the children of a cell ∆.
2.2. Tree algorithm for conforming meshes. A greedy algorithm on the local
errors does not construct near-best meshes. This is illustrated by Example 4 in
Veeser [10], which considers bisection of intervals and local errors arising from a
scalar product. Roughly speaking, due to a suitable orthogonality of the target
function, an arbitrary number of subdivisions of the cells with the maximal local
error yields no error reduction at all, while a relevant reduction could be obtained
by subdividing other cells.
In order to remedy, Binev and DeVore [3] propose applying a greedy algorithm
to “modified local errors”. These quantities depend not only on the local error of
the cell at hand but also on the local errors of its ancestors. We shall refer to them
as marking indicators and denote by µ(∆) the marking indicator associated with
the cell ∆. In the context of abstract nonconforming bisection (cf. Example 1), a
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particularly convenient marking indicator is conceived in Binev [1]. If e(∆) > 0, it
records the subdivision generating the cell ∆ in the following manner:
(11)
e(∆)
µ(∆)
= 1 +
e(∆)
µ
(
p(∆)
) ,
i.e., the ratio of local error to marking indicator is increased by 1 with respect to
the value µ
(
p(∆)
)
of the parent of ∆. This enlargement of the ratio constitutes a
penalization for µ(∆) being large and, in particular, enforces some reduction of the
marking indicator when passing form parent to child. In fact, an equivalent form
of the identity (11) is
(12) µ(∆) =
(
1
e(∆)
+
1
µ
(
p(∆)
)
)−1
.
This recursion reveals that µ has a double meaning: on the one hand, µ(∆) is the
marking indicator replacing the local error e(∆) and, on the other hand, µ(p(∆))−1
can be viewed as the penalization for ∆ arising from previous subdivisions.
Before proposing a generalization of recursion (12), we note two differences of
conforming meshes from nonconforming ones. First, subdivision is organized in
cell patches instead of single cells. Second, a cell ∆⋆ that is marked, i.e. should
be subdivided, might not be ready for subdivision since its patch s(∆⋆) might not
be contained in the current mesh. We can take these two aspects into account
by recording subdivisions of patches instead of cells and by penalizing the request
of patch subdivisions and not their realization. More precisely, we additionally
introduce the “penalization indicator” ν(∆) of a cell ∆. Then, if the cells of a
patch have just been subdivided at the request of the marked cell ∆⋆, we assign
new indicators by distinguishing the following three cases:
• If a cell ∆ is generated by the subdivision of the marked cell ∆⋆, we assign
ν(∆)← µ
(
p(∆)
)−1
and µ(∆)←
(
1
e(∆)
+ ν(∆)
)−1
.
This corresponds exactly to (12).
• If a cell ∆ is generated, but not by subdividing the marked cell ∆⋆, we
assign
ν(∆)← ν
(
p(∆)
)
and µ(∆)←
(
1
e(∆)
+ ν(∆)
)−1
.
This does not modify the penalization and so does not record the subdivi-
sion of p(∆) for its descendants. However, the marking indicator of ∆ is
different from the one of its parent whenever this hold for their local errors.
• If the marked cell ∆⋆ is not subdivided, then we update its marking and
penalization indicators as follows:
ν(∆⋆)← µ(∆⋆)−1 and µ(∆⋆)←
(
1
e(∆⋆)
+ ν(∆⋆)
)−1
.
This corresponds to (12), where ∆⋆ is its own parent.
In this way only the penalization indicators of the marked cell ∆⋆ or its descendants
record one patch subdivision, irrespective of the number of subdivided cells and
whether ∆⋆ was actually subdivided.
The recursive assignments for the penalization indicator can be initialized by
ν(Ω) ← 0. If e(∆) = 0, we still use the above assignments, with the conventions
1/0 =∞, r +∞ =∞ whenever r ∈ R ∪ {∞}, and 1/∞ = 0.
The preceding discussion leads to the pseudocode of Algorithm 1. Three com-
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Algorithm 1 Tree algorithm for conforming meshes
Require: master tree TΩ with local error functional e
⊲ initialization
1: T0 ← {Ω}, ν(Ω)← 0, µ(Ω)← e(Ω), n← 0
2: while tn := max∆∈L(Tn) µ(∆) > 0 do ⊲ or some alternative stopping test
3: mark some ∆⋆n ∈ L(Tn) with µ(∆
⋆
n) = tn
4: pick a subdivision patch sn ⊆ L(Tn) that is necessary for subdividing ∆⋆n
5: define Tn+1 by adding all children Cn of the cells in sn to Tn
⊲ penalize only the marking indicators of the descendants of ∆⋆n
6: ν(∆⋆n)←
1
e(∆⋆n)
+ ν(∆⋆n)
7: if ∆⋆n 6∈ sn then ⊲ ∆
⋆
n remains a leaf
8: µ(∆⋆n)←
(
1
e(∆⋆n)
+ ν(∆⋆n)
)−1
9: end if
10: for all ∆ ∈ Cn do
11: ν(∆)← ν
(
p(∆)
)
12: µ(∆)←
(
1
e(∆)
+ ν(∆)
)−1
13: end for
14: n← n+ 1
15: end while
ments about it are in order. The last two are immediate consequences of the
derivation of the marking and penalization indicators.
• Since in each iteration the children of the cells in exactly one subdivision
patch are subdivided, iteration counter and complexity measure coincide:
(13) for all n, we have |Tn| = n.
• Algorithm 1 specializes to the (unrestricted) tree algorithm in Binev [1, §2]
whenever sn = {∆⋆n} for all n, i.e. in particular for the setting of abstract
nonconforming bisection in Example 1.
• A marking indicator µ(∆) does not depend only on the cell ∆ but also on
the iteration number n. This is due to the above third case or line 6, and
it is an important difference from Binev and DeVore [3] and Binev [1, §2],
where the marking indicator depends solely on ∆.
In order to track the dependence on the iteration number n carefully, let us
incorporate it in our notation. If ∆ ∈ L(Tn) is a mesh cell at iteration n, we write
µ(∆, n) and ν(∆, n) for the corresponding values of µ(∆) and ν(∆) available at
iteration n when executing line 2. Furthermore, if Algorithm 1 terminates, then we
let N∗ denote the last of iteration counter n in line 2, else we set N∗ := ∞. For
the penalization, we then have the initialization
(14a) ν(Ω, 0) = 0,
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and, for all n < N∗ and ∆ ∈ L(Tn+1), the recursion
(14b) ν(∆, n+ 1) =


1
e(∆⋆n)
+ ν(∆⋆n, n) if ∆ 6∈ L(Tn) and p(∆) = ∆
⋆
n,
ν
(
p(∆), n
)
if ∆ 6∈ L(Tn) and p(∆) 6= ∆⋆n,
1
e(∆⋆n)
+ ν(∆⋆n, n) if ∆ ∈ L(Tn) and ∆ = ∆
⋆
n,
ν(∆, n) if ∆ ∈ L(Tn) and ∆ 6= ∆⋆n.
The marking indicators are simply given by
(14c) µ(∆, n) =
(
1
e(∆)
+ ν(∆, n)
)−1
for all n ≤ N∗ and ∆ ∈ L(Tn).
These relations and line 2 of Algorithm 1 imply the following two properties of
the indicators of a “tagged” cell (∆, n) with ∆ ∈ L(Tn) and n ≤ N∗: First, we
have the strict inequality
(15) ν(∆, n) > 0
whenever 1 ≤ n ≤ N∗. Second, without restriction on n, we have
(16) µ(∆, n) = 0 ⇐⇒ e(∆) = 0.
This equivalence has an interesting consequence. If there exists a tree T ∈ TC
with E(T ) = 0, then Algorithm 1 terminates with a subtree: TN∗ ⊆ T . This is a
necessary condition that Algorithm 1 generates near-best meshes with C2 = 1.
2.3. Near-best approximation for subadditive local errors. The goal of this
section is to analyze the approximation properties of Algorithm 1 under the as-
sumption that the local errors are subadditive.
Theorem 3 (Near-best approximation under subadditivity). Let TN be the tree
generated by Algorithm 1 at iteration N . If the local errors are subadditive, then
the error of TN satisfies
E(TN ) ≤
N
min
n=0
(
N + 1 + (Θ− 1)n
N − n+ 1
σn
)
with Θ from (7). Consequently, the output trees of Algorithm 1 are near best with
respect to | · | from (6).
Remark 4 (Abstract nonconforming bisection). Consider the special case of non-
conforming abstract bisection as described in Example 1. In view of (8) and (13),
we have
N + 1 + (Θ − 1)n
N − n+ 1
=
#L(TN )
#L(TN )− n
and, setting N˜ := #L(TN ), the inequality in Theorem 3 becomes
E(TN) ≤
N˜
min
m=1
(
N˜
N˜ −m+ 1
σm−1
)
This is exactly Theorem 2.1 in Binev [1], which uses the number of leaves as com-
plexity measure.
We split the proof of Theorem 3 in several steps. The first one concerns the
behavior of the maximal values of the marking indicators arising in line 2 of Algo-
rithm 1.
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Lemma 5 (Maximal marking indicators). The sequence (tn)
N
n=0 of the maximal
values of the marking indicators is decreasing.
Proof. We first show a monotonicity property of the marking indicator. To this end,
let K = (∆, n+ 1) be a tagged cell with ∆ ∈ L(Tn+1) and n < N∗ and denote by
K ′ its “dynamic” parent, i.e., K ′ = (∆′, n) with either ∆′ = ∆ or ∆′ = p(∆). The
subadditivity (10) for the local errors and the recursion (14b) for the penalization
indicators yield
e(∆) ≤ e(∆′) and ν(K) ≥ ν(K ′).
The definition (14c) of the marking indicator thus implies
µ(K) =
(
1
e(∆)
+ ν(K)
)−1
≤
(
1
e(∆′)
+ ν(K ′)
)−1
= µ(K ′).
Hence, choosing ∆ = ∆⋆n+1, we see that the sequence (tn)n is decreasing:
tn+1 = µ(K) ≤ µ(K
′) ≤ tn. 
Our next step summarizes the operations of Algorithm 1 by defining suitable
quantities on the nodes of the tree TN . Our starting point is that the set of internal
nodes of TN is exactly the union of the selected subdivision patches:
(17) TN \ L(TN ) =
⋃
s∈S
s with S := {s0, . . . , sN−1}.
Note that the subdivision patches s, s ∈ S, are pairwise disjoint. We can group the
subdivision patches with respect to the marked cells by introducing the sets
S(∆) :=
{
sn | ∆
⋆
n = ∆ for some n ∈ {0, . . . , N − 1}
}
of all patches that were subdivided in connection with a given marking cell ∆ ∈ TN .
Line 4 of Algorithm 1 ensures that all patches in S(∆) are necessary for subdividing
∆. In addition, we clearly have
S(∆) 6= ∅ ⇐⇒ ∆ was marked
and, if nonempty, the subdivision patch s(∆) may or may not be an element of
S(∆).
The fact that the penalization ν is only modified for marked cells suggests in-
troducing the reduced tree
(18) TˆN :=
{
∆⋆0,∆
⋆
1, . . . ,∆
⋆
N−1
}
∪ L(TN ),
where
∆′ is parent of ∆ in TˆN :⇐⇒ ∆
′ = pˆ(∆)
and
(19) pˆ(∆) := ∆⋆n with n := max
{
k | ∆⋆k ∈ A(∆)
}
is the closest marked ancestor of ∆. If ∆′ = pˆ(∆) for ∆,∆′ ∈ TˆN , we also say
that ∆ is a child of ∆′ in TˆN . Note that then ∆ ⊂ ∆′ and, in general, ∆ is only
a descendant of ∆′ (in TN ). The number of children of a given node in TˆN can
vary from 1 to some maximum number that grows with N . Thus, although the tree
TˆN shares root and leaves with TN , its structure is less rigid than the one of TN .
Nevertheless, if Tˆ is any subtree of TˆN rooted at ∆, then
(20)
∑
∆′∈L(Tˆ )
e(∆′) ≤ e(∆).
This follows from an induction on the minimal general subtree of TN containing Tˆ .
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Next, we define “static” variants of the “dynamic” indicators µ and ν. Given a
node ∆ ∈ TN , we let
nmin(∆) := min
{
n ∈ {1, . . . , N} | ∆ ∈ L(Tn)
}
,
nmax(∆) := max
{
n ∈ {1, . . . , N} | ∆ ∈ L(Tn)
}
,
and set
(21) µˆ(∆) = µ
(
∆, nmax(∆)
)
and νˆ(∆) = ν
(
∆, nmax(∆)
)
.
This choice entails that we have, on the one hand,
(22a) ∀∆ ∈ L(TˆN ) µˆ(∆) ≤ tN
for the leaves of TˆN and, on the other hand,
(22b) ∀∆ ∈ TˆN S(∆) 6= ∅ =⇒ µˆ(∆) ≥ tN
for the marked cells. In fact, if ∆ ∈ TˆN \ L(TˆN ) is an internal node, then the
implication follows readily from Lemma 5, else we have to take into account also
the fact that the static marking indicator µˆ does not change after the last time it
was marked.
We will need a recursion for the static penalization indicator νˆ. In order to
derive it, let ∆ ∈ TˆN be any node of the reduced tree and introduce the following
notations. We write
S+(∆) := S(∆) \ s(∆)
for the set of the patches that were subdivided at the request of ∆ in order to
prepare its subdivision. Furthermore, construct a decreasing sequence (nj)
J
j=0 by
requiring
n0 = nmax(∆), nj+1 = max{k | k < nj ,∆
⋆
k = ∆} for j < J
and
{k | k < nJ ,∆
⋆
k = ∆} = ∅, i.e. nJ = nmin(∆).
Finally, we let ∆′ denote the child of pˆ(∆) containing ∆ and observe the identity
nmin(∆
′)− 1 = nmax
(
pˆ(∆)
)
. Applying the four cases of (14b) suitably, we derive
ν
(
∆, nmax(∆)
)
= ν(∆, n1 + 1) =
1
e(∆)
+ ν
(
∆, n1
)
=
J
e(∆)
+ ν
(
∆, nJ
)
=
#S+(∆)
e(∆)
+ ν
(
∆, nmin(∆)
)
=
#S+(∆)
e(∆)
+ ν
(
∆′, nmax
(
pˆ(∆)
)
+ 1
)
=
#S+(∆)
e(∆)
+
1
e
(
pˆ(∆)
) + ν(pˆ(∆), nmax(pˆ(∆))).
The recursion for the static penalization indicator νˆ is therefore
(23) νˆ(∆) =
#S+(∆)
e(∆)
+
1
e
(
pˆ(∆)
) + νˆ(pˆ(∆)),
while the static marking indicator satisfies
(24) µˆ(∆) =
(
1
e(∆)
+ νˆ(∆)
)−1
,
an immediate consequence of the definitions (21) and (14c).
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The next two lemmas lay the groundwork to exploit the inequalities in (22).
They are generalizations of Binev [1, Lemmas 2.3 and 2.4] to the setup at hand and
make use of the following notation. If Tˆ is a general subtree of TˆN , let
S(Tˆ ) :=
⋃
∆∈Tˆ
S(∆)
denote the set of all associated patches that are subdivided in TN . Given a subset
L ⊆ L(TN ) of leaves,
s(L) := {s(∆) | ∆ ∈ L}
stands for the associated patches, which are not subdivided in TN . Note that the
subdivision patches of different leaves may coincide, cf. (3), but we have
(25) #L ≤ Θ#s(L)
with Θ from (7).
Lemma 6 (Upper bound for error on leaves). Let L ⊆ L(TN ) be a subset of leaves
of TN . Then ∑
∆∈L
e(∆) ≤
(
Θ#s(L) + #S(Tˆ )
)
tN ,
where Tˆ is the minimal general subtree of the reduced tree TˆN that contains L and
the root Ω.
Proof. By potentially passing to a subset of L, we can assume that the local errors
e(∆), ∆ ∈ L, never vanishes on the leaves. Then, in view of (10) and (16), we have
that e and µˆ never vanish on the whole tree Tˆ .
Given a leaf ∆ ∈ L, we define a finite sequence (∆j)Jj=0 by
∆0 = ∆, ∆j+1 = pˆ(∆j) whenever applicable, ∆J = Ω.
Making use of identity (24), recursion (23), as well as
s(∆0) 6∈ S(∆0), s(∆j) ∈ S(∆j) for j = 1, . . . , J − 1, #S(∆J ) = 1
and (14a), we derive
1
µˆ(∆0)
=
1
e(∆0)
+ νˆ(∆0)
=
1
e(∆0)
+
#S+(∆0)
e(∆0)
+
1
e(∆1)
+ νˆ(∆1)
=
1 +#S(∆0)
e(∆0)
+
#S(∆1)
e(∆1)
+
1
e(∆2)
+ νˆ(∆2) = · · ·
=
1 +#S(∆0)
e(∆0)
+
J−1∑
j=1
#S(∆j)
e(∆j)
+
1
e(∆J)
+ νˆ(∆J )
=
1 +#S(∆0)
e(∆0)
+
J∑
j=1
#S(∆j)
e(∆j)
.
We multiply by µˆ(∆0)e(∆0) and get
e(∆) = e(∆0) = µˆ(∆0)

1 + #S(∆0) + J∑
j=1
#S(∆j)
e(∆0)
e(∆j)


= µˆ(∆)

1 + #S(∆) + ∑
∆′∈Aˆ(∆)
#S(∆′)
e(∆)
e(∆′)

 ,
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where Aˆ(∆) = {∆1, . . . ,∆J} stands for the ancestors in the reduced tree TˆN of the
leaf ∆ = ∆0.
We proceed by summing over all leaves ∆ ∈ L. Thanks to µˆ(∆) ≤ tN from
(22a), we obtain
(26)
∑
∆∈L
e(∆) ≤ tN

#L+ ∑
∆∈L
#S(∆) +
∑
∆∈L
∑
∆′∈Aˆ(∆)
#S(∆′)
e(∆)
e(∆′)

 .
In order to bound the critical double sum where cells are hit multiple times, we
observe that, for any pair (∆,∆′) ∈ L ×
(
Tˆ \ L(Tˆ )
)
, we have the equivalence
∆ ∈ L and ∆′ ∈ Aˆ(∆) ⇐⇒ ∆′ ∈ Tˆ \ L and ∆ ∈ L∆′ ,
where L∆′ := T∆′ ∩ L stands for the descendants of ∆′ ∈ Tˆ \ L that are in L.
Hence, we can reorder the terms and use the subadditivity (20) on the reduced tree
to establish∑
∆∈L
∑
∆′∈Aˆ(∆)
#S(∆′)
e(∆)
e(∆′)
=
∑
∆′∈Tˆ\L
#S(∆′)
∑
∆∈L∆′
e(∆)
e(∆′)
≤
∑
∆′∈Tˆ\L
#S(∆′).
Inserting the last inequality and (25) into (26), we arrive at
∑
∆∈L
e(∆) ≤

Θ#s(L) + ∑
∆∈Tˆ
#S(∆)

 tN .
As the sets S(∆), ∆ ∈ Tˆ , are pairwise disjoint, the proof is finished. 
Lemma 7 (Lower bound for error of marked cells). Let ∆ ∈ TˆN \ {Ω} be a cell
that was marked by Algorithm 1. Then
e(∆) ≥ #S(Tˆ ) tN ,
where Tˆ is the subtree that consists of ∆ and all its descendants in TˆN .
Proof. We assume tN > 0, excluding the trivial case tN = 0. Consequently, e and
µˆ never vanish on Tˆ \ L(Tˆ ).
We shall employ a tree induction to prove
(27) e(∆) ≥ tN
∑
∆′∈Tˆ
#S(∆′).
The claim then follows because the sets S(∆), ∆ ∈ Tˆ , are pairwise disjoint. In
order to verify (27), we start by considering Tˆ which consists of a leaf ∆ of TˆN . We
establish a slightly stronger variant of (27), incorporating also the case of leaves
that were never marked.
Case 1: ∆ was marked at least once. Let n be the last iteration when ∆
was marked, i.e. µ(∆, n) ≥ tN . Since the marking indicator changes only if ∆
is marked or subdivided, we deduce µˆ(∆) ≥ tN . Therefore, identity (24) for the
static marking indicator, ∆ 6= Ω, recursion (23) for static penalization indicator,
and S+(∆) = S(∆) give
(28a)
e(∆) = µˆ(∆)
e(∆)
µˆ(∆)
≥ tN
(
1 + #S+(∆) +
e(∆)
e
(
pˆ(∆)
) + e(∆)νˆ(pˆ(∆))
)
≥ tN
(
#S(∆) +
e(∆)
e
(
pˆ(∆)
) + e(∆)νˆ(pˆ(∆))
)
.
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Case 2: ∆ was never marked. As ∆ 6= Ω, (22b) and #S(∆) = 0 allow us to
write
(28b) e(∆) = µˆ
(
pˆ(∆)
) e(∆)
µˆ
(
pˆ(∆)
) ≥ tN
(
#S(∆) +
e(∆)
e
(
pˆ(∆)
) + e(∆)νˆ(pˆ(∆))
)
.
The two inequalities (28a) and (28b) together constitute the base case of our
tree induction.
We turn to the induction step. In accordance with (28), we assume that we are
given J ∈ N and finite sequences (∆j)Jj=1 and (Mj)
J
j=1 such pˆ(∆j) = ∆ and
(29) e(∆j) ≥ tN
(
Mj +
e(∆j)
e(∆)
+ e(∆j)νˆ(∆)
)
.
We add these inequalities and multiply by e(∆)/
(∑J
j=1 e(∆j)
)
to obtain
e(∆) ≥ tN

 e(∆)∑J
j=1 e(∆j)
J∑
j=1
Mj + 1 + e(∆)νˆ(∆)

 .
Hence, subadditivity (20) on the reduced tree implies
e(∆) ≥ tN

 J∑
j=1
Mj + 1 + e(∆)νˆ(∆)

 .
Using ∆ 6= Ω and the recursion (23) for νˆ another time and 1+#S+(∆) = #S(∆),
we arrive at
e(∆) ≥ tN
(
M +
e(∆)
e
(
pˆ(∆)
) + e(∆)νˆ(pˆ(∆))
)
.
with
M = #S(∆) +
J∑
j=1
Mj .
The last inequality is the counterpart of the induction hypothesis (29) and implies
(27) after making M explicit. 
After these preparations we are ready for the proper proof of Theorem 3.
Proof of Theorem 3. To bound E(TN ) in terms of σn for a given n ∈ {0, . . . , N},
we compare the generated tree TN with a conforming best approximation tree T
⋆
n
satisfying
E(T ⋆n) = σn and |T
⋆
n | = #S
⋆ ≤ n,
where S⋆ denotes the set of the patches that have been subdivided in the creation
of T ⋆n . Therefore,
T ⋆n \ L(T
⋆
n) =
⋃
s∈S⋆
s.
Let us start by observing that the error of certain leaves ∆ ∈ L(TN ) is readily
bounded with the help of subadditivity. Indeed, if ∆ 6∈ T ⋆n \L(T
⋆
n), then ∆ is a leaf
of a subtree T∆⋆∩TN , which consists of a leaf ∆∗ ∈ L(T ⋆n) of the best approximation
tree and all its descendants in TN . Applying subadditivity (10) to all such subtrees,
we deduce
(30)
∑
∆∈L0
e(∆) ≤ σn
with
L0 :=
{
∆ ∈ L(TN ) | ∆ 6∈ T
⋆
n \ L(T
⋆
n)
}
.
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Moreover, if S⋆ ⊆ S, then T ⋆n \L(T
⋆
n) ⊆ TN \L(TN) and (30) becomes E(TN ) ≤ σn,
which implies the desired bound. We are therefore left with the case
(31) S⋆ \ S 6= ∅,
which entails in particular n ≥ 2.
In order to proceed, we first derive a lower bound for the best error σn in terms
of N , n, and the maximal indicator value tN = max{µˆ(∆) | ∆ ∈ TN} on the leaves
of the tree TN . In view of (31), S and S
⋆ have at most n− 1 subdivision patches
in common and so
#(S \ S⋆) ≥ N − n+ 1.
For every patch s ∈ S \S⋆, there exists a marked cell ∆⋆s ∈ TˆN with s ∈ S(∆
⋆
s). As
s 6∈ S⋆, we have s∩
(
T ⋆n \L(T
⋆
n)
)
= ∅ because of (3) and therefore ∆⋆s 6∈ T
⋆
n \L(T
⋆
n)
by (4), the fact that s is necessary for subdividing for ∆⋆s, and the conformity of
T ⋆n . Hence,
S \ S⋆ ⊆
⋃
∆∈TˆN\(T⋆n\L(T
⋆
n
))
S(∆).
The set TˆN \
(
T ⋆n \ L(T
⋆
n)
)
is a union of subtrees in TˆN . We collect in the set R
the roots of these subtrees. For each ∆ ∈ R, there exists a unique leaf ∆⋆ ∈ L(T ⋆n)
of the best approximation tree such that ∆⋆ ∈ {∆} ∪A(∆). Hence, employing the
subadditivity (10) of the local errors and applying the local lower bound in Lemma
7 on each cell root in R, we obtain
(32)
σn ≥
∑
∆∈R
e(∆) ≥
∑
∆∈R
#S(T∆ ∩ TˆN )tN = #S
(
TˆN \
(
T ⋆n \ L(T
⋆
n)
))
tN
≥ #(S \ S⋆)tN ≥ (N − n+ 1)tN .
Next, we complement the partial upper bound (30). To this end, we first employ
the upper bound in Lemma 6 with L := L(TN ) \ L0. Observe that, in the notation
of Lemma 6, the sets s(L) and S(Tˆ ) are disjoint and, thanks to L ⊂ T ⋆n \ L(T
⋆
n)
and (4), their union satisfies s(L)∪S(Tˆ ) ⊆ T ⋆n \ L(T
⋆
n). Recalling (3), we therefore
find ∑
∆∈L
e(∆) ≤ Θ#
(
s(L) ∪ S(Tˆ )
)
tN ≤ Θ#S
⋆ tN ≤ ΘntN .
Inserting the lower bound (32), we arrive at
(33)
∑
∆∈L
e(∆) ≤
Θn
N − n+ 1
σn.
Thus, combining the two upper bounds (30) and (33), we conclude
E(TN ) ≤ σn
(
1 +
Θn
N − n+ 1
)
=
N + 1 + (Θ− 1)n
N − n+ 1
σn. 
3. FEM-motivated numerical examples
This section complements our theoretical results with several numerical exam-
ples. The examples focus on the adaption of the marking indicators to conforming
meshes. More precisely, they contrast Algorithm 1 with Algorithm 2, whose mark-
ing indicators do not take the conformity of the meshes into account.
The comparison is conducted with newest-vertex bisection for edge-to-edge tri-
angulations; cf. Example 2. We shall briefly indicate the interest of the setup in
the numerical solution of partial differential equations.
Before turning to the numerical examples, let us observe that the abstract setup
of §2 covers also initial meshes with several cells. In applications, this fact is in
particular useful when the domain Ω has a more complicated shape.
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Algorithm 2 Tree algorithm for conforming meshes with simple marking
Require: master tree TΩ with local error functional e
⊲ initialization
1: T0 ← {Ω}, µ(Ω)← e(Ω), n← 0
2: while tn := max∆∈L(Tn) µ(∆) > 0 do ⊲ or some alternative stopping test
3: mark some ∆⋆n ∈ L(Tn) with µ(∆
⋆
n) = tn
4: pick a subdivision patch sn ⊆ L(Tn) that is necessary for subdividing ∆⋆n
5: define Tn+1 by adding all children Cn of the cells in sn to Tn
⊲ penalize the marking indicators of the subdivided cells
6: for all ∆ ∈ Cn do
7: µ(∆)←
(
1
e(∆)
+
1
µ
(
p(∆)
)
)−1
8: end for
9: n← n+ 1
10: end while
Remark 8 (Arbitrary initial meshes). Assume that Minit is any finite partition of a
domain Ω ⊆ Rd and that T∆ is an infinite tree without leaves for each cell ∆ ∈Minit.
We then introduce a master tree TΩ by taking Ω as root, the elements in Minit as
children of Ω, and, for each ∆ ∈ Minit, the descendants in T∆ as descendants of
∆. Since there is a one-to-one correspondence between subforests of
⋃
∆∈Minit
T∆
and subtrees of TΩ, notions such as “conforming” given in terms of the former
naturally carry over to the latter, without changing Θ from (7). Furthermore, if e
is an error functional on
⋃
∆∈Minit
T∆, we extend it on TΩ by e(Ω) :=∞. Then the
first iteration of Algorithm 1 generates Minit with the assignments ν(∆) = 0 and
µ(∆) = e(∆) for all ∆ ∈ Minit, which appears to be the “natural” starting point
for multi-cell initial meshes.
The numerical results have been obtained with implementations in the framework
of the finite element toolbox ALBERTA [7]. Local errors are approximated using
straight-forward numerical integration of order 17.
3.1. H1-approximation with Crouzeix-Raviart or Lagrange elements. Sup-
pose thatMinit is an edge-to-edge triangulation of the planar domain Ω ⊂ R2, where
∂Ω is locally a Lipschitz graph; the latter assumption serves to avoid technicalities
at the boundary; cf. Stevenson [8, §3] or Veeser and Zanotti [11] for boundaries
that are not locally a graph. Owing to Binev et al. [2, Lemma 2.1], we can choose
orderings of the vertices in each triangle of Minit such that if the intersection of two
triangles ∆1,∆2 ∈Minit is an edge, then it is either the refinement edge of both or
none:
(34) ∀∆1,∆2 ∈Minit re(∆1) = ∆1 ∩∆2 ⇐⇒ re(∆2) = ∆1 ∩∆2.
The vertex orderings and newest vertex bisection induce in particular infinite bi-
nary trees T∆, ∆ ∈ Minit, and we can define TΩ as in Remark 8 and T
C as in
Example 2. Exploiting (34), assumptions (2) and (5) again follow from Binev at
al. [2, Lemma 2.2 (ii) and (iii)].
Theorem 2.4 of Binev et al. [2] provides the following important fact about
edge-to-edge triangulation induced by newest vertex bisection. There is a constant
Ccmpl ≥ 1 such that if T ⊂ TΩ is any finite subtree rooted at Ω, the smallest
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conforming tree T ′ ∈ TC containing T satisfies
(35) #T ′ ≤ Ccmpl#T.
The constant Ccmpl, called completion constant, plays a key role in our comparison.
Considering concrete examples, one obtains Ccmpl ≥ 14.
In order to define the local errors, we fix some function u ∈ H10 (Ω) with square-
integrable weak derivatives of first order and vanishing trace on ∂Ω. The squared
best errors
(36) e(∆) := inf
p∈P1(∆)
‖∇(u− p)‖2L2(∆) , ∆ ∈ TΩ,
with polynomials of degree ≤ 1 in the H1(∆)-seminorm are then the local errors.
Clearly, they are subadditive.
The interest in this setup originates in the global errors E(M) =
∑
∆∈M e(∆),
where M = L(T ), T ∈ TC, is an edge-to-edge triangulation. To illustrate this, we
write
P1(M) := {v ∈ L
∞(Ω) | ∀∆ ∈M v|∆ ∈ P1(∆)}
and consider the following finite-dimensional spaces over any edge-to-edge triangu-
lation M :
V1(M) := {v ∈ P1(M) | v ∈ C
0(Ω¯), v|∂Ω = 0},
V2(M) := {v ∈ P1(M) | v is continuous in CM ∩ Ω, v|CM∩∂Ω = 0},
where CM is the set of all edge midpoints of M . Both spaces are standard finite
element spaces. They can be used, for example, to solve approximately the Poisson
problem or other linear elliptic boundary value problem of second order. For the
continuous linear finite element space V1(M) ⊆ H10 (Ω), the well-known Ce´a lemma
then implies that the error in the H10 -seminorm of the approximate solution is near
best in the sense that it is bounded by the best error in V1; cf. Brenner and Scott [4,
(2.8.1)]. For the Crouzeix-Raviart space V2(M) 6⊆ H10 (Ω), this is more delicate and
has been achieved only recently by Veeser and Zanotti [12, Theorem 3.4]. The best
errors in these spaces in turn satisfy
(37) E(M) = inf
v∈V2(M)
‖∇M (u− v)‖
2
L2(Ω) ≃ inf
v∈V1(M)
‖∇(u− v)‖2L2(Ω) ,
where ∇M is the broken gradient given by (∇Mv)|∆ = ∇(v|∆) for all ∆ ∈M . Here
the identity for V2(M) readily follows from the well-known fact that the Crouzeix-
Raviart interpolant is a best approximation, see, e.g., [12, Lemma 3.2], while the
equivalence for V1(M) is established in Veeser [9, Corollary 1], with a multiplicative
constant in the upper bound depending on the shape regularity of mesh M .
In the light of (37), conforming tree approximation with the given setting com-
putes approximations of the nonlinear best errors
inf
T∈TC
n
inf
v∈Vi(T )
‖∇T (u− v)‖
2
L2(Ω) , n ∈ N0, i = 1, 2,
where we write T in place of L(T ) for short. This creates benchmarks for testing
algorithms that adaptively solve the Poisson problem whenever the exact solution
is known.
Another, more basic, application of Algorithm 1 is coarsening or sparsifying.
This can be used within the adaptive solution of boundary value problems by
iterating the main steps
errore reduction → sparsity adjustment.
For the Poisson problem, Binev et al. [2] propose and analyze such an algorithm,
employing the standard finite element spaces V1(T ) and an algorithm closely related
to Algorithm 2.
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Figure 1. Approximating u1: (left) graph of u1 with initial tri-
angulation and (right) global H1-error versus cardinality of trian-
gulation for Algorithms 1 (continuous red line) and 2 (dashed blue
line) in log-log scale.
For both applications, the near-best property is instrumental and holds for Al-
gorithm 1 and 2. More precisely, if T 1N is an output tree of Algorithm 1, then
Theorem 3 implies in particular
(38a) E(T 1N ) ≤ 4 inf
{
E(T ) | T ∈ TC, |T | ≤ 12N
}
.
In the case of Algorithm 2, we have
(38b) E(T 2N ) ≤ 4 inf
{
E(T ) | T ∈ T, #T ≤ 34C
−1
cmplN
}
,
where T stands for the set of all subtrees of TΩ that are finite, full, and rooted at
Ω. This follows from [1, Theorem 1.2] and (35); cf. [9, Theorem 7] and note that
the algorithm therein is a reformulation of Algorithm 2 for subadditive local errors.
Comparing the two results (38), we observe differences in the complexity mea-
sure, the competing trees, and the dependences of the constant C2 in the definition
(9) of “near best”. The difference in the complexity measure appears not to be so
important as #T ≤ |T | ≤ 2#T for any T ∈ TC. Note that the other two differences
are interrelated. In fact, the absence of the edge-to-edge constraint on the right-
hand side of (38b) justifies the presence of the completion constant Ccmpl ≥ 14.
These differences appear to be more important, in particular for other applications
where Ccmpl can be quite large; cf. Demlow and Stevenson [5].
Let us now see how these theoretical differences play out in practice by approx-
imating two concrete functions. The first one is
(39)
u1(x) := r
2/3 sin
(
2
3θ
)
,
x = r(cos θ, sin θ) ∈ Ω1 := ]−
1
2 ,
1
2 [
2 \
(
[0, 12 ]× [−
1
2 , 0]
)
and models a point singularity of the solution of a partial differential equation,
which can be triggered by a reentrant corner in the domain boundary. Figure 1
shows the graph of u1 and compares the convergence histories of Algorithm 1 and
2. The lines interpolate the global errors of every 10th iteration. We observe
that Algorithm 1 immediately picks up the asymptotic speed −1/2 and thus has
slightly better approximation properties for triangulations with small cardinality.
However, for triangulations with large cardinality the approximation properties of
both algorithms essentially coincide.
The second target function is
(40) u2(x) := max
{
0, 19 − |x|
2
}
, x = (x1, x2) ∈ Ω2 := ]−1, 1[
2,
which is quadratic in the ball ω2 := {x ∈ R2 | |x| <
1
3} and vanishes elsewhere.
This function is a “partially trivial target”. In fact, u2 could be approximated by
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Figure 2. Approximating u2: (left) graph of u2 with initial tri-
angulation and (right) global H1-error versus cardinality of trian-
gulation for Algorithms 1 (continuous red line) and 2 (dashed blue
line) in log-log scale.
subdividing only cells intersecting ω2, but the requirement of edge-to-edge confor-
mity entails that refinement spreads out a little to the complement of ω2. Functions
of this type arise, e.g., as solutions of suitable elliptic obstacle problems. Figure 2
shows for this example again graph, initial triangulation, and convergence histories.
Here we see that Algorithm 1 has better approximation properties than Algorithm 2
persistently.
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