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Abstract
Synchronization as a dynamic process has found applications in many ﬁelds. However, it remains unclear how this phenomenon relates to
manufacturing systems. The aim of this study is to investigate the conditions for emergence of synchronization and its eﬀects on the wide
spectrum of production logistics performance objectives. Using queueing theory as the underlying methodology for deductive modeling of
manufacturing systems, we run computer simulations on networks of queueing systems and investigate synchronization measurements in relation
to system parameters and performance indicators. Our initial ﬁndings suggest that diﬀerent types of manufacturing systems display diﬀerent
synchronization behaviors and that periodically driven systems with deterministic arrival and service rates display higher synchronization in
comparison to stochastic ones. Further, we show that intrinsic physics synchronization is correlated to capacity utilization, throughput times and
WIP levels, suggesting the co-activity of operations is related to highly utilized systems, while external physics synchronization is anticorrelated
to throughput times and WIP levels, suggesting that higher eﬃciencies emerge with workstation repetitive behavior.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the scientiﬁc committee of the Changeable, Agile, Reconﬁgurable and Virtual Production Conference.
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1. Introduction
Synchronization phenomena in nature are common, where
the interaction of some systems leads to the emergence of syn-
chronized behavior [1]. Some examples include a large pop-
ulation of male ﬁreﬂies coordinating their ﬂickering to attract
the female counterparts cruising overhead, or the waves of syn-
chronous clapping at the end of a theater performance. In the
context of logistics, the term synchronization has been used
loosely to describe the coordination of companies’ activities
throughout the supply chain [2] or in job shop manufacturing
environments as the simultaneous scheduling of operations to
aid in production planning [3]. It is also the case that measures
for synchronization from other ﬁelds are adapted to the context
of supply chain coordination [4] and production logistics [5,6].
A recent study derived and formalized synchronization mea-
sures for manufacturing systems and applied them to data from
production companies. The results found that the emergence of
synchronization can be related to negative performance in terms
of due date reliability [6]. Nonetheless, there is yet no holis-
tic understanding of the synchronization phenomena occurring
in manufacturing systems. In particular, it remains unclear on
what conditions synchronization emerges and how it is related
to the wider spectrum of production logistics objectives. We
believe that ﬁndings of the conditions for synchronization and
its eﬀect on manufacturing systems would contribute to closing
the research gap and provide valuable insights for manufactur-
ing system design or production planning and control.
The overarching goal of this paper is to gain a more profound
understanding of the conditions for the emergence of synchro-
nization in manufacturing systems and its relation to logistics
performance. We use queueing theory to model manufacturing
systems and study if synchronization is inﬂuenced by certain
system characteristics: (1) type of manufacturing system, (2)
type of arrival and service rate, and (3) workload level. Fur-
ther, we investigate the relationship between synchronization
and production logistics performance indicators: (1) through-
put time (TTP), (2) work-in-progress (WIP) level, and (3) ca-
pacity utilization (CU). The paper is organized as follows. Sec-
tion two addresses synchronization phenomena in manufactur-
ing and presents measures for them. Section three explains the
methodology used in this study. Section four presents and dis-
cusses our results. Section ﬁve provides a brief summary of the
investigation, its limitations and outlook for further research.
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2. Literature Review
2.1. Synchronization in Manufacturing and Nature
Two diﬀerent views of synchronization exist: ﬂow-focused
and system-focused [6]. On the one hand, the manufacturing
and logistics domains embody the ﬂow-focused view since here
synchronization is seen as ﬂow-oriented coordination of materi-
als between systems and thus closely related to the just-in-time
philosophy. In these domains synchronization is widely seen as
a contributor for higher eﬃciency [3,7]. On the other hand, the
natural sciences domain employs the system-focused view as
synchronization is perceived as a dynamic process that emerges
when oscillatory systems or objects adjust their rhythms as a
result of a weak interaction [1].
A recent study by [6] denotes these two views as logistics
and physics synchronization respectively and presents quanti-
tative measures for them: logistics system, logistics worksta-
tion, external physics and intrinsic physics synchronization (see
section 2.2). The results indicated that the logistics synchro-
nization measures and the intrinsic physics synchronization are
related to bad due date performance. Nonetheless, their study
investigated neither the conditions leading to synchronization,
nor the eﬀect of synchronization on other performance indica-
tors.
[6] suggests that diﬀerent manufacturing system types ex-
hibit varying synchronized behavior (ﬂow shops behave diﬀer-
ently from job shops). Besides, a study on the synchronization
in railway timetables by [8] indicates that the type of arrival
events in their avalanche model aﬀects synchronization (deter-
ministic arrival leads to higher synchronization than stochastic
one). Transferring this to the manufacturing context, we hy-
pothesize that the type of arrival and service rates has similar
eﬀects on the synchronization level of manufacturing systems.
Furthermore, the workload level of manufacturing systems in-
ﬂuences their overall behavior [9] and could thus aﬀect syn-
chronization emergence as well. Accordingly, we study if syn-
chronization is inﬂuenced by (1) manufacturing system type,
(2) type of arrival and service rate, and (3) workload level. Fi-
nally, even though [6] only study the eﬀects of synchroniza-
tion on due date performance, they point out that it needs to
be researched if synchronization inﬂuences other performance
indicators such as TTP, WIP and CU as widely assumed in liter-
ature and practice. Hence, we study synchronization in relation
to these three performance indicators.
2.2. Logistics Synchronization Measures
The ﬁrst measure presented in [6] quantiﬁes logistics syn-
chronization on a system level. Manufacturing systems are
composed of highly networked material ﬂows, therefore this
measure considers network linkages. It is derived from the
cross-correlation function of two time-series, which is as mea-
sure for linear synchronization [5]. It assumes that in manufac-
turing systems that exhibit logistics synchronization the max-
imum cross-correlations of the linked workstation (WS) pairs
would be higher than the maximum cross-correlations of the
non-linked pairs, i.e. the linked WSs within a manufacturing
system are more synchronized than the non-linked ones. Below
we present a summary of the derivation of [6]:
The cross-correlation of two discrete univariate time series
xi and yi spanning over a time period t = 1 . . .N is:
cx,y(τ) =
1
N − τ
N−τ∑
t=1
(
xt − x¯
σx
) (
yt+τ − y¯
σy
)
(1)
where x¯ and σx denote the mean and the standard deviation of
the time series, while the parameter τ is a time lag. For our pur-
poses xi and yi represent the time series for the WIP levels of
two WSs. The absolute value of cx,y is zero for no synchroniza-
tion and one for perfect synchronization. Further, the maximum
of the absolute value of the cross-correlation function c∗x,y and
the derived from it logistics synchronization index on system
level ILS are given by:
c∗x,y = max
τ>0
|cx,y(τ)| (2)
ILS =
1
L
∑
x→y
c∗x,y
1
M
∑
i, j
c∗i, j
(3)
where x→ y indicates a material ﬂow from x to y, L is the num-
ber of linked WS pairs, and M is the total number of WS pairs.
Thus, the logistics synchronization index represents the ratio of
the average cross-correlation among the linked WS pairs to the
average cross-correlation among all WS pairs. A z-score is used
to ensure that randomness in the system conﬁguration does not
inﬂuence the resulting index so it remains comparable across
systems:
zLS =
ILS − μ(r)ILS
σ(r)ILS
(4)
where μ(r)ILS and σ
(r)
ILS
denote the mean and standard deviation of
the logistics synchronization index for a given number of ran-
dom scenarios. A random scenario can be derived by shuﬄing
the cross-correlation values c∗x,y randomly among WS pairs.
The resulting index can then be calculated for each random sce-
nario and allows for obtaining μ(r)ILS and σ
(r)
ILS
.
The above presented index measures synchronization on a
manufacturing system level. The index IxLS for a speciﬁc WS x
and the corresponding z-score zxLS are given by:
IxLS =
1
Lx
∑
x→y
c∗x,y
1
Mx
∑
i, j
c∗x, j
(5)
zxLS =
IxLS − μ(r)IxLS
σ(r)IxLS
(6)
where Mx is the total number of WS pairs that x can be part of
and Lx is the links of x.
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2.3. Physics Synchronization Measures
In the natural sciences, a common approach to measure syn-
chronization is to consider a system of coupled oscillators and
compare their phase lengths [10]. Accordingly, the physics syn-
chronization investigates whether WSs exhibit repetitive behav-
ior. There are two diﬀerent approaches for applying this mea-
sure: external and intrinsic synchronization. Below we present
these two approaches as derived in [6].
The external synchronization approach analyzes whether the
arrival events of new jobs at each WS are regularly distributed
in time. Let {tkj , j = 1 . . .Tk} be the set of operation start times
at WS k, where Tk is the total number of start events at WS
k. These start times are converted into phases ϕkj with a given
period length (ω) and, subsequently, the external physics syn-
chronization index σk for WS k depending on the phase length
ω is given by:
ϕkj(ω) =
2π
ω
(tkj mod ω) (7)
σk(ω) =
∣∣∣∣∣∣∣∣
1
Tk
Tk∑
j=1
eiϕ
k
jω
∣∣∣∣∣∣∣∣ (8)
Thus, a value of one for the external physics synchronization
index σk indicates that the WS is perfectly synchronized, i.e.
events are equally distributed in time with an interval of length
ω, whereas a value of zero indicates no synchronization, i.e.
events are not equally distributed on the time line. In case the
events are randomly distributed, σk will not be equal to zero but
will obtain values for random synchronization. To correct this,
σk is modiﬁed to a reduced index σ∗k = σk − σRk where σRk is
the average synchronization index over NR runs of a null model,
where the same number of operations has randomly been dis-
tributed in time [8].
Further, the intrinsic synchronization measure does not con-
sider conventional time but takes each job arrival event at a WS
as a phase angle of 0, linearly interpolating phase values in be-
tween. Thus, this measure can show whether all WSs across a
manufacturing system are active at a given time. Synchroniza-
tion in this case considers the phase ϕkl of every WS k at a given
point of time l with corresponding phase index σl:
ϕkl = 2π
l − tkj
tkj+1 − tkj
(9)
σl =
∣∣∣∣∣∣∣
1
n
n∑
k=1
eiϕ
k
l
∣∣∣∣∣∣∣ (10)
where tkj is the start time of the last event that started before
time l, tkj+1 is the start time of the following event at WS k, and
n is the number of WSs.
3. Methodology
3.1. Queueing Theory
Queueing theory and systems have been widely used to
model manufacturing systems [11,12]. A queueing process
consists of customers arriving at a server in a station, waiting in
line if it is busy, eventually receiving service and departing [12].
A distinct way a queueing system can represent a manufactur-
ing system is one where jobs are represented by customers and
workstations by service stations [11]. Such queueing manufac-
turing systems are typically characterized by ﬁve components:
the arrival pattern of jobs, the service pattern, the number of
servers per station, the capacity of the system, and the order in
which jobs are served [13]. The arrival pattern is speciﬁed by
the arrival rate which is the number of jobs arriving in the sys-
tem per time unit. Similarly, the service pattern is speciﬁed by
the service rate which is the number of jobs processed by the
WS per time unit. The simulation model may be deterministic
or stochastic, accordingly the arrival and service rate may be
periodically driven or given by a random variable correspond-
ingly [11]. Moreover, the arrival rate must be lower than the
service rate to avoid queue spillovers [12]. The system’s ca-
pacity is determined by the limiting capacity factor, which can
be the number of jobs allowed in the system or the time that
the system is available for service [13]. The queue discipline is
the order in which jobs are served. In our study we use queue-
ing systems to model diﬀerent manufacturing system types with
various conditions and run discrete-event simulations on them.
The following chapter presents the approach to model manu-
facturing system types and conditions.
3.2. Experiment Setup
Production networks in manufacturing are usually modelled
as directed graphs where nodes represent WSs and links illus-
trate material ﬂow [14]. The average node degree of a net-
work is the ratio between nodes and links and has been used in
the past to study the network structure relation to performance
in manufacturing systems [15]. Moreover, according to [13]
and [11], in industrial practice the possible production network
structures can be roughly derived by the manufacturing system
type, which can be decomposed into three abstract categories:
(1) systems in which material ﬂow follows a unique path (e.g.
assembly line, transfer line and continuous system), (2) systems
in which there are only a few possible paths (e.g. ﬂow shop, cel-
lular system) and (3) systems where material ﬂows are diverse
and follow no apparent structure (e.g. job shops).
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Fig. 1: Network schematics of (a) line, (b) ﬂow shop and (c) job shop. Jobs
arrive at the input nodes ’I’, proceed to WS nodes ’W’ and exit at the output
nodes ’O’.
The average node degree thus increases as the manufactur-
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ing system includes multiple paths for material ﬂow. It is sug-
gested by [6] that synchronization behavior varies with diﬀerent
manufacturing system types. In order to validate this proposi-
tion, we conduct simulations in three distinct average-sized net-
works of queueing systems (each with 30 single server stations)
representing the three abstract types of manufacturing systems.
The corresponding network schematics are illustrated on Fig. 1
where (a) line represents a manufacturing system network with
unique paths and average degree of 0.9, (b) ﬂow shop represents
a system with few paths and average degree of 1.3 and (c) job
shop represents a system with many paths and average degree
of 5.
Further, the two main parameters that we vary in our simu-
lation study are (1) the value for the arrival rate (λ) of jobs at
the input nodes, and the (2) value for the service rate (μ) at each
of the WS nodes. For each of the above presented networks,
we consider simulation models having both deterministic and
stochastic arrival and service rates. In particular, the stochas-
tic rates follow a random variable that points to an exponential
distribution. As for the parameter values, we switch along low
(L), medium (M), and high (H) rates. We assign the same ser-
vice rate to all WSs, as well as the same arrival rate for all the
input nodes and we do so case-by-case according to the result-
ing combination of values per instance as described in Table
1. Moreover, we compose both rates into a utilization factor
parameter ρ = λ
μ
, where λ and μ are the arrival and service
rate correspondingly. In queueing theory, such ratio represents
the expected number of arrivals per mean service time for an
M/M/1 system. For our purposes, it represents the estimated
workload at a system or the proportion of time in which the
system is busy. Finally, our stations follow a ﬁrst-in-ﬁrst-out
(FIFO) discipline and are limited by 1000 time steps per simu-
lation.
Table 1: Parameter values across simulations.
Simulation Workload parameters
λμ Arrival rate λ Service rate μ Workload level ρ
LL 0.10 0.30 0.33
LM 0.10 0.50 0.20
LH 0.10 0.70 0.14
ML 0.33 0.38 0.88
MM 0.33 0.58 0.57
MH 0.33 0.73 0.46
HL 0.50 0.52 0.96
HM 0.50 0.65 0.77
HL 0.50 0.78 0.64
The variations of simulation experiments is thus as follows:
There are nine possible combination of rates, and these can be
either deterministic or stochastic, and there are three diﬀerent
networks, thus in total we conduct 54 simulations that allow us
to study the conditions leading to synchronization emergence.
Moreover, to examine the eﬀects of synchronization on per-
formance, for each simulation we record the following perfor-
mance indicators: (1) the mean throughput time at theWS level,
(2) the mean WIP levels and (3) the mean capacity utilization.
The latter two are sampled at time intervals given by an expo-
nential distribution with a mean equivalent to one time unit.
4. Results and Discussion
4.1. Synchronization Measurements
Before presenting our results, ﬁrst we explain our approach
to compute synchronization. The logistics synchronization pre-
sented in section 2.2 takes the initial time series representing
the WIP input curve development of each WS. We compute the
maximum cross-correlations between each pair using (1) and
(2). The index is determined on a system level with (3) and on
workstation level with (5). The z-scores are then derived with
(4) and (6) by randomly shuﬄing the cross-correlation values
for each of the systems 100 times and thus obtaining 100 ran-
dom scenarios. Further, the physics synchronization as shown
in section 2.3 requires a list of processing start times at each
WS. The external physics synchronization is computed accord-
ing to a phase length using (8) and (9). Since [6] suggest using a
phase length of one day, we likewise investigate a phase length
of 1.0 time steps. Besides, computing the intrinsic physics syn-
chronization index requires measurements at given time points.
We record values at every 1.0 time steps to be consistent with
the other measures and compute the index using (11).
The results for all synchronization levels for each of the 54
simulation scenarios are shown on Fig. 2 as follows: The exter-
nal physics synchronization value is averaged across all WSs.
The intrinsic physics synchronization is averaged over all time
points. For the logistics synchronization we use the z-score for
the system level measure and average the z-scores across all
WSs for the workstation level.
The logistics synchronization on system level displays high
positive z-scores for the deterministic cases, in particular for the
ﬂow shop and job shop networks, with some instances reaching
values greater than 10. Whereas the line network behaves dif-
ferently, the z-scores are generally negative reaching up to -4,
yet there is one case with a positive z-score. Besides, the mean
logistics synchronization z-scores on the WS level are compar-
atively insigniﬁcant for most cases, with z-scores ranging from
-1 to 2.
The external physics synchronization observations are gen-
erally higher in the deterministic instances in comparison to the
stochastic ones. Whereas in the latter we observe values gener-
ally close to 0, i.e. no synchronization, in the former, in partic-
ular for the assembly line and ﬂow shop networks, our observa-
tions display values close to 1, i.e. full synchronization. The job
shop instances display observations close to 0 except one case
with high synchronization. The physics intrinsic synchroniza-
tion, however, displays relatively low measurements for both
the deterministic and stochastic cases in all three manufactur-
ing system types.
4.2. Synchronization Emergence
In order to study the emergence of synchronization, we ex-
amine the inﬂuence of three parameters: (1) type of manufac-
turing system, (2) type of arrival and service rate, and (3) work-
load level.
Firstly, to investigate if there are diﬀerences in synchroniza-
tion across the diﬀerent network structures, we conduct a re-
peated measures analysis of variance (ANOVA) [16] with the
null hypothesis that the synchronization measurements across
the three manufacturing system types in our study have the
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Fig. 2: Synchronization measurements observations.
same means. We perform this analysis for the four synchro-
nization measures and the results are shown in Table 2. Since
Mauchly’s test indicates that the assumption of sphericity is vi-
olated for all four analyses, the Greenhouse-Geisser correction
has been applied as suggested in [16]. The tests for all four syn-
chronization measures are signiﬁcant on the 5 % level, therefore
we reject the null hypothesis and can conclude that the manu-
facturing system type aﬀects the emergence of synchronization.
Moreover, the eﬀect size (reported as ω2) for all tests is higher
than 0.14, which according to [17] indicates a large eﬀect. This
ﬁnding can be explained by the diverse material ﬂow networks
of the diﬀerent manufacturing system types. The amount of
possible production paths varies among the selected systems
and could be the reason behind the diﬀerent level of emerging
synchronization. Further research is required to better under-
stand this relationship.
Secondly, examining the eﬀect of the type of arrival and ser-
vice rate requires comparing the simulation instances using de-
terministic rates with the ones using stochastic rates. Accord-
ingly, we perform a paired-samples t-test as suggested in [16]
with the null hypothesis that the deterministic and stochastic
simulation instances have equal means. Our results shown for
the four synchronization measures in Table 2 reject the null hy-
pothesis on the 1 % signiﬁcance level in particular for the ex-
ternal physics synchronization and the two logistics synchro-
nization measurements and thus we can conclude that the type
of arrival and service rates inﬂuences the emergence of exter-
nal physics and logistics synchronization. The eﬀect size for
the three signiﬁcant instances (reported as the r-value) is higher
than 0.50 which according to [18] indicates a large eﬀect. An
explanation is that periodically driven systems yield regular se-
quential patterns i.e. processes keep a similar time series and
this leads to high scores of logistics synchronization. Similarly,
determined periodic patterns allow for the system to lock into
the physics phase synchronization external clock, thus trigger-
ing high levels of synchronization. Further research is required
to study why the intrinsic synchronization is not aﬀected by this
parameter.
Thirdly, varying workload level might aﬀect the level of
emerging synchronization. In order to investigate this, we per-
form a Pearson’s correlation analysis with the hypothesis that
the utilization factor and synchronization are related. The re-
sults shown in Table 2 are not signiﬁcant on the 5 % level for
any of the four synchronization measurements. Accordingly,
we conclude that the diﬀerences in workload appear to have
no inﬂuence on the emergence of synchronization. Busier sys-
tems seem to be neither more nor less likely to exhibit synchro-
nization behavior, which could be due to the fact that inherent
system characteristics play a more important role for the emer-
gence of synchronization than varying conditions.
4.3. Synchronization and Performance
The synchronization of material ﬂows or process operations
is said to be beneﬁcial as it can contribute to a reduction in
throughput times [3] and thus improve manufacturers’ due date
performance [19]. Furthermore, the synchronization measures
presented above have been studied in [6] in relation to schedule
reliability for production feedback data. The results suggest that
logistics synchronization relates to bad due date performance
and that physics intrinsic synchronization relates to early com-
Table 2: Synchronization emergence and relation to performance.
Synchronization Manufacturing system type Arrival/Service rate Workload TTP WIP CU
F(d fM1, d fR1) Eﬀect size ω2 t(d f 1) Eﬀect size r Pearson’s r Pearson’s r Pearson’s r Pearson’s r
Logistics system
F(1.5, 25.41) = 12.78 ω2 = 0.26 t(26) = 5.38 r = 0.73 r = 0.08 r = 0.11 r = −0.10 r = −0.05
p<.001 p<.001 p=.559 p=.419 p=.466 p=.707
Logistics workstation
F(1.3, 22.06) = 16.42 ω2 = 0.37 t(26) = 3.66 r = 0.58 r = 0.09 r = −0.13 r = −0.12 r = −0.22
p<.001 p=.001 p=.477 p=.347 p=.355 p=.103
External physics
F(1.0, 17.06) = 13.11 ω2 = 0.24 t(26) = 7.58 r = 0.83 r = −0.04 r = −0.46 r = −0.43 r = −0.13
p=.002 p<.001 p=.771 p<.001 p<.001 p=.312
Intrinsic physics
F(1.5, 25.44) = 4.88 ω2 = 0.14 t(26) = 1.81 − r = 0.05 r = 0.27 r = 0.27 r = 0.30
p=.024 p=.082 p=.742 p=.047 p=.046 p=.032
1d f− degrees of freedom M− for the eﬀect of the model R− for the residuals of the model.
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pletion of jobs.
In our study we investigate the relationship between syn-
chronization and the three other main production logistics per-
formance indicators (TTP, WIP and CU). To do so we perform
Pearson’s correlation analysis with the hypothesis that synchro-
nization is related to performance. We do so for each of the
synchronization measures and the three performance indicators.
Our results are shown in Table 2 and suggest that the diﬀer-
ent synchronization measures relate to performance diﬀerently.
Logistics synchronization measures do not display signiﬁcant
relation to TTP, WIP or CU. However, we can observe a signif-
icant correlation on the 5 % level between intrinsic physics syn-
chronization and all three performance indicators, and a signif-
icant anticorrelation on the 1 % level between external physics
synchronization and the system’s TTP and WIP levels. It is
surprising that logistics synchronization does not relate to per-
formance, as we expected to ﬁnd that synchronized ﬂows be-
tween linked WSs enable manufacturing systems to operate at
low WIP levels and thus lead to lower TTP. However, the anti-
correlation between external physics synchronization and TTP
and WIP suggests that such higher eﬃciencies (lower WIP and
shorter TTP) emerge rather at the onset of synchronized activity
in the form of repetitive behavior at the WSs. Having a rhythm
at the WSs allows for operation at low WIP and fast processing.
Further, the intrinsic physics synchronization seems to be the
only synchronization measure that relates to CU. Co-activity of
operations across WSs enables a high utilization on the manu-
facturing system level. Yet, achieving high CU requires keeping
high WIP which leads to long TTP. Accordingly, it is not sur-
prising that a positive relation between intrinsic synchroniza-
tion and TTP and WIP is also found. An implication of these
results is that depending on which performance indicator is cru-
cial for manufacturers, they should focus on either external or
intrinsic physics synchronization.
5. Conclusion
In this paper we conducted simulations of queueing net-
works modeling manufacturing systems and measured the syn-
chronization emerging in them with four measures: logistics
system and workstation synchronization, as well as external and
intrinsic physics synchronization. Our initial ﬁndings suggest
that diﬀerent types of manufacturing systems display diﬀer-
ent synchronization behaviors and that periodically driven sys-
tems with deterministic arrival and service rates display higher
synchronization in comparison to stochastic ones. Further, we
studied the relationship between the synchronization measures
and three performance indicators, namely the throughput time,
WIP levels, and capacity utilization. We found that the intrin-
sic physics synchronization is correlated to all three, suggesting
the co-activity of operations is related to highly utilized sys-
tems with high TTP and WIP levels. Besides, we were able
to show that the external physics synchronization is anticor-
related to long throughput times as well as high WIP levels,
suggesting that higher eﬃciencies emerge with WS repetitive
behavior. Based on these ﬁndings, we believe that both manu-
facturing system designers and production planners might ben-
eﬁt of being aware of the conditions for emergence of external
and intrinsic physics synchronization and their relation to per-
formance. Nonetheless, given that our simulation study lacks
many parameters from real manufacturing systems, for instance
pre- and post-processing, setup and transport times, customer
orders, machine breakdowns, among others, these results need
to be conﬁrmed. Moreover, we believe that our study is limited
by the lack of variety in network structures of manufacturing
systems. Thus, we suggest that synchronization is studied in
relation to diverse network types.
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