While some behavioral responses to a stimulus are invariant in animals, most are more likely to be variable or stochastic. In this issue, Gordus et al. illuminate a set of combinatorial neuronal activities that control the variability of a chemotactic behavior in response to an odor, providing a tractable system for understanding how stochastic circuit dynamics affect behavior.
I was walking in a nearby desert some years ago on a beautiful Spring day, with wildflowers blooming all around and a breeze wafting from across a nearby grapefruit orchard in full bloom. The scent was transcendent, but every now and then, the breeze would slow down or change direction and the wonderful aroma would diminish or disappear. I found myself searching for the smell and soon realized that subconsciously I was employing an optimal strategy for finding patchy, unpredictably distributed targets. The strategy involves random back-and-forth searches and has been documented for predatorprey, pollinator-flower, and mating partner searches by such animals as reindeer, jackals, honey bees, seals, spider monkeys, microzooplankton, and Peruvian fishermen (Bertrand et al., 2007) . Neuroscientists have noticed that learning often shows randomness both in the behavior and in electrophysiological recordings (Tumer and Brainard, 2007) , but its source has been unknown. Until now. The research group headed by Cori Bargmann at the Rockefeller University (Gordus et al., 2015) has used the odor-searching behavior of the nematode worm Caenorhabditis elegans to track down the site and mechanism of this kind of behavioral variability.
Similar to my grapefruit odor seeking behavior, C. elegans (using only a few of its neurons) pursues attractive odors by moving forward as long as the intensity of the pleasant odor remains the same or increases but then changes or reverses directions if the gradient decreases (Pierce-Shimomura et al., 1999) . The Bargmann lab folks studied the neurons that produce a reversal motion. The network that they studied consists of just four pairs of neurons: chemosensory neurons (called AWC); motor output, or ''reversal command'' neurons (AVA); and two kinds of interneurons (AIB and RIM) in between ( Figure 1 ).
This circuit suggests a mostly feedforward activation of the reversal motor neurons, and indeed, all eight neurons are activated whenever a reversal occurs. In addition, activating any one of the neurons optogenetically causes the number of reversals to increase. This result suggested to the Bargmann group that this circuit has a built-in variability generator, triggering random reversals of forward undulations.
To ensure that any variability in neuronal activity patterns was not due to diminished sensory perception but, rather, to circuit dynamics, the authors applied saturating concentrations of the odorant, which decreases the rate of reversals. Remarkably, the response to the odor did not remain constant for the whole duration of stimulus presentation (30-60 s) but instead flickered, jumping back and forth between no response (''off'' state) and full response (''on'' state). Even more remarkably, the whole circuit often flickered off and on at the same times. This flickering was correlated with the variability of the network's output-the activation of the reversal command neurons. This correlation motivated the authors to determine which neurons were responsible for the variability.
Using a variety of techniques, the interneurons (AIB and RIM) and the reversal command neurons (AVA) were silenced, either individually (e.g., the pair of RIM interneurons) or in pairs (e.g., both AIB and RIM pairs). Strikingly, removing either type of interneuron made the behavior more reliable: the response to the attractive odor more reliably inhibited the command neurons, and ablating both pairs of interneurons made the command neurons' responses to the odor extremely reliable. These experiments were done on restrained worms using Ca 2+ imaging to monitor neuronal activity, but the effect of eliminating one of the interneuron pairs-RIM-was confirmed to make the response to the odor more reliable in freely moving worms. Although eliminating each of the interneurons has similar effects on the network's output, their functions are not redundant. For instance, silencing the first interneuron in the chain (AIB) stabilizes the ''off'' state in the rest of the network, whereas silencing the second pair of interneurons (RIM) decreased the correlation of the flickers between the remaining interneurons (AIB) and the reversal command neurons (AVA). These results would not be predicted by the feedforward connections (AWC => AIB => RIM => AVA). Instead, these (and other) findings strongly suggest that the variability depends upon the feedback connections (from RIM to AIB and from AVA to AIB). Not surprisingly, eliminating chemical synaptic transmission in either pair of interneurons had the same effect on reducing variability as did silencing these neurons, indicating that it was the chemical synapses, not the electrical ones, that are responsible for the variability in the response.
Exactly how this network produces the variability is not clear. In part, that's because the valence (excitatory or inhibitory) of the chemical synaptic connections is not entirely clear, especially in the feedback connections. For instance, the interneuron RIM releases three different neurotransmitters (glutamate, acetylcholine, and tyramine), and the interneuron AIB releases only glutamate, but RIM (its primary target) expresses both excitatory and inhibitory receptors to this neurotransmitter. Doing electrophysiology in C. elegans is devilishly difficult, so working out the valence, strength, and temporal properties in these synaptic connections-as well as the inherent membrane properties-underlying the flickering awaits future studies.
It is interesting to consider why evolution might have inserted two layers of neurons in a circuit just to make that circuit's function less reliable. It could be entirely to implement the aforementioned optimal search pattern for food (Bartumeus et al., 2002) , but it may have other functions too, such as providing a substrate for behavioral plasticity (Tumer and Brainard, 2007) . In addition, the circuit shown in Figure 1 is embedded in more complex circuits in the worm's nervous system, such that the interneurons may be active in other behaviors. These neurons could act as traffic police, pointing neuronal activity toward different commanded behaviors. In line with this notion is the logical algorithm suggested by Gordus et al. for triggering reversals: the output state of the system (i.e., whether the reversal command neurons are activated or inactivated) depends upon the state of co-activation of the interneurons and the command neurons. The authors conclude that a reasonable hypothesis for explaining their data is that the flickering activity states of the neuronal network act like attractors, pulling the network into a particular combination of activity state that initiates and maintains the reversal behavior. Interestingly, the importance of attractor states in behavioral choice in both invertebrates (Briggman and Kristan, 2008) and vertebrates (Churchland et al., 2012; Mante et al., 2013) has been recognized in recent years. Having this strategy present in such a simple nervous system as C. elegans is intriguing from an evolutionary point of view as well as for systems neurobiology, as it provides a comprehensible circuit for testing ideas about how attractor systems are put together and how they affect behavioral outcomes. Indeed, many other questions about combinatorial circuit dynamics and how and why they influence variable behavioral output in even broader contexts may now seem less daunting to tackle with the elegant system and conceptual framework provided by Gordus et al. Four types of neurons (each type is paired) that influence reflexive reversal of locomotion, as well as their interconnections, are depicted. The names of the cells are based upon the location of their cell bodies in the nervous system, and the synaptic connections were determined from serial EM studies (White et al., 1986) . The chemical synaptic contacts are likely to be mostly excitatory, acting on the neuron contacted by the filled circle. The electrical synapses allow electrical currents to pass both ways between neurons. The dashed connection was determined by experiments in this study, which may be indirect, through neurons not shown in this figure. The upward arrows from the AWC chemoreceptors indicate that removing an odor is the effective stimulus for eliciting reversals. The two states of the system shown are two of the most common three states of the circuit found immediately after odor is removed, thereby activating the chemosensory neuron (AWC). Color in a neuron means that it is in an activated state. In the ''AIB-only'' activated state, the odor essentially always elicits a behavioral reversal; hence, this state is reliable. When both pairs of interneurons (AIB and RIM) are active, the response becomes variable. (The third state-with AIB, RIM, and AVA all off-is also reliable.) These results indicate that the interneurons are the source of the variability in the response.
