We show that users have different reading behavior when evaluating the interestingness of articles, calling for different parameter configurations for information retrieval algorithms for different users. Better recommendation results can be made if parameters for common information retrieval algorithms, such as the Rocchio algorithm, are learned dynamically instead of being statically fixed a priori. By dynamically learning good parameter configurations, Rocchio can adapt to differences in user behavior among users. We show that by adaptively learning online the parameters of a simple retrieval algorithm, similar recommendation performance can be achieved as more complex algorithms or algorithms that require extensive fine-tuning. Also we have also shon that online parameter learning can yield 10% better results than best performing filter from the TREC11 adaptive filter task.
INTRODUCTION
An explosive growth of online news has taken place in the last few years. Users are inundated with thousands of news articles, only some of which are interesting. A system to filter out uninteresting articles would aid users that need to read and analyze many news articles daily, such as financial analysts, government officials, and news reporters. Although it has been shown that collaborative filtering can aid in personalized recommendation systems [1] , a large number of users is needed.
In a limited user environment, such as a small group of analysts monitoring news events, collaborative filtering would be ineffective so recommendation systems must rely solely on the content of the articles in such environments.
In [2] , we introduced iScore to address how interesting articles can be identified in a continuous stream of news articles. In iScore, a variety of information retrieval algorithms are used to identify interesting articles. However, in many information retrieval algorithms, such as the Rocchio algorithm [3] , parameters often must be fine-tuned to a particular data set through extensive experimentation. For example, in [4] , a Rocchio variant of the algorithm's performance depends extensively on the weight that is given to negatively labeled articles. This parameter is determined through extensive trial and error experiments. If there are many different data sets that must be evaluated, this process is often tedious and expensive, leading many to simply fine-tune the parameters to one data set and applying the parameters globally to all other data sets, which may not be optimal.
In news recommendation, user reading behavior may vary from user to user, and would result in different parameters for recommendation algorithms. For example, with regards to the weight that is applied to negatively labeled articles, one user may want to "forget" an uninteresting article relatively quickly; whereas, for another user, he may want to "forget" uninteresting articles slowly. Ideally, each user would have his own set of parameters for an algorithm like Rocchio, to identify his own set of interesting articles.
This problem is magnified if there are many users with different reading/learning behavior. It is not feasible for a news recommendation engine to fine-tune parameters for every user because it is very rare that validation data is available for finetuning until a user begins reading articles recommended by the system. Evenif such validation data was available, the task would be too time-consuming for it to be done on every user.
To address this problem in news recommendation, we make the following contributions:
1. We show that users have different learning/reading behavior when evaluating the interestingness of news articles.
2. Instead of using static parameters, we show that by evaluating several different parameter configurations simultaneously, better recommendation and retrieval results can be achieved.
3. We show that the performance gains are due to different user behavior. 4 . We show that by learning the parameters of a simple information retrieval algorithm online, we can attain similar performance as more complex information retrieval algorithms, such as language modelling classifiers, and algorithms that require fine-tuning, such as Rocchio.
RELATED WORKS 2.1 Rocchio
The Rocchio algorithm, first introduced in [3] , models documents and queries as TF-IDF vectors. It aims at forming the optimal query so that documents that are highly similar to the query are marked as relevant. When applied to adaptive document filtering, the query is continually updated. In general, the query profile Q v is updated as the following:
The parameters χ and γ represent the weights when adding positive and negatively tagged articles to the query profile. The χ parameter represents rate of emphasizing the terms of positively tagged articles. The γ represents the rate of deemphasizing terms from negatively tagged articles. 
The Rocchio formulation can be incrementally computed as the following:
All negative components of the resulting profile are assigned a zero value. A document is classified by Rocchio as relevant if its cosine similarity with the query profile is above a threshold. The cosine similarity between a document with a vector D v and a query profile Q v is defined as:
Other variations on Rocchio include the use of query zoning [6] where only the set of non-relevant documents considered for the profile update are those that relate well to the user's interest (i.e., have high similarity to the query profile). Another variation makes the distinction between soft negative articles (i.e., unlabeled articles that are not relevant to the query) and hard negative articles (i.e., labeled articles that are not relevant to the query). For example, [7] uses different weights for negatively labeled documents and unlabeled documents. In [7] , Rocchio is further extended using many more parameters, including the use of multiple query profiles to represent the multiple interests of a single user. In that algorithm, called MTT, the optimal set of parameters may vary from user to user, depending on the users' interests.
However, the problem with these Rocchio variants is that the weighting schemes for the Rocchio formulation must be predetermined ahead of time. Often, this requires fine-tuning the parameters for the specific query and for the corpus. By presetting the parameters, it is assumed that the tuned parameters are the optimal ones for all users, which may not necessarily be the case.
Other works have looked at Rocchio from a theoretical point of view. For example, in [8] , the lower bound of the number of mistakes that Rocchio will make in different scenarios was studied. In [9] , the connection between Rocchio and probabilistic classifiers, such as naïve Bayes, was identified.
iScore
Some of the Rocchio variants have been adapted into iScore [2] . The Rocchio variant discussed in this study can also be incorporated into iScore. iScore aims to accurately predict interesting news articles for a single user. News articles are processed in a streaming fashion, much like the document processing done in the TREC adaptive filter task [10] . Articles are introduced to the system in chronological order based on their publication time. Once the system classifies an article, an interestingness judgment is made available to the system by the user.
Figure 1. iScore article classification pipeline.
The article classification pipeline consists of four phases, shown in Figure 1 . In the first phase, for an article d, a set of feature extractors generate a set of feature scores
, several topic relevancy features, uniqueness measurements and other features, such as source reputation, freshness, subjectivity, and polarity of news articles were implemented. Then a classifier C generates an overall classification score, or an iScore I(d):
In [2] , we found that a naïve Bayesian classifier has acceptable performance in identifying interesting articles. Next, an adaptive thresholder thresholds the iScore to generate a binary classification that indicates whether or not the article is interesting to the user. The adaptive thresholder tries to find the optimal threshold that yields the best metric result, such as FMeasure. In the final phase, the user examines the article and provides his own binary classification of interestingness (i.e., tagging) I′(d). This feedback is used to update the feature extractors, the classifier, and the thresholder. The process continues similarly for the next document in the pipeline. Because of iScore's extensibility, new recommendation algorithms, such as the one discussed here, can be added to the system as a new feature extractor.
eROCCHIO
Given the shortcomings of existing IR algorithms such MTT and Rocchio and its variants that require fine-tuning parameters before the algorithms are run on live data, we have taken a different approach. Rather than predetermining the weighting scheme in the Rocchio formulation in Equation 3 , multiple instances of the Rocchio formulation are evaluated in parallel, each with a different weighting scheme. In Equation 3, there are two unknown parameters χ and γ, the relative weights for positively labeled articles and for negatively labeled articles, respectively. However, because γ is a weight relative to χ, we will evaluate multiple γ- values simultaneously while holding χ to 1. We call this scheme eRocchio.
Each document is evaluated by multiple instantiations of the Rocchio formulation in parallel, each with a different negative article weight γ, as shown in Figure 2 . In our experiments, we evaluated all possible γ-values between 0 and 2, inclusive, in intervals of 0.01. Because the cosine similarity between the query profile and the document is a real number bounded between 0 and 1, and a binary decision must be made, the similarity is thresholded such that articles with a high similarity with the profile are labeled as interesting and articles with low similarity are labeled as uninteresting. Rather than use a static threshold, the efficacy of every threshold between 0 and 1 in increments of 0.01 is evaluated. Each Rocchio instantiation has its own adaptive thresholder to optimize its corresponding instantiation. Consequently, no particular distribution of interesting and uninteresting articles is assumed. And in the case of ties between utility measures, the threshold that yields the largest separation between interesting and uninteresting articles is used. Each instantiation of Rocchio has its own unique γ and adaptive thresholder.
After each adaptive thresholder has generated a binary score from its corresponding Rocchio instantiation's generated similarity score, the evaluator must generate a final answer. The best Rocchio instantiation and its corresponding threshold are chosen by selecting the Rocchio instantiation and the threshold combination that has had the best utility measure up to that point. In our experiments, we use F β -measure, which is the harmonic average of precision and recall, defined as: 
For β, we use β=0.5, weighting precision twice as much as recall, which is consistent with the utility measure used in the TREC adaptive filter task [10] .
In summary, a document is evaluated with the following steps:
1. A TF-IDF vector for the document is generated. Stop words are removed and the remaining terms are stemmed.
2. For each Rocchio instantiation, the cosine similarity of the document with the instantiations' stored profile (also a TF-IDF vector) is evaluated, using Equation 4.
3. For each Rocchio instantiation, the cosine similarity, computed in the previous step, is thresholded with the instantiation's currently best threshold, generating a binary score.
4. The binary score generated by the currently best instantiation is used as the final output of eRocchio.
After the actual interestingness of the document is revealed, eRocchio is updated as follows:
1. For each Rocchio instantiation, the profiles are updated using Equation 3.
2. The F β -measure statistic for each instantiation is updated.
3. The adaptive threshold for each instantiation is updated by updating the F β -measure statistic of every possible threshold for the instantiation.
It is expected that the computational cost for running eRocchio is proportional to the number of γ-values evaluated and the runtime of Rocchio. Thus, the runtime performance would be O(VR), where V is the number of γ-values evaluated and R is the runtime of Rocchio. Although, this runtime may seem large, with the availability of large-scale cluster computing, the multiple instantiations may be evaluated in parallel.
EXPERIMENTAL RESULTS
The eRocchio algorithm and iScore are implemented with the Apache UIMA framework [11] . The source code is available at [12] .
We evaluate eRocchio and other classifiers from the machine learning community for two different tasks: recommending interesting articles and recommending relevant articles. Classifiers evaluate the interestingness/relevancy of articles, one at a time, in publication order. The classifiers are given no prior training data so they must learn as documents are streamed to the classifier. Only when the classifier makes a determination regarding the interestingness/relevancy of the article is the actual interestingness/relevancy revealed to the classifier. The classifier then is allowed to update itself with this new knowledge in preparation for the evaluation of the next article.
An interesting article is an article that an arbitrary user finds interesting. For interesting article recommendation task, two datasets were used. The first dataset is a set of 123,653 news articles from all Yahoo! News RSS feeds [13] , collected over a span of one year. The interesting classification task is to identify the most interesting articles from this entire pool of articles for different communities of users. A community of users is determined by an interest-driven RSS feed from the Yahoo! articles collection. A relevant article is an article that is relevant to a specific query. We evaluate the relevancy classification task using the dataset and evaluation framework used in TREC11 [10] . The data set used for evaluating relevancy performance is the Reuters RCV1 corpus and a set of assessor manual taggings for 50 topics, such as "Economic Espionage." For example, a relevant article to the "Economic Espionage" query would be one that is related to economic espionage. The corpus is a collection of 723,432 news articles from 1996 to 1997. While the TREC adaptive filter task aims to evaluate algorithms that can return articles that are relevant to a query, not all articles that are relevant to a query are interesting. For example, articles that provide the same information may be relevant to a query, but are not necessarily interesting. Although the TREC adaptive filter work addresses topic relevancy and not necessarily interestingness, the task is done in a similar online and adaptive fashion as in iScore. uninteresting terms are forgotten more quickly than the rate that interesting terms are reinforced. Figure 4 shows the selected γ-values by eRocchio for the topicindependent interest-driven feeds from the Yahoo! News collection. For most of these feeds, eRocchio settles on a γ-value less than 1.0, except for "Top Stories," in which eRocchio selects a γ-value that seems to continually grow. This variation of γ-values over time is likely due to the behavior and type of news read by users represented by the feed. For example, users represented by the "Top Stories" feed may continually want to deemphasize terms from old uninteresting news very quickly; whereas for users represented by the "Most Viewed" feed do not want to deemphasize terms from old news as quickly. Figure 5 shows the normalized F-measure performance of each user from the volunteer tagger collection. For half of the users, a low γ weight is optimal; whereas, for the other half of users, a high γ weight is ideal. Figure 6 shows the average F-Measure performance of several classifiers on the Yahoo! News collection, such as Rocchio, a Rocchio variant that was the best performing of in the last run of the TREC Adaptive Filter Task [4] , a naïve Bayesian language model classifier (NaiveBayesLMClassifier) [14] , and a state-of-the-art language model classifier (LMClassifier) [14] , multiple topic tracking (MTT) [7] , and eRocchio. The figure also shows the average of the top 10 and bottom 10 performing feeds. The figure shows that eRocchio performs as well as the top classifiers, LMClassifier and MTT, despite its simpler algorithm, compared to LMClassifier, and the lack of parameter tuning, compared to MTT. It also shows that eRocchio outperforms the Rocchio variant by a significant 2.1 F-Measure points (6% improvement), indicating that online parameter selection can outperform a static a priori parameter selection. Although, eRocchio does not perform as well as the top classifiers with regards to the top 10 average, eRocchio performs better than all the other classifiers for the bottom 10 feeds, which are the most difficult to recommend articles for. recommendation results as indicated in Figure 9 . However, eRocchio performs as well as the best of the base classifiers (i.e., the Rocchio Variant), so its inclusion into iScore yields similar performance. A larger dataset with more users may be necessary to make a more conclusive conclusion with regards to iScore and iScore + MTT.
User-dependent Variations for γ
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Although the TREC11 adaptive filter task is to retrieve all articles relevant to a query, regardless of its interestingness to a user, we want to see how well eRocchio perform against other adaptive filters from TREC11. eRocchio is compared with the best filters from each participating group in TREC11 on the TREC11'S RCV1 corpus in Figure 11 . In this set of experiments, eRocchio is adapted to learn from the initial training articles and the query description in an identical fashion to ICTAdaFT11Ub [4] . Also eRocchio is augmented to handle both soft and hard negative articles as shown in Figure 10 . Consequently, instead of learning a parameter configuration consisting of only one parameter, eRocchio, in this set of experiments, learns a parameter configuration consisting of two parameters, one for hard negative articles and one for soft negative articles. The soft and hard negative article weights considered are between 0 and 2.0 in increments of 0.1. Each possible pair of soft and hard negative article weights are evaluated in parallel as the articles are processed one at a time. experiments. This is a significant improvement in this area of work, where even small improvements are difficult to achieve. The improvement is due to the large increase in precision by eRocchio over ICTAdaFT11Ub, despite the slight drop in recall. eRocchio is similar to ICTAdaFT11Ub except that instead of using fixed static weights for negative articles across all query topics, eRocchio learns dynamically those parameters that are more suited to an individual query topic. The figure shows that the online learning of parameters specific for a query can also improve information retrieval results in addition to news article recommendations.
CONCLUSION
Future work will focus on studying eRocchio on a much larger volunteer tagger collection so that a more significant conclusion can be made between eRocchio and the Rocchio variant. Other work will also look at finding ways to efficiently search the parameter space for more complex algorithms, such as MTT and language model classifiers.
We have shown that optimal learning behavior for a classifier varies from user to user, so instead of using a fixed parameter configuration across all users, better recommendation results can be achieved by tailoring the parameters to a specific user. By evaluating the efficacy of several parameter configurations as documents are processed, a good parameter configuration can be determined in an online fashion, adapting to changes in the data set and user behavior. Because of the effectiveness, simplicity, and adaptability of the eRocchio, it can replace algorithms such as Rocchio and MTT in iScore. We have shown that online learning of parameter configurations can yield better news recommendation results from the Yahoo! news feeds. We have also shown that by adapting our algorithm, it can yield 10% better results than best performing filter from the TREC11 adaptive filter task. By learning parameters of a simple algorithm online for a specific user, similar recommendation performance can be achieved as more complex algorithms or algorithms that require extensively fine-tuning.
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