In the paper, we consider bivariate isotropic dilation matrices that are similar (up to constant factors) to rotation matrices; and we show that, in this case, the two-scale relation can be considered also as the relation between not only dilated but also rotated scaling functions. We present sufficient conditions on a dilation matrix to be similar to a rotation matrix, where the similarity transformation matrix is symmetric positive definite. Also we present a simple test that the dilation matrix performs the rotation by an incommensurable to π angle. We show that if a dilation matrix is similar to a rotation matrix, then an ellipse defined by the similarity transformation matrix is invariant (up to a homogeneous dilation) under the transformation by the dilation matrix.
Introduction
Generally, the scaling function φ satisfies the two-scale relation
where A is called the dilation matrix.
Let us recall that a dilation matrix is called isotropic if the matrix is diagonalizable over C and all its eigenvalues are equal in absolute value. Any isotropic dilation matrix performs an isotropic (homogeneous) expansion/contraction; and the isotropic dilation matrices have some interesting properties, see, for example, [2, 4] . Note that isotropic dilation matrices usually occur in the context of non-separable wavelet bases. (We can refer the reader to [4] , where an extensive bibliography is presented.)
In the present paper, we show that, under slightly more strong conditions, the isotropic real matrix A is similar (up to a constant factor) to a rotation matrix
where R is the rotation matrix and the similarity transformation matrix Q is symmetric positive definite. Thus such dilation matrix performs not only an expansion but also the rotation by some angle. Consequently two-scale relation (1.1) can be also considered as a two-angle relation, i. e., as the relation between not only dilated but also rotated scaling functions.
In the paper, we have introduced a simple test that the angle of the rotation performed by an isotropic dilation matrix is incommensurable to π. So if the corresponding scaling function/wavelet possesses some angular selectivity; then the wavelet transform can detect arbitrary orientated features.
In general, the matrix Q in (1.2) distorts in some way the rotation performed by the matrix R. Nevertheless, in the paper, we shall show that an ellipse (defined by Q −2 ) will be invariant (up to a homogeneous dilation) under the transformation by the dilation matrix A. On the other hand, the invariance of the ellipse is equivalent to the invariance of the corresponding quadratic form. Note that we always can change the variables (or, in other words, replace Z 2 by another lattice in (1.1)) such that the ellipse is transformed to a circle. Thus, in this case, the dilation matrix will perform a pure rotation (and a homogeneous dilation).
Let us introduce here some general notation.
In the sequel, we shall not distinguish vectors as points of the Euclidean space R 2 and as column-matrices.
T . Two-scale relation (1.1) can be rewritten in the Fourier domain aŝ
where the matrix A * is the Hermitian conjugate of the matrix A; m 0 (ξ), ξ ∈ R 2 , is a 2π-periodic function, which is called the mask. By R θ denote the (counterclockwise) rotation matrix by the angle θ:
2 Similarity to rotation matrices 2.1 Theorem Theorem 2.1. LetÃ be an n × n real isotropic matrix. Let all the eigenvalues of the matrixÃ be equal to 1 in absolute value, thenÃ
where U is an orthogonal real matrix and Q is a symmetric positive definite real matrix.
Here we present the proof of Theorem 2.1 for the bivariate case only. To prove the theorem in the general case, we can refer the reader to [10] .
T be an eigenvector ofÃ corresponding to an eigenvalue λ, i. e., Ax = λx;
Complex conjugating both the sides of the previous expression, we obtain that x is the other eigenvector of A corresponding to the other eigenvalue λ, where the overline stands for the complex conjugation. Since the matrixÃ is isotropic; the matrix is diagonalizable:
where
Using the polar decomposition, we can always present T as follows
where V is a unitary matrix and Q is a positive definite Hermitian matrix: Q 2 = T T * . The matrix Q 2 can be written explicitly in component-wise form as follows
We see that Q 2 is a real matrix, thus the "square root" Q is also a real matrix. Using (2.2), (2.3), the matrix A can be written as followsÃ
The matrix U is a unitary matrix. Indeed,
where I is the identity matrix. Finally, since the matricesÃ and Q in decomposition (2.1) are real, the matrix U must be real (consequently orthogonal) also.
Remark 2.1. The matrix Q in formula (2.1) is defined within a constant factor. Remark 2.2. Note that any 2 × 2 orthogonal matrix whose determinant is equal to 1 is a rotation matrix. Thus, in formulas like (2.1), if the determinant of the matrixÃ is positive; then we shall use the symbol R, which denotes a rotation matrix, instead of U . Let m 0 be a mask and φ be the scaling function corresponding to A and m 0 ; then, for any angle ϑ ∈ Θ, there exists an index j ′ ∈ N such that
Two-angle relation
φ(Q −1 R ϑ Q ξ) =   j ′ j=1 m 0 ((det A) −j/2 Q −1 R j Q ξ)  φ ((det A) −j ′ /2 ξ),(2.
4)
If we change the frequency variables ξ → ξ ′ := Qξ; (2.5) then relation (2.4) will have the simple form
The spatial variables transformation corresponding to (2.5) is of the form
Using (2.7), formula (2.4) can be rewritten in the x-domain as follows
Thus formulas (2.6), (2.8) (and (2.4)) can be interpreted as relations between not only scaled but also rotated scaling functions. Remark 2.3. Note that the change of variables (2.7) (as well as (2.5)) can be interpreted as a coordinate transformation. Moreover, map (2.7) can be considered also as the replacement of the lattice Z 2 by another lattice Γ := QZ 2 in two-scale relation (1.1).
Remark 2.4. If the angle θ corresponding to the rotation matrix R in formulas (2.4), (2.6) is incommensurable to π, then relation (2.6) (and (2.4), (2.8)) is valid for a dense in [0, 2π) set of angles.
Rotation angle determination
The following lemma allows determining the angle of rotation.
Lemma 3.1. Let a 2 × 2 real matrixÃ be similar to a rotation matrix, then the eigenvalues ofÃ are {e iθ , e −iθ }, where ±θ is the rotation angle.
The proof is trivial.
Remark 3.1. By Lemma 3.1, the angle of rotation can be determined by the eigenvalues up to an absolute value only, i. e., we cannot determine the direction of the rotation.
Let a dilation matrix A be of the form
Suppose det A > 0 and denote ∆ := det A, then A can be presented as follows
. The eigenvalues ofÃ can be explicitly calculated
Using the relation ∆ = ad − bc and denoting Tr A := a + d by τ , we have
Consider three cases:
The cases τ 2 ≥ 4∆ do not satisfy the conditions of Theorem 2.1. Consider the case τ 2 < 4∆ in detail.
First we have
Thus the eigenvalues can be presented as follows:
λ 1,2 = e ±iθ = cos θ ± i sin θ, where
By Lemma 3.1, the corresponding rotation matrix is of the form
In Table 1 , we present explicit forms of rotation matrices (3.2) and the corresponding rotation angles for some τ (τ ≥ 0) and ∆.
: Table 1 : Rotation matrices (3.2) and the corresponding rotation angles θ for some τ (τ ≥ 0) and ∆ Remark 3.2. If the trace τ is negative, then the rotation angle is of the form: θ + π, where θ is the angle corresponding to the positive trace |τ |.
Note also that the case τ 2 = 4∆ corresponds to the "rotation" matrix R = 1 0 0 1 ; i. e., for this case, the rotation angle is zero. Now we are interested in the rotation angles that do not correspond to the cases presented in Table 1 , i. e., τ ∈ Z :
It is rather surprise that, for all cases (3.3), the angles of rotation are incommensurable to π. This fact follows directly from the theorem of I. Niven [6] . Note that, since cos α = sin(α − π/2); I. Niven's theorem is valid for the cosine also. Consider cos 2θ, where θ is defined by formulas (3.1),
So cos 2θ is rational number. Consequently, by Theorem 3.2, for all τ and ∆ that satisfy (3.3), θ/π is an irrational number. Summarize the results of this section in the following two statements. 
, respectively; else the rotation angle is incommensurable to π.
In Table 2 , we list the rotation angles for some values of the determinant and trace of the matrix A. (Recall that (Tr A) 2 must not be more than 4 det A.) By Theorem 3.4, all the rotation angles listed in Table 2 that are not the explicit fractions π · (but that are defined by the arccos(·)) are incommensurable to π.
± arccos 2 √ 5 5 Table 2 : The rotation angles for some values of the determinant and trace of a 2 × 2 matrix A Remark 3.3. Note that, in the papers [1, 3] , the classification of the dilation matrices that have the determinant values ±2 and are similar to unimodular matrices has been presented. It is interesting that the line of Table 2 for det A = 2 corresponds to the matrix classification in [1, 3] . However any connection with the rotation properties of the dilation matrices has not been discussed in the papers [1, 3] .
Invariance of ellipse shape
Corollary 4.1. Under the conditions of Theorem 2.1, we havẽ
1)
Using (2.1), the proof is straightforward. Consider a quadratic form
where Q is the similarity transformation matrix from (2.1). Recall that the matrix Q (and, consequently, Q −2 ) is positive definite; thus W (x) is a positive definite quadratic form. By Corollary 4.1, we see that quadratic form (4.3) is invariant (up to a constant factor) under the map x → x ′ := Ax. Indeed, using (4.1), we have
Thus the transformation by the matrix A will save the shape of the ellipse
where C > 0 is a constant. Note that, using (2.7), quadratic form (4.3) gets a paraboloid of revolution W (x) = |x| 2 , x ∈ R 2 ; and ellipse (4.4) turns into a circle. Similarly, the quadratic form x T Q 2 x, x ∈ R 2 , is invariant under the transformation by the matrix A T , see (4.2) . Note that the axes of the ellipse x T Q 2 x = C are orthogonal to the corresponding axes of ellipse (4.4).
Remark 4.1. We suppose that, multiplying by an appropriate real value, the matrix Q −2 (as well as Q 2 ) that corresponds to the matrix A (see (2.1)) with integer entries can be made a matrix with integer entries also. This will be discussed elsewhere.
Examples
As a very simple example we consider a (quincunx) dilation matrix 1 −1 1 1 . Obviously, this matrix performs the rotation by angle π/4 and the isotropic dilation by √ 2, cf. Table 2 ; and the corresponding matrix Q is the identity matrix. Thus the invariant ellipse is the circle. (Note that the well-known quincunx dilation matrix is symmetric and differs from the matrix above.)
Consider another example
We see that det A = 2 and Tr A = 1. By Table 2 , it follows that the matrix performs rotation by the angle that is incommensurable to π: arccos 2 + xy + 2y 2 . Note that matrix (5.1) has been also considered in the papers [1, 3] . However rotation properties, in particular, that the rotation angle is incommensurable to π have not been noted.
Conclusion
Using the ellipse (quadratic form) invariance, we can choose a mask and construct a (compactly supported) scaling function that represents polynomials from the null-space of the elliptic operator corresponding to the invariant quadratic form. We refer the reader to [10] for details. Moreover, these scaling functions (and the corresponding wavelets) possess some interesting angular properties; and the scaling functions can be considered as compactly supported counterparts of the polyharmonic B-splines [7] , see also [5, 8] . This is the object of the forthcoming paper [9] .
