Abstract: In this paper we study the numerical behavior of a diffusion equation with a discrete control source term. The equation is discretized in space by finite differences and in time by an implicit scheme. The control variables are calculated in order to minimize an objective function, taking into account some restrictions. We define two strategies to obtain the optimal solution and present some numerical results in a context of a model that describes the oxygen concentration in a single chamber microbial fuel cell.
Introduction
The purpose of this work is to study the numerical behavior of a diffusion equation with a discrete source term and control variables. We will consider a discretization of the partial differential equation and use optimization techniques in order to obtain a numerical solution that minimizes a given objective function.
The paper is organized as follows. In Section 2, we describe the problem that we want to solve and, in Section 3, the numerical method used in the discretization. At the end of this section we prove a result that indicates a qualitative behavior of the numerical solution. In Section 4, we characterize the optimal solution using two different approaches, with and without time dependence. In Section 5, we apply our procedure to a model that describes the oxygen concentration in a single chamber microbial fuel cell [2] , [6] . The idea is to obtain the optimal cost pumping of a fixed amount of oxygen by choosing the source points. We prove that, in order to minimize the cost function, the pumping must be done at the beginning of the chamber and, when the sparging rate is time dependent, late in time. 
The problem
Let us consider a diffusion equation with a discrete source term in the form
where L and T are two positive real constants and δ is the Dirac delta function. The dependent variable u could be the concentration of a given substance, α > 0 its diffusion coefficient and r the number of points where we consider the "injections". For i ∈ {1, . . . , r}, q v i (t) is a control variable which gives the measure of the "sparging rate" of the substance in the point y i ∈]0, L[, in the instance t.
Let us now consider the boundary conditions u(0, t) = c 0 and ∂u ∂x (L, t) = 0, t ∈]0, T ],
as well as the initial condition
The control variables are calculated by solving an optimization problem. In this work, we consider the problem presented in [6] , which is described in the following way:
s.t. :
where K and C are positive constants, and u b is an upper bound for the concentration.
In the next section we will consider a discrete version of this problem. The numerical solution is obtained by solving the discrete problem with optimization techniques.
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Numerical approach
Let us consider in [0, L] × [0, T ] a grid {(x i , t j ) : i = 0, . . . , n, j = 0, . . . , m} with x 0 = 0, x n = L, t 0 = 0, t m = T , with constant step sizes ∆x = x i − x i−1 , i = 1, . . . , n and ∆t = t j − t j−1 , j = 1, . . . , m. Let us also consider {v 1 , . . . , v r } ⊆ {1, . . . , n − 1} the indexes of the spatial discretization nodes where the injections are consider, i.e., x v i = y i , 1 ≤ i ≤ r. Using the second-order centered finite difference operator in space and the implicit Euler method in time, the solution u of (1)- (3) can be approximated by the solution of the linear systems
where
and m (n−1),(n−1) = 1 + R, and R = α According to (7), we may write
. Let us now consider the following result. Proposition 1. Assume that Q j = 0 and U j satisfying (7), for all j ∈ {1, . . . , m}. Then:
Proof : Let us first note that the matrix M in (7) is a M-matrix [5] . In fact, m i,i > 0, m i,j ≤ 0, for all i and j, and M is strictly diagonal dominant. Then, 
, where A is a negative matrix. Since U j+1 − U j ≥ 0 we may conclude the proof. A discrete approximation for the optimal solution of (4)-(6) can be obtained by solving the optimization problem
This strategy could be generalized to other objective functions. Replacing (8) in (9), we obtain a quadratic programming problem and we may use known numerical algorithms to solve it [1] , [3] , [4] .
Optimal solution
To obtain an approximation to the solution of (1)-(6), we solve (8)-(11) using two different strategies. In a first case we consider q, in (1), as a time independent function. Then the goal is to know where and how the substance must be injected in the system. In a second case, we consider q as a time dependent function and so the purpose is to know where, when e and how the substance must be injected in the system. We now describe the optimal solutions for the two different strategies described above.
4.1. Time independent case. If we consider q, in (1), as a time independent function, we have, in the discrete equation, q j i = q i , for all i ∈ {1, . . . , n − 1} and all j ∈ {1, . . . , m − 1}. So, we may write (8) in the form
Let us now define the matrices P j = j k=1 N k . These matrices may be written in the form
and so (12) takes the form
In this case, the discrete optimization problem is
where U b is a vector with all entries equal to u b .
The following lemma shows that we minimize the total cost if we inject all the substance in the first injection point, i.e., in y 1 . 
Let (p j ) i,k and η i,k be the (i, k)-entries of the matrices P j and N , respectively. If
,
Proof : To obtain the expression for the (i, k)-entry of P j , let us note that the (i, k)-entry of (M − I) We may conclude that P ∞ = N (I − N )
This last equality results from the fact that the eigenvalues of N , of the form (see [7] )
, and so N ≤ P j ≤ P ∞ , i.e.,
) be the vector obtained from Q (respectively,Q) by (13). Then
If we prove thatū
and soū
≥ 0, which concludes the proof. According to this lemma, it is possible to obtain an analytical solution for the problem (14)-(16).
Proposition 2. The optimal solution of (14)- (16) is given by
Then the numerical solution obtained by (13) is an approximate solution to the exact solution of (1)-(3) with truncation error O(∆x 2 , ∆t).
Proof : It follows immediately from Lemma 1 and from known results for the finite difference scheme used in the discretization.
We are now in position to present the following result which is a corollary of the previous proposition. Corollary 1. For the problem (14)-(16), the optimal source location is v 1 = 1.
Time dependent case.
For this case we cannot obtain an analytical solution to the optimization problem. Nevertheless, our numerical tests show that the best location to feed the system is still the point x 1 (i.e., r = 1 and v 1 = 1), which agrees with the previous case: only Q 1 is non null, in spite of the last components of this vector be positive (i.e., the K units of substance available are injected in a short period of time, near to the final time). (7) we only need O(m× n) operations.
Note that, for the first strategy (time independent q), the values of Q are obtained without any computational effort (Proposition 2) while for the second one (time dependent q), the solutions Q j are obtained applying the quadprog routine of the MatLab Optimization Toolbox TM . (1)- (3), with α = 20, L = 310, T = 50 and c 0 = 40. This equation may be viewed as a model for the oxygen diffusion in a microbial fuel cell [2] , [6] . A microbial fuel cell converts chemical energy, available in a bio-convertible substrate, directly into electricity. To achieve this, bacteria are used as a catalyst to convert substrate into electrons. We admit that, in (9)-(11), K = 350 and u b = 50. In order to compute the numerical solution, we consider the strategies explained before.
Example. Let us consider the problem
5.2.1. Time independent case. We consider, in [0, L], different meshes with ∆x ∈ {0.125, 0.25, 0.5, 1}. In Table 1 we compare two situations that correspond to the case where we consider r = 2 and r = 5 sources, equally distributed in the spatial domain. The temporal step sizes considered in the discretization were ∆t = 0.5 and ∆t = 1. In Table 1 we include the values of q i , i ∈ {1, . . . , r} that minimizes the pumping costs and, for t = T , the percentage of the error given by
where · is the euclidian norm andŪ the reference solution. For a better visualization of the behavior of u(x, t) in space, we present, in Figure 1 , the value of u(x, T ) (considering ∆t = 1) and for the spatial discretizations with ∆x ∈ {0.5, 1}.
From the analysis of these results, we may conclude that, in the optimal case, the injection of the substance is always done in the first point (position v 1 ). We may also conclude that, increasing the value of r (i.e., putting the injection points closer the origin), we decrease the cost. Decreasing the step size ∆t, the cost decreases slightly. The error is not substantially affected with r and ∆t. Finally, decreasing the step size ∆x, we improve the quality of the solution (the error decreases faster than ∆x) but the cost increases.
The results obtained confirm that the only interesting case is when the injection is done in the position v 1 (first point available). Then, according to the previously exposed, we force v 1 = x 1 , independently of the discretization (i.e., ∆x). In Table 2 we present the computational results for the same problem but with a different diffusion coefficient α = 86.4. We also consider ∆x = 4 and ∆t = 0.05 in order to compare our results with the ones obtained by Zielke [6] . As we may see, our results are in agreement with the ones reported in Zielke's work. In fact, when we increase the diffusion coefficient α the cost and error decrease (except for ∆x = 4 where we obtain a worse cost). We may also conclude that the results presented in Table 2 are in concordance with the corresponding ones presented in Table 1 in respect to the variation of ∆x and ∆t (except the case α = 20, ∆x = 4). The cost obtained by Zielke [6] with 80 nodes (∆x ≈ 4), ∆t = 0.05 and α = 86.4 is around 75000 and we obtained a better cost: 40261.74.
5.2.2.
Time dependent case. The previous study was also done for the case where q is time dependent using the technique described above. According to the results presented in Tables 3 and 4 , the computational results present similar behavior when compared to the previous case. Note that the cost is reduced and, on the other hand, the percentage of error increased due to a great among of substance is injected late in time. This fact also leads to a erratic behavior of the solution for the largest values of ∆x, producing negative cost (in these case, the value of u exceeds u b ). Figure 2 shows the evolution of u j i in time and space.
Conclusions
We conclude that the injection is done in the beginning of the chamber, and near the final time (for the time dependent case). In what concerns the error, it is smaller in the time independent case. Finally, as expected, in what respect the cost, it is always small in the second case. 
