ABSTRACT The shortest simple path problem with must-pass nodes (SSPP-MPN) aims to find a minimumcost simple path in a directed graph, where some specified nodes must be visited. We call these specified nodes as must-pass nodes. The SSPP-MPN has been proven to be NP-hard when the number of specified nodes is more than one, and it is at least as difficult as the traveling salesmen problem (TSP), a well-known NP-hard problem. In this paper, we propose a multi-stage metaheuristic algorithm based on multiple strategies such as k-opt move, candidate path search, conflicting nodes promotion, and connectivity relaxation for solving the SSPP-MPN. The main idea of the proposed algorithm is to transform the problem into classical TSP by relaxing the simple path constraint and try to repair the obtained solutions in order to meet the demands of the original problem. The computational results tested on three sets of totally 863 instances and comparisons with reference algorithms show the efficacy of the proposed algorithm in terms of both solution quality and computational efficiency.
I. INTRODUCTION
The shortest simple path problem with must-pass nodes arises in many industrial applications. For example, many services provided by communication companies and Internet service providers are related to routing problems in the optical network. There are some nodes with special properties, such as relays, which need to be accessed in a lightpath in order to meet the demand for resource, time, capacity, and other constraints. These requirements can be empirically transformed to the must-pass constraint. In road or railway networks, issues such as supply chain management, sightseeing planning, and shopping routing [1] etc., can also be reduced to the shortest simple path problem with mustpass nodes (SSPP-MPN). Similar to the classical routing problems, each edge between a pair of nodes is associated with a weight. Meanwhile, there are some nodes that must be included in the path, which distinguishes the SSPP-MPN from the classical shortest path problem. Thus, the objective of the SSPP-MPN is to find a minimum cost simple path that satisfies the must-pass constraint.
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Due to the significance of SSPP-MPN in terms of both theory and practice, many researchers have studied this problem in the literature during the last decades. SSPP-MPN was first introduced by Saksena and Kumar [2] and the authors designed an algorithm based on optimality principle. However, Dreyfus [3] pointed out that Saksena and Kumar's algorithm is incorrect because some preconditions are proven to be wrong. Dreyfus indicated that if the simple path constraint is neglected (that is to say, there may exist loops), the SSPP-MPN can be converted into TSP. Specifically, the shortest distance between each pair of must-pass nodes (including the source and destination nodes) in the SSPP-MPN can be considered as the distance of each pair of nodes in the TSP. Then, the algorithms such as [4] - [6] for solving the well-studied TSP can be directly used to solve the SSPP-MPN. Ibaraki proposed a dynamic programming algorithm and a branch-and-bound algorithm to solve the SSPP-MPN [7] , where it was pointed out that branch-andbound algorithm is more effective than dynamic programming. Vardhan et al. [8] proposed a heuristic algorithm to solve the SSPP-MPN. They divided the search process into two stages. The first one is to determine all the candidate paths between two adjacent must-pass nodes by a network flow algorithm and the order of must-pass nodes is given by random arrangement or applying a depth-first search algorithm from source to destination. The second stage uses backtracking algorithm to select paths which connect adjacent must-pass node pairs and satisfy the simple path constraint. Gomes et al. [9] proposed a heuristic algorithm for finding the shortest path with must-pass nodes with a protection path. The algorithm finds two node-disjoint paths from source to destination simultaneously, and the first path must satisfy the requirements of must-pass nodes. Their algorithm improves the Saksena and Kumar's algorithm, using the k-shortest path algorithm to search for multiple candidate paths between must-pass nodes, but the algorithm does not guarantee that a feasible solution can always be obtained. Martins and Gomes et al. [10] - [12] proposed two heuristics for the SSPP-MPN which are Path with Specified Nodes (PSN) and Path with Specified Nodes using Trap Avoidance (PSNTA). The authors pointed out that PSN is more effective than PSNTA for large scale instances.
Andrade [13] , [14] proposed several mathematical formulations for the SSPP-MPN. First, he proposed a Q2 model based on spanning tree polygons, followed by an analysis of the compact model Q3 based on the duality principle. Another commodity flow based formulation called Q4 is also presented, and it is able to produce better lower bound than Q2 and Q3. The author tests these formulations on a set of randomly generated instances and instances transformed from TSPLIB. Experiments demonstrate that Q3 outperforms Q2 in most cases.
In this paper, we propose a multi-stage metaheuristic (MSM) algorithm based on a classical TSP algorithm for solving the SSPP-MPN. The proposed MSM algorithm integrates several distinguishing features, such as using the LKH algorithm with k-opt moves to determine the order of mustpass nodes, a method to generate candidate paths in order to minimize the number of conflicting nodes, a conflicting nodes promotion strategy to enforce repeatedly visited nodes to be virtual must-pass nodes and a connectivity relaxation technique for repairing feasibility. Our MSM algorithm is tested on three sets of totally 863 benchmark instances in the literature and shows its efficacy in terms of both solution quality and computational efficiency.
The remainder of the paper is organized as follows. The problem definition and mathematical formulation of the problem are presented in Section II. The proposed multi-stage metaheuristic algorithm is presented in Section III. Experimental results and the analysis are described in Section IV, before concluding the paper in Section V.
II. PROBLEM DESCRIPTION AND MATHEMATICAL FORMULATION A. PROBLEM DESCRIPTION
The SSPP-MPN can be described as follows: Let G = (V , E) be a directed graph, V = {1, 2, . . . , n} be the set of nodes and E = {(i, j)|1 ≤ i ≤ n, 1 ≤ j ≤ n} be the set of edges, where each edge is associated with a positive weight D ij . Given a set of must-pass nodes V m ⊂ V , and the source node s and the destination node t, the problem aims to find a simple path P =
minimum cost in graph G from the source node s to the destination node t, where each node in V m must be visited.
If the set of must-pass nodes contains all the other nodes except for the source and destination nodes, i.e., |V m | = n−2, then all the nodes should be visited, and the problem is equivalent to a TSP by merging the destination node t and the source node s into a single node. As a classical NP-hard problem, TSP aims to find a minimum cost Hamiltonian circuit [15] . On the other hand, if the set of must-pass nodes is empty, namely |V m | = 0, SSPP-MPN becomes the shortest path problem from s to t. However, if the number of mustpass nodes is more than 1, the SSPP-MPN is at least as hard as TSP with |V m | + 1 dimensions.
B. MATHEMATICAL FORMULATION
In this section, we show three integer programming mathematical formulations for the SSPP-MPN. Inspired by the TSP formulation [16] , the mathematical formulations of the SSPP-MPN are closely related to that of TSP [14] .
Before introducing these models, we define some common constraints for different formulations as below. Let x ij be a boolean decision variable which denotes that edge (i, j) exists in the solution if x ij = 1, otherwise it is not visited.
This is the basic model for the SSPP-MPN. Objective (1) aims to minimize the total distance of the path. Constraint (2) ensures the path connectivity that the in-degree and outdegree must be consistent at each node except for s and t, i.e., there will always be a pair of incoming edge and outgoing edge for each visited node. Constraint (3) guarantees that each must-pass node should be visited exactly once. Constraint (4) is the simple path constraint which makes sure that each node will never be visited more than once.
However, this basic model is not complete. If we only apply constraints (2)-(4), the solutions may contain some cycles called sub-tours which break the path connectivity. In order to make this basic model complete, constraints for eliminating sub-tours should be added. Here, we present three different ways to conduct the sub-tour elimination.
1) CONVENTIONAL FORMULATION (CF)
We add constraint (5) to the basic model to obtain a complete formulation of the SSPP-MPN. The idea comes from conventional model of TSP in [17] . Constraint (5) indicates that there must be at least one absent edge in each sub-tour, denoted as S, which can be either a cycle or a path that does not include all the must-pass nodes. Note that the number of constraint (5) is exponential.
We introduce a continuous decision variable y i , representing the sequence of visit to node i. Constraint (6) restricts that if edge (i, j) is in the solution, node i should be visited before j, i.e., y i < y j . If sub-tour exists and edge (i, j) is contained in the cycle, then y j < y i should also be true since there is a path from j to i in the cycle, which means that at least one of y i < y j and y j < y i must be violated. Thus, no sub-tour could appear in the solution without breaking constraint (6) .
Intuitively, we can consider the SSPP-MPN as a problem of sending some units flow from source node s to sink node t. By restricting that every node on the path consumes one unit of the flow, there will be no sub-tours if there are nonnegative amount of flow along the path, since the source which produces the initial flow is not on the sub-tours. We introduce a continuous decision variable z ij , representing the flow on edge (i, j). Constraint (7) restricts that the flow only goes through the edges in the path, constraint (8) guarantees that only n − 1 units flow come out from source s, and constraint (9) requires that every node in the solution except s consumes one unit of flow.
Compared with the CF model, the SF and CFF formulations are more compact, because they only have polynomial number of constraints.
III. MULTI-STAGE METAHEURISTIC ALGORITHM
We propose a multi-stage metaheuristic (MSM) algorithm that integrates several strategies based on a mutli-stage search framework, such as a TSP solver to determine the order of must-pass nodes and other sophisticated strategies to eliminate loops. Our algorithm consists of three main stages. The first stage is to determine the order of the must-pass nodes by employing a TSP solver. The second stage is to minimize the total number of conflicting nodes, i.e., the repeatedly visited nodes, as well as the distance of the path between adjacent must-pass nodes. The last stage aims to obtain a valid solution by promoting conflicting nodes to must-pass ones. MSM algorithm terminates at any stage if a valid solution is obtained. Besides, there is a post-processing procedure to search for a feasible solution in case that all of the three above mentioned main stages fail.
Algorithm 1 The Main Framework of the MSM Algorithm
Input: Graph G, must-pass node set V m , source node s, target node t Output: Path with least conflicting nodes and minimum cost P * 1:
if ConflictNodes(P) = ∅ then 7: return P
8:
end if 9: if P is better than P * then 10:
end if 12 :
The pseudocode of our MSM algorithm is given in Algorithm 1. First of all, the original graph G is converted to a new graph G by just considering the must-pass nodes (including s and t) and the shortest paths between each pair of must-pass nodes (including s and t) in G as its edges (line 3). Then, a TSP solver is launched to find a Hamiltonian cycle P with the minimum cost in G (line 4). Obviously, a simple path in G may be transformed back to a path with loop in G. If the conflicting number of the path P is equal to zero, then a feasible solution is obtained, where the conflicting number of the path P is equal to the number of nodes visited for multiple times in the original graph G. Otherwise, a candidate path search procedure is used to optimize the conflicting node number of the path P (line 5). If it is unsuccessful, a node promoting procedure is employed to virtually treat the multi-visited nodes as must-pass nodes (line 12). The above procedures are repeated until a feasible solution is obtained or the stop condition is met (lines 2-13). If the best path is still infeasible, a repairing procedure is invoked as double insurance (line 14).
The main challenge of the SSPP-MPN lies in determining the order of the must-pass nodes. After determining the order of these specified nodes, path selection between adjacent must-pass nodes is employed to obtain a shortest path without repeatedly visited nodes. These two stages interact with each other. Adjusting the order of the must-pass nodes can optimize the path distance. However, the simple path constraint may be violated with the new order. Since this problem is closely related to the TSP, we may use the TSP solver to tackle this subproblem. In [3] , Dreyfus pointed out that the SSPP-MPN without simple path constraints can be transformed into TSP, where must-pass nodes are connected via their shortest path between them.
A. PROBLEM TRANSFORMATION AND TOUR RESTORATION
Since our MSM algorithm employs a TSP solver to tackle the subproblem of the SSPP-MPN, in this section we show how to convert SSPP-MPN into TSP and restore the TSP solution to the path in the original graph.
We denote G = (V , E ) as graph of TSP, the node set V = V m ∪ {s, t}, the edge set E = {(i, j)|i, j ∈ V }, and denote D ij as the weight of edge (i, j) in E . D ij is calculated as the shortest path distance between nodes i and j in G where nodes in V are skipped for simple path constraint. If two nodes in G are not connected, the weight of the edge between them is infinite.
Algorithm 2 Problem Transformation
Input: Graph G, must-pass node set V m , source node s, target node t Output: Transformed graph
cost(v), path(v) ← ShortestPath(G, v, V m ) 3: end for 4: for each vertex v in V m ∪ {t} do 5: cost(v, s) ← cost(v, t) 6: end for 7: for node pair (u, v) in G do 8: cost'(u, v) ← cost(u, v) 9: end for 10: return G The pseudocode of the transformation algorithm is given in Algorithm 2. Procedure ShortestPath calculates the shortest distance and paths for each node to other nodes in V by a shortest path algorithm [18] . Note that the shortest path cannot visit other must-pass nodes. Otherwise, the simple path constraint might be violated. Thus, a set of nodes to be excluded is passed to the ShortestPath procedure (line 2). Variables cost and path are two matrices to respectively store the shortest distance and path for each pair of nodes in V . Moreover, cost(v) and path(v) represent vectors of costs and paths whose source node is v, respectively. Since solution of TSP is a tour, after converting G into a TSP instance G , the starting node s and ending node t in G are merged into a single node (it can also be considered as adding an edge (t, s) in the solution). Therefore, the cost of other nodes to sink t is set to source s (lines 4-6). After that, all of the normal nodes and the corresponding edges are dropped, and only the edges between the must-pass nodes are copied to the transformed graph G (lines 7-9).
When a tour T on graph G is obtained by solving TSP, we need to restore the tour to the original path on graph G in order to obtain a feasible solution of the SSPP-MPN. Since the shortest distance and the path of each pair of nodes in V m on graph G are given in advance, we only need to restore it by querying matrix path.
B. TSP OPTIMIZATION PROCEDURE
The TSP optimization procedure consists of two stages. The first one relaxes the simple path constraint and directly solves TSP on graph G . The second stage aims to minimize the total number of conflicting nodes on the path, as well as optimizing the path cost as the second objective.
1) DETERMINING THE ORDER OF MUST-PASS NODES
In the first stage, the MSM algorithm directly solves the TSP by a classical solver on graph G without considering the number of conflicting nodes in order to determine the sequence of the must-pass nodes. Since the main challenge of the problem is the order of must-pass nodes, our first objective is to find a good order of the must-pass nodes by relaxing the simple path constraints. Then, the conflicting nodes are eliminated in the second stage.
If there is no conflicting node in the restored solution after the TSP optimization, then a feasible solution is obtained. Otherwise, the second stage for minimizing the number of conflicting nodes is required. In fact, the effectiveness of MSM heavily relies on the performance of the TSP solver. Only if the sequence of must-pass nodes is of high quality, subsequent candidate path search and conflicting nodes promotion strategy are meaningful. Therefore, we employ an efficient TSP solver called LKH proposed in [4] which has been widely used in solving TSP and other related problems.
2) MINIMIZING THE NUMBER OF CONFLICTING NODES
After the order of the must-pass nodes is determined, there may exist conflicting nodes on the path. The reason might be that the order of the must-pass nodes is inappropriate because the simple path constraints are neglected.
In order to obtain a more reasonable sequence of the mustpass nodes, we further perform k-opt moves [19] with an additional condition, where the simple path constraints are not relaxed. As long as there are conflicting nodes on the path, it is an illegal solution. Therefore, there are two objectives in this stage, namely the number of conflicting nodes on the path and path weight. For example, assume that there are two paths T 1 and T 2 , the weights of the two paths are w 1 and w 2 , and numbers of conflicting nodes on the paths are c 1 and c 2 . Since the main objective is to reduce the number of conflicting nodes, if condition c 1 < c 2 ∨(c 1 = c 2 ∧w 1 < w 2 ) is satisfied, we say that path T 1 is better than path T 2 . It is obvious that the optimal solutions of this transformed problem are the optima of the original problem. However, the optimality and feasibility are not guaranteed by this procedure. This is resulted from the heuristic nature of the LKH algorithm.
After this procedure, if there is no conflicting node on the path, then MSM algorithm obtains an optimal or near-optimal solution. Otherwise, it indicates that the SSPP-MPN cannot be solved by the LKH algorithm. It is necessary to search for candidate paths and use other advanced strategies to eliminate loops.
C. CANDIDATE PATH SEARCH
The TSP optimization procedure aims to optimize the order of the must-pass nodes as well as the number of conflicting nodes. Since paths between the must-pass nodes are connected via the shortest path in the stage of TSP optimization, valid solution of the SSPP-MPN may not be obtained by only changing the order of the must-pass nodes. Given a sequence of must-pass nodes, there may exist repeatedly visited nodes on the path connected by the shortest path, i.e., the set of conflicting nodes C = ∅. In this case, we need to search candidate paths instead of the shortest one. The candidate path search (CPS) strategy tries to eliminate loops on the path obtained by the TSP optimization procedure, such as the k-shortest path algorithm [20] to reduce the number of conflicting nodes.
In our algorithm, for each pair of must-pass nodes, we consider its shortest path and the shortest path without visiting the conflicting node. The purpose is to obtain a trade-off between solution quality and computational efficiency, for considering more candidate paths will be time-consuming and sacrifice the solution quality. If the candidate path search strategy cannot eliminate the conflicting nodes, a conflicting nodes promotion strategy which will be introduced later in Section III-D will promote these conflicting nodes to mustpass nodes.
Specifically, the set of conflicting nodes is denoted as C = {c 1 , c 2 , . . . , c k }. For each conflicting node c i ∈ C, there are usually four (sometimes three) must-pass nodes involved because the conflicting node c i is the intersection of two pairs of must-pass nodes. The solution of the SSPP-MPN can be represented as P(c i ) = {. . . , m 1 , . . . , c i , . . . ,  m 2 , . . . , m 3 , . . . , c i , . . . , m 4 , . . .}, where only the conflicting node and involved must-pass nodes are shown. In order to eliminate the conflicting node c i , the following candidate path search strategy is used:
• Step 1. Segment (m 1 , m 2 ) keeps using the shortest path, while segment (m 3 , m 4 ) is replaced by the shortest path without visiting conflicting node c i . Note that the new candidate path should not overlap with segments other than these two segments.
• Step 2. if better candidate paths were found then 6: update paths for segments M
7:
end if 8: end for 9: return P procedure defined in Algorithm 3 to eliminate the conflicting nodes as well as optimizing the path distance. From all the combinations of the candidate paths, we choose a feasible solution with the lowest cost (lines 4-7). If all the above candidate paths cannot eliminate the conflicting node c i , we record c i and will promote it to a must-pass node in the following stage.
D. CONFLICTING NODES PROMOTION
It is possible that a valid solution can still not be obtained after the previous TSP procedure and candidate path search strategies. In this case, some conflicting nodes are repeatedly visited, implying that it is very likely that these conflicting nodes should exist in the optimal solution. Based on this assumption, we propose a conflicting nodes promotion (CNP) strategy. Specifically, we promote these conflicting nodes to virtually become must-pass nodes, which enforces each of them to be visited just once. This procedure is equivalent to adding the conflicting nodes to the set of must-pass nodes in the original graph, then the previous two procedures are relaunched.
The conflicting nodes promotion strategy is mainly used to increase the chance for our MSM algorithm to obtain a feasible solution. Especially, there could be significant improvement on dense graphs. In the extreme case, a feasible solution can be always obtained if all the nodes on a complete graph are promoted to must-pass nodes because the problem is equivalent to a TSP problem. If a conflicting node is incorrectly promoted, a sub-optimal path may be obtained. However, the aforementioned TSP optimization and candidate path search procedures attempt to minimize the number of conflicting nodes as far as possible. As a result, the conflicting nodes promotion strategy can promote very limited number of nodes to must-pass nodes to improve the search effectiveness.
E. CONNECTIVITY RELAXATION
If each normal node is promoted or there exists a pair of must-pass nodes that no path can be found between them, it can be inferred that the CPS and CNP procedures will have to stop even if there is no feasible solution found. In order to improve the robustness of the algorithm, an additional landscape smoothing technique is applied after each preceding procedures failed. This landscape smoothing technique makes it possible to pass through insurmountable barrier (hard constraints) in the solution space. It is achieved by adding a virtual edge between each pair of nodes which are not connected with edges directly in the original topology. The penalties for passing through the virtual edges are very large and they correlate to the distance between the node pairs. In detail, the length of a virtual edge is equal to the length of the shortest path between its end points multiplying the upper bound of the optimal path length. After connecting the node pairs, the original graph is transformed into a new complete graph. Then, we map the path with conflicting nodes on the original graph to a feasible path with huge penalty on the new graph. This is done by bypassing the repeatedly visited nodes through the newly added virtual edges. However, it just changes the type of infeasibility instead of fixing one so far. So a randomized local search procedure utilizing the insertion, deletion, ejection, move, swap, and mirror neighborhood structures proposed in [21] is executed to search for a better path. Note that the deletion neighborhood cannot remove the original must-pass nodes from the current path. In fact, the initial solution of the randomized local search can be any path found in preceding procedures, but the MSM starts the search from the path with least conflicting nodes. Fig. 1 illustrates the graph transformation and a simple example of a neighborhood move. Assume that the path represented with dashed arrow in Fig. 1(a) is the path with least conflicting nodes found before the failure of CPS and CNP technique. The transformation is demonstrated in Fig. 1(b) . On one hand, virtual edges s ↔ t and m 1 ↔ t are added and their weights are set according to the lengths of the shortest paths between the end points. On the other hand, the original path s → v 1 → m 1 → v 1 → t is mapped to s → v 1 → m 1 → t where the second visit to v 1 is bypassed and it goes from m 1 to t directly. Fig. 1(c) shows a possible neighborhood move that repairs the solution by swapping the sequence of visit to m 1 and v 1 , which transforms the path into s → m 1 → v 1 → t, thereby eliminating the virtual edges and making it a feasible path.
In sum, the key components of the proposed MSM algorithm are illustrated in Fig. 2 . First, it relaxes the simple path constraint and transforms the SSPP-MPN into TSP and the transformed problem is solved by utilizing an effective algorithm for TSP. Then, the tour for the original problem is restored and candidate paths will be evaluated if conflicting nodes exist. Next, if there are still conflicting nodes, the MSM algorithm will promote them as must-pass nodes and restart from the problem transformation. Finally, an additional connectivity relaxation procedure is applied in case that all the aforementioned strategies fail.
IV. COMPUTATIONAL RESULTS AND ANALYSIS

A. BENCHMARK INSTANCES AND EXPERIMENTAL PROTOCOL
The benchmark instances in our test consist of three sets. The first set consists of 240 instances generated from 12 networks by randomly selecting must-pass nodes as done in [12] . The second set contains 367 instances provided by Andrade [14] . The last set contains 256 large instances generated by ourselves. For the 12 networks, five of them are obtained from SNDLib [22] , other five ones were generated with the Doar-Leslie model [9] , [23] and the rest two networks were CORONET CONUS and TeliaSonera [12] , respectively. The number of must-pass nodes of the 240 instances is the same as in [9] , [12] . For Andrade's datasets, there are 340 random instances whose number of nodes are 20, 40, 80, 200, and 300 (denoted by A20, A40, A80, A200, A300, respectively), and there are 27 instances from TSPLIB [24] (denoted by Aatsp). For our own dataset, the number of nodes are generally larger than the aforementioned datasets. They can be further divided into three categories, which are crafted sparse graph, random dense graph with few must-pass nodes and random dense graph with many must-pass nodes, respectively. In the crafted category, there are 16 instances where the topology or the distribution of the must-pass nodes are elaborately designed. There are some clique instances which are composed of a lot of small complete sub-graphs but are sparse graphs in general, some grid instances which are generated by adding some random edges into grid frameworks, some hop instances whose weights on edges are equal and some detour instances where the must-pass nodes are far from the shortest path between the source and the destination. In the random categories, there are 150 instances with 50 to 150 must-pass nodes and 90 instances with 50 to 1200 mustpass nodes. The scales of the self-generated instances are explicit in their names. The number following the character v gives the vertex number, the one coming after the character e presents the edge number, and the number following the character d means the number of the must-pass nodes. The proposed MSM algorithm is programmed in C++ and tested on Windows Server 2012, with Intel Xeon E5-2609 2.5 GHz CPU and 32 GB memory. The MIP models are solved by Gurobi 7.5 [25] .
B. COMPUTATIONAL RESULTS
To assess the performance of our MSM algorithm, we perform five independent runs on each instance and record the average results. The results are compared with the PSN algorithm proposed by Martins and Gomes et al. [12] and the Q4 model proposed by Andrade [14] . Tables 1 and 2 show the average results over all the instances for each dataset. The first row gives the number of must-pass nodes in both tables.
In Table 1 , Column PSN Gap presents the average optimality gap obtained by Martins's algorithm in percentage. Column MSM Gap reports the average gap to the optimality obtained by MSM algorithm in percentage. Column MSM Time gives the average running time in seconds taken by the proposed algorithm to converge. As we can see from Table 1 , our algorithm is able to find the optimal solutions easily on the instances with few must-pass nodes. Although the MSM algorithm reaches sub-optimal solutions sometimes, the gap between the objective of the sub-optimal solution and the optimal objective is smaller than that of the PSN algorithm for 37 out of 48 datasets. Especially, when the number of must-pass nodes increases, the MSM has smaller gaps than PSN. Besides, the proposed MSM algorithm is able to produce feasible solution on all the instances, while Martins's algorithm failed to solve some instances in the germany50 and CORONET datasets [12] . These experiments demonstrate that our algorithm is competitive compared with the PSN algorithm.
In Table 2 , Column Q4 Time shows the average running time in seconds for the Q4 model to reach the optimal solution proposed by Andrade on each dataset. Column MSM Time presents the average running time of our algorithm in seconds. Column MSM Gap reports the average optimality gap of our MSM algorithm in percentage. Since the MIP solvers always find the optimal solutions, i.e., the gap is 0, the optimality gaps of the Q4 model are not reported in Table 2 . Table 2 discloses that, the MSM can reach the optimal solutions in most cases, and the time consumption is relatively low compared with the Q4 model, especially on instances with large number of must-pass nodes.
In addition to the classic instances which have been tested by other researchers, we have conducted experiments on our own instances and the computational results are listed in Tables 3 to 5 .
In detail, Table 3 reports a detailed computational results obtained by the four different MIP models and the MSM TABLE 4. Computational results on the 150 self-generated instances (random dense graphs with few must-pass nodes).
algorithm on the 16 crafted instances. 1 Column Optima reports the optimal objective values to the instances obtained by the MIP models under unlimited timeout. Column CF CPU, SF CPU, FF CPU, Q3 CPU, and Q4 CPU presents the CPU time taken by conventional model, sequential model, commodity flow based model, Andrade's Q3, and Q4 model, respectively. Column MSM best and MSM Average give the best and average objective values collected from the five independent runs of the MSM algorithm. From Table 3 we can observe that the MSM algorithm is able to reach the optima on 14 out of 16 instances, and it always finds optimal solutions on 11 ones. For the instances where the MSM algorithm only got the sub-optima, the gaps are relatively narrow (less than 0.5%). Besides, the computational time taken by the MSM algorithm is significantly shorter than solving the MIP models on all the instances except the instances with clique sub-structure. Moreover, all MIP models failed to find the optima on c.v2000e37052d400 within one hour time limit, and there are three models which fail to solve the c.v500e4396d50, while the MSM is able to handle these hard cases.
For the instances based on random dense graphs, only the Q4 model is included in the comparison because it outperforms other three models for almost all the instances. The benchmark results are given in Tables 4 and 5 . Column Obj represents the best objective value found within the onehour time limit by each approach. Column CPU reports the CPU time consumed for finding the solution with the best objective value. If the objective value is not given and the CPU time is 3600 seconds, it means that no feasible solution is found. According to Table 4 , it can be clearly seen that the MSM algorithm obtained high quality solutions on all the instances within 20 seconds stably, while the Q4 model only found feasible solutions on 99 instances. For the ones whose feasible solutions were found by the Q4 model, the MSM algorithm got better results on 37 out of them, and obtained the same results on 62 out of them. From Table 5 we can observe that, the computational time increases as the number of must-pass nodes grows for both the Q4 model and our MSM algorithm. However, the MSM algorithm was still able to find the optimal or sub-optimal solutions on each instance within 70 seconds. As for the Q4 model, the feasible solutions were found only on 11 instances within the time limit, and no better solution is found compared to the MSM algorithm. These results show the advantage of the MSM algorithm on large random dense graphs, and it implies that the MSM algorithm is highly scalable and it is able to tackle the instances with large size in a reasonable time. In sum, the MSM reaches a good balance between solution quality and computational efficiency.
C. ANALYSIS AND DISCUSSION
Due to the heuristic nature of the candidate path search (CPS) and conflicting nodes promotion (CNP) strategies, they might fail to find the optimal or even feasible solutions on certain topology structures. We will illustrate the imperfection of each strategy via three handcrafted instances, and then evaluate the different combinations of the strategies on the benchmark instances. Fig. 3 shows a special case where the CPS fails to find a feasible solution. In the directed graph, s and t stand for the source node and the target node, respectively, and m i represents the must-pass nodes and v i are the normal nodes. Fig. 3(a) presents the optimal and the only feasible path s → m 1 → v 1 → m 2 → t whose length is 202. The graph will be transformed into Fig. 3(b) and a TSP is solved on the transformed graph as Section III-A described. However, the optimal solution of the TSP restores to an infeasible path Fig. 3(c) . Unfortunately, there is no candidate paths from s to m 2 and from m 1 to t at all, which means that it is unable to solve this case only with the CPS technique under current framework. However, if the normal node v 1 is promoted using the CNP technique, the conflict will be avoided easily. Fig. 4 shows a special case where the CNP fails to find the optimal solution. It is almost the same as Fig. 3 , except an additional edge goes from m 1 to m 2 . The optimal solution is represented by the dashed arrow in Fig. 4(a) which is s → m 1 → m 2 → t and whose length is 201. The graph will be transformed into Fig. 4(b) and the optimal solution of the TSP on the transformed graph restores to an infeasible path s → v 1 → m 2 → m 1 → v 1 → t which visits v 1 twice given in Fig. 4(c) . Unfortunately, promoting the conflicting node v 1 will lead to a sub-optimal solution s → m 1 → v 1 → m 2 → t whose length is 202. Moreover, the CNP fails to find feasible solutions in another special case illustrated in Fig. 5 . The optimum is s → m 1 → m 2 → m 3 → t whose length is 202 and it is highlighted with dash arrow in Fig. 5(a) . The resulting TSP problem of the transformation is given in Fig. 5(b) , and an infeasible path s → v 1 → m 3 → m 2 → m 1 → v 1 → t will be retrieved after solving it as we can see from Fig. 5(c) . According to the conflicting nodes promotion, the repeatedly visited normal node v 1 will become a mustpass node, and this produces an unsolvable problem. It can be inferred that it will be harder to find out the optimal solution only with the CNP technique under the current framework.
To further evaluate the effectiveness of the important components of the proposed MSM, we have performed experiments to compare our MSM algorithm with its simplified versions without the conflicting nodes promotion (CNP), the candidate path search (CPS) or the connectivity relaxation (CR) strategies, respectively. Specifically, four variants of the MSM algorithm are considered in this experiment. The first one disables the CR technique, the second one disables the CR and CPS techniques, the third one disables the CR and CNP techniques, and none of the three techniques is enabled in the last one. Since the CR technique is a post-process outside the main loop, we did not enumerate each combination with or without the CR technique. Unlike solving the TSP on complete graphs, it is hard to find a simple path visiting specific must-pass nodes on sparse graphs because there could be some critical nodes which are on the shortest paths to multiple must-pass node pairs. We have executed five independent runs on each instance with each version following the experimental protocol described in Section IV-A, and count the number of runs where the algorithms fail to find a feasible solution. In order to make the illustration clearer, we regroup the datasets into six groups, denoted by SNDLib (newyork, norway, and india35, etc.), N500 (N500G0 to N500G4), C&T (CORONET and TeliaSonera), Random (A20 to A300), Aatsp, and SZL (our own), respectively.
The summarized results of this experiment are presented in Fig. 6 . The y-axis gives the number of failures of obtaining a feasible solution, and the x-axis gives the instance groups. The bars marked with C represent the statistics of the complete version of the MSM, while -CR, -CNP and -CPS means that the connectivity relaxation, the conflicting nodes promotion, and the candidate path search are disabled in the corresponding version of the algorithm, respectively. Fig. 6 discloses that the complete version of the proposed MSM outperforms the other four versions on each dataset. Moreover, the version only without the CR post-process generally got better results than the other three incomplete versions, except that there are insignificant disadvantages on SNDLib and Aatsp groups, which implies that the connectivity relaxation technique is essential to make the performance of the MSM algorithm more stable. In detail, the version without the CPS technique, i.e., only enabling the CNP technique, always obtains feasible solutions on Aatsp group, but fails to find any feasible solution on most instances in SNDLib, N500, and C&T groups. The performance of the configuration without the CNP technique, i.e., only enabling the CPS technique, is similar to but slightly better than the one with neither the CNP nor the CPS techniques, and always found feasible solutions on SNDLib and C&T groups. Moreover, the unsuccessful rate increases dramatically in the Random group when the conflicting nodes promotion technique is disabled. These phenomena indicate that each of the CNP and the CPS techniques works well on certain topology structures, but not robust enough in general cases. Thus, we need to integrate both of them into the MSM algorithm to overcome their drawbacks and make full use of their advantages. Although the MSM fails sometime too, the probability is very low, as there are only 3 failures out of 863 × 5 = 4315 runs. The reason might lie in the heuristic nature of the LKH algorithm and the conflicting node promotion strategy. Therefore, simply restarting the algorithm until a feasible solution is found or running multiple parallel solvers might guarantee 100% successful rate. This experiment justifies the importance of the conflicting nodes promotion and candidate path search strategies.
V. CONCLUSION
In this paper, we have studied the shortest simple path problem with must-pass nodes by converting it into TSP and proposed a multi-stage metaheuristic algorithm that uses multi-strategies, such as k-opt move based TSP solver to determine the order of must-pass nodes, candidate path search and conflicting nodes promotion for eliminating conflicting nodes, and connectivity relaxation to ensure a valid solution. In addition, we have presented three mathematical programming formulations of the SSPP-MPN. Computational results tested on three sets of 863 instances show the effectiveness and efficiency of the proposed algorithm. Finally, additional analysis indicates the importance of the components in the proposed MSM algorithm. As we can observe from the analysis, there are still rooms for improvement for the MSM algorithm. In future, the techniques to fix incorrectly promoted nodes will be studied in order to improve the robustness of the proposed algorithm. The rapid assessment or incremental evaluation strategy of TSP solver to reduce the running time and improve efficiency will also be studied in future work. VOLUME 7, 2019 
