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Abstract-In this paper, we first introduce a new class of generalized convex n-set functions, 
called (F, a, p, O)-V-conuez functions, and then present numerous sets of parametric and semipara- 
metric sufficient efficiency conditions under generalized (F, a, p, @-V-convexity assumptions for a 
multiobjective fractional subset programming problem. Moreover, we construct three parametric 
and three semiparametric duality models and prove appropriate duality theorems. CJ 2002 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we shall present a fairly large number of global parametric and semiparametric suf- 
ficient efficiency conditions and duality results under various generalized (F, o, p, @-V-convexity 
hypotheses for the following multiobjective fractional subset programming problem: 
Minimize: 
Fl (S) F2(S) G(S) 
G1(S)‘G2(S)‘“’ ’ GAS) > 03 
subject to: Hj(S) 2 0, j E QI s E An, 
where An is the n-fold product of the u-algebra A of subsets of a given set X, F,, Gi, i E p E 
{1,2,... , p}, and Hj, j E g, are real-valued functions defined on An, and for each i E p, Gi( S) 5 0 
for all S E An such that Hj (S) 2 0, j E g. 
The point-function counterparts of (P) are known in the area of mathematical programming as 
multiobjective fractional programming problems. These problems have been the focus of intense 
interest in the past few years, which has resulted in numerous publications. A fairly extensive list 
of references concerning various aspects of these problems is given in [l]. For more information 
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about general multiobjective problems with point-functions, the reader may consult the recently 
published monograph by Miettinen [2]. 
In the area of subset programming, multiobjective problems have been investigated in [3-171, 
and multiobjective fractional problems in [18-241. We next give a brief overview of the available 
results pertaining to the latter class of problems. 
A parametric dual problem for (P) is constructed in [18] and a number of weak and strong 
duality theorems involving generalized pconvexity assumptions are proved. In [20], two para- 
metric dual problems, which are slightly different from the one considered in [18], are formulated 
and some weak, strong, and strict converse duality results are established using generalized p 
convexity hypotheses. Some of these results are further extended in [22] by using generalized 
F-convex n-set functions. A multiobjective fractional problem like (P) in which the functions 
F,, -Gi, i E p, and Hj, j E TV, are assumed to be convex is considered in [19] where parametric, 
semiparametric, and Lagrangian-type dual problems are formulated and weak, strong, and strict 
converse duality theorems are proved; in addition, a set of sufficient conditions characterizing 
properly efficient solutions of the problem under consideration is given. A problem similar to the 
one studied in [19], b u with one additional restriction is discussed in [23]. In this paper, it is t 
assumed that the functions Fi, -Gi, i E p, and Hj, j E q, are convex and that the denominators 
of the objective functions are equal. Witkthese assumptions, the authors establish necessary a.nd 
sufficient proper efficiency results, formulate a dual problem that has the same objective function 
as the primal problem, and prove weak and strong duality theorems. In [21], Preda defines a 
(p, b)-vex n-set function, discusses some of its properties, and then establishes weak, strong, and 
converse duality results for a parametric dual problem for (P) under appropriate (p, b)-vexity con- 
ditions. b-vex n-set functions are utilized in [14] for obtaining sufficient proper efficiency criteria 
and some duality relations for a nonfractional multiobjective subset programming problem. The 
relevance and applicability of these results to a problem like (P) in which the functions F,, -G,, 
i E p, and H3, j E q, are convex, and for each i E 21, Fi,(S) 2 0 and Gi( S) > 0 for all S E Arl, - - 
are also discussed. Recently, saddle-point-type proper efficiency conditions and Lagrangian-type 
duality results were obtained in [24] under cone-convexity assumptions for a cone-constrained 
multiobjective subset programming problem. 
For brief surveys and additional references dealing with different aspects of subset programming 
problems, including areas of applications, optimality conditions, and duality models, the reader 
is referred to [14,17,25-281. 
The rest of this paper is organized as follows. In Section 2, we recall the definitions of dif- 
ferentiability, convexity, and certain types of generalized convexity for n-set functions, which 
will be used frequently throughout the sequel. We begin our discussion of parametric sufficient 
efficiency criteria for (P) in Section 3 where we state and prove a number of sufficiency results 
under generalized (_YF’, cy, p, C?)-V-convexity assumptions. These include two general sets of suf- 
ficiency conditions that are formulated with the help of two partitioning schemes. The first of 
these schemes was originally used in [29] for constructing generalized dual problems for nonlinear 
programs with point-functions, whereas the second, which is a variant of the first, was recently 
utilized in [30] for constructing a general dual problem for a multiobjective programming problem 
with point-functions. Semiparametric versions of these sufficiency results are discussed in Sec- 
tion 4. In Section 5, we turn to an investigation of the notion of parametric duality for (P). Here, 
we consider a simple dual problem and prove weak, stron g, and strict converse duality theorems. 
In Sections 6 and 7, we formulate two general parametric duality models which are, in fact, 
two families of dual problems whose members can readily be identified by appropriate choices 
of certain sets and functions. In each case, we prove appropriate weak, strong, and strict con- 
verse duality theorems under generalized (F, CY, p, @-V-convexity hypotheses. In Sections 8-10, 
we discuss the semiparametric counterparts of the duality models presented in Sections 5-7. 
Evidently, all these efficiency and duality results are also applicable, when appropriately spe- 
cialized, to the following three classes of problems with multiple, fractional, and conventional 
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objective functions, which are particular cases of (P): 
MinimizesEF (Fl(S), h(S), . . . , F,(S)) ; 
Minimizescp Fl (S) 
cl(s); 
Pl) 
W) 
MinimizesEs Fl(S), 
where F (assumed to be nonempty) is the feasible set of (P), that is, 
IF = {s E An : H3(S) 5 0, j E g}. 
(P3) 
Since in most cases, the efficiency and duality results established for (P) can easily be modified 
and restated for each of the above problems, we shall not explicitly state these results. 
2. PRELIMINARIES 
In this section we gather, for convenience of reference, a number of basic definitions which will 
be used often throughout the sequel, and recall some auxiliary results. 
Let (X, A, p) be a finite atomless measure space with L1 (X, A, CL) separable, and let d be the 
pseudometric on A” defined by 
d(R,S)= [&V?~*s~)]l’z; R=(&,..., R,), S=(S1,..., S,)EAn, 
where n denotes symmetric difference; thus, (An, d) is a pseudometric space. For h E L1 (X, A, p) 
and T E A with characteristic function XT E L,(X, A, p), the integral ST 12 dp will be denoted 
by @,XT). 
We next define the notions of differentiability and convexity for n-set functions. They were 
originally introduced by Morris [25] for set functions, and subsequently extended by Corley [2G] 
for n-set functions. 
DEFINITION 2.1. A function F : A + R is said to be differentiable at S* if there exists DF(S*) E 
L1(X,A, p), called the derivative of F at S*, such that for each S E A, 
F(S) = F’ (S*) + (DF (S*) , xs - xse) + VF (S, S*) , 
where VF(S, S*) is o(d(S, S*)), that is, limd(s,s.),o Vp(S, S”)/d(S, S’) = 0. 
DEFINITION 2.2. A function G : An -+ IR is said to have a partial derivative at S* = (ST, . . . , 
St) E An with respect to its ith argument if the function F(S,) = G(S:, . . . ,ST_l,Sir S,F+,, . ) 
Si) has derivative DF(S,t), i E 2; in that case, the i th partial derivative of G at S is defined to 
be DiG(S*) = DF(S,‘), i E 3. 
DEFINITION 2.3. A function G : A” -+ R is said to be differentiable at S* if all the partial 
derivatives DGi( S*), i E 11, exist and 
G(S) = G (s’) + 2 (DG (s*) ,xs, - xs:) + WG (S, S*) , 
i=l 
where WG(S, S’) is o(d(S, S)) for all S E An. 
It was shown by Morris [25] that for any triple (S, T, X) E A x A x [0, 11, there exist se- 
quences {Sk} and {Tk} in A such that 
* 
X.9, ‘% xXS\T and XTi. ” (1 - x)XT\S (2.1) 
imply 
XSkUTkU(SnT) s AXS + (1 - A)XT, (2.2) 
where 5 denotes weak* convergence of elements in L,(X, A, p), and S\T is the complement 
of T relative to S. The sequence {Vk(X)} = {Sk UTk U (SnT)} satisfying (2.1) and (2.2) is called 
the Morris sequence associated with (S, T, X). 
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DEFINITION 2.4. A function F : An -+ R is said to be (strictly) convex if for every (S, T, X) E 
An x A” x [0, 11, there exists a Morris sequence {Vk(X)} in An such that 
lirsipF(Vk(X)) (<) s XF(S) + (1 - X)F(T). 
It was shown in [25,2G] t& if a differentiable function F : 8 + R is (strictly) convex, then 
F(S) (>) 2 F(T) + 2 RF(T), xs; - XT;) 
i=l 
for all S, T E An. 
For the purpose of formulating and proving various collections of sufficiency criteria and duality 
results for (P), in this study we shall use a new class of generalized convex n-set functions, called 
(F, a, p, @-V-convex functions, which will be defined later in this section. This class of functions 
may be viewed as an n-set version of a combination of three classes of point-functions: 3- 
convex functions, p-invex functions, and V-invex functions, which were introduced in [3I-331, 
respectively. 
Prior to giving the definitions of the new classes of n-set functions, it will be useful for pur- 
poses of reference and comparison to recall the definitions of the point-function analogues of 
the principal components of these functions mentioned above. We shall keep this review to a 
bare minimum because our primary objective is only to put a number of interrelated generalized 
convexity concepts in proper perspective. For this reason, we shall only reproduce the essential 
forms of the definitions without elaborating on their refinements, variants, special cases, and 
other manifestations. For full discussions of the consequences and applications of the underlying 
ideas, the reader may consult the original sources. We begin by defining an invex function, which 
occupies a central position in a vast array of generalized convex functions some of which are 
specified in the following definitions. 
DEFINITION 2.5. (See [341.) Let f b e a real-valued differentiable function defined on an open 
set S of IR”. Then f is said to be q-&vex (invex with respect to 17) at x* if there exists a function 
n : 9 x S -+ LP such that for each x E S, 
f(x) - Rx*) 2 0.f (x*)T 77 (x,x*) 9 
where Of (x*) is the gradient off at x*, and the superscript T denotes transposition; f is said 
to be v-invex (invex with respect to 17) on 9 if there exists a function n : S x S + JR? such that 
for all 5, y E S, 
f(x) - f(Y) 1 Of (Y)Tv(x7Y). 
From the above definition it is clear that every real-valued differentiable convex function is invex 
with respect to 77(x, y) = x - y. This generalization of the concept of convexity was originally 
proposed by Hanson [34] who showed that for a nonlinear programming problem of the form 
Minimize: f(x) 
subject to: Si(X) 2 0, i E 7n, 5 E RY, 
PO) 
where the differentiable functions f, gi : IR” + IR are invex with respect to the same function 71, 
the Karush-Kuhn-Tucker necessary optimality conditions are also sufficient. The term invex (for 
invariant convex) was coined by Craven [35] to signify the fact that the invexity property, unlike 
convexity, remains invariant under bijective coordinate transformations. 
In a similar manner, one can readily define v-pseudoinvex and v-quasi-invex functions as gen- 
eralizations of differentiable pseudoconvex and quasiconvex functions. 
The notion of invexity has been extended in several directions. Some recent surveys and 
synthesis of results pertaining to various generalizations of invex functions and their applications 
along with extensive lists of relevant references are available in [36-411. One of the earliest 
extensions of invexity, called _?=-convexdy, was proposed by Hanson and Mond [31]. An F-convex 
function is defined in terms of a sublinear function, that is, a function that is subadditive and 
positively homogeneous. 
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DEFINITION 2.6. A function 3 : R” -+ IR is said to be sublinear if F(x + y) <- F(x) + 3(y) for 
all TC, y E JP, and 3(as) = a3(x) for all 5 E Rn and a E R+ E [0, co). 
Now combining the definitions of 3-convex and (p, q)-invex functions given in [31,32], respec- 
tively, we can define (3, p)-convex, (3, p)-pseudoconvex, and (3, p)-quasiconvex functions. 
Let h be a real-valued differentiable function defined on the open subset S of R”, and assume 
that for each 2, y E S, the function 3(x, y; .) : W’ + R is sublinear. 
DEFINITION 2.7. The function h is said to be (3, p)-con,vez at y if there exists a real number p 
such that for each x E S, 
@I - h(y) 2 3 (2, y; Vh(y)) + plla: - ~11~1 
where llzll is the Euclidean norm of .z E IIP. 
DEFINITION 2.8. The function h is said to be (3,p)-pseudoconves at y if there exists a real 
number p such that for each x E 9, 
3(x,y;Vh(y)) 2 -PIIx - ~11~ * 0) 2 h(v). 
DEFINITION 2.9. The function h is said to be (3,p)-quasiconvex at y if there exists a real 
number p such that for each x E S, 
h(z) i h(y) =+ 3&y; Vh(y)) 5 -PII”c - ~11~. 
Evidently, if in Definitions 2.7-2.9 we choose 3(x, y; Vh(y)) = Vh(y)Tq(x, y), where 77 : SxS -+ 
JR” is a given function, and set p = 0, then we see that they reduce to the definitions of 1-]-invexity, 
rl-pseudoinvexity, and q-quasi-invexity for the function h. 
One of the most recent generalizations of invexity for vector-valued functions, named V- 
imexity, is due to Jeyakumar and Mond [33]. Below, we recall the definitions of V-invex, 
V-pseudoinvex, and V-quasi-invex functions. 
Let f = (fl, f2, , f,) be a differentiable function defined on an open subset S of R”. 
DEFINITION 2.10. The function f is said to be V-&vex if there exist functions 77 : S x 9 + IP 
anda~:S~S-+lR+\{O},i~p,suchthatforeachx,y~Sandi~p, - - 
h(x) - f%(Y) 2 CYi(x,Y)Vf,(Y)T77(x,Y). 
DEFINITION 2.11. The function f is said to be V-pseudo&vex if there exist functions 77 : 9 x S + 
JP and pi : S x 9 -+ iR+ \ {0}, i E p, such that for each x, y E S, - 
DEFINITION 2.12. The function f is said to be V-quasi-invex if there exist functions 77 : S x S -+ 
IP and -yi : S x B ---f R+ \ {0}, i E 2, such that for each x, y E 8, 
f: Y&G YMX) s f: %(X7 YVi(Y) =+ fy vfi(Y)Tll(x, Y) i 0. 
i=l i=l i=l 
From Definitions 2.10-2.12 it is clear that every V-invex functions is both V-pseudoinvex 
(with pi = l/ai, i E p) and V-quasi-invex (with y1 = l/(~i, i E p). Moreover, we observe that, - - 
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if we set p = 1, cwi(z,y) = pi(s,y) = yi(x, y) = 1, and ~(2, y) = 5 - y, the Definitions 2.10-2.12 
reduce to those of convexity, pseudoconvexity, and quasiconvexity of f, respectively. 
Apparently, the motivation for introducing V-invex functions was to relax the rather stringent 
requirement that in an invex programming problem like (Pa) the invexity property be satis- 
fied for both the objective function and the constraints for the same kernel function 7. It was 
demonstrated in [33] that this improvement enables one to investigate the optimality and duality 
aspects of a number of mathematical programming problems, including pseudolinear multiobjec- 
tive problems and certain types of multiobjective fractional programming problems, in a unified 
framework. 
Most of the above classes of generalized convex functions have been utilized for establishing 
numerous sets of sufficient optimality conditions and a variety of duality results for several cate- 
gories of static and dynamic optimization problems. For a wealth of information, as well as long 
lists of references concerning these results, the reader is referred to [36-41). 
Finally, we are in a position to give our definitions of generalized (3, cry, p, 8)-V-convex n-set 
functions. They are formulated by combining the n-set, versions of Definitions 2.5-2.12. 
Let S, S* E A”, let the function F : An + IW’, with components Fi, i E p, be differentiable 
at S*, let 3(S, S’; .) : L~(X,A,p) + R be a sublinear function, and let 6 : A” x A” --f An x An 
be a function such that S # S* + Q(S, S*) # (0,O). 
DEFINITION 2.13. The function F is said to be (strictly) (.F,c~,p, @-V-convex at S* if there 
exist functions 0, : A” x A” -+ iR+ \ {0}, i E p, and p E iR such that for each S E An and i E p, 
F,(S) - Fi (S’) (>) 2 3(S, S’; CQ (S, S*) DF, (S*)) + pd’ (0 (S, S*)) . 
DEFINITION 2.14. The function F is said to be (strictly) (F, 6,P,O)-V-pseudoconvex at S if 
there exist functions di : An x An + R+ \ {0}, i E p, and p E R such that for each S E A” 
(S # S”), 
S,S*;~DF,(S’) ~-pd2(B(S,S*))~~ai(S,S’)F,(S)(>)>f:si(S,S*)F,(S’). 
i=l i=l a=1 
DEFINITION 2.15. The function F is said to be (3, &,fi,@)-V-quasiconvex at S* if there exist 
functions di : An x An --+R+\{O},i~p,and~~RsuchthatforeachS~A”, - 
.&S*)Fi(S)+ = LY, (S, S*) Fi (S’) + 3 S, S*; f: DF, (S*) 
%= 1 i=l i=l > 
2 -/5d2 (0 (S, S*)) 
DEFINITION 2.16. The function F is said to be prestrictly (3,&, fi, 8)-V-quasiconvex at S’ if 
there exist functions ~5% : A” x A” + lR+ \ {0}, i E p, and fi E If% such that for each S E An, 
e&,(S,S*)F,(S) <e&i(S:S*)Fi(S*) =53 S,S*;& DFi(S*) 2 -/3d2(0(S,S*)). 
2=1 i=l i=l 
Prestrict quasiconvexity for point-functions was first considered in [42]. 
Using the sublinearity property of 3(S, S*; .), one can easily see from the above definitions 
that an (3, a, p, 8)-V-convex function is both (3,~, p, 8)-V-pseudoconvex (with & = l/ai, 
i E p and p = C~=r[l/oi(S,S*)]p) and (3,cr,p, B)-V-quasiconvex (with & = 1/air i E p, 
and ,Ej = C~=r[l/cy~(S, S*)]p). M oreover, if a function is (3, a, p, 0)-V-quasiconvex at S*, then itis 
prestrictly (3, a, p, 0)-V-quasiconvex at S*, and if function is strictly (3, cy, p, 8)-V-pseudoconvex 
at S*, then it is (3, a, p, B)-V-quasiconvex at 9. Obviously, the converses of these assertions are 
not necessarily true. 
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In the proofs of the duality theorems, sometimes it may be more convenient to use certain 
alternative but equivalent forms of the above definitions. These are obtained by considering 
the contrapositive statements. For example, (F, (Y, p, 0)-V-quasiconvexity can be defined in the 
following equivalent way. 
F is said to be (F, (I, p, B)-V-quasiconvex at S* if for each S E An, 
.F S, S*; 5 DF, (9) > -pd2 (8 (S, S’)) * 2 CY’~ (S, S”) E(S) > &~i (S, S*) F, (S*) . 
i=l > i=l r=l 
Following the introduction of the notion of convexity for set functions by Morris [25] and its 
extension for n-set functions by Corley [26], various generalizations of convexity for set and n-set 
functions were proposed in [14,21,27,43-451. More specifically, quasiconvexity and pseudoconvex- 
ity for set functions were defined in [43], and for n-set functions in [45]; generalized p-convexity 
for n-set functions was defined in [27], (F, p)- convexity in [44], b-vexity in [14], and (p, b)-vexity 
in [21]. For predecessors and point-function counterparts of these convexity concepts, the reader 
is referred to the original papers where the extensions to set and n-set functions are discussed. A 
survey of recent advances in the area of generalized convex functions and their role in developing 
optimality conditions and duality relations for optimization problems is given in [40]. 
In the sequel, we shall also need a consistent notation for vector inequalities. For all a, b E Rm, 
the following order notation will be used: 
a 2_ b if and only if ai 1 bi for all i E m; 
a > b if and only if ai 1 bi for all i E 2, but a # b; 
a > b if and only if ai > bi for all i E 2; 
a 8 b is the negation of a > b. 
Throughout this paper, we shall deal exclusively with eficient solutions of (P). We recall that 
an S’ E F is said to be an eficient solution of (P) if there is no S E P such that 
(FI(S)IGI(S), . . . , F,(S)IG,(S)) < (Fl (S*) /G (S*) 1.. . ,F’ (S*) /G, (S*)) 
In order to derive a set of necessary efficiency conditions for (P) , we employ a Dinkelbach-type [46] 
indirect approach via the following auxiliary parametric problem: 
MinimizesGF (Fl(S) - XlGl(S), . . . , FP(S) - &G,(S)), (PA) 
where X,, i E p, are parameters. This problem is equivalent to (P) in the sense that for particular 
choices of X, , i E p, the two problems have the same set of efficient solutions. This equivalence is 
stated more precisely in the following lemma whose proof is straightforward, and hence, omitted. 
LEMMA 2.1. An S’ E F is an efficient solution of (P) if and only if it is an efficient solution 
of (PA*) with X: = Fi(S”)/Gi(S”), i E p 
Now applying Theorem 3.23 of [9] to (PA) and using Lemma 2.1, we obtain the following 
necessary efficiency result for (P). 
THEOREM 2.1. Assume that F,, Gi, i E 2, and H3, j E Q, are differentiable at S* E An, and that 
for each i E p, there exists !? E An such that - 
HJ (S*) + 2 (Ddj (S*) ,x3; - xs;) < 0, 
k=l 
and for each e E _p \ {i}, 
2 (&Fe (s*) - A; DkGe (S*) , x,g - XS; ) -C 0. 
k=l 
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If S’ is an efficient solution of(P) and A; = Fi(S*)/Gi(S), i E p, then there exist u* E U = 
{u E lw : u > 0, CL1 ui = 1) and v* E Iwt such that 
4 
uf [Dk& (S*) - At DkGi (S*)] + CVTDkHj (S*) , Xs, - Xs; 2 0, 
j=l 
for all S E An, VTHj (S*) = 0, j E 4. 
The above theorem contains two sets of parameters 2~: and X:, i E p. It is possible to eliminate 
one of these two sets of parameters, and thus, obtain a semiparametricversion of Theorem 2.1. In- 
deed, this can be accomplished by simply replacing At by Fi(S’)/Gi(S*), i E 2, and redefining u* 
and v*. For future reference, we state this in the next theorem. 
THEOREM 2.2. Assume that Fi, G,, i E 2, and Hj, j E 4, are differentiable at S” E ArL, and that 
for each i E p, there exists 9 E A” such that 
Hj (S*) + 2 ( DkHj (S*) 7 XQ - XS;) < 0, 
k=l 
(2.3) 
and for each e E 13 \ {i}, 
2 (Ge (S*) &Fe (s*) - Fe (S*) D&e (s*) T X,q - X.5;) < 0. 
k=l 
If S’ is an efficient solution of(P), then there exist u* E U and u* E R$ such that 
ZL~ [G< (S*) DkFi (S*) - Fi (S*) DkGi (S*)] + 2VfDkHj (S*) , Xs, - xs; 2 0, 
j=l ) 
for all S E An, VJHj (S*) = 0, j E 4. 
For simplicity, we shall henceforth refer to an efficient solution S* of (P) satisfying (2.3) 
and (2.4) for some 8i, i E p, as a normal efficient solution. 
The form and contents of the necessary efficiency conditions given in Theorem 2.2 provide clear 
guidelines for devising numerous sets of semiparametric sufficient efficiency criteria as well as for 
constructing various types of semiparametric duality models for (P). 
3. PARAMETRIC SUFFICIENT EFFICIENCY CONDITIONS 
In this section, we present several sets of parametric sufficient efficiency conditions for (P) 
under various generalized (F’, o, p, @-V-convexity assumptions. To simplify the statements and 
proofs of these sufficiency results, we shall introduce along the way some additional notation. 
For stating our first sufficiency theorem, we use the real-valued functions di(., X, u) and Bj(., v) 
defined, for fixed A, u, and v, on An by 
d&j’, A, u) = ui[Fi(S) - Wi(S)Iv i E p, 
and 
Oj(S,v) = vjH3(S), j E g. 
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THEOREM 3.1. Let S* E P and assume that Fi, Gi, i E p9 and Hj, j E p, are differentiable at S* 
and that there exist u* E U and v* E IR: such that 
3 S, S*; -&IL; [DFi (S*) - X;DGi (S”)] + 2 v;DH, (S*) 2 0, for a11 S E A”, (3.1) 
7.=1 j=1 
F, (S*) - XfG, (s*) = 0, iEp _, (3.2) 
v;Hj (S*) = 0, j EQ, (3.3) 
where 3(S, S*; .) : Ly(X, A, p) --) IR is a sublinear function. Assume furthermore that any one of 
the following four sets of hypotheses is satisfied: 
(a) (9 (Fl,. . . , Fp) is (3, (Y, p, @-V-convex at S”; 
(ii) (-Gl,. . . , -Gp) is (3, ,B, j?, @-V-convex at S*; 
(iii) (HI, . . . , Hq) is (3, y, 6, 0)-V-convex at S*; 
(iv) ~21 = Lyz = . . . = (yp = PI = f12 = . . . = & = y1 = y2 z . . . = 7, = 6; 
(v) cy=, q(Pi + qpi) + cg=, 2;*lj3 1 0; 
(11) (i) (A](., A*, u*), . . . ,dp(., A*, u*)) is (3, CI, p, 8)-V-pseudoconvex at S’; 
(ii) (a,(., V*), . . , Bq(., v*)) is (7, p, j, 8)-V-quasiconvex at S*; 
(iii) p + p 2 0; 
(c) (i) (h)(ii) holds; 
(ii) (dl(., X*, u*), . . . ,dp(., X’, u*)) is prestrictly (3, cr, & 8)-V-quasiconvex at S*; 
(iii) p + fi > 0; 
(d) (i) (c)(ii) holds; 
(ii) (a,(., vu’), . . . , &3,(., u*)) is strictly (3, cr, p, 0)-V-pseudoconvex at S*; 
(iii) p + 6 2 0. 
Then S* is an efficient solution of (P). 
PROOF. Let S be an arbitrary feasible solution of (P). 
(a) From the sublinearity of 3(S, S*; .) and (3.1) it follows that: 
S,S*;-&[D&(S*)+DG,(S*)] S,S’;-&;DHJ(S*) 20. (3.4) 
i=l 3=1 
Keeping in mind that u* > 0, v* 1 0, and X* 2 0, we have 
= 2~: {F,(S) - I’$ (S’) - A: [Gd(S) - Gt (s*)]} (by (3.2)) 
i=l 
2 2~: {3(S,S*;b(S,S*) DE (St)) + ,%d2 (Q(S,S*)) + A: [3(S,S*; -S(S,S*) DGi (S’)) 
i=l 
+ A d2 (0 (S, S’))]} (by (9, (4, and (iv)) 
23 S,S~;~;I~~~(S,S*)[D~~(S*)--X:DC,(S’)] 
( 
+~~~(P~+A:$i)d”(B(S,S*)) 
‘l=l i=l 
(by the sublinearity of 3 (S, S; .)) 
1 -3 S, S*: 2 u;6 (ST S*) DH, (S*) + 2 th5 (pi + Xgjj,) d2 (0 (S, 5“)) (1)~ (3.4)) 
j=l i=l 
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&w(s*)-H3(s)]+ f)(pi+X:ii)i)+&kj &(qs,s*)) 
j=l ( i=l j=l ) 
(by (iii) and (iv)) 
>= 0 (by (3.3), feasibility of S, and (v)). 
Since U* > 0, the above inequality implies that (Fi(S) -X;Gi(S), . . . , Fp(S) -XGG,(S)) $ 
(0,. ,O), which in turn implies that 
(b) 
(CL(d) 
Because S E IF was arbitrary and (3.2) holds, that is, X* = 4(S*), we conclude that S* is 
an efficient solution of (P). 
Since w* 10, S E P, and (3.3) holds, it is clear that w,tHj(S) 5 wJHj(S*) for each j E 4, 
and hence, 
~~j(S,s’)v;H,(S) I ;f&(S.S*)I;;H,(T), 
j=l j=l 
which by virtue of (ii) implies that 
F 5 -pd2(,(S,S*)). 
From (3.4) and (3.5), we see that 
F S,S’;~~t[DF,(S*)-XIDGi(S*)] 
( ) 
~~d2(0(S,S*))&pd2(0(S,S*)), 
i=l 
where the second inequality follows from (iii). By (i), this inequality implies that 
(3.5) 
&ai (S, 9) u,” [Fi(S) - X;Gi(S)] 2 gai (S, S’) u; [Fi (S’) - Wi (S*)] 
t=l i=l 
which in view of (3.2) becomes 
~CQ (S, S*) of [Fi(S) - X;Gi(S)] 1 0. (3.6) 
i=l 
Since oi(S, S’)ut > 0 for each i E E, (3.6) implies that (Fi(S) - X;Gr(S), . . ,Fl(S) - 
X;$,(S)) 6 (‘A.. . , O), which in turn implies that 4(S) $ X*. Because A* = 4 (S*) 
and S E F was arbitrary, we conclude that S’ is an efficient solution of (P). 
The proofs are similar to that of Part (b). I 
Next, we discuss several families of sufficient efficiency conditions under various generalized 
(F, o, p, Q)-V-convexity hypotheses imposed on certain combinations of the problem functions. 
For this, we need to introduce some additional notation. 
Let {Jo,Ji,..., Jm} be a partition of the index set 2; thus, J, c 9 for each r E (0, 1, . , m}, 
J,~J,=~foreachr,s~{O,1,...,m}withr#s,and~~~~J,=q. 
In addition, in this section we use the real-valued functions l?i(.,X,~,u) and a,(.;~) defined, 
for fixed X, u, and v, on An as follows: 
Ii(S,X,u,w) = ZL~ 
[ 
pi(S) - XiGi(S) + c wjHj(S) , iEp _, 
jCJ0 I 
A,($ v) = c Q-$(S), tEr& 
jEJl 
Making use of this notation, we next state some generalized sufficiency criteria for (P). 
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THEOREM 3.2. Let S* E F and assume that Fi, Gi, i E p, and Hj, j E g, are differentiable at S* 
and that there exist u* E U and II* E W”+ such that (3.1)-(3.3) hold. Assume furthermore, that 
any one of the following three sets of hypotheses is satisfied: 
(4 
(b) 
(cl 
(i) (I’~(.,X*,U*,W*),. . ,rp(.,X*,u*,~*)) is (3,a,p,8)-V-pseudoconvex at S”; 
(ii) (A,(., u*), . . . , A,(., v*)) is (.T, p, 6, 8)-V-quasiconvex at S*; 
(iii) p + p 1 0; 
(i) (a)(ii) holds; 
(ii) (rl(.,X*,U*,21*), . . . ,lYp(.,X*, u*, w*)) is prestrictly (F’, a, 6, p, 0)-V-qua,siconvex at S’; 
(iii) p + p > 0; 
(i) (b)(ii) holds; 
(ii) (A,(., u*), , A,(., v*)) is strictly (F, p, p, 8)-V-pseudoconvex at S’; 
(iii) /j + jj 1 0. 
Then S’ is an efficient solution of (P). 
PROOF. 
(a) Let S be an arbitrary feasible solution of (P). S ince v* 2 0, it follows from (3.3) that fol 
each t E a: 
At (S, w*) = c wJHj(S) 5 0 = c w;Hj (9) = A, (S*, w*), 
jEJl jEJl 
and so 
~W;S’)A,(S,~*) 5 &(S,S*)At(S*i1.*). 
t=1 t=1 
which because of (ii) implies that 
3 S;S*;f: cw;DH,(S*) 5 -,5d2(,(S,S*)). 
t=l jEJ, 
(3.7) 
From the sublinearity of F(S, S*; .) and (3.1) it is easily seen that 
F S, S*; f: IL; (OF, (S*) - A; DGi (S*)] + c w; DH, (S*) 
i=l 3EJO 
(3.8) 
S,S*; f: c w; DH, (St) L_ 0, 
t=l jEJ, 
which in view of (3.7) reduces to 
3 S, S*; 2~; [OF, (S*) - A,* DG, (S*)] + c wj DH, (S*) 
i=l JEJO 
2 #iki2(e(s,s*)) 1 -pcP(B(S,S*)), 
where the second inequality follows from (iii). Since ~~=, u,’ = 1, this inequality can be 
expressed as 
3 DF, (S*) - XT DGi (S*) + 1 ~j DH, (S*) 2 -p& (6 (S, s*)) ) 
3E.10 
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which by virtue of (i) implies that 
~cri(S,S*)ri(S,X*,a*,w*) 2 ~ai(S,S*)ri(s*,X*,2L*,D.) =o, 
i=l i=l 
where the equality follows from (3.2) and (3.3). Since w;Hj(S) 2 0 for each j E q, - 
and ai(S, 5”) > 0 for each i E p, we deduce from this inequality that 
eC%(S, S*)U;[Fi(S) - XfGi(S)] 1 0, 
i=l 
which is precisely (3.6). Therefore, the rest of the proof is identical to that of Part (a) of 
Theorem 3.1. 
(b),(c) The proofs are similar to that of Part (a). I 
Evidently, Theorem 3.2 contains a number of special cases that can easily be identified by 
appropriate choices of the partitioning sets Jo, 51 , . . . , Jm, and .F, Q, /3, p, ,5, and 8. By way of 
illustration, below we state explicitly some important special cases of Part (a) of Theorem 3.2 
resulting from the different choices of the sets Jt, t = 0, 1, . . . , m. 
COROLLARY 3.1. Let S E IF and assume that F,, Gi, i E p, and Hj, j E 4, are differentiable at S’ 
and that there exist u* E U and v* E lK: such that (3.1)-(3.3) hold. Assume furthermore that 
any one of the following four sets of hypotheses is satisfied: 
(a) (i) ($(Fl - WI), . . . , uE(F, - XZG,)) is (.F, Q, p, 8)-V-pseudoconvex at S’; 
(ii) (Cje~, wTHj,. . . 7 CjeJ,,, v;Hj) is (7, p, 6, B)-V-quasiconvex at S*; 
(iii) p + fi 2 0; 
(b) (i) (u;(FI-X;GI+C~=, v;Hj), . . . ,$(Fp-X6Gp+C?_ 3_-1 v,tHj)) is (F, cy, p, @)-V-pseudo- 
convex at S; 
(iii) p 2 0; 
(c) (i) (a)(i) holds; 
(ii) (viH1,. . . , w; H4) is (.F, /3, i?, 8)-V-quasiconvex at S*; 
(iii) p 2 0; 
(d) (i) (u;(Fl - XrGl + Cg,,,, wj*Hj), . . . , uz(Fp - XcGp + Cg,,,, vj*Hj)) is (3, cy, p, 6)-V- 
pseudoconvex at S; 
(ii) (v;Hl,. . . , v,‘H,.) is (.F, 6,8)-V-quasiconvex at ~7; 
(iii) p + fi 1 0. 
Then s’ is an efficient solution of (P). 
PROOF. In Part (a) of Theorem 3.2, let 
(a) Jo = 0, 
(b) Jo = ‘1 
(c) Jt = {t},t= 1,2 ,..., q, 
(d) Jt={t},t=1,2 ,..., T, Jo={r+l,..., q},r<q. I 
In a similar manner, various special cases of the other two sets of sufficient efficiency conditions 
given in Theorem 3.2 can readily be identified. 
In the remainder of this section, we present some additional sets of general parametric suffkient 
efficiency conditions using a variant of the partitioning scheme employed in Theorem 3.2. In 
these results, appropriate generalized (7, QI, p, @-V-convexity assumptions are imposed on certain 
combinations of the functions Fi - XfGi, i E p, and v;Hj, j E q. 
Let {10,11,... , Ik} be a partition of p such that I< = (0, 1, . . .y k} c A4 = (0, 1, . . . , m}, k < m, 
and let the function Ot(., X*, u*, v*) : in --+ R be defined, for fixed X* , u*, and u* , by 
Ot (S, X*, u*,v*) = c u,f [Fi(S) - X;Gi(S)] + c u;Hj(S), t E K. 
iEIl. jEJt 
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THEOREM 3.3. Let S* E F and assume that Fi,Gi, i E 2, and Hj, j E 2, are differentiable at S*, 
and that there exist u* E U and v* E !R”+ such that (3.1)-(3.3) hold. Assume furthermore that 
any one of the following three sets of hypotheses is satisfied: 
(a) (i) (@0(.,X*,u*,2r*), . . ,Ok(.,X*, u*, II')) is strictly (3, a, p, Q)-V-pseudoconvex at S*; 
(ii) (Ak+l(.,V*), . . . , a,(.,~*)) is (3, p, p, 8)-V-quasiconvex at S’; 
(iii) p + p 2 0; 
(b) (i) (&(.,X*,21*,21*), . . . ,Ok(.,X*, u*, v*)) is prestrictly (3, a, p, 8)-V-quasiconvex at S”; 
(ii) (Ak+l(., u*), . . , a,(.,~*)) is strictly (3, fl, fi, B)-V-pseudoconvex at S*; 
(iii) p + fi 2 0; 
(c) (i) (a)(ii) and (b)(i) hold; 
(iii) p + j > 0. 
Then S’ is an efficient solution of (P). 
PROOF. 
(a) Suppose to the contrary that S* is not an efficient solution of (P). Then there is 3 E IF such 
that (Fl(S)/Gl(S), . . . , F,(S)/G,(S)) < (Fl(S*)/Gl(S*), . . . , F,(S*)/G,(S*)), which in 
view of (3.2) implies that F,(s) - XTGi(S) s 0, i E p, with strict inequality holding for at 
least one index e E p. Since u* > 0, these inequalities yield 
cu; [F, (s) - X,tGi (s)] 2 0, t E K. (3.9) 
iEIl 
Inasmuch as it* 2 0 and 3,s’ E IF, it follows from (3.2), (3.3), and (3.9) that for each 
t E K, 
Ot (S,X*,u*, w*) = cur [F, (s) - XfGi (s)] + c vjHj (3) 
iEIl 3EJI 
5 c u,* [Fi (5) - XfGi (s)] 
iEI, 
50 
= CUT [Fi (S*) - X,*Gi (S’)] + C v,*H~ (S*) = Ot (S*, A*, u*,u*) , 
Gil iCJ/ 
and so 
c at (3, F) ot (S,X*,u*, ?I*> < c at (S, s*) Ot (s*, x*,21*, v*) ) 
tEK tEK 
which in view of (i) implies that 
3 ~,S*&~~DF,(S*)-XfDGi(S’)]+~ cu;DH,(S*) <-pd”(0(s,S*)). 
i=l tEK jeJ, 
(3.10) 
As for each t E M\K, A,(S,v*) 2 0 = A,(S*,v’), and hence, 
c Pt (3, S*) A, (3, v*) 2 - c Pt (3, S*) A, (S*, v*) , 
EM\K tEM\K 
(ii) implies that 
c v; DHj (S*) 5 -pd2 (6’ (3, S*)) . 
tEM\K ~EJI 
(3.11) 
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Now adding (3.10) and (3.11) and using the sublinearity of 3(s,S*; .), and (iii), we see 
that 
3 
i 
S, S*; 5 U,’ [DFi (S*) - Xy DGi (A’*)] + e ~5 DHj (S*) 
) 
< - (p + fi) d2 (0 (S, S*)) , 
i=l j=l 
which contradicts (3.1). Hence, S’ is an efficient solution of (P). 
(b),(c) The proofs are similar to that of Part (a). I 
Following the pattern employed in generating Corollary 3.1, one can easily identify numerous 
special cases of the three families of sufficient efficiency conditions formulated in Theorem 3.3. 
4. SEMIPARAMETRIC SUFFICIENT 
EFFICIENCY CONDITIONS 
In this section, we present the semiparametric versions of the general parametric sufficiency 
results discussed in the preceding section. These sufficiency criteria are motivated by the form 
and features of Theorem 2.2. As we shall see in Sections 8-10, these results lead to the formulation 
of a number of semiparametric duality models for (P). 
In the statements and proofs of our sufficiency theorems, we use the functions Bj(., w*) and 
h,(.,v*) definedinSection3, andCi(.,S*,U*) andAi(.,S*, u*, w*) defined, for fixed S’, IL*, and v* , 
on A” by 
Ci (S, S*, U*) = Uf [Gi (S*) F,(S) - F, (S*) Gi(S)] 
an d 
hi(S,S*,U*,v*)=U~ 
[ 
Gi (S*) pi(S) - Fi (S*) Gi(S) + C vj’Hj(S) , 
I 
i E p. _ 
jGJ0 
THEOREM 4.1. Let S’ E F and assume that Fi, Gi, i E p, and Hj, j E g, are differentiable at S’ 
and that there exist u* E U and u+ E lR”+ such that 
F S, 5”; f: U: [Gi (S*) DFi (S*) - Fi (S*) DG, (S*)] + 5~; DH, (S*) L_ 0% 
i=l j=l (4.1) 
for all S E An, 
v;H, (S*) = 0, j E 9, (4.2) 
where 3(S, S* ; .) : LT(X, A, p) -+ iR is a sublinear function. Assume furthermore that any one of 
the following four sets of hypotheses is satisfied: 
(a) (i) for each i E p_, Fi(S*) 2 0 and (FI,. . . , Fp) is (F, q /7, @-V-convex at S*; 
(ii) (-Gl,. . . , -Gp) is (3,p,b, @-V-convex at S’; 
(iii) (HI,. . . , Hq) is (F, y, ,6,8)-V-convex at S*; 
(iv) a1 = (y2 = . . . = ap = PI = p2 = . . = & = y1 = y2 = . . . = -yq = 6; 
(v) cf=, uf[Gi(S*)Pi + Fi(S*)hl + C,“=,u,*/?, 2 0; 
(b) (i) (Cl(., S*, u*), . . , C,(., S*, u*)) is (F, o, p, B)-V-pseudoconvex at S*; 
(ii) (a,(., w*), . . . ,Bq(., ’ .u’)) 1s (F’, p, 6, 0)-V-quasiconvex at S*; 
(iii) p + jj >= 0; 
(c) (i) (b)(ii) holds; 
(ii) (Cl(., S*,u*), . . . ,Cp(., S*, u*)) is prestrictly (F’, Q, ,i& 8)-V-quasiconvex at S; 
(iii) p + p > 0; 
(d) (i) (c)(ii) holds; 
(ii) (Bl(., w’), . , a,(., w*)) is strictly (.7=, CY, jj, B)-V-pseudoconvex at S*; 
(iii) p + p 2 0. 
Then S* is an efficient solution of (P). 
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PROOF. Let S be an arbitrary feasible solution of (P). 
(a) From the sublinearity of 7(S, s*; .) and (4.1) it follows that: 
F S,S*; 2~1 [G, (S*) DFi (S*) - Fi (S*) DGi (S’)] ST S*; ~v;DH~ (S*) 20. (4.3) 
i=l j=1 
Keeping in mind that u* > 0, v* 2 0, Fi(S*) 2 0, and Gi(S*) > 0, i E 2, we have 
2 U: [Gi (S*) Fi(S) - F, (S*) Gi(S)] 
i=l 
= 2~: {G, (S*) [Fi(S) - fi (p)] - E (9) [Gi(S) - Gt (S*)lll 
i=l 
2 ku:Gi(S*) [3(S,S*;6(S,S*) DF,(S*)) +j%d2 (e(S,S*))] 
7=1 
+ &Fi (S*) [F(S,S*; -6 (ST S*) DGi (S*)) 4 /5i d2 (0 (S, S*))] 
271 
(by (i), (ii), and (iv)) 
23 
i 
S:S*;~U:~(S,S*)[G~(S*) DFi(S*)-Ft(S*) DG,(S*)] 
i=l ) 
+ f: Uf [Gi (S’) pi + Fi (S*) bi] d2 (0 (S, S*)) (by the sublinearity of F(S, S*; .)) 
i=l 
1 -3 
( 
S, s’; 2 $6(S, S*) DH,(S*) + f: u; [G, (S*) /7i + F, (S’) /I?.,] d2 (0 (S, S*)) 
j=l i=l 
(by (4.3)) 
(by (iii) and (iv)) 
20 (by (4.2), feasibility of S, and (v)). 
Since u* > 0, the above inequality implies that (Gl(S*)Fl(S) - Fl(S*)Gl(S), ,G,(S*) 
F,(S) - F,(S*)G,(S)) 6 (0,. . ,O), which in turn implies that v(S) $ cp(S*). Since S E IF 
wCas arbitrary, we conclude that S’ is an efficient solution of (P). 
(b) Combining (4.3) with (3.5), which is valid for the present case because of our assumption 
specified in (ii), and using (iii), we obtain 
3 S, S*; 2~; [Gi (S*) DF, (S*) - Fi (S*) DGi, (S’)] 2 -pd2 (@(ST S*)) 7 
2=1 
which in view of (i) implies that 
kutai (5’7 S*) [Gi (s’) E(S) - F, (s*) Gi(S)] 
i=l 
D (4.4) 
1 Cutai(S,S*)[Gi(S*)Fi(S*) -Fi(S*)Gt(S*)] ~0. 
i=l 
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Since u2fcyi(S, S > 0 for each i E p_, (4.4) implies that (Gl(S*)Fl(S) - Fl(S*)Gl(S), . . . , 
G,(S*)Fp(S) - Fl(S*)G(S) $ (0,. . . ,O), which in turn implies that v(S) $ cp(S*). 
Hence, we conclude that S* is an efficient solution of (P). 
(c),(d) The proofs are similar to that of Part (b). I 
THEOREM 4.2. Let S E IF and assume that F,,G,, i E p, and H,, j E g, are differentiable at S* 
and that there exist u* E U and u* E W”+ such that (4.1) and (4.2) hold. Assume furthermore 
that any one of the following three sets of hypotheses is satisfied: 
(a) (i) (Al(.,S*,u*,u*), . . . , RP(., S*, u*, v*)) is (F, Q, p, 0)-V-pseudoconvex at S*; 
(ii) (fI,(.,v*), . . . ,a,(., ’ v*)) 1s (3, p, jj, B)-V-quasiconvex at S*; 
(iii) p + p 2 0; 
(b) (i) (a)(ii) holds; 
(ii) (hl(.,S*,~*,v*), . . . , A,(., S*, u*, ZI*)) is prestrictly (3, a, p, 0)-V-quasiconvex at S*; 
(iii) p + 6 > 0; 
(c) (i) (b)(ii) holds; 
(ii) (A,(., o*), . . . , L(.,v*)) is strictly (.T, /I, fi,8)-V-pseudoconvex at S*; 
(iii) p + c 2 0. 
Then S’ is an efficient solution of (P). 
PROOF. 
(a) Let S be an arbitrary feasible solution of (P). Then it is clear that (3.7) holds because of 
the assumption specified in (ii). Since F(S, S’; .) . 1s sublinear, it follows from (4.1) that: 
F 5’9 S*; 2~: [Gi (S*) DF, (S*) - Fi (S*) DGi (S*)] 
i=l 
+ C U; DHj (S*) S:S*;g cv;DHj(S*) 20. 
3EJo t=l jEJ, 
(4.5) 
From (3.7), (4.5), and (iii) we deduce that 
which in view of (i) implies that 
~cui(S,S*)Ai(S,S*,1L*,V*)>~CYi(S,S*)Ai(S*,S*,21*,21*). 
a=1 i=l 
Since Ai(S*,S*,U*,O*) = 0 for each i E p, vjHj(S) 2 0 for each j E q, and cr*(S,S*) > 0 - 
for each i E 2, the above inequality reduces to 
&czI (S,S*) [Gi (S*) F,(S) - F, (S*) GI(S)] 2 0, 
i=l 
which leads, as seen in the proof of Theorem 4.1, to the desired conclusion that S* is an 
efficient solution of (P). 
(b),(c) The proofs are similar to that of Part (a). I 
Let the function &(.,S*,U*,V*) : An + JR be defined, for fixed S*, u*, and v*, by 
II~(S,S*,U*,W*) = CUT [Gi(S*)Fi(S) - Fi(S*)Gi(S)] + C uTHj(S), t E K. 
XI,. jEJt 
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THEOREM 4.3. Let S* E F and assume that Fi, Gi, i E p, and Hj, j E g, are differentiable at S*, 
alld that there exist u* E U and U* E rW”+ such that (4.1) and (4.2) hold. Assume furthermore 
that any one of the following three sets of hypotheses is satisfied: 
(a) (i) (I&(., S*, u*, v*), . . . , I&(., S*, u*, a*)) is (F, 0, p, 0)-V-pseudoconvex at S*; 
(ii) (&+I (., v*), . . . , A,(., .u*)) is (F, fi, 0)-Vquasiconvex at S*; 
(iii) p -I- fi 1 0; 
(b) (i) (&(.,S*,U*,W*), . . . , I&(., S*, u*, u*)) is prestrictly (F, a, p, B)-V-quasiconvex at S’; 
(ii) (&+l(.,v*),. . ,L(.,v*)) is strictly (F, fi, 8)-V-pseudoconvex at S*; 
(iii) p + p 2 0; 
(c) (i) (a)(ii) and (b)(i) hold; 
(iii) p + 7, > 0. 
TJlen S’ is an efficient solution of (P). 
PROOF 
(a) Suppose to the contrary that S* is not an efficient solution of (P). As seen in the proof of 
Theorem 3.3, this supposition leads to the inequalities Gi(S*)F,(S) - F,(S*)G,(S) 5 0, 
i E p, with strict inequality holding for at least one index e E p, for some 3 E F. Since u* > 
0, these inequalities yield 
- 
1 U: [Gi (S*) Fi (S) - Ft (S*) G, (S)] 2 0, t E PC. (4.6) 
iEI, 
Inasmuch as w* 2 0 and 3, S’ E IF, it follows from (4.2) and (4.G) that for each t E I<, 
I-I, ($~*,u*J*) = Cut [Gi(S*)F, (3) - F,(S*)Gi (s)] + xv;H, (3) 
%I, 3EJl 
5 c 4 [Gi (S*) F, (3) - 4 (S*) G, (s)] 
iEI# 
50 
= c U; [Gi (S”) F% (S’) - F, (S*) Gi (S*)] 
iEIl 
+ cv;H,(S*) =II,(S*,S*,u*,v*), 
.iEJ, 
and so 
c at (3, s*) rIt (3, s*,u*, w*> < c Qt (3, s*> II, (s*, s*, u*,w*) , 
tEK tEK 
which in view of (i) implies that 
3 
( 
3, S*: 2 U: [Gi(S*) DFi (S*) - Fi (S”) DGi (S*)] + C C ~j DH,7 (S*) 
i=l tEK JEJ, (4.7) 
< -pcJ2 (e (S, s*)) . 
As for each t E M\K, A,(s,v*) 5 0 = At(S*,w*), and hence, 
c Pt (s, S*) At (3, w*) 5 c Pt (3, S*) At (S’, w*) , 
tEM\K tEM\K 
it follows from (ii) that: 
w; DH, (S*) 5 -pd2 (0 (3, s*)) 
tEM\K jEJ, 
(4.8) 
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Now adding (4.7) and (4.8) and using the sublinearity of S(S, S*; .), and (iii), we see that 
3 S,S*;euf[Gi(S*) DF (s’)-F,(s*) DGi(s’)]+~w;DHj(s*) 
i=l j=l 
< -(P + ,6) d2 (0 (3, S*)) , 
which contradicts (4.1). Hence, S* is an efficient solution of (P). 
(b),(c) The proofs are similar to that of Part (a). I 
As in the case of Theorems 3.2 and 3.3, the six sets of sufficient efficiency conditions given in 
Theorems 4.2 and 4.3 contain a fairly large number of interesting and important special cases 
that can be identified, as in Corollary 3.1, in a straightforward manner by different choices of the 
partitioning sets JO, J1, . . . , J,, and 3(S, S*; .), cr, ,5, p, ,G, and 6. 
5. DUALITY MODEL I 
In the remainder of this paper, we present six duality models for (P). Three parametric models 
whose forms and properties are based on Theorems 2.1, 3.1, 3.2, and 3.3; and three semiparametric 
models whose structure and contents are motivated by Theorems 2.2, 4.1, 4.2, and 4.3. In each 
case, we state and prove appropriate weak, strong, and strict converse duality theorems. We 
begin our discussion of parametric duality in the present section by considering the following 
dual problem: 
Maximize X = (Xl, X2,. . . , A,) 
subject to (DI) 
3 S, T; f: Ui [DFi(T) - Xi DGi(T)] + 5 TJ~ DHj(T) 2 0, for all S E An, (5.1) 
i=l j=l 
ui[Fi(T) - AGi( 2 0, i EP, (5.2) _ 
vjHj(T) 2 0, j E 4, (5.3) 
TEAM, XEW+, UEU, v~R9+, 
where 3(S, T; .) : L;(X, A, p) -t IR is a sublinear function. Throughout our discussion of duality 
for (P), we assume that the functions Fi, Gi, i E p, and Hj, j E 2, are differentiable on An. 
In this section, we use the functions di(‘, X, u)kd f?j(.,v) introduced in Section 3. 
The next two theorems show that (DI) is a dual problem for P. 
THEOREM 5.1. WEAK DUALITY. Let S and (T, X,u,v) be arbitrary feasible solutions of (P) 
and (DI), respectively, and assume that any one of the following four sets of hypotheses is satis- 
fied: 
(4 (9 
(ii;; 
(iv) 
(b) (;; 
(ii) 
for each i E p_, Fi(T) 2 0 and (Fi,. . , Fr,) is (3, o, p, 8)-V-convex at T; 
(-G,. . . , -Gp) is (3, p, jj, 0)-V-convex at T; 
(HI,. . . , HQ) is (3,7,P,0)-V-convex at T; 
aI = Lyz = . . . = ap = p1 = pz = . . . = pp = y1 = y2 = . . . = -yq = 6; 
Cy.-, Ui(& + Xifii)+ ~~=lVjfij 2 0; 
(-4(.,X,u),... , dp(., X, u)) is (3, a, p, 8)-V-pseudoconvex at T; 
(a~(., w), . . . ,a,(., u)) is (3,&,50)-V-quasiconvex at T; 
(iii) p + in 2 0; 
(c) (i) (b)(ii) holds; 
(ii) (dr(., A, u), . . . , dp(., X, u)) is prestrictly (3, a, p, 8)-V-quasiconvex at T; 
(iii) p + p > 0; 
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(d) (i) (c)(ii) holds; 
(ii) (a~(., v), . . . ,4-C., WI) is strictly (3, Q, p, Q)-V-pseudoconvex at T; 
(iii) p + p 2 0. 
Then q(S) $ A. 
PROOF. 
(a) From the sublinearity of 3(S, T; .) and (5.1) it follows that: 
S,T&[DF,(T) -XiDG,(T)] S;T&, DH,(T) 
i=l j=l 
Keeping in mind that u > 0, v >= 0, and X 2 0, we have 
(5.4) 
2 2 qqS) - F,(T) - bIGi - G,(T)]) (by (5.2)) 
i=l 
>= 2% {W,T;6(S,T) DFi(T)) + /d(O(S,T)) f A, [3(S,T; -6(S,T)DG,(T) 
I=1 
+ Pi d2(e(S,T))]} (by (i), (ii), and (iv)) 
2 3 
! 
S,T; &,b(S,T)[DF,(T) - Xi DGi(T)] + -&~t (pi + A,&) d2(O(S,T)) 
i=l 2=1 
(by the sublinearity of 3(S, T; .)) 
2 -3 S,T;$&%%T)DH,(T) +f:~& +.Ai&)d2(e(S,T)) (by (5.4)) 
j=l i=l 
1 ~~~[H~(T) - j(S)l + 2~6 +&&) + Eli& d2(Q(S,T)) (by (iii) and (iv)) 
j=l i=l j=l 
2 0 (by (5.3), primal feasibility of S, and (v)). 
Since u > 0, the above inequality implies that (Fl(S) - XlGl(S), . . , F,(S) - &G,(S)) $ 
(0,. . . IO), which in turn implies that v(S) $ A. 
(b) Since for each j E 2, wjHj(S) <= 0, it follows from (5.3) that vjH3(S) 5 0 2 uiH3(T), and 
hence, we have that: 
which by virtue of (ii) implies that 
S,T;-& DH,(T) <= -fid2 (0(&T)). 
j=l 
Combining (5.4), (5.5), and (iii), we find that 
(5.5) 
s, T; 2 ui[~~(~) - A, DG~(T)] 2 -jkP(0(S,~)). 
i=l 
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which by (i) implies that 
&oi(S, T)[F,(S) - XiGi(S)] 2 &ai(S, T)[F,(T) - XiGi(T)] 
i=l i=l 
By (5.2) this inequality reduces to 
&uioi(S,T)[F,(S) - XiGi(S)] 2 0. (5.6) 
i=l 
Since u,oi(S,T) > 0 for each i EE, (5.6) implies that (Fi-XiGi(S),. . . ,Fi -&G,(S)) $ 
(0,. . * ,O), which in turn implies that q(S) $ A. 
(c),(d) The proofs are similar to that of Part (b) . I 
THEOREM 5.2. STRONG DUALITY. &et S’ be a regular efficient solution of (P), let 3(S,S*; 
DF(S*)) = C~=l(D~F(S*),~s, - xs;) for any differentiable function F : An -+ R and S E 
An, and assume that any one of the four sets of hypotheses specified in Theorem 5.1 holds 
for all feasible solutions of (DI). Then there exist A* E JR:, u* E U, and v* E IR: such that 
(S*,X*,U*,V*) is an efficient solution of (DI) and ip(S*) = X’. 
PROOF. By Theorem 2.1, there exist A*(= cp(S*)), u*, and v*, as specified above, such that 
(S*, A*, u*, v*) is a feasible solution of (DI). If it were not efficient, then there would exist a 
feasible solution (.!?,I, B, ti) of (DI) such that cp(S) 2 A*. Since A* = cp(S*), this inequality implies 
that cp(S) > cp (S’), which contradicts the assertion of Theorem 5.1. Therefore, (S’, A’, u*, v*) 
is an efficient solution of (DI). I 
THEOREM 5.3. STRICT CONVERSE DUALITY. Let S* be a feasible solution of(P), let 3(S, S*; 
DF(S*)) = C%l(DkF(S*), xs,. - xs;) for any differentiable function F : A” ---f Iw and S E A*, 
let (3, x, 6,12) be a feasible solution of (DI) such that 
5iGioi (s*,$) [F, (S*) -iiGi (s*)] 5 0. 
i=l 
(5.7) 
Assume furthermore that any one of the following four sets of hypotheses is satisfied: 
(a) the assumptions specified in Part (a) of Theorem 5.1 are satisfied for all feasible solutions of 
(DI), and (Fl , . . . , Fp) is strictly (3, a, p, 6’)-V-convex at S, or (-G1, . . . , -Gp) is strictly 
(3, p,p, 0)-V-convexat S, or (HI,. . . , Hq) is strictly (3, y, i& 8)-V-convex at S, with 5 # 0, 
or EE, iii[pz + &] + ,& qpj > 0; 
(b) the assumptions specified in Part (b) of Theorem 5.1 are satisfied for all feasible solutions 
of(DI),and(dl(.,&ii) ,..., dp(.,i,fi)) is strictly (3, cy, p, 8)-V-pseudoconvex at S; 
(c) the assumptions specified in Part (c) of Theorem 5.1 are satisfied for all feasible solutions 
of (DI), and (di (., x, 21), . . . , dp(., x, G)) is (3, cy, p, Q)-V-quasiconvex at S; 
(d) the assumptions specified in Part (d) of Theorem 5.1 are satisfied for all feasible solutions 
of [DI), and (di(., i, c), . . . ,dp(.,lr a)) is strictly (3, N, /7, 0)-V-pseudoconvex at S. 
Then S = S. 
PROOF. 
(a) Suppose, on the contrary, that S # S’. Proceeding as in the proof of Theorem 5.1 (with S 
replaced by S’ and (T, X,U, v) by (3, x, fi,a)), we arrive at the strict inequality 
f: ~,iai (S*, 3) [F, (S*) - XiGi (s*)] > 0, 
i=l 
which contradicts (5.7). Hence, S = S*. 
(b-(d) The proofs are similar to that of Part (a). I 
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6. DUALITY MODEL II 
In this section, we formulate a relatively more general parametric duality model by making use 
of the partitioning scheme introduced in Section 3. This duality model has the form 
Maximize X = (Xi, X2,. . . , A,) 
subject to 
PII) 
S,T;~Ui[DF,(T)-XiDG,(T)]+~vjDH,(T) 20, for all S E A.“, (6.1) 
i=l j=l 
w J’,(T) - kGi,(T) + 1 vjHj(T) 
jEJ0 I 
2 0, i E g, (6.2) 
1 ujHj(T) 2 07 t E 2, (6.3) 
jEJl 
TEA”, XEJRP+, UEU, VEWP+, 
where F(S, T; .) : L;(X, A, cl) --) lR is a sublinear function. 
Next, we show that (DII) is a dual problem for (P) by establishing weak and strong duality 
theorems. Here we use the functions I,(., X, u, v) and A,(., v) defined in Section 3. 
THEOREM 6.1. WEAK DUALITY. Let S and (T, X,U,V) be arbitrary feasible solutions of (P) 
and (DII), respectively, and assume that any one of the following three sets of Jlypotheses is 
satisfied: 
(a) (i) (Tl(., A, u, u), . . . , J?,(., A, u, v)) is (F, a, p, 8)-V-pseudoconvex at T; 
(ii) (AI(.,v),..., A,(., v)) is (3, p, p, 0)-V-quasiconvex at T; 
(iii) p + fi >= 0; 
(b) (i) (a)(ii) holds; 
(ii) (Il(+, A, u, u), . . . , I,(., A, U, v)) is prestrictly (F, Q, p, B)-V-q&convex at T; 
(iii) p + fi > 0; 
(c) (i) (b)(ii) holds; 
(ii) (A,(., v), . . . , A,(., v)) is strictly (F, @, p, 8)-V-pseudoconvex at T; 
(iii) p + fi 2_ 0. 
Then v(S) $ X. 
PROOF. 
(a) Prom the sublinearity of F(S,T; .) and (6.1) it is easily seen that 
3 S, T; 2 Ui[DFi(T) - Xi DGi(T)] + C ~2 DHj(T) 
i=l jEJ0 
Since S E IF and v 2 0, it follows from (6.3) that for each t E m: 
A,(S,u) = 1 vjHj(S) 2 0 5 c vjHj(T) = At(T,v), 
jEJl 3EJf. 
(6.4) 
and so 
~Pt(S,T)W,v) 5 ~Bt(S,T)a,(T,v), 
kl t=1 
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which in view of (ii) implies that 
s, T; -g c WjDHj(T) 5 -pd2(e(s, T)). (6.5) 
t=1 jc.l, 
Because of (6.5), (6.4) reduces to 
3 S,T;-&i[DF,(T) -AiDG, T)] + c qDH,(T) 2 jki2(e(S,T)) 2 -jx2(e(s,~)), 
i=l jEJ0 
where the second inequality follows from (iii). By virtue of (i) this implies that 
i=l i=l 
Inasmuch as a,(S, T) > 0, u, 2 0, i E p, and (6.2) holds, the right-hand side of the above 
inequality is greater than or equal to zero, and so it reduces to 
P 
C ai(S, T)ri(S, A, U, W) 2 0, 
which simDlifies to 
i=l 
-&ai(S, T)[Fi(S) - X,Gi(S)] 2 0 
(b),(c) 
i=l 
because a.i(S, T) > 0, i E 2, u 2 0, and S E IF. As demonstrated in the proof of Theo- 
rem 5.1, this inequality leads to the desired conclusion that p(S) $ X. 
The proofs are similar to that of Part (a). I 
THEOREM 6.2. STRONG DUALITY. Let S be a regular efficient solution of (P), let 3(&S’; 
DF(S*)) = C&(DkF(S*), xs, - xs;) for any differentiable function F : A* --) 8% and S E ArL, 
and assume that any one of the three sets of hypotheses specified in Theorem 6.1 holds for 
all feasible solutions of (DII). Then there exist X* E IRC, u+ E U, and u* E IRt such that 
(S*, X*, u*, u*) is an efficient solution of (DII) and cp(S*) = X*. 
PROOF. By Theorem 2.1, there exist X*(= cp(s’)), u*, and w*, as specified above, such that 
(S*, X”, u*, w*) is a feasible solution of (DII). That it is an efficient solution follows from Theo- 
rem 6.1. 
THEOREM 6.3. STRICT CONVERSE DUALITY. Let S’ be a feasible solution of (P), let 3(S, S*; 
DF(S*)) = CL=, (DkF(S*), xs, - xs;) for any differentiable function F : A” + I$ and S E An, 
let (3, x, C, 6) be a feasible solution of (DII) such that 
efiiai (S’, S’) pi (S*) - X,Gi (S')] 2 0. 
z=l 
Assume furthermore that any one of the following three sets of conditions is satisfied: 
(a) the assumptions of Part (a) of Theorem 6.1 hold for all feasible solutions of (DII), 
and (rl(., i, C,C), . . . , I’,(., x, CL, 6)) is strictly (3, cr, p, 8)-V-pseudoconvex at 3; 
(b) the assumptions of Part (b) of Theorem 6.1 hold for all feasible solutions of (DII), 
and(rl(.,i,C,C) ,..., l?,(.,x, i&B)) is (3, cf, p, 0)-V-quasiconvex at S; 
(c) the assumptions of Part (c) of Theorem 6.1 hold for all feasible solutions of (DII), and 
(rl (., i, 0, 61, . . . , I?,(., x, i& 6)) is strictly (3, CK, p, 0)-V-pseudoconvex at 3. 
Then ,!? = S. 
PROOF. The proof is similar to that of Theorem 5.3. I 
Obviously, (DII) contains numerous special cases that can easily be identified by appropriate 
choicesofFi,Gi,H,,3,Jo,J1,..., Jmrm,andp. 
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In this section, we present another general parametric duality model for (P). It is based on the 
partitioning scheme employed earlier in the definition of the function O,(., X”, u*, v’) and in the 
formulation of Theorem 3.3, and can be stated as follows: 
Maximize X = (Xl, X2,. . . , A,) 
subject to 
(DIII) 
3 S,T;f:21i[DF,(T)-XiDGi(T)]+f:vjDH,(T) 
( i=l j=l 1 
20, for all S E A7’, (7.1) 
E(T) - W,(T) 2 0, i E p, 
- 
(7.2) 
C tJjHj(T) 2_ 0, t E BU {O}, (7.3) 
3EJl 
where F(S, T; .) : L;(X, A, p) -+ W is a sublinear function. 
We next show that (DIII) is a dual problem for (P) by proving weak and strong duality 
theorems. 
THEOREM 7.1. WEAK DUALITY. Let S and (T, X,u, w) be arbitrary feasible solutions of (P) 
and (DII), respectively, and assume that any one of the following three sets of hypotheses is 
satisfied: 
(a) (i) (Oo(.,X,u,v),...,Ok(‘,X, u, v)) is (3, Q, p, 8)-V-pseudoconvex at T; 
(ii) (&+I (., v), . . . , A,(., v)) is (3, p, ,6,8)-V-quasiconvex at T; 
(iii) p + b 2 0; 
(1)) (i) (Oo(.,X,u,V) ,... ,Ok(.,h u, w)) is prestrictly (F, /3, p, B)-V-quasiconvex at T; 
(ii) (&+I(., v), . . . , A,(., u)) is strictly (F, /3, zj, B)-V-pseudoconvex at T; 
(iii) p + p 2 0; 
(c) (i) (a)(ii) and (b)(i) hold; 
(ii) p + p > 0. 
Then cp(S) $ X. 
PROOF. 
(a) Suppose to the contrary that p(S) < X. This implies that F,(S) - &G,(S) 5 0 for 
each i E p, with strict inequality holding for at least one index e E p. From these 
inequalities, nonnegativity of v, primal feasibility of S, and (7.2) it is easily seen that for 
each t E K, 
5 c ui[F,(T) - XiGi(T)] + c qH,(T) = O,(T, A, u,v), 
%I, JEJI 
and so 
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which in view of (i) implies that 
3 S,T;f:ui[D~(T)-XiDG1(T)]+C c 
%=l tEK ~EJ, 
As for each t E M\K, 
wj DHj(T  ) < -pd2(e(s, T)). (7.4) 
A,($ w) = c w$~((s) 5 0 = c vjHj(T) = At(T, w), 
jEJl jEJI 
and hence, 
tEM\K tEM\K 
(ii) implies that 
F S,T; c c wiDHi(T) <= +d2(e(S,T)). 
tEM\K iGJ, 
(7.5) 
Now adding (7.4) and (7.5) and using the sublinearity of F(s, S*; .), and (iii), we see that 
F S,T;&[DF,(T) - XiDGi(T)] + &qDH,(T) 
( 
< - (p+$) d2(Q(S,T)), 
i=l j=l 
) 
which contradicts (7.1). Hence, q(S) $ X. 
(b),(c) The proofs are similar to that of Part (a). 
THEOREM 7.2. STRONG DUALITY. Let 5” be a regular efficient solution of (P), let F(S,S*; 
DF(S*)) = ~~=I(DkF(S’),~s, - xs;) for any differentiable function F : An --+ R and S E 
A”, and assume that any one of the three sets of hypotheses specified in Theorem 7.1 holds 
for all feasible solutions of (DI.lIj. Then there exist A* E I!%:, u* E U, and v* E !RT such 
that (S”, X’, u*, v*) is an efficient solution of (DIII) and cp(S*) = A’. 
PROOF. By Theorem 2.1, there exist X*(= cp(S*)), u*, and v*, as specified above, such that 
(S*, A*, u*, ZJ*) is a feasible solution of (DIII). That it is an efficient solution follows from Theo- 
rem 7.1. 
8. DUALITY MODEL IV 
In this section, we investigate the following duality model for (P), which may be viewed as the 
semiparametric counterpart of (DI): 
Maximize Fl (T) F,(T) 
G1(T)‘“’ 7 G, CT) > 
subject to 
.F S,T; kut[Gi(T) DFi(T) - Fi(T) DGi(T)] 
a=1 
+ 2 I+DH~(T) 
j=l 
) 
>= 0, 
v3H3(T) 2 0, 
TEI%~, UEU, u~lR4+, 
WV) 
for all S E An, 
j EI, 
(8.1) 
(8.2) 
where F(S, T; .) : LT(X, A, p) + B is a sublinear function. In the remainder of this paper, we 
assume that Gi(T) > 0 and F,(T) 2 0, i E p, for all T and u such that (T,u,w) is a feasible 
solution of the dual problem under consideration. 
We next state and prove weak, strong, and strict converse duality theorems for (P)-(DIV). 
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THEOREM 8.1. WEAK DUALITY. Let S and (T,u,v) be arbitrary feasibie solutions of (P) 
and (DIV), respectively, and assume that any one of the following four sets of hypotheses is 
satisfied: 
(a) (i) (PI,. . . , I$,) is (3, cr,~, B)-V-convex at T; 
(ii) (-Gl,. . . , -G,,) is (F’, ,B, b, 0)-V-convex at T; 
(iii) (HI,. . . , Hq) is (3, y, p, B)-V-convex at T; 
(iv) cy1 = 02 =. . . zz Qp = p1 = p2 = . . = pp = y1 zz y2 = . . = yq = 6; 
(v) C:=‘=, vi[Gi(T)lJi + F,(T)&] + C;=, q& 2 0; 
(b) (9 (Cl (., T, u), . . . ,C,(., T, u)) is (F, (Y, p, 8)-V-pseudoconvex at T; 
(ii) (a,(., u), . . , a,(., w)) is (.F,p,p, 8)-V-quasiconvex at T; 
(iii) B + fi 2 0; 
(c) (i) (a)(ii) holds; 
(ii) (CI (., T, u), . . . , C,(+, T, u)) is prestrictly (3, LY, p, 8)-V-quasiconvex at T; 
(iii) p + 5 > 0; 
(d) (i) (b)(ii) holds; 
(ii) (a,(., v), . . . , a,(., u)) is strictly (F, a, p, 8)-V-pseudoconvex at T; 
(iii) p + 6 2 0. 
The11 V(S) 6 ti(T, u, v), where 1ct = ($1, $2,. . . , q!+,) is the objective function of (DIV). 
PROOF. 
(a) From the sublinearity of F(S, T; .) and (8.1) it follows that: 
3 
( 
s,T;&~~[G~(T)D~~(T) L Fi(~) DG~(T)] +3 
) ( 
s,T;&~DH,(T) 
) 
2 0. (8.3) 
r=l j=l 
Keeping in mind that u > 0, ‘v 2 0, Pi(T) 2 0, and Gi(T) > 0, i E p we have _’ 
-&jGi(T)F,(S) - F,(T)&(S) 
i=l 
= &i{Gi(T)[F,(S) -Fi(T)] - F,(T)[G(S) - G(T)]} 
1=1 
2 f: uiGi(T) [F’(S, T; 6(S, T) DFi(T) + Pi d2(8(S, T))] 
%=I 
+ 2 u~F~(T) [F(S, T; -6(S, T) DGi(T) + ,& d2(8(S, T))] (by (i), (ii), and (iv)) 
a=1 
2 3 
( 
S, T; &b(S, T)[Gi(T) D&(T) - F,(T) DGi(T)] 
i=l > 
+ 2 2~~ [Gi(T)ni + Fi(T)&] d2(8(S, T)) (by the sublinearity of F(S, T; .)) 
i=l 
2 -3 S, T; 2 v$(S,T) DH,(T) + 5 ULL( [Gi(T)& + F,(T)&] d2(8(S, T)) (by (8.3)) 
j=l i=l 
(by (iii) and (iv)) 
2 0 (by (8.2), feasibility of S, and (v)). 
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Since u > 0, the above inequality implies that (Gl(T)Fl(S) - Fl(T)Gl(S), . . . ,G,(T) 
F,(S) - F,(T)G,(S)) P (0,. . . ,O), which in turn implies that p(S) $ +(T, u, v). 
As shown in the proof of Theorem 5.1, our assumption in (ii) leads to (5.5), which when 
combined with (8.3) yields 
where the second inequality follows from (iii). By (i), this inequality implies that 
&W.T),Gi(T)F,(S) - F,(T)Gi(S)] 2 &w,(S,T)[Gi(T)F,(T) - Ff,(T)Gi(T)] = 0. 
i=l 
Since Uiai(S,T) > 0 for each i E p, the above inequality implies that (Gl(T)Fl(S) - 
Fl(T)Gl(S), . . . ,Gp(T)Fp(S) - F,(T)G,(S)) 6 (0,. . . ,O), which in turn implies that 
9(S) $ $(T, u, v). 
The proofs are similar to that of Part (b). a 
THEOREM 8.2. STRONG DUALITY. Let S* be a regular efficient solution of (P), Jet F(S, S’; 
DF(S*)) = CEzl(DkF(S*), XS, - xs;) for any differentiable function F : An --+ IR and S E An, 
and assume that any one of the four sets of hypotheses specified in Theorem 8.1 holds for all 
feasible solutions of (DW). Then there exist U* E U and v* E IR: such that (S*,u*,‘u*) is an 
efficient solution of (DIV) and cp (S*) = Q(S*, u*,v*). 
PROOF. By Theorem 2.2, there exist U* and u*, as specified above, such that (S*, u*, v’) is a 
feasible solution of (DIV) and cp(S*) = $(S* , u’, u*). Efficiency of (S”, u*, v*) for (DIV) follows 
from Theorem 8.1. I 
The proof of the next theorem is similar to that of Theorem 5.3, and hence, omitted. 
THEOREM 8.3. STRICT CONVERSE DUALITY. Let s* be a feasibJe soJution of(P), Jet F(S, S*; 
DF(S*)) = C&(DkF(S*), xsL. - xs;) for any differentiable function F : A” -+ IR and S E An, 
let (3, ii, 6) be a feasible solution of (DlVj such that 
elii,i(S*,S) [Gi(S) Fi(S*)-Fi (“)Gi(S*)] SO. 
a=1 
A/roreover, assume that any one of the following four sets of Jlypotheses is satisfied: 
(4 
(b) 
(cl 
(4 
the assumptions specified in Part (a) of Theorem 8.1 are satisfied for all feasible solutions 
of (DIV), and (Fl, . . , Fp) is strictly (.7=, a, p, Q-V-convex at 3, or (-G1,. . . , -GP) is 
strictly (.7=, p,p, Q-V-convex at 3, or (HI,. , , H,) is strictly (F, y, j,B)-V-convex at 3, 
with g # 0, or Cy==, ai[Gi(S)pi + Fi(s)a] + Cg,, ijjjj > 0; 
the assumptions specified in Part (b) of Theorem 8.1 are satisfied for all feasible solutions 
of (DIV), and (C,(., 3, O), . . . , C,(., 3, 6)) is strictJy (F, CX, is, 8)-V-pseudoconvex at 3; 
the assumptions specified in Part (c) of Theorem 8.1 are satisfied for all feasible solutions 
of (DW), and (Cl(., 3, ii) , . . . ,C,(., S,6)) is (3, Q, p, 0)-V-quasiconvex at S; 
the assumptions specified in Part (d) of Theorem 8.1 are satisfied for all feasible solutions 
of(DIV), and (Cl(.,$,G) ,..., C,(.,g,O)) is strictly (3,01, fi, 0)-V-pseudoconvex at 8. 
(F, a, p, @)-V-Convex Functions 1515 
9. DUALITY MODEL V 
In this section, we present a more general semiparametric duality model for (P) whose structure 
Fl CT) + c vjHj(n F,(T) + c %ff,P? 
Maximize u(T, U, v) = 
jEJ0 jEJ0 
G,(T) ““’ G,(T) 
subject to 
and features are based on Theorems 2.2 and 4.2. It has the following form: 
( W 
+c vj DHj(T) 2 0, for all S E An, 
%q\ JO 
C vjHJ(T) 2 0, t E CZ’J {O), (9.2) 
jEJf 
where 3(S, T; .) : Ly(X, A, p) -+ lR is a sublinear function. 
For each i E p, let the function @i(., T, u, v) : An + IF% be defined, for fixed T, u, and u, by - 
ai(R, T, U, v) = 2~~ Gi(T) Fi(R) + c vj DHj(R) - [F,(T) + Ao(T, w)]Gi(R) . 
j6-k 1 
THEOREM 9.1. WEAK DUALITY. Let S and (T, u, v) be arbitrary feasible solutions of (P) and 
(DV), respectively, and assume that any one of the following three sets of hypotheses is satisfied: 
(a) (9 (~l(.,T,21,~),...,~~(.,T, U, v)) is (F, LY, p, 8)-V-pseudoconvex at T; 
(ii) (a,(.,~), . . , A,(., v)) is (F’,@, c,B)-V-quasiconvex at T; 
(iii) p + fi 1 0; 
(b) (i) (a)(ii) holds; 
(ii) (@I(., T, u, v), . . , Qp(., T, u, v)) is pres!strictly (F, CX, p, 0)-V-quasiconvex at T; 
(iii) p + fi > 0; 
(c) (i) (b)(ii) holds; 
(ii) (A,(., v), . . . , A,(., VI) is strictly (3, /?, 3,0)-V-pseudoconvex at T; 
(iii) /7 + 6 2 0. 
Then p(S) $ w(T, u, v), where w = (WI, ~2,. . . , wp) is the objective function of (DV). 
PROOF. 
(a) From the sublinearity of F(S, T; .) and (9.1) we deduce that 
- [F,(T) + Ao(T,v)]DG,(T) 
S,T;e CvJDHj(T) 20. 
t=l jEJ, 
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Because of (5.5), which is valid for the present case due to our assumption specified in (ii), 
and (iii), the above inequality reduces to 
- [FQ) + Aa(T,w)] DGi(T) 
}) 
2 -Dd2(qs,m 
which in view of (i) implies that 
i=l i=l 
Since Qi(T,T,u, w) = 0 for each i E g and vjHj(S) 5 0 for each j E 9, this inequality 
takes the form 
5 Uiai(S,T){Gi(T)Fi(S) - [&(T) + Ao(T,v)]Gi(S)} 2 0. 
i=l 
Because Uioi(S, T) > 0 for each i E p_, the above inequality implies that (Gl(T)Fl(S) - 
[Fl(T) + Ao(T, v)]Gl(S), . . . , Gp(T)Fp(S) - [F,(T) + AoU’, ~)lG,(s)) $ (0, . . . , O), which 
in turn implies that q(S) < w(T,u,v). 
(b),(c) The proofs are similar to that of Part (a). 
THEOREM 9.2. STRONG DUALITY. Let S’ be a regular efficient solution of (P), Jet 3(&S*; 
DF(S*)) = ~~=r(DkF(S*), xs, - xs;) for any differentiable function F : A” -+ R and S E A*, 
and assume that any one of the three sets of hypotheses specified in Theorem 9.1 holds for all 
feasible solutions of [DV). Then there exist u* E U and v* E I@_ suclr that (S*, u*, v*) is an 
efficient solution of (&I’and ‘p( S*) = w( S*, u*, v’). 
PROOF. By Theorem 2.2, there exist u* E U and C E lKT such that 
( 
2~: [Gi (St) DkFi (S*) - Fi (S*) DkGi (S*)] 
i=l 
P 
+ C ajDtcHj (S*) 3 XS~, - XS; 
J=l ) 
2 0, for all SI, E A, 
@jHj (S*) = 0, jcg. 
Now if we let v; = Uj/Gi (S*) for each j E Jo, ~3’ = flj for each j 
that Aa(S*,v*) = 0, then (9.4) and (9.5) can be expressed as follows: 
(9.4 
k E 2, 
(9.5) 
E q \ JO, and observe 
+ C VjDkHj (S),XS~ -XS; >= 0,
> 
for all Sk E A, k E 3, 
jG2\Jo 
~v;Hj(S*) =O, j ~mu{O}. (9.7) 
SJt. 
Prom (9.6) and (9.7), it is clear that (S*,U*,U*) is a feasible solution of (DV), and cp(s*) = 
w(S*, u*, v*). That it is an efficient solution follows from Theorem 9.1. I 
The proof of the next theorem is similar to that of Theorem 5.3, and hence, omitted. 
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THEOREM 9.3. STRICT CONVERSE DUALITY. Let 3 be as in Theorem 9.2, let 5” and (3, ii, 6) 
be feasible solutions of (P) and (DV), respectively, such that 
and assume that any one of the following three sets of conditions is satisfied: 
(a) the assumptions of Part (a) of Theorem 9.1 hold for all feasible solutions of (DV), and 
(@&S,C,q,. . .) !Bp(.,Q,fi,q) is strictly (3, p, 8)-V-pseudoconvex at S; 
(b) tire assumptions of Part (b) of Theorem 9.1 hold for all feasible solutions of (DV), 
and(@l(.,S,C,fi),. . . , Q(.,S,C, 5)) is (3, clr, p,8)-V-quasiconvex at S; 
(c) the assumptions of Part (cj of Theorem 9.1 hold for all feasible solutions of (DV), alld 
(@&S&q ,..., @*(.,S, $6)) is strictly (3, p, B)-V-pseudoconvex at S. 
Then S = S”. 
10. DUALITY MODEL VI 
In this section, we discuss another general duality model for (P) which may be viewed as the 
semiparametric version of (DIII). It can be stated as follows: 
Maximize Fi (T) F,(T) 
G1(T)‘“” G,(T) > @VI) 
subject to 
3 2 0, 
(10.1) 
for all S E h*, 
c ?JjH.j(T) 2 0, t E mu {O}, (10.2) 
jEJI 
TEAM, UEU, zM%P+, 
where 3(S, T; .) : Lr(X, A, p) -+ W is a sublinear function. 
We next show that (DVI) is a dual problem for (P) by proving weak and strong duality 
theorems. 
THEOREM 10.1. WEAK DUALITY. Let S and (T, u, TJ) be arbitrary feasible solutions of(P) and 
(DVI), respectiveJy and assume that any one of the following tlnee sets of hypotheses is satisfied: 
(a) (i) (@o(., T, u, ~1,. . . , fDk(., T, U, v)) is (3, cy, p, 0)-V-pseudoconvex at T; 
(ii) (4-l (., u), . . . , A,(., v)) is (3, ,6, B)-V-quasiconvex at T; 
(iii) p + p 2 0; 
(b) (i) (a)(ii) holds; 
(ii) (@a(., T, U, v), . . . , Qk(., T, U, v)) is prestrictly (3, LY, p, 0)-V-quasiconvex at. T; 
(iii) p + p > 0; 
(c) (i) (b)(ii) holds; 
(ii) (Ak+i (., v), . . . , A,(., v)) is strictly (3, fi, 0)-V-pseudoconvex at T; 
(iii) p + i5 2 0; 
Then q(S) $ <(T, u,v), where<= (cl,&,... (4,) is the objective function of (DVIJ. 
PROOF. 
(a) Suppose to the contrary that pi(S) 2 Fi(T)/Gi(T), with strict inequality holding for 
some L’ E p. This implies that Gi(T)Ff(S) - Fi(T)Gi(S) 2 0 for each i E p_, with strict 
1518 G. J. ZALMAI 
inequality holding for some e E p. Prom these inequalities, nonnegativity of U, and primal 
feasibility of S, it is easily seen that for each t E K, 
%(S, T,u, v) = c u,[Gi(T)F,(S) - Fi(T)Gi(S)l + c vjH3(S) 
&I, jEJ# 
5 c ui[Gi(T)F,(S) - F,(Wi(S)I 
iE I, 
= c ui(Gi(T)Fi(T) - Fi(T)Gi(T)] + c v&j(T) = @‘t(T, T, 21, v), 
and so 
tEK tEK 
which in view of (i) implies that 
F S,T; 2 ui[Gi(T)DF,(T) - F,(T)DGi(T)J + c c qDH,(T) <-@(@(S, 7’)). (10.3) 
i=l ~EK ~EJ, 
As for each t E M\K, 
At(S, v) = c qH,(S) S 0 = c wjHj(T) = At(T,u), 
jEJ, jEJI 
and hence, 
c Pt(S,TPt(S,v) 5 c Pt(S,Wt(T v), 
tEM\K tEAf\K 
(ii) implies that 
F S,T; c c vj DH,(T) 5 +d2(&‘(S,T)). (10.4) 
tEM\K jEJ/ 
Now adding (10.3) and (10.4) and using the sublinearity of F(S, S*; .), a.nd (iii), we see 
that 
F S,T; 2 u~JG~(T) DF’(T) - F,(T) DGi(T)] + k~~j DHj(T) < - (p + 6) d’(O(S, T)), 
i=l j=l 
which contradicts (10.1). Hence, q(S) $ <(T, U, v). 
(b),(c) The proofs are similar to that of Part (a). 
THEOREM 10.2. STRONG DUALITY. Let S* be a regular efficient solution of (P), let 3(S, $7; 
DF(S*)) = C:=, (DkF(S*), xs, - xs;) f or any differentiable function F : A” + R and S E An, 
and assume that any one of the three sets of hypotheses specified in Theorem 10.1 holds for all 
feasible solutions of (DVI). Then there exist u* E U and v* E W$ such that (S*,U*,V*) is an 
efficient solution of (DVI,) and cp(S*) = C(S*, u*, w+). 
PROOF. By Theorem 2.2, there exist u* and v*, as specified above, such that (S*, u*, v”) is a 
feasible solution of (DVI). That it is an efficient solution follows from Theorem 10.1. 
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