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1. INTRODUCTION 
Complex-valued functions of a discrete complex variable x are those func- 
tionsf(z) defined at the lattice points of the complex plane; i.e., z = nz + ni, 
where m and rz assume the values 0, & 1, f 2,... . Such functions may also be 
referred to as lattice functions. Each lattice point is associated with a unit 
square whose vertices are the points a, x + 1, z + 1 + i, z + i. J. Ferrand [5] 
termed a function f(z) discrete analytic at the square associated with z if 
its difference quotient across one diagonal were equal to its difference quotient 
across the other diagonal, i.e., 
This criterion, extensively investigated also by Duffin [3], has led to the 
development of a theory of discrete analytic functions wherein analogues 
of classical continuous theory abound. 
With the translation operators X and Y defined by 
-v(x) =f(x + 4; W(4 =f(z + in), for n = 0, f 1, + 2 ,...) 
the Ferrand-Duffin criterion for discrete analyticity of a function f(z) 
becomes the difference equation 
Lf(z) = (I + ix - XY - iY)j(z) = 0. U-1) 
Ifj = u + iv, where u and v are real lattice functions, then discrete analyticity 
off implies that u and v satisfy a pair of real difference equations which are 
analogous to the Cauchy-Riemann equations. (The equation (1.1) may be 
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termed the complex form of the Cauchy-Riemann equations.) It is then shown 
that u and w are discrete harmonic functions; i.e., they satisfy the real dif- 
ference equation Du(x, y) = 0, where D is an approximation to the continuous 
Laplacian operator: 
Du(x, y) = (XY + XY-’ + X-lY-’ + X-lY - 41) u(x, y). 
In the present study, a more general criterion of discrete analyticity is 
introduced; it is based upon a discrete formulation of Morera’s Theorem. 
We define a discrete line integral of a lattice functionf(z) along a single edge 
of the lattice and perform the contour integration along the boundary of a 
single unit square. Equating the result to zero we obtain a criterion for discrete 
analyticity involving four parameters, which contains (1.1) as a special case. 
The resulting analogues of the Cauchy-Riemann equations lead in turn to a 
higher order discrete harmonic operator D; the latter exhibits an interesting 
factorization. In Section 5 it is shown that for appropriate choices of 
the parameters, the generalized version of D satisfies the relation 
Du(x, y) = h2 V%(x, y) + O(P) as h-0, 
where h is the lattice spacing; for the same choices of the parameters the 
ordinary powers z” through z6 are discrete analytic in the entire complex 
plane. A harmonic operator of non-negative type is exhibited. 
In Section 3 it is shown that the indefinite line integral of a function which 
is discrete analytic on a region R is independent of the path (for paths lying 
in R) and is itself discrete analytic on a subregion of R. A sequence of discrete 
analytic polynomials is generated. 
While it is clear that the set of discrete analytic functions is closed under 
addition, in general the ordinary product of two such functions is not discrete 
analytic. However, a method of defining a closed multiplication operation has 
been provided by the convolution product introduced by Duffin and 
Rohrer [4]. This product is based upon a discrete formulation of Green’s 
Theorem, and may be applied in particular to the generalized version of 
discrete analytic functions considered here. Other results concerning the 
generation of new discrete analytic functions from those already known will be 
presented elsewhere. 
2. THE GENERALIZED OPERATORS L AND D 
2.1 The Generalized Line Integral and Discrete Analyticity 
It is desired to define a discrete line integral from which a discrete version 
of Morera’s Theorem may be formulated. Some preliminary definitions are 
necessary. 
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For unit squares (described above) regarded as closed two-dimensional 
point sets, a region designates a union of unit squares. A simple region R is a 
simply connected set which is the union of a finite number of unit squares. 
Thus the boundary of a simple region R is a set of simple closed curves B 
which are composed of edges of unit squares belonging to R. The point p is 
called an interior point of R if d(p, B) > 1, where d(p, B) = minUEB /p - 4 / . 
An interior square of R is one each of whose vertices is an interior point of R. 
For a given lattice point z, the set of lattice points 
w-4 = {P I I P - 2 I < (2)““l 
is the set of nearest neighbors of z. 
Let a, b, c, d denote arbitrary (for the moment) real constants, and let 
the lattice operators P and Q be defined in terms of the fundamental transla- 
tion operators X and Y: 
P = a(1 + X) + @X-l + X2) + c[(Y + Y-1) (I + X)] 
+ 4( Y + Y-l) (X-l + X2)1 ; 
Q = a(1 + Y) + b(Y-l + Y”) + c[(X + X-l) (I + Y)] 
+ d[(X + X-l) (Y-l + Y2)]. (2-l) 
It is convenient to represent P and Q pictorially in the form of stencils. These 
devices exhibit the points at which functional values are to be computed, with 
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FIG. 1. The stencils for P and Q. 
d . 
The point z at which the stencil is to be applied is circled. Note that P and 
Q are operators which relate the functional values at the end points of a par- 
ticular edge to the functional values at the sets of nearest neighbors of the 
end points. 
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Define the integral of a lattice functionfalong a single edge of the lattice by 
.r 
z+l 
f sx = Pf(x); 
z 
jyfsx = - ,:-,fsx = - Pf(x - 1) = - px-if(a); 
s 
z+i 
f sx = iQf(x); 
z 
+ = _ f f sx = - iQf(x - i) = - iQY-‘f(x). (2.2) 
z z--i 
Now let x0, zr , xa ,..., z, denote any chain of lattice points; i.e., 
I %l - xnwl 1 = 1 for n = 1,2 ,..., m. Let a( = za) and /3( = z,) denote the end 
points of the chain, and let pn = x, - znml . Then the line integral off along 
the chain is given by 
s Efss = f (a[f(zn-1) +f(%)l + b[fc%-1 - Pn) +.%I + PnN 01 ?Z=l 
+ c[f(~-~ i id +fb f ir+Jl 
+ 4f(%-1 - Pn ZtiPn) 
+ f(~ + pn * idI> pn y (2.3) 
where both the + and - signs are to be used where indicated. For the closed 
chain C forming the boundary of the unit square associated with the point z, 
(a = /I = z), traversed in the counterclockwise direction, (2.3) may be sim- 
plified to 
Lf(a) = IcfSa = [P + iQX - PY - iQ]f(z). (2.4) 
We now formulate a discrete version of Morera’s Theorem. 
A lattice function f is said to be discrete analytic on the unit square associated 
with the point x if Jcf Sz = 0; i.e., Lf(x) = 0. Thusfis analytic in a simple 
region R if f is analytic on each square contained in R, and a function which 
is discrete analytic on every square may be termed an entire function. (See 
Fig. 2.) 
LEMMA 2.1. If B is the boundary of a simple region R, then 
I f 82 = CLf, B R (2.5) 
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FIG. 2. The stencil for L. 
d + id 
. 
PROOF. Compute the line integral jcf8s over all unit squares contained 
in R, noting that all nonboundary edges are traversed twice, in opposite 
directions. The symmetry of the stencils for P and Q together with (2.2) 
guarantees that the integrals along these edges will cancel. Since only the 
integrals along boundary edges remain, the result follows. 
When (2.5) is compared with the classical continuous case, it is found that 
(- i/27r) Lf corresponds to the residue off at a particular unit square. The 
following theorem is a direct consequence of (2.5). 
TIBOREM 2.1. Iff( ) z is analytic in a simple region R wdh bounaky B, 
then SBf 62 = 0. 
(Here, of course, it is assumed that f (z) is defined on a larger region con- 
taining R in its interior.) 
2.2 The Cathy-Riemuma Equations and the Hard Operator D 
Whereas a continuous analytic function f must satisfy the familiar partial 
differential equation (i?f/ilr) = - i(af/8y), an examination of the condition 
for discrete analyticity shows that a discrete analytic function f must satisfy 
an analogous partial difference equation: 
(X - I) Qf (.a) = - i( Y - I) Pf(z). (2.6) 
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Let f = u + iv, where u and v are real functions of the real variables x and y; 
then (2.6) resolves into the real equations 
(4 (X - I) Qu(z) = (Y - I) Pv(z), 
(b) (Y - I) Z%(z) = - (X - I) Qv(z). (2.7) 
These are the analogues of the Cauchy-Riemann equations. They lead, in 
turn, to a discrete harmonic operator. 
There are many forms of discrete approximations to the continuous har- 
monic operator, the Laplacian, d = (as/&S) + (8/8yz); cf. Collatz [2]. 
In particular, for the two dimensional square lattice, any difference operator 
whose stencil features 90” rotational symmetry about a central point the 
coefficient of which is the negative of the total of all other coefficients, is such 
an approximation; it may be designated as a discrete harmonic operator. This 
is a direct consequence of the properties of the Taylor expansion. (The 
accuracy with which such operators approximate the Laplacian can be 
improved by a judicious choice of lattice point patterns and coefficients.) 
THEOREM 2.2. Let f be discrete analytic in a simple region R with boundary 
B. Then the real and imaginary parts off are discrete harmonic at each point 
p E R such that d(p, B) > 2. 




PROOF. Eliminate v by operating on both sides of equation (2.7a) with 
(X - I) Q and substituting from Eq. (2.7b). Thus 
[(X - I)” Qz + (Y - I)* P] u(z) = 0. (2.8) 
A similar relationship holds for v. The operator (X - I)Q essentially 
translates equation (2.7a), valid on the square associated with the point a, 
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to apply to the sixteen squares associated with the circled points of Fig. 3b. 
Thus equation (2.8) is valid if f is analytic on each of the sixteen squares. 
It is clear that this condition is fulfilled for each point .Z = p - 1 - i, wherep 
(Fig. 3b) satisfies the hypothesis of the theorem. 
To exhibit the harmonic character of the operator enclosed in brackets, we 
shift its point of application to the point p = XYx. Then u(p) = XYu(z), 
and (2.8) becomes 
X-'Y-l[(X - I)2 Q2 + (Y - I)2 P2] u(p) = 0, (2.9) 
or 
Du(p) = [(X - 2I+ X-l) Y-lQ2 + (Y - 2I+ Y-1) X-lP2] u(p) = 0. 
The operators enclosed in parentheses are the familiar second-order central 
difference operators; this, together with the similarity in form of P and Q, 
characterizes D as a 49-point discrete harmonic operator centered at the 
point p. A more explicit form of D is provided later. 
COROLLARY 2.1. If f is an entire function, then the real and imaginary 
parts off are discrete harmonic at every lattice point. 
REMARK. The hypothesis on the point p in Theorem 2.2 may be weakened 
when the coefficients a, b, c, dare chosen to satisfy certain requirements. It is 
instructive to examine the following simple case. 
Let a=l, b=c=d=O. Then P=I+X, Q=I+Y; 
L = L, = (1 - i) (I+ iX - XY - iY). (Here the condition Lf (z) = 0 
is essentially the Ferrand-Duffin criterion for discrete analyticity). 
Also, 
(X - 2I + X-l) Y-lQ2 = XY + X-lY--l + XY-l + X-lY 
+ 2(X + X-l - Y - Y-l) - 41, 
(Y - 21+ Y-1) x-lP2 = XY + x-1Y-1 + XY-1 + x-1Y 
+ 2( - x - x-1 + Y + Y-1) - 41. 
Adding, we obtain D = D, z 2(XY + X-lY-l + XY-l + X-lY - 4I), 
where the expression in parentheses is recognized as a common five-point 
harmonic operator. Note that for the case under consideration, the operations 
leading to (2.8) transfer equation (2.7a) to only four squares instead of sixteen. 
As a result, u and v are seen to be discrete harmonic at all points p E R 
satisfying d(p, B) 2 1, i.e., at all interior points of R. 
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2.3 The Operator L* and the Factorization of D 
In the general case we have 
L=(a-c)(l -i)(I+iX-XY-iiy) 
+ (b - ic - d) (X-l + iXY-l - X2Y - iY2) 
+ (b + ic - d) (X2 + iXY2 - X-IY - iY-l) 
+ d(l + i) (X2Y-l + iX2Y2 - X-lY2 - ix-lY-l); 




where a,,, represents the coefficient of XmYn in (2.10). 
LEMMA 2.2. 
L=$ i am,n(pzyn - x-m+ly-n+l)* 
WL=-1 n=-1 
PROOF. Suppose the operator L is to be applied at the point a. It suffices 
to show that the coefficients of the points XmYnx and X-m+lY-n+lz are the 
negatives of each other. Figure 2 shows that the stencil for L is centered at the 
non-lattice point p = z + -$ + $ i. If the point pi = X*Y% = x + m + ni 
appears on the stencil, so also does the point p, , where p = (Pi + p,)/2. 
Thus 
P,=P-(Pi-P) 
= z + 4 + B i - [(x + m + 4 - (x + B + i- i)l 
=z--m+l+(--+l)i 
- X-“+ly-n.tlz . 
The coefficients of pi and p, are the negatives of each other; this is a direct 
consequence of (2.2) and the definition of L. Thus the stencil may be com- 
pletely determined by listing the coefficients at its lower eight points. 
DEFINITION. For L as in (2.11), define a corresponding operator 
L* = i i gm,*X-“Y-n, 
n--l n---l 
where So,% denotes the complex conjugate of am,n .
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LEMMA 2.3. L* = - X-‘Y-1,5. 
PROOF. 
L* = i i &$,x-my--n 
m--l t&=-l 
= i i (q&x-my-n - Xrn-1yn-1) 
nz--1 n--l 
= _ x-1y-1 i i am,,(Xmyn - X-m+1y-n+l) 
m=-1 n=-1 
= - ply-q. 
THEOREM 2.3. - L*Lf(z) = - LL*f(z) = Of(z). 
PROOF. Since P and Q are real operators, the proof will not be obscured by 
reverting to the shortened form for L; i.e., L = P + iQX - PY - iQ. 
Then by the lemma, L* = - X-lY-l(P - iQX - PY + iQ). Thus by (2.9), 
- L*Lf(a) = - LLY(z) 
= X-‘Y-‘[(X - Z)2 Q2 + (Y - Z)2 P]f(z) = Df(z). 
REMARK. In the expression L*L, the operator L* transfers the operator L 
to each of sixteen squares, z being the center point of the sixteen-square 
region. Thus we may again conclude that if d(z, B) > 2, then Of(z) = 0; 
this provides an alternate proof of Theorem 2.2. 
COROLLARY 2.2. Given a lattice function h(z), let f (2) be defined by 
f(z) =L*h(z). Then if h * h 1s armonic at the point z, f is analytic at 2. 
PROOF. Lf (z) = LL*h(z) = - Dh(z) = 0. 
REMARK. The difference operators L and L* may be regarded as analogues 
of the differential operators 
a 
Ei= +(L+i$) and i=-$-(i-i;), 
respectively, where z and P are called conjugate coordinates; see Nehari [7]. 
In this context the classical analytic functions are characterized by the condi- 
tion (af /a%) = 0; moreover, it is seen that @“f/&z a%) = 2 df. Pursuing this 
analogy we may finally state 
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THEOREM 2.4. If L*f = 0 in the entire plane, then f = g, where g is an 
entire function. 
PROOF. Let g = j Then 
Lg = - XY.Gf = - XYLTf = 0. 
Obvious modifications of this relation, due to the translation XY, obtain in 
subregions of the plane. 
2.4 Condensed Harmonic Operators 
Finally we consider the special case where a, b, c, d are chosen so that P 
and Q have common factors. A careful examination of Figure 1 reveals that 
any common factor of P and Q must have the form of S, , S, , or S, as des- 
cribed below. 
LEMMA 2.4. The choices 
(i) a, c arbitrary, b = 0, d = c; 
(ii) a, b arbitrmy, c = b, d = 0; 
(iii) a, b, d arbitrary, c = b + d 
lead to the common factors 
(i) S, = al + c(X + X-l) (Y + Y-l); 
(ii) S, G (u - b)l + b(X + X-l + Y + Y-l); 
(iii) Ss GE S, + d(X + X-l) (Y + Y-l), 
respectively. 
PROOF OF (iii). 
P3 = a(1 + X) + b(X-l + X2) + (b + d) (Y + Y-l) (I + X) 
+ d(Y + Y-l) (X-l + X2) 
= (u - b) (I + X) + b(1 + X + X-l + X2) + b(Y + Y-1) (I + X) 
+ d(Y + Y-9 (I + X) (X + X-l) 
= (a - b) (I + X) + b(1 + X) (X + X-l + Y + Y-l) 
+ d(Y + Y-l) (I+ X) (X + X-l) 
= (I+ -q s2; 
Qs=(I+ Y)S,. 
The proofs of(i) and (ii) are similar and are omitted. 
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LEMMA 2.5. Let the conditions for analyticity, corresponding to the choices 
(i), (ii), (iii) be written &f(x) = 0; then L, = SjL, , j = I, 2, 3. 
PROOF. 
Lj = Pj + iQJ - P,Y - iQj 
= Sj[I + X + iX(I + Y) - (I + X) Y - i(1 + Y)] 
= Si(l - i) (I + iX - XY - iY) 
= S&o , j=1,2,3. 
THEOREM 2.5. Suppose L,,f(z) = 0 on the set of points z which are asso- 
ciated with the unit squares of a simple region R. Then Lf (x) = 0, for 
j = 1,2, 3, on the set of points x which are associated with the interior unit 
squares of R. 
PROOF. No Sj contains a translation operator with exponent larger than 1. 
Then since L, f (z) = 0 on all squares adjacent to an interior square of R, we 
have Li f (z) = SjL, f (z) = 0, for j = 1, 2, 3, on all interior squares of R. 
The following definition will be useful in discussing a modified form of 
Theorem 2.2. 
DEFINITION. A real harmonic operator D corresponding to an analyticity 
operator L will be called condensed if it admits a factorization containing L 
but not L* nor any translation of L*. 
THEOREM 2.6. rf the coeficients a, b, c, d be chosen as directed in (i), (ii), 
OY (iii), and if f (z) is discrete analytic on a simple region R, then the real and 
imaginary parts off(z) aye discrete harmonic at all interior points of R. 
PROOF. As shown above, we have Pj = (I + X) Sj , Qi = (I + Y) Sj , 
Lj = S,LO. The Cauchy-Riemann equations (2.7) become: 
(a) (X - I) Sj(I + Y) u(z) = (Y - I) S,(I + X) v(z); 
(b) (Y - I) $(I + X) u(z) = - (X - I) &(I + Y) D(Z), j = I, 2, 3. 
(2.12) 
A condensed form of a real harmonic operator may be obtained by operating 
on equation (2.12a) with (X -I) (I + Y): Thus 
Sj(X - I)2 (I + Y)” U(Z) = (Y - I) (I + X) S,(X - I) (I + Y) U(X). 
(2.13) 
Using Eq. (2.12b), this expression becomes 
S,[(X - I)2 (I + Y)” + (Y - I)2 (I + X)2] U(Z) = 0. (2.14) 
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Performing the usual shift, we have 
DjU(f) = Sj[(X - 21 + X-l) Y-l(I + Y)” 
+ (Y - 21+ Y-1) x-l(I + X)2] u(p) 
= sjD,u(p) = 0, j = 1,2, 3. 
Since Eqs. (2.13) and (2.14) are valid provided f is analytic on a four-square 
region of which p is the center, the conclusion follows. 
The stencil for D, = S,D, appears in Fig. 4. 
2c 4c . . . . 
2c 
. 
20; 80 20 - 8c . . . . 
. 8c;80 . 4,” 
2a - 8c 
. . 
2a- 8c 
. . . 
2c 4c 2c 
. . . . . 
FIG. 4. The stencil for the harmonic operator D, = S,D, . 
The condensed harmonic operators Dj corresponding to the operators Lj , 
j = 1,2, 3, do not admit a factorization LjLT; indeed, 
LjLj* = sjL,,(sj&,)*= ?$.L,S,*L,* = S,"L& = - S;Do =- - SjDj. 
We remark that S,D, is, however, a harmonic operator. These relationships 
exhibit an obvious factorization of Dj which we state as a corollary to the 
previous theorem. 
COROLLARY 2.3. D.j = - L$Lj , j = 1,2,3. 
The operators Dj are 25-point discrete harmonic operators as compared 
with the 49-point harmonic operators obtained in the general case. 
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3. THE INDEFINITE LINE INTEGRAL AS A DISCRETE ANALYTIC FUNCTION 
Having established the criterion for discrete analyticity, we now examine 
the lattice function which is defined by the indefinite line integral. In this 
section it is shown that the indefinite integral of a discrete analytic function 
is also discrete analytic; thus, the operation of integration may be considered 
a generating operation. 
DEFINITION. Suppose f is discrete analytic on a simple region R, and let a 
and x be points of R. The indefinite line integral off is F(z) = Ji f 6s + K, 
where K is a constant. 
THJSOREM 3.1. F(z) is well dejined on R provided th.e contour joining a and z 
lies in R. 
PROOF. Let C, and C’s denote any two paths lying in R and joining a and z’. 
Let F&z) and F&z) denote the values of F(r) as computed via C, and C’s, 
respectively. Then 
F&) -F&J = c ,: f 6s + 
1 
c ,:f h = I,f 82, 
1 
where B is the closed curve formed by the union of C, and Ca . The latter 
integral is 0 by Theorem 2.1. Thus F,(z) = F,(z). 
In the following we assume that all integration paths lie in R. 
LEMMA 3.1. 
(4 (XmYn - Xffl-1Yn)F(2) = PX”+lYflf (2) 
(b) (XmYn - XmYfl-‘) F(z) = iQXmY+lf(z). 
PROOF. Since F(2) is independent of the path of integration we may write 
XmY’zF(2) = ,yin f 62 + K = ,T-‘+‘” f 82 + K + s:zT+inf 62 
= X4YV(2) + PXm-lYnf (2); 
the proof of (b) is similar. 
REMARK. The above lemma also shows that if a lattice function F(2) is 
unambiguously defined via a line integral of another lattice function f (2), 
the latter must be analytic, for, evaluatingF(2) at points of the unit square 
associated with the point 2 yields 
[(X-I)+(XY-X)+(Y-XY)+(I-Y)]F(2)=0, 
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which may be written, by the lemma, 
[I’ + iXQ - PY - iQ] f(z) = Lf(z) = 0. 
THEOREM 3.2. If f (z) is analytic on a simple region I?, then F(z) is analytic 
on the interior squares of R. 
PROOF. 
L-F(z) = [P + iQX - PY - iQ] F(z) 
= - P(Y - I) F(z) + iQ(X - I) F(z). 
Now by Lemma 3.1, (Y - I) F(z) and (X - I) F(z) may be replaced by 
iQf(z) and Pf(z), respectively, provided the paths (Y - I) z and (X - I) I 
lie in R. Thus in the expression for LF(z), P( Y - I) F(z) may be replaced 
by iPQ!f(z) provided that the twelve paths P(Y - 1) z all lie in R (these 
paths are illustrated in Fig. 5); a similar argument justifies the replacement of 
iQ(X - I) F(x) by iQPf(z). It is seen that the argument is valid only if the 
square associated with the point z is an interior square of R. Then 
LF(z) = - iPQf(z) + iQPf (2) 
= 0. 
COROLLARY 3.1. Iff( ) a is an entire function, then so also is F(z). 
FIG. 5. The twelve paths P(Y - 1)~. 
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4. DISCRETE ANALYTIC POLYNOMIALS 
The preceding corollary shows that the operation of integration may be 
applied repeatedly to generate a sequence of discrete entire functions. Of 
particular interest is the set of entire polynomials in x and y. A discrete 
polynomial is a function of the form 
PW=P(X,Y)= c” f m n a,,x Y , 
m=o n=o 
where a m,n are complex coefficients. Since x = (a + .%)/2 and y = (a - %)/2i, 
p(z) may be considered as a function of x and z and written in the conjugate 
form P(z, 5). The degree of the polynomial p(z) is the total degree of the 
conjugate form P(z, S) in z and X. 
A fundamental emma of the calculus of finite differences asserts that iff(z) 
is a lattice function such that both (X - I) XmYnf(0) and (Y - I) XnaYnf(0) 
are polynomials for any m and 71, thenf(z) is a polynomial. This enables us to 
state 
LEMMA 4.1. Iff( ) z is a discrete analytic polynomial, then the line integral 
F(z) is also a discrete analytic polynomial. 
PROOF. By Lemma 3.1, 
(X -I) XmYnF(0) = PXmYnf(0) 
(Y - I) X”Y”F(0) = iQX”“Y”f(O). 
Clearly the right-hand sides are polynomials whenever f(z) is a polynomial. 
Define the sequence of entire polynomials a,, a,, ~a ,... by the relations 
%+,(.4 = (n + 1) /I %(t> St; uo(z) = 1. (4.1) 
Setting a + b + 2c + 2d = s, and using formula (2.3), we find, for example, 
q(z) = (0 + 1) 1’: 1 6x = g (2a + 2b + 4c + 4d)(z, - z,-J = 2s~; 
0 n=1 
+ c(hz fkn,) + d(k-1 + kJl(~~ - ~-1) 
= 4s2 2 (zn2 - z;,> = 4W; 
?I=1 
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similar but lengthier computations yield 
a&) = (2 + 1) J; 4s2z2 sx = 3 * 4s2 lnfl [$ s(zn3 - 2$-l) 
+ Q (u + 13b - 1oc + 14d) (zn - ZJ] 1 
= 8~~23 + 4s2(a + 13b - 10~ + 14d) K 
By adapting the method of Duffin [3] it is possible to determine the general 
nature of these polynomials. 
THEOREM 4.1. u&z) = (2s~)” + h,(z), 1z = 0, 1,2 ,..., where k(z) is a 
polynomial of degree n - 2 at most. 
PROOF. By induction. The statement is surely true for n = 0. Now assume 
that it is true for the case n = k, i.e., 
Ok@) = (2Sz)k + hk(z), where h&) = O(l z I”-“). (4.2) 
For any lattice function f (z), let 6, f(a) denote the expression f (z + 6) - f(z), 
where E = & 1, f i. Note that 
s-If(Z) = - S,f(z - 1); i3-,f(z) = -S,f(z-i). (4.3) 
By (4.1) and Lemma 3.1, 
~1~,+1(4 = (k + 1) puk(4; %uk+&) = ilk + 1) Q4+ (4.4) 
Letting 6 h,,(z) = 6 a and the Cnomial theirzy) - SE(2=)“+l, we have, using W), (4.4), (2.0, 
6,h,+,(z) = (k + 1) Pu&) - [(2s(z + l))k+l - (2=)“+‘1 
= (k + 1) (2s)” (2a + 2b + 4c + 4d) zk 
+ k(k + 1) (2~)~ (u + b + 2c + 2d) ak-l + O,(a”-2) 
_ (k + 1) @)k+l Zk _ (’ + ‘) (k)2(2s)k+1 ‘k-l _ 02(xk-2) 
+ (k + 1) phk($ 
Since the last term is O(j x I”-“) by hypothesis and the coefficients of zk 
and .zk--l are seen to vanish, we may conclude that S,hk+,(z) = O(] z I”-“). 
By (4.3) we have S-Ihk+I(z) = O(\ z ]k-2); an argument parallel to that above, 
using the second member of (4.4) yields S&zk+&z) = O(l x I”-“). Thus we 
conclude S,hk+r(z) = O(\ a lkP2), so that hk+I(z) = O(l x I”-‘). Since h,+,(z) 
must be a polynomial, it can have degree k - 1 at most. 
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5. PROPERTIES OF L AND D REWLTING FROM SPECIAL CHOICES OF a, 6, c, d 
Except for the discussion in Section 2.4, the coefficients a, b, c, d have been 
thus far regarded as arbitrary real numbers. It is our purpose in this section 
to examine the possible choices of these constants with a view toward the 
following criteria: 
(I) accuracy of the integration formula (2.3) with respect to ordinary 
polynomials of higher degree on the interval [0, I]; 
(2) analyticity of ordinary polynomials of higher degree; 
(3) accuracy of the operator D as an approximation to the continuous 
Laplacian; 
(4) the property of non-negativity of the operator D. 
A close relationship has been found between (l), (2), and (3). 
THEOREM 5.1. It is possible to choose a, b, c, d so that the integration form- 
ula (2.3) yields accurate results for polynomials of degree < 5 on the interval 
PO, 11. 






















z5 Sz = a + 31b - 8c - 68d = 4. 
0 
This overdetermined system remains consistent; imposition of the additional 
condition Jt # 6z = 4 renders the system inconsistent. Actually the rank 
is only three. Choosing d as a parameter we obtain the solutions: 
97 - 38401 &+960d 11+ 12ood a= 
240 ’ 240 , c= .J&) - 
(5-J) 
The choice of d remains arbitrary. 
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Before considering item (2), we mention a special translation property of 
the polynomials. 
LEMMA 5.1. If the set of ordinary polynomials of degree < n is discrete 
analytic at a given point p, then each polynomial in the set is an entire 
function. 
PROOF. By induction. The statement is clearly true for polynomials of 
degree 0. Suppose the statement is true for polynomials of degree < n - 1. 
It will suffice to show that if the polynomial zn is analytic at the given point p, 
it is an entire function. Let 01 + i/3 be an arbitrary lattice point. Then 
(Y + i#? = XsYtp = p + s + it, for certain integers s and t. 
L(a+is)“=L(p+s+it) 
= L(p” + npn-l(s + it) + .*. + (s + it)“) 
= LP” + Lf (p), where f is a polynomial of degree n - 1. 
Thus L(a + $3)” = 0, and we may conclude that all ordinary polynomials 
of degree < n are entire functions. 
THEOREM 5.2. A necessary and sujkient condition that all ordinary poly- 
nomials of degree < 6 be entire functions is that 
a + 13b - 10~ + 14d = 0. 
PROOF. In the above lemma we choose p = 0, and form the equations 
Lx”(O) =0, n =O,l,..., 6. The stated condition results; details are omitted. 
hhMRK. If the above condition is satisfied, the work of Section 4 shows 
that the fourth member of the sequence of discrete analytic polynomials 
generated by successive integration is 8sV. 
The homogeneous equation of the preceding theorem is identically satisfied 
by the choice of a, b, c as in (5.1). The condition LS(O) = 0 leads to the 
equation 9a + 37b - 150~ + 746d = 0; this latter equation is incompatible 
with the choice of a, b, c as in (5.1). 
Theorems 5.1 and 5.2 provide an interesting analogy with the Ferrand- 
Duffin theory of discrete analytic functions [5], [3], where the requirement for 
accurate integration of the polynomials za and zr leads to two dependent 
equations for the single coefficient a, and the solution a = i renders the 
polynomials Zo, 9, 9 entire functions. 
Preliminary to consideration of items (3) and (4), an explicit form of the 
general harmonic operator D = - LL* is now presented. It may be verified 
that 
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D = - LL* = [2(a - c)~ + 4(a - c) (b - d - c) - 4(b - d) c - 4d(a - c)] 
x [XY + X-lYT-l + x-lY + XY-1 - 411 
+ [(b - d)2 + c2 - 2(bd - cd - d2)] 
x [X-Y1 + XY-3 + X3Y + x-lY3 - 411 
+ [(b - d)2 + c2 - 2(bd - cd - d2)] 
x [XY3 + x-3Y + x-‘Y-3 + XSY-1 - 411 
+ 2d2[X3Y3 + X-3Y-3 + X-3Y3 + X3Y-3 - 411 
+ [4(b - d) c f 4d(a - c)] [X2Y2 + X-2Y-2 + X-2Y2 + X2Y-2 -41-j 
+ [- 4ja - c) (b - d - c) + 4(bd - d2 - cd)] 
x [X2 + Y2 + x-2 + Y-2 - 411 
+ [2(b - d - c)~ - 4a(b - d + c) - 4(bd - d2 + cd)] 
x [X + Y + x-1 + Y-1 - 411 
+ [- 2(b - d)2 + 2c2] [X3 + Y3 + X-3 + Y-3 - 411 
+ 2(a - c) (b - d + c) [X2Y + X-lY2 + X-2Y-1 + XY-2 - 411 
+ 2(a - c) (b - d + c) [XY2 + X-2Y + X-1Y-2 + X2Y-l - 411 
+ 2(bd - d2 + cd) [X-3Y2 + X-2Y-3 + X3Y-2 + X2F3 - 411 
+ 2(bd - d2 + cd) [X-2Y3 + X3Y2 + X-3Y-2 + X2Y-3 - 411. (5.2) 
Note that all operators enclosed in brackets are themselves discrete harmonic 
operators. 
In using a discrete harmonic operator to approximate the solution of a 
Dirichlet or Poisson-type problem in a region R, one may impose a square 
h-mesh or grid upon R and replace Laplace’s operator Au(p) with the dif- 
ference operator Du(p). An interior node p = p,, is thus related to a set of 
neighboring nodes qi , i = 1,2 ,..., Ye and in general one deals with a linear 
expression of the form: 
(Dirichlet-type formulation), (5.3) 
where the u(p, qi) are real constants. (The literature abounds with interpola- 
tion schemes for devising similar linear expressions at interior nodes near the 
boundary.) The resulting system of difference equations is to be solved for 
the unknown functional values u(p) in terms of the known values of u on the 
boundary. The accuracy of D as an approximation to the Laplacian can be 
determined as a function of the mesh size h, assuming the higher order 
derivatives of the unknown function u remain bounded. Bramble and 
Hubbard [l] have made extensive investigations of the accuracy in cases 
where several discrete harmonic operators are used simultaneously. 
We now investigate the accuracy of D as achieved by the choices of a, b, c 
as in (5.1). Here we assume a lattice spacing h; i.e., 
X~Y%(x, y) = u(x + mh, y + nh). 
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Grouping the translation operators as in (5.2) and using the Taylor expansion 
together with the notation D, = (a/ax), D, = (ajay), we have: 
(XY + x-‘Y-1 + XY-1 + x-1Y - 41) u(x, y) 
=u(x+k,y+k)+u(x--h,y--)+u(x+k,y--h) 
+ u(x - k, Y + 14 - 4+, y) 
= [eh(Dz+Dv) + eh(-D,-D,) + eh(%-Dy) + eh(--Dz+Dv) _ 43 u(X,Y) 
= [4(cosh k D, cash k D, - l)] u(x, y) 
= [2kz(D,z + D,2) + 4k4 cDv4 ; Ox4 + DT;2t,P’2) 
+ 4h6 (D,6 ; ‘,” + 
Dz2 0,” + Dz4 Dv2 
2! 4! )I 4~ Y) + W’); 
(XY3 + x-3Y + x-lY-3 + X3Y-1 - 41f x-3y-1+ XY-3 
+ X3Y + x-lY3 - 41) 24(x, y) 
= 4[cosh h D, cash 3h D, + cash k D, cash 3h D, - 21 u(x, y) 
zzz [20k2(D.’ + Q2) + 4h4 ($ (k4 + Dz4c”) + + Qz2 W) 
+ 4h6 (g (Dr6 + D,“) + & (Dz4 D,2 + 0,” Dv4,)] 4~ Y> + W*). . . 
Because of the symmetry of the operators, derivatives of odd orders do not 
appear in the expansions. Expanding all the terms of (5.2) in a similar fashion 
and multiplying by the proper coefficients from (5.2) we find 
Du(x, y) = [4(a + 6 + 2c + ~cI)~ h2(Dx2 + D,2) 
+i(a+b+2c+2d)(a+b+26c+26d)k4(D,4+Dy4) 
+2(a+b+2c+2d)(a+9b+2c+18d)k4D,~0,7u(x,y) 
+ OW). (5.4) 
For the choices of 12, b, c as in (5.1) we have a + b + 2c + 2d = 4. Thus 
Du(x, y) = [h2 V2 + & (a + b + 26c + 26d) k4(Dz4 + 02) 
+ (a + 9b + 2c + 18d) h4 Ds2 D,2] u(x, y) + O(ha) 
= h2V2+ 
[ & (128 + 11520d) k4(Dz4 + Dy4) 
i 
+ 240 (128 + 11520d) k4(Dz2 D$2)] z&c, y) + Ofhe). 
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The terms containing h4 may be eliminated by the choice of d = - &; 
the term containing he remains. Thus 
DU(x, y) = - LL*u(x, y) = IreV%+, y) + O(P), as h -+ 0. 
provided the derivatives of u of order six remain bounded. 
We state this result as a Theorem which is seen to be closely related to 
Theorem 5.1. 
THEOREM 5.3. For the choice of d = (- l/90) and a, b, c us in (5.1), the 
equation h2 Vau = Du is exact for any polynomial in x and y of degree < 5. 
REMARK. Again it is of interest to compare this with the Ferrand-Duffin 
case where D is the standard five-point operator 
D = XY + X-lY-l + X-lY + XY-1 - 41 and DU = U2 V2u + O(h4), 
aa h-0. 
The property of non-negativity (Forsythe and Wasow [6, p. 1811) is useful 
in establishing uniqueness of solution and convergence of certain methods 
of solution of the system of difference equations. 
DEPINITION. An operator of the form (5.3) is solved for u(p) yielding the 
relation 
U(P) = *g [ -ug;y) ] 47d; 
then the operator D is said to be of non-negative type if 
u(P, !d < 0 
sir- ’ 
i = 1, 2 ).,.) r, . 
(5.5) 
Both the standard five- and nine-point discrete harmonic operators satisfy 
this requirement. 
Writing (5.2) in the form (5.3), we see that the coefficient of u(p) is 
4P, P) = - *$I 4P, Pi)* 
Then the condition (5.6) will be fulfilled if u(p, qi) > 0, i = 1,2,..., 48 or 
a@, pi) < 0, i = 1, 2 ,..., 48. (A glance at the left sides of (1) (2), 
(3) below shows that the latter may be achieved only by the trivial 
choice a = b = c = d = 0.) 
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The inequalities to be satisfied are then: 
(1) 2(a - c)2 + 4(a - c) (b - d - c) - 4(b - d) c - 4d(a - c) > 0; 
(2) @ - dj2 + 8 - 2d(b - c - d) > 0; 
(3) 2d2 > 0; 
(4) 4(b - d) c + 4d(u - c) >, 0; 
(5) - 4(b - d - c) (u - c - d) > 0; 
(6) 2(b + c - d) (b + c - 3d - 2u) > 0; 
(7) - 2(b - d + c) (b - d - c) >, 0; 
(8) 2(u - c) (b - d + c) > 0; 
(9) 2d(b + c - d) >, 0. 
The results concerning the existence of discrete harmonic operators of the 
form D = - LL* which are of nonnegative type may be summarized as 
follows: 
(i) If d = 0, an operator of nonnegative type is obtained only if 
b = c = 0, a # 0; the result is essentially the standard five-point operator. 
(ii) If d > 0 (the results for d < 0 are similar), then an operator of non- 
negative type is obtained if the equation b + c - d = 0 and the inequalities 
- 2c(u - c - d) < 0, - c2 + d(a - c) > 0, + c2 - 2cd 2 0, 
and 
(u - c)” - 4c(u - c) + 28 - 2d(u - c) 3 0 
are satisfied. It is possible to choose a, b, c, d so as to achieve this goal. The 
proofs are lengthy and are relegated to the Appendix. 
Of special interest is the choice c = 0, b = d, a > 2d > 0. Then 
D = fi s (u” - 2ad) [XY + X-lY-1 + X-1Y + XY-1 - 411 
+ 2d2[X3Y3 + X-3Y3 + X-3Y3 + X3Y-9 -413 
+ 4ad[X2Y2 + X-2Y-2 + X2Y-2 + X-2Y2 -44; 
(See Fig. 6.) 
Finally we consider a special property of the operator B. Solving the equa- 
tion Bu(p) = 0 for n(p), we find U(P) represented as a weighted average, with 
positive weights, of the values of u at a certain connected set of neighboring 
points G, , where 
G, = {q 1 d(p, q) = k(2)lj2, for K = 1,2, or 3). 
For simplicity, consider the set of lattice points S which are interior to some 
simply-connected rectangular region in the plane, and let S’ designate the 
complement of 5. Then define the border of S: 
















. . . . 
4ad 
. . . 0 
a*-2ad 
0 . 0 . 
-4( a2t2adt2d2) 
. 0 . . 
0 l 0 
. 
. . . 0 
. . . . 
2d2 
0 
FIG. 6. The stencil for b with c = 0, b = d, a > 2d > 0. 
LEMMA 5.2. Suppose u is defined on S U B(S) and satisjies ih = 0 on S. 
Then 
PROOF. Let M be the maximum value of u on S, and suppose u(p’) = M, 
p’ E S. Then since u(p’) is a weighted average with positive weights, there are 
two possibilities: 
(i) If G,, n B(S) = 4, then u(q) = M, Vq E G,,; 
(ii) If G,, n B(S) # 4, then u(p) > M for some q E G,t n B(S), and 
the statement is proved. 
In the case of (i), we repeat the argument with p’ replaced by each q E G,, , 
using the process of continuation until finally (ii) applies. 
A similar argument shows that min,,(n u(p) < min,,, u(p); hence if 
u = 0 on B(S) and l% = 0 on S, then u = 0 on S u B(S). 
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APPENDIX 
We now present the proofs for the results concerning existence of general- 
ized discrete harmonic operators of non-negative type, discussed in Section 4. 
PROOF OF (i). Assume d = 0. Then (4) demands bc > 0. There are 
four possibilities: 
1. b=c=O; 
2. b = 0, c # 0; 
3. b # 0, c = 0; 
4. b, c # 0, and b and c have the same parity. 
1. For b = c = 0, all inequalities are satisfied with only the first remaining 
nonzero; the resulting operator D is seen to be the standard five-point form. 
2. For b = 0, c # 0, (5) demands (a - c) (- c) < 0 while (6) demands 
c(c - 2~) > 0. Suppose c > 0. Then (5) G- a 3 c, and (6) + -- 2a > - c. 
Addition of the latter two inequalities yields - a > 0 or a $0, which is 
incompatible with a > c > 0. The proof for c < 0 is similar. 
3. For b # 0, c = 0, (7) demands - b2 > 0 which is impossible. 
4. For b f: 0, c # 0, b and c having the same parity, assume b > 0, 
c > 0. Then (8) d emands a 3 c. With a = c, it is impossible to satisfy (1). 
Thus e > c. Also (5) demands b < c, and (6) demands b + c > 2~. Now 
b~c=>b+c~2csowehave2cbb+c~2aorc3a,whichcontradicts 
a > c. The proof is similar when we assume b < 0, c < 0. 
Thus the only possibility of achieving a nonnegative operator, with d = 0, 
lies with the choice a # 0, b = c = d = 0. 
PROOF OF (ii). Assume d > 0. Then (9) demands b + c - d 2 0. There 
are two possibilities: 
1. b+c-d>O; 
2. b+c-d=O. 
1. If b + c - d > 0, then (8) d emands a - c > 0, and (7) demands 
b-d--c<O. 
Here again we consider two possibilities: 
1.1. b-d-c<O; 
1.2. b - d - c = 0. 
1.1. Ifb-d-c<O,then(5)demandsa-c-d>O.Nowaddition 
of the two inequalities - b + d + c > 0 and a - c - d 3 0 yields 
a - b > 0. But (6) demands 
b+c-3d-2a>O or (a - b) + (a - c) + 3d < 0. 
This is impossible since a - b > 0, a - c > 0, and 3d > 0. 
652 HUNDHAUSEN 
1.2. If 6 - d - c = 0, then c = b - d and thus (6) demands 
2~ - 2d - 2~2 3 0, or (U - C) + d < 0; again this is impossible since 
a - c >, 0 and d > 0. 
2. If b + c - d = 0 or 6 - d = - c, then 
(5) demands - 2c(a - c - d) < 0; 
(4) demands - c2 + d(a - c) > 0; 
(2) demands c2 + 2cd 3 0; 
(1) demands (u - c)~ - 4c(a - c) + 23 - 2d(a - c) 2 0. 
These four inequalities are compatible for certain choices of II, c, d. For 
example, if c = 0, it remains only to satisfy 
(4) ad >, 0; 
(1) a(a - 2d) > 0. 
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