Wavelet coefficients are estimated recursively at progressively coarser scales recursively. As a result, the estimation is prone to multiplicative propagation of truncation errors due to quantization and round-off at each stage. Yet, the influence of this propagation on wavelet filter output has not been explored systematically. Through numerical error analysis of a simple, generic sub-band coding scheme with a half-band low pass finite impulse-response filter for down sampling, we show that truncation error in estimated wavelet filter coefficients can quickly reach unacceptable levels, and may render the results unreliable especially at coarser scales.
INTRODUCTION
With the exception of Haar wavelets, wavelet coefficients (e.g., in Coiflets or 
where S and N denote the power of the signal and noise. With small relative error, the expression in brackets can be replaced with S N , where· denotes the mean. Assuming the respective coefficients of variation, c S = σ(S) S , and c N = σ(N ) N are small (i.e. bounded by a a small constant ǫ), the minimal relative error can be obtained as
after a simple algebraic manipulation. The term in parenthesis consists of two approximately normally distributed random variables (given a large sample size) with zero mean and a small variance, divided by a normally distributed random variable with mean one and a small variance. Therefore, the difference on the left-hand side will be relatively small with high probability. From now on, we assume the numerator and denominator in equation 1 can be replaced by its expectation.
Let f k be the downsampling filter. Then, for a fixed input S using a noise free filter of length N, the detail coefficients d yz take the
When each of the filter coefficients f i is perturbed by noise (ǫ i ∼ N (0, λ i ), where λ i is chosen to fix the input signal-to-noise ratio, SNR I ) , the perturbed detail coefficient,d yz , takes the form
At scale level z, the output signal to noise ratio (SNR O ) is then given (in decibels) by 10 log 10
where
Assuming that E[S i S j ] = δ ij , we can approx-imate the numerator as
Note that the indices {i 1 , i k , i ′ k , k = 2 · · · z} are freely varying in the above equation. Since f k is a low pass filter with unity gain, we can assume k f k =1. We also assume that each of the f k are positive (there are many low pass filters which are strictly positive, and the gain can always be adjusted). Under these assumptions, and assuming no exclusions due to truncation, it is easy to show that bounds for the numerator,
10 log 10 E(
These inequalities will be true for real data with a very small margin of error. However, only inequality 9 is likely to carry much weight.
Further note that by assumption,
= −SNR I − 10 log 10 f 1 + 10 log 10 1 +
where f j is a factor that depends only on the filter coefficients f j under the above assump- 
Equation 13 shows that we have all products of all filter coefficients of length 2z, but two are excluded. The excluded ones represent the same scale, and are required to be evaluated at the same index. One remaining coefficient is fixed so that both products of coefficients would contribute to the same detail coefficient. To obtain a bound on this sum of products, we again assume j f j = 1. In this case,
and thus, 10 log 10 y d
2 yz
when there is no truncation due to coefficients being out of bounds.
The two bounds (equations 9 and 14) on the SNR posit that for each scale, the SNR will decrease linearly with slope one as a function of the input SNR, and will fall off logarithmically per octave. That is, the actual data degrades at a rate of -1.6 decibels per octave, and a linear fit to 10 log 10 z would yield a reduction of 0.92dB per octave. Additional non-linear factors and other factors not treated in this simple model are operative in the numerical simulations.
NUMERICAL ANALYSIS
To study truncation errors numerically, we generated a unit-power white noise time series (n = 2 14 ) (our results are qualitatively the same for different classes of time series), Note that although the sub-band analysis presented here is not identical to downsampling using Coiflets or Daubechies filters [2] , small errors in the coefficients will still propagate in the latter case because the propagation depends strongly on the length of the filter applied prior to the downsampling.
We expect errors with relatively large D15
(N = 30 coefficient Daubechies) filter to be comparable to the case presented here. * mike@cns.bu.edu
