Hebbian learning refers to an unsupervised correlation-based adaptation mechanism and is usually formulated in terms of mean firing rates. In this Chapter we study learning at the spike level. The learning process is driven by the temporal correlations between presynaptic spike arrival and postsynaptic firing.
Introduction
The relevance of precise temporal spike timing in the cortex -or neural systems in general -is a fundamental, yet unsolved question [Abeles, 1994; Bialek et al., 1991; Hopfield, 1995; O'Keefe and Recce, 1993; Mainen and Sejnowski, 1995; Shadlen and Newsome, 1994; Softky, 1995; Rieke et al., 1996] ; see also Chapters 1 and 4 of this book. There are, however, a few specialized subsystems for which the relevance of temporal information has been clearly shown. Prominent examples are the electro-sensory system of electric fish and the auditory system of barn owls [Carr and Konishi, 1990; Carr, 1993; Heiligenberg, 1991; Konishi, 1986; Konishi, 1993] . Here we use the latter as an example to study the following question: How can the timing of spikes be learned during early development? Specifically, how can processes of pulse generation and signal transmission be fine-tuned so as to achieve the required temporal precision?
The problem of spike-based learning arises whenever a neural system uses a strategy of temporal coding by action potentials. The auditory system is only one of several potential examples. Since we think that learning is a fundamental concept, we start in Section 2 with the problem of Hebbian learning and formulate a learning rule which operates on the level of single spikes. In Section 3 we give a quick overview of spike timing in the localization pathway of the barn owl auditory system. One of the key processes in the auditory system is phase locking discussed in Section 4. Finally, in Section 5, we bring the two strands, viz. Hebbian learning and auditory processing, together and apply the learning rule of Section 2 to the problem of delay tuning in the auditory system of the barn owl.
Hebbian Learning

Review of Standard Formulations
D. Hebb formulated in 1949 a fundamental principle of learning [Hebb, 1949] :
When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.
Hebb's description states that correlations between the firings of the preand postsynaptic neurons drive changes in the transmission efficiency. Even though the idea of learning through correlations dates further back in the past, correlation-based learning rules are now generally called Hebbian learning.
In standard neural network theory, the Hebb rule is condensed to a formula for the change of synaptic efficacy as a function of pre-and postsynaptic firing rates; see, e.g., [Hertz et al., 1991; Haykin, 1994] . Let us write j for the presynaptic firing rate and i for the rate of the postsynaptic neuron.
Then the change w ij of the efficacy of a connection from j to i after a learning experiment of duration T is The first term on the right-hand side of (14.1) picks up the correlations between pre-and postsynaptic activity. The next terms are useful to impose some specific requirements like a proper normalization. The diagonal terms c ii 2 i and c jj 2 j are usually omitted.
As an example of (14.1), let us consider the learning rule w ij = ( i ? ) j (14.2) which is a special case of (14.1) with parameters c ij = ; b i = 0; b j = ? ; c ii = c jj = a = 0. With the rule (14.2) the direction of synaptic change (increase or decrease) reverses if the output rate i crosses the reference rate . For < 0, (14.2) has an interesting property. Learning tends to move the output rate i towards the reference value . Let us consider the situation where i < and < 0. Then all synapses grow ( w ij > 0 for all j)
with a rate proportional to j . Thus the overall input strength / P j w ij j increases. Stronger input raises the output rate which therefore moves in direction of . Inversely, if i > , all synaptic efficacies decrease and so does i . Our spike-based learning rule, to be discussed below, will have the same property of output normalization.
The Hebb rule (14.1) may be viewed as a special case of a general learning rule [Sejnowski and Tesauro, 1989; Kohonen, 1984] w ij = F(w ij ; i ; j )
where F is some arbitrary function of three variables. This rule (14.3) is a local learning rule, since the information about pre-and postsynaptic firing rates and the present state w ij of the synaptic efficacy could easily be available at the location of the synapse. (The firing rate of other neurons k 6 = i; j, however, would be not). Expansion of (14.3) to second order in the rates i , j yields (14.1). As mentioned before, the diagonal terms c ii 2 i and c jj 2 j are often set to zero; see, e.g., [Hopfield, 1982; Miller et al., 1989] . Hebbian learning can also be generalized to time-dependent problems, e.g., sequence learning [Sompolinsky and Kanter, 1986; Herz et al., 1988 Herz et al., , 1989 Minai and Levy, 1993; Wu et al., 1996; Wimbauer et al., 1994] .
The expansion coefficients a; b i ; b j ; c ij ; c ii ; c jj may, in general, depend on w ij . The functional dependence of the parameters upon w ij is useful to impose weight normalization; see, for example, [Oja, 1982; Kohonen, 1984; Miller and MacKay, 1994] . To see why normalization is necessary, let us return to (14.1). The Hebb rule (14.1) gives the change of the synaptic efficacy after a single learning session of duration T . If the experiment is repeated over a large number of trials, the weights w ij can, in principle, grow without bounds. To avoid unlimited growth, we can either (i) use the w ij -dependence of the coefficients to impose some weight normalization, or (ii) impose explicit upper and lower bounds for w ij or (iii) renormalize the weights by hand after each trial. In the spike based learning rule discussed in the following section we have chosen the second possibility: a weight w ij is not modified, if w ij + w ij > w max or w ij + w ij < 0.
Hebbian learning is considered one of the main driving forces for neuronal organization during development. The first model studies of cortical organization development [Willshaw and von der Malsburg, 1976; Swindale 1982] , have incited a long line of research, e.g., [Kohonen, 1984; Linsker, 1986abc; Miller et al., 1989; MacKay and Miller, 1990; Obermayer et al., 1992] . Most of these models use in some way or another a correlationbased unsupervised learning rule similar to (14.1) or (14.3); for a review see [Erwin et al., 1995] . Note, however, that (14.1) and (14.3) are based on a rate coding hypothesis. The exact spike timing plays no role in the learning rule. Since we want to explore pulse coding in this book, we need learning rules which take spike timing into account. Spike-based learning is the topic of the following subsection.
Spike-Based Learning
Hebbian learning is often vaguely described as an adaptation rule where a synapse is strengthened if pre-and postsynaptic neuron are 'simultaneously' active. In the context of pulse coding, the meaning of 'simultaneously' must be specified.
We consider a synapse from neuron j to neuron i with efficacy w ij . Let us denote the presynaptic spike train by S j (t) =
j denotes the arrival time at the synapse. The symbol F j stands for the set of all spike arrival time at synapse j. The spike train at the output is
i 2Fi (t ? t (f) i ) where t (f) i are the firing times and F i the set of all output spikes. A synaptic change occurs if presynaptic spike arrival and postsynaptic firing coincide within some time window; for recent experimental measurements, see [Markram et al., 1997] .
A simple rectangular time window of duration 2s could, for example, be 
The first term of the right-hand side contains the learning window W(s)
and imposes the simultaneity constraint between presynaptic and postsynaptic firing. An example of a learning window is shown in Figure  14 .1. For an interpretation of the linear terms in (14.4), we may note that Asymmetric learning windows have previously been used in rate models for hippocampal navigation . Related considerations have also appeared in rate models of sequence learning [Herz et al., 1988 [Herz et al., , 1989 Minai and Levy, 1993; Wu et al., 1996] . The learning rule (14.4), however, works on the level of correlation between pulses in the ms range. A spike-based learning rule with short time window has also been applied to the learning of spatio-temporal pulse patterns [Gerstner et al., 1993 ]. Another synapse B, which fires after the postsynaptic spike, is decreased. Taken from [Gerstner et al., 1996] .
Example
In Section 5 we will use a special instance of the learning rule (14.4). We set [Gerstner et al., 1996] w ij = where s = t (f) j ? t (f) i is the delay between presynaptic spike arrival and postsynaptic firing. The parameters are A + = 0:5; A ? = 0:2; syn = 0:5ms, + = 0:5ms, ? = 5ms, and s = ?0:05ms. The linear term isb j = 0:1.
The learning window is plotted in Figure 14 .1 and describes the following effects. If a presynaptic spike arrives slightly before the postsynaptic firing, the synaptic efficacy is increased (W (s) > 0 for s < 0). If a presynaptic spike arrives a few ms after the output spike, the synapse is weakened (W (s) < 0). Qualitatively, the form of the learning window (14.9) seems to be in accordance with experimental results on cortical neurons [Markram et al., 1997] . Time constants in the cortex are, however, much longer than those chosen in Figure 14 .1 which is intended for neurons in the auditory pathway. In the cortex or the hippocampus, the learning window probably has a width of 50-200 ms [Bliss and Collingridge, 1993; Debanne et al., 1994] .
Note that the maximum of the learning window W(s) occurs for a value s = s < 0. Thus the synaptic increase is maximal if the input spike precedes the output spike by an amount js j; see Figure 14 .1. Stable learning requires that s be negative and of the order of the rise time of an excitatory postsynaptic potential [Gerstner et al., 1996; . In accordance with Hebb's statement cited at the beginning of the Section, the stability requirement ensures that those synapses which are already strong and contribute most to triggering a spike receive the maximum reinforcement. The output spike occurs slightly delayed with respect to presynaptic spike arrival, and hence s < 0 must hold.
So far we have discussed the correlation term on the right-hand side of (14.8). Due to the linear termb j > 0 each presynaptic spike has a weak positive influence on the synaptic efficacy, even if there is no output spike.
Let us now return to the rate interpretation (14.7). With the parameter settings given above we have R 1 ?1 W(s)ds < 0 andb j > 0. The other terms on the right-hand side of (14.7) vanish. Thus, the rate equivalent of the spike-based learning rule (14.8) is of the form (14.2) with a factor = R W(s) ds < 0. It follows from the discussion after (14.2) that the output rate will be automatically adjusted during learning to a mean level
Thus the total input P j w ij j to neuron i remains normalized as well.
Nevertheless, individual weights could grow to very high values. To limit the growth, we have imposed upper and lower bounds, that is w ij = 0, if w ij w max or w ij < 0.
Learning Window
In this Section we want to give a more detailed explanation for our choice of the learning window (14.9). In order to make the arguments more transparent we will consider instead of (14.9) the simple window where b is another time constant. In analogy to (14.11), we could allow for a delay b in the dynamics of (14.12), but we will not do so.
Hebbian learning needs both substances to be present at the same time, thus
with some learning rate . The upper index corr is intended to remind the reader that we are concerned with the Hebbian correlation term only and neglect for the moment the linear terms that appear on the right-hand side of (14.4).
Let us now consider the synaptic change caused by a single presynaptic spike at t (f) j and a postsynaptic spike a t (f) 
(14.18) Thus the microscopic two-component model developed in this subsection generates the correlation term on the right-hand side of the learning equation (14.4).
As mentioned before, the learning window (14.9) is slightly more complicated, since it has two phases: a positive phase of synaptic potentiation for s negative or around zero and a negative phase of synaptic depression for large s. The arguments presented in (14.11) -(14.18) would explain the positive phase only. To get both phases we must assume that the output spike triggers two components b + and b ? ; the first one contributes to potentiation with intensity A + and the second to depression with intensity A ? . Repetition of the above steps then leads to the full learning window (14.9).
Even with this extra component, the above 'microscopic' model is still extremely simplified. In particular, it does not take into account other dynamic effects of synapses [Abbott et al., 1997; Markram and Tsodyks, 1996] . A fairly detailed model of these effects can be found in [Senn et al., 1997] ; see also Chapter 12 in this book.
Barn Owl Auditory System
Owls hunt at night. From behavioral experiments it is known that owls can locate sound sources even in complete darkness with a remarkable precision. To do so, the signal processing in the auditory pathway must achieve a temporal precision in the microsecond range with elements that are noisy, unreliable and rather slow. In this Section we discuss the general problem of sound source localization and give a rough sketch of the auditory pathway. Sections 4 and 5 will focus on two specific aspects, viz., phase locking and delay tuning by Hebbian learning.
The Localization Task
Barn owls use interaural time differences (ITD) for sound source localization [Jeffress, 1948; Moiseff and Konishi, 1981; Carr and Konishi, 1990] . Behavioral experiments show that barn owls can locate a sound source in the horizontal plane with a precision of about 1-2 degrees of angle [Knudsen et al., 1979] . A simple calculation shows that this corresponds to a temporal difference of a few microseconds (< 5 s) between the sound waves at the left and right ear. Those small temporal differences must be detected and evaluated by the owl's auditory system; see Figure 14 .2. The basic principle of how such a time-difference detector could be set up was discussed by Jeffress about 50 years ago [Jeffress, 1948] . It consists of delay lines and an array of coincidence detectors. If the sound source is on the right-hand side of the auditory space, the sound wave arrives first at the right ear and then at the left ear. The signals propagate from both ears along transmission lines towards the set of coincidence detectors. A signal originating from a source located to the right of the owl's head, stimulates a coincidence detector on the left-hand side of the array. If the location of the signal source is shifted, a different coincidence detector responds. The 'place' of responding coincidence detectors is therefore a signature for the location of the external sound source (Figure 14.2) . Such a representation has been called 'place' coding [Konishi, 1986; Carr, 1993] .
Remarkably enough, such a coincidence detector circuit was found four decades later by C.E. Carr and M. Konishi [Carr and Konishi, 1990] in the nucleus laminaris of the barn owl. The existence of the circuit confirms the general idea of temporal difference detection by delayed coincidence measurement. It gives, however, no indication of how the precision of a few microseconds is finally achieved.
In order to better understand how precise spike timing arises, we have to look at the first few processing steps in the auditory pathway. Three aspects are important: frequency separation, phase locking, and phasecorrect averaging.
Auditory Localization Pathway
The first few processing steps along the auditory localization pathway are sketched in Figure 14 .3. The figure represents, of course, a simplified picture of auditory information processing, but it captures some essential ingredients. At both ears the sound wave is separated into its frequency components. Signals then pass an intermediate processing area called nucleus magnocellularis (NM) and meet at the nucleus laminaris (NL). Neurons there are found to be sensitive to the interaural time difference (ITD). Due to the periodicity of a sinusoidal wave, the ITD of a single frequency channel is really a phase difference and leaves some ambiguities. In the next processing steps further up in the auditory pathway, information on phase differences from different frequency channels is combined to retrieve the temporal difference and hence the location of the sound source in the horizontal plane. Nice reviews of the basic principles of auditory processing in the owl can be found in [Konishi, 1986 [Konishi, , 1993 Carr, 1993] .
Let us now follow the first few processing steps in more detail. After cochlear filtering, different frequencies are processed by different neurons and stay separated up to the nucleus laminaris. In the following we may therefore focus on a single frequency channel and consider a neuron which responds best to a frequency of, say, 5 kHz.
If the ear is stimulated with a 5 kHz tone, neurons in the 5 kHz channel are activated and fire action potentials. At first sight, the spike train looks noisy. A closer look, however, reveals that the pulses are phase locked to the stimulating tone: Spikes occur preferentially around some phase ' 0 with respect to the periodic stimulus. Phase locking is, of course, not perfect, but subject to two types of noise (Figure 14 .4). First, spikes do not occur at every cycle of the 5 kHz tone. Often the neuron misses several cycles before it fires again. Second, spikes occur with a temporal jitter of about = 40 s around the preferred phase [Sullivan and Konishi, 1984] [ Sullivan and Konishi, 1984] . where T is the period of the tone (e.g., T = 0:2ms for our 5 kHz signal), G is a Gaussian with variance , and j = ' j (T=2 ) is a delay associated with the preferred phase ' j of spikes of a given presynaptic neuron j.
The amplitude p with 0 < p < 1 is the probability of firing in one period. The temporally averaged mean firing rate is h j i = p=T. The rate formula (14.19) does not take into account refractoriness of the spike trains; two spikes can be generated in arbitrary short intervals. For p 1 short intervals are, however, unlikely and (14.19) is a useful approximation of real spike trains. In the simulations discussed in Section 5 we have imposed absolute refractoriness by requiring a minimum interspike interval of 0.5 ms. Examples of spike trains generated from (14.19) are shown in Figure 14 .4.
Phase locking is seen along the auditory nerve connecting the cochlea and the nucleus magnocellularis, at the output of the nucleus magnocellularis, and also at the output of the nucleus laminaris. The phase jitter even decreases from one processing step to the next so that the temporal precision of phase locking increases from around 40 s at the output of the nucleus magnocellularis to about 25 s at the output of the nucleus laminaris. The precision of phase locking is the topic of the following subsection.
Phase Locking
Neuron Model
We focus on a single neuron i in the nucleus laminaris (NL). The neuron receives input from neurons in the nucleus magnocellularis (NM) through about 150 synapses. All input lines belong to the same frequency channel. The probability of spike arrival at one of the synapses is given by (14.19) where j labels the synapses and T = 0:2ms is the period of the signal. From experiments on chickens it is known that the duration of an EPSP in the NL is remarkably short (< 1 ms) [Reyes et al., 1994 [Reyes et al., , 1996 . Neurons of an auditory specialist like the barn owl may be even faster. In our model equations, we have set m = s = 0:1ms. These values correspond to an EPSP with a duration of about 0.25 ms.
The short duration of EPSPs in neurons in the NL and NM is due to an outward rectifying current which sets in when the membrane potential exceeds the resting potential [Manis and Marx, 1991; Oertel, 1983] . The purely passive membrane time constant is in the range of 2 ms [Reyes et al., 1994] , but the outward rectifying current reduces the effective membrane resistance whenever the voltage is above the resting potential. In a conductance-based neuron model (see Chapter 1.2.4.), all membrane currents would be described explicitly. In our integrate-and-fire model, the main effect of the outward rectifying current is taken into account by working with a short effective membrane time constant m = 0:1ms.
A membrane constant of 0.1 ms is much shorter than that found in cortical neurons where m 10 ? 50ms seem to be typical values; see, e.g., [Bernander et al., 1991] . Note, however, that for temporal coding in the barn owl auditory system, m = 0:1ms is quite long compared to the precision of phase locking of 25 s found in auditory neurons and necessary for successful sound source localization. How the precision of phase locking arises is the topic of the next two paragraphs.
Phase Locking -Schematic
To get an intuitive understanding of how phase locking arises, let us study an idealized situation and take perfectly coherent spikes as input to our model neuron (Figure 14 .5).
Specifically, let us consider a situation where 100 input lines converge on the model neuron. On each line, spike arrival is given by (14.19) with ! 0 and p = 0:2. The delays j are the same for all transmission lines ( j = 0 ). Then in each cycle a volley of 20 5 synchronized spikes arrive. The EPSPs evoked by those spikes are added as shown schematically in Figure 14 .5. The output spike occurs when the membrane potential crosses the threshold #. Note that the threshold must be reached from below. It follows that the output spike must always occur during the rise time of the EPSPs generated by the last bunch of spikes before firing.
Since the input spikes are phase-locked to the stimulus, the output spike will also be phase-locked to the acoustic waveform. The preferred phase of the output spike ' i will, of course be slightly delayed with respect to the input phase ' 0 = 0 (2 =T). The typical delay will be less than the rise Figure 14 .5. Phase Locking (schematic). Action potentials arrive periodically and are phase-locked to the stimulus in bundles of spikes (bottom). The postsynaptic potentials evoked by presynaptic spike arrival are summed and yield the total postsynaptic potential u(t) which shows a pronounced oscillatory structure. Firing occurs when u(t) crosses the threshold. The output spike is phase locked to the external signal, since the threshold crossing is bound to occur during a rising phase of u.
time rise of an EPSP. Thus, ' i = ( 0 +0:5 rise ) (2 =T) will be a reasonable estimate of the preferred output phase.
Simulation Results
Can we transfer the above qualitative arguments to a more realistic scenario? We have simulated a neuron with 154 input lines. At each synapse spikes arrive with rate (14.19). The temporal jitter has been set to = 40 s.
The delays j (and hence the preferred phases) have a jitter of 35 s around some mean value 0 . As before, p = 0:2 for all inputs.
A short interval taken from a longer simulation run with these input parameters is shown in Figure 14 .6. Part a shows the membrane potential u(t) as a function of time; Figures 14.6b and c show the distribution of spike arrival times. Even though spike arrival is rather noisy, the trajectory of the membrane potential exhibits characteristic periodic modulations. From the qualitative arguments of the preceding paragraphs, we therefore expect the output spike to be phase-locked. Figure 14 .7a confirms our expectations: the distribution of output phases exhibits a pronounced peak. The width of the distribution corresponds to a temporal precision of out = 25 s, a significant increase in precision compared to the input jitter = 40 s. [Gerstner et al., 1996] . of output phases has no significant structure. Taken from [Gerstner et al., 1996] .
We conclude that integrate-and-fire neurons are capable of transmitting phase information. Output spikes are generated with high temporal precision, if input spikes arrive with a high degree of coherence. If input spikes arrive incoherently, the temporal information is lost. The consequences of these observations are discussed in the following Section.
Delay Tuning by Hebbian Learning
Motivation
Each neuron in the nucleus laminaris (NL) of the barn owl receives input from about 150 presynaptic neurons [Carr and Konishi, 1990; Carr, 1993] . The high degree of convergence enables the neuron to increase the signalto-noise ratio by averaging over many (noisy) transmission lines. As we have seen in the preceding Section, the temporal precision of phase locking is indeed increased from 40 s in the input lines to 25 s in the output of our model neuron in the NL.
Such an averaging scheme, however, can work only, if the preferred phases ' j of all input lines are (nearly) the same. Otherwise the temporal precision is decreased or even lost completely as shown in Figure 14 .7b. To improve the signal-to-noise ratio, 'phase-correct' averaging is needed. The question arises of how a neuron in the NL can perform correct averaging.
The total delay from the ear to the NL has been estimated to be in the range of 2-3 ms [Carr and Konishi, 1990] . Even if the transmission delays vary by only 0.1-0.2 ms between one transmission line and the next, the phase information of a 5 kHz signal is completely lost when the signals arrive at the NL. Therefore the delays must be precisely tuned so as to allow the neurons to perform phase-correct averaging. Tuning of delays may be achieved by an unsupervised Hebbian mechanism discussed in the following subsection.
Selection of Delays
Precise wiring of the auditory connections could be set up genetically. This is, however, rather unlikely since the owl's head grows considerably during development. Moreover, while neurons in the nucleus laminaris of the adult owl are sensitive to the interaural phase difference, no such sensitivity was found for young owls [Carr, 1995; see also Chuhma and Ohmori, 1998 ]. This indicates that delay tuning arises only later during development. It is clear that there can be no external supervisor or controller that selects the appropriate delays. What the owl needs is an adaptive mechanism which can be implemented locally and which achieves a tuning of appropriate delays. When pulses are generated at the ear, they are phase locked to the external sound wave (left part of figure) . In order to achieve a high temporal resolution, pulses should arrive synchronously at the coincidence detector neuron which is possible only if the delays of the transmission lines are finely tuned. An unsupervised adaptive mechanism selects and reinforces some of the transmission lines and suppresses other (black crosses). After learning, pulses arrive with a high degree of coherence (right).
The basic idea of the learning model is sketched in Figure 14 .8. Immediately after birth a large number of connections are formed. During an early period of post-natal development a tuning process takes place which selectively reinforces transmission lines with similar preferred phase and eliminates others. To achieve this selection process, we have used the spike based Hebbian learning rule discussed in Section 2. The time window W(s) is given by (14.9) and shown in Figure 14 .1. The maximum of W(s) is located at s = ?0:05ms. The choice s = ? rise =2 guarantees stable learning [Gerstner et al., 1996; .
The results of a simulation run are shown in Figure 14 .9. Before learning the neuron receives input over about 600 synapses from presynaptic neurons. Half of the input lines originate from the left, the other half from the right ear. The total transmission delays j are different between one line and the next and vary between 2 and 3 ms. At the beginning of learning all synaptic efficacies have the same strength w ij = 1.
Both ears are stimulated by a pure 5 kHz tone with interaural time difference ITD = 0. The effect of stimulation is that spikes arrive at the synapses with periodically modulated rate j (t) given by (14.19). During learning, synaptic weights are modified according to the Hebbian learning rule (14.8). The homogeneous distribution (w ij = 1 for all j) becomes unstable during learning (Figure 14 .9, Middle). The instability has also been confirmed analytically .
After learning the synaptic efficacies have approached either the upper bound w max = 3 or they have decayed to zero. The transmission lines which remain after learning have either very similar delays, or delays differing by a full period (Figure 14 .9, Bottom). Both the output firing rate and the vector strength vs show the characteristic dependence upon the ITD as seen in experiments with adult owls [Carr and Konishi, 1990] . The neuron has the maximal response ( = 200 Hz) for ITD = 0, the stimulus used during the learning session of the model neuron. The vector strength at ITD = 0 is vs 0:8 which corresponds to a temporal precision of 25 s. Taken from [Gerstner et al. 1997.] 14.6 Conclusions 369
The sensitivity of the output firing rate to the interaural time difference (ITD) and the degree of phase locking were tested before, during, and after learning (right column in Figure 14 .9). Before learning, the neuron shows no sensitivity to the ITD. This means that the neuron is not a useful coincidence detector for the sound source localization task. During learning ITD sensitivity develops similar to that found in experiments [Carr, 1995] . After learning the output rate is significantly modulated as a function of ITD. The response is maximal for ITD = 0, the ITD used during learning. The form of the ITD tuning curves corresponds to experimental measurements.
To test the degree of phase locking in the output we have plotted the vector strength, vs, as a function of ITD. By definition the vector strength is proportional to the first Fourier component of the histogram of phase distributions; cf. Figure 14 .7. It is therefore a suitable measure of phase-locking.
The vector strength vs is normalized so that vs = 1 indicates perfect phase locking (infinite temporal precision or out = 0).
Let us focus on the value of vs in the case of optimal stimulation (ITD = 0).
Before learning vs 0:1, which indicates that there is no significant phase locking. The value of vs 0:8 found after learning confirms that after the tuning of the synapses, phase locking is very pronounced.
Conclusions
In this Chapter we have studied the auditory system of the barn owl as an example of neural pulse coding. In our simplified model, we have seen that the generation of action potentials is very precise, if input spikes arrive coherently at the synapses. Coherent input causes large systematic fluctuations of the total input current to the neuron. A temporally modulated input current has also been successfully used in an experimental preparation to generate precisely timed spike output [Mainen and Sejnowski, 1995] .
In a general setting, the condition of coherent spike arrival may seem rather artificial. We have seen, however, that a Hebbian learning rule may automatically select and reinforce those synapses which support coherent spike arrival and suppress others.
In the peripheral stages of the auditory system, neurons are extremely fast with an effective membrane time constant in the range of 0.1 ms. In cortex or hippocampus neurons are slower with time constants in the range of 10-50 ms [Bernander et al., 1991] . To translate the results of this Chapter to other areas, we would therefore have to multiply all time scales by a factor of 100. A temporal precision of 20-30 s for auditory neurons then implies a precision of 2-3 ms for spike timing in other areas. This is still a remarkably fast time scale and would support the idea of synfire chain activity [Abeles, 1991 [Abeles, , 1994 Lestienne, 1996] .
The spike-based learning rule used in this Chapter is an example of a Hebbian learning rule. Temporal aspects of Hebbian learning have been previously studied in models of sequence learning and completion in associative memory models, for path planning in hippocampal models, and for the development of spatio-temporal receptive fields [Sompolinsky and Kanter, 1986; Herz et al., 1988 Herz et al., , 1989 Wu et al., 1996; Wimbauer et al., 1994] . The formulation of this Chapter is different since it is based on pulse timing and not on timedependent firing rates. A related spike-based learning rule has been used for learning of spatio-temporal pulse patterns [Gerstner et al., 1993] .
Qualitatively, the form of the Hebbian learning window used in the simulations seems to be in agreement with experimental results [Bliss and Collingridge, 1993; Debanne et al., 1994; even though the time scale is different. Spike-based Hebbian learning may be seen as a special case of the general problem of synaptic dynamics Senn et al., 1997] . The next few years will certainly bring a better insight into this fascinating topic.
