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Abstract – Sampling uniform simple graphs with power-law degree distributions with degree
exponent τ ∈ (2, 3) is a non-trivial problem. We propose a method to sample uniform simple
graphs that uses a constrained version of the configuration model together with a Markov Chain
switching method. We test the convergence of this algorithm numerically in the context of the
presence of small subgraphs. We then compare the number of triangles in uniform random graphs
with the number of triangles in the erased configuration model. Using simulations and heuristic
arguments, we conjecture that the number of triangles in the erased configuration model is larger
than the number of triangles in the uniform random graph, provided that the graph is sufficiently
large.
Introduction. – Many real-world networks have been
found to have a power-law degree distribution with expo-
nent τ ∈ (2, 3) [1–3]. A uniform random graph with pre-
scribed degrees serves as a null model for real-world net-
works, and has attracted enormous attention in network
physics [4–6]. The uniform random graph (URG) is a uni-
form sample from the ensemble of all possible graphs with
the prescribed degree sequence. The configuration model
is used frequently to generate URGs [7]. The configura-
tion model starts with n vertices and a degree sequence
(di)i=1,...,n such that the sum of the degrees is even. All
vertices i start with di half-edges, where di is the degree
of vertex i. Then, these half-edges are paired one by one,
uniformly at random. This creates a random graph with
the desired degree distribution. When the configuration
model results in a simple graph, this is a uniform sample
of all simple graphs with that degree sequence. As long
as the degree exponent τ satisfies τ > 3, the probabil-
ity that the configuration model creates a simple graph
is strictly positive. Thus, in this regime, the configura-
tion model can be effectively repeated until it results in
a simple graph. When τ < 3, the probability that the
configuration model results in a simple graph vanishes in-
stead. Thus, the configuration model cannot be used to
generate uniform simple graphs for τ ∈ (2, 3).
Several models exist to generate graphs with approxi-
mately the desired degree sequence [8]. One such model
is the erased configuration model (ECM), where after the
construction of the configuration model, all self-loops and
multiple edges are removed. Another option is to use mod-
els with soft constraints on the degrees, such as hidden-
variable models [9,10]. Other methods to sample uniform
graphs are based on maximizing entropy [11].
A method to sample random graphs with exactly the
desired degree sequence is to use Markov Chains. These
methods start with an initial graph with the desired de-
gree sequence. Then, at every time step, some edges of
the graph are rewired in such a way that the station-
ary distribution is uniform [12–15]. When the number of
rewirings (or switches) tends to infinity, the result is a uni-
formly sampled random graph from all simple graphs with
the same degree sequence. These Markov Chain meth-
ods can be adapted to generate directed graphs [16, 17],
connected graphs [18] or graphs with fixed degree-degree
correlations [17].
There are several ways of creating an initial graph with
the desired degree sequence, one of which is by using the
classical Havel-Hakimi algorithm. We introduce a new
algorithm that uses a constrained version of the config-
uration model where self-loops and multiple edges are
avoided. We experimentally study the effect of the choice
of initial graph on the number of switches needed to reach
equilibrium. We show that the new algorithm does not let
the Markov Chain produce uniform random graphs any
faster than the Havel-Hakimi algorithm.
We analyze the influence of the starting configuration
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in the context of the presence of triangles, similar to [12].
Triangles are the smallest nontrivial subgraphs of net-
works, and indicate the presence of communities or hi-
erarchies [19, 20] or geometry in networks [21] and influ-
ence the behaviour of spreading processes of networks [22].
We therefore experimentally study the number of Markov
Chain switches required until the density of the number of
triangles reaches equilibrium from different starting states.
In the ECM with τ ∈ (2, 3), the number of trian-
gles scales as n
3
2 (3−τ) [23]. We numerically investigate
the scaling of the number of triangles in URG, using the
switch chain. We find that finite-size effects play a role at
n = 10.000, and the data suggests that the scaling present
in the ECM is the same in URG, but with different mul-
tiplicative constants.
Switch chain. – We now explain the Markov Chain
switching method we study in more detail. Its state space
is the space of simple graphs with the desired degree distri-
bution. At every time step t, it selects two vertex-distinct
edges of the graph uniformly at random, say (u1, v1) and
(u2, v2). These edges are replaced by (u1, v2) and (u2, v1)
if this results in a simple graph, and otherwise the switch
is rejected so that the graph remains the same. In both
cases we set t = t+1. Setting t = t+1 also when a switch
is rejected is crucial: if we do not increase the time after
a rejected switch, the stationary state of the switch chain
may not be uniform [15]. On the other hand, when we do
increase the time step after a rejected switch, the station-
ary state of the switch chain is the uniform distribution.
See also section A of the supplementary material. When
the degree sequence behaves like a power law, bounds on
the mixing time of the switch chain are large (for example
n9 in [14]) when the degree exponent τ > 3, and unknown
in the case where τ < 3. Experimental results suggest
that the mixing time is much smaller than the bounds
that have been proven [24,25].
Degree distribution. – We study networks with
power law degree distribution D in the infinite variance
regime, so that D satisfies
P (D = k) ≈ Ck−τ , (1)
for some constant C and with τ ∈ (2, 3) and k large.
Several methods exist to sample a degree sequence from
D. For example, it is possible to sample n i.i.d. copies
from (1). Then, the variability in the degree sequence is
the largest contributor to the variance of several network
observables [26]. This is also visible in Figure 1, where
the number of triangles varies enormously between differ-
ent sampled degree sequences from the same distribution.
However, when we create a null model corresponding to a
real-world network, the degree sequence of this null model
is usually fixed, and there is no variability in the degree
sequence. Therefore, we sample the power-law degree se-
quence by using the inverse of the distribution function Fτ
of D.
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Fig. 1: Time evolution of the number of triangles in the switch
chain (n = 1000, τ = 2.2). The horizontal axis shows steps of
the Markov Chain and the vertical axis shows the number of
triangles. Four degree sequences sampled from D given by
(1) are shown. For each degree sequence, the Havel-Hakimi
construction was performed and three runs of the switch chain
with that same starting point are shown. The overlapping lines
in the plot correspond to the different runs on the same starting
graph.
Let us explain how this can be done. Define
d
(n,τ)
i = [1− Fτ ]−1(i/n) (2)
for i ∈ [n]. Then, the empirical degree distribution con-
verges in distribution to Fτ as n → ∞. Note that the
degrees d
(n,τ)
i are indeed deterministic. Then the only un-
certainty in the resulting random graph is from the ran-
dom connection of the edges, similar to what we encounter
when creating a null model for a particular observation of
a real-world network. We will refer to the degree sequence
(d
(n,τ)
i )i≥1 given by (2) as the canonical degree sequence
for a given (n, τ), see also Chapter 7 of [27]. See section
B of the supplementary material for more details on sam-
pling from D and the canonical degree sequence.
Initial graphs for the switch chain. – The switch
chain needs an initial graph to start switching. We inves-
tigate three different methods to obtain a simple graph
with a given degree distribution, and see what the effect
is of this initial graph on the performance of the switch
chain.
Constrained configuration model (CCMd). The con-
strained configuration model (CCMd) is defined as follows:
Algorithm 1 (Constrained configuration model).
Input: A degree sequence (d1, . . . , dn) with corresponding
vertices (v1, . . . , vn).
Output: A simple graph with degree sequence (d1, . . . , dn)
or fail.
1. Let V = {v1, . . . , vn} be the set of vertices. Set W =
∅. Equip vertex i with di half-edges for every i.
2. while there are half-edges do
p-2
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(a) Let W = {v} where v is the vertex with the high-
est amount of remaining half-edges incident to
it.
(b) while v has half-edges and V \W has incident
half-edges do
• Pair a half-edge adjacent to v to a uniformly
chosen half-edge adjacent to V \W . Denote
the vertex to which v is paired by w and re-
move both half-edges.
• Set W = W ∪ {w}.
(c) If v has unpaired half-edges, output fail.
Thus, the algorithm works as the configuration model,
except that it keeps track of a list W of ‘forbidden ver-
tices’ that guarantees that no self-loops or multiple edges
are created. Note that this algorithm may fail and not pro-
duce a simple graph with the desired degree sequence. For
example, the last vertex may have two unpaired half-edges
incident to it. Then, the only way to finish the pairing is to
create a self-loop, which we have forbidden. First choosing
the vertex v with the highest number of half-edges aims at
avoiding the algorithm to fail: pairing the highest-degree
vertices without conflicts is the most difficult. When we
pair these vertices at the start of the algorithm, the prob-
ability that these are paired successfully is larger. Note
that this algorithm does not create a uniformly sampled
simple graph, as the regular configuration model would.
Constrained configuration model, updated (CCMdu).
A variation on the constrained configuration model is
the updated constrained configuration model (CCMdu).
Where the constrained configuration model algorithm
pairs all half-edges incident to the chosen vertex v before
proceeding to the next vertex v′, the updated constrained
configuration model only does one pairing before replac-
ing v by the vertex with the highest amount of remaining
half-edges:
Algorithm 2 (Updated constrained configuration
model).
Input: A degree sequence (d1, . . . , dn) with corresponding
vertices (v1, . . . , vn).
Output: A simple graph with degree sequence (d1, . . . , dn)
or fail.
1. Let V = {v1, . . . , vn} be the set of vertices. Let Wi =
{vi} for all i ∈ 1, . . . , n. Equip vertex j with dj half-
edges for all j.
2. while there are half-edges do
(a) Let vi be the vertex with the highest amount of
unpaired half-edges incident to it.
(b) if there are unpaired half-edges in V \Wi then
Pair a half-edge adjacent to vi to a uniformly
chosen half-edge adjacent to V \Wi and remove
both half-edges. Denote the vertex to which vi is
paired by w. Set Wi = Wi ∪ {w}.
else output fail
Just like the previous algorithm, this algorithm is not
guaranteed to finish successfully, and does not create uni-
formly sampled graphs.
Havel-Hakimi - Erdo˝s-Gallai. The Havel-Hakimi al-
gorithm is a simple deterministic algorithm to create sim-
ple graphs. This algorithm sorts the degree sequence as
d1 ≥ d2 ≥ · · · ≥ dn. Then it pairs vertex v1, with the
highest degree d1, to v2, . . . , vd1+1. The degrees of these
vertices are reduced by 1 (vertex v1 is now done) and the
procedure is repeated by re-sorting the degrees and pairing
the new vertex with the highest degree. The Erdo˝s-Gallai
theorem states that this algorithm always finishes in a sim-
ple graph with the desired degree sequence if such a graph
exists.
Note that this graph is highly unlike a uniform sample
of all graphs with the same degree sequence. The Havel-
Hakimi construction creates many triangles and complete
graphs of other sizes, see also section C of the supplemen-
tary material. In uniform samples, we expect to see fewer
triangles and such larger complete graphs.
(Empirical) mixing time. – As stated before, the
switch chain mixing time for degree sequences sampled
from a power-law degree distribution with τ ∈ (2, 3) is
unknown. Yet, we want to stop the switch chain at some
point and get a sample graph from the uniform distribu-
tion. A common thing to do is computing graph properties
like clustering coefficients, number of triangles, diameters
and graph eigenvalues [12,28]. The number of triangles in
a network is an important observable, since it indicates the
presence of communities or hierarchies [19,20] or geometry
in networks [21] and it influences the behaviour of spread-
ing processes of networks [22]. We therefore study the
time evolution of the number of triangles in the switch-
ing process and stop when this quantity has sufficiently
stabilised, similar to [12].
Figure 1 shows the time evolution of the number of
triangles for several samples of a degree distribution for
n = 1000. First of all the figure shows that the number of
triangles is highly dependent on the degree sequence, even
if sampled from the same distribution. For runs of the
switch chain with the same degree sequence, the number
of triangles seems to evolve very similarly and in each run
it takes about the same time for the number of triangles
to stabilize.
To quantify the time it takes for the number of triangles
to stabilize, we have computed an estimate of the distri-
bution of the number of triangles at several timesteps for
runs with the same starting point. One instance of this
is shown in Figure 2. For each of these distributions we
have computed the total variation distance between it and
the uniform distribution, and we consider the number of
steps that it takes for the distance to become less than
0.1. Based on simulations up to n = 20.000 we conclude
that this empirical mixing time is at most O(n log2 n) for
constant τ ∈ (2, 3).
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Fig. 2: The distribution of triangles at different timesteps
of the switch chain using the same (Havel-Hakimi) starting
point. The degree sequence is the canonical degree sequence
for n = 1000 and τ = 2.5. The data is obtained by recording
the number of triangles at t = 0.1n, t = 0.2n, ..., t = 20n and
repeating this procedure 100.000 times. For the approximate
uniform sample we record the number of triangles at t = 2000n.
The number of triangles in uniform graphs. – In
the ECM the number of triangles scales as n
3
2 (3−τ) [23].
To compare, Figure 3 shows the distribution of the number
of triangles for many values of n and τ , for both the ECM
and the URG. The figure shows that for τ close to 2, the
ECM contains fewer triangles than the URG. However, for
n = 10.000 and τ = 2.5 the average number of triangles
in the ECM is higher than in a uniform random graph.
It is known that for τ > 3 these models are similar (see
for example [27, Chapter 7]), so that for τ = 2.9, the
difference between the number of triangles in the ECM
and the URG is expected to be small.
We predict that, for τ ∈ (2, 3), for n very large, the
number of triangles in the ECM is on average larger than
that in the URG, but this may only be visible for n ex-
tremely large (see Figure 3 for τ = 2.5). This prediction
is quite counterintuitive, as the number of edges in the
ECM is smaller than that in the URG. This prediction is
due the fact that the edge probabilities in the ECM are
close to 1− e−didj/Ln (see [29,30]), while in the URG it is
didj
Ln+didj
(see [31]), which is a little larger. Here di are the
degrees and Ln is the sum over all degrees. Further, the
edges are close to being independent, so that the triangle
counts are close to those in a hidden-variable model with
the vertex weights being given by the degrees. For τ > 3,
this is worked out in detail in [27, Chapter 7]. In fact, the
clustering coefficient for the hidden-variable model with
connection probabilities
didj
Ln+didj
is lower than the cluster-
ing coefficient for the hidden-variable model with connec-
tion probabilities e−didj/Ln [32]. Intuitively, high degree
vertices in uniform random graphs are forced to connect to
low degree vertices, because otherwise the simplicity con-
straint on the graph would be violated. These low degree
vertices barely participate in triangles. In the ECM, high
degree vertices will be connected more frequently. Be-
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Fig. 3: Distribution of the number of triangles in the ECM and
URG. For every n, τ , the canonical degree sequence was used
and the ECM construction was performed 5000 times, shown
together with 5000 samples from the uniform distribution.
cause high degree vertices participate in more triangles,
this suggests that the ECM contains more triangles than
a uniform random graph. However, we also see that this
effect can only kick in for very high n, particularly when τ
is close to 2 or 3. This explains why the effect is only vis-
ible for n = 10, 000 for τ = 2.5, and not for the other two
values. For τ = 3, the convergence is slow since the num-
ber of triangles grows like n3(3−τ)/2, and the exponent is
small, while only the front factor is asymptotically differ-
ent, which takes long to be seen. For τ close to 2, the con-
vergence of the number of triangles to the large network
limit is extremely slow in the hidden-variable model [32],
which may explain why the asymptotics also kicks in late
for τ close to 2 in the URG and the ECM. Determining
the size of n when the URG starts having more triangles
than the ECM, as a function of τ , remains of substantial
interest.
We considered the canonical degree sequence given by
(2) as well as 2000 samples of valid degree sequences sam-
pled from the distribution in (1). The results for the
canonical degree sequence are shown in Fig. 4. For τ = 2.3
the figure supports the conjecture as indeed the number
of triangles in the ECM overtakes that of the URG as n
becomes large. For each value of τ we have fitted the func-
tion log(triangles) = a · log(n) + b to this data to obtain
Figure 5. As the figure shows, the data points lie above
the line 32 (3−τ). Since 32 (3−τ) is known to be the correct
exponent for the ECM, this also supports the prediction
that the asymptotics only kick in at very large n.
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Fig. 4: The datapoints show the average number of triangles
in a log-log plot for several values of n and τ for the canonical
degree sequence. The solid markers correspond to the URG
distribution, and the open markers correspond to the ECM.
The lines show a fit of the function log(triangles) = a log(n)+b.
Switch chain as a proof method. – The switch
chain has also been used as a combinatorial method for
counting triangles [33–35] in uniform random graphs. In
these works, variations of the switch chain are stud-
ied where different edge rewiring rules are used but the
Markov Chain still converges to the desired uniform dis-
tribution over the graphs. The idea is to count the number
of triangles that a move of the Markov Chain can create
or destroy when a switch is performed on certain vertices.
Such proofs usually [33,35] assume that such a move only
creates or destroys at most one triangle with high prob-
ability. These proofs do not directly apply in the regime
τ ∈ (2, 3), so here we investigate this assumption numeri-
cally. Figure 6 shows histograms of the number of triangles
that were created or destroyed by the switch chain moves
in equilibrium. The plots show that the probability of
creating or destroying k > 0 triangles becomes lower as τ
increases. It is important to keep in mind that these plots
only show the net number of created triangles, so the pro-
portion of moves that create or destroy any triangle might
be considerably higher. We see that the probability that
2 or more triangles are created or destroyed can be large,
especially when τ approaches 2. This suggests that these
types of switch chain proofs cannot be used to count tri-
angles for τ ∈ (2, 3).
Constrained configuration Model. – In this sec-
tion we discuss the results for the two variants of the con-
strained configuration Model (CCM). Unlike the Havel-
Hakimi construction, the CCM construction has a non-
zero probability of failing and thereby not producing a
simple graph with the desired degree sequence. On the
other hand, the always-successful Havel-Hakimi starting
state is far from uniform and it might be that the CCM
construction provides a starting state that requires less
switch chain moves to get good samples. We wish to in-
vestigate this and see whether the overhead of the CCM
constructions is worth the (computational) time. In this
section we use the abbreviations CCMd and CCMdu to
distinguish the two constructions introduced earlier.
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Fig. 5: Values of the exponent in the triangle power law. The
dashed line is 3
2
(3 − τ) which is the theoretical exponent for
the number of triangles in the ECM. The blue orange lines
were obtained from fitting the data shown in Figure 4. The
line labelled average is from a similar process but where the
average was taken over 2000 sampled degree sequences instead
of the canonical degree sequence. The error bars show the
uncertainty of the fit parameters without taking into account
the uncertainty of the data points themselves.
Construction success rate. We looked at the construc-
tion success rates for CCMd and CCMdu, for graphical
degree sequences. This means we only look at degree se-
quences for which a simple graph exists, checked using the
Erdo˝s-Gallai theorem. It turns out that the construction
success rate for CCMdu was lower than that of CCMd. For
n = 1000 and several values of τ , we sampled 200 graph-
ical degree sequences from the distribution given by (1)
and did 1000 CCMd construction attempts per sequence.
We only found a single degree sequence with any failed
attempts (4 out of 1000). All other degree sequences had
0 failed attempts and always successfully produced sim-
ple graphs. For CCMdu, however, this is not the case.
Although for most degree sequences it had a high success
rate, there were degree sequences for τ close to 2, for which
over 95% of the attempts failed. This is further discussed
in section E of the supplementary material. Comparing
the CCMd and CCMdu algorithms, we can conclude that
finishing all pairings of a single vertex (CCMd) yields
higher success rates. In a way CCMd is more similar to
the Havel-Hakimi construction than CCMdu, because the
Havel-Hakimi construction also finishes one vertex com-
pletely before moving on.
Number of triangles. Figure 7 shows the distribution
of the number of triangles in the graphs generated using
the constrained configuration model, compared to the uni-
form distribution. The initial number of triangles in both
CCMdu and CCMd is near the uniform average, though
slightly higher, whereas the Havel-Hakimi construction
generates graphs where the number of triangles is usu-
ally many times higher than average. Starting the switch
chain process using the CCM construction may therefore
give a starting point closer to equilibrium in number of
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Fig. 6: Triangle creation and destruction frequencies in equi-
librium for n = 10000 and three values of τ using the canonical
degree sequence. Rejected switches are not counted here. The
plots on the right are zoomed-in versions of the same plot. Note
that it is possible that a move creates l triangles and destroys
m other triangles which shows up as a net creation of l − m
triangles in these plots.
triangles.
Mixing time. Figure 8 shows the time evolution of the
number of triangles for both the Havel-Hakimi starting
point and the CCMd and CCMdu starting points, where
time is measured in seconds instead of switch chain steps.
The plot shows that the construction of the initial graphs
takes up a significant portion of the time compared to the
switches needed to reach equilibrium. We see that the
number of triangles in the Havel-Hakimi starting point
lies much further away from the average than that in the
CCMd and CCMdu starting points, but still the Havel-
Hakimi construction including the mixing time is faster
than the CCMd construction, provided a proper sorting al-
gorithm is used. Note that the sorting algorithm influences
the number of triangles in the starting graph. The reasons
for this are explained in section C of the supplementary
material. The CCM construction (both the CCMd and
CCMdu variant) is more computationally intensive and
more complicated than the Havel-Hakimi algorithm be-
cause it has to keep track of which vertices can be paired
to and select a random vertex weighted by the number of
remaining half-edges it has. Depending on the implemen-
tation (and things like the pseudorandom number gener-
ator that is used) it can be faster to start with the simple
Havel-Hakimi algorithm and do some extra switches which
are much simpler. Note that it might be possible that a
faster implementation of the CCMd algorithm beats the
Havel-Hakimi algorithm.
Conclusion. – We propose triangle counts as a mea-
sure to quantify how close a distribution of simple graphs
is to the stationary distribution. Triangles form the sim-
plest non-trivial subgraphs, and contain a large amount
of information about the structure of the graph. Figure 1
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Fig. 7: Distribution of the number of triangles in the
CCMd/CCMdu construction as well as in the uniform distri-
bution. For every n, τ , the canonical degree sequence was used
and 5000 samples are shown from each distribution.
clearly shows that for scale-free networks with degree ex-
ponent τ ∈ (2, 3), the number of triangles is fluctuating
wildly for different degree sequences with the same value
of τ . When two uniform random graphs with the same
degree sequences are created, the number of triangles in
these two graphs will be close.
The method of choice to simulate a uniform graph with
prescribed degrees is the switch chain. When the switch
chain is set up properly, its stationary distribution is uni-
form. We investigate the role of the starting point of the
switch chain. As can perhaps be expected, Havel Hakimi
starts from a triangle count that is much higher than for
uniform random graphs (even quite close to its maximal
value). Instead, we investigated the constrained configu-
ration model CCMd as a starting point. CCMd mimics
the configuration model, while ensuring simplicity of the
graph, whereas the configuration model could potentially
fail to produce a simple graph. Our simulations show that
CCMd almost always succeeds, but is computationally
heavier and therefore it is faster to use the Havel-Hakimi
algorithm and do extra switches. The related CCMdu
construction, in which the vertices are ordered by their
remaining degrees, is computationally even heavier, while
remarkably also having a lower success probability.
Our simulations clearly show that the triangle count for
τ ∈ (2, 3) in the uniform random graph substantially devi-
ates from the often used erased configuration model, where
self-loops and multiple edges in the configuration model
are removed. We conjecture that the number of triangles
in the ECM is higher than the number of triangles in uni-
form random graphs when the graph size is large enough.
Thus, care is needed in the analysis of uniform graphs in
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Fig. 8: Time evolution of the number of triangles for different
initial graphs. The computational time is measured in seconds
and the same canonical degree sequence was used for all runs.
HH stands for the Havel-Hakimi algorithm and is done twice:
using insertion sort (sort 1) and using the C++ standard li-
brary sorting algorithm (sort 2). See also section C of the
supplementary material. The CCMdu construction took more
than 2 full seconds so falls outside the plotrange.
the omnipresent scale-free regime when τ ∈ (2, 3).
In the mathematical literature, the switch chain is also
used as a key methodology to rigorously prove proper-
ties of uniform graphs. This technique is limited to cases
where at most one triangle is created or destroyed per
switch chain move. Our simulations clearly show that this
often fails, particularly for τ small, thus implying that
such proofs are doomed to fail.
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Supplementary material. – In this supplementary
material we provide more details on the numerical exper-
iments covered in the main manuscript.
A. Aperiodic Markov Chain. – The switch chain
on degree sequence (di)i∈[n] is aperiodic as long as a simple
graph on this degree sequence exists with a path of length
3. When we would choose the outer two edges of such
a path for a switch, then this would result in a double
edge. Then the Markov Chain would remain in the same
state, so that there is a self-loop in the Markov Chain
in this state. Therefore, the Markov Chain is aperiodic.
Note that when P (D ≥ 2) > 0, this condition is satisfied
w.h.p. for n large enough. For more information on the
conditions for uniform samples from the switch chain, see
[15].
B. Sampling from power laws. – We want to sam-
ple degree sequences from a distribution with probability
mass function
P (X = x) = Cx−τ , (3)
where C is a normalising constant and x is an integer
with x ≥ 1. The constant C is given by C = 1/ζ(τ) where
ζ is the Riemann zeta function ζ(s) =
∑∞
n=1 n
−s. To
generate samples from such a distribution one would need
to compute the constant C and then numerically invert the
cumulative distribution function for each sample. This is
computationally intensive and hence it is common to make
approximations. There are several ways one can do this,
the easiest of which is by first sampling from a continuous
power-law distribution and then rounding to the nearest
integer [36], which we did for the simulations presented in
the manuscript. The continuous distribution has density
proportional to x−τ for x ≥ 1 and satisfies P (Xcont ≤ x) =
1− x−(τ−1). The canonical degree sequence is given by
d
(n,τ)
i =
[(
i
n
)− 1τ−1]
where i runs from 1 to n and the rounding [·] is to the
nearest integer. The largest degree in this canonical degree
sequence is therefore equal to
[
n
1
τ−1
]
.
C. Triangles in Havel-Hakimi construction. – In
the random graphs that we consider, the majority of the
triangles is due to the high-degree vertices pairing up with
each other. By construction, the Havel-Hakimi (Erdo˝s-
Gallai) algorithm pairs up the high-degree vertices only
with the other high-degree vertices, and therefore the num-
ber of triangles in the resulting graph is larger than the
average. In fact, the data suggested that this construc-
tion might yield the maximum possible number of trian-
gles of all graphs with a given degree sequence. How-
ever, Figure 8 in the main manuscript shows an exam-
ple where two runs of the Havel-Hakimi algorithm (using
different sorting algorithms) give a graph with a differ-
ent number of triangles. To investigate this, we iterated
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Fig. 9: The plot shows the correlation of the success rate
versus the number of triangles in the graph on a logarithmic
scale. For every value of τ shown, 2000 points are plotted, each
corresponding to a degree sequence sampled according to (3)
described in section B.
over all possible graphs with n vertices (2(
n
2) graphs) for
n ∈ {5, 6, 7, 8} to compute the maximum number of tri-
angles for every valid degree sequence of size n. Then for
every valid degree sequence we did the Havel-Hakimi con-
struction to compare the number of triangles. We found
that for most degree sequences (1022 out of 1213 valid
degree sequences for n = 8) the Havel-Hakimi construc-
tion indeed gave the highest possible number of triangles.
However there were some degree sequences for which the
construction yielded a graph with fewer triangles than the
maximum. This happened for example for the degree se-
quence {4, 4, 3, 3, 3, 2, 1} for which the maximum number
of triangles possible is 5. However, in the Havel-Hakimi
construction, one first pairs up a degree-4 vertex after
which the remaining degrees are {0, 3, 2, 2, 2, 2, 1}. Then
the degree-3 vertex (which was first the degree-4 vertex)
is paired up, to three of the four degree-2 vertices. The
Havel-Hakimi construction does not specify which three
vertices to pick in this case (any ordering will work). De-
pending on how the vertices are now sorted relative to
each other, the construction can result in a graph with 3
triangles instead of 5. This shows that the Havel-Hakimi
construction does not always result in the maximum num-
ber of triangles if we fix a certain sorting method. How-
ever, on the other hand it is still possible that by choosing
a specific ordering of vertices, the Havel-Hakimi construc-
tion does yield the maximum number of triangles possible.
For the 191 out of 1213 valid degree sequences where the
maximum was not obtained, on average the Havel-Hakimi
construction produced 1.57 fewer triangles than the max-
imum possible (average only over those 191). Overall we
can conclude that the Havel-Hakimi algorithm produces
graphs with close-to-maximum number of triangles.
D. Success rate of switch chain moves. – The
switch chain samples two non-touching edges uniformly at
random and then tries to ‘switch’ them. This switch step
can fail if there were already edges present between the
vertices involved in which case the graph is left unchanged
p-8
Switch chain mixing times through triangle counts
τ = 2.1 ; avg = 0.9195
τ = 2.5 ; avg = 0.9994
τ = 2.9 ; avg = 1.0000
0. 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.
0.0
0.2
0.4
0.6
0.8
1.0
successrate of CCMdu construction
(distribution over sampled degree sequences)
P
ro
b
a
b
ili
ty
n = 1000
Fig. 10: Construction success rate for CCMdu for n = 1000
and τ ∈ {2.1, 2.5, 2.9}. The distribution is over 5000 graph-
ical sampled degree sequences (so not the canonical degree
sequence) for each τ , with 200 construction attempts per se-
quence to determine the successrate. The rightmost column
(with label 1.) corresponds to successrates of at least 0.95.
(this does count as a step of the Markov Chain, it is a
self-loop). We investigated how often this happens, i.e.
the success rate of the switch chain. It turns out that
the success rate is correlated with the number of triangles
present in the graph when performing a switch (not only
the number of triangles in equilibrium): the more triangles
there are, the lower the success rate. Figure 9 shows this
correlation.
E. Construction success rates of CCM. – In the
main manuscript, we looked at the construction success
rates for the CCMd and CCMdu constructions. The con-
clusion was that the CCMd construction is almost always
successful whereas the CCMdu construction is not. Here
we show an additional plot to show this. Figure 10 shows
the construction success rates for the CCMdu construc-
tion. Interestingly, for τ close to 2, a degree sequence is
either very ‘good’ or very ‘bad’. The success rate is is less
than 0.05 for some degree sequences (meaning less than 10
out of 200 attempts succeeded) and higher than 0.95 for
most. The figure also shows that the success rate increases
with τ .
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