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Abstract: We discuss a Tsallis distribution with complex nonextensivity parameter q. In this case the usual distribution is deco-
rated with a log-periodic oscillating factor (apparently, such oscillations can bee seen in recently measured transverse momentum
distributions in collisions at very high energies). Complex q also means complex heat capacity which shall also be briefly discussed.
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1 Introduction
The two parameter Tsallis distribution based on the entropy Sq [1],
f (X) = C ·
[
1 +
X
mT
]−m
(1)
with scale parameter T identified in thermodynamical applications with the
usual temperature (although such identification cannot be solid [2]) and with
a real power index m = 1/(q − 1) (q being known as the parameter of nonex-
tensivity in statistical mechanical approaches) are nowadays well known and
applied in a vast variety of situations (C is normalization constant) [1]. For
m → ∞ (or q → 1) this power-like distribution coincides with the usual ex-
ponential distribution f(X) = C exp(−X/T ). Actually, a Tsallis distribution
can be regarded as a generalization to real power m (or q) of such well known
distributions as the Gosset-Student distribution (X = t2, m = (ν + 1)/2 with
1
integer ν, which for ν → ∞ becomes a Gaussian distribution and for ν = 1 a
Cauchy distribution).
In this note we investigate the case when m (or q) in Eq. (1) is complex. It
turns out that in such a case the Tsallis distribution retains its main quasi-
power like form, but this form is now decorated with some specific log-periodic
oscillations. In fact, such behavior has been found in many places, such as
earthquakes [3], escape probabilities in chaotic maps close to crisis [4], biased
diffusion of tracers on random systems [5], kinetic and dynamic processes on
random quenched and fractal media [6], considering specific heat associated
with self-similar [7] or fractal spectra [8], diffusion-limited-aggregate clusters
[9], growth models [10], or stock markets near financial crashes [11], to name
only a few examples. However, in all these cases the main distributions were
scale free power law ones without any scale parameter (here T ) and without a
constant term governing theirX < mT behavior. In the context of nonextensive
statistical mechanics log-periodic oscillations have first been observed while
analyzing the convergence dynamics of z-logistic maps [12].
2 Log-periodic oscillations
We illustrate our point by an example of recent results obtained for the high-
est presently available energies of 7 TeV in two experiments performed at the
Large Hadron Collider at CERN, namely CMS [13] and ATLAS [14]. In Fig. 1a
we show the observed transverse momentum (pT ) distributions for secondaries
produced in proton-proton collisions in these experiments. These secondaries
were produced at midrapidity, i.e., for y = 12 ln
E+pL
E−pL
≃ 0 for which, for large
transverse momentum, pT > M (where M is the mass of the particle), one
has that, approximately, the energy of particle, E =
√
M2 + p2T cosh(y) ≃ pT ,
i.e., it practically coincides with pT (pL =
√
M2 + p2T sinh(y) is the longitudinal
momentum of the observed particle). Albeit both fits look pretty good, closer
inspection shows that the ratio of data/fit is not flat. It shows some kind of
visible oscillations, cf. Fig. 1b. It turns out that these oscillations cannot be
compensated or erased by any reasonable change of fitting parameters. Instead,
to account for them distributions f (pT ) from Eq. (1) have to be multiplied by
2
some log-periodic oscillating factor ⋆ (for identification of parameters a, b, c, d
and f used here see Eqs.(17)-(20) below):
R(E) = a+ b cos [c ln(E + d) + f ] . (2)
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Fig. 1. (Color online) (a) Fit to pT data for pp collisions at 7 TeV from CMS [13] and ATLAS [14]
experiments using distribution (1) with parameters used T = 0.145 GeV and m = 6.7. Data points
for the CMS experiment are scaled by a factor of 10 for better readability. (b) Fit to pT dependence
of data/fit ratio for results presented in the left panel (a) using the function R from Eq. (2) with:
a = 0.909, b = 0.166, c = 1.86, d = 0.948 and f = −1.462.
To explain the origin of such a dressing factor (and tacitly assuming that it
is not an experimental artifact, as it was observed in both experiments), start
from the known observation that, whereas Boltzmann-Gibbs (BG) distribution,
f(E) =
1
T
exp
(
−
E
T
)
, (3)
comes from the simple equation,
df(E)
dE
= −
1
T
f(E), (4)
with the scale parameter T being constant, the same equation, but with variable
scale parameter in the form (known as preferential attachment in networks
⋆ Detailed analysis of this phenomenon in the available high energy experimental data is presented
in [15].
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[16,17] ⋆⋆ ),
T = T (E) = T0 +
E
n
, (5)
is now,
df(E)
dE
= −
1
T (E)
f(E) = −
1
T0 + E/n
f(E), (6)
and results in the Tsallis distribution
f(E) =
n− 1
nT0
(
1 +
E
nT0
)−n
. (7)
Now write Eq. (6) in finite difference form, namely as
f(E + δE) =
−nδE + nT + E
nT + E
f(E), (8)
(this means, in practical sense, a first-order Taylor expansion for small δE <<
E; from Eq. (8) on, we use T instead of T0) and consider a situation in which δE
always remains finite (albeit, depending on the value of the new scale parameter
α, it can be very small) and equal to
δE = αnT (E) = α(nT + E). (9)
Because one expects that changes δE are of the order of the temperature T , the
scale parameter must be limited by 1/n, i.e., α < 1/n. In this case, substituting
(9) into (8), we have,
f [E + α(nT + E)] = (1− αn)f(E). (10)
Expressing now Eq. (10) in a new variable x,
x = 1 +
E
nT
, (11)
we recognize that the argument of the function on the left-hand side of equality
(10) is E+α(nT+E) = (1+α)xnT−nT , while the argument of the function on
its right-hand side is E = xnT −nT . Notice that, in comparison with the right-
hand side, the variable x on the left-hand side is multiplied by the additional
⋆⋆ It is worth recalling here that this very same form, T (E) = T0 + (1 − q)E, also appears in [18]
within a Fokker-Planck dynamics applied to the thermalization of quarks in a quark-gluon plasma by
a collision processes.
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factor (1 + α). This then means that, formally, Eq.(10), when expressed in x,
corresponds to the following scale invariant relation:
g[(1 + α)x] = (1− αn)g(x). (12)
Now, it is known [19] that, if for some function O(x), one finds that O(λx) =
µO(x) then it is scale invariant and its form follows a simple power law, O(x) =
Cx−m with m = − lnµ/ lnλ. This relation can be written as µλm = 1 = ei2πk,
where k is an arbitrary integer. Therefore we have, in general, not a single power
m but rather a whole family of powers, mk, with mk = − lnµ/ lnλ+ i2πk/ lnλ,
i.e., it is a complex number, the imaginary part of which signals a hierarchy of
scales leading to log-periodic oscillations. Coming back to Eq. (12), its general,
solution is a power law,
g(x) = x−mk, (13)
with exponent mk depending on α and acquiring an imaginary part,
mk = −
ln(1− αn)
ln(1 + α)
+ ik
2π
ln(1 + α)
. (14)
The special case of k = 0, i.e., the usual real power law solution with m0
corresponding to fully continuous scale invariance ⋆ ⋆ ⋆ , recovers in the limit
α → 0 the power n in the usual Tsallis distribution. In general one has
g(x) =
∑
k=0
wk · Re
(
x−mk
)
= x−Re(mk)
∑
k=0
wk · cos [Im (mk) ln(x)] . (15)
One therefore obtains a Tsallis distribution decorated by a weighted sum of log-
oscillating factors (where x is given by Eq. (11)). Because usually in practice we
do not a priori know the details of the dynamics of processes under consideration
(i.e., we do not known the weights wk), for fitting purposes one usually uses
only k = 0 and k = 1. In this case one has, approximately,
g(E) ≃
(
1 +
E
nT
)−m0 
w0 + w1 cos

 2π
ln(1 + α)
ln
(
1 +
E
nT
)


 (16)
and reproduces the general form of a dressing factor given by Eq. (2) and often
used in the literature [19]. In this approximation the parameters a, b, c, d and
f from Eq. (2) get the following meaning:
⋆ ⋆ ⋆ In this case power law exponent m0 still depends on α and increases with it roughly as
m0 ≃ n+
n
2 (n+1)α+
n
12
(
4n2 + 3n− 1
)
α2+ n24
(
6n3 + 4n2 − n+ 1
)
α3+ . . . . Notice also that α < 1/n.
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ab
=
w0
w1
; (17)
c =
2π
ln(1 + α)
; (18)
d = nT ; (19)
f = −
2π
ln(1 + α)
ln(nT ). (20)
However, this is not the most general result possible. Notice that in our deriva-
tion presented by Eqs.(9)-(12)) we only accounted for a single step evolution,
whereas in reality we can have a whole hierarchy of evolutions. Then one has
that
Ei = Ei−1 + αi−1 (nT + Ei−1) , (21)
each with its own scale parameter αi. In the simplest situation, neglecting any
fluctuations of consecutive scaling parameters, i.e., assuming that all αi = α,
after κ steps one has that
nT + Eκ = (1 + α)
κ (nT + E0) . (22)
This means then that Eq. (12) should be replaced by a new scale invariant
equation:
g [(1 + α)κx] = (1− αn)κg(x). (23)
Whereas this equation does not change the slope parameter m0, it significantly
influences the frequency of oscillations which are now κ times smaller,
c =
2π
κ ln(1 + α)
(24)
(in Eq.(23) λ = (1 + α)κ and µ = (1 − αn)κ; the slope parameter m0 =
− lnµ/ lnλ is independent of κ, whereas the frequency of oscillations, 2π/ lnλ,
decreases with κ as 1/κ). For more complex behavior of intermediate scale pa-
rameters αi one gets more complicated expressions (we shall not discuss this
here).
6
3 Other consequences of complex nonextensivity parameter
There are other consequences of allowing the parameter m to be complex.
Namely, the complex power exponent in the Tsallis distribution,m = m′+i·m′′,
also means a complex nonextensivity parameter q,
q = 1 +
1
m
= q′ + i · q′′ (25)
where
q′ = 1 +
m′
|m|2
; q′′ = −
m′′
|m|2
. (26)
Now, the complex nonextensive parameter q has some profound consequences.
This is because, as shown in [20] (and also in [21,22,17,23]), the nonextensivity
parameter q can be treated as a measure of the thermal bath heat capacity C
with
C =
1
q − 1
. (27)
It means therefore that, in general, the heat capacity becomes complex as well.
As a matter of fact, such complex (frequency dependent) heat capacities (or
generalized calorimetric susceptibilities) are known in the literature [24] under
the form
C = C ′ − iC ′′ = C∞ +
C0 − C∞
1 + (ωτ)2
(1− iωτ). (28)
Here C∞ is the heat capacity related to the infinitely fast degrees of freedom
of the system as compared to the frequency ω, and C0 is the total contribution
at equilibrium (the frequency is set to zero) of the degrees of freedom, fast and
slow, of the sample. The time constant τ is the kinetic relaxation time constant
of a certain internal degree of freedom.
These complex heat capacities are known as dynamic heat capacities and are
intensively explored from both experimental and theoretical perspectives. It
is expected that dynamic calorimetry can provide an insight into the energy
landscape dynamics, cf., for example, [25,26,27,28]. Usually one associates the
imaginary part of linear susceptibility with the absorption of energy by the
sample from the applied field.
In the case of temperature fluctuations δT (t) the deviation of the energy from
its equilibrium value δU(t) is, for a certain linear operator Cˆ(t), some linear
7
function of the corresponding variation of the temperature,
δU(t) = CˆδT (t). (29)
If the temperature of the reservoir changes infinitely slowly in time, then the
system can keep up with any changes in the reservoir and its susceptibility is
just the specific heat of the system CV . However, in general, the behavior of the
system is described by a generalized susceptibility CV (ω), which can be called
the complex and ω-dependent heat capacity of the system ⋆ ⋆ ⋆⋆ .
A complex CV (ω) means that δU and δT are shifted in phase and that the
entropy production in the system differs from zero [28]. The corresponding
fluctuation-dissipation theorem for the frequency dependent heat capacity was
established in [27]. According to this result, the frequency-dependent heat ca-
pacity may be expressed within the linear response approximation as a linear
susceptibility describing the response of the system to arbitrarily small temper-
ature perturbations away from equilibrium,
CV (ω) =
1
T 20
(
〈U 2〉0 − iω
∫ ∞
0
dte−iωt〈U(0)U(t)〉
)
(30)
(the ω denotes frequency with which temperature field is varying with time).
The above results for heat capacity can now be used to a new phenomenological
interpretation of the complex q parameter discussed before. Namely, one can
argue that (we denote now T0 = 〈T 〉)
q − 1 =
V ar(T )
〈T 〉2
− i
S(T )
〈T 〉2
(31)
where
S(T ) = ω
∫
〈Cov[T (0), T (t)]〉e−iωtdt (32)
⋆ ⋆ ⋆⋆ The change in the energy of a system in the field of the thermal force can be represented
by δU(t) =
∫
L (t′) δT (t− t′) dt′ where L (t′) is the response function of the system describing its
relaxation properties given by Φ(t) =
∫
∞
t
L (t′) dt′. Taking the Fourier transform one gets δU(ω) =
CV (ω)δT (ω) where CV (ω) =
∫
L (t′) eiωt
′
dt′ is the generalized susceptibility of the system and is called
the complex heat capacity. In practice, the frequency dependent heat capacity is a linear susceptibility
describing the response of the system to the small thermal perturbation (occurring on the time scale
1/ω) that takes the system slightly away from the equilibrium .
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is the spectral density of temperature fluctuations (i.e., the Fourier trans-
form of the covariance function averaging over the nonequilibrium density ma-
trix) ⋆ ⋆ ⋆ ⋆ ⋆ .
4 Conclusions
To summarize: Log-periodic structures in the data indicate that the system
and/or the underlying physical mechanisms have characteristic scale invariance
behavior. This is interesting as it provides important constraints on the un-
derlying physics. The presence of log-periodic features signals the existence of
important physical structures hidden in the fully scale invariant description. It
is important to recognize that Eq. (6) represents an averaging over highly ’non-
smooth’ processes and, in its present form, suggests rather smooth behavior. In
reality, there is a discrete time evolution for the number of steps. To account
for this fact, one replaces a differential Eq. (4) by a difference quotient and ex-
presses dt as a discrete step approximation given by Eq. (9) with parameter α
being a characteristic scale ratio. It can also be shown that discrete scale invari-
ance and its associated complex exponents can appear spontaneously, without
a pre-existing hierarchical structure.
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⋆ ⋆ ⋆ ⋆ ⋆ We would like to stress at this point that, in a sense, Eq. (31) can be regarded as a general-
ization of our old proposition for interpreting q as a measure of nonstatistical intrinsic fluctuations in
the system [29] (which corresponds to the real part of (31)) by adding the effect of spectral density of
such fluctuations (via the imaginary part of (31)). Notice that (31) follows from (27) and the relation
U = CV T , allowing to write (30) in the form of (31).
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