Abstract-In this paper we describe the geometric approach for computing the joint spectral radius of a finite family of linear operators acting in finite-dimensional Eucledian space. The main idea is to use the invariant sets of of these operators. It is shown that any irreducible family of operators possesses a centrally-symmetric invariant compact set, not necessarily unique. The Minkowski norm generated by the convex hull of an invariant set (invariant body) possesses special extremal properties that can be put to good use in exploring the joint spectral radius. In particular, approximation of the invariant bodies by polytopes gives an algorithm for computing the joint spectral radius with a prescribed relative deviation ε. This algorithm is polynomial with respect to 1 ε if the dimension is fixed.
I. INTRODUCTION
The notion of the joint spectral radius (JSR) of linear operators appeared more than 40 years ago is intensively studied due to many applications in matrix theory, spectral theory, curve and surface design, ergodic theory, etc. For the sake of simplicity we restrict ourselves to the case of two operators A 0 , A 1 , although all the results are extended for an arbitrary finite number of operators without any change. The notion of JSR can roughly by explained as follows: for a given point x ∈ R d it is required to estimate the asymptotic behavior of the value max d1,...,dm
where d j = 0 or 1 for every j. In other words, we are interested in how large can the image of the point x under the action of a composition of m operators A 0 or A 1 be. It turns out that under some general assumptions on these operators the value (1) have the same exponent of growth for all points x = 0. It has a polynomial asymptotic growth λ m . The exponent of growth λ is the JSR of operators A 0 , A 1 . 
A pair of operators is called irreducible iff they have no common nontrivial real invariant subspace. The problem of computing or estimating of the JSR can actually be considered only for irreducible pairs of operators. Indeed, if the operators A 0 , A 1 have a common invariant subspace of dimension k (0 < k < d), then their matrices in a suitable basis have the form
where
Then it is easily shown that
(see [1] , [2] ). Therefore, if the operators have common invariant subspaces, then the problem of computing of their JSR is reduced to analogous problems for smaller dimensions. Hence we can restrict ourselves to the case of irreducible operators. Everywhere in the sequel we assume that a pair of operators A 0 , A 1 is irreducible. We begin with the study of the growth of the value (1). In section II we show that in case of irreducible operators this value for any x = 0 is between C 1ρ m and C 2ρ m , where C 1 , C 2 are some positive constants. Using this result we prove the existence of invariant sets for irreducible operators (section III). Invariant sets have some relation with the notion of affine fractals and self-similar sets and generate the invariant convex bodies and extremal norms (section IV, V). In section VI we give estimations for the constants C 1 , C 2 for a given pair of operators, after that we describe an algorithm for computing JSR. 
II. THE ASYMPTOTICS OF THE ORBIT
be the orbit of the point x under the action of all possible products of the operators A 0 , A 1 consisting of m multipliers.
be the orbit of the point x. Also for a set
In particular,
y .
Proposition 1: For any irreducible pair of operators A 0 , A 1 there exist positive constants C 1 , C 2 , depending only on these operators, such that for every
Proof: Lemma 1 allows us to assume, with possible normalization, thatρ = 1. First let us show that there is a point
If this is not the case, then the union of the sets
over all m ∈ N covers the unit sphere. Since each of these sets is open, from the compactness of the sphere we conclude that
U m for a suitable N . Therefore, for every point x = 0 there exists a product
. Now we take an arbitrary point x 1 = 0 and consequently find the corresponding products
Since each of these products Π j consists of at most N operators, it follows that
which contradicts the assumption. Let now L be the set of
Clearly, L is a linear subspace of R d invariant with respect to (w.r.t.) the both operators A 0 , A 1 . Moreover, as we have just shown, L contains at least one nonzero element, i.e., L is nontrivial. Therefore, since the pair A 0 , A 1 is irreducible, it follows that L = R d . Thus, the set of operators
is bounded at any point x, hence, by the Banach-Steinhaus theorem, it is bounded uniformly. This proves the upper
To prove the lower bound we apply the same trick. Let us denote
Again we see that L 0 is a common invariant subspace for A 0 , A 1 . Therefore, either it is trivial, or L 0 = R d . The last case is impossible. Indeed, applying the relation lim m→∞ O m (e i ) = 0 to the elements of some orthonormal
By the compactness argument it can be assumed that x k converges to some point
It remains to note that for all m ≥ m k we have
hence O m (x) → 0 as m → ∞, which contradicts the triviality of L 0 . Therefore the proposition follows.
Corollary 1: If a pair of operators
A 0 , A 1 is irreducible, then C 1ρ m ≤ max d1,...,dm∈{0,1} A d1 · · · A dm ≤ C 2ρ m for every m ≥ 1.
III. INVARIANT SETS
Our next aim will be to construct invariant sets of linear operators. A compact set K ⊂ R d is invariant with respect to a pair of linear operators A 0 , A 1 if Proof: Necessity. Assume the operators A 0 , A 1 possess a nontrivial invariant set K. Applying Proposition 1 to an arbitrary point x ∈ K \ {0} we get
On the other hand,
Furthermore, the definition of invariant sets implies that for any x ∈ K, there is y ∈ K, for which either A 0 y = x or A 1 y = x. Consequently, for every m ≥ 1 there exists y m ∈ K and a product of our operators
Applying Proposition 1 to the points y m we have
for every m ∈ N. This meansρ ≥ 1 and thereforeρ = 1. Sufficiency. We assumeρ(A 0 , A 1 ) = 1 and prove the existence of a nontrivial invariant set. For an arbitrary point x = 0 denote by V(x) the set of points y ∈ R
and therefore A i y ∈ V(x) for each i = 0, 1. Thus,
To prove the inverse inclusion we take an arbitrary y ∈ V(x) and consider the operator products Π m k , for which Π m k (x) → y as k → ∞. Without loss of generality it can be assumed that infinitely many of these products begin with the operator A 0 . Passing, if necessary, to a subsequence we suppose that all the products Π m k begin with A 0 , i.e.,
The sequence of points Π m k −1 (x) is bounded, therefore it has a subsequence that converges to some point y 0 . Passing to this subsequence we can assume
Whence y 0 ∈ V(x) and A 0 y 0 = y. Thus, for any point y ∈ V(x) there exists either a point y 0 or y 1 from the set V(x) such that A i y i = y (i = 0, 1). This proves the inverse inclusion
Thus, for any x = 0 the set V(x) is invariant for the operators A 0 , A 1 . 
IV. INVARIANT BODIES AND EXTREMAL NORMS
We call a set M ⊂ R d convex body if it is convex, compact, and possesses a nonempty interior. Everywhere below we consider only convex bodies centrally symmetric with respect to the origin.
Let us consider the following binary operation on the set of (centrally symmetric) convex bodies:
where Conv is the convex hull. Since our pair of operators is irreducible, it follows thatĀ takes convex bodies to convex bodies. An invariant body is a convex body M such that A = λM for some positive λ. 
and hence λ ≤ 1. 
V. THE STRUCTURE OF INVARIANT BODIES
Proposition 2 suggests a method of approximation of invariant bodies. It was shown in [2] that that for an arbitrary point x = 0 the set
gives a good approximation for the invariant set V(x). Consequently, taking a convex hull of this set with its symmetric w.r.t. the origin, we get an approximation for the invariant body. This approach was put to good use in the works of I.Sheipak, where concrete examples and pictures were provided (see [4] and references therein).
To clarify the structure of invariant sets and of invariant bodies one can use the notion of returning points. Assume againρ = 1. A point x = 0 is called returning if x ∈ V(x). In other words, suitable compositions of the operators A 0 , A 1 take the point x close to itself. The following result was established in [2] .
Proposition 3: An irreducible pair of operators normalized by the conditionρ = 1 has at least one returning point. For any set of returning points W the set ∪ x∈W O(x) is invariant. Moreover, every invariant set of our operators have this form. In particular, every invariant body is represented as 
where ρ(A) is the (usual) spectral radius of the operator A. Proof: It suffices to establish this theorem for irreducible pairs of operators (the general case is easily reduced to this one by using decomposition (2)). With possible normalization it can be assumed thatρ(A 0 , A 1 ) = 1. For any product Π k = A d1 . . . A d k one has ρ(Π k ) ≤ 1 (see, for instance, [1] ). Let x = 0 be a returning point. There is a sequence of operator products {Π k } k∈N such that
On the other hand, the norms of all the operators Π k are uniformly bounded by the constant C 2 (Corollary 1). It now follows that each operator Π k possesses an eigenvector x k such that x k → x and the corresponding eigenvalue λ k tends to 1 as k → ∞. Therefore ρ(Π k ) → 1, which concludes the proof.
Remark 3: Theorem 2 slightly sharpens the well-known relation
(see [1] for the proof). This relation is used in most of practical algorithms of computing JSR. Therefore, it is important to estimate the rate of convergence. Theorem 2 implies the following asymptotics:
Let ∂X denote the boundary of a set X. For any convex body M set
For an irreducible pair of operators A 0 , A 1 its invariant body M is not unique, nevertheless the value l(M ) is bounded uniformly for all invariant bodies. In fact, there is an effective constant H depending only on operators A 0 , A 1 such that for any invariant body we have l(M ) ≤ H. In some sense, the constant H measures the "irreducibility" of this pair of operators. In [2] it was shown how to compute H effectively in terms of real eigenspaces of the operators A 0 , A 1 . This constant is expressed in terms of angles between real eigenspaces of these operators. 
Proof: The left-hand side inequality is well known. To prove the second inequality we take an arbitrary point
and an invariant body M of the operators A 0 , A 1 . With possible normalization it can be assumed that x ∈ ∂M . Since for any
Clearly, H provides also an upper bound for the constant C 2 in inequality (3). In [2] a lower bound for the constant C 1 was given.
VII. THE ALGORITHM OF COMPUTING JSR
One of the most intriguing problem concerning the JSR is the complexity of its computation or estimation. Most of algorithms used in practical problems compute JSR using relation (4) , by exhaustion of all matrix products of a given length m. Several modifications of this algorithm were elaborated in [5] , [6] , [7] . However, all the estimations for the rate of convergence of (4) available by now give exponential upper bounds of its complexity. In fact, the problem of computing JSR is NP-hard, and there is no algorithm that would be polynomial with respect to both the dimension d and the relative error ε [8] , [9] . Theorems 1 and 3 make it possible to construct the geometric algorithm of computing JSR. The idea of the algorithm is simple and consists of iterative approximation of the invariant body by polytopes. If the dimension d is fixed, then the algorithm is polynomial w.r.t. the Zero step. Take a cross-polytope 
Theorems 4 and 5 were proved in [13] , also some estimations for the constants C 1 , C 2 were established. Based on these theorems a geometric algorithm for computing the p-radius was derived. The algorithm consists of iterative approximation of the invariant body by p-zonotopes (Firey sums of finitely many segments). This is also polynomial w.r.t. the 1/ε, the number of operations does not exceed C(d)ε 2−2d .
