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Inverse analysis is widely applied to the identiﬁcation of material properties or model parameters. In
order to improve the computational efﬁciency of the inverse method based on the genetic algorithm,
an interpolation scheme upon the response surface constructed by the ﬁnite element simulation has been
adopted in this paper. Meanwhile, a gradual homogenization treatment scheme has also been presented
to improve the convergence of the inverse method based on the Kalman ﬁlter algorithm. Both methods
are proven effective in dealing with the single-objective inverse problem. However, literature studies
show that the adoption of multiple types of experimental information is useful to improve the accuracy
of inverse analysis. In this case, it turns into a multiple-objective inverse problem. Our practice proved
that the above-mentioned two methods might not yield a proper result if the sensitivity issue of different
types of information is not considered. Therefore, another multi-objective inverse method, in combina-
tion of the above two optimization algorithms and a weight-estimating scheme that can consider such
sensitivity, has been further presented. Finally, by using a mixed-mode crack propagation simulation
and two types of experimental information (loading-displacement response curve and crack path proﬁle),
the parameters of the cohesive zone model were inversely identiﬁed and its simulation results are in
good agreement with the experiment.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
Cohesive zonemodels (CZM) are the direct extension of Dugdale
(1960) and Barenblatt (1962) models that were originally intro-
duced to consider the effects of plasticity in linear elastic fracture
mechanics. They have been widely used to simulate the interfacial
delamination and debonding as well as fatigue and fracture of non-
interfacial materials. (Xu and Needleman, 1995; Benzarti et al.,
2011; Xu and Yuan, 2009a, 2009b, 2011; Zhang and Paulino,
2005; Benabou et al., 2013; Nielsen and Hutchinson, 2012; Scheider
et al., 2006). The CZM treats each potential crack as two internal
surfaces connected by cohesive tractions, and uses a traction-
separation law to describe the separation process. Once the cohe-
sive law is determined, the CZM parameters, mainly consisting of
fracture energy and cohesive strength, play an important role in
representing the evolution of damage and crack. However, the iden-
tiﬁcation of a cohesive law and its parameters is still an open issue.
Direct experimental measurements of the parameters near crack
tips are highly non-trivial because the fracture process zone is very
small and its stresses cannot be measured directly. Therefore,inverse techniques, depending on experimental information and
numerical simulation, have been developed recently in order to ob-
tain an idealized estimation of the CZM parameters (Valoroso and
Fedele, 2010; Gustafson and Waas, 2009; Maier et al., 2005; Oh
and Kim, 2013; Wang et al., 2010; Bocciarelli and Bolzon, 2007).
There are mainly two types of inverse methods presented in the
literature. The ﬁrst one is to use the global response information,
mainly in consideration of single experimental information, e.g.,
loading-displacement response curve, to perform an inverse iden-
tiﬁcation (Maier et al., 2005; Oh and Kim, 2013; Wang et al., 2010;
Bocciarelli and Bolzon, 2007). It is easy to acquire the experimental
data and implement its numerical application, but it is difﬁcult to
obtain a unique solution close to the exact result since many in-
verse problems are generally ill-posed (Elices et al., 2002). Accord-
ingly, a well-conditioned inverse scheme is highly desirable, which
should not only develop a robust and reliable inverse theory, but
also provide sufﬁcient and different types of constraint conditions.
Note that the constraint condition in this context means the
experimentally obtained information such as loading-displace-
ment response curve and crack path etc. Apparently, different
types of experimental information will bring different inﬂuences
on solution in inverse analysis. However, how to evaluate such
inﬂuence and combine different experimental information to
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cently, Valoroso et al. (2013) used both the loading-displacement
curve and the crack extension data to arrive at a useful and practi-
cal way to identify the mode-I cohesive parameters for bonded
interfaces via inverse method. However, investigation of the differ-
ences between the adopted characteristic information and their
inﬂuences on inverse analysis is not involved.
Another type of inverse method is to employ some advanced
experimental techniques, e.g., digital image correlation or elec-
tronic speckle pattern interferometry, to perform an inverse analy-
sis (Shen and Paulino, 2011; Hong and Kim, 2003; Fedele et al.,
2009; Ferreira et al., 2011; Fedele and Santoro, 2012). They make
use of full ﬁeld information rather than the global response to
deduce the model parameters. Despite their rapid development
recently, many issues still need to be further addressed, e.g., reli-
ability and convergence etc. Moreover, they need to be equipped
with high-performance optical instruments and the test procedures
are relatively more complex than the ﬁrst type of methods. There-
fore, this paper does not involve this type of methods at present.
As it is known, optimization algorithms usually play an impor-
tant role in the inverse methods. They mainly consist of global
searching algorithms and gradient-based local optimization algo-
rithms. The global searching algorithms, including the genetic
algorithm (GA) (Cropper et al., 2012; Amaya et al., 2003; Jin and
Cui, 2010), feature high accuracy but they are often limited by
low efﬁciency in solution, especially when combined with ﬁnite
element analysis. The gradient-based local optimization algo-
rithms, e.g., the Kalman ﬁlter algorithm (KFA) (Gu et al., 2003; Del-
alleau et al., 2006; Corigliano et al., 2000), can consider the
uncertainty in measurement and provide the whole evolution pro-
cess information for each initial estimate, but they can easily fall
into a local optimization solution or cause a convergence problem.
Therefore, both types of algorithms have their own drawbacks
when applied in the inverse analysis. Besides, the optimization
algorithms generally feature a cost function to deﬁne the differ-
ence between the measured and computed results. The construc-
tion of the cost function is generally simple for the single-
objective inverse analysis. However, when the multiple-objective
inverse analysis is conducted, the inﬂuences of different informa-
tion on solution have to be investigated and the cost function
needs to be appropriately constructed.
Aimed at the defects of the above-mentioned optimization algo-
rithms (GA and KFA), this paper proposes certain improvement
when they are applied to the inverse analysis. The interpolation cal-
culation on response surface is employed to substitute for a great
number of FEM simulations in order to improve the computational
efﬁciency. Besides, a gradual homogenization treatment scheme
has also been introduced to improve the convergence of the KFA
based inverse method. By taking advantage of both the GA and
the KFA based inverse methods, a new method has been developed
to perform the inverse analysis considering both the experimental
loading-displacement curve and the crack path proﬁle information.
Finally, by combining the XFEM with the cohesive zone model, a
mixed-mode crack propagation has been simulated and the param-
eters of the cohesive zone model are inversely identiﬁed.2. Inverse methods
Generally, the inverse analysis is to ﬁnd the parameters mini-
mizing the difference between the predicted response and the
experimental results. Therefore, optimization algorithm is one of
the most important parts, determining the accuracy and the efﬁ-
ciency of inverse analysis. In the following, the theoretical basis
of the GA and the KFA is brieﬂy reviewed. At the same time,
signiﬁcant improvement against their respective drawbacks isintroduced and a new multiple-objective inverse method based
on the above two optimization algorithms is proposed.
2.1. Inverse method based on GA
The genetic algorithm was inspired by Darwin’s theory of evo-
lution and works in a similar way as the biological evolution (Hau-
pt and Haupt, 2004). As a kind of global optimization technique
based on randomized operators (e.g., selection, crossover and
mutation), this search method can yield a set of solutions close
to the optimumwithout being trapped into local optimums in a gi-
ven search domain. The main steps of its application to the present
inverse analysis are concluded below. A more thorough description
can be found in the book written by Haupt and Haupt (2004).
The structure of the GA applied in the inverse analysis can be
seen in Fig. 1. In the ﬁrst step (Step 1), the area of search is deﬁned
based on the number of model parameters Np that needs to be opti-
mized. The optimum problem is approached in the Np dimensional
space limited by the lower and the upper bounds of each parame-
ter according to a priori knowledge. At the same time, the values of
the initial estimates are binary encoded in a form of genes. The
combination of genes from different types of parameters will form
an individual. The second step (Step 2) is the initialization of pop-
ulation. The population is made of several individuals in the do-
main. The ﬁrst generation of population is created by combining
different genes picked randomly from the search space.
In the next step (Step 3), the direct problem (e.g., simulating
fracture of material) is solved for each individual which corre-
sponds to CZM parameter set in the present study. Note that it is
necessary to convert the binary string (genetic chromosome) back
to the corresponding real number of CZM parameters before simu-
lation. As we know, such simulation usually incurs a heavy compu-
tational expense. Apparently, the calculations based on all
individuals are extremely inefﬁcient. To circumvent this problem,
an interpolation scheme on response surface is adopted here. Its
details will be introduced in the context.
In Step 4, the cost function is constructed to calculate the ﬁtness
value in the GA according to the numerical results from Step 3 and
the experimental data. It is quite an important step for obtaining
an accurate result of inverse analysis. Since multiple kinds of infor-
mation have been adopted to identify the model parameters in the
present study, a weighted sum form has been developed here. The
characteristic variables V of different loading steps are chosen to
formulate the cost function f
f ¼
Xm
j¼1
Xns
t¼1
wj
V simut;j  Vmeast;j
Vmeast;j
 !2
ð1Þ
where V simut;j and V
meas
t;j , representing reaction forces and crack path
information in the upcoming discussed example, are the character-
istic sub-variables obtained by simulation and experiment at the
load step t, respectively; m is the number of characteristic variable
(or information) types; ns is the total number of iterative loading
steps; wj is the weight value embodying the inﬂuences of different
information types on solution, which should satisfy
Pm
j¼1wj ¼ 1. The
ﬁtness value ﬁt of each individual can be evaluated by
fit ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
f=ns
p ð2Þ
In Step 5 the termination criterion is checked. The inverse anal-
ysis is terminated if the prescribed number of generation is
reached; otherwise, a new generation is created (Step 6). In this
step, based on the previous calculated ﬁtness values of all individ-
uals the population is sorted in an ascending or descending order.
To collect the best individual, only a certain ratio of them are
Fig. 1. Flowchart of the inverse analysis procedure based on GA and KFA.
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ents. The survival of the ﬁttest is a rule of genetic algorithm. It pre-
vents the loss of useful genetic information, which helps to
improve the global convergence and the computational efﬁciency.
Randomly selected pair parents with a probability Pc produce a
new generation (offspring) by the operator of crossover. The posi-
tion of crossover point is randomly chosen and the values behind
this position of each binary string exchange with another one. Fi-
nally, a new population consisting of parents and children is cre-
ated. However, changing one or part of the genes of individuals
in a small probability Pm is signiﬁcant in maintaining the diversity
of population, improving the ability of search and avoiding preco-
cious phenomenon. Therefore the operation of mutation is quite
necessary. In the genetic algorithm, some of the individuals are
randomly selected to ﬂip their character.
The ﬂowchart of the inverse analysis is illustrated in Fig. 1. Note
that in this ﬂowchart both KFA and GA based inverse methods aredescribed, which can run together as a whole or independently. In
the presentwork, parameters used in theGA are selected as follows:
the population size of each generation is set to be 50; the probabil-
ities of crossover and mutation are taken as Pc = 0.8 and Pm = 0.08,
respectively; the maximum generation is selected to be 50.
2.2. Inverse method based on KFA
The KFA is an adaptive ﬁltering algorithm, which can effectively
deal with the ‘‘noise’’ in the inverse analysis. Due to its powerful
capability to deal with the nonlinear problem, the KFA will also
be utilized to identify the CZM parameters in the present work.
To improve the accuracy and the convergence of inverse problem,
an improved inverse analysis scheme based on the traditional KFA
is presented here.
The KFA updates the previous estimates through indirect calcu-
lations of state variables and covariance information. This
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variables for the inverse analysis of the CZM parameters, e.g., the
experimental characteristic curves, the simulated characteristic
curves based on the estimates of the KFA procedure and their cor-
responding gradient information. The updated expression of the
KFA can be written as
xt ¼ xt1 þ K t Vmeast  V simut ðxt1Þ
h i
ð3Þ
xt ¼ ðX1;X2; . . . ;XnÞT ð4Þ
where xt denotes the state vector with n unknown material param-
eters; the subscript t indicates the load step, (0 6 t 6 tmax); Kt is the
Kalman ﬁlter gain matrix; Vmeast and V
simu
t are the experimental and
the FEM calculated characteristic variables at the current load step
t, respectively. A valid inverse identiﬁcation of material or model
parameters generally requires multiple types of experimental infor-
mation. The experimental and the simulated characteristic variables
can be expressed as
Vmeast ¼ Vmeast;1 ;Vmeast;2 ;    ;Vmeast;m
 T
ð5Þ
V simut ¼ V simut;1 ;V simut;2 ;    ;V simut;m
 T
ð6Þ
The inverse estimation of parameters is substantially affected
by the noise arising from various factors during measurement.
How to effectively ﬁlter the unpredictable noise would be the basis
of the KFA to obtain a stable solution. To this end, a gradual
homogenization treatment of characteristic variables is conducted
to reduce the effects of random errors from system and measure-
ment. The experimental and simulated characteristic variables
can be modiﬁed as
V^meast;j ¼
1
t
Xt
i¼1
Vmeasi;j ; V^
simu
t;j ¼
1
t
Xt
i¼1
V simui;j ð7Þ
Correspondingly, the updated expression of state variables is
written as
xt ¼ xt1 þ K t V^meast  V^ simut ðxt1Þ
h i
ð8Þ
The Kalman ﬁlter gain matrix Kt can be expressed as
K t ¼ PtdTtR1t ð9Þ
Pt ¼ Pt1  Pt1dTt dtPt1dTt þ Rt
 1
dtPt1 ð10Þ
dt ¼ @V^
simu
t ðxt1Þ
@x
ð11Þ
where Pt and Rt are the measurement covariance matrix and the er-
ror covariance matrix, respectively; dt is the gradient matrix (or
sensitivity matrix) which determines the direction of the iterative
updating of the KFA. This sensitivity matrix plays a key role in the
solution to inverse problems, which can be computed through
analytical, semi-analytical or numerical procedures. In this
work, it is calculated by a cubic Lagrangian interpolation scheme
on the response surface (see the details in Section 4.2). The gradient
matrix involving m kinds of characteristic variables can be
expressed as
dt ¼
@V^simut;1
@X1
@V^simut;1
@X2
   @V^
simu
t;1
@Xn
..
. ..
.    ...
@V^simut;m
@X1
@V^simut;m
@X2
   @V^
simu
t;m
@Xn
0
BBBB@
1
CCCCA ð12ÞIn order to simplify the calculation, the measurement error of
each information, Rm, in the error covariance matrix Rt is assumed
to be constant in the whole loading process and set close to their
maximum measurement errors. Hence, Rt can be simpliﬁed as
the following diagonal matrix.
Rt ¼
R21 0    0
..
. ..
. ..
. ..
.
0 0    R2m
0
BB@
1
CCA ð13Þ
In many inverse problems, the errors from multiple measurements
can be interdependent and Rt can be a full matrix.
Here, the measurement covariance matrix Pt is assumed to be a
square matrix and updated with iteration steps. Its initial value P0
is written as
P0 ¼
Xmax1  Xmin1
 2
0    0
..
. ..
.    0
0 0    Xmaxn  Xminn
 2
0
BBBBB@
1
CCCCCA ð14Þ
where Xmaxn and X
min
n are the upper and lower limits of the initial
range of parameter Xn.
When the KFA is applied to inverse analysis, the recursive pro-
cedure described by Eqs. (8)–(14) needs an initial estimate of the
state vector which can take any value in the assumed state variable
domain. The implementation of the above KFA can be referred to in
Fig. 1.
2.3. Inverse method in combination of GA and KFA
Two improved inverse methods have been introduced above.
They are both applicable to the parameter identiﬁcation of the
CZM when single experimental information is adopted. However,
when two or even more types of experimental information are in-
volved, our studies show that their accuracies of parameter esti-
mate are not improved as well as expected, which is caused by
not appropriately considering the inﬂuences from different exper-
imental information (see the details in later discussion). To this
end, a new inverse scheme in combination of the GA and the KFA
is further presented here. Note that it can also be separated into
the GA based inverse method and the KFA based inverse method,
both of which can run independently for parameter identiﬁcation
with single experimental information.
One advantage of the KFA based inverse method is that it can
conveniently provide us with the dispersivity information of the
results. Apparently, the results and their dispersivity are extremely
dependent on the experimental information. Generally, the smaller
the dispersivity is, the better convergence its adopted characteris-
tic information can bring. Therefore, the dispersivity information
can be utilized to calculate the weight value to estimate the pref-
erence of different experimental information in a multiple-objec-
tive inverse method. However, the implementation of weighted
sum scheme in the KFA is a rough task since the KFA is a kind of
local gradient algorithm, but it is easy to be applied in the GA be-
cause this algorithm is developed upon the minimization of the ﬁt-
ness function in a sense of global optimization. Accordingly, in the
present multiple-objective inverse analysis scheme, the weight
values are ﬁrstly determined by the KFA based inverse method,
and then applied in the GA based inverse method for the parameter
identiﬁcation.
As discussed above, the weight values for different types of
experimental information depend on the dispersivity of the
converged results. Thus, prior to calculating the weight value, the
Fig. 2. The cohesive traction-separation laws for the normal separation dominated
damage processes (Xu and Yuan, 2011).
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the KFA based inverse method, should be evaluated. Here we pro-
pose the following expression to calculate dj.
dj ¼
Xn
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXresij Þmax  ðX
res
ij Þmin
DXi
 !2vuut ð15Þ
where Xresij (i = 1,2, . . . ,n) represents n returned parameters of in-
verse analysis based on the jth experimental information. ðXresij Þmax
and ðXresij Þmin are the maximum and minimum values in the con-
verged results, respectively. DXi ððXiÞmax  ðXiÞminÞ is the initially
chosen bounds of the ith parameter before the inverse analysis.
Since the weight value is inversely related to the dispersivity, the
weight value for the jth experimental information can be calculated
as
wj ¼ 1dj
Xm
k¼1
1
dk
ð16Þ
where m indicates the number of different types of experimental
information.
Once the weight values are effectively evaluated by the KFA
based inverse method, the inﬂuences of different types of experi-
mental information on solution can be considered in the GA based
inverse method by assigning the acquired weight values into Eqs.
(1) and (2).
3. Implementation of CZM into XFEM
3.1. XFEM
The extended ﬁnite element method (XFEM), based on the for-
mulation of the partition of unity, has been an effective way to
solve problems containing strong discontinuities. The key lies in
that the displacement discontinuities can be directly embedded
by introducing enriched degrees of freedom. The approximation
of the displacement ﬁeld is written as
u ¼ Nðaþ HCdbÞ ¼ Naþ HCdNb ð17Þ
where a and b represent the standard and enriched nodal degrees of
freedom, respectively. The shape function N is taken from the con-
ventional ﬁnite element formulation. Supposing that the disconti-
nuity Cd separates the whole FEM domain X into two sub-
domains: Xþ and X, the Heaviside step function HCd is deﬁned as
HCd ¼
0 x 2 X
1 x 2 Xþ
8><
>: ð18Þ
Equivalently, the standard DOFs, a, represent a continuous dis-
placement ﬁeld, while the enriched DOFs, b, stand for a displace-
ment jump across the discontinuity, Cd. Theoretically speaking,
only the nodes associated with the discontinuity Cd have to be en-
riched. That is, the extra enriched term in Eq. (17) will be consid-
ered for these nodes.
In the framework of the FEM, the equilibrium equation is gen-
erally converted into the weak form by approximation methods,
e.g., the Galerkin method. According to the Galerkin method, the
test function can be taken from the same space as the displacement
ﬁeld u, as
w ¼ w^þ HCd ~w ð19Þ
where the notations (^) and () denote the standard and
enriched terms in approximation, respectively. Following the
Galerkin procedure, the governing equations can be derived and
written asZ
X
ðrw^Þ : rdV ¼
Z
Ct
w^  tdC;Z
Xþ
ðr ~wÞ : rdV þ
Z
Cd
~w  tdC ¼
Z
Cþt
~w  tdC
ð20Þ
where r is the gradient operator; r is the Cauchy stress tensor; t,
the inner traction in Cd, is calculated by the following cohesive
law; t is the prescribed traction vector at the boundary Ct; C
þ
t
stands for the boundary in Xþ; the symbol : denotes the double-
dot product of tensors and the dot  stands for the scalar product
of vectors.
In order to solve the governing Eq. (20) in the framework of the
FEM, the discretization and linearization were carried out, and the
Newton–Raphson iteration scheme was employed due to the non-
linear behavior of discontinuity. In this work, the XFEM and the
CZM were implemented by user subroutines in ABAQUS. Details
of the XFEM and its implementation in ABAQUS can be found in
the papers (Xu and Yuan, 2009a, 2011).
3.2. Exponential cohesive zone model
Among different cohesive zone models the exponential trac-
tion-separation law suggested by Xu and Needleman (1995) is
the most popular in fracture simulation. However, since this soft
cohesive zone model starts from zero separation, it cannot be ap-
plied to the mixed-mode crack propagation simulation in fracture
mechanics specimens. To study the mixed-mode crack path two
modiﬁcations can be introduced: setting a threshold value for ini-
tiating the cohesive zone and a direction criterion for crack propa-
gation. Xu and Yuan (2011) presented a cohesive zone model in
which the initial point was modiﬁed by shifting the traction-
separation law as
Tn ¼ ermax kdn0 exp 
k
dn0
 	
ð21Þ
where rmax is the tensile strength of material and dn0 is the normal
separation corresponding to the maximum tensile strength rmax;
the effective separation k is directly related to the normal separa-
tion dn, here k ¼ ndn0 þ dn, implying a linear coordinate shift of
ndn0 in the traction-separation diagram. As shown in Fig. 2, taking
n = 0 the model returns to the pure mode I form of Xu-Needleman
model (Xu and Needleman, 1995) and taking n = 1 the model comes
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tain the threshold value T0 for the traction against fracture, i.e., if
the traction in the uncracked ligament is lower than the cohesive
threshold T0, the material will not undergo fracture. For cyclic load-
ing cases, n represents the fatigue limit (Xu and Yuan, 2011). Note
that the fracture energy Gf is the area enveloped by the cohesive
curve and coordinate axes shown in Fig. 2. Since the brittle fracture
will be studied in the upcoming example, the value of n is taken as 1
here. By an integral calculation of Eq. (21), the fracture energy
Gf = 2rmaxdn0 can be derived.
From experiment, failure in brittle material generally occurs in
the perpendicular direction of the maximum tensile stress (Erdo-
gan and Sih, 1963). It follows that the initiation and propagation
of cohesive zone should be driven by normal traction. In our com-
putations, the degradation of shear stiffness was neglected and the
shear traction Tt acting on the discontinuity surfaces was calcu-
lated by
Tt ¼ ldt ð22Þ
where l is the shear stiffness of the cohesive zone. The present
assumption will not only ignore shear stress degradation, but also
exclude other effects related to the sliding in material failure. Such
an assumption is valid for the upcoming studied example. The de-
tailed discussion in terms of the effect of the shear stiffness on crack
extension can be found in the reference (Xu and Yuan, 2011).
In our calculation, if the maximum normal stress in the ﬁrst ele-
ment ahead of the cohesive zone, rn, exceeds T0, the enriched de-
grees of freedom in the XFEM-elements will be activated. This
element begins to contain a strong discontinuity whose direction
is determined by the nonlocal maximum principal stress criterion
(Xu and Yuan, 2011). That is to say, a new cohesive zone is embed-
ded within an element as a straight segment, if the criterion for
cohesive zone extension is fulﬁlled. Finally, a real crack increment
will be formed when the traction in the cohesive zone approaches
zero.4. Parameter identiﬁcation based on crack evolution under
mixed-mode loading condition
The notched panel specimen is widely used to study the crack
evolution under mixed-mode loading condition. A detailed exper-
imental investigation has been carried out by Nooru-Mohamed
(1992). Recently, Xu and Yuan (2011) have simulated its crack evo-
lution by using the XFEM and the cohesive zone model. Here this
example is further used to investigate the identiﬁcation of the
CZM parameters (Gf and rmax) by the inverse analysis.
4.1. Simulation of crack evolution
The geometry and material properties of the specimen as well
as the loading and boundary conditions imposed on it are depicted
in Fig. 3. These two CZM parameters: fracture energy (Gf) and cohe-
sive strength (rmax) were acquired by inverse identiﬁcation. The
shear stiffness in the CZM was taken as l = 10 N/mm3. During
the numerical simulation, the panel was ﬁrstly subjected to a shear
force (Fs = 10 kN) along the upper left border and the lower right
edges of the specimen. Subsequently, a displacement controlled
tensile load, Fn, was applied on the lower surface of the specimen.
Under this loading condition, two main cracks initiate at the roots
of notches and then propagate in the panel symmetrically.
After simulation, the loading-displacement curve and crack
path information were obtained. Figs. 4 and 5 show the numerical
results based on different CZM parameters in comparison with the
experimental result (Nooru-Mohamed, 1992). The above CZM
parameters were obtained by different inverse schemes accordingto the experimental loading-displacement curve or/and crack path
information, which will be introduced in details in the following
sections.
4.2. Construction of response surface and interpolation calculation
For the complex nonlinear inverse problems in combination
with the FEM analysis, a huge number of parameter candidates
need to be examined for an excellent optimization. In general, such
a task requires huge computational resources since each candidate
needs one FEM simulation. To circumvent this drawback, the
Lagrangian interpolation technique was used in the inverse analy-
sis based on the KFA (Gu et al., 2003). In our work, a similar scheme
has been adopted to improve the computational efﬁciency of both
the GA based and the KFA based inverse methods. Large amounts
of ﬁnite element computations can be substituted by interpolation
calculations on the constructed response surface. Because such an
interpolation calculation is almost instantaneous, the computa-
tional efforts can therefore be greatly reduced.
The ﬁrst step in most inverse schemes is to evaluate the initial
parameter domain where a proper parameter can be ﬁnally
searched. According to a priori knowledge, the initial domain of
the CZM parameters for the present example was limited in the
bounds of 1.5 6 rmax 6 3 N/mm2 and 0.02 6 Gf 6 0.2 N/mm. There-
after, 16 base points uniformly distributed in the above domain
(i.e., a 2D parameter space) were selected according to the cubic
Lagrangian interpolation function. Next, the FEM simulations were
carried out for each base point. Finally, 16 sets of simulated load-
ing-displacement curves and crack paths were obtained, among
which 4 sets of representative curves are displayed in Fig. 6. Due
to symmetry of this test panel, two cracks initiate and propagate
symmetrically. Therefore, only one crack is used in the present in-
verse analysis. The crack paths shown in Fig. 6(b) are those located
in the right-upper corner of specimen. H and W denote the loca-
tions in the coordinate system shown in Fig. 3.
Here one of the above loading-displacement curves shown in
Fig. 7(b) is used to illustrate how to construct the response surface
shown in Fig. 7(a). Note that the highlighted point shown in
Fig. 7(a) is exactly the point corresponding to the 8th loading step
shown in Fig. 7(b). Such 16 similar base points can be used to con-
struct the response surface of Load step 8 by the cubic Lagrangian
interpolation function. With a similar manner, 20 response sur-
faces which correspond to 20 loading steps are constructed. Based
on these response surfaces, the damage response of specimen for
an arbitrary combination of two CZM parameters can be instantly
calculated by an interpolation calculation. In order to verify the
accuracy, more than 10 parameter points were selected to calcu-
late their respective loading-displacement response curves by both
the FEM simulation and the interpolation calculations on these re-
sponse surfaces. Note that most of these selected parameter points
are located at the points corresponding to the maximum gradients
of the response surface, where the largest deviation can be
reached. Accuracy studies indicated that around 0.3% errors exist,
which meets the requirement of accuracy.
4.3. Inverse analysis by the KFA based method
The parameter identiﬁcation of the CZM was ﬁrstly conducted
by the KFA based inverse method introduced in Section 2. Our pre-
vious inverse analysis conﬁrmed that the initial estimate of param-
eters plays an important role in the convergence of solution. If the
analysis procedure is robust and the experimental information is
applicable, most initial estimates will ﬁnally converge to a rela-
tively small solution domain. In the KFA based inverse method,
the initialized range of each CZM parameter was further divided
into 40 equal intervals, i.e., one can obtain 1681(41  41) initial
E: 30000[N/mm2]
v: 0.2[-] 
Thickness: 50[mm] 
W
H
0
Fig. 3. Double notched tension-shear panel (Xu and Yuan, 2011).
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Fig. 5. The simulated crack paths based on different CZM parameters in comparison
with the experiment (Nooru-Mohamed, 1992).
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initial estimate ﬁnally converges to a so-called ‘‘ideal solution’’.
When we use the KFA based inverse method to carry out the
parameter identiﬁcation of the CZM, we need to calculateV^ simut for any required parameter combinations of rmax and Gf, as
well as their derivatives at different load steps according to the
interpolation scheme on response surface. The average experimen-
tal V^meast , including the load–displacement curve (Fig. 4) and the
central line of crack extension zone (Fig. 5), were taken as the
characteristic information of inverse analysis. Finally, the above
simulated and experimental response information are combined
to derive the proper CZM parameters through Eqs. (8)–(14).4.3.1. Single-objective inverse analysis
At ﬁrst, only the single characteristic information (either the
force–displacement response curve or the crack path) is used to
identify the CZM parameters. Although these two types of charac-
teristic information are distinguished, they are both derived from
the same specimen and can be regarded as different representa-
tions of failure based on the CZM and the material mechanics re-
sponse. Therefore, both of them can be individually used to
identify the CZM parameters.
After two single-objective inverse analyses, the plot of the con-
vergence intensity generated from the KFA based inverse analysis
is shown in Fig. 8. This ﬁgure means that 1681 initial estimates ﬁ-
nally converge to these displayed parameter points after many
times of inverse iterations. Domain 1 represents the result ob-
tained from the experimental loading-displacement curve shown
in Fig. 4; while the result marked by Domain 2 was derived from
the experimental crack path information shown in Fig. 5. By com-
paring these two domains, one can see that their optimal solutions
have a distinguished difference. The results from the loading-dis-
placement response curve seem much better since its converged
points are concentrating on a relatively smaller domain; while
the solutions from the crack path are more dispersive and one
can even ﬁnd multiple points of high convergence intensity. There-
fore, the inversely identiﬁed results from the loading-displacement
response curve are relatively more reliable.
In general, the point of the highest convergence strength is re-
garded as the optimal solution of inverse analysis. Accordingly,
one can acquire the optimal parameters: rmax = 2.16 and
Gf = 0.08, from the inverse analysis based on the experimental
loading-displacement response curve, as shown in Fig. 8. Likewise,
rmax = 2.82 and Gf = 0.10 are the optimal parameters from the
crack path information. To validate the optimal parameters of
the CZM, the FEM simulations of mixed-mode crack propagation
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tions. The simulated loading-displacement response curves and
crack paths are displayed in Figs. 4 and 5, respectively. One can
see that the loading-displacement response curve based on the
optimal parameters inversely extracted from the experimentalloading-displacement response curve is closer to its experimental
information. However, the simulated crack path based on these
parameters has a certain deviation. Likewise, the results based on
the optimal parameters from the experimental crack path express
a similar behavior. Hence, a reasonable estimate of the above
CZM parameters needs to depend on both types of experimental
information mentioned above.
4.3.2. Double-objective inverse analysis
Here the above two types of experimental information were
further used together to perform the inverse identiﬁcation of the
CZM parameters. Compared with the single-objective analysis, it
provides more constraints, which may help to obtain a more accu-
rate result. However, it is worthy of noting that the present KFA
based inverse method cannot consider the preference problem of
different information during the parameter identiﬁcation. There-
fore, the above two different types of information are treated
equivalently here. The optimized results obtained from both exper-
imental information are also shown in Fig. 8. One can see that most
initial estimates ﬁnally converge to the point (rmax = 2.72,
Gf = 0.08), corresponding to the maximum convergence strength.
Compared with the two results from the single-objective analyses,
one can ﬁnd that its dispersivity and optimal estimate both lie in
the middle.
In order to verify the acquired CZM parameters, the FEM analy-
sis based on this set of parameters was also performed and its re-
0 10 20 30 40 50
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Fig. 10. Evolution process of ﬁtness in the GA based inverse analysis.
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loading-displacement curve is quite different from the experiment
and the results are still not as good as expected. However, note that
its load–displacement response curve and crack path location both
lie in the middle in comparison with the two results from single-
objective inverse analysis.
From the above discussion, we know that the double-objective
inverse analysis has made a compromising choice between the re-
sults from the two single-objective inverse analyses, and the sensi-
tivity of solution with respect to the force–displacement response
curve and crack path information is quite different. For the KFA
based inverse method, the contribution of different characteristic
information to the inverse analysis is dealt with equivalently,
which is apparently not appropriate. In the following sections, this
issue will be further discussed.4.4. Inverse analysis by the GA based method
Before the inverse method in combination of the KFA and the
GA is applied, the inverse analysis based solely on the GA should
be veriﬁed. In Section 2.1 it directly describes a multi-objective
GA based inverse method in which a weighted sum form has been
adopted. Note that such a weighted sum form can easily simplify
the double-objective inverse analysis to a single-objective one by
setting the other weights equal to zero. At the same time, the
weight value can consider the preference problem of different
characteristic information in the inverse analysis.
In order to verify the GA based inverse method, an arbitrary
weight ratio of 0.7:0.3 was ﬁrstly selected to consider the inﬂu-
ences of loading-displacement curve and crack path information
on solution, respectively. Fig. 9 demonstrates the evolution process
of genetic individuals at different generations. The scattered initial
individuals tend toward a small region after 10 generations of evo-
lution and eventually converge to a stable point at the 20th gener-
ation, which implies that the GA has a good convergence. In
addition, Fig. 10 shows the ﬁtness evolution of both the optimal
individual and the average. For the optimal individual, the ﬁtness
is getting stable when it reaches the 8th generation. For the aver-
age, the ﬁtness is getting stable before the 20th generation. This re-
sult further tells us that the present GA based inverse method is1.5 2 2.5 3
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Fig. 9. Distribution of population at different genetic generations.easily convergent and stable. Besides, we performed ten separate
inverse analyses with the same settings and all the acquired results
are very close. Therefore, the GA based inverse method is applica-
ble and robust in solving the present CZM parameter identiﬁcation
problem.
To study the sensitivity of results to different types of character-
istic information in the inverse analysis, 11 sets of results of the in-
verse analysis with respect to varied weight values are further
compared and summarized in Fig. 11. Note that here
PN
i¼1wi ¼ 1
and N = 2 since double-objective inverse analysis is conducted.
When the weight w1 is equal to 0, it corresponds to the inverse
analysis in terms of single crack path information. Likewise, while
w1 is equal to 1, it signiﬁes that only the force–displacement curve
is taken into consideration. From this ﬁgure, one can see the opti-
mal solution of rmax = 2.16 and Gf = 0.08 as w1 = 1, which is coinci-
dent with the results from the KFA based method. When w1 is
equal to 0, the converged parameters are: rmax = 2.80 and
Gf = 0.17. Although they are not in good agreement with the results
from the KFA (rmax = 2.82, Gf = 0.10) as shown in Fig. 8, the conver-
gence strength of point (rmax = 2.80, Gf = 0.17) from the KFA is also
relatively higher than the others. Thus, the results from the GA
based inverse method have a similar accuracy with the KFA based
method.
In addition, it can be found in Fig. 11 that both predicted param-
eters rmax and Gf for the case of w1 = 0 are distinct from the other
weight values. It implies that the result from the crack path is less
convincible than the force–displacement curve. Furthermore, by
comparing the results (Fig. 8) from the KFA based inverse method,
one can also see that the two cases involving the experimental
crack path information are more dispersive. Therefore, it can be0 0.2 0.4 0.6 0.8 1
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Fig. 11. The predicted rmax and Gf varying with the weight w1 by the GA based
inverse method.
Fig. 12. Simulation results based on the CZM parameters from the inverse analysis in combination of GA and KFA.
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should be smaller and the method of calculating the weight value
through the dispersivity information obtained from the KFA based
inverse analysis is appropriate.
4.5. Inverse analysis by the method in combination of KFA and GA
From the above discussion, we know that the dispersivity of the
results from the KFA based inverse method has a certain correla-
tion with the preference of different characteristic information
during inverse analysis. Therefore, the weight value may be calcu-
lated according to the dispersivity information obtained from the
KFA based method. In Fig. 8, the bounds of the converged estimates
obtained from different experimental information are marked.
The difference between the maximal and minimal estimates
for different domains can be calculated according to
DXresij ¼ Xresij
 
max
 Xresij
 
min
shown in Eq. (15). For the inverse
analysis based on the loading-displacement response curve, the
ranges of its converged estimates (Drmax = 0.33 and DGf = 0.012)
can be calculated, while for the crack path information, the follow-
ing ranges (Drmax = 0.23 and DGf = 0.106) can be obtained. By
substituting the above values into Eq. (15), one can obtain their
respective dispersion information. Subsequently, according to Eq.
(16) the weights w1 = 0.73 and w2 = 0.27 are obtained. Finally, by
the GA based inverse analysis, the optimal CZM parameters
(rmax = 2.31 and Gf = 0.08) are determined.
Here the FEM simulation was further performed to verify the
above optimal CZM parameters. The resultant loading-displace-
ment curve and crack path are also shown in Figs. 4 and 5, respec-
tively. In comparison with the results from the other parameters,
the present ones are more acceptable. Besides, its stress contour
with crack path is displayed in Fig. 12, which also seems reason-
able. Therefore, by combining the above two different types of
experimental information, the inverse method upon both the KFA
and the GA help to obtain a more appropriate result.
5. Conclusion
The parameter identiﬁcation can generally be converted into an
inverse optimization problem, which can be solved by theoptimization methods such as the KFA and the GA. In this paper,
the GA based inverse method is proposed to perform with the
interpolation technique on the response surface constructed by
the FEM simulation, so as to reduce the computational expense.
At the same time, a gradual homogenization method is presented
to associate with the KFA based inverse method to improve the
convergence of solution. Furthermore, in order to obtain a more
appropriate estimate of solution from multiple types of experi-
mental information, a weighted sum multiple-objective inverse
method in combination of the GA and the KFA is developed. In this
method, the weights are ﬁrstly calculated by the KFA based inverse
analysis to consider the preference of different characteristic infor-
mation and then transmitted to the GA based inverse method to
obtain a reasonable solution. Together with fracture simulations
by using the XFEM and the CZM, as well as certain experimental
information (e.g., loading-displacement response curve and crack
path conﬁguration), the developed inverse methods are used to
study the parameter identiﬁcation of the CZM.
Numerical investigations indicate that both the GA and the KFA
(respectively representing the global searching and the gradient-
based local searching optimization algorithms) can be applied to
the parameter identiﬁcation of the CZM when single experimental
information (loading-displacement response curve or crack path
conﬁguration) is considered. However, the accuracies of their re-
sults are generally not satisfactory. Furthermore, our research
shows that it will not improve the accuracy of inverse problem
even though a multiple-objective inverse analysis is carried out
with multiple types of characteristic information, if the preference
problem of multiple characteristic information is not considered.
However, the present weighted inverse method based on the GA
and the KFA can use the weight to properly deal with the prefer-
ence problem. It is proven robust when used for the parameter
identiﬁcation of the CZM and promising in solving a wider range
of parameter identiﬁcation problems. Although only two-parameter
identiﬁcation is investigated at present, this method is also
suitable for an inverse extraction of more parameters.
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