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Asymptotic behavior at isolated singularities for solutions of
nonlocal semilinear elliptic systems of inequalities
Marius Ghergu∗ and Steven D. Taliaferro†‡
Abstract
We study the behavior near the origin of C2 positive solutions u(x) and v(x) of the system

0 ≤ −∆u ≤
(
1
|x|α ∗ v
)λ
0 ≤ −∆v ≤
(
1
|x|β ∗ u
)σ in B2(0) \ {0} ⊂ Rn, n ≥ 3,
where λ, σ ≥ 0 and α, β ∈ (0, n).
A by-product of our methods used to study these solutions will be results on the behavior
near the origin of L1(B1(0)) solutions f and g of the system

0 ≤ f(x) ≤ C
(
|x|2−α +
∫
|y|<1
g(y) dy
|x− y|α−2
)λ
0 ≤ g(x) ≤ C
(
|x|2−β +
∫
|y|<1
f(y) dy
|x− y|β−2
)σ for 0 < |x| < 1
where λ, σ ≥ 0 and α, β ∈ (2, n+ 2).
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1 Introduction
In this paper we study the behavior near the origin of C2(Rn \ {0}) ∩ L1(Rn) positive solutions
u(x) and v(x) of the system

0 ≤ −∆u ≤
(
1
|x|α ∗ v
)λ
0 ≤ −∆v ≤
(
1
|x|β ∗ u
)σ in B2(0) \ {0} ⊂ Rn, n ≥ 3, (1.1)
where λ, σ ≥ 0 and α, β ∈ (0, n).
The goal of this work is to address the following question.
Question 1. For which constants λ, σ ≥ 0 and α, β ∈ (0, n) do there exist continuous functions
h1, h2 : (0, 1)→ (0,∞) such that all C2(Rn \ {0}) ∩ L1(Rn) positive solutions u(x) and v(x) of the
system (1.1) satisfy
u(x) = O(h1(|x|)) as x→ 0
v(x) = O(h2(|x|)) as x→ 0
and what are the optimal such h1 and h2 when they exist?
We call a function h1 (resp. h2) with the above properties a pointwise bound for u (resp. v) as
x→ 0.
Remark 1. Let Γ ∈ C2(Rn \ {0}) ∩ L1(Rn) be a positive function such that Γ(x) = |x|−(n−2) for
0 < |x| < 2. Since −∆Γ = 0 in B2(0) \ {0}, the functions u0(x) = v0(x) = Γ(x) are always positive
solutions of (1.1). Hence, any pointwise bound for positive solutions of (1.1) must be at least as
large as |x|−(n−2) and whenever |x|−(n−2) is such a bound for u (resp. v) it is necessarily optimal.
In this case we say that u (resp. v) is harmonically bounded at 0.
A first motivation for the study of (1.1) comes from the equation
−∆u =
( 1
|x|α ∗ u
p
)
|u|p−2u in Rn, (1.2)
where α ∈ (0, n) and p > 1. For n = 3 and α = p = 2, equation (1.2) is known in the literature as
the Choquard-Pekar equation and was introduced in [19] as a model in quantum theory of a Polaron
at rest (see also [6]). Later, the equation (1.2) appears as a model of an electron trapped in its own
hole, in an approximation to Hartree-Fock theory of one-component plasma [17]. More recently,
the same equation (1.2) was used in a model of self-gravitating matter (see, e.g., [13, 18]) and it is
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known in this context as the Schro¨dinger-Newton equation. In the degenerate case p = 1, equation
(1.2) becomes the prototype for our system (1.1).
Another motivation for the study of (1.1) is given by various integral equations that have been
recently investigated. For instance, the system

u(x) =
( ∫
Rn
v(y)
|x− y|αdy
)λ
v(x) =
( ∫
Rn
u(y)
|x− y|β dy
)σ in Rn, n ≥ 3, (1.3)
and its more general forms appear in [4, 5, 12, 14, 15, 16]. These works are mainly concerned with
radial symmetry, monotonicity or regularity of solutions.
As emphasized in [12, 16], the system (1.3) is related to the Hardy-Littlewood-Sobolev inequality∣∣∣∣
∫
Rn
∫
Rn
f(x)g(y)
|x− y|θ dxdy
∣∣∣∣ ≤ C(n)‖f‖p‖g‖q , (1.4)
where p, q > 1 and θ = (2− 1/p − 1/q)n.
In order to find the best constant in (1.4) one has to find
J := min
‖f‖p=1 , ‖g‖q=1
∫
Rn
∫
Rn
f(x)g(y)
|x− y|θ dxdy
and this leads to the Euler-Lagrange equations

f(x) =
(
1
J
∫
Rn
g(y)
|x− y|θ dy
)λ
g(x) =
(
1
J
∫
Rn
f(y)
|x− y|θ dy
)σ in Rn, (1.5)
where λ = 1/(p − 1) > 0 and σ = 1/(q − 1) > 0.
We point out that (1.1) has a similar structure to (1.5). Indeed, by the well known result of
Brezis and Lions [2] (see Lemma 3.2 below) regarding the representation of nonnegative superhar-
monic functions in the punctured ball, positive solutions u and v of (1.1) satisfy
−∆u,−∆v ∈ L1(B1(0))
and 

u(x) ≤ C
(
|x|2−n +
∫
|y|<1
−∆u(y) dy
|x− y|n−2
)
v(x) ≤ C
(
|x|2−n +
∫
|y|<1
−∆v(y) dy
|x− y|n−2
) for 0 < |x| < 1.
Substituting these estimates in (1.1) and using Lemma 3.9 and Corollary 3.7 below, we find for
α, β ∈ (2, n) that

0 ≤ f(x) ≤M
(
|x|2−α +
∫
|y|<1
g(y) dy
|x− y|α−2
)λ
0 ≤ g(x) ≤M
(
|x|2−β +
∫
|y|<1
f(y) dy
|x− y|β−2
)σ for 0 < |x| < 1, (1.6)
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where f = −∆u, g = −∆v are C(Rn \ {0}) ∩ L1(B1(0)) functions and M is a positive constant.
A by-product of our methods used to study solutions of (1.1) will be results on the behavior
near the origin of L1(B1(0)) solutions f and g of (1.6) when λ, σ ≥ 0 and α, β ∈ (2, n + 2).
Before we state the main results for (1.1) let us mention the following system which we considered
in [8]: {
0 ≤ −∆u ≤ vλ
0 ≤ −∆v ≤ uσ in B1(0) \ {0} ⊂ R
n, n ≥ 3, (1.7)
where λ, σ ≥ 0. In [8] we emphasized the existence of a critical curve in the λσ-plane that optimally
describes the existence of pointwise bounds for (1.7). A particular feature of (1.7) is that whenever
pointwise bounds exist, then at least one of u and v must be harmonically bounded. We shall see
that this is not always the case when dealing with the nonlocal system (1.1). Theorems 2.5 and
2.6 below illustrate such a phenomenon which we believe is due to the more complex character of
(1.1) that involves four parameters α, β, λ, σ (instead of two parameters in the case of (1.7)).
Since positive solutions u and v of the system of inequalities (1.1) (resp. (1.7)) are also solutions
of the system of equations

−∆u =
(
1
|x|α ∗ v
)λ
−∆v =
(
1
|x|β ∗ u
)σ in B2(0) \ {0} ⊂ Rn, n ≥ 3, (1.8)
(
resp.
{
−∆u = vλ
−∆v = uσ in B1(0) \ {0} ⊂ R
n, n ≥ 3,
)
(1.9)
our pointwise bounds at 0 for solutions of the systems (1.1) and (1.7) also hold for solutions of the
systems (1.8) and (1.9) respectively. Such bounds are often a first step for obtaining more precise
asymptotic behavior at 0 of positive solutions of systems (1.8) and (1.9) and nonexistence of entire
solutions. The system (1.9) has been studied extensively. See for example [1] and [21].
2 Statement of the main results
2.1 Results for system (1.1)
We first consider the case that either α or β belongs to the interval (0, 2]. We can assume without
loss of generality that β ∈ (0, 2].
Theorem 2.1. Suppose
α ∈ (0, n), β ∈ (0, 2], and λ, σ ≥ 0.
Let u and v be C2(Rn \ {0}) ∩ L1(Rn) positive solutions of (1.1). Then
u(x) =


O(|x|−(n−2)) if n ≥ λ(α− 2),
o
(
|x|−λ(α−2)(n−2)n
)
if n < λ(α− 2),
as x→ 0, (2.1)
and
v(x) = O(|x|−(n−2)) as x→ 0. (2.2)
By Remark 1 the estimate (2.2) and the first estimate in (2.1) are optimal. By the following
theorem, the second estimate in (2.1) is also optimal.
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Theorem 2.2. Suppose
0 < β ≤ 2 < α < n and λ > n
α− 2 .
Let h : (0, 1) → (0, 1) be a continuous function satisfying limt→0+ h(t) = 0. Then there exist
C∞(Rn \ {0}) ∩ L1(Rn) positive solutions u and v of (1.1) such that
u(x) 6= O
(
h(|x|)|x|−λ(α−2)(n−2)n
)
as x→ 0 (2.3)
and
v(x)|x|n−2 → 1 as x→ 0. (2.4)
Note that, according to Theorem 2.1, if α, β ∈ (0, 2] then all positive solutions u and v of (1.1)
are harmonically bounded, that is
u(x) = O(|x|−(n−2)) and v(x) = O(|x|−(n−2)) as x→ 0, (2.5)
regardless of the size of the exponents λ and σ.
We next consider the case that α, β ∈ (2, n). In this setting the study of the asymptotic
behavior is more delicate and it involves all parameters α, β, λ and σ. We can assume without loss
of generality that
0 ≤ (β − 2)σ ≤ (α− 2)λ. (2.6)
Let α, β ∈ (2, n) be fixed constants. If λ and σ satisfy (2.6) then (λ, σ) belongs to one of the
following five pairwise disjoint subsets of the λσ-plane.
A :=
{
(λ, σ) : 0 ≤ λ ≤ n
α− 2 and 0 ≤ σ ≤
α− 2
β − 2λ
}
\
{(
n
α− 2 ,
n
β − 2
)}
B :=
{
(λ, σ) : λ >
n
α− 2 and 0 ≤ σ ≤
2
β − 2 +
n(n− 2)
(α− 2)(β − 2)
1
λ
}
C :=
{
(λ, σ) : λ >
n
α− 2 and
2
β − 2 +
n(n− 2)
(α− 2)(β − 2)
1
λ
< σ <
n+ 2− α
β − 2 +
n
β − 2
1
λ
}
D :=
{
(λ, σ) : λ >
n
α− 2 and
n+ 2− α
β − 2 +
n
β − 2
1
λ
< σ ≤ α− 2
β − 2λ
}
E :=
{
(λ, σ) : λ ≥ n
α− 2 and σ =
n+ 2− α
β − 2 +
n
β − 2
1
λ
}
.
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−α( )2
1
λ( )β 2−σ =
2
+β 2−
2β −
n
n
2−α
β 2−
−n+2 α
β 2−
α −2 λ=σ
β −
n
2β 2−
n+2 α
=σ + 1λ
−
2
2
β −
2
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n(n 2)
)2−(
1
λβ −2β
σ
λ
−
D
A  B C
σ  =
Figure 1: Graph of regions A, B, C and D.
Note that A, B, C, and D are two dimensional regions in the λσ-plane whereas E is the curve
separating C and D. (See Figure 1.)
The following theorem deals with the case that (λ, σ) ∈ A.
Theorem 2.3. Suppose α, β ∈ (2, n),
0 ≤ λ ≤ n
α− 2 and 0 ≤ σ <
n
β − 2 . (2.7)
Let u and v be C2(Rn\{0})∩L1(Rn) positive solutions of (1.1). Then u and v are both harmonically
bounded, that is u and v satisfy (2.5).
By Remark 1 the bounds (2.5) for u and v in Theorem 2.3 are optimal.
The following theorem deals with the case that (λ, σ) ∈ B.
Theorem 2.4. Suppose α, β ∈ (2, n),
λ >
n
α− 2 and 0 ≤ σ ≤
2
β − 2 +
n(n− 2)
(α− 2)(β − 2)
1
λ
.
Let u and v be C2(Rn \ {0}) ∩ L1(Rn) positive solutions of (1.1). Then
u(x) = o
(
|x|−λ(α−2)(n−2)n
)
as x→ 0
and v is harmonically bounded, that is
v(x) = O(|x|−(n−2)) as x→ 0.
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The following theorem deals with the case that (λ, σ) ∈ C.
Theorem 2.5. Suppose α, β ∈ (2, n),
λ >
n
α− 2 and
2
β − 2 +
n(n− 2)
(α− 2)(β − 2)
1
λ
< σ <
n+ 2− α
β − 2 +
n
β − 2
1
λ
.
Let u and v be C2(Rn \ {0}) ∩ L1(Rn) positive solutions of (1.1). Then
u(x) = o
(
|x|−λ(α−2)(n−2)n
)
as x→ 0
and
v(x) = o
(
|x|−λ(α−2)[σ(β−2)−2]n
)
as x→ 0.
By the following theorem the bounds for u and v in Theorems 2.4 and 2.5 are optimal.
Theorem 2.6. Suppose α, β ∈ (2, n),
λ >
n
α− 2 , and 0 < σ <
n
β − 2 .
Let h : (0, 1) → (0, 1) be a continuous function such that limt→0+ h(t) = 0. Then there exist
C∞(Rn \ {0}) ∩ L1(Rn) positive solutions u and v of (1.1) such that
u(x) 6= O
(
h(|x|)|x|−λ(α−2)(n−2)n
)
as x→ 0
and
v(x) 6= O
(
h(|x|)
[
|x|−(n−2) + |x|−λ(α−2)[σ(β−2)−2]n
])
as x→ 0.
The following theorem deals with the case that (λ, σ) ∈ D. In this case there exist pointwise
bounds for neither u nor v.
Theorem 2.7. Suppose α, β ∈ (2, n),
λ >
n
α− 2 and σ >
n+ 2− α
β − 2 +
n
β − 2
1
λ
. (2.8)
Let h : (0, 1) → (0,∞) be a continuous function such that limt→0+ h(t) = ∞. Then there exist
C∞(Rn \ {0}) ∩ L1(Rn) positive solutions u and v of (1.1) such that
u(x) 6= O(h(|x|)) as x→ 0 (2.9)
and
v(x) 6= O(h(|x|)) as x→ 0. (2.10)
From Theorems 2.1, 2.3 and 2.7 we find:
Corollary 2.8. Let α ∈ (0, n) and λ ≥ 0. Consider the inequality
0 ≤ −∆u ≤
(
1
|x|α ∗ u
)λ
in B2(0) \ {0} ⊂ Rn, n ≥ 3. (2.11)
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(i) If λ(α− 2) < n then any C2(Rn \ {0}) ∩ L1(Rn) positive solution u of (2.11) satisfies
u(x) = O(|x|−(n−2)) as x→ 0.
(ii) If λ(α−2) > n then (2.11) admits C2(Rn\{0})∩L1(Rn) positive solutions which are arbitrarily
large around the origin in the following sense: for any continuous function h : (0, 1)→ (0,∞)
satisfying limt→0+ h(t) =∞, there exists a C2(Rn \{0})∩L1(Rn) positive solution u of (2.11)
such that
u(x) 6= O(h(|x|)) as x→ 0.
A first tool we use in our approach to (1.1) is an integral representation formula for nonnegative
superharmonic functions in punctured balls due to Brezis and Lions [2] (see also [3, 7, 22, 23]
where representation formulae for various kinds of differential operators are deduced). Another
important tool in our approach is Proposition 3.1 which provides pointwise estimates for nonlinear
potentials of Havin-Maz’ya type. Further, various integral estimates will be employed as stated in
Section 3.2. The optimality of the pointwise bounds obtained in our main results will be achieved
by constructing solutions u and v of (1.1) satisfying suitable coupled conditions on a countable
sequence of balls that concentrate at the origin. At this stage we leave open the question of
(non)existence of pointwise bounds for (λ, σ) on the curve E defined above.
The remainder of the paper is organized as follows: In Subsection 2.2 we state our main results
for the system (1.6). In Section 3 we collect various pointwise and integral estimates for some
quantities which will frequently appear in the course of our proofs. Sections 4–10 contain the
proofs of our main results. Theorem 6.1, which deals with the system (1.6), is a crucial result, from
which the optimal bounds for positive solutions of the systems (1.1) and (1.6) easily follow.
2.2 Results for system (1.6)
We now state our results for the system (1.6) when λ, σ ≥ 0 and α, β ∈ (2, n + 2). As in Sub-
section 2.1, we can assume that (2.6) holds. Let the regions A–D be defined as in Subsection
2.1.
The following theorem deals with the case (λ, σ) ∈ A.
Theorem 2.9. Suppose α, β ∈ (2, n + 2),
0 ≤ λ ≤ n
α− 2 and 0 ≤ σ <
n
β − 2 .
Let f and g be L1(B1(0)) solutions of (1.6) where M is a positive constant. Then
f(x) = O
(
|x|−λ(α−2)
)
as x→ 0
and
g(x) = O
(
|x|−σ(β−2)
)
as x→ 0.
The following theorem deals with the case (λ, σ) ∈ B ∪C.
Theorem 2.10. Suppose α, β ∈ (2, n + 2),
λ >
n
α− 2 and 0 ≤ σ <
n+ 2− α
β − 2 +
n
β − 2
1
λ
.
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Let f and g be L1(B1(0)) solutions of (1.6) where M is a positive constant. Then
f(x) = O
(
|x|−λ(α−2)
)
as x→ 0
and
g(x) = o
(
|x|−λ(α−2)σ(β−2)n
)
as x→ 0.
By the following result the estimates for f and g in Theorems 2.9 and 2.10 are optimal.
Theorem 2.11. Suppose ε > 0, α, β ∈ (2, n + 2),
λ ≥ 0 and 0 < σ < n
β − 2 .
Let h : (0, 1) → (0, 1) be a continuous function such that limt→0+ h(t) = 0. Then there exist
solutions
f, g ∈ C∞(Rn \ {0}) ∩ L1(Rn) (2.12)
of the system

0 ≤ f(x) ≤ ε

|x|−(α−2) + ∫
|y|<ε
g(y) dy
|x− y|α−2


λ
0 ≤ g(x) ≤ ε

|x|−(β−2) + ∫
|y|<ε
f(y) dy
|x− y|β−2


σ for x ∈ Rn \ {0}, n ≥ 3, (2.13)
such that
lim sup
x→0
|x|λ(α−2)f(x) > 0 (2.14)
and
g(x) 6= O
(
h(x)
[
|x|−σ(β−2) + |x|−λ(α−2)σ(β−2)n
])
as x→ 0. (2.15)
The following theorem deals with the case that (λ, σ) ∈ D. In this case there exist pointwise
bounds for neither f nor g.
Theorem 2.12. Suppose ε > 0, α, β ∈ (2, n + 2),
λ >
n
α− 2 and σ >
n+ 2− α
β − 2 +
n
β − 2
1
λ
. (2.16)
Let h : (0, 1) → (0,∞) be a continuous function such that limt→0+ h(t) = ∞. Then there exist
solutions
f, g ∈ C∞(Rn \ {0}) ∩ L1(Rn) (2.17)
of the system (2.13) such that
f(x) 6= O(h(|x|)) as x→ 0 (2.18)
and
g(x) 6= O(h(|x|)) as x→ 0. (2.19)
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3 Preliminary results
3.1 Nonlinear Riesz potentials
Let B be a ball in Rn, n ≥ 3, and f ∈ L∞(B) be a nonnegative function. For any a ∈ (0, n) we
define the Riesz potential Iaf of order a by
Iaf(x) =
∫
B
f(y)
|x− y|n−ady for all x ∈ B.
We also set
Ua,b,σf := Ia ((Ibf)
σ) ,
where a, b ∈ (0, n). If a = b then Ua,a,σf is the Havin-Maz’ya potential [10].
Proposition 3.1. Let a, b ∈ (0, n) and σ > an−b . Then there exists a constant C = C(n, σ, a, b) > 0
such that
‖Ua,b,σf‖∞ ≤ C‖f‖
a+bσ
n
1 ‖f‖
σ(n−b)−a
n
∞ for all f ∈ L∞(B) , f ≥ 0.
Proof. Let us first recall Hedberg’s inequality [11]
‖Iγf‖∞ ≤ C(n, γ, p)‖f‖
γp
n
p ‖f‖1−
γp
n
∞ for all 0 < γ < n , 1 ≤ p < n
γ
. (3.1)
Let g = (Ibf)
σ. Using (3.1) we have
‖Iag‖∞ ≤ C(n, a, p)‖g‖
ap
n
p ‖g‖1−
ap
n
∞ for all 1 ≤ p < n
a
(3.2)
and
‖Ibf‖∞ ≤ C(n, b)‖f‖
b
n
1 ‖f‖
1− b
n
∞ .
This last estimate implies
‖g‖∞ = ‖Ibf‖σ∞ ≤ C‖f‖
σb
n
1 ‖f‖
σ(1− b
n
)
∞ . (3.3)
Since σ > an−b , we can find s ∈ (1, n/b) and p ∈ (1, n/a) such that
pσ =
ns
n− bs . (3.4)
By standard Riesz potential estimates (see [9, Lemma 7.12]) we have
‖g‖p = ‖Ibf‖σpσ ≤ C‖f‖σs . (3.5)
We now use (3.3) and (3.5) in (3.2) to deduce
‖Ua,b,σf‖∞ = ‖Iag‖∞ ≤ C‖f‖
apσ
n
s ‖f‖
σb
n
(1− ap
n
)
1 ‖f‖
σ(1− b
n
)(1− ap
n
)
∞ . (3.6)
Finally, using the estimate
‖f‖s ≤ ‖f‖
1
s
1 ‖f‖
s−1
s
∞
in (3.6) we obtain
‖Ua,b,σf‖∞ ≤ C‖f‖
apσ
ns
+σb
n
(1− ap
n
)
1 ‖f‖
apσ
n
s−1
s
+σ(1− b
n
)(1− ap
n
)
∞
= C‖f‖
a+bσ
n
1 ‖f‖
σ(n−b)−a
n
∞
by (3.4).
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3.2 Further estimates
In this part we collect some results which will be used in our proofs. A very important tool in our
approach is the following result due to Brezis and Lions which presents a representation formula
for nonnegative superharmonic functions in a punctured ball of Rn.
Lemma 3.2. (see [2]) Let u be a C2 nonnegative superharmonic function in B2r(0) \ {0} ⊂ Rn,
n ≥ 3, for some r > 0. Then
u,−∆u ∈ L1(Br(0))
and there exist m ≥ 0, c = c(n) > 0 and a bounded harmonic function h : Br(0)→ R such that
u(x) = m|x|2−n + c
∫
|y|<r
−∆u(y)
|x− y|n−2dy + h(x) for 0 < |x| < r.
Lemma 3.3. (see [8, Lemma 5.1]) Let ϕ : (0, 1) → (0, 1) be a continuous function such that
limt→0+ ϕ(t) = 0. Let {xj} ⊂ Rn, n ≥ 3, be a sequence satisfying
0 < 4|xj+1| < |xj | < 1
2
and
∞∑
j=1
ϕ(|xj |) <∞, (3.7)
and {rj} ⊂ R be such that 0 < rj ≤ |xj |/2.
Then there exist a positive constant A = A(n) and a positive function u ∈ C∞(Rn \ {0}) such
that
0 ≤ −∆u ≤ ϕ(|xj |)
rnj
in Brj (xj), (3.8)
−∆u = 0 in Rn \
(
{0} ∪
∞⋃
j=1
Brj (xj)
)
, (3.9)
u ≥ 1 in Rn \ {0}, (3.10)
and
u ≥ Aϕ(|xj |)
rn−2j
in Brj(xj). (3.11)
Lemma 3.4. Let α ∈ (0, n) and v ∈ L1(B1(0)) be a nonnegative function such that
v(x) = O(|x|−γ) as x→ 0
for some γ ≥ 0. Then ∫
|y|<1
v(y) dy
|x− y|α = O(|x|
−α) + o
(
|x|− γαn
)
as x→ 0. (3.12)
Proof. Choose C > 0 and R ∈ (0, 1/4) such that
v(y) ≤ C|y|−γ for 0 < |y| < 2R.
Let {xj} ⊂ BR(0) \ {0} be a sequence which converges to 0. Then
v(y) ≤ C|xj |−γ for |y − xj| < |xj|
2
(3.13)
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and it suffices to prove the estimate (3.12) with x replaced with xj.
Define rj ∈ (0, |xj |/2) by∫
|y−xj |<rj
C|xj|−γdy =
∫
|y−xj |<
|xj|
2
v(y)dy → 0 as j →∞. (3.14)
Then rj = o(|xj |γ/n) as j →∞. Also, using (3.13) and (3.14) we have∫
|y−xj |<rj
C|xj|−γ − v(y)
|y − xj|α dy ≥
∫
|y−xj |<rj
C|xj|−γ − v(y)
rαj
dy
=
∫
rj<|y−xj |<
|xj |
2
v(y)
rαj
dy
≥
∫
rj<|y−xj |<
|xj |
2
v(y)
|y − xj |αdy
which yields ∫
|y−xj |<
|xj |
2
v(y)dy
|y − xj |α ≤
∫
|y−xj|<rj
C|xj|−γdy
|y − xj |α .
Using this last estimate, for j large we have∫
|y|<1
v(y) dy
|xj − y|α =
∫
|y|<1,|y−xj|>
|xj |
2
v(y) dy
|y − xj |α +
∫
|y−xj|<
|xj |
2
v(y) dy
|y − xj |α
≤ C|xj|−α +
∫
|y−xj |<
|xj|
2
v(y) dy
|y − xj|α
≤ C

|xj |−α +
∫
|y−xj |<rj
|xj|−γ dy
|y − xj|α


≤ C
[
|xj|−α + rn−αj |xj |−γ
]
= O(|xj |−α) + o
(
|xj |−
γα
n
)
as j →∞.
Corollary 3.5. Let u be a C2 nonnegative function in Br(0) \ {0} ⊂ Rn, n ≥ 3, r > 0 such that
for some γ ≥ 0 we have
0 ≤ −∆u ≤ C|x|−γ for 0 < |x| < r.
Then
u(x) = O(|x|2−n) + o
(
|x|− γ(n−2)n
)
as x→ 0.
Proof. We apply the representation formula in Lemma 3.2 and then Lemma 3.4 with v = −∆u and
α = n− 2.
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Lemma 3.6. Let α, β < n. Then there exists a constant C = C(n, α, β) > 0 such that
∫
|y|<2
dy
|x− y|β |y|α ≤


C
|x|α+β−n if α+ β > n,
C ln
2
|x| if α+ β = n,
C if α+ β < n.
for 0 < |x| < 1.
Proof. We could use the convolution formula (see Stein [20, pg. 118])∫
Rn
dy
|x− y|β|y|α =
C(n, α, β)
|x|α+β−n for all x ∈ R
n, (3.15)
which holds whenever α+ β > n. However, we shall give here a direct and simpler proof.
Let x ∈ B1(0) \ {0} and r = |x|. Under the change of variable x = rξ, y = rη, we have |ξ| = 1
and ∫
|y|<2
dy
|x− y|β|y|α = r
n−α−β
∫
|η|< 2
r
dη
|ξ − η|β |η|α
= rn−α−β

 ∫
|η|<2
dη
|ξ − η|β |η|α +
∫
2<|η|< 2
r
dη
|ξ − η|β |η|α


= rn−α−β

C(n, α, β) + ∫
2<|η|< 2
r
dη
|ξ − η|β |η|α


≤ Crn−α−β

1 + ∫
2<|η|< 2
r
dη
|η|α+β


≤


C
rα+β−n
if α+ β > n,
C ln
2
r
if α+ β = n,
C if α+ β < n.
Corollary 3.7. Let α, β < n and R > 0. Then there exists a constant C = C(n, α, β) > 0 such
that for all x, z ∈ BR(0), x 6= z we have
∫
|y|<R
dy
|x− y|β|y − z|α ≤


C
|x− z|α+β−n if α+ β > n,
C ln
4R
|x− z| if α+ β = n,
C
Rα+β−n
if α+ β < n.
(3.16)
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Proof. Under the change of variables ξ = x−z2R , η =
y−z
2R we find ξ ∈ B1(0)\{0} and thus by Lemma
3.6 we have ∫
|y|<R
dy
|x− y|β|y − z|α ≤ (2R)
n−α−β
∫
|η|<2
dη
|ξ − η|β |η|α
≤


C
(2R|ξ|)α+β−n if α+ β > n,
C ln
2
|ξ| if α+ β = n,
C
(2R)α+β−n
if α+ β < n.
This clearly implies (3.16).
Lemma 3.8. Let σ > 0 and γ ∈ (0, n). There exists a constant C = C(n, σ, γ) > 0 such that∫
|y|<1
lnσ 4|y−z|
|x− y|γ dy ≤ C for all x, z ∈ B1(0).
Proof. This follows from Riesz potential estimates (see [9, Lemma 7.12]).
Lemma 3.9. Suppose u and v are C2(Rn \{0})∩L1(Rn) positive solutions of (1.1) where λ, σ ≥ 0
and α, β ∈ (0, n). Then
−∆u,−∆v ∈ L1(B1(0)) (3.17)
and for some positive constant C we have

0 ≤ −∆u(x) ≤ C

 ∫
|y|<1
v(y) dy
|x− y|α


λ
0 ≤ −∆v(x) ≤ C

 ∫
|y|<1
u(y) dy
|x− y|β


σ for 0 < |x| < 1, (3.18)


u(x) ≤ C

|x|2−n + ∫
|y|<1
−∆u(y) dy
|x− y|n−2


v(x) ≤ C

|x|2−n + ∫
|y|<1
−∆v(y) dy
|x− y|n−2


for 0 < |x| < 1, (3.19)
and 

−∆u(x) ≤ C

 ∫
|y|<1
dy
|y − x|α|y|n−2 +
∫
|z|<1
−∆v(z)

 ∫
|y|<1
dy
|x− y|α|y − z|n−2

 dz


λ
−∆v(x) ≤ C

 ∫
|y|<1
dy
|y − x|β|y|n−2 +
∫
|z|<1
−∆u(z)

 ∫
|y|<1
dy
|x− y|β |y − z|n−2

 dz


σ (3.20)
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for 0 < |x| < 1.
Proof. Lemma 3.2 implies (3.17) holds. Since∫
|y|<1
v(y) dy
|x− y|α >
∫
|y|<1
v(y) dy
2α
=: C1 > 0 for |x| < 1
and ∫
|y|>1
v(y) dy
|x− y|α ≤
∫
1<|y|<2
max1≤|y|≤2 v(y)
|x− y|α dy +
∫
|y|>2
v(y) dy ≤ C2 for |x| < 1
we see that ∫
Rn
v(y) dy
|x− y|α ≤
(
1 +
C2
C1
) ∫
|y|<1
v(y) dy
|x− y|α for |x| < 1.
Thus the first line of (3.18) follows from (1.1). The second line of (3.18) is proved similarly.
Inequalities (3.19) follow from Lemma 3.2. Substituting (3.19) in (3.18) we get (3.20).
4 Proof of Theorem 2.1
By Lemma 3.9, u and v satisfy (3.17)–(3.20).
If β < 2 then (3.20), (3.17), Lemma 3.6 and Corollary 3.7 yield
−∆v(x) ≤ C

1 + ∫
|z|<1
−∆u(z)dz


σ
≤ C for 0 < |x| < 1
and from Corollary 3.5 we find v(x) satisfies (2.2).
Assume next that β = 2. Then using Lemma 3.6 and Corollary 3.7 we obtain from (3.20) that
−∆v(x) ≤ C

ln 4|x| +
∫
|z|<1
(
ln
4
|x− z|
)
(−∆u(z)) dz


σ
for 0 < |x| < 1. (4.1)
Since increasing σ increases the right side of (4.1), it follows from (4.1) that there exists γ > 1 such
that u and v satisfy
−∆v(x) ≤ C

ln 4|x| +
∫
|z|<1
(
ln
4
|x− z|
)
(−∆u(z)) dz


γ
for 0 < |x| < 1.
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Thus by Jensen’s inequality, we have
−∆v(x) ≤ C

lnγ 2|x| +

 ∫
|z|<1
(
ln
4
|x− z|
)
(−∆u(z))dz


γ

= C

lnγ 2|x| + ‖∆u‖γL1(B1(0))

 ∫
|z|<1
(
ln
4
|x− z|
) −∆u(z)
‖∆u‖L1(B1(0))
dz


γ

≤ C

lnγ 2|x| +
∫
|z|<1
(
lnγ
4
|x− z|
)
(−∆u(z))dz

 for 0 < |x| < 1.
This last estimate combined with (3.19), (3.17), and Lemma 3.8 yields
v(x) ≤ C

|x|2−n + ∫
|y|<1
−∆v(y)
|x− y|n−2dy


≤ C

|x|2−n + ∫
|y|<1
lnγ 2|y|
|x− y|n−2dy +
∫
|z|<1
−∆u(z)

 ∫
|y|<1
lnγ 4|y−z|
|x− y|n−2dy

 dz


≤ C
[
|x|2−n + ‖∆u‖L1(B1(0))
]
≤ C|x|2−n for 0 < |x| < 1.
We have thus established (2.2) for β ≤ 2. Now, from the first equation of (3.18) and Lemma 3.6
we find
−∆u(x) ≤ C

 ∫
|y|<1
v(y) dy
|x− y|α


λ
≤ C

 ∫
|y|<1
dy
|x− y|α|y|n−2


λ
≤


C|x|−λ(α−2) if α > 2,
C lnλ
2
|x| if α = 2,
C if α < 2.
for 0 < |x| < 1.
If α ≤ 2 we use (3.19) and Lemma 3.8 to deduce u(x) = O(|x|2−n) as x → 0. If α > 2 then we
apply directly Corollary 3.5 to derive
u(x) = O(|x|2−n) + o
(
|x|−λ(α−2)(n−2)n
)
as x→ 0,
and complete the proof of (2.1).
5 Proof of Theorem 2.2
Define ϕ : (0, 1)→ (0, 1) by ϕ = √h. Let {xj} ⊂ Rn be a sequence satisfying (3.7) and
rj = |xj |
λ(α−2)
n << |xj | as j →∞. (5.1)
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By Lemma 3.3 there exist a positive constant A = A(n) and a positive function u ∈ C∞(Rn \ {0})
that satisfies (3.8)–(3.11). In particular, −∆u ≥ 0 in Rn \ {0}. Let
uˆ = uχ+ w(1− χ) and v = |x|−(n−2)χ+ w(1− χ)
where w ∈ C∞(Rn) ∩ L1(Rn) is a positive function and χ ∈ C∞(Rn) is a nonnegative function
satisfying χ = 1 in B2(0) and χ = 0 in R
n \B3(0). Then uˆ, v ∈ C∞(Rn \ {0}) ∩L1(Rn) by Lemma
3.2. Also, uˆ = u and v = |x|−(n−2) in B2(0) \ {0}. For simplicity of notation, we again denote uˆ by
u. Since v is harmonic in B2(0) \ {0} we only need to check that u and v satisfy
0 ≤ −∆u(x) ≤

 ∫
Rn
v(y) dy
|x− y|α


λ
for 0 < |x| < 2 (5.2)
and that (2.3) holds. In fact, owing to (3.9), we only need to check that (5.2) is valid in
⋃∞
j=1Brj (xj).
For x ∈ Brj (xj) we have x ∈ B1(0) and∫
Rn
v(y) dy
|x− y|α ≥
∫
|y−x|<
|x|
2
dy
|x− y|α|y|n−2 ≥
C
|x|n−2
∫
|y−x|<
|x|
2
dy
|x− y|α =
C
|x|α−2 >
C
|xj|α−2 . (5.3)
We now combine (3.8), (5.1) and (5.3) to obtain
−∆u(x) ≤ ϕ(|xj |)
rnj
≤ 1
rnj
=
1
|xj|λ(α−2)
≤ C

 ∫
Rn
v(y) dy
|x− y|α


λ
for all x ∈ Brj (xj). This establishes (5.2). To check (2.3) we use (3.11), (5.1) and obtain
u(xj)
h(|xj |)|xj |−
λ(α−2)(n−2)
n
≥ Aϕ(|xj |)
h(|xj |)rn−2j |xj|−
λ(α−2)(n−2)
n
=
A√
h(|xj |)
→∞ as j →∞.
6 Proof of Theorems 2.3–2.5, 2.9, and 2.10
The theorems in the title of this section are either immediate consequences of the following theorem
or follow very easily from it. Its proof is the crux of this paper. Specifically, estimates (6.2) and (6.3)
immediately give Theorems 2.9 and 2.10, and, as we will see at the end of this section, Theorems
2.3–2.5 follow easily from estimates (6.4) and (6.5).
Theorem 6.1. Assume α, β ∈ (2, n + 2), λ ≥ 0, and
0 ≤ σ < min
{
n
β − 2 ,
n+ 2− α
β − 2 +
n
β − 2
1
λ
}
. (6.1)
Let f and g be L1(B1(0)) solutions of (1.6) where M is a positive constant. Then
f(x) = O
(
|x|−λ(α−2)
)
as x→ 0 (6.2)
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and
g(x) = O
(
|x|−σ(β−2)
)
+ o
(
|x|−λ(α−2)σ(β−2)n
)
as x→ 0. (6.3)
Also, for 2 < s < n+ 2 we have∫
|y|<1
f(y) dy
|x− y|s−2 = O
(
|x|−(s−2)
)
+ o
(
|x|−λ(α−2)(s−2)n
)
as x→ 0 (6.4)
and ∫
|y|<1
g(y) dy
|x− y|s−2 = O
(
|x|−(s−2)
)
+ o
(
|x|−λ(α−2)[σ(β−2)−(n+2−s)]n
)
as x→ 0. (6.5)
In particular, ∫
|y|<1
g(y) dy
|x− y|α−2 = O
(
|x|−(α−2)
)
as x→ 0. (6.6)
Proof. The estimate (6.6) follows from (6.5) and (6.1). Also, using Lemma 3.4, we see that (6.2)
implies (6.4). Moreover, (6.4) with s = β combined with (1.6) implies (6.3). Hence it remains only
to prove (6.2) and (6.5).
We first prove (6.2). If λ = 0 then (6.2) follows immediately from (1.6). Hence we can assume
for the proof of (6.2) that
λ > 0. (6.7)
Moreover, since the estimate (6.2) for f does not depend on σ and since increasing σ weakens the
conditions on f and g in the system (1.6), we can also assume for the proof of (6.2) that
σ >
n+ 2− α
β − 2 . (6.8)
We divide the proof of (6.2) into two steps.
Step 1: For some γ > n we have
f(x) = O(|x|−γ) as x→ 0. (6.9)
Let {xj} ⊂ Rn be a sequence such that
0 < 4|xj+1| < |xj | < 1
2
for j = 1, 2, . . . . (6.10)
To prove (6.9), it suffices to prove
f(xj) = O(|xj |−γ) as j →∞. (6.11)
Since ∫
|y−xj |>|xj|/2,|y|<1
g(y) dy
|x− y|α−2 ≤
(
4
|xj |
)α−2 ∫
|y|<1
g(y) dy ≤ C|xj|2−α for |x− xj| < rj := |xj |
4
,
it follows from (1.6) that
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f(x) ≤ C

|xj |2−α +
∫
|y−xj |<
|xj|
2
g(y) dy
|x− y|α−2


λ
for |x− xj | < rj ; (6.12)
and similarly
g(x) ≤ C

|xj |2−β +
∫
|y−xj |<
|xj |
2
f(y) dy
|x− y|β−2


σ
for |x− xj | < rj . (6.13)
Let now fj, gj : B2(0)→ [0,∞) be defined by
fj(ξ) = r
n
j f(xj + rjξ) , gj(ξ) = r
n
j g(xj + rjξ).
Since f, g ∈ L1(B1(0)) we have
‖fj‖L1(B2(0)) → 0 , ‖gj‖L1(B2(0)) → 0 as j →∞. (6.14)
Further, with the change of variable y = xj + rjζ in (6.12) and (6.13) we find
r−nj fj(ξ) = f(xj + rjξ) ≤ C|xj|−λ(α−2)

1 + ∫
|ζ|<2
gj(ζ) dζ
|ξ − ζ|α−2


λ
for |ξ| < 1, (6.15)
and
r−nj gj(ζ) = g(xj + rjζ) ≤ C|xj |−σ(β−2)

1 + ∫
|η|<2
fj(η) dη
|ζ − η|β−2


σ
for |ζ| < 1. (6.16)
For any a ∈ (0, n), r > 0 and any f ∈ L1(Br(0)), f ≥ 0 we denote by Ia,rf the Riesz potential
Ia,rf(x) =
∫
Br(0)
f(y) dy
|x− y|n−a
and we define
Ua,b,σ;rf := Ia,r ((Ib,rf)
σ) .
Let R ∈ (0, 1/2]. By (6.14) we have
∫
|ζ|<2
gj(ζ) dζ
|ξ − ζ|α−2 ≤ C

 1
Rα−2
+
∫
|ζ|<2R
gj(ζ) dζ
|ξ − ζ|α−2

 for |ξ| < R.
In other words, ∫
|ζ|<2
gj(ζ) dζ
|ξ − ζ|α−2 ≤ C
[
1
Rα−2
+ In+2−α,2R(gj)(ξ)
]
for |ξ| < R. (6.17)
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Similarly, we find ∫
|η|<2
fj(η) dη
|ζ − η|β−2 ≤ C
[
1
Rβ−2
+ In+2−β,4R(fj)(ζ)
]
for |ζ| < 2R. (6.18)
Combining (6.15), (6.16), (6.17) and (6.18) we deduce
fj(ξ) ≤ Crn−λ(α−2)j
{
1
Rλ(α−2)
+
[
In+2−α,2R(gj)
]λ
(ξ)
}
for |ξ| < R, (6.19)
gj(ζ) ≤ Crn−σ(β−2)j
{
1
Rσ(β−2)
+
[
In+2−β,4R(fj)
]σ
(ζ)
}
for |ζ| < 2R. (6.20)
Now, from (6.20) we find for all ξ ∈ Rn that
In+2−α,2R(gj)(ξ) ≤ Crn−σ(β−2)j
{
Rn−α+2−σ(β−2) + In+2−α,4R
[
In+2−β,4R(fj)
]σ
(ξ)
}
= Cr
n−σ(β−2)
j
{
Rn−α+2−σ(β−2) +Un+2−α,n+2−β,σ;4R(fj)(ξ)
}
.
It therefore follows from (6.19) that there exists a positive constant a which depends only on n, α,
β, λ, and σ such that
fj(ξ) ≤ C
(Rrj)a
{
1 +
[
V(fj)(ξ)
]λ}
for |ξ| < R ≤ 1
2
, (6.21)
where
V(f) := Un+2−α,n+2−β,σ;4R(f).
At this stage, to prove for some γ > n that (6.11) holds, it suffices to show that for some γ > 0 the
sequence {rγj fj(0)} is bounded. This will be achieved by means of the following auxiliary result.
Lemma 6.2. Suppose the sequence
{rγj fj} is bounded in Lp(B4R(0)) (6.22)
for some constants γ ≥ 0, p ∈ [1,∞), and R ∈ (0, 1/2]. Let δ = γλσ + a where a is as in (6.21).
Then either the sequence
{rδjfj} is bounded in L∞(BR(0)) (6.23)
or there exists a positive constant C0 = C0(n, λ, σ, α, β) such that the sequence
{rδjfj} is bounded in Lq(BR(0))
for some q ∈ (p,∞) satisfying
1
p
− 1
q
> C0. (6.24)
Proof of Lemma 6.2. It follows from (6.1) that there exists ε = ε(n, λ, σ, α, β) > 0 such that
α, β < n+ 2− ε and 0 ≤ σ < min
{
n
β − 2 + ε,
n+ λ(n + 2− α− ε)
λ(β − 2 + ε)
}
. (6.25)
By (6.21) we have
rδjfj(ξ) ≤
C
Ra
(
1 + ((V(rγj fj))(ξ))
λ
)
for |ξ| < R. (6.26)
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We can assume
p ≤ n/(n+ 2− β) (6.27)
for otherwise from Riesz potential estimates (see [9, Lemma 7.12]) and (6.22) we find that the
sequence {In+2−β,4R(rγj fj)} is bounded in L∞(B4R(0)) and hence by (6.26) we see that (6.23)
holds.
Define p1 by
1
p
− 1
p1
=
n+ 2− β − ε
n
, (6.28)
where ε is as in (6.25). By (6.27), p1 ∈ (p,∞) and by Riesz potential estimates we have
‖(In+2−β,4Rfj)σ‖p1/σ = ‖In+2−β,4Rfj‖σp1 ≤ C‖fj‖σp (6.29)
where ‖ · ‖p := ‖ · ‖Lp(B4R(0)). Since, by (6.25),
1
p1
=
1
p
− n+ 2− β − ε
n
≤ 1− n+ 2− β − ε
n
=
β − 2 + ε
n
<
1
σ
,
we have
p1/σ > 1. (6.30)
We can assume
p1/σ ≤ n/(n+ 2− α) (6.31)
for otherwise by Riesz potential estimates and (6.29) we have
‖V(rγj fj)‖∞ = ‖Un+2−α,n+2−β,σ;4R(rγj fj)‖∞
≤ C‖(In+2−β,4R(rγj fj))σ‖p1
σ
≤ C‖rγj fj‖σp
which is a bounded sequence by (6.22). Hence (6.26) implies (6.23).
Define p2 by
σ
p1
− 1
p2
=
n+ 2− α− ε
n
and let q =
p2
λ
. (6.32)
By (6.30) and (6.31), p2 ∈ (1,∞) and by Riesz potential estimates
‖V(fj)λ‖q = ‖Un+2−α,n+2−β,σ;4R(fj)‖λp2
≤ C‖(In+2−β,4Rfj)σ‖λp1
σ
≤ C‖fj‖λσp ,
by (6.29). It follows therefore from (6.26) that
‖rδjfj‖Lq(BR(0)) ≤
C
Ra
[
1 + ‖rγj fj‖λσLp(B4R(0))
]
,
which is a bounded sequence by (6.22).
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It remains to prove that q satisfies (6.24) for some positive constant C0 = C0(n, λ, σ, α, β). By
(6.28) and (6.32) we have
1
p
− 1
q
=
1
p
− λ
p2
=
1
p
− λ
[ σ
p1
− n+ 2− α− ε
n
]
=
1
p
+
λ(n + 2− α− ε)
n
− λσ
p1
=
1
p
+
λ(n + 2− α− ε)
n
− λσ
[1
p
− n+ 2− β − ε
n
]
=
1− λσ
p
+
λ(n+ 2− α− ε) + λσ(n+ 2− β − ε)
n
.
If λσ ≤ 1 then
1
p
− 1
q
≥ λ(n+ 2− α− ε) + λσ(n+ 2− β − ε)
n
= C1(n, λ, σ, α, β) > 0.
by (6.25) and (6.7). If λσ > 1 then
1
p
− 1
q
≥ 1− λσ + λ(n+ 2− α− ε) + λσ(n + 2− β − ε)
n
=
λ(β − 2 + ε)
n
[
n+ λ(n+ 2− α− ε)
λ(β − 2 + ε) − σ
]
= C2(n, λ, σ, α, β) > 0
by (6.25) and (6.7). Thus (6.24) holds with C0 = min{C1, C2}. This completes the proof of Lemma
6.2.
We are now ready to complete the proof of (6.9). By (6.14), the sequence {fj} is bounded in
L1(B2(0)). Starting with this fact and iterating Lemma 6.2 a finite number of times (m times is
enough if m > 1/C0) we see that there exists R0 ∈ (0, 12) and γ > n such that sequence {rγj fj} is
bounded in L∞(BR0(0)). In particular {rγj fj(0)} is a bounded sequence, whence (6.11) and (6.9).
Step 2: Proof of (6.2).
Let {xj} ⊂ Rn be a sequence satisfying (6.10). Then, as is Step 1, f and g satisfy (6.12) and
(6.13) where rj = |xj |/4.
By (6.9), for some γ > n, we have
f(x) ≤ C|xj |−γ for |x− xj| < 2rj. (6.33)
Let
Iˆa,jf(x) =
∫
|y−xj |<2rj
f(y) dy
|x− y|n−a and Uˆa,b,σ,jf = Iˆa,j((Iˆb,jf)
σ).
Since, by (6.13),
g(x) ≤ C
[
|xj|−σ(β−2) +
(
Iˆn+2−β,jf
)σ
(x)
]
for |x− xj| < rj, (6.34)
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we find that
∫
|y−xj |<rj
g(y) dy
|xj − y|α−2 ≤ C

 ∫
|y−xj |<rj
|xj |−σ(β−2)
|xj − y|α−2 dy +
∫
|y−xj |<2rj
(Iˆn+2−β,jf(y))
σ
|xj − y|α−2 dy


≤ C
[
|xj |n+2−α−σ(β−2) + ‖Uˆn+2−α,n+2−β,σ,jf‖L∞(B2rj (xj))
]
= O(|xj |−(α−2)) + o
(
|xj |−
γ
n
[σ(β−2)−(n+2−α)]
)
as j →∞ (6.35)
where the big “oh” term follows from (6.1) and the little “oh” term follows from (6.33), f ∈
L1(B1(0)), (6.8), and Proposition 3.1.
Since g ∈ L1(B1(0)) we have∫
|y−xj |<2rj
g(y) dy
|xj − y|α−2 ≤
∫
|y−xj|<rj
g(y) dy
|xj − y|α−2 +
∫
rj<|y−xj |<2rj
g(y)
rα−2j
dy
≤
∫
|y−xj|<rj
g(y) dy
|xj − y|α−2 + o(|xj |
2−α) as j →∞.
We therefore deduce from (6.12) and (6.35) that
f(xj) = O(|xj |−λ(α−2)) + o
(
|xj|−
λγ
n
[σ(β−2)−(n+2−α)]
)
as j →∞.
Thus, since {xj} was an arbitrary sequence satisfying (6.10), we have
f(x) = O(|x|−λ(α−2)) + o
(
|x|−λγn [σ(β−2)−(n+2−α)]
)
as x→ 0. (6.36)
Let {γj} be a sequence of real numbers defined by γ0 = γ and
γj+1 =
λγj
n
[σ(β − 2)− (n+ 2− α)] for j = 0, 1, . . . .
Since σ satisfies (6.1) and (6.8) we have {γj} ⊂ (0,∞) and γj → 0 as j → ∞. Thus, iterating
finitely many times the procedure of going from (6.9) to (6.36) we obtain (6.2).
We now prove (6.5). Since increasing σ weakens the conditions on f and g in the system (1.6)
and since increasing σ to a value slightly larger than (n+2−s)/(β−2) does not change the estimate
(6.5), we can assume for the proof of (6.5) that
σ >
n+ 2− s
β − 2 . (6.37)
Let {xj} ⊂ Rn be a sequence satisfying (6.10). Then, as before, g satisfies (6.34) where rj = |xj |/4.
Repeating the calculation (6.35), except this time with α = s and γ = λ(α − 2) and using (6.37)
instead of (6.8), we get∫
|y−xj |<rj
g(y) dy
|xj − y|s−2 = O(|xj |
2−s) + o
(
|xj |−
λ(α−2)[σ(β−2)−(n+2−s)]
n
)
as j →∞.
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Thus ∫
|y|<1
g(y) dy
|xj − y|s−2 =
∫
|y−xj|<rj
g(y) dy
|xj − y|s−2 +
∫
|y−xj|>rj ,|y|<1
g(y) dy
|xj − y|s−2
≤ C|xj|2−s +
∫
|y−xj |<rj
g(y) dy
|xj − y|s−2
= O(|xj|2−s) + o
(
|xj|−
λ(α−2)[σ(β−2)−(n+2−s)]
n
)
as j →∞
which proves (6.5). This finishes the proof of Theorem 6.1.
We are now able to easily prove Theorems 2.3–2.5.
Proof of Theorems 2.3–2.5. By Lemma 3.9, u and v satisfy (3.17)–(3.20). Let f = −∆u and
g = −∆v. By (3.17), (3.20), and Corollary 3.7, f and g are L1(B1(0)) solutions of (1.6) for some
positive constant M . Hence, by Theorem 6.1, f and g satisfy (6.4) and (6.5) with s = n. It
therefore follows from (3.19) that
u(x) = O
(
|x|−(n−2)
)
+ o
(
|x|−λ(α−2)(n−2)n
)
as x→ 0
v(x) = O
(
|x|−(n−2)
)
+ o
(
|x|−λ(α−2)[σ(β−2)−2]n
)
as x→ 0
which immediately gives Theorems 2.3–2.5.
7 Proof of Theorem 2.6
Define continuous functions ϕ,ψ : (0, 1)→ (0, 1) by
ϕ = max{h1/2, h1/(2σ)} and ψ(t) = Bϕ(t)σtλ(α−2)n (n−σ(β−2)) (7.1)
where B = B(n, β, σ) is a positive constant to be specified later.
Let {xj} ⊂ Rn be a sequence satisfying
0 < 4|xj+1| < |xj| < 1/2,
∞∑
j=1
ϕ(|xj |) <∞, and
∞∑
j=1
ψ(|xj |) <∞,
and let rj = |xj |λ(α−2)/n. Then by Lemma 3.3 there exist a positive constant A = A(n) and positive
functions u, vˆ ∈ C∞(Rn \{0}) such that (3.8)–(3.11) hold as stated and also with u and ϕ replaced
with vˆ and ψ respectively. Let
v = vˆ + |x|−(n−2).
As in the proof of Theorem 2.2, we can modify u and v on Rn \ B2(0) in such a way that they
become C∞(Rn \ {0}) ∩ L1(Rn) functions, and, by (3.9), u and v will satisfy (1.1) in B2(0) \ {0}
provided they satisfy (1.1) in ∪∞j=1Brj (xj).
Since, as the proof of Lemma 3.6 shows,∫
|y|<2
1
|x− y|α
1
|y|n−2 dy ≥
C
|x|α−2 for 0 < |x| < 2,
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we have for |x− xj| < rj that
(
1
|x|α ∗ v
)λ
≥

 ∫
|y|<2
1
|x− y|α
1
|y|n−2 dy


λ
≥ C|xj|λ(α−2)
>
ϕ(|xj |)
rnj
≥ −∆u.
Moreover,
u(xj)
h(|xj |)|xj |−λ(α−2)(n−2)/n
≥ Aϕ(|xj |)r
−(n−2)
j
ϕ(|xj |)2r−(n−2)j
=
A
ϕ(|xj |) →∞ as j →∞.
Also, for |x− xj| < rj,
(
1
|x|β ∗ u
)σ
≥

 ∫
|y−xj |<rj
u(y)
|x− y|β dy


σ
≥
(
Aϕ(|xj |)
rn−2j
|Brj (xj)|
(2rj)β
)σ
= Bϕ(|xj |)σr−(β−2)σj
where B = (2−β|B1(0)|A)σ . Hence (7.1) implies(
1
|x|β ∗ u
)σ
≥ ψ(|xj |)r−(n−σ(β−2))j r−(β−2)σj
= ψ(|xj |)r−nj ≥ −∆vˆ = −∆v for |x− xj| < rj.
Finally, again by (7.1),
v(xj)
h(|xj |)|xj |−
λ(α−2)[σ(β−2)−2]
n
≥ Aψ(|xj |)r
−(n−2)
j
ϕ(|xj |)2σr−(σ(β−2)−2)j
=
AB
ϕ(|xj |)σ →∞ as j →∞
and
v(xj)
h(|xj |)|xj |−(n−2)
≥ 1
h(|xj |) →∞ as j →∞.
This completes the proof of Theorem 2.6.
8 Proof of Theorem 2.7
Choose M > 1 such that
∫
|y|<2M |x− y|−β dy > 1 for |x| < 2. The positive functions u and v that
we construct will satisfy not just (1.1), (2.9), and (2.10) but also
u ≥M in B2(0) \ {0}. (8.1)
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If u and v are positive functions satisfying (1.1) and (8.1) then u and v also satisfy (1.1) for any
larger value of σ because then∫
Rn
u(y) dy
|x− y|β ≥
∫
|y|<2
M dy
|x− y|β > 1 for 0 < |x| < 2.
Hence we can assume for the proof of Theorem 2.7 that
σ <
n
β − 2 . (8.2)
Define
a =
1
λ(α− 2)− n and b =
1
n− σ(β − 2) .
Using (2.8) and (8.2) we have
a, b > 0 and aλ− b < 0. (8.3)
Let ϕ : (0, 1)→ (0, 1), {xj} ⊂ Rn, {rj} ⊂ (0, 1) and A = A(n) be as in Lemma 3.3. By Lemma 3.3
there exists a positive function u ∈ C∞(Rn \ {0}) that satisfies (3.8)–(3.11).
Since adding a positive constant to u will not change the fact that u satisfies (3.8)–(3.11), we
can assume, instead of (3.10), that u > M in B2(0) \ {0} where M is as stated above. As in the
proof of Theorem 2.2, we modify u on Rn\B2(0) in such a way as to obtain a C∞(Rn\{0})∩L1(Rn)
function. For every j ≥ 1 we define ψj as a function of rj by
rj =
[
(Bψj)
λ
ϕ(|xj |)
]a
, where B = B(n) =
A|B1(0)|
2n
> 0. (8.4)
Note that
Aψj
rn−2j
=
A
Baλ(n−2)
ϕ(|xj |)a(n−2)
ψ
λa(n−2)−1
j
.
By decreasing rj (and thereby decreasing ψj) we may assume
∞∑
j=1
ψj <∞,
ψaλ−bj ≥
ϕ(|xj |)a−bσ
Baλ+bσ
, (8.5)
and
Aϕ(|xj |)
rn−2j
>> h(|xj |) , Aψj
rn−2j
>> h(|xj |) as j →∞. (8.6)
It follows from (8.5) and (8.4) that (
Bϕ(|xj |)
rβ−2j
)σ
≥ ψj
rnj
. (8.7)
Let ψ : (0, 1)→ (0, 1) be a continuous function such that ψ(|xj |) = ψj. By Lemma 3.3 there exists
a positive function v ∈ C∞(Rn \ {0}) such that
0 ≤ −∆v ≤ ψ(|xj |)
rnj
in Brj(xj), (8.8)
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−∆v = 0 in Rn \
(
{0} ∪
∞⋃
j=1
Brj(xj)
)
, (8.9)
v ≥ 1 in Rn \ {0}, (8.10)
v ≥ Aψ(|xj |)
rn−2j
in Brj (xj). (8.11)
We modify v on Rn \B2(0) in such a way as to obtain a C∞(Rn \ {0})∩L1(Rn) function. In order
to check that u and v satisfy (1.1) let us remark first that by (8.11) we have∫
Rn
v(y) dy
|x− y|α ≥
Aψ(|xj |)
rn−2j
∫
Brj (xj)
dy
|x− y|α
≥ Aψ(|xj |)
rn−2j
|Brj(xj)|
(2rj)α
≥ Bψ(|xj |)
rα−2j
for x ∈ Brj (xj)
(8.12)
and similarly ∫
Rn
u(y) dy
|x− y|β ≥
Bϕ(|xj |)
rβ−2j
for x ∈ Brj(xj). (8.13)
Now, by (3.8), (8.4), (8.7), (8.8), (8.12) and (8.13) we deduce that u and v are solutions of (1.1).
Finally, to check that u and v satisfy (2.9) and (2.10) along the sequence {xj} we use (3.11), (8.11)
and (8.6).
9 Proof of Theorem 2.11
We consider two cases.
Case I. Suppose λ(α− 2) < n. Let χ : Rn → [0, 1] be a C∞ function such that χ = 1 for |x| < 2ε
and χ = 0 for |x| > 4ε. Then f(x) := ε|x|−λ(α−2)χ(x) and g(x) := ε|x|−σ(β−2)χ(x) clearly satisfy
(2.12)–(2.15).
Case II. Suppose λ(α − 2) ≥ n. Define ϕ : (0, 1) → (0, 1) by ϕ = hn/(2σ(n+2−β)) . Let {xj} be a
sequence in Rn such that
0 < 4|xj+1| < |xj | < ε/2.
Let
εj = ϕ(|xj |) and rj =
(εj
ε
)1/n
(2|xj |)λ(α−2)/n. (9.1)
By taking a subsequence we can assume
0 < rj < |xj |/2 < 1 and εj < 2−j . (9.2)
Thus
∞∑
j=1
εj <∞. (9.3)
Let
δj = εJ
σεσj r
n−σ(β−2)
j (9.4)
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where J = J(n) > 0 is a constant to be specified later. By (9.2), δj ≤ εJσ2−σj and hence
∞∑
j=1
δj <∞. (9.5)
Define sequences {Mj} and {Nj} by
Mj =
εj
rnj
and Nj =
δj
rnj
. (9.6)
Then by (9.1) and (9.2),
Mj =
ε
(2|xj |)λ(α−2)
<
ε
|x|λ(α−2) for |x− xj | < rj . (9.7)
Let ψ : Rn → [0, 1] be a C∞ function such that ψ = 0 in Rn \ B1(0) and ψ(0) = 1. Define
ψj : R
n → [0, 1] by ψj(y) = ψ(η) where y = xj + rjη. Then
ψj(xj) = 1 and
∫
Rn
ψj(y) dy =
∫
Rn
ψ(η)rnj dη = r
n
j I (9.8)
where I =
∫
Rn
ψ(η) dη > 0.
Define f, g : Rn \ {0} → [0,∞) by
f =
∞∑
j=1
Mjψj and g =
∞∑
j=1
Njψj .
Since the functions ψj have disjoint supports, f, g ∈ C∞(Rn\{0}) and by (9.8) and (9.6) we have
∫
Rn
f(y) dy = I
∞∑
j=1
εj and
∫
Rn
g(y) dy = I
∞∑
j=1
δj .
Thus, by (9.3) and (9.5), we see that f, g ∈ L1(Rn).
From (9.8) and (9.7) we have
|xj |λ(α−2)f(xj) =Mj |xj|λ(α−2) = ε
2λ(α−2)
and
|x|λ(α−2)f(x) ≤Mj |x|λ(α−2) < ε for |x− xj| < rj.
Thus f satisfies (2.14) and the first line of (2.13). (Note that we only need to check (2.13) holds in
∪∞j=1Brj (xj) because elsewhere f = g = 0.)
28
For x = xj + rjξ and |ξ| < 1 we have
( ∫
|y|<ε
f(y) dy
|x− y|β−2
)σ
≥

 ∫
|y−xj |<rj
Mjψj(y) dy
|x− y|β−2


σ
=

 ∫
|η|<1
Mjψ(η)r
n
j dη
rβ−2j |ξ − η|β−2


σ
=

 εj
rβ−2j
∫
|η|<1
ψ(η) dη
|ξ − η|β−2


σ
≥
(
Jεj
rβ−2j
)σ
where J = min
|ξ|≤1
∫
|η|<1
ψ(η) dη
|ξ − η|β−2 > 0
=
1
ε
δj
rnj
=
1
ε
Nj ≥ 1
ε
g(x)
by (9.4). Thus the second line of (2.13) holds.
Finally, by (9.4) and (9.1),
g(xj) = Nj =
δj
rnj
=
Cεσj
r
σ(β−2)
j
=
Cεσj
ε
σ(β−2)/n
j |xj |λ(α−2)σ(β−2)/n
=
Cε
σ(n+2−β)/n
j
|xj |λ(α−2)σ(β−2)/n
=
C
√
h(|xj |)
|xj |λ(α−2)σ(β−2)/n
which gives (2.15).
10 Proof of Theorem 2.12
The functions f and g that we construct will satisfy not just (2.17) and (2.13) but also
f = g = 0 in Rn \Bε(0). (10.1)
If f and g satisfy (2.17), (2.13), and (10.1) then they also satisfy (2.13) for any larger value of σ.
Hence we can assume without loss of generality that
σ <
n
β − 2 . (10.2)
Let {xj} ⊂ Rn and {εj} ⊂ (0, 1) be sequences in such that
0 < 4|xj+1| < |xj | < ε/2
and
∞∑
j=1
εj <∞. (10.3)
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Choose rj ∈ (0, |xj |/2) such that
Nj := ε
(
Jεj
rβ−2j
)σ
≥ h(|xj |)2, Mj := εj
rnj
≥ h(|xj |)2,
δj := εJ
σεσj r
n−σ(β−2)
j < 2
−j ,
and
r
λ(β−2)[σ−(n+2−α
β−2
+ n
β−2
1
λ
)]
j ≤ ελ+1Jλ(σ+1)ελσ−1j
where J = J(n) > 0 is a constant to specified later. (This is possible because the exponents on rj
in all of these conditions are positive by (2.16) and (10.2).) Then
h(|xj |)2 ≤ Nj = δj
rnj
= ε
(
Jεj
rβ−2j
)σ
, (10.4)
h(|xj |)2 ≤Mj = εj
rnj
≤ ε
(
Jδj
rα−2j
)λ
, (10.5)
and
∞∑
j=1
δj <∞. (10.6)
Define ψ, ψj , I, J , f , and g as in the proof of Theorem 2.11. Then f and g satisfy (10.1). Moreover,
using (10.3)–(10.6), we see as in the proof of Theorem 2.11 that (2.17) holds,
 ∫
|y|<ε
f(y) dy
|x− y|β−2


σ
≥ 1
ε
g(x) for x ∈ Rn \ {0}
and 
 ∫
|y|<ε
g(y) dy
|x− y|α−2


λ
≥ 1
ε
f(x) for x ∈ Rn \ {0}.
Thus f and g satisfy (2.13). Also
f(xj) =Mj ≥ h(|xj |)2 >> h(|xj |) as j →∞
and
g(xj) = Nj ≥ h(|xj |)2 >> h(|xj |) as j →∞.
Hence (2.18) and (2.19) hold.
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