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In fatigue testing there is a need to generate multivariate random processes meeting certain 
conditions on distributions, crossing properties and regularity. In this paper it is demonstrated 
how these conditions can be satisfied. The required process is generated by a random time 
deformation working on a Gaussian process. 
Gaussian processes * ergodicity * crossings * Markov * reliability * time deformation 
1. Introduction 
The aim of this paper is to demonstrate the possibility of generating random 
processes with the kind of properties that are required in fatigue testing. The origin 
of the work is the problem of testing rear axles of trucks, but the same type of 
problem exists in many other cases of fatigue testing. 
The problem is generally multidimensional since fatigue testing involves processes 
which describe forces in different directions and at different points of the test object. 
Therefore the generated ergodic process Y is assumed to take values in Iw”. The 
required properties relevant to fatigue testing imply the following three conditions. 
( 1) For each component process Yk, k = 1,2, . . . , n, the upcrossing intensity (expec- 
ted number of upcrossings per time unit) of the level u coincides with a given 
unimodal and continuous function hk, with maximum at some point puk It is assumed 
that, on its support, h, is strictly increasing to the left of ,_&k and strictly decreasing 
to the right of pk 
In fatigue testing the measured level crossing intensities hk are believed to be of 
importance and this condition ensures that the intensities of the generated process 
agree with hk. Oscillating physical systems usually have unimodal crossing intensities 
which is why this simplification is imposed. However, other cases may occur e.g. 
when a truck follows a figure-eight curve. 
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(2) The distribution of Y(t) is given by one and the same probability density g for 
all t, i.e. for any set A in R” 
independent of t. It is assumed that the support of g is a rectangle in R”, which is 
parallel to the coordinate axes. 
This condition is inserted in order to give a reasonable dependence structure on 
the component processes. Since the dimension n is generally at least 5, it is difficult 
to measure all interesting probability distributions and often the only one available 
is g. 
(3) The regularity factor of a component process Yk is defined as the ratio of the 
upcrossing intensity hk(pk) to the intensity of maxima. The condition is that the 
regularity factor attains a prescribed value for each component process Yk, k= 
1,2 )...) n. 
The regularity of the process is important for fatigue testing. This condition is 
expressed in terms of a simple regularity measure which is easy to estimate. 
2. The basic construction 
We want to construct a process Y with values in R”, satisfying the three conditions 
given in the introduction. 
The construction is based on an R”-valued ergodic Gaussian process V, with the 
component expectations EV, = pk. The distribution of V(s) in R” is nonsingular. 
Furthermore the component process V, has the upcrossing intensity hk(pLk) of the 
level pk and its regularity factor attains the prescribed value in condition (3). 
It is possible to generate component processes V, with these properties. One way 
is to use stable differentiable equations and independent Brownian motions Z,, with 
cv~+v~+(c+2)v;+ v,=z;+p, (c>O). (2.1) 
When c tends to infinity, the regularity factor approaches one and when c tends to 
zero the regularity factor tends to zero. Hence any regularity factor between zero 
and one is attainable. Furthermore, for each regularity factor value, any value of 
hk(pk) can be obtained by multiplying the time scale by a suitable factor. 
The construction proceeds in two steps. The first step is to make a deterministic 
non-linear amplitude transformation in order to produce a process which satisfies 
the crossing condition (1). The second step is to make a random time-scale deforma- 
tion to obtain the distribution condition (2). 
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The upcrossing intensity of the v-level by the V,-process is 
WV,; u)=hk(~k) exp[-(u-d2/2d 
where & = Var[ V,(s)]. 
Define X,(s) as the solution of the equation 
hk(Xk(s)) = hk(~k) exp[ - ( Vk(s) - hJ2/2d 
which SatiSfieS x,(S) > pk @ v,(s) > /‘k. 
Then Xk satisfies the conditions (1) and (3) since the regularity factors of X equal 
those of V. The random time transformation in the second step of the construction 
will not destroy the long run crossing properties. 
The purpose of the time transformation is to prolong the time spent in regions 
for which the probability is too low and conversely to shorten the time spent in 
regions for which the probability is too high. 
More precisely, define Y(t) = X 0 u(t), t E R or conversely X(S) = Y 0 T(S), s E R 
where T’(S) = (g 0 X/f 0 X)(s) and a(t) = r-‘(f). Here f is the probability density 
of X(s) on R” and g is the prescribed probability density of Y(Z). 
Note that 
T(s)/+ 
s 
T’(S) ds =+ 
s 
(g 0 X/f 0 X)(s) ds 
40) 40) 
+ E(g 0 X/f 0 X)(s) = 
I 
(g/f) *f = 1, s+=), 
w” 
by the ergodic property of X and hence the average time speed is not changed by 
our time scale deformation. 
If Y were stationary, we would thus obtain, 
P(Y(~)EA)=P(XO~+(~)EA)= lim L 
T-cc T I 
T 
lX_WC,)eAdt 
o 
= E{l 
A 
(g/f).f=l g 
A 
as was required. 
It has now been shown that if Y is stationary, it has all the required properties. 
The basic ideas of the construction are scale transformation and time deformation. 
However, it is impossible to obtain the stationarity of the X-process and of the 
Y-process simultaneously. In the next section it will be demonstrated how a station- 
ary Y-process can be constructed. 
152 S. Helm, J. de Mare’ / Fatigue testing 
3. On the existence of a stationary solution 
The difficulty in the construction presented in the previous section is to find the 
random starting point a(O) of Y which induces the stationarity of the process. This 
is only possible to achieve in the limit and we will prove the following theorem. 
Theorem 3.1. Let ~~(0) be a random variable, which is uniformly distributed in the 
interval [- T, 0] and independent of the random process X. Dejine 
Then 
and YT = X 0 rf’. 
lim P( Y=(t) E A) = g. 
7-m I A 
Proof. Write (TV = 77’ and note that, conditional on X, the probability density of 
CT(t) is T-’ . g 0 X/f 0 X, restricted to the interval [Z-‘(t), Z-‘( t + T)] with Z(s) = 
5; (g 0 X/f0 X)(u) du. Th is is so because cT( t) = Z-‘( t - 7,(O)) and hence 
P(a,(t)cs~X)=P(-~,(O)~Z(s)-t~X) 
= (Z(s) - t)l T, s E [Z-‘(t), Z-‘( t + T)]. 
But by the ergodic property of X, 
flm_Z-‘(r+T)/(t+T)= lim (Z(S)/S)-’ 
s-02 
(g 0 X/f 0 X)(u) du 
since the measure defined by g is dominated by that off: Using the conditional 
distribution of a,-(t) we get 
lim P(Y,(~)EAIX)= lim P(XO~,(~)EAIX) 
T-CV T-m 
= lim $ 
T-cc I 
z-‘(r+r) 
1 
Z_'(l) 
X(r)tA’ k” x/fox)(S) ds 
= E[l X(s)tA’(goX/foX)(S)I= 
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We have thus found a starting point (+r(O) which asymptotically gives the desired 
marginal distribution of Y(t). A simulation method which gives approximately the 
desired properties of Y is as follows. 
Simulate a Gaussian random process V and make componentwise transformations 
from V to X according to Section 2. Select a random number from a uniform 
distribution on the interval [0, T] for some large T. The value of T must at least be 
large enough to ensure that the correlation between V(0) and V(T) is very small. 
Then calculate (~r( t) and define YT( t) = X 0 (~r( t), t 2 0. 
However, there is a more direct method which is better suited for simulation in 
practice. Use a process X with a Markovian state space representation and start Y 
in its steady state. Then use the Markov transition probabilities to generate Y(t) 
for 12 0. This means that there is a strong Markov stationary and ergodic random 
process {t(s): s E 88) with X(s) = cp 0 t(s) for s E R. One example of .$ is V together 
with a number of its derivatives if V is autoregressive. 
The following theorem shows that the limit distribution Q of nr = 5 0 u=, when 
T tends to infinity, is given by 
Q(A) = j- P(5(s) E Al X(s) = x)g(x) dx 
Theorem 3.2. Suppose that X has a state space representation X(s) = cp 0 t(s) where 
the state process {t(s): s E R} is strongly Markovian, stationary and ergodic. Then, 
for any measurable A c IR”, 
lim l’([o-rf’(t)~AIX)= P([(s)~AIX(s)=x)g(x)dx. 
T+LX 
Proof. By the ergodic properties of .$ we obtain 
lim PC5 o 7;‘(t) E Al W = -WI S(s)tA . (g o X/f o W(s)1 
T-an 
= I P(t(s) E A I X(s) = x)g(x) dx 62” 
(cf. the proof of Theorem 3.1). 0 
The limit distribution Q of the Markov process rlT = 5 0 or, T + CO is indeed the 
stationary distribution as the next result states. 
Theorem 3.3. Let T(s) = Ji (g 0 x/f0 X)(u) du, g(f) = r-‘(t) and R(A, t, z) = 
P( 5 0 a(t) E A I t(O) = z). Then lim T+ao P( nT( t) E A) = Q(A), for all measurable A, 
implies J R(A, t, z) dQ(z) = Q(A). 
154 S. Helm, J. de Mat-12 / Fatigue resting 
Proof. The first step of the proof is to observe that 
R,(A, r,, t2, z) = f’(7At2) E Al df,) = z) 
=P(5°a,(t2)~A150a,(t,)=z) 
=P(50a(t2-t,)~A15(0)=z). 
We have here used the fact that cT is a stopping time with respect to the increasing 
a-algebras generated by the random variables (~~(0)) u {t(u): u c s}. This implies 
RT(A, f~, t2, z) = RCA, f2- ?I, ~1, 
and hence 
Q(A)= lim P(qT(t2)eA)= lim R(A, t,-t,,z)P(~-(t,)~dz) 
T+rn T-cc 
= 
I 
R(A, t,- t,, z)Q(dz). 
The last equality follows since the set convergence of probability measures implies 
the convergence of the integral of every measurable and bounded function. 0 
4. Discrete time approximation 
As in the previous section we write Y(t) =X 0 a(l), c E 02, where a’(t) = 
(fo Y/g 0 Y)(t) = (j-0 X/g 0 X)(s) with s = o(t) and a(O) = 0. Furthermore X(s) = 
cp 0 t(s), s E R, where 5 is a strong Markov process. In this section we will assume 
that there are n independent and stationary Gaussian processes VI, V,, . . . , V,, 
generating 5. 
Let V, satisfy the stable differential equation, 
v~+a,(2)V’;.+a,(l)V;+a/JO)V~=Z;, k=l,2,...,n. 
Here Z,, Z,, . . . , Z,, are independent standardized Brownian motions. The numbers 
{ak( u)} are chosen to obtain the prescribed crossing properties, cf. (2.1). 
Now define the stochastic vectors & = [ V, Vi Vl]* and W; = [0 0 Z;]*, where 
* denotes transposing. Then the differential equation can be written as .$; = A& + W; 
where 
L 
0 1 0 
Ak= 0 0 1 . 
-h(O) -Q(l) -a,(2) I 
The solution of this equation is 
I 
h 
&(s+h)=exp(hAk)&(s)+ exp[(h-u)AJW;(s+u)du 
0 
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or 
5 
h 
5k(S+h)-Sk(S)=[exp(hAk)-1]5k(S)+ exp[(h-u)AJW;(s+u)du. 
0 
A first-order approximation is then obtained through 
&(~+h)-5~(~)=hA,&(s)+W~k(~+h)-W~k(s)+o(h). 
Note that the increment W,(s + h) - W,(s) has a simple structure, 
W,(s+h)- W,(s)=[O 0 4%. Uk(s)]* 
where {U,(s)} denotes a set of independent Gaussian random variables. 
Introduce n(t) = 5 0 v(t), t E R, and hence 
Y(t)=~o77(f), tER. 
A first order approximation of q is then given by 
77k(f+h)-77k(f)=5ko(+(t+t)-5kO(+(t) 
=h~‘(f)A~~~(t)+ W,oa(t+h)- W,oa(t)+o(h). 
Recall that a’(t) = (fo cp 0 v/g 0 cp 0 r])(t). The simple structure is even more visible 
if we write, omitting the o(h) term, 
77kO(f+h)=77kO(f)+h~‘(f)77kl(f), 
77kI(t+h)=77kI(f)+hCT’(f)7)k2(f), 
rllJr+h)= rlk2(f)-h~l(t)(ako?lko(t)+ak,~)7kl(f)+tak217kZ(f))+~Uk(S). 
It is a slight improvement to add an extra term in the first equation, 
but still the error is of order o(h) if we do not expand a(t) in higher order terms. 
It is more important to decrease the deformation of the time scale, i.e. to keep 
T’ closer to one. The density f of X(s) may be closer to the density g of Y(t) if 
we allow the components X, and X, to be dependent when Yj and Yk are dependent. 
This can be achieved in different ways. One way is to choose dependent Brownian 
motions 2, and 2,. Another possibility is to couple the differential equations 
generating tj and &. 
5. Comments 
In the construction a Gaussian process V has been generated as the basic process. 
But if the support of the prescribed probability density g is not a rectangular set it 
is necessary to construct Y through some other process. The crossing intensity of 
a general process was given by Rice [2]. See Leadbetter et al. [l] for recent references. 
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It should also be noted that the conditions in Section 1 do not determine the 
process uniquely which raises the question as to whether the fatigue properties are 
uniquely determined by the specified conditions. There are reasons to believe that 
the fatigue properties are determined by the crossing intensities of all possible 
regions in R”. In practice, however, it is only possible to estimate a finite number 
of these intensities. Condition (1) implies that it is possible to construct processes 
with arbitrary crossing intensities of the subspaces which are perpendicular to the 
coordinate axes, 
The method of time deformation is a powerful tool in the construction of a process 
with desired properties, e.g. it is easy to construct a non-Gaussian process with a 
one-dimensional Gaussian distribution; just use the time deformation technique on 
a standardized Gaussian process with 
f(x) = exp(-x2/2)/(2n)“2 and g(y) = exp[-y2/(2a2)]/(21r(r2)“* 
for any cr2# 1. 
We believe that stationarity of the constructed process Y holds even if there is 
no simple state space representation of X. Our conjecture is that given X(0) = 5, 
where [ has the prescribed probability density g, the process Y(t) = X 0 v(t), t 2 0, 
is stationary under more general conditions than those given in Section 3. 
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