Abstract. We consider the Dirichlet problem for Poisson's equation on a nonconvex plane polygonal domain Ω. New regularity estimates for its solution in terms of Besov and Sobolev norms of fractional order are proved. The analysis is based on new interpolation results and multilevel representations of norms on Sobolev and Besov spaces. The results can be extended to a large class of elliptic boundary value problems. Some new sharp finite element error estimates are deduced.
Introduction
Regularity estimates for the solutions of elliptic boundary value problems in terms of Sobolev norms of fractional order are known as shift theorems or shift estimates. The shift estimates for the Laplace operator with Dirichlet boundary conditions on nonsmooth domains are well known (see, e.g., [18] , [20] , [24] ). The classical regularity estimate for the case when Ω is a nonconvex polygonal domain in R 2 , with boundary ∂Ω, and the largest re-entrant corner of measuure ω is as follows:
If u is the variational solution of Here the norms involved are the standard Sobolev fractional norms. We will prove that, for the critical case s = s 0 , the following estimate holds: (Ω), defined in Section 3, is also a Besov type space of order −1+s 0 which contains all the Hilbert spaces H −1+s with s > s 0 . The new shift result leads to new finite element convergence estimates.
The method presented here can be extended to other boundary conditions such as Neumann or mixed Neumann-Dirichlet conditions.
In this paper, the technique involved in proving shift results is the real method of interpolation of Lions and Peetre ( [3] , [21] and [22] ), the cases p = 2 and p = ∞ (where p is the second Besov index), combined with the subspace interpolation theory. We are led to the following type of interpolation problem. If X and Y are Sobolev spaces of integer order and X K is a subspace of codimension one of X, then how can one characterize the interpolation spaces between X K and Y for p = ∞?
The problem was studied in [18] , [17] and [2] for p = 2 and particular spaces X and X K . In those papers the intermediate spaces are the standard Sobolev (Hilbert) spaces, while in this paper, we will focus on the non-Hilbert space case p = ∞ and the critical value s = s 0 .
The interpolation results presented in Section 2 give a natural formula connecting the norms on the intermediate subspaces [X K , Y ] s,∞ and [X, Y ] s,∞ when X K is of codimension one. Our approach in proving subspace interpolation problems is to use multilevel representations of the norms for the Sobolev spaces of integer order. The Besov norms obtained by interpolation (the case p = ∞) between Sobolev spaces of integer order have good multilevel representations. (For multilevel representations of norms see, e.g., [8] , [10] and [25] .) In Section 3 the main result concerning the codimension-one subspace interpolation problem is presented. Shift theorems for the Poisson equation on polygonal domains are considered in Section 4. In the last section, a straightforward application of the above interpolation results is shown to lead to some new estimates for finite element approximations.
Interpolation results
In this section we give some basic definitions and results concerning Besov spaces and Hilbert spaces as interpolation between Hilbert spaces, using the real method of interpolation of Lions and Peetre (see [3] , [4] , [21] ).
2.1.
Interpolation between Hilbert spaces. Let X, Y be separable Hilbert spaces with inner products (·, ·) X and (·, ·) Y respectively, and satisfying, for some positive constant c,
where u
is continuous in the topology induced by Y . For any u in D(S) the anti-linear form (2.2) can be uniquely extended to a continuous anti-linear form on Y . Then, by the Riesz representation theorem, there exists an element Su in Y such that
In this way S is a well defined operator with domain D(S) in Y . The next result illustrates the properties of S (see [21] ). 
The interpolation spaces [X, Y ] s,2 and [X, Y ] s,∞ for s ∈ (0, 1) are defined using the function K, where for u ∈ Y and t > 0,
where
Similarly, the norm on [X, Y ] s,∞ is defined by
By definition we take
The next lemma provides the relation between K(t, u) and the connecting operator S.
Lemma 2.1. For all u ∈ Y and t > 0,
Proof. Using the density of D(S) in X, we have
Solving the minimization problem (2.6), we obtain that the element v which gives the optimum satisfies 
2.2.
Interpolation between subspaces of a Hilbert space. Let K = span{ϕ} be a one-dimensional subspace of X and let X K be the orthogonal complement of K in X in the (·, ·) X inner product. We are interested in determining the Besov interpolation spaces of X K and Y , where on X K we consider again the (·, ·) X inner product. To apply the interpolation results from the previous section, we need to check that the density part of the condition (2.1) is satisfied for the pair (
The following result is an extension of Kellogg's lemma [18] . The proof can be found in [2] . For completeness we include the proof also. Proof. First let us assume that the condition (2.9) does not hold. Then for some nonzero ϕ ∈ K the functional Λ ϕ is a bounded functional in the topology induced by Y . Thus, the kernel of Λ ϕ is a closed subspace of X in the topology induced by Ψ is a continuous functional on Y . Let ψ be the restriction of Ψ to the space X. Then ψ is a continuous functional on X. By the Riesz representation theorem, there is v 0 ∈ X such that (2.10)
Let P K be the X orthogonal projection onto K and take u = (I − P K )v 0 in (2.10).
It follows that v 0 = P K v 0 ∈ K and, via (2.10), that ψ = Λ v0 is continuous in the topology of Y . This is exactly the opposite of (2.9), and the proof is complete.
For the remaining part of this section we assume that Λ ϕ is not bounded in the topology of Y, so the condition (2.1) is satisfied for the pair (X K , Y ). We denote X K by X ϕ . It follows from the previous section that the operator
has the same properties as S. Consequently, the norm on the intermediate space
Our aim in this section is to determine sufficient conditions for ϕ such that the norm [X ϕ , Y ] s,∞ can be compared with more familiar intermediate norms. First, we note that the operators S ϕ and S are related by the following identity:
where Q ϕ : X → K is the orthogonal projection onto K = span{ϕ}. The proof of (2.13) follows easily from the definitions of the operators involved. Next, (2.13) leads to a formula relating the norms on
In particular, for u ∈ X ϕ we have
Proof. Let u be fixed in X, and set
Combining (2.13) and (2.21), we obtain
where α is a constant determined by Q ϕ (S −1 w ϕ ) = αϕ. Equivalently, applying (I + t 2 S −1 ) −1 to both sides, we have
We calculate the coefficient α by taking the (·, ·) X inner product with ϕ on both sides of (2.22); i.e.,
With the notation adopted in (2.16) and (2.18) we obtain
Using (2.4) and a simple manipulation of the operator S, we get
Now, going back to (2.22), we get
Combining (2.19) , (2.20) and (2.24) completes the proof of (2.14). Then, (2.15) follows from (2.14) and (2.23).
Theorem 2.1 can be easily extended to the case in which the dimension of K is finite (see [2] ). Such an extension would be needed, for example, to treat the case of mixed Neumann-Dirichlet conditions.
Subspace interpolation by multilevel norms
Let Ω be a domain in R 2 with boundary ∂Ω. Let H 1 0 denote the space of all functions in H 1 (Ω) which vanish on ∂Ω. Assume that 
Proofs for the multilevel representation of the norm on H 1 for specific choices of the spaces M k can be found in [2] , [10] , [25] and [27] . 
One can easily check that
Further, the inner product on
Then the pairs (
) satisfy the condition (2.1), and the operator S associated with each of these pairs is given (in both cases) by
Note that, with this notation, H 1/2 0 (Ω) is in fact the space H 1/2 00 (Ω) in the notation of Lions and Magenes [21] . By using (2.7) and (2.8), one can easily check that
One can verify using the above formula that
, which is consistent with the definition (2.5). In addition we have
a well known embedding property.
Hence, since the the norm on
which proves the lemma. 
Then the following conditions are also satisfied.
(C.1) There exist two positive constants c 1 , c 2 such that
(C.2) There exist c 3 > 0 such that 
we have
The last sum can be bounded below by a positive constant independent of t as follows. Let us fix t ≥ 1 and let k 0 be the positive integer such that 4
The upper inequality of (C) and (3.8) give
The last inequality is obtained by making the change of variable 4 x /t 2 = y. Finally, (C.2) follows from (3.8) and the upper inequality of (C).
are well defined.
Proof. According to Lemma 2.2 we have to prove that the functional
is not continuous in the topology induced by H −θ0 (Ω). Let {u n } be the sequence in L 2 (Ω) defined by
On the other hand,
From (C.0) we have that
Therefore, the functional defined in (3.9) is not continuous in the topology induced by H −θ0 (Ω), and the lemma is proved.
For u ∈ L 2 (Ω) we introduce two other norms, namely .
Theorem 3.1. Let ϕ ∈ L 2 (Ω) satisfy (C). Then, there exists a positive constant c such that
01 , it is enough to prove (3.11) on L 2 (Ω). Let us further note here that by proving (3.11) on L 2 (Ω) we have in particular the inclusion
For u ∈ X and w ϕ as defined in the proof of Theorem 2.1, (2.24) and the above estimate, we have that
Note that sup
Hence, the inequality (3.11) is satisfied if one can find a positive constant c = c(θ 0 , c 1 , c 2 ) such that
In the view of condition (C.1) this reduces to
Here (·, ·) X and · X are simply the L 2 (Ω) inner product (·, ·) and the L 2 (Ω) norm · . We denote Q k − Q k−1 by q k , with Q 0 = 0.
For u ∈ X, we have
By using condition (C.2), we obtain the estimate (3.14)
The function
is an increasing function of t. As t → ∞, the limit of the above function is exactly u B −θ 0 1
. Therefore (3.13) holds, and the proof is complete.
Following the proof of the above theorem (and using the upper part of (C.2)), we can characterize the norm of the intermediate space with the following semi-norm:
Corollary 3.1. An equivalent norm on the space
In either case one can immediately check that
where a = {a k } k≥1 is any sequence of positive real numbers such that
For example, we can take
where c is a constant independent of .
One consequence of the above remark is that the norm
in (3.11) can be replaced by · H −θ 0 + . It is known (see [2] ) that if (C.0)-(C.2) are satisfied, for θ 0 < θ ≤ 1, then
Using Lemma 3.3, we see that L 2 (Ω) ϕ is dense in H −θ (Ω) if and only if θ 0 ≤ θ ≤ 1. Thus one might expect that (3.16) holds for the critical value θ = θ 0 . A weaker result, but in some sense a better result, compared with Theorem 3.1, would be: There exists a positive constant c such that
The next theorem proves that this is not true, and consequently that (3.16) cannot hold for the critical value θ = θ 0 . In addition, Theorem 3.1 cannot be "essentially" improved.
Theorem 3.2. The space H −θ0 (Ω) is not continuously embedded in
Proof. Consider the sequence {u n } defined by
First, note that u n is in both
. . , n, and q k u n = 0, for k > n. By (C.2), we see that the sequence
is bounded. Let k 0 be the smallest nonnegative integer so that 
, and contradicts (3.17).
Applications to shift theorem for the Laplace operator on polygonal domains
In this section we will prove that the estimate (1.2) holds for the case s = s 0 provided the fractional Sobolev norms in (1.2) are appropriately replaced.
4.1. Shift estimate for the critical value. Let Ω be a nonconvex polygonal domain in R 2 , with boundary ∂Ω, and with only one re-entrant corner of measure ω and let s 0 = π/ω. In the general case when ∂Ω has more than one re-entrant corner the result of this section can be reduced by a partition of unity type argument to this case. Given f ∈ L 2 (Ω), we consider the Dirichlet problem (1.1). The variational formulation of (1.1) is:
It is well known that for f ∈ L 2 (Ω) the variational problem has a unique solution u ∈ H 1 0 (Ω), and
, the space of all infinitely differentiable functions with compact support in Ω, one has that the solution u of (4.1) satisfies −∆u = f in the sense of distributions in Ω, so the equality is satisfied pointwise, almost everywhere in Ω. Also, since u belongs to H 1 0 (Ω) the boundary conditions of (1.1) is automatically fulfilled.
Let
is a Fredholm operator. In fact we have that
and the range of the operator has codimension one. Grisvard characterized the orthogonal complement N of the range of the Laplace operator for the case of a polygonal domain (see [15] , [16] ). If ζ ∈ D(Ω) is a cut-off function, which depends only on the distance r to the re-entrant corner, is identically equal to one in a neighborhood of the re-entrant corner and is identically equal to zero close to the part of ∂Ω which does not contain the sides of the re-entrant corner, then N = span{ψ}, where
is the variatonal solution of (1.1) with f = ∆ϕ. If we define T :
where u is the solution of (4.1), then T is a bounded operator. Moreover, T is a bounded operator from
Then, we have the following theorem. 
(Ω).
Proof. Use (4.4) and apply Theorem 3.1 with θ 0 = 1 − s 0 and ϕ = ψ. The proof that (C) is satisfied is given later. The lower part of (4.5) follows by comparing the K functions associated with the two intermediate spaces.
Proving condition (C).
Let Ω be a polygonal-sector domain (Figure 1) .
where, for i = 1, . . . , n, τ i is a triangular domain with vertices S i , O, S i+1 , and O is taken to be the origin of a Cartesian system of coordinates in the plane. 
We verify that the function ψ satisfies the condition (C) with θ 0 = 1 − s 0 .
To begin with, we will prove that the function ϕ satisfies (C). Let M k be the space of piecewise linear (possibly discontinuous) functions with respect to T k defined on Ω, and let Q k be the L 2 (Ω) orthogonal projection onto M k . The first step is to prove that there exists a positive constant c such that
k , k = 1, 2, . . . . We define τ k 1 to be the triangle in T k which is the image of τ 1 ∈ T 1 via the map x → h kx . Here, without loss of generality, we assume that h Figure 1 . Polygonal domain associated with the set {ϕ
Further, by making the change of variable x = h kx in the above integrals, a simple computation shows that
Since ϕ is not linear on τ 1 , the constant ϕ
is strictly positive. Combining the above estimates, we have proven that (4.6) holds.
The second step is to use (4.6) and the fact that M k is a subspace of M k , in order to obtain
Next, we prove that there exists a positive constant c such that
. . . Let η k be a cutoff function which depends only on r and satisfies
. . , for some positive constant c. For example, we can take
be the interpolant associated with T k . By applying standard approximation properties and (4.3) we obtain
Using a simple computation in polar coordinates, and the estimates for the derivative of η k , we get 
. . . Therefore, the function ψ satisfies condition (C).
Applications to finite element convergence estimates
Let Ω be a nonconvex polygonal domain in R 2 , with boundary ∂Ω, and with only one re-entrant corner of measure ω, and let s 0 = π/ω, θ 0 = 1−s 0 . Let u ∈ H 1 0 (Ω) be the variational solution of (4.1) with f ∈ B −1+s0 01
, and let V h be a finite dimensional approximation subspace of H 1 0 (Ω). We consider the discrete problem:
Further, let us assume that
, and
. By interpolation with p = ∞ and s = 1 − s 0 , from (5.2) and (5.3), we obtain that
where c is a constant independent of h. We thus have the following result. 
, for all f ∈ B −1+s0 01
(Ω). Since u − u h is the solution of (4.1) with f − Q h f instead of f , we have
Consequently
and from standard approximation properties we get
Combining the two inequalities, we have
Next, using the estimate (5.6) of Theorem 5.1, a negative norms inverse inequality and the stability of the L 2 projection in H −1+s0 (Ω), we get
where c is a constant independent of h and s. Finally, (5.8) follows from (5.10) and (5.11). The estimate (5.9) follows from a duality argument.
