ABSTRACT High Efficiency Video Coding (HEVC) provides a doubling in coding efficiency compared with the H.264/AVC at the expense of increased computational complexity. However, mobile devices that perform video encoding and communication over wireless networks have limited energy supply. A video encoding system which has the ability to adjust its computational complexity and power consumption could be used to prolong the lifetime of these devices. In this paper, we develop a framework, which selects the optimal HEVC encoding configuration in order to optimize the performance of the wireless video communication system under energy constraints. More specifically, in this paper, we develop an analytic HEVC encoder behavior model based on the extensive analysis of key HEVC encoding tools. We use the developed model for the performance optimization of the HEVC encoder under energy constraints. We propose an adaptive algorithm to estimate the HEVC encoder model parameters and perform online encoder coding configuration optimization. We show that using the proposed framework, the video encoder is able to select appropriate coding tools to automatically adjust its coding efficiency and complexity to match the available power budget with the maximum possible video quality. The proposed HEVC encoder model provides a guideline for optimized tool selection in the energy constrained wireless video communication.
I. INTRODUCTION
Video coding and communication over wireless networks can be used in various application areas, such as security monitoring, environmental tracking disaster rescue, emergency response, surveillance, telemedicine and multimedia systems in consumer electronics [1] . In wireless video transmission, video encoding and encoded data communication are power demanding tasks which is performed by mobile devices with limited energy budget. Video encoding has a two-fold effect on the power consumption of video communication system. First, the output bitrate of video encoder could be decreased significantly with efficient video encoding, which consequently decreases the amount of energy consumption in data transmission. Second, efficient video encoding needs higher computational complexity and consumes large amount of energy.
The performance of a video communication system is evaluated by the transmitted video quality. Therefore, in wireless video communication with limited energy supply, the primary goal of the communication system is to obtain the best possible quality. Video encoder coding configuration significantly affects video quality, computational complexity and the output bitrate. Intuitively, the coding configuration determines video quality and consumed power in encoding and data transmission. Therefore, the primary goal of the video communication system can be interpreted as finding the optimal coding configuration of video encoder which provides the best video quality considering the available energy budget.
High Efficiency Video Coding (HEVC) is the most recent video coding standard developed by the collaboration of the ITU-T Video Coding Experts Group (VCGE) and the ISO/IEC Moving Picture Experts Group (MPEG) standardization organizations [2] . HEVC is designed in a way to be adaptable to the all existing applications of former standards, easily. The fundamental goal of the HEVC standard is to present much better compression ratio compared to the former standards in the range of 50% bitrate reduction with nearly same video quality in comparison with the H.264/AVC. This bitrate reduction facilitates high-quality video transmission even on low-bandwidth networks. On the other hand, HEVC is more robust to the data loss than H.264/AVC due to its better design of high-level syntax for identifying the reference picture set (RPS) and establishing the reference picture lists for inter-picture prediction [3] . Therefore, both lower bitrate and robustness against data loss make HEVC a good candidate for wireless applications.
HEVC is a hybrid video coding standard which has evolved from previous video coding standards by addition of higherefficiency coding tools and more advanced features which increases the compression ratio with almost no effect on the video quality. HEVC obtains this coding efficiency with a considerable increase in the computational complexity, due to its requirements for far more intensive processing, nested data structures and handling a larger amount of data in its optimization algorithms [4] . A great number of different coding tools is incorporated by HEVC. Most of these coding tools use various parameters and for each parameter different values can be assigned. The total behavior of HEVC results from the cumulative contribution of all its coding tools and their parameters. The experimental results of [5] show that if HEVC encoding tools are configured wisely, we can reduce the maximum encoding complexity at almost no coding competence. However, HEVC encoder configuration selection is not considered in the case of wireless video communication where the output bitrate, video quality, and complexity of encoder should be adapted to the features and constraints of the wireless network. Therefore, in order to find the optimal coding configuration, there is a need for the development of an analytic framework which models the effect of coding tools on the video encoding system behavior.
A. RELATED WORK
Several algorithms have been proposed to decrease the computational complexity of video encoding including lowcomplexity encoder design [6] - [8] and fast algorithms for the main video encoder modulus [8] - [11] . The most popular method to reduce the complexity of HEVC encoder is on the basis of Early CU Quad-tree Termination strategy, which limits the flexibility of HEVC coding structure and saves a considerable amount of computation [12] - [15] . These algorithms are not able to dynamically adapt to the available resources which typically changes in different systems. This leads to video distortion in these algorithms, even in the case of the availability of resources for distortion reduction. On the other hand, if there is a need to reduce computation more than what these algorithms offer, none of them will make it possible.
An analytic framework is developed in [16] by extending the traditional rate-distortion (R-D) analysis to contain power consumption. The power-rate-distortion (P-R-D) framework is established in two steps for a simple MPEG-4 encoder. First, a power-scalable video encoding architecture is developed using a number of control parameters. Second, the R-D behavior of each control parameter is analyzed to establish the P-R-D model. The P-R-D framework suggests a good solution for power-scalable video encoding. However, this method is not extendable to the other video coding standards such as H.264 and HEVC. The same authors extended their work by proposing an operational P-R-D analysis to obtain an analytic P-R-D model for portable video communication devices [17] and performance analysis of the wireless video sensor networks [18] .
In [19] a comparative rate-distortion-complexity analysis of HEVC and AVC codecs is presented. Results show that the inter-prediction modules are the most complex ones. In [5] , the computational complexity and encoding performance of the HEVC encoder is evaluated. The complexity, bitrate and PSNR variations by changing each encoding parameter are evaluated and the effect of each coding tool on encoder behavior is reported. A similar analysis is presented in [20] by including a number of new coding tools related to HEVC flexible coding structure. The results of this analysis are used to design a complexity control for HEVC encoder for realtime applications.
To the best of our knowledge, there is no analytic framework to model the HEVC encoder behavior as a function of coding tools. In addition, the features and constraints of wireless networks have not been considered in the selection of HEVC encoder coding tools.
B. THE PROPOSED RESEARCH
The primary goal of this research is to answer the following fundamental question: For a wireless video sensor with some limited resources (e.g., energy), what is the optimal encoding configuration to obtain the maximum video sensor performance? First, the effect of coding tools on the compression efficiency and corresponding computational complexity of HEVC encoder is analyzed. Then, the results of this analysis are used to develop an analytic model for the behavior of HEVC encoder (with regard to complexity, bitrate and PSNR) as a function of coding configuration. To the best of our knowledge, this is the first analytic model which represents the behavior of the HEVC encoder as a function of coding configuration. This model is used together with the transmission distortion model to obtain end-to-end video distortion model. Then, a framework is developed for performance optimization and resource allocation of the wireless video communication system. To obtain the optimal coding configuration, an accelerated solution for the optimization problem is proposed based on the behavior of the HEVC encoder and the proposed analytic model. Finally, an adaptive scheme is developed to estimate the model parameters using the perceptual information of video sequence and perform online performance optimization for real-time video communication.
The rest of this paper is organized as follows. The resource allocation and performance optimization framework is presented in section II. Section III presents the HEVC encoder configuration analysis. Section IV presents the video transmission distortion model. The solution for optimal HEVC coding configuration is proposed in section V. Online video encoder parameter estimation is proposed in section VI. Finally, section VII represents the experimental results and discussion.
II. RESOURCE ALLOCATION AND PERFORMANCE OPTIMIZATION
In this section, the resource allocation and performance optimization framework of the proposed video communication system is explained. In this system, the main task of video source node is to select optimal encoding configuration, compress the video data using selected coding configuration and send the compressed bitstream to the destination (Fig. 1) . We consider that all traffic sessions use a shared frequency spectrum which includes a set of F orthogonal channels. For a video communication session, the source and destination nodes are known. We assume that source node is able to reach the destination through a single hop transmission. The video transmission time consists of successive time slots. Video source node is able to select a transmission channel within F and transmit to its destination or enqueue the upcoming packets in its buffer, in each time slot. This model is general enough to include several wireless networks, such as the schedule-based video transmission in wireless adhoc networks, frequency sharing multi-cell cellular systems, vehicular-to-vehicular communication networks and deviceto-device communications. A threshold-based transmission policy is considered, where each vide source node transmits a packet to the destination, only if the gain of selected channel be greater than a threshold β. In order to put more focus on the effect of coding configuration, in our system, we do not include the effect of probable interferences. Therefore, we use a fixed value of transmission threshold as in [21] and [22] .
The end-to-end video quality is the most reasonable metric for the performance evaluation of video communication system from the viewpoint of end users. A well-known end-toend video quality measure is video distortion denoted by D, which is the mean square error (MSE) between the video frame at the source node and the reconstructed frame at the destination. In wireless video communication, the end-to-end video distortion consists of two distortion types: source coding distortion D enc caused by lossy video encoding and transmission distortion D loss caused by transmission errors. The coding distortion and transmission errors are uncorrelated [23] , consequently:
Let P 0 denote the available power budget for the video source node for communication of upcoming segment of the video sequence to the destination. Let P enc and P trx denote the amount of power consumed for video encoding and data transmission. Since the two dominant parts of power consumption in video communication system are video encoding and data transmission, we have
Intuitively, the encoding distortion D enc , bitrate of encoded (R enc ) video and the amount of consumed power for encoding are affected by the encoding configuration set . This dependency is indicated by D enc ( ), R enc ( ) and P enc ( ). The transmission distortion depends on the transmission distance d and the transmission power P trx , which is indicated by D trx (P trx , d). Furthermore, the transmission power is related to the output bitrate of the video encoder, which is indicated by P trx (R enc ( )). Therefore, the encoding configuration set of encoder affect all aspects of the video communication system. Conceptually, for our wireless video communication system, the resource allocation and performance optimization can be formulated as follows:
The power consumption of video encoder is analyzed using dynamic voltage scaling (DVS) [24] , [25] which is a CMOS circuit design technology. Using the DVS, we can dynamically control the power consumption and processing speed of the microprocessor by adjusting the voltage supply of the CMOS circuit. From the video encoding viewpoint, the DVS hardware technology can be used to control the video encoder power consumption by adjusting its computational complexity. Therefore, we can translate the computational complexity CC ( ) of the video encoder, into the consumed power for video encoding P enc ( ) [16] . The CC ( ) and P enc ( ) are related through the power consumption model of the DVS microprocessor P enc = (CC) [26] . Specifically, here we use the estimated model for Intel PXA255 XScale processor P enc = σ CC τ proposed in [17] .
For the power consumption of data transmission, a similar radio model as discussed in [27] is used. For transmission distance d, the power consumed for transmitting R enc bits per second is given by:
Where E elec , ε fs , and ε mp are the wireless circuit energy consumption for data communication, free space channel model and multi-path fading model, respectively. Equating two expressions at d = d 0 results in d 0 = (ε fs /ε mp ). For the distance, less than d 0 , the free space model is used; otherwise, the multi-path model is used [28] .
To obtain an optimized set of configuration parameters for HEVC encoder, we need to analyze the HEVC encoder behavior and find some function for D enc ( ), R enc ( ) and P enc ( ). Section III will describe this. Also, we need to find some function D loss (P trx , d) by analyzing the effect of the transmission errors in video communication. Section IV will describe this. The proposed solution for the selection of optimized coding configuration , will be described in V.
III. HEVC ENCODER CONFIGURATION ANALYSIS
The main goal of this section is to derive an analytic model for the behavior of the HEVC encoder. The analysis of the relationship between the coding efficiency and the corresponding computational complexity of each tool is necessary to derive the required HEVC encoder model for our framework. The quad-tree based structure used in frame partitioning is the most important feature presented by HEVC.
HEVC divides the frame into several square blocks named coding tree unit (CTU). Each CTU can be iteratively subdivided into four smaller coding units (CUs) forming a quadtree structure. The number of iterations depends on the tree depth. Correspondingly, the size of each CU can change from 8 × 8 to 64 × 64 pixels. Each CU can also be subdivided into the prediction units (PUs) at the prediction stage and into the transform units (TUs) during transform. This quad-tree structure is one of the major reasons for the coding efficiency and high computational complexity of the HEVC compared to its predecessors.
The HEVC Test Model (HM) is the reference codec of HEVC which includes all essential coding tools of HEVC [29] . The Main profile of HM includes three basic coding or access setting namely All-Intra (AI), Random Access (RA) and Low Delay (LD). The AI mode uses no temporal prediction, RA uses the future frames as reference for the prediction of the current frame and LD allows the use of only previous frames as [30] . Without loss of generality, in our analysis, we use LD configuration setting of HM.
A. RELEVANT HEVC ENCODER CONFIGURATION PARAMETERS
The set of parameters relevant to the computational complexity and coding efficiency has been chosen based on the results provided by [19] , which state that HEVC encoder spends more than 85% of its computation time in inter-prediction and transform/quantization modules. So, the related tools to these modules are more likely to be investigated in our analysis. Based on our extensive analysis on a large set of video sequences and inspired by the results provided in [5] and [20] , in our analysis, the applied configuration parameters are Quantization Parameter (QP), Asymmetric [2] and [31] . Our analysis shows that among the aforementioned parameters, only QP affects all aspects of HEVC encoder behavior (PSNR, bitrate, and complexity) majorly. Furthermore, all remaining parameters show a similar effect on the encoder behavior in a fixed QP value. Therefore, the effect of QP will be analyzed separately (in section III-B) and here, the effect of remaining parameters is analyzed.
In the first part of our analysis, we vary only one parameter of the encoder configuration parameter set at each time. This helps us to analyze the effect of enabling each coding tool on the behavior of HEVC encoder separately and find the most effective parameters. In the experiments, we use the baseline encoding configuration as initial configuration. Then we change the parameter of each tool, one after another and record the resulting bitrate, image quality and encoder computational complexity for comparison with the baseline encoder configuration. Table 1 shows the coding configuration used in our analysis. The first coding configuration is the baseline and in the other configurations, the parameter that altered is shown in bold. Fig. 2 shows the normalized computational complexity (respect to the baseline coding configuration) for encoding a set of video sequences with the coding configurations listed in Table 1 . In experiments, we have used a large number of 1 Fractional Motion Estimation is defined in three modes: no FME (FME = 0), half-pel interpolation (FME = 1) and quarter-pel interpolation (FME = 2). video sequences with a wide range of motion and texture characteristics as well as spatial resolution. For simplicity and clarity, the results of only 5 video sequences are plotted. Form Fig. 2 , we observe that in almost all the cases the trends of lines are very similar which means that for almost all video sequences, when the setting of a specific tool is varied, the computational complexity of HEVC encoder varies fairly likewise. For coding configurations 6-8 and coding configurations of 12-13 which evaluates the effect of SR and NREF, different complexity values are observed because of the different motion characteristics of these video sequences.
The encoding efficiency of each coding configuration is also evaluated in terms of normalized bitrate (respect to baseline coding configuration) and average delta PSNR (using baseline coding as reference) for all video sequences. The results for 5 video sequences are shown in Figs. 3 and 4 , respectively. In Figs. 2-4 , the unique behavior of ''RaceHorses'' video sequence is due to its high motion which degrades the coding performance (especially for coding configuration 8 which is related to SR = 0). The main reason for this performance degradation is that due to high motion range, the encoder is unable to find even a local minimum for motion estimation and compensation.
From Figs. 2-4, among the analyzed parameters, MPD, FME, MTD, NREF, AMP, and SR have the most impact on at least one of the three performance metrics. In addition, increasing BSR (configuration 19) and disabling FEN and FDM (configurations 20 and 21, respectively) increases the computational complexity of the video encoding which is not suitable for our energy-constrained framework.
In HEVC encoder, there is a high level of interdependency between coding tools of current video coding algorithms, which means that any behavior variation occurred by varying a particular coding tool depends on the coding status of other VOLUME 6, 2018 tools [5] . Furthermore, the complexity reduction obtained by changing only one coding tool is limited. In our resource allocation framework where there might be a serious restriction in available power budget, the complexity reduction plays a vital role. Therefore, in the second part of our analysis, we define a sequence of encoding configuration where we enable the coding tools along the sequence in a cumulative manner. We then use this predefined coding configuration to analyze the behavior of HEVC encoder.
The sequence of coding configurations is built in two steps. First, a set of 6 coding tools (MPD, FME, MTD, NREF, AMP, and SR) which have a considerable impact on at least one of the three performance metrics are selected. The MPD, FME, MTD and AMP are related to the texture characteristics of input video while the NREF and SR are related to the motion characteristics. Then, a set of 12 coding configurations are created by defining the parameters for each coding tool in a cumulative sequence ( Table 2 ). The SR = 0 is excluded due to its non-predictable behavior. The baseline configuration is same as the one used in Table 1 . In Table 2 , the enabling order of each coding tool is specified considering the restriction of resource allocation in our framework. The weighted ratio between the complexity reduction and the bitrate increment measures the Complexity-Rate-Efficiency (CRE) and can be defined as follows:
where CC i and R i are the computational complexity and bitrate of HEVC encoder using i th encoding configuration from Table 1 . The CC ref and R ref denote the computational complexity and bitrate using baseline coding configuration and τ p is a constant which depends on the power consumption model of video encoder and data transmission. The CRE shows how much computational complexity is decreased per bitrate increasing. The higher value of CRE for a tool shows that it is more likely able to decrease the total power consumption. Therefore, in Table 2 , the tools with higher value of CRE are enabled before the others. The computational complexity reduction results (with respect to baseline configuration) for three video sequences under coding configurations of Table 2 are shown in Fig. 5 . As one can see, all video sequences have similar behavior under these coding configuration set. From CFG1 to CFG4 the complexity reduction is quite considerable and it decreases from CFG6.
Based on the results, the set of coding configurations in Table 2 , provides us complexity-scalability by up to 80% complexity reduction with respect to the baseline configuration. This scalability can be used in our framework to select the optimal configuration based on the available budget. The bitrate increments and the delta PSNR results (both, with respect to the baseline configuration) for coding configurations of Table 2 are shown in Figs. 6 and 7, respectively.
In order to use these results in our resource allocation and performance optimization framework, we need an analytic model for the HEVC encoder behavior. In this work, we propose an analytic model for the computational complexity, output bitrate and the quality of the reconstructed image based on the behavior of the HEVC video encoder under different coding configurations. Based on the results provided in Figs. 6-8 , we propose the following model for the computational complexity, output bitrate and the image quality of the video encoder:
PSNR enc
where = { 1 , 2 , . . .} is the set of coding configurations shown in Table 2 on the video sequence which is being encoded. The value of these parameters can be found through curve fitting. In Figs. 5-7, the approximations with the analytic model are plotted with the solid lines. The accuracy of the curve fitting is also shown using the R-square metric which is the square of the correlation between the estimated values and real-data. The R-square takes any value in the range of [0,1], where a closer value to 1 indicates that a great percentage of the variance is accounted for by the model. Based on the R-square results, one can see that the proposed model is fairly accurate.
B. EFFECT OF QUANTIZATION PARAMETER ON THE CODING PERFORMANCE AND COMPLEXITY
In the previous section, we successfully developed a model to represent the HEVC encoder behavior as a function of coding configurations presented in Table 2 . In this section, we will generalize this model by including the effect of QP. To do this, we have analyzed the behavior of the HEVC encoder with different QP values. Two main observations are made based on these analyses: VOLUME 6, 2018 1) The variation of video encoder behavior with respect to the baseline configuration occurred by changing each coding tool, is almost similar in a fixed QP value. Figs. 8-10 show the normalized computational complexity, normalized bitrate and delta PSNR of coding configurations of Table 1 (with respect to the baseline configuration) for ''Mobile'' video sequence in different QP values. Similar results are obtained for the other video sequences. Based on these results, the increment or decrement of complexity, bitrate and quality with respect to baseline configuration obtained by each coding tool is almost similar for all QP values.
2) The computational complexity, bitrate and the quality of HEVC video encoder are significantly affected by the change of QP value. Figs. 11-13 show the effect of QP on the computational complexity, bitrate and the quality of HEVC encoder with baseline configuration.
Based on these two observations, we can include the effect of QP in our proposed model. Proposed model in (6)- (8) contains two parts. First part represents the value of the related parameter for baseline configuration and the second part represents the variations form that baseline value. Since QP change affects the first part majorly and has a minor effect in the second part, we can include the effect of QP by modeling the first part as a function of QP. Based on the results shown in Figs. 11-13 , the complexity, bitrate and the quality of the baseline configuration of HEVC encoder can be modeled as follows: Figs. 11-13 by the R-square metric which shows the proposed model is very accurate.
C. ANALYTIC HEVC ENCODER MODEL
Including the (9)-(11), into (6)-(8), the generalized analytic HEVC encoder model as a function of coding configurations can be proposed as:
where the coding configuration set = { , QP} consists of QP and . The analytic model represented in (12)- (14), gives us the ability to estimate the effect of each coding configuration on the behavior of the video encoder. Since we are interested to use MSE as the distortion metric, we can use (14) and the relation between PSNR and MSE to obtain the distortion of encoded video as a function of coding configurations as follows: 
where MAX denotes the maximum possible pixel value. For the common 8 bits per sample images, the MAX equals to 255.
IV. VIDEO TRANSMISSION DISTORTION MODEL
Transmission errors behavior and their impact on the performance of video communication system can be studied and included in our system using a video transmission distortion model. In this section, first, the channel model, the transmission policy and the queuing model is introduced. Then these models are used to derive the video transmission distortion.
A. CHANNEL MODEL
We suppose the communication channel to suffer from both the small-scale Rayleigh fading and the large-scale path loss. Let g f represent the channel transfer gain among the video source node and the destination node at frequency f ∈ F. Then g f can be written as
Whereĝ represents the path loss andg f is the fading gain of the frequency channel f . For very small transmission distances, the path loss in singular models takes very large values. Therefore, we use a non-singular path loss model [32] :
Where d is the transmission distance and α represents the path loss factor. We assume a block fading model, where in each time interval channel fading (h f ) has a Rayleigh probability density function (pdf) with the parameter , i.e.,
Then, the pdf of channel fading gaing f = (h f ) 2 is an exponential distribution with the parameter 1/ :
B. THRESHOLD BASED TRANSMISSION POLICY
A threshold-based transmission policy [21] , [22] is adopted, where each source node is aware of the channel state information (transmission distance and channel gain) as in [33] . Similar to [33] , let β > 0 denote the channel fading threshold and let f * denote the selected frequency channel by the video source node, i.e.,
Then, according to threshold-based transmission policy, the video source node transmits its packet over channel f * , only ifg f * ≥ β. The transmission probability of a video packet is derived based on the aforesaid channel model and transmission policy. Using (19) , the probability ofg f to be less than the fading threshold β is
The probability that video source node transmits a packet in a time slot, denoted by φ (β), is given as
where | • | represents the cardinality of one set.
C. QUEUEING MODEL
Queueing model can be used to find the packet loss resulting from the delay. Suppose that a video source node needs χ time slots for the transmission of a video packet. Then, the probability mass function (pmf) of χ is:
The first moment of χ is
Where E [•] represent the expectation operator. For simplicity, we can approximate the pmf of (23) using an exponential distribution with the parameter ϑ = 1/E [χ ] = φ (β), as in [34] . Therefore, we have
The accuracy of the approximation is confirmed in Fig. 14 , where one can see that (25) fits the original pmf in (23) very well. Denoting the duration of transmission time slot by T s , the average service rate µ of video source node is
Assume that the arrival rate of packets in video source node has a Poisson distribution with the parameter λ. We have: where L denotes the length of a video packet. Considering (25) , the queue at the video source node can be modeled as M/M/1 queue. The traffic intensity ρ of this queue is
In order to keep the queue stable, we need to ensure ρ ≤ 1. This results in the following upper bound on the video encoder bitrate R enc :
Based on the queuing theory [35] , we can calculate the packet loss caused by the delay (P dly ) using the waiting time distribution of the M/M/1 queue as follows:
Where T is the pdf of waiting time in M/M/1 queue and T th is the average delay threshold.
D. Transmission Error Probability
Suppose that the receiver can decode a packet correctly, when the channel SNR is greater than a threshold γ th [34] . Therefore, the probability that a transmission error occurs for a video source node is
Where P denotes the video source node transmission power and σ 2 denotes the Gaussian noise power. The transmission power P is related to P trx by the data transmission rate. if P enc (QP) + P trx (R enc (QP)) ≤ P 0 + P then 7: if R enc (QP) ≤
S QP (cnt) = QP; 10: QP = QP + 1;
E. Transmission Distortion Model
Based on the packet loss probability P dly (R enc ) and transmission error probability P err of the video source node, we can calculate the overall distortion of the video source node as
Where κ is a parameter that shows the sensitivity of the compressed video data to the packet loss [36] .
V. PROPOSED SOLUTION FOR OPTIMAL HEVC ENCODER CONFIGURATION
Based on the models derived in Section III and IV, the solution for the selection of the optimal HEVC encoder configuration is proposed here. The problem of resource allocation and performance optimization can be rewritten more precisely as:
Note that upper bound (36) on the video encoder output bitrate ensures the stability of the queue and the constraint (37) ensures the video quality to be more than the minimum acceptable video quality. Considering (33)-(37), the selection of optimal HEVC encoder configuration is a discrete optimization problem which its state space includes all of the encoding configurations set members. Since the state space is very small compared to traditional discrete optimization problems, the exhaustive search can be used to solve the optimization problem [37] . To do this, for each QP value, we need to check all coding configurations of Table 2 . However, as our analysis in section III shows, QP affects the overall behavior of video encoder significantly and the 6: for each in do 7: if P enc QP, +P trx R enc QP, ≤ P 0 then 8: if R enc QP, ≤
if D QP, < D min then 10 :
QP op = QP;
12:
remaining coding configurations have a lower impact on the encoder behavior. This motivates us to solve the optimization problem in a two-step procedure. The first step is to find the set of all QP values (S QP ) that satisfy the constraints in (35)- (37) within an acceptable range of error. In this step, we use baseline coding configuration with different QP values. For each QP value, based on the value of other coding configuration parameters, the distortion and encoder bitrate could be increased and the computational complexity could be decreased. Therefore, these variations should be envisioned in the selection of acceptable QP values. The pseudo-code for finding the acceptable set of QP values is given in Algorithm 1.
In this algorithm, D , R and P denote the error range for video distortion, encoder bitrate and consumed power, respectively. In QP selection, we use baseline coding configuration which may have more complexity and less bitrate and distortion compared to the optimal coding configuration. These parameters are used to compensate the probable variation with more flexible bounds on the complexity, bitrate and distortion. The higher values of D , R and P will result in a larger set of acceptable QPs (S QP ) and vice versa. In our analysis, we empirically found that D = 50, R = 300 and P = 0.6 works fine for almost all videos.
After determination of S QP , for each QP value within S QP , we check all possible coding configurations and find the one which satisfies the required constraints with the minimum distortion value. Algorithm 2 gives the pseudo-code for the selection of the optimal coding configuration. Our simulation results show that the proposed two-step procedure in average saves about 70% of workload compared to exhaustive search with nearly similar output results.
VI. ONLINE ESTIMATION OF THE VIDEO ENCODER MODEL PARAMETERS
In section III, we have used the data provided by the HEVC encoder to find video encoder model parameters 1, 2, . . . , 6} by curve fitting. This method is computationally intensive and only appropriate for off-line analysis because we need to first encode video sequences and use the results to find these parameters. In real-time video encoding over energy constrained source nodes, a low-complexity algorithm to estimate model parameters is highly desirable. To address this issue, we propose a trainingclassification approach which uses the video statistics collected at the video encoder to estimate required model parameters. More specifically, we find that the values of The SI and TI are recommended by ITU-T to evaluate the contents of the video sequences [38] . Let F n denote the n th frame of the video sequence. In order to calculate SI, first, the luminance of each video frame is filtered using the Sobel kernel (Sobel(F n )). Then, for each filtered frame, the standard deviation over the pixels (Std space ) is calculated. Repeating this operation for each frame produces a time series which represents the spatial information of the scene. The SI is the maximum value of this time series (max time ):
The TI uses motion difference feature M n to measure the temporal perceptual information of the video sequence. The motion difference value at location (i, j) (M n (i, j)) is calculated as the difference of the luminance pixel values in the successive frames:
where F n (i, j) denotes the luminance pixel value at the location (i, j) in n th frame of the video sequence. After calculation of motion difference for all successive video frames, the standard deviation of each motion difference is calculated over the space (Std space ), resulting in a temporal sequence of standard deviation values. Then, the TI is the maximum over time (max time ) of this sequence:
Higher value of TI corresponds to more amount of motion in the video sequence and vice versa. During the training, a set of training video sequences with a wide range of SI, TI, and spatial resolution are collected. These videos are divided into a number of clusters according to their statistics in the 2D space including SI and TI, and in 3D space including SI, TI, and video resolution. The 2D space is used to estimate the {a i , b i , c i ; i = 1, 2, 3} while the 3D space is used to estimate the {a i , b i , c i ; i = 4, 5, 6}. According to our experiments, 4 to 6 clusters is sufficient for 2D space and 5 to 7 clusters is sufficient for 3D space. For each cluster (within 2D or 3D space), we find the average value of encoding parameter models and stored them in a database. During video encoding in the source node, we compute the location of each video sequence (in the 2D and 3D statistics space), determine its cluster in each space, and then use the average model parameters of the determined cluster retrieved from the data set to find the model parameters for that video sequence. Then we use these parameters in the optimal HEVC configuration selection (proposed in section V) to determine the coding configuration to be used for video encoding.
VII. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, the proposed algorithm for resource allocation and performance optimization is experimentally evaluated.
To the best of our knowledge, it is the first method for optimal HEVC encoder configuration selection in wireless environments. Since there is no similar method in the literature, the performance of the proposed method is compared with the baseline encoding configuration. In simulations, for channel model parameters, we have used the same values used in [34] and [39] . Table 3 tabulates the corresponding values of each parameter. First, the performance of the model parameter estimation (described in VI) is evaluated. To do so, we encode a set of test video sequences and obtain the true values of video encoder model parameters through curve fitting. Then, we compare them with the values estimated by our clustering method in section VI. 
. However, since these parameters have a very large value compared to the first set, they are not included in Fig. 15 .
To evaluate the accuracy of the proposed video distortion model, the actual video distortion obtained by our simulation and the estimated video distortion by the proposed model are shown in Fig. 16 against coding configuration. The coding configurations of this experiment are generated by cascading the for each QP value. We can see that the proposed video distortion model is quite accurate.
In Fig. 16 , from left to right, the value of the QP is increasing. In the lower QP values, the encoded video distortion is low, however, the output bitrate of the video encoder is very high. According to (30) the high encoder bitrate increases the probability of packet delay which accordingly increases the video transmission distortion. Therefore, on the far left of the Fig. 16 , due to the high output bitrate of the video encoder, the dominant part of the total distortion is related to the transmission distortion. In the higher QP values, the encoded video has high distortion value, however, since the output bitrate is considerably low, the probability of packet delay is very small. Therefore, on the far right of the Fig. 16 , the dominant part of the distortion is related to the distortion occurred by the lossy video encoding.
In order to evaluate the performance of video encoder under energy constraints, we define the average video encoder distortion measure as follows:
where N is total number of frames in current GOP which is going to be encoded and M is the actual number of frames encoded by the encoder. The D max denotes the maximum distortion of a video frame. When the video encoder is not able to encode a frame, or send an encoded video frame, this frame will be blank in the receiver side and it will have the maximum distortion. Note that due to limited energy budget, generally M ≤ N , which means that for some energy budgets, encoder will not be able to encode all of the frames in GOP. In fact, the average video encoder measure in (41) considers both the number of encoded frames and the quality of each encoded frame. Fig. 17 shows the average video encoder distortion for various power budgets when HEVC encoder uses the baseline coding configuration and the coding configuration chosen by the proposed method for video encoding. As one can see, the average video encoder distortion using proposed method is considerably lower than the baseline configuration. Due to high computational complexity of baseline coding configuration, in lower power budgets, the video encoder has no enough power to encode all of the video frames. However, the proposed method is able to decrease computational complexity based on the power budget to encode more video frames. In order to take a closer look at the video encoder performance, in Fig. 18 we have shown the quality of each encoded frame (as luminance PSNR) for power budget P 0 = 0.31 watt.
In Fig. 18 , the baseline coding configuration uses all coding options of HEVC and due to high coding complexity, it is able to encode and transmit only 4 frames of 30 frames and the remaining frames are not encoded due to energy termination. However, the proposed method, adaptively uses the minimum MPD and MTD, disables FME and AMP and decreases the number of reference frames to decrease the computational complexity up to 70% which enables the encoding and transmission of 20 frames of 30 frames. Note that, the average PSNR drop (compared to baseline) of encoded frames using proposed method is about 1.1 dB for each frame, however, since a larger number of frames are transmitted, the average distortion value of proposed method is considerably lower than the baseline configuration (Fig. 17) .
Note that, in Fig. 18 , the computational complexity reduction obtained by the proposed method, increases the encoder bitrate compared to the baseline coding configuration. In Fig. 19 , we have shown the compressed frame size of encoded video for the same power budget. Based on Fig. 19 , the total transmission rate of encoded video is increased compared to the baseline coding configuration due to two reasons. First, because of disabling some coding tools for complexity reduction, the coding performance is decreased and consequently the encoded frame size is increased. Second, because of lower energy consumption for the encoding of each frame, the total number of encoded frames are higher in proposed method. Therefore, more frames are transmitted and the total transmission rate is increased.
The transmission bitrate increment, increases the transmission power consumption P trx . However, note that, experimental results show that the encoding power P enc reduction is much more than the transmission power increment. This is due to lower share of data transmission compared to the video encoding in wireless video transmission. This problem is also addressed in previous works. In [11] and [17] it is shown that for relatively small video sizes, such as QCIF (176 × 144) videos, video encoding (with H.263 and H.264) consumes about two thirds of the total power in video communication over wireless networks. For higher resolutions, the share of encoder power consumption can increase [18] . On the other hand, HEVC encoder is more complex than H.264 and the share of video encoding power consumption is even more [40] , [41] . Therefore, the bitrate increment introduced by proposed method has no considerable effect, due to the proper complexity reduction. Fig. 20 , shows the end-to-end video distortion obtained by the proposed method and baseline configuration for different values of available power budget (P 0 ). As one can see, the proper selection of coding tools using the proposed method results in considerably lower video distortion compared to the baseline coding configuration. When the power supply P 0 is very low, the video source node has no enough energy to compress video sequence and transmit the encoded data. Therefore, the destination node receives no bit and the reconstructed video is entirely blank. Consequently, the distortion of the received video (maximum distortion) is equal to the variance of the original video data. By increasing the power supply, the proposed method analyses all available coding configurations and finds the one which satisfies the power constraint with minimum achievable video quality. However, in lower and middle values of the power supply, the baseline coding configuration is not able to reduce the encoder complexity or output bitrate to satisfy the power constraint. Therefore, even if the encoder uses some energy to encode a part of the video with baseline configuration, there is no sufficient energy for transmitter to send some encoded data to the destination. This is the main reason why the proposed method is able to decrease the distortion in lower values of power supply compared to the baseline configuration.
Note that, the lower bound of minimum achievable distortion by baseline configuration is limited to the video encoder distortion obtained by baseline configuration. However, the proposed method is able to increase the encoder bitrate in the case of the availability power supply, to decrease distortion more. The upper bound on the performance of the proposed method is determined by the (36) which is a constraint on the output bitrate to ensure the queue stability.
VIII. CONCLUSION
In this research, we have presented a framework for optimal HEVC encoder configuration selection under energy constraints. To do so, we have derived an analytic HEVC encoder behavior model which enables us to investigate the effect of each coding tool in our framework. The framework, the encoder model and the concepts proposed in this work provides us valuable insights about the behavior of HEVC encoder in wireless environments and gives a basis for optimal HEVC coding tool selection under energy constraints.
