Abstract{ The leaky LMS adaptive lter can be implemented either directly or by adding random white noise to the input signal of the LMS adaptive lter. In this paper, we analyze and compare the mean-square performances of these two adaptive lter implementations for system identi cation tasks with zero mean i.i.d. input signals.
Introduction
The leaky least-mean-square (LMS) adaptive lter is a useful variant of the LMS adaptive lter for several communications and signal processing tasks 1, 2, 3, 4, 5] . The leaky LMS coe cient update is given by W k+1 = (1 ? )W k + e k X k (1) e k = d k ? W T k X k ; (2) where W k = w 0;k w 1;k w L?1;k ] T is the L-dimensional coe cient vector, X k = x k x k?L+1 ] T is the input signal vector, d k is the desired response signal, e k is the error signal, is the step size, and is the leakage parameter. For = 0, equations (1){(2) describe the coe cient updates for the standard LMS adaptive lter. An approximate analysis of the updates in (1){(2) for > 0 shows that the coe cients slowly decay towards zero values if the desired response signal is uncorrelated with the input signal vector 2]. Recently, a more accurate analysis of the leaky LMS algorithm for jointly Gaussian input and desired response signals has enabled useful comparisons of the behaviors of the leaky LMS and LMS adaptive lters to be made 6].
It is well-known that a stochastic variant of the leaky LMS adaptive lter can be implemented by adding zero-mean random white noise to the input signal prior to the application of the LMS adaptive lter 7] . The resulting coe cient updates are W k+1 = W k + e k X k (3) e k = d k ? W T k X k ; (4) where the noisy input signal vector X k is de ned as X k = X k + M k ; (5) and M k = m k m k?L+1 ] T is a noise vector with zero-mean uncorrelated elements. If the noise power 2 m = E m 2 k ] is chosen as 2 m = ; (6) then it can be shown that the mean behaviors of the algorithms in (1){(2) and (3){(4) are approximately the same. If the noise signal m k can be easily generated (using a maximum-length shift register in VLSI hardware, for example), then this stochastic implementation of the leaky LMS adaptive lter avoids the L multiplies used to compute the scaled coe cient vector (1 ? )W k in (1). However, to obtain an error signal that is free of the noise introduced within the adaptation process, the error e(n) in (2) must be computed, and thus the two algorithms in (1){(2) and (2){(4) are of similar complexity. Note that the algorithm in (2){(4) is also obtained in situations where the input signal is dithered prior to sampling, and thus this alternative implementation is of practical interest in its own right. Even though the mean behaviors of the two algorithms are similar, it is not clear how the mean-square performances of the two algorithms di er in any particular situation. The mean-square behavior of an adaptive lter is a more accurate measure of its overall performance and stability characteristics than its mean behavior; thus, it is not clear which algorithm is to be preferred in any particular situation.
In this paper, we compare the mean-square performances of the two algorithms in (1){(2) and (2){(4), respectively, assuming a system identi cation desired response signal model of the form
where W opt is the optimal coe cient vector, n k is an uncorrelated noise signal, and x k and m k are assumed to be independent, identically-distributed (i.i.d.) signals with even-symmetric probability density functions p X (x) and p M (m), respectively. In addition, we shall also assume that vectors within the sequences fX k g and fM k g are independent of each other and of the noise sequence n k . Such assumptions are similar to the independence assumptions often used in analyses of this sort 7, 8] . While never true for an FIR lter con guration, these assumptions lead to reasonably accurate descriptions of the adaptation behaviors of the algorithms, and they allow meaningful comparisons of di erent algorithms to be made. Through our analyses, we show the following: For any particular value of , the range of stable step sizes for the LMS adaptive lter with noisy inputs is smaller than that for the leaky LMS adaptive lter.
For any stable values of and , the LMS adaptive lter with noisy inputs converges no faster than the leaky LMS adaptive lter.
For any stable values of and , the LMS adaptive lter with noisy inputs has a higher steady-state excess mean-square error (MSE) than that for the leaky LMS adaptive lter.
Thus, from a performance standpoint, the leaky LMS adaptive lter is to be preferred in this situation. Simulations verify the analytical results and the above conclusions. 
Taking expectations of both sides of (9) and employing our assumptions, we nd that
where 2 x = E x 2 k ] for our input signal model.
To determine a description for the mean-square behavior of (1){ (2), we post-multiply both sides of (9) by their respective transposes and take expectations of both sides of the resulting equation. This operation results in
where 2 n = E n 2 k ]. Employing the assumptions described above and relying on results already available for the LMS adaptive lter with i.i.d. inputs 8], we can take the trace of both sides of (11). After simplifying the result, we nd the update given by 
respectively. With these de nitions, we can represent the updates in (10) and (12) as
Note that the excess MSE at time k is given by
where trE V k V T k ] is the rst entry of Y k . Thus, the form of (15) 
The rst term on the right-hand-side of (22) is the excess MSE due to the bias in the lter coe cients in steady-state. The second term is the excess MSE due to coe cient uctuations caused by a nonzero adaptation speed.
LMS Adaptive Filter with Noisy Input Signals
We now analyze the behavior of the LMS adaptive lter with noisy input signals. Similar to the leaky LMS adaptive lter, we write the coe cient updates in (3){(4) in terms of the coe cient error vector as
where X k is as de ned in (5). To determine a mean-square description of the adaptation behavior of this algorithm, we postmultiply both sides of (23) by their respective transposes and take expectations of boths sides. The resulting relation is
Similar to the rst analysis, we take the trace of both sides of (25) and employ our analysis assumptions to simplify the resulting equation, as given by 
In addition, we can solve for the stationary point of (27) for stable step sizes in a similar manner as before; the resulting excess MSE for the LMS adaptive lter with noisy inputs is Using these results, we can compare the mean-square behaviors of the two adaptive lters.
Performance Comparison
Examining the upper step size bounds in (18) and (30), we note that the denominator of the upper bound in (30) is always greater than that of (18). Thus, the range of stable step sizes for the LMS adaptive lter with noisy inputs is in general smaller than that for the leaky LMS adaptive lter, and the di erence between these two ranges increases if either L, , or m increases.
As for the convergence rates of the two systems, we note that the transition matrices A and A share L eigenvalues, and thus we can compare the eigenvalues represented by the rst entries of both matrices directly. From (28), we see that the rst entry of A is always larger than the corresponding entry of A for positive leakage factors. Since both of these entries are always positive, the convergence speed of the LMS adaptive lter is always slower than the convergence speed of the leaky LMS adaptive lter with the same step size and leakage factor. The di erence in convergence speeds becomes negligible as the step size and leakage factors are decreased, however, and thus we can conclude that the two adaptive systems converge at nearly the same rate if both and are suitably small-valued.
We now compare the steady-state excess MSE of the two adaptive systems. We can express MSE;ss in (22) 
For any value of L and any distribution of m k , the numerator and denominator of the right-handside of (33) will be larger than c 1 and smaller than c 2 , respectively. Thus, the steady-state excess MSE of the LMS adaptive lter with noisy inputs is always greater than that of the leaky LMS adaptive lter with the same values of and .
Combining the above results, we see that the noisy LMS adaptive lter always performs more poorly than the leaky LMS adaptive lter for i.i.d. input signals. The di erence in performance will in general increase if either , m , and/or L are increased.
Simulation Results
We now verify the above conclusions via simulation. An L = 50 coe cient system identi cation task was chosen for these simulations, where W opt = 1 1 1] T . The input and observation noise signals were both chosen to be zero-mean white Gaussian with 2 x = 1 and 2 n = 0:00001, respectively. For the noisy LMS adaptive lter, the noise signal m k was chosen to be zero-mean white Gaussian-distributed. One hundred simulation runs were averaged in each case. Figure 1 shows the convergence of the total coe cient error power trE V k V T k ] for the leaky LMS, noisy LMS, and LMS adaptive lters in this situation, where = 0:01 and = 10 ?5 . As can be seen, the leaky LMS adaptive lter's convergence rate is nearly the same as that for the LMS adaptive lter with noisy inputs; however, the steady-state coe cient error power is about 50 times larger for the noisy LMS adaptive lter. Also plotted are the convergence behaviors of the systems as obtained from the analyses, showing that the theory accurately predicts convergence behavior. Figure 2 shows the total coe cient error powers in steady state for the three algorithms as a function of for = 10 ?5 . As can be seen, the LMS adaptive lter with noisy inputs has a larger error in steady-state as compared to that of the leaky LMS and LMS adaptive lters. Simulated behavior closely matches the theoretical predictions of performance.
Since both of the leaky LMS adaptive lters converge at nearly the same rate for small step sizes, a useful quantity for comparison purposes is the fraction of the additional steady-state excess MSE due to coe cient uctuations for the noisy LMS adaptive lter with respect to that of the leaky LMS adaptive lter, given by 
Conclusions
In this paper, we have provided an analysis of two competing implementations of the leaky LMS adaptive lter. We have shown through both theory and simulation that by adding noise to the input signal of the the LMS adaptive lter, one obtains a system whose mean behavior is similar to that of the leaky LMS adaptive lter. However, for every mean-square performance criterion studied, the mean-square behavior of this adaptive lter is worse than that of the leaky LMS adaptive lter, and this performance di erence is particularly large for large signal-to-noise ratios and moderate values of the leakage factor. We have also identi ed the range of leakage factors for which both implementations perform satisfactorily. Simulations verify the analyses and indicate the magnitude of the performance di erences. 
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