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Resumen
CORRESPONDENCIA DE SERRE ENTRE HACES COHERENTES Y MO´DULOS
GRADUADOS DE TIPO CASI FINITO
JOE ALBINO PALACIOS BALDEO´N
Agosto-2016
Orientador: Mg. Mario Santiago Saldan˜a.
T´ıtulo obtenido: Licenciado en Matema´tica.
..................................................................................................................................
La presente monograf´ıa corresponde al a´rea de geometr´ıa algebraica. Trataremos sobre
una introduccio´n a la teor´ıa de haces y esquemas. El objectivo principal es desarrollar
detalladamente un teorema de J.-P. Serre que establece la correspondencia entre haces
coherentes sobre esquemas proyectivos y mo´dulos graduados de tipo casi finito.
..................................................................................................................................
PALABRAS CLAVES: Anillos conmutativos, mo´dulos graduados, haces, esquemas,
cohomolog´ıa.
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Abstract
CORRESPONDENCE OF SERRE BETWEEN COHERENT SHEAVES AND
GRADED MODULES OF QUASI FINITE TYPE
JOE ALBINO PALACIOS BALDEO´N
August-2016
Supervisor: Mg. Mario Santiago Saldan˜a.
Title: Licentiate in Mathematics.
..................................................................................................................................
This monograph corresponds to the area of algebraic geometry. We shall deal with
an introduction to the theory of sheaves and schemes. Our main objective is to develop
in detail a theorem of J.-P. Serre that establishes the correspondence between coherent
sheaves on projective schemes and graded modules of quasi-finite type.
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KEYWORDS: Commutative rings, graded modules, sheaves, schemes, cohomology.
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Cap´ıtulo 1
Introduccio´n
La presente monograf´ıa corresponde al a´rea de geometr´ıa algebraica y los temas desar-
rollados aqu´ı son de caracter elemental. Esta´ dirigido a estudiantes que esta´n iniciandose
en el estudio de los rudimentos de la geometr´ıa algebraica, a saber la teor´ıa de haces y
esquemas. En este trabajo vamos a desarrollar un teorema de Serre que en el libro de
Hartshorne [6], aparece como ejercicio (5.9) del cap´ıtulo II.
Adema´s, usando me´todos cohomolo´gicos, daremos una generalizacio´n de este teorema
de Serre. Asimismo hemos redactado la solucio´n de otros ejercicios de [6] que han sido
necesarios para la solucio´n del ejercicio principal, los cuales son presentadas por medio de
proposiciones y teoremas.
Nuestra intencio´n ha sido redactar las demostraciones de las proposiciones con mayor
detalle posible (principalmente las secciones 1,2 y 5 del cap´ıtulo II de [6]), de manera
que pueda ayudar al estudiante que desea ver una exposicio´n mas explicita de las de-
mostraciones dadas en los primeros cap´ıtulos de textos cla´sicos de geometr´ıa algebraica;
sin embargo en el cap´ıtulo 4 nuestra exposicio´n es ligera, algunas demostraciones no han
sido incluidas, ya que so´lo usaremos los resultados principales para dar la generalizacio´n
del ejercicio mencionado.
Los prerrequisitos para la lectura de este trabajo, es haber llevado un curso elemen-
tal de a´lgebra conmutativa, topolog´ıa general y ana´lisis. De topolog´ıa y ana´lisis, so´lo
se requiere conceptos ba´sicos, mientras que de a´lgebra conmutativa, se requiere que se
conozca por lo menos temas ba´sicos como: las propiedades fundamentales de anillos y op-
eraciones con ideales; los conceptos de localizacio´n, producto tensorial, sucesiones exactas,
l´ımite proyectivo e inductivo de anillos y mo´dulos; finalmente las propiedades de anillos y
mo´dulos noetherianos; expuestos por ejemplo en Atiyah-Macdonald [1] y Matsumura [9].
La “correspondencia de Serre entre haces coherentes y mo´dulos graduados de tipo casi
finito” que vamos a establecer en este trabajo, consiste en lo siguiente:
Sea k un cuerpo, S un anillo graduado finitamente generado por S1 como S0-a´lgebra,
donde S0 es un k-a´lgebra finitamente generado, y sea X = Proj S. Diremos que un
S-mo´dulo graduado M es de tipo casi finito, si a partir de cierto grado este mo´dulo
es finitamente generado. Si denotamos por Modgrcf(S) a la categor´ıa de S-mo´dulos
graduados de tipo casi finito y por Coh(X) a la categor´ıa de OX-mo´dulos coherentes sobre
X; tendremos dos funtores covariantes, un funtor M 7→ M˜ de Modgrcf(S) en Coh(X)
y un funtor F 7→ Γ∗(F) de Coh(X) en Modgrcf(S). Si M es un S-mo´dulo graduado
de tipo casi finito, existe un homomorfismo graduado αM : M → Γ∗(M˜) que es un casi
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isomorfismo (esto es, a partir de cierto grado las componentes de αM son biyectivas);
y si F es un OX-mo´dulo coherente, existe un isomorfismo de haces βF : Γ∗(F)∼ → F .
Ademas, αM y βF son funtoriales enM y F respectivamente, pero resulta que los funtores
∼ y Γ∗ no establecen una equivalencia de categor´ıa entre las categor´ıas mencionadas, ya
que no se tiene en general que αM es un isomorfismo. Sin embargo, si definimos una
relacio´n de equivalencia ≈ en Modgrcf(S), diciendo que M ≈ M ′ si los mo´dulos M y
M ′ son isomorfos partir de un cierto grado, y si consideramos la relacio´n de isomorfismo
∼= en Coh(X); se cumple que M ≈ M ′ implica M˜ ∼= M˜ ′; por tanto ∼ induce un funtor
[M ] 7→ [M˜ ] de Modgrcf(S)/ ≈ en Coh(X)/ ∼=. Este funtor es plenamente fiel y
esencialmente sobreyectiva, luego una equivalencia de categor´ıas. En este sentido tenemos
esta “correspondencia de Serre entre haces coherentes y mo´dulos graduados de tipo casi
finito” (esta prueba esta´ dada en el Teorema 4.4.32). Un resultado crucial para establecer
este resultado es el teorema de “Finitud de la Clausura Integral” (Teor. 2.2.16), usando
este teorema resulta que Γ∗(F) es de tipo casi finito y αM es un casi isomorfismo.
La generalizacio´n del resultado anterior que vamos a dar despue´s, consiste en probar el
mismo resultado pero con una condicio´n ma´s de´bil sobre el anillo S0, reemplazaremos la
condicio´n de k-a´lgebra finitamente generado por anillo noetheriano finitamente generado.
Para dar esta generalizacio´n, usaremos el teorema de “Vanishing de Serre” (Teor. 5.2.3),
con ello probaremos que Γ∗(F) es de tipo casi finito y αM es un casi isomorfismo.
La “Correspondencia de Serre” mencionada inicialmente es un resultado reformulado,
en el lenguaje de los esquemas, de un resultado que se encuentra en el art´ıculo de J.-P.
Serre, “Faisceaux Alge´briques Cohe´rents” (FAC), que esta´ basado en el contexto de las
variedades algebraicas de tipo finito sobre un cuerpo algebraicamente cerrado.
Todo esto comenzo´ cuando Jean Leray, en los inicios de la segunda guerra mundial,
introdujo el concepto de haz. En ese tiempo Leray estaba interesado en problemas rela-
cionados con topolog´ıa algebraica y ecuaciones diferenciales parciales. Poco tiempo de-
spue´s, Leray tuvo algunas conversaciones con Henry Cartan, esto llevo´ a que el concepto
de haz fuera reformulado y presentado en el Seminario Cartan (1948-1951) realizado en
l’Ecole Normale Supe´rieure (Francia), en esos an˜os es cuando la teor´ıa de haces comienza
con la teor´ıa de las funciones de varias variables complejas. Luego J.-P. Serre observo´ que
la teor´ıa de haces y los me´todos cohomolo´gicos tambie´n pod´ıan aplicarse en la geometr´ıa
algebraica cla´sica. En el an˜o 1955, J.-P. Serre publico´ en “The Annals of Mathematics”,
su art´ıculo FAC. Este art´ıculo esta´ dividido en 3 cap´ıtulos: el cap´ıtulo I esta´ referido a
los haces coherentes y a la cohomolog´ıa de haces; en el capitulo II, Serre define las var-
iedades algebraicas como un espacio anillado, luego establece una correspondencia entre
haces de mo´dulos sobre una variedad af´ın y mo´dulos finitamente generados; finalmente el
cap´ıtulo III lo dedica a los haces de mo´dulos sobre la variedad proyectiva PrK , donde K es
un cuerpo algebraicamente cerrado; en este cap´ıtulo e´l prueba que si S = K[to, . . . , tr] y
X = PrK entonces existe una correspondencia entre haces coherentes sobre X y mo´dulos
graduados sobre S que verifica la condicio´n (TF) (al cual nosotros llamamos mo´dulos de
tipo casi finito), de forma semejante a la correspondencia que vamos a presentar en el
contexto de esquemas; e´l acaba este cap´ıtulo dando algunas relaciones con los funtores
ExtqS y algunas aplicaciones como la funcio´n caracter´ıstica y ge´nero aritme´tico sobre una
variedad proyectiva.
Posteriormente A. Grothendieck creo´ un nuevo tipo de ‘variedad’ mas amplia, al cual
llamo´ esquema, generando una revolucio´n en la geometr´ıa algebraica, muchos resultados
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de la geometr´ıa algebraica desarrollados hasta ese momento (dentro de los cuales los re-
sultados del FAC de Serre) fueron reformulados y generalizados en este nuevo lenguaje. A
partir de los an˜os 1960, Grothendieck con la colaboracio´n de Jean Dieudonne´, comenzaron
a publicar los “E´lements de Ge´ometrie Alge´brique”(EGA), para el “Institut des Hautes
E´tudes Scientifiques”(IHES). Pocos an˜os despues, se presento´ la dificultad en la difusio´n
de esta renovada geometr´ıa algebraica, debido a la gran cantidad de informacio´n de los
EGA’s, por lo cual muchos matema´ticos como R. Hartshorne (quien estudio´ con J.-P Serre
y Grothendieck), escribieron textos de geometr´ıa algebraica basados en los voluminosos
EGA’s (entre ellos Hartshorne [6]), con el fin de que pueda ser usado como un libro de in-
troduccio´n de la geometr´ıa algebraica moderna. Como es natural, muchas demostraciones
son expuestas de manera resumidas. Nosotros por el contrario hemos querido exponer con
un poco mas de detalle, sobre todo de las secciones 1,2 y 5 del cap´ıtulo II de [6].
A continuacio´n resaltamos algunos temas principales de los cap´ıtulos desarrollados en
este trabajo:
ElCap´ıtulo 1, es la parte preliminar de este trabajo, luego introduciremos brevemente
algunos conceptos ba´sicos de la teor´ıa de categor´ıas, luego introduciremos de manera
breve las propiedades de anillos y mo´dulos graduados. En este cap´ıtulo introduciremos el
concepto de mo´dulo de tipo casi finito (que es la condicio´n (TF) llamada por Serre). A
continuacio´n daremos un repaso de las propiedades topolo´gicas del espectro de un anillo,
y finalmente trataremos brevemente sobre las variedades algebraicas: afines y proyectivas.
El Cap´ıtulo 2, es dedicado a la teor´ıa de haces y esquemas. Aqu´ı trataremos sobre
la conexio´n entre variedades y esquemas mediante un funtor t : Var(k) → Sch(k); luego
daremos algunas propiedades de los subesquemas cerrados.
El Cap´ıtulo 3, es dedicado a los haces de mo´dulos sobre un esquema. Aqu´ı desarrol-
laremos algunas propiedades de un haz casi coherente y coherente sobre un esquema af´ın,
luego establecemos la “correspondencia af´ın de Serre” entre haces coherentes sobre un
esquema af´ın y mo´dulos finitamente generados sobre un anillo noetheriano. Finalmente,
de modo paralelo, desarrollaremos las propiedades de haces coherente sobre un esquema
proyectivo, luego estableceremos la “correspondencia proyectiva de Serre” entre haces co-
herentes sobre un esquema proyectivo y mo´dulos graduados de tipo casi finito finitamente
sobre un anillo graduado de la forma S = S0[S1] donde S0 es un k-a´lgebra de tipo finito.
El Cap´ıtulo 4, contiene algunos aspectos de la cohomolog´ıa de haces coherentes.
Aqu´ı daremos la generalizacio´n de la “correspondencia de Serre”, en donde requeriremos
que S0 sea un anillo noetheriano en lugar de k-a´lgebra de tipo finito. Finalmente, en los
comentarios finales trataremos brevemente sobre la caracter´ıstica de Euler y polinomio
de Hilbert de un haz coherente sobre un esquema proyectivo, para dar la definicio´n de
genero aritme´tico de un esquema proyectivo.
Cap´ıtulo 2
Preliminares
En todo el trabajo supondremos que el lector esta´ familiarizado con temas ba´sicos
de a´lgebra, topolog´ıa y ana´lisis; sin embargo detallaremos algunos conceptos que sera´n
utilizados continuamente.
2.1 Categor´ıas y Funtores
El concepto de categor´ıa fue´ introducida por Eilenberg y MacLane en los an˜os 40.
Esta nocio´n fue´ creada con el propo´sito de unificar, sistematizar y simplificar sistemas
matema´ticos que surgieron hasta aquella e´poca, como son la clase de grupos, anillos,
espacios topolo´gicos, variedades diferenciables, etc. A continuacio´n damos su definicio´n:
Definicio´n 2.1.1. Una categor´ıa C consiste de lo siguiente:
(1) una clase Ob(C) cuyos elementos son llamados objetos de C,
(2) para cada par A,B ∈ Ob(C), un conjunto HomC(A,B) cuyos elementos son llamados
morfismos de A en B,
(3) para todo A,B,C ∈ Ob(C), una aplicacio´n
◦ : HomC(A,B)× HomC(B,C)→ HomC(A,C) , (f, g) 7→ g ◦ f ,
llamada composicio´n de morfismos, satisfaciendo las siguientes propiedades:
(i) la composicio´n de morfismos es asociativa,
(ii) para cada A ∈ Ob(C), existe idA ∈ HomC(A,A) tal que para todo f ∈ HomC(A,B)
y g ∈ HomC(B,A), se tiene f ◦ idA = f y idA ◦ g = g.
Denotaremos por f : A→ B o por A f→ B a un morfismo f de A en B.
Ejemplo 2.1.1. La categor´ıa Ab, donde los objetos son los grupos abelianos, los morfis-
mos son los homomorfismos de grupos, y la composicio´n de morfismos es la composicio´n
usual de aplicaciones.
Ejemplo 2.1.2. La categor´ıa Mod(A) de los mo´dulos sobre un anillo conmutativo A,
donde los objetos son los A-mo´dulos, los morfismos son los homomorfismos de A-mo´dulos,
y la composicio´n de morfismos es la composicio´n usual de aplicaciones.
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Ejemplo 2.1.3. La categor´ıa Top, donde los objetos son los espacios topolo´gicos, los
morfismos son las aplicaciones continuas, y la composicio´n de morfismos es la composicio´n
usual.
Ejemplo 2.1.4. La categor´ıa Var(k) de los variedades algebraicas sobre un cuerpo alge-
braicamente cerrado k .
Ejemplo 2.1.5. La categor´ıa Prehac(X) (resp. Hac(X)) de prehaces (resp. haces) de
grupos abelianos sobre un espacio topolo´gico X (ver definicio´n 3.1.5).
Ejemplo 2.1.6. La categor´ıa Sch(S) de esquemas sobre un esquema S (ver definicio´n
3.3.1).
Definicio´n 2.1.2. Sea C una categor´ıa. Un morfismo ϕ ∈ HomC(A,B) es un monomor-
fismo, si para todo C ∈ Ob(C) y para todo par de morfismos α, β ∈ HomC(C,A), la
igualdad ϕ ◦ α = ϕ ◦ β implica α = β. Un morfismo ψ ∈ HomC(A,B) es un epimorfismo,
si para todo C ∈ Ob(C) y para todo par de morfismos α, β ∈ HomC(B,C), la igualdad
α ◦ ψ = β ◦ ψ implica α = β.
Un morfismo ϕ ∈ HomC(A,B) se llama isomorfismo si existe un morfismo ψ ∈
HomC(B,A) tal que ψ ◦ ϕ = idA y ϕ ◦ ψ = idB. Se dice que A y B son isomorfos si
existe un isomorfismo A→ B, en este caso escribimos A ∼= B.
Definicio´n 2.1.3. Un objeto I de una categor´ıa C es llamado inyectivo si dado un
monomorfismo ı : A → B y un morfismo α : A → I, existe un morfismo β : B → I
tal que el siguiente diagrama conmuta
0 // A ı //
α

B
β

I
Diremos que una categor´ıa C tiene suficientes inyectivos si para todo A ∈ Ob(C),
existe un monomorfismo A→ I, donde I es un objeto inyectivo.
Definicio´n 2.1.4. Sean C y C ′ dos categor´ıas. Un funtor covariante F : C → C ′ consiste
de una correspondencia F : Ob(C)→ Ob(C ′) y de aplicaciones
F : Hom(A,B)→ Hom(F (A), F (B))
para todo par de objetos A,B de C satisfaciendo las siguientes propiedades:
(1) F (idA) = idF (A) para todo A ∈ Ob(C).
(2) F (g ◦ f) = F (g) ◦ F (f) para todo par de morfismos f : A→ B y g : B → C.
La definicio´n de funtor contravariante F : C → C ′ es completamente similar, variando
u´nicamente la siguiente condicio´n:
(2’) F (g ◦ f) = F (f) ◦ F (g) para todo f : A→ B y g : B → C.
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Cada vez que mencionemos solamente el te´rmino funtor, entenderemos que se trata de un
funtor covariante.
Sean C, C ′, C ′′ tres categor´ıas y sean F : C → C ′, G : C ′ → C ′′ dos funtores. La com-
posicio´n de F con G es el funtor G ◦ F : C → C ′′ definido por (G ◦ F )(A) := G(F (A))
para todo objeto A de C, y (G ◦F )(f) := G(F (f)) para todo morfismo f en C. Un funtor
F : C → C se llama funtor identidad de C si F (A) = A para todo objeto A de C y F (f) = f
para todo morfismo f en C, este funtor es denotado por idC. Un funtor F : C → C ′ es un
isomorfismo de categor´ıas si existe un funtor G : C ′ → C tal que G◦F = idC y F ◦G = idC′ .
Ejemplo 2.1.7. Para cualquier mo´dulo M sobre un anillo conmutativo A, tenemos un
funtor covariante HomA(M, ·) : Mod(A) →Mod(A), donde cada A-mo´dulo K asocia el
A-mo´dulo HomA(M,K) y un homomofismo de A-mo´dulos f : K → L, asocia el homo-
morfismo de A-mo´dulos
HomA(M, f) : HomA(M,K)→ HomA(M,L)
(M
g→ K) 7→ (M g→ K f→ L) .
Similarmente, tenemos un funtor contravariante HomA(·, N) : Mod(A)→Mod(A), donde
cada A-mo´dulo K asocia el A-mo´dulo HomA(K,N) y un homomorfismo de A-mo´dulos
f : K → L, asocia el homomorfismo de A-mo´dulos
HomA(f,N) : HomA(L,N)→ HomA(K,N)
(L
g→ N) 7→ (K f→ L g→ N) .
Ejemplo 2.1.8. El funtor covariante t : Var(k)→ Sch(k) de la categor´ıa de las variedades
algebraicas sobre k a la categor´ıa de los esquemas sobre k (ver Proposicio´n 3.3.5).
Definicio´n 2.1.5. Sean C y C ′ dos categor´ıas y F , G dos funtores de C en C ′. Un morfismo
de funtores o simplemente un morfismo Φ: F → G consiste de morfismos Φ(A) : F (A)→
G(A) para todo objeto A de C, tal que para todo morfismo f : A → B, el siguiente
diagrama
F (A)
Φ(A) //
F (f)

G(A)
G(f)

F (B)
Φ(B) // G(B)
es conmutativo. Es decir, G(f) ◦Φ(A) = Φ(B) ◦F (f). Sean F,G,H tres funtores de C en
C ′, Φ un morfismo de F en G, Ψ un morfismo de G en H. La composicio´n de Φ con Ψ es
el morfismo Ψ ◦ Φ: F → H definido por (Ψ ◦ Φ)(A) := Ψ(A) ◦ Φ(A) para todo objeto A
de C. Un morfismo Φ: F → F se llama morfismo identidad de F si Φ(A) = idF (A) para
objeto A de C, este es denotado por idF . Un morfismo Φ: F → G es llamado isomorfismo
si existe un morfismo Ψ: G→ F tal que Ψ ◦Φ = idF y Φ ◦Ψ = idG, equivalentemente, Φ
es un isomorfismo si Φ(A) es un isomorfismo para todo objeto A de C. Si Φ: F → G es
un isomorfismo, denotamos por F
∼−→ G para indicar que F y G son isomorfos.
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Definicio´n 2.1.6. Sean C y C ′ dos categor´ıas. Un funtor F : C → C ′ es una equivalencia
de categor´ıas si existe un funtor G : C ′ → C tal que G ◦ F ∼−→ idC y F ◦G ∼−→ idC′ . En este
caso diremos que C y C ′ son categor´ıas equivalentes.
Definicio´n 2.1.7. Sea F : C → C ′ un funtor.
(1) Diremos que F es fiel (resp. pleno, plenamente fiel) si para todo par de objetos
A,B de C, la aplicacio´n F : Hom(A,B) → Hom(F (A), F (B)) es inyectiva (resp.
sobreyectiva, biyectiva).
(2) Diremos que F es esencialmente sobreyectiva si para cada objeto A′ de C ′ existe un
objeto A de C tal que F (A) ∼= A′.
Lema 2.1.9. Sea F : C → C ′ un funtor plenamente fiel. Si f : A→ B en un morfismo en
C tal que F (f) es un isomorfismo, entonces f es un isomorfismo.
Demostracio´n. Sea g′ : F (B) → F (A) el morfismo inverso de F (f), entonces como F es
pleno existe un morfismo g : B → A tal que F (g) = g′. Luego, F (g ◦ f) = F (g) ◦ F (f) =
g′◦F (f) = idF (A) = F (idA), y como F es fiel, resulta g◦f = idA. Similarmente obtenemos
que f ◦ g = idB; por tanto, f es un isomorfismo. ✷
Teorema 2.1.10. El funtor F : C → C ′ es una equivalencia de categor´ıas si y so´lo si F
es plenamente fiel y esencialmente sobreyectiva.
Demostracio´n. Supongamos que F es una equivalencia de categor´ıas; as´ı que existe un
funtor G : C ′ → C e isomorfismos de funtores u : idC → G ◦ F y v : idC′ → F ◦ G. Dado
un objeto A′ de C ′, entonces v(A′) : A′ → F (G(A′)) es un isomorfismo, o sea, F es
esencialmente sobreyectiva. Sean ahora A,B ∈ C y f1, f2 ∈ Hom(A,B) tal que F (f1) =
F (f2); consideremos el diagrama conmutativo para cada i = 1, 2
A
u(A) +3
fi

(G ◦ F )(A)
(G◦F )(fi)

B
u(B)
+3 (G ◦ F )(B)
donde sabemos que u(A) y u(B) son isomorfismos. Entonces del diagrama sigue que
fi = u(B)
−1 ◦ (G ◦ F )(fi) ◦ u(A), y como (G ◦ F )(f1) = (G ◦ F )(f2), obtenemos que
f1 = f2; as´ı, F es fiel. Ana´logamente podemos deducir que G es fiel. Ahora tomemos un
morfismo f ′ : F (A)→ F (B) en C ′ y hacemos f = u(B)−1 ◦G(f ′) ◦ u(A). Afirmamos que
F (f) = f ′, en efecto, para el morfismo f tenemos un diagrama conmutativo para el cual
se tiene u(B) ◦ f = (G ◦ F )(f) ◦ u(A), entonces G(f ′) = u(B) ◦ f ◦ u(A)−1 = (G ◦ F )(f),
y puesto que G es fiel, f ′ = F (f); as´ı que F es pleno.
Supongamos ahora que F es plenamente fiel y esencialmente sobreyectiva. Definamos
un funtor G como sigue, para cada objeto A′ de C ′ escogemos (por el axioma de eleccio´n)
un objeto A de C tal que existe un isomorfismo v(A′) : A′ → F (A), definimos entonces
G(A′) := A. Sea f ′ ∈ Hom(A′, B′); desde que F es pleno, para el morfismo v(B′) ◦
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f ′ ◦ v(A′)−1 : F (G(A′)) → F (G(B′)), existe un morfismo f : G(A′) → G(B′) tal que
F (f) = v(B′) ◦ f ′ ◦ v(A′)−1, y como F es fiel, f es u´nico, entonces definimos G(f ′) := f ,
luego tenemos la ecuacio´n
F (G(f ′)) ◦ v(A′) = v(B′) ◦ f ′ , (2.1.1)
es decir, el siguiente diagrama
A′
v(A′) +3
f ′

F (G(A′))
F (G(f ′))

B′
v(B′)
+3 F (G(B′))
es conmutativo. Veamos que G es un funtor, en efecto, como F (idG(A′)) = idF (G(A′)) =
v(A′)◦ idA′ ◦v(A′)−1, entonces por definicio´n, G(idA′) = idG(A′). A continuacio´n probemos
que v es un isomorfismo funtorial de idC′ en G ◦ F . Sean f ′ : A′ → B′ y g′ : B′ → C ′ dos
morfismos; como F es fiel, para ver que G(g′ ◦ f ′) = G(g′) ◦ G(f ′), es suficiente verificar
la igualdad F (G(g′ ◦ f ′)) = F (G(g′)) ◦ F (G(f ′)), pero esto u´ltimo resulta del siguiente
diagrama conmutativo
A′
v(A′) +3
f ′

g′◦f ′

F (G(A′))
F (G(f ′))

F (G(g′◦f ′))

B′
v(B′)
+3
g′

F (G(B′))
F (G(g′))

C ′
v(C′)
+3 F (G(C ′))
De esta manera G es un funtor, luego se sigue de inmediato que v es un isomorfismo de idC′
en F ◦G. Definamos ahora un isomorfismo de en idC en G ◦F , para esto consideremos el
isomorfismo v(F (A)) : F (A) → F (G(F (A))); como F es plenamente fiel, existe un u´nico
morfismo u(A) : A→ G(F (A)) tal que F (u(A)) = v(F (A)), y por el Lema 2.1.9, u(A) es
un isomorfismo. Sea ahora f : A→ B un morfismo de C, tomando A′ = F (A), B′ = F (B)
y f ′ = F (f) en la ecuacio´n (2.1.1), tenemos
F (G(F (f))) ◦ v(F (A)) = v(F (B)) ◦ F (f)
y como v(F (A)) = F (u(A)), v(F (B)) = F (u(B)) y F es fiel, resulta la ecuacio´n G(F (f))◦
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u(A) = u(B) ◦ f , es decir, el diagrama
A
u(A) +3
f

G(F (A))
G(F (f))

B
u(B)
+3 G(F (B))
es conmutativo. De esta manera u es un isomorfismo de idC en G ◦ F . ✷
Definicio´n 2.1.8. Sean F : C → C ′ y G : C ′ → C funtores. Decimos que F es adjunto
a izquierda de G o tambie´n que G es adjunto a derecha de F si existe un isomorfismo
Ψ: HomC(−, G(−)) ∼−→ HomC(F (−),−), es decir, para cada par de objetos A de C y B
de C ′, existe un isomorfismo ΨA,B : HomC(A,GB) ∼−→ HomC(FA,B) tal que para cada
morfismo f : A → A′ en C y cada morfismo g : B → B′ en C ′, el siguiente diagrama es
conmutativo
HomC(A
′, GB)
{{

ΨA′,B +3 HomC′(FA
′, B)
zz

HomC(A,GB)
ΨA,B +3

HomC′(FA,B)

HomC(A
′, GB′)
{{
ΨA′,B′ +3 HomC′(FA
′, B′)
zz
HomC(A,GB
′)
ΨA,B′ +3 HomC′(FA,B
′)
donde las flechas verticales son las aplicaciones inducidas por f y g de manera natural.
En este caso diremos que (F,G) es un par adjunto de funtores.
Ejemplo 2.1.11. Sea A un anillo y L un A-mo´dulo. Entonces el funtor
HomA(L, ·) : Mod(A)→Mod(A)
es adjunto a derecha del funtor · ⊗A L. En efecto, para M,N ∈ Mod(A), tenemos los
isomorfismos
ΨM,N : HomA(M,HomA(L,N))
∼−→ HomA(M ⊗A L,N) ,
1.2 Aspectos de A´lgebra Conmutativa 7
definido como ΨM,N(h)(m⊗l) = h(m)(l) para todo homomorfismo de A-mo´dulos h : M →
HomA(L,N) y para todo par (m, l) ∈ M × L. Adema´s es inmediato verificar que estos
isomorfismos satisfacen el diagrama conmutativo de la definicio´n anterior.
2.2 Aspectos de A´lgebra Conmutativa
En esta seccio´n revisaremos algunos aspectos del a´lgebra conmutativa necesarios para
los cap´ıtulos posteriores. En lo que sigue, un anillo sera´ un anillo conmutativo con unidad.
Definicio´n 2.2.1. Un anillo graduado es un anillo S junto con una descomposicio´n S =⊕
d∈Z Sd de S como suma directa de grupos abelianos Sd con d ∈ Z tal que para todo
d, e ∈ Z, SdSe ⊆ Sd+e. Un elemento x de Sd es llamado homoge´neo o ma´s precisamente
homoge´neo de grado d, en este denotamos ∂(x) = d. Luego, cualquier elemento de S
se escribe de manera u´nica como suma de elementos homoge´neos. Un ideal a ⊆ S es
un ideal homoge´neo si a =
⊕
d∈Z(a ∩ Sd), esto equivale a decir que a es generado por
elementos homoge´neos. Denotaremos por S+ al ideal
⊕
d≥1 Sd. Un homomorfismo de
anillos graduados ϕ : S → T es un homomorfismo de anillos que preserva grados, es decir
ϕ(Sd) ⊆ Td para todo d ∈ Z, denotaremos por ϕd : Sd → Td a la restriccio´n de ϕ.
Ejemplo 2.2.1. Sea A un anillo. El anillo de los polinomios A[x0, . . . , xr] es un anillo
graduado, donde Sd es el conjunto de polinomios homoge´neos de grado d para d ≥ 0 y
Sd = 0 para d < 0.
Proposicio´n 2.2.2. La suma, producto, interseccio´n y radical de ideales homoge´neos son
homoge´neos.
Demostracio´n. Sean a y b ideales homoge´neos. Es fa´cil ver que a+b y ab son homoge´neos.
Que a ∩ b es homoge´neo sigue directo de la definicio´n.
Ahora consideremos el radical
√
a de un ideal homoge´neo a. Sea f ∈ √a y sea
f = fs + fs+1 + . . . la descomposicio´n de f es sus componentes homoge´neas, donde fs es
la componente inicial de f . Entonces fρ = fρs + {te´rminos de grado > sρ} ∈ a para algu´n
entero ρ. Desde que a es homoge´neo, sigue que cada componente de fρ pertenece a a, es
decir, cada componente de f esta´ en
√
a. Por lo tanto,
√
a es un ideal homoge´neo. ✷
Proposicio´n 2.2.3. Sea S un anillo graduado y T ⊆ S un conjunto multiplicativo. Si
a un ideal homoge´neo de S tal que a ∩ T = ∅ y W es el conjunto de todos los ideales
homoge´neos b ⊆ S tal que b ⊇ a y b∩ T = ∅, entonces W (ordenado por inclusio´n) posee
elemento maximal y es un ideal primo homoge´neo.
Demostracio´n. Como a ∈ W entonces W 6= ∅ y por el lema de Zorn W posee ele-
mento maximal. Sea ahora q un elemento maximal de W , entonces q ∈ W y es un ideal
homoge´neo, as´ı para probar que q es un ideal primo basta probar que si a, b ∈ S son
homoge´neos con ab ∈ q entonces a ∈ q o´ b ∈ q. Si a 6∈ q y b 6∈ q entonces (a) + q y (b) + q
son ideales homoge´neos que contienen propiamente a q, y puesto que q es maximal, ambos
ideales intersectan a T , digamos que algunos de sus elementos comunes son t = ar + q y
t′ = bs+q′ donde q, q′ ∈ q y r, s ∈ S. Entonces tt′ ∈ T y tt′ = (ab)rs+arq′+qbs+qq′ ∈ q,
luego q ∩ T 6= ∅ y q 6∈ W . Esta contradiccio´n prueba que q es primo. ✷
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Corolario 2.2.4. Sea S un anillo graduado y a un ideal homoge´neo de S, entonces
√
a es
igual a la interseccio´n de todos los primos homoge´neos que contienen a a. En particular,
el nilradical de S es igual a la interseccio´n de todos los primos homoge´neos de S.
Demostracio´n. Sea b la interseccio´n de todos los primos homoge´neos que contienen a a.
Es evidente que b es un ideal homoge´neo. Por otro lado, como
√
a es la interseccio´n de
todos los ideales primos de S entonces
√
a ⊆ b. Para la inclusio´n reciproca, tomemos un
ideal primo p arbitrario y consideremos T = S \ {p} en la Proposicio´n 2.2.3, entonces
existe un ideal primo homoge´neo q tal que q ⊇ a y q∩ T = ∅ o sea q ⊆ p, entonces b ⊆ q,
luego b ⊆ p. Por tanto b ⊆ √a. ✷
Lema 2.2.5. Sean S, T anillos graduados, ϕ : S → T un homomorfismo graduado y sea
I un ideal homoge´neo de T , se cumple que (ϕ−1(I))d = ϕ
−1
d (Id) para todo d ∈ Z.
Demostracio´n. Fijemos d ∈ Z, y tomemos un elemento x ∈ S, entonces
x ∈ ϕ−1(I))d ⇔ ϕ(x) ∈ I y ∂(x) = d⇔ ϕd(x) = ϕ(x) ∈ I
colony ∂(ϕ(x)) = d
⇔ ϕd(x) ∈ Id ⇔ x ∈ ϕ−1d (Id).
✷
Definicio´n 2.2.2. Si S es un anillo graduado entonces un S-mo´dulo graduado es un S-
mo´dulo M junto con una descomposicio´n M =
⊕
n∈ZMn de M como suma directa de
grupos abelianos Mn tal que SdMn ⊆ Md+npara todo d, n ∈ Z. Un elemento de Mn
es llamado elemento homoge´neo de grado n, as´ı cualquier elemento de M se escribe de
manera u´nica como suma de elementos homoge´neos. Un homomorfismo de S-mo´dulos
graduados es un homomorfismo de S-mo´dulos que preserva grados. Denotaremos a la
categor´ıa de los S-mo´dulos graduados por ModGr(S).
Un submo´dulo graduado de un mo´dulo graduado M es un submo´dulo N si N =⊕
n∈Z(N ∩Mn), esto equivale a decir que N es generado por elementos homoge´neos.
Definicio´n 2.2.3. Sea S un anillo graduado y M un S-mo´dulo graduado. Para cualquier
n ∈ Z, el mo´dulo torcido M(n) es el S-mo´dulo graduado tal que M(n)d = Mn+d para
todo d ∈ Z. Si ϕ : M → N es un homomorfismo de S-mo´dulos graduados, denotaremos
por ϕ(n) : M(n)→ N(n) a la misma funcio´n ϕ. Esto define un funtor
−(n) : ModGr(S)→ModGr(S) .
Este funtor es de hecho exacto.
Ejemplo 2.2.6. Sea S el anillo de los polinomios como el Ejemplo 2.2.1 con r = 2. El
polinomio f = x30 − x20x1 + x32 tiene grado 1 como elemento de S(2), pero tiene grado 4
como elemento de S(−1).
Definicio´n 2.2.4. Sea S un anillo graduado y M un S-mo´dulo graduado y sea T un
conjunto multiplicativo de S formado por elementos homoge´neos. Si para n ∈ Z, ponemos
Tn = T ∩ Sn y denotamos por (T−1S)n al conjunto formado por elementos a/s donde
a ∈ Sk y s ∈ Tj tal que k − j = n, este conjunto es un grupo con la operacio´n natural
a/s + b/t := (ta + sb)/st. Si definimos (a/s).(b/t) := ab/st para a/s ∈ (T−1S)n y
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b/t ∈ (T−1S)m, m,n ∈ Z, entonces la suma directa de los grupos (T−1S)n con n ∈ Z nos
da un anillo graduado, que denotamos por T−1S. Similarmente, para n ∈ Z, el conjunto
(T−1M)n formado por elementos m/s donde m ∈ Mk y s ∈ Tj tal que k − j = n, es un
grupo abeliano. Definiendo (a/s).(m/t) := am/st para a/s ∈ (T−1S)n ym/t ∈ (T−1M)m,
m,n ∈ Z, tenemos que la suma directa de los grupos (T−1S)n con n ∈ Z es un T−1S-
mo´dulo graduado, que denotamos por T−1M .
En particular si p un ideal primo homoge´neo de S y si T el conjunto de todos los
elementos homoge´neos de S \p, denotaremos por S(p) al subanillo de (T−1S)0 . Este es un
anillo local con ideal maximal T−1p∩ S(p). Asimismo, denotaremos por M(p) al subgrupo
(T−1M)0, entonces M(p) es un S(p)-mo´dulo. Si ϕ : M → N es un homomorfismo de S-
mo´dulos graduados entonces la aplicacio´n ϕ(p) : M(p) → N(p) dado por m/s 7→ ϕ(m)/s
define un homomorfismo de S(p)-mo´dulos. Esto define un funtor
(−)(p) : ModGr(S)→Mod(S(p)) .
Sea f ∈ S un elemento homoge´neo de grado d. Si consideramos T como el conjunto
multiplicativo formado por las potencias de f , entonces (T−1S)0 es un subanillo, formado
por elementos s/fn donde s es un elemento homoge´neo de grado nd, este subanillo sera´
denotado por S(f). De manera similar, denotaremos por M(f) al subgrupo (T
−1M)0,
que naturalmente es un S(f)-mo´dulo. Si ϕ : M → N es un homomorfismo de S-mo´dulos
graduados entonces la aplicacio´n ϕ(f) : M(f) → N(f) dado por m/fk 7→ ϕ(m)/fk define
un homomorfismo de S(f)-mo´dulos. Esto define un funtor
(−)(f) : ModGr(S)→Mod(S(f)) .
Lema 2.2.7. Sea S un anillo graduado y sea una sucesio´n exacta de S-mo´dulos graduados
0→M ϕ−→ N ψ−→ L→ 0. Entonces para cualquier ideal primo homoge´neo p, la sucesio´n
de S(p)-mo´dulos
0→M(p)
ϕ(p)−→ N(p)
ψ(p)−→ L(p) → 0
es exacta.
Demostracio´n. Se m/s ∈M(p) tenemos ψ(p) ◦ϕ(p)(m/s) = ψ ◦ϕ(m)/s = 0/s = 0 entonces
Im ϕ(p) ⊆ Nuc ψ(p). Por otro lado, dado n/t ∈ Nuc ψ(p), tenemos ψ(n)/t = 0 luego existe
un elemento homoge´neo λ 6∈ p tal que λψ(n) = 0. Puesto que ψ(λn) = λψ(n) = 0, existe
un elemento homoge´neo m ∈ M del mismo grado que λn tal que λn = ϕ(m). Entonces
ϕ(p)(m/λt) = ϕ(m)/λt = λn/λt = n/t. ✷
Si S un anillo graduado y M un S-mo´dulo graduado tal que Sn = 0 (resp. M < 0)
para todo n < 0, entonces diremos que S (resp. M) es un anillo (resp. mo´dulo) de
grados positivos. En adelante, todos los anillos graduados que consideremos sera´n de
grado positivo.
Proposicio´n 2.2.8. Sea S un anillo graduado.
(a) El ideal S+ es finitamente generado si, y so´lo si, S es un S0-a´lgebra de tipo finito.
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(b) Si M es un S-mo´dulo graduado de tipo finito, entonces para todo n ∈ Z, Mn es
un S0-mo´dulo de tipo finito, adema´s existe un entero n0, tal que Mn = 0 para todo
n < n0.
Demostracio´n. Ve´ase Bourbaki [2], pag. 185 y 186. ✷
Proposicio´n 2.2.9. Sea S un anillo graduado. Entonces S es noetheriano si, y so´lo si,
S0 es noetheriano y S es un S0-a´lgebra de tipo finito.
Demostracio´n. Ve´ase Atiyah-Macdonald [1], prop. 10.7. ✷
Definicio´n 2.2.5. Sea S un anillo graduado. Un S-mo´dulo graduado M es libre si es
isomorfo al S-mo´dulo graduado
⊕
i∈Z S(li), donde cada li es nu´mero entero. Si M es
isomorfo a
⊕n
i=1 S(li) para algu´n entero n ≥ 1, diremos que M es libre de rango finito o
ma´s precisamente libre de rango n.
Lema 2.2.10. Sea S un S0-a´lgebra de tipo finito donde S0 es un anillo noetheriano y sea
M un S-mo´dulo graduado finitamente generado. Entonces existe una sucesio´n exacta,
L′ → L→M → 0 ,
donde L′ y L son S-mo´dulos libres de rango finito.
Demostracio´n. Por la Proposicio´n 2.2.9, S es un anillo noetheriano. Sean x1, . . . , xr los
generadores de M , sea li = ∂(xi) para todo i = 1, . . . , r, y consideremos los elementos
ei ∈
⊕r
i=1 S de la forma (0, . . . , 1, . . . , 0) donde 1 esta´ en el lugar i-e´simo, entonces
tenemos el homomorfismo graduado sobreyectivo ϕ : L :=
⊕r
i=1 S(−li)→M por ei 7→ xi.
Sea K el nu´cleo de este homomorfismo, entonces desde que S es noetheriano, K es un
S-submo´dulo finitamente generado de L, luego usamos el mismo argumento anterior para
obtener un homomorfismo graduado sobreyectivo ψ : L′ → K, donde L′ es un S-mo´dulo
libre de rango finito. Luego es inmediato verificar que la sucesio´n
L′
ψ→ L ϕ→M → 0
es exacta. ✷
Lema 2.2.11. Sea S un anillo graduado y sea f ∈ S+ un elemento homoge´neo. Entonces:
(a) Si a y p son ideales homoge´neos de S, tal que p es primo, f 6∈ p y aSf ∩ S(f) ⊆
pSf ∩ S(f), tenemos que a ⊆ p.
(b) Para cada ideal radical I de S(f), existe un ideal radical homoge´neo a de S tal que
aSf ∩ S(f) = I.
Demostracio´n. (a) Sea un elemento a ∈ a homoge´neo de grado k, entonces ad
fk
∈ aSf ∩
S(f) ⊆ pSf ∩ S(f), luego adfk ∈ pSf y puesto que este ideal es primo y 1fk es una unidad en
Sf , tenemos
a
1
∈ pSf , luego a1 = bfn donde b ∈ p. Por definicio´n de localizacio´n, existe un
entero m ≥ 1, tal que fm(fna − b) = 0, luego fm+na = fmb ∈ p, y como f 6∈ p tenemos
que a ∈ p. Por tanto a ⊆ p.
(b) Sea H el conjunto de elementos homoge´neos a ∈ S tal que a
fk
∈ I para algu´n k ≥ 0,
y consideremos el ideal radical a =
√〈H〉 ⊆ S. Afirmamos que aSf ∩S(f) = I. En efecto,
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sea a
fk
∈ I ⊆ S(f) un elemento arbitrario, entonces como a es homoge´neo, a ∈ H ⊆ a,
luego a
fk
∈ aSf , por tanto afk ∈ aSf ∩ S(f). Rec´ıprocamente, si afk ∈ aSf ∩ S(f) tenemos
a
fk
∈ aSf , as´ı afk = bfj , con b ∈ a, y de la definicio´n de a tenemos que para algu´n m ≥ 1,
bm =
∑
i λiai donde λi ∈ S y ai ∈ H, luego existira´n enteros ki ≥ 0 tal que aifki ∈ I para
todo i. Entonces ( a
fk
)m = b
m
fjm
=
∑
i λiai
fjm
=
∑
i
λi
fjm−ki
ai
fki
∈ I, por tanto a
fk
∈ I. ✷
A continuacio´n vamos a introducir los conceptos de mo´dulo de tipo casi finito y casi
isomorfismo, y vamos a mostrar algunos resultados que sera´n importantes que en los
cap´ıtulos posteriores.
Definicio´n 2.2.6. Sea S un anillo graduado y seaM un S-mo´dulo graduado. Para d ∈ Z
definimos M{d} como el S-mo´dulo⊕n≥dMn con graduacio´n M{d}n = Mn+d para n ≥ 0
y M{d}n = 0 para n < 0. Si ϕ : M → N es un homomorfismo de S-mo´dulos gradua-
dos, entonces restringiendo ϕ, conseguimos un homomorfismo de S-mo´dulos graduados
ϕ{d} : M{d} → N{d}. Esto define un funtor −{d} : ModGrad(S) → ModGrad(S).
De hecho este funtor es exacto.
Decimos que dos S-mo´dulos graduados M y N son casi isomorfos, y escribimos M ≈
N , si existe un entero d ≥ 0 tal que M{d} ∼= N{d} como S-mo´dulos graduados. La
relacio´n ≈ es una relacio´n de equivalencia sobre la coleccio´n de S-mo´dulos graduados, y
es evidente que si M,N son isomorfos como S-mo´dulos graduados entonces ellos son casi
isomorfos. Adema´s, M ∼= 0 si, y so´lo, si existe d ≥ 0 tal que Mn = 0 para todo n ≥ d.
Sea ϕ : M → N un homomorfismo de S-mo´dulos graduados, diremos que ϕ es un casi
isomorfismo si ϕ{d} es un isomorfismo en ModGr(S) para algu´n d ≥ 0. Notemos que si
existe un casi isomorfismo M → N entonces M ≈ N , la rec´ıproca no necesariamente es
cierto.
Observacio´n 2.2.1. Sea S un anillo graduado y M un S-mo´dulo graduado. Se cumplen
las siguientes igualdades:
(a) M(n)(d) = M(n+ d) = M(d)(n) para todo n, d ∈ Z.
(b) M(n){d} = M{n+ d} para todo n, d ∈ Z.
(c) M{n}{d} = M{n+ d} para todo n ∈ Z y d ≥ 0
La afirmacio´n (c) puede fallar si d < 0.
Lema 2.2.12. Sea S un anillo graduado y sea M un S-mo´dulo graduado de tipo finito. Si
S es un S0-a´lgebra de tipo finito, entonces M{d} es un S-mo´dulo graduado de tipo finito
para todo d ≥ 0.
Demostracio´n. Supongamos que S es generado como un S0-a´lgebra por elementos ho-
moge´neos fi de grado hi ≥ 1 con 1 ≤ i ≤ r, y M es generado como un S-mo´dulo por
elementos homoge´neos xj de grado kj ≥ 1 con 1 ≤ j ≤ s. Fijemos 1 ≤ j ≤ s y considere-
mos una tupla (α1, . . . , αr) de enteros αi ≥ 0 tal que kj + Σiαihi ≥ d y con la condicio´n
que si reemplazamos cualquier αi por otro entero estrictamente menor, la suma es estric-
tamente menor que d. Entonces hay un nu´mero finito de tales tuplas as´ı como j var´ıa
de 1 a s. Afirmamos que los elementos homoge´neos fα11 · · · fαrr xj generan M{d} como
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S-mo´dulo, en efecto, dado un elemento homoge´neo x ∈M{d}, tenemos que e = ∂(x) ≥ d
y x es una suma de elementos homoge´neos a0f
β1
1 · · · fβrr xj de grado e donde a0 ∈ S0. Por
la definicio´n de la tupla (α1, . . . , αr), tenemos que βi ≥ αi para todo i = 1, . . . , r, as´ı, x
es una suma de elementos de la forma bfα11 · · · fαrr xj con b ∈ S. Luego todo elemento de
M{d} se escribe en dicha forma, de esta manera M{d} es un S-mo´dulo de tipo finito. ✷
Definicio´n 2.2.7. Sea S un anillo graduado y M un S-mo´dulo graduado. Decimos que
M es de tipo casi finito si existe d ≥ 0 tal que M{d} es un S-mo´dulo de tipo finito.
Denotemos por ModGrcf(S) a la categor´ıa de los S-mo´dulos graduados de tipo casi
finito.
Lema 2.2.13. Sea S un anillo graduado de tipo finito como S0-a´lgebra y sea M un S-
mo´dulo graduado. Entonces se cumplen las afirmaciones:
(a) Si d ≥ 0, M es de tipo casi finito si y so´lo si M{d} tambie´n lo es.
(b) Si n ∈ Z, M es de tipo casi finito si y so´lo si M(n) tambie´n lo es.
(c) M es de tipo casi finito si, y so´lo si, M ≈ N para algu´n S-mo´dulo graduado N de
tipo finito.
Demostracio´n. (a) Dado d ≥ 0, si M es de tipo casi finito entonces por definicio´n, M{n}
es de tipo finito para algu´n n ≥ 0, por el Lema 2.2.12, M{n}{d} es tambie´n de tipo finito,
y puesto que M{d}{n} = M{d+ n} = M{n}{d}, el mo´dulo M{d} es de tipo casi finito.
Rec´ıprocamente, si M{d} es de tipo casi finito, entonces M{d}{n} es de tipo finito para
algu´n n ≥ 0, y como M{d+ n} = M{d}{n}, se sigue que M es de tipo casi finito.
(b) Si n ∈ Z y M(n) es de tipo casi finito, entonces M(n){d} es de tipo finito para
algu´n d ≥ 0, y como M{n + d} = M(n){d}, se sigue que M es de tipo casi finito.
Rec´ıprocamente, si M es de tipo casi finito, aplicamos la parte anterior a la igualdad
M = M(n)(−n) y obtenemos que M(n) es de tipo casi finito.
(c) Si que M ≈ N para algu´n S-mo´dulo graduado N de tipo finito, entonces existe
d ≥ 0 para lo cual M{d} ∼= N{d}, por el Lema 2.2.12, N{d} es de tipo finito, luego
M es de tipo casi finito. Rec´ıprocamente, si M es de tipo casi finito entonces M{d}
es de tipo finito para algu´n d ≥ 0. Ahora, puesto que M{d}(−d){d} = M{d}, tenemos
M ≈M{d}(−d), donde los generadores deM{d}(−d) se corresponden con los generadores
de M{d}, por tanto, M{d}(−d) es de tipo finito. ✷
Lema 2.2.14. Sea S un anillo graduado noetheriano y supongamos que tenemos una
sucesio´n de S-mo´dulos graduados
0→M ′ →M →M ′′ → 0 .
Entonces, M es de tipo casi finito si, y so´lo si, ambos M ′,M ′′ son de tipo casi finito.
Demostracio´n. Si M es de tipo casi finito, entonces M{d} es de tipo finito para algu´n
d ≥ 0. Luego, desde que el funtor −{d} es exacto y S es noetheriano, obtenemos que
M ′{d} y M ′′{d} son de tipo finito, as´ı, M ′,M ′′ son de tipo casi finito. Rec´ıprocamente,
existen enteros d, e ≥ 0 tal que M ′{d} y M ′′{e} son de tipo finito. Por el Lema 2.2.12,
M ′{d+e} yM ′′{d+e} son de tipo finito, luego siguiendo el argumento anterior, obtenemos
que M es de tipo casi finito. ✷
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Lema 2.2.15. Sea S un anillo graduado y sea ϕ : M → N un morfismo de S-mo´dulos
graduados. Entonces, ϕ es casi isomorfismo si, y so´lo si, Nucϕ ≈ 0 y Conucϕ ≈ 0.
Demostracio´n. Por la exactitud del funtor −{d}, se tiene (Nucϕ){d} = Nuc(ϕ{d}) y
(Conucϕ){d} = Conuc(ϕ{d}) para todo entero d. Ahora bien, si ϕ es casi isomor-
fismo entonces ϕ{d} es un isomorfismo para algu´n d ≥ 0. Luego se tiene (Nucϕ){d} =
Nuc(ϕ{d}) = 0 y (Conucϕ){d} = Conuc(ϕ{d}) = 0, as´ı, Nucϕ ≈ 0 y Conuc ϕ ≈ 0.
Rec´ıprocamente, existen enteros d, e ≥ 0 tal que (Nucϕ){d} = 0 y (Conucϕ){e} = 0,
luego (Nucϕ){d+ e} = 0 y (Conucϕ){d+ e} = 0, esto implica que ϕ{d+ e} es inyectiva
y sobreyectiva, por tanto ϕ es casi isomorfismo. ✷
Los siguientes teoremas que vamos a mencionar sera´n usados en el cap´ıtulo 3.
Teorema 2.2.16 (Finitud de la Clausura Integral). Sea A un dominio integral que es
un a´lgebra finitamente generado sobre un cuerpo k. Sea K el cuerpo cociente de A, y L
una extensio´n algebraica finita de K. Entonces la clausura integral A′ de A en L es un
A-mo´dulo finitamente generado y un k-a´lgebra de tipo finito.
Demostracio´n. Ver Zariski-Samuel [16] volumen I, cap. V, Teo. 9 , pag. 267. ✷
Teorema 2.2.17. Sea M un mo´dulo graduado sobre un anillo graduado y noetheriano S.
Entonces existe una filtracio´n 0 = M0 ⊆M1 ⊆ · · · ⊆M r = M por submo´dulos graduados,
tal que para cada i, M i/M i−1 ∼= (S/pi)(li), donde pi es un ideal primo homoge´neo de S,
y li ∈ Z.
Demostracio´n. Ver Bourbaki [2] cap. 4 seccio´n 4 pag. 312 o Hartshorne [6] pag. 50. ✷
A continuacio´n mencionaremos un teorema de Hilbert-Serre y daremos la definicio´n
del polinomio de Hilbert de un mo´dulo graduado sobre el anillo S = k[x0, . . . , xn], donde
k es un cuerpo. Usaremos estos resultados en el cap´ıtulo 4.
Definicio´n 2.2.8. Un polinomio nume´rico es un polinomio P (z) ∈ Q[z] tal que P (n) ∈ Z
para todo entero n suficientemente grande.
Proposicio´n 2.2.18. Si f : Z→ Z es cualquier funcio´n, y si existe un polinomio nume´rico
P (z) ∈ Q[z] tal que la funcio´n diferencia ∆f = f(n + 1) − f(n) es igual a Q(n) para
todo entero n suficientemente grande. Entonces existe un polinomio nume´rico P (z) tal
que f(n) = P (n) para todo entero n suficientemente grande.
Demostracio´n. Ver Hartshorne [6] pag. 49, prop. 7.3. ✷
Definicio´n 2.2.9. SeaM un mo´dulo graduado finitamente generado sobre S = k[x0, . . . , xn].
Definimos la funcio´n de Hilbert ϕM de M , por
ϕM(l) = dimkMl
para todo l ∈ Z.
Teorema 2.2.19 (Hilbert-Serre). Sea M un mo´dulo graduado finitamente generado sobre
S = k[x0, . . . , xn]. Entonces existe un u´nico polinomio PM(z) ∈ Q[z] tal que ϕM(l) =
PM(l) para todo entero l suficientemente grande.
Demostracio´n. Ver Hartshorne [6] pag. 51, Teor. 7.5. ✷
Definicio´n 2.2.10. El polinomio PM del teorema anterior es llamado polinomio de Hilbert
de M .
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2.3 Aspectos Topolo´gicos
En esta seccio´n introduciremos brevemente los aspectos topolo´gicos del espectro
Spec A de un anillo A y del espectro proyectivo Proj S de un anillo graduado S.
Definicio´n 2.3.1. Sea A un anillo. Denotaremos por Spec A al conjunto de ideales
primos de A, y llamaremos el espectro de A. Para cada subconjunto S de A, sea
V (S) := {p ∈ Spec A : S ⊆ p}
y sea C la coleccio´n de estos conjuntos. Si a = 〈S〉, se tiene claramente que V (S) = V (a) =
V (
√
a); as´ı que C puede ser considerado simplemente como la coleccio´n de conjuntos de
la forma V (a), donde a es un ideal de A. Si S = {a1, . . . , an}, escribimos V (S) =
V (a1, . . . , an).
Proposicio´n 2.3.1. Sea A un anillo y X = Spec A. Se cumplen las siguientes afirma-
ciones:
(a) V (0) = X y V (1) = ∅.
(b) Dados los ideales a1, a2 de A, se tiene
V (a1a2) = V (a1 ∩ a2) = V (a1) ∪ V (a2).
(c) Dada la familia {ai}i∈I de ideales de A, se tiene
⋂
i∈I
V (ai) = V
(∑
i∈I
ai
)
= V
(⋃
i∈I
ai
)
.
Demostracio´n. Las afirmaciones (a) y (c) son consecuencias directas de la definicio´n. Por
otra parte, para verificar la afirmacio´n (b) es suficiente notar que a1a2 ⊆ a1 ∩ a2. ✷
Definicio´n 2.3.2. De acuerdo a la proposicio´n anterior, existe una u´nica topolog´ıa sobre
X tal que la familia de subconjuntos cerrados de X coincide con C. La topolog´ıa obtenida
es llamada topolog´ıa espectral o topolog´ıa de Zariski de X.
Definicio´n 2.3.3. Sea X = Spec A. Si un elemento x ∈ X es considerado como ideal
primo, lo denotaremos por px. Entonces para un subconjunto Y de X, definimos el ideal
I(Y ) =
⋂
y∈Y py llamado el ideal de Y . En particular, si x ∈ X tenemos I({x}) = px.
Teorema 2.3.2. Se cumplen las siguientes afirmaciones:
(a) Dados S1 ⊆ S2 subconjuntos de A, V (S2) ⊆ V (S1).
(b) Para cualquier subconjunto Y de X, Y ⊆ V (I(Y )).
(c) Para cualquier subconjunto Y de X, I(Y ) es un ideal radical.
(d) Si Y1 ⊆ Y2 son subconjuntos de X, entonces I(Y2) ⊆ I(Y1).
(e) Para cualquier subconjunto S de A, S ⊆ I(V (S)).
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(f) Si {Yi}i∈I es una familia de subconjuntos de X, entonces I(
⋃
i∈I Yi) =
⋂
i∈I I(Yi).
(g) Para cualquier subconjunto Y de X, V (I(Y )) = Y .
(h) Para cualquier ideal a de A, I(V (a)) =
√〈a〉.
(i) Sean Y1, Y2 subconjuntos cerrados de X. Entonces, Y1 ⊆ Y2 si, y so´lo si, I(Y2) ⊆
I(Y1), y Y1  Y2 si, y so´lo si, I(Y2)  I(Y1).
Demostracio´n. Las afirmaciones (a), (b), d y (e) son directas. Veamos (c). Si Y = ∅, es
evidente que I(∅) = A. Si Y 6= ∅, entonces se comprueba fa´cilmente que
√⋂
y∈Y py ⊆⋂
y∈Y py, as´ı
√
I(Y ) ⊆ I(Y ), por tanto I(Y ) es radical.
(f). Una inclusio´n es inmediata a partir de la afirmacio´n (d). Ahora supongamos que
x 6∈ I(⋃i∈I Yi), entonces existe un ideal primo p y un ı´ndice i tal que p ∈ Yi y x 6∈ p; de
aqu´ı, x 6∈ I(Yi), lo que prueba la otra inclusio´n.
(g). Es claro que Y ⊆ V (I(Y )). Rec´ıprocamente, si C es un subconjunto cerrado de
X tal que Y ⊆ C, entonces C = V (a) para algu´n ideal a de A. Por la afirmacio´n (e),
a ⊆ I(Y ), y por la afirmacio´n (a) se sigue que V (I(Y )) ⊆ V (a) = C.
(h). Si a = A, entonces I(V (a)) = I(V (1)) = I(∅) = A = √a. Por otra parte, si
a 6= A, entonces I(V (a)) = ⋂x∈V (a) px = ⋂a⊆px px = √a.
(i). Es consecuencia de las afirmaciones (a), (d) y (g). ✷
Corolario 2.3.3. Sea X = Spec A y sean a, b ideales de A. Se cumplen las siguientes
afirmaciones:
(a) V (a) = ∅ si y so´lo si a = A.
(b) V (a) = X si y so´lo si a ⊆√〈0〉.
(c) V (a) = V (b) si y so´lo si
√
a =
√
b.
Demostracio´n. Consecuencia directa del teorema anterior. ✷
Corolario 2.3.4. Sean x, y ∈ X = Spec A. Se cumplen las siguientes afirmaciones:
(a) V (px) = {x}.
(b) {x} es cerrado si, y so´lo si, px es maximal.
(c) y ∈ {x} si, y so´lo si, px ⊆ py.
Demostracio´n. (a). V (px) = V (I(px)) = {px} = {x}.
(b). Sea a un ideal de A tal que px ⊆ a. Entonces V (a) ⊆ V (px) = {x} = {x}. Si
V (a) = {x} entonces I(V (a)) = I({px}) = px, por lo que a ⊆ px implica a = px. Si
V (a)  {x} entonces V (a) = ∅, de donde I(V (a)) = A; sin embargo, I(V (a)) = √a, o sea
a = A.
Rec´ıprocamente, veamos que {x} = V (px). Si p ∈ V (px), entonces px ⊆ p, por lo que
px = p, pues px es maximal. Por lo tanto {x} = V (px).
(c). Sea y ∈ {x}, segu´n la primera afirmacio´n tenemos que px ⊆ py. Rec´ıprocamente,
si px ⊆ py entonces y ∈ V (px) = {x}. ✷
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Observacio´n 2.3.1. Se sigue del ı´tem (a) de la proposicio´n anterior que Spec A es un
espacio T0, mientras que del ı´tem (b), se sigue que el conjunto de ideales maximales de
A, denotado por SpmA, es un espacio T1.
Definicio´n 2.3.4. Para cada elemento a ∈ A, definimos el abierto ba´sico de X = Spec A
como el conjunto D(a) = X \ V (a).
Proposicio´n 2.3.5. Se cumplen las siguientes afirmaciones:
(a) B = {D(a) : a ∈ A} es una base para la topolog´ıa espectral de X.
(b) D(a) = ∅ si, y so´lo si, a es nilpotente.
(c) D(a) ∩D(b) = D(ab).
(d) D(a) = X si, y so´lo si, a es una unidad en A.
(e) D(a) es casi compacto para todo a ∈ A.
(f) Un subconjunto abierto de X es casi compacto si, y so´lo si, es unio´n finita de ele-
mentos de B.
Demostracio´n. (a). Es claro que B esta´ formado por subconjuntos abiertos de X. Sea
ahora U un subconjunto abierto de X, luego X \G = V (a) para algu´n ideal a de A. As´ı
que V (a) =
⋂
a∈a V (a). Por lo tanto, U =
⋃
a∈a(X \ V (a)) =
⋃
a∈aD(a).
Las afirmaciones (b), (c) y (d) son inmediatas a partir de los corolarios anteriores.
(e). Para cada elemento a ∈ A, es suficiente mostrar que todo cubrimiento de
D(a) por conjuntos abiertos D(ai) tiene un subcubrimiento finito. Supongamos que
D(a) ⊆ ⋃i∈I D(ai). Sea a el ideal de A generado por los elementos ai. Entonces
V (a) ⊇ ⋂i∈I V (ai) = V (a); de aqu´ı, a ∈ √a, es decir, an ∈ a para algu´n entero pos-
itivo n. Sea an =
∑r
i=1 αiai. Se tiene que a
n ∈ 〈a1, . . . , an〉 = b; de donde,
V (a) = V (an) ⊇ V (b) =
r⋂
i=1
V (ai).
Tomando complemento, obtenemos D(a) ⊆ ⋃ri=1D(ai).
(f). Sea U un subconjunto abierto y compacto de X. Tenemos que U = X \ V (a)
para algu´n ideal a de A. As´ı que, U =
⋃
a∈a(X \ V (a)), y como U es compacto, entonces
U =
n⋃
i=1
(X \ V (ai)) =
n⋃
i=1
D(ai).
Rec´ıprocamente, sea U =
⋃n
i=1D(ai). Desde que cada D(ai) es compacto, entonces U es
compacto, ya que es unio´n finita de conjuntos compactos. ✷
Dado un homomorfismo de anillos ϕ : A → B y sean X = Spec A e Y = Spec B.
Notemos que si q ∈ Y tenemos qc = ϕ−1(q) ∈ X, de esta manera ϕ induce una aplicacio´n
ϕ∗ : Y → X definida por q 7→ qc.
Proposicio´n 2.3.6. Se cumplen las siguientes afirmaciones:
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(a) Si f ∈ A, entonces (ϕ∗)−1(D(f)) = D(ϕ(f)).
(b) Si a es ideal de A, entonces (ϕ∗)−1(V (a)) = V (ae). De aqu´ı, ϕ∗ es una aplicacio´n
continua.
(c) Si b es ideal de B, entonces ϕ∗(V (b)) = V (bc).
(d) Si ϕ es sobreyectiva, entonces ϕ∗ es un homeomorfismo de Y sobre el subconjunto
cerrado V (Nuc(ϕ)) de X.
(e) ϕ∗(Y ) es denso en X si, y so´lo si, Nuc(ϕ) ⊆√〈0〉.
(f) Si ψ : A→ B es otro homomorfismo de anillos, entonces se tiene (ψ ◦ϕ)∗ = ϕ∗ ◦ψ∗.
(g) Sea A un dominio que tiene so´lo un ideal primo no nulo p y sea K el cuerpo de
fracciones de A. Consideremos B = (A/p) × K y definimos ϕ : A → B por x 7→
([x], x). Entonces ϕ∗ es biyectiva pero no es un homeomorfismo.
Demostracio´n. (a). Sea f un elemento de A. Entonces
p ∈ (ϕ∗)−1(D(f))⇔ p ∈ (ϕ∗)−1(X \ V (f))⇔ p ∈ Y \ (ϕ∗)−1(V (f))
⇔ p ∈ Y y ϕ∗(p) 6∈ V (f)⇔ p ∈ Y y pc 6∈ V (f)
⇔ p ∈ Y y f 6∈ pc ⇔ p ∈ Y y ϕ(f) 6∈ p
⇔ p ∈ Y y p 6∈ V (ϕ(f))⇔ p ∈ Y \ V (ϕ(f))
⇔ p ∈ D(ϕ(f)).
(b). Sea a un ideal de A. Entonces
p ∈ (ϕ∗)−1(V (a))⇔ ϕ∗(p) ∈ V (a)⇔ pc ∈ V (a)
⇔ a ⊆ pc ⇔ ϕ(a) ⊆ p⇔ p ∈ V (ϕ(a))
⇔ p ∈ V (〈ϕ(a)〉) = V (ae).
(c). Es claro que
√
bc =
√
b
c
. Sea Y = V (b) y a = I(ϕ∗(Y )); luego, V (a) = ϕ∗(Y ).
Veamos que a =
√
b
c
. Si p ∈ V (b), entonces b ⊆ p, por lo que, pc ∈ ϕ∗(Y ). Ahora bien,
si a ∈ a, entonces a ∈ pc, lo que implica ϕ(a) ∈ p; sigue que ϕ(a) ∈ I(V (b)), y de esto
u´ltimo, ϕ(a) ∈ √b. Por lo tanto,
a ∈
√
b
c
(2.3.2)
Veamos la parte rec´ıproca. Tenemos a = I(ϕ∗(Y )), tomemos un elemento p ∈ ϕ∗(Y ) =
ϕ∗(V (b)), entonces p = pc1, donde b es un ideal de B con b ⊆ p1; por otro lado, si b ∈
√
b
c
,
entonces ϕ(b) ∈ √b = I(V (b)). Tambie´n, como p1 ∈ V (b), entonces ϕ(b) ∈ p1, lo que
implica b ∈ p. Por lo tanto,
b ∈
⋂
p∈ϕ∗(Y )
p = I(ϕ∗(Y )) = a (2.3.3)
Finalmente, de (2.3.2) y (2.3.3) obtenemos que a =
√
b
c
, y por la afirmacio´n (b)
conseguimos
ϕ∗ (V (b)) = ϕ∗(Y ) = V (a) = V (ϕ−1(
√
b)) = V (
√
bc) = V (bc).
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(d). La correspondencia Spec B → V (Nuc(ϕ)) dada por q 7→ qc esta´ bien definida ya
que Nuc(ϕ) ⊆ qc. A continuacio´n definimos la aplicacio´n ψ : V (Nuc(ϕ)) → Spec B dado
por p 7→ ϕ(p). Debido a la inclusio´n Nuc(ϕ) ⊆ p, tenemos
(ϕ∗ ◦ ψ)(p) = ϕ∗(ψ(p)) = ϕ∗(ϕ(p)) = ϕ(p)c = p
y desde que ϕ es sobreyectiva tenemos
(ψ ◦ ϕ∗)(q) = ψ(ϕ∗(q)) = ψ(qc) = ϕ(qc) = q.
Ahora bien, siendo ϕ∗ : Spec B −→ Spec A continua, ϕ∗ es tambie´n continua sobre
V (Nuc(ϕ)). Resta mostrar que ψ es continua. Para esto, consideremos un subconjunto
cerrado C de Spec B y escribimos C = V (b) para algu´n ideal b de B. No hay dificultad
en verificar la igualdad ψ−1(V (b)) = V (bc).
(e). Por la afirmacio´n (c) tenemos que ϕ∗(Y ) = ϕ∗(V (0)) = V (Nuc(ϕ)). Si ϕ∗(Y ) =
X, entonces V (Nuc(ϕ)) = X = V (0); por lo que,
√
Nuc(ϕ) =
√〈0〉, de aqu´ı, Nuc(ϕ) ⊆√〈0〉. Rec´ıprocamente, si Nuc(ϕ) ⊆√〈0〉, entonces X = Spec A = V (Nuc(ϕ)), y por la
afirmacio´n (c), se tiene X = ϕ∗(V (0)) = ϕ∗(Y ).
(f). La sucesio´n de homomorfismos de anillos A
ϕ−→ B ψ−→ C induce la sucesio´n
de aplicaciones continuas Spec C
ψ∗−→ Spec B ϕ∗−→ Spec A. Ahora bien, si p ∈ Spec(C),
entonces
(ϕ∗ ◦ ψ∗)(p) = ϕ∗(ψ∗(p)) = ϕ∗(ψ−1(p)) = ϕ−1(ψ−1(p))
= (ψ ◦ ϕ)−1(p) = (ψ ◦ ϕ)∗(p).
(g). Por hipo´tesis, los u´nicos ideales primos de A son p y {0}, esto implica que
p es un ideal maximal de A y as´ı, A/p es un cuerpo. Esto conduce a que el anillo
B = (A/p) × K debe tener tambie´n so´lo dos ideales, es decir, q1 = {([a], 0) : a ∈ A}
y q2 = {([0], a) : a ∈ K}. El homomorfismo φ : A → B definido por a 7→ ([a], a) es
biyectivo con φ∗(q1) = {0} y φ∗(q2) = p y tambie´n es continua.
Por otra parte, φ∗ no es un homeomorfismo. En el espacio topolo´gico Spec B = {q1, q2}
tenemos que {q1} = V (q2) es cerrado y q1 * q2; pero, φ∗(q1) = {0} no es cerrado en
Spec A, ya que no es un ideal maximal de A. ✷
Proposicio´n 2.3.7. Sea A un anillo, S un subconjunto multiplicativo de A y ϕ : A→ AS
el homomorfismo cano´nico. Entonces ϕ∗ : Spec(AS) → Spec A es un homeomorfismo
de Spec(AS) sobre su imagen en X = Spec A. En particular, si f ∈ A, la imagen de
Spec(Af ) en X es D(f).
Demostracio´n. Veamos la igualdad
Im(ϕ∗) = {p ∈ Spec A | p ∩ S = ∅} .
Si p ∈ Im(ϕ∗), entonces p = qc, donde q es ideal primo de AS; esto implica que p∩S = ∅,
ya que si s ∈ p∩S, tenemos s/1 = ϕ(s) ∈ q que es un absurdo, pues s/1 es una unidad en
AS. Rec´ıprocamente, consideremos p ∈ Spec A con p∩S = ∅, sabemos que p es contra´ıdo,
o sea, p = pec, por lo cual p = ϕ∗(pe) y pe ∈ Spec(AS). Luego, las correspondencias
ϕ∗ : Spec(AS) → Im(ϕ∗)
q 7→ qc y
Ψ: Im(ϕ∗) → Spec(AS)
p 7→ pe
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esta´n bien definidas; adema´s
(ϕ∗ ◦Ψ)(p) = ϕ∗(pe) = pec = p y (Ψ ◦ ϕ∗)(q) = Ψ(qc) = qce = q .
Por tanto, ϕ∗ es una biyeccio´n entre Spec(AS) y Im(ϕ
∗) cuya inversa es Ψ.
La continuidad de ϕ∗ es consecuencia de la afirmacio´n (b) en la Proposicio´n 2.3.6.
Veamos a continuacio´n la continuidad de Ψ. Sea b ideal de AS y afirmamos que
Ψ−1(V (b)) = V (bc) ∩ Im(ϕ∗) .
Si p ∈ Ψ−1(V (b)), tenemos pe ∈ V (b), o sea, b ⊆ pe lo que implica bc ⊆ pec = p; por
tanto, p ∈ V (bc) ∩ Im(ϕ∗). Para la otra inclusio´n, damos p ∈ V (bc) ∩ Im(ϕ∗), es decir,
bc ⊆ p y p∩S = ∅, esto implica que b ⊆ pe = Ψ(p), de donde p ∈ Ψ−1(V (b)). Finalmente,
de las igualdades
{p ∈ Spec(AS) | p ∩ S = ∅} = {p ∈ Spec(AS) | f 6∈ p} = D(f) ,
donde S = {1, f, f 2, . . .}, tenemos que Spec(AS) es homeomorfo a D(f). ✷
Definicio´n 2.3.5. Sea S un anillo graduado, definimos el conjunto ProjS como el con-
junto de todos los ideales primos homoge´neos p de S tal que S+ * p. Llamaremos a
este conjunto el espectro proyectivo de S. Si a es un ideal homoge´neo de S, definimos el
subconjunto V+(a) = {p ∈ Proj S| a ⊆ p}.
Lema 2.3.8. Sea S un anillo graduado. Entonces,
(b) V+(0) = Proj S y V+(S) = V+(S+) = ∅
(b) si {ai}i∈I es una familia de ideales de S, V+(
∑
i∈I ai) =
⋂
i∈I V+(ai);
(c) si a y b son ideales homoge´neos en S, V+(ab) = V+(a) ∪ V+(b).
Demostracio´n. Son inmediatos. ✷
Definicio´n 2.3.6. Del lema anterior, el espectro proyectivo Proj S admite la topolog´ıa
de Zariski, es decir, los subconjuntos cerrados son los subconjuntos de la forma V+(a)
donde a es un ideal homoge´neo de S.
Observacio´n 2.3.2. Si f ∈ S+ es un elemento homoge´neo, definimos el subconjunto
D+(f) = {p ∈ Proj S | f 6∈ p}. El subconjunto D+(f) es abierto en Proj S, ya es el
complemento de V+(〈f〉). Se verifica fa´cilmente que la familia {D+(f)} donde f var´ıa en
el conjunto de elementos homoge´neos de S+, es una base de abiertos de Proj S.
Lema 2.3.9. Sea S un anillo graduado generado por S1 como S0-a´lgebra y sea X =
ProjS. Entonces X =
⋃
f∈S1
D+(f).
Demostracio´n. Sea p ∈ X arbitrario, como S+ * p, existe un elemento homoge´neo
g ∈ S+ tal que f 6∈ p, luego como S es generado por S1 como S0-a´lgebra, tenemos
g =
∑
λα1···αkf
α1
1 · · · fαkk donde
∑k
i=1 αi = ∂(f); f1, .., fk ∈ S1 y λα1···αk ∈ S0 para todos
los ı´ndices. Luego como p es un ideal, algu´n sumando λα1···αkf
α1
1 · · · fαkk 6∈ p, y puesto que
p es primo, no contiene a ningu´n factor de este producto, en particular f = f1 6∈ p, por
tanto p ∈ D+(f) donde f ∈ S1.
✷
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Lema 2.3.10. Sea S un anillo graduado. Entonces, ProjS = ∅ si, y so´lo si, cada elemento
de S+ es nilpotente.
Demostracio´n. Si cada elemento de S+ es nilpotente entonces cada ideal primo homoge´neo
contiene a S+ as´ı ProjS = ∅. Rec´ıprocamente, si ProjS = ∅, entonces cada primo
homoge´neo de S contiene a S+ y por el Corolario 2.2.4, S+ esta´ contenido en el nilradical
de S, as´ı cada elemento de S+ es nilpotente.
✷
Definicio´n 2.3.7. Sea S un anillo graduado y M un S-mo´dulo graduado. Llamaremos
soporte de M al conjunto
Sop(M) = {p ∈ Proj S |M(p) 6= 0}.
Proposicio´n 2.3.11. Sea S un anillo graduado generado por S1 como un S0-a´lgebra y
sea M un S-mo´dulo graduado de tipo finito. Entonces,
(a) Sop(M) = V+(Anu(M))
(b) Si S1 genera finitamente a S como S0-a´lgebra, M ≈ 0 si, y so´lo si, M(p) = 0 para
todo p ∈ Proj S.
Demostracio´n. (a) Tomemos generadores homoge´neos {m1, . . . ,mr} de M . Sea p ∈
Sop(M) tal que Anu(M) * p, entonces existe un elemento no nulo m
λ
∈ M(p) y existe
un elemento homoge´neo g ∈ Anu(M) tal que g 6∈ p, luego m
λ
= gm
gλ
= 0
λ
= 0, esta con-
tradiccio´n muestra que Sop(M) ⊆ V+(Anu(M)). Rec´ıprocamente tomemos p ∈ Proj S
tal que Anu(M) ⊆ p. Puesto que Anu(M) = ∩ni=1Anu(mi), un resultado bien conocido
para ideales nos dice que, Anu(mi0) ⊆ p para algu´n i0 (ver Atiyah-Macdonald, pag. 9,
prop. 1.11). Por otro lado, de la inclusio´n S+ ⊆ p, se sigue que existe un elemento f ∈ S1
tal que f 6∈ p. Sea d el grado de mi0 , entonces el elemento mi0fd ∈ M(p) es no nulo, en
efecto, si
mi0
fd
= 0 entonces existe un elemento homoge´neo λ 6∈ p tal que λmi0 = 0, o sea
λ ∈ Anu(mi0) ⊆ p, que es una contradiccio´n, por tanto M(p) 6= 0.
(b) SiM ≈ 0 existe un entero d ≥ 0 tal queMk = 0 para todo k ≥ d. Dado p ∈ Proj S
entonces podemos conseguir un elemento f ∈ S1 tal que f 6∈ p. Ahora tomemos un
elemento m
λ
∈ M(p), entonces fkm = 0 para un entero k suficientemente grande, as´ı
m
λ
= f
km
fkλ
= 0. Rec´ıprocamente, supongamos que M(p) = 0 para todo p ∈ Proj S, es
decir Sop(M) = ∅. Si M = 0 es resultado es trivial, as´ı asumimos que Anu(M) es
propio, por tanto esta´ contenido en al menos un ideal primo homoge´neo de S. Por (a),
V+(Anu(M)) = ∅, esto implica que todos los primos homoge´neos que contienen a Anu(M)
contienen a S+, por el Corolario 2.2.4 el radical de Anu(M) contiene a S+. Supongamos
que f1, . . . , fr ∈ S1 genera a S como S0-a´lgebra y m1, . . . ,ms son elementos homoge´neos
que generan a M como S-mo´dulo, digamos que cada mj tiene grado kj. Puesto que
S+ ⊆
√
Anu(M) existe un entero suficientemente grande tal que fhi ∈ Anu(M) para todo
i = 1, .., r. Por otro, par cada d ∈ Z,Md es generado como un S0-mo´dulo por elementos de
la forma fα11 · · · fαrr mj tal que kj+Σiαi = d. Si tomamos un entero k estrictamente mayor
que cada kj donde j = 1, .., s y d ≥ rh + k, entonces en cada expresio´n fα11 · · · fαrr mj,
tendremos que αi ≥ h para algu´n i, luego fαii = 0 y la expresio´n anterior se anula. Por
tanto Md = 0 para todo d ≥ rh+ k, esto prueba que M ≈ 0. ✷
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Definicio´n 2.3.8. Un subconjunto no vac´ıo Y de un espacio topolo´gico X es llamado
irreducible si no puede ser expresado como la unio´n Y = Y1 ∪ Y2 de dos subconjuntos
cerrados en Y . El conjunto vac´ıo no es considerado irreducible. Un subconjunto que no
es irreducible es llamado reducible.
Observacio´n 2.3.3. Cualquier subconjunto abierto no vac´ıo de un espacio irreducible es
irreducible y denso.
Observacio´n 2.3.4. Sea Y un subespacio de X. Si Z ⊆ Y es cerrado irreducible en Y ,
entonces su clausura Z de Z enX es tambie´n cerrado e irreducible. En efecto, supongamos
que Z = Z1 ∪ Z2 es la unio´n de dos subconjuntos cerrados propios en Z. Entonces
Z = Z ∩Y = (Z1∩Y )∪ (Z2∩Y ); adema´s Zi∩Y 6= Z, pues de lo contrario, si Zi∩Y = Z
para algu´n i, entonces Z ⊆ Zi ⊆ Z, lo cual es una contradiccio´n. Por lo tanto, Z es
irreducible.
Definicio´n 2.3.9. Sea X un espacio topolo´gico no vac´ıo. Un subespacio irreducible
maximal de X (con respecto a la inclusio´n) es llamado componente irreducible.
Teorema 2.3.12. Sea X un espacio topolo´gico. Se cumplen las siguientes afirmaciones:
(a) X posee subespacios irreducibles.
(b) X posee componentes irreducibles.
(c) Las componentes irreducibles son subconjuntos cerrados.
(d) X es la unio´n de sus componentes irreducibles.
Demostracio´n. (a). Desde que X 6= ∅, sea x ∈ X; luego {x} es un subespacio irreducible
de X.
(b). Veamos que cada x ∈ X pertenece a un subespacio irreducible maximal. Sea
x ∈ X y consideremos la familia Rx constituido por todos los subespacios irreducibles
de X que contienen a x. Rx 6= ∅, pues, {x} ∈ Rx. Ordenamos a Rx por la inclusio´n y
consideremos una cadena {Yi} en Rx. Sea E =
⋃
i∈I Yi y veamos que E es irreducible.
Para esto tomamos un abierto no vac´ıo U en E, luego U = E ∩ U ′ con U ′ abierto en X.
U = (
⋃
i∈I Yi) ∩ U ′ =
⋃
i∈I(Yi ∩ U ′). Veamos que U es conexo. Para esto sean x, y ∈ U ;
luego existen ı´ndices i, j tal que x ∈ Yi ∩ U ′, y ∈ Yj ∩ U ′. sea Z = (Yi ∩ U ′) ∪ (Yj ∩ U ′) =
(Yi ∪ Yj) ∩ U ′. Veamos que Z es conexo. Sea Yi ⊆ Yj, luego Z = Yj ∩ U ′, pero Yj es
irreducible y Yi ∩ U ′ es abierto en Yi, luego Z es conexo y por tanto E es irreducible. De
aqu´ı, Rx es inductivo, y por el lema de Zorn existe un elemento maximal en Rx, el cual
es una componente irreducible que contiene a x.
(c). Sea Y ⊆ X una componente irreducible. Veamos que Y es cerrado. Tenemos que
Y ⊆ Y , pero Y es irreducible; por tanto, Y = Y , pues, Y es maximal.
(d). Para cada x ∈ X, sea Yx la componente irreducible de X conteniendo a x.
Entonces X =
⋃
x∈X Yx.
Observacio´n 2.3.5. Si f : X → Y es una aplicacio´n continua y Z es subespacio ir-
reducible de X, entonces f(Z) es irreducible en Y . En efecto, sean U1 y U2 subcon-
juntos abiertos no vac´ıos de f(Z), entonces Ui = f(Z) ∩ U ′i , donde U ′i es abierto en
Y (i = 1, 2). Es claro que f−1(Ui) = f
−1(f(Z) ∩ U ′i) ⊇ Z ∩ f−1(U ′i). Desde que
f(Z) ∩ U ′i 6= ∅, entonces Z ∩ f−1(U ′i) 6= ∅ y por tanto Z ∩ f−1(U ′1) ∩ f−1(U ′2) 6= ∅.
As´ı que f−1(U1 ∩ U2) = f−1(U1) ∩ f−1(U2) 6= ∅, lo que implica U1 ∩ U2 6= ∅.
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Definicio´n 2.3.10. Un espacio topolo´gicoX es llamado noetheriano si satisface la condicio´n
de cadenas descendentes para subconjuntos cerrados: para cualquier sucesio´n
Y1 ⊇ Y2 ⊇ . . . ⊇ Yn ⊇ . . .
de subconjuntos cerrados, existe un entero r tal que Yr = Yr+1 = · · · .
Observacio´n 2.3.6. Cualquier subespacio de un espacio noetheriano es noetheriano.
En efecto, sea Y subconjunto del espacio noetheriano X y consideremos una cadena
Z1 ⊆ Z2 ⊆ . . . ⊆ Zn ⊆ . . . de subconjuntos cerrados de Y . Entonces Z1 ⊆ Z2 ⊆ . . . ⊆
Zn ⊆ . . . es una cadena de cerrados en X. Desde que X es noetheriano, existe i tal que
Zi = Zi+1 = · · · . Por otra parte, Zi = Zi ∩ Y para todo i. De aqu´ı, Zi = Zi+1 = · · · .
Proposicio´n 2.3.13. Sea X un espacio topolo´gico noetheriano. Entonces Todo sub-
conjunto cerrado de X puede ser expresado como unio´n finita de subconjuntos cerrados
irreducibles de X. Adema´s, si Yi + Yj para todo i 6= j, entonces los Yi son determinados
de manera u´nica. Ellos son llamados componentes irreducibles de X.
Demostracio´n. Sea F la coleccio´n de subconjuntos cerrados de X que no se pueden
expresar como unio´n finita de subconjuntos cerrados irreducibles de X y supongamos que
F 6= ∅. Entonces existe un elemento minimal C ∈ F; como C no es irreducible, entonces
existen subconjuntos cerrados propios C1, C2 de X con C = C1∪C2. Pero Ci 6∈ F; as´ı que
Ci es unio´n finita de subconjuntos cerrados irreducibles de X. De aqu´ı, C tambie´n lo es,
lo cual es una contradiccio´n. Por lo tanto, todo conjunto cerrado Y puede ser expresado
como unio´n Y = Y1 ∪ . . .∪ Yr de subconjuntos irreducibles; adema´s, podemos asumir que
Yi + Yj para todo i 6= j.
Supongamos que Y = Y ′1∪ . . .∪Y ′s es otra tal representacio´n. Entonces Yi =
⋃s
j=1(Y
′
j ∩
Yi). Pero Yi es irreducible, entonces Yi ⊆ Y ′j(i) para algu´n j(i). Similarmente, Y ′j(i) ⊆ Yk
para algu´n k. Entonces Yi ⊆ Yk, de donde i = k y Yi = Y ′j(i). Tambie´n cada Y ′j es igual a
algu´n Yi(j). ✷
Proposicio´n 2.3.14. Un subconjunto abierto de un espacio noetheriano Y es denso si y
so´lo si interseca a toda componente irreducible de Y .
Demostracio´n. Sea Y = Y1 ∪ . . . ∪ Yn la descomposicio´n de Y en sus componentes irre-
ducibles. Entonces Yi *
⋃
j 6=i Yj y Ui = Y \
⋃
j 6=i Yj 6= ∅. Desde que ∅ = Ui ∩ (Y \ Yi), se
sigue que Ui ⊆ Yi con Ui abierto. Luego, si U es denso en X, entonces ∅ 6= U∩Ui ⊆ U∩Yi.
Por tanto, U intersecta a cada componente irreducible de Y .
Rec´ıprocamente, supongamos que U intersecta a cada componente irreducible de Y y
sea U ′ un subconjunto abierto no vac´ıo de Y ; luego existe i tal que U ′ ∩ Yi 6= ∅. Desde
que Yi es irreducible tenemos que (U
′ ∩ Yi) ∩ (U ∩ Yi) 6= ∅, de donde, U ′ ∩ U 6= ∅ y U es
denso en Y . ✷
Proposicio´n 2.3.15. (a) Si Y es un subconjunto de un espacio topolo´gico X, entonces
dim(Y ) ≤ dim(X).
(b) Si X es un espacio topolo´gico el cual es cubierto por una familia de subconjuntos
abiertos {Ui}i∈I , entonces dim(X) = sup{dim(Ui)}.
(c) Si Y es un subconjunto cerrado de un espacio irreducible X de dimensio´n finita, y
si dim(Y ) = dim(X), entonces Y = X.
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Demostracio´n. (a) Es suficiente mostrar que una cadena de cerrados irreducibles de
longitud n en Y , produce una cadena de cerrados irreducibles en X de longitud n. Sea
una cadena W0  W1  . . .  Wn una cadena de cerrados irreducibles en Y , podemos
escribirWi = Yi∩Y , donde cada Yi es cerrado en X. Tenemos queW 0 ⊆ W 1 ⊆ . . . ⊆ W n
es una cadena de cerrados irreducibles de X; adema´s, esta cadena es estricta. En efecto,
supongamos que W i = W i+1, entonces Wi = W
Y
i = W i ∩Y = W i+1 ∩Y = W
Y
i+1 = Wi+1,
lo cual es una contradiccio´n.
(b) Sea X un espacio topolo´gico el cual es cubierto por una familia de subconjuntos
abiertos {Ui}i∈I . De la parte (a) se tiene que dim(Ui) ≤ dim(X), entonces se tiene que
sup{dim(Ui)} ≤ dim(X).
Veamos que dim(X) ≤ sup{dim(Ui)}. Sea Y0  Y1  . . .  Yn una cadena de
cerrados irreducibles de X. Desde que X =
⋃
i∈I Ui, existe j ∈ I tal que Uj ∩ Y0 6= ∅.
Entonces Y0 ∩ Uj  Y1 ∩ Uj  . . .  Yn ∩ Uj es una cadena de subconjuntos cerrados
irreducibles de Uj. Veamos a continuacio´n que estas inclusiones son propias. Supongamos
que Yi∩Uj = Yi+1∩Uj para algu´n i. Entonces, desde que Uj∩Yi+1 es subconjunto abierto
de Yi+1, entonces es denso en Yi+1. Por tanto, Yi+1 = Yi ∩ UjYi+1  Y Yi+1i . Desde que Yi
es cerrado en Yi+1, entonces Yi+1  Y i = Yi. Pero esto contradice el hecho que Yi  Yi+1.
Entonces dim(X) ≤ dim(Uj) para todo j. Por lo tanto, dim(X) ≤ sup{dim(Ui)}.
(c) Supongamos que Y es un subconjunto cerrado de un espacio topolo´gico irreducible
de dimensio´n finita y que dim(X) = dim(Y ). Entonces Y tiene dimensio´n finita. Sea
dim(Y ) = n y que Y 6= X. Consideremos una cadena Y0  Y1  . . .  Yn de subconjuntos
cerrados irreducibles de Y , que tambie´n es una cadena de cerrados irreducibles de X.
Ahora bien, Y0  Y1  . . .  Yn ⊆ Y  X. Por tanto, Y0  Y1  . . .  Yn  X es una
cadena de cerrados irreducibles de X. Entonces dim(X) ≥ n + 1 > dim(Y ), lo cual es
una contradiccio´n. As´ı, Y = X. ✷
2.4 Variedades y Morfismos
Definicio´n 2.4.1. Sea k un cuerpo. Se define el n-espacio af´ın sobre k denotado por
Ank o simplemente por A
n como el conjunto de n-tuplas de elementos de k. Un elemento
p ∈ An es llamado punto, y si p = (a1, . . . , an) con ai ∈ k, entonces los ai son llamados
coordenadas de p. El espacio A1 es llamado recta af´ın y A2 se llama plano af´ın.
Sea P(An, k) el a´lgebra de funciones polinomiales de An en k y consideremos el anillo
de polinomios en n variables An := k[x1, . . . , xn]; si k es infinito, se sabe que P(An, k) ∼=
k[x1, . . . , xn] como k-a´lgebras. Por tanto, cuando k es infinito, un polinomio en n variables
sera´ visto como una funcio´n f : An → k; as´ı, de esta manera, f(p) = f(a1, . . . , an), donde
f ∈ An y p ∈ An. Dado f ∈ An, podemos considerar el conjunto de ceros de f , es decir,
Z(f) = {p ∈ kn | f(p) = 0}. Ma´s generalmente, si T es un subconjunto de A, definimos
el conjunto de ceros de T como sigue
Z(T ) = {p ∈ kn | f(p) = 0 para todo f ∈ T}.
Si a es el ideal de An generado por T , es claro que Z(a) = Z(T ); adema´s, desde que
An es un anillo noetheriano, el ideal a tiene un nu´mero finito de generadores f1, . . . , fr.
As´ı, Z(T ) = Z({f1, . . . , fr}) o denotado simplemente como Z(T ) = Z(f1, . . . , fr). Un
subconjunto Y de An es llamado conjunto algebraico si existe un subconjunto T de An
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tal que Y = Z(T ), equivalentemente, un subconjunto Y de An es un conjunto algebraico
si Y = Z(a) para algu´n ideal a de An. Cuando Y = Z(T ) es un conjunto algebraico,
diremos que Y esta´ definido por T o que T define a Y . Si Y = Z(f), entonces Y
es llamado hipersuperficie, una hipersuperficie en A2 es llamado curva af´ın plana; una
hipersuperficie de grado 1 es llamado hiperplano y un hiperplano en A2 es llamado recta
af´ın.
Proposicio´n 2.4.1. La unio´n de dos conjuntos algebraicos es un conjunto algebraico. La
interseccio´n de cualquier familia de conjuntos algebraicos es un conjunto algebraico. El
conjunto vac´ıo y todo el espacio af´ın son conjuntos algebraicos.
Demostracio´n. Si Y1 = Z(a1) e Y2 = Z(a2), entonces Y1 ∪ Y2 = Z(a1a2). Tambie´n, si
{Yi = Z(ai)}i∈I es una familia de conjuntos algebraicos, entonces
⋂
i∈I Yi = Z(
∑
i∈I ai).
Finalmente, Z(1) = ∅ y Z(0) = An. ✷
Definicio´n 2.4.2. Definimos la topolog´ıa de Zariski de An, tomando los conjuntos abier-
tos como los complementos de conjuntos algebraicos. Esta es una topolog´ıa, pues, segu´n
la proposicio´n anterior, la interseccio´n de dos conjuntos abiertos es abierto, la unio´n ar-
bitraria de conjuntos abiertos es abierto; adema´s, el conjunto vac´ıo y todo el espacio son
conjuntos abiertos. Una variedad algebraica af´ın o simplemente variedad es un subcon-
junto cerrado irreducible de An (con la topolog´ıa inducida). Un subconjunto abierto de
una variedad af´ın es llamada variedad casi af´ın.
Definicio´n 2.4.3. Para cualquier subconjunto Y de An, el conjunto
Ia(Y ) = {f ∈ An | f(p) = 0 para todo p ∈ Y }
es un ideal radical de An llamado ideal af´ın de Y . En lo que sigue denotaremos a este
ideal por I(Y ) y utilizaremos la notacio´n Ia(Y ) cuando sea necesario.
Observacio´n 2.4.1. De la definicio´n es claro que I(∅) = An; adema´s si p = (a1, . . . , an),
se tiene la igualdad I(p) = 〈x1− a1, . . . , xn− an〉. Por otra parte, si k es infinito, tenemos
que I(An) = {0}.
Teorema 2.4.2 (Ceros de Hilbert). Si k es algebraicamente cerrado, entonces para
cualquier ideal a de An se tiene
I(Z(a)) =
√
a .
Demostracio´n. Ver Zariski, Samuel [16], volumen II, cap. VII, Teor. 14, pag. 164. ✷
Definicio´n 2.4.4. Sea Y ⊆ An un conjunto algebraico af´ın. Definimos el anillo coor-
denado o anillo de funciones A(Y ) de Y como An/I(Y ). Si k es infinito, sabemos que
I(An) = {0}; as´ı que P(Y, k) ∼= A(Y ); por tanto, un elemento f ∈ A(Y ) tambie´n sera´
visto como una funcio´n polinomial f : Y → k.
Proposicio´n 2.4.3. Sea k un cuerpo algebraicamente cerrado. Una k-a´lgebra B es iso-
morfa al anillo coordenado de algu´n conjunto algebraico en An para algu´n n si, y so´lo si,
B es una k-a´lgebra reducida finitamente generada (una a´lgebra B es reducida si no tiene
elementos nilpotentes no nulos).
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Demostracio´n. Se sabe que un anillo A es reducido si y so´lo si el ideal {0} es un ideal
radical. Ahora bien, si B ∼= A(Y ) para algu´n conjunto algebraico Y ⊆ An, entonces
B ∼= k[x1, . . . , xn]/I(Y ) es una k-a´lgebra reducida finitamente generada ya que I(Y ) es
un ideal radical. Rec´ıprocamente, si B es una k-a´lgebra reducida finitamente generada,
podemos escribir B = k[x1, . . . , xn]/a para algu´n ideal radical a. Si Y = Z(a), entonces
A(Y ) = B. ✷
Observacio´n 2.4.2. Si Y es una variedad af´ın, entonces A(Y ) es un dominio de inte-
gridad; adema´s, A(Y ) es una k-a´lgebra finitamente generada. Rec´ıprocamente, si k es
algebraicamente cerrado, cualquier k-a´lgebra B finitamente generada el cual es un do-
minio, es el anillo de funciones de alguna variedad af´ın. Ma´s precisamente, si B = An/a
con a ideal primo, considerando Y = Z(a) se tiene que B = A(Y ).
A continuacio´n hablaremos brevemente sobre las variedades proyectivas.
Definicio´n 2.4.5. Sea k un cuerpo algebraicamente cerrado. Definimos el n-espacio
proyectivo sobre k, denotado por Pnk o simplemente por P
n, como el conjunto de clases
de equivalencia de (n + 1)-tuplas (a0, . . . , an) de elementos de k, no todos ceros, bajo la
relacio´n dado por (a0, . . . , an) ∼ (λa0, . . . , λan) para todo λ ∈ k, λ 6= 0. Un elemento de
Pn es llamado punto; si P es un punto de Pn, denotaremos por P := (a0 : . . . : an), donde
(a0, . . . , an) es un representante de dicha clase de equivalencia.
Observacio´n 2.4.3. Consideremos el anillo de polinomios S = k[x0, . . . , xn] como un
anillo graduado. Si f ∈ S es un polinomio, no podemos verlo como funcio´n en Pn, debido
a que las coordenadas homoge´neas no son u´nicas. Sin embargo, si f es un polinomio
homoge´neo de grado d, entonces f(λa0, . . . , λan) = λ
df(a0, . . . , an); as´ı que, para que f
sea nulo o no, so´lo dependera´ de cada clase de equivalencia p = (a0 : . . . : an). Por tanto,
f nos da´ una funcio´n de Pn a {0, 1} por f(p) = 0 si f(a0, . . . , an) = 0 y f(p) = 1 si
f(a0, . . . , an) 6= 0.
Definicio´n 2.4.6. Consideremos los ceros de un polinomio homoge´neo, es decir, Z+(f) =
{p ∈ Pn | f(p) = 0}. Si T es cualquier conjunto de elementos homoge´neos de S, definimos
el conjunto de ceros de T como
Z+(f) = {p ∈ Pn | f(p) = 0 para todo f ∈ T}.
Si a es el ideal homoge´neo de S generado por T , definimos Z+(a) = Z+(T ). Desde que S es
noetheriano, Z+(T ) = Z+(f1, . . . , fr) para un nu´mero finito de elementos f1, . . . , fr ∈ T .
Definicio´n 2.4.7. Un subconjunto Y de Pn es un conjunto algebraico si existe un conjunto
T de elementos homoge´neos de S tal que Y = Z+(T ), es decir, Y = Z+(a), donde a es
ideal homoge´neo de S.
Proposicio´n 2.4.4. La unio´n de dos conjuntos algebraicos es un conjunto algebraico. La
interseccio´n de cualquier familia de conjuntos algebraicos es un conjunto algebraico. El
conjunto vac´ıo y todo el espacio son conjuntos algebraicos.
Demostracio´n. Desde que el producto de ideales homoge´neos es homoge´neos, sigue que
la unio´n de conjuntos algebraicos es algebraico. Adema´s, es claro que la interseccio´n
arbitraria de conjuntos algebraicos es tambie´n algebraico. Finalmente, como 0 y 1 son
elementos homoge´neos, el conjunto vac´ıo y todo el espacio son conjuntos algebraicos. ✷
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Definicio´n 2.4.8. Definimos la topolog´ıa de Zariski en Pn, donde los conjuntos abiertos
son los complementos de los conjuntos algebraicos.
Definicio´n 2.4.9. Sea f ∈ An+1 homoge´neo de grado positivo. Definimos el abierto
ba´sico proyectivo como el conjunto Uf = {p ∈ Pn | f(p) = 0}.
Definicio´n 2.4.10. Una variedad algebraica proyectiva (o simplemente variedad) es un
conjunto algebraico irreducible en Pn, con la topolog´ıa inducida. Un subconjunto abierto
de una variedad proyectiva es llamado variedad casi proyectiva. La dimensio´n de una
variedad proyectiva o casi proyectiva es su dimensio´n como espacio topolo´gico.
Definicio´n 2.4.11. Si Y es cualquier subconjunto de Pn, definimos el ideal homoge´neo
de Y en S, denotado por I(Y ) como el ideal generado por el siguiente conjunto {f ∈
S | f es homoge´neo y f(p) = 0 para todo p ∈ Y }. Si Y es un conjunto algebraico,
definimos el anillo coordenado homoge´neo de Y como S(Y ) = S/I(Y ).
Definicio´n 2.4.12. Si f ∈ S es un polinomio homoge´neo lineal, entonces el conjunto
de ceros de f es llamado hiperplano. En particular, denotamos el conjunto de ceros de
xi por Hi para i = 0, 1, . . . , n. Sea Ui el conjunto abierto Pn \ Hi. Entonces Pn es
cubierto por los conjuntos abiertos Ui, pues, si p = (a0 : . . . : an) es un punto, entonces
algu´n ai 6= 0; de aqu´ı, p ∈ Ui. Definimos la aplicacio´n ϕi : Ui → kn por ϕi(a0 : . . . :
an) = (
a0
ai
, . . . , ai−1
ai
, ai+1
ai
, . . . an
ai
). Notemos tambie´n que ϕi esta´ bien definida desde que las
componentes
aj
ai
son independientes de la eleccio´n de las coordenadas homoge´neas.
Definicio´n 2.4.13. Sea A = k[x1, . . . , xn] el anillo de polinomios, entonces S = A[x0] =
k[x0, . . . , xn]. Expresemos a A y B por las graduaciones cano´nicas A =
⊕
n≥0An y
B =
⊕
n≥0Bn; adema´s, sea B
h =
⋃
n≥0Bn. Sean las aplicaciones h : A → S, d : S →
A definidas por f 7→ x∂(f)0 f(x1x0 , . . . , xnx0 ) y g 7→ g(1, x1, . . . , xn), respectivamente. Tales
aplicaciones son llamadas homogenizacio´n y deshomogenizacio´n.
Sea a ideal de A. Se llama homogenizacio´n del ideal a en S, denotado por h(a), al
ideal de S generado por {h(f) | f ∈ a}. Entonces h(a) es un ideal homoge´neo de S. Dado
un ideal b de S, la deshomogenizacio´n d(b) de b es el ideal {d(g) | g ∈ b}.
Proposicio´n 2.4.5. La aplicacio´n ϕi es un homeomorfismo de Ui con su topolog´ıa in-
ducida sobre kn con la topolog´ıa de Zariski.
Demostracio´n. Es claro que ϕi es biyectiva. As´ı, es suficiente mostrar que los cerrados de
Ui se biyectan con los cerrados de k
n. Asumiremos a continuacio´n que ϕi = ϕ0.
Sea Y ⊆ kn un subconjunto cerrado, o sea Y = Z(a) para algu´n ideal a de A. Afir-
mamos que ϕ−10 (Z(a)) = U0 ∩ Z(h(a)). Sea p = (a0 : . . . : an) ∈ ϕ−10 (Z(a)), entonces
(a1
a0
, . . . , an
a0
) ∈ Z(a). Si g es un generador de h(a), entonces g = h(f) para algu´n f ∈ a,
entonces g(p) = a
∂(f)
0 f(
a1
a0
, . . . , an
a0
) = 0; de aqu´ı, p ∈ U0 ∩ Z(h(a)). Rec´ıprocamente,
sea p = (a0 : . . . : an) ∈ U0 ∩ Z(h(a)) y sea a = (a1a0 , . . . , ana0 ). Si f ∈ a, entonces
0 = h(f)(p) = a
∂(f)
0 f(
a1
a0
, . . . , an
a0
), que implica f(a) = 0; de aqu´ı, p ∈ ϕ−10 (Z(a)).
Veamos finalmente que ϕ0 es una aplicacio´n cerrada. Sea Y ⊆ U0 un conjunto cerrado,
sabemos que Y = Y ∩ U0, donde Y es la cerradura de Y en Pn. Tenemos que Y = Z(b)
para algu´n ideal homoge´neo b de S. Afirmamos que ϕ0(Y ) = Z(d(b)). En efecto, sea
a = (a1, . . . , an) ∈ ϕ0(Y ), entonces (1 : a1 : . . . : an) ∈ Y ⊆ Y . Por tanto, si f ∈ d(b),
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entonces f = d(g), donde g ∈ b es un polinomio homoge´neo. Luego f(a) = d(g)(a) =
d(g)(a1, . . . , an) = g(1, a1, . . . , an) = 0. Rec´ıprocamente, si a = (a1, . . . , an) ∈ Z(d(b)),
se tiene ϕ0(a) = (1 : a1 : . . . : an). Si g ∈ b es homoge´neo, g(1 : a1 : . . . : an) =
d(g)(a1, . . . , an) = 0. Por lo tanto, a ∈ ϕ0(Y ). ✷
Corolario 2.4.6. Si Y es una variedad proyectiva (resp. casi proyectiva), entonces Y es
cubierto por los conjuntos abiertos Y ∩ Ui, i = 0, 1, . . . , n, los cuales son homeomorfos a
variedades afines (resp. casi afines) v´ıa la aplicacio´n ϕi definida anteriormente.
Demostracio´n. Consecuencia de la proposicio´n anterior; adema´s, debe notarse que apli-
caciones continuas lleva irreducibles en irreducibles. ✷
Definicio´n 2.4.14. Sea U un subconjunto abierto no vac´ıo de una variedad af´ın Y . Una
funcio´n ϕ : U → k es regular en el punto p ∈ U si existen funciones f, g ∈ A(Y ), tal que
g es no nulo, p ∈ Ug ⊆ U y ϕ = f/g en Ug, es decir, ϕ(p) = f(p)/g(p) para todo p ∈ Ug.
Decimos que ϕ es regular en U si es regular en todo punto de U .
Sea U un subconjunto abierto no vac´ıo de una variedad proyectiva Y . Una funcio´n
ϕ : U → k es regular en el punto p ∈ U si existen funciones f, g ∈ S(Y ) homoge´neas del
mismo grado, tal que g es no nulo, p ∈ Ug ⊆ U y ϕ = f/g en Ug, es decir, ϕ(p) = f(p)/g(p)
para todo p ∈ Ug. Decimos que ϕ es regular en U si es regular en todo punto de U . Para
una variedad U , denotamos por O(U) al conjunto de funciones regulares en U .
Observacio´n 2.4.4. Sea U una variedad y ϕ una funcio´n regular en U . Para cada p ∈ U ,
existe Ug ⊆ U tal que ϕ = f/g en Ug; de esta manera U =
⋃
p∈U Ugp , y desde que U es
compacto, podemos escribir U = Ug1 ∪ . . . ∪ Ugn .
Proposicio´n 2.4.7. Sea U abierto de una variedad Y , p ∈ U y ϕ : U → k una funcio´n.
Las siguientes afirmaciones son equivalentes:
(a) ϕ es regular en p.
(b) Existen un abierto V con p ∈ V ⊆ U y f, g ∈ A(Y ) (en el caso proyectivo, f, g ∈
S(Y ) homoge´neos del mismo grado) con g(q) 6= 0 para todo q ∈ V tal que ϕ = f/g
en V .
Demostracio´n. Es inmediato a partir de la definicio´n. ✷
Proposicio´n 2.4.8. Sea Y una variedad. Se cumplen las siguientes afirmaciones:
(a) O(U) es una k-a´lgebra para todo subconjunto abierto U de Y .
(b) Si U ′ ⊆ U son abiertos en Y , entonces para todo ϕ ∈ O(U), la restriccio´n ϕ′ = ϕ∣∣
U ′
es regular en U ′ y ρUU ′ : O(U) → O(U ′) definida por ϕ 7→ ϕ′ es un homomorfismo
de k-a´lgebras. Adema´s, si U ′′ ⊆ U ′ ⊆ U son subconjuntos abiertos de Y , se tiene
ρUU ′′ = ρU ′U ′′ ◦ ρUU ′ y ρUU = idO(U), donde hacemos ρU∅ = 0.
(c) Si U =
⋃
i∈I Ui es unio´n de abiertos y ρUUi(ϕ) = ρUUi(ψ) para todo ϕ, ψ ∈ O(U)
y para todo i ∈ I, entonces ϕ = ψ. Adema´s, si para todo ϕi ∈ O(Ui) se cumple
ϕi
∣∣
Ui∩Uj
= ϕj
∣∣
Ui∩Uj
, entonces existe ϕ ∈ O(U) tal que ϕ∣∣
Ui
= ϕi.
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Demostracio´n. (a). Sean ϕ1, ϕ2 ∈ O(U). Desde que el conjunto de funciones de U en
k es una k-a´lgebra, es suficiente ver que ϕ1 + ϕ2 y ϕ1ϕ2 son elementos de O(U). Dado
p ∈ U , existen fi, gi ∈ A(Y ) (en el caso proyectivo fi, gi ∈ S(Y ) son homoge´neos y
del mismo grado) tal que p ∈ Ugi ⊆ U y ϕi = fi/gi en Ugi (i = 1, 2). Tenemos que
Ug1g2 = Ug1 ∩ Ug2 ⊆ U y p ∈ Ug1g2 ; adema´s, ϕ1 = f1g2/g1g2 y ϕ2 = g1f2/g1g2. Luego,
dado q ∈ Ug1g2 se tiene
(ϕ1 + ϕ2)(q) = ϕ1(q) + ϕ2(q) =
f1(q)
g1(q)
+
f2(q)
g2(q)
=
f1(q)g2(q) + g1(q)f2(q)
g1(q)g2(q)
=
(f1g2 + g1f2)(q)
(g1g2)(q)
O sea, ϕ1 + ϕ2 = (f1g2 + g1f2)/(g1g2) en Ug1g2 . Tambie´n,
(ϕ1ϕ2)(q) = ϕ1(q)ϕ2(q) =
f1(q)
g1(q)
· f2(q)
g2(q)
=
f1(q)g1(q)
f2(q)g2(q)
=
(f1g1)(q)
(f2g2)(q)
Por otra parte,
(−ϕ1)(q) = −ϕ1(q) = −f1(q)/g1(q)
lo que implica
(ϕ2 + ϕ1)(q) = ϕ2(q)− ϕ1(q) = f2(q)
g2(q)
− f1(q)
g1(q)
=
(f2g1 − g2f1)(q)
(g1g2)(q)
Por tanto, ϕ1 + ϕ2, ϕ1 − ϕ2 y ϕ1ϕ2 son elementos de O(U).
(b). Sea U ′ un subconjunto abierto de U y p ∈ U ′, desde que ϕ ∈ O(U), existen
f, g ∈ A(Y ) (en el caso homoge´neo f, g ∈ S(Y ) homoge´neos y del mismo grado) tal que
p ∈ Ug y ϕ = f/g en Ug; pero entonces Ug ∩ U ′ ⊆ U ′ y ϕ = f/g en Ug ∩ U ′. Por otra
parte, sean U ′′ ⊆ U ′ ⊆ U subconjuntos abiertos de X, poniendo ρU∅ = 0 y ρUU = idO(U),
veamos que ρU ′U ′′ ◦ ρUU ′ = ρUU ′′ . En efecto,
(ρU ′U ′′ ◦ ρUU ′)(ϕ) = ρU ′U ′′(◦ρUU ′(ϕ)) = ρU ′U ′′(ϕ
∣∣
U ′
)
= (ϕ
∣∣
U ′
)
∣∣
U ′′
= ϕ
∣∣
U ′′
= ρUU ′′(ϕ)
(c). Sea p ∈ U y veamos que ϕ(p) = ψ(p). Por hipo´tesis existe i tal que p ∈ Ui y
(ϕ
∣∣
Ui
)(p) = (ψ
∣∣
Ui
)(p); se sigue que
ϕ(p) = (ϕ
∣∣
Ui
)(p) = (ψ
∣∣
Ui
)(p) = ψ(p)
Finalmente, si las funciones ϕi ∈ O(Ui) son tales que ϕi
∣∣
Ui∩Uj
= ϕj
∣∣
Ui∩Uj
, definiendo
ϕ : U → k por ϕ = ϕi si p ∈ Ui; se sigue que ϕ es regular en U . ✷
Teorema 2.4.9. Sea g ∈ A(Y ) (en el caso proyectivo g ∈ S(Y ) homoge´neo de grado
positivo). Toda funcio´n regular ϕ ∈ O(Ug) se puede expresar como ϕ = f/gs en Ug,
donde s ∈ Z+ y f ∈ A(Y ) (en el caso proyectivo f ∈ S(Y ) homoge´neo con ∂(f) = s∂(g)).
Demostracio´n. Siguiendo la Observacio´n 2.4.4 hagamos Ug = Ug1 ∪ . . . ∪ Ugn . Para cada
i = 1, . . . , n tenemos que ϕ = fi/gi en Ugi , donde fi, gi ∈ A(Y ) (en el caso proyectivo
fi, gi ∈ S(Y ) son homoge´neos del mismo grado). Luego
figj/gigj = fjgi/gjgi en Ugigj .
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Lo que implica figj = fjgi en Ugigj y por tanto, gigj(figj − fjgi) = 0 en Y .
Sea f ′i = figi, g
′
i = g
2
i para i = 1, . . . , n. Desde que ϕ = figi/g
2
i en Ug2i = Ug′i , entonces
tenemos que f ′ig
′
j = f
′
jg
′
i en Y , y tambie´n Ug = Ug′1∪ . . .∪Ug′n ; por tanto g ∈
√〈g′1, . . . , g′n〉
(en el caso proyectivo g es no constante). Sea s ∈ Z+ tal que gs = ∑ni=1 pig′i (en el caso
proyectivo, los pig
′
i son homoge´neos con s∂(g) = ∂(pi) + ∂(g
′
i)). Hacemos a continuacio´n
f =
∑n
i=1 pif
′
i y conseguimos
gsf ′j =
n∑
i=1
(pig
′
i)f
′
j =
n∑
i=1
(pif
′
i)g
′
j = fg
′
j.
De donde,
ϕ = f ′j/g
′
j = f/g
s en Ug′j = Ug2j = Ugj para cada j = 1, . . . , n.
Por lo tanto, ϕ = f/gs en Ug. ✷
Corolario 2.4.10. Sea Y una variedad af´ın o proyectiva. Se cumplen:
(a) En el caso af´ın, O(Ug) ∼= A(Y )g.
(b) En el caso proyectivo, O(Ug) ∼= (S(Y )g)0.
Demostracio´n. Consecuencia directa del teorema anterior. ✷
Corolario 2.4.11. Si Y es un conjunto algebraico af´ın, entonces
O(Y ) ∼= A(Y ).
Demostracio´n. Resulta inmediato al tomar Y = U1 en el ı´tem (a) del corolario anterior.
✷
Definicio´n 2.4.15. Sea Y una variedad y sea Z un subespacio irreducible de Y . Sea
F(Z) la coleccio´n de subconjuntos abiertos U de Y tal que U ∩ Z 6= ∅. Si U1, U2 son
elementos de F(Z), la irreducibilidad de Z implica que U1 ∩ U2 es tambie´n elemento de
F. Consideremos la familia de pares (U, ϕ), donde U ∈ F, ϕ ∈ O(U) y en esta coleccio´n
definimos la relacio´n (U1, ϕ1) ∼ (U1, ϕ1) si existe U ∈ F(Z) con U ⊆ U1 ∩ U2 tal que
ϕ1
∣∣
U
= ϕ1
∣∣
U
. Es fa´cil verificar que esta relacio´n es de equivalencia. El conjunto de estas
clases de equivalencia es denotado por OZ,Y y un elemento 〈U, ϕ〉 ∈ OZ,Y es llamado
funcio´n regular germen en Z.
Definiendo en OZ,Y las operaciones de adicio´n y multiplicacio´n como
〈U1, ϕ1〉+ 〈U2, ϕ2〉 = 〈U1 ∩ U2, ϕ1 + ϕ2〉 y 〈U1, ϕ1〉.〈U2, ϕ2〉 = 〈U1 ∩ U2, ϕ1ϕ2〉
Entonces OZ,Y se convierte en una k-a´lgebra. Consideremos el conjunto mZ,Y = {〈U, ϕ〉 ∈
OZ,Y |ϕ = 0 en U ∩Z }, entonces se puede verificar fa´cilmente que mZ,Y es un ideal propio
de OZ,Y .
Observacio´n 2.4.5. Sea V un subconjunto abierto de una variedad Y tal que V ∩Z 6= ∅.
Si 〈U, ϕ〉 ∈ OZ,Y , se tiene que U ∩ Z 6= ∅, donde U es abierto en Y y ϕ ∈ O(U). Ahora
bien, desde que Z es irreducible, entonces (U ∩ V ) ∩ Z 6= ∅ y tambie´n la restriccio´n de ϕ
a U ∩ V es regular, lo que implica 〈U, ϕ〉 = 〈U ∩ V, ϕ〉. Por lo tanto, OZ,Y = OZ,V .
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Proposicio´n 2.4.12. OZ,Y es un anillo local con ideal maximal mZ,Y .
Demostracio´n. Si 〈U, ϕ〉 ∈ OZ,Y \ mZ,Y , entonces ϕ(p) 6= 0 para algu´n p ∈ U ∩ Z. Como
ϕ ∈ O(U), existen f, g ∈ A(Y ) (resp. homoge´neos del mismo grado en S(Y )) con g 6= 0
tal que p ∈ Ug ⊆ U y ϕ = f/g en Ug. Como g(p) 6= 0, entonces Ug ∩ Z 6= ∅ y as´ı
Ug ∈ F(Z); por tanto, U ∩ Ug ∈ F(Z) y 〈U, ϕ〉 = 〈Ug, ϕ〉. Tambie´n, desde que ϕ(p) 6= 0,
entonces f(p) 6= 0 y Uf ∩W 6= ∅, o sea Uf ∈ F(Z); adema´s, Ufg = Uf ∩ Ug ∈ F(Z) y se
tiene
〈U, ϕ〉.〈Uf , g/f〉 = 〈Ug, f/g〉.〈Uf , g/f〉 = 〈Ufg, 1〉
Todo lo anterior nos dice que OZ,Y \ U(OZ,Y ) ⊆ mZ,Y . Por tanto, mZ,Y es el u´nico ideal
maximal de OZ,Y . ✷
Observacio´n 2.4.6. Si Z = {p}, denotamos por Op,Y o tambie´n por Op(Y ) en lugar de
OZ,Y y lo llamaremos anillo local de Y en el punto p y su ideal maximal es denotado por
mp,Y o tambie´n mp(Y ).
Definicio´n 2.4.16. Sea k un cuerpo algebraicamente cerrado. Una variedad algebraica
sobre k o simplemente una variedad, es cualquier variedad af´ın, casi af´ın, proyectiva o casi
proyectiva definido anteriormente. Si X e Y son dos variedades, un morfismo ϕ : X → Y
es una aplicacio´n continua tal que para cada conjunto abierto V ⊆ Y , y para cada funcio´n
regular f : V → k, la funcio´n f ◦ ϕ : ϕ−1(V )→ k es regular.
Claramente la composicio´n de dos morfismos es un morfismo, as´ı tenemos una cate-
gor´ıa, que denotaremos por Var(k).
Lema 2.4.13. Sea Y una hipersuperficie en An dado por la ecuacio´n f(x1, . . . , xn) = 0.
Entonces An − Y es isomorfo a la hipersuperficie H en An+1 dado por xn+1f = 1. En
particular, An − Y es af´ın, y su anillo de coordenadas es k[x1, . . . , xn]f .
Demostracio´n. Definimos ϕ : H → An por (a1, . . . , an+1) 7→ (a1, . . . , an). Claramente ϕ es
un morfismo inyectivo con imagen An−Y . Luego, resta probar que ϕ−1 es un morfismo de
An−Y en H, pero esto se sigue desde que ϕ−1(a1, . . . , an) = (a1, . . . , an, 1/f(a1, . . . , an)).
✷
Proposicio´n 2.4.14. Sobre una variedad Y , existe una base de abiertos de Y consistiendo
subconjuntos abiertos y afines.
Demostracio´n. Se sigue del lema anterior. ✷
Cap´ıtulo 3
Haces y Esquemas
3.1 Haces y Morfismos entre Haces
Definicio´n 3.1.1. Sea X un espacio topolo´gico. Denotemos por Top(X) a la categor´ıa
formada por subconjuntos abiertos de X, donde los morfismos entre estos objetos son las
inclusiones; mas precisamente, Hom(V, U) so´lo consta de la inclusio´n V →֒ U si V ⊆ U , y
Hom(V, U) = ∅ si V * U . Sea C la categor´ıa de conjuntos, un prehaz F de conjuntos sobre
X, es un funtor contravariante de Top(X) en la categor´ıa C, tal que F(∅) consiste de un
so´lo elemento. Si U ⊆ V son dos abiertos de X e ı : U →֒ V es la inclusio´n, denotaremos
por ρV U a la aplicacio´n F(ı) : F(V ) → F(U). Por otra parte, si C es la categor´ıa de
grupos, mo´dulos, anillos o a´lgebras, entonces las aplicaciones ρV U son homomorfismos de
dichas categor´ıas, y diremos que F es un prehaz de grupos, mo´dulos, anillos o a´lgebras,
respectivamente.
Si F es un prehaz de grupos, entonces F(∅) es el grupo trivial cero, denotado simple-
mente por 0. En lo que sigue, cada vez que nos referimos a un prehaz sobre X estaremos
entendiendo que se trata de un prehaz de grupos abelianos. Si F es un prehaz sobre X y
U ⊆ X es un subconjunto abierto, la asignacio´n V 7→ F(V ) para todo conjunto abierto
V ⊆ U , determina obviamente un prehaz sobre U , este es llamado prehaz restriccio´n de
F sobre U y es denotado por F
∣∣
U
; esto es, si V1 ⊆ V2 ⊆ U , hacemos ıV1V2 : V1 →֒ V2 y
F
∣∣
U
(ıV1V2) = ρV2V1 . Para una mejor terminolog´ıa, para un prehaz F sobre X, haremos
referencia a F(U) como el conjunto de secciones de F sobre U , algunas veces usaremos
la notacio´n Γ(U,F) para denotar al grupo F(U). Llamaremos a ρUV el homomorfismo
restriccio´n de U a V y mayormente escribiremos s
∣∣
V
en lugar de ρUV (s) cuando s ∈ F(U).
A continuacio´n establecemos la definicio´n de haz.
Definicio´n 3.1.2. Un prehaz F sobre X es llamado haz, si para todo subconjunto abierto
U de X y todo cubrimiento U =
⋃
i∈I Ui, se cumplen:
(i) Si s ∈ F(U) es tal que s∣∣
Ui
= 0 para todo i ∈ I, entonces s = 0.
(ii) Para cada i ∈ I sea si ∈ F(Ui). Si si
∣∣
Ui∩Uj
= sj
∣∣
Ui∩Uj
para todo i, j ∈ I, entonces
existe s ∈ F(U) tal que s∣∣
Ui
= si para todo i.
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Observacio´n 3.1.1. El elemento s de la condicio´n (ii) es u´nico. En efecto, sea s′ ∈ F(U)
tal que s′
∣∣
Ui
= si para todo i; luego para cada i ∈ I se cumple (s− s′)
∣∣
Ui
= 0; se sigue de
(i) que s = s′. Cuando se tiene la primera igualdad en la condicio´n (ii), tambie´n diremos
que los elementos si y sj son compatibles.
Ejemplo 3.1.1. Sea X una variedad af´ın o proyectiva sobre un cuerpo algebraicamente
cerrado k. Dado un conjunto abierto U ⊆ X, sea O(U) el k-a´lgebra de funciones regulares
de U en k y para cada abierto V ⊆ U sea ρUV : O(U) → O(V ) la restriccio´n natural de
aplicaciones. Entonces O es un haz de k-a´lgebras en X, llamamos a O el haz de funciones
regulares en X (ver Proposicio´n 2.4.8)
Ejemplo 3.1.2. (Un prehaz que no es haz). Consideremos C con la topolog´ıa usual y
para cada abierto U de C, sea
F(U) = {f : U → C | f es holomorfa y acotada} ,
junto con las restricciones usuales ρUV : F(U)→ F(V ). Es claro que F es un prehaz de C-
a´lgebras. Para cada entero positivo n, sea Un = {z ∈ C | |z| < n}, entonces C =
⋃
n≥1 Un
y las funciones fn : Un → C definidas por fn(z) = z son tales que fn ∈ F(Un). Tambie´n
tenemos que fn
∣∣
Um∩Un
= fm
∣∣
Um∩Un
; pero el teorema de Liouville nos dice que no existe
f ∈ F(C) tal que f ∣∣
Un
= fn para todo n ≥ 1. Por tanto, F es un prehaz que no es un
haz.
Ejemplo 3.1.3. Sean F y G prehaces de grupos sobre un espacio topolo´gico X, es fa´cil
ver que la correspondencia U 7→ F(U) ⊗Z G(U) es un prehaz de grupos llamado prehaz
producto tensorial de F y G. Si F y G son haces, en general el prehaz producto tensorial
de F y G no es un haz(ver Litaca [8], pag. 37).
Ejemplo 3.1.4. Sea {Fi}i∈I una familia de haces sobre X, el prehaz suma directa es
definido como U 7→⊕i∈I Fi(U). Si I es un conjunto finito se prueba facilmente que este
prehaz es un haz. Sin embargo cuando I no es finito, este prehaz no es en general un haz.
Por ejemplo, si tomamos X = Z con la topolog´ıa discreta y considaremos el haz F de
anillos sobre X, definido en cada subconjunto U ⊆ Z, por
F(U) = {f : U → Z |f es una aplicacio´n} .
entonces
⊕
i∈ZF no es un haz. En efecto, notemos que si U 6= ∅, F(U) es un anillo no
nulo. Tomemos para cada k ∈ Z, un elemento fk ∈ F({k}) tal que fk 6= 0. Para cada
k ∈ Z consideremos las secciones sk = (sik)i∈Z ∈
⊕
i∈ZF({k}) tal que
sik =
{
fk , si i = k ,
0 , si i 6= k .
De manera trivial, los sk son compatibles. Ahora bien, si este prehaz fuera un haz, existir´ıa
una seccio´n global t = (ti)i ∈
⊕
i∈ZF(Z) tal t
∣∣
{k}
= sk para todo k ∈ Z, lo que implica
que ti
∣∣
{k}
= sik para todo i, k ∈ Z. Puesto que t tiene soporte finito, existe j ∈ Z tal que
tj = 0, y si tomamos k = j, tendremos 0 = tj
∣∣
{k}
= skk = fk 6= 0, lo cual es absurdo.
Este ejemplo tambie´n muestra que el l´ımite directo de haces no es necesariamente un
haz.
2.1 Haces y Morfismos entre Haces 33
Definicio´n 3.1.3. Si F es un prehaz en X y p ∈ X, definimos el tallo Fp de F en p
como el l´ımite directo de los grupos F(U), donde U var´ıa en la familia de abiertos de X
conteniendo p, relativo al sistema de homomorfismos ρV U para U ⊆ V . Los elementos de
Fp son llamados ge´rmenes de F en p, y son denotados por 〈U, s〉, donde U es un entorno
abierto de p y s ∈ F(U). Dos tales ge´rmenes 〈U, s〉 y 〈V, t〉 son iguales si existe un entorno
abierto W de p con W ⊆ U ∩ V tal que s∣∣
W
= t
∣∣
W
; adema´s, la operacio´n en este grupo
es definida como sigue
〈U, s〉+ 〈V, t〉 = 〈U ∩ V, s∣∣
U∩V
+ t
∣∣
U∩V
〉 .
El elemento neutro en este grupo es el germen 〈U, 0〉, donde 0 denota el elemento neutro
de F(U); tambie´n el inverso de 〈U, s〉 es el germen 〈U,−s〉.
Ejemplo 3.1.5. En el caso de una variedad X y su haz de funciones regulares O, el tallo
Op(X) = Op en p, es precisamente el anillo local de X en el punto p (ver Observacio´n
2.4.6).
Observacio´n 3.1.2. Sea F un haz sobre X y sea U un abierto de X. Si s ∈ F(U) es
una seccio´n tal que sp = 0 para todo p ∈ U , entonces s = 0. En efecto, si 〈U, s〉 = sp = 0
para todo p ∈ U , entonces podemos conseguir un cubrimiento abierto de U formado por
entornos V ⊆ U de p tal que s|V = 0, luego por la propiedad de haz, s = 0.
Observacio´n 3.1.3. Sea F un haz sobre X y sea U un abierto de X. Si p ∈ U , entonces
(F|U)p ∼= Fp. En efecto, el homomorfismo (F|U)p → Fp dado por 〈V, s〉 7→ 〈V, s〉 donde
V ⊆ U , es un isomomorfismo con inversa 〈W, s〉 7→ 〈W ∩ U, s〉.
Definicio´n 3.1.4. El soporte de un haz F sobre un espacio topolo´gico X es el conjunto
de puntos p ∈ X tal que Fp 6= 0. El soporte de F sera´ denotado por Sop(F).
Lema 3.1.6. Sea F un haz sobre X y sea U un subconjunto abierto de X. Entonces
Sop(F|U) = Sop(F) ∩ U .
Demostracio´n. Se sigue de inmediato de la definicio´n de soporte de haz y del isomorfismo
(F|U)p ∼= Fp . ✷
Definicio´n 3.1.5. Sean F y G prehaces en X. Un morfismo de prehaces ϕ : F → G
es una familia de homomorfismos de grupos abelianos ϕ(U) : F(U) → G(U), donde U
es un subconjunto abierto de X, tal que estos homomorfismos son compatibles con las
restricciones de F y G; es decir, siempre que tenemos V ⊆ U , el siguiente diagrama es
conmutativo
F(U) ϕ(U) //
ρUV

G(U)
ρ′UV

F(V ) ϕ(V ) // G(V )
siendo ρ y ρ′ las restricciones en F y G, respectivamente. Un morfismo entre los haces F y
G es un morfismo de prehaces ϕ : F → G. Decimos que un morfismo ϕ es un isomorfismo,
si ϕ(U) : F(U) → G(U) es un isomorfismo para cada abierto U de X. Si ϕ : F → G y
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ψ : G → H son dos morfismos de prehaces (resp. haces), la composicio´n de ϕ y ψ es el
morfismo de prehaces (resp. haces) ψ◦ϕ : F → H difinido como (ψ◦ϕ)(U) := ψ(U)◦ϕ(U)
para todo abierto U de X.
Los prehaces de grupos abelianos sobre X junto con los morfismos de prehaces forman
una categor´ıa que denotaremos por Preh(X). Asimismo, denotaremos por Hac(X) a la
categor´ıa de haces de grupos abelianos sobre X.
Observacio´n 3.1.4. Un morfismo de prehaces ϕ : F → G sobreX induce para cada punto
p ∈ X un homomorfismo en los tallos, ϕp : Fp → Gp definido por ϕp〈U, s〉 := 〈U, ϕ(U)(s)〉.
Veamos la buena definicio´n, si 〈U, s〉 = 〈V, t〉, entonces existe un entorno abierto W de p
con W ⊆ U ∩ V y tal que s∣∣
W
= t
∣∣
W
, luego
ϕ(U)(s)
∣∣
W
= ϕ(W )(s
∣∣
W
) = ϕ(W )(t
∣∣
W
) = ϕ(V )(t)
∣∣
W
,
el cual implica 〈U, ϕ(U)(s)〉 = 〈V, ϕ(V )(t)〉. Para mostrar que ϕp es un homomorfismo de
grupos, tomemos 〈U, s〉, 〈V, t〉 ∈ Fp, luego
ϕp(〈U, s〉+ 〈V, t〉) = ϕp(U ∩ V, s
∣∣
U∩V
+ t
∣∣
U∩V
)
=
〈
U ∩ V, ϕ(U ∩ V )(s∣∣
U∩V
+ t
∣∣
U∩V
)
〉
=
〈
U ∩ V, ϕ(U ∩ V )(s∣∣
U∩V
) + ϕ(U ∩ V )(t∣∣
U∩V
)
〉
=
〈
U ∩ V, ϕ(U)(s)∣∣
U∩V
+ ϕ(V )(t)
∣∣
U∩V
〉
=
〈
U, ϕ(U)(s)
〉
+
〈
V, ϕ(V )(t)
〉
= ϕp〈U, s〉+ ϕp〈V, t〉.
La siguiente proposicio´n muestra que el isomorfismo de haces es una propiedad local.
Proposicio´n 3.1.7. Sea ϕ : F → G un morfismo de haces en un espacio topolo´gico X.
Entonces ϕ es un isomorfismo si y so´lo si ϕp : Fp → Gp es un isomorfismo para cada
p ∈ X.
Demostracio´n. Consideremos p ∈ X un punto arbitrario y veamos que ϕp : Fp → Gp
es un isomorfismo. Verifiquemos en principio que ϕp es inyectiva, sea 〈U, s〉 ∈ Fp tal
que ϕp〈U, s〉 = 〈X, 0〉, entonces tenemos que 〈U, ϕ(U)(s)〉 = 〈X, 0〉, de donde existe un
entorno abierto W de p, contenido en U tal que
0
∣∣
W
= ϕ(U)(s)
∣∣
W
= ϕ(W )(s
∣∣
W
) .
Ahora bien, como ϕ(W ) es monomorfismo, debemos tener s
∣∣
W
= 0. Por lo tanto, 〈U, s〉 =
〈X, 0〉 mostrando que ϕp es inyectiva.
A continuacio´n veamos que ϕp es sobreyectiva. Tomemos 〈U, t〉 ∈ Gp, desde que ϕ(U)
es sobreyectiva existe s ∈ F(U) tal que ϕ(U)(s) = t; de esta manera tenemos que
〈U, t〉 = 〈U, ϕ(U)(s)〉 = ϕp〈U, s〉 ,
mostrando que ϕp es sobreyectiva.
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Rec´ıprocamente, supongamos que ϕp es un isomorfismo para todo p ∈ X y veamos
que ϕ es un isomorfismo. Fijemos un abierto U de X y veamos que ϕ(U) es inyectiva;
para esto sea s ∈ F(U) tal que ϕ(U)(s) = 0 en G(U). Entonces dado p ∈ U ,
ϕp〈U, s〉 = 〈U, ϕ(U)(s)〉 = 〈U, 0〉 .
Desde que ϕp es inyectiva, 〈U, s〉 = 〈U, 0〉; as´ı que existe un entorno abierto Wp de p con
Wp ⊆ U tal que s
∣∣
Wp
= 0. Ahora bien, desde que U =
⋃
p∈U Wp y F es un haz, entonces
s = 0 y ϕ(U) es inyectiva. Veamos ahora que ϕ(U) es sobreyectiva. Sea t ∈ G(U), un
punto p ∈ U y consideremos 〈U, t〉 ∈ Gp. Desde que ϕp es sobreyectiva, existe un germen
〈V ′p , s′(p)〉 ∈ Fp tal que
〈U, t〉 = ϕp〈V ′p , s′(p)〉 =
〈
V ′p , ϕ(V
′
p)(s
′(p))
〉
.
Entonces existe un entorno abierto Vp de p con Vp ⊆ V ′p ∩ U tal que
t
∣∣
Vp
= ϕ(V ′p)(s
′(p))
∣∣
Vp
= ϕ(Vp)(s
′(p)
∣∣
Vp
) .
Haciendo s(p) = s′(p)
∣∣
Vp
para cada p ∈ U , tenemos ϕ(Vp)(s(p)) = t
∣∣
Vp
. Veamos a
continuacio´n que s(p)
∣∣
Vp∩Vq
= s(q)
∣∣
Vp∩Vq
para todo p, q ∈ U , en efecto,
ϕ(Vp ∩ Vq)(s(p)
∣∣
Vp∩Vq
) = ϕ(Vp)(s(p))
∣∣
Vp∩Vq
= (t
∣∣
Vp
)
∣∣
Vp∩Vq
= t
∣∣
Vp∩Vq
.
Tambie´n se tiene que
ϕ(Vp ∩ Vq)(s(q)
∣∣
Vp∩Vq
) = ϕ(Vq)(s(q))
∣∣
Vp∩Vq
= (t
∣∣
Vq
)
∣∣
Vp∩Vq
= t
∣∣
Vp∩Vq
.
Desde que ϕ(Vp ∩ Vq) es inyectiva, se sigue que s(p)
∣∣
Vp∩Vq
= s(q)
∣∣
Vp∩Vq
. Por tanto, U =⋃
p∈U Vp con s(p) ∈ F(Vp) para todo p ∈ U y s(p)
∣∣
Vp∩Vq
= s(q)
∣∣
Vp∩Vq
; desde que F es un
haz, existe s ∈ F(U) tal que s∣∣
Vp
= s(p) para todo p ∈ U . Por otra parte,
ϕ(U)(s)
∣∣
Vp
= ϕ(Vp)(s
∣∣
Vp
) = ϕ(Vp)(s(p)) = t
∣∣
Vp
.
Finalmente tenemos que los abiertos Vp cubren a U , las secciones t, ϕ(U)(s) esta´n en G(U)
y ϕ(U)(s)
∣∣
Vp
= t
∣∣
Vp
para todo p ∈ U . Ahora bien, ya que G es un haz, ϕ(U)(s) = t, esto
muestra que ϕ(U) es sobreyectiva, por consiguiente, ϕ(U) es un isomorfismo, y desde que
U es arbitrario, se sigue que ϕ es un isomorfismo. ✷
A continuacio´n trataremos sobre los B-prehaces y B-haces, veremos que ellos se ex-
tienden de manera natural a un prehaz y haz respectivamente.
Definicio´n 3.1.6. Sea X un espacio topolo´gico y B una base de abiertos de X, considere-
mos la categor´ıaB cuyos objetos son los elementos de B y los morfismos son las inclusiones
V →֒ U . Un B-prehaz F de grupos abelianos sobre X es un funtor contravariante de B
en la categor´ıa de grupos abelianos. Esto es, para cada par de abiertos ba´sicos V ⊆ U , se
tiene un homomorfismo ρUV : F(U)→ F(V ) satisfaciendo las siguientes condiciones:
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(i) ρUU = idF(U) para todo U ∈ B.
(ii) ρUW = ρVW ◦ ρUV para todo U, V,W ∈ B tal que W ⊆ V ⊆ U .
Si adema´s se cumplen las condiciones:
(iii) Dado un abierto ba´sico U y un cubrimiento {Ui}i∈I de U por abiertos ba´sicos; si
s ∈ F(U) es tal que ρUUi(s) = 0 para todo i, entonces s = 0.
(iv) Dado un abierto ba´sico U y un cubrimiento {Ui}i∈I de U por abiertos ba´sicos; si
si ∈ F(Ui) es tal que ρUiV (si) = ρUjV (sj) para todo abierto ba´sico V ⊆ Ui ∩ Uj y
para todo par de ı´ndices i, j, entonces existe s ∈ F(U) tal que ρUUi(s) = si para
todo i.
Entonces F es llamado B-haz de grupos abelianos. Ana´logamente se define un B-prehaz
y un B-haz de anillos.
Sean F y G dos B-prehaces sobre X, un morfismo de B-prehaces ϕ : F → G consiste
de homomorfismos ϕ(U) : F(U) → G(U) para todo U ∈ B, tal que para cada inclusio´n
V ⊆ U de abiertos ba´sicos, el diagrama
F(U) ϕ(U) //
ρUV

G(U)
ρ′UV

F(V ) ϕ(V ) // G(V )
es conmutativo, donde ρ y ρ′ son las restricciones en F y G, respectivamente. Un morfismo
entre los B-haces F y G es un morfismo de B-prehaces ϕ : F → G. Decimos que un
morfismo ϕ es un isomorfismo si ϕ(U) : F(U) → G(U) es un isomorfismo para cada
abierto U ∈ B.
En lo que sigue, X sera´ un espacio topolo´gico, B una base de abiertos de X y los
B-prehaces tendra´n valores en grupos abelianos, y lo mismo para los B-haces.
Proposicio´n 3.1.8. Si F es un B-prehaz sobre X, entonces F se extiende a un prehaz
F ′ sobre X (esto quiere decir: si U ∈ B, entonces F(U) ∼= F ′(U)). Ma´s au´n, si F es un
B-haz, entonces F se extiende a un haz sobre X.
Demostracio´n. Sea F un B-prehaz sobre X y fijemos un abierto no vac´ıo U de X. Desde
que {F(V ), ρVW}V,W⊆U es un sistema proyectivo, definimos
F ′(U) = lim←−V⊆U, V ∈BF(V )
=
{
el conjunto de familias (fV )V⊆U,V ∈B ∈
∏
V⊆U,V ∈BF(V ) tal
que ρVW (fV ) = fW siempre que W ⊆ V ⊆ U con V,W ∈ B
}
y tambie´n F ′(∅) = 0. Sean dos abiertos U ′ ⊆ U de X, definimos el homomorfismo
ρ′UU ′ : F ′(U) → F ′(U ′) por (fV )V⊆U,V ∈B 7→ (fV )V⊆U ′,V ∈B. Es inmediato verificar que
ρ′UU = idF ′(U) y ρ
′
UU ′′ = ρ
′
U ′U ′′ ◦ ρ′UU ′ para tres abiertos U ′′ ⊆ U ′ ⊆ U de X
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manera F ′ es un prehaz de grupos abelianos. Veamos ahora que F ′ es una extensio´n de
F , en efecto, si U ∈ B, la proyeccio´n πU : F ′(U) → F(U) dado por (fV )V⊆U,V ∈B 7→ fU
es un isomorfismo cuya inversa es el homomorfismo F(U) → F ′(U) definido por f 7→(
ρUV (f)
)
V⊆U,V ∈B
, por tanto F ′(U) ∼= F(U).
Supongamos ahora que F es un B-haz, veamos que el prehaz F ′ es un haz, en efecto,
sea U un abierto deX y {Ui}i∈I un cubrimiento abierto de U , tomemos s = (fV )V⊆U,V ∈B ∈
F ′(U) tal que ρ′UUi(s) = 0 para todo i ∈ I, esto implica que fV = 0 para todo V ∈ B tal
que V ⊆ Ui. Mostremos a continuacio´n que s = 0, para esto fijemos un elemento V ∈ B
tal que V ⊆ U ; es evidente que V es cubierto por la familia de abiertos ba´sicos W tal
que W ⊆ V ∩ Ui con i ∈ I, adema´s ρVW (fV ) = fW = 0 para todo W del cubrimiento
de V , luego por la condicio´n (iii) de la definicio´n de B-haz, fV = 0, por tanto s = 0.
Consideremos ahora para cada i ∈ I, elementos si = (f iV )V⊆Ui,V ∈B ∈ F ′(Ui) tal que
si
∣∣
Ui∩Uj
= sj
∣∣
Ui∩Uj
para todo i, j; esto implica que f iW = f
j
W para todo W ∈ B tal que
W ⊆ Ui ∩ Uj; ahora bien, tomemos como antes un elemento V ∈ B tal que V ⊆ U
y el cubrimiento de V formado por los abiertos ba´sicos W tal que W ⊆ V ∩ Ui con
i ∈ I. Consideremos dos abiertos ba´sicos W y W ′ de esta familia y un abierto ba´sico
Z ⊆ W ∩W ′, entonces ρWZ(f iW ) = f iZ = f jZ = ρWZ(f jW ′), entonces por la condicio´n (iv)
de la definicio´n de B-haz, existe fV ∈ F(V ) tal que ρVW (fV ) = f iW para todo abierto
ba´sico W con W ⊆ V ∩ Ui. As´ı conseguimos una familia s = (fV )V⊆U,V ∈B, para ver que
s ∈ F ′(U) debemos verificar que ρV V ′(fV ) = fV ′ para abiertos ba´sicos V ′ ⊆ V , en efecto,
tomemos W ∈ B tal que W ⊆ V ′ ∩ Ui, entonces
ρV ′W
(
ρV V ′(fV )
)
= ρV ′W ◦ ρV V ′(fV ) = ρVW (fV ) = f iW = ρV ′W (fV ′) .
Ahora bien, como los abiertos W cubren a V ′, la condicio´n (i) de la definicio´n de B-haz
implica que ρV V ′(fV ) = fV ′ , por tanto s ∈ F ′(U); finalmente veamos que s
∣∣
Ui
= si para
todo i, tomemos un abierto ba´sico V ⊆ Ui, desde que ρVW (fV ) = f iW = ρVW (f iV ) para
todo abierto ba´sico W con W ⊆ V ∩ Ui, se tiene fV = f iV , esto implica que s
∣∣
Ui
= si. De
esta manera F ′ es un haz. ✷
Proposicio´n 3.1.9. Sea ϕ : F → G un morfismo de B-prehaces sobre X. Entonces existe
un morfismo de prehaces ϕ′ : F ′ → G ′ que extiende a ϕ. Adema´s, si ψ : G → H es otro
morfismo de B-prehaces y idF : F → F es el morfismo identidad, entonces (ψ◦ϕ)′ = ψ′◦ϕ′
y (idF)
′ = idF ′.
Demostracio´n. Consideremos como en la proposicio´n anterior los prehaces F ′ y G ′ que
resultan de extender F y G, respectivamente. Dado un abierto U de X, definimos
ϕ′(U) : F ′(U) → G ′(U) dado por (fV )V⊆U,V ∈B 7→
(
ϕ(V )(fV )
)
V⊆U,V ∈B
; es evidente ϕ′(U)
que es homomorfismo de grupos. Tomemos dos abiertos U ′ ⊆ U de X y un elemento
(fV )V⊆U ∈ F ′(U), si denotamos por ρ˜UU ′ a la restriccio´n de G ′ inducida por la restriccio´n
de G (como en la Proposicio´n 3.1.8), tenemos
ϕ′(U ′)
(
ρ′UU ′(fV )V⊆U
)
= ϕ′(U ′)
(
(fV )V⊆U ′
)
=
(
ϕ(V )(fV )
)
V⊆U ′
= ρ˜UU ′
(
ϕ(V )(fV )
)
V⊆U
= ρ˜UU ′
(
ϕ′(U)(fV )V⊆U
)
,
por tanto, ϕ′(U ′)◦ρ′UU ′ = ρ˜UU ′ ◦ϕ′(U), esto prueba que ϕ′ es un morfismo. Por otro lado,
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si U ∈ B, el siguiente diagrama es conmutativo
F ′(U) ϕ
′(U) //

G ′(U)

F(U) ϕ(U) // G(U)
donde las flechas verticales son isomorfismos (definidos en la Proposicio´n 3.1.8), de esta
manera el homomorfismo ϕ′(U) se identifica con ϕ(U).
Supongamos que ψ : G → H es otro morfismo de B-prehaces. Para cada abierto U de
X, tenemos
(ψ ◦ ϕ)′(U)((fV )V⊆U) = (ψ(U) ◦ ϕ(U)(fV ))V⊆U = ψ′(U)((ϕ(U)(fV ))V⊆U)
= ψ′(U) ◦ ϕ′(U)((fV )V⊆U) .
Luego (ψ ◦ ϕ)′(U) = ψ′(U) ◦ ϕ′(U) y por tanto (ψ ◦ ϕ)′ = ψ′ ◦ ϕ′. Tambie´n se tiene
(idF)
′(U)
(
(fV )V⊆U
)
=
(
(fV )V⊆U)
)
= idF ′(U)
(
(fV )V⊆U
)
que implica que (idF)
′ = idF ′ , y
la demostracio´n termina. ✷
Observacio´n 3.1.5. Los B-prehaces (resp. los B-prehaces) forman una categor´ıa que
lo denotamos por BPreh (resp. BHac). La Proposicio´n 3.1.9 nos dice que la correspon-
dencia F 7→ F ′ es un funtor covariante de BPreh en Preh. Asimismo, si F ∈ BHac la
correspondencia F 7→ F ′ es un funtor covariante de BHac en Hac.
Proposicio´n 3.1.10. Sea F es un haz sobre X y consideremos el haz F ′ que resulta de
extender el B-haz natural V 7→ F(V ) con V ∈ B. Entonces F ′ isomorfo a F como haces.
Demostracio´n. Dado un abierto U de X, definimos el homomorfismo ϕ(U) : F(U) →
F ′(U) dado por f 7→ (f ∣∣
V
)V⊆U, V ∈B. A continuacio´n definiremos un homomorfismo
ψ(U) : F ′(U) → F(U) inverso de ϕ(U). Para ello consideremos primeramente un ele-
mento (fV )V⊆U, V ∈B de F ′(U) y veamos que los elementos fV son compatibles. En efecto,
dados V, V ′ ∈ B tal que V, V ′ ⊆ U , y sea W un abierto ba´sico tal que W ⊆ V ∩ V ′,
entonces
(fV
∣∣
V ∩V ′
)
∣∣
W
= fV
∣∣
W
= fW = fV ′
∣∣
W
= (fV ′
∣∣
V ∩V ′
)
∣∣
W
,
desde que F es haz y los abiertos ba´sicos W cubren a V ∩V ′ tenemos fV
∣∣
V ∩V ′
= fV ′
∣∣
V ∩V ′
,
luego existe una u´nica seccio´n f ∈ F(U) tal que f ∣∣
V
= fV para todo abierto ba´sico
V ⊆ U . Definimos ψ(U)((fV )V⊆U, V ∈B) := f . Para mostrar que ψ(U) es homomorfismo,
damos dos elementos (fV )V⊆U , (gV )V⊆U de F ′(U) y hacemos
f = ψ(U)((fV )V⊆U), g = ψ(U)((gV )V⊆U) y h = ψ(U)
(
(fV )V⊆U + (gV )V⊆U
)
.
Para cualquier abierto ba´sico V ⊆ U , tenemos
h
∣∣
V
= fV + gV = f
∣∣
V
+ g
∣∣
V
= (f + g)
∣∣
V
,
y como F es haz tenemos que h = f + g; de esta manera ψ(U) es homomorfismo.
Veamos ahora que ψ(U) es el inverso de ϕ(U), sea f ∈ F(U), tenemos ψ(U) ◦ ϕ(U)(f) =
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ψ(U)
(
(f
∣∣
V
)
V⊆U
), por otro lado hacemos g = ψ(U)((f
∣∣
V
)V⊆U), entonces por definicio´n
g
∣∣
V
= f
∣∣
V
para cada abierto ba´sico V ⊆ U , y como F es haz, g = f . Por otra parte, si
(fV )V⊆U ∈ F ′(U) y f = ψ(U)((fV )V⊆U), tenemos ϕ(U) ◦ ψ(U)((fV )V⊆U) = ϕ(U)(f) =
(f
∣∣
V
)V⊆U , donde por definicio´n f
∣∣
V
= fV . De esta manera ψ(U) y ϕ(U) son inversos, y
F ′(U) se identifica con F(U).
Finalmente, para dos abiertos U ⊆ V deX, tenemos el siguiente diagrama conmutativo
F(U) ϕ(U) //

F ′(U)

F(V ) ϕ(V ) // F ′(V )
donde las flechas verticales son las restricciones correspondientes, de esta manera ϕ y ψ
son morfismos inversos, por tanto F ′ ∼= F . ✷
Observacio´n 3.1.6. Los resultados anteriores tambie´n son va´lidos cuando losB-prehaces,
B-haces, prehaces y los haces tienen valores en la categor´ıa de los anillos.
Definicio´n 3.1.7. Sea ϕ : F → G un morfismo de prehaces sobre X. Definimos el prehaz
nu´cleo de ϕ como U 7→ Nuc ϕ(U). Tambie´n definimos el prehaz imagen de ϕ mediante
U 7→ Im ϕ(U).
Proposicio´n 3.1.11. Si ϕ : F → G es un morfismo de haces sobre X, entonces el prehaz
nu´cleo de ϕ es un haz.
Demostracio´n. Fijemos un abierto U y sea V un abierto de U . Tomemos el diagrama
conmutativo
Nuc(ϕ(U))
ρ˜UV


 // F(U)
ρUV

ϕ(U) // G(U)
ρ′UV

Nuc(ϕ(V )) 
 // F(V ) ϕ(U) // G(V )
Desde que el cuadrado de la derecha es conmutativo, la imagen de ρUV restricto a
Nuc(ϕ(U)) esta´ contenido en Nuc(ϕ(V )); as´ı, de esta manera denotamos ρ˜UV = ρUV
∣∣
Nuc(ϕ(U))
.
A partir de la definicio´n, es claro que Nuc(ϕ)(∅) = Nuc(ϕ(∅)) = 0 y ρ˜UU = ρUU
∣∣
Nuc(ϕ(U))
=
idF(U)
∣∣
Nuc(ϕ(U))
= idNuc(ϕ(U)); por otra parte, dados W ⊆ V ⊆ U y s ∈ Nuc(ϕ(U)) se tiene
ρ˜UW ◦ ρ˜UV (s) = ρUW ◦ ρUV (s) = ρUW (s) = ρ˜UW (s).
Tomemos ahora un cubrimiento abierto {Vi}i∈I de U y sea s ∈ Nuc(ϕ(U)) tal que 0 =
ρ˜UVi(s) = ρUVi(s) para todo i ∈ I; sabiendo que Nuc(ϕ(U)) ⊆ F(U) y F es un haz, se
sigue que s = 0.
Finalmente, sean si ∈ Nuc(ϕ(Vi)) tal que ρ˜Vi(Vi∩Vj)(si) = si
∣∣
Vi∩Vj
= sj
∣∣
Vi∩Vj
= ρ˜Vj(Vi∩Vj)(sj),
desde que Nuc(ϕ(Vi)) ⊆ F(Vi) y F es un haz, existe s ∈ F(U) tal que ρ˜UVi(s) = s
∣∣
Vi
= si
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para todo i ∈ I. Por otro lado, s ∈ Nuc(ϕ(U)) si, y so´lo si, ϕ(U)(s) = 0, entonces veamos
que ϕ(U)(s) = 0; en efecto,
ϕ(U)(s)
∣∣
Vi
= ϕ(Vi)(s
∣∣
Vi
) = ϕ(Vi)(si) = 0 .
Pero ϕ(U)(s) ∈ G(U) y G es un haz, entonces ϕ(U)(s) = 0, o sea, s ∈ Nuc(ϕ(U)). ✷
Proposicio´n 3.1.12 (Propiedad Universal de la Hacificacio´n). Dado un prehaz F en X,
existe un haz F+ y un morfismo θ : F → F+ con la siguiente propiedad universal: para
cualquier haz G y cualquier morfismo ϕ : F → G, existe un u´nico morfismo ψ : F+ → G
tal que ϕ = ψ ◦ θ. Adema´s, el par (F+, θ) es u´nico salvo isomorfismo. F+ es llamado haz
asociado al prehaz F .
Demostracio´n. Para cada abierto U de X, definimos F+(U) como el conjunto de funciones
f : U → ⊔p∈U Fp que satisfacen las siguientes propiedades:
(i) f(p) ∈ Fp para todo p ∈ U ,
(ii) para cada p ∈ U existe una vecindad abierta V ⊆ U de p y existe un elemento
s ∈ F(V ) tal que f(q) = sq para todo q ∈ V .
Dotemos a F+(U) de estructura de grupo, para f, g ∈ F+(U) definimos f + g como
(f + g)(p) = f(p) + g(p) para todo p ∈ U .
Es inmediato verificar que f + g satisface las condiciones anteriores (i) y (ii), y con esta
operacio´n F+(U) es un grupo abeliano, donde el elemento neutro es la funcio´n nula y el
inverso aditivo de f es la funcio´n −f , definido por (−f)(p) := −f(p) para todo p ∈ U .
Luego, es fa´cil comprobar que con la restriccio´n usual de funcio´n, F+ es un haz de grupos
abelianos.
Dado un abierto U de X, cada elemento s ∈ F(U) induce una funcio´n s+ : U →⊔
p∈U Fp dada por p 7→ sp, esta funcio´n satisface trivialmente las condiciones (i) y (ii), as´ı
s+ ∈ F+(U). Luego tenemos una aplicacio´n θ(U) : F(U)→ F+(U) dada por s 7→ s+, esta
aplicacio´n es un homomorfismo de grupos, ya que si s, t ∈ F(U) tenemos (s+ t)p = sp+ tp
para todo p ∈ U . Sea V subconjunto abierto de U y s ∈ F(U), si p ∈ V tenemos
(s|)+V (p) = 〈V, s|V 〉 = 〈U, s〉 = s+(p) = s+|V (p), luego
(s|V )+ = s+|V . (3.1.1)
Esto implica que el siguiente diagrama
F(U) θ(U) //

F+(U)

F(V ) θ(V ) // F+(V )
es conmutativo, donde las flechas verticales son las restricciones correspondientes. De
esta manera θ : F → F+ es un morfismo de prehaces. A continuacio´n veamos que el
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par (F+, θ) satisface la propiedad universal. Dado un haz G y un morfismo ϕ : F → G .
Vamos a definir un morfismo ψ : F+ → G tal que el siguiente diagrama conmute
F θ //
ϕ
  
F+
ψ

G
Dado un abierto U de X y f ∈ F+(U). Por definicio´n de F+, existe un cubrimiento
abierto {Ui}i∈I de U y existen si ∈ F(Ui) tal que f |Ui = s+i para todo i ∈ I. Sea
ti = ϕ(Ui)(si) ∈ G(Ui) y veamos que ti|Ui∩Uj = tj|Ui∩Uj en G(Ui ∩ Uj). En efecto, como
s+i |Ui∩Uj = f |Ui∩Uj = s+j |Ui∩Uj , entonces para p ∈ Ui ∩ Uj tenemos(
si|Ui∩Uj
)
p
= s+i |Ui∩Uj(p) = s+j |Ui∩Uj(p) =
(
sj|Ui∩Uj
)
p
.
Luego existe un entorno V de p tal que V ⊆ Ui ∩ Uj y si|V = sj|V . Entonces tenemos
ti|V = ϕ(Ui)(si)|V = ϕ(V )(si|V ) = ϕ(V )(sj|V ) = ϕ(Uj)(sj)|V = tj|V .
Puesto que G es haz y los abiertos V cubren a Ui ∩ Uj, tenemos ti|Ui∩Uj = tj|Ui∩Uj luego
existe t ∈ G(U) tal que t∣∣
Ui
= ti para todo i ∈ I. Veamos que t so´lo depende de f y
no del cubrimiento {Ui} ni de los elementos si. Supongamos que existe un cubrimiento
abierto {Vj}j∈J de U y existen rj ∈ F(Vj) tal que f |Vj = r+j para todo j ∈ J , si hacemos
t′j = ϕ(Vj)(rj) y seguimos el argumento anterior conseguimos un elemento t
′ ∈ G(U) tal
que t′
∣∣
Vj
= t′j para todo j ∈ J . Denotemos Wij = Ui ∩ Vj para todo (i, j) ∈ I × J ,
entonces s+i |Wij = f |Wij = r+j |Wij , luego (si|Wij)+ = (rj|Wij)+ esto implica que existe un
cubrimiento {Wijk}k∈K de Wij tal que si|Wijk = (rj|Wijk para todo k ∈ K. Por otro lado,
los abiertos Wij cubren a U y los abiertos a Wijk cubren a Wij, entonces los abiertos Wijk
cubren a U , luego para ver que t = t′ basta ver que t|Wijk = t′|Wijk para todo i, j, k, en
efecto
t|Wijk = ϕ(Ui)(si)|Wijk = ϕ(Wijk)(si|Wijk) = ϕ(Wijk)(rj|Wijk) = ϕ(Vj)(rj)|Wijk
= t′|Wijk .
Esto nos permite definir ψ(U)(f) := t. Veamos que ψ(U) es un homomorfismo de grupos,
sean f, g ∈ F+(U), por definicio´n de F+ y por la ecuacio´n (3.1.1), existe un cubrimiento
{Ui}i∈I de U y existen elementos si, ri ∈ F(Ui) tal que f |Ui = s+i y g|Ui = r+i para todo
i ∈ I. Entonces (f + g)|Ui = (si + ri)+, y luego
ψ(U)(f + g)|Ui = ϕ(Ui)(si + ri) = ϕ(Ui)(si) + ϕ(Ui)(ri)
= ψ(U)(f)|Ui + ψ(U)(g)|Ui = ψ(U)(f) + ψ(U)(g)|Ui .
As´ı ψ(U)(f + g)|Ui = ψ(U)(f) + ψ(U)(g)|Ui para todo i ∈ I, y por tanto ψ(U)(f +
g) = ψ(U)(f) + ψ(U)(g). Por otro lado, si V es un subconjunto abierto de U , tenemos
f |V ∈ F+(V ) y
(f |V )|V ∩Ui = f |V ∩Ui = (f |Ui)|V ∩Ui = (s+i )|V ∩Ui = (si|V ∩Ui)+ ,
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entonces por definicio´n ψ(V )(f |V )|V ∩Ui = ϕ(V ∩ Ui)(si|V ∩Ui) y este u´ltimo es igual a
ϕ(Ui)(si)|V ∩Ui = ψ(U)(f)|V ∩Ui . Esto implica que el siguiente diagrama
F+(U) ψ(U) //

G(U)

F+(V ) ψ(V ) // G(V )
es conmutativo, de esta manera ψ es un morfismo. A continuacio´n veamos que ψ ◦ θ = ϕ.
Si U es un abierto de X y s ∈ F(U), entonces por definicio´n de ψ, ψ(U)(s+) = ϕ(U)(s).
Puesto que s+ = θ(U)(s), se sigue que ψ(U) ◦ θ(U) = ϕ(U). Veamos ahora la unicidad de
ψ, supongamos que existe un morfismo ψ′ tal que ψ′ ◦ θ = ϕ. Consideremos un elemento
f ∈ F+(U) como antes, tenemos
ψ′(U)(f)|Ui = ψ′(Ui)(f |Ui) = ψ′(Ui)(s+i ) = ψ′(Ui) ◦ θ(Ui)(si) = ϕ(Ui)(si)
= ψ(Ui) ◦ θ(Ui)(si) = ψ(Ui)(s+i ) = ψ(U)(f)|Ui ,
de donde ψ′(U)(f) = ψ(U)(f). Finalmente la unicidad salvo isomorfismos del par (F+, θ)
es consecuencia de la propiedad universal. ✷
Observacio´n 3.1.7. La proposicio´n tambie´n es va´lida cuando F es un prehaz de anillos,
en este caso resulta naturalmente que el haz asociado F+ de F es tambie´n un haz de
anillos.
Corolario 3.1.13. Dado un prehaz F en X y un punto p ∈ X, entonces F+p ∼= Fp.
Consecuentemente, si F es un haz, entonces F+ ∼= F .
Demostracio´n. Consideremos el morfismo θ : F → F+ de la Proposicio´n 3.1.12 y veamos
que para p ∈ X, el homomorfismo θp : Fp → F+p dado por 〈U, s〉 7→ 〈U, s+〉 es un
isomorfismo. Si 〈U, s+〉 = 0 entonces existe un entorno abierto V ⊆ U de p tal que
S+|V = 0. Como p ∈ V , tenemos 〈U, s〉 = sp = s+(p) = 0, esto implica la inyectivi-
dad de θp. Por otro lado, dado 〈U, f〉 ∈ F+p , como f ∈ F+, existe un entorno abierto
V ⊆ U de p tal que f(q) = sq para todo q ∈ V , luego f |V = s+|V = (s|V )+, entonces
〈V, s|V 〉 7→ 〈V, (s|V )+〉 = 〈V, f |V 〉 = 〈U, f〉, de esta manera θp es sobreyectiva.
✷
Observacio´n 3.1.8. Sea X un espacio topolo´gico, sea ϕ : F → G un morfismo de pre-
haces, entonces por la Proposicio´n 3.1.12, existe un u´nico morfismo ϕ+ : F+ → G+ tal
que el diagrama
F ϕ //
θ

G
θ′

F+ ϕ+ // G+
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es conmutativo donde θ y θ′ son los morfismos naturales. Veamos a continuacio´n que la
hacificacio´n + es un funtor covariante de la categor´ıa Preh(X) de prehaces en la categor´ıa
Hac(X) de haces. En efecto, dados dos morfismos de prehaces ϕ : F → G y ψ : G → H,
entonces tenemos el siguiente diagrama conmutativo
F ϕ //
θ

G
θ′

ψ //H
θ′′

F+ ϕ+ // G+ ψ+ //H+
y por la Proposicio´n 3.1.12, tenemos (ψ ◦ϕ)+ = ψ+ ◦ϕ+, por otro lado como el morfismo
identidad idF+ : F+ → F+ hace conmutar al diagrama
F idF //
θ

F
θ

F+ // F+
entonces (idF)
+ = idF+ .
Corolario 3.1.14. Sea i el funtor inclusio´n de haces a prehaces sobre X. Entonces
HomX(F , i(G)) ∼= HomX(F+,G) para todo prehaz F y todo haz G. Por tanto, el funtor
hacificacio´n + es adjunto a izquierda de i.
Demostracio´n. Dado un morfismo de prehaces ϕ : F → G donde G es un haz, la propiedad
universal de hacificacio´n nos da un u´nico morfismo ϕ′ : F+ → G. Luego, como i(G) = G,
la correspondencia ϕ → ϕ′ nos da una aplicacio´n HomX(F , i(G)) → HomX(F+,G). Por
otro lado, si ψ : F+ → G es un morfismo de haces, y θ : F → F+ es el morfismo natural,
entonces la correspondencia ψ 7→ ψ ◦ θ nos da la aplicacio´n inversa, que es inmediato
verificarlo. ✷
Lema 3.1.15. Sean F un haz de grupos sobre X, {Ui}i∈I un cubrimiento de un abierto de
U de X, G un grupo abeliano y sea {αi : G→ F(Ui)}i∈I una familia de homomorfismos
tal que αi(f)|Ui∩Uj = αj(f)|Ui∩Uj para todo f ∈ G y para todo i, j ∈ I. Entonces existe un
u´nico homomorfismo de grupos α : G→ F(U) tal que α(f)|Ui = αi(f) para todo f ∈ G y
para todo i ∈ I.
Demostracio´n. Puesto que F es haz y para cada f ∈ G los elementos αi(f) ∈ F(Ui) son
compatibles, existe una u´nica seccio´n α(f) ∈ F(U) tal que α(f)|Ui = αi(f) para todo
i ∈ I. Esto define una aplicacio´n α : G→ F(U), que es un homomorfismo, pues,
α(f + g)|Ui = αi(f + g) = αi(f) + αi(g) = α(f)|Ui + α(g)|Ui = (α(f) + α(g))|Ui ,
y como F es un haz tenemos que α(f + g) = α(f) + α(g). De esta manera tenemos un
homomorfismo de grupos (o de anillos). Supongamos ahora que existe otro homomorfismo
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β : G → F(U) tal que β(f)|Ui = αi(f) para todo i ∈ I, entonces tenemos β(f)|Ui =
α(f)|Ui , luego β(f) = α(f) y se sigue la unicidad de α. Debemos notar tambie´n que
esta observacio´n es va´lida en la categor´ıa de anillos, es decir, si F es un haz de anillos,
G un anillo, y los homomorfismos αi son homomorfismo de anillos, entonces α es un
homomorfismo de anillos. ✷
Observacio´n 3.1.9. El lema anterior es tambie´n va´lido en la categor´ıa de anillos, es
decir, si F es un haz de anillos, G un anillo, y los homomorfismos αi son homomorfismos
de anillos, entonces α es un homomorfismo de anillos.
Proposicio´n 3.1.16. Sea X un espacio topolo´gico, B una base de abiertos de X, sea F
un prehaz y F ′ el prehaz que extiende naturalmente al B-prehaz V 7→ F(V ) con V ∈ B.
Entonces el haz asociado de F ′ coincide con el haz asociado de F .
Demostracio´n. Sea U un abierto de X, para cada V ∈ B con V ⊆ U , consideremos el
homomorfismo ΘV : F ′(U) → F+(V ) dado por (fV )V⊆U 7→ f+V . Puesto que F+ es haz,
podemos comprobar que f+V |V ∩W = f+W |V ∩W para todo V,W ∈ B tal que V,W ⊆ U ,
entonces por el Lema 3.1.15, existe un u´nico homomorfismo Θ(U) : ΘV : F ′(U)→ F+(U)
tal que Θ(U)(t)|V = f+V para todo t = (fV )V⊆U ∈ F ′(U) y V ∈ B con V ∈ U . Es
inmediato verificar que Θ conmuta con las restricciones, de esta manera Θ : F ′ → F+
es un morfismo de prehaces. Afirmamos que en este caso el par (F+,Θ) satisface la
propiedad universal de hacificacio´n (ver Proposicio´n 3.1.12). En efecto, sea G un haz sobre
X y ϕ : F ′ → G un morfismo de prehaces. Si U un abierto de X y s ∈ F+(U), entonces
(por la construccio´n de F+), existe un cubrimiento {Ui}i∈I de U y existen elementos
fi ∈ F(Ui) tal que s|Ui = f+i para todo i ∈ I. Sea ti = ϕ(Ui)((fi|V )V⊆Ui), es de rutina
comprobar que los ti ∈ G(Ui) son compatibles, luego existe una u´nica seccio´n t ∈ G(U)
tal que t|Ui = ti para todo i ∈ I. Adema´s podemos comprobar que t so´lo depende de
s y no del cubrimiento {Ui}i∈I ni de los elementos fi tomados, esto nos una aplicacio´n
ψ(U) : F+(U)→ G(U) y no hay dificultad en verificar que ψ : F+ → G es un morfismo y
es u´nico para la cual el diagrama
F ′ ϕ //
Θ
  
G
F+
ψ
OO
es conmutativo. ✷
Definicio´n 3.1.8. Si ϕ : F → G es un morfismo de haces sobre X, definimos el nu´cleo
de ϕ, denotado por Nuc ϕ como el prehaz nu´cleo de ϕ (el cual es un haz de acuerdo a la
Proposicio´n 3.1.11 ). Decimos que un morfismo ϕ : F → G es inyectivo si Nuc ϕ = 0; es
decir, ϕ es inyectivo si y so´lo ϕ(U) : F(U) → G(U) es inyectivo para todo abierto U de
X.
Definimos la imagen de ϕ, denotado por Im ϕ como el haz asociado al prehaz imagen
de ϕ. Decimos que un morfismo ϕ : F → G es sobreyectivo si Im ϕ = G.
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Observacio´n 3.1.10. Si ϕ(U) : F(U)→ G(U) es sobreyectivo para todo abierto U de X,
entonces Im ϕ = G. En efecto, si denotamos por imϕ al prehaz imagen de ϕ, tenemos
imϕ = G, luego segu´n el Corolario 3.1.13, Im ϕ = (imϕ)+ = G+ = G. Por otro lado, la
rec´ıproca no es cierta en general (ver Observacio´n 3.1.11).
Definicio´n 3.1.9. Decimos que una sucesio´n de haces y morfismos
· · · → F i−1 ϕi−1−→ F i ϕi−→ F i+1 → · · ·
es exacta si para cada i, Nuc ϕi = Im ϕi−1.
Lema 3.1.17. Sea F un haz sobre un espacio topolo´gico X, entonces F = 0 si y so´lo si
Fp = 0 para todo p ∈ X. Adema´s, si G y G ′ son subhaces de F , entonces
(a) G = F si y so´lo si Gp = Fp para todo p ∈ X.
(b) G = G ′ si y so´lo si Gp = G ′p para todo p ∈ X.
Demostracio´n. Supongamos que Fp = 0 para todo p ∈ X y tomemos U un abierto de X
y s ∈ F(U), entonces sp = 0 para todo p ∈ U , y por la Observacio´n 3.1.2 resulta s = 0.
(a). Supongamos que Gp = Fp para todo p ∈ X. Tenemos (F/G)p = Fp/Gp = 0 para
todo p ∈ X, luego F/G = 0, por tanto G = F .
(b). Supongamos que Gp = G ′p para todo p ∈ X. Puesto que G es un subhaz del haz
G ⊕G ′ y (G ⊕G ′)p = Gp⊕G ′p = Gp, tenemos por (a) que G = G ⊕G ′, es decir que G ′ es un
subhaz de G. Del mismo modo tenemos que G es un subhaz de G ′, por tanto G = G ′.
Proposicio´n 3.1.18. Sea X un espacio topolo´gico. Se cumplen las siguientes afirma-
ciones:
(a) Para cualquier morfismo de haces ϕ : F → G, se cumple que para cada punto p ∈ X,
(Nuc ϕ)p = Nuc(ϕp) y (Im ϕ)p = Im(ϕp).
(b) El morfismo ϕ es inyectivo (resp. sobreyectivo) si, y so´lo si, la aplicacio´n inducida
en los tallos ϕp es inyectiva (resp. sobreyectiva) para todo p ∈ X.
(c) La sucesio´n de haces y morfismos · · · → F i−1 ϕi−1−→ F i ϕi−→ F i+1 → · · · es exacta
si, y so´lo si, para cada p ∈ X la correspondiente sucesio´n de tallos es exacta como
sucesio´n de grupos abelianos.
Demostracio´n. (a). Veamos la primera igualdad. Si 〈U, s〉 ∈ (Nuc ϕ)p , entonces ϕ(U)(s) =
0, luego ϕp〈U, s〉 = 〈U, ϕ(U)(s)〉 = 〈U, 0〉, lo que nos da 〈U, ϕ〉 ∈ Nuc(ϕp). Rec´ıprocamente,
dado 〈U, s〉 ∈ Nuc(ϕp), se tiene que 〈U, ϕ(U)(s)〉 = ϕp〈U, s〉 = 〈X, 0〉; as´ı que existe un
abierto V ⊆ U tal que ϕ(V )(s∣∣
V
) = ϕ(U)(s)
∣∣
V
= 0, entonces t = s
∣∣
V
∈ Nuc(ϕ(V )), de
donde se sigue que 〈U, s〉 = 〈V, t〉 ∈ (Nuc ϕ)p.
Veamos la segunda igualdad. Sea 〈V, t〉 ∈ Im(ϕp), entonces existe 〈U, s〉 ∈ Fp tal que
〈U, ϕ(U)(s)〉 = ϕ〈U, s〉 = 〈V, t〉, de aqu´ı obtenemos un abierto W ⊆ U ∩ V conteniendo
a p, tal que ϕ(W )(s
∣∣
W
) = ϕ(U)(s)
∣∣
W
= t
∣∣
W
∈ Im(ϕ(W )); por tanto 〈V, t〉 = 〈W, t∣∣
W
〉 ∈
(im ϕ)p = (Im ϕ)p. Rec´ıprocamente, dado 〈V, t〉 ∈ (Im ϕ)p = (im ϕ)p, tenemos que t ∈
Im(ϕ(W )) luego existe s ∈ F(V ) tal que ϕ(V )(s) = t. Entonces ϕp〈V, s〉 = 〈V, ϕ(V )(s)〉 =
〈V, t〉, por tanto 〈V, t〉 ∈ Im(ϕp)
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(b). Se sigue de inmediato de (a).
(c). Si Imϕi−1 = Nucϕi, por (a) tenemos que, Imϕi−1p = Nucϕ
i
p para todo p ∈ X,
luego la sucesio´n es exacta en los tallos. Rec´ıprocamente, supongamos que Imϕi−1p =
Nucϕip para todo p ∈ X, puesto que Imϕi−1 y Nucϕi son subhaces de F i, por (b) de
Lema 3.1.17, tenemos Imϕi−1 = Nucϕi.
✷
Corolario 3.1.19. Sea ϕ : F → G un morfismo de haces sobre X. Entonces ϕ es so-
breyectiva si, y so´lo si, para todo subconjunto abierto U ⊆ X y para cada s ∈ G(U), existe
un cubrimiento abierto {Ui}i∈I de U y elementos ti ∈ F(Ui) tal que ϕ(Ui)(ti) = s
∣∣
Ui
para
todo i ∈ I.
Demostracio´n. Por (b) del Lema 3.1.18, probar que ϕ es sobreyectiva equivale a probar
que ϕp es sobreyectiva para todo p ∈ X. Supongamos que ϕp es sobreyectiva para
todo p ∈ X, y sean U un abierto de X, s ∈ F(U) y tomemos p ∈ U . Puesto que
ϕp es sobreyectiva, existe un abierto V de X y un elemento t ∈ F(V ) (que depende
de p) tal que 〈V, ϕ(V )(t)〉 = 〈U, s〉, luego existe entorno Wp de p contenido en U tal
que ϕ(Wp)(t|Wp) = s|Wp . De esta manera los abiertos Wp cubren a U y junto con los
elementos t|Wp ∈ F(Wp) satisfacen la afirmacio´n requerida. Veamos la parte rec´ıproca,
dado 〈U, s〉 ∈ Gp, por hipo´tesis, existe un cubrimiento {Ui} de U y existen elementos
ti ∈ F(Ui) tal que ϕ(Ui)(ti) = s|Ui . Como p ∈ U , existe i tal que p ∈ Ui, entonces
〈Ui, ti〉 ∈ Fp y ϕp〈Ui, ti〉 = 〈Ui, ϕ(Ui)(ti)〉 = 〈Ui, s|Ui〉 = 〈U, s〉. As´ı ϕp es sobreyectiva con
p ∈ X arbitrario. ✷
Proposicio´n 3.1.20. Dado un subconjunto abierto U de X, el funtor Γ(U, ·) de haces en
X a grupos abelianos es un funtor exacto a izquierda; es decir, si 0 → F ′ ϕ→ F ψ→ F ′′
es una sucesio´n exacta de haces, entonces 0 → Γ(U,F ′) → Γ(U,F) → Γ(U,F ′′) es una
sucesio´n exacta de grupos.
Demostracio´n. Fijemos un abierto U de X. Como ϕ es inyectiva, tenemos Nucϕ = 0
luego 0 = (Nuϕ)(U) = Nucϕ(U) y ϕ(U) es inyectiva. A continuacio´n veamos que
Imϕ(U) = Nucψ(U). Por la Proposicio´n 3.1.18 la sucesio´n 0 → F ′p
ϕp→ Fp ψp→ F ′′p es
exacta para todo p ∈ X. Sea p ∈ U y s ∈ F ′(U) tenemos (ψ(U) ◦ϕ(U)(s))p = 〈U, ψ(U) ◦
ϕ(U)(s)〉 = ψp(ϕp〈U, s〉) = 0, y por la Observacio´n 3.1.2, ψ(U) ◦ ϕ(U)(s) = 0 luego
Imϕ(U) ⊆ Nucψ(U). Por otro lado, sea s ∈ Nucψ(U), para cualquier p ∈ U tenemos
ψp〈U, s〉 = 〈U, ψ(U)(s)〉 = 0, as´ı 〈U, s〉 ∈ Nuc ψp = Im ϕp, entonces existe un abierto V
de X que contiene a p y existe una seccio´n t ∈ F ′(V ) tal que ϕp〈V, t〉 = 〈U, s〉 y como
ϕp〈V, t〉 = 〈V, ϕ(t)〉, existe un entorno W de p tal que W ⊆ U ∩ V y ϕ(V )(t)|W = s|W , o
sea ϕ(W )(t|W ) = s|W donde W y t ∈ F ′(W ) dependen de p y p ∈ W ⊆ U . Escribiendo
Wi es lugar de W y ti en lugar de t, tenemos un cubrimiento de U formado por los
Ui y tenemos secciones ti ∈ F ′(Wi) tal que ϕ(Wi)(ti) = s|Wi . Denotemos por Wij a la
interseccio´n deWi yWj, tenemos ϕ(Wij)(ti|Wij) = ϕ(Wi)(ti)|Wij = (s|Wi)|Wij = s|Wij , por
lo cual ϕ(Wij)(ti|Wij) = ϕ(Wij)(tj|Wij) y puesto que ϕ(Wij) es inyectiva, ti|Wij = tj|Wij
entonces existe t ∈ F ′(U) tal que t|Wi = ti. Por otro lado, ϕ(U)(t)|Wi = ϕ(Wi)(t|Wi) =
ϕ(Wi)(ti) = s|Wi para todo i, luego ϕ(U)(t) = s, asi t ∈ Imϕ(U). ✷
Corolario 3.1.21. Sea ϕ : F → G un morfismo de haces sobre X. Entonces ϕ es un
isomorfismo de haces si, y so´lo si, ϕ(U) es un isomorfismo para todo abierto U de X.
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Demostracio´n. Si ϕ es un isomorfismo y U es un abierto de X, entonces aplicamos la
Proposicio´n 3.1.20 a la sucesio´n exacta
0→ F ϕ→ G → 0→ 0 ,
para obtener la sucesio´n exacta 0→ F(U) ϕ(U)→ G(U)→ 0, es decir ϕ(U) es un isomorfismo.
La rec´ıproca es trivialmente cierto. ✷
Ejemplo 3.1.22. Consideremos X = C \ {0} con la topolog´ıa usual y sean F y G los
haces de grupos abelianos definidos por:
F(U) = {f : U → C | f es holomorfa} con la operacio´n aditiva,
G(U) = {f : U → X | f es holomorfa} con la operacio´n multiplicativa,
para cada abierto U de X, y consideremos el homomorfismo ϕ(U) : F(U)→ G(U) definido
por f 7→ exp ◦f . Afirmamos que ϕ es un morfismo sobreyectivo, en efecto por (b) de
la Proposicio´n 3.1.18, basta probar que cada ϕz es sobreyectivo, donde z ∈ X. Dado
〈U, f〉 ∈ Gz y tomemos un subconjunto abierto y conexo V de U que contiene al punto z,
entonces la funcio´n Log ◦ (f |V ) es holomorfa y
ϕz〈V, Log ◦ (f |V )〉 = 〈V, exp ◦ (Log ◦ (f |V ))〉 = 〈V, f |V 〉 = 〈U, g〉 ,
por tanto ϕz es sobreyectivo. Tambie´n afirmamos que ϕ(X) no es sobreyectiva, en efecto
si ϕ(X) es sobreyectiva, entonces para la identidad idX ∈ Γ(X,G) debe existir un funcio´n
holomorfa f ∈ Γ(X,F) tal que idX = ϕ(X)(f) = exp ◦ f , entonces f es una funcio´n
logaritmo definida en X = C \ {0}, que es imposible.
Observacio´n 3.1.11. En ejemplo anterior nos muestra, que si ϕ(U) es sobreyectiva para
todo abierto U ∈ X, no implica que ϕ sea sobreyectiva. Por otro lado, el prehaz imagen
imϕ no es un haz, caso contrario tendremos imϕ = Imϕ = G, luego imϕ(X) = Γ(X,G),
lo cual es falso, segu´n el ejemplo anterior. Adema´s, este ejemplo muestra que el funtor
Γ(X, .) no es exacta en general, para ver ello basta considerar la sucesio´n exacta
0→ Nucϕ →֒ F ϕ→ G → 0 .
Proposicio´n 3.1.23 (El haz de morfismos locales). Sean F y G haces de grupos abelianos
en X. Para un conjunto abierto U de X, el conjunto de morfismos de haces restrictos
Hom(F|U ,G|U) tiene estructura de grupo abeliano. Tambie´n, la correspondencia U 7→
Hom(F|U ,G|U) es un haz.
Demostracio´n. Para cada abierto U , denotemos H(U) = Hom(F|U ,G|U). Dados f, g ∈
H(U), para cada abierto V ⊆ U de X y s ∈ F(V ), definimos (f + g)(V )(s) = f(V )(s) +
g(V )(s). Se comprueba inmediatamente que f + g es un morfismo y con esta operacio´n
H(U) es un grupo abeliano. El elemento neutro de H(U) es el morfismo θ que esta´
defindo como θ(V )(s) = 0 para todo abierto V ⊆ U y s ∈ F(V ) y si f ∈ H(U) el inverso
aditivo de f es el morfismo −f definido como (−f)(V )(s) = −f(V )(s). Por otro lado
para una inclusio´n V ⊆ U de abiertos de X, definimos la restriccio´n H(U)→ H(V ) dado
por f 7→ f |V donde f |V (W ) = f(W ) para todo abierto W ⊆ V , luego es inmediato
comprobar que H es un prehaz. A continuacio´n veamos que H es un haz . Dado un
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cubrimiento {Ui}i∈I de U y dado f ∈ H(U) tal que f |Ui = 0. Ahora, tomemos un abierto
V ⊆ U , una seccio´n s ∈ F(V ) y denotemos Vi = Ui ∩ V para cada i. Luego, tenemos
f(V )(s)|Vi = f(Vi)(s|Vi) = f |Ui(Vi)(s|Vi) = 0, ahora como f(V )(s) ∈ G(V ) y los abiertos
Vi cubren a V , f(V )(s) = 0, se sigue que f = 0. Por otra parte, dados fi ∈ H(Ui) tal que
fi|Ui∩Uj = fj|Ui∩Uj para todo i, j; y tomemos un abierto V ⊆ U , una seccio´n s ∈ F(V );
y denotemos Vi = Ui ∩ V , si = s|Vi , ti = fi(Ui)(si) y Vij = Vi ∩ Vj. Es evidente que
si|Vij = sj|Vij , luego tenemos
ti|Vij = fi(Ui)(si)|Vij = fi(Vij)(si|Vij) = fi|Ui∩Uj(Vij)(si|Vij) ,
tj|Vij = fj(Ui)(sj)|Vij = fj(Vij)(sj|Vij) = fj|Ui∩Uj(Vij)(sj|Vij) ,
los cuales implican ti|Vij = tj|Vij . Luego existe un u´nico t ∈ G(V ) tal que t|Vi = ti para todo
i. As´ı, para cada abierto V ⊆ U y s ∈ F(V ) definimos f(V )(s) = t y afirmamos que f es
un elemento de H(U). Primeramente veamos que f(V ) es un homomorfismo de grupos,
en efecto, dados s, s′ ∈ F(V ), denotemos f(V )(s) = t, f(V )(s′) = t′, f(V )(s + s′) = t′′ y
Vi = Ui ∩ V . Entonces debemos mostrar que t′′ = t + t′ ∈ G(V ), para ello basta ver que
t′′|Vi = (t+ t′)|Vi para todo i. Tenemos
(t+ t′)|Vi = t|Vi + t′|Vi = f(Vi)(s|Vi) + f(Vi)(s′|Vi) = f(Vi)((s+ s′)|Vi)
= f(V )(s+ s′)|Vi = t′′|Vi ,
as´ı (t + t′)|Vi = t′′|Vi . A continuacio´n veamos que f conmuta con las restricciones, dados
dos abiertos W ⊆ V contenidos en U , s ∈ F(V ), t = f(V )(s), t′ = f(W )(s|W ), si = s|Vi ,
ti = fi(Vi)(si) y sea Wi = Ui ∩W , entonces tenemos
t′|Wi = f(Wi)(s|Wi) = f(V )(s)|Wi = t|Wi .
Como los abiertos Wi cubren a W tenemos t
′ = t|W . Por tanto f es un morfismo.
Finalmente veamos que f |Ui = fi para todo i, en efecto, para un i fijo tomemos un
abierto cualquiera V ⊆ Ui y s ∈ F(V ), entonces tenemos Vi = Ui ∩ V = V y por
definicio´n f(V )(s)|Vi = fi(Vi)(s|Vi), luego f |Vi(V )(s) = fi(V )(s), por tanto f |Vi = fi para
todo i. De esta manera H es un haz de grupos abelianos. ✷
Definicio´n 3.1.10. El haz U 7→ Hom(F|U ,G|U) definido en la proposicio´n anterior es
llamado haz de morfismos locales de F en G, y denotamos por Hom(F ,G).
Definicio´n 3.1.11. Sean X e Y espacios topolo´gicos y f : X → Y una continua. Dado un
haz F en X, definimos el haz imagen directa f∗F en Y por (f∗F)(V ) = F(f−1(V )) para
cualquier abierto V ⊆ Y . Para cualquier haz G en Y , definimos el haz imagen inversa
f−1G en X como el haz asociado al prehaz f •G dado por U 7→ lim
→ V⊇f(U)
G(V ), donde U
es un subconjunto abierto de X, y el l´ımite directo es considerado sobre todos los abiertos
V de Y conteniendo f(U).
Observacio´n 3.1.12. De la construccio´n del l´ımite directo podemos tambie´n considerar
a (f •G)(U) como el conjunto de elementos 〈V, s〉 donde V es un abierto de X tal que
f(U) ⊆ V y s ∈ G(V ), y dos tales elementos 〈V, s〉 y 〈V ′, s′〉 son iguales si existe un
abierto W tal que f(U) ⊆ W ⊆ V ∩ V ′ y s|W = s′|W .
Si p ∈ X y q = f(p), entonces (f−1G)p ∼= Gq. En efecto, la aplicacio´n Gq → (f •G)p
dada por 〈V, t〉 7→ 〈f−1(V ), 〈V, t〉〉 es un isomorfismo.
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Observacio´n 3.1.13. La correspondencia f∗ : F 7→ f∗F es un funtor de Hac(X) en
Hac(Y ). En efecto, para un morfismo ϕ : F → G de Hac(X) definimos el morfismo f∗ϕ,
definiendo en cada abierto V de Y , como el homomorfismo f∗ϕ(V ) : f∗F(V ) → f∗G(V ),
dado por s 7→ ϕ(f−1(V ))(s). Por otro lado, si G es un prehaz sobre Y , la correspondencia
f • : G 7→ f •G es un funtor de Preh(Y ) en Preh(X). En efecto, para un morfismo ψ : G →
H de Preh(Y ), definimos el morfismo f •ψ, definiendo en cada abierto U de X como
el homomorfismo f •ψ(U) : f •G(U) → f •H(U) dado por 〈V, s〉 7→ 〈V, ψ(V )(s)〉. Luego,
si ψ : G → H es un morfismo de haces sobre Y , entonces definimos f−1ψ como (f •ψ)+
donde + es el funtor hacificacio´n. De esta manera la correspondencia f−1 : G 7→ f−1G es
un funtor de Hac(Y ) en Hac(X).
Proposicio´n 3.1.24 (Propiedad de adjuncio´n de f−1). Sea f : X → Y una aplicacio´n
continua entre espacios topolo´gicos. Existe una biyeccio´n
HomX(f
−1G,F) ∼= HomY (G, f∗F) .
Consecuentemente, para cualquier haz F sobre X, existe una aplicacio´n natural f−1f∗F →
F , y para cualquier haz G en Y existe una correspondencia natural G → f∗f−1G.
Demostracio´n. Por el Corolario 3.1.14 tenemos la biyeccio´n
HomX(f
−1G,F) ∼= HomX(f •G,F) .
Entonces probaremos que HomX(f
•G,F) ∼= HomY (G, f∗F). En efecto, dado un abierto
U de X, tenemos que f •(f∗F)(U) es el conjunto de elementos 〈V, s〉 tal que f(U) ⊆ V
y s ∈ F(f−1(V )). Definimos el homomorfismo ϕ(U) : f •(f∗F)(U) → F(U) por 〈V, s〉 7→
s|U . Este homomorfismo esta´ bien definido, pues si 〈V, s〉 = 〈W, t〉, por definicio´n existe
un abierto Z de X tal que f(U) ⊆ Z ⊆ V ∩ U y s|f−1(Z) = t|f−1(Z) (restriccio´n en f∗F),
luego tenemos U ⊆ f−1(Z) y s|U = t|U . De esta manera se tiene un morfismo de prehaces
ϕ : f •(f∗F)→ F . Luego definimos Φ: HomY (G, f∗F)→ HomX(f •G,F) por α 7→ ϕ◦f •α.
Por oro lado, dado un abierto V de Y , entonces f∗(f
•G)(V ) = f •G(f−1(V )) es el conjunto
de elementos 〈W, s〉 tal que f(f−1(V )) ⊆ W y s ∈ G(W ). Definimos el homomorfismo
ψ(V ) : G(V ) → f∗(f •G)(V ) por s 7→ 〈V, s〉. Este homomorfismo esta´ bien definido, ya
que f(f−1(V )) ⊆ V . De esta manera tenemos un morfismo de prehaces ψ : G → f∗(f •G).
Luego definimos la aplicacio´n Ψ: HomX(f
•G,F) → HomY (G, f∗F) por β 7→ f∗β ◦ ψ.
Ahora comprobemos que Φ y Ψ son aplicaciones inversas. Sean β ∈ HomX(f •G,F), U un
abierto de X y 〈V, s〉 ∈ f •G(U), tenemos Φ(Ψ(β)) = Φ(f∗β ◦ ψ) = ϕ ◦ f •(f∗β ◦ ψ), luego
Φ(Ψ(β))(U)〈V, s〉 = ϕ ◦ f •(f∗β ◦ ψ)(U)〈V, s〉
= ϕ(U) ◦ f •f∗β(U) ◦ f •ψ(U)〈V, s〉
= ϕ(U) ◦ f •f∗β(U)
〈
V, ψ(V )(s)
〉
= ϕ(U)
〈
V, β(U)〈V, s〉〉
= (β(U)〈V, s〉)∣∣
U
= β(U)〈V, s〉 ,
as´ı Φ ◦ Ψ = idHomX(f•G,F). Por otro lado, sean α ∈ HomY (G, f∗F), V un abierto de Y y
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s ∈ G(V ), tenemos Ψ(Φ(α)) = Ψ(ϕ ◦ f •α) = f∗(ϕ ◦ f •α) ◦ ψ, luego,
Ψ(Φ(α))(V )(s) = f∗(ϕ ◦ f •α)(V ) ◦ ψ(V )(s) = (ϕ ◦ f •α)(f−1(V ))
(
ψ(V )(s)
)
= ϕ(f−1(V )) ◦ f •α(f−1(V ))(ψ(V )(s))
= ϕ(f−1(V ))
(
f •α(f−1(V ))〈V, s〉)
= ϕ(f−1(V ))〈V, α(V )(s)〉
= α(V )(s)|f−1(V ) = α(V )(s) ,
as´ı Ψ ◦ Φ = idHomY (G,f∗F). Esto termina la prueba. ✷
Lema 3.1.25. Sea {Ui}i∈I un cubrimiento abierto de X y sean F ,G haces sobre X.
Asumimos que tenemos isomorfismos ϕi : F|Ui → G|Ui satisfaciendo ϕi|Ui∩Uj = ϕj|Ui∩Uj
para todo i, j ∈ I. Entonces existe un isomorfismo ϕ : F → G tal que ϕ|Ui = ϕi para todo
i ∈ I.
Demostracio´n. Por hipo´tesis tenemos ϕi|Ui∩Uj = ϕi|Ui∩Uj para todo i, j ∈ I. Luego como
Hom(F ,G) es haz (Proposicio´n 3.1.23), existe un morfismo ϕ : F → G tal que ϕ|Ui = ϕi
para todo i ∈ I. Puesto que ϕ es un isomorfismo local, por la Proposicio´n 3.1.7, lo es
globalmente. ✷
Proposicio´n 3.1.26 (Pegamiento de haces). Sea X un espacio topolo´gico y sea U =
{Ui}i∈I un cubrimiento abierto de X. Para cada i ∈ I sea Fi un haz sobre U , y para cada
par i, j ∈ I sean θij : Fj|Uij ∼−→ Fi|Uij isomorfismos satisfaciendo las propiedades:
(i) θii = id sobre Ui para todo i ∈ I.
(ii) (condicio´n de pegamiento) θik = θij ◦ θjk sobre Uijk para todo i, j, k ∈ I.
Entonces existe un u´nico haz F sobre X cuya restriccio´n a cada Ui es isomorfo a Fi v´ıa
isomorfismos θi : F|Ui → Fi, tal que
θi|Uij = θij ◦ θj|Uij ,
para todo i, j ∈ I. En este caso se dice que F es obtenido por pegamiento de los haces Fi
por medio de los morfismos θij.
Demostracio´n. Primeramente veamos la existencia de tal haz F . Para cada abierto U de
X, definimos F(U) como el subgrupo ∏i∈I Fi(U ∩ Ui) consistiendo de familias (si)i∈I tal
que para cada (i, j) ∈ I × I, θij(U ∩ Uij)(sj|U∩Uij) = si|U∩Uij . Para dos abiertos V ⊆ U
de X, definimos los homomorfismos ρUV : F(U)→ F(V ) por la aplicacio´n
(si)i∈I 7→ (si|V ∩Ui)i∈I .
A partir de la definicio´n es inmediato verificar que ρUU = idF(U) y ρUW = ρVW ◦ρUV para
tres abiertos W ⊆ V ⊆ U de X, as´ı F es un prehaz de grupos abelianos. Afirmamos
que F es un haz. En efecto, sea un cubrimiento abierto {Vα}α∈J de un abierto U de
X y sea (si)i ∈ F(U) tal que restringido a cada Vα es cero; de la definicio´n y de esta
condicio´n tenemos que si|Vα∩Ui = 0 para todo i ∈ I y α ∈ J , luego puesto que Fi es
haz y {Vα ∩ Ui}α∈J es un cubrimiento de U ∩ Ui, tenemos si = 0 para cada i ∈ I, por
tanto (si)i es cero. Por otra parte, con la notacio´n anterior, supongamos que tenemos
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secciones tα = (siα)i ∈ F(Vα) para todo α ∈ J tal que tα|Vαβ = tβ|Vαβ para todo α, β ∈ J .
Entonces tenemos que siα ∈ F(Vα ∩ Ui) tal que siα|Vαβ∩Ui = siβ|Vαβ∩Ui para todo i ∈ I y
α, β ∈ J , luego puesto que Fi es haz y {Vβ ∩ Ui}β∈J es un cubrimiento de U ∩ Ui, existe
si ∈ Fi(U ∩ Ui) tal que si|Vα∩Ui = siα para todo α ∈ J . Afirmamos que t = (si)i ∈ F(U).
En efecto, desde que (siα)i ∈ F(Vα) tenemos la ecuacio´n
θij(Vα ∩ Uij)(sjα|Vα∩Uij) = siα|Vα∩Uij , para todo (i, j) ∈ I × I ,
de esta igualdad tenemos
(
θij(U ∩ Uij)(sj|U∩Uij)
)|Vα∩Uij = si|Vα∩Uij para todo α ∈ J , esto
implica que θij(U ∩Uij)(sj|U∩Uij) = si|U∩Uij , as´ı (si)i ∈ F(U). Por otro lado, es inmediato
verificar que t|Vα = tα para todo α ∈ J . De esta manera F es un haz.
A continuacio´n definimos θj : F|Uj → Fj, para ello tomamos un abierto V en Uj y
definimos θj(V ) : F(V ) → Fj(V ) como la proyeccio´n (si)i 7→ sj. Este homomorfismo
es un isomorfismo, su inversa es el homomorfismo σj : Fj(V ) → F(V ) definido por s 7→(
θij(V ∩Ui)(s|V ∩Ui)
)
j
, para la buena definicio´n de este homomorfismo usamos la condicio´n
(ii) de pegamiento, y para ver que son inversas usamos la definicio´n de F(V ) y la condicio´n
(i). De esta manera los θj’s son isomorfismos. Por otro lado, dado un abierto V en Uij
entonces
θij(V ) ◦ θj(V )((sk)k) = θij(V )(sj) = si = θi(V )((sk)k) ,
luego tenemos θi|Uij = θij ◦ θj|Uij .
Ahora veamos la unicidad de F . Sean morfismos θi : F|Ui → Fi y θ′i : G|Ui → Fi tales
que θi|Uij = θij ◦ θj|Uij y θ′i|Uij = θij ◦ θ′j|Uij para todo i, j. Consideremos los isomorfismos
θ′i
−1 ◦ θi : F|Ui → G|Ui , entonces para cada i, j tenemos
(θ′i
−1 ◦ θi)|Uij = (θ′i|Uij)−1 ◦ θi|Uij = (θij ◦ θ′j|Uij)−1 ◦ (θij ◦ θj|Uij)
= (θ′j|Uij)−1 ◦ θj|Uij = (θ′j−1 ◦ θj)|Uij .
Luego por el Lema 3.1.25 estos isomorfismos se extienden a un isomorfismo F ∼−→ G sobre
X.
✷
3.2 Esquemas y Morfismos entre Esquemas
Recordamos al lector que un anillo A es un anillo conmutativo con unidad.
Definicio´n 3.2.1. Para cada ideal primo p de A, sea Ap la localizacio´n de A en p. Dado
un subconjunto abierto U no vac´ıo de X = Spec A, definimos OX(U) = O(U) como el
conjunto de todas las funciones s : U → ⊔p∈U Ap con s(p) ∈ Ap para cada ideal primo p,
tal que s es localmente un cociente de elementos de A. Ma´s precisamente, requerimos que
para cada p ∈ U , exista un entorno abierto V de p contenido en U y elementos a, f ∈ A
tal que para cada q ∈ V , se tenga f 6∈ q y s(q) = a/f en Aq.
Proposicio´n 3.2.1. O(U) tiene estructura de anillo.
Demostracio´n. Sean dos funciones s1, s2 : U →
⊔
p de O(U), definimos para cada p ∈ U
(s1 + s2)(p) = s1(p) + s2(p) ,
(s1s2)(p) = s1(p)s2(p) .
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Tenemos que s1 + s2 y s1s2 son funciones de U en
⊔
p∈U Ap, pues, para cada p ∈ U ,
s1(p) + s2(p), s1(p)s2(p) ∈ Ap. Consideremos ahora p ∈ U , para cada i, existe un entorno
abierto Vi de p contenido en U y elementos ai, fi ∈ A tal que para cada q ∈ Vi, fi 6∈ q y
si(q) = ai/fi en Aq (i = 1, 2).
Sea V = V1 ∩ V2 ⊆ U el cual es un entorno abierto de p. Tenemos que a1f2 + a2f1 y
f1f2 son elementos de A, luego para q ∈ V tenemos que f1f2 6∈ q; adema´s s1(q) = a1/f1
en Aq y s2(q) = a2/f2 en Aq. De donde se sigue que
(s1 + s2)(q) = s1(q) + s2(q) =
a1
f1
+
a2
f2
=
a1f2 + a2f1
f1f2
en Aq .
Por lo tanto, s1 + s2 ∈ O(U) y de manera similar conseguimos que s1s2 ∈ O(U). El cero
de O(U) es la funcio´n que hace corresponder a cada p ∈ U el elemento 0/1 de Ap; adema´s,
el inverso de s1 es la funcio´n −s1 ∈ O(U) definida de manera natural; tambie´n la unidad
en O(U) es la aplicacio´n s : U → ⊔p∈U Ap definida por p 7→ 1/1 en cada Ap. Luego O(U)
tiene estructura de anillo. ✷
Observacio´n 3.2.1. Si V ⊆ U son dos abiertos en X = Spec A, la restriccio´n natural
O(U) → O(V ) es un homomorfismo de anillos; haciendo O(∅) = {0}, tenemos que O es
un prehaz de anillos. Finalmente, de la naturaleza local de la definicio´n tenemos como
en el caso de funciones regulares y racionales (seccio´n 1.4) que O es tambie´n un haz de
anillos.
En lo que sigue, cuando nos referimos el espectro de un anillo A, nos referiremos al
par (Spec A,OSpec A) donde OSpec A es el haz de anillos O definido anteriormente.
Observacio´n 3.2.2. De la definicio´n 3.1.3 tenemos para cada punto p ∈ X que Op es un
grupo abeliano, y definiendo el producto de dos ge´rmenes 〈U, s〉, 〈V, t〉 ∈ Op como
〈U, s〉.〈V, t〉 = 〈U ∩ V, s∣∣
U∩V
· t∣∣
U∩V
〉 ,
tenemos que Op es un anillo que es local como se ve en la Proposicio´n 3.2.3.
Lema 3.2.2. Sea U abierto de Spec A. Las siguientes afirmaciones son equivalentes:
(a) Para cada p ∈ U , existen a, f ∈ A y un entorno abierto V de p contenido en U tal
que para todo q ∈ V , f 6∈ q y s(q) = a/f en Aq.
(b) Para cada p ∈ U , existen b, g ∈ A tal que p ∈ D(g) ⊆ U y s(q) = b/g en Aq para
todo q ∈ D(g).
(c) Para cada p ∈ U , existen c, h ∈ A y un entorno W de p contenido en U tal que para
todo q ∈ W , h 6∈ q y S(q) = c/h en Aq.
Demostracio´n. (a)⇒ (b). Sea p ∈ U , luego existen a, f ∈ A y un entorno abierto V de p
contenido en U tal que para todo q ∈ V , f 6∈ q y s(q) = a/f en Aq. Como V es abierto,
sea V =
⋃n
i=1D(gi), puesto que p ∈ V existe gi tal que p ∈ D(gi) ⊆ V ⊆ U . Sean b = agi
y g = fgi, donde b, g ∈ A y p ∈ D(g) ⊆ D(gi) ⊆ U . Luego si q ∈ D(g) ⊆ V tenemos que
s(q) = a/f en Aq. Se sigue de esto u´ltimo que S(q) = b/g = agi/fgi en Aq (esto se debe
a que fgi 6∈ q; ya que si fgi ∈ q, entonces f ∈ q o gi ∈ q, el primer caso no es posible por
hipo´tesis, mientras que el segundo caso tampoco es posible, pues, q ∈ D(g) ⊆ D(gi).)
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(b)⇒ (c). Es directo considerando c = b, h = g y W = D(g).
(c) ⇒ (a). Sea p ∈ U , existen c, h ∈ A y un entorno W de p contenido en U tal que
para todo q ∈ W , h 6∈ q y s(q) = c/h en Aq. Desde que W es un entorno de p y contenido
en W (el cual es entorno abierto); sea a = c, f = h ∈ A. Luego si q ∈ V ⊆ W , entonces
f 6∈ q y s(q) = a/f en Aq. ✷
Proposicio´n 3.2.3. Sea A un anillo y (Spec A,O) su espectro. Se cumplen las siguientes
afirmaciones:
(a) Para cualquier p ∈ Spec A, el tallo Op del haz O, es isomorfo al anillo local Ap.
(b) Para cualquier elemento f ∈ A, el anillo O(D(f)) es isomorfo al anillo localizado
Af .
(c) En particular, Γ(Spec A,O) ∼= A.
Demostracio´n. (a). Fijemos p ∈ Spec A. Dado 〈U, s〉 ∈ Op, tenemos que s ∈ O(U) y
s(p) ∈ Ap. A continuacio´n definimos
γ : Op → Ap por 〈U, s〉 7→ s(p) ,
y veamos que esta definicio´n no depende de los representantes. En efecto, sea 〈U, s〉 =
〈U ′, s′〉 en Op, lo que implica que existe un entorno abierto W de p con W ⊆ U ∩ U ′
tal que s
∣∣
W
= s′
∣∣
W
; como p ∈ W tenemos que s(p) = s′(p). Por otra parte, γ es un
homomorfismo de anillos, pues,
γ(〈U, s〉+ 〈U ′, s′〉) = γ〈U ∩ U ′, s∣∣
U∩U ′
+ s′
∣∣
U∩U ′
〉
= γ〈U ∩ U ′, (s+ s′)∣∣
U∩U ′
〉
= (s+ s′)(p) = s(p) + s′(p)
= γ〈U, s〉+ γ〈U ′, s′〉 .
Tambie´n
γ(〈U, s〉〈U ′, s′〉) = γ〈U ∩ U ′, s∣∣
U∩U ′
s′
∣∣
U∩U ′
〉
= γ〈U ∩ U ′, (ss′)∣∣
U∩U ′
〉
= (ss′)(p) = s(p)s′(p)
= γ〈U, s〉γ〈U ′, s′〉 .
Veamos que γ es inyectiva. Sean 〈U, s〉, 〈U ′, s′〉 dos elementos de Op con γ〈U, s〉 =
γ〈U ′, s′〉, es decir, s(p) = s′(p). Como s y s′ ambos son localmente cocientes de elementos
de A, por el Lema 3.2.2 existe D(f) ⊆ U y D(f ′) ⊆ U ′ entornos de p y a, a′ ∈ A tal
que para cada q ∈ D(f), s(q) = a/f en Aq y para cada q ∈ D(f ′), s′(q) = a′/f ′ en
Aq. Como p ∈ D(f) ∩ D(f ′) tenemos que a/f = s(p) = s′(p) = a′/f ′ en Ap, luego
existe h 6∈ p tal que h(f ′a − fa′) = 0 en A, es decir, af ′h = a′fh en A. Finalmente,
para q ∈ D(ff ′h) = D(f) ∩ D(f ′) ∩ D(h) tenemos que ff ′h 6∈ q, luego s(q) = a/f =
af ′h/ff ′h = a′fh/f ′fh = a′/f ′ = s′(q) en Aq y D(ff
′h) ⊆ U ∩ U ′. Por lo tanto,
〈U, s〉 = 〈U ′, s′〉.
Veamos que γ es sobreyectiva. Sea a/f ∈ Ap, luego f 6∈ p; ahora definimos la apli-
cacio´n s : D(f) → ⊔p∈D(f)Ap por q 7→ a/f , entonces s ∈ O(D(f)) y 〈D(f), s〉 ∈ Op con
γ〈D(f), s〉 = a/f .
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(b). Sea f ∈ A y definimos ψ : Af → O(D(f)) por a/fn 7→ s, donde s : D(f) →⊔
p∈D(f)Ap es la aplicacio´n p 7→ [a/fn], siendo este u´ltimo la imagen de a/fn en Ap.
Mostremos primero que ψ es inyectiva. Sean a/fn, b/fm ∈ Af tal que ψ(a/fn) =
ψ(b/fm), entonces para cada p ∈ D(f), a/fn y b/gm tienen la misma imagen en Ap, es
decir, [a/fn] = [b/fm]; por tanto existe h 6∈ p tal que h(fma − fnb) = 0 en A. Sea
a = Anu(fma − fnb), luego h ∈ a y h 6∈ p, o sea, a * p. Pero esto se tiene para todo
p ∈ D(f); as´ı, V (a)∩D(f) = ∅ lo cual implica V (a) ⊆ V (f), que de acuerdo al Corolario
2.3.3 se tiene f ∈ √a, esto es, alguna potencia f l ∈ a, esto implica que f l(fma− fnb) = 0
lo que sigue a/fn = b/fm en Af , es decir, ψ es inyectiva.
Veamos a continuacio´n que ψ es sobreyectiva. Sea s ∈ O(D(f)) y sea D(f) =⋃r
i=1D(hi) (que podemos escribir por la afirmacio´n (e) de la Proposicio´n 2.3.5 y donde
los hi vienen de la definicio´n 3.2.1 junto con el Lema 3.2.2). Sabemos que para cada i, la
seccio´n s es representada por ai/hi en D(hi); as´ı que en D(hi)∩D(hi) = D(hihj) tenemos
dos elementos de Ahihj , es decir, ai/hi y aj/hj donde ambos representan a s. De acuerdo
a la inyectividad de ψ restricto a D(hihj) debemos tener que ai/hi = aj/hj en Ahihj .
Luego, para algu´n n
(hihj)
n(aihj − ajhi) = 0 .
Tomamos n suficientemente grande para trabajar con todo par de ı´ndices i, j; de esta
manera reescribiendo tenemos
hn+1j (h
n
i ai)− hn+1i (hnj aj) = 0 .
Sea a′i = aih
n
i , h
′
i = h
n+1
i para i = 1, . . . , r. Desde que s = aih
n
i /h
n+1
i en D(h
′
i) = D(h
n+1
i ),
entonces tenemos que a′ih
′
j = a
′
jh
′
i en A y tambie´nD(f) =
⋃r
i=1D(h
′
i). Sigue por Corolario
2.3.3 que f ∈ √〈h′1, . . . , h′r〉. Sea l un entero positivo tal que f l ∈ 〈h′1, . . . , h′r〉, luego
f l =
∑r
i=1 bih
′
i. A continuacio´n hacemos a =
∑r
i=1 bia
′
i, luego conseguimos
f la′j =
r∑
i=1
(bih
′
i)a
′
j =
r∑
i=1
(bia
′
i)h
′
j = ah
′
j,
esto es,
s = a′j/h
′
j = a/f
l en D(h′j) = D(h
n+1
j ) = D(hj) para cada j = 1, . . . , r .
Por lo tanto, ψ(a/f l) = s en D(f). Esto muestra que ψ es sobreyectiva y por tanto un
isomorfismo.
(c). Notemos que este es un caso especial de (b). Para ello hacemos f = 1 y D(1) =
Spec A, luego Γ(Spec A,O) = O(Spec A) ∼= A1 ∼= A. ✷
Definicio´n 3.2.2. Un espacio anillado es un par (X,OX) consistiendo de un espacio
topolo´gico X y un haz de anillos OX sobre X. Un morfismo de espacios anillados de
(X,OX) a (Y,OY ) es un par (f, f ♯) formado por una aplicacio´n continua f : X → Y y un
morfismo f ♯ : OY → f∗OX de haces de anillos sobre Y .
Si (f, f ♯) : (X,OX) → (Y,OY ) y (g, g♯) : (Y,OY ) → (Z,OZ) son dos morfismos de
espacios anillados, entonces tenemos las composiciones
X
f→ Y g→ Z , OZ g
♯→ g∗OY g∗(f
♯)→ (g ◦ f)∗OX .
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Esto nos permite definir la composicio´n de (f, f ♯) y (g, g♯) como el morfismo
(h, h♯) : (X,OX)→ (Z,OZ) ,
donde h := g ◦ f y h♯ := g∗(f ♯) ◦ g♯. Un morfismo (f, f ♯) : (X,OX) → (X,OX) es el
morfismo identidad si f = idX y f
♯ = idOX . Luego, los espacios anillados junto con los
morfismos de espacios anillados forman un categor´ıa.
Un espacio anillado (X,OX) es un espacio localmente anillado si para cada punto
p ∈ X, el tallo OX,p es un anillo local.
Un morfismo de espacios localmente anillados es un morfismo (f, f ♯) de espacios
anillados, tal que para cada punto p ∈ X, la aplicacio´n inducida de anillos locales
f ♯p : OY,f(p) → OX,p es un homomorfismo local. Expliquemos la procedencia de este ho-
momorfismo: dado un punto p ∈ X, el morfismo de haces f ♯ : OY → f∗OX induce un
homomorfismo de anillos OY (V ) → f∗OX(f−1(V )) para todo conjunto abierto V de Y ,
variando V sobre todos los entornos abiertos de f(p), entonces f−1(V ) var´ıa sobre un
subconjuntos de los entornos de p, y tomando l´ımites obtenemos
OY,f(p) = lim−−−→
V
OY (V )→ lim−−−→
V
OX(f−1(V )) →֒ OX,p .
De esta manera tenemos un homomorfismo de anillos f ♯p : OY,f(p) → OX,p. Luego, los
espacios localmente anillados junto con los morfismos de espacios localmente anillados
forman una subcategor´ıa de la categor´ıa de los espacios anillados.
Observacio´n 3.2.3. Un morfismo (f, f ♯) : (X,OX) → (Y,OY ) de espacios anillados es
un isomorfismo si, y so´lo si, f es un homeomorfismo y f ♯ es un isomorfismo de haces.
En efecto, si (f, f ♯) es un isomorfismo, entonces existe un morfismo (g, g♯) : (Y,OY ) →
(X,OX) tal que
(g, g♯) ◦ (f, f ♯) = (idX , idOX ) y (f, f ♯) ◦ (g, g♯) = (idY , idOY ) ,
de donde tenemos g ◦ f = idX , f ◦ g = idY , es decir f es un homeomorfismo. Adema´s
tenemos las igualdades g∗(f
♯) ◦ g♯ = idOX , f∗(g♯) ◦ f ♯ = idOY , aplicando el funtor f∗ a la
penu´ltima igualdad, obtenemos f ♯◦f∗(g♯) = idOY , lo que implica que f ♯ es un isomorfismo.
La parte rec´ıproca es inmediato.
Proposicio´n 3.2.4. Se cumplen las siguientes afirmaciones:
(a) Si A es un anillo, entonces (Spec A,O) es un espacio localmente anillado.
(b) Si ϕ : A→ B es un homomorfismo de anillos, entonces ϕ induce un morfismo natural
de espacios localmente anillados
(f, f ♯) : (Spec B,OSpec B)→ (Spec A,OSpec A).
(c) Si A y B son anillos, entonces cualquier morfismo de espacios localmente anillados
de Spec B a Spec A, es inducido por un homomorfismo de anillos ϕ : A→ B como
en (b).
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Demostracio´n. (a). Es la primera afirmacio´n de la Proposicio´n 3.2.3.
(b). Definimos f : Spec B → Spec A por q 7→ qc la cual es continua debido a la
segunda afirmacio´n de la Proposicio´n 2.3.6. Por otro lado, si ϕq : Aqc → Bq es el homo-
morfismo inducido en los respectivos anillos locales, es claro que ϕ−1q (qBq) = q
cAqc , o sea
que
OSpec A,qc ∼= Aqc ϕq→ Bq ∼= OSpec B,q (3.2.2)
es un homomorfismo local de anillos locales. Vamos a definir a continuacio´n un morfismo
de haces de anillos f ♯ : OSpec A → f∗OSpec B. Tomemos un abierto U ⊆ Spec A y definimos
f ♯(U) : OSpec A(U)→ OSpec B(f−1(U)) por s 7→ f ♯(U)(s) ,
donde f ♯(U)(s) : f−1(U)→ ⊔q∈f−1(U)Bq esta´ definida por q 7→ ϕq(s(qc)). Entonces f ♯(U)
es un homomorfismo de anillos; tambie´n, dado abiertos V ⊆ U , s ∈ OSpec A(U) y q ∈
f−1(V ), entonces
(f ♯(U)(s)
∣∣
f−1(V )
)(q) = f ♯(U)(s)(q) = ϕq(s(q
c))
= ϕq(s
∣∣
V
(qc)) = f ♯(V )(s
∣∣
V
)(q) .
Esto muestra que f ♯ : OSpec A → f∗OSpec B es un morfismo de haces de anillos, y por la
relacio´n (3.2.2) se tiene que f ♯q : OSpec A,qc → f∗OSpec B,q es un homomorfismo local de
anillos locales.
(c). Sea (f, f ♯) : (Spec B,OSpec B)→ (Spec A,OSpec A) un morfismo de espacios local-
mente anillados y definimos
ϕ := f ♯(Spec A) : A ∼= OSpec A(Spec A)→ OSpec B(Spec B) ∼= B .
✷
Definicio´n 3.2.3 (Los esquemas). Un esquema af´ın es un espacio localmente anillado
(X,OX) que es isomorfo al espectro de algu´n anillo como espacio localmente anillado. Un
esquema es un espacio localmente anillado (X,OX) tal que cada punto tiene un entorno
abierto U de manera que el espacio anillado (U,OX |U) es un esquema af´ın. Si (X,OX)
es un esquema, llamaremos a X su espacio topolo´gico subyacente de dicho esquema, y a
OX su haz estructural, por abuso de notacio´n muchas veces escribiremos X en lugar de
(X,OX), en este caso escribiremos sp(X) para denotar al espacio topolo´gico subyacente,
y si no hay confusio´n escribiremos simplemente X para denotar tanto al esquema y como
a su espacio topolo´gico subyacente. Un morfismo de esquemas es un morfismo como
espacio espacios localmente anillados. Luego, los esquemas juntos con los isomorfismo de
esquemas forman una categor´ıa que denotaremos por Sch.
Lema 3.2.5. Sea ϕ : A → B un homomorfismo de anillos, X = Spec B, Y = Spec A
y sea f : X → Y el morfismo de esquemas inducido por ϕ. Se cumplen las siguientes
afirmaciones:
(a) ϕ es inyectivo si, y so´lo si, el morfismo f ♯ : OY → f∗OX es inyectiva. Adema´s, en
este caso la aplicacio´n f es dominante, es decir f(X) es denso en Y .
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(b) ϕ es sobreyectiva si, y so´lo si, f es un homeomorfismo de X sobre su imagen y
f ♯ : OY → f∗OX es sobreyectiva.
Demostracio´n. (a). Si ϕ : A→ B es inyectiva entonces para todo g ∈ A, el homomorfismo
ϕg : Ag → Bϕ(g) dado por agk 7→ ϕ(a)ϕ(g)k es tambie´n inyectiva, en efecto, si ϕ(a)ϕ(g)k = 0 entonces
ϕ(g)nϕ(a) = 0 para algu´n n ≥ 0, luego ϕ(gna) = 0, y puesto que ϕ es inyectiva tenemos
que gna = 0, lo que muestra que ϕg es inyectiva. Veamos ahora que f
♯ : OX → f∗(OX)
es inyectiva, en efecto, por la Proposicio´n 2.3.6 tenemos que f−1(DA(g)) = DB(ϕ(g)) y
debido a que el siguiente diagrama
OX(DA(g)) f
♯(DA(g)) //

OY (DB(ϕ(g)))

Ag ϕg
// Bϕ(g)
es conmutativo donde las flechas verticales son los isomorfismos naturales, tenemos f ♯(DA(g))
es inyectiva para todo g ∈ A, esto implica que f ♯ es inyectiva. Rec´ıprocamente si f ♯ es
inyectiva, entonces f ♯(DA(1))) es inyectiva, y del diagrama anterior tenemos que ϕ es
inyectiva considerando A1 = A, B1 = B y ϕ1 = ϕ.
Supongamos ahora que ϕ es inyectiva y veamos que f(X) es denso en Y . Para ello
bastara´ ver que cada abierto no vac´ıo DA(g) ⊆ Y contiene puntos de f(X). En efecto,
supongamos que DA(g)∩ f(X) = ∅ para algu´n g ∈ A, entonces g 6∈ f(p) para todo p ∈ X
luego ϕ(g) 6∈ p para todo primo p de B, es decir ϕ(g) es un elemento del nilradical de B
por tanto ϕ(g)n = 0 para algu´n n ≥ 0. Ahora como ϕ es inyectiva, tenemos que gn = 0,
esto implica que DA(g) es vac´ıo, que es una contradiccio´n.
(b). Si ϕ es sobreyectiva, entonces el homomorfismo ϕg dado en (a), es claramente
sobreyectiva para todo g ∈ A, luego del diagrama anterior se sigue que f ♯(DA(g)) es
sobreyectiva para todo g ∈ A, esto implica que f ♯ es sobreyectiva. Por otro lado, por
la parte (d) de la Proposicio´n 2.3.6, f es un homeomorfismo de X sobre el subconjunto
cerrado V (Nuc ϕ) ⊆ Y . Veamos la parte reciproca. El diagrama conmutativo
A
ϕ //
""
B
A/Nuc ϕ
<<
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induce un diagrama conmutativo en los espectros
X = Spec B
f //
φ
$$
Spec A = Y
X ′ = Spec(A/Nuc ϕ)
ψ
::
Puesto que el homomorfismo A/Nuc ϕ→ B es inyectivo, por la parte (a) el morfismo φ
es dominante, y puesto que A→ A/Nuc ϕ es sobreyectiva, por la anterior tenemos que ψ♯
es sobreyectiva y ψ es un homeomorfismo sobre un subconjunto cerrado Z de Y = Spec A.
Afirmamos que (φ, φ♯) es un isomorfismo, en efecto, como ψ es un homeomorfismo sobre Z
y f(X) = ψ(φ(X)) es un cerrado de Y contenido en Z (luego un cerrado de Z), tenemos
que φ(X) es cerrado en X ′, y como φ(X) es denso en X ′, tenemos que φ(X) = X ′,
adema´s puesto que f : X → Z y ψ : X ′ → Z son homeomorfismos, obtenemos que φ
es homeomorfismo. Veamos ahora que φ♯ es un isomorfismo, la inyectividad de φ♯ se
sigue por (a) desde que el homomorfismo A/Nuc ϕ → B es inyectivo. Por otro lado,
el morfismo f ♯ se factoriza en OY ψ
♯→ ψ∗(OX′) ψ∗(φ
♯)→ f∗(OX), es decir f ♯ = ψ∗(φ♯) ◦ ψ♯,
donde f ♯ y ψ♯ son sobreyectivas, entonces ψ∗(φ
♯) es sobreyectiva, adema´s como ψ es un
homeomorfismo, el funtor ψ∗ es un isomorfismo, entonces φ
♯ es sobreyectiva. De esta
manera, Spec B ∼= Spec(A/Nuc ϕ) como esquemas, esto implica que el homomorfismo
A/Nuc→ B es un isomorfismo, de donde se sigue que ϕ es sobreyectiva. ✷
Para lo que sigue, recordemos que un anillo graduado S es un anillo graduado de
grados positivos.
Definicio´n 3.2.4 (El esquema Proj S). Definimos un haz de anillos O sobre Proj S,
como sigue: para cualquier subconjunto abierto U ⊆ Proj S, O(U) es el conjunto de
funciones s : U → ⊔p∈U S(p) tal que para cada p ∈ U , s(p) ∈ Sp y tal que s es localmente
un cociente de elementos de S, es decir, para cada p ∈ U existe un entorno abierto V de p
en U y elementos homoge´neos a, f ∈ S del mismo grado, tal que para cada q ∈ V , f 6∈ q
y s(q) = a/f en S(q).
Cuando nos referimos al espectro proyectivo de S, nos referiremos al espacio anillado
(Proj S,O).
La siguiente proposicio´n muestra que (Proj S,O) es un esquema.
Proposicio´n 3.2.6. Sea S un anillo graduado. Se cumplen:
(a) Para cualquier p ∈ Proj S, el tallo Op es isomorfo al anillo local S(p).
(b) Para cualquier elemento homoge´neo f ∈ S+, tenemos un isomorfismo de espacios
localmente anillados, (D+(f),O
∣∣
D+(f)
) ∼= Spec(S(f)).
(c) Proj S es un esquema.
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Demostracio´n. (a). Dado p ∈ X, definimos la aplicacio´n de Op en S(p), dado por 〈U, s〉 7→
s(p). Probar que esta aplicacio´n es un isomorfismo, es similar a lo que ya hemos probado
en la Proposicio´n 3.2.3(a).
(b). Supongamos que f ∈ S+ es un elemento homoge´neo de grado d. Definimos la
aplicacio´n ϕ : D+(f)→ SpecS(f) dada por p 7→ pSf ∩ S(f). Esta aplicacio´n resulta ser un
homeomorfismo de D+(f) sobre SpecS(f). En efecto, la inyectividad de ϕ es inmediato
del ı´tem (b) del lema anterior. Para la sobreyectividad, tomemos q ∈ SpecS(f). Como q es
ideal radical de S(f), por el ı´tem (b) del lema anterior, existe un ideal radical homoge´neo
p de S tal que pSf ∩ S(f) = q donde p =
√〈T 〉 ⊆ S y T es el conjunto de elementos
homoge´neos a ∈ S tal que a
fk
∈ q para algu´n k ≥ 0 . Afirmamos que el ideal p es primo,
en efecto, dado dos elementos homoge´neos b, c ∈ S con ∂(b) = d1 y ∂(c) = d2 tal que
bc ∈ p. Entonces por la definicio´n de p existe n ≥ 1 tal que (bc)n =∑i λiai donde λi ∈ S,
ai ∈ T y aifki ∈ q para algu´n ki ≥ 0. Luego tenemos
(
bd
fd1
cd
fd2
)n =
(bc)dn
f (d1+d2)n
=
(
∑
i λiai)
d
f (d1+d2)n
=
1
f (d1+d2)n
(
∑
i
fkiλi
1
ai
fki
)d ∈ q ,
y como q es primo tenemos que b
d
fd1
∈ q o cd
fd2
∈ q. Luego bd ∈ T o cd ∈ T y por tanto
b ∈ p o c ∈ p. Para verificar que S+ * p y p ∈ D+(f), basta ver que f 6∈ p ya que f ∈ S+,
en efecto, si f ∈ p, entonces para algu´n n ≥ 1, fn =∑i λiai donde λi ∈ S y ai ∈ T con
ai
fki
∈ q para todo i, luego 1
1
= f
n
fn
=
∑
i
fkiλi
1
ai
fki
∈ q, lo cual es imposible puesto que q es
primo. De esta manera concluimos que ϕ es sobreyectiva y luego biyectiva. Mostremos
ahora, que ϕ es aplicacio´n cerrada y continua. Dado un ideal radical homoge´neo a de S,
afirmamos que ϕ(V (a) ∩D+(f)) = V (aSf ∩ S(f)), en efecto, dado q ∈ ϕ(V (a) ∩D+(f))
entonces q = ϕ(p) para algu´n p ∈ V (a) ∩ D+(f), luego la condicio´n a ⊆ p implica que
aSf ∩ S(f) ⊆ pSf ∩ S(f) = ϕ(p) = q por tanto q ∈ V (aSf ∩ S(f)). Rec´ıprocamente dado
q ∈ V (aSf ∩S(f)), entonces aSf ∩S(f) ⊆ q, luego como ϕ es sobreyectiva, existe p ∈ D+(f)
tal que ϕ(p) = q, entonces aSf∩S(f) ⊆ pSf∩S(f). Por el ı´tem (a) del lema anterior tenemos
que a ⊆ p, o sea p ∈ V (a) y como p ∈ D+(f), tenemos que q = ϕ(p) ∈ ϕ(V (a) ∩D+(f)).
La igualdad de la afirmacio´n anterior nos dice que la aplicacio´n ϕ es cerrada. Por otro
lado, si I es un ideal radical de S(f), por el lema anterior, existe un ideal radical homoge´neo
a de S tal que aSf ∩S(f) = I. Reemplazando esta igualdad en la igualdad de la afirmacio´n
anterior, tenemos que ϕ(V (a) ∩D+(f)) = V (I), luego ϕ−1(V (I)) = V (a) ∩D+(f) que es
un subconjunto cerrado en D+(f), por tanto ϕ es continua.
A continuacio´n definiremos el morfismo ϕ♯ : OSpecS(f) → ϕ(OProjS
∣∣
D+(f)
). Para cada p ∈
D+(f) el homomorfismo ψp : (SpecS(f))p → S(p) dado por a/f
r
b/fs
7→ afs
bfr
es un isomorfismo,
con inverso ψ−1p : S(p) → (SpecS(f))p dado por ab 7→ ab
d−1/fe
bd/fe
donde d = ∂(f) y e = ∂(a) =
∂(b). Dado un subconjunto abierto U ⊆ SpecS(f), definimos
ϕ♯(U) : OSpecS(f)(U)→ OProjS(ϕ−1(U))
como ϕ♯(U)(s)(p) = ψp(s(ϕ(p))) para todo p ∈ ϕ−1(U) y para todo s ∈ OSpecS(f)(U). Es
inmediato de la definicio´n, probar que ϕ♯(U) es un isomorfismo de anillos, por tanto ϕ♯
es un isomorfismo. Finalmente ϕ♯p : OSpecS(f),ϕ(p) → OProjS,p es un homomorfismo local
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puesto el siguiente diagrama, donde las flechas verticales son los isomorfismos naturales,
OSpecS(f),ϕ(p)
ϕ♯p //

OProjS,p

(S(f))ϕ(p)
ψp // S(p)
es conmutativo y ψp es local.
(c). Se sigue inmediatamente desde que, para cada f ∈ S+ homoge´neo, los subconjuntos
D+(f) son abiertos ba´sicos de ProjS y D+(f) ∼= SpecS(f). ✷
Ejemplo 3.2.7. Si A es un anillo, definimos el n-espacio proyectivo sobre A como el
esquema PnA := Proj A[x0, . . . , xn]. Si A es un cuerpo algebraicamente cerrado, el sube-
spacio de puntos cerrados de Pnk es homeomorfo al n-espacio proyectivo definido en el
cap´ıtulo 1 (ver Proposicio´n 3.3.5).
3.3 Correspondencia de variedades y esquemas
En esta seccio´n construiremos un funtor plenamente fiel
t : Var(k)→ Sch(k) ,
de la categor´ıa de variedades algebraicas sobre k en la categor´ıa de esquemas sobre k,
y veremos que el espacio topolo´gico de una variedad V es homeomorfo al conjunto de
puntos cerrados de sp(t(V )).
Definicio´n 3.3.1. Sea S un esquema. Un esquema sobre S (o un S-esquema) es un
esquema X, junto con un morfismo de esquemas ϕ : X → S. Se dice que S es el esquema
base y el morfismo ϕ es el morfismo estructural del S-esquemaX. SiX, Y son S-esquemas,
un morfismo de esquemas f : X → Y es un morfismo de S-esquemas, si el diagrama
X
f //

Y

S
es conmutativo, donde las flechas oblicuas son los morfismos estructurales. Definimos de
manera natural la composicio´n de morfismos de S-esquemas. As´ı, los S-esquemas juntos
con los morfismos de S-esquemas forman un categor´ıa que denotamos por Sch(S). Si
A es un anillo, entonces por abuso de notacio´n escribiremos Sch(A) para denotar a la
categor´ıa de esquemas sobre Spec A.
Lema 3.3.1. Sea Z un espacio topolo´gico y sea t(Z) el conjunto de todos los subconjuntos
cerrados e irreducibles en Z. Se cumplen las siguientes afirmaciones:
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(a) Sean F, F1, F2 conjuntos cerrados en Z y {Fi}i∈I una familia de conjuntos cerrados
en Z,entonces
t(F ) ⊆ t(Z) , t(F1 ∪ F2) = t(F1) ∪ t(F2) y t(
⋂
i∈I
Fi) =
⋂
i∈I
t(Fi) .
En consecuencia, t(Z) es un espacio topolo´gico, donde los cerrados de t(Z) son los
subconjuntos t(F ) con F cerrado en Z.
(b) Si f : Z1 → Z2 es una aplicacio´n continua, entonces la aplicacio´n inducida por f ,
t(f) : t(Z1)→ t(Z2) dada por F 7→ f(F ) ,
es tambie´n continua.
(c) La aplicacio´n inducida
α : Z → t(Z) dada por p 7→ {p}
es continua. En consecuencia, α proporciona una correspondencia 1 − 1 entre los
subconjuntos abiertos de Z y los abiertos de t(Z).
Demostracio´n. (a). Sea F un conjunto cerrado de Z; puesto que un conjunto cerrado e
irreducible en F es tambie´n un conjunto cerrado e irreducible en Z, tenemos t(F ) ⊆ t(Z).
Si G es un conjunto cerrado e irreducible en F1 ∪ F2 (luego un conjunto cerrado
en Z), entonces G = (G ∩ F1) ∪ (G ∩ F2) implica que G ⊆ F1 o G ⊆ F2, por tanto
G ∈ t(F1)∩ t(F2), esto muestra que t(F1∩F2) ⊆ t(F1)∩ t(F2). Por otro lado, un conjunto
cerrado e irreducible de F1 o F2 es un conjunto cerrado e irreducible de F1 ∩ F2, luego
t(F1) ∩ t(F2) ⊆ t(F1 ∩ F2).
Si G es un conjunto cerrado irreducible de
⋂
i∈I Fi, entonces G es un conjunto cerrado
irreducible en cada Fi, luego t(
⋂
i∈I Fi) ⊆
⋂
i∈I t(Fi). Por otro lado, si G ∈
⋂
i∈I t(Fi)
tenemos que G ⊆ ⋂i∈I Fi y G es un cerrado e irreducible en⋂i∈I Fi, por tanto⋂i∈I t(Fi) ⊆
t(
⋂
i∈I Fi).
(b). Sea F un conjunto cerrado irreducible de Z1. Por la Observacio´n 2.3.5, f(F ) es
irreducible en Z2, y por la Observacio´n 2.3.4, f(F ) es un conjunto cerrado e irreducible de
Z2. Por otro, lado un conjunto cerrado de t(Z2) es de la forma t(G) donde G es cerrado
en Z2, y no hay dificultad en verificar que t(f)
−1(t(G)) = t(f−1)(G), de donde se sigue
que t(f)−1(t(G)) es cerrado en Z1; por tanto t(f) es continua.
(c). Para un conjunto cerrado de Z tenemos
α−1(t(F )) = {p ∈ Z| {p} ⊆ F} = {p ∈ F | p ∈ F} = F ,
luego α−1(t(F )) es un conjunto cerrado. Por tanto, α es una aplicacio´n continua. Por otro
lado, puesto que α−1(t(F )) = F , la aplicacio´n F 7→ t(F ) establece una correspondencia
biun´ıvoca entre conjuntos cerrados de Z y los conjuntos cerrados de t(Z), luego, existe
una correspondencia biun´ıvoca entre conjuntos abiertos de Z y los conjuntos abiertos de
t(Z) ✷
Lema 3.3.2. Sea Z un espacio topolo´gico y sea U un abierto de Z. Entonces la aplicacio´n
φ : t(U)→ t(Z)\t(Z\U) dada por C 7→ C
es un homeomorfismo.
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Demostracio´n. Veamos que la aplicacio´n φ esta´ bien definida, en efecto, si C ∈ t(Z\U),
entonces C ⊆ Z\U , luego C = C ∩ U ⊆ Z\U ∩ U = ∅ que es absurdo, por tanto
C ∈ t(Z)\t(Z\U). Afirmamos que la aplicacio´n ψ : t(Z)\t(Z\U) → t(U) dada por D 7→
D ∩ U es la aplicacio´n inversa de φ. En efecto, si C ∈ t(U) tenemos C ∩ U = C, luego
ψ ◦ φ(C) = C ∩ U = C; por otro lado, si D ∈ t(Z)\t(Z\U) entonces D ∩ U 6= ∅, luego
como D es cerrado e irreducible en Z y D ∩ U es un abierto en D tenemos D ∩ U = D,
esto es φ ◦ ψ(D) = D; por tanto φ es una biyeccio´n. Por otro lado, los abiertos de
t(Z)\t(Z\U) y de t(U) son respectivamente de la forma t(Z)\t(Z\A) y t(U)\t(U\A),
donde A es un subconjunto abierto de Z contenido en U , y se verifica inmediatamente
que φ−1(t(Z)\t(Z\A)) = t(U)\t(U\A) para todo subconjunto abierto A de Z contenido
en U , por tanto se sigue que φ es un homeomorfismo. ✷
Lema 3.3.3. Sea V es una variedad af´ın con anillo de coordenadas el k-a´lgebra A =
k[x1, . . . , xn]/I(V ), para p ∈ V sea mp el ideal maximal de A formado por todas las
funciones f ∈ A tal que f(p) = 0. Entonces existe un homomorfismo φp : Amp → k tal
que φp(f/g) = f(p)/g(p).
Demostracio´n. Fijemos un punto p ∈ V . El homomorfismo A/mp → Amp/mpAmp dado
por f + mp 7→ f1 + mpAmp es un isomorfismo. En efecto, para definir el homomorfismo
inverso tomamos un elemento f
g
+ mpAmp ∈ Amp/mpAmp donde g 6∈ mp, puesto que mp
es un ideal maximal tenemos que mp + 〈g〉 = 〈1〉, luego existe λ ∈ mp y t ∈ A tal que
λ + tg = 1, y es inmediato verificar que la aplicacio´n f
g
+ mpAmp 7→ ft + mp esta´ bien
definida y es la aplicacio´n requerida. Por otro lado el homomorfismo A → k dado por
f 7→ f(p) es sobreyectivo con nu´cleo mp, luego tenemos el isomorfismo A/mp ∼−→ k dado
por f+mp 7→ f(p). Finalmente definimos φp : Amp → k como el homomorfismo compuesto
Amp → Amp/mpAmp ∼−→ A/mp ∼−→ k ,
donde el primer homomorfismo es la proyeccio´n cano´nica. Por otro lado, veamos que
φp(f/g) = f(p)/g(p) para f/g ∈ Amp , tenemos
f/g 7→ f/g +mpAmp 7→ ft+mp 7→ f(p)t(p) ,
donde λ ∈ mp y t ∈ A tal que λ + tg = 1. Luego t(p)g(p) = 1, por lo que tenemos
φp(f/g) = f(p)t(p) = f(p)/g(p). ✷
Lema 3.3.4. Sea V es una variedad proyectiva con anillo de coordenadas el k-a´lgebra
graduado S = k[x0, . . . , xn]/I(V ), para p ∈ V sea mp el ideal primo homoge´neo de S
formado por todas las funciones f ∈ S tal que f(p) = 0. Entonces existe un homomorfismo
ψp : S(mp) → k tal que ψp(f/g) = f(p)/g(p).
Demostracio´n. Para i = 0, . . . , n, sea Ui ∈ Pn el conjunto abierto af´ın xi 6= 0, entonces
V ∩ Ui se identifica con una variedad af´ın Vi ⊆ An v´ıa el isomorfismo Ui ∼−→ An. Luego
p ∈ V ∩ Ui para algu´n i, entonces OV,p ∼= OVi,p ∼= A(Vi)m′p , donde m′p es el ideal maximal
de A(Vi) = k[y1, . . . , yn]/I(Vi) correspondiente a p. Por otro lado, tenemos el isomorfismo
S(mp)
∼−→ A(Vi)m′p definido por
f/g 7→ f(y1, .., yi, 1, yi+1, .., yn)/g(y1, .., yi, 1, yi+1, .., yn) ,
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donde los polinomiales denotan sus mo´dulos residuos I(V ) y I(Vi) en cada caso. Definimos
ψp : S(mp) → k como la composicio´n del isomorfismo S(mp) ∼−→ A(Vi)m′p y el homomorfismo
φp : A(Vi)m′p → k del Lema 3.3.3. Sea p = (a0, . . . , an), entonces ψp(f/g) = f(p)/g(p), en
efecto,
f/g 7→ f(a0
ai
, ..,
ai−1
ai
, 1,
ai+1
ai
, ..,
an
ai
)/g(
a0
ai
, ..,
ai−1
ai
, 1,
ai+1
ai
, ..,
an
ai
)
= f(a0, . . . , an)/g(a0, . . . , an) = f(p)/g(p) .
✷
Proposicio´n 3.3.5. Sea k un cuerpo algebraicamente cerrado. Entonces existe un funtor
plenamente fiel t : Var(k) → Sch(k) de la categor´ıa de variedades algebraicas sobre k
en la categor´ıa de esquemas sobre k. De manera que para cualquier variedad V , su
espacio topolo´gico es homeomorfo al conjunto de puntos cerrados de sp(t(V )), y su haz
de funciones regulares es obtenido por restringir la estructura de haz de t(V ) v´ıa este
homeomorfismo.
Demostracio´n. Dada una variedad algebraica V sobre k, definimos t(V ) como en el Lema
3.3.1, pero como V es T1, la aplicacio´n inducida αV : V → t(V ) esta´ dado por p → {p}.
Los puntos cerrados de t(V ) son de la forma {p} con p ∈ Y . Luego, αV induce un
homeomorfismo de V con los puntos cerrados de t(V ). Adema´s, existe una biyeccio´n
entre la topolog´ıa de V y la topolog´ıa de t(V )
TV ←→ Tt(V ) , U 7→ t(V )\t(V \U) .
Por otra parte, si f : V → W es un morfismo de variedades, del Lema 3.3.1 tenemos
la aplicacio´n continua t(f) : t(V ) → t(W ) dado por F 7→ f(F ), y tenemos el diagrama
conmutativo
V
f //
αV

W
αW

t(V )
t(f)
// t(W )
A continuacio´n probaremos que (t(V ), αV ∗OV ) es un esquema sobre k. Sea U un
abierto de V y sea G = t(V )\t(V \U), afirmamos que (G, (αV ∗OV )|G) es isomorfo a
(t(U), αU ∗OU) como espacio anillados. En efecto, por el Lema 3.3.2, la aplicacio´n φ : t(U)→
t(V )\t(V \U) dada por C 7→ C es un homeomorfismo, luego si W un subconjunto abierto
de V contenido en U , entonces
(αV ∗OV )|G
(
t(V )\t(V \W )) = αV ∗OV (t(V )\t(V \W )) = OV (W ) ,
tambie´n
(φ ◦ αU)∗OU
(
t(V )\t(V \W )) = αU ∗OU(t(U)\t(U\W )) = OU(W ) ,
y como OU(W ) ∼= OV (W ), se sigue que φ♯ : (αV ∗OV )|G → (φ ◦ αU)∗OU es un isomorfismo;
de esta manera
(G, (αV ∗OV )|G) ∼= (t(U), αU ∗OU) , donde G = t(V )\t(V \U) . (3.3.3)
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Por otro lado, si {Ui} es un cubrimiento abierto de V , tenemos
t(V ) =
⋃
i
t(V )\t(V \Ui) . (3.3.4)
Ahora bien, puesto que V es cubierto por subvariedades abiertos afines, por los resultados
(3.3.3) y (3.3.4), sera´ suficiente probar que t(V ) es esquema sobre k para el caso cuando
V es af´ın. En efecto, en este caso probaremos que t(V ) es un esquema af´ın sobre k.
Supongamos que V es una variedad af´ın con anillo de coordenadas un k-a´lgebra A. Sea
X = Spec A.El espacio anillado (V,OV ) es un espacio localmente anillado (ver Hartshorne
[6], cap. I, Teor. 3.2). Definiremos un morfismo de espacios localmente anillados
(β, β♯) : (V,OV )→ (X,OX) .
Definimos β : V → Spec A dado por p 7→ mp donde mp es el ideal maximal de A, formado
por todas los funciones f ∈ A tal que f(p) = 0. Por Hartshorne [6] cap I Teor. 3.2, β
es una biyeccio´n de V sobre los puntos cerrados de Spec A, adema´s esta aplicacio´n es un
homeomorfismo sobre su imagen, puesto que, β(ZV (a)) = V (a) ∩ β(V ) para todo ideal
a de A. Ahora para cualquier abierto U de X, definimos β♯(U) : OX(U) → β∗OV (U) =
OV (β−1(U)), como sigue, damos una seccio´n s ∈ OX(U) y damos un punto p ∈ β−1(U),
entonces definimos
β♯(U)(s)(p) := φp(s(mp)) ,
donde φp : Amp → k es el homomorfismo dado en el Lema 3.3.3. Veamos que β♯(U)(s) es
una aplicacio´n regular. Sea p ∈ β−1(U), por definicio´n de s, existe un entorno abierto
W ⊆ U de β(p) y existen a, b ∈ A tal que s(q) = a
b
∈ Aq para todo q ∈ W , luego, β−1(W )
es un entorno abierto de p, adema´s si q ∈ β−1(W ), tenemos
β(U)(s)(q) = φq(s(mq)) = φq(s(β(q))) = φq(
a
b
) =
a(q)
b(q)
,
esto muestra que β(U)(s) es regular. Por otro lado, es inmediato verificar que β♯(U) es
un homomorfismo de anillos y β♯ es un morfismo de haces. A continuacio´n veamos que
β♯ es un isomorfismo, para ello basta que β♯(D(h)) es un isomorfismo para todo h ∈ A.
En efecto, es inmediato verificar que β−1(D(h)) = DV (h) ⊆ V , de manera que tenemos
el diagrama conmutativo
Ah
id +3

Ah

OX(D(h))
β♯(D(h))
// OV (DV (h))
Por tanto β♯(D(h)) es un isomorfismo. Vemos ahora que t(V ) ∼= Spec A como esquemas
sobre k. La aplicacio´n γ : Spec A → t(V ) por p 7→ Z(p) es un homeomorfismo de tal
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forma que el siguiente diagrama es conmutativo
V α //
β
##
t(V )
Spec A
γ
::
Por otro lado , tenemos
α∗OV (U) = OV (α−1(U)) = OV (β−1(γ−1(U))) ,
γ∗OX(U) = OX(γ−1(U)) .
Esto nos permite definir γ♯ : α∗OV → γ∗OX como
γ♯(U) := β♯(γ−1(U))−1 ,
de manera que γ♯ es tambie´n un isomorfismo. Finalmente, el homomorfismo k → A induce
el morfismo Spec A→ Spec k y un diagrama conmutativo
Spec A
γ +3
%%
t(Y )
zz
Spec k
✷
Proposicio´n 3.3.6. Sea V una variedad proyectiva sobre un cuerpo algebraicamente cer-
rado k, con anillo de coordenadas S. Entonces existe un isomorfismo t(V ) ∼= Proj S de
esquemas sobre k.
Demostracio´n. Supongamos que V es una variedad proyectiva con anillo de coordenadas
un k-a´lgebra graduado S y sea X = Proj S. El espacio anillado (V,OV ) es un espacio
localmente anillado (ver Hartshorne [6], cap. I, Teor. 3.4). Definiremos un morfismo de
espacios localmente anillados
(β, β♯) : (V,OV )→ (X,OX) .
Definimos β : V → Proj S por p 7→ mp donde mp es un ideal primo homoge´neo S, formado
por todas los funciones homoge´neas f ∈ S tal que f(p) = 0. Esta aplicacio´n es un
homeomorfismo sobre su imagen, ya que β es inyectiva y β(ZV (a)) = V+(a) ∩ β(V )
para todo ideal homoge´neo a de S. Ahora para cualquier abierto U de X, definimos
β♯(U) : OX(U)→ β∗OV (U) = OV (β−1(U)), como sigue, damos una seccio´n s ∈ OX(U) y
damos un punto p ∈ β−1(U), entonces definimos
β♯(U)(s)(p) := ψp(s(mp)) ,
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donde ψp : S(mp) → k es el homomorfismo dado en el Lema 3.3.4. Veamos que β♯(U)(s)
es una aplicacio´n regular, sea p ∈ β−1(U), entonces por definicio´n de s, existe un entorno
abierto W ⊆ U de β(p) y existen elementos homoge´neos a, b ∈ S del mismo grado tal que
s(q) = a
b
∈ S(q) para todo q ∈ W . Luego, β−1(W ) es un entorno abierto de p, adema´s si
q ∈ β−1(W ), tenemos
β(U)(s)(q) = ψq(s(mq)) = ψq(s(β(q))) = ψq(
a
b
) =
a(q)
b(q)
,
esto muestra que β(U)(s) es regular. Por otro lado, es inmediato verificar que β♯(U) es
un homomorfismo de anillos y β♯ es un morfismo de haces. A continuacio´n veamos que β♯
es un isomorfismo, para ello basta que β♯(D+(h)) es un isomorfismo para todo elemento
homoge´neo h ∈ S. En efecto, es inmediato verificar que β−1(D+(h)) = DV (h) ⊆ V , de
manera que tenemos el diagrama conmutativo
S(h)
id +3

S(h)

OX(D+(h))
β♯(D+(h))
// OV (DV (h))
Por tanto β♯(D+(h)) es un isomorfismo. Vemos ahora que t(V ) ∼= Proj S como esquemas
sobre k. Definimos la aplicacio´n γ : Proj S → t(V ) por p 7→ Z(p), claramente e´sta
aplicacio´n es un homeomorfismo y tenemos el siguiente diagrama conmutativo
V
α //
β
!!
t(V )
Proj S
γ
<<
Por otro lado,
α∗OV (U) = OV (α−1(U)) = OV (β−1(γ−1(U))) ,
γ∗OX(U) = OX(γ−1(U)) ,
esto nos permite definir γ♯ : α∗OV → γ∗OX como
γ♯(U) := β♯(γ−1(U))−1 ,
de manera que γ♯ es tambie´n un isomorfismo. Finalmente, el homomorfismo k → S induce
el morfismo Proj S → Spec k y un diagrama conmutativo
Proj S
γ +3
##
t(Y )
||
Spec k
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✷
Corolario 3.3.7. Sea k un cuerpo algebraicamente cerrado. Para n ≥ 0 tenemos los
siguientes isomorfismos sobre k
t(An) ∼= Ank , t(Pn) ∼= Pnk
Demostracio´n. Son inmediatos de las proposiciones anteriores.
3.4 Subesquemas y Propiedades de Esquemas
Definicio´n 3.4.1. Sea X un esquema y sea U un subconjunto abierto de X. Un morfismo
de esquemas (j, j♯) : (U,OU)→ (X,OX) es llamadomorfismo inclusio´n si j es la aplicacio´n
inclusio´n y el morfismo j♯ proviene de lo siguiente: como U es abierto de X, j−1OX =
OX |U = OU , luego de la propiedad de adjuncio´n para j−1 (Proposicio´n 3.1.24), tenemos el
morfismo j♯ : OX → j∗j−1OX = j∗OU . Denotaremos al morfismo inclusio´n simplemente
por j.
Definicio´n 3.4.2. Un subesquema abierto de un esquema X, es un esquema U , cuyo
espacio topolo´gico es un subconjunto abierto de X, y cuya estructura de haz OU es
isomorfo a la restriccio´n OX
∣∣
U
de la estructura de haz de X. Una inmersio´n abierta
es un morfismo f : Y → X que induce un isomorfismo de X sobre un esquema con
un subesquema abierto de Y , es decir f se factoriza en Y
g→ Z j→ X donde g es
un isomorfismo, Z es un subesquema abierto de X y j es el morfismo inclusio´n. Un
subesquema cerrado de un esquema X, es un esquema Y junto con un morfismo de esque-
mas (i, i♯) : (Y,OY )→ (X,OX), tal que sp(Y ) es un subconjunto cerrado de sp(X), i es la
inclusio´n y el morfismo de haces i♯ : OX → i∗OY es sobreyectivo. Diremos que (i, i♯) es el
morfismo inclusio´n asociado al subesquema cerrado Y , lo denotaremos simplemente por i.
Una inmersio´n cerrada es un morfismo f : Y → X que induce un isomorfismo de Y sobre
un esquema con un subesquema cerrado de X, es decir f se factoriza en Y
g→ Z j→ X
donde g es un isomorfismo, Z es un subesquema cerrado de X y j es el morfismo inclusio´n
asociado a Z.
Observacio´n 3.4.1. En la definicio´n anterior de subesquema cerrado, observemos desde
que Y es un subconjunto cerrado de X, tenemos
(i∗(OY ))p =
{ OY,p , si p ∈ Y ,
0 , si p ∈ X\Y .
Por tanto, decir que i♯ es sobreyectiva es equivalente a que el homomorfismo inducido
i♯p : OX,p → OY,p es sobreyectivo para todo p ∈ Y . Luego, un morfismo f : X → Y es una
inmersio´n cerrada, si solamente si que f es un homeomorfismo de X sobre un subconjunto
cerrado de Y , y el homomorfismo inducido f ♯p : OY,f(p) → OX,p es sobreyectivo para todo
p ∈ X.
Ejemplo 3.4.1. Sea un anillo A y sean a un ideal de A, X = Spec A/a, Y = Spec A, y
consideremos el homomorfismo de anillos ϕ : A→ A/a. Entonces el morfismo de esquemas
f : X → Y inducido por ϕ, es una inmersio´n cerrada. En efecto, f es un homeomorfismo
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de X sobre el subconjunto cerrado V (a) de Y . Por otro lado, si p ∈ X y q = f(p),
entonces ϕ induce el homomorfismo local ϕp : Aq → (A/a)p dado por aα 7→ ϕ(a)ϕ(α) , que es
sobreyectiva ya que ϕ es sobreyectiva, y el morfismo f ♯ : OY → f∗(OX) esta´ definido como
f ♯(U)(s)(p) = ϕp(s(f(p))) para todo abierto U de X, s ∈ OY (U) y p ∈ X. Luego, para
p ∈ X y q = f(p), el diagrama
OY,q
f♯p //

OX,p

Aq ϕp
// (A/a)p
es conmutativo, donde los isomorfismos verticales son los isomorfismos naturales. De esta
manera f ♯p es sobreyectiva para todo p ∈ X, por la observacio´n anterior se sigue que f es
una inmersio´n cerrada.
Definicio´n 3.4.3. Un esquema X es llamado localmente noetheriano si es cubierto por
subconjuntos abiertos afines Spec Ai, donde cada Ai es un anillo noetheriano. Diremos
que X es noetheriano si es localmente noetheriano y casi compacto.
Teorema 3.4.2. Un esquema X es localmente noetheriano si y so´lo si para cada subcon-
junto abierto af´ın U = Spec A, el anillo A es noetheriano. En particular, un esquema af´ın
X = Spec A es un esquema noetheriano si, y so´lo si, el anillo A es un anillo noetheriano.
Demostracio´n. Ver Hartshorne [6], Proposicio´n 3.2, pag. 83.
✷
Definicio´n 3.4.4. Un morfismo f : X → Y de esquemas es de tipo finito si para todo
abierto af´ın V = Spec B de Y , f−1(V ) puede ser cubierto por un numero finito de abiertos
afines Ui = Spec Ai, donde cada Ai es un B-a´lgebra de tipo finito.
Un morfismo f : X → Y de esquemas es finito si para todo abierto af´ın V = Spec B
de Y , f−1(V ) es af´ın, igual a Spec A, donde cada A es un B-mo´dulo de tipo finito.
Definicio´n 3.4.5. Un morfismo f : X → Y de esquemas es casi compacto si para cada
subconjunto abierto af´ın V ⊆ Y , f−1(V ) es casi compacto.
Definicio´n 3.4.6. Sea S un esquema y sean X, Y esquemas sobre S. Definimos el pro-
ducto fibrado de X e Y sobre S, denotado por X ×S Y , como un esquema, junto con
morfismos p1 : X ×S Y → X y p2 : X ×S Y → Y los cuales conmutan con los morfismos
X → S y Y → S, tal que dado cualquier esquema Z sobre S, y dado dos morfismos
f : Z → X y g : Z → Y los cuales hacen un diagrama conmutativo con los morfismos
X → S y Y → S, entonces existe un u´nico morfismo θ : Z → X ×S Y tal que f = p1 ◦ θ
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y g = p2 ◦ θ; gra´ficamente se escribe,
Z //
++&&
X ×S Y
|| ""
X
##
Y
||
S
Los morfismos p1 y p2 son llamados morfismos proyeccio´n del producto fibrado sobre sus
factores. Si X e Y son dos esquemas, entonces el producto fibrado de X e Y , denotado
por X × Y , sera´ el esquema X ×Spec Z Y .
Teorema 3.4.3. Para cualquier par de esquemas X e Y sobre S, existe el producto fibrado
X ×S Y y es u´nico salvo isomorfismo.
Demostracio´n. Ver [6] o [11]. ✷
Definicio´n 3.4.7. Sea f : X → Y un morfismo entre esquemas. El morfismo diagonal es
el u´nico morfismo △X : X → X×Y X cuya composicio´n con las proyecciones π1, π2 : X×Y
X → X es la aplicacio´n identidad idX : X → X como muestra el siguiente diagrama
X
△ //
++''
X ×Y X
{{ ##
X
##
X
{{
Y
Decimos que el morfismo f es separado si el morfismo diagonal △X es una inmersio´n
cerrada, en este caso diremos que X es separado sobre Y . Un esquema X es separado si
es separado sobre Spec Z.
Ejemplo 3.4.4. Si V es una variedad sobre un cuerpo algebraicamente cerrado k, entonces
el esquema asociado t(V ) es separado sobre k.
En la siguiente definicio´n generalizamos el concepto del n-espacio proyectivo PnA sobre
un anillo A.
Definicio´n 3.4.8. Sea Y un esquema. Definimos el n-espacio proyectivo sobre Y , deno-
tado por PnY , como el producto fibrado P
n
Z×Spec ZY . Un morfismo de esquemas f : X → Y
es proyectivo si se factoriza en una inmersio´n cerrada i : X → PnY para algu´n entero n ≥ 1,
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seguido por la proyeccio´n PnY → Y . Un morfismo f : X → Y es casi proyectivo si se factor-
iza en una inmersio´n abierta j : X → X ′ seguido por un morfismo proyectivo g : X ′ → Y .
En lo anterior, cuando Y = Spec A, diremos que X es un esquema proyectivo (resp. casi
proyectivo) sobre A.
Ejemplo 3.4.5. Sea A un anillo y sea S un anillo graduado con S0 = A finitamente
generado por S1 como A-a´lgebra . Entonces el morfismo natural Proj S → Spec A es un
morfismo proyectivo (ver ı´tem (b) de la Proposicio´n 4.4.13).
3.5 Subesquemas Cerrados
Proposicio´n 3.5.1. Sea ϕ : S → T un homomorfismo graduado de anillos graduados. Se
cumplen las siguientes afirmaciones:
(a) El conjunto U = {p ∈ ProjT : ϕ(S+) * p} es un subconjunto abierto de ProjT ;
adema´s ϕ induce un morfismo de esquemas f : U → ProjS.
(b) Si ϕd : Sd → Td es un isomorfismo para todo d ≥ d0, donde d0 es un entero no neg-
ativo. Entonces U = ProjT y el morfismo f : ProjT → ProjS es un isomorfismo.
(c) Si ϕ es sobreyectiva, entonces U = ProjT y el morfismo f : ProjT → ProjS es una
inmersio´n cerrada.
Demostracio´n. (a). Veamos que U es abierto en ProjT . Sea p ∈ U arbitrario, entonces
ϕ(S+) * p, esto implica que existe un elemento homoge´neo s ∈ S+ tal que ϕ(s) 6∈ p, as´ı
p ∈ D+(ϕ(s)). Afirmamos que el conjunto D+(ϕ(s)) es un entorno de p contenido en U ;
en efecto, dado q ∈ D+(ϕ(s)) tenemos que ϕ(s) 6∈ q luego ϕ(S+) * q y por definicio´n
q ∈ U . Veamos ahora que ϕ induce un morfismo de esquemas de U en ProjS. Definamos
f : U → ProjT dado por p 7→ ϕ−1(p). La aplicacio´n f esta´ bien definida, pues, si p ∈ U
tenemos que ϕ(S+) * p, esto implica que S+ * ϕ−1(p), por otro lado el ideal primo ϕ−1(p)
es homoge´neo desde que ϕ es homomorfismo graduado y por tanto f(p) = ϕ−1(p) ∈ ProjS.
La continuidad de f se sigue desde que se tiene la igualdad f−1(V (a)) = V (〈ϕ(a)〉) ∩ U
para cada ideal homoge´neo a de S. A continuacio´n definiremos un morfismo f ♯ de OProjS
en f∗(OProjT |U). Consideremos para cada p ∈ U , el homomorfismo local de anillos
ϕp : S(ϕ−1(p))→T(p) dado por
a
λ
7→ ϕ(a)
ϕ(λ)
. Definimos f ♯(W ) : OProjS(W ) → OProjT (f−1(W ))
dado por f ♯(W )(s)(p) = ϕp(s ◦ f(p)) para todo s ∈ OProj S(W ), p ∈ f−1(W ). Para la
inclusio´n Z ⊆ W de abiertos de Proj S, el siguiente diagrama
OProj S(W ) f
♯(W ) //

OProjT (f−1(W ))

OProj S(Z) f
♯(Z) // OProjT (f−1(Z))
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es conmutativo, donde las flechas verticales son las restricciones naturales. En efecto,
dado s ∈ OProj S(W ) y p ∈ f−1(Z)) tenemos
f ♯(W )(s)
∣∣
f−1(Z)
(p) = f ♯(W )(s)(p) = ϕp(s ◦ f(p)) = ϕp(s
∣∣
Z
(f(p)))
= ϕp(s
∣∣
Z
◦ f(p)) = f ♯(Z)(s∣∣
Z
)(p).
Por tanto tenemos el morfismo de haces f ♯; adema´s, para cada p ∈ U el homomorfismo
f ♯p es local desde que el diagrama
OProj S,f(p)
f♯p //

OProjT,p

S(f(p))
ϕp // T(p)
es conmutativo.
(b). Veamos que U = ProjT . Tomemos p ∈ ProjT , puesto que T+  p podemos
conseguir un elemento homoge´neo t ∈ T+ tal que t 6∈ p y como p es ideal primo tk 6∈ p
para todo k ∈ N. Sea r = ∂(t) y tomemos k suficientemente grande de modo que kr ≥ d0,
entonces ∂(tk) = kr ≥ d0. Por hipo´tesis ϕkr es isomorfismo, luego existe s ∈ Skr ⊆ S+ tal
que ϕ(s) = tk, en particular tk 6∈ p, por tanto ϕ(S+)  p, o sea p ∈ U .
A continuacio´n veamos que el morfismo f : ProjT → Proj S definido en (a) es un
isomorfismo. Sea {ti}i∈I la familia de todos los elementos homoge´neos de T+ con ∂(ti) ≥
d0; afirmamos que {D+(ti)}i∈I es un cubrimiento de ProjT ; en efecto, dado p ∈ ProjT ,
como T+  p podemos conseguir un elemento homoge´neo t ∈ T+ tal que t 6∈ p, luego
td0 6∈ p y ∂(td0) ≥ d0, entonces por definicio´n td0 = ti para algu´n i ∈ I, as´ı tenemos que
ti 6∈ p, es decir p ∈ D+(ti). Luego, como para cada i ∈ I, ∂(ti) ≥ d0 y ϕd es isomorfismo
para d ≥ d0, entonces existe si ∈ S+ tal que ϕ(si) = ti para cada i ∈ I. Consideremos
el homomorfismo de anillos ϕi : S(si) → T(ti) dado por asni 7→
ϕ(a)
tni
. El homomorfismo ϕi
induce un morfismo ϕ˜i de Spec T(ti) sobre Spec S(si) tal que el diagrama
D+(ti)
f //

D+(si)

SpecT(ti)
ϕ˜i // SpecS(si)
es conmutativo, donde las flechas verticales son homeomorfismos y fi es la restriccio´n
de f en D+(ti). Por otro lado, desde que ∂(si) ≥ d0 y ϕd es isomorfismo para todo
d ≥ d0, tenemos que ϕi es isomorfismo, luego ϕ˜i es isomorfismo como esquemas afines,
y el diagrama anterior implica que fi = f
∣∣
D+(ti)
: D+(ti) → D+(si) es un isomorfismo
como esquemas afines. Afirmamos que la aplicacio´n continua f : ProjT → Proj S es
un homeomorfismo. En efecto, veamos que f es inyectiva, sean p, q ∈ ProjT tal que
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ϕ−1(p) = ϕ−1(q), luego tenemos ϕ−1(p) ∩ Sd = ϕ−1(q) ∩ Sd para todo d ≥ 0, y por el
Lema 2.2.5 tenemos que ϕ−1d (pd) = ϕ
−1
d (qd). Como ϕ
−1
d es isomorfismo cuando d ≥ d0
entonces se tiene que pd = qd para todo d ≥ d0. Afirmamos que p = q, si no fuera as´ı,
tendr´ıamos que p  q o q  p. Supongamos que p  q, entonces podemos encontrar
elementos homoge´neos s ∈ p y t ∈ T+ tal que s 6∈ q y t 6∈ q, ya que tambie´n T+  q.
Sea d = ∂(std0) ≥ d0, entonces s.td0 ∈ pd = qd, por otra parte s.td0 6∈ q ya que q
es primo, luego s.td0 6∈ qd, que es una contradiccio´n, por tanto f es inyectiva. Para
probar que f es sobreyectiva, basta probar que la familia {D+(si)}i∈I cubre a Proj S,
ya que fi = f
∣∣
D+(ti)
y las aplicaciones fi son sobreyectivas para todo i ∈ I. Dado
q ∈ Proj S, por definicio´n S+  q, luego existe un elemento homoge´neo s ∈ S+ tal que
s 6∈ q, y como ϕ es homomorfismo graduado y s homoge´neo con ∂(s) ≥ 1, tenemos que
ϕ(sd0) es un elemento homogene´o de S+ con ∂(ϕ(s
d0)) ≥ d0, por tanto ϕ(sd0) = ti y
sd0 = si para algu´n i ∈ I, luego como q es primo y s 6∈ q se tiene que si 6∈ q y as´ı
q ∈ D+(si). Finalmente la aplicacio´n f es abierta, puesto que para cada subconjunto
abierto V de ProjT se tiene que f(V ) = f(
⋃
i∈I V ∩ D+(si)) =
⋃
i∈I fi(V ∩ D+(si)) es
abierta en Proj S, ya que cada fi(V ∩ D+(si)) es abierta en D+(si) y este subconjunto
es abierto en Proj S. Para concluir que f : ProjT → ProjS es un isomorfismo, veamos
que f ♯p : OProjS,f(p) → OProjT,p es isomorfismo para todo p ∈ ProjT ; en efecto, dado
p ∈ ProjT , puesto que la familia {D+(ti))}i∈I cubre a ProjT , tenemos que p ∈ D+(tj)
para algu´n j ∈ I, y como fj = f
∣∣
D+(tj)
: D+(tj) → D+(sj) es isomorfismo, tenemos que
f ♯j,p : OD+(sj),f(p) → OD+(tj),p es isomorfismo. Por tanto f ♯p es un isomorfismo desde que el
diagrama
OProj(S),f(p)
f♯p //

OProj(T ),p

OD+(sj),f(p)
f♯j,p // OD+(tj),p
es conmutativo, donde las flechas verticales son los isomorfismos naturales.
(c). Tenemos inmediatamente que ϕ(S+) = T+ desde que ϕ es homomorfismo graduado
sobreyectivo, y as´ı U = ProjT . Veamos ahora que f : ProjT → ProjS es un homeomor-
fismo de ProjT sobre V (Nuc(ϕ)) ⊆ ProjS. En efecto, f es inyectiva desde que ϕ es
sobreyectiva. Por otra parte, tomando U = ProjT en la demostracio´n de la continuidad
de f del item (a), tendremos que f−1(V (a)) = V (〈ϕ(a)〉) para todo ideal homoge´neo a de
S, entonces la sobreyectividad de ϕ implica que f−1(V (ϕ−1(b))) = V (b) para todo ideal
homoge´neo b de T , luego f(V (b)) = V (ϕ−1(b)) puesto que f es inyectiva, adema´s para
b = 0 tenemos f(ProjT )) = V (Nuc(ϕ)). Finalmente veamos que f ♯ : OProjS → f∗OProjT
es sobreyectiva, para ello basta que el homomorfismo inducido f ♯p : OProjS,f(p) → OProjT,p
sea sobreyectivo para todo p ∈ ProjT , pero esto se sigue inmediatamente desde que el
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diagrama
OProjS,f(p) f
♯
p //

OProjT,p

S(f(p))
ϕp // T(p)
es conmutativo y ϕp es sobreyectivo, donde las flechas verticales son los isomorfismos
naturales. ✷
Corolario 3.5.2. Sea S =
⊕
d≥0 Sd un anillo graduado e Iun ideal homoge´neo de S, sea
tambie´n I ′ =
⊕
d≥d0
Id, donde d0 un entero fijo y no negativo, entonces los ideales I e I
′
determinan el mismo subesquema cerrado de Proj S.
Demostracio´n. Consideremos los epimorfismos cano´nicos ϕ1 : S → S/I y ϕ2 : S →
S/I ′, entonces de la proposicio´n anterior, item (c), tenemos que los morfismos induci-
dos f1 : Proj S/I → Proj S y f2 : Proj S/I ′ → Proj S son inmersiones cerradas. Por
otro lado, consideremos el homomorfismo natural ϕ : S/I ′ → S/I; de la definicio´n de
I ′, tenemos que I ′d = Id para todo d ≥ d0 y consecuentemente tenemos las identidades
ϕd : (S/I
′)d → (S/I)d para todo d ≥ d0, y por el item (b) de la proposicio´n anterior,
f : Proj S/I → Proj S/I ′ es un isomorfismo. Finalmente, el siguiente diagrama
Proj S/I
f //
f1
$$
Proj S/I ′
f2
zz
Proj S
es conmutativo, desde que tenemos el diagrama conmutativo
S/I
S
ϕ2
__
ϕ1
??
S/I ′
ϕoo
De esta manera los subesquemas cerrados f1(Proj S/I) y f2(Proj S/I
′) coinciden en
Proj S.
✷
Cap´ıtulo 4
El Teorema de Correspondencia de
Serre
En este cap´ıtulo consta la parte central de este trabajo, veremos, informalmente
hablando, que la categor´ıa de los haces coherentes sobre un esquema af´ın es equivalente
a la que la categor´ıa de mo´dulos finitamente generados sobre un anillo noetheriano, ver
Teorema 4.2.5. Luego expondremos el resultado principal de este trabajo: la categor´ıa de
los haces coherentes sobre un esquema proyectivo es equivalente a la categor´ıa de mo´dulos
graduados de tipo casi finito, ver Teorema 4.4.32.
Comenzaremos definiendo los haces de mo´dulos y mostraremos algunas propiedades
ba´sicas.
4.1 Haces de OX-Mo´dulos
Definicio´n 4.1.1. Sean X un espacio topolo´gico y O un prehaz de anillos sobre X.
Un prehaz de O-mo´dulo es un prehaz F de grupos abelianos sobre X tal que para cada
subconjunto abierto U de X, el grupo F(U) es un O(U)-mo´dulo y para cada inclusio´n de
conjuntos abiertos V ⊆ U , el siguiente diagrama
O(U)×F(U) //

F(U)

O(V )×F(V ) // F(V )
es conmutativo, donde las flechas horizontales son las acciones de mo´dulo, la flecha de
la vertical izquierda es la restriccio´n de F y la fecha vertical derecha es la aplicacio´n
natural inducida por las restricciones de F y O . Ma´s precisamente, dados a ∈ O(U)
y s ∈ F(U), entonces se tiene a|V .s|V = (a.s)|V . Si O y F son ambos haces, diremos
que F es un haz de O-mo´dulo. Un morfismo ϕ : F → G de prehaces de O-mo´dulo es un
morfismo de prehaces tal que para cada subconjunto abierto U de X, el homomorfismo
de grupos ϕ(U) : F(U) → G(U) es un homomorfismo de O(U)-mo´dulos. Un morfismo
F → G de haces de O-mo´dulos se define del mismo modo que un morfismo de prehaces
de O-mo´dulos.
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Proposicio´n 4.1.1. Sea X un espacio topolo´gico, O un prehaz de anillos sobre X y sea
F una prehaz de O-mo´dulo, entonces el haz asociado F+ tiene una estructura natural de
haz de O+-mo´dulo.
Demostracio´n. De la Proposicio´n 3.1.12 y la Observacio´n 3.1.7, tenemos que para cada
subconjunto abierto U de X, O+(U) es el anillo de funciones λ : U → ⊔p∈U Op que
satisfacen las siguientes propiedades:
(i) λ(p) ∈ Op para todo p ∈ U ,
(ii) para cada p ∈ U existe una vecindad abierta V ⊆ U de p y existe un elemento
r ∈ O(V ) tal que λ(q) = rq para todo q ∈ V .
y F+(U) es el grupo aditivo de funciones f : U → ⊔p∈U Fp tal que:
(i’) f(p) ∈ Fp para todo p ∈ U ,
(ii’) para cada p ∈ U existe una vecindad abierta V ⊆ U de p y existe un elemento
s ∈ F(V ) tal que f(q) = sq para todo q ∈ V .
Definimos la accio´n O+(U)×F+(U)→ F+(U) dado por (λ, f) 7→ λ.f , donde
(λ.f)(p) := λ(p)f(p) para todo p ∈ U .
No hay dificultad en ver que esta aplicacio´n esta´ bien definida y dota a F+ la estructura
de un haz de O+-mo´dulo. ✷
Definicio´n 4.1.2. Sea (X,OX) un espacio anillado, si F y G son dos OX-mo´dulos, al
grupo de morfismos de F en G denotaremos por HomX(F ,G), algunas veces escribiremos
Hom(F ,G) si no hay confusio´n. Una sucesio´n de OX-mo´dulos y morfismos es exacta si es
exacta como una sucesio´n de haces de grupos abelianos. Si U es un subconjunto abierto
de X, y si F es un OX-mo´dulo, entonces FU es un OX |U -mo´dulo. Si F y G son dos
OX-mo´dulos, el prehaz
U 7→ HomOX |U (FU ,GU)
es un haz el cual es llamado haz Hom y es denotado por HomOX (F ,G); tambie´n definimos
el producto tensorial F ⊗OX G de dos OX-mo´dulos como el haz asociado al prehaz U 7→
F(U) ⊗OX(U) G(U), y por brevedad escribiremos a este prehaz por F ⊗ G. Sea {Fi}i∈I
una familia de OX-mo´dulos. La suma directa F =
⊕
i∈I Fi es el haz asociado al prehaz
U 7→⊕i∈I Fi(U). Un OX-mo´dulo F es libre si es isomorfo a una suma directa de copias
de OX ; este es localmente libre si X puede ser cubierto por conjuntos abiertos U para el
cual F|U es un OX-mo´dulo libre, en este caso el rango de F en tal conjunto abierto es el
nu´mero de copias de la estructura de haz (finita o infinita). Si X es conexo, el rango de
un haz localmente libre se define de la misma manera. Un haz localmente libre de rango
1 es llamado haz inversible.
Sea f : (X,OX)→ (Y,OY ) un morfismo de espacios anillados. Si F es un OX-mo´dulo,
entonces f∗F es un f∗OX-mo´dulo. Puesto que tenemos el morfismo de haces de anillos
sobre Y , f ♯ : OY → f∗OX , esta da a f∗F una estructura natural de OY -mo´dulo, llamado
imagen directa de F por el morfismo f .
Si G es un haz de OY -mo´dulo, entonces f−1G es un f−1OY -mo´dulo, luego por la
Proposicio´n 3.1.24 tenemos un morfismo de haces de anillos f−1OY → OX sobre X, esto
nos permite definir f ∗G como el producto tensorial f−1G ⊗f−1OY OX .
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Observacio´n 4.1.1. Sea X un espacio topolo´gico, O un prehaz de anillos y F ,G dos
prehaces de O-mo´dulos, entonces F+ y G+ son haces de O+-mo´dulos, y el haz producto
tensorial de F+ y G+ coincide con el haz asociado del prehaz producto tensorial de F y
G.
En lo que sigue X sera´ un espacio topolo´gico y B sera´ una base de abiertos de X.
Definicio´n 4.1.3. Sean F un B-prehaz de grupos abelianos y O un B-prehaz de anil-
los. Diremos que F es un B-prehaz de O-mo´dulo, si para cada V ∈ B, el grupo F(V )
es un O(V )-mo´dulo y para cada inclusio´n de abiertos ba´sicos W ⊆ V , ρVW (sf) =
σVW (s)ρVW (f) para todo s ∈ O(V ) y f ∈ F(V ), donde ρVW y σVW son las restricciones
en F y O respectivamente. En la definicio´n anterior, si F y O son B-haces, entonces
diremos que F es un B-haz de O-mo´dulo
Un morfismo F → G de B-prehaces de O-mo´dulos es un morfismo de B-prehaces tal
que para cada abierto V ∈ B, la aplicacio´n F(V )→ G(V ) es un homomorfismo de OX(V )-
mo´dulos. Un morfismo F → G de B-haces de O-mo´dulos tiene la misma definicio´n que
un morfismo de B-prehaces de O-mo´dulos.
Proposicio´n 4.1.2. Sean O un B-prehaz de anillos y F un B-prehaz de O-mo´dulo.
Entonces (segu´n la notacio´n de la Proposicio´n 3.1.8) F ′ es un O′-mo´dulo de prehaces.
Adema´s, si F y O son B-haces de grupos y anillos respectivamente, entonces F ′ es un
haz de O′-mo´dulo.
Demostracio´n. Por la Proposicio´n 3.1.8, F ′ es un prehaz de grupos abelianos y por la
Observacio´n 3.1.6, O′ es un prehaz de anillos sobre X. Dado un subconjunto abierto
U ⊆ X, por definicio´n tenemos:
F ′(U) = lim←−V⊆U, V ∈BF(V )
=
{
el conjunto de familias (fV )V⊆U,V ∈B ∈
∏
V⊆U,V ∈BF(V ) tal
que ρVW (fV ) = fW siempre que W ⊆ V ⊆ U con V,W ∈ B
}
,
y
O′(U) = lim←−V⊆U, V ∈BO(V )
=
{
el conjunto de familias (rV )V⊆U,V ∈B ∈
∏
V⊆U,V ∈BO(V ) tal
que ̺VW (rV ) = rW siempre que W ⊆ V ⊆ U con V,W ∈ B
}
.
Definimos la aplicacio´n O′(U)×F ′(U)→ F ′(U) como
((rV )V⊆U , (fV )V⊆U) 7→ (rV fV )V⊆U .
Esta aplicacio´n define naturalmente una accio´n de O′(U) sobre F ′(U), de esta manera
F ′(U) es un O′(U)-mo´dulo. Sean U ′ ⊆ U dos abiertos de X, tenemos por definicio´n que
el diagrama
O′(U)×F ′(U) //

F ′(U)

O′(U ′)×F ′(U ′) // F ′(U ′)
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es conmutativo, lo cual prueba que F ′ es un O′-mo´dulo de prehaces. Por otro lado, si
F y O son B-haces, entonces por la Proposicio´n 3.1.8 y Observacio´n 3.1.6, F ′ y O′ son
haces de grupos y anillos respectivamente, luego F ′ es un haz de O′-mo´dulo. ✷
Proposicio´n 4.1.3. Sea ϕ : F → G un morfismo de B-prehaces de O-mo´dulos. Entonces
existe un morfismo ϕ′ : F ′ → G ′ de prehaces de O-mo´dulos que extiende a ϕ. Adema´s, si
ψ : G → H es un morfismo de B-prehaces de O-mo´dulos y idF : F → F es el morfismo
identidad, entonces (ψ◦ϕ)′ = ψ′◦ϕ′ y (idF)′ = idF ′. En particular si ϕ es un isomorfismo
entonces ϕ′ es tambie´n un isomorfismo.
Demostracio´n. Consideremos el morfismo de prehaces de grupos ϕ′ : F ′ → G ′, dada en
la Proposicio´n 3.1.9. Entonces para cada abierto U de X, tenemos el homomorfismo
de grupos ϕ′(U) : F ′(U) → G ′(U) dado por (fV )V⊆U,V ∈B 7→
(
ϕ(V )(fV )
)
V⊆U,V ∈B
. Resta
entonces verificar que ϕ′(U) es un homomorfismo de O′(U)-mo´dulos, en efecto, dados
(fV )V⊆U ∈ F ′(U) y (rV )V⊆U ∈ O′(U), tenemos
ϕ′(U)((rV )V⊆U(fV )V⊆U) = ϕ
′(U)((rV fV )V⊆U) =
(
ϕ(V )(rV fV )
)
V⊆U
=
(
rV ϕ(V )(fV )
)
V⊆U
= (rV )V⊆U ϕ
′(U)((fV )V⊆U) .
Por otro lado, si ψ : G → H es un morfismo de B-prehaces de O′-mo´dulos y idF : F → F
es el morfismo identidad, entonces por la Proposicio´n 3.1.9, tenemos que (ψ ◦ϕ)′ = ψ′ ◦ϕ′
y (idF)
′ = idF ′ como morfismos de prehaces de grupos, por tanto tambie´n como morfismo
de O′-mo´dulos. ✷
Observacio´n 4.1.2. Los B-prehaces de O-mo´dulos (resp. los B-haces de O-mo´dulos)
junto con sus respectivos morfismos antes definidos forman una categor´ıa denotado por
B-PreMod (resp. B-Mod). La Proposicio´n 3.1.9 nos dice que la correspondencia F 7→ F ′
es un funtor covariante de B-PreMod sobre PreMod(X). Asimismo, si F ∈ B-Mod la
correspondencia F 7→ F ′ es un funtor covariante de B-Mod sobre Mod(X).
Proposicio´n 4.1.4. Sean O un prehaz de anillos sobre X y F un prehaz de O-mo´dulo.
Si F ′ es el prehaz de O′-mo´dulo que extiende al B-prehaz V 7→ F(V ) con V ∈ B, entonces
el haz asociado de F ′ es isomorfo al haz asociado de F como O-mo´dulos.
Demostracio´n. Sea U un abierto de X, para cada V ∈ B con V ⊆ U , consideremos el
homomorfismo θV : F ′(U) → F+(V ) dado por (fV )V⊆U 7→ fV . Podemos comprobar que
fV |V ∩W = fW |V ∩W para todo V,W ∈ B tal que V,W ⊆ U , entonces por el Lema 3.1.15,
existe un u´nico homomorfismo θ(U) : θV : F ′(U) → F+(U) tal que θ(U)(t)|V = fV para
todo t = (fV )V⊆U ∈ F ′(U) y V ∈ B con V ∈ U . Podemos comprobar inmediatamente que
θ conmuta con las restricciones, de esta manera θ : F ′ → F+ es un morfismo de prehaces.
A continuacio´n veamos que el par (F+, θ) satisface la propiedad universal de hacificacio´n
de la Proposicio´n 3.1.12. En efecto, sea G un haz sobre X y ϕ : F ′ → G un morfismo de
prehaces. Sea U un abierto de X y s ∈ F+(U), entonces (por la construccio´n de F+),
existe un cubrimiento {Ui}i∈I de U y existen elementos fi ∈ F(Ui) tal que s|Ui = f i
para todo i ∈ I. Sea ti = ϕ(Ui)((fi|V ))V⊆Ui . Podemos comprobar que los ti ∈ G(Ui)
son compatibles, luego existe una u´nica seccio´n t ∈ G(U) tal que t|Ui = ti para todo
i ∈ I. Podemos comprobar que t so´lo depende de s y no del cubrimiento {Ui}i∈I ni de los
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elementos fi tomados, esto nos una aplicacio´n ψ(U) : F+(U)→ G(U) y podemos verificar
que esto nos da un morfismo ψ : F+ → G y es u´nico para la cual el diagrama
F ′ ϕ //
θ
""
G
F+
ψ
OO
es conmutativo. ✷
Corolario 4.1.5. Sea O un haz de anillos sobre X, sean F ,G dos haces de O-mo´dulo y
sean F ′,G ′ dos prehaces de O-mo´dulos tal que F = (F ′)+ y G = (G ′)+. Si ϕ′ : F ′ → G ′ es
un morfismo de B-prehaces de O-mo´dulos, entonces ϕ′ induce un morfismo ϕ : F → G de
haces de O-mo´dulos. En particular, si F ∼= G como prehaces B-prehaces de O-mo´dulos,
entonces F ∼= G como haces de O-mo´dulos.
Demostracio´n. Por la Proposicio´n 4.1.3, el morfismo ϕ′ se extiende a un morfismo de
prehaces ϕ′′ : F ′′ → G ′′, luego tenemos el morfismo de haces (ϕ′′)+ : (F ′′)+ → (G ′′)+ y
por la Proposicio´n 4.1.4, (F ′′)+ = F y (G ′′)+ = G, de esta manera ϕ := (ϕ′′)+ : F → G
es un morfismo de haces inducido por ϕ. Por otro lado, si ϕ′ es un isomorfismo, por
la Proposicio´n 4.1.3, ϕ′′ es tambie´n un isomorfismo, y como el funtor .+ es exacto, el
morfismo ϕ definido antes es un isomorfismo. ✷
Proposicio´n 4.1.6. Sea (X,OX) un espacio anillado y sea F un haz de OX-mo´dulo. Se
cumplen las siguientes afirmaciones:
(a) F ⊗OX OX ∼= F ∼= OX ⊗OX F .
(b) Si G es un haz de OX-mo´dulo y U es un abierto de X, entonces
(F ⊗OX G)|U ∼= F|U ⊗OX |U G|U
(c) Si U es un abierto de X e ı : U →֒ X es el morfismo inclusio´n, entonces ı∗F ∼= F
∣∣
U
.
Demostracio´n. (a). Por definicio´n F ⊗OX OX es el haz asociado al prehaz H : U 7→
F(U)⊗OX(U)OX(U). Por otro lado, tenemos el isomorfismo F(U) ∼−→ F(U)⊗OX(U)OX(U)
dado por s 7→ s⊗1, y para dos abiertos V ⊆ U de X es evidente que el siguiente diagrama
F(U) +3

F(U)⊗OX(U) OX(U)

F(V ) +3 F(V )⊗OX(V ) OX(V )
es conmutativo; esto implica que F ∼= H como prehaces de OX-mo´dulos. Por el Corolario
4.1.5, F ∼= F ⊗OX OX como haces de OX-mo´dulos. Con un procedimiento ana´logo
obtenemos tambie´n que F ∼= OX ⊗OX F .
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(b). Sea H el prehaz U 7→ F(U) ⊗OX(U) G(U). Si fijamos un abierto U de X, para
todo abierto V ⊆ U tenemos
H|U(V ) = H(V ) = F(V )⊗OX(V ) G(V ) = F|U(V )⊗OX |U (V ) G|U(V )
luego por el Corolario 4.1.5 tenemos (H|U)+ ∼= F|U ⊗OX |U G|U , y puesto que la restriccio´n
de un haz conmuta con el funtor hacificacio´n obtenemos (F ⊗OX G) ∼= F|U ⊗OX |U G|U .
(c). El haz ı∗F es un OU -mo´dulo, luego
ı∗F = (ı∗F)|U ∼= (ı−1F ⊗ı−1OX OX)
∣∣
U
∼= F|U ⊗OX |U OX |U ∼= F
∣∣
U
.
✷
Hasta el momento tenemos la nocio´n de haz de mo´dulos sobre un espacio anillado,
ahora nos dedicaremos a estudiar un haz de mo´dulos de cara´cter especial, definiremos el
haz de mo´dulos M˜ sobre Spec A, asociado a un mo´dulo M sobre un anillo A.
Definicio´n 4.1.4 (El haz asociado a un mo´dulo). Sea A un anillo y M un A-mo´dulo.
Definimos el haz asociado a M sobre Spec A, denotado por M˜ de la siguiente manera:
para cualquier subconjunto abierto U ⊆ Spec A, consideremos M˜(U) como el conjunto de
funciones s : U → ⊔p∈U Mp tal que s es localmente un cociente: esto es, para cada p ∈ U ,
s(p) ∈ Mp, y existe un entorno abierto V de p en U y elementos m ∈ M , f ∈ A, tal que
para todo q ∈ V , f 6∈ q y s(q) = m
f
en Mq.
Por otro lado, para cada p ∈ U y s1, s2 ∈ M˜(U), la fo´rmula
(s1 + s2)(p) = s1(p) + s2(p)
convierte a M˜(U) en un grupo (ver Proposicio´n 3.2.1).
Proposicio´n 4.1.7. Sea A un anillo, M un A-mo´dulo y sea M˜ el haz en X = Spec A
asociado a M . Se cumplen:
(a) M˜ es un OX-mo´dulo; donde OX es el haz construido en la seccio´n 2.2.
(b) Para cada p ∈ X, el tallo (M˜)p del haz M˜ en p es isomorfo al mo´dulo localizado
Mp.
(c) Para cualquier f ∈ A, el mo´dulo M˜(D(f)) es isomorfo al mo´dulo localizado Mf .
(d) En particular, Γ(X, M˜) ∼= M .
Demostracio´n. (a). Fijemos un subconjunto abierto U de X. Dados los elementos ρ ∈
OX(U), s ∈ M˜(U) y p ∈ U , definimos la aplicacio´n ρ.s : U →
⊔
p∈U Mp por p 7→ ρ(p)s(p).
Para la buena definicio´n, notemos que Mp es un Ap-mo´dulo, as´ı ρ(p)s(p) ∈ Mp. Ahora
bien, existen entornos abiertosW yW ′ de p en U tal que ρ y s son localmente un cociente
enW yW ′, respectivamente. Luego la aplicacio´n ρ.s es localmente un cociente enW∩W ′;
as´ı que ρ.s ∈ M˜(U). Con la operacio´n antes definida, es inmediato verificar que el grupo
abeliano M˜(U) es un OX(U)-mo´dulo. Finalmente, de la definicio´n tenemos para todo par
de abiertos V ⊆ U que (ρ.s)∣∣
V
= ρ
∣∣
V
.s
∣∣
V
; por tanto M˜ es un OX-mo´dulo.
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(b). Dado p ∈ X, definimos (M˜)p → Mp dado por 〈U, s〉 7→ s(p). El hecho que esta
aplicacio´n sea un isomorfismo es parte del argumento mostrado en la afirmacio´n (a) de la
Proposicio´n 3.2.3.
(c). Sea f ∈ A tal que f 6= 0 y definimos ψ : Mf → M˜(D(f)) por mfk 7→ s, donde
s : D(f)→ ⊔p∈D(f)Mp esta´ dado por p 7→ mfk ∈Mp. El isomorfismo es consecuencia de la
afirmacio´n (b) en la Proposicio´n 3.2.3.
(d). Haciendo f = 1, tenemos X = D(1) y M˜(X) ∼= M1 = M . ✷
Proposicio´n 4.1.8. Sean A,B anillos, X = Spec B e Y = Spec B. Consideremos
un homomorfismo de anillos ρ : A → B y su morfismo correspondiente f : Y → X. Se
cumplen las siguientes afirmaciones:
(a) La correspondencia M 7→ M˜ es un funtor exacto y plenamente fiel de la categor´ıa
de A-mo´dulos en la categor´ıa de OX-mo´dulos.
(b) Si M,N son dos A-mo´dulos, entonces (M ⊗A N )˜ ∼= M˜ ⊗OX N˜ .
(c) Si {Mi}i∈I es cualquier familia de A-mo´dulos,
(⊕
i∈I
Mi
)˜ ∼=⊕
i∈I
M˜i.
(d) Para todo B-mo´dulo N tenemos f∗(N˜) ∼= (AN )˜, donde AN indica N como A-mo´dulo.
(e) Para todo A-mo´dulo M tenemos f ∗(M˜) ∼= (M ⊗A B)˜.
Demostracio´n. (a). Sea F la aplicacio´n que hace corresponder a cada A-mo´dulo M el
haz M˜ de OX-mo´dulo, y a cada homomorfismo de A-mo´dulos ϕ : M → N , el morfismo
de haces ϕ˜ : M˜ → N˜ , donde para cada abierto U de X, el homomorfismo ϕ˜(U) : M˜(U)→
N˜(U) esta´ definido como ϕ˜(U)(s)(p) = ϕp(s(p)) para todo p ∈ U y s ∈ M˜(U), siendo
ϕp : Mp → Np el homomorfismo definido por mλ 7→ ϕ(m)λ . Veamos que F es un funtor
covariante. Sean ϕ : M → N y ψ : N → P dos homomorfismos de A-mo´dulos; para cada
punto p ∈ X, la correspondencia M 7→ Mp es un funtor covariante de la categor´ıa de A-
mo´dulos a la categor´ıa de Ap-mo´dulos, de esto se cumple naturalmente que (ψ◦ϕ)˜ = ψ˜◦ϕ˜;
en efecto, tomemos un subconjunto abierto U de X, s ∈ M˜(U) y p ∈ U , entonces
(ψ ◦ ϕ)˜(s)(p) = (ψ ◦ ϕ)p(s(p)) = (ψp ◦ ϕp)(s(p)) = ψp(ϕ˜(U)(s)(p))
= ψ˜(U) ◦ ϕ˜(U)(s)(p) = (ψ˜ ◦ ϕ˜)(U)(s)(p).
Tambie´n, si idM es la identidad de M , tenemos
i˜dM(U)(s)(p) = (idM)p(s(p)) = s(p) = idM˜(U)(s)(p) ,
luego i˜dM = idM˜ ; por tanto F es un funtor covariante. Tomemos ahora la siguiente
sucesio´n exacta de A-mo´dulos y homomorfismos
0 −→M ϕ−→ N ψ−→ P −→ 0 .
Puesto que F es covariante, tenemos la sucesio´n de morfismos de haces
0 −→ M˜ ϕ˜−→ N˜ ψ˜−→ P˜ −→ 0 . (4.1.1)
3.1 Haces de OX -Mo´dulos 81
Luego para cualquier p ∈ X tenemos el siguiente diagrama conmutativo
0 // (M˜)p

ϕ˜p // (N˜)p
ψ˜p //

(P˜ )p

// 0
0 //Mp
ϕp // Np
ψp // Pp // 0
donde las flechas verticales son isomorfismos segu´n la afirmacio´n (b) de la Proposicio´n
4.1.7, y la fila horizontal inferior del diagrama es exacta para cada p ∈ X. De acuerdo
a la Proposicio´n 3.1.18 obtenemos que la sucesio´n (4.1.1) es exacta; as´ı F es un funtor
exacto. Veamos finalmente que el funtor F es plenamente fiel, es decir, si M y N son
dos A-mo´dulos, debemos probar que la aplicacio´n θ : HomA(M,N) → HomOX (M˜, N˜)
definida por ϕ 7→ ϕ˜ es una biyeccio´n. En efecto, sean ϕ, ψ ∈ HomA(M,N) tal que ϕ˜ = ψ˜,
de aqu´ı, ϕ˜(X) = ψ˜(X). Tomemos ahora un elemento arbitrario m ∈ M y sea s ∈ M˜(X)
tal que s(p) = m
1
para todo p ∈ X, entonces conseguimos
ϕ(m)
1
= ϕp
(m
1
)
= ϕ˜(X)(s(p)) = ψ˜(X)(s(p)) = ψp
(m
1
)
=
ψ(m)
1
luego ϕ(m)
1
= ψ(m)
1
para todo ideal primo p de A, esto implica que ϕ(m) = ψ(m), y como
m es arbitrario, ϕ = ψ. Esto demuestra la inyectividad de θ.
Veamos a continuacio´n que θ es sobreyectiva. Sea φ ∈ HomOX (M˜, N˜), de donde
φ(X) : M˜(X) → N˜(X) es un homomorfismo de OX(X)-mo´dulos. De acuerdo a los iso-
morfismos
M˜(X) ∼= M, N˜(X) ∼= N y OX(X) ∼= A,
podemos considerar a ϕ := φ(X) como un homomorfismo de A-mo´dulos de M en N .
Afirmamos que ϕ˜ = φ, en efecto, tomemos un abierto U de X y sea s ∈ M˜(U). De
acuerdo a la definicio´n 4.1.4, podemos expresar a s localmente como un cociente; osea,
para cada punto de U existe un abierto V ⊆ U conteniendo dicho punto, y elementos
m ∈ M , f ∈ A tal que s(p) = m/f en Mp para todo punto p ∈ V con f 6∈ p; por abuso
de notacio´n escribimos s
∣∣
V
= m/f . Para un punto p ∈ V arbitrario tenemos
ϕ˜(U)(s)
∣∣
V
(p) = ϕp(s(p)) = ϕp(
m
f
) =
ϕ(m)
f
=
φ(X)(m)(p)
f
=
1
f
(
φ(X)
(
m
))∣∣∣
V
(p) =
1
f
φ(V )
(m
1
)
(p)
= φ(V )
(m
f
)
(p) = φ(V )(s
∣∣
V
)(p) = φ(U)(s)
∣∣
V
(p)
por tanto, ϕ˜(U)(s)
∣∣
V
= φ(U)(s)
∣∣
V
. Desde que N˜ es haz y los abiertos V cubren a
U , se sigue ϕ˜(U)(s) = φ(U)(s), y como s y U fueron tomados arbitrarios, tenemos que
ϕ˜ = φ, de esta manera θ es sobreyectiva.
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(b) SeanM,N dos A-mo´dulos. Por definicio´n tenemos que M˜⊗OX N˜ es el haz asociado
al prehaz H que env´ıa un abierto U a M˜(U)⊗OX(U) N˜(U). Tomando U = D(f) tenemos
H(D(f)) ∼= Mf ⊗Af Nf ∼= (M ⊗A N)f ∼= (M ⊗A N )˜(D(f))
y desde que el siguiente diagrama
Mf ⊗Af Nf +3

(M ⊗A N)f

Mfg ⊗Afg Nfg +3 (M ⊗A N)fg
es conmutativo para todo f, g ∈ A, tenemos un isomorfismo deB-prehacesH ∼−→ (M⊗AN )˜
donde B esta´ formado por los abiertos D(f) con f ∈ A, entonces por el Corolario 4.1.5,
(M ⊗A N )˜ ∼= M˜ ⊗OX N˜ .
(c) Sea {Mi}i∈I una familia de A-mo´dulos. El haz
(⊕
i∈I Mi
)∼
es el haz asociado del
prehaz U 7→ ⊕i∈I M˜i(U). Si tomamos U = D(f), entonces H(D(f)) ∼= ⊕i∈I(Mi)f ∼=
(
⊕
i∈I Mi)f
∼= (⊕i∈I Mi)∼(D(f)). Adema´s, el siguiente diagrama⊕
i∈I(Mi)f
+3

(
⊕
i∈I Mi)f
⊕
i∈I(Mi)fg
+3 (
⊕
i∈I Mi)fg
es conmutativo para todo f, g ∈ A, luego tenemos un isomorfismo de B-prehaces H ∼−→(⊕
i∈I Mi
)∼
donde B esta´ formado por los abiertos D(f) con f ∈ A, entonces por el
Corolario 4.1.5, tenemos
⊕
i∈I M˜i
∼= (⊕i∈I Mi)∼.
(d) Denotemos por DA(g) y DB(h) a los abiertos ba´sicos de Spec A y Spec B respec-
tivamente, donde g ∈ A y h ∈ B. Debido a que tenemos un homomorfismo de anillos
Ag → Bρ(g) (dado por agk 7→ ρ(a)ρ(g)k ), podemos considerar al Bρ(g)-mo´dulo Nρ(g) como un
Ag-mo´dulo. Luego, es inmediato verificar que la aplicacio´n γg : Nρ(g) → (AN)g dado por
n
ρ(g)k
7→ n
gk
es un isomorfismo de Ag-mo´dulos. Por otra parte, tenemos
f∗(N˜)(DA(g)) = N˜(f
−1(DA(g))) = N˜(DB(ρ(g))) ∼= Nρ(g)
y (AN )˜(DA(g)) ∼= (AN)g, adema´s puesto que el diagrama
Nρ(g)
γg +3

(AN)g

Nρ(gg′)
γgg′ +3 (AN)gg′
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es conmutativo para todo g, g′ ∈ A, tenemos un isomorfismo de B-haces f∗(N˜) ∼−→ (AN )˜,
luego por el Corolario 4.1.5, f∗(N˜) ∼= (AN )˜.
(e) Sea M un A-mo´dulo. Dados p ∈ Y = Spec B y q = f(p), tenemos un isomorfismo
ψp : Mq ⊗Aq Bp → (M ⊗A B)p dado por mλα ⊗ bβ 7→ m⊗bρ(λ)β (con inverso a⊗bβ 7→ a1 ⊗ bβ ). Para
cada abierto V de Y definimos la aplicacio´n φ(V ) : (f •M˜ ⊗f•OX OY )(V )→ (M ⊗AB)˜ (V )
dada por 〈U, s〉 ⊗ t 7→ ξ donde ξ(p) := ψp(s(f(p)) t(p)) para todo p ∈ V . La aplicacio´n
esta´ bien definida, ya que si 〈U, s〉 = 〈U ′, s′〉, por definicio´n existe un abierto W de X tal
que f(V ) ⊆ W ⊆ U ∩U ′ y s|W = s′|W , luego si p ∈ V tenemos que f(p) ∈ W y s(f(p)) =
s′(f(p)) as´ı ψp(s(f(p))t(p)) = ψp(s
′(f(p)) t(p)). A continuacio´n veamos que φ(V ) es
un homomorfismo de OY (V )-mo´dulos; de la definicio´n φ(V ) ya es un homomorfismo de
grupos; por otra parte, si λ ∈ OY (V ) tenemos
φ(V )(λ〈U, s〉 ⊗ t)(p) = φ(V )(〈U, s〉 ⊗ tλ)(p) = ψp(s(f(p))(tλ)(p))
= ψp(s(f(p))t(p)λ(p)) = λ(p)ψp(s(f(p))t(p))
= (λφ(V )(〈U, s〉 ⊗ t))(p) .
Luego φ(V )(λ〈U, s〉⊗ t) = λφ(V )(〈U, s〉⊗ t), lo que prueba que φ(V ) es un homomorfismo
de OY (V )-mo´dulos. Por otro lado, para dos abiertos W ⊆ V de Y , el siguiente diagrama
es conmutativo
f •M˜(V )⊗f•OX(V ) OY (V )
φ(V ) //

(M ⊗A B)˜ (V )

f •M˜(W )⊗f•OX(W ) OY (W ) φ(W ) // (M ⊗A B)˜ (W )
donde las flechas verticales son las restricciones naturales. De esta manera φ es un mor-
fismo de prehaces. A continuacio´n veamos que φ es un isomorfismo en los tallos, en efecto,
tomemos p ∈ Y , q = f(p) y un abierto V de Y que contenga a p, entonces tenemos el
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diagrama conmutativo
(f •M˜ ⊗f•OX OY )(V )
φ(V ) //

(M ⊗A B)˜ (V )

(f •M˜)p ⊗f•(OX)p OY,p

φp // (M ⊗A B)˜ p

M˜q ⊗OX,q OY,p

Mq ⊗Aq Bp
ψp +3 (M ⊗A B)p
donde de esta manera φp es un isomorfismo, luego φ es un isomorfismo de prehaces. Por
la Observacio´n 4.1.1, f ∗M˜ es el haz asociado del prehaz f •M˜ ⊗f•OX OY , luego por el
Corolario 4.1.5, f ∗M˜ ∼= (M ⊗A B)˜ . ✷
4.2 Haces Coherentes y la Correspondencia Af´ın
En esta seccio´n veremos la equivalencia de categor´ıas entre los haces casi coherentes
sobre un esquema af´ın y mo´dulos finitamente generados, asimismo la equivalencia entre
haces coherentes sobre un esquema af´ın y mo´dulos finitamente generados sobre un anillo
noetheriano.
Definicio´n 4.2.1. Sea (X,OX) un esquema. Un haz de OX-mo´dulos F es casi coherente
si X puede ser cubierto por subconjuntos abiertos afines Ui = Spec(Ai), tal que para cada
i existe un Ai-mo´dulo Mi con F
∣∣
Ui
∼= M˜i. Diremos que F es coherente si adema´s cada
Mi es un Ai-mo´dulo finitamente generado.
Lema 4.2.1. Sea X un esquema, F un haz casi coherente (resp. coherente) sobre X y sea
U un subconjunto abierto de X, entonces F∣∣
U
es tambie´n casi coherente (resp. coherente)
Demostracio´n. Como F es haz casi coherente, existe un cubrimiento de X por abiertos
afines Ui = Spec Ai, tal que F
∣∣
Ui
∼= M˜i, donde Mi es un Ai-mo´dulo para todo i. Por
otro lado, como U ∩ Ui es abierto en Ui, este es unio´n de abiertos ba´sicos Di(hij) de
Ui donde hij ∈ Ai para todo j, as´ı, variando i, j tenemos que los Di(hij) cubren a U .
Consideremos el morfismo inclusio´n ı : D(hij) →֒ Ui y su correspondiente homomorfismo
asociado Ai → Ahij , entonces tenemos
(F∣∣
U
)
∣∣
D(hij)
= (F∣∣
Ui
)
∣∣
D(hij)
∼= M˜i
∣∣
D(hij)
∼= ı∗M˜i ∼= (Mi ⊗Ai (Ai)hij )˜
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donde la u´ltima igualdad viene de la Proposicio´n 4.1.8; por tanto F∣∣
U
es casi coherente.
Ahora, si F es coherente, cada Mi es un Ai-mo´dulo finitamente generado, luego Mi ⊗Ai
(Ai)hij es tambie´n de generacio´n finita como (Ai)hij -mo´dulo, por tanto F
∣∣
U
es tambie´n
haz coherente. ✷
Lema 4.2.2. Sea X = Spec A un esquema af´ın y F un haz casi coherente sobre X.
Entonces existe un conjunto finito de elementos g1, . . . , gn de A, tal que X es cubierto por
los abiertos ba´sicos D(gi) y F
∣∣
D(gi)
∼= M˜i para todo i, donde cada Mi es un Agi-mo´dulo.
Demostracio´n. Como F es casi coherente, por definicio´n X es cubierto por abiertos afines
V = Spec B tal que F∣∣
V
∼= M˜ donde M es un B-mo´dulo. Por otro lado, como los
subconjuntos D(g) con g ∈ A forman una base para la topolog´ıa de X, existe una familia
{gi}i∈I de elementos de A tal V es cubierto por los abiertos D(gi). Luego para cada
inclusio´n D(gi) ⊆ V tenemos el morfismo inclusio´n ı : D(gi) →֒ V que se corresponde con
un homomorfismo de anillos B → Agi , entonces
F∣∣
D(gi)
∼= (F
∣∣
V
)
∣∣
D(gi)
∼= M˜
∣∣
D(gi)
= ι∗M˜ ∼= (M ⊗B Agi )˜
donde Mi = M ⊗B Agi es un Agi-mo´dulo. Ahora bien, considerando el cubrimiento de
X formado por los abiertos ba´sicos D(gi) contenidos en algu´n abierto af´ın V como antes;
la propiedad de casi compacto nos dice que X es cubierto por un nu´mero finito de estos
abiertos D(gi) con la condicio´n requerida. ✷
Lema 4.2.3. Sea X = Spec A un esquema af´ın, sea f ∈ A y D(f) ⊆ X su correspon-
diente abierto ba´sico, y sea tambie´n F un haz casi coherente sobre X. Se cumplen las
siguientes afirmaciones:
(a) Si s ∈ Γ(X,F) es una seccio´n global de F cuya restriccio´n a D(f) es 0, entonces
fns = 0 para algu´n n > 0.
(b) Dada una seccio´n t ∈ F(D(f)) de F sobre el abierto D(f), entonces para algu´n
n > 0, fnt se extiende a una secio´n global de F sobre X.
Demostracio´n. Como F es casi coherente sobre X, el lema anterior nos dice que existen
g1, . . . , gr ∈ A tal que X =
⋃r
i=1D(gi) y F
∣∣
D(gi)
∼= M˜i, donde cada Mi es un Agi-mo´dulo.
Por otro lado, tenemos que D(f) =
⋃r
i=1D(fgi) y D(fgi) ⊆ D(f).
(a). Tomemos una seccio´n s ∈ Γ(X,F) y supongamos que s∣∣
D(f)
= 0. Para cada i,
denotemos por si a la seccio´n s
∣∣
D(gi)
∈ F(D(gi)). De acuerdo a los isomorfismos
F(D(gi)) ∼= F
∣∣
D(gi)
(D(gi)) ∼= M˜i(Spec Agi) ∼= Mi ,
podemos considerar a si como un elemento de Mi, y de la hipo´tesis tenemos s
∣∣
D(fgi)
= 0
para cada i = 1, . . . , r. Como s
∣∣
D(fgi)
∈ F(D(fgi)) y F(D(fgi)) ∼= M˜i(D(f1 )) ∼= (Mi) f1 ,
tenemos que s
∣∣
D(fgi)
= 0 en (Mi) f
1
, entonces por la definicio´n de localizacio´n, existe n ≥ 1
(que depende de i), tal que f
1
n
si = 0. Como el conjunto de ı´ndices i es finito, podemos
tomar n suficientemente grande que no dependa de i. Por consiguiente, para cada i
tenemos (fns)
∣∣
D(gi)
= f
1
n
si = 0, y puesto que F es haz y X =
⋃r
i=1D(gi), resulta que
fns = 0.
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(b). Sea t ∈ F(D(f)) y hagamos ti = t
∣∣
D(fgi)
para cada i = 1, . . . , r. Puesto que
F(D(fgi)) ∼= (Mi) f
1
, podemos considerar a ti como un elemento de (Mi) f
1
, adema´s como
tenemos una cantidad finita de ı´ndices i, tomando un entero n suficientemente grande,
tenemos ti =
t′i
( f
1
)n
donde t′i ∈Mi para cada i; luego
t′i
∣∣
D(fgi)
=
t′i
1
=
(f
1
)n
t′i =
(f
1
n
ti
)∣∣
D(fgi)
Esta igualdad implica que ti
∣∣
D(fgigj)
= tj
∣∣
D(fgigj)
para todo i, j, as´ı tenemos
(ti
∣∣
D(gigj)
− tj
∣∣
D(gigj)
)
∣∣
D(fgigj)
= 0.
Aplicando el ı´tem anterior al haz casi coherente F∣∣
D(gigj)
sobre Spec Agigj y a su seccio´n
global ti
∣∣
D(gigj)
− tj
∣∣
D(gigj)
, tenemos que f
1
m
(ti
∣∣
D(gigj)
− tj
∣∣
D(gigj)
) = 0 para algu´n m ≥ 1
(que depende de i, j), y tomando m suficientemente grande podemos hacer que m sea
independiente de i y j. Luego tenemos que (f
1
m
ti)
∣∣
D(gigj)
= (f
1
m
tj)
∣∣
D(gigj)
y puesto que F
es haz y X =
⋃r
i=1D(gi), existe s ∈ Γ(X,F) tal que s
∣∣
D(gi)
= f
1
m
ti para todo i, luego
s
∣∣
D(fgi)
=
f
1
m∣∣∣
D(fgi)
· ti
∣∣∣
D(fgi)
=
f
1
m∣∣∣
D(fgi)
·
(f
1
n
· t
)∣∣∣
D(fgi)
=
(f
1
m+n
· t
)∣∣∣
D(fgi)
.
Finalmente, de la igualdad D(f) =
⋃r
i=1D(fgi) y de la propiedad de haz de F , obtenemos
s
∣∣
D(f)
= f
1
m+n
t := fm+nt. ✷
Proposicio´n 4.2.4. Sea X un esquema. Entonces un OX-mo´dulo F es casi coherente
si, y so´lo si, para cada abierto af´ın U = Spec A de X, existe un A-mo´dulo M tal que
F∣∣
U
∼= M˜ . Si X es noetheriano, entonces F es coherente si y so´lo si lo mismo es verdad,
con la condicio´n extra que M es un A-mo´dulo finitamente generado.
Demostracio´n. Sea U = Spec A un abierto af´ın de X. Si F un haz casi coherente (resp.
coherente) sobre X, por el Lema 4.2.1, F∣∣
U
es tambie´n casi coherente (resp. coherente),
entonces podemos suponer que X = U . Sea M = Γ(X,F) y para cada f ∈ A defini-
mos un homomorfismo de Af -mo´dulos α(D(f)) : Mf = M˜(D(f)) → F(D(f)) dado por
m
fk
7→ 1
fk
.m
∣∣
D(f)
. Como los conjuntos D(f) son abiertos ba´sicos de X y adema´s los homo-
morfismos α(D(f)) conmutan con las restricciones, por pegamiento de morfismos, existe
un u´nico morfismo de haces de OX-mo´dulos α : M˜ → F . Veamos que este morfismo es un
isomorfismo, para ello bastara´ probar que los homomorfismos α(D(f)) son isomorfismos
para cada f ∈ A. Sea m
fk
∈ Mf tal que 1fk .m
∣∣
D(f)
= 0, esto implica que m
∣∣
D(f)
= 0 y por
la primera afirmacio´n del Lema 4.2.3 existe n > 0 tal que fnm = 0, por tanto m
fk
= 0
y α(D(f)) es inyectiva. Veamos la sobreyectividad, dado t ∈ F(D(f)), por la segunda
afirmacio´n del Lema 4.2.3, existe n > 0 y m ∈ M = Γ(X,F) tal que m|D(f) = fnt luego
α(D(f))( m
fn
) = t; de esta manera concluimos que F ∼= M˜ . La parte rec´ıproca es inmedi-
ata a partir de la definicio´n de casi coherente y desde que los abiertos afines forman una
base de la topolog´ıa del espacio subyacente de un esquema. Supongamos ahora que X
es noetheriano y F coherente. Por el Lema 4.2.2, existe un conjunto finito de elementos
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g1, . . . , gn de A, tal que X es cubierto por los abiertos ba´sicos D(gi) y F
∣∣
D(gi)
∼= M˜i para
todo i, donde Mi es un Agi-mo´dulo finitamente generado. De lo anterior ya tenemos que
F ∼= M˜ luego
Mgi
∼= M˜(D(gi)) ∼= F(D(gi)) ∼= M˜i(D(gi)) ∼= Mi
y sabemos que cada Mgi es un Agi-mo´dulo finitamente generado; ahora bien, desde que
el anillo A es noetheriano, entonces Agi es tambie´n noetheriano y as´ı Mgi es noetheriano
para cada i. Luego, por un argumento similar dado en la prueba del Teorema 3.4.2 se
sigue que M es noetheriano, por tanto un A-mo´dulo finitamente generado. ✷
Teorema 4.2.5 (La correspondencia af´ın de Serre). Sea A un anillo y X = Spec A. El
funtor M 7→ M˜ nos da una equivalencia de categor´ıas entre la categor´ıa de A-mo´dulos y
la categor´ıa de OX-mo´dulos casi coherentes. Su inversa es el funtor F 7→ Γ(X,F). Si A
es noetheriano, el funtor anterior tambie´n nos da una equivalencia de categor´ıas entre la
categor´ıa de A-mo´dulos finitamente generados y la categor´ıa de OX-mo´dulos coherentes.
Demostracio´n. Puesto que M˜ es unOX-mo´dulo casi coherente, tenemos por la Proposicio´n
4.1.8, que el funtor M 7→ M˜ es un funtor plenamente fiel de la categor´ıa de A-mo´dulos
sobre la categor´ıa de OX-mo´dulos casi coherentes. Adema´s, como X es esquema af´ın,
por la Proposicio´n 4.2.4, dado F un haz casi coherente, existe un A-mo´dulo M tal que
F = M˜ , de esta manera el funtor M 7→ M˜ es esencialmente sobreyectiva, por tanto
una equivalencia de categor´ıas. Por otro lado, si A es noetheriano y M un A-mo´dulo
finitamente generado, entonces M˜ es un OX-mo´dulo coherente y el funtor M 7→ M˜ es
plenamente fiel de la categor´ıa de A-mo´dulos finitamente generados sobre la categor´ıa de
OX-mo´dulos coherentes. Adema´s, como X = Spec A es un espacio noetheriano, por la
Proposicio´n 4.2.4, dado F un haz coherente, existe un A-mo´dulo M finitamente generado
tal que F ∼= M˜ , de esta manera el funtor M 7→ M˜ es esencialmente sobreyectiva, por
tanto una equivalencia entre dichas categor´ıas. ✷
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Proposicio´n 4.3.1. Sea X = Spec A un esquema af´ın y consideremos una sucesio´n
exacta de OX-mo´dulos 0→ F ′ ϕ→ F ψ→ F ′′ → 0, en donde F ′ es casi coherente. Entonces
la sucesio´n
0→ Γ(X,F ′) ϕ(X)→ Γ(X,F) ψ(X)→ Γ(X,F ′′)→ 0
es exacta.
Demostracio´n. Por el Lema 3.1.20 sabemos que el funtor Γ(X, ·) es exacto a izquierda,
basta probar entonces que ψ(X) es sobreyectiva. Dado s ∈ Γ(X,F ′′), como X es casi com-
pacto, es cubierto con un nu´mero finito de abiertos ba´sicos D(g1), . . . , D(gr) con gi ∈ A;
y desde que ψ es sobreyectiva, del Lema 3.1.19 se sigue que existe ti ∈ F(D(gi)) tal que
ψ(D(gi))(ti) = s
∣∣
D(gi)
. Sea f = gi0 para un ı´ndice i0 fijo, afirmamos que para algu´n n > 0,
fns es la imagen de una seccio´n global de F por la aplicacio´n ψ(X). En efecto, si deno-
tamos t′i = ti0
∣∣
D(fgi)
y t′′i = ti
∣∣
D(fgi)
, tendremos que t′i, t
′′
i ∈ F(D(fgi)) y ψ(D(fgi))(t′i) =
s
∣∣
D(fgi)
= ψ(D(fgi))(t
′′
i ), luego t
′
i − t′′i ∈ Nuc
(
ψ(D(fgi))
)
= Im
(
ϕ(D(fgi))
)
; por tanto
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existe ui ∈ F ′(D(fgi)) tal que t′i − t′′i = ϕ(D(fgi))(ui). Como F ′
∣∣
D(gi)
es casi coherente
y D(fgi) es un abierto ba´sico para D(gi), por la segunda afirmacio´n del Lema 4.2.3 ex-
iste ni > 0 tal que f
niui se extiende a una seccio´n vi ∈ F ′(D(gi)), ma´s au´n, tomando
n = max{n1, . . . , nr}, podemos suponer que fnui se extiende a vi se para todo i = 1, .., r.
Luego
ϕ(D(gi))(vi)
∣∣
D(fgi)
= ϕ(D(fgi))(vi
∣∣
D(fgi)
) = ϕ(D(fgi))(f
nui) = f
n(t′i − t′′i ).
Sea t̂i = f
nti + ϕ(D(gi))(vi) ∈ F(D(gi)), entonces tenemos
t̂i
∣∣
D(fgi)
= fnt′′i + ϕ(D(gi))(vi)
∣∣
D(fgi)
= fnt′′i + f
n(t′i − t′′i ) = fnt′i = fnti0
∣∣
D(fgi)
.
Luego para cada i, j, tenemos (t̂i − t̂j)
∣∣
D(fgigj)
= 0. Entonces por la primera afirmacio´n
del Lema 3.1.19 aplicado al haz casi coherente F ′∣∣
D(gigj)
, existe mij > 0 tal que f
mij(t̂i −
t̂j)
∣∣
D(gigj)
= 0. Tomando m = max{mij} tenemos fmt̂i
∣∣
D(gigj)
= fmt̂j
∣∣
D(gigj)
, y como F
es un haz, existe t ∈ F(X) tal que t∣∣
D(gi)
= fmt̂i
∣∣
D(gi)
. Entonces
ψ(X)(t)
∣∣
D(gi)
= ψ(D(gi))(t
∣∣
D(gi)
) = ψ(D(gi))(f
mt̂i
∣∣
D(gi)
)
= fmψ(D(gi))(t̂i) = f
mfns
∣∣
D(gi)
para cada i = 1, . . . , r, por tanto ψ(X)(t) = fm+ns. Esto prueba la afirmacio´n. Ahora
bien, como f = gi0 donde i0 era fijo pero arbitrario, tenemos por la afirmacio´n anterior
que para cada i = 1, .., r, existe una seccio´n global ti de F tal que ψ(X)(ti) = gnii s
para algu´n ni > 0. Luego tomando n = max{ni} y multiplicando a ti por una potencia
de f , podemos asumir que ψ(X)(ti) = g
n
i s para todo i = 1, .., r. Por otro lado, como
los abiertos D(gi) cubren a X, entonces el ideal 〈gn1 , . . . , gnr 〉 coincide con A, por tanto
1 =
∑r
i=1 aig
n
i , donde ai ∈ A. Sea la seccio´n global t0 =
∑r
i=1 aiti, entonces ψ(X)(t0) =∑r
i=1 aiψ(X)(ti) =
∑r
i=1 aig
n
i s = s. Con esto terminamos la prueba. ✷
Proposicio´n 4.3.2. Sea X un esquema. El nu´cleo, conu´cleo, la imagen y la coimagen
de cualquier morfismo de haces casi coherentes son casi coherentes. Si X es noetheriano,
lo mismo es verdad para haces coherentes.
Demostracio´n. Sea ψ : F → G un morfismo de haces casi coherentes sobre X. Puesto que
X puede ser cubierto por abiertos afines y puesto que el funtor restriccio´n a un abierto U
de X es exacto, tenemos que (Nuc ψ)|U = Nuc(ψ|U), (Im ψ)|U = Im(ψ|U), lo mismo para
el conu´cleo y la coimagen; entonces debido al Lema 4.2.1, es suficiente considerar que el
esquema X es af´ın. Considerando la sucesio´n exacta
0→ Nuc ψ → F ψ→ G
y la exactitud a izquierda del funtor F 7→ Γ(X,F), tenemos la sucesio´n exacta
0→ Nuc ψ(X)→ F(X) ψ(X)→ G(X)
luego como el funtor M 7→ M˜ es exacto y F ,G son casi coherentes, tenemos la sucesio´n
exacta
0→ (Nuc ψ(X))˜ → F ψ→ G .
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As´ı, Nuc ψ = (Nuc ψ(X))˜, y se sigue Nuc ψ es casi coherente. Ahora consideremos la
sucesio´n exacta
0→ Nuc ψ → F → Im ψ → 0 .
Como Nuc ψ es casi coherente, por la Proposicio´n 4.3.1 tenemos la sucesio´n exacta
0→ Nuc ψ(X)→ F(X)→ (Im ψ)(X)→ 0 ,
luego la sucesio´n exacta
0→ Nuc ψ → F → ((Im ψ)(X))˜ → 0 .
Por lo cual, Im ψ = ((Imψ)(X))˜, o sea la imagen de ψ es casi coherente. Asimismo,
considerando la sucesiones exactas
0→ Im ψ → G → Conuc ψ → 0 y 0→ Nuc ψ → F → Coim ψ → 0 ,
conseguimos que el conu´cleo y la coimagen de ψ son casi coherentes.
En el caso X noetheriano y F ,G coherentes, tenemos que OX(X) es un anillo noethe-
riano y Nuc ψ(X), (Im ψ)(X) son submo´dulos finitamente generados de los OX(X)-
mo´dulos finitamente generados F(X) y G(X) respectivamente, por tanto se sigue que
Nuc ψ y Im ψ son coherentes. ✷
Proposicio´n 4.3.3. Sea f : X → Y un morfismo de esquemas.
(a) Si G es un haz casi coherente de OY -mo´dulos, entonces f ∗G es un haz casi coherente
de OX-mo´dulos.
(b) Si X e Y son noetherianos, y si G es coherente, entonces f ∗G es coherente.
(c) Supongamos que X es noetheriano, o que f es casi compacto y separado. Entonces
si F es un haz casi coherente de OX-mo´dulos, tenemos que f∗F es un haz casi
coherente de OY -mo´dulos.
Demostracio´n. (a). Supongamos primero que X = Spec B e Y = Spec A son esquemas
afines. Como G es casi coherente, tenemos que G = M˜ , donde M es un A-mo´dulo;
luego debido a la Proposicio´n 4.1.8, f ∗G = f ∗(M˜) ∼= (M ⊗A B)˜ , por tanto f ∗G es casi
coherente debido al Corolario 4.2.5. Veamos ahora el caso general; fijemos un punto
arbitrario p ∈ X, como G es casi coherente, existe un subconjunto abierto af´ın V ⊆ Y
tal que f(p) ∈ G∣∣
V
∼= M˜ , donde M es un OY (V )-mo´dulo, puesto que f−1(V ) es un
abierto de X conteniendo a p, podemos tomar un subconjunto abierto af´ın U de X tal
que p ∈ U ⊆ f−1(V ); as´ı, podemos considerar la restriccio´n de f sobre U , f ∣∣
U
: U → V .
Por el argumento inicial y desde que (f ∗G)∣∣
U
∼= (f
∣∣
U
)∗(G∣∣
V
), entonces (f ∗G)∣∣
U
es casi
coherente, siendo U un abierto af´ın conteniendo al punto p; de esta manera, f ∗G es casi
coherente debido a la Proposicio´n 4.2.4.
(b). Como en la primera parte es suficiente considerar X = Spec B e Y = Spec A, y
desde que X e Y son esquemas noetherianos, A y B son anillos noetherianos. Ahora bien,
G es coherente, tenemos que G ∼= M˜ , donde M es un A-mo´dulo finitamente generado.
Luego f ∗G es coherente, ya que f ∗G ∼= (M ⊗A B)˜ y M ⊗A B es un B-mo´dulo finitamente
generado.
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(c). Debido al Lema 4.2.1, podemos considerar a Y como esquema af´ın. Ahora bien,
si f es casi compacto y separado, tendremos que X = f−1(Y ) es cubierto por un nu´mero
finito de abiertos afines Ui tal que Ui∩Uj es af´ın; y en el caso en que X es casi compacto,
entonces podemos cubrir a X con un nu´mero finito de abiertos afines Ui tal que Ui ∩ Uj
es unio´n finita de abiertos afines. Denotemos a Ui ∩ Uj por Uij.
Supongamos primeramente que los Uij son afines. Por simplicidad escribimos Fi =
F∣∣
Ui
, Fij = F
∣∣
Uij
, tambie´n F ′i = (fi)∗Fi y F ′ij = (fij)∗Fij, donde fi y fij son las restric-
ciones de f a Ui y Uij, respectivamente. De acuerdo a la afirmacio´n (d) en la Proposicio´n
4.1.8, tanto F ′i como F ′ij son isomorfos a haces asociados a un mo´dulo, luego por la afir-
macio´n (c) en la Proposicio´n 4.1.8 los haces
⊕
iF ′i y
⊕
ij F ′ij son OY -mo´dulos casi coher-
entes. Para ver que f∗F es casi coherente definiremos un morfismo ψ :
⊕
iF ′i →
⊕
ij F ′ij
tal que f∗F es isomorfo al nu´cleo de ψ, que es casi coherente por la proposicio´n anterior.
Para cada subconjunto abierto W ⊆ Y , definimos
ψ(W ) :
⊕
i
F(f−1(W ) ∩ Ui)→
⊕
ij
F(f−1(W ) ∩ Uij)
dado por (si) 7→ (si|j − sj|i), donde si|j denota la restriccio´n de si sobre f−1(W ) ∩ Uij:
es inmediato verificar que ψ es en realidad un morfismo. Para probar que Nuc(ψ) es
isomorfo a f∗F , definimos un morfismo de f∗F en Nuc(ψ) mediante los homomorfismos
F(f−1(W )) → Nuc(ψ(W )) dado por s 7→ (si), donde si denota la restriccio´n de s sobre
f−1(W ) ∩ Ui; luego, resulta que estos homomorfismos son isomorfismos, este hecho es
consecuencia de la propiedad de haz.
Para el caso en que Uij es unio´n finita de abiertos afines, digamos por abiertos Uijk,
usamos la misma idea de antes. Denotamos fijk a la restriccio´n de f en Uijk, Fijk a la
restriccio´n de F sobre Uijk y F ′ijk al haz (fijk)∗Fijk. Luego, argumentando como antes
llegamos a que el haz de OY -mo´dulos
⊕
ijk F ′ijk es casi coherente. Definimos para este
caso un morfismo ψ′ :
⊕
ij F ′ij →
⊕
ijk F ′ijk, definiendo en cada abierto W ⊆ Y , como
ψ′(W ) :
⊕
i
F(f−1(W ) ∩ Ui)→
⊕
ijk
F(f−1(W ) ∩ Uijk)
dado por (si) 7→ (si|j|k−sj|i|k), donde si|j|k denota la restriccio´n de si|j sobre f−1(W )∩Uijk.
Resultara´ de manera similar que f∗F es isomorfo al nu´cleo de ψ′, con esto termina la
prueba. ✷
Proposicio´n 4.3.4. Sea f : X → Y un morfismo. Entonces se cumplen las siguientes
afirmaciones:
(a) Si f es una inmersio´n cerrada, entonces es un morfismo finito.
(b) Si f es un morfismo finito de esquemas noetherianos y F es un haz coherente sobre
X, entonces f∗F es un haz coherente sobre Y .
Demostracio´n. (a). Sea f : X → Y una inmersio´n cerrada, tomemos un abierto af´ın
U = Spec A y V = f−1(U). Como f(X) es cerrado en Y entonces, entonces f(V ) =
U ∩ f(X) es cerrado en U , y por el Corolario 4.3.8, f(V ) ∼= Spec A/I para algu´n ideal
I de A. Puesto que fV := f |V : V → f(V ) es un homeomorfismo, V es un esquema
af´ın, digamos V = Spec B. Por otro lado, puesto que f ♯ es sobreyectiva, el morfismo
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f ♯V : Of(V ) → (fV )∗(OV ) es sobreyectiva (para ello basta verificar la sobreyectividad en
los tallos y usar la Proposicio´n 3.1.18), entonces, por el ı´tem (b) del Lema 3.2.5 el ho-
momorfismo A/I → B correspondiente al morfismo fV es sobreyectiva, luego tenemos
un homomorfismo sobreyectivo ϕ : A → B. De esta manera obtenemos que B es un A-
mo´dulo finitamente generado, ya que tiene como generador al elemento ϕ(1), por tanto f
es finito.
(b). Sea f : X → Y un morfismo finito y sea F es un haz coherente sobre X. Tomemos
un abierto af´ın U = Spec A de Y , entonces puesto que f es finito, f−1(U) = Spec B para
algu´n A-mo´dulo B finitamente generado. Puesto que F es coherente, tenemos F|f−1(U) =
M˜ , donde M es un B-mo´dulo finitamente generado. Por otra tomando W = f−1(U),
tenemos
f∗(F)|U = (fW )∗F|W = (fW )∗M˜ = (AM )˜ ,
donde la u´ltima igualdad se debe a la Proposicio´n 4.1.8. Ahora bien, como M es mo´dulo
finito sobre B, y B es mo´dulo finito sobre A, tenemos que AM es mo´dulo finito sobre A,
luego por la Proposicio´n 4.2.4 se sigue que f∗(F) es coherente. ✷
Lema 4.3.5. Sea (X,OX) un espacio anillado y sea J un haz de ideales sobre X, entonces
Sop(OX/J ) = {p ∈ X | Jp 6= OX,p} es un subconjunto cerrado de X.
Demostracio´n. Sea Y = Sop(OX/J ). Veamos que X\Y es abierto, dado p ∈ X\Y ,
tenemos que Jp = OX,p, entonces para el elemento unidad 〈X, 1〉 ∈ OX,p existe un entorno
U de p y una seccio´n s ∈ J (U) tal que 〈U, s〉 = 〈X, 1〉, luego existe un entorno V de
p tal que V ⊆ U y s|V = 1 ∈ OX(V ). Afirmamos que V ⊆ X\Y , en efecto, si q ∈ V
tenemos que 〈X, 1〉 ∈ OX,q y 〈X, 1〉 = 〈V, s|V 〉 ∈ Jq, esto implica que Jq = OX,q, es decir
q ∈ X\Y . ✷
Lema 4.3.6. Sea X = Spec A un esquema af´ın, J un haz de ideales casi coherente sobre
X y sea Y el soporte del haz OX/J . Si OY es la restriccio´n del haz OX/J a Y , entonces
(Y,OY ) es un esquema af´ın.
Demostracio´n. Por el Corolario 4.2.5 tenemos que J = I˜ donde I es un ideal de A,
por el Lema 4.3.5, Y es un subconjunto cerrado de X, adema´s es inmediato verificar que
Y = V (I). Entonces tenemos Y ∼= Spec A/I y OY = (OX/J )|Y = (A˜/I˜)|Y ∼= (A/I )˜ , de
esta manera (Y,OY ) es un esquema af´ın. ✷
Definicio´n 4.3.1. Sea Y un subesquema cerrado de un esquema X, y sea i : Y → X el
morfismo inclusio´n. Definimos el haz ideal de Y, denotado por JY , como el nu´cleo del
morfismo i♯ : OX → i∗OY .
Proposicio´n 4.3.7 (subesquemas cerrados y haces de ideales). Sea X un esquema, y sea
Y un subesquema cerrado de X. Entonces JY es un haz ideal casi coherente sobre X, y
la correspondencia Y 7→ JY establece una biyeccio´n entre subesquemas cerrados de X y
haces de ideales casi coherentes sobre X.
Demostracio´n. Sea Y un subesquema cerrado de X y sea (i, i♯) : Y → X su morfismo
asociado, donde i es la inclusio´n . Veamos ahora que i es casi compacto y separado. En
efecto, i es casi compacto ya que para todo abierto af´ın V deX, el conjunto i−1(V ) = V ∩Y
es casi compacto, pues Y es un cerrado de X y V es casi compacto. Por otro lado, Y
junto con las identidades de Y , satisfacen trivialmente la propiedad universal del producto
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fibrado de Y por Y sobre X( ver definicio´n 3.4.6), de donde se tiene que el morfismo
diagonal △ : Y → Y ×X Y es un isomorfismo, en particular, es una inmersio´n cerrada,
de esta manera i es un morfismo separado. Entonces por la Proposicio´n 4.3.3, i∗(OY ) es
casi coherente, luego i♯ es un morfismo de haces coherentes, y por la Proposicio´n 4.3.2,
JY = Nuc (i♯) es casi coherente.
Por otro lado, sea J un haz de ideales casi coherente sobre X, definimos Y como
el soporte del haz OX/J , que es un subconjunto cerrado de X debido al Lema 4.3.5,
definimos el haz estructural de Y como el haz OY := (OX/J )|Y . Sea i : Y → X la
aplicacio´n inclusio´n, entonces de la Proposicio´n 3.1.24, tenemos un morfismo cano´nico
ψ : OX/J → i∗i−1(OX/J ) = i∗OY .
Este morfismo es un isomorfismo, se puede chequear el isomorfismo en los tallos. Final-
mente definimos el morfismo i♯ : OX → i∗OY como la composicio´n del morfismo cano´nico
OX → OX/J y el isomorfismo ψ, de esta manera i♯ es un morfismo sobreyectivo. Para ver
que (Y,OY ) es un subesquema cerrado de X resta verificar que (Y,OY ) es un esquema, en
efecto, para cualquier abierto af´ın V de X se sigue del Lema 3.1.3 que Y ∩V es el soporte
del haz OV /J |V , y por el Lema 4.3.6, el espacio anillado (Y ∩ V,OY ∩V ) es un esquema
af´ın, donde OY ∩V = (OV /J |V )|Y ∩V , y es inmediato verificar que OY ∩V = OY |Y ∩V , por
tanto Y es un esquema. Por otro lado, el haz ideal JY de Y es isomorfo a J , en efecto,
esto se sigue del siguiente diagrama conmutativo
0 // J //

OX
id

// OX/J //
ψ

0
0 // JY // OX
i♯
// i∗OY // 0
Para concluir la prueba, mostremos lo siguiente: si Y junto con el morfismo i : Y → X es
un subesquema cerrado de X y Z es el subesquema cerrado inducido por JY , entonces Z
es isomorfo a Y . En efecto, como la sucesio´n
0→ JY → OX i
♯→ i∗OY → 0
es exacta, entonces la sucesio´n
0→ JY,p → OX,p → (i∗OY )p → 0
es exacta para todo p ∈ X, de donde
(i∗OY )p ∼= OX,p/JY,p . (4.3.2)
Adema´s, si p ∈ X tenemos
(i∗OY )p =
{ OY,p , si p ∈ Y ,
0 , si p ∈ X\Y .
Luego, como Z es el soporte de OX/JY y OY,p 6= 0 (ya que es un anillo local), el isomor-
fismo (4.3.2) implica que Z = Y .
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Por otra parte, de la Proposicio´n 3.1.24, existe un morfismo cano´nico ϕ : i−1(i∗OY )→
OY , este morfismo es un isomorfismo ya que lo es en los tallos, si p ∈ Y tenemos
(i−1(i∗OY ))p ∼= (i∗OY )p ∼= OY,p .
Adema´s, puesto que i♯ es sobreyectiva, entonces i∗OY ∼= OX/JY , luego
OZ ∼= (OX/JY )|Y ∼= i−1(i∗OY ) ∼= OY ,
por tanto, Z es isomorfo a Y como esquemas. ✷
Corolario 4.3.8. Si X = Spec A es un esquema af´ın, entonces existe una corresponden-
cia biun´ıvoca entre ideales a de A y subesquemas cerrados Y de X, dado por a 7→ V (a) ⊆
X. En particular, todo subesquema cerrado de un esquema af´ın es af´ın.
Demostracio´n. Por el Corolario 4.2.5, los haces de ideales casi coherentes sobre X esta´n
en correspondencia biun´ıvoca con los ideales de A, y por la Proposicio´n 4.3.7 los haces de
ideales casi coherentes sobre X esta´n en correspondencia biun´ıvoca con los subesquemas
cerrados de X, y se sigue la afirmacio´n. ✷
Definicio´n 4.3.2. SeaX un esquema , L un haz inversible enX y f ∈ Γ(X,L). Definimos
el conjunto Xf como el conjunto de puntos x ∈ X tal que fx 6∈ mxLx, donde mx es el
ideal maximal del anillo local OX,x.
Lema 4.3.9. Sea X un esquema, L un haz inversible en X, sea f ∈ Γ(X,L), sea U =
SpecA un abierto af´ın de X tal que L|U sea libre, entonces Xf ∩ U = D(g), donde g es
el elemento de A que se identifica con f |U . Consecuentemente, el conjunto Xf es abierto
en X.
Demostracio´n. Puesto que L es inversible y L|U es libre entonces L|U ∼= OX |U , luego
L(U) ∼= A y f |U se corresponde con un elemento g de A v´ıa este isomorfismo. Dado
p ∈ Xf ∩ U tenemos Lp ∼= (OX |U)p ∼= Ap, adema´s OX,p ∼= Ap, luego mp = pAp asimismo
tenemos mpLp = pAp. Debido al diagrama natural
L(U) +3

A

Lp +3 Ap
podemos identificar el germen fp con el elemento
g
1
de Ap; de esta manera Xf ∩ U es el
conjunto de primos p ∈ U tal que g
1
6= pAp, luego de las propiedades elementales de anillo
local, es inmediato verificar que dicho conjunto es D(g).
Po otro lado, de la definicio´n de haz inversible conseguimos un cubrimiento abierto
{Ui}i∈I de X tal que L|Ui es libre, as´ı por lo anterior Xf ∩ Ui es un abierto de Ui, luego
un abierto de X, esto implica que Xf es abierto en X. ✷
Proposicio´n 4.3.10. Sea X un esquema, L un haz inversible en X, f ∈ Γ(X,L) y sea
F un haz casi coherente sobre X. Se cumplen las siguientes afirmaciones:
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(a) Si X es casi compacto y s ∈ Γ(X,F) es una seccio´n global de F cuya restriccio´n
a Xf es 0, entonces para algu´n n > 0 tenemos f
⊗n ⊗ s = 0, donde f⊗n ⊗ s es
considerado como una seccio´n global de F ⊗ L⊗n.
(b) Supongamos que X esta´ cubierto por un nu´mero finito de abiertos afines Ui, tal que
L∣∣
Ui
es libre para cada i, y tal que Ui∩Uj es casi compacto para cada i, j. Dada una
seccio´n t ∈ Γ(Xf ,F), para algu´n n > 0, entonces la seccio´n f⊗n⊗t ∈ Γ(Xf ,F⊗L⊗n)
se extiende a una seccio´n global de F ⊗ L⊗n.
Demostracio´n. Puesto L es inversible y X es casi compacto, podemos cubrir a X con un
nu´mero finito de subconjuntos abiertos afines Ui = Spec Ai tal que L|Ui ∼= OX |Ui para
todo i. Por el Lema 4.3.9, para cada i, el conjunto abierto Xf ∩Ui coincide con el abierto
ba´sico D(gi) de Ui, donde gi ∈ Ai esta´ identificado con el elemento f |Ui de L(Ui) por el
isomorfismo L(Ui) ∼= OX(Ui) = Ai.
(a). De la hipo´tesis s|Xf = 0, tenemos s|Xf∩Ui = 0 para todo i, del Lema 4.2.3, existe
entero ni ≥ 1 tal que (f |Ui)ns|Ui = 0; tomando n = max{ni}, tenemos (f |Ui)ns|Ui = 0 para
todo i. Por otro lado, puesto que L⊗n⊗F es el haz asociado al prehaz U 7→ L(U)⊗n⊗F(U),
tenemos el diagrama conmutativo
L(X)⊗n ⊗F(X) //

L⊗n ⊗F(X)

L(Ui)⊗n ⊗F(Ui) // L⊗n ⊗F(Ui)
donde las flechas verticales son las correspondientes restricciones. Consideremos el ele-
mento f⊗n⊗s ∈ L(X)⊗n⊗F(X), tenemos (f⊗n⊗s)|Ui = (f |Ui)⊗n⊗s|Ui , donde este u´ltimo
elemento se identifica con (f |Ui)ns|Ui = 0 por el isomorfismo L(Ui)⊗n ⊗ F(Ui) ∼= F(Ui),
de esta manera tenemos (f⊗n ⊗ s)|Ui = 0 para cada i; del diagrama anterior podemos
considerar a f⊗n⊗ s como una seccio´n global de L⊗n⊗F tal que restringido a cada Ui es
cero; por tanto tenemos f⊗n ⊗ s = 0 como seccio´n global de L⊗n ⊗F .
(b). Para cada i, tenemos L|Ui ∼= OX |Ui . Dado t ∈ Γ(Xf ,F), para cada i, denotemos
ti a la restriccio´n de t sobre Xf ∩ Ui. Como Xf ∩ Ui = D(gi), donde gi ∈ Ai es el
elemento que se identifica con f |Ui ∈ L(Ui), la Proposicio´n 4.2.3 nos asegura que existe n
(que depende de i) tal que gni ti se extiende a una seccio´n de F sobre Ui, es decir, existe
si ∈ F(Ui) tal que si|Xf∩Ui = gni ti, puesto que hay una cantidad finita de abiertos Ui
podemos conseguir que n no dependa de i. Del isomorfismo L|Ui ∼= OX |Ui , obtenemos el
isomorfismo L(Xf ∩ Ui) ∼= OX(Xf ∩ Ui), luego
L(Xf ∩ Ui)⊗n ⊗F(Xf ∩ Ui) ∼= F(Xf ∩ Ui) .
De esta manera gni ti se identifica con (f |Xf∩Ui)⊗n ⊗ t|Xf∩Ui por medio de este u´ltimo
isomorfismo. Entonces
si|Xf∩Ui = gni ti = (f |Xf∩Ui)⊗n ⊗ t|Xf∩Ui = (f⊗n ⊗ t)|Xf∩Ui , (4.3.3)
luego si|Xf∩Ui∩Uj = sj|Xf∩Ui∩Uj , y por tanto (si|Ui∩Uj − sj|Ui∩Uj)|Xf∩Ui∩Uj = 0.
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Si denotamos fij := f |Ui∩Uj , el conjunto Xfij ⊆ Ui ∩ Uj coincide con el conjunto
Xf ∩ Ui ∩ Uj, esto se sigue desde que (OX |Ui∩Uj)p ∼= OX,p, (L|Ui∩Uj)p ∼= Lp y (fij)p = fp
para p ∈ Ui ∩Uj. Ahora bien, puesto que F|Ui∩Uj es casi coherente y L|Ui∩Uj es inversible
con Ui ∩ Uj casi compacto, aplicando (a) podemos tomar un entero grande m tal que
f⊗mij ⊗ (si|Ui∩Uj − sj|Ui∩Uj) = 0
para todo i, j; o sea f⊗mij ⊗ si|Ui∩Uj = f⊗mij ⊗ si|Ui∩Uj , para todo i, j. Luego tenemos(
(f |Ui)⊗m ⊗ si
)|Ui∩Uj = f⊗mij ⊗ si|Ui∩Uj = f⊗mij ⊗ sj|Ui∩Uj = ((f |Uj)⊗m ⊗ sj)|Ui∩Uj
para todo i, j. Por tanto por la propiedad de haz, existe una seccio´n global s de F ⊗
L⊗(n+m) tal que s|Ui = (f |Ui)⊗m ⊗ si. Luego usando la ecuacio´n (4.3.3), tenemos
s|Xf∩Ui =
(
(f |Ui)⊗m ⊗ si
)|Xf∩Ui = (f⊗m ⊗ f⊗n ⊗ t)|Xf∩Ui = (f⊗(m+n) ⊗ t)|Xf∩Ui
para todo i. Por tanto s|Xf = f⊗(m+n) ⊗ t. ✷
4.4 Correspondencia Proyectiva de Serre
Esta seccio´n es un paralelo a la seccio´n 3.2 donde se establecio´ la “correspondencia af´ın
de Serre” entre haces coherentes sobre un esquema af´ın y mo´dulos de tipo finito sobre
un anillo noetheriano. En esta seccio´n mostraremos la “correspondencia proyectiva de
Serre” entre haces coherentes sobre un esquema proyectivo y mo´dulos graduados de tipo
casi finito, como hemos comentado en la introduccio´n.
Definicio´n 4.4.1 (Haz asociado a un mo´dulo graduado). Sea S un anillo graduado y M
un S-mo´dulo graduado. Definimos el haz asociado a M sobre X = Proj S, denotado por
M˜ como sigue: para cada p ∈ Proj S sea el anillo local S(p) y el S(p)-mo´dulo M(p); dado
cualquier subconjunto abierto U ⊆ Proj S, definimos M˜(U) como el conjunto de todas
las funciones s : U → ⊔p∈U M(p) con s(p) ∈ M(p) para cada p, los cuales son localmente
cocientes; es decir, dado p ∈ U , existe un entorno abierto V de p con V ⊆ U y elementos
m ∈M , f ∈ S del mismo grado tal que para todo q ∈ V tenemos que f 6∈ q y s(q) = m/f
en M(q). Para cada p ∈ U y s1, s2 ∈ M˜(U), la fo´rmula
(s1 + s2)(p) = s1(p) + s2(p)
convierte a M˜(U) en un grupo abeliano.
Proposicio´n 4.4.1. Sea S un anillo graduado, M un S-mo´dulo graduado y sea M˜ el haz
asociado a M sobre X = Proj S. Se cumplen:
(a) M˜ es un OX-mo´dulo.
(b) Para cada p ∈ X, el tallo (M˜)p ∼= M(p).
(c) Para cada elemento homoge´neo f ∈ S+, se tiene M˜
∣∣
D+(f)
∼= (M(f))˜.
(d) M˜ es un OX-mo´dulo casi coherente. Adema´s, si S es noetheriano y M es finitamente
generado, entonces M˜ es coherente.
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Demostracio´n. (a) En esta parte solo hay que imitar el argumento de la primera afirmacio´n
en la Proposicio´n 4.1.7.
(b) Dado un punto p ∈ X, definimos la aplicacio´n (M˜)p →M(p) dado por 〈U, s〉 7→ s(p);
la prueba de este isomorfismo es similar a la primera afirmacio´n de la Proposicio´n 3.2.6.
(c) Consideremos el homeomorfismo ϕ : D+(f) → Spec S(f) de la segunda afirmacio´n
en la Proposicio´n 3.2.6, dado por p→ pSf ∩S(f). Para cada p ∈ D+(f) el homomorfismo
ψp : (M(f))ϕ(p) →M(p) definido por m/f
r
h/fs
7→ fsm
frh
es un isomorfismo, con inverso φp : M(p) →
(M(f))ϕ(p) dado por
m
h
7→ (hd−1m)/fe
hd/fe
donde d = ∂(f) y e = ∂(m) = ∂(h). Ahora bien,
para un abierto U ⊆ D+(f) definimos ξ(U) : M˜
∣∣
D+(f)
(U) → (M(f))˜(U) por ξ(U)(s)(p) =
φp(s(ϕ(p))). No hay dificultad en ver que ξ esta´ bien definida y es un isomorfismo de
haces.
(d) El hecho que M˜ es casi coherente resulta inmediato de (c). Finalmente, si S es
noetheriano y M es finitamente generado, entonces S(f) es un anillo noetheriano y M(f)
es finitamente generado como S(f)-mo´dulo; de acuerdo a la Proposicio´n 4.2.4 el haz M˜ es
coherente. ✷
Observacio´n 4.4.1. La correspondencia ·˜ es un funtor covariante exacto de la categor´ıa
SModGr en la categor´ıa Mod(X). En efecto, sea ϕ : M → N un homomorfismo de
S-mo´dulos graduados y definimos el morfismo de haces ϕ˜ : M˜ → N˜ como ϕ˜(U)(s)(p) =
ϕ(p)(s(p)) para todo p ∈ U y s ∈ M˜(U), siendo ϕ(p) : M(p) → N(p) el homomorfismo
definido por m
λ
7→ ϕ(m)
λ
. Sean ahora ϕ : M → N y ψ : N → L dos homomorfismos de S-
mo´dulos graduados; para cada punto p ∈ X, la correspondencia M 7→ M(p) es un funtor
covariante de la categor´ıa de S-mo´dulos graduados a la categor´ıa de S(p)-mo´dulos, de esto
se cumple naturalmente que (ψ ◦ ϕ)˜ = ψ˜ ◦ ϕ˜; en efecto, tomemos un subconjunto abierto
U de X, s ∈ M˜(U) y p ∈ U , entonces
(ψ ◦ ϕ)˜(U)(s)(p) = (ψ ◦ ϕ)(p)(s(p)) = ψ(p)(ϕ(p)(s(p)))
= ψ(p)(ϕ˜(U)(s)(p)) = ψ˜(U) ◦ ϕ˜(U)(s)(p)
= (ψ˜ ◦ ϕ˜)(U)(s)(p).
Tambie´n, si idM es la identidad de M , tenemos
i˜dM(U)(s)(p) = (idM)(p)(s(p)) = s(p) = idM˜(U)(s)(p)
por tanto i˜dM = idM˜ , por tanto ·˜ es un funtor covariante.
Tomemos ahora la siguiente sucesio´n exacta de S-mo´dulos graduados
0 −→M ϕ−→ N ψ−→ L −→ 0
Puesto que ·˜ es covariante, tenemos la sucesio´n de morfismos de haces
0 −→ M˜ ϕ˜−→ N˜ ψ˜−→ L˜ −→ 0 (4.4.4)
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Luego para todo p ∈ X tenemos el siguiente diagrama conmutativo
0 // (M˜)p

ϕ˜p // (N˜)p
ψ˜p //

(L˜)p

// 0
0 //M(p)
ϕ(p) // N(p)
ψ(p) // L(p) // 0
y por el Lema 2.2.7, la segunda fila del diagrama es exacta para cada p ∈ X. De acuerdo
a la Proposicio´n 3.1.18 obtenemos que la sucesio´n (4.4.4) es exacta.
Lema 4.4.2. Sea S un anillo graduado, X = Proj S y sean M,N dos S-mo´dulos gradu-
ados. Entonces existe un morfismo de haces λ : M˜ ⊗OX N˜ → (M ⊗S N )˜; mas au´n, si S
es generado por S1 como S0-a´lgebra, entonces λ es un isomorfismo.
Demostracio´n. Dado f ∈ S homoge´neo de grado positivo, definimos el homomorfismo de
S(f)-mo´dulos λf : M(f) ⊗S(f) N(f) → (M ⊗S N)(f) dado por xfm ⊗ yfn 7→ x⊗yfm+n . Si tomamos
otro elemento homoge´neo de grado positivo g ∈ S, entonces tenemos el siguiente diagrama
conmutativo
M(f) ⊗S(f) N(f)
λf //

(M ⊗S N)(f)

M(fg) ⊗S(fg) N(fg)
λfg // (M ⊗S N)(fg)
Denotemos por M˜
p⊗ N˜ el prehaz producto tensorial de M˜ y N˜ sobre OX , entonces
M˜
p⊗ N˜(D+(f)) = M˜(D+(f))⊗ N˜(D+(f)) ∼= M(f) ⊗S(f) N(f) .
Por otra parte tenemos un isomorfismo (M ⊗S N )˜(D+(f)) ∼= (M ⊗S N)(f). Entonces del
diagrama anterior se deduce el morfismo de B-prehaces M˜
p⊗ N˜ → (M ⊗S N )˜, donde B
es la base formada por los abiertos D+(f) con f homoge´neo de grado positivo, luego por
el Corolario 4.1.5, tenemos un morfismo de haces λ : M˜ ⊗OX N˜ → (M ⊗S N )˜.
Supongamos ahora que S+ es generado por S1, en este caso X es cubierto por los
abiertos D+(f) con f ∈ S1, entonces para mostrar que λ sea un isomorfismo, basta que
los λf lo sean para todo f ∈ S1. En efecto, dado f ∈ S1, todo elemento de (M ⊗S N)(f)
es una suma finita de elementos de la forma x⊗y
fk
tal que x ∈ Mm, y ∈ Nn y m + n = k.
Como f es un elemento de S1, podemos definir el homomorfismo
γf : (M ⊗S N)(f) →M(f) ⊗S(f) N(f) por
x⊗ y
fk
7→ x
fm
⊗ y
fn
.
No hay dificultad en ver que este homomorfismo es el inverso de λf . ✷
En lo que sigue, todos los anillos graduados sera´n de la forma S = S0[S1] salvo que se
indique de otra manera.
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Definicio´n 4.4.2 (El haz torcido de Serre). Sea S un anillo graduado y sea X = Proj S.
Para cualquier n ∈ Z, definimos OX(n) como el haz casi coherente S(n)˜ sobre X. Lla-
maremos haz torcido de Serre al haz OX(1). Si F es un haz de OX-mo´dulo, definimos el
haz torcido F(n) como el haz F ⊗OX OX(n).
Proposicio´n 4.4.3. Sea S un anillo graduado y sea X = Proj S. Se cumplen:
(a) El haz OX(n) es un haz inversible sobre X.
(b) Para cualquier S-mo´dulo graduado M , tenemos M˜(n) ∼= (M(n))˜. En consecuencia,
OX(n)⊗OX OX(m) ∼= OX(n+m).
(c) Sea anillo graduado T = T0[T1], ϕ : S → T un homomorfismo graduado, y consider-
emos el abierto U ⊆ Y = Proj T y el morfismo f : U → X determinado por ϕ, como
en la Proposicio´n 3.5.1. Entonces, si N es un T -mo´dulo graduado, f∗(N˜ |U) ∼= (SN )˜,
y si M es un S-mo´dulo graduado, f ∗(M˜) ∼= (M ⊗S T )∼|U . En particular,
f∗(OY (n)
∣∣
U
) ∼= (f∗OU)(n) y f ∗(OX(n)) ∼= OY (n)
∣∣
U
.
Demostracio´n. (a). Tomemos f ∈ S1, por la Proposicio´n 4.4.1 tenemos
S(n)˜
∣∣
D+(f)
∼= (S(n)(f))˜
por otro lado, desde que la aplicacio´n S(f) → S(n)(f) dada por afk 7→ af
n
fk
es un isomorfismo
de S(f)-mo´dulos, entonces (S(n)(f))˜ ∼= (S(f))˜. Adema´s,
OX(n)
∣∣
D+(f)
= S(n)˜
∣∣
D+(f)
∼= (S(n)(f))˜ ∼= (S(f))˜ ∼= OX
∣∣
D+(f)
.
Por el Lema 2.3.9 tenemos X =
⋃
f∈S1
D+(f), por tanto OX(n) es un haz inversible.
(b). Usando el Lema 4.4.2 tenemos que
M˜(n) = M˜ ⊗OX OX(n) = M˜ ⊗OX S(n)˜ ∼= (M ⊗S S(n))˜
Por otra parte, la aplicacio´n M ⊗S S(n)→M(n) dada por m⊗ t 7→ mt es un isomorfismo
de S-mo´dulos, entonces (M ⊗S S(n))˜ ∼= M(n)˜, luego M˜(n) ∼= M(n)˜. En consecuencia
OX(n)⊗OX OX(m) = S(n)˜ ⊗OX OX(m)
= S(n)˜(m) ∼= (S(n)(m))˜
∼= S(n+m)˜ = OX(n+m).
(c). Denotemos por DS+(g) y D
T
+(h) a los abiertos ba´sicos de Proj S y Proj T re-
spectivamente, donde g ∈ S y h ∈ T son de grado positivo. Puesto que tenemos el
homomorfismo de anillos S(g) → T(ϕ(g)) definido por agk 7→ ϕ(a)ϕ(g)k , podemos considerar al
T(ϕ(g))-mo´dulo N(ϕ(g)) como un S(g)-mo´dulo. Adema´s, es inmediato verificar que la apli-
cacio´n γg : N(ϕ(g)) → (SN)(g) dado por nϕ(g)k 7→ ngk es un isomorfismo de S(g)-mo´dulos. Por
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otro lado, dados g, g′ ∈ S+ homoge´neos, tenemos el siguiente diagrama conmutativo
N(ϕ(g))
γg //

(SN)(g)

N(ϕ(gg′))
γgg′ // (SN)(gg′)
Adema´s tenemos
f∗(N˜ |U)(DS+(g)) = N˜(f−1(DS+(g))) = N˜(DT+(ϕ(g))) ∼= N(ϕ(g)) ,
y tambie´n (SN)(g) ∼= (SN )˜(DS+(g)) para todo g ∈ S+ homoge´neo. Por tanto, considerando
B la base de X formado por los abiertos DS+(g) tenemos un isomorfismo de B-haces
f∗(N˜ |U) ∼= (SN )˜, luego por el Corolario 4.1.5, tenemos un isomorfismo de haces f∗(N˜ |U) ∼=
(SN )˜.
Veamos ahora que f ∗(M˜) ∼= (M ⊗S T )˜ |U . Sea Ω el conjunto de los elementos ho-
moge´neos h ∈ ϕ(S+) y sea BU el conjunto de abiertos DT+(h) con h ∈ Ω. Afirmamos que
BU es una base del subespacio U de Proj T . En efecto, veamos que U =
⋃
h∈ΩD
T
+(h), por
definicio´n tenemos p ∈ U si y so´lo si ϕ(S+) * p, esto equivale a que existe un elemento
homoge´neo g ∈ S+ tal que ϕ(g) 6∈ p y esto es lo mismo decir que p ∈ DT+(ϕ(g)) con
ϕ(g) ∈ Ω. Por otro lado, dados h, h′ ∈ Ω y sean g, g′ ∈ S+ homoge´neos tal que h = ϕ(g)
y h′ = ϕ(g′), tenemos DT+(h) ∩ DT+(h′) = DT+(hh′) = DT+(ϕ(g)ϕ(g′)) = DT+(ϕ(gg′)), esto
prueba que DT+(h) ∩DT+(h) ∈ BU , y se sigue nuestra afirmacio´n.
Sean h, h′, g y g′ como antes, entonces tenemos el siguiente diagrama conmutativo
(M ⊗S T )(h) //

M(g) ⊗S(g) T(h)

(M ⊗S T )(hh′) //M(gg′) ⊗S(gg′) T(hh′)
aplicando el funtor ∼ tenemos siguiente diagrama conmutativo
((M ⊗S T )(h))∼ //

(M(g) ⊗S(g) T(h))∼

((M ⊗S T )(hh′))∼ // (M(gg′) ⊗S(gg′) T(hh′))∼
donde ((M ⊗S T )(h))∼ se identifica con (M ⊗S T )∼|DT+(h). Por otra parte, es inmediato
comprobar que f(DT+(h)) ⊆ DS+(g), luego tenemos un isomorfismo
(f |DT+(h))∗(M˜ |DS+(g)) ∼= f ∗(M˜)|DT+(h) .
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Puesto que DT+(h) y D
S
+(g) son esquemas afines, por el ı´tem (e) de la Proposicio´n 4.1.8,
tenemos
(f |DT+(h))∗(M˜ |DS+(g)) ∼= (f |DT+(h))∗((M(g))∼) ∼= (M(g) ⊗S(g) T(h))∼ .
De esta manera tenemos el isomorfismo (M ⊗S T )∼|DT+(h) ∼= f ∗(M˜)|DT+(h). Adema´s del
diagrama conmutativo
(M ⊗S T )∼|DT+(h) //

f ∗(M˜)|DT+(h)

(M ⊗S T )∼|DT+(hh′) // f ∗(M˜)|DT+(hh′)
y del Lema 3.1.25 resulta el isomorfismo deseado (M ⊗S T )∼|U ∼= f ∗(M˜).
Por un lado tenemos,
f∗(OY (n)|U) = f∗(T (n)∼|U) ∼= (ST (n))∼ ∼= (ST )∼(n) ∼= f∗(T∼|U)(n)
= f∗(OY |U)(n) = f∗(OU)(n) ,
y por otro lado,
f ∗(OX(n)) = f ∗(S(n)∼) = (S(n)⊗S T )∼|U ∼= T (n)∼|U = OY (n)|U .
De esta manera concluye la demostracio´n. ✷
Observacio´n 4.4.2. Sea S un anillo graduado, X = Proj S y sea F un haz de OX-
mo´dulos, entonces F(n)⊗OX OX(d) ∼= F(n+ d), en efecto,
F(n)⊗OX(d) = (F ⊗OX(n))⊗OX(d)
∼= F ⊗ (OX(n)⊗OX(d))
∼= F ⊗OX(n+ d) = F(n+ d) .
Definicio´n 4.4.3. Sea S un anillo graduado, X = Proj S y sea F un haz de OX-mo´dulos,
definimos el grupo Γ∗(F) =
⊕
n∈Z Γ(X,F(n)).
Observacio´n 4.4.3. A continuacio´n vamos a dotar a Γ∗(OX) de una estructura de anillo
graduado y haremos de Γ∗(F) un Γ∗(OX)-mo´dulo graduado (este sera´ visto como un
S-mo´dulo graduado como lo indica la Observacio´n 4.4.4). En efecto, para cada par de
enteros m,n, sea el homomorfismo
λm,n : Γ(X,OX(m))⊗ Γ(X,OX(n))→ Γ(X,OX(m+ n)) ,
que resulta de componer el homomorfismo natural
Γ(X,OX(m))⊗ Γ(X,OX(n))→ Γ(X,OX(m)⊗OX(n))
y el isomorfismo Γ(X,OX(m) ⊗ OX(n)) ∼= Γ(X,OX(m + n)). Este u´ltimo resulta del
isomorfismo OX(m) ⊗ OX(n)) ∼= OX(m) ⊗ OX(n) (ver Observacio´n 4.4.2). Dados dos
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elementos f =
∑
n fn y g =
∑
n gn de Γ∗(OX), definimos el producto fg =
∑
m,n λm,n(fm⊗
gn). Se comprueba fa´cilmente que este producto convierte a Γ∗(OX) en un anillo graduado.
Ahora consideremos el homomorfismo natural
Γ(X,OX(m))⊗ Γ(X,F(n))→ Γ(X,OX(m)⊗F(n))
y el isomorfismo OX(m)⊗F(n) ∼= F(m+ n). Entonces tenemos el homomorfismo
βm,n : Γ(X,OX(m))⊗ Γ(X,F(n))→ Γ(X,F(m+ n)).
Sean f =
∑
n fn ∈ Γ∗(OX) y s =
∑
n sn ∈ Γ∗(F), definimos el producto por escalar
f · s = ∑m,n βm,n(fm ⊗ sn), y es inmediato comprobar que este producto convierte a
Γ∗(F) en un Γ∗(OX)-mo´dulo graduado.
Proposicio´n 4.4.4 (El homomorfismo αM). Sea S un anillo graduado y sea M un S-
mo´dulo graduado. Entonces existen un homomorfismo de grupos αM : M → Γ∗(M˜) y un
homomorfismo de anillos αS : S → Γ∗(OX), de manera que αM es un homomorfismo de
S-mo´dulos graduados.
Demostracio´n. Sea X = Proj S y fijemos un entero n ∈ Z. Si f ∈ S+ es un elemento ho-
moge´neo, la aplicacio´n Mn →M(n)(f) definida por x 7→ x/1 es un homomorfismo de gru-
pos abelianos, y debido a la Proposicio´n 4.4.3 junto con la afirmacio´n (d) en la Proposicio´n
4.1.7 tenemos un isomorfismo ψfn : M(n)(f)
∼= Γ(D+(f), M˜(n)). Componiendo obtenemos
un homomorfismo de grupos abelianos αfn : Mn → Γ(D+(f), M˜(n)). Si tomamos otro
elemento homoge´neo g ∈ S+, entonces tenemos el siguiente diagrama conmutativo
Mn
αgn
''
αfn
ww
Γ(D+(f), M˜(n))
''
Γ(D+(g), M˜(n))
ww
Γ(D+(fg), M˜(n))
donde las flechas inferiores son las restricciones usuales. Esto significa que para todo
x ∈Mn las secciones αfn(x) y αgn(x) coinciden en D+(f)∩D+(g), y puesto que los abiertos
D+(f) cubren a X, existe una u´nica seccio´n αn(x) ∈ Γ(X, M˜(n)) tal que αn(x)|D+(f) =
αfn(x) para todo elemento homoge´neo f ∈ S+. As´ı queda definida la aplicacio´n αn : Mn →
Γ(X, M˜(n)) que por el Lema 3.1.15 es un homomorfismo de grupos, y por extensio´n
conseguimos el homomorfismo de grupos
αM :=
⊕
n∈Z
αn : M → Γ∗(M˜) .
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Por otro lado, si hacemos M = S, entonces αS : S → Γ∗(OX) es un homomorfismo de
anillos. En efecto, sean sm ∈ Sm, tn ∈ Sn y tomemos un elemento homoge´neo f ∈ S+,
entonces
αS(smtn)|D+(f) = αm+n(smtn)|D+(f) = αfm+n(smtn) = ψfm+n
(
smtn
1
)
. (4.4.5)
Ahora bien, si tomamos un punto arbitrario p ∈ D+(f), tenemos
ψfm+n
(
smtn
1
)
(p) =
smtn
1
=
sm
1
· tn
1
= ψfm
(sm
1
)
(p) · ψfn
(
tn
1
)
(p) ,
y por tanto ψfm+n(
smtn
1
) = ψfm(
sm
1
)ψfn(
tn
1
), es decir αfm+n(smtn) = α
f
m(sm)α
f
n(tn). Por otro
lado tenemos
αfm(sm)α
f
n(tn) = αm(sm)|D+(f).αn(tn)|D+(f)
= αS(sm)|D+(f)αS(tn)|D+(f) = (αS(sm)αS(tn))|D+(f) .
(4.4.6)
Combinando las relaciones (4.4.5) y (4.4.6) llegamos a la igualdad
αS(smtn)|D+(f) = (αS(sm).αS(tn))|D+(f) ,
donde f ∈ S+ es homoge´neo. Por tanto αS(smtn) = αS(sm).αS(tn). Ahora bien, sean
s =
∑
m≥0 sm y t =
∑
n≥0 tn dos elementos de S, entonces
αS(st) = αS(
∑
m,n≥0
smtn) =
∑
m,n≥0
αS(smtn) =
∑
m,n≥0
αS(sm)αS(tn)
=
∑
m≥0
αS(sm)
∑
n≥0
αS(tn) = αS(s)αS(t) .
As´ı, αS es un homomorfismo de anillos. Finalmente, imitando el procedimiento anterior
obtenemos tambie´n αM(s · x) = αS(s) · αM(x) para todo s ∈ S y x ∈ M . Puesto que
Γ∗(M˜) es un Γ∗(OX)-mo´dulo, la operacio´n inducida
S × Γ∗(M˜)→ Γ∗(M˜) , definida por (s, f) 7→ αS(s)f ,
hace de Γ∗(M˜) un S-mo´dulo graduado y de αM un homomorfismo de S-mo´dulos gradua-
dos. ✷
Observacio´n 4.4.4. En la definicio´n 4.4.3, podemos considerar a Γ∗(F) como un S-
mo´dulo graduado, debido al homomorfismo de anillos graduados αS : S → Γ∗(OX) dada
en la proposicio´n anterior.
Proposicio´n 4.4.5. Sea S un anillo graduado y X = Proj S. Entonces Γ∗ es un funtor
covariante de la categor´ıa Mod(X) en SModGr.
Demostracio´n. Si F es un haz de OX-mo´dulos, entonces Γ∗(F) es un S-mo´dulo graduado
(ver Observacio´n 4.4.4). Sea ϕ : F → G un morfismo de OX-mo´dulos, denotemos por
F p⊗ OX(n) al prehaz producto tensorial de F y OX(n) sobre OX , de esta manera tenemos
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(F p⊗ OX(n))+ = F(n). Si denotamos por idn al morfismo identidad sobre OX(n),
tenemos un morfismo de prehaces ϕ
p⊗ idn : F
p⊗ OX(n) → G
p⊗ OX(n) , luego tenemos
el morfismo asociado (ϕ
p⊗ idn)+ : F(n) → G(n). Si (ϕ
p⊗ idn)+X es el homomorfismo de
secciones globales de (ϕ
p⊗ idn)+, entonces definimos el homomorfismo graduado
Γ∗(ϕ) :=
⊕
n∈Z
(ϕ
p⊗ idn)+X : Γ∗(F)→ Γ∗(G) .
Sean ϕ : F → G y ψ : G → H dos morfismos de OX-mo´dulos, entonces ((ψ ◦ϕ)
p⊗ idn)+ =
((ψ
p⊗ idn)◦(ϕ
p⊗ idn))+ = (ψ
p⊗ idn)+◦(ϕ
p⊗ idn)+, luego ((ψ◦ϕ)
p⊗ idn)+X = (ψ
p⊗ idn)+X ◦
(ϕ
p⊗ idn)+X , por tanto Γ∗(ψ ◦ϕ) = Γ∗(ψ) ◦Γ∗(ϕ), por otro lado (idF
p⊗ idn)+X = idΓ(X,F(n))
de donde tenemos Γ∗(idF) = idΓ∗(F). Por tanto Γ∗ es un funtor covariante. ✷
Observacio´n 4.4.5. El funtor Γ∗ es un funtor exacto a izquierda deQCoh(X) en SModGr.
Sea 0 → F → G → H → 0 una sucesio´n exacta en QCoh(X). Tomemos un entero n,
afirmamos que la sucesio´n
0→ F(n)→ G(n)→ H(n)→ 0
es exacta. En efecto, sea f ∈ S+ homoge´neo y sea A = S(f), entonces F|D+(f) = M˜ ,
G|D+(f) = N˜ y H|D+(f) = P˜ donde M,N y P son A-mo´dulos. Luego F(n)|D+(f) = M(n)˜,
G(n)|D+(f) = N(n)˜ y H(n)|D+(f) = P (n)˜. Sea p ∈ X tal que f 6∈ p, y sea q la contraccio´n
del ideal p v´ıa el homomorfismo S(f) → S, entonces tenemos los diagramas conmutativos
0 // Fp

// Gp //

Hp //

0
0 //Mq // Nq // Pq // 0
(4.4.7)
0 // F(n)p

// G(n)p //

H(n)p //

0
0 //M(n)q // N(n)q // P (n)q // 0
(4.4.8)
Del diagrama (4.4.7) tenemos que su sucesio´n inferior es exacta, luego la sucesio´n inferior
de (4.4.8) es exacta, por tanto su sucesio´n superior es exacta para p ∈ D+(f), pero como
f es arbitrario, podemos conseguir que es exacta para todo p ∈ X, esto implica que la
sucesio´n
0→ F(n)→ G(n)→ H(n)→ 0
es exacta, luego tenemos la sucesio´n exacta
0→ Γ(X,F(n))→ Γ(X,G(n))→ Γ(X,H(n))
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para todo n ∈ Z. Estas sucesiones forman una sucesio´n exacta
0→ Γ∗(F)→ Γ∗(G)→ Γ∗(H)
como queremos.
Corolario 4.4.6. Sea A un anillo, sea S = A[x0, . . . , xr], r ≥ 0, y sea X = Proj S.
Entonces S ∼= Γ∗(OX).
Demostracio´n. Puesto que los elementos x0, . . . , xr ∈ S1 generan a S como S0-a´lgebra
(en este caso S0 = A), los abiertos D+(xi) cubren a X. Consideremos el homomorfismo
de anillos α = αS : S → Γ∗(OX) de la Proposicio´n 4.4.4 , este homomorfismo era suma
directa de los homomorfismo de grupos αn : Sn → Γ(X,OX(n)) con n ∈ Z, y para cada
i, ten´ıamos que αn(f)|D+(xi) = αxin (f) para todo f ∈ Sn, donde αxin : Sn → S(n)(xi) es
el homomorfismo definido por f 7→ f/1. As´ı, para probar que α es un isomorfismo,
basta probar que cada αn es biyectiva. Veamos que αn es inyectiva, tomemos f ∈ Sn
tal que αn(f) = 0 esto implica que f/1 = 0 en S(n)(xi) para todo i = 0, .., r. Fijando i,
existe un entero k tal que xki f = 0, y como xi no es divisor de cero, tenemos f = 0. A
continuacio´n veamos que αn es sobreyectiva. Dar un elemento de Γ(X,OX(n)) equivale
a dar r + 1 elementos fi
xki
∈ S(n)(xi) tal que fixki =
fj
xkj
en S(n)(xixj) para todo i, j = 0, .., r,
donde fi ∈ Sk+n para todo i. A continuacio´n encontraremos un elemento f ∈ Sn tal que
f
1
= fi
xki
en S(n)(xi) para todo i = 0, .., r, para ello afirmamos que x
k
i divide a fi para todo
i = 0, .., r, esto equivale a decir que todo monomial de fi tiene a x
k
i como factor. En efecto,
si r = 0, tenemos que X = D+(x0), lo que nos da un u´nico elemento
f0
xk0
∈ S(n)(x0) donde
f0 ∈ Sk+n, luego f0 = axk+n0 para algu´n a ∈ A. Supongamos ahora que r > 0 y fijemos un
ı´ndice i = 0, .., r; tomando j 6= i, de la igualdad fi
xki
=
fj
xkj
y desde que xi, xj no son divisores
de cero tenemos que xkjfi = x
k
i fj. Ahora, si gi es un monomial de fi, entonces x
k
j gi es
un monomial que contiene a xki como factor, de donde se sigue que x
k
i es un factor de gi.
De esta manera xki divide a fi para todo i = 0, .., r como afirmamos. Luego escribiendo
fi = x
k
i hi donde hi ∈ Sn, tenemos (xixj)khi = xkjfi = xki fj = (xixj)khj, de donde hi = hj.
Tomamos f = hi0 ∈ Sn donde i0 es un ı´ndice fijo, entonces f1 =
xki hi0
xki
=
xki hi
xki
= fi
xki
para
todo i = 0, .., r. Por tanto αn es sobreyectiva. ✷
Proposicio´n 4.4.7. Sea S un dominio graduado generado por S1 como un S0-a´lgebra con
S+ 6= 0, X = Proj S y sea S ′ =
⊕
n≥0 Γ(X,OX(n)). Entonces
(a) El homomorfismo αS : S → Γ∗(OX) es inyectivo. En consecuencia, S es considerado
como un subanillo de S ′.
(b) El anillo Γ∗(OX) es un dominio. Adema´s, si S es noetheriano, el anillo S ′ es integral
sobre S y esta´ contenido en el cuerpo de fracciones Q de S.
Demostracio´n. (a). Como S+ 6= 0 y S es dominio, por el Lema 2.3.10 conseguimos
Proj S 6= ∅, entonces existe algu´n p ∈ Proj S. Ahora bien, desde que S+ * p, del Lema
2.3.9 existe f ∈ S1 tal que f 6∈ p, as´ı f 6= 0. Para probar que αS es inyectiva, es suficiente
probar que para cada n ≥ 0, el homomorfismo αn : Sn → Γ(X,OX(n)) es inyectivo . Sea
t ∈ Sn tal que αn(t) = 0, entonces 0 = αn(t)|D+(f) = αfn(t) ≡ t/1 ∈ S(n)(f), luego t/1 = 0,
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entonces existe un entero l tal que f lt = 0, esto implica que t = 0 como quer´ıamos. Por
otro lado, como αS(S) ⊆ S ′, podemos considerar a S como subanillo de S ′.
(b). Supongamos que S es generado como S0-a´lgebra por un nu´mero finito de ele-
mentos no nulos x0, . . . , xr ∈ S1. Para cada n ∈ Z y cada elemento homoge´neo f ∈ S+,
consideremos el isomorfismo
ψfn : S(n)(f)
∼−→ Γ(D+(f),OX(n)) .
Sea T el conjunto de tuplas (t0, . . . , tr) donde ti ∈ Sxi tal que ti, tj tienen la misma imagen
en Sxixj , para todo i, j. Dotando a T de la suma y producto puntual
(t0, . . . , tr) + (s0, . . . , sr) := (t0 + s0, . . . ,tr + sr) ,
(t0, . . . , tr).(s0, . . . , sr) := (t0s0, . . . , trsr) ,
el conjunto T es un anillo graduado con graduacio´n Tn, formado por tuplas (t0, . . . , tr)
donde ti ∈ (Sxi)n para todo i. Definimos el homomorfismo de grupos
ρin : Tn → Γ(D+(xi),OX(n)) , dado por (t0, . . . , tr) 7→ ψxin (ti) .
Del diagrama
Sxi
!!
Sxj
}}
Sxixj
y desde que (Sxi)n = S(n)(xi), (Sxj)n = S(n)(xj) y (Sxixj)n = S(n)(xixj), tenemos el
diagrama
S(n)(xi)
%%
S(n)(xj)
yy
S(n)(xixj)
luego si (t0, . . . , tr) ∈ Tn entonces los elementos ti, tj coinciden en S(n)(xixj). Esto es
equivalente a decir que
ψxin (ti)|D+(xixj) = ψxin (tj)|D+(xixj) en Γ(D+(xixj),OX(n))
De la propiedad de haz, existe una u´nica seccio´n global ρn(t0, . . . , tr) de OX(n) tal que
ρn(t0, . . . , tr)|D+(xi) = ψxin (ti) para todo i = 0, . . . , r. Luego por el Lema 3.1.15, tenemos
un homomorfismo de grupos ρn : Tn → Γ(X,OX(n)). Veamos que ρn es un isomorfismo,
sea (t0, . . . , tr) ∈ Tn tal que ρn(t0, . . . , tr) = 0, entonces ψxin (ti) = ρn(t0, . . . , tr)|D+(xi) = 0,
as´ı ti = 0 para todo i = 0, . . . , r, esto muestra que ρn es inyectiva. Por otro lado, dado
s ∈ Γ(X,OX(n)), para cada i = 0, .., r tomemos ti := (ψxin )−1(s|D+(xi)) ∈ S(n)(xi), luego de
la igualdad ψxin (ti) = s|D+(xi) y de la definicio´n de ρn(t0, . . . , tr), tenemos ρn(t0, . . . , tr) =
s, o sea que ρn es sobreyectiva. Por tanto, el homomorfismo anillos graduados ρ =⊕
n∈Z ρn : T → Γ∗(OX) es un isomorfismo. Por otra parte, puesto que los elementos xi
son no nulos y S es dominio, los homomorfismos cano´nicos γi,j : Sxi → Sxixj y λi : Sxi →
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Sx1···xr son todos inyectivos, y λi se factoriza por la inyeccio´n κi,j : Sxixj → Sx1···xr , es
decir λi = κi,j ◦ γi,j para todo i, j. Sea (t0, . . . , tr) ∈ T , entonces ti, tj tienen la misma
imagen en Sxixj , es decir γi,j(ti) = γj,i(tj), y puesto que κi,j = κj,i, componiendo tenemos
λi(ti) = λj(tj) para todo i, j, de esta manera el homomorfismo T → Sx1···xr dado por
(t0, . . . , tr) 7→ λi(ti) es independiente de i, adema´s este homomorfismo es inyectivo, pues,
si λi(ti) = 0 entonces ti = 0 ya que λi es inyectivo, y como λj(tj) = λi(ti) = 0 tenemos
tj = 0 para todo j. As´ı tenemos S →֒ S ′ ⊆ Γ∗(OX) ∼= T →֒ Sx1···xr por lo cual podemos
considerar a Γ∗(OX) como un subanillo del dominio Sx1···xr conteniendo S, en particular
S ′ y Γ∗(OX) son dominios.
Supongamos ahora que S es noetheriano. Dado un elemento b ∈ S ′n = Γ(X,OX(n))
homoge´neo donde n ≥ 0, entonces para cada 0 ≤ i ≤ r, existe un entero m = m(i) ≥ 0 y
un elemento homoge´neo a ∈ Sn+m tal que a/xmi ∈ S(n)(xi) y b|D+(xj) = ψxjn (a/xmi ), luego
(αS(x
m
i )b)|D+(xj) = αxjm (xmi )b|D+(xj) = ψxjm (xmi /1)ψxjn (a/xmi ) = ψxjm+n(a/1) = αS(a)|D+(xj)
para todo j, entonces αS(x
m
i )b = αS(a), luego considerando S ⊆ S ′, tenemos xmi b ∈ S.
Por otro lado, como {x0, . . . , xr} ⊆ S, tomando m0 suficientemente grande, tenemos
xm0i b ∈ S para todo 0 ≤ i ≤ r, y puesto que los elementos xi generan S como S0-a´lgebra,
cualquier elemento y ∈ Sd es un polinomial de grado d en x0, .., xr con coeficientes en
S0. Si tomamos un entero k ≥ m0(r + 1) + n, entonces yb ∈ S para todo y ∈ Sd con
d ≥ k, y puesto que el grado de b es no negativo, para cualquier y ∈ S≥m =
⊕
d≥m Sd,
tenemos yb ∈ S≥m para m ≥ k. Luego, por induccio´n probamos que ybq ∈ S para
cualquier cualquier y ∈ S≥m y q ≥ 1. En particular tenemos que xm0 bq ∈ S para q ≥ 1.
Sea K el cuerpo de fracciones de S ′, entonces (1/xm0 )S es un S-submo´dulo finitamente
generado de K, que contiene al anillo S[b]. Ahora bien, puesto que S es noetheriano
el S-mo´dulo S[b] es finitamente generado, as´ı que b es integral sobre S, y como la suma
finita de elementos integrales es tambie´n integral, entonces todo elemento de S ′ es integral
sobre S. Finalmente, de lo anterior tenemos S[b] ⊆ (1/xm0 )S ⊆ Q, de donde b ∈ Q con b
homoge´neo, luego se sigue que S ′ ⊆ Q. ✷
Proposicio´n 4.4.8 (El morfismo βF). Sea S un anillo graduado, X = Proj S y sea F
un haz de OX-mo´dulos. Entonces existe un morfismo natural βF : Γ∗(F )˜ → F .
Demostracio´n. HagamosM = Γ∗(F). Dado f ∈ Sd con d > 0 y sean n,m ≥ 0 dos enteros
fijos. Tenemos
αS(f
n)|D+(f) = αfnd(fn) = ψfnd(
fn
1
) ,
donde la u´ltima igualdad resulta desde que αfnd se factoriza mediante el isomorfismo
ψfn : S(n)(f)
∼−→ Γ(D+(f),OX(n)) (ver Proposicio´n 4.4.4). Denotemos por (αS(fm)|D+(f))−1
al elemento ψf−md(
1
fm
) de Γ(D+(f),OX(−md)) donde 1fm ∈ S(−md)(f). Por otro lado el
producto ψfnd(
fn
1
)ψf−md(
1
fm
) es igual a ψf(n−m)d(
fn−m
1
) si n ≥ m, e igual a ψf−(m−n)d( 1fm−n )
si m > n, entonces
αS(f
n)|D+(f)(αS(fm)|D+(f))−1 =
{
αS(f
n−m)|D+(f) , si n ≥ m,
(αS(f
m−n)|D+(f))−1 , si m > n . (4.4.9)
En particular, αS(f
n)|D+(f)(αS(fn)|D+(f))−1 = 1. Notemos que si z/fn es un elemento de
M(f) tal que f
kz = 0 para algu´n k ≥ 0, tenemos 0 = (fkz)|D+(f) := αS(fk)|D+(f)z|D+(f).
Multiplicando por (αS(f
k)|D+(f))−1, obtenemos que z|D+(f) = 0, as´ı
(αS(f
n)|D+(f))−1(z|D+(f)) = 0 .
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Esto nos permite definir un homomorfismo de S(f)-mo´dulos
βf : M(f) → Γ(D+(f),F) , dada por z
fn
7→ (αS(fn)|D+(f))−1(z|D+(f)) .
Comprobemos que βf es un homomorfismo. Sean z/f
n, w/fm ∈ M(f), considerando la
ecuacio´n (4.4.9), tenemos
βf (
fmz + fnw
fm+n
) = (αS(f
m+n)|D+(f))−1(fmz + fnw)|D+(f)
= (αS(f
m+n)|D+(f))−1αS(fm)|D+(f)z|D+(f)
+ (αS(f
m+n)|D+(f))−1αS(fn)|D+(f)w|D+(f)
= (αS(f
n)|D+(f))−1z|D+(f) + (αS(fm)|D+(f))−1w|D+(f)
= βf (
z
fn
) + βf (
w
fm
) .
Si s/fm ∈ S(f), tenemos
βf (
s
fm
z
fn
) = βf (
s z
fm+n
) = (αS(f
m+n)|D+(f))−1(sz)|D+(f)
= (αS(f
m)|D+(f))−1(αS(fn)|D+(f))−1αS(s)|D+(f) z|D+(f)
=
[
(αS(f
m)|D+(f))−1αS(s)|D+(f)
]
.
[
(αS(f
n)|D+(f))−1z|D+(f)
]
=:
s
fm
βf (
z
fn
) .
Por otra parte, si f ∈ Sd y g ∈ Se, tenemos que el siguiente diagrama conmutativo
M(f)
βf //

Γ(D+(f),F)

M(fg)
βfg // Γ(D+(fg),F)
entonces tenemos el diagrama conmutativo
Γ(D+(f), M˜)

+3M(f)
βf //

Γ(D+(f),F)

Γ(D+(fg), M˜) +3M(fg)
βfg // Γ(D+(fg),F)
De esta manera tenemos un morfismo de B-haces M˜ → F , donde B es la base de abiertos
formada por los abiertos D+(f) con f ∈ S+ homoge´neo. Por el Corolario 4.1.5, tenemos
un morfismo de haces βF : M˜ = Γ∗(F )˜ → F como se quer´ıa. ✷
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Proposicio´n 4.4.9. Sea S un anillo graduado y M un S-mo´dulo graduado, entonces el
morfismo compuesto
M˜
α˜M−→ (Γ∗(M˜))∼
β
M˜−→ M˜
es el morfismo identidad de M˜ .
Demostracio´n. La verificacio´n es local. Sea α = αM , β = βM˜ , tomamos un abierto D+(f)
con f ∈ Sd con d > 0. Entonces debemos comprobar que el homomorfismo compuesto
M(f)
αf→ (Γ∗(M˜))(f) βf→M(f)
es el homomofismo identidad de M(f), donde αf es el homomorfismo inducido
m
fk
7→ α(m)
fk
y βf es el homomorfismo
z
fn
7→ (α(fn)|D+(f))−1(z|D+(f)) definido la Proposicio´n 4.4.8. En
efecto, considerando las notaciones de la Proposicio´n 4.4.8, tenemos
βf (αf (
m
fk
)) = βf (
α(m)
fk
) = (α(fk)|D+(f))−1(α(m)|D+(f)) = ψf−kd(
1
fk
)ψfkd(
m
1
)
= ψf0 (
m
fk
) ≡ m
fk
.
De esta manera βf ◦ αf es la identidad en M(f). ✷
Lema 4.4.10. Sea X un esquema (resp. un esquema localmente noetheriano). Sean F y
G dos OX-mo´dulos casi coherentes (resp. coherentes), entonces F⊗OX G es casi coherente
(resp. coherente).
Demostracio´n. Dado U = Spec A un abierto af´ın de X. Por la Proposicio´n 4.2.4, tenemos
que F|U ∼= M˜ y G|U ∼= N˜ , donde M y N son A-mo´dulos. Entonces tenemos
(F ⊗OX G)|U ∼= F|U ⊗OX |U G|U ∼= M˜ ⊗A˜ N˜ ∼= (M ⊗A N )˜ .
Por la Proposicio´n 4.2.4, se sigue F ⊗OX G es casi coherente. Supongamos ahora que X
es localmente noetheriano, entonces por el Teorema 3.4.2 el anillo A es noheteriano y por
la Proposicio´n 4.2.4 los A-mo´dulos M y N son finitamente generados, por tanto M ⊗AN
es finitamente generado y se sigue que F ⊗OX G es coherente. ✷
Lema 4.4.11. Sea S un anillo graduado y X = Proj S. Consideremos un elemento
homoge´neo f ∈ Sd con d > 0 y sea f˜ ∈ Γ(X,OX(d)) tal que f˜(p) = f/1 para todo p ∈ X.
Entonces para el haz inversible L = OX(d) tenemos que Xf˜ = D+(f).
Demostracio´n. Puesto que X es cubierto por los abiertos D+(g) con g ∈ S1, entonces
es suficiente probar que Xf˜ ∩ D+(g) = D+(f) ∩ D+(g) para todo g ∈ S1. Sea mp el
ideal maximal de OX,p; puesto que Lp = S(d)˜p ∼= S(d)(p) y mp ∼= pS(p) se sigue que
mpLp ∼= pS(d)(p), y la condicio´n f˜p 6∈ mpLp equivale a que f/1 6∈ pS(d)(p). De esta manera
Xf˜ ∩ D+(g) es el conjunto de todos los primos p ∈ D+(g) tal que f/1 6∈ pS(d)(p), y es
inmediato verificar que este conjunto coincide con D+(f) ∩D+(g). ✷
Proposicio´n 4.4.12. Sea S un anillo graduado finitamente generado por S1 como S0-
a´lgebra y sea X = Proj S. Si F un haz casi coherente sobre X, entonces el morfismo
βF : Γ∗(F )˜ → F (de la Proposicio´n 4.4.8) es un isomorfismo.
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Demostracio´n. Para mostrar que βF es isomorfismo, basta probar que para todo f ∈ S1,
el homomorfismo βf : M(f) → Γ(D+(f),F) dado por zfn 7→ (αS(fn)|D+(f))−1(z|D+(f)) es un
isomorfismo. Para ver la inyectividad consideremos z
fn
∈M(f) tal que (αS(fn)|D+(f))−1(z|D+(f)) =
0, esto implica que z|D+(f) = 0. Como F es casi coherente, por el Lema 4.4.10, F(n) es
tambie´n casi coherente, entonces por el Lema 4.4.11 tenemos que Xf˜ = D+(f). Ahora
bien, considerando el haz inversible L = OX(1), podemos aplicar la afirmacio´n (a) de
la Proposicio´n 4.3.10 a la seccio´n global z de F(n) y obtenemos un entero m > 0, tal
que fmz = 0 es considerado como seccio´n global de F(n + m) ∼= F(n) ⊗ L⊗m, por
tanto z
fn
= 0. A continuacio´n veamos la sobreyectividad. Tomemos t ∈ Γ(D+(f),F),
puesto que S es finitamente generado por S1 como S0-a´lgebra, X es cubierto por un
nu´mero finito de los abiertos afines D+(f) con f ∈ S1. Adema´s, si f, g ∈ S1, los
abiertos D+(f) ∩ D+(f) = D+(fg) son casi compactos y evidentemente L|D+(f) es li-
bre donde f ∈ S1. Entonces por el ı´tem (b) de la Proposicio´n 4.3.10 existe un entero
m > 0 tal que la seccio´n fmt ∈ Γ(D+(f),F ⊗ L⊗m) se extiende a una seccio´n global de
F(m) ∼= F ⊗ L⊗m, es decir, existe un elemento z ∈ Γ(X,F(m)) tal que z|D+(f) = fmt,
donde fmt ≡ αS(fm)|D+(f)t, luego tenemos
βf (z/f
m) = (αS(f
m)|D+(f))−1z|D+(f) = (αS(fm)|D+(f))−1αS(fm)|D+(f)t = t
as´ı concluimos con la prueba. ✷
Corolario 4.4.13. Sea A un anillo. Se cumplen las siguientes afirmaciones:
(a) Si Y es un subesquema cerrado de PrA, entonces existe un ideal homoge´neo I ⊆ S =
A[x0, . . . , xr] tal que Y es el subesquema cerrado determinado por I, es decir Y es
isomorfo a Proj S/I.
(b) Un esquema Y sobre Spec A es proyectivo si, y so´lo si, e´ste es isomorfo a Proj S
para algu´n anillo graduado S con S0 = A, y S finitamente generado por S1 como
S0-a´lgebra.
Demostracio´n. (a). Sea JY el haz ideal de Y sobre X = PrA. Puesto que el funtor
Γ∗ es exacto y JY es un subhaz de OX , el anillo Γ∗(JY ) es un submo´dulo graduado de
Γ∗(OX), y por el Corolario 4.4.6 tenemos Γ∗(OX) = S, de esta manera Γ∗(JY ) es un ideal
homoge´neo de S, denotaremos por I a este ideal. Por el Corolario 3.5.2, tenemos una
inmersio´n cerrada f : Proj S/I → X inducido por la proyeccio´n S → S/I, adema´s f se
factoriza en Proj S/I
g→ V+(I) j→ X donde g es un isomorfismo de Proj S/I sobre el
subesquema cerrado V+(I) de X y j es el morfismo inclusio´n.
Veamos que el haz ideal de V+(I) es I˜. En efecto, puesto que f(Proj S/I) = V+(I) es
cerrado en X, tenemos para p ∈ X
(f∗(OProj S/I))p =
{ OProj S/I,p/I , si p ∈ V+(I) ,
0 , si p ∈ X\V+(I) .
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Luego, para cada p ∈ V+(I), tenemos el siguiente diagrama conmutativo
0 // (I˜)p //

OX,p //

(f∗(OProj S/I))p //

0
0 // I(p) // S(p) // (S/I)(p/I) // 0
(4.4.10)
donde la fila inferior es exacta para todo p ∈ X. Puesto que (S/I)(p/I) = 0 para todo
p ∈ X\V+(I), el diagrama (4.4.10) es exacta para todo p ∈ X, esto implica que la sucesio´n
0→ I˜ → OX f
♯→ f∗(OProj S/I)→ 0
es exacta. Puesto que f = j ◦ g, tenemos por definicio´n f ♯ = j∗(g♯) ◦ j♯, luego el siguiente
diagrama
0 // Nuc j♯ //

OX j
♯
//
id

j∗(OV+(I))
j∗(g♯)

// 0
0 // I˜ // OX
f♯
// f∗(OProj S/I) // 0
es conmutativo, por tanto Nuc j♯ = I˜.
Ahora bien, por la Proposicio´n 4.3.7 el haz ideal JY es casi coherente, entonces por la
Proposicio´n 4.4.12 tenemos JY ∼= I˜, luego por la Proposicio´n 4.3.7 y puesto que I˜ es el haz
ideal de V+(I) tenemos Y ∼= V+(I), siendo V+(I) ∼= Proj S/I, por tanto Y ∼= Proj S/I.
(b). Si Y es proyectivo sobre Spec A, por definicio´n tenemos una inmersio´n cerrada
Y → PrA para algu´n r ≥ 0, as´ı Y es isomorfo a un subesquema cerrado de PrA. Por
la parte (a) Y es isomorfo a Proj S/I donde S = A[x0, . . . , xr], y debido al Corolario
3.5.2 podemos suponer que I esta´ contenido en S+ =
⊕
d>0 Sd. En este caso la aplicacio´n
A→ (S/I)0 = (A+I)/I dada por a 7→ a+I es un isomorfismo, en efecto la sobreyectividad
es obvia, para la inyectividad supongamos que a+ I = 0+ I entonces a ∈ I, esto es cierto
siempre que a = 0 ya que I ⊆ S+. De esta manera el subanillo (S/I)0 se identifica con
A. Luego S/I es un A-a´lgebra generado por x0 + I, . . . , xr + I ∈ (S/I)1.
Rec´ıprocamente, si S es un A-a´lgebra finitamente generado por S1, entonces existe
un homomorfismo sobreyectivo A[x0, . . . , xr] → S, y por la Proposicio´n 3.5.1 tenemos la
inmersio´n cerrada inducida Proj S → PrA, por tanto Proj S → Spec A es proyectivo. ✷
Definicio´n 4.4.4. Para cualquier esquema Y , definimos el haz torcido O(1) sobre PrY
como el haz g∗(OPr
Z
(1)), donde g : PrY = P
r
Z ×Z Y → PrZ es morfismo proyeccio´n.
Ejemplo 4.4.14. En la definicio´n anterior, si Y = Spec A entonces el haz torcidoO(1) so-
bre X = PrY coincide con el haz OX(1). En efecto, sean S = Z[x0, .., xr], T = A[x0, .., xr];
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tenemos PrY = P
r
Z ×Z Spec A = Proj T y el morfismo proyeccio´n g : PrY → PrZ es el
morfismo inducido del homomorfismo natural
ϕ : S → T = S ⊗Z A dado por f 7→ f ⊗ 1
donde el conjunto abierto U definido en la Proposicio´n 3.5.1 coincide con PrY ya que
ϕ(S+)T = T+, luego por la Proposicio´n 4.4.3, tenemos g
∗(OPr
Z
(1)) = OX(1).
Definicio´n 4.4.5. Sea X un esquema sobre Y . Un haz inversible L sobre X es muy
amplio relativo a Y , si existe una inmersio´n (abierta o cerrada) i : X → PrY para algu´n r,
tal que L ∼= i∗(O(1)), donde O(1) es el haz torcido sobre PrY .(Esta definicio´n esta´ dada en
Harthorne [6], pag. 120, que es una versio´n simple de la definicio´n dada en Grothendienk
[EGA II, 4.4.2].)
Observacio´n 4.4.6. (a) Consideremos la definicio´n anterior. Si F es un OX-mo´dulo,
entonces el haz F ⊗OX L⊗n es denotado por F(n), donde n ∈ Z. En particular, si
X = Proj S, donde S es un anillo graduado con S0 = A finitamente generado como
A-a´lgebra por S1, el haz F(n) coincide con el haz torcido de F (ver definicio´n 4.4.2); en
efecto, como X es proyectivo sobre A, tenemos una inmersio´n cerrada X → PnA inducida
por un epimorfismo A[x0, .., xn] → S. Luego, si g : PnA → PnZ es el morfismo proyeccio´n
cano´nico, entonces por el Ejemplo 4.4.14 y Proposicio´n 4.4.3, tenemos i∗(g∗(OPr
Z
(1))) =
i∗(OPrA(1)) = OX(1), luego OX(1) es un haz muy amplio sobre X relativo a Spec A y
tenemos OX(1)⊗n = OX(n), as´ı F(n) es como en la definicio´n 4.4.2.
(b) Si X un esquema proyectivo sobre un esquema Y , por definicio´n existe una in-
mersio´n cerrada i : X → PrY para algu´n entero r > 0, entonces el haz i∗(O(1)) es muy
amplio sobre X relativo a Y , donde O(1) es el haz torcido sobre PrY .
Definicio´n 4.4.6. Sea X un esquema y sea F un haz de OX-mo´dulos. Diremos que F
es generado por secciones globales, si existe una familia de secciones globales {si}i∈I de F
tal que para cada x ∈ X, las ima´genes de los elementos si en el tallo Fx generan a este
como Ox-mo´dulo.
Observacio´n 4.4.7. En la definicio´n anterior, decir que F es generado por secciones
globales es equivalente a decir que F puede ser escrito como un cociente de un haz libre.
En efecto, las secciones generadores {si}i∈I definen un morfismo sobreyectivo de haces⊕
i∈I OX → F , y rec´ıprocamente.
Ejemplo 4.4.15. Cualquier haz casi coherente F sobre un esquema af´ın X, es generado
por secciones globales. En efecto, tenemos que F = M˜ donde M es un A-mo´dulo. Dado
p ∈ X entonces, la imagen de cualquier conjunto generador deM enMp, generara´Mp = Fp
como Ap-mo´dulo.
Ejemplo 4.4.16. Sea X = Proj S, donde S es un anillo graduado que es generado por
S1 como S0-a´lgebra. Entonces los elementos de S1 son secciones globales de OX(1) que lo
generan.
Lema 4.4.17. Si S es un anillo graduado noetheriano, entonces Proj S es un esquema
noetheriano. En particular, todo esquema proyectivo sobre un anillo noetheriano es noethe-
riano.
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Demostracio´n. Si S es noetheriano, el ideal S+ admite un numero finito de generadores
homoge´neos, digamos f1, . . . , fr. Puesto que Proj S es cubierto por los abiertos D+(fi) =
Spec S(fi) para i = 1, . . . , r, y cada S(fi) es un anillo noetheriano, se sigue que Proj S
es noetheriano. Ahora si X es un esquema proyectivo sobre un anillo noetheriano A,
entonces por el Corolario 4.4.13, X es isomorfo a Proj S, donde S es un anillo graduado
con S0 = A y es finitamente generado por S1 como S0-a´lgebra, de donde se tiene que S
es un anillo noetheriano, y por lo anterior X ∼= Proj S es noetheriano. ✷
Lema 4.4.18. Sea f : (X,OX) → (Y,OY ) un morfismo de espacios anillados. Para
cualquier OX-mo´dulo F y cualquier OY -mo´dulo E localmente libre, existe un morfismo
natural
f∗F ⊗OY E ∼−→ f∗(F ⊗OY f ∗E) .
Demostracio´n. Primeramente consideremos el caso E = OnY . Entonces, por un lado
tenemos
f∗F ⊗OY E = f∗F ⊗OY OnY ∼= ⊕ni=1(f∗F ⊗OY OY ) ∼= ⊕ni=1f∗F .
Por otro lado,
F ⊗OX f ∗E = F ⊗OX f ∗(OnY ) ∼= F ⊗OX (f−1(OnY )⊗f−1OY OX)
∼= F ⊗OX ((f−1OY )n ⊗f−1OY OX)
∼= F ⊗OX (⊕ni=1f−1OY ⊗f−1OY OX)∼= F ⊗OX (OnX) ∼= (F ⊗OX OX)n
∼= Fn
Luego, f∗(F ⊗OX f ∗E) ∼= f∗(Fn) = f∗(⊕ni=1F) = ⊕ni=1f∗F ∼= f∗F ⊗OY E . En general,
tomamos un cubrimiento abierto {Vi}i∈I de Y tal que E|Vi sea libre de rango n. Luego
para cada i ∈ I, tomamos Ui = f−1(Vi) y denotamos por fi : Ui → Vi a la restriccio´n de
f , entonces
(f∗(F ⊗OX f ∗E))|Vi ∼= (fi)∗((F ⊗OX f ∗E)|Ui) ∼= (fi)∗(F|Ui ⊗OUi (fi)∗(E|Vi)) .
Por la parte anterior la u´ltima expresio´n es isomorfo a (fi)∗(F|Ui) ⊗OVi E|Vi y por otro
lado (fi)∗(F|Ui)⊗OVi E|Vi ∼= (f∗F ⊗OY E)|Vi , entonces
(f∗(F ⊗OX f ∗E))|Vi ∼= (f∗F ⊗OY E)|Vi .
Luego podemos chequear sin dificultad que E|Vi∩Vj es libre para todo i, j, y el siguiente
diagrama es conmutativo
(f∗(F ⊗OX f ∗E))|Vi +3

(f∗F ⊗OY E)|Vi

(f∗(F ⊗OX f ∗E))|Vi∩Vj +3 (f∗F ⊗OY E)|Vi∩Vj
Entonces por pegamiento de isomorfismos (lema 3.1.25), obtenemos un isomorfismo f∗(F⊗OX
f ∗E) ∼−→ f∗F ⊗OY E .
✷
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Teorema 4.4.19 (Serre). Sea X un esquema proyectivo sobre un anillo noetheriano A,
sea O(1) un haz inversible muy amplio sobre X y sea F un haz de OX-mo´dulo coherente
. Entonces existe un entero n0 tal que para todo n ≥ n0, el haz F(n) puede ser generado
por un un nu´mero finito de secciones globales.
Demostracio´n. Sea i : X → PrA una inmersio´n cerrada de X en un espacio proyectivo
sobre A tal que i∗(OPrA(1)) = O(1). Por el Lema 4.4.17, tanto PrA como X son esquemas
noetherianos, entonces por la Proposicio´n 4.3.4, el morfismo i es finito y el haz i∗F es
coherente sobre PrA. Por otro lado, por el Lema 4.4.18 tenemos
i∗(F(n)) = i∗(F ⊗O(1)⊗n) = i∗(F ⊗ i∗(OPrA(n))) ∼= i∗F ⊗OPrA(n) = (i∗F)(n)
as´ı i∗(F(n)) ∼= (i∗F)(n). Puesto que i es una inmersio´n cerrada, i(X) es un subconjunto
cerrado de PrA, luego para q ∈ PrA tenemos
(i∗(F(n))q =
{ F(n)p , si q = i(p) ∈ i(X) ,
0 , si p 6∈ i(X) .
Se sigue que F(n) es generado por secciones globales si, y so´lo si, i∗(F(n)) es generado
por secciones globales. De esta manera el teorema queda reducido al caso X = PrA =
ProjS, donde S = A[x0, . . . , xr], y el haz muy amplio sobre X es el haz torcido de Serre
OX(1). Entonces X es cubierto por los abiertos D+(xi) con i = 0, .., r, luego como F es
coherente, para cada i, existe un mo´dulo finitamente generadoMi sobre Bi = S(xi) tal que
F|D+(xi) = M˜i (Proposicio´n 4.2.4). Sean sij dichos generadores en Mi. Por el Corolario
4.4.6 tenemos que S1 = Γ(X,OX(1)), y como xi ∈ S1 para todo i, los elementos xi son
considerados como secciones globales de OX(1). Luego, por la Proposicio´n 4.3.10, para
cada seccio´n sij ∈ Mi = Γ(D+(xi),F), existe un entero n (que depende de i, j) tal que
xni sij se extiende a una seccio´n global tij de F ⊗OX(1)n = F(n). Como hay una cantidad
finita de te´rminos sij podemos conseguir que n no dependa de i, j, asumamos pues que n
es independiente de i, j. Por el Lema 4.4.10, F(n) es casi coherente, entonces para cada
i, existe un Bi-mo´dulo M˜ ′i tal que F(n)|D+(xi) = M˜ ′i , luego tenemos
M˜ ′i = F(n)|D+(xi) = (F ⊗OX OX(n))|D+(xi)
∼= F|D+(xi) ⊗OX |D+(xi) OX(n)|D+(xi)
∼= M˜i ⊗S∼
(xi)
S(n)∼(xi)
∼= (Mi ⊗S(xi) S(n)(xi))
∼ ,
as´ı M ′i
∼= Mi ⊗S(xi) S(n)(xi). Por otro lado el homomorfismo xni : Mi → Mi ⊗S(xi) S(n)(xi)
dado por m 7→ m ⊗ xni
1
es un isomorfismo, cuyo inverso es el homomorfismo dado por la
aplicacio´n m ⊗ f
xki
7→ f
xk+ni
m. Entonces M ′i
∼= Mi, luego, como los elementos sij generan
Mi, los elementos x
n
i sij generan M
′
i = Γ(D+(xi),F(n)) siendo xni sij = tij|D+(xi) para todo
i, j. Esto implica que el conjunto {tij}i,j es un generador global de F(n). ✷
Corolario 4.4.20. Sea X un esquema proyectivo sobre un anillo noetheriano A. Entonces
cualquier haz casi coherente F sobre X puede ser escrito como un cociente de un haz E ,
donde E es una suma directa finita haces torcidas O(ni) donde ni ∈ Z.
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Demostracio´n. Por el Teorema 4.4.19, existe un entero n tal que F(n) es generado por
un nu´mero finito de secciones globales. Entonces tenemos un morfismo sobreyectivo⊕N
i=1OX → F(n). Tensorizando con OX(−n) obtenemos un morfismo
⊕N
i=1OX(−n)→
F como queremos. ✷
Corolario 4.4.21. Sea S un anillo graduado noetheriano finitamente generado por S1
como un S0-a´lgebra y sea X = ProjS. Si F es un OX-mo´dulo coherente, entonces existe
un entero n0 > 0 tan que F(n) es generado por un nu´mero finito de secciones globales
para todo n ≥ n0.
Demostracio´n. Puesto que S es un S0-a´lgebra de tipo finito, existe un epimorfismo
S0[x0, . . . , xr] → S de S0-a´lgebras con r ≥ 0. Por (c) de la Proposicio´n 3.5.1, el mor-
fismo inducido Proj S → PrS0 es una inmersio´n cerrada, y por tanto Proj S → Spec S0 es
proyectivo, luego se aplica el teorema anterior. ✷
Observacio´n 4.4.8. Sea F un haz de mo´dulos sobre X, entonces para todo n ∈ Z,
tenemos el isomorfismo Γ∗(F(n)) ∼= Γ∗(F)(n). En efecto,
Γ∗(F(n)) ∼=
⊕
m∈Z
Γ(X,F(n)(m)) ∼=
⊕
m∈Z
Γ(X,F(n+m)) ∼= Γ∗(F)(n) .
Lema 4.4.22. Sea ϕ : S → T un homomorfismo graduado sobreyectivo de anillos grad-
uados y sea f : ProjT → ProjS la inmersio´n cerrada inducida. Si N es un T -mo´dulo,
entonces Γ∗((SN)
∼) ∼= SΓ∗(N˜).
Demostracio´n. Sea X = ProjS y Y = ProjT . Usando los isomorfismos cano´nicos
(SN)
∼(n) ∼= (SN(n))∼, (N(n))∼ ∼= N˜(n) y la parte (c) de la Proposicio´n 4.4.3 tenemos
Γ∗((SN)
∼) ∼=
⊕
n∈Z
Γ(X, (SN)
∼(n)) ∼=
⊕
n∈Z
Γ(X, f∗(N˜(n)))
=
⊕
n∈Z
Γ(Y, N˜(n)) ∼= Γ∗(N˜) ,
donde Γ∗((SN)
∼) es un S-mo´dulo y Γ∗(N˜) es un T -mo´dulo. Entonces, gracias al homo-
morfismo ϕ : S → T inducido por f , se deduce un isomorfismo Γ∗((SN)∼) ∼= SΓ∗(N˜).
✷
En lo que sigue, un anillo graduado S sera´ un anillo graduado finitamente generado
por S1 como A-a´lgebra, donde A = S0.
Lema 4.4.23. Sea k un cuerpo, S un anillo graduado sin divisores de cero, donde S0 es
un k-a´lgebra finitamente generado, y sea X = ProjS. Entonces Γ∗(OX(n)) es S-mo´dulo
graduado de tipo casi finito para todo n ∈ Z
Demostracio´n. Primero probemos que Γ∗(OX) es un S-mo´dulo graduado de tipo casi
finito. Como S es dominio, la condicio´n S+ = 0 es equivalente a que ProjS = ∅. Por
lo cual asumimos que S+ 6= 0, y por la Proposicio´n 4.4.7 S puede ser considerado como
subanillo de S ′ =
⊕
n≥0 Γ(X,OX(n)) y como S es noetheriano, S ′ es integral sobre S y
esta´ contenido en Q, el cuerpo de fracciones de S. Para probar que Γ∗(OX) es un mo´dulo
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de tipo casi finito sobre S, por definicio´n, basta probar que S ′ es un mo´dulo finitamente
generado sobre S. De la hipo´tesis tenemos que el dominio integral S es un a´lgebra
finitamente generado sobre el cuerpo k, adema´s por la Proposicio´n 2.2.9, S es un anillo
noetheriano. Entonces por la Proposicio´n 4.4.7 tenemos las inclusiones S ⊆ S ′ ⊆ C ⊆ Q,
donde C es la clausura integral de S en el cuerpo de fracciones Q de S, luego por el
Teorema 2.2.16, C es un S-mo´dulo finitamente generado, y puesto que S es noetheriano,
C es un S-mo´dulo noetheriano, por tanto S ′ es un S-mo´dulo finitamente generado, tal
como quer´ıamos probar.
Ahora sea n ∈ Z, por la Observacio´n 4.4.8 tenemos el isomorfismo Γ∗(OX(n)) ∼=
Γ∗(OX)(n), luego por la parte anterior y el Lema 2.2.13, resulta que Γ∗(OX(n)) es un
S-mo´dulo graduado de tipo casi finito. ✷
Corolario 4.4.24. Sea k un cuerpo, S un anillo graduado, donde S0 es un k-a´lgebra
finitamente generado y sea X = Proj S. Si p un ideal primo homoge´neo de S, entonces
Γ∗((S/p)(n)
∼) es un S-mo´dulo graduado de tipo casi finito para todo n ∈ Z
Demostracio´n. Si p un ideal primo homoge´neo de S, entonces T = S/p es un dominio
graduado finitamente generado por T1 como T0-a´lgebra, y T0 es un k-a´lgebra finitamente
generado. Sea f : ProjT → ProjS la inmersio´n cerrada inducida por el epimorfismo
cano´nico ϕ : S → T . Ahora, si n ∈ Z, entonces (S/p)(n)∼(n) puede ser considerado como
un S-mo´dulo graduado, luego si Y = ProjT , por el Lema 4.4.22 tenemos
Γ∗((S/p)(n)
∼) = Γ∗(ST (n)
∼) ∼= SΓ∗(T (n)∼) = SΓ∗(OY (n)) .
Por el lema anterior, Γ∗(OY (n)) es un T -mo´dulo graduado de tipo casi finito, y puesto que
ϕ es sobreyectiva, el mo´dulo inducido SΓ∗(OY (n)) es de tipo casi finito, as´ı Γ∗((S/p)(n)∼)
es un S-mo´dulo graduado de tipo casi finito. ✷
Proposicio´n 4.4.25. Sea S un anillo graduado, X = Proj S. Entonces para todo entero
d ≥ 0, existe un isomorfismo cano´nico ψMd : M{d}˜ → M˜ tal que si ϕ : M → N es un
homomorfismo de S-mo´dulos graduados, el siguiente diagrama
M{d}∼ ϕ{d}
∼
//
ψMd

N{d}∼
ψNd

M˜
ϕ˜
// N˜
es conmutativo.
Demostracio´n. Sea f ∈ S1 y d ≥ 0, definimos un homomorfismo de S(f)-mo´dulos
ψMf : M{d}(f) → M(f) dado por m/fk 7→ m/fk+d. Este es un isomorfismo con inversa
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m/fk 7→ fdm/fk. Si g ∈ S1 es otro elemento, tenemos el diagrama conmutativo
M{d}(f)
ψMf +3

M(f)

M{d}(fg)
ψMfg
+3M(fg)
por tanto tenemos un isomorfismo de haces ψMd : M{d}˜ → M˜ . Por otro lado, un homomor-
fismo ϕ : M → N induce un homomorfismo ϕ(f) : M(f) → N(f) dado porm/fk 7→ ϕ(m)/fk
y un homomorfismo ϕ{d}(f) : M{d}(f) → N{d}(f) dado por la misma aplicacio´n. Luego
tenemos el siguiente diagrama conmutativo
M{d}(f)
ϕ{d}(f) //
ψMf

N{d}(f)
ψNf

M(f) ϕ(f)
// N(f)
para todo f ∈ S1. Por tanto tenemos el diagrama conmutativo
M{d}∼ ϕ{d}
∼
//
ψMd

N{d}∼
ψNd

M˜
ϕ˜
// N˜
✷
Proposicio´n 4.4.26. Sea S un anillo graduado, X = Proj S y sean M,N dos S-mo´dulos
graduados. Se cumplen:
(a) Si M ≈ N , entonces M˜ ∼= N˜ como OX-mo´dulos.
(b) Si ϕ : M → N un casi isomorfismo entre dos S-mo´dulos graduados, entonces ϕ˜ : M˜ →
N˜ es un isomorfismo de OX-mo´dulos.
Demostracio´n. (a). Si M ≈ N , existe un isomorfismo ϕ : M{d} ∼= N{d} para algu´n d,
luego tenemos un isomorfismo ϕ˜ : M{d}˜ ∼= N{d}˜ . Por la proposicio´n anterior tenemos
M˜ ∼= M{d}˜ ∼= N{d}˜ ∼= N˜
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(b). Si ϕ : M → N un casi isomorfismo, existe un entero d ≥ 0 tal que ϕ{d} : M{d} →
N{d} es un isomorfismo, aplicando el funtor ∼ tenemos el isomorfismo de haces ϕ{d}∼ : M{d}∼ →
N{d}∼. Luego, del diagrama conmutativo de la proposicio´n anterior, se sigue que ϕ˜ es
un isomorfismo. ✷
Corolario 4.4.27. Sea S un anillo graduado, X = Proj S y seaM un S-mo´dulo graduado
de tipo casi finito. Entonces
(a) M ≈ 0 si y so´lo si M˜ = 0.
(b) Si S es noetheriano, entonces M˜ es un haz coherente.
Demostracio´n. (a). Si M ≈ 0, por (a) de la Proposicio´n 4.4.26, tenemos M˜ = 0.
Rec´ıprocamente, como M es de tipo casi finito, por (c) del Lema 2.2.13, M ≈ N para
algu´n S-mo´dulo N de tipo finito, y por la Proposicio´n 4.4.26, luego 0 = M˜ ∼= N˜ . Entonces
N(p) para todo p ∈ Proj S y por (b) de la Proposicio´n 2.3.11, N ≈ 0, y por transitividad
tenemos M ≈ 0.
(b). Como el caso anterior, M ≈ N para algu´n S-mo´dulo N de tipo finito. Por la
Proposicio´n 4.4.1, N˜ es coherente, y por la Proposicio´n 4.4.26, M˜ ∼= N˜ , por lo que M˜ es
coherente. ✷
Corolario 4.4.28. Sea S un anillo graduado noetheriano, X = Proj S y sea ϕ : M → N
un homomorfismo de S-mo´dulos graduados de tipo casi finito. Entonces ϕ es un casi
isomorfismo si y so´lo si ϕ˜ : M˜ → N˜ es un isomorfismo.
Demostracio´n. Si ϕ˜ es un isomorfismo, entonces (Nucϕ)˜ = Nuc ϕ˜ = 0 y (Conuc ϕ)˜ =
Conuc ϕ˜ = 0, por puesto que S es notheriano, por el Lema 2.2.14, Nucϕ y Conuc ϕ son
de tipo casi finito, luego por la Proposicio´n 4.4.27, Nucϕ ≈ 0 y Conucϕ ≈ 0, as´ı ϕ es un
casi isomorfismo por el Lema 2.2.15. La Proposicio´n 4.4.26 nos proporciona la reciproca.
✷
Proposicio´n 4.4.29. Sea k un cuerpo, S un anillo graduado, donde S0 es un k-a´lgebra
finitamente generado, y sea X = ProjS. Si F un OX-mo´dulo coherente, entonces Γ∗(F)
es un S-mo´dulo graduado de tipo casi finito.
Demostracio´n. De la Proposicio´n 2.2.9, S es un anillo noetheriano. Por el Corolario
4.4.21, existe un entero n > 0, tal que F(n) es generado por un nu´mero finito de secciones
globales, estos elementos son homoge´neos de grado n del mo´dulo graduado Γ∗(F). Sea
M el S-submo´dulo de Γ∗(F) generado por dichos elementos y sea i : M → Γ∗(F) el
homomorfismo inclusio´n. Luego, como el funtor .˜ es exacto, tenemos el morfismo inyectivo
i˜ : M˜ →֒ Γ∗(F)∼ y como F es coherente, por la Proposicio´n 4.4.12 tenemos el isomorfismo
βF : Γ∗(F)∼ → F . La composicio´n de estos dos morfismos nos da un morfismo inyectivo
φ : M˜ →֒ F , entonces el morfismo φ(n) : M˜(n) → F(n) es sobreyectivo porque lo es en
los tallos, luego torciendo por −n, tenemos que φ es un isomorfismo, por tanto Γ∗(F) ∼=
Γ∗(M˜). De esta manera, la proposicio´n queda reducida a probar que, si M es un S-
mo´dulo graduado finitamente generado entonces Γ∗(M˜) es de tipo casi finito. Si M = 0
el resultado es trivial, entonces asumimos que M 6= 0. Entonces por el Teorema 2.2.17,
existe una filtracio´n finita de M por submo´dulos graduados
0 = M0 ⊂M1 ⊂ · · · ⊂M r = M ,
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tal que para cada i, tenemos un isomorfismo de S-mo´dulos graduados M i/M i−1 ∼=
(S/pi)(ni) para ciertos ideales primos homoge´neos pi y enteros ni. Luego para cada i,
tenemos la sucecio´n exacta
0→M i−1 →M i → (S/pi)(ni)→ 0 ,
y puesto que el funtor .˜ es exacto, la sucesio´n
0→ (M i−1)∼ → (M i)∼ → (S/pi)(ni)∼ → 0
es exacta, adema´s como el funtor Γ∗ es exacto a izquierda (Observacio´n 4.4.5), tenemos
la sucesio´n exacta
0→ Γ∗(M i−1∼)→ Γ∗(M i∼) ψi→ Γ∗((S/pi)(ni)∼) .
A continuacio´n veamos por induccio´n, que Γ∗(M
∼) es de tipo casi finito. Si i = 1 tenemos
M1 ∼= (S/p1)(n1), luego Γ∗(M1∼) ∼= Γ∗((S/p1)(n1)∼) que es de tipo casi finito por el
Corolario 4.4.24. Supongamos que Γ∗(M
i−1∼) es de tipo casi finito para i > 1; como
Γ∗((S/pi)(ni)
∼) es de tipo casi finito y S es noetheriano, por el Lema 2.2.14, Im ψi es un
S-submo´dulo graduado de tipo casi finito, luego considerando la sucesio´n exacta
0→ Γ∗(M i−1∼)→ Γ∗(M i∼)→ Im ψi → 0
y la hipo´tesis inductiva, tenemos que Γ∗(M
i∼) es de tipo casi finito. Luego obtenemos
lo deseado tomando i = r. De esta manera probamos que Γ∗(F) es casi finitamente
generado. ✷
Corolario 4.4.30. Sea k un cuerpo, S un anillo graduado, donde S0 es un k-a´lgebra
finitamente generado, y sea X = ProjS. Si M es un S-mo´dulo mo´dulo graduado de tipo
casi finito, entonces αM : M → Γ∗(M˜) es un casi isomorfismo, esto es, existe un entero
d ≥ 0 tal que para todo n ≥ d, αn : Mn → Γ(M˜(n)) es un isomorfismo, o alternativamente,
existe un entero d ≥ 0 tal que αM{d} : M{d} → Γ∗(M˜){d} es un isomorfismo.
Demostracio´n. Como S es noetheriano, por la Proposicio´n 4.4.27, M˜ es un haz coherente,
y por la Proposicio´n 4.4.29, Γ∗(M˜) es un S-mo´dulo graduado de tipo casi finito. Luego
por el Corolario 4.4.28, mostrar que αM es un casi isomorfismo es equivalente que α˜M sea
un isomorfismo. Por la Proposicio´n 4.4.12 tenemos el isomorfismo βM˜ : Γ∗(M˜)
∼ → M˜ y
por la Proposicio´n 4.4.9, βM˜ ◦ α˜M es el morfismo identidad, esto implica que α˜M es un
isomorfismo como deseamos. ✷
Corolario 4.4.31. Sea k un cuerpo, sea A una k-a´lgebra finitamente generada, sea X
un esquema proyectivo sobre A, y sea F un OX-mo´dulo coherente. Entonces Γ(X,F) es
un A-mo´dulo finitamente generado. En particular, si A = k, entonces Γ(X,F) es un
k-espacio vectorial de dimensio´n finita.
Demostracio´n. Consideremos X = ProjX, donde S es un anillo graduado finitamente
generado por S1 como un S0-a´lgebra y S0 = A. Por la Proposicio´n 4.4.29, M = Γ∗(F)
es un S-mo´dulo de tipo casi finito, y por el Lema 2.2.12 M{d} es S-mo´dulo finitamente
generado para todo d ≥ 0, en particularM{0} es finitamente generado, luego por el Lema
2.2.8 M0 = Γ(X,F) es A-mo´dulo finitamente generado. ✷
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Definicio´n 4.4.7. Sean S un anillo graduado y X = ProjS. Definimos la categor´ıa
ModGrcf(S)/ ≈ de los S-mo´dulos graduados de tipo casi finito mo´dulo la relacio´n ≈,
de la siguiente manera: un objeto de esta categor´ıa es una clase [M ] dada por la relacio´n
de equivalencia ≈, donde M es un S-mo´dulo graduados de tipo casi finito. Un morfismo
[ϕ] : [M ]→ [N ] es una clase de homomorfismos graduados dada por la siguiente relacio´n
de equivalencia: ϕ : M → N y ϕ′ : M ′ → N ′ son equivalentes si, y so´lo si, existen un
entero d ≥ 0 y dos isomorfismos M{d} ∼−→ M ′{d} y N{d} ∼−→ N ′{d} tal que el siguiente
diagrama
M{d} ϕ{d} //

N{d}

M ′{d}
ϕ′{d}
// N ′{d}
es conmutativo. Definimos la composicio´n como [ϕ] ◦ [ϕ′] := [ϕ ◦ ϕ′] y la identidad,
id[M ] := [idM ].
Asimismo, definimos la categor´ıa Coh(X)/ ∼= de OX-mo´dulos coherentes mo´dulo
isomorfismo, de la siguiente manera: un objeto de esta categor´ıa es una clase [F ] dada
por la relacio´n de isomorfismo ∼=, donde F es un OX-mo´dulo coherente. Un morfismo
[φ] : [F ] → [G] de esta categor´ıa, es una clase de morfismos de OX-mo´dulos coherentes
dada por la siguiente relacio´n de equivalencia: φ : F → G y φ′ : F ′ → G ′ son equivalentes
si, y so´lo si, existen dos isomorfismos F ∼−→ F ′ y G ∼−→ G ′ tal que el siguiente diagrama
F φ //

G

F ′
φ′
// G ′
es conmutativo. Definimos la composicio´n como [φ] ◦ [φ′] := [φ ◦ φ′] y la identidad,
id[F ] := [idF ].
El teorema siguiente es el principal resultado de este trabajo.
Teorema 4.4.32 (Correspondencia proyectiva de Serre). Sea k un cuerpo, S un anillo
graduado, donde S0 es un k-a´lgebra finitamente generado y sea X = ProjS. Los funtores
∼ y Γ∗ inducen una equivalencia de categor´ıas entre ModGrcf(S)/ ≈ y Coh(X)/ ∼=.
Demostracio´n. Si M es un S-mo´dulo graduado de tipo casi finito entonces M˜ es un haz
coherente sobre X (Corolario 4.4.27), y si F es un haz coherente sobre X, entonces Γ∗(F)
es un S-mo´dulo graduado de tipo casi finito (Proposicio´n 4.4.29).
Veamos a continuacio´n que el funtor ∼ induce un funtor
ModGrcf(S)/ ≈ → Coh(X)/ ∼= .
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Sean M,M ′ dos S-mo´dulos graduados de tipo casi finito, si M ≈ M ′ entonces M˜ ∼= M˜ ′
(Proposicio´n 4.4.26), esto nos da una aplicacio´n [M ] 7→ [M˜ ]. Por otro lado, si ϕ : M →
N y ϕ′ : M ′ → N ′ son dos homomorfismos de S-mo´dulos graduados de tipo casi finito
equivalentes, entonces tenemos un diagrama conmutativo
M{d} ϕ{d} //

N{d}

M ′{d}
ϕ′{d}
// N ′{d}
(4.4.11)
donde d es un entero no negativo y las flechas verticales son isomorfismo de mo´dulos
graduados. Por la prop. 4.4.25 tenemos el diagrama conmutativo
M{d}∼ ϕ{d}
∼
//

N{d}∼

M˜
ϕ˜
// N˜
(4.4.12)
M ′{d}∼ ϕ
′{d}∼ //

N ′{d}∼

M˜ ′
ϕ˜′
// N˜ ′
(4.4.13)
Luego juntando los diagramas (4.4.11),(4.4.12) y (4.4.13) tenemos un diagrama conmuta-
tivo
M˜
ϕ˜ //

N˜

M˜ ′
ϕ˜′
// N˜ ′
por lo que ϕ˜ y ϕ˜′ son equivalentes, luego la aplicacio´n [ϕ] 7→ [ϕ˜] esta´ bien definida. Por
otro lado, las igualdades
[ϕ˜ ◦ ϕ′] = [ϕ˜ ◦ ϕ˜′] = [ϕ˜] ◦ [ϕ˜′] ,
[i˜dM ] = [idM˜ ] = id[M˜ ] ,
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muestran que la correspondencia [M ] 7→ [M˜ ] es un funtor de ModGrcf(S)/ ≈ en
Coh(X)/ ∼=.
Veamos a continuacio´n que este funtor es plenamente fiel, esto es, si M y N dos S-
mo´dulos graduados de tipo casi finito, debemos ver que la aplicacio´n θ : Hom([M ], [N ])→
Hom([M˜ ], [N˜)] dado por [ϕ] 7→ [ϕ˜] es biyectiva.
1) θ es inyectiva. En efecto, sean ϕ : M → N y ϕ′ : M ′ → N ′ dos homomorfismos de
S-mo´dulos graduados de tipo casi finito tal que ϕ˜ y ϕ˜′ son equivalentes. Entonces existen
isomorfismos M˜
∼−→ M˜ ′ y N˜ ∼−→ N˜ ′ tal que el siguiente diagrama
M˜
ϕ˜ //

N˜

M˜ ′
ϕ˜′
// N˜ ′
es conmutativo. Aplicando el funtor Γ∗, tenemos el diagrama conmutativo
Γ∗(M˜)
Γ∗(ϕ˜) //

Γ∗(N˜)

Γ∗(M˜
′)
Γ∗(ϕ˜′)
// Γ∗(N˜
′)
(4.4.14)
Por el Corolario 4.4.30, existen enteros di ≥ 0, para i = 1, . . . , 4, tal que se tienen
los isomorfismos M{d1} ∼= Γ∗(M˜){d1}, M{d2} ∼= Γ∗(M˜){d2}, M{d3} ∼= Γ∗(M˜){d3} y
M{d4} ∼= Γ∗(M˜){d4}. Si tomamos d = max{di}, tenemos los diagramas conmutativos
M{d} ϕ{d} //

N{d}

Γ∗(M˜){d}
Γ∗(ϕ˜){d}
// Γ∗(N˜){d}
(4.4.15)
M ′{d} ϕ
′{d} //

N ′{d}

Γ∗(M˜
′){d}
Γ∗(ϕ˜′){d}
// Γ∗(N˜
′){d}
(4.4.16)
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Si aplicamos el funtor −{d} al diagrama (4.4.14) y luego lo juntamos con los diagramas
(4.4.15) y (4.4.16), obtenemos un diagrama conmutativo
M{d} ϕ{d} //

N{d}

M ′{d}
ϕ′{d}
// N ′{d}
as´ı los homomorfismos ϕ y ϕ′ son equivalentes.
2) θ es sobreyectiva. En efecto, si damos un morfismo f : M˜ → N˜ y consideramos el
homomorfismo graduado Γ∗(f) : Γ∗(M˜) → Γ∗(N˜) tenemos el siguiente diagrama conmu-
tativo
Γ∗(M˜)
∼ Γ∗(f)
∼
//
β
M˜

Γ∗(N˜)
∼
β
N˜

M˜
f
// N˜
donde los isomorfismos βM˜ y βN˜ se deben a la Proposicio´n 4.4.12. As´ı Γ∗(f)
∼ y f son
equivalentes, lo que prueba la sobreyectividad. Finalmente, si F es un haz coherente
sobre X, sabemos que Γ∗(F) es un S-mo´dulo de tipo casi finito, luego del isomorfismo
βF : Γ∗(F)∼ ∼−→ F (dado por la Proposicio´n 4.4.12), tenemos [Γ∗(F)∼] = [F ]. Esto prueba
que el funtor inducido por ∼ , es esencialmente sobreyectiva. Por el Teorema 2.1.10, se
tiene la equivalencia de categor´ıas requerida. ✷
A continuacio´n S denotara´ el anillo de los polinomios A[x0, . . . , xr], donde A es un
anillo, y X denotara´ a Proj S.
Definicio´n 4.4.8. Para un ideal homoge´neo I de S, definimos la saturacio´n de I como
el ideal
I = {s ∈ S| existe n ∈ N tal que xni s ∈ I para todo i = 0, . . . , r}
Diremos que I es un ideal saturado si I = I.
Ejemplo 4.4.33. La saturacio´n del ideal 〈x3, x2y, xz, xw〉 en A[x, y, z, w] es el ideal 〈x〉 .
Observacio´n 4.4.9. La saturacio´n del ideal I (de la definicio´n anterior) es un ideal
homoge´neo. En efecto, si s = s0 + s1 + . . . + sn ∈ I, con sj ∈ Sj para todo j. Entonces
existe un entero m ≥ 0 tal que para xmi s = xmi s0 + xmi s1 + . . . + xmi sn ∈ I para todo
i = 0, . . . , r, y como I es un ideal homoge´neo, xmi sj ∈ I para todo i, j, luego sj ∈ I para
todo j = 0, . . . , n.
Observacio´n 4.4.10. La saturacio´n de un ideal I es un ideal saturado, esto es, I = I. En
efecto, la inclusio´n I ⊆ I es evidente, veamos la otra inclusio´n. Sea s ∈ I, entonces existe
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un entero m ≥ 0 tal que xmi s ∈ I para todo i = 0, . . . , r. Luego, para cada i, existe un
entero ni ≥ 0 tal que xnij xmi s ∈ I para todo j = 0, . . . , r. Si tomamosN = m+max{ni}i=ri=0,
tenemos xNj s ∈ I para todo j = 0, . . . , r, por tanto s ∈ I.
Proposicio´n 4.4.34. Sean I un ideal homoge´neo de S y X = Proj S. Se cumplen las
siguientes afirmaciones:
(a) Proj S/I ∼= Proj S/I.
(b) Si Y = Proj S/I, entonces Γ∗(JY ) = I; en particular Γ∗(JY ) es un ideal saturado.
Demostracio´n.(a) Sea J = I. Consideremos el epimorfismo cano´nico ϕ : S/I → S/J
dado por s 7→ ŝ (donde ŝ denota la clase en S/J). Por la Proposicio´n 3.5.1, ϕ induce
un morfismo (f, f ♯) : Proj S/J → Proj S/I dado por f(p/J) := ϕ−1(p/J) = p/I. Para
mostrar que f es un homeomorfismo, debemos probar que si p ∈ Proj S, p/J ∈ Proj S/J
si y so´lo si p/J ∈ Proj S/J , esto es equivalente a que V+(I) = V+(J). Verifiquemos esta
igualdad. Como I ⊆ J tenemos V+(J) ⊆ V+(I). Rec´ıprocamente, si p ∈ V+(I), entonces
xi 6∈ p para algu´n i ∈ {0, . . . , r}. Tomemos ahora un elemento s ∈ J , entonces existe un
entero n ≥ 0 tal que xni s ∈ I, luego, como I ⊆ p y xi 6∈ p, tenemos que s ∈ p; esto muestra
que J ⊆ p, osea p ∈ V+(J); as´ı V+(I) ⊆ V+(J). De esta manera f es un homeomorfismo.
Para probar que f ♯ es un isomorfismo, es suficiente probar que si p ∈ Proj S, el
epimorfismo inducido (S/I)(p/I) → (S/J)(p/J) dado por sλ 7→ ŝλ̂ , es un isomorfismo. En
efecto, si ŝ
λ̂
= 0, entonces existe β ∈ S\p tal que βs ∈ J = I, luego existe un entero n ≥ 0,
tal que xn0βs, . . . , x
n
rβs ∈ I. Por otro lado, como S+ * p, existe i ∈ {0, . . . , r} tal que
xi 6∈ p, entonces tenemos xni βs ∈ I con xni β 6∈ p, esto implica que sλ = 0 en (S/I)(p/I).
(b) Como JY = I˜, tenemos el homomorfismo graduado αI : I → Γ∗(JY ). Este homo-
morfismo es inyectivo, para ello αI,n debe ser inyectivo para todo n ≥ 0, mas esto resulta
inmediato desde que los elementos xi no son divisores de cero en S (considere la prueba
de la inyectividad del homomorfismo αn : S → Γ(X,OX) en la demostracio´n del Corolario
4.4.6). Luego podemos considerar a I como un ideal contenido en Γ∗(JY ). Veamos que
Γ∗(JY ) es la saturacio´n de I. Dado un elemento s ∈ I homoge´neo de grado d, entonces ex-
iste un entero N ≥ 0 tal que xNi s ∈ I para todo i = 0, . . . , r, entonces s1 =
xNi s
xNi
∈ I(d)(xi).
Identificando a I(d)(xi) con Γ(D+(xi),JY (d)) y considerando a s como un elemento de
Γ(X,JY (d)), tenemos de la igualdad anterior que s|D+(xi) ∈ Γ(D+(xi),JY (d)) para todo
i, de donde se sigue que s ∈ Γ(X,JY (d)). Esto prueba que I ⊆ Γ∗(JY ). Rec´ıprocamente,
consideremos s ∈ Γ(X,JY (d)) y fijemos i ∈ {0, . . . , r}, entonces la restriccio´n de s en
D(xi) esta´ en I(xi), as´ı
s
1
= si
xNi
con si ∈ I y como los elementos xi no son divisores de cero
tenemos si = x
N
i s, por tanto x
N
i f ∈ I para cada ı´ndice i, as´ı tenemos que s ∈ I. ✷
El Corolario 4.4.13 (a), nos dice que, todo subesquema cerrado de Proj S = PrA es
isomorfo a Proj S/I donde I es un ideal homoge´neo de S. Luego por la proposicio´n
anterior, tenemos el siguiente teorema:
Teorema 4.4.35. Existe una correspondencia biyectiva entre el conjunto de ideales sat-
urados de S = A[x0, . . . , xr] y el conjunto de subesquemas cerrados de X mo´dulo isomor-
fismos.
Cap´ıtulo 5
Versio´n Cohomolo´gica del Teorema
de Serre
En este cap´ıtulo expondremos la version cohomolo´gica de la correspondencia proyec-
tiva de Serre entre los haces coherentes sobre un esquema proyectivo y los mo´dulos grad-
uados de tipo casi finito (Teorema 4.4.32), ver Teorema 5.2.8.
5.1 Cohomolog´ıa de Haces Coherentes
Definicio´n 5.1.1. Una categor´ıa abeliana es una categor´ıa U tal que para cada par A,B ∈
Ob(U), el conjunto Hom(A,B) tiene estructura de grupo abeliano, y la ley de composicio´n
es lineal; existen las sumas directas finitas; todo morfismo tiene un nu´cleo y un conu´cleo;
todo monomorfismo es el nu´cleo de su conu´cleo, todo epimorfismo es el conu´cleo de su
nu´cleo; y finalmente, todo morfismo puede ser factorizado en un epimorfismo seguido de
un monomorfismo.
Ejemplo 5.1.1. Las siguientes categor´ıas son categor´ıas abelianas: La categor´ıa de los
grupos abelianos Ab, la categor´ıa Mod(A) de los mo´dulos sobre un anillo A .
Definicio´n 5.1.2. Una cocadena compleja en una categor´ıa abeliana U, es una coleccio´n
de objetos A• = {Ai}i∈Z junto con morfismos di : Ai → Ai+1 satisfaciendo di+1 ◦ di = 0
para todo i ∈ Z. Escribimos una cocadena compleja como una cadena ascendente
· · · −→ Ai−1 di−1−→ Ai di−→ Ai+1 −→ · · · .
Los morfismos di son llamados operadores cobordantes. El objetoH i(A•) = Nuc(di)/ Im(di)
es llamado i-e´simo objeto de cohomolog´ıa para la cocadena compleja A•. Un morfismo de
cocadenas complejas f : A• → B• es un conjunto de morfismos f i : Ai → Bi satisfaciendo
f i+1 ◦ di = di ◦ f i para todo i ∈ Z. Es decir, se tiene un diagrama conmutativo
· · · // Ai−1 di−1 //

Ai d
i
//

Ai+1 //

· · ·
· · · // Bi−1
di−1
// Bi
di
// Bi+1 // · · ·
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Si f : A• → B• es un morfismo de complejos, entonces f induce una aplicacio´nH i(f) : H i(A•)→
H i(B•). Si 0→ A• → B• → C• → 0 es una sucesio´n exacta de complejos, entonces exis-
ten aplicaciones δi : H i(C•)→ H i+1(A•) que nos da una sucesio´n exacta
· · · → H i(A•)→ H i(B•)→ H i(C•) δi→ H i+1(A•)→ · · ·
Una homotop´ıa Σ: f → g entre dos morfismos de cocadenas f, g : A• → B• es una
coleccio´n de morfismos Σi : Ai → Bi−1 tal que g − f = d ◦ Σ + Σ ◦ d; es decir
gi − f i = di−1 ◦ Σi + Σi+1 ◦ di para todo i ∈ Z
como nos muestra el siguiente diagrama
· · · // Ai−1 di−1 //

Ai d
i
////
Σi
}}  
Ai+1 //

Σi+1
}}
· · ·
· · · // Bi−1
di−1
// Bi
di
// Bi+1 // · · ·
Decimos que f, g son homoto´picos y escribimos f ∼ g si existe una homotop´ıa Σ: f → g.
Si f, g : A• → B• son dos morfismos homoto´picos de cocadenas, entonces H i(f) ∼= H i(g)
para todo i ∈ Z.
Sea A una categor´ıa abeliana. Decimos que A tiene suficientes inyectivos si para todo
objeto A, existe un objeto inyectivo I0 y un monomorfismo A→ I0. Si A tiene suficientes
inyectivos, es claro que podemos construir una resolucio´n inyectiva de cualquier objeto A.
En lo que sigue vamos a considerar una categor´ıa abeliana A con suficientes inyectivos
y B cualquier otra categor´ıa. Sea T : A→ B un funtor covariante aditivo y tomemos una
resolucio´n inyectiva de A
I : 0 −→ A −→ I0 −→ I1 −→ · · ·
esto nos da una cocadena compleja de objetos de B
TI : 0 −→ T (I0) −→ T (I1) −→ · · · −→ T (In) −→ · · ·
Definimos RnI T (A) := H
n(TI) para n ≥ 0. Sea B otro objeto con resolucio´n inyectiva
J y sea α : A → B un morfismo, entonces existe un morfismo de cadenas ϕ : I → J que
hace conmutativo el siguiente diagrama con filas exactas
0 // A //
α

I0 //
ϕ0

I1 //
ϕ1

. . .
0 // B // J0 // J1 // . . .
Para n ≥ 0 existe un morfismo Hn(T (ϕ)) : RnI T (A) → RnJT (B) que depende solo de α
pero no de ϕ.
Denotemos por Ab(X) a la categor´ıa de los grupos abelianos sobre un espacio topolo´gico
X.
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Definicio´n 5.1.3. Sea (X,OX) un espacio anillado y sea A = Γ(X,OX). Fijemos una
resolucio´n inyectiva J a los objetos de Ab(X). Entonces para cualquier haz de OX-
mo´dulos F y i ≥ 0, los grupos de cohomolog´ıa H i(X,F) tienen estructura de A-mo´dulo.
Para i = 0 esta es la estructura de A-mo´dulo inducida por H0(X,F) ∼= Γ(X,F). Si
φ : F → G es un morfismo de haces de mo´dulos, entonces H i(X,F) → H i(X,G) es
un morfismo de A-mo´dulos; as´ı que tenemos un funtor aditivo H i(X,−) : Mod(X) →
Mod(A). Dada una sucesio´n exacta de haces de mo´dulos
0 −→ F ′ −→ F −→ F ′′ −→ 0
el morfismo de enlace δi : H i(X,F ′′) → H i+1(X,F ′) es un morfismo de A-mo´dulos para
i ≥ 0. De esta manera tenemos una sucesio´n exacta de A-mo´dulos
0 −→ Γ(X,F ′) −→ Γ(X,F) −→ Γ(X,F ′′) −→ H1(X,F ′)→ · · ·
Observacio´n 5.1.1. Sea (X,OX) un espacio anillado y sea A = Γ(X,OX). Sea F un
haz de mo´dulos en X y fijemos una resolucio´n inyectiva J de los objetos de Ub(X).
Para calcular la estructura de A-mo´dulo en el grupo abeliano H i(X,F) procedemos de la
siguiente manera: elegimos cualquier resolucio´n inyectiva de F en Mod(X)
0 −→ F −→ J 0 −→ J 1 −→ J 2 −→ · · ·
y notemos que esta resolucio´n es flasco en Ub(X). Supongamos que la resolucio´n inyectiva
para F en Ub(X) es
0 −→ F −→ J 0 −→ J 1 −→ J 2 −→ · · ·
Entonces la identidad idJ induce un morfismo de cocadenas complejas J → J en Ub(X).
Aplicando el funtor Γ(X,−) : Ub(X) → Ab y tomando cohomolog´ıa en i obtenemos un
isomorfismo de grupos abelianos H iA(X,F) → H i(X,F) el cual induce la estructura de
A-mo´dulo en H i(X,F). Si fijamos una resolucio´n inyectiva I a los objetos de Mod(X),
entonces estos isomorfismos definen una equivalencia natural H iA(X,−) ∼= H i(X,−) de
funtores Mod(X)→ AMod.
Observacio´n 5.1.2. Utilicemos las notaciones de la observacio´n anterior para describir
la estructura de A-mo´dulo. Cualquier a ∈ A nos da un endomorfismo de haces de grupos
abelianos a : F → F el cual induce un morfismo de grupos abelianos A : H i(X,F) →
H i(X,F). A partir de la observacio´n anterior podemos concluir que A(x) = a.x, as´ı que
este endomorfismo nos da tambie´n la estructura de A-mo´dulo en H i(X,F).
Lema 5.1.2. Sea Y un subconjunto cerrado de un espacio topolo´gico X con inclusio´n
j : Y → X, y sea F un un haz de grupos abelianos en Y . Entonces para i ≥ 0 existe un
isomorfismo cano´nico de grupos abelianos H i(Y,F) ∼= H i(X, j∗F).
Demostracio´n. Ver [6] o [11]. ✷
Observacio´n 5.1.3. Si j : Y → X es una inmersio´n cerrada de esquemas sobre un es-
quema af´ın Spec A, entonces de la Observacio´n 5.1.2 vemos que el isomorfismoH i(Y,F) ∼=
H i(X, j∗F) es un isomorfismo de A-mo´dulos para cualquier haz de mo´dulos F en Y .
A continuacio´n daremos la definicio´n de cohomolog´ıa de Cech.
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Definicio´n 5.1.4. Sea X un espacio topolo´gico y sea F un haz de grupos abelianos
sobre X. Sea U = {Ui}i∈I un cubrimiento abierto y finito de X indexado por el conjunto
ordenado I = {0, 1, .., n}. Denotamos las intersecciones Uij = Ui ∩ Uj, . . . , Ui0···ip =
Ui0 ∩ · · · ∩ Uip . Definimos ahora un complejo de grupos abelianos C•(U ,F) como sigue.
Para cada p = 0, . . . , n, definimos
Cp(U ,F) :=
∏
i0<···<ip
F(Ui0···ip) .
Si p > n, definimos Cp(U ,F) = 0.
Definimos la diferencial dp+1 : Cp → Cp+1 por la fo´rmula
(dp+1s)i0···ip+1 :=
p+1∑
k=0
(−1)ksi0···îk···ip+1 |Ui0···ip+1 ,
donde el s´ımbolo îk significa que omitimos el ı´ndice ik.
Si p ≥ 0 se cumple que dp+1 ◦ dp = 0. As´ı C•(U ,F) es un complejo, que es llamado el
complejo de Cech de F relativo al cubrimiento U y es denotado por Hˇp(U ,F).
Teorema 5.1.3. Sea U un cubrimiento finito no vac´ıo de un esquema X dado por abiertos
afines los cuales tienen intersecciones afines. Si F es un haz casi coherente en X, entonces
0 −→ F −→ C0(U,F)→ C1(U,F)→ · · ·
es una resolucio´n Γ(X,−)-ac´ıclica de F por haces casi coherentes, y el morfismo cano´nico
de Γ(X,OX)-mo´dulos
ν : Hˇp(U,F) −→ Hp(U,F)
es un isomorfismo para p ≥ 0.
Demostracio´n. Ver [6] o [11]. ✷
5.2 Versio´n Cohomolo´gica del Teorema Principal
Teorema 5.2.1. Sea A un anillo noetheriano no nulo y sea X = PrA para algu´n r ≥ 1.
Se cumplen las siguientes afirmaciones:
(a) H i(X,O(m)) = 0 para 0 ≤ i ≤ r y todo m ∈ Z.
(b) El A-mo´dulo Hr(X,O(−m− r − 1)) es libre de rango
(
m+ r
r
)
para todo m ≥ 0.
(c) Existe un isomorfismo cano´nico de A-mo´dulos Hr(X,O(−r − 1)) ∼= A.
(d) Existe un apareamiento perfecto de A-mo´dulos libres de tipo finito para todo m ∈ Z
τ : H0(X,O(m))×Hr(X,O(−m− r − 1))→ A.
Demostracio´n. Ver [6] o [11]. ✷
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Corolario 5.2.2. Sea A un anillo noetheriano no nulo y sea X = PrA para algu´n r ≥ 1.
Entonces para i ≥ 0, m ∈ Z el A-mo´dulo libre H i(X,O(m)) es cero salvo los casos i = 0
o i = r. En estos casos tenemos para m ≥ 0 que
rangAH
0(X,O(m)) = rangAHr(X,O(−m− r − 1)) =
(
m+ r
r
)
con H0(X,O(m)) = Hr(X,O(−m−r−1)) = 0 para m < 0. En particular, H i(X,O) = 0
para i > 0.
Observacio´n 5.2.1. Del corolario anterior tenemos para i ≥ 0 y m ∈ Z que el A-mo´dulo
H i(X,O(m)) es finitamente generado. Tambie´n, existe N > 0 tal que para cualquier
i > 0 y n ≥ N tenemos que H i(X,O(n)) = 0.
Teorema 5.2.3 (Vanishing de Serre). Sea X un esquema proyectivo sobre un anillo
noetheriano A, y sea OX(1) un haz amplio e inversible en X sobre Spec A. Dado un haz
coherente F sobre X, se cumplen:
(a) Para cada i ≥ 0, H i(X,F) es un A-mo´dulo finitamente generado.
(b) Existe un entero N , dependiendo de F , tal que para cada i > 0 y cada n ≥ N ,
H i(X,F(n)) = 0.
Demostracio´n. Desde que O(1) es un haz totalmente amplio en X sobre Spec A, entonces
existe una inmersio´n ı : X → PrA de A-esquemas para r ≥ 1, tal que O(1) ∼= i∗OPrA(1).
Si F es coherente en X, entonces i∗F es coherente en PrA y por la Observacio´n 5.1.3 los
grupos de cohomolog´ıa son los mismos. Por el Lema 4.4.18 tenemos un isomorfismo para
n > 0
i∗(F(n)) = i∗(F ⊗O(1)⊗n) ∼= i∗F ⊗OPrA(n) = (i∗F)(n)
as´ı que reducimos la prueba al caso X = PrA. De acuerdo a la observacio´n anterior, las
afirmaciones (a) y (b) son verdaderas para cualquier haz de la forma O(q) con q ∈ Z y lo
mismo se cumple para sumas directas finitas de tales haces.
Veamos ahora la prueba de (a) para haces coherentes arbitrarios y para ello usaremos
induccio´n sobre i. Para i > r, el Teorema 5.1.3 nos dice que H i(X,F) = 0, y desde que
X puede ser cubierto por r + 1 abiertos afines, el resultado es fa´cilmente verificado.
En general, para un haz coherente F en X, debido al Corolario 4.4.20 podemos escribir
F como el cociente de un haz E el cual es una suma directa finita de haces O(qi). Por
tanto, tenemos una sucesio´n exacta corta de haces coherentes
0 −→ R −→ E −→ F −→ 0 (5.2.1)
que a su vez nos da una sucesio´n exacta de A-mo´dulos
· · · −→ H i(X, E) −→ H i(X,F) −→ H i+1(X,R) −→ · · ·
Ahora bien, el mo´dulo H i(X, E) es finitamente generado porque E es una suma de los
haces O(qi); el mo´dulo H i+1(X,R) es tambie´n finitamente generado debido a nuestra
hipo´tesis inductiva. Desde que A es noetheriano concluimos queH i(X,F) es un A-mo´dulo
finitamente generado y esto prueba la primera afirmacio´n.
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Para la parte (b) solo utilizaremos un nu´mero finito de enteros 0 < i ≤ r, entonces es
suficiente mostrar que para un entero fijo i, existe N > 0 tal que H i(X,F(n)) = 0 para
todo n ≥ N , y nuevamente por induccio´n comenzamos con i = r. Dado n > 0 podemos
torcer (5.2.1) y llegamos a la sucesio´n exacta
· · · −→ H i(X, E(n)) −→ H i(X,F(n)) −→ H i+1(X,R(n)) −→ · · ·
Para n suficientemente grande, el mo´dulo H i(X, E(n)) = 0 ya que (b) es verdad para E ,
y el mo´dulo H i+1(X,R(n)) = 0 por hipo´tesis inductiva. Por lo tanto, H i(X,F(n)) = 0
para n suficientemente grande y esto completa la prueba. ✷
Corolario 5.2.4. Sea k un cuerpo, f un polinomio homoge´neo en k[x0, . . . , xr] con d =
∂(f) y sea V = V+(f). Entonces
dimkH
i(V,OV (n)) = dimkH0(V,OV (r − 1 + d− n)) .
✷
En el Teorema 4.4.32 del cap´ıtulo anterior, hemos establecido una equivalencia de
categor´ıas entre ModGrcf(S)/ ≈ y Coh(X)/ ∼= inducido por los funtores ∼ y Γ∗,
en donde el anillo S era un S0-a´lgebra finitamente generado por S1 y S0 era una k-
a´lgebra finitamente generado. A continuacio´n mostraremos este resultado con las mismas
hipo´tesis, salvo la condicio´n de que S0 sea una k-a´lgebra finitamente generado, en este
caso so´lo requerimos que S0 un anillo noetheriano finitamente generado.
En lo que sigue, S es un anillo graduado de la forma S = S0[S1] finitamente generado
por S1 como S0-a´lgebra con S0 noetheriano, y X = ProjS.
Lema 5.2.5. Si la sucesio´n de OX-mo´dulos coherentes
0→ F ′ → F → F ′′ → 0
es exacta, entonces existe un entero N > 0 tal que la sucesio´n
0→ Γ(X,F ′(n))→Γ(X,F(n))→ Γ(X,F ′′(n))→ 0
es exacta para todo n > N .
Demostracio´n. Por el Corolario 4.4.13 (b), X es un esquema proyectivo sobre S0, luego
por el teorema anterior existe un entero N tal que H1(X,F ′(n)) = 0 para todo n > N .
Por otra parte, si n ∈ Z la sucesio´n exacta corta
0→ F ′(n)→ F(n)→ F ′′(n)→ 0
induce una sucesio´n exacta larga
0→ Γ(X,F ′(n))→Γ(X,F(n))→ Γ(X,F ′′(n))→ H1(X,F ′(n))→ · · · ,
Luego, si n > N tenemos la sucesio´n exacta
0→ Γ(X,F ′(n))→Γ(X,F(n))→ Γ(X,F ′′(n))→ 0 .
✷
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Proposicio´n 5.2.6. Si M un S-mo´dulo graduado finitamente generado. Entonces ex-
iste un entero d ≥ 0 para el cual el homomorfismo de grupos αM,n : Mn → Γ(X, M˜(n))
es biyectivo para todo n ≥ d, o ma´s concisamente, existe un entero d ≥ 0 tal que el
homomorfismo graduado αM{d} : M{d} → Γ∗(M˜){d} es un isomorfismo.
Demostracio´n. Como M es un S-mo´dulo graduado finitamente generado, por el Lema
2.2.10 existe un homomorfismo graduado sobreyectivo L =
⊕r
i=1 S(li) → M . Sea K el
nu´cleo de este homomorfismo, entonces tenemos la sucesio´n exacta de S-mo´dulos gradu-
ados
0→ K → L→M → 0 .
Como S es noetheriano, K es finitamente generado, luego tenemos la sucesio´n exacta de
OX-mo´dulos coherentes
0→ K˜ → L˜→ M˜ → 0 .
Del lema anterior, existe un entero N tal que si n > N el homomorfismo inducido
Γ(X, L˜(n)) → Γ(X, M˜(n)) es sobreyectivo, luego tenemos el siguiente diagrama con-
mutativo
Ln //
αL,n

Mn //
αM,n

0
Γ(X, M˜(n)) // Γ(X, M˜(n)) // 0
es conmutativo. Luego, para probar que αM,n es un isomorfismo para n suficientemente
grande, es suficiente probar que αL,n es un isomorfismo para n suficientemente grande.
Entonces el problema se reduce para el caso M libre, pero como Γ(X, ·) conmuta con la
suma directa finita, el problema se reduce al caso M = S(l), l ∈ Z; ma´s au´n, puesto que
tenemos las igualdades S(l)n = Sl+n y S(l)(n) = S(l + n) para n ∈ Z, podemos asumir
que M = S. Como S es un A-a´lgebra finitamente generado por S1, donde A = S0 que
por hipo´tesis es un anillo noetheriano, entonces tenemos un homomorfismo de A-a´lgebras
R = A[x0, . . . , xr] → S. Repitiendo el procedimiento anterior, obtenemos el siguiente
diagrama conmutativo
Rn //
αR,n

Sn //
αS,n

0
Γ(X, R˜(n)) // Γ(X, S˜(n)) // 0
donde el isomorfismo vertical izquierdo se debe al Corolario 4.4.6. De este diagrama
tenemos que αS,n es un isomorfismo para todo n suficientemente grande, y la prueba
termina. ✷
Proposicio´n 5.2.7. Si F es un haz coferente sobre X, entonces el S-mo´dulo Γ∗(F) es
de tipo casi finito.
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Demostracio´n. Por el Corolario 4.4.20 existe un morfismo sobreyectivo
⊕r
i=1OX(li)→ F .
Sea K el nu´cleo de este morfismo, entonces tenemos la sucesio´n exacta de OX-mo´dulos
coherentes
0→ K →
r⊕
i=1
OX(li)→ F → 0 ,
y del lema anterior existe un entero N > 0 tal que para todo n > N , el homomorfismo de
grupos
r⊕
i=1
S(li + n) = Γ(X,
r⊕
i=1
OX(li + n))→ Γ(X,F(n))
es sobreyectivo. Como estos homomorfismos son las componentes del homomorfismo
graduado
⊕r
i=1 S(li)) = Γ∗(
⊕r
i=1OX(li))→ Γ∗(F) y el mo´dulo
⊕r
i=1 S(li) es finitamente
generado, entonces
⊕
n>N Γ(X,F(n)) es finitamente generado, o sea Γ∗(F) es de tipo casi
finito. ✷
Teorema 5.2.8 (Correspondencia proyectiva de Serre). Sea X = ProjS. Los funtores
∼ y Γ∗ inducen una equivalencia de categor´ıas entre la categor´ıa ModGrcf(S)/ ≈ y
Coh(X)/ ∼=.
Demostracio´n. Si M es un S-mo´dulo graduado de tipo casi finito, por el Corolario 4.4.27,
M˜ es un haz coherente, y si F es un haz coherente sobre X, por la Proposicio´n 5.2.7,
Γ∗(F) es un S-mo´dulo graduado de tipo casi finito. Luego la prueba continu´a como en la
demostracio´n del Teorema 4.4.32. ✷
5.3 Comentarios Finales
En esta parte final, vamos a dar introducir el concepto de caracter´ıstica de Euler y el
concepto de polinomio de Hilbert de un haz coherente sobre un esquema proyectivo. Estas
nociones son muy importantes en geometr´ıa algebraica para el estudio y clasificacio´n de
curvas y superficies.
SiX un esquema proyectivo sobre un cuerpo k, y F un haz coherente sobreX, entonces
por teorema de Serre, H i(X,F) es un k-espacio vectorial de dimensio´n finita, adema´s
existe un entero N , tal que H i(X,F) = 0 para todo i > N , esto nos permite la siguiente
definicio´n:
Definicio´n 5.3.1 (Caracter´ıstica de Euler). Definimos caracter´ıstica de Euler de F como
χ(F) :=
∑
i
(−1)idimkH i(X,F) .
Lema 5.3.1. Sea C una categor´ıa abeliana y sea δ : Ob(C) → Z una funcio´n tal que
δ(X) = δ(X ′) + δ(X ′′) para toda sucesio´n exacta
0→ X ′ → X → X ′′ → 0 en C .
Entonces se cumple que
∑n
i=0(−1)iδ(Xi) = 0 para toda sucesio´n exacta
0→ X0 d0→ X1 d1→ · · · dn−1→ Xn → 0 en C .
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Demostracio´n. Usamos induccio´n sobre n. Si n = 2 el resultado es inmediato por la
propiedad de δ. Supongamos que n ≥ 3; consideremos las siguientes sucesiones exactas
0→ Nuc d2 → X2 → X3 → · · · → Xn → 0 , (5.3.2)
0→ X0 → X1 → Im d1 → 0 . (5.3.3)
Aplicando la hipo´tesis inductiva a (5.3.2), tenemos
n∑
i=2
(−1)iδ(Xi) = δ(Nuc d2) .
Por otro lado, de (5.3.3) tenemos δ(X1) = δ(X0) + δ(Im d1), y por la exactitud de esta
sucesio´n, tenemos δ(Nuc d2) = δ(Im d1). Luego juntando estas igualdades obtenemos∑n
i=0(−1)iδ(Xi) = 0. ✷
Proposicio´n 5.3.2. Sea X un esquema proyectivo sobre un cuerpo k. Si
0→ F ′ → F → F ′′ → 0
es una sucesio´n exacta corta de haces coherentes sobre X. Entonces
χ(F) = χ(F ′) + χ(F ′′) .
Demostracio´n. Denotemos hi(X,F) = dimkH i(X,F) para todo i ≥ 0. La sucesio´n exacta
corta dada en la hipo´tesis, induce una sucesio´n exacta larga
· · · → H i(X,F)→ H i(X,F ′′)→ H i+1(X,F ′)→ H i+1(X,F)→ · · · ,
donde so´lo un nu´mero finito de te´rminos es no nulo y cada te´rmino es un k-espacio
vectorial de dimensio´n finita (Teorema 5.2.3). Luego, si aplicamos el lema anterior a
esta sucesio´n, considerando C la categor´ıa de k-espacios vectoriales de dimensio´n finita y
δ(X) = dimk(X), tenemos
0 = h0(X,F ′)− h0(X,F) + h0(X,F ′′)− h1(X,F ′) + h1(X,F)− h1(X,F ′′) + · · ·
=
∑
i≥0
(−1)ihi(X,F ′)−
∑
i≥0
(−1)ihi(X,F) +
∑
i≥0
(−1)ihi(X,F ′′)
= χ(F ′)− χ(F) + χ(F ′′) ,
como quer´ıamos probar. ✷
Proposicio´n 5.3.3. Sea X un esquema proyectivo sobre un cuerpo k, OX(1) un haz
inversible muy amplio sobre X relativo a k, y sea F un haz coherente sobre X. Entonces,
(a) existe un polinomio PF(z) ∈ Q[z] tal que χ(F(n)) = P (n) para todo n ∈ Z.
(b) Si X = Prk y M = Γ∗(F), el polinomio PF(z) coincide con el polinomio de Hilbert
de M de la definicio´n 2.2.10.
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Demostracio´n. (a). Sea j : X → Pnk una inmersio´n cerrada tal que OX(1) ∼= j∗(OPnk ), sea
S = k[x0, .., xr], de manera que P
r
k = Proj S donde S = k[x0, . . . , xr], y sea F un haz
coherente sobre X.
Si Sop(F) = ∅, tomamos PF = 0 y la prueba termina.
Sea m = dimSop(F). Si n ≥ 0 entonces Sop(F) 6= ∅, tomemos i ∈ {0, . . . , r}, tal
que Sop(F) ∩ D+(xi) 6= ∅. Consideremos el homomorfismo graduado S(−1) → S dado
por la multiplicacio´n por xi. Entonces el homomorfismo inducido S(−1)(xi) → S(xi) es
un isomorfismo, luego tenemos el isomorfismo (S(−1)(xi))∼ → (S(xi))∼. As´ı tenemos un
morfismo OX(−1) → OX tal que OX(−1)|D+(xi) → OX |D+(xi) es un isomorfismo. Ten-
sorizando por F tenemos un morfismo F(−1)→ F tal que F(−1)|D+(xi) → F|D+(xi) es un
isomorfismo. SeanR yQ el nu´cleo y conu´cleo respectivamente del morfismo F(−1)|D+(xi),
por la Proposicio´n 4.3.2, R y Q son coherentes. Afirmamos que Sop(R) y Sop(Q) esta´n
contenidos en Sop(F) ∩ V+(xi). En efecto, supongamos que p 6∈ Sop(F) ∩ V+(xi), si
p 6∈ V+(xi) tenemos por el isomorfismo anterior que F(−1)p → Fp es un isomorfismo,
de donde tenemos Rp = 0 y Qp = 0, si p 6∈ Sop(F) entonces Fp = 0, entonces Qp = 0,
por otro lado, de la igualdad F(−1) = F ⊗OX(−1) se sigue que F(−1)p = 0, por tanto
Rp = 0, con esto se sigue la afirmacio´n. Por otro lado, puesto que Sop(F) ∩D+(xi) 6= ∅
tenemos Sop(F) ∩ V+(xi)  Sop(F), luego Sop(R), Sop(Q)  Sop(F).
Procedamos por induccio´n sobre m. Si m = 0, el conjunto Sop(F) consta de un so´lo
elemento, entonces Sop(R) = Sop(Q) = ∅, luego PR = PR = 0. Aplicando el Lema 5.3.1
a la sucesio´n exacta
0→ R(n)→ F(n− 1)→ F(n)→ Q(n)→ 0 (5.3.4)
en C = Coh(X) con δ(F) = χ(F); tenemos
χ(F(n))− χ(F(n− 1)) = PR(n)− PR(n) = 0− 0 = 0
para todo n ∈ Z. Luego, por la Proposicio´n 2.2.18, existe un polinomio nume´rico P ∈ Q[z]
tal que χ(F(n)) = P (n) para todo n suficientemente grande. Puesto que P (z)−P (z−1) =
0 para infinitos valores de z, entonces P (z) − P (z − 1) es el polinomio nulo, luego por
induccio´n descendente sobre n, tenemos χ(F(n)) = P (n) para todo n ∈ Z, por tanto
tomamos PF = P .
Sea m > 0. Del resultado anterior tenemos que Sop(R), Sop(Q)  Sop(F), luego
por la Proposicio´n 2.3.15, dimSop(R) y dimSop(Q) son estrictamente menores que m,
entonces por hipo´tesis inductiva existen polinomios PR, PQ ∈ Q tal que χ(R(n)) = PR(n)
y χ(Q(n)) = PQ(n) para todo n ∈ Z. Como en el caso anterior, aplicamos el Lema 5.3.1
a la sucesio´n exacta (5.3.4), para tener la sucesio´n
χ(F(n))− χ(F(n− 1)) = PR(n)− PR(n)
para todo n ∈ Z. Por la Proposicio´n 2.2.18, existe un polinomio nume´rico P ∈ Q[z] tal
que χ(F(n)) = P (n) para todo n suficientemente grande. Puesto que P (z)− P (z − 1) =
PR(z) − PR(z) para infinitos valores de z, entonces tenemos la igualdad de polinomios
P (z) − P (z) = PR(z) − PR(z), luego por induccio´n descendente sobre n, obtenemos
χ(F(n)) = P (n) para todo n ∈ Z, por tanto tomamos PF = P . De esta manera concluye
la prueba.
(b). Por el Teorema 5.2.3 existe un entero N tal que, H i(X,F(n)) = 0 para todo i ≥ 1
y n > N ; por la Proposicio´n 5.2.6, existe un entero d tal que αM,n : Mn → Γ(X,F(n))
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es biyectiva para todo n > d, de donde dimkMn = dimΓ(X,F(n)) para todo n > d.
Entonces para todo n suficientemente grande tenemos
ϕM(n) := dimkMn = dimH
0(X,F(n)) = χ(F(n)) = PF(n)
luego por el teorema de Hilbert-Serre (Teor. 2.2.19), se sigue que PF es el polinomio de
Hilbert de M . ✷
Definicio´n 5.3.2 (Polinomio de Hilbert). El polinomial PF(z) de la proposicio´n anterior
es llamado el polinomio de Hilbert de F con respecto al haz OX(1).
Ejemplo 5.3.4. Sea X = P1k, F = OX y M = S. Entonces S = k[x0, x1] y dimkSn =
n + 1, as´ı el polinomio de Hilbert de M es PM(z) = z + 1. Calculando el polinomio de
Hilbert en te´rminos de la caracter´ıstica de Euler, tenemos
χ(F) = h0(OX(n))− h1(OX(n)) =
{
(n+ 1)− 0 = n+ 1 , si n ≥ −1 ,
0− (−n− 1) = n+ 1 , si n ≤ −2 .
As´ı PF(n) = n+ 1.
Definicio´n 5.3.3 (Genero aritme´tico). Sea X un esquema proyectivo de dimensio´n r
sobre un cuerpo k. Definimos el genero aritme´tico pa de X por
pa(X) := (−1)r(χ(OX)− 1) .
Observacio´n 5.3.1. El genero aritme´tico so´lo depende de X y no de la inmersio´n cerrada
de X en Prk.
Ejemplo 5.3.5 (El genero de una curva plana de grado d). Sea C ⊆ P2k una curva de
grado d, es decir, C = Proj S/〈f〉, donde f es un polinomio homoge´neo de grado d.
Entonces
pa(C) =
1
2
(d− 1)(d− 2) .
En efecto, si I = 〈f〉, tenemos
1− pa = h0(OC)− h1(OC) + h2(OC) = χ(OC) .
Por otro lado, la sucesio´n exacta
0→ S(−d) ·f→ S → S/〈f〉 → 0 ,
donde ·f simboliza el homomorfismo que resulta por la multiplicacio´n con f , induce una
sucesio´n exacta
0→ OP2
k
(−d)→ OP2
k
→ OC → 0 .
Luego, por la Proposicio´n 5.3.2, tenemos χ(OC) = χ(OP2
k
)− χ(OP2
k
(−d)). Pero
χ(OP2
k
) = h0(OP2
k
)− h1(OP2
k
) + h2(OP2
k
) = 1− 0 + 0 = 1 ,
y
χ(OP2
k
(−d)) = h0(OP2
k
(−d))− h1(OP2
k
(−d)) + h2(OP2
k
(−d))
= 0− 0 + 1
2
(d− 1)(d− 2) ,
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donde para el u´ltimo ca´lculo usamos el Corolario 5.2.4
h2(OP2
k
(−d)) = h0(OP2
k
(d− 3)) = dimSd−3 = 1
2
(d− 1)(d− 2) .
Luego 1 − pa = χ(OC) = 1 − 12(d − 1)(d − 2), as´ı pa(C) = 1 − 12(d − 1)(d − 2), como se
quer´ıa ver.
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