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ABSTRACT
The aerospace industry is utilizing low cost miniature
inertial measurement units (IMUs) that employ Micro ElectroMechanical Systems (MEMS) technology in an effort to reduce
size, weight, and cost of systems. A drawback of these MEMS
devices is they are sensitive to vibration, shock and acoustic
environments, which limits the usefulness of such devices in the
severe environments imposed by many aerospace environments. In
an effort to reduce the vibration, shock and acoustic
environments experienced by these MEMS devices, the desire to
develop passive damping treatments to structural components used
to mount these devices. The damping treatments can be applied
at the printed circuit board (PCB) level, the component level,
the component interface, or at the airframe level. The purpose
is to reduce the overall environment and improve the usefulness
and performance of the MEMS based sensors.
The primary technique to introduce damping into metallic
parts and PCBs is to provide a viscoelastic coating or layer.
The ability to analyze structures with this configuration
requires a thorough understanding of the dynamic properties.
Hooke’s law of elasticity is one of the most fundamental
relationships governing dynamic properties. Metals typically
have a low damping coefficient, and Hooke’s law of elasticity
represents a linear relationship between the ratio of stress and
strain, known as the modulus of elasticity. But for viscous
materials the modulus of elasticity becomes a complex value
since the stress and strain are not in phase. The complex
modulus of elasticity is a complex function of frequency. The
complex modulus can be established via frequency response
function measurements of compliance, mobility, and accelerance,
and the dimensions of the block of material under test. At low
frequencies (less than resonance of the block) the results are
relatively straight forward, but at higher frequencies where
resonances of the block occur the inertial forces begin to
influence the FRF results. This thesis effort establishes
techniques for measuring the complex moduli associated with
viscoelastic materials, and presents methods and results from
modulus tests conducted for this thesis.
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CHAPTER I INTRODUCTION TO DAMPING
1.1 Introduction
Engineers are often confronted with the task of
reducing or eliminating undesirable structural vibration.
This vibration can take the form of severe structural
vibration resulting in failure of the structure, or the
vibration can induce excessive noise and motion reducing
the effectiveness of the structure or product. The use of
passive damping techniques is one of the most effective and
efficient ways to address the noise and vibration issue.
Damping provides an expedient method for reducing the
amplitude of dynamic instabilities and resonances in a
structure. One of the primary techniques for providing a
structure with damping is through the introduction of
viscoelastic materials. A viscoelastic material is a
polymer that exhibits viscous and elastic properties. The
configuration of the viscoelastic material is often in the
form of a constrained layer or as an isolator. It is
therefore very important to have an understanding of
structural vibration and damping. In order to develop a
good understanding of structural vibration, an
understanding of the materials and material properties that
are part of the structure experiencing the vibration is
required. The effort presented in this study addresses the
elastic and shear moduli associated with viscoelastic
materials. In this introductory chapter the basic concepts
of damping and their application through viscoelastic
materials are introduced, along with the required material
properties associated with viscoelastic materials. The
author utilized the work of Ahid Nashif (reference 1),
Ahmed Shabana (reference 2), Singiresu Rao (reference 3),
William Thomson (reference 4), Roy Craig Jr. (reference 5),
Paul Macioce (reference 6), and the ASTM Standard E756-05
to develop this introduction to damping.
A primary technique for introducing damping into
metallic structures is to provide a viscoelastic coating or
layer to the structure under consideration. The ability to
analyze the response of a structure with this configuration
requires a thorough understanding of the dynamic
properties. Hooke’s law of elasticity is one of the most
fundamental relationships governing the dynamic properties.
Metals typically have a low damping coefficient, and
1

Hooke’s law of elasticity represents a linear relationship
between the ratio of stress and strain, known as the
modulus of elasticity. But for viscous materials the
modulus of elasticity becomes a complex value since the
stress and strain are not in phase. The complex modulus of
elasticity becomes a complex function of frequency. The
complex modulus can be established via frequency response
function (FRF) measurements of compliance, mobility, and
accelerance, and the dimensions of the block of material
under test. At low frequencies (less than resonance of the
material) the results are relatively straightforward, but
at higher frequencies where resonances of the block of
material under test occur the inertial forces begin to
influence the FRF results. The purpose of this effort was
to establish a technique for measuring the complex modulus
of elasticity associated with viscoelastic materials.
1.2 Damping Forms
Damping is the conversion of mechanical energy
associated with a vibrating structure into thermal energy.
The heat is then transferred or lost to the surrounding
environment. Many forms of damping can be utilized to
convert the mechanical energy into heat. Some of these are
visoelastic damping, coulomb friction damping, fluid
viscosity damping, particle damping, magnetic hysteresis
damping, and piezoelectric damping. There is also
structural damping, which is a measure of the structures
inherent damping. The structural damping is the amount of
energy lost per cycle of motion associated with the
oscillations of the structure. The structural damping is
usually lightly damped, particularly in metal structures,
because the damping term is small. The most common type of
damping that can be applied to a structure as an add-on
treatment is the viscoelastic damping.
The understanding of vibration also requires knowledge
of damping and how to quantify the damping associated with
a particular structure or damping application.
Several
techniques are used to quantify the level of damping in a
structure. These consist of, but are not limited to, the
following: Half-Power Bandwidth Method, Log Decrement
Method, Amplification or Q Factor Method, and Hysteresis
Loop Method. The half power and the Q factor methods both
take advantage of the shape of the frequency response
function (FRF) to quantify the damping. The half power
2

method determines the level of damping by assessing the
sharpness of the resonant peak. The more rounded the FRF
at the resonant peak the more damping present in the
structure. Therefore the loss factor is a ratio of the
bandwidth, Δω, at the half power point of the resonance and
the resonant frequency, ωn. The Q factor utilizes the
amount of amplification at the resonant condition measured
by the FRF in a relation with the loss factor as
where ε is the loss factor determined by the ratio
of imaginary and real terms of the complex modulus. The
log decrement method utilizes the transient response of the
system typically in the form of the acceleration time
history. The log decrement method computes the damping
based on the measured exponential rate of decay of the
response. The hysteresis method calculates the damping by
estimating the energy loss per cycle of oscillation due to
steady state harmonic loading. The stress versus strain
plot for a given cycle of motion generates an elliptically
shaped hysteresis curve. The area captured within the
hysteresis loop is equal to the energy dissipated per cycle
of harmonic motion. Therefore the loop area can be used to
predict the loss factor. These methods will be presented
in detail in later sections of this chapter.
1.3 Viscoelastic Material
Viscoelastic materials encompass a broad range of
material to include adhesives, epoxies, foams,
thermoplastics and rubbers and other assorted polymer
materials. Their common characteristic is that their
modulus is represented by a complex quantity possessing
both a stored and a dissipative energy component. The
complex modulus associated with the material’s stiffness
and damping is a function frequency and temperature. A
viscoelastic material is characterized by having both
viscous and elastic behavior. What this means is the
viscoelastic material is neither purely viscous nor
elastic. A purely elastic material stores all the energy
upon loading, and returns an equal amount of energy when
the load is removed. The result is the stress and strain
are in phase during the cyclic loading and unloading
process. Hooke’s Law applies for elastic materials where
the stress is proportional to strain, and the modulus is
the ratio of stress to strain. But for purely viscous
materials the complete opposite is true. The purely
3

viscous material does not return any of the energy stored
during loading, and the energy is lost once the load is
removed. For viscous materials the stress is proportional
to the rate of strain and is known as the viscosity. The
viscoelastic material returns some of the stored energy
when the load is removed, and the portion that is not
returned is dissipated in the form of heat. The cyclic
stress due to the loading frequency is out of phase with
the strain by some angle θ, which is a measure of the
damping. Since the stress and strain are out of phase for
viscoelastic materials, the modulus is a complex quantity.
The real part of the complex quantity is the elastic
behavior of the material associated with the stiffness,
and the imaginary component or loss modulus relates to the
material’s viscous behavior, and defines the energy
dissipative ability.
The material properties that define viscoelastic
materials change as the phase of the viscoelastic material
changes. Typically the phase or state of the material is
related to temperature, and the material properties of
viscoelastic materials vary over the different phases. The
characterization of storage modulus and loss factor
variation over the different temperatures and phases is
described in Figure 1.1.

Figure 1.1 Variation of storage modulus and loss factor with temperature [Ref. 1].
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These phases or regions are defined as Glass, Transition,
Rubber, and Flow. The glass region is where the stiffness
is highest and the damping levels are lowest. In this
glassy region the storage modulus can reach values as high
as 10,000 MPa, and the loss factor can be as low as 10-3.
The transition region is where the material is
transitioning between the glass region and the rubber
region. It is this region where the loss factor is highest
where values can reach as high as 1 or 2, but it is also in
this region where the rate of change of stiffness is the
highest which makes it less desirable. The rubber region
is where the stiffness and loss factors are the most
constant or only slightly changing with temperature and
frequency. The widths of the rubbery region can vary
anywhere from 4.44oC to 315oC as for many silicone
materials. The rubbery region storage modulus can be as
low 6.9x10-2 MPa, but is typically in the 3.5 to 34.5 MPa
range. Typical loss factor values in the rubbery region
are usually in the range of 0.1 to 0.3 for many
viscoelastic materials. It is the rubber region where a
viscoelastic material is ideally suited for applications
such as isolators, dampers and surface treatments.
1.4 Complex Modulus
The mathematical approach to modeling the damping
phenomena which attempts to model the deformation and flow
of the viscoelastic material is known as the science of
rheology. This mathematical approach is therefore defining
the relationship between stress, ζ, and strain, ε, similar
to Hooke’s Law (ζ=Eε) for elastic systems. There are two
commonly used approaches known as the standard linear model
and the simple dashpot spring combination or Kelvin-Voigt
model. The simplest of these is the Kelvin-Voigt model in
which the stress acting on the body is assumed to be
proportional to the strain and its time derivative, and is
given as:
(1.1)
The standard linear model is a slightly more complex
relationship given as:
(1.2)
5

Where ζ is the stress, ε is the strain, E is the magnitude
of the complex modulus, α is the constant of stress
relaxation, and β is a non dimensional parameter. The
standard linear model can be solved using two cases. The
first of which the stress is a constant at t=0 and the
second for which the stain is constant at t=0. Then assume
a harmonically varying stress and strain of the form ζ=ζ0eiωt
and ε=ε0eiωt, the solution can be written as:
(1.3)
This complex quantity in paranthesis is referred to as the
complex modulus and is often presented in the form:
(1.4)
Where E’ is the storage modulus and E” is the loss modulus.
The loss factor, ε, can be introduced as ε=E”/E’, and the
complex modulus rewritten as:
(1.5)
The equations for the shear modulus take the exact same
form as the elastic modulus, where the elastic, E, term is
replaced by a shear, G, term as follows:
(1.6)
The shear loss factor is defined as ε=G”/G’.
What is important about this form of the equation is that
the loss factor which is the phase lag of the strain can be
determined by experiment. The experimental method for
determining the loss factor is the crux of this thesis.
1.5 Viscous Damped Free Vibration
The viscous damping force is expressed by the equation,
(1.7)
where c is the proportionality damping constant or
coefficient of viscous damping. The viscous damping force
opposes the inertial force, and therefore is opposite to
the direction of velocity. The single degree of freedom
6

system with viscous damper is shown in Figure 1.2, along
with the free body diagram.

Figure 1.2 SDOF system with viscous damping.

The application of Newton’s second law of motion applied at
the single degree of freedom’s (SDOF) equilibrium position
results in the homogeneous differential equation for freedamped vibration.
(1.8)
The traditional approach is to assume a solution of the
form
(1.9)
where C and s are undetermined constants, and the time
derivatives are
and
. Substituting into the
differential equation, Equation 1.7, yields the
characteristic equation
(1.10)
The roots of the characteristic equation are
(1.11)
These roots give two solutions to the homogeneous
differential equation, Equation 1.8.
and

7

(1.12)

The general solution to the differential equation, Equation
1.8, is given by the linear combination of the two
solutions x1(t) and x2(t) as follows:
(1.13)
where C1 and C2 are arbitrary constants which are
determined from the initial conditions (
of the system.
The critical damping cc is defined as the value of the
damping constant c for which the radical in Equation 1.13
becomes zero as follows:
(1.14)
The n subscript on the ωn references the undamped natural
frequency of the SDOF system. The damping ratio, δ, for
any damped system is defined as the ratio of the damping
constant to the critical damping constant where
(1.15)
Combining Equations 1.15 and 1.16 to get
(1.16)
Then, substituting back into the roots of the
characteristic equation and remembering that ω2=k/m Equation
1.11 becomes
(1.17)
And the general solution, Equation 1.13, becomes
(1.18)
The behavior of this solution depends upon the magnitude of
the damping, and if δ=0 the above solution reverts back to
the undamped vibration solution. Therefore δ≠0 leads to
three cases, which are under damped (δ‹1), critically
damped (δ=1), and overdamped (δ›1). The under damped case
is the only one that leads to oscillatory motion and will
be considered here because it brings the logarithmic
8

decrement method to the forefront which will be discussed
in the next section.
When an underdamped SDOF system is subject to free
motion the result will yield a response of oscillatory
motion. For the underdamped condition to exist the
following inequalities must be true: δ<1, c<cc, c/2m<
and (δ2-1) is negative. Then the roots s1 and s2 can be
expressed as follows:

,

(1.19)
The general solution presented in Equation 1.18 now becomes
(1.20)
The form of this equation can be expressed in a variety
ways as shown

(1.21)
where arbitrary constants C’1, C’2, or X, θ, or X0, θ0 are to
be determined from the initial conditions.
When the initial conditions
and
exists C’1
and C’2 become
(1.22)
The general solution shown in Equation 1.21 becomes
(1.23)

9

The constants (X,θ) and (X0,θ0) can be defined as follows
(1.24)
(1.25)
(1.26)
The general solution (Equation 1.24) for the homogeneous
differential equation (Equation 1.8) describes a harmonic
motion of angular frequency of
and because of the
exponential term
the amplitude decreases exponentially
with time. The angular frequency term is called the
frequency of damped vibration and is given by
(1.27)
The frequency of damped vibration, ωd is less than the
undamped natural frequency ωn. The under damped SDOF system
vibration generates oscillatory motion and will lead into
the presentation of logarithmic decrement method for
determining the damping ratio in the next section.
The motion described by the general solution of the damped
SDOF system in Equation 1.23 produces harmonic motion of an
angular frequency of Equation 1.27 (
), and the
amplitude of the motion decreases exponentially with time
by the factor
. The Matlab function 1 shown in
Appendix A produces the plot shown in Figure 1.3 describing
the motion of the damped SDOF system.

10

Figure 1.3 Under Damped SDOF System General Solution.

1.6 Logarithmic Decrement
The logarithmic decrement is the rate at which the
amplitude of damped free vibration decreases. It is
defined as the natural logarithm of the ratio of any two
successive amplitudes. Therefore, a convenient way to
determine the amount of damping present in a system is to
measure the rate of decay of free oscillations.
Equation 1.23 represents the general solution to the damped
free vibration system. If t1 and t2 are the times at two
consecutive peak amplitudes thereby being one cycle apart
as described in Figure 1.3, the ratio of these amplitudes
can be written as follows:
(1.28)
Where t2=t1+ηd and ηd=2π/ωd is the period of damped
vibrations. Therefore,
cos(ωdt2+θ0)=cos(2π+ωdt1+θ0)=cos(ωdt1+θ0) and Equation 1.28
becomes as follows:
(1.29)

11

The logarithmic decrement δ can be determined by taking the
natural logarithm of Equation 1.29 to get the following:
(1.30)
Substituting for the damped period,
expression for the logarithmic decrement becomes:

, the

(1.31)
When δ is small
approximated as:

,

Equation 1.31 can be

(1.32)
Figure 1.4 demonstrates the variation of the logarithmic
decrement, δ with δ as given by Equation 1.31 and 1.32 as
computed by MATLAB Function 2 shown in Appendix A. One
point that should be noted is that for values up to δ=0.3
the two formula are pretty much the same. Therefore for
structural damping associated with metal structures the
Equation 1.32 is a good approximation.

Figure 1.4 Comparison of Logarithmic Damping Solutions.

The logarithmic decrement is dimensionless and is actually
another form of the dimensionless damping ratio, δ. Once δ
is determined by the natural logarithm, δ can be found by
12

squaring Equation 1.31 and then solving for δ to get the
following:
(1.33)
But if Equation 1.32 is used δ becomes
(1.34)
Often the damping in a system is not known, it can be
determined experimentally by measuring any two peak
displacements x1 and x2. Often these displacements are
consecutive, for this case the natural logarithm of the
ratio of x1 and x2 results in δ. The damping ratio δ can
now be computed using Equation 1.33. The damping ratio δ
can be determined by measuring the two displacements
separated by any number of complete cycles. For this case
x1 and xm+1 denote the amplitudes that correspond to the
times t1 and tm+1=t1+mηd where m is an integer representing
the number of cycles. This is represented mathematically
as follows:
(1.35)
Since any two consecutive displacements separated by one
cycle equal the following:
(1.36)
Equation 1.35 can be written in exponential form similar to
Equation 1.36 as follows:
(1.37)
By taking the natural logarithm of both sides and
substituting into Equation 1.30 to get the following:
(1.38)
The logarithmic decrement δ can be used to calculate the
viscous damping ratio δ as previously described.
13

1.7 Frequency Response Function
In order to derive the frequency response function
(FRF) one must start with the differential equation of
motion for a SDOF system subjected to a periodic excitation
of the form Foeiωt which is given as:
ω

(1.39)

In the previous section the homogeneous solution was
derived, which is the damped free vibration case. In the
process of that solution it was shown that c/m=2δωn and
k/m=ωn2. Therefore the above equation becomes:
ω

(1.40)

The response x(t) is a complex quantity
differential equation given above. The
for the general case, is also a complex
particular solution, xp(t), is given as
ω

ω

satisfying the
forcing function,
number. The
follows:

ω

(1.41)

The first and second derivatives of the particular solution
are as follows:
ω ω
ω

ω

(1.42)

Substituting back into the differential equation to get the
following:
ω

ω

ω

ω

ω

Divide through by eiωt and factor out
ω
Solve for

ω

ω

(1.43)

e-iθ.
(1.44)

e-iθ.

ω

ω

14

(1.45)

Factor

out of the denominator and define

ω

to get

the following:
(1.46)
The frequency response can be defined by rewriting Equation
1.46 in the following form:
ω

(1.47)

H(iω) is the complex frequency response function of the
SDOF system. Now, in order to determine the magnitude and
phase associated with the complex frequency response
function the equation must be separated into its real and
imaginary parts. To accomplish this use Equation 1.46 and
multiply by it complex conjugate as follows:
(1.48)
Remembering e-iθ=cosθ - isinθ, and rewriting Equation 1.48
as follows:
(1.49)
Now, separate into the real and imaginary components as
follows:

(1.50)
Remembering the complex plane as described in Figure 1.5,
the magnitude of the complex frequency response function
can be determined.

15

Figure 1.5 The complex plane of real & imaginary components.

The magnitude of the frequency response function becomes:

(1.51)
And can be solved to yield the following:
(1.52)
The absolute value or magnitude of the complex frequency
response function |H(iω)| is given as:
ω

(1.53)

And the phase, θ, becomes
(1.54)
Now, the particular solution, Equation 1.41, can be written
as follows:
ω

ω

(1.55)

From this solution, the mobility function and accelerance
function are easily determined by taking the derivative of
the particular solution shown in Equation 1.55. The

16

mobility function or the FRF based on the velocity response
is given as shown.
ω

ω

ω

(1.56)

The accelerance function or the FRF based on the system’s
acceleration response is given as follows:
ω

ω ω

(1.57)

The frequency response function is a tool used in vibration
analysis and modal testing. The purpose of the FRF is to
identify natural frequencies, damping ratios, and mode
shapes of structural systems. The FRF is a transfer
function expressed in the frequency domain, and is a
complex function that is expressed in terms of real and
imaginary or in terms of magnitude and phase. The FRF can
be based on either measured data or as analytical
functions. The measure FRF describes the structural
response of a system to an applied force as a function of
frequency. The response may be in terms of displacement,
velocity, or acceleration as described by Equations 1.55,
1.56, and 1.57. There are six basic forms of the frequency
response function, any of which can be calculated from the
other. The first set of FRFs are referred to as
compliance, mobility, and accelerence, and consist of the
Fourier transform of the displacement, velocity, and
acceleration, respectively, to be divided by the transform
of the force. The second set of FRFs are simply the
inverse of the first set and are referred to as the dynamic
stiffness, mechanical impedance, and dynamic mass. The
compliance FRF described by Equations 1.53, 1.54, and 1.55
is presented here for clarification as follows:
ω

(1.58)
(1.59)

The mobility FRF is described by Equation 1.56, is
presented in an alternate form as follows:
ω

(1.60)
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(1.61)
The accelerance FRF described by Equation 1.57 is presented
in an alternate form for clarification as follows:
ω

(1.62)
(1.63)

The dynamic stiffness, mechanical impedance, and dynamic
mass are the inverse of the compliance, mobility, and
accelerance, respectively.
The Matlab Function 3 demonstrates how the damping ratio
affects the amplitude and phase of the FRF. The Matlab
function 3 shown in Appendix A calculates the amplitude and
phase using Equation 1.53 and 1.54, and plots the results
shown in Figures 1.6 and 1.7.

Figure 1.6 The magnitude of the FRF equation.
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Figure 1.7 The phase of the FRF equation.

Some observations that are worth noting at this point can
be made from inspecting Equations 1.53 & 1.54. When the
underdamped system has zero damping or δ=0, the phase angle
is zero and Equation 1.51 reduces to the undamped response.
The damping reduces the amplitude ratio for all values of
the forcing frequency as shown in Figure 1.6. This
reduction in the amplitude ratio shown in Figure 1.6 is
most significant at resonance. When subjected to damping
the maximum amplitude ratio occurs when
. The
undamped natural frequency and the damped natural frequency
related by
. For values of δ=1/
=0.707 there
are no peak values associated with the amplitude response
shown in Figure 1.6, and when δ=0 there is a discontinuity
at r=1. The phase angle is a function of the system
parameters m, c, k and forcing frequency, ω, but is
independent on the amplitude of the forcing function, F0.
There is a shift in the phase angle, θ, at r=1 equal to 90o,
and approaches 180o asymptotically as r gets larger. Below
resonance the phase angle increases with an increase in
damping, and above resonance the phase angle decreased with
an increase in damping as demonstrated in Figure 1.7.
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1.8 Sharpness of Resonance
When dealing with forced vibration the sharpness of
the resonance or the width of the frequency response
function as shown in Figure 1.6 is related to the damping
ratio. Therefore there are two terms that are used with
the FRF measurement to determine damping. Those two terms
are Quality Factor, Q, and Half Power Frequencies. The
Quality Factor is the peak level of the FRF, and the Half
Power Frequencies are the two frequencies that are
associated with the bandwidth at 1/
times the Quality
Factor amplitude. The following is the definition and
derivation of these two concepts. When the frequency
response function defined in Equation 1.52 is considered at
resonance r=1 the amplitude becomes xres=(F0/k)/2δ. The two
frequencies at the half power position are at x=0.707xresn.
Now substituting these two equations together and equal to
the FRF in Equation 1.52 to get the following:
(1.64)

δ

This equation can be reduced as follows:
(1.65)

δ

Squaring both sides of the above equation and expanding
terms to get the following:
(1.66)
Solve for r2 using the quadratic equation to get the
following:
(1.67)
Assume δ<<1, then the higher order terms can be neglected
and the above equation becomes:
(1.68)
Letting
and
be the roots which
correspond to the half power points and subtracting
to get the following:
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from

(1.69)
Now the Quality Factor, Q, is defined as
(1.70)
The equivalent damping can be can be used to define Q for
systems with other forms of damping where the loss factor,
ε, and the damping ratio, δ, are related as follows:
and

(1.71)

The Quality Factor and Half Power methods are valuable
tools for determining the damping of systems based on FRF
measurements.
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CHAPTER II COMPLEX MODULUS CONTINUOUS BAR THEORY
2.1 Introduction
This chapter investigates the equations of motion
associated with the longitudinal and torsional Bar, and how
these equations can be used to determine the complex moduli
of viscoelastic material. The work presented utilized the
longitudinal bar theory developed by S. Timoshenko, D. H.
Young, W. Weaver Jr. (reference 8), A. A. Shabana
(reference 2), Leonard Meirovitch (reference 9), Roy R.
Craig Jr., Andrew J. Kurdila (reference 5), and Singiresu
S. Rao (reference 10). The work is based on modulus
estimation methodology developed by Lauge Fulgsang Nielsen
at The Technical University of Denmark (reference 11 & 12).
The work presented in this chapter derives the longitudinal
bar equations and the implementation of the modulus
techniques developed by Lauge Fulgsang Nielsen, then
extends the solutions to similar forms of the
transcendental equation for both the longitudinal bar and
torsional shaft, α=βtanβ. The following chapter will
address the solution techniques of the transcendental
equations, and present optimized solution techniques.
2.2 Derivation of Longitudinal Bar Equations
The longitudinal vibrations of a bar are the simplest to
analyze and the differential equation of motion can be
derived with either Newton’s second law of motion or from
Hamilton’s principle. The theory for the longitudinal
vibration of bars presented here assumes the cross section
of the bar is planar with the axial axis and remains plane
during deformation, and that any lateral deformations
associated with the bar are negligible. An elastic bar of
length L, cross-sectional area A, modulus of elasticity E,
and mass density ρ is subjected to a distributed external
force F(x,t), as shown in Figure 2.1.
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Figure 2.1 Free body diagram for longitudinal vibration of a bar.

The vibrational forces P that acts on an infinitesimal
volume of length Δx, also shown in Figure 2.1, act along
the centerline of the infinitesimal volume creating the
displacement, u. Applying Newton’s second law (∑F=ma) where
m=ρAΔx and a=∂2u/∂t2 result in the following:
(2.1)
Divide by Δx and take the limit as Δx approaches zero as
follows:
(2.2)
From basic calculus the definition of the derivative
results as follows:
(2.3)
The vibrational force P is defined in terms of the axial
stress ζ as:
(2.4)
Hooke’s law defines the stress ζ in terms of the axial
strain ε as:
(2.5)
The strain displacement relationship is defined as:
(2.6)
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Substituting the stress (Equation 2.5) and the strain
(Equation 2.6) into the vibrational force (Equation 2.4)
yields the force in terms of the longitudinal displacement
as:
(2.7)
Substituting this force into Equation 2.3 results in the
follow differential equation:
(2.8)
Assuming constant modulus of elasticity and area, the
differential equation results become:
(2.9)
2.3 Longitudinal Bar with End Mass
Considering a uniform bar of length, L, cross sectional
area, A, density, ρ, and Young’s modulus, E, that is fixed
at x=0 and has a rigid mass, M attached at x=L, as shown in
Figure 2 the derivation of the governing equations is
presented.

Figure 2.2 Longitudinal bar fixed at x=0 with mass attached at x=L.

The boundary conditions for the longitudinal bar can be
determined from Figure 2.2. At x=0, the displacement
u(0,t)=0, and at x=L where the mass M exerts a force on the
bar due to the inertia effect. A summation of the forces
using d’Alembert’s principle is applied, where the reaction
force P(L,t) is
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(2.10)
Resulting in the boundary condition
(2.11)
Apply the longitudinal bar equation 2.9
(2.12)
The solution to the above linear differential equation can
be obtained utilizing the method of separation of variables
where
(2.13)
The second derivatives of Equation 2.13 with respect to
time, t, and position, x, are as follows:
(2.14)
Substituting back into the bar equation to get:
(2.15)
Therefore
(2.16)
Since the displacement, x, dependent terms are equal to the
time, t, dependent terms shown in Equation 2.16, their
common value must be equal to a negative constant. The (β/L)2 is the constant that the terms of the above equation
are equal. Now, the equations to be solved are as follows:
(2.17)
and
(2.18)
where
(2.19)
The solutions to the above equations are as follows:
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(2.20)
(2.21)
Where
(2.22)
Apply the boundary condition u(0,t)=0 results in A=0, and
therefore the displacement becomes:
(2.23)
Now in order to determine the constant
the boundary
condition at x=L must be used, and the partial derivatives
are as follows:
(2.24)
And
(2.25)
Substitute the above partial derivatives into the boundary
condition, Equation 2.11, at x=L to get:

(2.26)
Results in
(2.27)
Simplifying
(2.28)
Knowing β and the mass of the bar, m=ρAL
(2.29)
Where

, and therefore
(2.30)
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This represents the frequency equation in the form of a
transcendental equation which has an infinite number of
roots. The first five roots of the transcendental equation
for various values of the mass ratio, α, are shown in Table
2.1.
Table 2.1 Roots of Transcendental Equation.

mode
1
2
3
4
5

α=0
0.0000
3.1416
6.2832
9.4248
12.5664

α=0.01
0.0998
3.1448
6.2848
9.4258
12.5672

Value of β
α=0.1
α=1
0.3111
0.8603
3.1731
3.4256
6.2991
6.4373
9.4354
9.5293
12.5743
12.6453

α=10
1.4289
4.3058
7.2281
10.2003
13.2142

The technique for identifying the root of the
transcendental equation above is the Newton Raphson method,
and the Matlab function is described Chapter 3.
2.4 Longitudinal Bar with Sinusoidal Forcing Function
The purpose of this study is to investigate the frequency
response associated with the longitudinal vibration of a
bar fixed at the base (x=0) with a mass (M) attached to the
free end (x=L) and a sinusoidal forcing function applied to
the end of the mass.
The free body diagram shown in
Figure 2.3 shows the bar characteristics as well as the
development of the constraint equation for the free end.

Figure 2.3 Longitudinal bar fixed at x=0 with mass attached at x=L and force acting on mass.
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The boundary conditions for the longitudinal bar can be
determined from Figure 2.3. At x=0 the displacement
u(0,t)=0, and at x=L where the mass M exerts a force on the
bar due to the inertia effect. A summation of the forces
using d’Alembert’s principle is applied, where the reaction
force P(L,t) is as follows:
(2.31)
Resulting in the boundary condition given as:
(2.32)
Apply the longitudinal bar equation as follows:
(2.33)
The solution to the above equation can be obtained
utilizing the method of separation of variables where
(2.34)
The separation of variables technique is applied as
described in Equations 2.13 through 2.16 resulting two
differential equations, one as a function of time and one
as a function of position as shown in Equation 2.35 and
2.36.
(2.35)
And
(2.36)
The frequency or beta term is given in Equation 2.37.
(2.37)
The solutions to the above equations are as follows:
(2.38)
(2.39)
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The solution from Equation 2.34 becomes:
(2.40)
Apply the boundary condition u(0,t)=0 results in A=0, and
also make the simplifying assumption that the driving force
frequency is in phase with the response frequency where
θ=0. The forcing frequency is now equal to the natural
frequency and will be referenced as ω. This approach is
developed by Lauge Fulgsang Nielsen and is documented in
References 11 and 12. Therefore the displacement becomes:
(2.41)
Now in order to determine BC the boundary condition at x=L
must be used, and the partial derivatives are as follows:
(2.42)
And
(2.43)
Substitute the above partial derivatives into the boundary
condition at x=L, Equation 2.32, to get the following:
(2.44)
Solving for the constant BC yields:
(2.45)
Substitute BC back into u(x,t) to get the following:
(2.46)
Introduce the mass of the bar m=ALρ into β2, Equation 2.37
to get the following:
(2.47)
and the response displacement equation u(x,t) becomes:
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(2.48)
The compliance frequency response function at x=L becomes:
(2.49)
Now, the compliance can be written in the FRF nomenclature
as follows:
(2.50)
The above equation can be reduced to a transcendental
equation similar to the previous section as follows:
(2.51)
Dividing by sinβ yields:
(2.52)
Rearranging yields the transcendental equation:
(2.53)
Where the ratio for α becomes:
(2.54)
Now the equation can be written in the same form of the
transcendental equation for the free vibration of a
longitudinal bar. The difference being how the ratio for α
is calculated.
(2.55)
This equation can be solved utilizing the methods presented
in Chapter 3.
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2.5 Torsional Shaft with End Mass
In previous sections of this chapter the methodology for
determining the complex modulus of elasticity is
accomplished by solving the transcendental equation for
beta. When using finite element analysis to describe the
motion of shaft, the accuracy is increased by including
both the elastic modulus and the shear modulus as part of
the analysis. Therefore, this section investigates
establishing the methodology for determining the complex
shear modulus. The approach will be the same as that
demonstrated for elasticity modulus utilizing the
longitudinal vibrating bar.
2.6 Derivation of the Torsion Shaft Equation
The simplifying approach will be to assume that the shaft
undergoes torsional displacement or twisting such that each
transverse section remains in its own plane as the
torsional moment is applied. Therefore the cross sections
of the shaft do not experience any motion parallel to the
axis of the shaft. An element of the shaft between two
cross sections at x and x + Δx is shown in Figure 2.4.

Figure 2.4 Differential element of a shaft under a torsional load.

Let Mt(x,t) denote the torque load applied to the shaft that
is dependent on position, x, and time, t, and the M(x,t)
and M(x+Δx,t) represents the torque induced by the shaft at
x and x+Δx. Applying Newton’s second law (∑M=Iα) where
I=I0Δx (I0=ρJ is the mass polar moment of inertia of the
shaft per unit length) and α=∂2ζ/∂t2 results in the
following:
(2.56)
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As before, divide by Δx and take the limit as Δx approaches
zero as follows:
(2.57)
By definition the limit is the derivative of the moment
with respect to position and results as follows:
(2.58)
From strength of materials, the relationship between the
torque in the shaft and the angular displacement is given
as:
(2.59)
where G is the shear modulus, and Ip=J is the polar moment
of inertia of the cross section of the shaft (J=πr4/2).
Substituting Equation 2.59 into Equation 2.58 yields the
following:
(2.60)
Assuming the shaft has a constant shear modulus and polar
moment, Equation 2.60 becomes:
(2.61)
2.7 Torsional Shaft with Sinusodial Forcing Function
The boundary conditions for a torsional shaft fixed at one
end and a circular disk with a sinusoidal torque applied
attached to the other end are as follows:
(2.62)
(2.63)
Equation 2.63 results in the boundary condition as follows:
(2.64)
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The torsional vibration for a shaft with constant cross
sectional area and constant modulus of rigidity is governed
by Equation 2.61, and since the torque is applied to the
disk and not the shaft the moment, Mt, is zero and is
written as follows:
(2.65)
Apply the method of separation of variables assuming a
solution of ζ(x,t)=θ(x)q(t). The separation of variables
technique is applied as described in Equations 2.13 through
2.16 resulting in two differential equation one with
respect to time and the other with respect to position as
shown in Equations 2.66 and 2.67.
(2.66)
and
(2.67)
The frequency or beta term is given in Equation 2.68.
(2.68)
The solutions are similar to Equations 2.37 and 2.38, and
when substituted back into the separation of variable
solution of ζ(x,t)=θ(x)q(t) then becomes:
(2.69)
Apply the boundary condition ζ(0,t)=0 results in A=0. Then
make the simplifying assumption that the driving force is
in phase with the response (γ=0). This approach is
developed by Lauge Fulgsang Nielsen and is documented in
References 11 and 12. The angular deflection, ζ, becomes:
(2.70)
Now, in order to determine the constant BC, the boundary
condition at x=L must used, and the partial derivatives of
Equation 2.70 are substituted into the boundary condition,
Equation 2.64, at x=l to get:
(2.71)
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Substitute the boundary condition result, Equation 2.71,
into the solution Equation 2.70 to get the following:
(2.72)
The compliance frequency response function at x=L becomes:
(2.73)
Manipulate Equation 2.73 to get the following:
(2.74)
Introduce Equation 2.68, β2=ω2ρL2/G to get:
(2.75)
If one defines α to equal the ratio on the left hand side
of Equation 2.75 as follows:
(2.76)
The transcendental equation that was originally identified
in Section 2.3 results:
α=βtanβ

(2.77)

The only difference between this equation and Equation 2.30
is the ratio α. In this case the α term is based on the
frequency response function, H(ω), which is a complex
number consisting of real and imaginary terms.
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CHAPTER III TRANSCENDENTAL EQUATION SOLUTIONS
3.1 Introduction
This chapter will address techniques to solve the
transcendental equation determined in Chapter 2, given by
Equation 2.30 as α=βtanβ. Two techniques will be explored
as a means of determining the roots of the transcendental
equation. The first technique utilized is the NewtonRaphson approach with the work presented being based on
efforts by Richard L. Burden and J. Douglas Faires
(Reference 13), as well as class notes presented by Charles
Limbaugh (Reference 14). The second technique utilized is
the perturbation approach as presented by David C. Wilcox
(Reference 15), as well as class notes presented by Dr.
Joseph Majdalani (Reference 16). Both approaches employ
the Taylor series as the foundation of the technique, and
both provide acceptable solutions. The Perturbation
technique will be shown to provide a more elegant and
simple result.
3.2 Newton Raphson
The Newton-Raphson method is a powerful and well known
numerical approach for solving root finding problems. A
straightforward method for introducing the Newton-Raphson
method is with the Taylor series polynomial. Let po exist
in the domain of a and b, po Є [a,b], and is an
approximation to the solution p of f(x)=0 such that f’(x)≠0
and |p-po| is small. Then consider the first Taylor series
polynomial for f(x) expanded about po, and evaluated at x=p
as:
(3.1)
where ξ(p) exist between p and po. Since the solution is at
a root, then f(p)=0, and Equation 3.1 becomes:
(3.2)
The Newton-Raphson method is completed by assuming that
since |p-po| is small, the term involving (p-po)2 is much
smaller, so much so that it is assumed to approach zero,
and then Equation 3.2 can be written as:
(3.3)
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Now solving for p gives the solution as:
(3.4)
Equation 3.4 allows for the iterative technique associated
with the Newton Raphson method, which starts with an
initial approximation po and generates the sequence
by:
(3.5)
The approximations pn are obtained using successive
tangents, starting with the initial approximation po. The
approximation p1 is the x-intercept of the tangent line of
the function, f, at (po, f(po)), and the approximation p2 is
the x-intercept of the tangent line of f at (p1, f(p1)) and
so on until the desired tolerance is achieved. A drawback
to the Newton Raphson methodology is that the initial
estimate, po, needs to be sufficiently close to the desired
solution such that (p-po)2 is small.
3.3 Newton Raphson Algorithm
The algorithm shown is a MATLAB function developed by the
author to perform the Newton-Raphson method. The NewtonRaphson function is written specifically to solve the
Equation 2.30 rearranged in the form βtanβ-α=0. The inputs
are the initial estimate for β defined in the function as
po, the value for α defined in the function as a, the
tolerance required in the solution defined as tol, and the
maximum number of iterations defined as nmax. The output
of the function is the approximate solution of β or p and
the iteration number.
MATLAB Function 4. Newton Raphson iteration method for
determining the roots of a function.
function [sp] = newtonraphson(po,a,tol,nmax)
%The Newton Raphson Iteration Method for determining the
roots of a function
%po= The initial guess.
%a= constant
%tol= The tolerance of convergence.
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%nmax= The maximum number of iterations to attempt.
%neq= The number of equations being considered.
%Written by Russell S. Garner
%U.S. Army Aviation & Missile Research Development &
Engineering Command.
%Revision: 1.0 Date: 15 June 2010
disp('Newton Raphson Method');
disp('
n=
p=');
i=1;
while i<=nmax
p=po-(po*tan(po)-a)/(tan(po)+po*(sec(po))^2);
n=i;
if abs(p-po)<tol
sp=p;
i=nmax;
end
i=i+1;
po=p;
n1(n)=n;
p1(n)=p;
end
array1=[n1' p1'];
disp(array1);
if i==nmax
disp('The Newton Raphson Iteration Method failed after No
iterations,No=');
end
The MATLAB Newton-Raphson method was used to determine the
roots of the transcendental equation α=βtanβ for various
values of α, and the results are presented in Table 2.1.
The results presented in Table 2.1 are identical to those
presented in Reference 10, which therefore confirms the
results of the MATLAB Newton Raphson function.
3.4 Perturbation Method
In this section solutions to the transcendental equation
defined in Chapter 2 will be investigated utilizing
perturbation techniques. First, the zeroth order term will
be determined and then the solution for the higher order
terms will be solved. Both of these approaches will be
implemented with regular perturbation expansion using the
Taylor series expansion for tan(x).
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3.4.1 Leading Order Solution
The two-term Taylor series expansion for tan(x) is given
as:
(3.6)
The truncated two-term Taylor series expansion accurately
describes the tan(x) function over the domain of [-1,1].
The regular perturbation method for the second order,
(O(ε2)), expansion is given as:
(3.7)
The transcendental equation given Equation 3.20 can be
rearranged as:
(3.8)
Substituting Equation 3.6 and 3.7 into Equation 3.8 to get
the following:
(3.9)
Expand the equation and ignore or eliminate order of two,
O(ε2), terms and higher to get:
(3.10)
Separating the lead order and first order terms and
collecting in two equations as follows:
(3.11)
(3.12)
Manipulate the leading order equation to get the following:
(3.13)
Solve using the quadratic equation and the positive
solution is the following:
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(3.14)
This equation matches the results obtained by the NewtonRaphson method that are printed in Table 2.1 as long as the
ratio for α is less than or equal to 1.0 (α≤1) due to the
domain restrictions of the truncation of the Taylor series
used in the derivation. This provides a direct linear
calculation of β based on the ratio α and is much simpler
approach than the Newton Raphson method that not only
requires a separate function or subroutine but also
requires an accurate initial estimate of root or solution.
3.4.2 Higher Order Solutions
To determine the higher order roots of the transcendental
equation under consideration the solution or root must be
determined as the variable increases beyond the leading
order solution. Therefore the solution can be determined
based on the limit as x approached infinity which can be
written as follows:
(3.15)
where α/x=0, which results in the following:
(3.16)
Therefore the leading order solution as x→

becomes:
(3.17)

Now utilizing the regular perturbation expansion for order
two as described in Equation 3.7 and substitute into the
transcendental equation to get the following:
(3.18)
Introducing the trigonometric identity:
(3.19)
and substituting into Equation 3.18 gives the following:
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(3.20)
From the limit result of Equation 3.17,
tan(x0)=0, and the above equation becomes:

, the

(3.21)
Again applying the Taylor series expansion for tan(εx1),
Equation 3.6, and limiting the terms to O(ε2), the above
equation can be rewritten as follows:
(3.22)
Rearrange to get the following:
(3.23)
Again, limit the equation to O(ε2) and establish the first
order solution as follows:
(3.24)
Substitute back into the regular perturbation equation,
Equation 3.7 to get the following:
(3.25)
where x0=nπ and the solution for the higher order roots of
the transcendental equation become:
(3.26)
The resulting equation provides a close approximation for
the higher order roots of the transcendental equation as
long as the ratio of α≤1. Again this result is much
simpler than the Newton Raphson procedure and produces
acceptable results out to three or four decimal places,
when compared with the results shown in Table 2.1.
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3.5 Conclusion
This chapter has successfully identified two techniques for
solving the transcendental equation under consideration.
The Newton-Raphson method is a numerical approach which
requires an accurate initial estimate of the desired root.
The perturbation method provides an easily solvable linear
solution, but the α ratio must be less than or equal to one
in order to get acceptable results. Both methods have
strengths and weaknesses but together they provide an
effective tool set for getting the desired solution.
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CHAPTER IV THE COMPLEX MODULUS METHOD
4.1 Introduction
This chapter describes how to apply the theories and
techniques described in the previous chapters to establish
a method for determining the complex moduli. The method
described here addresses the theoretical application, the
test setup, the test procedure, and the data reduction
required to determine the complex moduli. The method not
only utilizes the previously described theories and
techniques, but is based on work by Lauge Fuglsang Nielsen
and by application notes of Bruel & Kjaer as described in
references 11 and 12. The method introduces advances in
the solution techniques that produce faster and more
straight forward solutions to the transcendental equation
previously identified.
4.2 Elastic Modulus Methodology
To measure the complex modulus of elasticity of a
viscoelastic bar the test apparatus has to be similar to
the longitudinal bar theory presented in Chapter 2. The
test apparatus has to cause the bar to deflect
longitudinally. The force required to deflect the bar
longitudinally has to be measured as well as the response
or deflection of the bar. The bar can be deflected with
the use of an electrodynamic shaker which imparts
sinusoidal vibration energy into the bar. In order to
distribute the vibration energy uniformly and
perpendicularly at the top surface of the viscoelastic bar,
the bar is fitted with a steel cap that is considered to be
rigid since its resonance frequencies are outside the
frequency range of interest. The force imparted by the
shaker can be measured with a small force transducer, and
the response can be measured with an accelerometer.
The
test description above is shown in Figure 4.1.
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Figure 4.1 Test Setup For The Modulus of Elasticity.

The test apparatus shown in Figure 4.1 is a plausible test
setup for measuring the complex modulus of elasticity. The
material under test and the steel cap are similar to the
bar shown in figures 2.2 and 2.3, and if the assumption of
a sinusoidal shaker excitation is made then the theory
presented in section 2.4 will apply. The result of section
2.4 is the transcendental equation, Equation 2.55, given
as:
(4.1)
Where the ratio α from Equation 2.54 is as follows:
(4.2)
and the β term from Equation 2.47 is as follows:
(4.3)
From the solution of these three equations the complex
modulus of elasticity can be determined from the measured
FRF, H(ω). The FRF can be calculated by measuring the
sinusoidal excitation force and the acceleration response
of the bar, where the excitation force represents the input
and the response represents the output such that the FRF is
equal to the output divided by the input, given as:
(4.4)
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where Gxx is the auto spectral density function in the
frequency domain of the input force, x, and Gxy is the cross
spectral density function of the output response, y and the
complex conjugate of the input force, x. The measured
accelerance FRF as defined by Equation 1.62 has to be
converted or integrated to get the compliance FRF, Equation
1.58, which is accomplished by dividing by ω2. The
compliance FRF has at each frequency line a real and
imaginary number that can be used to calculate the α ratio
as described in Equation 4.2 assuming the physical mass
characteristic of the viscoelastic bar and steel cap have
been measured. The next step is to solve the
transcendental equation for β utilizing the perturbation
technique described in section 3.4.1 which resulted in a
solution for β given by Equation 3.14, and given here as
follows:
(4.5)
Finally, the complex modulus of elasticity associated with
the viscoelastic bar is calculated from Equation 4.3 and is
presented here as follows:
(4.6)
where the physical properties (m=mass, L=length, and
A=area) of the bar are known or measured. The loss factor,
ε, can be calculated for the material under test by
utilizing the real and imaginary components of the complex
elastic modulus, given as:
(4.7)
The modulus results can now be presented in terms of real
and imaginary or magnitude and loss factor. A MATLAB
function was developed to accomplish the above solution
technique based on a measured force input and acceleration
response output and the properties of the material under
test. The force input and acceleration output were Fourier
transforms in the form of magnitude and phase, and were
contained in a data file. The instrumentation used to make
the measurements is presented in section 4.5 “Elastic
Moudulus Test Setup.” The properties of the material under
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test required for the function input consisted of the
diameter, length and weight, and the weight of the top cap.
The function plots the desired results, and outputs complex
modulus magnitude and loss factor as a function of
frequency. The MATLAB function is shown in Appendix A.
This section has attempted to bring the theory presented in
the previous chapters together to define a process or
methodology for determining the complex modulus of
elasticity of a viscoelastic bar.
For comparison purposes the dynamic stiffness FRF is used
to estimate the complex elastic modulus at low frequency.
The dynamic stiffness FRF received its name because its
units are the ratio of force to displacement. For an axial
loaded longitudinal bar the stiffness is given as:
(4.8)
where k is the stiffness, E is the modulus of elasticity, A
is the area and L is the length. Therefore, by multiplying
the dynamic stiffness FRF by L/A an estimate of the complex
modulus can be obtained. The dynamic stiffness FRF is a
complex quantity and is equal to the inverse of the
compliance FRF as described in Section 1.7. Since, the
modulus calculated by the dynamic stiffness FRF is complex
the loss factor can be calculated by ε=E”/E’. The use of
the dynamic stiffness FRF to calculate the complex modulus
is a classical approach. The problem with this method is
that it is only valid at low frequency, where the inertial
effects of the resonance are not influencing the results.
4.3 Test Specimen
The selection and preparation of the test specimen is
critical in the determination of the complex modulus of
elasticity for the material under test. The test specimen
which represents a longitudinal bar acting as a SDOF system
must have dimensions that allow the stiffness of the bar to
be small enough such that its required deformation can be
achieved by the shaker utilized in the test over the
frequency range of interest. The stiffness of an axial
loaded bar is given in Equation 4.8 The ratio of the area
to length needs to be considered when sizing the test
specimen. If the test specimen becomes too stiff the
shaker will not be able to generate enough force to deflect
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the test specimen. This will result in poor measurement
quality and must, therefore, be avoided. The test specimen
requires greater deflection at lower frequencies than at
higher frequencies to achieve an equivalent acceleration.
Therefore, the test specimen FRF can be measured at lower
frequencies by manipulating the vibration control profile
such that less acceleration is required at the lower
frequencies. This is particularly true when the material
under test is from thin sheet material.
In order to obtain satisfactory results for the complex
elastic modulus of the material under test, the stiffness
of the test specimen and the levels of the sinusoidal
excitation must be considered. The deflection and
stiffness of the test specimen cannot be greater than the
deflection and force generated by the shaker, respectively.
4.4 Static Elastic Modulus
The lack of data for the ethylene propylene diene monomer
(EPDM) cord stock required a static elastic modulus test be
conducted to provide data to compare the dynamic complex
elastic modulus results. The engineering elastic modulus
was calculated based on the slope of the stress strain
data. The stress and strain were calculated using
equations 4.9 and 4.10 as described:
(4.9)
Δ

(4.10)

where ζ is the stress, P is the load, A is the area, Є is
the strain, ΔL is the change in length, and L is the
original length. The static elastic modulus test was
conducted utilizing an Instron Tension Test Machine, and a
one inch gage length extensometer to record the strain.
The static modulus testing on the EPDM cord stock was
conducted by the U.S. Army AMRDEC Aerospace Materials
Function. This not only provides a static elastic modulus
data point for comparison purposes but also provides an
independent source for the modulus data.
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4.5 Elastic Modulus Test Setup
An aluminum test frame is clamped to the large rigid mass
of the slip table used as the rigid base, and the shaker is
suspended from the aluminum test frame with elastic bungee
cord. The bungee cord isolates the shaker from the modes
of the test frame. The test setup used to measure the
complex modulus of elasticity for a viscoelastic material
sample is shown in Figure 4.2.

Figure 4.2 Complex Modulus of Elasticity Test Setup.

The stinger imparts the excitation force from the shaker
into the stainless steel top cap. The modes of the stinger
must be understood to ensure the stinger modes do not
significantly affect the FRF measurement. Also of critical
importance is the alignment of the stinger and top cap of
the material under test. For the test setup shown in
Figures 4.2 and 4.3 a shorter stiffer stinger increased the
the resonant frequency of the stinger, thereby producing
better results. As shown in Figure 4.3, the force
transducer is the interface between the stinger and the
stainless steel top cap, and measures the input force
excitation.
The response is measured with an
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accelerometer, as shown in Figure 4.3, and the
accelerometer mounting block is bonded onto the side of the
force transducer.

Figure 4.3 Specimen & Instrumentation Test Setup.

The test instrumentation consisted of a force transducer
and two accelerometers, one for measuring the material
response and the other for the feedback control loop. The
force transducer is a PCB Piezotronics Incorporated Model
208C02 Serial Number 18976.
This force transducer has a
measurement range of ±100 lbf and a frequency response
range between 0.001 and 36,000 Hz within 5% accuracy as
described by the data sheet shown in Appendix E.
The
response accelerometer is a PCB model 353B18, and the
control accelerometer is a Bruel & Kjaer Delta Tron
Accelerometers Type 4397 Serial Number 30818. The PCB
accelerometer has a measurement range of ±500 g pk, and a
frequency range of 1 to 10,000 Hz within 5% accuracy as
described by the data sheet shown in Appendix E. The Bruel
& Kjaer accelerometer has a measurement range of ±750 g pk,
and a frequency range of 4 to 2,500 Hz within 5% accuracy
as described by the data sheet shown in Appendix E. The
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shaker is a model 2100E11 shaker from The Modal Shop, Inc.
which is controlled with a Vibration Research Corporation
Model 8500 Vibration Control System. The vibration system
excited the material bar under test with sinusoidal sweep
input. The Bruel & Kjaer control accelerometer is placed
on the shaker head as shown in Figure 4.3.
The top cap is a 5.08 cm diameter stainless steel disc with
a mass of approximately 149.5 grams or 8.5x10-4 lbfs2/in.
The 5.08 cm diameter stainless steel top cap was machined
with a 10-32 threaded hole to accept the force transducer.
The material under test is an ethylene-propylene diene
monomer rubber, referred to as EPDM, which is bonded to the
top cap and base with a 3M Scotch-Weld instant adhesive
(CA40) that is specifically formulated for EPDM, rubber,
and plastics. The test specimen is also bonded to an
aluminum bottom cap that can be bolted to a rigid fixture.
It was observed that the alignment of the test setup is a
crucial element to obtain accurate data. Therefore, care
should be taken in the bonding process of the test specimen
to the top cap and base plate so that the proper alignment
occurs in the setup. The EPDM material under test was cut
from 1.59 cm cord stock. The EPDM cord stock has a
measured diameter of 1.59 cm with the following physical
properties: mass≈3.5 grams, area≈1.99 cm2, length≈1.42 cm.
4.6 Temperature Consideration
Viscoelastic material properties are very sensitive to
temperature, and therefore the temperature environment in
which the viscoelastic material must operate must be
understood. In aerospace applications the temperature
environment can extreme be, although usually a range of 40oC to +82oC will meet most application requirements.
Therefore due to the importance of understanding the
effects of temperature on the properties of viscoelastic
materials, an effort was made to determine the elastic
modulus over a temperature range.
A Standard Environmental Systems Inc. Model RK/10C
temperature chamber did not meet the rigidity requirements
for the complex modulus testing. Therefore, a separate
foam temperature chamber was developed for the complex
modulus tests in which air was circulated from the
environmental chamber into the foam box as shown in Figure
4.4.
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Figure 4.4 Temperature Chamber For Elastic Modulus Tests.

The foam chamber was double lined with two inch thick
panels creating a four inch wall thickness. A Fantech
inline centrifugal fan was used to circulate the air
between the two temperature chambers. The duct lines where
double layered with a six inch line overlapping a four inch
line. The doubling of the foam chamber walls and the duct
line were implemented to reduce the temperature loss in the
circulation system. A considerable amount of insulation
was place around the fan in an attempt to reduce losses
associated with the inline fan.
The environmental chamber has the capability to cool the
air in the chamber down to approximately -50oC, but with the
additional load of the foam chamber and losses in the
system this cooling capacity was reduce to approximately 35oC. There were four thermocouples used in this test
setup. There were two thermocouples at the environmental
chamber, one at the supply intake (-35oC) and one at the
return outlet (-19.5oC).
The temperature loss in the
circulation system resulted in approximately 15oC
temperature difference between the supply and the return.
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There were also two thermocouples in the foam chamber, one
monitored the air temperature and the other monitored the
material under test. The material under test could only
get down to approximately -16.7oC, while the air temperature
was about 3.2 degrees cooler or -19.5oC. This additional
loss was due to the heat transfer of the magnesium base
plate, which the foam box only partially covered. To
minimize the heat transfer between the magnesium base plate
supporting the test and the material under test a zirconium
plate approximately 0.635 cm thick was placed between the
aluminum base plate and the magnesium plate. Although the
steel bolts that mounted the base plate still conducted
heat between the magnesium plate and the material under
test. The zirconium plate reduced the temperature
difference between the air temperature and the material
under test down to -15 degrees Celsius.
4.7 Vibration Controller Setup Procedure
The excitation input to the shaker, the data acquisition
associated with force transducer input, and the
accelerometer output are a critical part of the methodology
for determining the complex modulus. The shaker control
and transducer responses data acquisition was performed
with a Vibration Research (VR) Corporation Model 8500
Vibration Control System. The vibration input level was a
1g peak amplitude sinusoidal vibration that was swept from
20 to 2000 Hz. The amplitude and frequency range were
input through the VR profile table as shown in Figure 4.5.
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Figure 4.5 Vibration Research Controller Profile Setup.

The VR controller was programmed to perform one sweep from
20 Hz to 2000 Hz. The sweep rate was set to perform a
sweep of 200 Hz per minute, as shown in Figure 4.6, which
required a duration of approximately ten minutes to
complete.

Figure 4.6 Vibration Research Controller Sweep Rate Setup.

The lines of resolution of the Fourier transform were set
to 2000 which provided a one hertz bandwidth and a period
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of 20 msec. The VR controller auto selected the sample rate
of 43402 samples per second. The data acquisition
parameters were set in the parameters tab of the settings
window, as shown in Figure 4.7.

Figure 4.7 Vibration Research Acquisition Parameters Setup.

The data was monitored during the sweep to insure quality
of the data was as desired, and this was accomplished by
setting up transmissibility and phase graphs within the VR
control window. The graph setting’s window is shown in
Figure 4.8.
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Figure 4.8 Vibration Research Graph Setup.

The VR control window contained four graphs which were the
output drive, the acceleration profile, the
transmissibility, and the phase. The output drive is the
voltage signal sent to the amplifier of the shaker, and the
acceleration profile is a graph that demonstrates the
control accelerometer is responding to the desired input
profile. The transmissibility which is similar to the FRF
and the phase graphs are used to ensure the measurements do
not contain undesirable resonances. The VR control window
is shown in Figure 4.9.

Figure 4.9 Vibration Research Control Window.
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4.8 Complex Shear Modulus
The method for determining the complex shear modulus
associated with viscoelastic materials is almost identical
to the method for determining the complex elastic modulus.
Therefore the discussion presented here will address the
differences or changes between the two methods. The shear
modulus method has the same transcendental equation as
previously presented for the elastic modulus. The
difference is that the ratio for α defined by Equation 2.76
is complex, and it is presented here as:
(4.11)
where J is the polar moment of inertia, ρ is the density, L
is the length of the shaft, Id is the mass moment of inertia
of the end mass, and H is the FRF. The β term for the
complex modulus also changes as defined by Equation 2.68
and is presented here as:
(4.12)
where G is the shear modulus. Another difference is with
the FRF. The FRF is based on an output response divided by
an input force, but for the shear modulus the output
response should be an angular acceleration in rad/s2 and the
input force should be a torque in N-m. The instrumentation
is still the PCB force transducer and the PCB accelerometer
that was previously used for the elastic modulus tests.
For the shear modulus case, the input force and output
acceleration are applied to the end mass on the side in the
radial direction as shown in Figure 4.10.
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Figure 4.10 Input & response configuration of the end mass for shear modulus test.

In this configuration the torque applied is calculated by
multiplying the input force by the moment arm. The
measured acceleration is the tangential acceleration. The
angular acceleration is calculated by dividing the
tangential acceleration by the position vector measured
from the center of the disk to the tangential acceleration
vector which is equivalent to the moment arm of the torque.
The remaining procedure follows the elastic approach. A
MATLAB function entitled rgcmplxmod1 was created to carry
out the calculations for determining the complex shear
modulus.
The complex shear modulus test setup was also very similar
to the elastic modulus setup, and the test setup discussion
will address the differences. The shear modulus test setup
mounted the test specimen horizontally which required the
fabrication of a two perpendicular plates with gussets that
were referred to as book ends. The test specimen was
mounted to the wall of the book end, and the shaker
suspended above generating the sinusoidal force as shown in
Figure 4.11.
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Figure 4.11 Complex Shear Modulus Test Setup.

The end mass was modified for the shear test by adding a
tab or platform on each side to provide a surface for
instrumentation and a way to input the force. The surface
of the tab was level with the centerline of the end mass
which ensured the force input vector and the acceleration
response vector were tangential to the circular arc around
the end mass as shown in Figure 4.12.
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Figure 4.12 End Mass With Instrumentation.

The shear modulus test still had the material specimen
sandwiched between the base plate and the end mass, but for
the shear modulus test the thinner material performed
better. Therefore the material samples were kept between
0.84 and 1.27 cm. The longer samples had too much bending
and did not yield satisfactory data. A test specimen
attached to the book end is shown in Figure 4.13.

Figure 4.13 Shear Modulus Test Specimen.
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CHAPTER V MODULUS RESULTS
5.1. Introduction
In this chapter the results from the method for determining
the complex moduli are presented. These results are
presented in the form of magnitude and loss factor. This
chapter also presents static modulus results obtained from
an Instron tension tester. The purpose is not only to
present the dynamic behavior of the elastic modulus, but
demonstrate that as the frequency tends towards zero or the
static state the modulus approaches the static modulus
obtained with the Instron test. This was done to
demonstrate the accuracy of the method. The accuracy of the
modulus test method was also demonstrated through finite
element analysis techniques as presented in Appendix B.
The effects of temperature on the complex elastic modulus
are presented in this chapter, as well as the shear modulus
results.
5.2. Complex Elastic Modulus Results
The complex elastic modulus, E*, presented here is based on
the compliance FRF, H(ω), as presented in section 1.7 that
is manipulated based on longitudinal bar theory with a
sinusoidal excitation applied to an end mass as described
by Equations 2.54 and 2.55. The compliance FRF, H(ω), is
used by Equation 2.54 to calculate the α term of the
transcendental equation, Equation 2.55. The β term of
Equation 2.55 is calculated with the solution technique
presented in Equation 3.14. The modulus is then calculated
using Equation 2.47 based on the solution for β at each
frequency of the FRF. Also, presented for comparison
purposes, the dynamic stiffness FRF, presented in section
1.7 which is the inverse compliance FRF, is multiplied by
the ratio of length and area (l/A) of the bar, which has
been a classical approach to determining the elastic
modulus at low frequencies [Ref. 11]. At higher
frequencies, the inertia effects of resonances distort the
results to the point that they are no longer representative
of the modulus. The method for determining the complex
modulus presented in Chapter IV removes the resonant
effects or shifts the resonance effects of the inertia to a
higher frequency thereby increasing the frequency range
where the results are valid. The results from the 5/8 inch
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EPDM cord stock material cut to a length of 1.42 cm is
shown in Figure 5.1 which depicts three plots, the top plot
is the compliance FRF, H(ω), the middle plot is a
comparison of the two methods (resonant & nonresonant) for
calculating the elastic modulus magnitude, |E*|, and the
bottom plot presents the resonant and non-resonant loss
factors, ε.

Figure 5.1 Resonant & Non-resonant Modulus Magnitude & Loss Factor From Compliance FRF.

The compliance FRF shown in the top plot of Figure 5.1
depicts the longitudinal resonance of the bar to be at 377
Hz, and the shape of the curve provides insight into
understanding the magnitude and loss factor curves. The
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middle plot of Figure 5.1 demonstrates that the two methods
yield similar results at low frequency, and it is clear
that the removal of the resonance provides a continuous
curve for the elastic modulus magnitude with no
inaccuracies or dips due to resonance. The results
presented provide accurate elastic magnitude, |E*|, data to
a maximum frequency of 500 Hz. The elastic modulus should
asymptotically approach the maximum value with the increase
in frequency. The loss factors shown in the bottom plot of
Figure 5.1, describe how the resonance impacts the loss
factor, ε, and how the loss factor varies with frequency.
The results presented in this section are based on data
acquired at room temperature, and are used to demonstrate
the validity of the method. Three samples were prepared
from 1.59 cm EPDM cord stock. The three samples were cut
to lengths of 1.42 cm, 1.86 cm and 2.70 cm, and weighed to
be 3.5 gram, 4.5 gram and 6.3 gram, respectively. The end
mass consisted of a stainless steel cylinder 5.08 cm
diameter by 0.9525 cm long, with a weight of 149.5 grams,
and was bonded onto the samples. The end mass is referred
to as the top cap. An aluminum base plate with ¼-28
threaded holes was also bonded onto the bottom of the
sample to allow easy installation into the test setup. The
sinusoidal excitation was then applied to the top cap of
samples and the FRF for each sample was measured. The
complex elastic modulus was calculated utilizing the MATLAB
function rcmplxmod4 as described in Chapter 4. The
resulting elastic modulus magnitudes are presented in
Figure 5.2.
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Figure 5.2 Room Temperature Elastic Modulus Magnitude, E.

The elastic modulus, |E*|, results presented in Figure 5.2
represent the magnitude of the complex elastic modulus, E*,
described in Equation 1.4. The complex modulus was
determined by first utilizing the compliance FRF, H(ω), as
described by Equation 1.58 to determine the α term defined
by Equation 2.54, and then solving the transcendental
equation, Equation 2.55, with the perturbation solution,
Equation 3.14, for the β term. Once the β term was known
the complex modulus was calculated using Equation 2.37.
This process is discussed in greater detail in Section 4.2.
The elastic modulus magnitude results from the three
samples measured produced similar results both in the
magnitude levels and the shape of the curves. The average
modulus is shown in Figure 5.2. The loss factors for the
three samples and the average are shown in Figure 5.3.
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Figure 5.3 Room Temperature Loss Factor, η.

The loss factor, ε, is the ratio of the imaginary and real
terms of Equation 1.4, and the loss factor is the ε term in
Equation 1.5. The loss factor is determined by utilizing
the compliance FRF, H(ω), Equation 1.58, to calculate α,
defined by Equation 2.54, and then solving the
transcendental equation, Equation 2.55, for β which yields
the complex modulus, E*, solution through Equation 2.47.
The results shown in Figure 5.3 for the loss factor are
also very consistent. There are some anomalous results
that show up in both Figures 5.2 and 5.3 at 215 Hz and 243
Hz, and are much more predominant in the loss factor
results. These anomalies are due to the resonance of the
stinger used to transfer the sinusoidal excitation into the
top cap. The data plots depicting the compliance FRF,
resonant and nonresonant elastic modulus magnitudes, and
the resonant and nonresonant loss factors are shown in
Appendix C.
In the course of developing this method for determining the
complex modulus, the real and imaginary terms of the
complex modulus were investigated. The real term
represents the storage modulus, E’, which is the actual
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modulus of the material based on Equation 1.4, and
therefore warrants a close inspection and understanding.
The real term, E’, for the 1.42 cm sample, which is
representative of the data from the three samples, is
plotted for both the resonant and non-resonant methods as
shown in Figure 5.4, which demonstrate the effects of the
mathematical process. The resonant real term in Figure 5.4
is determined using the dynamic stiffness FRF that is
discussed in Section 1.7, and determined by the inverse of
the compliance FRF, Equation 1.58. The elastic modulus
associated with the resonant method multiplies the dynamic
stiffness by the ratio of Length/Area of the bar under
test. The non-resonant method real term in Figure 5.4 is
based on measuring the compliance FRF, Equation 1.58,
solving α and β defined by Equation 2.54 and 2.55
respectively, and then solving for the elastic modulus, E*,
with Equation 2.47.

Figure 5.4 Real Modulus For Sample 0.62"x0.559".

The resonance of the 1.42 cm sample occurs at 377 Hz as
demonstrated in Figure 5.1 and this is approximately where
the root of real term of the resonant method occurs as
described by Figure 5.4. Then after the complex method is
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applied and the inertial effects of the resonance are
removed the shape of real term has changed. The curvature
or slope of the curve has been significantly reduced, and
the point at which the root occurs has been significantly
shifted out to a higher frequency, as shown in Figure 5.4.
This change in slope of the curve allows the effective
frequency range of accurate modulus data to be extended.
The extent to which the frequency range can be extended is
assumed to end at the point the slope of the real modulus
data changes.
Some interesting artifacts are associated with the
imaginary term of the complex modulus. While the classic
resonant method shifts the imaginary term by the ratio of
the length to area (L/A), the non-resonant method is based
on the solution of the transcendental equation, Equation
2.55, to determine β and then determine the modulus based
on Equation 2.47. The results from these two methods (nonresonant & resonant) for the 1.42 cm sample, which is
representative of the three samples tested, produce results
that are exactly the same over a significant portion of the
frequency range under test, as shown in Figure 5.5.

Figure 5.5 Imaginary Modulus For Sample 0.62"x0.559".
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The imaginary results shown in Figure 5.5 are exactly the
same out to a frequency of approximately 1326 Hz, and then
the two curves separate but still follow similar trends.
The separation of the two curves occurs just prior to the
root of the real term of the non-resonant method shown in
Figure 5.4.
5.3 Static Modulus Results
The static modulus, E, test was conducted by the U.S. Army
AMRDEC Aerospace Materials Function utilizing an Instron
Tension Test Machine. A one inch gage length extensometer
was used to record the strain. The extensometer’s maximum
deflection is 50% of the gage length or 1.27 cm. The
purpose of the extensometer is to ensure the localized end
effects caused by constraining the material in the jaws of
the Instron test machine do not impact the results. The
resulting stress-strain diagram is presented in Figure 5.6.

Figure 5.6 EPDM Cord Material Stress-Strain Diagram.

The slope of the curve is steeper initially, but then
follows a linear path. This is an indication that the
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material is within the linear portion of the stress-strain
diagram. If the deflection had been allowed to get larger
the curve would eventually begin to roll over toward the
horizontal, and thereby enter the nonlinear region of the
stress-strain diagram. In the linear region, the slope of
the curve is the static elastic modulus of the material
under test. Another way to look at the data is to
calculate the modulus by dividing each stress, ζ, data
point by the corresponding strain, ε, data point. Then
plot the modulus versus strain as shown in Figure 5.7.

Figure 5.7 Modulus Versus Strain For EPDM Cord Stock.

Figure 5.7 demonstrates the variation of the static modulus
of elasticity to be between 4.6 and 7 MPa. The average
value for the static modulus is 5.19 MPa. The results
presented here for the static modulus of elasticity shall
provide the criteria for the dynamic modulus as the
frequency approaches zero.
5.4 Comparison of Static & Dynamic Elastic Modulus
The comparison of the static and dynamic elastic modulus is
performed to validate the continuous bar method. The
elastic modulus based on compliance FRF was determined over
the frequency range from 20 to 500 Hz. Therefore, in order
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to compare the dynamic modulus with the static modulus the
dynamic modulus would have to be extended down to zero
frequency, or the static condition. This was accomplished
utilizing a least squares algorithm (Appendix A MATLAB
Function 5). A first order least squares fit of the
elastic modulus magnitude data was performed over the
linear section from 20 to 115 Hz for the three samples and
the average. An example of the least squares fit to the
modulus data is shown in Figure 5.8.

Figure 5.8 Least Squares Fit Modulus Data.

The least squares fit overlays the linear section of the
elastic modulus data very closely, and can be used to
predict where the modulus will intersect the ordinate axis.
The 1st order equations for the modulus data were compared
with the static modulus results as described in Table 5.1.

68

Table 5.1 Percent Difference Of Dynamic & Static Modulus.

Sample
1st Order
Eqn
Ordinate
Value
%
Difference

1.59 x 1.42 cm

1.59 x 1.86 cm

1.59 x 2.70 cm

Avg E

Static E

0.28x + 5.5

0.29x + 5.41

0.355x + 6.18

0.31x + 5.6

4.8-7

5.46

5.41

6.18

5.68

5.19

5.2

4.2

19.0

9.44

0.00

The percent difference data presented in Table 5.1 indicate
the dynamic and static results are similar. The dynamic
modulus for all samples is within the range of static
modulus results, with a percent difference of 4% to 19% of
the average static modulus. These results provide
confidence in the complex modulus results.
5.5 Complex Modulus Temperature Results
In section 1.3 the effects of temperature on viscoelastic
material were presented. The state or phase for
viscoelastic material to be useful as a damper occurs in
the transition and rubber regions, as described in Figure
1.1. The Figure 1.1 demonstrates that as the temperature
decreases over the transition and rubber regions, the
modulus and loss factor of viscoelastic material increase,
but it is in the rubber region where these properties are
most constant. Therefore, temperature tests were performed
on the EPDM material to demonstrate the temperature
performance. The temperature tests were performed in
accordance to section 4.6, and were conducted with the EPDM
sample that measured 1.59 cm x 1.86 cm. The temperature of
the material sample under test was varied over the
temperature range of -16.4oC to 60oC. The material sample
under test was placed in the test setup and the foam
chamber placed over the test setup was sealed with aluminum
tape. The chamber was allowed to stabilize at -19.5oC which
resulted in a test material temperature of -16.4oC. The
temperature was incrementally increased and data collected
at each temperature (presented in Appendix D). The sample
material was allowed to soak for an hour at each
temperature before collecting data. The thermocouple
showed the temperature sample material to be stable after
this, one hour, soak time. The complex modulus magnitude,
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|E*|, versus frequency data was plotted to show how the
modulus varies over temperature, as shown in Figure 5.9.

Figure 5.9 Elatic Modulus Temperature Variation.

The complex elastic modulus magnitude temperature results
presented in Figure 5.9 follow in accordance with
theoretical predictions. The modulus magnitude decreases
with an increase in temperature. Figure 5.9 also
demonstrates that at higher temperatures the variation in
modulus is reduced. There seems to be three or four groups
of temperatures where the modulus variation is similar.
For example the variation in modulus curves over the
temperature range -16.4oC to -9.44oC are similar. The
variation then decrease over the temperature range from 6.11oC to 28.3oC, and then a variation decrease occurs over
the temperature range from 39.4oC to 60oC. This decrease in
variation as a function of increasing temperature is an
indication that the EPDM material is leaving the transition
region and entering the more constant rubber region. There
is also a variation associated with frequency that is
demonstrated in Figure 5.9, where the modulus increases
with an increase in frequency. This is particularly true
for the lower temperature results.
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The loss factor, ε, has a similar performance to the
modulus as the material changes regions from the transition
region to the rubber region as described by Figure 1.1.
The complex elastic modulus loss factor temperature results
are presented in Figure 5.10.

Figure 5.10 Loss Factor Temperature Variation.

The data in Figure 5.10 demonstrate the variation at the
lower frequency range is less than the variation at the
higher frequency range. The data in Figure 5.10 also
demonstrates that as the temperature increases the
variation in loss factor, ε, gets smaller and converges.
Again the loss factor variation changes over different
ranges of temperature, for example -16.4oC to -3.3oC the
variation exhibits a pattern, and from 1.4oC to 18.3oC the
variation exhibits a tighter pattern. Above 18.3oC the loss
factor has converged to a specific value. The data in
Figures 5.9 and 5.10 show that once the temperature reaches
13.3oC the differences/variation in the modulus and loss
factor are significantly reduced. Therefore, when compared
with the variation associated with Figure 1.1, it appears
that EPDM material changes regions from transition to
rubber around this 13.3oC temperature.
The elastic modulus magnitude, |E*|, and loss factor, ε,
data were plotted versus temperature at six frequencies to
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attempt to gain further insight into the phase of the EPDM
over the temperature range tested. The elastic modulus and
loss factor were tabulated at frequencies 20, 50, 100, 300,
400, and 500 Hz. The elastic modulus and loss factor data
was then plotted versus temperature as described in Figures
5.11 and 5.12.

Figure 5.11 Elastic Modulus Magnitude Versus Temperature.

Figure 5.12 Loss Factor Versus Temperature.

Comparing the elastic modulus magnitude plot shown in
Figure 5.11 with the Figure 1.1 plot, it appears the EPDM
material modulus data described in Figure 5.11 is changing
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phase over the temperature range tested. If the slope and
shape of the data presented in Figures 5.11 and 5.12 are
compared with the generalized characterization plots,
Figure 1.1 from inspection it appears the material is going
from the transition phase to the rubber phase, and the data
indicates this is occurring between 13.3 and 18.3 degree
Celsius. The loss factor data shown in Figure 5.12
supports the phase change from the transition phase to the
rubber phase around this temperature range as well.
5.6 Complex Shear Modulus Results
The complex shear modulus results presented are based on
the compliance FRF, decribed by Equation 1.58 in torsional
terms and the torsional shaft theory described by Equations
2.76 and 2.77, which decribed the definition for α and the
transcendental relationship with β, respectively. The
complex shear modulus, G*, Equation 1.6, is calculated by
Equation 2.68. Again, the classical resonance approach for
estimating modulus results based on the inverse compliance
FRF or the dynamic stiffness FRF, Section 1.7, being
multiplied in this case by the ratio of the length and
polar moment of inertia (L/Js) of the shaft is presented.
The non-resonance method which removes the inertial effects
of the resonance from the FRF resulting in an estimation of
the modulus over a greater range of frequency is also
presented. The loss factor, ε, which is determined by the
ratio of the real and imaginary components of the modulus
is also presented. Figure 5.13 contains three plots
depicting the compliance FRF, the shear modulus magnitude
both resonant and non-resonant, and the loss factor for
both resonant and non-resonant.
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Figure 5.13 Resonant & Non-Resonant Modulus Magnitude & Loss Factor From Compliance FRF.

The complex shear modulus results are erroneous due to
several issues that can be identified from Figure 5.13.
The compliance FRF shown in the top plot of Figure 5.13 has
two peaks associated with the resonance over a frequency
range of 50 to 75 Hz. This is an indication that the mode
is a coupled mode resulting from a two degree of freedom
system rather than the desired single degree of freedom
system. The coupled mode could be the result of the
torsion and bending mode of the specimen under test.
Another hypothesis is that the stinger mode could be
dominating the resonance of the system. Upon closer
inspection of the loss factor graph two smaller peaks can
be seen at 30Hz and 64Hz which are representative of
stinger modes that had to be shifted to a higher frequency
range in the elastic modulus system. Also the effect of
the 30Hz mode on the FRF can be seen. The shear modulus
magnitude, shown in the middle graph of Figure 5.13, in the
low frequency range (<75Hz) has some of the desired shape,
but the magnitude values are too high to meet the required
Poisson ratio. The elevated values indicate the additional
resonances are affecting the results.
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CHAPTER VI CONCLUSIONS & RECOMMENDATIONS
The method presented in this thesis for determining the
complex modulus of elasticity is a viable approach. This
method provides accurate results for the elastic modulus
magnitude and loss factor over a significant frequency
range. The material utilized in this investigation was
EPDM 5/8th inch Cord Stock that resulted in a peak elastic
modulus value of 56.9 MPa and a minimum loss factor of 0.13
based on average results for ambient conditions as
described by Figures 6.3 and 6.4. This continuous bar
methodology provides a continuous solution in the frequency
domain for the modulus and loss factor, as opposed to
Oberst beam approach utilized by ASTM that only identifies
the modulus and loss factor at the resonances associated
with the beam. It represents a low cost application that
can be achieved with minimal equipment that should be
available in the smallest of dynamic laboratories.
Though the results for the complex elastic modulus and loss
factor are encouraging, there are several areas of study
that need to be pursued. First and foremost, an
investigation into the size of the end mass needs to be
conducted. It seems intuitive that by reducing the end
mass the natural frequency of the SDOF system would
increase, thereby increasing the frequency range of the
data that could be obtained. An optimization of the end
mass would therefore be a prudent investigation. A second
area of study would be on the size of the material
specimen. This investigation found that the specimen size
was crucial relative to the stiffness which could not be
too great or the force and deflection requirements for the
shaker would be exceeded particularly at low frequency. A
third area for future study would be the development of an
alternate approach based on the longitudinal response of a
bar with end mass subjected to base motion. The author
believes a similar technique could be developed utilizing
the forced response solution of the longitudinal bar. An
area that needs to be included when dealing with modulus
and loss factor is the reduced frequency temperature plot
[Ref. 7], which is a creative method for displaying these
two terms of the complex modulus on the same graph.
The results found through this investigation for the
complex shear modulus were less than ideal. While the
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approach has potential, the coupled mode response
represents a problem that must be overcome. The coupled
mode is the result of either or both the stinger resonance
or the bending mode of the specimen under test. The
stinger mode has the potential to be resolved by moving the
shaker closer to the force transducer and/or introducing a
stiffer stinger. Both a stiffened stinger and moving the
shaker closer to the force transducer were incorporated
into the elastic modulus test which is based on linear
motion of the system. Whereas with the shear modulus the
stinger has to have enough compliance to allow the system
to rotate even though the rotation angle is small, thereby
limiting the amount the stinger can be stiffened.
Improvements to the shear modulus approach can probably be
gained by varying the size and stiffness of the specimen
under test as well as, varying the size and moment arm of
the end mass. Investigations in these areas can lead to a
viable approach to determining the complex shear modulus.
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APPENDIX A
MATLAB Functions
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MATLAB Function 1.

Motion of the Damped SDOF System.

function [response] = dampsdof(t,dt)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% The function dampsdof plots the general solution response of a
% %
viscously damped free vibration single degree of freedom system.
%
% Call Statement dampsdof(1,0.001)
%
% Inputs:
%
% x is the time duration to generate the response (inch)
%
% dt is the time step (second)
%
% Outputs:
%
% tim = time (seconds)
%
% x = SDOF response (inch)
%
% ye = logrithmic decay
%
% Constants:
%
% Zeta = damping constant
%
% fn = natural frequency 1/second
%
% omegan = natural frequency radians/second
%
% omegad = damped natural frequency radians/second
%
% x0 = initial displacement (inch)
%
% xd0 = initial velocity (inch/sec)
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Russell Garner
U.S. Army Aviation & Missile RDEC
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
zeta=0.1;
fn=5.0;
omegan=fn*2*pi;
x0=-2.5;
xd0=10.0;
c2=(xd0+zeta*omegan*x0)/(sqrt(1-zeta^2)*omegan);
omegad=sqrt(1-zeta^2)*omegan;
tmax=t;
%dt=0.01;
m=tmax/dt;
for i=1:m
tm=dt*i;
tim(i)=dt*i;
x(i)=exp(-zeta*omegan*tm)*(x0*cos(omegad*tm)+c2*sin(omegad*tm));
ye(i)=x0*exp(-zeta*omegan*tm);
end
ye1=ye;
ye2=-ye;
response=x;
plot(tim,x,'-b');
hold on;
plot(tim,ye1,'-r');
plot(tim,ye2,'-r');
title('Under Damped Single Degree of Freedom Response');
ylabel('Damped SDOF Response');
xlabel('Time (sec)');
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MATLAB Function 2.

Logrithmic Damping Computation.

function [d1,d2,zeta] = logdec(dz)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Function logdec calculates and plots the actual logrithmic
%
% damping versus the approximated logrithmic decrement.
%
% d1 = actual logrithmic decrement as a function of % damping.
%
% d2 = approximate logrithmic dectrement as a function of % damping.%
% zeta = % damping.
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
zmax=0.9;
m=zmax/dz;
n=m+1;
for i=1:n
zeta(i)=dz*(i-1);
d1(i)=2*pi*zeta(i)/sqrt(1-zeta(i)^2);
d2(i)=2*pi*zeta(i);
end
figure;
plot(zeta,d1,'-b',zeta,d2,'-r');
xlabel('% Damping ');
ylabel('logrithmic Damping');
title('Actual Logrithmic Damping Versus Approximated Logrithmic Damping');
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Matlab Function 3 Magnitude & Phase of FRF equation.
function [r,H] = rfrfzeta(dr)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%This function rfrfzeta calculates the magnitude and phase associated %
%with the FRF from equation 15 and 16.
%
%zata=damping ratio c/cc
%
%r=frequency ration w/wn
%
%H=FRF magnitude (Xk/F)
%
%phi= FRF phase (Degrees)
%
%input dr is the delta step of the frequency ratio dr=0.01
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Russell Garner
U.S. Army AMRDEC
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
dz=0.05;
dz1=0.2;
n=11;
for i=1:n
zeta(1,i)=dz*(i-1);
if zeta(1,i)>0.1
zeta(1,i)=dz1*(i-3);
end
if zeta(1,i)>1.0
zeta(1,i)=i-7;
end
if zeta(1,i)==4.0
zeta(1,i)=5.0;
end
m1=2.5/dr;
m=round(m1);
for j=1:m
r(i,j)=dr*(j-1);
H(i,j)=1/sqrt((1-r(i,j)^2)^2+(2*zeta(1,i)*r(i,j))^2);
phi1(i,j)=atan(2*zeta(1,i)*r(i,j)/(1-r(i,j)^2));
if r(i,j) <= 1.0
r1(i,j)=r(i,j);
phi(i,j)=phi1(i,j)*(180/pi);
elseif r(i,j) > 1.0
phi(i,j)=phi1(i,j)*(180/pi)+180;
end
end
end
figure;
for i=1:n
plot(r(i,:),H(i,:),'-b','LineWidth',1.25);
hold on;
end
set(gca,'XGrid','on','YGrid','on','Xlim',[0 2.5],'YLim',[0 5]);
xlabel('Frequency Ratio (r)');
ylabel('Amplitude Ratio (Xk/F)');
title('Frequency Response Function Magnitude Vs Frequency Ratio w/ Varying
Damping');
figure;
for i=1:n
plot(r(i,:),phi(i,:),'-r','LineWidth',1.5);
hold on;
end
set(gca,'XGrid','on','YGrid','on','Xlim',[0 2.5],'YLim',[0 180]);
xlabel('Frequency Ratio (r)');
ylabel('Phase Angle (Degrees)');
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title('Frequency Response Function Phase Vs Frequency Ratio w/ Varying
Damping');
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MATLAB Function 4. Newton Raphson iteration method for determining the roots of
a function.
function [sp] = newtonraphson(po,a,tol,nmax)
%The Newton Raphson Iteration Method for determining the roots of a function
%po= The initial guess.
%a= constant
%tol= The tolerance of convergence.
%nmax= The maximum number of iterations to attempt.
%neq= The number of equations being considered.
%Written by Russell S. Garner
%U.S. Army Aviation & Missile Research Development & Engineering Command.
%Revision: 1.0 Date: 15 June 2010
disp('Newton Raphson Method');
disp('
n=
p=');
i=1;
while i<=nmax
p=po-(po*tan(po)-a)/(tan(po)+po*(sec(po))^2);
n=i;
if abs(p-po)<tol
sp=p;
i=nmax;
end
i=i+1;
po=p;
n1(n)=n;
p1(n)=p;
end
array1=[n1' p1'];
disp(array1);
if i==nmax
disp('The Newton Raphson Iteration Method failed after No iterations,No=');
end
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MATLAB Function 5. Least squares curve fit routine.
function [x2,y2,a0] = lestsqr(x,y,order)
%The function calculates the least squares polynomial of degree x.
%
%Inputs:
%x is the x data set
%y is the y data set
%order sets the order or degree of the least squares polynomial.
%dx2 is the delta x for creating the x data to calculate the polynomial
%results.
%Variables:
%sx(i) is a vector containing the summations of the x values raised to %the
appropriate power.
%sum(x^0)
sum(x^1)
sum(x^2)
sum(x^3)
sum(x^4) ...
sum(x^i)
%syx(i) is a vector containing the summations of the y values times
%
x values raised to the appropriate power.
%
sum(y*x^0)
sum(y*x^1)
sum(y*x^2)
...
sum(y*x^i)
%m is the matrix of the resulting summations, such that
%
a0*sx0 + a1*sx1 + a2*sx2 = syx0
%
a0*sx1 + a1*sx2 + a2*sx3 = syx1
%
a0*sx2 + a1*sx3 + a2*sx4 = syx2
%U is the upper triangular matrix result of gaussian reduction.
%
| sx0 sx1 sx2 : syx0 |
%
| 0 sx2 sx3 : syx1 |
%
| 0
0 sx4 : syx2 |
%a(i) is a vector containing the coefficients of the polynomial.
%
a2=syx2/sx4.
%
a1=(syx1-a2*sx3)/sx2.
%
a0=(syx0-a2*sx2-a1*sx1)/sx0.
%polynomial is y = a2*x^2 + a1*x + a0
%Written by Russell S. Garner
%U.S. Army Aviation & Missile Research Development & Engineering Command.
%Revision: 1.0 Date: 04 August 2008
%order=3;
for i=1:2*order+1
%This for statement calculates the summation
sx(i)=sum(x.^(i-1));
%of the x values raise to correct power for
end
%for all the required summations based on the order.
for i=1:order+1
%Performs the summation calculations for the y-values
syx(i)=sum(y.*x.^(i-1)); %to the correct power based on the order.
end
for i=1:order+1 %Create a matrix resulting x^i & yx^i summations.
for j=1:order+2
if j>order+1
m(i,j)=syx(i);
else
m(i,j)=sx(j+i-1);
end
end
end
[L,U]=lu(m);
for i=order+1:-1:1
if i<order+1
smold=0.0;
sm=0.0;
for j=i:order

%Solves for the Upper Triangular matrix for the
%Gaussian Reduction solution.
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sm=U(i,j+1)*a(j+1)+smold; %Sums the terms of
smold=sm;
%the Upper Triangular matrix.
end
a(i)=(U(i,order+2)-sm)/U(i,i);

%Solves for the unknown

else
a(i)=U(i,order+2)/U(i,i);
end
end
a0=a;
xmax=max(x);
%Determines max & min of x data values.
xmin=min(x);
dx2=(xmax-xmin)/max(size(x));
k=round((xmax-xmin)/dx2);%Determine no of new x data steps based on dx.
for i=1:k
x2(i)=xmin+(i-1)*dx2;
%Calculates new x data values based on dx.
end
k=length(x2);
for i=1:k
smm=0.0;
smmold=0.0;
for j=order:-1:1
smm=a(j+1)*x2(i)^j+smmold;%Sums polynomial terms a*x^i of eqn.
smmold=smm;
end
y2(i)=smm+a(1);
%Adds in the constant to the above summation.
dsmm=0.0;
%1st derivative;
dsmmold=0.0;
for j=order:-1:2
dsmm=j*a(j+1)*x2(i)^(j-1)+dsmmold;
dsmmold=dsmm;
end
dy2(i)=dsmm+a(2);
if order>1
%if statement ensures polynomial has a 2nd derivative.
ddsmm=0.0;
%2nd derivative;
ddsmmold=0.0;
%Calculates 2nd derivative of the polynomial.
for j=order:-1:2
ddsmm=order*(order-1)*a(j+1)*x2(i)^(order-2)+ddsmmold;
ddsmmold=ddsmm;
end
ddy2(i)=ddsmm+2*a(3);
end
end
x2=x2';
y2=y2';
figure;
plot(x,y)
%Plots the original data.
hold on;
plot(x2,y2,'-k'); %Plots calculated data for comparison on the plot.
title('Comparison of the polynomial with the original data.');
figure;
plot(x2,dy2,'-g');
%Plots the 1st derivative.
title('1st Derivative of the Least Squares Polynomial.');
if order>1
%if statement ensures polynomial has a 2nd derivative.
figure;
plot(x2,ddy2,'-r');
%Plots the 2nd derivative.
title('2nd Derivative of the Least Squares Polynomial.');
end
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MATLAB Function 6. Complex Elastic Modulus Routine.
function [E2cmag, LF2, frq] = rcmplxmod4(data,dia,L,wt,WT,s,f)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
rcmplxmod2(data,A,L,wt,WT,s,f)
Version IV
%
%
U.S. Army AMRDEC
%
%
Russell Garner
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Progarm Inputs:
%
%data : file contain frq, im, ip, om, op
%
%dia : diameter of material under test specimen (inch)
%
%L : length of the rubber beam (inch) (L=0.47 in)
%
%wt : wieght of test speciment (grams)
%
%WT : Wieght of metal top cap
(149.5 grams)
%
%s : sample number (integer)
%
%f : temperature of the sample (fahrenheit)
%
%Variable:
%
%frq : frequency data (Hz=1/s)
%
%im : input magnitude of the force transducer (lbf)
%
%ip : input phase of the force transducer in radians
%
%om : output magnitude of the accelerometer (g's)
%
%op : output phase of the accelerometer in radians
%
%m : mass of the viscoelastic beam (lbf-s^2/in) (m=0.0001087 lbf-s^2/in) %
%M : mass of the rigid mass the top cap(lbf-s^2/in)(M=0.000854 lbf-s^2/in)%
%A : cross section area (in^2) (A=1.96 in^2)
%
%Sample Input: rcmplxmod2(s1Ari,1.96,0.47,3.5,149.5);
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Convert inputs to desired variables
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
A=pi*(dia/2)^2;
%Area calculation
%
m=(wt*0.0022046226)/386.4; %specimen mass calculation (lbf-s^2/in)
%
M=(WT*0.0022046226)/386.4; %Top Cap mass calculation (lbf-s^2/in)
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Convert the input & output magnitude and phase to real and imaginar
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
frq=data(:,1);
im=data(:,2);
om=data(:,3);
ip=data(:,4);
op=data(:,5);
inpt=complex(im.*cos(ip),im.*sin(ip));
%Convert to real & imag.
outpt=complex(om.*cos(op),om.*sin(op)); %Convert to real & imag.
cf=386.4;
%conversion factor for gravity 1g=386.4in/s^2
outpt=outpt.*cf;
%Converts the output from g's to in/s^2
H1A=(outpt.*conj(inpt))./(inpt.*conj(inpt)); %Accelerence H1 FRF
H1Amag=abs(H1A);
%Magnitude of Accelerence FRF
H1D=H1A./(frq*2*pi).^2; %Converts the Accelerence H1 FRF to Complience FRF
omega=frq.*(2*pi);
%Defines frequency term omega (radians/sec)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%CALCULATE COMPLEX ELASTIC MODULUS RESONANCE METHOD
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
H1=H1D; %The H1 compliance frequency response function
H1real=real(H1);
%Real H1 term
H1imag=imag(H1);
%Imaginary H1 term
H1mag=sqrt(H1real.^2+H1imag.^2); %Magnitude of the complex H1 FRF
H1inv=conj(H1)./(conj(H1).*(H1)); %Inverse of H1 compliance FRF
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Complex Modulus with Resonance
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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E1c=(L/A).*H1inv;
%Complex Modulus 1
E1cmag=abs(E1c);
%Complex Modulus Magnitude
E1cr=real(E1c);
%Complex Modulus Real Term
E1ci=imag(E1c);
%Complex Modulus Imaginary Term
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Loss Factor with Resonance
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
LF1=abs(E1ci./E1cr);
%Loss Factor Magnitude
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Complex Modulus Method with Resonance Removed
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
a1=(omega.^2.*H1.*m);
a2=(omega.^2.*H1.*M)+1;
alpha1=a1./a2;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Beta Solution Based on Pertibation Solution Techniques %
%Beta solution is only valid for B<=1.0
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
B=sqrt((sqrt(alpha1.*12+9)-3)./2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Complex Modulus without Resonance
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
E2c=((omega./B).^2).*(m*L/A);
%Complex Modulus 2
E2cmag=abs(E2c);
%Complex Modulus Magnitude
E2cr=real(E2c);
%Complex Modulus Real Term
E2ci=imag(E2c);
%Complex Modulus Imaginary Term
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Loss Factor without Resonance
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
LF2=abs(E2ci./E2cr);
%Loss Factor Magnitude
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Plotting Results Section
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
figure(10);
h=figure(10);
set(10,'units','inches');
set(10,'position',[0.5 0.5 8.0 10]);
subplot(3,1,1);
plot(frq,H1Amag,'color','green');
set(gca,'XGrid','on','YGrid','on','XTick',0:100:2000,...
'YTick',0:(10000/10):10000,'Xlim',[0 2000],'YLim',[0 10000]);
xlabel('Frequency (Hz)');
ylabel('H1 (in/sec^2/lbf)');
title('Accelerance Frequency Response Function');
rstring=['Sample ',int2str(s),'; ', num2str(f),' Degrees Fahrenheit'];
text('Position',[600.0,11500],'String',rstring);
subplot(3,1,2);
plot(frq,E1cmag,'color','red');
hold on;
plot(frq,E2cmag);
set(gca,'XGrid','on','YGrid','on','YTickMode','manual','XTick',0:200:2000,...
'YTick',0:(50000/10):50000,'Xlim',[0 2000],'YLim',[0 50000]);
xlabel('Frequency (Hz)');
ylabel('Modulus Magnitude (lbf/in)');
title('Complex Modulus Magnitude');
legend('Resonant Modululs','NonResonant Modulus','Location','Northwest');
subplot(3,1,3);
plot(frq,LF1,'color','red');
hold on;
plot(frq,LF2,'color','blue');
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set(gca,'XGrid','on','YGrid','on',...
'XTick',0:100:2000,'YTick',0:(2/10):2,'Xlim',[0 2000],'YLim',[0 2]);
xlabel('Frequency (Hz)');
ylabel('Loss Factor ');
title('Loss Factor');
legend('Resonant Modululs','NonResonant Modulus','Location','Northwest');
figure(11);
h=figure(11);
set(11,'units','inches');
set(11,'position',[0.5 0.5 8.0 10]);
subplot(3,1,1);
plot(frq,H1mag,'color','green');
set(gca,'XGrid','on','YGrid','on',...
'XTick',0:100:1000,'YTick',0:(0.0045/10):0.0045,'Xlim',[0 1000],'YLim',[0
0.0045]);
xlabel('Frequency (Hz)');
ylabel('H1 (in/lbf)');
title('Compliance Frequency Response Function');
rstring=['Sample ',int2str(s),'; ', num2str(f),' Degrees Fahrenheit'];
text('Position',[250.0,0.0049],'String',rstring);
subplot(3,1,2);
plot(frq,E1cmag,'color','red');
hold on;
plot(frq,E2cmag);
set(gca,'XGrid','on','YGrid','on','YTickMode','manual',...
'XTick',0:100:1000,'YTick',0:(50000/10):50000,'Xlim',[0 1000],'YLim',[0
50000]);
xlabel('Frequency (Hz)');
ylabel('Modulus Magnitude (lbf/in^2)');
title('Complex Modulus Magnitude');
legend('Resonant Modululs','NonResonant Modulus','Location','Northwest');
subplot(3,1,3);
plot(frq,LF1,'color','red');
hold on;
plot(frq,LF2,'color','blue');
set(gca,'XGrid','on','YGrid','on',...
'XTick',0:100:1000,'YTick',0:(2/10):2,'Xlim',[0 1000],'YLim',[0 2]);
xlabel('Frequency (Hz)');
ylabel('Loss Factor ');
title('Loss Factor');
legend('Resonant Modululs','NonResonant Modulus','Location','Northwest');
figure(1);
h=figure(1);
set(1,'units','inches');
set(1,'position',[0.5 0.5 8.0 10]);
subplot(2,1,1);
plot(frq,H1Amag);
xlabel('Frequency (Hz)');
ylabel('H1 (in/sec^2/lbf)');
title('Accelerance Frequency Response Function');
subplot(2,1,2);
plot(frq,H1mag);
xlabel('Frequency (Hz)');
ylabel('H1 (in/lbf)');
title('Displacement Frequency Response Function');
figure(2);
h=figure(2);
set(2,'units','inches');
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set(2,'position',[0.5 0.5 8.0 10]);
subplot(2,1,1);
plot(frq,E1cr,'-b',frq,E2cr,'-r');
xlabel('Frequency (Hz)');
ylabel('E real (in/lbf)');
title('Modulus Real');
subplot(2,1,2);
plot(frq,E1ci,'-b',frq,E2ci,'-r');
xlabel('Frequency (Hz)');
ylabel('E imaginary (lbf/in)');
title('Modulus Imaginary');
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APPENDIX B
Finite Element Verification of Test Methodology
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FEM SHAFT END MASS OPTIMIZATION FOR MODULUS ESTIMATION
I. Introduction
A finite element model (FEM) of the shear modulus test
setup was developed to assess test modifications to improve
the modulus technique. The purpose of the assessment of
FEM results is to determine the appropriateness of the test
modifications. The modifications are to address moment arm
and measurement location for the shear test, and weight of
the end mass to shift the resonant frequency for the
elastic modulus test. A secondary investigation was
conducted to verify the methodology for determining the
modulus as a function of frequency utilizing the frequency
response function (FRF). The results presented in this
section address the secondary investigation for validating
the method for determining the modulus from the FRF. There
were several different finite element analyses (FEA)
conducted based on different forcing functions and modulus
input data. The basic premise of the FEA is to input an
elastic modulus as a function of frequency and a forcing
function as a function of frequency and predict the
response for FRF which is then utilized for modulus
estimation. The estimated modulus should then match the
input modulus if the modulus determination procedure is
accurate. The forcing function was applied to the FEM in
the same manner as applied in the modulus test setup. The
response of the FEM was recorded and used to develop a
compliance FRF. The compliance FRF was then used by the
modulus determination method to predict a modulus, and the
two moduli were then compared.
II. Finite Element Model
The modified end mass was modeled in Solid Works as shown
in Figure B1.

93

Figure B1. End mass Solid Works model.
The end mass is based on a 1.8 inch diameter hub with four
0.388 inch tabs for mounting instrumentation. The overall
outside diameter of the tabs is 2.9 inches, and the
thickness is 0.25 inches with the center milled down to
0.15 inches. The mass is 1.314 lbf-s2/in and the mass
moment of inertia is 1.0273xe-4 in-lbf-s2 (lbf-s2-in2/in).
The moment arm for the torsional calculations is 1.25 inch.
The FEM of the end mass is shown in Figure B2.

Figure B2. End Mass FEM.
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A free-free normal modes analysis was performed and
estimated the first natural frequency of the end mass to
occur at 4289 Hz as shown in Figure B3.

Figure B3. End Mass FEA first mode estimation of 4289 Hz.
The rubber test specimen was added to the end mass and the
test specimen degrees of freedom were constrained to the
end mass at one end and fixed at the free end. This
configuration was determined to represent the test setup as
shown in Figure B4.

Figure B4. End mass and specimen under test FEM.
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III. Case 1 Results
The first test case consisted of a fictitious material that
had a constant complex elastic modulus of 5000 + 500i psi.
The fictitious material also had a Poisson’s ratio of 0.45,
resulting in a shear modulus of 1724 + 172.4i psi. The
density of the rubber is 1.0718x10-4 in3-lbf-s2/in. The
first case constrained the linear motion of the FEM to
treat the specimen under test as a one degree of freedom
test in the torsional axis. A constant amplitude 0.05 lbf
sinusoidal load was applied to the tab over the frequency
range of 20 to 500 Hz as shown in Figure B5.

Figure B5.

Case 1 FEM scenario.

A normal mode FEA was conducted over the frequency range of
0 to 500 Hz, and the first torsional mode occurs at 105.2
Hz, as shown in Figure B6.
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Figure B6. The specimen under test torsion mode 1 occurs
at 105.2 Hz.
The vertical displacement at Node 933 and the lateral
displacement at node 1038 were monitored and had the exact
same displacement as expected. The displacement and force
were then used to create a compliance FRF. The complex
modulus calculation function (as described in Section 4.8)
was then executed using the compliance FRF developed from
the FEA analysis. The resulting shear modulus estimate is
shown in Figure B7.
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Figure B7. Shear modulus results from modulus test
method function.
The compliance FRF resonance matches the 105.2 Hz torsion
mode predicted by the FEA. The shear modulus magnitude was
calculated to be 1690 psi with a loss factor of 0.1 as
described by the plots shown in Figure B7. The actual
shear modulus input into the FEM was 1724 psi with a loss
factor of 0.1, therefore, the complex modulus test method
prediction has a percent difference of 1.97% and matched
the loss factor exactly.
IV. Case 2 Results.
In the second case the linear motion constraints were
removed from the FEM to put the specimen under test in a
constraint condition similar to that of the cantilever beam
used for the shear test method. All other FEM parameters
remained the same, as shown in Figure B8.
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Figure B8. FEM depicted case 2 constraint and loading
conditions of the cantilever test case.
The results from case 2 are very similar to those predicted
by case 1, but the influence of the bending modes can be
seen in the higher frequency range as shown in Figure B9.

Figure B9. Shear modulus from test method function results
base on Case 2 data.
The modulus data is almost exactly the same as case 1 with
the main difference occurring above 450 Hz where the
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influence on the beam bending changes the data. The
results presented provide additional evidence the
continuous bar modulus method is performing as desired.
V. Case 3 Results.
The material used in this FEM case is based on the 0.625
inch EPDM cord stock, and the elastic modulus input into
the FEM as a function of frequency was that determined from
the 65 degree Fahrenheit test conducted in the laboratory
utilizing the continuous bar modulus method.
The force as
a function of frequency determined during the sinusoidal
input in the laboratory test will be applied to the end cap
as shown in Figure B10.

Figure B10.

Forcing function for case 3 FEA.

The FEA was conducting over a frequency range of 0 to 500
Hz similar to the previous case runs, but in this case the
resonant frequency was beyond the frequency of the run, as
described by Figure B11.
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Figure B11.

Case 3 elastic modulus & loss factor results.

The compliance FRF result does not show the resonance of
the longitudinal bar system because the resonance is beyond
the frequency range of the analysis. Therefore the
resonant and non-resonant results are very similar, but the
modulus magnitude plot shows the two methods starting to
diverge due to the effect of the resonance. Also of great
significance is that the elastic modulus and loss factor
based on the FEA response results is a nearly exact match
to the data input into the FEM (described by Figure C10).
VI Case 4 Results
The fourth case used the same input as case 3 to determine
the shear modulus, and since no accurate shear data is
available, the Poisson’s ratio was assumed to be a constant
0.45 for this analysis. The resulting shear modulus and
loss factor data calculated from the 65 degree Fahrenheit
elastic modulus test (described by Figure C10) conducted in
the laboratory is shown in Figure B12.
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Figure B12.

Shear modulus & loss factor data for case 3.

The same input force as a function of frequency was used
except that it was applied at the tab as shown in Figure
B13.
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Figure B13.

FEM setup for case 4.

The results from the FEA were used to calculate the
compliance FRF, and then the longitudinal bar modulus
method was used to determine the shear modulus as shown in
Figure B14.

Figure B14. Case 4 FEA shear modulus results using complex
modulus technique.
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The shear modulus magnitude calculated based on FEA
response is almost an exact match for the modulus data
input into the FEM.
The accurate results for the modulus
and loss factor are further indication that the complex
modulus test method is predicting accurate data.
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APPENDIX C
EPDM Ambient elastic Modulus Data
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Figure C1. Room temperature FRF, elastic modulus and loss
factor for a sample with dimensions 0.62” Diameter by
0.559” length, and weight of 3.5 grams.
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Figure C2. Room temperature FRF, elastic modulus and loss
factor for a sample with dimensions 0.62” Diameter by
0.732” length, and weight of 4.5 grams.
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Figure C3. Room temperature FRF, elastic modulus and loss
factor for a sample with dimensions 0.62” Diameter by
1.062” length, and weight of 3.5 grams.
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APPENDIX D
EPDM elastic Modulus TEMPERATURE Data
FOR
Sample with 0.62” diameter by 0.732” length
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Figure D1.

EPDM elastic modulus data at 2.5oF.
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Figure D2.

EPDM elastic modulus data at 8.2oF.
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Figure D3.

EPDM elastic modulus data at 15.1oF.
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Figure D4.

EPDM elastic modulus data at 21.3oF.
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Figure D5.

EPDM elastic modulus data at 26.0oF.
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Figure D6.

EPDM elastic modulus data at 34.4oF.
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Figure D7.

EPDM elastic modulus data at 40.2oF.
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Figure D8.

EPDM elastic modulus data at 48.1oF.
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Figure D9.

EPDM elastic modulus data at 56.3oF.
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Figure D10.

EPDM elastic modulus data at 65.2oF.
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Figure D11.

EPDM elastic modulus data at 83.6oF.
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Figure D12.

EPDM elastic modulus data at 90.7oF.
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Figure D13.

EPDM elastic modulus data at 103.0oF.
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Figure D14.

EPDM elastic modulus data at 112.1oF.
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Figure D15.

EPDM elastic modulus data at 119.1oF.
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Figure D16.

EPDM elastic modulus data at 128.6oF.
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Figure D17.

EPDM elastic modulus data at 140.1oF.
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APPENDIX E
INSTURMENTATION DATA SHEETS
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Figure E1. PCB Accelerometer Instrumentation Data Sheet.
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Figure E2. PCB Accelerometer Instrumentation Data Sheet.
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Figure E3. Force Transducer Instrumentation Data Sheet.
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