The concept of the mate of a spinor (which can be defined only when the signature is Euclidean or ultrahyperbolic) is introduced and applied. Many worked examples are included in the manuscript; in some of them, the bases of the self-dual and the anti-self-dual two-forms are employed to find the connection and curvature of the manifold. The self-dual electromagnetic fields are studied to find the solutions of the source-free Maxwell equations, presenting results and derivations not previously given in book form. The D(k, 0) Killing spinors and their applications are discussed in some detail, and the formalism of the H H spaces is also included with complete derivations. The Killing bispinors are studied making use of the twocomponent spinor formalism.
In Chapter 1, which deals with the algebraic aspects of the spinor formalism and contains a fairly complete discussion about the orthogonal groups, it is assumed that the reader has some familiarity with linear algebra, elementary group theory, and the use of tensor indices. Chapter 2 deals with the elementary applications of the spinor formalism to Riemannian manifolds, assuming some basic knowledge about differentiable manifolds, Riemannian connections, vector fields, and differential forms. For the last two chapters, it is convenient to have also some knowledge of general relativity. Most of the examples considered in the book are taken from general relativity and differential geometry.
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Spinor Algebra
In this chapter the algebraic background of the two-component spinor formalism is developed, showing that a four-dimensional real vector space with an inner product can be considered as a subspace of the tensor product of two two-dimensional complex vector spaces (the spin spaces), and several examples of the usefulness of this identification are given, deriving various properties of the orthogonal transformations as well as several tensor relations. Most existing applications of the two-component spinor formalism are related to the space-time of special or general relativity, and it is sometimes asserted that the two-component spinor formalism is tied to the signature of the space-time metric. As shown below in detail, the two-component spinor formalism can be applied to four-dimensional spaces of any signature.
In the traditional tensor formalism, one is acquainted with the fact that it is possible to construct tensors with any number of indices by means of the tensor product of vectors. As we shall see, in turn, the vectors of a four-dimensional vector space can be constructed from the tensor product of simpler objects, which are the two-component spinors. In this sense, it is often said that the spinors are square roots of vectors and that the spinors are more fundamental objects than the vectors themselves. Any vector or tensor has a spinor equivalent, and all the operations between vectors and tensors have a straightforward counterpart in the spinor algebra. As shown throughout this book, in many cases, the expression of the spinor equivalent of a tensor is much simpler than that of the corresponding tensor, and therefore it is easier to derive many relations employing spinors instead of tensors. Some of the advantages of the spinor formalism come from the fact that each spinor index takes two values only.
Apart from giving the basic rules of the spinor algebra, this chapter contains a detailed study of the orthogonal groups, as an example of the simplifications that can be achieved by making use of the spinor formalism. The connection between the two-component spinors and the Dirac spinors, for all signatures of the metric, is developed here, and the algebraic classification of totally symmetric spinors is also discussed. 
Orthogonal Groups
Let V be a four-dimensional real vector space with a metric tensor g (i.e., g is a nondegenerate, symmetric, not necessarily definite bilinear form). (Some authors, e.g., Hall 2004, reserve the name metric tensor for the tensor field defining a Riemannian manifold, reserving inner product for the nondegenerate bilinear form of a vector space.) It is always possible to find an orthogonal basis of V , {e 1 , e 2 , e 3 , e 4 }, such that for a = 1, 2, 3, 4, g(e a , e a ) = 1 or −1; in other words, the 4 × 4 matrix (g ab ) (a, b = 1, 2, 3, 4) that represents the metric tensor g with respect to the basis {e 1 , e 2 , e 3 , e 4 }, defined by g ab = g(e a , e b ), is diagonal with 1's or (−1)'s along the diagonal. Such a basis will be called orthonormal. We can assume that the basis vectors e 1 , e 2 , e 3 , e 4 are ordered in such a way that the first p entries of the diagonal are equal to 1 and the last q = 4 − p entries are equal to (−1).
The numbers, p and q, of 1's and (−1)'s appearing in the diagonal matrix (g ab ) do not depend on the orthonormal basis chosen, but are fixed by the metric tensor. The pair of numbers (p, q) defines the signature of g. Since p + q must be equal to 4, the knowledge of p or q defines the signature of g; some authors define the signature as p − q. Thus, (g ab ) must be the matrix diag
. Since the last two cases are obtained from the first two by reversing the sign of g and relabeling the basis vectors, we will consider only the first three cases
(Lorentzian or hyperbolic signature), diag (1, 1, −1, −1) (Kleinian or ultrahyperbolic signature). In what follows it will be assumed that the metric tensor of V has one of the forms (1.1).
For a given signature, there are infinitely many bases with respect to which (g ab ) takes one of the forms (1.1). If {e 1 , e 2 , e 3 , e 4 } and {e 1 , e 2 , e 3 , e 4 } are two orthonormal bases of V with respect to which g is represented by the same matrix (g ab ), i.e.,
then the fact that {e 1 , e 2 , e 3 , e 4 } is a basis of V implies the existence of a 4 If (g ab ) is the inverse of the matrix (g ab ), i.e., g ab g bc = δ c a , from (1.4) we obtain 5) or, following the standard rules for raising and lowering tensor indices by means of the metric tensor (g ab ) and its inverse (g ab ) (e.g.,
The inverse of a matrix satisfying (1.4) also belongs to O(p, q) and therefore also satisfies condition (
In order to motivate the spinor notation employed in what follows, it is convenient to consider the space R 2,2 , which is the vector space R 4 with the ultrahyperbolic metric tensor (g ab ) = diag (1, 1, −1, −1) with respect to the canonical basis. The mapping
is a one-to-one correspondence between R 2,2 and the vector space formed by the 2 × 2 real matrices (the factor 1/ √ 2 is introduced in order to get agreement with the conventions adopted in the following sections). Denoting by P the matrix on the right-hand side of (1.8), we see that
i.e., apart from the factor −1/2, det P is the inner product of the vector (x, y, z, w) with itself. If K and M are 2×2 matrices, both real or both pure imaginary, the transformation
is linear and, by means of the correspondence (1.8), is equivalent to some linear transformation of R 2,2 into itself. 10) then detP = detP ; that is, denoting by (x , y , z , w ) the vector corresponding to P according to (1.8), the inner product of (x, y, z, w) with itself is equal to the inner product of (x , y , z , w ) with itself. This implies that the mapping (1.9) corresponds to an orthogonal transformation of R 2,2 , i.e., an element of O(2, 2).
Assuming that the matrices K, M satisfy the condition (1.10), letting
and det K = 1 = det M; hence, in order for (1.9) to correspond to an orthogonal transformation, we can assume that the determinants of K and M are equal to 1. (Note that since K and M are both real or both pure imaginary, (det K) 1/2 is real or pure imaginary and the matrices K and M are also both real or both pure imaginary.) Hence, by representing the points of R 2,2 by 2 × 2 matrices, as in (1.8), the simple algebraic conditions detK = 1 = det M, allow us to find orthogonal transformations. If we denote the entries of P by P i j , where the superscript labels the row and the subscript labels the column, and similarly for the other 2 × 2 matrices, the transformation (1.9) is equivalent to
( 1.11) This last equation is similar to the transformation law for the components of a ranktwo tensor, with the difference that in the latter case, the matrix K would be the inverse of M, while in (1.11), K and M can be two arbitrary unimodular 2 × 2 real or pure imaginary matrices. Hence, it is convenient to distinguish the two indices labeling the entries of the matrix P in a way that explicitly indicates which one of the matrices K and M appearing in (1.9) is employed in the transformation. Specifically, the entries of K will be labeled with undotted indices A, B,... that take two values only, K = (K A B ) (A, B,. .. = 1, 2), while the entries of M will be labeled with dotted indicesȦ,Ḃ,..., M = (MȦḂ) (Ȧ,Ḃ,... =1,2), and the entries of P and P will be labeled with one undotted index and one dotted index, P = (P AḂ ), so that (1.9) amounts to
As we shall show in the following sections, all the SO(p, q) transformations can be expressed in a form analogous to (1.12), though in some cases it will be necessary or convenient to make use of linear combinations of vectors of V with complex scalars.
Null Tetrads and the Spinor Equivalent of a Tensor
Apart from the orthonormal bases considered in the foregoing section, it will be useful to consider bases, {E 1 , E 2 , E 3 , E 4 }, with respect to which the metric tensor i.e., the only nonvanishing inner products among the vectors E a are given by g(E 1 , E 2 ) = 1 = g(E 3 , E 4 ). Such a basis will be called a null tetrad, since each basis vector is null (g(E a , E a ) = 0, without summation on a). Only when the signature of the metric of V is ultrahyperbolic will it be possible to find a null tetrad formed by real vectors (see (1.16) below), and therefore, in most cases we will have to assume that the vectors E a belong to the complexification of V (see, e.g., Hirsch and Smale 1974). For instance, if the signature of V is Euclidean and {e 1 , e 2 , e 3 , e 4 } is an orthonormal basis of V , we can take
(1.14)
Similarly, it can be readily verified that if (g ab ) = diag (1, 1, 1, −1), we can take 15) while if (g ab ) = diag (1, 1, −1, −1), a convenient choice is
(1.16) Conversely, if one assumes that the only nonzero inner products among the vectors E a are given by g(E 1 , E 2 ) = 1 = g(E 3 , E 4 ), then the vectors e a given by (1.14)-(1.16) form an orthonormal basis with respect to which the metric tensor is represented by one of the forms (1.1), depending on the signature of the metric tensor.
Whereas the components of the metric tensor with respect to an orthonormal basis {e 1 , e 2 , e 3 , e 4 } depend on the signature of the metric tensor [see (1.1)], the components of the metric tensor with respect to a null tetrad {E 1 , E 2 , E 3 , E 4 } will be given in all cases by (1.13); the signature of the metric tensor is determined by the behavior of the vectors E a under complex conjugation. (For instance, the relations E 1 = E 2 , E 3 = E 4 , where the bar denotes complex conjugation, satisfied by the null tetrad (1.14) imply that the metric has Euclidean signature.)
Instead of a single subscript, a = 1, 2, 3, 4, labeling the vectors, E a , of a null tetrad, it is convenient to make use of a pair of subscripts that take two values each. Letting The Levi-Civita symbols (1.19) will be employed to lower or raise the spinor indices A, B. We shall follow the convention (e.g., Plebański 1974 Plebański , 1975 
(thus, ψ 2 = ψ 1 , ψ 1 = −ψ 2 ), and similarly for dotted indices. It should be remarked that other authors (e.g., Penrose 1960 , Penrose and Rindler 1984 , Wald 1984 , Stewart 1990 follow the convention ψ A = ε AB ψ B . The antisymmetry of ε AB implies that ψ
Similar results hold for objects with more than one index (dotted or undotted), e.g., ( 1.27) with analogous relations for the cases where the interchanged indices are dotted or appear as superscripts (dotted or undotted). By raising, e.g., the index R on both sides of (1.27), one obtains
Note also that (1.27) implies that (satisfying (1.21) with the same metric tensor g ab ), there exist two unimodular 2 × 2 matrices such that (1.31) or (1.32) holds.
A Convenient Choice for the Infeld-van der Waerden Symbols
Comparing (1.14) with (1.20), one finds that when (g ab ) = diag (1, 1, 1, 1) , the Infeld-van der Waerden symbols can be chosen as
( 1.33) (Note that the first three matrices in (1.33) are the usual Pauli matrices.) Similarly, when (g ab ) = diag (1, 1, 1, −1), from (1.15), one finds that we can take 36) one obtains another set of connection symbols for the same signature given by (dropping the tilde)
(1.37)
The choices given in (1.33)-(1.35) and (1.37) are convenient because they satisfy the relations where
(1.39)
By contracting both sides of (1.21) with σ c CḊ , one obtains
Since the Infeld-van der Waerden symbols represent a change of basis, they correspond to an invertible relation, and therefore, from the last equation it follows that
The minus sign appearing in the right-hand sides of and (1.21) and (1.40), as well as in very many equations in the rest of the book, is necessary in order to have the simple relation σ a AḂ = σ a BȦ when (g ab ) = diag (1, 1, 1, −1); this sign can be avoided, maintaining the relation σ a AḂ = σ a BȦ , if one chooses (g ab ) = diag (1, −1, −1, −1), as in Penrose (1960) , Penrose and Rindler (1984), and Stewart (1990) .
If t ab...d are the components of a tensor with respect to the orthonormal basis {e 1 , e 2 , e 3 , e 4 }, then the components of its spinor equivalent are defined by
It is often convenient to write (1.41) in the form 42) where it is understood that the indices A andȦ are independent of each other, and so on; in this manner, the tensor index a is replaced by the pair of indices AȦ.
Sometimes all the undotted indices are written to the left of all the dotted indices, maintaining the order in which the indices of each type appear, that is,
Then, according to (1.40), From the definition (1.42) it follows that the spinor equivalent of a sum [resp. product] of tensors is the sum [resp. product] of their spinor equivalents; however, the spinor equivalent of the contraction of a tensor is not always equal to the contraction of its spinor equivalent. From (1.21) we obtain, for instance,
(1.46) Equation (1.45) allows us to consider the complexification of V as the tensor product of two complex two-dimensional vector spaces called spin spaces. We identify each null vector e AḂ with the tensor product e A ⊗ eḂ, where {e 1 , e 2 } and {e1, e2} are bases of the spin spaces. The elements of the spin spaces will be called one-index spinors, since with respect to the bases {e 1 , e 2 } and {e1, e2} they are represented by complex components of the form φ A and φȦ, respectively (i.e., an arbitrary element of each spin space has the form φ A e A or φȦeȦ).
By forming tensor products of one-index spinors we obtain spinors with any number of dotted or undotted indices (the spinor equivalent of a tensor is a special case for which the number of dotted indices coincides with the number of undotted indices).
From ( Each of the two sets of Infeld-van der Waerden symbols given above for the case of the ultrahyperbolic signature, (1.35) and (1.37), has a certain advantage over the other. The set of real Infeld-van der Waerden symbols may seem more natural in the sense that the complexification of V is not necessary and the spinor equivalent of a real tensor is real. On the other hand, the use of the complex Infeld-van der Waerden symbols allows us to reduce the number of independent components or equations to consider.
The Spinor Equivalents of Symmetric or Antisymmetric Tensors
The symmetries of a tensor are inherited by its spinor equivalent. For example, if t ab is a two-index symmetric tensor, then its spinor equivalent has the symmetry , are independent; hence an n-index traceless totally symmetric tensor has (n + 1) 2 independent components. (Note that the components t AȦBḂ...CĊ may be complex, but also in that case, taking into account the conditions (1.47), one concludes that a real n-index traceless totally symmetric tensor has (n + 1) 2 real independent components.) The spinor equivalent of an antisymmetric two-index tensor t ab = −t ba satisfies t AȦBḂ = −t BḂAȦ ; hence, 
