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Abstract
This dissertation describes the force regulated near-field scanning optical microscope (NSOM)
and two important adaptations: one for imaging polarization contrast with a linear response,
and the other for interference imaging. An introduction to near-field optics is first presented,
followed by a description of the background to this work that includes the relevant references
to the literature and previous results. A simple theoretical description of the NSOM in terms
of scalar fields is then presented, followed by an exposition of an early but relevant rigorous
vectorial interpretation of the experiment.
The basic force regulated NSOM is presented: its parts, operation, and construction is
described and discussed, and its imaging capabilities are shown and discussed with results from
different samples. In particular, the ability of the system to simultaneously image topographical
and optical characteristics of the samples is described, and the importance of separating the
optical and topographical information for the correct operation of the microscope is stressed.
An adaptation to the basic NSOM that permits imaging sample-dependent polarization
variations with sub-wavelength resolution and with a linear sensitivity is then discussed and
analyzed. Results are shown for several samples that include metal on quartz, magneto-optic
media, and polymers.
Lastly, an interferometric arrangement of the NSOM is presented that allows imaging
of phase variations, as well as polarization variations, with a significant signal enhancement
achieved with the use of a pseudo-heterodyning technique.
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Chapter 1
Introduction to Near-Field Optics
1.1 Resolution of Imaging Systems
The resolving power of an imaging system is commonly defined in terms of its ability to dis
tinguish between the presence of a single or several objects. This ability, however, is not a
well-defined physical quantity because, apart from depending on the physical properties of the
system such as the illumination and the instrument and receptor characteristics, it also depends
on such unquantifiable factors as the nature of the objects and the interpreter's experience and
knowledge of them [1]. Thus, the resolving power of a system is associated with a measure
of
"uncertainty"
and, in optics, this
"uncertainty"' is generally established by the well known
Rayleigh or Abbe criteria [2]. The inverted commas are used here to distinguish this "resolu
tion uncertainty"from other, physically more fundamental uncertainties [3]. This distinction,
however, has not always been so clear and the Rayleigh criterion was wrongly assumed to be a
fundamental limit to the resolving power of optical instruments. Discussions within the optics
community arguing that this was a technological hurdle rather than a fundamental limitation
appeared over fifty years ago and experimental results to prove it have recently appeared.
In order to illustrate these concepts, consider imaging small, homogeneous objects with
unit contrast as could be contrived, for example, by imaging pin-holes in a back-illuminated
opaque screen. If their size and separation is smaller than a certain size, which is called the
minimum resolvable distance or the resolution of the system, it will be impossible to determine
the position or the number of pin-holes within a certain area, even though it may still be
a)
b)
Figure 1-1: Diffracton optics image of a single point (a) and of two. arbitrarily close points
(b).
possible to determine their presence or absence simply by detecting the light. If their size
reduces further, a point will be reached when the light intensity passing through the holes will
be so low that the receptor will not be able to detect it at all (signal-to-noise ratio < 1) and it
will be impossible to decide on their presence within a certain time period. Thus, there will be
an uncertainty regarding the pin-holes: initially on their number and spatial location, and lastly
on their existence. There are two relevant points to be made on the resolving power of this
example: The existence uncertainty can be overcome by improving the sensitivity and/or the
light integration time (bandwidth) of the receptor, and the spatial uncertainty is determined
by the bandwidth of the imaging process. In the case of classical optics the bandwidth of the
imaging transfer mechanism is determined by the wavelength of the radiation used, and by the
numerical aperture of the system.
Following an argument by Toraldo di Francia [1], the image is said to have a finite number
degrees of freedom because of its finite bandwidth and in the light of the sampling theorem [4] ,
while the object has an infinite number of degrees of freedom. Thus, many different objects
can produce the same image and the issue of resolution can be stated in terms of deciding
which of all the possible objects actually corresponds to the image. This depends very much
on how much information the interpreter has on the objects being imaged. As an example,
consider the problem of resolving two identical points. If the interpreter knows there are only
two possible outcomes to his observation -one or two points- his a priori knowledge of the
object is infinite and he only needs one more bit of information for his decision. The image will
always provide the needed information regardless of the separation of the two points because
the image of a single point will always be different from the image of two arbitrarily close points,
as is illustrated in figure 1-1.
An increase in the resolving power, defined in terms of the degrees of freedom of the resulting
image, can only be obtained if the bandwidth of the imaging transfer mechanism is increased.
In the case of diffraction optics (also referred to in this text as far-field optics or classical
optics) there is a limit to the bandwidth that is set by the illuminating wavelength and the
numerical aperture (n.a.) and which has been expressed in the Rayleigh criterion. These two
limits have been modified to improve resolution: shorter wavelengths are used in scanned or
transmission electron microscopy (SEM/TEM) and higher n.a. is the mechanism used by oil
immersion objectives to improve resolution. The former, even though immensly successful in
itself, is a complex and costly technique that forgoes the simplicity and non-invasiveness of
optical microscopy, while the latter only affords a modest improvement in resolution given
that numerical apertures much larger than 1.5 are unobtainable. Thus, in classical optical
microscopy, resolution has been limited to roughly one half of the dominant wavelength which,
in the case of visible light, is a measure of approximately 200 to 300 nanometers.
1.1.1 Evanescent Waves
When electromagnetic radiation interacts with an object, spatial variations in the electromag
netic field are produced and the object is said to modulate the field. If the object itself is smaller
than the wavelength of the incident radiation, or if it has features that are smaller than the
wavelength, it follows that the modulated field will include point to point variations that are
smaller than the radiation wavelength [5]. The spatial frequency composition of the modulated
field will include components that are larger than 1/A, the spatial frequency of the radiation
(A = radiation wavelength). In the far-field, however, only the spatial frequencies that are
smaller than, or approximately equal to, those of the illuminating radiation can be recovered
and the higher spatial frequency components of the interaction at the object are lost. This
accounts for the limited bandwidth of the far-field optical imaging process. The high frequency
components are known as evanescent waves1 because they decay exponentially with propagated
distance and as such, they exist only in the near-field, very close to the modulating object [6].
Far-field optical microscopy is thus fundamentally limited in resolution by the wavelength of
the radiation or particle used as the imaging transfer mechanism.
1.2 Near-Field Optics
Near-field optics is a technique that proposes to effectively increase the bandwidth of the imaging
transfer mechanism while retaining most of the desirable characteristics of optical microscopy.
The increase in bandwidth is obtained by replacing the propagation of radiation transfer mech
anism of diffraction optics with one of scanning a sub-wavelength aperture in an opaque screen
within close proximity of the sample, or in its near-field. The function of the sub-wavelength
aperture is to down-shift the higher spatial frequencies of the object that give rise to the non-
propagating or evanescent wave modes (frequencies > 1/A) into the bandwidth of the propa
gating components of the optical field (frequencies < 1/A) [7]. Thus, if the object is illuminated
with a plane wave and the sub-wavelength aperture is placed in the same plane as the object,
the Fourier transform of the optical disturbance at the object/aperture plane will be the con
volution of the object's spectrum -which will include all frequencies from zero to infinity- with
the Fourier transform of the sub-wavelength aperture function. This latter will be of infinite
support and thus the resulting spectrum will include non-zero frequencies within the bandwidth
of the optical radiation. In other words, the propagating frequencies will include components
from all the spatial frequencies present in spectrum of the sample. The smaller the aperture,
the larger the second moment of its transform (the "width" of the main spectral components)
1The evanescent wave modes can also be found on the lower optical index side of an interface when total
internal reflection occurs.
and the more strongly will the higher frequencies influence the propagating components. As a
consequence, the wavelength of the propagating components is of no relevance to the resolution
of the system.
To illustrate these concepts, consider the spectrum of a sinusoidal object as depicted in figure
1-2 (a) and the transform of an aperture function of sub-wavelength dimensions as shown in
(b) of the same figure. Figure 1-2 (c) shows the convolution of the object spectrum (a) and the
aperture transform (b). Because of the "width" of the aperture's transform, the convolution will
have non-zero components within the bandwidth of the propagating radiation of frequency 1/A
shown in graph (d). Furthermore, the components in the propagating range now depend on the
frequency /o of the object. In other words the wide spectrum of the small aperture has down
shifted the frequency /o of the object into the passband of the optic field. In contrast, figure
1-2 (e) shows the convolution of the object's spectrum with the transform of the diffraction
limited image of the aperture -its point spread function- as would be obtained, say, with a
scanning far-field microscope. In this case, the transform of the illuminating spot is band
limited because it is formed by the propagating components of the field, and its spectrum will
have no components inside the passband of the optic field. The resulting image will contain no
information on the object of frequency /b-
Because the high frequency, non-propagating or evanescent components exist only in the
near-field of the sample, an imaging method that probes the near-field must be used if they are
to contribute to the imaging process. As an example of near-field imaging, in contact printing
the imaging substrate (which could be a photographic plate or a microlithographic photo
resist) is placed in physical contact with the modulating object (which could be a photographic
negative or a microlithographic mask) and hence well within the optical near-field. When the
mask or negative are illuminated from afar the substrate is exposed to both evanescent and
propagating components of the field that will always result from the interaction between the
incident radiation and the imaged object [5]. In this way, the small details of the negative or
mask are reproduced in the imaging substrate regardless of the wavelength of the radiation
used.
Near-field imaging can be performed in two different modalities: In the collection mode,
shown in figure 1-3, the sample is illuminated from afar and the aperture is used to collect the
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Figure 1-2: a) Spectrum of an object composed of a single frequency fo- b) Fourier transform of
the sub-wavelength aperture, c) Convolution of a and b. d) Optical bandwidth, e) Convolution
of a and d. (See text)
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Figure 1-3: Collection mode NSOM.
radiation in near-field of the sample as it is scanned across it. Light that is transmitted by
the aperture is detected by a photo-sensor in the far-field. In the illumination mode, shown in
figure 1-4, the aperture is illuminated from afar and the radiation transmitted by the aperture
is used to illuminate the sample in the near-field, and the detection is also performed in the
far-field.
Because of the presence of the evanescent wave modes, the radiation emanating from an
illuminated sub-wavelength aperture will remain roughly collimated for a distance comparable
to its diameter before diverging drastically as would be expected from a (quasi) point source
[8, 9]. This region of collimation is the near-field, and if the sample is in the near-field of the
aperture, the latter will only illuminate a surface volume of the sample equal to itself in size.
Chapter 2 presents some numerical calculations for the near-field according to two different
models for the energy distribution at sub-wavelength apertures. The distribution of the field
energy at the aperture is what ultimately defines the imaging characteristics of the near-field.
In the absence of perfectly flat, strictly two dimensional, samples that would interact ex
clusively with the near-field of the aperture, the light collected in the near-field unavoidably
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Figure 1-4: Illumination mode NSOM.
includes far-field components. These far-field components have their origins in the interaction
of the illumination with parts of the sample that are in the far-field of the aperture and that
are also in the path between the aperture and the detector (or the illumination source and
the detector when in collection mode) as is shown in figure 1-5. However, the signals arising
from the far and near field components can be spectrally resolved because the components from
the near-field will produce the high resolution (high frequency) features of the image while the
far-field will show up as slowly varying fluctuations of the signal background as is shown in
figure 1-5 (b). These latter are indistinguishable from any low frequency features present in
the near-field. This is usually not a problem but it must be kept in mind when interpreting any
image obtained by probing the near-field.
1.3 The Near-Field Scanning Optical Microscope (NSOM)
The near-field scanning optical microscope or NSOM as it will be referred to henceforth in this
text, consists of an aperture, several times smaller than the wavelength of the optical radiation,
up to A/30 and better. The aperture is placed in close proximity to the sample and is used to
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Figure 1-5: Sub surface features detected as low-frequency variations by the NSOM. NSOM
and sub-surface features (top), and the detected intensity (bottom).
illuminate or collect light from the sample in the near-field. Thus, this small aperture is used
as a source or detector of light that is scanned, in a raster fashion, over the sample and the
image is constructed, point by point, from the detected light. At any particular instant, light is
only collected in the far-field and there is no diffraction imaging taking place; diffraction optical
elements are only used to increase the light collection capability of the instrument.
The aperture is commonly located at the sharp end of a highly convex light guiding structure
such as a tapered optic fiber tip or a micropipette that has a thin metallic coating to prevent
loss of radiation from the optic guide and improve the contrast, as is schematically shown in
figure 1-6. These sharp, convex shapes facilitate the positioning of the aperture in the near-field
and relax the restrictions on the overall flatness and shape of the sample. The NSOM can be
tapered
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Figure 1-6: Modes of operation of the NSOM: a) Illumination mode, b) Collection mode, c)
Reflection collection mode, d) Reflection illumination mode, e) Reflection illumination and
collection mode.
10
configured to operate in several modalities derived from the basic collection and illumination
modes mentioned above. Figures 1-6 (a) and (b) show the basic illumination and collection
modes respectively, which are described in general terms by figures 1-4 and 1-3. when translated
to the NSOM. Figure 1-6 (c) shows the reflection collection mode and (d) show the reflection
illumination mode while (e) is the reflection illumination and collection mode in which the
aperture is used both to illuminate and to collect light reflected off the sample.
1.3.1 NSOM Resolution: Considerations and Limits
The resolution obtainable with near-field techniques is directly determined by the size of the
scanning aperture and by its distance to the sample, and is limited by the larger of these
two quantities. Nevertheless, it is also indirectly determined by signal and noise considerations
related to the limited signal generating, or gathering, capabilities of these small aperture probes.
The optical flux that can be transmitted by sub-wavelength apertures has been estimated
theoretically to be proportional to the sixth power of the aperture's diameter and inversely
related to the fourth power of the wavelength of the illuminating radiation, as in the case of
Rayleigh scattering [8, 9]. Thus, decreasing the size of the probing aperture will increase the
resolution accordingly but the collected radiation, and hence the available imaging signal, will
be drastically reduced. This can be compensated by increasing the power of the radiation
illuminating the aperture but this strategy can only be carried so far before the aperture or
the sample begin to be damaged by heating effects (see appendix E). These considerations
highlight the importance of good sensitivity and noise immunity in the detection of the NSOM
signal. The diminishing signal-to-noise ratio of ever smaller apertures can be improved with
longer integration times (or narrow bandwidth detection) but this, in turn, introduces concerns
on the long term stability of the instrument that can be affected by factors such as its immunity
to low frequency noise and temperature fluctuations.
However, there is an absolute physical limit to the minimum size of a real aperture that will,
in turn, limit the resolution of the NSOM, regardless of the aforementioned signal generation
and detection considerations. The limit is determined by the finite opacity of the materials
in which the apertures can be made. If we consider aluminum, for example, as the material
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Figure 1-7: Intensity of radiation exiting the aperture as a function of the tip's apex diameter.
The effective aperture is defined in terms of the penetration depth of the radiation into the
aluminium coating.
in which the aperture is defined, the penetration depth2 of the 633nm light of a HeNe laser
for example, is about lOnm. If the diameter of the physical aperture (the micro-hole in the
aluminum film) is lOnm in diameter, the effective aperture in terms of its light stopping ability,
will be about 30nm in diameter because the radiation will penetrate the aluminum around the
edges as is shown in figure 1-7. In the extreme case when the aperture diameter tends to zero
(d 0 in figure 1-7), the effective aperture will still have a diameter of approximately 20nm
as measured between the 1/e points of the maximum intensity.
2The penetration depth of a material is defined as the distance from the surface at which the intensity of the
radiation falls to e_1of its value at the surface.
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1.3.2 Contrast Mechanisms
Since it was first conceptualized and demonstrated with microwaves as a viable method for
characterizing samples, near-field optics has evolved into a well established imaging technique.
It has been experimentally demonstrated in the infrared [24, 84], visible [15, 21], and ultra
violet [85] regions of the electromagnetic spectrum. However, it has been in the visible region
where the technique has so far had its greatest impact as it is able to draw on the vast amount
of information and experience that has been accumulated over the years on the optical prop
erties of materials; properties that can be used for contrast mechanisms in sample imaging
and characterization. The resolution obtainable with NSOM overlaps with the low to medium
resolutions of the Scanning Electron Microscope (SEM) with the added advantages that a)
NSOM does not require vacuum conditions, b) NSOM is particularly well suited to imaging
dielectrics as well as conductors, while SEM requires conducting samples, c) NSOM retains the
mostly non-destructive, non-ionizing characteristics of conventional optical microscopy, and d)
it is a low cost technique. All these characteristics make NSOM an optimal technique for high
resolution imaging of biological materials, for example. Work in NSOM was initially dominated
by concerns of improving the resolution and stability of the instrument. The main contrast
mechanism for the most part remained fixed on variations in sample absorptivity, or reflectivity
in a few selected cases. Recently, other contrast mechanisms have been introduced to NSOM
such as fluorescence, luminescence, phase, and polarization. It has also been argued that NSOM
may provide certain unique contrast mechanisms derived from the interaction of the probe with
the sample and the increased sensitivity to variations in the real and imaginary parts of the
refractive index.
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1.4 Background
The possibility of surpassing the theoretical resolution limit of optical imaging systems was
first discussed in a publication that appeared as early as 1928. The limit was established
by Abbe's theory on the resolution of the microscope, and by Rayleigh's resolution criterion
[2], both of which restricted resolution to about half the wavelength of the light used. This
and other early discussions on the subject contemplated achieving superresolution (defined
as a resolution higher than that stipulated by the above mentioned theories) by limiting the
illumination field, or the field of view, through the use of small apertures. Nevertheless, the
early publications on superresolving optical microscopes were all on a hypothetical level because
technical limitations at the time prevented their implementation. The subject was sporadically
discussed by various authors, independently of each other, until 1972 when the field was properly
established with experimental results. The following sections present a chronological description
of the major developments in the field, and any dates reported correspond to the year in which
the publications mentioned were submitted for review.
1.4.1 Early Discussions on Superresolution
In 1928 Synge published a method for achieving superresolution that bears a striking resem
blance to the NSOM systems of today. In it, the author mentions that "(the method) had been
suggested to me by a distinguished physicist that it would be of advantage to give it publicity,
even tough I was unable to develop it in more than an abstract
way"[10] . This early commu
nication describes a system consisting of a minute aperture with a diameter of approximately
10-6cm in an opaque, flat plate used to illuminate (or collect light) in the near-field of a flat
sample, as the plate and sample are scanned across each other. The communication also points
out some of the technical difficulties that would be encountered in the construction of such
an instrument -the type of illumination source required, problems of positioning and scanning
on a nanometer scale, the planing of the samples, and the construction of the
aperture- and
proposes some possible solutions. Among these latter, there is a suggestion to use a method of
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frustrated total internal reflection to measure the optical flatness of both the film containing
the aperture and the sample itself: a critical issue in the proposed method. This technique is
very similar to that of the modern day photon tunneling microscope3 [11]. In many respects
this was a truly visionary scientific communication.
In 1955 O'Keefe published a letter with essentially the same concept -a sub-wavelength
aperture in a flat opaque film or plate- but concluded pessimistically that the inability to
position the different components to the required degree of accuracy would render the concept
useless [12]. 1967 saw the publication of yet another article where superresolution is discussed
by McCutchen [7] . The discussion in this publication is on a more formal mathematical footing
than its predecessors as it describes the proposed system -a small aperture scanned in contact
with the sample- in terms of Fourier optics.
1.4.2 First NSOM Results
It was not until 1972 that an experiment by Ash and Nichols [13] produced the first results
which proved that the concept was technologically feasible, at least at a certain scale. The
experiment was conducted using radiation in the 10 gigahertz region (A = 3cm) and the super-
resolved features were in the sub-millimeter range and thus easily manipulated. Nevertheless,
it was clear proof of the technique. Figure 1-8 shows Ash and Nichols' experimental setup.
It consisted of an open resonator formed by an illuminating concave mirror and the aperture
plaque (plano-concave resonator) which produced a radiation beam of width 2w0. The object
was placed on a vibrating element attached to an XY stage just behind the millimeter-wide
aperture of diameter 2r0 where r0 w0. A source of frequency /o was used for illumination
while the sample (aluminum depositions on glass) was vibrated in the Z direction at a frequency
fm. The function of this vibration was to "tag" the signal from the sample and hence increase
the contrast by detecting it with an demodulating amplifier tuned to that frequency. As the
sample was scanned across the aperture, variations in its electric and magnetic permittivity
and conductivity would alter the energy radiated back into the open resonator. The system
managed to obtain resolutions of up to A/60 and produced good images with a resolution of
3The photon tunneling microscope is a diffraction limited imaging system in the lateral dimensions but it
achieves a very high resolution in depth by using the sharp fall-off of the evanescent waves on the lower index of
refraction side of an interface on which total internal reflection occurs.
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Transducer
Figure 1-8: Ash and Nichols' basic arrangements of scanning microscope.
A/15. The publication ends with a discussion on the possibility of constructing a superresolu
tion optical microscope in the visible regime, but concludes that a development in the infrared
would be more feasible.
Up to this time, all the developments towards superresolution by scanning the near-field
had considered the use of sub-wavelength apertures in extended, flat films or plaques which
required the samples to be at least as flat. This was a major limitation to the progress towards
superresolution in the visible regime, because the flatness requirements were of the order of
the resolution being sought. An important step in the development of the optical near-field
microscope came with the fabrication of the sub-wavelength apertures on highly convex, sharp
tipped objects which were much more easily placed within the near-field, and which did not
place such stringent requirements on the overall flatness of the samples. The development of the
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after Pohl et al. The aperture is formed on a quartz
tip with metal coating (b), by pushing the tip against a glass flat until light transmission is
detected (c) indicating the aperture has formed.
scanning tunneling microscope (STM) [14] had proved that it was technologically possible to
position objects with angstrom precision -a precision much higher than that needed for NSOM-
with the use of piezoceramic translators and, furthermore, that it was a relatively low-cost and
simple procedure that could be done in ambient conditions with standard isolation devices.
1.4.3 First NSOM Designs
a) "Optical
Stethoscope"
after Pohl et al. The aperture is formed on a quartz tip with
metal coating (b), by pushing the tip against a glass flat until light transmission is detected
(c) indicating the aperture has formed.
The first of these developments, and the first instance of a superresolving microscope using
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visible wavelengths in the near-field, is due to Pohl et al. in 1983 [15] with the development
of their whimsically-named "optical stethoscope" shown in figure 1-9 (a). Pohl's design used
radiation in the visible region (A = 488nm) where sub-wavelength resolution is only a few
hundred nanometers which made positioning and overall control of the experiment a much
more difficult task. The experiment produced reproducible linescans of a sample with features
of known size, smaller than the optical wavelength. It was hence the first superresolved image
in the optical region. Three requirements were identified for the aperture: it had to be 10 to
20 nanometers in diameter (sub-wavelength), it had to be on a convex screen and placed at
the point of highest curvature, and the screen material had to be sufficiently opaque to prevent
the light form escaping the screen surrounding the aperture. The solution was to form a sharp
tip on a quartz crystal by anisotropic etching with hydrofluoric acid (HF), while the other end
was polished optically flat. The sharp tip was then evenly covered with a composite layer, 500
to 1000 nanometers thick, of chromium, aluminum, and gold each for adhesion, opacity, and
protection from the environment. The aperture was formed at the apex of the sharp tip by
forcing a mechanical deformation of the metallic coating of the tip. This was done by pressing
the tip into a flat piece of glass as light was being coupled into the large, flat end of the crystal,
while the tip was monitored with a regular microscope through the glass flat, as depicted in
figure 1-9 (b). When the pressure of the crystal on the metal film was larger than that needed for
its mechanical deformation, an aperture was formed and light was detected by the microscope
(figure 1-9 c); the fainter the detected light, the smaller the newly formed aperture.
Shortly before the appearance of Pohl's publication, a group at Cornell University had
published some preliminary work for their NSOM development project [16] as well as a series
of abstracts where they stated their intent to perform certain experiments in NSOM and even
discussed the methodology [17, 28, 19, 20]. However, the first NSOM results from this important
group were not published until 1986 [21].
The second reported results of superresolved microscopy in the optical region were due to
Fisher [22] in 1984. His instrument used sub-wavelength apertures in an extended, flat surface
much like the instrument of Ash and Nichols [13]. The difficulties of approaching the sample to
the near-field of the aperture and subsequently scanning were resolved by placing the sample on
a convex surface -a glass hemisphere- as shown in the diagram of figure 1-10. This experiment
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Figure 1-10: Reflection mode NSOM after Fischer et al.
was also the first that used the near-field technique with visible radiation in the reflection mode;
the sub-wavelength aperture was used both to illuminate and to collect light reflected back by
the sample. This imaging mode typically presents contrast problems because the light that is
reflected back by the screen often overwhelms the light from the sample reflected back through
the aperture. This was ingeniously resolved in this experiment by coupling the light into the
glass slide supporting the aperture at a shallow angle. Thus, when viewed through the high
n.a. collecting objective, the aperture appeared as a diffraction limited source in a dark field.
The resolution obtained in this experiment was A/6.
Further considerations on the theoretical aspects ofNSOM from a Fourier-optics perspective
were published by Massey in 1984 [23]. The ultimate resolution of the technique was analyzed.
It was shown that a resolution down to 30 nanometers could be obtained and that it would
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be ultimately limited by the finite opacity of the materials in which the apertures could be
defined. The publication was later followed by an experiment that used infrared radiation to
image features of a few microns [24]. The experiment was a simple setup where two 10 micron
slits were scanned across each other one acting as the illuminating source and the other was
the imaged object.
Throughout these first attempts at NSOM imaging, two major technological challenges
were identified: a mechanism was needed to accurately position the apertures in the near-field,
and a manufacturing procedure was required for making the sub-wavelength apertures in a
reproducible way. The use of apertures on sharp tips [15] -or the placement of the object on
a convex substrate [22]- meant that objects that were not optically flat in their entirety could
now be imaged. However, the lack of a reliable mechanism to control the relative position of
the aperture and sample within the near-field during scanning meant that, if a crash of the tip
into the sample was to be avoided, the samples had to be flat at least at the dimensions of the
scan itself.
Durig et al. [25] in 1985 presented an initial solution to this problem by using a tunneling
current between the metal coated NSOM aperture and a conducting sample in a feedback cor
rection mechanism as in a scanning tunneling microscope (STM) [14]. It allowed the separation
between the tip and sample to be kept constant allowing samples that were not flat and that
had topographical variations to be scanned. An added benefit of this technique was that if
the tunneling current was also recorded, it provided a simultaneously obtained, high resolution
image of the sample's topography. This new feature turned out to be an important aid in
the sometimes complicated process of interpreting NSOM images, and would lead to the pos
sibility of performing correlative imaging in which two or more characteristics of a sample are
simultaneously imaged [26]. However, apart from the added complexity of the tunneling feed
back mechanism, a major drawback of this technique was its inability to image non-conducting
objects which eliminated the possibility of imaging undecorated biological samples. This im
portant communication was also the first in which two dimensional near-field scanning results
were presented; all the previous publications had included single linescans as their results.
The second technical challengementioned above -the consistent fabrication of sub-wavelength
apertures- was successfully resolved by Betzig et al. [21] in 1985. They reported fabrication of
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small apertures, 100 to 500 nanometers in diameter, on the sharp tips constructed from glass
micropipettes through the method of heating and pulling. The fabrication technique for these
sharp and highly tapered micropipette tips had been developed in the field of cell physiology
[27] for microinjection of single cells, and the technology was particularly well suited to this
new application. Apertures as small as 100 nanometers could be consistently fabricated and
the optical contrast was increased by coating the tips with a thin layer of aluminum. This
important development brought the Flaming-Brown micropipette puller to the NSOM commu
nity which was quick to adapt it to its own uses4 This work was followed shortly after by
other publications from the same group using the micropipette tip apertures: the first instance
of fluorescence NSOM [28] appeared in 1986 and in 1987 the first instance of collection mode
NSOM [29] was published.
The development of the tunneling current positioning system and the new micropipette
apertures [25, 21] made the design of the NSOM very similar in materials and techniques to the
scanning tunneling and scanning force microscopes (STM/SFM [14, 30]) and firmly established
NSOM in the burgeoning family of scanned probe microscopy techniques. Nevertheless, certain
problems remained with these innovations. The tunneling current feedback control -apart from
the major drawback of requiring a conducting sample- was plagued by instabilities and surface
contamination problems [29] and alternative methods for position control were being sought.
The micropipette tips, even though much more versatile than the apertures in flat screens of
before, were not very efficient as wave-guides delivering the optical power to the apertures at
their sharp ends.
In 1988 Reddick and co-workers [31] reported a different form of near-field optical mi
croscopy that used the phenomenon of "photon
tunneling" in a way analogous to the tunneling
of electrons in a scanning tunneling microscope; the instrument was promptly termed photon
scanning tunneling microscope, or PSTM5. The concept was to use the extremely short decay
lengths of the evanescent optical fields, produced when total internal reflection occurs, as a
4It also initiated a fruitful relationship between the NSOM microscopists and Sutter instrument, Novato CA,
providers and manufacturers of Flaming-Brown micropipette puller.
5Shortly after, Courjon et al. [32] would develop a similar system and call it the scanning tunneling optical
microscope (STOM); others would later report on the evanescent field optical microscope (EFOM). The nomen
clature for near-field microscopes has been abundant but we will use the generic term NSOM -although some
call it SNOM.
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Figure 1-11: Photon Scanning Tunneling Microscope (PSTM) after Reddick et al.
measure of the separation between a sharp optical intensity probe and the interface on which
the reflection takes place. An optic fiber anisotropically etched in HF to form a sharp tip was
used as the probing element, and a feedback correction system controlled its position relative
to the interface with the detected intensity. The sample was placed on the interface so that its
presence would modulate the evanescent field; the feedback signal would then produce an image
of its topography. However, this system, which is depicted in figure 1-11, had some important
drawbacks: the modification of the boundary conditions necessary for total internal reflection
on the interface by the presence of the sample, and an unavoidable coupling of the sample's
topography information with its optical characteristics. The latter meant that a lowering of
the detected optical intensity signal could be attributed either to a variation of the sample's
topography or to a change in the transmissivity of the sample. Other publications on this form
of NSOM followed shortly. Of these it is worth pointing out the efforts by de Fornel et al. [33]
and of Courjon and co-workers [34]. The latter was a dual-mode instrument that also included
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results form reflection mode NSOM.
Paesler et al. reported in 1990 the first instance of photoluminescence and Raman spec
troscopy performed with a near-field microscope [35]. The setup consisted of the instrument
of Reddick et al. [31] where the collected light was spectroscopically analyzed at a few select
positions on the sample and the results were compared to spectra obtained with conventional,
diffraction limited optics at the same sample points. Their results showed a reduction in the
spectral line-widths obtained with the near-field techniques. The photon tunneling configu
ration of the NSOM remains a popular instrument among the NSOM microscopists, mainly
because of its simplicity -the tips are not normally metalized, although this can give rise to
signal complications and artifacts [36]- and because of its close resemblance to the theoretical
models that have been constructed to describe the NSOM experiment.
Developments in the photon scanning tunneling microscope have led to the use of surface
plasmons for contrast [37. 38]. Surface plasmons (SP) were observed with NSOM techniques
as early as 1989 by Fischer and Pohl [39]. Surface plasmons are resonant surface wavemodes
that are generated when total internal reflection occurs on a metal coated interface. They are
detected by a dip in the intensity of the reflected light that occurs when the plasmon resonance
is excited, which will depend on the exact angle of incidence of the light. The PSTM tip is used
to scatter the surface plasmons which changes the intensity of the reflected light. Even though
a resolution of 3 nm has been claimed with this technique, its rigid conditions of operation have
restricted its application.
The next major breakthrough in NSOM design was the introduction of the metal coated,
adiabatically tapered optic fiber tip probe used in illumination mode, by Betzig et al. in 1990
[40]. Even though sharp optic fiber tips had been in use for some time [31, 32], the HF etching
method of producing them resulted in rough surfaces and uneven etch rates for the cladding and
the core. This new method produced tips where the core and cladding retained their diameter
ratios down to the sharp end as is shown in figure 1-12. The subsequent evaporation of a
metallic coating consistently yielded apertures ranging from 20 to 500 nanometers in diameter.
The coating greatly increased the contrast between the aperture and the rest of the tip. The
new probes were also much more efficient than the micropipette tips at delivering light to the
small apertures; up to four orders of magnitude better [40] . The adiabatic taper of the fiber
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Figure 1-12: Results of a) etching in HF and b) adiabatically tapering the fiber tips.
ensured that the radiation remained within the guiding core until only a few microns from the
aperture, thus minimizing the losses associated with radiation out of the waveguide that was
subsequently absorbed by the metal coating of the tip or lost through retroreflection. The new
tips were also mechanically more robust than the hollow-cored micropipette tips which made
them very reliable and the default probes for future NSOM designs6. A further advantage
of these tips was that they were fabricated in essentially the same way as the micropipettes
-heating and pulling the optic fiber past the breaking point- and with the same technology.
This landmark communication, apart from reporting a resolution of 12 nanometers -the highest
ever claimed in NSOM7- also reported the first results that considered the effects of polarization
6There is still an ongoing effort into the research and production of specialized, self-luminous NSOM probes
that use the micropipette tips as a basic structure but that use molecular microcrystals within the micropipette
to improve the coupling of light to the aperture [41].
rRecently, Zenderhausen and co-workers have reported a resolution of 3 nanometers with their 'apertureless'
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Figure 1-13: Reflection near-field scanning optical microscope with external illumination, after
Cline et al.
in NSOM by imaging a metal on glass sample with the new fiber probes. The importance of
this was that it showed the capability of these new probes to preserve the polarization of the
illuminating light8.
Reflection mode NSOM remained an attractive proposition because of the universality of
this form of microscopy. Its capability to image any type of sample, whether transparent or not,
made it an especially alluring challenge for NSOM. Cline et al. reported in 1991 a variation of
the reflection mode NSOM [44] that was to produce better results than the previous attempts
by Fischer et al. [45] and Courjon et al. [34]. These first attempts had suffered from low signal-
NSOM [78].
8In a later publication dedicated exclusively to polarization contrast in NSOM, these same authors reported
extinction ratios of 2000:1 obtained with these same probes [42] and we have measured ratios in excess of 1000:1
[43]
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to-noise ratio limitations because they had used the sub-wavelength aperture of the instrument
both to illuminate and to collect the light reflected back from the sample (see figure 1-4 for
a diagram of the reflection illumination and collection mode NSOM). This meant that the
probing radiation had to pass twice through the aperture and the concomitant attenuation
severely hindered their capabilities. To confound things further, the back-reflected light from
the probe itself severely reduced the signal contrast and made it necessary to
"tag" the sample
light in order to differentiate it from the overwhelming background. The approach proposed
by Cline and co-workers was to use external illumination and to use the NSOM probe in the
collection mode as shown in figure 1-13. This method, however, has some problems of its own
related primarily with the difficulty in image interpretation due to artifacts that are produced
by the relative placements of the illuminating source, the probing tip, and the topography
of the sample. Nevertheless, a resolution of 60 nanometers was obtained with a broadband
illumination source.
Meanwhile, in the field of scanned force microscopy (SFM), much had been advanced in
terms of instrument development. In 1986, Martin et al. reported on the development of the
non-contact, or AC, scanned force microscope [46]. This form of microscopy measures the force
derivative between tip and sample and operates in the attractive regime, where the tip/sample
separation is a few nanometers -hence the term non-contact. This mode of force microscopy
had been proposed as a means of regulating the tip positioning in NSOM [47] but the design
of the SFM, which consisted of a cantilever parallel to the surface of the sample with a sharp
tip at the end orthogonal to the cantilever (as depicted in figure 1-14 a), was inappropriate to
incorporate the NSOM probes that consisted mainly of straight, needle-like tips. The design
of sensitive and robust interferometric techniques for the detection of the interaction between
the probe and the sample was reported by McClelland and Erlandsson in 1987 [48, 49] and
differential interferometric techniques were later developed which added to the sensitivity and
stability of the scanning force microscope [51, 52].
Yang and co-workers reported, in 1991, the development of a non-contact scanning force
microscope that had an orthogonal sample-cantilever geometry [53]. The difference between
this new design and the conventional SFM is presented in figure 1-14. Previous designs of non-
contact mode SFMs had employed a dithering of the tip that was in a direction orthogonal to
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Figure 1-14: a) Conventional scanning force microscope (SFM) and b) "tipless" SFM with
orthogonal sample-cantilever arrangement after Yang et al.
the average sample plane (figure 1-14 a) while the new design dithered the probe in a direction
parallel to the sample surface as shown in figure 1-14 (b). The effect of the forces between
tip and sample, it was argued, can be divided into two parts. A constant, or DC, part that
acts to reduce the amplitude of oscillation of the tip in a way similar to a magnetic pendulum
oscillating over a magnet. A varying part of the force, or AC, originates from the oscillations
of the tip in the presence of sample topography and acts to alter the resonance frequency of
the tip, which also results in a reduction of the amplitude of oscillation, in the same way as
in conventional SFM designs. It was also recognized that capillary forces could dampen the
dither amplitude independently of the aforementioned mechanisms [49] . It was shown that the
oscillations of the tip did not adversely affect the imaging resolution as long as the total tip
excursions were kept smaller than half the expected resolution of the scanned image (the pixel
size), which was in turn determined by the size of the tip and its distance from the sample
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1.4.4 Current Sate of NSOM Instrumentation
The "tipless" SFM of Yang et al. [53] could now be easily incorporated into the NSOM
design so as to provide the much sought after positioning mechanism based on the principle
of force microscopy. The force regulated NSOM was promptly developed simultaneously by
our group at the Center for Imaging Science [54], and by Betzig et al. [55]. The system
developed by our group is the subject of this thesis and will be discussed in detail in the
next chapters. The system developed by Betzig and co-workers warrants some attention as it
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is a popular force regulated NSOM design in the community. As depicted in figure 1-15. it
consists of an adiabatically tapered optic fiber tip that is brought into close proximity of the
sample and vibrated at one of its resonance frequencies. The light transmitted by the sample
is collected with a microscope objective and projected onto a photomultiplier covered with a
pinhole, or some other position sensitive detector. The signal is then separated into a DC (low
frequency) part and an AC (dither modulation) part: the DC component is used to form the
transmission NSOM image of the sample while the modulated (AC) component is monitored
as the feedback signal for the tip/sample separation. Thus, when the tip/sample separation
falls below a certain threshold, the amplitude of oscillation of the tip will be reduced due to
the tip/sample interaction forces, and the feedback mechanism will withdraw the tip from the
sample until the previously set signal level is restored. The disadvantage of this system is that
the topographical information is unavoidably coupled to the optical information: a lowering
of the detected dither signal may be caused by a reduction in the oscillation amplitude of the
tip because of its interaction with the topography of the sample or by a change in the local
transmissivity of the sample. The problem of optical and topographical signal coupling was
reported earlier by Taubenblatt (1988) [56] in the related context of a study of lateral forces in
scanning tunneling microscopy (STM). In this study an optical detection of the tip vibration
was established by focusing a laser beam, through the sample, onto the tunneling tip and
collecting the reflected light also through the sample which aggravated the coupling problem.
Even though the feedback signal can be normalized by the optical DC signal, as is done in
Betzig's system, in an attempt to decouple the two signals there still remains the case where
the sample becomes completely opaque. This situation is unlikely to occur in practice but if
it were to happen it would mean that the feedback signal would become undetermined which
could result in a tip-sample collision. Nevertheless, the advantage of the system is its simplicity:
only a dithering element, a position sensitive detector, and decoupling electronics need to be
added to the basic NSOM configuration for active feedback control.
The system described in this thesis [54] is schematically shown in figure 1-16. It avoids the
pitfalls of signal mixing altogether by monitoring the vibrations of the tip with a lateral interfer
ometer that is completely independent of, and uncoupled from, the sample. The arrangement
allows us to image samples with completely opaque sections as well as in reflection mode. The
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Figure 1-16: NSOM with scanned force regulation after Toledo-Crow et al.
disadvantage of our system is the added complexity of the lateral detection mechanism whose
physical arrangement sets an upper limit to the absolute size of the sample that can be imaged,
as can be seen in figure 1-16. However, this limit is of about a centimeter which is quite ade
quate for most samples, and the added sensitivity and stability of the differential interferometric
detection [57] in the presence of environmental noise, allows us a certain amount of flexibility to
explore other NSOM arrangements. It also provides us with an absolute measure of the dither
amplitude, as is explained in appendix D.
Since the appearance of these two publications [54, 55], shear force regulation has become the
standard feedback mechanism and the tapered, metal coated optic fiber tip the most common
NSOM probe. A less sophisticated version of our lateral dither detection mechanism has become
a popular way to monitor the vibrations of the tip. It consists of laterally illuminating the tip
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with a single focused laser and monitoring the far-field intensity pattern to detect the dither
signal [58]. Like our method, it avoids coupling the topography and optical properties of the
sample, but it lacks the stability of the differential system. It is also subject to a rather
intractable geometrical term in the calculation of the far-field pattern which complicates the
estimation of the dither amplitude and signal characteristics [59].
1.5 Development and Trends of NSOM Theory
Conceptually, the theory of near-field optics presents no apparent complications, but calcu
lations are not easily amenable to traditional physical
optics' techniques because of lack of
simplifying symmetries. This has forced workers in NSOM theory to develop specific formula
tions and numerical calculations for each of the different forms of the basic NSOM experiment;
that of a sub-wavelength probe in an optical near-field formed by propagating and evanescent
components. Many different approaches to tackling this problem are possible. In general, de
scriptions of the near-field and of the sub-wavelength object are needed. They can be analyzed
either separately (non-globally) or, more rigorously, as a single self-consistent, coupled system
(globally), in which the alterations caused by the probe to the near-field are considered. In a
first approximation, diffraction theory formulations have been developed that provide a reason
able description of the problem in terms of the angular spectrum [23, 34, 3] and which highlight
the role of the evanescent components of the field in NSOM imaging. These, however, are
based on scalar field assumptions and are generally less rigorous than solutions which consider
the vectorial nature of the optic field. To obtain a model for the latter, Maxwell's equations
must be solved for the complex boundary conditions presented by the NSOM experiment. An
other approach that has been proposed is to model the experiment as a discrete distribution of
elementary scattering components characterized by their susceptibilities and polarizabilities.
1.5.1 Modeling the Near-Field
One of the starting points for theoretical NSOM models has been the description of electromag
netic radiation transmitted through small, sub-wavelength apertures. The earliest macroscopic,
fully vectorial study of this problem was done by Bethe [8] , with later corrections by Bouwkamp
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[9], where Maxwell's equations were solved for small circular apertures in perfectly thin and
perfectly conducting screens yielding analytical expressions for the fields. Betzig et al. [60]
later calculated the field for a sub-wavelength aperture in a screen of finite thickness. However,
this solution was for a narrow slit (i.e. a two dimensional model) and only considered one
orientation of the incident polarization. Roberts [61, 62] considered a circular aperture in a
thick screen. While keeping the simplifying assumption of perfect conductivity, she estimated
the transmissivities of the aperture and the distributions of the near fields as functions of the
thickness of the screen9. This work was later followed by calculations by the same author in
which the simple circular aperture in a thick screen was substituted by the more sophisticated
geometry of a conical waveguide, which is much more representative of a near-field probe [63].
An alternative description of the problem is the modeling of the collection mode NSOM -or
the photon scanning tunneling optical microscope PSTM [31]- by calculating the optic near-
field in the vicinity of an illuminated sample of known characteristics. Optical grating theory
provides many analyses relevant to this type of approach [64] and optical scattering by random
surfaces has also been extensively studied [65].
The aim of the theoretical models mentioned above is to provide as complete a description as
possible of the diffracted fields produced by sub-wavelength apertures or objects. The probing
of the near-field is considered separately by other models, described in the next section, to
estimate the detected signal. These are non-global theories because the modifications of the
field caused by the presence of the sample are not included. All non-global theories must
be considered as approximations because the probes are not passive but actively modify the
near-field.
1.5.2 Modeling the NSOM Probe
As the near-field includes propagating and non-propagating components, the NSOM probe
is generally described as a scattering element that converts the non-propagating components
into propagating ones that are delivered to the optical detector. The collection of the near-field
by the probe tips has been analyzed in this context by Salomon et al. [66] who estimated
9Lewis and co-workers [16] performed in 1984 an experiment to measure the light transmitted through mi-
crolithographically produced sub-wavelength apertures of various diameters in an attempt to verify the validity
of these calculations.
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the detected intensity by integrating the Poynting vector of the near-field over the surface of
a dielectric probe, as is schematically represented in figure 1-17 (a). Cites et al. [67] used a
similar technique to calculate the image of a dielectric grating.
A more general approach to the calculation of the detected signal is to consider the tip probe
as a single dipole separated from a dielectric or conducting half-space, and to calculate the
radiation patterns in terms of the separation of the dipole from the half-space. A modification
of this is to consider the probe as a single electrically polarizable particle (sphere) characterized
by its polarizability [68, 69, 71]. In this model, the near-field induces an electric dipole on
the tip which will radiate and the detected signal will depend on the shape of the tip and
its ability to collect the re-radiated field, as represented in figure 1-17 (b). This single dipole
approach can be described in terms of the Rayleigh and Mie models of light scattering by small
particles where the sub-wavelength particles are represented by the first order approximation
of the induced dipoles. Lastly, the probing tips have also been modeled in terms of a small
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aperture coupled to an optic waveguide as depicted in figure 1-17 (c) [72] by using the small
aperture formalisms mentioned in the previous section.
1.5.3 Global NSOM Theories
Theories that consider the sample and detector as a coupled system are known as global or
self-consistent theories which can be divided into macroscopic and microscopic formulations.
Macroscopic formulations treat the tip and sample as continuous media and the optical charac
teristics are defined by macroscopic quantities such as the index of refraction or the dielectric
constant. The microscopic formulations consider the tip and sample as composed of discrete
scattering centers characterized by their magnetic and electric dipoles [73]. When actual nu
merical results are sought, the continuous macroscopic formulations must be decomposed into
discrete domains -for calculation purposes- that become analogous to the individual scattering
centers of the microscopic formulation. Denk et al. [75] described a macroscopic global ap
proach that was exactly soluble by considering a simple symmetrical geometry: a hyperboloid
tip and a flat sample. This geometry permits a solution by separation of variables of Laplace's
equation thus yielding exact solutions but without considering retardation effects. Recently,
macroscopic formulations have been constructed using a Green's functions formalism that is
able to circumvent the awkward geometries of NSOM [76] . These methods yield rigorous but
non-analytical solutions so they must be discreetized in order to obtain numerical results, the
precision ofwhich will depend on the density of the grid which will, in turn, affect the time and
complexity of the computation process.
1.6 Further Developments and Applications of NSOM
The various improvements and developments described in the previous sections of this chap
ter have all contributed to turn the near-field scanning optical microscope from an intriguing
challenge in physical optics to a novel tool for the investigation of the physical properties of
materials. Recently, fewer publications have appeared related to the basic instrumentational
aspects of NSOM than on particular applications and configurations. However, it is impor
tant to point out that, in instrumentation, research has continued to improve the resolution of
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the NSOM. Light scattered by an SFM tip used as a subwavelength source has been the modus
operandi ofmany PSTM designs [77] but it is a technique that has been plagued by high optical
backgrounds that hinder the detection of the near-field signal. This problem has been solved
by Zenhausern et al. [78] with an 'apertureless' NSOM design which uses the scattered light
principle and a novel method for background discrimination, to obtain a new record optical
resolution of 3 nanometers, or A/211!
An area with important commercial implications for NSOM is high-density data storage
systems. The principal limitation to increasing data storage density of current optical memory
technology is in the diffraction optics used by the technology. These could be marginally
improved with the use of higher numerical apertures or shorter wavelengths. This last solution is
limited by the cost and complexity of a blue laser system, as there are yet no cost effective solid-
state laser sources operating in the blue-uv region. The use of high n.a. optics, apart from being
only amodest improvement, introduces polarization alterations which are especially problematic
in high density magneto-optic read-write systems that can be more limiting than the diffraction
effects [79, 80]. NSOM techniques have been applied to reading previously written information
on magneto-optic recording media as well as to writing bits with an extremely high data density
( 7xl09 bits/cm2 compared with 1.5xl08 bits/cm2 for magnetic media) [81]. However, the main
challenge in the application of NSOM to optical data storage is to increase the throughput
rates to those required by commercially viable systems (~20 MHz), a challenging task given
the low signal levels generated by the polarization effects used in this technology. Even though
polarization contrast NSOM imaging was reported as early as 1990 [42, 40], these first reports
utilized the conventional method of placing the sample between a crossed polarizer-analyzer
pair. Any alteration of the state of polarization of the probing light by the sample would result
in a non-zero signal (null system). Nevertheless, the disadvantage of this type of setup is that
the detected intensity is quadratically dependent on the alteration of the polarized light by
the sample
(Malus' law) and is thus inherently insensitive to small variations. We proposed
a solution to this problem through a detection mechanism that linearizes the response to the
sample induced alteration of the polarization of the incident. This is achieved with the use of a
pre-modulation of the polarization of the probing light [82] and has allowed us to image sample
dependent polarization effects with a much improved sensitivity. The development is described
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in chapter 4 of this thesis. Overall, magneto-optic NSOM remains an active area of research
and this thesis includes a description of our work related to the improvement of the sensitivity
of magneto-optic NSOM.
Due to the reduced light levels inherent to NSOM, techniques to improve the signal-to-noise
ratio of the system are of interest. In particular, we reported a modification to our NSOM
setup that allowed us to use variations in the transmissivity of the sample as well as sample
dependent phase variations for contrast, while increasing the sensitivity of the instrument by
using a pseudoheterodyne interference amplification process [83] . This instrument is extensively
described in chapter 5.
Microfabrication technology is another area that is much concerned with issues of resolution,
and it too has important commercial possibilities for NSOM techniques. The basic techniques
used in microfabrication are based on either optical lithography or on electron-beam technol
ogy. The latter is expensive and complex but with very good resolution properties. Optical
lithography, on the other hand, is a much simpler technique but is limited by diffraction effects.
Near-field techniques have been demonstrated in this important area of applied technology by
using a micropipette tip illuminated by an ArF excimer laser in illumination mode to perform
surface ablation of certain resist materials and thus produce sub-micron structures [85] . Never
theless, a limiting factor for the application of NSOM to this area has been its limited "depth
of
focus"
which could be defined as its effective working depth. This quantity is defined by the
range of the height correction mechanism which, in theory, could be very large. The exposure
of microlithographic photoresists usually requires large focused penetration depths of the ra
diation which are outside the operating dimensions of NSOM. However, a possible solution to
this could be to operate the NSOM probe within the photoresist and to perform a dynamic
exposure by the near-field as the depth of penetration of the probe is varied.
Reports ofwhat has been termed single molecule detection, or SMD, performed with NSOM
techniques have appeared recently [86] and the technique has been extended to single molecule
NSOM spectroscopy [87, 88]. The concept behind these experiments is that the confinement of
either the excitation energy or the collected energy that is afforded by NSOM probes is capable
of isolating luminescence from a reduced number of quantum events, possibly even a single
one. The results show a narrowing in the spectral line-widths of the measurements. This is
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in agreement with the reasoning that, when performing far-field spectroscopy, the integrated
effect of an ensemble of such quantum events is measured, and that the spectral broadening is
caused by the variations in the exact energetic states of the individual events. This narrowing
effect has been observed in our laboratory in the spectra of porous silicon particles obtained
with NSOM [89]. The NSOM technique is invaluable for cases where the molecules or quantum
sites being imaged cannot be separated from the bulk of the sample, as in the case of porous
silicon. However, it could be argued that if the molecules can be individualized (statistically, as
in a dilute solution of fluorescent dyes with a known concentration), the simplicity of far-field
techniques is preferable to NSOM given that the confinement is now determined by the a priori
knowledge of the size and characteristics of the sample. In this case, NSOM can still prove its
usefulness by reducing the detected background fluorescence due to its greater confinement.
1.7 Future Directions in NSOM
The applications mentioned in the previous section will probably define future NSOM research:
NSOM as applied to data storage and microlithography will probably receive much attention
because of the economic implications that positive results could have. In microelectronics,
NSOM has the possibility to become another useful instrument for inspection and metrology
because of its capability to operate in conjunction with other scanned probe microscopy tech
niques like force microscopy or tunneling microscopy. From an instrumentational point of view,
reflection mode NSOM remains an attractive but complicated proposition that will probably
be investigated further because of the universality of its capabilities. Fluorescence NSOM is
also a highly attractive area because of its resolution by contrast capabilities and its potential
impact on the biological sciences, and an important challenge remains in the area of in vivo
observations of biological samples with NSOM techniques.
After ten years, NSOM is still largely unknown or remains a novelty among the larger
microscopy communities such as the biological sciences and the medical world. Whether NSOM
remains an object of research in itself or whether it is adopted as a standard instrument in other
research areas will depend largely on its usefulness to these communities. Far-field optical
techniques are still much simpler and convenient methods of microscopy and will always be
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preferred over NSOM when high resolution is not strictly necessary. In order to be successful as
a research tool NSOM will have to capitalize on its two important strengths in any specialized
applications that might require them: the one order of magnitude improvement in resolution
it affords using the classical contrast mechanisms of optical microscopy, and the ability to
perform correlative imaging by providing simultaneously obtained information on the optical
and topographical properties of samples.
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Chapter 2
Propagation of Light Through Small
Apertures
This chapter is an exposition of two different theoretical models for the distribution of the
optical energy in the vicinity of small apertures. The first is a scalar description of the field as
it propagates from the subwavelength aperture to the near and far fields. Its usefulness lies in its
intuitive description of the process in terms of propagating and evanescent spectral components
of the optic field. The vectorial model that is discussed in the second half of this chapter is due
to H. A. Bethe [8], with later corrections form C. J. Bouwkamp [9], which remains today the
seminal development for vectorial descriptions of the near-field of small apertures.
2.1 Scalar Model
The scalar model describes the near-field in terms of the evanescent and propagating spectral
components that are generated by optical radiation on passing through a sub-wavelength aper
ture in a perfectly opaque screen. The development is presented in terms of a two dimensional
linear decomposition of the field into its Fourier components at the aperture and their subse
quent propagation to the near-field and on to the far-field. The Fourier components at spatial
frequencies larger than the inverse of the optical radiation wavelength become the evanescent
part of the spectrum while the field components with frequencies equal or lower will propagate
to the far-field as regular components. The notation used here for the special functions and
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formalisms is the same as that used in reference [91].
2.1.1 Fourier Decomposition
Assume a plane monochromatic wave traveling in the +z direction, in the z < 0 half-space
u(x, z < 0,t) = expi(kz cut) (2.1)
where k = 2-n/X, A = wavelength of the radiation, lj = 2i\v, and v temporal frequency of the
radiation. Further, we assume a one dimensional object r (x) (or a two dimensional object in
the three dimensional model) in the x direction located at z = 0. The field just past the origin
at 0+ (in the z > 0 half-space) will be given by
u (x, 0+. t) = T (x) exp (-iojt) (2.2)
We can express the field u (x, 0+, t) as a linear superposition of plane waves represented by the
Fourier decomposition. The Fourier transform of u (x,0+,t) is given by
oo
U(,Q+,t)= j u(x,0+,t) exp(-i2nx(,) dx
CO
oo
= exp(iut) / t (x) exp(-i27rx^) dx (2.3)
oo
= exp(-iut) T ()
where U (^, 0+, t),u(x,0+,t) and T () , r (x) are Fourier transform pairs. Hence by the inverse
transform we have the angular spectrum representation of the field:
oo
u (x, 0+, t) = exp (-iojt) J T (0 exp (i2yrx0 dC- (2-4)
oo
Each of the terms in the integral can be interpreted as a weighted plane wave of wave number
k that is propagating in a direction defined by the cosines A and \rj (with respect to the x and
the y axes respectively)
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Figure 2-1: Decomposition of a propagating plane wave into two orthogonal components along
the x and z directions.
exp(ik[x(\) + z(\r])]) (2.5)
evaluated at z = 0 where
^=A^ (2.6)
Equation 2.6 is obtained from figure 2-1 by noting that a2 + A2 = l/2, 62 -h A2 = I/772,
l/2
_j_
-|y^2 _ ^a _|_^ an(j soivmg for i/,\2_ ^hat js. ^ js tjie wavelength in the direction of
propagation, which gives rise to l/, the wavelength in the x direction and I/77, the wavelength
in the z direction as is shown in figure 2-1.
Thus, the frequency along the z direction is given by
17=^1- (AO2, (2.7)
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and the field at a point z > 0 is given by
oo
u (x, z>0,t) = exp {-iwt) J T (0 exp li2i; (x + jyjl - (\)2) \ <%
oo
oo
= exp(-itot) (T() explikzy/l-(X)2\ expi2nx d. (2.8)
oo
As the support of the integral is infinite, it includes all values of . so it can be divided into
two parts: one for which A < 1 corresponding to the plane waves that propagate both in the
x and in the z directions, also known as the homogeneous or radiative wave components of the
field. The second part, for which A > 1, represents waves that propagate in the x direction but
decay exponentially in the z direction, also known as inhomogeneous or non-radiative waves.
The field can thus be decomposed into a propagating part and an evanescent part.
u(x,z > 0, t) = exp (iut) [up (x, z) -f ue (x, z)\
where
up (x, z) = / T () exp < ikz\j\ -
(A)2 \ expz2?rx d
A?<1
ue(x,z)= f T (0 exp l-kzyJ(XZ)2 - l] expz27rx <%. (2.9)
A>1
The decay length of the non-radiative or evanescent components is defined as the distance at
which the field falls to 1/e of its original value, and is given by
1 r
Zd=k
-1/2
(Ar-1 . (2.10)
It is evident from this expression that the decay length is inversely proportional to the frequency
of the wave component.
The scalar analysis, or angular-spectrum analysis, of the near-field presented here is depen
dent on the validity of equation 2.2. It assumes that the optic field at the aperture is a simple
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extension of the incident field with a discontinuity at the edges of the aperture, where the
field becomes zero. Modifications to the incident field at the aperture by the rim of the screen
are not considered and the statement of equation 2.2, although experimentally demonstrated
to be valid for describing regular diffraction optics elements, becomes questionable for small
objects, like the ones assumed here. Nevertheless, the results obtained for the near-field with
these techniques are partially demonstrated by more rigorous vectorial calculations [8, 9, 69]
like those presented in section 2.2.
2.1.2 Numerical Calculations
For the numerical calculations of these results we used r (x) = gaus (x) 1 as the aperture
function with its Fourier transform T() = gaus(). Disregarding the temporal components.
we calculated three parts to the field: a) the propagating part for which A < 1, b) the
evanescent part for which A > 1, and c) the total field composed of the sum of a and b:
oc
Ua^c (x, z > 0) = I T (0 exp |zfc2v/l-(A02} / (A) exp z2ttx d (2.11)
oo
where
red (A/2) a) propagating terms
/(A) = I red (A/2) b) evanescent terms (2.12)
1 c) total field
for the three different cases mentioned above 2 A more useful expression for calculation pur
poses is
uaAc(x,z>0) = T-l^{r(x)} exp|z/c2v/l-(A02} /(A)} (2-13)
where T denotes the Fourier transform and r (x) is the aperture function.
1
gaus (x) = exp (x/b)
0, |x| > 1/2 ^ f 1, |x| > 1/2
2
rect(x) = { 1, |x| < 1/2 I rect(x) = { 0, |i| < 1/2
[ 1/2, |x| = l/2 J I 1/2, |i| = l/2
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Equations 2.12 and 2.13 were evaluated using the gaussian aperture function. The reasoning
behind this is that it probably approximates the real apertures used in. the NSOM probe tips
better than a red (x) function because of the finite penetration depth of the radiation into the
opaque material in which the apertures are made. The calculations were performed with the
following values and conditions:
An array with a total of n = 512 samples was used.
The aperture function was r (x) = gaus (x) with a width of 64 samples.
The width of the aperture (1/e points) was normalized to unity.
The wavelength: A = 8 units, making the aperture sub-wavelength.
The field was calculated at increasing distances from the aperture of
z = [0+, 0.01, 0.1, 0.25, 0.5, 8]
which correspond to values from zero to a distance equal to eight aperture diameters or
one wavelength.
Figure 2-2 is a series of plots of the absolute value of the propagating or homogeneous
components of the field, corresponding to case a of equation 2.12, at increasing values of z away
from the aperture. Figure 2-3 shows the evanescent components of the field, corresponding to
case b in the equation, and figure 2-4 shows case c, or the absolute value of the total field
-evanescent and propagating components- as it propagates in the z direction. This plot shows
how the field looses its 'collimation' as it propagates and, at a distance of z = 1/2, it is clear
that it no longer has the well-defined gaussian shape of the aperture.
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Figure 2-2: Intensity of the propagating, homogeneous, or radiative components of the optic
field at increasing separation from the aperture (aperture diameter=l, A=8).
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Figure 2-3: Intensity of the evanescent, inhomogeneous, or non-radiative components of the
optic field at increasing separation from the aperture (aperture diameter=l, A=8).
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Figure 2-4: Intensity of the total optic field, propagating and evanescent components at in
creasing separation from the aperture (aperture diameter=l, A=8).
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2.2 Vector Theory
As mentioned in the introduction, the rigorous treatment of the theoretical problem presented
by the NSOM experiment can be attacked from several different angles. In its most basic
interpretation, theoretical NSOM is the study of the smallest light source possible -a single
oscillating dipole- in the presence of an infinite half-space. This problem can be traced to
Sommerfeld's work on radio antennas in 1909 [90] and related applications to NSOM can be
found in references [68, 69, 70]. Nevertheless, for the NSOM described in this work, the models
for radiation transmission by small apertures are more appropriate. Recent work by Roberts on
the fields at and near sub-wavelength apertures in conical waveguides of finite extent provide
analytical solutions to the problem with a minimum of idealization [61, 62, 63]. Computational
methods, however, must be used when an accurate descriptions of the materials and shapes of
the tip and the sample are considered [73, 74].
The following developments are based on the two seminal papers on the theory of diffraction
through apertures that are smaller than the wavelength of the incident electromagnetic field.
The first is 'Theory of Diffraction by Small Holes' written in 1944 by H.A. Bethe [8], and a
correction of this paper entitled 'On Bethe's Theory of Diffraction by Small Holes' by C. J.
Bouwkamp written in 1950 [9]. These two theoretical developments include the basic elements
present in most of the recent theoretical descriptions of this particular model for NSOM. An
effort has been made to present the hypotheses and results of these two papers with a consis
tent notation, and the resulting expressions for the electromagnetic field at the aperture are
represented as energy distributions at and near the sub-wavelength aperture.
2.2.1 Kirchhoff 's Scalar Theory of Diffraction
Bethe's paper starts by describing Kirchhoff 's classic scalar theory of diffraction by apertures
in perfectly conducting, infinite screens. He points out the basic logical inconsistency of this
theory as an over specified, and hence ill-posed, boundary value problem (Cauchy boundary
conditions). The argument presented in the paper is as follows (refer to figure 2-5): Consider
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Figure 2-5: Kirchhoff 's scalar theory of diffraction (see text).
a perfectly conducting screen located on the xy plane at z = 0 with a circular aperture E of
radius a at the origin, and further consider a monochromatic wave that originates at a point Pq
on the left of the screen (z < 0) at a distance r0 from the origin. The objective is to determine
the disturbance at point P on the right hand side of the screen (z > 0), a distance r from the
origin, when the dimensions of the aperture radius, wavelength and distance from the origin
are a>A, ro>a and r S> a.
The disturbance U(P) is found by using Kirchhoff's integral theorem over a closed surface
S formed by: a) the aperture E, b) part of the screen $ around E, and c) the surface of a
sphere T centered at P and truncated by the xy plane, as shown in figure 2-5. According to
this theorem we can express the disturbance at P by
w-iK(T)-
,iks dU
dn
dS (2.14)
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where s is the distance from P to the points on5 = E + $ + r and d/dn is the differentiation
along the normal to the surface toward the inside (the side where P is). In order to solve
equation 2.14 the boundary conditions must be set, and the values of U or dU/dn have to
be established on all the surfaces that form the closed surface S. These are values that are
not always known. Kirchhoff's assumptions for boundary values are that the field U at the
aperture E is essentially the same as if the surrounding screen were absent, i.e. the field in E
is not affected by the presence of the surrounding screen3 Thus
U = U0 and ^ =f (2.15)an an
for all points on E and where Uq is the field that would be present in the absence of a screen.
This turns out to be a good assumption for situations where the aperture is large compared
with the wavelength (a S> A) and for points in E away from the edge of the aperture where
the influence of the screen may be felt. These conditions are satisfied by most arrangements
in classical diffraction optics. A second assumption is that, as the screen is considered opaque,
the field on $ is identically zero. Hence
U = 0 and ^ = 0 (2.16)
on
for all points on $. The contributions to the field at P from the spherical surface T are assumed
to be zero following a much used argument stating that, as the radius R of the sphere can be
made arbitrarily large, the contribution to the disturbance at P from T can be made infinitely
small. It is then clear that the only surface contributing to the field at P is the aperture itself.
If we now consider the case in which the aperture E is small compared to the wavelength,
i.e. o A, we can consider all the terms in the integral of equation 2.14 to be constant over E
resulting in
-* (*<())
The inconsistency of this particular solution to the problem is due to the specification of
3Note that this is the same assumption that was made in the angular spectrum representation of the near-field
presented in the previous section of this chapter.
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both U and dU/dn on S (an overspecification of the boundary conditions). The failure of
Kirchhoff's theory is evident when we try to recuperate the boundary conditions 2.16 from
the expression obtained for U(P) in equation 2.17. Noting that the normal direction n to the
aperture E is the z direction we have that d/dn = d/dz. Thus
d (elks\ d (eiks\ elks ( 1\ z ,
where s = y/(x - x')2 (y y')2 zz. hence ds/dz = z/s for points on and $, leading to
u{P) = -A(^ +Vo^U^-)i) (2.19)dn s s V sj s
When this expression is evaluated at any point on $ (on the screen and outside the aperture:
z = 0 and s > a), the second term in equation 2.19 becomes zero, but the first term will not
be zero as the term dUo/dn is different from zero by hypothesis, and hence U(P)z=q ^ 0 in
contradiction to the boundary conditions stated in equation 2.16.
2.2.2 Bethe's Theory of Diffraction
Boundary Conditions
In his solution, Bethe proposes a different set of boundary conditions. He divides the total field
into the zero-order field and the diffracted fields. The zero-order field is the field that would
be present, on the left of the screen (z < 0), due to the incident electromagnetic perturbations
Eo and Ho and the screen itself, but in the absence of the aperture. The zero-order field is
identically zero to the right of the screen (z > 0). In order to account for the discontinuity in
the fields due to the aperture, Bethe introduces the diffracted fields Hi and Ei for z < 0, and
H2 and E2 for z > 0. Thus the total fields are:
E = E0 + Ei and H = H0 + Hx for z < 0 (2.20)
E = E2 and H = H2 for z > 0. (2.21)
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Because the screen is assumed to be a perfect conductor, the tangential component of the
electric zero-order field and the normal component of the magnetic zero-order field are zero on
the xy plane:
Eot = 0, Hon = 0.
The symmetries of the diffracted fields require the electric component of the diffracted
field to be symmetric with respect to the screen (xy plane) and the magnetic component anti
symmetric with respect to the screen. Thus
Eu(x,y, -z) = E2t(x.y,z)
Ein(x,y,-z) = -E2n(x,y,z)
Hlt(x, y, -z) = -H2t(x, y, z)
H\n(x, y, -z) = H2n(x, y, z)
Evaluating equations 2.20 and 2.21 at the aperture (z = 0) and assuming continuity of the
fields, the tangential and normal components must satisfy the following relations in the hole of
the aperture:
Elt = E2t and Hot + Hlt = H2t (2.24)
Eon + Ein = E2. (2.25)
From 2.22 and 2.23 we see that H14 = H2t and that Ei = E2 which, with equations 2.24
and 2.25 give
H2t = ^H04 and E2n = ^E0n (2.26)
for points in the aperture E. For points on the screen around the aperture <>, the conditions
H2n = 0 and E2t = 0 (2.27)
apply because the screen is perfectly conducting. Equations 2.26 and 2.27 are the boundary
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conditions for Bethe's theory. Eo and Ho are assumed to be known and, within the small
aperture approximation, they are considered to be constant over the aperture E.
Bethe's Results
In order to evaluate the fields at a point P with the aforementioned boundary conditions,
Bethe uses a vectorial form of Kirchhoff 's integral theorem [92] and obtains expressions for the
electric and magnetic fields on the left of the screen for different cases. The general electric and
magnetic fields in the far field (kr S> 1) are given by
E = fc2a3 f x (2H0 + E0 x r) (2.28)
37r r
H = f x(2H0xf-E0) (2.29)37r r
where f = r/ |r| is a unit vector in the direction of observation, and a is the radius of the
aperture, as before. The Poynting vector is
S = fExH= ^^4- f (2f x H0 - f x f x E0)2 (2.30)
4-7: 36^ rz
Note the dependence on the term k4a6 The same dependence is found in Rayleigh's theory
of scattering by small objects, where the diffracted intensity is proportional to the sixth power
of the particle size and inversely proportional to the fourth power of the wavelength.
The Fields at the Aperture
From the boundary conditions, the tangential components of the magnetic field and the normal
components of the electric field are entirely determined by the zero-order field (cf. equations
2.24 and 2.25). Thus, for the magnetic field
Ht = H0t=^Hx = ^HOx and Hy = H0y (2.31)
and the normal component is
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The normal component of the electric field is again determined by the boundary conditions
Ez = -E0z (2.33)
and the tangential components are radially symmetric
1 r' 2
Et(r') = E0z + -ikVa2-r^nxU0 (2.34)
7t yja2 r 2 tt
where
r'
= t/x'2+ y'2and
r' is the polar vector on E. Note that both Hz(r') and Et(r') become
infinite on the rim of the aperture (r1 = a).
2.2.3 Bouwkamp's Corrections to Bethe's Theory
Boundary Conditions
In his solution to the diffraction by a small aperture, Bouwkamp only considers the special case
of a normally incident, plane, polarized wave as the zero-order field Eo = {-Ear, Eqv, Eqz] and
H0 = {H0x, H0y, H0z} where 4
EQx = 2i smkz, E0y = 0, E0z = 0 (2.35)
H0x = 0, Hoy = 2 cos kz, H0z = 0 (2.36)
Like Bethe, he also considers the symmetry and anti-symmetry of the diffracted electric and
magnetic fields respectively. These are
E = E0 + Ei = {E0x + Ex(x,y,-z), Ey(x,y,-z), -Ez(x,y,-z)} (2.37)
4Considering an incident wave E0i = {exp i {kz - cut) , 0, 0} and H0; = {0, exp i (kz - uji) , 0} and the reflected
wave E0r = {-exp (-i (kz + wt)) ,0,0} and H0r = {0,exp(-z (kz + ut)) ,0}, the total field is, omitting the
complex time factor exp (-iut), E0 = E0i + E0r = {2i sin (kz) , 0, 0} and H0 = H0i + H0r = {0, 2 cos (kz) , 0}.
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H = H0 + H1 = {-#x(x,y,-z), H0y - Hy (x,y,-z) , Hz(x,y,-z)} (2.38)
for z < 0, and
E = E2 = {x(x,y,2), Ey(x,y,z), Ez(x,y,z)} (2.39)
H = H2 = {Hx (x, y, z) , Hy (x, y, z) , Hz (x, y,z)} (2.40)
for z > 0. As before, the boundary conditions on the screen are
Ex = 0, Ey = 0, and #2 = 0 (2.41)
for all points on $.
The required continuity of all the field components across the aperture is satisfied by equat
ing 2.39 to 2.37 and 2.40 to 2.38 evaluated at z = 0 for points on S
Hx(x,y,0)=0 (2.42)
Hy(x,y,0) = -HOy (2.43)
2(x,y,0) = 0. (2.44)
Bouwkamp's Resulting Field Equations
Bouwkamp shows that Bethe's formulation of the problem, in the particular case of a normally
incident plane monochromatic wave, leads to a contradiction in equation 2.44, which is insignif
icant for far-field calculations but is important for the near-field. Considering equations 2.41 to
2.44 as boundary conditions, Bouwkamp's solution is obtained in essentially the same manner
as Bethe's, with the use of fictitious magnetic charges and currents in the aperture to construct
the required boundary conditions. His solutions are obtained in oblate spheroidal coordinates
and he expresses the results in a mixture of Cartesian and oblate spheroidal coordinates. His
expressions are, for the near-field:
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,.2 ,22 / 11 x" y \
Ex = ikz ikau \\ + v arctan -U H ~ -| ^ (2.45)
tt V 3u2-t-2 3a2(u2 + u2)(l + t;2)2'
V '
Ey = ~o , iTlu^ o,2 (2-46)37TO (ti- + VZ) (1 + I/2)
Aikxv
3n (u2 + v2) (I + v2)
(2.47)
and
#* = 2, 2 4Tn 2^2 (2-48)Tta (u + V2) (1 + 172)
V2 / v \ 2 (x2 - y2)
arctan v H ^ x H i .
vr V 2 + v2J tto2 (u2 + u2) (1 + v2Y
Hv = l-- + -= = + - ^ -^ 5- (2.49)
4aytt
7ra2(ii2+v2)(l + u2)
Hz
-,2f2 i2Uij.,,21
(-50)
where the oblate spheroidal coordinates are related to the Cartesian coordinates through
x = aJ(l -u2)(l + v2)cos<p, y = ay(l - u2) (1 +v2)sinip, z = auv (2.51)
for
-oo<z;<oo, 0<u<l, 0<</?<2tt. (2.52)
In the aperture E, v = 0 and u 7^ 0; on the screen $, u = 0 and u 7^ 0; for z < 0, v < 0;
and for z > 0, v > 0.
The field equations at the aperture (z = 0, v - 0) are
4zfc 2a2 - x2 - 2y2
_
4zfc xy
^ = "Wa2-x2-y2' ^ ~ "^ ^a2 - x2 - E'
~ ^
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Hx = 0, Hy = l, Hz = -~ y (2.54)
ttv x y
It must be stressed that all these results apply only to the specific case of a normally incident
plane wave as specified by equations 2.35 and 2.36. As in the results obtained by Bethe, the
tangential electric and the normal magnetic fields become infinite at the edge of the aperture.
Note from 2.45, 2.46 and 2.50 that on the screen, where u = 0, the tangential components of
the electric field and the normal component of the magnetic field are zero, as required by the
boundary conditions.
2.2.4 Numerical Calculations
In order to plot equations 2.45, 2.46 and 2.47, relations 2.51 must be inverted subject to the
constraints of equation 2.52 and the conditions that follow. The inverted equations are:
u = -^\ja2- r2 + y/(r2 -
a2)'
+ 4a2z2 (2.55)2 _ t- _i_ , / _
n \2; a2~
2
_
n2 , , (r2 _ n2\2_l An2?2r -a2 + J(r2-a2y + 4a2z (2.56)
ay/2
All the figures that follow are plotted using equations 2.45 through 2.50, in the xy plane
and at different z values of increasing distances from the aperture. For consistency, the relative
dimensions of the aperture and the wavelength are the same as those used in calculating the
scalar results presented in the first part of this chapter. These are:
Aperture function: drc(r) with a diameter of one0.
Incident radiation: A = 8 (sub-wavelength aperture), normally incident plane wave po
larized in the x direction.
A grid with a total of n x m = 49 x 49 points was used.
circ (r) =
1 r < 1
0 otherwise
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The field was calculated at increasing distances from the aperture of
z=[0+, 0.01, 0.1, 0.25, 0.5, 8.0]
which correspond to values ranging from zero to a distance equal to eight aperture diam
eters, or one wavelength.
Figures 2-6 and 2-7 are renditions of the magnitude of the Poynting vector of the field at
different planes parallel to the aperture and separated by the z-values indicated under each
image. The first image was calculated using a very small number for the z-value (~ 0) to
avoid division-by-zero errors. The area of each plot is 1.2 x 1.2 and the aperture diameter is
1. These results show a divergence of the fields at the rim; the electric field diverges on the
rim parallel to the y axis and the magnetic field on the rim parallel to the x axis. As in the
case of the scalar model of the near-field presented earlier (section 2.1), the plots show that
the field remains 'collimated' out to a distance of approximately half the aperture diameter.
The Poynting vector was used as a measure of the field intensity because the magnitude of the
magnetic component of the field is larger than that of the electric field close to the aperture
-and hence not negligible- for the particular case of normal incidence that is studied here. This
situation can be explained in terms of the perfect conductivity of the screen and the normal
incidence: The incident electric field becomes zero at the screen, and is thus small close to it
while the magnetic field can penetrate the screen and remains approximately the same on either
side of the aperture.
As pointed out earlier and shown in figure 2-6, the fields at the rim of the aperture become
infinite when calculated with expressions 2.45 through 2.50. This is attributed to the idealized
nature of the screen. If a finite thickness and conductivity of the screen are assumed the infinite
fields reduce to local maxima of finite height [93] . It would seem possible to image or otherwise
detect this localization of electromagnetic energy at the rim of the aperture, but observations
of this phenomenon have never been reported in the literature.
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Figure 2-6: Poynting vector magnitude: at the aperture (top left, logarithmic scale), and at
increasing separations from the aperture (linear scale), (aperture diameter=l, A=8.)
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Figure 2-7: Poynting vector magnitude at increasing separations from the aperture (linear
scale), (aperture diameter=l, A=8.)
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Chapter 3
Force Regulated Near-Field
Scanning Optical Microscope
In this chapter, the instrument that is the subject of this thesis is presented and described. A
general discussion of Scanned Force Microscopy (SFM) is first presented and the various aspects
of this type ofmicroscopy are described. These include all the basic 'nuts and
bolts' like issues
of mechanical noise, scanner hysteresis, control software and other subjects that are common
to all forms of scanned probe microscopies. The adaptation of the scanned force microscope to
perform near-field scanning optical microscopy (NSOM) is then presented.
3 . 1 Introduction
The basic instrument used in this work is a force regulated near-field scanning optical
microscope (FRNSOM). It consists of a scanned force microscope (SFM) whose probing tip
has been adapted to perform NSOM making it a dual-purpose microscope: it is capable of
simultaneously imaging the topography of the sample as well as its optical properties. The
fundamental parts of the instrument are presented in figure 3-1. At the center of the system is
the probing tip. It is formed from a sharpened optic fiber that is coated with a thin metallic
film on its sides so as to form a small sub-wavelength aperture at its end. Its characteristics and
manufacturing procedures are described in section 3.3. The tip is monitored by a differential
interferometer that is described and analyzed in section 3.2. A set of three piezo-positioners
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Figure 3-1: Force regulated near-field scanning optical microscope (NSOM).
move the sample in the x, y, and z directions relative to the tip, which must be held fixed
because of the detection interferometer. The z piezo-positioner is responsible for regulating the
separation between the tip and sample on a nanometric scale. When in operation, it is coupled
to the differential interferometer monitoring the vibration of the tip through an electronic
feedback positioning system that is described in section 3.2.4. These constitute the scanning
force microscope (SFM) part of the instrument.
The NSOM part of the microscope consists, in its most basic form, of the sub-wavelength
aperture on the sharp end of the light guiding tip, and a laser or other light source that
is coupled into the non-sharp end of fiber. The tip illuminates the sample through its sub-
wavelength aperture, and a light collection and detection system is used to monitor the light
transmitted by the tip/aperture that interacts with the sample. This is described in section
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Figure 3-2: Scanning force microsocopy (SFM) image (16 x 12 /j,m) of red blood cells taken
with the orthogonal sample/cantilever SFM of Yang et al.
3.4. As shown in figure 3-1, the NSOM can operate in transmission and/or in reflection mode
depending on the position of the far-field collection system. Scanning in the x, y directions is
performed under digital control and is described in section 3.2.8.
3.2 Scanning Force Microscope (SFM)
3.2.1 Overview
Scanning force microscopy is a form of probe microscopy in which very high three dimen
sional resolution is obtained by detecting the interaction between a very small probe and the
features of the sample. The interaction is monitored in one direction (called the z direction) as
the sample is scanned past the tip in the other two directions (x and y) in a precisely controlled
manner. If the probe is as small as the smallest of the features in the sample, individual inter
actions may be detected and the individual features may be resolved. The resolution limit of
these microscopes is thus determined by the size of the probe. The probes used are sharp tips
and the fine positioning of the sample is obtained with piezoelectric positioners. Figure 3-2 is
an image taken with the SFM described in this section. It is a 16 x 12 \im scan of human red
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blood cells.
The interactions detected can be due to several types of forces acting between the tip and
sample. These are generically known as atomic forces, which has resulted in the term Atomic
Force Microscope (AFM) being used for this form of scanned probe microscopy. However, this
term is somewhat limiting because many other non-atomic or bulk forces, such as electrostatic
forces or the capillary forces present when operating in ambient conditions [48] . are usually at
play. Thus, the term scanned force microscopy (SFM) is a more general and descriptive term
for the actual interactions taking place. The different forces have lead to the development of
other novel forms of scanned force microscopy which include friction force microscopy [94] . scan
ning electric force microscopy [95, 96], scanning capacitance microscopy [97]. scanning thermal
microscopy [98. 99], magnetic force microscopy [100. 101], and the scanning chemical potential
microscope [102], among others. The resulting output from any one of these microscopes is
usually a combination of several forces acting simultaneously between the tip and sample, and
the development of methods and techniques to decouple these different interactions constitutes
in itself an area of active research.
Even though individual atoms have been resolved with SFM techniques [103], resolution is
generally lower than that of scanning tunneling microscopy (STM). This is because the effective
ranges of the interactions (forces) involved are orders of magnitude larger than those present
in the electronic tunneling of STM which results in a larger size of the effective SFM tip.
Nevertheless, its advantage over STM and scanning electron microscopy (SEM), is that it is
able to image conducting and non-conducting materials alike, in air or liquid [104] .
The atomic force microscope detects the attractive and repulsive forces that act between the
atoms and molecules of the probing tip and those of the sample. These can be Coulomb forces,
ionic forces, ion-dipole interaction, dipole-dipole interaction, van der Waals dispersion forces
[105], and interfacial forces [106]. The exact nature of the forces involved will be dependant
on the materials and surface contaminants of the interacting objects. The forces are generally
grouped into short range repulsive forces and long range repulsive and attractive forces. The
interaction force between two small bodies as a function of their separation is shown in figure
3-3. The solid line is the potential energy between the objects and the dashed line is the
force defined as the negative gradient of the potential. The zero-force/minimum-energy point
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attractive
region
Figure 3-3: Interatomic force (dashed line), and energy (solid line) between two small bodies
as a function of their separation. The separation scale (z-axis) is an arbirtary generalization.
Actual values will depend on specific materials and conditions but will usually be in the single
nanometer range.
(arbitrarily shown here at a unit separation) defines two regions: to the left, the bodies are
repelled, while to the right they are attracted to each other. These two regions are used in two
distinct forms of SFM imaging known as the contact and the non-contact modes.
3.2.2 Contact Mode
In this mode of operation, the sharp tip and the sample are brought into a 'single
angstrom'
separation. At this separation the force is repulsive and it counterbalances the force exerted by
the tip on the sample. If the mass of an atom in a lattice is known (m ~
10~25 kg) together
with its vibration frequency (u ~ 1012 Hz), the equivalent spring constant for the atom in the
lattice can be calculated from k =
(2-kv)2
m ~ 4- 10 N/m, so a tip with a spring constant lower
than this will be deformed or bent as it scans over the sample. The tip is scanned in a raster
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Figure 3-4: Mechanical response curve of the tip. The resonance shift from lot to u'T is due to
the force gradient. For a driving frequency cv^, the signal will be 0\ for zero gradient and 02
for non-zero gradient.
fashion over the sample and the local variations in height of the sample are translated into
height variations of the lever as a whole. These can be detected by several means, examples of
which are interference and capacitive detection systems [46, 107]. Thus, the small lateral size of
the tip provides the discrimination in the x, y directions, and the z direction is detected through
the movement of the lever. The DC value of the detected signal is used to form the image of
the sample's topography or profile. This mode of operation can achieve very high resolution
because the interactions take place only between the atoms or molecules at the tip and sample
that are 'in contact'. The disadvantage of this mode of operation is that the net force exerted
by the tip may be quite large (10-9 N [105]) and can destroy the sample and/or the tip. Higher
resolutions require smaller tips which result in higher pressures, and an increased probability
for tip and sample damage.
3.2.3 Non-Contact Mode
The non-contact mode, or AC mode, is the method used for regulation in the NSOM of
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this thesis. In this mode, the tip/sample separation is 'a few nanometers' and thus within the
attractive force region as shown in figure 3-3. The tip/sample separation for this regime is
normally above 1 nanometer, depending on the materials and conditions involved. Because the
attractive forces of the non-contact mode are of a longer range than the repulsive forces, the
effective size of the tip will be larger and the resolution in the x, y direction will be lower than
in the contact mode, for equally sharp tips. Nevertheless, its non destructive operation makes
it ideal for imaging soft samples like biological materials. The non-contact SFM is essential for
working with NSOM because the aperture at the tip can be damaged on contact.
For operation in this mode, the force gradient is detected and its variations in the z direction
are used as a measure of the tip/sample separation. This is possible because the gradient is a
single valued function of the z position. It is achieved by oscillating the tip with an external
driver at a frequency ud just off its natural resonance ur (refer to figure 3-4). The vibrations
are detected with a band-pass AC detector (such as a lock-in amplifier or a spectrum analyzer)
tuned to the driving frequency lo^. As the oscillating tip approaches the sample, the attractive
force gradient will alter the spring constant k of the lever, and shift its resonance frequency
to uj't, as shown in figure 3-4. In the orthogonal sample-cantilever system described here, the
reduction in the oscillation amplitude will be caused by the gradient of the shear forces parallel
to the surface [56, 53]. The reason for vibrating the tip at cua instead of toT is now apparent:
when the driving -and detection- frequency uj^. is on the linear part (maximum-slope) of the
mechanical response curve of the tip (see figure 3-4) , the sensitivity of the detection is optimized
by maximizing the difference between the outputs 0\ and 02 for a given shift in resonance. If
the maximum of the lorentzian response curve were chosen as the operation point, a change in
the resonance frequency would produce a variation in the detection that would be quadratically
dependent on the shift.
Figure 3-5 is a real vibration response curve for a typical fiber optic NSOM tip. Its main
resonance is close to 60 kHz and its Q factor1 is around 70.
The displacements of the oscillating tip Az are linearly related to the force F through
the spring constant k of the tip cantilever -or shaft- through the relation F = kAz. The
resonant frequency is in turn related to the spring constant through uT = \/k/m, (m = mass) .
1Q = ujt I Aoj where Au; is the full width half max of the resonance signal.
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Figure 3-5: Mechanical vibration response curve of a typical tapered optic fiber NSOM probe
tip.
The force is dependent on the z-position and. to a first approximation, can be expressed as:
F = Fo + (dF/dz) Az kAz. From this expression we get: Fo = (k dF/dz) Az, from which
we can deduce that the effective spring constant is dependent on the force derivative. The
effective resonance will then become ui'r = y/(k dF/dz) /m. On approaching the tip to the
sample, the chain of events is the following: a reduction of the separation leads to an increase
in the force derivative, resulting in a lowering of the cantilever's resonance frequency (from uT
to lo't in figure 3-4). That in turn produces a reduction of the detected oscillation amplitude
(from 0\ to 02 in figure 3-4) for a constant driving power at a fixed frequency ud. The detected
signal will thus decrease in relation to the tip/sample separation.
Other factors can also account for the reduction in the detected amplitude. An increase in
the damping of the tip can be caused lateral frictional forces [58] or the condensation of a water
capillary between the tip and sample [48, 106]. Under normal operation in atmosphere, it is
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Figure 3-6: Two modes of SFM operation. Top: Constant separation mode (active feedback
loop ). Bottom: Constant height mode (open feedback loop mode).
believed that these are the primary mechanisms for the reduction of the dither amplitude.
3.2.4 Feedback Control
During scanning, the detected separation-dependent signal can be used in a position correct
ing and regulating feedback loop. The purpose of the loop is to maintain a constant separation
between the tip and the sample during scanning, as schematically shown in figure 3-6 top. The
error signal of the feedback loop (see figure 3-1) will vary in a measure of the topography of
the sample (constant separation mode or active feedback mode). Alternatively, the detected
signal can be used directly (see figure 3-1) to obtain the topography information of the sample
by scanning the tip at a constant separation from the average plane of the sample, as shown in
figure 3-6 bottom (constant height mode or open loop mode). In practice, however, an interme
diate state of operation between open and active feedback is usually established according to
the gain of the feedback loop, the exact setting of which will depend on the scan size, sample
topography, and other operating conditions.
To establish the feedback loop, the tip oscillation signal at the desired oscillation amplitude
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must be set first. In the system described here, we chose a 2 9 nanometer operating amplitude
which would give us a 30 40 db signal above the noise floor. The signal is then sent to a
differential amplifier where a voltage of 1/2 to 2/3 of its maximum value is subtracted. The
resulting bipolar signal, known as the error signal, is amplified by the feedback amplifier (whose
gain will define the modes of operation described above) and set to drive the z positioner. On
approaching the sample from afar, the positive error signal will push the sample towards the tip.
When the oscillation signal is lowered by tip/sample interaction, the error signal will become
negative and the sample will be driven away from the tip. This process eventually reaches an
equilibrium where the error signal is kept at a minimum.
3.2.5 Differential Interferometric Dither Detection
As mentioned previously, the oscillations of the tip can be monitored by a variety of mech
anisms. In the system described in this thesis, the oscillations are detected by means of a
differential interferometer whose parts are shown in figure 3-7. It consists of a polarized beam
from a HeNe laser (1 5 mW) that is passed through a Wollaston prism that splits it into two
orthogonally polarized diverging beams. The angle of divergence will depend on the Wollaston
prism (in our system it was 0.5). In order to ensure equal intensity of the beams, the polar
ization of the incident beam must be aligned at 45 to the orthogonal axes of the prism so that
the projections of E the incident field, E\ and E2 in figure 3-7, are of equal magnitude. The
diverging beams are then focused onto the side of the oscillating tip by a doublet lens whose
front focal plane coincides with the apparent plane of splitting of the beams within the prism.
This particular arrangement ensures that the focused beams will emerge from the lens parallel
to each other, and that the light will return along the same path after reflection off the tip. The
two foci are separated by approximately 100 [im and the separation between the tip and the
nearer of the two foci is no more than half of this. The reflected light reverses the trajectory: it
is recombined by the Wollaston and reflected by a beam splitter, through an analyzer element,
to a photodiode for detection.
As the tip oscillates, the path-length difference of the two beams -and hence their phase
difference- will be modulated in time. This phase difference is enhanced by the non-linear
deformations of the vibrating tip [108] and results in the interference of the beams at the
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Figure 3-7: Differential interferometric tip dither detection (see text).
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detector, which generates a signal at the oscillation frequency ud.
The optic field at the detector is
Ea = exp(-iwot) {exp[-i(easmudt + (3a)} - exp [-i (9bsmudt + (3b)}} (3.1)
where: E = incident field, w0 = optical frequency, ujd = tip vibration frequency, 9a and 6b
are the phase modulations introduced on each beam by the vibrating tip. and (3a and (5b are
constant phase terms of each beam. The intensity of the field at the detector is thus
Ia = Ea Ea = - {1 - cos (6 smuidt + 6(3)} (3.2)
where P = E2, 6 = 6a - 9b, and 6(3 = (3a - (5b. The signal detected by the photodiode is then
i(t) = A Ia where A is a constant to be determined. For this, consider the case when tum = 0.
i{t).,m=o = A^ {l-cos(6P)}. (3.3)
On making 6(5 = vr, which can be achieved by changing the lateral position of the Wollaston
prism2,
i(t) = AP = ^P (3.4)
where e = electron charge, rj = detector quantum efficiency, h = Planck's constant, and c =
speed of light. The signal detected by the photodiode is expressed by
i (t) = -^
{1- cos (9 smcomt + 6(3)}. (3.5)
2To explain the mechanism by which the constant phase term 6/3 can be varied with lateral displacements of
the Wollaston prism, let the indices of the two wedges of the prism be t?i and 77,2, a the angle of incidence of the
two beams onto the interface of the wedges,
a'
the refracted angle of one beam (E\), and a" the refracted angle of
the other beam (E2, refer to figure 3-7). By Snell's law, ne sin a = na sin
a' for one beam and n0 sin a = r?e sin
a"
for the other beam. These relations yield, with small angle approximation,
a' ^ a" This in turn implies that
the path lengths within the prism -and hence the phases- of the two orthogonally polarized beams are never the
same. Thus, by moving the prism laterally, the path lengths will be altered, and so will the difference between
them, resulting in a net change of the phase 6/3 between them.
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Expanding this equation
PeriX
i(t) = ^T {I -cos (6,6) Jo (0) + 2 sin (6,3) sin {uimt ) J2 (0)
-2cos(6(3) cos(2ujTnt) J2 (9) + ...} . (3.6)
If we consider a small phase difference A0, the approximation J2 (A0) A0/2 is valid and.
adjusting the Wollaston to get 63 = it/2, the first harmonic signal (1/) detected by the lock-in
amplifier at wm (corresponding to the third term in the sum of equation 3.6) is given by
V PenX A0
which is linearly dependent on the phase difference A0. The output of the lock-in. described
by equation 3.7, is used in the z-position feedback loop.
This system is especially useful in that it is a differential system, sensitive only to spatial
variations relative to the two foci on the tip and insensitive to shifts in the system that affect
the two beams equally. It is also a system that allows a precise measurement of the phase
difference and thus the amplitude of the tip excursions can be set to a well defined amount.
The calculation for this is explained in appendix D.
3.2.6 Noise and Artifacts
The SFM is subject to various forms of noise that limit its sensitivity. Apart from the general
sources of instrumentation noise such as shot, Johnson and laser noise, it is also subject to
mechanical instabilities like perturbations from ambient phonon noise, mechanical thermal noise
and thermal drift, hysteresis and creep. The latter are phenomena inherent to piezoceramic
scanners and translators. Hysteresis refers to the fact that the deformation of the piezoceramics
is not a single valued function of the applied voltage; the exact displacement of the translator will
depend on the previous values of the applied voltage. This, although a nuisance when scanning,
does little else than distort the resulting image because it is a repeatable phenomenon. Creep,
also a piezo phenomenon, refers to the lag between a voltage change and the time the final
deformation value is reached. Like hysteresis, this is a repeatable effect that can be corrected
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Figure 3-8: Mechanical loop of the scanned force microscope: tip, sample, piezo translators,
and frame.
for with post-processing.
As a rule of thumb, during operation the net displacement noise of the mechanical loop
(figure 3-8) must be no more than 1/10 of the desired resolution [109] so proper steps must be
taken to isolate the system from ambient perturbations. The effects of noise can be reduced by
a combination of isolating the instrument on a vibration damping work table and by making
certain that the mechanical loop of the microscope has a high stiffness. The former reduces
the effect of the low frequency noise components while the latter reduces the high frequency
perturbations. An effective way to ensure that the microscope as a whole maintains a high
rigidity is to keep the dimensions of the mechanical loop of figure 3-8 as small as possible and
to use materials that are lightweight and stiff. Given that the maximum resolution of the NSOM
is on the order of 'a few nanometers'the noise must be kept within 'a few
angstroms'
and this
is obtainable by operation in ambient conditions with standard isolation mechanisms available
in an optical laboratory.
If a sample has features that are smaller than the tip, the resulting image will reproduce
the profile of the tip and not that of the feature, as would be desired. In other words, the
small feature will act as the sharp probe and will image the (less sharp) tip. This phenomenon
is especially relevant when imaging objects that have a large height-to-width ratios such as
microlithographic samples. In these cases, the
'sides'
of these features will image the tip profile.
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The tip shape or profile can be thought of as the impulse response or 'point spread function'3
of the SFM, and the imaging of features that are smaller than the tip is a good method of
obtaining this response function for characterization purposes.
The SFM is unable to discriminate between the different types of forces acting on the tip
and their origin, and this can be a source of artifacts in the resulting images. If, for example,
there exists a covalent bond force associated with a specific pair of materials used in the tip
and sample, the SFM will not be able to decouple it from the other (e.g. van der Waals) forces
present and it will consequently be imaged as a variation in height . This may present a problem
when imaging certain types of samples like charged or magnetic objects.
3.2.7 Signals, Optical Components, and Electronics
Figure 3-9 is a diagram of the actual components and settings of the scanned force microscopy
part of the system used in this thesis. The components were all from 'off the equipment
suppliers and the low frequency isolation was achieved with the use of a standard pneumatic
optic worktable. The near-field optical microscope is only marked by its 'axis' in the thick gray
dashed line. The thin gray lines represent optical signals.
1. Laser: 1 mW, linearly polarized, Helium Neon. Small HeNe laser can provide a more
stable operation that makes them preferable to the increased power of larger lasers
(~ 3 mW).
2. 1/2 A waveplate: These are used to rotate the polarization of the beam for alignment
at
45 to the axes of the Wollaston prism.
3. Faraday isolator: Prevents reflected light from re-entering laser and producing in
stabilities. It can be omitted through appropriate, although difficult, alignment of
the components.
4. 1/2 A waveplate.
5. Non polarizing beam splitter.
3The inverted commas refer to the fact that the term point spread function is usually used in relation to linear
imaging systems, or systems that are reasonably described with linear techniques, which is certainly not the case
in SFM.
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Figure 3-9: Diagram of the components and working parameters of the scanning force mi-
crosocpe part of the force regulated NSOM. Refer to the text for the exact specifications.
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6. Wollaston prism: 0.5 divergence angle of emerging beams (from Karl Lambrecht).
7. Doublet: 3 cm focal length.
8. Tapered optic fiber tip: manufacturing procedures described in section 3.3.
9. Analyzer: Regular polaroid type.
10. Collection objective: 0.3 n.a., xlO. large diameter.
11. Photodiode: Low noise Thorlabs silicon PIN diode, model DET1-SI.
12. Low noise amplification stage: We used one or two oscilloscopes as amplifiers.
13. Spectrum analyzer: Hewlett Packard model 3582. Through its unique 'vertical out
put', this instrument can be used as a tuned detector. A lock-in amplifier is normally
used at this stage but these are normally limited to frequencies < 100 kHz. Apart
from having a wider operation range (MHz) it has a graphical display of the signal:
a feature extremely useful when searching for the resonances of the tip. The output
of this instrument is of the order of a few volts: the useful signal is between 30 and 40
dbs above the noise floor (signal-to-noise ratio) and it is operated with a detection
bandwidth of 1 10 kHz. The output bandwidth is limited to DC ~ 10 Hz
14. Differential amplifier: Tektronix. The reference voltage for the feedback loop is set
by operating in the offset DC mode. The output is set so that the maximum
signal from the spectrum analyzer is 1 2 volts, and a zero signal from the analyzer
is 3 ~ 5 volts.
15. Piezo amplifier. Burleigh, 150 volts maximum, variable gain and offset. Operated at
a gain producing 30 40 volts for maximum signal from the analyzer (23 volts for
zero signal, which is the amplifiers most negative output) and an offset of 10-20 volts.
The exact settings will depend on specific operational parameters. This amplifier has
an 1/10 output that is used for the imaging signal in the constant separation mode.
16. z piezo positioner / tip dither bimorph: Ceramic bimorph, Morgan Matroc, Inc.
12.7 x 6.3 cm., 0.5 cm thick. A positive voltage will move the sample towards the
tip, and negative will pull it away from the tip. Polarity is not important for tip
dithering.
17. x,y Block piezo-translators: Physik Instrumente model P-281.10, 30 iim range.
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18. High voltage piezo driver amplifiers. Physik Instrumente model P-275.20.
19. 486-33 PC computer.
20. Data acquisition board. National Instruments Lab-PC- DA/AD.
21. Sinusoidal signal generator: Usually a few millivolts p.p driving power are needed.
The exact value will depend on the efficiency of the optical setup. A frequency
synthesizer is used for signal stability.
3.2.8 Software
The software used was written 'in house' which allowed us the flexibility to alter it according
to our needs. It was written in BASIC with subroutines in C. The resulting images were 128.
or 256 pixels wide and each pixel was 12 bits deep (limited by the analog-to-digital converter
on our data acquisition board). Important features of the scanning program are its ability to
monitor the two imaging signals simultaneously -optical and topographical- and to modify the
scanning times according to size and detection bandwidth.
3.3 NSOM Probes
3.3.1 Introduction
Like the SFM. the heart of the NSOM is the tip. In broad terms, the NSOM tip is formed by an
optically guiding cantilever or shaft with a sharp end, usually made from a glass or quartz optic
guide. It is coated with an optically opaque material throughout, except at the sharp tip where
the aperture is formed by a small area devoid of the opaque material. Light is coupled into
the flat end, and guided down to the sharp end where it emerges through the sub-wavelength
aperture.
The NSOM tips are most commonly made by heating and pulling a glass micropipette (also
known as capillary tubes) or an optic fiber, as shown in figure 3-12. The optic fiber can also be
sharpened to a tip by anisotropic etching with hydrofluoric acid (HF) [111, 112]. Even though
the optic fiber tips are now the most common in the field, micropipette tips are still used in
certain cases and we have used both these types in our experiments. Other forms of NSOM
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tips that have been used are sharpened quartz rods [15], Silicon Nitride etched tips [113], sub-
wavelength apertures in flat opaque screens [16, 22], and an other more sophisticated methods
like the use optical coaxial guides [114], and an apertureless tip system has been reported [78].
Careful design and manufacture of the NSOM probe is crucial for its successful operation.
Imaging should be performed with the highest light levels permissible under the constraints of
resolution and sample type, as a compromise between resolution and intensity will have to be
made. The aperture size must be matched to the desired resolution so as to avoid unnecessary
low light levels. Because of the diminishing dimensions of the optic guide towards the sharp
end, the tip will become more and more optically lossy (less effective as an optical guide) as its
size is reduced bellow the cutoff size for the illuminating radiation. The opaque coating prevents
light from escaping the tip at the critical dimensions and hence assures that a) there is good
contrast between the aperture and the rest of the tip. and b) the light reaching the aperture
is maximized by reflecting back into the tip some of the light that begins to be transmitted
out of the optic guide. The most common coating for NSOM tips is a thin layer of aluminum
(10 ~ 100 nm) deposited by evaporation.
3.3.2 Probe Characteristics and Requirements
The ideal tips for NSOM need to comply with three conflicting requirements. These are: a)
small size of the aperture for good optical resolution, b) small taper angle of the tip/cantilever
for accurate representation of the sample topography, and c) as much power exiting the aperture
as possible for a good signal-to-noise ratio. Requirement c implies two things: a good guidance
of the optical flux to the aperture, and a good transmittance of the flux by the aperture.
According to the theory of diffraction through small holes [8, 9], the power transmitted by
small apertures is proportional to the third power of the area of the aperture. This immediately
establishes a compromise between requirements a and c: the size of the aperture, which deter
mines the resolution of the microscope must be large enough to provide the optical detection
mechanism with sufficient signal for imaging.
Good representation of the topography by the force microscope does not only require a small
absolute size of the tip (measured in terms of the radius of curvature of the tip as shown in
figure 3-10) but also greatly benefits from having a small taper angle. This is required in order
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Figure 3-10: NSOM probes: Small taper angle and large tip radius (left); large taper angle and
small tip radius (center); and the short taper lenght, small taper angle, and small tip radius of
the idealized probe (right).
to image deep recesses or 'valleys' of the sample without too much distortion. Commercially
available etched silicon scanned force microscopy tips tend to have a very small tip size (radius)
but large taper angles that limit their ability to image deep troughs in the sample. Etched
tungsten and pulled glass tips, on the other hand, have much smaller taper angles4.
NSOM tips with sharp taper angles -like the one represented in figure 3-10 left- are hindered
by the longer taper length associated with the smaller angle. This reduces the light delivered
to the aperture as the light guided down the tip will have a longer section where it will be
guided with losses into the cladding. Even though the coating will prevent a total loss of this
light by reflecting some of it back into the tip, some will inevitably be lost to absorption and
4Highly specialized tips have been fabricated for critical dimension metrology in microlithography, with
electron-beam deposition and reactive-ionmilling techniques that have specialized contours to probe the sidewalls
of samples with deep recesses [115, 116, 117].
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back-reflections. Stated inversely, a 'stubby' NSOM tip with a large taper angle (or a short
taper length, figure 3-10 center) will only become lossy a very short distance away from the
aperture at the tip -a few microns typically- thus minimizing losses and will ensure that a
maximum of optical power is delivered to the aperture.
Even though the ideal shape for NSOM tips is still a mater of research and debate, it would
seem likely that a taper angle that is not constant but starts large and decreases towards the
sharp end (figure 3-10 right) would yield good results. This shape would best trade off the small
tip with a short lossy section. Tips of this shape also provide good SFM images and we have
been able to manufacture and test some. However, their major drawback -in our system- has
to do with an increased difficulty to focus the two spots of the interferometric detection system
perpendicular to the surface of the tip (refer to section 3.2.5). Inevitably, one beam will be
perpendicular while the other will be reflected off at an angle. This means that an alternative
method of tip dither detection must be used with these tips.
These issues are all related to the amount of optical power that is coupled into the tip to
start with. It could be argued that we could disregard all concerns on taper length and aperture
size and concentrate on producing the ideal tip for maximum resolution (small aperture and
small taper angle), and that issues of available optical power for imaging could be dealt with
simply by increasing the power coupled into the fiber. This is certainly possible but only up
to a certain point beyond which the amount of heat that is generated by the light absorbed
within the tip will damage or destroy the tip coating (which is the most commonly observed
result), weaken and even destroy the structure of the tip, or ablate or damage the sample under
observation. A calculation showing the heating of the tip can be found in appendix E. On
average, a
'good' NSOM probe is capable of delivering a few nanowatts of optical power -about
10 nW representing a transmissivity of
10-5 for 1 mW laser input- and has an aperture about
20 50 nm in diameter.
3.3.3 Characterization of the Probes
Micropipette tips are easily characterized with SEM microscopy as there is good contrast
between the tip (glass) and the aperture (void). SEM characterization of optic fiber tips is
much more difficult because there is usually poor contrast between the glass and the metal
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Figure 3-11: SEM micrograph of a fiber NSOM probe.
coating and, although the radius of the tip can be readily determined, the aperture is seldom
directly observable. Figure 3-11 is a SEM micrograph of a metal coated NSOM probe where
the dark spot at the tip would seem to be the aperture. Nevertheless, upon rotation in the
SEM, the spot would disappear which seemed to indicate that it represents the end face of the
tip, including the aperture, and that the contrast in the micrograph is due to the angle of the
face relative to the incoming electrons.
These limitations usuallymean that tip/aperture characterization is performed with indirect
methods like estimating the aperture size by measuring the transmitted optical power and/or
by measuring the size of the smallest resolvable detail in the final image. In order for this latter
to be a reliable method, a sample is needed that has features smaller than the expected size of
the aperture and, ideally, of known dimensions. In other terms, the aperture of the tip is imaged
with another previously characterized 'aperture'. Samples have been made for this purpose by
using small latex spheres of known size to shadow the deposition of a thin layer of metal. These
methods, even though common, are only rough approximations and tip characterization is an
active area of research [118]. The tips used in this thesis were characterized with the method
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of using the smallest resolvable detail in the image and extrapolating the aperture diameter.
3.3.4 Probe Manufacture
General Considerations
The micropipette tips are formed by heating and subsequently pulling glass or quartz capillary
tubes that are initially of 1 mm outer diameter and 0.5 mm inner diameter. As the softened
capillary tube is stretched out, its diameters will reduce until a critical point is reached when
the capillary breaks leaving a small sharp tip with a flat end on each of the two remaining parts.
The resulting tips can have apertures with dimensions down to the single nanometer region that
maintain the original inner diameter to outer diameter ratio. The optic fiber tips are produced
in essentially the same way. An optic fiber is heated and subsequently pulled. In this case,
what is maintained down to the smallest dimensions is the core diameter to cladding diameter
ratio. The critical breaking point is determined by a complex combination of solidification due
to cooling, critical cross-sectional dimensions, and applied tension. The process of tip making
is most conveniently done with a Flaming-Brown micropipette puller, originally developed for
research in the field of cell physiology, which permits the manufacture of the tips in a relatively-
consistent way [27].
The Flaming-Brown micropipette puller is a commercially available instrument5 that comes
in many models at different prices. In general, it is fitted with a) a heating element that can be
a simple metal filament (platinum iridium) or a CO2 laser depending on the heat needed, b) a
pipette holder/puller with motion detection and actuator mechanisms, c) a cooling mechanism
usually consisting of a stream of pressurized and desiccated air, and d) a digital control system.
The sequence of actions of the instrument are shown in the diagram of figure 3-12: a) The
fiber is stretched under low tension and locally heated, b) When the glass nears its melting
temperature, the two parts begin to separate under the low tension and the taper begins to
form, c) On reaching a preset velocity of separation, the heating is stopped and a stream of air
is turned on for a preset amount of time (a few milliseconds), d) 40 ms after the preset velocity
has been reached the fiber halves are given a hard pull with a preset force. If the halves failed
5Sutter Instruments, Novato CA.
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Figure 3-12: Heating and pulling method of manufacturing optic fiber NSOM probes (see text
for explanation).
to separate, the process is repeated.
Despite the many control parameters of the Sutter puller, the tip making process is most
often one of trial and error because the results seem to depend on such uncontrollable variables
as the ambient temperature and humidity. The parameters that resulted in good tips in the
morning might have to be modified slightly to obtain reasonable tips in the afternoon. On some
occasions, it is impossible to get good tips at all and one has to try again the next day. The
process involves starting from a set of parameters known to have produced good tips and then
modifying them until the desired results are obtained. This may take a fair number of trials
(5 10) and continuous adjustments.
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Micropipette Tips
Micropipette tips are easily and reproducibly made with the Sutter Instruments Micropipette
puller, as this instrument is expressly designed for this purpose. The operating parameters of
the puller can be set to produce a wide gamut of tips ranging from small to large taper angles.
The micropipettes we have used are of borosillicate glass which is easily formed with a puller
fitted with a platinum-iridium (Pt Ir) heating filament; higher temperatures (form a CO2 laser
e.g.) are not necessary. The initial dimensions of the micropipettes are normally 1 mm. outer
diameter and 0.5 mm inner diameter. Because the micropipette tips are hollow, they are much
softer and more fragile than the solid fiber tips: we have found that micropipette tips are much
less enduring. In order to increase their strength, the capillary tubes are available with a glass
fiber ("0.05 mm diameter) fused to their inside wall (and which is replicated at the sharp end)
and whose purpose is to provide some structural strength to the micropipette. However, this
fiber is a hindrance for good guidance of light down the micropipette as it is certain to act as
a scatterer and will couple light into the glass walls of the tip. The rigidity of the tip is an
important issue that will affect its mechanical properties. Namely, a lower rigidity will decrease
the Q factor of the probe, which is an important parameter in the operation of the scanned
force part of the NSOM.
Capillary tubes made of fused silica are available and they seem to provide the micropipette
tips with the best strength characteristics. However, in order to pull these, a higher temperature
sources are needed, such as a CO2 laser, available on the more expensive Sutter micropipette
pullers. Nevertheless, there are alternative methods to the laser, as will be explained further
on. We have not used this kind of capillary tubes in our experiments.
Optic Fiber Tips
In the early stages of this thesis micropipette tips were used, but optic fiber tips are
now-
prevalent in the NSOM world and were exclusively used in the latter part of this work. We
have made optic fiber tips from a wide variety of glass optic fibers available: single mode
and multimode, regular and polarization preserving. Single mode fibers, both regular and
polarization preserving, are easiest to pull because the small diameter of the core (2 3 [im)
and cladding (100 - 200 \xm) permits pulling with the heat of a filament heating element driven
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at its maximum working temperature. In most cases, it is sufficient to insert the whole fiber
into the puller to obtain good tips: the plastic coating is initially burnt off leaving a clean glass
surface for the tip formation. In other cases, we have found it necessary to strip the plastic
coating before pulling. This is usually the case when the coating is very bulky -as in multimode
fibers- or when it is not completely or cleanly removed by heating.
Impurities left on the pulled tips and surface irregularities are a serious problem. It is very
important to obtain perfectly clean and smooth surfaces in order to avoid subsequent coating
problems: the formation of pinholes or cracks in the metal film can be caused by surface debris.
Manipulation and exposure to air of the uncoated glass -by the cladding or the metal- must
be kept to a minimum before and after pulling.
Multimode fibers are more difficult to pull with a filament heater puller. Because of their
increased bulk (core: 200 fim. cladding: 250 /im) the heat from the filament dissipates more
rapidly and the melting temperature is never reached. We have, nevertheless, been able to pull
tips from these large fibers by a method of initially etching the fiber in a 60% HF solution.
This has the effect of reducing the diameter of the fiber and allows pulling with the heat from
filament. Results of this technique have been mixed because the pre-processing of the tips in
HF has led to surface contamination and debris causing problems at the coating stage. Besides,
the extra time and effort required to etch the fibers makes the whole process much more time
consuming. The obvious solution to the problem was to increase the temperature of our heating
element.
We modified our filament heating element puller with another heat source that permits
us to make tips from thicker fibers and/or higher purity glasses, without the etching process
mentioned above, by adapting aMicroflame torch to the puller. TheMicroflame
torch6
produces
a small, high temperature (5000 F) localized flame by burning a mixture of nitrous oxide and
butane. Nevertheless, the heat source required for pulling the tips needed to be much more
localized, so a method of
'focusing' the heat source was developed. As shown in figure 3-13, a
bronze pipe was used to cover the fiber with a small aperture of sub-flame dimensions, through
which the flame would heat a small part of the fiber. The heating element of the puller was
removed and the heat confining pipe was installed. To make a tip, the fiber was threaded
6Available from RadioShack.
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Figure 3-13: Schematic of the fiber puller: (left) Pt Ir fillament heating source, (right) modifi
cation for use with Microflame torch.
through the bronze pipe and fastened on the clasps of the puller (see figure 3-13). The puller
was programmed to disregarded the temperature control of the filament, but to provided the
regular motion detection and pulling tension to the clasps. With the puller in operation, we
would manually bring the flame to the small aperture in the pipe; the intense heat would melt
the fiber and the puller would provide the tension to form the tip. The process is somewhat
reminiscent of the NSOM technique. Admittedly, this method is much less precise than the
digitally controlled heating of the filament. However, we have found that the technique is able
to provided us quite consistently with reasonably good tips.
One of the most common problems in the whole tip making process would be that, on
occasions, the tips would form a long glass thread -or 'thread out'- instead of forming short
sharp tips. When this happened, the tips would end in an extremely thin and long glass thread,
useless for our purposes. This could usually be corrected by increasing the cooling time provided
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by the puller. Our adaptation, however, eliminated the possibility of using this useful parameter
and we were required to adeptly control the approach and withdrawal of the flame to the fiber
so as to control the cooling process.
3.3.5 Coating Procedure
Coating the NSOM tips is most commonly done by vacuum metal evaporation. The well
defined aperture of the micropipette tips allows them to be coated by either evaporation or
by sputtering methods without the risk of closing the aperture. Initially, we would coat the
micropipette tips by sputtering ~ 50 nm of gold through a process of manually turning them
by 90 ' . The resulting coatings were often uneven and much better results were obtained with
the metal evaporation method.
Fiber tips need much more attention and care in the coating process. They must be coated
by metal evaporation while being rotated to obtain an even coating on all sides and to form an
aperture at the tip. The highly directional deposition characteristics of this method of coating
ensures that any surface parallel to the line-of-flight of the evaporant remains uncoated. In
order to maximize the directionality of the deposition, the separation between the evaporating
source and the tip must be kept as large as possible in a relatively high vacuum (10-6 torr).
This is needed to make the mean free path of the vapor particles at least an order ofmagnitude
larger than the source to sample distance, so that the metal molecules reach the tip from the
source without any intermolecular collisions.
The material used for coating will depend on the wavelength of the radiation used for
imaging. However, aluminum is a good candidate as it is opaque to a broad spectrum of
wavelengths. The penetration depth8 of aluminum is only ~ 10 nm for A = 633 nm [119] so a
20 to 30 nanometer thick coating should, theoretically, be more than sufficient to provide good
confinement and contrast. Thicker coatings are normally used (50 - 100 nm) [40] to prevent
formation of pinholes through which the radiation can escape. As mentioned previously, these
can be produced by impurities and/or imperfections on the surface of the tips. They can also
be formed by the nucleation process of the deposited metal during coating. To remedy this,
7The complete procedure involves: placement, pump down, sputtering, venting, and turning by 90; repeated
four times.
8Penetration depth: d = \/ (An k) where k is related to the complex index of refraction n = n (1 + in) [2].
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Figure 3-14: Vacuum evaporation metal coating of NSOM tips: two sources are used in a
vacuum chamber. The tips are rotated by a gear assembly run by a DC electric motor (see
text).
high evaporation rates are recommended that reduce the size of the deposited grains resulting
in smoother and more uniform coatings [120]. However, one of the major drawbacks of thicker
metal coatings on the NSOM probes is that it can make them blunt for SFM purposes. If we
assume that small tip has an uncoated tip diameter of 20 nm, after coating it with 50 nm of
aluminum it will become 120 nm wide; an increase of 500%. What was a sharp tip becomes a
blunt tip, with a small aperture.
We used an evaporator with a large chamber (1 m). Originally, the tips (fibers and mi
cropipettes alike) were rotated in the vacuum chamber over the evaporating source by a clock
work mechanism that would be wound up prior to evacuating the chamber, and which would
be triggered by a length of wire connected to the mechanical shutter over the source. We have
recently replaced the clockwork with an electric device shown in figure 3-14. It consists of a
gear assembly driven by an electric motor; the tips are inserted into the hollow axis of each gear
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and held in place with a rubber stopper. As the metal source is evaporated, they are rotated
at rate of 3 6 turns per second. Each tip is rotated on its axis and placed perpendicularly
to the line-of-flight of the evaporated metal, as shown in the figure. The separation between
the evaporating source and the tips was 20 - 30 cm and a vacuum of 2 ~ 5 x 10-6 torr was
used. This arrangement is simple to operate, runs at a constant angular velocity, and allows us
to coat up to four tips simultaneously. The distance between source and tip, together with the
amount of evaporant, determines the thickness of the resulting metal film. The calculations for
this thickness can be found in appendix A.
A thin layer of chromium is first evaporated onto the tips (about 10 - 20 nm) to increase
the adhesion of the aluminum layer, which is deposited immediately after. This dual layer
metallization process is easily accomplished with the use of a rotating source holder that allows
us to change between four different evaporation sources without the need to vent the vacuum
chamber. This type of Al on Cr double layers have been found to have a higher adhesion
to glass than either the pure Al or the pure Cr layers and it has also been found that the
adhesion increases with time, leveling out at about 400 hours. The increased adhesion has been
attributed to alloying at the metal-metal interface [121].
Once the tips are coated, a first inspection by a large magnification optical microscope
(~ 500x) will reveal tips with macro imperfections. However, the final test is done by coupling
a light source into the fiber and inspecting the tip, with the optical microscope, in a darkened
background. Ideally, only a dim point of light should be visible at the vertex of the tip. More
often, the tips will have some pinholes that will show up as other light points. These are only
a problem if they are so close to the vertex that they cannot be discriminated by confocalizing
the image of the tip (see figure 3-17). If this is the case, the tip is useless for NSOM. Small
(sub-A) pinholes that are far from the tip will result in a background illumination that is easily
discriminated against, if not too large.
On occasions, the tips will have their sharp end covered completely and be 'apertureless'.
This condition is readily identified with multimode fibers, because light is easily coupled into
the fiber. When dealing with single mode fibers, it is not so simple as it is not obvious that
the lack of light at the tip is due to a lack of aperture; it could be due to a faulty launch
combined with an extremely small aperture. The
'apertureless"
situation does not warrant
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Figure 3-15: Comparison between a far-field scanning optical micrograph (left) and near-field
scanning optical microscopy image (right) of the same sample (Kevlar fibers).
throwing the tip into the recycling bin; it is sometimes possible to open an aperture with a
combination of greatly increasing the launched optical power (up to 5 10 mW) and actually
running the tip into the sample to force a mechanical deformation of the metal coating, as was
originally done by Pohl et al. [15] with their optical stethoscope. It must be pointed out that
this method often results in broken tips or large apertures that make the tip useless. Even
when successful, the resulting apertures have been found to be more fragile -apt to lose their
coating- than apertures formed by successfully controlling the coating process. Polarization
preserving tips (made from polarization preserving fibers) have an added complication in that
any slight protrusion or unevenness in the aperture will destroy the polarization and render the
tip useless for polarization NSOM purposes.
3.4 NSOM Imaging
Thus far, this chapter has dealt with the constituent parts of the force regulatedNSOM. This
section will deal with the complete NSOM instrument and its imaging procedures. The images
in figure 3-15 are of a Kevlar fiber sample that will be discussed in greater detail in chapter 4
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and illustrate the resolution advantage of NSOM over far-field techniques. The image on the
left is a far-field scanning optical micrograph while the image on the right is an NSOM image of
the same sample. Although the far-field image was taken with a medium objective (n.a. = 0.6)
which leaves room for resolution improvement, the striking difference in visible details and the
overall increased sharpness of the NSOM image over the far-field image is justification enough
for this work.
Operationally, imaging with this instrument entails the simultaneous setup and optimization
of two different instruments, the SFM and the NSOM, which is a source of complications in
itself -an issue that must be taken into serious consideration in any attempt to commercialize
this system. Furthermore, more often than not, optimizations for one aspect of the instrument
translate into degradations in the other, and a balance must be established depending on the
information required from the sample: predominantly optical or mostly topographical.
The optical section of the NSOM is shown in figure 3-16 which depicts both the illumination
mode transmission arrangement as well as the reflection setup. In theory, there is no reason
to prevent operating in these two modes simultaneously -apart from the added setup and
alignment complications. In our work, however, we never operated in the two modes during the
same scan. Figure (3-16) shows the force regulation/SFM microscope part of the instrument as
a single component: its details are explained in the section prior to this one. The components
to the optical part of the NSOM, as shown in figure 3-16 are:
1. Source. We have used: HeNe laser @ 1 - 5 mW, Ar+ laser @ < 30 mW, and a 75 W
Xenon broad band source.
2. Optical filter. Used to obtain selected lines from the Ar+ laser, or restricted bands from
the Xe source.
3. Optical modulator. We used a chopper for frequencies < 400 Hz. For higher frequencies,
we used a Bragg cell (Isomet acousto-optical modulator mod. 1201E-1, 7 MHz max.
modulation frequency).
4. Coupling objective. 0.2 n.a., 20x, on a fiber launching mount (from Newport).
5. Fiber. Single mode, polarization preserving fibers used with the laser sources: 2.6/125 [im
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Figure 3-16: Direct transmission and reflection NSOM for sample dependent transmissivity
imaging.
core/cladding for A = 488 nm from the
Ar+ laser, 3.1/125 fim core/cladding for A =
633 nm from the HeNe laser, 200/250 um core/cladding for the Xe broad band source.
6. Differential interferometric dither detection for SFM (force regulation). Explained in
section 3.2 of this chapter.
7. Collection objective: 0.6 n.a. 50 x.
8. Collection objective: 0.3 n.a. 10x. A long focal length is required so as not to obstruct
the sample, scanners, or the dither detection arrangement.
9. Photomultiplier tube. An avalanche photodiode-based photon counter is an alternative,
low-noise detector (Oriel, EG&G).
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10. Pre-amplification stage. This amplifier is ideally placed inside the PMT housing to avoid
stray interference noise from the signal. Gains of 104 106 are used.
11. Lock-in amplifier. (Stanford Research SR830 DSP Lock-in amplifier).
12. High voltage piezo driver amplifiers. Physik Instrumente model P-275.20.
13. x,y Block piezo-translators. Physik Instrumente model P-281.10, 30 nm range.
14. z piezo positioner. Ceramic bimorph (from Morgan Matroc Inc).
15. PC 486-33 computer.
16. Data acquisition board. (National Instruments Lab-PC+ DA/AD).
3.4.1 Collection Optics and Detection
The optics used for collection are ideally composed of a high numerical aperture objectives to
maximize the imaging signal, and long focal lengths so as not to interfere with the scanning
and tip detection mechanisms of the instrument, particularly in the reflection mode. These
two requirements are not normally satisfied simultaneously by most objectives (large objective
apertures are required). Due to the low light levels generally available (~ 5 nW), a sensitive
low-noise detector, such as a photomultiplier tube (PMT) or an avalanche photodiode photon
counter must be used.
In some cases, the instrument detects unwanted light from the SFM interferometer. These
cases are rare because, for the most part, the signal from the aperture can be decoupled from
the light of the interferometer through confocalizing the detection, as shown in figure 3-17,
by imaging the aperture onto a pinhole at the entrance of the photomultiplier tube. This is
usually effective because the spatial separation between the aperture and the foci from the
interferometer is sufficient to be adequately resolved by the collection optics. However, there
are some rare occasions when light scattered by a surface irregularity cannot be separated from
the optical signal with this method. Unwanted detection of the light from the interferometer can
result in a high background level that can deteriorate the signal-to-noise characteristics of the
resulting image. Separation of the two light sources can also be accomplishedwith optical filters,
if there is a wavelength difference between them. Separation can also be achieved by modulating
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Figure 3-17: Discrimination between light from the differential interferometer and the sub-A
aperture is obtained by confocalizing the detection of the light from the aperture.
the illuminating light and subsequently detecting it through a bandpass filter amplifier (e.g.
lock-in) . This procedure is recommended whenever the available light is low and/or the source
is noisy (e.g. unstable laser).
3.4.2 Transmission NSOM Samples and Images
In this configuration of NSOM, the contrast mechanism used for imaging is the optical trans
missivity variations of the sample9. The light emerges from the sub-wavelength aperture, is
transmitted through, and intensity modulated by, the sample, and is collected in the far-field to
form the image as the sample is scanned across the tip. Although the images from transmission
NSOM are the most straight forward to interpret of all the NSOM modes, certain artifacts can
be produced that must be considered.
The possible origins of these artifacts are shown in figure 3-18 and are: a) Sub-surface scat
tering centers can cause an increase in the DC background level. Acting as secondary coherent
sources, they can lead to interference artifacts when using coherent or partially coherent illumi
nation, b) Sample features with large height-to-width ratios -like the one shown in figure 3-18-
can result in a situation during scanning where the aperture actually leaves the near-field of
the sample (large separation between the sample and aperture) producing a sample dependent
9This form of imaging has been referred to in the literature as optical density contrast [123], absorption
contrast [122], and amplitude contrast [124].
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Figure 3-18: Artifacts in transmission NSOM: a) Sub-surface scattering centers acting as sec
ondary coherent sources can lead to interference, b) Features with large height-to-width ratios
can result in the aperture leaving the near-field.
alteration of the image resolution.
Examples
In the following, the NSOM images will be presented with the optical image on the left and
the simultaneously obtained force image on the right, unless otherwise stated. The dimensions
shown are all derived from the scanner voltages and are to be taken as approximations because
the images are subject to the distortion of the scanners.
Figure 3-19 shows the optical and force images of a sample consisting of latex spheres on a
glass substrate. As can be seen, the sub-micron latex spheres tend to form a compact packed
array. The force image shows spaces in the array and the optical image shows an increased
signal there, as would be expected, together with the light from the inter-sphere regions.
The images in figure 3-20 are of silver halide crystals in a gelatin matrix that has been
mostly removed. This pair of images illustrates the advantage of correlative imaging. The
NSOM image shows traces of a small triangular crystal -pointed to by the arrow- on top of
a larger crystal. The force image on the right shows no trace of this small crystal at all. The
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Figure 3-19: Transmission NSOM images of latex spheres: optical image (left) and simultane
ously obtained force image (right).
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Figure 3-20: Transmission NSOM images of silver halide crystals in a gelatin matrix: optical
image (left) and force image (right).
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Figure 3-21: Transmission NSOM images of a dry blood smear: optical image (left) and force
image (right). Note the features in the optical image, pointed to by the arrow, that are absent
in the force image.
images of figure 3-21 also illustrate the advantages of correlative imaging. The sample is a
blood smear that was left to dry for several days. In this pair of images the main features
are identically registered implying that the difference in transmissivities are caused by different
thicknesses of the sample. However, there is a small region in the NSOM image, pointed to by
the arrow, that is clearly evident in the optical image, but of which there is only a hint in the
force image.
Figure 3-22 shows scanned electron microscopy (SEM) images of the samples used in the
NSOM images of figures 3-23 through 3-30. The image on the left is of a microlithographic
sample of polysilicon lines on silicon used for reflection mode NSOM while the image on the
right is the chrome on quartz sample used in transmission mode imaging (figures 3-23 and 3-24).
The latter consisted test patterns in a layer of chrome on a fused silica substrate. During their
fabrication, certain lines had fused onto each other leaving interline imperfections that were of
the order of 300 nanometers.
In figure 3-23 transmission NSOM images of the chrome-on-quartz sample (figure 3-22) are
presented. The image on the left was obtained with laser illumination (coherent illumination),
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Figure 3-22: Scanned Electron Microscopy (SEM) images: Microlithographically etched polysil
icon lines a silicon substrate (left), and chrome (80 nm) on quartz substrate (right).
and the image on the right is a broad-band (xenon source) illuminated NSOM. The laser
illumination image shows some slight interference patterns along the edges of the chrome that
are not apparent for the white light image. Figure 3-24 is the simultaneously obtained force
image of the laser illuminated NSOM of figure 3-23.
As can be appreciated from the images, the overall resolution is not the highest attainable
with NSOM. We attribute that to an enlargement of the aperture (accompanied by an increase
in the optical power available); a phenomenon that frequently happens after several hours of
NSOM scanning. However, the smallest features are on the order of 500 nanometers which is on
the limit of resolution of diffraction optics. The accompanying SFM images do not show much
contrast which is probably due to the shape of the tip. As has been mentioned before, tips
that have a short taper will have the best characteristics for NSOM. Also, the metal coating
can make the tip blunt for SEM imaging. Such tips will be unable to penetrate into features
that have non negligible depth-to-width ratios as in this sample. The important result of these
images is that, even though the tip was physically unable to enter into the interline troughs,
the optical radiation could still provide ample contrast to resolve and image them.
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Figure 3-23: NSOM transmission images of a chrome on quartz sample: laser illumination (left),
and broadband Xenon illumination (right).
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Figure 3-24: Scanned force image simultaneously obtained with the image of the previous figure.
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Figure 3-25: Reflection NSOM of polysilicon lines on silicon: reflection optical (left) and force
(right) images.
Reflection NSOM
The reflection images shown here were all taken from a series ofmicrolithographically fabricated
samples consisting of a series of polysilicon lines on a silicon substrate. An SEM image of the
sample is shown on the right hand side image of figure 3-22. These structures were replicated on
the sample different widths and all had considerable height-to-width ratios (~ 1). Figure 3-25
is a laser illuminated, high resolution scan on one of the sections of the sample with narrower
lines. As can be seen, the system was able to clearly resolve the individual lines of the sample
which are estimated to be between 300 and 400 nanometers wide. The irregularities that appear
along the edges of the lines can be attributed to the unevenness of the polysilicon lines that
shows up in the SEM images of figure 3-22. The simultaneously obtained SFM image, however,
shows little contrast between the lines and the intervening spaces. (The dotted lines on the
force image is a scanning artifact.)
Figures 3-27 through 3-30 are NSOM reflection-mode images of the polysilicon structure of
figure 3-22. Their purpose here is to show some of the artifacts that can arise in the reflection-
mode NSOM images.
Interpretation of the images from reflection NSOM is generally more complex than for
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Figure 3-26: Relative positions of tip, aperture, sample, and collection optics for illumination
reflection mode NSOM.
transmission NSOM images. The artifacts described in the previous section have been observed
in reflection mode as well, namely interference effects and resolution variations (figure 3-18). In
addition, there is a strong influence from the relative positions of the tip, the collection optics,
the sample topography, as well as from the nature of the illuminating light. The recorded signal
intensity is not necessarily related directly to the local reflectance of the sample but may be
influenced by 'shadowing' or 'highlighting' by the topography of the sample. Figure 3-26 shows
a diagram of the polysilicon sample, the tip, and the collection objective, as they were arranged
for the images of figures 3-27 through 3-30. In these the collection can be thought of as being
at the top of the image, while the tip is essentially perpendicular to the image plane. While
the tip is scanning the flat region, most of the light emerging from the aperture is shadowed by
the tip itself and the detected intensity is from scattering by unresolved particles or it could be
due to some penetration of light into the sample, its internal scattering, and its subsequent exit
at a certain distance from the tip, enough so as not to be shadowed. As the illuminating tip
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Figure 3-27: Reflection NSOM of polysilicon lines with broadband illumination: optical (left)
and force (right) images.
3 pm
Figure 3-28: Reflection NSOM of polysilicon lines with broadband illumination: optical (left)
and force (right) images.
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Figure 3-29: Reflection NSOM of polysilicon lines with laser illumination: optical (left) and
force (right) images.
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Figure 3-30: Reflection NSOM of polysilicon lines with laser illumination: optical (left) and
force (right) images.
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approaches the lines, the bulk of these obstructs the light reaching the objective and a shadow
will result. By the same token, as the tip moves over the line and illuminates the side facing
the objective, an increased amount of light will reach the collection system. When the tip is
on the line itself, more light will be able to escape from the sample through internal scattering
because of the reduced size of the structure. This shadowing-highlighting phenomenon is well
understood in SEM images.
In figure 3-27 the shadowing phenomenon can be seen at the heads of the returning lines,
and highlighting is apparent at the other side of these features. The whole process is reversed in
figure 3-28. Figures 3-29 and 3-30 are repetitions of the previous images but with laser illumi
nation. In addition to the shadowing, interference artifacts are evident. A possible explanation
is that, as the tip descends to the substrate after moving over a line, the aperture is separated
from the sample and the emitted light will actually begin to spread considerably. This far-field
illumination of the sample generates secondary coherent sources that interfere at the detector.
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Chapter 4
Polarization NSOM
Contrast in polarization microscopy is based on any form of sample-induced alteration of the
state of polarization of the probing light. In its simplest form, it consists of linearly polarized
light incident on a sample and viewed through an analyzing element (polarizing element) at
right angles to the polarization of the incident radiation. Only changes to the initial polarization
are detected thus making it a null-system -one in which an change caused by the sample will
result in a signal while the absence of one will result in no signal.
The mechanisms that can account for an alteration of the initial state of polarization are:
a) a rotation of the electric field which could be caused, for example, by the strong boundary
conditions that a metallic sample will impose on the probing light, or by optical activity (or
Faraday rotation) as shown in figure 4-1 top, b) by a sample induced change in the ellipticity of
the incident linearly polarized light which could be caused by birefringence as shown in figure 4-1
bottom, or c) by both these mechanisms simultaneously. Birefringence occurs when the sample
presents two (or even three) direction-dependent indices of refraction. This phenomenon occurs
in several crystals and can occur by stress-induced optical anisotropics in certain materials
[2]. In polarization rotation, a change in the plane of polarization of the linearly polarized
light relative to its original direction is induced by the sample, without changing the ellipticity
of the light. Faraday rotation is an example of this mechanism where the degree of rotation
is linearly proportional to the magnetic field applied to certain types of materials, where the
proportionality is determined by the material-specific Verdet constant [125].
The importance of polarization microscopy lies in its ability to provide a contrast mechanism
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Figure 4-1: Alteration of the state of polarization of the incident light: Rotation (top) and
change in ellipticity (bottom). Intensity after the analyzing element is non-zero in both cases.
that can depend on the fundamental molecular structure of the sample under observation. It
also illustrates the importance of the boundary conditions of the sample in NSOM which is
so prominent that it is considered by some researchers to provide a NSOM-specific contrast
mechanism [123]. However, this strong dependence of the polarization signal on the boundaries
conditions can complicate the interpretation of the resulting images, even though it can also
provide important information on the structure of the sample. Lastly, polarization microscopy
is a very attractive subject because of its relation to magneto-optic recording technology, where
the mechanism used for data reading is based on polarization variations of the probing light.
The most common way to perform polarization microscopy is to place the sample between a
crossed polarizer-analyzer pair. This technique, although convenient in its simplicity, has some
drawbacks. If the sample is not uniformly transparent to the incident radiation, the optical
signal from the analyzer will include the birefringence information coupled to the local trans
missivity of the sample. This technique has an inherent low sensitivity: if the sample induced
107
polarization change is small the imaging signal will have poor signal-to-noise characteristics
[57]. This is not normally a problem when imaging with high illumination levels or when ob
serving samples with strong effects on the incident polarization [42]. However, this can be a
problem when imaging weakly birefringent dielectrics or other optically active materials where
the effects are dependent on the traversed path of the radiation, or when imaging under reduced
illumination conditions. As will be pointed out the NSOM techniques presented in this chapter
can overcome these drawbacks.
Polarization microscopy in the near-field was initially done by Betzig et al. [40, 42] with a
cross polarizer-analyzer pair. They imaged a metallic sample on a quartz substrate in trans
mission without a noticeable sensitivity problem. In a more complex experiment, these same
authors imaged prerecorded data bits on magneto-optic media with NSOM and a crossed
polarizer-analyzer pair [81]. We demonstrated a method for increasing the sensitivity of polar
ization imaging as well as removing any sample induced transmissivity variations in the signal
[82]. Our approach to polarization NSOM is the subject of this chapter.
4.1 System
The polarization NSOM described here differs from the conventional crossed polarizer-
analyzer techniques in that the state of polarization of the illuminating light is modulated,
with a Pockels cell, and analyzed in such a way as to produce a linear response to the sample
induced polarization changes. This modulation mechanism is analyzed in section 4.2. The
system is shown schematically in figure 4-2. It can have two configurations: one in which a
Pockels cell (the modulating element) is placed before the sample (shown as a dotted box in
figure 4-2), and one where it is placed after the sample. The advantage of the first configura
tion is that placement of the modulator is simplified as there is plenty of light to align it with;
its disadvantage is that the polarization-modulated probing light is more sensitive to thermal
variations in the fiber probe/tip component. Conversely, the second arrangement eliminates
the thermal fluctuations at an increased expense in alignment effort of the Pockels cell because
of the reduced light levels after the sample.
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Figure 4-2: Polarization near field scanning optical microscope.
4.1.1 Tips
In polarization microscopy it is important that the state of polarization of the illuminating light
be fully known and controllable. Thus, the state of polarization of the light exiting the NSOM
tip is crucial to the operation of this instrument. Any deviation from the desired state of linear
polarization will show up in the final signal as a DC background component that will increase
the signal's dependence on the sample transmissivity and decrease the overall sensitivity to
polarization effects. It is not uncommon for small irregularities in the metal coating of the tip
to alter the polarization state of the light unevenly, in such a way that it is impossible to correct
them by adjusting either the A/2 waveplate or the bias voltage of the Pockels cell. In other
words, as long as the net effect of the irregularities in the fiber/tip only change the ellipticity
of the polarized light, it can be compensated for by adjusting the state of the light prior to
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launch. The thermal insulation of the fiber is necessary to prevent low frequency fluctuations
in the ellipticity of the exit light due to mechanical contractions and expansions of the fiber;
the fiber itself can become a modulator driven by mechanical deformations caused by thermal
variations. These are remedied by keeping the fiber length short, by a correct alignment of the
launched light to the guiding axes of the fiber, and by insulating it as much as possible from
air currents and the ambient in general. (We insulate the fiber by encasing it with a regular
plastic straw). The thermal fluctuations can also affect the stability of the Pockels cell.
4.1.2 Polarization NSOM Components
The parts of the system as shown in figure 4-2 are:
1. Laser source. A linearly polarized laser was used.
2. A/2 waveplate. The purpose of this element is to control the direction of the polarization
of the illuminating light prior to coupling it to the fiber. It rotates the polarization
without introducing a change in ellipticity that is necessary to align the polarization of
the illuminating radiation to the polarization preserving axes of the fiber. This makes the
light far less sensitive to thermal fluctuations in the fiber and ensures a greater stability
of the probing light's polarization. (Poor quality A/2 waveplates will introduce some
ellipticity which can be eliminated if followed by a good quality polarizing element).
3. Pockels cell modulator. (Alternative position. See 9).
4. A/2 waveplate. Used to align the polarization of the illuminating light to match the axes
of the polarization preserving fiber.
5. Coupling objective. 0.2 n.a., 20x, on a fiber launching mount (from Newport).
6. Fiber. Single mode, polarization preserving fiber, 3.0 - 3.4/125 \xm core/cladding for
A = 633 nm from the HeNe laser (from Newport). The fiber is kept as short as possible and
is placed inside a regular plastic straw to provide some insulation from the environment
(from air currents, etc.) and thus avoid thermally induced instabilities. The fiber should
also be kept free from any form of mechanical stress in order to avoid altering the state
of polarization of the light.
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7. Collection objective: 0.6 n.a. 50 x.
8. A/2 waveplate. This element is used to rotate the polarization direction of the light
after interaction with the sample and align it to the axes of the Pockels cell. The same
objective could be achieved by rotating the Pockels cell relative to the incoming light, but
the mounting of the cell's complicates this process.
9. Pockels cell. This element is used to modulate the ellipticity of the sample light. The
cell can be thought of as a variable phase waveplate. It has two orthogonal axes; if the
incident light is aligned at 45 to these axes then the output of the cell can be expressed as
E0 (Ei /v2 J (x exp (tut) + y exp (iu)t + (3) ) where x, y are unit vectors in the directions
of the cell's axes, E0 =output amplitude, Ei =input field, u =optical frequency, and
(3 = 9smujmt is the phase modulation introduced by the cell which is determined by the
cell's driving voltage.
10. Analyzer element. Regular polaroid.
11. Photomultiplier tube. (Oriel).
12. Pre-amplification stage. This amplifier is ideally placed inside the PMT housing to avoid
stray interference noise. Gains of
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are used.
13. Lock-in amplifier. Tuned to a>m, the first harmonic of the modulation introduced by the
Pockels cell. (Stanford Research SR830 DSP Lock-in amplifier).
14. Lock-in amplifier. Tuned to 2cjm, the second harmonic of the modulation introduced by
the Pockels cell.
15. This amplifier is sometimes used as a highpass filter at 0.5 Hz or lower. It is useful when
the signal instabilities of the system are considerable and shorter than the average scan
time. (Tektronix differential amplifier with filters).
16. High voltage piezo driver amplifiers. Physik Instrumente model P-275.20.
17. x,y block piezo-translators. Physik Instrumente model P-281.10, 30 fim range.
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18. Differential interferometric dither detection for SFM (force regulation). Explained in
section 3.2.
19. z piezo positioner. Ceramic bimorph (from Morgan Matroc Inc).
20. PC 486-33 computer.
21. Data acquisition board. (National Instruments Lab-PC+ DA/AD).
4.2 Contrast Mechanism and Signal Generation
The function of the Pockels cell is to introduce a modulation into the ellipticity of the probing
light. This can be done either before the interaction with the sample, or after. The purpose
of the modulation introduced by the Pockels cell is to generate higher harmonics that will
permit a more sensitive detection of the sample-dependent birefringence than the usual crossed
polarizer-analyzer pair technique.
4.2.1 Crossed Analyzer-Polarizer Detection
The operation of the system is explained with reference to figure 4-3. Let the incident
linearly polarized field along the direction p be described by Ei = Eelujt The field Ei can
be described in terms of the two orthogonal time-dependent vectors E\ and E2 of figure 4-3
which are the projections of Ei onto the x and y axes respectively. The effect of the sample on
the incident field is to introduce a rotation <f>s of the polarization -an effect known as optical
activity- and/or to introduce a change in the ellipticity of the incident light, by introducing a
phase difference Bs between E\ and E2. Thus, after interacting with the sample the field can
be expressed as
Es = *L?l U (cos^ _ sin 0s) ciM+/3i)+ (cos^ + sin fa) ,'(<"+&)] (4.1)V2 L
where 0S is the sample-induced rotation, (3S = fi2 - Pi is the sample-induced phase difference
that alters the initial ellipticity, x y are unit vectors, u is the optical frequency, and Ts is the
sample transmissivity. After the analyzer, element a in figure 4-3, the intensity is given by the
112
yFigure 4-3: Decomposition of incident polarization into two orthogonal components.
following expression:
I = Ea-E*a =
E2T
>^+^-(cos0s + sin<ps)(cos <ps sin 6S)
el
E2 T2[l-cos26scosPs (4.2)
If we consider small variations both in d>s and in P$ we can express the intensity, to first
approximation, as
I = E2 T2 \-(l-2<t>2s + --)(l-P2s/2 + .-.)\
01~E2T2\^- + 26\ (4.3)
This result implies that the intensity, and hence the detected signal, of the crossed polarizer-
analyzer method will be proportional to the square of the both the angle of rotation <f>s and
the birefringence induced phase angle 8S, and thus inherently insensitive to small variations of
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either of these sample dependent changes to the probing radiation.
4.2.2 Linear Detection
The advantages of the proposed method of detection are now explained. The Pockels cell is
used to introduce a sinusoidally varying phase
term1
at a frequency u:m such that the intensity
now becomes, from equation 4.2
I = E2 T2 [1 - cos 2q>s cos (ps + 9 sin umt + 6)]. (4.4)
where, as before, Ps is the sample dependent birefringence, and 9 is the depth of modulation
from the Pockels cell, ujm = 2irfm is the frequency of modulation of the Pockels cell, and 6 is
a constant phase term introduced by the cell (bias voltage). On expanding expression 4.4 we
have (lumping 6 into (3S)
1 = E2 T2 [1 - cos 24>s cos ps J0 (9) + cos 2<j>s sin ps Jx (9) sinumt
- cos 2d>s cos Ps J2 (9) cos 2umt -I ] . (4.5)
The detected signal from the PMT is demodulated with a lock-in amplifier tuned to um, and
the signal Vy will be proportional to
2
Vif <x
E2 T2
cos 26s J\ (8) sin/3s (4.6)
which, for small phase angles can be approximated to yield
VlfocE2T2cos20s Ji(d) Ps-
The detected signal will be linearly dependent on the phase angle and thus more sensitive to
small variations. It must be noted, however, that this technique does not improve the sensitivity
of the detection of the rotation angle cf>s which is still in a cosine function and hence related
xNote that this 'extra phase'term can be introduced either before the sample or after it.
2The signals from the lock-in amplifiers tuned to um and 2um are described as the first and second harmonic
signals respectively and are indicated by the 1/ and 2/ subscripts.
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through a quadratic dependence (to first a first order approximation). Nevertheless, because of
the different sensitivities, if both (3S and 6S are kept small (of the same order), detection with
the above technique will be primarily for the phase angle 3S and not for the rotation 6S. In
order to obtain similar sensitivities for the detection of the rotation angle, a method must be
used whereby the rotation angle is modulated as well. Appendix B presents a brief description
of a detection system that will allow the linear detection of both Ps and 6S as well as their
decoupling.
4.2.3 Pure Birefringence Phase
If we now send the photosignal to two lock-in amplifiers simultaneously, where one is tuned to
the first harmonic of the Pockels cell's modulation ujm, while the other is tuned to the second
harmonic -or 2tom- the two following signals
Vif oc E2 T2 cos 26s J\ (0) sin/3s (4.7)
V2f oc E2 T2cos26s J2 (6) cos/3s (4.8)
will be obtained from the third and fourth terms in the sum of equation 4.5. If the gains of the
two lock-in amplifiers are the same -as are the other parameters such as the time constants,
offsets, etc.- then, by dividing the two signals we get
v>=wrW)^' (4-9)
The modulation depth of the Pockels cell can be adjusted to obtain J\ (9) = J2 (9), yielding
a pure birefringence phase signal independent of the sample transmittance and of source vari
ations. The ratio signal is subject to alterations in the signal-to-noise ratios, which will be
dependent on the levels of the signals. This method has a drawback when Ts = 0, i.e. when
the transmissivity of the sample is zero. In this case, the signal Vp becomes undetermined.
However, this does not have any serious consequences as the signal can be assigned a zero value
arbitrarily.
The sample transmittance can also be recovered independent of the phase from the signals
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of equations 4.7 and 4.8:
vi = \M/ + Vh = [cos2&Ji (8)} Ts (4.10)
under the condition J\ (9) = J2 (9).
4.3 Samples and Images
4.3.1 Chrome on Fused Silica
The following are images of a sample consisting of a thin chrome film (80 nm) on a quartz
substrate. Figure 3-22 of chapter 3 is a SEM micrograph of a similar region in the same sample.
In its manufacture, the chrome tracks
'merged'
onto each other leaving small inter-line details
(< 100 nm). Figure 4-4 top left is the first harmonic image (1/) of the sample and it shows most
of the variations at the edges of the chrome tracks, as would be expected from theory. Equation
4.7 shows that the signal used for this image is dependent on the sine of the polarization angle,
which makes it bipolar around zero. This means that areas of zero phase -or zero signal, as
on the chrome tracks- will be shown as a mid range gray in the normalized image, with bright
and dark variations around the edges of the track. The second harmonic (2/ ) image (figure
4-4 top right) on the other hand, is dependent on the cosine of the angle, and is thus even and
maximum around zero-phase making the image very similar to the optical DC transmissivity
image of figure 4-5 right. Image 4-4 bottom left, is the absolute value of the tangent of the
phase as described in equation 4.9. The calculation was performed digitally, point by point,
from the data of images above (4-4 top left and right). The undefined phase corresponding to
zero transmittance -as on the tracks themselves- was arbitrarily assigned a zero value. The
quotient was assigned a maximum value on division-by-zero. Image 4-4 bottom right, is the
intensity image calculated from the data of images 4-4 top left and right according to equation
4.10. Figure 4-5 left is the force image simultaneously obtained with the DC optical image 4-5
right of the same sample. Note the similarity between the images of figures 4-4 top right, 4-4
bottom right, and 4-5 right.
The images in figure 4-6 are smaller scans from the lower right corner of figures 4-4 and 4-5.
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Figure 4-4: First harmonic 1/image of the chrome on quartz sample (top left), second harmonic
2/image (top right), absolute value of the ratio If/2f (bottom left), intensity from 1/ and 2/
(bottom right).
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Figure 4-5: Chrome on quartz sample: scanned force image (left), and DC optical transmission
image (right).
Except for the smaller scanned area, the images of figure 4-6 are analogous to those of figure
4-4. The fine dark lines in the tangent image (figure 4-6 bottom left) correspond to changes in
the sign of the 1/ signal. It can be seen in this image that the inter-track features appear wider
that in the transmittance image (figure 4-6 bottom right) ; even when the transmissivity of the
sample is low as in the edges of the chrome in this sample, the polarization effects can still be
considerable.
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Figure 4-6: Small scan 1/ image of chrome on quartz (top left); 2/ image (top right); absolute
value of the tangent (bottom left) and intensity image (bottom right) from 1/ and 2/ data.
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4.3.2 Polymers
Observation of birefringence can provide information on the optical anisotropy of the sample
which can then be related to the local anisotropics of the structure of the sample. With this
in mind, we imaged two polymeric materials with the polarization NSOM. One was poly(p-
phenylene terephthalamide) (PPTA) fibers (Kevlar) and the other was a polymer dispersed
liquid crystal (PDLC) composite [126]. It is known of the Kevlar fibers that their long polymer
chains lie mainly with their covalent bonds along the fiber axis and that the specific functional
groups of these chains are radially aligned, for the most part, giving the structure of the fiber
a radial symmetry [127]. The resulting optical anisotropics seem to have a structure where one
of the optical axes is radially directed while the other is circularly directed. These assumptions
lead to the following expressions for the 1/and 2/ signals of the polarization NSOM in term of
the angle 7 between the incident polarization and the radial optical axis of the fiber at each
point:
Vlf oc sinAS sin 2-) (4.11)
V2f oc (l + sin2(27) (cosA6 - 1 )) (4.12)
where A6 is the birefringence induced by the sample. A detailed analysis of these equations
and their derivation can be found in appendix C.
The Kevlar samples that were imaged consisted of the fibers embedded in an epoxy matrix
and microtomed at
45 to the axis of the fiber into 200 nanometer thick sections. Figure 4-7
top left and right shows the first and second harmonic images of the sample respectively. As
expected from expressions 4.11 the 1/image shows two maxima. Expression 4.12 predicts four
maxima from the sin2 27 term, but the (cos Ac/> 1 ) ~ A2</>/2 term makes the birefringence
effects extremely small. The 2/image does not show any appreciable birefringence information
as it is dominated by transmissivity contrast. The straight features that appear inside the fiber
are due to the microtoming technique used in the preparation of the sample. Figure 4-7 bottom
left is the rectified ratio of the two previous images while image 4-7 bottom right is the scanned
force image of the sample. Figure 4-8 is a DC intensity image of the sample that was obtained
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Figure 4-7: Kevlar fibers: 1/image (top left), 2/image (top right), absolute value of the ratio
1//2/ (bottom left), and scanned force image (bottom right).
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Figure 4-8: Kevlar sample of the previous figure viewed with the crossed polarizer-analyzer
technique.
by using of a polarizer-analyzer pair close to orthogonality; the resulting Maltese Cross pattern,
visible in the image, is expected from a sin2 27 term (see appendix C).
The second polymer that was imaged with these techniques was the polymer dispersed
small-molecule liquid crystal (PDLC). The imaged sample was an emulsion of these crystals
in a transparent amorphous matrix. Figure 4-9 shows the results of this sample: at the top
are the 1/ and 2/ images on the left and right respectively, and on the bottom is the absolute
value of their ratio. The images of figure 4-10 correspond to a smaller scan of the region shown
in figure 4-9 (marked by a white square in figure 4-9 bottom). The left image is the absolute
value of the 1/ signal, while the image on the right is the simultaneously obtained scanned force
image. Even though the topography features of the force image can be correlated to features
in the 1/ image, many of the remaining features are not correlated. This is because many of
them correspond to sub-surface liquid-crystal domains that do not show up on the force image.
This means that, in all probability, most of them will not necessarily be in the near-field of
the probe. This could explain some of the differences in the imaged liquid crystal domains. It
is interesting to note that hourglass shaped patterns similar to those of the kevlar fibers are
evident in the 1/ image (figure 4-9 top left) and the Maltese cross in the quotient image (figure
122
3 pm
Figure 4-9: Polarization NSOM of PLDC: 1/image (top left), 2/image (top right), absolute
value of the ratio 1//2/ (bottom).
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Figure 4-10: Polarization NSOM of PLDC: absolute value of the 1/ signal (left), and the simul
taneously obtained force image (right). The region imaged is a smaller section of the sample in
the previous figure.
4-9 bottom) . The patterns and features of these images are in accordance theoretical predictions
based on models of these polymers and have been observed with far-field techniques [128].
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4.3.3 Magneto-optic Recording Media
The images in figure 4-11 are polarization NSOM images of digital bits that had been
previously recorded on magneto-optic media. The 1/image (figure 4-11 top left) shows the bits
distinctly, as well as some variations in transmissivity corresponding to the recording tracks.
As expected, the 2/image (figure 4-11 top right) is dominated by these transmissivity features.
The image in figure 4-11 bottom is a direct optical transmissivity image (DC) of the same region
which is essentially similar to the 2/image. However, the improved signal-to-noise of this image
is attributed to the increased light level used to obtain it. On average, the light power out of
the NSOM probe for the images of figure 4-11 top left and right was on the order of 1 ~ 2 nW.
For the transmissivity image, the power was increased tenfold.
The images in figure 4-12 show the trade-off that has to be made between the imaging
signal and the illuminating power in NSOM. In these images, the power used to image the bits
was sufficient to cause the NSOM probe to damage the heat sensitive magneto-optic material
producing the large round artifact that can be seen in the lower left-hand corner of both images.
The location of the damage corresponds to the initial or resting position of the probe before,
after, and between scans. It is thus a location with a higher probability for heat damage because
of the increased thermal energy that is dumped there by the probe. The bits in the 1/ image
of figure 4-12 appear with a reduced contrast in relation to the larger polarization signal from
the edges of the damaged magneto-optic film.
4.3.4 Latex Spheres
The images in figure 4-13 are of a sample of sub-micron latex spheres on glass. Their inclusion
here is meant to illustrate the fact that polarization contrast can be obtained from many
different types of samples if they are sufficiently scattering and/or have local optical anisotropies.
The image of figure 4-13 right is of the second harmonic (2/ ) and we would expect it to be
dominated by transmissivity variations. However, an increase in the signal is evident around
the edges of the spheres. If we assume that the glass substrate has no birefringence, the results
of equation 4.8 would indicate that there should be a maximum signal there. The increased
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Figure 4-11: Polarization NSOM images of previously recorded bits on magnetooptic media: 1/
image (top te/fr), 2/image (top right), and a DC optical transmissivity image of the same region
(bottom).
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Figure 4-12: Polarization NSOM images of previously recorded bits on magnetooptic media:
1/image (left), and 2/image (right). The artifact on the bottom left of the images is due to
damage caused by the probe's heat.
signal at the edges of the spheres could possibly be attributed to a non-zero setting of the bias
phase set by the offset voltage on the Pockels cell. This bias phase term 6 can be incorporated
as a constant term into equation 4.8 to obtain
V2f ex E2 T2 J2 (9) cos(ps + 6) (4.13)
Thus, if the sample birefringence at the edge of the spheres is such that 03 = 6, the 2/ signal
will be maximum. Numerical calculations of the optical far-fields produced by NSOM probes
in the presence of round sub-wavelength dielectric objects -like the latex spheres in question-
have produced results that seem to show that such anomalous behavior is to be expected [73] .
The transmitted radiation patterns calculated actually show an increase when highly scattering
objects are in front of the NSOM aperture.
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Figure 4-13: Polarization NSOM images of sub-micron latex spheres on a glass substrate: 1/
image (left) and 2/image (right).
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Chapter 5
Interference Near Field Scanning
Optical Microscope
This chapter describes the instrumentation and operation of the interference NSOM [83]. Its
design is based on a Mach-Zehnder type interferometer [2] which, in addition to phase imaging,
permits a pseudo-heterodyned detection of the sample-dependent polarization variations. The
system consists essentially of the instrument described in chapter 3 with an external optic path
for the reference beam of the interferometer. The pseudo-heterodyne capability allows shot
noise limited detection of extremely low light levels as well as a linear detection of the sample-
dependent polarization rotation. This is analogous to the way that the polarization NSOM
linearizes the detection of the sample-dependent birefringence phase, as described in section
4.2.2.
One of the most attractive aspects of interference imaging is its ability to detect and image
sample dependent phase variations. These can be caused by variations of the sample's index of
refraction or to variations in the thickness of the sample; in either case phase differences will
result. However, it must be pointed out that these two sources of phase cannot be directly
decoupled. In the system described here, the simultaneously obtained topographic information
of the sample can be used to decouple the index of refraction from the topography of the sample.
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5.1 System
The interference NSOM consists of the basic force regulated NSOM of chapter 3 with an inter
ferometer adapted to it. Before coupling the laser light into the fiber it is split into the reference
branch of the interferometer. This reference beam is guided with bulk optical elements to the
collection optics of the NSOM where it is recombined with the light from the sample. The
fiber, which forms the sample branch of the interferometer, is fixed to a piezo-ceramic stretcher
tube driven by a sinusoidal signal that produces micro-stretches in the fiber. These induce a
modulation of the phase of the light in the fiber by changing the optical path-length of the
fiber branch. The piezo-stretcher can also be used to cancel the thermally induced random
fluctuations of the phase in the fiber, as will be explained in section 5.2.
The tips used in this instrument are the same as those described in chapter 4. They must
possess good polarization preserving characteristics as any deviation from linearity will result in
a background signal which will lower the sensitivity of the system. Extinction ratios of 1:400 are
regularly achieved and ratios better than 1:2000 have been measured with these tips. Careful
alignment of the incident polarization with the axes of the polarization preserving fiber is also
crucial as it will reduce the sensitivity to the ambient thermal fluctuations.
5.1.1 Interference NSOM Components
The components of the system, as shown in figure 5-1, are:
1. Linearly polarized laser source.
2. A/2 waveplate. This is used to rotate and align the linearly polarized light from the
laser perpendicular to its plane of incidence on the beam splitter (element 3). This is to
minimize any variations from linearity of polarization that might be introduced by the
beam splitting element.
3. Non polarizing beam splitter.
4. Faraday isolator. This is used to prevent light back-reflected off the fiber-launch face from
re-entering the laser and causing instabilities.
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Figure 5-1: Interference NSOM (see text for details).
5. A/2 waveplate. Used to rotate and align the linearly polarized light with the axes of the
polarization preserving fiber. For certain tips, a A/4 waveplate might be necessary as
well to compensate for ellipticity introduced by the fiber/tip and thus ensure maximum
linearity of the polarization at the aperture.
6. Coupling objective. 0.4 n.a., 20x, on a fiber launching mount (from Newport).
7. Fiber/NSOM probe tip. Single mode, polarization preserving fiber, 3.0 - 3.4/125 fxm
core/cladding for A = 633 nm from the HeNe laser. The fiber is kept as short as possible
to avoid thermally induced instabilities.
8. Piezo-stretcher. This element consists of a piezoceramic tube with a length of the fiber
stuck to its extremes. When it is driven by a sinusoidally varying signal, it mechanically
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modulates the length of the fiber by stretching, inducing a modulation of the phase of the
guided light.
9. Collection objective: 0.6 n.a. 50x.
10. A/2 waveplate. Together with the following element it pre-conditions the state of po
larization of the sample light so that it emerges linearly polarized from the recombining
beam splitter 12.
11. A/4 waveplate.
12. Non polarizing beam splitter for the recombination of the sample and reference beams.
13. Mirrors for guiding the reference beam to the recombining beam splitter.
14. A/2 waveplate. Together with the following element it conditions the sample light so that
it emerges linearly polarized from the recombining beam splitter 12.
15. A/4 waveplate.
16. Analyzer element.
17. Photodiode (Thorlabs DET1-SI) and low noise preamplification stage.
18. Lock-in amplifier, tuned to the first harmonic of the modulation introduced by the piezo-
stretcher 8.
19. Lock-in amplifier, tuned to the second harmonic of the modulation.
20. Highpass filter amplifier. Used at 0.5 Hz or lower when the signal instabilities of the
system are considerable and shorter than the average scan time.
21. Feedback loop switch. Selects between the active and passive feedback modes.
The remaining components are common to the previously described systems and their de
scriptions can be found in section 3.4.
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5.2 Basic Operation
A linearly polarized laser beam is split with a beam-divider taking care to preserve the linearity.
This can be accomplished by rotating the incident linear polarization so that it is entirely parallel
or orthogonal to the plane of incidence. One of the beams is coupled into the fiber/tip making
certain that the direction of polarization is aligned to the guiding axis of the fiber (this is most
conveniently done by using a A/2 wave-plate before the launch) . The other beam is guided by
mirrors to another beam-divider for recombination with the light form the tip and sample, and
then on to the collection optics. Care must be taken so as not to destroy the linear polarization
of the light. A polarizing element can be used in conjunction with another A/2 wave-plate to
reconstitute the linear polarization of the reference beam, in case of any polarization variations,
and to adjust the direction of polarization before recombination. In this way, the two beams
can be recombined with their linear polarization directions either parallel or perpendicular to
each other.
5.2.1 Regular Interference Microscope
In this mode, the reference and the sample
beams'
polarizations are aligned parallel to each
other. Let the field through the fiber/tip and sample be expressed as
Es = EsTsexpi(ut + js + 9 sinumt + 8S) , (5.1)
and the reference beam as
Er = Er exp i (ut + 7r ) (5.2)
where Es and Er are the amplitudes of the initial fields in the sample branch and the reference
branch of the interferometer, ts is the optical transmissivity of the sample, lj is the optical
frequency, um is the piezo-stretcher modulation frequency and 9 its depth of the modulation, Bs
is the sample-dependent phase term, and 7 is a randomly varying phase term which will depend
on the thermal fluctuations of the fiber and/or of the reference branch of the interferometer. As
the polarizations of the beams are parallel they will interfere at the detector and the resulting
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intensity is expressed by
I=(ES + Er)-(ES +
Er)*
=
E2t2 +
E2
+ 2tsEsEt cos (9 sinwmt + B8 + 7)
where 7 = js - -yr. Following the same procedure as in section 4.2 we have that the signal
detected at ojm is
Vu oc tsEsEt Ji (9) sin (ps + 7) (5.3)
while the signal at 2u>m is
V2t oc tsEsEt J2 (9) cos (ps + 7) (5.4)
The advantage of this form of operation is that Er > Es which permits a weak optical signal
(tsEs) to be multiplied by a strong reference field (Es) allowing the detection to be shot-noise
limited, as is explained in section 5.3. Nevertheless, there is still the randomly varying phase
term 7 which must be minimized or otherwise accounted for.
Optical Feedback Control and Regimes of Operation
The above analysis allows us tomeasure the wanted sample-induced phase 3S, plus the unwanted
randomly-varying thermally-induced phase variations 7. Because the thermal variations tend to
be slowly varying, we can use a low-bandwidth feedback system to cancel them without affecting
the detection of the sample-dependent phase [129]. It must be noted that the frequency contents
of the sample-dependent phase can be controlled, up to a limit determined by signal-to-noise
considerations, by modifying the scanning speed. When the feedback is active, the output of
the lock-in tuned the second harmonic (2um) is subtracted, with a differential amplifier, from
the modulation signal driving the piezo-stretcher as shown in figure 5-1. The bandwidth of the
amplifier driving the piezo-stretcher will determine the following modes of operation.
Slow Feedback Loop In this mode the scanning speed is increased so that the frequencies in
the signal due to the sample-dependent phase are up-shifted above the frequencies of the thermal
fluctuations, which tend to be low. The band-pass characteristics of the feedback differential
amplifier are set to pass low frequencies and reject the higher sample phase frequencies (low-
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pass or slow feedback loop mode). This will make the feedback system essentially insensitive
to ps in equation 5.3, and its effect will be to make cos (7 + ps) ~ cos 7 = 0, or 7 = 7r/2. The
signal at ojm is then
Vif oc TsEsEr Ji (9) cosPs. (5.5)
while the signal at 2u;m is
V2{ oc -tsEsEt J2 (9) sin ps (5.6)
Thus, the signals detected represent the coupled effects of the sample transmissivity and sample-
dependent phase.
Fast Feedback Loop If the bandwidth of the feedback is increased -or the scanning speed is
reduced- in such a way that the bandwidth of the feedback electronics now includes the spectral
contents of the sample phase (or, in other words, the spectral content of the sample-dependent
phase is made equal to that of the phase noise), the effect of the feedback will be to make
cos (7 + ps) = 0, or 7 + Ps = 7r/2, and the signal at the first harmonic um will be
V1{ ex rsEsET Jx (6) (5.7)
V2f = 0
The signal at 1/ is now strictly dependent on the sample transmissivity.
Open Feedback Loop If the feedback loop is disconnected altogether, the signal at the first
and second harmonics can be independently sampled as shown in figure 5-1. If they are squared
and added the resulting magnitude is
v = \lVu + V22i <* rsEsEr]/
J2 (9) sin2 (ps + 7) + Jf (8) cos2 (ft + 7). (5.8)
On adjusting the amplitude of modulation 9 to obtain J\ (9) = J2 (6), the result is
V c<rs EsEr. (5.9)
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Figure 5-2: A sample induced alteration of the incident polarization is detected by its inter
ference with the reference beam. In the absence of an alteration of the sample beams state of
polarization, the two beams will remain orthogonal and will not interfere.
The signal is again strictly dependent on the transmissivity of the sample without the increased
complexity of the feedback mechanism of the previous arrangement but with the need for the
subsequent operations on the detected signals. These are conveniently done digitally on the
controlling computer.
5.2.2 Detection of Sample-Induced Polarization Rotation
This mode of operation is based on the fact that two orthogonally polarized light beams
will not, under any circumstance, interfere with each other. If the polarization of the reference
beam is rotated by 90 with a A/2 wave-plate as shown in figure 5-2 and made orthogonal to
the polarization of the light in the sample beam before it interacts with the sample, the two
beams will not interfere unless there is a sample-induced polarization alteration in the light of
the sample beam. Thus, such a sample induced alteration will be detected by the interference
of its projection onto the axis of the reference beam, with the reference beam itself, as is shown
in figure 5-3. As shown in the figure, the incident polarized light Es is altered by the sample
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Figure 5-3: Incident polarized light Es and the sample induced alteration of the incident po
larized light E's. Its projection E' will interfere with the much larger reference beam Er.
to E's. In the case of pure sample induced rotation, the projection
E'
= sin <j>s E's will interfere
with the much larger reference beam ET. The interference is detected by the phase modulation
introduced with the piezo-stretcher prior to the interaction with the sample1 .
Thus, in the presence of the sample, the complete detected signal will be
I = (sin <f>s E's + Er) (sin ^, E's +
Er)*
xIn the case of both a sample induced rotation and a change in the state of ellipticity of the sample light, the
problem becomes one of three interfering beams. The intensity is then given by
F2
I == { (cos 4>s - sin 4>sf + (cos 4>s + sin <psf -
(cos2
<j>s -
sin2
<j>s) 2 cos (3S } + E*T
+EsEr {cos(0sinu;mi) [cos (/3S +7) (cos (j>s - sin <j>s) - (cos <ps + sin cf>s)]
- sin (9 sinwmt) sin (j3s + 7) (cos $s - sin (j>s)}
The signals at the first and second harmonics are thus
and
Vif oc ErEsTs Jx (6) sin ((3S + 7) (cos <j>s - sin <j>s)
V2f oc ErEars J2 (9) {cos ((3s + 7) (cos<p3 - sm<j>$) - (cos<t>s + sin<k)}
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=
E2
+
sin24>s E2t2 + 2ErEsTs sin <f>s cos (9 sinter. + ft + 7)
where 4>s is the sample-induced rotation of the incident polarization. Following an analysis
similar to that of section 4.2 the signal detected at um is
Vlf oc EtEsts Ji (9) sin 6S sin (ft + 7) (5.10)
and, if we employ a feedback correction signal like that of section 5.2.1 to make the signal at
V2f equal to zero, we get at V\f
Vif oc EtEsts Ji (9) sin0s ~ ErEsTs Jx (9) <f>s (5.11)
which is linearly proportional to the sample-dependent angle of rotation q>s.
This linear dependence can be seen in figure 5-4 which is a plot of the output of the lock-
in amplifier tuned to the first harmonic of the modulation, as a function of the rotation of
the polarization of the sample beam interfering with the reference beam. The beams were
initially polarized orthogonal to each other and the rotation was artificially introduced with a
A/2 waveplate mounted on a vernier scale.
5.3 Signal Detection
The pseudo-heterodyning technique of this system allows the detection of the sample signal
with a regular photo-diode without the complications of a photomultiplier tube or a photon
counter. This is possible because the much stronger reference beam ensures a shot-noise limited
performance. After interfering, the two beams will generate a signal at the modulation frequency
that is proportional to ErEs which is many times larger than
E2 (see equations 5.1 and 5.2 )
that would be the signal in a conventional detection scheme. This will also increase the overall
shot noise at the detector but the net effect will be to make the detection shot noise limited
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Figure 5-4: Actual measurements of the imaging signal that show the linear dependence of the
on changes (rotation) in the polarization of the light in the sample branch (see text).
and the signal-to-noise ratio independent of the reference light [130]
S_ \ _ 2 IrjXEsts J\ (9) sin 4>s sin (ft + 7) . (5.12)
5.4 Samples and Images
The fist set of results in this section are of a chrome on quartz microlithographic sample.
Their purpose is to show the capabilities of the pseudoheterodyne system to perform enhanced
NSOM imaging. Figure 5-5 shows a set of two near-field optical microscope images of the
chrome on quartz sample that were taken with an intentionally low sample light of 10 pW and
with a bandwidth of 1 kHz. The image on the left is the regular transmission NSOM image
which shows the detrimental effects of the reduced light level on the signal-to-noise ratio. On
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Figure 5-5: Near-field optical microsocpic images of chrome on quartz. Reduced light level
regular transmission NSOM image (left) and the pseudoheterodyne NSOM image with the
same light conditions in the slow feedback loop mode (right).
the other hand, the image on the right was obtained with the pseudoheterodyne interferometer
arrangement described above, and with 50 fiW of light in the reference beam. The improvement
in signal-to-noise is evident. The image was taken from the 1/ lock-in amplifier, with a slow
correction feedback bandwidth of 3 Hz -described in section 5.2.1- so the image shows both
phase and transmissivity information. The black 'streaks' that can be seen in the image are a
consequence of this mode of imaging: Rapid variations of the signal, or the absence of a signal
(when the transmissivity of the sample is zero or very low) causes the correction feedback loop to
lose track of the random phase, which is not immediately recovered when the signal is restored.
The images in figure 5-6 top left and right are the 1/ and 2/ images respectively taken in
the open feedback loop mode, described in section 5.2.1, from a different section of the same
chrome on quartz sample. Some variations in transmissivity are discernible but the images
are dominated by the random phase variations. However, the image in figure 5-6 bottom is
the transmissivity image obtained from the two top images according to equations 5.8 and 5.9,
i.e. the square root of the sum of the squares of the 1/ and 2/ images under the condition
J\ (0) = J2 (9). As expected, the random fluctuations, present in the 1/ and 2/ images are
completely absent in the last image.
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Figure 5-7 is another example of the open feedback loop mode of operation: 5-7 top left and
top right are the 1/and 2/images respectively, and the bottom image is the sample transmissivity
image derived from the two top ones. The sample consists of amagneto-optic disk that is further
discussed for figure 5-9.
Figure 5-8 shows two pairs of simultaneously obtained topography (left top and bottom) and
optical (right top and bottom) images of chromosomes on glass. The optical images were taken
from 2/with the slow feedback loop operating at 10 Hz (as can be deduced by the 'streaks' in
the optical image) and with an imaging bandwidth of 1 kHz.
Figure 5-9 shows the optical images taken with the interferometer arrangement described in
section 5.2.2 where the sample and reference beams' polarizations are made orthogonal to each
other (in the absence of a sample) so that the detected interference signal is linearly proportional
to sample induced polarization effects. The sample was a conventionally written magneto-optic
disk with varying bit densities. On imaging these, the tracks of the disk would also show up
in the image. We attributed this to variations in transmissivity as well as to remnants of the
phase information ft not completely eliminated by the correction system. In order to eliminate
this signal, we filtered the output of the lock-in at um with a highpass filter at 0.1 Hz and
scanned with the fast axis parallel to the tracks, so that the signal from the tracks would show
up as low frequency and be filtered out. This was only partially successful in image 5-9 right.
Nevertheless, in both images the bits are clearly visible.
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Figure 5-6: Open feedback loop pseudoheterodyne NSOM of a chrome on quartz sample: 1/
and 2/ images (top left and right respectively), and the derived transmissivity image (bottom).
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Figure 5-7: Open feedback loop pseudoheterodyne NSOM of a magneto-optic disk: 1/ and 2/
images (top left and ro#fa respectively), and the derived transmissivity image (bottom).
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Figure 5-8: Scanned force topography image (Ze/t iop and bottom) and pseudoheterodyne inter
ferometer NSOM images (right top and bottom) of chromosomes on a glass slide. Slow correction
feedback mode.
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Figure 5-9: Interference NSOM of the polarization rotation induced on the sample light by
conventionally written data bits on magnetooptic recording media. Both images represent the
optical information of two different areas with varying bit densities.
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Chapter 6
Conclusions
6.1 Force Regulated NSOM
The various results presented in the different chapters of this thesis are all proof that the force
regulated near-field scanning optical microscope is an effective way of performingmicro imaging
with sub-wavelength resolution. The technique's success has been further ratified by the NSOM
community which has since adopted force regulation as the preferredmethod to perform NSOM.
Furthermore, the differential interferometric technique presented in this work has been shown
to overcome the main drawback of the alternative method for force regulation that appeared
simultaneously to these results in the literature [54, 55]: the system presented here does not
suffer from cross-talk between the topographic and optical signals.
Nevertheless, as was pointed out in section 1.4.4, the exact configuration of the system
used in this work is not widely used elsewhere. What is commonly used for force regulation
is a simplification of the technique presented here [58] . This can be attributed to the relative
complexity of the differential interferometer arrangement of this work. It could be argued that
the simplified force regulation mechanism, which is based on the far-field detection of the light
scattered by the NSOM probe/tip to measure the dithering amplitude, is more convenient in
its simplicity than the differential interferometer with its need for many bulk optical elements
and careful alignment. However, the differential interferometer, apart from providing us with
a measure of the dithering amplitude, is a robust and stable detection mechanism. Its inherent
rejection of the DC instabilities in the mechanical loop (see section 3.2.5) has provided us
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with the flexibility of an open NSOM system, formed of off the shelf components assembled
on a vibration-isolated optic table. Furthermore, it has allowed us to explore more complex
and sophisticated configurations such as the polarization NSOM and, more importantly, the
interference NSOM of chapters 4 and 5 respectively. The latter experiment was particularly
difficult to align and set up, and would have been nearly impossible to perform on the more
popular but more restrictive NSOM designs that consist mainly of adaptations to regular optical
microscopes (with the possible exception of an optic fiber type arrangement). In short, it has
been shown in this work that the transmission mode force regulated NSOM is an effective and
useful technique to perform micro imaging on a wide variety of samples.
Reflection mode NSOM, however, still has the unavoidable coupling of the optical signal to
the topography signal of the sample which complicates the interpretation of the resulting images
and so limits its usefulness, as was explained in section 3.4.2. The problem stems partially from
the asymmetry that is introduced in this mode of operation by the placement of the collection
lens relative to the probing tip and the sample. This arrangement (see figure 3-26) establishes a
preferential direction for the light reflected off the sample and collected. The asymmetry could
be minimized by increasing the numerical aperture of the collection system.
In a more general context, an issue that remains to be researched in NSOM is the ability
to image consistently with a resolution close to the theoretical limit of the technique which is
approximately 20 nanometers. More often than not, NSOM images operate at resolutions lower
than this, mainly because of the high cost in imaging signal that high resolution NSOM implies.
In this sense, the results presented in this dissertation demonstrate effective ways to make what
little light there is for imaging yield higher signal-to-noise ratios; the linear detection of chapter 4
makes for amore sensitive detection ofpolarization effects, and the pseudoheterodyne technique
of chapter 5 demonstrated a shot noise limited detection of NSOM signal.
6.2 Polarization NSOM
Polarization NSOM imaging with a linear response was shown to be an effective way to perform
high sensitivity imaging of birefringent samples with NSOM. The technique described in chapter
4 has been shown to have the benefits of high resolution imaging from the NSOM and very
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good birefringence imaging contrasts. These are comparable to contrasts previously afforded
only by the high illumination levels available with far-field techniques. These claims are clearly
demonstrated in the images of the kevlar fiber samples of the same chapter and of appendix
C. Furthermore, the usefulness of the technique was also demonstrated with the imaging of
previously written bits on a magneto-optic disk. These samples can be plagued with low signal-
to-noise levels associated with the high reading speeds of recording media.
6.3 Interference NSOM
Chapter 5 successfully shows the capabilities of the interference arrangement NSOM. The differ
ent imaging capabilities of this instrument are demonstrated: The pseudoheterodyne technique
of amplifying the imaging signal is shown to be superior to the regular DC detection in a
side-by-side comparison of images obtained with both techniques of a sample under identical
conditions. The system was also used to image biological samples (chromosomes) with the slow
correction mode of operation 5.2.1. The images, although successful in their detection of small
details, suffer from some instability associated with this mode of operation. However, this is
a problem that can be solved with careful design of the correction feedback electronics, and
by closely adjusting the bandwidth of the feedback correction system and that of the imaging
signal.
The linear detection of polarization with the NSOM interferometer was also successfully
performed as reported in section 5.2.2. The results are shown graphically for both the linearity
of the detection in figure 5-4, and for images of previously recorded magneto-optic data bits.
6.4 Further Work
The instrument described in this dissertation has been in use for over two years. In this time,
numerous modifications have been made to it, both to increase its capabilities and to make it
easier to use. In the first category, our instrument could benefit from a higher bandwidth in
its force regulation feedback system, that would have to be accompanied by an improvement
of the stiffness of its mechanical loop. This would allow faster and more stable scans. The
feedback correction mechanism of the interferometric arrangement also needs redesigning to
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improve its stability. Advances in the design and manufacture of the NSOM probes -such as
the optimization of the shape of the tapered fiber to maximize light delivery to the aperture-
would certainly improve its performance.
Even though the main purpose of the research presented is to advance the state of the
art in microscopy instrumentation, a considerable amount of work is being done in sample
characterization and analysis. In order to further this 'applications' aspect of the research, the
instrument has had to be adapted to make it easier to use. This has included redesigning the
sample mounts and the scanner positions, among other changes, but the system is still far from
being a simple, easy to use instrument. However, these issues are mostly technological in nature
and, in correcting them, some of the flexibility of the system would probably be lost.
The resolution in NSOM remains an open research issue. Although there have been many
theoretical developments on the NSOM experiment, it is difficult to obtain experimental data
for their validation because the near-field is inaccessible directly and must be reconstructed from
far-field information with inverse-scattering methods. This problem is exacerbated in reflection
mode NSOM where there is an unavoidable coupling of the optical information to the profile of
the sample [131]. Nevertheless, further research into probe characterization should shed some
light on these issues.
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Authors Year Experiment Resolution
Synge [10] 1928 first theoretical description of NSOM
Okeefe [12] 1955 theoretical description of NSOM
McCutchen [7] 1966 theoretical description and Fourier analysis
Ash, Nichols [13] 1972 first results in the microwave region A = 3cm A/60
Pohl, Denk [15] 1984 first results with visible light A/8
Massey et al. [24] 1985 first results in the infrared region A/4
Fischer [22] 1985 first results in reflecion mode A/6
Durig, Pohl [25] 1986 first use of tunneling current feedback regulation A/5
Betzig et al. [21] 1986 first use ofmicropipette probes 150 nm
Harootunian et al. [28] 1986 first fluorescence NSOM results 100 nm
Betzig et al. [29] 1987 collection mode NSOM 120 nm
Reddick et al. [31] 1988 photon scanning tunneling microscope A/8
Courjon et al. [32] 1988 scanning tunneling optical microscope A/4
Betzig, Trautman et al. [42] 1990 metal coated tapered optic fiber probes,
first polarization NSOM results (cross-polars) 12 nm, A/50
Paesler et al. [35] 1990 NSOM spectroscopy A/6
Cline et al. [44] 1991 external illumination reflection NSOM 60 nm
Toledo-Crow et al. [54] 1992 first force regulated NSOM A/20
Betzig et al. [81] 1992 NSOM of magnetooptic data 7 Gbits/cm2
Vaez-Iravani, Toledo-Crow [82] 1993 pure linear polarization NSOM A/12
Vaez-Iravani, Toledo-Crow [83] 1993 first and only interference NSOM A/12
Betzig, Chichester [86] 1993 NSOM single molecule detection na
Zenhausern et al. [78] 1994 apertureless NSOM 3 nm, A/210
Table 6.1: Historical outline of experimental NSOM
6.5 Development of the NSOM: General Context
Table 6.1 is a synoptic table of the major developments in the field of near-field scanning optical
microscopy since its theoretical inception in 1928. As can be seen in the table, the results of
this dissertation figure prominently. In the table, the reported resolution is, in many cases, an
approximation as some of the publications do not report the value directly. The dates shown
represent the year of publication of the respective results.
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Appendix A
Thickness of the Aluminum Coating
on the Tip
This appendix shows a rough calculation method that we devised to estimate the resulting thicknesses of our
tips'
coatings. Ideally, a real time measurement device should be used and the rotation of the tip factored into
the reading. However, in its absence, the following technique should suffice for approximate estimates.
Assume we have a spherical pellet ofmetal that is heated to evaporation and the emission is isotropic. Ifwe
have a pellet ofmass m. and density p (volume m./p = V) then, upon total evaporation the mass will be deposited
on an imaginary sphere of radius R as shown in A-l. The thickness of this 'shell' of metal is determined by the
volume of the original pellet. Thus, the volume of the 'shell' is given by
V = = %-k \(R + AR)3 - R3} ~ 4nR2 AR
p 3 l
'
disregarding all quadratic and higher order terms of AR. The thickness is then given by AR m/AnrpR2.
Assume now that the evaporation of the pellet is a linear function of time m. (t) = at, thus the rate of change of
the thickness with time is
AR
_
a
At
~
4-irp R2
If we have the tip (modeled here as a rotating cylinder) at a distance R, the thickness of the metal coating after
one complete rotation will be given by
T=
" / smart dt
4-Kp R2 1Jo
where to is the time taken for the tip to complete half a turn: uit0 K (this is so because any individual element
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Figure A-l: Evaporation geometry: point source evaporation onto the inside of a sphere.
of surface will spend half the rotation time in the shadow) . Changing variables to ujt = 9 and dt = dO/u
T_
a i r=hlCdC_ a 2t __
m' 1
A.-Kp R? U> J0 Airp R? TV 47rp R? 7T
where m! = a 2to is the mass evaporated during a full rotation. If the cylinder rotates many times during the
process, we can disregard partial rotations at the end, and say that the total thickness is given by
,
m. 1
47rp R2 it
where m is the total mass of the pellet (assumed to be totally evaporated during the process).
We use half lg pellets of aluminium at a density of 2.7
g/cm3
and a distance of 20 cm. Hence we deposit a
total of
T =
0-5 [g]
4tt 2.7 [gem-3] 202 [cm2] n
- = 1.2 x 10 "cm. = 120 nm
of aluminium on the tip.
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Appendix B
Linear Detection of Polarization
Rotation
This appendix is a proposition for a system capable of detecting a sample induced rotation of polarization, or
optical activity, and the birefringence of the sample, independently of each other. It is a direct continuation of
chapter 4 where a system was described to detect the birefringence of the sample with the use of a Pockels cell
to modulate the state of ellipticity of the linearly-polarized light used for imaging. In the method proposed here,
a Faraday cell is used in conjunction with the Pockels cell. The Faraday cell is an optical element that is capable
of inducing a voltage-controllable rotation of the incident linearly polarized light without affecting its state of
ellipticity (i.e. changing it from linearly polarized to elliptically polarized).
Equation 4.4 of chapter 4 is an expression for the total intensity at the detector:
I = E2 T2 [1 - cos <j)s cos (j3s + 9smum.i) ]
If a modulation of the rotation angle <j> is introduced (with the Faraday cell) the expression for the intensity after
the analyzer becomes
I - E2 T2 [1- cos (4>s + f sin ojmt) cos(/3s + 9sinwmt) ] (B.l)
where: <S>a and (3S are the sample dependent optical activity and birefringence respectively, if is the depth of
modulation of the Faraday cell, 9 is the depth of modulation of the Pockels cell, and u;m is the frequency of
modulation, identical for both cells. Equation B.l can be expanded to
I = E2 T2 1 - - {cos (<ps - Ps) cos ([ip - 9} sinujmt) - sin (</>s - (3S) sin ({<p - 9} smuimt)
+ cos (4>s + Ps) cos ([ip + 9] sinujmt) - sin (<f>s + Ps) sin ({<p + 9} sinu>mt)}] .
The intensity is detected and the resulting signal is analyzed with a lock-in amplifier tuned to u>m, whose output
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Vif oc
E2T2 [Ji(<p- 9) sin (4>s - ps) + J, (if + 9) sin (<f>s + ps)\ .
As the depths ofmodulation of the two cells are variable, we can control them to arrive at two distinct situations:
a) If 9 = 0, the output is
Vif oc
E2T2
Jx (if,) (sin 0* cosA)
and approximating to small angles
Vlf oc E2T2 Ji dp) [<bs- 4>sPl2
As in chapter 4, if the effects <j>s and ps are small and of comparable magnitude, the lock-in detection will be
primarily for the rotation <j>s of the incident linear polarization due to the optical activity of the sample.
b) If ip = 0, the output of the lock-in will be
Vlf oc
E2T2
Ji (9) (cos&s sinps)
Ji being an odd function, and approximating yields
Vlf<xE2T!j1(9) (ps +^
In this case, the detection will be primarily for the birefringence of the sample ps.
In the proposed system, the two cells are operated in alternation from zero to a maximum value of Ji and
the values for <f>s and ps are read off from the lock-in in succession for each point on the sample.
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Appendix C
TMBirefringence in Kevlari Fibers
The following model for the birefringence in Kevlar fibers assumes that the radial molecular symmetry of the
fibers'
structure is responsible for the ordinary and extraordinary optical axes -which give rise to the observed
birefringence- to have a polar orientation, as shown in figure C-l, where one axis is radial while the other is
circular. In the figure (C-l) the incident linearly polarized fight P is assumed to be along the x axis, the locally
orthogonal axes of the sample are Si and S2, where Si is shown at an angle 7 with respect to the x axis,
the axes of the Pockels cell are at 45 relative to the x axis, and the analyzer A at right angles to x (or P).
The illuminating radiation is E0 = E exp iujt. The light-sample interaction can be analyzed in terms of Jones'
matrices where:
= Jones matrix for a linear polarizer in the x direction.
= rotation matrix into the frame of reference of the sample.
1 0
0 0
cos7 sin 7
sin 7 cos 7
1 0
0 exp -iA<f>
= sample induced retardation (birefringence) matrix.
cos (7r/4 7) sin (7r/4 7)
sin (7r/4 7) cos (7r/4 7)
= rotation matrix into the frame of reference of the Pockels cell.
1 0
0 exp i (A9sm.Lj.mt)
= Pockels cell modulation of the retardation (birefringence) matrix.
= rotation matrix back to the original frame of reference.
= analyzer matrix (polarizer in the y direction).
cos(7r/4) sin(7r/4)
sin(7r/4) cos(7r/4)
0 0
0 1
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kevlar fiber
Figure C-l: Birefringence in Kevlar fibers: relative directions of the incident light, the sample's
optical axes, the Pockels cell's axes, and the analyzer's direction at each point of the sample.
(See text for explanation).
If the initial field vector is E = [Ex , Ey] then the field after the analyzer will be
EA =
0 0
X
0 1
cos(tt/4) sin(tt/4)
sin(7r/4) cos (tt/4)
1 0
0 exp(iA9sinujmt)
cos (7r/4 7) sin (7r/4 7)
sin (7r/4 7) cos (tt/4 7)
) 1 1 0
X X
) J 0 exp (-iA(f>)
'
1 0
X
'
Ex
'
0 0 [ Ev J
cos 7 sm 7
sin 7 cos 7
which, after calculations, results in the expression for the field after the analyzer
Ea = -p {cos7 cos (w/4
- 7) - sin7 sin (7r/4 - 7) exp (-iA<j>) -
v2
C0S7 sin(7r/4-7) exp (-iA9sinwmt) - sin7 cos (tt/4 - 7) exp(-i [A(j> + A0sinwmt])} .
The intensity of the field, I = Ea*Ea will thus be
(C.l)
(C.2)
I = E2 {l + sin(A0sina;m) sinA< sin 27
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Figure C-2: Birefringence images of the 1/ signal: plot of the equation for 1/ (left), and actual
polarization NSOM image of the 1/ signal from the kevlar sample.
- cos (A9sinujmt) [cos2 (27) + cos A<p sin2(27)] } . (C.3)
The first term of the sum in equation C.3 contains the first harmonic information and the signal from its detection
(with a lock-in amplifier tuned to wm) will be
Vif oc sinAip sin 27 (C.4)
while the second term has the second harmonic. The signal at the output of the lock-in amplifier tuned to 2u
can be expressed as
ViS oc [l +
sin2(27) (cos A<f> - 1 )] . (C.5)
The images of the kevlar fibers can now be interpreted from these relations (equations C.4 and C.5). Figure
C-2 left shows an image of a computer rendering of equation C.4. The area around the circle was assumed to
have zero birefringence and so represents zero signal. The 1/ signal (@ u)m) has two maxima in a complete circle
because of the sin 27 term. The right hand side image of the same figure (C-2) is an actual NSOM image of the
kevlar sample constructed from the 1/ signal.
Figure C-3 left is a computer rendition of the 2/ signal as expressed by equation C.5. It has been rendered
with the same contrast scale as the computed 1/ signal image of figure C-2 left. The purpose of this was to
show the enhanced sensitivity of the 1/ signal over the 2/ signal for equal contrast and birefringence angles. The
sin2 (27) in the 2/ term produces four maxima in the circle, and the cosine dependence on the sample birefringence
Acj) results in a high signal for small values; the resulting image is thus dominated by contrast from the variations
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Figure C-3: Birefringence images of the 2/ signal: plot of the equation for 2/ (left), and actual
polarization NSOM image of the 2/ signal from the kevlar sample.
in transmissivity.
Figure C-4 left shows the absolute value of the ratio of the synthetic first and second harmonic images
(|l//2/|) of figures C-2 left and C-3 left. This image is approximately equal to the absolute value of the 1/image,
if the birefringence is small (A<j> -C 1) . The image of figure C-4 right is the absolute value of the ratio of the
actual first and second harmonic NSOM images of the kevlar fibers that are shown in figures C-2 right and C-3
right.
The image of figure C-5 top left is a computer rendition of the intensity for the crossed polarizer-analyzer
method of imaging. It was calculated from equation C.3 by assuming a zero modulation of the Pockels cell:
A9 = 0, leading to the expression
I = E2 {l - (cos2 27 + cos A<f)
sin2
27) } .
Image C-5 top right is an actual polarization NSOM image of the kevlar birefringence obtained with the crossed
polarizer-analyzer method, and the image C-5 bottom is a far-field scanning optical microscope image of the same
sample, as obtained with the crossed polarizer-analyzer method. This image triptych dramatically displays the
advantages of the modulation method of performing polarization NSOM: the crossed polarizer-analyzer NSOM
image (C-5 top right) has the high resolution ofNSOM but the low birefringence contrast of the crossed polarizer-
analyzer method, while the far-field image has adequate contrast -the illumination can be in the milliwatt range-
but lacks high resolution. Image C-4 right, which would be the corresponding image of the present system, has
the NSOM resolution and a birefringence contrast comparable to that of the far-field image.
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Figure C-4: Absolute value of the ratio lf/2f. computer rendition (left) and ratio of the actual
1/and 2/NSOM images (right).
159
*rr-ir
* *n 1 1 III I
2fim
Figure C-5: Polarization images of the kevlar fibers acquired with the crossed polarizer-analyzer
method: computer rendition of the intensity (top left), NSOM image (top right), and far-field
scanning optical microscope image (bottom).
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Appendix D
Differential Interferometer:
Sensitivity and Noise
This appendix is a detailed explanation for the differential interferometric dither detection system described in
chapter 3 and shown schematically in figure 3-7. Its object is to describe the generation of the linear dither
amplitude signal and to obtain some general figures of merit on its sensitivity and minimum detectable displace
ment.
Figure D-l shows the incident linearly polarized field E at 45 to the axes of the Wollaston prism, W0 and
We (refer to figure 3-7 for the exact positioning of the components). The projections of E on W0 and We are
E0 and Ee respectively. Thus, if E = sEexpiuit, where u> is the optical frequency and s is a unit vector, the
projections will be
P P
E0 = j -=. exp iuit and Ec = ir=expiui4
y2 %/2
where i and j are unit vectors in the directions of the axes of the Wollaston prism. The orthogonal components
are separated by the prism into two beams that are focused onto the tip. After reflecting off the tip and passing
through the Wollaston, the beams will become
P
E =jpexpi(u>t + 90sinu>mt + Pa)
V2
and
- E
E^ = \j= exp i (u)t + 9e sin ujmt + pe)
v2
where 90 and 9e are the modulation depth of each beam by the oscillations of the tip, ujm is the frequency of
oscillation of the tip, and po and pe are constant phase terms introduced to each beam by the lateral position of
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Figure D-l: Decomposition of the incident linearly polarized field E into its orthogonal com
ponents E0 and Ee along the axes of the Wollaston prism W0 and We. The field Ea is detected
after the analyzer A.
the Wollaston prism. The field after the analyzer will then be
- E
Ea =t {expi (uit -r 0osinuimt + P0) (u>t -f- 9esinu;mt + Pe)}
and the intensity at the detector is then expressed by
I =E E; = {1 - cos(0sinwmi + SP)}
where 9 = 90- 9e, 6P = po - Pe, and P = E2.
Equation 3.6 of chapter 3 is an expansion of the previous equation that describes the photo-signal at the
lock-in amplifier, and
is1
i (t) = ^^ {1 - cos (60) Jo (9) + 2 sin (60) sin (wmt) Ji (9)2hc
-2 cos (6P) cos(2a;Tnt) J2 (9) + ...} ,
and equation 3.7 is the first harmonic signal as detected by the lock-in amplifier
he
(D.l)
(D.2)
'The definition of the terms in this equation are found in chapter 3, equation 3.4
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D.l Noise Calculations
Shot noise
The shot noise is
(iN.h) = 2 eTAi/ (D.3)
where i is the DC part of the detected signal and Av is the detection bandwidth. Noting that the signal as
expressed in equation D.2 is maximized when sin 6/3 = 1, the complete expression for the shot noise is
{?Nsh) = h Av + 2eidAv (D.4)
where id = dark current of the photodiode.
,2 v 4KBTAv
%kj) = 5 (D-)
Johnson noise
The Johnson noise of the system is
Rl
Thermally-induced tip vibration noise
Apart from the previous sources, there is a noise term from the thermally-induced tip vibrations that will affect
the overall signal-to-noise ratio. The dominant sources of noise are, in fact, the shot noise and the thermal
vibration noise. The thermal vibration noise is by nature broad-band, so its spectral density will be similar
to the frequency response of the tip with a maximum at its resonance. In this way, it can be considered as a
fluctuation 69 of the modulation amplitude, at the frequency of detection wm. Thus, equation D.2 becomes
(i2lf) = ((^sm6pJi(9 + 69)\ he
which for small modulation amplitude 9 implies J\ (9) w 9/2, and with the correct alignment of the phase bias
60, becomes
w=(^)V+wa)=<*>+<.-w>.
The detected thermally-induced vibration noise of the tip in the photo-signal is thus
The thermal vibration rms amplitude, on resonance, is expressed by [46, 48]
6xrms = \ ; (D.7)
y k u>0
where Q is the quality factor of the tip, k is the spring constant of the tip, and o>0 is the resonance which in our
case corresponds to the driving frequency ujm. The phase is 69 = (26x) 2n/\, so the complete expression for the
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thermally-induced vibration noise is
,.2 v (-k
Pen\2 KbTQAv
, ^<"*> = {-he-) -inzr v-v
The complete expression for the signal-to-noise ratio is thus
s m
are
(D.9)
D.2 Sensitivity
Some typical values that can be expected for the interferometer reported in this thesis
Radiation power: P = 100 \xW
Detector quantum efficiency: n = 90%
Radiation wavelength: A = 633 nm
Detector dark current2: id = 3 n.A
Tip operating temperature3: T = 500 K
Load resistance in series with detector: Rl = 100 kQ,
Q-factor of tip: Q = 100
Spring constant of tip4: k 75.4 N/m.
Operating dither frequency of tip: uim = 100 kHz
Detection bandwidth: Av = 1 Hz
These values give us the following results for the different sources of noise (in A2Hz):
(i%Mh) = 7-4 x 10-24, (^)=2.8xl0-25, (i%th) = 4.8 x 10"21
The dark current noise is of the order of 10~28. It is evident that the dominating source of noise is the thermally-
induced tip vibration.
2Thorlabs sillicon PIN diode DET1-SI.
3Refer to appendix E for the estimation of this value.
4This value is calculated by considering the tip to be a cylindrical rod. An expression for the spring constant
is [105]:
k = 3nYr4/4l3
where Y is the modulus of elasticity, r is the fiber's tips
'average'
radius, and I is the tip's oscillating length. The
value obtained assumed Y = 2 x 1011 N/m2, r = 20/j.m, and / = 1mm.
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For small values of 9 we can approximate Jj (9) ~ 9/2 = (2Ax) 2-7r/A which leads to an expression for
the thermally-induced vibration noise limited, minimum detectable displacement Axmin . This is obtained when
S/N = 1, and for the parameters listed above and a 1 Hz bandwidth detection, gives
. / KBTQ Av
= 8.6 x KT13 mVflz 1 prnVHl.
D.3 Determination of the Operating Dither Amplitude
One of the greatest advantages of this dither detection system, apart from its high sensitivity, is the ability to
regulate the exact dither amplitude relative to the positions on the tip of the two light beams' foci. This is
possible because the first harmonic signal depends on a Bessel function of the first order and of the first kind
Ji (9) with the phase difference as argument. The function has a first maximum on Ji (9 = l-8412)max = 0.5819
corresponding to a tip excursion of Ax = 92 nm. which yields, in the ideal case and with the aforementioned
parameters a maximum theoretical signal-to-noise ratio of 90 db.
From equation D.9 we get that the signal-to-noise ratio for a tip excursion of an arbitrary amount as
N \Ji(9)
or, expressed in decibels
ns..f^m.\fi\ (D.n)
10 log = 10 log 20 log Ji(9)
A reasonable operating dither amplitude is one where the excursion of the tip is smaller than half of the expected
size of the image pixel. A 9 nanometer dither amplitude will satisfy this in most cases. (A 128 pixel 2 fim scan
would require a smaller dither amplitude of 2 /im/128 = 8 nm). An amplitude of Ax = 9 nm. corresponds to
Ji (9g nm) = 0.0446 which leads to an expression for the 9 nanometer operating point:
(I) =(f) -22db- (D-12)\ JV / 90 nm db V J* / max db
In practice, the signal-to-noise ratio corresponding to the maximum value of Ji (9) is on the order of 40 to 60
dbs. The 9 nm operating point is obtained by increasing the signal driving the dither bimorph until the first
maximum of the signal is reached, and subsequently lowering the bimorph signal until the detected signal drops
by 20 dbs. If the maximum signal is low (35-40 dbs) , the dither amplitude can be increased as long as it is kept
lower than the expected pixel size of the scan.
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Appendix E
Heating of the Tip
Consider a strand of optic fiber through which $1 watts of light are guided to the end, where an NSOM
aperture/tip emits $2 watts of fight. From experience, 3>2 has been found to be between 10_5i>i and 10~64>i,
so it will be disregarded in the following calculations for the heating of the tip. The model assumed here is that
of a simple glass rod, as shown in figure E-l, without considering the taper of the actual probe. It is assumed
that the tip has no thermal gradient and is acting only as a 'heatingpoint'on the end of an infinitely long fiber
rod. It is also assumed that the cross-sectional area of the fiber is small enough so that there is no heat gradient
(hence flux) in the directions perpendicular to the length of the fiber. The advantage of these simplifications is
that it reduces the problem to a one dimensional case. We wish to know what the final temperature of the tip
is as the time tends to infinity.
There are three basic mechanisms to be considered that will affect the heat flow from the tip and hence its
steady state temperature [132, 133]: i) conduction away from the tip through the fiber, ii) linear heat transfer
into the surrounding medium at temperature too , and iii) black-body radiation of electromagnetic energy. This
last can only be included in numerical calculations because of the fourth power dependence on the temperature
which leads to an analytically intractable differential equation. We will consider mechanisms i) and ii) initially
to arrive at an analytical solution to the problem.
E.l Analytical Solution
The basic heat diffusion equation in one dimension is
where t is the temperature as a function of distance and time, A is the thermal conductivity (of glass in our
case) in [jm~1s~1K~1], c is the specific heat capacity (of glass) in [jg^K-1], p is the density (of glass)
[gm-3] , and w is the heat transferred into the surrounding medium per unit volume of the rod per unit time
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Figure E-l: Schematic of the volume differential element along the fiber.
(the 'radiation' term). The equation regulating this last term is
wAV = a [t(x,r)-tao] Aa (E.2)
where
AV"
is a differential volume element of the rod, Aa is the corresponding differential surface element, a is
the heat transfer coefficient in [jm'V'F1], and too is the ambient temperature. If we consider the cross
sectional area of the fiber to be S and the perimeter of the fiber as P then equation E.2 yields (refer to figure
E-l)
P 2
w = a [t(x,T)-toa]=a [t(x,r)- too] -%
where R is the radius of the fiber. The differential equation E.l is thus
d t (x, t) d2 t (x, t)
= A- B [t(x,T)-taa]dr dx2
where A = X/cp and 5 = 2 a/Rep.
The initial conditions are given by
t(x,0)=oo x>0
where at the initial time the entire fiber is at room temperature. The boundary conditions are
(E.3)
(E.4)
(E.5)
t (OO, T) = too T > 0 (E.6)
which states that infinitely far away from the tip the fiber will always be at room temperature; and
xsdtpr1=_^
ox
(E.7)
This last equation means that at the end of the fiber -at the tip- there is a constant flux of heat into the fiber
from the optical radiation.
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The differential equation E.4 is solved using Laplace transform techniques [133]. Taking the Laplace trans
form of equation E.4 yields
sT(x,s)-t(x,0)=A T"(x,s)-BT(x,s) +B
s
and, with the initial condition of equation E.5 results in
B + sT"
(x. s) -
The Laplace transforms the boundary conditions are
T (x, s) = 0.
T'(0,s) = 'SX s
T'
(oo, s) = 0
(E.8)
(E.9)
(E.10)
The solution to equation E.8 is
T (x, s)--j- = Ci exp I X\J^- j + C-2 exp I -iJ-j^ (E.11)
and taking its derivative gives
rr,. . _ B + s I lB + s\ lB + s I /B + sT (x.s) = Ci\l - exp | x\j - | -C2\l -A exp | -xy (E.12)
The boundary condition expressed in equation E.10 imply that C\ = 0 and the boundary condition of equation
E.9 yield
C2 =
$
SXsV B + s
Thus, equation E.ll becomes
T(x,s) = t-^+ *
s SX sV B + s
A / (B + s
-exp I xa A (E.13)
Back-transforming equation E.13 gives
where
t^ = t- + 2Sx]lB\eXP[-Xn) ^Uv^ V17
-
exp (*l/f)-(i7C +^)}
erfc (x) = 1 - erf (x) = 1 - / e
^'
d.
(E.14)
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After substitutions, the final expression for the temperature along the rod in time is
<M- <- +5ijv/5^H ("Sl^m^Hi/F-^)
H^)Mls/W+f-)\ <**>
and the temperature at the end x = 0 is given by1
*(0,r) =* +*= erfc [-&! ^
2^/2-n R3acpX \ I V R j \V R
*~+ ^^(v^Tr) (E16)
At the initial time, and for large time values, equation E.17 gives
^/2TrR3acpX
which is consistent with what would be expected of such a system.
E.l.l Results
The following values are typical for the case of a glass fiber in air [134]:
Thermal conductivity of glass A = 1.4 [Wm-1^-1]
Specific heat capacity of glass c = 800 x
10-3 [J5-1KT-1]
Density of glass p = 2.5 x 106 [jm-3]
Linear heat transfer coefficient (free convection) a = 5 [Wm"2X_1]
Radius of single mode optic fiber R = 50 x 10~6 [m]
Ambient temperature too = 25 [C]
t (0,0) = tro (E.17)
t(0,co) = too + ===== (E.18)
Input power2$ = 1.66 x 10-3 [W]
Equation E.16 with the above values, evaluated at increasing times and distances from the tip, is plotted
in figure E-2. It can be appreciated that the operating (steady state) temperature lies between 500 C and
600 C for an effective power of 1.66 mW. However, the result expressed in equation E.18 for the steady state
1S = 7Ti?2
2Actual measurements of the light exiting from an optic fiber probe whose tip had been removed yielded
average working values between 1-2 mW of optical power delivered to the tip.
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cmm
Figure E-2: Temperature of the fiber as a function of time and distance from the tip. (1.66
mW input power)
temperature is linear with respect to the optic power. This would mean that if we doubled the power into the
fiber we would heat the tip to well above the melting temperature of the aluminum coating (660 C) which would
result in the destruction of the tip. It is not uncommon to operate the tips at these powers without observing tip
damage, which seems to suggest that a correct temperature analysis of the tip would have to include the black-
body radiation of the heated tip as a cooling mechanism. As was mentioned before, this requires a numerical
computation of the temperature.
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E.2 Numerical Calculation
To account for the black-body radiation, the Stefan-Boltzmann law
3
must be included in the w term of equation
E.l which then becomes:
A^lg^ = cp^g^ + |[a (t(x,r)-t0) + as (t (x,r)4 - (t,.)4)] (E.19)
where a = 5.67 x 10~8 \Wm~2K~'t] is the Stefan-Boltzmann constant and e is the emissivity of the surface
(e = 0.69 for aluminum oxide @ 600 K [134]). The numerical estimate of the tip temperature can be obtained
by applying finite difference techniques to the thermal diffusion equation E.19. For this, the fiber is divided into
nodes starting at node zero which is centered at the end of the fiber (x = 0, refer to figure E-l), and separated
by a finite distance Ax, with calculations at increasing times At. Thus, in the discrete case the temperature
becomes a function of m. and p where x = m. Ax and r = p At, and the continuous temperature t (x, r) becomes
t,. The derivative terms are expressed as
q2 -
L ~L
m+1 ' rn 1
dx2 Ax2
and
d t &+1 - ,
dr At
'
Substituting these expressions into equation E.19 and solving for t^f1 results in
C+1
=AC + B
(C)4
+ C (C+i +C-i) + D (E.20)
where
2AAr / 1
,4 = 1
B = -
C =
cp \
Ax2
2eaXAr
R)
Rep
XAt
cpAx2
D = ^Ltao(a + ea (too)3) -Rep v '
Equation E.20 expresses the temperature at a time (p + 1) At and at a locationmAi in terms of the temperature
at a previous time pAr and at locations m.Ax, (m. l)Ax, and (m + 1) Ax.
To determine the discrete equivalent of the boundary conditions, it is convenient to consider the total energy
flux into node zero at the end of the fiber (where m = 0) :
e^lzS Sf = , - XStt - aP (f0 - too) - eaPf [(tg)4 - (too)4] (E.21)
3The Stefan-Boltzmann law states that the total electromagnetic radiation (over all wavelengths) emitted
from a black body (in all directions) per unit area, is related to the fourth power of its temperature as Eb = crT*.
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The term on the left is the change in time of the temperature of node zero. On the right the terms are the optic
power into node zero, the power lost from node zero to the adjacent node through conduction, the power lost to
the ambient through linear transfer (convection), and the power lost through black body radiation. The Ax/2
term is due to the fact that node zero only has half the volume -and surface area- than the rest of the nodes
(considering the x = mAx coordinate of each node to lie at its center).
Again, solving for t+1
tl+1
= Etl + F (ttf +Gtl + H (E.22)
where
cp \Ax2 RJ
_
2eaA-
T =
G =
Rep
2XAt
'"("")'^)
cpAx2
2Ar
Rep
Equation E.22 expresses the temperature at node zero at time p+ 1 in terms of the temperature at node zero and
the adjacent node at time p. It is assumed that at time p = 0 all nodes are at temperature too and this allows
us to calculate the temperature tj with equation E.22. The temperature of all the other nodes at time p = 1 can
then be calculated with equation E.20. The same method is applied for all other values p > 1. The choice for
the values of Ax and At is determined through stability criteria as well as by computational considerations. It
has been shown that a stable solution is obtained when [134]
cpAx2
AAt ~
The straight-forward calculation of the tip temperature with expressions E.20 and E.22, and the parameters
of section E.l.l produces results that indicate that the tip will reach the critical temperature of 660 C -the
melting point of aluminum- at about 4.5 mW of effective optical power. In our experience we have operated
the tip at a maximum optical power (set by our Ar+ laser) of about 6 mW for short periods of time without
appreciable damage to the tip. However, we have also observed destruction of the tip coating when operating
at these high levels of radiation for longer periods of time. This seems to indicate that the maximum operating
power of 6 mW produces a temperature close to the melting point (660 C), while the numerical calculations
show a temperature of 800 C for 6 mW of optical power. This discrepancy can be explained by considering
that the loss of radiation in the probe can be due to two mechanisms: absorption by the tip that results in the
heating, and back-reflections through the fiber. This would mean that only 77ft watts get converted into heat,
while (1 77)$ watts are back-reflected. Assuming that 6 mW of optical power produce a tip temperature of
660C as indicated above, we can estimate the absorbed fraction of the power as the ratio between the estimated
and the calculated powers for the melting point: n ~ 6 mW / 4.5 mW = 0.75. The results of the numerical
calculations, considering the effective heating power as $77, are plotted in figure E-3. According to these, an
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700r 6mW
Figure E-3: Results of the calculation of the temperature of the tip considering the black-body
radiation term as a function of time and for different powers.
average optical power of 1.66 m.W, which is typical for the NSOM experiment, results in a tip heat of about
300 C.
E.3 Indirect Temperature Measurement of the Tip
Figure E-4 is a diagram of a setup used to indirectly measure the temperature of the tip. The principle of this
technique is based on the temperature dependent changes in the reflectivity of the tip's aluminum coating, that
are measured with the reflected light of a low power HeNe laser focused onto the tip, as shown in the figure.
The light from the 488 nm line of an Ar+ laser is coupled into the large end of the fiber/tip. Initially, the Ar+
laser is modulated with a chopper at a frequency uim as shown in the position 1 of figure E-4. This results in the
modulation of the temperature of the tip which produces, in turn, a change in the reflectivity of the aluminum
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Figure E-4: Experimental setup to measure the temperature of the tip: The Ar+ laser is
chopped to induce a modulation of the temperature of the tip. The detection of the heat-
induced reflectivity variations of the aluminum coating of the tip, measured with amuch weaker
HeNe laser, yield the indirect temperature measurements (see text for full explanation).
coating. The intensity at the detector will thus be
Ii = I0R = I0 {Ro + AR(1 + sintum)} (E.23)
where Iq is the intensity incident from the HeNe laser, Ro is the reflectivity of the aluminum coating at room
temperature, and AR is the temperature induced change of reflectivity. The signal out of the lock-in amplifier
tuned to u;m will thus be
Viac oc IoAR. (E.24)
Having recorded the output of the lock-in for a given heating power, the chopper is moved to position 2 in figure
E-4, and without changing any of the settings of the lock-in, a second measurement is taken. In this case the
intensity at the detector will be
(E.25)
h
h = -y Ro (1 + sintuim)
and the signal out of the lock-in will be
Viac oc I0Ro/2. (E.26)
The factor of 1/2 is due to the fact that we have half the incident power -on average- when chopping the light.
Equations E.24 and E.26 yield
AR =
Ro Viac
2V2Ac
'
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Assuming that the relation between the reflectivity and temperature is linear, AR/At = 7, the change in
temperature is given by
At = Ai?/C=f^1AC. (E.27)
27 V2AC
The value for the constant has been reported in the literature for aluminum oxide as AR/At = 3 x
10-3 [C_1]
and Ro 80% [119].
The measurements taken were Viac = 3.3 mV and Viac = 211 m.V. The peak temperature of the tip.
according to equation E.27 and the above parameters, is
I = to +At (25 + 210) C = 235 "C
After performing the measurements reported above, the tip was cleaved off the fiber, and the light out
of the cleaved fiber end was measured to be around 2 mW . This corresponds to an effective heating power of
1.5mW, if the absorbed and reflected light fractions in the tip as presented in the previous section are considered.
Thus, the indirect temperature measurement reported in this section is approximately matched to the estimated
temperature value obtained with the numerical calculations: at normal powers of operation the temperature of
the tip is between 200C and 300 C.
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