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ABSTRACT
This dissertation studies an operational policy for a lean supply chain system
consisting of a manufacturer, multiple suppliers and multiple buyers. The manufacturer
procures raw materials from the suppliers and converts them into finished products, which are
then shipped in batches to the buyers at certain intervals of times. Three distinct but
inseparable problems are addressed: single supplier and single buyer with fixed delivery size
(FD), multiple suppliers and multiple buyers with individual delivery schedule (MD), and time
dependent delivery quantity with trend demand (TD). The mathematical formulations of these
supply systems are categorized as mixed-integer, nonlinear programming problems
(MINLAP) with discrete, non-convex objective functions and constraints.
The operations policy determines the number of orders of raw material, beginning and
ending times of cycles, production batch size, production start time, and beginning and ending
inventories. The goal is to minimize the cost of the two-stage, just-in-time inventory system
that integrates raw materials ordering and finished goods production system. The policy is
designed for a finite planning horizon with various phases of life cycle demands such as
inception (increasing), maturity (level) and phasing out (declining).
Analytical results that characterize the exact, optimal policy for the problems described
above are devised to develop efficient and optimal computational procedures. A closed-form
heuristic that provides a near-optimal solution and tight lower bound is proposed for the
problem FD. A network model to represent the problems is proposed and network-based
algorithms are implemented to solve the problems FD, MD and TD optimally. The
computational complexities of the algorithms are Θ(N2) or O(N3) where N is the total number

x

of shipments in the planning horizon. Numerical tests to assess the robustness and quality of
the methods show that the present research provides superior results.
Production and supply chain management play an important role in ensuring that the
necessary amounts of materials and parts arrive at the appropriate time and place. A manager,
using the models obtained in this research, can quickly respond to consumers’ demand by
effectively determining the right policies to order raw materials, to deliver finished goods, and
to efficiently manage their production schedule.
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CHAPTER 1
INTRODUCTION
Intense competition in today’s economy, the shrinking life cycles of products, and the
heightening expectations of customers have forced business enterprises to focus their attention
on correctly controlling their supply chains. Coupled with the continuing advancement in
rapid information exchange, these have motivated the ceaseless development of supply chain
knowledge and techniques to manage it.
A supply chain typically consists of suppliers, manufacturing centers, warehouses,
distribution centers, and retailers as well as raw materials, work-in-process inventory and
finished products that flow between the facilities. Raw materials are procured and stored in
buffers of inventory. Finished items are produced in manufacturing centers, stored in internal
finished products inventory or stored in intermediate warehouses, and shipped to retailers or
distribution centers (Figure 1.1). Supply chain management is a business philosophy that
enables an individual company and its network to achieve high levels of productivity, and
minimize system costs while satisfying service level requirements.
Recent interest in supply chain management centers on the coordination among
various members of a supply chain, comprising of manufacturers, distributors, wholesalers
and retailers. Sharing information among members of the supply chain is one important
mechanism for good coordination in a supply chain. These information flows have a direct
impact on the production scheduling, inventory control and delivery plans in a supply chain.
Often, in many production systems, the just-in-time (JIT) manufacturing technology is
implemented both to improve the productivity of the system and to reduce the manufacturing
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costs (Yanagawa et al. 1994). In a supply chain system that operates under a JIT production
policy, the output rate of the last stage is generally dictated by the demand for final products.
Retailers,
warehouses and
distribution centers

Manufacturer

Suppliers

Raw
Material
Buffer(s)

Raw Material
Ordering

Finished
Products
Buffer(s)

Manufacturing
Inventories

Just-in-time
Shipments

Figure 1.1 A multi-supplier, multi-buyer supply chain network
1.1 SUPPLY CHAIN PROBLEMS IN MANUFACTURING ENVIRONMENTS
The main operational activities of a supply chain system include: (1) sales forecasting,
inventory planning and purchasing, and transporting between suppliers and manufacturer, (2)
processing inventory management inside the manufacturer, (3) warehousing finished products,
customer servicing and transporting among retailers, warehouses and distribution centers.
Depending on the types of business environments, a production system may have some or all
of these components of operational activities.
This research integrates the operational mechanism of manufacturers who procure raw
materials from suppliers. The manufacturer supplies finished goods to the buyers under
various life cycle demands such as increasing, level and declining demand as it happens at the

2

time of the introduction of a new product, market maturity, and phasing out of the product,
respectively. Costs are incurred along the supply chain from the point of production to the
point of consumption. These costs can be categorized into production cost, transportation cost,
material cost, inventory carrying cost and fixed order cost.
1.1.1 Supply Chain Applications
This research is based on experiences encountered in the supply chain of a number of
manufacturing systems such as electronics industries, sheet-metal industries, and paper
manufacturing. Metal sheets and L-angles are procured from steel industries to produce filing
cabinets, the delivery of which depends on the downstream market demands of filing cabinets.
Similarly, shipbuilding and electronics industries procure numerous items and maintain supply
lines both upstream and downstream to maintain uniform flow of products.
As an illustrative example, a supply chain encountered in electronic industries is noted
here from previous research (Sarker and Parija 1994, 1996) done in collaboration with IBM. A
silicon wafer vendor supplies wafers to the Motorola Company for manufacturing Power PC
chips, which in turn, are delivered to several customers such as Apple, IBM, and Motorola
itself. In order to keep the buyers’ demands satisfied at different time-intervals, the
manufacturing company (Motorola in this case) has to maintain its production at a regular
pace by procuring silicon wafers at regular intervals of time and maintaining a finished goods
inventory (Power PC chips). Therefore, both the manufacturing company and the finished
goods customers need their logistic to operate in harmony, and in order to keep the wafer and
power PC chip inventory system operative at minimal cost, the supply chain logistics of raw
materials (silicon wafers) and finished products (Power PC chips) should be efficiently
integrated.
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A similar scenario is encountered in a telephone manufacturing industry such as
Lucent Technologies at Denver, CO, which manufactured about 200 varieties of telephone
sets ranging from applications of electromechanical systems to cutting-edge technology. For
an example, the motherboards for a new product change very frequently with different
features as the competing industries are always in the hunt for a better cutting-edge
technology. The timely deliveries of all the components from its subsidiary companies or
other suppliers are of paramount importance. A little deviation from the schedule of shipments
and deliveries costs millions of dollars to both producing and consuming industry. In another
example, though not in the same field but similarly sensitive in just-in-time operations is a
retail warehouse (Wal-Mart, K-Mart, Walgreen, Rite-Aide, etc.) that supplies hundreds of
items to the local retailers. The just-in-time (JIT) delivery and continuous flow of truckloads
of items are of prime importance to its economic survival and success.
1.1.2 Just-in-Time (JIT) Delivery
The conceptual framework of a JIT manufacturing system may be stated as ‘producing
and/or stocking only the right items in the right quantities at the right time. Many
manufacturing facilities carry large inventories of finished goods to meet the demands of
customers that adopt a JIT delivery system. In this system, lot sizes are reduced as much as
possible and deliveries of products are scheduled frequently (Groenvelt, 1993). The direct
impact of this mechanism is reduction of holding cost in the customers’ side. On the
manufacturer side, therefore, an accurate knowledge of demand and schedule are important to
synchronize the distribution system. In order to synchronize the production with the
customers’ lumpy demands and to coordinate the ordering of raw materials with production
schedules, both raw materials and finished goods inventory are maintained at an economic
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level in a manufacturing firm to minimize the total cost of inventory. The delivery mode is
usually determined from mutual agreement between supplier and customers. In general, the
mode of delivery can be categorized into fixed delivery interval and quantity, or time varying
quantity and random delivery time.
1.1.3 Inventory
It has been evident for a long time that inventory control and the need for coordination
of inventory decisions are important issues in the supply chain. One of the reasons why
inventory is needed is to protect a firm from unexpected changes in customer demand that are
always difficult to predict. In the recent decade, the uncertainty is even more difficult to
predict due to the short life cycle of an increasing number of products and the presence of
competing products in the marketplace. Most consumer and industrial finished goods are
distributed through some sort of multi-stage inventory. Multi-stage inventory systems are
common in production contexts, especially in multi-plant operations where inventories act to
decouple one facility from another. Inventory types can be categorized into raw material
inventory, work-in-process and finished product inventory. The challenge in determining
control mechanisms for these inventories is that efficient production, distribution, and control
strategies that reduce system costs must consider interactions among facilities in the supply
chain.
1.1.4 Information Sharing
Current interest in supply chain management is motivated by the massive amounts of
available information and the savings that can be achieved by properly managing the
information. Accurate information about inventory levels, orders, production and demand
status throughout the supply chain allows the managers of a supply chain to be more effective
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than if this information were not available. Lack of this information increases variability in
customer demand that causes significant operational inefficiencies (e.g., forcing facilities in
the supply chain to put more inventories significantly). In a traditional supply chain system,
the supplier observes only the information of demand from a retailer’s orders. With full
information sharing, the supplier has immediate access to actual demand of end customers.
Sharing the information among different members in the supply chain becomes an important
coordination mechanism of the supply chain that leads to reduction of uncertainty and
variability in the customer demand.
1.2 THE PROBLEM, RESEARCH GOAL AND SCOPE
The problem identification, its applications, and other related issues pertaining to the
control of a supply chain system in a selected manufacturing environment have been discussed
in the previous sections. This section discusses the specific problem addressed, the motivation,
the objectives and the scope of this research.
1.2.1 The Problem
A manufacturing facility replenishes raw materials (components) from suppliers in
batches, converts them into finished products and sells them to buyers (or retailers or the next
production stage). The final demand for the finished products is assumed to be a known
quantity that resulted from a forecast. The supply pipeline of the components has limited
capacity to deliver items under a time-window limitation. This research formulates a two-stage
JIT supply chain system and plans the operation strategy for minimizing the total systemwide
costs. There are costs associated with fixed ordering and storing the raw materials, unit
purchasing of raw materials, producing and holding the finished items, and loss of sales of
finished products. The finished products are shipped to buyers in frequent deliveries where
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intervals and quantities depend on the mutual agreement between the manufacturer and the
buyers. The problem is to find an optimal raw material number of orders and order quantity,
manufacturing batch size, production start time, beginning and ending time of production
cycles, initial and ending inventory, and the level of shortage for a finite planning horizon.
Once the parameters (such as time dependent demand, min-max capacity of the pipeline for
supplying the components, etc.) of the system are known, efficient techniques need to be
developed to utilize these optimal parameters as inputs to configure the supply chain.
1.2.2 Research Goal
The explicit goal of this research is to minimize the total cost of operation in a supply
chain system that integrates both manufacturers and buyers of finished goods. A reduction in
total cost is desirable because it translates implicitly to an enhanced efficiency of the system.
The effects of minimizing the total cost can be expected to have greater impact on raw
materials order sizes, manufacturing batch sizes, shipment delivery scheduling, transporter
utilization, and throughput rate, providing the motivation for this research, and the final
coordination of different constituents in the supply chain.
1.2.3 Research Objectives
The integrated supply system assumes that a production facility procures raw materials
from outside suppliers and processes them to deliver with different modes of shipment
quantities and intervals. The demand of this buyer can be level or time varying over a finite
planning horizon.
In a single-order policy for raw materials per cycle, the raw materials required for an
inventory cycle are procured once at the beginning of an uptime period; however, the
materials required at the later part of a production period incur unnecessary inventory carrying
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cost by being procured in the early part of the cycle. On the other hand, a multi-order policy
for procuring raw materials may lower carrying cost because this policy encourages the timely
use of raw materials, resulting in a lower inventory cost. Thus, finding an optimal number of
orders, interval of orders and orders quantity is the objective concerning the raw material
ordering policy.
Production rate is presumably higher than the demand rate in order to satisfy the
customer’s demand. Consequently, the inventory is expected to buildup while the production
continues. The behavior of on-hand finished product inventory in this problem is different
from that in a traditional economic batch quantity model. During production time, lumpy
shipments of finished goods that usually occur at certain intervals force the on-hand inventory
to build-up in a saw-tooth fashion instead of increasing inventory build-up. The on-hand
finished goods inventory at the end of the uptime period depletes sharply every time
shipments take place until the end of a cycle time.
The primary objectives concerning finished products are to determine the production
batch quantity, production cycle length, time of production start, initial and ending
inventory, and the maximum shortage (when shipment requests are not met). The demand
pattern and modes of shipment quantities and intervals determine specific types of problems
described below, and how the objectives mentioned above will be met. The characteristics that
relate and distinguish one problem to another are summarized in Table 1.1.
1. Fixed Delivery (FD) Quantities and Intervals: This mode is particularly useful when the
demand is approximately level. Shipment orders from different buyers are pooled and the
manufacturer agreed to deliver the finished products with a fixed interval between
shipments. The quantity of each shipment is fixed and is an aggregate quantity being asked
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by each individual buyer. This system is identical to a single buyer system since the
shipment size is an aggregation of all buyers’ order quantities considered.
2. Multiple Suppliers and Multiple Buyers with Different Shipment Intervals and
Quantities (MD): Unlike the previous problem, the demands across different buyers are
not pooled. This mode allows shipment intervals and quantities to be customized for each
individual buyer or a subgroup of buyers. In this problem, the raw materials are supplied
from several non-competing, non-identical suppliers.
3. Time Dependent (TD) Shipment Quantities for Trend Demand: Constant demand
model would be inappropriate when a supply chain system faces periodic or varying
demand of products from the market. For a limited planning horizon, trend demand model
can accurately represent pattern of market demand during inception (increasing) or
phasing out (declining). In this scenario, the shipment size is customized to fit the trend
demand model where the shipment intervals are fixed. This system considers aggregating
shipment orders across different buyers.
Table 1.1 Problem characteristics
Problem Suppliers

Buyers

Demand

FD

•Single

• Single, or
• Multiple with identical shipment intervals

MD

•Multiple
•Non-identical
number of orders
•Single, or
•Multiple

• Multiple
• Non-identical shipment intervals
• Non-identical shipment quantities
• Single
• Multiple with identical shipment intervals

• Level
• Non-identical
demands
• Level
• Non-identical
demands
• Time varying
• Non identical
demands

TD
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1.2.4 Scope of the Research
This research focuses on supply-chain systems of products having short life cycles.
The demand patterns of life cycles are considered in this context, consisting of inception
(increasing), market saturation (level) and phasing out (declining). Thus, unlike many general
approaches that assume an infinite planning horizon, we focus on operations policy for a
dynamic situation with a finite planning horizon. Theoretical models of the problems are
formulated and suitable solutions are proposed. The robustness of the resulting solutions will
be evaluated through both theoretical analysis and simulation.
1.3 CHAPTER ORGANIZATION
The remainder of this dissertation is organized as follows. Reviews of the literature on
the supply chain optimization are presented in Chapter 2, which identifies the gaps in the past
research and states the contribution of this dissertation to fill the gap. The problem of fixed
delivery intervals and quantities (FD) for level demand is discussed in Chapter 3. Chapter 4
discusses the multi-supplier and multi-buyer delivery system (MD), where the demand and
shipments across buyers as well as the procurement from all suppliers are not aggregated to
obtain multiple procurement and shipment schedules. The frequent and lumpy delivery
problem with trend demand (TD) is discussed in Chapter 5. Numerical experience and
comparison of the proposed methodology is addressed in Chapter 6. Chapter 7 of this
dissertation summarizes and concludes the discussion of this research, and presents potential
issues for future research.

10

CHAPTER 2
LITERATURE REVIEW
Most of the literature in supply chain operations originates from the traditional
inventory systems and control, warehousing, hierarchical production and logistics distribution
for single and multi-stage systems. In the past, researchers have developed optimum order and
production quantity models for a two-stage production system (Andersson and Marklund,
2000; Axsäter, 1997; Lu, 1995; and Yilmaz, 1992) many of which use either centralized
(Axsäter, 1997; Chen and Zheng, 1997; and Chung et al., 2001) or decentralized operation
policies (Andersson et al., 1998; Axsäter, 2001; and Cachon, 2001). The centralized system is
clearly applicable when the supply chain system is owned by a single entity, which allows a
global optimization. On the other hand, a centralized strategy is not possible when different
facilities in a supply chain often have different owners and conflicting objectives (Simchi-Levi
et al., 2000). However, the decentralized strategy can have the benefit of a centralized system
by means of partnerships. A decentralized system with information exchange between stages
of the supply chain tends to reduce the total costs and gives more flexibility than the
decentralized system with a joint lot size (Aderohunmu et al., 1995). This research considers a
decentralized production supply system for a manufacturing system with multiple suppliers
and multiple buyers that implement just-in-time operations. The supply chain system adopts
the partnership mechanism that assumes information exchange about demand and shipment
mode between the supplier and the buyers. Several operations policies concerning the control
mechanisms of the multi-stage supply chain systems are reviewed in the following sections.

11

2.1 PERIODIC REVIEW MODELS
In periodic review models, the status of the products’ stocks in a facility is reviewed at
a regular interval basis, which is also referred to as the fixed replenishment interval system.
The periodic review model allows a reasonable prediction of the level of the worker involved.
In contrast, a decision in the continuous review model can be made at any moment of time,
causing the workload to be less predictable. Additionally, the periodic review policy is
generally less expensive than the continuous review in terms of reviewing costs and reviewing
errors (Silver et al., 1998), especially for items with many transactions per unit time. Over the
past thirty years, there has been great progress in developing multi-stage supply chain theories
with periodic review models. There are very effective procedures for setting reorder intervals
for a wide range of systems with deterministic demands. A supply chain that consists of
suppliers and retailers has been addressed in the literature as a class of two-stage, warehouseretailer distribution system with infinite replenishment rate. Axsäter (1997) dealt with
replenishment policies for the case of a one-warehouse, multi-retailer system. The model
determined a recursive solution procedure of the order-upto inventory position at the
warehouse and each retailer with stochastic demand to minimize the long-run system cost.
McGavin et al. (1993) examined the case of a one-warehouse and N-identical retailer system.
They examined a two-interval policy of withdrawals from the warehouse to retailers where the
first withdrawal occurs immediately after replenishment from outside suppliers and the second
withdrawal on the second interval ships the remaining stock at the warehouse. Schwarz et al.
(1985) aimed at maximizing the fill rate by determining the safety stocks at the warehouse and
retailers. The model studied by Chen et al. (2001) combined pricing and replenishment
strategies to maximize profits by means of optimizing the prices given in each retailer.
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Researchers that adopt the periodic review policy usually approximate the inventory costs as
proportional to the stock level at the end of a period. In many systems where the inventory
cost is a significant factor, a computational method that captures more precise inventory cost
is preferred.
2.2 JOINT REPLENISHMENT POLICY
The joint replenishment policy has been addressed by researchers to improve cost
reduction in two-stage supply-chain systems owned by two parties. Goyal and Satir (1989)
studied a joint vendor-buyer replenishment policy (JRP) based on the EOQ model and the
related heuristics for deterministic and stochastic systems. While those models assumed only
instantaneous replenishment, Miyazaki et al. (1988) modified the classical economic order
quantity to determine the average inventory with finite production rate. Hill (1996, 1999),
Goyal (2000), and Goyal and Nebebe (2000) suggested an increasing quantity of shipments to
buyers in the implementation of the joint replenishment to minimize the cost of inventory.
Unlike the classical EOQ joint replenishment model, these models assume a more generalized
system with finite production rate. Hill (1999) presented a model to minimize the mean total
cost per unit time of manufacturing setup, stock transfer and holding for a system that a
manufacturer supplies a product to a buyer. The vendor manufactures the products in batches
at a finite rate and ships them to a buyer. An algorithm for obtaining an optimal solution was
developed. Recently, Fung and Ma (2001) proposed an optimal method for JRP when major
setup costs are small while Viswanathan (1996) proposed an optimal algorithm for cases with
medium to large setup costs.
Aderohunmu et al. (1995) compared the cost of a two-stage supply chain system with
the joint replenishment policy and the same system with information exchange.
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They

concluded that the joint replenishment policy for the two-stage system owned by two parties is
less flexible and tends to incur larger cost than the same system implementing information
exchange. Research in this line addressed only an unconstrained planning horizon with market
demand that is approximately level. When the market demand significantly varies over time,
usually over a finite planning period, a more generalized model taking account the varying
demand is more favorable.
2.3 JUST-IN-TIME MODELS
Many manufacturing facilities carry large inventories of finished goods at the supply
docks to meet the demands of multiple buyers (customers) at fixed-time intervals in a just-intime (JIT) delivery system. Newman (1998) documented that, to ensure timely delivery, many
suppliers to JIT buyers respond to this challenge by manufacturing goods in large lots,
carrying excess finished goods inventory at their docks, and delivering it in lots as required.
The JIT concept was first introduced and adopted in Toyota Motor Corporation
(Sugimori et al., 1977) that led to a higher quality, lower cost and substantially less labor time
than achieved by Toyota’s competitors. JIT, lean production, and zero inventories are all
names that refer to a system of moving materials through a supply chain system that requires a
minimum of inventory. The key success of the JIT approach lies on the application of the
kanban mechanism, which is a manual information system developed by Toyota Motor for
implementing the JIT. Freeland (1991) noted that the JIT gives advantage when it is
implemented on supply chain systems with (a) small, frequent deliveries, (b) few suppliers, (c)
long term agreement, and (d) geographical proximity.
With such characteristics, researchers have modified traditional EOQ models to
incorporate the implementation of JIT concepts. Pan and Liao (1989) suggested the use of
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quantity order splitting in a single-stage supply chain system to achieve savings resulting from
the reduction in inventory carrying costs. Ramasesh (1990) incorporates the costs associated
with small-lot shipment in the EOQ model where the number of shipments in each contract
horizon is included in the decision. Both of these two researches considered only one stage of
the supply chain, either in the ordering stage or in the production stage. In a typical
manufacturing system, however, decisions on both ordering and production stages become
important for further reducing the total system cost.
Jamal and Sarker (1993) and Sarker and Parija (1994, 1996) incorporated a fixedquantity supply mechanism to a buyer at a fixed-interval of time policy. In their model, the
manufacturer agrees to meet a constant demand from a single buyer by delivering to the buyer
with fixed quantity at fixed interval delivery time. It is found by Sarker and Parija (1994) that
the cost structure has a nonlinear, piecewise, convex characteristic, by which an efficient
procedure can be determined. A more simplistic method for determining the cost was
proposed by Hill (1995a) utilizing the geometric pattern of the inventory level. Taking
advantage of reduced ordering cost, Sarker and Parija (1996) proposed a policy allowing
multiple orders of raw material from a single supplier at every production cycle. Hill (1996)
modified the ordering policy of the raw material by allowing a single order for multiple
production cycles when the inventory cost for the raw material is much lower as compared to
the ordering costs in each production cycle.
Parija and Sarker (1999) addressed a one-vendor, multi-buyers operations policy
where the buyers implement the JIT delivery. Shipments to an individual buyer is scheduled
independently of the others with fixed shipment size and fixed intervals. A pragmatic
approach was proposed to obtain a sub-optimal solution where the cycle time is limited to be a
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multiple of the least common multiple of shipment time. A potential shortfall of this approach
would happen when the lowest common multiple of the shipment time is remote from the
actual optimal cycle time. Viswanathan (2001) recently addressed the similar issues where the
vendor specifies common replenishment periods and requires all buyers to replenish only at
those periods, but this approach does not consider frequent deliveries from a vendor to a buyer
and assumes an infinite production rate.
2.4 FINITE-HORIZON PLANNING AND TIME VARYING DEMAND
The finite-horizon economic production-inventory model is more appropriate than the
infinite-horizon planning model, especially when dealing with items with short life cycles or
dealing with the planning under a short-term contract. Gurnani (1983) and also Chung and
Kim (1989) argued that an infinite horizon occurs rarely because costs are likely to vary and
product specifications and design are prone to change, and substitution by another product
occurs due to rapid technological development. This phenomenon can be frequently observed
in high-technology product markets. Researchers have addressed finite-horizon models with
time varying demand inclusion. In many real life situations, however, demand varies
significantly over a short time horizon of life cycles, especially for products such as
computers, software, automobiles, fashions and other seasonal products. A more appropriate
policy to respond to such a market situation is generally more desired to operate a supply
chain more efficiently.
There is extensive literature that addresses a single-stage inventory system considering
an infinite replenishment rate. Research by Donaldson (1977), Resh et al. (1976), and Barbosa
and Friedman (1978) worked on the single stage model to determine the optimum
replenishment time and quantities over a finite planning horizon with trend demand. Mitra et

16

al. (1984) used equal ordering interval over the horizon to minimize the total cost. Goyal
(1984), however, suggested that equal replenishment intervals lead to a higher cost.
Murdeshwar (1988), Dave (1989), and Hariga and Goyal (1995) incorporated shortage of
inventory in the existing model. Teng (1994) proposed a hybrid heuristic to solve the singlestage, infinite replenishment rate that leads to a better optimal solution. Zhou (1996) proposed
a policy that determines the production rate in each production cycle, but set the cycle time
uniform over the planning horizon. A major disadvantage of these models is that they
considered a single pattern of trend demand, which may not be appropriate for a system with
periodic demand. We use the term ‘single-phase demand’ to refer to a single pattern of trend
demand.
A multi-phase trend demand can be reasonably accurate to represent periodic or lifecycle type demands. Federgruen and Tzur (1990) implemented dynamic programming
algorithm for a general demand function on a single-stage supply chain system. Ritchie (1980,
1985) proposed heuristic replenishment policies for a single stage supply chain with a twophase demand pattern (increasing demand followed by level demand). Hill (1995b) addressed
the same model and proposed an exact, optimal policy to determine the sequence of batch
production time. Balkhi (1999) extended these results by incorporating a more general demand
pattern and products with deterioration. However, the model did not consider the interval and
delivery quantity as parameters. The drawbacks in the research of supply chain systems with
multi-phase demand are the assumption of a single-stage system and an infinite replenishment
rate.
A two-stage production system model with linearly increasing demand was addressed
by Hong and Hayya (1990). In their research, a production system keeps raw material ordered
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from outside suppliers with infinite replenishment, produces finished goods at a finite rate, and
stores finished product to be supplied to buyers. However, their approach simplifies the
shipment to buyers as continuous flow of products. Diponegoro and Sarker (2002) addressed a
supply chain model where shipment quantities, which are functions of single-phase trend
demand, are considered and a heuristic was developed to determine the sub-optimal policy.
Beltran and Krass (2002) used dynamic programming algorithm to solve a lot sizing problem
with multiphase varying demand. However, the method to calculate the cost of inventory is an
approximation, and they did not incorporate the ordering of raw material.
2.5 GAPS IN THE PAST RESEARCH
It is evident that supply chain design has received immense attention by researchers
and practitioners in many aspects. There are four aspects considered in this dissertation:
decentralized planning, just-in-time delivery system, finite planning horizon, and time
dependent demand. For an instance, in the decentralized supply chain, Andersson et al. (1998,
2000) and Chen et al. (2001) developed models for a two-stage production inventory that
assumes only instantaneous replenishment, with fixed delivery size for an infinite planning
horizon. The shipment frequency is also simplified into one shipment per cycle. This research,
on the other hand, incorporates frequent shipments and a finite planning horizon to make the
model more realistic. For the JIT production system, Sarker and Parija (1999) considered
optimization for multiple retailers for an unconstrained planning horizon with stationary
demand. The Sarker and Parija (1996) and Hill (1996, 1999) models are limited to level
demand and infinite planning horizon. Here, they only consider one type of shipment
mechanism, which is fixed-interval and fixed-shipment size. Moreover, loss of sales is not
considered.
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For the time-varying demand model, Federgruen and Tzur (1990) only approximated
the cost of stocks and assumed only a single stage supply chain. Hong and Hayya (1990)
approximated the shipment to buyers with the model of continuous flow of products and the
demand is considered as a single trend. Although Balkhi (1999) assumed a general time
varying demand function, the planning horizon is assumed as a single cycle such that the
solution approach arrived at local optima. An exact solution procedure proposed by Hill
(1995b) considered only a single-stage system and an unconstrained planning horizon. It also
did not address the decreasing demand situation.
Most of past works in modeling and optimization of supply chain systems have so far
partially considered the aspects of JIT manufacturing shipments, time varying demands, and a
finite planning horizon on a two-stage supply chain system. Combining these aspects to
capture a more realistic situation to be considered in the modeling has received little attention.
This research attempts to bridge this gap. It develops optimal and efficient operations
methodology for two-stage supply chain systems with JIT shipments that incorporates time
varying demand for finite-horizon planning. This research considers configurations of supply
chain systems with single supplier and single buyer, multiple suppliers and multiple buyers,
and various phases of life-cycle demand. This research presents robust analytical results to
solve the operations problems for such supply chain systems optimally.
A summary of characteristics of past and current researches is presented in Table 2.1.
In the next chapter, the problem of a serial supply chain system will be discussed.
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Table 2.1 Characteristics of problems and solutions on selected researches
Authors

Characteristics
Production
Rate

Federgruen and
Tzur (1991)
Hong and Hayya
(1990)

Number of
Orders

Planning
Horizon

Demand Rate

Model
Stock Cost
Configuration Computation

Infinite

Not
considered

Constrained

Time varying 1-buyer

Finite

Single

Constrained

Single trend

Hill (1995b)

Infinite

Not
considered

Unconstrained

Hill (1996)

Finite

Multiple

Unconstrained

Sarker & Parija
(1996)

Finite

Multiple

Unconstrained

Balkhi (1999)

Finite

Single

Single cycle

Parija & Sarker
(1999)

Finite

Multiple

Unconstrained

Chen et al. (2001) Infinite

Multiple

Unconstrained

Beltran and Krass
Finite
(2002)
Diponegoro and
Finite
Sarker (2002)

Not
considered

Constrained

Single

Constrained

This research

Multiple

Constrained

Finite

1-supplier,
1-buyer

Increasing and
1-buyer
level
1-supplier,
Constant
1 buyer
1-supplier,
Constant
1-buyer
1-supplier,
Time varying
1 buyer
1-supplier,
Constant
N-buyer
1-supplier
Constant
N-buyer
Time varying 1-buyer
M-supplier,
1- buyer
M-supplier,
Time varying
N-buyer
Single trend
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Stock
Capacity
Constraint

Solution
Method

Approximate

No

Optimal

Exact

No

Heuristic

Approximate

No

Optimal

Exact

No

Heuristic

Exact

No

Optimal

Exact

No

Heuristic

Exact

No

Heuristic

Approximate

No

Optimal

Approximate

No

Optimal

Exact

No

Heuristic

Exact

Yes

Optimal

CHAPTER 3
SERIAL SYSTEM WITH FIXED DELIVERY INTERVAL
AND QUANTITIES
A supply chain typically consists of suppliers, manufacturing centers, warehouses,
distribution centers, and retailers, with raw materials (RM) at the beginning, work-in-process
(WIP) inventories at different stages of production, and finished goods (FG) products at the
end of the final production stage. Raw materials are procured from suppliers and stored in
inventory buffers in front of the manufacturing centers. Finished items are produced in
manufacturing centers, stored in internal finished products inventory or in intermediate
warehouses, which, in turn are shipped to buyers or retailers.

The just-in-time (JIT)

manufacturing technology is often implemented in many production systems both to improve
the productivity of a system and to reduce the manufacturing costs. In a supply chain system
that operates under a JIT production policy, the output rate of the last stage is generally
dictated by the demand of the final products.

Manufacturer

Supplier

RM

Buyers

FG

Figure 3.1 Serial supply chain system with aggregate shipment schedule
This chapter discusses production and inventory planning for a serial supply chain
system that is composed of a supplier of raw materials, a manufacturer and buyers (Figure
3.1). The system operates under a finite time horizon where the demand and shipment of
products among supply-chain stages are approximately level. The shipment interval to buyers
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is assumed identical. A supply chain system encountered in electronic industries is noted here
from the previous research (Sarker and Parija 1996) done in collaboration with IBM. A silicon
wafer vendor supplies wafers to the Motorola Company for manufacturing Power PC chips,
which in turn, are delivered to several customers such as Apple, IBM, and Motorola itself. In
order to satisfy the buyers’ demands at fixed intervals of time, the manufacturing company
(Motorola in this case) has to keep its production at a regular pace by procuring silicon wafers
at regular intervals of time, to maintain the appropriate finished goods inventory (Power PC
chips). Therefore, both the manufacturing company and the finished goods customers need
their logistics to operate in harmony, and in order to keep the wafer and power PC chip
inventory system operative at minimal cost, the supply chain logistics of raw materials (silicon
wafers) and finished products (Power PC chips) should be efficiently integrated.
In the next section, the specific problem will be described and the formulation for its
operational mechanism will be constructed. An optimal policy that determines the number of
production cycles, batch size and number of orders of raw materials will be developed.

3.1 PROBLEM DESCRIPTION
Consider a manufacturing facility that procures raw materials from outside suppliers,
converts the raw materials to finished products, and delivers the products to one or more
buyers with a stable demand D (units/year) over a finite planning horizon. The manufacturer
agrees to fulfill the demand in the horizon, where the products are shipped periodically with
approximately equal, aggregate amount of x (units) to all buyers in the chain at identical and
fixed shipment intervals. The manufacturing facility keeps raw materials and finished product
inventories. The facility procures materials and produces goods in cycles. In each cycle, raw
materials are procured in a number of instantaneous replenishments. In order to keep a lean
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inventory, raw materials are procured and kept in the inventory only during the time of
production. The on-hand finished product is reduced instantaneously by a quantity of x each
time a shipment is made. Two possible cases are considered here. In the first case, shortage is
not allowed where the products manufactured in a cycle are shipped completely in the same
cycle, leaving no excess inventory, in order to keep minimal inventory. In the second case,
shortage of finished products is allowed, but not backlogged, resulting in loss of sales.
IF(t)

Cycle i

Cycle 1

T01

T0i

x
x

x

x

Cycle M

x

x

T0M
x

x

x

x
Z

(a)

IR(t)
QR1/n1
TP1

TPi
T1

QRM/nM

QRi/ni
TPM
Ti

TM

(b)
Figure 3.2 On-hand inventories of (a) Finished product, and (b) Raw material on [0, Z]
The production cycles 1, …, M, are shown in Figure 3.2, where a cycle time Ti is
defined as the time interval between the starting times of two consecutive productions runs,
namely cycle i and cycle i+1. The subscript index i is used here to associate with the cycle i.
The behavior of finished product inventory (in the case without shortages) at time t, denoted
by IF(t), is shown in Figure 3.2(a), for a given planning horizon with range [0, Z]. The
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inventory decreases by x units every time the products are shipped to buyers. As a result, the
on-hand finished goods buildup in a saw-tooth fashion during production time, TPi, and
decreased in stair-step fashion afterward (during the downtime) until the end of the cycle. The
raw material inventory at time t, denoted by IR(t), is shown in Figure 3.2(b). The quantity of
raw materials required in a cycle is QRi, which are ordered in ni ≥ 1 (i = 1, …, M)
instantaneous replenishments with equal quantity, QRi/ni.
For an economic planning, the facility needs to operate with an optimal production
batch size, QFi, the number of orders of raw materials, ni, and the production start time, T0i, of
each cycle i. The length of each cycle, Ti, and the total number of cycles, M, must also be
determined. The costs include holding of raw materials (hR, $/unit/time), holding of finished
products (hF, $/unit/time), ordering of raw materials (AR, $/order), production setup (AF,
$/setup), raw materials purchasing (CR, $/unit), finished goods production (CF, $/unit), and
loss of sales (π, $/unit). The cost associated with each production cycle is
Gi = CRQRi + ni AR + hR ∫ I R (t )dt + CFQFi + AF + hF
Ti

∫

Ti

I F (t )dt

(3-1)

The total cost in the planning horizon is the sum of the costs in M cycles and is a
function of the manufacturing batch size, shortage quantity, and number of orders of raw
materials. The next section describes the derivation of the cost model in detail. For brevity, the
subscript i (indicating cycle) is suppressed in the derivation of the cost model.
The set of notations used here is lexicographically summarized below.

AF

: Manufacturing setup cost ($/setup).

AR

: Raw material ordering cost ($/order).

D

: Demand (units/time).
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f

: Number of raw materials required per unit of finished product.

G

: Production cycle cost ($).

hF

: Finished product holding cost ($/unit/time).

hR

: Raw material holding cost ($/unit/time).

IR(t)

: On-hand level of finished product inventory at time t.

IR(t)

: On-hand level of raw material inventory at time t (units).

ℑ

: The set of integral number.

M

: Number of production cycles in the planning horizon.

m

: Number of shipments of finished products in a production cycle.

md

: Number of shipments during shortage time.

mu

: Number of shipments during no-shortage time in a production cycle.

N

: Total number of shipments in the planning horizon.

n

: Number of orders of raw materials in a production cycle.

π

: Cost per unit shortage ($/unit).

QF

: Finished product batch size (units/cycle).

QR

: Order quantity of raw material (units/cycle).

ℜ

: The set of real numbers.

T

: Cycle time.

Td

: Duration of shortage in a production cycle (time).

Tu

: Duration of no-shortage in a production cycle (time).

T0

: Production start time.

TP

: Production uptime
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x

: Shipment quantity (units).

Z

: Planning horizon (time).

3.2 CYCLE COST FUNCTION AND PROBLEM FORMULATION
The cycle cost function for the case without shortage is derived first. The model for the
case with loss of sales is addressed subsequently. Let τ be the starting time of a cycle and T0
be the time interval between τ and the production starting time [see Figure 3.3(a)]. T0 is then
referred to as the ‘production start time’. Finished products are manufactured during the
production time, TP, at a finite and constant rate, P. Clearly, QF = PTP units are produced in a
cycle. The finished products are delivered in m (where m ≥ 1 and integer) lumpy shipments of
equal quantity x, at an interval of L time units. The size x and the time interval L are based on
the agreement between the manufacturer and the supplier.
Let qF(t) be the aggregate amount of goods produced by time t and qS(t) be the
aggregate amount of goods shipped by time t [Figure 3.3(a, b)]. So, IF(t) = qF(t) – qS(t) is the
on-hand inventory at time t and the time-weighted inventory in a cycle over the length T is
τ +T

∫τ

I F (t )dt =

τ +T

∫τ [q

F

(t ) − qS (t )] dt . The cycle time is assumed to be an integer multiple of

shipment intervals, i.e., T = mL. Hence, QF = mx since no shortage is allowed and QF is
exhaustively shipped during the corresponding cycle. It is clear that the production batch
quantity is completely determined by the length of cycle when shortages are not allowed. The
production start time, T0, is determined such that the quantity produced by the time the first
shipment in the corresponding cycle is made equals the shipment quantity, i.e., x = P(L–T0).
From Figure 3.3(a, b),
τ +T

∫τ

qF (t )dt = QF (T – T0 – TP/2) = mx [T – (L – x/P) – (mx/P)/2]
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(3-2)

and
τ +T

∫τ

qS (t )dt = Lx + 2Lx + … + mLx = m(m – 1)Lx/2.

(3-3)

Therefore, the time-weighted inventory of finished goods held in a cycle is:
τ +T

∫τ

I F (t )dt = m2(L – x/P)x/2 + mx(x/P – L/2).

(3-4)

PTP

(a)
qF(t)

P

T0
x
L
x

(b)

L

L

L

L

x

qS(t)

x
x

– (m-1)x

QR/n
(c)

τ

TP

T= m L

Figure 3.3 (a) Aggregate production; (b) Product shipped; (c) Raw material inventory
The pattern of raw material inventory is shown in Figure 3.3(c) where QR is the raw
materials required that are ordered in n instantaneous replenishments of QR/n units. It is
assumed that each unit of finished good produced requires f units of raw material so that QR =
fQF. Thus, the time-weighted inventory of raw material held in a cycle is given by
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τ +T

∫τ

I R (t )dt = QRTP/2n = f m2 x2/2nP.

(3-5)

It is observed that equations (3-4) and (3-5) are functions of the number of shipments,
m. Likewise, QF and QR can be expressed by mx and fmx, respectively. Substituting equations
(3-4) and (3-5) into equation (3-1), the cycle-cost model is stated as
G(m, n) = AF + nAR + B1(m2/n) + B2m2 + B3m,

(3-6)

where B1 = hR f x2/2P, B2 = hF(L – x/P) x/2 and B3 = (CR f + CF) x + hF x (x/P – L/2). The total
cost in the planning horizon is the aggregate cycle cost stated in equation (3-6) for M cycles.
The problem formulation for the fixed shipment size problem is stated in the next section.

3.2.1 Problem Formulation
The objective of the problem is to minimize the total expected cost in the planning
horizon. The expected cost in the planning horizon is a function of the number of shipments,
mi, and the number of orders, ni, of cycle i (i = 1, …, M). Note since the shipment size is x, the
total number of shipments in the planning horizon is given by N = DZ/x. The objective
function is obtained by summing the terms in equation (3-6) for all cycles. Thus, the model is
formulated as a non-linear, integer programming problem for fixed delivery (FD) interval and
quantities as follows.

Problem FD: Find M, m1, …, mM, n1, …, nM so as to
Minimize

TCFD = MAF + ∑i =1 (AR ni + B1 mi2 ni + B2 mi2 + B3mi )

Subject to

∑

M

M

i =1

mi = N

(3-7)
(3-7a)

1≤M≤N

(3-7b)

mi, ni ≥ 1

(i = 1, …, M)

(3-7c)

M, mi, ni ∈ ℑ

(i = 1, …, M)

(3-7d)
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The constraints (3-7a) and (3-7b) give the finite planning horizon restriction. The
constraint (3-7a) assures that the total number of shipments of all cycles must add up to the
total number of shipments in the planning horizon, N. The constraint (3-7b) assures the
number of cycles should not exceed N and further guarantees that there should be at least one
cycle in the planning horizon. The constraint (3-7c) assures that there should be at least one
shipment in a cycle and at least one order of raw materials in a cycle. The constraint (3-7d)
assures integrality of the solutions where ℑ denotes the set of integral numbers. We denote the
~
~~,~
n 1, …, n~M~ ). A direct iterative search, such as branch‘optimal’ solution by (M, ~
m1, …, m
M

and-bound procedure, to find an exact, optimal solution can be applied to solve the problem
above. However, computations using such an approach are enormous even for moderate size
problems since the objective is a non-linear, non-convex and integer function. Instead,
properties of the problem will be exploited to construct an efficient, near-optimal solution. A
variant of the fixed shipment problem with allowable shortages is discussed in the following.

3.2.2 Problem with Permitted Shortages
Permitting shortages of finished products that must be shipped to the buyers incurs the
loss of product sales. The loss of revenue due to not selling the products and the cost of
outsourcing the supply of finished products are associated with costs of loss of sales. Losing
the goodwill of the consumers can also be considered as cost although it is rather difficult to
quantify. When the cost associated with the loss of sales is relatively low, shortage can be
permitted to save costs associated with ordering, setup, purchasing, production and holding.
We assume that unsatisfied demand is not backlogged and there is a cost per unit shortage.
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Tu = muL

T

Td = mdL

Figure 3.4 Inventory during a cycle time T with loss of sales
The production cycle under the assumption of loss of sales is shown in Figure 3.4. The
cycle time T = mL consists of two intervals of time, Tu and Td such that T = Tu + Td, where Tu
is the time duration when the inventory is not in shortage and Td is the time duration with the
shortage of products. Let m, mu and md be referred to as the cycle length, the non-shortage
time and the shortage time, respectively. The intervals T, Tu and Td are assumed integer
multiples of shipment interval of time L such that Tu = muL and Td = mdL. Hence, the batch
size QF = mux, the shortage quantity S = mdx, and m = mu + md.
Denoting the cost per unit shortage by π, the cost due to loss of sales in a production
cycle is given by πmdx. When there is no production in the cycle, the costs associated with
ordering, setup, purchasing, production and holding become zero, as mu and n are zeroes. Let
u(mu) be the unit step function. The cost of cycle i incorporating the loss of sales is
GLi(mui, mdi, ni) = u(mui)[AF + niAR] + B1 m2ui /ni + B2 m2ui + B3mui + π mdi x,

(3-8)

where mui + mdi = mi. The finite-horizon problem (FD) for the case with loss of sales, denoted
by Problem FL, is formulated as follows.

Problem FL: Find M, mu1, …, muM, md1, …, mdM, n1, …, nM so as to

∑

Minimize

TCFL =

Subject to

∑ (m
M

i =1

M

i =1

ui

GLi (mui , mdi , ni )

(3-9)

+ mdi ) = N

(3-9a)
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1≤ M ≤N

(3-9b)

mui, mdi ≥ 0 and ni > 0

(i = 1, …, M)

(3-9c)

M, mui, mdi, ni ∈ ℑ

(i = 1, …, M)

(3-9d)

The first constraint assures that the sum of shipments in all cycles must add up to N.
The second constraint assures there must be at least one cycle and there will be no more than
N cycles. The third set of constraints prevents trivial and undefined solutions while the last set
of constraints assures integrality of the solutions. The nature of the problem can be categorized
as a non-linear integer problem (NLIP) with non-convex objective function. Exact solution
methods, such as branch-and-bound, for such a problem are computationally expensive even
for moderate size problems. We, thus, propose alternative approaches that are efficient and
very close to an optimal solution (see Chapter 6).

3.3 SOLUTION METHODOLOGY FOR PROBLEM FD
This section analyzes some properties of the problem to simplify the means of finding
a near optimal solution. By these properties, a closed-form, near optimal solution will be
developed. The method for the problem FD is addressed first, followed by the method for the
problem FL.
In the problem FD (3-7), the value of m1, …, mM, n1, …, nM are restricted to integral
numbers. To analyze the properties of the problem, the integrality of mi’s and ni’s is relaxed.
The relaxed Problem FD, referred to as problem RFD, is stated below. Recall that TCFD is
defined in equation (3-7).

Problem RFD: Find M, m1, …, mM, n1, …, nM so as to
(3-10)

Minimize TCFD
Subject to the constraints (3-7a), (3-7b), (3-7c) and M ∈ ℑ
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(3-10a)

The foregoing integer-relaxed problem will enable us to identify a property, described
below, useful for developing an efficient solution method.

Property 3.1:

For a given M (0 < M ≤ N), there exist m*, n* > 0 and m*, n* ∈ ℜ such that
(m1, …, mM, n1, …, nM) = (m*, …, m*, n*, …, n*) is an optimal solution to
the problem RFD.

Proof: For a given M (0 < M ≤ N), the problem RFD is reduced to the following system.
Find m1, …, mM, n1, …, nM so as to minimize TCFD
Subject to constraints (3-7a) and (3-7c).

(3-11)
(3-11a)

Solutions to the system (3-11) exist for N > 1; that is, there exist m1 = …= mM = N/M
and n1 = … = nM = n > 0 for 0 < M ≤ N feasible to equations (3-11) and (3-11a). The KKT
(Karush-Kuhn-Tucker) problem for equation (3-11) and its solutions will be described to
prove the property. Let [mT, nT] = [m1, …, mM, n1, …, nM] and S be a set in ℜ2M defined by S
= {y: y ≥ 1} where yT = [y1, …, yM, yM+1, …, y2M] = [mT, nT] and 1 ≤ M ≤ N. For M ≥ 1,
KKT Problem: Find y, u(M) and v that satisfy
2 B1(yi / yM+i) + 2 B2yi + B3 – ui – v = 0
AR – B1(y i2/y 2M+i) – uM+i = 0
yi – 1 ≥ 0
yM+i – 1 ≥ 0
ui(yi – 1) = 0

(i = 1, …, M)

uM+i (yM+i – 1) = 0
ui ≥ 0
uM+i ≥ 0
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(3-12)

v unrestricted

(3-13)

∑

(3-14)

M

i =1

yi – N = 0

Note that the rank of a vector is indicated by a subscript within parentheses (e.g. u(M)).
*
= n* > 0 for i = 1, …, M, the KKT
Choosing yi = yi* = m* = N/M, ui = 0 and yM+i = yM+i

problem (3-12) – (3-14) is simplified into
yM+i = 2B1/(v – 2B2m – B3 ) = B1m2/(AR – uM+i) ≥ 1
uM+i (yM+i – 1) = 0

(i = 1, …, M)

(3-15)

uM+i ≥ 0
v unrestricted

(3-16)

There exist solutions to the KKT problems above since AR > 0 and B1 > 0, which is one of the
two cases (for i = 1, …, M):
*
= 1, uM+i = AR – B1m2 > 0,
Case I: When B1m2/AR < 1: then yM+i = yM+i

and v = 2B1 + 2B2m + B3.

(3-17)

Case II: When B1m2/AR ≥ 1: then uM+i = 0, yM+i = y *M+i = B1m2/AR,
and v = 2B1/yM+i + 2B2m + B3.

(3-18)

Since TCFD is convex on S (see Appendix 1.1), the constraints (3-7a) and (3-7b) are
linear and there exist solutions to the KKT problem, then y* is an optimal solution to the
problem M (by the KKT Sufficiency Theorem). The proof is completed.
Property 3.1 suggests that an optimal policy of the RFD for a given number of cycles
M is achieved when all cycles are identical in their lengths and number of orders. That is,
when m1 = m2 = … = mM = m* and n1 = n2 = … = nM = n*. It is reasonable that the first step to
find a feasible solution to the original FD problem is to find the optimum value of M, which is
addressed next.
33

3.3.1 Determining Number of Cycles, M
By Property 3.1, the problem RFD is simplified into another problem called problem

SFD (simplified problem FD). By substituting mi = m = N/M and ni = n for i = 1, …, M into
the objective function (3-7) and the constraint (3-7a), this problem depends only on the value
of M and n formulated as

Problem SFD: Find M and n so as to
Minimize f (M, n) = MAF + MARn + B1

N2
N2
+ B2
+ B3N
Mn
M

(3-19)

Subject to 1 ≤ M ≤ N and n ≥ 1.

(3-19a)

It can be shown that the system (3-19) has a unique stationary point (M0, n0) that is
also convex, corresponding to the global minimum (see Appendices 1.2 and 1.3 for its notion)
where
M0 = N B2/AF ,

(3-20)

n0 = (N/M0) B1/AR = B1 AF /B2 AR .

(3-21)

Note that B1, B2 > 0. An optimum solution to the problem SFD can be obtained by
solving the Karush-Kuhn-Tucker (KKT) problem corresponding to the problem SFD. The
corresponding KKT problem is to find M, n, and scalars u1, u2 and u3 to solve

gi(M, n) ≤ 0,

∂f(M, n)/∂M – u1 + u3 = 0

(3-22)

∂f(M, n)/∂n – u2 = 0

(3-22a)

ui ≥ 0 and

uigi(M, n) = 0

for i = 1, 2, 3,

(3-22b)

where g1(M, n) = 1– M, g2(M, n) = 1– n and g3(M, n) = M – N. It can be shown that a feasible
solution to the foregoing system exists for N ≥ 1, which depends on the value of M0 and n0.
Figure 3.5 depicts the feasible region of (M, n) and possible region of values for the stationary
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point (M0, n0): (1) 1 ≤ M0 ≤ N and 1 ≤ n0; (2) 0 < M0 <1 and 0 < n0 <1; (3) 0 < M0 <1 and 1 ≤
n0; (4) 1 ≤ M0 ≤ N and 0 < n0 < 1; (5) N < M0 and 0 < n0 <1; and (6) N < M0 and 1 ≤ n0.
n

(6)

(1)

(3)
1
(2)
(0, 0)

(5)

(4)
N

1

M

Figure 3.5 Feasible region for (M, n) and regions for (M0, n0): (1), (2), (3), (4), (5), and (6).
Let (M*, n*, u1*, u2*, u3*) be a solution to the foregoing system. Table 3.1 lists all
possible cases and the corresponding solution of the problem SFD based on the solutions to
the KKT problem in equation (3-22), (3-22a) and (3-22b). The values for u1*, u2*, u3* are not
shown for the sake of compactness.
~
~
The value of M is simply M* when it is an integer. Otherwise, M is found from the
feasible [to the constraint (3-19a)], integer neighborhood of M*. Let M 1* = M* and M 2*=

M*. Using equation (3-21), the stationary points of equation (3-19) in the direction of n
corresponding to M 1* and M 2* are
n*j = (N/M j*) B1/AR for j = 1, 2.
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(3-23)

Table 3.1 Alternative optimal solutions to the problem SFD

Solutions (M*, n*)
M* =M0, n* = n0

No.
Case
0
1
1 ≤ M ≤ N and 1 ≤ n0
2

0 < M0 <1 and 0 < n0 <1

M* =1, n* = 1

3

0 < M0 <1 and 1 ≤ n0

M* =1, n* = N B1/AR

4

1 ≤ M0 ≤ N and 0 < n0 <1 M* = N (B1 + B2)/(AF + AR), n* = 1

5

N < M0 and 0 < n0 <1

M* = N, n* = 1

6

N < M0 and 1 ≤ n0

M* = N, n* = B1/AR

~
Therefore, M is chosen from the pairs (M 1*, n *1) or (M 2*, n *2) minimizing the objective
function (3-19). Knowing the cycle number, the next step is to determine the number of
shipments, m, and the number of orders, n.

3.3.2 Determining the Length of Cycle and Number of Orders
~
~
~ ~ = N/M
~1 = …= m
By Property 3.1, m
is optimal for the problem FD if N/M is an
M
~
~
integer. Otherwise, let m*1 = N/M and m*2 = N/M. If y ∈ ℑ is the number of cycles, each
having m*1 shipments, there are M−y cycles each having m*2 shipments, where
~
y = Mm*2 – N.

(3-24)

~
~1 = …= m
~y = m*1 and m
~y+1 =
Since M, m*2 and N are integers, y is an integer. Then m
~ ~ = m* . The constraint (3-7a) is satisfied with this solution, assured by the claim below.
…= m
2
M

36

~
~
~
~
Proposition 3.1: Let 1 ≤ M ≤ N , m*1 = N/M and m*2 = N/M and M, N ∈ ℑ. Suppose N/M is
~ ~ = m* where y is
~1 = …= m
~y = m*1 and m
~y+1 = …= m
not an integer. Let m
2
M
~ ~ ) satisfies the constraint
~1, …, m
defined in equation (3-24). Then (m
M
(3-7a).

Proof: It should be shown that

~
M

∑

i =1

~ *
~ = N. Knowing y = M
m
m2 – N and m*2 − m*1 = 1,
i

~
~ ~ = y m* + (M
~1 + …+ m
m
– y) m*2
1
M
~
~
~
= (Mm*2 – N)m*1 + (M + N – Mm*2) m*2
~
~
= Mm*2 (m*1 – m*2) + Mm*2 + N(m*2 − m*1) = N.
~
~ ~ ) is
~1, …, m
~y,…, m
Noting 1 ≤ N/M ≤ N and the foregoing proposition, the solution (m
M
feasible to the constraints (3-7a–d), where y is defined by equation (3-24). To determine the
number of orders, the stationary point of the cycle cost in equation (3-6) in the direction of n is
obtained using the standard calculus as
~i B1/AR .
n *i = m

(3-25)

~
n i (for i = 1, …, M) is chosen from either
Let n1i* = n *i  and n2i* = n i*. Then, ~
~i , n1i*) or (m
~i , n2i*) that are feasible and minimizes the cycle cost function in equation (3-6).
(m

3.3.3 Lower Bounds for Problem FD
To determine the quality of the integer solutions, lower bounds to the optimal solution
are established here. The value of the objective function (3-19) with the optimum solution to
the problem SFD is used as the lower bound on the total cost. That is, the total cost, TCFD, is
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lower-bounded by the value of the objective function (3-19), i.e., f(M*, n*). The lower bound
is proposed below.

Proposition 3.2: Let (M*, n*) be an optimal solution to the problem SFD. Then
f(M*, n*) ≤ TCFD.

Proof: Since relaxing the integrality of problem FD results in the problem RFD, an optimal
solution to the problem RFD results in the value of its objective function being less than or
~
equal to the same objective function with an integer solution. Let M = M* if it is integer or,
~
~
else, let M be a feasible, integer solution in the neighborhood of M*. Clearly, f(M*, n*) ≤ f(M,
~
~
~
n*). Let mi = N/M and ni = n* for i = 1, …, M. By Property 3.1, (M, m1, …, mM~ , n1, …, n M~ ) is
~
optimal for the problem RFD. Hence, TCFD = f(M, n*) ≥ f(M*, n*). 
Table 3.2 Lower bounds of the total cost

No.
Case
0
1
1 ≤ M ≤ N and 1 ≤ n0

LB
N(2 ARB1 + 2 AFB2 + B3)

2

0 < M0 <1 and 0 < n0 <1

AF + AR + N (NB1 + NB2 + B3)

3

0 < M0 <1 and 1 ≤ n0

AF + N( ARB1 + NB2 + B3)

4

1 ≤ M0 ≤ N and 0 < n0 <1 2N (AF + AR )(B1 + B2) + NB3

5

N < M0 and 0 < n0 <1

N(AF + AR + B1 + B2 + B3)

6

N < M0 and 1 ≤ n0

N(AF + 2 ARB1 + B2 + B3)

From Table 3.1, the optimal solution of the problem SFD depends on the location of
the stationary point (M0, n0). Hence, using Proposition 3.3, various values of the lower bound
of the total cost, denoted by LB, based on the value of M0 and n0 are given in Table 3.2. The
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LB values in Table 3.2 are obtained by substituting the appropriate value of (M*, n*) into the
objective function in equation (3-19).
3.3.4 Computational Procedure for Problem FD
The underlying platform to solve the problem FD has been described in the previous
section. The solution procedure for finding a near optimal solution to the problem FD is
summarized in this section. Algorithm 3.1 below serves as a strategy to arrive at a feasible,
near optimal solution to the problem FD.
Algorithm 3.1: Finding a Feasible, Near-Optimal Solution
Step 0: Given hR, hF, CR, CF, AR, AF, x, f, P, L and Z.
Step 1: Compute M0 and n0 from equations (3-20) and (3-21), respectively. Find M* based
on the value of M0 and n0 from Table 3.1.
~ ← M*.
Step 2: If M* is an integer, set M
Else, set M 1* ← M*, M 2*← M*, and find n*j from equation (3-23) for j = 1, 2.
~ from the pairs (M *, n*) or (M *, n*) that minimize the
Determine the integer M
1
1
2
2
objective function in equation (3-19).
~
~ is an integer, set m
~ ~ ← N/M
~1 = …= m
.
Step 3: If N/M
M
~
~
~1 = …= m
~y
Else, set m 1* ← N/M, m *2 ← N/M and find y by equation (3-24). Set m
~ ~ ←m * .
~y+1 = …= m
← m *1 and m
2
M
~
n i ← n*i .
Step 4: Compute n*i (for i = 1, …, M) using equation (3-25). If it is integer, set ~
Else, determine the feasible integer ~
n i in the neighborhood of n*i that minimizes the
objective function (3-6). Stop
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Step 1 determines the stationary point of the objective function for the problem SFD.
~
The method to determine the integer M in Step 2 is described in Section 3.3.1, and the method
~i in Step 3 is described in Section 3.3.2. Step 4 determines the
to determine the integer m
number of orders. An example of a supply chain problem with fixed shipment size and
interval are considered to illustrate the applications of Algorithm 3.1 and the lower bound LB.

Example 3.1: Determining cycle length, number of orders and lower bound
Consider a manufacturer that plans for production and replenishments for a time
horizon of Z = 1 year to meet the demand of D = 7,800 units/year with the production rate P =
11,700 units/year. A quantity of x = 150 units of products are shipped every week (L = 1/52
year). Thus, the total number of shipments in the planning horizon is N = 52. The cost
parameters are AR = $50/order, AF = $250/setup, CR = $15/unit, CF = $25/unit, hR =
$2.5/unit/year, hF = $7.5/unit/year and f = 2.
Here, B1 = hR f x2/2P = 4.807, B2 = hF(L – x/P) x/2 = 3.606 and B3 = (CR f + CF) x + hF x
(x/P – L/2) = 8,253.61. Algorithm 3.1 is applied to solve the problem.
From Step1, M0 = N B2/AF = 6.245 and n0 = B1 AF /B2 AR = 2.582, where Since 1 ≤ M0 ≤ 52
and 1 ≤ n0, then, (M*, n*) = (M0, n0) = (6.245, 2.582) (refer to Table 3.1).
In Step 2, since M* is not an integer, M 1* = M* = 6 and M 2* = M* = 7. From equation (3-23),
n*1 = (N/M 1*)

B1/AR = 2.687 and n*2 = 2.303. Thus, the integer solutions in the

neighborhood of (M*, n*) are (6, 2), (6, 3), (7, 2) and (7, 3) that are feasible to
constraint (3-19a). The corresponding objective function (3-19) values are f(6, 2) =
M(AF + ARn) + (B1/n + B2)(N2/M) + B3N = $433,996, f(6, 3) = $433,935, f(7, 2) =
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~
$433,959 and f(7, 3) = $433,999. Hence, the optimal number of cycles is M = 6,
with f (6, 3) = $433,935.
~
In Step 3, since there is N/M = 52/6 = 8.67 shipments/cycle, each cycle must consists of either
~
m*1 = 8 or m*2 = 9 shipments. Using equation (3-24), there are y = Mm*2 – N = 2 cycles
~
that have 8 number of shipments each and M – 2 = 4 cycle that has 9 number of
~1 = m
~2 = 8 and m
~3 =… =m
~6 = 9. The manufacturing
shipments. Therefore, m
quantities are QF1 =m*1 x = 1200 and QF2 = m*2 x = 1350 units for the cycles with 8
and 9 shipments, respectively.
~i B1/AR = 2.481 for i = 1, 2, and n *i = 2.791 for i = 3, …, 6, as computed
In Step 4, n i* = m
n i = 3 (for i = 3, …, 6) to
using equation (3-25). Hence, ~
n i = 3 (for i = 1, 2) and ~
minimize the objective function (3-6). The corresponding total cost (3-7) is, TCFD =
$433,942. Since 1 ≤ M0 ≤ 52 and 1 ≤ n0, the corresponding lower bound is given in
case #1 of the Table 3.2. That is, LB = N(2 ARB1 + 2 AFB2 + B3) = $433,922.

Table 3.3 Results for Example 3.1
Cycles i
1, 2
3, 4, 5, 6

~i ~
m
n i T0i (days) TP (days) QR/n (units) QF (units) Gi ($)
8 3
2.3
37.4
1043
1200
66,762
9

3

2.3

42.1
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1174

1350

75,104

IR(t)

IF(t)

Cycle 1

Cycle 2

Cycle 5

Cycle 6

Figure 3.6 Raw material and finished products inventories from Example 3.1
The result of the computation is tabulated in Table 3.3. The first row shows the result
for the cycles 1 and 2, and the second row for the cycles 3, 4, 5 and 6. Figure 3.6 depicts the
corresponding raw material and finished product inventories. The instantaneous replenishment
quantity of raw material is given as QR/n. The production start time is calculated as T0i = L –
x/P ≈ 2.3 days. This production start time is also the time to receive the order of raw materials.
The lead time between raw material order and the time of receipt can be incorporated by
adding the lead time into the time to receive the order. 
The foregoing example has shown a practical approach to determine an optimal policy
for a serial supply chain system operation. The objective function values of the solution and
the lower bound have very little difference, where the objective value is only 0.005% different
from the lower bound. In terms of the number of shipments and number of orders in each
cycle, the manufacturing batch size, time to start production, raw material order quantity, and
time to receive raw material order are determined accordingly.
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3.4 SOLUTION METHODOLOGY FOR PROBLEM FL
Problem FL (3-9) restricts the domain of mui, mdi, ni (i = 1, …, M) to integral numbers.
A relaxation of the integrality constraints (3-9d) is carried out to analyze an important property
enabling us to develop a quick, near optimum solution. The relaxed Problem FL, denoted by
RFL, is defined by

Problem RFL: Find M, mu1, …, muM, md1, …, mdM, n1, …, nM so as to
Minimize TCRFL subject to the constraints (3-9a-c) and M ∈ ℑ.
The problem RFL is further simplified utilizing a special property, described in the
following property.

Property 3.2:

For a given M (0 < M ≤ N), there exist mu* ≥ 0, m*d ≥ 0 and n* ≥ 0 for mu*, md*,
n*∈ ℜ such that (mu1, …, muM, md1, …, mdM, n1, …, nM) = (mu*, …, mu*, md*,
…, m*d, n*, …, n*) is an optimal solution to the problem RFL.

Proof: The property will be proven using the KKT problem corresponding to the problem
RFL. For a given M the KKT problem can be written as finding mui, mdi, ni, uui, udi and uni such
that, for i = 1, …, M,
2 B1 ( AR − uni ) +2 B2mui + B3 – π + (udi – uui) = 0

(3-26)

mui, mdi, ni, uui, udi and uni ≥0

(3-27)

mui uui = 0, mdi udi = 0 and ni uni = 0

(3-28)

mui + mdi = N/M.

(3-29)

Note the objective function is convex in mui, ni > 0 and mui, ni ∈ ℜ, and for a given
number of cycles, M (See Appendix 1.4 for its notion). The constraints of the problem SFL are
linear functions. To solve the system (3-26) through (3-29), mui = m*u, mdi = md*, ni = n*,
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uui = uu*, udi = u*d and uni = u*n are chosen for i = 1, …, M. It can be shown that there are three
possible sets of solutions:
1. When (udi – uui) > 0, the solutions are u*d > 0, 0 ≤ uu* < ud, md* = 0, mu* = N/M > 0 and uu* = 0.
If n* > 0, then un* = 0 or, else ( if n* ≤ 0), u*n ≥ 0.
2. When (udi – uui) < 0, the solutions are u*u > 0, 0 ≤ ud* < uu, mu* = 0, md* = N/M > 0 and ud* = 0.
If n* > 0, then un* = 0 or, else ( if n* ≤ 0), u*n ≥ 0.
3. When (udi – uui) = 0, the solutions are u*d = uu* = 0, m*u = md* = N/M > 0. If n* > 0, then u*n = 0
or, else (if n* ≤ 0), un* ≥ 0.
The foregoing showed that mui = m*u, mdi = m*d, ni = n*, uui = u*uu, udi = ud* and uni = un* for i = 1,
…, M solves the problem RFL optimally. 
In other words, Property 3.2 above suggests that an optimal policy of the RFL is
achieved when all cycles are identical in their lengths and in their number of orders; that is,
mu1 = … = muM = mu, also md1 = … = mdM = md and n1 = n2 = … = nM = n. These facts enable
us to transform the RFL problem into a simplified version of problem FL. Note that the
constraint (3-9a) can be written as M(mu + md) = N implying md = N/M – mu, simplifying the
objective function. The constraint (3-9a) can also be stated as mu ≤ N/M. Hence, the simplified
Problem FL, denoted by Problem SFL, is stated by

Problem SFL: Find M, mu, and n so as to
Minimize

TCSFL = M [u(mu){AF + nAR} + m2u B1/n + m2u B2 + (B3 – πx)mu] + πNx

Subject to

mu ≤ N/M

(3-30a)

1≤ M ≤N

(3-30b)

mu ≥ 0 and n > 0.

(3-30c)
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(3-30)

The first constraint (3-30a) assures that the length of no-shortage time is less than or
equal to the cycle time. The second constraint (3-30b) is the same as constraint (3-9b) and the
last constraint (3-30c) is the nonnegativity for mu and n. A method to determine an optimal
solution to the problem SFL is described next.

3.4.1 Optimal Number of Cycles for the Loss of Sales Case
Since the objective function of the problem RFL is convex for a given number of
cycles, M, the same is true for the objective function of the problem SFL. It is also clear that
the constraints for the problem SFL are convex. An optimal solution to the problem SFL will
be determined by means of: (a) obtaining the solution to the corresponding KKT problem for a
given number of cycles, M, then (b) comparing the objective values among all possible
(integer) values of M and choosing the solution that corresponds to the lowest objective
~
values. Let M ∈ ℑ denote the optimal value of M. To state the KKT problem, let
f(mu, n) = TCSFL,
g1(mu, n) = mu,
g2(mu, n) = n,
and g3(mu, n) =N/M – mu.
For a given M of the problem SFL, the KKT problem is to find mu, n, u1, u2 and u3 by
solving:

gi(mu, n) ≥ 0,

∂f(mu, n)/∂mu – u1 + u3 = 0

(3-31)

∂f(mu, n)/∂n – u2 = 0

(3-31a)

ui ≥ 0 and

uigi(mu, n) = 0

for i = 1, 2, 3.

The unique, stationary point of the objective function, f(mu, n) is given as
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(3-31b)

m0u = (πx – 2 B1AR – B3) / (2B2)

(3-32)

n0 = m0u B1/AR .

(3-33)

Based on the value of m0u, the possible solutions to the problem (3-31) are:
1. If m0u ≤ 0 then m*u = 0, n* → m*u B1/AR , u*1 = –2m0u B2, and u*2 = u*3 = 0.

(3-34)

2. If m0u > N/M then m*u = N/M, n* = N B1/AR /M, u*1 = u*2 = 0,
and u*3 = 2B2(m0u – N/M).

(3-35)

3. If 0 < m0u ≤ N/M then m*u= m0u , n* = n0, and u*1 = u*2 = u*3 = 0.

(3-36)

For the first case (m0u ≤ 0), m*u = 0 implies that it is economical not to produce goods
for a production cycle (and not to order raw materials). This scenario is applicable when the
cost associated with producing goods is higher than the loss of sales cost. It is also observed in
this case that the solution to the problem (3-31) is independent of the number of cycles. Thus,
letting mu = 0 and md = N/M, the objective function value (3-30) becomes
TCSFL =

lim

n →mu B1 AR

+

M [u(mu)AF + nAR + m2u B1/n + m2u B2 + (B3 – πx)mu] + π N x

= π N x.

(3-37)

~
Indeed, M = 1 can be chosen since it is practical to have a single cycle in the planning horizon
under this case. Thus, it further implies that it is economical not to produce goods at all for the
whole planning horizon regardless of the number of cycles.

Proposition 3.3: If m0u ≤ 0, it is economical not to produce at all in the planning
horizon.

Proof: From equation (3-34), mu = 0 when m0u ≤ 0, which implies not to produce goods in
every cycle.
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For the second case (m0u > N/M ), m*u = N/M implies that it is economical for a cycle
not to allow shortage. Note that m*u B1/AR is taken as the limiting value of n*. If it is further
true that m0u > N ≥ N/M (for M > 1) then m0u > N/M for all possible values of number of cycles
M. This implies that it is economical not to allow shortage for the whole planning horizon
regardless of the number of cycles M, and the problem is reducible to the problem FD.

Proposition 3.4: If m0u > N, the problem FL is reducible to the problem FD.
Proof: From equation (3-35), mu = N/M (binding to the constraint 3-30a) whenever
m0u > N ≥ N/M for M ≥ 1, that implies not to allow shortage of products in every cycle.
For the third case, 0 < m0u ≤ N/M implies that an optimal solution is obtained by
allowing (N/M – m0u)x units of product shortage in each cycle, implied by the constraint (3-9a).
There are two possible ranges of M values to compare: (a) [1, N/m0u ] and (b) (N/m0u , N].
For M ∈ [1, N/m0u ], mu is set to m0u and an integer M 1* ∈ [1, N/m0u] shall be found to
minimize the objective function (3-30). Let

γ = AF + n0AR + (B1/n0 + B2) (m0u)2 + (B3 – π x) m0u.

(3-38)

Therefore, the objective function (3-30) is written as
TCSFL(M) = Mγ + πNx.

(3-39)

To minimize equation (3-39), M 1* = 1 when γ ≥ 0 or M 1* =  N/m0u when γ < 0.
For M ∈ (N/m0u , N ], the non-shortage time mu must bind to the constraint (3-30a); that
is, mu = N/M (shortage is not allowed). In this case, let M 2* ∈ (N/m0u, N ] be the integer value of
M minimizing (3-39). The objective function in this case becomes identical to equation (3-19)
of the problem SFD where n0 [given by equation (3-21)] is the stationary point of n. Letting n
= n0, the objective function (3-19) becomes
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TCSFL(M) = MAF + B2N2/M + (2 B1AR + B3)N.

(3-40)

Therefore, M 2*∈ (N/m0u , N ] is the integer value of M minimizing (3-40). Recall that M0 [given
by equation (3-20)] is the stationary point of M for the objective function (3-19) or (3-40).
When M0 ∈ (N/m0u, N], then M 2* is either M0 or an integer in the neighborhood of M0
corresponding to the least objective value in equation (3-40). When M0 ≤ N/m0u, then M 2* =

N/m0u. Otherwise, (when N < M0) M 2* = N.
Therefore, the objective function (3-39) value using M = M 1* is compared with
~
objective function (3-40) using M = M 2* to obtain the optimal number of cycles M. The next
step is to determine an optimal length of cycle (mui + mdi) and the number of orders of raw
materials (ni).

3.4.2 Determining the Cycle Length and Number of Orders
This section discusses the method to determine optimal values of mi, mui, mdi, and ni,
~i, m
~ui, m
~di and ~
n i, respectively, for cycle i = 1, …, M. From the discussion in
denoted by m
~
Section 3.4.1, there are three cases based on the value of m0u: (a) m0u ≤ 0, (b) m0u > N/M, and (c)
~
~ui = 0 for case (a), which implies m
~di
0 < m0u ≤ N/M. By Proposition 3.3, the optimum value is m
~i and ~
n i = 0. By Proposition 3.4, case (b) is reducible to the problem FD. The remainder of
=m
this section discusses case (c).
~
~
~i = N/M
when N/M is an integer. If it is non-integer, the
Based on Property 3.2, m
~i is described in Section 3.3.2. The values of m
~ui, m
~di and ~
n i are
method to obtain integer m
~i, which is either m
~i ≤ m0u or m
~i > m0u, explained
determined from two possible values of m
below.
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~i ≤ m0u , the length of cycle i consists of only the non-shortage time since m
~i = m
~ui
1. When m
~di ≤ m0u, implying m
~di = 0. The optimum number of orders, ~
+m
n i, is the integer value in the
~ui B1/AR corresponding to the minimum value of the objective
neighborhood of ni* = m
function (3-8) and feasible for the constraints set (3-9c).

(3-41)

~i > m0u, there are at most four integer solutions in the neighborhood of (m0u , n0)
2. When m
*
*
feasible to the constraints (3-9c) and (3-9d). We define mu1
= m0u, m *u2 = m0u, n*i1 = mu1
*
*
B1/AR and ni2* = m *u2 B1/AR . The (possible) integer solutions are (mu1
, n*i1 ), (mu1
, n*i1),

(m *u2, ni2*  ) and (m *u2, ni2*  ), where the feasibility to the constraints (3-9c) and (3-9d) must
be assured.

(3-42)

To determine the quality of the integer solutions, lower bounds to the optimal solution
are established in the following section.

3.4.3 Lower Bounds for the Loss of Sale Case
For a given number of cycles, M, the objective function with an optimal solution to the
integer relaxed problem, problem RFL, provides a lower bound to the problem FL (for a given
M) since the objective function is convex for mui, ni > 0 and mui, ni ∈ ℜ (see Appendix 1.4 for
this notion). Since the problem RFL is simplified to problem SFL, the objective function (330) with the optimum solution (M*) for problem SFL provides a lower bound to the problem
RFL. Based on the value of m0u, the lower bounds are distinguished by the cases: (a) m0u ≤ 0,
and (b) 0 < m0u ≤ N.
(a)

When m0u ≤ 0, by Proposition 3.3, it is economical not to produce finished goods (and
not to order raw materials). Thus, the lower bound is the value of the objective
function (3-37).
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LB = πNx.
(b)

(3-43)

When 0 < m0u ≤ N, the lower bound is obtained either from the minimum value of
equation (3-39) or from the minimum value of the objective function (3-40). Hence,
LB = min{ min 0 {Mγ + πNx},
1< M ≤ N / mu

min
0

N / mu < M ≤ N

{MAF + B2N2/M + (2 B1AR + B3)N} }.

(3-44)
Note that since the problem FL is reducible to the problem FD when m0u > N, the
relevant lower bounds in the case of m0u > N are addressed in Section 3.3.3. Computational
procedures that summarize the proposed methodology are addressed in the next section.

3.4.4 Computational Procedure for the Loss of Sales Problem
The underlying theory of methodology to solve the problem FL, the serial supply chain
system with allowable loss of sales, has been described in the previous sections. The
procedural steps to obtain a near optimal solution to the problem FL are summarized below.

Algorithm 3.2: Finding Optimum Solution to Problem FL
Step 1: Compute m 0u from equation (3-32).
~
(a) If m 0u ≤ 0, set (M, mu1, md1, n1) ← (1, 0, N, mu1 B1/AR ) and Stop.
(b) Else if m 0u > N, formulate and solve the problem as the problem FD and Stop.
Step 2: Else compute γ from equation (3-38).
If γ ≥ 0 set M 1* ← 1.
(a) Else set M 1* ← N/m0u.
(b) Find an integer M 2*∈ (N/m 0u, N] that minimizes the function (3-40).
~
If TCSFL(M 1*) in equation (3-39) ≤ TCSFL(M 2*) in (3-40), set M ← M 1*.
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~
(c) Else set M ← M 2*.
~
~
~ = …= m
~ ~ ← N/M
Step 3: If N/M is an integer, set m
.
1
M
~
~
~ =
Else, set m 1* ← N/M and m *2 ← N/M and find y from equation (3-24). Set m
1
~ ← m * and m
~ = …= m
~ ~ ← m *.
…= m
y
1
y+1
2
M
~
~ ,~
Step 4: For i = 1, …, M: Refer to (3-41) and (3-42) to find the pair (m
ui n i) that
~ ←m
~ –m
~ .
minimizes the cycle cost GLi defined in equation (3-8) and set m
di
i
ui
Stop
Step 1 of the algorithm above computes the stationary point of the non-shortage time,
m0u, used to categorize the problem FL solution: (a) no production option, (b) reducible to the
problem FD. Steps 2 – 4 solve the problem when 0 < m0u ≤ N/M in which Step 2 finds the
optimum number of cycles, Step 3 determines the cycle length, and Step 4 determines the nonshortage intervals, shortage intervals and number of orders for all cycles. The following
example shows the application of the proposed method for the problem with loss of sales.

Example 3.2: Problem with loss of sales
Suppose hR = $5/unit/yr, CR = $5/unit, AR = $40/order, f = 2, hF = $10/yr, AF = 250
$/setup, CF = $5/unit, loss of sales cost π = $821.55/unit, planning horizon Z = 32 weeks,
shipment size x = 50 units, P = 12,000 units/yr, and L = 1 shipment/week. Then N = 32
shipments. Hence, B1 = 1.042, B2 = 3.766 and B3 = 747.276.
In Step 1, m0u= 8.148 and n0 = 1.315 computed using equations (3-32) and (3-33). Since
0 < m0u ≤ N, Step 2 is executed. From equation (3-38), γ = –327,989.79. Since γ < 0,
then set M 1* ← N/m0u = 3. By equation (3-39), TCSFL(M 1*) = $33,0516.31. By
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equation (3-20), M0 = N

B2/AF = 3.927. Set M 2*← M0 = 4 because M0 ∉

~
(N/m0u, N ]. Hence, TCSFL(M 2*) = $26,290.04 using function (3-40). Choose M ←
M 2*= 4 since TCSFL(M 2*) < TCSFL(M 1*).
~
~i ← 8 for i = 1, …, 4.
In Step 3, N/M = 32/4 = 8 is an integer. Then, set m
~i ≤ m0u, set m
~ui ← 8 and m
~di ← 0 for i = 1, …, 4. Using equation (3-33), n *i =
In Step 4, since m
~ui B1/AR = 1.291. The cycle cost is computed using equation (3-8) to compare
m

n *i  = 1 and n i* = 2. We have ~
n i ← 1 because GLi(8, 0, 1) = $6,575.90 < GLi(8, 0,
2) = $6,582.56 for i = 1, …, 4.
Table 3.4 Results for Example 3.2
Cycles
1, 2, 3, 4

~ui m
~di ~
n i T0i (days)
m
8

0

1

5.5

TP (days)
12.2

QR/n (units) QF (units) Gi ($)
800

400

6,575

~
The result showed that M = 4 is the optimum number of production cycles with the
~ui
same decision variables for all cycles. For all cycle i = 1, …, 4, the non-shortage interval is m
~ui = 0 and the number of orders is n~ = 1. The cost for
= 8 shipments, the shortage interval is m
i
each production cycle is $6,575 so that the total cost in the planning horizon is 4×$6575.90 =
$26,303.60. Note that such an identical result is just circumstantial, depending on the
particular instance. Since 0 < m0u ≤ N/M, the lower bound is found using equation (3-44):
min {Mγ + πNx} = $26,464.09, and

1< M ≤ N / mu0

min

N / mu0 < M ≤ N

{MAF + B2N2/M + (2 B1AR + B3)N} = $26,289.78 .
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Therefore, the lower bound is LB = min {$26,464.09, $26,289.78} = $26,289.78. 
The foregoing problem with loss of sales was solved using Algorithm 3.2 where the
total cost and the lower bound is shown to have a discrepancy less than 0.06%. The example
showed that solution to the problem with loss of sales is near optimal and determined
efficiently.

3.5 COMPUTATIONAL RESULTS
The solution methodology for problems FD and FL described in the previous section
provides a platform for computational procedures to solve the corresponding problems.
Numerical experience that compares the proposed solution with the lower bound on the total
costs is presented in this section. To assess the quality of the method proposed in this research,
a set of computational comparisons of the proposed solution and the lower bound is presented
here. The data set from Example 3.1 is used for the performance comparison in the problem
FD while the data set in Example 3.2 is used for the comparison in the problem FL.
Table 3.5 Comparison of the objective function value (TC) and the lower bound (LB)

N
32
52
100
150
200
250
300

Problem FD
TC ($)
267,048
433,941
834,514
1,251,772
1,669,029
2,086,286
2,503,544

Problem FL

LB ($)

η (%)

TC ($)

LB ($)

η (%)

267,029
433,922
834,466
1,251,699
1,668,932
2,086,165
2,503,398

0.007
0.004
0.006
0.006
0.006
0.006
0.006

26,303
57,773
89,243
120,713
183,652
215,122
246,592

26,289
57,741
89,193
120,644
183,549
214,998
246,443

0.053
0.055
0.056
0.065
0.063
0.067
0.070

η = (TC–LB)/LB

The test compares the value of total cost from the integer solutions (TC) with the lower
bound (LB) for various numbers of total numbers of shipments in the planning horizon N (in
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Table 3.5). The relative discrepancy measure η = (TC–LB)/LB shown in Table 3.5 indicates
the relative discrepancy between the lower bound and the objective function value. In general,
the relative measure shows that the bounds and the objective values are very close. For the
problem FD, the efficiency measure is relatively consistent over various sizes of the problem,
ranging from 0.004% to 0.007%. The efficiency measure for the problem FD tends to increase
as the problem size increases, ranging from 0.053% to 0.07%, although the increase is
relatively very small. The comparison shows that the proposed solution method provides a
consistent, near optimal solution.

3.5.1 Exact Optimal Solution Method
The methodology proposed in the previous sections is based on a heuristic approach,
shown to be efficient and near optimal from the comparison with the lower bound as shown in
the Table 3.5. It is important, however, to address an exact approach and compare the
computational results with the output from the proposed heuristic method to further show the
robustness of the proposed method. It is noted that the problem FD is a special case of a more
general supply chain problem where suppliers are more than one and there are several buyers
with independent demands, discussed in the subsequent chapter. The problem FD is also a
special case of a more general problem where the demand of finished products is varying as
function of time. Thus, the discussion of the exact solution method is deferred until the next
two chapters where the exact methodology is introduced.

3.6 CHAPTER REMARKS
A pragmatic method was proposed in this chapter to determine near optimal cycle
time, batch size, and number of orders for a finite planning horizon. The fixed shipment
problem with loss of sales is also discussed along with a pragmatic approach to determine near
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optimum solution. In the loss of sale case, the problem is reducible to the problem without loss
of sales when the total cost of satisfying all the demand is less than the cost of allowing
shortage. From the comparison, it shown that the objective function value and the lower bound
are very tight and relatively stable, showing the proposed methods obtain near optimal
solutions consistently. The models developed here can help a manager quickly respond to a
consumer’s need, determine the right policies to order the raw materials, deliver the finished
products, and manage their operations efficiently.
A limitation of the model in this chapter is that it assumes a serial system where the
orders of raw materials from suppliers are aggregated and the shipment to all buyers are
considered to have the same intervals and the same quantities. In some systems, however, the
schedule of order from one supplier may be different from the others because it is dictated by
the agreement between the manufacturer and the suppliers or because cost can be saved by
customizing orders from an individual supplier. The shipments to one buyer, in cases with
geographically dispersed buyers, can be different from the other buyers. Thus, a more general
class of supply chain policy with multiple suppliers and multiple buyers needs to be addressed.
The next chapter addresses the policy that determines the ordering of raw materials from
different suppliers, the production quantities, the inventory, and shipments of product to all
individual buyers.
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CHAPTER 4
MULTI-SUPPLIER, MULTI-BUYER SUPPLY CHAIN PROBLEM
This chapter studies a supply chain system where a manufacturer procures raw
materials from multiple vendors (suppliers) with ample supply, converts them to finished
products at a finite production rate and ships the products to multiple buyers. Each supplier
provides a unique set of items to the manufacturer so that all suppliers act in a non-competing
manner. The buyers are dispersed geographically and each has its own demand of finished
products. The quantity and interval of shipments to each buyer are fixed for a finite horizon
and determined by mutual agreements between the manufacturer and the buyers. Two types of
inventory are kept by the manufacturer, raw materials and finished products. The costs consist
of ordering of raw materials, holding of raw materials, production setup and finished product
holding. The cost of holding and ordering of raw materials from one supplier is considered
unique from the other suppliers. The problem in this chapter is to determine the beginning and
ending times of production cycles, manufacturing batch size, number of orders of raw
materials, production start time, and initial inventory for a finite planning horizon.
A supply-chain that consists of suppliers and retailers has been addressed in the
literature as a class of two-echelon, warehouse-retailer distribution system with infinite
replenishment rate. Axsäter (1990) dealt with replenishment policies for the case of a onewarehouse, N-retailer system. The model determined a recursive solution procedure for the
order-up-to inventory position at the warehouse and each retailer with stochastic demand to
minimize the long-run system cost. McGavin et al. (1993) examined the case of a onewarehouse and N-identical retailer system. They examined a two-interval policy of
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withdrawals from warehouse to retailers where the first withdrawal occurs immediately after
replenishment from outside suppliers and the second withdrawal on the second interval ships
the remaining stock at the warehouse. Schwarz et al. (1985) aimed at maximizing the fill rate
by determining safety stock at the warehouse and retailers. The model studied by Chen et al.
(2001) combined pricing and replenishment strategies to maximize profits by means of
optimizing the prices given in each retailer.
This chapter studies a supply chain system with two-echelon inventory having finite
production rate and multiple replenishments of raw materials. Only a few researchers have
dealt with this class of problem. Previous related work is due to Sarker and Parija (1994)
where they dealt with a single-supplier and single buyer system. Later Parija and Sarker
(1999) extended this model to a multi-retailer system. They introduced the problem of
determining the production start time and proposed a method that determines the cycle length
and raw material order frequency for a long-range planning horizon. The cycle length is
restricted to be an integer-multiple of all shipment intervals to the buyers, which may be suboptimal. Lu (1995) developed a one-vendor, multi-buyer, integrated inventory model while
Goyal (1995), Goyal and Gupta (1989), and Aderohunmu et al. (1995) developed models for
joint vendor-buyer policy in a just-in-time manufacturing environment without considering the
raw material related costs.
Since lumpy (or periodic) demands create the total inventory cost to be a piecewise
convex function in manufactured quantity, Park and Yun (1984) proposed a stepwise partial
enumeration algorithm for solving such economic lot scheduling problems. Pan and Liao
(1989) and Ramasesh (1990) developed optimal orders and production quantity models for a
single-echelon production system. Related research on supplying finished goods to a customer
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at fixed-time intervals with carried-over products to the next cycle was first raised by Hill
(1995, 1996). However, these research considered stationary demand over a long planning
horizon. In the present research, an exact analytical method to obtain an optimal policy is
given for a more general class of problem with multiple suppliers, non-identical multiple
buyers, finite production rate and finite planning horizon.
4.1 PROBLEM DESCRIPTION AND NOTATION
A supply chain system consists of non-competing suppliers K = {1, …, K}, a
manufacturer and non-identical buyers J = {1, .., J}, shown in Figure 4.1, are considered for a
finite planning horizon [0, Z]. The planning horizon consists of M production cycles in which
the lengths of the cycles are not necessarily equally spaced. Each cycle i begins at time Tbi and
ends at time Tei (for i = 1, …, M) where Tei = Tb,i+1. The manufacturing facility procures raw
materials from suppliers, converts them to finished products and then ships the products to
buyers.

Buyer 1
Raw
Material
Buffer 1

…

…

Supplier 1

Buyer j

Supplier K

Raw
Material
Buffer k

Manufacturer

Finished
Product
Buffer

Raw
Material
Buffer K

…

…

Supplier k

Buyer J
2nd Stage

1st Stage

Figure 4.1 Supply-chain system with K suppliers and J buyers.
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The products are manufactured at a finite and constant rate, P (units/year), and shipped
to each buyer j every Lj interval of time with fixed shipment sizes xj. The total number of
shipments made during Z to buyer j is Nj, such that Njxj = Dj, where Dj is the demand of buyer
j. In cycle i, the production starts after T0i ≥ 0 time units from Tbi and produces QFi units during
the uptime. The quantity of raw materials of type k required is QRki units, obtained from
supplier k (for k = 1, …, K), which are procured in nki ≥ 1 instantaneous replenishments of
equal quantities at equal intervals of time. A multiple-replenishments ordering of raw
materials in a production cycle is a general case of single replenishment to allow reduction in
inventory holding. There are K separate buffers (physical or logical), one for each type of raw
material stored prior to being processed.
The costs associated with the system include the ordering and holding of raw materials
and setup and holding of finished products. The ordering and holding costs for each type of
raw material k are denoted by ARk ($/order) and hRk ($/unit/time), respectively. The setup and
holding cost of finished products are denoted by AF ($/order) and hF ($/unit/time),
respectively. For a given planning horizon, the facility needs to operate with an optimal
production batch size, QFi, number of raw material orders, nki, production start time, T0i, and
the initial inventory, I0i, of each cycle i. The cycle beginning time, Tbi, ending time, Tei, and the
total number of cycles, M, will also be determined. In this chapter, the following set of
notation is used.
AF

: Manufacturing setup cost ($/setup).

ARk

: Raw material ordering cost from supplier k ($/order).

Dj

: Demand of finished products from buyer j (units/time).

E

: Set of edges.
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e(u, v) : Edge connecting vertex u to vertex v.
fk

: Quantities of raw material from supplier k required per unit finished products.

Gi

: Cycle i costs ($).

hF

: Finished products holding cost ($/unit/time).

hRk

: Holding cost of raw material from supplier k ($/unit/time).

I0i

: Initial inventory in production cycle i (units).

IF(t)

: On-hand inventory level of finished products at time t (units).

IRk(t)

: On-hand inventory level of raw material from supplier k at time t (units).

ℑ

: The set of integers

J

: Number of buyers.

J

: Set of buyers = {1, .., J}.

K

: Number of suppliers.

K

: Set of suppliers = {1, …, K}.

Lj

: Shipment interval to buyer j (time).

M

: Number of cycles.

mji

: Number of shipments to buyer j in cycle i (units).

Nj

: Number of shipments to buyer j in the planning horizon.

nki

: Number of orders of raw materials from supplier k in cycle i.

P

: Production rate (units/time)

QFi

: Manufacturing batch quantity in production cycle i (units).

QRki

: Raw material ordering quantities from supplier k in cycle i (units).

ℜ

: The set of real numbers.

T0i

: Production start time in cycle i (time).
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Tbi

: Beginning time of cycle i. (time).

Tei

: Ending time of cycle i (time).

τji

: First shipment time to buyer j in cycle i (time).

V

: Set of vertices.

W

: Set of weights of edges.

w(u, v) : Weight of the edge e(u, v).
xj

: Shipment quantity to buyer j (units).

Z

: Planning horizon (time).

4.2 LOGISTICS SYSTEM
This section describes the supply chain operation for a finite planning horizon and the
development of the cost model. The planning horizon consists of cycles where an interval of
time (Tbi, Tei] is the range of cycle i (i = 1, …, M) and Tb1 = 0. The beginning and ending time
for the cycle i > 1 are given by Tbi, Tei ∈ S = {τj1 + njLj: nj = 0, 1, …, Nj –1, for j = 1, …, J},
where τj1 is the first shipment time to buyer j in the planning horizon. Here, S is the set of
shipment times that are scheduled to all buyers in [0, Z]. The ending time of cycle i is
considered as the beginning time of cycle i + 1; that is, Tei = Tb,i+1.
It is considered that shortages of products are not allowed in any cycles, for which the
production rate P must be sufficiently higher than the demand. Specifically, the quantity
produced during an interval of time t > 0 must be more than or equal to the quantity being
shipped to all buyers during the same interval:
Pt ≥ ΣJ t/Lj xj for ∀t ≥ 0,
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(4-1)

since the minimum quantity shipped to buyer j in the interval of time t is given by t/Lj xj. By
noting that t = t/Lj Lj + δj and xj = DjLj with 0 ≤ δj < Lj, it can be easily verified that the
condition (4-1) is satisfied when P ≥ ΣJ Dj.
4.2.1 First Shipment Time
The first shipment time in cycle i to buyer j, denoted by τji, is defined as the time
interval between Tbi and the first shipment scheduled to j. Since cycle i is on the interval (Tbi,
Tei], any shipments scheduled at Tbi are the last shipments in cycle i–1. To compute the first
shipment time, consider the cycle i begins at Tbi. For i > 1, the last shipment to a particular
buyer j in cycle i –1 is the shipment number (Tbi + Lj – τj1)/Lj from time t = 0 (for the buyer j
only) (see Figure 4.2). The first shipment to a particular buyer j in cycle i is the shipment
number (Tbi + Lj – τj1)/Lj +1 from time t = 0.

0

τj1

Shipment #
(t + Lj – τji)/Lj + 1
to j since t = 0

Shipment #
(Tbi + Lj – τj1)/Lj
to j since t = 0

Shipment #1
to j since t = 0

Tbi

Lj
Last shipment
to j in cycle i –1

Lj

τji
First shipment
to j in cycle i

Figure 4.2 The last and first shipments to j for two adjacent cycles
Hence, the last shipment to a particular buyer j in cycle i –1 is scheduled at time (Tbi +
Lj – τj1)/Lj Lj and the first shipment in cycle i is scheduled at (Tbi + Lj – τj1)/Lj Lj + Lj.
Clearly, τji (for i > 1) is contingent upon the previous shipment in the cycle i–1 to buyer j
(Figure 4.3), where 0 <τji ≤ Lj for j =1, …, J.
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(Tbi + Lj – τj1)/Lj Lj

0

τj1

Te,i–1= Tbi

Last shipment to
j in cycle i–1

(Tbi + Lj – τj1)/Lj Lj + Lj

τji

Lj

First shipment
to j in cycle i

Figure 4.3 The first shipment schedule.
For i =1, τj1 is a given value. For i > 1,

τji(Tbi) = (Tbi + Lj – τj1)/Lj Lj + Lj – Tbi for j = 1, …, N .

(4-2)

It is seen that τji is a function of cycle beginning time.

4.2.2 Production Start Time and Initial Inventory
The production start time, T0i, is defined as the interval between Tbi and the time to
start the production. The initial inventory, I0i, and T0i are determined such that the total
quantity produced during an interval of time (Tbi, Tbi + t], given by I0i + P(t – T0i), is greater
than or equal to the shipment quantity during that interval (see Figure 4.4).
Shipment to
buyer J
Shipment to
buyer j
Shipment to
buyer 1

IF(t)
I0
T0

t
Figure 4.4 Initial inventory and production start time.
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Shipment #

Shipment
#1 after Tbi

0
Tbi

τji

Shipment
#2 after Tbi

(t + Lj – τji)/Lj
after Tbi

Lj

Lj
t

Figure 4.5 Number of shipments during an interval of time t.
The number of shipments to a buyer j during the interval (Tbi, Tbi + t] is given as

(t + Lj – τji)/Lj (shown in Figure 4.5) such that the quantity shipped to the buyer j is
(t + Lj – τji)/Lj xj. Hence, the following condition must hold.
I0i + P(t – T0i) ≥

ΣJ (t + Lj – τji)/Lj xj,

where I0i ≥ 0, 0 ≤ T0i < τji for j = 1, …, J and for ∀t > T0 .

(4-3)

Because P < ∞, an initial inventory, I0i, is justified to satisfy the condition (4-3). Both
I0i and T0i depend on the choice of Tbi, because τji (defined in 4-2) is a function of Tbi. To
maintain a lean supply chain system, the value of I0i and T0i should be sought for a minimal
inventory (among other factors) while maintaining a sufficient supply quantity.
A mixed integer programming, referred to as problem IST, is formulated below to find
the initial inventory and the production start time.

Problem IST: Find I0i and T0i so as to minimize I0i – PT0i
Subject to I0i + P(t – T0i) ≥ ΣJ (t + Lj –τji) ⁄ Lj xj for ∀t > T0i.

(4-4)
(4-4a)

0 ≤ T0i < τji for j = 1, …, J.

(4-4b)

I0i ≥ 0

(4-4c)
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The smallest I0i and/or the largest T0i in the objective function above obviously account
for a minimum inventory because the quantity produced during the interval (Tbi, Tbi+ t] is
I0i+P(t – T0i). The constraints (4-4a, b, c) assure that the condition (4-3) is not violated. Let an
~ ~
optimal solution to the problem IST be given by ( I0, T0). The length of interval t has no upper
bound for which the condition (4-3) or constraints (4-4a, b, c) must be satisfied. Such an upper
~ ~
bound should be sought so as to find a definite ( I0, T0). Let LCM(L1, …, LJ) be the lowest
common multiple of shipment intervals L1, …, LJ. The upper bound of t for the condition (4-3)
is given as
tu = LCM(L1, …, LJ).

(4-5)

The lemma below assures that using the upper bound tu, the condition (4-3) is satisfied.

Lemma 4.1:

~
~
Let tu be defined in equation (4-5). If I0i + P(t – T0i) ≥ ΣJ (t + Lj –τji) ⁄ Lj xj
~
for ∀t ∈ (T0i,tu] and the condition (4-1) is satisfied then
~
~
~
I0i + P(t – T0i) ≥ ΣJ (t + Lj –τji) ⁄ Lj xj for ∀t > T0i.

Proof: Since tu is the lowest common multiple of shipment intervals L1, …, LJ, it is evident
that there exist a positive integer cj for each j = 1, …, J such that tu = cjLj. We have
~
~
I0i + P(tu – T0i) ≥ ΣJ (tu + Lj – τji)⁄Lj xj = ΣJ cj + (Lj – τji)⁄Lj xj = ΣJ cjxj.
~
~
Let ∆F = I0i + P(tu – T0i) –ΣJ cjxj. Clearly, ∆F ≥ 0. Let s > tu where s = ktu +δt for some k = 0, 1,

… and 0 < δt < tu. By contradiction, suppose for some s > tu
~
~
I0i +P(s – T0i) < ΣJ (s + Lj –τji)/Lj xj
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= ΣJ {(k – 1)tu + δt + (tu +Lj –τji)}/Lj xj =ΣJ {(k – 1)tu + δt}/Lj + cj xj
= ΣJ {(k – 1)tu + δt}/Lj xj + ΣJ cjxj or
~
~
(k – 1)Ptu + Pδt + I0i + P(tu –T0i) < ΣJ {(k – 1)tu + δt}/Lj xj + ΣJ cjxj or

∆F + P{(k – 1)tu + δt} < ΣJ {(k–1)tu + t}/Lj xj.
which implies Pt < ΣJ t /Lj xj for some t > 0 where t = (k – 1)tu + δt, violating the condition
(4-1). Hence, the proof is immediate. 
Lemma 4.1 above assures that the constraint (4-4a) is satisfied for ∀t > T0i by only
~
assuring the feasibility on ∀t ∈ (T0i, tu]. When the cycle 1 requires initial inventory, the first
production start time shall be earlier than t = 0 unless a sufficient quantity is already present.
When I0,1 > 0, the first production start time shall be earlier than the beginning time of the
planning horizon by
T0,0 = I0,1 / P.

(4-6)

Note that I0i results from solving problem IST. If the condition (4-1) is satisfied, it can
be shown that the cycle 1 requires zero initial inventory when τj1 = Lj for j = 1, …, J as
follows. Setting I0,1 = 0 and τj1 = Lj for j = 1, …, J, then for some T0,1 ≥ 0, the condition (4-3)
Pt – PT0,1 ≥ ΣJ t /Lj xj for ∀t ≥ T0
is satisfied for some T0 ≥ 0 since Pt ≥ ΣJ t /Lj xj by condition (4-1). When I0i > 0 (for i > 1),
the quantity of I0i must be obtained from the ending inventory of the previous cycle, which is
cycle i – 1.
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4.2.3 Production Quantity
The production quantity of a cycle, QFi, must satisfy both (a) the total quantity shipped
to all buyers in the current cycle and (b) the required initial inventory of the next production
cycle since any shortage of supply is not allowed. Figure 4.6 depicts the shipment occurrences,
marked by ‘×’, in the interval (Tei, Tbi]. If mji is the number of shipments to j during the cycle
time, then mji xj is the shipment quantity to j, where
mji = (Tei – Tbi + Lj –τji) ⁄ Lj.
Tbi

Tbi +τji

Tbi + Lj +τji
2nd

1st

(4-7)
Tbi + mjiLj+ τji

Tei

mji-th

Figure 4.6 Shipments to buyer j during the time interval (Tei, Tbi].
Letting TPi be the production time, QFi = PTPi and
QFi = ΣJ ( (Tei – Tbi + Lj –τji) ⁄ Lj xj) – I0i + I0, i+1,

(4-8)

which shows that QFi is a function of Tei, Tbi, I0i and I0, i+1. It is assumed the production time of
a cycle does not traverse the succeeding cycles, i.e., TPi ≤ Tei – Tbi. Since P < ∞, the cycle
beginning time and ending time must be chosen such that P(Tei – Tbi) ≥ PTPi or
Tei – Tbi ≥ (1/P)

ΣJ ( (Tei – Tbi + Lj –τji) ⁄ Lj xj) + (I0, i+1–I0i)/P.

(4-9)

Otherwise, if Tei – Tbi < TPi, it implies the production time exceeds the cycle interval,
traversing the succeeding cycle.

4.2.4 Raw Material and Finished Product Inventory
Let the on-hand inventory at time t of raw materials k and finished products be given
as IRk(t) and IF(t), respectively. The order quantity of raw materials of type k in a cycle, QRki,
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should be the quantity needed only in the cycle and should be held only during production
time so as to obtain the least inventory holding. If each unit of product requires fk units of raw
material k, then QRki = fkQFi. Recalling that QRki are procured in nki replenishments of equal
quantities at equal interval of time, the time-weighted inventory of raw materials of type k:

∫

Tbi +TPi
Tbi

2

I Rk (t )dt = QRkTPi/2nki = fkQFiTPi/2nki = fk QFi /2Pnki,

(4-10)

which is a function of nki, Tei, Tbi, I0i and I0, i+1.
Let the aggregate quantity produced and the quantity shipped to buyer j at time t be
given by qF(t) and qSj(t), respectively (Figure 4.7), where the on-hand quantity finished goods
decreases instantly by xj at each shipment j, which occurs at τji, τji+Lj, …, τji+mjiLj after Tbi.
Hence, the time-weighted finished products inventory is computed by

∫

Tei
Tbi

∫

where

∫

Tei
Tbi

Tei

Tei

Tbi

Tbi

I F (t )dt = (Tei – Tbi)I0i + ∫ qF (t )dt – ∑J ∫ qSj (t )dt
Tei
Tbi

2

qF (t )dt = QFi(Tei – Tbi – T0i) − ½ QFi/P,

(4-11)
(4-12)

qSj [t ]dt = ½ (mji + 1) xj (mji Lj) – {τji + mji Lj – (Tei – Tbi)} mjixj
= mji xj {½ (1 – mji) Lj – τji + Tei – Tbi}

(4-13)

and mji is given by equation (4-7). Therefore,

∫

Tei
Tbi

2

I F (t )dt = (Tei – Tbi) I0i + QFi(Tei – Tbi – T0i) − ½ QFi /P
– ΣJ ({½ (1 – mji) Lj – τji + Tei – Tbi} mji xj).
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(4-14)

QFi
(a)

qF(t)

P
T0i
Tbi

τji
qS(t)

Lj
Tbi+mjiLj+τji

Lj

Lj

xj
(b)

t

Tei

xj
xj

– mjixj
– (mji+1)xj

TPi

Figure 4.7 Aggregate quantity of (a) goods produced and (b) goods shipped to buyer j.
If the first cycle has I0,1 > 0, the time-weighted inventory during (–T0,0, 0] is

∫

0
-T0 , 0

I F (t )dt = I 02,1 /2P that shall be added to the time-weighted inventory for the first cycle.

The time-weighted finished product inventory is shown in equation (4-14) as a function of Tei,
Tbi, T0i, and QFi. A formulation for a cost minimization of the supply chain system described
here is discussed in the following section.

4.2.5 Cost Minimization Problem
The cycle cost is the sum of raw materials and finished product related costs, which are
ordering and holding of raw materials, and setup and holding of finished products, defined by
Tei
Tei
Gi = ∑K  nki ARk + hRk ∫ I Rk (t )dt  + AF + hF ∫ I F (t )dt .
Tbi
Tbi
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(4-15)

From the previous sections, let

∫

Tei
Tbi

∫

Tei
Tbi

I Rk (t )dt = YRki(n1i, …, nKi, Tbi, Tei, I0i, I0, i+1) and

I F [t ]dt = YF(Tbi, Tei, T0i, I0i, I0, i+1). Since Tei = Tb, i+1, the cycle cost function (4-15) is

written as
Gi(n1i, …, nKi, Tbi, Tb,i+1, T0i, I0i, I0, i+1) =

∑ [n
K

ki

ARk + hRkiYRki (nki , Tbi , Tb,i+1 , I 0i , I 0,i +1 )]

+ AF + hFYF(Tbi, Tb,i+1, T0i, I0i, I0, i+1).

(4-16)

Summing the total cost of all production cycles, the multi-supplier, multi-buyer supply chain
delivery problem (MD) is defined as a mixed-integer nonlinear programming (MINLAP):

Problem MD: Find n1i, …, nKi, Tbi, T0i, I0i and M for i = 1, …, M so as to
Minimize TCMD = ∑i=1 Gi (n1i ,K, n Ki , Tbi , Tb, i +1 , T0i , I 0i , I 0,i+1 )
M

(4-17)

Subject to
0 = Tb1 < Tb2 <…< TbM < Z,
Tb, i+1 – Tbi ≥ (1/P)

(4-17a)

ΣJ ( (Tei – Tbi + Lj –τji) ⁄ Lj xj) + (I0, i+1–I0i)/P

for i = 1, …, M,

(4-17b)

Tbi ∈ {njLj: nj = 1, …, Nj, for j = 1, …, J} for i = 2, …, M,

(4-17c)

I0i + P(t – T0i) ≥ ΣJ (t + Lj –τji) ⁄ Lj xj for ∀t ∈ (T0i, tu] and i = 1, …, M,

(4-17d)

0 ≤ T0i < τji for j = 1, …, J and for i = 1, …, M ,

(4-17e)

I0i ≥ 0 for i = 1, …, M,

(4-17f)

nki > 0, nki ∈ ℑ for k = 1, …, K and i = 1, …, M.

(4-17g)

The first constraint (4-17a) assures the beginning time of the first cycle, Tb1, is the
beginning or the planning horizon and the beginning time of cycle i must be earlier than that
of cycle i+1. The second constraints set (4-17b) implements the condition (4-9), which assures
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that two consecutive beginning cycle times are chosen to avoid supply shortage. The domain
of Tbi is given by the constraint (4-17c). The set of constraints (4-17d, e and f) are established
by the condition (4-3). The nonnegativity and integrality of the raw material number of orders
are assured by the constraints set (4-17f and g). An optimum solution to the problem MD is
~
~ ~ ~
~
n 1i, …, ~
n Ki, Tbi, T0i, I0i for i = 1, …, M . Evidently, the objective functions and
denoted by M , ~
the constraints are of discrete, non-linear and non-convex characteristics. Hence, a simple,
closed-form solution to the problem is difficult if not impossible to obtain. An optimal policy
for the problem will be characterized in the next section.

4.3 OPERATIONS POLICY
This section will address the methodology to determine the production start time T0
and the initial inventory I0 of problem IST and an optimal solution to problem MD. Without
loss of generality, the notations nkrs, I0r, T0r, τjr, mjrs and QFrs are used in place of nki, I0i, T0i, τji,
mji and QFi, respectively, for a cycle that begins at time Tbr and ends at Tbs. The subscript index
r and s correspond to the rth and sth shipment periods in [0, Z].

4.3.1 Policy for Problem IST
Problem IST requires the constraint (4-4a) to be satisfied for t on the continuum
(T0r, ∞), meaning that the feasibility to the constraint (4-4a) needs to be verified for an infinite
number of points of t. However, it will be shown that such feasibility of any solution needs
only to be verified on a finite set Sr, where the finite set Sr = {t} is a collection of time t such
that Tbr + t is the times of shipments to all buyers on the interval [Tbr + T0r, Tbr + tu]. Let

Cj = {nonnegative integers < tu/Lj}.
The set Sr is defined by
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(4-18)

Sr = {τjr + cjLj: cj ∈ Cj for j = 1, …, J }.

(4-19)

It is clear that Sr ∈ (T0r, tu]. For all t* ∈ Sr, we have three categories of buyers

Jr1 = { j: t* = τjr + c*j Lj and c*j ∈ Cj },

(4-20)

Jr2 = { j: t* = τjr + c*j Lj + δj, 0 < δj < Lj, and c*j ∈ Cj }, and

(4- 21)

Jr3 = { j: t* < τjr }.

(4-22)

In the definitions above, Jr1 is the set of buyers whose shipment schedules are at time
Tbr + t*, while Jr2 is the set of buyers that do not have shipment schedule at time Tbr + t*, but
have at least one shipment within (Tbr, Tbr + t*]. Jr3 is the set of buyers that neither have
shipment schedule at time Tbr + t* nor have any shipments within (Tbr, Tbr + t*]. It shall be
noted that any of the sets Jr1, Jr2, and Jr3 can be empty sets. Let u, s ∉ Sr be the right and left
neighborhoods of t*∈ Sr, respectively, such that,
t* < u < τjr + (c*j +1)Lj and τjr + (c*j – 1)Lj < s < t* for j ∈ Jr1,

(4-23)

t* < u < τjr + (c*j +1)Lj and τjr + c*j Lj < s < t* for j ∈ Jr2, and

(4-24)

u < τjr and 0 < s for j ∈ Jr3.

(4-25)

In plain words, Tbr + u (or Tbr + s) is the right (left) neighborhood of Tbr + t* that does
not coincide with any shipment times and there are no shipments that are scheduled between
Tbr + t* and Tbr + u (or between Tbr + s and Tbr + t*). A schematic diagram for u and s is given
in Figure 4.8. Let t1 and t2 in the diagram be the last shipment schedule prior to Tbr + t* and the
first shipment schedule after Tbr + t*, respectively.
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t2

Tbr + t*

t1

Tbr
0

s
u
Figure 4.8 The left interval and right interval of time between two consecutive shipments
The on-hand finished products inventory can be defined as
IFr(t, I0r , T0r) = I0r + P (t –T0r ) – ΣJ (t + Lj –τjr) ⁄ Lj xj.

(4-26)

Using the definition above, the following lemma is presented, useful in determining an
optimum policy.

Lemma 4.2:

If u, s ∉ Sr where u > t* and s < t* are the right and left neighborhoods of
t*∈ Sr, respectively, that are bounded by inequalities (4-23), (4-24) and
(4-25), then
IFr(tu, I0r , T0r) > IFr(t*, I0r , T0r) and IFr(ts, I0r , T0r) > IFr(t*, I0r , T0r).

Proof:

Using definitions (4-20) through (4-25),

ΣJ (t* + Lj –τjr) ⁄ Lj xj = ΣJr1(τjr + c*j Lj + Lj –τjr) ⁄ Lj xj + ΣJr2(τjr + c*j Lj +δj + Lj –τjr) ⁄ Lj xj
+ ΣJ (t* + Lj –τjr) ⁄ Lj xj
r3

= ΣJ (c*j +1)xj + ΣJ (c*j +1)xj +
r1

r2

ΣJr30 xj = ΣJr1∪Jr2 (c*j +1)xj,

ΣJ (u +Lj –τjr) ⁄ Lj xj

=

ΣJr1(c*j + 1)xj + ΣJr2(c*j +1)xj + ΣJr30 xj = ΣJr1∪Jr2 (c*j +1)xj ,

ΣJ (s +Lj –τjr) ⁄ Lj xj

=

ΣJr1c*j xj + ΣJr2(c*j +1)xj + ΣJr30 xj = ΣJr1∪Jr2(c*j +1)xj – ΣJr1xj
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and

Therefore,
IFr(u, I0r , T0r) = I0r + P (u –T0r ) – ΣJ (u + Lj –τjr) ⁄ Lj xj
= I0r + P (t* – T0r) – ΣJ ∪J (c*j +1)xj + P(u – t*)
r1
r2
= IFr(t*, I0r , T0r) + P(u – t*) > IFr(t*, I0r , T0r), and
IFr(s, I0r , T0r) = I0r + P (s –T0r ) – ΣJ (s + Lj –τjr) ⁄ Lj xj
= I0r + P (t* – T0r) – ΣJ ∪J (c*j + 1)xj + ΣJ xj + P(t* – s)
r1
r2
r1
= IFr(t*, I0r , T0r) + P(t* – s) + ΣJ xj > IFr(t*, I0r , T0r).
r1

The proof is completed. 

The foregoing lemma will be used in establishing the following results. Lemma 4.3
below assured that the domain of the optimum solutions to the problem IST is a finite set.

Lemma 4.3:

Let IFr(t*, I0r , T0i) = 0. If IFr(t*, I0r , T0r) = min{ IFr(t, I0r , T0r), t∈ (T0r, tu] },
(a) I0r + P (t –T0r ) ≥ ΣJ (t +Lj –τjr) ⁄Lj xj for ∀t ∈ (T0r, tu], and
(b) t* ∈ Sr.

Proof: Part (a): Feasibility.
By contradiction, suppose I0r+P (t –T0r ) < ΣJ (t +Lj –τjr) ⁄Lj xj for some t∈ (T0r, tu]. Hence,
I0r+P (t –T0r ) – ΣJ (t +Lj –τjr) ⁄Lj xj < 0 ≤ IFr(t*, I0r , T0r),
implying
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IFr(t*, I0r , T0r) ≠ min{ IFr(t, I0r , T0r), t∈ (T0r, tu]}.
Thus, (a) follows.
Part (b): Finite set of solution space.
By contradiction, suppose there exist some u, s ∉ Sr where u > t* and s < t* are the right and
the left neighborhoods of t*∈ Sr, respectively, bounded by inequalities (4-23), (4-24) and
(4-25) such that
IFr(u, I0r , T0r) = min{ IFr(t, I0r , T0r), t∈ (T0r, tu] } and
IFr(s, I0r , T0r) = min{ IFr(t, I0r , T0r), t∈ (T0r, tu] }.
By Lemma 4.2, however,
IFr(u, I0r , T0r) > IFr(t*, I0r , T0r) and IFr(s, I0r , T0r) > IFr(t*, I0r , T0r)
which implies
IFr(t*, I0r , T0r) < min{ IFr(t, I0r , T0r), t∈ (T0r, tu]}.
Then, (b) is immediate and the proof is completed. 
The lemma below is proposed as an intermediate result to establish an analytical
approach to obtain an optimal solution to the problem IST.

Lemma 4.4:

If IFr(t*, I0r , T0r) = min{ IFr(t, I0r , T0r), t∈ (T0r, tu] },
~ ~
~ ~
~
then IFr(t*, I0r, T0r) = min{ IFr(t, I0r, T0r), t∈ (T0r, tu] }.

~ ~
~ ~
~
Proof: By contradiction, let IFr(t, I0r , T0r) < IFr(t*, I0r , T0r) for some t∈ (T0r, tu]. Hence,
~
~
~
~
I0r +P (t –T0r) – ΣJ (t +Lj –τjr) ⁄Lj xj < I0r +P (t* – T0r) – ΣJ (t* +Lj –τjr) ⁄Lj xj or
Pt – ΣJ (t +Lj –τjr) ⁄Lj xj < Pt* – ΣJ (t* +Lj –τjr) ⁄Lj xj or
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I0r +P (t – T0r) – ΣJ (t +Lj –τjr) ⁄Lj xj < I0r +P (t* – T0r) – ΣJ (t* +Lj –τjr) ⁄Lj xj.
The foregoing inequality implies IFr(t*, I0r , T0r) ≠ min{ IFr(t, I0r , T0r), t∈ (T0r, tu] }. Hence, (b)
follows and the proof is completed. 
Finally, a result that characterizes a feasible, optimal solution to the problem IST is
expressed in the following theorem.

Theorem 4.1:

~ ~
~ ~
~
~ ~
Let IFr(t*, I0r, T0r) = min{ IFr(t, I0r, T0r), t∈ (T0r, tu] }. If IFr(t*, I0r, T0r) = 0,
~
~ ~
~
I0r ≥ 0 and 0 ≤ T0r< τjr, then (I0r,T0r) is an optimal solution to problem IST.

Proof: (a) Feasibility:
Consider 0 < t < τjr for j =1, …, J in which

ΣJ (t +Lj –τjr) ⁄Lj xj = 0.

~
~
~
~
Clearly, I0r +P(t –T0r) ≥ ΣJ (t +Lj –τjr) ⁄Lj xj = 0 is satisfied by some I0r ≥ 0 and 0 ≤ T0r< τjr for
j =1, …, J, showing the constraints (4-4b and c) are satisfied.
~ ~
~ ~
~
By Lemma 4.4, IFr(t*, I0r, T0r) = min{ IFr(t, I0r, T0r), t∈ (T0r, tu] }. Then, by Lemma 4.3 (a),
~
~
~
I0r + P(t –T0r) ≥ ΣJ (t +Lj –τjr) ⁄Lj xj for ∀t∈ (T0r, tu] .
~
~
~
Consequently, by Lemma 4.1, I0r +P(t –T0r) ≥ ΣJ (t +Lj –τjr) ⁄Lj xj for ∀t > T0r, showing that
the constraint (4-4a) is satisfied.
(b) Optimality:
~ ~
By contradiction, suppose (I0r , T0r) is not optimal for the problem IST and there are some (I0r,
~ ~
~
~
T0r) ≠ (I0r,T0r) such that I0r – PT0r < I0r – PT0r. Hence,
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~
~
I0r + P (t* –T0r ) < I0r + P(t* – T0r) or
~
~
I0r + P (t* –T0r ) – ΣJ (t* + Lj –τjr) ⁄ Lj xj < I0r + P(t* – T0r) –

ΣJ (t* + Lj –τjr) ⁄ Lj xj

~ ~
= IFr(t*, I0r, T0r) = 0 or
I0r + P (t* –T0r ) < ΣJ (t* + Lj –τjr) ⁄ Lj xj
implying that (I0r, T0r) is not feasible. Therefore, the proof is completed. 
The purpose of Lemma 4.4 is to show that if t* minimizes the function IFr for a given
(I0r, T0r) then the same t* also minimizes IFr for any value of (I0r , T0r). Theorem 4.1 above
~ ~
~ ~
showed that finding (I0r, T0r) that both solves IFr(t, I0r, T0r) = 0 and minimizes the function IFr(t,
~ ~
I0r, T0r) provides an optimal solution to the problem IST where, by Lemma 4.3 (b), the value of
t, for which the constraint (4-4a) must be satisfied, shall be sought only on the finite set Sr.
The policy for the problem IST discussed here is employed to determine the optimal initial
~ ~
inventory and production start time (I0r,T0r) for all Tbr ∈ S. This policy is used to determine an
optimal solution to the cost minimization of the problem MD, described in the subsequent
section.

4.3.2 Network Model and Policy for Problem MD
To determine a policy for the cost minimization of the problem MD, a surrogate
network model will be utilized here. A weighted, directed acyclic graph (DAG) represents the
problem with which the MD problem can be solved optimally. The notation G(V, E, W) means
a directed acyclic graph with the set of vertices V, edges E and edge weights W. The weight
function w: E → ℜ maps edges to real valued weights. A set of definitions is given below to
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describe the network model. Define S j = {τj1 + nLj: n = 1, …, Z/Lj –1} as the set of shipment
times to buyer j on [0, Z] and S v = {Tb0, Tb1, …, TbN} = {0} ∪ S1 ∪ …∪ SJ as the union of {0}
and the sets of shipment times to all buyers on [0, Z] sorted in ascending order. Let and V =
{vr: r = 1, .., N} be a set of vertices where N = |Sv|.

Definition 4.1:

γ is a one-to-one mapping for each Tbr ∈ S v and each vertex vr ∈ V where
Tbr is the rth element of S v such that vr = γ (Tbr) and Tbr = γ–1(vr), and r < s
for Tbr < Tbs.

The number of vertices associated with the set Sv is N. Recall that S is the set of
shipment times to all buyers on the horizon [0, Z] that may contain duplicate elements of the
same shipment time. A particular shipment time Tb in S at which shipments are scheduled to
more than one buyer is referred to as the common shipment time. The elements of Sv are also
obtained by eliminating the duplicate of common shipment times in S such that each element
in Sv is unique.

Definition 4.2:

GMD(V, E, W) is a directed, acyclic graph with weighted edges where the
following hold.

1. V = {v0, vr: vr = γ (Tbr), Tbr ∈ Sv, r = 1, …, N} is the set of vertices where a vertex vr
represents the rth shipment period in Sv and v0 is the beginning of the planning horizon.
2. E = {e(vr, vs) : vr, vs∈V, r < s, and Tbs – Tbr ≥ (1/P)ΣJ ( (Tbs – Tbr + Lj –τjr) ⁄ Lj xj) +
(I0s – I0r)/P } is the set of directed edges where an edge e(vr, vr) represents the cycle that
begins at Tbr and ends at Tbs.
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3. W = {w(vr, vs) : e(vr, vs) ∈ E} is the set of weights where a weight, w(vr, vs), of the edge
e(vr, vs) is the minimal cost of the production cycle starting from Tbr and ending with Tbs
defined by
w(vr, vs) = min {G(n1rs, …, nKrs, Tbr, Tbs, T0r, I0r, I0s):
nkrs > 0 and nkrs ∈ ℑ for k = 1, …, K,
0 ≤ T0r < τjr for j = 1, …, J,
and I0r, I0s ≥ 0 }. 

Theorem 4.2:

(4-27)

~ ~ ~
If G(n~1rs, …, ~
n Krs, Tbr, Tbs, T0r, I0r, I0s) = w(vr, vs), where w(vr, vs) is given by
Definition 4.2 (part 3), nkrs > 0, nkrs ∈ ℑ for k = 1, …, M, 0 ≤ T0r < τjr for j

~
~
~ ~ ~
= 1, …, J, and I 0 r , I 0 s ≥ 0 then ( n~1rs , …, n~Krs , T0r, I0r, I0s) is optimal.

Proof: By contradiction, suppose there exist some feasible (n1rs, …, nKrs, T0r, I0r, I0s) ≠ (n~1rs,
~ ~ ~
…, ~
n Krs, T0r, I0r, I0s) such that
~ ~ ~
n Krs, Tbr, Tbs, T0r, I0r, I0s).
G(n1rs, …, nKrs, Tbr, Tbs, T0r, I0r, I0s) < G(n~1rs, …, ~
Then,
G(n1rs, …, nKrs, Tbr, Tbs, T0r, I0r, I0s) < w(vr, vs),
implying w(vr, vs) ≠ min {G(n1rs, …, nKrs, Tbr, Tbs, T0r, I0r, I0s): nkrs > 0 and nkrs ∈ ℑ for k = 1,
…, K, 0 ≤ T0r < τjr for j = 1, …, J, and I0r, I0s ≥ 0 }. The proof is completed.

Definition 4.3:

A path PMD through the DAG GMD(V, E, W) is a sequence

〈v(1), …, v(M +1)〉 from vertex v0 to vertex vN of length M such that v(1) =
v0, v(M+1) = vN and e(v(i), v(i+1)) ∈ E for i = 1, …, M.
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By Definition 4.3, the path PMD through this graph represents a sequence of production
cycles in the planning horizon. Therefore, by Theorem 4.2, every edge e(v(i), v(i+1)) is
~ ~ ~
~ ~ ~
associated with ~
n 1i,i+1 , …, ~
n Ki,i+1, T0i, I0i, I0i+1, G(n~1i,i+1 , …, ~
n Ki,i+1, Tbi, Tbi+1, T0i, I0i, I0i+1) and

~
QFi .i +1 . The weight of the path PMD is the sum of the weights of its constituent edges, given by
w(PMD) =

∑

M

i =1

w(v (i ), v (i + 1) ) .

(4 - 28)

The sum of the edges’ weights in the path is equivalent to the sum of minimum cycle
costs in [0, Z]. An illustrative example of the network model with N = 5 shipments in the
planning horizon is shown in Figure 4.9. The path P = 〈v0, v3, v5〉 in the graph (solid line)
represents a two-cycle production with lengths of m1 = 3 and m2 = 2 shipments for cycle 1 and
2, respectively. The cost associated with this production cycles is w(P) = w(v0, v3) + w(v3, v5).

v3
v0

v1

v5
v4

v2

Figure 4.9 A graph representation for the supply-chain system with 5 shipments.
There will be one or more paths from v0 to vN, but our objective is to find a path with
the minimal weight or the shortest path, denoted by P~MD. The weight of the shortest path is
defined by
w(P~MD) = min{w(PMD)}.
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(4-29)

Given GMD(V, E, W) and the source vertex v0, the problem MD now becomes finding a
shortest-path P~MD. Consequently, the shortest path P~MD is associated with an optimal solution
to the MD problem and the shortest path weight w(P~MD) is the value of the objective function,
assured by a theorem:

Theorem 4.3:

~
If P~MD = 〈~v(1), …, ~v(i),…, ~v(M +1)〉 is a shortest path from v0 to vN of the
~
~
graph GTD(V, E, W) with the weight w(P~MD), then M , ~
n 1i,i+1, …, n~Ki ,i +1 , Tbi,
~
~ ~
T0i, I0i for i = 1, …, M is an optimal solution to the corresponding problem
MD with the total cost of TCMD = w(P~MD).

Proof: By Definition 4.2, w(v(i), v(i+1)) is the cycle cost. Thus w(P~MD) given by (4 - 28) is the
total costs of the objective function.
Since e(v(i), v(i+1)) ∈ E (by Definition 4.2) and w(v(i), v(i+1)) ∈ W, then ~
n 1i,i+1, …,
~ ~
~
n Ki,i+1, T0i , I 0i associated with w(v(i), v(i+1)) is optimal by Theorem 4.2. Then ~
n 1i,i+1, …,
~ ~
~
~
n Ki,i+1, T0i, I0i for 1, …, M is optimal.
~
By definition of edges [Definition 4.2 (part 2)], Tbi is feasible to the constraint (4-17b).
~
~
~
To show the optimality of Tbi by contradiction, suppose Tbi′ ≠ Tbi for some i ∈ {1, …, M}, such
′ < TCMD. Thus, v(i) = γ (Tbi′) such that v(i) ≠ ~v(i) that creates
that the associated total cost TCMD

another path PMD
′ ≠ P~MD having TCMD
′ = w(PMD
′ ) < w(P~MD). It implies that P~MD is not a shortest
~
~
path. Therefore, Tbi for i = 1, …, M is optimal. Also, by contradiction, suppose there exist
~
~
~
feasible M′ ≠ M such that Tbi′ ≠ Tbi for some i ∈ {1, …, M }, such that the associated total cost
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TCMD
′ < TCMD. Thus v(i) = γ (Tbi′) such that v(i) ≠ ~v(i) that create another path PMD
′ ≠ P~MD
~
having TCMD
′ = w(PMD
′ ) < w(P~MD). It implies that P~MD is not a shortest path. Thus, M is
optimal. The proof is completed. 
It is clear by Theorem 4.2 that finding (n1rs, …, nKrs, T0r, I0r, I0s) that minimize edges’
~ ~ ~
weights gives an optimal (n~1rs, …, ~
n Krs, T0r, I0r, I0s). By Theorem 4.2, finding a shortest path

P~MD through GTD(V, E, W) solves the corresponding problem MD optimally.
Based on the results of optimal policies for the problems IST and MD, a set of
procedures to determine the optimal solution is proposed in the next section.

4.4 SOLUTION PROCEDURE
This section describes procedures to determine an optimal policy for the problems IST
and MD. Algorithm 4.1 below determines the production start time and initial inventory.
Following this algorithm, the procedure for constructing the network model for problem MD
and the procedure to construct an optimal solution will be discussed.

Algorithm 4.1: Optimum Production Start Time and Initial Inventory
Step 1: Find t* ∈ Sr that minimize IFr(t, I0r, T0r) using arbitrary value of I0r and T0r.
~ ~
~ ~
~
~
Step 2: Solve IFr(t*, I0r, T0r) = 0 for ( I0r, T0r) where I0r ≥ 0 and 0 ≤ T0r < τjr. Stop. 
In Step 1, the minimum IFr(t, I0r , T0r) is found by searching t* on the finite set Sr using
~ ~
arbitrary value of I0r and T0r. Using t* found in Step 1, the value of ( I0r, T0r) that solves
~ ~
~ ~
~ ~
IFr(t*, I0r, T0r) = 0 is sought in Step 2. Lemma 4 assures that ( I0r, T0r) satisfies IFr(t*, I0r, T0r) =
~ ~
~ ~
~
min{IFr(t, I0r, T0r), t∈ (T0r, tu] } and Theorem 5 assures that ( I0r, T0r) is optimal.
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Example 4.1. Determining T0r and I0r
Consider a problem instance where P = 33 units/day and the beginning time is on day
Tbr = 21. There are two buyers, J = {1, 2} for whom x1 = 120 units, x2 = 80, L1 = 6 days, L2 = 7
days, τ1,1 = 6 days and τ2,1 = 7 days. The first shipment time to buyer 1 and 2 are computed by
equation (4-2):

τ1r(Tbr) = (Tbr + L1 – τ1,1)/L1 L1 + L1 – Tbr = 3 days
τ2r(Tbr) = (Tbr + L2 – τ2,1)/L2 L2 + L2 – Tbr = 7 days
The value of tu = LCM(L1, L2) = 42. Recalling from equation (4-18) that Cj = {nonnegative
integers < tu/Lj}, we have C1 = {0, 1, 2, 3, 4, 5, 6} and C2 = {0, 1, 2, 3, 4, 5}. Using equation
(4-19),

Sr = {3, 7, 9, 14, 15, 21, 27, 28, 33, 35, 39, 42}.
For Step 1, take I0r = 0 and T0r = 0. The value of t ∈ Sr and the corresponding IFr(t, I0r, T0r),
computed by equation (4-26), is given in the table below.
t
IFr(t, I0r, T0r)

3
–21

7
31

9
–23

14
62

15
–25

21
–27

27
51

28
4

33
49

35
35

39
47

42
66

For instance, the entry for t = 3 in the table above is computed as
IFr(3, 0, 0) = I0r + P (t –T0r ) – ΣJ (t + Lj –τjr) ⁄ Lj xj = –21
~ ~
Hence, the minimum IFr(t, I0r, T0r) is –27 obtained at t* = 21.
~ ~
~ ~
~
~ ~
~
In Step 2, solving IFr(21, I0r, T 0r) = 0 for ( I0r, T0r) that minimize I0r – PT0r yields ( I0r, T0r) =
(27, 0). 
~ ~
The value of ( I0r, T0r) is used to solve the problem MD to minimize the costs. The
complexity of finding t* in Step 1 is O( |Sr| ) while the complexity of Step 2 is O(1). From the

83

example above, it can be observed that the set Sr is of the order N. Therefore, O(N) is the
computational complexity of Algorithm 1. The procedure to construct and solve the surrogate
network problem is described next.

4.4.1 Constructing Network Model and Optimal Policy
The network model consists of vertices, edges and weights, where according to the
Definition 4.2, each shipment time given in S v is represented by a vertex. The vertices are
numbered in ascending order of shipment times. The edges and weights are constructed by the
following algorithm.

Algorithm 4.2 : Constructing Edges and Weights
~
~ ~
~
Step 1: Determining I0r and T0r: For each vr ∈ V–{vN} compute ( I0r, T0r) by Algorithm 1.
Step 2: Constructing edges and weights:
(a) For each vr, where r = 0, …, N–1 do (b) – (c)
(b) For each vs, where s = r + 1, …, N do (c)
~
~
(c) If Tbs – Tbr ≥ (1/P)ΣJ ( (Tbs – Tbr + Lj –τjr) ⁄ Lj xj) + (I0s – I0r)/P then create
an edge e(vr, vs) and compute w(vr, vs) defined in equation (4-27).
Else go to (b). 
~
~
Step 1 determines the I0r and T0r for the beginning time associated with each vertex,
and excluding the last vertex, by applying Algorithm 4.1. In this step, the value of Tbr is given
as γ-–1(vr). In Step 2, the edge e(vr, vs) and weight w(vr, vs) is constructed only if the
corresponding beginning and ending times are feasible to the constraint (4-17b). The value of
Tbr and Tbs are given as γ-–1(vr) and γ-–1(vs), respectively. To determine the weight, the optimal
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n Krs) is computed by noting equations (4-15) and (4-10) to
value of number of orders (n~1rs, …, ~
write
Gi =

2
ΣK (nkrs ARk + hRk fk QFrs
/2Pnkrs) + Β,

(4-30)

where Β = AF + hF YF(Tbr, Tbs, T0r, I0r, I0s). It can be easily shown that the foregoing function is
a separable, convex function of (n1rs, …, nKrs) in ℜK and nkrs > 0 for k = 1, …, K. The
stationary point of each variable, n*krs, is obtained using standard calculus, given by
n*krs = QFrs

hRk fk
.
2PARk

(4-31)

Thus, the optimum value of each variable ~
n krs is taken from the feasible integer of the
nearest neighborhood of n*krs resulting in the lowest cycle cost. The complexity of the
Algorithm 4.2 is computed as follows. From the previous section, the complexity of the
Algorithm 4.1 is known to be O(N), where N is the total number of shipments that are
scheduled in the planning horizon. Since there are N vertices, the Algorithm 4.1 is repeated N
times and the complexity of Step 1 becomes O(N 2). There are at most N(N–1) edges of E.
Because Step 2 of the Algorithm 4.2 searches on all edges, the complexity of Step 2 is Θ (N 2).
Therefore, the complexity of Algorithm 2 is Θ(N 2).

Example 4.2. Constructing Network Model
The following information is added to the data in Example 4.1. Let K = {1, 2} be the
set of suppliers with AR1 = $60/order, AR2 =$60/order, hR1 = $0.04/unit⋅day, hR2 =
0.06/unit⋅day, f1 = 4, f2 = 6, AF = $100/order, hF = $0.2/unit⋅day, τ1,1 = 6 days, τ2,2 = 7 days.
The production-supply system is planned for Z = 60 days horizon.
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Using Definition 4.1, the set of vertices V = {vr} and the corresponding set of shipment
~
schedules Sv = {Tbr} in days are given in the first two columns of Table 4.1. The value of ( I0r,
~
T0r) given in columns 3 and 4 are obtained using Algorithm 4.1 for each corresponding vertex.
Now consider the (possible) edge e(v7, v16). Here, we have r = 7. From the table, Tb7 = 21, Tb16
~
~
~
~
= 54, I 0,7 = 27, I 0,16 = 14, T0,7 = 0 and T0,16 = 0. From Example 4.1, τ1,7 = 3 and τ2,7 = 7.
Table 4.1 Set of vertices, shipment schedule, initial inventory and production start time
vr
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Tbr
0
6
7
12
14
18
21
24
28
30
35
36
42
48
49
54
56
60

~
I0r (unit)
0
47
0
14
0
8
27
6
58
4
89
2
0
47
0
14
0
0

~
T0r (days)
0.939
0
0.930
0
0.121
0
0
0
0
0
0
0
0.939
0
0.939
0
0.121
0

The production quantity, QF7,16, is computed using equation (4-8) where QFi, Tbi, Tei, I0i
~
~
and I0,i+1 correspond to QF7,16, Tb7, Tb16, I 0,7 and I 0,16, respectively.
~
~
QF7,16 = ΣJ ( (Tb16 – Tb7 + Lj –τj7) ⁄ Lj xj) + ( I 0,16 – I 0,7)
= (54 – 21 + 6 – 3) ⁄ 6 120 + (54 – 21 + 7 –7) ⁄ 7 80 – 27 + 14 = 1,027 units.
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Then, Step 2 (c) [or constraint (4-17b)] becomes
Tb16 – Tb7 ≥ (1/P)

ΣJ ( (Tb16 – Tb7 + Lj –τji) ⁄ Lj xj) + (~I 0,16 – ~I 0,7)/P

= QF7,16 / P

or
54 – 21 ≥ 1027/33,
indicating that a cycle starting at Tb7 and ending at Tb16 is feasible and, hence, e(v7, v16) exists.
The vertices and edges representing the problem is depicted in Figure 4.10. Each vertex
represents a shipment time and each edge represents a production cycle.

v1

v2
v3

v4
v5

v6
v7

v8
v9

v10
v11

v12
v13

v14
v15

v16
v17

Figure 4.10 Network representation for Example 4.2
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v18

Let us compute the weight (cycle cost). The number of shipments to buyer 1 and 2 are
computed using equation (4-7): m1,7,16 = 6 and m2,7,16 4, respectively. The time-weighted, onhand finished product is computed using equation (4-14):

∫

54
21

I F (t )dt = (54 – 21)⋅27 + (1027) (54 – 21 – 0) – (½)(1027)2/33 –
{(½) (1 – 6) (6) – 3 +54 –21}(6) (120) – {(½) (1 – 4) (7) – 7 + 54 – 21} (80)
= 3,041.26 units⋅days

Thus, Β = 100 + (0.05)(3,041.26) = $708.25. The stationary points of nkrs for k = 1, 2 are
computed using equation (4-31),
n1*,7,16 = 6.53 and n2*,7,16= 9.79
The feasible, nearest neighborhood for each n yielding the minimal cycle cost are n~1,7,16 = 7
and n~2,7,16 = 10. Finally, the corresponding weight (cycle cost) is w(v7, v16) = $2,668.83. A
partial list of the weights of the edges is shown in Table 4.2. 
Table 4.2 Partial list of the edges’ weights for Example 4.2
v1
v1
v2
v3
v4
v5
v6
v7

-

v16
v17

-

v2
v3
v4
508.2 583.3 914.8
241.3 516.0
415.9
-

-

-

-
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v15
4033.5
3629.9
3307.1
2997.3
2824.1
2532.0
2309.0

v16
4421.9
4019.0
3669.2
3360.7
3183.7
2890.5
2668.8

v17
4604.5
4201.2
3841.5
3530.3
3355.1
3061.5
2837.2

v18
4956.8
4553.4
4170.5
3860.6
3679.9
3387.7
3164.0

-

-

273.1
-

529.4
382.9

The example above showed the computational procedure to determine the existence of
the edge e(v7, v16) and the corresponding weight. Using the same steps, all edges and weights
are computed accordingly to construct the graph GMD(V, E, W).

4.4.2 Solution for Cost Minimization
The well-known method called DAG-Shortest-Path (as in Cormen et al., 1998) can be
employed to find a shortest path efficiently in Θ(V+E) computational time once the graph has
been constructed. The method will not be presented here for compactness, but the reader may
refer to Cormen et al. (1989 pp. 536-538) for the detail. It should be noted that the graph

GMD(V, E, W) is already defined in topological order. Thus, topological sorting is not required
when applying the DAG-Shortest-Path. The shortest path algorithm stores the output into
arrays π = {π1, …, πN} of vertex predecessors and d = {d1, …, dN} of the shortest distances or
the weights. Here, πk for k > 1 is the predecessor of the vertex vk–1 in the shortest path while π1
is a ‘Null’ value since the vertex v0 (the source) does not have predecessor. The sequence P~MD
is known from tracing the sequence of predecessor from πN back to π1. The value dk gives the
weight or shortest path distance of vertex vk from the source v0. Thus, the weight of the
shortest path is w(P~MD) = dN.

Example 4.3. Shortest Path and Solution
The problem instance given in Example 4.1 and 4.2 is considered here. Assume the
graph GMD(V, E, W) has been determined. A typical array π resulted from performing the
DAG-shortest-path (for detailed steps of this algorithm, refer to Cormen et al., 1998) is

π = {Null, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 3, 3, 3, 3, 3, 3, 15},
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where the shortest distance to the last vertex is d18 = 4,726.23. Hence w(P~MD) = $4,726.23
giving the value of the supply-chain system cost TCMD. From π, we have π18 = 15, π15 = 3 and
~

π3 = 1. Thus, P~MD = 〈v1, v3, v15, v18〉, showing that there are M = 3 cycles.
Table 4.3 Cycle beginning time, initial inventory, production start time and number of orders.
Cycle

~v(i)

1
2
3

~v(1) = v1
~v(2) = v3
~v(3) = v15

v1

~
Tbi (days)
0
7
49

~
~
I0i (units) T0i (days) QFi (units)
0
0.939
200
0
0.939
1320
0
0.939
320

n~1i
1
8
2

n~2i
2
13
3

v2
v3

v4
v5

v6
v7

v8
v9

v10
v11

v12
v13

v14
v15

v16
v17

v18

Figure 4.11 The shortest path representing the production cycles in the planning horizon
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The shortest path through the graph GMD(V, E, W) is shown in Figure 4.11 with the
solid line, representing the production cycles in the planning horizon. The optimum solution to
~ ~
~
the problem MD is shown in Table 4.3 where the values of Tbr, I0r and T0r corresponding to the
vr’s are given in Table 4.1. For example, the beginning time for cycle 1 corresponds to v1,
~
~
~
which is on day Tb1 = 0, and the ending time corresponds to v3, which is on day Te1 = Tb2 = 7.
~
~
The initial inventory is I0,1 = 0 units and the production start time is T0,1 = 0.939 day and the
production batch size QF1 = 200 units. The number of order of raw materials from supplier 1
and supplier 2 are n~1,1 = 1 and n~2,1 = 2, respectively. Likewise, the beginning time of cycle 2
and 3 correspond to v3 and v15, respectively. The number of order of raw materials for cycle 2
and 3 are shown in the last two columns. Clearly, the ending time for the last cycle (cycle 3),
~
is the ending time of planning horizon corresponds to v18, which is on day Te3 = 60. 
The foregoing example showed that a given instance of the problem MD is solved
using the network model and the shortest path algorithm. It is observed from the results that
the optimal lengths of the production cycles are not necessarily identical although the demand
parameter is deterministic and stationary. In short, the steps to solve this problem are as
follows. First, define the set of shipment times Sv and the corresponding vertices. Second,
~ ~
apply Algorithm 4.2 to determine edges and weights where the value of ( I0i, T0i)
corresponding to each vertex is determined using Algorithm 4.1. Third, find the shortest path
with the source vertex v1 using DAG-shortest-path. Finally, extract the value of the optimal
solution as given in Example 4.3. We conclude this chapter with a remark as shown
subsequently.
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4.5 CHAPTER REMARKS
An optimal policy to minimize the total cost is addressed here to determine the number
of procurements of raw materials, manufacturing batch size, initial inventory, production start
time, and cycle beginning and ending time for a finite-horizon planning. The model provides a
practical operations policy among the supplier, manufacturing and consumer organizations.
Multiple replenishments of raw materials in a production cycle are adopted to allow reduction
in inventory holding. Optimal production starting time and initial inventory of each production
cycle are developed to provide a better edge to minimize the total inventory cost. An analytical
method was derived to determine exact solutions. The proposed methodology solves the
problem optimally in Θ(N 2) computational time, where N is the number of shipment periods
in the planning horizon, ensuring greater potential for its practical use for cost saving in supply
chain systems. The model developed here is limited to problems with stationary demand and
cost components. In many real life situations however, demand significantly varies over time
with short life cycles, especially for products such as computers, software, automobiles, and
fashions and other seasonal products. A more appropriate policy to respond to such a market
situation is generally more desired to operate the supply chain more efficiently. Hence, the
problem with time varying demand for a finite horizon will be discussed in the subsequent
chapter.
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CHAPTER 5
SUPPLY CHAIN SYSTEM WITH TIME VARYING DEMAND
The demand of a product is typically either increasing or decreasing or it remains
constant over a certain period during its life cycle. Electronic products such as computers and
software fall under this category of demand profiles in most cases. With the introduction of
powerful innovative technology, the demand in the inception phase will slowly increase at the
introduction of a product in the market. After saturation, the demand of this product remains
approximately constant for a while until a new innovative technology creeps into the market to
dominate the existing product in terms of its capabilities and useful features. The existing
product then starts experiencing the declining demand at this time.

demand

D(t)

Inception

Saturation

Declining
t

Figure 5.1 Life-cycle demand
The constant demand optimization model discussed in Chapter 3 and Chapter 4 would
be inappropriate when the supply chain system faces periodic or time-varying demand over
the planning horizon. If the supply chain system is optimized for the average demand then the
system may experience severe shortage during the high season or may have to keep excessive
stock during the low season. Severe shortage will result in not only loss of sales but also losing
the willingness of customers in the future. In addition to incurring high holding cost,
overstocked products in one season can be obsolete in the succeeding season. Hence, a more
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appropriate policy is desired to better adjust the ordering and producing to meet the demand
and results in a more cost-efficient supply chain operation.
This chapter addresses an operational method that integrates the manufacturers who
procure raw materials from the suppliers. The manufacturer supplies finished goods to the
buyers under various market conditions such as increasing, level and declining demand as it
happens at the time of the introduction of a new product, market maturity, and phasing out of
the product, respectively.
5.1 PROBLEM DESCRIPTION
A production and supply system with the demand model under a planning horizon that
can be decomposed into several piece-wise trend functions of short-duration or level demand
is considered in this chapter. In this system, a manufacturing facility procures raw material
from suppliers, converts them to finished products at a constant rate, P, and delivers the
products to buyers. The facility procures materials and produces goods in M cycles in a
planning horizon. Assume the manufacturer agreed to fulfill the demand for a finite planning
horizon, where [0, Z] is the horizon interval of time. The products are shipped periodically at
fixed interval to the buyers with the size approximately following a trend demand.
The costs associated with the production of finished goods include stocking and setup
while the costs associated with ordering of raw materials include ordering and holding. The
holding costs for raw material and finished product are denoted by hR and hF, respectively, in
$/unit/time. For the raw material ordering order, each order incurs a cost of AR ($/order). There
is only one production setup per cycle and it incurs a cost of AF ($/setup). Let IF(t) and IR(t)
denote the on-hand inventory level of finished products and raw materials at time t,
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respectively. The raw material is procured from outside supplier ni times every production run,
where ni ≥ 1 (for i = 1, …, M). Thus, the cost associated with each production cycle i is
Gi = ni AR + hR ∫ I R (t )dt + AF + hF ∫ I F (t )dt .
Ti

Ti

(5-1)

A cycle time Ti is defined as the time interval between the starting times of cycle i and
cycle i+1. Since the demand is not constant, ordering and production batch sizes are supposed
to be different from cycle to cycle. Hence, the decision variables are the number of cycles, M,
and for each cycle i = 1, …, M, the beginning and ending period of the cycle, and the number
of raw material orders, ni, This chapter addresses problems with single-phase and multi-phase
demand in a planning horizon. In the single-phase model, the demand in the planning horizon
is composed of a single trend demand pattern. In the multi-phase model, the demand in the
planning horizon is composed of piece-wise trend demands. To describe the problem, the set
of notation listed below is utilized.

φj

: Set of shipment periods whose demand is in phase j.

AF

: Finished products setup cost ($/setup).

AR

: Raw material ordering cost ($/order).

D0

: Demand rate at the beginning of planning horizon (units/time).

E

: Set of edges.

G

: A graph consisting of a set of vertices and a set of edges.

hF

: finished product holding cost ($/unit/time).

hR

: Raw material holding cost ($/unit/time).

IF(t)

: Finished products on-hand inventory at time t (units)

IR(t)

: Raw material on-hand inventory at time t (units).

95

ℑ

: The set of integral numbers.

J

: Number of demand phases in the planning horizon.

l

: Shipment number of finished product/ shipment period.

L

: Interval between shipments (time)

M

: Number of cycles.

N

: Total number of shipments in the planning horizon.

ni

: Number of orders of raw material

P

: Production rate (units/time).

QFi

: Finished product batch size in cycle i.

QRi

: Raw material ordering quantity for cycle i (units).

T0i

: Production start time at cycle i (time).

Tb

: Beginning time of a cycle (time)

Te

: Ending time of a cycle (time).

V

: Set of vertices

xik

: kth shipment quantity in cycle i (units).

Z

: Planning horizon (time).

zj

: Cutoff (time limit) between phases of demands (time).

δj

: Rate of change of demand in phase j (units/year2).

θj

: Incremental/decremantal quantities of shipping (units/shipment)

5.1.1 Single-Phase Demand and Shipment Size
Let the expected demand in the planning horizon [0, Z] be defined by a single trend
model D(t) = D0 + δ t ≥ 0 for 0 ≤ t < Z, where D0 and δ < ∞ are the initial demand of the time
horizon at t = 0 (units/year)

and the demand increment/decrement rate (units/year2),
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respectively. Let L be the fixed-time interval of shipments and assume that the shipment
period occurs at time L, 2L, …, NL in which NL ≤ Z. Here, N denotes the total number of
shipment periods in the planning horizon. The aggregate demand during a time interval [kL, (k
+1)L], for some integer k ≥ 0, is

∫

( k +1) L
kL

D(t )dt = x0 + kθ,where x0 = (D0 + ½δL)L and θ = δL2.

To satisfy this demand, the quantity shipped in the shipment period t = kL is given by xk = x0 +
kθ. Clearly, θ is the increment/decrement of shipment quantity every L time units.

5.1.2 Multi-Phase Demand and Shipment Size
Suppose the life-cycle demand in the planning horizon [0, Z] is represented by
piecewise trends where the planning horizon is composed of J phases of trend demand model.
The interval (zj, zj+1] defines the interval of phase j (for j = 1, …, J) where z1 = 0 and zJ = Z.
Assume that zj’s are integer multiples of L. Let φj = {l: lL ∈ [zj, zj+1), l ∈ ℑ} be the set of
shipment periods where the shipment quantities follow the demand phase in the interval (zj,
zj+1]. Let Dj0 and δj be the demand at time zj (units/year) and the demand increment (or

decrement) rate (units/year2) for phase j, respectively. Then, the demand in phase j is
Dj(t) = D0j + δjt ≥ 0 for zj < t ≤ zj+1.

(5-2)

Note the demand is assumed continuous so that Dj(zj) = Dj–1(zj). The aggregate demand
during an interval (kL, (k +1)L], for some non-negative integer k and zj < kL ≤ zj+1, is given as

∫

( k +1) L
kL

( D0 j + δ j t )dt = x0j + kθj where x0j = (D0j + ½δjL)L and θj = δjL2. Consequently, θj is the

increment/decrement of shipment quantity in the interval (zj, zj+1]. Hence, the shipment
quantity xk = x0j + kθj will satisfy the demand in the interval (kL, (k +1)L].
To describe the problem in terms of decision variables and parameters, a mathematical
model derivation will be described in the following section.
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5.2 RELEVANT COST MODEL
Finished products are manufactured in batches with a finite, constant production rate,
P. The subscript index i denotes the production cycle i. Let Τbi and Τei be the beginning and

ending time of a production cycle, respectively, where Τb1 = 0, and Τbi and Tei are integer
multiples of the shipment interval, L. Here, the single-phase demand model is derived first,
followed by the computation for the multi-phase demand.
The beginning time is stated as Τbi = liL where li is the number of preceding shipment
periods. The interval of a cycle is defined by (liL, li+1L] where li and li+1 are the shipment
periods correspond to the beginning and ending of the cycle i. It is assumed that there is no
shipment in the beginning of planning horizon, so that l1 = 0. Therefore, the kth shipment
quantity from the beginning of a cycle is given by
xik = x0 + (li + k)θ.

(5-3)

for some positive integer k where (li + k) is less than or equal to the total number of shipment
periods in the planning horizon.
The production starts at T0i time from Τbi and stops at TPi from Τbi [Figure 5.2 (a)] such
that the batch quantity is QFi = PTPi units of finished products. QFi should not exceed or be less
than the quantity of products shipped during the corresponding cycle for minimal inventory
and to avoid shortage. Specifically,
QFi(li, li+1) =

∑

li +1 −li
k =1

xik = ½(li+1 – li) [2x0 + θ (1 + li + li+1)].

(5-4)

It is observed that the manufacturing batch size is a quadratic function of li and li+1.
The production start time, T0i, must be determined such that an exact xi1 units is produced just
in time xi1 must be shipped in the corresponding cycle, xi1 = x0 + (li + 1)θ = P(L–T0i) or
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T0i = L – [x0 + (li + 1)θ ] / P.
PTPi

P

qF(t)

(a)

(5-5)

T0i
xi1
TPi
L

L

L

L

xi1
xi2

(b)

qS(t)

∑

xi,m-1

m −1

x
k =1 ik

xi,m
Ti= miL

Τbi

Τei

Figure 5.2 (a) Aggregate production; (b) Product shipped with increasing quantities.
The inventory level at time t is IF(t) = qF(t) – qS(t) where qF(t) and qS(t) are the
aggregate amount of goods produced and shipped by time t, respectively [see Figure 5.2 (a)
and (b)]. The time-weighted inventory is

∫

Tei
Tbi

∫

Tei
Tbi

I F (t )dt =

Tei

∫ [q
Tbi

F

(t ) − qS (t )]dt .

qF (t )dt = QFi(li+1L – liL – T0i – ½TPi)

= QFi[{li+1 – li}L – {L – (x0 + liθ +θ )/ P} – ½QFi/P].
Letting m = li+1 – li be the number of shipment in cycle i,

∫

Tei
Tbi

qS (t )dt = L[xi1(m – 1) + xi2(m – 2) + … + xi,m–1] = L∑k =1 k ( x0 + θli +1 − θk )
m −1
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(5-6)

2

= L[li + li(1 – 2li+1) + li+1(li+1 – 1)] (2liθ + li+1θ + θ + 3x0)/6.

(5-7)

It is observed that equation (5-6) is a polynomial function of li and li+1 of degree 4
since it contains a squared QFi in its expression. It is also observed that equation (5-7) is a
cubic function of li and li+1. Assuming each unit of finished good produced requires f units of
raw material, QRi = fQFi is the raw materials quantity required. QRi is ordered in ni ≥ 1
instantaneous replenishments of equal quantities. The raw materials are kept only during
production time of the corresponding cycle to minimize the inventory. Using equation (5-4)
and noting TPi = QFi/P, the time-weighted inventory of raw material held in cycle i is given by

∫

Tei
Tbi

2

I R (t )dt = fQFiTPi /2Pni = f QFi /2Pni.

(5-8)

Clearly, both time-weighted finished goods and raw materials inventories are
polynomial functions of li and li+1 of degree 4. We denote

∫

Tei
Tbi

I F (t )dt and

∫

Tei
Tbi

I R (t )dt by IF(li,

li+1) and IR(ni, li, li+1), respectively. Since the function of shipment quantity depends on the

phase of demand, the computation for production batch quantity and the time-weighted
inventories will be different from that for the single-phase demand.

5.2.1 Computation for Multi-Phase Demand
In multi-phase model, the demand in the planning horizon is represented by a series of
piece-wise trend function of demand to better represent the life-cycle demand pattern. Recall
that φj is the set of shipment periods where the shipment quantities follow the demand phase in
the interval (zj, zj+1]. The production quantity is computed by QFi(li, li+1) =

∑

li +1 −li
k =1

xik , where

the quantity of the kth shipment from li is
xik = x0j + (li + k)θj for (li + k) ∈ φj.
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(5-9)

The production start time is computed by knowing that xi1 ∈ φj, given by T0i = L –
xi1/P. To compute the inventory cost, the time-weighted aggregate quantity produced and

shipment quantity are given as

L∑ki +=11
l

−li −1

∫

Tei
Tbi

qF (t )dt = QFi(li+1L – liL – T0i – ½TPi) and

∫

Tei
Tbi

qS (t )dt =

xik (li +1 − li − k ) , respectively. The formulation for a cost minimization problem with

single-phase/multi-phase trend demands and shipment size is given below.

5.2.2 Problem Formulation
As described in the previous sections, the total cost in the planning horizon is a
function of the li, li+1 and ni for i =1, …, M. The objective of the problem is to minimize the
total cost associated with ordering, holding and setup in the planning horizon. Adding up the
cycle cost components, the cost of cycle i becomes
Gi(ni, li, li+1) = niAR + hR IR(ni, li, li+1) + AF + hF IF(li, li+1),

(5-10)

where 0 ≤ li < li+1 and li, ni ∈ ℑ. The total number of shipment in the planning horizon is N =

Z/L. The total cost in the planning horizon is the aggregate cycle cost stated in equation (510) for M cycles. The problem is formulated as a non-linear integer programming for trend
demand (TD).

Problem TD: Find M, l2, …, lM, n1, …, nM so as to

∑

M

Gi (ni , li , li +1 )

Minimize

TCTD =

Subject to

0 = l1 < l2 < … < lM < N

(5-11a)

0<M≤N

(5-11b)

M∈ℑ

(5-11c)

i =1

ni > 0 and li, ni ∈ ℑ

(5-11)

(i = 1, …, M)
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(5-11d)

The constraint (5-11a) assures that the cycle i beginning is earlier than the succeeding
cycle and the first cycle’s beginning is at the starting time of the planning horizon. The
constraint (5-11b) assures the total cycle number, M, must be at least one and at most equal to
the total number of shipments. The integrality of M is assured by the constraint (5-11c). The
non-negativity and integrality of the number of orders and beginning period is given by the
~
~ ~
constraint (5-11d). An optimal solution to the problem above is denoted by (M, l1 , …, lM~ , n~1 ,
…, n~M~ ). From the discussion in the previous section, it is clear that the objective function is a
set of polynomial functions of li’s with degree 4, which is a discrete and non-convex function.
Direct solution to the formulation above is computationally restrictive especially for large
instances of problems. The presence of M as a variable to optimize even adds to the
computational effort required. Using a network representation model, an optimal policy can be
characterized concisely and the problem can be solved optimally in polynomial time. Thus, the
TD problem will be represented as a network model instead of directly solving the problem
formulation above.

5.3 SOLUTION METHODOLOGY
To determine a policy for the cost minimization of the problem TD, a surrogate
network model will be utilized here. A weighted, directed acyclic graph (DAG) represents the
method by which the problem can be solved optimally. The symbol G(V, E) denotes a directed
acyclic graph with the set of vertices V and edges E. The weight function w: E → ℜ maps
edges to real valued weights. The following set of definitions is given to represent the problem
as a network model. Note that in this network model, the notation nrs, QFrs, and T0r will be
used to denote ni, QFi and T0i for a cycle i that starts at the rth shipment period and ends at sth
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shipment period. For the multi-phase demand model, the shipment quantity xrk will be used to
denote xik for a cycle i that starts at the rth shipment period where xrk = x0j + (r + k)θj for (r +
k) ∈ φj.

Definition 5.1:

GTD(V, E) is a directed, acyclic graph with weighted edges that has the
following structure:

1. V = {vr = r: r = 0, …, N} is the set of vertices where a vertex vr (for r = 1, …, N) represents
the lth shipment period and the vertex v0 represents the beginning of the planning horizon.
2. E = {e(vr, vs): vr, vs∈V, r < s } is the set of directed edges where an edge e(vr, vs) represents
the production cycle with minimal cost that starts from shipment period r and ends on
shipment period s.
3. W = {w(vr, vs): e(vr, vs) ∈ E} is the set of weights where the weight, w(vr, vs), of the edge
e(vr, vs) is the minimal cost of the production cycle starting from shipment period r and
ends at period s, defined by
w(vr, vs) = min { G (nrs , r, s ) : r < s }. 
n >0 , n∈ℑ

(5-12)

From the Definition 5.1, V has N +1 vertices, v0, … , vN . Also, each vertex vr ∈ V, for
l = 0, …, N – 1, has N – r adjacent vertices, vr+1, …, vN connected by the edges e(vr, vr+1), …,
e(vr, vN) ∈ E, respectively, and the vertex vN does not have any adjacent vertex. The number
of edges is |E| = N(N+1)/2 edges. The cycle cost corresponding to the weight of the edge is the
minimal cost for the given cycle. Then, ~
nrs is optimal as it is stated in the following lemma.

Lemma 5.1:

~r, s, r, s) = w(vr, vs), ~
If G(n
nrs ≥ 0 and ~
nrs ∈ ℑ, then ~
nrs is optimal.

Proof: By Definition 5.1 part (3), w(vr, vs) = min { G (nrs , r, s ) : r < s } is the minimal cost for
n >0 , n∈ℑ

a cycle that starts from shipment period r and ends at shipment period s. By way of
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contradiction, suppose that for some n* ≠ ~
nrs, n* > 0 and n* ∈ ℑ such that G(n*, r, s) < w(vr, vs).
The latter implies that w(vr, vs) is not the minimal cost. Therefore, the lemma follows.

Definition 5.2:

A path PTD through the DAG GTD(V, E) is a sequence 〈v(1), …, v(M +1)〉
from vertex v0 to vertex vN of length M such that v(0) = v0, v(M+1) = vN and
e(v(i), v(i+1)) ∈ E for i = 1, …, M.

Lemma 5.1 implies that the number of orders of raw materials, n, shall be determined
to obtain a minimum weight w(vr, vs). The path PTD, given by Definition 5.2, through this
DAG represents a sequence of production cycles in the planning horizon. The weight of the
path PTD is the sum of the weights of its constituent edges,
w(PTD) =

∑

M

i =1

w(v(i ), v (i + 1) ) .

(5-13)

Thus, the sum of weights of the edges in the path is equivalent to the sum of minimum
cycle costs in [0, Z]. There will be one or more paths from v0 to vN, but our objective is to find
a path with the minimal weight, i.e., the shortest path. Denoting the shortest path from v0 to vN

~
~
by PTD , the weight of the shortest-path PTD is defined by
~
w( PTD ) = min{w(PTD)}.

(5-14)

Given GTD(V, E), the weight set W and source vertex V(0), the problem TD can be
~
~
stated as finding a shortest-path PTD . Consequently, the shortest path weight w(P TD) is the
value of the objective function with a global optimal solution. The length of cycles, the
~
number of cycles and the raw material frequency of order represented by the shortest path P TD
is a global optimal solution to the TD problem, stated by the following result.
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Theorem 5.1:

~
~
Let P TD = 〈~v(1), …, ~v(i),…, ~v(M +1)〉 be a shortest path from v0 to vN with

~
~
the weight w(P TD) of the graph GTD(V, E) having the weight set W. Let li =
~
~
~ ~
nv(i+1), v(i ) for i = 1, …, M. Then M, l1 , …, lM~ , ~
n1, …, n~M~ is an
v(i) and ~
ni = ~
optimal solution to the corresponding TD problem with the total cost of

~
TCTD = w( PTD ).
~
Proof: By Definition 5.1, w(v(i), v(i+1)) is the cycle cost. Thus, w(P TD) given by equation (513) is the total costs of the objective function.
ni,i+1 associated
Since e(v(i), v(i+1)) ∈ E (by definition 1) and w(v(i), v(i+1)) ∈ W, then ~
~
with w(v(i), v(i+1)) is optimal by Lemma 5.1. Then ~
ni,i+1 for 1, …, M is optimal.
~
~ ~
~
By Definition 5.1 (part 2) and Definition 5.2, 0 = l1 < l2 <…< lM~ < N and li ∈ ℑ for i =

~
~
~
1, …, M, implying that li is feasible. To show that li is optimal by contradiction, suppose li ′
~
~
≠ li for some i ∈ {1, …, M} such that the associated total cost TCTD
′ < TCTD. Thus, v(i) = li ′
′ ≠ P~TD having TCTD
′ ) < w(P~TD). It
′ = w(PTD
such that v(i) ≠ ~v(i) that creates another path PTD

~
~
~
implies that PTD is not a shortest path. Therefore, li for i = 1, …, M is optimal. Also, by
~
~
~
contradiction, suppose there exist feasible M′ ≠ M such that li ′ ≠ li for some i ∈ {1, …, M },
′ < TCTD. Thus, v(i) = li ′ such that v(i) ≠ ~v(i) that creates
such that the associated total cost TCTD
′ ≠ P~TD having TCTD
′ ) < w(P~TD). It implies thatP~TD is not a shortest
another path PTD
′ = w(PTD

~
path. Thus, M is optimal. The proof is completed.
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~
It is clear by Theorem 5.1 that finding a shortest path PTD through GTD(V, E) solves the
corresponding TD problem optimally. The methodology to determine the shortest path and the
optimal solution are described in the next section where an algorithm with polynomial
complexity is proposed.

5.3.1 Computational Procedure
The network model described in the previous section provided a platform for solving
the problem TD for which the implementation is given here. Let the cycle that starts from the
shipment period r to the shipment period s be denoted by cycle (r, s). To compute the weight,
w(vr, vs), of the edge e(vr, vs), let the cost of cycle (r, s) be expressed as G(r, s, n) = nAR + α +

β/n where α = AF + hFIF(li, li+1) and β = ½hRf QFi2 /P. Indeed, G(n, r, s) is convex on n ∈ ℜ, n >
0 in which the stationary point, n*, is obtained using standard calculus. That is,
n* =

β /AR .

(5-15)

The optimal number of orders of raw materials, ~
nrs, is chosen from integers in the
nearest neighborhood of n * and feasible for n > 0 that gives the lowest cycle cost G(n, r, s).
To find a shortest path in the graph representation of the problem TD, this research
applies an algorithm known as DAG-Shortest-Path (as in Cormen et al., 1989). This algorithm
finds shortest paths from a source vertex to all vertices. Note that the indices of vertices are in
sequence of their shipment schedule in time (Definition 5.1, part 1), so the graph GTD(V, E) is
already in topological order. Thus, topological sorting is not required when applying the
DAG-Shortest-Path. The shortest path algorithm uses an array of vertex predecessors, π, to
store for each vertex its immediate predecessor vertex in the shortest path from the source
vertex.
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Algorithm 5.1: Finding Optimum Solution to the Problem TD
Step 1: Constructing graph: Use Definition 1 to construct the graph GTD(V, E).
Step 2: Number of orders and weights computation: For each e(vr, vs) ∈ E: Compute n*

from equation (5-15) and find ~
nrs in the nearest neighborhood of n* that minimizes
nrs, r, s).
G(n, r, s). Set w(vr, vs) ← G(~
Step 3: Shortest path computation: Set v0 as the source vertex and apply DAG-Shortest-

Path.
The surrogate graph model for the problem TD is defined in Step 1. Step 2 of the
algorithm computes the weight of every edge in GTD(V, E) and the corresponding optimum
number of shipments ~
nrs. Step 3 finds a shortest path using the DAG-Shortest-Path algorithm.
The optimum solution to the TD problem is then extracted from the shortest path in Step 3 by
~
tracing the predecessor array, π, from its last element back to the first element. Thus the l i’s
and ~
ni’s values are found in reverse order, from the last cycle to the first one. For a problem
with single-phase demand, the computational complexity of Step 1 and 2 is Θ(E). For a multiphase demand model, the computation of Step 2 is O(NE) since the computation of weight of
an edge takes at mostΟ(N) complexity, where N is the number of shipment periods in [0, Z].
Since the number of edges E is N2, the complexity becomes Θ(N 2) andΟ(N 3) for problems
with single-phase and multi-phase demand models, respectively. The computational
complexity of the DAG-Shortest-Path is Θ(V+E) (Cormen et al., 1989). Thus, the
computational complexity becomes Ο(N3). Two examples are provided to illustrate the
problems with multi-phase demand and single-phase, increasing demand.
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Example 5.1: Cycle Cost for Multi-Phase Demand
Suppose a life cycle demand represented by the pattern of a three-phase demand trend
(increasing, level, and decreasing), as indicated from market survey, with the equation for
phase j is given as Dj(t) = D0j + δjt, where D0 = {200, 680, 1160} units/week and δ = {40, 0, –
20} units/week2. The interval for phase 1, 2 and 3, are [0, 12), [12, 24) and [24, 41) weeks,
respectively. The manufacturer agrees to ship products to buyer in the planning horizon of [0,
40] weeks with the interval of shipments L = 1 week. The quantities of kth shipment period
follow the demand pattern (of phase j) as xk = x0j + kθj where x0 = {220, 680, 1150} units and

θ = {40, 0, –20} units. The set of shipment periods for phase 1, 2 and 3 are φ1 = {0, …, 11}, φ2
= {12, …, 23} and φ3 = {24, …, 40}, respectively. Let P = 850 units/week; f = 2; hR =
$0.07/unit/week; hF = $0.12/unit/week; AR = $75/order; AF =$300/setup.
Consider a production cycle i that starts and ends at shipment periods li = 10 (or Tbi =
10 weeks) and li+1 = 16 (or Tei = 16 weeks), respectively. Since the shipment for period 11
belong to φ1 and the shipments for periods 12 through 16 belong to φ2, the shipment quantities
given by equation (5-9) are,
xik = 220 + (10+k) (40)

for k = 1.

xik = 680 + (10+k)(0) = 680

for k = 2, …, 6.

The production start time is T0i = L – xi1/P = 0.224 week = 1.56 days. The production
quantity is computed using equation (5-4), which is
QFi(10, 16) =

∑

li +1 −li
k =1

xik = 4,060 units.

The time-weighted aggregate production [computed using equation (5-6)], and the timeweighted aggregate shipment quantities [computed using equation (5-7)] are
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16

∫

10

qF (t )dt = QFi(li+1L – liL – T0i – ½TPi) = 13,756.35 unit⋅week,

16

∫

10

qS (t )dt = L∑ki +=11
l

−li −1

xik (li +1 − li − k ) = 10,100 unit⋅week,

respectively. Hence,
IF(10, 16) =

16

∫

10

qF (t )dt –

16

∫

10

qS (t )dt = 13,756.35 – 10,100 = 3,656.35 unit⋅week.

The time-weighted raw material inventory is computed using equation (5-8).
IR(ni, 10, 16) = (2)(4,0602)/[(2)(850)(ni)] = 19,392.47/ni unit⋅week.
ni = 4 orders,
Using equation (5-15), n* = 4.25. The lowest cycle cost is obtained at ~

yielding the cycle cost of Gi(4, 10, 16) = $1,378.13. The cycle cost and number of orders for
all beginning and ending periods are computed in the same manner as the example above. 
The computational procedure for finding the cost of a cycle and the number of orders
of raw materials is provided in the foregoing example. In the next example, a computational
example for the problem TD with the data in the foregoing example is given to determine an
optimal solution.

Example 5.2: Optimal Solution to Problem TD with Multi-Phase Demand
The data in Example 5.1 is considered here for the problem TD with multi-phase
demand model. Since the planning horizon spans [0, 40] weeks and the shipment interval is
every one week, there are 40 shipments in the planning horizon. Thus, the surrogate network
problem is the graph GTD(V, E) that has 41 vertices V = {v0, …, v40} and edges E = {e(vr, vs):
vr, vs∈V, r < s }. The vertex v0 represents the beginning of the planning horizon and v1, …, v40

represent the shipment period 1, …, 40, respectively. The number of orders of raw materials
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associated with each edge and the weights of all edges are computed in the same manner as
the previous example.
Applying the DAG-Shortest-Path with the source vertex v0, a typical predecessor field
of the shortest path is given as

π = {null, 0, 0, 0, 0, 0, 0, 3, 4, 5, 5, 5, 8, 8, 8, 9, 10, 10, 13, 13, 14, 15, 16, 16, 17, 19, 20, 21, 22, 23, 24,
26,27, 28, 28, 29, 32, 32, 33, 34, 35}
Table 5.1 Optimum solution to multi-phase demand and results for Example 5.1
Cycle i
1
2
3
4
5
6
7
Total

~
li
0
5
10
16
23
29
35

~
li+1
5
10
16
23
29
35
40

n~i

2
3
4
5
4
3
2

T0i (days) QFi (Units)

4.86
3.21
1.56
1.40
1.48
2.47
3.46

1,700
2,700
4,060
4,760
3,720
3,000
1,950

Cycle Cost ($)
883.40
1,081.87
1,378.13
1,619.38
1,333.95
1,227.71
900.54
$8,424.98

From the array above, the predecessor of v40 = 40 is π[41] = 35, meaning the beginning
and ending of the last cycle correspond to the shipment period 35 and 40, respectively.
Likewise, the predecessor of v35 is π[36] = 29, meaning the beginning and ending of the next-tolast cycle correspond to shipment period 29 and 35, respectively, and so on. The set of optimal
~
~
beginning (li ) and ending period (li+1) of all cycles is given in the first two columns of Table
~
5.1. The table shows that the optimal number of cycles is M = 7 cycles. The optimal number of
orders of raw materials for each cycle ( n~i ) is shown in the third column of Table 5.1. The
computational results of production start time, production quantity and cycle costs are also
shown in Table 5.1. 
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Example 5.3: Single-phase Increasing Demand
Consider the problem from Diponegoro and Sarker (2002), where x0 = 100 units; θ =
10 units; Z = 26 weeks; L = 1 week = 0.019231 year; P = 29,500 units/year; f = 1; hR = $1
/unit/year; hF = $5/unit/year; AR = $200/order; AF =$300/setup. The computational results of
shipments number, cycle range, and production start time are shown in Table 5.2. 
Table 5.2 Optimum solution to single-phase increasing demand
Cycle i
1
2
3
Total

~
li
0
9
18

~
li+1
9
18
26

n~i

1
1
1

T0i (days) QFi (Units)

5.64
4.53
3.41

1,350
2,160
2,600

Cycle Cost ($)
976.95
1,142.94
1,082.37
$3202.26

It is shown that the optimal number of cycles is 3 with lengths of 9, 9 and 8 shipments
for cycle 1, 2 and 3, respectively. The optimum numbers of orders of raw materials are shown
in the third column. Comparing the result with the heuristic from Diponegoro and Sarker
(2002), which was $3,295.63, the current solution reduces the cost by as much as $93.97.
Using the proposed network model and applying the shortest path method provide an exact
optimal solution that gives a better edge in reducing the total cost.

5.4 PROBLEM WITH LIMITED INVENTORY CAPACITY CONSTRAINTS
The problem addressed above does not limit the capacity of both raw materials and
finished products inventories. It is not uncommon, however, that the capacities of such
inventories are limited in order to reduce the inventory cost (among other costs). Incorporating
the capacity constraint in the optimization is important when the demand varies over time
since the demand during a certain time interval may be very high. This section incorporates
the capacity constraints of both raw materials and finished products for the problem TD.
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Let Rmax > 0 be the limit of raw materials that can be held at any time. The maximum
on-hand inventory of raw materials is Qri/ni. Consequently,
fQFi(li, li+1)/ni ≤ Rmax

(5-16)

limits the raw material capacity. The raw material capacity constraint (5-16) implies that the
decision variables n’s are bounded by a minimum value
nmin = fQFi(li, li+1)/ Rmax > 0.

(5-17)

Let Fmax > 0 be the limit of finished product can be held at any time. Because the onhand level of finished goods cannot increase during downtime, the maximum on-hand finished
products lies only during uptime. Thus, we only need to compare the on-hand level and the
inventory capacity limit during uptime. The interval for uptime of cycle i is (liL, liL+T0i+TPi].
Let m be an integer between 0 and (T0i+TPi)/L. Clearly, (li+m)L is the shipment period on the
uptime of cycle i. The aggregate quantity produced during an interval of time (li, li+m)L is
P(mL – T0i) and the quantity shipped during the same interval is

∑

m
k =1

xik . For the single-phase

demand, the expression of the quantity shipped is simplified into

∑

m
k =1

xik = ½m2θ +

m(xi0 + θ/2) – xi0. For both single-phase and multi-phase demand, the on-hand finished

products inventory must satisfy
P(mL – T0i) –

∑

m
k =1

xik ≤ Fmax for ∀m ∈ (0, {T0i+TPi}/L) and m ∈ ℑ.

(5-18)

Since TPi = QFi(li, li+1)/P, the decision variables li’s are bounded by constraint (5-18). It
is observed that equation (5-18) is composed of a set of linear constraints. An application of
the capacity constraint is provided in the following example.
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Example 5.4: Multi-phase Demand with Capacity Constraints
Example 5.1 is considered where the feasibility with respect to the inventories capacity
for a cycle that starts and ends at shipment periods li = 10 and li+1 = 16, respectively, will be
verified. Suppose the capacity of raw material and finished goods inventories are given by
Rmax = 1,500 units and Fmax = 1,000 units, respectively. From Example 5.1, QFi(10, 16) =
ni = 4 orders. Hence, the minimum number of orders is
4,060 units, T0i = 0.2235 weeks and ~

calculated by equation (5-17) as
nmin = fQFi(li, li+1)/ Rmax = 5.41
ni < nmin. Since the constraint (5-16) is
Thus, the constraint (5-16) is not satisfied since ~
ni = 6 is the optimal number of order that satisfies the
convex on n ∈ ℜ and n > 0, then ~

constraint (5-16).
The production uptime is TPi = QFi(10, 16) /P = 4.78 weeks and (T0i+TPi)/L = 5.00
weeks. Thus, the feasibility of li and li+1 are verified by comparing the LHS of constraint (518) using the integer values in the range of m ∈ (0, 5) with respect to the maximum finished
products inventory Fmax. The value of on-hand finished products or the LHS are 0, 150, 320
and 490 for the value of m equals 1, 2, 3 and 4, respectively. It is shown that the LHS of
constraint (5-18) does not exceed Fmax = 1,000 units, implying that the cycle starting and
ending at li = 10 and li+1 = 16, respectively, is feasible. 
Because of the presence of the constraints (5-16) and (5-18), the network model will
have to be redefined to capture these constraints. The vertices given in Definition 5.1 (part 1)
is retained while the edges and edge weight are redefined. Note that TPi = QFrs/P and nmin =
fQFrs/Rmax.
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Definition 5.3:

GTD(V, E) is a directed, acyclic graph with weighted edges with the vertex
set V, where V is given in Definition 5.1. The edges and the weights of
edges are as follows.

1. E = {e(r, s) : ∀vr, vs ∈ V, r < s,
P(mL – T0r) –

∑

m

i =1

xrk ≤ Fmax for ∀m ∈ (0, {T0i+ QFrs/P}/L ) and m ∈ ℑ}.

2. W = {w(vr, vs): e(vr, vs) ∈ E} is the set of weights where a weight, w(vr, vs), of the edge
e(vr, vs) is the minimal cost, G(n, r, s), of the cycle that starts from shipment period r and

ends at period s satisfying w(vr, vs) =

min

{ G (n, r, s ) : r < s }.

n≥nmin , n∈ℑ



The definition of edges above assures that are the constraints (5-18) are satisfied and
the definition of weights assures that the ~
ni’s satisfy the corresponding constraints (5-16).
Since G(n, r, s) is convex on n > 0, the optimum value of optimal ~
nrs should be greater than or
equal to nmin. Using the new definition above, the shortest path is found by applying Algorithm
5.1 and the optimal solution can be computed accordingly.
It can be seen that the problem FD discussed in Chapter 3 is a special case of the
problem TD with a single-phase constant demand. Therefore, the network approach can be
applied to obtain an exact solution to the problem FD as well.

5.5 OPTIMAL SOLUTION METHODOLOGY FOR PROBLEM FD
This section addresses an exact, efficient solution method for the problem FD. To
determine a policy for the cost minimization of the problem FD, an approach using a surrogate
network model, as in the problem TD, will be utilized here. A weighted, directed acyclic graph
(DAG) represents the problem by which it can be solved optimally. To describe the network
model, the following set of notations is utilized.
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Let l > 0 denote the lth shipment period in the planning horizon. Since the time of
shipment is a multiple integer of the shipment interval, l = 0 and l = N correspond to the
beginning and the ending of the planning horizon, respectively. Let li be the shipment period
that is the beginning of the production cycle i. Hence, liL is the beginning time of cycle i and
Ti = (li+1 – li)L for li < li+1 is the length of cycle i. Consequently, the number of shipments is
mi = li+1 – li and the objective function (3-6) is written as
G(ni, li, li+1) = AF + ni AR + B1(li+1 – li)2/ni + B2(li+1 – li)2 + B3(li+1 – li).

(5-19)

Since mi ≥ 1 [from constraint (3-7c)], the constraint (3-7a) can be rewritten as
0 = l1 < l2 < … < lM < N.

(5-20)

Therefore, the problem FD can be restated by

Problem FDN: Find M, l1, …, lM, n1, …, nM so as to
M

2
2
Minimize Σi = 1 [ AF + ni AR + B1(li+1 – li) /ni + B2(li+1 – li) + B3(li+1 – li) ]

(5-21)

Subject to 0 = l1 < l2 < … < lM < N

(5-21a)

1≤M≤N

(5-21b)

li, ni ≥ 1

(i = 1, …, M)

(5-21c)

M, li, ni ∈ ℑ(i = 1, …, M)

(5-21d)

It can be observed that the foregoing formulation for the problem FDN can be
distinguished from the formulation of the problem TD only by their objective functions. The
network approach can be utilized to solve it optimally using the foregoing reformulation of the
problem FD. The definition of the graph elements for the network approach of the problem FD
will be the same to that for the problem TD except for the weight function. The weight
function for the problem FD is given by equation (5-19).
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Let the graph representation for the problem FDN be denoted by GFD(V, E) where the
sets of vertices V, edges E, and weights W are defined as in Definition 5.1. Using the same
reasoning as Theorem 5.4, finding a shortest path P~FD from v0 to vN through the graph GFD(V,
E) solves the corresponding problem FDN optimally. The computational procedure with
polynomial complexity to determine the shortest path and the optimal solution described in
Algorithm 5.1.
To compute the weight, w(vr, vs), of the edge e(vr, vs), let the weight function be
expressed as G(nrs, r, s,) = nAR + α + β/n, where α = AF + B2(s – r)2 + B3(s – r) and β = B1(s –
r)2. Indeed, G(n, r, s) is convex on n ∈ ℜ, n > 0 in which the stationary point, n*, is obtained
using standard calculus as given in equation (5-15). The optimal number of orders of raw
materials, ~
nrs, is chosen from integers in the nearest neighborhood of n* and feasible for n > 0
that gives the lowest cycle cost G(nrs, r, s). An example of applying the network approach to
solve the problem FD is presented as follows.

Example 5.5: Solving the Problem FD with the Optimal Method
Example 3.1 is reworked here using the optimal approach. Recall that a manufacturer
plans its production and replenishments for a time horizon of Z = 1 year to meet the demand of
D = 7,800 units/year with the production rate P = 11,700 units/year. A quantity of x = 150
units of products are shipped every week (L = 1/52 year). Thus, the total number of shipments
in the planning horizon is N = 52. The costs parameters are AR = $50/order, AF = $250/setup,
CR = $15/unit, CF = $25/unit, hR = $2.5/unit/year, hF = $7.5/unit/year and f = 2.
Here, B1 = hR f x2/2P = 4.807, B2 = hF(L – x/P) x/2 = 3.606 and B3 = (CR f + CF) x + hF x
(x/P – L/2)= 8,253.61.
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There are 52 shipments in the planning horizon since the shipment is performed once
every week over the planning horizon that spans [0, 52] weeks. The network representation
problem is the graph GFD(V, E) that has 52 vertices V = {v0, …, v52} and edges E = {e(vr, vs):
vr, vs∈V, r < s }. The vertex v0 represents the beginning of the planning horizon and v1, …, v52
represent the shipment period 1, …, 52, respectively.
Suppose the shipment periods r = 7 and s = 16 are taken as an example of computing
the weight of an edge. Hence,

α = AF + B2(s – r)2 + B3(s – r) = 74,824.576
β = B1(s – r)2 = 389.367
The stationary point of number of orders is determined by equation (5-15):
n* =

β/AR = 2.79

Comparing the weights G(2, 7, 16) = nAR + α + β/n = $ 75,119 and G(3, 7, 16) = $75,104,
~
n7,16 = 3 is chosen as the optimal number of orders. Therefore, the edge’s weight is w(7, 16) =
$ 75,104. The computation of the remainder of the edges’ weights is done in the same manner.
Once the weights computation is completed, the DAG-Shortest-Path Algorithm is performed
to obtain the shortest path from the vertex v0 to the vertex v52.
Table 5.3 Results for Example 5.5
Cycles
1
2, 3, 4, 5, 6

~i ~
m
n i T0i (days) QR/n (units) QF (units) Gi ($)
7 2
2.3
1043
1200
58,419
9

3

2.3

1174

1350

75,104

Table 5.3 shows the result of solving the problem using the optimal method. The table
~
~1, ~
shows that the number of cycles is M = 6. The cycle 1 has (m
n 1) = (7, 2) with the cost of G1
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~i, ~
= $58,419, and the cycles 2 through 6 have (m
n i) = (9, 3) with the cost of Gi = $75,104. This
yield the total cost of TCFD = 58,419 + (5)(75,104) = $433,941. Using the heuristic procedure
explained in Chapter 3 (Example 3.1), the total cost is TCFD = $433,942. 
It is shown in foregoing example that the heuristic procedure (Chapter 3) yielded a
slightly higher total cost than the optimal approach using the network optimization. A more
extensive set of comparisons of the optimal solution and the heuristic method will be
described in Chapter 6. The advantage of using the heuristic method is that it does not require
an iterative procedure to arrive at a near optimal solution.

5.6 CHAPTER REMARKS
An optimal policy for raw material ordering and production cycle with fixed interval
of delivery driven by external trend demand that follows a life-cycle model is developed in
this research so as to minimize the total production cost. Product items such as personal
computer, software, and other electronic products usually have a life-cycle type demand. To
deal with the demand of such products, a manufacturer needs to adjust its policy concerning
orders of raw materials and production of finished goods. The policy is especially important in
a supply-chain system with buyers requiring JIT shipments. The models developed here can
help a manager quickly respond to consumers’ needs, determine the correct policies to order
the raw materials, deliver the finished products, and manage their operations efficiently. The
future work on this issue would be to extend the proposed solution method to problems with
time varying costs parameters, which is a common operational characteristic in many
industrial situations.
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CHAPTER 6
NUMERICAL TESTS
The fundamentals of solving the supply chain problems with three different scenarios
involving serial system with fixed delivery (FD) interval and quantity, multiple delivery (MD)
with multiple suppliers, and trend demand (TD) were addressed in Chapters 3, 4, and 5,
respectively. The exact optimal methods described in the last two chapters have been shown
analytically to produce global optimum solutions efficiently. In this chapter, the performance
quality of the heuristic and optimal solution methodology to solve problem FD is evaluated.
The optimal solution method proposed in this dissertation will be compared with the branchand-bound solution method offered by the commercial software LINGO™. The computational
time for implementing the proposed methodology for various sizes of the problem is also
presented.
It is realized in Chapter 5 that the problem FD is a special instance of the problem TD
with a single-phase constant demand. It can also be observed that the problem FD is a special
instance of the problem MD as well with a single supplier and a single buyer. Thus, the exact
optimal solution method for both the problem MD and problem TD can be employed to solve
any instances of the problem FD. From the standpoint of the solvability using the branch-andbound method, the problem FD is the least complex problem in comparison to the other two.
Hence, it is plausible to use the instances of the problem FD as a benchmark to test the optimal
solution method with the branch-and-bound approach.
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6.1 PERFORMANCE OF THE LOWER BOUND AND THE HEURISTIC METHOD
To assess the performance of the efficient, heuristic method for the problem FD
described in Section 3.3, this section addresses computational comparisons with the exact,
optimal solution. The exact optimal solution to the problem FD is described in Section 5.5. A
set of six hypothetical scenarios from industrial experience were generated for testing the
methodology. The comparisons are based on six sets of problems (Table 6.1), distinguished by
the ratio of the minimum variable cost to the fixed cost, defined by ρ = B2/AF. The problem
sets 1, 2, 3, 4, 5 and 6 are denoted by P1, P2, P3, P4, P5, and P6, respectively.
Table 6.1 Instances of problem FD for performance comparison.
Parameters

P1
P2
P3
P4
ρ = 0.0144 ρ = 0.0466 ρ = 0.2867 ρ = 0.7466
AR ($/order)
50
45
45
45
3.5
4
4
4
hR ($/unit⋅time)
15
15
15
15
CR ($/unit)
3
4
4
4
f
200
200
200
200
AF ($/setup)
15
25
25
25
hF($/unit⋅time)
25
25
25
25
CF ($/unit)
9000
8500
8500
8500
P (unit/year)
7800
5200
5200
5200
D (unit/year)
150
100
200
400
x (unit/shipment)
.01923
.01923
.0385
.07692
L(year/shipment)

P5
ρ = 1.751
50
3.5
15
2
150
45
50
9500
5200
300
.05769

P6
ρ = 3.650
25
10.5
12
5
100
45
50
11000
5200
400
.07692

ρ = B2/AF

The values (in $) of the objective function obtained by the exact, optimal method, by
the efficient method and by the lower bound are denoted by OPT, TC and LB, respectively.
Relative discrepancy measures (η) are used to compare the relative discrepancy of the
objective function value from the exact solution (OPT), the Algorithm 3.1 (TC) and the lower
bound (LB). The lower bounds are defined in Table 3.2.
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Table 6.2 Objective function value (TC) of the Algorithm 3.1 and the lower bound (LB) for
sets P1, P2 and P3.

N

Problem P1 (ρ = 0.0144)
TC

LB

ηTC/LB
(%)

Problem P2 (ρ = 0.0466)
TC

LB

ηTC/LB
(%)

Problem P3 (ρ = 0.1867)
TC

LB

ηTC/LB
(%)

50

530,764

530,756 0.0014

431,687

431,646 0.0094

864,011

863,831 0.0209

75

796,146

796,135 0.0014

647,526

647,470 0.0087

1,296,041

1,295,746 0.0228

100

1,061,528

1,061,513 0.0014

863,375

863,293 0.0094

1,728,047

1,727,662 0.0223

150

1,592,292

1,592,270 0.0014

1,295,053

1,294,940 0.0087

2,592,059

2,591,493 0.0218

200

2,123,057

2,123,027 0.0014

1,726,740

1,726,587 0.0089

3,456,095

3,455,325 0.0223

250

2,653,821

2,653,784 0.0014

2,158,428

2,158,234 0.0090

4,320,107

4,319,156 0.0220

300

3,184,585

3,184,541 0.0014

2,590,115

2,589,881 0.0090

5,184,119

5,182,987 0.0218

500

5,307,642

5,307,569 0.0014

4,316,856

4,316,469 0.0090

8,640,215

8,638,312 0.0220

700

7,430,700

7,430,597 0.0014

6,043,597

6,043,057 0.0089 12,096,311 12,093,637 0.0221

Table 6.3 Objective function value (TC) of the Algorithm 3.1 and the lower bound (LB) for
sets P4, P5 and P6.

N

Problem P4 (ρ = 0.7466)
TC

LB

ηTC/LB
(%)

Problem P5 (ρ = 1.751)
TC

LB

ηTC/LB
(%)

Problem P6 (ρ = 3.650)
TC

LB

ηTC/LB
(%)

50

1,730,719

1,729,811 0.0525

1,222,315

1,222,315

0

2,231,136

2,231,133 0.0001

75

2,596,030

2,594,717 0.0506

1,833,473

1,833,473

0

3,346,704

3,346,700 0.0001

100

3,461,439

3,459,623 0.0525

2,444,631

2,444,631

0

4,462,272

4,462,267 0.0001

150

5,192,061

5,189,435 0.0506

3,666,947

3,666,947

0

6,693,409

6,693,401 0.0001

200

6,922,781

6,919,247 0.0511

4,889,263

4,889,263

0

8,924,545

8,924,534 0.0001

250

8,653,500

8,649,059 0.0514

6,111,578

6,111,578

0

11,155,681 11,155,668 0.0001

300

10,384,220 10,378,871 0.0515

7,333,894

7,333,894

0

13,386,818 13,386,802 0.0001

500

17,307,001 17,298,118 0.0514 12,223,157 12,223,157

0

22,311,363 22,311,337 0.0001

700

24,229,782 24,217,365 0.0513 17,112,421 17,112,421

0

31,235,909 31,235,872 0.0001

121

The discrepancy measures are

ηTC/LB = (TC – LB)/LB

(6-1)

ηTC/OPT = (TC – OPT)/OPT.

(6-2)

Table 6.2 and Table 6.3 display the computational comparison for problems with
various values of ρ and the problem size, N, where N is the total number of shipments in the
planning horizon. They showed the comparison of the objective function values resulting from
implementing Algorithm 3.1 with the lower bound defined in Table 3.2. The values of TC,
OPT, and LB are showed in $ while the discrepancy measures are showed in percent (%).
The discrepancy ηTC/LB shown in Table 6.2 and Table 6.3 measures the relative
difference between the objective function values from Algorithm 3.1 and the respective lower
bounds for problem sets 1 through 6. Note that the numbering of the problem sets is ordered in
the increasing value of ρ. The tables showed that the relative discrepancy between the TC and
the LB are marginal, which are less than 0.06%. Such a small discrepancy indicates that the
proposed algorithm resulted in a near optimal solution to the given problem sets. For problem
Set 5, the TC and the LB converge to the same value.
It is observed that the size of the problems has rather little effect on the relative
discrepancy (ηTC/LB). It indicates that the size of problems has rather little impact on the
quality of the solution resulting from the proposed algorithm. However, the relative
discrepancy is affected by the ratio ρ. For a small ratio ρ (Problem 1), the value of ηTC/LB is
quite small, which then the value of ηTC/LB increases as the value of ρ increases, and decreases
again as the value of ρ becomes greater than 1.
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Table 6.4 Objective function value of the optimal method and the Algorithm 3.1 for sets P1,
P2 and P3.

N

Problem P1 (ρ = 0.0144)
OPT

TC

ηTC/OPT
(%)

Problem P2 (ρ = 0.0466)
OPT

TC

ηTC/OPT
(%)

Problem P3 (ρ = 0.1867)
OPT

TC

ηTC/OPT
(%)

50

530,764

530,764

0

431,678

431,687 0.0021

863,940

864,011 0.0083

75

796,146

796,146

0

647,517

647,526 0.0014

1,295,922

1,296,041 0.0093

100

1,061,528

1,061,528

0

863,356

863,375 0.0021

1,727,880

1,728,047 0.0097

150

1,592,292

1,592,292

0

1,295,034

1,295,053 0.0014

2,591,820

2,592,059 0.0093

200

2,123,038

2,123,057

0

1,726,713

1,726,740 0.0016

3,455,760

3,456,095 0.0097

250

2,653,802

2,653,821

0

2,158,391

2,158,428 0.0017

4,319,700

4,320,107 0.0094

300

3,184,567

3,184,585

0

2,590,069

2,590,115 0.0018

5,183,640

5,184,119 0.0093

500

5,307,605

5,307,642

0

4,316,782

4,316,856 0.0017

8,639,400

8,640,215 0.0094

700

7,430,643

7,430,700

0

6,043,495

6,043,597 0.0017 12,095,160 12,096,311 0.0095

Table 6.5 Objective function value of the optimal method and the Algorithm 3.1 for sets P4,
P5 and P6.

N

Problem P4 (ρ = 0.7466)
OPT

TC

ηTC/OPT
(%)

Problem P5 (ρ = 1.751)

Problem P6 (ρ = 3.650)

OPT

TC

ηTC/OPT

OPT

TC

ηTC/OPT

(%)

(%)

50

1,730,029

1,730,719 0.0399

1,222,315

1,222,315

0

2,231,136

2,231,136

0

75

2,595,044

2,596,030 0.0380

1,833,473

1,833,473

0

3,346,704

3,346,704

0

100

3,460,058

3,461,439 0.0399

2,444,631

2,444,631

0

4,462,272

4,462,272

0

150

5,190,088

5,192,061 0.0380

3,666,947

3,666,947

0

6,693,409

6,693,409

0

200

6,920,117

6,922,781 0.0385

4,889,263

4,889,263

0

8,924,545

8,924,545

0

250

8,650,147

8,653,500 0.0388

6,111,578

6,111,578

0

11,155,681 11,155,681

0

300 10,380,176 10,384,220 0.0390

7,333,894

7,333,894

0

13,386,818 13,386,818

0

500 17,300,294 17,307,001 0.0388 12,223,157 12,223,157

0

22,311,363 22,311,363

0

700 24,220,411 24,229,782 0.0387 17,112,421 17,112,421

0

31,235,909 31,235,909

0
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The comparison of the objective function value of the exact optimal approach (TC) and
the objective function value of the Algorithm 3.1 are displayed in Table 6.4 and Table 6.5.
The first table shows the results for problem sets 1, 2 and 3, and the second table shows the
results for problem sets 4, 5, and 6. The discrepancy ηTC/OPT measured the relative difference
between the results from the optimum solution (OPT) and the Algorithm 3.1 (TC). The
comparison showed that the relative discrepancy between the optimal approach and the
algorithm 3.1 is less than 0.04%. For problem Sets 1, 5, and 6, the discrepancies converged to
zero.

Relative discrepancy (%)

0.100
0.090

Average (ηTC/OPT)

0.080

Average(ηTC/LB)

0.070
0.060
0.050

P2

P4

P1

0.040
0.030

P3

0.020
0.010

P6

P5

0.000
0

0.5

1
2
1.5
Variable-to-fixed cost ratio, ρ

2.5

3

3.5

4

Figure 6.1 Relative discrepancy for various value of the cost ratio ρ
The results demonstrated the proposed method produced a near optimal solution
efficiently since the optimal approach and the Algorithm 3.1 converge to a very close value.
The results in Table 6.4 and Table 6.5 showed that the sizes of the problem have a marginal
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effect on the value of ηTC/OPT. It implies that the sizes of the problem do not affect the quality
of the solution produced by the Algorithm 3.1 for the given sets of problems.
It is observed that, as the value of ρ increases, the average relative
discrepanciesηTC/OPT and ηTC/LB tend to increase, reaching to a peak value, and then decrease,
forming a concaved curve. It is interesting to point out that the same average relative
discrepancy becomes very small as the cost ratio ρ becomes greater than 1. This observation is
depicted in Figure 6.1. From the value of stationary point for the number of cycles in equation
(3-20), the optimum number of cycles is proportional to the cost ratio ρ and the problem size
N. Thus, when the cost ratio is greater than 1, the optimum number of cycles (of the relaxed
problem) is binding to N, while the exact, integer solution is also expected to be the same.
Table 6.6 Computing time of the optimal method on a 1400 MHz PC.
N
50
75
100
150
200
250
300
500
700

Average Time
(sec.)
0.407
1.028
2.076
7.309
24.193
68.233
168.293
1,673.821
6,715.689

Standard Dev.
(sec.)
0.021
0.014
0.036
0.304
0.592
2.065
3.154
16.241
46.870

Coefficient of
Variation
0.051
0.014
0.017
0.042
0.024
0.030
0.019
0.010
0.007

N = number of shipments

The average and standard deviation of the computing time on a 1,400 MHz computer
is given in Table 6.6 for various problem sizes. The average and standard deviation time are
calculated from the computing time of all problem sets with the same size of N. The
coefficient of variation (CV) is defined as the ratio of the standard deviation to the mean,
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measuring the relative variability of the computing time. The computing time of the optimal
method is shown to be efficient even for problems with large instances. Consider a supply
chain system that schedules one delivery of finished products every day for one year. The size
of the problem for such a system will be the number of days (350) in a year, which is solvable
using the proposed optimal method in less than 30 minutes. The coefficients of variation in the
table above show that the computing time is very stable for various sizes of problems (<4%).
6.2 THE OPTIMAL METHOD AND THE BRANCH-AND-BOUND
The superior performance of the method has been shown numerically in the previous
section. It was shown analytically in Chapters 4 and 5 that the proposed network optimization
resulted global optimal solutions for the problems FD, MD and TD. These methods have
computational complexities of Θ(N2) at best or O(N3) at the worst (for multi-phase demand of
the problem TD). Such complexities are manageable using current computing tools.
The branch-and-bound (B&B) method is widely used in solving the optimization of
discrete problems. There are ample software packages in the market that are capable of
performing the B&B method. For the sake of comprehensiveness and showing the benefit of
implementing the proposed method, we will compare the performance of the proposed method
with the more popular, widely used, B&B approach. The LINGO™ software package was
used in this research to implement the B&B method. It should be noted that there is no
guarantee that the solutions produced with this method are always globally optimal. The
problem set given in Appendix 2.1 will be used for performing the comparison. Denote the
objective function value (in $) from the B&B method by BB.
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Table 6.7 Comparison of the optimal solution and the branch-and-bound solution to problem
sets P1, P2, and P3.

N

Problem P1 (ρ = 0.0144)
OPT

BB

ηBB/OPT
(%)

Problem P2 (ρ = 0.0466)
OPT

BB

ηBB/OPT
(%)

Problem P3 (ρ = 0.1867)
OPT

BB

ηBB/OPT
(%)

10

106,160

106,160

0.00

86,336

86,336

0

172,788

172,789

0.00

13

138,020

138,030

0.01

112,240

112,240

0

224,636

224,638

0.00

16

169,843

169,843

0.00

138,144

138,144

0

276,461

276,462

0.00

20

212,319

212,319

0.00

172,671

172,671

0

345,576

345,578

0.00

25

265,382

265,382

0.00

215,839

215,839

0

431,982

432,009

0.01

30

318,469

318,469

0.00

259,007

259,007

0

518,364

518,367

0.00

40

424,608

424,608

0.00

345,342

345,342

0

691,152

-

-

50

530,764

530,764

0.00

431,678

-

863,940

-

-

-

Table 6.8 Comparison of the optimal solution and the branch-and-bound Solution to problem
sets P4, P5, and P6.

N

Problem P4 (ρ = 0.7466)
OPT

10

346,006

13

449,808

16

553,609

20

692,012

25

BB
346,036

ηBB/OPT
(%)

Problem P5 (ρ = 1.751)
OPT

BB

ηBB/OPT
(%)

Problem P6 (ρ = 3.650)
OPT

BB

ηBB/OPT
(%)

0.01

244,463

244,463

0

446,227

-

-

-

317,802

317,802

0

580,095

-

-

0.01

391,141

391,141

0

713,964

713,970 0.0001

-

-

488,926

488,926

0

892,455

892,461 0.0001

865,015

-

-

611,158

611,158

0

1,115,568

-

-

30

1,038,018

-

-

733,389

-

-

1,338,682

-

-

40

1,384,024

-

-

977,853

-

-

1,784,909

-

-

50

1,730,029

-

-

1,222,316

-

-

2,231,136

-

-

553,640
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To compare the discrepancy of the objective function value between the optimal
method and the branch-and-bound method, the relative discrepancy measure is given as

ηBB/OPT = (BB – OPT)/OPT.

(6-3)

The comparisons of the optimal solution and the B&B are shown in Table 6.7 and
Table 6.8. The tests are performed on problem sets P1 through P6 (Table 6.1) for various sizes
of N. The entries with the ‘-’ marks under the BB columns indicate that the B&B method
could not solve the corresponding instances of problems.
In terms of the quality of the solution, the proposed optimal method surpasses the
performance of the B&B method. Both Table 6.7 and Table 6.8 showed that the B&B method
was unable to solve even small instances of some problems (i.e., problem P6 of size N = 10).
It is also evident from the tables that as the problem size increases, the problems become more
unsolvable using the B&B method, showing that the B&B method is very unstable. It is
shown in that the objective function values from the optimal method are better than the B&B
method, although the B&B reached optimality on most of the problems that are solvable by
B&B. Although the solvability of a problem using B&B on commercial software depends on
the way of formulating the problem, the presence of nonlinear objective functions or
constraints, such as in the problems in this research, keeps on impeding the ability of the
method to solve. The program code of the LINGO program is documented in Appendices 2.1
and 2.2.
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Table 6.9 Computation time of the B&B and the optimal method
B&B
N
10
13
16
20
25
30
40
50

Average
(sec.)
49.600
27.000
59.833
85.000
118.500
223.333
315.500
465.000

Optimal

Stdev.
(sec.)
41.168
6.683
40.072
96.174
113.327
154.991
282.136
-

Coeff. of
Variation
0.830
0.248
0.670
1.131
0.956
0.694
0.894
-

Average
(sec.)
0.013
0.023
0.038
0.062
0.097
0.137
0.257
0.412

Stdev.
(sec.)
0.005
0.005
0.004
0.004
0.005
0.010
0.010
0.007

Coeff. of
Variation
0.387
0.221
0.106
0.073
0.053
0.073
0.040
0.018

Sec.
"B&B"
"Optimal"

450
350
250
150
50
0
10

13

16

20

25

30

40

50

Total number of shipments, N

Figure 6.2 Computing time of the B&B and the optimal method
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In terms of computing time, the proposed optimal method outperforms the B&B
procedure as they are shown in Table 6.9 and Figure 6.2. The B&B takes about one thousand
times as long as the optimal method to solve the same instance of problems. From the
variability standpoint, the optimal method is very stable, as it was also shown in Table 6.6.
The problem size does not affect the variability of the computational time. In contrast, the
computing time of the B&B method is very dependent on the problem instances as it is shown
on its standard deviation. As described in Chapter 3, the problem FD is a non-linear and
integer problem. As a consequence, the B&B displayed a poor performance in solving the
problems.
Using the instances of the problem FD, the proposed optimal method outperforms the
B&B method by far in terms of solution quality, stability, and computing time. The use of
instances of the problem FD to perform the comparison without using the instance of the
problem TD and problem MD can be justified here because the structure of the TD and MD is
more complex in terms of the number of constraints and the characteristic of the objective
function. Thus, the last two problems are less solvable using the B&B procedure.
6.3 CHAPTER REMARKS
In this chapter, the computational performance of the heuristic method for the problem
FD has been presented. The results show, in terms of computational efficiency, closeness to
the optimal solution, and the solution stability. The proposed optimal methodology is also
shown to be superior in terms of the solution quality and the computing time, outperforming
the branch-and-bound method. Thus, implementing the proposed method clearly benefits the
supply chain managers to obtain a practical solution to their production planning situation.
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CHAPTER 7
GENERAL CONCLUSIONS
The primary objective of this research was to determine the operations policy for a
finite planning horizon in a two-stage supply chain system to minimize both the inventory and
the total system cost. Three types of problems were studied: serial system with fixed delivery
quantity, the supply chain system with multiple suppliers and multiple buyers, and the supply
chain system with trend demand. This chapter assembles the conclusive remarks on this
research in the form of short summary, research results, important conclusions, and future
research issues.
7.1 SUMMARY
This research presents an operations policy for a supply chain system with the just-intime delivery system. A set of specific problems are categorized as a serial system with fixed
delivery interval and quantity (FD), multiple suppliers with multiple delivery schedules (MD)
to multiple buyers, and time-dependent quantity with trend demand (TD). These modeling
categories prescribe operation policies for varying market demands with a finite planning
horizon. The FD and MD models prescribe operation scenarios for market demands that are
relatively level, but both are distinguished by their supply chain configurations of the number
of suppliers and the number of buyers. The problems MD and TD are generalization of the
problem FD.
The operations policy prescribes the number of orders and the order quantities of raw
materials from suppliers, production quantities, production start time, shortage duration, cycle
time, and number of cycles for a finite planning horizon. The objective of the policy is to
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minimize the total system costs and the inventory. Unique properties of the policy have been
characterized to determine heuristic and exact solution methodologies. The time varying
demand model of the products is incorporated in the policy to respond to the market with
significantly changing demand over the planning horizon. Unlike techniques used in the past,
this research used a network approach to model the system and construct efficient solution
methods that obtain solutions optimally. This research also imposes exact computations of the
inventory cost that are influenced by the lumpy shipments of finished products.
The computational effort for solving each problem category using the proposed
method is shown to be efficient with optimal or near optimal results. The heuristic method to
solve the problem FD and its lower bounds of the total cost are based on an integer relaxation
approach. The network model is used as the basis for determining the exact optimal solutions
for the cost minimization for the problems MD and TD. The network approach is applicable
for the problem FD since it is a special case of the problems MD and TD.
7.2 RESULTS
The minimum costs obtained by the heuristic for the problem FD and their
corresponding lower bounds are shown to be very close, within 0.06 percent. The heuristic
solutions are also shown to be very close to optimal solutions within 0.04 percent. The gap
between the optimal and the heuristic, and the gap between the lower bound and the heuristic
vary according to the variable-to-fixed costs ratio (ρ).
Using unique properties of the problem MD, the production start time and initial
inventory can be obtained efficiently in Θ(N2) computational time. The production start time is
determined so as to minimize the inventory and it assures the production supply is satisfied.
The problem of determining the production start time and initial inventory is categorized as a
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mixed-integer, non-linear problem (MINLAP) with non-convex, integer constraints. Unlike
the problem MD, the production start time in the other two problems is easy to obtain. Using a
shortest path method applied in the network model of the problem MD and the problem TD
(with single phase demand), the cost minimization can be computed efficiently in Θ(N2) time.
For the multi-phase demand case of the problem TD, the computational time is O(N3).
7.3 CONCLUSIONS
The proposed heuristic approach solves instances of the problem FD within 0.04
percent of optimal solutions in which the performance of the heuristic method is not affected
by the size of the problem (N), but varies depending on the cost ratio of the minimum variable
cost to the fixed cost (ρ). The lower bound and the approximate solution converge to the
optimal solution as the variable-to-fixed cost ratio (ρ) approaches to 1 (unity).
The solution space of the problem IST, which is used to determine the production start
time and the initial inventory, can be reduced to a finite set using the optimization model to
enhance the solvability of the problem. The supply chain problems categorized as the
problems FD, MD and TD form the mixed-integer, non-linear problems (MINLP) with nonconvex objective functions (and non-convex constraints for problem MD). The problem MD
with a single supplier and a single buyer is reducible to the problem FD. The problem TD with
a level demand is reducible to the problem FD. These problems can be represented as network
systems. Large instances of these problems are solved efficiently with the proposed networkbased methodology that yields optimal solutions.
The proposed model allows the decision maker to quickly respond to the changes in
demand and setup parameters (fixed and variable costs) by adjusting the cost parameters and
the planning horizon. System performances such as work in process, inventory cost, and
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system cost are greatly reduced by implementing the prescribed policy and solution
methodologies.
This research has potential application in industries for determining the production
quantity, production start time, cycle length, order quantity and number of orders for a twostage (supply) storage system. Specific applications are seen in supply chains for electronic,
microchips, and retailers industries.
7.4 MANAGERIAL PERSPECTIVES
Having presented the methodology for determining the optimal policy for a supply
chain system, the usefulness of the developed method from a managerial perspective is
described here. Consider a supply chain system of a manufacturing company producing
different computer peripherals (finished products). The demand for such products is assumed
known, from a result of some forecasting technique or based on pre-ordered quantities by
buyers. Various types of raw materials are procured from different suppliers. The finished
products are supplied at a given interval of time and given quantities of shipments to
downstream buyers who are dispersed geographically. The demand and the cost parameters
associated with the production supply system can be considered stable only for a finite
planning horizon. The manager is faced with the question of how to determine the number of
production cycles, the number of orders, the quantities of raw materials per order, the
production start time, the batch size, and the initial and ending inventories in each cycle.
Suppose that the shipments to buyers are as frequent as once per day and the planning
horizon to be considered is one year. Then, there are about 365 shipments to make in the
planning horizon. When the supply to buyers has the same quantity and interval of shipments,
then the solution methodology for the problem FD (fixed deliveries) can be applied by the
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manager. Because of its closed-form search procedure, this solution method is very efficient to
arrive at a near optimum solution that minimizes the system cost. The lower bound for this
class of problem can be utilized as a measure of the discrepancy between the obtained results
and the optimal solution. Then, the manager can try for localized improvements.
When the demand of one buyer is different from that of another then the manager can
use the solution methodology for the problem MD (multiple deliveries). If the demand of
products varies significantly over the planning horizon, the manager can apply the
methodology for the problem TD (trend demand). The last two methodologies (problems MD
and TD) are guaranteed to arrive at optimal solutions that minimize the system cost. Although
the two methodologies employ iterative methods [with Θ(N2) or O(N3) complexity], they are
still computationally favorable because they solve all the problems (FD, MD, and TD) while
the closed-form search procedure solves the problem FD only.
7.5 FUTURE RESEARCH
Potential research issues that can be pursued further concerning the supply chain
system addressed in this research are given in the following.
1.

Demand uncertainty: In some supply chain systems, the demand of downstream
stations may not be known with certainty. Thus, incorporating the randomness in
demand can be beneficial to respond to such a scenario.

2.

Variable production capacity: The capacity of production in some manufacturing
facilities can be adjusted for the demand of the products. The model developed here
assumed only a constant production capacity. All three problems addressed may be
extended to systems with a variable production capacity as the decision variable, which
is a more general class of supply chain problems.
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3.

Stochastic parameter analysis: When the problem involves significant uncertainty in
the cost parameters, further research can be carried into two aspects:
(a) Testing the sensitivity of the total cost to the change of the cost parameter.
(b) Incorporating a stochastic programming methodology to solve the problems with
variability in the cost parameters.

4. Multi-stage system: Finally, extending the current research to address three or more
stages with network structure of supply chain system might be of interest to many
researchers. This system is more applicable when the stages under consideration are
owned by the same company.
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APPENDIX 1
PROOFS OF CONVEXITY
1.1 CONVEXITY TEST OF THE COST FUNCTION TCFD
We use x (with boldface) to mean a row vector x and xT is its transpose. Let [mT, nT] =
[m1, …, mM, n1, …, nM] and S be a set in ℜ2M defined by S = {y: y ≥ 1} where yT = [y1, …, yM,
yM+1, …, y2M] = [mT, nT] and 1 ≤ M ≤ N.
Since TCFD is a sum of Gi(mi, ni), it is sufficient to show that Gi(mi, ni) is convex on S.
Note that B1, B2 > 0. For mi, ni ≥ 1, the Hessian of Gi, for i = 1, …, 2M, is

2 B + 2 B1 ni
H(mi, ni) =  2
2
 − 2 B1 mi ni

− 2 B1 mi ni2 

2 B1 mi2 ni3 

(A-1)

The values of the first and second principal minors (PM) are computed from the
Hessian matrix above for mi, ni ≥ 1. The first PMs are
2B2 + 2B1/ni ≥ 0 and 2B1mi2/n 3i ≥ 0
The second PM is
4B1B2mi2/n 3i ≥ 0.
All principal minors are shown to be nonnegative. Thus, Gi(mi, ni) is convex on S, and, TCFD
is also convex on S.
1.2 STATIONARY POINT OF THE COST FUNCTION IN EQUATION (3-19)

Let yT = [M, n], S = {y: y > 0} and S ∈ ℜ2. Solving ∇f(M, n) = 0 for M0 and n0, where

we have

 A + nAR − (B 1 n + B2 )( N M )2 
∇f ( M , n ) =  F

2
AR M − (B1 M )( N n )



(A-2)

M0 = N B2/AF and n0 = B1AF/B2AR

(A-3)
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Since [M, n] > 0, the solution above is a unique solution. Consequently, there exist a unique
stationary point of f(M, n) on S. Note that the gradient, ∇f, above implies that a unique
subgradient of f exists on S.
1.3 CONVEXITY TEST OF THE COST FUNCTION IN EQUATION (3-19)

Let yT = [M, n] and S be a set in ℜ2 defined by S = {y: y > 0}. It is observed (in
Appendix 1.2) that a unique stationary point (M0, n0) of the cost function (3-19) exists on y ∈

S defined by equations (3-20) and (3-21). It will be shown that the cost function is convex at
(M0, n0). The Hessian of f(M, n):

(2 B2 + 2 B1 n )(1 / M 3 )
H(M, n) = 
2
2
 AR N + B1 (Mn )

2
AR N 2 + B1 (Mn )  2
N
2 B1 Mn 3 

(A-4)

where B1, B2 > 0. At the stationary point (M0, n0), the values of first PMs are

(

)

2 AR3 B2 N AF AR B1 > 0 and 2 AF3 B2 AF + AF AR B1 B2 N > 0
The value of the second PM is

4 AR3 AR AF B2 B1 > 0,
Since all of the PM are nonnegative f(M, n) is convex on (M0, n0). Since (M0, n0) is the
only stationary point exist on S that is also convex and there is a unique subgradient on S (see
Appendix 1.2) then f(M, n) is monotonically increasing in any direction departing from (M0,

n0) in S. Therefore, (M0, n0) is the global minimum on S.
1.4 CONVEXITY TEST OF THE COST FUNCTION TCFL

It is sufficient to show that Gi(mui, mdi, ni) is convex for mui, ni > 0 and mui, ni ∈ ℜ for i
= 1, …, M. Note B1, B2 > 0. For mui > 0, the Hessian of Gi for i = 1, …, 2M is
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2 B2 + 2 B1 ni

H(mui, mdi, ni) = 
0
 − 2 B1mui ni2


0 − 2 B1mui ni2 

0
0

0 2 B1mui2 ni3 

(A-5)

For mui, ni > 0, the first principal minors (PM) of H are 2B2 + 2B1/ni > 0, 2B1mi2/n i3 > 0 and 0;
the second PM are 4B1B2mi2/n 3i > 0, 0 and 0; and, the third PM is 0. Thus, Gi(mui, mdi, ni) and
TCFD is convex on S.

146

APPENDIX 2
COMPUTER CODE
2.1 BRANCH-AND-BOUND USING LINGO PROGRAM

The following computer code in LINGO is utilized to solve the instances P1 through
P6 of the problem FD in Chapter 6.
SET ECHOIN 1
IPTOL .1
MODEL:
DATA:
CYCLE = @OLE('C:\My Documents\Dissertation\LINGO Program\FDPROB.xls', 'CYCLE');
ENDDATA
SETS:
Variables /1..CYCLE/: m, n, y, z;
Parameters / AF AR NN B1 B2 B3/: C;
ENDSETS
[OBJECTIVE] MIN = @SUM( Variables(J):
C(1) + C(2)*n(J) + C(4)*y(J) + C(5)*z(J) + C(6)*m(J) );
[Equality] @SUM( Variables: m ) = C(3);
@FOR( Variables(J):
[Bound_M] @BND(1, m(J), C(3));
[NonNegativity] n(J) >= 1);
@FOR( Variables(J):
[Transform1] y(J)*n(J) - z(J) = 0);
@FOR( Variables(J):
[Transform2] m(J)*m(J) - z(J) = 0);
@FOR( Variables(J):
[Integrality_M] @GIN(m(J));
[Integrality_n] @GIN(n(J)) );
DATA:
C = @OLE('C:\My Documents\Dissertation\LINGO Program\FDPROB.xls', 'P_S');
@OLE('C:\My Documents\Dissertation\LINGO Program\FDPROB.xls', 'OBJ') = OBJECTIVE;
@OLE('C:\My
Documents\Dissertation\LINGO
Program\FDPROB.xls',
'STATUS')
=
@STATUS();
ENDDATA
END
TERSE
GO
QUIT

147

2.2 VISUAL BASIC MACRO FOR EXCEL

The following macro for Excel is utilized to execute the LINGO code to solve the
instances P1 through P6 of the problem FD.

Sub Auto_Open()
Shell ("C:\LINGO4\Lingo.exe")
End Sub

Sub Solve()
Dim NN As Integer, problem As Integer
Dim cycle As Integer, oldtime
Dim OFV As Double, BestOFV As Double, status As Integer
'Identify problem to solve
problem = Range("CURPROB")
For i = 1 To 6
Range(Cells(10 + i, 9), Cells(10 + i, 9)).FormulaR1C1 = _
Range(Cells(10 + i, 1 + problem), Cells(10 + i, 1 + problem))
Next i
BestOFV = 1E+20
Sheets("FDPROB").Select
NN = Cells(21, problem + 1)
oldtime = Time
'iterating for each cycle number M
For cycle = 1 To NN
Range("CYCLE").FormulaR1C1 = cycle
LINGOSolve
OFV = Range("OBJ")
'Write objective (in black color font)
Range(Cells(24 + cycle, problem + 1), Cells(24 + cycle, problem + 1)).Select
Selection.FormulaR1C1 = OFV
Selection.Font.ColorIndex = 0
'check optimization status (0 = gobal/local optimal, 0 < infeasible)
If Range("STATUS") > 0 Then
Selection.Font.ColorIndex = 3
Else
If OFV < BestOFV Then
BestOFV = OFV
End If
End If
Next cycle
Range(Cells(23, problem + 1), Cells(23, problem + 1)).FormulaR1C1 = BestOFV
Range(Cells(22, problem + 1), Cells(22, problem + 1)).FormulaR1C1 = Time oldtime
End Sub
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Sub LINGOSolve()
Set LINGO = CreateObject("LINGO.Document.4")
Dim iErr As Integer
iErr = LINGO.RunScriptRange("MODEL")
If (iErr > 0) Then
MsgBox ("Unable to solve model")
End If
End Sub
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