In this paper, we define an in plane Cox process and prove the time-normalized point process of exceedances by a dependent normal sequence converging to the Cox process in distribution under some mild conditions. As some applications of the convergence result, two important joint asymptotic distributions for the order statistics are derived. MSC: 60F05; 62E20
Introduction
Let {ξ i , i ≥ } be a standardized normal sequence with correlation coefficients r ij = Cov(ξ i , ξ j ) and M (k) n be the kth largest maxima of {ξ i ,  ≤ i ≤ n}. A conventional assumption is that r ij →  as j -i → +∞ at different rates according to which dependent normal sequences are classified into two different types: 'weakly dependent' and 'strongly dependent', respectively. Leadbetter et al. [] considered the case: r ij = r |j-i| and r n log n →  as n → +∞, i.e. {ξ i , i ≥ } is a weakly dependent stationary normal sequence. By using asymptotic independence, they focused on M (k) n and its location (which is written as L (k) n ) and obtained the asymptotic behavior of the probabilities P(a n (M ()
n /n ≤ t), and P(a n (M () n -b n ) ≤ x  , a n (M () n -b n ) ≤ x  ); here and in the sequel the standardized constants a n and b n are defined as a n = ( log n) / , b n = a n -(a n ) - (log log n + log π).
(.)
Mittal and Ylvisaker [] showed that if r ij = r |j-i| and r n log n → γ >  as n → +∞ (the strongly dependent stationary case) then a n (M () n -b n ) tends in distribution to a convolution of exp(-e -x ) and a normal distribution function, and further if r n log n → ∞ then by a different normalization, the limiting distribution is normal. Recently, several important results for extremes of dependent normal sequences were established. Ho [] for point processes of exceedances by strongly dependent Gaussian vector sequences. Throughout this paper, let {ξ i , i ≥ } be a standardized strongly dependent stationary normal sequence with correlation coefficients r ij = Cov(ξ i , ξ j ). C stands for a constant which may vary from line to line and '→' for the convergence as n → ∞. The remainder of the paper is organized as follows. In Section , we define an in plane Cox process and prove that the time-normalized point process N n of exceedances of levels u
n by {ξ i ,  ≤ i ≤ n} converges in distribution to the in plane Cox process. In Section , as the applications of our main result, the asymptotic results of the probabilities P(a n (M
Convergence of point processes of exceedances
Let {ξ i , i ≥ } be a standardized normal sequence with correlation coefficients r ij = Cov(ξ i , ξ j ) satisfying the following assumptions:
We concentrate on deriving the convergence of the time-normalized exceedance point process N n of the levels u [] . The former gave a detailed introduction to Berman's inequality and derived the inequality for some general scaling random variable and thus obtained a Berman inequality for non-normal random vector. The upper bound of Berman's inequality gives an estimate of the difference between two standardized n-dimensional distribution functions by a convenient function of their covariances. According to Hashorva and Weng [] , some results for normal sequences may be extended to non-normal cases. The following lemmas are also needed in the proof of our result.
Lemma . Let d >  and γ ≥  be constants, put ρ n = γ / log n and suppose that r n log n → γ as n → ∞. Then, for any sequence {u n } such that n( -(u n )) is bounded, we have
Proof The proof can be found on p. in Leadbetter et al. [].
Leadbetter et al.
[] defined a Cox process N with intensity exp(-x -γ + √ γ ζ ), where ζ is a standard normal random variable, i.e. the process has the distribution determined by the following probability:
where m(·) is the Lebesgue measure and proved that a point process N n of timenormalized exceedances converges in distribution to N on (, +∞) which is summarized as Lemma . below.
Lemma . Suppose {ξ i , i ≥ } is a standard stationary normal sequence with covariances satisfying (.). Then the point process N n of time-normalized exceedances of the level
u n (u n = x/a n + b n ) converges in distribution to N on (, +∞),
where N is the Cox process defined by (.).
Proof The proof can be found on p. in Leadbetter et al. [] .
In Theorem . below, we extend Lemma . to the case of exceedances of several levels and study a vector of point processes
For clarity, we record the locations of u has the distribution characterized in (.). Let β j , j = , , . . . be independent and identically distributed (i.i.d.) random variables, independent also of the Cox process on L r , taking values , , . . . , r with conditional probabilities
. . , L r-β j + , vertically above σ j , we can obtain an in plane Cox process N . Obviously the probability that a point appears L r- above σ j is P(β j ≥ |ζ = z) = τ r- /τ r and the deletions are conditionally independent, so that N (r-) is obtained as a conditionally independent thinning of the Cox process N (r) .
The structure of the in plane Cox process N is very similar to that of the Poisson process on p. in Leadbetter et al. [] , but the independent thinning is replaced with the conditionally independent thinning here.
Theorem . Suppose {ξ i , i ≥ } is a standardized normal sequence satisfying the conditions in Lemma .. Let u 
follows. In order to prove (b), we must show that P(N n (B) = ) → P(N(B) = ), where
where
By the above thinning property, obviously
). Consider the probabilities of (.) and (.) and obtain
It is convenient to firstly prove the following result. Let {ξ i , i ≥ } be a standardized normal sequence with the correlation coefficient ρ. 
where ρ n = γ / log n. Using Berman's inequality, the bound of (.) does not exceed
where the sum is carried out over i < j and i, j ∈
n stands for x i /a n + b n or x j /a n + b n , and ω ij = max{|r ij |, ρ n }. Furthermore, (.) does not exceed
Noting n( -((min ≤i≤n x i )/a n + b n )) is bounded, the last '→' attributes to Lemma .. So it suffices to prove
where the proof of the last '=' can be completed by using the argument on the first line from the bottom on p. in Leadbetter et al. [] . Since a n = ( log n)
n log log n), and ρ n = γ / log n, it is easy to show
see also the proof of Theorem .. on p. in Leadbetter et al. [] . Furthermore, we may obtain the following result:
whereζ k is a sequence of independent standard normal variables and we used the same arguments as (.) for the last step. Using the dominated convergence theorem, it follows that
The proof of (b) is completed. 
Proof Combining Theorem . and the proof of Corollary .. in Leadbetter et al.
[], we can complete the proof.
Theorem . Let the levels u
n be the number of exceedances of u
Proof By Corollary ., the left-hand side of (.) converges to
where 
The proof is completed since
The joint distributions of some order statistics
This section contains two important results which concerns the joint distributions of order statistics of {ξ i , i ≥ }. 
n be the second largest maxima of ξ  , ξ  , . . . , ξ n and its location. Then for x  > x  , as n → ∞,
Proof Clearly the left-hand side of (.) is equal to
n is the number of exceedances of u 
Generally let x  > x  and x  > x  , that is, n by using the same method as in Theorem ..
