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LATTICE OF IDEALS OF THE POLYNOMIAL RING OVER A
COMMUTATIVE CHAIN RING
XIANG-DONG HOU*
Abstract. Let R be a commutative chain ring. We use a variation of Gro¨bner
bases to study the lattice of ideals of R[x]. Let I be a proper ideal of R[x].
We are interested in the following two questions: When is R[x]/I Frobenius?
When is R[x]/I Frobenius and local? We develop algorithms for answering
both questions. When the nilpotency of radR is small, the algorithms provide
explicit answers to the questions.
1. Introduction
All rings are assumed to have identity. A commutative chain ring is a commu-
tative ring R whose Jacobson radical radR is principally generated by a nilpotent
element. A discrete valuation ring modulo a nontrivial ideal is an example of com-
mutative chain ring. Let R be a commutative chain ring and let I be a proper ideal
of R[x]. We are interested in the following two questions.
Question 1.1. When is R[x]/I Frobenius? (The definition of a Frobenius ring is
given in Section 2.)
Question 1.2. When is R[x]/I Frobenius and local?
Our interest in these questions was inspired by applications of finite Frobenius
rings in coding theory and combinatorics. A finite ring R is said to have the
extension property if for every two R-submodules RC1, RC2 ⊂ Rn and an R-
isomorphism g : C1 → C2 which preserves the Hamming weight, g can be extended
to an automorphism of Rn which preserves the Hamming weight. J. Wood [21, 22]
proved that a finite ring has the extension property if and only if it is Frobenius.
It is also known that the MacWilliams identity holds for linear codes over finite
Frobenius rings [10, 21]. For more works on codes over finite Frobenius rings, see
[3, 5, 6, 7, 8, 9, 17, 18, 19, 23] and the references therein. Finite Frobenius rings
have also been used to construct combinatorial objects (bent functions, Hadamard
matrices, and partial difference sets) that are defined in terms of the characters of
finite abelian groups [11, 12, 13, 16]. It is known that every commutative Frobenius
ring is a direct product of finitely many commutative Frobenius local rings [14,
Theorem 15.27]. Examples of finite Frobenius rings in literature frequently appear
in the form of R[x]/I, where R is a finite commutative chain ring. Therefore, it is
desirable to investigate this type of rings more systematically. In doing so, we will
not insist on R being finite since the requirement is unnecessary.
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Returning to Questions 1.1 and 1.2, we know that R[x]/I is Frobenius if and only
if the annihilator of every maximal ideal of R[x]/I is a minimal ideal (Theorem 2.3)
and that R[x]/I is Frobenius and local if and only if it has a unique minimal ideal
(Theorem 2.4). To make use of these characterizations, we need to answer certain
related questions about the lattice of ideals of R[x]. What are the maximal ideals
of R[x] that contain I? How to compute the annihilators of maximal ideals in
R[x]/I? How to determine the ideals that are immediate above I in the ideal
lattice of R[x]? We will develop effective algorithms for answering these questions.
The algorithms are essentially based on a variation of Gro¨bner bases of ideals in
R[x]. The complexity of the ideal lattice of R[x] increases rapidly as the nilpotency
of radR increases. In general, the answers to Questions 1.1 and 1.2 provided in
this paper are algorithmic but not explicit. However, when the nilpotency of radR
is small, the algorithms do provide explicit answers.
In Section 2, we gather some basic facts about Frobenius rings and chain rings.
Starting from Section 3, we focus on the polynomial ring R[x] over a commutative
chain ring R. For each ideal of R[x], we introduce the notion of canonical sequence,
which contains the same information as the Gro¨bner basis of the ideal, and the
notion of invariant sequence, which is a sequence of polynomials over the residue
field F = R/radR that resemble the invariant factors of a finitely generated module
over a PID. Roughly speaking, invariant sequences provide a rather coarse sketch
of the ideal lattice of R[x] and canonical sequences refine the picture. We also
describe the Gro¨bner basis of any given ideal of R[x] using the canonical sequence
of the ideal. Since the polynomial ring is univariate, canonical sequences, invariant
sequences, and Gro¨bner bases are all easy to compute. In Section 4, we describe
the maximal and minimal ideals of R[x]/I. Section 5 contains an example where
all ideals of R[x] with invariant sequence dividing a given one are enumerated and
the relations among those ideals are determined. In Section 6, we outline the
master algorithms for answering Questions 1.1 and 1.2, and we provide supporting
algorithms for the specific tasks in the master algorithms. In Section 7, we consider
commutative chain rings R for which radR has small nilpotency. In such cases, the
algorithms in Section 6 produce explicit answers to Questions 1.1 and 1.2.
All algorithms in the paper except Algorithms 3.3 are not in the pseudo code
format; they are normal text passages containing descriptions and justifications of
computational steps, and they are labeled for easy reference.
2. Frobenius Rings and Chain Rings
Let R be a ring and RM a left R-module. The socle of RM , denoted by soc(RM),
is the sum of all simple submodules of M . The socle of a right R-module is defined
in the same way. A Frobenius ring is a left artinian ring R satisfying soc(RM) ∼= RR¯
and soc(MR) ∼= R¯R, where R¯ = R/radR.
Theorem 2.1. [21] A finite ring R is Frobenius if and only if the abelian group
(R,+) has a character χ such that kerχ does not contain any nonzero left ideal of
R. (The character χ is called a left generating character of R.) The statement is
left-right symmetric.
Theorem 2.2. [13] A finite ring R is Frobenius and local if and only if it has a
unique minimal left ideal. The statement is left-right symmetric. (If R is a finite
Frobenius local ring, its minimal left ideal coincides with the minimal right ideal.)
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Theorem 2.3. A commutative ring R is Frobenius if and only if R is artinian and
for every maximal ideal M of R, its annihilator ann(M) is a minimal ideal of R.
Proof. (⇒) This obvious since ann( ) is an inclusion-reversing bijection from the
set of all ideals of R to itself [14, Theorem 15.1].
(⇐) 1◦ We claim that for every minimal ideal I of R, ann(I) is a maximal ideal
of R and ann(ann(I)) = I.
Write I = aR, where a ∈ R. Then R/ann(I) = R/ann(a) ∼= aR, which is simple.
Thus ann(I) is a maximal ideal of R. Since I ⊂ ann(ann(I)) and ann(ann(I)) is
minimal, we have I = ann(ann(I)).
2◦ We claim that for any maximal ideal M of R, ann(ann(M)) =M .
For this claim, we only need the assumption that R is artinian. (The assumption
that ann(M) is minimal is unnecessary.) We first show that ann(M) 6= 0. Since R
is artinian, the descending chain M1 ⊃M2 ⊃ · · · must stabilize, say, Mn+1 = Mn.
Since Mn is finitely generated (R is noetherian) and MMn = Mn, by Nakayama’s
lemma [15, (1.M)], there exists x ∈ M such that (1 + x)Mn = 0. We may assume
that n is the smallest positive integer with this property. Then 0 6= (1+x)Mn−1 ⊂
ann(M). Hence ann(M) 6= 0. Now we have M ⊂ ann(ann(M)) ( R. It follows
that M = ann(ann(M)).
3◦ Since R is artinian, we have soc(R) = I1⊕· · ·⊕ Ik, where each Ii is a minimal
ideal of R. For each maximal ideal M of R, we have ann(M) ⊂ I1⊕· · ·⊕ Ik. Hence
M = ann(ann(M)) ⊃ ann(I1 ⊕ · · · ⊕ Ik) = ann(I1) ∩ · · · ∩ ann(Ik).
Thus radR = ann(I1) ∩ · · · ∩ ann(Ik). Write Ii = aiR, ai ∈ R. Define
φ : R −→ a1R⊕ · · · ⊕ akR
x 7−→ a1x+ · · ·+ akx
Clearly, kerφ = ann(I1) ∩ · · · ∩ ann(Ik) = radR. By 1
◦, ann(I1) 6= ann(Ii) for
all 2 ≤ i ≤ k. Choose bi ∈ ann(Ii) \ ann(I1), 2 ≤ i ≤ k. Then b2 · · · bk ∈(
ann(I2) ∩ · · · ∩ ann(Ik)
)
\ ann(I1). Hence φ(b2 · · · bk) = a1b2 · · · bk ∈ I1 \ {0}. It
follows that φ is onto. Therefore
R/radR ∼= a1R⊕ · · · ⊕ akR = soc(R).
So R is Frobenius. 
Theorem 2.4. A commutative ring R is Frobenius and local if and R is artinian
and has a unique minimal ideal.
Proof. (⇒) This is obvious since R has a unique maximal ideal and ann( ) is an
inclusion-reversing bijection from the set of all ideals of R to itself.
(⇐) Let aR (a ∈ R) be the unique minimal ideal of R. Let M be any maximal
ideal of R. By the proof of Theorem 2.3, (⇐), step 2◦, we have ann(M) 6= 0.
Then we must have a ∈ ann(M), i.e., M ⊂ ann(a). Therefore ann(a) is the unique
maximal ideal of R, and hence R is local. Since R/radR = R/ann(a) ∼= aR =
soc(R), R is Frobenius. 
Remark 2.5. If a commutative ring R has a unique minimal ideal, it may not be
artinian, hence may not be Frobenius. For example, let R = F [x]× F , where F is
any field. Then 0× F is the unique minimal ideal of R, but R is not artinian since
F [x] is not artinian.
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We define a chain ring to be a ring whose left ideals form a finite chain. (We
note that this definition differs from others in literature in that we require the ring
to have only finitely many left ideals; for comparison, see for example [2].) The
definition is left-right symmetric. For a chain ring R, we have the following facts:
• R is local and there is a nilpotent element pi ∈ R such that radR = piR =
Rpi.
• All one-sided ideals of R are two-sided.
• All ideals of R form a chain R ⊃ piR ⊃ pi2R ⊃ · · · ⊃ pinR = {0}, where n
is the nilpotency of pi.
It is known that [4] [17, §5.2] that every finite chain ring R is of the form
R = S[x, σ]/〈g, pn−1xt〉,
where
• S is a Galois ring of characteristic pn;
• σ ∈ Aut(S);
• S[x;σ] is the skew polynomial ring in x over S satisfying xa = σ(a)x for
all a ∈ S;
• g ∈ S[x;σ] is an Eisenstein polynomial of degree k, i.e., g = xk−p(ak−1xk−1+
· · ·+ a0), ai ∈ S, a0 ∈ S×, where S× is the group of units of S;
• t = k when n = 1, and 1 ≤ t ≤ k when n > 1.
For the definition of Galois rings and the description of their automorphism groups,
see [17, §4.3] [20, Chapter 14]. In the above notation, every finite commutative chain
ring is of the form
R = S[x]/〈g, pn−1xt〉.
3. Gro¨bner Bases, Canonical Sequences, and Invariant Sequences
From now on, R always denote a commutative chain ring. Write radR = piR,
where pi ∈ R is of nilpotency n. Let F = R/radR be the residue field of R. The
symbol 〈 〉 is reserved for ideals generated in R[x] unless a different ambient ring
is clearly stated in the context. The natural homomorphism from R to F and its
induced homomorphism from R[x[ to F [x] are both denoted by ( ).
Proposition 3.1. Let I be an ideal of R[x] and f0, . . . , fn−1 ∈ R[x]. The following
statements are equivalent.
(i) I ∩ 〈pii〉 = 〈piifi, . . . , pin−1fn−1〉 for all 0 ≤ i ≤ n− 1.
(ii) For each 0 ≤ i ≤ n− 1, piifi ∈ I and
(3.1) deg fi = min{deg f : f ∈ R[x], pi
if ∈ I}.
(We define deg 0 =∞.)
(iii) I = 〈pi0f0, . . . , pin−1fn−1〉 and for each 0 ≤ i ≤ n− 2,
(3.2) 〈pii+1fi+1, . . . , pi
n−1fn−1〉 ∋
{
piifi if fi = 0,
pii+1fi if fi 6= 0.
Proof. (i)⇒ (ii). For each f ∈ R[x] with piif ∈ I, we have piif ∈ 〈piifi, . . . , pi
n−1fn−1〉.
Hence fi | f , which gives deg fi ≤ deg f . Therefore (3.1) holds.
(ii) ⇒ (i). We prove (i) by (backward) induction on i. When i = n, there is
nothing to prove. Assume 0 ≤ i ≤ n − 1. It suffices to show that I ∩ 〈pii〉 ⊂
〈piifi, . . . , pi
n−1fn−1〉. For each g ∈ I ∩ 〈pi
i〉, write g = piif , where f ∈ R[x]. By
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(3.1), we have fi | f . So f = hfi + pir for some h, r ∈ R[x]. It follows that
g = piif = hpiifi+pi
i+1r, where pii+1r ∈ I ∩〈pii+1〉. Hence g ∈ 〈piifi〉+ I ∩〈pii+1〉 =
〈piifi, . . . , pin−1fn−1〉 by the induction hypothesis.
(i) ⇒ (iii). Obvious.
(iii) ⇒ (i). We prove (i) by (forward) induction on i. When i = 0, (i) is given in
(iii). Assume 0 < i ≤ n−2. It suffices to show that I∩〈pii〉 ⊂ 〈piifi, . . . , pin−1fn−1〉.
For each g ∈ I ∩ 〈pii〉, we have g ∈ 〈pii−1〉 = 〈pii−1fi−1, . . . , pi
n−1fn−1〉 by the
induction hypothesis. If fi−1 = 0, then pi
i−1fi−1 ∈ 〈piifi, . . . , pin−1fn−1〉, and hence
g ∈ 〈piifi, . . . , pin−1fn−1〉. Assume fi−1 6= 0. We have g = ai−1pii−1fi−1 + · · · +
an−1pi
n−1fn−1 for some ai−1, . . . , an−1 ∈ R[x]. Since g ∈ 〈pii〉, we must have ai−1 ∈
〈pi〉, say, ai−1 = a′i−1pi for some a
′
i−1 ∈ R[x]. Then g = a
′
i−1pi
ifi−1 + aipi
ifi + · · ·+
an−1pi
n−1fn−1 ∈ 〈piifi, . . . , pin−1fn−1〉 since piifi−1 ∈ 〈piifi, . . . , pin−1fn−1〉. 
Definition 3.2. A sequence of polynomials (f0, . . . , fn−1) in R[x] satisfying the
conditions in Theorem 3.1 is called a canonical sequence of the ideal I. The sequence
(f0, . . . , fn−1) is called the invariant sequence of I. Clearly, fn−1 | fn−2 | · · · | f0.
The canonical sequence of an ideal I is not unique. The invariant sequence of
I is unique if we require each polynomial in the sequence to be monic or 0. The
canonical sequence of I can be easily obtained from any finite set of generators of
I by the following algorithm.
Algorithm 3.3. (Canonical sequence)
Input: G := {g1, . . . , gm} ⊂ R[x]
Output: A canonical sequence C of 〈g1, . . . , gm〉
Initialization: C := ∅;
i := 0;
While i < n do
Write gcd{g : g ∈ G} =
∑
g∈G αg g, αg ∈ F [x];
For each g ∈ G, lift αg to α˜g ∈ R[x];
Let fi ≡
∑
g∈G α˜g g (mod pi
n−i);
C := C ∪ {fi};
For each g ∈ G, find g′ ∈ R[x] (mod pin−i−1) such that g ≡ pig′ (mod 〈fi, pin−i〉),
in G replace g by g′;
G := G ∪ {fi};
i := i+ 1.
One can easily see that the output {f0, . . . , fn−1} in Algorithm 3.3 satisfies (3.1),
which implies the correctness of the algorithm.
Let F be a set of coset representatives of radR in R such that 0 ∈ F and let
F[x] ⊂ F [x] denote the set of polynomials with coefficients in F. Let (f0, . . . , fn−1)
be a canonical sequence of an ideal I. For each f ∈ R[x], there exist a0, r1 ∈ R[x],
b0 ∈ F[x] such that
f = a0f0 + b0 + pir1,
where b0 = 0 or deg b0 < deg f0. Next, there exist a1, r2 ∈ R[x], b1 ∈ F[x] such that
pir1 = pia1f1 + pib1 + pi
2r2,
6 XIANG-DONG HOU
where b1 = 0 or deg b1 < deg f1. Continuing this way, we have
(3.3) f = a0f0 + a1pif1 + · · ·+ an−1pi
n−1fn−1 + b0 + pib1 + · · ·+ pi
n−1bn−1,
where ai ∈ R[x], bi ∈ F[x], bi = 0 or deg bi < deg fi. It is easy to see that
b0, . . . , bn−1 are unique. (If we require ai ∈ F[x], they are also unique.) We call
b0+pib1+· · ·+pin−1bn−1 the reduction of f by the canonical sequence (f0, . . . , fn−1).
It is clear that f ∈ I if and only if the reduction of f by (f0, . . . , fn−1) is 0. Note that
{pi0f0, . . . , pin−1fn−1} is not necessarily a Gro¨bner basis of I since the reduction in
(3.3) is not solely based on the term order, but rather on a combination of the
pi-adic order and the term order (with priority given to the pi-adic order). Let
f ′i be the reduction of fi by (0, . . . , fi+1, . . . , fn−1). Then (f
′
0, . . . , f
′
n−1) is also a
canonical sequence of I and has the additional property that deg f ′i = deg f
′
i .
We recall the notion of strong Gro¨bner bases from [1, Definition 4.5.6]. The
leading term and the leading coefficient of a polynomial in R[x] are denoted by
lt( ) and lc( ), respectively. Let G = {g1, . . . , gt} ⊂ R[x]. We say that G is a
strong Gro¨bner basis of the ideal I = 〈g1, . . . , gt〉 if for every f ∈ I, there exists
i ∈ {1, . . . , t} such that lt(gi) | lt(f). Strong Gro¨bner bases are Gro¨bner bases [1,
Lemma 4.5.8].
Proposition 3.4. Let (f0, . . . , fn−1) be a canonical sequence of I such that deg fi =
deg fi, 0 ≤ i ≤ n − 1. Then G = {pi0f0, . . . , pin−1fn−1} is a strong Gro¨bner basis
of I.
Proof. Let f ∈ I. By (3.3), we may write
(3.4) f = a0pi
0f0 + · · ·+ an−1pi
n−1fn−1,
where ai ∈ F[x]. Since deg fi = deg fi, the pi-adic order of lc(aipiifi) is i when
ai 6= 0. Therefore at the right side of (3.4), the leading terms of the summands
never cancel. Hence lt(f) = lt(aipi
ifi) = ailt(pi
ifi) for some i ∈ {0, . . . , n − 1}.
Therefore G is a strong Gro¨bner basis of I. 
The result of Proposition 3.4 is not new. See [19, Theorem 3.2] for a characteri-
zation of minimal strong Gro¨bner bases in R[x].
4. Maximal and Minimal Ideals of R[x]/I
Proposition 4.1. Let I be a proper ideal of R[x] with invariant sequence (α0, . . . , αn−1).
Then the maximal ideals of R[x]/I are precisely 〈r, pi〉/I, where r ∈ R[x] is such
that r is an irreducible factor of α0.
Proof. The maximal ideals of R[x] are 〈r, pi〉, where r ∈ F [x] is irreducible. The
maximal ideals containing I are those with r | α0. 
To describe the minimal ideals of R[x]/I, we first introduce a partial order among
invariant sequences. Let
A = {(α0, . . . , αn−1) ∈ F [x]
n : αn−1 | αn−2 | · · · | α0}.
If (α0, . . . , αn−1) ∈ A and c0, . . . , cn−1 ∈ F×, (α0, . . . , αn−1) and (c0α0, . . . , cn−1αn−1)
are considered the same element inA. ForA = (α0, . . . , αn−1) andB = (β0, . . . , βn−1)
in A, define A ≺ B if αi | βi for all 0 ≤ i ≤ n− 1. If B is immediately above A, i.e.,
B = (α0, . . . , αi−1, γαi, αi+1, . . . , αn−1) for some i with αi 6= 0 and some irreducible
factor γ of αi−1/αi, we write A ..............
..................≺B. If I and J are ideals of R[x] with invariant
sequences A and B, respectively, then I ⊂ J implies A ≻ B.
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Lemma 4.2. Let I and J be two ideals of R[x]. If I ⊂ J and I, J have the same
invariant sequence, then I = J .
Proof. Let (f0, . . . , fn−1) be a canonical sequence of I and (g0, . . . , gn−1) a canonical
sequence of J . We show by induction that I ∩ 〈pii〉 = J ∩ 〈pii〉 for all 0 ≤ i ≤ n.
The case i = n requires no proof. Assume 0 ≤ i ≤ n − 1. Since fi = gi, we have
piifi = pi
igi + pi
i+1r for some r ∈ R[x]. Then pii+1r ∈ J ∩ 〈pii+1〉 = I ∩ 〈pii+1〉
by the induction hypothesis. Thus piigi = pi
ifi + pi
i+1r ∈ I ∩ 〈pii〉. It follows that
J ∩ 〈pii〉 = 〈piigi〉+ J ∩ 〈pii+1〉 ⊂ I ∩ 〈pii〉. 
Proposition 4.3. Let I and J be ideals of R[x] such that I ⊂ J and I 6= R[x].
Let (f0, . . . , fn−1) and (g0, . . . , gn−1) be canonical sequences of I and J , respectively.
Then J/I is a minimal ideal of R[x]/I if and only if (g0, . . . , gn−1) ...............
.................≺ (f0, . . . , fn−1).
Proof. (⇐) Let K be an ideal of R[x] such that I ⊂ K ⊂ J . Let (h0, . . . , hn−1) be
a canonical sequence of K. Then (f0, . . . , fn−1) ≻ (h0, . . . , hn−1) ≻ (g0, . . . , gn−1).
By Lemma 4.2, K = I or J .
(⇒) Let i be the smallest integer such that fi 6= gi. Let r ∈ R[x] be such
that r is an irreducible factor of fi/gi. Let K = I + 〈piirgi〉 + J ∩ 〈pii+1〉. Then
I ⊂ K ⊂ J . By Proposition 3.1 (ii), K has a canonical sequence of the form
(f0, . . . , fi−1, rgi, hi+1, . . . , hn−1). Since r gi 6= gi, we have K 6= J . Since J/I is
minimal, we must have K = I. Since J ∩ 〈pii+1〉 ⊂ K ⊂ J , we have J ∩ 〈pii+1〉 =
K ∩ 〈pii+1〉. Therefore
(f0, . . . , fn−1)
= (f0, . . . , fi−1, r gi, hi+1, . . . , hn−1) (since I = K)
= (g0, . . . , gi−1, r gi, hi+1, . . . , hn−1) (since fj = gj for 0 ≤ j < i)
= (g0, . . . , gi−1, r gi, gi+1, . . . , gn−1) (since J ∩ 〈pi
i+1〉 = K ∩ 〈pii+1〉).
Hence (f0, . . . , fn−1) ...............
.................≻ (g0, . . . , gn−1). 
Remark 4.4.
(i) Let I, J be ideals of R[x] with invariant sequences A and B, respectively.
If I ⊂ J , then A ≻ B. The converse is false.
(ii) Let A,B ∈ A with A ≻ B. Given an ideal I with invariant sequence A,
there may be no ideal J with invariant sequence B such that I ⊂ J . Given
an ideal J with invariant sequence B, there may be no ideal I with invariant
sequence A such that I ⊂ J . See Example 5.2.
(iii) If I ⊂ J are ideals of R[x] with invariant sequences A and B, respectively,
by Proposition 4.3, there exist ideals I1, . . . , Ik with invariant sequences
A1, . . . , Ak, respectively, such that A ..............
..................≻A1 ..............
..................≻ · · · ...............
.................≻Ak ..............
..................≻B and I = I1 ⊂
· · · ⊂ Ik ⊂ J .
Theorem 4.5. Let I be an ideal of R[x] with canonical sequence (f0, . . . , fn−1),
where fi 6= 0 and fi 6= fi+1 for some i ∈ {0, . . . , n− 1}. Let r ∈ R[x] be such that
r is an irreducible factor of fi/fi+1. Then the ideals containing I with invariant
sequence (f0, . . . , fi−1, fi/r, fi+1, . . . , fn−1) are precisely of the form
(4.1) J = I + 〈piig〉,
where g ∈ R[x] satisfies
(i) g = fi/r;
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(ii) pii+1g ∈ I;
(iii) piirg ∈ I.
If g, g′ ∈ R[x] both satisfy (i) – (iii), then I + 〈piig〉 = I + 〈piig′〉 if and only if
pii(g − g′) ∈ I.
Proof. 1◦ We first show that if J is an ideal with invariant sequence (f0, . . . , fi−1,
fi/r, fi+1, . . . , fn−1) such that J ⊃ I, then J is of the form (4.1). Let (g0, . . . , gn−1)
be a canonical sequence of I and let g = gi. Then g = fi/r. It follows that pi
ig ∈
J\I. Since J/I is minimal (Proposition 4.3), we must have J = I+〈piig〉. The ideals
J∩〈pii+1〉 and I∩〈pii+1〉 have the same invariant sequence (0, . . . , 0, fi+1, . . . , fn−1).
By Lemma 4.2, J ∩〈pii+1〉 = I ∩〈pii+1〉. Clearly, both pii+1g and pii(fi− rg) belong
to J ∩ 〈pii+1〉. Since J ∩ 〈pii+1〉 = I ∩ 〈pii+1〉, we have pii+1g, pii(fi − rg) ∈ I, hence
(ii) and (iii).
2◦ Now assume that J is of the form (4.1). We show that the invariant sequence
of J is (f0, . . . , fi−1, g, fi+1, . . . , fn−1).
We have
(4.2) J ∩ 〈pii〉 = 〈piig〉+ I ∩ 〈pii〉.
We will show that J ∩ 〈pii+1〉 = I ∩ 〈pii+1〉, which implies that
(4.3) J ∩ 〈pij〉 = I ∩ 〈pij〉, i+ 1 ≤ j ≤ n− 1.
By (4.1) – (4.3), we see that the polynomials f0, . . . , fi−1, g, fi+1, . . . , fn−1 satisfy
(3.1) for the ideal J . Hence (f0, . . . , fi−1, g, fi+1, . . . , fn−1) is a canonical sequence
of J and (f0, . . . , fi−1, g, fi+1, . . . , fn−1) is the invariant sequence of J .
It remains to show that J ∩ 〈pii+1〉 = I ∩ 〈pii+1〉. Let f ∈ J ∩ 〈pii+1〉. Since
f ∈ J∩〈pii〉 = 〈piig〉+I∩〈pii〉 = 〈piig, piifi〉+I∩〈pii+1〉, we have f = apiig+bpiifi+u,
where a, b ∈ R[x] and u ∈ I ∩ 〈pii+1〉. Since f ∈ 〈pii+1〉, we have a g + b fi = 0, i.e.,
a(fi/r) + b fi = 0. It follows that a+ b r = 0, i.e., a = −br + pic for some c ∈ R[x].
Thus
f = pii(ag + bfi) + u = bpi
i(−rg + fi) + cpi
i+1g + u ∈ I ∩ 〈pii+1〉
by (ii) and (iii).
3◦ Assume that g, g′ ∈ R[x] both satisfy (i) – (iii) and let J = I + 〈piig〉,
J ′ = I + 〈piig′〉. By Lemma 4.2, J = J ′ if and only if J ⊂ J ′. It is proved in 2◦
that (f0, . . . , fi−1, g
′, fi+1, . . . , fn−1) is a canonical sequence of J
′. Thus
J ⊂ J ′ ⇔ piig ∈ 〈piig′, pii+1fi+1, . . . , pi
n−1fn−1〉
⇔ pii(g − g′) ∈ 〈pii+1fi+1, . . . , pi
n−1fn−1〉 (since pi
i(g − g′) ∈ 〈pii+1〉)
⇔ pii(g − g′) ∈ I.

For an ideal I of R[x] and an element p ∈ R[x], we define
[I : p] = {a ∈ R[x] : ap ∈ I}.
Theorem 4.6. In the notation of Theorem 4.5, choose u ∈ R[x] such that u =
fi/(rfi+1). Then there exists an ideal containing I with invariant sequence
(f0, . . . , fi−1, fi/r, fi+1, . . . , fn−1) if and only if pi
i(fi − urfi+1) ∈ I ∩ 〈pii+1〉 +
r[I ∩ 〈pii+2〉 : pi].
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Proof. Let g = ufi+1 + pih, where h ∈ R[x]. Then g = fi/r. We have
pii+1g = pii+1ufi+1 + pi
i+2h,
piirg = piirufi+1 + pi
i+1rh = piifi − v + pi
i+1rh,
where v = pii(fi−urfi+1) ∈ 〈pii+1〉. Therefore g satisfies (ii) and (iii) of Theorem 4.5
if and only if
(4.4)
{
pii+2h ∈ I,
v − pii+1rh ∈ I.
By Theorem 4.5, it suffices to show that there exists h ∈ R[x] satisfying (4.4) if
and only if v ∈ I ∩ 〈pii+1〉 + r[I ∩ 〈pii+2〉 : pi]. If h satisfies (4.4). Then pii+1h ∈
[I ∩ 〈pii+2〉 : pi] and
v ∈ rpii+1h+ I ∩ 〈pii+1〉 ⊂ r[I ∩ 〈pii+2〉 : pi] + I ∩ 〈pii+1〉.
If v ∈ r[I∩〈pii+2〉 : pi]+I∩〈pii+1〉, then v ∈ rl+I∩〈pii+1〉 for some l ∈ [I∩〈pii+2〉 : pi].
Write l = pii+1h, where h ∈ R[x]. Then h satisfies (4.4). 
Remark 4.7. In Theorem 4.6, if pii(fi − urfi+1) ∈ r[I ∩ 〈pii+2〉 : pi] + I ∩ 〈pii+1〉,
write pii(fi − urfi+1) ≡ rl (mod I ∩ 〈pii+1〉), where l ∈ [I ∩ 〈pii+2〉 : pi]. Let C be a
set of coset representatives of I ∩ 〈pii+1〉 in [I ∩ 〈pii+2〉 : pi] ∩ [I ∩ 〈pii+1〉 : r]. Then
I + 〈piiufi+1 + l + c〉, c ∈ C,
is an enumeration of all distinct ideals containing I with invariant sequence (f0, . . . ,
fi−1, fi/r, fi+1, . . . , fn−1).
5. An Example of Ideal Lattice
Recall that F is a set of coset representatives of piR in R with 0 ∈ F and F[x] is
the set of polynomials in F [x] with coefficients in F. Let A = (α0, . . . , αn−1) ∈ A
and let IA be the set of all ideals of R[x] with invariant sequence A. Assume that
αi−1 = 0 but αi 6= 0. Choose aj ∈ F[x] such that aj = αj/αj+1, i ≤ j ≤ n − 1.
(We define αn = 1.) Let
B =
{
(bjk)i≤j≤n−2, 1≤k≤n−j−1 : bjk ∈ F[x], bjk = 0 or deg bjk < deg
αj+k
αj+k+1
}
.
For each (bjk) ∈ B, construct inductively
(5.1)

fn = 1,
fj = ajfj+1 + pibj1fj+2 + · · ·+ pi
n−j−1bj,n−j−1fn, i ≤ j ≤ n− 1,
fj = 0, 0 ≤ j < i.
Then clearly (f0, . . . , fn−1) satisfies (3.2) and hence is the canonical sequence of the
ideal 〈pi0f0, · · · , pin−1fn−1〉 with invariant sequence A.
Proposition 5.1. In the above notation, the mapping
(5.2)
B −→ IA
(bjk) 7−→ 〈pi0f0, · · · , pin−1fn−1〉
is a bijection.
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Proof. 1◦ Let I ∈ IA. We show that I has a canonical sequence of the form 5.1.
Let (g0, . . . , gn−1) be a canonical sequence of I and set gn = 1. Since αi−1 = 0,
we have I ⊂ 〈pii〉. Thus we may assume g0 = · · · = gi−1 = 0. We show by
induction that gn, . . . , gi can be replaced with some fn, . . . , fi of the form (5.1)
without changing the ideal I. Assume that gn, . . . , gj+1 have been replaced by
fn, . . . , fj+1, where i ≤ j ≤ n−1. Since gj = ajfj+1, we have pij+1gj ≡ pij+1ajfj+1
(mod I ∩ 〈pij+2〉). Since I ∩ 〈pij+2〉 = 〈pij+2fj+2, . . . , pi
n−1fn−1〉, we have
(5.3) pij+1gj ≡ ajpi
j+1fj+1 + cj1pi
j+2fj+2 (mod I ∩ 〈pi
j+3〉)
for some cj1 ∈ R[x]. Let bj1 ∈ F[x] be such that cj1 ≡ bj1 (mod fj+1/fj+2) and
bj1 = 0 or deg bj1 < deg(fj+1/fj+2). Then
(5.4) cj1fj+2 ≡ bj1fj+2 + d1fj+1 (mod 〈pi〉)
for some d1 ∈ R[x]. By (5.3) and (5.4),
pij+1gj ≡ ajpi
j+1fj+1 + bj1pi
j+2fj+2 + d1pi
j+2fj+1 (mod I ∩ 〈pi
j+3〉).
Continuing this way, we have
pij+1gj = ajpi
j+1fj+1 + bj1pi
j+2fj+2 + · · ·+ bj,n−j−2pi
n−1fn−1
+ d1pi
j+2fj+1 + · · ·+ dn−j−2pi
n−1fn−2,
where bjk ∈ F[x], bjk = 0 or deg bjk < deg(fj+k/fj+k+1), 1 ≤ k ≤ n − j − 2,
d1, . . . , dn−j−2 ∈ R[x]. Therefore
(5.5) pijgj ≡ ajpi
jfj+1 + bj1pi
j+1fj+2 + · · ·+ bj,n−j−2pi
n−2fn−1+ pi
n−1c (mod I)
for some c ∈ R[x]. Let bj,n−j−1 ∈ F[x] be such that c ≡ bj,n−j−1 (mod fn−1) and
bj,n−j−1 = 0 or deg bj,n−j−1 < deg fn−1. Then
(5.6) c ≡ bj,n−j−1 + dn−j−1fn−1 (mod 〈pi〉)
for some dn−j−1 ∈ R[x]. By (5.5) and (5.6) we have
pijgj ≡ ajpi
jfj+1 + bj1pi
j+1fj+2 + · · ·+ bj,n−j−2pi
n−2fn−1 + bj,n−j−1pi
n−1fn (mod I)
= pij(ajfj+1 + pibj1fj+2 + · · ·+ pi
n−j−1bj,n−j−1fn).
Hence we can replace gj with ajfj+1 + pibj1fj+2 + · · ·+ pin−j−1bj,n−j−1fn.
2◦ Now let (bjk), (b
′
jk) ∈ B be different. We show that their corresponding ideals
in (5.2) are different. Let (f0, . . . , fn−1) and (f
′
0, . . . , f
′
n−1) be canonical sequences
corresponding to (bjk) and (b
′
jk), respectively. Let u, v (i ≤ u ≤ n − 2, 1 ≤ v ≤
n− u − 1) be integers such that buv 6= b′uv but bjk = b
′
jk for all j, k with j > u or
j = u and k < v. The by (5.1), fj = f
′
j for all j > u and
(5.7) piu(fu − f
′
u) ≡ pi
u+v(buv − b
′
uv)fu+v+1 (mod 〈pi
u+v+1〉).
Since (buv − b′uv)fu+v+1 6= 0 and deg(buv − b
′
uv)fu+v+1 < deg fu+v, we have
that piu(fu − f
′
u) /∈ 〈pi
u+vfu+v, . . . , pi
n−1fn−1〉. It follows that pi
u(fu − f
′
u) /∈
〈pi0f0, . . . , pin−1fn−1〉. (Otherwise, since piu(fu − f ′u) ∈ 〈pi
u+v〉, we have piu(fu −
f ′u) ∈ 〈pi
0f0, . . . , pi
n−1fn−1〉 ∩ 〈piu+v〉 = 〈piu+vfu+v, . . . , pin−1fn−1〉, which is a con-
tradiction.) Then piuf ′u /∈ 〈pi
0f0, . . . , pi
n−1fn−1〉, and hence 〈pi0f ′0, . . . , pi
n−1f ′n−1〉 6=
〈pi0f0, . . . , pin−1fn−1〉. 
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(α2β,α,α)
(α2β,α,1) (α2,α,α) (αβ,α,α)
(α2β,1,1) (α2,α,1) (αβ,α,1) (α,α,α)
(α2,1,1) (αβ,1,1) (α,α,1)
(α,1,1) (β,1,1)
(1,1,1)
Figure 1. The partial order ≺ on {A ∈ A : A ≺ (α2β, α, α)}
Example 5.2. Let R = Z4[pi]/〈pi2− 2, 2pi〉. This is a finite commutative chain ring
with radR = piR, where pi is of nilpotency 3, and the residue field F = R/radpiR ∼=
F2. Let α = x+1, β = x
2+x+1 ∈ F2[x], which are irreducible. We will determine
all ideals of R[x] with invariant sequence A ≺ (α2β, α, α), and we will determine
the partial order (inclusion) among all these ideals.
The partial order ≺ on {A ∈ A : A ≺ (α2β, α, α)} is depicted in Figure 1. For
each A ≺ (α2β, α, α), we use (5.1) to enumerate the members of IA in terms their
canonical sequences. The members of IA are denoted by IA(··· ), where (· · · ) are the
parameters that appear in the canonical sequence of the ideal. See Table 1 for the
details.
There are 30 ideals ofR[x] with invariant sequenceA ≺ (α2β, α, α). To determine
the inclusion relations among these ideals, we only have to determine when IA(··· ) ⊂
IB(··· ), where A ≺ (α
2β, α, α) and A ...............
.................≻B. The necessary and sufficient condition for
IA(··· ) ⊂ I
B
(··· ) in terms of the parameters is easily found by reducing the generators
of IA(··· ) by the canonical sequences of I
B
(··· ); see (3.3). For example, we have
I
(α2β,α,α)
b11,b02
⊂ I
(α2β,α,1)
b′01
⇔ b′01 = 0.
The diagram of the inclusion relations among all members of
⋃
A≺(α2β,α,α) I
A is
obtained as follows: Replace each A in Figure 1 with the members of IA and replace
each edge going up from A to B in Figure 1 with suitable edges from IA to IB
using the necessary and sufficient condition for IA(··· ) ⊂ I
B
(··· ). For example, the edge
(α2β, α, 1)∣∣∣
(α2β, α, α)
in Figure 1 is replaced with the diagram in Figure 2. The complete diagram of(⋃
A≺(α2β,α,α) I
A, ⊂
)
is given in Figure 3.
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Table 1. Canonical sequences of IA(··· ), A ≺ (α
2β, α, α)
inv. sequence parameters canonical sequence
f2 x+ 1
(α2β, α, α) b11, b02 ∈ {0, 1} f1 x+ 1 + pib11
f0 (x+ 1)(x
2 + x+ 1)(x+ 1 + pib11) + pi
2b02
f2 1
(α2β, α, 1) b01 ∈ {0, 1} f1 x+ 1
f0 (x+ 1)
2(x2 + x+ 1) + pib01
f2 x+ 1
(α2, α, α) b11, b02 ∈ {0, 1} f1 x+ 1 + pib11
f0 (x+ 1)(x+ 1 + pib11) + pi
2b02
f2 x+ 1
(αβ, α, α) b11, b02 ∈ {0, 1} f1 x+ 1 + pib11
f0 (x
2 + x+ 1)(x+ 1 + pib11) + pi
2b02
f2 1
(α2β, 1, 1) f1 1
f0 (x+ 1)
2(x2 + x+ 1)
f2 1
(α2, α, 1) b01 ∈ {0, 1} f1 x+ 1
f0 (x+ 1)
2 + pib01
f2 1
(αβ, α, 1) b01 ∈ {0, 1} f1 x+ 1
f0 (x+ 1)(x
2 + x+ 1) + pib01
f2 x+ 1
(α, α, α) b11, b02 ∈ {0, 1} f1 x+ 1 + pib11
f0 x+ 1 + pib11 + pi
2b02
f2 1
(α2, 1, 1) f1 1
f0 (x+ 1)
2
f2 1
(αβ, 1, 1) f1 1
f0 (x+ 1)(x
2 + x+ 1)
f2 1
(α, α, 1) b01 ∈ {0, 1} f1 x+ 1
f0 x+ 1 + pib01
f2 1
(α, 1, 1) f1 1
f0 x+ 1
f2 1
(β, 1, 1) f1 1
f0 x
2 + x+ 1
f2 1
(1, 1, 1) f1 1
f0 1
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I
(α2β,α,α)
00 I
(α2β,α,α)
01 I
(α2β,α,α)
10 I
(α2β,α,α)
11
I
(α2β,α,1)
0 I
(α2β,α,1)
1
Figure 2. Ideals in I(α
2β,α,α) and I(α
2β,α,1)
6. Algorithms for Questions 1.1 and 1.2
6.1. The master algorithm for Question 1.1.
Algorithm 6.1. (Master algorithm for Question 1.1) Let I be a proper ideal of
R[x] with canonical sequence (f0, . . . , fn−1). Then f0 6= 1. If f0 = 0, R[x]/I
is not artinian and hence cannot be Frobenius. On the other hand, if f0 6= 0,
R[x]/I is artinian. Therefore assume that f0 6= 0. Write f0 = p1
e1 · · · pk
ek , where
ei > 0 and pi ∈ R[x] such that p1, . . . , pk ∈ F [x] are irreducible and distinct. By
Proposition 4.1, the maximal ideals of R[x]/I are precisely 〈pi, pi〉/I, 1 ≤ i ≤ k. We
have
ann(〈pi, pi〉/I) = Ji/I,
where
Ji = [I : pi] ∩ [I : pi].
The canonical sequence of [I : pi] is (f1, . . . , fn−1, 1). The canonical sequence of [I :
pi] is computed using Algorithm 6.2. Then the canonical sequence of Ji is computed
using Algorithm 6.3, and the canonical sequence gives the invariant sequence Ai
of Ji. By Theorem 2.3 and Proposition 4.3, R[x]/I is Frobenius if and only if
Ai ..............
..................≺ (f0, . . . , fn−1) for all 1 ≤ i ≤ k.
6.2. Supporting algorithms.
Algorithm 6.2. (Canonical sequence of [I : p]) Let I be an ideal of R[x] with
canonical sequence (f0, . . . , fn−1) and let 0 6= p ∈ R[x]. The following algorithm
produces a canonical sequence (h0, . . . , hn−1) of [I : p].
First write p = pikq, where 0 ≤ k ≤ n − 1 and q ∈ R[x], q 6= 0. Set hi = 1 for
n− k ≤ i ≤ n− 1.
For each 0 ≤ i < n − k, if fi+k = 0, choose hi = 0. If fi+k 6= 0, compute
a0, b0 ∈ R[x] such that
a0 =
fi+k
gcd(q, fi+k)
, b0 =
q
gcd(q, fi+k)
.
Then a0 q is the smallest degree multiple of q which is also a multiple of fi+k. Since
a0 q = b0 fi+k, we have
(6.1) a0q = b0fi+k + pic1
for some c1 ∈ R[x]. Compute d1 ∈ R[x] such that
d1 =
gcd(q, fi+k+1)
gcd(q, fi+k+1, c1)
.
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Recursively, we compute dj , aj , bj, cj+1 (1 ≤ j ≤ n− k − i− 1) such that
dj =
gcd(q, fi+k+j)
gcd(q, fi+k+j , cj)
and
djcj = −ajq + bjfi+k+j + picj+1.
Finally, we have
(dn−k−i−1 · · · d2d1a0 + pidn−k−i−1 · · · d2a1 + · · ·+ pi
n−k−i−1an−k−i−1)q
= dn−k−i−1 · · · d2d1b0fi+k + pidn−k−i−1 · · · d2b1fi+k+1 + · · ·+ pi
n−k−i−1bn−k−i−1fn−1
+ pin−k−icn−k−i.
(6.2)
Let
hi = dn−k−i−1 · · · d2d1a0 + pidn−k−i−1 · · · d2a1 + · · ·+ pi
n−k−i−1an−k−i−1.
By (6.2), piihip = pi
ihipi
kq ∈ I. From the above construction, it is not difficult to
show that among all h ∈ R[x] satisfying piihp ∈ I, hi is such that deg hi is the
smallest.
Therefore, (h0, . . . , hn−1) is a canonical sequence of [I : p].
Algorithm 6.3. (Canonical sequence of I∩J) Let I and J be two ideals ofR[x] with
canonical sequences (f0, . . . , fn−1) and (g0, . . . , gn−1), respectively. A canonical
sequence (h0, . . . , hn−1) of I ∩J can be found by a method almost identical to that
of Algorithm 6.2.
For each 0 ≤ i ≤ n − 1, if fi = gi = 0, choose hi = 0. If (fi, gi) 6= (0, 0), say
fi 6= 0, compute a0, b0 ∈ R[x] such that
a0 =
gi
gcd(fi, gi)
, b0 =
fi
gcd(fi, gi)
,
and write
(6.3) a0fi − b0gi = pic1
for some c1 ∈ R[x]. Compute d1 ∈ R[x] such that
d1 =
gcd(fi+1, gi+1)
gcd(fi+1, gi+1, c1)
.
Then d1c1 is the smallest degree multiple of c1 which is also a multiple of gcd(fi+1, gi+1).
Compute a1, b1 ∈ R[x] such that d1c1 = −a1fi+1 + b1gi+1, and write d1c1 =
−a1fi+1 + b1gi+1 + pic2, where c2 ∈ R[x]. Multiplying (6.3) by d1 gives
(d1a0fi + pia1fi+1)− (d1b0gi + pib1gi+1) = pi
2c2.
Recursively, we compute dj , aj , bj, cj+1 (1 ≤ j ≤ n− i− 1) such that
dj =
gcd(fi+j , gi+j)
gcd(fi+j , gi+j , cj)
and
djcj = −ajfi+j + bjgi+j + picj+1.
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Finally, we have
(dn−i−1 · · · d2d1a0fi + pidn−i−1 · · · d2a1fi+1 + · · ·+ pi
n−i−1an−i−1fn−1)
− (dn−i−1 · · · d2d1b0gi + pidn−i−1 · · · d2b1gi+1 + · · ·+ pi
n−i−1bn−i−1gn−1) = 0.
(6.4)
Let
hi = dn−i−1 · · · d2d1a0fi + pidn−i−1 · · · d2a1fi+1 + · · ·+ pi
n−i−1an−i−1fn−1.
It is clear from (6.4) that piihi ∈ I ∩ J . From the above construction, it can be
shown that among all h ∈ R[x] with piih ∈ I ∩ J , hi is such that deg hi is the
smallest.
Therefore, (h0, . . . , hn−1) is a canonical sequence of I ∩ J .
6.3. The master algorithm for Question 1.2.
Proposition 6.4. Let I be a proper ideal of R[x] with invariant sequence A. Then
R[x]/I is local if and only if A = (αe0 , . . . , αen−1), where α ∈ F [x] is irreducible,
e0 ≥ · · · ≥ en−1 ≥ 0, and e0 > 0.
Proof. This follows immediately from Proposition 4.1. 
Proposition 6.5. Let I be an ideal of R with invariant sequence (αe0 , . . . , αei , 1, . . . , 1),
where α ∈ F [x] is irreducible and ei > 0.
(i) There is a unique ideal containing I with invariant sequence (αe0 , . . . , αei−1 ,
αei−1, 1, . . . , 1).
(ii) R[x]/I is Frobenius and local if and only for each 0 ≤ j ≤ i − 1 with ej >
ej+1, there is no ideal containing I with invariant sequence (α
e0 , . . . , αej−1 ,
αej−1, αej+1 , . . . , αei , 1, . . . , 1).
Proof. (i) We have I ∩ 〈pii+1〉 = 〈pii+1〉. Let (f0, . . . , fn−1) be a canonical sequence
of I. Let g ∈ R[x] be such that g = αei−1. Then condition (i) – (iii) in The-
orem 4.5 are satisfied with r = α. (In fact, pii+1g, pii(fi − rg) ∈ 〈pii+1〉 ⊂ I,
which gives (ii) and (iii).) By Theorem 4.5, I + 〈piig〉 has invariant sequence
(αe0 , . . . , αei−1 , αei−1, 1, . . . , 1). If g′ ∈ R[x] is another polynomial satisfying g′ =
αei−1, then pii(g − g′) ∈ 〈pii+1〉 ⊂ I, and hence I + 〈piig〉 = I + 〈piig′〉. Thus by
Theorem 4.5, I + 〈piig〉 is the unique ideal containing I with invariant sequence
(αe0 , . . . , αei−1 , αei−1, 1, . . . , 1).
(ii) The claim follows from (i) and Theorem 2.4 
Combining Proposition 6.5 (ii) and Theorem 4.6 gives the following result.
Corollary 6.6. Let I be an ideal of R[x] with canonical sequence (f0, . . . , fn−1)
and invariant sequence (αe0 , . . . , αei , 1, . . . , 1), where α ∈ F [x] is irreducible and
ei > 0. Let r ∈ R[x] be such that r = α. Then R[x]/I is Frobenius and local if and
only if for each 0 ≤ j ≤ i− 1 with ej > ej+1,
pij(fj − r
ej−ej+1fj+1) /∈ I ∩ 〈pi
i+1〉+ r[I ∩ 〈pii+2〉 : pi].
The master algorithm for answering Question 1.2 now becomes obvious.
Algorithm 6.7. (Master algorithm for Question 1.2) Let I be an ideal of R[x] with
canonical sequence (f0, . . . , fn−1) such that (f0, . . . , fn−1) = (α
e0 , . . . , αei , 1, . . . , 1),
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where α ∈ F [x] is irreducible and ei > 0. We first compute r ∈ R[x] such that
r = α and determine
Λ = {j : 0 ≤ j ≤ i− 1 : ej > ej+1}.
For each j ∈ Λ, we compute
vj = pi
j(fj − r
ej−ej+1fj+1).
The ideal I ∩ 〈pij+1〉 has a canonical sequence (0, . . . , 0, fj+1, . . . , fn−1); the ideal
r[I∩〈pij+2〉 : pi] has a canonical sequence (0, . . . , 0, rfj+2, . . . , rfn−1, r). We compute
the canonical sequence of
Kj := I ∩ 〈pi
j+1〉+ r[I ∩ 〈pij+2〉 : pi]
= 〈pij+1fj+1, · · · , pi
n−1fn−1〉+ 〈pi
j+1rfj+2, · · · , pi
n−2rfn−1, pi
n−1r〉
using Algorithm 3.3, and determine if vj belongs to Kj by computing the reduction
of vj by the canonical sequence of Kj . The ring R[x]/I is Frobenius and local if
and only if vj /∈ Kj for all j ∈ Λ.
Example 6.8. We revisit the following result that appeared in [12, Example 2.6].
Let p be a prime and a, b,m, n be integers such that n ≥ 2, 0 < a < b ≤ m, 2b−a ≥
m. Then Zpm [x]/〈x
n, paxn−1− pb〉 is Frobenius and local if and only if 2b− a = m.
(There is no need to consider the case 2b− a < m. Since pbx ∈ 〈xn, paxn−1 − pb〉,
we have p2b−a = −pb−a(paxn−1 − pb) + pbxn−1 ∈ 〈xn, paxn−1 − pb〉. If 2b− a < m,
then Zpm [x]/〈xn, paxn−1 − pb〉 ∼= Zp2b−a [x]/〈x
n, paxn−1 − pb〉.) We use the above
algorithm to give another proof of this result.
Let R = Zpm (pi = p, which has nilpotency m) and I = 〈xn, paxn−1 − pb〉. The
canonical sequence of I is
(f0, . . . , fm−1) = (x
n, . . . , xn︸ ︷︷ ︸
a
, xn−1 − pb−a, . . . , xn−1 − pb−a︸ ︷︷ ︸
b−a
, x, . . . , x︸ ︷︷ ︸
m−b
),
and we have
(f0, . . . , fm−1) = (x
n, . . . , xn︸ ︷︷ ︸
a
, xn−1, . . . , xn−1︸ ︷︷ ︸
b−a
, x, . . . , x︸ ︷︷ ︸
m−b
).
We choose r = x. Clearly
Λ =
{
{a− 1} if n = 2 or m = b,
{a− 1, b− 1} if n > 2 and m > b.
We have va−1 = p
a−1(fa−1 − xfa) = pa−1[xn − x(xn−1 − pb−a)] = pb−1x. When
n > 2 andm > b, we have vb−1 = p
b−1(fb−1−x
n−2fb) = p
b−1(xn−1−pb−a−xn−1) =
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−p2b−a−1. It is easy to see that
Ka−1 = 〈p
a(xn−1 − pb−a), . . . , pb−1(xn−1 − pb−a), pbx, . . . , pm−1x〉
+ 〈pax(xn−1 − pb−a), . . . , pb−2x(xn−1 − pb−a), pb−1x2, . . . , pm−2x2, pm−1x〉
= 〈pa(xn−1 − pb−a), . . . , pb−2(xn−1 − pb−a)〉
+

〈pm−1x〉 if m = b,
〈pb−1(x − pb−a), pbx, . . . , pm−1x〉 if n = 2, m > b,
〈pb−1x2, pbx, . . . , pm−1x〉 if n > 2, m > b,
2b− a > m,
〈pb−1x2, pbx, . . . , p2b−a−2x, p2b−a−1, . . . , pm−1〉 if n > 2, m > b,
2b− a ≤ m.
(6.5)
The canonical sequence of Ka−1 is
(0, . . . , 0︸ ︷︷ ︸
a
, xn−1 − pb−a, . . . , xn−1 − pb−a︸ ︷︷ ︸
b−a−1
, x) if m = b,
(0, . . . , 0︸ ︷︷ ︸
a
, x− pb−a, . . . , x− pb−a︸ ︷︷ ︸
b−a
, x, . . . , x︸ ︷︷ ︸
m−b
) if n = 2, m > b,
(0, . . . , 0︸ ︷︷ ︸
a
, xn−1 − pb−a, . . . , xn−1 − pb−a︸ ︷︷ ︸
b−a−1
, x2, x, . . . , x︸ ︷︷ ︸
m−b
) if n > 2, m > b,
2b− a > m,
(0, . . . , 0︸ ︷︷ ︸
a
, xn−1 − pb−a, . . . , xn−1 − pb−a︸ ︷︷ ︸
b−a−1
, x2, x, . . . , x︸ ︷︷ ︸
b−a−1
, 1, . . . , 1︸ ︷︷ ︸
m−2b+a+1
) if n > 2, m > b,
2b− a ≤ m.
When n > 2 and m > b, we have
Kb−1 = 〈p
bx, . . . , pm−1x〉+ 〈pbx2, . . . , pm−2x2, pm−1x〉 = 〈pbx, . . . , pm−1x〉,
whose canonical sequence is (0, . . . , 0︸ ︷︷ ︸
b
, x, . . . , x︸ ︷︷ ︸
m−b
).
First assume 2b − a = m. Then m > b. We claim that va−1 = pb−1x /∈ Ka−1.
By (6.5), the claim is obviously true when n > 2. When n = 2, the contrary of
the claim would imply that p2b−a−1 = pm−1 ∈ Ka−1, which is not true. When
n > 2 and m > b, we have vb−1 = −p2b−a−1 = −pm−1 /∈ Kb−1. Therefore R[x]/I
is Frobenius and local.
Next assume 2b − a > m. If m = b, by (6.5), we have va−1 = pb−1x ∈ Ka−1.
If n = 2 and m > b, by (6.5) and the condition 2b − a > m, we also have va−1 =
pb−1x ∈ Ka−1. If n > 2 and m > b, we have vb−1 = −p2b−a−1 = 0 ∈ Kb−1. Thus
R[x]/I is local but not Frobenius.
7. Cases of Small Nilpotency
We apply the algorithms in Section 6 to commutative chain rings R whose rad-
icals have small nilpotency. The small nilpotency of radR allows us to carry out
the computations in the algorithms to an extent that results in explicit answers to
Questions 1.1 and 1.2.
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Theorem 7.1. Let R be a commutative chain ring with radR = piR, where pi ∈ R
is of nilpotency 2. Let I be an ideal of R[x] such that I 6⊂ 〈pi〉. Then I has a
canonical sequence (f0, f1) of the form
(7.1)
{
f0 = p
u1
1 · · · p
uk
k + pip
w1
1 · · · p
wk
k q,
f1 = p
v1
1 · · · p
vk
k ,
where p1, . . . , pk ∈ F [x] are distinct and irreducible, gcd(p1 · · · pk, q) = 1, and ui >
0, 0 ≤ vi ≤ ui, wi ≥ 0 for all 1 ≤ i ≤ k. The invariant sequence of [I : p1] ∩ [I : pi]
is 
(p1
u1−1p2
u2 · · · pk
uk , p2
v2 · · · pk
vk) if v1 = 0,
(p1
u1p2
u2 · · · pk
uk , p1
v1−1p2
v2 · · · pk
vk) if v1 > 0 and w1 or u1 − v1 is 0,
(p1
u1−1p2
u2 · · · pk
uk , p1
v1−1p2
v2 · · · pk
vk) if v1 > 0, w1 > 0, u1 − v1 > 0.
In particular, [I : p1]∩[I : pi]/I is minimal if and only if at least one of v1, w1, u1−v1
is 0.
Proof. We only have to prove the claim about the invariant sequence of [I : p1] ∩
[I : pi]. (The claim about the canonical sequence of I is obviously true. The
necessary and sufficient condition for [I : p1] ∩ [I : pi]/Ito be minimal follows from
Proposition 4.3 once the invariant sequence of [I : p1] ∩ [I : pi] is known.)
The canonical sequence of [I : pi] is (f1, 1). We use Algorithm 6.2 to compute a
canonical sequence (h0, h1) of [I : p1]. We will see that the invariant sequence of
[I : p1] ∩ [I : pi] follows rather easily afterwards.
Case 1. Assume v1 = 0.
We can choose h1 = p
v2
2 · · · p
vk
k . To find h0, we first write
(pu1−11 p
u2
2 · · · p
uk
k )p1 = f0 − pip
w1
1 · · · p
wk
k q.
In the notation of Algorithm 6.2, a0 = p
u1−1
1 p
u2
2 · · · p
uk
k , b0 = 1, c1 = −p
w1
1 · · · p
wk
k q,
gcd(p1, f1)/gcd(p1, f1, c1) = 1, d1 = 1. So we write
−pw11 · · · p
wk
k q = −a1p1 + b1f1 + pic2,
where a1, b1, c2 ∈ R[x]. Eq. (6.2) appears as
(pu1−11 p
u2
2 · · · p
uk
k + pia1)p1 = f0 + pib1f1,
so h0 = p
u1−1
1 p
u2
2 · · · p
uk
k + pia1. Clearly, [I : p1] = 〈h0, pih1〉 ⊂ 〈f1, pi〉 = [I : pi].
Hence [I : p1] ∩ [I : pi] = [I : p1], whose invariant sequence is (p1
u1−1p2
u2 · · · pk
uk ,
p2
v2 · · · pk
vk).
Case 2. Assume v1 > 0 and w1 = 0.
We can choose h1 = p
v1−1
1 p
v2
2 · · · p
vk
k . To find h0, we write
(pu1−11 p
u2
2 · · · p
uk
k )p1 = f0 − pip
w2
2 · · · p
wk
k q.
In the notation of Algorithm 6.2, a0 = p
u1−1
1 p
u2
2 · · · p
uk
k , b0 = 1, c1 = −p
w2
2 · · · p
wk
k q,
gcd(p1, f1)/gcd(p1, f1, c1) = p1, d1 = p1. So we write
p1(−p
w2
2 · · · p
wk
k q) = −(p
w2
2 · · · p
wk
k q)p1.
(In the notation of Algorithm 6.2, a1 = p
w2
2 · · · p
wk
k q, b1 = 0, c2 = 0.) Eq. (6.2)
appears as
(pu11 · · · p
uk
k + pip
w2
2 · · · p
wk
k q)p1 = p1f0,
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so h0 = p
u1
1 · · · p
uk
k + pip
w2
2 · · · p
wk
k q = f0. Clearly, [I : p1] = 〈h0, pih1〉 ⊂ 〈f1, pi〉 =
[I : pi]. Hence [I : p1] ∩ [I : pi] = [I : p1], whose invariant sequence is (p1
u1 · · · pk
uk ,
p1
v1−1p2
v2 · · · pk
vk).
Case 3. Assume v1 > 0 and w1 > 0.
We can choose h1 = p
v1−1
1 p
v2
2 · · · p
vk
k . To find h0, write
(pu1−11 p
u2
2 · · · p
uk
k )p1 = f0 − pip
w1
1 · · · p
wk
k q.
In the notation of Algorithm 6.2, a0 = p
u1−1
1 p
u2
2 · · · p
uk
k , b0 = 1, c1 = −p
w1
1 · · · p
wk
k q,
gcd(p1, f1)/gcd(p1, f1, c1) = 1, d1 = 1. So we write
−pw11 · · · p
wk
k q = −(p
w1−1
1 p
w2
2 · · · p
wk
k q)p1.
(In the notation of Algorithm 6.2, a1 = p
w1−1
1 p
w2
2 · · · p
wk
k q, b1 = 0, c2 = 0.) Eq. (6.2)
appears as
(pu1−11 p
u2
2 · · · p
uk
k + pip
w1−1
1 p
w2
2 · · · p
wk
k q)p1 = f0,
so h0 = p
u1−1
1 p
u2
2 · · · p
uk
k + pip
w1−1
1 p
w2
2 · · · p
wk
k q. It is easy to find that
[I : p1] ∩ [I : pi]
= 〈h0, pih1〉 ∩ 〈f1, pi〉
=
{
〈pu11 · · · p
uk
k + pip
w1
1 · · · p
wk
k , pip
v1−1
1 p
v2
2 · · · p
vk
k 〉 if u1 = v1,
〈pu1−11 p
u2
2 · · · p
uk
k + pip
w1−1
1 p
w2
2 · · · p
wk
k , pip
v1−1
1 p
v2
2 · · · p
vk
k 〉 if u1 > v1.
The invariant sequence of [I : p1] ∩ [I : pi] is{
(p1
u1 · · · pk
uk , p1
v1−1p2
v2 · · · pk
vk) if u1 = v1,
(p1
u1−1p2
u2 · · · pk
uk , p1
v1−1p2
v2 · · · pk
vk) if u1 > v1.

Corollary 7.2. In Theorem 7.1, R[x]/I is Frobenius if and only if for each 1 ≤
i ≤ k, viwi(ui − vi) = 0.
Proof. Immediate from Theorem 7.1 and Algorithm 6.1. 
Next we apply Algorithm 6.7 to Question 1.2 when the nilpotency n of radR =
piR is small. Let I be an ideal of R[x] with invariant sequence (αe0 , . . . , αen−1),
where α ∈ F [x] is irreducible, e0 ≥ · · · ≥ en−1 ≥ 0, e0 > 0. These are precisely
the ideals such that R[x]/I is artinian and local (Proposition 6.4). Let r ∈ R[x] be
such that r = α. Then I has a canonical sequence (f0, . . . , fn−1) of the form{
fn = 1,
fi = r
ei−ei+1fi+1 + pibi1fi+2 + · · ·+ pin−i−1bi,n−i−1fn, 0 ≤ i ≤ n− 1,
where bij ∈ R[x]. (Cf. (5.1) and the proof of Proposition 5.1.)
For the following three theorems, we use the above notation with n = 2, 3, 4,
respectively. Recall from Algorithm 6.7 that Λ = {i : 0 ≤ i ≤ n−1, ei > ei+1 > 0},
and for each i ∈ Λ,
(7.2) Ki = 〈pi
i+1fi+1, . . . , pi
n−1fn−1〉+ 〈pi
i+1rfi+2, . . . , pi
n−2rfn−1, pi
n−1r〉,
and vi = pi
i(fi − rei−ei+1fi+1). The ring R[x]/I is Frobenius if and only if vi /∈ Ki
for all i ∈ Λ.
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Theorem 7.3. Assume n = 2. So I has a canonical sequence (f0, f1) of the form
f2 = 1,
f1 = r
e1 ,
f0 = r
e0−e1f1 + pib01f2 = r
e0 + pib01,
where b01 ∈ R[x].
(i) If e1 = 0 or e0, then R[x]/I is Frobenius.
(ii) If e0 > e1 > 0, then R[x]/I is Frobenius ⇔ r ∤ b01.
Proof. (i) In this case, Λ = ∅, and hence R[x]/I is Frobenius.
(ii) We have Λ = {0}, v0 = pib01, and
K0 = 〈0, pif1〉+ 〈0, pir〉 = 〈0, pir〉.
Thus
R[x]/I is Frobenius ⇔ v0 /∈ K0 ⇔ r ∤ b01.

Theorem 7.4. Assume n = 3. So I has a canonical sequence (f0, f1, f2) of the
form 
f3 = 1,
f2 = r
e2 ,
f1 = r
e1−e2f2 + pib11f3
= re1 + pib11,
f0 = r
e0−e1f1 + pib01f2 + pi
2b02f3
= re0 + pi(b11r
e0−e1 + b01r
e2 ) + pi2b02,
where bij ∈ R[x].
(i) If |{e0, e1, e2, 0}| = 2, then R[x]/I is Frobenius.
(ii) If e0 = e1 > e2 > 0, then R[x]/I is Frobenius ⇔ r ∤ b11.
(iii) If e0 > e1 = e2 > 0, then R[x]/I is Frobenius ⇔ r ∤ b02 − b01 b11.
(iv) If e0 > e1 > e2 = 0, then R[x]/I is Frobenius ⇔ r ∤ b01.
(iv) If e0 > e1 > e2 > 0, then R[x]/I is Frobenius ⇔ r ∤ b11, b01.
Proof. The proof of (i) and (ii) is identical to the proof of (i) and (ii) in Theorem 7.3.
For the proof of the remaining cases, we state the results for vi and Ki, i ∈ Λ, but
omit the routine computations that lead to these results.
(iii) We have Λ = {0}, v0 = pib01re2 + pi2b02, and K0 = 〈pire1 + pi2b11, pi2r〉. It is
easy to see that v0 /∈ K0 ⇔ r ∤ b02 − b01 b11.
(iv) We have Λ = {0}, v0 = pib01+pi2b02, and K0 = 〈pir, pi2〉. Clearly, v0 /∈ K0 ⇔
r ∤ b01.
(v) We have Λ = {0, 1}, v1 = pi2b11, K1 = 〈pi2r〉. So v1 /∈ K1 ⇔ r ∤ b11.
Assume r ∤ b11. We have K0 = 〈pire2+1, pi2〉 and v0 = pib01re2 + pi2b02. Clearly,
v0 /∈ K0 ⇔ r ∤ b01. 
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Theorem 7.5. Assume n = 4. So I has a canonical sequence (f0, f1, f2, f3) of the
form 
f4 = 1,
f3 = r
e3 ,
f2 = r
e2−e3f3 + pib21f4
= re2 + pib21,
f1 = r
e1−e2f2 + pib11f3 + pi
2b12f4
= re1 + pi(b21r
e1−e2 + b11r
e3 ) + pi2b12,
f0 = r
e0−e1f1 + pib01f2 + pi
2b02f3 + pi
2b03f4
= re0 + pi(b21r
e0−e2 + b11r
e0−e1+e3 + b01r
e2 )
+ pi2(b12r
e0−e1 + b01b21 + b02r
e3 ) + pi3b03,
where bij ∈ R[x].
(i) If |{e0, e1, e2, e3, 0}| = 2, then R[x]/I is Frobenius.
(ii) If e0 = e1 = e2 > e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b21.
(iii) If e0 = e1 > e2 = e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b12 − b11 b21.
(iv) If e0 = e1 > e2 > e3 = 0, then R[x]/I is Frobenius ⇔ r ∤ b11.
(v) If e0 = e1 > e2 > e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b21, b11.
(vi) If e0 > e1 = e2 = e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b21(b02−b01 b11)−
(b03 − b01 b12).
(vii) If e0 > e1 = e2 > e3 = 0, then R[x]/I is Frobenius ⇔ r ∤ b02 − b01 b11.
(viii) If e0 > e1 > e2 = e3 = 0, then R[x]/I is Frobenius ⇔ r ∤ b01.
(ix) If e0 > e1 = e2 > e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b21 and r ∤
b02 − b01 b11.
(x) If e0 > e1 > e2 = e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b12 − b11 b21 and
r ∤ b01.
(xi) If e0 > e1 > e2 > e3 = 0, then R[x]/I is Frobenius ⇔ r ∤ b11, b01.
(xii) If e0 > e1 > e2 > e3 > 0, then R[x]/I is Frobenius ⇔ r ∤ b21, b11, b01.
Proof. The proof of (i) – (v) is identical to the proof (i) - (v) in Theorem 7.4. For the
proof of the remaining cases, again we omit the routine and tedious computations.
(vi) We have Λ = {0}, K0 = 〈pif1, pi2f2, pi3r〉, v0 = pib01f2 + pi2b02f3 + pi3b03. It
follows that v0 /∈ K0 ⇔ r ∤ b21(b02 − b01 b11)− (b03 − b01 b12).
(vii) We have Λ = {0}, K0 = 〈pif1, pi2r, pi3〉, v0 = pib01f2 + pi2b02f3 + pi3b03. It
follows that v0 /∈ K0 ⇔ r ∤ b02 − b01 b11.
(viii) We have Λ = {0}, K0 = 〈pir, pi2, pi3〉, v0 = pib01f2 + pi2b02f3 + pi3b03. It is
clear that v0 /∈ K0 ⇔ r ∤ b01.
(ix) We have Λ = {0, 2}, K2 = 〈pi3r〉, v2 = pi3b21. Clearly, v2 /∈ K2 ⇔ r ∤ b21.
Assume r ∤ b21. We have K0 = 〈pif1, pi2rf3, pi3〉, v0 = pib01f2 + pi2b02f3 + pi3b03.
It follows that v0 /∈ K0 ⇔ r ∤ b02 − b01 b11.
(x) We have Λ = {0, 1}, K1 = 〈pi2f2, pi3r〉, v1 = pi2b11f3 + pi3b12. It follows that
v1 /∈ K1 ⇔ r ∤ b12 − b11 b21.
Assume r ∤ b12−b11 b21. We have K0 = 〈pirf2, pi2f3, pi3〉, v0 = pib01f2+pi2b02f3+
pi3b03. It follows that v0 /∈ K0 ⇔ r ∤ b01.
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(xi) We have Λ = {0, 1}, K1 = 〈pi2r, pi3〉, v1 = pi2b11 + pi3b12. So v1 /∈ K1 ⇔ r ∤
b11.
Assume r ∤ b11. We have K0 = 〈pire2+1, pi2, pi3〉, v0 = pib01f2 + pi2b02 + pi3b03.
Clearly, v0 /∈ K0 ⇔ r ∤ b01.
(xii) We have Λ = {0, 1, 2}, K2 = 〈pi3r〉, v2 = pi3b21. So v2 /∈ K2 ⇔ r ∤ b21.
Assume r ∤ b21. We have K1 = 〈pi2re3+1, pi3〉, v1 = pi2b11re3 + pi3b12. So v1 /∈
K1 ⇔ r ∤ b11.
Now assume r ∤ b21 and r ∤ b11. We have K0 = 〈pirf2, pi2re3 , pi3〉, v0 = pib01f2 +
pi2b02f3 + pi
3b03. Clearly, v0 /∈ K0 ⇔ r ∤ b01. 
It we continue in this manner to find the necessary and sufficient conditions for
R[x]/I to be Frobenius and local with n = 5, 6, . . . , the computations involved are
expected to be more complicated. But aside from that, there are no other inhibiting
obstacles.
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