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Abstract
Composition and splitting are useful techniques for constructing special purpose integration methods for numer-
ically solving many types of differential equations. In this article we will review these methods and summarise
the essential ingredients of an implementation that has recently been added to a framework for solving differential
equations in Mathematica.
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1. Introduction
Geometric numerical integration involves the numerical solution of differential equationswhich possess
certain geometric properties that should be preserved (e.g. Hamiltonian, divergence-free, or systems
possessing a symmetry or ﬁrst integral). Splitting methods are of use when a vector ﬁeld can be split into
a sum of two or more parts which are each simpler to integrate. One of the main applications of splitting
methods is in geometric integration.A recent review article on splittingmethods [16], a recent monograph
on geometric numerical integration [4] and a review of the Störmer/Verlet method [5] provide a summary
and a variety of examples.
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There exists a close connection between composition methods [23,25] and splitting methods [14].
The derivation of ad hoc methods based on composition and splitting has been commonplace in the
natural science community for several decades. In recent years there has been considerable develop-
ment in a systematic theory of such methods from the numerical analysis perspective (see [4,16] for a
summary).
In this article we will summarise ongoing work to provide a variety of numerical integration solvers in
a uniform object oriented manner in the problem solving environmentMathematica. Particular attention
will be given to the modiﬁcations required to implement composition and splitting methods. Often it is
the case that the components which turn up in splitting a vector ﬁeld can be integrated exactly. It will
be shown how to automate this process using an algebraic differential equation solver. In contrast to
conventional numerical environments, this approach allows the construction of hybrid symbolic-numeric
methods.
This article is organised as follows. In Section 2we brieﬂy introduce composition and splittingmethods.
In Section 3 we discuss some of the design issues that have been considered in the incorporation of
composition and splitting methods in the solving environment. Examples that illustrate the desirable
qualitative behaviour of these methods are given in Section 4.
2. Background
Consider an initial value problem:
y′(t)= f(y(t)), y(0)= y0 ∈ Rn given. (1)
The exact solution or ﬂow of (1) over time t is a mapping which to any point y0 in phase space associates
a value of the solution as
f,t = y(t) if y(0)= y0.
Of particular interest will be the ﬂow that locally advances a solution from t to t + , where  is related
to the step size used in a numerical integration method.
2.1. Composition
Composition is a useful device for raising the order of a numerical integration scheme. In contrast to
the Aitken–Neville algorithm used in extrapolation, composition can conserve geometric properties of
the base integration method (e.g. symplecticity). Let (i)f,i h be a basic integration method that takes a step
of size i h with 1, . . . , s given real numbers. Then the s stage composition method f,h is given by
f,h = (s)f,s h ◦ · · · ◦ 
(1)
f,1 h . (2)
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Often we are interested in composition methods which involve the same base method
= (i), i = 1, . . . , s. (3)
An interesting special case is symmetric composition:
i = s−i+1, i = 1, . . . , 	s/2
. (4)
The most widely used forms of composition are:
• symmetric composition of symmetric second-order methods;
• symmetric composition of ﬁrst-order methods (a method  with its adjoint ∗);
• composition of ﬁrst-order methods.
2.2. Splitting
An s stage splitting method is a generalisation of a composition method in which f in (1) is broken up
in an additive fashion:
f = f1 + · · · + fk, ks. (5)
The essential point is that there can often be computational advantages in solving problems involving fi
instead of f . An s stage splitting method is a composition of the form:
f,h = (s)fs ,s h ◦ · · · ◦ 
(1)
f1,1 h, (6)
with f1, . . . , fs not necessarily distinct. Each base integrationmethod now only solves part of the problem,
but a suitable composition can still give rise to a numerical scheme with advantageous properties. If the
system associated with fi is integrable then the ﬂow fi ,h can be used in place of a numerical integration
method.A simple example of splitting is the Lie–Trotter splitting [24]. Consider f=f1+f2 with 1=2=1.
Then a ﬁrst-order integration method is given by
f,h = (2)f2,h ◦ 
(1)
f1,h. (7)
Computationally it can be useful to combine ﬂows using the group property:
fi ,h1+h2 = fi ,h2 ◦ fi ,h1 . (8)
A splitting method may also use a mixture of ﬂows and numerical methods.
3. Design
The focus here will be on the design considerations that were necessary for an implementation of
composition and splitting methods. These are summarised below.
• Each method has its own data structure encapsulating coefﬁcients, workspaces etc. This is a general-
isation of ideas found in LSODA [8].
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• A method construction and initialisation phase is carried out before the numerical integration is at-
tempted.
• The framework includes a plug-in mechanism for the speciﬁcation of method coefﬁcients. This gen-
eralises the ideas in RKSUITE [1].
• Users can write their own plug-in methods as modules which can be incorporated into the solving
environment.
• A communication mechanism enables the speciﬁcation of method properties such as order and sym-
metry.
• Amethod hierarchy allows one method to call a number of others. This is a generalisation of the ideas
used in the Generic ODE Solving System (GODESS) which is implemented in C++ (see [17] and the
references therein).
The design evolution of the last item is particularly important, so it is now described in more detail.
3.1. Method hierarchy
Methods in the new solving environment are re-entrant and hierarchical, meaning that one method can
call another.
3.1.1. Original design
The original method framework design allowed a number of methods to be invoked in the solver.
3.1.2. Extension
As more numerical methods were added to the solving environment, it soon became clear that the
previous invocation process was not general enough. Therefore the framework was extended to allow one
method to call another in a sequential fashion, with an arbitrary number of levels of nesting.
The construction of compound integration methods is particularly useful in geometric numerical integra-
tion. The following combination will locally solve a differential system using an explicit Runge–Kutta
method and then use a projection procedure to ensure that any speciﬁed invariants are conserved.
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3.1.3. Generalisation
A more general tree invocation process was required to implement composition methods, since a
number of sub-methods may need to be invoked.
This is an example of a method composed with its adjoint.
3.1.4. Current state
The tree invocation process was later extended to allow for a sub-ﬁeld to be solved by each method,
instead of the entire vector ﬁeld. This is useful for splitting methods. The following is relevant in theABC
ﬂow (see Section 4.4) which splits f into two parts f1, f2.
An interesting feature here is the mix of numerical methods and ﬂows. We now explain the construction
of the method LocallyExact for the computation of the ﬂow.
3.2. Computation of the ﬂow
While a closed form solution often does not exist for the entire vector ﬁeld, in some cases it is possible
to analytically solve a system of differential equations for part of the vector ﬁeld. The idea motivating
the method LocallyExact is that, rather than use a standard numerical integration scheme, a solution can
often be found using the analytic methods of DSolve. Direct numerical evaluation can then be used to
locally advance the solution. Since the method LocallyExact makes no attempt to adaptively adjust step
sizes, it is primarily intended for use as a sub-method between integration steps.
The method LocallyExact has an option SimpliﬁcationFunction that can be used to simplify the
results ofDSolve. To see why this is useful, consider the linearised components of the differential system
that turns up in the splitting of the Lorenz equations using standard values for the parameters (see
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Section 4.3):
y′1 = 10 (y2 − y1) , y′2 = 28 y1 − y2, y′3 =−83 y3. (9)
The solution returned by DSolve for (9) is
y1 = 12402
(
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(10)
with arbitrary integration constants C1, C2, C3 which should be associated with the initial conditions
for the current integration step. Using the function FullSimplify in the option SimpliﬁcationFunction
allows (10) to be transformed into the more compact form:
y1 = exp
(−112 t)
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(
1201 cosh
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2
t
)
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√
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(√
1201
2
t
)
(−9C1 + 20C2)
)
,
y2 = exp
(−112 t)
1201
(
1201 cosh
(√
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(√
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2
t
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(
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3
t
)
. (11)
In the integration framework solving and simpliﬁcation is carried out only once during a method initial-
isation phase and usually has a negligible impact on the running time of the overall numerical solution;
geometric numerical integration is usually concerned with asymptotic behaviour over long time integra-
tions. A numerical function is then constructed from the closed form solution so that it can be used for
locally advancing the numerical integration.An automatic optimisation collects common sub-expressions
so that the dominant function calls cosh, exp, sinh and
√
1201 in (11) are evaluated only once for each
invocation.
3.3. Additional considerations
Methods such as ExplicitEuler and ExplicitRungeKutta make use of function evaluations at the
beginning of the integration interval. For this reason the solver passes appropriate values to each numerical
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integration method. In order to avoid these potentially costly computations, the method LocallyExact
uses a method property to communicate to the solvers for Composition and Splitting that intermediate
function evaluations for the derivative values are not required within each step. For example, in splitting
the Lorenz equations the method LocallyExact advances part of the solution using (11) so that the right
hand side values in (9) are not needed.
High-order composition and splitting methods often involve a large number of steps. In order to
reduce the effect of roundoff errors in the numerical integration an increment formulation is used [20] in
conjunction with compensated summation (see for example [7]).
Since a large number of sub-methods or split vector ﬁelds can be involved in a method, implicit
cyclic repetition was found to be a useful aid to avoid repeated input speciﬁcation. A simpliﬁed input
syntax allows omitted vector ﬁelds and methods to be ﬁlled in cyclically. These must be deﬁned using an
unambiguous cycle. For example {f1, f2, f1, f2} can be deﬁned as {f1, f2}.However, {f1, f2, f3, f2, f1}
is already a minimum cycle and cannot be input as {f1, f2, f3} since the latter corresponds to the ﬁve
components {f1, f2, f3, f1, f2}.A related enhancement uses caching to avoid repeated work in method
initialisation and in the construction of numerical functions for evaluating vector ﬁelds.
4. Examples
Some of the desirable qualitative features of splitting methods are now presented using several exam-
ples. In each case the method LocallyExact is used to automatically solve and numerically advance each
integrable ﬂow. In Section 4.1 a nonlinear system is split into effectively linear systems. In Section 4.2
a nonlinear system is split into Hamiltonian systems which can be integrated exactly. In Section 4.3 a
nonlinear system is split into a linear part and a simpliﬁed nonlinear part which can be integrated exactly.
In Section 4.4 a nonlinear system is split into two parts, but the remaining nonlinear part cannot be solved
in closed form. Therefore it is integrated numerically using a suitable geometric integration method.
4.1. Lotka–Volterra equations
The Lotka–Volterra equations arise inmathematical biology as amodel of the growth of animal species:
u′ = u(v − 1), v′ = v(2− u). (12)
A ﬁrst integral of (12) is given by
I (u, v)= 2 ln u− u+ ln v − v. (13)
The existence of the integral (13) implies that solutions of (12) are periodic.
The nonlinear system (12) can be split into two linear systems U and V as
U : u′ = u(v − 1), v′ = 0,
V : u′ = 0, v′ = v(2− u). (14)
Aﬁrst-order splittingmethod can then be obtained by integrating each ofU,V in (14) using theLie–Trotter
splitting:
fV ,h ◦ fU ,h. (15)
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Fig. 1. Comparison of the forward Euler method (left), the backward Euler method (centre) and the splitting method (15) (right)
for numerically solving the Lotka–Volterra equations (12).
Fig. 1 compares the solution of (12) using various numerical methods. The initial conditions were taken
as u0 = 10940 , v0 = 1 and the integration was carried out with constant step size 325 on the interval [0, 10].
It can be observed that only the splitting method yields a closed solution trajectory.
4.2. Euler equations
Euler’s equations model the movement of a rigid body whose centre of mass is ﬁxed at the origin [12]:
y′1 =
I2 − I3
I2 I3
y2y3, y
′
2 =
I3 − I1
I3 I1
y3y1, y
′
3 =
I1 − I2
I1 I2
y1y2, (16)
where the vector y= (y1, y2, y3)T represents the angular momentum in the body frame and I1, I2, I3 are
the principal moments of inertia. Two quadratic ﬁrst integrals of the system are
H(y)= 1
2
(
y21
I1
+ y
2
2
I2
+ y
2
3
I3
)
,
I (y)= y21 + y22 + y23 . (17)
The values of the principal moments are taken as I1 = 2, I2 = 1, I3 = 23 and the initial conditions are
y1=cos(1110 ), y2=0, y3=sin(1110 ).With these initial values the invariant I (y) has the effect of constraining
the motion from R3 to the unit sphere. The invariant H(y) is an ellipsoid and, in conjunction with I (y),
has the effect of constraining the motion to an ellipse on the unit sphere.
The differential system (16) can be split into three components, H1, H2 and H3 each of which is
Hamiltonian:
H1 : y′1 = 0, y′2 =
y1y3
I1
, y′3 =−
y1y2
I1
,
H2 : y′1 =−
y2y3
I2
, y′2 = 0, y′3 =
y1y2
I2
,
H3 : y′1 =
y2y3
I3
, y′2 =−
y1y3
I3
, y′3 = 0, (18)
with exact solutions f1,h, f2,h, f3,h. The splitting (18) was derived independently by McLachlan [13]
and Reich [18]. A symmetric extension of the Strang splitting [11,22] to three components then gives the
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Fig. 2. Comparison of the explicit midpoint method (left) and the splitting method (19) (right) for numerically solving Euler’s
equations (16). The invariant I (y) of (17) is depicted as a solid whereas H(y) is depicted using a wire frame.
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Fig. 3. Absolute error in the invariants (17) against time for the explicit midpoint method (left) and the splitting method (19)
(right). The symbol ♦ is used for H(y) and  is used for I (y).
following explicit integration procedure:
f1,1/2 h ◦ f2,1/2 h ◦ f3,h ◦ f2,1/2 h ◦ f1,1/2 h. (19)
Fig. 2 shows the results of a numerical experiment for Euler’s equations (16) with constant step size 12 on
the interval [0, 200]. The solution using the explicit midpoint method drifts away from the intersection of
the manifolds. The splitting method (19) produces a closed curve and thus exhibits the correct qualitative
behaviour.
Fig. 3 displays the error in the invariants (17) sampled every 10 steps. The error growth for the explicit
midpoint method is typical of a non-geometric integrator. In order to explain the behaviour for the splitting
method note that (16) is a Lie–Poisson system. Since I (y) is a Casimir, it is conserved exactly by the
splittingmethod (19) (a composition of Poissonmaps preserves Casimirs). The error in the invariantH(y)
remains bounded but it is not conserved exactly. For an example of a splitting method that preserves both
invariants see [4, Chapter VII].
4.3. Lorenz equations
In his original article on numerical weather prediction, Lorenz gave a simple three-dimensional non-
linear system with parameters  = 10, r = 28 and b = 83 for which trajectories produce a strange
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attractor [10]:
y′1 = (y2 − y1), y′2 = ry1 − y2 − y1y3, y′3 =−by3 + y1y2. (20)
To compare composition methods we use an approach based on a splitting procedure (see for example
[15]). Consider splitting the right-hand side of (20) into nonlinear and linear parts f1 and f2, respectively
to obtain:
y′1 = 0, y′2 =−y1y3, y′3 = y1y2,
y′1 = (y2 − y1), y′2 = ry1 − y2, y′3 =−by3,
with exact solutions f1,h and f2,h. A second-order symmetric integration method can be constructed
using a Strang splitting [11,22]:
f1,h/2 ◦ f2,h ◦ f1,h/2. (21)
Symmetric composition can be used to raise the order of (21). This can easily be accomplished by calling
Splitting as a sub-method of Composition as illustrated in the following diagram:
However, some savings can be obtained by using the group property of ﬂows (8). This means that the
composition can be simpliﬁed as a direct call to Splitting of the form:
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Fig. 4. Error-work comparison on a log–log scale for various composition schemes applied to the Lorenz equations (20). The
symbol ◦ represents the fourth order ﬁve stage scheme of [23],  represents s9odr6b of [9], ♦ represents s17odr8b of [9] and
represents p10s33 of [4].
More precisely, consider forming a composition of a splitting method directly as a splitting method of
the form:
f1,as+1 ◦ f2,bs ◦ f1,as ◦ · · · ◦ f2,b1 ◦ f1,a1 . (22)
The coefﬁcients in (22) satisfy:
a1 = 1/2, b1 = 1,
a2 = (1 + 2)/2, b2 = 2,
...
...
as = (s−1 + s)/2, bs = s,
as+1 = s/2,
where (4) is assumed to hold. By the First Same As Last property (22) requires s evaluations of f1 and
f2 .
Consider initial conditions y1(0)=−8, y2(0)= 8, y3(0)= 27 with an integration interval of [0, 1]. A
high-precision reference solution was computed using extrapolation as
y1(1)= 9.0571678389291640607538350006671,
y2(1)= 14.558948991099491031091186094290,
y3(1)= 18.415293946881260315182904892700.
Fig. 4 illustrates the results of various composition schemes with step sizes selected from 2−i , i =
3, 72 , 4, . . . , 10. The work has been estimated by counting the number of evaluations of f2. The eighth
order method of [9] performs particularly well on this problem. All computations were carried out using
software arithmetic with approximately 32 digits of precision. The use of arbitrary precision is particularly
useful in the comparison of high order methods and in obtaining reference solutions.
The Lorenz equations (20) are an example of a conformal volume preserving system, where the diver-
gence of the vector ﬁeld is a constant. An interesting feature of splitting methods such as (21) is that they
are conformal volume preserving integrators. Lyapunov exponents give a useful measure of the dynamics
of a differential system. For example, a chaotic orbit can be deﬁned to be a bounded aperiodic orbit that
has at least one positive Lyapunov exponent. An advantage of a conformal volume preserving integrator
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Fig. 5. Poincaré section of the ABC ﬂow (23) at y = 0 computed using the explicit midpoint method (left) and the splitting
method (25) (right).
is that it conserves the sum of the Lyapunov exponents. This fact is used to some advantage in [15] when
computing Lyapunov exponents using the discrete QR method (see for example [2]).
4.4. ABC ﬂow
The Arnold Beltrami and Childress ﬂow is given by the equations:
x′ = A sin z+ C cos y, y′ = B sin x + A cos z, z′ = C sin y + B cos x. (23)
Since div f=0, it follows that system (23) is volume preserving. Furthermore, it has a reversing symmetry
group with 16 elements. Numerical experiments have been carried out in [6,3]. The following splitting
of the ABC ﬂow is given in [16]:
X1 : x′ = A sin z+ C cos y, y′ = 0, z′ = C sin y + B cos x,
X2 : x′ = 0, y′ = B sin x + A cos z, z′ = 0. (24)
X2 is explicitly integrable, but X1 (a two-dimensional Hamiltonian system) is not. Despite this fact,
the implicit midpoint method applied to X1 preserves volume and reversing symmetries. A symmetric
composition is necessary to preserve the reversing symmetries, so we consider a Strang splitting:
f2,1/2 h ◦ f1,h ◦ f2,1/2 h, (25)
where the outer methods are ﬂows and the central method is the implicit midpoint scheme. Fig. 5 shows
the Poincaré section for (23) at y = 0 with x, z taken modulo 2 , using a variety of initial conditions
with parameters A = 1, B = 1, C = 34 and constant step size 110 on the interval [0, 10000]. The internal
stage in the implicit midpoint method was solved using a ﬁxed point iteration up to machine precision.
The improved qualitative behaviour of the splitting method (25) is clearly evident.
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5. Conclusions
We have outlined design considerations relevant for the incorporation of composition and splitting
methods into a new differential equation solving environment being developed in Mathematica. In such
methods it is particularly useful to combine ﬂows and numerical methods and symbolic computation is
ideal for constructing such hybrid integrators.
A variety of examples have been presented to illustrate the improved qualitative features of composition
and splitting. Symplectic integrators for Hamiltonian systems (see [19,4]) are another important class of
methods which we have not discussed here. Splitting methods also have some useful applications in this
context, such as splitting into partitioned systems and into integrable and near-integrable parts.
The plug-in mechanism of the new solver framework allows straightforward selection of alternative
coefﬁcient choices and the addition of user-deﬁned special purpose methods. We are currently in the
process of carrying out a detailed search for more efﬁcient symmetric composition schemes and the
plug-in capabilities are useful for comparing new methods with existing schemes [21].
A judicious choice of splitting remains an art form and it is our hope that the framework described
here will encourage experimentation into the construction of new schemes with advantageous geometric
properties.
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