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Re´sume´
On e´tudie la re´partition des ze´ros des fonctions de la forme f(s) = h(s)±h(2a− s), ou` h(s)
est une fonction me´romorphe re´elle sur l’axe re´el, a un nombre re´el. Un de nos re´sultats e´tablit
des conditions suffisantes pour que tous les ze´ros de f(s), sauf un nombre fini, se trouvent sur
la droite ℜs = a, appele´e droite critique pour la fonction f(s), et qu’ils soient simples, pourvu
que tous les ze´ros de h(s), sauf un nombre fini, soient dans le demi-plan ℜs < a. Ce re´sultat
peut eˆtre vu comme une ge´ne´ralisation de la condition ne´cessaire de stabilite´ de la fonction
h(s), dans le the´ore`me d’Hermite-Biehler. On applique ces re´sultats a` l’e´tude de translate´es de
la fonction zeˆta de Riemann et de fonctions L, et des inte´grales de se´ries d’Eisenstein, entre
autres.
Abstract
We study the distribution of the zeros of functions of the form f(s) = h(s) ± h(2a − s),
where h(s) is a meromorphic function, real on the real line, a a real number. One of our
results establishes sufficient conditions under which all but finitely many of the zeros of f(s)
lie on the line ℜs = a, called the critical line for the function f(s), and be simple, given that
all but finitely many of the zeros of h(s) lie on the half-plane ℜs < a. This results can be
regarded as a generalization of the necessary condition of stability for the function h(s), in the
Hermite-Biehler theorem. We apply this results to the study of translations of the Riemann
Zeta Function and L functions, and integrals of Eisenstein Series, among others.
1 Motivation et notations
Le proble`me de montrer que les ze´ros de certaines fonctions sont aligne´s est lie´ a` l’hypothe`se de
Riemann, l’un des plus grands proble`mes ouverts des mathe´matiques. On rappelle quelques faits
sur ce proble`me, cf. [34, §§1.1, 2.1, 3.3]. La fonction zeˆta de Riemann, est la fonction complexe
de´finie par
ζ(s) =
∞∑
n=1
1
ns
, ℜs > 1
et e´tendue a` tout le plan complexe par prolongement analytique, sauf au point s = 1, ou` ζ(s) a un
poˆle simple de re´sidu 1. Elle satisfait a` l’e´quation fonctionnelle
ζ∗(s) = ζ∗(1− s)
pour s ∈ C\{0, 1}, ou` ζ∗(s) est la fonction zeˆta comple´te´e, de´finie par ζ∗(s) = π−s/2Γ(s/2)ζ(s), ou`
Γ(s) est la fonction gamma. Cette nouvelle fonction a deux poˆles simples, en s = 0, s = 1, de re´sidus
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1. On peut re´e´crire l’e´quation fonctionnelle sous la forme ξ(s) = ξ(1− s), ou` ξ(s) = 12s(s− 1)ζ∗(s)
est une fonction entie`re de genre 1.
On voit facilement a` partir du produit eule´rien de ζ(s) et de l’e´quation fonctionnelle que les
fonctions ζ∗(s) et ξ(s) ont tous leurs ze´ros dans la bande 0 ≤ ℜs ≤ 1. Pour la fonction zeˆta ζ(s) les
poˆles de sΓ(s/2) sont aussi des ze´ros ; ce sont les entiers ne´gatifs pairs (appele´s ze´ros triviaux de
la fonction zeˆta). La non annulation des fonctions pre´ce´dentes sur la droite ℜs = 1 (donc aussi sur
ℜs = 0) a e´te´ de´montre´e par Hadamard et de la Valle´e-Poussin (the´ore`me des nombres premiers).
On peut e´tendre cette re´gion de non-annulation au dela` de σ ≥ 1 ; un des ces re´sultats est que
pour une constante A > 0, σ ≥ 1−A/ log |τ |, |τ | assez grand [34, §3.11]
1
ζ(s)
= O
(
log |τ |). (1)
On peut trouver un meilleur re´sultat en [34, §6.19].
Les ze´ros non triviaux de la fonction zeˆta de Riemann sont donc dans la bande 0 < ℜs < 1, et
re´partis syme´triquement par rapport a` la droite ℜs = 1/2, appele´e droite critique. L’hypothe`se de
Riemann est l’assertion que tous ces ze´ros sont sur la droite ℜs = 1/2. On conjecture de plus que
ces ze´ros sont simples.
Soit a ∈ R, h(s) une fonction me´romorphe dans le plan complexe, re´elle sur l’axe re´el. On
de´finit la fonction
f(s) = h(s)± h(2a− s).
Cette fonction satisfait a` l’e´quation f(2a − s) = ±f(s). En particulier, les ze´ros de f(s) sont
syme´triques par rapport a` la droite ℜs = a, appele´e droite critique. Un lien entre la re´partition
des ze´ros de h(s) et f(s) est e´tabli par le the´ore`me d’Hermite-Biehler (cf. [21, Part III, Lecture
27], [2]) : sous des bonnes conditions de croissance sur h(s), l’alignement et la simplicite´ des ze´ros
des fonctions h(s) ± h(2a − s) sont e´quivalents a` l’absence de ze´ros de h(s) dans le demi-plan
ℜs ≥ a. Cette dernie`re condition, connue par le nom de stabilite´ de h(s), apparaˆıt dans l’e´tude du
comportement asymptotique des solutions de certaines e´quations diffe´rentielles (cf. [1]). Ceci est le
cas ou` a = 0 ; les fonctions lie´es a` l’hypothe`se de Riemann correspondent au cas a = 1/2 (l’e´tude
des proble`mes correspondants a` deux valeurs de a sont e´quivalents).
Dans ce travail, on e´tude les conse´quences d’une relaxation de la condition de stabilite´, par
l’introduction de ze´ros de h(s) dans le demi-plan ℜs ≥ a. Sous certaines conditions, on obtient
une borne effective pour le nombre de ze´ros de f(s) en dehors de la droite critique, ainsi que des
informations sur la simplicite´ de ces ze´ros. L’ide´e consiste a` compter les ze´ros de f(s) dans une
bande 0 < ℑ(s) < T , a` l’aide de la me´thode standard (cf. [34, §§9.3, 9.4]), puis comparer l’estima-
tion trouve´e avec celle du nombre de ze´ros de f(s) sur la droite critique. Cette ide´e est inspire´e de
l’article de P. R. Taylor [31], e´le`ve de Titchmarsh.
Fixons quelques notations. Dore´navant, pour s ∈ C, on note σ = ℜs et τ = ℑs. On suppose
qu’il existe σ0 > a tel que f(s) 6= 0 pour σ ≥ σ0. Par l’e´quation fonctionnelle, f(s) 6= 0 lorsque
2a − σ ≥ σ0, c’est-a`-dire, lorsque σ ≤ 2a − σ0. Donc, tous les ze´ros de f(s) sont dans la bande
|σ − a| < σ0 − a. E´tant donne´ T > 0, on note
N(T ) = #{s ∈ C | f(s) = 0, 0 < τ < T},
le nombre des ze´ros de f(s) tel que 0 < τ < T , et
N0(T ) = #{s ∈ C | f(s) = 0, s = a+ iτ, 0 < τ < T}
le nombre de ces ze´ros sur la droite critique σ = a (on tient compte de la multiplicite´ des ze´ros
dans N(T ) et N0(T )). On note N
′
0(T ) le nombre des ze´ros critiques, sans tenir compte de leur
multiplicite´. Il est e´vident que 0 ≤ N ′0(T ) ≤ N0(T ) ≤ N(T ).
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Si l’on pose
L(T ) = #{s ∈ C | f(s) = 0, σ > a, 0 < τ < T},
l’application s 7→ 2a− s e´tablit une correspondance entre les ze´ros de f(s) tels que σ > a, 0 < τ <
T et ceux tels que σ < a, 0 < τ < T , donc
N(T )−N0(T ) = #{s ∈ C | f(s) = 0, σ 6= a, 0 < τ < T} = 2L(T ).
Cela montre que N(T )−N0(T ) est un nombre pair positif ou nul. On a de plus
0 ≤ N(T )−N0(T ) ≤ N(T )−N ′0(T ).
C’est cette dernie`re quantite´ celle que l’on cherche a` estimer a` partir d’informations sur h(s).
Cet article est organise´ de la fac¸on suivante. Dans un premier temps, on conside`re le cas ou` il
y a une quantite´ finie de ze´ros de h(s) dans le demi-plan σ ≥ a. Au §2, on obtient une premie`re
minoration pour le nombre de ze´ros sur la droite critique σ = a de la fonction f(s). Au §3, et sous
certaines conditions de croissance sur h(s), on obtient le re´sultat central de l’article, le the´ore`me
4, qui fournit une borne pour le nombre de ze´ros de f(s) en dehors de la droite critique σ = a,
en fonction du nombre de ze´ros de la fonction h(s) dans le demi-plan σ ≥ a. En conse´quence du
the´ore`me, on montre au §4 que la borne infe´rieure donne´e au §2 donne une bonne estimation pour
le nombre de ze´ros de f(s), et on obtient la repartition globale des ze´ros de f(s). De plus, dans
certains cas on obtient une ame´lioration du the´ore`me 4. Le lien entre nos re´sultats et la the´orie de la
stabilite´ des polynoˆmes, notamment le the´ore`me d’Hermite-Biehler, est donne´e au §5. Un exemple
d’application des re´sultats, motive´ par l’e´tude d’une premie`re approximation a` la fonction zeˆta de
Riemann, est donne´e au §6. La re´partition des ze´ros des sommes et des diffe´rences de translate´es
de la fonction zeˆta comple´te´e commence au §7. La ne´cessite´ de travailler avec une quantite´ infinie
de ze´ros a` droite de la droite critique nous ame`ne a` la premie`re extension du the´ore`me 4. On
ge´ne´ralise les re´sultats du §2 au §8, puis on e´tablit l’extension souhaite´e au §9. On e´tudie des
fonctions provenantes de certaines inte´grales de se´ries d’Eisenstein sur la surface modulaire aux
§10. Une nouvelle extension du the´ore`me 4 motive´e au §10, nous permettra d’obtenir des re´sultats
sous des conditions de croissance affaiblies pour h(s), au §11. On utilise aussi nos re´sultats pour
simplifier des re´sultats re´cents sur la re´partition des ze´ros d’approximations des fonctions zeˆta
d’Epstein, au §12. Finalement, on ge´ne´ralise au §13 nos re´sultats au cas ou` h(s) n’a pas la syme´trie
re´elle, et on applique ces ge´ne´ralisations a` l’e´tude de combinaisons de translate´es de se´ries L de
Dirichlet. Une annexe a` la fin du travail lie nos re´sultats a` d’autres obtenus sous un point de vue
lege`rement diffe´rent.
Les calculs nume´riques et les graphes des fonctions conside´re´es au §7 ont e´te´ re´alise´s a` l’aide
du syste`me PARI/GP [32].
2 Ze´ros sur la droite critique
Soit h(s) holomorphe et sans ze´ro sur σ = a. A` partir d’une valeur quelconque de arg h(a), on
de´finit la fonction
ϕ(τ) = arg h(a+ iτ)
par variation continue de l’argument de h(s) le long du segment qui lie a et a + iτ . Une telle
fonction est appele´e fonction de phase de h(s).
Commenc¸ons par un lemme simple, dont on fournit la preuve en vue d’une modification
ulte´rieure.
Lemme 1. Soit g : [0,∞)→ R une fonction continue telle que g(0) ≤ 0. Posons
g˜(T ) = #{x | 0 ≤ x < T, g(x) ≡ 0mod 1}.
Alors, pour T > 0,
g˜(T ) ≥ g(T ).
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De´monstration. Si g˜(T ) =∞, le re´sultat est e´vident. Sinon, soient x1 < · · · < xn les nombres
xi ∈ [0, T [ tels que g(xi) ≡ 0mod 1, par de´finition n = g˜(T ). Par continuite´, g(x1) ≤ 0,
∣∣g(xi) −
g(xi−1)
∣∣ ≤ 1 pour tout i = 2, . . . , n et ∣∣g(T )− g(xn)∣∣ ≤ 1. On obtient alors
g(T ) ≤ g(T ) − g(x1) = g(T ) − g(xn) +
n∑
i=2
(
g(xi)− g(xi−1)
) ≤ n = g˜(T ).
Cela conclut la preuve. 
En fait, on a montre´ ci-dessus que ⌈g(T )⌉ ≤ g˜(T ).
Il faut remarquer que si l’on cherche a` en de´duire une bonne borne infe´rieure de g˜(T ), la fonction
g(T ) doit eˆtre presque croissante. Mais ce lemme nous fournit au moins une premie`re estimation
pour le nombre de ze´ros de f(s) sur la droite critique, en utilisant une fonction de phase de h(s).
Lemme 2. Soit a ∈ R fixe´, h(s) une fonction me´romorphe dans le plan complexe, re´elle sur l’axe
re´el, sans ze´ros ni poˆles sur la droite critique σ = a, avec h(a) > 0. On conside`re argh(a+ iτ), la
de´termination continue de l’argument de h(s) sur la droite critique σ = a telle que arg h(a) = 0.
Soit f(s) = h(s) ± h(2a − s). Le nombre de ze´ros de f(s) tels que 0 < τ < T , sans compter les
multiplicite´s, sur la droite σ = a est minore´ par
N ′0(T ) ≥
1
π
arg h(a+ iT )− u±, (2)
pour T > 0, ou` u+ =
1
2 , u− = 1. La multiplicite´ de a comme ze´ro de f(s) est nf,a = 0 dans le cas
+, nf,a ≥ 1 et impaire dans le cas −.
De´monstration. Si s = a+ iτ ,
f(a+ iτ) = h(a+ iτ)± h(a− iτ) = h(a+ iτ)± h(a+ iτ)
=
∣∣h(a+ iτ)∣∣ei argh(a+iτ) ± ∣∣h(a+ iτ)∣∣e−i arg h(a+iτ).
On conside`re deux cas :
(i) Lorsque f(s) = h(s)− h(2a− s),
f(a+ iτ) = 2i
∣∣h(a+ iτ)∣∣ sin(arg h(a+ iτ))
et h(a+ iτ) 6= 0, donc f(a+ iτ) = 0 si et seulement si arg h(a+ iτ) ≡ 0modπ. Donc
N ′0(T ) = #{τ | 0 < τ < T, 1pi arg h(a+ iτ) ≡ 0mod 1}.
Par le lemme 1, et comme arg h(a) = 0,
N ′0(T ) = #{τ | 0 ≤ τ < T, 1pi arg h(a+ iτ) ≡ 0mod 1} − 1 ≥ 1pi arg h(a+ iT )− 1.
Dans ce cas f(a) = 0, et comme f(σ) = −f(2a− σ), la fonction f(s) change de signe sur la
droite re´elle au point s = a, donc nf,a ≥ 1 et nf,a est impaire.
(ii) Lorsque f(s) = h(s) + h(2a− s),
f(a+ iτ) = 2
∣∣h(a+ iτ)∣∣ cos(arg h(a+ iτ)),
donc f(a+ iτ) = 0 si et seulement si arg h(a+ iτ) ≡ pi2 modπ. D’apre`s le lemme 1
N ′0(T ) = #{τ | 0 < τ < T, 1pi arg h(a+ iτ) ≡ 12 mod 1} ≥ 1pi arg h(a+ iT )− 12 .
On a aussi f(a) = 2h(a) 6= 0, donc nf,a = 0. 
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Si la fonction de phase ϕ(τ) = arg h(a+ iτ) est croissante, l’estimation dans (2) est optimale,
et
N ′0(T ) =
⌈
1
pi arg h(a+ iT )− u±
⌉
.
On peut aussi conside´rer la fonction f(s) = h2(s)− h2(2a− s) = f−(s)f+(s). Alors
f(a+ iτ) = 4i
∣∣h2(a+ iτ)∣∣ sin(arg h(a+ iτ)) cos(arg h(a+ iτ)), (3)
et les ze´ros de f(s) sur la droite critique correspondent aux ze´ros de f+(s) et f−(s) sur cette
droite, de fac¸on entrelace´e (sans tenir en compte leurs multiplicite´s) si arg h(a+iτ) est une fonction
croissante.
Par contre, si arg h(a+ iτ) n’est pas une fonction croissante, le lemme 2 ne nous donne pas de
bonne estimation pour N ′0(T ). Il est donc ne´cessaire de raffiner ce lemme.
Soient 0 ≤ x1 < x2 < · · · < xn < T dans la preuve du lemme 1. On dit que xi−1 est un point a`
valeur entie`re de´croissante de g(x), si g(xi) ≤ g(xi−1). Supposons maintenant que g(xi) ≤ g(xi−1)
pour k valeurs diffe´rentes de i, 1 < i ≤ n (g(x) a k points a` valeurs entie`res de´croissantes). Soient
c(T ) = #{i | 1 < i ≤ n, g(xi)− g(xi−1) = 0},
d(T ) = #{i | 1 < i ≤ n, g(xi)− g(xi−1) = −1},
alors k = c(T ) + d(T ) et
g(xn)− g(x1) =
(
n− 1− c(T )− d(T )) · 1 + c(T ) · 0 + d(T ) · (−1)
= g˜(T )− c(T )− 2d(T ) − 1.
Posons K(T ) = c(T ) + 2d(T ) − g(x1). On a g˜(T ) − g(xn) = K(T ) + 1. En outre, on de´finit
δ(T ) = g(xn)− g(T ) + 1, de fac¸on que
g˜(T ) = g(T ) +K(T ) + δ(T ).
On a par de´finition 0 ≤ δ(T ) ≤ 2. La fonction δ(T ) est continue, sauf aux points ou` elle (ou bien
g(T )) prend des valeurs entie`res, points ou` elle est continue a` gauche.
Notons certaines proprie´te´s de K(T ) :
1) K(T ) ≥ 0, K(T ) ∈ Z ;
2) K(T ) est une fonction croissante de T ;
3) si g(x) a k points entiers a` valeurs entie`res de´croissantes dans [0, T [, alors K(T ) ≥ k. En
conse´quence g˜(T ) ≥ g(T ) + k.
On applique ce dernier re´sultat aux fonctions du lemme 2, g1(τ) =
1
pi arg h(a + iτ) et g2(τ) =
1
pi arg h(a+ iτ)− 12 , pour obtenir l’estimation
N ′0(T ) ≥ 1pi arg h(a+ iT )− u± + k (4)
au lieu de (2).
Lemme 3. Soit g : [0,∞[→ R une fonction continue qui n’a qu’un nombre fini de points a` valeurs
entie`res dans tout intervalle [0, T [, T > 0. Si g(x) n’a qu’un nombre fini de points a` valeurs entie`res
de´croissantes, alors il existe k ∈ Z tel que pour T > 0 assez grand,
g˜(T ) = ⌈g(T )⌉ + k.
En particulier, g˜(T ) = g(T )+O(1). En particulier, si g(T ) est une fonction strictement croissante
et g(0) ∈]− 1, 0], alors k = 0 et
g˜(T ) = ⌈g(T )⌉.
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De´monstration. S’il n’y a qu’un nombre fini de points a` valeurs entie`res de´croissantes de
g(T ), alors la fonction K(T ) est ultimement constante, δ(T ) 6= 1, δ(T ) 6= 2 pour T assez grand.
S’il y a une infinite´ de points a` valeurs entie`res, on aura ultimement δ(T ) < 1, ce qui nous donnera
0 ≤ δ(T ) < 1. En effet, si δ(T ) ≥ 1 et s’il existe T1 > T tel que δ(T1) ∈ Z, alors pour la premie`re
valeur de T1 telle que cela arrive, on a δ(T1) = 1 ou 2 (par continuite´ a` gauche de δ(T )), absurde.
S’il n’y a qu’une quantite´ finie de points a` valeurs entie`res, on aura soit 0 < δ(T ) < 1 pour T assez
grand, soit 1 < δ(T ) < 2 pour T assez grand. Tout cela nous permet d’e´crire
g˜(T ) + ⌈−δ(T )⌉ = ⌈g(T )⌉ +K(T ),
ou` K(T ) est constante, ⌈−δ(T )⌉ est la constante 0 ou −1, pour T assez grand. 
Si la fonction ϕ(τ) = arg h(a + iτ) satisfait a` la condition du lemme 3, on peut obtenir une
meilleure estimation pour N ′0(T ) que celle donne´e par le lemme 2 dans le cas ou` cette fonction
n’est pas croissante. Une condition sufissante pour cela est que ϕ(τ) soit ultimement croissante.
3 Re´sultat principal
L’ide´e de base de la me´thode de P. R. Taylor, ayant pour objectif de de´montrer la proposition
12, est la suivante : d’abord, on calcule N(T ) a` l’aide du principe de l’argument. Ensuite, on estime
N ′0(T ) avec le lemme 2. La diffe´rence N(T )−N ′0(T ) contient un terme d’erreur ; on montre que la
moyenne de la contribution de ce terme est ne´gligeable graˆce a` un the´ore`me de Littlewood. Il est
a` noter que la meˆme ide´e est a` l’origine de la me´thode de ve´rification nume´rique de l’hypothe`se de
Riemann imagine´e par Turing [8, §8.2].
The´ore`me 4. Soit a ∈ R, h(s) une fonction me´romorphe sur C, re´elle sur la droite re´elle, n’ayant
qu’un nombre fini de poˆles dans C, un nombre fini de ze´ros dans le demi-plan σ > a, holomorphe
et sans ze´ro sur la droite critique σ = a. On de´finit la fonction
f(s) = f±(s) = h(s)± h(2a− s)
(en particulier f(2a− s) = ±f(s)). On suppose que la fonction
F (s) =
h(2a− s)
h(s)
satisfait
(i) pour chaque η > 0, il existe σ0 = σ0(η) > a tel que
∣∣F (s)∣∣ < η si σ ≥ σ0, τ ∈ R ;
(ii) pour chaques ε > 0 et σ0 > a, il existe une suite (Tn)n telle que lim
n→∞Tn = +∞ et
∣∣F (s)∣∣ <
eε|s| pour a ≤ σ ≤ σ0, |τ | = Tn, n ≥ 1.
On note aussi, pour une fonction m(s), nm,σ>a le nombre de ses ze´ros re´els σ tels que σ > a,
Nm,σ>a le nombre des ze´ros (re´els ou complexes) tels que σ > a, nm,a la multiplicite´ de s = a
comme ze´ro de m(s) (si c’est le cas, sinon nm,a = 0), et Pm,σ>a le nombre des poˆles de m(s), tels
que σ > a (on conside`re les multiplicite´s dans tous les cas). Alors
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ u± − nf,σ>a − nf,a2 + Pf,σ>a +Nh,σ>a − Ph,σ>a. (5)
pour T > 0, ou` u+ =
1
2 , u− = 1, nf,a = 0 (cas +) ou nf,a ≥ 1 est impaire (cas −). En particulier,
tous les ze´ros de f(s), sauf un nombre fini, se trouvent sur la droite σ = a et sont simples. Le
membre de gauche de (5) est de plus un nombre positif pair.
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De´monstration. Comme h(a) 6= 0, on peut supposer h(a) > 0, puisque si h(a) < 0, on change
h(s) en −h(s) dans l’analyse. On pose g(s) = 1 ± F (s) (selon le signe qui de´finit f(s)), de telle
fac¸on que f(s) = g(s)h(s). Il faut remarquer que la condition (ii) reste valable, inchange´e, pour
g(s).
Soit 0 < η ≤ 12 . Par (i), il existe σ0 > max{a, 0} tel que
∣∣1 − g(s)∣∣ ≤ η pour σ ≥ σ0 ; puis∣∣g(s)∣∣ ≥ 12 et f(s) n’a pas de poˆles, h(s) n’a ni de ze´ros ni de poˆles, pour σ ≥ σ0 (puisqu’ils sont
en nombre fini). Pour T > 0, on conside`re le rectangle R de´fini par
−T ≤ τ ≤ T, 2a− σ0 ≤ σ ≤ σ0.
Suivant [34, §9.9], on de´finit le logarithme de g(s) de la fac¸on suivante : si τ n’est pas l’ordonne´e
d’un ze´ro, en partant d’une valeur pour log g(σ0) (dans notre cas log g(σ0) = 0, puisque g(σ0) > 0),
on de´finit log g(s) par variation continue le long des segments qui lient σ0, σ0+ iτ et s dans l’ordre.
Si τ est l’ordonne´e d’un ze´ro, on de´finit
log g(s) = lim
δ→0+
log g(s + iδ).
On peut remarquer que sous les conditions donne´es, log g(s) ne de´pend pas de σ0, pour σ0 assez
grand.
L’application σ 7→ 2a − σ e´tablit une correspondance entre les ze´ros et poˆles s = σ de f(σ)
re´els, avec σ > a, et les ze´ros et poˆles avec σ < a. Donc l’exce`s du nombre de ze´ros re´els de f(s)
(2nf,σ>a + nf,a) sur le nombre de poˆles (re´els ou complexes) de f(s) est
2nf,σ>a + nf,a − 2Pf,σ>a.
Si T n’est pas l’ordonne´e d’un ze´ro, par le principe de l’argument, on a
2N(T ) + 2nf,σ>a + nf,a − 2Pf,σ>a = 1
2π
∆R arg f(s) + C(T ),
ou` ∆R note la variation dans le rectangle R, et C(T ) = 0 pour T assez grand (lorsque R contient
tous les poˆles de f(s)), disons T > Tf > 0). Des syme´tries f(s) = f(s) et f(2a − s) = ±f(s) de
f(s), on en de´duit
∆R arg f(s) = 4∆arg f(s),
ou` ∆ de´signe la variation de σ0 a` σ0 + iT , puis a` a+ iT . Puis
N(T ) = 1pi∆arg f(s)− nf,σ>a −
nf,a
2 + Pf,σ>a + C(T )
= R(T ) + S(T )− nf,σ>a − nf,a2 + Pf,σ>a + C(T ),
(6)
ou`
R(T ) =
1
π
∆arg h(s), S(T ) =
1
π
∆arg g(s).
Si T est l’ordonne´e d’un ze´ro, on de´finit R(T ) = R(T + 0), S(T ) = S(T + 0). Par de´finition
S(T ) =
1
π
ℑ log g(a+ iT ).
On prend maintenant le rectangle R′ de´fini par
0 ≤ τ ≤ T, a ≤ σ ≤ σ0.
Par un the´ore`me de Littlewood [34, §9.9],∫
∂R′
log g(s)ds = −2πi
∫ σ0
a
ν(σ)dσ,
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ou` ν(σ′) de´signe l’exce`s du nombre de ze´ros par rapport au nombre de poˆles de g(s) dans le
rectangle σ′ < σ ≤ σ0, 0 < τ ≤ T . En particulier
ℜ
(∫
∂R′
log g(s)ds
)
= 0,
d’ou`
π
∫ T
0
S(τ)dτ =
∫ σ0
a
log
∣∣g(σ + iT )∣∣dσ + ∫ T
0
arg g(σ0 + iτ)dτ − I(σ0), (7)
avec I(σ0) =
∫ σ0
a
log |g(σ)|dσ. Soit ε > 0. La condition (ii) entraˆıne log |g(σ + iTn)| < ε(σ + Tn)
pour a ≤ σ ≤ σ0, n ≥ 1. Puis
π
∫ Tn
0
S(τ)dτ ≤ σ0ε(σ0 + Tn) + ηTn − I(σ0). (8)
Maintenant on estime la variation de l’argument de h(s) dans le rectangle R′′ donne´ par
−T ≤ τ ≤ T, a ≤ σ ≤ σ0,
ou` σ0 et T sont assez grands de telle fac¸on que tous les ze´ros et poˆles de h(s) restent a` l’inte´rieur
de R′′. Soit ∆′R arg h(s) la variation de l’argument de h(s), obtenue par variation continue le long
des segments qui joignent a− iT , σ0− iT , σ0+ iT , a+ iT . Soit aussi arg h(a+ iT ) la de´termination
continue de l’argument de h(s) sur la droite critique σ = a telle que argh(a) = 0. Alors
∆′R arg h(s) + arg h(a− iT )− arg h(a+ iT ) = 2π(Nh,σ>a − Ph,σ>a).
Las syme´trie h(s) = h(s) entraˆıne, comme dans le cas de f(s), que
∆′R arg h(s) = 2∆arg h(s) = 2πR(T ) et arg h(a− iT ) = − arg h(a+ iT ),
d’ou`
R(T )− 1pi argh(a+ iT ) = Nh,σ>a − Ph,σ>a.
Donc
R(T )− 1pi arg h(a+ iT ) = Nh,σ>a − Ph,σ>a +D(T ). (9)
pour T > 0, ou` D(T ) = 0 pour T assez grand (lorsque R contient tous les ze´ros et poˆles de h(s)),
T > Th > 0. Maintenant, (6) et (9) entraˆınent
N(T ) =
1
π
arg h(a+ iT )− nf,σ>a − nf,a
2
+ Pf,σ>a +Nh,σ>a − Ph,σ>a + C(T ) +D(T ) + S(T ),
ce qui avec le lemme 2, nous donne
N(T )−N ′0(T ) ≤ Ba + C(T ) +D(T ) + S(T )
pour T > 0, ou`
Ba = u± − nf,σ>a − nf,a
2
+ Pf,σ>a +Nh,σ>a − Ph,σ>a,
la borne attendue.
Il faut e´liminer la contribution de S(T ) a` la dernie`re ine´galite´. Pour T > 0 fixe´, on prend n
assez grand pour que Tn > max{T, Tf , Th}. On inte`gre pour obtenir
(Tn − T )
(
N(T )−N ′0(T )
) ≤ ∫ Tn
0
(
N(τ)−N ′0(τ)
)
dτ
≤ BaTn +
∫ Tf
0
C(τ)dτ +
∫ Th
0
D(τ)dτ +
∫ Tn
0
S(τ)dτ
≤ BaTn +
∫ Tf
0
C(τ)dτ +
∫ Th
0
D(τ)dτ + ε
σ20
π
+ ε
σ0Tn
π
+
η
π
Tn − I(σ0)
π
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On divise par Tn et on fait n→∞, d’ou`
N(T )−N ′0(T ) ≤ Ba + ε
σ0
π
+
η
π
.
Puis on peut faire ε → 0 (n’ayant plus Tn) et, finalement, η → 0 (n’ayant plus σ0), pour obtenir
(5).
En particulier, si Ba < 2, on a N(T ) = N0(T ) puisque N(T ) − N0(T ) est un nombre entier
pair. 
Remarques.
a) La condition d’avoir h(a) 6= 0 est artificielle, et elle peut eˆtre relaxe´e. Soit s = a un ze´ro ou
un poˆle de h(s), on e´crit h(s) = (s−a)mh1(s), ou` m ∈ Z, h1(a) 6= 0. Alors on peut factoriser
(s− a)m et obtenir une nouvelle fonction f1(s) telle que f(s) = (s− a)mf1(s), en gardant le
signe si m est pair, et en le changeant si m est impair. Les conditions sur la nouvelle fonction
F1(s) = h1(2a − s)/h1(s) restent les meˆmes. On peut aussi s’occuper facilement des ze´ros
et des poˆles de h(s) sur la droite critique, le cas ou` il y en a et ils sont en nombre fini. Si
s0 = a+ iτ0 (avec τ0 6= 0) est un ze´ro de h(s), h(a+ iτ0) = 0, alors h(a+ iτ) = h(a− iτ0) = 0.
On peut factoriser h(s) = (s− s0)(s− s0)h1(s) =
(
(s− a)2 + τ20
)
h1(s), puis
f(s) = h(s)± h(2a− s) = ((s− a)2 + τ20 )h1(s)± ((a− s)2 + τ20 )h1(2a− s)
= (s− s0)(s− s0)f1(s).
La fonction F (s) est la meˆme, donc on revient au cas pre´ce´dent. On peut e´liminer de cette
fac¸on un nombre fini de ze´ros de la fonction h(s). De meˆme pour les poˆles.
b) La fonction F (s) dans le the´ore`me satisfait
∣∣F (a+iτ)∣∣ = 1, pour tout τ ∈ R. La condition (i),
est un peu forte, elle n’est pas satisfaite par les polynoˆmes, qui ont besoin d’une de´marche
additionnelle pour leur e´tude, que l’on verra au §5. Mais cela e´vite aussi les cas triviaux (eg.
si p(s) est un polynoˆme pair, alors f−(s) = 0). Dans le cas des polynoˆmes, on peut encore
obtenir (i) par perturbation du proble`me initial.
c) Soient a1, . . . , am les ze´ros de h(s) dans le demi-plan σ > a, et b1, . . . , bn les poˆles de h(s)
dans le demi-plan σ < a, en tenant en compte les multiplicite´s. On de´finit
R(s) =
(s− a1) · · · (s− am)(2a− s− b1) · · · (2a− s− bn)
(2a− s− a1) · · · (2a− s− am)(s− b1) · · · (s − bn)
Alors,
∣∣R(a+ iτ)∣∣ = 1 pour τ ∈ R, lim
|s|→∞
∣∣R(s)∣∣ = 1, et la fonction
F1(s) = R(s)F (s)
est regulie`re dans le demi-plan σ ≥ a. Cette fonction satisfait aussi les conditions (i), (ii) du
the´ore`me 4. En particulier,
∣∣F1(a+iτ)∣∣ = 1 pour τ ∈ R. Soit σ0 > a tel que ∣∣F1(σ+iτ)∣∣ < 1/2
pour σ ≥ σ0, τ ∈ R. Dans l’intervalle a ≤ σ ≤ σ0, la condition (ii) est e`quivalente a` la
condition que, pour tout ε > 0,
∣∣F1(s)∣∣ = O(eε|τ |) pour a ≤ σ ≤ σ0, |τ | = Tn, n assez
grand. Le principe de Phragme´n-Lindelo¨f ([33, §5.65], [28, Theorem 12.8]) s’applique (en
remarquant que la condition sur la suite de valeurs |τ | = Tn est suffisante) pour nous donner∣∣F1(s)∣∣ < (1/2)σ0−σ < 1 pour a < σ ≤ σ0. Donc
(1) si h(s) est une fonction entie`re sans ze´ros dans le demi-plan σ ≥ a, alors∣∣F (s)∣∣ < 1 pour σ > a
(puisque F (s) = F1(s) dans ce cas) ;
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(2) en ge´ne´ral, pour chaque η > 0, il existe R > 0 tel que∣∣F (s)∣∣ < 1 + η pour σ > a, |s| > R.
Une condition similaire apparaˆıt dans la ge´ne´ralisation du the´ore`me d’Hermite-Biehler aux
fonctions entie`res de type exponentiel [2, chapitre IV, §5], au lieu des conditions asympto-
tiques du the´ore`me 4 : pour chaque ε > 0, il existe une suite de demi-cercles dans le demi-plan
σ > a, centre´s en s = a et de rayon convergeant vers l’infini, le long desquels |F (s)| < eε|s|.
Sous cette condition, on peut retrouver (1) et (2), et (1) suffit pour montrer que tous les ze´ros
de la fonction f(s) sont simples et aligne´s (proposition 39). Certes, c’est une condition plus
faible que (i), mais on pourra alors proce´der par perturbation du proble`me initial, comme
dans le cas des polynoˆmes au §5.
d) On verifiera, pour les fonctions avec lesquelles on va travailler, la condition F (s) = O(|τ |A)
pour une constante A > 0, lorsque |τ | est assez grand, uniforme´ment pour σ ≥ a, au lieu
de (ii). Cela est naturel vu qu’on applique ce re´sultat a` l’e´tude de fonctions provenantes
de se´ries de Dirichlet. Une fonction F (s) avec une telle condition de croissante est appele´e
d’ordre fini (cf. [33, §9.4]), ou de croissance polynomiale (cf. [14, §5.2]) dans le demi-plan
σ ≥ a.
Corollaire 5. Sous les conditions du the´ore`me 4, si h(s) est une fonction entie`re, alors
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ u± −
nf,a
2
+Nh,σ>a − nf,σ>a. (10)
En particulier, si h(s) n’a pas de ze´ro avec σ ≥ a, alors tous les ze´ros de f(s) sont sur la droite
σ = a et ils sont simples.
De´monstration. La formule (10) est evidente. Si nh,σ>a = 0, comme le cote´ droit de cette
formule est toujours positif,
0 ≤ u± − nf,a
2
− nf,σ>a
d’ou` nf,σ>a = 0, et nf,a = 0 dans le cas +, nf,a = 1 dans le cas −. On re´introduit ces valeurs dans
la formule (10) pour obtenir N(T ) = N0(T ) = N
′
0(T ). 
En fait, le corollaire 5 est e´quivalent au the´ore`me 4. Un poˆle de h(s) est transforme´ en un
ze´ro en multipliant par un facteur approprie´. La raison de garder l’enonce´ du the´ore`me pour des
fonctions me´romorphes est de simplifier l’application du re´sultat. De meˆme on aurait pu poser
a = 0, une simple translation permettant d’en de´duire le cas ge´ne´ral.
4 Re´partition globale des ze´ros
Sous les conditions du the´ore`me 4, la re´partition des ze´ros de f(s) est essentiellement la
re´partition des ze´ros sur la droite critique.
The´ore`me 6. Sous les conditions du the´ore`me 4, si arg h(a+ it) est une de´termination continue
de l’argument de h(s) sur la droite σ = a, avec arg h(a) = 0, alors
N ′0(T ) =
1
π
arg h(a+ iT ) +O(1).
Les ze´ros des fonctions f(s) = h(s) ± h(2a − s) sont ultimement simples et entrelace´s. Plus
pre´cisement, il existe un entier df,a ≥ 0 tel que
N ′0(T ) =
⌈
1
π
arg h(a+ iT )− u±
⌉
+ df,a (11)
pour T > 0 assez grand. Dans le cas particulier ou` arg h(a+ iT ) est une fonction croissante, on a
df,a = 0.
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De´monstration. Soit f(s) = h(s) − h(2a − s). La fonction ϕ(τ) = 1pi arg h(a + iτ) n’a qu’un
nombre fini de points a` valeurs entie`res de´croissantes. En effet, si ce n’est pas le cas, on aura (4)
avec k grand, ce qui dans (5) donne une diminution de k dans la borne a` droite. Pour k assez
grand, le nombre de droite de (5) serait negatif, ce qui est absurde. On applique le lemme 3 pour
obtenir la premie`re partie du re´sultat. La positivite´ de df,a de´coule de la formule explicite obtenue.
Pour la fonction f(s) = h(s) + h(2a − s), on choisit ϕ1(τ) = 1pi arg h(a+ iτ)− 12 , pour obtenir
le meˆme re´sultat qu’avec ϕ(τ).
Finalement, on conside`re f(s) = h2(s) − h2(2a − s) = f+(s)f−(s). La croissance ultime des
points a` valeurs entie`res de 1pi arg h
2(a + iτ) = 2ϕ(τ) = 2ϕ1(τ) + 1 correspond a` l’entrelacement
des ze´ros des fonctions f(s) = h(s)± h(2a− s) sur la droite σ = a (voir (3)). 
Remarque. Si h(s) est une fonction entie`re sans ze´ros avec σ ≥ a, on a df,a = 0, par le corollaire
5. En effet, il suffit d’introduire l’estimation (11) dans (10), et voir que cela diminue de df,a la
borne obtenue.
D’un autre coˆte´, la remarque (c.1) au the´ore`me 4 et la proposition 39 entraˆınent que la fonction
ϕ(τ) = arg h(a + iτ) est croissante, d’ou` on aura e´galement df,a = 0. Donc il est naturel de se
poser la question suivante, motive´e aussi dans la discussion faite a` la fin du §2.
Question. Sous les conditions du the´ore`me 4, la fonction ϕ(τ) = arg h(a+ iτ) est-elle ultimement
croissante ? Cela entraˆınerait le the´ore`me 6 directement.
On e´tablit un lemme qui nous aidera dans la suite.
Lemme 7. Soit h(s) une fonction me´romorphe sans ze´ros sur la droite critique σ = a. Si h
′(a)
h(a) < 0,
alors df,a ≥ 1 dans la formule (11), pour la fonction f−(s) = h(s)− h(2a− s).
De´monstration. Soit θ(τ) = 1pi arg h(a+ iτ), f(s) = f
−(s). Un calcul direct montre que
θ′(τ) = ℜh′(a+iτ)h(a+iτ)
et en particulier θ′(0) = h
′(a)
h(a) . Le premier point a` valeur entie`re de θ(τ) est x1 = 0 avec θ(x1) = 0.
Si θ′(0) < 0, la fonction θ(τ) est de´croissante dans un petit intervalle contenant 0 ; par continuite´,
le deuxie`me point a` valeur entie`re x2 > 0 satisfait θ(x2) ≤ 0. Donc x1 = 0 est un point a` valeur
entie`re de´croissante de θ(τ). Par l’estimation (4), df,a ≥ 1 et
N ′0(T ) ≥ 1pi arg h(a+ iT ), (12)
le re´sultat attendu. 
5 Polynoˆmes et Stabilite´. Le the´ore`me d’Hermite-Biehler
Un polynoˆme p(z) = a0z
n+a1z
n−1+ · · ·+an−1z+an avec an 6= 0 est dit stable si tous ses ze´ros
sont dans le demi-plan σ < 0. On rappelle quelques proprie´te´s des polynoˆmes stables a` coefficients
re´els (cf. [26]) :
(i) Tous les coefficients de p(z) ont le meˆme signe. Si a0 > 0, alors ai > 0 pour tout 1 ≤ i ≤ n
(the´ore`me de Stodola). En particulier, p′(0) = a1 6= 0.
(ii) La fonction argument phase ϕ(τ) = arg p(iτ) est une fonction croissante de τ . Si on choisit
arg p(0) = 0, la contribution a` l’argument de chaque ze´ro re´el (donc ne´gatif) a` l’infini (positif)
est π/2, et la contribution d’un ze´ro non re´el et son conjugue´ est π. Donc
lim
τ→+∞ arg p(iτ) = n
π
2
. (13)
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Proposition 8. Soit p(s) un polynoˆme re´el stable non constant. Pour chaque y > 0, on de´finit la
fonction
P (s; y) = ysp(s)± y−sp(−s).
On note par N(y;T ) le nombre de ze´ros de P (y; s) avec 0 < τ < T , N(y0;T ) le nombre de ze´ros
de P (y; s) avec σ = a et 0 < τ < T , et N ′(y0, T ) le nombre de ces derniers ze´ros, sans compter les
multiplicite´s. Alors
1. Si y ≥ 1, tous les ze´ros de la fonction P (y; s) sont simples et sur la droite σ = 0. De plus
0 ≤ N(y;T )− T
π
log y + u± ≤ n
2
.
2. Si 0 < y < 1, alors
N(y;T )−N0(y;T ) ≤ N(y;T )−N ′0(y;T ) ≤ n,
le degre´ de p(s).
De´monstration. Il faut remarquer que le the´ore`me 4 ne peut pas eˆtre applique´ aux fonctions
f(s) = p(s)± p(−s), puisque
lim
|s|→∞
p(−s)
p(s)
= ±1
et la condition (i) du the´ore`me n’est pas satisfaite. Pour atteindre ce cas, on introduit la famille
de fonctions
P (y; s) = ysp(s)± y−sp(−s)
avec le parameˆtre y > 0. La fonction F (y; s) = y−2sp(−s)/p(s) satisfait F (y; s) = O(y−σ) pour
|s| suffisament grand, donc les conditions du the´ore`me 4 pour y > 1. D’apre`s le corollaire 5, e´tant
H(y; s) = ysp(s) sans ze´ros dans le demi-plan σ ≥ 0, tous les ze´ros de P (y; s) sont simples et
aligne´s sur la droite σ = 0, pour y > 1.
Soit T > 0 qui n’est pas l’ordonne´e d’un ze´ro de f(s) = P (1; s). Comme N(1;T ) = N(T ) est
fini, par le the´ore`me de Hurwitz [33, §3.45], pour y > 1 assez proche de 1 (de´pendant de T ),
N(T ) ≤ N(y;T ), N(T )−N0(T ) ≤ N(y;T )−N0(y;T ).
De la deuxie`me estimation, il est clair que f(s) = p(s) ± p(−s) aura tous ses ze´ros sur la droite
σ = 0. Par contre, on ne peut rien dire en ge´ne´ral a` propos de N ′0(T ), donc sur la simplicite´ des
ze´ros de f(s).
La formule (11) nous dit que pour montrer que N ′0(y;T )→ N ′0(T ) il nous faut voir la continuite´
de l’argument de H(y; iτ) et de la constante dH(y,·),0, en fonction du parame`tre y. Heureusement,
dH(y,·),0 = 0 puisque l’argument de H(y; iτ) est une fonction croissante. En fait
argH(y; iτ) = τ log y + arg p(iτ), y ≥ 1.
Donc, si 1pi arg p(iT ) /∈ Z
N(T ) ≤ lim
y→1+
N(y;T ) = lim
y→1+
N ′0(y;T ) = N
′
0(T ),
ce qui entraˆıne la simplicite´ des ze´ros de f(s). Cela montre (1).
Si 0 < y < 1, on prend y−1 > 1 au lieu de y et p(−s) au lieu de p(s). Par application du
corollaire 5, on obtient N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ n. 
Il est e´tonnant comme on obtient un re´sultat pour une fonction avec un nombre fini de ze´ros a`
partir d’autres fonctions qui en ont une infinite´. Mais il est toujours possible d’analyser directement
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le cas y = 1, en utilisant un comptage direct des ze´ros. Le lemme 2 est toujours applicable, ce qui
nous donne
N ′0(T ) ≥
1
π
arg p(iT )− u±.
On a quatre cas a` analyser, selon le signe ± et la parite´ de n ; traitons un seul cas, les autres
e´tant analogues. Soit alors n pair et f(s) = p(s) − p(−s). Le ze´ro s = 0 est simple, puisque
f ′(0) = 2p′(0) 6= 0 par (i). Donc nf,a = 1. En fait, f ′(s) ne peut changer de signe que pour s = 0, a`
cause du fait que ses coefficients son positifs, et il est impossible d’avoir f ′(s) localmente constante,
puisque c’est un polynoˆme. Donc f(s) est strictement croissante ou de´croissante sur les intervalles
]−∞, 0[ et ]0,+∞[, ce qui montre que s = 0 est le seul ze´ro re´el de f(s).
Pour T > 0 assez grand, on a N(T ) = n−12 . En utilisant (13), on obtient
0 ≤ N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤
n− 1
2
− arg p(iT ) + 1 < 1
pour T > 0 assez grand. Donc N(T ) = N0(T ) = N
′
0(T ) et tous les ze´ros de f(s) sont sur la droite
σ = 0 et simples.
On reformule le re´sultat obtenu en termes d’autres fonctions. On e´crit 2q(z2) = p(z) + p(−z),
2z·r(z2) = p(z)−p(−z). Alors les polynoˆmes q(z) et r(z) ont des racines re´elles negatives, simples et
entrelace´es, la condition ne´cessaire de stabilite´ du polynoˆme p(z) (cf. [12]) ; une condition addition-
nelle assure l’e´quivalence entre ces conditions dans le cas des polynoˆmes. Ce re´sultat d’e´quivalence
est connu comme le the´ore`me d’Hermite-Biehler un the´ore`me qui a e´te´ e´tendu a` une classe de fonc-
tions de type exponentiel (cf. [21, Part III, Lecture 27], [2]), incluant les polynoˆmes. Le corollaire
5 (ou le the´ore`me 4) ge´ne´ralise la condition ne´cessaire de stabilite´ du the´ore`me d’Hermite-Biehler
pour les fonctions entie`res ve´rifiant les conditions (i), (ii) du the´ore`me 4. La condition (i) laisse
dehors les polynoˆmes et complique leur e´tude (les polynoˆmes sont facilement analyse´s avec des
me´thodes comme celles du annexe A), mais il montre son utilite´ dans l’e´tude d’autres fonctions,
lorsqu’on admet des ze´ros a` droite de la droite critique, meˆme en quantite´ infinie (par extension
de l’argument).
6 La fonction ζ2(s)
Conside´rons la suite de fonctions me´romorphes
ζn(s) =
n∑
k=1
1
ks
− n
1−s
1− s , n ≥ 1.
Cette suite converge uniforme´ment vers la fonction zeˆta ζ(s) sur les compacts du demi-plan σ > 0
prive´ du point s = 1, au vue de la formule [34, §3.5]
ζ(s) = ζn(s) + s
∫ +∞
n
{x} − 12
xs+1
dx− 1
2
n−s
valable pour σ > 0, ou` {x} = x − ⌊x⌋ est la fonction partie fractionnaire. Le premier terme non
trivial de cette suite est celui avec n = 2 ; on veut e´tudier la re´partition des ze´ros de cette fonction.
On pose h(s) = eαs(s− β), avec α, β ∈ R, et a = 0. On e´tudiera la fonction
f(s) = h(s)− h(−s) = eαs(s− β) + e−αs(s+ β) = 2s cosh(αs)− 2β sinh(αs),
qui satisfait f(−s) = −f(s). Lorsque α = log(2)/2, β = 1, on obtient f(s) = −2s/2(1− s)ζ2(s).
L’annulation d’un quelconque des parame`tres α, β nous ame`ne dans des cas triviaux. Si α = 0,
on a f(s) = 2s, et si β = 0, f(s) = 2s cosh(s), des fonctions ayant que des ze´ros re´els. Le cas α < 0
est facilement ramene´ au cas α > 0 en prenant −h(−s) au lieu de h(s).
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Proposition 9. Soient α > 0 , β 6= 0. Tous les ze´ros non re´els de la fonction
f(s) = eαs(s− β) + e−αs(s+ β)
sont simples, et sur la droite σ = 0. Quant aux ze´ros re´els de f(s) :
(i) Si β < 0, s = 0 est le seul ze´ro re´el de f(s), et il est simple ;
(ii) Si β > 0,
(a) pour α < 1β , s = 0 est le seul ze´ro re´el de f(s) = 0, et il est simple ;
(b) pour α = 1β , s = 0 est le seul ze´ro re´el de f(s) = 0, et il est triple ;
(c) pour α > 1β , f(s) a trois ze´ros re´els simples s = 0, s = γ > 0 et s = −γ.
De´monstration. La fonction
F (s) =
h(−s)
h(s)
= e−2αs
(
1 +
2β
s− β
)
satisfait les conditions du the´ore`me 4. Donc
0 ≤ N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 1− nf,σ>0 −
nf,0
2
+Nh,σ>0 ≤ 3
2
puisque nf,0 ≥ 1 est impaire, et Nh,σ>0 ≤ 1. Maintenant N(T ) − N0(T ) est pair, donc N(T ) =
N0(T ) et N0(T ) ≤ N ′0(T ) + 1.
(i) Supposons β < 0. Alors Nh,σ>0 = 0, nf,0 ≥ 1 et
0 ≤ N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 1−
nf,0
2
≤ 1
2
,
donc N ′0(T ) = N0(T ) = N(T ), et tous les ze´ros de f(s) sont simples et sur la droite σ = 0
par le corollaire 5.
(ii) On suppose maintenant β > 0. Alors Nh,σ>0 = 1 et
0 ≤ N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 2− nf,σ>0 −
nf,0
2
, (14)
On calcule f ′(0) = 2(1− αβ) et h′(0)h(0) = α− 1β < 0.
(a) Si α < 1β , le lemme 7 nous permet de re´duire d’une unite´ la borne dans (14), puisque
h′(0)
h(0) < 0. Donc
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 1− nf,σ>0 −
nf,0
2
≤ 1
2
,
d’ou` N(T ) = N0(T ) = N
′
0(T ), puis nf,σ0 = 0 et nf,0 = 1.
(b) Si α = 1β , alors f
′(0) = 0, d’ou` nf,0 ≥ 3. Cela dans (14) entraˆıneN(T ) = N0(T ) = N ′0(T )
et nf,σ0 = 0.
(c) Si α > 1β , alors f
′(0) < 0, donc il existe x′ > 0 (et proche de 0) tel que f(x′) < 0. Mais
lim
σ→+∞ f(σ) = +∞,
d’ou` il existe γ > x′ > 0 tel que f(γ) = 0, et nf,σ>0 ≥ 1. Cela dans (14) nous donne
encore N(T ) = N0(T ) = N
′
0(T ) et nf,0 = 1. 
Corollaire 10. Les ze´ros de la fonction
ζ2(s) = 1 + 2
−s − 2
1−s
1− s
sont tous simples et sur la droite σ = 0.
De´monstration. Lorsque α = log(2)/2, β = 1, on obtient dans la proposition 9 f(s) =
−2s/2(1− s)ζ2(s), avec 0 < α < 1β . 
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7 Translate´es de la fonction zeˆta de Riemann
On conside`re les diffe´rences des translate´es de la fonction zeˆta complete´e, donne´s pour α > 0
par
fα(s) = ζ
∗(s+ α)− ζ∗(s− α).
Ces fonctions s’e´crivent sous la forme fα(s) = hα(s) − hα(1 − s), ou` hα(s) = ζ∗(s + α). Dans
ce cas a = 12 .
Dans un premier temps, on conside`re α > 12 . Sous cette condition, tous les ze´ros de hα(s) sont
a` gauche de la droite critique, mais ses poˆles vont pousser quelques ze´ros en dehors de la droite.
Ce cas a e´te´ e´tudie´ par P. R. Taylor en [31, §1], dans le but d’e´tudier la re´partition des ze´ros de la
fonction f1/2(s) = ζ
∗(s+ 12)− ζ∗(s− 12).
Proposition 11. Soit α > 12 , α
∗ ≈ 6.81707 tel que (ζ∗)′(12 + α∗) = 0. Tous les ze´ros non re´els de
la fonction
fα(s) = ζ
∗(s+ α)− ζ∗(s− α)
sont sur la droite σ = 12 . Quant aux ze´ros re´els :
1. s = 12 est un ze´ro simple de fα(s) si α 6= α∗, triple si α = α∗ ;
2. fα(s) a deux ze´ros re´els simples s = ρα et s = 1− ρα, ou` ρα ∈]1+α,+∞[. Ces sont les seuls
ze´ros re´els de fα(s) diffe´rents de s =
1
2 .
De´monstration. Suivant le the´ore`me 4, on pose
Fα(s) =
ζ∗(s− α)
ζ∗(s+ α)
.
Par la formule complexe de Stirling [33, §4.42], pour σ ≥ 12 , |s| suffisament grand
log Γ
(
1
2s+
1
2α
)
=
(
s
2 +
α
2 − 12
)
log
(
s
2
)− s2 + 12 log 2π +O( 1|s|),
et ζ(s) = 1 +O(2−σ) lorsque σ ≥ σ0 puis
log hα(s) = (−12s− 12α) log π + log Γ(12s+ 12α) + ζ(s+ α)
= s(12 log(s) +O(1)),
d’ou` lim
σ→∞hα(σ) = +∞.
En plus, pour |s| suffisament grand
Fα(s) = (2π)
αs−α
(
1 +O
(|s|−1))ζ(s− α)
ζ(s+ α)
. (15)
Donc, pour σ assez grand
Fα(s) = O(σ
−α)
uniforme´ment en τ , la condition (i) du the´ore`me 4.
Pour τ suffisament grand, on a ζ(s) = O
(|τ |A) uniforme´ment sur un demi-plan quelconque
σ ≥ σα fixe´ [34, §5.1] (avec A = A(σα)), dans notre cas σα = 1/2 − α. En plus, de (1), pour
σ ≥ 1/2, α ≥ 1/2,
1
ζ(s+ α)
= O
(
log |τ |).
Donc, pour σ ≥ 1/2, on a σ − α ≥ σα et σ + α ≥ 1, d’ou`
Fα(s) = O
(|τ |A log |τ |),
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uniforme´ment en σ ≥ 1/2, la condition (ii) du the´ore`me 4.
La fonction fα(s) est me´romorphe, avec des poˆles simples aux points s = −α, 1 − α,α, 1 + α.
Le point s = 12 est un ze´ro simple de fα(s), lorsque α 6= α∗, et pour α = α∗ un ze´ro triple. En fait,
f ′α(
1
2 ) = 2ζ
∗′(12 + α) 6= 0 pour α 6= α∗.
On a vu que lim
σ→+∞hα(σ) = +∞, et limσ→+∞Fα(σ) = 0, donc limσ→+∞ fα(σ) = +∞. En plus
fα(1 + α+ 0) = ζ
∗(1 + 2α)− lim
h→0+
ζ∗(1 + h)
= ζ∗(1 + 2α)− lim
h→0+
1
(1 + h)− 1 = −∞.
En conse´quence, il existe un ze´ro de fα(s), ρα ∈]1+α,+∞[ de multiplicite´ impaire, et nf,σ> 1
2
≥ 1.
Il nous reste a` voir que pf,σ>1/2 = 2, ph,σ>1/2 = 0, et nh,σ>1/2 = 0. Donc du the´ore`me 4
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 32 , (16)
d’ou` N(T ) = N0(T ) (et N0(T ) ≤ N ′0(T ) + 1) pour tout T > 0. On de´duit de cette borne que ρα
est force´ment simple et nf,σ> 1
2
= 1. 
En faisant α → 12 , le the´ore`me de Hurwitz nous donne le re´sultat suivant, sous la forme
originalement pose´e par P.R. Taylor.
Proposition 12 (P.R. Taylor, [31, §1]). Tous les ze´ros non re´els de la fonction
f1/2(s) = ζ
∗(s + 12 )− ζ∗(s− 12)
se trouvent sur la droite σ = 12 .
L’e´quation (16) nous dit que, pour α > 1/2, tous les ze´ros non re´els de fα(s) sont simples et
sur la droite σ = 12 , sauf probablement deux (un et son conjugue´) ze´ros doubles. On peut utiliser
le lemme 7 pour ame´liorer ce re´sultat. On calcule
r(α) =
h′α(
1
2)
hα(
1
2)
=
(ζ∗)′(12 + α)
ζ∗(12 + α)
suivant la valeur de α > 12 (voir la figure 1). Pour α → 12
+
, cette valeur approche −∞. Lorsque
PSfrag replacements
10−1
1
α∗
0
−2.62
Fig. 1: La fonction r(α)
α < α∗, par le lemme 7, l’e´cart dfα,a dans le the´ore`me 6 satisfait dfα,a ≥ 1 et
N ′0(T ) ≥ 1pi arg h(12 + iT ),
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ce qui entraˆıne la constante 1/2 au lieu de 3/2 dans (16). Donc tous les ze´ros non-re´els de fα(s)
sont simples et aligne´s sur la droite σ = 12 , lorsque α < α
∗. La fonction fα∗(s) a aussi tous ses
ze´ros simples et aligne´s, sauf s = 12 , qui est un ze´ro triple. Et pour α > α
∗, malheureusement on
ne peut pas obtenir mieux que (16).
Bien que le passage de α > 12 a`
1
2 nous fournisse la proposition 12, la manque de stabilite´ (par
rapport au parame`tre α) dans le cas ge´ne´ral de N ′0(T ) nous laisse sans information a` propos de la
simplicite´ des ze´ros de f1/2(s). On remarque que la me´thode originale de P. R. Taylor ne peut pas
eˆtre applique´e a` l’e´tude de f1/2(s) ; il est pourtant facile de la modifier pour le faire. Dans notre
cas, on peut appliquer le the´ore`me 4 a` la fonction
fˆ(s) =
(
s− 12
)
f1/2(s) =
(
s− 12
)
ζ∗
(
s+ 12
)
+
(
1
2 − s
)
ζ∗
(
3
2 + s
)
et obtenir que presque tous les ze´ros de f1/2(s) sont simples, sauf probablement deux (un et son
conjugue´, qui pourraient avoir multiplicite´ double).
Pour la fonction
fˆα(s) = ζ
∗(s+ α) + ζ∗(s− α)
on a
0 ≤ N(T )−N0(T ) ≤ 52 , (17)
(pas de ze´ro re´el connu pour fˆα(s)), ce qui ne nous permet pas de montrer que tous les ze´ros
de fˆα(s) sont aligne´s. L’ame´lioration de l’estimation pre´ce´dente peut eˆtre obtenue en estimant la
constante dfˆ ,a. Il faut remarquer que le lemme 7 ne peut pas eˆtre applique´ a` cette fonction.
D’abord on analyse l’argument de hα(s) sur la droite critique, lorsque α est proche de
1
2 . Pour
α = 35 , le graphe de la fonction (figure 2)
u(τ) = 1pi arg h3/5(
1
2 + iτ)− 12
nous montre que les trois premiers points 0 < x1 < x2 < x3 < 21 a` valeurs entie`res de u(τ)
PSfrag replacements
21−10
−1.38
0.38
0
−1
Fig. 2: La fonction u(τ)
satisfont u(x1) = −1 = u(x2), u(x3) = 0, d’ou` u˜(T ) de´fini comme dans le lemme 1 satisfait
u˜(T ) ≥ u(T ) + 2. Donc, l’e´cart dans le the´ore`me 6 satisfait dfα,a ≥ 2 et
N ′0(T ) = u˜(T ) ≥ u(T ) + 2 = 1pi arg h(12 + iT ) + 32 ,
puis
0 ≤ N(T )−N ′0(T ) ≤ 12 ,
d’ou` N(T ) = N0(T ) = N
′
0(T ) et tous les ze´ros de la fonction
fˆ3/5(s) = ζ
∗(s + 35 ) + ζ
∗(s− 35)
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sont sur la droite σ = 12 et ils sont simples.
Pourtant, pour des grandes valeurs de α, l’argument de hα(a+iτ) est une fonction croissante de
τ > 0, et il est impossible d’ame´liorer (17) avec nos estimations. Si on prend α sufisamment grand,
par exemple α = 8, la fonction fˆ8(s) = ζ
∗(s+ 8) + ζ∗(s− 8) a un ze´ro en s0 ≈ 8.78369 + 1.00496i,
a` l’exterieur de la droite critique, et un autre syme´trique 1− s0 dans le demi-plan supe´rieur. Donc
N(T )−N0(T ) = 2, et l’estimation (17) est optimale. On conclut qu’il y a exactement 4 ze´ros hors
la droite critique dans ce cas, tous simples. En plus, N0(T ) = N
′
0(T ), donc tous les ze´ros de fˆ8(s)
sur la droite critique sont simples.
Il y a un ze´ro double de fα(s) pour α ≈ 2, 61117, en s0 = 12 + iτ0 ≈ 12 +5, 4983i. Ceci peut eˆtre
de´tecte´ facilement en remarquant que le ze´ro 12 + iτ0 de fα(s) est un ze´ro double si et seulement
si u′α(τ0) = 0, ou`
uα(τ) =
1
pi arg hα(
1
2 + iτ)− 12 .
Dans notre cas, cela correspond a` un minimum de uα(τ).
On peut aussi faire l’analyse de fα(s) sous l’hypothe`se de Riemann pour 0 < α <
1
2 .
Proposition 13. Soit 0 < α < 12 . Sous l’hypothe`se de Riemann, tous les ze´ros non re´els de
fα(s) = ζ
∗(s+ α)− ζ∗(s− α)
sont sur la droite σ = 12 et ils sont simples. Cette fonction a exactement trois ze´ros re´els simples
s = 12 , s = ρα et s = 1− ρα, ou` ρα ∈]1 + α,+∞[.
De´monstration. En effet, nh,σ> 1
2
= 0 et ph,σ> 1
2
= 1 (on compte le poˆle s = 1− α de hα(s)) ;
de plus, hα(s) ne s’annulle pas pour σ ≥ 12 sous l’hypothe`se de Riemann, et
1
ζ(s+ α)
= O
(
log |τ |) (18)
uniforme´ment pour σ ≥ 12 , α > 0 fixe´ [33, Theorem 14.2]). Donc
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 12 ,
d’ou` tous les ze´ros non re´els de f(s) satisfont σ = 12 et ils sont simples. 
Pour obtenir des re´sultats inconditionnels pour 0 < α < 1/2, il y a deux ingre´dients importants
a` fournir : d’un coˆte´, une borne de ζ(s)−1 pour σ ≥ 1/2, diffe´rente de (18) ; d’un autre coˆte´, une
estimation pour le nombre de ze´ros de la fonction zeˆta dans le demi-plan σ ≥ 1/2 + α, supposer
qu’on a un nombre fini de ze´ros dans un tel demi-plan est une condition trop forte (cela entraˆıne
l’existence d’un demi-plan σ ≥ β > 1/2 libre de ze´ros de la fonction zeˆta). On de´ve´loppera ces
outils aux §§8, 9.
Les fonctions f±α (s) = ζ∗(s+α)± ζ∗(s−α) ont e´te´ re´cemment e´tudie´es par H. Ki dans [15]. La
me´thode de Titchmarsh dans [34, §§9.3, 9.4] donne la formule pour le nombre de ze´ros de f±α (s)
avec 0 < τ < T
N(T ) =
T
2π
log
T
2π
− T
2π
+O(log T ),
ou` la constante dans O(·) de´pend de α > 0 (la formule dans [15, Proposition 2.2] pour N(T )
explicite la de´pendance de α).
Comme il est naturel, H. Ki e´tudie se´pare´ment les cas 0 < α < 1/2 et α ≥ 1/2. On remarque
une faute dans son article, dans l’e´tude du cas α ≥ 1/2, pour confirmer que ses re´sultats sont
cohe´rents avec les notres. H. Ki ne s’aperc¸oit pas de l’existence d’un ze´ro re´el de f−α (s) (trouve´
deja` par P. R. Taylor dans la preuve de la proposition 12), ni des ze´ros non re´els et hors la droite
critique de f+α (s). Dans les dernie`res lignes de son article, il montre que la fonction
(s+ α)(s + α− 1)(s − α)(s − α− 1)fα(s)
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a au plus 4 ze´ros hors la droite critique (ce qui co¨ıncide avec notre re´sultat), puis il factorise le
facteur (s+α)(s+α− 1)(s−α)(s−α− 1) en conside´rant qu’il contient exactement 4 ze´ros, pour
conclure que tous les ze´ros de fα(s) sont sur la droite critique. Ce dernier raisonnement est errone´,
vu que ces facteurs correspondent aux poˆles de fα(s), et donc ne peuvent pas eˆtre compte´s commes
des ze´ros de la fonction. La simplicite´ des ze´ros n’est pas traite´e.
Pour 0 < α < 1/2, H. Ki localise les ze´ros de f±α (s) dans une re´gion qui de´pend des possibles
ze´ros de la fonction zeˆta dans le demi-plan σ > 1/2 + α [15, Theorem B] ; il e´tudie aussi les
conse´quences de l’hypothe`se de Lindelo¨f sur cette re´gion [15, Theorem C]. Cela implique un re´sultat
de densite´ ze´ro pour les ze´ros hors la droite σ = 1/2, dont on en parlera au §9.
On peut modifier la premie`re fonction conside´re´e et obtenir des re´sultats similaires. On prend
hα(s) = ξ(s + α) avec α > 0, la fonction hα(s) est entie`re et on peut appliquer le corollaire
5. Les estimations asymptotiques de ξ(s + α) sont les meˆmes que celles de ζ∗(s + α), le facteur
1
2(s + α)(s + α − 1) ne change pas le comportement de la fonction. L’absence de poˆles de cette
fonction simplifie les re´sultats.
Les fonctions f˜α(s) = ξ(s+α)±ξ(s−α), ont donc tous leurs ze´ros simples, aligne´s sur la droite
critique σ = 12 , pour α ≥ 12 inconditionnellement, et sous l’hypothe`se de Riemann pour 0 < α < 12
(une autre preuve de ce re´sultat peut eˆtre vue dans l’annexe A). Cette fonction a e´te´ e´tudie´e par
Lagarias dans [19], qui donne aussi l’estimation correspondante de N(T ). Lagarias e´tudie aussi la
distribution limite des espacements entre les ze´ros consecutifs des fonctions f˜α(s), et la relation
avec la conjecture GUE pour la fonction zeˆta de Riemann.
8 Infinite´ de ze´ros sur la droite critique
L’existence d’une quantite´ finie de ze´ros de la fonction h(s) sur la droite σ = a n’est pas une
barrie`re pour l’application du the´ore`me 4 (remarque (a) au the´ore`me) et ne change pas le re´sultat
du the´ore`me 4. On suppose maintenant qu’il y a une infinite´ de ze´ros sur la droite critique σ = a. Il
est e´vident qu’on ne peut plus utiliser le lemme 2 pour essayer d’e´tendre le the´ore`me 4. On obtient
la ge´ne´ralisation naturelle de ce lemme avec la technique de N. Levinson dans [22].
Introduisons d’abord quelques notations. Pour une fonction h(s) et σ0 < σ1, T > 0, on note
Nh(σ0, σ1, T ) = #{s ∈ C | h(s) = 0, σ0 ≤ σ ≤ σ1, 0 < τ < T},
et Nh(σ0, T ) = Nh(σ0,+∞, T ).
Lemme 14. Soit a ∈ R, h(s) une fonction me´romorphe, re´elle sur la droite re´elle, avec un nombre
fini de poˆles, h(a) 6= 0, holomorphe sur la droite σ = a, et holomorphe et non nulle sur la droite
σ = σ0, σ0 > a. On de´finit, pour T > 0, R(σ0, T ) par
R(σ0, T ) =
1
π
∆arg h(s),
ou` ∆ indique la variation d’argument de h(s), obtenue par variation continue le long des segments
qui joignent (dans l’ordre indique´) σ0, σ0 + iT et a + iT . On de´note par nh,a<σ<σ0 le nombre de
ze´ros re´els de h(s) dans l’intervalle a < σ < σ0 et par Ph,a<σ<σ0 le nombre de poˆles de h(s) avec
a < σ < σ0.
Le nombre de ze´ros de f(s) sur la droite critique σ = a avec 0 < τ < T est minore´ par
N ′0(T ) ≥ R(σ0, T ) + (−nh,a<σ<σ0 + Ph,a<σ<σ0)− 2Nh(a, σ0, T )− 2. (19)
Remarque. Si les ze´ros de h(s) sont restreints a` une bande finie |σ−a| < σ0, avec les notations
du the´ore`me 4, (19) devient
N ′0(T ) ≥ R(T ) + (−nh,σ>a + Ph,σ>a)− 2Nh(a, T )− 2. (20)
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De´monstration. Soit T > 0 fixe´ tel que h(s) n’a pas de ze´ro sur la droite τ = T , et a1, a2, . . . , aM
les diffe´rents ze´ros de h(s) sur le segment qui joint a et a+ iT : ℜ(ai) = a et
0 < ℑ(a1) < ℑ(a2) < · · · < ℑ(aM ) < T.
On conside`re le rectangle modifie´ Cε, forme´ par de´formation du rectangle
C : a ≤ σ ≤ σ0, 0 ≤ τ ≤ T
par des demi-cercles de rayon ε > 0 qui laissent a` l’exte´rieur les ze´ros et les poˆles de h(s) sur la
frontie`re du rectangle non modifie´ C.
Sur ce rectangle, en partant de la valeur en s = σ0, l’argument de h(s) est bien de´fini. On pose
les quantite´s
H0 = arg h
(
a+ i(a1 − 0)
) − arg h(a)
Hj = arg h
(
a+ i(aj+1 − 0)
) − arg h(a+ i(aj + 0)), 1 ≤ j ≤M − 1,
HM = arg h(a+ iT )− argh
(
a+ i(aM + 0)
)
.
En appliquant le principe de l’argument sur Cε et en prenant la limite lorsque ε→ 0+ on obtient
π(−nh,a<σ<σ0 + ph,a<σ<σ0) + πR(σ0, T )−
M∑
j=0
Hj
−π(Nh(a, σ0, T )−Nh(a+ 0, σ0, T )) = 2π(Nh(a+ 0, σ0, T )− p′h,a<σ<σ0),
ou` ph,a<σ<σ0 est le nombre de poˆles re´els, p
′
h,a<σ<σ0
le nombre de poˆles non re´els de partie imaginaire
strictement positive de h(s) avec a < σ < σ0, de fac¸on que ph,a<σ<σ0 + 2p
′
h,a<σ<σ0
= Ph,a<σ<σ0 .
On re´e´crit la formule comme
M∑
j=0
Hj = π(−nh,a<σ<σ0 + Ph,a<σ<σ0
)
+ πR(σ0, T )
π
(
Nh(a, σ0, T )−Nh(a+ 0, σ0, T )
) − 2πNh(a, σ0, T ).
Dans chaque intervalle (ouvert) correspondant a` Hj, il y a au moins Hj/π − 2 ze´ros de f(s) (par
un analogue au lemme 2), ce qui rajoute´ aux M ze´ros connus de f(s) (les ze´ros de h(s) sur la
droite critique), nous donne
N ′0(T ) ≥ M +
M∑
j=0
(Hj
π
− 2
)
= −M − 2 + 1
π
M∑
j=0
Hj
= −M − 2 + (−nh,a<σ<σ0 + Ph,a<σ<σ0) +R(σ0, T )
+
(
Nh(a, σ0, T )−Nh(a+ 0, σ0, T )
)− 2Nh(a, σ0, T ).
Ceci avec l’estimation
Nh(a, σ0, T )−Nh(a+ 0, σ0, T ) ≥M
nous donne le re´sultat attendu. 
9 Infinite´ de ze´ros a` droite de la droite critique et the´ore`mes de
densite´
Conside´rons pour l’instant les translate´es de la fonction zeˆta de Riemann e´tudie´es dans le §7.
L’e´tude des fonctions telles que fα(s) = ζ
∗(s+ α) ± ζ∗(s− α) pour 0 < α < 1/2 avec le the´ore`me
4 est possible sous l’hypothe`se de Riemann ou sous l’hypothe`se de finitude du nombre de ze´ros
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de la fonction zeˆta dans le demi-plan σ ≥ 12 + α, ce qui est une condition trop forte a` demander.
Le meilleur qu’on a ce sont les re´sultats de densite´ ze´ro, c’est-a`-dire, des estimations de type
Nζ(β, T ) = O(T
θ), 0 ≤ θ < 1 pour le nombre de ze´ros de la fonction zeˆta avec σ ≥ β, 0 < τ < T ,
lorsque β > 12 . Mais un re´sultat de ce type indique qu’un 0% des ze´ros de la fonction ζ
∗(s + α)
sont a` droite de la droite critique σ = 1/2. L’analogue du the´ore`me 4 devrait s’e´noncer comme
suit : « un 0% des ze´ros de fα(s) sont en dehors de la droite critique σ = 1/2 ». En particulier, le
100% des ze´ros de fα(s) devraient eˆtre sur la droite σ = 1/2 !
On revient au cas ge´ne´ral. Pour simplifier la notation, nous allons e´tudier seulement les fonctions
f(s) = h(s)± h(2a− s) dont la fonction h(s) a les ze´ros inclus dans une bande |σ − a| < σ0.
The´ore`me 15. Soit h(s) une fonction me´romorphe sur C, re´elle sur la droite re´elle, qui ne
s’annulle pas pour σ assez grand, avec un nombre fini de poˆles. Avec les notations du the´ore`me 4,
que la fonction F (s) satisfait la condition (i), et
(ii’) il existe une fonction croissante φ : R → R telle que, pour chaque σ0 > a, il existe une
constante K > 0 et une suite (Tn)n telles que lim
n→∞Tn = +∞,
Tn ≤ Tn+1 ≤ φ(Tn) pour n ≥ 1,
et ∣∣F (s)∣∣ < eK|s| pour a ≤ σ ≤ σ0, |τ | = Tn, n ≥ 1.
Alors, pour T > 0
N(T )−N ′0(T ) ≤ 4Nh
(
a, φ(2T )
)
+O(1).
De´monstration. On suit la de´marche dans la de´monstration du the´ore`me 4. Sans perte de
ge´ne´ralite´, on peut supposer h(s) holomorphe sur la droite critique σ = a (remarque (a) au
the´ore`me 4). Soit σ0 assez grand pour satisfaire (i) avec ε =
1
2 , au meˆme temps que la bande
2a− σ0 ≤ σ ≤ σ0 contient tous les ze´ros et poˆles de h(s) et f(s). D’un autre coˆte´, on prend K > 0
et la suite (Tn)n associe´s a` σ0 en (ii’).
On calcule la variation d’argument de f(s) le long du rectangle Rn de´fini par
−Tn ≤ τ ≤ Tn, 2a− σ0 ≤ σ ≤ σ0.
Le the´ore`me de Littlewood nous donne la formule (7), d’ou` l’on de´duit que
π
∫ Tn
0
S(τ)dτ ≤ σ0K(σ0 + Tn) + 1
2
Tn − I(σ0).
Donc, il existe C = C(σ0) > 0 tel que
1
Tn
∫ Tn
0
S(τ)dτ ≤ C, (21)
pour n assez grand, et pas force´ment une borne infe´rieure, sinon on mettrait O(1) au lieu de la
borne C.
D’un autre coˆte´, le lemme 2 est remplace´ par le lemme 14, ce qui nous donne l’estimation (20)
N ′0(T ) ≥ R(T )− 2Nh(a, T ) +O(1).
Puis, pour 0 < T ′ < T
(T − T ′)(N(T ′)−N ′0(T ′)) ≤
∫ T
0
(
N(τ)−N ′0(τ)
)
dτ
≤
∫ T
0
2N(a, τ)dτ +
∫ T
0
S(τ)dτ +O(T )
21
On prend T = Tn, T
′ = Tn/2 pour obtenir
Tn
2
(
N(Tn/2)−N ′0(Tn/2)
) ≤ 2Nh(a, Tn)Tn +
∫ Tn
0
S(τ)dτ +O(Tn).
En divisant par Tn/2 et par (21)
N(Tn/2) −N ′0(Tn/2) ≤ 4Nh(a, Tn) +O(1).
Cette fois-ci on a fait disparaˆıtre la constante C vu qu’on traite des quantite´s positives. Soit
maintenant T > 0 suffisamment grand. Alors, il existe n ≥ 1 tel que Tn−1/2 ≤ T ≤ Tn/2, d’ou`
Tn ≤ φ(Tn−1) ≤ φ(2T ).
La croissance des fonctions N(T ) − N ′0(T ) et Nh(a, T ) (par rapport a` T ) nous permettent de
conclure. 
Remarques.
1. La condition (i) du the´ore`me 4 aplique´e est beaucoup plus forte de ce dont on a besoin, elle
peut eˆtre remplace´ par une condition plus faible, comme dans le the´ore`me 24.
2. Dans la dernie`re de´monstration on e´vite de prendre la limite lorsque T → +∞ ; ce qui est
claire si l’on suppose que lim
T→∞
Nh(a, T ) = +∞ (sinon on tombe dans le the´ore`me 4). Ceci
explique aussi le terme d’erreur O(1). L’intereˆt du re´sultat est le fait de pouvoir calculer
l’ordre de croissance du nombre de ze´ros de f(s) hors la droite critique σ = a.
3. Si N(a, T ) = O(TA logB T ) et on peut choisir φ(T ) line´aire en T , alors
N
(
a, φ(T )
)
= O(TA logB T ).
On reprend l’analyse des traslate´es de la fonction zeˆta de Riemann. On rappelle pour cela des
proprie´te´s de la fonction zeˆta :
Lemme 16. Pour la fonction zeˆta de Riemann ζ(s), on a :
1. Pour 12 ≤ σ ≤ 1 [13, p. 275]
Nζ(σ, T ) =
{
O(T 3(1−σ)/(2−σ) log5 T ), 12 ≤ σ ≤ 34 (Ingham),
O(T 3(1−σ)/(3σ−1) log44 T ), 34 ≤ σ ≤ 1 (Huxley).
2. Il existe une constante A > 0 telle que pour chaque n ≥ 1, il existe n < Tn < n+ 1 tel que∣∣ζ(s)∣∣ > τ−A
lorsque τ = Tn, −1 ≤ σ ≤ 2 [34, §9.7].
Proposition 17. Soit 0 < α < 1/2. Pour la fonction fα(s) = ζ
∗(s+ α)± ζ∗(s − α), on a
N(T )−N ′0(T ) ≤ 4Nζ(12 + α, 2T + 4) +O(1).
En particulier,
N(T )−N ′0(T ) =
{
O(T 3(1−2α)/(3−2α) log5 T ), 0 < α ≤ 14 ,
O(T 3(1−2α)/(1+6α) log44 T ), 14 ≤ α ≤ 12 .
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De´monstration. La condition (i) du the´ore`me 4 est toujours satisfaite, mais pas la condition
(ii). On combine le lemme 16 (2), et les estimations utilise´es dans l’e´tude du cas α ≥ 12 dans
l’e´quation (15), pour obtenir une suite (Tn), avec n < Tn < n+1 et une constante B > 0 telle que
la fonction Fα(s) = ζ
∗(s − α)/ζ∗(s+ α) satisfait
Fα(s) = O(τ
B)
pour σ ≥ 12 , τ = Tn, n ≥ 1. En prenant φ(T ) = T +2, on a la condition (ii’) du the´ore`me 15. Cela
nous donne le re´sultat principal. Les estimations particulie`res sont conse´quence d’appliquer celles
de Ingham et Huxley dans le lemme 16 (1). 
Le re´sultat obtenu entraˆıne une densite´ ze´ro pour les ze´ros des fonctions fα(s) hors la droite
critique σ = 12 . On peut comparer ce re´sultat avec celui de H. Ki [15, Theorem B], dont on a parle´
a` la fin du §7, qui entraˆıne
N(T )−N0(T ) = O
(
Nζ(
1
2 + α+ 0, T ) log T
)
.
Les estimations obtenues restent les meˆmes pour les fonctions f(s) = ξ(s+α)±ξ(s−α), 0 < α < 12 .
10 Inte´grales associe´es a` des se´ries d’Eisenstein
La se´rie d’Eisenstein non-holomorphe E(z, s) pour le groupe modulaire PSL(2,Z), pour z =
x+ iy dans le demi-plan supe´rieur H = {z ∈ C | y > 0} est de´finie par
E(z, s) =
1
2
∑
(m,n)6=(0,0)
ys
|mz + n|2s ,
pour σ > 1. Cette se´rie admet un prolongement analytique dans le plan complexe, sauf aux points
s = 0, s = 1 ou` elle a des poˆles simples, avec re´sidu Ress=1E(z, s) = 3/π, et satisfait a` l’e´quation
fonctionnelle
E∗(z, s) = E∗(z, 1 − s),
ou` E∗(z, s) = π−sΓ(s)E(z, s) est la se´rie d’Eisenstein comple´te´e. Cette se´rie contient la fonction
zeˆta de Riemann ; en fait E(i, s) = 2ζ(s)L(s, χ−4), ou` χ−4(n) = (−4/n) ; donc on peut attendre,
dans certains cas, une hypothe`se de Riemann pour E(z, s).
La se´rie d’Eisenstein agit comme une forme modulaire de poids ze´ro, puisque
E
(az + b
cz + d
, s
)
= E(z, s) pour
[
a b
c d
]
∈ PSL(2,Z).
En particulier, E(z + 1, s) = E(z, s), et par la pe´riodicite´ par rapport a` la variable x, on a un
de´ve´loppement de Fourier de la se´rie, la formule de Chowla-Selberg [29, §1] :
E(z, s) = ζ(2s)ys +
√
π
Γ(s− 1/2)
Γ(s)
ζ(2s− 1)
+2
√
y
πs
Γ(s)
∞∑
n=1
n1/2−s
∑
d|n
d2s−1
∫ +∞
−∞
e−2piny cosh τe(s−1/2)τdτ · cos(2πnx).
Pour A > 0 et s ∈ C, l’inte´grale
2Ks(2A) =
∫ +∞
−∞
e−2A cosh τesτdτ
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est une fonction de Bessel. Elle est une fonction entie`re de s, et satisfait aux e´quations (cf. [24,
p.307])
sKs(2A) = A
(
K1+s(2A)−K1−s(2A)
)
, Ks(2A) = K−s(2A) pour s ∈ C. (22)
Ces e´quations montrent que la fonction de Bessel correspond bien a` un cas particulier des fonctions
en e´tude dans notre travail (plus pre´cisement, au the´ore`me 40). Po´lya a montre´ que tous les ze´ros
de la fonction de Bessel sont simples, et sur la droite σ = 0 [24, §VI]. La fonction diviseur
σs(n) =
∑
d|n
ds =
∏
pe‖n
1− p(e+1)s
1− ps
est une fonction entie`re, aussi avec tous leurs ze´ros sur la droite σ = 0 et simples. Donc, les
coefficients non-nuls et non-constants dans la se´rie de Fourier de E(z, s) ont tous leurs ze´ros sur
la droite σ = 12 .
Par contre, le terme constant du de´ve´loppement de Fourier de E∗(z, s)
a0(y, s) =
∫ 1
0
E∗(x+ iy)dx = ζ∗(2s)ys + ζ∗(2− 2s)y1−s, (23)
peut avoir deux ze´ros hors la droite critique, (corollaire 21), mais qu’en nombre fini, tous les autres
restant sur cette droite et simples. La re´partition des ze´ros de cette fonction a e´te´ e´tudie´e par
Hejhal [11], Suzuki et Lagarias [20], et finalement H. Ki [18].
Plus ge´ne´ralement, on peut conside´rer une inte´grale de E∗(z, s) sur la surface modulaire
PSL(2,Z)\H par rapport a` une me´sure positive, tel que la me´sure hyperbolique dµ(z) = y−2dxdy∫
D
E∗(z, s)dµ(z),
ou` D est le domaine fondamental D =
{
z ∈ H | |z| ≥ 1, |x| ≤ 12
}
. Des telles inte´grales apa-
raissent dans le calcul des inte´grales des fonctions automorphes par la me´thode de Rankin-Selberg.
Soit F (z) une fonction continue sur H, invariante par PSL(2,Z), dont le terme constant dans
le de´ve´loppement de Fourier est b0(y) =
∫ 1
0
F (x + iy)dx. L’inte´grale de F (z) sur D peut eˆtre
re´cupe´re´e par le calcul du re´sidu (sous les bonnes conditions de convergence)
3
π
∫
D
F (z)dµ(z) = Ress=1
∫
D
F (z)E(z, s)µ(z).
En fait, ∫
D
F (z)E(z, s)µ(z) =
∫ ∞
0
b0(y)y
s−2dy = R(F, s)
(cf. [37, p. 415]), ce qui re´duit le calcul d’inte´gration sur le domaine fondamental a` l’inte´gration sur
une droite. La fonction R(F, s) est appele´ la transforme´e de Rankin-Selberg de F (z) ; elle est une
fonction me´romorphe, et satisfait a` l’e´quation fonctionnelle R∗(F, s) = R∗(F, 1− s), ou` R∗(F, s) =
ζ∗(2s)R(F, s). Pour contourner les proble`mes de convergence qu’on rencontre dans la pratique,
Zagier introduit dans [37] une proce´dure de renormalisation d’inte´grales, par l’introduction des
domaines tronque´s DT =
{
z ∈ H | |z| ≥ 1, |x| ≤ 12 , y ≤ T
}
. Comme partie des re´sultats de Zagier,
on retrouve une formule de R∗(F, s) incluant un terme de la forme
H(y; s) = p(s)ζ∗(2s)ys + p(1− s)ζ∗(2− 2s)y1−s, (24)
ou` p(s) est une fonction rationnelle [37, p. 419].
Certaines de ces inte´grales ont attire´ l’attention ces derniers temps. Lin Weng a introduit
re´cemment des fonctions zeˆta de rang n non abe´liennes, associe´es a` des corps de nombres, en
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analogie a` l’inte´grale d’Iwasawa-Tate, dans [36]. On particularise l’e´tude au corps des nombres
rationnels. La fonction zeˆta de Weng de rang 2 correspond a` l’inte´gration de la se´rie d’Eisenstein
comple´te´e sur un ensemble de re´seaux, les re´seaux semi-stables de R2. Un re´seau L = L(z) =
{mz + n | m,n ∈ Z}, z ∈ D est semi-stable si, et seulement si z ∈ D1 [9, Example 1.25], et la
fonction zeˆta de Weng est
Z2,Q(s) =
∫
D1
E∗(z, s)dµ(z).
Suivant la renormalisation de Zagier, on conside`re les inte´grales, pour T ≥ 1, donne´es par
ZT2,Q(s) =
∫
DT
E∗(z, s)dµ(z).
La me´thode de Rankin-Selberg nous donne alors des formules closes pour les fonctions zeˆta de
Weng (cf. [37, pp. 426–427], [20, §1]) :
ZT2,Q(s) = ζ
∗(2s)
T s−1
s − 1 − ζ
∗(2− 2s)T
−s
s
,
et en particulier
Z2,Q(s) = ζ
∗(2s)
1
s − 1 − ζ
∗(2− 2s)1
s
.
On veut maintenant e´tudier la re´partition des ze´ros de ces fonctions d’une fac¸on unifie´e. Les
fonctions zeˆta de Weng et le terme constant de la ze´rie d’Eisenstein sont des cas particuliers de la
formule (24). Lagarias et Suzuki proposent dans [20] l’e´tude de cette fonction pour y ≥ 1, et p(s)
est un polynoˆme a` coefficients re´els, ce qui e´quivaut a` l’e´tude avec une fonction rationnelle p(s).
On fait d’abord quelques remarques sur les racines de p(s). Par la remarque (a) du the´ore`me
4, on peut supposer que s = 12 est une racine simple de p(s), et qu’il n’y a pas d’autres ze´ros pour
p(s) sur la droite critique σ = 12 , parce que ces ze´ros sont aussi des ze´ros de H(y, s) de la meˆme
multiplicite´, et qui peuvent eˆtre facilement factorise´s. Il faut aussi voir que H(y; s) a un poˆle en
s = 1 si et seulement si p(0) 6= 0. L’application du the´ore`me 4 et le lemme 7 nous fournissent le
re´sultat suivant.
The´ore`me 18. Soit
H±(y; s) = p(s)ζ∗(2s)ys ± p(1− s)ζ∗(2− 2s)y1−s,
ou` y ≥ 1, p(s) un polynoˆme a` coefficients re´els, tel que p(s) = (2s−1)q(s), ou` q(s) est un polynoˆme
sans racine sur σ = 12 . Alors
(i) Le nombre de ze´ros non re´els et de partie imaginaire positive de H±(y; s) en dehors de la
droite critique σ = 12 est borne´ par
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ u± − nH,σ> 1
2
−
nH, 1
2
2
+ χH,0 +Np,σ> 1
2
− dH, 1
2
,
ou` nH,σ> 1
2
note le nombre de ze´ros re´els de H±(y; s) avec σ > 12 , nH, 1
2
la multiplicite´ de
s = 12 comme ze´ro de H
±(y; s) (0 pour H+(y; s), ≥ 1 et impaire pour H−(y; s)), χH,0 = 1
si p(0) 6= 0 et χH,0 = 0 si p(0) = 0, Np,σ> 1
2
est le nombre de racines de p(s) avec σ > 12 , et
dH, 1
2
≥ 0 est le nombre entier dans le the´ore`me 6 (e´quation (11)).
(ii) En particulier, si s = 0 est un ze´ro de p(s), et le seul ze´ro de p(s) avec σ ≥ 12 est s = 12 ,
alors tous les ze´ros de H±(y; s) sont sur la droite critique σ = 12 , et ils sont simples.
(iii) Soit y∗ = 4πe−γ−q
′( 1
2
)/q( 1
2
). Alors, pour la fonction H−(y; s),
(a) Si y < y∗, on a dH, 1
2
≥ 1 ;
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(b) Si y = y∗, la multiplicite´ de s = 12 comme racine de H
−(y; s) est ≥ 3 ;
(c) Si y > y∗, il y a un ze´ro ρ de H−(y; s) dans l’intervalle ]12 , 1[ (et 1 − ρ dans (0, 12 )) si
q(12 )q(0) > 0 (q(
1
2 ) et q(0) ont le meˆme signe), donc nH,σ> 1
2
≥ 1.
Remarque. La borne obtenue dans (i) est ≤ deg p + 1, donc uniforme en y ≥ 1. De meˆme
pour le nombre de ze´ros re´els et pour la constante dH, 1
2
.
De´monstration. Soit h(y; s) = p(s)ζ∗(2s)ys, alors
H±(y; s) = h(y; s)± h(y; 1− s)
et on applique le the´ore`me 4. Les ze´ros possibles de h(y; s) dans le demi-plan σ ≥ 1/2 proviennent
de p(s), donc ils sont en nombre fini. Les estimations qui entraˆınent les conditions (i) et (ii) du
the´ore`me 4 sont les meˆmes que celles de la fonction ζ∗(s + 12 ) e´tudie´e au §7, sauf par le facteur
de´pendant du parame`tre y ≥ 1. Par la formule de Stirling, la fonction F (y; s) = h(y; 1 − s)/h(y; s)
satisfait, pour σ ≥ 1/2 et |s| assez grand
F (y; s) = y1−2s
p(1− s)
p(s)
ζ∗(2s − 1)
ζ∗(2s)
= y1−2s
p(1− s)
p(s)
√
π
Γ
(
s− 12
)
Γ(s)
ζ(2s− 1)
ζ(2s)
= y1−2s(−1)deg p
(
1 +O
(|s|−1))√πs−1/2(1 +O(|s|−1))ζ(2s− 1)
ζ(2s)
.
Donc
F (y; s) = y1−2s(−1)deg p√πs−1/2
(
1 +O
(|s|−1))ζ(2s− 1)
ζ(2s)
(25)
pour σ ≥ 12 et |s| assez grand. Pour σ → +∞, cette expression est O(σ−1/2). Pour |τ | → +∞,
l’expression est O
(|τ |K) pour une constante K > 0. Donc, la fonction F (y; ·) satisfait les conditions
du the´ore`me 4, et on obtient (i) en remplac¸ant PH,σ> 1
2
= χH,0, NH,σ> 1
2
= Np,σ> 1
2
dans (5). La
partie ((ii) du the´ore`me est une conse´quence imme´diate de (i).
Il nous reste a` montrer (iii). Pour obtenir (a) on utilise le lemme 7. De
h(y; s) = (2s − 1)q(s)ζ∗(2s)ys = q(s)
s
ξ(2s)ys,
on a
∂h
∂s (y;
1
2)
h(y; 12)
=
q′(12 )
q(12)
− 2 + 2ξ
′(1)
ξ(1)
+ log y.
On utilise maintenant la formule
ξ′(0)
ξ(0)
= −ξ
′(1)
ξ(1)
= −1
2
γ − 1 + 1
2
log 4π
[3, §11, p. 83] pour obtenir
∂h
∂s (y;
1
2)
h(y; 12)
=
q′(12)
q(12)
+ γ − log 4π + log y = log y − log y∗,
donc la condition y < y∗ est e´quivalente a`
∂h
∂s
(y; 1
2
)
h(y; 1
2
)
< 0, d’ou` on obtient (a). On sait que ∂H
−
∂s (y;
1
2 ) =
2∂h∂s (y;
1
2). Si y = y
∗, alors ∂H
−
∂s (y;
1
2) = 0, puis nH, 1
2
≥ 2 et puisque ce nombre est impair, on a
nH, 1
2
≥ 3, donc (b). Si y > y∗ on ne peut rien dire dans le cas ge´ne´ral.
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Sans perte de ge´ne´ralite´, on peut prendre q(12 ) > 0. Alors
h(y; 12 ) = lim
s→ 1
2
(2s− 1)ζ∗(2s)q(s)ys = q(1/2)y1/2 > 0.
L’analyse ante´rieure entraˆıne que ∂H
−
∂s (y;
1
2) = 2
∂h
∂s (y;
1
2 ) > 0 si y > y
∗. Donc, il existe x0 > 12 tel
que H−(y;x0) > 0. Maintenant, la condition q(0) > 0 nous dit que s = 0 n’est pas racine de p(s),
donc H−(y; s) a un poˆle en s = 1, avec re´sidu −q(0) < 0, d’ou` lim
y→1−
H−(y; s) = −∞. Donc, il
existe ρ ∈]x0, 1[ tel que H−(y; ρ) = 0, ce qui montre (c). 
Maintenant on applique le the´ore`me 18 pour obtenir comme des cas particuliers les re´sultats
de [20].
Corollaire 19 (Suzuki et Lagarias [20, Theorem 2]). Pour chaque T ≥ 1 fixe´, la fonction
ZT2,Q(s) = ζ
∗(2s)
T s−1
s− 1 − ζ
∗(2− 2s)T
−s
s
a tous ses ze´ros simples, et sur la droite σ = 12 .
De´monstration. Dans le the´ore`me 18, on pose p(s) = (2s− 1)s. Alors
H−(T ; s) = T (2s− 1)s(s − 1)I(T ; s),
d’ou` l’on conclut par la partie (ii). 
En particulier, pour T = 1 on obtient l’hypothe`se de Riemann pour Z2,Q(s).
Corollaire 20 (Suzuki et Lagarias [20, Theorem 1]). La fonction zeˆta non-abe´lienne de rang 2
sur Q
Z2,Q(s) = ζ
∗(2s)
1
1− s − ζ
∗(2− 2s)1
s
a tous ses ze´ros simples, et sur la droite σ = 12 .
Re´cemment, Hayashi [10] a obtenu une formule close pour la fonction zeˆta de Weng de rang 2
d’un corps de nombres quelconque [10], la meˆme formule que pour le corps des nombres rationnels
ou` on change la fonction zeˆta de Riemann comple´te´e par la fonction de Dedekind comple´te´e et
a` une constante pre`s. A` partir la formule obtenue, il obtient l’hypothe`se de Riemann pour les
fonctions de rang 2 par la me´thode de Lagarias de Suzuki, la variante re´elle du the´ore`me 40.
L’hypothe`se de Riemann pour la fonction zeˆta de rang 3 a e´te´ e´tablie par Suzuki en [30] ; on
peut aussi appliquer nos me´thodes a` l’e´tude de cette fonction. La fonction zeˆta de rang 1 n’est
autre que la fonction zeˆta comple´te´e ζ∗(s).
On obtient maintenant une version modifie´e de [20, Theorem 3] :
Corollaire 21. Soit y∗ = 4πe−γ . Pour chaque y ≥ 1, la fonction
a0(y; s) = ζ
∗(2s)ys + ζ∗(2− 2s)y1−s
est une fonction me´romorphe, qui peut eˆtre prolonge´e analytiquement au point s = 12 . Alors
a) Si y < y∗, tous les ze´ros de a0(y; s) sont sur la droite critique σ = 12 et ils sont simples.
b) Si y = y∗, tous les ze´ros de a0(y; s) sont sur la droite critique σ = 12 et ils sont simples, sauf
s = 12 qui est un ze´ro double.
c) Si y > y∗, il y a exactement deux ze´ros hors la droite critique, un ze´ro re´el simple ρy dans
l’intervalle ]12 , 1[, et son syme´trique 1 − ρy. Tous les autres ze´ros sont sur la droite critique
et ils sont simples.
27
De´monstration. On prend p(s) = 2s − 1, d’ou`
H−(y; s) = (2s− 1)a0(y; s).
Comme p(0) 6= 0, on ne peut pas appliquer la partie (ii) du the´ore`me 18. Par la partie (ii) du
meˆme the´ore`me, pour la fonction H−(y; s) on a
N(T )−N0(T ) ≤ N(T )−N ′0(T ) ≤ 2−NH,σ> 1
2
−
n
H,1
2
2 − dH, 1
2
,
≤ 32 − nH,σ> 1
2
− dH, 1
2
,
puisque nH, 1
2
≥ 1. On applique maintenant la partie (iii) du the´ore`me. On a q(s) = 1, donc
y∗ = 4πe−γ et
a) Si y < y∗, on a dH, 1
2
≥ 1, puis force´ment nH,σ> 1
2
= 0 et nH, 1
2
= 1.
b) Si y = y∗, on a nH, 1
2
≥ 3, puis force´ment nH, 1
2
= 3 et nH,σ> 1
2
= 0.
c) Si y > y∗, on a nH,σ> 1
2
≥ 1, donc encore nH,σ> 1
2
= 1 et nH, 1
2
= 1.
Dans tous les cas, N(T ) = N0(T ) = N
′
0(T ). Cela finit la preuve. 
Remarques. Le re´sultat [20, Theorem 3] e´tablit la continuite´ de ρy en fonction du parame`tre
y ≥ 1, en montrant que c’est une fonction croissante de y, et que ρy → 1 lorsque y → +∞.
L’alignement des ze´ros non-re´els de a0(y; s) a e´te´ demontre´ par Hejhal en [11, Proposition 5.3
(f)] en utilisant les relations de Maaß-Selberg [34, §2.18]. La simplicite´ des ze´ros de a0(y, s) a e´te´
re´cemment montre´e par H. Ki en [18]. On remarque que ces approches traitent l’alignement et la
simplicite´ des ze´ros se´pare´ment.
Re´cemment, W. Mu¨eller a donne´ en [23] une interpre´tation des ze´ros de a0(y; s) en termes des
valeurs propres d’un oper´ateur autoadjoint, un pseudo-laplacien agissant sur un sous-espace de
L2
(
PSL(2,Z)\H). Dans ce travail, il fournit aussi une extension du corollaire 21 au terme constant
d’une se´rie d’Eisenstein associe´e a` PSL(2,OK) [23, Theorem 0.3], ou` OK est l’anneau des entiers
d’un corps quadratique imaginaire K = Q
(√−d), d > 0 entier, tel que le nombre de classes d’ide´aux
entiers h(−d) = 1. Ce terme est obtenue en remplac¸ant la fonction zeˆta de Riemann comple´te´e par
la fonction zeˆta de Dedekind comple´te´e dans (23) ; nos me´thodes s’e´tendent facilement a` ce cadre.
Quant a` la re´partition des ze´ros, une application directe du the´ore`me 6 et la remarque faite au
the´ore`me 18 nous fournissent le re´sultat suivant.
The´ore`me 22. Pour chaque y ≥ 1, la fonction H±(y; s) dans le the´ore`me 18 a tous ses ze´ros,
sauf un nombre fini, simples et aligne´s sur la droite σ = 12 . Le nombre de ces ze´ros, en fonction
du parameˆtre y ≥ 1, avec 0 < τ < T est
N(y;T ) =
T
π
log T − 1
π
(log π + 1)T +
1
π
(log y)T +O(log T ).
La constante dans O(·) ne de´pend pas de y ≥ 1. Les ze´ros des fonctions H±(y; s) sont ultimement
entrelace´s.
Cette estimation est la meˆme que celle calcule´e par Lagarias et Suzuki [20, Theorem 5] pour
la fonction ZT2,Q(s). Ils montrent de plus que la partie imaginaire de chaque ze´ro de Z
T
2,Q(s) avec
τ > 0 est une fonction strictement de´croissante de T .
Il nous reste a` voir le cas ou` 0 < y < 1. De (25), la fonction F (y; s) =
h(y; 1 − s)
h(y; s)
satisfait, pour
σ suffisament grand, F (y; s) = O
(
y−2σ|s|−1/2). Puisqu’elle contient une puissance de y convergeant
vers l’infini lorsque σ → +∞, cette fonction ne satisfait pas les conditions du the`ore`me 4.
La proposition suivante a e´te´ e´nonce´e par D. Hehjal en [11, p. 89], et montre´e par H. Ki [16,
§2] dans le cas ou` p(s) = 1.
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Proposition 23. Pour 0 < y < 1, la fonction H±(y, s) du the´ore`me 18 posse`de des ze´ros avec
parties re´elles arbitrairement grandes. Pour σ0 suffisamment grand, le nombre de ze´ros de H(y, s)
avec σ ≥ σ0 et 0 < τ < T satisfait
NH(σ0, T ) = O(T ).
De´monstration. Les ze´ros de H(y; s) sont, essentiellement (sauf un nombre fini), ceux de la
fonction g(s) = 1±F (y; s). Par l’e´quation (25), g(s) = 1±y1−2s√πs−1/2(1+O(σ−1)) pour σ ≥ σ0.
Cette fonction a le meˆme comportement que la fonction
g1(s) = 1± y1−2s
√
πs−1/2,
comparable a` une exponentielle-polynoˆme sans terme principal [1, Chapter 13]. Le principe de
l’argument applique´ a` g1(s) montre que son nombre de ze´ros avec 0 < τ < T est cT + O(1) pour
c = − 1pi log y > 0 [25, Part III, Chapter 4, Problem 206.2]. Le the´ore`me de Rouche´ transmet cette
information a` g(s) dans le demi-plan σ ≥ σ0.
Or, chaque racine de g(s) ve´rifie |s|1/2 = y1−2σ√π(1 + O(σ−1)). Pour une suite de ze´ros de
g(s) (vu qu’il y a une infinite´), |s| → +∞, d’ou` de cette dernie`re e´galite´ σ → +∞. 
On parlera ensuite des autres ze´ros de H(y, s), ceux dans la bande |σ − a| < σ0.
11 Dominance faible. Un re´sultat non effectif.
La ne´ce´ssite´ d’e´tendre le the`ore`me 18 au cas 0 < y < 1, qui n’est pas de la meˆme nature que
le cas y ≥ 1, nous motive a` e´tablir le re´sultat suivant.
The´ore`me 24. Soit σ0 > a, h(s) une fonction me´romorphe, re´elle sur la droite re´elle, avec un
nombre fini de poˆles, un nombre fini de ze´ros dans la bande a < σ < σ0 ; holomorphe et non nulle
sur la droite σ = σ0. On pose
f(s) = f±(s) = h(s)± h(2a− s).
On suppose que la fonction
F (s) =
h(2a− s)
h(s)
satisfait
(i”) F (s) 6= ±1 sur σ = σ0, et il existe τ0 > 0 tel que
∣∣F (s)∣∣ < 1 pour σ = σ0, |τ | ≥ τ0 ;
(ii”) il existent K > 0 et une suite (Tn)n telle que lim
n→∞Tn = +∞ et |F (s)| < e
K|s| pour a ≤ σ ≤
σ0, |τ | = Tn, n ≥ 1.
On note le nombre des ze´ros de f(s) avec 0 < τ < T dans la bande |σ − a| < σ0 − a (en
comptant les multiplicite´s) par
N(T, σ0) = #{s ∈ C | |σ − a| < σ0 − a, 0 < τ < T}.
Alors, il existe une constante B = B(σ0) telle que
N(T, σ0)−N ′0(T ) ≤ B
pour T > 0. Donc tous les ze´ros de f(s) dans la bande |σ − a| < σ0 − a, sauf un nombre fini, sont
sur la droite σ = a et ils sont simples.
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Remarque. En comparant avec les conditions du the´ore`me 4, la condition (i”) est l’analogue
de (i) avec η = 1, alors que (ii”) est l’analogue de (ii) avec un K > 0 fixe´ au lieu d’un ε > 0
arbitraire.
De´monstration. On suit la de´marche de la de´monstration du the´ore`me 4. D’apre`s la remarque
(a) a` ce the´ore`me, on peut supposer que F (s) est regulie`re et non nulle sur la droite σ = a.
On conside`re le rectangle R de´fini par
−T ≤ τ ≤ T, 2a− σ0 ≤ σ ≤ σ0,
tel que f(s) n’a pas ni de ze´ro ni de poˆle sur sa frontie`re. On calcule N(T, σ0) comme on le fait
pour N(T ) dans le the´ore`me 4, en calculant la variation d’argument des fonctions g(s) et h(s)
(avec f(s) = h(s)g(s)) le long du chemin donne´ par les deux segments qui lient dans l’ordre σ0,
σ + iT , s
R(T ) =
1
π
∆arg h(s), S(T ) =
1
π
∆arg g(s).
On remarque que ces deux quantite´s de´pendent de σ0 en ge´ne´ral, dans ce cas fixe. L’application
du lemme de Littlewood nous fournit la formule
π
∫ Tn
0
S(τ)dτ =
∫ σ0
a
log
∣∣g(σ + iTn)∣∣dσ +
∫ Tn
0
arg g(σ0 + iτ)dτ − I(σ0).
De (i”), pour τ ≥ τ0, on aura ℜg(s) ≥ 1− |F (s)| > 0, donc il existe ∆ = ∆(σ0) ∈ Z tel que∣∣arg g(σ0 + iτ)− 2π∆∣∣ < π
pour τ ≥ τ0. Puis
π
∫ Tn
0
S(τ)dτ ≤ σ0K(σ0 + Tn) +
∫ τ0
0
arg g(σ0 + iτ)dτ + (Tn − τ0)(2∆ + 1)π − I(σ0)
au lieu de (8). La contribution correspondante de la moyenne de S(T ), obtenue en divisant cette
dernie`re ine´galite´ par πTn et en faisant n → +∞, est ≤ σ0K + 2∆ + 1, donc finie. La quantite´
analogue de Ba est obtenue en calculant le bilan entre le nombre s ze´ros et les poˆles de f(s) et
h(s) avec σ < σ0, donc qu’on note par Ba(σ0). L’argument de de´monstration du the´ore`me 4 nous
donne finalement
N(σ0, T )−N ′0(T ) ≤ Ba(σ0) + σ0K + 2∆+ 1, (26)
ce qui montre le re´sultat. 
Le point faible du the´ore`me 24 est l’innefectivite´ de la borne 26, qui de´pend de la quantite´ ∆,
difficile a` calculer ; c’est la raison pour laquelle on ne garde pas la borne obtenue dans l’e´nonce´ du
the´ore`me.
On peut maintenant comple´ter l’information du the´ore`me 18 et la proposition 23 dans le cas
0 < y < 1.
Proposition 25. Soit 0 < y < 1, H(y; s) comme dans le the´ore`me 18. Alors, pour tout σ0 > 1/2,
tous les ze´ros de H(y; s) dans la bande |σ−1/2| < σ0−1/2, sauf un nombre fini, sont sur la droite
σ = 1/2 et ils sont simples.
De´monstration. Il suffit de ve´rifier la condition (i”) du the`ore`me 24 pour σ = σ0 suffisament
grand. On pose F (y; s) = h(y;1−s)h(y;s) . Par (25), pour σ suffisament grand, F (y; s) = O
(
y−2σ|s|−1/2).
Donc, pour σ0 assez grand,
∣∣F (s)∣∣ = Oσ0(|τ |−1/2) pour σ = σ0, |τ | ≥ τ0.
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D’un autre coˆte´, pour σ0 fixe´, la puissance y
−2σ est borne´e pour a ≤ σ ≤ σ0, ce qui suffit pour
ve´rifier (ii”) avec (25) et les arguments habituels. Le re´sultat se suit directement. 
Le dernier re´sultat n’est pas nouveau, il a e´te´ obtenu par H. Ki, il correspond a` un cas particulier
de la proposition 29. Notre me´thode de de´monstration diffe`re de celle de H. Ki dans le sens qu’on n’a
pas d’analyse de derive´e a` faire, pour un re´sultat sur la simplicite´ des ze´ros etudie´s. La ge´ne´ralite´ du
the´ore`me 24 nous permettra de l’appliquer pour e´tudier la re´partition des ze´ros des approximations
de la fonction zeˆta d’Epstein, au §12.
12 Approximations de la fonction zeˆta d’Epstein
Soit Q(u, v) = au2 + buv + cv2 avec a > 0, b, c ∈ R une forme quadratique de´finie positive,
c’est-a`-dire avec ∆ = 4ac− b2 > 0. La fonction zeˆta d’Epstein associe´e a` Q(u, v) est donne´e par
ZQ(s) =
∑
(m,n)6=(0,0)
Q(m,n)−s,
pour σ > 1. Cette fonction peut eˆtre prolonge´e analytiquement dans le plan complexe, sauf en
s = 1, ou` elle a un poˆle simple, et elle satisfait a` l’e´quation fonctionnelle
(√
∆
2π
)s
Γ(s)ZQ(s) =
(√
∆
2π
)1−s
Γ(1− s)ZQ(1− s).
Cette fonction est essentiellement une se´rie d’Eisenstein ; on change notre point de vue pour des
raisons historiques. Lorsque les coefficients a, b, c sont des entiers, qu’on suppose avec (a, b, c) = 1,
l’e´tude de cette fonction est lie´e a` l’e´tude du corps quadratique imaginaire Q
(√−d), ou` d = ∆/4 si
∆/4 est entier, d = ∆ sinon. Soit h(−d) le nombre de classes d’ide´aux entiers de Q(√−d) (ou des
classes d’e´quivalence de formes quadratiques de discriminant −∆). Si h(−d) = 1, la fonction zeˆta
d’Epstein est, a` une constante pre`s, la fonction zeˆta de Dedekind du corps quadratique Q
(√−d),
elle a un produit eule´rien, et contient la fonction zeˆta de Riemann comme facteur (on reprend
l’exemple de la se´rie d’Eisenstein E(i, s), le cas ou` Q(u, v) = u2 + v2). Dans ce cas, on attend
que tous les ze´ros de ZQ(s) soient sur la droite critique σ = 1/2, une hypothe`se de Riemann pour
ZQ(s). Par contre, celui-ci est le cas moins fre´quent, puisque les seuls entiers positifs d pour lesquels
h(−d) = 1 sont les nombres de Heegner d = 3, 4, 7, 8, 11, 19, 43, 67, 163. Si h(−d) > 1, la fonction
zeˆta d’Epstein n’a pas de produit eule´rien, et elle a une infinite´ de ze´ros en dehors de la droite
σ = 1/2. Plus pre´cisement, il a e´te´ montre´ par Davenport et Heilbronn dans [4] et [5], que, lorsque
h(−d) > 1, la fonction ZQ(s) a une infinite´ de ze´ros dans le demi-plan σ > 1, arbitrairement
proches de la droite σ = 1, et par Voronin dans [35] que dans une bande σ1 ≤ σ ≤ σ2 avec
1/2 < σ1 < σ2 < 1, cette fonction a au moins c(σ1, σ2)T ze´ros avec 0 < τ < T pour T suffisament
grand, ou` c(σ1, σ2) > 0. Bien suˆr, cette fonction a une infinite´ de ze´ros sur la droite σ = 1/2,
ce qui a e´te´ montre´ par Potter et Titchmarsh [27], et le nombre des ze´ros avec 0 < τ < T est
asymptotiquement cT log T (une formule explicite bien suˆr, analogue a` celle pour la fonction zeˆta
de Riemann).
On reprend la formule de Chowla-Selberg
ZQ(s) = 2ζ(2s)a
−s +
22sas−1
√
π
Γ(s)∆s−1/2
ζ(2s − 1)Γ
(
s− 1
2
)
+
4πs2s−1/2√
aΓ(s)∆s/2−1/4
∞∑
n=1
ns−1/2
∑
d|n
d1−2s · cos nπb
a
∫ +∞
−∞
e−(pin
√
∆/a) cosh τe(s−1/2)τdτ,
et on obtient des approximations de la fonction zeˆta d’Epstein en prenant les sommes partielles
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des termes dans cette formule. Pour n ≥ 1 entier, on de´finit ZQ,n(s) par
ZQ,n(s) = 2ζ(2s)a
−s +
22sas−1
√
π
Γ(s)∆s−1/2
ζ(2s− 1)Γ
(
s− 1
2
)
+
4πs2s−1/2√
aΓ(s)∆s/2−1/4
n∑
k=1
ks−1/2
∑
d|k
d1−2s · cos kπb
a
∫ +∞
−∞
e−(pik
√
∆/a) cosh τe(s−1/2)τdτ.
Ces fonctions ont e´te´ pre´ce´demment e´tudie´es par D. Hehjal dans [11, §5], et reprises par H. Ki
dans [16], qui ame´liore ses re´sultats. On va rede´montrer les re´sultats de H. Ki avec nos techniques.
On de´finit pour cela une classe de fonctions qui ge´ne´ralise ZQ,n(s). Soient λ > 0, Aj > 0, λj > 0
et bj ∈ R pour j = 1, . . . , n. On note par G(s) la fonction
G(s) = ζ(2s)λs +
√
π
Γ(s− 12)
Γ(s)
ζ(2s− 1)λ1−s
+
πs
Γ(s)
n∑
k=1
bk(λ
s−1/2
k + λ
1/2−s
k )
∫ +∞
−∞
e−2Ak cosh τe(s−1/2)τdτ.
(27)
On voit facilement que 12
(√
∆/2
)s
ZQ,n(s) est un cas particulier de G(s), ou` λ =
√
∆/(2a) et sous
les conditions aditionnelles 0 < λj ≤ 1 et λjAj ≥ πλ pour j = 1, . . . , n.
La parite´ de la fonction de Bessel et l’e´quation fonctionnelle de la fonction zeˆta de Riemann
entraˆınent l’e´quation fonctionnelle pour G(s)
π−sΓ(s)G(s) = π−1+sΓ(1− s)G(1− s),
qui a` son tour, entraˆıne celle de la fonction ZQ,n(s)(√
∆
2π
)s
Γ(s)ZQ,n(s) =
(√
∆
2π
)1−s
Γ(1− s)ZQ,n(1− s).
En fait, l’e´quation fonctionnelle de G(s) est une conse´quence directe de l’egalite´
π−sΓ(s)G(s) = w(s) + w(1 − s),
ou`
w(s) = λsπ−sΓ(s)ζ(2s) +
n∑
k=1
bkλ
s− 1
2
k 2Ks− 1
2
(2Ak). (28)
L’estimation suivante est analogue a` celle dans [16, Proposition 3.5].
Proposition 26. Il existe R > 0 tel que
Ks−1/2(2A)
Γ(s)
= O
( A−σ
|s|1/2
)
pour |s| > R, σ ≥ 12 .
De´monstration. La formule dans [24, p. 309]
Ks(2A) = A
−sΓ(s)
(
1 +
∞∑
n=1
A2n
n!(1− s)(2− s) · · · (n − s)
)
+Γ(−s)
(
1 +
∞∑
n=1
A2n
n!(1 + s)(2 + s) · · · (n+ s)
) (29)
permet de lier les comportements asymptotiques de la fonction de Bessel et de la fonction gamma.
Il a e´te´ montre´ par Po´lya dans [24, pp. 309–310] que la fonction entie`re ψA(s) = A
sKs(2A)/Γ(s)−1
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satisfait lim
|s|→∞
ψa(s) = 0 dans tout demi-plan σ ≥ ε, ε > 0 fixe´. Le meˆme calcul montre que ψa(s)
est borne´e dans le demi-plan σ ≥ 0. Or
Ks−1/2(2A)
Γ(s)
=
(
1 + ψa(s− 1/2)
)
A1/2−s
Γ(s− 1/2)
Γ(s)
.
On applique la formule de Stirling pour obtenir le re´sultat. 
Ensuite on e´nonce et de´montre une variante du re´sultat de H. Ki [16, Theorem 1].
Proposition 27. Soient λ > 0, Aj > 0, λj > 0 et bj ∈ R pour j = 1, . . . , n, et G(s) la fonction
de´finie par (27). Alors, pour tout σ0 > 1/2, tous les ze´ros de G(s) dans la bande |σ − a| < σ0 − a,
sauf un nombre fini, sont simples et sur la droite σ = 12 .
Sous les conditions additionnelles λ ≥ 1, 0 < λj ≤ 1 et λjAj ≥ πλ pour j = 1, . . . , n, tous les
ze´ros non triviaux de G(s), sauf un nombre fini, sont simples et sur la droite σ = 12 .
Corollaire 28 (H. Ki [16, Corollary 1]). Pour les fonctions ZQ,n(s), on a le re´sultat de la proposi-
tion 27. Si
√
∆/(2a) ≥ 1, tous les ze´ros non triviaux de ZQ,n(s), sauf un nombre fini, sont simples
et sur la droite σ = 12 .
De´monstration (de la proposition). Les ze´ros triviaux des fonctions G(s) et ZQ,n(s) pro-
viennent de la fonction gamma, comme pour la fonction zeˆta de Riemann. On va appliquer les
the´ore`mes 4 et 24. Il est clair que les seuls poˆles de w(s) sont s = 0, s = 1/2. On pose
µ = max
1≤k≤n
λ−1k A
−1
k πλ
−1, ν = max
1≤k≤n
λkA
−1
k πλ
−1.
On factorise w(s) par
w(s) =
(λ
π
)s
Γ(s)
(
ζ(2s) +
(λ
π
)−s n∑
k=1
2bkλ
s− 1
2
k
Ks− 1
2
(2Ak)
Γ(s)
)
.
D’apre`s la proposition 26, pour |s| suffisament grand, σ ≥ 1/2, 1 ≤ k ≤ n
(λ
π
)−s
λ
s− 1
2
k
Ks− 1
2
(2Ak)
Γ(s)
= O
(
λ−σπσλσk
A−σk
|s|1/2
)
= O
( νσ
|s|1/2
)
,
d’ou`
w(s) =
(λ
π
)s
Γ(s)
(
ζ(2s) +O
(
νσ|s|−1/2))
et ζ(2s)−1 = O
(|s|1/4) pour σ ≥ 1/2 , puis
w(s) =
(λ
π
)s
Γ(s)ζ(2s)
(
1 +O
(
νσ|s|−1/4)), (30)
pour σ ≥ 1/2 et |s| suffisament grand.
Si l’on e´crit F (s) = w(1− s)/w(s),
F (s) =
λ1−sπ
1
2
−sΓ(s− 12)ζ(2s− 1) +
n∑
k=1
bkλ
1
2
−s
k 2Ks− 1
2
(2Ak)
(
λ
pi
)s
Γ(s)ζ(2s)
(
1 +O
(
νσσ−1/4
))
=
λ1−2s
√
π
Γ(s− 12 )
Γ(s)
ζ(2s− 1) +
n∑
k=1
bkλ
1
2
−s
k λ
−sπs2
Ks− 1
2
(2Ak)
Γ(s)
ζ(2s)
(
1 +O
(
νσ|s|−1/4)) .
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Or, encore par la proposition 26, on a pour |s| assez grand, σ ≥ 1/2, 1 ≤ k ≤ n
λ
1
2
−s
k λ
−sπs
Ks− 1
2
(2Ak)
Γ(s)
= O
(
λ−σπσλ−σk
A−σk
|s|1/2
)
= O
( µσ
|s|1/2
)
.
Puis, pour σ ≥ 1/2, |s| suffisament grand
F (s) =
O
(
λ−2σ|s|−1/2)ζ(2s− 1) +O(µσ|s|−1/2)
ζ(2s)
(
1 +O
(
νσ|s|−1/4)) . (31)
a) Soit σ0 > 1/2 tel que w(s) 6= 0 et F (s) 6= ±1 sur σ = σ0, et ζ(s) ≍ 1 pour σ ≥ σ0
(σ0 > 2). Dans (31), on fait |τ | → +∞ pour s = σ0 + iτ , et on obtient F (s) = Oσ0
(|τ |−1/2),
d’ou` la condition (i”) du the´ore`me 24. Pour 1/2 ≤ σ ≤ σ0, les puissances Cσ avec C
constante, agissent comme des constantes. Puis, les estimations ζ(2s − 1) = O(|τ |A) et
ζ(2s)−1 = O
(
log |τ |) pour σ ≥ 1/2 et |τ | assez grand, entraˆınent que F (s) = Oσ0(|τ |A log |τ |)
pour 1/2 ≤ σ ≤ σ0, |τ | ≥ τ0, donc la condition (ii”) du the´ore`me 24. La premie`re partie de
la proposition de´coule de ce re´sultat.
b) On suppose maintenant les conditions λ ≥ 1, 0 < λj ≤ 1 et λjAj ≥ πλ pour j = 1, . . . , n.
Alors, µ ≤ 1 et ν ≤ 1. La fonction w(s) n’a qu’un nombre fini de ze´ros avec σ ≥ 1/2, puisque
dans (30) w(s) = λsζ∗(2s)
(
1 + O
(|s|−1/4)), puis w(s) 6= 0 pour |s| assez grand, σ ≥ 1/2.
L’e´quation (31) devient
F (s) =
O
(|s|−1/2)ζ(2s− 1) +O(|s|−1/2)
ζ(2s)
(
1 +O
(|s|−1/4)) .
Lorsque σ → +∞, on a F (s) = O(σ−1/2) uniforme´ment en τ , donc la condition (i) du
the´ore`me 4. Lorsque τ → +∞, on a F (s) = O(|τ |A log |τ |) pour σ ≥ 1/2, |τ | assez grand,
donc la condition (ii) du the´ore`me 4 (on fait on a deja` montre´ la condition souhaite´e, mais
on a mieux qu’en (a)). Le the´ore`me 4 nous donne la seconde partie de la proposition, ainsi
que le corollaire 28. 
Dans le cas Q(u, v) = u2 + v2, on a λ =
√
∆/(2a) = 1, d’ou` l’intereˆt de ce re´sultat. L’avantage
du the´ore`me 4 sur le the´ore`me 24 est la majoration effective du nombre de ze´ros de G(s) en dehors
de la droite critique, le cas ou` on pourrait estimer le nombre de ze´ros de la fonction w(s) de´finie
par (28) dans le demi-plan σ ≥ 1/2.
Dans le cas ou` 0 < λ < 1, H. Ki calcule aussi le nombre de ze´ros des fonctions G(s) hors une
bande |σ − a| < σ0 − a fixe´e et 0 < τ < T , pour montrer qu’il est O(T ), en utilisant une ap-
proximation des fonctions de Bessel [16, Proposition 3.5], pour approcher G(s) avec une fonction
semblable a` une exponentielle-polynoˆme dans le demi-plan σ ≥ σ0, comme dans la proposition 23.
H. Ki a aussi e´tudie´ des fonctions zeˆta d’Epstein modifie´es, dans [17]. On cite le texte original.
Soient L1(s), . . . , Ln(s) des se´ries de Dirichlet qui peuvent eˆtre continue´es analytiquement au plan
complexe, sauf en un nombre fini de points. On suppose que
(i) y > 0 ;
(ii) α et β sont des polynoˆmes tels que deg(α) ≥ deg(β) + 1 et β(s) = β(1 − s) ;
(iii) ak est re´el pour k = 1, . . . , n ;
(iv) π−sΓ(s)Lk(s) = π−1+sΓ(1− s)Lk(1− s), pour k = 1, 2, . . . , n, s ∈ C \ {0, 1} ;
(v) il existe ε > 0 tel que Lk(s) = O(|s|1−ε), pour k = 1, 2, . . . , n, σ ≥ 12 .
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On de´finit Z(s; y, α, β, L1, . . . , Ln) par
Z(s; y, α, β, L1, . . . , Ln) = α(s)ζ(2s) +α(1− s)
√
π
Γ(s− 1/2)
Γ(s)
ζ(2s− 1)y1−2s+ y−sβ(s)
n∑
k=1
akLk(s).
En fait, si
w(s) = α(s)ysζ∗(2s) +
β(s)
2
n∑
k=1
akπ
−sΓ(s)Lk(s),
on a
π−sΓ(s)ysZ(s; y, α, β, L1, . . . , Ln) = w(s) + w(1 − s).
Puis, on a l’e´quation fonctionnelle
( y
π
)s
Γ(s)Z(s; y, α, β, L1, . . . , Ln) =
( y
π
)1−s
Γ(1− s)Z(1− s; y, α, β, L1, . . . , Ln)
Proposition 29 (H. Ki [17, Theorem 1.1]). Pour tout σ0 > 1/2, tous les ze´ros non-triviaux de
la fonction Z(s; y, α, β, L1, . . . , Ln) dans la bande |σ − 1/2| < σ0 − 1/2, sauf un nombre fini, sont
simples et sur la droite σ = 1/2.
Corollaire 30 (H. Ki [17, Corollary 1.2]). Si y ≥ 1, tous les ze´ros de Z(s; y, α, β, L1, . . . , Ln), sauf
un nombre fini, sont simples et sur la droite σ = 12 .
De´monstration. Par (ii) et (v), il existe ε > 0 tel que
w(s) = α(s)ysπ−sΓ(s)
(
ζ(2s) + y−s
β(s)
2α(s)
n∑
k=1
akLk(s)
)
= α(s)ysπ−sΓ(s)
(
ζ(2s) +O
(
y−σ|s|−ε))
et ζ(2s) = O
(|s|ε/2) pour σ ≥ 1/2, puis
w(s) = α(s)ysπ−sΓ(s)ζ(2s)
(
1 +O
(
y−σ|s|−ε/2)) (32)
pour σ ≥ 12 , |s| assez grand.
D’un autre coˆte´, F (s) = w(1− s)/w(s) satisfait
F (s) =
α(1− s)y1−sπ 12−sΓ(s− 12)ζ(2s − 1) + β(s)2
n∑
k=1
akπ
−sΓ(s)Lk(s)
α(s)ysπ−sΓ(s)
(
ζ(2s) +O
(
y−σ|s|−ε))
=
α(1− s)
α(s)
y1−2sπ1/2
ζ(2s − 1)Γ(s −
1
2)
Γ(s)
+
n∑
k=1
ak
2π1/2
β(s)
α(s)
Lk(s)
ζ(2s)
(
1 +O
(
y−2σ|s|−ε/2))
=
α(1− s)
α(s)
y1−2sπ1/2
ζ(2s − 1)O(|s|− 12 )+O(|s|−ε)
ζ(2s)
(
1 +O
(
y−σ|s|−ε/2)) .
Donc, pour σ ≥ 1/2, |s| assez grand
F (s) = (−1)deg α
(
1 +O
(|s|−1))y1−2sπ1/2 ζ(2s− 1)O
(|s|− 12 )+O(|s|−ε)
ζ(2s)
(
1 +O
(
y−σ|s|−ε/2)) . (33)
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a) Soit σ0 > 1/2 suffisament grand, tel que w(s) 6= 0 et F (s) 6= ±1 sur σ = σ0, et ζ(s) ≍ 1
pour σ ≥ σ0. Lorsque |τ | → +∞, s = σ0 + iτ , on obtient de (33), F (s) = Oσ0
(|τ |−ε), d’ou`
la condition (i”) du the´ore`me 24. Pour 1/2 ≤ σ ≤ σ0, la puissance y−2σ est borne´e ; ceci
avec ζ(2s − 1) = O(|τ |A) et ζ(2s)−1 = O(log |τ |) nous donne F (s) = Oσ0(|τ |A log |τ |) pour
1/2 ≤ σ ≤ σ0, donc la condition (ii”) du the´ore`me 24. Cela montre la proposition.
b) On suppose maintenant que y ≥ 1. L’e´quation (32) se simplifie et on obtient
w(s) = α(s)ysζ∗(2s)
(
1 +O
(|s|−ε/2))
pour σ ≥ 1/2, |s| suffisament grand. Le nombre de ze´ros de α(s) e´tant fini, cela entraˆıne que
w(s) n’a qu’un nombre fini de ze´ros dans le demi-plan σ ≥ 1/2. Pour σ suffisament grand,
(33) devient F (s) = O(σ−ε), d’ou` la condition (i) du the´ore`me 4. Dans (a) on a montre´
une condition sufissante pour la condition (ii) du the´ore`me 4, mais on peut montrer que
F (s) = O
(|τ |A log |τ |) pour σ ≥ 1/2 lorsque y ≥ 1. L’application du the´ore`me 4 nous donne
le corollaire. 
13 E´tude en l’absence de syme´trie re´elle
On veut ge´ne´raliser les re´sultats obtenus jusqu’a` pre´sent pour des fonctions qui peuvent prendre
des valeurs complexes sur la droite re´elle. Pour traiter ce cas, e´tant donne´e une fonction h(s)
me´romorphe, de´finie sur un domaine D ⊂ C, on de´finit
h(s) = h(s)
pour s ∈ D = {z, z ∈ D}. La fonction h(s) est aussi me´romorphe. Si h(s) est re´elle sur la droite
re´elle, alors h(s) = h(s) pour s ∈ D ∩D par le principe de re´flexion, pourvu que D ∩ R 6= ∅.
On veut maintenant e´tudier les fonctions
f(s) = f±(s) = h(s)± h(2a− s),
ou` a ∈ R est fixe´. Ces fonctions re´pre´sentent les parties re´elle (f+(s)) et imaginaire (f−(s)) de la
fonction h(s), sur la droite critique σ = a. Au lieu des deux syme´tries de f(s) on ne trouve qu’une
seule, a` savoir
f(2a− s) = ±f(s).
En analogie aux notations au §1, on note par
Nˆ(T ) = #
{
s ∈ C | f(s) = 0, |τ | < T}
le nombre de ze´ros de f(s) avec |τ | < T ,
Nˆ0(T ) = #
{
s ∈ C | f(s) = 0, s = a+ iτ, |τ | < T}
le nombre des meˆmes ze´ros, sur la droite critique σ = a, et Nˆ ′0(T ) le nombre de ces derniers ze´ros,
sans compter les multiplicite´s.
D’abord, on estime le nombre des ze´ros sur la droite critique, sans compter les multiplicite´s.
La ge´ne´ralisation du lemme 2 est la suivante.
Lemme 31. Soit a ∈ R fixe´, h(s) une fonction me´romorphe dans le plan complexe, re´elle sur l’axe
re´el, sans ze´ros ni poˆles sur la droite critique σ = a. On conside`re arg h(a + iτ), une variation
continue de l’argument de h(s) sur la droite critique σ = a. Soit f(s) = h(s)±h(2a−s). Le nombre
de ze´ros de f(s) avec |τ | < T , sans compter les multiplicite´s, sur la droite σ = a est minore´ par
N˜ ′0(T ) ≥ 1pi arg h(a+ iT )− 1pi arg h(a− iT )− 1. (34)
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De´monstration. On fait la preuve pour la fonction f−(s) ; en prenant ih(s) au lieu de h(s)
on obtiendra if+(s).
On peut supposer que arg h(a) ∈]− π, 0]. Si f−(a) = 0,
Nˆ ′0(T ) = #
{
τ | |τ | < T, 1pi arg h(a+ iτ) ≡ 0mod 1
}
= #
{
τ | 0 ≤ τ < T, 1pi arg h(a+ iτ) ≡ 0mod 1
}
+#
{
τ | 0 ≤ τ < T,− 1pi arg h(a− iτ) ≡ 0mod 1
}− 1.
On obtient (34) par double application du lemme 1. De meˆme si f−(a) 6= 0. 
Remarque. Dans le cas ou` h(s) est re´elle sur la droite re´elle, on a N˜ ′0(T ) = 2N
′
0(T ) + 2u±− 1
et arg h(a− iτ) = −h(a+ iτ) (ou` arg h(a) = 0), d’ou` l’on retrouve le lemme 2.
Finalement, on retrouve la ge´ne´ralisation du the´ore`me 4, dont on ne fournit pas la preuve.
The´ore`me 32. Soit a ∈ R, h(s) une fonction me´romorphe sur C, avec un nombre fini de poˆles,
un nombre fini de ze´ros dans le demi-plan σ > a, holomorphe et non nulle sur la droite critique
σ = a. On de´finit
f(s) = f±(s) = h(s)± h(2a− s)
(en particulier f(2a− s) = ±f(s)). On suppose que la fonction
F (s) =
h(2a− s)
h(s)
satisfait
(i) pour chaque η > 0, il existe σ0 = σ0(η) > a tel que
∣∣F (s)∣∣ < η si σ ≥ σ0, τ ∈ R ;
(ii) pour chaque ε > 0 et σ0 > a, il existent deux suites (Tn)n, (T
∗
n)n telles que limn→∞Tn =
lim
n→∞T
∗
n = +∞ et
∣∣F (s)∣∣ < eε|s| pour a ≤ σ ≤ σ0, et τ = Tn ou τ = −T ∗n , n ≥ 1.
Avec les notations du the´ore`me 4,
Nˆ(T )− Nˆ0(T ) ≤ Nˆ(T )− Nˆ ′0(T ) ≤ 1 + 2Pf,σ>a + 2Nh,σ>a − 2Ph,σ>a. (35)
pour T > 0. En particulier, presque tous les ze´ros de f(s) se trouvent sur la droite σ = a et ils
sont simples. Le membre de gauche de (35) est de plus un nombre positif pair.
Remarque. Dans le cas ou` h(s) est re´elle sur la droite re´elle, on a Nˆ(T ) = 2N(T )+2nf,σ>a+
nf,a, ce qui avec la remarque faite ci-dessus, nous permet de retrouver le the´ore`me 4. Une conse´quence
imme´diate de ce the´ore`me est la re´partition globale des ze´ros de f(s) (comme dans le the´ore`me 6).
The´ore`me 33. Sous les conditions du the´ore`me 32, si arg h(a+it) est une de´termination continue
de l’argument de h(s) sur la droite a+ iR, alors
Nˆ ′0(T ) =
1
π
arg h(a+ iT )− 1
π
arg h(a− iT ) +O(1).
Les ze´ros des fonctions f(s) = h(s)± h(2a− s) sont ultimement simples et entrelace´s.
Corollaire 34. Sous les conditions du the´ore`me 32, si h(s) est une fonction entie`re, alors
Nˆ(T )− Nˆ0(T ) ≤ Nˆ(T )− Nˆ ′0(T ) ≤ 1 + 2Nh,σ>a.
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On appliquera ces re´sultats a` l’e´tude des translate´es des fonctions L comple´te´es sur Q au lieu
des fonctions ζ∗(s) ou ξ(s) au §7. Malheureusement, l’estimation de Nˆ(T )− Nˆ ′0(T ) obtenue n’est
pas optimale. En fait, si h(s) n’a pas de ze´ro dans le demi-plan σ ≥ a, dans le dernier corollaire
Nh,σ>a = 0, d’ou` Nˆ(T ) = Nˆ0(T ), ce qui nous dit que tous les ze´ros de f(s) sont aligne´s sur la droite
σ = a, mais par contre on a seulement que Nˆ0(T ) − Nˆ ′0(T ) ≤ 1, ce qui indique que tous les ze´ros
de f(s) sont simples, sauf peut-eˆtre un. Dans le cas re´el (the´ore`me 4), la syme´trie additionnelle
re`gle ce proble`me. Dans le cas ge´ne´ral, il s’applique la remarque (c.1) faite au the´ore`me 4, et la
proposition 39 montre la simplicite´ de tous les ze´ros de f(s).
Si l’on oublie pour l’instant la ne´cessite´ de montrer la simplicite´ des ze´ros de f(s), on peut
affaiblir les conditions sur h(s), comme dans le §5.
Corollaire 35. Soit a ∈ R, h(s) une fonction entie`re, avec un nombre fini de ze´ros dans le demi-
plan σ ≥ a, sans ze´ros sur la droite σ = a. Avec les notations du the`ore`me 32, si la fonction F (s)
satisfait
(i’) il existent σ0 ≥ a, C > 0 tels que
∣∣F (s)∣∣ ≤ C si σ ≥ σ0, τ ∈ R,
et la condition (ii) du the´ore`me, alors pourvu que la fonction f±(s) = h(s) ± h(2a − s) soit non
nulle,
Nˆ(T )− Nˆ0(T ) ≤ 2Nh,σ>a.
De´monstration. Par la remarque (a) au the´ore`me 4, on peut e´liminer les ze´ros (en nombre
fini) sur la droite σ = a ; la proce´dure ne change pas la quantite´ Nˆ(T ) − Nˆ0(T ). On introduit la
famille de fonctions
H(y; s) = ysh(s)± y2a−sh(2a− s)
pour le parame`tre y > 1. Il est e´vident que f(s) = lim
y→1+
H(y; s) uniforme´ment dans les compactes
de C. La fonction
F (y; s) = y2a−2s
h(2a− s)
h(s)
= y2a−2sF (s)
satisfait maintenant la condition (i) du the´ore`me 32. En plus, les ze´ros de ysh(s) sont les meˆmes
que ceux de h(s). Donc
Nˆ(y;T )− Nˆ0(y;T ) ≤ Nˆ(y;T )− Nˆ ′0(y;T ) ≤ 1 + 2Nh,σ>a.
ou` les quantite´s Nˆ(y;T ), Nˆ0(y;T ) et Nˆ
′
0(y;T ) sont les analogues de Nˆ(T ), Nˆ0(T ) et Nˆ
′
0(T ), res-
pectivement, en fonction du parame`tre y. Dans cette dernie`re inegalite´ double, le membre a` gauche
est un nombre entier pair, et celui a` droite un entier impair, donc
Nˆ(y;T )− Nˆ0(y;T ) ≤ 2Nh,σ>a.
Pour T fixe´, le the´ore`me de Hurwitz nous donne, pour y > 1 assez proche de 1,
Nˆ(T )− Nˆ0(T ) ≤ Nˆ(y;T )− Nˆ0(y;T ) ≤ 2Nh,σ>a.
Cela finit la preuve. 
Le corollaire 35 peut eˆtre applique´ a` un polynoˆme complexe quelconque ; on peut comparer ce
re´sultat avec ceux de de Bruijn, cfr. [7, Lemma 2, Theorem 9A].
On se demande s’il est possible d’ame´liorer l’estimation obtenue dans le the´ore`me 4 pour avoir
un re´sultat aussi pre´cis que dans le cas re´el. Pour re´duire d’une unite´ l’estimation (35) dans un cas
non trivial (non couvert par la proposition 39), le premier pas est de remarquer que l’estimation
(34) reste valable en remplac¸ant le membre a` droite par
N˜ ′0(T ) ≥ ⌈ 1pi arg h(a+ iT )⌉+ ⌈− 1pi arg h(a− iT )⌉ − 1.
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Soit ψ(τ) = 1pi arg h(a+ iT ). Dans la de´monstration du the´ore`me 4, l’estimation de R(T )−N ′0(T )
fait apparaitre ψ(τ) − ⌈ψ(τ)⌉, ce que normalement on borne trivialement par 0. On peut garder
cet e´cart ; sa contribution a` l’estimation de la borne (35) est la moyenne 1T
∫ T
0
(
ψ(τ) − ⌈ψ(τ)⌉)dτ .
On re´e´nonce cela en termes de la fonction partie fractionnaire {x} = x− ⌊x⌋. On sait que {x} =
1+ x− ⌈x⌉ pour x /∈ Z, donc {ψ(τ)} = 1+ ψ(τ)− ⌈ψ(τ)⌉ presque partout (les ze´ros de h(s) e´tant
isole´s), et l’estimation triviale est {ψ(τ)} ≤ 1.
Question. Sous quelles conditions sur h(s), la fonction ψ(τ) satisfait-elle
0 ≤ lim sup
T→+∞
1
T
∫ T
0
{ψ(τ)}dτ < 1?
On fournit deux conditions suffisantes sur ψ(τ) :
(i) Soit ψ(τ) diffe´rentiable, c1, c2 > 0 tels que
0 < c1 ≤ ψ′(τ) ≤ c2
pour τ suffisament grand, alors
c1
2c2
≤ lim inf
T→+∞
1
T
∫ T
0
{ψ(τ)}dτ ≤ lim sup
T→+∞
1
T
∫ T
0
{ψ(τ)}dτ ≤ 1− c1
2c2
.
(ii) Soit ψ(τ) convexe et croissante pour τ suffisament grand, alors
lim sup
T→+∞
1
T
∫ T
0
{ψ(τ)}dτ ≤ 1
2
.
La condition (i) peut eˆtre applique´e pour e´tablir une extension de la proposition 8 : la condition
est satisfaite par un polynoˆme complexe p(s) quelconque, lorsque y > 1.
La condition (ii) permet d’e´tendre les re´sultats du §10, en particulier le the´ore`me 18, au cas ou`
p(s) est un polynoˆme complexe. Les proprie´te´s de croissance et convexite´ (dans un petit intervalle)
de la fonction ψ(τ) = 1pi arg
(
(iτ)ζ∗(1+2iτ)yiτ
)
(le cas p(s) = 1) peuvent eˆtre vues dans [18, Lemma
2.3] ; en particulier ψ′(τ) ∼ 1pi log τ et la condition (i) n’est pas satisfaite.
13.1 Dominance faible et densite´
Les the´ore`mes 15 et 24 se ge´ne´ralisent de fac¸on e´vidente ; pour les ge´ne´raliser on fournira au
meˆme temps une combinaison des deux.
On introduit quelques notations. Comme dans le §8, pour une fonction h(s) et σ0 < σ1, T > 0,
on note
N˜h(σ0, σ1, T ) = #
{
s ∈ C | h(s) = 0, σ0 ≤ σ ≤ σ1, |τ | < T
}
,
et N˜h(σ0, T ) = N˜h(σ0,+∞, T ).
De meˆme, comme dans le §11, pour la fonction f(s) = h(s)± h(2a − s), on de´finit
Nˆ(T, σ0) = #
{
s ∈ C | f(s) = 0, |σ − a| < σ0, |τ | < T
}
.
En utilisant une extension simple du lemme 14, on de´montre le re´sultat suivant, la version
combine´e des the´ore`mes 15 et 24.
The´ore`me 36. Soit σ0 > a, h(s) une fonction me´romorphe, avec un nombre fini de poˆles, holo-
morphe et non-nulle sur la droite σ = σ0. On pose
f(s) = f±(s) = h(s)± h(2a− s).
On suppose que la fonction
F (s) =
h(2a− s)
h(s)
satisfait
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(i’) F (s) 6= ±1 sur la droite σ = σ0, et il existe τ0 > 0 tel que |F (s)| < 1 pour σ = σ0, |τ | ≥ τ0 ;
(ii’) il existe une fonction croissante φ : R → R, une constante K > 0 et des suites (Tn)n, (T ∗n)n
telles que lim
n→∞Tn = limn→∞T
∗
n = +∞,
Tn ≤ Tn+1 ≤ φ(Tn), T ∗n ≤ T ∗n+1 ≤ φ(T ∗n), pour n ≥ 1,
et
∣∣F (s)∣∣ < eK|s| pour a ≤ σ ≤ σ0, et τ = Tn ou τ = −T ∗n , n ≥ 1.
Alors, pour T > 0
Nˆ(T, σ0)− Nˆ ′0(T ) ≤ 4Nˆh
(
a, σ0, φ(2T )
)
+O(1).
13.2 Translate´es des fonctions L de Dirichlet
Soit L(s, χ) une se´rie de Dirichlet associe´e a` un caracte`re de Dirichlet primitif de conducteur
N > 1,
L(s, χ) =
∞∑
n=1
χ(n)
ns
pour σ > 1. On associe a` cette se´rie la fonction complete´e ξ(s, χ), de´finie par
ξ(s, χ) =
(N
π
) s
2
Γ
(s+ κ
2
)
L(s, χ),
ou`
κ =
1
2
(
1− χ(−1)) = { 0, si χ(−1) = 1,
1, si χ(−1) = −1.
La fonction ξ(s, χ) est une fonction entie`re de genre 1 qui satisfait a` l’e´quation fonctionnelle [14,
Theorem 4.15]
ξ(s, χ) = ǫ(χ)ξ(1 − s, χ),
ou` ǫ(χ) = i−κ τ(χ)√
N
, τ(χ) est une somme de Gauss, de sorte que
∣∣ǫ(χ)∣∣ = 1. Les ze´ros de ξ(s, χ) sont
sur la bande 0 < σ < 1. L’hypothe`se de Riemann pour L(s, χ) est la conjecture que tous les ze´ros
de L(s, χ) dans la bande 0 < σ < 1 sont sur la droite σ = 1/2.
On va re´produire les re´sultats du §7 et du §9 pour les fonctions L(s, χ). On a besoin de l’analogue
du lemme 16 pour la fonction L(s, χ).
Lemme 37. Soit L(s, χ) la se´rie de Dirichlet associe´e a` un caracte`re primitif de conducteur N > 1.
1. Il existe une constante A > 0 telle que, pour chaque ε > 0, 1/2 < σ ≤ 1, T ≥ 3
NˆL(·,χ)(σ, T ) = O
(
(T (2+ε)(1−σ) + T c(σ)(1−σ)) logA T
)
,
ou` c(σ) = min
(
3
2−σ ,
3
3σ−1
)
.
2. Il existe une constante A > 0 telle que pour chaque n ≥ 1, il existe n < Tn < n+ 1 tel que∣∣L(χ, s)∣∣ > τ−A
lorsque τ = Tn, −1 ≤ σ ≤ 2.
De´monstration.
1. C’est un cas particulier du the´ore`me de densite´ dans [14, §10.4, p. 260].
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2. On conside`re la formule dans [3, p. 102]
L′(χ, s)
L(χ, s)
=
∑
ρ,|τ−γ|≤1
1
s− ρ +O
(
log |τ |)
valable pour −1 ≤ σ ≤ 2, |τ | ≥ 2, la somme portant sur les ze´ros ρ = β + iγ de L(s, χ) avec
|τ − γ| ≤ 1. L’inte´gration de cette formule entre s = σ + iτ et 2 + iτ nous donne
logL(χ, s) =
∑
ρ,|τ−γ|≤1
log(s− ρ) +O(log |τ |),
pour−1 ≤ σ ≤ 2, |τ | ≥ 2. A` partir d’ici, la me´thode de de´monstration du the´ore`me e´quivalent
pour la fonction zeˆta de Riemann, dans [34, §9.7], nous donne le re´sultat. 
On peut maintenant e´noncer le re´sultat attendu. On remarque que le cas (1) avec un polynoˆme
constant p(s) a` e´te´ e´tabli par Lagarias [19, Lemma 5.1, Theorem 5.1], qui au meˆme temps a
determine´ la distribution limite des espacements des ze´ros ces fonctions.
The´ore`me 38. Soit α > 0. Soit ξ(s, χ) une fonction L comple´te´e associe´e a` un caracte`re de
Dirichlet χ primitif de conducteur N > 1, p(s) un polynoˆme complexe sans ze´ro sur la droite
σ = 1/2. On conside`re la fonction
f±p,χ,α(s) = p(s)ξ(s+ α, χ)± p(1− s)ξ(s− α, χ).
Alors
1. Pour α ≥ 1/2,
Nˆ(T )− Nˆ ′0(T ) ≤ 2Np,σ>1/2 + 1,
ou` Np,σ>1/2 est le nombre de racines de p(s) dans le demi-plan σ > 1/2. Donc tous les ze´ros
de f±p,χ,α(s), sauf un nombre fini, sont sur la droite σ = 1/2, ils sont simples et entrelace´s.
De meˆme pour 0 < α < 1/2 sous l’hypothe`se de Riemann pour L(s, χ).
Dans le cas particulier ou` Np,σ>1/2 = 0, tous les ze´ros des fonctions f
±
p,χ,α(s) sont sur la
droite σ = 1/2, ils sont simples et entrelace´s.
2. Pour 0 < α < 1/2,
Nˆ(T )− Nˆ ′0(T ) ≤ 4NˆL(·,χ)
(
1
2 + α, 2T + 4) +O(1).
En particulier, il existe une constante A > 0 telle que, pour tout ε > 0,
Nˆ(T )− Nˆ ′0(T ) = O
(
(T (2+ε)(
1
2
−α) + T k(α)(
1
2
−α)) logA T
)
,
pour T > 0, ou` k(α) = min
(
6
3−2α ,
6
1+6α
)
.
De´monstration. Si dans l’e´quation fonctionnelle pour L(s, χ) on e´crit ǫ(χ) = e2iθ, alors
e−iθf±χ,θ,α(s) = e
−iθp(s)ξ(s+ α, χ)± eiθp(1− s)ξ(1− s+ α, χ).
On ve´rifiera les conditions des the´ore`mes 32 et 36. On pose
F (s) = e2iθ
p(1− s)
p(s)
· ξ(s− α, χ)
ξ(s+ α, χ)
.
Par la formule de Stirling, pour σ ≥ 1/2, |s| suffisament grand
F (s) = ω
( π
N
)α
s−α
(
1 +O
(|s|−1))L(s− α, χ)
L(s+ α, χ)
,
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ou` |ω| = 1. Pour la se´rie de Dirichlet L(s, χ) = 1 +O(2−σ) pour σ suffisament grand, puis∣∣F (s)∣∣ = O(σ−α),
donc la condition (i) du the´ore`me 32.
D’un autre coˆte´, la fonction L(s, χ) est polynomialment borne´e dans un demi-plan σ ≥ σα =
1/2 − α [14, Lemma 5.2], c’est-a`-dire L(s, χ) = O(|τ |A0) avec A0 = A0(σα). Le lemme 37 nous
donne une constante A1 > 0 et une suite (Tn)n telles que n < Tn < n+1,
∣∣L(s, χ)∣∣−1 < |τ |A1 pour
−1 ≤ σ ≤ 2, τ = Tn, n ≥ 1. En appliquant le meˆme lemme a` la fonction L(s, χ), on obtient A2 > 0
et une suite (T ∗n)n tels que n < T ∗n < n+ 1, et
∣∣L(s, χ)∣∣−1 = ∣∣L(s, χ)∣∣−1 < |τ |A1 pour −1 ≤ σ ≤ 2,
τ = −T ∗n , n ≥ 1. Le rassemblement de ces conditions nous donne∣∣F (s)∣∣ = O(|τ |B),
pour σ ≥ 1/2, τ = Tn ou τ = −T ∗n , n ≥ 1, d’ou` la condition (ii) du the´ore`me 32, ainsi que la
condition (ii’) du the´ore`me 36 pour σ0 > 2 quelconque et φ(T ) = T+2, comme dans la proposition
17. Le premier the´ore`me (avec la remarque (c.1) au the´ore`me 4 et la proposition 39 dans le cas
ou` Np,σ>1/2 = 0) nous donne (1), le deuxie`me (2), et l’estimation dans (2) vient directement de la
premie`re partie du lemme 37. 
A Stabilite´
Par souci de comple´tude, on va mentionner des re´sultats concernant le proble`me de la stabilite´
d’un point de vue plus classique. Soit h(s) une fonction entie`re et a ∈ R ; on dira que h(s) est stable
par rapport a` la droite σ = a, si tous ses ze´ros sont dans le demi-plan σ < a (et tout simplement
stable si a = 0).
On re´e´nonce un re´sultat originalement duˆ a` de Branges [6, Lemma 5], puis retrouve´ par Lagarias
dans [19, Lemma 2.2].
Proposition 39. Soit h(s) une fonction entie`re stable par rapport a` la droite σ = a, et telle que
la fonction
F (s) =
h(2a− s)
h(s)
satisfait
|F (s)| < 1 pour σ > a.
Alors
1. les fonctions f(s) = f±(s) = h(s)± h(2a− s) ont tous leurs ze´ros sur la droite σ = a ;
2. toute fonction de phase ϕ(τ) = arg h(a+ iτ), est une fonction strictement croissante. Donc,
les ze´ros des fonctions f±(s) sont simples et entrelace´s.
De´monstration. En fait, σ > a, |f(s)| ≥ |h(s)|(1− |F (s)|) > 0, puis par l’e´quation fonction-
nelle, pour σ < a, on a 2a − σ > a et |f(s)| = |f(2a − s)| = |f(2a− s)| > 0. Cela montre (1). On
renvoit le lecteur a` la de´monstration [19, Lemma 2.2] pour la partie (2). On avait deja` remarque´
l’entrelacement des ze´ros dans ce cas, au §2. 
Un argument simple montre qu’un polynoˆme stable non constant (cfr. 5) satisfait les conditions
de la proposition 39. Soit p(s) = a0
∏
ρ
(s− ρ) la factorisation de p(s), et F (s) = p(−s)/p(s). On a
∣∣F (s)∣∣ = ∣∣∣∣p(−s)p(s)
∣∣∣∣ =∏
ρ
∣∣∣∣−s− ρs− ρ
∣∣∣∣ =∏
ρ
∣∣∣∣s+ ρs− ρ
∣∣∣∣ .
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Soit ρ = β + iγ un ze´ro de p(s) ; on a β < 0. Pour s = σ + iτ , l’ine´galite´ |s + ρ| < |s− ρ|, ou
(σ + β)2 + (τ − γ)2 < (σ − β)2 + (τ − γ)2
est e´quivalente a` 4σβ < 0. Puisque β < 0, on doit avoir σ > 0. Cela montre que l’ine´galite´∣∣F (s)∣∣ < 1 est satisfaite pour chaque terme du produit.
Par la remarque (c.1) faite au the´ore`me 4, valable pour une fonction sans la syme´trie re´elle, si
h(s) est une fonction stable par rapport a` la droite σ = a qui satisfait les conditions du the´ore`me
32, alors elle satisfait les conditions de la proposition 39, et on obtient les meˆmes conclusions dans
les deux the´ore`mes pour les fonctions f±(s), voire mieux avec la proposition 39. Si la fonction h(s)
n’est pas stable, la remarque (c.2) au the´ore`me nous donne une condition avec laquelle on ne peut
rien dire sur les ze´ros des fonctions f±(s) ; il est la` ou` le the´ore`me 32 donne une re´ponse.
On veut e´tendre la condition de la proposition 39 a` des fonctions entie`res. La proce´dure mene´e
pour les polynoˆmes est aussi valable pour les fonctions de genre 0 [21, Part I, §4.2], qui se factorisent
de la meˆme fac¸on que les polynoˆmes. Mais les fonctions qu’on rencontre dans les applications, telles
que la fonction ξ(s) de Riemann ou les fonctions L, sont de genre 1, et posse`dent une factorisation
moins simple.
Le re´sultat suivant, est e´tabli par Suzuki et Lagarias dans [20, Theorem 4, §2] pour des fonctions
re´elles sur la droite re´elle. Il peut eˆtre compare´ au re´sultat classique de Po´lya [24, Hilfssatz II].
The´ore`me 40. Soit h(s) une fonction entie`re de genre 0 ou 1, qui satisfait une e´quation fonc-
tionnelle de la forme
h(2a− s) = eiθh(s) (36)
pour 0 ≤ θ < 2π, et telle que ses ze´ros sont inclus dans une bande de la forme
|σ − a| < b,
ou` b > 0, et α ≥ b. Alors ∣∣∣∣h(s− α)h(s+ α)
∣∣∣∣ < 1 pour σ > a.
De´monstration. Sans perte de ge´ne´ralite´, on peut traiter le cas a = 0. On supposera initiale-
ment que h(0) 6= 0. On conside`re la factorisation de Weierstrass de h(s) [21, Part I, §4.2](le choix
a = 0 simplifie le calcul ; en ge´ne´ral on prendrait la factorisation de h(a + s) au lieu de celle de
h(s))
h(s) = eA+Bs
∏
ρ
(
1− s
ρ
)
es/ρ, (37)
ou`
∑
ρ
1
|ρ|2 < +∞, |ρ| < b pour tout ρ. L’e´quation fonctionnelle h(−s) = e
iθh(s) entraˆıne que si
h(ρ) = 0, alors h(−ρ) = e−iθh(ρ) = 0. Puis, on peut re´grouper les ze´ros ρ = β + iγ par des blocs
B(ρ) = {ρ,−ρ} pour β 6= 0, B(ρ) = {ρ} pour β = 0. Cela nous donne
h(s) = eA+Bs
∏
B(ρ)
β 6=0
(
1− s
ρ
)(
1 +
s
ρ
)
es(1/ρ−1/ρ)
∏
ρ
β=0
(
1− s
ρ
)
es(1/ρ)
et 1/ρ− 1/ρ = −2iγ/|ρ|2. Donc, on peut redistribuer les constantes et e´crire
h(s) = eA+Bs
∏
ρ
(
1− s
ρ
)
ec(ρ)s,
ou` c(ρ) = −iγ/|ρ|2 (ce qui est important ici est le fait que ℜ(c(ρ)) = 0), et le produit (ainsi que
tous les produits dore´navant) est conditionnellement convergent,∏
ρ
(
1− s
ρ
)
ec(ρ)s = lim
T→∞
∏
|ρ|<T
(
1− s
ρ
)
ec(ρ)s
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La derive´e logarithmique de h(s) (de (37)) e´value´e en s = 0 est h′(0)/h(0) = B, et par l’e´quation
fonctionnelle
B =
h′(0)
h(0)
= −h
′(−0)
h(−0) = −B,
d’ou` ℜ(B) = 0.
Puis, pour α ≥ b, s = σ + iτ
∣∣∣∣h(s − α)h(s + α)
∣∣∣∣ =∏
ρ
∣∣∣∣∣
1− s−αρ
1− s+αρ
∣∣∣∣∣ =
∏
ρ
∣∣∣∣ρ− s+ αρ− s− α
∣∣∣∣
et encore par la syme´trie des ze´ros∣∣∣∣h(s − α)h(s + α)
∣∣∣∣ =∏
ρ
∣∣∣∣ ρ− s+ α−ρ− s− α
∣∣∣∣ .
On montrera que chacun des termes du produit satisfait l’ine´galite´ attendue. L’ine´galite´
|ρ− s− α| < | − ρ− s+ α| (38)
et e´quivalente a`
(β − σ − α)2 + (γ − τ)2 < (−β − σ + α)2 + (γ − τ)2
ou (β − α)σ < 0. Comme β − α < b − α ≤ 0, alors on a (38) si et seulement si σ > 0. Ceci nous
donne la conclusion du the´ore`me dans ce cas.
Si s = 0 est un ze´ro d’ordre m de h(s), on peut e´crire h(s) = smh1(s), ou` h1(0) 6= 0, h1(−s) =
eiθ1h(s) (θ1 = θ sim est pair, θ1 = θ±π sim est impaire) et on peut obtenir les ine´galite´s attendues
pour h1(s). De plus ∣∣∣∣s− αs+ α
∣∣∣∣ < 1 pour σ > 0,
ce qui avec l’ine´galite´ pour h1(s) nous donne le re´sultat. 
En vue de l’e´quation fonctionnelle, le the´ore`me 40 e´tablit que la fonction h(s + α) ve´rifie
les conditions de la proposition 39. Maintenant on de´crit rapidement certaines applications de
combiner ces re´sultats. On garde la notation du the´ore`me 40 pour a = 12 , α et b.
1. On pose F (s) = ξ(2s − 12 ), ici a = 12 , b = α = 14 . La fonction ξ(2s) = F
(
s + 14
)
satisfait les
conditions de la proposition 39, et on obtient le corollaire 20, l’hypothe`se de Riemann pour
la fonction zeta de Weng de rang 2. De meˆme on peut obtenir la partie (ii) du the´ore`me 18.
Il est pour cet objectif que le the´ore`me 40, applique´ a` une fonction re´elle sur la droite re´elle,
a e´te´ introduit par Lagarias et Suzuki en [20].
2. La fonction ξ(s + α) satisfait les conditions de la proposition 39 inconditionellement pour
α ≥ 12 (a = 12 , b = 12), et sous l’hypothe`se de Riemann pour α > 0 (dans ce cas b est
quelconque). On obtient les re´sultats sur les fonctions ξ(s+ α)± ξ(s− α) dont on a discute´
a` la fin du §7.
3. Les fonctions ξ(s+ α, χ), associe´es aux characte`res primitifs de conducteur N > 1, satisfont
les conditions de la proposition 39 inconditionellement pour α ≥ 12 , et sous l’hypothe`se de
Riemann pour L(s, χ) pour α > 0. Ces fonctions ont e´te´ aussi considere´es par Lagarias
dans [19]. La combinaison de ces fonctions avec des polynoˆmes dont les racines sont dans le
demi-plan σ < 1/2 nous donne le cas particulier dans la premie`re partie du the´ore`me 38.
4. La fonction de Bessel Ks(A) (a = 0). Dans l’article [24], Po´lya localise d’abord les ze´ros de
cette fonction a` l’aide de la formule 29, dans la bande |σ| < 1 = b, pour montrer apre`s qu’ils
sont simples et aligne´s avec les relations (22).
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