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ABSTRACf 
The general inverse problem is formulated as a nonlinear operator 
equation. The solution of this via the Newton-Kantorovich method is outlined. 
Frechet differentiability of the operator is given by the implicit function theorem. 
We also consider questions such as uniqueness, stability and regularization of the 
inverse problem. 
This general theory is then applied to a number of different inverse 
problems. The Newton-Kantorovich method is derived for each example and 
Fnkhet differentiability examined. In some cases numerical results are provided, 
for others our work provides a theoretical basis for results obtained by different 
authors. 
The problems considered include an interior measurement inverse problem 
from steady-state diffusion, and a boundary measurement problem for electrical 
conductivity imaging. We also examine the determination of refractive indices 
and scattering boundaries for the Helmholtz equation from measurements of the 
farfield. In addition an inverse problem from geometric optics is investigated. 
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PREFACE 
Inverse or identification problems often takes the form of determining an 
unknown function, which is a coefficient in a partial differential equation. 
Another type of inverse problem commonly encountered, in inverse scattering for 
example, is where the unknown quantity is a boundary of the region on which the 
problem is defined. 
The inverse problem is distinct from the direct or forward problem, where 
the coefficient function or boundary of the problem is known. Then we have the 
partial differential equation to solve, subject to boundary conditions, if there are 
any. 
To be able to solve the inverse problem, extra information is required in 
the form of measurements of the solution of the corresponding direct problem. 
Some inverse problems are linear in nature, often requiring the solution of an 
integral equation of the first kind. However, for many inverse problems, there is 
a nonlinear relationship between the measurements and the solution of the 
problem. 
The approach used in this thesis to solve such inverse problems is outlined 
in Chapter One. We first formulate them as nonlinear operator equations by 
requiring the solution of the direct problem, the partial differential equation, to 
match the measurements. The nonlinear operator equation is then solved using 
the Newton-Kantorovich method. This iterative scheme linearizes the operator at 
each step to allow us to solve for an improved approximation. We can then 
utilize the highly developed theory and machinery for solving linear operator 
equations. 
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Problems such as the existence, uniqueness and characterization of 
solutions of the inverse problem are also outlined. In addition we consider 
properties of the resulting operator-such as continuity, Frechet differentiability and 
compactness. The instability resulting from the compactness of the operator 
requires the use of regularization methods. The examination of such questions is 
necessary before a numerical implementation of our methods is attempted. 
In Chapter Two the properties of the direct problem for the steady-state 
diffusion equation are examined. Existence, uniqueness and regularity results are 
given for both classical and weak solutions of the equation. 
In Chapter Three an inverse problem from steady-state diffusion, with 
interior measurements, is investigated. Direct identification and the stability of 
the inverse problem are first reviewed. Newton methods are then derived for the 
solution of this inverse problem. Frechet differentiability and compactness are 
shown for the nonlinear operator utilized and the application of regularization 
techniques outlined. In the chapter numerical results from the solution of a 
one-dimensional problem are given - these incorporate regularization methods in 
the presence of measurement noise. 
In Chapter Four inverse problems for boundary scattering are considered. 
We utilize the implicit function theorem to obtain the continuous dependence of 
the farfield upon the boundary. Expressions for the Frechet derivative of this 
map are derived via the null field method and also variational methods. Finally 
we investigate the determination of an unknown impedance boundary condition 
from farfield measurements and a Frechet differentiability result is proven for this 
problem. 
Chapter Five is concerned with the direct problem for a modified form of 
the Helmholtz equation - with spatially varying refractive index. Regularity 
results for this equation are obtained both in spaces of continuously differentiable 
functions and Sobolev spaces. Neumann series solutions of the equivalent 
Vll 
integral equation formulation are also considered. Numerical solutions of the 
equation are discussed. 
In Chapter Six we consider the determination of a spatially var)'lng 
refractive index in the Helmholtz equation. This inverse problem is formulated as 
a non linear operator equation and the Newton-Kantorovich method for its 
solution derived. Frechet differentiability is proven for both continuous refractive 
indices and square integrable indices for which the Born series converges. The 
Frechet derivative is shown to be compact with point measurements and 
regularization methods examined. 
Chapter Seven investigates an inverse problem from geometric optics. 
Newton's method and regularization techniques are outlined for the inverse 
problem and these are related to work of other authors. 
In Chapter Eight a summary and conclusions are presented, and also some 
suggestions for future research relating to the work in this thesis. 
During the course of my studies the following papers and report were 
prepared: 
1. T.J. Connolly, D.J.N. Wall and R.H.T. Bates. Inverse Problems and the 
Newton-Kantorovich fl.1ethod. In AJ. Devaney and R.H.T. Bates, editors, 
"Inverse Optics II", pages 30-34, Proceedings SPIE volume 558, August 
1985. 
2. T.J. Connolly and D.J.N. WalL An Inverse Problem, with Boundary 
111easurements fo1' the Steady State Diffusion Equation, Research Report 40, 
Department of Mathematics, University of Canterbury, Christchurch, New 
Zealand, October 1987. 
3. T.J. Connolly and D.J.N. WalL On an Inverse Problem,, with Boundary 
iV!easurements for the Steady State Diffusion Eqztation, !!Inverse Problems", 
4: 995-1012, 1988. 
4. 
viii 
T.J. Connolly and D.J.N. Wall. On Frechet Differentiability of Non-Linea1\ 
Operators occurring in Inverse Problems - an Implicit Function Theorem, 
Approach, to be submitted to "Inverse Problems". 
The third paper forms the appendix of this thesis. 
Sections of the first three chapters are based upon the author's 1985 M.Sc. 
! 
thesis, Inverse Problems for an Elliptic Equation, University of Canterbury,i 
Christchurch, New Zealand. 
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NOTATION 
product of n copies of the real line !R 
dual of !Rn 
1 . n 
= (xr + ... + x~) 2 , the euclidean norm on !R 
supremum, or least upper bound, of a set of real numbers 
infimum, or greatest lower bound, of a set of real numbers 
bounded domain in !Rn 
closure of n 
= f!\f! 'boundary of n 
the support of u (smallest closed set outside which u = 0) 
Multi-index Notation -
product of n copies of the set Z + of non-negative integers 
n 
= a 1 + ... + an , where the n-tuple 9' f Z + 
a a 
= ( fJ / &.1) 1 .. . ( fJ / fJxn) n , ( 9' E Z ~ ) 
Main Function Spaces 
space of real continuous functions on the closure n (supposed to be 
compact) of n, equipped with the maximum norm 
space of real functions, defined and m times continuously 
differentiable in f! (m E Z + Or ill = + 00) 
subspace of Cm(f!) consisting of the functions having all their 
derivatives bounded in the whole of n 
X 
subspace of Bm(n) consisting of the functions all of whose 
derivatives of order ~ m can be extended as continuous functions to 
the closure n of n ' equipped with the norm 
l!ull = max sup I Dau(x) I 
0~ I al ~m ~en -
subspace of C00 (fl) consisting of the functions having compact 
support; elements of C~(fl) are often referred to as test functions 
inn 
subspace of Cm(fl) consisting of those functions u for which, for 
0 ~ I al < m , Dau satisfies a Holder condition of exponent A, 
equipped with the norm 
llullm, \ = max sup / O~lal~m~,ycn 
I!:f-Y 
I Dau(J!:)·Dau(y) I 
~~- y I 
Lebesgue space of measurable functions u such that the pth power 
of the absolute value I u I is integrable over n (1 ~ p < + oo) , 
equipped with the norm 
I PI~= [f lu(x)IPdx] l/p 
n 
Lebesgue space of measurable functions u in n which are essentially 
bounded, equipped with the norm lpl!
00
, the essential supremum of 
lui 
Hm(D) 
H~(D) 
H-m(fl) 
H\K) 
xi 
Sobolev space of functions u in D such that D0'u t: LP(D) for all 
n-tuples 0' e: Z +, I a! ~ m (D0' denotes distribution derivative) 
;::::; wm•2(D) , a Hilbert space 
closure in Hm(D) of C~ (D) 
space of distributions u in fl which can be written as finite sums of 
derivatives of order ~m of functions belonging to L2(fl) (me: Z+) 
the Sobolev space of order s e: IR in IRn , i.e. the space of tempered 
distributions u in IRn whose Fourier transform u is a measurable 
function such that 
+oo 
subspace of Hs consisting of all elements having their support 
contained in the compact set K 
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CHAPTER ONE 
THE GENERAL INVERSE PROBLEM 
1.1 INTRODUCTION 
A problem of much interest in physics and engineering is the determination 
of the interior properties of an object. To enable this, the object is probed with 
some incident field (for example electromagnetic or acoustic waves). 
Measurements of the resulting field are then performed either on the object's 
surface or exterior to it. From these measurements the relevant interior 
properties are to be deduced. Often the location and shape of such an object 
must also be determined from farfield measurements. Problems of this form arise 
in geophysical prospecting, nondestructive testing, remote sensing, medical imaging 
and related areas. 
A mathematical description of the problem is the determination of a 
spatially-varying coefficient function in a region. This function is generally a 
coefficient in a partial differential equation. Knowledge of the solution of this 
equation is used to determine the coefficient function. 
The conventional solution of the partial differential equation (p.d.e.) is 
known as the direct problem. That of determining the coefficient function is 
known as the inverse or identification problem. A selection of review papers on 
inverse problems is Boerner et al. [1981], Parker [1977a], Polis and Goodson 
[1976], Sabatier [1983] and Sleeman [1982]. 
In this thesis we formulate the inverse problem as a nonlinear operator 
equation. The use of iterative methods is investigated to solve such an equation. 
A certain amount of functional analysis in a Banach space setting is utilized in 
order to examine the properties of the operator equation. In this chapter we first 
consider a general class of inverse problem. The methods outlined are then 
2 
applied to solving particular problems in later chapters. 
1.2 TilE GENERAL PROBlEM 
We denote by v(~) the spatially varying function to be determined on a 
region n, such as in Figure 1.1. This function is a coefficient in a partial 
differential equation (or perhaps an integral equation). The solution of this] 
equation is denoted by y(~). 
M 
Figure 1.1 
The problem will be considered in a function space setting. The 
coefficient function, v, is required to belong to a subset, Xo, of a Banach space X. 
The direct problem solution, y, is also in some Banach space, Y. For example, if 
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the direct problem is a nth order partial differential equation then Y is a space of 
n times continuously differentiable functions (typically cfl(n)). 
We shall assume the functions v and y are related by an operator equation 
of the form 
ecv,y) = 0 . (1.1) 
Here e : Xo ® Y --+ W, where W is another Banach space. This equation 
incorporates possible initial/boundary conditions on y - e then maps into a 
product space resulting from the differential equation and the additional 
conditions. 
The partial differential equation in question is generally defined on either 
of two types of regions. Firstly, it is defined on a compact region such as n in 
Figure 1.1, then the measurements of the direct problem solution are made on the 
boundary an. Alternatively, the equation may be defined on an unbounded 
region containing n - such as IRn. This situation occurs often in wave propagation 
problems. Then measurements are made on a surface, M, exterior to n and the 
coefficient function, v, is known outside n. 
We do however consider one problem where the measurements may be 
performed in the interior of n. Such problems though are generally easier to 
solve than the corresponding boundary or exterior measurement problems. 
Inverse problems resulting from several different direct problems shall be 
tackled in this thesis. 
(i) An example that will be considered in much more detail in later chapters is 
the following elliptic p.d.e. (with Dirichlet boundary conditions), occurring 
in steady-state heat and electric current flow : 
v. (f(~)V ¢(Y:;)) 
¢(~)- g(r:) 
o, x c- n 
= o, x c-an (1.2) 
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Here the function to be reconstructed, f, corresponds to v in (1.1), and the 
solution of the direct problem ¢ corresponds to y. An alternative 
boundary condition for this problem is the Neumann condition 
Here -//.;denotes the normal derivative to the boundary. 
(ii) Another problem considered in this thesis is for the modified Helmholtz, 
equation 
where '¢ is the field and a spatially-varying refractive index, n, is to be 
reconstructed. Closely related to this is the Schrodinger equation 
where '¢ is the probability density function and V the potential. Both these 
equations arise in wave propagation problems and are subject to a 
condition at infinity known as the radiation condition. The determination 
of a scattering boundary in the Helmholtz equation proper (i.e. with n = 1) 
is also examined. 
We may consider that examining these elliptic partial differential equations as 
examples is not much of a restriction. This is because such equations are 
obtained from the Fourier /Laplace transformation of corresponding hyperbolic or 
parabolic time domain equations. Also, our methods may easily be applied to 
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problems in the time domain itself. In addition we discuss the extensions from 
the above scalar equations to the corresponding vector-valued problems. 
1.2.1 An Operator Equation 
The measurements can in general be explicitly dependent upon the 
function v, in addition to the direct problem solution, y. This quantity to be 
measured is denoted by B(v,y). I; shall denote the measurements that are made 
of B(v,y). 2: is required to be in some Banach space, Z. 
If v* is the actual coefficient function then 
E = B(v*,y(v*)) + E , 
where y(v*) is the direct problem solution resulting from the coefficient v*. The 
function c(~), ~ £ M is the noise incurred during measurement. M is the region 
where the measurements are performed- see Figure 1.1. We note that M is an 
in many problems (these are often called boundary measurement problems). 
The inverse problem may then be formulated as the operator equation 
P(v) B(v,y(v)) - E 0, ~ c M, (1.3) 
with P: Xo ----+ Z. The function y(v) is the solution of the direct problem given by 
~(v,y(v)) = 0. 
There is in general a nonlinear relationship between the measurements and 
the function to be reconstructed. P(v) 0 is then a nonlinear operator equation. 
To solve this equation we shall consider in depth in this thesis the use of the 
Newton-Kantorovich iterative method. 
In the example from steady-state diffusion (1.2) with a Dirichlet condition, 
consider measurements made of the normal current, f g~ , on the boundary -
6 
denote these by (j). The operator equation to be solved would then be as follows 
(1.4) 
Here ¢(£) is the direct problem solution with coefficient f. 
Another problem of much interest is the inverse boundary scattering 1 
problem for wave propagation problems. Here instead of determining an 
unknown coefficient function, the location and shape of the boundary, 8D of the 
scattering obstacle are to be determined. This inverse problem may also be 
formulated as a nonlinear operator equation and iterative schemes such as the 
Newton-Kantorovich method used to solve it (Colton [1984], Wall et al. [1985] and 
Murch, Tan and Wall [1988]). We consider this problem in more detail in 
Chapter 8. 
1.2.2 Existence and Characterization 
Denote by v* the function to be reconstructed - that from which the 
measurements anse. Then in the absence of measurement nmse the 
measurement function~ = B(v*,y(v*)). Clearly there then exists a solution to the 
inverse problem, v* as 
P(v*) = 0 . 
However, if measurement noise is present it is possible there does not exist 
a function v such that 
~ = B(v,y(v)) . 
Then a solution to the operator equation does not exist in the classical sense. 
An important question is then the characterization problem. That is given 
an arbitrary measurement function ~. can we determine whether or not it may 
have arisen from some function v. That is we require necessary and sufficiency 
conditions on ~ = B(v,y(v)) to hold for some v t: J\o. Equivalently the range of 
7 
the operator B, R(B), is to be determined as a subset of the measurement 
space Z. 
Clearly I; will have to require certain smoothness assumptions consistent 
with being obtained from a solution of the differential equation, but going beyond 
this is generally difficult. However, the characterization problem has been 
examined for particular inverse scattering problems in Colton and Kress [1983], 
Colton [1984], Ramm [1987a,b ], and Newton [1982]. 
Such problems as existence of solutions arise as generally P(v) is a compact 
operator and so functions in the range of B, U~(B), are smoother than those in the 
measurement space, denoted by Z. We note questions of existence of solutions to 
such equations are closely related to those of stability. 
In §1.3 we consider the application of regularization techniques - where the 
inverse problem is reformulated so that the existence and continuous dependence 
upon measurement data of solutions is obtained. 
1.2.3 Uniqueness 
Knowledge of uniqueness of a solution to the equation P(v) = 0 provides a 
minimum measurement set for practical methods of solving the inverse problem. 
However, this is often fairly difficult to establish - there exist no general results 
and each inverse problem must be treated individually. For many problems, 
including the ones considered later, much work needs to be done. We shall 
briefly preview here the different techniques used for the problems of this thesis. 
Firstly, the interior measurement problem considered in Chapter Three -
which has an elliptic p.d.e. for the direct problem - may be formulated as a 
hyperbolic p.d.e. for the inverse problem. In addition to providing uniqueness 
results, this may be solved directly in some circumstances. 
For the boundary measurement version of this problem (which we consider 
in Chapter Three and the Appendix) Kahn and Vogelius [1984] use highly 
oscillatory boundary data to show the 
uniquely determined on the boundary. 
that a real analytic conductivity may 
measurements. 
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conductivity and all its derivatives ard 
It then follows by analytic continuatio1 
be uniquely determined by boundary! 
Much of the difficulty in proving uniqueness results for inverse problems is 
due to their nonlinearity. On the other hand linearized inverse problems can 
often be expressed as integral equations of the first kind with the kernel being 
determined analytically. Then the uniqueness or otherwise for the problem is 
much easier to establish. In particular, Calderon [1980] has proven uniqueness 
for the conductivity determination inverse problem - linearized about a constant. 
In the Appendix we give another such result for this problem, using the 
completeness of the solutions of the p.d.e. which determine the kernel. Also 
there are uniqueness results available with the Born approximation, which we 
show in Chapter Six to be the linearization of the inverse problem of determining 
a refractive index in the Helmholtz equation. 
For several nonlinear one-dimensional inverse problems there are 
uniqueness results - these are based upon the use of spectral theory and the work 
of Gelfand and Levitan [1956]. In particular results for the problem of 
determining a radially symmetric refractive index in the Helmholtz equation (or 
potential in the Schrodinger equation) are to be found in Chadan and Sabatier 
[1977]. Kahn and Vogelius [1985] also prove such a result for a one-dimensional 
form of the electrical conductivity determination problem. 
A three-dimensional refractive index in the Helmholtz equation is also 
uniquely determined by knowledge of the far field pattern at a single frequency. 
This result due to Ramm [1987] is based upon the completeness of products of 
solutions of the partial differential equation. 
In addition it is known (Colton and Sleeman [1983] and Jones [1985] - see 
also Lax and Phillips [1967]) that a scattering boundary in the Helmholtz equation 
9 
is uniquely determined by knowledge of the far field resulting from a finite 
number of incident waves at a single frequency. The proof is nonconstructive and 
uses the properties of the eigenvalues/eigenfunctions of the Laplacian. This 
particular inverse problem is considered in more detail in Chapter Four. 
It is apparent from the diversity of approaches we have just outlined, that a 
general theory for the uniqueness of inverse problems is unlikely. However, this 
is not the case for the important questions of the stability and construction of 
solutions. We provide generally applicable approaches to these two problems in 
the following sections. 
1.3 STABILITY 
1.3.1 Ill-posed Problems 
We shall find that for the majority of our problems the operator P(v) is 
compact. Compact operators are smoothing operators and do not have bounded 
mverses. So we cannot eA'Pect the solution of the inverse problem to depend 
upon the measurements in a continuous manner. Small changes in the 
measurement function may cause arbitrarily large changes in the solution of the 
operator equation (if it exists). Numerically this manifests itself as highly 
oscillatory and hence physically unrealistic solutions. Such inverse problems are 
examples of ill-posed problems. 
The classic example of a linear ill-posed problem is the Fredholm integral 
equation of the first kind for f(x) given data g(x) 
b 
Jk(x,xt)f(xt)dx/ = g(x), c~x~ d. 
a 
(1.5) 
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Assume the kernel k is continuous and take the function fn(x) = sin(nx). The~ 
from the well~known Riemann-Lebesgue theorem 
b 
1 i m J k(x,x') fn(x')dx' = 0 
n---)00 
a 
It follows that widely differing functions f give approximately the same data g. 
We can restore the continuous dependence of the solution of the inversd= 
problem upon the measurement functions with the use of regularization; 
!; 
techniques. These impose constraints on the solution in order to obtain physically, 
realistic solutions. 
For most of our problems the Frechet derivative of P(v) is a compact linear\ 
i 
operator and in fact an integral equation of the first kind. Now the singular[ 
values of a compact linear operator, which we denote by {ui} are either finitei 
(when the kernel is degenerate) or countably infinite with ui ___, 0 as i oo (see 
Wouk [1979] p.227). The degree of ill-conditioning of the problem depends upon 
the rate of decay of these singular values. If the singular values decay to zero • 
slowly, the inverse problem may be classified as mildly ill-posed. If the decay rate 
is rapid - exponential decay for instance - then the problem is severely ill-posed. 
Also it should be noted that the rate of decay influences the nature of the 
continuous dependence obtained using regularization techniques. The faster the 
rate of decay, the weaker is the continuity that results. The reader is referred to 
Betero et al. [1979] for a more detailed discussion of all these questions as they 
apply to linear inverse problems. 
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1.3.2 Regularization Methods 
The numerical instabilities and ill-posed nature of this problem suggest a 
regularization approach. "Regularization" of a problem refers in general to 
solving a related problem, called the regularized problem, the solution of which is 
more regular, in a sense, than that of the original problem and approximates the 
solution of the original problem. When referring to ill-posed problems, 
regularization is an approach to circumvent lack of continuous dependence on the 
data. The regularized problem is a well-posed problem (i.e. has a bounded 
inverse) whose solution yields a physically meaningful answer to the ill-posed 
problem. 
For an overview of regularization methods see Tikhonov and Arsenin 
[1977] or Nashed [1981] and for their application to inverse problems Betero et al. 
[1979]. 
Assume the nonlinear operator P(v) maps X ---lo Z, where X and are 
Banach spaces. Moreover, we require P to be a continuous operator. Methods 
for showing the continuity of P based upon the implicit function theorem are 
outlined in § 1.5. 
Perhaps the simplest example of a regularization scheme is the Tikhonov 
selection method. Instead of solving the operator equation 
P(v) = B(v,y(v))- E = 0 
the inverse problem is reformulated as 
min I!P(v)ll =min !IB(v,y(v))- Ellz . VE~ z VE~ 
(1.6) 
Here X0 is chosen to be a compact subset of the space X. This generally involves 
constraints upon the derivatives of v. 
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I 
As the problem (1.6) involves the minimization of a continuous functional 
over a compact set, the existence of a solution is guaranteed - see § 1.5 for a prooJ 
of this result. In addition, the requirement v t: Xo will give physically realistis 
solutions. 
There is also a continuous dependence result for such solutions upon thef 
measurement data in Colton and Kress [1983] p.238. This states if there is ai 
sequence of functions converging to the measurement function I;, then the'[ 
resulting sequence of solutions of the minimization problem (1.6) contains ai 
convergent subsequence. Every limit point is a solution of the minimization! 
problem with measurement function I;, There need not be a unique solution to 
the minimization problem for this result to apply. 
A more sophisticated approach is to use what is known as Miller-Tikhonov 
regularization. Here the measurement space Z is a Hilbert space - typically L2. 
The solution is required to belong to a more regular space R, where R is a Hilbert 
space and the imbedding operator from R into X is compact. 
In this approach the constraint is combined in the functional to be 
minimized. That is, we wish to solve 
min {IIP(v)ll~ + /JIIvll~} 
VtR 
(1.7) 
where !) > 0 is the regularization parameter. 
Continuous dependence results for such a scheme have been proven by 
several authors. They take the following form. Assume v* is the true value of 
the coefficient v. Provided that !) is an appropriately chosen function of the 
measurement error, any minimizer of the above functional (1.7) converges (in the 
norm of X) to v*, as the measurement error tends (in the norm of Z) to zero. 
Results of this nature have been proven for the first kind integral equations by 
Tikhonov and Arsenin [1977], linear inverse problems by Betero et.al. [1979] and 
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for nonlinear inverse problems by Kravaris and Seinfeld [1984]. The result in this 
last paper requires a unique solution to the inverse problem. 
Betero et al. found for their problems the nature of the continuity obtained 
(be it logarithmic, Holder or whatever) is dependent upon the rate of decay to 
zero of the singular values of the appropriate compact linear operator. This is to 
be ez.rpected as the degree of ill-conditioning of the problem is also dependent 
upon the rate of decay of these singular values. 
We discuss regularization methods based upon singular value 
decomposition techniques, available for the solution of liner compact operator 
equations, in §3.4. There we also apply them to the numerical solution of a linear 
inverse problem in the presence of measurement noise and obtain very satisfactory 
results. 
Another popular regularization method for linear inverse problems is the 
Backus-Gilbert method (from Backus and Gilbert [1970]). This technique also 
relies upon restricting the solution to a compact set - see Colton and Kress [1983], 
Chapter Seven. 
We briefly mention an alternative regularization method, the linear 
functional strategy (see Anderssen [1980] or Elden [1988] for example). Here an 
appropriate functional on the solution is computed rather than the solution itself. 
The problem of computing such a functional can be considerably less ill-posed 
than the original problem. 
1.4 CONSTRUCTION OF SOLUTIONS 
In some special cases there exist direct (non-iterative) methods of solution 
for nonlinear inverse problems. In particular, methods based upon the work of 
Gelfand and Levitan [1955] have been used to solve inverse scattering problems. 
However, these methods are only applicable to specific problems and are not 
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always practical for computational purpose. For nonlinear inverse problems 
generally, either an approximate or iterative method must be used to construct 
solutions. 
1.4.1 Linearized Problem 
A common approximate method of solution is to linearize the inverse 
problem about a given coefficient function, v0. This then gives a linear operator 
equation to solve for an approximate solution to the nonlinear inverse problem. 
Formally using the Frechet derivative P' (v) of the nonlinear operator, the 
linear operator equation to be solved for the approximate solution v is 
(1.8) 
See §1.5.2 for a formal definition of the Frechet derivative. 
This method is valid when the function to be reconstructed v* lies close to 
the given function v0, that is 
llv* - voll < < 1 
using an appropriate norm. As is shown in Chapter Six, the well-known Born 
approximation used to solve inverse scattering problems is an example of such a 
method. 
Usually the function v0 is fairly simple - often just a constant. This 
generally allows the Frechet derivative to be determined analytically. In some 
cases it may also be inverted analytically giving an explicit solution to the 
linearized inverse problem. 
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We note the question of uniqueness of solutions to the linearized equation 
(1.8) in general can be dealt with much easier than for the nonlinear equation 
P(v) = 0. 
Generally the linearized inverse problem (1.8) may be rewritten as the 
following integral equation of the first kind to be solved for v 
I k(~,~') v(~') d~' = ~(~) , ~ c M. 
n 
(1.9) 
Here k(x,x') is a known kernel function (from the Frechet derivative) and the 
N 
right hand side 2:: is related to the measurement function E. We note that for our 
problems k(~,~') must often be computed numerically. 
If an analytic inversion is not available, then to solve the integral equation 
the collocation method may be used (Baker [1977]). The unknown function is 
expressed as a sum of N1 basis functions 
N. 
1 
v(x) = 2:: a.g.(x) 
~ j=l J J ~ 
The integral equation (1.9) is then evaluated at a set of N2 points {xi} ~ this 
requires measurements to be available at these points. This gives a system of 
equations to be solved for ~ 
where 
A .. = I k(x. x') g.(x') dx" . 1] -1' ~ J - -
n 
16 
Generally N2 ~ N1 and the system may be overdetermined and so must be solved 
in the least squares sense. More general methods of solution for the integral 
equation- utilizing test functions - such as the Petrov-Galerkin method (see Milne 
[1980] p.367 for example) may be utilized. 
Due to the ill-posed nature of the inverse problem generally, the system of 
equations will be ill-conditioned. Then in the presence of measurement noise 
N 
(i.e. noise in I;) regularization techniques must be incorporated into solving the 
problem. 
1.4.2 The Frechet Derivative 
The use of (1.8) as an approximate method of solving inverse problems was 
suggested in Sabatier [1972]. This author considered problems in the class given 
by 
where D0(~) is a "well-lmown" (partial differential) operator in !Rn. An expression 
for the Frechet derivative of the map v --+ y(v) is given for v in the space of 
integrable functions. This is obtained by reformulating the differential equation 
as an integral equation using a Green's function (when this is possible) and then 
utilizing Newmann series and perturbation methods. The well-lmown Born 
approximation from scattering theory is given as an example of such a Frechet 
derivative. 
In what follows we show how to derive the Frechet derivative for the 
appropriate map arising from the much wider class of problems given by (1.1), that 
lS 
~(v,y) = 0 . 
The expression for the Frechet derivative may be formalized in general function 
17 
spaces using the implicit function theorem. We also show how the Frechet 
derivative may be used in the Newton~Kantorovich method to reconstruct arbitrary 
coefficient functions, v. 
So to implement either the linearization method given by (1.8) or the 
Newton~Kantorovich iterative scheme which is outlined later, we need to be able 
to compute the Fnkhet derivative for the nonlinear operator P(v). 
From the nonlinear operator equation (1.3) and the chain rule 
P' (v)s ByCv,y(v))s + ByCv,y(v)) y' (v)s. (1.10) 
Bv and By denote partial Frechet derivatives with respect to v and y. The 
function s belongs to the Banach space X. 
For example, in the steady-state diffusion/electric current flow problem 
outlined earlier, where the normal current is measured, we have the operator 
T(f) =£~¢(f)- as , x tan 
as denotes the measurements of the normal current on the boundary. 
It then follows that as in (1.12) 
T'(f)s = s a$Af) + f ~¢'(f)s ' X tan 
The Frechet derivative y'(v) (or ¢'(f) in our example) is computed from 
the direct problem formulation (see §1.2) 
e(v,y) = 0 . 
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Differentiating this with respect to v gives 
(v(v,y(v))s + (/v,y(v)) y' (v)s = 0 . 
Hence 
(1.11) 
assuming ey-1 exists. This result is made rigorous in §1.5 using the implicit 
function theorem. 
In our example (1.2) 
v. [tv ¢(f)] = o , ~ e: n 
¢(£) = g , x e: an 
Differentiating with respect to f gives 
It follows that 
V·[sV¢(f)] + V·[fV¢'(f)s] = 0 , ~ e: n 
¢' (f)s = 0 '~ c n 
¢'(f)s =- J G(f;~,~') V' · [s(~') V' ¢(f;~')]dV' , 
n 
where G(f;;~') is the Green function for (1.2) (which is dependent upon f). The 
solution of inverse problems for (1.2) using the Newton-Kantovovich method is 
considered in much more detail in Chapter Three. 
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We see that the Fn§chet derivative, ¢'(f), is an integral operator with a 
Green function forming part of the kernel. This is fairly typical of the problems 
considered in this thesis, although not always the case. 
1.4.3 Newton-Kantorovich Method 
In many practical situations the linearization method just outlined will not 
be applicable- often an approximation, v0, to the solution is not known. Then we 
must resort to an iterative technique to solve the nonlinear operator equation. 
One iterative scheme that may be used for the solution of inverse problems 
is the Newton-Kantorovich method (see Rall [1969]). This scheme linearizes the 
nonlinear operator equation about the current approximation, giving a linear 
operator equation to solve for the update at each iteration. This is essentially an 
iterative extension of the approximate method (1.8). 
The Newton-Kantorovich method is then the following iterative scheme 
I 
/k+ 1) = v(k) + v(k) , k = 0, 1, 2, ... 
where the update /k) satisfies the linear operator equation 
(1.12) 
The modified form of the Newton-Kantorovich method may also be used. 
For this method the Frechet derivative is left fixed as at the first iteration. Then 
s(k) satisfies 
(1.13) 
A constant initial approximation may be used, then the comments about the 
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analytic determination and inversion of the Frechet derivative m the previous! 
subsection apply. 
With the modified Newton-Kantorovich method, often a consideration part 
of the computational work at each iteration is eliminated. However, as is to be 
expected, the rate of convergence suffers. If P(v), [P' (v)]-1 and P" (v) (the 
Frechet second derivative) are bounded in some neighbourhood b(v*,r), with 
P(v*) = 0, then Linz [1979], p.148, shows the Newton-Kantorovich method has a 
second-order rate of convergence near v*. However, under these conditions the 
modified form has only a first order rate of convergence. Due to the ill-posed 
nature of our problems generally [P' (v)J-1 will not be bounded. However, this 
will hold for the regularized problem. 
The Newton-Kantorovich method does not always converge. One possible 
method of increasing the region of convergence of the iteration is to use the 
damped form of Newton's method 
where a(k) ~ 1 is chosen using a linesearch to minimize an appropriate functional. 
The quantity s(k) solves (1.12) as before. 
The damped scheme will still fail if [P' (v))-1 is unbounded. An alternative 
is to use the Levenberg-Marquadt method where a bias towards steepest descent is 
added. This has the property of global convergence to a local minimizer of the 
functional being minimized. Daniel [1971] pp.190-193 and Fletcher [1980] Vol. 1, 
Chapter 6, contain further details of these extensions to Newton's method. 
A practical implementation would generally include the use of 
regularization techniques (see §1.3.2). A scheme based upon Miller-Tikhonov 
regularization combined with the Marquadt-Levenberg method is outlined in 
Kristensson and Vogel [1986]. This is used to solve an inverse scattering problem. 
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We note here several authors use the Levenberg-Marquadt method itself to 
regularize the problem (see Coen et al. [1981]). Then the tuning parameter of the 
Levenberg-Marquadt method is varied to some non-zero value (which corresponds 
to the regularization parameter). 
On the other hand, if the Tikhonov selection method is used to regularize 
the problem, a constrained optimization method is required. For example, the 
results in Colton [1984] are obtained with a procedure from Madsen and 
Schjaer-Jacobsen [1978] which is based upon Newton's method. 
We note that in the above optimization methods a Gauss-Newton type 
approximation to the Hessian is used, namely 
where the superscript '*' denotes the adjoint. The true Hessian is generally 
expensive to compute as it involves second derivative information (i.e. P" must be 
found). 
1.4.4 Review of Iterative Methods 
The solution of inverse problems in general with the Newton-Kantorovich 
method was discussed in Connolly et al. [1985]. Backus and Gilbert (1967] seem 
to be the first authors to use the Newton-Kantorovich method to solve an inverse 
problem. They applied it to a problem of free oscillation of the Earth. 
Time domain inverse problems for a coefficient in wave and diffusion 
equations have been solved with the Newton-Kantorovich method by Chen and 
Tsien [1977], Chen [1979], Chen and Liu [1981, 1982] and Hatcher and Chen 
[1983]. The Newton-Kantorovich and related methods have been applied to the 
reconstruction of spatially varying refractive indices in inverse scattering problems 
-see Tsien and Chen [1978], Roger [1978] and Coen et al. [1981]. 
22 
The method has been applied to the deter:rnillation of electrical! 
conductivity, with imaging purposes in mind, by Connolly [1985], Murai and 
Kagawa [1985], Breckon and Pidcock [1986] and Connolly and Wall [1988]. 
Inverse boundary scattering problems have also been solved with the 
Newton-Kantorovich method and variants by Roger [1981], Colton [1984], 
Wall et at. [1985], Kristenssson and Vogel [1986] plus Murch, Tan and Wall [1988] 
(see also Tan [1988]). 
However, most of the authors, unlike us, do not formally prove the Frechet 
differentiability of their nonlinear operators before implementing the 
Newton-Kantorovich method. Also, a number of authors - Gray and Hagin 
[1982], Tijhuis [1981], Tijhuis and Vander Worm [1984] and Johnson and Tracy 
[1983a] for example - use iterative methods that are derived in an ad hoc manner 
to solve inverse scattering problems. These like the Newton-Kantorovich method 
(as shall be seen in the sequel) involve the solution of a first kind integral 
equation for the update at each operation - and so are obviously closely related. 
We shall show later that in fact a number of such schemes suggested in the 
literature are actually variants of the Newton-Kantorovich method. 
Iterative schemes other than the Newton-Kantorovich method may be used 
to solve the nonlinear operator equation (1.3). Gradient methods such as 
steepest descent have been utilized to solve inverse problems by Weston [1979], 
Chavent [1983] and Lesselier [1982] for example. We examine such a scheme in 
§6.5. Also the method of inversion of power series (see Rall [1969]) may be used. 
This method has been applied to inverse scattering problems by Jost and Kahn 
[1952] and Prosser [1968, 1975, 1979] where it is lmown as inversion of Born series. 
1.4.5 Parameter Identification 
Another conceptually different way of solving the inverse problem is known 
as parameter identification. In this approach the solution of the inverse problem 
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is expressed by a finite number of parameters. These parameters are to be 
determined as the solution to a nonlinear system of algebraic equations ~ see 
Parker [1977] for example. However, we shall see later that this approach is very 
closely related to the nonlinear operator method of solution outlined in this 
chapter. 
The nonlinear equations are defined by requiring the solution of the 
corresponding direct problem to satisfy the measurements. We shall denote the 
vector of parameters to be determined by a. Usually these will be the unknown 
coefficients in a basis function e:>.:pansion for f. Let y(~;~) be the solution of the 
direct problem with coefficient function given by ~· Define {:~i}, i c. { 1, ... , M} as 
the set of points at which measurements are made. Denote these measurements 
by b(~i). Then the nonlinear system of equations~(~) = Q is 
(1.14) 
For the inverse problem to be deterministic, N, the number of 
undetermined parameters in a, is required to be less than or equal to the number 
of measurements, M. Thus if N < M there is an overdetermined system to solve. 
The system of nonlinear equations (1.14) may then be solved for a and 
hence f, by the Gauss-Newton method or its variants - see Fletcher [1979], Vol.l, 
Chapter Six, for example. The Gauss~Newton method for a system of nonlinear 
equations!(~) = Q is the following iterative scheme 
a(k+ 1) = /k) + /k) 
- - -
where the update s(k) satisfies 
J(k)~(k) = -~(~(k)) (1.15) 
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J(k) is the Jacobian matrix of ~(~) at the kth iteration. The Jacobian matrix is 1 
determined from the direct problem formulation. If N < M, then the 
overdetermined system (1.15) is solved in the least squares sense. The iterative 
scheme is then being used to minimize ~T~· 
In practice the parameter set is often defined by dividing up the region on 
which the solution is defined into a number of subregions. The solution then has 1 
a constant value, which is to be determined on each of the subregions. This I 
approach is very useful for approximating discontinuous media. Generally a 
canonical solution for the direct problem is then used in deriving the Jacobian 
matrix. However, this is not necessary as will be shown in Chapter 3 where the 
Gauss-Newton method for an interior measurement problem is derived. 
The scheme outlined in this section is in fact related to the nonlinear 
operator approach in the following manner. Assume the same discretization is 
used to solve the linear operator equations resulting from the Newton-Kantorovich 
method as is used for the parameter identification. Then the resulting set of 
linear algebraic equations is the same as that obtained by using the Gauss-Newton 
method with parameter identification. Essentially this means that discretizing the 
problem then linearizing it gives the same result as linearizing it then discretizing -
which is to be e.x.'J)ected. 
A proof of the result is to be found in Wouk [1979] p.312. This 
equivalence is illustrated with an example for an interior measurement inverse 
problem in Chapter 3. 
1.5 THEORETICAL CONSIDERATIONS 
In order for our nonlinear operator approach to succeed, the measurements 
must depend continuously upon the function we are trying to reconstruct. That 
is, the solution of the partial differential equation must depend continuously upon 
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the coefficient function or boundary that is to be determined. The operator P(v) 
is then continuous. For example, if Pis continuous from some space only into L2, 
then there is no use in utilizing point measurements to reconstruct the function. 
In addition the use of the linearization method (1.8) or the 
Newton-Kantorovich scheme (1.12) to solve the inverse problem, requires the 
nonlinear operator P(v) to be Frechet differentiable. Also, for regularization 
purposes (see §1.4), P(v) must be a continuous operator. Continuity for its 
inverse may then be obtained. 
We note that some authors have implemented iteration schemes claiming 
to be the Newton-Kantorovich method without proving the necessary Frechet 
differentiability results. Also regularization techniques have been used without 
establishing continuity of the map and the compactness of their domain. 
In this section we use the implicit function theorem to give sufficient 
conditions for the operator P(v) to be continuous or Frechet differentiable - with 
Frechet derivative (1.11). As shall be seen in later chapters, the sufficient 
conditions are applicable to the different problems that we consider. We shall 
also outline how Lipshitz continuity and compactness results may be proven for 
the operator. 
1.5.1 Re11iew 
The implicit function theorem has been used to prove Fnkhet 
differentiability results for several interior measurement problems by Chavent 
[1983] and Kravaris and Seinfeld [1985]. They consider inverse problems for 
elliptic and parabolic equations and use gradient methods to obtain equations. 
We extend this approach so that it is applicable in more general situations 
such as exterior and boundary measurement inverse problems. Also, they only 
consider Hilbert spaces for the solutions of their partial differential equations. 
We consider solutions belonging to a range of different Banach spaces for a 
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variety of problems. The versatility of this approach~ via the implicit function 
theorem, for proving Frechet differentiability and continuity, does not seem to 
have been appreciated in the literature where a variety of different techniques 
have been used to obtain such results. 
The first work on proving Frechet differentiability appears to have been in 
the geophysics literature. Woodhouse [1976] considered the expression for the 
Fnkhet derivative of Backus and Gilbert [1968] for the inverse problem of free 
oscillation of the Earth. The Frechet derivative was based upon a variational 
principle due to Rayleigh. Woodhouse showed that this was not valid for 
coefficient functions belonging to the space L2 and with discontinuities present. 
However, as was pointed out by Parker [1977b], it was still possible that the 
Frechet derivative was valid with a different choice of function space such as L 00 . 
The difficulties with this particular problem (and a comment in Anderssen 
[1975]) motivated Parker [1977b] to examine the existence of the Frechet 
derivative for an inverse scattering problem of a layered earth, derived in Parker 
[1970]. A Frechet differentiability result is given however the methods used are 
not very rigorous. 
In more recent times continuity and Frechet differentiability results for 
various problems have appeared in the mathematical literature. Apart from the 
aforementioned work of Chavent and Kravaris and Seinfeld, the results have been 
proved directly without the use of the implicit function theorem. 
Bamberger et al. [1979] show the Lipshitz continuity of the appropriate map 
for a one-dimensional wave equation. The compactness of their domain ensures 
the existence of the solution to the inverse problem formulated as a minimization 
problem. Numerical results from the use of a gradient method are given. 
Symes [1983a] shows that the boundary values of the solution of the linear 
acoustic wave equation depend either HOlder or Lipshitz continuously upon a 
coefficient in the equation. In addition, Symes [1986] establishes Frechet 
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differentiability for the same problem, and the stability of the linearized problem 
is considered. We note Symes [1983b] gives an example where the appropriate 
map for this time domain problem is not Frechet differentiable for some 
apparently natural choices of function spaces. The reader is referred to Symes 
[1986] for further discussion of such questions. 
Some work has also been done on inverse boundary scattering problems. 
Colton and Kirsch [1981a] along with Angell et al. [1982] (see also Colton and 
Kress [1983] have shown that for an inverse boundary scattering problem the 
measured far-field pattern depends continuously upon the shape of the boundary. 
The first paper is concerned with the problem in two dimensions and the second 
the same problem in three dimensions. Colton and Kirsch [1981b] showed the 
far-field depends continuously upon an impedance boundary condition defined on 
a known boundary. These inverse problems are stabilized using ideas based upon 
the Tikhonov selection method. However, no Frechet differentiability results are 
proven. 
1.5.2 Frechet Differentiability 
We shall show how the implicit function theorem may be utilized to prove 
continuity and Frechet differentiability for the nonlinear operator P(v). First 
however we formally define these two properties. 
Let P be a nonlinear operator mapping from 
are two normed vector spaces. The operator, P, is continuous at the point 
v0 e Et, if 
lim !IP(v) - P(vo)!!E
2 
= 0 
llv-vo II E1-+0 
(1.16) 
The operator, P, is continuous, if it is continuous at every point of the space E1• 
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The operator, P, is called Frechet differentiable at a point v0, if th~ 
increment P(v0 + 8v) - P(v0) can be ell:pressed in the form 
P(v0 + 8v) - P(v0) = Bov + w(voJiv) . 
Here B is a bounded linear operator mapping from E1 into E2, and w(vo,b'v) is ani 
operator satisfying the condition 
(1.17) 
The operator B is called the Frechet derivative of P at the point v0 and is denoted 
by P' (vo). 
It should be noted that Frechet differentiability at v0 implies continuity at 
vo as 
which tends to zero as ll8viiE
1 
tends to zero. 
We note here that the Frechet second derivative, P"(v) is a bilinear 
mapping on the cartesian product of the space E1 with itself (see Wouk [1979] 
p.274 for a definition). 
There is another possible definition for the derivative of an operator. Let 
P: E1 _, ~ be an operator between two normed vector spaces. If for v0 c E1 
there exists a linear operator P w' (v0) such that for all h c E1 
1 i m P(vo + sh) - P(vo) = p , (v )h s w 0 
s_, 0 (1.18) 
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then we say P is weakly differentiable at v0• The operator P wl (vo) is called the 
weak or Gateaux derivative at v0 • 
While there exists a close relationship between the two notions of 
differentiability, they are not equivalent. In particular, Frechet differentiability at 
vo implies Gateaux differentiability at v0 with P w'(vo) = P' (vo). 
However, the converse is not true - an operator may have a weak derivative 
but not a strong one. 
For the remainder of this thesis we shall generally only be interested in 
Frechet differentiability - which is required to apply the Newton-Kantorovich 
method. However, to use a gradient method to minimize an appropriate 
functional (see §6.5), only Gateaux differentiability is required. 
Given the formal definition of the Frechet derivative from (1.7), the 
Newton-Kantorovich method may be derived by the following intuitive argument, 
analogous to that often used to derive Newton's method for solving nonlinear 
algebraic equations. Let v* be a solution of P(v) = 0 ; then for v near v* 
0 = P(v*) = P(v) + P1 (v)(v*-v) + w(v,v*-v) 
where w is a small second term. 
If w(v,v*-v) is neglected and what is left solved for v, the exact solution is 
not obtained, but hopefully a better approximation to it. This suggests the 
iterative process 
(1.19) 
where s(k) is a solution of the linear operator equation 
(1.20) 
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P/ (v(k)) is the Frechet derivative of Pat ik). 
1.5.3 The Implicit Function Theorem 
We now investigate the application of the implicit function theorem. Let 
X, Y and W be Banach spaces, ~(v,y) a functional on X 0 Y with range in W. 
Suppose that there exists an open subset Xo of X such that for every v e X0 the 
equation ~(v,y) = 0 has one and only one solution y = y(v) e Y. ~ and ~ shall 
v y 
denote partial Frechet derivatives of~ with respect to v andy. We then have 
TIIEOREM 1.1 (Implicit function theorem) 
(i) Assume for v e Xo andy e Y 
1. ~(v,y) is continuous. 
2. ~yCv,y) is continuous in v andy. 
3. [~yCv,y)]-1 exists in [W--) Y]. 
Then the map v--) y(v) from X0 --) Y is continuous. 
(ii) Moreover, if ~iv,y) 1s continuous in v and y then the map is Frechet 
differentiable with 
Proof The theorem is proved (Wouk [1977] pp.294-297) by applying a 
contraction mapping theorem to the equation 
y = <P(y) 
where 
<P(y) = y- r ~(v,y) 
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and 
This then gives existence of a solution and continuity of the map v ---;. y(v) 
in a neighbourhood of some function v0, for which there is a unique solution y(v0) 
to the direct problem. It also gives Frechet differentiability at v0• 
Continuity and Frechet differentiability on the whole of the open subset X0 
are then obtained from the existence of a unique solution y(v) for any v belonging 
to Xo (Schwartz [1967] pp.277-304). That is, the contraction mapping approach is 
applied at each v0 E Xo. 0 
The basic form of the implicit function theorem giving Frechet 
differentiability at a particular v0 E X0 is not strong enough for our purposes. In 
solving inverse problems we require Frechet differentiability at all v E X0, thus the 
need for the wider form of the implicit function theorem in THEOREM 1.1. 
For Frechet differentiability of the map v y(v), ~ is required to be 
continuously differentiable and also ey-1 bounded. We note that if ~ is n times 
continuously differentiable, then the above implicit function theorem may be 
extended to show the map is in fact cTI (Schwartz [1967]). 
The implicit function theorem gives Frechet differentiability for the direct 
·problem solution. Where this is the quantity measured, such as the interior 
measurement problems of Chavent [1983] and Kravaris and Seinfeld [1985], this is 
sufficient. However, for our purposes the following extension is needed. 
COROllARY 1.1 
If B(v,y) is continuously differentiable (has continuous partial derivatives) 
then B(v,y(v)) is Frechet differentiable with respect to v. Moreover 
B' (v) = Bv(v,y) + ByCv,y) y' (v) , 
where y' (v) is given by THEOREM 1.1. 
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This result follows from the chain rule (see Wouk [1979] p.300) and 
THEOREM 1.1. 0 
B and B denote the partial Frechet derivatives of B with respect to v and y. v y 
This result is used when boundary measurements are utilized - then B is a trace 
operator. The corollary also allows for measurements of the derivatives of y and 
for cases where the measurements depend explicitly upon v as well as y, such as in 
our example (1.4). 
To prove Frechet differentiability results for our nonlinear operator 
formulation of the inverse problem, it is now clear we need existence, uniqueness, 
and regularity results for the direct problem. In particular, the third condition in 
the implicit function theorem is a fairly strong regularity result for the direct 
problem. It requires the solution of the direct problem (or its linearization if it is 
nonlinear) to depend continuously upon a source term in the equation. 
So before we tackle each of the various inverse problems of this thesis, the 
properties of the associated direct problem are examined. Where the required 
regularity results are not available in the literature, these are proven. 
In Chapter Three we use the implicit function theorem to obtain a Frechet 
differentiability result for classical solutions of the steady-state diffusion equation. 
COROLLARY 1.1 is later utilized to extend this to the boundary measurement 
problem. 
In Chapter Six several Frechet differentiability results are proven for 
solutions of the Helmholtz equation with a spatially-varying refractive index. We 
also reconsider several existing continuous dependence results for boundary 
scattering problems via the implicit function theorem in Chapter Four. 
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1.5.4 Lipschitz Continuity 
The implicit function theorem does not tell us the nature of the continuity 
obtained - whether it is Holder continuous, Lipschitz continuous etc. We shall 
examine methods of establishing the Lipschitz continuity of the map. 
A (nonlinear) operator P: X-;. Y is HOlder continuous with exponent a, 
0 < a ~ 1, on Xo c X if there exists a constant K such that 
If a == 1 P is said to be Lipschitz continuous. 
We have the following result for the Lipschitz continuity of P. 
THEOREM1.2 If Xo is a convex subset of a Banach space and P is Frechet 
differentiable and sup IIP 1 (v)llx exists then 
vcXo 
Proof This follows from the mean-value theorem for operators (Wouk 
[1979] pp.265-266). 0 
So if it can be shown that our operator is Frechet differentiable using the 
implicit function theorem or otherwise, and that the Frechet derivative is bounded 
on a suitable subset Xo, then the ·map is Lipschitz continuous on X0• 
We shall also see that it is possible for several of our problems to prove 
directly this Lipschitz continuity result, without going via the implicit function 
theorem and Theorem 1.2. This gives us Lipschitz continuity on bmmded subsets 
of X, i.e., llvllx ~ M. This contrasts with an alternative approach used by both 
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Colton and Kress [1985) pp.242 and Weston [1979], which also does not utilize the 
implicit function theorem. Their method gives either Holder or Lipschitz 
continuity but only upon compact subsets of X The compactness assumption 
requires their functions to belong to a more regular space. For example, a 
Holder continuous function may then be required for the solution rather than one 
belonging to L 00. 
We note that such Lipschitz continuity results provide a bound on the 
change in the direct problem solution (and hence the measurements) that results 
from a perturbation in the coefficient function, v. General stability results of this 
form for the inverse map would also be very useful. 
1.5.5 Compactness 
Let X, Z be normed spaces and P an operator from X into Z. A bounded 
set in a normed space is one which is contained in the ball BR (0) for some R. 
The operator P is called bounded if it maps bounded sets in X to bounded sets of 
Z. P is compact if it maps bounded sets in X to relatively compact sets of Z. 
Every compact operator is bounded. For linear operators boundedness is 
equivalent to continuity. 
Boundedness and compactness may also be defined on subsets of X P is 
bounded on Xo c X if it maps bounded sets in X0 to bounded sets of Z and 
similarly for compactness. 
We shall outline one method for showing the compactness of our nonlinear 
operator. The function y(v) E Y is generally the solution of a partial differential 
equation and so Y is usually a space involving derivatives of y. However, the 
measurements will belong to a much less regular space than Y - such as L2 for 
example. This measurement space will be denoted by Z. 
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THEOREMU 
If the operator P: X __, Y is bounded and the imbedding Y -----> Z is 
compact, then 
(i) P: X-----> Z is compact. 
(ii) P cannot have a continuous inverse if X is infinite dimensional. 
Proof (i) P: X -----> Y maps bounded sets in X to bounded sets in Y. 
However as the imbedding Y -----> Z is compact, bounded sets in Y are relatively 
compact in Z. So P: X -----> Z maps bounded sets to relatively compact sets as 
required. 
(ii) Assume p-1: Z -----> X was continuous and consider the composition p-1p = I, 
the identity operator in the infinite-dimensional space X 
From (i) P maps bounded sets in X to relatively compact sets of Z. p-1 
being continuous maps relatively compact sets of to relatively compact sets of X 
The composition p-1p and hence the identity operator would then be compact. 
But this is impossible for X infinite dimensional. 0 
This result gives us compactness of nonlinear operator P(v) if the space the 
direct problem solution belongs to, Y, is compactly imbedded in the measurement 
space Z. This also requires a boundedness result for P. Such a result is often 
available from regularity theory for the direct problem solution. Then if the 
space for the inverse problem solution, X, is infinite dimensional, then p-1: Z -----> X 
(if it exists) is continuous. Thus small changes in the measurement data may 
cause arbitrarily large changes in the solution. Thus the inverse problem is 
ill-posed as it stands. 
We prove such a result for the interior measurement version of the inverse 
problem of steady-state diffusion in Chapter Three. Here if the coefficient 
function, f, is Holder continuously differentiable, then the solution, ¢, of the direct 
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problem (a second~order elliptic p.d.e. on fl) is twice continuously differentiable, 
i.e. Y = C2(fl). So it follows that if point measurements of tjJ are utilized 
(i.e. Z = C0(fl)) or distributed measurements used (Z = L2(fl)) then the resulting 
nonlinear operator is compact. 
The use of regularization techniques is then necessary to solve the inverse 
problem in the presence of measurement noise. Such a result is also given for the 
problem of Chapter Six - determining a refractive index of an object from point 
measurements of the scattered field external to the object. 
We note here that THEOREM 1.3 may also be applied to the Frechet 
derivative P' (v) - a linear operator and bounded by definition. Alternatively, the 
Frechet derivative of a compact operator is also a compact operator see Nashed 
[1971]. However, the analogous result going the other way does not always hold. 
It should also be noted that our nonlinear operators shall generally be 
completely continuous (that is, both continuous and compact) with the continuity 
following from the implicit function theorem or by other means. 
If our nonlinear operator is compact, the solution of both the inverse 
problem and its linearization will not depend continuously upon the 
measurements. When a numerical solution of the compact operator equation is 
attempted, this manifests itself in highly oscillatory solutions. 
In order to guarantee both the existence and stability of a solution to the 
inverse problem, it must be reformulated using regularization methods. These 
were outlined in § 1.3.2. We give here an existence result for the Tikhonov 
selection method. This is from Colton and Kress [1983] pp.137-238. 
THEOREM 1.4 
Suppose P(v): X ---+ Z (X and Z are Banach spaces) is continuous, then 
there exists a solution to the problem 
min C(v) 
VtXl 
= min IIP(v)llz 
VtXl 
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where X1 c X is compact. 
Proof P(v) is continuous so that IIP(v)llz is a continuous functional. It is a 
standard result that there exists a solution to the minimization of a continuous 
functional C(v) over a compact set, however we include the proof here for 
completeness. 
Let {vn} be a minimizing sequence, that is, 1 i m C(vn) = inf C(v). 
n->oo VtX1 
Since X1 is compact there exists a convergent subsequence { v n(j)} such that 
vn(j) .- v* where v* c X1. From the continuity of Cit follows that 
C(v*) = in f C(v), that is, v* is a solution to the minimization problem. o 
VtX1 
Colton and Kress also give a continuous dependence result for the solution 
of this regularized problem upon the measurement data. See §1.3.2 for an outline 
of the statement of their theorem. 
1.5.6 Summary 
Much of this thesis is concerned with proving theoretical results relating to 
the solution of inverse problems. We summarize here reasons for this and also 
the means for proving such results. However, the final aim is obtaining a 
practical algorithm for the solution of such problems. 
Firstly, for our nonlinear operator approach to be valid the measurements 
must depend continuously upon the function to be reconstructed. That is, the 
nonlinear operator should be continuous. 
Moreover, to use the Newton-Kantorovich method to solve the nonlinear 
operator equation, it must be Frechet differentiable. Both continuity and Frechet 
differentiability are given by the implicit function theorem. The nature of the 
continuity, i.e., Lipschitz continuity, may be obtained via the mean value theorem 
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for operators. We note that if it is only possible to prove Gateaux differentiabilit~ 
(a weaker condition than Fn§chet differentiability) a gradient method must then b~ 
used to minimize an appropriate functional - rather than use the: 
Newton-Kantorovich method. 
In addition if it can be shown the operator or its Frechet derivative isl 
compact, then we know the solution of the inverse problem or its linearization is 
an ill-posed problem. That is, the solution does not depend continuously upon 
the measurement data. Then the use of regularization techniques is required. 
For these the solution is restricted to belong to a compact subset to ensure 
existence and stability. This also requires continuity of the operator formulation. 
In some cases it is possible to show compactness of the operator when the 
measurement space is less regular than the space for the direct problem solution. 
Such a result first requires boundedness of the map. This is usually available 
from regularity theory for the direct problem solution. 
We may summarize the approach to solving the inverse problem outlined in 
this chapter with the following flow diagram (Table 1.1). 
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Di reel. Problem 
e(v,y(v)) 0 
veX .dv)!Y 
i 
Inverse Problem 
P( v)=B( v,y(v) )-E=O 
P:X---. Z t f Z 
t 
l·:xi~l.cncc,ultiqtlCil<'S~l Implicit. F'11ndion Theorem 
~(v,y) and ~y(v,y) continuous and regularil,y I.IHJOI'J'I 
for di red nrobiE'IIl and ev ·I bounded 
=> y( v) : X ---. Y continuous 
t 
y(v):X-+ Y I [fin addition ev~v,y) cts. I Gateaux 
hounded :} y( v) Frechet chfferentiablG.f differentiabilil 1· 
t of r(v , 
lf Y -+ Z compact l\·lea.n Va.Jue Thm. l((v,y) n times 
9P(v)ancl :} y(v) Lipshitz cts.diff. 
l''(v):X:} Z continuous on =>v(v)isC 11 
f ltcmmact suitable Ruh~et, 
I:C llv*-v011 small p-1 and (t>'J-1 I solve linearized 
ol conli nuou~ inverse oroblcm 
Use regularization, i.e. Utilize Newton-I\antorovich u~(' gradient 
;:ol\'e ntini!P(v)ll method and variants to method to ROil'(' 
vcX0 solve P{v) = 0 min IIJ>(v)ll 
where" ' 0 c X com pact 
Practical Algorithm 
e.g. regularized Newton's rviethocl 
(Leven berg-ivlarq uad t scheme) 
Table 1.1 
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CHAPIER TWO 
STEADY-STATE DIFFUSION EQUATION 
2.1 INTRODUCTION 
Associated with the partial differential equation (p.d.e) 
(2.1) 
(where n is a bounded domain) there are several problems. The first is the direct 
problem where given f > 0, p and appropriate boundary conditions on ¢, the 
self-adjoint elliptic p.d.e. (2.1) is to be solved for ¢. 
The second problem is the inverse or identification problem, where given 
the p.d.e. (2.1), the source term p and boundary conditions on ¢, the function f is 
to be determined from measurements of ¢. 
These measurements are made either 
(i) inn or 
(ii) on the boundary an only. 
In Chapter Three an inverse problem for steady-state diffusion which is of 
type (i) is considered. In the Appendix an inverse problem of type (ii) is 
examined where the electrical conductivity of a region is to be determined. Both 
of these problems are based upon the p.d.e. (2.1). 
Two types of boundary conditions on ¢ shall be used. Firstly, Dirichlet 
conditions where ¢ is specified on an, and also Neumann conditions where g~ is 
specified on an, and ¢ is given at one point of n. This last condition is necessary 
as without it the solution of the Neumann problem can only be unique up to an 
additive constant (i.e. constant functions are in the null space of the operator 
equation). As we shall only consider cases where f > 0, for Neumann conditions 
equivalently rgt may be specified on on, which makes more sense physically - this 
corresponds to the flow/ current across the boundary. 
To ensure the existence of a solution, the data must lie in the range of the 
operator. Hence for Neumann boundary conditions we have the solvability 
condition, 
J ftds = J pdV. 
an n 
(2.2) 
This follows from integrating the p.d.e. (2.1) over n and then using the divergence 
theorem. The consistency condition has a simple meaning in steady-state heat 
conduction for example. This is that the steady-state can only be achieved if the 
net heat input from body sources is equal to the net heat flow through the 
boundary. 
The direct problem for (2.1) has applications in a variety of areas of 
physics. These include electrostatics, magnetostatics, direct or low frequency 
electric current flow, irrotational fluid flow, steady-state heat flow, and fluid and 
molecular diffusion. 
We will be examining inverse problems in steady-state diffusion and electric 
current flow. However, it is very likely that similar inverse problems in these 
other areas are of interest as well. 
In this chapter we outline some properties of the direct problem. 
Extensive use of these is made in the following chapter on the inverse problems. 
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2.2 CLASSICAL SOLUTIONS 
In this section we consider some properties of classical solutions to the 
partial differential equation (2.1) - that is, where f is continuously differentiable 
and the solution ¢ twice continuously differentiable. 
2.2.1 Integral Representations 
Firstly the following generalization of Green's theorems is useful in the 
study of both the direct and inverse problems. The generalization of Green's first 
theorem (Williams [1980], pp.127-128) is 
I ¢1V·(fT/¢2)dV = J fg~2 ¢1dS- JfT/¢1·V¢2dV. 
n an n 
(2.3) 
From this the generalization of Green's second theorem easily follows 
I [ ¢1 v. (f\/ ¢2) - ¢2V. (f\/ ¢1)]dV = I f( ¢1 g~2 - ¢2 g~11dS . 
n on 
We require f,¢1t:C1(n) n C0(n) and ¢2t:C2(n) n C1(n) for the first theorem, 
ft:C1(n) n C0(n) and ¢h¢2t:C2(n) n C1(n) for the second theorem (John [1978], 
p.64). 
Using these Green's theorems we may derive an integral representation for 
the solution of the Dirichlet direct problem (Williams [1980], pp.131-133). If (2.1) 
is satisfied and 
¢ = g on an 
then 
¢(Y:) = I G1('JS,'Jf:')P(Y:')dV' + I f g~~ g dS' . 
n on 
(2.4) 
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G1(~;~') is a Green function and satisfies 
(2.5) 
and 
Here V' and V' · denote the gradient and divergence with respect to the 
primed variables. 
For the Neumann problem, a modified Green function, G2, must be used 
so that the consistency condition (2.2) is satisfied. Thus 
and 
V' · [f(x') V'G2(x,x')] = o(x' - x)- 1/(J dV') , 
- -- - - n 
I G2(~,~') dV' = 0 
n 
(2.6) 
This last condition is imposed so that the Green function is uniquely defined. If 
the p.d.e. (2.1) is satisfied and 
f gt = h on an 
then 
¢(~) = I G2(~,~')p(~')dV' -I G2hdS' + constant. (2.7) 
n an 
The arbitrary constant may be determined from knowledge of ¢ at some point of 
n. 
The Green functions G1 and G2 have a singularity at ~ = ~~. 
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Williams [1980] pp.132-133, shows that for~ c IR2 , near~ = ~' 
Gt , G2 ;::; ~1 log I x - x' I L,(/fJ.\)(} • -
and x E [R3 
G G "' 1 I , 1 -1 1, 2"'~ x-x . 
-r?rJ.\)C} - -
2.2.2 Existence and Uniqueness 
For the case where f is Holder continuously differentiable and ¢J twice 
Holder continuously differentiable, existence and uniqueness results have been 
proved- see Courant and Hilbert [1962], Vol. 2, pp.331-341 for Dirichlet boundary 
conditions. We shall outline one of the results here. The analogous result for an 
oblique derivative boundary condition is to be found in Gilbarg and Tmdinger 
[1983], p.128. 
The domain n is required to be convex and smooth (i.e. C2' 0'). The 
definition of a smooth domain is analogous to that for a C00 domain contained in 
the next section. We consider the Dirichlet problem 
\1 • (fV ¢) :::: p , X E fl (2.8) 
¢ =g ,~con 
TIIEOREM 2.1 For fr_Cho.(n) with f > 0, pcC0'o.(n) and gr_C2'o.(80) there exists 
a unique solution ¢r_C2'o.(n) to (2.8). 
Moreover 
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Proof The Courant and Hilbert result is for the more general equation 
n n 
I; a.k¢ik + I; b.¢. + c¢ = p 
i,k = 1 1 i = 1 1 1 
Our equation is on expanding (2.1) 
n n 
h f¢.k + I; f.¢. = p 
'k 1 1 . 1 I I 1, = 1= 
For their result Courant and Hilbert require the aik' bi and c to belong to CO•a(n). 
The imbedding C1'a(n) .__. C0•a(n) is bounded (see Adams [1975] pp.10-11 for 
example). It then follows that iff c ct.a(n) then f and fi, i = 1, .. , N belong to 
C0•a(n) and the Courant and Hilbert result is applicable. Their result is proven 
by using the method of continuity to reduce the problem to Poisson's equation. 
0 
Similar results for less smooth domains can also be found in Courant and 
Hilbert. 
2.2.3 Piecewise Differentiable Coefficient 
If the function f is piecewise continuously differentiable with smooth 
interfaces between the regions on which f is C1, then the direct problem may be 
solved as follows. The differential equation is satisfied on each of the regions and 
continuity of the potential, ¢, and the normal 11Current", f gt , is required across 
the interfaces -see Stakgold [1968], VoL 2, pp.183-185, for instance. However, if 
the interfaces are not smooth, then possible singularities at the corners of the 
interfaces have to be taken into account - see Babuska and Aziz [1972] pp.280-281. 
These jump conditions along with their relationship with the weak solutions 
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introduced in the next sub-section, are discussed in more detail in §4.2. 
2.3 WEAK SOLUTIONS 
In this section we consider weak solutions of our partial differential 
equation- where f ~ C1(D) and ¢ ~ C2(D). In what follows the function f is to be 
bounded below by a constant greater than zero. 
Case 1. Dirichlet boundary conditions. 
Consider the elliptic p.d.e. 
w 
'V·(fV¢)=p ,)}t:DcrRn; 
(2.9) 
The differentiations in (2.9) are to be interpreted in the sense of distributions. 
We require f £ L00(D), p £ H-\n) and g £ Ht(n). Then it follows (see Oden and 
Reddy [1979], Chapter Seven, for example) that the problem of finding ¢ £ H1(D) 
such that (2.9) holds is equivalent to the following variational boundary-value 
problem. 
Find ¢ c: H1(D) with¢ = g on 8D such that 
I fV ¢ · Vv dV = I pv dV 
n n 
Vv £ Hb(D) . (2.10) 
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Case 2. Neumann boundary conditions. 
Consider 
w n 
V·(f\/¢)=p ,XtfZC!R; 
(2.11) 
We require f c L 00(00) , p c H-1(!1) and h c H-t(an). Then the problem of 
finding ¢ r: H1(!1) such that (2.1) holds is equivalent to the following variational 
problem. 
Find ¢ c Hl(fl) such that 
J f\1¢· Vv dV- J fhv dS = f pv dV Vv r: H1(!1) . (2.12) 
n an h 
We quote existence, uniqueness and regularity results for the variational 
boundary value problems just outlined. For these we require n to be a C00 
domain (this may be relaxed- see the Appendix). The boundary of a C00 domain 
may be covered by a finite number of spheres with the property that, singling out 
one co-ordinate, say xn, one can express the part of the boundary contained in 
each of these spheres in the form 
where the function y has derivatives of all orders. 
For the Dirichlet problem we have the result. 
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THEOREM2.2 
exists a unique solution, ¢ E H1(D), to (2.9). 
Moreover 
Proof Follows from the standard weak theory for partial differential 
equations - see Treves (1975]. 0 
For the Neumann problem we have 
TI-IEOREM 2.3 
exists a solution ¢ E H1(D) to (2.11), unique up to an additive constant. 
Moreover 
0 
Here H1(D) is the quotient space H1(D), modulo the constant functions. 
Again follows from the standard weak theory. 0 
We note here that this weak theory is the basis of the finite element 
method for numerical solution of elliptic partial differential equations - see 
Mitchell and Wait [1977]. The finite element method uses piecewise polynomial 
trial spaces to obtain solutions. For a description of finite difference methods of 
solution to the self-adjoint elliptic p.d.e. (2.1) the reader is referred to Mitchell 
and Griffiths [1980] p.114-117. Such numerical methods for the solution of the 
equation are necessary with arbitrary coefficient function, f. 
50 
In the following chapter inverse problems for the equation (2.1) are\ 
considered. It is mainly concerned with the interior measurement problem but all 
boundary measurement problem is also considered. The boundary measurement. 
problem is considered in more depth in the Appendix. 
Applied to the inverse problems the weak theory allows the reconstruction 
of discontinuous functions while the classical theory gives more regularity for the 
direct problem solution allowing the use of point measurements for example. 
Also within the classical theory an explicit expression involving a Green function 
may be derived for the Frechet derivative of the map ¢(f). 
For reasons that will become apparent later, we concentrate on the use of 
the classical regularity theory for the interior measurement problem and the weak 
theory for the boundary measurement problem. 
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CHAPTER TIIREE 
AN INTERIOR MEASUREMENT PROBLEM 
3.1 INTRODUCfiON 
The inverse problem considered m this chapter has applications in the 
study of ground water flow and oil reservoirs. The model equation is the 
steady-state diffusion equation, previously considered in Chapter Two for the 
direct problem 
V·(f'V¢) =p, xcDC!Rn (3.1) 
with appropriate boundary conditions on ¢, where n is a bounded domain. Here 
¢ represents pressure or ''piezometric head", p is a source term, and f is a positive 
function often referred to as the "transmissivity" or diffusion coefficient. 
The identification of the spatially varying f is required, using measured ¢ 
and p values at well sites - see the review by Y eh [1986]. These measurements 
are available at a finite number of points in n. We note that this interior 
measurement inverse problem has a different character from the boundary 
measurement problem considered in §3.6 and the Appendix. This problem is 
somewhat easier to solve, however there are similarities in the method of solution 
we employ in each case. 
In this chapter we first consider the direct identification of the diffusion 
coefficient by solving (3.1) for f. The uniqueness and continuous dependence of 
the solution upon the measurements for the inverse problem are then reviewed. 
The indirect or parameter identification approach to this inverse problem is 
also considered. Here f is solved for in an iterative manner. A new approach to 
the problem using the Newton-Kantorovich method is derived. This gives an 
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integral equation to solve at each iteration for the update on f. We also derive a 
much tidier formulation of the Gauss-Newton method for parameter identification 
than that used by previous authors. The advantages of indirect over direct 
methods are discussed at the end of §3.2. 
In §3.3 a one-dimensional problem is examined m more detail and 
numerical results from its solution are presented in §3.4. 
A Frechet differentiability result for this inverse problem is proven in §3.5. 
A compactness result is also obtained for the nonlinear operator and 
regularization methods for the solution of the inverse problem investigated. 
3.1.1 Direct Identification 
One approach to identifying f is the udirect" one. If the functions ¢> and p 
are known on all of n, then we may solve the following first order linear 
hyperbolic equation for f 
fV2 ¢> + Vf · V ¢> = p . (3.2) 
This equation results from expanding (3.1). 
If the condition infn IV</> I > 0 is satisfied, then (3.2) is a standard 
hyperbolic problem with non-intersecting characteristic traces. These traces are 
given by 
d~ - V¢ (3.3) ds -Tm 
and a well-defined trace passes through each point of n. Richter [1981a] shows 
each trace must have finite length, and hence they must originate and terminate 
on the boundary. See Figure 3.1. The condition infn IV</> I > 0 is a physical 
hypothesis requiring some flow at each point of n. 
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This gives us a sufficiency condition for a unique solution to the hyperbolic 
equation. That is, f must be known along a surface crossed by all the 
characteristics passing through n. For example, knowing f along either the inflow 
or outflow portions of the boundary would be sufficient. 
Inflow 
Figure 3.1 
Characteristic 
traces or 
Streamlines 
From the analytic solution of the hyperbolic equation (3.2), Richter (1981a] 
derives the following continuous dependence result for the inverse problem. 
Let the function ¢1 satisfy inf0 IV ¢1 1 > 0. Also let f1 be the corresponding 
diffusion coefficient and the source term be p1• Thus 
Now suppose 
where f2 is the diffusion coefficient produced by a perturbed forward solution 
¢2 r::; ¢1 and source function p2 r::; p1• Then if f1 = f2 on the inflow boundary which 
is determined by V ¢1, Richter shows 
Here the quantities Ci are dependent upon the functions ¢1 and f2. 
This bmmd describes the sensitivity off with respect to changes in the data, 
¢ and p. It suggests that successful identification of f is possible only if the 
observed ¢ is precise enough to permit accurate approximation of the second 
derivatives of ¢. 
However, some knowledge of f is not necessary for a unique solution to the 
inverse problem under the following conditions. 
boundary condition on ¢ 
Consider the Neumann 
(3.5) 
Also assume there exists a constant unit vector and a constant (J such that 
v ¢ · ~ (J > o Vx c an (3.6) 
This is a physical hypothesis stating that there is always some flow in the 
direction. It is a stronger condition than infn I V ¢I > 0. 
Consider the following variational form of the p.d.e. (3.1) with the 
Neumann boundary conditions (3.5) 
If Vv · V ¢ dV = I vp dV + J hvdS . 
n n an 
(3.7) 
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This variational equation is of the same form as (2.11) for the direct problem. 
However in this context its solution, f, is a weak solution of the hyperbolic 
problem rather than the elliptic equation for ¢. 
Then under the conditions (3.6), Falk [1983] shows that if ¢ c W2' 00(D) 
then there is at most one f c H1(D) satisfying the variational equation (3.7). It is 
possible to get this uniqueness result as the Neumann boundary conditions (3.5) 
provide information for f on the boundary, which of course is not the case with 
Dirichlet conditions. 
The uniqueness and continuous dependence of this inverse problem are 
established under conditions where V ¢ is allowed to vanish, in Richter [1981a]. 
An approximation scheme using Galerkin's method for solving the 
hyperbolic problem was proposed in Frind and Pinder [1973]. This solves the 
variational equation (3.7) and so does not require explicit approximation of Vf and 
6.¢. A finite difference scheme for the hyperbolic equation (3.2) is given in 
Richter (1981b]. 
3.2 I1ERATIVE METHODS 
Often in practice there are insufficient measurements of ¢ to use the direct 
approach described in the previous section. This is because the coefficients of the 
hyperbolic equation which is solved involve derivatives of the measured quantity ¢, 
see Richter (1981a]~ Hence a common identification strategy is the "indirect" one 
in which one minimizes via an iterative process the deviation between a computed 
forward solution and the observations of ¢. 
This nonlinear optimization approach is equivalent to the parameter 
identification method outlined in the first chapter. There we formulated an 
arbitrary inverse problem as a system of nonlinear algebraic equations by requiring 
the computed forward solution to match the observations of ¢. For the 
identification problem of this chapter, gradient methods such as steepest descent 
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have been used to obtain solutions - see Chavent (1973]. Falk [1983] providd 
error estimates for such indirect identification schemes. 
In this section the Newton-Kantorovich method is derived for indired 
identification of this problem. Y eh and Y oon [1981], and also Sadeghipour and 
Yeh [1984], use a Gauss-Newton method on the parabolic (time-varying) form of( 
the identification problem. We also derive a Gauss-Newton method for ourl 
problem. This approach is tidier than that of Yeh and Yo on, in that it does not j 
require discretization of the problem to the same extent in computing equations 
satisfied by the Jacobian elements. 
In addition it is shown that when the linear operator equations which are to 
be solved in the Newton-Kantorovich method are discretized in a certain manner, 
the resultant updates are the same as those produced by the Gauss-Newton 
method. 
3.2.1 Newton-Kantorovich Method 
We now formulate the Newton-Kantorovich method to solve the inverse 
problem. This is an indirect approach to identification of the coefficient function. 
Measurements, <I>(:~), are made of¢ so that the operator equation to be solved is 
T(f) = ¢(f;~) - <I>(~) = o , x ~: n (3.8) 
Here¢(£;~) is the solution of the direct problem (3.1) for a given coefficient f. 
The Newton-Kantorovich method is the following iterative scheme 
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where the update s(k) satisfies 
From (3.8) T' (f)s = cp 1 (f)s. This Frechet differential of the function ¢> is 
computed from the direct problem formulation 
v. [fV¢>(f)] = p . 
Differentiating with respect to f gives 
V · [fV ¢>' (f)s] + V · [sV ¢>(f)] = 0 
or 
V·[fVc/>'(f)s] =- V·[sV¢>(f)] . (3.9) 
We consider two different types of boundary conditions. 
eASEl 
Dirichlet boundary conditions : 
¢>(f) = g , x € an 
This gives 
¢>' (f)s = o , x c an 
Thus the Fnkhet differential satisfies homogeneous Dirichlet boundary conditions. 
Equation (3.9) may now be solved for ¢>' (f)s using the integral representation of 
the solution (2.4 ). This gives 
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¢'(f)s =- J G(f;~,~') V·[s(~')V'q)(f;~')] dV' 
n 
== J v~G(f;~,~~)·V'¢(f;~') s(~~) dVI 
n 
-J G(f;~,~') J, ¢(£;~') s(~') dS' 
an 
(3.10) 
(3.11) 
from the generalization of Green's first theorem (2.3). The Green function 
G(f;x,x') satisfies 
VI. [f(x')V'G(f;x,x')] = o(x-x') 
- - - ...... 
and G(~,~') 0 when X' f an 
Thus the boundary integral term in (3.11) vanishes. 
The update s(k)(~) in the Newton-Kantorovich method then satisfies the 
integra-differential equation 
J G(r(k);~,~')V' · [s(k)(~ 1 )V' ¢(f(k);~')]dV 1 
n 
or the integral equation 
J V' G(r(k);~,~~) · V' q)(f(k);~' )s(l<)c~~ )dV' 
n 
(3.12) 
(3.13) 
CASE2 
and 
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Neumann boundary conditions: 
r ~(f) = h , ~ t m 
¢(f;~o) = ¢o · 
This gives 
f gf {f)s + s ~(f) = o , x c an 
or f f!r/J'(f)s =- sf!r/J(f) X tan on on , 
and ¢'(f)sl~=~o = 0 . 
The equation (3.9) can now be solved using the integral representation of 
the solution (2.7). We obtain 
¢'(f)s = - J G(f;~,~') V'·[s(~')¢(£;~')) dV' 
n 
+ J G(f;~,~') a~~ ¢(f;~')s(~') dS' + c 
on 
Here cis an arbitrary constant, and the modified Green function G(f;x,x') satisfies 
the conditions (2.6). 
So 
0 = ¢'(f)sl _ =- J G(f;x ,x')V' ·[s(x')¢(f;x')J dV' x-xo _o_ - -
- - n 
+ J G(£;~0.~') 8~, ¢(f;~')s(~') dS' + c 
an 
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determining the constant c. Hence 
¢'(f)s = ~I[G(f;~,~')- G(£;~0,~')] \7'·[s(~')¢(f;~')] dV' 
n 
+I [G(f;~,~')- G(f;~0,~')] ~¢(f;~')s(~') dS' 
an 
=I'l'[G(f;~,~~- G(£;~0.~')] • \7'¢(f;~')s(~') dV' 
n 
(3.14) 
The update s(k)c~) in the Newton-Kantorovich method then satisfies the 
integral equation 
I \7' [G(r(k);~,~')- G(r(k\~0,~')] • \7' ¢(tCk);~')s(k)(~')dV' == <I?(~)-¢(r(k);~), 
n 
x € n. (3.1: 
Alternatively an integra-differential equation analogous to (3.12) is also satisfied. 
In §3.5 at the end of this chapter we formally prove that the operator T is 
Frechet differentiable in spaces of Holder continuously differentiable functions -
with Frechet derivatives as have just been derived. 
With both Dirichlet and Neumann boundary conditions we have obtained 
integral equations of the first kind to solve for the updates. For these integral 
equations (3.13) and (3.15) the existence, uniqueness and continuous dependence 
upon the measurements of their solutions may be established, under the same 
conditions as for the inverse problem as as whole in §3.1. 
Suppose the measurement function satisfies the condition in£0 I \7<1? I > 0, 
and there are Dirichlet boundary conditions on ¢. Then from the discussion of 
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the previous section, for a unique solution to the inverse problem, f must be 
known along the inflow boundary for example. Thus assuming the initial 
approximation, r(o) satisfies the specified values along the inflow boundary, then 
the constraint 
s(k) = 0 on the inflow boundary 
must be added to the equations (3.12) and (3.13). Then all subsequent iterates 
r(k) will have the correct values along the inflow boundary. 
When there are Neumann boundary conditions on ¢, and the measurement 
function (!_) c W2'00(D.) and satisfies the condition (3.6), there is a unique solution 
to the inverse problem without the need to know f on the boundary. Then a 
constraint does not need to be added to the integral equation (3.15). 
In §3.1 it was noted that the solution of the inverse problem depended 
continuously upon the first and second derivatives of the measurement function. 
This means the presence of noise in the measurements may produce large changes 
in the solution of the inverse problem. So if noise is present, we must use 
regularization techniques (see §1.4) when the integral equations of the first kind 
(3.13) and (3.15) are solved. Then physically realistic solutions would be 
obtained. 
To solve the integral equations (3.13) and (3.15) measurements of ¢ are 
available only at discrete points of n corresponding to well sites. Then the 
right-hand side of the integral equations is known only at these discrete points. 
This requires the use of the collocation method to solve the integral equations. 
In this method the unknown function is expressed as a sum of basis functions 
N 
s(k)(x) = I; a. g.(x) 
- j=1 J J - (3.16) 
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The kernel and the right-hand side of the integral equation are then'! 
evaluated at the points where <I> is known. This gives us, for example, with the\ 
integral equation (3.13) arising from Dirichlet boundary conditions 
N 
J [vI G(/k);x.,x' )] . v / ¢(f(k);x') [ 2:: a.(k)g.(x' )] dV / -1- - . -1 J J -n J-
= <I>(x.)- ¢(f(k);x.), i c {1, ... ,M} . 
-1 -1 
Thus N (k) (k) Jk). . 2:: A1. 1. a1. = <I>(x.)- ¢(t\ ,x.), 1 c {1, ... ,M} . 1 -1 -1 ]= 
(3.17) 
where (3.18) 
is the system of equations to be solved for §-(k). See §3.4 for numerical solutions 
of the integral equations that arise form a one-dimensional version of this inverse 
problem. 
3.2.2 Gauss-Newton Method 
In this subsection the Gauss-Newton method is derived for solving the 
system of nonlinear equations generated by a parameter identification approach to 
this inverse problem. The parameters to be determined are the coefficients in a 
basis function expansion for the unlmown function f. That is 
N 
f(a;x) = E a
1
.g.(x) . 
-- j 1 ]- (3.19) 
From the discussion on parameter identification in § 1.5 the system of nonlinear 
equations to be solved for §-, and hence f is 
(3.20) 
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Here ¢(~~~) is the solution of the direct problem, that is the p.d.e. (3.1) with 
coefficient function f given by (3.19) and either Dirichlet or Neumann boundary 
conditions. The measurements of¢ are denoted by <I>(:~). i c {l, ... ,M}. As was 
noted in §1.5 we require M ~ N. 
As in the description of the Gauss-Newton method in §1.5 the Jacobian 
matrix of ~(~) is required. From (3.20) the Jacobian elements for the system at 
the kth iteration are 
(k) (k) or i o (k). J.. = iJ = -,:r;:- [¢(a ,x.] IJ a. ua. - -1 
J J 
(3.21) 
This means we require gradients of the function ¢ with respect to the unknown 
parameters. These gradients must be calculated from the direct problem 
formulation and its boundary conditions. 
In addition to a local basis function expansion for f, Y eh and Yoon [1981] 
discretize the function ¢ in (3.1). They then take partial derivatives with respect 
to the unknown parameters giving systems of equations which the required 
gradients satisfy. We however will not discretize the problem any further at this 
stage, and will derive p.d.e's satisfied by the Jacobian elements. 
Differentiation of 
with respect to gj gives 
Thus 
and 
V·(fil¢) = p 
v · [rv f!r/J + of v ¢] = o oa. aa: 
J J 
(3.22) 
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from (3.19). Here lk) = f(~(k);~) and r/J(k) = ¢(/k);~). 
a¢(k) (k) 
This equation must be solved for the function oa. (~ ;~). To do this 
J 
boundary conditions for gt_ are required. Again there are two cases : 
J 
CASEl 
Thus 
Dirichlet boundary conditions : 
gt_ (~;~) = o , ~ c an , 
] 
and so g:. (~(k);~) satisfies homogeneous Dirichlet conditions. 
J 
CASE2 Neumann boundary conditions: 
and ¢(a;x) = ¢ __ o o 
for some point ~0 ( n . 
Differentiation with respect to aj gives 
Thus 
and also 
(3.23) 
(3.24) 
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Therefore for both Dirichlet and Neumann conditions, in addition to the 
direct problem to be solved each iteration, N p.d.e's (3.22) must also be solved for 
g<P(k) 
the functions . a. , j c { l, .... ,N}. These p.d.e's have the same coefficient function 
J 
r(k) as the direct problem. The boundary conditions are of the same type as for 
the direct problem, being either the homogeneous Dirichlet conditions (3.23) or 
the Neumann conditions (3.24). The Jacobian elements (3.21) are then found 
fJ¢Ck) . . 
from evaluating the functions oa. at the pomts at wh1ch measurements of ¢ 
J 
have been made. 
Thus we have derived the Gauss-Newton method without resorting to any 
discretization in addition to the original formulation of the problem as a 
parameter identification problem. However, the use of numerical techniques 
such as the finite difference or finite element methods, will be necessary to solve 
both the direct problems and the p.d.e's for the Jacobian elements. 
3.2.3 Equivalence of Methods 
In this subsection we show that the discretized Newton-Kantorovich 
method (3.17) and the Gauss-Newton method produce the same sequence of 
approximate solutions. This is provided the same basis functions for f and the 
same measurements on ¢ are used in each case. This result is valid for general 
operator equations - see § 1.5 - however it is instructive to prove the result in this 
special case. 
Consider the case where there are Dirichlet boundary conditions on ¢. 
Then an analytic expression may be obtained for the Jacobian elements from the 
(k) 
p.d.e. (3.22). To do this note F satisfies homogeneous Dirichlet conditions 
J 
from (3.23) and then the integral representation for the solution (2.4) is used. 
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Hence 
fJ (k) 
. ri = fJr/J (a(k);x.) =- JG(lk);x.,x')V' · [g.(x')V' ¢(f;x')] dV' . da. 7Jil:" -1 -1- J - -
J J rt 
(3.25) 
From the formulation of the Gauss-Newton method (3.20) and (3.21) 
• fJr i (k) (k) 
2:; 0 S· <l>(~i)- ¢<k)(~i) , i r: {1, ... ,M} (3.26) aj J 
is the system of equations to be solved for the update ~(k). 
If however the generalization of Green's first theorem is used on (3.25), 
then we see this is the same system as (3.17) resulting from the discretization of 
the integral equation for the Newton-Kantorovich method. That is provided the 
basis functions used to solve the integral equation are the same as those used to 
discretize f in the Gauss-Newton method. Also measurements of ¢ obviously 
must be taken at the same points in each case. 
Hence, under these conditions, the solution of the systems (3.17) and (3.26) 
is the same. Thus the update for the function f is the same with each method. It 
then follows that if the initial approximation is the same in each case, then so will 
be the resulting sequence of approximate solutions. 
Essentially this means that linearizing the operator equation (3.8) and then 
discretizing it, produces the same results as first discretizing it and then linearizing. 
As was noted in §1.5, this result is true for general operator equations. However 
in practice we would not expect the two methods to produce exactly the same 
results. This is because the coefficients of the systems of equations (3.17) and 
(3.26) will be computed numerically in two different ways. The resulting errors in 
the coefficients will then most likely be different. 
The advantage of the Newton-Kantorovich method is that no discretization 
of the inverse problem is necessary in its derivation. It then illustrates the nature 
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of the linear operator equation to be solved at each iteration. However, for 
numerical implementation on this particular problem, the Gauss~Newton method 
we derived would generally be preferable. This is because the matrix elements of 
(3.26) are obtained directly from solving the N p.d.e.s (3.22). But to obtain the 
same matrix elements from discretizing the integral equation for the 
Newton"Kantorovich method is more complex. First M p.d.e.s must be solved to 
obtain the functions G(~i·~' ), i £ { l, ... ,M}. Moreover this Green function has a 
singularity at ~= ~~. Secondly, MxN integrals must be performed to obtain the 
matrix elements (3.17). 
The advantages of indirect identification over direct identification for this 
inverse problem are also apparent. To implement both the Gauss~Newton 
method and the Newton" Kantorovich method we require only knowledge of the 
measurements <I>. This compares with direct identification where derivatives of <I> 
are required. In addition the points at which the measurements are known can 
be arbitrary points of ft. However in the finite difference and finite element 
methods for direct identification, the measurement function or its derivatives are 
required at specified mesh points. Also when there is noise present in the 
measurements regularization techniques may be easily incorporated in the indirect 
identification approach. However direct identification, when it is feasible, is 
potentially simpler and less costly than indirect identification. 
3.3 ONE~DIMENSIONAL PROBLEM 
The one-dimensional form of the inverse problem considered in previous 
sections is 
[f(x)¢' (x)]' = p(x) ,xt[a,b]c!R1 • 
This differential equation can easily be integrated yielding 
X 
f(x) = ~~tx) {Cf¢')(P) + Jp(x')dx'}, x £ [a,b] 
p 
(3.27) 
(3.28) 
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for some point P c [a,b]. If 0'(x) is bounded away from zero over n and fc/>' i~ 
given at P, then a unique solution exists for f. This inverse problem is clear!~ 
more stable than in higher dimensions. There f may vary as the second derivativ~ 
i 
of the measured function cp (see 3.4) rather than with the first derivative as above.i 
However the problem is still unstable and regularization techniques must be used\ 
in the presence of measurement noise. 
In the remainder of this section we examine the use of integral equation 
methods to solve a particular case of this one-dimensional problem. 
numerical results are presented - including the use of regularization. 
3.3.1 An Example 
Consider a problem where 
[f(x)¢' (x)]' = 0 , 
¢(0) = 0 ' 
and ¢(L) V . 
Some 
(3.29) 
Figure 3.2 illustrates a two-dimensional situation which could anse m steady 
electric current or heat flow for example. This reduces to the one-dimensional 
problem (3.29). 
y ;[' /_~i*=o 
H 
' 
c urrent streamlines 
" 
" 
/ 
( f = f(x) 
""" 
I' 
'-
<P v 
= 0 •• 
\ 
' 
" 
~ 
0 I L x" 
No current :'low across.this boundary ( 0) 
Figure 3.2 
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Solving (3.29) for f gives 
f(x) = q;fxy , x £ [O,L] . (3.30) 
Here c is a constant which must be determined from some additional information. 
This is similar to the two-dimensional Dirichlet problem of the previous sections 
where extra knowledge of the function f was required to give a unique solution to 
the inverse problem. 
Consider solving for the resistivity h = 1/f instead of the conductivity f. 
From (3.30) 
Then 
and 
Here 
X 
_ I dx' ¢(x) - c nx') 
0 
X 
= cJ h(x')dx' 
0 
L 
V = ¢(L) = c I h(x')dx' 
0 
v 
c = ---'---
I h(x' )dx' 
0 
=VL 
fi 
L 
li. = 1 I h(xl )dx' 
0 
is the mean value of h(x) over [O,L]. 
(3.31) 
(3.32) 
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This gives from (3.30) 
h h(x) = VL ¢' (x) , ~ c [O,L] . (3.33) 
Henceforth we assume knowledge of 11 as our additional information to uniquely! 
determine the function h(x). There is then a linear relationship between h(x) andl 
¢(x) the function of which measurements are to be made. 
3.3.2 An Integral Equation 
Assume we are given an initial approximation h(o)(x) to the resistivity. 
This approximation is required to have the given mean value, that is 
L 
tJhC0)cx')dx' = 11 
0 
If the methods of the previous section are used the following 
integro-differential equation is obtained for s(o)(x) = h(l)(x) - h(o)(x), the update 
in the Newton-Kantorovich method 
subject to the constraint 
L 
J / 0)(x' )dx' = 0 
0 
Here G(h(o);x,x') is the Green function for the Dirichlet problem (3.29), and 
(3.34) 
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f/l(h(o);x) the solution of this problem with coefficient h(o)(x). il?(x) denotes the 
measurements that are made of f/l(h;x). However since this problem is linear, 
solving this equation gives the exact solution h(x) = h(1\x). Integration by parts 
gives the integral equation 
L 
s.t. J s(o)(x')dx' = 0 
0 
(3.35) 
It should be noted that s(o)(x) = h(o)(x) satisfies the homogeneous form of 
the integra-differential equation (3.34) -without the constraint. The function 
h(o)(x) is then also a solution of the homogeneous integral equation and so this 
equation is singular in nature. It follows that to any solution of the integral 
equation any arbitrary multiple of h(o)(x) may be added. However, when the 
constraint is imposed, a unique solution is obtained. 
If we choose h(o)(x) = 11, a constant initial approximation, then f/l(h(o);x) 
and G(h(0\x,x') may be determined analytically. From (3.29) if L = 1 then 
Also 
giving 
<P(fi;x) == Vx . 
{ 
fi(x-l)x' , 0 ~ x' ~ x 
G(li;x,x') = fix(x'-1) , x < x' ~ 1 
()G { fi.( -1) , 0 ~ X' ~ x 
CJX'(fi;x,x') = fix x < x' ~ 1 
(3.36) 
(3.37) 
In the next subsection numerical results from solving the resulting integraf 
equation are presented. 
To solve this inverse problem we have chosen to use integral equatio~ 
I 
methods rather than use the explicit form of the solution (3.33). This is because! 
in the presence of measurement noise the measured function <P(x) will generally! 
i 
not be differentiable. A solution does not then exist in the classical sense.! 
However solving an integral equation allows us to incorporate regularization! 
methods and so obtain a "solution". 
The integral equation given by (3.31) could also be solved for h(x). 
However we prefer to solve the singular integral equation (3.35) with constraint, as 
this is similar to the equation that arises from the Dirichlet problem in higher 
dimensions. 
3.4 NUMERICAL IMPLEMENTATION 
This section contains some numerical results from the solution of the 
one-dimensional inverse problem of the previous section. Reconstruction in the 
presence of measurement noise are presented as well as solutions when the data is 
exact. 
The integral equation to be solved is (3.35). 
approximation from (3.36) and (3.37) this becomes 
where 
L 
VI K(x,x') s(x') dx' = Vx- <I>(x) 
Ii 0 
L 
s.t. I s(x 1 ) dx 1 = 0 , 
0 
K(x,x 1 ) = {~-l ' 0 ~X' ~X X~ X' ~ 1 
With a constant initial 
(3.38) 
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To solve this integral equation the collocation method was used. The basis 
functions utilized were piecewise constant functions and linear or quadratic 
B-splines. The integrals were performed numerically with an adaptive integration 
package. 
The number of measurements used for the reconstructions exceeded the 
number of basis functions. This gave an overdetermined system of linear 
equations. These were solved by the least squares method and singular value 
decomposition (S.V.D.) techniques (Golub and Kahan [1965]). 
All numerical computations were performed on a PRIME P750 digital 
computer in single precision. With this precision the machine epsilon, denoted by 
c: and which is defined as the smallest number such that 1 + c: > 1, is 
approximately lQ-7. All integrals were evaluated with an adaptive Simpson's mle 
to a relative accuracy of 1Q-6. 
3.4.1 S. V.D. Regularization 
The regularization method used when measurement noise was present was 
also based upon singular value decomposition methods. This method scales the 
singular values, sj, by a filter factor 
r 
s.r + 
J 
r . 
0: 
This factor is close to one for sj > o: and tends to zero as sj ---; 0. Thus the effect 
of the smaller singular values which cause ill-conditioning is eliminated. The 
larger we choose o: the smoother the solution is but the more information that is 
lost. The exponent r determines the roll-off of the filter. As r ---; oo a square 
filter is obtained with singular values sj < o: chopped out, whereas if r = 1 or 2 a 
smoother roll-off is obtained. 
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The relationship between S.V.D. and Tikhonov regularization is given inJ 
Betero et al. [1979]. See also Hansen [1971], O'Brien and Wall [1980] and Wan\ 
i 
i [1980] for more detailed descriptions of the use of S.V.D. techniques for solvingJ 
first kind integral equations. 
3.4.2 Numerical Results 
(i) 
(ii) 
A variety of different functions were reconstructed. 
Straight line : h(x) = 1 + x , x t [0,1]. 
We utilized 10 basis partitions. The basis functions used were 
piecewise constant functions with 10 test points and linear B-splines with 20 
test points. The condition numbers of the matrices obtained were 40 and 
17 respectively. The resulting reconstructions are plotted in Figure 3.3. 
There was negligible error in the solution when linear B-splines were used 
as a straight line can be represented exactly by these functions. Also it 
should be noted we have exact data here, i.e. no measurement noise. 
Reconstructions of a straight line in the presence of measurement noise are 
outlined in (iv). The solution was also well approximated by piecewise 
constant functions as can be seen from Figure 3.3. 
Step function : h(x) = {1 , 9 S x S t 2,2<xs1. 
Piecewise constant basis functions were used with 10 basis 
partitions and 15 test points. The condition number of the matrix obtained 
was 9.8. The resulting reconstruction is plotted in Figure 3.4. Again there 
was negligible error in the solution as a step function may be represented 
exactly by piecewise constant functions when the discontinuity coincides 
with a point of partition. 
75 
0.6 r-------------------------------------------------------
0.4 
0.2 
-0.6 ~--------~~----------~----------~----~----~----~--_j 
0 0.2 0.4 0.6 0.8 1.0 
Figure 3.3 
o. 6 
0.4 
0.2 f. 
0 
-0.2 ... 
-0.4 !-
-0.6 
0 
. L 
0.2 
76 
i 
. I . I . t . I 
0.4 0.6 0.8 1 
Figure 3.4 
77 
l.SP-----------------------------------------------------------. 
-1.5~----~--~----~----~----~----~----~----~--------~ 
0 0.2 0.4 0.6 0.8 1.0 
Figure 3.5 
78 
0 0.2 0.4 0.6 0.8 1.~ 
I 
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(a) Unregularized Solution 
(b) Regularized Solution 
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(iii) Trigonometric function : h(x) 1.5 + sin(2rrwx) , w = 2,4. 
Quadratic B-splines were utilized, again with 10 basis partitions and 
15 test points. The solution was approximated well in the w=2 case, as can 
be seen from Figure 3.5. When w=4 the solution, as would be expected, is 
not quite as accurate - however it is still reasonable. 
(iv) Straight line with measurement noise. 
As in (i) h(x) 1 + x with linear B-splines for basis functions. The 
nmse we used was uniformly distributed. The S.V.D. regularization 
method previously described was utilized. We set r = 1 as it was found 
this gave better results than r = 2 or greater, when the size of the update 
was reduced rather than smoothing taking place. 
The updates with t% noise is plotted in Figure 3.6. For each case 
we plot both the update with and without regularization. With a: 0.065 
some smoothing of the solution takes place in the middle of the interval, 
however at the end points there is a marked degradation of the solution. 
With 2% noise the unregularized solution becomes more oscillatory 
and the smoothing effect of the regularization, with a: = 0.12, becomes 
more apparent. At the 5% noise level the unregularized solution "blows 
up" and becomes highly oscillatory. The need for regularization is then 
clear. Here we set a: = 0.35. Note the optimum value of a: increases with 
the increase in noise - which is to be expected as more smoothing is 
required. 
In summary with this integral equation approach the solution of the inverse 
problem is well approximated - even in the cases of discontinuous and oscillatory 
functions. In addition, physically realistic solutions may be obtained in the 
presence of measurement noise using regularization methods. 
It should be noted that although this inverse problem is one-dimensional 
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and linear, we could expect similar behaviour from integral equation solutions foj 
the nonlinear problem in higher dimensions. However, as the solution thet: 
depends on the second rather than first derivatives of the measurement functiod 
l 
I 
some increase in instability in the presence of measurement noise would bq 
eA'J)ected. 
Due to the relatively low condition numbers of the matrices obtained (a~ 
I the singular values decayed only slowly) this problem (and its two and three 
dimensional counterparts) would be classified as mildly ill-posed. This compare~ 
with the boundary measurement version of the inverse problem (outlined in §3.6) 
f 
where the singular values are exponentially decreasing, asymptotically (see th~ 
Appendix). That problem would be classified as severely ill-posed. 
3.5 THEORETICAL CONSIDERATIONS 
In this section we examine several theoretical aspects of the operator 
equation. First Frechet differentiability of the operator with classical solutions is 
proven. This implies continuity of the map. It is then shown that it is in fact 
Upshitz continuous if the solution is restricted to lie in a bounded set. Then 
some questions connected with stability are considered. The Frechet derivative is 
shown to be a compact operator. The problem is then reformulated as a 
minimization over a compact set, and the existence of a solution to such a 
problem is proven. 
3.5.1 Frechet Differentiability 
In this section it is formally shown that within the classical regularity theory 
the field, ¢, depends continuously upon the coefficient function, f. Moreover, this 
map is Frechet differentiable with Fn§chet derivative as derived earlier. The 
Dirichlet problem only is considered. However results may be proved for the 
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Neumann problem in a similar manner. 
Spaces of HOlder continuously differentiable functions are utilized. The 
direct problem is 
v. (fil ¢) = p , ~ c n 
¢ =g, ~con 
The domain n is required to be convex and smooth ( ~ o:). In addition 
p E c 0,o:(n) and g t c2,0:(on). Consider f belonging to the open set 
10: Xo {f:fEC' (n), f > 0}. From Chapter 2 we have: 
LEMMA3.1 
(3.39) 
For f E Xo there exists a unique solution ¢ E d•o:(n) of (3.39). Moreover, 
when g = 0 
0 
Henceforth we denote by ¢(f;JS) or just ¢(£) the solution of the direct 
problem for a given f. 
TIIEOREM 3.1 
The map f- ¢(£)from X0 - ~o:(n) is Frechet differentiable with 
cp 1 (f)s(~) - J G(f;JS,~~) V' ·[S(JS 1 )V'¢(f;JS')] dV' 
n 
(3.40) 
Proof To apply the implicit function theorem (THEOREM 1.1) ¢ must 
belong tO a linear space. The function g E C2,0:( on) may be extended to some 
function ~ c C2'o:(n) - see Gilbarg and Trudinger [1983] p.92. 
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Then"¢ = ¢- ~satisfies 
v. (fll7/J) = P- v. (fl!'qy) = (; , ~ c n 
¢=0,~t:BD 
Noting that ¢' (f)s = ¢' (f)s we need only consider the homogeneous problem 
requiring the solution to belong to Y0 = { ¢ t d•a:(D), ¢ = 0 on Bn} . 
Set e(f,¢) = V · (f\1 ¢) - p, then e : X0 ® Y0 -+ C0'a:(D) . 
We now check the conditions of the implicit function theorem. 
1. We have l!eCf+ of, ¢+ 8¢)- ect,¢)11o a: 
' 
= ll~·(f\18¢) + V·(8fll¢) + V·(8fllo¢)11 0 a: 
' 
~ 1(11£111 a:ll8¢llz a: + llbflll a:ll¢11z a: + 118£111 a:llb¢112 a:) 
' ' ' ' ' ' 
Here the result IIV·(fll¢)11o a:~ 1llfll1 o:ll¢112 a: has been used. 
' ' ' 
Thus e(f,¢) is continuous. 
2. The partial Frechet derivative of e with respect to f is 
Therefore 
!lef(f+bf, ¢+8¢)s- ef(f,¢)sllo,a: 
= IIV · (sV 8¢) llo a: 
' 
$ 1ll¢11z o: llsll1 o: • 
' ' 
Thus er(f,¢) is continuous in f and ¢. 
The partial Frechet derivative of e with respect to ¢is e¢(f,¢)t = V ·(flit), 
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and so e</J(f,¢) may be shown to be continuous in f and ¢;in a similar manner to 
ee 
-1 
3. [erp(f,¢)] is bounded from Lemma 3.1. 
Hence from the implicit function theorem (THEOREM 1.1) 
-1 J Now [e¢;<f,¢)] u = G(f;~,~') u(~') dV' and the desired result follows. 
n 
D 
So our operator is Frechet differentiable, moreover the expression for the 
Frechet derivative we derived in a fairly intuitive manner is correct. 
Thus we have Frechet differentiability of the operator for classical solutions 
of the direct problem. We note Chavent [1973] has proved the analogous result 
for weak solutions i.e. from {f c L00(f!), f > 0} into H1(f!). The result is also for 
Dirichlet boundary conditions and the implicit function theorem is utilized. 
However in this case an explicit formula such as (3.40) for the Frechet derivative 
was not obtained. 
The two results - ours and Chavent's are complimentary. Chavent's 
obviously needs weaker assumptions on the function to be reconstructed 
(continuity and differentiability of the coefficient function are not required). 
However ours has a stronger function space for the range - c1• a rather than H1• 
For example, our result allows for point measurements whereas Chavent's does 
not in !R2 or !R3• 
The Frechet differentiability of the operator implies that it is continuous. 
We now examine what additional assumptions are necessary in order to show that 
it is either bounded or Lipschitz continuous. 
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3.5.2 Lipschitz Continuity 
In order to obtain boundedness (see § 1.5.5) of our operator, f is required to1 
belong to the following subset of c1·a:: 
To obtain Lipschitz continuity (see §1.5.4) of the map, f must belong to the 
bounded subset of c1·a:: 
X2 = { f e: c1• a: ( n) , 1 !f 1 !1 a: ~ M , f ~ c > o} . 
' 
1HEOREM3.2 
The map f ~ ¢(f) from 
(i) X 1 ~ d•a:(D) is bounded, 
(ii) X2 ~ C2•a:(D) is Lipschitz continuous 
(i) We must show that bounded sets of X1 are mapped to 
bounded sets C2•a i.e. iff t: X1 and llf!l1 a~ M0 then ll¢(f)lb a;~ N0 , for some 
' ' 
Now from THEOREM 2.1 
K depends only upon a:, c, M0 and the diameter of n (see Courant and ·Hilbert 
[1962], p.335) giving the desired result. 
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(ii) To prove this result we must show 
where e is independent of f, that is depends only upon a:, c, M ; the source term p, 
the boundary data g, and the region n. 
Now 
V · [fV¢(f)] = p , ¢(f) = g on an 
and 
V·[(f+of)V¢(f+of) = p , ¢(f+of) = g on an . 
Subtracting gives 
V·{(f+Of)V(¢(f+6f)- ¢(f)]}=- V·[ofV¢(f)] 
and 
¢(f+ Of)- ¢(f) = 0 on an. 
LEMMA 3.1 gives 
ll¢(f+ of) - ¢(f)!~ a:~ KI!V · [ ofV ¢(f)] I~ a . 
' ' 
K depends only upon a:,c,M and the diameter of n. 
From THEOREM 2.1 
So that 
ll¢(f+ of)- ¢(f)ll2 a:~ ellofl!l a ' 
' ' 
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where 
is independent off as required. 0 
The direct method of proof in THEOREM 3.2 did not require the use of the 
implicit function theorem in contrast to that for continuity /Frechet differentiability 
in THEOREM 3.1. We note (ii) could also have been arrived at via the mean value 
theorem for operators THEOREM 1.2 and the Frechet differentiability result with 
e = sup II¢' (f) II 
fcX1 
The Lipschitz continuity result (THEOREM 3.2 (ii)) gives a bound on the 
change in the direct problem solution, ¢, that results from a change in the 
coefficient, f. This is complimentary to a result from Richter [1986a] applicable 
to weak solutions - see also the Appendix. 
So in summary the map f -+ ¢(f) into c2•a:(D) is continuous (and Frechet 
differentiable) for f <: C1'a:(D) and f > 0. To obtain boundedness of the map the 
constraint f ~ c > 0 must be imposed on the domain. Finally to obtain Lipschitz 
continuity, f must also belong to the bounded subset, 11£111 a:~ M. 
' 
3.5.3 Compactness 
In this subsection we use the result for the boundedness of¢(£) just derived 
to prove compactness of T(f). The approach suggested in § 1.5.5 is used, with the 
measurements belonging to a suitably chosen function space. 
In the following theorem, Z may be either L2(D) or C0(D). 
TIIEOREM33 
1 a:-The operators T(f) : X1 -+ Z and T' (f) : C ' (D) -+ Z with f E Xo , are 
compact. 
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Proof The operators T(f) : X1 __, d•a(O) and T/ (f) : C1•a(O) __, cf.a(O) 
are bounded from THEOREMS 3.2 and 3.1 respectively. As the imbedding 
d•a(O) __, Z is compact, the result follows as the composition of a compact 
operator and a bounded operator is compact from THEOREM 1.3 (i). 0 
The inverse of a compact operator is unbounded ~ see THEOREM 1.3 (ii). 
The solution of the fully nonlinear inverse problem (or its linearization) is then on 
an ill-posed problem, with Z specified as above. In particular the inverse problem 
will be unstable for point measurements of ¢ (from setting Z = C0(0)) or 
distributed measurements with Z = L2(fl). 
We note also that as Chavent proved Fnkhet differentiability for weak 
solutions from {fcL 00(0) , f > 0} into H1(fl), it follows for such solutions the 
Frechet derivative of the map is also compact into L2(fl). We expected such a 
result as from §3.1 the solution of the inverse problem (in the L 00 norm) depends 
upon the second derivatives of the measured potential. 
So in order to guarantee the existence of a solution to the inverse problem, 
in the next subsection we apply regularization techniques to the problem. 
However no actual results for the regularized problem are proven. 
3.5.4 Regularization 
In the last section we presented some numerical results from the use of the 
S.V.D. regularization method. However with that approach it is difficult to prove 
theoretical results, so the application of the Tikhonov selection method (outlined 
in § 1.3.2) is investigated. 
Consider point measurements of ¢ at { ~i}, i = { 1, ... ,M}. The operator 
equation to be solved is 
(3.41) 
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From THEOREM 3.3 this operator is compact. Its solution is therefore unstable 
and may not even exist. We shall make use of the classical regularity theory from 
Courant and Hilbert and the Frechet differentiability result just derived. 
To regularize the inverse problem the solution is restricted to lie within a 
suitable compact set- see §1.5.5. Consider the following problem 
M 
minimize lfT(f)IF =. z:: [4J(f;~i)- (l)(~i)J 2 
t= 1 
1 a:-
subject toft X2 , where Xz is a compact subset of C' (D). 
One possible choice for X2 is 
(3.42) 
The constants (J (with (J > a:), c and Mare given a priori, and the compactness of 
the imbedding follows from the compactness of the imbedding 
C1•(J(D) --. C1•o:(D), with (J > a: (Adams [1975] p.11). For numerical purposes it 
may be preferable to use a Hilbert space, however the order of the Sobolev space 
to be used will be quite high for this problem (H2 in one dimension (for o:<t) and 
of higher order in two or three dimensions - see Adams [1975] p.98). 
We then have the following result. 
THEOREM3.4 
There exists a solution to the minimization problem (3.42). 
Proof From THEOREM 3.1 the Frechet differentiability of the operator 
equation (3.41) follows- this implies continuity also. The problem is then one of 
minimizing a continuous functional over a compact set for which there exists a 
solution (THEOREM 1.4). 0 
91 
We do not prove the continuous dependence of such solutions upon the 
measurement data, however a convergence result analogous to that of Colton and 
Kress [1983] p.238 could be proven (see §1.3.2). 
The Miller-Tikhonov regularization technique has been applied to the 
inverse problem for their parabolic (time-varying) form of this equation by 
Kravaris and Seinfeld [1985] (see also Lee and Seinfeld [1987]). This inverse 
problem is an interior measurement problem and point measurements are utilized. 
Strong regularity theory is used (rather than our classical regularity theory) 
- 1 a-
requiring only f c C1(D) rather than f c C ' (D). Some numerical results are 
presented for the reconstruction of a one-dimensional coefficient belong to a 
compact set 
i.e. a Sobolev space is utilized. A theorem for continuous dependence of 
solutions of the regularized inverse problem upon measurement data (that is a 
stability result) is also proven. 
We note there is a strong regularity theory available for our elliptic 
equation as well- see Gilbarg and Trudinger [1983]. This requires f c C1(!1) and 
gives existence, uniqueness and regularity for¢ c H2(!1). 
The regularization of such problems with Tikhonov's method is also 
discussed in Dietrich et a.l. [1988]. 
Andersson and Dietrich [1987] investigated an alternative approach for the 
regularization of the inverse problem of this chapter. This utilized the linear 
functional strategy and is based upon the weak form of the partial differential 
equation. 
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3.6 BOUNDARY MEASUREMENTS 
The Frechet differentiability result of THEOREM 3.1 may readily be 
extended to the case where fgt , the normal flux (current) is measured on the 
boundary - with the Dirichlet boundary data being specified. 
We set 
with 
¢(f) = g , x c- on 
TIIEOREM35 
The map e: X0 ---+ C1•a:(80) is Fnkhet differentiable with 
' .8d>'(f)sl 8~(£)1 e (f)s = f~ on + s c n 80 
where ¢' (f)s is given by (3.40). 
Proof From THEOREM 3.1 ¢(f) is Fnkhet differentiable with the derivative 
(3.40). The differentiability of e(f) with the above derivative follows using the 
chain rule - see COROLLARY 1.1. 0 
This result allows for either point measurements of rgt I 8n or 
measurements in L2( 8D). 
For this boundary measurement inverse problem the boundary data are 
usually chosen from a complete set. The normal flux, rgt , may alternatively be 
specified as boundary data, with¢ being measured on 8fl. 
However the Newton-Kantorovich method, for the determination of f, 
resulting from THEOREM 3.5 again requires the calculation of Green functions -
see also Connolly [1985] and Connolly et al. (1985]. A more computationally 
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efficient scheme for this problem is outlined in Connolly and Wall [1988] ~ which 
forms the Appendix. This paper also addresses questions such as uniqueness and 
stability for the boundary measurement inverse problem. 
3.6.1 Additional References 
We give here some additional recent references to work on the boundary 
measurement inverse problem (supplementing those in the Appendix). 
Kohn and Vogelius [1987] investigate the relaxation of a variational method 
for the inverse problem. This suggests another iterative method for the solution of 
the inverse problem. They also conjecture the uniqueness of the solution of the 
inverse problem for arbitrarily smooth conductivities. 
Friedman and Gustafsson [1987] consider reconstructing a conductivity of 
the form 
f = 1 + kv 
'\D 
where XD is a characteristic function forD, an unknown subdomain. That is the 
shape of a conductivity anomaly is to be determined. They prove stability for the 
solution of the inverse problem with a suitable class of objects. We would expect 
that our methods for determining the shape of a scattering obstacle given in 
Chapter Four would be applicable here too. 
Sylvester and Uhlmann [1988], for the original boundary measurement 
problem, establish the continuous dependence of the boundary values of the 
conductivity upon the potential to current maps. We note that this does not 
imply the continuous dependence of the solution of the inverse problem in the 
interior of the region. They also give a new proof of the theorem of Kohn and 
Vogelius [1984]. 
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Continuous dependence is however proven for a regularized version of th~ 
inverse problem by Alessandrini [1988]. A constraint is placed upon llfiiH4(fO: 
(when n = 3) and a lower bound on f is also required. The continuity obtained is: 
of logarithmic type, which we note is typical for problems with exponentially 
decaying singular values (see Betero et al. [1979]). 
Finally Ramm [1988] proves uniqueness for solutions of this inverse 
problem for f c W1•00 (D). To obtain this result the completeness of products of 
solutions of the p.d.e. is utilized. 
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CHAPTER FOUR 
INVERSE BOUNDARY SCATfERING 
4.1 INTRODUCTION 
Scattering theory is concerned with solutions of the wave equation in 
exterior domains. This describes such phenomena as the scattering of acoustic 
and electromagnetic waves and also quantum mechanical scattering. 
frequency domain an equation describing this is the Helmholtz equation. 
In the 
Inverse problems of considerable interest arise from the scattering of waves 
by an impenetrable obstacle. (Scattering by a refractive index for a penetrable 
object will be considered in Chapters Five and Six). The direct version is as 
follows. Suppose n c !Rn, n = 2,3, is a bounded smooth domain. Given an 
incident field u\~) (which may have arisen from a time harmonic plane wave or a 
source distribution) determine 
such that 
and 
flu + k2u = 0 in !Rn\n 
Bu = 0 on on 
1-n 
fJus -ikusNo(!xl) , as x ----> oo 
o!~l -
(4.1) 
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B is a boundary operator and Bu = 0 represents either 
(i) u = 0 on fJD, a Dirichlet boundary condition. 
(ii) ~ = 0 on fJD, a Neumann boundary condition, or 
(iii) ~ + /\ u = 0 on on, an impedance boundary condition, 
where /\ = /\(~) may vary along fJD. 
The last condition of ( 4.1) is a radiation condition on the scattered field. 
The scattered field has the following asymptotic behaviour 
S eik I~ I x (n 1)/2 ( ) F( I x-_1 ,k) + 0( I x_l- - ) 
u ~ = I~ I (n-1)/2 
where F(~,k) is the farfield radiation pattern. 
We shall consider two particular inverse problems for this scattering 
problem. Firstly, the boundary determination problem is examined. Here given 
knowledge of either the field on some surface exterior to D or the farfield pattern, 
F(~,k), we wish to reconstruct the scattering boundary fJD. The other problem 
considered in §4.6 is the determination of a spatially varying impedance /\(~) on a 
given boundary, from knowledge of the farfield pattern. For reviews of these 
inverse problems the reader is referred to Sleeman [1982], Colton [1984] and 
Colton and Kress [1983]. 
We first outline previous theoretical and computational results available for 
the boundary determination problem. Then a result due to Angel et al. [1982] for 
the continuous dependence of farfield measurements upon the boundary is 
extended. We relax their requirement for the solution to belong to a compact set. 
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Unlike these authors we also use the implicit function theorem to obtain the 
continuous dependence result. This places this particular problem in the same 
class as the other problems of this thesis and illustrates the versatility of the 
approach. 
We shall also compare various methods of computing the Frechet 
derivative. In §4.4 we outline an approach via the null-field method which gives 
particularly straightforward equations to solve. 
Finally for this problem in §4.5 we derive the partial differential equation 
satisfied by the Frechet differential. An explicit expression for the Frechet 
derivative is given and the relationship of this with the Hadamard variation is 
outlined. 
In the last section of this chapter the impedance determination problem is 
considered. The continuous dependence of farfield measurements upon the 
impedance is established using the implicit function theorem. Frechet 
differentiability of the map is also obtained. 
In this introductory section we have not considered in very much depth the 
theory available for the direct problem. Particular methods of solution for this 
direct scattering problem will be outlined later before applying them to the 
solution of the corresponding inverse problem. Boundary integral equation 
methods for (4.1) are considered in detail in Colton and Kress [1983]. 
4.2 THE INVERSE PROBLEM 
In this section we shall review what results are available for (i) the 
uniqueness of the boundary determination inverse problem, (ii) continuous 
dependence of the measurements upon the boundary, (iii) the stabilization of the 
inverse problem and, finally, (iv) the reconstruction of the boundary using 
iterative methods. We will consider in more detail some of these questions in 
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following sections. 
4.2.1 Uniqueness 
The basic uniqueness result for this inverse problem is due to Schiffer. 
This states the scattering obstacle is uniquely determined by a knowledge of the 
farfield pattern F. As F is analytic in both ~ and k, this may be reduced to 
knowing F for ~ on some surface patch of the unit sphere and k on any interval of 
the positive real axis. The proof of Schiffer's theorem makes use of the 
properties of the eigenvalues and eigenfunctions of the Laplacian. However, it is 
nonconstructive and so of limited help in actually finding D. 
We note that Colton and Sleeman [1983] have reduced the requirement for 
uniqueness to knowing the farfield pattern for a fixed value of the wavenumber 
and a finite number of different incident fields. Jones [1985] gives a proof of 
uniqueness applicable with a single incident field. For the details of Schiffer's 
result, see Lax and Phillips [1967] or Colton and Kress [1983] for example. This 
uniqueness result is extended to the elastodynamic case in Wall [1988b ]. 
4.2.2 Continuous Dependence 
Operator methods may also be applied to the solution of this particular 
inverse problem. The nonlinear operator equation formulation is 
u[8D]-U=O,x~:M (4.2) 
where u is the direct problem solution and U the measurements available on a 
closed surface M exterior to and enclosing D. If instead farfield measurements 
are available, then the inverse problem may be expressed by an equation 
analogous to ( 4.2). 
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To solve this operator equation using iterative methods, its properties need 
to be investigated. In particular the continuous dependence of the field or 
farfield upon the scattering boundary must be established. 
For the two-dimensional problem Colton and Kirsch [1981a] showed that if 
the boundary of the scattering obstacle is restricted to lie in a compact family of 
continuously differentiable curves, then the farfield depends continuously upon the 
boundary. Conformal mapping techniques are used in the proof of the result. 
The direct scattering problem is reformulated as an integral equation involving the 
conformal mapping taking the exterior of the disk onto the exterior of rt. Having 
established the continuous dependence of the direct problem they then express the 
inverse problem as a minimization problem. The existence and stability of 
solutions of this problem is then proven. 
Conformal mapping techniques are not available in IR3. So to prove the 
corresponding result in three dimensions, Angell et al. [1982] reformulate the 
exterior Helmholtz boundary value problem in terms of an equivalent boundary 
integral equation. 
There is a difficulty associated with the use of boundary integral equation 
methods for exterior boundary value problems. Even though the exterior 
boundary value problems for the Helmholtz equation are uniquely solvable for all 
wave numbers k with Im k ~ 0, the corresponding boundary integral equations fail 
to have unique solutions at eigenvalues of the adjoint interior problem, e.g. for 
second kind integral equations non-uniqueness results for the exterior Dirichlet 
problem at eigenvalues of the interior Neumann problem. 
This difficulty is particularly significant in solving the inverse problem, as 
the location of the eigenvalues depends upon the shape of the boundary which is 
unknown. Thus a formulation of the boundary integral equations must be used 
which is uniquely solvable for all values of the wave number k, Im k ~ 0. Angell 
et al. use a technique with this uniqueness property in proving their results. It is 
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assumed that the unknown scattering obstacle is strictly starlike with respect to th~ 
origin, i.e. m can be parameterized in the form 
~ = f(~)~ 
where f is a smooth function defined on the unit sphere. (Such an assumption 
I 
' 
was not necessary in the two dimensional results of Colton and Kirsch). They 
then show that if the function f belongs to a compact subset of the Holdei 
continuously differentiable functions, C1'a, then the farfield depends continuously 
upon the boundary. A stability result for the solution of the inverse problem is. 
also proven in the paper for functions belonging to the compact subset. 
As the imbedding C1·B ____. C1'a , f3 > o: is compact, a suitable candidate for: 
the compact set is a bounded subset of C1•0 , f3 > o:. For numerical purposes the; 
use of a Hilbert space would be preferable, with a bounded subset of a Sobolevl1 
space, Hm, being chosen for the compact set. The value of m required to make, 
the imbedding Hm ____. C1'a compact depends upon the dimension of the function f. 
These continuity results are all proven in a direct manner without appealing 
to the implicit function theorem. Moreover, they find that the maps are in fact 
Holder continuous. The proofs have similarities with that of Weston [1979] who 
proves Lipshitz continuity for the refractive index scattering problem. Weston 
also requires the unknown function to belong to a compact set. 
This three dimensional theory is extended to the inverse transmission 
problem in Angell et al. [1987]. 
In the next section we investigate the application of the implicit function 
theorem to the three dimensional problem. We obtain continuous dependence 
results without the need to restrict the boundary to a compact set. 
We note all this theory requires the surface to be continuously 
differentiable. There are difficulties presented by the scattering of waves by 
domains with corners - for example the loss of compactness of the associated 
integral operators (Colton and Kress [1983] p.31). In addition, an edge condition 
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must be imposed on the solution~ see Jones [1986] for example. 
To prove such continuous dependence results, as well as having an integral 
equation formulation which is uniquely solvable for all wave numbers, the integral 
equation must have a bounded inverse. This requirement is analogous to that of 
{y-1 being bounded in the implicit function theorem (see §1.5.3). 
To date the integral equations utilized to obtain these results have been of 
the second kind, which for smooth enough boundaries have the desired property 
of boundedness of their inverse. For the two-dimensional problem Colton and 
Kirsch [1981a] used conformal mapping techniques to transform the inverse 
problem into a scattering problem with spatially varying refractive index on the 
exterior of a ball. An integral equation of the second kind was then obtained in a 
similar manner to Chapter Five. For the three dimensional problem, Angell et al. 
[1982] utilized a boundary integral equation of the second kind. 
However, the alternative first kind boundary integral equation formulations 
have been shown to have bounded inverses (see Stephan [1987] and Wall [1988d]). 
This is provided suitable functions spaces are chosen for the data and solution -
otherwise the integral operators may be compact. 
4.2.3 Construction of Solutions 
The first reconstructions for this problem using an iterative method were 
performed by Roger [1981]. The Newton-Kantorovich method is used to 
compute the shape of perfectly conducting cylinders. An integral equation of the 
first kind was used to solve the direct problem. The same author has also applied 
the technique to diffraction gratings - see Roger and Maystre [1979, 1980]. The 
regularization procedure employed essentially required constraints on the first 
derivative of the solution- that is, in the space H1[0,21r]. 
There are some reconstructions of a sound-soft obstacle in two-dimensions 
in Colton [1984] - these are due to Kirsch. Measurements of the total scattering 
102 
cross section are used giving a comparatively simple expression for the Frechet 
derivative from a variational principle due to Garabedian [1955]. The 
regularization theory outlined earlier is utilized with constraints 
a ~ 1 f( B) 1 ~ b and 1 f/1 cO) I < c 
being imposed on the starlike boundary for stability. Such a constraint arises as 
the imbedding H 2[0, 27r] --4 Ci>et[O, 27r] is compact (for a: < t) for one dimensional 
functions. 
Newton's method combined with the so-called null-field method for the 
direct problem has been examined in Wall et al. [1984] for an impenetrable 
obstacle. They obtain some preliminary numerical results when the boundary fJD 
is characterized by a small number of parameters. The null-field method results 
in a generalized moment problem to solve the direct problem rather than a 
conventional integral equation. It has a unique solution for all frequencies [ 
(Colton and Kress [1983]) - with no difficulties at interior eigenvalues. As was 
noted earlier, this makes it particularly suitable for attacking the inverse problem 
where the boundary (and hence the interior eigenvalues) are unknown. We shall 
consider in more detail the derivative of the Frechet derivative for the 
Newton-Kantorovich method via the null-field method in §4.4. 
Kristensson and Vogel [1986] reconstruct some profiles in two dimensions 
using Newton's method and the null-field method. The Jacobian elements 
(Frechet derivative) are computed by finite differences. We note the approach 
outlined by Wall et al. [1984] and is more computationally efficient as the Jacobian 
elements are actually computed in the direct problem solution. 
Kristensson and Vogel use regularization methods and essentially add a 
constraint on the H 1 norm of the solution. This is weaker than the theory and 
numerical results in Colton [1984] which use a constraint on the H 2 norm of the 
103 
solution. Quite reasonable results are obtained in the presence of measurement 
noise. The dimension of the approximating subspaces, N (i.e. the number of basis 
functions used for the solution) is large enough so that the stabilization is due to 
the inversion method and not the size of N. Roger [1981] also only required a 
constraint on the H1 norm of the solution. 
Colton and Monk [1985, 1986] present an alternative method for solving 
the inverse problem - though still based upon nonlinear optimization. This 
method is developed in the first paper for the case where the farfield is known for 
an interval of frequency values. This is extended in the second paper to when the 
farfield is known at only one frequency. 
They use the theory of Herglotz wave functions to obtain a minimization 
problem having a very simple Fnkhet derivative. The approach avoids the use of 
integral equations. To minimize the functional, optimization methods must still 
be used. Some numerical results with a quasi-Newton method are presented. 
The approach is applicable to both scattering by both hard and soft 
obstacles. The authors are of the opinion their scheme provides an efficient and 
practical method for the inverse scattering problem. However, the authors note a 
disadvantage of their method is the need to know both the amplitude and phase. 
When the phase is unknown and only the amplitude is measured, we must solve 
the conventional operator equation ( 4.2) - that is, find an obstacle such that the 
corresponding farfield data best fits the measured data (see §6.2.3). 
We also note that this approach was applied to an inverse transmission 
problem in Colton and Monk [1987]. It was utilized to determine the boundary 
of a penetrable obstacle with constant refractive index. 
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4.2.4 Vector Problems 
There is also interest in solving inverse boundary scattering problems fori 
I 
linear elasticity and vector Helmholtz equations. Uniquely solvable boundary~ 
integral equations have been devised for the direct problems - see Colton and 
Kress [1983] for the vector Helmholtz equation and Jones [1984b] for the linear 
elasticity equation. Existence is proven for the equations in Colton and Kress 
using Fredholm theory. The integral operators involved have strong singularities 
but are transformed into compact operators. 
Little has been done on the inverse boundary scattering problems for these 
two equations. However, Colton and Kress [1983] do prove uniqueness results for 
determining either the boundary or an impedance boundary condition on it for the 
vector Helmholtz equation. Uniqueness for elastodynarnic inverse boundary 
scattering is proven in Wall [1988b]. 
4.3 IMPLICIT FUNCI'ION THEOREM 
We shall prove a continuous dependence result for the boundary to farfield 
map. A boundary integral formulation of the problem is used to show the map is 
continuous for a Holder continuously differentiable and starlike boundary. We. 
make use of the work of Angell, Colton and Kirsch [1982]. However, our 
approach differs in several respects - both in the final result and the method of 1 
proof for which we utilize the implicit function theorem. We also examine the 
Frechet derivative of the boundary to field map that is obtained. 
4.2.1 BoundanJ Integral Equation 
Let r o = { ~ E liP : I~ I = 1} denote the surface of the unit ball in IR3 and let 
Cho.(ro) denote the space of Holder continuously differentiable functions. We 
will assume the scatterer is starlike and is described by 
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f(f) = {~ [ [R3 : ~ f(x)x , X = x/ I X I} 
- ... ... - -
where f : r 0 ........ fR3 belongs to C1'a(r 0). The function f will be required to belong 
to the subset 
Xo = {f e C1'a(ro): Wll < M, f(x) < a, x e: fo} 
ha - -
A surface described by such a function contains a ball, B a' of radius a. 
The direct scattering problem is then for each f t X0 solve 
u(~) = ui(~) + us(~) 
6u(~) + k2u(~) = 0 , ~outside f(f) 
u(~) = 0 , ~ e: f(f) 
and u\~) satisfies the radiation condition. 
(4.3) 
We shall show that the map from f t Xo to the farfield F(f) is continuous. 
We shall make use of some intermediate results due to Angell, Colton and Kirsch 
[1982] who prove the same result, but for a compact subset of Xo, using a different 
method. We shall make use of the implicit function theorem and need only 
boundedness of the subset and not a compactness assumption. 
We require a uniquely solvable boundary integral equation formulation. 
Uke Angell et al [1982] we use a technique due to Ursell [1973] and look for a 
solution us in the form of a double layer potential density 1/J. 
us(~) = I [a~ G(~, y)] 1/J(y)dy ' ~ t [R3 • 
f(f) y 
Here a~y denotes differentiation in the direction of the unit normal to the surface 
f(f) at the point y e: f(f) pointing into the exterior of f(f). G is the Helmholtz 
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Green's function for the exterior of the ball Ba, satisfying a dissipative boundal)j 
condition on oBa. This Green's function can be written in the form 
ikjx-yl G(~,y) = - e - + G1(~,y) 
21r1 ~-y I 
where G1 is a continuous wave function. 
The unknown density ¢ satisfies the Fredholm integral equation of the 
second kind on f(f) 
'1/J(JI:)- J [ -:-G(~,y) J '1/'(y)dy + u\~) = o, "'!: c r(t). (4.4) 
r(t) Y 
This integral equation is uniquely solvable for all values of k, Im k ~ 0 provided 
the exterior boundary value problem itself has a unique solution (Ursell [1973]). 
We wish to study the map f --+ F(f) from the boundary to the farfield. To 
do this we must first examine the map f --+ ¢ from Xo into coer o)· 
Consider the following integral equation obtained by means of the change 
of variables "'!: = f(g)g 
where J f is the Jacobian of the transformation. 
. 
Introducing the functions IP(g) = ¢(£(g)g), v r(g) = - u1(f(g)g), and 
this may be written as 
or 
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(;?(~) + J ai~,y) p{Y)dy = v ~~) , ~ c r 0 
ro 
Each choice of f f Xo yields a unique function (f?(f;~) which is a solution of this 
equation. 
4.3.2 Continuous Dependence 
The equation is now in the form ~(v, y(v)) = 0 and the implicit function 
theorem may be applied to show that the map f _, (;?(f) from Xo into CO(f 0) is 
continuous. 
First we need the following lemma on the properties of Af. 
LEMMA 4.1 For any 8 ~ t(l-a), there exists a constant Y such that 
Proof: See Angel et al.[1982], pp.Sl-52. 0 
Part (a) establishes the weakly singular nature of the kernels af' and (b) their 
continuous dependence upon f. 
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THEOREM4.2 
Assume that the map f - v f from Xo - coer o) is continuous. 
maps 
ei) f- tpef) from Xo- coer o) 
and eii) f -+ Fe f) from Xo _, coer 0) 
are continuous. 
ei) 
Then t 
I 
cpe~) + I ar(~,y) cpey) dy - v r(~), ~ c r 0 . 
ro 
Then e : X0 ® coer 0) -> CO(r 0) . 
We shall check the conditions of the implicit function theorem (THEOREM 1.1). 
1. e is continuous. 
We have 
oe = ecr + of, £P + ocp) - ecf,tp) 
= cp(~) + ocpe~) + Iaf+or<~~y)[cp(y) + ocpey)] dy- vf+6f(~) 
ro 
[ cp(~) + I af(~,y) rp(y) dy - v r(~)] 
ro 
= 6cp(~) + I [af+ 6f(~,y)- af(~,y)] [cp(y) + orp(y)]dy 
ro 
+ I af(~,y) 8cp(~)dy + vf(;)- vf+ ol~) . 
ro 
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This gives 
Ia~(~) I ~ io<p(~) I + ll'P + a<pll00 J I af + 8r(~,y) - ar(~,y) I dy 
ro 
+ ll8<f'll00 J lar(~.y)l dy-+ lvf+al~)- vi~) I 
ro 
So 118~1100 ~ II6'PII00 + a{ll'PII00 + ll6<f'll00) llafll~,a: 
+ Pllo'PII00 + llvr+ or- vrlloo 
As ll6fllbCt- 0 ' llvr+ Of- vrlloo - 0 so that 
!loell00 - o as ll5fllha, 118<f'll00 - o 
i.e. e is continuous in f and <p. 
2. e<p(f,<p) is continuous. 
Now 
This gives 
from 1. 
Thus e<p(f,<p) is continuous in f and <pas required. 
3. [e<p(f,)]-lis bounded. 
We have 
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Now Af : CO(r 0) ___, co(r 0) is compact (it is an operator with weak singularity) and 
a solution of the integral equation is unique. So from the Fredholm alternative 
theorem (I + Af)-1 is bounded. 
So all the conditions of the implicit function theorem are satisfied and the 
map f ___, cp(f) is continuous. 
(ii) We wish to show f ___, F(f) is continuous, 1.e. the farfield depends 
continuously upon the boundary. This follows from the result of (i) in a 
similar manner to Angell et al. [1982]. D 
So in summary, we have proven continuity of the map for 
f E C1'cv., llfll < M and f > a using the implicit function theorem. On the other 
hCV. 
hand, Angell et al. [1982] proved Holder continuity for a compact subset, X1, of 
this set. They did this by showing the operators (I + Af)-1, f E x1 were 
equibounded. 
So we can remove the compactness of the subset and still obtain continuity, 
however we may lose the HOlder nature of this continuity. 
In summary the problem was transformed from determining the boundary 
of a region on which a partial differential equation is defined, into determining a 
coefficient function in an integral equation. The problem was then in the form 
e(v,y(v)) = 0 and the implicit function theorem was applicable. The inverse 
boundary scattering problem then became of the same class as the other inverse 
problems we have considered. This also illustrates the versatility of the implicit 
function theorem for proving continuity of nonlinear operator equation 
formulations for inverse problems. 
4.3.3 The Frechet Derivative 
Having established the continuous dependence of the density and far-field 
upon the boundary we now examine the Frechet derivative. We note Angell et al. 
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[1982] do not consider the existence of this Fn§chet derivative. 
The function <p(f) satisfies 
<p(f) + Af<p(f) = v f . 
Differentiating with respect to f gives 
or 
We have already established the existence of [I·+ Af]-1 and shall now investigate 
the derivative of the kernel Af' in more detail. 
The quantity <p(f:x) satisfies the following integral equation 
i A A A 
= - u (f(x)x), ~ E fo 
We wish to obtain the equation satisfied by the Frechet differential <p' (f)s. 
Using the Taylor e:\1Jansion 
ec! + ~)- ecD = ~· V~(D for small~' 
we obtain the following linearizations. 
G((f+s)(~)~, (f+s)(y)y)- G(f(~)~, f(y)y) = ~·VxG(f(~)~, f(y)y)s(~) 
+ y · V YG(f(~)~,f(y)y)s(y) 
(4.6) 
and 
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i AA i -"'.A A i AA A 
u ((f+s)(x)x)- u (f(x)x) = x · V u (f(x)x)s(x) 
-- -- -X ---
So that differentiating ( 4.6) with respect to f gives 
+ J lJ~y [~·VxG(f(~)~,f(y)y) s(~)J <p(f;y) Jr(y)dy 
ro 
+ J 0 [ y · V YG(f(~)~, f(y)y) <p(f;y) Jr(y)s(y)dy 
ro 
- ~ · Vu\f(~)~) s(~) , x c r0 • 
Tak:ing the operations involving x outside the third integral gives 
from (4.6). 
Hence we may replace the second term in the right hand side of ( 4.7) by 
~ · V x<p(f;~) s(~) and drop the last term. This simplifies the equations slightly. 
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However, we still have the third term present. This contains two y derivatives on 
G and so contains a strong singularity. Thus unless this term can be eliminated it 
is not clear that A{ exists as it stands. For the implicit function theorem to give 
Fn.~chet differentiability as well as continuity ~~f,<p) must exist. However, it may 
well be possible to overcome this strong singularity using Fredholm operator 
theory and the symbol of the operator. 
It should be noted that Roger [1981] in deriving the Frechet derivative via a 
first kind integral equation formulation also obtained integral operators with 
strong singularities. Alternatively, if we use the null-field method to derive the 
Fn§chet derivative (see §4.4) then the equations obtained do not have such 
difficulties with singularities. Also as in a first kind integral formulation the 
Jacobian may be combined with the density, this simplifies things a little. In a 
second kind integral equation the density also appears outside the integral and so 
cannot be combined with the Jacobian. 
Due to the complicated nature of the Frechet derivative for this particular 
problem, several authors when performing some numerical reconstmctions, 
instead of knowlege of the farfield or its amplitude, utilize the total scattering 
cross section 
I A 2 A a( f) = I F(f;~) I d~ . 
fo 
(4.8) 
Here F(f;~) is the farfield pattern resulting from incident field u1 = exp(~ · ?) and 
boundary given by f. 
To compute the Frechet derivative they make use of the Hadamard 
variation given by Garabedian [1955J 
1 I au_(f;~) au+ (f;~) 00" = - Im on ~ on ds 
f(f) 
(4.9) 
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The quantity bn is a small shift along the inner normal to m. The functions u + 
and u are the solutions of the direct problem with u1 given by exp(ikx ·a) and 
- - -
exp(-ilq· 9) respectively. In this case we may obtain an explicit e?..JJression for the 
Fn§chet differential rather than an integral equation which it satisfies. 
We are not aware of a formal proof of Frechet differentiability even for 
O"(f), based upon this variational principle, in appropriate function spaces. It 
should however be possible to extend the result of Colton and Kirsch [1981a] for 
the continuity of the boundary to farfield map into a Frechet differentiability 
result. Conformal mapping techniques are used and the difficulty with a strongly 
singular integral operator resulting from the boundary integral formulation would 
be avoided. We note the result requires the solution to belong to a compact 
subset of continuously differentiable curves and also that the implicit function 
theorem is not utilized. 
In §4.5 we obtain the partial differential equation satisfied by the Frechet 
differential resulting from a starlike scatterer. An e?..JJlicit expression for the 
Frechet derivative is then obtained and also its relationship with the Hadamard 
variation of the field examined. The derivation is informal in nature and so we 
do not prove the existence of this Frechet derivative. 
4.4 NULL FIELD METHOD 
In this section we examine the solution of the inverse problem via the null 
field method (Bates and Wall [1977]) of solution for the direct scattering problem. 
We shall find that the equations obtained for the Newton-Kantorovich method are 
fairly straightforward compared with the e?..JJressions obtained for the Frechet 
derivative in the last section. Also much of the work necessary for solving them 
has been performed in the direct problem solution. 
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As was noted earlier, Wall et a!. [1985], Kristensson and Vogel [1986] and 
Murch, Tan and Wall [1988] have used the null field method combined with 
Newton's method to obtain solutions of the inverse boundary scattering problem. 
However, the derivations in the first and third papers are in finite dimensional 
spaces and the second paper uses differences to compute the derivatives. We 
shall obtain Newton's method in infinite dimensional space. 
The null field method is particularly suitable for solving the inverse 
problem as it has a unique solution for all frequencies. The null field method 
also holds much promise for solving the corresponding elastodynarnic inverse 
problem, where there are difficulties with singularities in the conventional 
boundary integral equation methods of solution. 
4.4.1 Direct Problem Solution 
We shall consider the solution of the direct problem in two dimensions with 
the null field method. The boundary 80 is required to be smooth and starlike -
and so can be represented by a single-valued function of the polar angle, r( 0). 
The incident wave can be written in the multipole expansion 
• 00 
u
1 
= L: an Jn(kr) exp(inO) , 
n=- oo 
where the {an} are known coefficients of the wave and J n denotes the Bessel 
function of order n. 
The null field equations of this direct scattering problem with Dirichlet 
boundary data are 
211" 
J f(O) Hn (l)(kr(O)) exp(inO)dO = an, n c 71. 
0 
(4.10) 
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where 
"' [ [1 dr 12] t f(O) ==I]-· Vu(~) 1 + r~ i x ~:on 
is the normalized source density. 
H (1) denotes the Hankel function of the first kind of order nand n is the' 
n - ' 
outward normal to an. The above equation is a moment problem and so can be; 
solved numerically by means of a basis function expansion 
Generally regularization techniques will be required in solving the moment 
problem. 
The asymptotic behaviour of the scattered field u5 as r --+ oo is 
us(~) = r -t exp(ikr) F( 0) + O(r-1) . 
F( B) is the scattering amplitude and is given by 
where 
00 
F( 0) = - ~ (i)n bn exp(imB) 
n=-oo 
211" 
bn = J f(B) Jn(kr(B)) exp(inB)dB, n t: 7l • 
0 
(4.11) 
As Jn = Re(Hn (1)) the appropriate quadratures for computing the bn have 
already been evaluated while solving the moment problem ( 4.10). 
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4.4.2 Newlon-Kantorovich Method 
We shall assume that the farfield (and hence the bn) is known. Our 
methods can easily be modified for the case where only the amplitude of the 
farfield is measured. 
The farfield and density are functionals of the boundary so that 
bn = bn(r(O)) and f(O) = f(r(O); 0) . 
The operator equation to be solved is 
(4.12) 
where the {bn} result from the measured values of the farfield. 
The Frechet derivative bn' (r) is computed from the direct problem 
formulation 
and 
2'1r 
bn(r) =I f(r;O) Jn(kr(B)) exp(inB)dO 
0 
2'1r 
an I f(r;O) Hn (l)ckr(O)) exp(inO)dO 
0 
Differentiating these equations with respect to r( 8) gives 
21r 
bn'(r)s =I [f'(r)sJn(kr(O) + kf(r(O)) j~ (kr(O))s(&)]einBdO 
0 
(4.13) 
(4.14) 
(4.15) 
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and 
27f 
0 =I [f/(r)sHn(1)(1a(O)) + kf(r(O))Hn(1)/(la(O)JeinOd0, 
0 
n f 71. • (4.16) 
Here f/ (r) is the Frechet derivative of the density. 
In the Newton-Kantorovich method the equation 
must be solved for the update s(k). This gives 
27f I [ f' c/k))s(k) Jn [ kr(k)c o) J + kf(/k)c 0)) 1 ~ 
0 
27f 
[kr(k)(B)] s(k)(B)]einBdO 
= j)n- bn[r(k)J (4.17) 
I [f' c/k))s(k) Hn (1) [k(r(k)(B)] + kf(/k)( 0)) Hn (1)' [ kr(k)( B)] /k)( B)] einBdB 
0 
= 0, n f 71. • (4.18) 
That is at each iteration a 2 x 2 system of moment problems must be solved for 
the quantities f' (r(k))s(k) and /k). We cannot see any way of eliminating the 
intermediate quantity f' c/k))s(k). 
The system of equations to be solved is clearly very similar in form to the 
direct problem itself. This means a lot of the work in evaluating integrals was 
performed in the direct problem solution. So it makes sense to implement the 
Newton-Kantorovich method in this manner rather than computing the derivatives 
by differences as Kristensson and Vogel [1986] do. In fact, Murch et al. [1988] 
utilized a finite dimensional analogue of equations (4.17) and (4.18) to obtain their 
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reconstructions. 
Due to the possibly ill-conditioned nature of the matrix equations obtained, 
regularization methods must be used to solve the inverse problem. From the 
similarity in form of the equations to those defining the direction problem, the 
same regularization scheme could be used for the inverse problem. 
However we would expect to use a much larger value of the regularization 
parameter in solving the inverse problem. This is because in the direct problem 
the right hand side of the equation, an, is known exactly, and the errors result 
from the numerical procedure. However in the inverse problem, the right hand 
side bn is subject to measurement noise. 
We note that when the boundary is a circle, and a Fourier series expansion 
is performed on f, the null field method reduces to a diagonal system of equations 
to solve for the Fourier coefficients and hence f. 
So in the case of the linearization of the operator equation about r( 0) = r0, 
a constant, (that is a circular boundary) we can then actually determine from 
( 4.18) an explicit expression for f' (r0)s in terms of s( 0). Substituting this into 
(4.17) gives a single moment problem to solve in this case. This may be of use in 
solving the problem when we know the boundary is a small perturbation on a 
circle or alternatively if the modified form of the Newton-Kantorovich method is 
utilized. 
Numerical results with the null field method combined with the 
Newton-Kantorovich method have been obtained by Wall et al. [1985], Kristensson 
and Vogel [1986] and Murch et al. [1988]. Wall et al. [1985] computed the radius 
of a circular cylinder from knowledge of the scattering cross-section. Kristensson 
and Vogel [1986] reconstructed a range of different objects (including non-convex 
ones) in both the cases where the phase of the scattered field is known and 
unknown. Regularization techniques were also incorporated. Murch et al. also 
reconstructed a non-convex object, with the computations being performed in an 
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efficient manner - the Frechet derivative was computed from the direct probleti 
solution. They considered the Neumann problem in addition to the Dirichl~ 
one. Kristensson and Vogel used finite differences to estimate the Frech~ 
derivative- requiring the use of a CRAY X-MP for the computations. 
4.5 THE FRECHET DERIVATIVE 
In this chapter we have so far examined methods of computing the Frechel 
derivative of the boundary to field map via several different formulations of th~, 
I 
direct problem. These include Fredholm boundary integral equations of th~ 
second kind and the null-field method. We now derive via variational method; 
I 
the partial differential equation satisfied by the Frechet differential. Thi~ 
I 
equation is found to be of the same form as the direct problem - so we can the:rJ
1 
use any direct problem formulation desired to compute this Frechet derivative. \ 
It is also possible to obtain an explicit formula for the Frechet derivativd 
I 
from the equation it satisfies using an appropriate Green's function. Throughou~ 
this section the scatterer is assumed to be starlike. 
4.5.1 Variational Approach 
Let nf+of be obtained from nf by a small shift (inwards or outwards) of(()), 
in the radial direction in 11{2 or IR3. Let u + b'u be the resulting solution of the! 
Helmholtz equation, so that ou is the change in the solution due to a change of in 
the boundary. 
Now 
,6.(u + 8u) + k2(u + ou) = 0 in IRn\flf+ of 
and u + b'u - ui satisfies the radiation condition. 
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If of is small enough then u + ou satisfies the Helmholtz equation in the exterior 
of Of as welL So 
But 
u + k2u = 0 in IRn\nf 
and u- u1 satisfies the radiation condition. 
This gives 
6bu + k2bu = 0 in IRn\Of 
and ou satisfies the radiation condition. 
It just remains to find the boundary condition satisfied by ou on on. We 
have 
u(f( B), B) = 0 , 0 c [0,27i] . 
So that 
(u+ou)(f+of(B),B) = o . 
Now (u+ou)(f(O) + Of(O),B) (u+ou)(f(B),B) + of<u+ou)(f(B),B)Of 
+ second order term in of 
from Taylor's theorem. 
Combining the two equations gives 
up to second order terms in of. As u 1 0 = o and 8u is first order in of (due to the f 
122 
continuity of the map f ---7 u) we obtain 
up to second order terms. 
It follows the Frechet differential, of the field, u' (f)s is the solution of 
lm' (f)s + k2u' (f)s = 0 m IRn\nf 
U' (f)s = --Jfu(f) On onf 
and u' (f)s satisfies the radiation condition. 
(4.19) 
This derivation is somewhat intuitive. However we have also obtained the 
same equation with the use of separated variable solutions. 
Now consider the more general situation in IR2 or IR3 where the starlike 
scatterer is described by ~ = f(~)~ (see §8.3). Then the boundary condition 
satisfied by the Frechet differential can be written 
u' (f)s = - ~ · V xu(f(~)~) s(~) , ~ c r 0 (4.20) 
This again follows from a Taylor expansion. 
From the partial differential equation satisfied by the Frechet differential it 
is possible to get an explicit expression for this derivative. We require the Green 
function G(f;~,y) to satisfy a Dirichlet boundary condition on on£ i.e. on given by r 
= f( B). That is 
6G(f;~,y) + k2G(f;~,y) = b(y-~) 
G(f;~,y) = o, y c on£ 
and G(f;~,y) satisfies the radiation condition. 
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Then from the integral representation of the solution (Colton and Kress 
[1983] p.206) and the boundary condition ( 4.20) 
u' (f)s = -I ~ (f;'!,f(y)y) [ y · V yu(f;f(y)y) J J f(y) s(y) dy , 
ro Y 
Here Jf is the Jacobian of the transformation. 
So assuming we measure the solution on some surface M outside n (denote 
these by U(x)) then the Newton-Kantorovich method is as follows : 
where gCk) solves 
-I 8G (f(k); '!' .fk}cy)y) [ y . V yu(f(l<);f(k)(y)Y) J s(k\y) dy 
ro 
= U(x) - u(.fk);x) , x ~: M . 
- - -
(4.22) 
This approach would require the additional computation of the Green's 
function at each iteration. Depending on the particular problem it may still be 
computationally preferable to use the expression for the Frechet derivative 
obtained from the direct problem formulation. The expression is then implicitly 
defined rather than given by an explicit formula as in ( 4.21). Also the solution of 
a 2 x 2 system of operator equations for s(k) and an intermediate quantity (such as 
U' c.fk))s(k)) is required. However, as was seen with the null field method, the 
additional computation involved is not that much extra. 
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The explicit expression (4.21) would be very useful in determining either d 
small perturbation of the boundary from a circle or, if the modified form of thJ 
Newton-Kantorovich method was used, starting with a circular approximation td 
the boundary. Then the required Fr<lchet derivative could be determine~ 
analytically. Later we shall derive the Frechet derivative of the far field pattern! 
I 
This is found to be very simple and does not involve a Green's function. 
4.5.2 Hadamard Variation 
The Frechet derivative ( 4.21) is closely related to a quantity known as the 
Hadamard variation. Garabedian [1964] pp.558 studies this for the corresponding 
potential problem (k = 0). The Hadamard variation gives the change in the field 
due to shifting the boundary DD an infinitesimal distance on(s) along its inner 
normal n (where sis the arc length on DD). 
Then for the potential problem (k = 0) and the change in its Green's 
function, Garabedian obtains 
oG(9t) = J §~ (y,~) §~ (y,~') On ds (4.23) 
on 
We can derive such formulas using our variational approach. In this case 
we have a shift On in the normal direct, ~' rather than a shift of in the radial 
direction. Now 
u(x + on n) - u(x) 
- - -
Du 
= anon 
giVmg 
Du ou = -anon on DD (4.24) 
125 
and ou still satisfies the Helmholtz equation and radiation condition. This results 
in the variational formula 
8u(~) = -J cfnG(y;Y;;) ~(y) on ds 
an 
(4.25) 
An even simpler expression may be derived for the variation of the farfield. 
The behaviour of the scattered field at infinity in IR3 is given by 
(4.26) 
X 
where ~ = I~ I and F(~) is the far-field pattern. 
If us = g on an then from the integral representation of the scattered field 
and the asymptotic behaviour of the Green's function (see Colton and Kress 
[1983] p.207) 
Here u(~;y) is the field resulting from scattering of an incident plane wave 
exp(ik% · y) with u(~;y) = 0 on on. 
(4.27) 
It follows from (4.24) the Hadamard variation of the farfield is given by 
A similar expression holds for the Frechet derivative of the farfield. 
When the field results from the scattering of an incident plane wave 
e1.:p(iky · y) the formula for the Hadamard variation becomes 
bF(~,y) = -I ~u(-~;y) ~u(y;y) on ds . 
an 
(4.28) 
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Here F(~,y) is the far-field in the direction ~ resulting from the plane wave g1ve~' 
by the direction y. 
These expressions are relatively straightfmward to use as they only involve 
the field and no Green function. We note the similarity in form with th~ 
l 
Hadamard variation of the total scattering cross-section ( 4.9) and also the Frechet 
I 
derivative of the far-field resulting from refractive index scattering (see Chapten 
I 
Six). 
Several authors have used measurements of the total scattering, 
cross-section to perform reconstructions, because of the straightforward nature o~ 
' 
the formula for the Hadamard variation/Frechet derivative. However, we have~ 
here just a simple formula for the Frechet derivative of the farfield itself. The: 
i 
Newton-Kantorovich method can then easily be derived in a similar manner to! 
(4.22) when field measurements are used. 
4.5.3 A Linear Problem 
Suppose we wish to determine a boundary which is given by a small shift! 
i 
8n(s) on a lmown boundary n from farfield measurements. The problem is then 
linear and described by ( 4.28) with 8n unlmown. Assuming data is available for a 
number of different incident directions {y".} I':J _1 and observation angles {x.} ~ _1 J 1 - -1 1 -
this then gives a linear moment problem to solve for 8n(s) 
i=1, ... ,M; j=1, ... , N . (4.29) 
The solution of such a moment problem is an improperly posed problem. 
In order to apply regularization methods to its solution we may restrict the 
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solution to a compact set. A suitable choice is to require on to belong to 
(4.30) 
where E and M are fixed constants. 
Then by the Azela-Ascoli theorem V is compact in C( oft). The Tikhonov 
selection method could then be applied to regularize the problem. Under these 
conditions the Backus-Gilbert [1970] method (which Colton and Kirsch [1981a] 
suggest for the corresponding problem with measurements of the total scattering 
cross-section) is also applicable. 
It should be noted the constraints necessary to regularize this linearized 
inverse problem are not as strong as those required for the full nonlinear problem. 
This is typical for many inverse problems, where the linearized map is given by an 
integral operator but the nonlinear map is given implicitly by a partial differential 
equation, and so requiring more smoothness on the functions involved. 
4.6 IMPEDANCE PROBLEM 
In this section we consider the inverse problem of determining the surface 
impedance of an obstacle n of known shape, from a knowledge of the far-field 
pattern. 
The direct problem for the total field u in [R2 is 
6-u + k2u = 0 in [R2 \ n 
au o.n+ /\u 0 on an 
afu-us- iku5 N o(l~lrt, as 1~1 --) oo. 
(4.31) 
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The wave number k is positive and fixed, the impedance A(~) satisfies 
Im 1\ ~ 0, and the scattering obstacle D is bounded, connected and has q 
boundary fJD. 
The scattered field has the asymtotic behaviour 
Colton and Kress [1983] (Theorem 6.3) show that the impedance A(~) is: 
' 
uniquely determined by a knowledge of F for a fixed wave number k > 0. Thet 
! 
proof utilizes Holmgren's Uniqueness Theorem. 
This inverse problem is nonlinear - the farfield does not depend linearly: 
upon the impedance. However, Colton and Kirsch [1981b] use a Green function: 
to reduce this nonlinear problem to that of solving two linear moment problems 
where the kernel of the second depends upon the solution of the first. I 
This approach of Colton and Kirsch requires knowledge of both thel 
I 
amplitude and phase of the farfied at a number of angles from a single incidentl 
wave. Their method would not be applicable however if only the amplitude (and 
not the phase) was known, or if the measurements were taken in one direction at 
different frequencies etc. Then an iterative method of solution such as the 
Newton-Kantorovich method is required. This scheme is applicable with 
measurements of any functional on the field or farfield. 
4.6.1 Continuous Dependence 
We shall show that the farfield pattern depends continuously upon the 
impedance. The presentation has some things in common with that of Colton 
and Kirsch [1981b], who prove a similar continuity result. However, we make use 
of the implicit function theorem, as for the other problems of this thesis. In 
addition, the stronger result of Frechet differentiability is obtained. 
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The differential equation (4.31) is first formulated as an integral equation. 
We look for a solution us in the form 
u\~) = t J H0 (l) (k I~:- y I) ¢(y)ds(y) 
aD 
where H0 (l) denotes a Hankel function of the first kind and ¢ is a continuous 
density to be determined. 
The function ¢ then satisfies the following integral equation (see Colton 
and Kress [1983] p.98) 
or 
Here 
and 
-A(~)1J H0(1)(kl~-y!)¢(y)ds(y) = -2 [~(~) + ,\(~)ui(~)J 
aD 
(s¢)(~) = J H0(1)(kl~-yl)¢(y)ds(y) 
aD 
(4.32) 
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We shall assume that the wavenumber k is less than the first eigenvalue, Kol 
I 
of the interior Dirichlet problem for (4.31) in D. Then the integral equatio1 
( 4.32) is uniquely solvable. This restriction could be removed by considering aii 
integral equation formulation that is uniquely solvable for all wavenumbers. 
THEOREM42 
If \p f. CO( 8D), Im1\ ~ 0 and k < k0 then there exists a unique solution 
qnCO ( 80) of 
¢ - !R¢ - M~¢ = P . 
Moreover 
for some e. 
I 
Proof Uniqueness follows as the homogenous form of the equation has nontrivial' 
solutions if and only if the wavenumber k is an interior Dirichlet eigenvalue. 
Now from Colton and Kress [1983] p.40 !R and s are compact operators on 
C0(8D). The combination !R + 1\S is then compact. The existence and 
boundedness results then follow from the Fredholm alternative theorem. (See the 
following Chapter - THEOREM 5.1) 
or 
The farfield is given by 
F(B;k) = J ¢(y) exp[-ikr'cos(B-B')]ds(y) 
aD 
F =IF¢ 
where IF: C( 8D) ----+ C(0,27!) is compact. 
0 
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We then have the following continuous dependence result for the maps 
TIIEOREM43 
If k < k0 and Im ,\ ~ 0, then the maps 
(i) .A___. ¢>(.-\)from co( of!) - co( of!) and 
(ii) A ___. F(/\) from CO( of!) - C0(0,27r) 
are both Fnkhet differentiable. 
Proof (i) We shall apply the implicit function theorem (THEOREM 1.1) to 
(4.32). Set 
Then 
':co( on)® co(m)- co(o,2rr) . 
Checking the conditions of the implicit function theorem 
1. oe = e</\ + o,¢> + o¢>)- '(.-\,¢>) 
= o¢> - IRo¢> - o.-\s¢> - .\so¢> - o/\s8¢> - o.-\g2 
giving 
Now 118'11 - 0 as 118.-\ll , 118¢>1! - 0 
co(m) co(an) co(an) 
so e is continuous in ;\ and ¢>. 
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2. (p(\¢)t = t ~ IRt ~ ,\St 
This gives 
!1{,~.(-\+6;\, ¢+6¢)t ~{,~.(,\,¢)til 
'~-' 'fl CO( 00) 
= 116;\Stll 
~ ltsll 118"-ll lltll . 
Thus {¢(\¢)is continuous in). and ¢. 
Also 
This gives 
lie\(;\+ 6, ¢+ 6¢)s ~ e \ (;\,¢)sll ' 
t\ t\ cocan) 
= llss6¢11 
~ ltsll 116¢11 llsll . 
Hence (\(~\,¢)is also continuous in A and ¢. 
3. [{¢(;\,¢)]-1 is bounded from THEOREM 4.2. 
The conditions of the implicit function theorem are satisfied and so the map 
1\ - ¢(~\) is Frechet differentiable. 
(ii) IF: C( 3rt)--. C(0,27r) is linear and bounded so that the map 
,.\ - F(~\) is also Frechet differentiable. o 
The resulting continuity of the map 1\ - F(;\) may be used to apply 
regularization techniques to the inverse problem - see Colton and Kirsch [1981b ]. 
They reformulate the problem as a minimization over a compact set resulting from 
suitable constraints on A. In the other approach of Colton and Kirsh (where two 
linear moment problems are solved) an a priori bound is required on the gradient 
of the scattered field on on (the solution of their first moment problem). This is 
133 
in addition to the constraints on the impedance. 
4.6.2 Generalized Solutions 
We can also consider generalized solutions of this problem. Then we 
require only ;\ c L 00 ( m) and consider solutions of the integral equation 
¢ c L 2(!Xl). 
THEOREM4.4 
If/\ c L 00 (80), p c L 00 (80), Im ;\ 2 0 and k < k0 then there exists a unique 
solution ¢ c L2( 80) of 
¢- !Rrp- ,\St/J = p 
Moreover 
for some~. 
Proof As Colton and Kress [1983] note, the spectrum is the same as before giving 
uniqueness for k < k0• The existence and boundedness results then folow from 
the Fredholm alternative theorem and the compactness of fR and son L2( !Xl). o 
Colton and Kress [1983] examine such generalized solutions in the optimal 
control context where only weak continuity of the map /\ _, ¢(/\)is required. We 
however can again prove Frechet differentiability of the map using the implicit 
function theorem. 
THEOREM4.5 
If k < k0 and Im/\ 2 0, the map /\ _, ¢C\) from L 00(!Xl) _, L2(fJO) is 
Frechet differentiable. 
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Proof The steps are analogous to those of the proof of THEOREM 4.3.(i) excep) 
that the function spaces involved are suitably changed. Use is made of th~ 
regularity result of THEOREM 4.4. J 
I 
This result allows for the reconstruction of discontinuous impedances. 
4.6.3 The Frechet Derivative 
As with the boundary determination problem, there are various ways we, 
could compute the Frechet derivative for the Newton-Kantorovich method:. 
Firstly, it may be computed from the integral equation ( 4.32) which gives for the, 
Frechet differential of the density 
Alternatively the Frechet differential of the impedance to field map u(/\),1 
u/ (/\)s will satisfy the partial differential equation 
and 
~u/(/\)s + k2u/(/\)s = 0 m IIP\D 
fn-u/ (/\)s + /\u/ (/\)s = - u(/\)s on m 
a . 1 
OfiTu/(/\)s- iku/(/\)s N o(l~r2 ), as ~--+ oo 
For the more difficult problem where both the scattering boundary and the 
impedance are to be determined, clearly an iterative method of solution is also 
required. Then a combination of the techniques of this section and those of the 
rest of the chapter would be used to compute the Frechet derivative and solve the 
inverse problem. The uniqueness of such an inverse scattering problem is 
considered in Jones [1985] and Wall [1988b] for the corresponding elastodynamic 
case. 
13.5 
CHAPIER FIVE 
THE MODIFIED HELMHOL1Z EQUATION 
5.1 IN1RODUCTION 
In this chapter we are concerned with scattering by a penetrable object with 
spatially varying refractive index. In the frequency domain an equation describing 
this is the modified Helmholtz equation. The corresponding inverse problem is 
considered in the next chapter. This inverse problem is of particular interest for 
medical imaging by ultrasound. A closely related inverse problem is the 
reconstruction of a potential function in the Schrodinger equation for quantum 
mechanical scattering. Direct and inverse problems for boundary scattering were 
considered in the previous chapter. 
The direct refractive index scattering problem for time-harmonic waves, 
with time-dependence exrp(-iwt) and wave number k > 0 is 
and 
¢(x) = ¢\~) + ¢8(~) , ~ t !Rn, n = 2, 3 
1::1¢(~) + k2n2(~) ¢(~) = 0, ~ c !Rn 
1-n 3f;l -ik¢8 N o(l~l)2, as~ -too 
(5.1) 
Here '1/Ji is the incident field, '1/Js the scattered field and 'ljJ the total field. These 
quantities are complex-valued. The last condition of (5.1) is a radiation condition 
on the scattered field. The index of refraction n(~) is assumed to be real-valued 
and unity outside n, a region of compact support. 
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The incident field is produced by sources exterior to n, and therefore 
satisfies the nonhomogeneous equation 
where the source term £0 vanishes in n. For the case of plane wave incidence 
the source term f0 = 0 everywhere. 
In this chapter some of the properties of the equation (5.1) are outlined. 
Use shall be made of these later in solving the inverse problem of determining the 
refractive index from knowledge of the field. 
5.1.1 An Integral Representation 
First consider the case where the refractive index n = 1 on the whole of IT{3 
and a source term, f is present in the equation, that is 
V¢ + k2¢ = f . 
Then we have the following integral representation for solutions 
Here 
¢(;!;) = '1/Ji(~)- f G0(~,~')f(~')dV' 
[{3 
ikl x-x' I 
( ) e - -Go~,~' = 47rlx-x' I 
is the free-space Green function (which also satisfies the radiation condition). 
(5.2) 
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When the refractive index is spatially varying, that is 
then the integral representation becomes 
·1/J(>::) = 1f}(>::) - f G(n;>f:,>f:' )f(>::' )dV' . 
U~3 
(5.3) 
Here G(n;>f:,>f:') is the Green function associated with the refractive index, n and 
satisfies 
along with the radiation condition. 
The integral representation for the free-space problem is used in the next 
section to derive an equivalent integral formulation of the modified Helmholtz 
equation. The integral representation for a spatially varying refractive index is 
used in the next chapter on the inverse problem to derive the Frechet derivative of 
the refractive index to field map. 
5.1.2 Existence and Uniqueness 
An existence and uniqueness result for the equation (5.1) has been proven 
in Leis [1967] (see also Weston [1980]). This states if n(x) is real and continuous, 
with D a compact domain containing n, then there exists a unique solution to the 
direct scattering problem ¢tC2(D), provided that the incident wave ¢1 is 
continuous in D (i.e. all sources external to D). Use is made of the unique 
continuation principle (Leis [1986]). 
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Colton and Monk [1988] also considered an equivalent integral equatio 
formulation, obtaining existence and uniqueness for continuously differentiabl 
refractive index and field, 1/J c L2(D). Uniqueness was obtained using the uniqu 
continuation theorem from Mi.iller [1969] Chapter Six. Muller also prove 
existence and uniqueness for continuous solutions of Maxwell's equations witJ 
I 
spatially varying coefficient functions. A similar uniqueness (but not existence~ 
' 
result is given by Jones [1982] for an elastodynamic problem - this makes extensiv\ 
use of the properties of spherical harmonics. 
A uniqueness result for solutions of the modified Helmholtz equation ii 
proven in Wall [1988a] for piecewise analytic refractive indicies. These results ar( 
used later in the chapter along with the Fredholm alternative theorem to provi 
the existence and regularity of solutions in the Sobolev space, H2(D). 
To show the uniqueness result, Wall uses an approach generalizing that oJi 
Kress and Roach [1978]. These last authors prove uniqueness for piecewisd 
homogenous bodies. They then formulated the problem as a system of boundar~ 
integral equations and prove an existence result using Fredholm theory - see alsJ 
i 
Colton and Kress [1983]. Uniqueness results for piecewise homogenous nested 
bodies for the corresponding elastodynamic problem have been proven in 
Kupradze [1979] (and also Jones [1982]). 
Volume integral equation methods for this problem with spatially varying 
refractive index, but with also a transmission condition on the boundary 8D are 
examined in Wall [1988c,d] (see also Kleinmann and Martin [1987]). Existence 
and uniqueness results are obtained for such equations using both first and second 
kind integral equation methods. 
The key to proving uniqueness with minimum regularity requirements on 
the coefficient of the partial differential equation is the use of the unique 
continuation principle (Leis [1986], Hormander [1983]). This principle states that 
if 1/J is a solution of an elliptic equation in a doman D and it vanishes in a 
1:39 
neighbourhood of a point ~0 E D, then it vanishes identically in D. For the case 
when the coefficients of the differential equation are analytic the principle is clear, 
what is remarkable is that it is also valid for the case with non-analytic coefficients. 
We now state the Fredholm alternative theorem which is a keystone in the 
theory of existence and regularity for linear partial differential and integral 
equations. The net result of this theorem is that uniqueness is equivalent to 
existence of a solution. The theorem was used for some of the existence results 
just described. It will be utilized later to prove further existence and regularity 
results for the Helmholtz equation. 
TiffiOREM 5.1 
Assume (AI- T)f == g 
where Act£ with /\ =/= 0 and T : X -; X is a compact linear operator with X a 
Banach space. 
Then uniqueness of a solution to this equation implies 
(i) Existence of a solution. 
(ii) (/\I - T) -l is bounded with 
-1 
f == (AI - T) g . 
See Hutson and Pym [1980] for example. 0 
In the remainder of this chapter we consider in more detail three particular 
existence and uniqueness theories for the modified Helmholtz equation. Firstly, 
the equation is reformulated as an equivalent integral equation. Then Fredholm 
theory is applied in the space of continuously differentiable functions. Next, the 
solution of this integral equation via Neumann series is investigated. Finally, the 
existence of the solution of the Helmholtz equation in the Sobolev space H2 is 
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attempted. 
In the last section of the chapter we outline possible numerical schemes foJ 
the solution of the Helmholtz equation with spatially varying refractive index. 
5.2 AN INTEGRAL EQUATION 
Assuming plane wave incidence, then the modified Helmholtz equatio~ 
may be formulated in the equivalent form (see Colton [1980] p.39) 
¢(?;) = 7/Ji(~) + k2 J G0(~.~ I)[ n2(~ I) - 1 ]¢(~~ )dV I , ~~:[R3 
n 
where 
I 
(5.4) 
agam 1s the free-space Green function for the Helmholtz equation in 
three-dimensional space. We require DD to be smooth enough for Green's 
theorems to be applicable (see §2.2.1). 
The equation remains valid for ~ c D, where D is a compact domain in [R3, 
if all sources are external to D (i.e. f0 (~) = 0, ~ c D). 
To see how this equation is derived the modified Helmholtz equation (5.1) 
is rewritten as 
But 
. . 
'1/J = ¢1 + 1/Js and !:1¢1 + k2,1jJ1 = 0 in D 
so 
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Using the integral representation (5.2) the following is obtained 
as required. 
¢/~) = k2J G0(~.~')[n2(~')-ll¢(~')dV' , ~ r:: D 
n 
The Green function G(n;~.~,) satisfies a similar integral equation to (5.4). 
From Weston [1980] the Green function has the decomposition 
G(n;~.~') = G0(~.~') + C(n;~.~') . 
C(n;~.~') is a continuous function of~ and~~ satisfying the integral equation 
C(n;~.~') =k2 J G0(~,~") G0(~" ,~')[n2(~")- l]dV" 
n 
+ k2 J G0(~.~") G(n;~" ,~')[n2(~")- l]dV". 
n 
5.2.1 Weakly Singular Integral Operators 
(5.5) 
Before we obtain existence and regularity results for the integral equation 
(5.4) the mapping properties of weakly singular integral operators are examined. 
Let n and D be bounded sets in n-dimensional Euclidean space, and 
A(~.~') a continuous function bounded on n x D 
I A(x,x') I ~ C const. 
The function 
A(x,x') 
k(~.~~) = I - -I a , a < n 
x-x' 
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of the points x,x', is called a kernel with a weak singularity. 
! 
The operator Kj 
defined by the formula 
(Ku)(?f) = J k(~.~')u(?f')dV' 
n 
I 
A(x,x') 
_ - - u(x')dV' 
- I I a -x-x' n - -
is called an integral operator with a weak singularity- see Mildin [1970] p.158. 
LEMMA5.1 
The integral operator with a weak singularity (5.6) is bounded 
(i) from the space CO(fl) into CO(D), 
(ii) from the space L2(fl) into CO(D), 
Proof (i) 
if n a~ z· 
See Miklin [1970] p.162 : 
I (Ku)(x)j 
I I A(x,x') 1 ~ - - 0: U(?f')dV' n I~-~~ I 
The integral is bounded for a < n and so K is bounded. 
(5.6) 
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Proof (ii) I (Ku)(~) I < - - u(x')dV/ J 
A(x,x') 
lx-x'la-
n 
< Jl 1 ,u(~')ldV' 
- C I x-x' I a 
n - -
using the Schwartz inequality. 
The integral is bounded for 2a < n and so K is bounded. 0 
5.2.2 Regularity 
- i -We shall require n c co(n) and consider 1/J and 1/J c C1(D). Setting v = n2 
we have the following operator forms for the integral equation (5.4) 
(5.7) 
where K == k2 J G0 and K: CO(f2) Cl(D) 
n 
or 
(5.8) 
where 
Kv == K(v-1) and Kv: Cl(D) --+ Cl(D) 
The boundedness of the operators K and Kv follows as they are both 
weakly singular integral operators. 
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LEMMA 5.2 With v i CO(O) both 
(i) K : co(n) -+ Cl(D) and 
(ii) Kv: Cl(D) -+ Cl(D) 
are bounded linear operators. 
Proof (i) The kernel of K is 
G (x,x') = 1 0 ~ ~ 
which is weakly singular with a = 1 (and C 
K: CO(fl)-+ CO(D) is bounded. 
iklx-x' I e - -
!x-x'!' 
t1r). As n = 3, it follows 
For boundedness into Cl(D) we examine by taking the gradient 
V(Ku)(~) = I VG0(:;~') u(~')dV' 
n 
Now the kernel still contains a weak singularity, but with a = 2. However, a < n 
still, so that K: CO(D) -+ Ct(D) is bounded as required. 
(ii) 
and 
(Kvu)(~) = I G0(x,~')[v(~')- 1] u(~')dV' 
n 
V(Kvu)(~) I VG0(~,~')[z;(~')- 1] u(~)dV' 
n 
As v(~') is continuous, like K, Kv: CO(D) --+ Cl(D) is bounded. Hence also 
Kv: Cl(D) -+ Cl(D) is bounded as required. 0 
Given a uniqueness result for this equation we can use the Fredholm 
alternative to prove the existence of a solution and also a boundedness result. 
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This result will be proven for the solution on some compact domain D which 
encloses ft and then the field belongs to the Banach space Cl(D). 
We note that Leis [1967] proved existence and uniqueness in C2(D). This 
utilized the unique continuation principle and a principle of limiting absorption, 
i.e. e i m (kr + ik ) = kr (see also Leis [1986]). 
k ~o c 
c 
Also we require a result bounding the solution in terms of a source term in 
the integral equation. This is used in the next chapter to prove the Fnkhet 
differentiability of the refractive index to field map via the implicit function 
theorem. 
We obtain the existence of a solution in Cl(D) rather than C2(D) as the 
integral operator K with a weak singularity only maps CO(ft) into C1(D) and not 
C2(D). [See the proof of Lemma 5.2 - this would then require a = n. In fact, 
such an operator asK maps from co,a: into C2, i.e. Holder continuity is required.] 
THEOREM5.2 
- i - -If n t: CO(ft) and 1/1 t: Cl(D) then there exists a unique solution 1/J c Cl(D) of (5.4). 
Moreover 
for some constant (. 
Proof See Weston [1984] for the required uniqueness result - the work of 
Leis [1967] is used in obtaining it. The existence and boundedness results then 
follow from the Fredholm alternative theorem (THEOREM 5.1) applied to 
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For this the compactness of Kv : Cl(D) --+ Cl(D) is required. As Kv is a~ 
integral operator with a weak singularity with a: == 1, from the proof of LEMMA 5.2 
i 
(ii) Kv:CO(D) __. Cl(D) is bounded. Now the imbedding C1(D) --+ CO(D) i~ 
compact - from Adams [1975] p.11. The composition of a compact operator anj 
a bounded operator is compact giving the desired result. 0 I 
Weston claims the Leis uniqueness result extends to a class of piecewise 
continuous refractive indicies but does not indicate how. The quantities ¢ and ~ 
are required to be continuous across discontinuity boundaries so that 1jJ is still C1. 
If this uniqueness result is valid, then THEOREM 5.2 also gives an existence and 
regularity result for such piecewise continuous refractive indicies. The proof 
changes slightly in that the integral over the region n is broken up into a sum of 
integrals over the various regions on which n is continuous. 
5.3 BORN SERIES 
One method for solving the integral equation (5.4) is by iteration or 
Neumann series. The resulting series for this problem is known as the Born series 
and its truncation after one term as the Born approximation. As will be shown, 
this approach converges when the frequency is low enough and the refractive 
index does not vary too far from unity (in the L2 norm). 
For numerical computation the approach taken is to compute 1jJ inside n 
using the series. Then ¢ is calculated outside using the right-hand side of the 
integral equation (5.4). In two-dimensions some actual computations have been 
performed by Johnson and Tracy [1985] in the process of solving the inverse 
problem. 
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The integral equation may be written as 
·1/J = 1f} + K(z;-1)¢ where K = k2 J G0 (5.10) 
n 
where 
v = n2 , 
or alternatively 
(5.11) 
We shall require v- 1 c L2(D) and ¢' £ CO(D) so that K: L2(D) _, CO(D) and 
Kv:CO(D) _, CO(D). The boundedness of the operator K follows as it is an 
integral operator with weakly singular kernel. 
LEMMA 5.3 With v t L2(D) both 
(i) K: L2(D) _, CO(D) and (ii) Kv:CO(D) - CO(D) are bounded linear 
operators. 
(i) Follows from Lemma 5.1 (ii), as the kernel of K is weakly 
singular with a = 1 < ~ . 
(ii) We have 
!!Kvullco(n) = IIK(v-1)ullcocn) 
< llKIIIICv-1)uiiL2(D) [from (i)] 
< 11KIIIIv-1IIL2(D)IIull00,n 
< 11KIIIIv-1IIL2(D)IIullcocn) 
so that 
and Kv: CO(D) _, CO(D) is bounded. 0 
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5.3.1 Regularity 
Given the boundedness of the operator Kv, Banach's theorem may be used! 
to prove existence and uniqueness of solutions to (5.10) and also boundedness o£ 
THEOREM 53 (Banach's Theorem) 
Let A be a bounded, linear operator, acting in a Banach space X, and let 
IIAII < 1 . Then the operator (I - AA)-1, where I is the unit operator, exists, it is 
defined on the whole space X, and is bounded. In addition 
00 (I - 1\A)-1 = ~ (1\A)n 
n=O 
and 
Proof By the completeness of L(X) - see Hutson and Pym [1980] p.86 for 
example. o 
THEOREM 5.4 If !IK(v-1 )1100 = 11Kvll00 < 1 then there exists a umque 
solution 1/J E CO(n) to the integral equation (5.4) with 
1/J = 1/;i + K 1/Ji + K 21j;i + 
lJ v 
and 
Proof Follows from applying Banach's theorem to (5.2) which may be 
written as 
0 
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COROllARY 5.1 
The error in truncating the series of the Nth iterate is 
0 
In particular the error in the first iterate is 
COROllARY 5.2 
If 11Kvll00 < 1, then there exists a unique solution 1/J £ CO(D), where all 
sources are external to the compact domain D. 
Proof The equation (5.4) gives the unique continuation of ·1/J onto D (see 
Colton [1980] p.39). 0 
Thus if the condition 
(5.12) 
is satisfied we may solve the direct problem by iteration. The solution outside the 
region is then given by (5.4). 
The Born approximation to the solution is given by the first iterate 
1/J(?) = 1/Ji(JI;) + k2 J Go(JI;,Jf: )[n2(JI;/) ~ 1]1/Ji(JI;/)dV/ . 
n 
(5.13) 
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The error in the approximation is given by COROLLARY 5.1, and so (5.13) is then I 
good approximation to the solution if IIKvll < < 1. We note that (5.13) is wha' 
results from approximating the field, 1/J, by the incident field, 'lj} inside the integra~ 
equation (5.2). 
The following theorem from Colton [1980] gives a sufficiency condition fori 
IlK) I < 1. Assume n is a sphere, i.e. n = { ~ : I~ I ~ a}. There is no difficulty ul 
it is not a sphere as then the smallest sphere containing n may be considered. I 
TIIEOREM55 Let ft = max I v(x) " 1J . Then IlK) I < 1 whenever 
x cO " 
k2 < 2 . 
Now from Colton [1980] p.40 
So 
that is 
,.--_;:;;;_;_--:-.- < 27ra2 . I dV' Jx- )('I n " -
Hence IIKvll < 1 whenever k2 < ~ . tta" 0 
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Note that this result requires a stronger condition on the refractive index than 
n2 - 1 c L2(!1) which was required earlier. For this theorem maxi n2 - 11 bounded 
is necessary, i.e. n2 c L 00(!1). 
A similar result was obtained by Leeman et al. [1985] when considering 
scattering by a sphere of constant refractive index (not necessarily equal to unity). 
We now give a result of our own that only needs v square integrable. This 
will also be more useful for our purposes when we consider the inverse problem in 
the next chapter. 
THEOREM5.6 
Let w = llv- 1IIL2(!1) . 
Then IIKvll < 1 whenever k2 < 1 a 
I X-X' I I 
- - [v(x') - 1]'¢(~' )dV' 
from using the Schwartz inequality. 
Now from Miklin [1970) p.159 
So 
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that is 
Hence IlK II < 1 whenever k2 < 1 . 01 v It a 
I 
The analogous result for a one-dimensional scattering problem is contained 
in Bates and Wall [1976]. 
We note that when the region D has a constant refractive index (noti 
necessarily unity) a boundary integral equation may be derived for the field -
rather than (5.4) which contains an integral over D. Kittapa and Kleinmann: 
[1975] investigate the use of Neumann series to solve this equation. Neumann 
series methods for boundary scattering problems are considered in Colton and 
Kress [1983]. 
5.4 SOBOLEV SPACE THEORY 
In Wall [1988a] a uniqueness result for solutions of the modified Helmholtz 
equation with piecewise analytic refractive indices was shown. As is outlined 
later, the requirement for uniqueness may be weakened to piecewise Cl refractive 
indices. 
We shall prove an existence and regularity result for such solutions in a 
Sobolev space H2(D), where again D is a compact domain containing D. To 
obtain the existence result we make sure of the Fredholm alternative theorem 
which in turn requires uniqueness. 
The result shall be proved for the equation 
(5.14) 
and 
~ + iki/J No( lxl )-1 
UJ~I -
as x--+ oo . 
with supp(n2 - 1) c ft and supp f c D . 
D 
f = f (x) 
n = 1 
n = n (x) 
f = 0 
Figure 5.1 
1M 
Scattering of an incident wave with sources in D is a special case of th9 
equation (5.14 ). Here we split the wave function into the incident field and the\ 
scattered field, which satisfies the radiation condition. That is I 
with X f [R3 
and 
This gives 
or 
But 
so that 
So setting 1/J = 1);5 and f = k2(1-n2)7J;i- f0 we see this is a special case of (5.14) with 
supp f c n as n = 1 outside n and also supp f0 c D. This case also clearly caters 
for plane wave incidence (then f0 = 0 everywhere). 
As the refractive index is required to be piecewise Cl, the existence and 
uniqueness result will be particularly suitable for the computational setting. Here 
we must approximate the material parameters of the body by piecewise 
polynomials. 
155 
The regions which have boundaries across which the refractive index is not 
analytic are defined by a tree-like structure in Wall [1988a] - see Figure 5.2. This 
allows for subregions with corners and in particular the finite element structure 
that might occur in a typical computational problem and to which our existence 
and regularity result is applicable. 
Figure 5.2 
5.4.1 Uniqueness 
We shall assume the refractive index is real. It should be noted Wall 
[1988a] does obtain uniqueness for complex values of v = n2, however with some 
restrictions. These are necessary as the solution of the problem is not in general 
unique for arbitrary complex v. See Kress and Roach [1978] for a piecewise 
homogeneous case with complex v exhibiting nonuniqueness. 
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To prove uniqueness for the equation (5.14) it suffices because the p.d.e. is 
linear to just consider the homogeneous equation 
and ~ + i k ·¢ "' o( 1 ~ 1)-1 , as x - oo 
Wall's uniqueness result for this interior-exterior problem revolves about 
the proof for the interior problem with Cauchy data, i.e. u = 0 and g~ = 0 on on. 
Then when n is analytic the Cauchy-Kovalevskaia theorem asserts the existence of 
a unique, analytic solution in the neighbourhood of this surface. Also necessary is 
the Holmgrem extension to this theorem, which assures us that this is the only 
solution even among non-analytic solutions. In the piecewise analytic case (see 
the paper for a definition) the zero solution can be continued via the jump 
conditions across discontinuity boundaries, and so covering the whole region. 
The Rellich Lemma and analyticity arguments are then used to show uniqueness 
for the original interior-exterior problem. 
However, as was noted earlier, the unique continuation principle is valid for 
a non-analytic coefficient function. In fact, MiUler [1969] and Colton and Monk 
[1988] have proven uniqueness for solutions of the modified Helmholtz equation 
with a Cl refractive index. We then can extend the uniqueness result of Wall 
[1988a] to real piecewise C1 indices - see Wall [1988b ]. 
It may be possible to weaken the regularity requirement on the refractive 
index still further. From Hormander [1983] a version of the unique continuation 
principle known as the Aronszajn-Cordes uniqueness theorem is valid for just a 
bounded coefficient function. 
As this problem involves edges and corners (the refractive index is 
piecewise C1) to obtain a unique solution to the problem the edge condition 
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(Jones [1986]) must be satisfied. This requires the energy density to be integrable 
over any finite region (even if this domain contains singularities of the field). We 
note that specifying the field to belong to the space H2(D) automatically imposes 
this condition on the field. 
5.4.2 Existence and Regularity 
For our existence result we shall require the refractive index to be 
piecewise C1• Then the solution of the partial differential equation is unique and 
also n t L 00(rt). 
'TIIEOREM 5.7 If n is real and piecewise Cl with supp(n2-1) c n and f c L2(D), 
then there exists a unique solution 1/J c H2(D) of (5.14). Moreover 
for some constant ~. 
Proof Let v be the solution of the free-space outgoing problem 
b.v + k2v = g, supp g c D with g £ L2(D) . 
Then there exists a unique solution for v , 
v = Rg. 
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From the integral representation (5.2) for v in terms of g we have (see Phillips~ 
[1973] for example) 
ltv I~ D < Cl~l~ D · 
' ' 
That is R : L2(D) ~ H2(D) is bounded. 
Now 
so that 
~7/J + k27j; = f- k2(n2 -1)7/J, 
and 
7/J = Rf- k2R[(n2- 1)7/J] . 
Rewrite this as 
where 
To apply Fredholm theory giving us the existence and boundedness of 
(I- .K)-1 we need to show 
(a) .K: H2(D) ~ H2(D) is compact. 
(b) (I - .K) is one-to-one; i.e. there is a unique solution to w - .Kw = 0 the 
homogeneous equation. 
(a) K is compact 
Now 
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R: L2(D) _, H2(D) is bounded. 
As n c L00(D) we then have 
K : L2(D) _, H2(D) is bounded. 
But the imbedding H2(D) _, L2(D) is compact, and as the composition of a 
bounded and a compact operator is compact it follows 
f{: H2(D) _, H2(D) is compact. 
(b) I-K one-to-one 
Suppose w - :Rw = 0 
then w = - k2R(n2- l)w 
and !::..w + k2w = - k2(n2- l)w 
so !::..w + k2n2w = 0 
where w satisfies the radiation condition. 
Hence w = 0 from the uniqueness of the solution of the original problem and in 
particular the assumption n is piecewise C1• 
Thus there exists a unique solution '1/J c H2(D) to the partial differential 
equation (5.14). Moreover 
From the Fredholm theory (I - K)-1 is bounded and R is bounded so that 
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The approach here deals directly with the partial differential equatioq 
rather than the equivalent integral formulatioiL To effect a solution, th1 
interior-exterior problem is treated as a perturbation of a free-space problem. AI 
' 
regularity result for this free-space problem was utilized. I 
The method of proof in the theorem is more widely applicable than jus~ 
applying Fredholm theory to the equivalent integral equation formulation. This isf 
,, 
because the regularity result for the free space problem may be available from 
means other than the integral representation. 
In particular for vector-valued generalizations of the Helmholtz equation· 
(see §6.6.1) the integral operators involved have strong rather than weak[ 
singularities and are not compact as they stand. However, if a regularity result for: 
the free-space problem is available (from pseudo-differential operator theory for1 
example) then the approach of Theorem 5.6 would be applicable. 
We note a result for boundary scattering with the solutions of the 
Helmholtz equation in I-I2(D) [i.e. H2loc] has been proven by Phillips [1973]. 
Fredholm theory is applied and the use of integral equations is also avoided. 
Theorem 5.7 is an extension (the extension being to unbounded domains of 
the H2loc regularity of weak solutions for operators on a bounded domain given 
by Gilbarg and Trudinger [1977] p.183. Theorem 5.7 for solutions in H2(D) is 
complimentary to the earlier result also proven using the Fredholm alternative 
theorem (and the equivalent integral formulation), where the field belonged to the 
space C1(D). That particular regularity result is used in the next chapter on the 
inverse problem. There the Fn~chet differentiability of the refractive index to 
field map is proven for continuous refractive indices. Similarly, Frechet 
differentiability could also be shown using the Sobolev space regularity theory just 
obtained for piecewise Cl indices. 
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5.5 NU:rviERICAL SOLUTIONS 
The methods we propose in the next chapter for solving an inverse problem 
for the modified Helmholtz equation, require the numerical solution of the direct 
problem with arbitrary refractive index. This motivates us to review the schemes 
that are available from the literature for such a numerical solution. Also, the 
regularity theory derived by the direct problem in the previous section is aimed at 
finite element solutions. 
With a low wave number/frequency it is clearly preferable to utilize the 
Neumann series approach of §5.3 to solve the modified Helmholtz equation. 
Johnson and Tracy [1983] do this when using an iterative method to solve the 
inverse problem. 
At high frequencies asymptotic methods from geometric optics may be 
utilized - these are outlined in Chapter Seven. 
However, at intermediate frequencies, some sort of finite element solution 
of the problem is necessary. We shall outline a few possible approaches of this 
form. One method could be to solve the volume integral equation formulation of 
the modified Helmholtz equation using a finite element method. The weak 
singularity from the Green function in the kernel must be taken into account. 
However this scheme would be relatively expensive due to the integrals over the 
region n and the full matrix equations that are obtained. 
The alternative is to attack the partial differential equation directly. In the 
interior of the region n the solution may be represented by finite elements - that 
is, as a sum of suitable piecewise polynomial basis functions. However, clearly 
this is not possible for the whole of !Rn. This requires the use of some other 
method to represent the solution outside n, where as n = 1 the Helmholtz 
equation proper is satisfied. 
Firstly separated variable solutions of the Helmholtz equation could be 
used, with some matching across on. The completeness of the separated variable 
solutions in L2(8D) is established in Colton [1980] pp.l30-133. For some 
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numerical computations using this approach see Chen and Mei [1975], who solved 
a problem for water waves. Alternatively, the solution outside n can bJ 
represented by a boundary integral equation on on. This may be derived frod 
! 
the integral representation for solutions of the free-space Helmholtz equation (seJ
1 
Williams [1980] p.285 for example). 
These two methods result in a system of equations with a relatively smaH 
full submatrix (from the matching of the separated variable solutions or thd 
boundary integral equation) imbedded in a sparse matrix (resulting from the finite! 
i 
element approximation in n). An approach which preserves the sparsity of the~. 
i 
system of equations is a matching of the conventional finite element solution' 
inside n to a finite element solution in a large but finite outer region enclosing n. 
The radiation condition is then applied at the distant, but finite boundary, of the 
outer region. 
Such a method incorporating a wavelike variation in the shape functions 
has been utilized by Astley [1983] (see also Astley and Eversman [1983]). Their 
technique approximates many wavelengths of the solution with a single element. 
It also includes features of ray optic behaviour with the boundaries of the 
elements being formed by ray paths and lines of constant phase (or 
approximations to them). 
We note here that Costabel and Stephen [1978] have proven convergence 
results for the coupling of finite elements and boundary elements for transmission 
problems in the elastic wave case. 
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CHAPTER SIX 
INVERSE REFRACTIVE INDEX SCA TIERING 
6.1 INTRODUCTION 
In this chapter the inverse problem of determining a spatially varying 
refractive index in the Helmholtz equation is examined. This problem has been 
investigated by various authors ~ see Bates [1984] for example. 
The direct scattering problem 
. 
1/J = ¢1 + 1/Js ' ~ £ !Rn ' n = 2, 3 
!::.¢ + k2n2¢ = 0 , x £ !Rn 
and 
1~n 
z-r;, -ik¢s N o(l~1)2 as~ -t 00 ) 
was considered in the previous chapter. 
Figure 6,1 
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The refractive index is unity outside n, a region of compact support. Thdj 
boundary an is assumed to be known and the problem at a fixed wave number, k,, 
will be considered. 
A set of linearly independent fields 
{1/1 i(x)} , p E {1, ... , N} p -
is used to probe the scatterer. Measurements of the resulting fields { ·1/J (x)} are p -
made on a surface M exterior to n. The region inside M shall be denoted by D. 
We consider later the case where the farfield pattern is known instead. 
The extension of our methods to the case where the measurements are 
performed at varying frequencies can easily be made, but will not be outlined 
here. 
The alternative problem of determining the shape and location of an 
unknown scattering boundary, an, was examined in Chapter Four. 
6.1.1 Uniqueness 
It has been known for sometime that a radially (or spherically) symmetric 
refractive index may be uniquely reconstructed from scattering data at a single 
frequency- see Chadan and Sabatier [1977]. 
We shall see after that the linearized version of the inverse problem (i.e. 
within the so called Born approximation) is uniquely solvable for a two or three 
dimensional refractive index. 
There is actually a nonlinear transformation between the steady-state 
diffusion equation 
V·(fV¢;) = 0 
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and a Helmholtz type equation. Setting 
and 
then 
6:¢ + q?f = 0 . 
Sylvester and Uhlmann [1986] have used the transformation in proving a 
uniqueness result for the inverse problem of determining functions q close enough 
to zero in the above equation. The equation is defined on a bounded region and 
has Dirichlet data. They extend their uniqueness result for the inverse problem 
of the steady-state diffusion equation with a nearly constant coefficient. 
More recently Ramm [1987c, 1988] has shown there is a unique solution to 
the full nonlinear inverse problem - at a single frequency and for 
three-dimensional n E L 00 • The proof is based upon the completeness of 
solutions to the partial differential equation. We examine this result in more 
detail later in §6.4. 
6.1.2 Preview 
In the next section we formulate the inverse problem as a nonlinear 
operator equation and investigate the use of the Newton-Kantorovich method to 
solve this. A closely related scheme due to Johnson and Tracy is then examined. 
They produce some numerical reconstructions of a two-dimensional object. 
In §6.3 we prove some Fn§chet differentiability results for the nonlinear 
operator. A Lipschitz continuity result is then also obtained. Finally the 
regularization of the problem is considered. 
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The measurement of the farfield pattern is examined in §6.4. The Fn§chd 
derivative is derived and then formally justified. The inversion of the Bo~ 
approximation with farfield measurements is then reviewed. The use of th 
steepest descent method is outlined in §6.5, for minimizing an appropriat 
functional arising from farfield measurements. 
In §6.6 the solution of the corresponding inverse problem for the Ricca~ 
wave equation, a nonlinear form of the Helmholtz equation, is considered. ThJ. 
use of the Rytov approximation for this problem is then investigated. I 
Finally, in the last section several inverse problems closely related to tha', 
for the Helmholtz equation are examined. Vector generalizations of th~ 
Helmholtz equation are considered, then a time domain inverse problem for thE 
I 
wave equation. 
6.2 NONLINEAR OPERATOR APPROACH 
6.2.1 Newton-Kantorovich Method 
We now outline the application of the Newton-Kantorovich method fot 
solving this inverse problem. Setting v::: n2 the nonlinear operator equation to be' 
solved is 
(6.1) 
JS t M, p t {1, ... ,N} . 
Here 1/Jp(v;JS) is the field resulting from the incident field 1/J~(JS), and the refractive 
index squared, v. w (x) is the field that is measured on M. p -
and 
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Differentiating the direct problem formulation with respect to v gives 
1-n 
oful¢'(v)s]- ik¢'(v)s N o(l~l)~ as 1~1 -1 oo 
That is, the Frechet differential ¢' (v)s satisfies the Helmholtz equation with the 
addition of a source term, and also the radiation condition. 
Thus using the integral representation for the solution (5.3) 
¢'(v)s = k2 I G(v;~,~') ¢(v;~') s(~') dV', ~ c IRn. 
n 
Here the Green function G(v) satisfies 
and the radiation condition. 
(6.2) 
The update /k)(~) in the Newton-Kantorovich method is then from (6.1) 
and (6.2) the solution of the integral equation 
k2 I G(v(k);~,~') ¢(v(k);~') s(k)(~') dV' = Wp(~)- ¢p(v(k);~), 
n 
~ c M, p c { 1, ... ,N} . 
(6.3) 
We prove a Frechet differentiability result to formalize this in the next section. 
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Similar schemes have been used to reconstruct one-dimensional refractivi 
indices in inverse scattering problems at one frequency by Roger [1978] and Tsie~ 
and Chen [1978] and with many frequencies by Coen et al. [1981]. 
We note that if an initial approximation v(o) = 1 is chosen, then thel 
integral equation (6.3) becomes 
k2 J Go(~.~') 1/Ji(~') s(1)(~') dV' = wp(~) -1/J\~), 
n 
~ E M ' p E { 1, ... ,N} . (6.4) 
This equation is similar in form to that from the Born approximation (5.13). 
Except here the equation (6.4) gives an approximate solution, v(~) = 1 + s<1\~) , 
to the inverse problem. 
6.2.2 Alternative Schemes 
The original iterative method for this inverse problem is due to Jost and 
Kahn [1952] - see also Moses [1956] and Prosser [1969, 1976, 1980]. Their 
scheme inverts the Born series resulting from the Schrodinger equation (or 
alternatively the Helmholtz equation - THEOREM 5.4). It is then only applicable 
to determining weak potentials or refractive indices close enough to unity. 
Scattering data is required for a variable frequency by these authors, however 
Devaney and Wolf [1982] consider the single frequency case. The only numerical 
results available from this method are in one dimension. 
The only fully two-dimensional reconstructions for this problem using an 
iterative method (to date), have been performed by Johnson and Tracy [1983], 
Tracy and Johnson [1983] and Johnson et al. [1984]. They use the following 
procedure. 
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Set 1 = n2 - 1. Then these two equations of theirs describe the inverse 
problem: 
(6.5) 
1/J (x) -'1/Ji(x) = k2JGo(x,x') 1/J (x 1 ) !(X 1 ) dV', x c !1, p c {l, ... ,N} . p- p- -- p- - -
n 
Like us, they utilize a set of different incident fields to obtain the 
measurements wp(~), p c{l, ... N}. 
integral equation (5.4). 
The two equations above arise from the 
The first relates the measurements to the field and refractive index. The 
second is the integral equation defining the direct problem solution for the field. 
They regard them as a system of nonlinear integral equations to be solved 
for the N + 1 functions 1 and { '1/Jp}, p r:{ l, ... ,N}. The unknown functions are 
discretized giving a system of nonlinear algebraic equations. These are then 
solved using a variety of iterative methods including steepest descent. 
Their approach is different to ours in that we first formulate the problem as 
a nonlinear operator equation for v and 1 alone. Then the direct problem 
solutions '1/Jp are computed from 1 at each iteration. 
approaches are related in the following manner. 
However, the two 
In each of their papers one iterative scheme used to solve the system ( 6.5) 
is the alternating variable method. For this method given an approximation to 
the { t,bp}, the first equation is solved for I· Then given this approximation to 1 
the second equation is solved for each of the '1/Jp. The process is then repeated in 
an iterative manner. 
This solving of an integral equation of the first kind for the refractive index, 
then solving direct problems for the fields '1/Jp, at each iteration, is similar to the 
iterative schemes we propose. Let us investigate this relationship more closely. 
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Their iterative scheme becomes the following. 
(1) Given an approximation -/k), solve for the '1/Jp( -/k)) : 
(2) Then solve for new approximation ,(k+1) : 
\lip- '1/J~ = k2 I Go '¢p(-/k)) ,(k+ 1) dV' , x c M. 
n 
Subtracting these two equations gives 
or 
\lip- '1/Jp( /k)) = Ic2 I Go¢( ,(k))['/k+1)- l(k)] dV' ' x c M. 
n 
\lip- '1/Jp(v(k)) = k2 I Go '1/J(v(k))[v(k+ 1)- v(k)] dV', ~ c M. 
n 
(6.6) 
This last equation is to be solved for the new approximation at each 
· · (k+ 1) I . . '1 . 1 . h h' h 1 h 1teratwn v . t 1s a Slffil ar mtegra equatiOn to t at w 1c we so ve at eac 
iteration in the Newton-Kantorovich method. However instead of updating the 
Green function in the kernel to G(v(k)) at each iteration, the Green function is 
left fixed at Go = G(v) when v = 1. The modified form of the 
Newton-Kantorovich with initial approximation v(O) == 1 would have the Green 
function fixed at Go, but the field in the kernel would also be left fixed at 
¢1 = '!f;(v) when v = 1. The field inside the Johnson and Tracy integral equation 
is updated at each iteration to '1/J(v(k)). Thus the alternating variable iterative 
scheme of Johnson and Tracy lies somewhere between the modified form of the 
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Newton~Kantorovich method and the Newton~Kantorovich method proper in that 
the kernel is only partially updated at each iteration. All these iterative schemes 
have the Born approximation as the first iteration. 
They reconstruct refractive indices close enough to unity such that 
Neumann series may be used to solve the direct problems. The last paper, 
Johnson et al. [1984] investigates fast methods of implementing the iterative 
scheme just outlined. The use of back projection methods is examined for solving 
the first kind integral equations for the refractive index and the Fast Fourier 
Transform (F.F.T.) is utilized in solving the direct problems. 
The object reconstructed is a two-dimensional Gaussian distribution with 
the refractive index squared taking on values between 1.1 and 1. That is, there is 
a 10% maximum variation on a unity refractive index. 
The maximum error in the reconstructions is 0.0001 
-4 
= 10 . This is much 
superior to what could be expected from using the Born approximation (which is 
just one iteration of the scheme). As the Born approximation linearizes the 
inverse problem, a second order error in the vicinity of "P 0.01 would be 
expected. Even though the object reconstructed is radially symmetric, this is not 
assumed in the discretization of the problem, and so the reconstruction is a 
two~dimensional one. 
The refractive index reconstructed is fairly close to unity and so we could 
not expect their algorithm to perform as well for an arbitrary refractive index. 
Indeed, the Born series method of solving the direct problems only works for 
refractive indices close enough to unity. Moreover, as a modified type of 
Newton~Kantorovich method is being used, the scheme may not converge in 
reconstructing refractive indices that vary far from unity. However, we note here 
that if the Newton~Kantorovich method proper is used, along with the 
improvements suggested in § 1.4.3, then it would be possible to reconstruct 
arbitrary refractive indices. 
There have been several other iterative solutions of the inverse problem. 
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Colton and Monk [1988] extend their method for inverse boundary scattering 
based upon the theory of Herglotz wave functions (reviewed in §4.2.3) to this 
problem. This approach relies upon determining the normal to the hyperlane of 
farfield patterns rather than projecting the measured data onto the class of farfield 
patterns - which we suggest in §6.4. 
They reconstructed some one-dimensional refractive indices using a 
Newton-like method to minimize their functional. However we note their scheme 
is not applicable at an arbitrary frequency as it stands and requires measurements 
of both the phase and amplitude. It has not been numerically tested in higher 
dimensions as yet. 
Tan et al. [1988] (see also Tan [1988]) obtain a nonlinear system of 
equations from basis function expansions for both the refractive index and field, 
with the partial differential equation and scattering data being satisfied. This 
system is solved using a Newton method, and radially symmetric and simple 
two-dimensional piecewise constant distributions are reconstructed. The 
approach is based upon an inverse scattering method of Bates [1984]. Their 
operator formulation differs from ours, with the Fnkhet derivative being difficult 
to determine explicitly, so that it is computed by finite differences. 
We prefer to consider the operator equation (6.1) as it essentially models 
the physical situation - where the measurements arise as a response to probing by 
an incident field. The direct problem solution may then be fitted (iteratively) to 
these measurements using the Newton-Kantorovich method. 
It will be shown that one iteration of the Newton-Kantorovich method 
applied to (6.1) is equivalent to the use of the Born approximation. Thus our 
approach extends this often used approximate method. We have also shown that 
a scheme used by Johnson and Tracy to produce two-dimensional reconstructions 
is equivalent to a modified form of Newton's method. 
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We note that the Newton-Kantorovich method applied to our operator 
formulation (combined with a finite element solution of the direct problem), is 
becoming popular for the solution of the corresponding inverse problem for 
another elliptic p.d.e., the steady-state diffusion equation - see Connolly and Wall 
[1988] (which forms the Appendix). 
Finally in the next subsection we outline how our scheme may be applied 
when the phase of the field cannot be measured. 
6.2.3 Phase Problems 
In some practical problems only the amplitude 11/J I of the complex field can 
be measured, and the phase is unknown. The reconstruction of this phase is 
known as the phase problem. 
With amplitude measurements, I w I , the mverse problem may be 
formulated as a nonlinear operator equation 
(6.7) 
Frechet differentiation with respect to v gives 
W' (v)s = 1/J(v) $' ( v)s + 1fJ(iJ) 1/J' (v)s (6.8) 
and the Newton-Kantorovich method may be applied to the operator equation 
(6.7) with 1/J'(v)s computed as in §6.1. However, the question of uniqueness of 
solutions becomes even more difficult than when the phase is lmown. 
A similar approach has been used by Co en et al. [1981] in solving for 
one-dimensional refractive indices in an inverse scattering problem. Rather than 
the operator equation above, they solve 
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ln 1 ¢(v) 1 - ln 1 w 1 = o 
using an iterative method. 
Wall et al. [1985] and Murch et al. [1988] also consider the analogou~ 
I 
problem for inverse boundary scattering when the phase of the measured field i~ 
unknown. An operator equation of the form of (6.7) is solved. 
In some linearized inverse problems- such as when the Born approximation 
is utilized (see §6.3) - there is a Fourier transform relationship between the field 
and the refractive index. Then the nonlinear equation to be solved is 
IFvl = I WI , (6.9) 
where Fv is the n-dimensional Fourier transform of v. 
This is known as the Fourier phase problem (Bates and McDonnell [1986], 
Chapter Four) and is generally solved subject to constraints such as positivity of 
the solution. These are necessary to obtain a unique solution or image-fom~. 
For an examination of such phase problems in inverse problems see Bates and 
Tan [1985] and Tan [1988]. 
The Fourier phase problem is usually solved by iterative methods which 
obtain solutions as a sequence of Fourier transforms. These can be implemented 
comparatively cheaply using F.F.T's. The original algorithm is due to Fienup 
[1978]. 
In this special case of the phase problem, the Newton-Kantorovich method 
(which requires the solution of a system of equations at each iteration as well as 
the imposition of constraints) is unlikely to be competitive, as the problems solved 
are usually of a large scale requiring excessive storage. This is even though the 
iterative techniques used to date for the Fourier phase problem are based on 
projected constraint steepest descent and many thousands of iterations are 
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necessary with such schemes. 
6.3 THEORETICAL CONSIDERATIONS 
In this section the Frechet differentiability of the refractive index to field 
map is proven using regularity theory from Chapter Five. 
Firstly, such a differentiability result is shown for continuous refractive 
indices and a continuously differentiable field. Then Frechet differentiability 
within the regularity theory for the Born series is proven and this is used to 
formalize the Born approximation. 
A result for the Lipshitz continuity of the map is then proven - within the 
Born series theory. The compactness of the Frechet derivative with point 
measurements is also established. This ensures that the solution of the inverse 
problem is unstable in the presence of measurement noise. So finally in this 
section the regularization of the problem is examined. 
6.3.1 Frechet Differentiability 
In this subsection we prove Frechet differentiability for the operator 
equation (6.1) -within the regularity theory of the last chapter which made use of 
the Fredholm alternative theorem. 
Consider v = n2 belonging to the open set Xo = {11 : v f. C0(ft), v > 0}. 
From THEOREM 5.1 if v E X0 then there exists a unique solution '¢ f. C1(D) of the 
integral equation (5.4). All sources are required to be external to the compact 
domain D. We then have the following. 
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THEOREM6.1 
The map v--+ ¢(z;) from Xo C1(D) is Frechet differentiable with 
o/J'(v)s k2 J G(v;J5,J5') ¢(v;X::') s(~') dV' 
D 
(6.18) 
Proof The implicit function theorem (see §1.5.3) shall be used to obtain 
the desired result. e(v,¢) is obtained from the integral equation formulation of 
the direct problem, i.e. set 
e(v,¢) = ¢- ¢i- k2J Go(v-1) 7/J dV' 
n 
i-
= 7/J- ¢ - K(v-1) ~J • 
Then e: Xo 0 C1(D) --+ C1(D) (see LEMMA 5.2). 
We now check the conditions of the implicit function theorem. 
1. 
giving 
as K: C0(D) --+ C1(D) 
The operator norm 1~(11 is as defined in Chapter Five. 
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Hence 
Now ll8~1!c1(D) _, 0 as ffovllco(n) ,f!O'¢l!cl(D) _, 0 
so ~ is continuous in v and '1/J • 
2. The partial Frechet derivative of ~ w.r.t. v is 
where s £ C0(D). 
So l!ev(v+ov, ¢+8'1/J)s- ev(v,¢)sllcl(D) 
= !IK8'1/Js f lc1(D) 
~ liKII llo'I/Jsflco(n) 
~ l!KII 118'1/JIIcl(D) llsllco(n) 
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Thus ev(v,·l/J) is continuous in v and ·ifJ. The partial Frechet derivative of e w.r.t. ?/'I 
lS 
(1/J( v, ?,b)t = t - K(v-1)t 
where t c C1(fl), and so e?,b(v, ?,b) may be shown to be continuous in v and 1,b in a 
similar manner to e v· 
3. 
-1 [e?,b(v,?,b)] is bounded from THEOREM 5.2. 
The conditions of the implicit function theorem (THEOREM 1.1) are then 
satisfied and 
-1 
?,b'(v)s =- [elv,?,b)] evev,?,b)s 
- -1-
= [I- K(v-1)] K 1,bs , (6.19) 
so we have at this point the integral equation satisfied by the Frechet derivative. 
To get the e;,.'Plicit e:\'Pression (6.10) for the Frechet derivative, we first 
show that 
is equivalent to 
u(~) = J G(v;JS,JS') p(~')dV' 
n 
-1-
u = [I- K(v-1)] Kp 
That is u = k2 J G(v)p dV' is the solution of 
n 
u- K(v-1)u = Kp 
or 
So 
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u(~) = k'A Go(~,~')[v(~')- 1] u(~')dV' 
+ k2J G0(~.~')p(~')dV'. 
n 
(6.20) 
From (5.5) the Green function G(v) satisfies the following integral equation 
G(v;~,~~) = Go(~.~~) + k2 J G0(~,~") G(z;;~lf ,~' )[v(~lf )-l]dV" . 
n 
u(~) = k2 J G(v;~,~')p(~')dV' 
n 
= k2 J Go(~.~~ )p(~' )dV' + k2 J [ k2 J G0(~,~")G(v;~" ,~' )[7;(~lf)-1]dVlf J p(~' )dV I 
n n n 
= k2 J Go(~,~~ )p(~' )dV' + k2 J Go(~,~lf) [ k2G(v;~" ,~~ )p(~~ )dV I J [v(x 11 )-1 ]dV" 
n n 
= k2 J Go(~,~~)p(~')dVI + k2 J Go(~.~")u(~")[v(~")-1]dV11 
n n 
as required for (6.20). The interchange in the integral is justified by Fubini's 
theorem - see Miklin [1970] p.86, where such an integral with a weak singularity is 
considered. 
Setting p = 1/Js in ( 6.19) gives 
- ·1-
1/J'(v)s = [I-K(v-1)] K?j,'S 
= J G(v;~,~~)1/J(~ 1 )s(~~)dV1 
n 
0 
So the operator equation ( 6.1) is indeed Frechet differentiable, moreover 
the expression for the Frechet derivative we derived in §6.1 in a fairly intuitive 
manner is correct. That derivation utilized the partial differential equation rather 
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than the integral equation form. 
6.3.2 Born Series Result 
Now we shall show FrOchet differentiability within the regularity theol 
obtained w~en the ~orn series co~ver.ges - see §5.3. ~is ~as the. advantage, ~vel 
the result JUSt denved, that contmmty of the refractive mdex IS not reqmred.: 
However, there is of course a restriction on the size of the L 2 norm of v-1 = n2-1. \ 
I 
In addition, we formalize the Born approximation (6.4) as the Frechet! 
I 
derivative (that is, the formal linearization) of the refractive index to field map,; 
i 
about a unity refractive index. This view differs from that of most authors who: 
consider the Born approximation as an approximate solution of the direct! 
problem, and then use this to obtain an approximate solution of the inverse\ 
problem. 
Consider v belonging to the open set X2 defined as follows : 
x2 = {v:v t L2(rl), llv-11~n < 1/IIKII}. From THEOREM 5.6 it follows IIKII = ak2 
' 
for n a sphere of radius a. 
LEMMA 6.1 If v r:: X2 then there exists a unique solution 7/J r:: C0(D) of (5.4). 
Moreover 
But 
and so 
Since v f x2 IIKII llv-1lb < 1 . 
IlK( v-1) II ~ IlK II llv-11 b [from LEMMA 5.2 (ii)] 
IlK( v-1) II < 1 . 
Then from THEOREM 5.4 and COROLLARY 5.1 there exists a unique solution 
7/J r:: C0(D). 
Now 
or 
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1/J = 'I/} + J G0(v-1)1/J dV/ 
n 
where K/ : L2(fl) _, C0(D) [c.f. K: L2(fl) -1 C0(fl)] 
So 
But from THEOREM 5.4 
< 11'1/1
1
llco (iS) 
1 - IIKII llv-1112 
So from (6.21) 
as required. 0 
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We now have the necessary regularity result to prove the following: 
TIIEOREM 6.2 
The map v-) '¢(v) from X2 -) C0(D) is Frechet differentiable. 
Proof Again the implicit function theorem (see § 1.5.3) will be used to produc~ 
i 
the desired result. 
As before we set 
~(v,'¢) = '¢- '¢i- k2 J Go(T.!-1)'¢dV/ 
n 
1 -
= '¢- '¢ - K/ (v-1)'¢, where K/: L2(D)-) co(D) . 
Then ~: X2 0 C0(D)-) C0(D). We now check the conditions of the theorem. 
1. 5~ = ~(v+ 8v, '¢+ 5'¢) - ~(v, '¢) 
= 0'1/J- K/(ov'¢ + (v-1)5'1/J + ovb,I/J) 
So 
Hence 
llb~llco(D) ~ 115'1/JIIco(D) + IlK/ II(IIOvlbii'I/JIIco(n) + llv-llbllb'I/JIIco(n) 
+ II81Jib 11'1/JIIco(n)) 
~ 115'¢11 - + IlK/ IKIIbvlbii'I/JIIco(D) + llv-1lbllb'¢llco(D) 
C0(D) 
+ llbvlbllb'I/JIIco(D)) 
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Now llo~llco(D) -1 0 as ll6vi!L2(D), 1181/'llco(D) -j 0 
so ~ is continuous in v and ·¢ . 
So llevCv+ ov, ·1/J+ 51/')s- ~v(v,·I/J)sllco(D) 
= IlK' o~bs II co (D) 
~ IlK' IIII8%IIL2(D) 
s IlK' 11118'1/JIIcocn) llsiiL2(D) 
Thus ev is continuous in v and¢. 
Also 
~1/J(v, ?jJ)t = t- K/ (v-l)t, where t ~: C0(D) . 
e lv, 1/J) may then be shown to be continuous in v and 1/J in a similar manner to e v· 
-1 
3. [ e 1/J(, 1/')] is bounded from LEMMA 6.1. 
The conditions of the implicit function theorem (THEOREM 1.1) are then 
satisfied. 
Moreover 
0 
The expression for the Frechet derivative just derived takes the form of a series 
like the solution of the direct problem. 
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However, the Fn§chet derivative at a refractive index of unity simplifies! 
somewhat. 
COROLlARY 6.1 When v = 1 
1/J' (v)s = K' 1j;1s 
= k2 J G01j}s dV' , 
n 
0 
This Corollary shows that the Born approximation (6.4) giVes the formal 
linearization of 1/J(v) about a refractive index of unity. Most other authors 
consider the Born approximation to be an approximate solution of the direct 
problem - obtained as the leading term of the Born (or Neumann) series. This 
then provides a linear integral equation to solve for an approximate solution to the 
inverse problem. We have shown that their particular linearization is in fact the 
Frechet derivative (i.e. a uniform linear approximation) to our operator equation, 
about a unity index. 
The two Frechet differentiability results proven in this section so far are 
complementary. The result in the first subsection gives differentiability for 
continuous refractive indices of arbitrmy distance from unity. The result of this 
subsection only requires the refractive index to be square integrable 
(discontinuities are allowed) however it must be sufficiently close to unity. 
6.3.3 Lipschitz Continuity 
Weston [1979] has proved a Lipschitz continuity result using the regularity 
theory for continuous refractive indices. This was for the following compact 
subset of C0(D) 
8' = {v: v f. C0(D)' llvlloo ~ a' v equicontinuous} 
18.5 
We shall prove a Lipschitz continuity result within the Born series 
regularity theory. This will only require v to belong to a bounded subset of i.Q(ft) 
(rather than a compact one) 
xi = {v: l/ € LQ(ft)' llv~1112n ~ M < 1/IIKII}. 
' 
THEOREM6.3 
The map v 4 1/J(v) from X1 4 C0(D) is Lipschitz continuous. 
Proof To prove the result we must show (see § 1.5.4) 
where No is independent of v. That is, No depends only upon M, the incident 
field 1j} and the regions ft and D. 
Now 
or 
Also 
Subtracting gives 
or 
'1/J(v) = 1/Ji + K2J G0(v~l)¢(v) dV' 
n 
1/J(v) = 1/J1 + K' (v~1)1f'(v) 
. 
'1/J(v+ ov) = 1/J1 + K' (v+ 8v-1)'¢(v+ ov) 
1/J(v+ ov) - 1/'(v) = K' (v+ OIJ-l)[¢(v+ ov)-1/'(v)] + K' OIJ?jJ(v) 
[I- K' (v+ ov-l)] [1/J(zJ+ 8v)~¢(v)] = K' ov¢(v) • 
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Now from LEMMA 6.1 [I + K(v+ 8v-l)] -lis bounded, giving 
< NJIK' ov?/'Jico(D) 
< NIIK' IIIJ¢8vlh n 
, 
< NIIK' llll01lco(n)ll8vJJ2,n 
The quantity 117/lllco(n) < ll0llco (D) 
< NJitillco(D) 
from LEMMA 6.1 again. 
This gives 
. 
ll'¢(v-8v) - 1/'(v) llco(D) ~ N21JK' llll¢1llco(D) ll8vJ12,n 
The constant N depends upon l!v-lJh n (as well as JJKII and IlK' IJ). But as v c X1. 
' 
Jjv-11 ~n ~ M allowing us to make N independent of v. Hence 
where N0 is independent of v as required. 0 
As Fnkhet differentiability implies continuity, from THEOREM 6.2 we had 
continuity for v c ~(rt) and llv-llb < 1/IJKJI. To obtain lipschitz continuity the 
stronger condition Jlv-lJb ~ M < 1/IIKI! (where M is fixed) is required. That is 
the solution must belong to a bounded subset. 
The method of proof in THEOREM 6.3 did not require the use of the 
implicit function theorem in contrast to the continuity /Frechet differentiability 
result of THEOREM 6.2. This theorem could also have been arrived at via the 
mean value theorem for operators THEOREM 1.2 and the Frechet differentiability 
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result THEOREM 6.2 with 
sup !IIP'(v)ll 
Vt:Xl 
We note our proof produces an explicit estimate for the Lipschitz constant N0, 
that is 
where 
IlK' II !lv-1112 
N=1+-----
1-!IKJI llv-1Jb 
6.3.4 Compactness 
In this subsection we show the Fn§chet derivative of the operator (6.1) (with 
continuous refractive indices) mapping into the space of continuous functions is 
compact. Thus the linearization of the operator in the case of point 
measurements of the field is compact. 
The Frechet derivative U' (v) is given by (6.1) and (6.2). Using the 
approach suggested in § 1.5.5 we have the following result. 
TiffiOREM 6.4 
The operator V'(v): C0(fl) __, C0(D) with v t: X0 , is compact. 
Proof As U : Xo - C(D) is Frechet differentiable from THEOREM 6.1, 
u I (v) : C0(fl) - C1(D) is a bounded linear operator for v c Xo. The imbedding 
C1(D) __, C0(D) is compact (Adams [1975] p.ll). The result then follows from 
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the compactness of the composition of a compact 
THEOREM 1.3). 
and bounded operator (sel 
I 
~ 
We do not prove here the corresponding result for the nonlinear operata 
itself. This would require a boundedness result for the map v _.... 1/J(v). 
As the inverse of a compact linear operator is not bounded, we see that th~ 
solution of the linearized inverse problem with point measurements of the field iS 
I. 
an ill-posed problem. We next investigate the application of regularization; 
techniques which ensure the existence of a solution to both the linearized and( 
nonlinear inverse problems. 
6.3.5 Regularization 
In addition to the problem of constructing solutions of the inverse problem,· 
considered so far in this chapter, there is the question of the existence and stability 
of solutions in the presence of measurement noise. Then the measurement 
function 
\[!(x) = ¢(v*;x) + ~(x) 
- - -
where v* is the actual coefficient function and e(:~) the noise. In this subsection 
the application of regularization techniques (see §1.3.2) to the inverse problem is 
investigated. Use is made of the Frechet differentiability theorem just proved in 
formalizing these methods. We then relate our results to the numerical work of 
Roger et al. [1978]. 
Consider N different incident waves with measurements made at P points 
{~j} along the measurement surface M. The operator equation to be solved is 
U(v) ?jJ.(v;x.) - \[!.(x.) = 0 , 
1 -J 1 -J 
ic{l, ... ,N}, jt{l, ... ,P} 
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We shall use the regularity theory obtained for continuous refractive indices. 
To regularize the inverse problem the solution is restricted to lie within a 
suitable compact set. This is the Tikhonov selection method. 
Consider the following problem 
minimize IIU(IJ) IF = E U .. 2(v) 
. . 1] 
1 ,J 
(6.22) 
subject to v t x3 ' 
where x3 is a compact subset of C0(0). 
One possible choice for X3 is 
The constants M and C are given a priori. The compactness of Xs follows from 
the compactness of the imbedding H2(fl) --,~ C0(fl) in two or three dimensions (see 
the Sobolev imbedding theorem, Adams [1975] p.97). Note that if the refractive 
index is a function of only one variable, then H2(fl) may be replaced by H1(D) in 
the above, as the imbedding H1(D) --,~ C0(D) is then compact. 
We then have the following result. 
THEOREM65 
There exists a solution to the minimization problem (6.22). 
Proof From THEOREM 6.1 the Frechet differentiability of the operator 
equation (6.23) follows- this implies continuity also. The problem is then one of 
minimizing a continuous functional over a compact set for which there exists a 
solution (THEOREM 1.4). 0 
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The numerical results of Roger et al. [1978] (and Roger [1978]) arei 
I 
interesting. They reconstruct one dimensional refractive indices using an iterative! 
scheme. This scheme is derived in an ad hoc manner. However, like the 
Newton-Kantorovich method, it does require the solution of first kind integral 
equations. 
A constraint of the form 
was first applied. However, they found it necessary to replace this because of 
stability problems with 
This is consistent with the need for the solution to belong to a compact subset in 
one dimension. 
We do not prove a result for the continuous dependence of the solution of 
the regularized inverse problem upon the measurements, i.e., a stability result. 
However, a convergence result analogous to that of Colton and Kress [1983] p.238 
could be proven (see §1.3.2). 
Betero et al. have considered this question for the problem linearized about 
a constant initial approximation - that is within the Born approximation. They 
show the solutions of their regularized problem depend continuously upon the 
measurements. However, the continuity is only logarithmic in nature. This is 
much weaker than the Holder continuity that may be obtained for some other 
inverse problems. 
191 
We note here that the linearized inverse problem (a compact operator 
equation from THEOREM 6.4) may also be formulated as a minimization problem 
analogous to (6.22) and an existence result like THEOREM 6.5 proven. 
6.4 FAR-FIELD MEASUREMENTS 
In this section the measurement of the far-field pattern rather than the field 
itself is considered. Consider an incident plane wave 
where the incident propagation vector 
is in the direction given by the angular variables (ff,vh of the spherical polar 
coordinate system. 
When I~ I __,. oo, the far-field behaviour is given by 
exp(ik!xl) . kx 
?fJ\x) "' - g(v;k\k8), k8 = --
- 1~1 - - - 1~1 
where the complex scattering amplitude g(v;ki,ks) has the form 
g(v;ki,k8) = ~ J exp(-il{~')[v(~')-1] 1/J(~')dV' 
n 
(6.23) 
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Here .!5:5 is a vector of length k in the scattered direction represented by th~ 
angular variables ( rf,<.l), i.e. 
6.4.1 Newton-Kantorovich Method 
The nonlinear operator equation to be solved is 
(6.24) 
for a range of values of .\5:1 and .\5:s. The G are the measured values of g(1;*), where 
v* is the true solution. 
To derive the Frechet derivative of g(v) use is made of the following result 
from Weston [1980] 
~ J (vrv2) '1/J(v2;.\5:i) '1/J(vl;-~s)dV' , 
n 
(6.25) 
where '1/J(v;~) represents the total field produced by an incident wave in direction .\5: 
upon a scatterer whose material properties are given by v. 
From (1.17) and (1.18) 
g/ (v)s = g(v+s)- g(v) + c(v;s) 
where lim lk(v;s)ll lis 11-+0 - 11s-ll - = 
0 
' 
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that is E is a second order term in s. 
Now 
g(v+ s) - g(v) 
Then assuming this last term is of the second order (which will be proven later in 
§6.4) 
g' (v)s = ~~ J 1,b(v;J.h 1,b(z/;-~5)s dV' . 
n 
(6.26) 
Then the equation for the update in the Newton-Kantorovich method with 
far-field measurements is 
or 
~~ J 1,b(z/k);~i) 1,{;(/k);-~s)gCk)(~')dV' 
n 
for a range of ki and ks values. This has an advantage over the 
Newton-Kantorovich method for measurement of field values alone - which was 
derived in the first section of this chapter. That is a Green function does not 
need to be computed for the kernel of the integral equation at each iteration. 
194 
6.4.2 Born Approximation 
With an initial approximation v(o) = 1 to the refractive index 
¢(1;k1) = exp(i~i · ~) , 
¢(1;-~s) = exp( -i~s. ~) 
and g(l;~i,~s) = 0 
From (6.27) the Born approximation applied to the inverse problem, with far-field 
measurements, is then 
or 
~I exp(i~i·~') exp(-i~s·~') /0)(~') dV' = G(~i.~s) 
n 
I exp[i(~i-~s)·~'] V(~')dV' = 4trG(~i.~s) 
n 
is our approximate solution to the inverse problem. 
(6.28) 
Following Devaney [1978] we set lsi = ko§ and ~s = ~oso, where § and §o are 
unit vectors, and ko = k is fixed. Then ( 6.28) becomes 
I exp[iko(§-§
0
) • ~~] V(~' )dV' = 4trG(ko§,ko§o) 
n 
Consider the threefold Fourier transform Y'(ls) of V(~) 
Y'(~) = IV(~') exp(-~·~')dV' 
n 
On comparing ( 6.29) with ( 6.30) we conclude that 
4trG(k0s,kos0) = Y'[ko(s-so)] , 
.. - ... -
(6.29) 
(6.30) 
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which implies that the scattering amplitude determines \!(Js) for all those 
frequency vectors k given by 
(6.31) 
For a given scattering experiment using an incident plane wave of fixed wave 
vector ko~ the values of Js satisfying (6.31) lie on the surface defined by 
It follows that if a (theoretically infinite) number of experiments were to be 
performed, all using incident plane waves of fixed wavenumber k0 but varying 
directions of propagation §o, the totality of scattering data so obtained allows \!(Js) 
to be determined for all values of Js lying within a sphere of radius 2k0• A 
band-limited approximation vbl to vis then 
V (x) = 1 J< 
2
k
0
\7(Js) exp(iJs·if)dVk (6.32) 
bl - (27!")3 llsl 
where the Fourier amplitude is that which is reconstructed from the scattering 
amplitude. 
If we assume that V(x) is piecewise continuous and is localized within the 
finite volume n, its Fourier transform \!(Js) is an entire analytic function of the 
three Cartesian components k , k and k of the wave vector k (Plancheral-Polya 
X y Z -
theorem). It follows from analytic function theory that \!(k) is uniquely 
determined for all values of Js by its value within any finite volume element in ~ 
space. The extension of \!(k) from its value over a finite volume element to all of 
~ space can, in principle, be performed by analytic continuation. Because the set 
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of scattering experiments described above yields V(k) for all values of k lyinl 
- - i 
within the sphere I Js I < 2k. The theorem just alluded to implies that V(Js) i~ 
completely determined for all values of Js by the scattering data. The complet~ 
i 
reconstruction of V(k) could, in principle, be performed using analytid 
- . ! 
continuation. However this is ill-conditioned for numerical computation anq 
there are more practical ways of solving (6.29) for V(~). In particular a back 
propagation method for determining V(~) is outlined in Devaney [1982] and 
Devaney and Beylkin [1984). This method has been implemented and some. 
numerical results produced. 
The update s(k) in the modified form of the Newton-Kantorovich method 
(with a unity initial approximation, i.e., v(o) = 1) would satisfy 
or 
~ J exp[i(Jsi-Js8)·~'] s(k)(~')dV' 
n 
(6.33) 
Then the inversion of each iteration can be performed in the same manner as for 
the Born approximation - utilizing the band-limited approximation ( 6.32) or 
perhaps the back propagation method from Devaney [1982]. This modified 
Newton method may then be preferable to use than the scheme of Johnson and 
Tracy [1983] examined in §6.2. We note that such an approach has been applied 
to the corresponding inverse problem in geometric optics (see §7.3.2). There a 
filtered backprojection inversion is utilized at each iteration. 
Such methods however are not valid in the low-frequency limit. It follows 
from §5.3 that the error in the Born approximation tends to zero as k _,. 0. 
Several authors have utilized this fact (see Colton [1980] p.186 and Ramm [1983]) 
197 
to devise reconstruction schemes in this low frequency limit. With these linear 
integral equations are obtained for the solution of the inverse problem. The 
methods utilize the analyticity in k of the scattering amplitude, for k small enough. 
Colton considers the case where V = V(r) is spherically symmetric. A 
moment problem for m(r) = 1- n2(r) is obtained 
ro 
J m(r)r2n+ 2 dr = Mn , n = 0,1,2,... . 
0 
The Mn are related to the limiting values (ask......; 0) of the far-field pattern. 
We note this moment problem is of the same form as those derived in the 
Appendix for the linearization of the inverse problem considered there. 
Uniqueness of its solution in L2(0,r0) would follow from the completeness of the 
{r2n+2}. 
6.4.3 Frechet Differentiability 
We now show that (6.26) is indeed the Frechet derivative of the scattering 
amplitude. The result will be proven for a single value of ki and ks, that is in 
- -
(6.24) tT : Xo ......; lR. The result then obviously extends to cover the case where 
measurements are available for a number of different values of ki and ks. That is 
- -
point measurements of the far-field are catered for. The proof makes use of the 
Frechet differentiability result for a continuous refractive index derived in the 
previous section. 
TIIEOREM 6.6 
If Xo = { v:v t C0(n), lJ > 0} then the map lJ ......; g(IJ;~i,~S) from Xo ......; fR is 
Frechet differentiable with Frechet derivative given by ( 6.26). 
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Proof From ( 6.25) and ( 6.26) 
So 
c(v;s) = g(v+s) - g(v) - g' (v)s 
= ~~ J 1f;(v;~i)[1j;(v+s;-~s)- 1/J(v;-~s)]s dV' 
n 
From the regularity result THEOREM 5.2 
grvmg 
Now from THEOREM 6.1 1/J(v) is Frechet differentiable. This implies that 1/;(v) is 
continuous and 
h m ll·~(v+s)- 1/J(v) II _ = 0 . 
lis 11---70 C1(D) 
Hence 
as required. 
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fim, lc(v;s)l 
lis II 0 -11-sl!-- = 0 
C0(D) 
In addition, we need to check that g' (v) is a bounded operator. 
Now 
so 
g' (v)s = ~ J ·1/J(v;Jsi) ¢(v;-Js5)s dV I 
n 
and g' is bounded. 0 
A similar result making use of the Frechet differentiability proof THEOREM 
6.2 follows for refractive indices for which the Born series converges. 
TIIEOREM 6.7 
If x2 = {v:v t L2(D), llv-1112 n < 1/IIKII} then the map v -t g(v;Jsi,Jss) from 
' Xo -t IR is Frechet differentiable with Frechet derivative given by ( 6.26). 
Proof c(v;s) = ~~ J ¢(v;~i)[ 1/J(v+s;-~5) - ¢(v;-~5)]s dV I 
n 
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So 
Using the Schwartz inequality 
=I js(~') · 1jdV' 
n 
From the regularity result THEOREM 5.4 
117/J(v;kl)ll ~ 117/Ji II 
- C0(D) 
1 - IIK)I 
Hence lim I t: ( v; s ) I = 0 
llsll _, 0 llsiiL2(fl) 
follows from the continuity /Frechet differentiability of ?jJ(v) (THEOREM 6.2). 
The boundedness of g' (v) may then be established in a similar manner to 
THEOREM 6.6. 0 
COROllARY 6.2 
If v 1, then 
g~(v)s == k2 I exp(i15i · ~') exp(-i~s·~') s(~~) dV/, 
n . 
with g' (1) : L2(D) _, lR . 0 
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This corollary shows that the Born approximation gives the formal linearization of 
the refractive index (squared) to far-field map, about a unity index. 
6.4.4 Completeness and Uniqueness 
We briefly outline here how the identity (6.25) and completeness arguments 
may be used to give uniqueness for the full nonlinear inverse problem at a single 
frequency. From ( 6.25) 
g(v1;ki,k8) - g(v2;ki,ks) 
- - ... -
= ~I (vt - v2) 1jl(v2;~i) 1/J(vl;-~s) dV I • 
n 
Ramm [1987] assumes the far-field g(v;~i,~s) is known for all ~i,~s with 
I ki I I k8 I = k. So if 
then 
I (vt v2) 1jl(v2;~i) 1/J(v1;-ks) dV' = 0 
n 
He then establishes the completeness of the products of the solutions of the 
partial differential equation, i.e., the ~~(v1 ;-~s) ¢(v2 ;I~\ This gives v1-z;2 = 0 
and uniqueness for vEL 00(0) . 
We note this approach to uniqueness would also be applicable to the 
linearized inverse problem. If s1 and s2 are two solutions to the inverse problem 
linearized about v, ( 6.27), then 
I (s1-s2) 1/J(v;~i) ¢(v;-~s) dV I = 0 
n 
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Completeness of the ¢(v;~i) ¢(v;-~s) would give s1-s2 = 0 and uniqueness. 
I 
In addition completeness arguments can be used to give uniqueness of th~ 
I 
solution of this inverse problem for the Helmholtz equation in the low frequenc~ 
limit - see §6.4.2. I 
In a similar manner in the Appendix (Connolly and Wall [1988]) we obtaid, 
uniqueness of the linearized inverse problem of determining the conductivity ~ 
the steady-state diffusion equation from boundary measurements. There th~ 
corresponding integral relation 
J (srs2) V¢(f;gp) · V¢(f;gq) dV' = 0 . 
n 
We established the completeness of the products V rp(f;~) · V ¢(f;gq) for f constant 
and the gp,gq belonging to a set of trigonometric boundary conditions, giving 
s1-s2 = 0 and uniqueness for this linearized case. 
It can be shown that for the nonlinear version of that problem 
I (f1-f2) Vrp(fbgp) ' V¢(f2,gq) = 0 ' 
n 
An extension of both our's and Ramm's arguments may then give uniqueness here 
for f c L 00(D). We note here that Ramm has obtained uniqeness with 
f E Wil00(D) by utilizing a nonlinear transformation to the Helmholtz equation. 
Previous uniqueness arguments for the problem (Kahn and Vogelius [1985]) 
require piecewise analyticity of the coefficient function, although Kahn and 
Vogelius [1986] conjectured uniqueness for a much less smooth coefficient. 
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6.5 STEEPEST DESCENT 
As an alternative to the Newton-Kantorovich method, several authors make 
use of the steepest descent and other gradient methods. Chavent [1973] and 
Kravaris and Seinfeld [1985] use gradient methods to solve the interior 
measurement problem we considered in Chapter Three. Lesselier [1984] uses the 
steepest descent method on a one-dimensional inverse scattering problem in the 
time-domain. Weston [1979, 1984] applies the method to the inverse scattering 
problem of this chapter. 
In this section the steepest descent method is derived for our inverse 
scattering problem. We require the solution to belong to a Hilbert space (rather 
than C0(rt) as Weston does) as this simplifies things a little. 
Before the steepest descent method (see Wouk [1979] pp.412-413) is 
outlined we first define the gradient of a functional. The gradient of J at v0, 
denoted by VJ(v0), is an element of the Hilbert space X such that 
J 1 (vo)v = <VJ(vo),v> , for all v ~:X. (6.34) 
VJ(vo) is uniquely defined from the Riesz representation theorem (Wouk [1979] 
pp.194-195). 
The method of steepest descent to minimize J(v) is the following 
(6.35) 
The t(n) are chosen to minimize J in the direction of steepest descent - VJ(v(n)). 
That is t(n) is chosen such that 
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This requires a one-dimensional minimization at each step. We point out 
efficient procedures for this are available (e.g. various search techniques - see any 
standard text on optimization theory such as Fletcher [1980]). 
6.5.1 Inverse Problem Application 
The inverse problem with farfield measurements can be formulated as the 
problem of minimizing the following non-negative functional 
(6.36) 
Here the summation is over all the different incident and scattered directions at 
which measurements are available. 
We shall require v c L 2(fl) and be such that the Born series converges. To 
apply the steepest descent method we must be able to compute the gradient of 
J(v). 
J(v) = ~(g(v) - G) (g(v) - G) 
so 
VJ(v) == ~[(g(v) - G) Vg(v) + (g(v) - G) Vg(VJ] . (6.37) 
Thus the gradient Vg(v) needs to be computed. From (6.26) 
g' (v)s 
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so that 
To formalize this g(v) must be Gateaux differentiable. This implied by the 
Frechet differentiability of g(v) which we have proven (THEOREM 6.7). 
The steepest descent method (and similar schemes such as the conjugate 
gradient method) would be simpler to implement than the Newton-Kantorovich 
method. This is because (6.37) and (6.38) give an explicit formula for the update 
whereas the Newton method requires the solution of a linear operator equation at 
each iteration. Weston [1984] has obtained some numerical results for the 
reconstruction of a one-dimensional profile by minimizing a closely related 
functional to (6.36). However, nobody has yet applied gradient methods in two or 
more dimensions. 
It should be noted that the order of convergence of the steepest descent 
method is not as good as Newton methods and their variants. 
6.6 RICCATI WAVE EQUATION 
The dependent variable transformation 1/J = 7/Jie ¢ applied to the Helmholtz 
equation may be used to obtain the following nonlinear equation 
(6.39) 
This can also be written in the form 
(6.40) 
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The last equation is lmown as the Riccati wave equation. This particular form o~ 
the Helmholtz equation is of interest in certain situations that are e;...'Plained lateJJ 
in the section. 
The associated inverse problem is to determine the refractive index from . 
I 
lmowledge of ¢. 
Iterative methods have also been proposed to solve this inverse problem fori 
(6.40) by Johnson et al. [1984]. The methods outlined are similar to those of 
Johnson and Tracy [1983] for the Helmholtz equation which were examined 
earlier in the chapter. 
6.6.1 Rytov Approximation 
An approximate method for solving the inverse problem for the Riccati 
equation analogous to the Born approximation for the Helmholtz equation may be 
derived. If the refractive index is near to unity, then 1/J :::i 'ljJ1 and so ¢ :::i 0. 
Neglecting the V ¢ · V ¢term (which is of the second order in ¢) gives 
. . 
(6+k2) ('ljJ1¢) :::i -1<:2(n2-1)1/J1 
Now 1/Js = 1/Ji( e ¢ -1) ~ 1/Ji ¢ for ¢ ~ 0. Hence 'ljJ1 ¢ satisfies the radiation condition 
for small¢. 
And so · k2 J iklx-x' I · 'ljJ1¢(x) :::i -4 e - - [n2(x')-1] 1/J\x') dV' 
- rr n I~>~' I - - (6.41) 
giving 
This approximate solution of the direct problem is known as the Rytov 
approximation (see Keller [1969]). Note that like the Born approximation, when 
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applied to the inverse problem it gives a linear integral equation to solve for n2 
given¢. 
Weston [1985] shows that (6.41) is in fact the first iterate in a convergent 
successive approximation scheme for ¢. This is analogous to the Born 
approximation being the leading term in a Neumann series expansion for the field 
in the integral form of the Helmholtz equation. Alternatively Keller [1969] 
considered the Rytov approximation as the leading term of a formal asymptotic 
expansion. 
Weston's expansion is for the following integral form of the equation (6.39) 
. I 1 ik(x-x') . 1j}¢(x) = e - - [V¢(x')·V¢(x') + k2(n2(x')-1]1tl dV' 
- I X-X' I - - -n - -
+ boundary integral terms. 
The boundary integral terms behave like ¢2 for small ¢ (and arise from the 
radiation condition). 
Weston found the domain of convergence of the Rytov expansion to be 
greater than that for the Born series for a rapidly fluctuating medium. The two 
domains were similar for a slowly varying refractive index. 
We have shown in §6.3 that the Born approximation applied to the inverse 
problem is actually the formal linearization (i.e. the Fnkhet derivative) of the 
refractive index to field map. We now show the analogous result is true for the 
Rytov approximation. 
Setting v=n2, then ¢(v) the corresponding map for the nonlinear form of 
the Helmholtz equation satisfies 
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so that 
¢(v) = ln¢(v) - ln1j} 
and 
This gives 
¢'(1)s 
(6.43) 
from (6.2) (i.e. using the equivalent result for the Helmholtz equation). 
Thus the Rytov approximation (6.41) when applied to the solution of the 
inverse problem is the linearization of ¢(v) about a unity refractive index. 
The Rytov approximation (6.41) for 1j}¢ is of the same form as the Born 
approximation for ¢. The single frequency techniques for the inverse problem 
discussed in §6.4 - the Fourier transform and filtered back propagation inversions · 
are then applicable. Devaney [1983] has numerically implemented his back 
propagation method within the Rytov approximation. We note these inversions 
could be extended to solve nonlinear problems with the modified form of the 
Newton-Kantorovich method - starting with an initial refractive index of unity. 
At high frequencies the Rytov approximation is preferable to the Born 
approximation for the solution of the inverse problem. Devaney [1982] shows 
that as k ---+ oo inversion within the Rytov approximation reduces to conventional 
straight ray tomography (see Chapter Seven). 
However there is still some argument over which of the Born and Rytov 
approximations is best to use and in what circumstances, for both the direct and 
inverse problems - see Leeman et a.l. [1985]. 
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6.7 RELA1ED PROBLEMS 
In this section we briefly consider two inverse problems closely related to 
the determination of a spatially varying refractive index in the Helmholtz equation. 
The first of these is the corresponding problem for vector generalizations of the 
Helmholtz equation. The second is an inverse problem in the time-domain for 
the wave equation. 
6.7.1 Vector Problems 
Two equations closely related to the scalar Helmholtz equation considered 
in previous chapters, are the linear elasticity equation and the vector Helmholtz 
equation. The solutions of both these equations are vector-valued rather than 
scalar-valued. 
We first consider time-harmonic elastic waves in an isotropic body. The 
displacement at a point ~ is 1}(~) with Cartesian components uj and the stress 
tensor is rjk' The material occupying the body is of density p and its elastic 
properties are specified by the Lame parameters /\ and p. It will be assumed that 
there are no body forces. Then the equations to be satisfied are, when the time 
dependence is eiwt 
(6.44) 
fJr. k ') 
__.]JS_ + vrpu. = 0, ax.k:- J 
respectively the constitutive equations for isotropic linear elasticity and Navier's 
equation. Here ojk is the standard Kronecker symbol and the usual summation 
convention has been employed. Eliminating the stress tensor gives (when/\ and tt 
are constants) 
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p6.u + (A+ p,)V(V · u) + w2pu = 0 . 
- - -
This can be written as 
~2 Vx\7:;.'1! + jt V · (V · u) + w2u = 0 t f - - (6.45) 
The vector form of the Helmholtz equation is 
VxVxl! - w2n\l = 0 (6.46) 
The study of Ma:;.well's equations can be reduced to this equation. We note that 
if u has no longitudinal part, then ( 6.45) reduces to ( 6.46). 
The associated inverse problem for the linear elasticity equation is to 
determine the possibly spatially-varying velocities of the longitudinal and 
transverse waves 
In the vector Helmholtz equation the spatially-varying n is to be determined as 
with the scalar equation. 
Up till the present, most of the work done on these two inverse problems 
has utilized the Born approximation- see Cohen and Bleistein [1977]. Deriving a 
nonlinear operator theory for the solution of the inverse problems is more difficult 
than for the scalar Helmholtz equation. This is mainly due to the present lack of 
suitable regularity results. Uniqueness results for the direct problem with 
inhomogenous bodies have been proven by Jones [1982] and Wall [1988b] for the 
linear elasticity equation and for piecewise homogeneous bodies by Kupradze 
[1963]. However, we cannot use Fredholm alternative theory to obtain existence 
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and regularity results from these as they stand, like we did for the Helmholtz 
equation. This is because the integral operators involved are not compact due to 
the presence of Green tensors with strong singularities. The Green function for 
the scalar Helmholtz equation has a weak singularity. As was stated in §5.4, 
pseudo-differential operator theory will then have a part to play with the 
Fredholm alternative theory being utilized. 
We note here that existence and regularity results have been proven for 
Maxwell's equations in the quasi-static limit by Carey and O'Brien (1984]. These 
results are for piecewise constant constitutive parameters. They are motivated by 
practical applications in transient electromagnetic (1EM) prospecting. 
6.7.2 Time-domain Equations 
The linear acoustic wave equation with no losses is 
(6.47) 
subject to suitable initial and boundary conditions. The quantities p,c t: !R are the 
spatially-varying density and sound velocity respectively. The inverse problem is 
to determine one or both of these quantities from measurements of the pressure u 
or its normal derivative on the surface of the region to be probed. We shall 
briefly review the work of several authors on this problem. 
In a series of papers Symes [1983a, 1983b, 1986] examines the problem 
when c = constant, that is, p is to be reconstructed. Several theoretical results 
are proven - first the continuous dependence of the solution of the direct problem, 
u, upon the coefficient, p, is established. This is then extended to show that the 
map is indeed Frechet differentiable. Then the stability of the linearized inverse 
problem is examined. 
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Fawcett [1985] considers the problem when p ~ constant, that is, cis to b, 
found. A two-dimensional distribution is reconstructed using a Gauss-Newton 
type method - the Jacobian is computed using differences. To obtain these! 
reconstructions one incident wave only is used, with measurements made in ani 
directions over a period of time. 
The special case of the inverse problem where the functions to be 
reconstructed are of one dimension only has been considered by many authors. 
This problem often arises in geophysical situations where the region is a stratified 
half-space. Most of the authors use direct (non-iterative) methods related to 
those of Gelfand and Levitan [1955] - see for example Krueger [1981] and Bube 
and Burridge [1983]. 
However, Bamberger et al. [1979] approach this one dimensional problem 
usrng operator methods - first establishing the continuity of the map between 
direct problem solution and the coefficient functions. Optimization (conjugate 
gradient) methods are then used to obtain numerical solutions. 
Wall [1989] has examined the continuous dependence of the inverse 
problem solution upon the given data for a dissipative wave equation in the time 
domain. He utilizes e~.'plicit functional equations (obtained via invariant 
imbedding) for the mapping between the reflection kernel and the material 
functions to be identified. The non-dissipative case was examined in Vogel 
[1986]. 
For direct methods of determining the potential, V(~) in the plasma wave 
equation 
(6.48) 
the reader is referred to Rose et al. [1984]. These methods are multidimensional 
- although not always economical for computation as the authors note. 
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The time-domain techniques of Rose et al. are closely related to 
multidimensional methods available for the Schrodinger equation in the frequency 
domain. These were derived by Newton [1980, 1981, 1982] and also Cheney 
[1984]. However, such direct methods require knowledge of the farfield at all 
frequencies. Also we are not aware of any numerical computations in more than 
one dimension. In contrast the nonlinear operator approach suggested in this 
chapter is applicable at a single frequency, plus the numerical implementation is 
relatively straightforward. 
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CHAPTER SEVEN 
GEOME1RIC OPTICS 
7.1 INTRODUCTION 
With a large wavenumber it becomes necessary to use methods based upon 
geometric optics to solve the Helmholtz equation and its associated inverse 
problem. Then it becomes impossible to represent the field using conventional 
finite element methods (see §5.5). 
It is therefore desired to construct a high-frequency asymptotic solution to 
the Helmholtz equation 
(7.1) 
of the form 
(7.2) 
In this development 1/Jm('!:) and ¢('!;) are assumed to be independent of the 
wavenumber k which is chosen as the large parameter. 
Then as in Felson and Marcuwitz [1973], by substituting equation (7.2) into 
(7.1) and assuming that the differentiation can be performed on each term in the 
sum, one finds with k = V ¢ 
N 
oo 1/Jm(x) 2J - N 0 , 
m 0 ( i k)m 
Since this expansion is to hold for arbitrary (though large) values of k, the 
coefficient of each power of k must vanish independently. From the k2 term 
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(7.3) 
from the kl term 
(7.4) 
and from the general term k-v, v = 0, 1, 2, ... 
- -
1,7 • k + 2k · 1,7 "'' = - 6. "'' m > 1 . 
N N 'flm 'f'm-1' - (7.5) 
In deriving equations (7.4) and (7.5), the transport equations for the amplitude 
coefficients in the asymptotic expansion (7.2), use has been made· of equation 
(7.3), the eiconal eq1tation of geometrical optics. In view of the recursive 
character of the system of equations described by equation (7.5), all the 
coefficients 1/J m' m > 1, can be derived in principle from the lowest order 
coefficient '¢0• The quantity ¢ is known as the phase function. 
The lowest order solution of equation (7.2) in the high~frequency limit is 
the local plane-wave field 
This "geometrical-opticaln field dominates the remaining terms in (7.2) if the 
relative variation in the refractive index, jlln I jn, is small compared with the local 
wavelength kn, i.e. if 
IVnl 
kn2 < < 1 
(7.6) 
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If the medium is non-dissipative, so that n2 is positive real, the procedure 
for solving the eiconal equation (7.3) involves determination of ray trajectories and 
then evaluating the phase function ¢ by integrating along a ray. 
The rays are tangent to the ray vector n~ == ~ , where ~ is a unit vector in 
the direction of~ and perpendicular to the wavefront ¢ == constant. 
The resulting ray equation is 
(7.7) 
or with I 
d£12 as == 1 , 
where s denotes arc length. 
In a homogeneous medium, for which n == constant, (7.7) has the solution 
r==As+B 
N N N 
where ~ and y are constant vectors. The rays in this case are straight lines. In 
an inhomogeneous medium where n varies continuously, the rays are smoothly 
curved. These rays bend towards a region of higher refractive index. 
With ray trajectories computed from (7.7) we have for the phase function 
r 
N 
¢(£) - ¢(£1) == J n ds 
£1 
(7.8) 
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This phase integral defines the optical path length along the ray. In 1 
homogeneous medium where n = constant and the rays are straight lines, one has l 
In a regular region where only one ray passes through a given point, it ma1 
be shown that for points £1 and £ along a ray, the optical length in (7.8) is less1 
! 
along the ray than along any other neighbouring curve connecting the two pointsj 
This result is lmown as Fermat's principle. 
We note that as the differential equations for the rays are nonlinear it is: 
possible for several rays to pass through some point. The phase function is then 
multi-valued at such points. For a discussion of these difficulties and in particular! 
! 
the caustics that may result, the reader is referred to Jones [1986] §6.17 fori 
example. 
Finally a calculation in Felson and Marcuwitz [1973] shows that the 
amplitude is given by 
r 
N 
11/Jo(£) I = J 1/Jo(£1) I e>.1J [- t J ~ · (nB)ds J 
£1 
(7.9) 
where nB = V ¢. We do not make any further use of this result, as the remainder 
of this chapter is concerned with the relationship between the refractive index and 
the phase function. 
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7.2 INVERSE PROBLEM 
The inverse problem we will be concerned with is the determination of the 
refractive index, n, from knowledge of the phase function, ¢. 
quantities are related by the eiconal equation (7.3) 
These two 
IV¢12 n2 . (7.10) 
The main areas in which solving this inverse problem is of interest are m 
computer-assisted ultrasonic tomography, optical interferometry and exploration 
geophysics. 
Consider the following configuration which. has been utilized by several 
other authors. The rays travel from a transmitting plane at an angle 0 to the x 
axis, through the object n inside which the refractive index n is spatially varying 
and then the measurements of <,b, <l?, are made on an observing plane. The 
refractive index is equal to unity outside the object n and <,b = 0 on the 
transmitting plane. 
This experiment is performed for a variety of angles Oi to get sufficient 
information to be able to determine n. This requirement comes from 
conventional X-ray tomography, which is closely related to a linearized version of 
our inverse problem, as shall be seen later. 
y 
Observing plane 
X 
n 1 
Figure 7.1 
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The measurements are made at a set of points {~j} on the observing plane\ 
The ray resulting from the refractive index n which passes through ~j is denoted b~ 
R/n). To compute such a ray path a boundary value problem for a nonlinea~ 
second-order o.d.e. must be solved - see for example Lyttle and Dines [1980]~ 
i 
This differential equation is given by (7.7). The boundary value problem resultsi 
are initially we know the angle the ray makes with the x-axis as well as its finishing: 
point on the observation plane. 
The alternative situation where the starting points of the rays are specified, 
only requires the solution of initial value problems. This case is illustrated in 
Figure 7.1 where the rays are initially evenly spaced. However, such a situation 
does not occur as frequency in practical problems. 
From the solution of the eiconal equation (7.8) we have 
<P(~p = J n(~')dsx, . 
R/n) -
(7.11) 
Given the measurements <P(x.) this is essentially a nonlinear integral equation for 
-] 
the refractive index n. The nonlinearity arises as the ray paths over which the 
integrals are made, depend upon n. 
7.2.1 Straight Ray Approximation 
To solve the inverse problem several authors- Glover and Sharp [1977] and 
Mueller et al [1979] for example, use what is known as the straight ray 
approximation. In this the rays Rj(n) above are approximated by straight rays Rj 
(which result when the refractive index n = 1 inside D) in (7.11). 
Then 
<P(x.) = J n(x') ds , 
·) - X 
R. -
J 
(7.12) 
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When x. is varied along points of the observing plane, and the experiment IS 
-] 
performed for a number of different incident directions oi (7.12) becomes a linear 
integral equation to be solved for n. This same problem of inverting (7.12) arises 
in X-ray computed tomography - see Bates and Peters [1971] for example. 
There are two possible approaches to solving (7.12). The first is the 
algebraic method where it is discretized using a collocation type approach (see 
Anderson and Kak (1984]). That is n is expressed as a basis function expansion 
and measurements are taken at a set of points {x.} for a set of incident angles 
-J 
{ Oi}. This gives a linear system of algebraic equations to be solved. The system 
is sparse in nature and there are special methods of solution available. 
Secondly, there exist analytic solutions of (7.12). These are based upon 
either Fourier transform techniques or a filtered back projection of the measured 
values (see Davison and Grunbaum [1981]). These methods are cheaper to 
utilize than the algebraic method (and are usually used in a practical 
implementation) however they are not as flexible. For example, they cannot be 
generalized to handle curved rays which the algebraic method obviously can. 
7.2.2 Iterative Methods 
The straight ray approximation has been extended into an iterative method 
by Lyttle and Dines [1980]. For the first iteration the straight path approximation 
is used giving an initial approximation n(l) to the refractive index. Then the rays 
resulting from the refractive index n(1) are computed. The rays R/n) in (7.11) 
are then approximated by the rays R{n(1)) and the equation is solved for a new 
approximate solution n(2). This scheme is then repeated in an iterative manner. 
That is 
1i(x.) = 
-J 
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I (7.131 
is the linear equation to be solved for n(k+ 1) at each iteration. The algebrai1 
method of solution described in §7.2.1 is used to solve this equation. 
With their iterative technique Lyttle and Dines obtain significanj 
improvements over straight ray reconstructions for the same problems 
Schomberg [1978] uses a similar iterative scheme, however the improvements 
obtained are not as marked. This is probably because the refractive index he 
reconstructs is fairly close to unity - m~x In- 1 I = 0.05 c.f. 0.3 for Lyttle an, 
Dines. 
To compute each ray path the two-point boundary value problem for a 
second order ordinary differential equation resulting from (7.7) must be solved. 
The equation is nonlinear and shooting-type methods may be used. Keller and 
Perozzi [1983] solve the resulting nonlinear system of equations using Newton's 
method. It should be noted that this is applying Newton's method to the solution 
of the nonlinear direct problem rather than the inverse problem, to which we 
apply the Newton-Kantorovich method in the next section. 
We also note that for some refractive indices there may be several different 
rays passing through a given point - resulting in a multivalued solution. This is 
due to the nonlinear nature of the direct problem. Authors encountering this 
situation generally only consider the shortest path ray to a measurement point. 
However, we are of the opinion that in this case all possible ray paths to the point 
should be utilized. This is because McKinnon and Bates [1980] point out that a 
shortest path ray may not travel through regions around a local maximum in the 
refractive index. To use all the ray paths the scheme for solving the direct 
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problem must be capable of finding all the solutions of the two-point boundary 
value problem. 
We also note here that geometric optics ideas may usefully be incorporated 
into solutions of both the direct and inverse problems for the Helmholtz equation 
proper- see for example Tan and Bates [1988] and Bates [1989]. 
7.3 NEWTON-KANTOROVICH METHOD 
In this section the Newton-Kantorovich method is derived in an informal 
manner. The Frechet differentiability of this problem is formalized in §7.3.3. 
Consider one set of incident rays parallel to the x-axis with measurements 
<I>(y) performed on the line x = a. 
y 
Figure 7.2 
Our methods may then easily be modified to cover a number of sets of incident 
rays at varying angles to the x-axis. 
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7.3.1 Derivation 
The operator equation to be solved is 
V(n) = ¢(n;a,y) - <D(y) = 0 . 
The Frechet differential of V (assuming it exists) is then 
V'(n)t ¢'(n)tlx =a . 
Again the Frechet derivative of the direct problem solution, ¢' (n) must be 
computed. We use the approach suggested in §1.4.2. 
Differentiating the direct problem formulation 
V¢(n)·V¢(n) = n2, ¢ = 0 when x =-a (7.14) 
with respect to n gives 
2V¢'(n)t · V¢(n) = 2nt, ¢'(n)t = 0 when x =-a 
so that 
V¢'(n)t · V¢(n) = nt . (7.15) 
This last equation is a first order linear hyperbolic equation for ¢' (n)t (as 
V ¢(n) is known), which has characteristics given by 
(7.16) 
= V¢ 
n 
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from using (7.14). Now n~ = V¢ and so 
dr 
IV 
as= s 
Hence the characteristics of this linear equation are the same as the rays (7.7) for 
the nonlinear equation (7.14). 
Along these characteristics (7.15) reduces to the ordinary differential 
equation 
giving 
IV ¢(n) I M-' (n)t nt 
¢'(n)tj = ¢'(n)tj 
x=P x 
- - -
+J~ds 
9 IV¢1 
where the integral is over the characteristic between J? and Q. But IV¢ I = n and 
also if we specify Q to be on x = - a then 
¢'(n)t = J t ds 
R(n) 
as the characteristics are also the rays. 
So the update t(k+ 1) in the Newton-Kantorovich method satisfies 
I (k+ 1) k) t (~') dsx, = <P(y)- ¢(n( ; a,y) . 
R(n(k)) - (7.17) 
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But I n(k)(~')dsx, = ¢;(n(k)) 
R(n(k)) -
and 
(k+ 1) (k) n - n . 
Hence I n(k+ l)c~~ )ds~, = <P(y) 
R(n(k)) (7.18)\ 
is the linear equation to be solved for the new approximation n(k+ 1). 
Note however this is the same equation as (7.13) which is used by Lyttle 
and Dines [1980] in their iterative scheme (which they derived in a fairly ad hoc 
manner). 
The solution of the eiconal equation, ¢;, may be multi-valued, i.e., there 
may exist more than one ray to a point x.. Then similarly the Frechet differential 
-J 
¢;' (n)t is multi-valued, and all these rays should be considered in Newton's 
method. 
Fawcett and Keller (1985] have also applied Newton's method to a 
geophysical problem of this type. However, their refractive index is layered and 
piecewise constant, with these constants and the shape of the interfaces to be 
determined. Due to this special form for the refractive index they use an 
alternative method to compute their Jacobian/Fn§chet derivative. 
7.3.2 Modified Newton Method 
In addition consider the linearization about an approximation n (o) = 
constant. Then the rays are straight i.e., R n(o) R and ¢;(n(o); ~) == c (x + a) 
g1vmg 
J t(1) (~ 1 )dsx, == <P(y)- 2ca 
R -
I 
i 
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or equivalently 
I n(l\~')dsx, = <I>(y) . 
R -
From (7.12) this equation is the same as that which results from the straight ray 
approximation. That is conventional tomographic techniques result from the 
linearization of our operator about a constant refractive index. In a similar 
manner we saw in §6.4.2 that Devaney's diffraction tomography arose from the 
linearization of the corresponding map for the Helmholtz equation about a 
constant refractive index. 
Of particular interest is the modified form of the Newton-Kantorovich 
method (see (1.13)). If a constant refractive index is chosen as the initial 
approximation nCo), then as was just noted, the rays R n (o) = R are straight. The 
d (k+ 1) . h . . h . f' up ate t m t e IteratiVe sc erne satls 1es 
I t(k+ 1)(~')dsx, = <I>(y)- ¢(n(k); a,y) . 
R -
(7.19) 
This has the advantage that analytic methods of solution can be utilized. That is, 
the filtered back projection method or Fourier transform techniques can be used 
to solve the linear operator equation at each iteration. 
Iteration schemes of this form have been used by McKinnon and Bates 
[1980] for a problem in ultrasonic tomography and Cha and Vest [1981) for a 
problem in optical interferometry. Again the schemes were derived in an ad hoc 
manner. 
McKinnon and Bates (see also McKinnon [1980]) reconstruct radially 
symmetric distributions. However, the improvement over the straight ray 
reconstructions is not marked as only a small perturbation on a constant 
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distribution is considered - when the straight ray approximation can be expected t~ 
l 
be fairly accurate. 
Cha and Vest reconstruct both 
dimensional refractive index distributions 
over the straight ray reconstructions. 
l 
axisymmetric and asymmetric twd 
I 
and obtain significant improvemend 
This is because they reconstrucJ 
i 
distributions with a reasonable variation from a constant distribution. 
We note that when the modified form of the Newton-Kantorovich method 
is used it is not necessary to compute a new set of ray paths at each iteration -
instead a finite difference technique (such as that of Bates and McKinnon) may be 
used to solve the direct problems. 
7.3.3 Frechet Differentiability 
In this subsection we briefly examine the Frechet differentiability of the 
map n _, ¢(n). Regularity theory for the direct problem is scarce - probably due 
to its nonlinearity. The only result in this direction we are aware of is due to 
Bloom and Kazarinoff [1976]. They show that if n belongs to C2 and is close 
enough to unity, i.e. sup[ I n - 11 , I grad n I ] is small enough then existence and 
uniqueness for the solution to the eiconal equation follows. This is proven by 
using a fixed point theorem for contractions applied to an integral form of the ray 
equations. 
Laurentiev et al. [1970] have shown that (7.17) is in fact the linearization of 
the operator equation. They use the form (7.11) for the direct problem and 
utilize Fermat's theorem. 
So from their work the error in the linearization is of the second order for 
a refractive index, n f C2• This regularity requirement is implied by the ray 
equations. This also assumes the existence of a solution to the eiconal 
equation. As the Frechet derivative is bounded for n c C2 (this follows from our 
THEOREM 7.1 (i) in the next section) we have that Fn3chet differentiability of the 
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map n--> ¢(n) follows. 
We also note that Oliker [1987] proves Frechet differentiability when 
considering a linearized version of an inverse reflection problem from geometric 
optics. We have been considering an inverse refraction problem. He notes that 
Newton's method would then be applicable to his problem. 
7.4 REGULARIZATION 
In addition to the problem of constmcting solutions of the inverse problem 
considered in the previous sections, there is the question of the existence and 
stability of these solutions, particularly in the presence of measurement noise. In 
this section we examine the application of regularization techniques to the solution 
of the linear problem (7.18). This is then related to the numerical work of Lyttle 
and Dines [1980]. The regularization of the fully nonlinear inverse problem is not 
considered, but would require stronger constraints on the refractive index. 
Instabilities are present in the solution of the inverse problem. Evidence 
of this is in the need to differentiate measurement data in Fourier reconstruction 
methods for the straight ray problem. Also Anderson and Kak [1984] obtain 
noise in their numerical results with the algebraic reconstruction method. Our 
results shall also cover curved ray inversions. 
Consider M different sets of incident rays giving the measurement functions 
{<I> /'I)}. The measurements are made at N points {:~j} along the observation 
plane. 
The linearized operator equation to be solved is then 
(7.2) 
ic{1, ... ,M}, jc{1, ... ,N} 
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R .. (n(k)) is the ray arriving at x. in the ith set of incident rays, resulting from thd lJ -J I 
refractive index n(k). Note the equation (7.20) is a linear operator equation a, 
the rays Rij(n(k)) are known. I 
To regularize the linear inverse problem the solution is restricted to li~ 
within a suitable compact set- see §1.3.2 and §1.5.5. 
Consider the following problem 
minimize 11\l(n(k+ 1))112 = 2:; \l~.(n(k+ 1)) 
. . lJ l,J 
subject to n(k+ 1) c Xo , 
(7.21) 
where X0 is a compact subset of C0(rt). 
operator on C0(rt). 
We shall show that \1 is a continuous~ 
I 
One possible choice for X0 is 
(7.22) 
The compactness of Xo follows from the compactness of the imbedding 
H2(fl) -; L 00(fl) in two or three dimensions (see the Sobolev imbedding theorem,' 
Adams [1975] p.97). 
This choice is particularly appropriate for numerical applications where 
Hilbert spaces are generally used. Note that if the refractive index is a function 
of only one dimension, then H 2(D) may be replaced by H1(rt) in the above, as the 
imbedding H1(rt)-; L 00(fl) is then compact. 
We then have the following result 
THEOREM7.1 
(i) 
(i) \1 : C0(L) -; !Rnxm is a bounded operator. 
(ii) There exists a solution to the minimization problem (7.21). 
\l .. (n + t) - \/ .. (n) = J t ds lJ lJ 
R .. lJ 
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giving 
IY' .. (n+t)- Y' .. (n)l ~ lltll00 n·(length of ray) lJ lJ ,H 
and 
l 
1!\7(n+t)- V'(n)ll < (MN) 2 ·(length of longest ray)·lltll00 n 
' 
and so Y' is bounded. 
(ii) The problem then becomes one of minimizing a continuous 
functional over a compact set - to which there exists a solution from 
Theorem 1.4. 0 
It has just been shown that the measurements depend continuously upon 
the function to be reconstructed and that there exists a solution of the regularized 
linear inverse problem. 
This then gives some theoretical justification to the work of Lyttle and 
Dines [1980]. They add a smoothness constraint of the form 
which they call a Laplace filter. It should be noted (see Gustafson [1980] p.170 
for example) that the space with norm 
2 2 2 !lu I b + l!Vu I b + IIV2u I b 
is equivalent to H2(D), and that our theorem holds for the constraint 
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We do not prove a result for the continuous dependence of solutions of th1 
regularized problem upon the measurements. However, Betero et al. [1979] have. 
l 
examined this stability question in the straight ray case, where an analytic solutiod 
I 
is available. They consider square integrable refractive indices, i.e. n c L2(n) and 
I 
also a square integrable measurement function <P(x). 
A constraint of the form 
(the problem is in two dimensions) is imposed on the derivatives of the refractive' 
index. They they show that the reconstructed function depends Holder: 
i 
continuously upon the measurement function. This continuity is stronger than the! 
logarithmic continuity obtained for the inverse problem for the Helmholtzi 
I equation at one frequency within the Born approximation. 
We note as their result is for a square integrable measurement function it j 
I 
would not be applicable to the point measurements utilized in Theorem 7.1. 
There a stronger constraint (on the second rather than first derivatives) is 
required. 
The reader is also referred to Davison and Grunbaum [1981] who apply 
regularization methods similar to those of Backus and Gilbert [1970] to the 
tomographic (straight ray) problem. 
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CHAPTER EIGHT 
CONCLUSIONS 
8.1 SUMMARY 
In Chapter One we provided a general framework for solving a wide class 
of inverse problems. The inverse problem is formulated as a nonlinear operator 
equation. This may be solved by the Newton-Kantorovich iterative method and 
its variants. Existence and stability of solutions in the presence of measurement 
noise may be obtained by using regularization techniques. The continuity and 
Frechet differentiability of the nonlinear operator can be examined by means of 
the implicit function theorem. Methods for showing the boundedness or 
compactness of the operator were also discussed. 
In Chapter Three an inverse problem for steady-state diffusion was 
considered. Some properties of the direct problem were outlined in Chapter 
Two. The inverse problem was formulated as a nonlinear operator equation. 
We then derived the Newton-Kantorovich method for solution of the equation. 
This is a new approach to this particular problem - most of the work on this 
problem to date being performed in finite dimensional spaces. The 
Gauss-Newton method for parameter identification was also derived and its 
relationship with the Newton-Kantorovich method outlined. We produced some 
numerical results for a one-dimensional problem and used regularization 
techniques in the presence of measurement noise. 
Finally the Frechet differentiability of the nonlinear operator considered in 
this chapter was proven. Boundedness, Lipschitz continuity and compactness 
results were also obtained and the theoretical application of regularization 
techniques investigated. 
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Chapter Four was concerned with the inverse boundary scattering problem] 
First uniqueness and continuous dependence results for the inverse problem an~ 
existing methods for its solution were reviewed. We then extended a previou~ 
I 
continuous dependence result for the farfield upon the boundary shape - removing 
I 
the requirement for the solution to belong to a compact set. The use of the 
Newton-Kantorovich method combined with the null-field method of solution fm 
I 
I 
the direct problem was outlined. In addition, the partial differential equatio~ 
satisfied by the Frechet differential was derived and the relationship of the Fn5chet 
derivative with the Hadamard variation examined. Finally, we investigated, 
determining an unknown impedance boundary condition from farfield
1 
measurements and a Frechet differentiability result was proven for this problem. 
In Chapter Six we considered the determination of a spatially varying 
refractive index in the Helmholtz equation. The properties of the direct problem 
were outlined in Chapter Five - including some new regularity theory in Sobolev 
spaces. The inverse problem was formulated as a nonlinear operator equation in 
Chapter Six. The Newton-Kantorovich method for the solution of the equation 
was then derived. We found that the two dimensional reconstruction technique 
of Johnson and Tracy is closely related to the method we propose. 
Two new Frechet differentiability results were proven in the chapter. The 
first was for continuous refractive indices within the regularity theory provided by 
Fredholm's theorem. The second was for a square integrable coefficient within 
the regularity theory given by the Born series and Banach's theorem. These 
results are then used in the regularization of the inverse problem. 
We also found that the Frechet derivative for farfield measurements is 
particularly simple - not involving a Green's function but just the field alone. 
This was formalized using the Frechet differentiability results just outlined. We 
then examined the Born approximation and also the method of steepest descent. 
I 
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Finally we considered the Rytov approximation for the Riccati form of the wave 
equation and also possible extensions of our work to vector generalizations of the 
Helmholtz equation. 
Chapter Seven was concerned with an inverse problem from geometric 
optics. We outlined the use of the straight line approximation and also iterative 
methods for its solution. Existing iterative schemes were shown to be forms of the 
Newton-Kantorovich method. A regularization result for the linearized inverse 
problem was also proven. 
In the Appendix the determination of the electrical conductivity of an 
object (from knowledge of both the potential and normal current) on its boundary 
is examined. The inverse problem was again formulated as a nonlinear operator 
equation and the Frechet derivative computed.. For our choice of operator the 
derivative did not involve the calculation of Green's functions. This then gave a 
moment problem to solve at each iteration of the Newton-Kantorovich method. 
Some questions of a theoretical nature were then examined. First the 
nonlinear moment operator was shown to be Frechet differentiable, i.e. we had 
formally linearized it. The result was then used in regularizing the problem, 
where continuity of the operator is required - this being implied by 
differentiability. 
The linearization of the inverse problem about a constant conductivity on a 
circle was also considered. An analytic expression for the Frechet derivative is 
obtained in this case and a uniqueness result for the linearized inverse problem 
proven. We then utilized the analytic form for the derivative to reconstruct 
radially symmetric conductivities with the modified Newton~Kantorovich method. 
Some numerical results were presented. 
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8.2 CONCLUSIONS 
We shall now outline some of the main points that arise from the work oJ! 
this thesis. Firstly, some of the advantages of using the nonlinear operatm! 
methods advocated are outlined. The approach is applicable to a variety oj 
inverse problems, for any type of differential equation and in any number o~ 
I 
spatial dimensions. As well as determining a spatially varying coefficient in aJ 
I 
differential equation, the Newton-Kantorovich method and its variants may be'
1 
used to solve inverse boundary scattering problems as was seen in Chapter Four. 
The approach extends approximate methods of solution, such as the Born 
approximation for the problem of Chapter Six, into algorithms providing solutions 
to the full nonlinear problem. Regularization methods giving the existence and 
stability of solutions in the presence of measurement noise may be incorporated. 
Nonlinear operator methods may be used to reconstruct functions which 
are not very smooth. Evidence of this is provided by our numerical results in the 
Appendix in which discontinuous functions were reconstructed. All that is 
required is a suitable regularity result, allowing us to prove Frechet 
differentiability. The Newton-Kantorovich method may then be applied. Other 
methods for solving inverse problems often require fairly strong smoothness 
assumptions on the function to be reconstructed. 
Importantly for many inverse problems, at present it seems there is no 
other way of reconstructing an arbitrary function, apart from formulating the 
problem as a nonlinear operator equation and using iterative methods of solution. 
That is, no direct (non-iterative) method of solution exists as yet. Examples of 
such inverse problems are the two or three dimensional electrical conductivity 
imaging problem and determining a refractive index in the Helmholtz equation at 
one frequency. 
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Another important point that arises out of our work is the need to examine 
theoretical questions in addition to a numerical solution of the inverse problem. 
There are numerous iterative schemes for the solution of inverse problems in the 
literature which have been derived in an ad hoc manner. Many of these upon 
further investigation turn out to be variants of the Newton-Kantorovich method 
(or perhaps gradient methods). Some authors derive what they call Newton 
methods but neglect to prove Frechet differentiability. Such knowledge gives us 
an idea of how the iterative scheme can be expected to behave, and how we may 
go about improving its performance. In addition, many approximate methods for 
the solution of inverse problems are obtained in an ad hoc manner. These often 
may be formalized as the linearization of our nonlinear operator equation about 
some simple approximation (such as a constant function). 
Many authors also apply regularization methods in an informal manner. 
They formulate the problem as a minimization of a functional and constraints are 
added. But they do not prove continuity for the functional nor compactness of 
the set over which the minimization takes place. Without such results we cannot 
be sure that there exists a stable solution to the regularized problem. 
Indeed, we were able to show that smoothness constraints seemingly pulled 
out of the air by several authors were in fact consistent with the solution belonging 
to a compact set. We imagine these constraints were arrived at by trial and error 
whereas a generally applicable approach to finding them is given in this thesis. 
Other authors treat the problem as one of parameter identification -
discretizing the problem at the start and using the Gauss-Newton method for 
example, to solve the resulting system of nonlinear algebraic equations. We take 
the view that it is in general preferable to formulate the problem as a nonlinear 
operator equation, then discretizing to obtain numerical solutions. This is 
because we would rather examine the properties of the operator equation in an 
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infinite dimensional setting than in a finite dimensional space after discretizing itj 
It should be noted that the same equations are obtained whether we first lineariz~ 
the problem and then discretize or we first discretize and then linearize. 
8.3 FUTURE RESEARCH 
We give a number of areas in which future research relating to the work of: 
i 
this thesis is warranted. 
(1) More extensive numerical testing of the algorithms we have derived for our 
inverse problems (and also for inverse problems in general) would be 
useful. A number of authors, including ourselves, have successfully 
reconstructed functions of one dimension. 
Work has been done on reconstructing two or three dimensional functions 
but more is required here. 
(2) The question of uniqueness has not been resolved for a number of different 
inverse problems. In addition it may be possible to reduce the smoothness 
requirements in uniqueness results already available - for example, the 
boundary measurement problem of the Appendix. 
(3) Even less is known about the cha.mcterisa.tion of solutions to inverse 
problems. The limited amount of literature available on this problem is 
mainly confined to inverse scattering and even this does not completely 
answer such questions. 
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(4) Results for the stabilization of nonlinear inverse problems are also scarce. 
That is, proofs for the stability of regularized inverse problems are 
required. A number of linearized inverse problems have been investigated 
in this regard, however not much is known in the nonlinear cases. 
(5) Convergence results for iteration schemes (such as the Newton-Kantorovich 
method) applied to inverse problems would be useful. General results are 
available from optimization theory, and these should be applicable to the 
solution of the problems of this thesis and others. 
(6) More investigation of pToperties such as continuity and Frechet 
differentiability is required for the nonlinear operator equation formulation 
of some inverse problems. These properties are needed to produce 
algorithms for solving the inverse problem. 
With our work and that of other authors several results are available 
for the steady-state diffusion equation and also refractive index and 
boundary scattering problems for the Helmholtz equation. Results have 
also been proven for the time-domain diffusion and wave equations with 
spatially varying coefficients and also the boundary scattering problem for 
the Helmholtz equation. However, there are a number of important 
problems for which such results are not available. For example, the 
Riccati wave equation and the vector-valued generalizations of the 
Helmholtz equation considered earlier are in this category. A Frechet 
differentiability result is also required for our operator formulation of 
inverse boundary scattering - only continuity has been shown at present. 
In addition, there is a need to reduce the smoothness requirements 
for the results already proven. For instance, the results available for the 
boundary scattering problem of the Helmholtz equation require a 
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continuously differentiable surface and there is interest in reducing thiJ 
requirement. Also, our Frechet differentiability result for the HelmholtJ
1 
I 
equation with spatially varying refractive index requires this index to bd 
continuous. A result applicable to discontinuous indices would also be oJ 
interest. 
(7) Further development of existence, uniqueness and regularity theory is I 
required for the direct problems in which there is much interest in solving 
the corresponding inverse problem. Again, such results are required for 
geometric optics, the Riccati wave equation and boundary and refractive 
index scattering problems for vector forms of the Helmholtz equation. We 
can then utilize these results to establish the properties of the nonlinear 
operator defining the inverse problem. 
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Abstract. The Newton-Kantorovich computational method is applied to the inverse 
problem of reconstructing a conductivity from given boundary measurements. This paper 
provides the theoretical analysis necessary to provide rigorous derivations of the Fn~chet 
differential. Llnearisations of the non-linear problem are examined and a numerical 
procedure for reconstructing general conductivities suggested. This procedure is illus-
trated by reconstructing one-dimensional conductivities. 
1. Introduction 
The classical direct problem associated with the partial differential equation 
V·[f(x)Vu(x)]=O xER" n 2or3 (1.1) 
is to determine u, given/ and appropriate boundary conditions on the boundary ()Q of 
the bounded, simply connected open region Q. We shall assume the boundary ()Q is a 
C1 mapping of a compact interval I cR into R". The boundary conditions we shall 
consider are either Dirichlet 
u(x)=g(x) XEoQ (1.2) 
or the normalised Neumann boundary condition 
au f(x) av g(x) XEoQ (1.3) 
where fJ/fJv denotes the directional derivative in the direction of the unit outward 
normal vector iJ to 8Q. 
The inverse or identification problem we shall examine in this paper is to 
determine the spatially varying function f from knowledge of u(x) for x E 8Q; that is 
certain measurements of u on the boundary. These measurements consist of the 
following. 
(i) If Dirichlet conditions are specified on 8Q then f 8ulov is measured on oQ. 
(ii) If Neumann conditions are specified on 8~l then u is measured on 8Q. 
Of course these are not the only permissible measurements, but a necessary condition 
for this problem is that the measurement set must be independent of the specified set. 
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The inverse problem for equation ( 1.1) is of considerable importance as it arises 
from several physical problems. A major application is in electrical conductivity 
imaging, or 'impedance tomography' as the medical technique of non-invasive 
conductivity measurement is called (see [1-3]). It also arises in two geophysical 
problems. The first is in geophysical prospecting by electrical probing, where again f 
represents a conductivity (see [4)). The second has applications in the study of ground-
water flow and oil reservoirs; this problem is, however, not generally of the boundary 
measurement type (see [5, 6]). 
In this paper we assume that the measurements are known to arise as a response to 
a particular f*. If this is not the case then the validity of the model equation ( 1.1) will 
be in doubt. However, the measurements may be contaminated by noise and so 
computational methods of solution that are not invalidated by this assumption are 
examined. It can be profitable, however, to examine the characterisation problem that 
is associated with the inverse problem. The characterisation problem can be stated as 
follows. Given some measurements, find if they arise from an f in equation ( 1.1). 
Mathematically this means that the measurements must lie in the correct function 
space, or subspace. As an example of this, iff, aQ E C''' then the measurements must 
also be in C"' or perhaps a subset of C"'. The characterisation problem has been 
recently examined in a related problem [7]. 
The next difficulty which must be examined is the question of the uniqueness from 
a given set of measurements. To solve the inverse problem the boundary conditions 
are varied so giving additional information with which to reconstruct f *. The question 
as to which boundary conditions can be specified so that the resulting measurements 
uniquely determine an arbitrary conductivity is an open one at the present time. 
However, this question is obviously of considerable theoretical and practical import-
ance. 
Kohn and Vogelius in a series of papers [8-10] have gone some way towards 
answering this central uniqueness question with the following result. 
If the open region Q has a boundary aQ E C"' and f* is a positive piecewise real 
analytic function, then it is uniquely determined by knowledge off au/au on aQ for all 
possible Dirichlet data gEH112(aQ). 
Here the Sobolev space H 112 is defined in § 2. We point out that this result includes 
practically all f * of computational interest and even handles f * having edges. This is 
because it is the 'weak' formulation of (1.1) that is of concern here and so with the 
given assumptions, the solution to the direct problem is such that u is at least in H 1(Q). 
We conjecture that Kohn and Vogelius's result also applies if measurements (ii) 
instead of (i) are used. To our knowledge no proof of this conjecture exists, but a 
small change to their argument would include this case. Other authors have con-
sidered the uniqueness of related identification problems but these are not of so much 
interest to us here, as they require f E C'(Q) [11, 12]. 
In any computational solution of the inverse problem the knowle'dge that the 
mapping from f to the measurements is continuous is important. We consider the 
application of the Newton-Kantorovich method to the aforementioned non-linear 
inverse problem. The Newton-Kantorovich method proceeds by local linearisation, 
so of immediate concern with such methods is the justification for differentiability. We 
provide a rigorous proof of differentiability and continuity of an important operator 
for this problem, thereby providing the theoretical analysis necessary to justify many 
of the computational schemes which have been developed for this problem [13-15]. 
The reason why we have chosen the Newton-Kantorovich method is that it is a very 
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general approach having applications to many inverse problems differing substantially 
from ( L I). The application of the Newton-Kantorovich method for the solution of 
inverse problems in general has been investigated in [l6], see also applications in [17-
19]. Provided the non-linear operator admits a linearisation this method offers the 
following desirable additional features. 
(i) Quadratic convergence in the vicinity of a local solution. 
(ii) The method can be made to have global convergence by incorporating line 
searches. 
(iii) The functional in the method can easily be modified to include stabilising 
features. 
In § 2 we introduce the inverse problem and discuss its non-linear and ill-
conditioned nature. We also define the Newton-Kantorovich method as applied to 
this problem. Section 3 contains our central results on the linearisation of the non-
linear operator. It also contains a result ensuring a solution even if the measurements 
are marred by noise. In *4 we consider an important approximation to the non-linear 
operator, namely a particular linear approximation. It is also shown that this linear 
approximation has a unique solution and leads to a set of uncoupled one-dimensional 
moment equations. Section 5 completes this paper by providing numerical results of 
our methods on a simple example. 
2. Derivation of an iterative scheme for solution of the identification problem 
In the following we consider only specified Neumann boundary conditions on the 
direct problem (1.1) and where measurements are made of the resulting field on ()Q. 
We consider only the Neumann boundary condition for simplicity; the Dirichlet 
boundary condition follows our work in a similar manner. 
The field u(x) is a functional of the unknown function f and the boundary data g. 
To make this more explicit we shall often write the field as u(f; g; x). The direct 
problem is then governed by the equations 
V'·[f(x)V'u(f;g;x)] 0 xEQ 
a f(x) u(f;g;x) g(x) {)v XECIQ. (2.1) 
The classical solution of (2.1) is such that u E C2(Q) n C 1(CIQ) andf E C 1(Q) n C(ClQ). 
The direct problem as it stands does not have a unique solution as constant functions 
are in the null space of this operator equation. To ensure the existence of a solution, 
the data must lie in the range of the operator, hence we have the solvability condition 
JaQ g(x) dS 0. (2.2) 
Then to produce a unique solution, u(f; g; x0) is specified for some ;r0 E Q. The energy 
of the solution of (2.1) is important in the following and is given by 
Er(g) = J Q f1Vu!2 dx. (2.3) 
To prove FnSchet differentiability in § 3, we shall have to consider f and u being 
members of appropriate Banach spaces. For the inverse problem we require as little 
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restriction onfas possible, so we choose/ EFwhere F={fEL"'(Q): infn/>0}. The 
weak formulation of (2. 1) is then the most appropriate, and is 
I f'lu·'lwdx I fwgdS=O Q IJ{l (2.4) 
A solution of the direct problem (2.1) is said to be a weak solution if it is a solution of 
(2.4). Obviously a classical solution of (2.1) is also a solution of (2.4), but not 
necessarily the other way around. The weak solution 11 is then such that u E H 1(Q). 
We shall now provide a definition of the Sobolev spaces used throughout this 
paper.(see [20]). Prior to this we introduce some standard distribution notation. We 
define 9J as the space of test functions <p E C~(R") with the space®' denoting its dual. 
The elements of qn are called distributions or generalised functions. We define, on the 
functions on R", the semi-norms q1k where 
q1k(u) sup {(1 + jxj2)P2jDau(x)j; jaj <k} for allj, ke .iz:+. 
XER11 
Then the space g'(R") consists of the functions u of rapid decay on R" for which each 
q1k is finite, with a Frechet space topology determined by these semi-norms. Its dual is 
denoted by g''(R") and is called the space of tempered distributions. We denote by 
JF(R") the space of generalised functions u E g'' whose Fourier transform is square-
'integrable in R" for the measure (1 + 1~12)', where ~ E R" is the Fourier transform 
variable and s E R. This norm is denoted by II ·lk. By defining ®~2 as the totality of test 
functions from qn having their support in Q, it then follows that H(Q) can be defined 
as the totality of those generalised functions from 2b~, that are the restrictions to Q of 
those generalised functions belonging to H(R"). In Hs(Q) we introduce the norm 
llulls.Q infliu''lls 
where the infimum is taken over all those generalised functions uc E H5(R") whose 
restrictions to Q coincide with u. 
If Q ER" is an open subset, then we denote by Hfac(~1) the space of distributions 
u E 2b' such that cpu E Hs for all <p E C0(Q). Hfoc(Q) is equipped with the family of 
semi-norms jj<pulls· If we have a smooth compact manifold X then Hfoc(X) Hs(X) and 
the dual (H(X))' H-'(X) We use these semi-norms on Hs(aQ) where 8Q is a 
compact R"- 1 manifold. 
When the L,(Q) norm is used, we denote it by IHI.,,Q. The specified data g will be 
considered to be in H- 112(8Q) and we. note that the exact measurements are in the 
smoother space H 112• 
Iff has corners or edges, then when considering classical solutions of (2.1) it is 
necessary to impose an edge condition on the solution to ensure uniqueness. An edge 
condition that will give sufficiency conditions for a unique solution is that the energy 
density-defined by the integrand of the right-hand side of (2.3)-is integrable over 
any sub-region of Q, even if this sub-region contains singularities of the field. The 
edge condition will therefore be automatically satisfied by any weak solution of (2.1), 
as then u E H 1(Q). This is another reason for considering weak solutions because in an 
inverse problem there is no a priori knowledge as to whether or not f possesses edges. 
The choice /E F means that the equation (2.1) will not possess a classical solution 
throughout Q. However a solution of the weak formulation (2.4) will automatically 
satisfy the classical jump conditions required across a surface, denoted by f, across 
which f has a discontinuity. If 0 is a unit normal vector on a surface f, the difference 
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between the values taken by the field cp on the side of r towards which and away from 
which iJ is directed, is defined as the jump of cp on rand is denoted by [cpDr· Then one 
of the classical jump conditions is 
~tau] =0. ~ au r (2.5) 
The other classical jump condition required across such a surface is [uDr=O, that is 
u E C(Q). This will be achieved by the weak solution if u E H2(Q)-by the Sobolev 
embedding theorem-when n = 2 or 3. This increased regularity of the weak solution 
is achieved provided Q satisfies certain smoothness properties (see [21]). 
It is convenient to sometimes attach a subscript to the specified data gP for the 
problem (2.1), the associated solution then being denoted by uP. When (2.1) is to hold 
for u", and it is multiplied by uP we can show by application of the divergence theorem 
applied to the result that 
J f"iluq • "iluP dx=f uPfauq dS (2.6) Q 8Q au 
where the right-hand side represents the dual pairing H 112(tJQ)®H-112(8Q). When 
p=q the left-hand side represents the energy of the solution (see (2.3)). Then in 
particular if foujov = gP and p = q the right-hand side is considered also as a measure 
of the energy in Q; foulov being the1'weakly defined flux. 
If the measurements of u on tJQ are denoted by U, perhaps the most obvious 
formulation of the inverse problem is the non-linear operator equation 
R(f)=u(f; gq; x)- U(g";x) =0 xetJQ. (2.7) 
It is important to note that (2.7) is not the only non-linear operator available for this 
problem. Indeed any continuous linear functional of the right-hand side is also 
suitable. 
Clearly, iff satisfies the conditions required in (2.1) and the measurements are 
exact, then the existence of a solution to (2. 7) is assured by lemma 1 in § 3. By 
considering R as an affine operator mapping u in Q onto its boundary values on tJQ, 
we see that it is a trace operator [22, p249], hence ueH112(8Q). It follows when 
considering exact measurements and weak solutions U E H 112( tJQ). R can be con-
sidered as R:F(Q)~-?H112(tJQ). It should be noted that this map will not be surjective. 
To clarify this point we will illustrate that R will often be a completely continuous 
(that is, compact and continuous) operator, thereby implying it will have an 
unbounded inverse. 
Consider a case in which/is regular in the neighbourhood of tJQ. We will assume f 
is at least C1 in this neighbourhood. Then a local regularity result (see [21, ch 8]) 
implies that u is at least in H2 in this neighbourhood. This together with the 
assumption that {)Q is a C2 boundary means that the trace of u will be at least in 
H 312(f)Q), which by Rellich's embedding theorem is compactly embedded in H 112(8Q). 
The composition result for a bounded continuous and a completely continuous 
operator can then be used on R:F(Q)~-?H112(tJQ) to imply this map is completely 
continuous and hence that R- 1 if it exists will be unbounded. The identification 
problem will therefore be ill-posed in the sense of Hadamard, as the solution will not 
depend continuously upon the data U. The consequent regularisation which must be 
carried out will be discussed further in § 3. 
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To solve (2.7) for f, R(f) is linearised and a series of linear subproblems is solved; 
this leads to the Newton-Kantorovich iterative scheme: 
k=O, 1, 2, ... (2.8) 
given a positive J<o) and where Pis a projection operator ensuring that J!k+Il > 0. In 
(2.8) the update s!kl is the solution of the linear operator equation. 
(2.9) 
To utilise this method the Frechet derivative of R(f) with respect to f, denoted by R', 
must be known. We shall not consider the operator R' any further here as it will 
involve the calculation of Green functions and this produces a method with excessive 
computational requirements; but see [16]. So we will now look at a method which only 
requires computation of the direct problem solutions. · 
Define the operator 
Q(f) = J g,(x)[u(f; gq; x)- U(g"; x)]dS 
OQ 
where this definition comes from the inner product of R(f) with the functions g,. Here 
the g,, gq are specified boundary functions on aQ, and to obtain reconstructions off 
the g1, g" are taken from a basis in H- 112( ()Q). When p = q in (2.10) the energy of the 
direct problem solution (see equation (2.6) and what follows) is required to match that 
of the measurements. However we will show in § 4, by example, that p =F q is required 
to obtain reconstructions when the boundary data are taken from such a basis. 
The identification problem can now be stated as the non-linear functional equation 
Q(f) 0 (2.11) 
where Q:F(Q)f-'>R. In fact Q can be considered as a non-linear generalised moment 
equation. Similar to (2. 7) if f satisfies the conditions required in (2.1) and the 
measurements are exact, then the existence of a solution to (2.11) is assured. To solve 
(2.11) for f, Q(f) is linearised with the Newton-Kantorovich iterative scheme (2.8), 
where now the update s<kl is the solution of the linear operator equation 
(2.12) 
To utilise this method the Frechet derivative Q' is required, the differential is 
Q'(f)s = J Q \lu(f; gP; x)·Vu(f; gq; x)s(x) dx. (2.13) 
Derivation of this differential is given in the proof of theorem 1 in § 3. We note that 
(2.12) is a linear moment problem for the update function slkl(x), where xEQcR". 
Later we shall need the fact that the functional equation (2.13) is a symmetric 
functional of g, and gq, provided U represents exact measurement data. This follows 
immediately from the observation 
(2.14) 
which is deduced from equation (2.6). 
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3. Frechet differentiability and considerations of well posedness 
Before proceeding with any computational implementation of the method advocated 
for the non-linear moment operator Q(f) derived in the last section, we must examine 
the existence of the Frechet derivative for Q defined on suitable function spaces. Prior 
to proving differentiability we need the results of three lemmas. These show respec-
tively 
(i) continuous dependence of the solution of the Neumann direct problem on the 
boundary data g; 
(ii) continuous dependence of 'ilu on the function f; 
(iii) Q'(f) is a bounded operator. 
In this section functional dependence upon the independent variable x will be omitted 
for brevity where convenient. 
0 
Lemma I. If fEi,F(Q), and g E H- 112(8Q), then there exists a solution u EH1(Q) 
of (2.1), where H 1(Q) is the quotient space of H 1(Q) modulo the constant functions, 
and also u satisfies the well posedness condition 
llulh.n~C(f, Q)jlg!l-u2,Ml· (3.1) 
Proof. Follows standard weak theory for partial differential equations-see [22]. 
Lemma 2. If 'il·(f1'Vu 1) 0 and \l·(f2\lu2) = 0, both for XE Q then 
(i) 
(ii) If also 
then 
f aut_1auz IOU- 2f:JU XEoQ 
I!'V ( ll1 - u:JIIn. n ~ llf1 - fzll"'. n 
!i'Vull!o.n ___, inf(./2 • 
Proof. (i) From initial assumptions 
J n ul\l·(fz\lu2) dx= 0 
then utilising, from the appendix, equation (Al) 
JQ fz\!Ul·'VUz dx J f2U1 f:Ju2 dS. il>l au 
Similarly one can show 
JAfl\lui·'VUzdx J ftu2 aul dS. " iJ>l au 
(3.2) 
(3.3) 
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By subtracting (3.2) from (3.3) we get the required result. 
(ii) From the initial assumptions 
Y'·[(ft- fz)Y'ud = Y'·[fzY'(uz- Ut)] 
and so 
I Q (ui- Uz)Y' · [(ft-fz)Y'ut] dx =I Q (u 1- Uz)Y' ·[!2 Y'(u2- u 1)] dx. (3.4) 
Applications of (Al) to both sides of (3.4) and utilising assumptions for part (ii) shows 
I Q Ut -Jz)Y'ut· Y'(ui- Uz) dx= I Q / 2IY'(u 1 - u2)1 2 dx. (3.5) 
The Cauchy-Schwarz inequality applied to the left-hand side of (3.5) and use of 
equation (3.5) now gives 
IIUt-f2)Y'utllo. Q~ i~ff2IIY'(ut- Uz)llo. Q 
so that 
as required. The result (ii) follows Richter [5]; we have included this proof for 
completeness. 
Lemma 3. The mapping Q'(f): F(Q)~---?R is a continuous linear functional. 
Proof. From (2.13) 
Q' (f)s = -I Q V'u(f; gp) · Y'u(f; gq)s dx 
and so 
and by the Cauchy-Schwarz inequality 
IQ' (f)sl :s; IIY'u(f; gp)llo. QIIY'u(f; gq)llo. dlsJI.,, Q· 
From lemma 1 it follows that IJV'u(f; g)Jio,Q:s; CJigJJ_ 112,aQ for any boundary data 
gEH- 112(fJQ) then 
JQ'(f)sJ :s; C(f, Q, gp, gq)JJsJJ.,. Q· 
It follows that Q' is a bounded linear operator, and hence continuous. Its norm-an 
operator norm-is bounded by the infimum of C for fixed gP, gq, that is 
(3.6) 
A norm which will be independent of the particular base set {gp} can be found by 
finding the infimum of C to be also over the {gp}, while restricting the norm such that 
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JjgAI- 112• an= jjg'IJI- 112• m.1 1. We shall use this latter norm on the operator Q and its 
derivatives in the following. 
It follows from lemma 2(ii) that 'Vu depends continuously on f. We can now state the 
differentiability result. 
Theorem 1. If Q is a bounded domain with a C boundary and with Neumann 
boundary conditions such that gP, g<i E H- 112(BQ) then the non-linear functional 
Q:Ff---) R given by (2.10) is Frechet differentiable with Frechet differential given by 
(2.13). 
Proof. Define 
w(f; s) Q(f+s)- Q(f)- Q'(f)s 
=J gp[u(f+s; gq) U(gq)] dS 
OQ 
J 
gp[u(f;gq)-U(gq)dS+J 'Vu(f;gp)·'Vu(f;gq)sdx. (3.7) 
8Q Q 
Now first just consider the first two integrals on the right-hand side of (3.7). If the 
symmetry property (2.14), together with the boundary conditions satisfied by the 
solutions u(f+ s; g,) and u(f; gq) are combined with lemma l(i) the two integrals 
become 
J 
[gqu(f+s; g")- g"u(f; gq)] dS=- J 'Vu(f+s; gp)·'Vu(f, g,)s dx. 
m . u 
Then it follows (3.7) can be written 
and 
By using the Cauchy-Schwarz inequality on this equation we get 
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Lemma l(ii) applied to the second norm on the right-hand side of this inequality then 
shows 
The last two inequalities show the quantity 
IIIIi( s)j ~IJVu(f, g.,)llu. gJIVu(f +s; g,,)llo. d/sji,.Q/inff 
s <o,!l Q 
and in the limit as lls/1, ~ 0 we have 
lim 1/w(f; s)/1 = 0 
l~•kn-u llsi/,,Q (3.8) 
where use is made of lemma 1 and the norm on w is defined as discussed following 
(3.6). Equation (3.8) together with lemma 3 gives the required result. 
It follows directly from theorem 1 that the operator Q is continuous with respect to f. 
In the presence of measurement noise we generally have 
U(g; x) =l=u(f*; g; x) xeaQ 
and so a solution of our operator equations may not exist. In order to guarantee the 
existence of a solution we use a priori information on its smoothness to reformulate 
the inverse problem as a minimisation over a compact set (see [23]). This constitutes 
the Tikhonov selection technique for numerical regularisation. 
When gp,gq are chosen from a basis set in H- 112(8Q) with unit norm, we can write 
the operator Q as Q(f; gP; gq) and could consider the norm for fixed f, 
jjQ(f)jj = sup IQ(f; gP; gq)j (3.9) 
8p.gqEG 
where G {geH- 112(8Q): Jjgjl 1}. Then we can pose the minimisation problem 
minjjQ(f)W (3.10) 
jEFo 
where F0 is a compact subset of F. A norm more computationally convenient than 
(3.9) can be found by restricting the boundary data to a N-dimensional subset of 
H 0(oQ). Then we pose the minimisation problem as (3.10), but with the norm now 
being the Frobenius norm 
IJQ(f)JI {± jQ(f;g/,;g.,jlr2· 
. p.q 
(3.11) 
However, it is convenient instead to think of (3.11) as a vector2-norm. This is done by 
considering Q,(f) = Q(f; gP; gq), where there is a bijective mapping from the sub-
scripts p, q~r; therefore 1~r~Nx N. We could then add subscript 2 to the norm 
symbol on the left-hand side of (3.11). With the problem now set as a minimisation the 
following result can be obtained. 
Theorem 2. There exists a solution of the minimisation problem (3.10) with norm 
(3.11), provided F0 is compact and the conditions of theorem 1 hold. 
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Proof. From theorem 1, Q(f) is Frechet differentiable and so is a continuous 
operator. The norm in (3.11) is continuous: hence the result follows from the 
compactness of F0 • 
One possible choice for F0 suitable for computational purposes is 
Fo= {/EH111(Q): ltfii~M,f~c>O}. 
The constants M and c are given a priori and the compactness of F0 follows from the 
compactness of the embedding H"' (Q) __,. L "'(Q) (see Adams [24, ch 5]). This would 
require m = 2 iff is two or three dimensional. If this choice of F;1 were to be used the 
resulting reconstructions of a discontinuous f would be smoothed. However, if 
discontinuous reconstructions are desired the solution set F;1 could be chosen a 
finite-dimensional subspace of L "'(Q), such as the splines of degree zero; if we add the 
requirement 11/11., M, then this F;1 also has the required compactness property. We 
shall use such a solution set in § 5. This Tikhonov selection regularisation scheme has 
been used in solving inverse wave scattering problems [25]. The regularisation 
parameter M restricts the compact space in which the solution is to be found, and this 
parameter is varied until convergence is manifest. 
Even when we have assured ourselves that the minimisation problem (3.10) has a 
solution, say f, it may not be close to the f*. What one also requires is that 
llf--f*II,,Q~Yl!u(f*; g; x)- U(g; x)ll 
andy is known. The inverse problem will be well understood when such inequalities 
are found for it. Some results of this kind are available for other inverse problems [26, 
ch 8, 27, 28]. 
It should be noted that computationally the problem is not solved as a full 
minimisation problem which would require estimations of second derivatives. Instead 
(3.10) is used to solve (2.11) with the Gauss-Newton method. With this approach 
(2.12) together with (2.8) is used, but the update equation (2.12) is solved by a least-
squares approach. This enables the number of measurements to be overdetermined; a 
desirable feature with measurement noise. A line search is usually incorporated to 
determine the magnitude of s(k) (see, e.g., [29]). With this approach the Frechet 
differential of Q is again important and is what is required. 
4. The linearised problem 
In the non-linear problem (2.11) if an approximation denoted by / 11 is known to the 
solution (, then 
(4.1) 
as r__,. f*, and where s = f- f 0• Frechet differentiability of Q, as shown in theorem 1, 
ensures ( 4.1) is valid. Equation ( 4.1) implies the linearisation of Q, namely the term in 
square brackets inside the norm symbol on the right-hand side of equation (4.1), is a 
good approximation to Q near!* if II!*-rll,. Q is small enough. The solution of the 
linearised inverse problem 
(4.2) 
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namely Jftl = s + t', may then be expected to provide a good approximation to f*, and 
some numerical results we present in § 5 confirm this. 
Other authors have considered the linear versions of several inverse problems 
involving the wave equation [30, 31]. They use the well known Born approximation to 
linearise their problems. 
Calderon [32] has shown that there is a unique solution to the inverse problem 
which is linearised about an f constant over Q given knowledge of the energy E1 from 
all possible Dirichlet boundary conditions. He did this by showing that the Frechet 
differential of the map from f to E1 is injective, for fa constant. In this paper he also 
gives a method for approximating f, when f is close to constant. 
We are interested here however, in the practical situation of reconstruction of non-
smooth f where independent boundary data are chosen from an N-dimensional 
subspace of H 0( 8Q). When n = 2, use of the energy will only enable a one-dimensional 
projection of the two-dimensional f to be constructed. We shall show in the following 
that, for the case when n = 2 and Q is a circular domain, knowledge of the energy can 
only be used to reconstruct radially symmetric f. But by utilising the quantities given 
by the right-hand side of (2.6), when pis not always equal to q, we shall show that a 
two-dimensional f can be reconstructed. It should be noted when using the known 
value of the energy it corresponds to using only the quantities when p=q. We shall 
also show that there is a unique solution to this inverse problem linearised about an f 
constant over Q. This shows that our approach produces at least a locally unique 
solution to the non-linear problem. Our method leads to a set of uncoupled one-
dimensional moment problems which can be solved with computational efficiency. 
We now discuss the computational method of solving the linearised problem ( 4.2) 
for a particular problem geometry, when n = 2. Take Q to be the open region bounded 
by a circle centred on the origin and of radius unity. This in fact involves no loss in 
generality, as by a partition of unity, any other open simply connected two-
dimensional region can be mapped into this circle. We set up a circular polar 
coordinate system (r, B) at the origin. As the specified data are to be independent, and 
to come from a (2N + 1)-dimensional subspace of H- 112(8Q) it is computationally 
convenient to take them from the trigonometric polynomial set, namely 
{ :: (pB)} :=o 
note H 0 cH-u2• When fin (2.1) is not spatially varying, and given by f, the solution 
of(2.1)is 
e COS •+0 
U9P =rP • (pB)/1 +constant 
Slll 
(4.3) 
where the superscripts e, o attached to u are taken to mean that the even and odd 
trigonometric polynomials are respectively to be used on the right-hand side of (4.3). 
The even or odd trigonometric polynomials are to be used in the solution u~ 
depending upon whether the boundary data gP are of the even or odd type. 
We then resolve the difference between the field uP(f; x) and the measured field 
UP(x) on 8Q into the Fourier amplitudes Ap,,(f* ,f) and Bp,,(f* ,f), so that 
up(f; x)- Up(x) = .2: em[Ap,m cos(mB) + Bp,m sin(mB)] (4.4) 
m=O 
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where Em is the Neumann factor. We note Bp.o"'"'O throughout the following, and we 
have dropped the arguments f* ,J from the terms Ap.m• Bp.m· Use of (4.3), (4.4) and 
(2.13) in (4.2) then shows 
J2,, J1 rp+q-l c~s[ (p- q )O]s(r, 0) dr dO= 2:n:(f0/ + Ap. q(f) 0 0 sm - Bp.q(f) O~p,q<oo. (4.5) 
We note that only the equations p?:-q are necessary in (4.5) because of (2.14). To 
solve this linear system of moment equations set 
N 
s(0)(r, 0) = L .sm[am(r) cos(mO) + bm(r) sin(mO)] 
m=O 
and substitute this in (4.5), to give the dual uncoupled one-dimensional moment 
system 
(4.6) 
where we have set n=p q. It is now clear that, for the linearised problem (4.2), the 
leading diagonal of the matrix Ap.q is used to reconstruct the radial part a0(r) of s<o), the 
subdiagonal (or superdiagonal) to reconstruct a1(r) and so forth. The matrix Bp.q and 
the elements b,.(r) are related in a similar manner. 
Theorem 3. If Q cR2 is a bounded circular domain, then there exists at most one 
solution to the inverse problem ( 4.2). For exact measurements there exists a solution 
to the linearised inverse problem about the centre f*. 
Proof. We first consider uniqueness of solution. The preceding part of this section 
shows that it is only necessary to show uniqueness of solution for (4.6). Consider 
(4.6) to have a solution in L 2(0,1), that is a11(r), b11(r)EL2(0,1), then the func-
tions {rn+Zq+t} {r"+ 1,r11+3,rn+s, ... } are complete in L\0,1). The Muntz closure 
theorem (see [32, p 267]) shows the solutions to (4.6) then must be unique. As 
L"'(O, 1) cL2(0, 1), it follows that the solution in L "'(0, 1) is also unique. 
The direct proof of existence of solutions to (4.6) for a Iinearisation about any 
r E F(Q) seems quite difficult; a necessary and sufficient existential condition for a 
solution a11 in L2(0, 1) in this case is 
L Jc2q,OAn.o+ Czq. 1 An+2.2 + · · · C2q,2qAn+2q,2ql2 < 00 
q=O 
(4.7) 
where the coefficients c2q, 1 denote the coefficient of .e in the power expansion of the 
2qth Legendre polynomial of argument x. A similar inequality must hold for the odd 
solution bn when the set {A11 , 1} are replaced by the {B11, 1} in (4.7). 
However, when the measurements are exact we have existence to the non-linear 
inverse problem as discussed after equation (2.11). Because of the linearisation result 
of theorem 2, this will imply that there exists a solution to the linearised inverse 
problem in the event of linearisation about f*. 
1008 T J Connolly and D J N Wall 
5. Numerical solution of a radially symmetric inverse problem 
We have developed in §4 a closed form expression for the Frechet differential when 
, namely ( 4.5). This can be utilised when solving the non-linear problem (2.1) 
when the modified form of the Newton-Kantorovich method is used. In this section 
we shall apply this method to obtain some numerical results from the reconstruction, 
of several radially symmetric f*(r), from boundary measurements on a circle of unity 
radius. We chose to reconstruct discontinuous /-noting we have proved Frechet 
differentiability for jEL "'(Q) and positive. 
The modified Newton-Kantorovich scheme we use to solve (2.11) is 
Q' (jD)s<kJ = Q(J<kl) J<'+ 11 = P(J<kl + s<kl) (5 .1) 
given some initial constant and positive estimate r. pis as defined in equation (2.8). 
We see the Frechet derivative is left fixed as at the first iteration and is not updated 
(compare with (2.12) and (2.8)). Thus we can use the closed form Frechet differential 
(4.6) in our scheme, thereby simplifying the computational complexity considerably. 
We stress we are not advocating this as ai1 approach to be taken in general, but here it 
enables us to illustrate the computational properties of the Newton-Kantorovich 
scheme with simple calculations. Our numerical experiments with this method show 
that, if a good approximation f 0 is known, this procedure greatly simplifies the 
· calculations. 
Other authors [34-36] have considered inverse problems involving reconstruction 
of one-dimensional f. However the methods they use are not as powerful as ours in 
that either they will not handle discontinuities in f, or the methods cannot be 
generalised to n-dimensional f. 
As the radially symmetric is clearly even in e, only the even moment equations 
in (4.6) are needed, where now the a" and Ap,,1 have an iteration number k appended 
as a superscript. It follows that on the kth iteration from (4.6) equation (5.1) becomes 
J~ r2q-l a&kl(r) dr = (f 0?A~~~ (5.2) 
In order to solve this linear moment problem it is necessary to approximate the al1kl(r) 
by piecewise constant functions. This is of no numerical disadvantage, as splines of 
degree zero are the appropriate polynomials to use for the approximation of the 
discontinuous function f*. We choose for the f* to be reconstructed the step function 
{
1
1
+a f*(r) O~r~t t<r~l (5.3) 
for various values of the constant a. Table 1 summarises our numerical results when 
eight uniform intervals on [0, 1] were used for the piecewise constant basis; that is 
N 8. All numerical computations were performed on a PRIME P750 digital 
computer in single precision. With this precision the machine epsilon, denoted by c 
and which is defined as the smallest positive number such that 1 + c > 1, is approxima-
tely 10-7• All integrals were evaluated with an adaptive Simpson's rule to a relative 
accuracy of 10-6 • 
In all cases tested the condition number of the linear algebraic system of equations 
to be solved was of the order 105. In figure !'we plot the normalised ordered singular 
values of the matrix resulting from (5.2) when N = 8. The singular values have been 
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Table I. Results of numerical computation with the modilied Newton-Kantorovich 
method showing the accuracy achieved against a and number of iterations. 
Number of iterations 
a K ll!*-f"111% 
0.1 0.010 
0.5 ~ 0.001 
I ') 0.031 
0.25 5 0.001\ 
normalised so that the largest one is 1. This figure shows that the singular values are 
exponentially decreasing, asymptotically. Any practical problem with inexact data, 
that is with noise present, must therefore use regularisation in order to produce 
acceptable solutions. This could be incorporated with the Tikhonov selection method 
of§ 3 or with the Tikhonov-Miller (23] regularisation method. Murai and Kagawa (13] 
have in effect utilised this latter method, illustrating that regularisation techniques can 
be applied to produce results in the presence of noise for this problem. 
The order of convergence of our method was linear; as expected for the modified 
Newton-Kantorovich method. Convergence was monotone for all positive values of a 
tested, as shown in table 2 for a= 0.5. For a< 0 the convergence, though remaining 
linear, changed from monotone to an oscillatory nature. In fact convergence was 
difficult to achieve for negative a, and the method failed to converge for all a<-0.3, 
illustrating that the problem was too non-linear for the initial linear approximation to 
be satisfactory for these values of a. We started off with an initial approximation 
f(o) = 1 in all cases. We stress again that, using a full Newton-Kantorovich implemen-
tation, where the Frechet derivative is updated, convergence for these more difficult 
cases would be expected. 
0 
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-1 + 
+ 
- -2 
"' ::> 
+' d > \ 
a -3 \ \ 
"5 \ Ol ·~ \ 
5 \ t,. \ 
2' \ 
-1: \ 
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-5 \ 
\ 
\ 
' 
-6 +, 
4 6 8 
Figure I. The distribution of lg (ith singular value) against i. 
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Table 2. Results of numerical computation showing the linear convergence of the method 
for a=0.5, N=8. 
Iteration number 
1 
2 
3 
4 
5 
6 
7 
11!*-fk)ll~ 
11r-r 1)11 .. 
0.51 
0.50 
0.50 
0.52 
0.50 
0.52 
For a= 0.1 we illustrate in figure 2 the solution obtained after one iteration, i.e. 
just the solution of the linearised problem as given in ( 4.2). This figure illustrates how, 
for small perturbations, the linearised model can give remarkably good results. 
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Appendix 
Use has been made of the following generalisation of the Green theorems (see [37, 
p 127]). The first theorem is as follows. 
If Q is regular bounded region, and u" /E C 1(Q), u2 E C2(Q) then 
(A1) 
1.10 
__r--
1.08 
1.06 
:; 
..... 
1.04 
1.02 
1.00 
' 0 0.2 0.4 0.6 0.8 1.0 . 
r 
Figure 2. Solution J from the linearised problem, when a= 0.1 in (5.1). 
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When Q is a regular its boundary aQ is a piecewise smooth orientable surface. A 
surface aQ is smooth if it has a unique normal whose direction depends continuously 
on points of a Q. The second theorem: 
J [ul\7. (f\7u2)- u2\7. (f\7u ,)] dx= J f(u I aau1-u2 aaul) dS. Q iJ!l v v (A2) 
where now u1 E C2(Q) also. 
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