Abstract. Deriving sharp Lipschitz constants for feed-forward neural networks is essential to assess their robustness in the face of adversarial inputs. To derive such constants, we propose a model in which the activation operators are nonexpansive averaged operators, an assumption which is shown to cover most practical instances. By exploiting the averagedness of each activation operator, our analysis finely captures the interactions between the layers, yielding tighter Lipschitz constants than those resulting from the product of individual bounds for groups of layers. These constants are further improved in the case of separable structures. The proposed framework draws on tools from nonlinear operator theory, convex analysis, and monotone operator theory.
Introduction
Artificial neural networks are becoming increasingly central tools in tasks such as learning, modeling, data processing, and decision making. As first noted in [52] , neural networks are vulnerable to adversarial examples which, though close to other data inputs, lead to very different outputs. This potential lack of stability makes the networks vulnerable and unreliable in key application areas; see for instance [1, 29, 34] and the references therein. To protect networks against such instabilities various techniques have been explored [39, 43, 44, 54] . Although these defense strategies may be effective in certain scenarios, they do not provide formal guarantees of robustness for general networks and they have been shown to be breakable by new attacks; see for instance [3, 18] .
It has been acknowledged for some time that the Lipschitz behavior of a network plays a key role in the analysis of its robustness [52] . Simply put, if a neural network is modeled by an operator T acting between normed spaces, with Lipschitz constant θ, given an input x and a perturbation z, we can majorize the perturbation on the output via the inequality
Thus θ can be used as a certificate of robustness of the network provided that it is tightly estimated. Lipschitz regularity is also an important ingredient in the derivation of generalization or approximation bounds [7, 12, 50] , and of reachability conditions [47] . In [52] the estimation of θ is performed by evaluating the Lipschitz constant of the layers individually and then defining θ as the product of these constants, which typically yields pessimistic bounds. Lipschitz constants have also been computed for specific situations, e.g., [6, 32, 49, 53] . Overall, however, deriving analytically accurate
Figure 1: In Model 1.1, the ith layer involves a linear weight operator W i , a bias vector b i , and a nonlinear activation operator R i , which is assumed to be an averaged nonexpansive operator.
constants for general contexts remains an open problem. The objective of the present paper is to address this question for a generic feed-forward neural network. Mathematically, such a network can be described as an alternation of affine and nonlinear operators. The latter, called activation operators, model the activity of neurons on an abstract level. Our stability analysis focuses on the following m-layer model, in which the activation operators are averaged nonexpansive operators (see Fig. 1 ).
Recall that an operator R : H → H acting on a Hilbert space H is α-averaged for some α ∈ [0, 1] if there exists a nonexpansive (i.e., 1-Lipschitzian) operator Q : H → H such that
In other words, R = Id +α(Q − Id) is an under-relaxation of a nonexpansive operator (see [9] for a detailed account) This class of operators was introduced in [5] and shown in [21] to model various problems in nonlinear analysis as it includes common operators such as projection operators, proximity operators, resolvents of monotone operators, reflection operators, gradient step operators, and various combinations thereof. Recent theoretical developments and applications to data science include [4, 10, 11, 13, 14, 16, 22, 26, 33, 41, 51, 55, 56] . 
However, as already mentioned, this constant is usually quite loose and of limited use to assess the actual stability of the network. A novelty of our approach is to take into account the averagedness properties of the individual activation operators to capture more sharply the overall interactions between the layers, yielding tighter constants than those provided by computing bounds for groups of layers. Our specific contributions are the following:
• We show that the most common activation operators used in neural networks are averaged operators. This not only provides an a posteriori justification for Model 1.1, but also indicates that this highly structured framework should be of interest in the analysis of other properties of neural networks beyond stability.
• We derive a general expression for a Lipschitz constant of T in terms of the averagedness constants of the activation operators (R i ) 1 i m and the norms of certain compositions of the linear operators (W i ) 1 i m . This Lipschitz constant is shown to lie between the simple upper bound (1.4) and the lower bound W m •· · ·•W 1 corresponding to a purely linear network. Our analysis does not require any additional assumptions on the activation operator. In particular, differentiability is not assumed and our results therefore cover in particular networks using RELU and max-pooling operations.
• In the common situation when the activation operators are separable, we obtain tighter Lipschitz constants for various norms.
• Under some positivity condition, we prove that the Lipschitz constant of the network reduces to that of the associated purely linear network obtained by removing the nonlinear operators.
In [24] , we investigated the special case of Model 1.1 in which the activation operators (R i ) 1 i m are proximity operators, hence 1/2-averaged (see Section 2). The objective there was to study the asymptotic behavior of deep network structures rather than their stability. The remainder of the paper is organized as follows. In Section 2 we provide the necessary nonlinear analysis background. In Section 3 we show that a wide array of activation operators used in neural networks are indeed nonexpansive, In Section 4 we derive general results concerning Lipschitz constants for Model 1.1. Section 5 refines this analysis in the case of separable activation operators.
Nonlinear analysis tools and notation
We review some key facts and definitions which will be used subsequently, see [9] for further information. Throughout H is a real Hilbert space with scalar product · | · and associated norm · . Let R : H → H be an operator and let α ∈ [0, 1]. Then R is nonexpansive if it is 1-Lipschitzian, α-averaged if there exists a nonexpansive operator Q : H → H such that R = (1 − α) Id +αQ, and firmly nonexpansive if it is 1/2-averaged or, equivalently, if
Let A : H → 2 H be a set-valued operator. We denote by gra A = (x, u) ∈ H × H u ∈ Ax the graph of A, by A −1 the inverse of A, i.e., the operator with graph (u, x) ∈ H × H u ∈ Ax , and by J A = (Id +A) −1 the resolvent of A. In addition, A is monotone if
and maximally monotone if there exists no monotone operator B : H → 2 H such that gra A ⊂ gra B = gra A. We denote by Γ 0 (H) the class of proper lower semicontinuous convex functions from
) and the subdifferential of f is the maximally monotone operator
For every x ∈ H, the unique minimizer of f + x − · 2 /2 is denoted by prox f x. We have prox f = J ∂f and prox f is therefore firmly nonexpansive. Now let C be a nonempty convex subset of H. Then ι C is the indicator function of C (it takes values 0 on C and +∞ on its complement) and d C : x → min y∈C x − y is its distance function. If C is closed, its projection operator is proj C = prox ι C .
Nonexpansive averaged activation operators
In Model 1.1, activators are averaged operators. In this section we show via various illustrations that this assumption covers most existing activation operators. Let us start with some key properties. Here are a few explicit instantiations of this proximal representation.
(i) If λ = 1, we obtain the class of proximal activation functions discussed in [24] and which was seen there to include standard instances such as the unimodal sigmoid activation function, the saturated linear activation function, the rectified linear unit (RELU) activation function, the inverse square root unit activation function, the hyperbolic tangent activation function, and the Elliot activation function. Additional examples in this category are the following. The softplus activation function [28] is
Given β ∈ ]0, +∞[, the capped RELU activation function [35] is The function φ of (3.7). Bottom: In blue, the activation operator R of (3.5) is the proximity operator of φ, which corresponds to λ = 1 in (3.1). The green curve corresponds to the case when λ = 0.5 in (3.1), and the red one to the case when λ = 1.5. As stated in Proposition 3.1(i), relaxations parameters λ ∈ [0, 1] yield increasing activation functions. Non-monotonic averaged activation functions in (3.1) must be generated with relaxations parameters λ ∈ ]1, 2]. As seen in Proposition 3.1(ii), since φ is even, R is odd.
and, for β < 1, the exponential linear unit (ELU) function [20] is
will be employed in Example 3.
Then R is nonexpansive and R = µψ ′ . The conjugate of µψ is 1-strongly convex and given by µψ * (·/µ), where
+∞, otherwise.
(3.6)
It follows from [9, Corollary 24.5] that R = prox φ with (see Fig. 2 )
(3.7)
(iii) Take φ = ι [0,+∞[ . Then we obtain the leaky RELU activation function [38] for 0 < λ < 1, the RELU activation function for λ = 1, and the absolute value activation function [17] for λ = 2.
(iv) The use of non-monotonic activation functions has been advocated in various papers. As a consequence of Proposition 3.1(ii), they are of the form (3.1) with λ ∈ ]1, 2]. Such examples include the sine activation function R = sin [42] , the piecewise Mexican-hat activation function [37] , the absolute value function R = | · | [17] , the swish activation function [45] (∀x ∈ R) R(x) = 5x
the exponential linear squashing (ELiSH) function [8] (
, if x 0;
the Gaussian activation function R : x → exp(−x 2 ) [40] , and the mirrored RELU activation function [57] (
The following example provides a general pattern to lift a proximal activation operator from R to a general Hilbert space H.
Example 3.3
Let H be a real Hilbert space, let λ ∈ [0, 2], let C be a nonempty closed convex subset of H, let φ ∈ Γ 0 (R) be an even function such that φ * is differentiable on R {0} with 0 as its unique minimizer. Set
Then R is λ/2-averaged. In particular, if we set λ = 1, C = {0}, µ = 8/(3 √ 3), and define φ as in (3.7), we infer that the squashing function used in capsule networks [48] , which is defined by
is a proximal activation operator.
Proof. Let σ C be the support function of C and set f = σ C + φ • · ∈ Γ 0 (H). Then it follows from [9, Proposition 24.30] and (3.11) that R = Id +λ(prox f − Id), However, since prox f is firmly nonexpansive, it is 1/2-averaged, which makes R a λ/2-averaged operator. Now consider the function φ of (3.7). Then it is an even function in Γ 0 (R) with 0 as its unique minimizer.
and dom ψ * is bounded. Therefore dom φ = µdom ψ * is bounded. In turn, φ is supercoercive and we derive from [9, Proposition 14.15] that dom φ * = R. Hence, since φ = φ * * is strictly convex, it follows derive from [9, Proposition 18.9] that φ * is differentiable on R. In addition, d C = · . Altogether, (3.11) reduces to
and hence, in view of Example 3.2(ii), to (3.12) . Another construction that builds on activation functions on the real line is the following, which is reminiscent of the original multilayer perceptrons [46] .
Example 3.4
Let H be a separable real Hilbert space, let ∅ = K ⊂ N, let (e k ) k∈K be an orthonormal basis of H, and let α ∈ [0, 1]. For every k ∈ K, let ̺ k : R → R be α-averaged and such that ̺ k (0) = 0.
Proof. Let x ∈ H and y ∈ H. It follows from the nonexpansiveness of the functions
Hence, R is well defined. For every k ∈ K, (1.2) there exists a nonexpansive function
Therefore,
This shows that Q is nonexpansive and hence that R is α-averaged.
Example 3.5 Let N be a strictly positive integer, let ω ∈ [0, 1], and let C be a nonempty closed convex subset of R N . Set
where (ξ ↑ k ) 1 k N denotes the vector obtained by sorting the components of (ξ k ) 1 k N in ascending order. Then R is (1 + ω)/2-averaged. 20) where (3.19) follows from [31, Theorem 368] . This shows that S is nonexpansive. Furthermore, Q = 2proj C − Id is nonexpansive [9, Corollary 4.18] . Note that
is nonexpansive as a convex combination of nonexpansive operators, the operator
Then W • R corresponds to the max-average pooling performed on a block of size N [36] . When ω = 0, the standard average-pooling operation is obtained, which is associated with the activation operator proj C . When ω = 1, we recover the standard maxpooling operation [15] , which is the main building block of maxout layers [30] . The max-pooling operator is nonexpansive.
where U ∈ R (N −1)×N is the matrix obtained by retaining the first (N −1) rows of the identity matrix of size N × N and S is the sorting operator of (3.18). Then R is (1 + max{|τ 1 |, . . . , |τ N −1 |})/2-averaged.
. Let x and y be in R N −1 , and define
As seen in (3.20) , S is nonexpansive. Consequently,
This shows that R is Lipschitzian with constant max{|τ 1 |, . . . , |τ N −1 |} < 1. It is thus α-averaged with
, let θ ∈ R, let R be the activation operator defined in Example 3.7, and set W :
This corresponds to the median neuron model introduced in [2] .
Remark 3.9 Multi-component averaged activation operators can be derived from the above examples. Indeed, let (H i ) 1 i M be real Hilbert spaces and let H = H 1 ⊕ · · · ⊕ H M be their Hilbert direct sum. For every i ∈ {1, . . . , M }, let α i ∈ [0, 1] and let R i :
Lipschitz constants for feed-forward neural network
The objective of this section is to derive Lipschitz constants for networks conforming to Model 1.1. Note that, if m = 1, a Lipschitz constant of T is clearly θ 1 = W 1 since R 1 is nonexpansive. We shall therefore focus henceforth on the case m 2. Throughout, the following notation is employed.
and, for every k ∈ {1, . . . , m − 1}, and
Then θ m is a Lipschitz constant of T .
Proof. Note that, for every i ∈ {1, . . . , m}, P i = R i (· + b i ) is α i -averaged and, therefore, there exists a nonexpansive operator Q i :
and P m is nonexpansive, it suffices to show that
Let us prove this result by induction. Let x ∈ H 0 and y ∈ H 0 . If m = 2, we derive from the nonexpansiveness of Q 1 that
Hence, T is Lipschitzian with constant
Now assume that m > 2 and that (4.5) holds at order m − 1. Then
We deduce from (4.8) and the nonexpansiveness of Q m−1 that
On the other hand, the induction hypothesis yields
Similarly, replacing W m−1 by W m • W m−1 above, we get
Furthermore, we deduce from (4.3) that
(4.12)
Altogether, it results from (4.9)-(4.12) that
which establishes (4.5).
The following proposition features some important special cases.
Proposition 4.3 Consider the setting of Model 1.1 with m 2, and let θ m be defined as in (4.4). Then the following hold:
(iii) Suppose that, for every i ∈ {1, . . . , m − 1}, R i is purely nonexpansive in the sense that α i = 1 is its smallest averaging constant. Then θ m = m i=1 W i . (iv) Suppose that, for every i ∈ {1, . . . , m − 1}, R i is firmly nonexpansive. Then
(4.14) (
and we obtain (4.15).
Remark 4.4 Proposition 4.3(i)-4.3(iii)
show that the tightest bound in terms of stability corresponds to a linear network, while the loosest corresponds to a network with nonlinearities having no stronger property than nonexpansiveness.
We close this section by observing that the Lipschitz constant exhibited in Theorem 4.2 is a componentwise increasing function of the averagedness constants of the activation operators.
Proposition 4.5 Consider the setting of Model 1.1 with m 2. Make the Lipschitz constant θ m in Theorem 4.2 a function of
Proof. Let l ∈ {1, . . . , m − 1} and set (1 − α j ). 25) which concludes the proof.
Remark 4.6 Proposition 4.5 suggests that, in terms of stability, it is better to use proximal activation operators, such as those listed in Example 3.2(i)-(ii), than α-averaged activation operators for which α > 1/2, such as those mentioned in Example 3.2(iv).
Networks using separable activation operators
We show that sharper Lipschitz constants can be derived in the case of networks featuring the type of separable structure described in Example 3.4. The following notation will be in use.
Notation 5.1
Let H be a separable real Hilbert space, let ∅ = K ⊂ N, let E = (e k ) k∈K be an orthonormal basis of H, and let I be a nonempty bounded subset of R. Then
General results
The following facts will be needed.
Lemma 5.2
Let q ∈ N {0} and, for every i ∈ {1, . . . , q}, let S i be a nonempty subset of a real vector space X i . Let ψ : X 1 × · · · × X q → R be a function which is convex with respect to each of its q coordinates. Set S = S 1 × · · · × S q and let conv S be its convex envelope. Then sup ψ(S) = sup ψ(conv S).
Proof. Set µ = sup ψ(S). Clearly, µ sup ψ(conv S). Now take x ∈ conv S. Then x = j∈I α j x j , where (α j ) j∈I is a finite family in ]0, 1] such that j∈I α j = 1 and, for every j ∈ I, x j = (x j,i ) 1 i q , with (∀i ∈ {1, . . . , q}) x j,i ∈ S i . Note that (∀(j 1 , . . . , j q ) ∈ I q ) (x j 1 ,1 , . . . , x jq,q ) ∈ S. Therefore,
Hence, sup ψ(conv S) = sup x∈conv S ψ(x) µ. Proof. We saw in Example 3.4 that R is well defined. We have
For every k ∈ K, there exists a nonexpansive θ k : R → R such that ̺ k = (1 − α) Id +αθ k and, therefore,
Consequently, for every k ∈ K, there exists λ k ∈ [1 − 2α, 1] such that
We deduce from (5.3) that Rx − Ry = k∈K λ k ( x | e k − y | e k )e k , as claimed.
Theorem 5.4
Consider the setting of Model 1.1 with m 2. For every i ∈ {1, . . . , m − 1}, suppose that
and define
. . .
Then the following hold:
Now fix x and y in H 0 . It follows from (1.3) and the nonexpansiveness of P m that
According to Lemma 5.3, for every i ∈ {1, . . . , m − 1}, there exists
Recursive application of this identity yields
is convex with respect to each of its coordinates. Hence, we deduce from Lemma 5.2 that sup ψ(C) = sup ψ(conv S) = sup ψ(S), as claimed.
(ii): For every i ∈ {1, . . . , m − 1}, the identity operator
For every i ∈ {1, . . . , m − 1}, let Λ i ∈ D {1−2α i ,1} (E i ) and note that the linear operator
is nonexpansive. Performing the same kind of decomposition as in the proof of Theorem 4.2 yields 16) and allows us to conclude that ϑ m θ m .
Remark 5.5
An expression similar to (5.7) was proposed empirically in [49] for a multilayer perceptron operating on finite-dimensional spaces under the additional assumption that the activation operators of the network are continuously differentiable and firmly nonexpansive.
Remark 5.6
In Theorem 5.4, suppose that, for some i ∈ {1, . . . , m − 1}, the functions (̺ i,k ) k∈K i are increasing. Then it follows from Proposition 3.1(iii) that there exist functions (φ i,k ) k∈K i in Γ 0 (R) which are all minimized at 0 and such that (∀k ∈ K i ) ̺ i,k = prox φ i,k . In this case, α i = 1/2 and
. Such a construction is used in [23, 25] .
As in Proposition 4.5, the Lipschitz constant exhibited in Theorem 5.4 turns out to be a componentwise increasing function of the averagedness constants of the activation operators. 
Proof. It follows from (5.12) that ϑ m (α 1 , . . . , α m−1 ) = sup
as claimed.
Extension to non-Hibertian norms
In certain applications, Hilbertian norms may not be the most relevant measures to quantify errors. We now state a variant of Theorem 5.4 which holds for alternative norms. 
is a Lipschitz constant of T :
Proof. Let us first note that, because of the embeddings, W 1 : G 0 → H 1 is continuous and, likewise, every
We now follow the same argument as in the proof of Theorem 5.4. Let x and y be in G 0 . For every i ∈ {1, . . . , m}, there exists 
(ii) p ∈ [2, +∞] and sup k∈Km ω k < +∞.
Let G m be the normed space obtained by equipping the vector space underlying H m with the norm
Proof. Since, for every x ∈ H m , ( x | e m,k ) k∈Km ∈ ℓ 2 (K m ), it follows from Hölder's inequality that · Gm in (5.22) is well defined and does provide a continuous embedding of H m in G m . As in the proof of Theorem 5.4, it is enough to take the supremum in (5.23) 25) which shows that Λ m Gm,Gm 1. This inequality holds analogously if p = +∞. We then deduce from (5.24) that
On the other hand, it follows from (5.20) that 27) which concludes the proof.
Networks with positive weights
Under certain positivity assumptions, the constant ϑ m of (5.7) and (5.23) can be simplified.
Assumption 5.10
Consider the setting of Model 1.1 with m 2. For every i ∈ {0, . . . , m}, suppose that H i is separable, let ∅ = K i ⊂ N, and let E i = (e i,k ) k∈K i be an orthonormal basis of H i . For every
We suppose that
Example 5.11 Consider the following particular case of Model 1.1. For every i ∈ {0, . . . , m}, N i ∈ N {0}, H i = R N i , E i is the canonical basis of R N i and, for every k ∈ {1, . . . , N i }, χ i,k ∈ {−1, 1} with the additional condition that, for every l ∈ {1, . . . , N 0 }, χ 0,k = χ 0,l . Further, for every i ∈ {1, . . . , m}, the matrix
Then Assumption 5.10 holds. This is true in particular if 
Proof. For every i ∈ {1, . . . , m−1}, let Λ i ∈ D {1−2α i ,1} (E i ) and let (λ i,k ) k∈K i be the associated sequence in (5.1). Define Then, because of (5.29),
In addition, it follows from (5.22) and (5.34) that
Therefore, without loss of generality, we assume that
Let us now show that
Let ε ∈ ]0, +∞[. Then there exists x ∈ H 0 such that x G 0 = 1 and
If p < +∞ in (5.22), this yields
On the other hand, it follows from (5.28) and (5.38) that . . . 
, we get T (x + z) − T x / z ≈ 58.18, which shows that, although W 1 and W 2 have strictly positive entries, the Lipschitz constant is larger than W 2 W 1 . Note that, in this scenario, the constant of (4.4) is θ 2 = ( W 2 W 1 + W 2 W 1 )/2 ≈ 60.50. A sharper Lipschitz constant can be obtained by noticing that this network is equivalent to a network in which W 1 , W 2 , and R 1 are replaced by W ′ 1 = U W 1 , W ′ 2 = W 2 U , and R ′ 1 = prox ϕ . Since R ′ 1 is separable, the constant of (5.17) is ϑ 2 ≈ 59.54. In contrast, the naive bound of (1.4) is about 66.29.
For separable activators in finite-dimensional spaces, we have the following result, which does not require assumptions on the sign of the weights. 52) which concludes the proof.
