This paper investigates the impact of risk aversion in decision analyses under uncertainty with a single evaluation measure and presents a simple procedure for approximately addressing risk aversion in a way that is defensible for many decisions. Speci¯cally, a simulation study is presented that leads to guidelines for determining when an expected utility analysis should be conducted for a decision, rather than simply an expected value analysis, and what form of utility function should be used for this expected utility analysis. The simulation study shows that a sensitivity analysis using an exponential utility function should be conducted for most decision analyses, but that this sensitivity analysis can often establish, without requiring utility information from the decision maker, that no further utility analysis is required. In addition, when further utility analysis is required, the simulation study shows that this can be done in a simple way using an exponential utility function that will be accurate for many decision analyses. However, in situations where there is equal or greater downside risk than upside potential a more detailed study of the decision maker's utility function may be necessary.
Introduction
The concept of aversion to taking risks is important in the formal theory of decision making under uncertainty, and expected utility analysis methods to address risk aversion are presented in decision analysis textbooks (Clemen 1996 , Kirkwood 1997 . However, when Corner and Corner (1995) analyzed published decision analysis applications over a two decade period, they found that 67.0 percent of those applications used expected value as the decision making criterion, and no formal analysis of risk aversion was reported in these cases.
Practicing decision analysts report that using either expected value or expected utility to evaluate alternatives often leads to similar decisions. For example, Howard (1988) comments, \While the ability to capture risk preference [with a utility function] is an important part of our conceptual view of decision-making, I¯nd it is a matter of real practical concern in only 5 percent to 10 percent of business decision analyses." However, in some cases taking a risk aversion into account using a utility function does change the results. (See, for example, Keefer 1991.) Therefore, not considering risk aversion can lead to signi¯cant errors in some decisions.
The research presented below shows that an expected utility analysis will lead to di®erent results from an expected value analysis for many decisions, but that a straightforward form of sensitivity analysis can identify when this will happen. Furthermore, even when an expected utility analysis can result in changes to the decision analysis results, the research shows that using a simple form of utility function which requires very little utility elicitation from the decision maker will often be su±cient for an accurate analysis.
Previous Related Work
Consider decisions with a single evaluation measure x (for example, cost or pro¯t), where the preferred alternative a is selected to maximize the expected utility E(uja) = P u(x)p(xja), where p(xja) is the probability of outcome x given that a is selected and u(x) is a utility function over x. Assume that preferences over this evaluation measure are monotonically increasing so that u(x) is monotonically increasing over x. (The results presented below can be shown to also apply to situations where preferences are monotonically decreasing.) This expected utility approach to analyzing decisions with uncertainty has been widely applied (Corner and Kirkwood 1991) , and it provides a defensible approach for analyzing these decisions.
This section reviews several types of utility functions that have been applied, or proposed for application, as well as empirical evidence about realistic parameter values for these di®erent utility functions.
The Risk Tolerance Function and Utility Function Forms
For a utility function u(x), the risk tolerance function ½(x) = ¡u 0 (x)=u 00 (x), where u 0 (x) and u 00 (x) are the¯rst and second derivatives, respectively, of u(x), encodes the decision maker's degree of risk aversion at each evaluation measure level x. Speci¯cally, Pratt (1964) showed that for an uncertain alternative with small risk
where ¹ x and ¾ 2 are the expected value and variance, respectively, for the uncertain alternative, and the certainty equivalent x ce is the level of x that is equally preferred to the alternative.
Exponential Utility Function. Equation 1 shows that if the risk premium ¹ x ¡ x ce does not change as a function of ¹ x, then ½(¹ x) must be a constant. When this condition holds a decision maker is said to display constant risk aversion, and the utility function must be either exponential or linear (Pratt 1964) ,
where ½ is equal to the risk tolerance, and sgn(½) is the sign of ½. Corner and Corner (1995) found that 27.5 per cent of the applications they reviewed used exponential utility functions, while only 5.5 per cent used all other types of utility functions combined or did not specify what utility function was used. (However, as noted earlier, applications using only expected value outnumbered applications using any type of utility function by a ratio of two to one.)
Power Utility Function. Pratt (1964) showed that when the risk premium is linearly
proportional to x, then the utility function must have either a power or log form
a¡1)=a ; a 6 = 1 log(x); otherwise
which has a risk tolerance function ½(x) = ax, where a is a constant. This condition for ½(x) is called constant proportional risk aversion, and as is discussed below, there is empirical evidence that this condition applies for some business decision makers.
Linear-Exponential Utility Function. A variety of other functional forms have been suggested for u(x). See, for example, Bell (1995) , Bell and Fishburn (2001) , Brockett and Golden (1987) , Nakamura (1987, 1988) , Hammond (1974) , Harvey (1990) , Meyer and Pratt (1968) , and Spetzler (1968) . Of particular interest is a preference condition called the one-switch rule. Preferences obey the one-switch rule if, for every pair of alternatives whose ranking is not independent of asset position, there exists an asset level above which one alternative is preferred, and below which the other is preferred. Bell (1988) showed that if preferences 1) are decreasingly risk averse with respect to asset position [that is, ½(x) is monotonically increasing with respect to x], 2) obey the one-switch rule, and 3) approach risk neutrality for small gambles as wealth increases, then the utility function must have the linear-exponential form
for some positive constant parameters b and c. The three conditions required for the linearexponential utility function are intuitively reasonable, and therefore this utility function is attractive from a theoretical standpoint, although it requires that two constants b and c be determined, rather than the single constant that is required for either the exponential or power utility function.
Mean-Variance Utility Models. In addition to the utility function forms discussed above, mean-variance models of risk aversion similar to Equation 1 have been studied and used for analysis of investment portfolios. See, for example, Jia and Dyer (1996) , Hlawitschka (1994) , and Markowitz (1959 Markowitz ( , 1987 Markowitz ( , 1991 . The quadratic utility function that is implicitly assumed by a mean-variance utility model is increasingly risk averse as the asset position increases (Pratt 1964) , which is intuitively unattractive. As part of the simulation study conducted for this paper, the accuracy of Equation 1 to approximate risk aversion was analyzed, and this approximation was found to be substantially less accurate than the approach that is recommended. Hence mean-variance utility models are not considered further in this paper.
Exponential, power, or linear-exponential utility functions will have either a risk averse or risk seeking risk attitude for all positive levels of x. Experiments have shown that unaided decision makers can display a risk averse attitude for some levels of x and a risk seeking behavior for other levels (Clemen 1996 , pages 510{511, Fishburn and Kochenberger 1979 , Laughhunn, Payne, and Crum 1980 , but utility functions with this behavior are rarely reported in the decision analysis application literature and are not considered further.
Decision Maker's Accustomed Budget and Risk Aversion
Empirical studies of business people's risk attitudes have found that utility functions are generally nonlinear for the individuals studied. [See, for example, Green (1963) , Laughhunn, Payne, and Crum (1980) , MacCrimmon and Wehrung (1986) , Shapira (1995) , Spetzler (1968), and Swalm (1966) .] The degree of risk aversion that was displayed in these studies typically depended on how large the risks were relative to the decision maker's accustomed budget. For example, Spetzler (1968) assessed utility functions for 36 executives in a company with total annual sales of $2,000 million, annual after-tax earnings of $100 million, and a capital investment budget of $90 million per year. Initially, he used hypothetical alternatives involving either a $3 million or a $50 million investment. After thē rst round of assessments, the executives requested that the amounts be reduced by a factor of ten to $300,000 and $5 million, and they noted that $300,000 investments were \rather common," while $5 million investments occurred between four and eight times a year. Thus, the initially speci¯ed $3 million and $50 million amounts were very large relative the typical budgets that the executives addressed.
As a second example, Swalm (1966) asked 100 executives to specify the maximum single amount that they might recommend be spent in any one year. (These amounts ranged from $50 thousand to $40 million.) He then speci¯ed outcomes for utility function assessments as a proportion of this amount, and he found that the utility functions of the various executives, when expressed in these terms, were roughly comparable. Thus, the executives appeared to be assessing risks relative to the investment amounts with which they usually worked.
Also, MacCrimmon and Wehrung (1986) studied 509 executives and speci¯ed utility function assessments in terms of the rate of return on an investment of half of their¯rm or division's annual capital expenditure budget. These budgets ranged from less than $300,000 to over $1,500 million, with half over $12 million. A substantial portion of the executives refused to risk half of their annual budget unless the probability of loss was very low, and some refused to risk it even when risk of loss was very low. Once again in this example, the executives appeared to be judging risks in relation to their accustomed budget amounts. Howard (1988) proposed values of risk tolerance for corporate decision making that are proportional to net sales, net income, or equity. Speci¯cally, his experience suggests setting the risk tolerance at six per cent of sales, one to one and a half times net income, or one-sixth of equity. (These numbers are based on studies with companies in the oil and chemical industry.) McNamee and Celona (1990, pp. 122{123) add to this list a ratio of market value to risk tolerance of one-¯fth. They also comment that \the ratio of risk tolerance to equity or market value usually translates best between companies in di®erent industries." In practice, the net sales, net income, equity, and market value for a company will generally be positively correlated, and they are each measures of the \size" of a company. Thus, Howard's suggested method for approximating the risk tolerance is another indication that executives judge risks in relation to their accustomed budget amounts.
These empirical studies support the view that attitude toward taking business risks is related to the size of the budget or assets which the decision maker typically addresses.
This characteristic is consistent with constant proportional risk aversion and possibly the linear-exponential utility function, but not with constant risk aversion, even though the constantly risk averse exponential utility function is the most commonly used form in published applications that use utility functions. The remainder of this paper investigates whether using expected value or an exponential utility function, as is often done in decision analysis practice, can lead to signi¯cant errors.
Study Approach
The impact of the utility function form on decision analysis results is investigated in this paper using simulation. Randomly generated uncertain alternatives selected to be representative of real-world decision alternatives were ranked using exponential, power, and linear-exponential utility functions with parameters for these utility functions speci¯ed to represent realistic attitudes toward risk taking. Di®erent pairs of alternatives meeting the speci¯ed conditions were randomly generated, and these were ranked using expected value and the three di®erent utility function forms. Statistics were collected regarding the di®erences in the results from using the di®erent functions. These statistics were then used to investigate the losses resulting from ignoring the decision maker's risk aversion (that is, using expected value to rank alternatives), and also the losses resulting from using an inaccurate form for the utility function.
The studies cited above indicate that a decision maker's attitude toward risk taking is related to the budget or assets that he or she is used to addressing. Therefore, the remainder of this paper will assume that the evaluation measure x is speci¯ed as a proportion of the planning asset position for the decision maker, where x = 1 corresponds to that planning asset position. The concept of a planning asset position can be claried with examples. First, consider personal investment decisions for an individual aged forty-¯ve with $100,000 in assets outside of a contributory tax-deferred pension plan, and with $500,000 invested in the tax-deferred pension plan. That individual might consider $100,000 to be his or her planning asset position for decisions with uncertainty related to assets that might be needed within the next ten years. However, $500,000 might be the appropriate planning asset position for decisions related to assets that will not be used until retirement.
As a second example, a corporation considering major strategic capital investments, such as a semiconductor fabrication facility costing $2,000 million, might view corporate equity or market value as an appropriate planning asset position. On the other hand, a divisional director whose division contributes¯ve per cent of the overall corporate net income might consider¯ve per cent of the overall corporation equity or market value to be his or her planning asset position.
Utility Functions
A starting point for estimating realistic parameter values for the utility functions used in this study is provided by considering a hypothetical uncertain alternative with equal chances of yielding either a positive amount R or a negative amount R=2. For a decision maker with an exponential utility function, if R is adjusted so that the decision maker is indi®erent between accepting or not accepting the alternative, then R is approximately equal to the decision maker's risk tolerance ½. (The error in ½ determined using this approximation is about four per cent.)
For example, if a decision maker has a risk tolerance of 1, then he or she is approximately indi®erent between accepting or not accepting an alternative with equal chances of doubling his or her planning assets or losing half of these planning assets. Given the results found by MacCrimmon and Wehrung (1986) , it seems unlikely that many business executives would be willing to take this high of a risk. On the other hand, with a risk tolerance of 0.1, a decision maker is approximately indi®erent between accepting or not accepting an alternative with equal chances of yielding a one-tenth increase in his or her planning assets or losing one-twentieth of these assets. It seems likely that many business decision makers would accept this alternative, and hence, a risk tolerance at least as large as 0.1 seems to be realistic for business decision makers.
Based on the discussion in the preceding paragraph, the four sets of utility function parameters shown in Table 1 were used in the simulation study. These parameter sets were selected so that the risk tolerance at x = 1 (that is, at the decision maker's planning asset position) is equal to 0.1, 0.2, 0.3, and 0.5, respectively.
Because the linear-exponential utility function has two parameters, it is necessary to specify more than just the risk tolerance at x = 1 to determine the parameters b and c.
The values of b and c shown in Table 1 were determined using the following reasoning:
The risk tolerance for the exponential utility function is the same regardless of the value of x, while the risk tolerance for the power utility function is a linear function of x. Thus, for the exponential utility function, the risk tolerance is the same at x = 0:5, x = 1, and x = 1:5, but for the power utility function, the risk tolerance at x = 1 is twice the risk tolerance at x = 0:5, and similarly the risk tolerance at x = 1:5 is three times the risk tolerance at x = 0:5. To provide a linear-exponential utility function with risk properties that are between the properties for the exponential and the power utility functions, the parameters of the linear-exponential utility function were determined such that the risk tolerance at x = 1:5 is p 3 (that is, 1.7321) times the risk tolerance at x = 0:5. (Other parameter sets were also studied for the linear-exponential utility function, as discussed in Appendix A.1.)
Preliminary Graphical Analysis
Insight into the three utility function forms discussed above can be gained from Fig . Figure 1 shows plots of the utility functions using Utility Parameter Set 2 in Table 1 . There are two arbitrary scaling constants associated with any utility function, and in Figure 1 these have been set so that both the value and derivative of each utility function are equal to one at x = 1. Figure 2 shows plots of the inverse of the risk tolerance function 1=½(x), which is called the risk aversion function, for these utility functions. (The inverse of the risk tolerance function associated with using expected value is equal to zero.)
Since Utility Parameter Set 2 is fairly risk averse relative to the planning asset position, di®erences among the risk properties of the utility functions should show up strongly in this case. Figure 1 seems to indicate that the three utility functions, while di®ering substantially from the linear case, do not di®er much from each other. In particular, it appears from this graph that the three utility functions have almost identical properties for x > 1, and that the exponential and linear-exponential utility function are almost identical over the entire range that is shown.
However, Pratt (1964) demonstrated that ½(x) more clearly portrays risk aversion properties than u(x) because risk aversion is a direct function of ½(x) but only indirectly a function of u(x). In particular, Equation 1 shows that the risk premium for a small risk alternative is proportional to the inverse of the risk aversion function evaluated at the expected value of the alternative. Keeping this in mind, the plots of 1=½(x) in Figure 2 show a di®erent picture of the risk aversion properties of the Figure 1 utility functions than what appears to be true from Figure 1 . In particular, Figure 2 shows that the inverses of the risk tolerances associated with the exponential, power, and linear-exponential utility functions are diverging as x increases above one, and therefore the risk premiums calculated for small risk alternatives using these utility functions will become increasingly di®erent as the expected values of the alternatives increase above one. For example, 1=½(2) = 5:0 for the exponential utility function, 2.5 for the power utility function, and 0.47 for the linear-exponential utility function. Thus, the exponential utility function has twice the risk premium for a small risk alternative with ¹ x = 2 as the power utility function, and 5:0=0:47 = 10:6 times as great a risk premium as the linear-exponential utility function at
The di®erences for x < 1 are also substantial. For example, 1=½(0:5) = 5:0 for the exponential utility function, 10.0 for the power utility function, and 5.2 for the linearexponential utility function. Thus, the di®erence between risk premiums using the power utility function and risk premiums using the other two utility functions is approximately a factor of two for ¹ x = 0:5. Overall, the plots in Figure 2 raise the possibility that the exponential utility function is not an accurate approximation for the other two utility function forms in decision making, and this is investigated in more detail below.
Probability Distributions for Decision Alternatives
For the simulation study, four types of probability distributions were used to represent realistic decision alternatives. For the¯rst set of simulation cases, each uncertain alternative was represented by a shifted and scaled beta distribution, which is a°exible continuous probability distribution that can assume a variety of di®erent shapes depending on its parameters ® and¯. The standard beta distribution over the range from zero to
to cover a speci¯ed range and then scaled to integrate to one over the speci¯ed range.
To simulate realistic decision alternatives, the beta distribution was also restricted to be two-tailed. That is, ® and¯were restricted to be positive so that the distribution was unimodal with an interior mode. (Simulation runs were also made without this restriction, and the results were similar to those reported below.)
For the second set of simulation cases, each alternative was represented by a shifted
x > º. This set of cases was studied to verify that the results with the beta distribution were not dependent on the speci¯c characteristics of that distribution
For the third set of simulation cases, each alternative was represented by a discrete distribution with two possible outcomes (that is, a binary discrete distribution). This set of cases was used to investigate whether the results for the beta and gamma distribution runs also hold when the decision alternatives can have only two possible outcomes.
For the fourth set of simulation cases, each alternative was represented by a discrete distribution with¯ve possible outcomes which were generated based on the beta distribution. This set of simulation runs was used to investigate whether the results for the binary discrete case might change as the number of possible discrete outcomes was increased.
The¯fth set of simulation cases investigated whether the results for the¯rst four sets of simulation cases depend on the fact that the alternatives are discrete for those cases.
In particular, following Clyman, Walls, and Dyer (1999) , a binary discrete \prospect" was considered where the decision is what portion of this uncertain prospect to take.
Speci¯cally, suppose that x h and x l are the higher and lower of the two possible outcomes, respectively, for this binary prospect, and p h is the probability that x h will occur. The decision is what portion f to take of the prospect relative to the planning asset position of x = 1, where the expected¯nal asset position from taking a portion f is 1
It is straightforward to show that the maximum expected value for this alternatives will be obtained with either f = 0 or f = 1, depending on whether the expected value of the entire prospect is greater than one. However, partial portions of the prospect (that is, 0 < f < 1) can be optimal for nonlinear utility functions.
Finally, a sixth set of simulation cases investigated whether the \right-skew" characteristics of the probability distributions in the earlier simulations might impact the results.
As is discussed in the next section, the parameters for the various simulation cases in thē rst¯ve sets of simulations were set so that the probability distributions had longer tails to the right than to the left (that is, these distributions were \right skewed" and hence had more upside potential for gain than downside risk of loss). This¯nal set of simulation cases used beta distributions, but unlike the¯rst set of simulation cases, the parameters for these beta distributions were set so that the distributions were either symmetric or had longer tails to the left than to the right (that is, were \left-skewed" and hence had more downside risk of loss than upside potential for gain).
Parameter Values for the Probability Distributions
In order to provide comparability for the simulations results obtained using the different types of distributions, certain properties of the distributions were matched among the di®erent distribution types. Speci¯cally, to the extent that this applied for the various distribution types, the following properties of the di®erent distribution types were matched in the simulation procedure: 1) range, 2) expected value, and 3) variance. For each distribution type that was studied, it is straightforward to convert from values of these three properties to the parameters that determine a speci¯c distribution. The rationale for the speci¯c values that were used for range, expected value, and variance is discussed in the next paragraph.
Beta distributions. For the¯rst set of simulation runs using beta distributions to represent the simulated alternatives, four sets of parameters were used to randomly generate pairs of alternatives for the simulation runs, as shown in Table 2 . Each parameter set occupies two rows in this table. The¯rst of the two rows, marked \Low," shows the lowest value allowed in the simulation replications for each parameter, and the second row, marked \High," shows the highest allowed value. The column marked \Range"
shows the range of allowed evaluation measure levels for the shifted-scaled beta distribution, the column marked \Expected Value" shows the range of allowed expected values for the shifted-scaled beta distributions, and the column marked \Standard Deviation" shows the range of standard deviations allowed for these distributions. All of these parameter sets were selected to generate probability distributions with more upside potential for gain than downside risk of loss (that is, to be right-skewed) so as to match what is typically encountered in practice.
The speci¯c beta distribution for a particular simulation replication was generated by randomly selecting an expected value using a uniform probability distribution over the range speci¯ed in the \Expected Value" column of Table 2 , and also randomly selecting a standard deviation using a uniform probability distribution over the range speci¯ed in the \Standard Deviation" column of Table 2 . The generated expected value and standard deviation were then used to determine values of ® and¯for the beta distribution. The resulting values of ® and¯were then checked to make sure they were both positive. If not, the probability distribution was not two-tailed, and it was discarded and another one was generated. Once two acceptable beta distributions were generated, the error analysis discussed in Section 3.5 was carried out and statistics were collected for analysis at the end of the simulation run.
The parameter ranges shown in Table 2 are for the¯nal outcome after the uncertainty is resolved, net of any cost to purchase the simulated alternative. That is, the ranges are for the¯nal asset position resulting from the simulated alternative. To understand the basis for the parameter sets shown in Table 2 , keep in mind that the evaluation measure is thē nal asset position relative to a starting planning asset position of x = 1. In many business decisions, serious consideration will usually only be given to alternatives that have positive expected values, and therefore the intervals for both the ranges and expected values in all of the simulation cases are biased toward values of x greater than one. For example, in Simulation Case 1, the range for the expected value is from 0.98 to 1.04, and so the mean of the expected values that are generated in the simulation replications will be 1.01, and hence on average the alternatives that are generated for the replications in Simulation Case 1 will have expected values for the¯nal asset position that are greater than the planning asset position (x = 1) of the decision maker. Similarly, the interval for the range was set with some bias toward levels greater than x = 1 to agree with the way that the expected values were generated. The range for the standard deviation was set so that the distribution would represent situations where there was signi¯cant uncertainty relative to the expected variation from the planning asset position, but where the standard deviation was not so large that it would be di±cult to generate two-tailed beta distributions.
Parameter cases further down in Table 2 In addition to the cases in Table 2 , several variations were also studied, and results for these variations were similar to those reported below for the Table 2 cases.
Gamma distributions. The parameters shown in Table 2 were also used to generate gamma distributions for the gamma distribution simulation runs, with º in the shifted gamma distribution set equal to the Range Low numbers in Table 2 . Since there is no limit to the upper tail of a gamma distribution, the Range High numbers in Table 2 were not used for the gamma distribution simulations.
Binary discrete distributions. For the binary discrete distribution simulation runs, twenty di®erent distribution parameter sets were used to generate two-outcome discrete alternatives. Speci¯cally, the four sets of expected value and standard deviation parameters shown in Table 2 were used in combination with¯ve di®erent probabilities for the higher outcome of the two possibilities: 0.10, 0.25, 0.50, 0.75, and 0.90. For each simulation run, a particular value of this probability was speci¯ed, and then values were randomly generated for the expected value and standard deviation using the procedure discussed above for the beta distribution runs. These values were then used to determine x-levels for the two possible outcomes. For each generated alternative, if the lower outcome was less than zero the alternative was discarded and another one was generated until two valid binary distributions were created.
Five-outcome discrete distributions. Two¯ve-outcome discrete distribution were generated for each simulation run as¯ve-outcome approximations to the distributions used for the beta distribution runs. This was done by dividing the range of the beta distribution into¯ve equal intervals and¯nding the height of the beta distribution at the mid-value of each interval. The resulting¯ve values were rescaled to sum to one and used as probabilities for the mid-values, which were taken as the¯ve possible discrete outcomes.
Continuous alternatives. For the continuous alternative simulation runs, the procedure discussed above for the binary discrete simulations was used to generate each binary discrete distribution. Then an exhaustive grid search was used to determine the optimal portion f of this \prospect" using each of the di®erent utility functions.
Symmetric and left-skewed beta distributions. All of the probability distribution cases in Table 2 have upper limits on the ranges of possible values that are further from any of the possible simulated expected values than the lower limits on the ranges of possible values. Hence, all of the probability distributions generated in simulations using the Table   2 parameters will be right-skewed and therefore have more upside potential for gain than downside risk of loss. To investigate whether using right-skewed distributions was impacting the results, three additional sets of simulation runs were made using beta distributions.
Each set of simulation cases used a set of probability distribution parameters that was a modi¯cation of the parameters for the simulation cases shown in Table 2 so that direct comparisons could be made with the results from the earlier set of beta simulation cases.
In particular, four di®erent simulation cases were used for each set of simulation runs that paralleled the four cases in Table 2 .
In each of these simulation cases, the same ranges were used for the Standard Deviation as shown in Table 2 , but the ranges were modi¯ed for the Range and the Expected Value.
In the¯rst set of these simulation runs, the lengths of the ranges of variations shown in Table 2 for Range and Expected Value were kept the same, but the locations of these ranges of variation were shifted to be symmetric around the planning asset position, x = 1. Thus, the modi¯ed version of Simulation Case 1 was set with the Low for the Range at 0.85 and the High of 1.15, and with the Low for the Expected Value at 0.97 and the High at 1.03.
Similarly, the modi¯ed version of Simulation Case 2 was set with the Low for the Range at 0.70 and the High at 1.30, and so forth. Thus, this set of simulation cases tended to generate relatively symmetric probability distributions which therefore had equal upside potential for gain and downside risk of loss.
For the second set of these simulation runs, the ranges of variation for both the Expected Value and Standard Deviation was kept as shown in Table 2 , but the range of variation for the Range was \mirror-imaged" around x = 1 so that there was more downside risk than upside potential. For example, Table 2 shows the range of variation for the Range in Simulation Case 1 running from 1 ¡ 0:1 = 0:9 to 1 + 0:2 = 1:2. Therefore, in the corresponding modi¯ed simulation case investigated here, the range of variation was set from 1 ¡ 0:2 = 0:8 to 1 + 0:1 = 1:1. The range of variation for Range was set in the same way for the other three cases, except that using this procedure for the modi¯ed version of Simulation Case 4 would result in a range of variation for Range from 1 ¡ 1:2 = ¡0:2 to 1 + 0:6 = 1:6. Values of x less than zero are not typically meaningful since they represent situations where more than the total planning assets would be lost.
To address this di±culty, two slightly di®erent variations were investigated for this case, one where the range of variation for Range was truncated at x = 0 (hence yielding a range of variation from 0 to 1.6) and another where the upper end of the range of variation was adjusted to keep the total length of the range the same as shown in Table 2 (hence yielding a range of variation for Range from 0 to 1.8).
The second set of simulation runs described in the preceding paragraph had expected values greater than the current asset position but probability distributions that were leftskewed so there was more downside risk than upside potential. (That is, while the expected outcome from the alternatives was an increase in the decision maker's asset position, there was a possibility of decreasing that asset position more than it could be increased.) To investigate situations where the expected value of the simulated alternatives is also biased toward reducing the decision maker's asset position, a third set of simulation runs was made. In this set of runs, not only were the ranges of variation for the Range mirrorimaged relative to the ranges shown in Table 2 , but the ranges of variation for the Expected Value were also mirror-imaged. Thus, for the modi¯ed simulation case corresponding to Simulation Case 1 in Table 2 , the range of variation for the Expected Value was set from a Low of 1 ¡ 0:04 = 0:96 to a High of 1 + 0:02 = 1:02. While most business decision making situations would hopefully not include such a set of negative alternatives, this modi¯ed set of simulation runs investigated the performance of di®erent approximations in this situation.
Performance Measures
Two di®erent types of performance measures were used to assess the accuracy of expected value and the exponential utility function in situations where the actual utility function was assumed to have a di®erent form.
Decision di®erences. When investigating how well an approximate decision analysis procedure performs, a useful performance measure is the proportion of cases where the approximate procedure identi¯es the same preferred alternative as the exact analysis procedure. This is a useful performance measure because if the approximate procedure selects the same alternative as the exact procedure then numerical errors in the calculated numbers are not important from a decision-making standpoint. For continuous decision alternatives, there is an additional complexity since the selected portion f can be incorrect by di®ering amounts. Therefore, with continuous alternatives an appropriate measure of decision di®erences is the di®erence between the optimal portion f of the prospect determined using the approximate procedure and the optimal portion determined using the exact analysis procedure.
Certainty equivalent di®erences. A second performance measure for judging the accuracy of an approximation is the loss in certainty equivalent from using that approximation when it selects a less preferred alternative. The seriousness of selecting a di®erent preferred alternative from the exact analysis depends on the di®erence between the certainty equivalent of the (incorrectly) selected alternative and the certainty equivalent of the actual preferred alternative, both calculated using the assumed correct utility function.
When this di®erence is small, the incorrectly selected alternative is almost as valuable as the actual most preferred alternative, and hence the loss from selecting the less preferred alternative is small.
Implementing the Simulation Procedure
Each simulation run consisted of a speci¯ed number of replications using one of the four Utility Parameter Sets speci¯ed in Table 1 and one of the probability distribution types speci¯ed in Section 3.3. For each simulation run, one of the four probability distribution parameter generation cases speci¯ed in Table 2 (or one of the modi¯cations to these discussed above) was used to generate speci¯c parameters for the probability distributions.
For each replication within those simulation runs that analyzed discrete alternatives, the speci¯c parameters for two probability distributions representing two di®erent simulated discrete alternatives were selected using the procedure speci¯ed in Section 3.4. Then, for each of the two alternatives that was generated, the expected value was calculated as well as the certainty equivalents using exponential, power, and linear-exponential utility functions. Values were then calculated for the performance metrics discussed in Section 3.5. At the end of each simulation run, summary statistics were determined for each performance measure, as discussed below in Section 4.
The procedure for the simulation runs that analyzed continuous alternatives was similar except that only one probability distribution needed to be generated, and the optimal portion f of the prospect was calculated four di®erent times using, in sequence, expected value and each of the three utility function types. The di®erences among the optimal portions as determined using each of these were then analyzed using the performance measures discussed in Section 3.5.
This simulation procedure was implemented in the Pascal programming language using the Delphi for Win32 compiler, Version 10.0, running under Windows (Borland International, Inc., 1997) . Random numbers to select the parameters for the probability distributions used in the simulation were generated using Bratley, Fox, and Schrage's (1983) well-tested 32-bit UNIF random number generator.
For the beta distributions, expected utilities were calculated by numerical integration using an equal interval approximation for the shifted-scaled beta distribution with the midvalue of each interval used to represent the interval. One thousand intervals were used for most of the integrations. A similar procedure was used for the gamma distributions.
(Since the gamma distribution does not have a pre-speci¯ed upper limit, the integration was carried out over the range from the speci¯ed lower limit to ten standard deviations above the expected value.)
One thousand replications were used for most simulation runs, but several cases were run using 10,000 replications, and the results were almost the same. (As discussed in Section 3.5, one performance measure to evaluate the various approximations is the proportion of cases where a speci¯ed approximation selects the correct preferred alternative. For a proportion estimated by 1,000 simulation replications, the largest 95% con¯dence interval has a width of approximately §0:03, and the largest 99% con¯dence interval has a width of approximately §0:04.)
For the continuous alternative simulations, an exhaustive grid search with 2,000 equally spaced grid points was used to determine the optimal portion f of the uncertain prospect for each utility parameter set.
Simulation Results
Over 675 simulation cases, each with at least 1,000 replications, were analyzed. This section presents quantitative results for representative simulation cases and qualitatively discusses the results for other cases.
Accuracy of Expected Value (Beta Distributions)
Tables 3 through 5 summarize results for beta distribution simulation runs that tested the accuracy of using expected value to rank pairs of alternatives when various utility functions represent the assumed actual risk taking attitude of the decision maker. Thē rst column of each table identi¯es the type of utility function assumed to be correct (exponential, power, or linear-exponential) . The second column identi¯es the Simulation Case, as de¯ned in Table 2 . The third through sixth columns show the results of using expected value to rank randomly generated pairs of alternatives when the speci¯ed Utility Parameter Set (1, 2, 3, or 4) is assumed to be correct. Table 3 shows the proportion of the 1,000 replications where using expected value yielded the same ranking of alternatives as a speci¯ed utility function, Table 4 shows the mean certainty equivalent loss for those simulation replications in which expected value gave a di®erent ranking than the various utility functions, and Table 5 shows the maximum certainty equivalent loss that occurred for any of the simulation replications in which expected value gave a di®erent ranking than the various utility functions.
For example, the¯rst row of Table 3 shows the proportion of the simulation replications for Simulation Case 1 where the alternatives were correctly ranked using expected value when an exponential utility function is assumed to be the correct utility function.
This row shows that in Simulation Case 1 using expected value to rank alternatives when the utility function is assumed to be an exponential utility function with a risk tolerance Tables 3 through 5 represents the situation with the greatest amount of uncertainty about the outcome of the alternatives and the greatest risk aversion, and hence intuition suggests that expected value should yield the least accurate results in this case of any of the cases shown in Tables   3 through 5 . The tables show that this is in fact true.
The results in Tables 3 through 5 support the anecdotal evidence from decision analysis practice that expected value often yields the same decision as a utility function. In all the cases shown in these tables, expected value yielded the same decision as the utility function in over sixty-three percent of the simulations. However, in all the cases shown, expected value also yielded di®erent decisions in some of the simulations, and both the average and maximum certainty equivalent losses from these di®erent decisions were sometimes substantial.
Accuracy of the Exponential Approximation (Beta Distributions)
Given the relatively poor accuracy demonstrated above from using expected value, it is natural to investigate how much better the exponential utility function form does since it has been widely used in practice. The results of using a exponential utility function are shown in Tables 6 through 8 . The formats for these tables are similar to the formats for Tables 3 through 5. That is, Table 6 shows the proportion of simulation replications where using an exponential utility function yields the same ranking of alternatives as a power or linear-exponential utility function, and so forth. Each of these tables shows the errors that resulted from using an exponential utility function to rank alternatives when either the power or linear-exponential utility functions was assumed to be correct.
These tables show that using the exponential utility function was dramatically more accurate than using expected value for situations when a power or linear-exponential utility function was assumed to be correct. Speci¯cally, 
Results for Other Simulation Cases
In addition to the cases shown in Tables 3 through 9 , a variety of other simulation cases were studied that involved other beta distributions, gamma distributions, discrete distributions, and continuous alternatives. The results for most of these cases were similar to those reviewed above, and more details are presented in the Appendix. However, the results for simulation cases involving symmetric and left-skewed beta distributions (that is, where the downside risk of loss was at least as great as the upside potential for gain) were somewhat di®erent, and these di®erences have implications for decision analysis practice.
As with the simulation cases reviewed above, in the symmetric and left-skewed cases using expected value yielded the same rank-ordering of alternatives in many cases as using a power or linear-exponential utility functions, but in many cases it yielded a di®erent rankordering, often with substantial average and maximum certainty equivalent losses for the cases where it yielded a di®erent rank-ordering. Also similar to the cases reported above, the exponential utility function yielded the same rank-ordering as the linear-exponential utility function in almost all cases, and in the few cases where it did not yield the same rank-ordering the certainty equivalent losses were small.
The results were somewhat di®erent when the exponential utility function was used as an approximation for the power utility function with symmetric or left-skewed beta distributions. The exponential utility function gave the same rank-ordering as the power utility function in many of the simulation cases. However, in some of the cases where there was a possibility of losing a large portion of the planning assets, the exponential utility function gave a di®erent rank-ordering than the power utility function for many simulation runs, and the average and maximum certainty equivalent losses for the simulation cases where the exponential utility function gave a di®erent rank-ordering were large in some of the simulation cases. Speci¯cally, these di®erences occurred for several of the simulation cases corresponding to Simulation Case 4 in Table 2 , and for some of the cases corresponding to Simulation Case 3. (Note, however, that using an exponential utility function to approximate a power utility function was always substantially more accurate that using expected value.)
As discussed in Section 3.4, these simulation cases include the possibility of losing either up to the entire planning assets (for the modi¯ed Simulation Case 4) or up to 80 per cent of the planning assets (for the modi¯ed Simulation Case 3). The empirical results reviewed in Section 2.2 indicate that many executives would not be willing to consider alternatives with such large possible losses. Hence, the simulation cases where the exponential utility function yields substantially di®erent results from the power utility function appear to represent decision situations that should be relatively rare in practice.
Summary of Simulation Results
The results of all the simulation runs can be summarized as follows:
1. Expected value gave the correct ranking of alternatives in many cases where the simulated decision maker's utility functions was assumed to be exponential, power, or linear-exponential, but it made mistakes in a substantial fraction of cases, and the certainty equivalent losses for some of these mistakes were large.
2. The exponential utility function correctly ranked alternatives when the simulated decision maker's utility function was assumed to be a power utility function in almost all cases where the simulated probability distributions were right-skewed (that is, had more upside potential for gain than downside risk of loss) except when the uncertainties were very large relative to the planning asset position of the simulated decision maker, and the certainty equivalent loss was almost always small when the ranking was incorrect.
3. The exponential utility function correctly ranked alternatives when the simulated decision maker's utility function was assumed to be a power utility function in cases where the simulated probability distributions were symmetric or left-skewed (that is, where the downside risk of loss was at least as great as the upside potential for gain) except when the range of possible outcomes included losing a major portion of the planning assets. In cases where such large losses were possible, the ranking was often incorrect, sometimes with signi¯cant certainty equivalent losses.
4. For right-skewed, left-skewed, and symmetric distributions, even when the uncertainties were large relative to the planning asset position of the decision maker, the exponential utility function correctly ranked alternatives in almost all cases when the simulated decision maker's utility function was assumed to be linear-exponential, and the certainty equivalent loss was small when the ranking was incorrect.
5. For the simulation cases with continuous alternatives, the portion f selected as optimal using the exponential utility function sometimes di®ered substantially from that selected using the power or linear-exponential utility function, but the certainty equivalent losses from those errors were small. In contrast, expected value often selected an incorrect portion f that gave a large certainty equivalent loss.
Discussion and Recommendations
The simulation results imply that an expected utility analysis should be considered in addition to an expected value analysis for most analyses of decisions under uncertainty because there is a signi¯cant chance that such an analysis could change the ranking of the alternatives, and the certainty equivalent loss due to the incorrect ranking using expected value could be substantial. This study considered three di®erent utility function forms that have been proposed on theoretical grounds or used in practice. All three utility function forms were speci¯ed to have the same risk tolerance at the decision maker's planning asset position. The simulation results indicate that when this is done then the exponential utility function will provide the same ranking of alternatives in most situations as the power or linear-exponential utility functions, except in some situations where the downside risk is at least as great as the upside potential, in which cases the exponential and power utility functions can provide substantially di®erent results.
These results lead to the following recommendations:
1. Consider conducting an expected utility analysis for all decisions with signi¯cant risks relative to the planning asset position because an expected value analysis has a substantial chance of selecting a non-optimal alternative with a potentially large certainty equivalent loss.
2. Generally conduct the expected utility analysis using an exponential utility function.
Unless the alternatives have equal or greater downside risk than upside potential, it is unlikely that you will select an incorrect alternative using this form, and even if a non-optimal alternative is selected the certainty equivalent loss is likely to be small.
3. Estimate a \highly risk averse" risk tolerance parameter ½ for the exponential utility function based on the planning asset position of the decision maker. Setting ½ equal to ten percent of the planning asset position should be su±cient for many business decisions. Conduct a sensitivity analysis for ½ from ten percent of the planning asset position to in¯nity, and determine whether the preferred alternative changes. If not, then it is unlikely that a more detailed analysis of risk aversion would change the preferred alternative.
4. If the sensitivity analysis in step 3 shows that the preferred alternative does change depending on the speci¯c value of ½, then determine the value of ½ at which the preferred alternative changes. After determining this value, conduct a su±ciently detailed assessment of the decision maker's risk tolerance to establish the preferred alternative. This will often not require¯nding a speci¯c value for ½ since you only need to determine which side it is on of the value at which the preferred alternative switches.
5. Finally, if the alternatives have equal or greater downside risk than upside potential, then consider more accurately assessing the decision maker's utility function because the results of this simulation indicates that using an approximating utility function could yield an incorrect ranking of alternatives in this situation, and the certainty equivalent loss due to this incorrect ranking could be large relative to the planning assets.
A.1. Other Linear-Exponential Cases (Beta Distributions)
In addition to the parameter sets shown in Table 1 for the linear-exponential utility function, simulation runs were made for cases with the risk tolerance at x = 1:5 equal to three times the risk tolerance at x = 0:5, and with the risk tolerance at x = 1:5 equal to ten times the risk tolerance at x = 0:5. (In all cases, b and c were set so that the risk tolerance at x = 1 was 0.1, 0.2, 0.3, or 0.5, respectively, as shown in Table 1 .) Representative results from this study of other linear-exponential utility functions are shown in Table 9 .
The format for this table is similar to earlier tables. The entry \3" in the¯rst column represents the case where the risk tolerance for the linear-exponential utility function at x = 1:5 was set to three times the risk tolerance at x = 0:5, and the entry \10" represents the case where the risk tolerance at x = 1:5 was set to 10 times the risk tolerance at x = 0:5. The cases shown in Table 9 are for the situation where the risk tolerance is set to 0.1 at x = 1:0 for both the exponential and linear-exponential utility functions, and hence these cases correspond to those reported in Tables 6 through 8 The results in Table 9 show that the exponential utility function almost always gave the same rank-ordering as the linear-exponential function, and when it did not, the certainty equivalent loss was small. Other simulation studies analogous to those summarized in Table 9 were carried out for cases where the risk tolerance at x = 1 was set to 0.2, 0.3, and 0.5, and the results were the same: The exponential utility function gave the same ranking as the linear-exponential in almost all cases.
A.2. Gamma Distributions
The results for the gamma distribution simulation cases were similar to those for the beta distribution, and these support the results reported above for the beta distribution simulations. Because of the similarity of these results to those for the beta distribution runs, they are not shown here.
A.3. Discrete Distributions
Illustrative results for the binary alternative simulation runs are shown in Tables 10   and 11 for the case where the probability of the higher outcome was set to 0.75. Table 10 corresponds to the column labeled \Utility Parameter Set 1" in Tables 3 through 5 for the   beta distribution simulation runs, and Table 11 corresponds to the column also labeled \Utility Parameter Set 1" in Tables 6 through 8 for the beta distribution simulation runs.
Comparing Tables 10 and 11 with the corresponding entries in the beta distribution tables shows that the results are qualitatively similar.
This was also true for the other binary alternative simulation runs with the exception of Simulation Case 4 with a probability for the higher outcome set equal to 0.90. In this unrealistically extreme case, there is sometimes a 0.1 probability of losing virtually all of the planning budget, and thus it is not surprising that any utility function approximation will sometimes lead to substantial errors. However, the exponential approximation was still substantially better than using expected value.
The results for the simulation cases considering¯ve-outcome discrete distributions were very similar to that reported above for the beta distribution, and therefore these are not shown.
A.4. Continuous Alternatives
Illustrative results for the continuous alternative simulation runs are shown in Tables   12 and 13 for the case where the probability of the higher outcome was set to 0.75. These tables have a similar organization to Tables 10 and 11, except that for continuous alternatives instead of reporting the \proportion correct" the mean and maximum errors are reported for the optimal portion f that was selected by the approximation. Table 12 shows large errors in both the optimal portion selected and the certainty equivalent loss when expected value was used as the decision criterion. Table 13 shows that there were some substantial errors in the portion selected using an exponential utility function. However, the certainty equivalent losses from those errors were small. In other simulation cases that are not shown here, the optimal portion selected using the exponential utility function was sometimes very di®erent from the portion selected using the power or linear-exponential utility functions, but the certainty equivalent errors were very small in almost all cases. 
