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Sarah Vo￿Zusammenfassung
Im Rahmen dieser Diplomarbeit wurde ein Konzept zur Extraktion von seman-
tischen Informationen aus Wiki-Systemen entwickelt. Ausgangspunkt ist die Tat-
sache, dass in einem Wiki-System eine Reihe von Informationen in strukturier-
ten, semi-strukturierten oder unstrukturierten Texten vorliegen, deren Semantik
nicht immer auf den ersten Blick ersichtlich ist. Daher umfasste die Analyse zum
einen, welche Informationen explizit und welche implizit vorhanden sind und zum
anderen, welche Beziehungen sich aus den gefundenen Informationen ableiten las-
sen. Dabei handelt es sich beispielsweise um Beziehungen zwischen verschiedenen
Seiten oder um Beziehungen zwischen W￿rtern. Hierf￿r wurde eine Schablone
de￿niert, die jede Information, die extrahiert werden kann, im Detail beschreibt.
Dies beinhaltet sowohl die Semantik und die Datenquelle, aus der die Informa-
tionen extrahiert werden k￿nnen, als auch eine Anleitung zur Extraktion und
die abschlie￿ende Darstellung als XML-Element. Da aber nicht jede Information
und deren Semantik sicher ist, wird zwischen sicheren und unsicheren Informa-
tionen unterschieden. Die Analyse hat allerdings ergeben, dass es eine Reihe an
Informationen gibt, denen nicht automatisch eine Semantik zugewiesen werden
kann. Au￿erdem wurden die Gemeinsamkeiten und Unterschiede der verschiede-
nen Wiki-Systeme analysiert, die f￿r die Entwicklung des Konzeptes notwendig
waren.
Im Konzept ist die Gesamtarchitektur zur Extraktion von semantischen Infor-
mationen enthalten. Zwei Hauptsystemkomponenten waren hierf￿r notwendig:
Wrapper und Mediator. Aufgrund der Unterschiede der Wiki-Systeme, wie bei-
spielsweise die verwendete Programmiersprache, Datenbank oder Datei und Wiki-
Syntax, wurde eine Wrapper eingesetzt. Der Mediator dient hingegen als Vermitt-
ler zwischen der jeweiligen Anwendung und dem Wiki-System.
Durch die prototypische Implementation des Konzeptes ist die Durchf￿hrbarkeit
bewiesen, bestimmte semantische Informationen zu extrahieren und diese in ei-
ne f￿r die Weiterverarbeitung geeignete Form zu bringen. Das hei￿t, bestimmte
Informationen k￿nnen automatisch oder halb-automatisch in eine semantische
Beziehung zueinander gesetzt werden.Danksagung
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In einem Wiki l￿sst sich eine Reihe von semantischen Informationen in struktu-
rierten, semi-strukturierten und unstrukturierten Texten ￿nden. Einige der Infor-
mationen sind explizit, andere wiederum nur implizit ersichtlich. Eine automati-
sche Zuweisung der Semantik ist nicht immer m￿glich, wie das folgende Beispiel
zeigt. Links sind unter anderem ein Konzept der Wikis, um Inhalte miteinander
zu verkn￿pfen. Sie erm￿glichen dadurch nicht nur die Navigation, sondern stellen
auch inhaltliche Zusammenh￿nge zwischen Seiten her. Das Problem hierbei ist,
falls ein Link zwei Seiten in eine semantische Beziehung setzt, kann man diese
allerdings nicht automatisch benennen.
Ein weiteres Konzept der Wikis sind Kategorien. Sie dienen dazu, inhaltlich ￿hn-
liche Seiten zusammenzufassen. Welche Semantik diese Seiten allerdings mitein-
ander verbindet, bleibt o￿en. Innerhalb eines Wikis lassen sich nicht nur Beziehun-
gen zwischen Seiten, sondern auch zwischen Begri￿en wie der hierarchischen Re-
lation (z.B. die Hyponymie 2.4.2) oder ˜quivalenzrelation (z.B. Synonyme 2.4.2),
￿nden.
Ward Cunningham, der Begr￿nder des ersten Wikis, spricht in seinem Buch ￿The
Wiki Way. Quick Collaboration on the Web￿ (vgl. [CL01]) ￿ber die Existenz einer
Wiki-Struktur. Diese Grundstruktur ergibt sich aus der Verlinkung der Seiten,
der Textabschnitte und der daraus resultierenden Beziehungen. In einem Wiki
kann jeder Autor willk￿rlich Seiten anlegen, diese in Kategorien einordnen und
Links setzen. Dadurch bringt jeder Autor seine eigene Struktur in das Wiki ein.
Ward Cunningham vergleicht diese Struktur mit einer Sandd￿ne (vgl. [CL01]).
Die Grundstruktur bleibt erhalten, es ￿ndet jedoch immer eine Bewegung statt.
Wenn es, wie Cunningham beschreibt, eine Struktur innerhalb der Wikis gibt, so
muss genau daraus eine Semantik ableitbar sein.
1KAPITEL 1 EINLEITUNG
1.2 Aufgabenstellung und Zielsetzung
Im Rahmen dieser Diplomarbeit wird eine Analyse dar￿ber durchgef￿hrt, welche
Informationen in einem Wiki-System identi￿zierbar sind und wie diese in eine se-
mantische Beziehung gesetzt werden k￿nnen. Der Frage, wie man diese Informa-
tionen extrahieren, bewerten und darstellen kann, wird nachgegangen. In diesem
Zusammenhang wird erarbeitet, welche Informationen auf algorithmischem Weg
oder mittels Heuristiken gefunden werden k￿nnen und wie diese im Detail ausse-
hen. Nach der Erstellung eines allgemeinen Konzeptes und der Integration in eine
Gesamtarchitektur, stellt eine prototypische Implementierung die Funktionswei-
se unter Beweis. Als Basisplattform wird das MediaWiki unter Verwendung der
Technologien PHP1, HTML2, XML3 und JavaScript gew￿hlt.
Ziel ist es, implizit vorhandene Informationen explizit zu machen. Zum Beispiel
steht eine Seite A mit einer anderen Seite B im Zusammenhang. Es gibt keinen
Link von Seite A zu Seite B oder umgekehrt. Wie man diese Beziehung trotz-
dem herstellen kann, soll analysiert werden. Ein weiteres Ziel ist, aus heterogenen
Daten eine uniforme Repr￿sentation zu erlangen. Die Ausgabe soll so gew￿hlt
werden, dass die extrahierten Informationen unabh￿ngig von der Anwendung
und dem Anwendungsszenario weiterverarbeitet oder visualisiert werden k￿nnen.
Das entwickelte Konzept soll allgemein auf alle Wiki-Systeme anwendbar sein,
unabh￿ngig von deren Programmiersprache (PHP, Python, Perl usw.) und dem
Anwendungsgebiet. Hierf￿r m￿ssen die Schnittstellen der einzelnen Systemkom-
ponenten (Anwendung, Wiki-System, W￿rterbuch, usw.) de￿niert werden.
1.3 Aufbau der Arbeit
Der Inhalt dieser Diplomarbeit ist in sechs Hauptkapitel gegliedert. Das erste
Kapitel, die Einleitung, f￿hrt mit der Motivation (1.1), der Aufgabenstellung
und Zielsetzung (1.2) in das Thema ein. Mit dem zweiten Kapitel werden die
Grundlagen f￿r die folgenden Kapitel vermittelt. Das beinhaltet zun￿chst eine
Einf￿hrung in das Thema Wiki-Systeme (2.1). Im Anschluss daran, folgt die Vor-
stellung des Forschungsgebietes Informationsextraktion (2.2) und der Techniken
des Web-Minings (2.3). Abschlie￿end wird auf die De￿nition von semantischen
Informationen (2.4) eingegangen. Im dritten Kapitel, der Analyse, ￿ndet eine
Untersuchung der Ausgangssituation statt. Am Ende dieses Kapitels sind die An-
forderungen (3.7) an das zu entwickelnde System formuliert. Zu Beginn des vierten
Kapitels, des Konzeptes, werden die einzelnen Systemkomponenten (Kommu-
nikation und Ausgabeformat 4.1.1, Wrapper 4.1.2, Mediator 4.1.3, Anwendung
1Abk. f￿r Hypertext Preprocessor (ursp￿nglich: Personal Home Page).
2Abk. f￿r Hypertext Markup Language. HTML ist eine Auszeichnungssprache f￿r Hypertexte
im WWW. Die Spezi￿kation be￿ndet sich unter http://www.w3.org/MarkUp/.
3Abk. f￿r Extensible Markup Language.
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4.1.4) vorgestellt, die sich aus den Anforderungen ergeben. Das Folgekapitel 4.3
besch￿ftigt sich mit der Frage, welche Informationen gefunden werden und welche
Semantik man davon ableiten kann. Ob diese Semantik eine sichere oder unsichere
Aussage ist, beschreibt das darauf folgende Kapitel 4.3.3. Abschlie￿end werden
die Algorithmen und Heuristiken (4.4) de￿niert. Das vorletzte Hauptkapitel, die
Implementation, behandelt die Umsetzung des Konzeptes. Dabei wird unter
anderem auf die verwendeten Technologien, die realisierten Funktionen und die
Probleme (5.2) eingegangen, die sich bei der Implementation ergaben. Abschluss
des f￿nften Kapitels bildet die Vorstellung des Prototyps anhand von Screenshots.
Das letzte Kapitel enth￿lt die Zusammenfassung der Arbeit und schlie￿t mit
dem Ausblick (6) auf weitere Entwicklungen ab. Es werden Ideen und L￿sungs-
ans￿tze f￿r aufbauende Arbeiten gegeben.
Die Beispiele in den Kapiteln 3 (Analyse) und 4 (Konzept) stammen aus der
freien Online-Enzyklop￿die Wikipedia. Der Grund liegt zum einen darin, dass
MediaWiki urspr￿nglich f￿r Wikipedia entwickelt wurde und zum anderen, dass
es zu den gr￿￿ten und bekanntesten Wiki-Systemen geh￿rt. Alle Beispiele h￿tten
auch aus einem anderen Wiki-System ausgew￿hlt werden k￿nnen.
3Kapitel 2
Grundlagen
In diesem Kapitel werden die Grundlagen behandelt, die f￿r das Verst￿ndnis
der Arbeit notwendig sind. Zun￿chst erfolgt unter 2.1 eine kurze De￿nition von
Wiki-Systemen. Anschlie￿end wird beschrieben, wie Wiki-Systeme entstanden
sind (2.1.1) und eine Auswahl von Wiki-Klonen (2.1.4) vorgestellt. Da Infor-
mationsextraktion (2.2) noch ein sehr junges Forschungsgebiet ist, wird in 2.2.1
beschrieben, was man genau darunter versteht und in welchen Bereichen sie ihre
Anwendung (2.2.3) ￿ndet. Unter 2.2.4 ￿ndet eine Abgrenzung beziehungsweise ein
Vergleich zwischen Informationsextraktion und Information Retrieval statt. Um
Informationen extrahieren und auswerten zu k￿nnen, werden Techniken aus dem
Data-Mining verwendet. In 2.3 werden diesbez￿glich die verschiedenen Verfahren
aus dem Bereich Web-Content-Mining (2.3.1) und dem Web-Structure-Mining
(2.3.2) dargestellt. Im letzten Unterkapitel 2.4 des Grundlagenkapitels wird ei-
ne De￿nition von semantischen Informationen (2.4.1) vorgenommen. Au￿erdem
werden die verschiedenen semantischen Relationen (2.4.2) vorgestellt und gekl￿rt,
was unter semantischen Informationen im Bereich der Wiki-Systeme (2.4.3) zu
verstehen ist.
2.1 Wiki
Ein Wiki, auch WikiWiki oder WikiWeb genannt, ist eine Sammlung dynami-
scher Webseiten, die von den Benutzern nicht nur gelesen, sondern auch online
ge￿ndert, gel￿scht und neu angelegt werden k￿nnen. Die Wiki-Software wird aber
auch in Intranets oder auf privaten Rechnern eingesetzt. Wikis ￿hneln Content
Management Systemen (CMS). Die Hauptaufgabe eines CMS liegt in der Ver-
waltung des Inhalts. Viele gro￿e Firmen oder Universit￿ten benutzen CMS f￿r
ihre Webauftritte. Ein Wiki kann als CMS eingesetzt werden oder auch als Er-
g￿nzung zu einem CMS. Es gibt eine gemeinsame Schnittmenge beider Systeme,
aber auch einige Unterschiede (vgl. [Lan05]). Der Name WikiWiki stammt von
￿wikiwiki￿, dem hawaiianischen Wort f￿r ￿schnell￿, das in diesem Zusammenhang
f￿r das schnelle und unkomplizierte Hinzuf￿gen von Inhalten zu einem Thema
steht. Wie bei Hypertexten ￿blich, sind die einzelnen Seiten eines Wikis durch
Querverweise (Links) miteinander verbunden. Jeder Nutzer kann direkt im Brow-
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ser Artikel editieren und neu anlegen. Dadurch wird eine urspr￿ngliche und zuvor
nicht verwirklichte Idee des WWW von Tim Berners-Lee realisiert (vgl. [BL06]).
Berners-Lee war schon zu Beginn der Ansicht, dass ein Web-Browser eine Kom-
bination aus Viewer und Editor sein sollte. Anfang der neunziger Jahre schlug
er seinem damaligen Arbeitgeber CERN 1 ein Projekt vor, das auf dem Prinzip
des Hypertextes beruhte und den weltweiten Austausch sowie die Aktualisierung
von Informationen zwischen Wissenschaftlern vereinfachen sollte. Damit wurde
der Grundstein f￿r das WWW, wie es heute existiert, gelegt.
2.1.1 Geschichte
Im Jahr 1995 entstand das erste Wiki nach einer Idee des amerikanischen Soft-
ware-Entwicklers Ward Cunningham (vgl. [cun06]). Dieses sogenannte Ur-Wiki
￿Portland Pattern Repository￿ ist in Perl geschrieben und wurde anfangs als Wis-
senssammlung und als Forum f￿r Design Patterns (Entwurfsmuster) 2 genutzt.
Heute ￿ndet es immer noch seine Anwendung haupts￿chlich in Pattern und
Extreme Programming3. Zus￿tzlich enth￿lt es noch Informationen zu Personen
und Projekten in diesem Bereich (vgl. [Lan05]). Mittlerweile existieren zahlreiche
Wiki-Engines in unterschiedlichen Programmiersprachen. Zu den bekanntesten
z￿hlen MediaWiki, MoinMoin und UseModWiki (siehe 2.1.4). Mit dem Durch-
bruch von Wikipedia4 im Jahr 2001, einer freien Online-Enzyklop￿die, bekamen
die Wikis einen immer gr￿￿eren Stellenwert in der ￿￿entlichkeit. Zur Zeit regis-
triert Wikipedia 25,6 Millionen Besucher im Monat - das ist Platz 18 der meist
besuchten Internet-Angebote (vgl. [der06]). Wie man an der Popularit￿t von Wi-
kipedia sieht, ist das Interesse an einer Enzyklop￿die, an der jeder mitwirken
kann, sehr gro￿.
Die Seiten eines Wikis k￿nnen von jedem Nutzer, der einen Browser besitzt, er-
zeugt, bearbeitet und gel￿scht werden. Daf￿r ist keine Installation einer Software
notwendig. Durch die einfache Syntax ist das Editieren bzw. Formatieren auch f￿r
Benutzer ohne HTML-Kenntnisse schnell und einfach m￿glich. Es k￿nnen nicht
nur Seiten neu angelegt, sondern auch existierende bearbeitet werden. Dadurch
1Abk. f￿r Conseil EuropØen pour la Recherche NuclØaire. Europ￿ische Organisation f￿r Kern-
forschung.
2￿Ein Entwurfsmuster beschreibt ein spezielles Entwurfsproblem, das in bestimmten Entwurfs-
kontexten immer wieder auftaucht, und liefert ein bew￿hrtes generisches Schema f￿r dessen
L￿sung.￿ [Dro05].
3￿Extreme Programming (XP) ist eine leichtgewichtige Softwareentwicklungsmethodik, insbe-
sondere f￿r kleine bis mittlere Projektteams in Projekten mit sich ￿ndernden bzw. entwi-
ckelnden Anforderungen, benutzt bekannte und bew￿hrte Entwicklungsstrategien und Prak-
tiken, die sowohl dem Programmierer als auch dem Projektmanagement entgegenkommen
und f￿hrt sie konsequent (￿extrem￿) durch.￿ [Dro05].
4http://www.wikipedia.org. Wikipedia ist ein Projekt zum Aufbau einer freien Enzyklop￿die
in mehr als 200 Sprachen. Jeder kann mit seinem Wissen beitragen. Seit 2001 entstanden
so 1.357.323 Artikel in englischer und 458.158 in deutscher Sprache. Stand: 01.09.2006.
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k￿nnen gefundene Fehler von jedem Benutzer ge￿ndert werden, so dass eine hohe
Qualit￿t der Informationen gew￿hrleistet ist.
Lizenzen
In einem Wiki kann jeder Nutzer Inhalte hinzuf￿gen. Wichtig ist nur, dass die Ur-
heberrechte eingehalten werden. Materialien, wie Texte oder Bilder, aus anderen
Quellen d￿rfen nicht ohne Angabe des Autors und der Quelle ￿bernommen wer-
den. Viele Wiki-Systeme, wie auch das MediaWiki, verwenden die GNU General
Public License (GPL) FDL5. Die GPL gew￿hrt jedermann, das Programm f￿r
jeden Zweck ohne Einschr￿nkung zu nutzen. Kommerzielle Nutzung ist hierbei
ausdr￿cklich eingeschlossen. Kopien des Programms k￿nnen frei weitergegeben
und sogar verkauft werden. Jedoch muss der Quelltext mitgeliefert oder auf An-
frage zur Verf￿gung gestellt werden. Jeder Nutzer darf das Programm an seine
eigenen Bed￿rfnisse anpassen. Alle abgeleiteten Programme eines unter der GPL
stehenden Werkes, d￿rfen nur dann verbreitet werden, wenn sie ebenfalls unter
der GPL lizenziert werden (Copyleft-Prinzip). (vgl. [Lan05])
2.1.2 Allgemeine Funktionsweise
Charakteristisch f￿r Wikis sind der Bearbeitungsmodus, die interne Verlin-
kung, die Speicherung der Versionen und die Suchfunktion. Im Bearbei-
tungsmodus kann ein Autor einen Artikel neu anlegen oder ver￿ndern. Der ein-
gegebene Text ist in den meisten F￿llen kein HTML, sondern eine Wiki-Syntax
(siehe 2.1.3). Dies soll die Formatierung und Strukturierung der Seite f￿r die
Autoren vereinfachen. Die interne Verlinkung wird ausf￿hrlich in dem Kapitel
Wikilinks (3.3.1) behandelt. Die Speicherung der Versionen dokumentiert alle
vorausgegangenen Versionen einer einzelnen Seite. Sie erlaubt es auch, eine alte
Version wieder herzustellen und ist damit ein wirksames Mittel gegen Vandalis-
mus und Spamming. Unter Vandalismus wird die gezielte Zerst￿rung von Sei-
ten verstanden. Darunter f￿llt, die komplette L￿schung des Inhalts einer Seite,
das Entfernen l￿ngerer Textabschnitte ohne Begr￿ndung, das Einf￿gen von Un-
sinn und das absichtliche Verf￿lschen von Informationen. Beim Spamming werden
Beitr￿ge automatisiert ￿bermittelt, die durch ihre Masse zunehmend die redak-
tionellen Kapazit￿ten der Wiki-Benutzer ￿berfordern. Viele Wikis bieten zudem
eine Di￿erenzfunktion, die die ˜nderungen zwischen zwei Versionen einer Sei-
te anzeigt. Durch optische Hervorhebungen sieht der Benutzer auf einem Blick,
welche Teile einer Seite korrigiert, gel￿scht oder erg￿nzt wurden (vgl. [Bir06]).
￿ber die Suchfunktion l￿￿t sich ein Beitrag direkt ￿ber den Titel oder mittels
der Volltextsuche ￿nden.
5Abk. f￿r Free Documentation License.
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2.1.3 Syntax
Die Formatierungssyntax6 der einzelnen Wiki-Systeme ist unterschiedlich, was ei-
ne Datenmigration schwierig macht. Es gibt Bestrebungen, hier einen Standard zu
entwickeln (vgl. [wik06d]). Dabei geht es nicht darum, eine neue und einheitliche
Syntax zu entwickeln, sondern vielmehr aus den vielen verschiedenen Syntaxen
einige Regeln festzulegen. Das erm￿glicht Autoren, die in verschiedenen Wikis
aktiv sind, auch eine einfachere Handhabung. Im Anhang auf Seite 113 be￿ndet
sich eine Tabelle, die die Syntax ausgew￿hlter Wikis im Vergleich darstellt.
2.1.4 Wiki-Klone
Es gibt heute ungef￿hr 200 verschiedene Wiki-Klone (vgl. [wik06c]). Sie unter-
scheiden sich unter anderem in ihrem Anwendungsgebiet, der Funktionalit￿t, dem
Installationsschwierigkeitsgrad und der Syntax. Ein Wiki kann als Wissensdaten-
bank, Diskussionsforum, als Web Content Management System oder auch als
Groupware genutzt werden. Auch wenn sich die Wiki-Klone, wie oben beschrie-
ben, sehr stark unterscheiden k￿nnen, existieren Funktionen, die in allen Wiki-
Systemen gefunden werden. In jedem Wiki-System gibt es einen Bearbeitungs-
modus, interne Verlinkungen, die M￿glichkeit Versionen zu speichern und eine
Suchfunktion. Eine n￿here Beschreibung der Funktionen kann im Kapitel 2.1.2
nachgelesen werden. Die bekanntesten Wiki-Klone sind MediaWiki, TWiki, Ti-
kiWiki, MoinMoin und UseMod, die jeweils in diesem Kapitel kurz vorgestellt
werden.
Um die einzelnen Wikis miteinander zu vergleichen, ￿ndet man im Internet einen
Wizard, der aus vorher ausgew￿hlten Wikis eine Vergleichsmatrix aufstellt (siehe
[wik06g]). In der Au￿istung erh￿lt man Informationen ￿ber die Lizenz, die verwen-
dete Programmiersprache, die Art der Datenspeicherung, den Entwicklungssta-
tus, die Systemanforderungen, die Sicherheitsvorkehrungen, die Anti-Spam Me-
chanismen, die Syntax sowie ￿ber die verschiedenen Ausgabeformate.
MediaWiki 7: MediaWiki ist eine Software, die urspr￿nglich f￿r Wikipedia, ei-
ne freie Online-Enzyklop￿die, entwickelt wurde. Die Software unterliegt der
GNU General Public License (GPL) (vgl. [gnu06]). Mittlerweile ￿ndet Me-
diaWiki nicht nur in Wikipedia, sondern auch in vielen anderen Projekten,
6Auch Wiki-Syntax, Wikitext oder Wiki-Markup genannt.
7http://www.mediawiki.org. O￿zielle Seite von MediaWiki.
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wie dem Wictionary8, Wikibooks9 und Wikinews10 ihre Verwendung. Me-
diaWiki ist jetzt in Version 1.7.0 erschienen. Die Entwickler haben die Un-
terst￿tzung von PHP 4, MySQL 3.23.x und den experimentellen Support
von Oracle-Datenbanken ￿ber verworfen. Daf￿r gibt es jetzt eine experi-
mentelle Unterst￿tzung von PostgreSQL. Neu ist auch die Option nicht nur
gel￿schte Seiten, sondern auch Dateien und Bilder in einem nicht aus dem
Web erreichbaren Verzeichnis zwischenzuspeichern, um sie so bei Bedarf
mittels Undelete wiederherstellen zu k￿nnen. Als Standardeinstellung ist
das Einbinden von externen Bildern deaktiviert. Diese Ma￿nahme soll dazu
beitragen, die Sicherheit von Wiki-Projekten zu verbessern. 11
TWiki 12 ist in Perl geschrieben und geh￿rt mit seinen vielen Plugins und Fea-
tures zu den umfangreichsten Wiki-Klonen. Es wurde zur Nutzung in Fir-
menintranets konzipiert. Aufgrund seines hohen Entwicklungsstandes setzt
man es zunehmend f￿r kommerzielle Zwecke ein. Es zeichnet sich au￿erdem
durch seine Groupware-F￿higkeiten aus. Die aktuelle Version ist 4.0.4. (vgl.
[Lan05]).
TikiWiki 13 ist ein leistungsf￿higes Open Source Content Management System
auf der Basis von PHP, ADOdb14 und Smarty. Es wird dazu verwendet, alle
Arten von Web-Anwendungen zu realisieren: Sites, Portale, Intranets und
Extranets.
MoinMoin 15 ist in Python geschrieben. Die erste Version entstand im Jahr
2000. Der Name ￿MoinMoin￿ ist eine Anspielung auf den norddeutschen
Gru￿ ￿Moin￿ sowie auf die Doppelung und ￿CamelCase￿-Schreibweise 16 von
￿WikiWiki￿, einem Synonym von ￿Wiki￿. Durch die Nutzung von Python
8Wictionary ist ein frei verf￿gbares, mehrsprachiges W￿rterbuch f￿r den Wortschatz al-
ler Sprachen. Es existiert seit dem 1. Mai 2004 und umfasst derzeit 20.882 Eintr￿ge.
http://de.wiktionary.org/wiki/Wiktionary:Hauptseite. Stand 04.06.2006.
9Wikibooks ist eine mehrsprachige Bibliothek mit Lehrb￿chern und anderen Lern- und
Lehrmaterialien. Die deutschsprachige Ausgabe gibt es seit dem 21. Juli 2004. Seit-
her hat eine Vielzahl von Freiwilligen 5.166 Buchkapitel in 461 B￿chern angefertigt.
http://de.wikibooks.org/wiki/Hauptseite. Stand 04.06.2006.
10Wikinews ist ein Wiki f￿r Nachrichten. http://de.wikinews.org/wiki/Hauptseite. Stand
04.06.2006.




14Abk. f￿r ActiveX Data Objects Database.
15http://moinmoin.wikiwikiweb.de/.
16In den meisten Wikis werden interne Links im CamelCase erzeugt, d.h. W￿rter werden mit
gro￿en Anfangsbuchstaben versehen und ohne Zwischenraum aneinander gesetzt. Der Begri￿
CamelCase ist auf die verwendeten Gro￿buchstaben zur￿ckzuf￿hren. In den so formatierten
W￿rtern erinnern sie vom Aussehen an ein Kamel und dessen H￿cker.
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kann MoinMoin bei einigen Webhostern nicht installiert werden, da sie nur
PHP als Programmiersprache installiert haben.
UseMod 17 (Usenet Moderation Project) ist eine der ￿ltesten und die meist ein-
gesetzte Wiki-Software. Es wurde von Cli￿ord Adams in Perl geschrieben.
Bei diesem Wiki existieren eine Menge Patches, um diverse Zusatzfunktio-
nen zu erm￿glichen. Das Ziel von UseMod ist es, Usenet-News-Beitr￿ge zu
bewerten, Meinungen, Zusammenfassungen und nachtr￿gliche ˜nderungen
miteinander auszutauschen (vgl. [Lan05]). UseMod-Wikis setzen ￿blicher-
weise CamelCase-Links ein, das ist aber nicht zwingend. Vor allem die Syn-
tax des UseMod sowie seiner Patches und Klone hatte gro￿en Ein￿uss auf
die Entwicklung anderer Wikis. So ist zum Beispiel MediaWiki syntaktisch
stark an das UseMod angelehnt. Das bekannteste mit UseMod betriebe-




Informationsextraktion (IE) besch￿ftigt sich mit der Aufgabe aus unstruk-
turierten oder semi-strukturierten Dokumenten (wie zum Beispiel HTML-Do-
kumenten) Informationen zu extrahieren, die im gegebenen Anwendungskontext
ben￿tigt werden. Dabei kommen Werkzeuge wie z.B. Wrapper zum Einsatz, die
zumeist strukturierte XML-Dokumente als Output erzeugen.
[Eik99] de￿niert einen Wrapper folgenderma￿en.
￿A Wrapper can be seen as a procedure that is designed for ex-
tracting content of a particular information source and delivering the
content of interest in a self-describing representation.￿
Im Problembereich der automatisierten Informationsextraktion aus HTML-Seiten
des WWW versteht man unter Wrappern spezialisierte Softwareroutinen, die im
Wesentlichen drei Aufgaben erf￿llen: Erstens m￿ssen sie HTML-Seiten von einer
Website herunterladen, zweitens die gew￿nschten Daten in den Seiten lokalisieren
sowie extrahieren und drittens, die so gewonnenen Daten in einem geeignet struk-
turierten Ausgabeformat f￿r die weitere Manipulation zur Verf￿gung stellen. Die
17http://usemod.com/cgi-bin/wiki.pl.
18Das MeatballWiki (http://www.usemod.com/cgi-bin/mb.pl), wurde 2000 von Sunir Shah als
Forum f￿r kollaborative Hypermedien, insbesondere Wikis, gegr￿ndet. Zu fast jeder Wiki-
Engine und jedem gr￿￿eren Projekt gibt es bei Meatball eine Diskussion. Mit ￿meatballs￿
(Fleischklopse) sind hier metaphorisch Inhalte gemeint, die durch Hyperlinks (vergleiche
Spaghetti) miteinander verbunden sind (vgl. [Lan05]).
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Daten k￿nnen dann von anderen Anwendungen eingelesen und weiterverarbeitet
werden (vgl. [KS06]).
Im Datenbankbereich wird unter einem Wrapper eine Softwarekomponente ver-
standen, die Daten und Abfragen von einem Modell in ein anderes umwandelt.
Im WWW ist die Aufgabe eines Wrappers implizite Informationen in HTML-
Dokumenten in explizite Daten in einer Datenstruktur zur Verf￿gung zu stellen,
die f￿r weitere Vorg￿nge wieder verwendet werden k￿nnen. Die Extraktion des
Inhalts geschieht mittels Regeln. Um aus verschiedenen Quellen Informationen
zu extrahieren, wird eine Bibliothek von Wrappern ben￿tigt. Das Bed￿rfnis nach
solchen Werkzeugen, die Informationen aus verschiedenen Web-Quellen extrahie-
ren, f￿hrte zur Wrapper Generation (WG).
Ein Wrapper kann manuell, halb-automatisch oder automatisch konstruiert
werden. Der Nachteil eines manuell erstellten Wrapper ist, dass die Programmie-
rung sehr zeitaufwendig und fehleranf￿llig ist. Da sich das WWW extrem schnell
ver￿ndert, muss der Wrapper bei jeder ˜nderung neu angepasst oder komplett
neu geschrieben werden. Das kann zu erh￿hten Wartungskosten f￿hren.
Damit auf ˜nderungen eingegangen werden kann, bieten sich Mechanismen an,
die sich automatisch auf eventuell neue Formate anpassen. Ein semi-automatischer
Wrapper bietet eine GUI19, in der man die zu extrahierenden Informationen aus-
w￿hlen kann. Diese Methode ben￿tigt keine direkte Kodierung mehr, sondern
nur das Expertenwissen des jeweiligen Gebietes. Der Vorteil liegt darin, dass das
System weniger fehleranf￿llig als das direkte Programmieren ist. Der Nachteil
besteht darin, dass f￿r jede neue Seite ein Durchlauf gestartet werden muss, um
dem Wrapper die extrahierenden Informationen zu zeigen.
Um schnell auf ˜nderungen innerhalb einer Seite zu reagieren, bieten sich die
automatischen Wrapper an. Daf￿r werden einfache bis sehr komplexe Lernalgo-
rithmen verwendet. Diese Systeme erfordern nur ein Minimum an Expertenin-
teraktion. Zun￿chst m￿ssen sie eine Trainingsphase durchlaufen, in der sie un-
ter Aufsicht mit Trainingsbeispielen gef￿ttert werden. Nach der Trainingsphase
k￿nnen automatische Wrapper ohne Interaktion Informationen extrahieren.(vgl.
[KT02, Eik99])
Informationsextraktion ist in Kombination mit anderen Technologien, wie zum
Beispiel dem Data-Mining (siehe 2.3), eine sehr m￿chtige Technik, um Informa-
tionen aus Texten zu extrahieren und auszuwerten (vgl. [GY98]).
19Abk. f￿r Graphical User Interface.
102.2 INFORMATIONSEXTRAKTION
2.2.2 Geschichte
Die Entwicklung auf dem noch recht jungen Forschungsgebiet der Informations-
extraktion wurde durch die MUCs20 vorangetrieben. Die sieben MUC wurden von
1987 bis 1997 von der DARPA21, der zentralen Forschungs- und Entwicklungs-
einrichtung des US-amerikanischen Verteidigungsministeriums, veranstaltet (vgl.
[App99]).
Die Art der Dokumente, auf die die IE-Systeme angewendet werden, hat sich seit
1987 sehr ver￿ndert. Urspr￿nglich wurden IE-Systeme zur Extraktion von Infor-
mationen aus Nachrichten angewendet. Heutzutage ￿ndet sich ihre Anwendung
in verschiedenen Bereichen (siehe 2.2.3) wie zum Beispiel auf Webseiten im Inter-
net. Im Vergleich zu den traditionellen Dokumenten (Nachrichten) unterscheiden
sich Webseiten sehr stark. Im Web gibt es eine Unmenge an Dokumenten. T￿glich
kommen neue Dokumente hinzu, Inhalte werden st￿ndig ge￿ndert und die meis-
ten Dokumente enthalten sowohl strukturierte als auch semi-strukturierte Texte.
Die Existenz von Hyperlinks ist ebenfalls neu. Die dynamische Ver￿nderung der
Hypertexte stellte eine neue Herausforderung an die IE-Systeme. (vgl. [Eik99])
2.2.3 Anwendungsgebiete
IE-Systeme werden in vielen verschiedenen Anwendungsgebieten eingesetzt. Wie
die Geschichte der Entstehung des Forschungsgebietes der Informationsextraktion
zeigt, ist eines der h￿u￿gsten Einsatzgebiete das Milit￿r. Aber auch in Finanzan-
wendungen, in der Medizin, bei der Polizei sowie in der Wissenschaft werden
diese Systeme eingesetzt. In der Medizin erm￿glichen IE-Systeme beispielsweise
die Klassi￿kation von Patientenakten und Entlassungsbriefen und unterst￿tzen
somit die ￿￿entliche Gesundheitsforschung sowie die ￿rztliche Revision.
Das AVENTINUS Projekt22 entwickelt Werkzeuge, welche die Polizei bei der
Bek￿mpfung des Drogenhandels unterst￿tzen sollen. Ein weiteres Projekt ist das
POETIC23, ein IE-System zur Extraktion von Stra￿enverkehrsinformationen aus
St￿rungsprotokollen. Dabei verfolgt man das Ziel, zeitnah Verkehrsinformationen
f￿r Verkehrsteilnehmer aus Live-Daten zu liefern. (vgl. [GY98])
2.2.4 Informationsextraktion vs. Information Retrieval
Informationsextraktion (IE) und Information Retrieval (IR) werden oft
gleichgesetzt. Sie unterscheiden sich jedoch nicht nur in ihren Zielen, sondern
20Abk. f￿r Message Understanding Conference.
21Abk. f￿r Defense Advanced Research Projects Agency.
22http://www.svenska.gu.se/aventinus/. Stand: 08.07.2006.
23Abk. f￿r POrtable Extendable Tra￿c Information Collator.
http://www.informatics.susx.ac.uk/research/nlp/poetic/poetic.html.
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auch in den verwendeten Techniken. IR24 sucht gezielt nach relevanten Doku-
menten zu einer Suchanfrage und IE nach relevanten Informationen innerhalb
eines Dokuments.
￿[...] The contrast between the aims of IE and IR sytems can be
summed up: IR retrieves relevant documents from collections, IE ex-
tracts relevant information from documents. The two techniques are
therefore complementary [...]￿ [GY98]
Die Standardmetrik im IR ist das Recall-und Precision-Ma￿. Der Recall gibt den
Anteil der relevanten Dokumente an, die gefunden wurden und Precision den
Anteil der relevanten Dokumente unter den gefundenen [Dro05]. Abgeleitet von
dieser De￿nition ist in der IE der Recall ein Ma￿ f￿r den Anteil der relvanten In-
formationen, die korrekt extrahiert wurden und Precision ein Ma￿ f￿r den Anteil
der extrahierten Informationen, die korrekt sind.
2.3 Web-Mining
Der englische Begri￿ ￿Mining￿ bedeutet ￿bersetzt ￿Bergbau￿. Wie beim Bergbau
der Boden erkundet, erforscht, untersucht und sondiert wird, werden beim Data-
Mining Daten untersucht (vgl. [HQW06]).
Unter Data-Mining (DM) oder auch Knowledge Discovery in Database
(KDD) versteht man einen Prozess, bei dem aus gro￿en Mengen gespeicherter
Daten - in den meisten F￿llen aus einer Datenbank - neuartige und potentiell
n￿tzliche Muster oder Regeln erkannt werden. Ziel ist es, aus vorhandenen Daten
neue, ungeahnte Erkenntnisse auf m￿glichst automatisierte Weise zu extrahie-
ren. KDD beschreibt automatisierte Verfahren, mit denen Regelm￿￿igkeiten in
Mengen von Datens￿tzen gefunden und in eine Form f￿r die Weiterverarbeitung
gebracht werden (vgl. [Fer03]). Obwohl KDD und DM oft synonym verwendet
werden, grenzt [ST02] die Begri￿e ab. Dr. Schmidt-Thieme bezeichnet KDD als
den Prozess der Identi￿kation von interessanten, nicht trivialen, impliziten, vorher
unbekannten und potenziell n￿tzlichen Informationen oder Mustern aus Daten in
gro￿en Datenbanken. DM wird somit nur als ein Teilschritt des KDD-Prozesses
verstanden. Er besteht aus Algorithmen, die in akzeptabler Rechenzeit aus ei-
ner vorgegebenen Datenbasis eine Menge von Mustern liefern. ￿bertr￿gt man
die Data-Mining-Techniken auf Daten im Internet, so spricht man vom Web-
Mining. Web-Mining l￿sst sich nach den verwendeten Datentypen folgenderma-
￿en klassi￿zieren:









Abbildung 2.1: Taxonomie Web-Mining
Web-Content-Mining beschreibt das Entdecken n￿tzlicher Informationen in Tex-
ten, Bildern, Audiodateien, Videodateien, Metadaten und Hyperlinks im
Web. Texte k￿nnen unstrukturiert oder semi-strukturiert sein. Zur Analyse
des Textes kommen unter anderem Methoden aus dem Text-Mining zum
Einsatz.
Web-Structure-Mining befasst sich mit der Hyperlinkstruktur zwischen Web-
seiten.
Web-Usage-Mining besch￿ftigt sich mit dem Benutzerverhalten.
Im Rahmen dieser Diplomarbeit werden Techniken aus dem Bereich Web-Content-
Mining und Web-Structure-Mining verwendet. Der Bereich Web-Usage-Mining,
das Data-Mining-Techniken beispielsweise auf Log-Files anwendet, ist nicht Be-
standteil dieser Arbeit.
2.3.1 Web-Content-Mining
Web-Content-Mining bezieht sich auf jegliche Daten im Web. Mit dem Auf-
￿nden von Informationen in unstrukturierten Texten (siehe 3.1.2) besch￿ftigt
sich das Text-Mining. Als Ziele verfolgt das Text-Mining, die Identi￿kation von
relevanten und spezi￿schen Fachausdr￿cken eines Anwendungskontextes, die Be-
rechnung von semantischen Relationen zwischen W￿rtern sowie das Au￿nden
von ˜hnlichkeiten zwischen Begri￿en (vgl. [HQW06]). Die hierf￿r verwendeten
Verfahren sind statistische, musterbasierte und clusterbasierte Verfahren.
Statistische Verfahren werden f￿r die Bestimmung der H￿u￿gkeitsverteilung von
Wortformen sowie bei statistischen Abh￿ngigkeiten zwischen Wortformen ver-
wendet. Bei den musterbasierten Verfahren werden Texte nach vorher de￿nier-
ten Mustern (regul￿ren Ausdr￿cken) durchsucht. Regul￿re Ausdr￿cke ￿nden ihre
Anwendung in der Theoretischen Informatik und in der Softwareentwicklung.
G. Schnitger, Professor der Theoretischen Informatik an der Johann Wolfgang
Goethe-Universit￿t in Frankfurt am Main, de￿niert regul￿re Ausdr￿cke folgen-
derma￿en [Sch02]:
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Das Alphabet Σ = {a1,...,ak} sei gegeben.
(a) ∅, , a1,..., ak sind regul￿re Ausdr￿cke (f￿r die Sprachen ∅, {}und {a1},
..., {ak}).
(b) Sei R ein regul￿rer Ausdruck (f￿r die Sprache L), dann ist R* 25 ein regul￿-
rer Ausdruck (f￿r die Sprache L* 26), und (R) ist ein regul￿rer Ausdruck (f￿r die
Sprache L).
(c) Seien R1 und R2 regul￿re Ausdr￿cke (f￿r die Sprachen L1 und L2). Dann sind




Die Menge der regul￿ren Ausdr￿cke ist die kleinste Menge mit den Eigenschaften
(a), (b) und (c).
In der Theoretischen Informatik werden durch regul￿re Ausdr￿cke die regul￿ren
Sprachen de￿niert. In PHP (vgl. [LT03]) oder Perl versteht man unter einem
regul￿ren Ausdruck einen String, der ein Muster repr￿sentiert. Er besteht aus
Atomen (einzelnen Zeichen oder Wortformen) und Operatoren, welche die gram-
matikalischen Regeln ausdr￿cken. F￿r fast alle Programmiersprachen existieren
Implementierungen f￿r regul￿re Ausdr￿cke.
Um ein sich wiederholendes Muster in einem regul￿ren Ausdruck festzulegen,
werden Quanti￿er benutzt. Ein Quanti￿er legt fest, wie oft sich das Muster wie-
derholen darf (siehe Tabelle 2.1). Die Tabelle 2.2 zeigt spezielle Zeichen und ihre
Bedeutung innerhalb regul￿rer Ausdr￿cke.
Zeichen Bedeutung
? Der Ausdruck davor ist optional. Er kommt null- oder genau
einmal vor.
* Der Ausdruck davor darf beliebig oft, auch nullmal vorkommen.
+ Der Ausdruck davor muss mindestens einmal vorkommen,
darf aber beliebig oft wiederholt werden
{n} Der Ausdruck davor darf genau n-mal vorkommen.
{n, m} Der Ausdruck davor darf mindestens n-mal, aber
nicht mehr als m-mal vorkommen.
{n, } Der Ausdruck davor darf mindestens n-mal vorkommen.
Tabelle 2.1: Quanti￿er. Quelle: vgl. [LT03]
25*: Der regul￿re Ausdruck darf beliebig oft, auch nullmal vorkommen.
26L* hei￿t der Kleenesche Abschluss von L. L*=
∞ S
n=0
Ln mit L0 = {} (vgl. [Sch02]).
27F￿r Sprachen L1, L2 ￿ber
P
bezeichnet L1∪L2, die Vereinigung von L1 und L2 (vgl. [Sch02]).
28F￿r Sprachen L1, L2 ￿ber
P
bezeichnet L1 ◦ L2 = {uv|u ∈ L1,v ∈ L2} die Konkatenation
von L1 und L2 (vgl. [Sch02]).
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Zeichen Bedeutung
. genau ein beliebiges Zeichen
\s Leerzeichen
\S kein Leerzeichen
\w Zi￿er oder Buchstabe
\W keine Zi￿er und kein Buchstabe
\d Zi￿er
\D keine Zi￿er
Tabelle 2.2: Spezielle Zeichen. Quelle: vgl. [LT03]
Die zweite De￿nition von regul￿ren Ausdr￿cken erm￿glicht das Identi￿zieren von
W￿rtern und Textpassagen, so dass sie anschlie￿end extrahiert und weiterverar-
beitet werden k￿nnen. Genau das ist eine Aufgabe dieser Arbeit.
Bei der Cluster-Analyse wird eine Menge von Elementen (Daten, Objekte) in
Cluster (Teilmengen, Gruppen, Klassen, Kategorien) eingeteilt. Die clusterbasier-
ten Verfahren werden genutzt, um semantisch ￿hnliche W￿rter oder Dokumente
zu ermitteln. Die zu bildenden Teilmengen werden aus den Eigenschaften der
Elemente selbst abgeleitet. Clustering-Verfahren k￿nnen hierarchisch oder nicht-
hierarchisch arbeiten und die einzelnen Elemente hart oder soft den Teilmengen
zuordnen. Hart bedeutet, dass jedes Element nur einem Cluster und bei soft meh-
reren Clustern zugeordnet wird. Nicht-hierarchische Verfahren arbeiten meist ite-
rativ, d.h. eine initiale Einteilung der Elemente in Cluster wird sukzessiv verbes-
sert. Beispiele f￿r nicht-hierarchische Verfahren sind k-means (vgl. [Mac67]) und
Expectation Maximization (vgl. [MS99]). Bei hierarchischen Clustering-Verfahren
wird eine Hierarchie von Clustern gebildet. Ein Cluster auf einer h￿heren Ebene
ist jeweils die Vereinigung von zwei Clustern der unmittelbar darunterliegenden
Ebene. Die Algorithmen arbeiten entweder agglomerativ 29 oder divisiv30 (vgl.
[HQW06]).
2.3.2 Web-Structure-Mining
Web-Structure-Mining besch￿ftigt sich mit der Analyse von Hyperlinks. Wenn
die Seiten A und B durch einen Hyperlink miteinander verbunden sind, ist die
Wahrscheinlichkeit, dass sich beide Seiten mit derselben Thematik besch￿ftigen,
29bottom up: Zu Beginn bildet jedes Element ein eigenes Cluster. In jedem Schritt werden zwei
Cluster mit der gr￿￿ten ˜hnlichkeit verschmolzen. Der Verschmelzungsprozess endet mit
dem Cluster der h￿chsten Hierarchieebene, das alle Elemente enth￿lt. (vgl. [HQW06]).
30top down: Zu Beginn enth￿lt ein Cluster alle Elemente. In jedem Schritt wird das Cluster
mit der geringsten Koh￿renz geteilt. Der Prozess endet, wenn in der untersten Ebene nur
noch einelementige Cluster vorhanden sind. (vgl. [HQW06]).
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gr￿￿er als wenn diese nicht miteinander verbunden w￿ren (vgl. [Dav00]). Wird
vom Autor ein Hyperlink erzeugt, so kann er diesem einen Text zuordnen. Dieser
Text, auch Ankertext genannt, besteht in der Regel nur aus wenigen Worten und
kann als Beschreibung von Hypertext-Dokumenten genutzt werden.
2.4 Semantische Informationen
2.4.1 De￿nition
Der Begri￿ semantische Informationen ist zusammengesetzt aus dem Wort
￿Semantik￿, der ￿Lehre von der Bedeutung von W￿rtern und sprachlicher Zeichen￿
[deu03] und ￿Information￿ (lat. informatio = Bildung, Belehrung, Deutung, Erl￿u-
terung) ￿eine vermittelnde Kenntnis￿ [deu03]. Sowohl die De￿nition des Begri￿s
Semantik als auch die der Information stellt sich als schwierig heraus, da es sich
um sehr komplexe Begri￿e handelt, die in verschiedenen Bereichen (Informatik,
Informationstheorie, Informationswissenschaft, Nachrichtentechnik, Semiotik und
Linguistik) ihre Anwendung ￿nden.
Aus Sicht der Informatik besteht eine Information aus drei Teilen:
1. Einem syntaktischen Teil, der die zul￿ssige Struktur der Bausteine be-
schreibt, aus denen sich die Information zusammensetzt.
2. Einem semantischen Teil, der die Bedeutung der Information angibt.




Als Grundlage der semantischen Relationen dienen Zusammenh￿nge, die in
der Linguistik als syntagmatische und paradigmatische Relationen beschrie-
ben werden. Zwei Wortformen stehen in syntagmatischer Relation, wenn sie ge-
meinsam auftreten. Syntagmatische Relationen erfassen typischerweise inhaltliche
Zusammenh￿nge zwischen Wortformen in einem Satz oder zwischen Wortformen,
die h￿u￿g in unmittelbarer Nachbarschaft gemeinsam auftreten. Beispiele sind
die Beziehung zwischen einem Nomen (Sonne) und einem dazupassenden Verb
(scheint) oder einer Funktionsbezeichnung und einem Namen einer Person. Wenn
zwei Wortformen in ￿hnlichen Kontexten auftreten, dann stehen sie in paradig-
matischer Relation. Die paradigmatischen Relationen kann man in drei Gruppen
einteilen: In die ˜quivalenz-, Identit￿ts- und Synonymierelation, in die Polarit￿ts-
und Oppositionsrelation und als dritte Gruppe die hierarchischen Relationen. Die
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Tabelle 2.3 zeigt die Relationen innerhalb jeder Gruppe (vgl. [Sch92]). Zwischen
zwei Wortformen einer Sprache besteht eine semantische Relation nur dann, wenn
sie in einer syntagmatischer oder einer paradigmatischer Relation stehen. Aus die-
sen Relationen ergeben sich semantische Zusammenh￿nge zwischen W￿rtern (vgl.
[HQW06]).
˜quivalenz-, Identit￿ts- Polarit￿ts- Hierarchische




Tabelle 2.3: Paradigmatische Relationen
Synonyme sind W￿rter, die eine identische oder ￿hnliche Bedeutung haben. Sie
stehen in einer ˜quivalenzrelation31 zueinander. Zum Beispiel: Wiki, Wiki-
Wiki oder Wikiweb. ￿Die Tatsache, dass es f￿r eine Sache unterschiedliche
Bezeichnungen gibt, h￿ngt oft mit Dialekten (z.B. Streichholz/Z￿ndholz,
Heidelbeere/Blaubeere), unterschiedlicher Fachsprachlichkeit (z.B. Fernseh-
er/TV-Ger￿t, Auto/Kfz) oder historischen Umst￿nden (z.B. Astronaut f￿r
amerikanische, Kosmonaut f￿r russische Raumfahrer) zusammen￿ [HQW06].
Die Synonymierelation ist symmetrisch und transitiv.
Antonyme sind gradierbare Gegens￿tze, d.h. es gibt Zwischenstufen. Beispiel:
Die W￿rter hei￿ und kalt sind graduell antonym, weil es dazwischen auch
noch Abstufungen wie z. B. k￿hl und warm gibt. Diese Relation ist sym-
metrisch, aber nicht re￿exiv und nicht transitiv.
Komplementarit￿t Darunter versteht man nicht gradierbare Gegens￿tze. Bei-
spiele: lebendig-tot, Mann-Frau oder ledig-verheiratet.
Konversheit Konverse Gegenteile benennen ein Geschehen von unterschiedlichen
Bezugspunkten. Beispiel: links-rechts bei Lage eines Geb￿udes. Wenn ein
Geb￿ude links liegt, kann es nicht aus derselben Perspektive rechts liegen.
Hyponymie ist eine Relation, die zwischen einem allgemeinen und einem spezi￿-
schen Begri￿ besteht. Beispiel: Naturwissenschaft (Hyperonym=Oberbegri￿)
31R ist eine ˜quivalenzrelation auf M, wenn sie re￿exiv, symmetrisch und transitiv ist.
R ist re￿exiv, wenn f￿r alle x ∈ M gilt: xRx.
R ist symmetrisch, wenn f￿r alle x,y ∈ M gilt: Aus xRy folgt yRx.
R ist transitiv, wenn f￿r alle x,y,z ∈ M gilt: Aus xRy und yRz folgt xRz. (vgl. [Sie92]).
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und Physik (Hyponym=Unterbegri￿). Die Oberbegri￿s- und Unterbegri￿s-
beziehung ist nicht symmetrisch. Wenn ein Begri￿ B zu einem Begri￿ A
ein Oberbegri￿ ist, kann der Begri￿ A nicht gleichzeitig zu diesem Begri￿
B ein Oberbegri￿ sein. Der Begri￿ A kann aber zu einem weiteren Begri￿
C ein Oberbegri￿ sein. Beide Relationen sind daher transitive Relationen.
Der Oberbegri￿ eines Begri￿s A ist stets auch ein Oberbegri￿ aller Unter-
begri￿e von A. Hat ein Begri￿ mehrere Unterbegri￿e, werden diese auch als
Kohyponyme bezeichnet.
Partonymie ist die Teil-Ganzes-Beziehung. Beispiel: Ast-Baum. Ein Ast ist ein
Teil vom Baum.
Kollektive Das Wort Kollektivum fasst eine Gruppe gleichartiger Lebewesen
oder Dinge zusammen (vgl. [deu03]) - z.B. Familie: Vater, Mutter, Kinder.
Logische Relationen sind semantische Relationen, die logische Folgerungen un-
terst￿tzen. Hierzu z￿hlen insbesondere die Oberbegri￿s- und Unterbegri￿sbezie-
hungen, Synonyme, Gegens￿tze, Antonyme, Komplement￿rbegri￿e und Konverse.
2.4.3 Semantische Informationen im Bereich der
Wiki-Systeme
Semantische Informationen im Bereich der Wiki-Systeme k￿nnen sehr vielf￿ltig
sein. Angenommen es existiert ein Link von einer Seite ￿ber Berlin auf eine an-
dere, die das Thema Deutschland thematisiert. Berlin wird demnach in Relation
zu Deutschland gesetzt, vorausgesetzt es handelt sich nicht um einen Link, der
haupts￿chlich zur Navigation dient. Es besteht somit eine semantische Beziehung.
In diesem Beispiel ist die Semantik, dass Berlin die Hauptstadt von Deutschland
ist. Semantische Relationen setzen W￿rter in Beziehung. Welche semantischen
Informationen ￿berhaupt aus einem Wiki extrahiert werden k￿nnen, wird aus-
f￿hrlich im n￿chsten Kapitel, der Analyse, behandelt.
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Analyse
Um die Anforderungen an das zu entwickelnde System de￿nieren zu k￿nnen, ￿n-
det zun￿chst eine ausf￿hrliche Analyse der Ausgangssituation statt. Das Ziel ist
ein allgemeines Konzept. Deshalb m￿ssen die Gemeinsamkeiten und Unterschiede
der verschiedenen Wiki-Systeme ber￿cksichtigt werden. Die prototypische Umset-
zung erfolgt auf der Basis des MediaWikis, das erkl￿rt, weshalb der Schwerpunkt
bei der Analyse auf diesem System liegt. Die Analyse besch￿ftigt sich zum einen
damit, welche Informationen explizit und welche implizit vorhanden sind (3.1.1)
und in welcher Form (strukturiert, unstrukturiert oder semi-strukturiert) sie vor-
liegen (3.1.2). Und zum anderen damit, welche Beziehungen zwischen Informatio-
nen bestehen k￿nnen (3.1.3). Weiterhin wird untersucht wie Wikis, Unterseiten
(3.2.1) erzeugen, Namensr￿ume (3.2.2) de￿nieren und welche Zeichenkodierung
(3.2.3) benutzt wird. In den darauf folgenden Unterkapiteln werden die verschie-
denen Linktypen (3.3) und eine Analyse der Volltextanteile (3.4) durchgef￿hrt.
Wie ein Wiki eine angeforderte Seite erstellt, erkl￿rt das Content-Model im Ka-
pitel 3.5. Anschlie￿end wird auf die Architektur von Wiki-Systemen eingegangen
und die Datenquellen (3.5.3), aus denen Informationen extrahiert werden k￿nnen,
untersucht. Im vorletzten Kapitel werden die Ausgabeformate, die zur Auswahl
stehen, vorgestellt. Auf Grundlage der gesamten Analyse der Ausgangssituation
werden in dem Kapitel 3.7 die Anforderungen aus Sicht des Benutzers und des
Entwicklers an das System de￿niert.
3.1 Informationen
Wikis k￿nnen f￿r verschiedene Zwecke eingesetzt werden, zum Beispiel als En-
zyklop￿die, W￿rterbuch, Forum, Wissensdatenbank, Zitatsammlung, f￿r News-
Meldungen oder auch als Dokumentationstool. Man unterscheidet dabei zwischen
einem Wiki, das nur innerhalb einer geschlossenen Arbeitsgruppe verwendet wird
und einem, das ￿ber das WWW jedem Internetnutzer zur Verf￿gung steht. Ge-
meinsam ist allen Seiten, dass jedes Dokument einen Namen hat, von einer Person
verfasst oder auch von mehreren Personen bearbeitet wurde. Dies geschieht immer
zu einem bestimmten Zeitpunkt, d.h. Datum und Uhrzeit lassen sich zuordnen.
Anhand des Datums l￿sst sich die Aktualit￿t der Seite feststellen. Die Quelle, aus
19KAPITEL 3 ANALYSE
der die Informationen stammen, ist ebenfalls charakteristisch f￿r eine Seite. Ab-
h￿ngig von einem Dokument lassen sich folgende Informationen, die in Abbildung
3.1 dargestellt sind, ￿nden.
Abbildung 3.1: Ergebnis der Analyse der Informationen
203.1 INFORMATIONEN
3.1.1 Explizite und implizite Informationen
Abbildung 3.2: Explizite und implizite Informationen
Bei der Identi￿zierung der Informationen muss zwischen explizit und implizit
unterschieden werden. Die Abbildung 3.2 erl￿utert den Unterschied. Alle ausge-
henden Links einer Seite sind explizit ersichtlich. In MediaWiki sind sie beispiels-
weise blau hervorgehoben. Im Gegensatz dazu sind die Backlinks (eingehende
Links) eine implizite Information, da sie nicht sofort erkennbar sind. Erst durch
den Aufruf einer Funktion werden die Backlinks einer Seite angezeigt. Die Spe-
zialfunktion ￿Was zeigt hierhin￿ in MediaWiki erzeugt eine neue Seite mit allen
Seitennamen als Liste. Um Beziehungen zwischen Seiten ableiten zu k￿nnen, ist
die Information, dass sich zwei Seiten gegenseitig verlinken, von Interesse. Auch
diese Information ist nur implizit vorhanden. Erst durch die Bildung der Schnitt-
menge von Links und Wikilinks werden diese Informationen explizit.
Die Kategorien, in denen eine Seite eingeordnet ist, sind weitere explizite In-
formationen. In MediaWiki ￿ndet man die Kategorien am Ende einer Seite. Um
inhaltliche Beziehungen zu anderen Seiten herzustellen, sind die Seiten in den sel-
ben Kategorien von Interesse. Diese Informationen erh￿lt man jedoch erst, wenn
die Kategorieseite aufgerufen wird. Alle Seiten in den selben Kategorien, werden
durch die Vereinigung1 gebildet. Die Kategorien sind wie oben beschrieben expli-
1Alle Seiten in der Kategorie 1 ∪ alle Seiten in der Kategorie 2 ∪ ... ∪ alle Seiten in der
Kategorie n.
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zite und die weiteren Seiten der Kategorien implizite Informationen. Erst durch
die Bildung der Vereinigung werden sie zu expliziten Informationen gemacht.
Das letzte Beispiel erl￿utert den Unterschied zwischen impliziten und expliziten
Informationen anhand der Wortbeziehungen. Auf einer Seite be￿ndet sich ein Link
von dem Wort Wiki auf die Seite WikiWeb. WikiWeb ist demnach ein Synonym
f￿r Wiki. Diese Information wird erst explizit, wenn man die Begri￿srelation
angibt.
3.1.2 Strukturierte, semi- und unstrukturierte
Informationen
Je nachdem wie der Inhalt einer Seite organisiert ist oder woher die Daten stam-
men, unterscheidet man zwischen strukturierten, semi-strukturierten und
unstrukturierten Informationen.
Daten aus der Datenbank oder Informationen in tabellarischer Form sind struk-
turiert. Strukturierte Daten lassen sich sehr einfach extrahieren.
Die meisten Informationen im WWW sind semi-strukturiert. Diese Informationen
sind nicht so geordnet wie Datenbankeintr￿ge, erhalten aber durch die HTML-
Tags eine Formatierung. ￿berschriften werden durch ihre Gr￿￿e vom gesamten
Text hervorgehoben. Durch das eingeschlossene Tag <h1>, zum Beispiel f￿r die
￿berschrift eins, kann automatisch der Text der ￿berschrift extrahiert werden.
Im Gegensatz dazu, spricht man von unstrukturierten Informationen bei Texten
mit minimaler Formatierung, die nur aus nat￿rlicher Sprache bestehen. In diesem
Fall ist es schwierig auf einzelne Teile in einem Dokument zuzugreifen, weil keine
Layoutinformationen vorliegen (vgl. [AGM03]).
3.1.3 Seite-Seite, Seite-Wort, Wort-Wort
Eine semantische Beziehung kann zwischen zwei Seiten (Seite-Seite), einem cha-
rakteristischen Wort und einer Seite (Seite-Wort) und zwischen zwei W￿rtern
innerhalb einer Seite (Wort-Wort) bestehen. Folgende Kriterien erlauben eine
Schlussfolgerung auf den Zusammenhang zweier Seiten:
Link Ein Link zwischen zwei Seiten kann ein Hinweis auf eine semantische Be-
ziehung sein.
Inhalt Ist der Inhalt beider Seiten ￿hnlich, kann ein Zusammenhang bestehen.
Autor und Sprachstil Die meisten Autoren haben Vorlieben f￿r bestimmte Wort-
formen oder Wortgruppen, die sich in ihren verschiedenen Dokumenten wie-
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der￿nden. Au￿erdem l￿sst sich beobachten, dass ein Autor nur zu bestimm-
ten Themen Beitr￿ge abgibt. In den meisten F￿llen betre￿en diese den Beruf
oder auch das Hobby des Autors.
Gemeinsame W￿rter Die ˜hnlichkeit zweier Seiten ergibt sich aus der Anzahl
gemeinsamer W￿rter.
In der Seite-Wort Beziehung stehen alle W￿rter, die f￿r eine Seite relevant sein
k￿nnen. Das sind wiederholt auftretende W￿rter wie beispielsweise Fachtermini
oder wichtige W￿rter. Ein Dokument wird visuell in verschiedene Abschnitte
gegliedert. Wichtige ￿berschriften werden in einer gr￿￿eren Schrift und wichtige
W￿rter werden hervorgehoben (fett, kursiv oder unterstrichen) dargestellt (vgl.
[Bur04]). Unter einer Wort-Wort Beziehung versteht man alle Begri￿sbeziehungen
wie Synonyme, Akronyme oder Homonyme.
3.2 Seiten
Eine Wiki-Seite hat immer einen Namen und sollte idealerweise nur ein Thema
behandeln. Es kann allerdings vorkommen, dass dieses Thema unter mehreren
Bezeichnungen bekannt ist. Damit es auch unter einem bestimmten Namen ge-
funden wird, existiert in vielen Wikis das Konzept der Weiterleitung. Weiterlei-
tungsseiten sind Seiten, die nur einen Link auf eine andere Seite besitzen. ￿Unter
einer Weiterleitung, h￿u￿g auch mit dem englischen Redirect bezeichnet, ver-
steht man in MediaWiki die Umleitung eines Artikels auf einen anderen. Wird
der erste Artikel aufgerufen, zeigt MediaWiki stattdessen den zweiten Artikel an.
Damit kann man beispielsweise erreichen, dass beim Aufruf des Artikels Vicco
von B￿low stattdessen der Artikel Loriot erscheint. Eine Weiterleitung entspricht
also im Wesentlichen dem ￿siehe: xxxx￿ einer klassischen Papierenzyklop￿die. Das
ganze wird mit dem REDIRECT-Kommando realisiert.￿ [wik05c]. In MediaWiki
ist die Syntax zum Beispiel: #REDIRECT [[Zielseite]].
3.2.1 Unterseiten
Mit einem Schr￿gstrich im Titel lassen sich Unterseiten anlegen, zum Beispiel
[[Benutzer:BMW/Getriebe]]. MediaWiki erzeugt auf der Seite automatisch einen
Link zur￿ck zum ￿bergeordneten Artikel, also in diesem Fall [[Benutzer:BMW]].
Im pr￿￿xlosen Bereich ist diese Funktion ausgeschaltet.
3.2.2 Namensr￿ume
Namensraum ist ein Wiki-Konzept zur Gruppierung von Seiten. MediaWiki un-
terscheidet verschiedene Namensr￿ume:
• Hauptnamensraum (ohne Bezeichnung),
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• Diskussion: eine Diskussionsseite zu einer bereits existierenden Seite,
• Benutzer: f￿r die Benutzer-Homepages,
• Bild: f￿r Bilder und ihre Beschreibungsseiten,
• MediaWiki: enth￿lt die Texte der MediaWiki-Software,
• Vorlage: f￿r Vorlagen und Textbausteine,
• Hilfe: f￿r Hilfeseiten und Anleitungen zum Wiki,
• Spezial: f￿r von der Wiki-Software generierten Spezialseiten,
• Kategorie: f￿r Seitenkategorien,
• Meta: f￿r den Projektnamensraum; ￿blicherweise ist dies der Name des
Wikis.
(vgl. [wik06h])
F￿r jeden Namensraum, au￿er f￿r Spezial, gibt es einen weiteren Namensraum mit
Diskussionsseiten. Der Namensraumpr￿￿x steht mit einem Doppelpunkt vor dem
eigentlichen Seitentitel. Zum Beispiel ist [[Benutzer:BMW]] ein Link auf eine Seite
aus dem Namensraum ￿Benutzer￿ - ￿BMW￿ ist der Name des betre￿enden Users.
Davon unbeschadet kann ein Eintrag [[BMW]] lauten, der zu einer Automarke
f￿hrt. So werden Kon￿ikte von Benutzer- und Seitennamen verhindert.
3.2.3 Zeichenkodierung
Die ersten Wikis erlaubten nur Zeichen im 7-Bit-ASCII-Zeichensatz. Mittlerweile
unterst￿tzen alle Wikis zumindest einen 8-Bit-Zeichensatz wie Latin1 (ISO-8859-
1), so dass man beispielsweise deutsche Umlaute direkt eingeben kann. Neuere
Wikis kommen, zumindest optional, auch mit Unicode zurecht, meist in der Va-
riante UTF-82. Mit der Umstellung auf MediaWiki 1.5 wird in Projekten, die auf
dieser Software beruhen, UTF-8 verwendet. (vgl. [Lan05])
3.3 Links
Unter einem Link oder auch Hyperlink versteht man den Verweis auf eine Text-
stelle, ein Dokument oder auch auf eine Datei. Ein Link besteht immer aus einem
Verweisziel und einem Text, der das Ziel beschreibt. Viele Links haben nur die
Navigation innerhalb eines Dokuments oder zwischen Dokumenten als Zweck.
Man kann ihnen keine weitere Bedeutung geben (vgl. [VKV +06]). Aber in den
2Abk. f￿r Unicode Transformation Format.
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meisten F￿llen stellt der Autor durch das Setzen eines Links eine Beziehung zwi-
schen Seiten her, die man auch n￿her de￿nieren kann.
Je nachdem wohin der Verweis f￿hrt, werden innerhalb eines Wikis sechs verschie-
dene Linktypen unterschieden. Das Ziel kann eine Seite innerhalb eines Projektes
(siehe Wikilink 3.3.1), eine Seite in einem anderen Projekt (siehe Interwiki Link
3.3.2), eine externe Webseite (siehe Externer Link 3.3.3), eine Seite desselben
Projektes, aber in einer anderen Sprache (siehe Sprachlink 3.3.4), ein Bild (siehe
Bildlink 3.3.5) oder ein Link auf eine Kategorieseite (siehe Kategorie 3.3.6) sein.
(vgl. [VKV+06])
3.3.1 Wikilink
Ein Wikilink, auch interner Link genannt, verlinkt von einer Seite auf den
Titel einer anderen Seite innerhalb eines Projektes. In den meisten Wikis wer-
den interne Links im CamelCase erzeugt, d.h. W￿rter werden mit gro￿en An-
fangsbuchstaben versehen und ohne Zwischenraum aneinander gesetzt - Beispiel:
WikiEngine. W￿rter in CamelCase-Schreibweise werden automatisch als Links
erkannt. Diese Art einen Link zu erzeugen ist einfach, erschwert aber die Les-
barkeit eines Textes und erzeugt gelegentlich unbeabsichtigte Links. Aus diesem
Grund verwenden die meisten Wikis parallel dazu eine andere Schreibweise wie
z.B. eckige Klammern bei MediaWiki - [[Seitenname|Linkname]]. Der Linkname
ist optional. Wenn ein Link innerhalb eines Wikis auf eine nicht vorhandene Seite
verweist, wird er optisch anders dargestellt als ein Link zu einer vorhandenen
Seite. In MediaWiki werden Links zu nicht existierenden Seiten (Brokenlinks),
auch rote Links genannt, weil sie in der Ansicht rot angezeigt werden. Ein Klick
auf einen Brokenlink f￿hrt in den Bearbeitungsmodus. Dort kann der Inhalt der
Seite eingegeben werden. (vgl. [med06a])
Allen Wikis gemeinsam ist der Backlink-Mechanismus, der alle Seiten, die auf die
aktuelle Seite verlinken, au￿istet [Aum05]. MediaWiki zum Beispiel verwendet
einen eigenen Men￿punkt namens ￿Links auf diese Seite￿, der eine Spezialsei-
te aufruft. Diese Funktion listet alle Seiten auf, die mit der aktuell gew￿hlten
Seite verkn￿pft sind. Eine Spezialseite ist eine MediaWiki-Erweiterung, die den
Inhalt gr￿￿tenteils automatisch erstellt und die nicht unmittelbar vom Benutzer
ge￿ndert werden kann. Man unterscheidet zwischen Spezialseiten 3, die nur bei an-
gemeldeten Benutzern verf￿gbar sind und Seiten, die immer verwendet werden.
(vgl. [wik05a])
3.3.2 Interwiki Link
Als Ward Cunnigham das Wiki erfand, gri￿ er die Idee von Tim Berners-Lee
(siehe 2.1), dem Er￿nder des WWW, auf. Ein Wiki sollte demnach nicht in sich
3Eine Au￿istung aller Spezialseiten be￿ndet sich auf Seite 115 im Anhang.
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abgeschlossen, sondern mit anderen Wikis vernetzt sein. Diese Idee lie￿ sich je-
doch nicht umsetzen, weil sich die Wiki-Systeme von ihrer Implementation und
Nutzung sehr stark unterscheiden. Interwiki Links erm￿glichen jedoch die Ver-
netzung der Wikis untereinander (vgl. [Lan05]). Ein Link von einer Seite, inner-
halb des WikiBooks-Projektes zu einem Artikel in Wikipedia, wird in MediaWiki
folgenderma￿en erzeugt - [[wikipedia:InterWiki]]. Aus dem Pr￿￿x wird bei der
Erstellung der HTML-Seite automatisch die URL eingef￿gt. Die Pr￿￿xe und ihre
zugeh￿rigen URLs werden in der Datenbanktabelle ￿interwiki￿ gespeichert. (vgl.
[med06a])
3.3.3 Externer Link
Bei einem Link auf eine externe Quelle muss die absolute URL angegeben werden.
Es wird dabei empfohlen, eine kurze Beschreibung oder Schl￿sselw￿rter mit anzu-
geben, die das Dokument beschreiben. Syntax in MediaWiki - [http://www.ziel.de
Beschreibung des Ziels]. (vgl. [med06a])
3.3.4 Sprachlink
Ein Sprachlink verlinkt auf ein Dokument desselben Projektes, nur in einer
anderen Sprache. Die Syntax in MediaWiki ist die gleiche wie bei der Erzeugung
eines Wikilinks. Als Pr￿￿x muss jedoch die Sprache angegeben werden - Beispiel:
[[en:Computer science]]. ￿ber diesen Link gelangt der Benutzer beispielsweise zu
dem englischen Artikel ￿ber Informatik.
3.3.5 Bilderlink
˜ltere Wiki-Systeme k￿nnen Bilder nicht selbst verwalten, sie aber aus dem In-
ternet in eine Seite einbinden. MediaWiki greift auf eine eigene Bilddatenbank
zur￿ck, in die Bilder hochgeladen werden k￿nnen (vgl. [Lan05]). Der Link auf ein
Bild hat dieselbe Syntax wie ein normaler Link, nur als Pr￿￿x den Namensraum
Bild - Beispiel: [[Bild: Beispiel.jpg|Bildbeschreibung]] . F￿r jedes Bild kann ein alt-
Attribut angegeben werden. Das alt-Attribut enth￿lt einen alternativen Text f￿r
ein Bild, um den Inhalt des Bildes auch dann zug￿nglich zu machen, wenn der
User-Agent (z.B. der Browser) keine Bilder unterst￿tzt oder der Benutzer das
automatische Laden von Bildern deaktiviert hat. 4
3.3.6 Kategorie
Kategorien erm￿glichen Dokumente in verschiedene Themengebiete, abh￿ngig
vom Inhalt, einzuordnen. Die Klassi￿kation erfolgt, indem ein Link von dem Do-
kument zur Kategorie gesetzt wird. In MediaWiki werden Kategorielinks in einem
4Siehe http://www.w3.org/QA/Tips/altAttribute.
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speziellen Format am Ende des Gesamttextes platziert (vgl. [VKV +06]). Ein Kate-
gorielink ist ein ganz normaler Link mit Pr￿￿x Kategorie - Beispiel in MediaWiki:
[[Kategorie: Naturwissenschaft]] . Be￿ndet man sich auf der Kategorieseite, kann
man sich alle R￿ckverweise anzeigen lassen und erh￿lt somit alle Dokumente, die
zu dieser Kategorie geh￿ren. Kategorieseiten k￿nnen wiederum auch einer ande-
ren Kategorie zugeordnet werden. Dadurch entsteht eine hierarchische Struktur
(vgl. [Lan05]).
3.3.7 Zusammenfassung
Innerhalb einer Seite lassen sich unterschiedliche Linktypen identi￿zieren. Alle
Linkziele erhalten durch den Linktyp eine Semantik. Je nachdem, ob es sich um
einen Link: in eine Kategorie, in ein anderes Projekt oder auch auf ein Bild handelt
(siehe Abbildung 3.3).
Abbildung 3.3: Links im ￿berblick
3.4 Volltextanteile
3.4.1 Allgemeine Konventionen
Damit innerhalb eines Wikis die verschiedenen Seiten im Hinblick auf Layout und
Textstruktur ￿hnlich sind, existieren allgemeine Konventionen, die es einzuhalten
gilt. Folgende Konventionen verwendet Wikipedia (vgl. [wik06b]):
• Beginne einen Artikel immer mit einer De￿nition des Schlagworts. Das
Schlagwort sollte dabei fett formatiert werden.
• Die Etymologie von Fremdw￿rtern kommt in Klammern hinter das Schlag-
wort.
• In Biographien folgen auf den Namen einer Person in Klammern die Lebens-
daten. Geburts- und Sterbedatum werden durch ein Semikolon getrennt.
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• Zitate m￿ssen sich optisch vom restlichen Text abheben. Dazu werden sie
kursiv gesetzt oder einger￿ckt.
Die meisten Wikis benutzen Textbausteine, um Textabschnitte wiederzuverwen-
den, die auf vielen Seiten vorkommen. Textabschnitte in MediaWiki sind sogar
parametrisierbar. Bei allen Wikis kann ein Textbaustein wiederum auch andere
Textbausteine verwenden. Der Nachteil kann jedoch die Auslastung des Servers
sein. Denn f￿r jeden Textbaustein ist ein Zugri￿ auf den Server n￿tig, sofern nicht
ein Teil der Daten im Cache gehalten wird. In MediaWiki sind Textbausteine als
Vorlagen (Templates) bekannt. Andere Wikis verstehen unter Templates Format-
vorlagen f￿r vollst￿ndige Seiten, die dem Benutzer beim Anlegen einer neuen
Seite angeboten werden. (vgl. [Lan05])
3.4.2 Worth￿u￿gkeiten
In [Dro05] wird bei der Bestimmung von Termgewichten zwischen lokalen (kon-
textabh￿ngigen) und globalen (kontextunabh￿ngigen) Ein￿u￿faktoren unterschie-
den. Ein lokales Kriterium ist zum Beispiel die Anzahl, wie h￿u￿g ein Term in
einem Dokument auftaucht. Ein globales Kriterium bestimmt die H￿u￿gkeit, mit
der ein Term in einer bestimmten Sprache auftaucht. Durch das Zipf’sche Gesetz
kann die Verteilung der W￿rter in einer Sprache beschrieben werden.
Zipf’sche Gesetz
F￿r einen repr￿sentativen Textkorpus D bezeichnet TD die Menge der Terme, die
in D und hfg(t) die H￿u￿gkeit mit welcher der Term t ∈ TD in dem Textkorpus
D vorkommt. Rang(t) bezeichnet den Rangplatz von t ∈ TD, wenn die W￿rter
nach abfallender H￿u￿gkeit sortiert werden. Dann gilt:
rang(t) · hfg(t) ∼ c = konstant ∀ t ∈ TD
Daraus l￿sst sich ableiten, dass die H￿u￿gkeit der Terme in etwa mit hfg(t) ∼
c
rang(t) abnimmt. Das hei￿t, dass eine kleine Anzahl von h￿u￿gen W￿rtern einen
gro￿en Anteil der Texte abdeckt und eine gro￿e Anzahl von seltenen W￿rtern,
die nur einen kleinen Teil des Textes ausmachen. W￿rter, die oft vorkommen,
sind bekannt als Stopw￿rter. Stopwortlisten 5 enthalten diese W￿rter, die nicht
von gro￿er Relevanz f￿r einen Text sind. Im Deutschen sind das zum Beispiel be-
stimmte Artikel (￿der￿, ￿die￿, ￿das￿), unbestimmte Artikel (￿einer￿, ￿eine￿, ￿ein￿),
Konjunktionen (￿und￿, ￿oder￿, ￿doch￿) und h￿u￿g gebrauchte Pr￿positionen (￿an￿,
￿in￿, ￿von￿), sowie die Negation ￿nicht￿. Um relevante W￿rter, sogenannte Schl￿s-
selw￿rter oder Fachterme eines Textes, zu bestimmen, m￿ssen diese Stopw￿rter
5Eine Stopwortliste ist im Anhang auf Seite 116 zu ￿nden.
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aus der Gewichtung herausgenommen werden.
Die Gewichtungsfunktionen sind an die eigenen Bed￿rfnisse anpassbar. Es k￿nnen
beispielsweise die Anzahl der verschiedenen Terme innerhalb eines Dokuments in
die Berechnung der Termgewichte eingebaut und/oder Mindestgrenzen f￿r die
Vorkommensh￿u￿gkeit eines Terms festgelegt werden. Ein Term muss beispiels-
weise mindestens f￿nfmal vorkommen, damit er ￿berhaupt in die Bewertung mit
ein￿ie￿t. Des Weiteren werden Terme hinsichtlich ihres Auftrittsortes im Text
bewertet. Damit k￿nnen Terme in Titeln, in Kapitel￿berschriften, in beigef￿gten
Abstracts oder in Bildunterschriften ein h￿heres Eingangsgewicht bekommen als
Terme im ￿brigen Text. F￿r diese Festlegungen m￿ssen allerdings einerseits die
Eigenschaften verschiedener Textsorten ber￿cksichtigt werden und andererseits
entsprechende Textabschnitte identi￿zierbar sein. Letztere Bedingung setzt vor-
aus, dass der Text zumindest in semi-strukturierter Form (siehe 3.1.2) vorliegt,
d.h. in einer der Auszeichnungssprachen HTML, SGML 6 oder XML.
3.4.3 Akronyme
Akronyme sind besondere Abk￿rzungen, die aus den Anfangsbuchstaben meh-
rerer (Teil-) W￿rter gebildet werden. Im Deutschen werden sie in der Regel ohne
Punkte (￿PC ￿) geschrieben. Akronyme lassen sich dar￿ber hinaus meist als Wort
aussprechen (z.B. ￿NATO ￿).7
In der Arbeit von Sundaresan [SY00] lag das Ziel darin, Muster f￿r AE-Paare 8 zu
￿nden. Anschlie￿end wurden die Muster, die gute AE-Paare beschreiben, identi-
￿ziert. Die Tabelle 3.4 zeigt, wie viele Paare eines Musters in einem Experiment
gefunden wurden. Als Apronym bezeichnet man ein Akronym, das ein existie-
rendes Wort ergibt - zum Beispiel: AJAX ist die Abk￿rzung f￿r Asynchronous
JavaScript and XML und der Name eines griechischen Helden, der vor Troja
k￿mpfte.
6Abk. f￿r Standard Generalized Markup Language.
7http://de.selfhtml.org/html/text/logisch.htm#elemente. Stand: 15.07.2006.
8akronym-expansion, d.h. Abk￿rzung und die zugeh￿rigen Teil-W￿rter.
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Abbildung 3.4: AE-Paare. Quelle: [SY00]
(*) Die Summe aller entdeckten AE-Paare ohne ￿berpr￿fung, ob ein Paar schon von einem
anderen Muster erkannt wurde.
(**) Ohne die AE-Paare, die schon von anderen Mustern entdeckt wurden.
3.4.4 Homonyme
Als Homonym bezeichnet man ein Wort, das unterschiedliche Bedeutungen hat
- zum Beispiel: Bank (Sitzgelegenheit) und Bank (Geldinstitut). Umgangssprach-
lich ist ein Homonym auch als ￿Teekesselchen￿ bekannt. Das Gegenteil eines Hom-
onyms ist das Synonym (siehe 2.4.2), bei dem unterschiedliche Bezeichnungen f￿r




Abbildung 3.5: Content-Model. Quelle: vgl. [CL01]
Die Abbildung 3.5 zeigt, wie eine angeforderte Seite von einem Wiki erstellt wird. 


 1. Der Browser erzeugt einen HTTP-Request (Get) und ￿bergibt die angefor-




 2. Die Skripte des Wiki-Servers
erzeugen den Inhalt der Seite aus der Datenbasis. In den meisten F￿llen wird
der Inhalt der Seiten in Datenbanken auf dem Server gespeichert. Es gibt aber
auch Wikis, die den Inhalt in Dateien speichern. MediaWiki und TikiWiki zum
Beispiel speichern ihre Daten in Datenbanken. MoinMoin und UseMod benut-
zen jedoch Dateien als Speicher. Aufgrund des Speicheraufwandes der einzelnen
Dateien, hat MoinMoin die Anzahl der Seiten auf eine Gr￿￿e von 100.000 Seiten
beschr￿nkt (vgl. [wik06f]). Der Inhalt der Seiten wird als Wiki-Syntax gespeichert. 


 3. Skripte generieren aus den Daten in der Wiki-Syntax eine HTML-Seite. Diese
HTML-Seite enth￿lt neben dem Inhalt noch Elemente wie das Navigationsmen￿,




 4. Wie die endg￿ltige Seite aus-
sehen soll, de￿nieren Templates (Seitenvorlagen). F￿r das Layout, d.h. wie der
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Inhalt einer Wiki-Seite dargestellt wird, sind Cascading Style Sheets 9 verant-





 5. Die generierte HTML-Seite wird anschlie￿end an
den Browser zur￿ck geschickt (Serve).
Wie man anhand des Content-Models erkennt, entspricht die Wiki-Architektur
einer klassischen Client-Server-Architektur. Durch den Aufruf des Browsers (Cli-
ent) werden die Dokumente vom Wiki-Server (Server) erstellt und an den Browser
zur￿ckgesendet.
3.5.2 Architektur von Wiki-Systemen
Der am h￿u￿gsten verwendete Web-Server im Internet ist der Apache-Web-Server.
Neben dem Apache-Server gibt es noch eine Reihe anderer Webserver wie den In-
ternet Information Services (IIS) von Microsoft, Tomcat oder Cherokee Webser-
ver. Auf dem Webserver m￿ssen die Wiki-Inhalte in geeigneter Form abgelegt
werden. Bei den meisten Wikis kommen Datenbanken wie MySQL, Oracle, DB2
oder Microsoft SQL Server zum Einsatz. Sie bieten gegen￿ber dem Speichern in
Dateien eine Reihe von Vorteilen. Unter anderem erlauben sie es mehreren Be-
nutzern gleichzeitig Inhalte zu ￿ndern, ohne dabei Inkonsistenzen zu erzeugen
und stellen Funktionen bereit, mit denen automatisch die komplette Datenbasis
gesichert und wieder eingespielt werden kann.
Der Zugri￿ auf die Daten in der Datenbank wird durch Skripte erledigt. Diese
sind meist in Skriptsprachen wie PHP, Perl oder Python geschrieben. Alle Pro-
grammiersprachen bieten Schnittstellen zu den g￿ngigsten Datenbanken. Wer-
den Inhalte geladen, so erzeugen die Wiki-Skripte aus den Daten HTML oder
XHTML-Dokumente und schicken diese an den Client. Ist das Dokument beim
Client angekommen, ist keine direkte Kommunikation mit der Datenbasis mehr
m￿glich. Da HTML und XHTML Auszeichnungssprachen ohne Zustand sind,
m￿ssen Client-Skriptsprachen wie JavaScript eingesetzt werden, um zus￿tzliche
Funktionen realisieren zu k￿nnen. Die Kommunikation mit dem Web-Server wird
￿ber das HTTP-Protokoll erm￿glicht.
User Layer Web Clients
Network Layer Apache Web-Server
Logic Layer MediaWiki’s PHP scripts
Data Layer File-System|MySQL Database|Caching System
Tabelle 3.1: Architektur von MediaWiki. Quelle: [med06b]
9Abk. CSS.
323.6 AUSGABEFORMAT
Die Programmiersprache PHP ist eine Skriptsprache, die haupts￿chlich zur Er-
stellung dynamischer Webseiten oder ganzer Webanwendungen verwendet wird.
Wie die Tabelle 3.1 zeigt, ist die MediaWiki-Software in PHP geschrieben und
benutzt die MySQL Datenbank. Beide Technologien werden von einer gro￿en An-
zahl von Betriebssystemen unterst￿tzt. Als Web-Server wird von MediaWiki der
Apache-Web-Server benutzt.
3.5.3 Wikitext und HTML
Wie im Kapitel ￿ber die Syntax (2.1.3) beschrieben, wird der Inhalt einer Seite in
die Wiki-Syntax eingegeben. Aus der Eingabe des Autors wird von der jeweiligen
Software die HTML-Seite erzeugt. In MediaWiki ist zum Beispiel die Wiki-Syntax
eines internen und eines externen Links unterschiedlich.
Interner Link: [[Ziel]]
Externer Link: [http://www.ziel.de Beschreibung des Ziels] .
In HTML ist die Syntax f￿r beide Links gleich <a href=￿http://www.ziel.de
￿>Ziel</a>. Wie man an diesem Beispiel gut erkennt, kann in der HTML-Seite
nicht mehr zwischen einem internen und einem externen Link unterschieden wer-
den. Im Wiki-Text ist dies aufgrund der unterschiedlichen Syntaxen jedoch m￿g-
lich. Des Weiteren enth￿lt die HTML-Seite noch zus￿tzliche Informationen wie
das Navigationsmen￿, Kopf- und Fu￿zeile. In MediaWiki wird dar￿ber hinaus aus
den ￿berschriften ein Inhaltsverzeichnis erstellt. Eine Unterscheidung zwischen
den Informationen des Autors und denen, die von der Wiki-Software generiert
wurden, ist dann nicht mehr m￿glich.
3.6 Ausgabeformat
Ein weiteres Ziel der Arbeit ist, dass die Visualisierung der extrahierten seman-
tischen Informationen variabel gehalten werden soll. Au￿erdem m￿ssen die Da-
ten so bereitgestellt werden, dass sie unabh￿ngig aus welchem Wiki-System sie
stammen, weiter verarbeitet werden k￿nnen. Eine M￿glichkeit besteht darin, die
Daten als XML oder HTML-Datei zu liefern. XML ist ein Standard, der von
der W3C10 folgenderma￿en de￿niert wird:
￿Extensible Markup Language (XML) is a simple, very ￿exible text
format derived from SGML (ISO 8879). Originally designed to meet
the challenges of large-scale electronic publishing, XML is also playing
an increasingly important role in the exchange of a wide variety of data
on the Web and elsewhere. ￿ [w3cb]
10Abk. f￿r World Wide Web Consortium. Das W3C ist das Gremium zur Standardisierung von
Techniken, die das World Wide Web betre￿en (z.B. HTML, XML, CSS usw.).
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Der Kerngedanke von XML ist eine strukturierte Form der Informationsmodellie-
rung, die es erlaubt, Daten in einem plattformunabh￿ngigen Format darzustellen
und weiterzugeben (vgl. [Amm04]). Die Formatierung der Daten erfolgt durch die
Stylesheet-Sprache XSL11. Wie die Daten eines XML-Dokuments mit dem XSL-
Stylesheet umgewandelt werden, beschreibt XSLT 12. Mit XSLT ist es m￿glich eine
XML-Datei in verschiedene Anzeigeformate (HTML, SVG, CSV 13, WML14 usw.)
zu transformieren. XSLT ist nicht nur, wie h￿u￿g angenommen, eine Sprache f￿r
die Darstellung von XML, sondern ein sehr m￿chtiges Werkzeug f￿r die Manipu-
lation und Formatierung von Daten (vgl. [Amm04]). Der Vorteil von XSLT liegt
darin, dass:
• es plattformunabh￿ngig ist,
• es relativ weit verbreitet ist,
• es eine Verarbeitung im Web-Browser erm￿glicht,
• eine Standard-Transformation (z.B. in HTML) einfach (deklarativ) zu rea-
lisieren ist,
• es nicht nur HTML, sondern beliebige andere Sprachen (SVG, WML, CSV
usw.) erzeugen kann,
• es extrem ￿exibel und m￿chtig ist.
Im Vergleich zu XML ist es in HTML sehr schwierig auf die semantische Struktur
zu schlie￿en. Eine Ausgabe in XML kann Meta-Informationen enthalten, welche
die Art der Daten beschreiben. [AS98] illustriert dies am Beispiel eines Links auf
ein Buch. Ein Link besitzt die URL des Linkziels und einen Linktext, der das
Dokument beschreibt. In XML ist es durch die selbst de￿nierten Elemente m￿g-
lich, auf bestimmte Informationen wie z.B. nur auf den Titel <Titel></Titel>
des Buches zuzugreifen.
HTML:







11Abk. f￿r Extensible Stylesheet Language.
12Abk. f￿r Extensible Stylesheet Language Transformation. Weitere Informationen ￿ber XSLT
kann auf der Seite des W3C nachgelesen werden (vgl. [w3cc]).
13Abk. f￿r Character (auch Comma) Separated Values.
14Abk. f￿r Website Meta Language.
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Im Gegensatz zu HTML enth￿lt XML keine Informationen dar￿ber, wie es von
einer Anwendung visuell dargestellt werden soll. XML h￿lt die Datenstruktur
getrennt von der Visualisierung.
Abbildung 3.6: Formung mit XSLT
F￿r XML als Standard des W3C15 gibt es mittlerweile eine ganze Reihe an Bi-
bliotheken, Programmen, Parsern und Prozessoren, die sich an die W3C Empfeh-
lungen halten und somit einen reibungslosen Datenaustausch erm￿glichen.
3.7 Anforderungen
Die Analyse der Ausgangssituation hat ergeben, dass in jedem beliebigen Wiki
eine Seite ￿ber den Namen aufgerufen werden kann. Von dieser Seite ausgehend,
lassen sich Informationen extrahieren. Diese Grundvoraussetzung ist bei allen
Wiki-Systemen gegeben. Im Unterschied dazu, sind die Anwendung und das An-
wendungsszenario nicht bekannt (siehe Zielsetzung 1.2). Aus diesem Grund sind
Anpassbarkeit und Modularit￿t die Hauptanforderungen an das Extraktionssys-
tem. Unter Anpassbarkeit ist zu verstehen, dass je nachdem, ob das laufende
System ￿ber eine Datenbank verf￿gt, diese als Speicher benutzt werden kann
oder auch nicht. In dem Fall, dass keine Datenbank existiert, ist das System
trotzdem funktionsf￿hig. Die Forderung nach Modularit￿t hat den Vorteil, dass
15http://www.w3.org. Die o￿zielle Seite des W3C.
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einzelne Systemkomponenten austauschbar sind und das System dadurch besser
an eigene Bed￿rfnisse angepasst werden kann. Im Folgenden werden zuerst die
einzelnen Anforderungen aus dem Blickwinkel des Benutzers beziehungsweise der
Anwendung und im Anschluss die Anforderungen aus Sicht des Entwicklers de￿-
niert.
Das System soll semantische Informationen einer Seite aus einem beliebigen Wiki
extrahieren und dar￿ber hinaus von verschiedenen Anwendungen und Rechnern
nutzbar sein. Wird eine Seite ausgew￿hlt, die nicht existiert, dann soll das Sys-
tem eine Fehlermeldung ausgeben. Eine Liste aller Seiten innerhalb eines Wikis ist
sehr hilfreich. Der Anwendung ist bekannt, welche Wikis als Datenquelle benutzt
werden k￿nnen. Sie ist daher nicht auf die Extraktion aus einem Wiki-System
beschr￿nkt. Eine Unterscheidung zwischen der Extraktion der gesamten seman-
tischen oder nur ausgew￿hlter Informationen soll zus￿tzlich erm￿glicht werden.
In vielen F￿llen ist es schwierig, einer Information automatisch eine Semantik
zu geben. Aus diesem Grund muss die M￿glichkeit bestehen, dass ein Benutzer
die Informationen annotieren kann. Eine Speicherung der semantisch annotierten
Informationen soll realisiert werden, damit sie beim n￿chsten Durchlauf wieder-
verwendbar sind und nicht neu eingegeben werden m￿ssen. Veri￿zierte Informa-
tionen k￿nnen daraufhin als sicher gekennzeichnet werden. Der Benutzer erh￿lt
die M￿glichkeit, extrahierte Informationen zu l￿schen.
Die Visualisierung der Daten wird nicht festgelegt. Ein Format, das mehrere un-
terschiedliche Repr￿sentationen erm￿glicht, soll gew￿hlt werden.
Die Einbeziehung eines W￿rterbuches ist optional. Das entwickelte System ist
somit ￿exibel an das Anwendungsgebiet anpassbar. Das bedeutet, dass sowohl
eine Benutzeraktion oder Speicherung der Daten als auch ein vollst￿ndig auto-
matischer Durchlauf notwendig sind.
Aus Entwicklersicht ergeben sich folgende Anforderungen an das System. Das Ex-
traktionssystem kann alle Wiki-Systeme als Datenquelle benutzen. Das erfordert
eine Unabh￿ngigkeit von den einzelnen Wiki-Systemen. F￿r das zu de￿nierende
Ausgabeformat gilt, dass es die Visualisierung und Weiterverarbeitung der Daten
nicht vorgibt. Weiterhin ist keine ˜nderung der Ursprungsdaten, d.h. direkt im
Quellcode, erw￿nscht. Der Inhalt und die Struktur bleiben erhalten. Annotatio-
nen und Veri￿kationen des Benutzers sind erw￿nscht und k￿nnen in einer Daten-
bank gespeichert werden. F￿r statistische Auswertungen wird eine Stopwortliste
ben￿tigt. Die Einbindung eines W￿rterbuches ist optional m￿glich. Ein Browser,
Netzwerk und evtl. Internet sind Voraussetzung zur Nutzung des Extraktionssys-
tems. Optional kann eine Datenbank als Speicher angebunden werden. F￿r die
Zeichenkodierung ist UTF-8 festgelegt.
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Auf Grundlage der de￿nierten Anforderung in 3.7 wird in diesem Kapitel das dar-
aus resultierende Konzept vorgestellt. Die Unterkapitel behandeln jeweils einen
allgemeinen und einen speziellen Teil, der sich auf das MediaWiki bezieht. Unter
4.1 werden die ben￿tigten Systemkomponenten erl￿utert, die sich aus den Anfor-
derungen ableiten lassen, wie z.B. dass alle Wiki-Systeme als Datenquelle nutzbar
sind (Wrapper 4.1.2). Eine Reihe von Aufgaben sind unabh￿ngig vom verwende-
ten Wiki-System. Aus diesem Grund ist eine Zwischenschicht (Mediator 4.1.3)
zwischen Anwendung und Wiki-System n￿tig. Die Gesamtarchitektur, d.h. wie
das System aus seinen Systemkomponenten zusammengesetzt ist und wie diese
in Beziehungen stehen, wird in 4.2 behandelt. Die Unterkapitel 4.3.1 und 4.3.2
besch￿ftigen sich mit den Informationen, die extrahiert werden k￿nnen, ihrer Se-
mantik und der De￿nition von Relationen. Mit der Bewertung, ob eine Aussage
sicher oder unsicher ist, befasst sich das Kapitel 4.3.3. Eine Zielsetzung der Ar-
beit (siehe 1.2) ist die Entwicklung von Algorithmen und die Aufstellung von
Heuristiken zur Extraktion von Informationen. Wie die de￿nierten Algorithmen
und Heuristiken im Detail aussehen, wird in 4.4 beschrieben.
4.1 Umsetzung der Anforderungen
4.1.1 Kommunikation und Ausgabeformat
Eine Hauptanforderung an das System ist die absolute Unabh￿ngigkeit von einem
bestimmten System und einer bestimmten Software. XML zur Kommunikation
zwischen Systemkomponenten zu verwenden, hat den Vorteil, dass es fast jede
Programmiersprache auf jedem beliebigen System interpretieren und analysie-
ren kann. Die g￿ngigen Programmiersprachen besitzen eine XML-Schnittstelle,
die das Einlesen und Verarbeiten der Daten in ein Programm erlaubt. Weitere
Vorteile ergeben sich durch die ￿exiblen Sprachelemente, dem eindeutigen Infor-
mationstransfer, der Lesbarkeit der Dokumente und der Trennung von Layout
und Daten. (vgl. [Amm04])
Eine weitere Anforderung an das System ist, dass die Visualisierung der Daten
variabel sein soll. Auch hier bietet sich XML hervorragend an. Wie im Kapitel
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￿ber das Ausgabeformat (3.6) ausf￿hrlich diskutiert, hat die Ausgabe als XML-
Dokument den Vorteil, dass das Layout von den Daten getrennt ist und somit
eine Reihe von verschiedenen Ausgaben erzeugt werden kann. Durch eine uniforme
Repr￿sentation (XML) ist es au￿erdem m￿glich, mittels Data-Mining-Techniken
eine automatische Analyse und Interpretation der Muster durchzuf￿hren (vgl.
[Eik99]).
Innerhalb des XML-Dokuments lassen sich semantische Annotationen des Be-
nutzers oder auch die Ergebnisse aus der Veri￿kation durch den Benutzer oder
durch ein W￿rterbuch darstellen. Dies ist m￿glich, indem man einem Element
ein Attribut zuweist. Aus welcher Quelle die extrahierten Daten stammen, steht
zum Beispiel im Element <sitename>. Diesem Element wird automatisch eine
Semantik durch das Attribut relation="extrahiert-aus" zugewiesen. Die Bezie-
hung zwischen einer Seite und dem Wiki, aus dem sie stammt, ist eine sichere
Information. Deshalb enth￿lt das Element <sitename> zus￿tzlich das Attribut
result="correct". Bei den Wortbeziehungen (Synonyme, Akronyme und Homony-
me) gibt die Relation relation="Synonym, Akronym oder Homonym" an, in wel-
cher Begri￿srelation zwei W￿rter stehen. Das zweite Attribut kann die Werte
possibly-correct, correct oder incorrect annehmen, je nachdem, ob es sich um eine
Annahme result="possibly-correct", eine sichere result="correct" oder unsichere
result="incorrect" Aussage handelt. Die endg￿ltige XML-Datei hat die Struktur,
die Abbildung 4.1 auf Seite 42 zeigt.
Damit die verschiedenen Anwendungen das XML-Dokument interpretieren k￿n-
nen, muss die Struktur, d.h. die Elemente und die Attribute einer XML-Datei,
de￿niert sein. Daf￿r kann eine DTD1 oder ein XML-Schema verwendet werden.
Worin sich beide Methoden unterscheiden und welche f￿r das Konzept eingesetzt
wird, erl￿utert der n￿chste Abschnitt.
Eine DTD legt zwar die Struktur eines Dokuments fest, aber nicht den Inhalt.
Jedes Dokument, das einer DTD zugeordnet ist, muss genau diesem Aufbau ent-
sprechen. Dabei wird jedes Element, jedes Attribut und jeder m￿gliche Attri-
butwert einer XML-Datei festgelegt. Eine DTD kann innerhalb einer XML-Datei
de￿niert sein oder auch als externe Datei eingebunden werden. Sie sind wie XML-
Dateien plattformunabh￿ngig und k￿nnen von jedem System gelesen werden. Der
Nachteil einer intern de￿nierten DTD ist, dass andere Dokumente nicht darauf
zugreifen k￿nnen.
Das XML-Schema ist eine weitere M￿glichkeit ein XML-Dokument zu spezi￿-
zieren. Diese neue Idee entstand 1999 in einer Notiz des W3C (vgl. [MM99]).
Aufgrund einiger Kritikpunkte an eine DTD wurden neue Ziele festgelegt.
1Abk. f￿r Document Type De￿nition.
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Die Kritikpunkte waren:
• eine DTD ist kein XML-Dokument,
• eine DTD hat eine eigene Syntax,
• man kann nur sehr schwammige Aussagen tre￿en,
• eine genaue Anzahl von Elementen ist nicht de￿nierbar,
• es gibt keine M￿glichkeiten Datentypen zu de￿nieren,
• komplexe Datentypen lassen sich nicht erzwingen und kontrollieren,
• der Umgang mit Namensr￿umen, die ￿ber eine DTD so gut wie gar nicht
abgebildet werden k￿nnen.
F￿r ein neues Schema wurden folgende Ziele festgelegt. Es soll:
• komplett in XML ausgedr￿ckt werden k￿nnen,
• ausdrucksst￿rker als eine DTD sein,
• sich selbst dokumentieren,
• netzwerkf￿hig sein,
• von einem Parser verstanden werden,
• vom Menschen lesbar sein,
• zu anderen Spezi￿kationen kompatibel sein.
Die aktuelle Entwicklung des XML-Schemas ist auf der Seite des W3C nachzule-
sen (siehe [w3c06]). Da die Daten in einem XML-Schema genauer de￿nierbar sind
als bei einer DTD, wurde dieses zur Beschreibung des erzeugten XML-Dokuments
verwendet. Wie in [Amm04] beschrieben, m￿ssen drei Schritte im Wurzelelement
des XML-Dokuments vollzogen werden, um ein XML-Dokument mit einem Sche-
ma zu verkn￿pfen:
1. De￿nition eines Namensraums f￿r das vorliegende Dokument,
2. De￿nition eines Namensraums f￿r die Verkn￿pfung,
3. Verkn￿pfung des Schemas und des XML-Dokuments.
39KAPITEL 4 KONZEPT
Damit gew￿hrleistet wird, dass die generierten XML-Dokumente (siehe Quellcode
4.1) uniform sind, wurde ein Schema ￿Output.xsd￿ de￿niert. 2 Da es vorkommen
kann, dass bestimmte Informationen in einem Wiki nicht vorhanden sind, wurde
eine Reihe der Elemente als optional de￿niert. Jedes erzeugte XML-Dokument
wird gegen dieses Schema validiert. Nur wenn es diesem Schema entspricht, ist es
g￿ltig und kann an die Anwendung ￿bergeben werden.
1 <?xml version="1.0" encoding="Utf−8" ?>
2 <page name="Wiki">
3 <siteinfo>
4 <sitename relation="extracted−from" result=" correct ">
Wikipedia</sitename>
5 <generator relation="generated−from" result=" correct ">
MediaWiki 1.5.6</generator>
6 <authors>




















25 <externallinks> [ . . . ]</externallinks>
26 <backlinks> [ . . . ]</backlinks>
27 <imagelinks> [ . . . ]</imagelinks>
28 <compare_wikilinks_backlinks> [ . . . ]</
compare_wikilinks_backlinks>
29 [ . . . ]
30 </page>
Quellcode 4.1: XML-Ausgabedokument: Output.xml
2Das Schema f￿r die Ausgabedatei be￿ndet sich im Anhang auf Seite 117.














































































































































































































Abbildung 4.1: Struktur der XML-Datei: Output.xml
424.1 UMSETZUNG DER ANFORDERUNGEN
4.1.2 Wrapper
Eine Anforderung an das zu entwickelnde System ist die Extraktion semantischer
Informationen aus einem beliebigen Wiki. Daf￿r muss eine einheitliche Schnitt-
stelle f￿r die verschiedenen Datenquellen (Wiki-Systeme) gescha￿en werden. Wie
in 2.2.1 beschrieben, eignen sich Wrapper daf￿r hervorragend. Wrapper werden
eingesetzt, wenn aus HTML-Seiten bestimmte Informationen extrahiert und in
ein uniformes Format transformiert werden sollen. In den meisten F￿llen han-
delt es sich bei dem uniformen Format um XML-Dokumente. Der Vorteil eines
Wrappers ist seine Unabh￿ngigkeit von der Anwendung und des Wiki-Systems.
Aufgrund der Unterschiede der Wikis, ist f￿r jedes System ein eigener Wrapper
n￿tig. Die Grundfunktionalit￿t besteht in der Entgegennahme einer Anfrage und
der Erzeugung eines XML-Dokuments als Ausgabe. Wie aus der Abbildung 4.2
ersichtlich wird, k￿nnen f￿r jeden implementierten Wrapper alle Wikis als Daten-
quelle benutzt werden, die auf dieser Software beruhen. Im Rahmen dieser Arbeit
wird ein Wrapper f￿r MediaWiki implementiert. Alle Wikis, die das MediaWiki
als Software verwenden, z.B. Wikipedia, WikiBooks oder auch ein eigenes Wiki,
k￿nnen somit als Datenquelle dienen (siehe Abbildung 4.3).
Mediator
Wrapper 1 Wrapper 2 ... Wrapper n




Wikipedia WikiBooks Eigenes Wiki ...
Abbildung 4.3: Wrapper-Wiki
Die urspr￿ngliche Idee, Informationen direkt aus der Datenbank durch Benutzung
existierender Funktionen zu extrahieren, hat sich als nicht vorteilhaft herausge-
stellt. Einige Funktionen h￿tten angepasst werden m￿ssen, was die Lau￿￿higkeit
des Wikis unter Umst￿nden gef￿hrdet h￿tte. Ein Upgrade k￿nnte nach ˜nde-
rungen im Code zu Kon￿ikten f￿hren. Au￿erdem k￿nnen Ver￿nderungen inner-
halb einer Funktion Auswirkungen auf andere Funktionen haben. Der Extensions-
Mechanismus von MediaWiki erm￿glicht es, neue Funktionen in das laufende
System zu integrieren, ohne dass der urspr￿ngliche Code modi￿ziert wird. Vor-
aussetzung in diesem Fall w￿re aber, dass das Wiki-System im selben Netzwerk
installiert ist. Damit w￿re jedoch nicht die Anforderung der Unabh￿ngigkeit von
Anwendung und Wiki gew￿hrleistet.
4.1.2.1 Eingabe
In Kapitel 3.5 wurden die verschiedenen Quellen vorgestellt, aus denen Informa-
tionen extrahiert werden k￿nnen. Die Entscheidung, den Inhalt einer Seite aus
einem XML-Dokument zu extrahieren, erfolgte aus mehreren Gr￿nden. Gegen
die direkte Extraktion aus der Datenbank spricht, dass ein Wrapper f￿r eine be-
stimmte Wiki-Software implementiert wird und somit f￿r alle Wikis eines Systems
nutzbar ist. Werden Informationen direkt aus der Datenbank extrahiert, muss zu-
n￿chst eine Verbindung zum Server hergestellt werden. Dies setzt allerdings eine
Anmeldeberechtigung, einen Benutzernamen und ein Passwort voraus. Wird das
System nur innerhalb eines Netzwerkes verwendet, ist die Bescha￿ung der Rechte
kein Problem. Bei der Verwendung von mehreren Wikis, die im WWW verf￿gbar
sind, ist diese Vorgehensweise nicht geeignet. Es w￿re sehr aufwendig bei allen
Wikis, die man zur Extraktion von semantischen Informationen benutzen m￿chte,
zuerst die Zugangsdaten und Berechtigungen f￿r jedes Wiki zu erhalten. Damit
das System unabh￿ngig vom Wiki bleibt, bietet sich somit die Extraktion aus
einer Datenbank nicht an.
Eine Seite wird neu angelegt, indem der Text und die Formatierung in Wiki-
Syntax (siehe 2.1.3) eingegeben werden. Daraus erzeugt die Wiki-Software auto-
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matisch die HTML-Seite. Der Vorteil, weshalb statt der HTML-Seite der Wiki-
Text als Eingabedokument genommen wird, ist in Kapitel 3.5.3 erl￿utert.
Die Weiterverarbeitung der Daten durch die Anwendung ist variabel. Deshalb ist
es wichtig, zu jeder Seite den Namen des Wikis, die Software inklusive Versions-
nummer, den Autor und das Datum, an dem die Seite das letzte Mal ge￿ndert
wurde, ebenfalls zu extrahieren. In MediaWiki gibt es eine Spezialseite, die sich
￿Seiten exportieren￿ nennt. Diese Funktion erzeugt f￿r eine oder auch mehrere
Seiten eine XML-Datei mit oder ohne alle vorherigen Versionen. F￿r jede Version
wird das Datum, die Zeit, der Benutzername und eine Bearbeitungszusammen-
fassung angegeben. Der Quellcode 4.2 zeigt, wie ein XML-Dokument aussieht,
das von dieser Funktion erzeugt wurde. Dieses XML-Dokument enth￿lt genau






4 <base>http: //de . wikipedia . org/wiki/Hauptseite</ base>
5 <generator>MediaWiki 1.8 alpha</generator>
6 <case>first −letter</case>
7 <namespaces>
8 [ . . . ]
9 <namespace key="1">Diskussion</namespace>
10 <namespace key="2">Benutzer</namespace>

















27 <text xml:space="preserve ">Ein ’ ’ ’Wiki ’ ’ ’ , auch





Quellcode 4.2: Spezialseite: Seiten exportieren. Quelle: vgl. [wik06i]
In [wik06i] werden vier verschiedene Methoden zum Export von Seiten vorgestellt.
1. Der Name einer Seite wird in dem Textfeld auf der Spezialseite ￿Seiten
exportieren￿ eingegeben oder innerhalb der URL http://Host/Verzeichnis/
Special:Export/Seitenname ￿bergeben.
2. Eine Liste aller Seitennamen eines Namensraums kann ￿ber die Spezial-
seite ￿Alle Seiten￿ erhalten werden. Das Backup-Skript ￿dumpBackup.php￿
schreibt alle ausgew￿hlten Wiki-Seiten in eine XML-Datei und arbeitet nur
mit MediaWiki 1.5 oder neueren Versionen. Ein direkter Zugang zum Server
muss vorhanden sein, um das Skript auszuf￿hren. Dumps der MediaWiki
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Projekte, werden mehr oder weniger regelm￿￿ig unter http://download.
wikipedia.org zur Verf￿gung gestellt.
3. Es gibt ein OAI3-PMH4-Interface, um regelm￿￿ig Seiten zu holen, die zu ei-
nem spezi￿schen Zeitpunkt ge￿ndert worden sind. F￿r Wikimedia-Projekte
ist diese Schnittstelle nicht ￿￿entlich verf￿gbar.
4. Die Verwendung des Wikipedia Robot Framework.
Eine Anforderung an das System ist die Extraktion von semantischen Informa-
tionen einer Seite. Aus diesem Grund eignet sich die erste Methode am besten,
in der das XML-Dokument ￿ber die URL und den Seitennamen erzeugt wird.
Die einzelnen Elemente zeigt die Abbildung 4.4 und diese werden im Folgenden
kurz erl￿utert. Welche Elemente wie oft vorkommen m￿ssen und vom welchen
Typ sie sind, wird durch das XML-Schema auf Seite 125 im Anhang genau spe-
zi￿ziert. Das erzeugte XML-Dokument ist in zwei Teile unterteilt. Der erste Teil
beschreibt die Seiteninformationen <siteinfo> und der zweite die Seite <page>.
Der Name des Wikis steht in <sitename>. In <base> ￿ndet man die URL der
Hauptseite. Im <generator>-Tag steht die MediaWiki Version. Die F￿lle bei der
Verwaltung der Seitennamen unterscheidet <case>. Es kann die Werte ￿rst-letter,
case-sensitiv oder case-insensitiv annehmen. Die Namensr￿ume werden im <na-
mespace>-Tag innerhalb von <namespaces> aufgelistet.
Als Eingabe f￿r die Extraktion semantischer Informationen muss der Name des
Wikis und die MediaWiki Version bekannt sein (siehe Abbildung 4.1). Aus diesem
Grund wird der Inhalt von
• <sitename> und
• <generator>
ben￿tigt. Das Element <page> enth￿lt den Titel <title> mit Namensraumpr￿￿x,
die ID <id> der Seite und falls es Seiteneinschr￿nkungen gibt, das <restricti-
ons>-Element. F￿r jede Version einer Seite (als Standardeinstellung wird nur die
aktuellste Version exportiert) gibt es das <revision>-Element. F￿r jede Revisi-
on k￿nnen folgende Informationen angegeben werden: die ID <id>, das Datum
<timestamp> gem￿￿ ISO8601 (siehe [wik06i]) und vom Autor <contributor>,
der Benutzername <username>, die ID <id> oder die IP-Adresse <ip>. Das
<minor>-Tag ist ein Markierungszeichen, das <comment>-Element bezeichnet
Kommentare und letztendlich steht innerhalb der <text>-Tags der gesamte Text
in Wiki-Syntax.
3Abk. f￿r Open Archives Initiative.
4Abk. f￿r Protocol for Metadata Harvesting.
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Als Eingabe f￿r die Extraktion semantischer Informationen m￿ssen das Datum,
an dem die Seite erstellt oder ge￿ndert wurde, der Autor und das Text-Element




































































































































Abbildung 4.4: Struktur der XML-Datei: export-0.3.xml
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4.1.2.2 Stopwortliste
Um statistische Auswertungen, wie die Bestimmung wichtiger W￿rter einer Sei-
te machen zu k￿nnen, wird eine Stopwortliste ben￿tigt (siehe 3.4.2). In einer
Stopwortliste werden alle W￿rter aufgelistet, die nicht in die Auswertung mitein-
bezogen werden sollen. Sie existiert f￿r fast alle Sprachen. Statt eine bestehende
Stopwortliste aus dem WWW zu verwenden, bietet es sich an, eine eigene Liste
zu erstellen. Diese erm￿glicht durch die Erg￿nzung und L￿schung von W￿rtern
die anwendungsbezogene Anpassung. Bei weiteren Auswertungen werden diese
W￿rter nicht mehr mit einbezogen. Eine Stopwortliste be￿ndet sich im Anhang
auf Seite 116.
4.1.3 Mediator
Der Mediator hat die Aufgabe zwischen der Anwendung und dem Wrapper zu
vermitteln. Aus der Anforderung heraus, dass das Gesamtsystem an das Anwen-
dungsszenario anpassbar sein soll, muss der Mediator sehr ￿exibel sein. Aus die-
sem Grund wird zwischen festen5 und optionalen6 Aufgaben unterschieden. Eine
weitere Unterscheidung erfolgt aufgrund der Anforderung, dass eine Benutzerak-
tion erw￿nscht sein kann oder auch nicht (automatischer oder halb-automatischer
Modus). Anhand der Abbildung 4.5 werden in den n￿chsten Abschnitten die ein-
zelnen Aufgaben n￿her erl￿utert.
Die Anwendung soll vom Wiki-System, das als Datenquelle benutzt wird, un-
abh￿ngig sein. Sie kennt nur den Namen des Wikis, aus dem die Informationen
extrahiert werden sollen. F￿r die Verwaltung der verschiedenen Wiki-Systeme ist
der Mediator verantwortlich. Daf￿r verwendet er eine Kon￿gurationsdatei (siehe
4.1.3.1).
5In der Abbildung 4.5 die Punkte mit wei￿em Hintergrund.
6In der Abbildung 4.5 die Punkte mit grauem Hintergrund.
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Abbildung 4.5: Aufgaben des Mediators
Die f￿nf festen Aufgaben des Mediators sind: 











 3. Nach Kenntnis




 4. Das vom Wrapper er-
zeugte XML-Dokument wird anschlie￿end im Mediator bearbeitet. Der Mediator
bildet zum Beispiel f￿r die Bestimmung der Seiten, die sich gegenseitig verlinken,














<backlink relation="" result="">Seite A</backlink>
</backlinks>
Wenn zwei Seiten sich gegenseitig verlinken, erzeugt der Mediator ein zus￿tzli-
ches Element <compare_wikilinks_backlinks> . Dieses Element wird dem XML-
Dokument hinzugef￿gt.
<compare_wikilinks_backlinks>
<linkname relation="" result="">Seite A</ link>
</compare_wikilinks_backlinks>
Bei den Wortrelationen ￿berpr￿ft der Mediator, ob einer von den beiden Begri￿en
nur aus Gro￿buchstaben besteht. In dem Fall, kann es sich um ein Akronym
handeln und das zugeh￿rige Element bekommt die Relation relation="acronym"








Diese Aufgaben werden vom Mediator und nicht vom Wrapper durchgef￿hrt, da




 5. Das erzeugte XML-Dokument wird
letztendlich an die Anwendung zur￿ckgegeben.
Alle f￿nf Schritte werden immer ausgef￿hrt, unabh￿ngig davon in welchem Mo-
dus (automatisch oder halb-automatisch) das System l￿uft .





 4.1 die Verwendung eines W￿rterbuches zur Veri￿kation der Synonyme, 


 4.2 die Abfrage der Daten aus und die Speicherung in eine Datenbank. Wie die
Tabelle 4.1 zeigt, m￿ssen vier F￿lle7 unterschieden werden.
7Ja: wird verwendet; Nein: wird nicht verwendet.
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Datenbank W￿rterbuch
1. Fall: Nein Ja
2. Fall: Ja Ja
3. Fall: Ja Nein
4. Fall: Nein Nein
Tabelle 4.1: Datenbank-W￿rterbuch Matrix
Fall 1: Falls die Einbindung eines W￿rterbuches erw￿nscht ist, kommt in Schritt 






 4.1 , die Veri￿kation, hinzu. In diesem Schritt wird ￿ber-
pr￿ft, ob die Annahme, dass zwei W￿rter synonym sind, korrekt ist. Ist die An-
nahme richtig, so erh￿lt das XML-Element das Attribut result="correct" zu-









Die ￿berpr￿fung der Annahme, ob von zwei W￿rtern eines das Akronym und
das andere aus den Teilw￿rtern besteht oder ob beide W￿rter homonym sind,
kann von den meisten W￿rterb￿chern nicht veri￿ziert werden. Eine ausf￿hrliche
Erl￿uterung zur Verwendung eines W￿rterbuches wird in 4.1.3.2 gegeben.
Fall 2: Wird die Verwendung einer Datenbank und die Abfrage eines W￿rter-








 4.1 ausgef￿hrt. F￿r
alle extrahierten Informationen wird in der Datenbank abgefragt, ob es einen
Eintrag gibt. F￿r gefundene Eintr￿ge wird die Semantik aus der Datenbank als
Attribut in das XML-Ausgabedokument ￿bernommen. Beispielsweise f￿r zwei
Links die de￿nierte Relation.
<links>





F￿r alle Elemente, die als Annahme die Relation relation="synonym" haben und
nicht in der Datenbank gefunden werden, wird zus￿tzlich eine W￿rterbuchabfrage
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gestartet. Anschlie￿end werden alle durch das W￿rterbuch veri￿zierten Begri￿s-
relationen in die Datenbank hinzugef￿gt.




 4.2 ausgef￿hrt. Um den extrahierten
semantischen Informationen eine Semantik zu geben, wird gepr￿ft, ob es einen
Eintrag in der Datenbank gibt. Bei gefundenem Eintrag wird die Relation dem
jeweiligem Element als Attribut zugeordnet.
Fall 4: Da keine Datenbankabfrage und Verwendung eines W￿rterbuches erw￿nscht
sind, muss der Mediator keine zus￿tzlichen Aufgaben durchf￿hren.
In vielen F￿llen ist es schwierig einer Information automatisch eine Semantik
zu geben. Aus diesem Grund ist das Wissen des Benutzers gefordert. Durch den
halb-automatischen Modus wird dem Benutzer erm￿glicht, die extrahierten Infor-




 5. die extrahierten Informationen
an die Anwendung zur￿ckgegeben wurden, kann der Benutzer diese annotieren 







 7. . Abh￿ngig von den drei F￿llen, die in der Tabelle 4.1




 7.1 , die Verwendung eines W￿rter-




 7.2 , die Speicherung und Abfrage der
Daten in einer Datenbank auf den Mediator hinzu. Diese Aufgaben entsprechen
denen im automatischen Modus.
4.1.3.1 Kon￿gurationsdatei
Als Anforderung an das System wurde de￿niert, dass die Anwendung alle Wiki-
Systeme kennt, aus der sie semantische Informationen extrahieren kann. Die An-
wendung soll von der expliziten Adresse des Wiki-Systems unabh￿ngig sein. Um
diese Anforderungen zu erf￿llen, bietet sich eine Kon￿gurationsdatei an, in der
f￿r jedes Wiki der Name und die Adresse gespeichert werden. Die Anwendung
muss somit nur den Namen des Wikis, aus dem die Daten extrahiert werden sol-
len, an den Mediator ￿bergeben. Der Mediator kann die Adresse (URL) ￿ber den
Namen des Wikis in der Kon￿gurationsdatei ￿nden.
Als Kon￿gurationsdatei bietet sich beispielsweise eine XML-Datei an, weil sie ei-
ne einheitliche Syntax und gleichzeitig alle n￿tigen Werkzeuge besitzen, um sie
zu lesen und zu interpretieren (vgl. [Amm04]). SAX 8 ist eine standardisierte Me-
thode, ein XML-Dokument durch einen Parser zu bearbeiten. DOM 9 ist ebenfalls
eine M￿glichkeit XML-Dokumente auszuwerten und wurde vom W3C standar-
disiert (vgl. [w3ca]). F￿r ein einfaches Arbeiten mit XML reicht SAX aus. F￿r
8Abk. f￿r Simple API for XML.
9Abk. f￿r Document Object Model.
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nachtr￿gliche Manipulationen des XML-Dokuments ist SAX zu eingeschr￿nkt.
Wie eine Kon￿gurationsdatei aussehen kann, zeigt der Quellcode 4.3. Damit der
Wrapper unterschiedliche Seiten (daf￿r ist nur der Host und das Verzeichnis wich-
tig) aufrufen kann, wird die URL in drei Teile zerlegt:
• in den Host <host>,
• in das Verzeichnis <url>,
• in die Funktion, die das XML-Eingabedokument erzeugt <xml>.
Der Mediator kann in der Kon￿gurationsdatei ￿ber den Namen des Wikis <na-
me> die URL aus dem Inhalt zwischen den Tags <host>, <url> und <xml>
erstellen. Wird ein neuer Wrapper f￿r ein Wiki-System implementiert, m￿ssen
alle neu hinzugekommenen Wikis in die Liste aufgenommen werden. So k￿nnen























Die Anforderungen an das W￿rterbuch sind:
1. Die Veri￿kation der extrahierten Informationen. Dies ist nur bei den Syn-
onymen, Akronymen, Homonymen und bei Ober- und Unterbegri￿en m￿g-
lich.
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2. Die Bildung der Grundform eines Wortes.
Im Internet gibt es eine Reihe von Online-W￿rterb￿chern. Die Abfrage eines Wor-
tes kann ￿ber HTTP oder auch ￿ber einen Web-Service erfolgen.
Beim Wortschatzprojekt der Universit￿t Leipzig 10 ist, ￿ber Webservices aus ei-
ner beliebigen Software heraus, ein direkter Zugri￿ auf die Daten m￿glich. Dazu
geh￿ren nicht nur Java-Programme, sondern auch Programme beliebiger anderer
Sprachen, da die Schnittstelle (SOAP11) standardisiert und o￿engelegt ist.
￿Web Services ist der Oberbegri￿ f￿r eine Sammlung aus den drei Technologien:
SOAP, UDDI12 und WSDL13. Web Services erlauben das maschinelle Au￿nden
und Nutzen von Services, bei denen es sich in der Regel um Softwaremodule
handelt. Diese sind in Verzeichnissen (UDDI) beschrieben. Die Kommunikation
bei der Suche und der Nutzung wird ￿ber das SOAP-Protokoll abgewickelt. Die
Services (Funktionen) und deren Parameter werden in der WSDL-Sprache be-
schrieben.￿ [gal06].
Die Tabelle 4.2 zeigt einen ￿berblick der angebotenen Webservices des Wort-
schatzprojektes. Die grau hinterlegten Zeilen kennzeichnen genau die Services,
die man f￿r die oben de￿nierten Anforderungen an das W￿rterbuch ben￿tigt. Je-
doch m￿ssen die Nutzungsbedingungen beachtet werden:
￿Die vom Projekt Deutscher Wortschatz zur Verf￿gung gestellten Daten sind ur-
heberrechtlich gesch￿tzt. Sie werden zur Nutzung f￿r private und wissenschaftli-
che Zwecke in angemessenem Rahmen unentgeltlich zur Verf￿gung gestellt. Jede
￿ber die im WWW bereitgestellten Abfragem￿glichkeiten hinausgehende Nut-
zung, automatisierte Abfragen sowie eine kommerzielle Nutzung, Weiterverarbei-
tung oder Speicherung der Daten sind ohne ausdr￿ckliche schriftliche Zustimmung
der Projektleitung untersagt.￿ [wor06b]
10http://wortschatz.uni-leipzig.de/.
11Abk. f￿r Simple Object Access Protocol. Plattformunabh￿ngiges Kommunikationsprotokoll
bei Web Services.
12Abk. f￿r Universal Description Discovery and Integration. UDDI ist ein Verzeichnisdienst.
13Abk. f￿r Web Services Description Language. De￿niert eine plattform-, programmierspra-
chen- und protokollunabh￿ngige XML-Spezi￿kation zur Beschreibung von Netzwerkdiensten
(Web Services) zum Austausch von Nachrichten.
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Cooccurrences Liefert die als statistisch signi￿kant errechneten
Kookkurrenzen (gemeinsames Vorkommen sprachlicher
Elemente in derselben Umgebung, z.B. in einem Satz).
Grundform Liefert zu einem Wort die Grundform sowie die
Wortklasse.
SentencesToWord Liefert zu einem Wort Beispiels￿tze.
RightOccurrences Gibt zu einem Eingabewort die als
statistisch signi￿kant errechneten rechten Nachbarn an.
LeftOccurrences Gibt zu einem Eingabewort die als
statistisch signi￿kant errechneten linken Nachbarn an.
Frequency Gibt die Frequenz sowie die H￿u￿gkeitsklasse eines
Wortes an.
Synonyms Liefert zu einem Eingabewort die Synonyme.
Tabelle 4.2: ￿berblick ￿ber die Webservices des Wortschatzprojektes.
Quelle: vgl. [wor06a]
Ein weiteres W￿rterbuch im WWW ist das Wictionary 14, ein auf MediaWiki
basierendes Wiki. Es bietet keine direkte Schnittstelle an. ￿ber eine HTTP-
Anfrage und der ￿bergabe des Wortes als Parameter wird das generierte HTML-
Dokument zur￿ckgesendet. Dieses wird anschlie￿end geparst. Wie das Ergebnis
nach der Suche ￿Wiki￿ aussieht, zeigt die Abbildung 4.6. Im Gegensatz zur Suche
im Wortschatzprojekt muss das Wort in der Grundform vorliegen, d.h. f￿r die Bil-
dung der Grundform muss zuerst eine andere Quelle herangezogen werden. F￿r
die Veri￿kation lassen sich in diesem W￿rterbuch zu einem Wort die Synonyme,
Ober- und Unterbegri￿e ￿nden.
14Wictionary ist ein frei verf￿gbares, mehrsprachiges W￿rterbuch f￿r den Wortschatz al-
ler Sprachen. Es existiert seit dem 1. Mai 2004 und umfasst derzeit 20.882 Eintr￿ge.
http://de.wiktionary.org/wiki/Wiktionary:Hauptseite. Stand 04.06.2006.
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Abbildung 4.6: Screenshot aus dem W￿rterbuch: Wictionary
Ob ein W￿rterbuch bei der Extraktion der semantischen Informationen mit ein-
gebunden wird, ist von der Anwendung abh￿ngig. Ein W￿rterbuch kann sowohl
im automatischen als auch im halb-automatischen Modus verwendet werden. Ist
eine Veri￿kation mit einem W￿rterbuch erw￿nscht, wird der Parameter Dictio-
nary=Yes dem Mediator ￿bergeben. Als Standardeinstellung (default: Dictiona-
ry=No) wird keine W￿rterbuchabfrage durchgef￿hrt.
Bei zwei Begri￿en wird in einem W￿rterbuch der erste Begri￿ gesucht und ￿ber-
pr￿ft, ob der zweite genau der Annahme (Synonym, Akronym usw.) entspricht.
Nachdem die Begri￿srelation veri￿ziert wurde, wird dem entsprechendem Ele-
ment das Attribut result="correct" zugewiesen. Wird ein Eintrag nicht gefunden,






































4.1.3.3 Speicherung der Daten
Damit die extrahierten und annotierten Informationen nicht verloren gehen und
f￿r die n￿chsten Abfragen wieder zur Verf￿gung stehen, ist die Speicherung der
Daten sinnvoll. Folgende Informationen sollen gespeichert werden:
1. Die Relationen, die zwischen zwei Seiten existieren k￿nnen (Seite 1, Seite 2,
Semantik).
Der Benutzer de￿niert eine Semantik zwischen zwei Seiten. Ohne Speicherung der
Daten ist diese Information f￿r die n￿chsten Durchl￿ufe nicht mehr verf￿gbar und
m￿sste neu eingegeben werden. Arbeitet eine Anwendung in einem bestimmten
Kontext, so sind die Relationen, die auftreten k￿nnen, immer ￿hnlich. Aus diesem
Grund ist eine zus￿tzliche Speicherung der Relationen, die dem Benutzer zur
Auswahl stehen k￿nnen, n￿tzlich. Der Vorteil dabei ist, dass er die Relation nicht
immer neu eingeben muss, sondern aus einer Liste ausw￿hlen kann. Das System
ist somit an eigene Bed￿rfnisse anpassbar.
Als Speicherung dieser Informationen eignet sich eine Datenbank. Es sind die
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Tabellen 4.3 und 4.4 zur Speicherung der semantischen Informationen und der
Relationen notwendig.
Tabelle: information
Feld: term1 term2 type relation
Tabelle 4.3: Speicherung der semantischen Informationen
Tabelle: relation
Feld: name
Tabelle 4.4: Speicherung der Relationen
Die Anwendung ￿bergibt dem Mediator als Parameter DB=Yes|No, ob eine Spei-
cherung erw￿nscht ist oder nicht. F￿r die Speicherung der Informationen (Seite
1, Seite 2, Semantik) sind vier Eintr￿ge notwendig (siehe Tabelle 4.3). Zum einen
der Name der Seite, von der der Link ausgeht (term1) und zum anderen der Name
der Seite, auf die verlinkt wird (term2). Da der Name einer Seite nicht eindeutig
ist, wird im Feld ￿type￿ als dritter Eintrag der Namensraum der Seite gespeichert.
Der vierte Eintrag ￿relation￿ enth￿lt die Semantik des Links. In der Tabelle 4.4
sind als Standardeinstellung eine Reihe von vorde￿nierten Relationen eingetra-
gen. Diese stehen dem Benutzer zur Auswahl. Eine Au￿istung aller Relationen
zeigt die Tabelle 4.8 auf Seite 68.
2. Nach der Veri￿kation durch ein W￿rterbuch oder durch den Benutzer sollen
sichere Informationen zwischen W￿rtern wie Synonyme, Akronyme und Homony-
me gespeichert werden.
Zwischen zwei oder auch mehreren W￿rtern k￿nnen Relationen (siehe 2.4.2) be-
stehen. Wird das Tripel (Begri￿ 1, Begri￿ 2, Relation) gespeichert, so kann auf
diese Information auch bei weiteren Durchl￿ufen zugegri￿en werden.
F￿r jede Begri￿srelation gibt es eine Tabelle, in der das Tripel gespeichert wird.
Je nachdem, in welcher Tabelle sich zwei Begri￿e be￿nden, kann man feststellen,
um welche Relation es sich handelt.
Tabelle: synonym
Feld: name1 name2
Tabelle 4.5: Speicherung der Begri￿srelation (Synonym)
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Tabelle: acronym
Feld: name1 name2
Tabelle 4.6: Speicherung der Begri￿srelation (Akronym)
Tabelle: homonym
Feld: name1 name2
Tabelle 4.7: Speicherung der Begri￿srelation (Homonym)
3. Das XML-Dokument mit allen extrahierten Informationen soll ebenfalls ge-
speichert werden.
Da sich der Inhalt einer Seite innerhalb k￿rzester Zeit ￿ndern kann, sollte der
Anwender entscheiden, ob die semantischen Informationen direkt aus der Daten-
bank geholt oder erneut aus dem Wiki extrahiert werden sollen. Um die Aktua-
lit￿t des XML-Dokuments zu gew￿hrleisten, k￿nnten sich die Seiten innerhalb
der Datenbank regelm￿￿ig aktualisieren. Durch die Speicherung der Semantik
zwischen Seiten und Worten in separaten Tabellen, gehen auch die veri￿zierten
und annotierten Informationen nicht verloren. Neu hinzukommende Informatio-
nen erhalten nur eine Semantik, wenn diese automatisch zugewiesen werden kann.
F￿r die Speicherung der Relationen zwischen zwei Seiten und den Begri￿sre-
lationen bietet sich, wie schon erw￿hnt, eine Datenbank an. In den jeweiligen
Tabellen (information, synonym, acronym und homonym) werden die Daten ge-
speichert und stehen als Informationsquelle bei weiteren Abfragen zur Verf￿gung.
Das XML-Dokument kann als Datei oder als Text in einer Datenbank gespeichert
werden. Die Speicherung als Datei im Dateisystem ist f￿r einzelne Dokumente und
kleinere Datenmengen ausreichend. Bei gro￿en Datenmengen ist die Speicherung
in relationalen Datenbanken geeigneter, weil im Worst-Case ansonsten eine gro￿e
Anzahl von Dokumenten verwaltet werden m￿sste.
Bei der Speicherung in einer Datenbank unterscheidet man zwischen element-
basierter und dokumentbasierter Speicherung. Die elementbasierte Speicherung
ordnet die einzelnen Elemente und Attribute aus der XML-Datei den Daten-
banktabellen zu. Je nach Verschachtelung der Elemente, m￿ssen diese eventuell
verschiedenen Tabellen zugeordnet werden. Jedes Element des XML-Dokuments
ist somit auch in der Datenbank vorhanden und kann ￿ber die Tabellen gesucht
werden. Der Nachteil dieser Methode ist, dass das XML-Dokument daf￿r in seine
einzelnen Elemente zerlegt werden muss. F￿r die Zusammensetzung des XML-
Dokuments wiederum sind eine Reihe von Datenbankzugri￿en notwendig, was
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sehr aufwendig ist.
Bei der dokumentbasierten Speicherung wird auf diese aufwendige Prozedur ver-
zichtet. Stattdessen wird das gesamte Dokument als Text in einem Tabellenfeld
gespeichert. In diesem Fall ist es fraglich, ob ￿berhaupt eine Datenbank ben￿tigt
wird. In vielen Anwendungen wird eine Mischform aus element- und dokument-
basierten Speicherung verwendet. Bestimmte Teile des XML-Dokuments werden
in einer Datenbank zur Verf￿gung gestellt, auf die seperat zugegri￿en werden
kann. Das gesamte XML-Dokument wird dann erneut als Text in der Datenbank
gespeichert. (vgl. [Loc02])
4.1.4 Anwendung
Eine Anwendung kann entweder eine Desktop-Anwendung (Textverarbeitungs-
programm, E-Mail Programm, Datenbankanwendung usw.) oder eine Web-An-
wendung, wie zum Beispiel der Prototyp (siehe 5.1), sein. Desktop-Anwendungen
sind lokal auf dem Arbeitsplatzrechner installiert und verf￿gen ￿ber eine eigene
Benutzerober￿￿che. Eine Web-Anwendung ist ein Computer-Programm, das auf
einem Webserver ausgef￿hrt wird, wobei eine Interaktion mit dem Benutzer aus-
schlie￿lich ￿ber einen Browser erfolgt. Hierzu sind der Computer des Benutzers
(Client) und der Server ￿ber ein Netzwerk, wie das Internet oder ￿ber ein Intra-
net, miteinander verbunden, so dass die r￿umliche Entfernung zwischen Client
und Server unerheblich ist.
Die Bearbeitung von Anfrage und Antwort geschieht on-the-￿y. Die Anwendung










15Abk. f￿r Uniform Resource Locator. Eine URL bezeichnet die gesamte Adresse einer Inter-
netseite.






• MajorCategory=0|1, MajorDepth=Tiefe default: Tiefe=3,
• SubCategory=0|1, SubDepth=Tiefe default: Tiefe=3,
• PagesInCategory=0|1,








• Dictionary=Yes|No default: No,
• DB=Yes|No default: No.
Nach Anforderung soll auf die Anfrage nach einer nicht existierenden Seite eine
Fehlermeldung ausgegeben werden. Es gibt zwei M￿glichkeiten einen Fehler zu
verhindern. Zum einen kann der Anwendung bei Benutzung eines Wikis, das auf
MediaWiki basiert, ￿ber die Spezialfunktion ￿Alle Artikel￿ alle Seiten eines Wikis
zur Verf￿gung gestellt werden. Zum anderen kann bei Verwendung einer Daten-
bank eine Liste aller Seiten, die schon bis zu diesem Zeitpunkt aufgerufen wurden,
erstellt werden. Den Namen der Wikis, die als Datenquelle benutzt werden k￿n-
nen, erh￿lt die Anwendung aus der Kon￿gurationsdatei. Wenn eine ￿bergebene
Variable den Wert 0 hat, wird diese Information nicht extrahiert, bei 1 wird sie es.
Die Weiterverarbeitung des erzeugten XML-Dokuments ist vom Anwendungs-
kontext abh￿ngig. Das XML-Dokument kann in verschiedene Formate (Text-,
Gra￿k- oder Multimediaformate) transformiert werden, zum Beispiel mit einer
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XSLT-Datei in HTML, SVG, WML, CSV usw. (siehe Abbildung 3.6). Wenn kei-
ne direkte Ausgabe erw￿nscht ist, k￿nnen die extrahierten Informationen in einer
Datenbank gespeichert werden. Damit ist nicht die Datenbank des Extraktions-
systems gemeint, sondern die der Anwendung.
4.2 Gesamtarchitektur
Im Unterkapitel 4.1 wurden die einzelnen Systemkomponenten vorgestellt. Die
daraus entstandene Gesamtarchitektur zeigt die Abbildung 4.7 auf Seite 65. Die
Architektur wird in vier Schichten unterteilt: die Anwendung, der Mediator, die
Wrapper und als unterste Schicht die Wikis. Da die Anwendung und die verschie-
denen Wikis gegeben sind, besteht das Extraktionssystem in erster Linie aus dem
Mediator und den Wrappern. Der Mediator ist Vermittler zwischen der Anwen-
dung und den Wiki-Systemen. Er nimmt die Anfrage der Anwendung entgegen
und ruft den zust￿ndigen Wrapper auf. F￿r Aufgaben, die unabh￿ngig vom Wi-
ki sind, wie die Veri￿kation durch ein W￿rterbuch oder des Benutzers und die
Speicherung der Daten, ist ebenfalls der Mediator zust￿ndig. Der Wrapper bildet
eine einheitliche Schnittstelle zwischen den unterschiedlichen Wiki-Systemen und
dem Mediator. Sie haben die Aufgaben, die semantischen Informationen aus den
Wiki-Systemen zu extrahieren und dabei gleichzeitig das XML-Ausgabedokument
zu erzeugen. Im n￿chsten Schritt wird dieses Ausgabedokument an den Media-
tor ￿bergeben. Die Anwendung hat demnach lediglich die Aufgabe eine Abfrage






4.3.1 Zu extrahierende Informationen
Ziel des Extraktionssystems ist es, die Informationen in ein semantisch annotiertes
XML-Dokument zu transformieren.
4.3.1.1 Links
Innerhalb von Wiki-Systemen gibt es eine Reihe von unterschiedlichen Linktypen
(siehe 3.3). Durch den Linktyp wird der Seite automatisch eine Semantik gegeben.
















Externer Link [http://www.ziel.de Beschreibung des Ziels]
<externallinks>
<externallink relation="" result="">
<url>http: //www. ziel . de</url>











4.3.1.2 Seiten einer Kategorie
Wie in der Analyse (3.3.6) beschrieben, lassen sich Seiten nach ihrem Inhalt in
Kategorien einordnen. Die Abbildung 4.8 zeigt, dass man durch die Information
zweier Seiten die in der gleichen Kategorie sind, eine Semantik ableiten kann.
Die Seite ￿Informatik￿ ist zum Beispiel den zwei Kategorien ￿Informatik￿ und
￿Wissenschaft￿ (gr￿n) zugeordnet. Innerhalb beider Kategorien existieren weitere
Seiten wie Aliasing, Mathematik, Wissenschaftsjahr usw. Die Beziehung zwischen
der Seite Informatik und Wissenschaftsjahr ist nicht explizit ersichtlich, weil kein
Link von Informatik auf das Wissenschaftsjahr verweist. Da das Wissenschaftsjahr
2006 das Informatikjahr ist, besteht somit eine inhaltliche Beziehung zwischen den
Seiten. Diese Beziehung l￿sst sich nur ￿ber die Kategorien oder ￿ber den Backlink
Mechanismus (hellblauer Pfeil) ableiten.
Abbildung 4.8: Seiten einer Kategorie
4.3.2 De￿nition der Relationen
Um den Informationen eine Semantik zu geben, wird zwischen automatischer Zu-
weisung oder einer Zuweisung durch den Benutzer unterschieden. F￿r die automa-
tische Zuweisung sind eine Reihe von Relationen (siehe Tabelle 4.8) vorde￿niert.
Diese Liste ist erweiterbar.
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Information Quelle Relation ￿bersetzung*
Seite-Wiki XML extrahiert-aus extracted-from
Seite-Wiki XML erzeugt-von generated-from
Seite-Datum XML bearbeitet-am edited-on
Seite-Autor XML hat-geschrieben wrote
Wort-Wort Wiki-Text Oberbegri￿-von major-term
Wort-Wort Wiki-Text Unterbegri￿-von sub-term
Wort-Wort Wiki-Text Synonym-f￿r synonym
Wort-Wort Wiki-Text Akronym-f￿r acronym
Wort-Wort Wiki-Text Homonym-f￿r homonym
Wort-Wort Wiki-Text Teil-von part-of
Wort-Wort Wiki-Text Instrument-f￿r tool-for
Wort-Wort Wiki-Text Ursache-von reason-for
Wort-Wort Wiki-Text geh￿rt-zu belongs-to
Tabelle 4.8: De￿nierte Relationen
(*) Die ￿bersetzung der Relationen ist notwendig, da die Elemente im XML-Dokument auch auf
Englisch sind. Als Eingabedokument wird das XML-Dokument verwendet, das von der Funktion
￿Seiten exportieren￿ erzeugt wird. Dort sind alle Elemente auf Englisch de￿niert. Um konform
zu bleiben, werden daher immer alle Elemente und Attribute aus dem Deutschen ￿bersetzt.
F￿r alle extrahierten Informationen ist es wichtig festzuhalten, aus welchen Quel-
len (Wiki-Systemen) sie urspr￿nglich stammen. Bei jedem Extraktionsvorgang
kann einer Seite deshalb die Relation erzeugt-von und bearbeitet-am zugeordnet
werden. Die bearbeitet-am-Relation bezieht sich nicht auf das Datum, an dem die
Daten extrahiert wurden, sondern auf das Datum, an dem die Seite das letzte
Mal bearbeitet wurde.
Jedes Dokument wurde von mindestens einem Autor bearbeitet, d.h. zwischen
einer Seite und einem Autor besteht eine hat-Autor-Beziehung. Daher ist es m￿g-
lich, alle Dokumente eines Autors, die er geschrieben oder ge￿ndert hat, durch
den Backlink-Mechanismus zu ￿nden. Dieser Information kann wiederum die hat-
geschrieben-Beziehung zugeordnet werden.
4.3.3 Bewertung der Informationen
Nach dem Wiki-Prinzip kann jeder Benutzer auf schnelle und einfache Weise
Inhalte in ein Wiki-System einf￿gen. Das Problem hierbei ist, dass es keine Ga-
rantie f￿r die Richtigkeit die Inhalte gibt. Dies muss bei der Extraktion von
Informationen beachtet werden. Aussagen k￿nnen nicht immer mit Sicherheit ge-
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tro￿en werden. Die Algorithmen und Heuristiken, die im Detail im Kapitel 4.4
erl￿utert werden, beschreiben Regeln wie bestimmte Informationen gefunden wer-
den. Informationen, die durch Heuristiken extrahiert werden, sind zun￿chst nur
Annahmen und werden als unsichere Aussage (result="possibly-correct" ) gekenn-
zeichnet. Erst nachdem diese Informationen von einem Benutzer oder einem W￿r-
terbuch, abh￿ngig von der Information, veri￿ziert wurden, k￿nnen sie als sicher
(result="correct") oder falsch (result="incorrect" ) gekennzeichnet werden. Der
Benutzer selbst ist f￿r die Richtigkeit seiner annotierten Informationen verant-
wortlich. Sichere Informationen k￿nnen in einer Datenbank gespeichert werden.
Ein Zugri￿ auf diese Daten ist in der n￿chsten Veri￿kationsphase m￿glich. Da-
durch werden keine zus￿tzlichen W￿rterbuch- oder Benutzerabfragen ben￿tigt.
Die Speicherung der veri￿zierten und annotierten Daten in einer Datenbank hat
folgende Vorteile:
1. Wiederverwendbarkeit der Daten,
2. Verringerung der Zugri￿szeit.
Der Benutzer kann durch die Annotation die Semantik eines Links explizit ange-
ben. Dazu erh￿lt er bei der Verwendung einer Datenbank eine Liste von m￿glichen
Relationen (siehe Tabelle 4.8), aus der er die passende ausw￿hlt. Der Benutzer
kann aber auch eine neue Relation de￿nieren, die anschlie￿end in der Datenbank
gespeichert und somit in die Liste der vorde￿nierten Relationen aufgenommen
wird. Ist die Verwendung einer Datenbank nicht erw￿nscht, so kann der Benut-
zer zwar im halb-automatischen Modus die Informationen annotieren. Er erh￿lt
aber keine vorde￿nierten Relationen zur Auswahl und die von ihm eingegebenen
Annotationen werden auch nicht gespeichert.
4.4 Algorithmen und Heuristiken
Eine weitere Aufgabe dieser Diplomarbeit besteht in der Erarbeitung, welche
Informationen auf algorithmischen Weg oder mittels Heuristiken gefunden wer-
den k￿nnen. Ein Algorithmus ist de￿niert als eine ￿eindeutige und vollst￿ndige
Beschreibung eines methodischen Wegs zur L￿sung eines Problems￿ [uni06]. Bei
der Extraktion von semantischen Informationen wird immer, wenn eine Informa-
tion mit Sicherheit gefunden werden kann und die Semantik eindeutig ist, ein
Algorithmus angegeben. In dem Fall, dass eine Information nicht mit Sicherheit
zu extrahieren ist und die Semantik nur angenommen werden kann, wird eine
Heuristik de￿niert.
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Die in dieser Arbeit aufgestellten Algorithmen und Heuristiken haben folgende
Struktur:
Name Jeder Algorithmus und jede Heuristik besitzt einen Namen.
Beschreibung Eine kurze Beschreibung des Algorithmus und der Heuristik.
Semantik Welche Semantik kann aus der Information abgeleitet werden?
Quelle In welcher Datenquelle wird diese Information gefunden?
HTML http://Host/Verzeichnis/Seitenname
XML Spezialfunktion ￿Seiten exportieren￿
http://Host/Verzeichnis/Spezial:Export/Seitenname
Wiki-Text Aus dem XML-Dokument (<text>Text</text>) oder
aus der HTML-Seite im Bearbeitungsmodus
(http://Host/Verzeichnis/index.php?title=Seitennamen
&action=edit <form>Text</form>)
Spezialfunktion HTML-Seite, die von einer Spezialfunktion erzeugt wird
Tabelle 4.9: Datenquellen
Extraktion Wie kann man diese Information extrahieren?
Darstellung Die Darstellung im XML-Dokument (Output.xml).
Der Name, die Beschreibung, die Semantik und die Darstellung der de￿nierten
Algorithmen und Heuristiken, ist auf alle Wiki-Systeme anwendbar. Die angege-




Jedes Wiki-System hat einen Namen. Diese Information gibt Auskunft dar￿ber,
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Version






























Heuristiken bezeichnen Strategien, die das Finden von unsicheren semantischen
Informationen erm￿glichen. Sie kommen dann zum Einsatz, wenn kein mit Si-
cherheit zum Erfolg f￿hrender Algorithmus bekannt ist.
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Synonym
Synonyme (siehe 2.4.2) sind W￿rter, die eine identische oder ￿hnliche Bedeutung
haben.
Wenn bei einem Link (siehe 3.3) auf einer Seite der Linktext nicht identisch mit
dem Seitennamen ist, kann dies ein Hinweis auf ein Synonym sein. Eine Weiter-
leitung (siehe 3.2) von einer Seite auf eine andere kann auch auf ein Synonym
hinweisen.
1. Quelle: HTML
Die Zielbeschreibung eines Links ist ungleich dem Seitennamen.













Akronyme (siehe 3.4.3) sind Abk￿rzungen, die aus den Anfangsbuchstaben meh-
rerer (Teil-) W￿rter gebildet werden.
In den meisten F￿llen wird das Akronym, bevor es benutzt wird, einmal als kom-
pletter Ausdruck geschrieben.
Akronyme lassen sich im Wiki-Text oder im HTML-Dokument ￿nden, wenn nach
Mustern gesucht wird. Links sind eine andere M￿glichkeit, um Akronyme zu ￿n-
den.




2. Die Zielbeschreibung eines Links ist ungleich dem Seitennamen.
Quelle: HTML
<a href ="Akronym">Ausdruck</a> oder
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Homonym
Als Homonym (siehe 3.4.4) bezeichnet man ein Wort, das unterschiedliche Be-
deutungen hat. Der Seitenname eines Dokuments sollte eindeutig sein, damit er
￿ber die Suchfunktion eines Wikis gefunden werden kann. Eine feste Regel f￿r
die Namensgebung einer Seite gibt es nicht. Der Name sollte kurz sein und den
Inhalt gut beschreiben (vgl. [CL01]). Insbesondere Abk￿rzungen sind nicht ein-
deutig, so dass aus einer Liste von M￿glichkeiten die gew￿nschte Seite ausgew￿hlt
werden muss (siehe Abbildung 4.9) (vgl. [Lan05]). Wenn der Name der Seite ein
Homonym ist, gibt es mehrere M￿glichkeiten, die Seiten zu unterscheiden. Links
sind eine andere M￿glichkeit um Homonyme zu ￿nden.
1. Quelle: HTML
Seitenname (Bereich) - Beispiel: Bank (Kreditinstitut)
2. Quelle: HTML
Seitenname f￿hrt auf eine Begri￿serkl￿rungsseite
3. Quelle: HTML









Sucht man in Wikipedia nach dem Artikel Content Management System und gibt
in der Suchfunktion CMS ein, so kann kein Artikel eindeutig identi￿ziert werden.
CMS ist sowohl eine Abk￿rzung f￿r Content Management System als auch f￿r
Card-Management System, Cash-Management System, Chipmesssystem, Chro-
nisches M￿digkeitssyndrom usw. In diesem Fall wird eine Liste aller m￿glichen
Artikel angeboten, wie die Abbildung 4.9 zeigt.
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Abbildung 4.9: Screenshot einer Begri￿serkl￿rungsseite. Quelle: [wik06e]
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Links
In einem Wiki lassen sich verschiedene Linktypen extrahieren (siehe 3.3). Die
Semantik eines Links kann nicht automatisch zugewiesen werden. Durch den Typ
(Wikilink, Externer Link usw.) des Links erh￿lt man lediglich die Information,
um welche Art von Link es sich handelt. Ein externer Link beispielsweise wird
mit sehr gro￿er Wahrscheinlichkeit einen inhaltlichen Zusammenhang haben und
nicht der Navigation dienen.
Quelle: XML
• Wikilink [[]]

































Eine Seite kann in eine oder auch in mehrere Kategorien eingeordnet werden.
Kategorien erm￿glichen eine Klassi￿zierung der Seiten in verschiedene Themen-
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Oberbegri￿
Hyponymie ist eine Relation, die zwischen einem allgemeinen und einem spe-
zi￿schen Begri￿ besteht (siehe 2.4). Der allgemeine Begri￿ ist der Oberbegri￿.
Eine Kategorie selbst kann auch wiederum einer anderen Kategorie zugeordnet
sein. Das Konzept der Kategorien bildet somit eine hierarchische Struktur,









Hyponymie ist eine Relation, die zwischen einem allgemeinen und einem spezi-
￿schen Begri￿ besteht (siehe 2.4). Der spezi￿sche Begri￿ ist der Unterbegri￿.
Eine Kategorie kann selbst auch wiederum eine Unterkategorie besitzen. Das
Konzept der Kategorien bildet eine hierarchische Struktur, d.h. die Unterkate-








Seiten innerhalb einer Kategorie
Eine Seite kann in eine oder auch in mehrere Kategorien eingeordnet werden.
Kategorien erm￿glichen eine Klassi￿zierung der Seiten in verschiedene Themen-
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Schl￿sselw￿rter
In jedem Text lassen sich W￿rter ￿nden, die charakteristisch f￿r den Inhalt sind.
Um die Worth￿u￿gkeiten in einem Text zu bestimmen, wird eine Stopwortliste
ben￿tigt (siehe 3.4.2). Gegeben ist der Text in Wiki-Syntax und eine Stopwort-
liste.
Folgende Schritte werden nacheinander ausgef￿hrt.
1. entferne alle Sonderzeichen (!, ", &, /, [, ], (, ), ’, #, , {, }, _ usw.),
2. entferne alle Zahlen,
3. ersetze ein Leerzeichen durch zwei,
4. wandle den Text in Kleinbuchstaben um,
5. bilde die Grundform,
6. F￿r alle W￿rter in der Stopwortliste:
6.1 ￿ndere die Zeichenkodierung von ISO-8859-1 in UTF-8,
6.2 entferne alle W￿rter im Text, die gleich dem Wort aus der Stopwortliste
sind,
7. z￿hle wie oft jedes Wort vorkommt.
Im Schritt 3 werden alle W￿rter durch zwei Leerzeichen getrennt, die sp￿ter
wieder entfernt werden. Dieser kleine Trick stellt sicher, dass direkt hinterein-
ander folgende Stopw￿rter auch gel￿scht werden und das W￿rter, die eines der







Wichtige W￿rter werden hervorgehoben. Das kann sowohl durch die Textforma-
tierung (fett, kursiv, unterstrichen) als auch durch die Kennzeichnung als ￿ber-
schrift geschehen (vgl. [Bur04]).
1. Quelle: HTML
<b>Wort</b> (fett), <i>Wort</i> (kursiv), <u>Wort</u> (unter-
strichen), <h1>￿berschrift</h1> (￿berschrift 1 <h1>, ￿berschrift 2
<h2>,￿berschrift 3 <h3>, ...)
2. Quelle: Wiki-Text
￿’Wort￿’ (fett), ￿Wort￿ (kursiv), <u>Wort</u> (Unterstrichen), =￿ber-






Letzte ˜nderung bezieht sich auf das Datum an dem die Seite das letzte Mal
ge￿ndert wurde. Die Semantik ist eine andere als die des Algorithmus mit dem
Namen ￿Datum￿. Die Information des Datums der letzten ˜nderung kann eine




Diese Seite wurde zuletzt ge￿ndert um 14:44, 28. Jul 2006.
<last_modi￿ed>lezte ˜nderung</last_modi￿ed>
In MediaWiki ￿ndet man unter der Rubrik ￿Versionen/Autoren￿ eine Liste al-
ler ˜nderungen der gerade aufgerufenen Seite, die so genannte Versionshistorie
(siehe 2.1.2). Alte Versionen k￿nnen ￿ber einen Klick auf den Link mit Datum
und Uhrzeit wieder aufgerufen und ￿ltere Beitr￿ge wiederhergestellt werden. Je-
de ˜nderung an der Seite wird in die Versionshistorie aufgenommen, falls beim
Speichern im Feld ￿Zusammenfassung￿ ein Kommentar eingegeben wurde. ￿ber
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Details der ˜nderungen kann man sich, durch Klicken auf ￿Aktuell￿ oder ￿Letzte￿
in der Liste, informieren. Die Unterschiede zwischen zwei Versionen werden eben-
falls angezeigt. Hierdurch ist es m￿glich, zur￿ckzuverfolgen, wie eine Seite ent-
standen ist oder welcher Benutzer in letzter Zeit ˜nderungen an der betre￿enden
Seite vorgenommen hat (vgl. [wik05b]). Einen Ausschnitt aus der HTML-Seite
zeigt die Abbildung 4.10.
Abbildung 4.10: Screenshot: Versionen/Autoren. Quelle: [wik06a]
Anzahl der ˜nderungen einer Seite
Unter der Rubrik ￿Versionen/Autoren￿ ￿ndet man die Versionshistorie (vgl.
[wik05b]) einer Seite. Dort kann man zur￿ckverfolgen, wann und von welchem
Benutzer eine ˜nderung an der Seite vorgenommen wurde. Die Spezialfunktion
￿Seiten exportieren￿ kann auf Verlangen alle Versionen einer Seite exportieren.
Eine Seite, die oft ge￿ndert wurde, deutet auf eine hohe Qualit￿t hin.
1. Quelle: HTML
(http://Host/Verzeichnis/index.php?title=Seitenname&action=history)





Anzahl der Autoren, die eine Seite bearbeitet haben
Eine Seite, die von mehreren Autoren bearbeitet wurde, enth￿lt weniger Fehler
als eine Seite, die nur von einem Autor geschrieben wurde. Es gibt zwei M￿glich-
keiten, die Anzahl der verschiedenen Autoren einer Seite festzustellen. Zum einen
kann man diese Information, wie bei der Heuristik ￿Anzahl der ˜nderungen einer
Seite￿, ￿ber die Rubrik ￿Versionen/Autoren￿ heraus￿nden und zum anderen aus












<num_authors>Anzahl der verschiedenen Autoren</num_authors>
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Bearbeitete Seiten eines Autors
Ein aktiver Autor wirkt in der Regel an mehreren Seiten mit. Des Weiteren l￿sst
sich beobachten, dass ein Autor zu bestimmten Themen Beitr￿ge abgibt. In den
meisten F￿llen betre￿en diese thematisch den Beruf oder auch das Hobby des
Autors (vgl. 3.1.3). Weitere Seiten eines Autors k￿nnen interessant sein, da sie












Im n￿chsten Schritt muss von der Benutzerseite (Quelle: HTML
http://Host/Verzeichnis/Benutzer:Benutzername) aus, die Spezialfunktion
(Quelle: http://Host/Verzeichnis/index.php?title=Spezial:Whatlinkshere&target
=Benutzer:Benutzername) aufgerufen werden. Die daraufhin erzeugte Liste ent-









Die meisten Wikis benutzen Textbausteine, um Textabschnitte wiederzuver-
wenden, die auf vielen Seiten vorkommen (vgl. 3.4.1). MediaWiki verwendet
beispielsweise einen Textbaustein daf￿r, um eine Seite als sehr lesenswert,








In diesem Kapitel wird die prototypische Implementation des Konzeptes vorge-
stellt. Die Umsetzung erfolgte auf der Basis des MediaWikis. Das Unterkapitel
(5.1) beschreibt die verwendeten Technologien und die realisierten Funktionen.
Im Anschluss wird eine Auswahl an Problemen (5.2) und L￿sungsans￿tzen vorge-
stellt, die sich w￿hrend der Implementierungsphase ergeben haben. Anhand eines
Beispiels (5.3) wird im letzten Unterkapitel der gesamte Prozess der ￿ Extraktion
von semantischen Informationen￿ demonstriert.
5.1 Umsetzung
Folgende Technologien wurden verwendet:
Web-Anwendung Browser: Microsoft Internet Explorer 6.0, HTML, CSS,
JavaScript, DOM, XSLT: Transformation des XML-
Dokuments in HTML
Mediator PHP Version 5.1.1
Datenbank MySQL
Kon￿gurationsdatei XML-Datei




Wrapper PHP Version 5.1.1
Wiki MediaWiki 1.5.6, XAMPP f￿r Windows Version 1.5.1,
Apache 2.2.0, MySQL
Tabelle 5.1: Eingesetzte Technologien
MediaWiki verwendet die Skriptsprache PHP. Aus diesem Grund wurde diese
Programmiersprache f￿r die Implementation des Prototyps gew￿hlt. Die Abbil-
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Abbildung 5.1: Prototyp im ￿berblick
dung 5.1 zeigt, wie die einzelnen Systemkomponenten des Konzeptes umgesetzt
wurden. In den n￿chsten Unterkapiteln werden diese kurz erl￿utert.
5.1.1 SemanticInformation.html
Als Anwendung wurde f￿r den Prototyp eine Ajax-Anwendung 1 gew￿hlt. Ajax be-
zeichnet ein Konzept der asynchronen Daten￿bertragung zwischen einem Brow-
ser und einem Server, welches erm￿glicht, dass die HTML-Seite nicht mit je-
der HTTP-Anfrage komplett neu geladen werden muss. Es werden nur Teile ei-
ner HTML-Seite bei Bedarf nachgeladen. Um eine interaktive, Desktop-￿hnliche
Web-Anwendung zu realisieren, wurden verschiedene Technologien eingesetzt:
HTML, CSS und DOM zur Repr￿sentation der Inhalte sowie JavaScript zur
Manipulation des DOM und zur dynamischen Darstellung der Inhalte. Java-
Script dient gleichzeitig als Schnittstelle zwischen den einzelnen Komponenten.
Das XMLHttpRequest-Objekt ist Bestandteil vieler Browser und erm￿glicht den
1Apronym f￿r Asynchronous JavaScript and XML.
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Austausch von Daten auf asynchroner Basis. Als Ausgabe wurde das erzeugte
XML-Dokument mit XSLT in HTML transformiert.
￿ber ein Formular kann ein Benutzer die ￿bergabeparameter ausw￿hlen, die an
den Mediator ￿bergeben werden.
Abbildung 5.2: Prototyp: Implementierte Funktionen





 1. Eine Liste der Wiki-Systeme, die als Datenquelle genutzt werden k￿n-










































 6. Die Einbindung einer Datenbank.
5.1.2 Mediator.php
Alle festen und optionalen Aufgaben sind implementiert (siehe 4.1.3). Als Kon￿-
gurationsdatei wird eine XML-Datei verwendet, da DOM das Auslesen der ein-
zelnen Elemente erleichtert. Alle eingetragenen Wiki-Systeme k￿nnen als Daten-
quelle benutzt werden2. Die Einbindung einer MySQL Datenbank ist auch funk-
tionsf￿hig. F￿r die Kommunikation mit der Datenbank sind die Funktionen im
Skript DB.php zust￿ndig.
5.1.3 DB.php
Bei Bedarf stellt das Skript DB.php eine Datenbankverbindung her. Innerhalb
einer Tabelle sollten keine Eintr￿ge doppelt vorkommen. Aus diesem Grund wird
vor jedem Hinzuf￿gen ￿berpr￿ft, ob die Elemente schon existieren. Folgende
Funktionen wurden implementiert:
• connect()
Eine Verbindung zur Datenbank wird hergestellt.
• disconnect()
Die Verbindung zur Datenbank wird beendet.
2Die verwendete Kon￿gurationsdatei be￿ndet sich im Anhang auf Seite 129.
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• insertIntoRelation($relation)
Eine neu de￿nierte Relation ($relation) wird in die Tabelle ￿relation￿ ein-
gef￿gt.
• insertXML($name, $text)
Der Seitenname ($name) und das gesamte XML-Dokument als String ($text)
wird in die Tabelle ￿page￿ eingef￿gt.
• insertIntoInformation($term1, $term2, $type, $relation)
Die Semantik ($relation) zwischen zwei Links wird in der Tabelle ￿infor-
mation￿ gespeichert. Ebenso: der Seitenname ($term1), der Seitenname auf
den verlinkt wird ($term2) und der Linktyp ($type).
• insertInto($table, $text1, $text2)
F￿r die Begri￿srelationen gibt es jeweils eine Tabelle (synonym, acronym,
homonym). Je nachdem um welche Beziehung es sich bei zwei Begri￿en
($term1, $term2) handelt, werden diese in der Tabelle ($table) gespeichert.
• getRelations()
Erzeugt im halb-automatischen Modus aus den de￿nierten Relationen der
Tabelle ￿relation￿ ein Array.
• getRelation($term1, $term2)
F￿r den Fall, dass bereits eine Semantik zwischen zwei Links ($term1 und
$term2) de￿niert wurde, gibt die Funktion diese aus.
• valuesExist($table, $value1, $value2)
Wenn zwei Werte ($value1 und $value) in der Tabelle ￿$table￿ existieren,
gibt die Funktion exist aus, wenn nicht existnot.
• relationExist($relation)
Wenn die Relation $relation in der Tabelle ￿relation￿ gefunden wird, dann
gibt die Funktion exist, wenn nicht existnot, zur￿ck.
• searchTable($word1, $word2)
Die Funktion gibt im positiven Fall, d.h. wenn die Eintr￿ge gefunden wer-
den, den Tabellennamen (synonym, homonym, acronym) aus. Im negativen
Fall wird der Wert existnot ausgegeben.
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5.1.4 WrapperMediaWiki.php
Die Klasse im Skript WrapperMediaWiki.php erzeugt eine Instanz von Page (sie-
he Tabelle 5.2). Die Extraktion der semantischen Informationen erfolgte nach den
de￿nierten Algorithmen und Heuristiken im Kapitel 4.4. Das aus den extrahier-
ten Daten erzeugte XML-DomDocument wird an den Mediator zur￿ckgegeben.
Die Funktion getKeywords() benutzt zur Bestimmung der Schl￿sselw￿rter eine
Stopwortliste3.
3Die Stopwortliste aus dem Anhang auf Seite 116 wurde verwendet.
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Tabelle 5.2: Klasse: page.php
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5.2 Probleme und L￿sungsans￿tze
5.2.1 Akronyme
Bei der Extraktion von Akronymen (nach der Heuristik Akronym) hat sich her-
ausgestellt, dass dies nicht in allen F￿llen automatisch funktioniert. Es gibt zwei
verschiedene M￿glichkeiten Akronyme zu ￿nden. Die erste M￿glichkeit verwendet
regul￿re Ausdr￿cke. Wenn die Anzahl der Zeichen der Abk￿rzung identisch mit
der Anzahl der W￿rter sind, wie z.B. bei DOM - Document Object Model oder
CMS - Content Management System, ist das Finden der Akronyme kein Problem.
Bei Akronymen, wie z.B. HTTP - Hypertext Transfer Protocol ist das nicht so
einfach. In diesem Fall w￿rde man ein Wort zu viel extrahieren und nicht auf das
richtige Ergebnis kommen. Dieses Problem l￿sst sich nur l￿sen, wenn man davon
ausgeht, dass alle Buchstaben, die das Akronym bilden, gro￿geschrieben werden
- HTTP - HyperText Transfer Protocol.
5.2.2 W￿rterbuch
Wie im Konzept beschrieben, kann der Mediator zur Veri￿kation von Begri￿srela-
tionen ein W￿rterbuch (4.1.3.2) einbeziehen. Bevor zwei W￿rter jedoch veri￿ziert
werden k￿nnen, m￿ssen sie in ihrer Grundform vorliegen. Das bedeutet, dass je-
weils f￿r ein Wortpaar mindestens drei W￿rterbuchabfragen durchgef￿hrt werden
m￿ssen. Eine HTTP-Anfrage an ein W￿rterbuch hat sich als zeitaufwendig her-
ausgestellt. Des Weiteren wurden in vielen F￿llen die Eintr￿ge im W￿rterbuch
nicht gefunden.
5.2.3 Zeichenkodierung
Wiki-Systeme, die auf MediaWiki beruhen, benutzen als Zeichenkodierung UTF-8
(siehe 3.2.3). Die XML-Daten, die vom Webserver zum Browser geschickt wer-
den, sind auch in UTF-8 kodiert. Wenn die Webseite aber eine andere Zeichen-
kodierung benutzt, kann dies zu Kon￿ikten f￿hren. Aus diesem Grund wur-
de in der HTML-Seite folgender String <meta http-equiv="content-type" con-
tent="text/html; charset=UTF-8"/> ge￿ndert.
5.2.4 JavaScript
Bei der Benutzung von JavaScript ergaben sich folgende Probleme. Jeder Browser
reagiert auf JavaScript anders. Aus diesem Grund wurde der Prototyp f￿r den
Microsoft Internet Explorer 6.0 optimiert. Ein zweites Problem ergab sich bei
der Verwendung eines Formulares. Die ￿bergabe der Daten an eine Funktion per
HTTP-GET erfolgt durch einen String, dessen L￿nge - bei den meisten Systemen
auf 1024 Bytes - beschr￿nkt ist. Diese Methode kann sinnvoll sein, wenn ￿berpr￿ft
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werden soll, welche Daten ￿bertragen worden sind. Da es sich im Worst-Case um
sehr viele Informationen handelt, die mittels eines Formulars annotiert werden,
bietet sich diese Methode nicht an. Die ￿bergabe per HTTP-POST liefert ein
assoziatives Array. Der Vorteil ist, dass die L￿nge nicht beschr￿nkt ist. Aus die-
sem Grund wurden die Daten bei der Evaluation mit der Methode HTTP-POST
￿bergeben.
5.2.5 Speicherung
Das gesamte XML-Dokument wird als String in der Datenbank gespeichert. Diese
Methode ist jedoch nicht geeignet, weil dadurch nicht auf die einzelnen Elemente
zugegri￿en werden kann. Eine elementbasierte Speicherung wie im Kapitel 4.1.3.3
beschrieben, sollte bevorzugt werden.
5.3 Beispiel
Der Prototyp wird mittels Screenshots, zun￿chst im automatischen Modus oh-
ne Einbindung der Datenbank und anschlie￿end im halb-automatischen Modus
mit Speicherung der Daten dargestellt. Angesichts der vielen verschiedenen In-
formationen, wird eine kleine Auswahl getro￿en, die alle F￿lle in Bezug auf die
Semantik abdecken: Wiki, Version, Autor und Datum haben eine eindeutige Se-
mantik (siehe 4.4.1), bei den Synonymen und Akronymen ist es m￿glich eine
Annahme ￿ber die Semantik zu tre￿en und bei den Links kann keine Semantik
automatisch zugeordnet werden. Die Ergebnisse zeigen auch nur einen Teil der










































































































































































































































































































































































































































































































































































<sitename relation="extracted−from" result=" correct ">
MediaWikiTest</sitename>
<generator relation="generated−from" result=" correct ">
MediaWiki 1.5.6</generator>
<authors>



































































Quellcode 5.1: Erzeugtes XML-Dokument
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Zusammenfassung und Ausblick
Zu Beginn der Arbeit wurde untersucht, welche Informationen sich in einem Wiki
￿nden lassen und welche Semantik ihnen zugeordnet werden kann. Die Analyse
ergab, dass drei F￿lle zu unterscheiden sind: 1. eine Information hat eine eindeu-
tige Semantik, 2. ￿ber die Semantik einer Information kann nur eine Annahme
getro￿en werden oder 3. es kann keine Semantik automatisch zugewiesen werden.
Angesichts dieser Unterschiede in der Bestimmung der Semantik wird zwischen
Algorithmen und Heuristiken di￿erenziert. Um die verschiedenen Informationen
im Detail zu beschreiben, wurde eine Schablone de￿niert. Durch die Schablo-
nen kann man sich einen guten ￿berblick ￿ber die verschiedenen Informationen
verscha￿en. Dar￿ber hinaus erleichtert die einheitliche Darstellung neue Algorith-
men oder Heuristiken zu de￿nieren und bietet Entwicklern eine Hilfestellung f￿r
die Implementierung, beispielsweise von weiteren Wrappern. Das Problem, jeder
Information nicht automatisch eine Semantik zuordnen zu k￿nnen, wurde gel￿st,
indem ein halb-automatischer Modus eingef￿hrt wurde. Im halb-automatischen
Modus kann ein Benutzer die Daten semantisch annotieren. Damit die annotier-
ten Daten nicht verloren gehen, ist die Speicherung in einer Datenbank m￿glich.
Der Vorteil ist, dass bei einer t￿glichen Extraktion von semantischen Informa-
tionen einer Seite nur die neu hinzugekommenen Informationen annotiert und
veri￿ziert werden m￿ssen. Alle anderen Informationen und deren Semantik k￿n-
nen bei jedem Durchlauf aus der Datenbank entnommen werden. Dies bedeutet
eine erhebliche Aufwandsreduzierung.
Ausgangspunkt der Arbeit war ebenfalls, dass alle Wiki-Systeme unabh￿ngig von
der Programmiersprache und dem Anwendungsgebiet als Datenquelle dienen sol-
len und dass im Hinblick auf die Visualisierung und Weiterverarbeitung ein For-
mat gew￿hlt wird, das anwendungsunabh￿ngig ist. Um diese beiden Anforderun-
gen zu erf￿llen, wurden ein Wrapper und ein Mediator eingef￿hrt. Der Prototyp
zeigt, dass alle Wikis im WWW oder auf dem eigenen Rechner als Datenquelle
verwendet werden k￿nnen. Einzige Voraussetzung ist ein Eintrag in der Kon￿-
gurationsdatei. Das endg￿ltig erzeugte XML-Dokument erm￿glicht nicht nur die
Transformation in verschiedene Ausgabeformate, sondern auch die Weiterverar-
beitung durch die Anwendung. Dar￿ber hinaus zeigt es alle extrahierten Infor-
mationen, deren Semantik und eine Bewertung der Aussage.
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mer automatisch hergestellt werden k￿nnen, besch￿ftigen sich auch die aktuellen
Entwicklungen. Um die Inhalte eines Wikis besser verkn￿pfen zu k￿nnen, f￿hren
die Entwicklungen zu den Semantic Wikis. Das Ziel der verschiedenen Projekte im
Bereich der Semantic Wikis ist es, den Datenbestand mit einer Semantik anzurei-
chern, der maschinell beispielsweise von Web-Robots verarbeitet werden kann. Die
semantischen Verkn￿pfungen der Seiten ergeben eine Ontologie 1, die bestimmte
Wissensbereiche mehr oder weniger genau abbildet. Aus diesem Netz l￿sst sich
neues Wissen ableiten, das so noch nie explizit formuliert wurde. Dadurch werden
kontextbezogene Abfragen erm￿glicht wie z.B. ￿Gebe mir eine Liste aller Filme
eines italienischen Regisseurs, die seit 1960 entstanden sind￿ (vgl. [VKV +06]).
Die Idee des ￿Semantic MediaWiki￿ wurde erstmals auf der Wikimania-Tagung
2005 in Frankfurt vorgestellt und ist auf gro￿e Zustimmung gesto￿en. Das Pro-
jekt wird nun von der Universit￿t Karlsruhe vorangetrieben und befasst sich mit
der Konzeption und Entwicklung semantischer Erweiterungen der Software Me-
diaWiki. Ziel ist es, eine einfache maschinengest￿tzte Verarbeitung von Inhalten
zu erm￿glichen, indem Nutzern erlaubt wird, semantische Annotationen in den
Quelltext einzuf￿gen. Zwei Methoden sollen Informationen explizit machen: ty-
pisierte Links und typisierte Attribute. Die Seite ￿Berlin￿ verlinkt auf die Seite
￿Deutschland￿. Dem Link kann beispielsweise die Semantik capital-of gegeben
werden. Die Syntax in MediaWiki ist folgende [[capital of::Deutschland]] . Ein
Beispiel f￿r ein typisiertes Attribut ist die Einwohnerzahl - Einwohnerzahl von
Berlin [[population:=3,993,933]] . Die Art der Beziehung ist dabei frei formulier-
bar. Das birgt allerdings die Gefahr, dass ein Benutzer einem Link die Relation
wrote gibt und ein anderer sie wiederum in created-by ￿ndert. In diesem Fall,
wie auch bei der Bearbeitung des Inhalts und bei der Einordnung in Katego-
rien, wird darauf vertraut, dass die Gemeinschaft eine Einigung ￿ndet. Dabei
m￿ssen die zus￿tzlichen Anforderungen der speziellen Wiki-Umgebung und der
vielf￿ltigen angestrebten Anwendungen ber￿cksichtigt werden. F￿r das Konzept
dieser Diplomarbeit ist die Entwicklung der Semantic Wikis eine gro￿e Berei-
cherung. Durch die semantischen Annotationen direkt im Quelltext sind weniger
Benutzerinteraktionen im Extraktionssystem notwendig. Der Aufwand f￿r den
Benutzer2 wird somit reduziert. Die Semantik der Links und Attribute k￿nnen
mittels regul￿rer Ausdr￿cke (z.B.:[[.*::.*]]|[[.*:=.*]]) automatisch vom Wrapper
extrahiert werden. Auf das Wissen des Benutzers kann man nicht ganz verzich-
ten, da auch andere Informationen wie zum Beispiel die Synonyme, Akronyme
1￿Ontologien entstammen dem Bereich der K￿nstlichen Intelligenz. Ihr Ziel ist es, Wissen
einheitlich in konzeptualisierter Form zu repr￿sentieren und damit dessen Wiederverwend-
barkeit zu gew￿hrleisten.￿ [Dro05].
2Benutzer bezieht sich hier auf die Benutzer des Extraktionssystems und nicht auf die Benutzer
(Autoren) des Wiki-Systems.
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oder auch Homonyme extrahiert werden, denen durch das Konzept des Semantic
MediaWikis nicht automatisch eine Semantik gegeben wird. Informationen zum
aktuellen Stand der Semantic Wikis und eine Au￿istung einiger Wikis, die das
Konzept des Semantic MediaWikis umgesetzt haben, verwaltet ￿ontoworld.org￿,
das Wiki f￿r die Semantic Web Community (siehe [ont06]).
In der vorliegenden Arbeit wurden zur Extraktion von semantischen Informatio-
nen Techniken aus dem Web-Content-Mining und Web-Structure-Mining verwen-
det. Web-Usage-Mining, das Data-Mining-Techniken zum Beispiel auf Log-Files
anwendet, die das Benutzerverhalten speichern, wurde nicht mit einbezogen. Ein
Log-File enth￿lt Informationen ￿ber alle oder nur bestimmte Aktionen von einem
oder mehreren Nutzern an einem Rechner, ohne dass diese davon etwas mitbe-
kommen oder ihre Arbeit davon beein￿usst wird. Amazon, ein amerikanisches In-
ternet Online-Versandhaus, wertet zum Beispiel die Log-Files danach aus, welche
B￿cher ein Kunde noch gekauft oder angesehen hat, um anderen Kunden diese zu
empfehlen. ￿Kunden, die diesen Artikel angesehen haben, haben auch angesehen:
[...]￿3. Diesen Ansatz verfolgt auch Maik Braun in seiner Diplomarbeit zum The-
ma ￿Ermittlung nutzergruppenspezi￿scher Navigationspfade in Wiki-Systemen￿
(siehe [Bra06]). Es wird ein Konzept erstellt, wie aus den Navigationspfaden von
Nutzern eine unterst￿tzende Nutzerhilfe generiert werden kann, die das Au￿nden
von weiteren Inhalten erleichtert. In aufbauenden Arbeiten k￿nnten diese Ergeb-
nisse, zus￿tzlich zu den Informationen, die aus dem Inhalt und der Verlinkung der
Seiten bei der Extraktion von semantischen Informationen entstehen, hinzugezo-
gen werden. Denn aus dem Benutzerverhalten lassen sich ebenfalls eine Menge
an semantischen Beziehungen ableiten, wie das Beispiel von Amazon zeigt. Wei-
tere Seiten, die sich der Benutzer angeschaut hat, m￿ssen nicht unbedingt ￿ber
Links aufgerufen worden sein. Sie k￿nnen aber inhaltlich zusammenh￿ngen. Als
Erweiterung zu dieser Arbeit kann analysiert werden, anhand welcher Kriterien
aus den Navigationspfaden zus￿tzliche Beziehungen ableitbar sind.
In der gesamten Arbeit wird immer von einem Anwendungskontext im Allge-
meinen gesprochen, in dem semantische Informationen extrahiert werden. Ein
Beispiel w￿re die Integration in ein Wiki als PlugIn. F￿r jede Seite k￿nnten folg-
lich alle semantischen Beziehungen zu anderen Seiten oder zwischen W￿rtern auf
einen Blick angezeigt werden. Eine andere M￿glichkeit w￿re eine Liste jeglicher
Seiten und deren Semantik, die in Beziehung zu der aktuell betrachteten stehen,
anzuzeigen. Diese Liste w￿rde nicht, wie oben beschrieben, aus den Navigati-
onspfaden von Nutzern, sondern aus den Informationen, die im Rahmen dieser
Arbeit identi￿ziert wurden, erstellt werden. Das sind z.B. Seiten in den selben
Kategorien, weitere Seiten eines Autors oder Seiten, die sich gegenseitig verlinken.
3http://www.amazon.de/.
104Ein anderer Anwendungsfall kann die Ergebnisse dieser Arbeit verwenden, um ei-
ne W￿rterdatenbank aufzubauen. Da die Extraktion von Wortbeziehungen nicht
vollst￿ndig automatisch funktioniert, kann man allerdings nicht auf die Veri￿ka-
tion des Benutzers und/oder eines W￿rterbuches verzichten.
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Die auf der n￿chsten Seite aufgef￿hrte Liste bietet einen ￿berblick ￿ber alle
Spezialseiten der Wikipedia1.
1http://de.wikipedia.org/wiki/Spezial:Specialpages. Stand: 28.07.2006.
114Alle Seiten Meist kategorisierte Artikel
Anmelden Meistbenutzte Bilder
Artikel mit Links in andere Namensr￿ume Meistbenutzte Kategorien
Artikel mit den meisten Versionen Neue Artikel
Begri￿skl￿rungsseiten Neue Bilder
Benutzerverzeichnis Nicht benutzte Vorlagen
Benutzte, aber nicht angelegte Kategorien Nicht kategorisierte Dateien
Beobachtungsliste Nicht kategorisierte Kategorien




Gew￿nschte Seiten Seiten im MediaWiki-Namensraum
Hochladen Statistik
H￿u￿g verlinkte Seiten Suche
ISBN-Suche Suche nach MIME-Typ
Kaputte Weiterleitungen Version
Kategorien Verwaiste Dateien
Kurze Artikel Verwaiste Kategorien
Lange Artikel Verwaiste Seiten
Lange unbearbeitete Artikel Wahlen zum Wikimedia Board of Trustees
Letzte ˜nderungen Weblink-Suche
Liste blockierter IP-Adressen Weiterleitungsliste






Eine Stopwortliste im Deutschen kann zum Beispiel wie unten aufgelistet ausse-
hen. Durch Hinzuf￿gung oder L￿schung von W￿rtern ist sie an eigene Bed￿rfnisse
anpassbar.
ab aber ￿hnlich alle allein allem aller alles allgemein als also am an andere anderes
auch auf aus au￿er bei beim besonders bevor bietet bis bzw da dabei dadurch
daf￿r daher dann daran darauf daraus das dass davon davor dazu dem den denen
denn dennoch der deren des deshalb die dies diese diesem diesen dieser dieses
doch dort durch eben ein eine einem einen einer eines einfach er es etc etwa etwas
￿ndet f￿r ganz ganze ganzem ganzen ganzer ganzes gar gehen gilt gleich gute hat
hinter ihm ihr ihre ihrem ihren ihrer ihres im immer in ist ja je jede jedem jeden
jeder jedes jedoch jene jenem jenen jener jenes jetzt kann kein keine keinem keinen
keiner keines kommen kommt k￿nnen leicht machen mal man mehr mehrere meist
mit muss nach neu neue neuem neuen neuer neues nicht noch nur ob oder oft ohne
schlie￿lich schon schwierig sehr sein seine seinem seinen seiner seines seit selbst
sich sie sind so sodass solch solche solchem solchen solcher solches sollte sollten
soviel sowieso statt stehen ￿ber um und uns unser unsere unseren unseres unter
viel viele vom von vor wann war waren was welche welcher wenig wenige weniger




Das unten abgebildtet XML-Schema de￿niert das endg￿ltig erzeugte XML-Dokument
(Output.xml).
1 <?xml version="1.0" encoding="Utf−8"?>
2 <xsd:schema xmlns:xsd="http: //www.w3. org/2001/XMLSchema"
3 xmlns ="http: // localhost /mediawiki/includes /SemInfo"
4 elementFormDefault=" qualified "
5 attributeFormDefault=" qualified "
6 targetNamespace="http: // localhost /mediawiki/includes /
SemInfo">
7
8 <!−− Our root element −−>




13 <xsd:complexType name=" siteinfo " type=" siteinfo "/>
14 <xsd:complexType name="relations_between_terms " type="
relations_between_terms " minOccurs="0" maxOccurs="1"/>
15 <xsd:complexType name=" links " type=" links " minOccurs="0"
maxOccurs="1"/>
16 <xsd:complexType name=" externallinks " type=" externallinks "
minOccurs="0" maxOccurs="1"/>
17 <xsd:complexType name="imagelinks " type="imagelinks "
minOccurs="0" maxOccurs="1"/>
18 <xsd:complexType name="backlinks " type="backlinks "
minOccurs="0" maxOccurs="1"/>
19 <xsd:complexType name="compare_wikilinks_backlinks "
20 type="compare_wikilinks_backlinks " minOccurs="0"
maxOccurs="1"/>
21 <xsd:complexType name=" categories " type=" categories "
minOccurs="0"
22 maxOccurs="1"/>
23 <xsd:complexType name="majorcategories " type="
majorcategories " minOccurs="0" maxOccurs="1"/>
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24 <xsd:complexType name="subcategories " type="subcategories "
minOccurs="0" maxOccurs="1"/>
25 <xsd:complexType name="pages_in_category"
26 type="pages_in_category" minOccurs="0" maxOccurs="1"/>
27 <xsd:complexType name="keywords" type="keywords"
28 minOccurs="0" maxOccurs="1"/>
29 <xsd:complexType name="markup_words" type="markup_words"
30 minOccurs="0" maxOccurs="1"/>
31 <xsd:element name="last_modified " type="xsd:date "
32 minOccurs="0" maxOccurs="1"/>
33 <xsd:element name="num_changes" type=" xsd:integer "
34 minOccurs="0" maxOccurs="1"/>
35 <xsd:element name="num_authors" type=" xsd:integer "
36 minOccurs="0" maxOccurs="1"/>
37 <xsd:complexType name="authorpages" type="authorpages"
minOccurs="0" maxOccurs="1"/>
38 <xsd:complexType name="metadata" type="metadata"
39 minOccurs="0" maxOccurs="1"/>
40 </xsd:sequence>
41 <xsd:attribute name="name" type=" xsd:string "/>
42 </xsd:complexType>
43
44 <xsd:complexType name=" siteinfo ">
45 <xsd:sequence>
46 <xsd:complexType name="sitename" type="sitename"/>
47 <xsd:complexType name="generator" type="generator"/>
48 <xsd:complexType name="authors" type="authors"/>






55 <xsd:element name="sitename" type=" xsd:string "/>
56 </xsd:sequence>
57 <xsd:attribute name=" relation " type=" xsd:string "
58 default="extracted−from" />
59 <xsd:attribute name=" result " type=" xsd:string "





65 <xsd:element name="generator" type=" xsd:string "/>
66 </xsd:sequence>
67 <xsd:attribute name=" relation " type=" xsd:string "
11868 default="generated−from"/>
69 <xsd:attribute name=" result " type=" xsd:string "












81 <xsd:element name="author" type=" xsd:string " minOccurs="1"
maxOccurs="unbounded"/>
82 </xsd:sequence>
83 <xsd:attribute name=" relation " type=" xsd:string "
84 default="wrote"/>
85 <xsd:attribute name=" result " type=" xsd:string "












98 <xsd:element name="timestamp" type=" xsd:string " minOccurs="1"
maxOccurs="unbounded"/>
99 </xsd:sequence>
100 <xsd:attribute name=" relation " type=" xsd:string "
101 default="edited−on"/>
102 <xsd:attribute name=" result " type=" xsd:string "
103 default=" correct "/>
104 </xsd:complexType>
105
106 <xsd:complexType name="relations_between_terms ">
107 <xsd:sequence>
108 <xsd:complexType name="relation_between_terms "





113 <xsd:complexType name="relation_between_terms ">
114 <xsd:sequence>
115 <xsd:element name="term1" type=" xsd:string " />
116 <xsd:element name="term2" type=" xsd:string " />
117 </xsd:sequence>
118 <xsd:attribute name=" relation " type=" xsd:string "/>
119 <xsd:attribute name=" result " type=" xsd:string "
120 default="possibly −correct " />
121 </xsd:complexType>
122
123 <xsd:complexType name=" links ">
124 <xsd:sequence>





129 <xsd:complexType name=" link ">
130 <xsd:sequence>
131 <xsd:element name="type" type=" xsd:string "/>
132 <xsd:element name="name" type=" xsd:string "/>
133 </xsd:sequence>
134 <xsd:attribute name=" relation " type=" xsd:string "/>
135 <xsd:attribute name=" result " type=" xsd:string "/>
136 </xsd:complexType>
137
138 <xsd:complexType name=" externallinks ">
139 <xsd:sequence>





144 <xsd:complexType name=" externallink ">
145 <xsd:sequence>
146 <xsd:element name="url" type="xsd:anyURI" />
147 <xsd:element name=" description " type=" xsd:string " />
148 </xsd:sequence>
149 <xsd:attribute name=" relation " type=" xsd:string "/>
150 <xsd:attribute name=" result " type=" xsd:string "/>
151 </xsd:complexType>
152
153 <xsd:complexType name="imagelinks ">
154 <xsd:sequence>







162 <xsd:element name="name" type=" xsd:string "/>
163 <xsd:element name=" description " type=" xsd:string "/>
164 </xsd:sequence>
165 <xsd:attribute name=" relation " type=" xsd:string "/>
166 <xsd:attribute name=" result " type=" xsd:string "/>
167 </xsd:complexType>
168
169 <xsd:complexType name="backlinks ">
170 <xsd:sequence>





176 <xsd:complexType name="backlink ">
177 <xsd:sequence>
178 <xsd:element name=" link " type=" xsd:string "
179 maxOccurs="unbounded" />
180 </xsd:sequence>
181 <xsd:attribute name=" relation " type=" xsd:string "/>
182 <xsd:attribute name=" result " type=" xsd:string "/>
183 </xsd:complexType>
184
185 <xsd:complexType name="compare_wikilinks_backlinks ">
186 <xsd:sequence>







194 <xsd:element name="linkname" type=" xsd:string "
195 maxOccurs="unbounded" />
196 </xsd:sequence>
197 <xsd:attribute name=" relation " type=" xsd:string "/>




201 <xsd:complexType name=" categories ">
202 <xsd:sequence>







210 <xsd:element name="category" type=" xsd:string "
211 maxOccurs="unbounded"/>
212 </xsd:sequence>
213 <xsd:attribute name=" relation " type=" xsd:string "/>
214 <xsd:attribute name=" result " type=" xsd:string "/>
215 </xsd:complexType>
216
217 <xsd:complexType name="majorcategories ">
218 <xsd:sequence>





224 <xsd:complexType name="majorcategory ">
225 <xsd:sequence>
226 <xsd:element name="majorcategory " type=" xsd:string "
227 maxOccurs="unbounded"/>
228 </xsd:sequence>
229 <xsd:attribute name=" relation " type=" xsd:string "
230 default="major−term"/>
231 <xsd:attribute name=" result " type=" xsd:string "
232 default="possibly −correct "/>
233 </xsd:complexType>
234
235 <xsd:complexType name="subcategories ">
236 <xsd:sequence>







244 <xsd:element name="subcategory" type=" xsd:string "
245 maxOccurs="unbounded"/>
246 </xsd:sequence>
122247 <xsd:attribute name=" relation " type=" xsd:string "
248 default="sub−term"/>
249 <xsd:attribute name=" result " type=" xsd:string "












261 <xsd:element name="categoryname" type=" xsd:string "/>
262 <xsd:element name="page" type=" xsd:string "/>
263 </xsd:sequence>
264 <xsd:attribute name=" relation " type=" xsd:string "/>












277 <xsd:element name="frequency " type=" xsd:integer "/>













290 <xsd:element name="type" type=" xsd:string "/>
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304 <xsd:element name="name" type=" xsd:string "/>
305 <xsd:element name="page" type=" xsd:string "/>
306 </xsd:sequence>
307 <xsd:attribute name=" relation " type=" xsd:string "
308 default="wrote"/>
309 <xsd:attribute name=" result " type=" xsd:string "











Quellcode D.1: XML-Schema: Output.xsd
124Anhang E
export-03.xsd
Das unten abgebildete XML-Schema1 de￿niert das XML-Dokument, das durch
die Spezialfunktion ￿Seiten exportieren ￿ erzeugt wird.
1 <?xml version="1.0" encoding="UTF−8" ?>
2 <!−−
3 This is an XML Schema description of the format
4 output by MediaWikis Special:Export system .
5
6 Version 0.2 adds optional basic f i l e upload info support ,
7 which is used by our OAI export/import submodule .
8
9 Version 0.3 adds some site configuration information such
10 as a l i s t of defined namespaces .
11
12 The canonical URL to the schema document is:
13 http: //www. mediawiki . org/xml/export −0.3. xsd
14
15 Use the namespace:
16 http: //www. mediawiki . org/xml/export −0.3/
17 −−>
18
19 <schema xmlns="http: //www.w3. org/2001/XMLSchema"
20 xmlns:mw="http: //www. mediawiki . org/xml/export −0.3/"
21 targetNamespace="http: //www. mediawiki . org/xml/export
−0.3/"










30 <!−− Need this to reference xml:lang −−>
31 <import namespace="http: //www.w3. org/XML/1998/namespace"
32 schemaLocation="http: //www.w3. org/2001/xml . xsd"/>
33
34 <!−− Our root element −−>




39 <element name=" siteinfo " type="mw:SiteInfoType"
40 minOccurs="0" maxOccurs="1"/>
41 <element name="page" type="mw:PageType"
42 minOccurs="0" maxOccurs="unbounded"/>
43 </sequence>
44 <attribute name="version " type=" string " use="required "/>
45 <attribute ref="xml:lang" use="required "/>
46 </complexType>
47
48 <complexType name="SiteInfoType ">
49 <sequence>
50 <element name="sitename" type=" string " minOccurs="0"/>
51 <element name="base" type="anyURI" minOccurs="0"/>
52 <element name="generator" type=" string " minOccurs="0"/>
53 <element name="case" type="mw:CaseType" minOccurs="0"/>







60 <!−− Cannot have two t i t l e s differing only by case of
f i r s t letter . −−>
61 <!−− Default behavior through 1.5 , \$wgCapitalLinks =
true −−>
62 <enumeration value=" first −letter "/>
63
64 <!−− Complete t i t l e is case −sensitive −−>
65 <!−− Behavior when \$wgCapitalLinks = false −−>
66 <enumeration value="case−sensitive "/>
67
68 <!−− Cannot have two t i t l e s differing only by case . −−>
69 <!−− Not yet implemented as of MediaWiki 1.5 −−>













83 <extension base=" string ">







91 <!−− Title in text form . (Using spaces , not underscores ;
with namespace ) −−>
92 <element name=" t i t l e " type=" string "/>
93
94 <!−− optional page ID number −−>
95 <element name="id" type=" positiveInteger " minOccurs="0"/>
96
97 <!−− comma−separated l i s t of string tokens , if present −−
>
98 <element name=" restrictions " type=" string "
99 minOccurs="0"/>
100
101 <!−− Zero or more sets of revision or upload data −−>
102 <choice minOccurs="0" maxOccurs="unbounded">
103 <element name=" revision " type="mw:RevisionType"/>







111 <element name="id" type=" positiveInteger " minOccurs="0"/>
112 <element name="timestamp" type="dateTime"/>
113 <element name="contributor " type="mw:ContributorType"/>
114 <element name="minor" minOccurs="0"/>
115 <element name="comment" type=" string " minOccurs="0"/>







122 <extension base=" string ">








131 <element name="username" type=" string " minOccurs="0"/>
132 <element name="id" type=" positiveInteger " minOccurs="0"/>
133






140 <!−− Revision−style data . . . −−>
141 <element name="timestamp" type="dateTime"/>
142 <element name="contributor " type="mw:ContributorType"/>
143 <element name="comment" type=" string " minOccurs="0"/>
144
145 <!−− Filename . (Using underscores , not spaces . No
146 ’ Image: ’ namespace marker .) −−>
147 <element name="filename" type=" string "/>
148
149 <!−− URI at which this resource can be obtained −−>
150 <element name="src " type="anyURI"/>
151
152 <element name=" size " type=" positiveInteger " />
153












5 <url>/mediawiki/index .php</ url>





















Quellcode F.1: Kon￿gurationsdatei: Con￿g.xml
129Anhang G
Prototyp auf CD-ROM
Auf der beiliegenden CD-ROM be￿ndet sich der Prototyp. Die Readme-Datei
gibt eine Anleitung zur Installation.
130