A solution adaptive scheme with directional multigrid for viscous computations on hybrid grids is presented. The ow domain is discretized with prismatic and tetrahedral elements. The use of hybrid grid enables the solver to compute accurate solutions with relatively less memory requirement than a fully unstructured grid. Further, employing prisms to discretize the full Navier-Stokes equations and tetrahedra for Euler equations renders the solver equation-adaptive. A hybrid grid adaptation scheme that implements h-re nement and redistribution strategies is developed to provide optimum meshes for viscous ow computations. Grid re nement is a dual adaptation scheme that couples 3-D, isotropic division of tetrahedra and 2-D, directional division of prisms. The grid adaptive solver yields accurate results as compared to a globally re ned grid with reduced computing resources. A directional viscous multigrid scheme is developed to accelerate convergence to steady-state. 
INTRODUCTION
Unstructured grids have been extensively used for 3-D inviscid ow modeling and a wide range of Euler solvers have been developed and validated in the recent years. However, substantial progress is yet to be made in large scale viscous computations on complex 3-D geometries. This is due to the fact that using a fully unstructured grid makes it difcult to generate high aspect ratio cells close to the wall as well as to minimize the number of cells. The methodology proposed in 1, 2, 3, 4] provides an alternative approach to generate suitable grids for Navier-Stokes computations by using prismatic elements to model a ow domain. The prisms provide the option to use su cient grid-clustering in the normal direction as well as exibility in geometric modelling by using unstructured tesselation in the lateral direction. Data structures used for prisms also reduces the storage requirements considerably. Viscous e ects are dominant in a relatively small region of the ow domain, in close proximity to the no-slip wall. Further, inviscid ow features that are dominant away from the body do not exhibit the directionality that is characteristic of viscous stresses. Hence, the prisms encompass only a small fraction of the computational domain. As an unstructured grids has the capability to ll a given volume with relatively less number of cells, the rest of the computational domain is tessellated with tetrahedra which are generated starting from the triangulation on the outermost surface of the prismatic region. The size and number of tetrahedral cells in the outer inviscid region is partly governed by the requirement that there be a gradual transition in grid sizes at the grid interface between prisms and tetrahedra 3, 4] .
The viscous algorithm developed in the present work is an extension of a node-centered, nitevolume Euler scheme described in 5]. The full Navier-Stokes equations are discretized in the prismatic region whereas only the Euler equations are discretized in the outer tetrahedral region. Such an equation adaptation approach makes the solver computationally e cient as viscous computations which are relatively expensive are limited to a small fraction of the computational domain, without compromising the accuracy of the solution. Two important issues that need to be addressed regarding viscous computations are odd-even mode suppression and storage requirements. Depending on whether the scheme is node-centered or cellcentered, the choice of the right location at which to evaluate the derivative terms is crucial in order to eliminate odd-even modes. Computing the derivative terms associated with viscous stresses would result in dramatic increase in memory requirements on a fully 3-D unstructured grid 6] . In the present work, this hurdle is circumvented by exploiting the semi-structure of prismatic grids.
Unstructured grid adaptive algorithms that employ h-re nement methods have gained a lot of momentum in the recent years. This is due to the fact that a grid re nement scheme in conjunction with a solver provides a great deal of exibility and efciency in obtaining adaptive numerical solutions. Some of the contributions made in this area in the recent years are presented in 7, 8, 9] . However, there have not been any such algorithms developed for hybrid grids as this area of research is still in its infancy. In the present work, a hybrid grid adaptation algorithm is developed which couples tetrahedral and prismatic grid re nement strategies. Prisms are re ned directionally by altering only the unstructured tesselation in the lateral direction while retaining the structure in the normal direction. The directional adaptation of prisms does not enable the scheme to resolve the ow features that are aligned in the normal-to-the-surface direction. However, a grid redistribution algorithm is also employed in order to recluster the nodes in the normal direction so as to better resolve the viscous stresses. The tetrahedral cells are re ned to resolve features that are dominant in the inviscid region of the ow domain. The tetrahedral division methods are similar to those developed in the dynamic adaptation algorithm of 8].
Unstructured grids typically lay substantial demands on computer storage requirement because of indirect addressing and arbitrariness of nodal distribution which may entail the need for extensive connectivity information. Hence, it is imperative that a numerical scheme developed be storagee cient. Typical viscous simulation on a fully unstructured grid would require cells of the order of 10 6 . Most existing unstructured Navier-Stokes methods need nothing short of a super-computer for modelling viscous ows on complex 3-D geometries. One of the prime objectives of the present work has been to implement a scheme that could t viscous simulations in a workstation. A storagee cient data structure is employed for both the solver and adapter, utilizing the semi-structure of prismatic grid and hence the memory overheads are reduced considerably.
From the standpoint of multigrid methods, the complete lack of order in unstructured grids precludes any possibility of generating successively coarser grids. Hence, there have been very few schemes developed exploring the possibilities of implementing a multigrid acceleration scheme for ow solvers on unstructured meshes. One of the earlier works in this area was by 10] which presented a scheme for coarse-grid acceleration with a nite-volume solver on a 2-D unstructured grid. This concept was later extended to three dimensional unstructured grids 11, 12] . These methods use a sequence of independent and successively coarser grids that are generated a-priori to constitute a multigrid structure. Alternative approaches of implementing unstructured, multigrid methods with adaptive-tetrahedral grids have been developed by 13, 14] . These latter methods use embedded meshes created by adaptive grid re nement to generate successively coarser levels of multigrid. The present work implements a directional multigrid scheme for viscous computations on prismatic grids. The method uses embedded grids as well as the inherent structure of prisms in the normal direction is used to obtain coarser grids for multigrid.
NUMERICAL SCHEME Governing Equations
The Navier-Stokes equations for viscous uid ow are written in the di erential form as follows: @U @t + r: ? ! F = r: ? ! R (1) where U is the state vector, ? ! F comprises the convective ux vector components F, G and H and ? ! R comprises the viscous ux vector components R, S and T. The state vector and the convective ux where xx ; yy ; zz ; xy ; xz ; yz are the viscous stresses and q x ; q y ; q z are the heat ux terms. After nondimensionalizing the above equations, the Mach, Reynolds and Prandtl numbers appear as parameters.
Lax-Wendro Temporal discretization
The solution at any node N, at time level n+1 can be expressed in terms of the solution at time level n using a Taylor series expansion.
The temporal derivatives in the above expression are evaluated in terms of spatial derivatives using the governing equations according to the LaxWendro approach. The nite-volume method integrates the Navier-Stokes equation (1) (4) wheren is the unit vector normal to an area element dS on the boundary surface @ N .
The second-order temporal derivatives are evaluated along similar lines. The expression for the second-order derivative at node N is given from 5] as follows: ux vectors need to be computed in order to evaluate the second-order derivatives. However, only the convective ux vectors are considered in this step as the Jacobians of viscous ux vectors are too expensive to compute. Therefore, discretization of the viscous terms is rst-order accurate in time.
Equation-Adaptive Spatial Discretization
The spatial discretization proceeds by constructing around each node N a dual cell which represents the control volume over which the integral averages of equations (4) and (5) are evaluated. The 2-D analogy of de ning dual cells for di erent situations in a triangular-quadrilateral hybrid mesh is illustrated in Figure 1 . The duals are de ned by connecting the mid-points of the edges and centroids of the triangular and/or quadrilateral faces that share the node. Dual cells for a 3-D hybrid grid are constructed along similar lines using the centroids of faces and cells that each node is associated with.
The integral in equation (4) is written in discrete form as:
where the summation f is over all the discrete faces of the dual mesh that constitute @ N . It is shown in 5] that the summation in equation (6) :n e S e (7) where the summation e is over all the edges that share the node N. The term S e represents the dualface area associated with each edge andn e is the unit normal vector of the dual-face area S e . The areas S e are computed using the dual mesh construction of Figure 1 , by accumulating the areas of each dual-mesh face that shares the edge e. The nite-volume scheme then proceeds by computing Us at the nodes by a global sweep over the edges and is thus transparent to whether a node lies in the tetrahedral region, prismatic region or at the interface. The edges are distinguished as inviscid edges (edges that lie exclusively in the tetrahedral region) and viscous edges (edges belonging only to the prismatic region). Using this distinction, the algorithm implements an equation adaptive solver by computing contributions from the convective terms on all the edges (E I + E V ), while contributions from the viscous terms are computed only on the \viscous" edges (E V ). Thus, the summation in (7) 
Viscous Stresses Calculation Using Edge-Dual Volumes
The viscous ux vectors R, S, T comprise viscous stress and heat ux terms. Hence, the derivatives of the primitive variables u,v,w and E need to be evaluated before computing Us using equations (2), (4) and (5) . Di erent approaches may be employed to compute the derivatives depending on whether a scheme is node-centered or cellcentered. In the present work, the scheme being node-centered and edge-based, the alternatives are to either compute the derivatives directly at the edges or to compute them at the nodes and average them at each mid-edge point. This choice is crucial in regard to suppressing odd-even modes which frequently appear in numerical solutions. Such solution modes are transparent to discrete equations but are however acceptable steady state solutions. It is well substantiated that the latter strategy is not capable of eliminating the odd-even modes 15, 16] . Hence, derivatives are evaluated directly at the edges. It has to be noted that derivatives are computed only for the prismatic edges as the viscous terms are disregarded in the outer tetrahedral region. The gradient of a scalar is computed using Green's theorem as follows:
In order to evaluate the gradients, dual volumes are de ned around each edge. The dual volume for edge E required to calculate the above integral is illustrated in Figures 2(a) and 2(b) for lateral and vertical prismatic edges respectively. The edge-dual is de ned by the union of all its neighboring prisms. This would entail the need for adequate grid connectivity and edge-neighbor information while using a fully unstructured grid which would make the scheme prohibitively expensive. Prismatic grids alleviate this problem due to their semi-structure which enables a 2-D data-structure to be employed for neighbor-pointers. This aspect of the scheme is addressed more elaborately in a later section on memory requirements. The gradients of u, v, w and E are evaluated by looping once through the quadrilateral and triangular faces that constitute the prismatic grid and computing the ux balances as in equation (8).
The dissipation model employed in this work simulates the implicit dissipation terms of the upwinding schemes without increasing the computation cost of the algorithm 5]. The explicit damping terms are cast as a blend of second and fourth order smoothing and used adaptively.
HYBRID GRID ADAPTATION
A dynamic grid adaptation algorithm has previously been developed for 3-D unstructured grids 8]. The algorithm is capable of simultaneously unre ning and re ning appropriate regions of the ow domain. This method is extended to the present The adaptive algorithm is guided by a feature detector that senses the regions with signi cant changes in ow properties. Velocity di erences and velocity gradients are used as detection parameters and threshold values are set for these parameters based on which the regions to be re ned or unre ned are identi ed. The details of the feature detector used in this work are given in 17].
Directional Division of Prisms
The prisms are re ned directionally in order to preserve the structure of the mesh along the normal-to-surface direction. The prismatic grid re nement proceeds by dividing only the lateral edges that lie on the wall surface and hence the wall faces. The faces are re ned either by quadtree or binary division. The resulting surface triangulation is replicated in each successive layer of the prismatic grid. This results in all the prisms that belong to the same stack (namely, the group of cells that originate from the same triangular face on the wall surface) getting divided alike as illustrated in Figure 3 . As is seen from the gure, the prismatic grid re nement preserves the structure of the initial grid in the direction normal to the surface. This is important if the adapted grid is also to retain the Figure 3 : Directional re nement of prisms based on quadtree and binary divisions of the triangular faces on the wall two dimensionality of the initial grid. The primary advantage of using such an adaptive algorithm for prisms is that the data structures needed for its implementation are essentially as simple as that for re ning a 2-D triangular grid.
The directional division of the prisms does not increase resolution of ow features that are aligned in a direction that is normal to the wall surface. However, a grid redistribution algorithm can be employed in order to recluster nodes in the normal direction so as to better resolve the viscous stresses 2, 4].
Tetrahedral Grid Re nement
The tetrahedral cells constitute the portion of grid where inviscid ow features are dominant. These features do not exhibit the directionality that is generally prevalent in viscous stresses. Hence, the tetrahedra are re ned isotropically, employing octree, quadtree and binary divisions as shown in Figure 4 . As the feature detector ags only the edges for division, there will arise situations where the agged edges of a tetrahedron may not straight away allow one of these three types of division shown in the gure. In order to circumvent this problem and to simplify the re nement algorithm, such cases are constrained by agging additional edges in the tetrahedron so that the cell con rms to the re nement types delineated in Fig The tetrahedral cells created by 1:8 octree division have an aspect ratio that is comparable to that of the parent cell where as 1:2 binary and 1:4 quadtree divisions result in skewed cells. Hence, to avoid excessive grid skewness, repeated binary and quadtree divisions of tetrahedra that originated from such a re nement in a previous pass is avoided. Furthermore, to avoid sudden changes in grid size, the grid re nement algorithm also limits the maximum di erence in embedding level between neighboring cells to two. All these aforementioned re nement-constraining rules are enforced in an equivalent 2-D sense to the prismatic adaptation scheme as well.
Coupling of Prismatic-Tetrahedral Adaptation
The hybrid adaptation is completed by splicing the re ned prismatic and tetrahedral grids together at the interface. The feature detectors that ag the edges in the prismatic and tetrahedral regions function independently. This may cause the following discrepancies at the interface between prisms and tetrahedra:
An edge on the wall surface may be agged for re nement but, its counterpart in the tetrahedral region may not have been agged by the tetrahedral feature detector. A tetrahedral edge may be agged for re nement, but its footprint on the wall may not have been agged by the prismatic feature detector. This is illustrated in Figure 5 which shows a portion of a hybrid grid at the interface. The tetrahedral and prismatic regions are shown staggered. Referring to the gure, nodes t1, t2 are to be added at the mid-points of the boundary edges that correspond to the interface edges where tetrahedral nodes T1, T2 appear. Likewise, nodes p1, p2 need to be introduced at the interface edges that correspond to the boundary edges where prismatic nodes P1, P2 appear. Likewise, These discrepancies are eliminated prior to re ning the prisms and tetrahedra so that the adapted grids in the two regions can be coupled together to create a hybrid grid without any hanging nodes on the interface.
Redistribution of Prisms
The redistribution algorithm increases local grid resolution by clustering existing grid points in regions of interest. Since the number of grid points is xed, reclustering in one region may result in less resolution elsewhere when the initial grid does not include a su cient number of points. Nevertheless, redistribution can be advantageous when the number of nodes is su cient. Even in cases where the initial grid has adequate resolution for viscous stresses, the nodes may be misaligned with the emerging ow features and some realignment freedom is bene cial. The redistribution scheme serves as an e cient tandem to directional re nement of prisms as the latter does not alter the grid resolution along the marching directions.
A measure of the grid resolution required normal to the no-slip wall could be the values of y + = u y , . A criterion based on the values of y + at the wall is employed to either attract nodes towards the wall or repel them away from the surface so that a speci c value of y + is attained at all the wall nodes. This procedure in essence determines a new value for the spacing wall of the rst node o the wall at all locations on the wall surface. The nodes in the prismatic region are then reclustered along the marching lines emanating from the corresponding wall node, in accordance with the new value of wall . Speci cally, the redistribution algorithm is as follows:
Integrate on the initial mesh for a certain number of iterations.
Calculate the values of y + at the wall nodes. Then, evaluate both the average and standard deviation of y + distribution. The speci ed value of y + is obtained as: Move the nodes so that y + new = y + specified . Apply a smoothing procedure to ensure that the values of y + new do not change too drastically between neighboring wall nodes. Finally, rescale the distances by which nodes are to be moved along the marching lines so that the maximum distance is less than a certain value. This is useful in regions like stagnation and separation points wherein a limited number of nodes may move by relatively large distances compared to the rest of the nodes.
MEMORY REQUIREMENTS
The scope of this section is to (i) present details as to how a set of 2-D pointers is used to de ne a prismatic grid and (ii) to compute the reduced storage requirements for a hybrid grid as opposed to using a fully unstructured grid.
Prismatic Grid Pointers
Consider a triangulation on the wall boundary surface that comprises NBnodes nodes, NBedges edges and NBfaces faces. A prismatic grid comprising NLayers layers is generated with this triangulation.
The data structures employed to de ne the surface triangulation include face-to-node, faceto-edge, edge-to-node and edge-to-face pointers. These pointers are very inexpensive as they pertain only to the surface mesh. An illustration of using 2-D pointers to de ne a prismatic grid is presented in Figure 6 .
Referring to the gure, the addresses of nodes de ning the prism are obtained using the nodes of their footprint on the boundary surface (i.e, the nodes of face f1). The neighboring prisms that de ne the control volume around a vertical prismatic edge E v are obtained using the face-neighbors of the wall boundary node b1 as follows: The global address of any quadrilateral or triangular face is determined as follows:
Face (n1-n2-n5-n4) ) e + (j ? 1) NBedges Face (n1-n2-n3) ) f1 + (j ? 1) NBfaces Evaluation of gradients at the edges involves sweeping through the quadrilateral and triangular faces of prisms and computing the uxes, as given by equation (8) . The uxes computed on a face are accumulated at each edge which includes the face in its dual. These edges are identi ed using the neighbor pointers on the boundary surface in conjunction with the index j.
The semi-structured nature of prisms can be used in conjunction with the 2-D pointers to de- ne all sorts of grid connectivities in the prismatic region. If a fully unstructured grid is used in the viscous region, such pointers would impose very high storage requirements. The use of a prismatic grid thus greatly alleviates the demand on memory.
Array Storage for Solver and Adapter
The number of cells, faces, edges and nodes in a tetrahedral grid are related by the following formula:
NTcells ' NTedges ' 5 NTnodes while for a triangular mesh, the formula is: 2/3 NBedges ' NBfaces ' 2 NBnodes Further, using the surface triangulation parameters and the number of prismatic layers, the num-ber of cells, faces, edges and nodes in the prismatic region can be expressed as follows: NPcells = NBfaces NLayers NPfaces = NBfaces (NLayers + 1) + NBedges NLayers NPedges = NBedges (NLayers + 1) + NBnodes NLayers NPnodes = NBnodes (NLayers + 1)
Edge-arrays for the solver comprise edge-to-node pointers and area projections associated with each edge required to compute Us at the nodes in one sweep through edges. Evaluation of derivatives at the prismatic edges require additional storage of terms such as the area projections of all the triangular and quadrilateral faces in the prismatic region as well as storage of edge-dual volumes and edge-centered gradients of the primitive variables u, v, w and E. The node-arrays include storage of nodal state vectors, coordinates, volumes and node-based time steps. Comprehensively, using the relations between di erent parameters as expressed previously, the total memory requirement (M T +M P ) of the hybrid solver is given as follows: M T = 50 NTnodes M P = 100 NBnodes NLayers
The data structures employed for prismatic adaptation is again a set of 2-D pointers that comprise face-to-node, face-to-edge, edge-to-node, edge-to-face connectivities for the boundary surface triangulation. Arrays for the tetrahedral grid include cell-to-node, edge-to-node pointers which would su ce to perform grid re nement. Additional storage is required for the wall boundary faces and the tetrahedra to store the parent-child pointers that constitute the embedded-tree structure. Comprehensively, the total memory requirement for the adapter is given as:
M T = 70 NTnodes M P = 25 NBnodes For a hybrid grid comprising 5000 wall boundary nodes, 20 layers of prisms and 250,000 tetrahedra, the above expressions are used to compute the actual computer memory required. This is approximately 12 Mwords for the solver and 3 Mwords for the adapter.
MULTIGRID METHOD Coarse Grid Generation
In the present work, the multigrid scheme is implemented for only the prismatic part of the hybrid grid by using the grid re nement scheme in conjunction with the semi-structure of prismatic grid to generate successively coarser overlapping grids.
The salient feature of the present work is that it circumvents the need for generation of independent coarse grids, as well as complicated search algorithms and data structures to determine the intergrid communication by virtue of using overlapping coarse grids. This is illustrated in Figure 7 , which shows the tessellation on the boundary surface of a once-embedded prismatic grid. The once-embedded grid (level 1) constitutes the ne grid on which the basic numerical scheme is implemented the unembedded initial grid (level 0), constitutes the coarser grid that shall be used to obtain the convergence acceleration. It must be noted that the level 0 grid is obtained directly out of the level 1 grid by using the parent cell pointers of the embedded grid. This strategy is signi cantly more e cient, computationally as well as storagewise, compared to the unstructured multigrid algorithms that need to generate coarser grids independently. This is due to the fact that the computation time needed for h-re nement process is orders of magnitude smaller compared to that for a 3-D unstructured grid generation or remeshing. Furthermore, in terms of memory requirements, the intergrid data structures needed by 3-D algorithms in 11, 12] far outweigh the data structures needed for h-re nement. Additionally, coarser levels can be further generated starting from the initial unembedded prismatic grid by deleting every other layer of tessellation as illustrated in Figure 8 . 
Coarse Grid Acceleration
The basic concept of the multigrid method is that the corrections to the ne grid solution changes-in-time obtained on the coarse grid should be driven by the ne-grid residuals. The multigrid scheme is implemented by rst discretizing the governing equations on the nest level. This comprises evaluating Us at each ne-grid node using the numerical scheme. This constitutes a ne-grid iteration. The ne-grid residuals are then restricted to the coarse grid nodes. The coarse grid corrections are obtained by evolving the restricted residuals on the coarse grid. These coarse grid corrections are then interpolated to the ne-grid nodes. This set of operations constitute a coarse grid iteration. In the present scheme a coarse grid iteration is performed after every ne-grid iteration. Each multigrid cycle comprises of a ne-grid iteration and a coarse-grid iteration on each coarser level. ! n ( t n ) 2 2 (10) where t n = t n ?t n?1 . The coarse grid time step t n+1 and the ne-grid time step t n are alternatively represented by t c and t f , respectively. Combining the above equations, the correction obtained at the coarse grid node is expressed in terms of the ne-grid change associated with that node as ( U c ) n+1 = U f n t c t f ?
The above equation shows that the coarse grid correction U c is driven by the residual U f obtained on the next ner grid.
Solution Restriction
The scheme employed is node-centered and the coarser levels of the multigrid are nested and hence the scheme does not require a transfer operator to represent a ne-grid solution on the next coarser level. The \restricted" solution is straight away represented by the state vector which is \injected" at the coarse grid nodes.
Residual Restriction
The residuals are restricted to a coarse grid from the next ner level by means of a volume-weighted averaging procedure. At any coarse grid node n, the restricted residual U f!c is given in terms of the residual U f at the next ner grid nodes using a restriction operator T f!c n : (12) and the summation i is over all the cells at the next ner grid that surround the coarse grid node n. The residual for a cell is evaluated as the average of the residuals at its nodes.
Coarse Grid Evolution
The rst-order part of the correction at the node n at the coarser level is given by: U c n = U f!c n t c t f (13) The second order change is obtained using the LaxWendro scheme similar to the integration on the ne grid. Hence, the total correction at a coarse grid node n is of the form: U c n = U c n ? I c ( U c n ) (14) where the operator I c (:) represents the LaxWendro type integration on the coarse grid to evaluate the second-order changes using U c , as in equation (5).
Solution Prolongation
The corrections obtained at the coarse grid nodes from equation (14) are interpolated to the negrid nodes that do not appear on the coarser grid. These corrections are then added to the ne-grid residuals evaluated at the previous time-step.
RESULTS

Combined Solver with Dual Adapter
The Navier-Stokes solver combined with the dual adapter for hybrid grids is validated by means of showing grid independency of the numerical results obtained. Supersonic ow past a sphere at a free stream Mach number of M 1 = 1:4 and a Reynolds number of Re = 1000 (based on the radius of sphere) is considered. The ow is characterized by both inviscid and viscous ow features such as shock waves and boundary layer separation. Numerical solutions are computed for three di erent cases: (i) an unadapted hybrid grid (ii) hybrid grid adaptively re ned using the dual-adapter and (iii) redistributed grid. Comparisons are made with the numerical results computed using the NavierStokes scheme on an all-prismatic ne grid. The values of skin-friction and pressure coe cients are computed at the nodes at the junction of an equatorial plane normal to the symmetry plane and the wall (? =2 =2).
Unadapted Hybrid Grid
Numerical solution is computed and compared between two grids, viz a globally ne hybrid grid and an all-prismatic grid. An isometric view of the surface triangulation and tessellation on the symmetry plane of the hybrid grid are shown in Figure 9 . The prismatic region of the hybrid grid comprises 2800 wall boundary nodes and 20 layers of prisms. The tetrahedral region comprises 92K nodes and 525K tetrahedra. The all-prismatic grid comprises the same wall surface triangulation with 65 layers of prisms. The Blasius solution for ow over a at plate relates the thickness of boundary layer at any location x to the Reynolds number as (x) / 1 p Re . Using this as an approximate guiding rule, a grid spacing of w = 10 ?2 at the wall is chosen a-priori for the present case. A stretching factor of 1.1 is used to cluster the prisms near the wall.
The Mach number contour lines of the solution obtained on the all-prismatic grid are shown in Figure 10 . A spherical bow shock is observed upstream of the blunt body. The 3-D boundary layer becomes thicker on the aft section of the body and it eventually separates and forms a wake. Numerical solution for the same ow is now obtained with the equation-adaptive hybrid solver, discretizing the Navier-Stokes equations only on the prisms and switching to the Euler equations in the region covered by tetrahedra. A comparison of the shock location relative to the body for the two solutions is shown in Figure 11 . It is observed that switching to a di erent topology and turning the viscous terms o at the interface does not in uence the numerical solution as is seen from the stand-o distance of the shock. A comparison of the values of skin-friction coe cient C f = 2 w = 1 U 2 1 and the pressure coef-
1 between the two solutions is shown in Figure 12 . It is seen that there is a very good agreement between the two cases. Further, CPU time evaluation on a CRAY Y-MP C90, summarized in Table 1 , shows that discretizing the viscous terms takes roughly four times as much time as for inviscid terms. It has to be noted that using an all-prismatic grid or a global viscous scheme entails discretizing the full Navier-Stokes equations over the entire ow domain. It can be inferred from the table that computations on an all-prismatic grid are roughly three times more expensive than on the hybrid grid. Thus, the comparison substantiates that a hybrid solver considerably improves the computational e ciency by limiting the viscous terms discretization to a small fraction of the ow domain as well as obtains solutions that are comparable, in terms of accuracy, to that of a global viscous scheme.
Dual Adaptation of Hybrid Grid
The hybrid grid adaptation algorithm developed in the present work is now implemented in conjunction with the hybrid solver to obtain numerical solution for the same ow situation discussed above. A coarser hybrid grid comprising 1400 wall boundary nodes and 100K tetrahedra is used as the initial grid. The prismatic region is, as before, constituted by 20 layers of prisms that are clustered with the same values for w . The adapted grid obtained after h-re nement based on an initial solution is shown in Figure 13 . shows the tessellation on the wall surface, on the symmetry plane as well as on an equatorial plane cutting through the interior of the grid, normal to the symmetry plane. It is clearly seen that embedding in the tetrahedral region is focussed near the shock location just outside of the prismatictetrahedral interface. The prismatic region is also directionally re ned near the upstream and downstream sections of the body. This is due to the ow upstream accelerating rapidly from the upstream stagnation point and the ow downstream separating that causes ow gradients in the lateral directions that are detected by the directional adaptive algorithm. The embedded hybrid grid comprises 2500 wall boundary nodes and 275K tetrahedra. Mach number contour lines of the solution obtained on the adapted grid are shown in Figure 14 . Comparison of Figures 10 and 14 shows that the isotropic re nement of tetrahedra near the interface enables the adaptive hybrid scheme to better capture the shock than the all-prismatic grid using far fewer nodes than the globally ne hybrid grid. Skin-friction and pressure coe cients computed at the wall are also in good agreement with that of the all-prismatic solution, as seen from Figure 15 . It is observed that despite the drastic changes in topology at the interface, as seen in Figure 13 , the computed values of C f and C p are in good agreement with those obtained with the all-prismatic grid.
Redistribution of Prisms
In both the above cases, viz globally ne and adapted hybrid grid, the grid points near the wall were clustered using a wall-spacing chosen a-priori so as to provide a suitable grid for viscous computations. The e ect of grid redistribution in the viscous region is next shown by selecting an initial grid that has a much larger wall spacing w and further, the prism layers are equispaced as shown in Figure 16 (a) . The grid has 1400 wall nodes and 100K tetrahedra. Based on an initial solution obtained on this grid, the redistribution algorithm is used to recompute the values of w at all the wall boundary nodes, using y + as the detection parameter. The hybrid grid with the redistributed prismatic region is shown in Figure 16 (b). Observing the grid in the fore section, it is seen that the redistribution algorithm reclusters the grid substantially by attracting the nodes very close to the wall in order to resolve the large gradients in the normal direction. In the aft region, the boundary layer thickens substantially and separates and the algorithm is seen to push the nodes away from the wall. Figure 17 shows a comparison of C f and C p computed for three cases, viz unredistributed initial grid, redistributed grid and allprismatic ne grid. The gure clearly shows that the initial grid performs poorly in the fore section due to lack of su cient resolution to resolve the large viscous stresses, whereas it performs better in the aft region where the gradients are small due to separation of the boundary layer. The solution obtained on the redistributed grid, however, is seen to compare well with the solution obtained on the all-prismatic grid.
Directional Viscous Multigrid
The directional multigrid algorithm developed for prismatic meshes is applied in conjunction with the viscous solver to demonstrate its capability to accelerate convergence to steady-state. The results presented include multigrid solution obtained on (i) an all-prismatic grid (ii) directionally re ned prismatic grid and (iii) an unadapted hybrid grid.
Directional Multigrid with Prismatic Grid
Supersonic laminar ow over a cylindrical bump in a 3-D channel is used to demonstrate the capability of the directional multigrid scheme. The prismatic grid employed is generated from a 65 5 65 hexahedral mesh by dividing each hexahedron into two prisms. The grid has 65 layers of prisms. The non-dimensional ow parameters used are Mach number M 1 = 1:4 and Reynolds number Re = 8000.
Multigrid acceleration is implemented using six coarser levels. The performance of the multigrid method is summarized by means of Figure 18 (a) which shows the number of multigrid cycles to attain convergence to steady-state and the CPU time taken per cycle for di erent cases. It is seen that a signi cant speed-up in terms of CPU time is obtained using coarse-grid acceleration. The CPU time comparisons were made on a CRAY Y-MP. The rst few coarser levels contribute substantially in accelerating convergence and the scheme produces diminishing returns as very coarse grids are used. The trade-o between the speed-up obtained in terms of convergence to steady-state and the excess CPU time taken with each additional level of multigrid is shown in Figure 18 (b). It is seen from the gure that a coarse-grid acceleration factor of 5 is obtained in terms of CPU time. An isometric view of the grid and Mach number contour lines of the solution obtained are shown in Figure 19 . The residual history for convergence to steady-state for the non-multigrid scheme and the case with all six levels of multigrid is shown in Figure 20 .
Multigrid with an Adapted Prismatic Grid
A coarser initial grid with 33 layers of prisms is used to implement the directional multigrid scheme coupled with prismatic grid re nement. An isometric view of the embedded prismatic grid is shown in Figure 21 . The initial grid comprises 10725 nodes and the directionally embedded grid has 19602 nodes.
The multigrid scheme is implemented for this case by using the embedded grids as well as the semi-structure of the prismatic meshes to generate coarser levels. The nest level is constituted by the embedded grid. The rst coarse grid is represented by the unembedded mesh which is available through the parent-child tree pointers of the cells in the embedded grid. Further coarser levels are generated by deleting henceforth every other layer from the rst coarse level. Comparisons of the number of ne-grid/multigrid cycles until convergence and the respective CPU time taken on a CRAY Y-MP are listed in the Directional Multigrid with a Hybrid Grid
The directional multigrid is implemented on a hybrid grid around a sphere for the same ow parameters discussed earlier. The hybrid grid employed is similar to that shown in Figure 16 (a) . The prismatic region comprises 32 layers so as to enable coarser levels to be generated by removing every other layer. Two coarser level grids are used, comprising 16 layers and 8 layers of prisms respectively, for the accelerating convergence to steady state. The directional multigrid scheme operates only in the prismatic region. No multigrid acceleration is implemented for the unembedded tetrahedral region. Comparison of the residual histories for the non-multigrid scheme and the directional multigrid method are shown in Figure 22 . It should be noted that even though the prismatic region constitutes only a small part of the grid, implementing a directional multigrid scheme in the prismatic region enables the hybrid solver to converge appreciably faster to steady state as the multigrid scheme is suitable for the strong directional gradients in the viscous area.
SUMMARY
A hybrid adaptive multigrid solver for viscous computations was developed and validated. The algorithm used a hybrid grid comprising tetrahedra and prisms to discretize the governing equations by employing an equation adaptation approach.
Comparison of results computed on the hybrid grid with those obtained on an all-prismatic grid showed that switching to a di erent topology and turning the viscous terms o at the interface did not have any adverse e ect on the accuracy of the results. The semi-structured nature of the prismatic grids reduced the memory requirements considerably as opposed to using a fully unstructured grid. A dual grid adaptation algorithm was developed and implemented in conjunction with the solver. The algorithm enabled the solver to obtain accurate results adaptively using relatively less number of nodes. Grid redistribution used in tandem with grid re nement in the prismatic region provided optimum clustering of prism layers and better resolved the viscous stresses. A directional multigrid algorithm was developed and was demonstrated to be suitable for the strong directional viscous gradients. 
