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Non-Equilibrium	Greens	Function	method,	 to	calculate	 the	 thermoelectric	properties	of	
phosphorus	 materials	 and	 tin	 sulfide	 phases.	 The	 effects	 of	 several	 types	 of	 phase	
transitions,	on	the	thermoelectric	properties	of	these	layered	materials,	are	considered.	
It	 is	 shown	 that,	 not	 only	 is	 consideration	 of	 structural	 and	 electronic	 rearrangements	








electronic	 transport	 is	 used	 as	 a	 means	 to	 derive	 the	 electronic	 transmission.	 According	 to	 the	





the	 impact	 of	 climate	 change	 on	 society	 that	 there	 has	 been	 a	 substantial	 increase	 in	 funding	 for	
potential	green	technologies.	






















of	 computational	 methods	 such	 as	 Density	 Functional	 Theory	 and	 Density	 Functional	 based	 Tight	







by	 a	 review	 on	 the	 state-of-the-art	 in	 thermoelectric	 materials.	 Finally,	 an	 introduction	 to	 the	








pressure	may	enhance	 the	 thermoelectric	properties	of	black	phosphorus.	 The	electronic	 transport	
properties	 of	 several	 known	 phosphorus	 allotropes	 are	 calculated,	with	 the	 intention	 of	 forming	 a	
grounding	 for	 the	 methodology.	 Once	 these	 calculations	 brought	 confidence	 to	 the	 method,	 an	
































for	 these	 calculations	 to	 be	 performed	 at	 superior	 speed,	 and	 massively	 parallelised.6	 This	 rise	 in	
computational	power	has	seen	calculations	involving	single	atoms	and	diatomic	molecules	evolve	into	
giant	systems	of	thousands	of	atoms,	multiple	phases	and	yield	a	host	of	calculable	properties.7-9	










𝐻	 	Ψ = 𝐸	 	Ψ 	 (1)	
Equation	1	 is	 the	 time	 independent	Schrödinger	equation.11	Much	of	 computational	 chemistry	 is	 at	
some	 level	 dependent	 on	 solving	 the	 Schrödinger	 equation	 in	 some	 form	 to	 derive	 energies	 and	
subsequent	forces	within	a	system.		






the	 term	 self-consistent	 field	 to	 the	 area	 of	 atomic	 modelling.12	 The	 concept	 was	 applied	 to	 the	






















	 𝜌 2 2𝑟89 𝑑𝑣9<= 3 	
where	𝜌(2)	is	the	charge	density	at	point	2.	Assuming	that	an	electron	could	not	act	upon	itself,	Hartree	
decided	that	𝜓-∗𝜓- 	should	not	be	included	in	the	charge	density	of	the	electron	in	the	𝑖th	orbital	defined	
in	equation	2.	This	allows	for	the	definition	of	the	potential	acting	on	the	𝑖th	electron	at	position	1	as	𝑉- 1 = 	𝑉? 1 +	𝑉A 1 +	𝑉B- 1 	 4 	
where	the	nuclear	potential		
𝑉? 1 = 2𝑍𝑟8 	 5 	
and	the	averaged	electronic	potential		
𝑉A 1 = 	 𝜌 2 2𝑟89 𝑑𝑣9 	 	 6 	
whilst	𝒱𝑋𝒾	is	the	correction	term	for	the	absence	of	an	electron	in	one	orbital	acting	upon	itself.	For	an	
electron	in	the	𝒾th	orbital,	Hartree	assumed	the	Schrödinger	equation	to	be		
−∇9𝜓- 1 − V-𝜓- 1 = 	ℇ-𝜓- 1 	 7 	
where	-𝛻2	is	the	kinetic	energy	in	atomic	units,	-V- 	is	the	potential	energy	of	the	electron	in	the	averaged	
potential	in	equation	4,	and	𝜀𝒾	is	the	one	electron	energy.1	Equation	7	is	relatively	straightforward	to	
solve	due	 to	 the	 spherical	 symmetry	of	 the	atom,	 yielding	a	 solution	 in	 spherical	polar	 coordinates	






until	 this	 condition	 was	 met	 to	 a	 certain	 level	 of	 accuracy.	 More	 specifically,	 using	 the	𝛹𝒾’s	 from	
equation	 7	 and	 substituting	 them	 into	 equation	 1	 to	 begin	 the	 next	 iteration.	He	 then	 termed	 the	
resultant	 field,	potential	and	wave	 functions	self-consistent.	The	self-consistent	charge	density	 from	
equation	1	approximated	the	experimentally	determined	atomic	charge	density	rather	well.	Better	still,	

















The	approach	was	adapted	by	 J.	 C.	 Slater	 around	1950,	who	 redefined	 the	Hartree-Fock	exchange,	
defining	the	exchange	energy	as	






𝑟U = 	 34𝜋 8W 𝜌 𝑟8 X8W	 	 9 	
meaning	it	was	possible	to	express	the	exchange	energy	as	
𝐸B 𝜌 ≅ 𝐶B 𝜌 𝑟8 \W𝑑𝑟8 	 	 10 	
where	𝐶B	is	a	numerical	constant.	Slater	then	introduced	an	adjustable	parameter,	a,	to	improve	the	
approximation.	This	Hartree-Fock-Slater	X	a	Method	was	now	expressed	as	










where	𝜈 𝑟 	is	 the	external	potential,	and	𝑛(𝑟)	is	 the	electron	density	otherwise	denoted	as	𝜌	in	this	
thesis.	 If	 the	many-particle	 ground	 state	 is	 a	 unique	 functional	 of	𝜌(𝑟),	 then	 the	external	 potential	
determining	the	Hamiltonian	is	𝜌(𝑟).	As	such,	all	components	of	the	ground	state	energy	can	also	be	






𝑁 𝑛 ≡ 	 𝑛 𝑟 𝑑𝑟 = 𝑁. "	 13 	
Here,	𝑁 𝑛 	is	 the	number	of	electronic	densities	considered	and	𝑛(𝑟)	is	 the	ground	state	electronic	
density.	Essentially,	the	functional	FHK	yielding	the	true	ground	state	energy	must	correspond	to	the	
correct	ground	state	density,	𝜌o.	Any	other	density	would	result	in	a	higher	energy,	for	the	case	of	a	





instead	 of	 wave	 functions	 to	 model	 chemical	 systems.18	 The	 Hohenberg	 Kohn	 theorems	 laid	 the	
foundations	for	Kohn	and	L.	J.	Sham	to	produce	a	series	of	equations,	the	Kohn-Sham	Equations,	which	
consolidated	 the	 work	 of	 Thomas,	 Fermi	 and	 Slater	 with	 the	 orbital	 theory	 of	 the	 Hartree-Fock	
method.19	Using	a	Slater	determinant	modified	for	DFT	and	atomic	orbitals,	the	Kohn-Sham	equations	
can	be	expressed	as	a	one-electron	operator,	as	with	the	Hartree-Fock	equations:	
𝑓kl 	= 	 ℰ-	|	Ψ- = 	 −	89	∆ + 	𝑉l 𝑟 Ψ- 15 	
The	electron	density	is	obtained	from	the	𝛹𝒾*𝛹𝒾	values.	To	calculate	the	kinetic	energy,	which	is	not	
determined	by	the	functional	as	in	the	Hartree-Fock	formula	
𝑇l = 	− 12	 	Ψ𝒾 	Δ	 	Ψ𝒾 	?- 16 	
we	must	split	the	functional		𝐹 𝜌 𝑟 = 	𝑇l 𝜌 𝑟 + 	𝐽 𝜌 𝑟 + 	𝐸Bs 𝜌 𝑟 	 17 	
	
	10	
into	 its	 kinetic	 energy	 and	 Coulomb	 term,	 alongside	 an	 exchange	 correlation	 term.	 This	 exchange	
correlation	incorporates	a	correction	term	for	the	kinetic	energy,	as	well	as	the	expected	exchange	and	
correlation	effects:	𝐸Bs 𝜌 ≡ 𝑇 𝜌 −	𝑇l 𝜌 + 𝐸AA 𝜌 − 	𝐽 𝜌 = 	𝑇s 𝜌 +	𝐸tuv 𝜌 18 	𝑇s 	is	 the	 true	 kinetic	 energy	 and	𝐸tuv 	incorporates	 all	 non-classic	 effects,	 such	 as	 self-interaction	
correction,	exchange	and	correlation.	Next	we	must	formulate	the	potential	operator	𝑉l	in	the	Kohn-
Sham	operator	𝑓kl,	by	approximating	it	as	an	effective	operator	
𝑉Aww = 	 𝜌89𝑟89 𝑑𝑟9 − 	 𝑍x𝑟-x + 	𝑉Bs	x 	 19 	
where	𝑉Bs 	describes	the	exchange-correlation	energy	effect,	and	is	unknown,	so	must	be	defined	as	a	
derivative	of	the	exchange-correlation	energy:	
𝑉Bs ≡ 	 𝛿𝐸Bs𝛿𝜌 	 20 	
If	𝐸Bs 	and	𝑉Bs 	could	be	derived,	the	exact	ground	state	energy	could	be	calculated.	Unfortunately,	they	
cannot,	leading	to	the	first	problems	of	density	functional	methods.	











𝐸Bsz{x 𝜌 = 	 𝜌 𝑟 𝜀Bs 𝜌 𝑟 𝑑𝑟 	 21 	
	
	11	
Here	𝜀Bs 𝜌 𝑟 	is	the	particle	exchange-correlation	energy	within	the	electron	gas.		𝜀Bs 𝜌 𝑟 = 	 𝜀B 𝜌 𝑟 + 	𝜀s 𝜌 𝑟 	 22 	
The	exchange-correlation	energy	is	simply	the	sum	of	the	exchange	and	correlation	energies	for	each	
particle.	The	exchange	term	can	also	be	expressed	as	




𝐸Bszl{ 𝜌^,𝜌~ = 	 𝜌 𝑟 𝜀Bs 𝜌^ 𝑟 , 	𝜌~ 𝑟 𝑑𝑟 	 24 	





gradient,	Δρ r ,	 allows	 for	 the	non-homogeneity	of	 the	electron	density	 to	be	accounted	 for.22	The	
Gradient	Expansion	Approximation:	
𝐸Bsx 𝜌^,𝜌~ = 	 𝜌𝜀Bs 𝜌^, 	𝜌~ 	𝑑𝑟 + 	 𝐶Bs, 	 𝜌^, 	𝜌~ 	Δρ𝜌| Δρ𝜌| 	𝑑𝑟 + ⋯	, 	 25 	
is	the	next	stage	in	the	development	of	the	LDA,	in	the	sense	that	it	includes	the	second	term	of	a	Taylor	
expansion	 as	 well	 as	 the	 first	 which	 describes	 the	 LDA.	 In	 this	 form,	 the	 functional	 yields	 little	
improvement	 due	 to	 an	 inability	 to	 describe	 the	 exchange	 term,	 but	 by	 further	 approximating	 the	
restrictions	of	 the	 ‘real’	 exchange	behaviour,	we	arrive	at	 the	Generalised	Gradient	Approximation,	
GGA:	
𝐸Bsx 𝜌^,𝜌~ = 	 𝐹 𝜌^ 𝑟 , 	𝜌~ 𝑟 , Δρ^ r , Δρ~ r 	𝑑𝑟	 26 	
	12	
Once	again,	𝐸Bsx 	can	be	 split	 into	𝐸Bx 	and	𝐸sx 	to	work	on	 the	 solutions	 to	each	of	 these	 terms	














𝐸BsWz = 1 − 𝑎 𝐸Bzl{ + 𝑎𝐸Bs= + 𝑏𝐸B + 𝑐𝐸sz + 1 − 𝑐 𝐸szl{ 28 	
with	𝜆 = 0	indicating	the	values	for	non-interacting	particles,	and	a,	b,	c,	are	coefficients	obtained	by	
fitting	 the	 functional	 to	 total	 energies,	 ionisation	 energies	 and	 proton	 affinities.	 Hybrid	 functionals	
usually	 the	 best	 suited	 to	molecular	 problems	 of	 all	 DFT	methods,	making	 them	 rather	 popular	 in	
today’s	literature.	
2.3	–	TIGHT-BINDING	APPROACH	
Also	 known	 as	 the	 LCAO	 or	 Bloch	 approximations,	 the	 tight	 binding	 approximation	 was	 originally	
proposed	by	Bloch.26	 It	consists	of	a	Linear	Combination	of	Atomic	Orbitals	 (LCAO)	representing	the	
various	atoms	within	a	crystal,	with	coefficients	determining	the	values	of	the	planes	waves	where	the	
atoms	 are	 located.27	 The	method	 was	 originally	 limited	 in	 application	 due	 to	 the	 large	 number	 of	






In	 the	 DFTB	 approach,	 each	 one-electron	 wavefunction,	 Ψ(r) ,	 can	 be	 expressed	 as	 a	 linear	
combination,	LCAO,	of	atomic	orbitals	𝜙(𝑟)	such	that		
Ψ r = 	 𝐶𝜙 𝑟 	 29 	
leaving	the	solution	to	the	eigenproblem	
𝐻ff 𝐶f = 𝐸 𝑆f𝐶ff 	 30 	
where		
𝐻f = 	 𝜙 𝐻 𝜙f 	 31 	
and		
𝑆f = 	 𝜙 𝜙f 	 32 	
are	the	Hamiltonian	and	overlap	matrices,	and	𝜎	is	the	spin	state,	↿	or	⇂.28,29		If	𝜙	and	𝜙f	are	located	
on	 separate	 atoms,	a	 and	b,	 the	 Hamiltonian	matrix	 element	𝐻f 	for	 spin-polarised	 self-consistent	
charge	(scc)	case	is	evaluated	as	
𝐻f 	= 	 𝜙 𝐻 𝜙f+	89l 	 	,	,	 	 	± 	89	l 𝑊vv	𝑚vv	v+ 𝑊¤vv	𝑚¤vv	v 	 𝑊vv	𝑚v	 +v 𝑊¤vv	𝑚¤vv	v¤ 																					(33)	
where	 the	 first	 term	 is	 the	 non-scc	 DFTB	Hamiltonian	matrix	 element.	 The	 second	 term	 is	 the	 scc	
contribution,	summed	over	all	shells,	𝑙¦¦,	of	all	atoms,	𝐶𝑙¦¦,	in	the	system.	 	𝛾v,sv + 	𝛾¤v,sv	 	Δ𝑞sv 	
is	the	scc	potential	of	sites	𝑎𝑙	and	𝑏𝑙.		

















its	 versatility	 and	 in	 part	 to	 its	 numerical	 stability.	 Open	 boundary	 conditions	 may	 be	 applied	 by	
mapping	contact	leads	to	small,	finite	parts	of	the	system.	The	NEGF	approach	may	also	be	adapted	to	








contacts	 are	 assumed	 to	 be	 semi-infinite,	 exhibiting	 the	 same	 properties	 as	 the	 bulk,	 and	multiple	
contacts	may	be	defined.	The	device	portion	of	the	system	consists	of	the	atoms	linking	the	contacts,	














𝐴 𝐸 = 𝑖 𝐺± 𝐸 − 𝐺±² 𝐸 	 	 37 	
where		
𝐺± 𝐸 = 	 𝐸𝑆 − 𝐻 +	Σ± 𝐸 X8	 38 	
and	Σ±(𝐸)	is	the	retarded	self-energy,	which	accounts	for	the	contacts	and	other	perturbing	influences,	
such	 as	 phonons,	 impurities	 and	 other	 electrons.	 The	 derived	 results	 are	 only	 valid	 in	 steady-state	
conditions	such	that	the	two-time	Green’s	functions,	𝐺(𝑡, 𝑡¦),	depend	only	on	the	time	difference,	𝑡 −𝑡¦,	and	the	energy	may	be	derived	from	Fourier	transform.31	An	advantage	of	the	approximation	is	that	
the	contacts	may	be	mapped	exactly	into	the	extended	molecule	using	appropriate	self-energies.	This	





Δ𝑞- = 	 𝑅𝑒 𝜌¶𝑆¶f- − 	𝑞-=	 39 	
Where	 𝑞-= 	are	 the	 reference	 atomic	 charges.	 Inelastic-scattering	 processes	 affecting	 occupation	
dynamics	 are	 given	 by	 the	 Keldysh-Kadanoff-Baym	 (KKB)	 equation.	 Within	 the	 Tight-Binding	
approximation,	the	steady-state	solution	of	the	KKB	equation	is	expressed	as	matrices	terms	
𝐺®,¯ 𝐸 = 	𝐺± 𝐸 Σ®,¯ 𝐸 𝐺 𝐸 40 	
where	𝐺 =		𝐺±²	is	the	advanced	Green’s	function,	Σ®	and	Σ¯	are	the	non-equilibrium	self-energies.	𝐺®	can	be	practically	divided	into	three	terms	to	obtain	the	density	matrix:	




Γ^ 𝐸 = 	𝑖 Σ±^ 𝐸 − Σ±^² 𝐸 	 . 42 	
	
2.4	–	CODES	USED	










wave	 functions	 allows	 for	 computational	 time	 and	memory	 to	 also	 scale	 linearly	 with	 system	 size.	











outputs	 are	 cross	 compatible.	 This	 modular	 distribution	 is	 intended	 to	 encourage	 innovation	 and	
flexibility	in	the	field	of	electronic	structure	calculations	and	materials	modelling,	by	being	open	source	






calculations	 and	 atomistic	 simulations,	 including	 structural	 optimisation	 and	 molecular	 dynamics.	
PHonon	implements	Density	Functional	Perturbation	Theory	(DFPT)	to	calculate	second	and	third	order	






































lowest	 energy	 and	 thus	most	 likely	 to	 be	 the	 ground	 state.	 To	 express	 this	 task,	 one	may	 create	 a	







v) Saddle	 points	 –	 A	 point	 from	 which	 one	 direction	 leads	 to	 a	 maximum,	 and	 another	
direction	leads	to	a	minimum.	
Many	methods	exist	with	which	to	iteratively	search	the	PES,	by	recalculation	of	the	systems	energy	














An	 improvement	upon	 the	SD	method,	Conjugate	Gradient	 (CG)	methods	proceed	along	 the	PES	 in	
conjugate	directions,	rather	than	in	the	direction	of	force.35-37	Employing	the	Polak-Ribière	algorithm,	
the	method	proceeds	as	follows:	
1) Determine	initial	search	direction	using	force	method	𝑑= = 	𝐹=	 44 	
2) Calculate	step	size,	𝜆,	via	line	minimisation	𝑅º8 = 	𝑅º + 	𝜆𝑑º	 45 	
3) Under	the	assumption	that	
𝛾 = 	𝐹º8 ∙ 	 𝐹º8 − 𝐹º𝐹º 9 	 46 	







The	 Broyden	method,	 or	 BFGS	method,	 is	 one	 of	 the	most	 efficient	 quasi-Newton	methods	widely	
available	 in	 atomistic	 simulation	 packages.	 The	 method	 was	 in	 fact	 suggested	 by	 4	 authors	
independently:	 Broyden,	 Fletcher,	 Goldfarb,	 Shanno;	 hence	 the	 terms	 Broyden	 and	 BFGS	 are	 used	
almost	interchangeably	in	the	field.	
The	methods	gathers	information	of	the	second	derivatives	of	forces	during	optimisation,	so	as	to	step	




𝑑º = 𝐹º𝐻ºX8	 48 	
2) Then	a	line	minimiser	is	used	to	proceed	to	the	energetic	minimum	along	this	direction	𝑅º8 = 	𝑅º + 	𝜆𝑑º	 49 	
The	similarities	between	methods	can	be	appreciated	by	noting	that	equations	45	and	49	are	identical,	





This	 method	 seeks	 to	 improve	 upon	 the	 SD	 method,	 by	 implementing	 a	 more	 aggressive	 search,	




𝑉º = 𝑉º𝐹º 𝐹º	 50 	
2) Make	velocity	zero	if	it	is	antiparallel	to	the	force	
𝑖𝑓	𝑉º𝐹º < 0,	 𝑡ℎ𝑒𝑛	𝑉º = 0	
3) The	 Velocity	 Verlet	 algorithm	 is	 used	 to	 differentiate	 Newton’s	 equations	 of	 motion	 and	


















calculate	 the	 forces	 acting	 on	 the	 nuclei,	 again	 according	 to	 Newton’s	 Equations	 of	Motion.	 Thus,	
according	to	Newton’s	second	law	of	motion:	𝐹- = 	𝑚-𝑎-	 	 53 	
Here,	the	resultant	force	on	a	particle	is	the	product	of	its	mass	and	acceleration,	and	its	acceleration	
is	the	second	derivative	of	its	displacement	with	respect	to	time:	
𝐹- = 	𝑚- 𝑑9 𝑟-𝑑𝑡9 	 , 𝑖 = 1, 2, 3	 …𝑁 (54)	
Using	the	Lagrangian	function:	 𝐿 = 𝑇 − 𝑉	 55 	
which	describes	 the	difference	between	kinetic	and	potential	energy,	we	can	define	the	Lagrangian	
equation	of	motion	as	
















used	to	directly	solve	equation	54,	utilising	the	positions	 𝑟 ,	 𝑟X∆ 	and	accelerations	 𝑎 	calculated	
in	each	previous	step.	The	positions	are	calculated	both	forward	and	backward	in	time	by	a	third-order	
Taylor	series	expansion:	
𝑟 𝑡 + 	𝛿𝑡 = 𝑟 𝑡 + 	𝛿𝑡 𝑣 𝑡 +	89𝛿𝑡9 𝑎 𝑡 + ⋯	 58	𝑎 	𝑟 𝑡 − 	𝛿𝑡 = 𝑟 𝑡 − 	𝛿𝑡 𝑣 𝑡 +	89𝛿𝑡9 𝑎 𝑡 − ⋯ 58	𝑏 	
giving		
𝑟 𝑡 + 	𝛿𝑡 = 2 𝑟 𝑡 − 	 𝑟 𝑡 − 𝛿𝑡 + 𝛿𝑡9 𝑎 𝑡 	 	 59 	
Which	is	the	basic	form	of	the	Velocity	Verlet	algorithm.	As	we	are	integrating	Newton’s	equation	of	
motion,	𝑎 𝑡 	is	simply	𝐹/𝑚,	and	using	equation	57,	we	know	that	the	force	 is	 just	a	function	of	the	
atomic	positions,	giving		




calculation	of	 several	 important	 systemic	properties	 requires	 these	 velocities,	 and	as	 such	 they	 are	
calculated	as	









how	 these	 conditions	 are	 imposed.	 Statistical	methods	 address	ensembles	 of	molecules	 in	dynamic	
equilibrium,	and	the	definitions	of	three	common	ensembles	are	as	follows:	
i) 𝑁𝑉𝐸 	–	 the	 system	 contains	 a	 constant	 number	 of	 atoms,	 under	 constant	 volume	 and	
constant	energy.	This	is	known	as	the	microcanonical	ensemble.	
ii) 𝑁𝑉𝑇 	–	 the	 system	 contains	 a	 constant	 number	 of	 atoms,	 under	 constant	 volume	 and	
constant	temperature.	This	is	the	canonical	ensemble.	




constant	 temperature	by	 coupling	with	a	heat	bath,	 in	other	words,	 the	 total	 kinetic	energy	of	 the	
system	 is	 conserved.	 The	 grand	 canonical	 ensemble	 is	 used	 to	 describe	 a	 system	 which	 is	 in	







Upon	 starting	 an	 MD	 simulation,	 sufficient	 time	 and	 steps	 should	 be	 dedicated	 to	 equilibration,	
especially	 if	 starting	 from	 optimised	 geometries,	 as	 the	 system	 is	 starting	 from	 its	 lowest	 energy	







𝐸Â-t = 	 𝑚-𝑣-92 = 	 32 	𝑁𝐾𝑇?- 	 62 	
Which	yields	the	real	temperature	of	the	system,	T.	we	then	apply	a	scaling	factor	which	is	defined	as	






Originally	 conceived	 by	 S.	 Nosé	 in	 1984	 and	 refined	 by	 W.	 G.	 Hoover	 in	 1985,	 the	 Nosé-Hoover	
thermostat	introduces	a	Hamiltonian	which	possesses	an	additional	degree	of	freedom:	
𝐻∗ = 	 𝑝-92𝑚- + 	Φ 𝑞 +	𝑄2 𝜁9 + 𝑔𝐾𝑇 ln 𝑠- 	 64 	
Here	𝑝- 	and	𝑞- 	are	the	virtual	momenta	and	coordinates	of	an	atom,	𝑚- 	is	the	mass	of	the	atom,	Φ 𝑞 	

















Periodicity	 and	 Symmetry	 are	 interrelated,	 and	 these	 two	 concepts	 can	 be	 used	 to	 reduce	 the	





considered	 to	 possess	 semi-infinite	 long-range	 order.	 Modelling	 a	 single	 crystal	 of	 just	 a	 few	
millimetres,	possessing	several	trillion	atoms	is	impractical,	however	if	this	crystal	is	larger	than	a	few	
cubic	nanometres,	one	may	model	the	bulk	properties	of	the	material	by	performing	the	calculation	on	














The	 cell	may	 not	 necessarily	 be	 cubic	 or	 even	 orthorhombic,	 and	 can	 in	 fact	 take	 the	 form	of	 any	
parallelepiped.	 Moreover,	 under	 variable-cell	 conditions,	 for	 example	 in	 molecular	 dynamics	 or	


























































































CHAPTER 	3 	– 	THERMOELECTR IC 	




“Thermoelectric	 Materials	 And	 Devices”	 by	 Cadoff	 and	 Miller,	 and	 “Charge	 Density	 and	 Structural	


































ends	by	 two	 copper	wires,	 a	difference	 in	 temperature	 is	 established	at	 each	of	 the	 junctions.	 The	
temperature	increased	at	the	junction	where	current	passed	from	copper	to	bismuth,	and	decreased	
where	the	current	passed	from	bismuth	to	copper.	The	extent	of	this	effect	is	directly	proportional	to	
the	magnitude	of	the	current.	 𝑄 = 	𝐼 ∙ Π' − 	Π) 	 2.1 	

























orthogonal	 temperature	gradient	and	magnetic	 field,	an	electric	 field	will	be	 induced	orthogonal	 to	
both.1,6	This	is	also	known	as	the	1st	Nernst-Ettingshausen	Effect.	The	effect	is	quantized	by	the	Nernst	
Coefficient:	







Also	 known	as	 the	2nd	Nernst-Ettingshausen	 Effect,	 the	 inclusion	of	 these	 two	effects	 allow	 for	 the	
complete	 categorisation	 of	 the	 relationship	 between	 electronic,	magnetic	 and	 thermal	 fields.6	 The	
Ettingshausen	Coefficient:	
𝑃 = 	𝛿𝑇 𝛿𝑥 ∙ 𝛿𝑧𝐵3 	 ∙ 𝐼/ 	 2.4 	





In	 1887,	 it	 was	 discovered	 separately	 by	 A.	 Righi	 and	 S.	 Leduc	 that	 for	 a	 material	 subjected	 to	
temperature	 gradient,	 upon	 the	 application	 of	 a	 perpendicular	 magnetic	 field,	 an	 additional	
temperature	gradient	was	established	orthogonal	to	both.6	The	extent	of	the	effect	is	measured	by	the	
Righi-Leduc	Coefficient:		
𝐴>? = 	 𝛿𝑇𝛿𝑦𝐵3 𝛿𝑇𝛿𝑥 	 2.5 	
Whereby,	BCB/	is	 the	difference	 in	 temperature	 induced	by	 the	magnetic	 field,	𝐵3 ,	 applied	 across	 the	











in	 the	early	19th	 century	allowed	 for	 theoretical	 efficiencies	of	 the	order	of	4%.	 In	1949,	A.	 F.	 Ioffe	
developed	the	modern	theory	of	thermoelectricity,	by	defining	a	thermoelectric	Figure	of	Merit:	
𝑍 = 	𝑆F ∙ 𝜎𝜆 	 2.6 	
Where	𝑆	is	the	Seebeck	Coefficient,	𝜎	is	the	electrical	conductivity	and	𝜆	is	the	thermal	conductivity.7,8	
Later	 attempts	 to	 better	 quantify	 thermoelectric	 materials	 saw	 the	 inclusion	 of	 an	 operating	
temperature,	and	the	specification	of	a	material-specific	figure	of	merit,	zT:	
𝑧𝑇	 = 	 𝑆F𝑇𝜌𝜅 		 2.7 	
Where	𝑆	is	the	Seebeck	Coefficient,	𝑇	the	operating	temperature,	𝜌	the	electrical	resistivity	and	𝜅	the	
thermal	conductivity.9	Since	
𝜌 = 	 1𝜎 	 2.8 	
I.e.	the	electrical	resistivity	is	simply	the	inverse	of	the	electrical	conductivity,	it	is	common	to	see	the	
figure	of	merit	defines	as	
𝑧𝑇	 = 	 𝑆F𝜎𝑇𝜅 	 2.9 	
Such	that	each	of	the	coefficients	in	the	numerator	should	clearly	be	increased	to	maximise	zT,	whereas	
the	 converse	 is	 true	 of	 the	 denominator.	 This	 led	 to	 the	 development	 of	 the	 criteria	 for	 an	 ideal	
thermoelectric	material,	i.e.	the	Phonon-Glass,	Electron-Crystal	(PGEC)	model	suggested	by	G.	Slack.	5,10	
The	rationalisation	of	these	criteria	can	be	observed	from	the	figure	of	merit;	to	achieve	a	higher	figure	









in	 to	play	 at	 high	 temperatures	 in	 semiconductors	 and	 low	 temperatures	 in	metals,	 although	most	
notably	in	semiconductors.	Electrons	also	have	kinetic	energy,	and	though	their	masses	and	therefore	








cost	of	another.11	For	example,	the	electronic	term	𝜅P 	is	directly	related	to	the	electrical	conductivity,	𝜎,	by	the	Wiedemann-Franz	Law:12	 𝜅 = 	𝜅? + 𝜅P	 2.11 	
and	 𝜅P = 𝜎𝐿𝑇	 2.12 	
where	 		 𝜎 = 	𝑛TT𝑞𝜇	 2.13 	





𝑧𝑇 = 𝑆F𝑛TT 𝜇𝜅 𝑞𝑇	 2.15 	
	37	
The	 coefficients	 in	(𝜇/𝜅) 	are	 written	 as	 one	 term	 because	 defects	 and	 impurities	 that	 affect	 one	
property	usually	affect	the	other.14	It	is	generally	accepted	that	increasing	the	carrier	concentration	will	
usually	 decrease	 the	 Seebeck	 coefficient,	 such	 that	 for	 an	 ideal	 Seebeck	 coefficient,	 a	 low	 carrier	
concentration	is	desired.	However,	this	will	negatively	impact	the	electrical	conductivity	and,	in	fact,	
equation	2.9	may	also	be	written	as:	
















Defects	 in	 a	 crystal	 structure	 can	 be	 thought	 of	 as	 reductions	 in	 translational	 or	 rotational	 lattice	
symmetry.	Ideally,	the	use	of	defects	should	aim	to	tackle	multiple	adversely	interdependent	properties	
within	the	material.5,15	An	example	is	the	use	of	doping	to	affect	charge	carrier	concentrations,	while	





A	point	defect	 is	a	defect	 in	a	crystal	 lattice	that	perturbs	the	crystal	pattern	at	a	specific	site.	Point	
defects	can	be	intrinsic	or	extrinsic.	Intrinsic	point	defects	occur	in	pure	materials,	of	which	there	are	
two:	 atomic	 vacancies	 and	 atoms	 occupying	 interstitial	 sites	 that	 would	 usually	 be	 vacant.	 For	
compounds,	there	 is	a	third	possibility,	whereby	two	atoms	of	differing	species	may	swap	positions,	
otherwise	known	as	anti-site	defects.	Extrinsic	defects	are	foreign	atoms	present	intentionally,	solutes,	
or	 otherwise	 impurities.	 There	 are	 also	 two	 possible	 types:	 Substitutional	 solutes/impurities,	which	
occupy	what	would	be	atomic	positions,	and	interstitial	solutes/impurities.4	
The	 use	 of	 dopants	 in	 TEMs	 is	 commonplace,	 initially	 added	 to	 address	 resistivity,	modern	 doping	
paradigms	 intentionally	 alter	 the	electronic	 structure	of	 the	TEM	 to	achieve	 several	objectives	 (See	
3.6.1.2	&	 3.6.1.3).	 Doping,	 or	 the	 introduction	 of	extrinsic	 point	 defects,	 facilitate	 the	 formation	 of	
intrinsic	point	defects,	which	in	turn	alter	the	carrier	concentration,	𝑛TT.	This	is	an	example	of	intrinsic	









































Provided	 grain	 boundaries	 are	 at	 least	 semi-coherent,	 and	 sufficient	 intergrain	 band	 alignment	 is	







charge	 carriers	 from	 zonal	 dopants	 by	 implementing	 “spacer	 layers”	 between	 specialised	 layers,	 a	
practice	termed	Modular	Doping.	Charge	carriers	are	irreversibly	donated	by	the	dopant	layers	to	the	
active	 TE	 layer,	which	 has	 high	mobility,	maintaining	mobilities	 and	 negating	 the	 effects	 of	 ionised	
impurity	scattering.21,22		
3.3.2	–	SIZE	EFFECTS	
The	 concepts	 of	 TE	 Nano-materials,	 2D	 and	 1D	 thermoelectrics	 are	 underpinned	 by	 the	 effects	 if	






modes	 dictate	 thermal	 transport,	 is	 the	 natural	 limit	 to	 phonon	 facilitated	 thermal	 transport.	 This	
minimal	lattice	thermal	conductivity	is	defined	as:	
𝜅hij = 	 𝜋6 k a 𝜅\𝑛'F a 𝑣i 𝑇𝜃i Fi 𝑥a𝑒1𝑒1 − 1 Fno Cp 	𝑑𝑥	 2.18 	
Where	the	cutoff	frequency	















𝜆ti = 𝐶v𝐶e 	 2.20 	






Brown	et	 al.,	 the	 exploitation	 of	 phase	 transitions	 in	 copper	 chalcogenides	 allowed	 for	 Larger	𝑆	by	
allowing	charge	carriers	to	access	more	microstates.26	
Naturally,	 materials	 that	 readily	 undergo	 phase	 transitions	 are	 not	 expected	 to	 be	 useful	 in	
thermoelectric	 devices,	 but	 the	 work	 allows	 for	 the	 exploration	 of	 novel	 phenomena	 near	 phase	













































Such	 examples	 include	 the	 application	 of	 grain	 boundaries	 in	 polycrystalline	 systems,	 the	 use	 of	









isotropic	 bulk-thermoelectrics.39,40	 As	 a	 result,	 these	 materials	 have	 been	 suggested	 for	 niche	
















Binary	 Tellurides,	 such	 as	 Bismuth	 Telluride	 and	 Lead	 Telluride	 were	 the	 original	 state-of-the-art	
thermoelectric	materials	 in	 the	 1950’s.1,4,43	 It	was	 apparent	 that	 by	 alloying	 Bi2Te3	with	 Bi2Se3	 and	
Sb2Te3,	control	over	carrier	concentration	and	lattice	thermal	conductivity	was	possible,	and	complex	




















shell,	 yielding	 a	 large	 Grüneisen	 parameter,	 which	 suggests	 strong	 interactions	 between	 optical	







component.	 The	 material	 adopts	 the	 diamond	 crystal	 structure	 which	 is	 normal	 for	 ground	 state	
silicon.48-51		
These	alloys	have	relatively	low	zT’s	compared	to	other	state-of-the-art	materials,	but	operate	over	a	









with	 a	 disordered	 arrangement	 of	 Cu	 ions	 permeating	 the	 structure.26	 Cu2Se	 undergoes	 a	 phase	
transition	 at	 ~400	 K,	 where	 𝛼 -Cu2Se	 transforms	 into	 𝛽 -Cu2Se	 in	 a	 reversible	 manner.	 At	 high	
temperatures,	the	copper	ions	behave	as	an	ionic	liquid,	which	allows	for	the	evolution	of	the	phonon-
glass	electron-crystal	(PGEC)	concept	to	that	of	a	phonon-liquid	electron	crystal	(PLEC).		










































𝐼 = − 2𝑞ℎ 	 𝑑𝜀| 𝑓p 𝜀| − 	𝜇k − 𝑓p 𝜀| − 	𝜇F~p = 	− 2𝑞ℎ 	𝑇 𝐸 𝜇k − 	𝜇F 	 2.22 	




Subsequently,	 thermoelectric	 coefficients	may	 be	 derived	 from	 the	 integrals	 of	 the	 product	 of	 the	
transmission,	second	derivative	of	the	fermi	function	and	the	normalisation	with	respect	to	the	fermi	
energy:	
𝐾j = 	 2ℎ 𝑑𝐸	𝑇 𝐸 − 𝛿𝑓𝛿𝐸 𝐸 − 𝜇 j 	 2.22 	
Where	n	is	varied	to	derive	the	coefficients,	such	as	conductivity,	n	=	0:	𝜎 = 	𝑞F𝐾p	 2.23 	
	
Seebeck	coefficient,	n	=	1:	




𝜅P = 	𝐾F − 	𝐾kF𝐾p𝑇 	 2.25 	
	
Using	this	formalism	and	these	derivations,	a	program	was	prepared	to	calculate	the	temperature	and	
potential	 dependent	 thermoelectric	 coefficients	 from	 the	 electronic	 transport	 calculations	 output	
electronic	transmission	spectra.	56,57	This	script	further	included	an	estimate	zT	in	the	absence	of	the	
lattice	thermal	conductivity:	















































































































CHAPTER 	4 	– 	EFFECT 	OF 	PRESSURE-
INDUCED	PHASE-TRANS IT IONS 	ON	THE 	
THERMOELECTR IC 	PROPERT IES 	OF 	BLACK 	
PHOSPHORUS 	
The	 focus	 of	 this	 chapter	 is	 the	 calculation	 of	 electronic	 transport	 properties	 and	 the	 derived	
thermoelectric	properties	of	phosphorus	materials.	More	specifically,	the	properties	are	calculated	for	
nanowires	 of	 Black	 Phosphorus	 (BP),	 in	 the	 form	of	Mono-,	 Bi-	 and	 Tri-Layers.	 Subsequently,	 these	
properties	are	calculated	for	bulk	black	phosphorus.	The	methods	are	then	applied	to	the	case	of	the	






properties	 of	 these	 materials	 would	 otherwise	 be	 affected	 in	 an	 interesting	 manner,	 potentially	
allowing	 for	 the	 separation	 of	 the	 intertwined	 thermoelectric	 properties.2	 By	 perturbing	 thermal	
transport	 along	 one	 direction,	 and	 maintaining	 or	 even	 improving	 the	 electronic	 transport	 in	 the	
orthogonal	plane,	it	was	hoped	that	one	may	construct	an	improved	thermoelectric	device.	A	material	
with	 weakly	 bound	 layers,	 where	 “weak”	 means	 as	 an	 inter-layer	 bonding	 scheme	 relative	 to	 the	












conductivity	 due	 to	 long-range	 disorder,	 while	 maintaining	 the	 electrical	 properties	 of	 black	
phosphorus.	In	order	to	model	these	large,	asymmetric	systems,	a	method	had	to	be	conceived	in	which	
the	 electronic	 properties	 of	 large	 systems	 of	 atoms	 could	 be	 calculated	 with	 near	 DFT	 accuracy.	













whereas	 the	b-WP	phase	 is	hexagonal	and	 forms	at	195.3	K.	Both	phases	consist	of	Van	der	Waals	
bound	P4	tetrahedra,	as	seen	in	figure	4.1.	The	phase	transition	induces	a	change	in	the	orientation	of	
these	tetrahedra	with	respect	to	each	other,	and	no	immediately	apparent	alteration	to	the	covalent	
bonding	 scheme	within	 each	 P4	molecule.	WP	 is	 highly	 reactive,	 not	 observed	 in	 nature,	 and	 thus	
obtained	by	synthetic	methods.	WP	naturally	degrades	with	time	to	Red	Phosphorus,	RP.15	
Red	phosphorus	 is	obtained	 from	white	phosphorus	under	standard	conditions,	 though	heating	and	
exposure	to	light	accelerate	the	process.	It	is	often	described	as	the	polymeric	form	of	WP,	with	each	










Black	 Phosphorus,	 BP,	 is	 also	 obtained	 from	 white	 phosphorus,	 though	 under	 high	 pressures	 and	
temperatures.	 It	 has	 a	 likeness	 to	 graphite,	 and	 is	 often	 described	 as	 having	 a	 “puckered”	 or	








only	 truly	metallic	 allotrope	of	 phosphorus,	 having	 no	 band	 gap.9	 GP	 is,	 however,	 an	 example	 of	 a	
“poor”	or	“bad-metal”,	in	that	it	has	a	very	low	density	of	states	about	the	Fermi	level,	and	thus	a	small	
number	of	charge	carriers	involved	in	conduction.	Grey	phosphorus	is	isostructural	with	the	a-phase	


































Black	 phosphorus	 is	 a	 small	 band	 gap	 semiconductor,	 with	 a	 band	 gap	 of	 0.3	 eV	 reported	 in	 the	


































an	 energy	 range	 of	 -20	 to	 +10	 eV,	 with	 an	 energy	 step	 of	 0.01	 eV.	 Slater-koster	 files	 describing	
phosphorus-phosphorus	interactions	were	obtained,	and	used	to	perform	the	dftb-negf	calculation.31,32	
The	resulting	transmissions	were	plotted	as	a	function	of	energy	as	in	Figure	4.5.	The	nanowires	were	





















more	 directional	 overlap	 between	 atomic	 orbitals	 in	a,	 whereas	 in	b,	 the	 corrugation	 introduces	 a	







that	 the	 band	 gap	 of	 ~5	 eV	 is	 significantly	 larger	 than	 the	 experimentally	 determined	 bulk	 black	
phosphorus	band	gap	of	0.3	eV.	The	reason	for	this	is	two-fold:	the	band	gap	of	black	phosphorus	is	




























bilayer.	As	 expected,	with	 twice	 the	number	of	 available	orbitals,	 the	 transmission	of	 the	bilayer	 is	
almost	twice	that	of	the	monolayer.	However,	the	difference	is	not	exactly	a	factor	of	two,	and	we	can	






























the	 transmittance,	 and	 we	 shall	 see	 that	 it	 is	 the	 p-orbitals	 that	 dominate	 the	 description	 of	 the	
thermoelectric	properties	of	black	phosphorus	and	its	intermediates.	
The	 main	 difference	 between	 the	 transmission	 function	 and	 the	 density	 of	 states,	 is	 that	 the	
transmission	function,	𝑇 𝐸 ,	corresponds	to	the	rate	at	which	electrons	travel	across	the	device	region.	𝑇 𝐸 	is	simply	a	coefficient	from	which	an	electric	current,	I,	may	be	derived,	from	knowledge	of	the	






























As	 can	be	 seen	 in	 Figure	4.12,	 the	 trends	 such	as	band	gap	 reducing,	 and	anisotropic	 transmission	





















largest,	which	would	 lead	to	 interesting	effects,	as	we	shall	see	 in	4.6.2.1.	Here	however,	the	Fermi	
energy	is	clearly	closer	to	the	edge	of	the	valence	band,	and	so	one	would	expect	the	transmission	of	
the	intra-layer	directions	to	dominate	the	electronic	properties	of	this	model	of	black	phosphorus.	

















gap	 of	 black	 phosphorus	 in	 this	 model	 is	 notably	 larger	 than	 that	 expected	 from	 both	 theoretical	
calculations	 and	 experimental	 evidence.	 Therefore,	 the	 conductivity	 and	 electronic	 thermal	
conductivity	are	lower	than	expected.	




proportional	 to	 the	 square	 of	 the	 Seebeck	 coefficient,	 would	 be	 expected	 to	 be	 rather	 large	 also.	
However,	since	the	electronic	conductivity	is	approximately	3	to	4	orders	of	magnitude	lower	than	for	
reported	 thermoelectric	 systems,	 the	 power	 factor	 is	 clearly	 dominated	 by	 the	 poor	 electronic	
conductivity	in	this	system,	as	can	be	seen	from	the	positive	exponential	nature	of	the	power	factor	in	
figure	4.13.		

























10-6	 rather	 than	 10-4	W	m-1	 K-2.	 This	 would	 therefore	 give	 a	 zT	 of	 the	 order	 of	 10-1,	 which	 seems	
reasonable	for	black	phosphorus.	
Interesting	 to	 note	 is	 the	 effect	 of	 anisotropy	 in	 the	 transmission	 spectrum	 on	 the	 thermoelectric	
properties.	We	have	seen	that	the	transmission	along	c	is	lower	on	average	than	that	of	the	intra-layer	
transmissions,	however,	the	electronic	conductivity	of	direction	c	is	higher	than	that	of	b.	This	can	be	




















and	previous	calculations	 in	 the	 literature.6,7	 It	was	determined	that	 the	parameter	set	used	by	 the	









































valence	band	 to	 the	 left	of	 the	band	gap,	direction	a	and	b	offer	 similar	 transmittance.	Direction	c,	




































This	 simple	 study	 allowed	 for	 the	 investigation	 of	 the	 effects	 of	 anisotropic	 pressure	 on	 black	
phosphorus,	 and	 whilst	 it	 may	 be	 considered	 a	 rather	 coarse	 approach,	 the	 literature	 appears	 to	
support	the	notion	that	the	band	gap	of	black	phosphorus	is	tuneable	by	the	inter-layer	spacing,	and	
that	 under	 isotropic	 pressure,	 it	 is	 the	 c	 axis	 that	 experiences	 the	most	 dramatic	 alteration	 at	 low	
pressures.	This	can	be	conceptualised	by	considering	the	inter-layer	bonding	to	be	“soft”	compared	to	
the	“hard”	covalent	intra-layer	bonding	scheme,	though	it	should	be	noted	that	the	large	compression	
in	 c	 observed	 in	 this	 investigation	 is	 not	 representative	 of	 the	 forces	 involved	 in	 the	 DFT	 derived	










So	 far,	we	have	 seen	 the	use	of	DFTB	methods	 and	 the	 Landauer-Büttiker	 formalism	 to	 derive	 the	
thermoelectric	 properties	 of	 black	 phosphorus,	 along	with	 a	 simple	 investigation	 into	 the	 effect	 of	
pressure	 on	 its	 electronic	 structure.	 This	 simple	 study	 indicated	 that	 in	 an	 isolated	 system,	 with	
anisotropic	 pressure	 and	 ignorance	 of	 the	 structural	 rearrangements	 and	 possible	 structural	 phase	
transitions,	one	may	observe	an	electronic	phase	transition	at	high	pressures.	We	have	seen,	that	this	
methodology	is	computationally	demanding	and	expensive.	The	work	until	now	had	been	carried	out	
with	 the	express	 intention	of	 utilising	 the	 key	 feature	of	 this	methodology,	 the	 ability	 to	 efficiently	
calculate	 transport	 properties	 for	 a	 system	of	 thousands	 of	 atoms,	 so	 as	 to	model	 the	 asymmetric	
systems	which	occur	along	the	transition	pathway	of	the	structural	phase	transition.	This	subchapter	





As	we	have	 seen,	black	phosphorus	 is	 known	 to	undergo	a	phase	 transition	at	5	GPa,	adopting	 the	
geometry	 of	 a-Arsenic,	 and	 this	 phase	 is	 referred	 to	 as	 Grey	 Phosphorus,	 GP.9,16,25	 It	 has	 been	
demonstrated	 that	 pressure	 can	 significantly	 affect	 the	 electronic	 structure	 of	 black	 phosphorus.	
Topological	 defects,	 such	 as	 grain	 boundaries	 or	 dislocations	 are	 known	 to	 be	 beneficial	 in	 many	
thermoelectric	materials,	as	a	means	of	controlling	thermal	transport	properties	by	scattering	phonons.	
During	the	phase	transition,	the	start	and	end	points,	i.e.	black	phosphorus	and	grey	phosphorus,	are	






















had	been	allowed	(and	necessary)	 for	 the	Transition	Path	Sampling	 (TPS)	simulation	 in	which	 it	was	
generated.	The	Non	Equilibrium	Green’s	Functions	formalism	as	implemented	in	the	DFTB	methodology	
calculates	transport	explicitly	in	whichever	arbitrary	direction	is	set	to	z,	and	so	one	of	the	requirements	


























the	 electronic	 phase	 transition	would	occur	 during	 the	 structural	 phase	 transition,	 however,	 it	was	
hoped	that	there	would	be	an	intermediate	which	could	be	metastable,	with	a	small	yet	distinct	band	
gap.	This	is	due	to	the	belief	by	the	thermoelectric	community	that	a	metal	makes	a	poor	thermoelectric	






















































au pa au per	atom eV
CBP 7.07E-04 2.08E+10 4.53E+04 1.41E+02 320 -3.71E+00
IP1 1.27E-03 3.72E+10 1.76E+04 1.22E+02 144 -3.34E+00
IP2 1.42E-03 4.17E+10 6.97E+04 1.21E+02 576 -2.65E+00
IP3 8.36E-04 2.46E+10 6.97E+04 1.21E+02 576 -2.34E+00
IP4 1.41E-03 4.15E+10 6.97E+04 1.21E+02 576 -2.07E+00
































intermediates	 (again	 excluding	 IP1).As	 noted	 in	 sections	 4.1.1	 and	 4.2,	 the	 band	 gap	 of	 bulk	 black	
phosphorus	 is	experimentally	determined	to	be	0.3	eV.	7,6	we	have	overestimated	the	band	gap,	as	





































For	 the	 asymmetric	 systems,	which	 required	 larger	 principle	 layers	 to	 fully	 describe	 the	 geometry,	
approximately	thirty	thousand	cpu	hours	were	required	to	calculate	the	transmission	in	each	of	three	
directions,	explicitly	within	the	region	of	the	Fermi	level	+/-	4	eV,	and	at	a	suitable	resolution	(0.01	eV)	
to	 result	 in	 smooth	 derivations	 of	 the	 thermoelectric	 properties.	 The	 calculations	 were,	 however,	
primarily	memory	intensive,	and	for	the	larger	calculations,	the	requested	cpu’s	were	mostly	necessary	
to	meet	the	memory	allocation,	which	was	restricted	to	4GB	per	thread	on	HPCW.	In	total,	for	the	final	















K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 256 256 256
Time	(hours) 31.5 30 29.8
Cost	(CPU	hours) 8064 7680 7628.8
No.	Atoms 3840 3840 3840
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 512 512 512
Time	(hours) 5.98 4.13 4.1
Cost	(CPU	hours) 3061.76 2114.56 2099.2
No.	Atoms 2560 2560 2560
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 512 512 512
Time	(hours) 10.64 10.36 10.15
Cost	(CPU	hours) 5447.68 5304.32 5196.8
No.	Atoms 2880 2880 2880
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 256 256 256
Time	(hours) 13.99 13.24 12.16
Cost	(CPU	hours) 3581.44 3389.44 3112.96
No.	Atoms 1728 1728 1728
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 512 512 512
Time	(hours) 56.18 57.98 59.144
Cost	(CPU	hours) 28764.16 29685.76 30281.728
No.	Atoms 4608 4608 4608
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 512 512 512
Time	(hours) 59.28 58.76 58.47
Cost	(CPU	hours) 30351.36 30085.12 29936.64
No.	Atoms 4608 4608 4608
K-grid 4-4-4 4-4-4 4-4-4
Energy	Step 0.01 0.01 0.01
Processors 512 512 512
Time	(hours) 61.63 60.31 61.64
Cost	(CPU	hours) 31554.56 30878.72 31559.68













In	 4.5	 we	 saw	 the	 compression	 along	 axis	 c	 in	 black	 phosphorus,	 which	 was	 performed	 with	 the	








the	 curvature	 of	 the	 electronic	 conductivity,	 and	 by	 extension	 the	 electronic	 thermal	 conductivity,	
which	again	has	the	positive	exponential	curvature	expected	of	a	semiconductor,	yet	with	a	gentler	













which	 are	 created	 by	 the	 thermal	 excitation	 and	 subsequent	 promotion	 of	 electrons	 into	 the	
conduction	band.	The	reduced	mobility	of	the	holes	would	result	in	a	higher	Seebeck	coefficient,	due	
to	 the	 inherent	 inverse	 proportionality	 between	 the	 two.	 Thus,	 a	 negative	 potential	 would	 be	
established	in	this	direction,	enforcing	n-type	behaviour.	This	is	reaffirmed	by	the	fact	that	at	higher	
temperatures,	the	Seebeck	coefficient	for	direction	b	is	negative,	with	a	change	of	sign	at	approximately	

























direction	 a	 reflects	 this.	 However,	 whilst	 the	 Seebeck	 coefficient	 direction	 c	 is	 the	 largest	 at	 low	
temperatures,	 the	magnitude	at	high	temperatures	 is	significantly	 reduced,	 i.e.	approximately	30	at	
800	K.	However,	at	800	K,	the	Seebeck	coefficient	of	direction	a	is	much	larger,	approximately	230	µV	





low	 temperatures,	 purely	 due	 to	 the	 large	 Seebeck	 coefficient	 at	 the	 corresponding	 temperatures,	
whilst	the	zTe	along	a	is	larger	than	that	of	direction	b,	again	due	to	its	larger	Seebeck	coefficient.	The	
sign	 of	 the	 Seebeck	 coefficient	 is	 negated	 here,	 as	 zTe	 is	 dependent	 on	 the	 square.	 At	 elevated	
temperatures,	the	zTe	of	direction	c	rapidly	decreases,	whilst	that	of	the	other	directions	remains	fairly	
consistent.	At	high	 temperatures,	zTe	 is	dominated	by	 the	magnitude	of	 the	conductivities.	The	 flat	
nature	of	zTe	then	is	therefore	explained	(as	in	chapter	4.4)	by	the	cancelling	of	the	exponents	of	the	
electronic	 and	 thermal	 conductivity.	 Compressed	 black	 phosphorus	 thus	 has	 an	 average	 zTe	 of	







Grey	 Phosphorus,	 GP,	 occasionally	 referred	 to	 as	 blue	 phosphorus	 or	 the	 a-Arsenic	 phase	 of	
phosphorus,	 is	a	metallic,	high	pressure	polymorph	of	phosphorus,	which	is	well	documented	in	the	





Figure	 4.22	 illustrates	 the	 thermoelectric	 properties	 derived	 from	 the	 transmission	 of	 4.6.1.	 The	
transmission	maps	the	DOS	in	the	sense	that	there	is	no	band	gap	and	a	minimum	at	the	Fermi	level.	
At	 this	 point	 we	 reiterate	 the	 demand	 for	 orthorhombic	 systems	 in	 the	 implementation	 of	 the	




volume.	 Thus,	 the	 transmission	 along	 direction	 a	 equates	 to	 the	 transmission	 along	 one	 of	 the	 3	





The	electronic	conductivity	of	grey	phosphorus	 is	highly	anisotropic,	 significantly	 larger	 than	that	of	
both	the	aforementioned	black	phosphorus	structures	(BPLV,	CBP),	and	shows	first	order	conductivity,	













and	 lower	 Seebeck	 coefficients	 in	 these	 directions.	 The	 electronic	 contribution	 to	 the	 thermal	
conductivity	has	a	large,	positive	gradient,	and	is	near-linear	in	shape,	as	would	be	expected	for	a	poor	






The	 zTe	 is	 largely	 reminiscent	 of	 the	 power	 factor,	 though	 the	 contribution	 of	 the	 large	 disparity	
between	the	thermal	contribution	of	c	versus	a	and	b	amplifies	the	magnitude	of	zTe	for	c.	Here	we	
note	 that	 the	 average	 zTe	 of	 grey	 phosphorus	 is	 unquestionably	 lower	 than	 for	 both	 previously	
mentioned	forms	of	black	phosphorus.	Whilst	the	electronic	conductivity	of	grey	phosphorus	is	larger	
than	that	of	black	phosphorus,	the	Seebeck	coefficient	suffers	as	a	direct	consequence,	and	is	in	fact	
several	 orders	 of	magnitude	 smaller	 that	 the	 respective	 values	 for	 BPLV	 and	 CBP.	 Since	 the	 zTe	 is	




























as	 expected	 of	 a	 poor	 metal,	 though	 rather	 high,	 and	 comparable	 to	 that	 of	 grey	 phosphorus.	
Interestingly,	 the	 conductivity	 along	 direction	 c	 is	 the	 largest,	 and	 this	 is	 thought	 to	 be	 due	 to	 the	
opening	 of	 “conduction	 channels”	 formed	 by	 the	 associated	 bonding	 between	 the	 layers	 of	 black	
phosphorus.	This	scheme	is	due	to	increased	overlap	between	lone	pairs,	a	topic	further	detailed	in	the	
work	of	Leoni	et.	al.		































The	density	of	 states	 and	 transmission	obtained	 for	phosphorus	 intermediate	2	 showed	 that	 it	 is	 a	
semiconductor,	with	a	clear	band	gap,	and	a	transmission	spectrum	that	 indicated	the	transmission	


























As	 for	 IP2,	 intermediate	 phosphorus	 3	 is	 a	 small	 band	 gap	 semiconductor.	 	 The	 major	 difference	
between	the	transmission	spectra	of	the	two	is	the	disparity	between	the	gradient	of	the	valence	and	







































thermal	conductivity	 is	much	 larger	than	that	of	 IP2	and	IP3,	as	expected	from	the	 larger	electronic	
conductivity.	The	power	factor	is	actually	larger	in	each	direction	than	for	IP3,	especially	in	the	region	
of	400	–	700	K,	where	the	maximum	value	for	each	direction	is	found.	The	curves	of	the	maxima	are	
present	 here,	 as	 for	 the	 first	 time	 in	 the	 semiconducting	 case,	 the	exponents	 of	 both	 the	 Seebeck	
coefficient	and	electronic	conductivity	are	similar	but	opposing.		
The	zTe	of	IP4	is	again	large,	especially	below	300K,	however	it	is	not	as	large	as	that	of	IP3.	This	is	mostly	




















From	 this	work,	 the	 primary	 conclusion	 is	 that	 the	 largely	 asymmetric	 geometries	 achieved	 by	 the	








thermal	 transport	 is	 largely	 anticipated	 to	 negate	 this.	 In	 fact,	 the	 consideration	 of	 the	 phononic	
contribution	will	result	in	a	significantly	lessened	figure	of	merit	for	each	material	studied.	However,	
the	 intention	 of	 this	 work	 is	 not	 to	 suggest	 black	 phosphorus	 as	 a	 high-efficiency	 thermoelectric	
material,	but	to	imply	that	this	methodology,	when	applied	to	an	inherently	efficient	thermoelectric	
material,	may	result	in	a	noticeable	increase	in	zT.	The	critical	assumption,	is	that	the	magnitude	of	the	




factor,	 the	 resultant	 values	 of	 which	 will	 not	 widely	 vary	 for	 differing	 geometries	 of	 elemental	
phosphorus	 with	 similar	 densities	 and	 covalent	 bonding	 schemes.	 Indeed,	 it	 is	 believed	 that	 the	
asymmetric	intermediates	would	likely	possess	lower	lattice	conductivities,	as	a	result	of	the	distorted	
bonding	leading	to	increased	scattering	of	phonons.	This	rationale	is	based	on	the	work	of	Leoni	et.	al.	
wherein	 the	 inclusion	 of	 grain	 boundaries	 and	 asymmetric	 interfaces	 resulted	 in	 the	 perturbed	










intermediate	 phosphorus	 1	 -	 3	 geometries	 exhibits	 the	 expected	 sp3	 hybridised	 phosphorus	
coordination,	 with	 3	 covalent	 bonds	 between	 neighbouring	 phosphorus	 atoms	 and	 a	 lone	 pair	
projected	into	“ionic	voids”	within	the	structure.	This	implies	that	upon	the	subsequent	quenching	of	a	





























Whilst	 it	 is	 clear	 that	 this	 method	 is	 computationally	 expensive,	 the	 unique	 insight	 into	 the	
thermoelectric	 phenomena	 of	 a	 material	 undergoing	 coinciding	 structural	 and	 electronic	 phase	
transitions	is	believed	to	have	been	worth	the	computational	cost.	This	means	may	also	be	applicable	











the	 inter-layer	 interactions	 between	 phosphorene	 layers.	 The	 resultant	 “compressed”	 black	
phosphorus	(CBP)	was	then	used	in	the	study	of	the	effect	of	the	pressure-dependent	phase	transition	
of	 black	 phosphorus	 on	 the	 materials	 thermoelectric	 properties.	 The	 introduction	 of	 the	 grey	
phosphorus	material,	along	with	several	metastable	intermediates	followed.	The	intermediates	were	
obtained	from	a	previously	performed	transition	path	sampling	simulation	of	the	same	phase	transition	
at	 DFT	 level	 theory.	 The	 compressed	 black	 phosphorus	 and	 grey	 phosphorus	 were	 then	 used	 to	
determine	 the	 suitability	 of	 the	 Landauer-Büttiker	method	 implemented	 in	 the	 DFTB	 formalism	 to	
predict	 the	 thermoelectric	 properties	 of	 these	 materials.	 Once	 this	 stipulation	 was	 satisfied,	 the	
methodology	was	applied	to	the	constructed	metastable	intermediates,	and	it	was	ascertained	that	the	
methodology	 developed	 in	 this	 work	 may	 have	 meaningful	 contributions	 to	 the	 development	 of	


























































CHAPTER 	5 	– 	T IN 	SULF IDES 	AS 	
THERMOELECTR IC 	MATER IALS 	
This	 chapter	 concentrates	on	 the	 thermoelectric	properties	of	 tin	 sulfide	 compounds,	 and	 the	high	
temperature	phases	of	tin	mono-sulfide.	These	properties	are	derived	from	the	transmission	as	in	the	













the	black	phosphorus	 structure	observed	 in	 the	preceding	chapter,	 the	main	dissimilarity	being	 the	
differing	bonding	angles	exhibited	by	each	species.	
As	 such,	 tin	 selenide	 has	 become	 a	 recent	 candidate	 for	 thin	 films,	 and	 similar	materials	 from	 the	
transition	metal	chalcogenides	have	become	candidates	for	thermoelectrics.5	Tin	sulfide	is	one	such	
material,	possessing	an	identical	structure	and	similar	chemistry	to	the	heavier	tin	selenide,	it	is	ideally	












thermal	 conductivity	 was	 determined	 to	 be	 the	 large	 degree	 of	 anharmonicity	 found	 within	 the	
material,	 along	 with	 the	 anisotropic	 nature	 of	 the	 compound.	 Due	 to	 its	 structural	 and	 chemical	
similarity,	tin	sulfide	has	also	been	investigated	as	a	thermoelectric	material.6	It	has	been	shown	that	
Tin	 sulfide	 has	 thermoelectric	 figure	 of	 merit	 of	 around	 0.8,	 which	 is	 definitively	 in	 the	 realms	 of	
thermoelectric	promise,	if	not	as	high	as	tin	selenide’s.7	
Tin	Sulfide	has	a	 rich	phase	space,	with	3	distinct	phases	of	differing	stoichiometry	occurring	under	












and	 observed	 under	 atmospheric	 conditions.	 Thus,	 the	 theoretical	 predictions	 that	 the	 proposed	





geometry.	 This	 unique	 non-centrosymmetric	 crystal	 structure	 has	 an	 exciting	 potential	 as	 a	







was	 performed	 for	 several	 known	 tin	 sulfides,	 as	 a	 preliminary	 investigation	 into	 their	 electronic	
properties.	To	achieve	this,	the	structural	data	was	acquired	from	the	American	Mineralogist	Database,	
and	each	geometry	was	optimised	using	quantum	espresso.15-17	Subsequently,	Density	of	States	(DOS)	
and	 band	 structure	 calculations	 were	 performed	 using	 the	 optimised	 geometries.	 	 This	 data	 is	






B	 pattern.	 The	 structure	 is	 reminiscent	 of	 black	 phosphorus,	 as	 seen	 in	 the	 previous	 chapter,	 also	













opportunity	to	 investigate	the	effect	of	temperature	 induced	phase	transitions	 in	thermoelectrics,	a	






is	 believed	 to	 be	 a	 poor	 thermoelectric,	 owing	 to	 its	 large	 band	 gap.	 Despite	 this,	 it	 has	 received	
attention	within	other	 fields	 of	 thin	 film	 applications.	 The	 chemistry	 of	 the	 surface	of	 each	 layer	 is	
explicitly	 governed	 by	 the	 sulphur	 atoms	 which	 sandwich	 the	 layer	 of	 tin	 atoms.	 Berndtite	 has	 a	
hexagonal	 unit	 cell,	 as	 observed	 in	 figure	 5.2,	 however,	 for	 transport	 calculations	 a	 primitive	
	
107	
orthorhombic	 cell	 was	 constructed,	 the	 orthogonal	 vectors	 of	 which	 are	 demonstrated	 by	 the	
projections	in	figure	5.2.	






























films	 and	 as	 nanoparticles.	 The	 structural	 rearrangement	 required	 to	 form	a-SnS	 is	 slight,	 and	 it	 is	
believed	 that	 in	 the	 bulk,	 this	material	would	 readily	 undergo	 a	 phase	 transition	 to	Herzenbergite.	























each	material.	As	such,	we	can	see	 from	the	corresponding	density	of	states	 that	 this	 region	of	 the	
“Fermi	window”	for	Herzenbergite	is	predominantly	defined	by	the	p	orbitals	of	both	tin	and	sulphur,	


































Figure	 5.6	 –	 Density	 of	 States	 for	
each	 of	 the	 ground-state	 tin	
sulfides.	Calculated	using	the	dftb+	
code,	 with	 k-grids	 of	 5x5x5	 for	







were	 norm	 conserving,	 and	 implemented	 the	 PBE	 functional.	 K-grids	 of	 4-4-4	 were	 used	 for	 the	
optimisation,	6-6-6	for	the	self-consistent	step	and	12-12-12	for	the	consequent	non-self-consistent	












































𝑉" = 𝑁	 ∙ 𝑉'	
Where	𝑉"	is	the	volume	of	the	generated	unit	cell,	N	is	the	number	of	atoms	in	the	theoretical	unit	cell,	
and	𝑉'	is	the	average	volume	per	atom	in	the	Herzenbergite	unit	cell.	These	generated	geometries	were	













































properties	 is	 presented	 for	 the	 naturally	 occurring	 ground-state	 tin	 sulfide	 compounds.	 The	











































































both	 the	 conduction	 and	 valence	 bands.	 The	 transmission	 along	 c	 is	 noticeably	 higher,	 which	
corresponds	to	the	c	axis.	It	should	be	noted	that	the	bonding	along	c	is	exclusively	covalent,	and	so	it	
would	 be	 expected	 that	 transport	 along	 this	 direction	 would	 differ	 greatly	 from	 a	 and	 b.	 The	





















The	 electronic	 conductivity	 demonstrates	 the	 exponential	 curve	 typical	 of	 semiconductors	 at	 high	
temperatures.	The	ranking	of	magnitudes	for	each	direction	closely	follows	the	overall	average	ranking	











whilst	 the	 average	 zTe	 may	 be	 almost	 identical	 in	 magnitude,	 the	 material	 is	 now	 a	 p-type	
thermoelectric.	An	important	consideration,	were	such	a	material	to	be	incorporated	into	a	device!	
The	power	 factor	 is	clearly	dominated	by	 the	shape	of	 the	conductivity,	although	a’s	 is	 significantly	














understanding	 of	 the	 effects	 on	 the	 thermoelectric	 properties	 due	 to	 temperature,	 the	 potential	







spectrum,	 as	 in	 figure	 5.15.	 The	 obvious	 effect	 of	 increasing	 temperature	 is	 the	 smoothing	 of	 the	
curvature	of	the	transmission.	As	the	values	at	each	µ	are	dependent	on	the	first	derivative	of	the	fermi	
function,	they	are	non-zero.	Whilst	it	may	appear	that	the	conductivity	is	0	at	0	eV,	one	must	notice	
that	 the	 order	 of	 magnitude	 of	 the	 units	 of	 the	 y	 axis	 is	 huge	 compared	 to	 that	 reported	 in	 the	
temperature	 dependent	 case.	 The	 increasing	 temperature	 does	 not	 drastically	 alter	 the	maximum	

















































of	 several	 additional	 extrema	 about	 the	 Fermi	 level.	 It	 was	 determined	 that	 these	 peaks	 are	 a	







































at	 high	 temperatures,	 but	
at	 lower	 temperatures	
















shape	of	 the	 transmission,	however	 for	 this	property,	 the	magnitude	 increases	across	 the	potential	
range	with	 temperature.	The	maximum	value	of	 approximately	10	W	m-1	K-1	 at	100	K	 is	more	 than	
tripled	at	500	K.	There	is	again	a	smoothing	of	the	curvature	which	may	be	attributed	to	the	effect	of	
the	Fermi	function.	












































with	 an	 energy	 step	 of	 0.01	
eV	 and	 k-grid	 of	 4x4x4.	
Thermoelectric	 coefficients	
derived	 using	 program	 (see	







material,	 and	 so	 it	 would	 be	 unexpected	 for	 Berndtite	 to	 possess	 thermoelectric	 properties.	















Despite	 the	 large	 values	 of	 the	 Seebeck	 coefficient,	 the	 power	 factor	 reflects	 the	 curvature	 of	 the	
conductivity,	primarily	because	the	curvature	of	the	conductivity	is	“flat”	within	the	ranges	of	the	large	
Seebeck	values.		






















for	Herzenbergite.	Namely,	 the	smoothing	of	 the	 features	within	 the	electronic	conductivity	curves,	














the	 temperature	dependent	Seebeck	of	Berndtite	 is	able	 to	access	 the	 large	negative	values	of	 the	

































Figure	 5.20	 –	 Potential	
dependent	 conductivity	 of	
Berndtite.	The	same	softening	





derived	 using	 program	 (see	















Figure	 5.21	 –	 The	 effect	 of	
increasing	temperature	on	the	
potential	 dependent	 Seebeck	
coefficient	 of	 Berndtite.	 The	
unique	 features	 between	 the	




the	 multiplication	 by	 the	 first	






program	 (see	 section	 3.5),	



















Figure	 5.22	 –	 Increasing	







program	 (see	 section	 3.5),	








forces.	The	 term	“ribbons”	 is	applied,	 in	 that	 the	molecules	of	Ottemannite	are	 thin,	 flat	and	semi-
infinite,	essentially	 forming	1-dimensional	nanowires,	similar	 to	 those	 investigated	 in	phosphorus.	 It	





In	 figure	 5.23	 we	 see	 the	 derived	 thermoelectric	 properties	 of	 Ottemannite	 as	 a	 function	 of	
temperature.	The	transmission	is	presented	again	for	convenience	of	comparison.	Referring	to	figure	



























Despite	 the	 large	 Seebeck	 coefficients	 observed	 in	Ottemannite,	 the	 power	 factor	 is	 unfortunately	









conductivity	 observed	 in	 SnSe,	 meaning	 the	 actual	 zT	 of	 Ottemannite	 would	 be	 expected	 to	 be	
exceedingly	 low.	 Interestingly,	whilst	 there	 is	 clearly	 demonstrable	 anisotropy	present	 in	 the	 zTe	of	


















































Figure	 5.24	 –	 The	 effect	 of	
temperature	 on	 the	 Seebeck	
coefficient	 of	 Ottemannite.	
Whilst	 the	 presence	 of	






dftb-negf	with	 an	 energy	 step	
of	0.01	eV	and	k-grid	of	4x4x4.	
Thermoelectric	 coefficients	
derived	 using	 program	 (see	























be	 several	 order	 of	 magnitude	 larger	 than	 the	 electronic	 contribution.	 Indeed,	 it	 had	 not	 gone	
unnoticed	that	the	band	gaps	observed	in	the	transmission	of	Berndtite	and	Ottemannite	as	calculated	
in	the	non-self-consistent	(NSCC)	formalism,	were	significantly	larger	than	those	observed	in	the	band	
structures	as	 calculated	by	DFT	 level	 theory,	 incorporating	 self-consistency	 (SCC).	 The	values	of	 the	
band	 gap	 for	 Berndtite	 and	 Ottemannite	 from	 the	 NSCC-DFTB	 approach	 were	 5	 eV	 and	 3	 eV	
respectively,	whereas	in	the	bands	calculated	in	the	SCC-DFT	formalism,	the	gaps	were	1.5	and	0.8	eV	
for	 Berndtite	 and	 Ottemannite	 respectively.	 For	 Herzenbergite,	 the	 gap	 of	 1.5	 eV	 from	 the	 DFTB	
approach,	and	1	eV	from	the	DFT	approach	were	considered	acceptable,	as	they	were	comparable	to	































than	 1.5	 eV.	 In	 the	 SCC	methodology,	 we	 observe	 a	 band	 gap	 of	 approximately	 1.25	 eV,	 which	 is	






























properties	 as	 those	 calculated	 by	
NSCC	methods,	we	 see	 a	 smoothing	
of	 the	 features	 in	 the	 electronic	
conductivities,	 with	 no	 discernible	
alteration	 of	 the	magnitude	 of	 each	
region.	While	we	note	an	increase	in	
the	 magnitude	 of	 the	 electronic	
contribution	 to	 the	 thermal	
conductivity,	with	a	slight	smoothing	
of	 the	 features,	 which	 is	 not	 as	














0.01	 eV	 and	 k-grid	 of	 4x4x4.	
Thermoelectric	 coefficients	 derived	






The	 potential	 dependent	 Seebeck	
coefficient	again	demonstrates	the	
presence	 of	 diffuse	 states	 within	
the	band	gap,	and	a	smoothing	of	






This	 is	 perhaps	 due	 to	 the	 size	 of	
the	 gap	 in	 the	 transmission	 of	 a,	




of	 the	 valence	 band	 edge	 of	 a	 is	





Figure	 5.27	 –	 The	 Seebeck	

























Figure	 5.28	 –	 The	 effect	 of	
increasing	 temperature	 on	 the	
magnitude	 of	 the	 electronic	
thermal	 conductance	 of	
















that	 the	tin	sulfide	parameters	supplied	were	optimised	 for	 the	Herzenbergite	crystal	structure	and	







in	 the	 magnitude	 of	 the	 Seebeck	 coefficient,	 however,	 the	 position	 of	 the	 optimal	 operating	
temperature	has	reduced,	from	about	500	K	to	about	380	K.	In	fact,	the	Seebeck	curve	is	largely	the	
same	shape	as	that	observed	for	the	NSCC	calculations	of	Berndtite,	the	notable	difference	being	the	

























Again,	 despite	 this	 marked	
improvement	 in	 zTe,	 it	 cannot	
be	 overstated	 that	 the	 zTe	 of	
large	 band	 gap	 materials	 will	
not	 be	 representative	 of	 the	
overall	zT,	due	to	the	absence	
of	 the	 expectedly	 larger	
phonon	 contribution	 to	
thermal	 conductivity.	 Aside	
from	 this,	 it	 has	 been	 shown	
that	 the	 inclusion	 of	 self-
consistent	methods	 allows	 for	









Figure	 5.30	 –	 The	 effect	 of	
temperature	 on	 the	 potential	
dependent	 Seebeck	 coefficient	
of	 Berndtite.	 Transmission	
calculated	 using	 dftb-negf	 with	
an	energy	step	of	0.01	eV	and	k-








It	 has	 recently	 been	 proven	 that	 the	 tin	mono-sulfide	 system	 has	 a	 rich	 chemistry	with	 respect	 to	
temperature,	by	the	discovery	of	two	novel	phases	of	SnS.	The	b-SnS	phase	is	closely	related	to	the	a-
SnS	phase,	and	is	obtained	by	heating	a-SnS	to	905	K.	Nota	bene,	Herzenbergite	will	be	referred	to	as	






































stoichiometry,	 indeed	within	 each	of	 the	phases,	 tin	 is	 formally	 in	 the	 +2	oxidation	 state.	 The	DOS	




For	 b-SnS	 it	 is	 notable	 that	 there	 is	 less	 “fine	 structure”	 than	 for	a-SnS.	 This	 is	 attributed	 to	 the	
coordination	spheres	of	the	atoms	within	each	structure.	While	each	tin	atom	in	a-SnS	is	related	by	
symmetry	 and	 thus	 chemically	 equivalent,	 the	 polyhedron	 formed	 by	 the	 bonds	 within	 the	 first	










orbitals,	 suggesting	 that	 there	
are	 a	 range	 of	 similar	 but	
distinct	bonds	in	this	geometry.	
However,	the	same	trends	hold	
true	 across	 the	 orbital	














Figure	 5.32	 –	 the	 Density	 of	











































Figure	 5.33	 –	 The	 band	 spectra	
of	 the	 3	 phases	 of	 tin	 mono-
sulfide,	SnS.	.	Calculated	with	the	
quantum	 espresso	 plane	 wave	
code,	using	wavefunction	cutoff	
of	 50	 Ry,	 DFT-D	 Van	 der	Waals	





The	 electronic	 transport	 of	 b-SnS	 was	 calculated	 as	 for	 5.4.1	 –	 5.4.4	 using	 NSCC	 methods	 as	




expected	semiconducting	 shape,	however,	was	2	orders	of	magnitude	greater	 than	 that	of	a-SnS	–	
likely	due	to	the	reduction	in	band	gap.	
The	 shape	 and	magnitude	 of	 the	 Seebeck	 coefficient	 was	 largely	 comparable	 to	 that	 of	a-SnS,	 as	
obtained	 by	 NSCC	 methods,	 yet	 differing	 in	 sign	 to	 that	 of	 the	 NSCC	 a-SnS.	 This	 is	 somewhat	
remarkable,	 and	believed	 to	 be	 entirely	 due	 to	 the	proximity	 of	 the	 conduction	band	 to	 the	 Fermi	
energy	in	the	NSCC	b-SnS.	The	electronic	contribution	to	the	thermal	conductivity	was	a	single	order	of	
magnitude	greater	than	that	obtained	from	NSCC	a-SnS,	largely	due	to	the	reduction	in	band	gap.	The	



















The	 thermoelectric	 properties	 calculated	 as	 a	 function	 of	 temperature	 according	 to	 the	 Landauer-












of	 the	 poor	 resolution.	 Irrespective	 of	 this,	 the	 actual	 values	 of	 the	 conductivity	 are	 rather	 small,	
compared	to	those	of	most	“good”	thermoelectrics.	



















It	 is	 clear	 that	 the	 occurrence	 of	 a	 phase	 transition	 within	 the	 operating	 temperatures	 of	 a	
thermoelectric	material	could	have	a	large	impact	in	the	thermoelectric	properties.	For	the	pure	phases	
of	tin	mono-sulfide,	the	a	to	b	phase	transition	appears	to	offer	a	promising	route	to	a	higher	efficiency	
material.	 This	 appears	 to	 be	 primarily	 due	 to	 the	 band	 gap,	 although	 additional	 study	 would	 be	
necessary	to	fully	characterise	the	impact	this	has	on	bonding	and	lattice	thermal	conductivity.	We	have	
seen	 that	 the	 Seebeck	 coefficient	 appears	 to	 be	 dependent	 on	 the	 shape	 of	 transmission,	 i.e.	 the	
relative	magnitudes	and	the	position	of	the	valence	and	conduction	band	edges	in	relation	to	the	Fermi	
level.	Alternatively,	the	electronic	conductivity	seems	to	bear	stronger	correlation	to	the	band	gap.	The	





as	 zTe.	 The	 next	 stage	 would	 be	 the	 inclusion	 of	 self-consistent	methods	 in	 the	 calculation	 of	 the	




















sulfide	 compounds,	 directly	 from	 the	 electronic	 transmission	 calculated	 by	 application	 of	 the	Non-











asymmetric	 systems,	 conversely,	 it	 may	 be	 necessary	 that	 to	 use	 this	 method,	 large	 systems	 are	
necessary	to	obtain	a	smooth	sampling	and	better	resolved	transmission	spectrum.		
At	the	higher	level,	the	phase	transitions	observed	in	this	section	are	examples	of	both	temperature	
and	 size	 induced	phase	 transitions.	 These	phase	 transitions	are	purely	 structural,	 and	do	not	occur	
alongside	a	 simultaneous	electronic	phase	 transition.	Along	with	 the	work	on	 the	pressure	 induced	
phase	transitions	in	chapter	4,	this	presents	a	case	for	the	study	of	phase	transitions	in	thermoelectric	
materials.	Many	of	the	calculations	within	the	literature	offer	thermoelectric	properties	calculated	over	
a	range	of	 temperatures,	without	accounting	 for	 the	structural	 rearrangements	that	occur	with	this	









































6 	– 	 F INAL 	NOTES 	
6.1	–	COMPUTATIONAL	METHODS	
In	 this	work,	computational	methods	have	been	used	 to	model	a	 range	of	electronic	and	structural	
properties.	 It	 is	clear	that	these	methods	allow	some	unique	 insights	for	the	chemist,	who	so	rarely	
witnesses	the	interactions	of	chemical	species	at	the	atomic	level.	The	approaches	used	and	developed	
here	allow	for	the	modelling	of	electronic	properties	of	large	systems,	along	with	the	derived	influence	




“revolution”	 has	 occurred,	 due	 to	 the	 renewed	 interest	 in	 sustainable	 energy	 generation,	 and	 an	
improved	understanding	of	the	fundamental	properties	of	these	materials.	The	goal	of	a	zT	greater	than	
3	 is	 closer	 than	 ever,	 and	 it	 will	 be	 exciting	 to	 observe	 over	 the	 next	 decade,	 to	 see	 how	 these	
efficiencies	 are	 realised.	 It	 is	 widely	 the	 belief	 that	 a	 synergistic	 approach	 to	 the	 optimisation	 of	
thermoelectric	materials	is	required	to	meet	this	target,	however,	we	are	still	in	an	age	of	discovery,	
new	 or	 existing	 materials	 with	 astounding	 thermoelectric	 properties	 are	 constantly	 appearing.	




the	 distinct	 structures	 it	 adopts	 allow	 for	 the	 consideration	 of	 the	 material	 as	 a	 model	 for	 the	
development	of	 thermoelectric	understanding.	The	expectation	had	always	been	that	 the	principles	
developed	using	phosphorus	would	be	applied	to	the	more	exotic	layered	compounds	in	an	effort	to	
drastically	 enhance	 the	 respective	 thermoelectric	 figures	 of	 merit.	 The	 effect	 of	 the	 coinciding	





the	electronic	phase	 transition	does	not	occur.	This	 is	an	exciting	 result,	 that	holds	promise	 for	 the	
remaining	layered	materials	in	the	thermoelectric	family.	
The	presence	of	defect-rich	phosphorene	layers	in	the	structures	of	the	intermediate	phosphorus’	calls	















electronic	 structure	 as	 calculated	 by	Density	 Functional	 Theory	 and	Density	 Functional	 based	 Tight	
Binding	methods	 casts	 some	 suspicion	over	 the	 result.	 The	next	 step	 for	 this	material	would	be	 to	
improve	the	parameters	of	the	calculation	to	better	model	the	electronic	structure,	before	remodelling	
the	effects	of	thermoelectricity.	
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6.5	–	CLOSING	REMARKS	
There	is	significant	evidence	that	the	presence	of	phase	transitions	within	the	operating	conditions	of	
thermoelectric	devices	will	have	a	critical	effect	on	the	thermoelectric	properties	of	such	materials.	
should	there	be	a	semiconductor	to	metal	electronic	phase	transition,	the	results	may	be	disastrous.	
Should	there	be	a	structural	transition	that	alters	the	symmetry	of	a	system,	there	is	significant	scope	
for	an	improvement	in	the	thermoelectric	properties.	Were	it	possible	to	“freeze”	out	a	meta-stable	
intermediate	structure	from	the	transition	pathway,	either	by	the	effect	of	temperature	or	pressure,	
there	may	be	real	benefit	to	the	figure	of	merit	of	such	a	material,	and	this	may	be	a	legitimate	way	of	
enhancing	room	temperature	thermoelectrics,	where	the	low	operating	temperatures	may	preserve	
the	frustrated	geometry.	
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