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Abstract
Simulation software is increasingly replacing traditional physical
testing in the process of product development, as it can in many cases
reduce development times and costs. In a variety of applications, the
reduction of noise is an important aspect of the product design and
using methods from the field of computational aero-acoustics (CAA),
the generation and propagation of sound in air may be simulated.
In this project, a FEM-based solver for the three-dimensional Helm-
holtz equation, modeling the propagation of sound waves, has been
developed and tested. The implementation includes Galerkin/least-
squares stabilization. Both interior and exterior problems are han-
dled; the latter by a coupled finite-infinite element method. Further,
using a hybrid CAA methodology the solver may be coupled to a CFD
solver, to simulate the sound arising from transient fluid flows.
The solver has been tested, and observed to perform well, on a set
of interior and exterior problems. Results are presented for three cases
of increasing complexity: first an interior, homogeneous problem with
a known analytical solution, second an exterior problem with point
sources and third an exterior problem with acoustic sources from a
CFD computation, i.e. a full hybrid CAA simulation. In the two latter
cases, the frequencies at which standing waves appear in a pipe and
a deep cavity, respectively, are compared to theoretically computed
values, and are seen to be well captured by the simulations. Moreover,
the results of the full CAA simulation are compared to experimental
data, to which they show good resemblance.
The mathematical model, numerical methods and implementation
are presented in the report along with numerical results.
.
Keywords: Helmholtz equation, Lighthill’s analogy, computational
aero-acoustics, finite element method, Galerkin/least-squares stabi-
lization, infinite element method, computational fluid dynamics.
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11 Introduction
Reducing noise is an important aspect of product design in many applica-
tions. Often, noise is produced by fluid flows resulting from vibrating or
rotating parts of constructions, such as the blades of a fan, a lawn mower
or a wind turbine. As a part of the development of new products it would
be desirable to use aero-acoustic simulations, rather than performing tests
on prototypes, to predict sound pressure levels. Such a simulation must
be capable of correctly computing the sound arising from fluid flows as
well as the propagation of that sound. In this project a computer pro-
gram, named caaHelmholtz, for the simulation of propagation of sound in
three-dimensional space has been developed using a computational aero-
acoustic formulation based on Lighthill’s analogy [28].
Fluid flow is most generally modeled by Navier-Stokes equations. How-
ever, as pointed out in [31], it is for several reasons impractical to use these
equations for simulating acoustic quantities; far from the sound source sim-
pler equations are accurate enough to model the acoustic response, and in
general the variations in acoustic quantities are small compared to varia-
tions in other flow quantities. Therefore, a highly resolved mesh would be
required when solving the Navier-Stokes equations, for the acoustic vari-
ations to be accurately computed. Still, the solution of the Navier-Stokes
equations computed on a coarser mesh may be accurate enough to be used
as source terms, driving an equation for the sound propagation. A hybrid
methodology, suggested by Oberai et al. in [31], is thus often used:
1. In a first step a computational fluid dynamics (CFD) computation is
performed, solving the Navier-Stokes equations in order to obtain
acoustic source terms.
2. In a second step the sound is propagated by means of a special case
of the Helmholtz equation: the reduced form of Lighthill’s analogy.
Using an extension to this methodology, developed by Caro et al. in [12]
(see also [13, 33, 34]), it is possible to also handle moving geometries, such
as fan blades. This is done by encapsulating the moving part of the geom-
etry by an artificial surface on which surface source terms are computed in
the first step (in addition to the volumetric source terms) and propagated
in the second step.
Within this project, attention is focused on the second step, treating the
source terms from the CFD computations as given input data. In the fol-
lowing section Lighthill’s analogy and its reduced form - a special case of
the Helmholtz equation - are derived from the Navier-Stokes equations.
Further, boundary conditions, source terms and variational formulations
are discussed. In Section 3, the numerical methods used in this work to
solve the interior and exterior Helmholtz problems are presented and in
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Section 4, the details of their implementation are given. Numerical results
in one and two dimensions are presented in Section 5, results using the
three-dimensional solver caaHelmholtz are given in Section 6 and the work
is concluded in Section 7. In Section 8, the work that has been performed by
the author and the contributions to this project of other persons are speci-
fied.
To date not many aero-acoustic simulation programs are available; no-
table exceptions are the ACTRAN AeroAcoustics software developed by
Free Field Technologies (a part of MSC Software Corporation) and LMS
Virtual.Lab Acoustics by LMS International.
2 Theory
2.1 Derivation of Lighthill’s Analogy and the Helmholtz Equa-
tion
The following derivation of Lighthill’s analogy and the Helmholtz equation
follows the outline in [31]. We start by writing the compressible Navier-
Stokes equations [38] in the form
∂%
∂t
+∇ · (%v) = 0, (1a)
∂
∂t
(%vi) +
d∑
j=1
∂
∂xj
(%vivj) = − ∂p
∂xi
+
d∑
j=1
∂τij
∂xj
for i = 1, . . . , d, (1b)
where % is the density, v the velocity and p the pressure of the fluid, τ is
the viscous stress tensor and d is the number of spatial dimensions. By
rearranging equation (1b) and adding the term a20
∂
∂xi
% to both sides, the
equation may be rewritten as
∂
∂t
(%vi) + a20
∂
∂xi
% = −
d∑
j=1
∂Tij
∂xj
for i = 1, . . . , d, (2)
where T is Lighthill’s turbulence tensor, defined by
Tij = %vivj +
(
(p− p0)− a20 (%− %0)
)
δij − τij , (3)
where δij is the Kronecker delta, p0 ≈ 101325 Pa is the average sea-level
pressure, %0 ≈ 1.204 kg/m3 is the density of air and a0 ≈ 343.4 m/s is the
speed of sound in air at rest at 20◦C [26]. We will consider only flows with
|v|  a0, so that relative to the speed of sound the air is approximately at
rest. Further, in isentropic flow with high Reynolds number and low Mach
number, Lighthill’s tensor is approximated ([12, 13]) by
Tij ≈ %vivj . (4)
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Subtracting the divergence of equation (2) from the time derivative of
equation (1a) gives
∂2%
∂t2
− a20∆% =
d∑
i=1
d∑
j=1
∂2Tij
∂xi∂xj
,
which is equivalent to Lighthill’s acoustic analogy:
∂2%a
∂t2
− a20∆%a =
d∑
i=1
d∑
j=1
∂2Tij
∂xi∂xj
, (5)
where %a = %−%0. Lighthill’s analogy is thus formulated in terms of density
fluctuations %a. Under the assumption of isentropic flow, however, pres-
sure fluctuations can be readily computed from density fluctuations using
the isentropic relation
p
p0
=
(
%
%0
)γ
,
where γ is the ratio of specific heats1, taking the value γ = 1.402 in air at
20◦C [26].
In equation (5), the Lighthill tensor T on the right hand side depends
on the unknown %a. If we assume that the right hand side can be decoupled
from the solution we have the linear Lighthill’s analogy, which is a special
case of the inhomogeneous wave equation
∂2%a
∂t2
− a20∆%a = f.
In the (general) wave equation the right hand side f = f(x, t) may repre-
sent any sound source, whereas in Lighthill’s analogy the right hand side,
expressed in terms of Lighthill’s tensor, represents specifically the sources
generated by transient fluid flow.
The Helmholtz equation is derived from the wave equation by trans-
formation from the time domain to the frequency domain. We assume that
any real, time-dependent quantity q is periodic with period T in time, so
that it may be written as a Fourier series
q(x, t) = Re
( ∞∑
n=0
q˜n(x)eiωnt
)
,
with
ωn =
2pin
T
.
1γ = Cp/Cv , whereCp is the specific heat at constant pressure andCv is the specific heat
at constant volume [38].
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The inhomogeneous wave equation then reduces to the inhomogeneous
Helmholtz equation
−∆%˜a − k2n %˜a = f˜ (6)
where a−20 was absorbed in f˜ , and kn =
ωn
a0
is the acoustic wave number.
Note that the Helmholtz equation is time-independent and that the fre-
quencies ωn are decoupled. Equation (6) can thus be solved individually
for each frequency ωn of interest. In the following we skip the index n and
let k denote any wave number.
Applying the same procedure to Lighthill’s analogy (5) results, analo-
gously, in a special case of the Helmholtz equation:
−∆%˜a − k2%˜a = 1
a20
d∑
i=1
d∑
j=1
∂2T˜ij
∂xi∂xj
, (7)
which will be referred to as the reduced form of Lighthill’s analogy. Al-
though being a special case of the Helmholtz equation, equation (7) is han-
dled in a partly different way. In the following discussion the two equations
will therefore be treated separately where needed.
2.2 Boundary Value Problems
Let us first consider the interior problem, i.e., the Helmholtz equation (or
the reduced form of Lighthill’s analogy) on a bounded domain Ω with
boundary Γ. We will treat the Helmholtz equation (6) as a model problem
with standard boundary conditions: Dirichlet, Neumann and Robin condi-
tions. In order to simplify comparisons to standard literature, we substitute
the name of the unknown, %˜a, by the more common name u. We thus have
the boundary value problem (BVP)
−∆u− k2u = f˜ in Ω,
u = uD on ΓD,
∂u
∂n = g on ΓN,
αu+ ∂u∂n = β on ΓR,
(8)
where ΓD,ΓN and ΓR are subsets of Γ and uD, g, α and β are given on the
corresponding parts of the boundary. (Of course, the Neumann condition
can also be considered a special case of the Robin condition, with α = 0.)
In the case of the reduced form of Lighthill’s analogy, we write the BVP
as
−∆u− k2u = 1
a20
d∑
i=1
d∑
j=1
∂2T˜ij
∂xi∂xj
in Ω, (9a)
∂u
∂n
= − 1
a20
d∑
i=1
d∑
j=1
∂T˜ij
∂xj
ni on Γ, (9b)
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where the Neumann condition (9b) represents a solid boundary, where the
surface of the computational domain is fixed and sound is completely re-
flected, see [31].
The right hand side of equation (9a) is interpreted as a volumetric source
term, accounting for sound generated by transient fluid flow within the
computational domain. The source is modeled by the divergence of Light-
hill’s turbulence tensor T, which is computed from the results of the CFD
computation and hence regarded as given in (9a). The quantity %a = % −
%0 present in expression (3) for T is thus interpreted as known and dis-
tinct from the unknown acoustic density for which we are solving the BVP,
which is the standard interpretation of Lighthill’s analogy [31].
We have so far assumed Ω to be bounded. It is, however, often nec-
essary to consider exterior rather than interior problems, in which case Ω
is unbounded. The solution must then satisfy the Sommerfeld radiation
condition
lim
|x|→∞
|x| d−12
(
∂u
∂|x| − iku
)
= 0, (10)
to assure, for one thing, correct decay behavior at a large distance from the
sources, and for another, radiation only towards - not from - infinity [24].
2.3 Variational Formulations
We will now discuss the variational formulations of the boundary value
problems (8) and (9) and of their counterparts on an unbounded domain.
As before we consider first the case of a bounded domain.
2.3.1 Interior Problems
For the variational formulation of the Helmholtz problem (8), on a bounded
domain Ω, we define a trial space
S := {u ∈ H1(Ω) : u|ΓD = uD},
imposing the Dirichlet boundary condition explicitly on the trial solutions.
Here we let functions in H1(Ω) be complex-valued. We also define a test
space
V := {v ∈ H1(Ω) : v|ΓD = 0},
with functions vanishing on the Dirichlet part of the boundary. The varia-
tional form can then be written (see, e.g., [24]) as: Find u ∈ S such that
a(u, v) = LH(v) ∀v ∈ V,
where
a(u, v) :=
∫
Ω
(∇u · ∇v¯ − k2uv¯) dΩ + ∫
ΓR
αuv¯ dΓ, (11)
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and
LH(v) :=
∫
Ω
f˜ v¯ dΩ +
∫
ΓR
βv¯ dΓ +
∫
ΓN
gv¯ dΓ, (12)
with the bar over v denoting complex conjugate. We use the subscript H to
denote the right hand side of the variational (regular) Helmholtz problem.
For the reduced form of Lighthill’s analogy we will use the subscript L.
A variational formulation of Lighthill’s analogy was first derived by
Oberai et al. in [31]. It differs from the treatment of the Helmholtz BVP
(8) in that Green’s theorem is applied not only to the term including the
Laplacian, but also to the right hand side of equation (9a). With some abuse
of notation we then write the variational formulation: Find u ∈ H1(Ω) such
that
a(u, v) = LL(v) ∀v ∈ H1(Ω),
where we let a be defined as in (11), but under the assumption that now
no Robin condition is imposed, so that ΓR = ∅ and hence only the integral
over Ω remains. Further,
LL(v) := − 1
a20
d∑
i=1
d∑
j=1
∫
Ω
∂T˜ij
∂xj
∂v¯
∂xi
dΩ +
1
a20
d∑
i=1
d∑
j=1
∫
Γ
∂Σ˜ij
∂xj
niv¯ dΓ, (13)
with Σ˜ij being the reduced form of Σij , defined by
Σij := %vivj + (p− p0)δij − τij = Tij + a20%aδij .
If all boundaries are solid, the integral over Γ in (13) vanishes due to the
boundary condition (9b).
A novel interpretation of the boundary integral was introduced by Caro
et al. in [12] (see also [13, 33, 34]) and extends the model to moving geome-
tries. This is achieved by encapsulating the moving parts of the geometry
by an artificial surface, on which Σ˜ij can be computed from the results of
the CFD computation. The volume inside the encapsulating surface is thus
part of the CFD domain, but not of the acoustic computational domain. The
boundary integral is then interpreted as a surface source term, accounting
for sound sources inside the encapsulated volume.
2.3.2 Exterior Problems
For exterior problems, where integration is performed over the unbounded
domain Ω, care must be taken to choose trial and test spaces such that the
integrals in the variational formulation exist. Further, the variational for-
mulation must include the Sommerfeld radiation condition (10). We follow
here the choice of function spaces presented in [24] (Section 2.3.2).
For exterior problems we assume that the support of volumetric sources
(i.e., the right hand side of the Helmholtz equation and the reduced form of
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Lighthill’s analogy, respectively) is bounded and that Γ is the outer bound-
ary of an object of finite volume, the exterior of which is Ω.
It has been shown (see [4, 39]) that any solution to the three-dimensional,
homogeneous Helmholtz equation satisfying the Sommerfeld radiation con-
dition can be expanded as a series, the Wilcox-Atkinson expansion, in spher-
ical coordinates r = (r, θ, φ):
u(r) =
eikr
r
∞∑
n=0
un(θ, φ)
rn
. (14)
The asymptotic dependence of the solution on r is thus eikr/r, which is
not in H1(Ω). A different choice of trial and test spaces is thus needed.
Therefore we introduce two weighted inner products
(u, v)w :=
∫
Ω
w uv¯ dΩ, w := r−2,
(u, v)w∗ :=
∫
Ω
w∗ uv¯ dΩ, w∗ := r2,
and the associated norms
‖u‖1,w := ((u, u)w + (∇u,∇u)w)1/2,
‖u‖1,w∗ := ((u, u)w∗ + (∇u,∇u)w∗)1/2,
inducing the function spaces
H1w(Ω) := {u : ‖u‖1,w <∞},
and
H1w∗(Ω) := {u : ‖u‖1,w∗ <∞}.
As eikr/r belongs to H1w(Ω), this is a natural candidate for a trial space.
Further, with u ∈ H1w(Ω) and v ∈ H1w∗(Ω) it can be shown using the
Cauchy-Schwarz inequality that the integrals∫
Ω
uv¯ dΩ and
∫
Ω
∇u · ∇v¯ dΩ
are finite, so that H1w∗(Ω) can be chosen as test space.
The Sommerfeld radiation condition is explicitly imposed on the so-
lution by adding a constraint to the trial space, thus defining a new trial
space:
Sext :=
{
u ∈ H1w(Ω) :
∫
Ω
∣∣∣∣∂u∂r − iku
∣∣∣∣2 dΩ <∞
}
.
Choosing now Vext = H1w∗(Ω) as the test space, the variational formu-
lation of the Helmholtz equation and of the reduced form of Lighthill’s
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analogy can be stated as in Section 2.3.1, replacing the trial and test spaces
by Sext and Vext, respectively. The volume integrals in LH and LL and the
boundary integrals are clearly finite, since we have assumed that the volu-
metric sources have bounded support and that Γ is of finite measure. For a
more in-depth discussion on the choice of function spaces refer to [24].
3 Numerical Methods
The variational formulations stated in Section 2.3 form the basis of the nu-
merical methods that have been implemented; the finite element method
(FEM) for interior problems and the coupled finite-infinite element method
(FEM-IEM) for exterior problems. In the following, two FEM formulations
and one FEM-IEM formulation are presented. Additionally an alternative
to FEM-IEM for exterior problems, FEM with absorbing boundary condi-
tions, is briefly discussed.
3.1 Interior Problems: Finite Element Methods
3.1.1 Standard Galerkin Formulation
Consider a partition of the bounded computational domain Ω and let Ω˜ be
the union of interiors of the finite elements. Let Sh ⊂ H1(Ω) and Vh ⊂
H1(Ω) be two N -dimensional finite element function spaces, consisting of
piecewise polynomials on the partition. If Dirichlet conditions are pre-
scribed on a part of the boundary Γ, then the function spaces should be
modified accordingly, see Section 2.3.1. The standard Galerkin formulation
of the boundary value problems (8) and (9) can then be written as: Find
uh ∈ Sh such that
a(uh, vh) = L(vh), ∀vh ∈ Vh, (15)
where the sesquilinear form a is defined by (11) and the linear form L is LH,
defined by (12), or LL, defined by (13), respectively for the two problems.
Letting {ψi}Ni=1 be a basis for Sh and {ϕi}Ni=1 a basis for Vh we may write
the solution uh as
uh(x) =
N∑
j=1
ujψj(x),
and rewrite equation (15) in discrete form as
Au = b,
where bi = L(ϕi) and Aij = a(ψj , ϕi). In the absence of Robin boundary
conditions we have
A = K − k2M ,
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i.e.,A is a linear combination of the mass matrixM with
Mij =
∫
Ω
ϕ¯iψj dΩ,
and the stiffness matrixK with
Kij =
∫
Ω
∇ϕ¯i · ∇ψj dΩ.
3.1.2 Galerkin/Least-Squares Formulation
The standard Galerkin method is known to produce solutions of inaccurate
phase and magnitude when applied to the Helmholtz equation. A remedy
proposed in [19, 20] and further developed in [36] is the Galerkin/least-
squares (GLS) method, in which a term, including the residual of the orig-
inal Helmholtz equation (6) integrated over the finite element interiors, is
added to the standard Galerkin formulation. By including the residual in
the added term, the GLS method is - just like the standard Galerkin method
- consistent in the sense that a solution satisfying the weak variational for-
mulation of the Helmholtz equation also satisfies the GLS formulation.
Defining the differential operator L by
L(u) := −∆u− k2u,
the GLS method for the Helmholtz equation can be stated as: Find uh ∈ Sh
such that
a(uh, vh) +
∫
Ω˜
L(uh)τL(v¯h) dΩ˜
= LH(vh) +
∫
Ω˜
f˜ τL(v¯h) dΩ˜, ∀vh ∈ Vh,
(16)
where τ is a local parameter characterizing the GLS method, and should
be computed individually for each element. The sesquilinear form a and
the linear form LH are defined as in Section 2.3.1. The GLS method for the
reduced form of Lighthill’s analogy is obtained by substituting LL for LH
and the expression
1
a20
d∑
i=1
d∑
j=1
∂2T˜ij
∂xi∂xj
for f˜ in (16).
In [20], it is shown that for the one-dimensional problem, computing τ
by
τk2 = 1− C1
(kh)2
1− cos(C2kh)
2 + cos(C2kh)
, (17)
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with C1 = 6 and C2 = 1, leads to a nodally exact solution for any mesh
resolution. Here h is the local element size.
A general suggestion for the two-dimensional case using a triangular
mesh was developed in [21], a special case of which takes the form (17)
with C1 = 8 and C2 =
√
3/2. The element size h is now defined as the
average side length of the element.
In the current work, the parameters suggested for the two-dimensional
case were used also for the implementation of the three-dimensional solver.
The discrete form of the GLS method can be written as
AGLSu = bGLS,
where
AGLSij = Aij +
∫
Ω˜
L(ϕ¯i)τL(ψj) dΩ˜. (18)
For the Helmholtz equation
bGLSi = bi +
∫
Ω˜
f˜ τL(ϕ¯i) dΩ˜, (19)
while for the reduced form of Lighthill’s analogy
bGLSi = bi +
∫
Ω˜
1
a20
d∑
i=1
d∑
j=1
∂2T˜ij
∂xi∂xj
τL(ϕ¯i) dΩ˜. (20)
Note that for a piecewise linear function u on Ω˜, L(u) reduces to −k2u
and in the case of piecewise linear trial and test functions (18) consequently
reduces (in the absence of Robin conditions, for ease of notation) to
AGLS = K − k2(1− τk2)M .
Similarly, the integral in (19) adds no complexity to the computation of the
right hand side vector b; the volume integral in (12) is merely multiplied
by the coefficient (1− τk2).
In the case of Lighthill’s analogy, however, the GLS method requires
additional computations even for piecewise linear trial and test functions,
since the added integral in (20) is not present in the right hand side vector
of the standard Galerkin formulation.
3.2 Exterior Problems
We now turn again to exterior problems, which can be computationally
more challenging than interior ones. Standard spatial finite elements can
be used only on a finite domain, thus when using such a method for an ex-
terior problem, the unbounded domain Ω has to be truncated by an artifi-
cial boundary, say Γr0 , enclosing any physical boundaries, control surfaces
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and sources, see Section 2.2. The FEM is then used on the part of Ω that is
inside Γr0 - let us denote it by Ωr0 - and the boundary Γr0 should be treated
in such a way that the Sommerfeld radiation condition is fulfilled (at least
approximately) at infinity. This corresponds to the intuitive condition that
no reflections are allowed at the artificial boundary.
Two different approaches are presented in the next two sections; first
briefly the use of absorbing boundary conditions at the truncating bound-
ary; second the coupling of infinite elements to the finite elements at the
truncating boundary. Both approaches are presented for the case of Γr0 be-
ing a circle (in two dimensions) or a sphere (in three dimensions) of radius
r0.
3.2.1 Absorbing Boundary Conditions
When using absorbing boundary conditions (ABCs), the Sommerfeld con-
dition is approximately imposed at Γr0 by the boundary condition
∂u
∂n
= Bu on Γr0 ,
where the operator B is an approximation of the operator, the so-called
Dirichlet-to-Neumann operator, which maps the Sommerfeld radiation con-
dition exactly to the truncating boundary.
The ABC is characterized by the choice of the approximate operator B
and a variety of such operators have been suggested in the literature. In
[35], the ABCs (of low orders) suggested by Feng [16], Engquist and Majda
[14, 15] and Bayliss and Turkel [6] are compared and it is concluded that
in the cases tested the highest accuracy is achieved when using the Bayliss
and Turkel ABCs. A zeroth order ABC is obtained formally only with the
approach of Feng. Here, that zeroth order condition and the Bayliss and
Turkel ABCs of first order will be presented.
The simplest possible ABC is the Sommerfeld condition applied directly
at the truncating boundary rather than at infinity:
∂u
∂n
− iku = 0 on Γr0 ,
i.e., the operator B is just the constant ik. This is the zeroth order Feng
condition, and the formulation is the same for one, two and three spatial
dimensions. In one dimension, this is the exact Dirichlet-to-Neumann op-
erator.
The first order Bayliss and Turkel boundary condition in two dimen-
sions is given by
∂u
∂n
−
(
ik − 1
2r0
)
u = 0 on Γr0 ,
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and in three dimensions by
∂u
∂n
−
(
ik − 1
r0
)
u = 0 on Γr0 .
In a FEM setting, these low order ABCs are readily implemented as
Robin conditions and do not influence the size of the system of linear equa-
tions to be solved (as does, as we shall see, the use of higher order infinite
elements). High accuracy can be achieved either by using high order ABCs
or by placing the truncating boundary far from the scattering objects and
sources ([37]), i.e., by choosing r0 to be large. However, only low order
ABCs can be coupled to linear finite elements, so that in order to achieve
high accuracy, only the latter is an alternative. This leads to a large FEM
domain which in turn results in high computational cost.
In the next section an alternative to ABCs, the infinite element method,
is presented. Its implementation is more involved than that of the pre-
sented ABCs, the problem size increases with the order of the infinite ele-
ments and for high orders the matrix may become ill-conditioned. A ben-
efit, however, is that higher order schemes may be combined with linear
finite elements, which is not the case when using ABCs.
3.2.2 Coupled Finite-Infinite Element Method
The general idea of the coupled finite-infinite element method (FEM-IEM)
is very similar to the concept of the FEM; it is based on a variational formu-
lation of the boundary value problem and the numerical solution is sought
in a finite dimensional function space Shext on Ω. The FEM is used on the
bounded domain Ωr0 , the part of Ω enclosed by Γr0 while the IEM is used
on the unbounded domain Ω+r0 := Ω\Ωr0 . We will consider only the three-
dimensional case with Ωr0 being the interior of a sphere with radius r0.
A standard FEM discretization is used for Ωr0 , on which regular finite-
dimensional trial and test spaces Sh(Ωr0) and Vh(Ωr0) are defined. The
infinite element (IE) domain Ω+r0 is discretized by a layer of elements of
infinite extension in the radial direction and suitable finite-dimensional IE
trial and test spaces Sh,Nr(Ω+r0) and Vh,Nr(Ω+r0) must be chosen. Having
these function spaces, the total FEM-IEM trial and test spaces are defined
by
Shext = {u ∈ C0; u|Ωr0 ∈ Sh(Ωr0), u|Ω+r0 ∈ S
h,Nr(Ω+r0)}, (21)
Vhext = {u ∈ C0; u|Ωr0 ∈ Vh(Ωr0), u|Ω+r0 ∈ V
h,Nr(Ω+r0)}. (22)
The condition u ∈ C0 ensures continuity over Γr0 and thereby couples the
finite to the infinite elements.
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An IEM formulation is characterized by the choice of IE trial and test
spaces. The trial space can be written on a general form as a tensor product
of two function spaces:
Sh,Nr(Ω+r0) = span{Uν}Nrν=1 × Sh(Γr0), (23)
where Uν are radial basis functions defined for r ∈ [r0,∞) and Sh(Γr0) is
the restriction of Sh(Ωr0) to Γr0 . The trial functions can thus be written as
uh,Nr(r, s) =
Ns∑
µ=1
Nr∑
ν=1
cµνUν(r)uhµ(s),
where uhµ are basis functions matching the finite element (FE) trial space
on Γr0 , Ns denotes the number of such basis functions and s is a two-
dimensional parametrization of Γr0 .
Motivated by the Atkinson-Wilcox expansion (14), the radial basis func-
tions Uν are chosen as
Uν(r) = Pν(r0/r)eik(r−r0), ν = 1, . . . , Nr,
where Pν is a polynomial of degree ν. It is shown in [2] that the choice of
polynomials may influence the matrix condition number, and that low con-
dition numbers can be achieved with, e.g., shifted Legendre polynomials.
For simplicity we use monomials in the current implementation, i.e.,
Uν(r) =
eik(r−r0)
(r/r0)ν
, ν = 1, . . . , Nr. (24)
The IE test space is chosen, analogously to the trial space (23), as
Vh,Nr(Ω+r0) = span{Vν}Nrν=1 × Vh(Γr0),
where Vh(Γr0) is the restriction of Vh(Ωr0) to Γr0 and the radial basis func-
tions Vν must be chosen such that all integrals in the discrete formulation
converge.
Infinite element schemes are commonly divided into two categories:
conjugated and unconjugated formulations, depending on the choice of ba-
sis for the test space. In conjugated formulations, the test space basis is the
complex conjugate of the trial space basis, possibly multiplied by a real
valued factor. In unconjugated formulations, the test space basis equals the
trial space basis, up to scaling by a real valued factor.
In Table 3.1, references for a few popular IE formulations - the conju-
gated and unconjugated Burnett and Leis formulations - are listed. The un-
conjugated Burnett formulation is also referred to as the Bettess-Burnett un-
conjugated formulation and the conjugated Leis formulation as the Astley-
Leis conjugated formulation.
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In [24], the conjugated Leis formulation, and the conjugated and un-
conjugated Burnett formulations are compared, and it is concluded that
the unconjugated version converges much more rapidly in the FE domain,
whereas the conjugated formulations are more accurate in the IE domain.
A benefit of the conjugated formulations concerning implementation is the
great simplification of the integrals to be computed that results from conju-
gating the test functions.
For the implementation, the Astley-Leis conjugated formulation, corre-
sponding to the variational formulation stated in Section 2.3.2, was chosen.
For the Astley-Leis formulation, the trial and test spaces are defined as in
(21) and (22), respectively. The radial basis functions are defined by (24) for
the trial space and by
Vν(r) =
eik(r−r0)
(r/r0)ν
, ν = 3, . . . , Nr + 2.
for the test space, and it follows that Shext ⊂ Sext and Vhext ⊂ Vext, where Sext
and Vext are the weighted Sobolev spaces defined in Section 2.3.2. Hence the
trial functions satisfy the Sommerfeld radiation condition and the integrals
in the discrete formulation converge.
The coupled FEM-IEM formulation is: Find uh,Nr ∈ Shext such that
a(uh,Nr , vh,Nr) = L(vh,Nr), ∀vh,Nr ∈ Vhext, (25)
with a as in (11) and L as in (12) for the Helmholtz problem or (13) for the
reduced form of Lighthill’s analogy.
Recall that the truncating boundary was chosen with a large enough
radius r0, so that there are no sources nor objects in Ω+r0 . The right hand
side of (25) can thus be computed as in the FEM case and the left hand side
can be written, separating integrals over Ω+r0 from those over Ωr0 , as
a(uh,Nr , vh,Nr) =
∫
Ωr0
(
∇uh,Nr · ∇v¯h,Nr − k2uh,Nr v¯h,Nr
)
dΩ
+
∫
Ω+r0
(
∇uh,Nr · ∇v¯h,Nr − k2uh,Nr v¯h,Nr
)
dΩ
+
∫
ΓR
αuh,Nr v¯h,Nr dΓ. (26)
Table 3.1: A few popular IE formulations, categorized by choice of radial test
functions.
Burnett (Bubnov-Galerkin) Leis (Petrov-Galerkin)
Vν(r) = Uν(r) Vν(r) = (r0/r)2Uν(r)
Conjugated [9, 10, 11] [3, 27]
Unconjugated [7, 8, 9, 10, 11] [24, 27]
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Evaluation of the first of the above volume integrals is performed in
Section 4.2.1 for the case of piecewise linear basis functions and evaluation
of the second is performed in Section 4.2.2 in the case of Astley-Leis radial
basis functions.
4 Implementation
We now turn to the implementation of the numerical methods discussed
in the previous section. The aim of this thesis project has been the devel-
opment of a FEM-based solver for the three-dimensional (3D) problems (8)
and (9). In a first phase, prototypes in one and two dimensions (1D and
2D) were written in MATLAB R©. Then a major part of the project time was
spent developing a 3D solver, named caaHelmholtz, in C++.
The main steps performed by the solvers are:
1. Read input data
2. Assemble FEM matrix and right hand side vector
3. Solve the linear system
4. Write results to file
The program caaHelmholtz, as well as the 1D and 2D prototypes, can han-
dle problems on bounded domains with Dirichlet, Neumann and homo-
geneous Robin boundary conditions. They also include Galerkin/least-
squares (GLS) stabilization. Further, caaHelmholtz can handle problems
on unbounded domains, using the coupled FEM-IEM. Piecewise linear ba-
sis functions are used for the FEM in all cases; in 2D on a triangular mesh
and in 3D on a tetrahedral mesh. In caaHelmholtz, linear systems of equa-
tions are solved using Intel R© Math Kernel Library [25] routines.
4.1 Finite Element Spaces
In order to write a FEM formulation, such as (15), in the discrete form
Au = b,
a basis {ϕi}Ni=1 for the FE space is needed. Letting {pj}Nj=1 denote the mesh
nodes, the classical choice of basis for the FE space consisting of piecewise
linear functions can be written
ϕi(pj) = δij , ∀i, j,
where the basis functions ϕi are affine on each mesh element.
In case Dirichlet conditions are prescribed at say ND boundary nodes,
the corresponding basis functions are excluded from the basis and the val-
ues at those nodes are in the trial functions set to the prescribed Dirichlet
values and in the test functions set to zero.
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4.1.1 Finite Element Shape Functions
The integrals in the FEM formulations described in Section 3.1 are com-
puted on the element level using a mapping between mesh elements and a
”master element”:
• a line segment Lξ = [0, 1] in 1D,
• a triangle T ξ with corners in (0, 0), (1, 0) and (0, 1) in 2D and
• a tetrahedron Hξ with corners in (0, 0, 0), (1, 0, 0), (0, 1, 0) and (0, 0, 1)
in 3D,
where the coordinates are given in the coordinate systems (ξ), (ξ1, ξ2) and
(ξ1, ξ2, ξ3), respectively. With | · | denoting length in 1D, area in 2D and
volume in 3D we then have
|Lξ| = 1
|T ξ| = 12
|Hξ| = 16 .
(27)
We will now define linear shape functions on the master elements and
mappings from master elements to mesh elements. The shape functions are
denoted by Ni in any dimension, as it will be clear from the context which
functions are meant.
One dimensional shape functions Denote by
ξ1 = 1,
ξ2 = 0,
the end points of Lξ. We define linear shape functions by
N1(ξ) = ξ,
N2(ξ) = 1− ξ. (28)
Two dimensional shape functions Denote by
ξ1 : (1, 0),
ξ2 : (0, 1),
ξ3 : (0, 0),
the corner nodes of T ξ. We define linear shape functions by
N1(ξ1, ξ2) = ξ1,
N2(ξ1, ξ2) = ξ2,
N3(ξ1, ξ2) = 1− ξ1 − ξ2.
(29)
4.1 Finite Element Spaces 17
Three dimensional shape functions Denote by
ξ1 : (1, 0, 0),
ξ2 : (0, 1, 0),
ξ3 : (0, 0, 1),
ξ4 : (0, 0, 0),
the corner nodes of Hξ. We define linear shape functions by
N1(ξ1, ξ2, ξ3) = ξ1,
N2(ξ1, ξ2, ξ3) = ξ2,
N3(ξ1, ξ2, ξ3) = ξ3,
N4(ξ1, ξ2, ξ3) = 1− ξ1 − ξ2 − ξ3.
(30)
Note that in all the above cases we have Ni(ξj) = δij . This property
enables us to define in a convenient way an affine mapping QK from the
master element to a general mesh element EK in Rd, with d = 1, 2 or 3. To
this end denote the corner nodes of EK by x0, . . . ,xd. We can then define
QK(ξ) :=
d+1∑
i=1
Ni(ξ)xi
′
, i′ = i mod (d+ 1), (31)
mapping node i of the master element to node i′ of the mesh element2. The
mappings are affine and can be written on matrix form in one dimension
as
x = QK(ξ) = (x1 − x0)︸ ︷︷ ︸
=:JK1D
ξ + x0,
in two dimensions as(
x
y
)
= QK
(
ξ1
ξ2
)
=
(
x1 − x0 x2 − x0
y1 − y0 y2 − y0
)
︸ ︷︷ ︸
=:JK2D
(
ξ1
ξ2
)
+
(
x0
y0
)
,
and in three dimensions as xy
z
=QK
 ξ1ξ2
ξ3
=
 x1 − x0 x2 − x0 x3 − x0y1 − y0 y2 − y0 y3 − y0
z1 − z0 z2 − z0 z3 − z0

︸ ︷︷ ︸
=:JK3D
 ξ1ξ2
ξ3
+
 x0y0
z0
 .
2The construction with modulus, mapping the last node of the master element to the
zeroth node of the mesh element assures that the determinant of the Jacobian of QK is
positive if the corner nodes x0, . . . ,xd are numbered according to a standard convention.
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With this formulation it is clear that JK1D, J
K
2D and J
K
3D are the Jacobians
of the mapping QK in one, two and three dimensions respectively. We
further note that the inverse of QK exists whenever the determinant of the
Jacobian is nonzero which geometrically corresponds to the mesh element
EK having nonzero length (in one dimension), area (in two dimensions) or
volume (in three dimensions). This is a reasonable property to expect from
our mesh elements and we will hence assume, in general, that Q−1K exists.
Having shape functions Ni on the master element and the invertible
mappingQK from the master element to a mesh element EK we can define
linear shape functions NKi on EK :
NKi′ (x) := Ni(Q
−1
K (x)), i
′ = i mod (d+ 1). (32)
The local shape functionsNKi inherit the following property from the shape
functions Ni:
NKi (x
j) = δij , i, j = 0, . . . , d.
4.1.2 An Alternative Mapping Formulation
An alternative way of defining the mappings is by using barycentric coor-
dinates. We introduce an auxiliary variable
ξ2 := 1− ξ1 in one dimension (with ξ1 := ξ),
ξ3 := 1− ξ1 − ξ2 in two dimensions and
ξ4 := 1− ξ1 − ξ2 − ξ3 in three dimensions.
Any shape function, as defined in (28), (29) or (30), can then be written as
N˜i(ξ) = ξi,
where the ˜ sign indicates that the argument ξ has dimension d+ 1, rather
than d as previously. With barycentric coordinates, the shape functions are
thus equal to the coordinates.
The mapping from master element to mesh element can now be defined
as in (31) with the additional requirement
∑d+1
i=1 ξi = 1. In matrix form we
then have in one dimension(
x
1
)
= Q˜K
(
ξ1
ξ2
)
=
(
x1 x0
1 1
)
︸ ︷︷ ︸
=:JK,2×21D
(
ξ1
ξ2
)
,
in two dimensions xy
1
 = Q˜K
 ξ1ξ2
ξ3
 =
 x1 x2 x0y1 y2 y0
1 1 1

︸ ︷︷ ︸
=:JK,3×32D
 ξ1ξ2
ξ3
 ,
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and in three dimensions
x
y
z
1
 = Q˜K

ξ1
ξ2
ξ3
ξ4
 =

x1 x2 x3 x0
y1 y2 y3 y0
z1 z2 z3 z0
1 1 1 1

︸ ︷︷ ︸
=:JK,4×43D

ξ1
ξ2
ξ3
ξ4
 ,
where JK,2×21D , J
K,3×3
2D and J
K,4×4
3D are the corresponding Jacobian matrices.
It can be verified that, as expected,
det(JK,2×21D ) = det(J
K
1D),
det(JK,3×32D ) = det(J
K
2D),
det(JK,4×43D ) = det(J
K
3D).
The linear shape functions NKi on EK , defined in (32), can then be written
as
NKi′ (x) = N˜i(Q˜
−1
K (x)), i
′ = i mod (d+ 1).
Note that this is not a redefinition of NKi , but merely an alternative
formulation of the same functions.
4.2 Evaluation of Integrals
Using the shape functions and mappings defined above we will now eval-
uate the integrals appearing in the FEM and IEM-FEM formulations in Sec-
tion 3.
4.2.1 Integrals over Finite Elements
Throughout this section we will assume
i′ = i mod (d+ 1), i = 1, . . . , d+ 1,
and the corresponding relation between j′ and j.
Mass Matrix For the assembly of the mass matrix M (see Section 3.1.1)
integrals of type
MKi′j′ =
∫
EK
NKi′ (x)N
K
j′ (x) dx (33)
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need to be computed. Using the mapping Q˜K , and denoting by Eξ the
master element in d dimensions, we have
MKi′j′ =
∫
Eξ
NKi′ (Q˜K(ξ))N
K
j′ (Q˜K(ξ)) det(J
K) dξ
=
∫
Eξ
N˜i(ξ)N˜j(ξ) det(JK) dξ
=
∫
Eξ
ξiξj det(JK) dξ,
where JK is the Jacobian matrix of Q˜K . Since Q˜K is linear, JK is indepen-
dent of ξ, and we get
MKi′j′ = det(J
K) ·M ξij , (34)
with
M ξij =
∫
Eξ
ξiξj dξ,
or explicitly in one dimension
M ξ =
1
6
(
2 1
1 2
)
,
in two dimensions
M ξ =
1
24
 2 1 11 2 1
1 1 2
 ,
and in three dimensions
M ξ =
1
120

2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2
 .
Stiffness Matrix To assemble the stiffness matrixK (see Section 3.1.1) we
need to evaluate integrals of type
KKi′j′ =
∫
EK
(∇xNKi′ (x))T (∇xNKj′ (x)) dx.
Using again the mapping Q˜K we note that ∇x (of length d) is related to ∇ξ
(of length d+ 1) through
∇x =

∂ξ1
∂x1
· · · ∂ξd+1∂x1
...
. . .
...
∂ξ1
∂xd
· · · ∂ξd+1∂xd

︸ ︷︷ ︸
=:DK
∇ξ,
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where the matrix DK equals the first d rows of the transposed inverse of
JK . With this notation we have
KKi′j′ =
∫
Eξ
(DK · ∇ξNKi′ (Q˜K(ξ)))T (DK · ∇ξNKj′ (Q˜K(ξ))) det(JK) dξ
=
∫
Eξ
(DK · ∇ξN˜i(ξ))T (DK · ∇ξN˜j(ξ)) det(JK) dξ.
Now, since N˜i(ξ) = ξi, ∇ξN˜i(ξ) is the ith unit vector and the integrand
simplifies to
((DK)T ·DK)ij det(JK),
an expression independent of ξ, and we write
KKi′j′ = ((D
K)T ·DK)ij det(JK)
∫
Eξ
dξ
= |Eξ|((DK)T ·DK)ij det(JK),
where the value of |Eξ| is given by (27) for d = 1, 2, 3.
Right Hand Side For the Helmholtz equation (8), assuming f to be given
numerically as having a constant value fK on each mesh element EK , inte-
grals of type
bKi′ = f
K
∫
EK
NKi′ (x) dx (35)
need to be computed, and we find, using again integration by substitution,
bKi′ = f
K det(JK)bξi , (36)
where in one dimension
bξi =
1
2
, i = 1, 2,
in two dimensions
bξi =
1
6
, i = 1, 2, 3,
and in three dimensions
bξi =
1
24
, i = 1, 2, 3, 4,
and JK is the Jacobian of QK .
If f is given as nodal values we interpolate linearly between nodes and
compute
bKi′ =
∑
j′
fKj′
∫
EK
NKi′ (x)N
K
j′ (x) dx = M
KfK ,
where the entries of matrix MK are defined as in (33) and the entries fKj′ of
vector f are the nodal values (with local numbering on element EK) of f .
22 4 IMPLEMENTATION
Neumann and Robin Boundary Conditions To impose boundary con-
ditions, integration over boundary elements BK must be performed. In a
three-dimensional mesh we consider triangular boundary elements and in
a two-dimensional mesh line segments. In one dimension, boundary ele-
ments reduce to points and no integration is needed.
We assume the boundary conditions are given as
∂u
∂n
= g on BK (Neumann), or
αu+
∂u
∂n
= 0 on BK (homogeneous Robin),
where g or α is constant over BK . For Neumann and Robin conditions
we then need to compute integrals of type (35) and (33), respectively, with
integration over BK rather than over EK . The mapping Q defined in (31)
can still be used, but now its Jacobian is not a square matrix, so rather than
the determinant of the Jacobian we use
|BK |
|Bξ| ,
where Bξ is the master element corresponding to BK . With this substitu-
tion, the expressions (34) and (36) still hold for the evaluation of the desired
integrals.
4.2.2 Integrals over Infinite Elements
We now come to the evaluation of integrals appearing in the infinite ele-
ment formulation, i.e., the expression in (26). Integration over the FE do-
main Ωr0 is performed as previously discussed for the FE case.
Let us introduce the additional notation
a+(u, v) =
∫
Ω+r0
(∇u · ∇v¯ − k2uv¯) dV, (37)
for the IE part of the sesquilinear form (26). We will compute the integral
in (37) for a pair of IE trial and test basis functions
uα,β = Uβ(r)uhα(s), 1 ≤ β ≤ Nr,
vµ,ν = Vν(r)vhµ(s), 3 ≤ ν ≤ Nr + 2.
Expanding the integral in coordinates (r, s), we have
a+(u, v) =
∫ ∞
r0
r2
∫
S0
(∇u · ∇v¯ − k2uv¯) dS dr,
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where S0 is the unit sphere. The gradient in these coordinates takes the
form
∇ = ∂
∂r
er +
1
r
∇S ,
where ∇S is the gradient with respect to s, and we have, when separating
variables,
a+(uα,β, vµ,ν) =
∫ ∞
r0
r2
(
∂Uβ
∂r
∂Vν
∂r
− k2UβVν
)
dr
∫
S0
uhαv¯
h
µ dS
+
∫ ∞
r0
UβVν dr
∫
S0
∇Suhα · ∇S v¯hµ dS.
We thus need to compute the following integrals:
Aν,β =
∫ ∞
r0
UβVν dr,
Bν,β =
∫ ∞
r0
r2UβVν dr,
Cν,β =
∫ ∞
r0
r2
∂Uβ
∂r
∂Vν
∂r
dr,
Dµ,α =
∫
S0
uhαv¯
h
µ dS,
Eµ,α =
∫
S0
∇Suhα · ∇S v¯hµ dS,
and can then evaluate
a+(uα,β, vµ,ν) = (Cν,β − k2Bν,β)Dµ,α +Aν,βEµ,α. (38)
Due to the conjugated formulation, evaluation of integralsAν,β andBν,β
is trivial:
Aν,β =
r0
ν + β − 1 , (39)
Bν,β =
r30
ν + β − 3 . (40)
Note that both integrals are convergent, since β ≥ 1 and ν ≥ 3. This is a
sufficient condition also for Cν,β to converge.
For Cν,β we compute derivatives with respect to r
∂Uβ(r)
∂r
= Uβ(r)(ik − β
r
),
∂Vν(r)
∂r
= Vν(r)(−ik − ν
r
),
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and find
Cν,β =
(
r30k
2
β + ν − 3 +
r20ik(β − ν)
β + ν − 2 +
r0βν
β + ν − 1
)
. (41)
Inserting (39), (40) and (41) into (38) yields
a+(uα,β, vµ,ν) =
(
r20ik(β − ν)
β + ν − 2 +
r0βν
β + ν − 1
)
Dµ,α +
r0
ν + β − 1Eµ,α. (42)
It remains the evaluation of Dµ,α and Eµ,α. As was previously men-
tioned, the angular basis functions uµ,α and vµ,α should be chosen such
that they match the FE basis functions on Γr0 . Since Γr0 is discretized by
piecewise linear elements (triangles, in the three dimensional case), approx-
imating the spherical surface, the integrals over S0 will be approximated by
a sum of integrals over such triangular elements.
For the evaluation of Dµ,α we can readily use the results obtained in
Section 4.2.1 for Robin boundary conditions, only scaling the integrals by
(1/r20) to compensate for the fact that integration is performed over Γr0
with radius r0, rather than over S0, the surface of the unit sphere. For Eµ,α,
however, we need a local approximation of ∇S on each boundary element
(i.e., triangle) TK ⊂ Γr0 . To that end we introduce a local orthogonal coor-
dinate system (η1, η2) lying in the plane of TK . Denote the corners of TK by
x0,x1,x2, as in Section 4.1.1, and define
v1 = x1 − x0,
v2 = x2 − x0.
We then let the direction of the η1 axis be that of v1 and the direction of the
η2 axis be that of [v1 × v2] × v1 and define a mapping Φ from (η1, η2) to
global Cartesian coordinates (x, y, z) through
Φ(η1, η2) = η1
1
l1
v1 + η2
1
l3
(
v2 − l2
l3
v1
)
+ x0,
with
l1 = ‖v1‖,
l2 =
1
l1
v1 ·v2,
l3 = ‖v2 − l2
l1
v1‖.
Now, denoting by T ηKthe triangle with corners in η
0 : (0, 0), η1 : (l1, 0) and
η2 : (l2, l3) it can be seen that Φ maps T
η
K onto TK with no distortion nor
rescaling. More specifically we have
Φ(ηi) = xi, i = 0, 1, 2.
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We can now approximate∇S locally on TK by∇η = ( ∂∂η1 , ∂∂η2 ) and write
Eµ,α =
∫
S0
∇Suhα · ∇S v¯hµ dS =
∫
Γr0
1
r20
(r0∇Suhα) · (r0∇S v¯hµ) dS
=
∫
Γr0
∇Suhα · ∇S v¯hµ dS ≈
∑
K
∫
T ηK
∇ηuhα · ∇ηv¯hµ dη.
The global basis functions uhα and vhµ are constructed in the usual way
using local shape functions on boundary elements adjacent to the nodes
with global node numbers α and µ, respectively. The integrals are evalu-
ated as described in Section 4.2.1 for the stiffness matrix in two dimensions,
with the modification that QK maps Eξ to T
η
K rather than to TK . Note that
the Jacobian matrix of Q˜K then takes the form
JK2D =
 l1 l2 00 l3 0
1 1 1
 ,
with determinant l1l3, which is as expected twice the area of TK , i.e.,
det(JK2D) =
|TK |
|Eξ| .
As in Section 4.2.1, we have
∇η = DK∇ξ,
where the matrix DK is the first two rows of (JK2D)
−T , which in this case
takes the form
DK =
1
l1l3
(
l3 0 −l3
−l2 l1 l2 − l1
)
.
Substituting the global indices µ and α for local indices i′, j′ on the bound-
ary element TK we have
Ei′,j′ =
∫
T ηK
(∇ηNKi′ (η))T (∇ηNKj′ (η)) dη
=
∫
Eξ
(DK∇ξNKi′ (Q˜K(ξ)))T (DK∇ξNKj′ (Q˜K(ξ))) det(JK2D) dξ
=
∫
Eξ
(DK∇ξN˜i(ξ))T (DK∇ξN˜j(ξ)) det(JK2D) dξ,
with the usual convention, that i′ = i mod 2, i = 1, 2, 3. We use as before
that∇ξN˜i(ξ) is the ith unit vector, to see that
Ei′,j′ = ((DK)TDK)ij det(JK2D)
∫
Eξ
dξ = ((DK)TDK)ij |TK |.
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4.3 Matrix and Right Hand Side Vector Assembly
The full matrixA and right hand side vector b are assembled by computing
the integrals on individual mesh elements as described in the previous sec-
tions and adding the contributions to the corresponding matrix and vector
elements, letting, as previously described, each mesh node correspond to
one basis function. In the case of IEM of radial orderNr, each node coupled
to an infinite element corresponds to Nr basis functions, each with a differ-
ent polynomial order in the radial direction. With a good node numbering
this leads to a blocked, banded matrix structure as can be seen in Figure 4.1
1 10 000 20 000 30 000 40 000 45 245
1
10 000
20 000
30 000
40 000
45 245
1 10 000 20 000 30 000 40 000 45 245
1
10 000
20 000
30 000
40 000
45 245
Figure 4.1: Structure of assembled matrix. The blocked structure in the lower right
part of the matrix results from IE of second radial order. Red color indicates matrix
elements with non-zero imaginary part.
4.4 Handling Complex Data
With real-valued basis functions in the FE domain, e.g. as described in
Section 4.1, the mass and stiffness matrices are always real. We also assume
that the wave number k is real, hence the FEM matrixK−k2M is real. The
linear system to be solved, i.e.,
Au = b, (43)
can be complex in two distinct senses:
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1. The right hand side vector b can be complex, due to complex sources
or complex boundary values of Dirichlet or Neumann type, while the
matrixA being real.
2. The matrix A can be complex, due to complex boundary values of
Robin type or if infinite elements are used (recall that the radial basis
functions are complex-valued, and that the sesquilinear form in (25)
evaluates on the IE domain to the complex expression in (42)).
Let N denote the size of the linear system, i.e., the number of rows (and
columns) in the square matrix A. Further denote by XRe and X Im the real
and imaginary part of the variableX , respectively. In the first of the above
cases, we have {
Re(Au) = AuRe = bRe
Im(Au) = AuIm = bIm
and in order to solve the system (43) we merely need to solve two (real)
systems of size N , namely one for the right hand side bRe and one for bIm.
In the second case we have{
Re(Au) = AReuRe −AImuIm = bRe
Im(Au) = AImuRe +AReuIm = bIm
or in block matrix form(
ARe −AIm
AIm ARe
)(
uRe
uIm
)
=
(
bRe
bIm
)
.
Here the real and imaginary solutions are coupled, and in the current im-
plementation the above real system of size 2N is solved. An alternative
would be to use a linear solver handling complex data.
5 Numerical Results in 1D and 2D
In this section, preliminary results using the 1D and 2D solver prototypes
are presented for a few test cases. The main feature of the results, as we
shall see, is the improvement achieved by using GLS stabilization, as com-
pared to the standard Galerkin method.
5.1 1D Prototype
Results are presented for two 1D cases of the Helmholtz equation (8) with
different boundary conditions and right hand sides. The standard Galerkin
solution is compared to the stabilized GLS solution on a coarse mesh on
which the need for stabilization is clearly visible.
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Case 1: Dirichlet boundary conditions at x = 0 and x = 1;
u(0) = 5,
u(1) = 0,
and f(x) = cos(kx). Results are shown in Figure 5.1 for the case that
k = 10 and using a uniform mesh with mesh size h = 0.1. The standard
Galerkin solution has correct phase but a large error in amplitude, whereas
the GLS solution displays good accuracy in phase as well as amplitude and
is nodally exact. On a finer mesh both methods perform well.
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Figure 5.1: Real part of the solution to 1D test Case 1.
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Figure 5.2: Real part of the solution to 1D test Case 2.
Case 2: Dirichlet boundary condition at x = 0 and Robin boundary
condition (corresponding to Sommerfeld’s radiation condition in 1D, see
[24]) at x = 1;
u(0) = 5,
u′(1) = iku(1),
and f(x) = 0. In Figure 5.2, the results for k = 10, using the same mesh as
in Case 1, are displayed. Again, the GLS solution is nodally exact, except
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at x = 0, i.e., at the weakly imposed Dirichlet boundary condition, while
the standard Galerkin solution has an error - however much smaller than
in Case 1 - in amplitude.
5.2 2D Prototype
A two-dimensional test case is taken from [30], Section 6.3. The Helmholtz
equation was solved for k = 8 on the square [0, 1]×[0, 1] with homogeneous
Dirichlet boundary conditions at the entire boundary and with the source
term f(x, y) = δ(x−x0)(y−y0), where (x0, y0) = (0.1875, 0.1875). In Figure
5.3 the GLS solution and the (truncated) analytical solution on the entire
domain are shown. The analytical solution along the line y = 0.2 is shown
0 0.5 1 0
0.5
1
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y
x
(a) GLS solution.
0 0.5 1 0 0.5
1−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y
x
(b) Truncated analytical solution.
Figure 5.3: 2D test case.
in Figure 5.4 along with the standard Galerkin and GLS solutions. Away
from the singularity in (x0, y0), the behavior of the analytical solution is
captured well by the GLS solution while, as in the 1D case, the standard
Galerkin solution has a clearly visible error.
0 0.2 0.4 0.6 0.8 1−0.4
−0.2
0
0.2
0.4
0.6
x
 
 
Standard Galerkin
GLS
Analytical solution
Figure 5.4: 2D test case. Solution at y = 0.2.
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6 Numerical Results in 3D Using caaHelmholtz
For all 3D cases, meshes were generated using Gmsh c© [17].
6.1 Plane Wave in Box
We first consider the homogeneous Helmholtz equation in a box:
−∆u− k2u = 0 in Ix × Iy × Iz,
∂u
∂n = 0 on ΓN,
u = 0 on ΓD0 ,
u = sin(klz) on ΓD1 ,
(44)
where Ix = [0, lx], Iy = [0, ly] and Iz = [0, lz] and
ΓN = ({0, lx} × Iy × Iz) ∪ (Ix × {0, ly} × Iz),
ΓD0 = Ix × Iy × {0},
ΓD1 = Ix × Iy × {lz}.
The homogeneous Neumann conditions on four sides together with con-
stant Dirichlet conditions at the two remaining (opposite) sides leads to a
plane wave along the z direction. The Dirichlet conditions are chosen such
that the analytical solution is real valued and takes the simple form:
u(x, y, z) = sin(kz)
for k 6= npilz , with n ∈ Z.
Figure 6.1: Numerical solution in box for k = 4.7 with mesh size h = 0.1.
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The above problem was solved using caaHelmholtz for a box of size
lx = 1, ly = 2, lz = 3 with meshes of varying mesh size h. The numerical
solution at the box surface is shown in Figure 6.1 for k = 4.7 and h = 0.1.
In Figure 6.2, the numerical solution for the same case is shown together
with the analytical solution along the central axis of the box in the z direc-
tion. The numerical solution is nearly indistinguishable from the analytical
one, except at the maximum and minimum points, where the amplitude is
somewhat underestimated.
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
0 0.5 1 1.5 2 2.5 3
u
z
Analytical solution
Numerical solution
Figure 6.2: Solution along line in z direction for k = 4.7 with mesh size h = 0.1.
Maximal nodal errors of the solutions to problem (44) with k = 4.7
using three meshes with different refinements are listed in Table 6.1. We
note that the error decreases as the mesh size is reduced, indicating that the
numerical solution converges to the exact one when the mesh is refined.
To make a real convergence analysis a framework for computing integral
norms of the error would be needed.
Table 6.1: Maximal nodal errors for k = 4.7.
Mesh size (h) 0.035 0.1 0.25
Error 0.075 0.12 0.36
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6.2 Resonance in a Flanged Pipe Closed at one End
In the previous case, the domain was bounded. We now come to the first
3D case on an unbounded domain.
Resonance frequencies Consider a pipe closed at one end and flanged at
the other. In such a pipe, of length L and radius rp, resonance occurs ap-
proximately at frequencies corresponding to wave numbers k = km solving
x tan2 kL+ (r2 + x2 − 1) tan kL− x = 0, (45)
where
r =
(2krp)2
2 · 4 −
(2krp)4
2 · 42 · 6 +
(2krp)6
2 · 42 · 62 · 8 − . . . ,
x =
4
pi
(
2krp
3
− (2krp)
3
32 · 5 +
(2krp)5
32 · 52 · 7 − . . .
)
,
see [26]. For low frequencies, with krp  1, the resonance frequencies
resulting from (45) can be approximated by
f
approx
m =
2m− 1
4
a0
L+ (8/3pi)rp
, m = 1, 2, . . . , (46)
corresponding to resonance at wave lengths
λ
approx
m =
4
2m− 1Leff,
where Leff = L+ (8/3pi)rp is the (approximate) effective length of the pipe.
The first few resonance frequencies, computed approximately by (46)
as well as more accurately by (45), for a pipe of length L = 1m and radius
rp = 0.05m are listed in Table 6.2. The difference may seem negligible, and
in the literature, often only the approximate formula is mentioned, but as
we will see, relative to the numerical error, this approximation error is not
negligible, and we will therefore use the frequencies computed from (45).
Table 6.2: First four resonance frequencies and corresponding wave numbers in a
flanged pipe, closed at one end, with length L = 1m and radius rp = 0.05m.
m fm km f
approx
m k
approx
m
1 82.36 1.507 82.35 1.507
2 247.31 4.525 247.06 4.521
3 412.82 7.553 411.77 7.534
4 579.05 10.595 576.48 10.548
As the resonance frequencies can be determined theoretically (or ex-
perimentally), the correctness of the numerical solution can be assessed by
comparing the frequency at which resonance occurs in the numerical solu-
tion to the expected frequencies of resonance.
6.2 Resonance in a Flanged Pipe Closed at one End 33
Test set-up Simulations were performed with a pipe of length 1m and
radius 0.05m. At the open end the FE domain was truncated with a hemi-
sphere, centered at the pipe opening, at which the finite elements were cou-
pled to a layer of infinite elements. At all other parts of the boundary, re-
flecting (i.e., homogeneous Neumann) boundary conditions were imposed.
The geometry shown in Figure 6.3a, with a hemisphere of radius 1m,
was used. This geometry with a mesh with mesh size hs = 0.05m in the
hemisphere and hp = 0.008m in the pipe was taken to be the base case.
Figure 6.3b gives a cross sectional view of the mesh.
XY
Z(a) Geometry. (b) Cross sectional view of mesh.
Figure 6.3: Geometry and mesh of FEM domain for r1hp02.
The results for this base case were compared to results with meshes on
the same geometry, keeping hs fixed and varying hp. Further the geometry
in Figure 6.4, with hemisphere radius 0.2m, was used with hp = 0.008m
as in the base case, and hs chosen so that the total number of nodes (and
hence the size of the linear system to be solved) would be approximately
equal to the base case (60697 nodes for the larger hemisphere and 59101 for
the smaller one). We introduce names for the different cases according to
Table 6.3.
Table 6.3: Case names for the pipe meshes.
hp [m]: 0.003 0.004 0.008 0.016
radius 1m r1hp3 r1hp4 r1hp8 r1hp16
radius 0.2m r02hp8
The simulation was run for frequencies ranging from 76.5Hz to 601Hz
(corresponding to wave numbers between 1.4 and 11). In each simulation,
i.e., for each frequency, the pipe was driven by point sources of that fre-
quency, outside but near the open end of the pipe. At the resonance fre-
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XY
ZFigure 6.4: Geometry of FEM domain for r02hp8 (see Table 6.3).
quencies, standing waves should then appear in the pipe, and at all other
frequencies, the sources should decay rapidly·
Solution visualization Solutions typically look as in Figure 6.5, where
a cross sectional view of the imaginary part of the solution for r1hp8 at
f = 580.42 Hz (near the fourth resonance frequency) is displayed.
Figure 6.5: Solution (imaginary part) near f4 for r1hp8.
The solutions along the central axis of the pipe for the first four reso-
nance frequencies are plotted in Figures 6.6-6.9, using the base case mesh
r1hp8. The actual length of the pipe is 1m, and the effective length Leff
is indicated by the solid vertical line. At the chosen frequencies, standing
waves appear in the pipe with a node at the open end of the pipe and an
anti-node at the closed end.
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Figure 6.6: Solution along central axis of the pipe at first resonance frequency.
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Figure 6.7: Solution along central axis of the pipe at second resonance frequency.
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Figure 6.8: Solution along central axis of the pipe at third resonance frequency.
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Figure 6.9: Solution along central axis of the pipe at fourth resonance frequency.
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Computed resonance frequencies In order to compare the frequencies
at which resonance occurs in the simulations to the theoretical values in
Table 6.2, the magnitude of the solution was recorded, for each frequency,
at the closed end of the pipe, where anti-nodes should appear for standing
waves. The results are presented for r1hp8 in Figure 6.10, with solid vertical
lines indicating the theoretical resonance frequencies f1-f4. We see that the
resemblance between theoretical and numerical values is very good.
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Figure 6.10: Solution (magnitude) for r1hp8 at closed end of pipe, plotted against
frequency.
Zooming in around the peaks in Figure 6.10 we can see that the simula-
tions slightly overestimate the resonance frequencies; however, the perfor-
mance improves when the pipe mesh size hp is decreased. Results for all
five meshes are shown in Figures 6.11 and 6.12 for f1 and f2, respectively.
We take the numerical approximation of fm to be the frequency at which
the maximal value of the peak nearest fm is recorded. The numerical ap-
proximations of the first four resonance frequencies are listed in Table 6.4
Table 6.4: Numerical approximations of the first four resonance frequencies.
f1[Hz] f2[Hz] f3[Hz] f4[Hz]
Theoretical 82.36 247.31 412.82 579.05
r1hp16 82.69 248.68 414.71 581.90
r1hp8 82.58 247.96 413.84 580.42
r1hp4 82.53 247.75 413.46 579.93
r1hp3 82.47 247.69 413.40 579.82
r02hp8 82.42 248.13 414.49 580.75
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Figure 6.11: Solution (magnitude) at closed end of pipe, near f1.
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Figure 6.12: Solution (magnitude) at closed end of pipe, near f2.
Errors in frequency We compute the (absolute) error in frequency by sub-
tracting the theoretical value fm from the numerical approximation. The
errors for the r1 cases are plotted against the pipe mesh size in Figure 6.13
and we see a clear convergence with decreasing hp. On the other hand the
error increases with frequency f , which is to be expected, as a finer mesh is
needed to resolve waves of higher frequency. Dividing the absolute error
by the corresponding resonance frequency fm we get the relative error, dis-
played in Figure 6.14 and we see that the error grows roughly linearly with
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f . We finally note that with any of the mesh resolutions used, the relative
errors are for all four frequencies clearly less than 1%, and with the two
finest meshes the errors are even less than 0.2%.
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Figure 6.13: Absolute error in frequency for varying mesh sizes in the pipe.
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Figure 6.14: Relative error in frequency for varying mesh sizes in the pipe.
The results do not seem to be very sensitive to the choice of cut-off ra-
dius, at which finite elements are coupled to infinite elements, as long as
the total number of degrees of freedom is kept roughly constant. The error
in frequency for r02hp8 is very small at f1, as can be seen in Table 6.4. How-
ever, at f2-f4 the error in frequency for r02hp8 stays between the errors for
r1hp8 and r1hp16.
All of the above tests were performed using infinite element radial basis
functions of order 1. Preliminary tests performed indicate no improvement
using higher radial orders.
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6.3 Tones from Flow Past a Deep Cavity
So far, the test cases have been treating the Helmholtz equation (6). We
now come to a case in which sound sources are computed from the solu-
tion of the Navier-Stokes equations, i.e., we consider the reduced form of
Lighthill’s analogy (7). The geometry is fixed, so we need only consider
volumetric source terms (i.e., the volume integral in (13)).
The test case exhibits some similarities with the pipe case; again we
consider resonance at certain frequencies, however in this case the pipe
is replaced by a deep cavity with a rectangular cross section. Shear flow
over the cavity results in flow oscillations which in turn give rise to sound
waves. A detailed investigation of such a simulation has been made in [5],
where simulation results are compared to experimental results from [41]
(see also [42]).
Figure 6.15: Geometry of the CFD domain. Inlet velocity 18.3m/s.
CFD simulation The geometry for the CFD simulation is shown in Fig-
ure 6.15, with arrows indicating the flow direction. The cavity has the
same dimensions as in [5], i.e., width Lw = 0.0254m, streamwise length
Ls = 0.058m and depth Ld = 0.4826m. An isentropic form of the pseudo-
compressible Navier-Stokes equations was solved using the AcuSolveTM [1]
CFD software with DES3. The velocity was set to 18.3m/s at the inlet, no-
slip conditions (i.e., v = 0) were imposed on all sides of the cavity and on
the “floor” (gray in Figure 6.15), and slip-conditions (i.e., v ·n = 0) were
imposed on the side and top walls. At the outlet the pressure was set to
zero, under the simplifying assumption of no gravity.
3Detached eddy simulation; RANS (Reynolds-averaged Navier-Stokes) equations near
boundaries and LES (large eddy simulation) away from boundary layers.
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The CFD computation was run with four CPU cores on a coarse mesh
(4.3 · 106 tetrahedra, 7.7 · 105 nodes) with a time step ∆t = 10−4s. Once a
pseudo-steady flow condition was reached, the simulation was run - and
results recorded - for 4096 time steps, i.e., the total recorded simulation time
was T = 0.4096s, which corresponds to a step size of ∆f = 1/T ≈ 2.44Hz
in the frequency domain.
Figure 6.16: Velocity at cross section parallel to flow direction. Colored with ve-
locity magnitude: black: 0m/s, white: ≥ 18m/s.
Figure 6.17: Pressure fluctuations [Pa] around p0 = 101325Pa. Displayed at cross
section parallel to flow direction.
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Snapshots of the pseudo-steady flow are displayed in Figures 6.16–6.19
at cross sections near the opening of the cavity. Figures 6.16 and 6.17 show
the velocity and pressure fields, respectively, at a cross section parallel to
the flow direction. In Figures 6.18 and 6.19, the velocity field and magni-
tude are displayed at a cross section normal to the flow direction.
Figure 6.18: Velocity at cross section normal to flow direction.
Figure 6.19: Velocity magnitude [m/s] at cross section normal to flow direction.
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Acoustic sources The source terms for the acoustic solver take the form
LL(ϕk) = − 1
a20
d∑
i=1
d∑
j=1
∫
Ω
∂Tij
∂xj
∂ϕ¯k
∂xi
dΩ,
where ϕk are nodal basis functions corresponding to the acoustic mesh.
The simplified form (4) of Lighthill’s tensor was used, and the source terms
were computed in AcuSolveTM. Figure 6.20 shows the source strength in
terms of |∇ ·T | at a cross section parallel to the flow direction, near the
cavity opening. Isosurfaces for |∇ ·T | = 6000Pa/m are shown in Figure
6.21, viewing the cavity opening from above with flow direction from left
to right.
Figure 6.20: Source strength in terms of |∇ ·T | at a cross section parallel to the flow
direction, near the cavity opening. Coloring: black: 0Pa/m, white: 10 000Pa/m.
Sources were expected to appear near the cavity opening but to be of
negligible size a distance away from there. Hence, in order to reduce the
amount of stored data, source terms were computed only for nodal basis
functions having support within a given domain near the opening, see Fig-
ure 6.22. Figures 6.20 and 6.21 confirm the assumption that sources are
strongest near the cavity opening, particularly at its rear side. Inspecting
a larger cross section, it was noticed that beyond the rear end of the open-
ing, the sources were stronger than expected, so that they should have been
recorded in a larger region. This may lead to a source of error in the results
presented here.
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Figure 6.21: Isosurface for |∇ ·T | = 6000Pa/m near the cavity opening. Colored
by vorticity (absolute value).
XY
Z
Figure 6.22: Geometry of the CFD domain. The region in which acoustic sources
were recorded is indicated by the “boxes” near the cavity opening.
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Acoustic simulation In Figure 6.23, the domain of the CFD computation
(cf. Figures 6.15 and 6.22) is shown together with the acoustic domain.
The latter consists of the cavity and the hemisphere of radius 1.5m, beyond
which infinite elements were used.
XY
Z
Figure 6.23: Geometry of the CFD and acoustic domains.
Acoustic resonance is expected (as in the pipe case) to occur in the cavity
for certain acoustic mode frequencies, approximately computed as
fm =
2m− 1
4
a0
Ld + ∆
, m = 1, 2, . . . , (47)
(cf. (46)), where Ld = 0.4826m is the cavity depth and the correction ∆
was determined in [5] to be approximately one inch, i.e. 0.0254m, based
on experimental values for a cavity with the same dimensions as the one
used here. Inserting these values into (47), we expect the first three acoustic
modes to appear approximately at frequencies
fa1 ≈ 169 Hz,
fa2 ≈ 507 Hz,
fa3 ≈ 845 Hz.
In [5], results from physical experiments are presented, in which the
pressure was measured at the bottom of the cavity. The results from the
acoustic simulation using caaHelmholtz were recorded at two nodes on
the cavity bottom as well as at six nodes on the hemisphere, i.e., 1.5m from
the cavity opening. As no significant differences appeared between the two
nodes at the cavity bottom, nor between the six nodes at the hemisphere,
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results are presented only for one cavity bottom node and one hemisphere
node. These simulation results are presented in Figure 6.24 together with
experimental data recovered from [5]. The first three acoustic modes are
indicated by solid vertical lines.
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Figure 6.24: Acoustic pressure power spectrum. Experimental data recovered
from [5] (Figure 6a).
The overall features of the experimental data are well resembled by the
simulation. The magnitude is underestimated by the simulation at the first
acoustic mode and somewhat overestimated at the third one, but is fairly
correct elsewhere. As expected, a much smaller magnitude is recorded at
the hemisphere, 1.5m from the cavity than at the cavity bottom. It should
be noted that the mesh used for the CFD computation was much coarser
than meshes normally used for CAA simulations, and that the time win-
dow was short, about 0.4s. Hence, errors are expected, but in relation to
the low computational cost, the accuracy of the simulation is very good.
With a finer CFD mesh it is likely that the magnitude would be more ac-
curately captured also at the first and third acoustic mode. No GLS stabi-
lization was used in the acoustic computation, so dispersion errors are ex-
pected. As was previously mentioned, the region in which acoustic sources
were recorded might have been too narrow, so that relevant sources outside
that region were neglected. Recording sources in a larger region, especially
downstream the cavity opening, might further improve the simulation re-
sults.
As in the pipe case, the frequencies of acoustic modes are well predicted
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by the simulation. As expected, the best accuracy is achieved at the first
mode; a finer mesh would be needed to reach the same accuracy at higher
frequencies.
The magnitude of the solution, i.e., of %˜a, at the third acoustic mode
is shown in Figure 6.25 at a cross section of the FEM domain. The cross
section is parallel to the flow direction, with flow from left to right. There
is a standing wave in the cavity with an anti-node at the cavity bottom.
Outside the cavity the magnitude decays rapidly (note that a logarithmic
scale is used). Zooming in at the cavity opening, see Figure 6.26, we note
that there are fluctuations at the rear end of the opening, corresponding to
the region where sources are strongest, cf. Figure 6.20.
Figure 6.25: Magnitude of reduced acoustic density (|%˜a|) at third acoustic mode.
Displayed at a cross section (of the acoustic FEM domain) parallel to the flow di-
rection, with flow from left to right. Note that a logarithmic scale is used.
Figure 6.26: Magnitude of reduced acoustic density (|%˜a|) at third acoustic mode.
Displayed at a cross section parallel to the flow direction, near the cavity opening,
with flow from left to right. Note that a logarithmic scale is used.
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7 Summary and Future Work
To solve the compressible Navier-Stokes equations would be an accurate,
but in a real situation too computationally expensive method to predict
sound pressure levels caused by transient fluid flows. A less costly al-
ternative, a hybrid computational aero-acoustics (CAA) methodology, has
been suggested in the literature, where the incompressible or compressible
Navier-Stokes equations are solved on a much coarser mesh than would
be needed for capturing acoustic fluctuations. The velocity and pressure
fields are then used to compute acoustic sources in divergence form. In a
second step of the hybrid methodology, the sources are propagated in space
by a special form of the Helmholtz equation, namely the reduced form of
Lighthill’s analogy.
The solver caaHelmholtz, that was developed in this work, solves the
Helmholtz equation, optionally with the right hand side from Lighthill’s
analogy. The acoustic solver is coupled with a CFD solver to perform three-
dimensional CAA computations using the described hybrid methodology.
For the test cases presented in Section 6 the solver performed well. In
particular, the frequencies at which standing waves appear in a pipe or
deep cavity were predicted with good accuracy by the simulations. In the
cavity case, caaHelmholtz was used with sources from a CFD simulation,
showing the feasibility of the hybrid CAA methodology.
Some work remains to validate the accuracy of the implementation, in-
cluding its ability to correctly predict not only resonance frequencies, but
also the actual sound pressure levels. Once the implementation has been
properly validated, the following improvement suggestions may be con-
sidered:
(i) The program can be improved by a better treatment of complex lin-
ear systems. In the current implementation, a linear system of twice
the number of degrees of freedom is solved for complex valued matri-
ces. Using a solver that handles complex numbers would reduce the
required storage and possibly the computational time.
(ii) With the Galerkin/least-squares (GLS) method, good stabilization is
achieved only if the characterizing parameter τ is well chosen, with
respect to the used mesh. The formula to compute τ used in the cur-
rent implementation, was originally developed for the 2D Helmholtz
equation, rather than the 3D case. The sensitivity of the choice of τ has
not been evaluated, and fine-tuning this parameter might improve the
GLS stabilization.
(iii) Developing a framework for a more automated pre- and post-process-
ing of data would simplify the use of the program.
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8 Division of Work
The program caaHelmholtz has been developed by the author, using a ba-
sic framework for containers and data structures developed at and pro-
vided by FCC. The program is based on a finite element method for in-
terior problems, i.e., problems on a bounded domain, and in the current
implementation piecewise linear basis functions are used. The standard
Galerkin method as well as the stabilized Galerkin/least-squares (GLS)
method are implemented. To handle exterior problems, i.e., problems on
an unbounded domain, a coupled finite-infinite element method is imple-
mented, using trial and test spaces of conjugated Astley-Leis type for the
infinite elements.
Several simulations using caaHelmholtz have been run by the author.
Results are presented in Section 6 for three cases: (i) Plane wave in box, (ii)
Resonance in pipe and (iii) Tones from flow past a cavity.
Dr. Robert Sandboge has contributed to the work by setting up all 3D
geometries, writing pre-processors to produce input data to caaHelmholtz,
including transformation by the FFT of data from CFD computations, and
helping the author in running CFD computations for the cavity case. These
contributions are gratefully acknowledged.
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A Running caaHelmholtz: Input and Output
The program caaHelmholtz is run with one input argument and optional
flags:
caaHelmholtz [options] filename.inp
where filename.inp is the name of a file containing parameter values
specifying the problem and the numerical methods to be used. Available
options are described in Section A.1 and the contents of the input file in
Section A.2
A.1 Options
The following options may be used with caaHelmholtz:
-d d_value
-i “keyword file_name”
-k k_value
-n n_value
-R
-w
-d, -k and -n Options -d, -k and -n are used to loop over a set of wave
numbers k. The program is run for n_value different values of k, starting
with k = k_value and in each iteration adding d_value to k. Default
values are
k_value = 0
n_value = 1
d_value = 1
The default value for k_value is used only if the -k option is not used
and no value for k has been specified in the input file (filename.inp, see
Table A.1). If a value for k is specified in the input file and by the -k option,
the -k option value is used.
-i Use option -i to override a line in the input file filename.inp. The
keyword may be one of the following:
source_volume_helmholtz_file
source_volume_lighthill_file
source_surface_quad_rule_file
source_surface_values_file
source_surface_elements_file
and should be followed by the name of the corresponding data file.
-R Use option -R (right hand side) to output the right hand side vector
without solving the linear system. Note: The -R option overrides any so-
lution output options; the solution is not computed and hence cannot be
output.
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-w Use option -w (write) to output the solution (at all nodes) in vtk file
format.
A.2 Input Files
The input file filename.inp should have the format shown in Table A.1.
Table A.1: Format of the input file filename.inp.
k val_k
a0 val_a0
stabilization val_stab
IE_center x0 y0 z0
IE_radial_order val_ie_ord
output_node n1
output_node n2
...
...
linear_solver_method ls_method
linear_solver_preconditioner ls_pc
linear_solver_tolerance ls_tol
linear_solver_max_iterations ls_max_iter
linear_solver_matrix_block_structure ls_mbstruct
size_data_file sizes.dat
coordinate_file file.crd
volume_element_file tet.cnn
boundary_element_file tri.srf
source_volume_helmholtz_file vol_helm.dat
source_volume_lighthill_file vol_light.dat
source_surface_quad_rule_file surf_quad.dat
source_surface_values_file surf_val.dat
source_surface_elements_file surf_elem.dat
infinite_element_file ie.ies
BC_dirichlet_strong_file dir_strong.nbc
BC_neumann_file neumann.ebc
BC_robin_file robin.ebc
The meaning of the parameters in the first ten lines are specified in Table
A.2, along with listings of values they can take on. The contents of the data
files specified in the input file (see Table A.1) are described in Table A.3
and the formats of the individual files are shown in Tables A.7a-A.13. In
general, e refers to a volume element (tetrahedron), s refers to a surface
element (triangle) and n refers to a node.
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Table A.2: Parameters to be specified in the input file.
Parameter Explanation Accepted values (de-
fault shown in bold
type)
val_k Wave number for which to
solve Helmholtz equation
Any non-negative real
number (0)
val_a0 Speed of sound (in m/s) in
the fluid at rest. Must be
specified (only) if surface or
volume sources of Lighthill
type are given
Any non-negative real
number (343.4, corre-
sponding to air at 20◦C)
val_stab Stabilization method ’none’ or
’gls’ (Galerkin/Least-
Squares)
x0 y0 z0 Coordinates of the center of
the set of infinite elements
Real valued coordinates
specifying a point with
approximately the same
distance to any surface
element in the corre-
sponding ie.ies file
val_ie_ord Maximal order of the radial
basis functions on infinite el-
ements
Any positive integer (1)
n1, n2, . . . Nodes at which the solution
is output to file (one file per
node)
Any integer between 1
and the number of mesh
nodes (by default no
output)
ls_method Method to be used when
solving the linear system
’direct’ or ’gmres’
ls_pc Preconditioner to be used
when solving the linear sys-
tem
’MKL_PC_NONE’ or
’MKL_PC_ILU0’
ls_tol Tolerance to be used when
solving the linear system
Any positive real num-
ber (1.e-12)
ls_max_iter Maximum number of itera-
tions to be performed when
solving the linear system
Any positive integer
(1000)
ls_mbstruct Matrix block structure to be
used when solving the linear
system (only in case of com-
plex matrix)
’full’ or ’schur’
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Table A.3: Description of data files specified in the input file.
File name Description
sizes.dat Specification of number of dimensions, nodes, vol-
ume elements, boundary elements and infinite ele-
ment boundary elements.
file.crd Mesh node coordinates
tet.cnn Mesh tetrahedra specified by corner node indices
tri.srf Boundary elements (triangles) specified by parent el-
ement (tetrahedron) and corner nodes
vol_helm.dat Volumetric sources of type f in (6) specified by node
vol_light.dat Volumetric sources of the type in (7), given as
(
∑∑∫
Ω
∂T˜ij
∂xj
∂v¯
∂xi
dΩ) specified by nodal test function
surf_quad.dat Quadrature rule used for surface sources
surf_val.dat Surface source values (i.e.,
∑∑ ∂Σ˜ij
∂xj
ni) specified at
quadrature points
surf_elem.dat Elements at which surface sources are specified
ie.ies Surface elements to which infinite elements should
be coupled
dir_strong.nbc Dirichlet boundary conditions to be imposed
strongly, specified by node
neumann.ebc Neumann boundary conditions specified by element
robin.ebc Robin boundary conditions specified by element
Table A.4: Format of sizes.dat. See Table A.5 for explanations to the parame-
ters.
dimension d
nMeshNodes nMN
nMeshTets nMTe
nMeshTris nMTR
nIENodes nIEN
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Table A.5: Parameters to be specified in sizes.dat.
Parameter Explanation Accepted values
d Number of spatial dimen-
sions
Non-negative integer
nMN Number of mesh nodes Non-negative integer, must
match the number of lines in
file file.crd
nMTe Number of volume ele-
ments
Non-negative integer, must
match the number of lines in
file tet.cnn
nMTr Number of boundary ele-
ments
Non-negative integer, must
match the number of lines in
file tri.srf
nIEN Number of boundary
nodes coupled to infinite
elements
Non-negative integer, must
match the number of nodes
belonging to surface elements
specified in file ie.ies
Table A.6: Mesh file formats.
n1 x1 y1 z1
n2 x2 y2 z2
...
...
...
...
(a) Format of file.crd.
e1 nj1 nj2 nj3 nj4
e2 nj5 nj6 nj7 nj8
...
...
...
...
...
(b) Format of tet.cnn.
s1 ej1 nk1 nk2 nk3
s2 ej2 nk4 nk5 nk6
...
...
...
...
...
(c) Format of tri.srf.
Table A.7: Format of vol_helm.dat. The lines should correspond to the lines in
file.crd (in the same order). The third column is optional.
n1 real_f1 imag_f1
n2 real_f2 imag_f2
...
...
...
Table A.8: Format of vol_light.dat.
nj1 real_valj1 imag_valj1
nj2 real_valj2 imag_valj2
...
...
...
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Table A.9: Format of surf_quad.dat. The first column specifies weights and the
last three define coordinates of the corresponding quadrature points on the master
triangle. The weights must sum to 1.
w(1) ξ
(1)
1 ξ
(1)
2 ξ
(1)
3
w(2) ξ
(2)
1 ξ
(2)
2 ξ
(2)
3
...
...
...
...
Table A.10: Format of surf_val.dat. valk,l specifies the value of
∑∑ ∂Σ˜ij
∂xj
ni
at quadrature point l (as specified in surf_quad.dat) of surface source element
k (as specified in surf_elem.dat).
real_val1,1 imag_val1,1
real_val1,2 imag_val1,2
...
...
real_val1,nint imag_val1,nint
real_val2,1 imag_val2,1
...
...
Table A.11: Format of surf_elem.dat and ie.ies. In surf_elem.dat,
sji specifies surface elements at which surface sources are specified in
surf_val.dat. In ie.ies, they specify surface elements at which infinite el-
ements should be used.
sj1
sj2
...
Table A.12: Format of dirichlet_strong.nbc. The third column is optional.
nj1 real_valj1 imag_valj1
nj2 real_valj2 imag_valj2
...
...
...
Table A.13: Format of neumann.ebc and robin.ebc. The values real_valj1
and imag_valj1 specify real and imaginary part of Neumann ( ∂u∂n = val) and
homogeneous Robin (valu + ∂u∂n = 0) boundary condition values at boundary
element sji, respectively. The third column is optional.
sj1 real_valj1 imag_valj1
sj2 real_valj2 imag_valj2
...
...
...
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