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Abstract—Stylometry is the statistical analyses of variations 
in the author’s literary style. The technique has been used in 
many linguistic analysis applications, such as, author profling, 
authorship identifcation, and authorship verifcation. Over the 
past two decades, authorship identifcation has been extensively 
studied by researchers in the area of natural language processing. 
However, these studies are generally limited to (i) a small number 
of candidate authors, and (ii) documents with similar lengths. In 
this paper, we propose a novel solution by modeling authorship 
attribution as a set similarity problem to overcome the two 
stated limitations. We conducted extensive experimental studies 
on a real dataset collected from an online book archive, Project 
Gutenberg. Experimental results show that in comparison to 
existing stylometry studies, our proposed solution can handle 
a larger number of documents of different lengths written by a 
larger pool of candidate authors with a high accuracy. 
I. INTRODUCTION 
Stylometry is the statistical analyses of variations in the 
author’s literary style. The technique has been used in many 
linguistic analysis applications, such as, author profling, au-
thorship identifcation, and authorship verifcation, since the 
19th century [1], [2]. These applications are based on the 
observation that there exists such unconscious elements of 
author literary style that can help detect the original author 
of a disputed text. In this investigation, we focus on the appli-
cation domain of plagiarism detection. Plagiarism detection in 
students text submissions is a major challenge for universities. 
Large scale plagiarism detection databases, such as 
Turnitin (turnitin.com), PlagAware (plagaware.com), 
PlagScan (plagscan.com) and iThenticate (ithenticate.com) [3] 
are effective at detecting copy-and-paste plagiarism by 
comparing the contents of students’ essays with a large 
corpus of documents of known sources. However, they are not 
designed to detect plagiarized work in which the work itself 
is original but is written by a different author. For example, 
a student may use an essay writing agency, such as Essay 
Tigers (essaytigers.com), Grab my Essay (grabmyessay.com) 
and Essay Thinker (essaythinker.com) as a ghost writer to 
create an original essay on their behalf [4]. 
In this investigation, we treat plagiarism detection as the 
authorship Identifcation problem [5]. Given a documents Q 
and a set X of verifed documents with known authors Y , 
determine whether the essay was written by the student or 
fnd the original author of the essay. Through stylometric 
analyses, such a problem is generally solved by (i) building 
a classifcation model from the features vectors extract from 
X and their known authors as the associated label set Y ; (ii) 
using the model to predict the author of the document Q of 
interest. In this way, we can identify whether Q is written by 
a ghost writer, even though Q is an original document. 
Over the past two decades, authorship identifcation has 
been extensively studied by researchers in the area of natural 
language processing. These studies report a high accuracy 
over 95% using several types of stylometric features includ-
ing lexical, character, syntactic and structural [6], [7], [8], 
[2]. However, these studies have the following limitations 
which makes them inapplicable to our large-scale plagiarism 
detection problem. 1) Length Variations: A slight variation 
in document lengths may affect the accuracy of authorship 
identifcation [9], [2], [8]. 2) Size of the Candidate Author Set: 
Existing studies report a drastic drop in the accuracy as the 
number of candidate authors increases [6], [7], [8]. In fact, in 
most of the existing studies [6], [7] reporting a high accuracy, 
the number of candidate authors do not exceed 20. 
In this paper, we propose a novel solution which enables us 
to apply stylometry to a database-scale plagiarism detection 
problem. We address the two aforementioned limitations by 
proposing a new document representation model, as well as, 
a complete pipeline for authorship identifcation. Specifcally, 
we represent each document as a set of data points in a high-
dimensional space. In this set representation, each data point 
represents a chunk (a document segment with a fxed size) 
and each dimension corresponds to a stylometric feature. As a 
result, a longer document is represented as a set with a larger 
number of data points. 
In order for us to handle a large number of documents, 
we apply the probabilistic k-nearest neighbor (PkNN) clas-
sifcation method to obtain the probabilistic distribution over 
the candidate authors [10]. Our main motivation for adopting 
PkNN is that it is an instance-based learning method. That 
is, classifcation is done through a comparison with instances 
stored in memory rather than a generalized model. The main 
advantages of this learning approach is that (i) little or no 
training is needed; (ii) the model can represent a complicated 
target function; (iii) there is no information loss through 
generalization [11]. 
Although the described approach helps us overcome the two 
limitations, it also presents a new computational challenge. 
As an instance-based learning method, a classifcation task 
using PkNN involves comparing the document of interest with 
multiple similar instances. Furthermore, the set representation 
also makes indexing and fnding similar documents more 
costly. 
To address the computational challenge, we apply an ap-
proximation technique called locality sensitive hashing (LSH) 
and design pruning methods for three different set similarity 
measures. LSH is often used as a tool to transform a high-
dimensional similarity search problem into a collection of 
exact match lookup queries. The crux of our effciency im-
provement solution lies in the way we use LSH to identify 
similar documents and the way we prune candidate documents 
to obtain the top-k results for PkNN classifcation. 
We performed an experimental evaluation using a corpus 
obtained from Project Gutenberg1, an online book archive. Our 
corpus contains 2386 novels from 136 different authors, which 
is signifcantly larger than any of those in the existing studies 
on stylometric analysis. 
Our contributions are given as follows: (i) a new stylometric 
data representation model for handling documents with dif-
ferent lengths and for handling a large number of authors; 
(ii) an effcient solution for identifying candidate documents 
using LSH; (iii) an error analysis on the proposed LSH-based 
solution; (iv) an experimental study using a real dataset. (v) an 
entropy-based method to help determine whether a prediction 
should be trusted. 
The rest of the paper is organized as follows. Section II 
provides a literature review. Section III presents problem 
formulation. Our proposed solution overview is discussed 
in Section IV. Section V presents our proposed effciency 
improvement techniques. In Section VI, we report results from 
our extensive experimental studies. Section VII presents our 
conclusioning remarks and a future work discussion. 
II. LITERATURE REVIEW 
A. Stylometry 
Stylometric analysis tasks can be organized into two types, 
authorship identifcation and writing style similarity detec-
tion [1]. Each task is consist of two steps (i) fnding appro-
priate stylometric features (ii) forming effcient approaches to 
apply on these features. The objective of authorship identi-
fcation task is to compare query texts against the writing 
samples of the candidate authors. A well-known example 
of authorship identifcation is the Federalist papers [12] in 
which 12 disputed/anonymous essays were compared against 
writing samples of Alexander Hamilton and James Madison. 
Since, all candidate authors (possible classes) are known a 
prior, the authorship identifcation task can use supervised or 
unsupervised classifcation techniques. 
Stylometric features are writing-style-markers or attributes 
that are effective discriminators of authorship. A vast array 
of stylometric features have been proposed so far including 
lexical, syntactic and structural. Lexical features are character-
based and word-based statistical measures of lexical variations. 
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These include word and character lengths, sentence length-
s [6]. Syntactic features include function words [12], part-of-
speech tag n-grams [2]. Structural features include the style-
markers related to the layout and organization of text. For 
example, number of words in sentence and number of words 
in paragraph. 
Existing studies used the equal size of the text to compare 
for authorship identifcation [8], [2]. This is a challenge in real 
datasets. This is because, a database of student assignments 
may contain documents with different lengths written by many 
different students. In this investigation we use author-group 
level stylometric features to make our system signifcantly 
faster than existing techniques with reasonable accuracy. 
In this work, we use 56 stylometric features which are 
categorized into three types: lexical, syntactic and structural. 
The lexical features can be further subcategories into 14 
character-based and 13 word-based features [6]. We use 27 
syntactic features, which include function words [12], part-
of-speech [2]. There are 2 structural features, the number of 
words in sentence and the number of words in paragraph. 
B. Similarity Search in a High Dimensional Space 
Since our work involve identifying similar writing styles 
with respect to a given documents using the stylometric 
features, we discuss techniques for similarity search in a high 
dimensional space in this subsection. 
Indexing and Querying in a Real-Valued Vector Space. 
Locality sensitive hashing (LSH) is a method for approximate 
similarity search queries in high dimensional spaces [13]. Gan 
et al. [14] propose a technique called the collision counting 
LSH (C2LSH) method. Using C2LSH, the collision frequency 
is used to estimate the similarity of two points in a high-
dimensional Euclidean space which is more suitable for range 
search than E2LSH. They also provide an error analysis for 
the range query. 
Set Similarity and Outlier Management. The Hausdorff 
distance is a well-known measure for comparing two sets of 
points in a real-valued vector space. Specifcally, the standard 
defnition of the Hausdorff distance is given by 
H(A, B) = max{h(A, B), h(B, A)}, 
where h(A, B) is defned as maxa∈A minb∈B d(a, b) and 
d(a, b) is the distance between a and b. Using this measure, 
the two sets A and B are consider similar iff for every element 
in A, there is at least one element in B in proximity, and vice 
versa. 
When we are required to only match A to a subset of 
B, we can use the function h(A, B) to perform a directed 
distance calculation. We call this variant the directed Haus-
dorff distance. Note that h(A, B) is actually not a distance 
function, since it does not satisfy the identity of indiscernibles 
and symmetry properties. However, the term distance is used 
in this paper for this type of function in the interest of brevity. 
Other variants of SHD include the modifed Hausdorff dis-
tance (MHD) [15] and partial Hausdorff distance (PHD) [16]. 
These variants are proposed to address the outlier sensitivity 
drawback of SHD [17], [18]. They argue that even a single 
point can drastically change the SHD value and propose two 
different approaches to handle outliers. 
III. PROBLEM FORMULATION 
The problem of authorship identifcation is decomposed into 
two parts, namely candidate identifcation and classifcation. 
The main focus of our investigation lies in the candidate 
identifcation part, while the task of identifying the author 
using the candidate documents is done by applying an existing 
classifcation technique. 
The candidate identifcation part of our solution is con-
cerned with identifying similar documents in the corpus. We 
model each document as a set of stylometric vectors and 
identifcation of documents with similar styles is done by 
comparing set distances with respect to the query document. 
Specifcally, we consider three different set distance measures, 
the standard Hausdorff distance (SHD), modifed Hausdorff 
distance (MHD), and partial Hausdorff distance (PHD). A set 
distance function (SHD, MHD, or PHD) is used to identify 
the top-k documents with the minimum set distances, where 
the k value is the desired number of candidate documents. 
The classifcation part makes use of the similar documents 
(with known authors) to predict the most likely author of the 
query document. We solve this classifcation problem using 
the probabilistic k-nearest neighbor (PkNN) classifer [10]. 
Specifcally, the PkNN classifer accepts a set of k objects 
(documents) where object is accompanied by its class (author) 
and the distance with respect to the query as input. As output, 
PkNN produces a probability mass function (PMF) of the 
classes of objects. 
IV. PROPOSED SOLUTION OVERVIEW 
Figure 1 provides an overview of our proposed system 
which consists of major components: (i) data storage and 
management; (ii) runtime query processing; (iii) result pre-
sentation. These components are described in the following 
subsections. 
Fig. 1. System overview: similarity detection based on stylometric features 
Data Storage and Management We create our corpus by 
extracting data from an online book archive, Project Guten-
berg2. Our corpus contains 2386 novels from 136 different 
2https://www.gutenberg.org/ 
authors, which is signifcantly larger than any of those in the 
existing studies on stylometric analysis [6], [7], [8]. There 
is a substantial variation among the lengths of the sample 
documents of the candidate authors, i.e., 19,500 tokens -
1,684,500 tokens. 
As mentioned earlier, in order to effectively handle docu-
ments of different lengths with large number of authors, we 
proposed a new stylometric data representation model. We 
partitioned document into chunks of equal size. We set the 
size of each chunk to 1,500 tokens [2]. A result, a longer 
document results with a greater number of data points in its 
set representation. Note that the last chunk is discarded to the 
variation in lengths. 
Runtime Query Processing: Set Similarity Search. When 
a query document is submitted, our system performs the data 
transformation process described in Section IV. After the 
transformation, the query document is represented as a set 
Q of points where each point represents a chunk and each 
dimension corresponds to a stylometric feature. At this point, 
the query document is in the same data representation format 
as the documents in the corpus. We compare the query point 
set Q against the corpus in order to identify top-k similar 
documents. As described in Section II-B, these set distance 
measures are considered in this investigation. 
Result Presentation and Classifcation. In this work, we 
choose the PkNN classifer [10] to provide a probabilistic 
classifcation result based on the top-k candidate documents. 
Specifcally, the PkNN classifer provides a PMF over a set of 
possible authors. In addition, we also use the entropy of the 
probabilistic result to determine how confdent we are with 
our prediction. 
V. EFFICIENCY IMPROVEMENT 
In this section, we show that we can exploit the MaxMin 
nature [19] of the Hausdorff distance to avoid evaluating the 
distance of each document in the database with respect to the 
query document Q. Specifcally, by specifying the distance 
threshold r for every query point q in Q, we can separate 
candidate documents D into two groups, i.e., those with 
h(Q, D) less than or equal to r and the rest. For the top-
k query, as long as the size of the former is greater than 
k, we can ignore the latter. In addition, we also generalize 
this pruning concept to the modifed Hausdorff and partial 
Hausdorff distance functions. Furthermore, we show that the 
process of identifying points in proximity to q can be greatly 
accelerated by an approximate range query processing method, 
C2LSH. We also provide an error analysis for using C2LSH 
to identify documents in proximity to Q. 
A. Threshold-based Pruning for Top-k Processing 
The main objective of the proposed pruning mechanism is 
reducing the number of documents that we need to compute 
the set distance. As stated earlier, the intuition behind our 
pruning mechanism is exploiting the MinMax nature of the 
Hausdorff distance using a range threshold. Figure 2 shows 
how to avoid computing the set distance for every document 
by identifying data points close to every query point q in Q. 
Assume that the number of points in each point sets is 4. We 
can see that the distance h(Q, D1) is guaranteed to be smaller 
than the threshold r. This is because, for every q in Q, there 
is at least one data point from D1. On the other hand, for 
D2, D3, and D4, there is at least one data point missing from 
one of the query ranges. As a result, we can conclude that the 
distances h(Q, D2) h(Q, D3), and h(Q, D4) must be greater 
than r. Assume that we wish to fnd the top-1 document with 
respect to Q. We can directly return D1 as the query result and 
safely ignore D2, D3, and D4 without evaluating the actual 
distances. 
Let us consider how to generalize this concept to MHD and 
PHD. Similar to SHD, MHD and PHD from Q to D can be 
computed by ranking the minimum distances minp∈D d(q, p) 
for each q in Q. Unlike SHD, however, MHD involves com-
puting the average of maximum distances. Hence, computing 
a lower bound of hm(Q, D) involves considering the lower 
bound of multiple query points rather than just one. 
Based on the range query example in Figure 2, an example 
of this MHD lower bound calculation process is given in 
Table I. The table shows that the MHD hm,50 is given 
as the average of the 50% of the distances. For example, 
hm,50(Q, D1) is 3+2 which is equal to 2.5 units. The same 2 
principle can also be applied to PHD. Specifcally, for h75 p,50(), 
we identify the distances that are in between the percentiles of 
50% and 75%, which is the 2nd one in the example (Table I). 
In order to identify the top-k most similar documents, we 
apply the best frst search principle to compute the result set 
in an incremental fashion [20]. 
Fig. 2. Four instances of the range query retrieving data points in proximity 
of q1, q2, q3, and q4 
TABLE I 
DISTANCE AND DISTANCE LOWER BOUND CALCULATIONS OF THE 
EXAMPLES IN FIGURE 2 
Doc. Ranked Distances SHD 
1st 
MHD 
[1st ,2nd] 
PHD 
[2nd]1st 2nd 3rd 4th 
D1 3 2 2 2 3 2.5 2 
D2 > 4 3 2 2 > 4 > 3.5 3 
D3 > 4 > 4 1 1 > 4 > 4 > 4 
D4 > 4 > 4 > 4 2 > 4 > 4 > 4 
B. Locality Sensitive Hashing 
Locality sensitive hashing (LSH) is an approximation 
method for similarity search queries in high dimensional 
spaces [13]. In this work, we use C2LSH [14] as the method 
to identify similar points in a high-dimensional space. Specif-
ically, we make use of the C2LSH range query support to 
accelerate the candidate pruning process described in the 
previous subsection. 
In this work, we extend the C2LSH error analysis [14] for 
individual query points to support the Hausdorff distance and 
its variants. Specifcally, by exploiting the aggregate nature 
of the Hausdorff distance, we show that the error rate of the 
Hausdorff distance (as well as its variants) is negligible. The 
following analysis is applicable to SHD, MHD, and PHD. 
Hence, we use the term “Hausdorff distance” to refer to all of 
them. 
Our analysis is focused on the false negative rate (FNR). 
Specifcally, a false negative is a document D with a Hausdorff 
distance less than the range r but not identifed as a near 
neighbor of the query document Q. Such a set-level false 
negative is caused by false negatives and false positives at 
the point level. 
Next, we estimate the probability that a document D with 
h(Q, D) ≤ r being a false negative. Consider a single query 
point q in the query set Q. Let Ni denote the number of 
points in D that fall inside the range r with respect to q and 
No denote the number of points that fall outside. In order for 
q to misjudge D as a point set whose minimum distance is 
greater than r the two conditions must be met. First, all of 
the Ni points inside the range must be false negative. Second, 
all of the No points outside the range must be true negative. 
Let P1 denote the point-level FNR and P2 denote the point-
level FPR. The probability that the stated two conditions are 
satisfed is given by P Ni (1 − P2)No .1 
Now let us consider the worst case, which is the case of 
SHD. Recall the pruning rule for the similarity search method 
based on SHD, the documents D is removed if there is no data 
point in D appearing in the result set of any query point q in 
Q. In order for a document D to be a set-level false negative 
with respect to Q, there has to be at least one query point q in 
Q that satisfes the stated conditions. As a result the, set-level 
FNR is given by 
Set-level FNR = 1 − (1 − P Ni (1 − P2)No )|Q| (1)1 
Let σ denote our desired set-level FNR bound. The values 
of P1 and P2 can be determined by 
ln(1 − P Ni (1 − P2)No ) ≤ 1 ln (1 − σ) (2)1 |Q| 
After we have determined the values of P1 and P2, we can 
use the analysis provided by Gan et al. [14]. Since SHD is the 
worst case, this analysis is also applicable to MHD and PHD. 
VI. PERFORMANCE EVALUATION 
A. Experimental Setup 
Dataset: We create our corpus by extracting data from an 
online book archive, Project Gutenberg3. Our corpus contains 
2386 novels from 136 different authors with a substantial 
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variation among the lengths of the sample documents. Each 
document is partitioned into chunks and a feature vector is 
extracted from each chunk according to the process described 
in Section IV with a chunk size of 1,500 tokens. As a result, 
each document is represented as a set of 56-dimensional 
vectors. Each dimensions is also normalized to the range of 
[0, 1]. 
For the query documents, we choose documents written by 
authors who have written 30 to 60 documents. In order to 
demonstrate that our method can handle a substantial variation 
in lengths we sample the documents according to the number 
of chunks. That is, the query documents Q are organized into 
three groups according to the size |Q|: (20, 40), (40, 60), and 
(60, 80). The total number of query documents is 60, where 
each group contains 20 documents. 
Evaluation Measures. Our experimental studies include 
assessments on both effciency and accuracy of our solution. 
We evaluate the effciency of our solution based on two 
measures: execution time (exec. time) and the number of set 
distance calculations (Set Dist. Cals.). 
For the accuracy assessments, we measure the strong and 
weak accuracy. For the strong accuracy, a prediction is con-
sidered correct if the correct author is the most likely author. 
For the weak accuracy, we assume that our method is used 
for candidate author generation. As a result, a prediction 
is considered correct if the correct author is included as a 
candidate author based on the top-k document result set. In 
addition to the accuracy measures, we also assess the entropy 
of each prediction to quantify its uncertainty level. 
Parameters. We also compare the effciency and accuracy 
of different solutions by varying the values of |Q|, while the 
number k of candidate documents is fxed to 20. Specifcally, 
the query set sizes |Q| are organized into three groups as 
described in the previous paragraph. 
Environment and parameter settings. Experiments were 
conducted on an Intel(R) Xeon(R) CPUE5-2620 v2 
@ 2.10GHz dual-processor server with 96GB main memory. 
All algorithms and experimental study were implemented in 
Python. The LSH parameters are given as follows. (i) The 
number L of compound hash functions is set to 200. (ii) The 
number K of projections per compound hash function is set 
to 3.4 (iii) The bucket width w of each projection is set to 1.5. 
(iv) The collision threshold is set to 20 which corresponds to √ 
the similarity retrieval range r of 0.15 D, where D represents 
the number of dimensions, i.e., 56, in this case. 
Let us now consider the Hausdorff distance variants, MHD 
and PHD. We choose the MHD percentage value of 50% and 
the PHD percentage range of [50%,75%]. 
B. Effciency Studies 
In this subsection, we evaluate the effciency of our pro-
posed solution using the cost measures described earlier. We 
4Note that in the original defnition of C2LSH, the K value is set to 1. In 
order for us to reduce the number of false positive, we increase the value of 
K to 3 and set the rest of the parameters according to the analysis given in 
the original C2LSH paper [14]. 
compare our proposed LSH-based pruning method described 
in Section V-B with the baseline method which makes use of 
the pruning technique described in Section V-A. 
Table II provides a summary of effciency studies’ results. 
Each measurement is the average computed from 60 queries 
and the number k of candidate document is 20. As can be 
seen, A signifcant degree of candidate pruning were obtained 
from both methods. 
TABLE II 
SUMMARY OF EFFICIENCY STUDIES’ RESULTS 
Dist. Method Set. Dist. Cals. Exec. Time 
SHD Baseline 
LSH-based pruning 
10.22% 
10.83% 
452.88 
27.65 
MHD Baseline 
LSH-based pruning 
0.60% 
0.62% 
463.00 
50.21 
PHD Baseline 
LSH-based pruning 
0.59% 
0.59% 
461.90 
50.79 
In terms of the execution time, the table show that our 
LSH-based pruning method provides approximately an order 
of magnitude speedup in comparison to the baseline. We 
can also see that the execution times of MHD and PHD 
are consistently higher than that of SHD for both baseline 
and LSH-based pruning method. This is because the top-k 
processing for MHD and PHD involves a best-frst search 
on candidate documents and lower bound calculations. For 
SHD on the other hand, we can safely disregard out-of-range 
candidate documents without lower bound calculations or a 
search algorithm. Since the baseline method is signifcantly 
outperformed by our proposed LSH-based pruning, we omit 
their results from the remaining of the section. 
Let us now examine the effect of |Q| on the distance 
calculation cost and the query execution time. The results 
are illustrated in Figure 3. As can be seen, the set distance 
calculation costs decreases as |Q| increases. This is because, 
the Hausdorff distance, by nature, is a MaxMin distance. As 
the number of query points in Q increases the number of 
documents that fall in to the range r also reduces. 
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Fig. 3. Effect of the query set size Q 
Figure 3(b) shows that the query execution time increases 
as |Q| increases. This is due to the increased number of points 
that we need to process for each query set. 
C. Accuracy Studies 
For the accuracy studies, we introduce a comparative 
classifcation method based on the support vector machine 
(SVM) [21]. Specifcally, we create a probabilistic SVM classi-
fer using the data points in the corpus. The label of each data 
point is given by the author ID of the corresponding document. 
The training set is the corpus subtracted by the test set, which 
is the set of query documents described in Section VI-A. The 
probabilistic SVM classifer provides a prediction result as a 
probability distribution over a set of classes (i.e., authors). 
Accuracy: Effect of the query set size |Q|. Figure 4(a) 
illustrates the effect of |Q| on the weak accuracy. We can 
see that MHD and PHD outperform SHD and SVM. This 
shows that MHD and PHD provide a more effective outlier 
management mechanism than SHD. We can also see that the 
weak accuracy of SVM is signifcantly lower than that of MHD 
and PHD. 
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Fig. 4. Accuracy: Effect of the query set size |Q| 
Figure 4(b) shows a signifcant gap between PHD and SVM 
in term of the strong accuracy. This result demonstrates the 
effectiveness of the set distance-based solution and our outlier 
management mechanism. 
Accuracy: Entropy Analysis. One beneft of using a 
probabilistic classifer like PkNN is that we can determine the 
prediction uncertainty using the entropy. Consequently, one 
can decide whether to use the prediction result based on the 
entropy. 
Figure 5 shows the attempted prediction ratio and the 
two types of accuracy measures with different entropy cutoff 
values. Specifcally, we only use the prediction result when the 
entropy value is below the cutoff. As can be seen, as the cutoff 
value increases the number of used predictions reduces, while 
the strong accuracy and weak accuracy increase. For example, 
with the cutoff value of 0.8, the used prediction ratio is 82% 
and the weak accuracy is 96%, while the strong accuracy is 
71%. However, if we use all predictions, the weak accuracy 
is 90%, while the strong accuracy is 67%. As can be seen, by 
using the entropy to rule out 18% of the predictions, we can 
signifcantly increase both weak accuracy and strong accuracy. 
VII. CONCLUSION 
We have presented a scalable method for authorship attri-
bution on a real world dataset collected from an online book 
archive, Project Gutenberg. Experimental results show that 
in comparison to existing stylometry studies, our proposed 
solution can handle a larger number of documents of different 
lengths written by a larger pool of candidate authors with a 
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Fig. 5. Used Prediction Ratio, Weak and Strong Accuracy 
high accuracy. We show that our method outperforms existing 
method in terms of query processing costs and accuracy. 
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