We consider the estimation of joint causal effects from observational data. In particular, we propose new methods to estimate the effect of multiple simultaneous interventions (e.g., multiple gene knockouts), under the assumption that the observational data come from an unknown Gaussian linear structural equation model. We derive asymptotic variances of our estimators when the underlying causal structure is partly known, as well as high-dimensional consistency when the causal structure is unknown. We compare the estimators in simulation studies and also illustrate them on data from the DREAM4 challenge.
Introduction
Estimation of causal effects from observational data is impossible in general. It is, however, possible to estimate bounds on causal effects of single interventions from observational data, under the assumption that the data were generated from an unknown Gaussian linear structural equation model (SEM) with independent errors, or equivalently, from an unknown Gaussian directed acyclic graph (DAG) model without hidden variables. The IDA method [19] was developed for this purpose, and can for example be used to predict the effect of single gene knockouts on other genes or some phenotype of interest, based on observational gene expression profiles. IDA has been applied to high-dimensional gene expression data sets and is a useful tool for the design of experiments, in the sense that it can indicate which genes are likely to have a large effect on the variable of interest [18; 30] .
In this paper, we extend IDA to multiple simultaneous interventions. For example, we may want to predict the effect of a double or triple gene knockout on some phenotype of interest. Since the space of possible intervention experiments grows exponentially in the number of simultaneous interventions, having an IDA-like tool to predict the effect of multiple simultaneous interventions is highly desirable, in order to plan and prioritize such experiments.
The idea behind IDA is as follows. Since the underlying causal DAG is unknown, it seems natural to try to learn it. In general, however, the underlying causal DAG is not identifiable. We can learn its Markov equivalence class, which can be represented as a graph by a so-called CPDAG (see Section 2.4). Conceptually, we can then list all DAGs in the Markov equivalence class. One of these DAGs is the true causal DAG, but we do not know which one. For each DAG, we can then estimate the total causal effect of say X i on X p , under the assumption that the given DAG is the true causal DAG. In a linear Gaussian SEM, this means that we can simply take the coefficient of X i in the regression of X p on X i and the parents of X p in the given DAG. Doing this for all DAGs in the Markov equivalence class yields a multiset of possible causal effects that is guaranteed to contain the true causal effect. We can then use summary measures of this multiset to obtain bounds on the causal effect of X i on X p .
For large graphs, listing all the DAGs in the Markov equivalence class is computationally intensive. The above reasoning shows, however, that it suffices to know the parents of X i in the different DAGs. These possible parent sets can be extracted directly from the CPDAG, using a simple local criterion [19] . This approach has two important advantages: it is a computational shortcut and it is less sensitive to estimation errors in the estimated CPDAG. The three steps of IDA can then be summarized as (1) estimating the CPDAG; (2) extracting possible valid parent sets of the intervention node X i from the CPDAG; (3) regressing X p on X i while adjusting for the possible parent sets. A schematic representation of IDA is given in Appendix A. 1 .
In order to generalize IDA to estimate the effect of joint interventions, we need non-trivial modifications of steps (2) and (3). In step (2), we need to make sure that the possible parent sets of the various intervention nodes are jointly valid, in the sense that there is a DAG in the Markov equivalence class with this specific combination of parent sets. This decision can no longer be made fully locally, as was possible for the single intervention case. In step (3), we can no longer use regression with covariate adjustment, as illustrated in Example 2 in Section 2.3 (cf. [28] ). We therefore develop new methods to estimate the effect of joint interventions under the assumption that only the parent sets of the intervention nodes are given. We refer to this assumption as the OPIN assumption.
In the literature on time-dependent treatments (which can be viewed as joint interventions), it has been proposed to use inverse probability weighting (IPW) [27] . IPW fits our framework in the sense that it works under the OPIN assumption. The method is widely used when the underlying causal DAG is given, but combining it with a causal structure learning method seems novel. Unfortunately, however, such a combination does not provide a satisfactory solution to our problem, since we found that the statistical behavior in the multivariate Gaussian setting was disappointing. We therefore propose two new methods for estimating the effect of joint interventions under the OPIN assumption: one is based on recursive regressions for causal effects (RRC) and the other on modified Cholesky decompositions (MCD). Combining our modifications of steps (2) and (3), we obtain methods for estimating the effect of joint interventions from observational data, under the assumption that the data were generated from an unknown Gaussian linear SEM with independent errors. The paper is organized as follows. Section 2 defines the problem and discusses necessary background knowledge. Section 3 considers estimation of the total joint effect of multiple simultaneous interventions under the OPIN assumption, and introduces our new RRC and MCD estimators. Section 4 gives the corresponding asymptotic distributions. Section 5 describes methods for extracting jointly valid parent sets for multiple intervention nodes from a CPDAG. Section 6 combines the methods in Sections 3 and 5 into a joint-IDA estimator that can be applied to observational data from an unknown Gaussian linear SEM. This section also includes consistency results for sparse high-dimensional settings. Sections 7 and 8 contain simulation results and an application to data from the DREAM4 challenge [20] , followed by a discussion in Section 9. All proofs are given in the appendix.
Preliminaries

Graph terminology
We consider graphs H = (V, E) with vertex (or node) set V and edge set E. There is at most one edge between any pair of vertices and edges may be either directed (i → j) or undirected (i − j). If H contains only (un)directed edges, it is called (un)directed. If H contains directed and/or undirected edges, it is called partially directed. The skeleton of a partially directed graph is the undirected graph that results from replacing all directed edges by undirected edges.
If there is an edge between i and j in H, we say that i and j are adjacent. The adjacency set of i in H is denoted by ADJ i (H). If i → j in H, then i is a parent of j, and the edge between i and j is into j. The set of all parents of j in H is denoted by PA j (H).
A path between i and j is a sequence of distinct vertices (i, . . . , j) such that all pairs of successive vertices are adjacent. A directed path from i to j is a path between i and j where all edges are directed towards j. A directed path from i to j together with the edge j → i forms a directed cycle. If there is a directed path from i to j, then i is an ancestor of j and j is a descendant of i. We also say that each node is an ancestor and descendant of itself. A triple of nodes (i, j, k) is called a v-structure if i → j ← k and i and k are not adjacent.
A graph that does not contain directed cycles is called acyclic. Important classes of graphs in this paper are directed acyclic graphs (DAGs) and partially directed acyclic graphs (PDAGs).
Linear structural equation models and causal effects
Throughout this paper, we use the same notation to refer to sets or vectors. For example, X, ADJ and PA can refer to sets or vectors, depending on the context. Let (V, E) be a DAG with |V| = p vertices. Each vertex i ∈ V, i ∈ {1, . . . , p}, represents a random variable X i . An edge i → j means that X i is a direct cause of X j in the sense of Definition 2.1 below. Let B be a p × p weight matrix, where B ij is the weight of the edge i → j if i → j ∈ E, and B ij = 0 otherwise. Then we say that G = (V, E, B) is a weighted DAG. Definition 2.1. (Linear structural equation model) Let X = (X 1 , . . . , X p ) T be a vector of random variables, G = (V, E, B) a weighted DAG, and = ( 1 , . . . , p ) T a random vector of jointly independent error variables with mean zero. Then X is said to be generated from a linear structural equation model (linear SEM) characterized by the pair (G, ) if
If X is generated from a linear SEM characterized by the pair (G, ) with G = (V, E, B), then we call G the causal weighted DAG and (V, E) the causal DAG. The symbol "←" in (1) emphasizes that the expression should be understood as a generating mechanism rather than as a mere equation.
We emphasize that we assume that there are no hidden variables; hence the joint independence of the error terms. We also consider each of the p structural equations in (1) as "autonomous", meaning that changing the generating mechanism of one of the variables does not affect the generating mechanisms of the other variables. If all error variables are Gaussian, then X is multivariate Gaussian and we refer to (2.1) as a Gaussian linear SEM.
An example of a weighted DAG G is given in Figure 1 , where p = 6,
The weight matrix B is given in Appendix A.4. Note that X 5 directly causes X 1 , in the sense that X 5 plays a role in the generating process of X 1 . The set of all direct causes of X i is PA i (G). Suppose that X is generated from a linear SEM characterized by (G, ). Since G is acyclic, the vertices can always be rearranged to obtain an upper triangular weight matrix B. Such an ordering of the nodes is called a causal ordering of X. In Figure  1 , (5, 1, 3, 4, 2, 6) is a causal ordering.
For any X generated by a linear SEM characterized by (G, ), the joint density of X satisfies the following factorization [24] :
where the parent sets pa i = pa i (G) are determined from G.
We now consider a (hypothetical) outside intervention to the system, where we set a variable X j to some value x j , uniformly over the entire population. This can be denoted by Pearl's do-operator: do(X j = x j ) or do(x j ) [24] . In G, this corresponds to removing the edges into X j (or equivalently, to setting the jth column of B equal to zero), since the generating mechanism of X j no longer depends on its (former) parents. Since we assume that the other generating mechanisms are not affected by this intervention, the post-intervention joint density is given by the so-called truncated factorization formula, see [24] :
where the term f (x j |pa j ) is omitted from the factorization.
The post-intervention distribution after a joint intervention on several nodes can be handled similarly:
Unless stated otherwise, we assume that (X 1 , . . . , X k ) are the intervention variables (k ∈ {1, . . . , p − 1}) and X p is the variable of interest. One can always label the variables to achieve this, since the nodes are not assumed to be in a causal ordering. The number of intervention variables is called the cardinality of the joint intervention.
Definition 2.2 defines the total joint effect of (X 1 , . . . , X k ) on X p in terms of partial derivatives of the expected value of the post-intervention distribution of X p . Definition 2.2. (Total joint effect) Let X be generated from a linear SEM characterized by (G, ). Then the total joint effect of (X 1 , . . . , X k ) on X p is given by
is the total effect of X i on X p in a joint intervention on (X 1 , . . . , X k ). For notational convenience, we write θ ip instead of θ
ip to denote the total effect of X i on X p in a single intervention on X i . Finally, we write θ (1,...,k) p (G) and θ (1,...,k) ip (G) when it is helpful to indicate the dependence on the weighted DAG G.
In general, θ (1,...,k) p is a vector of functions of x 1 , . . . , x k , but under our assumption that X is generated from a linear SEM, it reduces to a vector of numbers. In this case the partial derivatives can be interpreted as follows:
Thus, the total effect of X i on X p in a joint intervention on (X 1 , . . . , X k ) represents the increase in expected value of X p due to one unit increase in the intervention value of X i , while keeping the intervention values of
can be viewed as a direct effect; see for example θ The meaning of θ
in a linear SEM can also be understood by looking at the causal weighted DAG G: the causal effect of X i on X p along a directed path from i to j in G can be calculated by multiplying all edge weights along the path, see [35] . Then each θ (1,...,k) ip can be calculated by summing up all causal effects along all directed paths from i to p which do not pass through {1, . . . , k} \ {i} (since those variables are held fixed by the intervention). We refer to this interpretation as the "path method" and illustrate it in the following example. Example 1. Let X 1 , . . . , X 6 be generated from a linear SEM characterized by (G, ), where G = (V, E, B) is depicted in Figure 1 and = ( 1 , . . . , 6 ) T are jointly independent errors with arbitrary mean zero distributions.
We first consider the total effect of X 1 on X 6 in a single intervention on X 1 . There are four directed paths from 1 to 6, namely 1 → 3 → 6, 1 → 3 → 2 → 6, 1 → 3 → 4 → 2 → 6 and 1 → 4 → 2 → 6. Hence, the total causal effect of X 1 on X p is θ 16 
Second, consider the total joint effect of (X 1 , X 2 ) on X 6 . Since the only directed path from 2 to 6 (2 → 6) does not pass through 1, θ (1,2) 26 = θ 26 . On the other hand, three of the four directed paths from 1 to 6 pass through 2, and the only remaining directed path is 1 → 3 → 6. Hence, θ Remark 2.1. If node j is a not a descendant of node i in G then the path method implies that θ ij is zero. Since G is acyclic, at most one of θ ij and θ ji can be nonzero for any i = j.
Moreover, it follows directly from the path method that if θ ij is zero, then there is no directed path from i to j in the weighted DAG G (except for some very special choices of the edge weights), and hence the total effect of X i on X j is also zero in any joint intervention that involves X i .
Causal effects via covariate adjustment
It is straightforward to determine the total effect of X 1 on X p in a single intervention on a (Gaussian) linear SEM, since
where, for any j = i and any set of variables S such that {X i , X j } ∩ S = ∅, we define β ij|S to be the coefficient of X i in the linear regression of X j on {X i } ∪ S (without intercept term), denoted by X j ∼ X i + S [19] . Equation (4) follows from Pearl's backdoor criterion [24] . We note that it does not require any knowledge about the underlying causal DAG beyond the parents of the intervention node X 1 . Moreover, we note that θ 1p = 0 if X p is a non-descendant of X 1 : if X p ∈ PA 1 then θ 1p = 0 by definition, and if X p is a non-descendant but not a parent of X 1 then β 1p|PA 1 = 0.
For the total joint effect of (X 1 , . . . , X k ) on X p (k > 1), straightforward covariate adjustment cannot be used to calculate θ (1,...,k) p from a single regression. One might perhaps hope that one can perform separate multiple regressions for each of the θ (1,...,k) ip , i = 1, . . . , k, but the following example shows that this strategy fails as well.
Example 2. We reconsider Example 1 with the causal weighted DAG G in Figure  1 . Let X = {X 1 , . . . , X 6 } be generated from the linear SEM characterized by (G, ), where 1 , . . . , 6 are i.i.d. N (0, 1) random variables.
We claim that θ
cannot be computed from a multiple regression. This can be verified by computing the regression coefficients of X 1 in all 2 4 regressions X 6 ∼ X 1 + S for S ⊆ {X 2 , X 3 , X 4 , X 5 }. None of these coefficients equal θ 
Markov equivalence class of DAGs
A DAG encodes conditional independence relationships via the notion of d-separation ( [23] , Theorem 1.2.4, page 18). In general, several DAGs can encode the same conditional independence relationships and such DAGs form a Markov equivalence class. Two DAGs belong to the same Markov equivalence class if and only if they have the same skeleton and the same v-structures [33] . A Markov equivalence class of DAGs can be uniquely represented by a completed partially directed acyclic graph (CPDAG) [4] , which is a graph that can contain both directed and undirected edges. Figure  3 shows an example of a CPDAG, as well as the DAGs in its Markov equivalence class. A CPDAG satisfies the following: i → j in the CPDAG if i → j in every DAG in the Markov equivalence class, and i − j in the CPDAG if the Markov equivalence class contains a DAG for which i → j as well as a DAG for which i ← j. CPDAGs can be estimated from observational data using various algorithms [29; 5; 32] . The PC-algorithm [29] is one such algorithm, and is consistent in sparse high-dimensional settings [15] .
3 Joint interventions when we know only the parents of the intervention nodes Let X be generated from a linear SEM characterized by (G, ), and suppose that we are interested in the total joint effect of (X 1 , . . . , X k ) on X p . If G were known, then these effects could be computed with the path method. In this section, however, we make the following assumption.
Assumption. (OPIN: only parents of intervention nodes) We only have partial knowledge of the underlying G: we know the direct causes (parent sets) of the intervention variables X 1 , . . . , X k , but have no other information about the underlying causal structure. In particular, we do not know whether i comes before or after j in a causal ordering of the nodes for any i = j in {1, . . . , k} ∪ {p}.
We consider this set-up for two main reasons. First, we think it is an interesting and novel assumption in itself, as there may be scenarios where one does not know the entire causal DAG, but one does know the direct causes of the intervention nodes. Second, it is a stepping stone for determining possible total joint effects in settings where the underlying causal DAG is fully unknown. In such settings, the underlying causal DAG is generally not identifiable, but we can identify its CPDAG, representing its Markov equivalence class. Conceptually, one could then list all DAGs in the Markov equivalence class and apply the path method to each of these DAGs to obtain a multiset of possible total joint effects. But this procedure quickly becomes infeasible for large graphs. Alternatively, we can mimic the IDA approach and use the CPDAG to determine possible jointly valid parent sets, i.e., parent sets of the intervention nodes that correspond to a DAG in the Markov equivalence class (see Section 5). For each of these possible jointly valid parent sets, we can compute the total joint effect under the OPIN assumption, and then collect all of these in a multiset. For very large graphs, one could even go a step further and only learn the Markov blankets of the intervention nodes [1; 3; 26] and extract possible parent sets from there.
We say that a method is an OPIN method if it only requires the parent sets of the intervention nodes. As mentioned in Section 1, one OPIN method for joint interventions is given by IPW [27] . We now introduce two new OPIN methods, called RRC and MCD. Sections 3.1 and 3.2 discuss the "oracle versions" of the methods, where we assume that the true distribution of X is fully known. The corresponding sample versions are given in Section 3.3.
Recursive regressions for causal effects (RRC)
Our first method is based on recursive regressions for causal effects (RRC). We start with the special case of double interventions, i.e., k = 2. Theorem 3.1. (Oracle version of RRC for k = 2) Let X be generated from a linear SEM. Then the total joint effect of (X 1 , X 2 ) on X p is given by
where θ ij is defined in (4).
This result may seem rather straightforward, but we were unable to find it in the literature. There is a somewhat similar recursive formula for regression coefficients [7] , β 1p|2 = β 1p − β 12 β 2p|1 , which is considered in the causality context (e.g., [11; 10] ).
However, the main difference is that the expression for θ The formula for θ is clear from the path method if X 1 is an ancestor of X 2 and X 2 is an ancestor of X p in G: θ 1p is the effect along all directed paths from 1 to p, and we then subtract the effect θ 12 θ 2p along the subset of paths that pass through node 2. It is important to note, however, that equation (5) holds regardless of the causal ordering of X 1 , X 2 and X p . 
Since G is acyclic, at least one of these two scenarios must hold.
We now generalize Theorem 3.1 to k ≥ 2. This results in a recursive tool that can compute total joint effects of any cardinality from single intervention effects.
Theorem 3.2. (Oracle version of RRC for k ≥ 2) Let X be generated from a linear SEM and let k ∈ {1, . . . , p − 1}. Then the total effect of
where we use the notation [k] and [k] \ {j} to denote (1, . . . , k) and (1, . . . , j − 1, j + 1, . . . , k), respectively.
Modified Cholesky decompositions (MCD)
Our second method is based on modifying a Cholesky decomposition (MCD). The pseudocode is given in Algorithms 3.1 and 3.2, and the intuition is as follows. The covariance matrix Σ of X is given by Σ = (
, where E k is obtained from E by deleting all edges into nodes {1, . . . , k} and B k is obtained from B by setting the columns corresponding to X 1 , . . . , X k equal to zero. G k is related to the joint intervention on (X 1 , . . . , X k ) as follows. Let X = (X 1 , . . . , X p ) T be generated from the linear SEM (G k , ). Then the post intervention joint density of X given the intervention values (x 1 , . . . , x k ) is identical to the conditional distribution of X given (X 1 , . . . , X k ) = (x 1 , . . . , x k ). Let Σ k be the covariance matrix of X , i.e.,
Then θ
Hence, we focus on obtaining Σ k from Σ. If we knew the causal ordering of the variables, B could be obtained by regressing each variable on its predecessors in the causal ordering, or equivalently, by the generalized Cholesky decomposition. Since Σ is a positive definite matrix, there exists a unique generalized Cholesky decomposition (L, D), where LΣL T = D, L is a lower triangular matrix with ones on the diagonal, and D is a diagonal matrix. The first j − 1 entries of the jth row of L correspond to the negative of the regression coefficients in the regression of X j on X 1 , . . . , X j−1 [25] . Hence, if the variables in Σ are arranged in a causal ordering, the weight matrix B can be obtained from the Cholesky decomposition. Setting the columns of B corresponding to X 1 , . . . , X k equal to zero is therefore equivalent to setting the off-diagonal elements of the rows of L corresponding to X 1 , . . . , X k equal to zero (cf. [2; 13] ). Denote the resulting matrix by
In our set-up, however, we do not know the causal ordering. Instead, we work under the OPIN assumption, knowing only the parent sets of the intervention nodes X 1 , . . . , X k . But we can still obtain Σ k by an iterative procedure. That is, we first consider a single intervention on X 1 to obtain Σ 1 . Next, we add the intervention on X 2 to obtain Σ 2 . After k steps, this yields Σ k .
Thus, suppose we wish to construct Σ 1 from Σ. Let q 1 = |PA 1 | denote the number of parents of X 1 . Now order the variables in Σ such that the first q 1 variables correspond to PA 1 (in an arbitrary order), the (q 1 + 1)th variable corresponds to X 1 , and the remaining variables follow in an arbitrary order. Let (L, D) be the generalized Cholesky decomposition of Σ with this ordering. Then the first q 1 entries of the (q 1 + 1)th row of L contain the negative weights of all edges that are into node 1 (i.e., these weights are equal to the ones in the true causal weighted DAG). Let L 1 be obtained from L by setting the first q 1 elements in the (q 1 + 1)th row equal to zero. Then, intuitively,
This idea leads to the iterative procedure given in Algorithm 3.1, where the matrices in the jth step of this algorithm are denoted by Σ [j] (or Σ (1,...,j) ), L [j] and D [j] . Theorem 3.3 shows that the output Σ (k) of this algorithm indeed equals Σ k .
Algorithm 3.1
Input: Σ = Cov(X), parent sets of intervention nodes {1, . . . , k} Output: Σ k as defined in (6) 1: set
order the variables in
, where the ordering within PA j and W j is arbitrary; 5: obtain the Cholesky decomposition ] by replacing the (q j + 1)-th row by e T q j +1 , where q j = |PA j | and e q j +1 is the (q j + 1)-th column of the p × p identity matrix;
order the variables in Σ
[k] as they were in Σ;
Theorem 3.3. (Soundness of Algorithm 3.1) Let X be generated from a Gaussian linear SEM and let k ∈ {1, . .
Since our main goal is to obtain the total joint effect of (X 1 , . . . , X k ) on X p , we do not need to obtain the full covariance matrix Σ k . Let
Then it suffices to obtain (Σ k ) U , i.e., the sub-matrix of Σ k that corresponds to U. The proof of Theorem 3.4 shows that (Σ k ) U can be obtained by simply running Algorithm 3.1 with input matrix Cov(U). This simplification is important in sparse high-dimensional settings, where the full covariance matrix Σ can be very large and difficult to estimate, while the sub-matrix Cov(U) is small. We can then compute the total joint effect of (X 1 , . . . , X k ) on X p as indicated in Algorithm 3.2.
Algorithm 3.2 MCD oracle
Input: Σ = Cov(U) (see (7)), parent sets of intervention nodes {1, . . . , k} Output: Total joint effect θ
Theorem 3.4. (Soundness of MCD oracle) Let X be generated from a Gaussian linear SEM and let k ∈ {1, . . . , p − 1}. Then the output of Algorithm 3.2 equals θ
The Gaussian assumption in Theorems 3.3 and 3.4 is not necessary. This assumption is only used in the proof of Lemma A.1, since this simplified our proof considerably. The term 1 {Xp / ∈PA i } in line 2 of Algorithm 3.2 is not necessary for the oracle version. However, it does make a difference in the sample version, when we use the sample covariance matrix instead of the true covariance matrix. Appendix A.4 contains a detailed example where MCD is applied to the weighted DAG in Figure  1 .
Sample versions
Now suppose that X is generated from a (Gaussian) linear SEM characterized by (G, ), and that we have n independent and identically distributed observations of X.
We first define an adjusted regression estimator for θ 1p , the total causal effect of
whereβ 1p|PA 1 is the sample regression coefficient of X 1 in the linear regression X p ∼ X 1 + PA 1 [19] . Note that if X p is a parent of X 1 , then both θ 1p and its estimatê θ 1p are zero. If X p is a non-descendant but not a parent of X 1 , thenθ 1p is a sample dependent estimate of the true value θ 1p = 0. Next, we define sample versions of RRC and MCD.
is defined recursively as follows (cf. Theorem 3.2):
where the adjusted regression estimatorθ
The recursive form of Definition 3.1 allows us to compute an estimate of any total joint effect from estimated lower order effects, and in particular from estimated single intervention effects. Here the single intervention effects could be estimated from single intervention experiments or from observational data using an IDA-like method.
Definition 3.2. (MCD estimator) Let k ∈ {1, . . . , p−1}. LetΣ be the sample covariance matrix of U (see (7)). Then the MCD estimatorθ
) T for the total joint effect of (X 1 , . . . , X k ) on X p is the output of Algorithm 3.2 when Σ and (1, . . . , k) are used as input.
Although the MCD algorithm may look somewhat complicated, the MCD estimator for k = 1 simply equals adjusted regression: Finally, we note that the RRC estimator for k ≥ 3 and the MCD estimator for k ≥ 2 generally depend on the ordering of X 1 , . . . , X k . However, using different orderings in simulations showed very little difference for k = 2 or 3, especially when the underlying causal DAG was sparse.
Asymptotic distributions of RRC and MCD
We now derive the asymptotic distributions of the RRC and MCD estimators under the OPIN assumption. For simplicity, we limit ourselves to the case k = 2.
Assume that we have n i.i.d. observations of X, where X is generated from a Gaussian linear SEM. Let U := {X 1 , X 2 } ∪ {∪ 2 i=1 PA i } ∪ {X p } and |U| = q. Let Σ q×q := Cov(U) and letΣ n denote the corresponding sample covariance matrix. The half-vectorization, vech(A), of a symmetric q × q matrix A is the q(q + 1)/2 × 1 column vector obtained by vectorizing only the lower triangular part of A. The derivative of a vector-valued differentiable function y(x) = (y 1 (x), . . . , y r (x)) T with respect to x = (x 1 , . . . , x s ) T is denoted by the r × s matrix ∂y ∂x whose (i, j)-th entry is equal to
where Γ = Cov(vech(UU T )). We will use (9) and the multivariate delta-method to derive the asymptotic distributions of RRC and MCD in Section 4.1. Since the resulting formulas are not easily comparable, we compute the asymptotic variances of both estimators for various settings in Section 4.2.
Asymptotic distributions
We denote the RRC estimator based on n i.i.d. observations byθ
where Γ = Cov(vech(UU T )) and
∂θ . An explicit expression for Λ is given in Proposition A.1. Note thatθ ij = 0 if X j ∈ PA i for any i = 1, 2, j = 1, 2, p and j = i. Hence, the cases excluded from Theorem 6.1 can be handled either trivially or analogously.
To obtain the asymptotic distribution of MCD, we first derive the asymptotic distribution of vech(Σ
is the output of Algorithm 3.1 applied tô Σ n . For simplicity, we assume that the variables inΣ (1,2) n and Σ (1, 2) are ordered as (PA 2 , X 2 , U \ (PA 2 ∪ X 2 )), where variables in PA 2 and U \ (PA 2 ∪ X 2 ) are ordered arbitrarily. Let Σ (1) andΣ (1) denote the one-step modification of Σ andΣ n through Algorithm 3.1. Thus variables in Σ (1) ,Σ (1) n are ordered as (PA 1 , X 1 , U \ (PA 1 ∪ X 1 )) and without loss of generality we assume that the variables in Σ,Σ n have the same ordering.
Let P be the q ×q permutation matrix such that variables in PΣ (1) n P T are ordered as (PA 2 , X 2 , U \ (PA 2 ∪ X 2 )). Let Π be the matrix such that for any q × q symmetric matrix A, vech(P AP T ) = Π vech(A). We define
where
). An explicit expression for Λ (1) is given in Appendix A.5 and an expression for Λ (1, 2) can be obtained analogously.
We denote the MCD estimator based on n i.i.d. observations byθ
, suppressing its dependence on n. The following corollary follows directly from Theorem 4.2 and the multivariate delta-method.
Numerical comparison
Since the formulas in Section 4.1 are difficult to study analytically, we compute the asymptotic variances numerically for various types of Gaussian linear SEMs. We use the R-package pcalg [16] to simulate n iter random weighted DAGs with p vertices, a pre-specified expected neighborhood size ens, and edge weights that are drawn independently from a Uniform[0, ul] distribution. We choose the error variables to be normally distributed, where the variances are drawn independently from a Uniform [1, 2] distribution. For each t = 1, . . . , n iter , the weighted DAG G (t) with weight matrix B (t) and the vector of error variables (t) define a distribution on
. For each t = 1, . . . , n iter , we randomly choose a pair of intervention nodes {X
). We compare the asymptotic variances of RRC and MCD in three simulation settings:
Setting 2: p = 10, ens = 3, ul = 1;
Setting 3: p = 10, ens = 1.5, ul = 1.5.
For each setting, we perform n iter = 500 iterations and compute the asymptotic variances of the RRC estimatorsθ
jtrt (G (t) ), for each t = 1, . . . , n iter , using the formulas of Section 4.1. 
The plots in Figure 2 show that no estimator dominates the other asymptotically but RRC seems to have a smaller asymptotic variance in most cases. Note that the scale in the leftmost plot is different from the other two plots. The leftmost plot indicates that if the underlying DAG is sparse and the edge weights are small, RRC and MCD are asymptotically similar with a slight advantage for RRC. On the other hand, the second and third plots show that the asymptotic similarity decreases as the underlying DAG becomes more dense or the edge weights become larger.
Extracting possible parent sets from a CPDAG
Recall that we introduced the OPIN assumption in Section 3 as a stepping stone for the scenario where we have no information on the underlying causal DAG. We will now consider this more general scenario: X is generated from a Gaussian linear SEM, and we only know the observational distribution of X.
As mentioned before, we can learn the CPDAG C of the unknown underlying causal DAG. Conceptually, we could then list all DAGs in the Markov equivalence class described by C (see, e.g., [12] ). Suppose that the Markov equivalence class consists of m DAGs {G 1 , . . . , G m }. For each G j , j = 1, . . . , m, we could determine the parent sets of the intervention nodes (1, . . . , k), denoted by the ordered set PA(G j ) = (PA 1 (G j ), . . . , PA k (G j )). All possible jointly valid parent sets of (1, . . . , k) are then
Finally, we could apply the RRC or MCD algorithms, using each of the possible jointly valid parent sets PA(G j ), j = 1, . . . , m, to obtain the multiset of possible total joint effects
The naive method of listing all DAGs is computationally expensive and does not scale well to large graphs. In this section, our aim is to develop efficient ways to find the jointly valid parent sets of (1, . . . , k), where parent sets are called jointly valid if there exists a DAG in the Markov equivalence class of C which possesses this particular combination of parent sets.
In [19] , the authors defined a so-called "locally valid" parent set of a node and showed that any locally valid parent set of a single intervention node is also a valid parent set. All locally valid parent sets of node i can be obtained efficiently by taking the parents of i in C and then orienting only those undirected edges in C which contain node i as an endpoint, without creating new v-structures with i as a collider. As an easy extension of the method of [19] to multiple interventions, one could try to obtain jointly valid parent sets by taking all combinations of the locally valid parent sets of all intervention nodes. However, in Example 3 we show that this approach may generate too many combinations of parent sets, in the sense that some them are not jointly valid.
Example 3. Consider the CPDAG given in Figure 3a . There are three DAGs (given in Figure 3b ) that belong to the Markov equivalence class represented by C. Thus, all jointly valid sets of parent sets of (1, 2) are (∅, {3}), ({3}, ∅) and ({3}, {3}). However, both ∅ and {3} are locally valid parent sets of vertices 1 and 2 in C. Hence, all combinations of locally valid parent sets of nodes 1 and 2 include the additional set (∅, ∅). The latter is not jointly valid, since it corresponds to the DAG 1 → 3 ← 2, which is not in the Markov equivalence class represented by C due to the additional v-structure.
Semi-local algorithm for extracting parent sets
We now propose a semi-local algorithm for extracting all jointly valid parent sets, using the following graph-theoretic properties of a CPDAG: no orientation of edges not oriented in a CPDAG C can create a directed cycle or a new v-structure which includes at least one edge that was oriented in C (see the proof of Theorem 4 in [21] ).
Let C undir and C dir be the subgraphs on all vertices of C that consist of all undirected and directed edges of C, respectively. Then (PA 1 , . . . , PA k ) is a jointly valid parent set of the intervention nodes with respect to C undir if and only if
) is a jointly valid parent set of the intervention nodes with respect to C. It can be expected that C undir has more disconnected components than C, and this gives a large computational advantage, since one can work with each component independently. The algorithm is given in pseudocode in Algorithm 5.1, and illustrated in the following example.
Example 4. Consider the CPDAG C given in Figure 4 , together with its corresponding subgraphs C undir and C dir . We assume that the intervention nodes are (1, 2, 3) . Note that C undir contains four connected components and two of them contain at least one intervention node, namely C 1 : 1 − 4 − 3 and C 2 : 2 − 6. The multiset of all possible jointly valid parent sets of (1, 3) with respect to C 1 can be obtained by creating all possible DAGs in the Markov equivalence class described by C 1 (see Example 3). This yields PA 1 = {(∅, {4}), ({4}, ∅), ({4}, {4})}. The multiset of possible parent sets of 2 with respect to C 2 is PA 2 = {∅, {6}}. By taking all combinations of PA 1 and PA 2 , we obtain
Furthermore, PA 1 (C dir ) = ∅, PA 2 (C dir ) = {7}, and PA 3 (C dir ) = ∅. Combining this with PA undir (1, 2, 3) yields
Finally, PA all is a multiset of size 12, where each element of PA s occurs twice due to the two orientations of the edge 5 − 8.
Algorithm 5.1 Extracting jointly valid parents sets of intervention nodes from a CPDAG
Input: CPDAG C, intervention nodes (1, . . . , k) Output: All jointly valid parent sets of (1, . . . , k) (with correct multiplicity information)
1: obtain C undir and C dir from C; 2: let C 1 , . . . , C s be the connected components of C undir that contain at least one intervention node; 3: for i = 1, . . . , s, let PA i be the multiset of all jointly valid parent sets of the intervention nodes in C i , obtained by constructing all DAGs in the Markov equivalence class described by C i ; 4: form PA undir (1, . . . , k) by taking all possible combinations of PA 1 , . . . , PA s (as in Example 4).
We say that two multisets A and B are equivalent (up to ratios) if (i) A set = B, i.e., the set of all distinct elements of A is equal to that of B, and (ii) the ratios of multiplicities of any two elements in A is equal to their ratio of multiplicities in B. For example, A = {a, a, b} and B = {a, a, a, a, b, b} are equivalent multisets.
In Example 4, we saw that PA all and PA s were equivalent. Theorem 5.1 shows that this equivalence holds in general. We note that the local method used for single interventions in IDA does not yield a multiset that is equivalent to the global method of listing all the DAGs. The distinct elements of the two resulting multisets are the same, but the local method loses the multiplicity information. Thus, if multiplicity information is important, the semi-local algorithm proposed here can also be used in IDA.
Sample version
The output of the sample version of the PC-algorithm is not necessarily an PDAG, since it can contain directed cycles due to testing errors. Moreover, even if the output is a PDAG, it does not need to be a CPDAG in the sense that it represents a Markov equivalence class of DAGs. In particular, if one of the undirected components of the estimated CPDAGĈ is non-chordal, then it is impossible to orient the undirected edges without creating additional directed cycles or additional v-structures.
In all these cases, we cannot determine jointly valid parent sets. Algorithm 5.1, however, can still be used if and only ifĈ 1 , . . . ,Ĉ s are all chordal. We therefore propose the following modification of Algorithm 5.1 in the sample version. We simply run the algorithm with the estimated CPDAG as input, with the following difference in step 3: ifĈ i is non-chordal, then we obtain PA i by combining all locally valid parent sets of the intervention nodes inĈ i (as in Example 3). (There are of course other possible solutions. For example, one could also add edges to any non-chordal componentĈ i to make it chordal.)
Estimation from observational data
We now combine the methods of Sections 3 and 5. Given a true CPDAG C and covariance matrix Σ, we define the following (oracle) multiset of possible total joint effects of (X 1 , . . . , X k ) on X p :
where PA s is the output of Algorithm 5.1 applied to the true CPDAG C and the intervention nodes (1, . . . , k), and θ 
High-dimensional consistency
We now consider consistency of our methods, using an asymptotic scenario where the causal DAGs and the number of variables are allowed to change with n. Thus, let G n = (V n , E n ) and n be sequences of causal DAGs and Gaussian error vectors, where V n = {1, . . . , p n } and n = ( n1 , . . . , npn ) T . Let X n := (X n1 , . . . , X npn ) T be generated from the Gaussian linear SEM characterized by (G n , n ). Moreover, assume that we have n i.i.d. observations from the multivariate Gaussian distribution of X n , for all n.
Consistency of the IDA algorithm in sparse high dimensional settings was shown under the following assumptions [19] : (A1) (Gaussianity and faithfulness) The distribution X n is Gaussian and faithful to the true underlying DAG G n for all n;
(A2) (high-dimensional setting) p n = O(n a ) for some 0 ≤ a < ∞;
(A3) (sparsity condition) Let q n = max 1≤i≤pn |ADJ i (G n )| be the maximum neighbourhood size in G n , where ADJ i (G n ) denotes the adjacency set of node i in
(A4) (bounds on partial correlations) The partial correlations ρ nij|S between X ni and X nj given {X nr |r ∈ S} satisfy the following upper and lower bounds for all n, uniformly over i, j ∈ {1, . . . , p n } and S ⊆ {1, . . . , p n } \ {i, j} such that |S| ≤ q n : 
Assumptions (A1)-(A4) are required for consistency of the PC-algorithm [15] . We note that assumption (A5) is slightly weaker than the assumption made by the authors in [19] , where for each i they took the supremum over all possible subsets of
However, (A5) is sufficient for the proof presented in [19] .
We will now show a similar consistency result for the joint-IDA estimator, based on either RRC or MCD. For simplicity, we only consider double interventions. In particular, we consider all multisets of total joint effects of X ni and X nj on X npn , defined as
for i = j ∈ {1, . . . , p n − 1}, where PA
n,s is the output of Algorithm 5.1 for intervention nodes (i, j).
Denoting the corresponding joint-IDA estimators byΘ
pn (α n ) (see Algorithm 6.1), our goal is to show that distance between Θ
pn (α n )) converges to zero in probability, uniformly over i and j, under some suitable distance measure. To this end, we define the following distance between multisets. 
For any two multisets of 2-dimensional vectors
,
We require the following modifications of assumption (A5):
(A5 * ) Let {G n1 , . . . , G nmn } be the Markov equivalence class represented by C n . Then sup i<pn,j≤pn,r≤mn
(A5 ) Let Σ nijr and Σ nijr denote the covariance matrices of U nijr := {X ni , PA i (G nr )}∪ {X nj , PA j (G nr )} ∪ {X npn } and U nijr \ {X npn } respectively. Then
where for any matrix A, λ max (A) (or λ min (A)) is the maximum (or minimum) eigenvalue of A and ||A|| = λ max (A T A) represents the spectral norm.
We then obtain the following consistency results. 
We now discuss our assumptions in more detail. Assumption (A5*) is stronger than (A5): if (A5 * ) is satisfied with v * , then (A5) is also satisfied with v * , since Var(X nj |PA i (G nr )) ≥ Var(X nj |X i , PA i (G nr )). Assumption (A5 * ) additionally ensures that θ ij (G nr ) is uniformly bounded for all n, where θ ij (G nr ) is the total effect of X ni on X nj in the DAG G nr . To see this, note that the law of total variance implies
where the last equality follows from the assumption that the distribution of X n is multivariate Gaussian, so that the conditional variance does not depend on the values of the conditioning variables and the conditional expectation is a linear function of the conditioning variables. Therefore,
Assumption (A5 ) is stronger than assumption (A5*). To see this, note that Var(X nj |PA i (G nr )) can be written as a Schur complement, since the distribution of X n is multivariate Gaussian. From the interlacing property of eigenvalues of a positive definite matrix A and the eigenvalues of the Schur complement of any principal sub-matrix of A, it then follows that Var(X nj |PA i (G nr )) ≤ λ max (Σ nijr ) and Var(X ni |PA i (G nr )) ≥ λ min (Σ nijr ) for i < p n and j ≤ p n . Hence, assumption (A5 ) with v implies assumption (A5 * ) with v . The main reason for imposing (A5 ) instead of (A5*) is that the proof of Theorem 6.2 involves covariance matrices rather than regression coefficients.
We note that (A5 ) is slightly weaker than requiring a uniformly bounded condition number λ max (Σ nijr )/λ min (Σ nijr ). The reason for having this slightly weaker assumption is that (A5 ) allows the variance of the response variable X npn to converge to zero as n → ∞, while a uniformly bounded condition number would not allow that.
Finally, we define the multi-set of possible total effects of X i on X p in a joint intervention on (X 1 , . . . , X k ) as follows:
LetΘ
ip (α) be the corresponding joint-IDA estimators using RRC and MCD, respectively. Then Definition 6.1 and Theorems 6.1 and 6.2 guarantee that certain summary measures of the estimated multisets converge in probability to the corresponding summary measures of Θ (i,j) ip , uniformly over i and j. We state this result in a corollary.
Corollary 6.1. (Consistency of summary measures) Under the assumptions of Theorem 6.1 (for RRC) or Theorem 6.2 (for MCD), there exists a sequence α n such that the following sequences converge to zero in probability:
ipn (α n ), and minabs(A) := min{|a| : a ∈ A} and aver(A) := |A| −1 a∈A a.
Simulations
We now compare the performance of the joint-IDA estimator (Algorithm 6.1), using either RRC, MCD or IPW [27] as OPIN methods in step 3 of the algorithm. We start with the DAG from Example 1. Subsequently, we will consider randomly simulated DAGs in low-dimensional settings (Section 7.1) and high-dimensional settings (Section 7.2).
Example 5. (Estimating the multiset of causal effects when the CPDAG is known)
We consider the DAG G given in Example 1, and generate n iter = 1000 samples of size n samp = 1000, letting 1 , . . . , 6 be i. and Θ
( 1,2) 26 . To this end, note that the CPDAG C that represents G is as G but with undirected edges 5 − 1 and 1 − 3. Hence, using Algorithm 5.1, the possible jointly valid parent sets of (1, 2) are
Note that for all PA ∈ PA s , θ under the assumption that the true CPDAG is known. Thus, we apply Algorithm 6.1, using the true CPDAG in step 1 of the algorithm, and using RRC, MCD and IPW in step 3 of the algorithm. We construct density plots of the estimates of the multiset Θ (1, 2) i6 , where we combine all 3 × n iter estimates to estimate the density for each of the three methods, for i = 1, 2. The plots in Figure 5 show that RRC and MCD outperform IPW, both in terms of bias and variance. RRC and MCD seem to have similar performance. 
Low-dimensional simulation
We randomly generate n iter = 1000 linear SEMs as in Section 4.2, with p = 6 vertices and expected neighborhood size ens = 3 (so that the generated DAGs are comparable with the DAG in Example 5). The edge weights are drawn independently from a Uniform[0.2, 1.2] distribution. For each t = 1, . . . , n iter , we randomly choose a pair of intervention nodes {X
). In order to standardize the data generating mechanism, we use the true correlation matrix as the covariance matrix Σ (t) to generate n samp = 1000 i.i.d. observations from N (0, Σ (t) ), t = 1, . . . , n iter .
For each t = 1, . . . , n iter , we compute the true multisets of total joint effects Θ (it,jt) itrt (C (t) ) and Θ (it,jt) jtrt (C (t) ), using the CPDAG C (t) that corresponds to G (t) and the covariance matrix Σ (t) . We aim to estimate two summary measures of these sets: the minimum absolute value (minabs) and the average (aver) (see Corollary 6.1).
We consider two scenarios: (i) the true CPDAG is known and we use the data only in step 3 of Algorithm 6.1, and (ii) the CPDAG is estimated from the data, using the order independent version of the PC-algorithm [8] with tuning parameter α = 0.01.
We compute the estimation errors for minabs(Θ (it,jt) rt (C (t) )) and aver(Θ (it,jt) rt (C (t) )) for = i t , j t and t = 1, . . . , n iter , for the joint-IDA estimator based on RRC, MCD and IPW. Figure 6 shows the densities of the estimation errors. We see that RRC and MCD perform about equally well and outperform IPW for both summary measures. The performance of IPW is closer to that of RRC and MCD when the CPDAG is estimated. This can be explained by the fact that the error coming from the estimation of the CPDAG is significant and common to all three methods. (C (t) )) (lower panel) for = i t , j t and t = 1, . . . , n iter , computed by subtracting the true value from the estimated value, when the CPDAG is known (left panel) and when the CPDAG is estimated (right panel).
Sparse high-dimensional simulation
We randomly simulate n iter = 5000 linear SEMs as in Section 7.1, with p = 1000, where we impose a special block structure of 100 connected components of size 10 with ens = 2. In each iteration, a pair of intervention nodes {X (t) it , X (t) jt } and a response variable X (t) rt are chosen as before, but we restrict them to belong to one of the 100 disconnected blocks (randomly chosen) since otherwise the total joint effect can be easily identified as zero.
We generate standardized data using the true correlation matrix as in Section 7.1, for 6 different sample sizes: n sample = 50, 100, 200, 400, 800, 1600. We estimate the CPDAG using the order independent version of the PC-algorithm with tuning parameter α = 0.01.
We compute the estimation errors for minabs(Θ (it,jt) rt (C (t) )) and aver(Θ (it,jt) rt (C (t) )) for = i t , j t and t = 1, . . . , n iter , for the joint-IDA estimators based on RRC, MCD and IPW. Figure 7 shows log-log plots of the absolute estimation bias, the variance of the error distribution, and the mean squared error (MSE), versus sample size. We again see that RRC and MCD outperform IPW. Moreover, the difference between RRC and MCD on the one hand and IPW on the other hand becomes larger as the sample size increases. (C (t) )) (lower panel) for = i t , j t and t = 1, . . . , n iter .
Application
The DREAM4 In Silico Network Challenge [20] is a competition in reverse engineering of gene regulation networks, involving five networks of size 100. We will use these to test our methods (see Appendix A.9 for details).
Since the challenge does not contain i.i.d. observational data, we use as "observational data" steady state expression levels from 100 (in silico) single-gene knockout experiments (ignoring the knockout information). The challenge also contains steady state expression levels of all genes from 20 (in silico) different double-gene knockout experiments. We will use these values to validate our methods.
For each network, we denote the (i, j)-th entry of the 100×100 observational data matrix by a ij , i.e., a ij is the steady state expression level of gene j for observation i. We denote the average expression level of gene j by a .j = ( 100 i=1 a ij )/100. Similarly, for each network, we denote the (i, j)-th entry of the 20 × 100 gold standard data matrix by b ij , i.e., b ij is the steady state expression level of gene j in the ith double gene knockout experiment, where we let (c 1 (i), c 2 (i)) denote the pair of genes that is knocked out in the ith experiment.
We compute the gold-standard total increase in the expression value of gene j due to knocking out the gene pair (c 1 (i), c 2 (i)) as
For each network, we define our target set as the top 5% of |∆ ij | values for the 20×98 triples (c 1 (i), c 2 (i), j), i = 1, . . . , 20 and j ∈ {1, . . . , 100} \ {c 1 (i), c 2 (i)}.
To estimate the total joint effects, we apply the joint-IDA estimator (Algorithm 6.1) to the observational data, using intervention nodes (c 1 (i), c 2 (i)) and node of interest j, for i = 1, . . . , 20 and j ∈ {1, . . . , 100} \ {c 1 (i), c 2 (i)}. We use the orderindependent version of the PC-algorithm with α = 0.01, and OPIN methods RRC, MCD and IPW. We denote the resulting multiset of possible total joint effects bȳ Θ (c 1 (i),c 2 (i) ) j (as in Algorithm 6.1), without specifying the OPIN method. We note that the gene expression levels of genes c 1 (i) and c 2 (i) should be zero after knocking out the gene pair (c 1 (i), c 2 (i) ). Hence, the decrease in the average gene expression levels of genes c 1 (i) and c 2 (i) due to the double knockout is given by a .c 1 (i) and a .c 2 (i) , respectively. An estimate of ∆ ij is then given bȳ
For each network, we construct ROC and Precision-Recall curves for the estimates of the target set obtained from the joint-IDA estimator based on RRC, MCD and IPW, as well as from 5 different random orderings. The plots in Figure 8 show that both RRC and MCD perform significantly better than random guessing and outperform IPW. The differences in the performances between IPW and RRC/MCD are more apparent in the Precision-Recall curves. 
Discussion
In this paper, we considered the problem of estimating the effect of multiple simultaneous interventions, based on observational data from an unknown Gaussian linear SEM, or equivalently, from an unknown Gaussian DAG model, in sparse highdimensional settings. There is previous work on estimating causal effects of single interventions from unknown Gaussian DAGs in high-dimensional settings (e.g., [19] ), as well as work on estimating the effect of multiple simultaneous interventions from observational data when the underlying causal DAG is given (e.g., [27] ), but considering the combination of these different aspects seems to be novel.
As a stepping stone to this problem, we first considered a scenario where we have partial knowledge of the underlying causal DAG, in the sense that we know only the parents of the intervention nodes (OPIN assumption). We introduced two new methods for estimating total joint effects in this setting, called RRC and MCD, and also derived their asymptotic distributions. Both methods are based on original ideas. RRC uses a clever recursive regression relation that can be used to determine the total joint effect of a multiple intervention of arbitrary cardinality from single intervention effects. MCD is based on several modified Cholesky decompositions of the covariance matrix, where the given parent information is used to re-order the variables appropriately in each Cholesky decomposition. Here we note that we do not need to use the full covariance matrix of X, but only the low-dimensional sub-matrix corresponding to the intervention nodes, their parents and the variable of interest. We showed in simulations that RRC and MCD typically outperform IPW [27] in the Gaussian setting. The general question of efficiency under the OPIN assumption is, however, widely open. It would be very interesting to determine optimally efficient estimators under the OPIN assumption in either parametric, semi-parametric or nonparametric settings.
Next, we defined a joint-IDA estimator (Algorithm 6.1) for estimating multisets of possible total joint effects from observational data from an unknown Gaussian linear SEM. The joint-IDA estimator consists of three steps: (1) estimating the CPDAG of the underlying causal DAG (the PC-algorithm), (2) extracting possible jointly valid parent sets of the intervention nodes from the CPDAG (Algorithm 5.1), and (3) an OPIN method from Section 3. This combination of methods was chosen because it scales well to large sparse graphs. In step (2) we use a semi-local algorithm that preserves multiplicity information. This algorithm can also be used in IDA for single interventions when multiplicity information is important. The use of OPIN methods in step (3) ensures that we only require semi-local information of the CPDAG around the intervention nodes, making the method unsensitive to estimation errors in the CPDAG that occur "far away" from the intervention nodes.
We derived the asymptotic distributions of the RRC and MCD estimators under the OPIN assumption. Moreover, we proved consistency of the joint-IDA estimator based on RRC or MCD in sparse high-dimensional settings. These analyses were non-trivial for the MCD estimator, due to the special nature of this algorithm.
In simulations the joint-IDA estimators based on RRC or MCD outperform the one based on IPW, where RRC might have a small advantage over MCD. MCD is more general, however, in the sense that it not only yields the total joint effect, but also the post-intervention covariance matrix. The total joint effect is one quantity that can be computed from this matrix, but other quantities may be of interest as well.
The joint-IDA estimator based on MCD can also be easily generalized to settings with so-called mechanism changes [31] , where one wants to know what happens if a node depends on (a subset of) its parents in a different way, in the sense that the edge weights in the linear SEM are changed. (Note that Pearl's do-operator can be viewed as a special case of a mechanism change, where the intervention node no longer depends on its parents at all.) For example, one may want to predict the effect of a change of policy (e.g. tax reform, labor dispute resolution) in an economic model. In biochemistry, it may be interesting to know what happens to a biochemical network (e.g. gene regulatory network, protein-protein network) if one blocks one of the two or three binding sites of some biochemical agents (e.g. gene, peptides). Activity interventions as considered in [22] can also be represented by mechanism changes. In MCD, such mechanism changes can be incorporated by simply setting the entries in the Cholesky decomposition to the negative new edge weights, rather than to zero. Mechanism changes can also be easily incorporated in IPW by modifying the weights, while there seems no straightforward modification for RRC.
We emphasize that in this paper, we assume that there are no hidden confounders. In practice, this assumption is often violated. As a possible direction for future work, one may try to relax this assumption, for example by combining a method to estimate the Markov equivalence class of the so-called maximal ancestral graphs (MAGs) (see, e.g., [29; 9; 6] ) and the generalized backdoor criterion developed in [17] .
A Appendix
A.1 IDA for a single intervention 
A.2 RRC versus Cochran's recursion relation
As noted after Theorem 3.1, the RRC formula θ = θ 1p − θ 12 θ 2p seems to resemble Cochran's recursion relation β 1p|2 = β 1p − β 12 β 2p|1 [7] . The main difference between these two formulas is that Cochran's formulas contains regression coefficients, while RRC contains causal effects (which may or may not be the same as the regression coefficients in Cochran's formula). The following example shows that the formulas can be fully identical (Figure 10a ) or fully different (Figure 10b ). Moreover, it can also happen that the left hand sides of the formulas are equal, while the quantities on the right hand side are all different (Figure 10c ). Example 6. In this example, we point out similarities and differences between the RRC formula and Cochran's recursion relation.
In Figure 10a , we have θ 1p = β 1p and θ 12 = β 12 , since PA 1 = ∅ satisfies the backdoor criterion. Moreover, θ 2p = β 2p|1 since PA 2 = {1}. Hence, θ (1,2) 1p = β 1p|2 .
In Figure 10b , we have θ (1,2) 1p = 0, but β 1p|2 is in general nonzero. Moreover, θ 1p = 0 = β 1p , θ 12 = β 12|p = β 12 and θ 2p = 0 = β 2p|1 (except for very special choices of the edge weights).
In Figure 10c , we have θ 
A.3 Proofs of Section 3
Proof of Theorem 3.1. We only consider the expression for θ (1, 2) 1p . Suppose first that X 2 is a descendant of X 1 and X p is a descendant of X 2 . Then θ 1p represents the effect of X 1 on X p along all directed paths from X 1 to X p and θ 12 θ 2p represents the effect of X 1 on X p along all directed paths that pass through X 2 . Thus correctness of the expression follows directly from the path method.
Next, suppose that X 2 is not a descendant of X 1 or X p is not a descendant of X 2 . Then θ 12 θ 2p = 0, so that θ = θ 1p . This is again correct by the path method, since there are no directed paths from X 1 to X p that pass through X 2 .
Proof of Theorem 3.2. Without loss of generality we assume that i = 1 and j = k. Thus, we need to prove that
where we denote the dependence on G explicitly. Let G be the causal weighted DAG obtained from G by deleting all edges into nodes 2, . . . , k−1. Using the path method, all quantities in (15) can be computed from directed weighted paths in G that do not pass through 2, . . . , k − 1. By construction, all such paths are identical in G and G . Hence, it is enough to prove (15) when we replace G by G .
Moreover, θ
1p (G ), since there are no paths in G that pass through nodes 2, . . . , k − 1. Hence,
where the second equality follows from Theorem 3.1 and the last equality again follows from the definition of G .
We need the following lemma to prove Theorem 3.3.
Lemma A.1. Let X be generated from a Gaussian linear SEM (G, ). Let j = i, X j / ∈ PA i and W ⊆ X \ {X i , X j } ∪ PA i . Then the regression coefficients and the expected squared error in the regression X j ∼ PA i + X i + W, do not depend on the weights of the edges into vertex i in G.
T w where β is the vector of regression coefficients. Moreover, Var[X j |W = w ] does not depend on w and is equal to the expected squared error in the regression X j ∼ W . Therefore, it is sufficient to show that the conditional distribution of X j given W does not depend on the weights of the edges into vertex i.
Recall that the joint density f (x 1 , . . . , x p ) can be factorized as p r=1 f (x r |pa r ). Since for any r = 1, . . . , p, f (x r |pa r ) depends only on those edge weights that correspond to edges into vertex r in G, f (x 1 , . . . , x p )/f (x i |pa i ) = r =i f (x r |pa r ) does not depend on the weights of the edges into vertex i in G. Moreover, distribution of PA i also does not depend on edges into vertex i. Thus f (x 1 , . . . , x p |x i , pa i ) = f (x 1 , . . . , x p )/(f (x i |pa i )f (pa i )) does not depend on the weights of the edges into vertex i. This completes the proof, since f (x j |w ) = f (x j , w|x i , pa i )/f (w|x i , pa i ).
Proof of Theorem 3.3. Since Algorithm 3.1 is an iterative procedure, it is sufficient to prove Theorem 3.3 for k = 1. Thus we will show below that Algorithm 3.1 produces Σ 1 := Cov(X ) from Σ, where X := (X 1 , . . . , X p ) is generated from (G 1 , ) . Recall that G 1 is obtained from G by deleting all edges into vertex i. Thus if PA 1 = ∅ then G = G 1 and hence Σ = Σ 1 . In this case Algorithm 3.1 also does not make any change to Σ. Thus we assume that q 1 := |PA 1 | ≥ 1.
Without loss of generality, we assume that the variables in Σ (and similarly in Σ 1 ) are ordered as X r 1 , . . . , X rp where {X r 1 , . . . , X rq 1 } = PA 1 and X r q 1 +1 = X 1 . Let Recall that by definition both L and L are lower triangular matrices with 1 s in the diagonals. For j < i, −L ij is the regression coefficients of X r j in the regression X r i ∼ X r 1 + · · · + X r i−1 (see, for example, [25] ) and similarly, −L ij is the regression coefficients of X r j in the regression X r i ∼ X r 1 + · · · + X r i−1 . Since E[X] = 0 and
follow from the fact that (X r 1 , . . . , X rq 1 ) and (X r 1 , . . . , X rq 1 ) are identically distributed since deletion of edges into vertex i would only change the distribution of its descendants of X 1 (including X 1 ). The same holds for i > q 1 +1 since the weight matrices of G and G 1 are identical except for the entries that correspond to the edges into vertex 1 and Lemma A.1 (with i = 1, j = r i and W = {X rs : s = q 1 + 2, . . . , r i − 1}) assures that the regression coefficients and the expected squared error in the regression X r i ∼ X r 1 + . . . + X r i−1 do not depend on the entries of the weight matrix that correspond to the edges into vertex 1.
Finally, for i = q 1 , X r i = X 1 = 1 and hence is independent of (X r 1 , . . . , X r i−1 ). Thus the (q 1 + 1)-th row of L is indeed equal to e T q 1 +1 and D ii = E[ 2 1 ]. On the other hand, we have,
Proof of Theorem 3.4. Let Σ = Cov(X) and Σ U = Cov(U). Let Σ (k) and (Σ U ) (k) be the output of Algorithm 3.1 applied to Σ and Σ U respectively. Then it is sufficient to show that ( (6) ) and Theorem 3.4 shows that Σ (k) = Σ k . Now since Algorithm 3.1 is an iterative procedure, it is sufficient to prove (Σ U ) (1) = (Σ (1) ) U . Without loss of generality, assume that the first block of rows of Σ (and Σ (1) ) correspond to U. Let (L U , D U ) be the unique generalized Cholesky decomposition of Σ U . Then (Σ U ) (1) = (Σ (1) ) U follows from the fact the L U and D U are identical to the principal sub-matrices (that correspond to U) of the lower triangular matrix L and the diagonal matrix D of the Cholesky decomposition of Σ.
Proof of Theorem 3.5. If X p ∈ PA 1 thenθ 1p =θ 1p = 0. Also note that the result trivially holds if PA 1 = ∅. Thus we assume PA 1 = {X r 1 , . . . , X rq 1 } = ∅ and X p / ∈ PA 1 . LetΣ be the sample covariance matrix of U = (X r 1 , . . . , X rq 1 , X 1 , X p ) T and letΣ (1) be the output of the Algorithm 3.1 applied toΣ. Let (L, D) be the Cholesky decomposition ofΣ and letL be the modification of L produced by Algorithm 3.1 and thusLΣ (1)LT = D.
Let G * andG be the DAGs with weight matrices B * = I − L andB = I −L respectively and the identical vertex set V * = {r 1 , . . . , r q 1 , 1, p}. Let Y andỸ be generated from the linear SEMs (G * , * ) and (G, * ) respectively, where Cov( * ) = D. Thus Cov(Y * ) =Σ and Cov(Ỹ) =Σ (1) . On the other hand, since G * andG are identical except for the edges into vertex 1, θ 1p (G * ) = θ 1p (G). This completes the proof sinceθ 1p = θ 1p (G * ) andθ 1p = θ 1p (G).
A.4 An illustration of the MCD algorithm
Example 7. We reconsider Example 1, where we assume that X = (X 1 , . . . , X 6 ) is generated from the linear SEM characterized by (G, ) with G given in Figure 1 
We now assume that we are not given G or B, but we are only given Σ and the parent sets of X 1 and X 2 , namely PA 1 = {5} and PA 2 = {3, 4}. We will compute the total joint effect of (X 1 , X 2 ) on X 6 using the MCD algorithm. Note that U := {X 1 , X 2 , X 6 } ∪ PA 1 ∪ PA 2 = X, and hence Cov(U) = Σ.
We follow the steps of the MCD oracle algorithm. First, we re-order the variables in Σ (0) = Σ as (PA 1 , X 1 , U \ (PA 1 ∪ {X 1 })). For example, we can choose the ordering (X 5 , X 1 , X 2 , X 3 , X 4 , X 6 ). Next, we obtain the Cholesky decomposition 
1.00 0.00 0.00 0.00 0.00 0.00 X 1 −0.20 1.00 0.00 0.00 0.00 0.00 X 2 −0.35 −1.25
1.00 0.00 0.00 0.00 X 3 0.16 −0.54 −0.44 1.00 0.00 0.00 X 4 −0.56 −0.24 −0.40 −0.40 1.00 0.00
0.00 0.00 −0.40 −0.90 0.00 1.00
Note that the second row of L (0) , i.e., the row corresponding to X 1 , is identical to (−B 51 , 1, 0, 0, 0, 0). Next, we replace the second row of L (0) by (0, 1, 0, 0, 0, 0) to obtain L (1) and 
We then re-order the variables in Σ (1) as (PA 2 , X 2 , U \ (PA 2 ∪ {X 2 })). For example, we can choose (X 3 , X 4 , X 2 , X 1 , X 5 , X 6 ). We then repeat the procedure of computing the Cholesky decomposition (L (1,2) ) −T . After re-ordering the variables in Σ (1, 2) as (X 1 , . . . , X 6 ) we obtain
X 1 1.00 0.00 1.10 1.18 0.00 0.99 
This is the covariance matrix of X after intervening on X 1 and X 2 . Finally, we compute the total joint effect of (X 1 , X 2 ) on X 6 from Σ (1,2) :
The result is identical to the result of the path method in Example 1.
∂vech(Σ) . Since vech(P Σ (1) P T ) = Π vech(Σ (1) ) and vech(PΣ
Finally, Σ (1, 2) can be expressed in terms of P Σ (1) P T , so that the final result follows from one more application of the multivariate delta-method.
Our next goal is to derive a more explicit expression for
∂vech(Σ) . An expression for Λ (1, 2) can be derived analogously, and together these expressions can be used to compute the asymptotic variance of the MCD estimator for a given simulation setting. These results were used in Section 4.2.
We first write Σ (1) as an explicit function of Σ in Proposition A.2. (We will also use this proposition in Section 6 to establish high-dimensional consistency of the MCD estimator when the parent sets are unknown.)
Similar computations as before lead to Σ pa 1 pa 1 = L −1
This completes the proof of (17), since
Finally, one can check that Q (1) Σ equals the right hand side of (16) .
We now continue our derivation of Λ (1) . Note that PA 1 = ∅ implies Σ (1) = Σ and Λ (1) is the identity matrix in this case. Hence, we assume
Note that the j-th column of Λ (1) can be written as
where 1 ≤ s ≤ r ≤ q are unique numbers such that for any q × q symmetric matrix A, A rs = vech(A) j . We therefore only derive an expression for the derivative of Σ (1) with respect to Σ rs :
where we define E rs to be a symmetric matrix of appropriate dimensions with E rs ij = 0, if (i, j) / ∈ {(r, s), (s, r)} and E rs rs = E rs sr = 1. Next, we derive an expression for ∂Q (1) ∂Σrs . The definition of Q (1) implies
For any symmetric matrix A, we have
otherwise.
Finally,
where, for s, r ≤ q 1 + 1,
A. 6 Proof of Theorem 5.1
Proof of Theorem 5.1. Let C 1 , . . . , C r denote the connected components of C undir , where they are ordered such that C 1 , . . . , C s contain at least one intervention node, and C s+1 , . . . , C r contain no intervention nodes (1 ≤ s ≤ r). Recall that no orientation of edges not oriented in C can create a directed cycle or a new v-structure that includes at least one edge that was oriented in C (see the proof of Theorem 4 in [21] ). Therefore, each C i , i = 1, . . . , r, must be a CPDAG and can be oriented independently of the other undirected connected components. Let m i denote the number of DAGs in the Markov equivalence class represented by C i . Now since each element of the multiset PA s corresponds to an orientation of edges in C 1 , . . . , C s , each element of the multiset PA s is repeated r i=s+1 m i times (which is the total number of valid orientations of C s+1 , . . . , C r ) in the multiset PA all .
A.7 Proof of Theorem 6.1 Lemma A.2 below was used to prove asymptotic consistency of IDA for single interventions in high-dimensional settings. Our approach to proving Theorem 6.1 is similar, but we use Lemma A.3, which follows from Lemma A.2. ≤ C 1 δ exp −C 2 δ 2 (n − q n − 1) + 2 exp (−C 3 (n/2 − q n − 1)) , n ≥ N, whereθ ipn (G nr ) is the adjusted regression estimator (see Section 3.3) of the total effect of X ni on X npn assuming that the PA i (G nr ) is the true parent set of X ni , N is a constant depending on q n (see assumption (A3)), C 1 , C 2 > 0 are constants depending on v (see assumption (A5)), and C 3 > 0 is an absolute constant. where N > 0 is a constant depending on q n , C * 1 , C * 2 > 0 are constants depending on v * (see assumption (A5 * )), and C 3 > 0 is an absolute constant.
Proof. If X npn ∈ PA i (G nr ), then by definitionθ
ipn (G nr ) = 0. Otherwise, Theorem 3.1 and Definition 3.1 imply that we can bound the difference between the total joint effect and the estimated total joint effect in terms of the single intervention effects and the corresponding estimates:
The second term on the right hand side can be decomposed by applying the standard inequality |Â nBn − A n B n | ≤ |Â n − A n ||B n − B n | + |A n ||Â n − A n | + |B n ||B n − B n | witĥ A n =θ ij (G nr ), A n = θ ij (G nr ),B n =θ jpn (G nr ) and B n = θ jpn (G nr ). We complete the proof by showing that θ ij (G nr ) and θ jpn (G nr ) are bounded, so that the result follows from Lemma A.2.
If X nj ∈ PA i (G nr ), then θ ij (G nr ) is zero. Otherwise, θ ij (G nr ) equals the regression coefficient of X ni in the regression X nj ∼ X ni + PA i (G nr ), denoted as β ij|PA i (G nr ). Note that β
Hence, θ 2 ij (G nr ) and θ 2 jpn (G nr ) are bounded by v * , where v * is as in (A5 * ).
The proof of Theorem 6.1 now follows analogously to the proof of Theorem 5.1 of [19] , using Lemma A.3 instead of Lemma A.2. We present it for completeness.
Proof of Theorem 6.1. By consistency of the PC-algorithm, there is a sequence α n such that P(A n ) → 1 for A n = {Ĉ(α n ) = C n }. Hence, it is sufficient to show that where {G n1 , . . . , G nmn } is the Markov equivalence class of C n , and the last equality follows from the fact that PA (i,j) n,s set = {PA {i,j} (G nr ) : r ≤ m n }. This completes the proof since Lemma A.3 and assumptions (A2) and (A3) ensure that the last expression converges to zero as n → ∞.
A.8 Proof of Theorem 6.2
Proof of Theorem 6.2. In Lemma A.4 we will show that for any δ > 0 and γ ∈ (0, 1), there exists a constant C 1 ≥ 1 such that for sufficiently large n, where C 1 is a constant depending on γ and b is given in assumption (A3).
Proof. It is sufficient to prove that for any i, j < p n , i = j and any r ≤ m n , P(|θ
where the constants C 1 and N do not depend on the choice of i, j and r. Thus, we fix i, j and r and for notational convenience we denote the covariance matrix of U nijr := {X ni , X nj , X npn } ∪ PA i (G nr ) ∪ PA j (G nr ) and U nijr (G nr ) \ {X npn } by Σ and Σ respectively. LetΣ denote the sample covariance matrix that corresponds to Σ. Let Σ (i,j) andΣ (i,j) be the output of Algorithm 3.1 applied to Σ andΣ with intervention variables (X ni , X nj ). We write Σ −1 and Σ (i,j)−1 to denote (Σ ) −1 and (Σ (i,j) ) −1 . 
For any γ ∈ (0, 1), (25) assures that there exists N > 0 depending on δ and v , such that the first term of (26) is bounded by 2 exp(−C 2 n γ ) for all n ≥ N 1/b(1−γ) . We complete the proof by showing the same for the second term of (26) .
Let B := {||Σ − Σ|| ≤ 1/(2K 3 ||Σ −1 ||)}, where K 3 = max(K 1 M 1 , 1). Then B ⊆ B since K 3 > 1 and hence B ⊆ B i , since Lemma A.5 implies that on the set B
Thus P((B ∩ B i ) C ) ≤ P(B c ) and putting 1/δ = 2K 3 ||Σ −1 || ||Σ|| in (25) gives, for n b(1−γ) ≥ N , P(B C ) = P(||Σ − Σ|| > 1/(2K 3 ||Σ −1 ||)) ≤ 2 exp(−C 2 n γ ),
where N is a constant depending on v .
A.9 DREAM4 datasets
As observational data we use the files *knockouts.tsv, containing the steady state expression levels of all genes for single-gene knockout experiments (where we ignore the knockout information). For each network, we denote the (i, j)-th entry of the 100 × 100 observational data matrix by a ij , i.e., a ij is the steady state expression level of gene j when gene i is knocked out (in silico). However, as noted before, we do not use the knockout information. Thus, we simply consider a ij to be the expression level of gene j in observation i.
As validation data we use the files *dualknockouts.tsv, containing the (gold standard) steady state expression levels of all genes for 20 different double-gene knockout experiments.
