This study aimed to shed light on the long debate over whether conformational selection (CS) or induced fit (IF) is the governing mechanism for protein-ligand binding. The main difference between the two scenarios is whether the conformational transition of the protein from the unbound form to the bound form occurs before or after encountering the ligand. Here we introduce the IF fraction (i.e., the fraction of binding events achieved via IF), to quantify the binding mechanism. Using simulations of a model protein-ligand system, we demonstrate that both the rate of the conformational transition and the concentration of ligand molecules can affect the IF fraction. CS dominates at slow conformational transition and low ligand concentration. An increase in either quantity results in a higher IF fraction. Despite the many-body nature of the system and the involvement of multiple, disparate types of dynamics (i.e., ligand diffusion, protein conformational transition, and binding reaction), the overall binding kinetics over wide ranges of parameters can be fit to a single exponential, with the apparent rate constant exhibiting a linear dependence on ligand concentration. The present study may guide future kinetics experiments and dynamics simulations in determining the IF fraction.
T he binding of proteins to small molecules (i.e., ligands) is central to many essential biological functions, including enzyme catalysis, receptor activation, and drug action. Generally, significant differences in protein conformation exist between the unbound and bound states, as exemplified by hemoglobin upon binding oxygen (1) (2) (3) (4) and HIV-1 protease upon binding a substrate or a drug molecule (5) . In the latter as well as some other cases (6) (7) (8) (9) (10) , loops and other groups collapse around the bound ligand, leading to a closed binding pocket. The conformational redistribution and dynamics of the protein molecule exhibited during the binding process can potentially play a critical role in determining the magnitude of the rate constant as well as the mechanism of ligand binding (11, 12) . Two mechanistic models have emerged as archetypes. In the induced-fit (IF) model, one assumes that, owing to interactions with the incoming ligand, the protein transitions from an "inactive" conformation to an "active" conformation (13) . In the conformational-selection (CS) model, one assumes that the protein can preexist in the active conformation with a low probability, and it is when the protein is in this conformation that the ligand comes into contact, leading to productive binding (14) . Both models have garnered defenders and detractors (15) (16) (17) (18) (19) . This study aimed to shed light on the long debate over whether CS or IF is the governing mechanism for protein-ligand binding.
It has been suggested that observation of the active conformation without the ligand, akin to constitutive activity of receptors, is direct evidence of CS (17, 19) . However, detractors of CS have noted that, at least for cases with a closed binding pocket in the active conformation, direct binding to the latter conformation cannot proceed (9, 15) . In some cases, a partially closed conformation has been observed by a sensitive probe such as paramagnetic relaxation enhancement (20) or in molecular dynamics simulations. Accordingly, a revised model known as extended CS has been put forward (21) (22) (23) (24) (25) (26) (27) (28) , whereby the ligand binds to the partially closed conformation and then the proteinligand system evolves to the bound state with the closed binding pocket. Although the divide between CS and IF is somewhat blurred by extended CS, strictly speaking the latter is an IF model, in the sense that the ligand binds to an inactive conformation (i.e., the partially closed conformation) before the protein adopts the final active conformation with the closed binding pocket. Indeed, a strict CS mechanism is not possible for a protein whose active conformation features a closed binding pocket. In any event, mere observation of the active conformation in the unbound state cannot be taken as proof of the CS mechanism. According to the Boltzmann distribution, every conformation, including the active conformation, has a certain equilibrium probability. Whether the active conformation can be observed depends on the magnitude of its equilibrium probability as well as the sensitivity of the probe. The binding mechanism should not change just because the probe has become more sensitive.
It thus seems that neither CS nor IF should be the sole dominant mechanism governing protein-ligand binding. What, then, are the determinants of binding mechanism? Hammes et al. (29) and Daniels et al. (30) have suggested that an increase in ligand concentration can shift the binding mechanism from CS to IF, because a higher ligand concentration would make binding more likely. The assumption is that that would increase the chance for the binding to occur before the conformational transition, but one cannot be certain without additional information about the dynamics and interactions of the protein and ligand molecules. Others have suggested that the timescale of the protein conformational transition, relative to the timescale of the ligand diffusional approach to the binding pocket, controls the binding mechanism (12) , but the effect of ligand concentration was not studied.
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To unequivocally determine the binding mechanism, one has to follow the protein-ligand relative translation and the protein internal motion, from the unbound state until two reactant molecules form the bound product. This process involves disparate types of dynamics, including ligand diffusion, protein conformational transition, and the final binding reaction. As the simplest model, protein conformational transition has been treated as gating, that is, the transitions between two conformational states are approximated as rate processes (31) (32) (33) . The transition rates were initially assumed to be unaffected by protein-ligand interactions. More recently it was recognized that protein-ligand interactions necessarily influence the conformational transition rates and such influence is an essential ingredient of molecular recognition (12, 34, 35) . Accordingly, the transition rates were assigned different values depending on whether the ligand is inside or outside the binding pocket, resulting in the dualtransition-rates model.
Here we studied the binding mechanism and kinetics of a system consisting of a concentration of ligand molecules surrounding a protein molecule whose conformational dynamics follows the dual-transition-rates model (Fig. 1A) . From dynamics simulations, we calculate the IF fraction (i.e., the fraction of binding events achieved via IF) and show that the binding mechanism is shifted by both the rate of protein conformational transition and the concentration of ligand molecules. CS dominates at slow conformational transition and low ligand concentration. With the increase of either quantity, the binding mechanism shifts from CS to IF. The overall binding kinetics over wide ranges of parameters can be fit to a single exponential, with the apparent binding rate constant exhibiting a linear dependence on ligand concentration. The concentration dependence of the binding kinetics thus yields little information on the binding mechanism, but kinetics experiments and dynamics simulations can be designed to determine the IF fraction.
Results and Discussion
The Protein-Ligand System. Our model system, illustrated in Fig.  1A , has the essential ingredients of ligand-binding proteins that undergo conformational transitions. Its simplicity allowed us to comprehensively explore the determinants of binding mechanism. The protein is modeled as an immobile sphere (radius R) with a thin-shell binding pocket (inner and outer radii R and R 1 = 1.1R) that fluctuates between an inactive and active state. The ligand molecules, totaling N and each treated as a point-like particle, are confined between the protein surface (at radial distance r = R) and an outer wall (at r = R w = 11R), mimicking the typical experimental condition with ligand excess. The resulting ligand concentration is C = N=½4πðR 3 w − R 3 Þ=3. The basic setup of the system is similar to one in a previous study (33) , but with the key difference that the transition rates between the inactive and active conformations depend on the positions of the ligand molecules, as further described below.
Each ligand molecule undergoes diffusion (with diffusion constant D) and interacts with the protein, giving rise to an interaction energy U s ðrÞ, where s = a or i for the active or inactive state and r denotes the position of the ligand molecule. U i ðrÞ is assumed to be uniformly 0, whereas U a ðrÞ is assumed to switch smoothly but sharply from 0 when r > R 1 to U 0 when R < r < R 1 :
The parameter L (set to 0.005R) measures the sharpness of the switch. We will refer to a ligand molecule with R < r < R 1 as loosely bound. The ligand molecules do not have direct interactions with each other. Hereafter length and time will be reported in units of R and R 2 /D, respectively. As already pointed out, we model the transitions of the protein between the inactive and active conformations as rate processes, with transition rates ω + and ω -:
We use ω ∞± to denote the values of the transition rates when all of the ligand molecules are far away from the protein. In that situation, the equilibrium constant between the active and inactive conformations is ω ∞+ /ω ∞-. When the ligand molecules are at positions fr i g, the new equilibrium constant, given by the ratio of the transition rates, should satisfy the following detailed-balance relation:
where β is the inverse of the product of the Boltzmann constant and the absolute temperature. This generalizes a similar relation when only a single ligand molecule is present (12, 34) . For simplicity, we set ω − ðfr i gÞ = ω ∞− . Correspondingly, the inactive-to-active transition rate carries all of the influence of the protein-ligand interactions. We chose ω ∞+ /ω ∞-= 0.1 and exp(-βU 0 ) = 100, such that the equilibrium constant favors the inactive conformation when all of the ligands are far away but favors the active conformation when a ligand molecule is loosely bound. Such a shift in the more stable conformation from the inactive to the active is typical of ligand-binding proteins.
When the protein molecule is in the active conformation, a loosely bound ligand molecule has a chance to react with the protein to form the final complex. We model this last step also as a rate process (with rate constant γ), as done previously (33, 36, 37) . We chose γ = 10; for a single protein-ligand pair with such a parameter value the binding process can be described as largely diffusion-controlled (as opposed to reaction-controlled) (34) . Overall the binding process involves three different types of dynamics: ligand diffusion, protein conformational transition, and the final binding reaction. Even though the ligand molecules do not directly interact with each other, they experience any conformational transition of the protein at the same time. The latter event introduces coupling between the ligand molecules (33), and as a result our protein-ligand system is many-body in nature. We carried out dynamics simulations of the system for ω -from 2 × 10 −3 to 2 × 10 2 and for N from 5 to 100. In real units, the corresponding half-lives of the active conformation would be roughly 0.01 ms to 0.1 ns, and the corresponding ligand concentrations would be 0.2-4 mM. Each simulation was followed until either a binding reaction or a cutoff time. In the former case the time of its occurrence and whether it occurred via CS or IF were recorded.
Both Protein Dynamics and Ligand Concentration Can Shift the Binding
Mechanism. We use a strict definition of CS in this study (Fig. 1B,  Upper) . That is, a binding event is classified as CS only if no ligand molecule was inside the binding pocket when the protein transitioned to the active conformation for the last time (at t c ) before reaction (at t r ). The binding reaction would have to be between the protein and a ligand molecule that entered the binding pocket at some time (t e ) between t c and t r . Before t c , the protein could have made multiple transitions between the inactive and active conformations; between t c and t e , one or more ligand molecules could have entered and left the binding pocket.
The alternative is that a ligand molecule first entered the binding pocket and the protein then made the last transition to the active conformation (Fig. 1B, Lower) . The subsequent binding event is classified as IF. Between t c and t r , the loosely bound ligand molecule could have left and reentered the binding pocket, or could even be replaced by another ligand molecule. Irrespective of these nuances, the fact remains that the final conformational transition was caused by a loosely bound ligand molecule (thereby preparing the protein for the binding reaction), and hence an IF classification is appropriate.
From simulations for the transition rate ω -from 2 × 10 −3 to 2 × As N increases, the IF fraction increases rapidly at the lowest ω -and less so at intermediate ω -, and shows little variation at ω -≥ 1. Correspondingly, the shift from CS to IF upon increasing ω -becomes more and more gradual.
We were able to fit the dependence of Φ IF on ω -to the following function:
where ω tr would be the midpoint of the shift from CS to IF if ν = 1, m directly controls the sharpness of the shift, and a ν that is less than 1 serves to raise Φ IF at ω -<< ω tr and thus make the transition to IF less gradual ( Fig. 2A, curves) . All of the three parameters have strong dependences on N and can be fit to a power law ( Fig.  2A, Inset) . Applying the latter fits in Eq. 1, we can plot the dependence of Φ IF on ω -and N as a two-dimensional surface (Fig.  2B ). This surface shows that CS dominates only when both the transition rate and the ligand concentration are small. The IF A B fraction increases when either the transition rate or the ligand concentration increases. The effects of transition rate and ligand concentration on the shifting binding mechanism can be easily understood from our model. As described above, for a binding reaction to be CS, two requirements have to be satisfied. The protein must first transition to the active conformation while free of any ligand molecule and then stay in the active conformation until a ligand molecule enters the binding pocket and completes the binding reaction. At a low ligand concentration, the protein is free of any ligand molecule for most of the time, including some occasions when the protein transitions to the active conformation, thus allowing the first requirement of CS to be satisfied. If after such an occasion a ligand molecule enters the binding pocket and conformational transition is slow, then a binding reaction will occur before the protein has a chance to make another transition, thus satisfying the second requirement of CS.
An increase in ligand concentration makes it more likely to violate the first requirement of CS, whereas an increase in transition rate makes it more likely to violate the second requirement. Either way, the binding mechanism will shift toward IF, as further explained next. At a high ligand concentration, a ligand molecule will be inside the binding pocket most of the time, including occasions when the protein makes an inactive-to-active transition. After such an apparently ligand-induced transition, a low transition rate will likely keep the protein in the active conformation until the binding reaction. However, regardless of the level of ligand concentration, after a ligand molecule enters the binding pocket, a high transition rate will produce many transitions between the inactive and active conformations before the ligand molecule escapes. If one such inactive-to-active transition is followed by a binding reaction, then IF is again the binding mechanism.
Binding Kinetics Can Be Fit to a Single Exponential. The ligand binding kinetics can be monitored by the probability, P(t), of product formation, which equals the fraction of reacted simulations at time t and was calculated from the recorded lifetimes. For each ω − and each N in the aforementioned ranges, P(t) can be well fit to a single exponential:
where P 0 is the nominal initial value of P(t) and k app is the apparent rate constant for protein-ligand binding. In Fig. 3 we display the P(t) data and their fits for a range of ω -and N = 5 and 40. The correct initial value of P(t) for our system is 0. The fitting values of P 0 are overall very close to 0 but rise to ∼0.1 at the lowest transition rate (i.e., ω -= 2 × 10
) or the highest concentrations (N = 40 and 100). The deviation of P 0 from 0 indicates a small-amplitude fast phase, which would be within the dead time of typical experimental measurements.
The k app values are displayed in Fig. 4A as functions of N for different ω -. The dependence on N is close to being linear, as if the binding process obeys ordinary bimolecular reaction kinetics. This is despite the disparate types of dynamics involved and the many-body nature of the system. At fixed N, k app increases with increasing ω - (Fig. 4B ). Therefore, speeding up conformational transition always accelerates ligand binding. The dependence of k app on ω -can be fit to the following function:
where k ∞ is the maximal k app achieved when conformational transition is infinitely fast, ω hf is the value of ω -at which k app is half maximal, and n measures the sharpness of the rise of k app as ω -increases. In line with the linear dependence of k app on N (Fig.  4A) , k ∞ exhibits a nearly linear dependence on N, whereas ω hf and n are nearly constant, around 0.9 and 0.8, respectively. With the conformational transition rate spanning five orders of magnitude (ω -from 2 × 10 −3 to 2 × 10 2 ), only two orders of magnitude variation is found for k app (Fig. 4B) . The much narrower range of k app accentuates the fact that conformational transition is but one of the three types of dynamics involved in the ligand-binding process.
It is interesting to note that the conditions under which IF prevails (i.e., high ligand concentration or high transition rate) are also the ones under which k app , the apparent rate constant for protein-ligand binding, is higher.
Comparison with a Four-State Model. In many studies (15, 18, 19, 29, 38) , a kinetic scheme involving four states has been used to model the binding kinetics:
where we have assigned ω ∞± to the rate constants for the conformational transitions of the unbound protein and ω ± to the counterparts when a ligand molecule is loosely bound. We further equate both the binding rate constants k i+ and k a+ to the Smoluchowski rate constant 4πDR 1 and obtain the unbinding rate constants using the equilibrium constants k i+ =k i− = 4πðR 3 1 − R 3 Þ=3 and k a+ =k a− = 4πðR 3 1 − R 3 Þexpð−βU 0 Þ=3. In our model, the product is formed from P a · L with rate constant γ, but for the parameters studied this step can be approximated as very fast.
A B To go from P ∞i to P a · L, there are two pathways. The CS pathway has P ∞a as the intermediate, whereas the IF pathway has P i · L as the intermediate. By making the steady-state approximation for P ∞a and P i · L, we obtain the apparent rate constant for protein-ligand binding:
It can be easily seen that the first term comes from the reactive flux along the CS pathway, whereas the second term is the counterpart along the IF pathway. The IF fraction can thus be obtained as
In Fig. 5 we compare the k app and Φ IF predictions of the kinetic scheme with our simulation results. k app is well predicted, except for the highest ligand concentration along with the lowest transition rate.* However, Φ IF is only semiquantitatively predicted. The plateauing at both the low and high ω -ends seems to be overly abrupt.
Concluding Remarks
Mechanisms of protein-ligand binding have long generated interest in wide circles, including enzyme catalysis, receptor function, and drug design. We have presented a comprehensive study on the binding mechanism and kinetics of a model protein-ligand system. Our results reconcile some of the conflicting views. In particular, the rate of protein conformational transition has been emphasized by some (12) as an intrinsic factor for dictating the binding mechanism, whereas the concentration of ligand molecules has been emphasized by others (29, 30) as an extrinsic factor. We show here that both factors can shift the binding mechanism between CS and IF and propose to use the IF fraction (i.e., the fraction of binding events achieved via IF) to quantify the binding mechanism. CS dominates (i.e., IF fraction is low) only when both conformational transition is slow and ligand concentration is low. With the increase of either conformational transition rate or ligand concentration the binding mechanism shifts to IF (i.e., toward high IF fraction).
Whereas it is very easy to change ligand concentrations, it may also be possible to perturb conformational transition rates by mutations. If conformations are separated by an energy barrier, mutations targeting the barrier are expected to directly affect the transition rates (while perhaps minimally affecting the conformational equilibrium). Examples include mutations in the hinge region of a protein that undergoes domain opening/closure (38) (39) (40) . It will be interesting to test whether such mutations can produce a shift in binding mechanism.
Despite the many-body nature of the system and the involvement of multiple types of dynamics, and in contrast to the shifting binding mechanism, the binding kinetics is surprisingly simple. The timedependent probability of product formation over wide ranges of model parameters can be fit to a single-exponential, and the apparent rate constant for protein-ligand binding has a linear dependence on ligand concentration. The concentration dependence of the binding kinetics thus provides little information on the binding mechanism of our system, even though such data have been suggested as a means for mechanism determination (19, 38) .
However, we have found an apparent correlation between k app and Φ IF (i.e., higher k app corresponds to higher Φ IF , and vice versa). The correlation comes about because the same factors control both k app and Φ IF . The increase (decrease) of either conformational transition rate or ligand concentration leads to the increase (decrease) of both k app and Φ IF .
Our study does not support the idea (17, 19, 41) that sampling of the active conformation in the unbound state is evidence for CS. This finding in part reflects the strict definition of CS adopted here, which involves only the final inactive-to-active transition before the binding reaction (Fig. 1B, Upper) . The mechanism is CS if this transition occurs when no ligand molecule is inside the binding pocket. Sampling of the active conformation in the unbound state is a necessary condition for CS but does not guarantee it. In fact, if the protein rapidly transitions between the inactive and active conformations (when the energy barrier separating them is low) in the unbound state, it may do so also while a ligand molecule is loosely bound. The latter situation, as our study indicates, will push the mechanism toward IF. Fundamentally, binding mechanism is dictated by the interplay of the various types of dynamics involved in the binding process, rather than by equilibrium properties alone.
The kind of dynamics simulations with a concentration of ligand molecules will be difficult to perform beyond the model system studied here. It is thus very helpful that the often-invoked four-state kinetic scheme is not bad for modeling the binding process. It makes good predictions for the apparent rate constant for proteinligand binding and at least semiquantitative predictions even for the IF fraction.
† The problem is then reduced to the determination of six elemental rate constants. Experimentally, single-molecule A B *With a high ligand concentration and a low transition rate, there is some chance for more than one ligand molecule to be loosely bound. By allowing for at most one ligand molecule to be loosely bound (via moving the reflecting boundary from R to R1 when one ligand molecule is loosely bound), k app is slightly reduced and is in better agreement with the prediction of the kinetic scheme. The restriction to single occupancy also slightly lowers the IF fraction (8% at N = 100 and ω -= 0.1). † A simple application of the kinetic scheme is to predict how the strength of the interaction energy (i.e., jU0j) affects kapp and ΦIF. An increase in exp(-βU0) will lead to an increase in ω + and correspondingly an increase in the reactive flux along the IF pathway (without affecting the CS pathway; see Eq. 4). As a result, both kapp and ΦIF would increase. This prediction was confirmed by simulations.
fluorescence resonance energy transfer measurements are now making such determination possible (38) , and NMR spectroscopy is capable of determining at least the four conformational transition rates (10) . It is also possible to compute these intra-and intermolecular rate constants by dynamics simulations. The resulting IF fraction will provide a full picture of the binding mechanism.
Computational Methods
The Simulations. Three different events were simulated: ligand diffusion, protein conformational transition, and binding reaction. Ligand positions were updated according to the Ermak-McCammon algorithm (42) :
where r 0 is the old position, r is the new position after the timestep Δt (set to 5 × 10 −6 ), F 0 is the force calculated from the interaction potential U s ðrÞ, and ℜ is a Gaussian random vector with zero mean and unit variance. Both the protein surface and the outer wall were treated as reflecting, with any new attempted position across a boundary placed back to the old position (36) .
Both the transitions between conformations and the binding reaction were modeled as rate processes and implemented in similar ways. If the rate constant of a rate process has values ω 0 and ω, respectively, before and after the ligand position update, then the chance for the reaction to occur in the present timestep is 1 − exp½ − ðω 0 + ωÞΔt=2. The latter quantity was compared with a random number uniformly distributed between 0 and 1 to determine whether the reaction indeed took place. Any loosely bound ligand molecule could react with the protein. In the unlikely event (for the low ligand concentrations studied here) that more than one ligand molecule was loosely bound, they each could independently react with the protein.
Determination of Binding Mechanism. To determine whether a binding reaction event was preceded by the CS or IF mechanism, we tracked the trajectories of the protein conformation and the ligand positions. For each set of model parameters, the simulations were repeated 5,000 times with different random number seeds. Initiallytheproteinwasassignedtotheinactiveandactiveconformationsaccording to their equilibrium probabilities [ω ∞− =ðω ∞+ + ω ∞− Þ and ω ∞+ =ðω ∞+ + ω ∞− Þ, respectively] in the unbound state, and the ligand molecules were uniformly distributed outside the binding pocket.
For a binding event to be counted as CS, the protein would have to make an inactive-to-active transition while all of the ligand molecules were outside the binding pocket and stay in the active conformation until a ligand molecule loosely binds to and react with the protein. Any binding event not counted as CS was counted as IF. Each simulation was followed until either a binding reaction occurred or the time reached a preset cutoff time (t cut ), which was 10 3 for all but the lowest ω -(i.e., 2 × 10 −3 ) and 10 4 in the latter case. The binding reaction was assumed to be irreversible. Among the simulations that were terminated by binding reactions, the IF fraction was calculated. Alternatively, the growth of the IF count over time was fit to a single exponential similar to Eq. 2, and the extrapolated value at infinite time divided by the total number of simulations was taken as the final Φ IF . These methods yielded results that differ by less than 2%.
Monitoring of Binding Kinetics. To monitor the binding kinetics of the proteinligand system, the lifetimes of the simulations were recorded. From these lifetimes, the probability of product formation (i.e., the fraction of reacted simulations) at times up to t cut was calculated.
