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SECTION A
QUESTION 1
(a) [6]The operating system can be discussed in terms of the following components:
• One or more Processors
• Main Memory
• Disks
• Various IO Devices
Provide a short sentence for each of the above components in terms of how the Operating
System manages them and then provide a single short definition of the Operating System
that covers all of the above devices.
(b) [2]Sharing resources in Time or Space is an important aspect of the Operating System’s
operation. Provide a short discussion of the types of components that would be likely to
be shared in Time or Space.
(c) [2]Systems calls play an important role in the Operating System. Provide an example of a
system call and why such a call must be implemented on a system level.
(d) [5]Compare and contrast Microkernels, Monolithic, and Layered Kernels. In terms of
system services and inter-kernel communication.
[15]
QUESTION 2
(a) [1]What is mutual exclusion and why is it important?
(b) [2]Threads can have their own local variables and their own scope. Discuss how this is
achieved taking into account the lightweight nature of threads.
(c) [3]Discuss how the use of locking variables differs from the use of a binary semaphore.
(d) [5]Priority scheduling with multiple queues and Round-Robin Scheduling are both types of
process scheduling algorithms. However, these two different algorithms can be used to-
gether to form a single process scheduler. Provide a discussion on each of these algorithms
and how this could be possible.
(e) [4]Scheduling threads is very similar to scheduling processes. However there are a number of
key differences, discuss the differences between thread and process scheduling taking into
account the nature of threads and processes.
[15]
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QUESTION 3
(a) [5]Memory abstraction is an important component for memory management. Provide a dis-
cussion and explain all the components of memory abstraction and why is it important.
(b) [2]Explain how swapping relates to the process of memory management.
(c) [3]Explain what the Optimal Page Replacement algorithm is, and what it is used for.
(d) [5]The effective use of page replacement algorithms is important to ensure that page replace-
ment is efficient. Provide a brief discussion on Second Chance Page Replacement and
Not Frequently Used Page Replacement and how each of these algorithms contributes
to the efficiency of the operating system.
[15]
QUESTION 4
(a) [6]Compare and contrast the various block allocation methods that were discussed in the
course and the different approaches these allocation techniques they use with regards to
block allocation.
(b) [5]When removing a file from a UNIX-type file system consider the following three actions:
• Remove the file from its directory.
• Release the blocks allocated to the file from the block allocation system.
• Return all the disk blocks to the pool of free disk blocks.
Discuss the effect of a system crash on each of these three actions. What mechanisms can
be used to make sure that the crashes do not cause problems.
(c) [3]Disk quotas play a role in multiuser environments to ensure that users can only use a portion
of the disk. What types of quotas exist, and what could be the effect of not enforcing
quotas in a multi-user system?
(d) [1]What are we referring to when we talk about a Single indirect block?
[15]
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QUESTION 5
(a) [3]Explain what Memory-Mapped I/O is, and what is the advantages of this approach are.
(b) [2]What are the benefits of using a dual-bus architecture when using Memory-Mapped I/O?l
(c) [4]Explain the four (4) properties of a precise interrupt.
(d) [5]Consider the following diagram and explain the processes that are being illustrated here.
Provide an outline of each of the functions for each component and discuss how they
interact.
I/O
request
Layer
User processes
Device-independent
software
Device drivers
Interrupthandlers
Hardware
(e) [1]Explain how a hard disk drive can compensate for bad sectors that develop on the device.
[15]
QUESTION 6
(a) [2]What is the difference between a preemptable and a non-preemptable resource.
(b) [2]When performing deadlock modeling, what is the purpose of the resource allocation graph?
(c) [4]Discuss deadlock avoidance as a method of dealing with deadlock. In your discussion
include an outline of methods that can be used to avoid deadlock.
(d) [4]Discuss deadlock prevention as a method of dealing with deadlocks. In your discussion
include an outline of methods that can be used to avoid deadlock.
(e) [2]With reference to deadlock avoidance and deadlock prevention, under which scenarios
would you use either approach?
(f) [4]Deadlock detection relies on an algorithm as a mechanism to detect if a deadlock has
occurred after resource allocation. This algorithm uses a set of matrices. Outline each
of these matrices that is used and discuss how they can be applied to detect a deadlock
(consider the case where you are dealing with multiple resources).
(g) [2]Consider the Dining Philosophers problem, with reference to this scenario discuss how
deadlocks can arise in this model.
[20]
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QUESTION 7
(a) [4]Hypervisors play an important role in the scalability of virtual machines. Discuss the
differences between a Type-1 and Type-2.
(b) [3]Explain how a Distributed Shared Memory system works to support multiprocessing between
multiple nodes.
(c) [3]Elaborate on three different multiple processor system architectures that were outlined in
the module.
(d) [2]Explain the primary differences between Space Sharing and Time Sharing with regards to
multiple processor scheduling.
(e) [3]Provide an explanation of what Symmetric Multiprocessing is and how it is used to control
multiple processors.
[15]
QUESTION 8
(a) [5]Explain how Public-Key cryptography works and how it can be applied to a programme to
ensure that only authorised code can be run.
(b) [5]In terms of computing and Operating System security discuss the role of a Trusted Com-
puting Base. In your answer consider what is the role of a Trusted Computing Base and
how can it be realised.
[10]
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SECTION B
QUESTION 9
(a) [5]When calling a function explain the standard calling convention that can be used for a
function. Discuss the stack, the parameters to a function, and the local variables for a
function using this convention.
(b) [4]Explain the steps required to multiply two floating point values that are stored in memory.
(c) [5]Show the conversion of 24.12510 into IEEE Single-Precision Representation. Show all the
steps of your calculation and show the result as a hexadecimal number.
(d) [1]Explain why the RET statement requires the size of all the parameters that is used by the
function.
(e) [15]You are required to write an Intel Assembly Language program that consists of function to
calculate the length of a string. The function should do the following:
• Take a single parameter that is the address of the byte array containing the string
• Find the terminating character at the end of the string
• Return the length of the string provided
Your program should read in a string value from the user. Make use of the above mentioned
function to calculate the length of the string and display it.
. 386
.MODEL FLAT
; CODE GOES HERE
.STACK 4096
.DATA
; CODE GOES HERE
.CODE
s t a r t :
; CODE GOES HERE
PUBLIC s t a r t
END
[30]
— End of exam —
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