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Reactive plasma interactions with hydrocarbon-based surfaces play a critical 
role in future biological-plasma applications and for microelectronic device 
manufacture. As device dimensions get smaller and we require fine control of 
surfaces during plasma processing we will need to develop more understanding of 
fundamental plasma surface interactions.  Through the use of plasma-deposited 
amorphous carbon films interacting inert/reactive plasmas (Ar/H2 plasmas) we 
explored etch rates and the formation of modified layers. Facing Ar and H2 plasmas 
mixtures, hydrocarbon surfaces can exhibit widely different properties, depending on 
plasma composition (ions, reactive species, fast neutrals) and initial film composition 
(graphitic, polymeric). Ar plasmas cause densification of hydrocarbon surface by 
selectively sputtering H atoms, while H2 plasmas cause incorporation/saturation of H 
atoms within the film surface. For hard amorphous carbon, we find that small 
 
amounts of H2 added to Ar plasma can completely negate ion-induce  densification. 
Plasmas are also drastically changed by small impurities of H2 atoms. We 
investigated the plasma property effects of adding H2, D2, CH4, and surface derived 
hydrocarbon gases. We find that small amounts (as low as 1%) of H2/D2 in Ar cause a 
large decrease in electron density, increase in electron temperature, Ar metastable 
atoms, and radically different ion mass distributions. These effects are intensified at 
higher pressures, as neutral molecule-ion interactions n the plasma increase. These 
changes can be related to the surface modification caused by the plasma. Surface 
derived impurities into inert plasmas were also investigated. Hydrocarbon flow from 
the surface causes changes to plasma properties similar to the addition of CH4 gas. 
We applied the learning from these fundamental plasma- urface interaction studies to 
an applied problem of plasma-assisted shrink of asymmetric photoresist features. 
Using fluorocarbon-based plasmas, we successfully shrink asymmetric pattern 
features and find that lower concentrations of C4F8 in plasmas and shorter deposition 
thicknesses lead to more uniform shrink in L and W imensions. To improve future 
plasma-assisted shrink processes, careful tuning of plasma composition and feature 
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Chapter 1: Introduction 
1.1 Plasma-material interactions 
Plasma-material interactions are of fundamental importance in microelectronic 
device manufacture, plasma surface functionalization, plasma-biological deactivation 
and other applications.1.1 Low-pressure plasma processing can be used to remove 
unwanted films,1.2 transfer patterns into substrates,1.3 deposit thin graphitic films,1.4 
and functionalize surfaces.1.5 Depending on the application, plasma properties can be 
tuned to give desired fluxes of surface interacting species. Important species at 
plasma-facing surfaces are high energy ions, UV/VUV photons, reactive species, and 
fast neutral atoms (seen in fig. 1.1). For many applications, these plasma components 
can cause synergistic effects on surfaces.1.6 Coburn and Winters described a classic 
case of ion/reactant synergistic effects causing the transition from physical sputtering 
to chemical sputtering of atoms at surfaces facing the plasma.1.7 These effects can be 
etching of atoms and molecules, changes in surface chemistry, morphology, and 
density of the films and in the bulk (UV/VUV). In turn, the etching surface can feed 
atoms, molecules and electrons back into the plasma.  
Hydrocarbon surface interaction with plasmas is interesting because of its 
ubiquity in plasma applications. Carbon elements were once proposed and researched 
extensively for fusion plasma facing applications.1.8 A more common example is 
plasma etching of polymeric photoresists (PR). PR’s are used extensively in device 
manufacture as sacrificial photolithographic masks.1.6 As device dimensions get 
smaller, control of plasma-PR surface interactions becomes of critical importance to 
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control feature dimensions. Coupled with this, newer generations of polymeric PR 
(tuned to lower wavelengths) exhibit poor etching behavior and roughening in 
plasmas.1.9 Our group has extensively investigated the synergistic roughening effects 
caused during plasma etching of PR, with the aim of improving atomistic 
understanding of plasma-surface interactions.1.10–1.13 In this study, we look to simplify 
the synergistic effects in an etching material system o gain better understanding.  
 
Figure 1.1 Schematic of plasma-surface interacting species, modifications, and
feedback. 
Taking a step back from specific applications, we se k to identify the fundamental 
dependencies of plasma species and initial hydrocarb n surface conditions on etching 
system outcomes as they evolve. There is interest to the study of how simple inert 
plasmas interact with hydrocarbons, and how the addition of reactivity changes the 
process. Hopf et al. investigated the effect of combined inert Ar+ ions and reactive H 
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atoms etching hydrocarbon surfaces. 1.14 Using experimental data and models, they 
found that the surface response to minute flows of reactants is large. In this work, we 
seek to explore this effect, and how to control surface in these films. To do this, we 
investigate simplistic model hydrocarbons in fundamental inert/reactive plasma 
situations. 
1.2 Reactive impurities in inert plasmas 
Impurities in plasmas and reactive plasma mixtures a  of large interest for 
applications in device manufacture and fusion plasma research. Ar-based plasmas, 
used extensively in device manufacture, are highly sensitive to low levels of 
molecular impurities.1.15 Small amounts of molecular impurities added to Ar have 
shown to cause large changes to plasma properties and pecies. Gudmundsson first 
investigated the effect of H2 and O2 impurities in Ar plasmas in inductively coupled 
plasma systems.1.16,1.17 He found that average ion mass decreased as Ar+ ions were 
becoming lesser contributions. Kimura and Kasugai investigated the effects of N2 and 
H2 on Ar plasmas using a global model, and proposed that ArH
+ ions could become 
important with increasing H2 content.
1.18,1.19 Recently, this topic has become quite 
active, due to interest in reactive plasmas and impurity characterization. 
Measurements for all relevant ion types, Ar metastable tom densities, and other 
species in these plasmas have been reported.1.20–1.23 Figure 1.2 displays an inert 
plasma and a reactive impurity plasma in our inductively coupled plasma system. In 
these studies we continue to explore the effects of impurity addition to inert plasmas, 





Figure 1.2. Inert plasma with and without H2 impurities in an inductively coupled 
plasma reactor. 
 
1.3 Collaborative research 
 These research projects were based upon several collaborations of leading 
research groups each specializing in different aspect  of plasma-material interactions 
and a brief description is given in Fig. 1.3. The groups from University of Maryland 
(UMD), University of California, Berkeley (UC, Berkeley), West Virginia University 
(WVU), and the University of Michigan, Ann Arbor (U. Mich.) are individual 
members of the Department of Energy Plasma Science Center for Predictive Control 
of Plasma Kinetics, centered at U. Mich.   
 




1.4 Experimental approach 
1.4.2 UMD Laboratory for Plasma Processing of Materials 
 All experimental work in these studies was performed at the University of 
Maryland Laboratory for Plasma Processing of Materils (PPM). The PPM laboratory 
has a unique setup of high vacuum plasma-etching systems coupled with in-situ and 
vacuum transfer capable sensitive diagnostics (as seen in Fig. 1.3). This allows for 
investigations of transient, vacuum dependent chemical states on plasma-interacting 
surfaces.  
 The majority of the experimental work was performed in an inductively 
coupled plasma reactor (represented by the schematic in F g. 1.4). This system has 
been used previously in the PPM and has been describ d in detail.1.24 A brief 
description of the plasma generation and operation is as follows: a planar coil is 
located above a quartz dielectric window and is powered with a 13.56 MHz power 
supply coupled through an L-type matching network. To control ion directionality 
and energies to samples, an electrode can be biased independently using a 3.7 MHz 
power supply. The system is capable of ion energies ranging from 15 eV to 200 eV. 
Samples on the substrate are adhered using a thermal grease and actively cooled with 
a chiller to 10 °C. For sensitive plasma diagnostics and plasma-surface interactions, 
low amounts of impurities are required. Before starting experiments, the base 
pressure of the chamber was below 1 x 10-5 Torr. A permanently mounted 
ellipsometer samples the surface of the substrate electrode. Concurrent use of plasma 
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diagnostics (OES, Langmuir probe, ion sampling system—described in next section) 
also are available on the system. 
  




Figure 1.5. Schematic of the inductively coupled plasma reactor used in these studies 




1.4.3 Description of materials 
 In this study we investigated plasma-surface interactions with model plasma-
deposited hydrocarbons. Hydrocarbon materials were grown in-situ using CH4-based 
plasmas. By tuning the plasma parameters (ion energy, %CH4, source power), films 
were grown from very graphitic (H-poor, high density) to very polymeric (H-rich, 
low density). For more information about these plasm -deposited polymers, Schwarz-
Selinger et al.1.25 has reviewed this growth conditions/parameters that govern film 
properties. For plasma-assisted shrink studies, 193 nm PR patterned and blanket films 
were used as deposition substrates. In shrink studies, plasma deposited FC films were 
deposited onto substrates. For more information about the properties of these films 
and growth conditions see Labelle et al 1.26 
1.4.4 Plasma characterization techniques 
Plasmas were monitored using multiple techniques to sample surface reactive 
and important species. Concurrent use of multiple plasma diagnostic techniques 
allows for a broad picture of plasma species behavior. 
1.4.4.1 Langmuir probe 
Plasma probe measurements are the predominant method to c llect 
information on electron densities and energy distribu ions. A Plasma Sensors 
Langmuir probe was used to collect time-resolved data in reactive mixtures and 
depositing plasma conditions.1.27 
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1.4.4.2 Ion mass spectrometer 
 To understand the role of ions interacting with surfaces, understanding of ion 
compositions and energies is important. A Hiden EQP ion mass spectrometer system 
was used to measure the mass and energy of surface interacting ions. 
1.4.4.2 Optical emission spectrometer 
 Optical emission from the plasma is useful for detecting species and electron 
energies within a plasma by the emission of excited s ates. It was used extensively in 
this study as to determine chamber conditioning (similar to process endpoint 
detection). In this study, a SPEX 750m spectrometer was used to detect lines as close 
as 0.3 Å apart.  
1.4.5 Surface characterization techniques 
 Surfaces were monitored using in-situ diagnostics, along with post-plasma 
processing diagnostics. In-situ techniques allow for gathering information while the 
plasma is interacting with the sample. After processing, samples can be removed into 
atmosphere for atomic force microscopy or scanning electron microscopy 
measurements or vacuum transferred to x-ray photoelectron spectroscopy directly 
from the processing reactor.  
1.4.5.1 In-situ ellipsometry 
Ellipsometry was used for thin-film characterization during plasma deposition 
and etching to find index of refraction and thickness. The ellipsometer is a rotating 
compensator ellipsometer configured in the polarizer-compensator-sample-analyzer 
configuration at an angle of ~72°. The ellipsometer outputs data in Ψ (change in 
relative amplitude in s and p polarized light) and ∆ (change in phase of s and p 
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polarized light). Modeling these values using a multilayer model for films, allows for 
extraction of time-resolved optical indexes and thicknesses.1.28 
1.4.5.2 Atomic force microscopy (AFM) 
Surface topography of films exposed to plasma was investigated using AFM. 
For hydrocarbon films, the AFM was operated in tapping mode and the surface 
roughness was calculated from the root-mean-square of the surface topography.  
1.4.5.3 X-ray photoelectron spectroscopy (XPS) 
Chemical composition of film surfaces before and after plasma treatment was 
investigated using XPS in a Vacuum Generators ESCA Mk II surface analysis 
chamber. Samples can be vacuum transferred from the deposition stage to the 
analysis chamber to prevent oxidation and adsorption of atmospheric impurities. 
1.4.5.4 Scanning electron microscopy (SEM) 
For SEM data in these studies looking at high aspect ratio features, a Hitachi 
SU-70 SEM in the University of Maryland Nanocenter was used. The change in 
feature dimensions was extracted using an automatic and manual line drawing 
program (Digimizer) of SEM micrographs.  
1.5 Outline of thesis 
 The goal of this thesis is to improve understanding of subtle changes to 
plasmas and surfaces during plasma processing to improve plasma process design. 
With increased understanding we can better predict when small changes in plasma 




In Chapter 2, we investigated the mechanistic effects of Ar, H2, and Ar/H2 
plasmas on graphitic amorphous hydrocarbons. We show data and modeling of the 
ion energy-dependent effects when Ar plasma causes surface densification, H2 plasma 
causes hydrogenation, and Ar/H2 plasmas can cause varying degrees of either effect, 
depending on the chemical composition.  
In Chapter 3, we looked into the effect that chamber pr ssure and H2 addition 
to Ar plasma affects plasma electrons and Ar metastable atom densities by collecting 
concurrent electron and emission data, coupled with modeling. We find that small 
additions of H2 cause a large drop in electron densities and Ar metastable atom 
densities. 
In Chapter 4, the effect surface derived hydrocarbons (etch products) have on 
feeding back on plasma properties was explored. By etching large film areas and real-
time measurements of impurity flux and plasma electron behavior, we show that 
surface derived hydrocarbons behave similarly to injection of gaseous hydrocarbons 
into the chamber.  
In Chapter 5, we apply a plasma-assisted shrink process to decreasing high 
aspect ratio, highly asymmetric photoresist feature dimensions. We show the 
dependence of uniform deposition on plasma chemistry, power, and pressure. Better 
shrink requires low depositing gas chemistries, top-d wn deposition, and source 
powers.  
In Chapter 6, we investigate the role of initial hydrocarbon film properties on 
the erosion rates in H2 and D2 plasmas. We find that more H rich films etch more 
quickly than graphitic carbons (in part due to density differences) and that D2 is more 
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effective at etching at low energies due to its ions having a lower threshold for 
physical sputtering. 
In Chapter 7, we present data on the influence of isotope effects of reactive 
impurity addition to inert plasma. We find that D2 causes similar changes in electron 
distributions, energies and densities, while having a much different ion mass 
distribution. As chamber pressure increases, these effects become more important as 
gas-phase collisions occur at higher rates.  

















Chapter 2: Hydrogenation and surface density changes in 




N. Fox-Lyon, G.S. Oehrlein 
 
Department of Materials Science and Engineering and Institute for Research in 




N. Ning, D.B Graves 













We report interactions of low pressure Ar, H2, and Ar/H2 mixture plasmas 
with a-C:H films. Surface evolution and erosion of a-C:H films were examined for 
ion energies up to 200 eV by rf biasing the substrates. Film surfaces were 
characterized using in situ ellipsometry, x-ray photoelectron spectroscopy, and tomic 
force microscopy. Multilayer models for steady-state modified surface layers are 
constructed using ellipsometric data and compared with results of molecular 
dynamics (MD) simulations and transport of ions in matter (TRIM) calculations. We 
find that Ar plasma causes a modified layer at the surface that is depleted of H atoms. 
The depth and degree of this modification is strongly depending on Ar ion energies. 
This depletion saturates quickly during plasma exposure (<1 s) and persists during 
steady-state erosion. We find that the thickness and de sity of the H-depleted layer 
are in good agreement with MD and TRIM simulations. The degree of surface 
densification decreases when small amounts of H2 are added to Ar plasmas. When 
more than 5% H2 is added to the plasma, long term loss in surface density is 
observed, indicating rehydrogenation and saturation of H in the film. As the H2 
fraction increases, the near-surface atomic H increases and the ion composition 
bombarding the surface changes. This causes incorporation of H deeper into the a-
C:H film. For a-C:H films exposed to pure H2 plasmas, H is introduced into the near-
surface region to a depth of up to ∼8 nm from the surface. As the rf bias is increased 
the ion energy transitions from solely chemical sputtering to one involving physical 
sputtering, causing the yield of C atoms from the surface to greatly increase. The 
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increasing yield suppresses H incorporation/saturation and decreases the magnitude 
























 Control of the surface properties of amorphous hydrocarbon (a-C:H) thin 
films is of interest for many applications: masking layers for semiconductor 
fabrication,2.1 tribological coatings,2.2, 2.3 gas diffusion barriers,2.4 and biological 
interface coatings.5 Depending on the desired use, a-C:H film properties can range 
from polymeric (H-saturated) to graphitic (H-poor). The density and hardness of a-
C:H films directly relates to hydrogen content and sp2/sp3 hybridization.2.6 Film 
properties can be selected during plasma deposition by changing the deposition gas 
chemistry, substrate temperature, and ion bombardment energy.2.7 Modifying a-C:H 
films and surfaces for improving biocompatibility bplasma modification has been a 
topic of large interest.2.8 For photoresist polymers, the surface composition changes 
due to plasma-surface interactions during etching.2.9 Ar plasma interaction with 
polymer photoresist materials can cause the formation of a hard a-C:H surface layer. 
2.10 This is due to preferential physical sputtering of lighter atoms over heavier atoms 
at the surface, leading to carbon enrichment and hydrogen depletion. The formation 
of a hard a-C:H surface layer over the polymer causes buckling and roughening due 
to compressive stresses between the layers, which degra es the pattern transfer 
fidelity.2.10,2.11  
  Studies aimed at predicting and controlling propeties of hard a-C:H layers 
have focused primarily on ion energy and temperature related effects during the 
growth phase.2.10 Ion/reactive atom effects on a-C:H surfaces have also been 
investigated.2.12-2.14 Total erosion yields ( )(EYtotal ) of a-C:H with reactive H atoms 
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and ions can be described by a combination of the ion energy dependent physical 
sputtering ( )(EYPS  and chemical sputtering ( )(EYCS ) 
)()()( EYEYEY CSPStotal +=                                                                                   (2.1)  
 Physical sputtering is the effect of surface atoms being removed by ion-atom 
momentum transfer during direct interaction. For physical sputtering of atoms from a-
C:H, momentum transfer between ions and target atoms must be greater than that 
corresponding to the sputtering threshold energy. The number of atoms removed from 
a surface ( PSΓ - number of atoms per unit time and surface area) for physical 










Γ+Γ−=Γ+Γ=Γ )()1(                                                             (2.2)  
where 
n
nH  is the fraction of atoms at the surface that are H, n the areal density of 
atoms, CY  and HY  are the ion energy and projectile type dependent physical sputter 
yields for the respective atoms, and iΓ  is the flux of ions to the surface (number of 
ions per unit time and surface area). When  HY >> CY  in hydrocarbons under ion 
bombardment, the surface will become hydrogen-deficient.2.15 The erosion rate 










ERERER Γ+Γ−=+= )()1( υυ                                                 (2.3)  
where Cυ  and Hυ  are the volumes occupied per sputtered C and H atoms, 
respectively. Below the sputtering threshold energy, no physical sputtering is 
observed. As ions break C-C and C-H bonds below the physical sputtering threshold 
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energy in the outermost surface layers, plasma reactivity can contribute to additional 
erosion effects, i.e. chemical sputtering.  The subject of chemical sputtering of C by 
H has been thoroughly reviewed by Jacob and Roth.2.16 Free H atoms from an H2 
plasma, for example, quickly passivate broken bonds and form H2 and volatile 
hydrocarbons (CxHy). These volatile species diffuse to the surface and are desorbed 
into the gas phase. Expanded from EQ. 2.2 for indivdual fluxes from the surface, the 
sputter rate totalΓ  of atoms and molecules of C and H by physical and chemical 
sputtering is represented by 
yxHCHCCSPStotal
Γ+Γ+Γ=Γ+Γ=Γ                                                                       (2.4) 
where 
yxHC
Γ is the sputtering of higher molecular weight compounds enabled through 
chemical sputtering. At low ion energies and reactive gas chemistries, the conditions 
dominated by chemical sputtering, CxHy is the dominant product. At high ion energies 
and/or noble gas ion bombardment, CΓ and HΓ  are much higher than yxHCΓ . The total 


















ERERER Γ+Γ+Γ−=+= )()()1( υυυ              (2.5) 
where 
yxHC
υ is the volume occupied by the volatile CxHy molecules and 
yxHC
Y  is the 
sputter yield of volatile CxHy molecules. Like physical sputtering of H atoms, the 
chemical sputtering process is dependent on the concentration of H atoms. Increasing 
levels of H atoms at the surface relative to C atoms, causes chemical sputtering to 
become a larger contributor to totalER . This can be done by creating a more H-
saturated film, or by adding H atom bombardment of the surface concurrent to ion 
 18 
 
bombardment. The pathways and kinetics of the chemical sputtering effect by ion 
bombardment and reactive H atoms on a-C:H have been explored at various 
temperatures and ion energies.2.12-2.14, 2.17, 2.18 For instance, Hopf et al 2.18 formulated a 





λ                                                    (2.6) 
where a is a constant factor, ),( Exybb is the depth dependent bond-breaking events 
caused by the ion, ),( Exn is the ion range distribution into the surface, andthe 
exponential term is the probability of bond passivation, at depth x , where λ is the 
typical range of atomic H. Inserting relevant values for bond strength and other 
material-dependent quantities, they found that the chemical sputtering probability of 
H ions on graphite, below the threshold of physical sputtering, increased rapidly with 
ion energy. These modeled values agreed with established data for chemical 
sputtering of a-C:H under H+ ion bombardment.2.18 It also established a model for the 
maximum escape depth at room temperature of volatile hydrocarbons from 
hydrocarbon surfaces, relevant to this work. 
 While chemical sputtering yields of a-C:H have been investigated 
experimentally using beam systems of H atoms and heavier ions (N+, He+, Ar+), 
limited data is available on the surface effects that arise during direct erosion in H2 
plasmas.2.14, 2.19 Previous studies by von Keudell t al.2.20 investigated H2 plasma 
erosion of a-C:H films. They found that for hard a-C:H being exposed to H2 plasmas, 
a soft, hydrogenated surface layer was formed. Using real-time ellipsometry, they 
found that when the sample was biased to 90 V the hydrogenated layer was depleted 
due to compensation by ion bombardment.2.20 They also found that for H2 plasma 
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erosion of soft a-C:H, an H-depleted surface layer is formed with a thickness that is 
dependent on the ion energy.2.21  These studies used low pressures (<2 Pa) and 
explored limited ion energies for hard a-C:H. More so, little work has been done on 
the surface changes of a-C:H films when exposed to plasmas containing reactive and 
noble gas mixtures.  
The surface changes of materials exposed to complex plasma chemistries is 
relevant to many current topics of interest in physics. D/T mixtures used in fusion 
reactors cause surface changes to materials that are radically different than surface 
changes from H2 plasmas due to differences in mass and cross section. Changing the 
mass of one of the surface bombarding species in a plasma cause very different 
surface effects to a material. a-C:H is a good model material for hydrocarbon systems 
because of its wide range of tunable properties.2.7 In the present work, we studied the 
interaction of Ar, H2, and Ar/H2 plasmas with a-C:H films. We report models for the 
surface modification and erosion of a-C:H films when exposed to Ar, H2 and Ar/H2 
plasmas at various ion energies and plasma densities. 
2.2 Experimental details and methods 
Deposition and erosion of a-C:H films was carried out using an inductively 
coupled plasma reactor that has been described in previous publications.2.22 Briefly, a 
13.56 MHz rf power supply with an L-type matching network powers a planar coil 
above a quartz window. A substrate electrode was independently biased at 3.7 MHz 
to control ion energies. The distance between the substrate electrode and the quartz 
window is 8 cm. Si substrates (2.5 cm x 2.5 cm) were thermally attached to the 
cooled bottom electrode (10° C).  A base pressure of 5 x 10-6 Torr was achieved 
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before deposition of a-C:H films. CH4 plasma was used for deposition of ~80 nm 
thick a-C:H films with 20 sccm (cubic centimeter per minute at standard temperature 
and pressure) flow rate, 300 W source power, and the substrate bias potential set to -
200 V. Film properties were extracted from optical modeling of ellipsometric data. 
Initial film surface sp2:sp3 ratios were characterized by vacuum transferring deposited 
a-C:H films to a VG ESCA Mk II x-ray photoelectron spectrometer (XPS) equipped 
with a non-monochromatized Mg Kα x-ray source (1253.6 eV). sp2:sp3 ratios were 
found by deconvolving the C 1s peak at 285 eV, and has been established by previous 
work.2.23 Initial a-C:H film properties were found to be ~33% H and ~22% sp3 bond 
hybridization. 
 For the erosion of a-C:H films, three different plasma chemistry types were 
used: Ar, H2, and Ar/H2 mixtures. For Ar plasmas, a source power of 300W, a flow of 
40 sccm, and a pressure of 1.33 Pa was used. For H2 plasmas and Ar/H2 mixture 
plasmas a source power of 600 W, a total flow of 90 sccm, and a pressure of 4 Pa was 
used. Plasma densities on the order of 1016 m-3 (H2 discharges) to 10
18 m-3 (Ar 
discharges) were determined by Langmuir probe measur ments. Plasma densities of 
Ar/H2 mixture plasmas were between 10
16 m-3 to 1018 m-3 depending on gas 
percentages. Major components of Ar plasmas interacting with the surface are singly 
ionized Ar ions/metastables and fast Ar atoms. Surface active components of H2 
plasmas at these pressures/plasma densities are expect d to be primarily H+/H2
+/H3
+ 
ions and reactive H atoms.2.24 For Ar/H2 mixtures at 4 Pa the composition of the 
plasma largely depends on relative concentrations of the Ar and H2 feed gases. At low 
% H2 (<10%), Ar
+ and ArH+ are the predominant ions. As % H2 increases, the 
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average ion mass decreases, i.e. the density of Ar+ and ArH+ ions decreases while the 
density of H+, H2
+, and H3
+ ions increases.2.25 
Real-time changes during the growth and erosion of the a-C:H films were 
measured using a single-wavelength (632.8 nm) ellipsometer operating in the 
polarizer-compensator-sample-analyzer configuration. Data was collected every 200 
ms during growth and erosion of a-C:H films. The angle values of ψ and ∆ (shown in 
Figs. 2.1 & 2.6) are related to the film's complex index of refraction and thickness.26  
Atomic force microscopy (MFP-3D, Asylum Research Inc., Santa Barbara, CA, 
USA) measurements were performed on films in tapping mode (after deposition of a-
C:H and after erosion at several conditions) to ensure film topography did not 
influence optical measurements. Films were found to be smooth after both deposition 
and erosion in H2 and Ar plasmas (root mean square roughness < 1 nm). The initial 
film C:H ratio was fit using an established relationship of the complex index of 
refraction to the density and H content of a-C:H.2.7 Ellipsometry, coupled with ion 
current density measurements, also allowed determination erosion rates and yields of 
C atoms from the surface. 
2.3 Results and discussion 
2.3.1 Ar plasma on a-C:H 
With direct Ar ion bombardment of a-C:H, physical sputtering of surface 
atoms is the dominant effect. Heavy Ar atoms sputter light C and H atoms from the 
surface and cause bond-breaking and displacement of the atoms near the surface. As 
physical sputtering is related to the relative yields for surface atoms, a relative H:C 
concentration change can be expected. The relative yield of the H and C atoms is 
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dependent on their differences in mass and bond strength. During the transient region 
of time between the initial bombardment and steady-state erosion, the ratio of C:H 
atoms rapidly changes. The formation of an H-depletd layer can be seen as the 
sputtering of a binary alloy system, with two atoms of different sputter yields (EQ. 
2.2). Calculating concentration change in the modifie  layer can be carried out by 
balancing the C and H atomic flux from the surface. In the steady-state erosion 
regime, where the film thickness is being uniformly eroded, the relative sputter rates 
















Figure 2.1: Real-time ellipsometric data and map of the erosion of a-C:H using an rf 
bias of -200 V for Ar plasma. The erosion data is shown as the open triangles. Data is 
collected every 0.2 seconds. After ~1 second of erosion (Ar ion flux of 1.5 x 1017 ions 
cm-2, 75 nm unmodified a-C:H thickness) the surface modification is in steady state. 
The dashed lines parallel to the deposition curve represent 1 nm increments of 11% H 
a-C:H (n-ik = 2.4-0.55i) on the surface. The dotted lines intersecting the deposition 





 The loss of H in excess of the concentration ratio in EQ. 2.7 during the 
transient regime should correspond to an H deficiency i  the surface layer. The 
formation of the H-depleted layer in the transient time regime causes an increase in 
the density of the film near-surface layers. Additional increases to surface density can 
be expected through atomic peening, which causes the C atoms to have smaller 
interatomic spacing.2.27 This change in density can be characterized in real-time using 
ellipsometry. Ellipsometric measurements of the film were taken during erosion of a-
C:H with Ar plasma and Ar+ ion energies up to 200 eV. For Ar, the applied rf bias 
plus plasma potential (7-10 V) gives the maximum ion energy. A map containing the 
erosion data and simulated film thicknesses of H depletion is shown in Fig. 2.1. From 
the erosion data, we see a rapid decrease in angles of ψ, followed by an increase in 
angles of ∆. In this regime, these changes signify an increase in optical density 
followed by erosion. We recently reported on the sensitivity in this region of ψ-∆ 
space to changes in an a-C:H film's optical density.2.28   From the MD simulations 
(section B.), we predict there to be a hard, H-deplet d layer close to the surface. 
Using MD to estimate the thickness of Ar+ ion modification on a polymeric material 
was previously confirmed using XPS deconvolution of valence band spectra and C 1s 
peak structure degradation post plasma treatment.2.10 For 200 eV ions, we predict the 
layer to be ~11% H and ~2 nm thick in steady state. Hopf et al.2.29 reported a 
relationship for the complex index of refraction to a-C:H H concentration and bulk 
density. Using this information we find that the unmodified a-C:H has ~33% H and a 
complex index of refraction -ik of 2.1 -0.06i and bulk density of 1.9 g cm-3. An a-
C:H film with 11% H (n-ik = 2.4-0.55i, ρ = ~2.5 g cm-3) is simulated in thickness 
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increments of 1 nm above the unmodified a-C:H.  Using the ellipsometric data and 
the optical indexes of the deposited film and a harder a-C:H (at 11% H), we can 
construct a map for the erosion trajectory (fig. 2.1). We observe that the final steady 
state thickness of between 1.6 - 1.7 nm (when the erosion data moves parallel to the 
deposition curve) is slightly lower than the predicted thickness of ~2 nm. This map 
can be visualized as a multilayer's thickness vs. ion fluence. The Ar plasma erosion of 
a-C:H's total film thickness vs. ion fluence is shown in Fig. 2.2. Looking at the film in 
this format shows us how fast this modification satur tes into steady-state erosion. 
Within 1 second of Ar plasma erosion (Ar ion fluenc of 1.5 x 1017 ions cm-2 s-1), the 
total film thickness vs. time (erosion rate) is linear and the modified layer is formed. 





Figure 2.2: Total and unmodified film thickness vs. fluence for the erosion of a-C:H 
by Ar plasma (-200 V rf bias voltage). This plot was obtained by extracting the 
fluence-dependent thicknesses in the multilayer elipsometric model of Ar plasma 
erosion of a-C:H and using Ar+ fluence. 
2.3.2 MD simulations of Ar+ on a-C:H 
MD simulations, to examine bombardment of a model a-C:H cell by Ar+ ions, 
were performed using a Tersoff–Brenner style reactive empirical bond order potential 
to describe C-H interactions2.30 and a Molière potential2.31 to describe the interaction 
between Ar and other species. Newton’s equations of motion are integrated 
numerically with the velocity Verlet algorithm using a time step of 0.1 fs. The 
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Berendsen thermostat was used to control the system temperature. The simulated a-
C:H cell was prepared by the following method: first, 30% of the C atoms in a 
initially diamond carbon cell (2.8 nm x 2.8 nm  x 5.6 nm) were randomly replaced by 
hydrogen atoms, the cell was then heated and equilibrated at 6000 K. After 
subsequent cooling to 300 K, the surface was relaxed for 30 ps. The total simulation 
time for one impact is 1 ps. The dimensions of the obtained a-C:H cell were 
approximately 3 nm x 3 nm and 7.2 nm deep, with 8119 atoms in the initial film and 
an average density of 2.1 g cm-3. The bottom layer of the cell was kept rigid to avoid 
transition in space. All atoms in the cell, except those in the rigid layer, were subject 
to the Berendsen thermostat.2.9  Periodic boundary conditions were applied in the 
lateral (x-y) planes of the cell. The initial a-C:H cell properties such as sp3 fraction 
and H content have been calculated. The sp3 fraction in the cell is calculated from the 
number of four-fold coordinated C atoms over the total number of two-, three-, four-
fold coordinated C atoms in the cell.2.32 We found that the initial a-C:H cell's 
properties (20% sp3, 28% H) were close to those obtained experimentally (~22% sp3, 
~33% H).  Between each ion impact, the cell was allowed to cool to 300 K before the 
next ion impact. It is assumed that nothing happens in the cell between ion impacts 
except the desorption of weakly bound species and cooling. One implication of this 
assumption is that time between impacts is not included in the simulation procedure. 
The total simulation time associated with the series of ion impacts (to be compared to 
experiment) is therefore defined by the number of ion impacts per unit area, or 




Figure 2.3: MD simulation cell of a-C:H film (a) before and (b) after 3000 impacts of 
200 eV Ar+ ions (top 3.5 nm of 7.2 nm cell shown). The white atoms represent C 
atoms, while the black atoms represent H atoms. The difference in height between the 
cells reflects the loss of thickness and densificaton due to Ar+ ion bombardment. (c) 
Hydrogen-to-carbon ratio depth profile of a-C:H film as a function of depth. Closed 
circles represent values obtained before Ar+ ion impacts, while the open triangles 
represent values obtained after 3000 Ar+ ion impacts. 
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 MD simulations of ion impacts are useful for determining concentration and 
density changes to a-C:H surfaces from a pure non-reactive ion bombardment case. 
An MD simulation of Ar+ ions impinging on an a-C:H surface for different ion 
energies was investigated. A side view of the model unit cell surface upon 
bombardment with Ar+ ions of 200 eV impact energy is shown in fig. 2.3. Initially  
(fig. 2.3(a)), the surface and bulk of the cell have  hydrogen concentration of ~28%. 
After 3000 impacts (fig. 2.3(b)), it was observed that the system is in a steady-state of 
erosion. Inititial ion bombardment to steady state erosion is observed in fig. 2.4 as a 
function of the ion fluence. As shown in fig. 2.4, sputter yield decreases up to a 
certain fluence (about 1 x 1016 ions cm-2) and then becomes constant. The steady-state 
modified layer thickness and the final H:C ratio was then obtained after 3000 impacts 
(about 4 x 1016 ions cm-2).  The number of ions required to reach saturation is i  the 
same order of magnitude with the fluence measured experimentally. In order to 
monitor the chemical modification of the near-surface region during ion impacts, the 
hydrogen-carbon (H:C) ratio in the near-surface region was calculated as a function 
of the z coordinate (normal to the surface). The ‘zero’ value of the z coordinate 
corresponds to the bottom position of the selected near-surface region shown in fig. 
2.3(a,b). The average value of the hydrogen-carbon atio for each z coordinate was 
obtained from the volume enclosed between two planes with z ± 2.5 Å coordinates. 
The depletion depth is then defined by the region that the H:C ratio is lower than the 
original value. The near-surface region showed an increase in density and a change in 
chemical makeup after ion impacts. The H concentration went from ~28% to ~11% 
for 200 eV Ar+ ions. This was quantified by measuring the counting the H:C ratio in 
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the densified layer. The thickness of the densified layer was found to be ~2 nm. For 
50 and 100 eV Ar+ ions, the H content dropped to ~19% and ~14%, respectively. The 
H-depleted layer thickness also decreased to ~0.5 nm and ~1.0 nm, respectively. This 
MD simulated Ar modified and H-depleted layer has previously been reported for the 
polymer polystyrene using a similar simulation method.2.9 A similar degree of H 
depletion was seen for 100 eV Ar+ on polystyrene as for the present case of 200 eV 
Ar+ on a-C:H. The H depletion magnitude and depth for the present study as well as 
the case for polystyrene noted above are both in good agreement with experimental 
values found in ellipsometric data and analysis.2.34 
 
Figure 2.4: MD calculated C sputter yield as a function of ion fluence during the 200 
eV Ar+ bombardment of the a-C:H film cell. 
 With increasing ion energies, an increase in modificat on thickness and a 
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decrease in the H:C ratio of the layer was found with MD simulations. By comparing 
this for all the erosion cases, we can evaluate the MD model. Fig. 2.5 shows the 
comparison of a-C:H modified layer thicknesses found by ellipsometric monitoring of 
erosions, for thicknesses found by MD simulations, and TRIM calculated average 
penetration depths. TRIM calculations were performed using the SRIM program and 
a-C:H properties similar to those of the experimental film (density, H:C ratio, etc.).35 
The comparison confirms that the MD model is tracking the ellipsometric results 
well. The MD predicted modified layer thickness as a function of ion energy is in 
agreement with the estimates from ellipsometry. These values are also in agreement 
with TRIM-calculated average ion penetration depths. In the ion energy range 
investigated, the predicted depth of modification is dependent on the ion energy and 
inversely dependent on the density of the a-C:H material. As the ion energy increases, 
the average penetration depth increases. If the starting density of the a-C:H is lower, 




Figure 2.5: A comparison of the H-depleted layer thickness vs. ion energies for Ar 
plasma on a-C:H. The triangles connected represent MD simulated thicknesses of the 
Ar modified layer. The circles represent TRIM calculated average ion penetration 
depths. The squares represent ellipsometrically determined thicknesses. 
 We note that the near-surface changes in composition and density differ 
significantly from the as-deposited film to the steady state condition.  The near-
surface region becomes denser and the penetration depth ecreases with ion fluence, 
until a steady state is reached. Ellipsometry is ideally suited for precise in-situ 




2.3.3 H2 plasma on a-C:H 
 When a-C:H surfaces (of the density and composition used in this study) 
interact with H atoms and/or hydrogen ions, a soft, polymeric layer is formed at the 
surface.2.12 This effect of hydrogenation is of importance for fuel retention in graphite 
elements facing fusion plasmas of D/T mixtures. Hydrogen is seen to penetrate, even 
at low substrate temperature and low ion energies, to depths greater than a nm. In Fig. 
6, data for the erosion of a-C:H by H2 plasma is shown. Ellipsometrically (in terms of 
the angle of ψ), the modification seen is the opposite of the Ar plasma surface 
densification. ψ and ∆ are seen to increase and achieve steady-state erosion parallel to 
the deposition curve after ~10 seconds (H2 plasma ion flux of 2.0 x 10
17 ions  cm-2 s-
1). Superimposed on the plot is the trajectory for the unmodified a-C:H, lines for 
thicknesses of unmodified a-C:H (~33% H, ρ = ~1.9 g cm-3, n-ik = 2.1-0.06i) in 5 nm 
increments, and lines for thicknesses of H-saturated -C:H (~50% H, ρ = ~1 g cm-3, 
n-ik = 1.55-.001i) in 2 nm increments. As compared to Ar plasma on a-C:H, the 
formation time to achieve steady state is much longer (1018 ions for H2 plasma at 100 
V rf bias vs. 1017 ions for Ar plasma at 200 V rf bias). A study of the map shows that 
as the H-saturated layer forms, the a-C:H film swells to larger than its initial 
thickness. This is reflected in terms of thickness v . fluence in Fig. 2.7. The total film 
thickness is seen to swell in the initial 1018 ions before being etched. It is also seen 
that after the modified layer is formed, the erosion proceeds in a steady-state. At all 
low substrate bias potentials (-100 V and below) the total thickness swells before 




Figure 2.6: Real-time ellipsometric data and map of the erosion of a-C:H by H2 
plasma (-100 V rf bias voltage). Initial film thickness was 81 nm. Open squares 
represent erosion data. Data is collected every 0.2 seconds. After ~10 seconds of 
erosion (Hx
+ ion fluence of 2 x 1018 ions cm-2, 75 nm, underlayer thickness) the 
modification is in steady state. The dashed lines parallel to the deposition curve 
represent 2 nm increments of ~50% H a-C:H (n-ik = 1.55-0.001i) on the surface. The 
dotted lines intersecting the deposition curve represent thicknesses of unmodified a-




 The depth of modification obtained from ellipsometry data simulations of H2 
plasma modification of a-C:H appears to be high. Previous studies of H atom 
diffusion and H ions on a-C:H predict (for these enrgy ranges) that the modification 
depth should be of the order of ~2 nm.2.20 From TRIM simulations, we expect the ion 
modified layer to scale with ion energy. From the data, the highest degree of 
modification is seen for the lowest ion energies (Fig. 8). This behavior may be related 
to the sputtering regime change that occurs within t ese bias voltages. EQ. 1 
describes the total erosion yield to be related to the sum of the chemical and physical 
sputtering. At low hydrogen ion energies ( < 100 eV), chemical sputtering is the 
dominant erosion mechanism of a-C:H. Physical sputtering by H+ ions begins at a 
threshold of ~35 eV.2.16 When H+ ion energy is greater than 100 eV, physical 
sputtering of a-C:H by the ions becomes the dominant erosion mechanism. As bias 
voltage is increased, Ei increases. To understand how the degree of modification and 
C yield are related, it is important to consider the ion characteristics of this discharge. 
In H2 plasma, with our chamber geometry and operating powers, the plasma ion type 
distribution changes greatly with pressure. Gudmundsson showed in a similar ICP 
plasma chamber with similar H2 plasma parameters, the ions are mostly a mixture of 
H2
+ and H3
+.24 At our operating pressure and density, we can expect a near 1:1 ratio 
of H2
+ to H3
+ with only negligible quantities of H+(less than 1:10 H+:H2
+). This is in 
contrast to previous work exploring H2 plasmas on a-C:H where low pressures 0.4 to 
1.5 Pa) were used and there may have been a higher contribution from H+. von 
Keudell et al. 2.20 showed that when a 90 V bias was applied to the surface, the 
hydrogenation effect was diminished. In their work the effective ion energy 
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deposition could be higher than seen in this study because of a higher degree of H+ in 
their work. 
 At high bombardment energies (greater than 1000 eV), molecular H2
 + ion 
interactions with solids can behave approximately as individual atomic ions with each 
ion having half the energy due to surface-induced dissociation and TRIM simulations 
can be used to predict penetration and modification of ions to a-C:H.2.36 As energies 
decrease, this approximation could break down. In this study, we utilize ion energies 
up to 200 eV. Low energy molecular ions of isotopes of hydrogen, deuterium and 
tritium, impinging on a-C:H surfaces have been investigated using MD 
simulations.2.37, 2.38  Krstic et al. 2.37 showed that, because of charge neutralization by 
electron capture, dissociation is highly probable for impinging H3
+ and D3
+ as they 
have no stable relaxed state, even with minimal rovib ational energy. Some 
experimental work exists on how low energy H2
+ and H3
+ ions (and molecular ions of 
other hydrogen isotopes) interact with hydrocarbon surfaces. Harris et al. observed 
that the yields of low energy hydrogen molecular ions (H2
+, H3
+) were higher than 
atomic H+ ions, when normalized to energy per atom. Energy per atom normalized 
yields for H2
+ and H3
+ over the yield of H+ were 1.47±.22 and 2.54±0.28, 
respectively.2.39 Zhang et al. finds a similar increase in molecular ion yields over 




Figure 2.7: Total and unmodified film thickness vs. fluence for the erosion of a-C:H 
by H2 plasma (- 100 V rf bias voltage). This plot was obtained from extracting the 
fluence dependent thicknesses in the multilayer elipsometric model of H2 plasma 
erosion of a-C:H and using Hx
+ fluence. 
 In our plasma, with H2
+ and H3
+ being the predicted predominant ions in near-
equal quantities, we can estimate the average ion energy per AMU by dividing by the 
bias potential shown on the x-axis of Fig. 2.8. Forunderstanding how the energy 
deposition and effective energies per impinging atom effect the yield and degree of 
modification, we assume that all molecular ions impacting the surface of a-C:H 
behave as individual atomic ions with an equal atomic fraction of the substrate bias 
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voltage as the energy.2.16 Applied substrate bias potential could be roughly divided by 
the average number of atoms per ion and used to calculate the energy per bombarding 
H atom. A clear change can be seen between 75-100 V (~30-40 eV if divided by 2.5 
AMU as the average ion mass), where we expect to first observe some physical 
sputtering (~35 eV) of the C atoms. Unlike previous beam studies2.18,2.39 where no 
increase in the C atom yield is seen experimentally at these low ion energies, we 
observe a sharp increase in the C atom yield. With an unknown quantity of H+ in the 
plasma, this increase seen in yield could also be due to higher energy ions impacting 
the surface. We also see the impact of this increase in yield on the degree of 
modification of the material. After this critical en rgy, the degree of modification 
drops off rapidly. As the hydrogen chemical modificat on of upper a-C:H layer is a 
slower process (diffusion by atoms/dissociated neutrals deeper into the film), the 







Figure 2.8: The effect of the substrate bias potential on the hydrogenated layer 
thickness (closed squares) and C atom yield (open tria gles) is shown. As substrate 
bias potential is increased, C atom yield increases while hydrogenated layer 
thickness decreases. 
2.3.4 Ar/H2 plasma on a-C:H 
Our investigation shows that Ar and H2 plasma exposed a-C:H have opposite 
surface effects. Ar plasma causes surface densification nd hydrogen depletion, while 
H2 plasma causes surface hydrogenation and the formati n of soft, low density a-C:H 
layers. Ar/H2 plasma mixtures have properties that change with Ar and H2 
concentrations. When adding small amounts of H2 to Ar plasma, free H atom 
concentration near the surface increases. Also, as % H2 increases the ion type 
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transitions from Ar+ and ArH+ to H+, H2
+, and H3
+. After ~10% H2 addition, the 
predominant ions are H3
+ and Ar+.2.25 As H2 flows increase above this point, H3
+ 
becomes greater while amount of Ar+ is diminished. In Ar/H2 mixtures, the plasma 
density is seen to change over a wide range for different chemical compositions. FIG. 
9 shows the erosion rate and plasma density vs. flow of H2 in Ar. At 4 Pa 
Gudmundsson24 showed with a plasma mixture of 30% Ar a plasma density of 4.9 x 
1016 m-3 while our experiments shows a plasma density of similar order at 3.0 x 1016 
m-3. The plasma density is seen to decrease (due to energy lost to H2 molecular states) 
rapidly with increasing H2 flows. While the plasma properties are known to change 
greatly with different Ar/H2 stoichiometries, the effect of Ar/H2 plasma mixtures on 
a-C:H surface modification and erosion rates has not been previously investigated. 
The addition of H atoms to a-C:H surfaces being bomarded with heavier ions has 
been previously shown to increase the erosion yield.41 Because of the availability of 
chemically reactive atoms and a mixture of heavy and light ions, we can expect to 
observe changes to the erosion rate and chemical changes to the surface.  
 For H2 addition up to 10%, an increase in the erosion rate is seen (Fig. 2.9). 
This highlights the increase in erosion yields caused by chemical sputtering, and is 
due to the increasing availability of reactive H at the surface. From EQ. 5 and the 
discussion above, we would expect to see an increase in chemical sputtering, along 
with H incorporation beyond H repopulation, if reactive H atom fluxes are higher 
than the H atom depletion rates through physical and chemical sputtering. Because 
the exact ion composition is unknown, accurate sputter yields could not be 
determined. Above 10% H2, the erosion rates are seen to decrease. At higher flows of 
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H2 in Ar, the erosion rate of the surface may become li ited due to insufficient Ar 
ion bombardment relative to reactive H species. At conditions of pure H2, the erosion 
rate is still significantly higher than for pure Ar, while the plasma density has dropped 
by almost two orders of magnitude. 
 
Figure 2.9: The dependence of plasma density (left y-axis, closed circles with solid 
line) and a-C:H erosion rate (right y-axis, open squares with dotted line) on the % H2 
flow in Ar during steady-state erosion in Ar/H2 plasma mixtures is shown. 
 
 For erosion with pure Ar plasma in section A., we found H depletion of the 
surface. For erosion with pure H2 plasma in section C., we found H saturation of the 
surface. The modification of the a-C:H surface varied with plasma Ar:H2 
composition. In Fig. 10, the change in the a-C:H surface areal density of H and C 
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atoms vs. the flow percentage of H2 in Ar is shown. The modified layer thicknesses 
were found using index of refraction values described in sections A and C for H 
depletion and H saturation, respectively. The changes in the C and H atom areal 
densities were found using Schwarz-Selinger et al.’s2.7 relationship for a-C:H film % 
H and density. Using the relationship for density and % H of the modified layers, 
along with knowledge of the steady-state thickness of modification the C and H 
atomic density changes were estimated. With small amounts of H2 addition (2.5% 
total flow) to Ar plasma, the H depletion caused by Ar ion bombardment is 
diminished. Through ellipsometric modeling, this is seen as a loss of more than half 
the modification depth. While optically this can be shown with our two layer model, 
more realistically the modification depth by the Ar ions should remain constant, 
independent of %H2 in the plasma. The difference with increasing % H2 flow is in the 
near-surface diffusion of H passifying the broken bo ds, the increasing number of Hx
ions interacting with the surface, and a diminishing amount of Ar+ ions. One possible 
explanation is that this film surface could resemble a two layer gradient structure. 
Near the surface, the film is saturated with H, while deeper into the film, the H:C 
ratio is lower than the deposited a-C:H. In Fig. 10, the change in H:C ratio in steady-
state illustrates the net chemical effects. At 5% H2 flow added, there is initial surface 
H depletion, followed by slight long term hydrogenation. This may be that the initial 
Ar ions are able to cause many bond-breaking events near the surface, leading to 
densification until H atoms diffuse in and passify the broken bonds. In steady state 
erosion, the reactive H atoms are able to create a net loss in surface density. Above 
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5%, there is hydrogenation to increasing degrees, without an initial densification 
period.  
 
Figure 2.10: The dependence of net areal atom densities of H (open triangles with 
dashed line) and C (closed squares with solid line) atoms on % H2 flow in Ar during 
steady-state erosion in Ar/H2 plasma mixtures is shown. 
 This large repopulation/hydrogenation to a hydrocabon surface due to small 
H2 additions to Ar plasmas has not been previously report d. In a recent simulation 
by Maya et al.2.42 150 eV Ar bombarded a-C:H, followed by bombardment by low-
energy, reactive atomic H atoms. This simulation showed repopulation of Ar cleaved 
C-C bonds by H. This simulation used a highly physical sputtering condition (45° 
incident angle), so the penetration depths are much shallower than we would expect 
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for our current experiments. With a significant amount of Hx
+ and reactive neutrals 
concurrently bombarding the surface, a high concentration of H could be significantly 
deeper. In future work, we will explore how this competition of effects can translate 
to polymeric systems. 
2.4 Conclusions 
 In conclusion, the surface modification of a-C:H films with various Ar/H2 
plasma compositions and ion energies has been studied. In agreement with MD 
simulations, in-situ ellipsometry of Ar plasma on a-C:H shows a large increase in 
surface density due to selective sputtering of H atoms over C atoms. This depletion 
leads to the formation of a steady-state, H-poor a-C:H modified surface region. This 
surface densification increased in thickness and H loss when ion energies were 
increased. In contrast, H2 plasmas interacting with a-C:H show a large loss of surface 
density due to H incorporation and diffusion during erosion. The degree of H 
incorporation was found to decrease with larger ion energies due to large increases in 
erosion rate by physical sputtering. During erosion with combined Ar/H2 flow in 
plasmas, the effect on the a-C:H surface varied widely. This allows for control of film 
chemistry and density during erosion by a simple change in chemistry and ion energy. 
With less than 5% H2 addition, film surfaces are H-depleted. Above 10% H2 addition 
the surfaces show a net loss in density in steady-state. With H2 addition approaching 
100%, the film surface becomes increasingly H-saturated. Characterizing the surface 
modification of a-C:H using different plasma chemistries with competing chemical 
effects can help to improve understanding of fundamental plasma-material 
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Ar metastable atoms are important energy carriers and surface interacting 
species in low-temperature plasmas that are difficult to quantify. Ar metastable atom 
densities (NAr,m) in inductively coupled Ar and Ar/H2 plasmas were obtained using a 
model combining electrical probe measurements of electron density (Ne) and 
temperature (Te), with analysis of spectrally resolved Ar plasma optical emission 
based on 3p → 1s optical emission ratios of the 419.8 nm line to the 420.1 nm line. 
We present the variation of NAr,m as the Ar pressure and the addition of H2 to Ar are 
















Due to the ease of manipulation of plasma-generated tomic and ion species 
and energies in Ar/H2 plasma, this plasma mixture is a topic of recent study with 
applications from cleaning deposits in fusion devics to controlling surface properties 
of polymers and hydrogenation of transistors.3.1-3.3 Quantitative measurements of 
absolute particle (ions, reactive neutrals, metastable toms, etc.) densities and surface 
fluxes are required for monitoring this manipulation in these applications. Recently, 
several research groups have reported measurements and created models for 
predicting the plasma parameters and ion composition  of Ar/H2 plasmas.
3.4-3.6 Sode 
et al. recently showed unpredicted results in molecular ion compositions and electron 
behavior of H2/Ar plasmas at different chemical compositions.
3.6 Metastable species 
formation are also important electron energy-loss mechanisms and are significant for 
surface reactions in Ar plasmas along with H atom creation in Ar/H2 plasmas, though 
they are notoriously hard to quantify through direct plasma observation techniques. 
Ar metastables have long lifetimes, carry significant energy that can be transferred to 
atoms/molecules causing Penning ionization/dissociati n, and occur at high densities 
in low temperature plasmas.3.7-3.9 Ar metastable atoms in Ar plasma and Ar plasma 
mixtures have been used for low-energy patterning of surfaces3.10,3.11    Quantification 
of metastables in Ar plasmas3.12-3.14 and Ar/reactive gas mixtures3.15-3.17 by optical 
methods has been a topic of great interest. In the Ar/H2 global model presented by 
Kimura and Kasugai, an increase in NAr,m with small increases in H2 gas is predicted 
in Ar plasma at pressures of 20 mTorr and above.3.4 They predict that further 
increasing H2 flow into Ar plasma results in a leveling and a decrease in the NAr,m. 
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Wang et al. have reported accurate NAr,m measurements for Ar plasmas at different 
pressures and containing H2 impurities using absorption spectroscopy. Their 
measurements show that NAr,m has a local maxima as pressures are increased and 
decreases rapidly with H2 addition.
3.17 
DeJoseph and Demidov used the relative emission inte sities of 419.8 nm and 
420.1 nm Ar lines to study the behavior of Ar metastable atoms in plasmas.3.18-3.20 
The Ar emission of the 3p to 1s transitions display a unique ratio of intensity 
depending on whether the 3p state is excited by direct electron excitation or stepwise 
excitation. The line at 419.8 nm is excited almost exclusively due to direct ground-
state excitation while the intensity of the 420.1 nm line strongly depends on 1s5 
metastable atom density. Boffard et al. recently used these line ratios to probe the 
EEDF of dense inductively coupled Ar plasmas at different pressures.3.14 These line 
ratio values of emission intensities of the 419.8 nm line to the 420.1 nm line 
(radiation from Ar levels 3p5 and 3p9 populated by excitation from the Ar ground 
state to the Ar level 1s5 metastable state, respectively) can be used in conjunction 
with electron properties (Te and Ne) to calculate NAr,m.  Using Jung et al.’s Ar 
excitation cross-sections,3.21 Adams et al. used this model to predict quantitative NAr,m 
for pulsed Ar plasmas3.22 and it will be briefly outlined here. The intensity of the 
aforementioned lines is:                                                                        
                                                                       (3.1) 
                                                                       (3.2)                                                                                   
where Na is the neutral gas density, K1a, 2a are the electron optical excitation rate 
constants of the upper levels Ar emission lines from the ground states at 420.1 nm 
 49 
 
and 419.8 nm, respectively, K1m, 2m are the electron optical excitation rate constants 
from Ar metastable states at 420.1 nm and 419.8 nm, respectively. These rate 
constants are determined by:  
                                                    (3.3)                          
where  is the cross-section,3.21  is the electron energy, and  is the measured 
EEDF (found from Fig. 3.1). The NAr,m can then be calculated numerically by: 
                        (3.4)                      
This model does not account for contributions to the 419.8 nm emission line due to 
electron excitation from resonance level Ar atoms. These contributions become 
increasingly significant above pressures of 5 mTorr.3.14 Boffard et al. showed the 
number densities of resonance level Ar atoms increased linearly from ~5 mTorr to 15 
mTorr before plateauing. This leads to a slight underestimation of metastable density 
in our measurements at the pressures explored, as the emission of the metastable state 
decreases above these pressures. 
3.2 Experimental details and methods 
The experimental plasma characterization work was performed using an 
inductively coupled plasma (ICP) system described in previous studies. 3.23 A source 
power of 300 W was applied to a 3 turn coil through an L-type matching network to 
maximize inductive power coupling to the plasma. A total flow of 50 sccm (standard 
cubic centimeters per minute at STP) was used for all conditions. For Ar/H2 mixtures, 
H2 flow in Ar (quoted in terms of %) denotes a percentage of total flow volume in 
sccm units. A downstream throttle valve was used to control operating pressures. The 
confined plasma region was bounded by a 195 mm diameter ring, with a dielectric-
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window-to-bottom-substrate distance of 150 mm. To obtain EEDF, Te, and Ne, 
Langmuir probe measurements were performed using a VGPS universal probe 
system24 compensated to the drive frequency of the plasma and its harmonics. The 
plasma density, electron temperature and reaction rates are found as appropriated 
integrals of the measured EEDF.3.24,3.25 Optical emission measurements were 
performed using a SPEX 750M spectrometer (1200 lines/mm grating) equipped with 
a Hamamatsu PMT and a fiber optic cable that sampled th  plasma 100 mm from the 
dielectric window. The emission of interest (419.8 nm to 420.1 nm) was resolved by 
scanning in increments of 0.01 nm.  
3.3 Results and discussion 
The effects of Ar pressure and H2 additive gas on plasma species on the EEDF 
are shown in Fig. 3.1. Increasing pressure from the baseline curve of 10 mTorr 
increases the density of the plasma (area under the curv ) and decreases Te (average 
electron energy). This density increase and electron c oling effect is due to an 
increase in electron-neutral collisions at higher pr ssures. H2 addition to Ar decreases 
the plasma density and increases Te. Unlike Sode et al.’s observations of the EEDF 
shape and integral, at our conditions, the measurements show only slight changes in 
average electron energy (slope of EEDF in its Maxwellian part) while Ne is seen to 
decrease drastically. This loss in density with only slight increase in electron energy 
is due to H2’s additional electron collisional energy losses of molecular dissociation 




Figure 3.1: Electron energy distribution functions of Ar plasmas at different 
pressures (10-30 mTorr) and H2 flow additions (at 10 mTorr with additions from 10% 
to 50% H2). Coloured lines represent different pressure Ar plasmas, while the broken 
lines represent different H2 admixtures to Ar plasmas. The solid black line represents 
the baseline condition (10 mTorr, 300 W) used for H2 flow additions. The range of 
EEDFs validity is limited by the level of 2x107. 
 
Varying pressure and H2 additive gas has two opposite effects on Te and 
density. The change in electron properties with pressure and H2 additive parameters is 
shown in Fig. 3.2(a,b).  Fig. 3.2(a) shows that Te decreases from ~3.4 eV at 5 mTorr 
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to ~2 eV at 30 mTorr while Ne increases from ~5 x 10
10 cm-3 at 5 mTorr to ~3.5 x 
1011 cm-3 at 30 mTorr. Godyak et al. found similar effects of pressure on Te, Ne, and 
EEDF’s in comparable inductively coupled Ar plasmas.3.23 Fig. 3.2(b) shows that, at 
10 mTorr, H2 addition increases Te from ~2.9 eV at 0% H2 addition to ~3.2 eV at 
30% H2 addition and decreases Ne from ~8 x 10
10 cm-3 at 0% H2 addition to ~3 x 10
10 
cm-3 at 30% H2 addition. This large decrease in Ne has been observed previously for 
H2 addition to Ar plasma.
3.4-3.6,3.27 The electron properties obtained from the EEDF 
data (Figs. 3.1 and 3.2) were inserted into EQ. 3.3 for finding reaction rates. 
 
Figure 3.2: Te’s (triangles) and Ne’s (squares) of (a) Ar plasmas at different 
pressures (10-30 mTorr) and (b) H2 flow additions (at 10 mTorr with additions from 




Figure 3.3: 420.1 nm and 419.8 nm emission ratios of Ar plasmas at different 
pressures (squares, 5-30 mTorr) and H2 flow additions (triangles, 10 mTorr with 
additions from 0% to 30% H2). Inset shows baseline emission profile data of region 
around the two peaks Ar plasma at 10 mTorr, 300 W condition. 
The final calculated values of NAr,m/Ne ratio for the Ar pressures series and the 
H2 addition to Ar series are shown in Fig. 3.4. For Ar, increasing pressures decreases 
NAr,m/Ne. This can be explained by increased collision-induced cooling at higher 
pressure decreasing electron temperatures that are relevant to excitation. While the 
relative density decreases, NAr,m encounters a localized maximum between 10 and 15 
mTorr, a range that lowers at higher/lower pressures. This increase could result from 
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Ne increasing faster than Te decreases once Te decreases below the threshold for 
excitation. The model is in agreement with previously published studies of Ar 
plasmas pressure dependencies showing an increase in density with 
pressure.3.12,3.14,3.16  The decrease in NAr,m is in agreement with Boffard et al.’s result 
using laser absorption at pressures higher than 10-15 mTorr (in a much denser Ar 
plasma).3.16 In Ar/H2 plasmas, NAr,m decreases with addition of H2, in agreement with 
the absorption spectroscopy measurement of Wang et al.3.17 A localized increase of 
NAr,m was not seen at low flows of H2 in Ar cases as seen in Kimura and Kasugai’s 
global model simulations.3.4 Unlike increasing the pressure, H2 addition caused no 
localized increase in NAr,m, since it H2 addition results in no increase in the value of 
Ne. Small changes (~10%) in Te seem to have little effect on modeled NAr,m it seems 






Figure 3.4: Ratios of modeled NAr,m’s normalized to Ne’s of Ar plasmas at different 
pressures (squares, 10-30 mTorr) and H2 flow additions (triangles, 10 mTorr with 
additions from 0% to 30% H2).  
This method could be useful qualitatively in situations where Langmuir probe 
and laser absorption methods are unavailable for measuring Te and Ne (e.g. an 
industrial plasma processing tool). With knowledge of the 420.1 nm / 419.8 nm line 
intensity ratios and changes to absolute intensities, r lative NAr,m behavior can be 
qualitatively estimated directly from optical emission spectroscopy. Absolute values 
require accurate measurements for Te and Ne. In Ar/H2 plasmas using this method, 
NAr,m appears to be qualitatively insensitive to small uncertainties in Te and Ne. If 
only optical emission spectroscopy measurements were available, the 420.1 nm / 
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419.8 nm line intensity ratio decrease of ~65% over th  parameter space follows 
qualitatively the behavior of NAr,m. With full information of Te and Ne , the model 
allows for a quantitative expression of NAr,m decreasing to ~55% its original value. 
For Ar plasma at different pressures, with both the Te and Ne varying highly, this 
method becomes less effective without knowledge obtained using both Langmuir 
probe and 420.1 nm / 419.8 nm line intensity ratios. 
3.3 Conclusions 
In summary, we used electrical and optical plasma ch racterization data in 
combination with cross section data and a model of the population/deexcitation of Ar 
excited states to obtain NAr,m. EEDF measurements reflect increases in Ne and 
decreases in Te as Ar pressure increases, while H2 addition causes large decreases in 
Ne and marginal increases in Te. Emission ratios of the 420.1 nm to 419.8 nm line 
increase as pressure is increased, while a decrease in int nsity is seen for increasing 
H2 addition. In low pressure Ar plasmas, Ar metastable atoms have the highest 
density if normalized to plasma Ne. As pressure increases, the Ne increase outpaces 
the increase in NAr,m, which levels off around 30 mTorr due to a drop in Te. With the 
addition of H2, a relative decrease is seen in NAr,m relative to Ne, but without as sharp 
of a decline as with pressure. This optical method as shown to be useful for 
obtaining Ar metastable densities with satisfactory accuracy and precision at different 
plasma pressures and with H2 gas additions, in agreement with rigorous quantitative 
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We report on Langmuir probe measurements that show t at hydrocarbon 
surfaces in contact with Ar plasma cause changes of lectron energy distribution 
functions due to the flux of hydrogen and carbon atoms released by the surfaces. We 
compare the impact on plasma properties of hydrocarbon species gasified from an 
etching hydrocarbon surface with injection of gaseous hydrocarbons into Ar plasma. 
We find that both kinds of hydrocarbon injections decrease electron density and 
slightly increase electron temperatures of low pressure Ar plasma. For low 
percentages of impurities (~1% impurity in Ar plasma explored here), surface-derived 
hydrocarbon species and gas phase injected hydrocarbon molecules cause similar 
changes of plasma properties for the same number of hydrocarbon molecules injected 













 Plasma-surface interactions are dominated by high energy species 
(ions, photons, metastable atoms, fast neutral atoms) and reactive species (dissociated 
atoms and molecules). Inadvertent addition of reactive impurities to inert plasmas 
affects plasma properties and processing using these discharges. For example, Ar 
plasmas with small N2, O2, and H2 admixtures show large changes in plasma 
properties.4.1-2  In particular, H2 addition impacts ion chemistry, electron energy 
distribution, and metastable atom densities.4.1,4.3-4.4 The source of these reactants is 
not limited to gas flow into the chamber; the processing chamber walls can also 
release reactants into the plasma. This effect has been demonstrated for chlorine 
plasma-based etching of silicon.5 The sensitivity of plasmas to reactants demonstrates 
the importance of controlling impurities derived from the reactor walls.4.6 Common 
plasma chamber sidewalls are conditioned stainless st el alloys, with minimal 
outgassing of impurities into the chamber during plasma processing. Deposition of 
volatile films onto these walls can lead to release of reactant species during plasma 
processing.  
Quantification of wall-derived reactant species is important for improving 
current and future plasma processing applications.4.7 The effect of impurities/etch 
products derived from surfaces interacting with plasm s has been looked into for 
process endpoint detection. Endpoint detection by electrical and spectroscopic 
characterization techniques of plasma processes has been used extensively in device 
manufacture to determine when to stop etching.4.8-4.10 Endpoints of processes can be 
detected by optical changes when the surface derived sp cies no longer emit while 
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changes to the electrical properties of the plasma (e.g. the electron density (Ne), 
electron temperatures (Te), rf bias impedance, etc.) can also tell the state of surfaces, 
walls, and gaseous species flowing into the plasma.4.10    
Hydrocarbon-Ar plasma interaction is of great interest for multiple 
applications. Hydrocarbon gas (CH4, C2H2, etc.) additions to Ar plasmas are used for 
deposition of carbon films and synthesis of nanoparticles.4.11,4.12 Ar plasmas are used 
for etching polymeric hydrocarbons (such as photoresists). As substrate areas increase 
and atomic layer control of etching surfaces becomes necessary, controlling the 
densities and energetics of plasma species will be very relevant.4.13,4.14 Carbon coated 
walls have also been proposed for improving etch process reproducibility and species 
control.4.15,4.16 In applications where significant flows from etching hydrocarbon 
surfaces could cause unanticipated changes to plasma properties, it will be important 
to predict changes to plasma properties. In this study we look at the effect of such 
effects on electron energy distribution functions (EEDF), to see how the Ne and Te are 
affected by surface derived hydrocarbons, and how tese changes compare to changes 
caused by gaseous hydrocarbon impurities. 
4.2 Experimental details and methods 
The work was performed in an inductively coupled plasma reactor with a coil 
driven at 13.56 MHz for plasma generation through a dielectric window. For etching 
films a cooled substrate was biased at 3.7 MHz for controlling ion energies.4.17 A base 
pressure of <5x10-6 Torr was reached before igniting plasmas to minimize residual 
chamber impurities (environmental adsorbed O2, H2O, N2, etc.). Ar plasmas were 
then run for 5+ minutes to achieve steady-state wall heating to prevent time-
 61 
 
dependence in measurements. Precise flow of gas impurities was performed using a 
parallel stabilizing gas line in conjunction with an utomatic butterfly valve, allowing 
for input of the correct flow of depositing gas at high speeds without a large pressure 
increase. To emphasize minute impurities in the plasma, 40 sccm was the total 
combined flow rate of Ar and hydrocarbon gases (CH4 admixtures and surface 
derived hydrocarbon species). The Langmuir probe used in this study is designed to 
collect highly accurate measurements of EEDF, Ne, and Te under depositing plasma 
conditions by fast sweep speeds, ion bombardment, and electron heating.4.18 Between 
each voltage sweep, a brief period of intense ion bombardment (at -30 V) and a small 
period of electron heating (at +35 V) kept the iridium probe clean and glowing. This 
prevents build-up of insulating layers and ensures that the work function remains 
constant, allowing for high confidence in measurements near the plasma potential 
during sweeps. Collection of plasma properties can be done continuously, allowing 
for time-resolved monitoring during the plasma process.18 
To achieve varying CxHy flows during surface-derived hydrocarbon-plasma 
interaction studies, amorphous hydrocarbon (a-C:H) films were grown with surface 
areas ranging from 25 mm2 – 130 mm2 and subsequently placed onto the substrate. 
Plasma conditions for similar films in this system have previously been described.4.19 
In this study, films were grown without substrate bias in CH4 plasmas, leading to 
polymeric, H-saturated hydrocarbon films. During growth, films were optically 
characterized according to a-C:H index-chemical described by Schwarz-Selinger t
al.4.20 The optical index of these films was n=~1.55 which is equivalent to a ~48% H 
film with a density of 1 g cm-3.4.20 Typical species etched at low Ar ion energies from 
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these a-C:H films are C and H atoms, H2 molecules and unsaturated/saturated 
hydrocarbon molecules (subsequently called CxHy).  a-C:H films were monitored 
during plasma exposure using in-situ ellipsometry to find surfaceplasma CxHy 
fluences. Using measured erosion rates as well as the hydrocarbon surface area and 
composition, we calculate equivalent CxHy flows into the plasma. Flow % of CxHy in 
Ar was approximated as the number of C atoms being r moved for clearer 
comparison to CH4. Substrate biases to obtain >1 % total flow from the surface 
ranged from -25 V to -100V, achieving etch rates greater than 25 nm/min. When a-
C:H is not present on the substrate, these biases induce negligible changes to electron 
population properties (EEDF, Ne, and Te) using appropriate filtering techniques.4.
21 
As this lower driving frequency inefficiently couples to electrons, substrate bias does 
not cause significant increase in the sheath length and ion currents are constant in this 
Ar plasma–substrate bias regime. Without applied bias, a-C:H erosion rates are 
minimal (<1 nm/min), allowing for chamber heating/conditioning and baseline probe 
traces before significant carbon introduction. CH4 addition causes deposition onto 
cool, remote, unbiased surfaces in the plasma such as t e substrate, sidewalls, and the 
dielectric window.  
4.4 Results and discussion 
The introduction of small flows of CH4 had an immediate impact on plasma 
properties. Figure 4.1 shows the effect of CH4 flow on the Ar plasma EEDF. With the 
introduction of CH4 into the plasma, the Ne drops, especially those with lower energy. 
By 4% addition, almost a 30% decrease in EEDF integrat d area is seen. The 
depletion of low energy electrons can be explained, in part, by electron energy 
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coupling to CH4 dissociation and molecular states. A similar effect was observed in 
recent studies with H2 addition to Ar plasmas.
4.3,4.22,4.19 The overall decrease in 
electrons is due to decreasing degrees of ionization w th CH4 addition. Due to 
deposition onto grounding surfaces facing the plasma (and non-negligible increase in 
the sheath resistance), the peak of the EEDF begins to shift to higher energies with 
CH4 addition.  The effect of surface derived hydrocarbons on the plasma is also 
displayed and shows a slight decrease in low energy lectrons (similar to CH4 
addition). As the flows from the surface are much smaller than the CH4 flows, this 
impact on plasma properties is much less. The maximum equivalent flow from the 




Figure 4.1: Electron energy distribution functions of Ar plasmas with varying 
amounts of CH4 added to plasma from surface and gaseous sources. EEDF 
measurements have high accuracy to ~<5 x 107 eV-3/2cm-3. 
  
 
Figure 4.2: The time-dependent effect of C and H flow into the plasma. CH4 flow or 
bias are switched on (at ~20 seconds), increasing the flow of C and H into the 
plasma. CH4 flow or bias is switched off (at ~50 seconds), decreasing the flow of C 
and H into the plasma. The ‘*’ denotes the surface CxHy case when the substrate bias 
was switched from -100V to -50V. In this case, stabilizing the voltage and achieving 
steady-state surface etching took several seconds. 
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 The changes caused by hydrocarbon addition to Ar plasma are time-dependent 
and reversible. Fig 4.2. shows the response of Ar plasma electron density to 
hydrocarbon addition with time. When CH4 is introduced into the chamber, Ne
quickly drops. The small, quick spike in Ne observed for some cases is due to a 
transient pressure increase due to valves switching before stabilization. For most 
cases (besides the low, 2% CH4 case) the decrease in electron temperature stabilizes 
and saturates within ~10 seconds. The slower saturation of the 2% CH4 case may be 
due to the initial depletion of most CH4 from the plasma from deposition onto the 
substrate and exposed walls. After CH4 flow is turned off, the electron density 
recovers to initial levels. At higher flows (above 2%) this effect takes longer, likely 
due to a buildup of volatile hydrocarbon species on the walls. Surface derived CxHy 
has a faster rate of interaction upon the Ar plasma. The case shown here is a surface 
etched at -100V, before being switched to being biased at -50V, and finally with bias 
turned off. The source of CxHy, in this case, is immediately removed from the 
chamber and the plasma relaxes to its original properties. 
Corresponding extracted plasma densities and electron temperatures of CH4 
addition and surface derived hydrocarbon cases are hown in Fig. 4.3. Ne decreases 
drastically with the addition of CH4. Electron temperature increases very slightly at 
high CH4 additions, due to the depletion of low energy electrons. This effect is similar 
to the addition of other reactive molecules to Ar plasma,4.3,4.23 and can be explained 
by a drop in density due to depletion of electron energy through molecular vibrational 
processes. Comparatively, surface derived CxHy behaves in a very similar way for Ne. 
At the highest amounts of etching (equivalent to flows of ~1% CH4), a decrease in Ne 
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similar to the decrease seen with CH4 addition is observed. As Te changes from CH4 
addition in this low regime are minimal, a drop in Te from surfaces was not expected.  
Te seemed to decrease slightly in this regime but changes are within the experimental 
error of the temperature measurement.  
 
Figure 4.3: Electron densities and temperatures vs. CHx flow into the plasma. Black 
squares show the electron effect of flowing CH4 on the Ar plasma. Red triangles show 
the electron effect of erosion of a-C:H effects on the Ar plasma. 
The speed limitations and the gas residence time of the CH4 cases is 
showcased here, as it takes longer for the valves to actuate and flow CH4 (~100’s of 
ms) than for a biased surface to begin etching (~10’s of µs). Also, when the flow of 
CH4 is turned off, there is a fast response (related to the gas residence time) and a 
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slower response (related to adsorbed CxHy and H2 coming off the walls). Ne in surface 
derived carbon cases is also seen to recover from its decrease faster. This is due to the 
sole location of hydrocarbons within the chamber no longer emitting significant CxHy, 
whereas in CH4 cases much more chamber surface area is coated with volatile 
hydrocarbons. 
 The maximum magnitude of change to Ne by 1% surface/gaseous 
hydrocarbon emission is ~4% the initial Ne (~1.1 x 10
11 ~9.6 x 1010).  Above 2% 
addition with gaseous CH4 flow, the decrease in Ne is greater and linear up to 10% 
addition, with a decrease of ~8% in Ne per %CH4 added to the plasma. Though these 
changes in Ne are significant, for etching/deposition applications, the reactive 
addition may have large consequences. The etch rate of hydrocarbons can rise with 
these small additions saturated with H atoms. Similarly to small C4F8 additions to Ar 
plasmas increasing the etch rate of SiO2 f lms by F atom reactivity, H atoms 
drastically increase the etch rate of hydrocarbons.4.24 Planning plasma processes to 
have large flows from the substrate and long-term redeposition/etching from plasma-
facing surfaces is important for controlling properties and reproducibility, and will 
become a greater consideration as etching surfaces in rease and surface derived 
impurities constitute significant fluxes into the plasma. 
4.5 Conclusions 
We conclude that small amounts of hydrocarbon impurities can drastically 
affect plasma electron behavior. A distinct 4% drop in Ne has been observed when 
only ~1% flows of hydrocarbons are introduced into the reactor from surface sources. 
With large surface areas and ion energies, an almost equivalent flow from the surface 
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compared to gaseous CH4 flow can be achieved. The drop in Ne of surface 
hydrocarbon sources compares well with CH4. Plasma properties quickly react to the 
addition of hydrocarbon impurities and returns to original properties once gaseous 
impurities are removed from the chamber.  These effects show that impurity flow 
from surfaces affects plasma properties when high surface areas of reactive materials 
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Plasma-assisted shrink (PAS) of features, involving plasma deposition onto 
sidewalls to shrink features has been described in the past for symmetric features. In 
this work we explore shrinkage of asymmetric features using fluorocarbon-based 
plasma deposition. Using top-down and cross-section sca ning electron microscopy 
(SEM), we find the dependencies of this shrink process on top-down blanket 
deposition thickness, pressure, source power, and deposition plasma chemistry with 
the aim of achieving the best 1:1 ∆L:∆W shrink of asymmetric features. In a baseline 
condition (Ar/20% C4F8 plasma, 400 W, 20 mTorr) we find conformal coating from 
the top to the bottom of a narrow trench and shrinking from ~100 nm to ~50 nm. For 
strongly asymmetric features, the long dimension (above ~100 nm) sidewall 
deposition rates scale closely to top-down blanket deposition as neutral arrival is not 
feature-impeded and growth rate depends only on the sticking/reaction probabilities. 
In feature dimensions below ~100 nm, sidewall deposition rates decrease rapidly with 
feature size, as neutral arrival becomes feature-limited as the solid acceptance angle 
of neutrals and/or low-energy ions is diminished. At higher deposition thicknesses, 
asymmetric shrink increases, leading to large disparities in ∆L and ∆W.  For best 1:1 
∆L:∆W shrink of features, we find conditions of lower deposition thicknesses, higher 






Recently, plasma-assisted shrink (PAS) has been proposed as a method to shrink sizes 
of patterned photoresist (PR) features.5.1–5.3 PAS relies on using polymerizing plasmas 
to deposit films that cover sidewalls of features after initial patterning. These films 
could shrink features by 10’s of nanometers with sequential deposition/etching 
cycles. Some success has been reported of shrinking ~100 nm circular contact holes 
and trenches with depositing hydrocarbon and fluorocarbon plasmas up to ~60 nm 
shrink. 5.1, 5.4–5.7 These processes do not shrink perfectly, and thereis some distortion 
of the pattern that increases with shrink magnitude. While using PAS has been 
effective for shrinking symmetric circular contact holes, successful PAS of 
asymmetric contact holes and features has not been reported.  
Hydrocarbon- and fluorocarbon-based plasmas have shown some success for PAS 
and feature sidewall deposition. 5.1, 5.4–5.7 Fluorocarbon-based plasmas are used 
extensively in etching of dielectric films for device manufacture and deposition of 
low-k materials.5.8, 5.9 Fluorocarbon deposition on sidewalls during dielectric and 
silicon etching is an  established method to control feature dimensions.5.10, 5.11 A FC-
based deposition step during the Bosch process (cyclic process to etch high AR 
features through silicon vias) protects silicon sidewalls by passivation.5.12, 5.13 The 
sidewall passivation step and the thickness of the passivation layer has been studied 
extensively.5.14 By tuning plasma chemistries, thin fluorocarbon films coat sidewalls 
and protect silicon from reactive species (atomic fluorine, etc.) during etch. These 
fluorocarbon-based plasmas could possibly be extended beyond sidewall preservation 
during etch to PAS processes. Etching applications in a ymmetric features and 
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features with high AR show problems with getting sufficient passivation of sidewalls 
and available etch reactants at the bottom of featur s.5.15, 5.16 This effect, known as 
RIE lag, results in major difficulties for etching of high-aspect ratio features.17,18  This 
work investigates the problem of shrinking asymmetric holes uniformly, the physical 
limitations of depositing in shadowed features, andwhich plasma parameters can give 
the best results. 
Figure 5.1: (a) Example cross section views of asymmetric photoresist features on a 
substrate before FC deposition. (b) Example changes in length (∆L) and width (∆W) 
with deposition of a FC film.  
There is difficulty in equally shrinking features with very short, confined 
dimensions versus those with longer dimensions, and there is a dependence of shrink 
on initial critical dimensions. Figure 5.1 shows schematics for an asymmetric feature 
and introduces terminology used in analysis of this study.  Figure 5.1 (a) shows a 
model of PR features on a substrate from two perspectives (length, L, and width, W) 
before a fluorocarbon PAS process. The height of the PR film is ~100 nm. Figure 5.1 
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(b) is an example of an ideal fluorocarbon PAS shrink process with uniform shrink of 
large and small feature dimensions of varying initial sizes. ∆L is the change in the 
longer feature dimension, and ∆W is the change in the shorter feature dimension. 
Top-down blanket deposition (dbl) is the total fluorocarbon film thickness deposited 
during the shrink process on a monitor blanket wafer. Ideally, PAS would minimize 
net dbl, ∆L is equal to ∆W, and the sidewalls would be uniformly coated. The polar 
angle, θ, for the direct acceptance of fluorocarbon plasma pecies, changes depending 
on the AR of the feature and its location in the feature.  
5.2 Experimental details and methods 
 An inductively coupled plasma reactor, described in previous publications,5.19 
was used for the PAS process. Briefly, a 13.56 MHz rf power supply with an L-type 
matching network powers a planar coil above a quartz window. A substrate electrode 
can be independently biased at 3.7 MHz to control ion energies. The distance between 
the substrate electrode and the quartz window is 8 cm. PR samples (2.5 cm x 2.5 cm) 
were thermally attached to the substrate electrode whose temperature was held 
constant at 10° C. A base pressure of 5 x 10-6 Torr was achieved before all plasma 
processes. Plasmas for PAS processes were Ar/C4F8 mixtures with varying gas 
composition, source powers, and neutral pressures to tune deposition properties. 
Labelle et al. previously investigated the blanket deposition dependencies 
(composition, deposition rate, optical index, etc.) of these films while varying plasma 
properties.5.20 
193 nm PR blanket films and patterns were used to study deposition rates and 
shrink by PAS in this study. Patterned films consisted of PR features (~100nm in 
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initial height) on silicon substrates (pristine features of different AR’s are shown in 
Fig. 2 (a-c)). Deposition rates were monitored by in situ ellipsometry of blanket 193 
nm PR films during PAS processing to determine end points of plasma processes. We 
find the index and thickness of top-down deposited fluorocarbon films using a 
multilayer ellipsometric model accounting for the 193nm PR film index and 
thickness.5.20 Scanning electron microscopy (SEM) was used to measur  initial 
feature sizes and the changes to features caused by PAS and cyclic processes. 
Dimensions of features were measured using Digimizer lin -drawing software 
coupled with the microscope scale. Statistical calcul tion of line lengths were 
performed multiple times per feature type.  
5.3 Results 
As reported previously for fluorocarbon PAS processes,5.7 the Ar/C4F8 plasma 
deposition drastically changed the dimensions of features. After 60 nm dbl (Fig. 5.2 
(d-f)), a buildup on the sidewalls and bottom of the renches is observed (Fig. 5.2 (d)). 
Cross sections of the features with fluorocarbon coating shows uniform trench (~100 
nm W and >5 µm L, initial) sidewall deposition from the top of the feature to the 
bottom, and compares well with top-down SEM measurements (Fig 5.2 (e)).  A net 
increase in total film thickness matches closely to that seen in the blanket film.  In 
some initially narrow areas (~65 nm W), complete occlusion of the feature is 





Figure 5.2: Cross section and top-down SEM micrographs of photoresist features 
before ((a), (b), and (c)) and after FC deposition ((d), (e), and (f)). (a) and (d) show 
the cross section of holes and long lines shown from a top-down perspective in (b) 
and (e). (c) and (f) show features of varying asymmetries. 
 
Figure 5.3: Feature size dependence on change in dimensions (∆L and ∆W)  at 
different top-down deposition thicknesses for standard condition. The horizontal lines 




Figure 5.4: Changes in dimensions (∆L and ∆W) normalized to dbl and ∆L over ∆W 
for different deposition thicknesses.  
Changes to feature ∆L and ∆W with different initial dimensions are shown in 
Fig. 5.3. The fluorocarbon PAS process was carried out for three deposition 
thicknesses (20 nm, 40 nm, and 60 nm) on the different feature dimensions. As top-
down deposition increased from 20 nm to 60 nm, ∆L and ∆W increased. Initially in 
the 20 nm deposition case, the sidewall deposition rate is slower. Once above 20 nm 
dbl is deposited, the shrink rate matches well with top-d wn deposition (40 nm and 60 
nm cases). A clear difference in feature shrink rates is seen between larger and 
smaller features. Larger feature dimensions (L>100 nm) shrink at about twice the top-
down deposition thickness for 40 nm and 60 nm top dwn deposition.  The 
differences for a highly asymmetric feature (1035 nm x 65 nm) are highlighted in Fig. 
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5.4. At 20 nm dbl, ∆L is close to ∆W. As dbl increases, ∆L increases faster than ∆W 
for highly asymmetric features. The rate of increase of ∆W with dbl, in contrast to ∆L, 
does not follow dbl at higher values.  
 
Figure 5.5:  Changes in dimensions (∆L and ∆W) for dbl 20 nm and 40 nm for 




Figure 5.6: ∆L over ∆W at two different deposition thicknesses, (a) 20 nm dbl and (b) 
40 nm dbl, for different deposition parameters. The 400W, 20 mTorr, 20% C4F8 case 
is the baseline which the pressure and chemistry paametric studies are anchored to. 
To improve clarity between data points the higher C4F8 case was offset on the x axis 




Plasma parametric dependencies for asymmetric feature shrink were also 
explored. Figure 5.5 shows the effects of plasma fluorocarbon chemistry, chamber 
pressure, and applied source power on the ∆L and ∆W of highly asymmetric features 
(1035 nm L x 65 nm W) at different dbl. The total change of ∆L and ∆W is 
normalized to dbl. An increase in both ∆L and ∆W per dbl is seen with increasing 
%C4F8 in Ar/C4F8 plasma (Fig. 5.5 (a)). Increasing source power above 200 W 
dramatically increases the ∆L per dbl (Fig. 5.5 (b)). An increase in source power at 
these conditions greatly increases plasma density and dissociation. Figure 5.5 (c) 
indicates that there is a local peak of ∆L at 20 mTorr when changing the pressure. 
These results are normalized (∆L/∆W) and displayed relative to the baseline 
condition (400 W, 20 mTorr, 20% C4F8 in plasma) in Fig. 5.6.  
5.4 Discussion 
During plasma etching of oxides with fluorocarbon gases, steady-state 
fluorocarbon films are formed as intermediates to etching products.5.21 C4F8 
molecules in the plasma are dissociated into FC film precursors that deposit onto 
plasma facing surfaces.5.22 The composition, etch and deposition rates, and thickness 
are determined by plasma parameters such as depositing gas chemistry/concentration, 
plasma density, ion energy, etc.5.20  Fluorocarbon film deposition is highly dependent 
on depositing species fluxes, and reactivity of surace sites.  The sticking coefficient 
(s) expresses the reaction probability that an incident fluorocarbon species will 
deposit onto surfaces. For fluorocarbon films, thisprobability is increased with ion-
induced surface defects/ reactive sites. Low energy ion bombardment can break 
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bonds, sputter fluorine and create reactive sites for additional bonding and film 
buildup to occur.5.23  
There are two regimes of deposition into high aspect ratio features. Blanket 
films and low AR features are in a surface-reaction limited regime where the 
deposited film thickness is independent of feature siz and the deposition rate 








=                                                                                             (1) 
where DR is the deposition rate, Jn  is the flux of neutrals to the surface and s is the 
effective sticking coefficient for a depositing neutral, and will reflect factors like 
synergistic ion bombardment, etc., ρ  film density,  AN Avogadro’s number, and M 
the mass per mole.   
The neutrals in our deposition plasma have molecular flow characteristics 
(interaction with the wall/surfaces before interacting with another gaseous neutral). 
When depositing into geometrically shadowed features, the sticking coefficient 
remains constant while the flux of species into the film is constrained as they begin to 
interact with feature sidewalls. PAS shares the issue of deposition into asymmetric 
features of feature impact on incident particle as h  been discussed for aspect-ratio-
dependent-etching using fluorocarbon plasmas and plasma-enhanced atomic layer 
deposition.5.15,5.17,5.24 The cause of non-uniform deposition and etching in small 
features has been explained by several processes including ion shadowing/deflection, 
neutral shadowing, and Knudsen transport of neutrals.5.15, 5.17 As ions in our 
deposition plasma have only low energies and are highly directional, the neutral 
behavior may dominate deposition onto the feature sid walls. The solid angle of 
 81 
 
acceptance on a sidewall changes drastically in small asymmetric features and 
neutrals may experience shadowing. The polar angle of n utral acceptance, Θ, of the 
feature will change drastically during shrink. For example, if the feature in Fig. 5.1 
(a), had initial L and W dimensions of 300 nm and 100 nm, respectively, the polar 
angle of acceptance half-way down the feature is    
                                                                                          (2) 
where the AR is defined as 
                                                                                                 (3) 
where x is the L or W of the feature and dPR is the length from the top of the feature to 
the angle origin. For this example ΘL is 80° while ΘW is 63°. This initial angle 
changes after deposition of 20 nm fluorocarbon filmonto each side of the sidewalls 
(Fig. 5.1 (b)). The polar angle of acceptance decreases from 80° to 79° and from 63° 
to 50° for ΘL and ΘW, respectively.  The effect of neutral shadowing on acceptance 
angles is readily apparent and gets worse as features shrink during the deposition 
process. We can expect that as feature sizes are constrained, scattering of low-energy 
ions will increase and fewer depositing CFx species will migrate to the bottom of the 
features. 
Beyond shadowing effects, the flow of neutrals in high AR features will 
behave collisionally with the sidewalls. Coburn and Winters created a conductance 
model of Knudsen (collisional) transport of species to the bottom of high AR holes, 
relative to the flux at the top of the hole:5.25  
                                                       (4) 
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Where Jb and Jt are the fluxes to the bottom and top the hole, respectively, Sb is the 
sticking coefficient at the bottom of the feature, and k is related to the time-dependent 
aspect ratio.5.17 The more interactions with sidewalls, the higher the probability of 
deposition. At high AR, depositing neutrals may notdeposit deep into features if 
interaction lengths become too short. The deposition may be constrained and taper 
close to the top of the feature. 
While we see no evidence of tapering deposition at our conditions, AR effects 
are seen when depositing into the asymmetric featurs. We see a sharp transition 
(~100 nm) when the deposition transitions from a surface-reaction limited regime to a 
flux limited regime (by intervening feature parts) (Fig. 5.3). At very low depositions, 
the features all initially grow slower than dbl. Deposition into patterned features has a 
lag period during which the coating shows only ~1/2 of the dbl amount, with dbl being 
20 nm. This could be due to initial surface conditions on patterned features and the 
resolution/contrast limitations of our SEM images of the polymer due to charging. 
Above 20 nm dbl, large feature dimensions (100+ nm) shrink in a fashion that follows 
dbl closely. This is direct evidence for features thatare surface-reaction limited; the 
flux of depositing species is near-identical to those seen by the blanket surface. 
Features below 100 nm do not change dimensions closely with dbl. A decrease in 
shrink is seen as feature sizes get smaller. These features fit the criteria for the flux-
limited regime. The feature sidewalls are getting much less neutral deposition than 
the larger features. Changing plasma parameters from this baseline condition can 
affect the dependence on these relative changes (∆L:∆W). Figure 5.6 shows the 
combined effects of changing parameters at different d position thicknesses. At 20 
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nm dbl (Fig. 5.6 (a)), the effects of the change in parameters is obscured by the large 
error bars and the insensitivity of the SEM images, though we would like to point out 
that the relative ∆L and ∆W differences are much lower for less deposition. At 40 nm 
dbl,(Fig. 5.6 (b)) effects become clearer. 
At higher %C4F8 flows there is very little change from the baselin condition 
in relative ∆L:∆W. This is evidence that starting with 20% C4F8, the process is on the 
high end of neutral-ion fluxes for this ion energy, leading to favoring deposition in 
surface-reaction limited feature dimensions. Decreasing %C4F8 in plasmas is 
advantageous for better 1:1 ∆L: ∆W shrink. Deposition in the narrow (< ~100 nm) 
dimensions is still limited by neutral incidence and the density of depositing species 
is lower for all surfaces. It is possible that for l w %C4F8 in Ar ion etching effects 
reduce growth on ion-exposed surfaces26 As relative ion bombardment increases in 
these open areas (due to an increase in ionization  lower %C4F8 and a decreased 
flux of depositing neutrals), film deposition is suppressed, giving comparable 
deposition rates to short dimension features. The relative shrink for both the 20 nm 
and 40 nm dbl cases are within 5% of each other.  
The effect of source power on the process is shown in Fig. 5.5 (b) and 5.6. As 
source power is increased from 200 W to 600 W, a larger ∆L per dbl is achieved, 
while ∆W per dbl remains constant. With increasing source power, th degree of 
dissociation and available depositing species increases greatly, allowing for more 
deposition. While the density and energy of ions also increases, the sputter rate 
without additional ion energy is very low. At higher powers the degree of asymmetric 
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shrink is amplified, due to a lower amount of sputtering of surface-reaction limited 
feature dimensions relative to deposition, similar in effect to raising the %C4F8 flow.   
Chamber pressure had the highest ∆L:∆W at 20 mTorr. Above and below 20 
mTorr, less ∆L and ∆W per dbl was observed, along with lesser differences in 
∆L/∆W. At lower pressures, plasma density drops along with densities of 
fluorocarbon depositing species. Lower pressure hav previously been seen to help 
control FC species in high AR features when etching SiO2.
5.17 As changing 
ion:neutral ratios in features can affect deposition rates, another parameter that will be 
important for future work to investigate is ion energy. Since substrate electrode was 
kept floating we did not constrain the ion energy. At lower pressures and higher 
powers, ion energies can increase dramatically. Applying a bias also controls 
directionality of ions, allowing for more anisotropic distributions of ions in features. 
5.5 Conclusions 
Fluorcarbon-based plasmas were investigated with the goal to achieve 1:1 
∆L:∆W PAS of asymmetric features. We find that fluorocarbon plasmas can shrink 
trench and hole sidewalls conformally and to a high degree (e.g. 100 nm shrunk to 50 
nm in width). We find that diffusion of neutral speci s into features for deposition is 
highly AR dependent, similar to problems described in AR dependent etching of 
silicon using fluorocarbon plasmas. Through tuning plasma properties from our 
baseline condition, we were able to find conditions where  ∆L:∆W gets closer to 1:1. 
Minimizing ∆L and ∆W by short depositions (20 nm dbl) conserved the asymmetry 
due to the flux limitations getting worse at smaller dimensions.  Decreasing 
fluorocarbon gas admixture (from 20% to 10%) improved asymmetric shrink by 
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decreasing neutral deposition on surface-reaction limited feature dimensions, bringing 
them closer to flux-limited depositions in small dimension features. Going to 
higher/lower pressures (10 mTorr and 50 mTorr relative to 20 mTorr, respectively) 
also helped as plasma properties changed dramatically. 
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We studied the influence of isotopes on the Ar/H2 and Ar/D2 plasmas using 
Langmuir probe and ion mass analyzer measurements at several pressures relevant to 
low temperature plasma surface processing. As up to 50% H2 is added to Ar plasma, 
electron energy distribution functions show a decrease in electron temperature (from 
2.5 eV to 3 eV for 30 mTorr with 50% addition) and a ecrease in electron density 
(2.5 x 1011 cm-32.5 x 1010 cm-3 at 30 mTorr with 50% addition). At lower pressures 
(5 and 10 mTorr) these effects are not as pronounced. This change in electron 
properties is very similar for Ar/D2 plasmas due to similar electron cross-sections for 
H2 and D2. Ion types rapidly transition from predominantly Ar
+ to molecular ions 
ArH+/H3
+ and ArD+/D3
+ with the addition of H2 and D2 to Ar, respectively. At high 
pressures and for the heavier isotope addition, this transition to molecular ions is 
much faster. Higher pressures increase the ion-molecules induced formation of the 
diatomic and triatomic molecular ions due to a decrease in gaseous mean-free paths. 
The latter changes are more pronounced for D2 addition to Ar plasma due to lower 
wall-loss of ions and an increased reaction rate for ion-molecular interactions as 










Ar/H2 plasmas are of interest to for control of defect lve s during graphene 
deposition,6.1,6.2 doping transistors,6.3 and  control of hydrocarbon surface 
properties.6.4  Recent works have aimed at characterizing plasma properties and 
surface interacting species in Ar/H2 plasmas.
6.4–6.12 At low pressures (1-100 mTorr), 
major surface interacting species in Ar/H2 plasmas are ions, reactive H atoms, 
UV/VUV photons and Ar metastable atoms. Gudmundsson first measured the ion 
mass and energy distributions for most ion types prent (H+, H2
+, H3
+, and Ar+).6.5,6.6 
Kimura and Kasugai6.7 and Hjartarsson et al.6.8 then collected electrical/optical data 
and modeled the complete system using a global model, but without direct quantified 
ion composition measurements. They found that plasma density decreased rapidly 
with the introduction of H2 into the pure Ar plasma. They showed that the ArH
+ ion 
should make up a significant portion of ions. Sode et al. recently measured calibrated 
ion mass distributions for Ar/H2 plasmas that accurately described the ion types more 
completely. One of his reported findings was that te ArH+ ion is a much more 
substantial fraction within the plasma. Sode et al. also measured dissociation fractions 
and free H atom density in the Ar/H2 plasmas.
6.9, 6.10 Wang et al.6.11 and Fox-Lyon et 
al.6.12 recently reported on the effect of H2 addition to Ar plasma on Ar metastable 
atom concentrations using optical methods and probe measurements. 
Sode et al. described the measurement of all surface relevant ion types with 
different flows of H2 in Ar plasma (0-100% H2 in Ar plasmas, 7.5 mTorr, with a 
constrained electron density, Ne = 3 x 10
10 cm-3).10 Their work effectively predicted 
the change in ion composition when only changing the gas fraction of H2, by 
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adjusting the Ne through applied rf power modulation. For the purposes of surface 
processing, we are interested in how the plasma changes with only one parameter 
changing at a time. We are also interested in how different conditions (such as 
pressure) affect the density and energy of species within the plasma. At higher 
pressures, plasma species mean-free paths decrease, leading to more molecule-
electron and molecule-ion collisions. As the predominant molecular ions in Ar/H2 
mixtures (ArH+ and H3
+) are only formed by ion-molecule collisions, we can expect 
that ion composition distributions will be drastically different. In this study we 
explore the effects of chamber pressure has on plasma electron energy distribution 
functions (EEDF) and ion composition distribution. 
Another area of interest is plasma characterization of the low-H2 flow regime in 
Ar/H2 plasmas. When etching hydrocarbons at low pressure, w  found that the 
plasma-surface interactions transitions from a purely physical sputtering regime to a 
chemical sputtering regime  when up to 20% H2 is added to Ar plasma.
6.4 The etch 
rate becomes significantly higher and large degrees of surface re-hydrogenation of the 
H-depleted surface is observed. Even with small hydrogen flows in Ar (~10% H2 in 
Ar), the surfaces experienced up to a 3-fold increase in etch rate.6.4 Kimura and 
Kasugai predicted a very rapid transition of ion types and electron densities when 
small amounts of H2 is added to Ar plasmas.
6.7 Sode et al.’s experimental 
measurements of ion distributions encompasses largespans of H2 flow, but with 
minimal information in this transition regime where the predominant ion transitions 
from Ar+ to ArH+.6.10  Ion mass plays a large role in surface modification and etching 
of hydrocarbon films. D+, in place of H+, has been used to compare ion mass effects 
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on collisional energy transfer at surfaces.6.13 There have been no experimental 
measurements of ion mass distributions and electron behavior with D2 addition to Ar 
plasmas in this processing regime. We compare the effect of D2 flow has on Ar 
plasma properties and species.  
Experimental details and methods 
Ar/H2/D2 plasma characterization and reactive etching of hard ydrocarbons 
was studied using an inductively coupled plasma reactor. This reactor has been 
described in previous publications.14 The plasma is generated by a planar coil above a 
quartz window with a 13.56 MHz rf power supply with an L-type matching network. 
Ion energies to the substrate electrode are controlled by independently biasing at 
3.7MHz. The plasmas used in this study were carried out at 5-30 mTorr and 300 W 
applied rf source power. Substrate bias was only used during deposition/etching of 
hydrocarbon films. Ar/H2 and Ar/D2 ion compositions were characterized using a 
HIDEN quadrupole ion mass spectrometer with a sampling orifice located near the 
substrate electrode. Ion masses of 1-42 AMU’s were scanned and integrated 
individually to find the total relative composition of species. For purposes of 
compositional analysis of relative concentrations, ion intensities were normalized to 
their transmission coefficient (in this AMU range, it is approximately 1/Mion). High-
resolution measurements of  EEDF, Ne and average electron temperature (Te) were 
obtained using a Plasma Sensors Langmuir probe .6.15 
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Results and discussion 
EEDF’s were obtained for Ar/H2 and Ar/D2 plasmas at 10 and 30 mTorr at 
0%, 25% and 50% H2 and D2 admixtures (Fig. 6.1). The electron behavior changes 
significantly with the addition of reactant species and increases in pressure. With 
increasing molecular gas flow, the integrated area of the distribution decreases, while 
increasing pressure causes an increase. The integrated area corresponds to the Ne,
displayed in Fig. 6.2(a). The reduction in Ne   is more pronounce as pressures increase 
due to an increase in inelastic electron-molecule co lisions. At 30 mTorr, Ne 
decreased by a factor of almost 10 (~2.5x 1011 cm-3  ~2.9 x 1010 cm-3) with 50% H2 
or D2 addition to Ar plasmas. The average value for the distribution corresponds to 
the Te displayed in Fig. 6.2(b). With increasing H2/D2 flow in Ar plasmas, a slight 
increase is seen in Te. Again, this effect is more pronounced at higher pr ssures, when 
electron-molecular collisions increase. At 30 mTorr, Te increased from ~2.5 eV to ~3 
eV with H2/D2 addition to Ar plasmas. The electron behavior of Ar/H2 and Ar/D2 
plasmas is very similar, showing little isotope effect on electron properties. The 
insensitivity to the type of molecular gas was expected, as the electronic excitation 
and ionization cross-sections of H2 and D2 molecules are very similar for low energy 
electrons.6.16 Ar metastable atoms are also of interest to materials processing and have 
large changes have been observed upon introduction of H2 and other impurity gases 
into Ar.6.11,6.12 Ar metastable atom densities are governed by generation (Ar atom 
densities, Ne, and Te) and quenching (molecule-metastable atom collisions, wall-
metastable atom collisions, and short lifetimes). Using an optical technique reported 
previously,6.12 we found that densities of Ar metastable atoms is similar with H2 and 
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D2 addition to Ar plasmas, without large differences. This conclusion makes sense as 
Ar densities and EEDF’s are near-identical for both H2 and D2 addition and there is 
minimal molecule-metastable atom quenching. At low pressures (below ~75 mTorr), 
mean-free paths between neutrals is much larger than the chamber wall, and lifetimes 
of Ar metastable atoms are shorter than interaction lengths.6.17, 6.18 
 
Figure 6.1: Electron energy distribution functions for Ar/H2 and Ar/D2 plasmas at 10 
mTorr (a) and 30 mTorr (b). 
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Ion composition distribution effects from pressure, %H2 and %D2 flow in Ar 
plasma, and isotope effects is shown in Fig. 6.3. At low pressures (10 mTorr), the 
relative amounts of Ar+, H3
+, H2
+, and H+ matches well with data presented by Sode 
et al. at (7.5 mTorr).6.10 The Ar+ ion rapidly diminishes with H2 addition. At higher 
pressures, the relative prevalence of these light ions switches. H2
+ and D2
+ are 
suppressed at higher pressures due to the interaction with neutral H2 and D2 atoms, 
respectively, to form triatomic ions. The formation f molecular ArH+ is mainly by 
Ar+ collisions with an H2 molecule.
9 This ion-neutral collision causes dissociation of 
the H2 molecule and formation of an ArH
+ ion. At higher pressures, the transition to 
molecular ions is faster. Similarly to the effect pressure has on electron properties, 
this if due to an increase in molecular interactions with charged ions in the plasma 
and neutral molecules. The significantly lower mean-free paths become apparent.  
 
Figure 6.2: (a) Ne’s for Ar/H2 and Ar/D2 plasmas at various pressures. (b) Te’s for 
Ar/H2/D2 plasmas at various pressures. 
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D2 addition to Ar plasma, relative to H2 addition, appears to cause a faster 
transition to higher measured densities of molecular ions. This could be due to its 
mass-dependent lower loss rate to walls. The transit time is much lower for H 
containing molecular ions, leading to depletion within the plasma bulk. Another 
reason for this is that as the predominant molecular ions are only formed by 
molecule-ion collisions, the larger collisional cross-section of deuterium atoms causes 
increased. The important ions for hydrocarbon surface interacts are Ar+, ArH+, and 
ArD+. These ions can impart the most energy into surfaces nd effectively sputter C 
and H. In Fig. 6.4, these ions are displayed for different pressures. The depletion rate 
of Ar+ ions and the formation rate of ArH+ ions and ArD+ ions increases with 





Figure 6.3: Ion composition distributions for Ar/H2 and Ar/D2 plasmas at 10 mTorr 
and 30 mTorr. 
 With these large differences in Ar/H2 and Ar/D2 ion composition distributions 
and molecule-ion interactions, hydrocarbon surfaces can interact differently. Figure 
6.5 shows the results of etching a hard hydrocarbon in dilute Ar/H2 and Ar/D2 
plasmas. The hard a-C:H film etched in this study were grown using a CH4 plasma 
with high energy bombardment of the substrate. During deposition, the films were 
monitored using in-situ ellipsometry to gauge the tickness and optical index of 
refraction. Hardness of the films was confirmed using Hopf et al.’s optical index of 
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refraction-bulk property (H:C ratio and density) relationship of a-C:H films and the 
film’s properties.6.19 The substrate was actively cooled with a chiller to 10° C.  
 
Figure 6.4: Ion mass differences for major surface-interacting ions (Ar+, ArH+ and 
ArD+) in Ar/H2/D2 plasmas at 5 mTorr, 10 mTorr, and 30 mTorr. 
The etch yield for D2 containing plasmas is much greater than H2 containing 
plasmas. This higher rate is possibly due to several causes. Firstly, the higher degrees 
of dissociation by molecule-ion impacts could lead to higher reactivity at surfaces. 
This higher reactivity could mean a higher chemical sputtering rate for D2 cases. 
Secondly, for all %H2 and %D2 conditions, the average ion mass is higher for Ar/D2 
plasmas than Ar/H2 plasmas. This higher ion mass means a more effective transfer of 
energy into the a-C:H film, leading to higher etch rates. Thirdly, the molecular ions 
contain D, which can sputter hydrocarbons at much lower energies due to its higher 
mass. As molecular ions split their energy relative o their mass, D atoms end up with 





Figure 6.5: Etch yield differences in Ar/H2 and Ar/D2 plasmas. 
Little work exists on the how energy is split when low-energy molecular ions 
interact with surfaces. For H3
+/D3
+ molecular ions, there is evidence that energy is 
split equally for each atom.6.20 Harris et al. saw a potential molecular size effect of 
larger molecules advantageously having higher sputtering rates than single atomic 
ions with normalized energies. Our results could suggest that ArD+ and ArH+ and 
other molecular ions are significantly better at sputtering hydrocarbon films than Ar+ 
ions. 
Conclusions 
We explored the effect chamber pressure and molecular gas isotopes have on 
Ar/H2 plasma species. Large decreases in Ne (by ~10x seen for 30 mTorr cases, by 
~10x seen for 30 mTorr cases, by ~4x for 10 mTorr cases, and by ~3x for 5 mTorr 
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cases) were observed with the addition of H2 and D2 to Ar plasmas. For EEDF’s, Ne, 
and Te, D2 addition to Ar did not significantly differ from H2 addition. While D2 
molecules have similar electron cross-sections to H2 molecules, they have slightly 
larger collisional cross sections. This effect, coupled with the slower loss of D-
containing molecular ions at walls, leads to higher amounts of molecular ions in the 
plasma with D2 addition than for H2 addition. For all reactive molecule flows in Ar 
plasmas, D2 created a higher percentage of ions relevant to surface interaction with 
hydrocarbons. the etch yield of hard a-C:H was higher for D2 addition than H2 
addition due to having more relevant ions, having relatively heavier molecular ions, 
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Etch rates and modification of hydrocarbons during eactive plasma etching 
depends on surface composition and the energy and chemistry of incident plasma 
species. In this study, we explore how plasma-deposited hydrocarbon films with 
varying hydrogen content and densities interact with hydrogen and deuterium plasmas 
at different ion energies. The predominant surface interacting species are H3
+ and D3
+ 
and reactive atoms. We observe that films with high %H and low density etch 
significantly faster than low %H films and high density (48% H vs. 31% H). By 
normalizing etch rates with hydrocarbon densities to get C atom yields, we observe 
that there is only minor dependence of C atom removal n the %H content of the a-
C:H film. Soft/hard films are modified differently by plasmas with hard films up 
taking additional carbon at the surface during etching, while soft films losing 
hydrogen in surface layers. By modulating the energy of incident hydrogen/deuterium 
ions, the surface behavior (densification or hydrogenation/deuteration) can be 
controlled during etching. Deuterium causes less surface modification due to 











Reactive plasma surface functionalization and modificat on of soft 
hydrocarbon and graphitic materials is an area of interest to biomaterials, device 
manufacture, and high temperature plasma-material interactions.7.1–7.4 Hydrogen (H) 
and other reactive plasma functionalization of graphene/hydrocarbons is an promising 
avenue for doping and surface modification.7.5,7.6 In low pressure inductively coupled 
plasmas, H plasma etching of hydrocarbons is dominated by reactive H atoms and 
molecular ions (H+, H2
+, H3
+).7,8 Isotope effects are interesting to investigate not just 
because of use of deuterium/tritium (D/T) isotopes in fusion plasma, but since it 
provides information on the impact of bombarding ion mass on behavior and 
evolution of hydrocarbon surfaces. Large amounts of work have been done 
investigating H/D plasma species interacting with graphitic hydrocarbons at low 
pressures and powers.7.9, 7.10 Hopf et al. investigated the effect of H+ vs. D+ ion 
bombardment on hydrocarbon films.7.10 Due to D’s higher mass, kinetic energy 
transfer to surface atoms/molecules is larger, leading to higher etching yields.  Using 
TRIM.SP11 models and experimental etching data, they predict the individual 
chemical and physical sputtering components to etching ard amorphous 
hydrocarbons with the isotope ions.  Oehrlein t al. studied interaction of H and D 
atoms with hydrocarbon films.7.12 There is limited information on how the 
hydrocarbons of varying densities and hydrogen content are etched and modified 
differently in H/D plasmas. In soft polymers, the effect of reactive atom concentration 
(O) on the Ar sputter rate can be expressed with the O nishi parameter7.13:  
                                                                               (7.1) 
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Where NT is the total number of atoms, Nc is the number of C atoms, and No is 
the number of oxygen atoms. For triatomic polymers: 
                                                                               (7.2) 
Where NH is the number of H atoms. It is clear that if O and H atom densities 
decrease, or C-C bonding increases, the etch rate will decrease. This effect has not 
been heavily explored for situations where density and hydrogen content changes, as 
seen in amorphous hydrocarbon (a-C:H) films. For polymers with few O atoms 
(polyethylene), Chaudhury et al. did not see an etch rate Ohnishi parameter 
dependence.7.14 In the present work, we studied the influence of initial %H in a-C:H 
films has on etching behavior in H2/D2 plasmas. We report the effect ion mass has on 
the etch rate and surface modification at different io  energies and chemistries.   
 
Experimental details and methods 
Plasma characterization and deposition/etching of hydrocarbons was carried 
out using an inductively coupled plasma reactor, described in previous 
publications.7.15 Plasma deposited hydrocarbons can be ideal systems for learning 
about plasma-surface effects. Amorphous plasma-deposit d hydrocarbon (a-C:H) 
films can have properties ranging from soft (H-rich) to hard (graphitic), depending on 
plasma deposition conditions.7.16 Soft a-C:H have a high H:C ratio and have a large 
percentage of sp3 bonding (C-H). Conversely, hard a-C:H have little hydrogen 
incorporation, are very dense, and dominantly graphitic (sp2) bonding. Polymeric a-
C:H films are typically deposited with H-rich hydrocarbon gases at low ion energies 
and cooled substrates. Graphitic a-C:H films require h gher C:H ratio feed gases, 
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significant ion bombardment (to sputter off H to prevent incorporation), and becomes 
easier at higher temperatures.  
An inductively coupled plasma reactor was used for plasma deposition and 
H2/D2 etching of films. Briefly, a 13.56 MHz rf power supply with an L-type 
matching network powers a planar coil above a quartz window. Ion energies to the 
substrate electrode are controlled by independently biasing at 3.7 MHz. The quartz 
window is located 8 cm over the substrate electrode. H2/D2 plasmas were operated at 
600 W source power and 30 mTorr chamber pressure. a-C:H films for this study were 
grown using CH4 plasma. During deposition, the films were monitored using in-situ 
ellipsometry to gauge the thickness and optical index of refraction. Hopf et al. 
established a relationship between the optical index of refraction of plasma deposited 
a-C:H films and the film’s properties (H:C ratio, density).7.16 The plasma deposition 
was carried out at 10 mTorr and 300 W applied rf source power. The substrate was 
actively cooled with a chiller to 10° C. To achieve different a-C:H hydrogen contents 
and densities, the parameter used was the substrate bias. Substrate bias (ion energy) 
allows for flexible growth of films having hard soft properties with even H saturated 
feed gases.7.16 When no substrate bias was applied, and the electrode was floating, the 
minimal ion bombardment causes a film to be deposited that is ~48% H, and a density 
~1 g/cm3. At the maximum substrate bias investigated in the s udy (-200 V), films of 
~31% H and a density ~1.9 g/cm3 were obtained. 
H2 and D2 ion compositions were characterized using a HIDEN quadrupole 
ion mass spectrometer with a sampling orifice located near the substrate electrode. 
Ion masses of 1-6 AMU’s were scanned and integrated individually to find the total 
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relative composition of species. For purposes of comp sitional analysis of relative 
concentrations, ion intensities were normalized to their transmission coefficient (in 
this AMU range, it has been show that the coefficient s approximately Mion
-1).7.17,7.18  
 
Figure 7.1: Ion concentrations for H2/D2 plasma mixtures with different D2 impurity 
flows in H2 plasma. In mixtures, different ions of masses 2-5 AMU’s cannot be 
distinguished due to mass overlapping, so they are presented as the total sum at each 
mass.  
 
Results and discussion 
a-C:H surfaces are mainly affected by reactive atoms and ions in the plasma 
(no effect on surfaces was seen from UV/VUV, when all other species were filtered 
out by a UV/VUV transparent MgF2 filter). As molecular dissociation fractions and 
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free H/D atoms of these plasmas are very similar (with D2 having a slightly higher 
dissociation fraction),7.20 it is seen that differences in ions control surface effects. The 
predominant ions in both H2 plasma and D2 plasma cases are found to be H3
+ and D3
+, 
respectively (shown in Fig. 7.1 at the 0% and 100% D2 addition to H2 cases, 
respectively), with very low amounts of atomic ions and diatomic molecular ions. 
These results are unlike Gudmudsson’s ion distributions with conditions in similar 
pressures and electron temperatures where a near-equ l mixture of triatomic and 
diatomic molecular ions was seen.7.7,7.8 Recent works by Sode et al. and Kimura et al. 
show that the predominant species should be triatomic ions, consistent with the 
results in this study. 7.21–7.23 The dominant surface-interacting ions in pure H2 and D2 
plasmas at these conditions are therefore H3
+ and D3
+ ions, respectively. When gas 
chemistries are changed from pure H2 to D2 containing plasma mixtures, the ion 
species in the plasma change. Figure 7.1. shows the relative ion species as they 
transition from predominantly H3
+ ions to D containing ions. Between ~30% and 
~60% D2 flow in H2 plasma, the predominant ions are molecular ion mixtures of H 
and D atoms. Between ~30% to 45% D2, H2D
+ is the predominant ion, while from 
~45% to ~60% the predominant ion is D2H
+. Above 60% D2 addition, the 
predominant ion becomes D3
+. The earlier transition to D atom dominated ions can be 
explained by a enrichment in plasmas due to differences in mobility and losses at the 
wall.24 Reactions and formation of mixed HD molecules and io s has been heavily 
studied in fusion and astrophysics topics.7.25 At low pressures and energies limited 
work has been done on characterizing expected ions in mixed plasmas. Our 
measurements are in good agreement with theoretical predictions and experimental 
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work on H2/D2 mixtures in plasmas at low temperatures.
7.24 The average ion mass 
(Fig. 7.2) during the transition from H2 to D2 plasmas is seen to increase linearly, as 
the relative amounts of triatomic, diatomic, and atomic ions changes very little. 
Substrate bias potentials (VSB) can be directly related to the ion energies 
experienced by the etching hydrocarbons. The applied substrate bias plus the plasma 
potential (~15V, at these conditions) account for the high energy peak position of the 
ion energy distribution. For atomic ions, the effective ion energy experienced at the 
surface is this value. At high energies, molecular ions (of uniform atomic 
type/weight) at surfaces behave as individual atomic ions with energies divided 
between each ion.7.26 At low energies explored in this study, molecular ions have 
been found to behave slightly differently. At a-C:H surfaces, Krstric et al. modeled 
how molecular H and D ions dissociate near surfaces (due to charge neutralization be 
electron capture) and split energies among each atom.7.27 Experimentally through ion 
beam studies, it was shown that energy normalized molecular ions of H and D atoms 
have slightly higher etch yields than respective atomic ions, signifying that the energy 




Figure 7.2: Average ion masses in H2/D2 plasmas with different D2 impurity 
concentrations. These values were obtained by averaging the total ion flux by the 
average weight of the ions for various %D2 flow conditions. 
Hydrocarbon surfaces interacting with H2 and D2 plasmas etched at 
significantly different rates. Figure 6.3 shows theetching of various hydrocarbons 
with H2 and D2 plasmas with bias voltages ranging from -50V to -200V. For all types 
of film and substrate bias potentials, D2 plasmas had higher etch rates. The transition 
from chemical sputtering to physical sputtering regime, as described by TRIM 
simulation for hard a-C:H films by Hopf et al.10, is evidenced by the differences in 
low energy etching rates of D2 and H2 plasmas (Fig. 7.3 (a,b)). At low energies 
(below ~35 eV, or 100 V with molecular ion energy splitting normalization), the 
difference between D2 and H2 plasmas etching hydrocarbons is very large. As noted 
by Hopf et al.10, D ions can effectively etch below 15 eV, while H ions cannot. With 
normalization of ion energies, i.e. (plasma potential +VSB)/3, the energies each ion 
fragment contributes is ~20 eV at -50V VSB. This energy is insufficient to achieve 
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sputtering with H ions. Above ~-100V VSB, the etch rates closely reflect the mass 
differences in the ions. Starting from lower %H in the initial hydrocarbon film, the 
differences are not as large because of a decreased amount of chemical sputtering, 
due to limitations in available H atoms to create volatile products at the surface. For 
both H2 and D2 plasmas soft H-saturated a-C:H etched faster than the hard, graphitic 
a-C:H. The etch rates (seen clearly in the spacing of the D2 plasma data) increased as 
%H in the initial film surface increased. At moderat  to high biases, the 48% H film 
ER is only a factor of ~2 to 3 higher for H2 and D2 plasmas, respectively. The biggest 
jump in ER effect is seen in the 35-42% range for both H2 and D2 plasmas. The 
differences in the etching behavior of the hydrocarbons are due to the surface 
interacting species and the initial film composition and density. 
Surface modification of hydrocarbons is also seen to be drastically effected by 
initial film properties, ion energy, etch rate (as seen in Fig. 7.4).We previously 
investigated this effect on hard a-C:H for Ar, H2 and Ar/H2 plasmas.
7.17 Using a 2-
layer ellipsometric model for a modified layer on an a-C:H film, we can find the etch 
rates of the a-C:H film and an approximate degree of surface modification. As there 
are two unknowns in this model, the depth of modification must be determined to find 
the index of refraction of the surface layer. This was obtained using 90% ion-atom 
displacement event depths (dmod) from TRIM.SP code for films of various density and 
ions of various energies. For more information about the TRIM.SP code, surface 
binding energies and other parameters for a-C:H films we refer to Hopf et al.’s 
work.10 We obtained the index of modified layers feeding these depths into a model 
for the analysis of the real-time ellipsometric data for the hydrocarbon film etching. 
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Described in Eq. 7.2., the difference of this index from the underlying film (∆n) is 
multiplied with dmod to get an relative optical density, ρmod.  
                                                                                              (7.2) 
At low initial %H (31%) and Vsb, the modification to the surface is highest and there 
is a decrease in optical density. This is due to the high degree of hydrogenation 





Figure 7.3: Etch rates for various hydrocarbons (graphitic  soft) in (a) H2 (closed 
symbols) and (b) D2 plasmas (open symbols) from -50V substrate bias to -200V 
substrate bias in 10-25V increments.  
When the initial film has the highest %H (48%), theoptical index is increased 
as the film is saturated with H before etching, leading to depletion of H in surface 
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layers during steady-state etching. Moller et al. showed that hydrogen/deuterium 
bombardment causes H atoms in soft a-C:H to selectively sputter and diffuse out as 
H2 molecules, which leads to the net increase in optical density.
7.30 In intermediate 
%H films, the degree of modification decreases as the film composition is closer to a 
composition advantageous to etching. At 35% H it is ob erved that the optical index 
switches from lower to higher optical density in the modified layer when substrate 
bias (above -75V) is increased. The increasing importance of physical sputtering 
actually decreases the required H in the surface layer for etching, leading to a 
depletion of H in the film. We previously reported a similar switch effect of surface 
density when etching hard hydrocarbons while varying the plasma chemistry in Ar/H2 
plasmas.17  D2 plasma is seen to suppress the effects of loss of hydrogen in the soft a-
C:H films. The high etch rate (4-8 times higher than H2 in 48% H films) prevents the 
formation of highly modified layers. In 31% H films D2 causes slightly less loss in 
density as, again, higher etch rates disrupt the formation of H/D rich layers. von 
Keudell et al. showed this effect for soft/graphitic films being etched in H2 plasmas.
31 
Interestingly, we observe that when modulating the bias through critical physical 
sputtering thresholds, a switching from higher to lower surface density than the initial 
moderately hydrogenated film can be obtained. This switching can be controlled 
finely in real-time until the thickness of the film has been fully etched back to the 
substrate. This effect could be used to tailor the typ  of surface modification a film 





Figure 7.4: Modified layer optical density (thickness of modified layer by TRIM.SP 
DP90 and index derived from ellipsometric data) of hydrocarbons of different %H 
contents etched by H2 plasmas at various VSB (-50V to -200V).  Above zero, a net 
increase in optical density in the modified layer on was observed (decrease in %H 
and an increase in density). Below zero, a net decrease in optical density in the 
modified layer was observed (increase in %H and a decrease in density). Closed 










Figure. 7.5: Yield of hydrocarbons with different %H contents in H2 (a) and D2 (b) 
plasmas at various VSB (-50V to -200V).  
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The modification and etch rates of the various films in H2 and D2 plasmas 
should be related to the initial film’s physical pro erties. For photoresists, the Ohnishi 
parameter describes an etch rate effect for increasing oxygen in polymers. At higher 
O densities, the etch rate of the film increases propo tionally (Eq. 7.1).7.13 C-O 
species are easily volatilized by incident ions, whereas less O-saturated C atoms 
sputter at a much lower rate. It is important to note that all polymers fitting with the 
Ohnishi parameter are of very similar density and contain significant oxygen 
densities.7.14 If we consider a-C:H films in using the Ohnishi model, where NT 
consists solely of NC and NH, and NH is substituted for NO, we can predict the 
expected etch rate differences. Assuming the NT in this case is equal to 100, 31% H a-
C:H films would have an Ohnishi parameter of (69-31)-1, or about 0.026 while 48% H 
a-C:H films would have an Ohnishi parameter of (52-48)-1, or about 0.25. These 
differences (here ~10x in predicted ER difference) ar  far off from actual etch rate 
differences (~2-4x difference). Unaccounted for in the Ohnishi model for soft 
polymers, film density can play a large role in etching films. At higher densities, 
penetration and ion-atom displacement event depths decrease dramatically. 
Normalizing for bulk densities of the films (~1.9 g/cm3 for 31% H films down to ~1 
g/cm3 for 48% H film), C atom yields (C atoms removed per incident ion), and 
molecular ion energy splitting effects (treating each ion as 3, due to molecular ion 
splitting effects described above), we plot the etch rate data as C atom yields vs. film 
%H content in Figure 7.5 (a,b).  The etching difference effects seen before with 
different %H content initial films is much reduced. For our data, the etch yield of an 
a-C:H film, Ya-C:H, can be expressed for most a-C:H film etching situations as: 
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                                                                                       (7.3) 
where ρa-C:H is the initial film density, and mi is a factor accounting for the average 
ion mass. In H2 plasmas, the yields agree well with this observation, except in the 
lowest Vsb and low %H cases. This is due to an inability to chemically sputter the film 
effectively due because of limited reactive H atom diffusion and insufficient ion 
energies. We previously described this slow etching behavior at low potentials for H2 
etching of hard a-C:H.32 D2 also shows a significantly lower etch yield regime at 
smaller a-C:H %H films (31% H and 35% H) that  persists for all Vsb. For these hard 
a-C:H films, yields have good agreement with results reported in beam studies.7.10 
This could be due to the limitations of available H/D atoms to saturate bonds at 
higher etch rates. Without the formation of sufficient volatile CH4 products, chemical 
sputtering is at sub critical levels. 
Conclusions 
In this work we explored the effects of etching different hydrocarbons in 
H2/D2 plasmas. We find that having a higher initial %H content a-C:H leads to higher 
etch rates that do not follow Ohnishi parameter dependencies. These etch rate 
differences are due mainly to differences in a-C:H film densities. The yield for hard 
(31% and 35% H) a-C:H in H2 plasmas is at low biases is smaller due to insufficient 
free H atoms to create volatile etch products and limited physical sputtering and 
chemical sputtering. Ions in D2 plasmas (predominantly D3
+) can impart more kinetic 
energy into the film, lowering the threshold ion energy required for chemical and 
physical sputtering. This effect is magnified when etching at low substrate biases, as 
D3




+ ions cannot. Different kinds of modification can take place as etch rates increase 
and incorporation of H2 into films decreases. Modification can be H-depleting or 
H/D-incorporating at the film surface at some energies and initial film properties. By 
starting with intermediate density and %H films active switching from densification 





















Chapter 8:  Conclusions and Future work 
  The main goal of this PhD thesis was to increase understanding of 
fundamental plasma-surface interactions between inert/reactive plasmas and 
hydrocarbon films during etching conditions to increase the level of control over 
plasma kinetics and evolving surfaces. This knowledge and control of plasmas and 
surfaces is valuable for applications in device manuf cture, the high temperature/ion 
flux first-wall in fusion chambers, and other areas. We investigated the evolution of 
hydrocarbon surfaces by plasma exposure and the change in plasma properties with 
the addition of reactive species. 
 In Chapter 2, we investigated the fundamental effects of reactive and inert 
plasmas on hard amorphous hydrocarbon (a-C:H) films.  Through experiments and 
molecular dynamics (MD) simulation we looked at them chanisms governing ions 
and reactive atoms interaction with hydrocarbon surfaces. In inert Ar plasmas, the 
main surface interacting species, Ar+ ions, cause densification and loss of hydrogen 
that scales with ion energy. H2 plasmas cause rapid population of the near-surface 
region with H atoms, leading to large decrease in surface density and higher etch 
rates. With higher ion energies the hydrogenated layer was decreased, as the degree 
of hydrogenation in the surface required for effective sputtering was suppressed.  
Using these insights, we also explored the effects of mixed plasmas on 
hydrocarbons. With inert/reactive Ar/H2 plasma mixtures, the surface properties were 
controllable by changing the plasma chemistry and io  energies. Reversible effects of 
plasma modification were found, and were revisited n Chapters 6 and 7. 
 118 
 
In Chapter 3, the effect of reactive hydrogen addition and changes to pressure 
have on Ar metastable atoms was investigated. Ar metastable atoms are important 
surface-interacting ions and are important energy carriers in the plasma. Using 
multiple concurrent plasma diagnostics and models for excited electron states, we 
find the changes to Ar metastable atom densities. Increases in pressure cause an initial 
increase in Ar metastable atom density, as electron density increases strongly with 
pressure. As pressure continues to rise, electron temperature falls leading to a slower 
metastable atom formation rate. H2 addition to Ar plasmas causes a rapid loss in 
electron density as molecular processes quenched plasma electrons. These results 
showed an application of a new method for detecting changes to notoriously hard to 
characterize Ar metastable species. Further effects cau ed by H2 addition to plasmas, 
such as ion mass distributions and surface effects were described in Chapter 7. 
In Chapter 4, we studied how the addition of hydroca bon species into the 
plasma (from both gaseous and surface derived sources) affects inert Ar plasma 
properties. As industrial etch processes are in contact with a high surface area of 
hydrocarbon films, quantification of the feed-back effects on the plasma properties is 
important. By etching plasma-deposited hydrocarbon materials concurrently with 
surface characterization, we calculated the effectiv  gaseous hydrocarbon flow into 
the plasma. We found that both types of hydrocarbon addition cause large decreases 
in electron density. By etching large areas of hydroca bons into the plasma, we found 
that surface-derived CHx rivals the impact of the equivalent CH4 from a gaseous 
source.   
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In Chapter 5, we provide the first in-depth look at the plasma properties that 
govern the conformal fluorocarbon deposition into high aspect ratio, asymmetric 
features for plasma-assisted shrink. Plasma assisted shrink is a plasma deposition 
process that ideally conformally coats patterned features with polymeric film and 
shrinks the critical dimensions. Limited academic work exists on this subject and the 
parametric dependencies and limitations were not well understood. We find that we 
can create highly conformal fluorocarbon layers on sidewalls of photoresist features 
using Ar/C4F8 plasmas. We find that lower deposition thicknesses, lower plasma 
densities, higher pressures, and lower amounts of C4F8 in the plasma are 
advantageous to more uniform deposition in asymmetric features. These parameters 
control the diffusivity and deposition characteristic  of depositing neutral and ion 
species in the photoresist features.   Within our parameter space, we find the best 
amount of shrink to retain feature dimensions to be limited to ~20 nm (in 65nm wide 
features) or less. 
In Chapter 6, we investigated the effect of isotope has on reactive plasma 
properties and plasma-surface properties of various hydrocarbon films. D2 plasma, 
relative to H2, has higher ion masses, but the same triatomic ion is predominant. D2  is 
much more effective at etching hydrocarbons, specifically very H-deficient (≤ 35 % 
H) hydrocarbon films. D containing ions can effectively cause more sputtering of 
hydrocarbon species. We saw that modification of film surfaces depended on initial 
film composition, ion energy, and ion mass. In soft hydrocarbon films, depletion of H 
atoms was seen with ion bombardment. In hard hydrocarb n films, the films were 
seen to swell with hydrogenation/deuteration before etching.  On this same line of 
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thought regarding isotope impurities/plasma mixtures, in Chapter 7 we compared the 
effects that isotope impurities have on inert plasm properties. We found that both 
impurities in Ar plasmas caused near-identical electron effects, due to very small 
amounts of electron-molecule interaction at these pressures. Conversely, there are 
noticeable amounts of ion-molecule interactions at these pressure which cause the 
formation of molecular ions (H3
+, ArH+, D3
+, ArD+). In low impurity flows, D2 
molecules cause a faster transition from atomic to molecular ions, due to their larger 
(vs. H2) molecular interaction cross section. 
Overall, this work showcases the drastic differences a surface can experience 
with minute changes to plasma conditions. We found that there are dramatic changes 
to surfaces undergoing plasma. Going the next steps, we need to continue to 
investigate dilute reactant addition to plasmas, the effects unintended flows have on 
plasma properties, and unconventional plasma processes for feature and surface 
control. Applying new knowledge about surface contrl to real-world situations, such 
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