We study stochastic evolution equations driven by Gaussian noise. The key features of the model are that the operators in the deterministic and stochastic parts can have the same order and the noise can be time-only, space-only, or spacetime. Even the simplest equations of this kind do not have a square-integrable solution and must be solved in special weighted spaces. We demonstrate that the Cameron-Martin version of the Wiener chaos decomposition leads to natural weights and a natural replacement of the square integrability condition.
for every t > 0 and all σ ∈ R; see, for example, [10] hardly ever has a solution satisfying (1.2) . Still, because of the Itô integral, all three equations share a common feature, namely, that the mean evolution is described by the heat equation. One of the objectives of this work is to develop a unified approach that would cover all three equations above without any special restrictions on the initial condition or the amplitude of noise.
The situation becomes even more complicated when the noise has a spacial component. As an illustration, take a standard random variable ξ and consider the equation
The solution is clearly u(t) = e t e ξt . The unperturbed solution is e t , so that Eu(t) = e t .
It turns out that, to preserve the mean dynamics, the usual product uξ must be replaced by the Wick product u ξ. In particular, the solution of
is u(t) = e t e ξt−(t 2 /2) and satisfies Eu(t) = e t . For partial differential equations of this type, such as
inequality (1.2) , without additional assumptions on u 0 , holds only for sufficiently small t. Still, the same framework that unifies equations (1.1), (1.3), (1.4) , also covers (1.5), (1.6), and a wide class of other equations with space and space-time Gaussian noise.
There are three main components in the general construction presented in this paper:
(1) Use of the Skorokhod integral δ for all types of random perturbation.
(2) Separation of the time as the variable in the equation from the possible time evolution of the noise. (3) Replacement of the space L 2 (Ω; X) of square-integrable X-valued processes with a space (L) Q,r (X) of generalized (and not necessarily adapted) random elements as the space for both the input data and the solution.
Section 2 presents the necessary definitions and constructions related to the Skorokhod integral with respect to an abstract Gaussian white noise and Section 3 introduces the spaces (L) Q,r . Section 4 presents the unified treatment of stochastic evolution equations. While the main results, Theorem 4.7 cannot be fully understood without all the preliminaries, there is a certain analogy with the corresponding result for the deterministic equations. Namely, let (V, H, V ) be a normal triple of Hilbert spaces (defined precisely in Section 4) and let A(t), t ∈ [0, T ] be a family of bounded linear operators from V to V . It is known from deterministic analysis, that if the family of operators A(t) is uniformly elliptic, then the initial value problem for the equation u(t) = u 0 + (1.7)
The statement of Theorem 4.7 is essentially as follows: if the family of operators A(t) is uniformly elliptic and M(t) is a family of continuous operators from V to V , then the initial value problem (1.7) is well posed in the normal triple ((L) Q,r (V ), (L) Q,r (H), (L) Q,r (V )). The reader should not miss Example 4.4 illustrating how many familiar equations are particular cases of (1.7).
Skorokhod Integral With Respect to Gaussian White Noise
Let F = (Ω, F, P) be a complete probability space, and U, a real separable Hilbert space with inner product (·, ·) U . On F, consider a zero-mean Gaussian familẏ
It suffices, for our purposes, to assume that F is the σ-algebra generated bẏ W (h), h ∈ U . Given a real separable Hilbert space X, we denote by L 2 (F; X) the Hilbert space of square-integrable F-measurable X-valued random elements f . In particular,
1)
where {u k , k ≥ 1} is a complete orthonormal basis in U, is called Gaussian white noise on U.
Given an orthonormal basis U = {u k , k ≥ 1} in U, define a collection {ξ k , k ≥ 1} of independent standard Gaussian random variables by ξ k =Ẇ (u k ). Let J be the collection of multi-indices α with α = (α 1 , α 2 , . . .) so that each α k is a non-negative integer and |α| := k≥1 α k < ∞. For α, β ∈ J , we define
By (0) we denote the multi-index with all zeroes. By ε i we denote the multi-index α with α i = 1 and α j = 0 for j = i. With this notation, nε i is the multi-index α with α i = n and α j = 0 for j = i.
Define the collection of random variables Ξ = {ξ α , α ∈ J } as follows:
is Hermite polynomial of order n. Denote by D the Malliavin derivative on L 2 (F) (see e.g. [9] ). In particular, if F :
The adjoint of the Malliavin derivative on L 2 (F) is the Skorokhod integral and is traditionally denoted by δ [9] . The operator δ extends to a subspace
for all ϕ ∈ D 1,2 (F).
We will now derive the expressions for the operators D and δ in the basis Ξ. To begin, let us compute D(ξ α ).
Proof. The result follows by direct computation using the property (2.4) of the Malliavin derivative and the relation H n (x) = nH n−1 (x) for the Hermite polynomials (cf. [9, Chapter 1]).
Remark 2.5. The set J is not closed under substraction and the expression α − ε k is undefined if α k = 0. Everywhere in this paper when undefined expressions of this type appear, we use the following convention: if α k = 0, then
Proof. It is enough to verify (2.5) with f = h ⊗ u k ξ α and ϕ = ξ β , where h ∈ X. By (2.6),
In other words,
Remark 2.7. The operator δD is linear and unbounded on L 2 (F); it follows from Propositions 2.4 and 2.6 that the random variables ξ α are eigenfunctions of this operator:
To give an alternative characterization of the operator δ, we define a new operation on the elements of Ξ.
In particular, taking in (2.8) α = kε i and β = nε i , and using (2.2), we get
An immediate consequence of Proposition 2.6 and Definition 2.8 is the following identity:
More generally, we define the operation on formal series:
12)
and
Proof. By linearity and (2.11),
which is (2.12). On the other hand, by (2.7),
and (2.13) follows.
To proceed, we need a description of a multi-index α with |α| = n > 0 using its characteristic set K α , that is, an ordered n-tuple K α = {k 1 , . . . , k n }, where k 1 ≤ k 2 ≤ . . . ≤ k n characterize the locations and the values of the non-zero elements of α. More precisely, k 1 is the index of the first non-zero element of α, followed by max (0, α k 1 − 1) of entries with the same value. The next entry after that is the index of the second non-zero element of α, followed by max (0, α k 2 − 1) of entries with the same value, and so on. For example, if n = 7 and α = (1, 0, 2, 0, 0, 1, 0, 3, 0, . . .), then the non-zero elements of α are
which can serve as an equivalent definition of K α .
Using the notion of the characteristic set, we now state the following analog of the wellknown result of Itô [3] connecting multiple Wiener integrals and Hermite polynomials.
Proposition 2.10. Let α ∈ J be a multi-index with |α| = n ≥ 1 and characteristic set K α = {k 1 , . . . , k n }. Then
Proof. This follows from (2.2) and (2.10), because by (2.10), for every i and k,
By induction, we define the operator δ⊗ n , n > 1 on the space L 2 (F; X ⊗ U⊗ n ), where U⊗ n is the symmetric tensor power of U. Then relation (2.11) leads to an alternative form of (2.15): (F; X) , then there is a unique collection of the deterministic elements η k , k ≥ 0, with η 0 = Eη ∈ X and η k ∈ X ⊗ U⊗ k , k ≥ 1, with the properties 
and we get the first equality in (2.18) with
The second equality in (2.18) now follows from
because, by direct computation,
For α ∈ J and a real number r we write
Given a weight sequence Q, denote by Λ Q the following self-adjoint operator on U:
Then, for every r ∈ R, the operator Λ r Q is defined. The domain of every Λ r Q contains finite linear combinations of u k and is therefore dense in U. For f in the domain of Λ r Q define the norm
1) The operator Λ r Q extends to every tensor product X ⊗ U ⊗n ; we will keep the same notation for this extension and, in the case X = R, for the corresponding norm (3.1). Denote by (L) Q,r (F) the dual space of (L) Q,r (F) relative to the inner product in L 2 (F). If η ∈ (L) Q,r (F; X) and ζ ∈ (L) Q,r (F), then the duality η, ζ is defined and is an element of X.
Definition 3.2. The space (L) Q,r (F; X) is the closure of the set of random elements of the form
where η 0 ∈ X, η k ∈ X ⊗ U⊗ k , and each η k in the domain of Λ r Q , with respect to the norm
The left-hand side of (3.3), if finite, is equal to η 2 Q,r;X .
Proof. By orthonormality of ξ α , is enough to consider η = f ξ α , f ∈ X. Then (2.18) implies
In this case,
For h ∈ U define the stochastic exponential
Proof. We apply Corollary 3.4. If h = k≥1 h k u k , h k ∈ R, then by direct computation using the generating function of the Hermite polynomials,
Then, by the multinomial expansion, In applications to evolutions equations, the number r in the solution space (L) Q,r;X is usually negative, as we want to help the series in (3.3) to converge. As a result, the following definition is appropriate.
Definition 3.6. We say the the element h of U is sufficiently small relative to the sequence Q if there exists a positive number r such that h r,Q < 1. 
The Evolution Equation and Main Result
For example, the Sobolev spaces (H +γ 
We will also use the following notation: with f ∈ r (L) Q,r (F; V (T )) and u 0 ∈ r (L) Q,r (F; H) , is an object with the following properties:
(1) There exists a weight sequence Q and a real number r such that u ∈ (L) Q ,r (F; V(T ));
(2) For every h ∈ U that is sufficiently small relative to the sequence Q , the function
in V (T ).
Remark 4.3. The solution described by Definition 4.2 belongs to the class of "variational solutions", which is quite typical for partial differential equations (see [5, 7, 8, 10] , etc.) Indeed, direct computations show that DE h = hE h , and then (4.3) is the result of a (formal) application of the duality u, E h to both sides of (4.2).
Fix an orthonormal basis
We therefore define the operators
Then
and equation (4.2) becomes
If the noiseẆ itself depends on time, this dependence is encoded in the operator M. As a result, (4.2) includes many popular evolution equations as particular cases.
Example 4.4. (1) Let us see how the elementary Itô equation u(t) = 1+
t 0 u(s)dw(s), where w is a standard Brownian motion, is a particular case of (4.2). We take V = H = V = R, U = L 2 ((0, T )), so thatẆ =ẇ(t) = k≥1 u k (t)ξ k is the Gaussian white noise in time. Next, put (2) Equations with space-time white noise correspond to U = L 2 ((0, T )) × L 2 (G), G ⊆ R d , so that the basis in U is naturally indexed by a pair of indices i, k: and m H k are suitable elements of L 2 ((0, T )) (see for example [9, Chapter 5] . Then, in (4.2), we take U = L 2 ((0, T )) and M k (t)u(t) = m H k (t)u(t).
Let us fix an orthonormal basis U in U so that equation (4.2) becomes (4.5). With ξ k =Ẇ (u k ), define ξ α , α ∈ J according to (2.2) . Given a Hilbert space X, every element η of (L) Q,r (F; X) can be written as a formal series α η α ξ α with η α ∈ X satisfying (3.3). The following theorem provides a necessary and sufficient condition for the formal series α u α (t)ξ α to be a solution of (4.5).
Theorem 4.5. Let u = α∈J u α ξ α be an element of (L) Q ,r (F; V(T )). The process u is a solution of equation (4.5) if and only if the functions u α have the following properties:
(1) every u α is an element of C ([0, T ]; H)) .
(2) the system of equalities
Proof. If h = k h k u k , then, by (3.5) and Corollary 3.
With no loss of generality we can assume that k≥1 (q k ) 2 < ∞. Then, by a general result from functional analysis [4] , the mapping u h : U → V(T ) is analytic at zero. By direct computation,
(1) if u h satisfies (4.3), then
. . h=0 and each u α satisfies (4.6).
(2) if u α satisfies (4.6) and u h = α u α h α , then u h satisfies (4.3).
This simple but very helpful result establishes the equivalence of the "physical" (4.5) and the (stochastic) Fourier (4.6) forms of equation (4.2). The system of equations (4.6) is often referred in the literature as the propagator of equation (4.5) . Note that the propagator is lower-triangular and can be solved by induction on |α|.
To prove existence and uniqueness of solution of (4.2), we make the following assumptions about the operators A and M.
(A): For every U 0 ∈ H and F ∈ V (T ), there exists a unique function U ∈ V that solves the deterministic equation
7)
and there exists a constant C = C (A, T ) so that
In particular, the operator A generates a semi-group Φ = Φ t,s , t ≥ s ≥ 0, and
with numbers C k independent of v.
Remark 4.6. There are various types of assumptions on the operator A that yield the statement of the assumption (A). In particular, (A) holds if the operator A is coercive in (V, H, V ):
The following theorem is the main result of this paper. The number C > 0 depends only on Q, r, T and the operators A, M.
Proof. The proof consists of two steps: first, we prove the result for deterministic functions u 0 , f and then use linearity to extend the result to the general case.
Step 1. Assume that the functions u 0 ∈ H, f ∈ V (T ) are deterministic so that u 0 h = u 0 , f h = f . By assumptions (4.8) and (4.9) the evolution equation Step 2. As in Step 1, existence and uniqueness of solution follows from unique solvability of the parabolic equation (4.11), and it remains to establish (4.10).
Given v ∈ H, F ∈ V (T ), and γ ∈ J , denote by u(t; v, F, γ) the solution of (4. 
Using the results of Step 1,
(4.20)
With Q • defined in (4.17) and r • < −2, (4.10) now follows from (4.18) by the triangle and the Cauchy-Schwartz inequalities.
