We classify the bilinear dual hyperovals over F2 of rank n, which admit a cyclic autotopism group of order 2 n − 1. This work is a continuation of previous research of S. Yoshiara [7] , where such dual hyperovals were investigated under the additional assumption, that the ambient space has dimension 2n.
Introduction
A set D of n-dimensional subspaces of a finite dimensional vector space V over a finite field (say V = V (m, q)) is called a dual hyperoval of rank n, we use the symbol DHO as an abbreviation, if |D| = (q n − 1)/(q − 1) + 1, dim X 1 ∩ X 2 = 1 and X 1 ∩ X 2 ∩ X 3 = 0 for three different X 1 , X 2 , X 3 ∈ D. The DHO splits over the subspace Y , if V = X ⊕ Y for all X ∈ D. The space U = X | X ∈ D is called the ambient space of D. Usually DHOs of rank n are called (n − 1)-dimensional dual hyperovals. However in our context it seems more natural to use the notion of vector spaces than the language of projective geometry. In this paper we look exclusively at DHOs over F 2 , in particular |D| = 2 n . Two DHOs D and D are isomorphic, if there exists an invertible linear operator S, which sends the ambient space of D onto the ambient space of D , such that D = DS. We usually will write linear mappings on the right hand side of an argument and denote them by capital roman or greek letters. Isomorphisms of D onto D are automorphisms, they form the automorphism group Aut(D). An elementary abelian 2-subgroup T of the automorphism group of D is a translation group, if T acts regularly on D, such that the DHO splits over C U (T ) = {u ∈ U | uΦ = u, Φ ∈ T } (the centralizer of T in U ). DHOs, which admit a translation group, are called bilinear. In that case the normalizer of T in the automorphism group has the form N Aut(D) (T ) = T · A, where A is stabilizer of some X ∈ D. The isomorphism type of A does not depend on the choice of X or T (all translation groups are conjugate [1, Thm. 3 .11]). The group A is called the autotopism group of the bilinear DHO. Our purpose is to show the following extension of Yoshiara's [7, Theorem 1]: Theorem 1.1. The bilinear dual hyperovals over F 2 of rank n, which admit a cyclic autotopism group of order 2 n − 1, are known.
This result follows from the more detailed Theorem 4.1. In Section 2 we provide results on congruences and representations of cyclic groups. The proofs are sometimes tedious and computational. The reader may want to start with the subsequent sections and skip back later, when results of Section 2 are needed. Section 3 gives a detailed description of some bilinear DHOs of rank n with a cyclic autotopism group of order 2 n − 1. Up to the known classes we add just one new class (see Example 3.3) . In Section 4 we prove (Theorem 4.1), that the examples from Section 3 comprise all bilinear DHOs of rank n with a cyclic autotopism group of order 2 n − 1. The last Section 5 contains some remarks discussing possible investigation as a consequence of our results.
Our methods are similar to the methods of Yoshiara [7] . However we extend and emphasize the application of elementary representation theory of cyclic groups.
Our notation follows [1] , where also some basic theory of bilinear DHOs is presented. A survey article on DHOs is Yoshiara [6] .
Preliminaries
In this section we collect results on congruences and representation theory of cyclic groups, which will be instrumental in Sections 3 and 4.
Congruences
General assumption for the remainder of this article.
1. n is a positive integer ≥ 5.
r = 2
n − 1.
3. k ∈ I n = [0, r − 1] ∩ Z is a number coprime to r.
We call k, m ∈ I n equivalent and write k ∼ m, iff there exist a non-negative integer s, such that m ≡ 2 s k (mod r).
Usually one calls the equivalence classes cyclotomic cosets modulo 2. We call a cyclotomic coset long if it has size n, and short otherwise.
Remark 2.1. Let F be the multiplicative group of the field F = F 2 n and ζ a primitive element in F . The conjugacy classes of F under the Galois group have the form L = {ζ j | j ∈ C}, where C is a cyclotomic coset. In particular C is short, iff L lies in a proper subfield of F , i.e. if there exists a divisor d < n of n with j(2 d − 1) ≡ 0 (mod r) for j ∈ C.
In the sequel we will use a number of times the following consideration: Let u ∈ I n , u < r − 1 and let u = 2 x1 + · · · + 2 xt be it's unique 2-adic expansion, i.e. 0 ≤ x i < n, and t < n. Assume, that we have a congruence u ≡ 2 v1 + · · · + 2 vs (mod r) with 0 ≤ v i < n and s < n. If the v i 's are pairwise different, we deduce s = t and x i = v i with some permutation i → i . Now assume, that not all v i 's are different. If for instance v 1 = v 2 and v 1 ≡ v 1 + 1 (mod n), 0 ≤ v 1 < n, then u ≡ 2 v 1 + 2 v3 + · · · + 2 vs (mod r). So iterating if necessary, we finally reach the congruence u ≡ 2 x1 + · · · + 2 xt (mod r), which we will call the reduced congruence for u, in particular t ≤ s.
For the remainder of this section we will deal with congruences of the form * ≡ * (mod r) and of the form * ≡ * (mod n). We often omit the "mod" symbol, if it is clear from the context whether we have a congruence modulo r or modulo n.
From [2, Lemma VIII.4.4 (c)] we take:
Lemma 2.2. Let x, y be integers in I n , such that (2 x − 1)(2 y − 1) ≡ 0 (mod r). Then x = 0 or y = 0. Lemma 2.3. Assume, a 0 , a 1 , a 2 , b 0 , b 1 , b 2 ∈ {0, . . . , n − 1}, ∈ I n , such that 2 ai k ≡ − 2 bi (mod r) for 0 ≤ i ≤ 2. Assume a i = a j for i = j. Then there exist 0 < a, b < n, a = b, such that a 1 −a 0 ≡ b 1 −b 0 ≡ a and a 2 −a 0 ≡ b 2 −b 0 ≡ b (mod n). Let d be the greatest common divisor of a, b, and n. Then d < n/2 and k is equivalent to a number of the form −1 +
Proof. Clearly, as a i = a j also b i = b j , for any two i, j in {0, 1, 2}. Eliminating , we obtain the equations (2 ai − 2 a0 )k ≡ 2 b0 − 2 bi (mod r) for i = 1, 2. Expanding (2 a1 − 2 a0 )(2 a2 − 2 a0 )k leads to:
Assume first, that the equation is reduced. By our assumptions a 0 + b 2 ≡ a 1 + b 2 , a 0 + b 1 , a 1 + b 0 ≡ a 2 + b 0 , a 1 + b 2 , and a 2 + b 1 ≡ a 2 + b 0 , a 0 + b 1 (mod n). Hence a 0 + b 2 ≡ a 2 + b 0 , a 1 + b 0 ≡ a 0 + b 1 , a 2 + b 1 ≡ a 1 + b 2 (mod n). This implies a i −a 0 ≡ b i −b 0 for i = 1, 2. Define a, b as in the assertion of the Lemma. Then d < n: Assume d = n 0 = n/2. Then a = b = n 0 , which implies a 1 ≡ a 2 (mod n), a contradiction. We also have 2
, which implies the last assertion. Assume now, that the equation is not reduced and denote by l 0 , l 1 , l 2 the exponents on the LHS and by r 0 , r 1 , r 2 the exponents on the RHS. Assume further l i = l j and r s = r t for 2-sets {i, j} and {s, t} in {0, 1, 2}. Then (*) l i ≡ r s (mod r):
The other eight cases lead similarly to a contradiction. In particular (*) shows, that our equation can not be reduced to an equation with only one term on each side. Thus we have l i + 1 ≡ l j + 1 ≡ r u and r s + 1 ≡ r t + 1 ≡ l v , with {0, 1, 2} = {i, j, v} = {s, t, u}.
If for instance
The other eight cases lead similarly to a contradiction.
General assumption for the remainder of the subsection. For k there exist four representations:
such that , m ∈ I n lie in different cyclotomic cosets, the a i 's and the b i 's are integers in the interval [0, n − 1], such that a 0 ≡ a 1 and a 2 ≡ a 3 . Note, that then b 0 ≡ b 1 , and b 2 ≡ b 3 (mod n) holds too.
Lemma 2.4. The equation
holds modulo r.
) by using associativity, and rearranging the terms leads to Equation 5.
Proof. Wlog. we may assume that the first case holds. Write a 1 = a 0 + a and b 0 = b 1 + a. Equations 1 and 2 lead to (k − 2 b1−a0 )(2 a − 1) ≡ 0 (mod r) and the assertions follow.
Also define l i = x∈Li x (mod n) and r i = x∈Ri x (mod n), so that Equation 5 gets the form
where d is the greatest common divisor of a, b, and n. Moreover d < n/2.
Proof. For the case n = 6 one gets k ∼ 1 by a straightforward computer calculation. So we assume n = 6 and hence there exists a 2-primitive prime divisor p 0 of r by Zsigmondy's Theorem [9] . By our assumption {l 0 , . . . , l 3 } = {r 0 , . . . , r 3 } is a set of 4 numbers. Also by our basic assumptions l i ≡ r j for i, j ∈ {0, 1}, or in {2, 3}. So we have precisely the four cases: 
a contradiction. So this case does not occur.
Subtracting the fourth equation from the first equation shows b 2 − b 3 ≡ a 2 − a 3 (mod n) and subtracting the third equation from the first equation
which implies
.
Subtracting the fourth equation from the first equation shows b 1 − b 0 ≡ a 0 − a 1 (mod n) and subtracting the fourth equation from the second equation shows a 2 − a 3 ≡ b 3 − b 2 (mod n), which is the first assertion of this lemma (with a = a 1 − a 0 and b = a 3 − a 2 ). By Lemma 2.5 we have k ≡ 2 u + c1r
, and u = v by Zsigmondy's Theorem. This implies b 1 − a 0 ≡ b 3 − a 2 (mod n) and hence
Then a = b = n 0 and we observe as above, that m is equivalent to , a contradiction. Thus d < n/2. 
Remark 2.7. Let d < n be a divisor of n and n = dn 0 . Let 0 ≤ c < 2
ud and 2 ud k ≡ u − 1. So in the special case a 0 = b 0 = 0 the assumptions of Lemma 2.6 are satisfied by n 0 − 1 pairs. For arbitrary a 0 and b 0 we can reduce the general case to the special case by setting k ≡ 2 b0−a0 k 0 and u ≡ 2 a0 k + 2 b0+ud . In the case d = 1, we get k 0 ≡ 1. In that case it is easy to see, that u ≡ 1 + 2 u is equivalent to v ≡ 1 + 2 v , iff u ≡ ±v (mod n).
Lemma 2.8. Let n = 2n 0 , n 0 odd and k 0 ∈ I n .
(a) Assume (2 2 −1)k 0 ≡ 2 n0+1 −1 (mod r) and (2 n0 −1)k 0 ≡ 1−2 n0 (mod r).
(
and k 0 is invertible modulo r.
(2) k 0 + 2 n0+1 ≡ 2 2 k 0 + 1 lies in a long cyclotomic coset, if n 0 > 3 and k 0 + 1 ≡ 2 n0 k 0 + 2 n0 lies in a cyclotomic coset of length n 0 .
(1) Then k 0 is the inverse of
(1) Then
modulo r.
lies in a long cyclotomic coset and k 0 + 2 n0 ≡ 2 n0 k 0 + 1 lies in a cyclotomic coset of length n 0 .
(2) k 0 + 1 ≡ 2 n0+1 k 0 + 2 2 lies in a long cyclotomic coset and k 0 + 2 n0 ≡ 2 n0 k 0 + 1 lies in a cyclotomic coset of length n 0 .
Proof. The assumptions of (a) imply, that if a solution k 0 exist, it must be invertible and unique, since the greatest common divisor of 3 and 2 n0 − 1 is 1. First we observe, that k = and a calculation shows:
Now assertion (1) of (a) follows. Clearly, assertions (1) of (b)-(c) are a consequence of assertion (1) of (a). We now verify assertion (2) .
To (a.2). Here
. As n 0 > 3 we see that
, which implies the first assertion of of (2) . The second assertion is clear.
To (b.2). Since k 0 is the inverse of k =
, we see, that (k )
2)) lies in a long cyclotomic coset if n 0 > 3 and the second assertion of (2) is of course a consequence of (a.2) too.
To (c.2). We compute
and as (2
, the first assertion of of (2) follows. From (a.2) we know −k 0 + 1 ≡ 2 n 0 +1 3 (2 n0 + 1) (mod r), which implies k 0 + 2 n0 ≡ 0 (mod 2 n0 + 1) and the second assertion of (2) 
. . , R 3 }, which preserves Equations 1 -4 (h 2 interchanges and m). The action of H on Ω is given by
The group
keeps the set of "left exponents" and the set of "right exponents" of Equation 5 invariant. Furthermore H 0 has precisely two orbits on the 2-sets of
2 ) and by {L 0 , L 2 } (stabilizer in H 0 is 1). Therefore representative of pairs of the form {{L i , L j }, {R k , R l }} under the action of H are:
We use this remark, to reduce in the proof of the next lemma the number of cases, which have to be inspected. Lemma 2.10. Assume that Equation 5 is not reduced. Then n = 2n 0 , n 0 odd, and one of the following hold:
. Also modulo the action of H we have
(c) k is equivalent to
Proof. Two exponents of the LHS as well as two exponents of the RHS of Equation 5 have to be congruent modulo n.
Assume l i0 = l i1 and r j0 = r j1 for 2-sets {i 0 , i 1 }, {j 0 , j 1 } ⊆ {0, . . . , 3}. So Equation 5 has the form
with {0, . . . , 3} = {i 0 , . . . ,
and r j 0 = r j 1 will produce the same solution (possibly the roles of and m are interchanged). So it suffices by Remark 2.9 to consider the eight cases
Instead of (l i0 = l i1 , r j0 = r j1 ) we refer to such a case by the simpler symbol
In each of the eight cases, we show in a first step, that Equation 8 is not reduced. In the second step, we will show, that
Once this is verified, we deduce, that Equation 8 does not reduce to an equation with one term on each side: Otherwise we would have for the LHS either (i)
An analogous statement holds for the RHS. If (i) holds for the LHS (RHS), then an exponent of the RHS (LHS) is equivalent to all exponent on the LHS, which is of course impossible.
But then alternative (ii) holds for the LHS and the RHS. But this forces l i0 ≡ l i1 ≡ r j0 ≡ r j1 (mod n), which is in conflict with Inequality 9. So at this point we know, that the LHS and the RHS reduce to an expression of two terms. So up to the permutations (i 2 , i 3 )and (j 2 , j 3 ) we have
Assume, that Equation 10 is reduced. As
So Equation 10 is not reduced. Then there are two exponents on the LHS and the RHS, which are equivalent modulo n. We list the possibilities in a table:
We observe, that none of the entries in the second column can be congruent to an entry in the third column: If for instance L1 = R2, we have a 2 + b 1 ≡ a 3 + b 1 , i.e. a 2 ≡ a 3 , a contradiction. Thus Inequality 9 holds in our case. This shows, that the exponents on the LHS and the RHS are in the reduced form of the shape:
We check the nine cases (ij), where this symbol denotes the exponents of row i for the LHS and of row j for the RHS.
Case (11) Because of Inequality 9 the "long exponent of the LHS" a 0 + b 2 + 2 ≡ a 2 + b 1 + 1 is congruent modulo n to the "short exponent of the RHS"
, and a 3 = a 2 +1. From Equations 3 and 4 we deduce 2 a2 k ≡ m − 2 b2 and 2
, which can be excluded as k is coprime to r.
and by Equations 1 and 2 we deduce
, which is impossible.
and a contradiction as in (12).
Case ( Case (32) Again we obtain a 2 ≡ a 3 + 1, which is impossible.
(11) Assume, that Equation 11 is reduced. As a 0 +b 0 +b+1 ≡ a 0 +b 0 +a+b+1 and
Also case (iii) leads to a ≡ 0. Therefore Equation 11 is not reduced and there are two exponents on the LHS and the RHS, which are equivalent modulo n. The possibilities are:
An entry in the second column is not congruent to an entry in the third column: All cases except L1=R3 and L3=R1 lead to b 0 ≡ b 1 or a ≡ 0, which is impossible. In case L1=R3 we get a 3 ≡ a 0 + b. But we have a 2 ≡ a 0 + b too, a contradiction. The case L3=R1 forces
, which is impossible. Thus Inequality 9 holds in our case and the possibilities of the exponents on the LHS and the RHS are in the reduced form are:
The remaining 7 cases lead in a similar way to immediate contradictions. 
Case (i) leads to 0 ≡ 1 and case (ii) and (iii) to a ≡ 0, a contradiction.
Therefore Equation 12 is not reduced and there are two exponents on the LHS and the RHS, which are equivalent modulo n. The possibilities are:
An entry in the second column is not congruent to an entry in the third column: if for instance L1 = R1, we would have a ≡ 0 and if L1 = R3, we would have b 0 ≡ b 1 . The other cases are excluded in a similar fashion.
Thus Inequality 9 holds in our case and the possibilities of the exponents on the LHS and the RHS are in the reduced form are:
We consider two exemplary cases. Case (11) Here we get b 0 ≡ b 1 + 1 and
Equation 8 has the form
(13) Assume, that Equation 13 is reduced. One has to consider precisely 6 cases: If a 0 +b 3 +a+1 ≡ a 2 +b 1 +b+1, a 2 +b 1 ≡ a 0 +b 3 , and a 2 +b 1 +2b ≡ a 0 +b 3 +2a (mod n) one obtains a ≡ b and c ≡ a 2 − a 0 ≡ b 3 − b 1 for some 0 ≤ c < n. From Equations 1 and 3 we deduce m ≡ 2 c , a contradiction. All other five cases show in a similar way, that and m would lie in the same cyclotomic coset. Hence Equation 13 is not reduced and there are two exponents on the LHS and the RHS, which are equivalent modulo n. The possibilities are:
An entry in the second column is not congruent to an entry in the third column. We consider two exemplary cases. L1=R1 implies a ≡ b ≡ −1 and c ≡ a 2 − a 0 ≡ b 3 − b 1 for some 0 ≤ c < n. But as before this would imply, that and m lie in the same cyclotomic coset. L1=R3 implies 2a ≡ 0 and a ≡ 1, which is impossible. The other cases are ruled out similarly.
We consider two exemplary cases. 
is not reduced and there are two exponents on the LHS and the RHS, which are equivalent modulo n. The possibilities are:
An entry in the second column is not congruent to an entry in the third column: One immediately observes, that either a + b ≡ 0 or a 0 ≡ a 1 would hold.
Thus Inequality 9 holds in our case and the possibilities of the exponents on the LHS and the RHS are in the reduced form are: 
. Therefore n 0 is odd and we have by (c) of Lemma 2.8 assertion (a) of our Lemma.
and and
Therefore n 0 is odd and we have by (d) of Lemma 2.8 assertion (b) of our Lemma.
The usual arguments show, that the remaining 7 cases produce no solutions. (a 0 , . . . , a 3 ) ≡ (a 0 , a 1 , a 0 + a, a 0 + b) and (b 0 , . . . , b 3 
Assume
An entry in the second column is not congruent to an entry in the third column, since otherwise one would obtain a ≡ b.
Case ( 
Along the usual lines it can be shown, that Case
We now consider Lemmas 2.3, 2.6 and 2.10 and show, that k can not satisfy at the same time the assertions of two of these Lemmas.
, with = ±1, 0 ≤ c < 2 d − 1, and
, with = ±1 and 0 ≤ c < 2 d − 1.
Let k 1 or it's inverse be equivalent to δ
Proof. (a) By symmetry it suffices to consider the case = 1. Suppose, that k 0 and k 1 are equivalent, i.e. 2 
Suppose first, that Equation 16 is reduced. By our information on d, d
, and x, we must have
This simplified equation, can not be reduced by our information about d and d , a contradiction. Thus Equation 16 is not reduced and two exponents on the LHS and two exponents on the RHS have to be congruent modulo n. Considering the RHS we have 
By our information on d and d this Equation can not be reduced. So two exponents on the RHS have to be congruent modulo n. 
, which is not possible. So two exponents of the LHS and the RHS are congruent modulo n. We have for the LHS only the possibilities
For the RHS only the possibilities
(c) By symmetry we may assume, that δ = 1. We only consider two cases, the remaining two cases are very similar.
. Assume 2
x k 1 ≡ k 0 and multiply this equation with 3(2 d −1) = (2 2 −1)(2 d −1) and we get
Of course x ≡ 0. If this equation would be reduced, then d ≡ n 0 + x + 1, 2 ≡ d + x, and x ≡ d + 2 must hold, forcing 2d ≡ 0, which is false. Thus 20 is not reduced. Consider the RHS and assume that two exponents are congruent modulo n. The verification of (d) follows the usual lines and is left to the reader.
Irreducible representations of cyclic groups
Let G be a finite group, F a field and D : G → GL(V ), D : G → GL(W ) representations on F -spaces. The F -space Hom(V, W ) becomes an G-module by defining a representation
We call this representation the representation induced by D and D (on Hom(V, W )).
The following observation will be useful:
Lemma 2.12. We use the preceding notation. Assume, that W = ⊕ m i=1 W i is a decomposition into pairwise non-isomorphic, irreducible G-modules. Let M ⊆ Hom(V, W ) be a submodule of the induced module, such that the projection of M onto each W i is non-trivial. Then W = T ∈M Im T .
Proof. Clearly, N =
T ∈M Im T is a G-submodule of W . As the W i 's are pairwise non-isomorphic, any submodule of W has the form ⊕ i∈I W i , with a subset I ⊆ {1, . . . , m}. Our assumption on the projections then forces W = N .
Identify V = V (n, p) with F p n and let ζ be a generator of the multiplicative group of V * . Then S ∈ GL(V ) Fp defined by xS = ζx generates a cyclic group of order p n − 1 in GL(V ). The group C = S and its conjugates in GL(V ) are called Singer groups, S a Singer cycle. The Frobenius automorphism φ, defined by xφ = x p , lies in in the normalizer N GL(V ) (C) of C in GL(V ). Clearly, C acts irreducibly on V . Moreover:
(2) If T ∈ GL(V ) is irreducible, then it is contained in a unique Singer group, which is also the centralizer of T in GL(V ).
The following lemma of mathematical folklore generalizes these observations. (b) T has n eigenvalues ζ, ζ p , . . . , ζ
(c) C = C End(V ) (T ) F p n and the multiplicative group C * of C is a Singer group. In particular
(e) The irreducible representation D and D are equivalent, iff k ≡ p s (mod r) for some 0 ≤ s < n.
Proof. (Sketch) To (a), (b) and (c). By Schur's Lemma and as T is an irreducible linear operator, we see that C F p m for some m. Also, as a generator of the multiplicative subgroup of C acts fixed-point-freely on V , we have m ≤ n. By assumption the minimal polynomial µ T (X) ∈ F p [X] is irreducible of degree n.
* is a Singer group. Assertion (a)-(c) follow. Assertions (d) and (e) are consequences of (a) -(c).
Remark 2.14. (a) We assume now r = 2 n − 1. Let Z = z be a cyclic group of order r and S a Singer cycle in GL(V ), V = V (n, p).
. By Lemma 2.13 we have the following properties.
(2) D k is not irreducible, iff k has the form c
In that case, the module V is homogeneous with respect to the representation D k , i.e. V is the direct sum of irreducible, isomorphic modules. (b) We will use later a somewhat more concrete description of Singer groups. Identify V = V (n, 2) with F = F 2 n . For 0 ≤ k < n and a ∈ F define the F 2 -linear mapping T k (a) ∈ End(V ) by
It is well known, that an F 2 -linear operator T on V can be written uniquely in the form
A Singer group Z will be identified with T 0 (F ), with F the multiplicative group of F . Also T 0 (ζ) is a Singer cycle for ζ primitive in F . Set Φ = T 1 (1).
is irreducible, i.e. if η has a minimal polynomial of degree n over F 2 . For the Singer group Z, we identify D 1 with the tautological representation xD 1 (e) = xT 0 (e) = xe and for 0 ≤ < 2 n − 1 the representation D has the module V = F too, i.e. D (e) = T 0 (e ). If D is not irreducible, then there exists a divisor d < n of n, = c
is a submodule of V , which is irreducible, iff the cyclotomic coset containing has length d. In the latter case the modules V 0 Φ j , 0 ≤ j < n 0 , are isomorphic submodules and
, which is induced by D 1 and D . These modules occur in the proof our Main Theorem 1.1 in Section 4. The next lemma describes the submodules of E: Lemma 2.15. We use the preceding notation and consider E as a module of the representation D ( ) .
Proof. (a) is an immediate consequence of the description of linear operators given above.
which implies (b).
Examples
We will exhibit some bilinear DHOs of rank n, which admit a cyclic autotopism group of order 2 n − 1. We first recall from [1] a few facts on representations of bilinear DHOs. Let D be a bilinear DHO in U and T a translation group, i.e. U = X ⊕ Y , where Y = C U (T ), X ∈ D. For an arbitrary (but fixed) X ∈ D there exist a monomorphism B : X → Hom(X, Y ), such that D = D B := {X(e) | e ∈ X}, with X(e) = {(x, xB(e)) | x ∈ X} (we identify U with X × Y ), i.e. X(0) = X. The translation group then has the form T = {Φ e | e ∈ X}, where (x, y)Φ e = (x, y + xB(e)). If A is an autotopism, which fixes X = X(0) (and of course Y ), then (x, y)Φ We will identify F = F 2 n with an n-dimensional F 2 -space and describe the DHO D as D = D B with the conventions made above. Also we identify a cyclic group Z = z of order 2 n − 1 with the multiplicative group F of F . Then Z induces an autotopism group on D. If h + m ≡ 0 (mod n), then U is the ambient space. If however h + m ≡ 0 (mod n), then the ambient space has codimension 1 in U . We give a slightly different description of the DHOs S m,n−m . Let Y 0 the subspace of Y = F of the elements of absolute trace 0, and C : X → Y 0 be any epimorphism. Then B : X → Y , B(e) = T 0 (e)C defines obviously a bilinear DHO and all such DHOs admit the action (x, y)D(e) = (xT 0 (e), y) of Z. Indeed we will see, that these DHOs are all pairwise isomorphic, and that the DHOs S m,n−m belong to this class. 
We give a somewhat different description of the Huybrechts DHO, which will be useful later. Define n 1 by n = 2n 1 if n is even and by n = 2n 1 + 1 if n is odd.
We further set U = F n1+1 , X = {(x, 0, . . . , 0) | x ∈ F }, and for 1 ≤ j ≤ n 1 we set
. We set j = 1 + 2 j (mod r) and C j = T 0 (1) + T j (1). We note that 1 ∈ ker C j for all j and if (j, n) = 1, we even have ker C j = 1 . By Remark 2.7 we have for 0 = e ∈ F T 0 (e
Define B j : X → Hom(X, Y ) by (we identify F and X in the obvious way)
and set B = B 1 + · · · + B n1 . Clearly, B is a monomorphism and ker B(e) = (ker B(1))T 0 (e) = e for e = 0. Thus B defines a bilinear DHO.
We define a representation D : Z → GL(U ) by (x, y 1 , . . . , y n1 )D(e) = (xT 0 (e), y 1 T 0 (e 1 ), . . . , y n1 T 0 (e n 1 )).
As we have seen above, this representation induces a cyclic autotopism group of order 2 n − 1 on the DHO. The ambient space A of D B is generated by X and the spaces Im B(e), 0 = e ∈ F . It follows from [5] (and is easy to see), that e∈F Im (T 0 (e 2 j ) + T j (e)) = F if n is odd or j < n 1 . If n is even however, one observes, that n 1 = n/2 and for each e = 0 we see, that Im (T 0 (e 2 n 1 ) + T n1 (e)) is the kernel of the trace map from F to F 2 n 1 , which is of course F 2 n 1 and dim e∈F Im (T 0 (e 2 n 1 ) + T n1 (e)) = n 1 . Note, that F 2 n 1 is an irreducible submodule of Z with respect to the representation D n 1 , see Remark 2.14. We now apply Remark 2.14 and Lemma 2.12 to conclude, that dim A = n+1 2 . If e ∈ F one has eB i (e) = 0 for all i. Therefore B defines an alternating DHO (a bilinear DHO D B is alternating, if eB(e) = 0 for all e). It is well known (and follows from the universal property of ∧ 2 V ), that the Huybrechts DHO has the universal property, that each alternating DHO of rank n is a quotient of the Huybrechts DHO of rank n. A DHO D is a quotient of the DHO D in U , if U contains a subspace W , such that D = {(X + W )/W | X ∈ D}. As D B is alternating and has an ambient space of the same dimension as the Huybrechts DHO, we see that D B is indeed the Huybrechts DHO.
Finally, let ∅ = J ⊆ {1, . . . , n 1 }, such that j∈J ker B j (1) = 1 . Define
with an ambient space of dimension n(|J| + 1), if n is odd or n 1 ∈ J and the ambient space has dimension n|J| + n 1 , if n 1 ∈ J and n is even. All these DHOs are alternating and therefore a quotient of the Huybrechts DHO.
The 
} be given. For each choice of k we construct a bilinear DHO D[k]. We consider the four cases separately.
(mod r). Define C 1 = T 0 (1) + T n0+1 (1) and C 2 = T 0 (1) + T n0 (1). We observe, that ker C 1 = F 4 and ker C 2 = F 2 n 0 , i.e ker C = 1 , for C = C 1 + C 2 . Then for e = 0 we get by assertion (a) of Lemma 2.8
and
n 0 k )) and set B = B 1 + B 2 . Clearly, B is a monomorphism and ker B(e k ) = (ker C)T 0 (e) = e for e = 0. Thus B defines a bilinear DHO.
We define a representation D : Z → GL(U ) by (x, y 1 , y 2 )D(e) = (xT 0 (e), y 1 T 0 (e ), y 2 T 0 (e m )).
As we have seen above, this representation induces a cyclic autotopism group of order 2 n −1 on the DHO. The representations D and D m are inequivalent, since and m are inequivalent by Lemma 2.3 and 2.11. Also D is irreducible, whereas Im B 2 (e) lies in F 2 n 0 , which is an irreducible constituent of D m . We now apply Lemma 2.8 and 2.12 to conclude, that the ambient space has dimension 2n + n 0 .
The other three cases are similar and we treat them a bit more sketchy.
Case k is the inverse of
modulo r, n 0 > 3. Here we set ≡ k + 2 2 and m ≡ k + 1.
and B 2 (e) = (0, x(T 0 (e) + T n0 (e 2 n 0 ))) and set B = B 1 + B 2 . Then B defines a bilinear DHO.
We define a representation D in the same way as before (i.e. by (x, y 1 , y 2 )D(e) = (xT 0 (e), y 1 T 0 (e ), y 3 T 0 (e m )),) and obtain a cyclic autotopism group of order 2 n − 1 on the DHO. Similarly as in the previous case we see, that the ambient space has dimension 2n + n 0 .
Case k ≡ −
(mod r). Here we set ≡ k + 1 and m ≡ k + 2 n0 .
Define
and B 2 (e) = (0, x(T 0 (e 2 n 0 ) + T n0 (e))) and set B = B 1 + B 2 . Then B defines a bilinear DHO.
We define a representation D as usual and obtain a cyclic autotopism group of order 2 n − 1 on the DHO. The ambient space has dimension 2n + n 0 .
Case k is equivalent to the inverse of − 2 2n 0 +2 n 0 +1 −2 3 modulo r. We set ≡ k + 1 and m ≡ k + 2 n0 . Define B i : X → Hom(X, Y ), i = 1, 2 by B 1 (e) = (x(T 0 (e) + T 2 (e With the usual definition of the representation D we obtain a cyclic autotopism group of order 2 n − 1 on the DHO. The ambient space has dimension 2n + n 0 . 
Bilinear DHOs admitting a Singer group
Using the notation of the previous section we show: Theorem 4.1. Let D be a bilinear DHO of rank n, which admits a cyclic autotopism group of order 2 n − 1. Then D is a doubly transitive DHO and one of the following hold:
(a) The ambient space has dimension 2n−1 and D is isomorphic to Yoshiara's DHO S 1,n−1 .
(b) The ambient space has dimension 2n and D is isomorphic to a DHO of Yoshiara of the form S h,m , h + m = n.
(c) n = 2n 0 , n 0 odd, and D is isomorphic to a DHO of type
We will prove this result by a series of lemmas. We introduce some notation first.
Let U be the ambient space of D, T the translation group, and Z a cyclic autotopism group of order r = 2 n − 1, which we identify with the multiplicative group F of F = F 2 n . We denote by D : Z → GL(U ) the representation of Z on U and a symbol D V will denote the restriction of D to a Z-submodule V . Then Z fixes some X ∈ D and Y = C U (T ), so that U = X ⊕ Y is a decomposition into Z-spaces. Clearly, Z acts faithful on X. So we may identify X with F and take the action of Z as the tautological action, i.e. xD X (e) = xT 0 (e) = xe ∈ X.
The DHO has a representation D = {X(e) | e ∈ X}, X(e) = {(x, xB(e)) | x ∈ X}, with a monomorphism B : X → Hom(X, Y ) (we identify U = X ⊕ Y with X × Y ). By Maschke's Theorem there exists a decomposition
We have for x, e ∈ X, that u ∈ Z acts on (x, xB(e)) ∈ X(e) via 
. We first record:
Then S commutes with the elements of Z, so that DS is a bilinear DHO, which admits Z too. A typical element (x, xB 1 (e), . . . , xB s (e)) in X(e) is mapped under S onto (x, . . . , xB s−1 (e), x(B s (e) + B s−1 (e)T 0 (u/v))) = (x, xB 1 (e), . . . , xB s−1 (e), 0). 
. By Lemma 2.6 and 2.10 k is equivalent to a number of the form ±1 + *
, f a proper divisor of n or k is equivalent to a number which occurs in Lemma 2.10. However these possibilities are excluded by Lemma 2.11. This shows, that every D j is equivalent to D , i.e. all irreducible Z-modules of Y are isomorphic.
We also know k ∼ −1 + c 
. We first claim that d = 1, i.e. k ∼ 1. We already know, that there exist 0 = u, v ∈ F , such that B i0 (1) = T b0 (u) + T b1 (u) and and replacing an i by a suitable chosen number from the same cyclotomic coset, we may assume C(1) = B 0 (1) + B c (1), c = c i0 ≤ n/2.
We also can assume k = 1: We know k = 2 β for some β ∈ [0, n − 1] ∩ Z and ≡ 2 β 2 a0 + 1 ≡ 2 β 2 a1 + 2 c , for some a i ∈ [0, n − 1] ∩ Z. If we replace a i by a i + β, the claim follows. We have a 0 − a 1 ≡ c by Lemma 2.6, i.e. . By Lemma 2.11 k is not equivalent to ± 
Final remarks
Remark 5.1. The proofs in Section 2 are often computational and tedious. Less computational or at least simpler verifications are desirable.
Remark 5.2. In [8, Theorem 1] Yoshiara determines the possible groups, which can act doubly transitive on a DHO. In the case of a DHO of rank n over F 2 , the groups in case (1.a) of [8, Thm. 1] are groups of the form T Z, T elementary abelian, regular group of order 2 n and Z ≤ ΓL(1, 2 n ), the group of all semilinear operators on V (1, 2 n ). Clearly, a bilinear DHO of rank n with a cyclic autotopism group Z of order 2 n − 1 has T · Z (T the translation group) as doubly transitive automorphism group. Thus our Theorem 1.1 is a partial classification of DHOs belonging to case (1.a).
However our contribution can only be a start of the characterization of DHOs belonging to case (1.a) of [8, Thm. 1] . Natural next steps would be:
1. The classification of bilinear DHOs, where Z is a sharply transitive subgroup of ΓL(1, 2 n ) (nearfield group).
2. The classification of DHOs, with a doubly transitive automorphism group of the form T Z, T an elementary abelian, regular group of order 2 n and Z cyclic of order 2 n − 1, such that T has not a quadratic action on the ambient space. Note, that translation groups can be characterized by their quadratic action. It is easy to see, that the autotopism group contains ΓL(1, 2 n ). However the full autotopism group can be larger. By a result of Kantor [4] the autotopism group has a normal subgroup N isomorphic to GL(n 0 , 2 n/n0 ), n 0 a divisor of n. Let M be a proper N -submodule in the space Y . Then it is evident, that M is the sum of modules Y j , j ∈ J, for some J ⊆ {1, . . . , n 1 }, where our notation refers to Example 3.2. Thus D(J) is a DHO admitting N , provided the condition j∈J ker B j (1) = 1 holds. For instance in the case n = 6, there are three Huybrechts quotients D(J) with |J| = 2, whose ambient spaces have dimensions 18, 15 and 15. The autotopism group of the first quotient is isomorphic to ΓL (2, 2 3 ), the autotopism group of the second quotient is isomorphic to ΓL (3, 2 2 ), and the autotopism group of the third quotient is isomorphic to ΓL(1, 2 6 ). 
