Abstract-Internetworking the mobile ad-hoc networks (MANETs) with the Internet has been a hot issue for many years. However, most researches have been concentrated on the use of MANETs as the access networks for the Internet. This paper introduces another use of MANETs: backup or load-balancing transit networks for the Internet. Although the MANETs capacity is currently low compared with other backbone technologies, we argue that MANETs is a suitable alternative for backup or load-balancing transit networks of the Internet based on its self-organized infrastructure-less multi-hop architecture and its increasing capacity in the near future. To provide the backup or load-balancing transit services for the Internet, a scalable, stable, lowoverhead, QoS-support ad-hoc routing architecture with the address auto-configuration is required. Moreover, how an Internet gateway selects an external route via MANETs to another autonomous system (AS) also needs to be solved. In this paper, BGP-GCR+, a combination of the border gateway protocol (BGP), the gravitational cluster routing (GCR), and the passive/weak IPv6-based address stateless auto-configuration, is developed towards the standards to achieve the required functions.
I. INTRODUCTION
Mobile ad hoc networks (MANETs) are dynamic systems consisting solely of mobile nodes connected with wireless links. Nodes self-organize and re-configure as they join, move, or leave the network. How to design an architecture capable of handling the dynamic nature of these networks is an interesting but difficult topic.
Advances on the medium access control (MAC) and physical layers of MANETs such as the ultra-wideband (UWB) technology [20] - [21] have led to a proliferation of MANETs applications. Five scenarios on Fig. 1 have shown different applications of MANETs on the field of internetworking MANETs with the Internet.
This paper concentrates on the use of MANETs as backup or load-balancing transit networks of the Internet (type IV).
To provide backup or load-balancing transit services for the Internet towards the standards, the following points in MANETs need to be satisfied:
• A unicast, scalable, stable, low-overhead, QoSsupport ad-hoc routing architecture.
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• Metrics and procedures at Internet gateways to select external routes via MANETs to other autonomous systems (ASs). Numerous ad-hoc routing architectures have been proposed. In the first stage, best-effort flat ad-hoc routing protocols (either proactive/table-driven or reactive/ondemand) are designed [8] - [10] . In the second stage, besteffort efficient and scalable ad-hoc routing protocols are designed [13] - [14] . In the third stage, scalable and QoSsupport ad-hoc routing protocols are designed [1] - [2] . Gravitational cluster routing (GCR) [2] belongs to the third stage and is chosen to develop. GCR is designed specially to improve the end-to-end perceived quality of the application by increasing the stability of the active connection. It is based on a two-level hierarchical clustering structure where each cluster head maintains the intra-cluster routing table (a unicast Tree-Links) for all nodes inside its cluster and controls the inter-cluster AODV-based routing. The cluster of GCR is to cover the dense areas of mobile nodes in order to increase the stability and fault-tolerance (one-node failure). In this paper, GCR has been extended in the following points (see Part II for details):
• GCR assumes that each node is assigned a unique ID before, and a unique cluster ID for each created cluster.
• Cluster construction: GCR assumes that there are no errors during the cluster construction.
• Cluster maintenance: when a link is broken, there is no selection procedure for the downstream node to choose another stable neighbor to continue maintaining the repairable feature of GCR with the highest probability.
• Loop can exist in the data path.
• Source routing is needed to transmit data from the cluster head to the downstream nodes since all nodes except the cluster head do not maintain the intra-cluster routing table.
• GCR does not specify any data structures for routing tables, neighbor caches and how to manage these ones. Border gateway protocol (BGP) [3] is used by exit points (Internet gateways, BGP speakers) 1 of an autonomous system (AS) to choose and exchange the best external routes connecting to other ASs. Fig. 2 shows different scenarios in which MANETs are used as backup or load-balancing transit networks for the Internet. Two attributes of BGP have been chosen to select the best external routes (see Part II for details):
• Weight: local scope, each exit point chooses the best external route with highest weight (metric: bandwidth).
• Local preference (LOCAL_PREF): intra-AS scope, exit points exchange their weights for their best external routes to other ASs. Each exit point uses weights (metric: bandwidth) learned via LOCAL_PREF in its decision process. Address auto-configuration is another needed feature to insure the self-organization of the MANETs. Even though a mobile node configures a unique address during the booting time, its address may conflict with nodes in other MANETs since MANETs containing the same address can be merged. The address auto-configuration protocol in this paper is integrated into the above routing architecture. It includes the use of Weak Duplicate Address Detection (DAD) [5] for intra-cluster detection and a combination of the weak DAD [5] and passive DAD [4] for inter-cluster detection. Part of IPv6 site-local space (FEC0:0:XX:XX/64) [15] - [16] is used to allocate the address. This paper is organized as follows. Part II analyzes the features of GCR. The operations of BGP-GCR+ and its prototypes towards the standards are presented in Part III and IV, respectively. Part V shows the implementation of the routing component of BGP-GCR+ into ns-2 for the performance evaluation. The performance metrics, simulation parameters and results, are presented in Part VI-VIII, respectively. Part IX reviews the related works of MANETs routing, address auto-configuration, and internetworking with the Internet. Part X ends this paper with conclusions and our future works.
II. AN ANALYSIS ON FEATURES OF GCR

A The Operations of GCR
The GCR [2] is a two-level cluster routing protocol. In each cluster with the scope of R max hops, a node with the 'local maximum degree' is elected to be the cluster head and initiate its non-overlapped cluster construction. Each cluster head is responsible for maintaining the newest topological status of its cluster, i.e. a unicast Tree-Links. Proactive routing based on the unicast Tree-Links maintained by the cluster heads has been adopted inside the clusters and reactive routing based on AODV [8] outside the clusters. When a node switches on, it detects its neighbors and waits for a chance to join in one of the constructed clusters. Otherwise, it periodically broadcasts its degree, i.e. the number of its neighbors, within the scope of R max hops for electing a new cluster head to construct the new cluster.
To construct a new cluster, an elected cluster head generates a unique cluster ID (Cid). It attaches this cluster ID and a level initialized to zero to a control packet called the Gravitational Packet with a hop count of R max hops and broadcasts it to its neighbors. The neighbors of the cluster head attach their IDs (called Sub-Tree ID: STid) to this packet, increase the level and continue rebroadcasting this packet. Each downstream node receiving this packet will store its (Cid, STid, level) values from this packet, increasing the level and rebroadcast this packet provided that the hop count is larger than zero. A leaf node, i.e. an end node of the cluster having at least two paths to the cluster head (called joinless), then sends the Join Packet to its upstream neighbors towards its cluster head. Each node receives this packet will add its link states and continue forwarding this packet to its cluster head. The cluster head receives this packet and updates its intra-routing table, i.e. the unicast Tree-Links.
As an example, in Fig. 3 , node H is the cluster head, nodes O/P/u are the Sub-Trees of the cluster. Node x is a joinless leaf node since it has two neighbors (y, w) in different routes connecting to the cluster head. Node x then sends the Join Packet to node H via node w, v, u. The cluster head H receives this Join Packet and updates its routing table. Node L is not joinless and it will later join in one of the constructed cluster (in this example, the same cluster) or elect a new cluster head to construct the new cluster.
The constructed clusters is repairable (one-node faulttolerant) since there are at least two paths from any node to the cluster head. Fig. 3 shows an example where the link (u,v) is failed, then node v can maintain its connection to the cluster head via nodes w/x/y/…/H.
The cluster maintenance procedure is carried out by recognizing the changes of link states 2 . When a link (u,v) is up 3 , any node detecting this event will generate a Link Change Packet to its cluster head. When a link (u,v) is down, see Fig. 3 , upstream node (u) will generate a Link Change Packet to its cluster head, while downstream node (v) will create a new route to its cluster head based on the one-node fault-tolerant feature of the constructed cluster. Upstream nodes will piggyback any changes of its link states to the received Link Change Packet and forward to the cluster head for updating the intra-cluster and inter-cluster routing tables.
The intra-cluster routing is maintained by the cluster head. Any node sends data packet via its upstream node towards its cluster head. The cluster head will then forward the data packet to the destination node based on its maintained intra-cluster routing table.
The inter-cluster routing is an AODV-based protocol. If the cluster head receives a route request (RREQ) for a destination with the different cluster ID, it first updates any new information from this packet to its inter-cluster routing table. If it does not have a route in its inter-cluster next-hop routing table to this destination node, it continues bordercasting 4 this packet to its borders. Otherwise, it sends the route reply (RREP) to the source cluster. The inter-cluster route maintenance is also AODV-based, i.e. the upstream cluster head will send a route error (RERR) to the source cluster head if the locallink repair is not successful. 2 GCR does not specify how a node detects a change in its link states. Here we assume that link is bidirectional and each node periodically informs its existence to its neighbor by sending a Hello (Beacon) packet. Each node maintains a Neighbor Cache and updates its neighbor status upon the received Hello packets. Periodically, a node checks its Neighbor Cache to purge the stale neighbors and detect any link changes to inform to its cluster head by generating the Link Change Packet to its cluster head. 3 A link (u,v) is up if both nodes u and v are stable. Each node (m) is stable if it has at least one neighbor (n) in the same cluster with shorter hop-count (level: l(m)=l(n)+1) to its cluster head. 4 Since each cluster head maintains a unicast Tree-Links to all nodes in its cluster, it sends a copy of the RREQ to all its borders instead of broadcasting to all nodes in its cluster.
B. The Open Problems of GCR and Their Cost vs. Benefit
Six open problems of GCR have been identified in Part I. This part will propose the alternative approaches to solve these problems and analyze their cost vs. benefit against the approaches in GCR. The results from this analysis are used to propose and prototype our new routing architecture, i.e. BGP-GCR+, to adapt the use of MANETs as the backup or load-balancing transit networks for the Internet.
1) Addressing: independent or dependent routing protocol
First, the GCR assumes that each node is assigned a unique ID and the cluster ID is also unique among clusters. This means that an additional addressing protocol must be carried out to assign the unique addresses to mobile nodes before they participate in the GCR cluster construction and routing. There are two approaches [23] : the addressing protocol is either independent (non-integrated) or dependent (integrated) with the routing protocol. The advantage of independent approach is the portability (each addressing protocol can be applied for many routing protocols and vice versa), while that of the dependent approach is the performance (low control traffic).
Second, an address auto-configuration protocol is preferred in self-organizing the MANETs for their fast deployments as the backup or load-balancing transit networks of the Internet. Address auto-configuration can be classified as either stateful or stateless [23] . The former is not suitable for MANETs since it requires a centralized server to maintain a common address pool, while the latter allows the nodes to construct addresses by themselves and is suitable for MANETs. However, a duplicate address detection (DAD) mechanism is required to assure the uniqueness of the address, esp. to support for MANETs merging and partitioning. The further classification of stateless address auto-configuration protocols is based on how this DAD is called to detect the duplicate addresses.
In the first approach, each node carries out the DAD mechanism actively by periodically broadcasting its address over the network. This approach takes a fast response in finding the duplicate address, but high control traffic, esp. for the large MANETs. A sensitive parameter is the DAD interval.
In the second approach, each node carries out the DAD mechanism passively by detecting the duplicate addresses based on the predefined duplicate patterns. Weak DAD [5] uses an additional unique number and is independent with routing protocols. Passive DAD [4] is routingdependent and identify the duplicate addresses based on features of the corresponding routing protocols. This approach takes almost no additional control traffic for detecting duplicate address, but the response time is slow and an additional mechanism must be added to assure the uniqueness of nodes within two-hop neighbor.
Third, address allocation space is important. It must be larger enough to cover the large-scale MANETs and reduce the probability of address conflict.
In conclusion, BGP-GCR+ uses the address protocol with the following features:
• GCR-dependent • Intra-cluster: Weak DAD.
• Inter-cluster: Weak DAD and Passive DAD.
• Address allocation space: Part of IPv6 site-local address space (FEC0:0:XX:XX/64). The XX:XX is the 32-bit network prefix used for the cluster ID. The works in [4] shows that the conflict probability of the MANETs with 1000 nodes using the 30-bit size of the address space is almost zero. The integration of the proposed address mechanism is specified in details in Part III.
2) Neighbor selection procedure for cluster construction and maintenance First, in the cluster construction phase, a node receiving the Join Packet will add its link states and continue forwarding this packet to its upstream node towards the cluster head. However, there is no specification if the link from this node to its upstream nodes is down. Fig. 3 shows an example: node v receiving the Join Packet generated by the leaf node x will add its link states to this packet and intend to forward this packet to its upstream node (u) towards its cluster head (H), but the link (u,v) is down.
Although this problem is not explicitly mentioned in GCR, a solution is implied in the GCR cluster maintenance procedures. A node sets its status stable in the cluster construction phase only when it receives the Join Packet. If the link (u,v) is down, the downstream node (v) will not have any stable neighbors in [l(v)-1] level. Thus it waits for a reactive time 5 , then it either rejoins the cluster if it finds another stable neighbor or resigns the cluster. The same procedure is applied for its downstream nodes (w,x).
Second, the minimum level is the metric for each node in GCR to select the neighbor to join in a cluster or to repair a broken link. The advantage of this approach is to shorten the route length to its cluster head, but creating an un-repairable cluster. E.g. node v will select node Q instead of node (w) as its upstream node to its cluster head, see Fig. 3 .
We suggest another metric, the STid of neighbor, to continue maintaining the repairable cluster with a higher probability. When a link (u,v) is down and v is the downstream node, it first select a stable neighbor having the same STid. Otherwise, the stable neighbor with minimum level is selected. E.g. node (v) will select node (t) instead of node (Q) as its upstream node towards the cluster head. If link (u,t) is down, u can find another route to its cluster head via node (w), i.e. the repairable cluster is still maintained.
Third, the waiting time for each node to decide join or leave the current cluster is another parameter that needs to be considered. In CGR, it is set twice Beacon (Hello) interval. This means that each node can only detect the current status of its neighbors. If it does not find any one, it will leave the current cluster. In the case this node is in the coverage area of many other clusters, there is the probability that it will join in the new cluster, which requires an additional overhead for the detection of duplicate address in the new cluster. E.g. in Fig. 3 , the update link states from node (x) propagates to node (v) via node (w) after four Hello intervals since the link (u,v) is down. If the waiting time is two Hello intervals, the node (v) can already join in another cluster.
In conclusion, BGP-GCR+ chooses the metrics (Cid, STid, minimum level) to select a neighbor in the cluster construction and maintenance phases. The rules are:
• Neighbors with the same Cid is preferred than those with the different Cids.
• For neighbors with the same Cid, those with the same STid is preferred than those with the different STids.
• For neighbors with the same Cid and STid, select the minimum level one. Moreover, the waiting is still kept twice Hello intervals, but the number of retries is added.
3) Source routing and loop avoidance
The intra-cluster routing is maintained only by the cluster head. All other nodes do not keep any routing information except for the upstream node towards its cluster head. This approach reduces the processing and storage at all nodes, but increases those of the cluster head. Moreover, two additional cost are introduced: source routing and intra-cluster loop. Fig. 3 shows an example when the source S_1 (node N) sends data packet to the destination D_1 (node z). Data packet is first forwarded to the cluster head based on its upstream nodes (N→O→H). The cluster head finds a route based on its intra-cluster routing table (H→u→t→z) and forwards the data packet to the down stream node (u). However, node (u) does not know which downstream node (v or t) to forward the data packet since its does not have any routing information.
Although this problem is not recognized in GCR, a possible solution is to use the source routing technique as in DSR [10] or the routing header in IPv6 [17] . Of course, this approach requires an additional overhead in the packet header to send the routing information in the data packet from the cluster head to downstream nodes.
Another problem in GCR is the existence of loop whenever the destination is one of the downstream nodes of the source. Fig. 3 shows an example. The source S_2 (node Q) sends data packet to the destination D_2 (node y). This is because the source must first forward the data packet upstream to the cluster head where a route to the destination is found. This route is then added to the data packet using source routing and sending to the downstream node. Loop is detected by the source node when its received a data packet with its address is in the route attached in the data packet.
A possible solution is to maintain a route cache in the source (and any other nodes in the cluster) as in DSR [10] . Whenever a node receives the data packet with the route attached using source routing, it updates its cache. A source node detecting the loop will later use source routing to send the data packet directly to its downstream destination. However, the disadvantage of this approach compared with that of GCR is the maintenance cost of routing cache at each node. This approach is preferred if the scope (R max ) of the cluster is large.
In conclusion, BGP-GCR+ uses the following rules:
• The source first checks if the destination is in its Neighbor Cache. If yes, send data packet directly.
• If not, send data packet to the cluster head via its upstream node. The cluster head adds the route towards the downstream destination into the data packet using IPv6 routing header, then forwards the data packet to the corresponding downstream node.
4) Data structures of nodes and cluster heads
GCR does not specify any data structures for MANETs nodes and cluster heads. This part discusses possible data structures, and a theory analysis on their time and space complexities.
First, three data structures need to be specified:
• Neighbor cache: all nodes maintain this cache to save status information concerning to its neighbors. A table with each entry for each neighbor is a suitable solution. Any data structures such as array, link-list, double link-list can be used for implementation this table.
• Intra-cluster routing cache: only the cluster heads maintain this cache to take the responsibility for intra-cluster routing for all nodes in their clusters.
Either the Path-Cache or the Link-Cache [7] can be used. The former maintains all routes to all nodes in its cache. It requires no optimized processing, but high overhead for updating its cache. The latter only maintains link states of each node instead of the whole route so it is convenient for updating its cache. However, an optimized algorithm such as Dijkstra is needed to find a route to the destination node based on its Link-Cache. Any data structures such as array, link-list, double link-list can be used for implementation the Path-Cache or Link-Cache.
• Inter-cluster routing cache: only the cluster heads maintain this cache to take the responsibility for inter-cluster routing for all nodes in their clusters. A table with each entry for the next-hop to each destination cluster is a suitable solution. Any data structures such as array, link-list, double link-list can be used for implementation this table.
• Any additional data structures: can be required depending on the implementation of GCR, such as the Broadcast ID cache to reduce the duplication of broadcasted packets. Second, a theory analysis of GCR is analyzed. We define the following symbols:
• AvgDeg(n): the average degree of a node in the MANETs consisting of n nodes. The works in GCR [2] shows that the average degree of a node in the MANETs with the number of nodes (n), the radius transmission range of a node (r), and the rectangular topology (l,w) is: 
Items Characteristics
Cluster head election degree Local (R=1) maximum degree Space complexity of cluster head O(n*AvgDeg(n)+N cluster *AvgDeg(n)+AvgDeg(n))
Time complexity of cluster head O(f(n*AvgDeg(n)+N cluster *AvgDeg(n)+AvgDeg(n))) Space complexity of others O(AvgDeg(n)) Time complexity of others O(f(AvgDeg(n))) Figure 5 . A summary of the GCR characteristics.
(1) Fig. 4 shows the average degree of a node based on the Equation (1).
• N: the number of nodes in the whole MANETs.
• n: the average number of nodes in each cluster.
• N cluster =N/n: the average number of clusters. Each node (except the cluster heads) only maintains a Neighbor Cache, which is a table in which each entry contains status of each corresponding neighbor. It space complexity is O(AvgDeg(n)) and its time complexity is O(f(AvgDeg(n))). The function f can be the logarithm or power depending on the searching method used in finding an entry in its table.
The cluster head must maintain at least the Neighbor Cache, the Intra-cluster routing cache and the Intercluster routing cache.
The average size of Intra-cluster routing cache is the average number of nodes in each cluster. Each entry saves the link states of each node in the cluster. Thus the space and time complexities are O(n*AvgDeg(n)) and O(f(n*AvgDeg(n))), respectively.
The average size of Inter-cluster routing cache is the average number of clusters in the whole MANETs. Each entry saves the link states 6 for each destination cluster. Thus the space and time complexities are O(N cluster *AvgDeg(n)) and O(f(N cluster *AvgDeg(n))), respectively. Fig. 5 shows a summary of the characteristics of GCR. Part III will shows in details the data structures of BGP-GCR+.
III. THE OPERATIONS OF BGP-GCR+
The main operations of BGP-GCR+ [1] is similar to those of GCR described and analyzed deeply in Part II. This part will continue discussing the following points:
• How to integrate the IPv6 address stateless autoconfiguration protocol into GCR? • How BGP is extended to select an external route at an Internet gateway (exit point) to another autonomous system via the MANETs? • Main procedures, algorithms of BGP-GCR+ [1] .
A. How to integrate the IPv6 addressing protocol into BGP-GCR+?
Through an analysis of the cluster construction and maintenance of GCR in Part II, we have recognized the following important points used to integrate the addressing protocol into the GCR to assign unique addresses to nodes in the proposed BGP-GCR+:
1) For intra-cluster: a) Each cluster is constructed by the leaf nodes sending the Join Packet containing their link states to the cluster head. Upstream nodes receive this packet, adding their link states into this packet and continue forwarding it towards the cluster head. Therefore, when a cluster is constructed, any node in the cluster must either generate (leaf node) or forward (immediate node) the Join Packet once.
b) Each cluster is maintained by any nodes detecting the link state changes, generating the Link Change Packet upstream towards the cluster head for updating the cluster topology (a unicast Tree-Links).
c) Route from the cluster head to its downstream nodes is attached to the header of data packet (source routing). 6 i.e. the pairs of borders connecting this (current) cluster to the neighbor (next-hop) cluster towards the destination cluster. 7 For simplicity, we assume the uniqueness of MAC addresses of nodes within two-hop neighbor for the correctness of Weak DAD [5] . Possible solutions are also shown in [5] .
Using the Weak DAD technique, each node in BGP-GCR+ generates once a unique random number (R-ID), attaching its pair (IP address, R-ID) to the Join Packet or Link Change Packet with its link states when it forwards or generates this packet.
Any node receives the Join Packet or Link Change Packet from its downstream nodes will check its pair (address, R-ID) with those of other nodes containing in the link state information in the packet. Each immediate node can only detect the duplicated address within the sub-tree rooted at this node through its downstream nodes. The cluster detects any address duplication in its cluster.
2) For inter-cluster: a) Each cluster is assigned the 32-bit IPv6 network prefix for its cluster ID.
b) Inter-cluster routing in GCR is the reactive AODV-based algorithm, which uses the sequence number to detect the stale routes and avoid the routing loops.
Rule 2:
The AODV-based route discovery based on the Weak DAD (Cid, R-CID 8 
) is used by BGP-GCR+ to insure the detection of duplicated cluster IDs in the whole MANETs, supporting for the cluster merging detection. Two PDAD techniques [4]: PDAD-RNS (RREQNever-Sent) and PDAD-SN (Sequence Number) can be used to increase the reliability, i.e. both (Cid, R-CID) are duplicated.
When the cluster head of the source cluster generates a route request (RREQ) to begin the inter-cluster route discovery, it attaches its random cluster number (R-CID) into the RREQ for the duplicate cluster detection.
PDAD-RNS detects a conflict if a RREQ is received by a node of which address is the originator address in the packet, but this node has never sent any RREQ packets for the destination in the packet.
PDAD-SN detects a conflict if a RREQ is received by a node of which address is the originator address in the packet, but the sequence number in the packet is higher than its sequence number.
B. An Extension of BGP for BGP-GCR+
Border gateway protocol (BGP) is an interAutonomous System routing protocol. We extends the following BGP attributes in determining when the exit point of an autonomous system chooses external routes via MANETs to other ASs:
• Weight: if each exit point of an AS has many external routes to another AS, it selects the one with highest weight. We use the bandwidth to calculate the weight.
• Local preference (LOCAL_PREF): if an AS has many exit points connecting to another AS, it select the one with highest weight (largest total bandwidth).
8 R-CID is a 32-bit unsigned random number generated once by each cluster head.
Equations 2 to 6 are used to calculate these two above parameters for the use of MANETs as the load-balancing transit networks for the Internet.
(2)
The weight of each external route from an exit point of an AS to another AS is the ratio of its bandwidth over the total bandwidth of all external routes connecting the two ASs. For selecting an external route via MANETs, we suggest two approaches for determining the bandwidth of MANETs:
• Static (Equations 2, 5): an analysis on the capacity MANETs is needed. The works in [6] shows an upper bound of arrival packet rate (λ max ) for 802.11 MANETs is O(1/n 0.5 ) . Then the exit point will send packets over an external route via MANETs with the probability equal to the weight (W Ad-hoc ) of this route.
• Dynamic (Equations 3, 4, 5 is used by exit point to compare its total bandwidth to that of other ones. Interior BGP is used for exchanging this information, i.e. the local preference information.
Another point is the reduction of congestion inside MANETs in the neighboring area of the exit point. When the MANETs is used as the backup or load-balancing transit networks for the Internet, almost all RREQs are generated by the exit points. Therefore, we suggest that all exit points joining in the MANETs are the cluster heads. This is achieved by setting the degree of each exit point to a maximum value.
The last point is the use of AS numbers of exit points in inter-cluster routing of BGP-GCR+. site-local addresses of the exit points in the other sides except for their global IPv6 unicast address or their AS numbers. Therefore, an exit point selects an external route via MANETs will first generates a RREQ, attaching the AS number of the destination AS into this packet instead of the IPv6 site-local address. Here we see the advantages of chosen exit points to be the cluster heads:
• Load-balancing for MANETs neighbor nodes of the exit points.
• The cluster head is the exit point, so it has its own AS number. The use of AS number instead of IPv6 site-local address requires no additional overhead.
• The use of AS number makes the DAD process transparent among exit points.
C. Main Procedures and Algorithms of BGP-GCR+
With the large proposed IPv6 address space (FEC0:0:XX:XX/64), i.e. IPv6 link-local address is used to differentiate nodes within cluster and 32-bit IPv6 network prefix is used to differentiate among clusters, the address conflict probability is almost zero [4] . Therefore, we use the optimistic approach, i.e. the address is assigned to each node by itself before checking its uniqueness. The Weak DAD with the pair (IPv6 linklocal/site-local, R-ID) is used for detecting duplicated addresses within cluster, while the Weak DAD (Cid, R-CID) and Passive DAD (PDAD-RNS, PDAD-SN) is used for detecting duplicated cluster IDs.
When a node switches on (cluster construction phase), it automatically assigns itself the IPv6 link-local address and generates a random number R-ID. It periodically sends Hello packet to inform its existence to its neighbors, and checks its neighbor cache to determine its neighbor status and its degree. Fig. 6 shows the sequence a node updates its neighbor cache. If all its neighbor status is not-joined or joined with level equal to R max , it broadcasts its degree to its neighbors, joining in the new cluster head election and construction. Otherwise, it selects and joins in an already constructed cluster using our modified selection rules:
• Cluster having two or more stable neighbors in its neighbor cache with different STids is the first choice, i.e. a new node joins in the constructed cluster while continue maintaining the one-node fault-tolerant repairable of BGP-GCR+ is the first choice.
• Cluster having minimum level, stable neighbors in its neighbor cache is the second choice. Nodes have already joined in the constructed cluster (cluster maintenance phase), but later do not find any stable neighbors of the same cluster, the selection procedure is also modified from GCR+, which is specified in section II.B.2.
When a node detects the duplicated addresses using techniques in section III.A, the conflict is processed by using the algorithms in Fig. 7-8 and Fig. 9 for intracluster and inter-cluster, respectively.
When a node receives a Join or Link Change Packet, it uses the intra-cluster Weak DAD (IPv6 link-local/sitelocal, R-ID) to detect the duplicated address. G e n e r a t e a n o t h e r I P v 6 a d d r e s s G e n e r a t e L in k C h a n g e P a c k e t If it is a node and it address is duplicated, it generates a new IPv6 link-local/site-local address and check the conflict again. If there is no conflict after RETRIES times, it attaches its new states to Join or Link Change Packet and forwards this packet towards its cluster head. Otherwise, it disables its interface. After a few neighbor discovery cycles, its neighbors will updates this changes and send the link state changes to its cluster head.
If it is the cluster head, it informs the duplicated nodes by sending the AERR packet using source routing. The route is calculated based on its intra-cluster routing cache. After sending the AERR, the cluster head also deletes the link states associated with the duplicated address in its intra-cluster routing and inter-cluster routing caches. We use this approach since the address change of cluster takes a very high cost, i.e. renumbering the cluster.
When a cluster head receives the RREQ, it uses the inter-cluster Weak DAD (32-bit Cid, R-CID) and Passive DAD (PDAD-RNS/PDAD-SN) to detect the duplicated cluster IDs. If cluster ID conflict is detected, it generates a RREP-ARR and sends back to the originator of RREQ to inform this. Upon receiving this RREQ-ARR, a cluster renumbering 9 is needed. Intra-cluster routing in BGP-GCR+ is similar to GCR. Nodes send data packets to the cluster head via their upstream nodes, the cluster head calculates the routes to the corresponding destination nodes and forwarding the data packets downstream using IPv6 routing header. Our objective is to maintain the stability of the cluster, so we choose the approach in which nodes except the cluster head do not maintain any routing information. Thus the cost of loop in data path compensates for the cluster stability. 9 There are possible approaches: (1) the cluster head reassigns (Cid=NULL) and subsequently all nodes in its cluster will either re-elect the cluster head and reconstruct the new cluster or join in another cluster, (2) the cluster head must periodically broadcast its Cid using the Gravitational Packet within its scope (R max ) for nodes in its cluster updating their Cids lifetime, i.e. their IPv6 sitelocal address.
Inter-cluster routing is also AODV-based. We also show that the setting of Internet gateways to be the cluster heads results in many advantages, esp. the use of AS numbers as the destination. Fig. 10 shows an example on how the cluster head updates its inter-cluster routing cache.
IV. THE PROTOTYPE OF BGP-GCR+
Each node joining in MANETs with our proposed BGP-GCP+ has the following states:
• J (joined in cluster) or ‫ך‬J (not joined in any cluster).
• A (assigned IPv6 site-local address) or ‫ך‬A (not assigned 10 any IPv6 site-local address).
• H (cluster head) or ‫ך‬H (node or border) However, we also recognize the following conditions:
• A node both joins in the cluster and assigned an IPv6 site-local address at the same time, i.e. when a Gravitational packet is received.
• If a node is the cluster head, it must already join in the cluster. However, a joined node can be the cluster head or others (node or border). Thus each node in MANETs has one of the following states during its operations in BGP-GCR+:
• There are no direct transitions between states (2,3) in Fig. 11 since a node stops broadcasting its degree within its scope (R max ), i.e. not joined in any further cluster head election, once it has joined one of the constructed cluster. This means that a cluster head continues being the cluster head even though its degree can be less than some of its neighbors. Because the cluster re-construction takes much overhead, the cluster head only re-assigns its cluster (Cid=NULL) in one of the following two cases:
• It has no neighbors in the same cluster, i.e. the cluster head is an isolated node. It will re-assign and wait for a chance to join in another constructed cluster. Event with index II.2 in Fig. 14 describes this case.
• Its cluster ID is duplicated with another, i.e. it receives either a RREQ or a RREP-ARR packet of which the originator Cid is equal to its Cid. Events with indexes III.2 and III.4 in Fig. 15 describe this case. When a cluster head re-assigns, all its neighbors in the same cluster will also re-assign after a few subsequent Hello intervals. These nodes will later either broadcast their degrees, joining in the new cluster head election and 10 When a node switches on, it has already initialized its own IPv6 link-local address and a random number R-ID. A node is considered "not assigned" if it has not received the Gravational packet to get the network prefix to configure its IPv6 site-local address from the pair (IPv6 link-local, network prefix). The following open alternative approaches needs to be considered in future versions of BGP-GCR+:
• In this prototype of BGP-GCR+, a node joined in the cluster stops broadcasting its degree. This approach reduces the broadcast traffic, but the cluster head later can not be the highest degree, which also reduces the stability of its cluster. Another approach is for each node to broadcast its degree periodically and elect the new cluster head with the highest degree in its cluster even though it has joined in the cluster. This approach takes much overhead, esp. in re-constructed the cluster, but the more stable unicast Tree-Links is maintained at the cluster head, which is useful for inter-cluster routing and QoS support. If this approach is used, there are transitions between states (2,3) in Fig. 11 .
• In this prototype of BGP-GCR+, a cluster head reassigns (Cid=NULL) if its Cid is duplicated. Another approach is for the cluster head send the Gravitational packet containing its new generated Cid (network prefix) to other nodes in its cluster, a process called "re-numbering cluster". However, there are also some other problems when this approach is used such as the selection procedure if one node receives multiple Gravitational packets, or the cluster head sends the Gravitational packet once when it is needed or periodically… Finally, the prototype of BGP-GCR+ is a step towards the standards. For this purpose, all packet formats in BGP-GCR+ are developed based on IETF Internet drafts and rfcs [9] - [12] , [15] - [17] . Fig. 12 shows a summary on types of packet formats used in BGP-GCR+ and its corresponding IETF documents used to develop. 
II.4
Cluster head election cycle expired 1 // Compare its degree with those from received DEGREE packet: // +either its degree is MAX, be the cluster head // +or its degree is less than some, wait to join in the cluster // cluster_head_ is used in isClusterHead() [see I.2] BGPGCR_Neighbor *nb = NeighborCache.lh_first; for(; nb; nb = nb->nb_link.le_next) { if (degree_ < nb->nb_degree) || ((degree_ == nb->nb_degree) && (nb->nb_addr < addr_)) { cluster_head_ = false; } } cluster_head_ = true; Xє{1,3} II. 5 Border If the packet is from the upper layer, it checks its neighbor cache for the destination. If the destination is not in its neighbor cache, it forwards upstream this packet to its cluster head. The cluster head uses the rt_resolve() function to find a route to the destination. The searching route order at the cluster head in the rt_resolve() is to find the route firstly in the neighbor cache, secondly in the intra-cluster routing cache, and thirdly in the inter-cluster routing cache. If the cluster head can not find any routes, it generates the route request (RREQ) packets using AODV route discovery. However, the bordercasting based on the unicast Tree-Links maintained by the cluster head is used in BGP-GCR+ instead of the broadcasting in AODV.
The recv() function may find that the packets instead come from the lower layers, i.e. they have been forwarded, and if the packets have BGP-GCR+ type headers, submit the packet to the recvBGPGCR().
The timer handlers trigger actions that will lead to the periodical packet transmission (hello packets for neighbor updates) or the scanning and purging of the expired data entries in caches (the neighbor cache, the bordercast/broadcast id cache, and the inter-cluster routing cache). All these timer handlers re-schedule themselves at the end of the handle() method. Currently, the data structures of these caches are double-linked lists. Dijkstra is the shortest-path algorithm used by the cluster head to find routes to any nodes in its cluster, based on the link states in its intra-cluster routing cache developed from dynamic source routing (DSR) link-cache [7] .
B. Changes in the Implementation of BGP-GCR+ into ns-2 Compared with the Design 1) Cluster Head Selection
• Nodes exchange their degrees via Hello Packets (Piggybacks, 1-hop) instead of Degree Packets (R_Max hops).
• Local highest degree node be Cluster Head instead of R_Max highest degree node. These changes are based on the integration of the Degree packet into the Hello packet in ns-2 for lower overhead. However, they will affect the cluster formation, i.e. more clusters can be created compared with the original design.
2) Cluster Maintenance Two advances of the BGP-GCR+ cluster maintenance have been implemented. The first one is based on the unicast Tree-Links maintained by each cluster head. Whenever there is a broken link between two neighbor clusters and some connections traverse through this broken link, the upstream cluster head will search for alternative routes to the downstream cluster head based on its unicast Tree-Links, see Fig. 17 . If the upstream cluster head can not find any routes, the mechanism is AODV-based, i.e. the upstream cluster head will generate the route error packet (RERR) in the reversed direction to the source cluster head to notify of this error.
The second one is the update for the shorter routes from any nodes to its cluster head. This mechanism is based on the Hello packets received by one node from its neighbors to notify it of their existences, which also carry the level information, i.e. number of hops, from its neighbors to its cluster head, see Fig. 17 .
3) Packet Formats
In the design, all packet formats are developed from IETF IPv6 and MANETs charters (drafts, rfcs). However, in the implementation, there are some changes since the BGP-GCR+ packet headers are inherited from those in ns-2. We specify all the fields in the implementation based on the BGP-GCR+ packet headers in the design, but some data types are different, i.e. inherited from ns-2.
VI. PERFORMANCE METRICS
A. Packet Delivery Ratio
This metric is used to measure the precision and performance of routing protocol. It is calculated as the ratio between the total received and sent data packets (constant bit rate -cbr service) at the transport (agent -AGT) level.
B. Normalized Routing Overhead
This metric is used to measure the overhead created by the routing protocol in the network (routing -RTR) layer, i.e. how many routing packets, on average, are sent for one data (CBR) packet. It is the ratio between the total sent plus forwarded routing packets and the total sent plus forwarded data packets.
VII. SIMULATION PARAMETERS
Two simulation scenarios have been designed to compare the performance and the overhead of BGP-GCR+ versus those of AODV_Hello (a version of AODV using Hello packets generated periodically by each node to detect links up/down from that node to its neighbors). We choose this version of AODV since its operations are similar to those of BGP-GCR+ and its independence to the underlying MAC protocols, although its performance is slightly lower compared with that of AODV using the link layer feedbacks from MAC 802.11 DCF for detecting the link state changes [22] , and its architecture is flat instead of hierarchical.
First scenario, see Table I -II, is used to measure the performance and the overhead under the high mobility Second scenario, see Table I -II, is used to measure the performance and the overhead under the lower traffic load (30 CBR connections, 4 packets/s for each connection, 64-byte data packet size), with fixed network size (50 nodes) and different mobility styles (P0/P450/P900, Max speed: 20 m/s, min speed: 1 m/s). The average node degree is kept almost constant while the number of nodes increase, i.e. the average route length is increased. This is used to know how the average route length will affect to the performance and the overhead of BGP-GCR+. Note that the average node degree is calculated in (1) and specified in [2] .
Other parameters (MAC layer, BGP-GCR+, Hello Interval) are specified in Table III -IV. The routing queue is used only by the Cluster Head in BGP-GCR+ to store temporary data packets from nodes in its cluster while routes to the destination nodes are discovered. Its policy is first-in first-out and packets are dropped at the tail when the queue is full. The interface queue is similar to the routing queue except that routing packets have higher priority compared with data packets, i.e. arriving routing packets are put in the head, while arriving data packets are put in the tail of the queue. 
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Distribution of Connections
Randomly among pairs of nodes (8) VIII. SIMULATION RESULTS Fig. 18 shows a comparison on the packet delivery ratio of BGP-GCR+ versus AODV-Hello in the first scenario. For the very high mobility (P0) and high traffic load (30 connections, 4 packets/s, 512-byte packet size), the packet delivery ratio of both BGP-GCR+ and AODVHello are low. It is at most 45% in all test cases. There are two reasons: (1) the high mobility means more link failures, (2) the high traffic load means more congestions and collisions in the underlying 802.11 DCF MAC layer. Thus both the route repair and discovery in AODV-Hello; and the cluster re-construction, maintenance, inter-cluster route discovery in BGP-GCR+; take long convergence time to discover/repair routes. This also means the high drop data packet rates.
For the small-scale MANETs (50-150 nodes), the packet delivery ratio of AODV-Hello is slightly better than that of BGP-GCR+. However, for the medium-scale (200 nodes) MANETs, the packet delivery of BGP-GCR+ is better than that of AODV-Hello. This is due to the above factor: convergence time. The average convergence time to discover or repair a route is shorter for small-scale MANETs, longer for medium or largescale MANETs in AODV-Hello compared with in BGP-GCR+. For the larger network size with the nearly fixed average node degree, see Table I , the average length of a connection is longer. Cluster heads in BGP-GCR+ have information about its neighbor clusters and further clusters via its inter-cluster routing cache, so it takes shorter convergence time to discover/repair a route compared with AODV-Hello in large-scale MANETs.
For lower traffic load (30 connections, 4 packets/s, 64-byte packet size) and lower mobility (P0/P450/P900) in the second scenario with fixed small-scale network size (50 nodes), see Fig. 20 , the packet delivery ratio of both AODV-Hello and BGP-GCR+ are high (over 90%), except for the high mobility (P0) where that of BGP-GCR+ is about 60% and that of AODV-Hello is 75%. The higher performance of BGP-GCR+ and AODVHello for the same network size (50 nodes) and mobility pattern (P0) in this scenario compared with in the first scenario is due to the data packet size (64-byte compared with 512-byte), which affect much on the performance of any MANETs routing protocol using 802.11 DCF as the MAC layer. Fig. 19 and Fig. 21 show a comparison on the routing overhead of BGP-GCR+ versus AODV-Hello in the first and the second scenarios, respectively. Results show that the routing overhead of BGP-GCR+ is only one-half that of AODV-Hello in almost all test cases. The main reason are: (1) for low mobility, there is almost the cluster maintenance overhead in BGP-GCR+ once the cluster hierarchy is established, while in AODV-Hello it is both the route maintenance and route discovery overheads; (2) for high mobility, the bordercasting of route request (RREQ) based on the unicast Tree-Links maintained by cluster heads in BGP-GCR+ to discover/repair intercluster routes is low compared with the broadcasting of the RREQ throughout the network in AODV-Hello.
IX. RELATED WORKS
Although there are different types of internetworking MANETs with the Internet, most researches have only focused on the use of MANETs as the access networks of the Internet and mobility management [18] , [24] . Further classifications are differed in the way how the MANETs nodes detect their Internet gateways for Internet access, how to select an Internet gateway if multiple ones exist for different objectives such as load-balancing or minimum hop-count [18] , [27] . To our best knowledge, there are currently no works concentrating on the usage of MANETs as the backup or load-balancing transit networks of the Internet.
Numerous ad hoc routing protocols for the stand-alone MANETs have also been proposed. They differ in the way how a route is established (table-driven or ondemand or hybrid) [8] - [10] ; how the network topology is organized (flat or hierarchical) [14] - [15] ; how the service is supported (best-effort or QoS) [1] - [2] ; whether or not they are scalable, considered cross-layer relation [1] - [2] , [14] . Extensions on the stand-alone ad hoc routing protocols have been carried out to support for the internetworking MANETs with the Internet [9] , [18] .
In the proactive or table-driven routing protocols, each node continuously maintains up-to-date routing information to reach every other node in the network. Routing table updates are periodically transmitted throughout the network in order to maintain table consistency. Thus, the route is quickly established without delay. However, for highly dynamic network topology, the proactive schemes require a significant amount of resources to keep routing information up-todate and reliable. Several table-driven protocols have been proposed such as dynamic destination-sequenced distance vector (DSDV) and wireless routing protocol (WRP) [25] .
In contrast to the proactive approach, in the reactive or on-demand routing protocols, a node initiates a route discovery throughout the network, only when it wants to send packets to its destination. In reactive schemes, nodes maintain the routes to only active destinations. A route search is needed for every new destination. Therefore, the communication overhead is reduced at expense of delay due to route research. Furthermore, the rapidly changing topology may break an active route and cause subsequent route searches. Several on-demand protocols have been proposed such as AODV [8] and DSR [10] .
Finally, in hybrid protocols, each node maintains both the topology information within its zone and the information regarding its neighbour zones. Some hybrid routing protocols are GCR [2] , hybrid ad-hoc routing (HARP) [13] , zone routing protocol (ZRP) [14] .
In hierarchical architecture, the multilevel hierarchy reduces the storage requirement and the communication overhead of large wireless networks by providing a mechanism for localizing each node. Some hierarchical routing protocols are GCR [3] , HARP [13] , ZRP [14] . On the contrary, in flat architecture, all nodes carry the same responsibility. Some flat architecture routing protocols are DSDV, WRP, AODV [25] . Flat architecture does not optimize bandwidth resource utilization in large networks because control messages have to be transmitted globally throughout the network. The scalability becomes worse when the number of nodes increases significantly. However, the flat architecture is more desirable than the hierarchical architecture, since it is more flexible and simple.
While routing in mobile ad hoc networks is a difficult task even for best-effort service, QoS routing in these networks is a challenge. Designers of QoS routing algorithms for mobile ad hoc networks must consider several design issues: (1) metric selection and path computation, (2) QoS state propagation and maintenance, (3) scalability. The QoS routing protocol must also deal with imprecise state information due to node (router) movement and topology changes. Furthermore, a QoS routing scheme for mobile ad hoc networks must balance efficiency and adaptability, while maintaining low control overhead [26] .
Several routing schemes were originally developed using MAC-independent techniques based on the existing ad hoc routing protocols listed above [25] .
However, the ability to provide QoS is heavily dependent on how well the resources are managed at the MAC layer. More recently, advances have been made by optimizing QoS at MAC layer [26] .
Address auto-configuration protocols for MANETs can be classified as either stateful/stateless or independent/ dependent routing protocols [23] . Further classifications have already been specified in Section II.B.1.
X. CONCLUSIONS AND FUTURE WORKS
This paper introduces issues in a new use of MANETs: backup or load-balancing transit networks of the Internet. To achieve the required functions, we have proposed and prototyped towards standards the BGP-GCR+ routing architecture, a combination of BGP, GCR, and passive/ weak IPv6 address stateless auto-configuration protocol.
Through an analysis of GCR operations, we have recognized open problems, suggesting alternative approaches and comparing their cost vs. benefit. They include the lack of an addressing protocol, the selection (neighbor or cluster) procedure in cluster construction and maintenance, the loop of data route and source routing, and the data structures for different types of caches. Results from this analysis have been used in the prototype of our proposed BGP-GCR+. Currently, the routing component of BGP-GCR+ has been implemented into ns-2 for its performance evaluation.
BGP-GCR+ is the routing architecture we have developed at the network layer of our proposed ArchInterMANETs framework [24] for internetworking MANETs with the Internet in different scenarios. The implementation of BGP-GCR+ Internet gateway selection procedures into ns-2 to choose the backup or load-balancing routes through MANETs, the mapping of medium access control (MAC)-related metrics into the link stability of the cluster construction in BGP-GCR+, their performance evaluations are subject to our future researches.
