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RESUMEN 
Bajo el supuesto de errores i.i.d. 
estimadores minimo-cuadráticos de regresión lineal son 
los mejores estimadores lineales insesgados. Bajo 
idénticos supuestos estos resultados son ciertos en 
regresión no lineal, pero asintóticamente. Ahora bien,en 
muestras pequeNas,que es el caso comón en la práctica, 
ninguna de dichas propiedades se cumple. Se presenta en 
este trabajo el porcentaje de sesgo de las estimaciones 
como medida de validez de las inferencias asintóticas. Se 
ilustra el método con un modelo de demanda residencial de 
energia eléctrica para Medellin. 
Medellin, abril 1990 
1. INTRODUCCION 

Sea~ y= xa + Ei (1.1 ) 
un modelo de regresión lineal donde los El ,i=1, ••• ~n son 
independientes e idénticamente distribuidos.(i.i.d) 
N(O~~Z). Bajo estas condiciones se sabe que los 
estimadores minimo-cuadráticos (M.C.) de los parámetros 
son los mejores estimadores lineales insesgados~ 
normalmente distribuidos y de minima varianza~ cualquiera 
sea el tamaNo muestral "n". 
Asi se tienen los siguientes resultados: 
aM = (X'X)-.1.X'Y (1.2 ) 
N(a~~:;¡(X'X)-.1.) (1. 3) 
donde aM es el vector de estimadores M.C. de a. 
A partir de (1.3) se pueden construir todas las 
inferencias usuales sobre los parámetros de regresión. 
Para el caso de la predicción de una nueva observación Ya 
correspondiente a Xa ,esto es 
Ya =Xaa (1. 4) 
se sabe que 
~2 ( Ya) = ~2 (1 + X.' ( X ' X ) -lX.) (1. 5) 
• • 
'?
..:.. 
y de aqui se puede construir un intervalo de confianza 
para la predicción utilizando un estadistico "t". 
Los resultados anteriores son bien conocidos y los 
detalles se pueden ver en cualquier libro básico de 
regresión como Neter et al (1983). 
Ahora bien, para modelos no lineales de regresión,los 
estimadores M.C. se obtienen iterativamente por medio de 
una aproximación lineal y como muestran Draper & Smith 
(1981) los resultados obtenidos bajo la condición de 
errores i.i.d. N(O,~2) son análogos al caso lineal pero 
de carácter asintótico. 
Seber & Wild (1989) seftalan que el carácter asintótico de 
dicha aproximación obliga a analizar qué pasa en el caso 
de muestras pequeftas, pues se conoce, que inclusive bajo 
la condición de que los errores sean i.i.d. N(O,~2),los 
estimadores M.C. son sesgados, no se distribuyen 
normalmente y no son de minima varianza. 
La situación de muestras pequeftas es el caso más 
corriente en la práctica, lo cual amerita su estudio, 
pues a diferencia de los estimadores M.C. en un modelo 
lineal, en el caso no lineal dichos estimadores tienen 
propiedades desconocidas para muestras finitas. 
Siguiendo a Ratkowsky (1983) se mostrará en este trabajo 
como el sesgo se puede utilizar como una medida del grado 
de no linealidad del modelo, para determinar la validez 
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de las inferencias cuya justificación reposa en los 
supuestos de linealidad. 
En general, se puede afirmar que el trabajo con modelos 
no lineales de regresión procede por analogia con los 
modelos lineales, en busca de las propiedades óptimas de 
los M.C. en este último caso. Por ello e~ importante 
cuantificar el grado de no linealidad en muestras 
pequeNas y determinar hasta que punto se puede tolerar 
dicha medida para que no se afecten las inferencias, que 
como ya se mencionó dependen exclusivamente de los 
supuestos de linealidad. 
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2. LOS MINIMOS CUADRADOS EN REGRESION NO LINEAL 
Sea, (i=1,2, •••• ,n) (2.1) 
donde y, es la variable dependiente, e, es el error 
aleatorio con E(6,) = O,x, es un vector Nx1 de variables 
independientes y S es un vector Kx1 de parámetros. 
Se considerarán modelos de regresión intrinsicamente no 
lineales, es decir que no pueden ser transformados en 
modelos lineales. 
Estos modelos son de gran aplicabilidad en diversos 
campos. Como ejemplo se pueden mencionar los modelos de 
crecimiento no lineales, ver Draper & Smith (1981), de 
importancia en biologia, ecologia, demografia, quimica y 
economia entre otros. El modelo logistico, en particular, 
es un caso de dichos modelos que ilustra el carácter de 
no linealidad intrinseca: 
a (2.2) 
y = ----------­
1 +e>: p (f3-,-x) 
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Otro ejemplo, es el siguiente modelo de demanda de 
energ1a eléctrica en el sector residencial, que se usará 
en la sección 4 de este trabajo: 
alo yT ]0/(0-8)
C + e (2.3)G= k[ C( 
Obsérvese que en (2.2) y en (2.3) el número de parámetros 
no coincide con el número de variables independientes y 
por lo tanto para los modelos no lineales, en general, no 
existe una forma matricial equivalente a (1.1) • Los 
estimadores M.C. de p, escritos PM, minimizan la suma de 
cuadrados de los errores 
:1 
S( P) = ¿ [y 1- f ( Xl ; P ) ] (2.4) 
i 
pero en el caso no lineal se obtienen por medio de una 
apro>: imación lineal, que se presenta en (2.1) . Los 
resultados numéricos se obtienen por medio de métodos 
interativos, variantes del método de Gauss-Newton. 
Los estimadores M.C. en regresión no lineal, son 
utilizados para hacer inferencias aproximadas aplicando 
resultados asintóticos a muestras finitas. Se puede 
probar que bajo ciertas condiciones (no se e>: ige 
normalidad de los errores) son estimadores consistentes y 
asintóticamente normales, ver por ejemplo Judge et al 
(1982). Si se asume normalidad de los errores entonces 
los estimadores M.C. son también estimadores máximo­
veros1miles. 
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2.1 La aproximación lineal 
Se usará la siguiente notación f,(8) = f(x,;8), (2.5) 
1(8) = (f.<8) ,f2 (8), ••••• ,f,,(8»' (2.6) 
(2.7) 

F = F (8') (2.8) 
donde 8' es el verdadero valor de 8 y aM es el estimativo 
minimo cuadrático. 
La idea es aproximar f,(a) por el término lineal de la 
e>:pansión en series de Taylor, que es la mejor 
aproximación lineal 
(2.9) 

1 ( a) ~ 1 ( a') + F (a - a') (2.10) 
sustituyendo el lado derecho en Y = 1(a) + E,tenemos 
y = 1(a') + F(a - a') + e (2.11) 
y 1(a*) + Fa' = Fa + e (2.12) 
y* = Fa + e (2.13) 
donde Y' = y - 1 ( 8') + Fa' 

Malinvaud (1970) llama a (2.13) el seudo-modelo lineal, 

que es el análogo de (1.1) en regresión lineal y asi se 

obtiene 
aM = (F' F ) -'F ' Y' (2.14) 
expresión análoga a (1.2) 
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El valor de PM suficientemente cercano a P* se obtiene 
por métodos interativos a partir de (2.11) minimizando la 
suma de cuadrados (2.4).Una completa descripción de los 
distintos métodos computacionales para M.C. no lineales, 
asi como una discusión sobre los valores iniciales se 
puede encontrar en Seber & Wild (1989). 
F se puede remplazar por F M, para estimar. 
Es claro de esta aproximación, que e>:iste una 
discrepancia entre PM y P*, de la cual podemos obtener el 
sesgo de los estimativos de los parámetros en el método 
M.C. en regresión no lineal. En la sección 3 se examinará 
dicho sesgo. 
2.2 Inferencia asintótica 
Dado que los 6, sean i.i.d.N(O,u2 ) en (2.1) se puede 
probar para n grande 
PM -­ N.. ( P , u 2 ( F ' F ) -1 ) (2.15) 
resultado análogo a (1.3) y a partir del cual se pueden 
construir todas las inferencias usuales sobre los 
u 2parámetros de regresión. F se estima por FM y por S2 = 

S(PM)/(n-k). 

El resultado (2.15) es de caracter asintótico y su 

aplicación para muestras pequeNas depende del grado de no 

~ ~, 
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linealidad del modelo que se medirá con base en el sesgo 
de los parámetros en la sección 3. 
El resultado (2.15) se puede encontrar en cualquier libro 
básico de regresión como Neter et al (1983). Para el caso 
de la predicción de una nueva observación 
correspondiente a xo , Beber & Wild (1989) partiendo de la 
expansión en series de Taylor. 
f(XO;eM)~f(xo;e) + fO '( eM - e) (2.16) 
f(XO.eM)-f(xo;e)~fo'(eM- e) (2.17) 
donde fo' es el vector lxK de primeras derivadas de 
f (Xo ; e) con respecto a cada uno de los elementos de e, 
prueba que 
era ( yo) = era ( 1 + f o ' (F' F) -lf.) (2.18) 
resultado análogo a (1.5) y del cual se puede construir 
un intervalo de confianza para la predicción utilizando 
un estadistico "t". 
Asi, también, estos resultados son ciertos solo 
asintóticamente y su validez en muestras pequeNas 
dependerá del grado de no-linealidad del modelo. 
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3. EL SESGO EN REGRESION NO LINEAL 
Box (1971) partiendo de una expansión del modelo en 
series de Taylor hasta el término de segundo orden, 
encontró la siguiente fórmula para el sesgo de SM 
donde fu(=f,) es el vector kx1 de primeras derivadas de 
f(X,;S) y H, es la matriz kxk de segundas derivadas con 
respecto a cada uno de los elementos de S, evaluados en 
X" donde t=I,2, ... n. En la práctica S2 y SM son usados en 
lugar de er2 y S. 
Para la predicción Yo, Bo:·: (1971) derivó una fórmula 
para 
el sesgo de Yo , a partir del sesgo (SM) 
donde COV(SM)=S2(F... ·FM)-1 es la matriz de varianza­
covarianza de SM asintótica dada por (2.15) Y que es 
calculada por la mayoria de los algoritmos cuasi-Newton 
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utilizados par-a encontr-ar- los estimador-es M.C. en 
r-egr-esión no lineal. 
Ratkowsky (198:5) , muestr-a por- medio de estudios de 
simulación que el por-centaje de sesgo 
sesgo (13 1M ) (100) 
I.sesgo (13 1M ) = (3.3) 
es una cantidad útil en la medida en que un valor-
absoluto en exceso del 11., es una buena r-egla pr-áctica 
par-a deter-minar- el gr-ado de no linealidad del modelo. En 
otr-as palabr-as si el por-centaje de sesgo en valor-
absoluto es mayor- que 11., las infer-encias asintóticas de 
la sección 3 no son válidas. Ratkowsky (1983), muestr-a 
también que en el caso de la pr-oyecci6n 
sesgo ( Yo) ( 100 ) 
I.sesgo(Yo) = (3.4) 
se puede utilizar- en el mismo sentido (3.3) par-a decidir-
si las infer-encias asintóticas de la sección 3 son 
válidas. Obsér-vese el tér-mino de la der-echa en (3.2), el 
pr-imer- sumando compar-ado con (2.17) muestr-a que esta es 
la contr-ibución del sesgo(13M) al sesgo(Yo ) y el segundo 
sumando ser-á la contr-ibución debida a la apr-oximaciOn 
lineal (2.17). 
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4. APLICACION 

El modelo que se usará es tomado de: Vélez, C.E., Botero, 
J. Y YáNez, S., (1987). La demanda residencial de Energia 
Eléctrica en dos ciudades colombianas: modelo 
7 0económico. Memorias Encuentro Latinoamericano de la 

Econometric Society. Sao PaLIlo, Brasil. Articulo basado 

en el segundo capitulo del reporte de investigación 

Botero et al (1986) financiado por Intercone>:ión 

Eléctrica S.A. -ISA- y realizado por el Centro de 

Investigaciones Económicas -ClE-de la Universidad de 

Antioquia. 

El modelo para el caso de Medellin es el siguiente: 

(4.1) 

donde t = 1970, 1971, ••• 1983; n = 14 datos; 
del subscriptor medio,C t = representa el intercepto de la 
función de oferta cuando el precio es uno; 
Dt=elasticidad de la oferta respecto al precio; Yt. = 
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ingreso per capita; k = parámetro constante; a = 
parámetro que representa el efecto de las 
preferencias y necesidades de los subscriptores 
sobre la demanda; a = parámetro que representa la 
elasticidad de la demanda con respecto al precio; T = 
parámetro que representa la elasticidad de la demanda 
con respecto del ingreso; E t = término de error del 
modelo. 
El modelo se ajustó utilizando el modulo NONLIN del 
paquete estadistico SYSTAT que utiliza algoritmos cuasi­
Newton para encontrar los estimadores M.C., al respecto 
ver Wilkinson (1988). 
El ajuste fue satisfactorio razonando por analogia al 
caso lineal. Con base en los resultados de consumo de 
energia eléctrica en el sector residencial para Medellin 
de 1984 y 1985 que ya se conocian, se observaba el buen 
comportamiento del modelo respecto a predicciones. La 
interpretación de los parámetros desde el punto de vista 
económico concluia que los estimativos eran perfectamente 
aceptables. Asi utilizando criterios estadisticos y 
económicos se concluyó que el modelo estaba bien 
especificado. El modelo se utilizó para hacer inferencias 
basadas en la interpretación de los estimativos de los 
parámetros y para proyectar demanda de energia eléctrica 
por subscriptor medio desde 1984 hasta el 2005. 
....1
" 
Para el caso de interés de este trabajo, calcularemos el 
porcentaje de sesgo para los parámetros y la predicción 
para determinar la validez de las inferencias que se 
hicieron siguiendo los criterios asintóticos expuestos en 
la sección 3, siendo el tamaNo muestral en este caso 
pequeNo, n=14 datos. (Ver apéndice página 22 Datos). 
Ratkows\l..y (1983) observa que para un parámetro que 
represente un término constante en el modelo el 
porcentaje de sesgo puede ser arbitrariamente grande o 
pequeNo y por ello recomienda que este tipo de análisis 
no se haga con dichos parámetros. 
Asi, utilizaremos el siguiente modelo: 
a/o ]o/(o-r:n'T 
Q = 2.8f el e y + e (4.2) 
L 
donde \1..=2.8 es el valor obtenido al ajustar (4.1). 
Se ajustó (4.2) utilizando el modulo NONLIN del SYSTAT y 
se observa que el ajuste es bueno, razonando por analogia 
al caso lineal. No hay evidencias de auatocorrelación ni 
de heterocedasticidad. Se observa una correlación alta 
entre el Y 'T que podria indicar problemas de colinealidad, 
pero ambas tienen "t" significativa y al ajustar (4.1) 
omitiendo alguno de los dos se obtiene una varianza 
residual mucho más alta que (4.1). A la manera de los 
modelos lineales se puede afirmar que mientras la 
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supuesta colinealidad se mantenga, las proyecciones no se 
ven afectadas. Es pertinente agregar que en modelos 
lineales los problemas de colinealidad se analizan sobre 
(X"X) que en modelos no-lineales equivaldria a examinar 
(F"F) en cada iteración, trabajo que no se ha hecho hasta 
el presente. Con estas observaciones se considera a (4.2) 
un modelo apropiado. 
En el cuadro 1 se puede observar que el porcentaje de 
sesgo para B y 7 superan el 1% lo cual indica un grado de 
no-linealidad alto en el modelo. El caso de 7 es 18.8%, 
(además comparando dicho sesgo con el error estandar se 
tiene un resultado de 4.4) lo cual indica que la 
influencia de 7 sobre la no-linealidad es muy grande y 
sugiere que el modelo no está bien especificado respecto 
a 7 y a la variable asociada Y. Obsérvese, también, en el 
cuadro 2, la alta influencia de 7 sobre las proyecciones, 
si corregimos los sesgos de los parámetros, el sesgo 
obtenido al comparar las proyecciones con los parámetros 
originales y las proyecciones con los parámetros 
corregidos es del orden del 36% para los aNos desde 1984 
a 1990. También en el cuadro 2 se ve qLle la 
sobrestimación de las proyecciones es debida 
exclusivamente a 7. 
v 
~'t' 
Q 
Aho~a bien, ~especto al sesgo de las p~oyecciones, se 
puede deci~ que el efecto del sesgo de 1', sob~e-estima 
las p~oyecciones altamente, como ya se obse~v6 en el 
cuad~o 2. En la f6~mula (3.2) el efecto del sesgo de 
los pa~ámet~os se ve en el cuadro 3, en la columna 
el efecto de la ap~oximaci6n en la columna ~¡ .. 
(TRAZA/2), es cla~o que el po~centaje de sesgo se debe ~ 
completamente a l' Y es de una magnitud simila~ a la 
Q't'
seNalada en el cL\ad~o 2. (La columna E.S (PRO) del ·' 
.-P 
~"" cuad~o muest~a el e~~o~ estanda~ de la~ 
3" 
U¡.,,¡ V 1) , 
L 'A 'JO Al 
81 ULIU EC.t'\ CENT1{A, 
PARAM VALOR E.S. 
a 168.040 16.661 
a -0.048 0.010 
l' 0.306 0.013 
ANO PROVEe 
1984 5294.056 
1985 5468.177 
1986 5522.694 
1987 5591.336 
1988 5652.247 
1989 5705.114 
1990 57=.8.472 
1'=0.248222 
3392.065 
3494.303 
3522.537 
3558.010 
3589.420 
3616.630 
3644.044 
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CUADRO 1 
SESGO %SESGO ABS(SES/E.S.) 
-0.606872550 -0.3611. 0.03642473 
-0.001989626 4.1451. 0.19896262 
0.057778291 18.8821. 4.44448398 
CUADRO 2 

8=.046011 
5267.760 
5433.661 
5487.769 
5555.893 
5616.345 
5668.812 
5721.766 
1'=0.248222 
a=168.6468 
(3=.046011 
3389.161 
3487.030 
3515.171 
3550.527 
3581.832 
3608.951 
3636.274 
SESGO %SESGO 
1904.895 
1981.147 
2007.524 
2040.809 
2070.415 
2096.162 
2122.198 
35.9821. 
36.23()1. 
36.3501. 
36.4991. 
36.6301. 
36."7421. 
36.8531. 








