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Résumé – Le démélange d’images hyperspectrales est un exemple particulier du problème de factorisation en matrices non-négatives (NMF) qui
consiste à identifier les signatures spectrales d’un milieu imagé ainsi que leurs proportions dans chacun des pixels. Toutefois, le nombre important
de pixels composant ces images peut s’avérer contraignant en termes de mémoire ou de temps de calcul, ce qui peut motiver le développement de
techniques d’estimation distribuées (entre plusieurs processeurs et/ou plusieurs machines). Dans cette perspective, nous proposons une approche
distribuée du problème de démélange, basée sur de récentes avancées en optimisation distribuée asynchrone inspirées de l’algorithme proximal
alternating linearized minimization (PALM). L’intérêt d’une estimation asynchrone par rapport à une procédure synchrone est illustré dans ce
contexte sur des données synthétiques.
Abstract – As a particular instance of nonnegative matrix factorization (NMF), hyperspectral unmixing consists in identifying the reference
spectral signatures contained in a hyperspectral image and their abundance fractions in each pixel. In practice, the significant spatial dimension
of the images under study results in increasing memory requirements and computation time, thus justifying the use of distributed estimation
techniques. In this perspective, we propose an asynchronous distributed unmixing algorithm based on recent advances in asynchronous non-
convex optimization, related to the proximal alternating linearized minimization (PALM) algorithm. The gain brought by an asynchronous
PALM algorithm, when compared to its synchronous counterpart, is illustrated on synthetic data.
1 Contexte et contribution
Acquises dans un grand nombre de bandes spectrales conti-
guës, les images hyperspectrales peuvent être modélisées com-
me un mélange de signatures spectrales associées aux maté-
riaux contenus dans la zone imagée. À ce titre, le démélange
vise à estimer les spectres purs des différents matériaux, ainsi
que leurs proportion dans chacun des pixels de l’image à l’aide
d’un modèle de mélange prédéfini. Dans ce contexte, la dimen-
sion des données acquises peut s’avérer contraignante pour le
traitement des données. En particulier, le nombre important de
pixels permet d’envisager la mise en œuvre de procédures d’es-
timation distribuées, synchrones ou asynchrones. De façon gé-
nérale, pour un algorithme donné, l’asynchronie permet d’ex-
ploiter au mieux les différences éventuelles de performance
entre les machines et/ou processeurs utilisés, réduisant ainsi le
temps de calcul nécessaire par rapport à une version synchrone
du même algorithme. Un très grand nombre de méthodes d’es-
timation asynchrones a été récemment proposé dans la littéra-
ture, aussi bien dans le cadre général d’opérateurs monotones
définis dans un espace de Hilbert [1,2], que pour des problèmes
d’optimisation convexes [3–5] et non-convexes [6–11]. En re-
vanche, la littérature consacrée au problème de démélange ne
couvre qu’un nombre restreint de méthodes distribuées syn-
chrones [12, 13].
Cet article s’intéresse plus particulièrement à la mise en œuvre
d’algorithmes asynchrones inspirés de [14,15], i.e., de variantes
de l’algorithme PALM. En effet, ce type d’approche s’avère
particulièrement adapté au problème de démélange, tout en dis-
posant de garanties de convergence appropriées. De plus, la
version standard des algorithmes [14, 15] se prête particuliè-
rement à une distribution synchrone de l’estimation des coeffi-
cients d’abondance, fournissant ainsi un cadre approprié pour
évaluer précisément l’apport de l’asynchronie pour le démé-
lange. Bien que de nombreuses approches asynchrones aient
été proposées pour résoudre des problèmes d’optimisation non-
convexes [6,7,10], les analyses de convergence proposées dans
ces articles conduisent à un pas bien trop conservatif pour une
descente de gradient proximale. De fait, seule l’approche pro-
posée dans [16] permet d’obtenir une accélération de la dé-
croissance de la fonction objectif intéressante en pratique, tout
en disposant d’une garantie de convergence appropriée via une
étape de relaxation à coefficients décroissants. Nous proposons
ainsi d’évaluer la pertinence de ce type d’approche dans le
cadre du démélange d’images hyperspectrales, par rapport à
une version distribuée synchrone de l’algorithme PALM. Par
la généricité de l’approche proposée, les contextes applicatifs
peuvent concerner aussi bien le démélange d’une seule image
partitionnée en plusieurs imagettes de taille réduite ou le démé-
lange d’une série temporelle d’images hyperspectrales acquises
à des dates différentes mais partageant les mêmes spectres purs.
Par ailleurs, l’étude proposée se généralise aisément à d’autres
problèmes de factorisation en matrices non-négatives pour les-
quels l’algorithme PALM est applicable, et dont le démélange
est un exemple particulier.
L’article est organisé comme suit. Le modèle de démélange
est rappelé dans la section 2 tandis que la section 3 décrit la
procédure de démélange proposée. Les résultats des simula-
tions conduites sur données synthétiques sont rapportés dans
les sections 4 et 5. En particulier, la section 5 illustre l’intérêt
de l’algorithme proposé pour un modèle adapté à la présence
de variabilité spatiale. Enfin, la section 6 conclut cette étude.
2 Formulation du problème
Modèle de mélange. Chacun des N pixels yn ∈ RL compo-
sant une image – où L désigne le nombre de bandes spectrales
– est représenté par une combinaison convexe de R spectres
purs, notés mr (R supposé connu). Dans la perspective d’une
estimation distribuée, les données peuvent être regroupées en
I < N groupes disjoints de J pixels. Le modèle peut alors
s’écrire
∀i ∈ {1, . . . , I}, Yi = MAi +Bi (1)
où les colonnes de Yi représentent les spectres des pixels du
bloc i, celles de M correspondent aux spectres purs mr, et
celles de Ai représentent les proportions de chacun des spectres
purs dans un pixel du bloc i. Enfin, les colonnes de Bi corres-
pondent à un bruit additif, supposé blanc et gaussien, résultant
des erreurs d’acquisition et de modèle. Pour assurer l’interpré-
tabilité physique des résultats, les contraintes suivantes sont ha-
bituellement considérées [17]
ATi 1R = 1J , Ai  0R,J,, M  0L,R (2)
où  représente une inégalité terme à terme. Le modèle (1)
s’applique indifféremment au démélange d’une image hyper-
spectrale scindée en différents blocs, ou au démélange d’une
séquence d’images partageant les mêmes spectres purs (les blocs
Yi représentent alors une image). Ce dernier cas motive prin-
cipalement ce travail.
Formulation du problème. Si l’on note A , [A1, . . . ,AI ]
et Y , [Y1, . . . ,YI ], et si le bruit est supposé blanc et gaus-
sien, le modèle (1) et les contraintes (2) permettent de formuler
le problème sous la forme
(A∗,M∗) ∈ argmin
A,M
{
F (A,M) + g(A) + ιAR,N (A)
+ h(M) + ι{·0}(M)
}
avec
(3)
F (A,M) =
I∑
i=1
fi
(
M,Ai
)
=
1
2
I∑
i=1
∥∥Yi −MAi∥∥2F (4)
AR,J =
{
A ∈ RR×J : an ∈ SR, ∀n ∈ {1, · · · , J}
}
SR = {x ∈ R
R : xr ≥ 0 et x
T1R = 1}
où F est l’opposé de la log-vraisemblance du modèle, ιS est
l’indicatrice de l’ensemble S (ιS = 0 si x ∈ S , +∞ sinon), et
g et h représentent des pénalités convexes appropriées. En choi-
sissant les fonctions g et h séparables, le problème (3) pourra
être distribué de façon efficace dans la section suivante. Nous
étudions dans cet article le cas où g = 0 et h est définie comme
la distance mutuelle entre les spectres purs utilisée dans [18].
3 Une approche distribuée asynchrone
De façon générale, le modèle (1) est caractérisé par le fait
que R ≪ L ≪ N . Ainsi, distribuer l’estimation des colonnes
Algorithme 1 : Algorithme de démélange distribué, décrit
du point de vue du processus maître.
Données : A0, M0, µ ∈]0, 1[ (µ = 10−6 pour les sections 4 et 5).
γ0 ← 1;
k ← 1 ;
tant que critère d’arrêt non satisfait faire
// Attente des données d’un processus ik
Attendre l’arrivée d’un bloc ik ∈ {1, . . . , I}, i.e. A˜k
ik
tel que :
(a) A˜k
ik
= proxιAR,J
(
A
k
ik
− 1
ηk
ik
∇A
ik
fik (A
k
ik
,M
k−dk
ik )
)
;
// Mise à jour des abondances
(b) A
k+1
i =
{
A
k
i + γ
k
(
A˜
k
i −A
k
i
)
, i = ik
A
k
i , i 6= i
k
;
// Mise à jour des spectres purs
M˜
k = proxι{·0}
(
M
k − 1
νk
∇M
[
F (Ak+1,Mk)+ g(Mk)
])
;
(c) Mk+1 = Mk + γk
(
M˜
k −Mk
)
;
// Transmission des résultats au processus ik
(d) Transmettre (Mk+1,Ak+1
ik
) au processus ik;
// Mise à jour des variables auxiliaires
dki =
{
0, i = ik
dki + 1, i 6= i
k ;
γk+1 = γk(1− µγk);
k ← k + 1;
Résultats : M, A.
de A et des lignes de M présente un intérêt notable. Toute-
fois, dans la perspective de l’analyse de données hyperspec-
trales multitemporelles (i.e., de séquences d’images hyperspec-
trales acquises à différents instants sur une même scène d’in-
térêt, susceptibles d’être composées des mêmes matériaux), il
est raisonnable de considérer que des processus (ou machines)
distincts ont accès à une partie seulement des pixels, partagés
en I blocs disjoints composés de J pixels tels que, par simpli-
cité de notations, JI = N . Ces processus sont alors chargés de
la mise à jour des colonnes correspondantes de A. La mise à
jour de M nécessite quant à elle de disposer de l’ensemble des
informations agrégées lors de la mise à jour des abondances.
Dans ce contexte, un processeur maître permet de répartir les
tâches entre les différents processus, ainsi que d’agréger les in-
formations qui lui sont transmises [8].
Sous des hypothèses similaires à celles de l’algorithme PALM
[16], l’Algo. 1 décrit l’approche proposée, qui alterne entre la
réception des données d’un processus ik à l’instant k, la mise
à jour des spectres purs (partagés entre les processus) et l’en-
voi des données mises à jour. L’asynchronie apparaît dans la
mesure où l’état des spectres purs M a potentiellement changé
entre le moment où un processus a actualisé les données à sa
disposition, et celui où les informations qu’il transmet sont
agrégées par le processus maître (traduit par la notation des
délais dk
ik
à l’étape (a) de l’Algo. 1). Pour un bloc ik, les abon-
dances sont mises à jour à l’aide de la règle suivante
A˜kik = proxιAR,J
(
Akik −
1
ηk
ik
∇A
ik
fik(A
k
ik ,M
k−dk
ik )
)
(5)
Ak+1
ik
= Akik + γ
k
(
A˜kik −A
k
ik
)
(6)
où ηk
ik
peut ici être pris égal à la constante de Lipschitz de la
TABLE 1 – Résultats de simulation sur données synthétiques.
Sync. Async.
aSAM(M) (˚) 9.74e-01 1.04e+00
GMSE(A) 3.48e-04 5.25e-04
RE 1.05e-04 1.07e-04
aSAM(Y) (˚) 2.23e-02 2.24e-02
temps (s) 1.39e+03 3.33e+02
fonction ∇A
ik
fik(·,M
k−dk
ik ) [14, Remark 4 (iv)]. La mise à
jour des spectres purs (et du paramètre νk associé) est conduite
de façon analogue. Hormis les étapes de relaxation (b) et (c),
notons que les paramètres sont mis à jour comme dans l’algo-
rithme PALM [14, 15]. Par rapport à l’Algo. 1, la version syn-
chrone utilisée pour les comparaisons de la section 4 consiste à
attendre l’arrivée de l’ensemble des blocs i (étape (a)), à fixer
γk = 1 et à transmettre les données mises à jour à l’ensemble
des processus (étape (d)).
Garantie de convergence. L’Algo. 1 constitue un cas parti-
culier de l’algorithme [16, Algo. 1] ce qui, sous des hypothèses
similaires à celles de [15], assure que toute valeur d’adhérence
de la séquence des itérés est presque sûrement un point critique
de (3) [16, Th. 1] (dans la mesure où l’indice ik du proces-
sus transmettant ses données à l’instant k, ainsi que le délai dk
ik
entre les éléments dont disposait ce processus par rapport à leur
état courant pour le processus maître, sont représentés par des
variables aléatoires discrètes, de distribution à support borné).
4 Simulation sur données synthétiques
Pour étudier l’intérêt éventuel de l’asynchronie pour le pro-
blème (1), nous comparons les performances de l’Algo. 1 par
rapport à son analogue synchrone décrit au précédent para-
graphe, pour I = 3 processus. Ces deux algorithmes, initialisés
comme dans [18], ont été implantés en Julia [19]. Les données
sont constituées de I images issues de mélanges linéaires de
R = 9 spectres purs, acquis dans L = 413 bandes, et compo-
sées chacunes de 100 × 100 pixels. Les images ainsi générées
ont été corrompues par un bruit blanc additif gaussien, dont la
variance assure un rapport signal-sur-bruit (RSB) de 30 dB.
Évaluation des performances. Les performances d’estima-
tion rapportées dans la Table 1 sont évaluées en termes d’er-
reur de reconstruction (RE), d’angle spectral moyen (aSAM)
pour les spectres purs, et d’erreur quadratique moyenne pour
les abondances (GMSE). Ces mesures de qualité sont définies
comme suit
aSAM(M̂) =
1
R
R∑
r=1
arccos
(
mTrm̂r∥∥mr∥∥2∥∥m̂r∥∥2
)
RE =
∥∥Y − Ŷ∥∥2
F
LN
, GMSE(Â) =
∥∥A− Â∥∥2
F
RN
où Ŷ désigne la matrice des pixels reconstruits grâce aux pa-
ramètres estimés Â, M̂. Enfin, les différents algorithmes ont la
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FIGURE 1 – Évolution de la fonction objectif au cours du
temps, obtenue avec les différentes versions de l’algorithme
PALM (jusqu’à convergence) pour le modèle (1).
même règle d’arrêt, correspondant à une décroissance relative
de la fonction objectif inférieure à 10−5.
Résultats. Les résultats obtenus en termes de temps de cal-
cul, illustrés sur la figure 1, montrent l’intérêt de l’asynchronie
pour réduire le temps nécessaire pour atteindre la convergence
(gain d’un facteur 4 entre les deux versions). Cette modifica-
tion, qui relève purement de l’implémentation de l’algorithme
de démélange, laisse escompter un gain de temps d’autant plus
important que la taille des données en jeu est susceptible d’aug-
menter. De plus, les estimés obtenus à convergence par les deux
algorithmes sont relativement proches, ce qui est confirmé par
les erreurs d’estimation indiquées dans la Table 1.
5 Simulation avec variabilité spatiale
Modèle de mélange. Nous proposons d’appliquer un algo-
rithme similaire à l’Algo. 1 au problème de démélange en pré-
sence de variabilité spatiale défini par le modèle [20]
yn =
R∑
r=1
(mr + dmr,n)ar,n + bn (7)
où dmr,n représente la variabilité du spectre pur mr dans le
pixel n. En plus des contraintes (2), nous proposons de res-
treindre l’énergie de la variabilité capturée en imposant∥∥dMn∥∥F ≤ ε (8)
où les colonnes de dMn sont les perturbations dmr,n. Des
détails complémentaires sur ce modèle sont disponibles dans
[18]. En regroupant les pixels comme dans la section 2, l’Algo.
1 est modifié de sorte que chaque processus estime alternative-
ment le sous-ensemble des abondances A et des perturbations
dMn qui lui est assigné.
Résultats. Comme dans le cas précédent, l’évolution de la
fonction objectif au cours du temps (Fig. 2) montre l’intérêt
d’une version asynchrone de l’algorithme. Étant donné que les
deux algorithmes convergent vers des solutions pour lesquelles
la valeur de la fonction objectif est assez différente, le temps re-
porté dans la Table 2 correspond à la durée nécessaire pour at-
teindre la valeur de la fonction objectif obtenue à convergence
TABLE 2 – Résultats de simulation sur données synthétiques en
présence de variabilité spectrale.
Sync. Async.
aSAM(M) (˚) 1.28e+00 1.47e+00
GMSE(A) 6.73e-04 8.52e-04
GMSE(dM) 2.17e-05 2.56e-05
RE 4.08e-05 2.88e-05
aSAM(Y) (˚) 1.92e-02 1.57e-02
temps (s) 9.05e+01 0.73
par l’algorithme synchrone. Par ailleurs, la performance d’es-
timation de l’Algo. 1 est similaire à celle de la version syn-
chrone, comme l’attestent les résultats reportés dans la Table 2.
6 Conclusion
Cet article a permis d’illustrer l’apport d’une procédure de
démélange asynchrone [16], basée sur l’algorithme PALM [14,
15], par rapport à sa version synchrone. En particulier, l’asyn-
chronie présente un intérêt notable pour le démélange d’images
hyperspectrales multitemporelles, i.e., de séquences d’images
hyperspectrales acquises pour une même zone à différents ins-
tants, pour lequel le nombre d’images à disposition peut s’avé-
rer rédhibitoire pour le démélange conjoint des données. L’étude
proposée se généralise par ailleurs à d’autres problèmes de fac-
torisation en matrices non-négatives pour lesquels l’algorithme
PALM est applicable, et dont le démélange est un cas particu-
lier. L’algorithme adopté, testé sur données synthétiques, ga-
rantit que toute valeur d’adhérence de la suite des itérés est
(presque sûrement) un point critique du problème de démé-
lange [16]. Il conviendrait, par la suite, d’envisager différentes
stratégies de mises-à-jour et de partage des données pour étu-
dier leur éventuelle pertinence pour le démélange, en regard du
compromis entre la réduction du temps de calcul et le coût oc-
casionné par l’échange de données entre les processus. Enfin, la
possibilité de considérer des opérateurs proximaux approchés,
à l’instar de [15], constituerait une extension intéressante.
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