ABSTRACT In deep-sea environments, the conventional adaptive subspace detector (ASD) is realized in the hydrophone domain by applying the generalized likelihood ratio test (GLRT), in which acoustic signals lie in lower-dimensional modal subspaces. When the number of snapshots in training data are deficient, ASD detection performance degrades significantly. This paper proposes a modal-domain ASD (MD-ASD) to alleviate the snapshot deficiency problem. In the MD-ASD procedure, the test and training data are mapped into the modal domain before proceeding to the GLRT; thus, the MD-ASD procedure is treated in a lower dimension and has a lower computational burden than the ASD procedure. Derivation of the MD-ASD distribution reveals the performance of the MD-ASD converges to that of the corresponding matched subspace detector (MSD). Utilizing the property of the acoustic signal and ambient noise lying in a common modal subspace, we demonstrate that the unknown parameters of the MD-ASD procedure achieve better estimation accuracies than the ASD procedure. The MD-ASD also obtains a larger output signal-to-noise ratio than the ASD, thus outperforming the ASD in detection performance, especially for the deficient training data case. Numerical simulations validate the improved detection performance of our proposed detector compared with the ASD.
I. INTRODUCTION
Detecting the presence of a signal radiating from an underwater acoustic source is a fundamental task for sonar. According to normal mode theory [1] , the signal impinging an array lies in the modal space that is spanned by the sampled modal information of the array. The detection problem can thus be conveniently modeled as a subspace detection problem [2] - [5] . When the noise covariance is known a priori, it produces matched subspace detectors (MSDs) [6] . More often, the detection problem involves an unknown noise covariance, and a sequence of training data is sampled to estimate the noise covariance, which formulates adaptive subspace detection [7] . In this paper, we investigate the issue of adaptive subspace detection using a vertical linear array (VLA) in the deep sea.
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The adaptive detection procedure was originally presented by Reed, Mallett and Brennan [8] (RMB) to detect a known signal. The RMB detector cannot provide a predetermined threshold for a given probability of a false alarm (P FA ) because the noise covariance is unknown. Then, Kelly presented an adaptive detection algorithm [9] derived from the method of the generalized likelihood ratio test (GLRT). The P FA of the Kelly detector is independent of the noise covariance and only relies on the amount of training data. In [10] , a simplified Kelly detector, called an adaptive matched filter (AMF) detector, was developed by Robey. The AMF detector has less computation than the Kelly detector. The above adaptive detectors all aim at the condition of a 1-dimensional subspace. The multidimensional counterparts, including those of the Kelly detector and the AMF detector, are summarized in [11] , [12] and the references therein.
The adaptive detector in [3] applied to a shallow-water waveguide is essentially the multidimensional version of the Kelly detector in which the signal subspace is the modal space. In the deep sea, although the number of normal modes excited by a source is far greater than the number of hydrophones, it is quite possible that the signal still lies in a lower-dimensional subspace, called an effective modal subspace, with a dimension less than the hydrophone number [13] . This situation occurs when the array only covers a small portion of the water column, and thus, the normal modes are extremely undersampled [14] . The effective modal subspace can be attained by reconstructing the modal space. Then, the multidimensional Kelly detector, also called the adaptive subspace detector (ASD) in [12] , can be implemented in the deep sea where the signal subspace is the effective modal subspace.
The detection performance of the ASD depends on the number of training snapshots [12] . The snapshot number must be more than double the hydrophone number [8] , [15] to ensure moderate detection performance of the ASD. However, this requirement is often difficult to meet in practice because the sampled training snapshots are often limited or even deficient when encountering a rapidly changing environment [15] . In this case, the ASD suffers from the snapshot deficiency problem and experiences a significant performance degradation compared with the case in which sufficient training snapshots are provided [11] , especially for using an array with plenty of hydrophones. To reduce the training requirement, many methods have been developed, including dimension-reduced techniques [16] , [17] , knowledge-aided (KA) processing [18] - [20] and parametric approaches [21] , [22] . The dimension-reduced techniques utilize the lower-rank structure of the problem to reduce the dimension of the test data. KA processing incorporates environmental knowledge to enhance the estimation accuracy of the noise covariance in the adaptive processing. In parametric detection, the noise is modeled as an autoregressive process, which has been proved to reduce the training requirement in the application of airborne radar detection.
Another possible way to reduce the requirement of training snapshots is to exploit the noise characteristic. In the deepsea environment [23] , [24] , the noise mainly consists of the local noise of the hydrophones, which is uncorrelated, and the ambient noise of the deep ocean, which is correlated. The ambient noise can be modeled as originating from countless wind-generated noise sources [25] . The noise sources are assumed to be random monopoles uniformly distributed over an infinite horizontal plane close to the ocean surface. According to normal mode theory, the ambient noise covariance is structured by the same modal information as the signal and thus has a modal representation [26] , as the ambient noise and the signal experience the same propagation channel.
In this paper, we develop a modal-domain adaptive subspace detector (MD-ASD) to alleviate the snapshot deficiency problem and reduce the computational burden. In contrast to the ASD carrying out the GLRT in the hydrophone domain, we map the test data and the training data into the modal domain by a transformation matrix that spans the effective modal subspace prior to proceeding to the GLRT. On the one hand, this operation reduces the dimension of the test data to be processed, since the dimension of the effective modal subspace is less than the hydrophone number. The dimensional reduction produces positive effects on not only the estimation accuracy of the unknown parameters in the GLRT procedure but also the computational burden. On the other hand, employing the property that the signal and the ambient noise lie in a common subspace, it is later demonstrated that this transformation does not result in any signal-to-noise ratio (SNR) loss and the unknown parameters in the MD-ASD procedure have better estimation accuracy than in the ASD procedure. Therefore, the proposed detector has a better convergence rate than the ASD and ultimately converges to the corresponding MSD as the ASD does; in other words, our MD-ASD always outperforms the ASD in detection performance, especially when there is a deficiency in training snapshots.
The remainder of this paper is arranged as follows. Section II introduces the detection model employed in this paper and gives the MSD. In Section III, the conventional ASD by GLRT theory is reviewed and deduced for the deep sea. In Section IV, the MD-ASD is developed, and some intuitive improvements are discussed. The detection performance of the proposed MD-ASD is analyzed and compared to that of the ASD both quantitatively and theoretically in Section V. In Section VI, numerical simulations are presented to verify the improvement of the MD-ASD in detection performance. Some conclusions are summarized in the final section.
II. DETECTION MODEL AND THE MSD
Assume an acoustic source located in the deep ocean with a known frequency and an unknown position. The signal radiating from the source propagates through a deep-sea waveguide and is received by a VLA with N hydrophones. Then, the received data can be expressed in the frequency domain as
where r, s, n are N × 1 column vectors denoting the received data, the signal, and the noise, respectively, and n ∼ CN (0, K) obeys a complex Gaussian distribution with mean zero and covariance K. The received SNR on the VLA is defined as
where the superscript H denotes the conjugate transpose operation.
A. SIGNAL MODEL
According to adiabatic normal mode theory, the signal can be expressed as
where the complex number µ denotes the unknown amplitude and phase of the signal, g is an N × 1 vector with the VOLUME 7, 2019 nth element g n representing the sound transfer function from the source to the nth hydrophone, is the N ×M mode matrix sampled on the VLA that can be calculated via a sound field program (such as KRAKEN), and a is an M × 1 vector corresponding to the unknown modal coefficients and containing the information of the source location. The mode matrix consists of a series of mode function samplings
where φ m (·) denotes the mth mode depth function, M is the number of modes, and z 1 , · · · , z N are the hydrophone depths. The mode matrix spans the modal space where the source signal lies. Denoting the source location by (r s , z s ), the mth element of a is given as
where k r,m and α m are the horizontal wave number and the mode attenuation coefficient of the mth mode, respectively. In the deep ocean, the VLA only covers a small portion of the water column. Consequently, the mode depth functions are extremely undersampled, which leads to a fraction of very small singular values in the mode matrix [13] , [14] . Noting that N M in the deep ocean, we represent the mode matrix by its singular value decomposition (SVD)
where u n and v n are column vectors of the unitary matrices U and V respectively, and λ n is the nth diagonal element of the diagonal matrix denoting the corresponding singular value. From (6), the mode matrix can be represented by a sum of N rank-1 matrices, implying that consists of N orthogonal 1-dimensional subspaces, i.e., u 1 v H 1 , · · · , u N v H N , and the singular values are the weights of these subspaces. We omit these very small singular values, and the mode matrix is reconstructed as
where p is the number of retained subspaces, the subscript e means effective, and
Replacing with e and substituting it into (1) and (3), the received data can be rewritten as r = µU e a e + n (8) where U e denotes the effective mode matrix and spans the effective modal subspace U e of dimension p where the signal specifically lies; a e = e V H e a is a p × 1 vector denoting the reconstructed modal coefficient. The dimension p is related to the array configuration and the source frequency and increases with increasing hydrophone spacing and the source frequency in which the array samples possess more mode information. It is possible that p increases to N when the mode matrix contains no redundant information; that is, there exists no small singular values to be omitted, and the N -dimensional subspace is retained. The case of p = N essentially produces an energy detector. In this paper, we mainly investigate the case of p < N , which is often encountered in the deep ocean [13] .
B. NOISE MODEL
Noise can be characterized by its covariance, which is represented by the sum of its uncorrelated component and its correlated component:
where σ 2 w denotes the variance of the uncorrelated component, I N is the N × N identity matrix, and K c is the ambient noise covariance. The ratio of the uncorrelated component power to the correlated component power is denoted by
where σ 2 c = tr(K c )/N denotes the averaged variance of the ambient noise.
Referring to [23] , the ambient noise, including windgenerated noise and ship noise, has a covariance of
where A denotes the modal covariance. The elements of A are calculated by integrating over all noise sources
where S(r) denotes the spectral amplitude of the noise source at a fixed frequency, the superscript * denotes the conjugation operation, and R is the radius of the noise source area. By propagating through the same waveguide as the signal, the ambient noise lies in the same modal space as the signal. Substituting (6) and (11) into (9), the noise covariance can be rewritten as
It is later exhibited that the property revealed in (13) is vital to the detection performance of our proposed detector.
C. MATCHED SUBSPACE DETECTION
Utilizing the formulation of the received data in (8), the detection problem can be described as a binary hypothesis test
where θ = µa e is called the location parameter because it contains the information of the source location. The null hypothesis (H 0 ) represents the absence of the signal, and the alternative hypothesis (H 1 ) represents the presence of the signal. Applying GLRT theory, the test statistic of the MSD is expressed as [6] , [7] :
2 U e are the whitened test data and effective mode matrix, respectively, PŪ e = U e (Ū H eŪ e ) −1Ū H e is the orthogonal projection matrix onto Ū e , and the subscript M means matched. The MSD reveals the ideal detection performance of the corresponding ASD.
Scaled by 2, the MSD statistic obeys a chi-squared distribution under H 0 and a noncentral chi-squared distribution under H 1 (16) where β denotes the noncentral parameter associated with the SNR and 2p is the degree of freedom associated with the dimension of the signal subspace. The detection performance of the MSD degrades with an increase in the dimension p.
III. ADAPTIVE SUBSPACE DETECTION
The noise covariance is often unknown in a realistic environment, and thus, the MSD cannot work. In practice, finite training data that are independent and identically distributed are sampled to estimate the noise covariance and formulate the adaptive subspace detection. To begin with, we review the conventional ASD that applies a GLRT [11] , [12] in this section.
Assume that a sequence of sampled training snapshots is denoted by
where n l denotes a sampling snapshot sharing the same distribution as the test data under H 0 and L is the snapshot number. Then, the joint PDFs of the test data and training data (N, r) under H 0 and H 1 are respectively written as
where | · | denotes the operation of the matrix determinant or the absolute value of a scalar, tr(·) denotes the matrix trace operation, and R 0 and R 1 are the covariances associated with the training data and the test data:
where S = NN H /L denotes the sample covariance of the training data. The sample covariance is practically an estimate of the noise covariance and later used to formulate the ASD statistic. The snapshot number L ≥ N is imposed to avoid the singularity of the sample covariance, which is later used for the estimation of the noise covariance.
To proceed to the GLRT procedure, the maximum likelihood estimation (MLE) of K is solved under the two hypotheses [9] 
After some transformations, the determinants of R 0 and R 1 are expressed as (18), then the estimation of θ is equivalent to
Letting ∂α/∂(θ ) = 0 yields the MLE of θ :
Now, we see from (20) and (23) that the estimates of the noise covariance and the location parameter both rely on the sample covariance. Combining (18) ∼ (23), the likelihood ratio test is then
2 U e are the approximately whitened received data and effective mode matrix, respectively, and PŨ e and P ⊥ U e are the orthogonal projection matrices onto the subspace Ũ e and its orthogonal subspace Ũ e ⊥ , respectively. The final test statistic of the ASD is formulated by a monotone function of 0 :
In the ASD procedure, two unknown parameters, that is, the noise covariance and the location parameter, are estimated. Both of their estimation accuracies rely on the snapshot number. The detection performance of the ASD improves as the snapshot number increases. When the snapshot number L increases to a large enough value, S approaches K, and the ASD becomes the MSD. For the ASD, at least 2N statistically stationary training snapshots are required to avoid an average performance loss in SNR relative to the known noise covariance case (that is, the MSD) of no more than 3 dB [8] . However, it can be difficult to satisfy this requirement in a rapidly changing environment, especially for an array with plenty of hydrophones. In addition, there is a large real-time computational burden when the number of hydrophones is large.
IV. MODAL-DOMAIN ADAPTIVE SUBSPACE DETECTION
To alleviate the abovementioned problems, we propose a modal-domain adaptive procedure in this section. In the proposed procedure, the test data and the training data are mapped into the modal domain prior to applying the GLRT to the hypothesis test. Thus, the adaptive detection is carried out in a lower dimension because the signal specifically lies in the lower-dimensional effective modal subspace, which is beneficial for the estimation of the unknown parameters and reduces the computational burden.
The modal-domain transformation is accomplished by mapping the test data and the training data into the effective modal subspace. Utilizing the column orthogonality of U e , the counterparts of the test data and the training data in the modal domain are respectively obtained as (26) It is noted the dimension-N test data are reduced to the dimension of p. Then, the hypothesis test is transformed into
where w = U H e n ∼ CN (0, U H e KU e ) denotes the modaldomain noise vector. Note that the SNR in the modal domain can be expressed as
Denoting the covariance of the modal-domain noise by Q = U H e KU e , the PDFs under H 0 and H 1 are then
where R 0 and R 1 are the modal-domain versions of R 0 and R 1 , respectively:
where
e SU e denotes the modal-domain sample covariance. From (29), the unknown parameters to be estimated (K, θ) are as uniform as the ASD procedure. Noting that S is a p×p matrix, it only takes L ≥ p training snapshots to avoid the singularity of S , which is more tolerant compared with the ASD procedure.
In the same way, the MLEs of K under H 0 and H 1 are solved by lettingQ 0 = R 0 andQ 1 = R 1 , and hence, it easily yieldsK
It is noted that the estimates of the noise covariance are the same as those of the ASD procedure. Substituting (31) into (29) and letting ∂f 1 (W , z)/∂θ = 0 yields the MLE of θ:
It is noted the estimate of θ is free from the sample covariance. Combining (29) ∼ (31), the likelihood ratio test is then
Rejecting the constant, the final test statistic of the MD-ASD has the expression
The MD-ASD statistic presents a simpler expression than the ASD statistic resulting from treating the lower-dimensional data z, S instead of r, S as shown in (25) . Compared with the ASD, three intuitive improvements are found in the MD-ASD: 1) the computational burden is alleviated since not only is the dimension of the matrix inversion reduced from N (S −1 ) to p (S −1 ) but also the number of matrix inversions is reduced from five to one; 2) the requirement of the snapshot number is more tolerant, that is, L ≥ p instead of L ≥ N ; and 3) considering that the performance loss of the ASD relative to the MSD stems from the estimation error of the noise covariance, it is advantageous to use fewer matrix inversions of S in the test statistic: there are separately five matrix inversions for the ASD statistic and just one for the MD-ASD statistic. Therefore, with finite training snapshots, the MD-ASD is expected to realize better detection performance than the ASD.
V. PERFORMANCE COMPARISON
We demonstrate the performance of the proposed MD-ASD theoretically by some comparisons between the ASD and the MD-ASD, including computational complexity, statistical distribution and output SNR. Finally, the estimation accuracies in the ASD and the MD-ASD procedures are analyzed to account for the performance improvement of the MD-ASD.
A. COMPUTATIONAL COMPLEXITY
The computational burdens in the two detectors mainly come from the matrix inversion operations. From (25) 3 ), the computational burden of the MD-ASD is remarkably lower than that of the ASD.
B. STATISTICAL DISTRIBUTION
By statistical decomposition [12] , the ASD can be represented as a simple function of several statistically independent random variables. Employing the results of [12] , the ASD statistic has the following representation:
,
where y and t are random column vectors, h 1 , h 2 , h 3 are random scalars, and
(36) κ = 0 under H 0 and κ = 1 under H 1 . It is noted that y 2 obeys the following distribution:
Thus, y 2 is essentially the MSD statistic. When L → ∞ and S → K, we have h 2 1 → L, h 3 /h 2 → 0 in the distribution, and then, L·T ASD → y 2 in the distribution, which indicates that the ASD finally becomes the MSD. The analytical expression of the ASD's PDF is found in [12] and shows that for a given SNR and snapshot number, the probability of detection (P D ) has no relation with the structures of the signal and the noise covariance.
We derive the statistical decomposition of the MD-ASD statistic (the details can be seen in Appendix A), which can be expressed by two random variables:
where q is a random column vector and h is a random scalar:
Compared with the ASD in (35), the MD-ASD has a simpler representation. q 2 obeys the following distribution:
where β = 2snr . We demonstrate (Appendix B) that β = β and MD-ASD ultimately converges to the MSD as well when L → ∞ and S → K. Moreover, the MD-ASD statistic scaled by a scalar obeys an F distribution under H 0 and a noncentral F distribution:
where β is the noncentral parameter. Like the ASD, P D of the MD-ASD has no relation with the structures of the signal and the noise covariance for a given SNR.
C. OUTPUT SNR
We employ the output SNR to intuitively evaluate the detection performance of the ASD and the MD-ASD. The output SNR can be represented by the detection index [27] , which is expressed as where T denotes the test statistic of the detector and D[·] denotes a variance operation. It is noted in section VI.B that the detection performances of the ASD and the MD-ASD are independent of the structures of the signal and noise covariance for a given SNR. With the statistical decompositions, we then calculate the output SNRs of the two detectors conveniently by performing Monte Carlo experiments. We present the output SNRs of both detectors varying with SNRs and training snapshot numbers in Fig. 1 . The SNRs in the figure are displayed in decibels (dB, the same below), viz., 10 lg snr (dB). As shown in Fig. 1 , given the same SNRs or numbers of training snapshots, the output SNRs of the MD-ASD are always greater than those of the ASD. When the snapshot number increases, the output SNRs of both detectors converge to the ideal value, and the difference in the output SNR between the two detectors decreases, finally fading away as shown in Fig. 1(b) .
D. ESTIMATION ACCURACY
In a GLRT procedure, the estimation accuracies of unknown parameters have a considerable influence on the detection performance of the final detector. Specifically, the performance degradation in the ASD relative to the MSD results from extra estimation errors arising from the covariance sample (S), which is an estimate of the noise covariance. The ASD VOLUME 7, 2019 and the MD-ASD are both GLRT procedures; in addition, there are identical SNRs (demonstrated in Appendix B) and unknown parameters (i.e., K and θ) to be estimated in the two procedures. Therefore, the two detectors can be evaluated by the estimation accuracies of the unknown parameters in the two procedures.
As mentioned above, in the two procedures, the estimates of the noise covariance are identical, whereas the estimates of the location parameter have different expressions. Thus, it is reasonable to measure the detection performance of the two detectors through the estimation accuracy of the location parameter (θ ). As a reference, we first formulate the CramerRao lower bound (CRLB) of the location parameter. Similar to the estimation of a linear model [28] , it is easy to obtain the CRLB of the location parameter:
It should be pointed out that the estimate of the location parameter reaches the CRLB in the MSD procedure.
In the ASD procedure, we have the mean of the estimateθ :
where E[·] denotes the expectation operation. This estimate is unbiased. Then, we have the corresponding covariance of θ conditioned on S:
The result in (45) shows that with finite training snapshots, due to the deviation between S and K, the estimateθ of the ASD procedure cannot reach the CRLB. This is one of the reasons that the ASD experiences a performance loss compared with the MSD. When L → ∞ and S → K, we have the covariance ofθ:
reaching the CRLB, and meanwhile, the ASD converts to the MSD.
In the MD-ASD procedure, we have the mean ofθ
which is also an unbiased estimate. Then, we have its covariance:
In contrast to the consequence of the ASD procedure, the covariance ofθ (C 2 ) has no relation with the sample covariance S. We demonstrate that C 2 is equivalent to C B (seen in Appendix C), which indicates that the estimate of the location parameter in the MD-ASD procedure reaches the CRLB. From the results above, the estimates of the location parameter in the two adaptive procedures both reach the CRLB only when L → ∞ and C 1 → C B . When the training snapshots are finite or even deficient, the estimation accuracy of the MD-ASD procedure is better than that of the ASD procedure because the estimateθ in the ASD procedure does not reach the CRLB. This situation produces good results: the MD-ASD achieves better detection performance than the ASD when the training snapshots are finite and converges to the detection performance of the MSD more rapidly than the ASD, as shown in Fig. 1 .
When the snapshot number increases, the estimation accuracy of θ in the ASD procedure improves, whereas that in the MD-ASD procedure stays the same; hence, the performance improvement drops off as shown in Fig. 1(b) . This effect accounts for the result shown in Fig. 1(b) . Because the MD-ASD procedure still contains the estimates of the noise covariance (i.e.,K 0 andK 1 ) while the noise covariance in the MSD procedure is assumed to be known, the MD-ASD cannot realize the detection performance of the MSD with finite training snapshots, even though the estimatê θ in the MD-ASD procedure reaches the CRLB exactly as in the MSD. 
VI. SIMULATION AND ANALYSIS
In this section, some simulation experiments are conducted to verify the theoretical results above. A deep-sea simulation environment is depicted in Fig. 2 . The waveguide consists of a 5000-m water column overlying a 20-m-thick sediment layer and a semi-infinite basement. The water column has a sound velocity profile of the Munk curve with a sound channel axis depth of 1300 m and a density of 1.024 g/cm 3 . The sediment layer has a sound velocity profile that increases linearly from 1530 m/s to 1550 m/s, a density of 1.6 g/cm 3 , and an attenuation coefficient of 0.2 dB per wavelength. The basement has a sound velocity of 1749 m/s, a density of 1.94 g/cm 3 , and an attenuation coefficient of 0.5 dB per wavelength. The source is located at a depth of 200 m and a range of 50 km from the VLA, with a center frequency of 400 Hz. The VLA consists of 30 hydrophones and is deployed with a first hydrophone depth of 200 m. The hydrophone spacing is later set. As the detection performance of the ASD or MD-ASD does not rely on the noise covariance structure, η in (10) is set as 1 in the following simulations. The propagating modes and the acoustic field are calculated by the KRAKEN program.
A. EFFECTIVE MODAL SUBSPACE
The modal space spanned by the mode matrix relies on the VLA aperture. Consider three hydrophone spacings (HSs), viz., 1 m, 2 m, and 3 m, corresponding to three distinct modal spaces. The normalized singular values of the mode matrices are shown in Fig. 3 . Some extremely small singular values are observed in Fig. 3 . We set the critical value as 0.01 to reconstruct the mode matrices, and then, the corresponding dimensions of the effective modal subspace, i.e., the signal subspace, are p = 12, p = 20, and p = 27, respectively. The dimension of the effective modal subspace is then found. The ambient noise is generated by noise sources below the sea surface with a depth of 1 m. The integration range R is set as 200 km. The ambient noise covariance K c is calculated by the formulas (11) and (12) . To validate the fact that the source signal and the ambient noise lie in a common effective modal space, we introduce the projection component (PC), which is defined as the projection of the signal or the ambient noise onto the 1-dimensional subspace u m spanned by a column vector of the unitary matrix U:
where PCS m and PCN m are the PCs of the signal and the ambient noise, respectively, and n c denotes the snapshot vector of the ambient noise. The PC measures the magnitude of the signal or the noise projected onto a 1-dimensional subspace. The PCs in various subspaces, viz., u 1 , · · · , u N , are shown in Fig. 4 . As the results revealed in Fig. 4 , the signal and the ambient noise both lie in the effective modal subspace (viz., the signal subspace), beyond which the PCs of the other subspaces all approximate to zero. This result is also consistent with the distributions of the singular values in Fig. 3 .
B. DETECTION PERFORMANCE CURVE
The detection performance is illustrated through the curve of P D as a function of the SNR. P FA is set as 0.01. The P D s values are calculated using a Monte Carlo experiment. For a given SNR, 100, 000 trials are conducted to obtain a P D . the detection performance of the ASD improves gradually with increasing snapshot number and ultimately achieves the level of the MSD. In addition, the detection performance of the ASD degrades dramatically for a small snapshot number compared with its ideal condition. For example, the ASD has an approximately 6-dB degradation compared with the MSD when K = 40.
The detection performances of the ASD and the MD-ASD are compared in Fig. 6 , and the detection performance of the MSD is also given for contrast. As shown in Fig. 6 , the detection performance of the MD-ASD is always better than that of the ASD, regardless of the number of training snapshots. In addition, the smaller the snapshot number is, the more remarkable the improvement of the MD-ASD is. For instance, when L = 40, snr = 15 dB in Fig. 6(d) , P D increases from 0.41 with the ASD to 0.97 with the MD-ASD. When L increases, the detection performances of the ASD and the MD-ASD both increase, whereas the distinction between them decreases. We present the influence of the dimension of the signal subspace on the performance improvement in Fig. 7 , where the dimensions of p = 20 and p = 27 are considered with L = 40. Combined with Fig. 6(d), Fig. 7 shows that the performance improvement declines when the dimension of the signal subspace increases. It is not hard to deduce that the performance improvement disappears when the dimension p increases to N , since the MD-ASD becomes the ASD when p = N .
C. ESTIMATION ACCURACY
As mentioned above, the difference between the ASD procedure and MD-ASD procedure is mainly reflected in the estimates of the location parameter. To account for the performance improvement, the numerical results of the estimation accuracies are presented here. The location parameter is a column vector consisting of p scalars. Then, there are p scalar estimates for the location parameter. The estimates of the location parameter are proved to be unbiased. Therefore, we can measure the estimation accuracy of the location parameter with the variances of the p scalar estimates, which are equal to the diagonal elements of C 1 or C 2 , denoted by (50) where diag denotes the operation of taking the diagonal elements of a matrix, v 1 , v 2 are the column vectors consisting of the variances of p scalar estimates of the ASD procedure and the MD-ASD procedure, respectively, and v is the column vector consisting of the CRLBs of the p estimates. Then, the deviation of the estimation accuracies between the two procedures is quantified by the modulus of the difference of v 1 and
The deviation in the estimation accuracies d results in the difference in detection performance between the two detectors.
On the other hand, the value of d also implies the degree of performance improvement in the MD-ASD; the performance improvement is positively related to the value of d. In the ASD procedure, the covariance of the estimate C 1 is conditioned on the sample covariance S; hence, C 1 is a random matrix associated with the snapshot number L. We calculate v 1 for a given snapshot number L through 10, 000 averages of C 1 . The results of the estimation accuracy are shown in Fig. 8 , including the CRLB of the location parameter. Consistent with the theoretical analysis above, the variances of the p estimates in the MD-ASD procedure are identical with the CRLBs of the p estimates from Fig. 8(a) , whereas those in the ASD procedure are all greater than the CRLBs. This result reveals that a better estimation accuracy is obtained in the MD-ASD procedure, which contributes to the performance improvement. When the estimation accuracy in the ASD procedure improves with increasing snapshots, the deviations between the two procedures decreases as shown in Fig. 8(b) , and correspondingly, the performance improvement diminishes as shown in Fig. 6 . Fig. 9 shows the estimation accuracies of the location parameter with dimensions of p = 20 and p = 27; the case of p = 12 is shown in Fig. 8(a) . Combined with Fig. 8(a) , the deviations in the estimation accuracies are separately calculated to be d = 5.83 when p = 12, d = 2.04 when p = 20, and d = 0.47 when p = 27. Then, it is found that the deviation decreases as the dimension p increases. This is also the reason that the performance improvement degrades for a higher-dimensional signal subspace as shown in Fig. 7 . Therefore, those factors that increase the dimension of the signal subspace discussed in [13] will weaken the improvement effect of our proposed MD-ASD.
VII. CONCLUSIONS
In this paper, adaptive subspace detection in a deep-sea environment is investigated. The conventional ASD experiences a significant degradation of detection performance VOLUME 7, 2019 with deficient training snapshots. We propose the MD-ASD to alleviate the snapshot deficiency problem. The MD-ASD procedure results in a lower computational burden, and the estimate of the location parameter is independent of the training data. In the MD-ASD procedure, the estimate of the location parameter reaches the CRLB, and thus, the MD-ASD procedure has a better estimation accuracy than the ASD procedure. The MD-ASD achieves a remarkable improvement of detection performance compared with the ASD when the training data are deficient. When the number of training data increases, the detection performance of the MD-ASD converges to that of the MSD, similar to the ASD. The performance improvement decreases as the dimension of the signal subspace or the snapshot number increases and finally disappears when the subspace dimension p increases to the hydrophone number N or sufficient training data are supplied. Moreover, our work can be generalized to the case of shallow water or interference, in which the ambient noise or the interference also lies in the same subspace as the signal. The details will be discussed in our future work.
APPENDIX A STATISTICAL DECOMPOSITION OF THE MD-ASD
Let C = LS ; the MD-ASD statistic is expressed as
Whitening the variables in (52) denoted by q = Q 
