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Abstract. Morozova and Chentsov [1] studied Riemannian metrics on the set
of probability measures. They showed that, up to a constant factor, the Fisher
information is the only Riemannian metric which is monotone under stochastic
transformation. Sarovar and Milburn [2] computed an upper bound on the Fisher
information for one-parameter channels. In [3] we extended their bound to an upper
bound on the Fisher information of multi-parameter families of states; we call this the
SM quantum information. Petz and Suda´r [4] characterized fully the set of monotone
metrics on the space of all density matrices. We analyse the SM quantum information
in light of their work. We show that the SM quantum information is not a well-defined
metric on the space of density matrices: different choices of phase of the eigenvectors
lead to different metrics. We define a new metric CL as a lower bound among the SM
quantum informations. We look at properties of CL and show that it is invariant but
not monotone.
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1. Introduction
1.1. Metrics
Metrics are important. In statistics the Fisher information is the unique monotone
metric on the space of probability measures [1]. It tells us how precise an estimate is
and gives us confidence intervals. Often we may be interested in estimating a parameter
from a given distribution. The Fisher information tells us how precise our estimate is,
i.e. how confident we can be that our estimate is close to the true value.
There is no unique monotone metric on the space of all density matrices [4]. There
are a few used in recent literature which we will introduce later. When we are estimating
a quantum state, the metric gives us a measure of how precise our estimate is. As state
estimation is fundamental to the field of quantum information, the study of metrics on
the space of quantum states is of importance.
We will now look briefly at the theory of one-parameter quantum estimation.
Quantum estimation is concerned with estimating (especially optimally) quantum states
and processes. Two important mathematical objects in quantum estimation are density
matrices and positive operator-valued measures (POVMs). A density matrix represents
the state of the quantum system. The density matrix of a d-dimensional state is a d×d
non-negative, Hermitian matrix, with trace 1, i.e.
〈v|ρ|v〉 ≥ 0, ∀|v〉, ρ† = ρ, tr{ρ} = 1.
A POVM is represented by a set of operators {Mm} which are Hermitian, non-negative
and sum to the identity, i.e.
M †m = Mm, 〈v|Mm|v〉 ≥ 0, ∀|v〉,
∑
m
Mm = I.
Given a state ρ(θ) with an unknown parameter θ and a POVM {Mm}, the probability
density of the measurement yielding the result xm is
p(xm; θ) = tr{ρ(θ)Mm}.
These probabilities usually depend on θ. In practice, we repeat a measurement N times
on identical copies of the state to be estimated. The outcomes of the measurement
depend probabilistically on the parameter θ. We then choose an estimator which gives
us an estimate of θ from the measurement results. For optimal estimation of a state, we
choose the POVM and estimator that give us the most ‘information’ about the state.
A standard way of quantifying the performances of input states and POVMs
is to use Fisher information. Intuitively, Fisher information tells us the amount of
‘information’ about θ contained in a measurement result. Fisher information is defined
as
FM(θ) ≡
∫
p(ξ; θ)
(
∂ ln p(ξ; θ)
∂θ
)2
dξ
=
∫
1
p(ξ; θ)
(
∂p(ξ; θ)
∂θ
)2
dξ.
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If the measurement outcomes are discrete with probabilities p1(θ), . . . , pn(θ), then the
Fisher information can be expressed as
FM(θ) =
n∑
k=1
1
pk(θ)
(
dpk(θ)
dθ
)2
.
The importance of Fisher information is seen in the Crame´r–Rao inequality. This states
that the variance of an unbiased estimator t is greater than or equal to the reciprocal
of the Fisher information, i.e.
varθ[t(x)] ≥
1
FM(θ)
.
Under mild regularity conditions for p(x; θ), a maximum likelihood estimator achieves
this lower bound asymptotically, see section 8.9 of [5]. The larger the Fisher information,
the more accurately we can estimate the unknown parameter. A standard approach to
estimation is to choose the procedure which maximises the Fisher information and use
the maximum-likelihood estimator.
When we look at metrics on the space of quantum states the situation is more
complex than on the space of probability measures. Petz and Suda´r [4] showed
that there is no unique monotone metric on the space of quantum states. They
characterized fully the set of monotone metrics. The most frequently encountered
monotone metrics in recent literature are the Symmetric Logarithmic Derivative (SLD),
Kubo-Mori Bogoliubov (KMB) and Right Logarithmic Derivative (RLD) metrics. The
SLD is the most widely used, as it is the smallest among the set of monotone metrics
on the space of all quantum states [4].
The SLD quantum information HSLD(θ) upper bounds the Fisher information, i.e.
FM(θ) ≤ HSLD(θ). (1)
For one-parameter models it is achievable. The SLD quantum information has been used
widely in the estimation of states [6, 7, 8, 9] and quantum channels [10, 11, 12, 13, 14, 15].
The SLD quantum information is defined as
HSLD(θ) = tr{ρ(θ)λ(θ)
2},
where λ(θ) is the SLD quantum score, defined as any self-adjoint solution to the matrix
equation
dρ(θ)
dθ
=
1
2
(ρ(θ)λ(θ) + λ(θ)ρ(θ)).
Equality holds in (1) if and only if the POVM {Mm} satisfies
M (1/2)x λ(θ)ρ
(1/2)(θ) = ξx(θ)M
(1/2)
x ρ
(1/2)(θ), ∀x, (2)
where ξx(θ) is a real number. Since the SLD is hermitian, it can be diagonalized, i.e.
written in the form
λ(θ) =
∑
i
µi(θ)|ei(θ)〉〈ei(θ)|.
Analysis of SM quantum information 4
For the one-parameter family of states ρ(θ) the POVM {|ei(θ)〉〈ei(θ)|} satisfies (2)
and hence is optimal at θ. The resulting Fisher information equals the SLD quantum
information.
The KMB quantum information H(θ)KMB for the family of states ρ(θ) is defined
as
HKMB(θ) = tr
{
ρ(θ)
(
d log ρ(θ)
dθ
)2}
,
providing that ρ(θ) has full rank. The ‘classical’ Fisher information is the limit of
the ‘classical’ relative entropy D(p‖q) =
∑k
i=1 pi ln(pi/qi). That is, given a probability
simplex pθ = {pi(θ)},
FM(θ) = lim
ǫ→0
2D(pθ‖pθ+ǫ)
ǫ2
.
Similarly, the KMB quantum information has been shown to be equal to the limit of
the quantum relative entropy D(ρ‖σ) = tr(ρ(ln ρ− ln σ)) [16]. That is,
HKMB(θ) = lim
ǫ→0
2D(ρθ‖ρθ+ǫ)
ǫ2
.
From an information-geometrical point of view the KMB is the most natural quantum
extension of Fisher information [16].
The RLD quantum information for the family of states ρ(θ) is defined as
HRLD(θ) = tr
{
ρ(θ)−1
(
dρ(θ)
dθ
)2}
,
providing that ρ(θ) has full rank. It is the maximal metric among monotone metrics on
the space of all density matrices [4]. The RLD has also been used in estimation theory
[17].
1.2. The SM quantum information
The SM quantum information was introduced by Sarovar and Milburn [2]. It is a
conveniently computable upper bound on the Fisher information for one-parameter
quantum channels of the form
ρ0 7→
∑
k
Ek(θ)ρ0Ek(θ)
†.
Sarovar and Milburn’s bound is defined as
CΥ(θ) = 4
∑
k
tr{Υk(θ)
′ρ0Υk(θ)
′†}, Υ′k(θ) =
d
dθ
Υk(θ),
where Υk(θ) are the canonical Kraus operators, which are uniquely defined, up
to a phase, as the operators satisfying tr{Υj(θ)ρ0Υk(θ)
†} = δjkpk(θ) for all j, k.
These operators are used to avoid ambiguity in CΥ, since there is no unique Kraus
decomposition for a quantum channel, see p. 370 of [18].
In [3] we showed that the Riemannian metric CΥ(θ) on a one-parameter family of
channels Eθ, could be extended to a Riemannian metric on a parametric family of states
ρθ.
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1.3. Definition of Terms
We investigate whether CΥ(θ) is a well-defined metric. By ‘well-defined metric’ we mean
that the metric is invariant and monotone.
Invariance. Given two parametric families of states ρθ and σθ we say that ρθ and σθ
are equivalent, ρθ ∼ σθ, if there exist two fixed Trace Preserving, Completely Positive
(TP-CP) maps E ,F such that
ρθ = E(σθ), σθ = F(ρθ).
We say that the metric J is invariant if
ρθ ∼ σθ implies J(ρθ) = J(σθ).
Monotonicity. We say that the metric J is monotone if
J(ρθ) ≥ J(E(ρθ))
for all TP-CP maps E .
Invariance is an essential property for a meaningful metric; monotonicity is a
desirable but not essential property. We show that CΥ(θ) is not a well-defined metric.
Starting from CΥ(θ), we define a new Riemannian metric CL(θ). We show that CL(θ)
is invariant but not monotone. We show how CL(θ) is related to CΥ(θ) and to the SLD
quantum information H(θ).
Morozova and Chentsov [1] showed that for any invariant Riemannian metric on
the space of all density matrices, at a particular density matrix, represented in a certain
basis as ρ = diag(p1, . . . , pn), the squared length of any tangent vector A = (Ajk) must
be of the form
C
∑
i
1
pi
|Aii|
2 + 2
∑
j<k
c(pj, pk)|Ajk|
2, (3)
where C is a constant, the function c(x, y) is symmetric, i.e. c(x, y) = c(y, x), and
c(λx, λy) = λ−1c(x, y). We are interested in the distance d(ρ, ρ + A). When we are
looking at parametric families of states, we are interested in the distance between nearby
states ρθ and ρθ+ǫ, i.e. we take
d(ρθ, ρθ+ǫ) ≈ d(ρθ, ρθ + ǫ
dρθ
dθ
).
In this case any invariant Riemannian metric must be of the form
C
∑
i
1
pi
∣∣∣∣dρdθ ii
∣∣∣∣
2
+ 2
∑
j<k
c(pj, pk)
∣∣∣∣dρdθ jk
∣∣∣∣
2
. (4)
Petz and Suda´r [4] showed that any monotone Riemannian metric on the space of
all density matrices must be of the form (3) and that the function f(t) = 1/c(t, 1) must
be monotone. For the SLD , KMB and RLD quantum informations [4] , C = 1 and
cSLD(x, y) =
2
x+ y
cKMB(x, y) =
ln x− ln y
x− y
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cRLD(x, y) =
1
2
(1
x
+
1
y
)
.
2. Analysis of the SM quantum information
The SM quantum information was originally defined [2] as an upper bound on the Fisher
information obtained from one-parameter families of channels. In [3] we showed that the
SM quantum information puts an upper bound on the Fisher information for a family of
states, and hence is a Riemannian metric on the space of a parametric family of states.
The SM quantum information for the family of states
ρ(θ) =
d∑
k=1
pk(θ)|wk(θ)〉〈wk(θ)|, (5)
was shown in [3] to be equal to
CΥ(θ) =
∑
i
1
pi(θ)
(dpi
dθ
)2
+ 4
∑
j<k
(pj(θ) + pk(θ))|〈w
′
j|wk〉|
2
+ 4
∑
i
pi(θ)|〈w
′
i|wi〉|
2. (6)
We can rewrite this as
CΥ(θ) =
∑
i
1
pi(θ)
(dpi
dθ
)2
+ 4
∑
j<k
pj(θ) + pk(θ)
(pj(θ)− pk(θ))2
∣∣∣〈wj∣∣∣dρ
dθ
∣∣∣wk〉∣∣∣2
+ 4
∑
i
pi(θ)|〈w
′
i|wi〉|
2.
We see that CΥ(θ) not of the form (4), and hence is neither invariant nor monotone.
The SM quantum information CΥ(θ) for a family of states is defined in terms of its
eigenvectors and eigenvalues (6) [3]. The eigenvectors of a state are unique up to a
change of phase. It turns out that different choices of phase for the eigenvectors lead to
different metrics.
Example 1
Consider the set of 2 dimensional states,
ρ(r, θ, φ) =
1
2
(
1 + r cos(θ) r sin(θ) exp(−iφ)
r sin(θ) exp(iφ) 1− r cos(θ)
)
.
This has spectral decomposition
ρ(r, θ, φ) =
1 + r
2
∣∣∣v1(θ, φ)〉〈v1(θ, φ)∣∣∣+ 1− r
2
∣∣∣v2(θ, φ)〉〈v2(θ, φ)∣∣∣,
|v1(θ, φ)〉 = (cos(θ/2) exp(−iφ/2), sin(θ/2) exp(iφ/2))
T ,
|v2(θ, φ)〉 = (sin(θ/2) exp(−iφ/2),− cos(θ/2) exp(iφ/2))
T .
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The SM quantum information for the family of states ρ(θ) calculated from the above
eigenvalues and eigenvectors is
HSM =


1
1− r2
0 0
0 1 0
0 0 1

 .
If we change the eigenvectors by a phase shift, i.e. |vk(θ, φ)〉 7→ exp(−iφ/2)|vk(θ, φ)〉,
then the density matrix is unchanged, but the SM quantum information calculated from
the eigenvalues and shifted eigenvectors becomes
HSM =


1
1− r2
0 0
0 1 0
0 0 2 + 2r cos θ

 .
Hence the SM quantum information is not a meaningful metric on the space of all
density matrices.
3. A new metric
We define the CL quantum information for the family of states (5) as
CL = CΥ − 4
∑
i
pi|〈w
′
i|wi〉|
2 (7)
=
∑
i
1
pi
(dpi
dθ
)2
+ 4
∑
j<k
(pj + pk)|〈w
′
j|wk〉|
2
=
∑
i
1
pi
(dpi
dθ
)2
+ 4
∑
j<k
pj + pk
(pj − pk)2
∣∣∣〈wj∣∣∣dρ
dθ
∣∣∣wk〉∣∣∣2.
The CL quantum information is of the form (4) with C = 1 and
cL = 2
pj + pk
(pj − pk)2
.
This function is symmetric and cL(λx, λy) = λ
−1cL(x, y). Hence, CL is an invariant
metric on the set of parameterised channels ρ(θ). As it is invariant, CL does not suffer
the same defect as CΥ: a family of states ρ(θ) leads to a unique metric. Using the
function cL and putting C = 1, we can write CL in the form (3) and hence extend CL
to be a meaningful metric on the space of all density matrices.
For a metric to be monotone, it must be of the form (3) and the function f(t)
associated with the metric must be monotone and satisfy f(t) = tf(t−1). The functions
associated with the SLD, KMB and RLD quantum informations are
fSLD(t) =
1 + t
2
fKMB(t) =
t− 1
log t
fRLD(t) =
2t
1 + t
.
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The function associated with CL is
fCL(t) =
(t− 1)2
2(1 + t)
.
If f is a monotone function then f(0) ≤ f(t1) ≤ f(t2) whenever 0 ≤ t1 ≤ t2. The
function fCL(t) satisfies fCL(t) = tfcL(t
−1) but is not monotone, as fCL(0) > fCL(1).
Hence, CL is an invariant but not monotone Riemannian metric.
Example 2
The depolarizing channel, see p. 378 of [18], acts on states in the following way
ρ0 7→ rρ0 +
1− r
d
I,
−1
d2 − 1
≤ r ≤ 1.
Consider the one-parameter set of mixed states
ρ(θ) = (1− 2ǫ)|v1〉〈v1|+ ǫ|v2〉〈v2|+ ǫ|v3〉〈v3|,
|v1〉 = (1, 0, 0)
T ,
|v2〉 = (0, cos θ, sin θ)
T ,
|v3〉 = (0,− sin θ, cos θ)
T ,
where ǫ is fixed. The CL(θ) quantum information of this family of states is 8ǫ. Under
the action of the depolarizing channel we get
E(ρ(θ)) =
(
r(1− 2ǫ) +
1− r
3
)
|v1〉〈v1|
+
(
rǫ+
1− r
3
)
|v2〉〈v2|+
(
rǫ+
1− r
3
)
|v3〉〈v3|
with |vi〉 unchanged. The CL quantum information for the family of states E(ρ(θ)) is
8rǫ+ 8(1− r)/3. Now
CL(E(ρ(θ)))− CL(ρ(θ)) = (1− r)
(8
3
− 8ǫ
)
.
For r < 1 and ǫ < 1/3, CL has increased under the action of a TP-CP map, thus
demonstrating the non-monotonicity of CL.
4. Relationships between CL, CΥ and H
In this section we prove the following relationships,
HSLD(θ) ≤ CL(θ) ≤ CΥ(θ).
We show that the above inequalities hold for the one-parameter and multi-parameter
cases.
4.1. One-parameter case
Lemma 1
CL(θ) ≤ CΥ(θ) (8)
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with equality if and only if∑
i
pi|〈w
′
i|wi〉|
2 = 0. (9)
Proof. This follows from the definition of CL (7) and the fact that 4
∑
i pi|〈w
′
i|wi〉|
2 is
non-negative.
Lemma 2 The quantity CL is an upper bound on the SLD quantum information, i.e.
HSLD(θ) ≤ CL(θ).
Proof. From [3]
HSLD(θ) =
∑
k
1
pk
(dpk
dθ
)2
+
∑
j<k
4
(pj − pk)
2
pj + pk
|〈w′j|wk〉|
2,
and hence
CL(θ)−HSLD(θ) = 16
∑
j<k
pjpk
pj + pk
|〈w′j|wk〉|
2 = 8
∑
j 6=k
pjpk
pj + pk
|〈w′j|wk〉|
2, (10)
since |〈w′j|wk〉|
2 is symmetric with respect to j and k [3]. The right hand side of (10) is
non-negative and hence the result follows.
Lemma 3 Equality holds in
HSLD(θ) ≤ CL(θ)
if and only if
〈w′j|wk〉 = 0, ∀j 6= k, pj , pk > 0.
Proof. This follows from the right hand side of (10).
Remark
Unlike some other invariant quantum informations such as the RLD and KMB, which
put upper bounds on the SLD quantum information, the CL quantum information is
defined for pure states. For pure states pjpk = 0 for all j 6= k, so the right hand side of
(10) is zero and we have CL(ρθ) = HSLD(ρθ).
4.2. The multi-parameter case
In the multi-parameter case the SM quantum information is the matrix with entries
CΥ(θ)kl =
∑
i
1
pi
( ∂pi
∂θk
)(∂pi
∂θl
)
+ 4ℜ
∑
i<j
(pi + pj)
〈
w
(k)
i
∣∣∣wj〉〈wj∣∣∣w(l)i 〉
+ 4
∑
i
pi
〈
w
(k)
i
∣∣∣wi〉〈wi∣∣∣w(l)i 〉.
Analysis of SM quantum information 10
We define the multivariate version of CL as the matrix with entries
CL(θ)kl = CΥ(θ)kl − 4ℜ
∑
i
pi
〈
w
(k)
i
∣∣∣wi〉〈wi∣∣∣w(l)i 〉
=
∑
i
1
pi
(∂pi
∂θj
)( ∂pi
∂θk
)
+ 4ℜ
∑
i<j
(pi + pj)
〈
w
(k)
i
∣∣∣wj〉〈wj∣∣∣w(l)i 〉.
Lemma 4 The CL quantum information is less than or equal to the SM quantum
information CΥ for multi-parameter families of states, i.e.
CL(θ) ≤ CΥ(θ). (11)
Proof. Equation (11) is equivalent to
vTCL(θ)v ≤ v
TCΥ(θ)v, (12)
for all v ∈ Rp. To prove (11) we choose suitable one-parameter families of states and
use Lemma 1. For given θ and v in Rp, consider the set of one-parameter states
ρ(θ + tv) =
d∑
k=1
pk(θ + tv)|wk(θ + tv)〉〈wk(θ + tv)|, t ∈ R.
Now,
d
dt
pk(θ + tv) =
∑
l
∂pk(θ)
∂θl
vl +O(t), (13)
d
dt
|wk(θ + tv)〉 =
∑
l
∣∣∣wk(θ)(l)〉vl +O(t), ∣∣∣wk(θ)(l)〉 = ∂
∂θl
|wk(θ)〉, (14)
where vl is the lth component of the vector v. We prove equations (13) and (14) in
Appendix A. From Lemma 1 we know that CL(t) ≤ CΥ(t), i.e.∑
i
1
pi(θ + tv)
(dpi
dt
)2
+ 4
∑
j<k
(pj(θ + tv) + pk(θ + tv))
∣∣∣〈dwj
dt
∣∣∣wk〉∣∣∣2
≤
∑
i
1
pi(θ + tv)
(dpi
dt
)2
+ 4
∑
j<k
(pj(θ + tv) + pk(θ + tv))
∣∣∣〈dwj
dt
∣∣∣wk〉∣∣∣2
+ 4
∑
i
pi(θ)
∣∣∣〈dwi
dt
∣∣∣wi〉∣∣∣2.
Using (13) and (14) and evaluating at t = 0 gives
∑
m,n
vmvn
(∑
i
1
pi
( ∂pi
∂θm
)( ∂pi
∂θn
)
+ 4
∑
i<j
(pi + pj)〈w
(m)
i |wj〉〈wj|w
(n)
i 〉
≤
∑
r,s
vrvs
(∑
i
1
pi
(∂pi
∂θr
)(∂pi
∂θs
)
+ 4
∑
i<j
(pi + pj)〈w
(r)
i |wj〉〈wj|w
(s)
i 〉
)
+ 4
∑
i
pi〈w
(m)
i |wi〉〈wi|w
(n)
i 〉
)
.
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We can rewrite this as∑
m,n
vmvnCL(θ)mn ≤
∑
r,s
vrvsCΥ(θ)rs.
This is equivalent to (12). Since this holds for all v in Rp, we have (11).
Lemma 5 Equality holds in (11) for families of states (5) if and only if they satisfy
〈w
(m)
i |wi〉 = 0, ∀m, i, pi > 0. (15)
Proof. Equality in (11) is equivalent to
vTCL(θ)v = v
TCΥ(θ)v, (16)
for all v ∈ Rp. From the proof of Lemma 4 we see that for (16) to be satisfied for all
v ∈ Rp, we require that, for one-parameter families of states ρ(θ + tv), for given θ and
v ∈ Rp, we have CL(t)|t=0 = CΥ(t)|t=0. From Lemma 1 this is possible if and only if the
channel satisfies (9) at the point t = 0. This condition is equal to
∑
i
pi(t)
∣∣∣∣
〈
dwi
dt
∣∣∣∣wi
〉∣∣∣∣∣
2
∣∣∣∣∣∣
t=0
= 0.
Using (14) this condition can be rewritten as
m∑
l=1
vmvn
∑
i
pi〈w
(m)
i |wi〉〈wi|w
(n)
i 〉 = 0, ∀m,n. (17)
Condition (17) holds for all v if and only if (15) is satisfied.
Lemma 6 The SLD quantum information is less than or equal to the CL quantum
information for multi-parameter families of states, i.e.
HSLD(θ) ≤ CL(θ). (18)
Proof. This follows from Lemma 2 in the same way as Lemma 4 follows from Lemma
1.
Lemma 7 Equality holds in (18) for families of states (5) if and only if they satisfy
〈w
(m)
j |wk〉 = 0, ∀m, j 6= k, pj, pk > 0.
Proof. This follows from Lemma 3 in the same way as Lemma 5 follows from Lemma
1.
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5. Is CL the minimum among CΥ?
In Example 1, we showed that for CΥ, different choices of eigenvectors of ρ(θ) result in
completely different metrics. If CΥ is to be an upper bound on Fisher information, it
seems sensible to choose the minimum among possible values of CΥ.
We now show that in the one-parameter case CL is the minimum among CΥ. To do
this, we need to show that there exists a choice of phase shift, such that (9) is satisfied.
5.1. One-parameter case
Given a family of states ρθ =
∑
i pi(θ)|wi(θ)〉〈wi(θ)|, a phase change of the
eigenvectors |w1(θ)〉, . . . , |wd(θ)〉 sends these vectors to |v1(θ)〉, . . . , |vd(θ)〉, where
|vj(θ)〉 = exp(iαj(θ))|wj(θ)〉 for some real-valued functions α1, . . . , αd. The density
matrix ρθ is unchanged.
Now
d
dθ
|vk(θ)〉 = i
dαk
dθ
exp(iαk(θ))|wk(θ)〉+ exp(iαk(θ))
d
dθ
|wk(θ)〉
and hence ∑
k
pk|〈v
′
k|vk〉|
2 =
∑
k
pk
∣∣∣− idαk
dθ
+ 〈w′k|wk〉
∣∣∣2.
There are an infinite number of choices of phase shift αk resulting in an infinite number of
different metrics CΥ(θ). Hence, for a given family of states, the SM quantum information
gives rise to an infinite number of different metrics. If we choose
αk(θ) = −i
∫ θ
θ0
〈w′k(φ)|wk(φ)〉dφ
then (9) is satisfied. Since 〈w′k|wk〉 is purely imaginary, αk is real. Thus for this choice
of phase shift, CL(θ) = CΥ(θ). From (8) we see that this choice of phase shift gives us
the minimum value of CΥ(θ) for the family of states ρ(θ).
Thus, in the one-parameter case CL is the minimum among CΥ. We are better to
use CL than CΥ, as the former is a more sensible metric.
5.2. Multi-parameter case
We now show that, in general, CL is not the minimum among CΥ in the multi-parameter
case. A phase change of the eigenvectors |w1(θ)〉, . . . , |wd(θ)〉 sends these vectors to
|v1(θ)〉, . . . , |vd(θ)〉, where |vj(θ)〉 = exp(iαj(θ))|wj(θ)〉 for some real-valued functions
α1, . . . , αd. In this case θ = (θ
1, . . . , θp).
For equality in (11) we require that (15) is satisfied. Now,
∂
∂θm
|vj(θ)〉 = i
∂αj
∂θm
exp(iαj(θ))|wj(θ)〉+ exp(iαj(θ))
∂
∂θm
|wk(θ)〉
and hence ∑
j
pj〈v
(m)
j |vj〉〈vj|v
(n)
j 〉 =
∑
j
pj
(
−i
∂αj
∂θm
+ 〈w
(m)
j |wj〉
)(
i
∂αj
∂θn
+ 〈wj|w
(n)
j 〉
)
.
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For this term to be zero, we require that
i
∂αj
∂θm
=
〈∂wj
∂θm
∣∣∣wj〉 ∈ iR ∀j,m.
This is solvable if and only if
∂2αj
∂θk∂θl
=
∂2αj
∂θl∂θk
∀j, k, l.
This is equivalent to
∂
∂θk
〈∂wj
∂θl
∣∣∣wj〉 = ∂
∂θl
〈∂wj
∂θk
∣∣∣wj〉 ∀j, k, l,
which is equivalent to〈 ∂2wj
∂θk∂θl
∣∣∣wj〉+ 〈∂wj
∂θl
∣∣∣∂wj
∂θk
〉
=
〈 ∂2wj
∂θl∂θk
∣∣∣wj〉+ 〈∂wj
∂θk
∣∣∣∂wj
∂θl
〉
∀j, k, l.
Since |wj〉 is continuously differentiable,〈 ∂2wj
∂θk∂θl
∣∣∣wj〉 = 〈 ∂2wj
∂θl∂θk
∣∣∣wj〉 ∀j, k, l,
and hence we require that〈∂wj
∂θl
∣∣∣∂wj
∂θk
〉
=
〈∂wj
∂θk
∣∣∣∂wj
∂θl
〉
∀j, k, l.
This is satisfied if and only if〈∂wj
∂θl
∣∣∣∂wj
∂θk
〉
∈ R ∀j, k, l. (19)
Hence, for multi-parameter families of states, CL is not generally the minimum among
CΥ.
Example 2
For the family of states given in Example 1,〈∂v1
∂θ
∣∣∣∂v1
∂φ
〉
=
i
2
sin(θ/2) cos(θ/2),〈∂v2
∂θ
∣∣∣∂v2
∂φ
〉
=
−i
2
sin(θ/2) cos(θ/2).
Since (19) is not satisfied, CL is not the minimum among CΥ, for this family of states.
6. A note on CL
Here, we show that CL can be rewritten in terms of the classical Fisher information and
the SLD quantum information. For families of states (5)
CL = CΥ − 4
∑
i
pi|〈w
′
i|wi〉|
2
=
∑
i
1
pi
(dpi
dθ
)2
+ 4
∑
i
(pi〈w
′
i|w
′
i〉 − pi|〈w
′
i|wi〉|
2),
=
∑
i
1
pi
(dpi
dθ
)2
+
∑
i
piHSLD(ρi(θ)),
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where HSLD(ρi(θ)) is the SLD quantum information for the pure state ρi(θ) =
|wi(θ)〉〈wi(θ)|. This interesting result states that the CL quantum information is equal
to the classical Fisher information of the probability distribution {p1(θ), . . . , pd(θ)} plus
a weighted sum of the SLD quantum informations of the pure states ρi(θ) of which the
state ρ(θ) is a convex mixture.
Similarly, for a multivariate family of states we can show that
CL(θ)kl =
∑
i
1
pi
( ∂pi
∂θk
)(∂pi
∂θl
)
+
∑
i
piHSLD(ρi(θ))kl,
where HSLD(ρi(θ))kl is the (k, l)th entry of the SLD quantum information for ρi(θ).
Conclusion
The SM quantum information CΥ is not a well-defined metric. We have defined a
new quantum information CL from CΥ which is a well-defined metric: invariant but
not monotone. We have given relationships between CL, CΥ and the SLD quantum
information HSLD.
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Appendix A
Here, we prove that
d
dt
pk(θ + tv) =
∑
l
pk(θ)
(l)vl +O(t), pk(θ)
(l) =
∂pk(θ)
∂θl
. (A.1)
Let us introduce the vector φ(t) = θ + tv, with components φl = θl + tvl. Using the
chain rule to differentiate pk(φ(t)), we get
d
dt
pk(φ(t)) =
∑
l
∂pk(φ)
∂φl
∂φl
∂t
. (A.2)
Now,
∂pk(φ)
∂φl
=
∂pk(φ)
∂φl
∣∣∣∣
t=0
+O(t) =
∂pk(θ)
∂θl
+O(t),
∂φl
∂t
= vl.
Substituting these back into (A.2) gives (A.1). In a similar way we get
d
dt
|wk(θ + tv)〉 =
∑
l
|wk(θ)
(l)〉vl +O(t).
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