In this paper, we first propose a finite mixture of exponential distribution model with parametric functions. By using the local constant fitting, the local maximum likelihood estimations of parametric functions are obtained, and their asymptotic biases and asymptotic variances are discussed. Moreover, we propose the EM algorithm to carry out the estimation procedure and give the ascent property of the EM algorithm.
Introduction
Mixture models are widely used in social science and econometrics. The work for mixture models have been well studied, for example, see Lindsay [1] . The finite mixture model, which has been applied in various fields, is a useful class of mixture models. A lot of efforts have been made to the finite mixture models, such as Frühuirth-Schnatter [2] , Rossi, Allenby and McCulloch [3] , Hurn, Justel and Robert [4] and Huang, Li and Wang [5] and so on.
In this paper, we propose a finite mixture of exponential distribution model with parametric functions. We allow that the parametric functions of our models are smooth. In order to estimating unknown parametric functions, we develop the estimation procedure by using the local constant fitting. The local maximum likelihood estimations of parametric functions are obtained via local weighted likelihood method. Local likelihood method(see Tibshirani and Hastie [6] ) extends the idea of kernel regression. Furthermore, the asymptotic biases and asymptotic variances of local estimations proposed are discussed. Moreover, we propose the EM algorithm to carry out the estimation procedure. For each estimation procedure of parametric functions, it is desirable to estimate the curves over a set of the grid points. We further show that the EM algorithm has the monotone ascent property in an asymptotic sense.
The rest of this paper is organized as follows. In Section 2, we introduce our model and propose the Local Maximum Likelihood Estimations of the parametric functions. The EM algorithm of the local estimations is proposed in Section 3. In Section 4 we give the property of our EM algorithm. 
Models and Local Maximum Likelihood Estimation
Note that p m (x) and λ m (x) are parametric functions. In this paper, we will employ the local constant fitting(see Fan and Gijbels [7] ) for model (2.1). That is, for a given point x, we use local constants p m and λ m to approximate p m (x) and λ m (x), respectively. So the local weighted log-likelihood function for data
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be a nonnegative weighted function and h is a properly selected bandwidth. Let (p,λ) be the maximizer of the local weighted log-likelihood function (2.3). Then, the local maximum likelihood estimations of p m (x) and λ m (x) arẽ
respectively. The asymptotic bias, asymptotic variance and asymptotic normality are studied as the following. Let θ = (p T , λ T ) T and denote
T , and denote
Then, The asymptotic bias and asymptotic variance ofθ * are
respectively. Under some regularity conditions,θ * has the asymptotic normal distribution. The proofs of above results are similar to that of Theorem 2 in Huang, Li and Wang [5] . In this paper, we mainly study the EM algorithm for the finite mixture of exponential distribution model (2.1).
The EM Algorithm
The mixture problem is formulated as an incomplete-data problem in the EM framework. The observed data (X i , Y i )s are viewed as being incomplete, and the unobserved Bernoulli random variables are introduced as following: 
The set of grid points at which the unknown functions are to be evaluated. We define a local weighted complete log-likelihood function as
Note that Z im s do not depend on the choice of x. We have λ m (·) in the lth cycle of the EM algorithm iteration. Then, in the E-step of (l + 1)th cycle, the expectation of the latent variable Z im is given by
In the M-step of the (l + 1)th cycle, we maximize
, (3.5) and the solution for maximization of equation (3.4) is
. Iteratively update the E-step and the M-step with l = 2, 3, · · · , until the algorithm converges.
It is well known that the bandwidth selection can be tuned to optimize the performance of the estimated parametric functions. At the end of this section, we select the bandwidth of the local estimations for the parametric functions. We select bandwidth h via the Cross-validation method, which is discussed in detail in Fan and Gijbels [8] .
Property of the EM Algorithm
In this section, we study the EM algorithm we proposed preserves the ascent property. We first give the following Assumptions.
(A1) The sample {(X i , Y i ), i = 1, 2, · · · , n} is independent and identically distribution from (X, Y ), and the support for X, denoted by χ, is a compact subset of R.
(A2) The marginal density function g(x) of X is twice continuously differentiable and positive for all x ∈ χ.
(A3) there exists a function M(y) with E[M(y)] < ∞, such that for all y, and all θ in a neighborhood of θ(x), we have (A5) The kernel function K(·) has a bounded support and satisfies that
) be the estimated functions in the lth cycle of the EM algorithm proposed. The local weighted log-likelihood function (2.3) is rewritten as
Then, we have the following theorem. Theorem 4.1 Assume that conditions (A1)-(A5) hold. For any given point x, suppose that θ (l) (·) has a continuous first derivative, and h → 0 and nh → ∞ as n → ∞. Then, we have lim inf
in probability.
Proof Assume that the unobserved data {ξ i , i = 1, 2, · · · , n} is a random sample from population ξ. Then, the complete data {(X i , Y i , ξ i ), i = 1, 2, · · · , n} can be viewed as a sample from (X, Y, ξ). Let h(y, m|θ(x)) be the joint distribution of (Y, ξ) given X = x, and g(x) be the marginal density of X. Conditioning on X = x, Y follows a distribution η(y|θ(x)). Then, the local weighted log-likelihood function (2.3) can be rewritten as
The conditional probability of ξ = m given y and θ is Thus, we have
