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Abstract: Controls of surface potential have been proposed to accelerate the time response of MOX 11 
gas sensors. These controls use temperature modulations and a feedback loop based on first‐order 12 
sigma‐delta modulators to keep constant the surface potential. Changes in the surrounding gases, 13 
therefore, must be compensated by average temperature produced by the control loop, which is the 14 
new output signal. The purpose of this paper is to present a second order sigma‐delta control of 15 
surface potential  for gas sensors. With this new control strategy  it  is possible  to obtain a second 16 
order zero of the quantization noise in the output signal. This provides a less noisy control of the 17 
surface potential, while at the same time some undesired effects of first order modulators, such as 18 
the presence of plateaus, are avoided. Experiments proving these performance improvements are 19 
presented using a gas sensor made of  tungsten oxide nanowires. Plateau avoidance and second 20 
order noise shaping is shown with ethanol measurements.   21 
Keywords: Sigma‐delta modulation; metal‐oxide sensors; gas sensors; electrochemical impedance. 22 
 23 
1. Introduction 24 
The interest in metal‐oxide (MOX) gas sensors has grown significantly during the recent years. 25 
Different materials,  such  as  SnO2, WO3  or  ZnO,  and  specific  fabrication  techniques  have  been 26 
developed to form the sensing layers of such sensors, often structured as nanoneedles, nanotubes, 27 
nanorods,  etc.  The  high  surface‐to‐volume  ratios  of  these  nanostructures  allow  high  levels  of 28 
interaction with the environment, thus providing high sensitivities. Good stability, reduced cost, low 29 
power  consumption  and  compatibility  with  semiconductor  fabrication  processes  are  other 30 
advantages of this type of sensors [1‐5]. All this makes them excellent candidates in applications such 31 
as detection of hazardous gases, pollution observation, or detection of gas leaks [6‐8].   32 
The mode of operation of MOX gas sensors usually consists on monitoring the conductivity of 33 
the  sensing  layer.  Being  this  layer  a  semiconductor,  its  conductance  strongly  depends  on  the 34 
temperature, but also on the chemical reactions involving the gas adsorption and ionization processes 35 
[9]. Moreover,  the conductivity of  the sensor  layer can be seen as  the  result of  two simultaneous 36 
competing mechanisms that have different time scales. The first mechanism is due to the temperature 37 
applied, which produces redistribution in the energies of the charge carriers and causes fast changes 38 
in the conductivity of the layer; the second mechanism consists in changes in the chemical reaction 39 
rates with  the gas  species, which generate slow  changes  in  the conductivity of  the  sensing  layer.   40 
MOX sensors are usually operated in open‐loop at constant‐high temperature, of 100°C and above, 41 
depending on the specific materials of the sensing layer. To reach and maintain constant operating 42 
temperature, heaters are usually embedded in the sensors. 43 
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However,  the  performance  of MOX‐based  gas  sensors  becomes  limited  by  their  slow  time 44 
response to changes in gas concentration and, in some cases, by unwanted long term drifts. As a first 45 
step to study these issues, dynamic models of the sensors have been proposed [10, 11], and it is widely 46 
accepted  that nonlinear models must be used  to describe  the evolution with  time of  the chemical 47 
reactions in the layer. As a consequence, complex digital‐processing tools, such as neural networks 48 
[12], probabilistic state estimation [13], reservoir computing [14] and support vector machines [15] 49 
are used to improve sensor performance. Temperature modulations have also been used in works 50 
reported in the literature with MOX gas sensors to reduce measurement uncertainty [16], to improve 51 
feature  extraction  [17‐20],  or  to  reduce  power  consumption  [21,  22]. Additionally,  single walled 52 
carbon nanotubes have been used  in conjunction with MOX modulated  in  temperature  to  reduce 53 
power consumption, [23].. 54 
A new approach  for smart operation of MOX gas sensors has been proposed recently by the 55 
authors  [1624]. There,  a  closed‐loop  technique,  inspired  in  first order  sigma‐delta modulation,  is 56 
applied to enforce a sliding mode control on the state variables of the sensor [1725]. In particular, the 57 
feedback loop produces the temperature modulations necessary to operate the sensor under constant 58 
surface potential.  In  this case,  the output of  the sensor  is  the average  temperature applied  to  the 59 
sensing  layer. This  strategy  allows  changing  the  time dynamics  of  the  system:  since  the  control 60 
variable (the surface potential) is constant, the excursion of one or several state variables is reduced 61 
and the time response of the system no longer depends on its own free (and slow) dynamics, but on 62 
the marginal dynamics obtained within the control surface. This way, fast time responses with a MOX 63 
gas sensor have been demonstrated [1624].   64 
However, some known issues of first‐order sigma‐delta modulators can limit the effectiveness 65 
of the technique proposed in [1624]. One is the presence of a Devil’s Staircase fractal, a typical effect 66 
when leaky integrators are used [1826]; a fractal plateau is in practice a ʺdead zoneʺ that cannot be 67 
observed  or  controlled,  thus  hindering  the possibility  of having  a  good  control  in  certain  cases. 68 
Another issue is poor quantization noise shaping, which can pose a problem for retrieving real‐time 69 
information about  the sensing  layer. According  to  this,  this paper  introduces a new second‐order 70 
sigma‐delta strategy to control the chemical resistance of MOX gas sensors. This method improves 71 
the one previously proposed, providing second order quantization noise shaping, smoother sensor 72 
responses, and allows avoiding the plateaus observed in the first‐order approach. The feasibility and 73 
the features of the new method are demonstrated experimentally through extensive comparisons of 74 
both control methods in gas sensing applications with tungsten oxide nanowires. 75 
 76 
2. Materials and Methods 77 
2.1. First and second order sigma‐delta loops for gas sensing 78 
As it has been mentioned in the Introduction, the typical operation of chemical gas sensors based 79 
in semiconductor metallic oxide (MOX) layers consists on keeping such sensing layers at constant 80 
temperature and monitor changes  in  its  resistivity. Under  this approach  the  time  response of  the 81 
sensor is completely determined by the dynamics of the surface adsorption and ionization reactions, 82 
which can be generally very slow.   83 
In order to improve the time response of the sensors, the control proposed in [1624] operates the 84 
sensor under a new condition: Constant Surface Potential Operation. This is done by implementing a 85 
sliding mode controller [1927] using the scheme of a first order sigma‐delta modulator [1725]. Sliding 86 
mode controllers confine the dynamics of the dynamical system to a predetermined control surface. 87 
By doing this, the dynamics of the whole system can be completely changed, under some conditions. 88 
This control can be performed using the sigma‐delta approach, in which the topology of these analog‐89 
to‐digital converters is used to obtain the desired sliding motion on the control surface. In our case, 90 
then the control surface is: constant Surface Potential.   91 
Now, the conductivity of the chemical sensing layer follows this general expression [1624]:   92 
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ܩ ൌ ܩ଴ሺܶሻ exp ቀെ ௤௏ೞ௞் ቁ,  (1)
where  ܩ଴ሺܶሻ  is a factor depending on temperature, T, q is the electron‐elementary charge,  ௦ܸ  is the 93 
surface potential and k is the Boltzmann constant. From this expression it is clear that in order to keep 94 
௦ܸ constant,  the  conductivity  of  the  sensing  layer must  be  kept  constant, measured  at  constant 95 
temperature.   96 
The control proposed in [1624] is shown in Figure 1(a). It achieved the constant SP operation by 97 
applying an adequate sequence of temperature waveforms to the sensor. These waveforms, called 98 
BIT0 and BIT1 can be seen in Figure 1(b). By periodically sampling the conductivity of the sensing 99 
layer,  at  the  end  of  each  sampling  period,  it  is  possible  to monitor  changes  in  Vs,  since  both 100 
waveforms  end with  the  same  temperature value Thigh. The  control  is designed  to  apply,  for  the 101 
following  sampling  period 	 ሾ݊ ௦ܶ, ሺ݊ ൅ 1ሻ ௦ܶሻሿ ,  a  BIT1 waveform  if 	 ܩሾ݊ ௦ܶሿ ൐ ܩ௧௔௥௚௘௧ ,  or  a  BIT0  if 102 
ܩሾ݊ ௦ܶሿ ൏ ܩ௧௔௥௚௘௧. This way, it is possible to change the average temperature in the sensor, while taking 103 
decisions based on the conductivity of the sensing layer, measured at the same temperature.   104 
 105 
(a)  (b) 
Figure 1.  (a) First‐order  sigma‐delta modulator  topology  to control  the  chemical  resistance of  the 106 
metal‐oxide sensing layer. At each sampling time TS, depending on whether the chemical resistance 107 
Rchem, measured at the reference temperature Thigh, is below (or above) the desired value Rth, a BIT1 (or 108 
BIT0) temperature waveform is applied to the sensor during the next sampling period; (b) Parameters 109 
of the BIT0 and BIT1 waveforms. 110 
This  control  replicates  the  usual  circuit  topology  of  a  1st  order  sigma‐delta modulator. The 111 
sensing layer can be seen as a reservoir of ionized surface states, which can be negatively or positively 112 
charged. In an oxidizing atmosphere, increasing (decreasing) the average temperature will increase 113 
(decrease)  the  adsorption  of  gas molecules  that, when  ionized, will  increase  (decrease)  the  total 114 
negative ionized surface states. In this case the average temperature generated by the control must 115 
be able to keep constant the interchange of ionized surface states with the surrounding atmosphere 116 
by applying a suitable sequence of temperature waveforms. Changes in the atmosphere are therefore 117 
compensated by changes in the average temperature generated by the control. 118 
As it has been mentioned before, this paper presents a second order sigma‐delta topology for 119 
surface potential control in MOX‐based gas sensors. By adding an integrator to the control loop it is 120 
possible  to  obtain  a  second  order  zero  in  the  quantization  noise  at  zero  frequency  [2028].  This 121 
integrator  is  implemented numerically,  see  Figure  2(a),  and good values  of  the  parameter  are 122 
empirically found. Besides of the improvement in the quantization noise, second order modulators 123 
do not present plateaus in the case of leaky integrators. On the other hand, they can become unstable 124 
under some conditions [2028].   125 
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Figure 2. Block diagram (top) and equivalent sampled circuit (bottom) of the 2nd order sigma‐delta 127 
topology designed to control the chemical resistance of the MOX sensing layer.   128 
 129 
Figure  2(b) presents  the qualitative  translation of  the  2nd order  control  loop  to  the  standard 130 
sigma‐delta idealized representation. Parameter  represents the continuous leak of ionized surface 131 
states,  ∆ܴ௡represents the differences at the sampling times  ݊ ௦ܶ, between the resistivity of the layer 132 
and the target value set,  ܴ௖௛௘௠ሺ݊ ௦ܶሻ െ ܴ௧௛, and  ݒ௡  are the values of the second numerical integrator. 133 
The functions of the first integrator are performed by the sensing layer itself, seen as a reservoir of 134 
ionized surface states. The purpose of the control circuit is therefore to cancel the value at the output 135 
of this second integrator by applying an adequate sequence of BIT0/BIT1 waveforms to the sensor. 136 
 137 
2.2. Description of the gas sensors 138 
2.2.1. Sensing layer synthesis 139 
The sensing  layers consist of pristine  tungsten oxide nanowires directly grown on  top of  the 140 
membranes  of  a  4‐element  micro‐machined  silicon  transducer  employing  an  Aerosol  Assisted 141 
Chemical Vapor Deposition (AACVD) process. Each membrane within the 4‐element chip contains 142 
POCl3‐doped polysilicon heaters (16 Ω/sq, 0.47 μm thickness, and TCR = 6.79 × 10−4/°C) and platinum 143 
electrodes (0.2 μm thickness, electrode gap = 100 μm). To electrically insulate the electrodes on top 144 
from the heater, 800‐nm‐thick silicon oxide layers were deposited by Low Pressure Chemical Vapor 145 
Deposition (LPCVD). In the AACVD growth of tungsten oxide nanowires, tungsten hexacarbonyl (50 146 
mg, Sigma‐Aldrich, ≥97%) dissolved in a mixture of acetone and methanol (15 mL of acetone and 5 147 
mL of methanol, Sigma‐Aldrich, ≥99.6%) was used. The solution was kept in a flask and placed in an 148 
ultrasonic humidifier.   149 
The  resulting aerosol was  transported  to  the  reactor by a 500 mL/min  flow of nitrogen. The 150 
substrates were placed inside the reactor and the whole system was heated up to 370 °C (see Figure 151 
3). A mask was placed on top of the substrate to protect the contact pads of the heater and electrodes, 152 
leaving exposed the electrode areas only. The reactor outlet was vented directly into the extraction 153 
system  of  a  fume  cupboard. The deposition  time  ranged  between  30  to  40 min,  until  all  of  the 154 
precursor  had  passed  through  the  reactor. At  the  end  of  the  growth,  the  flow  of  nitrogen was 155 
interrupted and  the  substrates were kept  in  the  reactor at 370  °C  for another  60 min. This helps 156 
removing precursor residues and further oxidizes nanowires. Films have a pale‐yellow color, which 157 
indicates  that a close  to stoichiometry  tungsten oxide  is obtained. Finally,  the sensors were wire‐158 
bonded to standard TO‐8 packages.   159 
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Figure 3. Artistic view  inside of  the hot wall reactor during  the AACVD process. A nitrogen flow 161 
carries the aerosol droplets of solvent containing the organic precursor.   162 
 163 
2.2.2. Material characterization 164 
The  morphology  and  crystalline  phase  of  the  gas  sensitive  films  were  analyzed  using  an 165 
Environmental  Scanning  Electron Microscope  (ESEM)  and  X‐Ray Diffraction  (XRD).  Figure  4(a) 166 
shows typical XRD results for the films grown. These results indicate that a slightly oxygen‐defective 167 
tungsten oxide is obtained, which corresponds to WO2.72 nanowires that have a P2/m belonging to 168 
the monoclinic system, in accordance to the JPCD card no. 73‐2177. Figure 4(b) shows ESEM results. 169 
The  lower magnification micrograph shows one membrane with  interdigitated electrodes and,  in 170 
light grey,  the  sensing  layer  composed of WO3 nanowires. The higher magnification micrograph 171 
shows a closer view of the nanowire film. 172 
 173 
(a) 
 
(b) 
Figure 4. (a) XRD results obtained for typical tungsten oxide nanowire films. Tungsten oxide is single 174 
crystalline  and belongs  to  the monoclinic phase;  (b) Low magnification micrograph  showing  the 175 
AACVD grown film on top of the electrode area of a sensor within the 4‐element transducer (left). 176 
Higher magnification micrograph showing the typical microstructure of the AACVD grown tungsten 177 
nanowire films (right).   178 
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 179 
2.3. Experimental setup   180 
The experiments designed for this work, aimed at comparing the effectiveness and performance 181 
of  the  first  and  second  order  control methods discussed  above,  include measurements with  the 182 
tungsten oxide nanowire sensors presented, both in controlled atmospheres of synthetic air and of 183 
synthetic air with small concentrations of ethanol.   184 
 185 
Figure 5. Description of the experimental setup. 186 
 187 
Accordingly, the measurement setup described in Figure 5 has been used. The sensor was placed 188 
inside a gas chamber. To set different target gas concentrations, a calibrated ethanol cylinder with air 189 
as balance gas was used. This was further diluted by employing a cylinder of dry air and a computer 190 
controlled mass flow meter system. The total flow into the chamber was kept constant at 100 mL/min 191 
throughout  the experiments. The dead volume within  the gas chamber was 4 mL. The periodical 192 
measurements of the chemical resistance of the sensing layer and the application of the BIT0 and BIT1 193 
temperature waveforms are implemented using a standard FPGA‐based National Instruments PXIe‐194 
1073 acquisition equipment controlled  from  the same computer. The experimental data was post‐195 
processed using standard MatLab software.   196 
In each experiment reported in this paper, a previous characterization of the sensor layer with 197 
the temperature was performed to choose the appropriate values of the BIT0 and BIT1 and of the 198 
control parameters: Thigh, Tlow, Rth, etc. Concretely, the same procedure as in [1624] was used, e.g. see 199 
details in Figure 6 and related text of this reference. 200 
 201 
3. Results and discussion 202 
In accordance with the theoretical expectations discussed above, the objective of this section is 203 
to demonstrate experimentally that, under certain conditions, the 1st order loop control may suffer 204 
from  ʺplateau‐relatedʺ  phenomena, which  in  practice  leads  to  transient  losses  of  control  of  the 205 
chemical resistance, and that using a 2nd order loop allows avoiding this problem. It is also intended 206 
to verify the improvement of the quantization noise shaping when higher‐order loops are used. All 207 
these effects are further investigated using an ethanol gas‐sensing application as reference.   208 
3.1. Experiment set 1 – Chemical resistance control with first and second order sigma‐delta loops 209 
The first set of experiments aimed to investigate the feasibility of both control loops to obtain a 210 
sequence of arbitrary values of chemical resistance. To this effect, in the experiment reported in Figure 211 
6(a) the sensor was placed in synthetic air and the 1st order control loop (see Figure 1) with a sampling 212 
time TS = 1s was used to set seven different values of Rth in 15 min intervals. It is seen in Figure 6(a) 213 
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that  the 1st order  control works mostly  fine, since  the  target chemical  resistances are  successfully 214 
achieved and  the bit  stream  average, or  the  temperature  average  applied  to  the  sensor,  tends  to 215 
stabilize after each Rth step. For example, at t=10 min Rchem must be increased and therefore the control 216 
loop applies more BIT1s (Thigh dominant), increasing the oxygen adsorption in the sensing layer, until 217 
Rchem=Rth  is  reached;  from  then on,  the bit  stream/temperature average  slowly  tends  to  the value 218 
necessary to keep Rchem constant. However, two “plateau events”, labeled as I and II in Figure 6(a), 219 
are also observed. During these events the average temperature injected to the sensor becomes locked 220 
to 240  °C  (which  corresponds  to  the  same  average number of BIT1s and BIT0s,  i.e. bn=0.5 or  the 221 
temperature value (Thigh + Tlow)/2) and, in practice, the system behaves as in open‐loop, thus losing 222 
control on the value of Rchem. 223 
 224 
(a) 
(b) 
Figure 6. Experimental results in which 1st and 2nd order controls are used to obtain a given sequence 225 
of target chemical resistances Rth. (a) Time evolution of the chemical resistance (left) and of the average 226 
temperature provided by the 1st order loop (right); Rth was set to 376, 385, 375, 381, 377, 382 and 380 227 
k in 15 min intervals; Thigh = 280 °C, Tlow = 200 °C,  = 25% and TS = 1 s; (b) Same results when 2nd 228 
order control was applied to set Rchem to 341, 348, 335, 346, 337, 344 and 339 k in 60 min intervals; 229 
Thigh = 280 °C, Tlow = 200 °C, = 2 k,  = 20% and TS = 2 s. In  left plots, the grey lines are the raw 230 
signals at  the  sampling  frequency, while  the green one  is  the moving  average obtained with  200 231 
samples. 232 
On the other hand, Figure 6(b) shows the result of an experiment similar to that of Figure 6(a), 233 
now using the 2nd order controller (see Figure 2) with TS = 2 s. The curves of Figure 6(b) demonstrate 234 
that the 2nd order loop allows successfully achieving all target values of Rchem and that plateau‐related 235 
events are no longer seen, even using a slower sampling rate. 236 
In the experiment reported in Figure 7, the sensor is again placed in synthetic air and both control 237 
loops are used to obtain the same sequence of target chemical resistances, with TS = 0.5 s. According 238 
to sigma‐delta theory, in 1st order loops with leaky integrators the presence of plateaus becomes less 239 
evident for increasing values of the sampling frequency 1/TS [1826]. Note that, although the sampling 240 
I II I 
II 
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frequency doubles that of Figure 6(a), plateau‐related events are still observed with 1st order control, 241 
see Figure 7(a). On the other hand, no plateaus are seen in the 2nd order case, see Figure 7(b).   242 
This means that even by doubling the sampling frequency of the experiment in Figure 6, first 243 
order controls may still produce plateaus (Figure 7). However, using the 2nd order control method 244 
allows avoiding these plateau‐related events, therefore improving the performance of the sensor as a 245 
system.   246 
 247 
(a) 
(b) 
Figure 7. Experimental results in which 1st and 2nd order controls are used to obtain the same sequence 248 
of target chemical resistances Rth = 370, 382, 372, 358, 368, 388, 372 and 352 k in 60 min intervals. In 249 
both cases, Thigh = 280 °C, Tlow = 200 °C,  = 20% and TS = 2 s; = 2 kin the 2nd order case; (a) Time 250 
evolution of the chemical resistance (left) and of the average temperature provided by the 1st order 251 
loop (right); (b) Same results when 2nd order control was applied. In left plots, the grey lines are the 252 
raw signals at the sampling frequency, while the green one is the moving average obtained with 50 253 
samples. 254 
 255 
The  last experiment reported  in this section aims to compare the behavior of the two control 256 
loops in terms of quantization noise in the output bit stream. As it has been said before, a first order 257 
sigma‐delta topology produces a zero of first order. This means a slope of approximately 20dB/dec 258 
in  the  quantization  noise  near  zero  frequency.  With  the  second  order  control,  a  slope  of 259 
approximately 40dB/dec should be obtained. To observe this effect, the sensor was placed again in 260 
synthetic air and each type of control with TS = 0.5 s was applied for 3 hours to set a target chemical 261 
resistance of 340 k. As shown in Figures 8(a) and 8(b), constant chemical resistance and constant 262 
average temperature are successfully achieved with both control methods.   263 
The spectral power density corresponding to 16k samples of stabilized bit stream was calculated 264 
in  each  case. Figure 8(c)  compares  the obtained  spectra.  It  is  seen  there how  the presence of  the 265 
additional integrator in the 2nd order controller produces noticeable differences. With the 2nd order 266 
control, the response at low frequencies becomes improved, and the quantization noise is rolled out 267 
of the band of interest with a slope of 40 dB/decade, being this figure 20 dB/decade in the 1st order 268 
I 
II 
I 
II 
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case. Let us note that these results strongly resemble those obtained in other works, where 1st and 2nd 269 
order sigma‐delta loops are applied to thermal modulators for flow sensing applications [2129] and 270 
to control dielectric charging in electrostatic MEMS [2230] and CMOS capacitors [2331].   271 
 272 
 273 
        (a)                                    (b)  (c) 
Figure 8. Experimental results in which 1st and 2nd order controls are applied to set Rchem to 340 kfor 274 
3h. In both cases, Thigh = 290 °C, Tlow = 200 °C,  = 25% and TS = 0.5 s; = 1.4 k in the 2nd order case. 275 
(a) Chemical resistance of the sensing layer (top) and averaged temperature provided by the 1st order 276 
loop (bottom); (b) Same results as provided by the 2nd order loop; (c) Power spectrum densities after 277 
16384 samples of the bit streams, obtained with standard P‐Welch MatLab estimation. In top (a) and 278 
(b) plots,  the grey  lines are  the  raw signals at  the sampling  frequency, while  the green one  is  the 279 
moving average obtained with 200 samples. 280 
 281 
3.2. Experiment set 2 – Gas sensing with first and second order sigma‐delta loops 282 
This  section  investigates  the  improvements  introduced  by  the  2nd  order  control  in  the 283 
performance of the sensor. To this effect, different ethanol concentrations have been applied, while a 284 
control  loop  is  being  used  to  set  the  condition  “constant  chemical  resistance  Rchem measured  at 285 
constant temperature Thigh” in the sensing layer. 286 
In  the  first  two  experiments,  the  sensor was  initially under  synthetic  air  for  20 min,  then  a 287 
concentration of 125 ppb of ethanol was applied  for another 20 min, and finally synthetic air was 288 
applied again for 20 min. Either a 1st or a 2nd order control loop was applied on each experiment, with 289 
the  same BIT parameters,  to  set  the  chemical  resistance  to  300 k. A  result  comparison of  these 290 
experiments is available in Figure 9. It is seen there that, with both controls, the ethanol step produces 291 
a positive step of the average temperature applied, which is the sensor output. This is consistent with 292 
the fact that ethanol  is a reducing gas, but its mixing with air makes the environment remain still 293 
oxidant and  therefore  it  is necessary  to  increase  the ratio of BIT1s  (Thigh dominant or  temperature 294 
increase)  to  keep  almost  constant  the  chemical  resistance. These  results  indicate  that  the  sensor 295 
response under both controls is rather similar and, in particular, that the 2nd order controller does not 296 
reduce its speed, a key feature of this kind of sensors. Additionally, due to the improved response 297 
against quantization noise provided by the integrator, a noticeably smoother control of the chemical 298 
resistance is achieved when using the 2nd order loop. 299 
 300 
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(a)   (b) 
Figure 9. Experimental results in which either a 1st or a 2nd order control loop is used to set Rchem to 301 
300 kwhile a step of ethanol concentration was applied to the sensor. Thigh = 290 °C, Tlow = 160 °C,  302 
= 25% and TS = 1 s in both cases; = 3 k in the 2nd order case. (a) Evolution with time of the ethanol 303 
concentration (top),  the average  temperature provided by  the control  loop (mid) and  the chemical 304 
resistance (bottom) when 1st order control was used; (b) Same results for 2nd order control. In bottom 305 
plots the grey lines are the raw signals at the sampling frequency, while the green one is the moving 306 
average obtained with 60 samples.   307 
 308 
The last two experiments reported consist on applying a sequence of small‐increasing steps of 309 
ethanol concentration to the sensor, while either a 1st or a 2nd order control loop is configured to set 310 
the chemical resistance of the sensing layer to 155 k. Each step increases the ethanol concentration 311 
in 25 ppb and lasts for 10 min. The same set of BIT0 and BIT1 parameters was used in both controls 312 
and the results are shown in Figure 10. The unwanted effect of a plateau is clearly seen in the case of 313 
the  1st  order  control,  Figure  10(a).  Specifically,  the  sensor  becomes  locked  to  a  constant  average 314 
temperature (again corresponding to (Thigh + Tlow)/2, bn=0.5), thus producing the same output value, 315 
for two different steps of gas concentration.   316 
This  insensitivity  to  changes  in gas  concentration does not  exist  in  the  case of  the  2nd order 317 
control, which provides an output behavior that clearly follows the increasing‐step shape of ethanol 318 
concentration applied, see Figure 10(b). We can conclude that the 2nd order controller ensures a 1‐to‐319 
1 relationship between gas excitation and sensor response. 320 
 321 
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(a)   (b) 
Figure 10. Experimental results in which either a 1st or a 2nd order control loop has been used to set 322 
Rchem to 155 kwhen a sequence of small steps of ethanol of 25 ppb concentration was applied to the 323 
sensor in 10 min intervals. Thigh = 290 °C, Tlow = 160 °C,  = 25% and TS = 1 s in both cases; = 3 k in 324 
the 2nd order case. (a) Evolution with time of the ethanol concentration (top), the averaged bit stream 325 
provided by the control loop (mid) and the chemical resistance (bottom) when 1st order control was 326 
used; (b) Same results when 2nd order control was used. In bottom plots the grey lines are the raw 327 
signals  at  the  sampling  frequency, while  the green one  is  the moving average obtained with 200 328 
samples.   329 
 330 
4. Conclusions 331 
A new second‐order delta sigma method to control the chemical resistance of MOX‐based gas 332 
sensors  has  been  introduced.  This method  improves  one  previously  proposed  by  the  authors, 333 
providing  second‐order  quantization  noise  shaping,  providing  smoother  responses  and  allow 334 
avoiding  the  unwanted  plateau‐related  phenomena  that  are  typical  of  first‐order  strategies. The 335 
feasibility and the features of the new method have been demonstrated experimentally. Future work 336 
will be oriented to optimizing controller parameters and architecture, improving electronic readout 337 
of the sensor, as well as optimizing the sensor physical structure..   338 
 339 
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