Problems involving moments of random variables arise naturally in many areas of mathematics, economics, and operations research. How d o w e obtain optimal bounds on the probability that a random variable belongs in a set, given some of its moments? How d o w e price nancial derivatives without assuming any model for the underlying price dynamics, given only moments of the price of the underlying asset? How d o w e o btain stronger relaxations for stochastic optimization problems exploiting the knowledge that the decision variables are moments of random variables? Can we generate near optimal solutions for a discrete optimization problem from a semide nite relaxation by interpreting an optimal solution of the relaxation as a covariance matrix? In this paper, we demonstrate that convex, and in particular semide nite, optimization methods lead to interesting and often unexpected answers to these questions.
Introduction
Problems involving moments of random variables arise naturally in many areas of mathematics, economics, and operations research. Let us give some examples that motivate the present paper.
Moment problems in probability theory
The problem of deriving bounds on the probability that a certain random variable belongs in a set, given information on some of the moments of this random variable, has a rich history, which i s v ery much connected with the development of probability theory in the twentieth century. The inequalities due to Markov, Chebyshev and Cherno are some of the classical and widely used results of modern probability theory. Natural questions arise, however:
(a) Are such bounds \best possible," i.e., do there exist distributions that match them? A concrete and simple question in the univariate case: Is the Chebyshev inequality \best possible"? (b) Can such bounds be generalized in multivariate settings? (c) Can we develop a general theory based on optimization methods to address moment problems in probability theory?
Moment problems in nance
A central question in nancial economics is to nd the price of a derivative security given information on the underlying asset. This is exactly the area of the 1997 Nobel prize in economics to Robert Merton and Myron Scholes. Under the assumption that the price of the underlying asset follows a geometric Brownian motion and using the no-arbitrage assumption, the Black-Scholes formula provides an explicit and insightful answer to this question. Natural questions arise, however. Making no assumptions on the underlying price dynamics, but only using the no-arbitrage assumption: : : x N ), x j is the mean number of jobs of class j, y = ( y 1 : : : y N ), and y j is the second moment of the number of jobs of class j, and c, d are N-vectors of nonnegative constants. The design of optimal policies is EXPTIME-hard (Papadimitiou and Tsitsiklis 26]), i.e., it provably requires exponential time, as P 6 = EXPTIME. A natural question that arises:
Can we nd strong lower bounds e ciently, exploiting the fact that the performance v e ctors represent moments of random variables?
Moment problems in discrete optimization
The development of semide nite relaxations in recent y ears represents an important advance in discrete optimization. In several problems, semide nite relaxations are provably closer to the discrete optimization solution value (Goemans and Williamson 13] for the maxcut problem for example) than linear ones. The proof of closeness of the semide nite relaxation to the discrete optimization solution value involves a randomized argument that exploits the geometry of the semide nite relaxation. A key question arises: Is there a general method o f g e n e r ating near optimal integer solutions starting from an optimal solution of the semide nite relaxation?
We will see that the interpretation of the solution of the semide nite relaxation as a covariance matrix for a collection of random variables leads to such a method and connects moment problems and discrete optimization.
The central message in this survey paper is to demonstrate that convex and, in particular, semide nite, optimization methods give i n teresting and often unexpected answers to moment problems arising in probability, economics, and operations research. We also report new computational results in the area of stochastic optimization that show the e ectiveness of semide nite relaxations.
The key connection
The key connection between moment problems and semide nite optimization is centered in the notion of a feasible moment sequence. L e t k = ( k 1 : : : k n ) b e a v ector of nonnegative integers.
De nition 1 A s e quence : ( k ) k 1 + +kn k is a feasible (n k )-moment vector (or sequence), if there is a multivariate random variable X = ( X 1 : : : X n ) with domain R n , whose moments are given by , t h a t i s k = E X k 1 1 X kn n ] 8 k 1 + + k n k . W e s a y that any such multivariate random variable X has a -feasible distribution and denote this as X .
We denote by M = M(n k ) the set of feasible (n k )-moment v ectors.
The univariate case Proof:
We will only show the necessity o f p a r t ( b ) . I f ( M 1 M 2 : : : M 2n ) is a feasible (1 2n R)-moment sequence, then there exists a probability measure f(x) s u c h that There are known necessary conditions for a sequence to be a feasible (n k R n )-moment vector for k 3, that also involve the semide niteness of a matrix derived from the vector , but these conditions are not known to be su cient. In general, the complexity of deciding whether a sequence is a feasible (n k R n )-moment v ector has not been resolved.
Structure of the paper
The structure of the paper is as follows. In Section 2, we outline the application of semidenite programming to stochastic optimization problems. In Section 3, we derive explicit and often surprising optimal bounds in probability theory using convex and semide nite programming methods. In Section 4, we apply convex and semide nite programming methods to problems in nance. In Section 5, we illustrate a connection between moment problems and semide nite relaxations in discrete optimization. Section 6 contains some concluding remarks.
Semide nite Relaxations for Stochastic Optimization Problems
The development of semide nite relaxations represents an important advance in discrete optimization. In this section, we review a theory for deriving semide nite relaxations for classical stochastic optimization problems. The idea of deriving semide nite relaxations for this class of problems is due to Bertsimas 3] . Our development in this paper follows Bertsimas and Niño-Mora 5], 6] the interested reader is referred to these papers for further details. We demonstrate the central ideas for the problem of optimizing a multiclass queueing network that represents a stochastic and dynamic generalization of a job shop.
Model description
We consider a network of queues composed of K single-server stations and populated by N job classes. The set of job classes N = f1 : : : N g is partitioned into subsets C 1 : : : C K , s o that station m 2 K = f1 : : : K g only serves classes in its constituency C m . W e refer to jobs of class i as i-jobs, and we let s(i) be the station that serves i-jobs.
The network is open, so that jobs arrive from outside, follow a Markovian route through the network (i-jobs wait for service at the i-queue) and eventually exit. External arrivals of i-jobs follow a P oisson process with rate i (if class i does not have external arrivals i = 0). The service times of i-jobs are independent a n d i d e n tically distributed, having an exponential distribution with mean i = 1 = i . Upon completion of service at station s(i), an i-job becomes a j-job (and hence is routed to the j-queue), with probability p ij , o r l e a ves the system, with probability p i0 = 1 ; P j2N p ij . W e assume that the routing matrix P = ( p ij ) i j2N is such that a single job moving through the network eventually exits, i.e., the matrix I ; P is invertible. We further assume that all service times and arrival processes are mutually independent.
The network is controlled by a scheduling policy, which speci es dynamically how each server is allocated to waiting jobs. Scheduling policies can be either dynamic or static. I n a dynamic policy, s c heduling decisions may depend on the current or past states of all queues in a static policy, the scheduling decisions of each s e r v er are independent of the queue lengths of the job classes. A scheduling policy is stable if the queue-length vector process has an equilibrium distribution with nite mean. We a l l o w policies to be preemptive, i.e., a job's service may b e i n terrupted and resumed later. Finally, a s c heduling policy is nonidling if a server cannot idle whenever there is a job waiting for service at that station.
Next, we de ne other model parameters of interest. The e ective arrival rate of j-jobs, denoted by j , is the total rate at which both external and internal jobs arrive to the j-queue. The j 's are computed by solving the system j = j + X i2N p ij i for j 2 N .
The tra c intensity of j-jobs, denoted by j = j j , is the time-stationary probability that a j-job is in service. The total tra c intensity at station m is (C m ) = P j2Cm j , and is the time-stationary probability that server m is busy. W e note that the condition (C m ) < 1 for m 2 K is necessary but not su cient for guaranteeing the stability o f a n y nonidling policy. We assume that the system operates in a steady-state regime (under a stable policy), and introduce the following variables: L i (t) = n umber of i-jobs in system at time t. B i (t) = 1 i f a n i-job is in service at time t 0 otherwise. 
The performance optimization problem
The performance m e asures we are interested in are x = ( x j ) j2N , and y = ( y j ) j2N , where
i.e., the vectors whose components are the time-stationary mean and second moment o f t h e number of jobs from each class in the system.
Given a performance c ost function c 0 x + d 0 y, w e i n vestigate the following performance optimization problem: compute a lower bound Z c 0 x + d 0 y that is valid under a given class of admissible policies, and design a policy which nearly minimizes the cost c 0 x + d 0 y.
For our purposes, any preemptive, nonidling policy is admissible. In this paper, we restrict our attention to the question of computing strong lower bounds. As we m e n tioned in the Introduction, the design of optimal policies is EXPTIME-hard (Papadimitiou and Tsitsiklis 26]), i.e., it is provably requires exponential time, as P 6 = E X PTI M E . In recent years, progress has been made in designing near-optimal scheduling policies based on the idea of uid control, in which discrete jobs are replaced by the ow of a uid we refer the interested reader to the papers by Avram Notice that this approach is fairly standard in the mathematical programming literature and has a clear geometric interpretation: It corresponds to constructing a relaxation of the performance region of the natural variables, (x y), by ( a ) lifting this region into a higher dimensional space, by means of auxiliary variables, (b) bounding the lifted region through constraints on the auxiliary variables, and (c) projecting back i n to the original space. Lift and project techniques have p r o ven powerful tools for constructing tight relaxations for hard discrete optimization problems (see, e.g., Lov asz and Schrijver 23]). We h a ve summarized the performance measures considered in this paper (including auxiliary ones) in Table 1 .
The rest of this section is organized as follows. In Section 2.3, we include linear constraints that relate the natural performance measures in terms of auxiliary performance variables. Using the fact that our performance measures are expectations of random variables, we describe a set of positive semide nite constraints in Section 2.4. In Section 2.5, we i n troduce a linear and a semide nite relaxation using the constraints of the previous sections. We further present computational results that illustrate that the semide nite relaxation is substantially stronger than the linear programming relaxation. 
Performance variables
Interpretation x j x = ( x j ) j2N E L j ] x i j X = ( x i j ) i j2N x i = ( x i j ) j2N E L j j B i = 1 ] x 0m j X 0 = ( x 0m j ) m2K j2N x 0m = ( x 0m j ) j2N E L j j B m = 0 ] r ij R = ( r ij ) i j2N E B i B j ] r k ij R k = ( r k ij ) i j2N E B i B j j B k = 1 ] r 0m ij R 0m = ( r 0m ij ) i j2N E B i B j j B m = 0 ] y ij Y = ( y ij ) i j2N E L i L j ] y k ij Y k = ( y k ij ) i j2N E L i L j j B k = 1 ] y 0m ij Y 0m = ( y 0m ij ) i j2N E L i L j j B m = 0 ]
Linear constraints
In this section, we present s e v eral sets of linear constraints that express natural performance measures in terms of auxiliary ones. The rst set of constraints describes constraints that follow from elementary arguments. 
Proof
The constraints in (a) follow b y a simple conditioning argument, by noticing that at each time instant, a server is either serving some job class in its constituency or idling. The constraints in (b), (c) follow from elementary arguments.
Flow conservation constraints
We next present a set of linear constraints on performance measures using the classical ow conservation law of queueing theory, L ; = L + . W e rst provide a brief discussion of ow conservation in stochastic systems, and then show h o w to use these ideas to derive linear relations between time-stationary moments of queue lengths. The classical ow conservation law of queueing systems states that, under mild restrictions, the stationary state probabilities of the numb e r i n s y s t e m a t a r r i v al epochs and that at departure epochs are equal. The key assumption is that jobs arrive to the system and depart from the system one at a time, so that the queue size can change only by unit steps.
Consider a multiclass queueing network operating in a steady state regime, with the number in system process fL(t)g. W e assume that the process fL(t)g has right-continuous sample paths, and we use L(t ; ) to denote the left limit of the process at time t. The corresponding right limit L(t + ) = L(t) because of right-continuity of sample paths. Let A = f a k g and D = f d k g be the sequences of arrival and departure epochs of jobs respectively. Let L( a; k ) be the number of jobs in the system seen by t h e k th arriving job just before its arrival similarly, l e t L( d k ) b e t h e n umber of jobs in the system seen by t h e k th departing job just after its departure. We de ne In what follows, we apply the law L ; = L + to a family of queues obtained by aggregating job classes, as explained next. Let S N .
De nition 2 (S-queue) The S-queue is the queueing system obtained b y a g g r egating job classes in S. The number in system at time t in the S-queue is denoted b y L S (t) = The next theorem formulates the law L ; = L + as it applies to the S-queue.
Theorem 5 (The law L ; = L + in MQNETs) Under any dynamic stable policy, and for any subset of job classes S N and nonnegative integer l:
Proof By applying Theorem 4 to the S-queue, we h a ve that
An arrival epoch t o t h e S-queue is either an arrival from the outside world (external arrival) that happens with rate (S), or an internal movement from a class i in S c to a class in S (internal arrival) that happens only if B i = 1 , f o r i 2 S c with rate
The total arrival rate to S-queue is Taking expectations in identity ( 1 8 ) w e obtain:
Corollary 1 Under any stable policy, and for any subset of job classes S N and positive
Note (22) i j 2 N :
The ow conservation constraints were rst derived for multi-station MQNETs by Bertsimas, Paschalidis and Tsitsiklis 7] , and by Kumar and Kumar 21] , using a potential function approach. The derivation we presented is from Bertsimas and Niño-Mora 6].
Positive semide nite constraints
We present in this section, a set of positive semide nite constraints that strengthen the formulations obtained through equilibrium relations. Recall that the performance measures x y are moments of random variables. Applying Theorem 2 to the performance variables introduced in Table 1 The semide nite relaxation Z SD is obtained by adding the constraints (23), (24), (25) (26), (27) , (28) .
A m ulticlass network We consider the network of Figure 1 . In this network external arrivals come into either class 1 or class 3, and so 2 = 4 = 0. In our computations we x the service times as shown in the gure, and vary only the arrival rates. We m a i n tain the symmetry between classes, and so we s e t 1 = 3 = , w h e r e varies from 0.1 to 1.18. We select c i = 1 and d i = 0, i.e., we are interested in minimizing the expected number of jobs in the system in steady-state.
We present below the optimal values Z LP and Z SD . The SDP relaxation has 283 variables (including slack v ariables) and 259 constraints. We s o l v e the semide nite relaxation using the package SDPA d e v eloped by F ujisawa, Kojima and Nakata 12]. In certain cases SDPA was unable to solve the relaxation to the desired accuracy, but returned primal and dual feasible solutions in such cases we report the cost of the best primal and dual feasible solutions obtained by SDPA. This has nothing to do with the size of the SDP relaxation, but perhaps something to do with the particular values of the constraint matrices. In Table 2 , we report the values Z LP , a primal feasible value for Z SD , a dual feasible value for Z SD , the simulation value E Z LBFS;B ], and the value of the threshold B that gives the optimal performance. The computational results suggest the following:
(a) The semide nite relaxation substantially improves the linear programming relaxation.
In our experiments the improvement is in the range of 55%{60%. The improvement is more substantial as the tra c intensity increases.
(b) The value of the semide nite relaxation is close to the expected value of the policy LBFS;B. This shows that not only the semide nite relaxation produces near optimal bounds, but the particular policy we constructed is a near optimal.
A m ulticlass single queue
We consider a single station network with four classes. Our objective here is to minimize P 4 i=1 x i + y ii . For the case that we do not include terms involving y ii in the objective function, the LP relaxation is exact (see Bertsimas and Niño-Mora 4]).
We assume that the arrival rate for each class is the same, and that the mean service times for the job classes are 0.05, 0.1, 0.2, and 0.4 respectively. The results of the LP and SDP relaxations are tabulated in Table 3 . In this experiment the SDP relaxation has 234 variables and 220 constraints. All of these instances were solved in less than two minutes by SDPA o n a P entium II workstation.
For comparison purposes we h a ve simulated the following dynamic priority policy P: At e v ery service completion time t, w e give p r i o r i t y to the class that has the highest index i L i (t). The policy was derived from uid optimal control (see Avram et.
al. 2]).
We observe again that the semide nite relaxation provides a sustantial improvement over the value of the LP relaxation often by an order of magnitude.
Both computational experiments demonstrate that, unlike the LP relaxation, the semidefinite relaxation provides practically useful suboptimality guarantees that can be used to assess the closeness to optimality of heuristic policies. We believe that the combination of uid optimal control methods to generate near optimal policies for large scale problems (see Luo and Bertsimas 24] ), and semide nite relaxation to provide near optimal bounds is perhaps the most promising methodology to address the multiclass queueing network optimization problem. 
Optimal Bounds in Probability
In this section, we review the work of Bertsimas and Popescu 9]. Suppose that is a feasible moment sequence and X has a -feasible distribution. We n o w de ne the central problem we address in this section:
The (n k )-bound problem Given a sequence of up to kth order moments
o f a m ultivariate random variable X = ( X 1 X 2 : : : X n ) o n R n , nd the \best possible" or \tight" upper and lower bounds on P(X 2 S) for arbitrary events S .
The term \best possible" or \tight" upper (and by analogy lower) bound above is de ned as follows.
De nition 3 We say that is a tight upper bound on P(X 2 S), and we will denote it by sup X P(X 2 S) if : (a) it is an upper bound, i.e., P(X 2 S) for all random variables X (b) it cannot be i m p r oved, i.e., for any > 0 there i s a r andom variable X for which P(X 2 S) > ; :
The well known inequalities due to Markov, Chebyshev and Cherno , which are widely used if we k n o w the rst moment, the rst two m o m e n ts, and all moments (i.e., the generating function) of a random variable, respectively, are feasible but not necessarily optimal solutions to the (1 k )-bound problem, i.e., they are not necessarily tight bounds.
In the univariate case, the idea that optimization methods and duality theory can be used to address these type of questions is due to Isii 17] . Thirty y ears later, Smith 29] has generalized this work to the multivariate case, and proposed interesting applications in decision analysis, dynamic programming, statistics and nance. He also introduces a computational procedure for the (n k R n )-bound problem, although he does not refer to it in this way. Unfortunately, the procedure is far from an actual algorithm, as there is no proof of convergence, and no investigation (theoretical or experimental) of its e ciency.
Bertsimas and Popescu 9], whose work we survey in this paper, have proposed convex optimization algorithms to address the (n k )-bound problem.
We examine the existence of an algorithm that on input hn k i computes a value 2 ; + ] where = sup X P(X 2 S), and runs in time polynomial in n k log max and log 1 , w h e r e max = m a x ( k ). We assume the availability of an oracle to test membership in S and we allow our algorithm to make oracle queries of the type \is x in S ?".
Primal and dual formulations
The (n k )-upper bound problem can be formulated as the following optimization problem We refer to such a polynomial as a k-degree, n-variate polynomial. The dual objective translates to nding the smallest value of:
where the expected value is taken over any -feasible distribution. In this framework, the Dual Problem (D) corresponding to Problem (P) can be written as: 
Proof
Let f(z) be a primal optimal solution and let g(z) b e a n y dual feasible solution. Then:
Theorem 7 indicates that by solving the Dual Problem (D) w e obtain an upper bound on the primal objective and hence on the probability w e are trying to bound. Under some mild restrictions on the moment v ector the dual bound turns out to be tight. This strong duality result follows from a more general theorem rst proved in one dimension by Isii 17] , and in arbitrary dimensions by Smith 29] It can also be shown that if the dual is unbounded, then the primal is infeasible, i.e., the multidimensional moment problem is infeasible. Moreover, if is a boundary point o f M, then it can be shown that the -feasible distributions are concentrated on a subset 0 of , and strong duality holds provided we relax the dual to 0 (see Smith 29] , p. 824). In the univariate case, Isii 17] 
Explicit bounds for the (n 1 ), (n 2 R n )-bound problems
In this section, we present t i g h t bounds as solutions to n convex optimization problems for the (n 1 R n + )-bound problems, and as a solution to a single convex optimization problem for the (n 2 R n )-bound problem for the case when the event S is a convex set. The proof of the theorem uses duality for convex optimization problems. The (n 2 R n )-bound problem for convex sets
We rst rewrite the (n 2 R n )-bound problem in a more convenient form. Rather than assuming that E X] a n d E XX 0 ] are known, we assume equivalently that the vector M = E X] and the covariance matrix ; = E (X ;M)(X; M) 0 ] are known. Given a set S R n , we nd tight upper bounds, denoted by sup X (M ;) P(X 2 S), on the probability P(X 2 S) for all multivariate random variables X de ned on R n with mean M = E X] and covariance matrix ; = E (X ; M)(X ; M) 0 ].
First, notice that a necessary and su cient condition for the existence of such a random variable X is that the covariance matrix ; is symmetric and positive semide nite. Indeed, given X, for an arbitrary vector a we h a ve: 0 E (a 0 (X ; M)) 2 ] = a 0 E (X ; M)(X ; M) 0 ]a = a 0 ;a so ; must be positive semide nite. Conversely, given a symmetric semide nite matrix ; and a mean vector M, w e can de ne a multivariate normal distribution with mean M and covariance ;. Moreover, notice that ; is positive de nite if and only if the components of X ; M are linearly independent. Indeed, the only way t h a t 0 = a 0 ;a = E (a 0 (X ; M)) 2 ] for a nonzero vector a is that a 0 (X ; M) = 0 .
We assume that ; has full rank and is positive de nite. This does not reduce the generality of the problem, it just eliminates redundant constraints, and thereby insures that Theorem 8 holds. Indeed, the tightness of the bound is guaranteed by Theorem 8 whenever the moment v ector is interior to M. If the moment v ector is on the boundary, i t means that the covariance matrix of X is not of full rank, implying that the components of X are linearly dependent. By eliminating the dependent components, we reduce without loss of generality the problem to one of smaller dimension for which strong duality holds.
Hence, the primal and the dual problems (P) and (D) satisfy Z P = Z D .
Theorem 10 (a) The tight (n 2 R n )-upper bound for an arbitrary convex event S is given is NP-hard as well. Finally, because of Theorem 2, solving the (n 2 R n + ), (n k R n )-bound problems with k 3 is NP-hard.
The complexity o f t h e (n 2 R n + )-bound problem
The separation problem can be formulated as follows in this case:
Problem 2SEP: Given a multivariate polynomial g(x) = x 0 Hx+c 0 x+d, and a set S R n The complexity o f t h e (n k R n )-bound problem for k 3
For k 3, the separation problem can be formulated as follows:
Problem 3SEP: Given a multivariate polynomial g(x) of degree k 3, and a set S R n , does there exist x 2 S such that g(x) < 0 ?
Bertsimas and Popescu 9] show that problem 3SEP is NP-hard by performing a reduction from 3SAT.
Moment Problems in Finance
The idea of investigating the relation of option and stock prices just based on the noarbitrage assumption, but without assuming any model for the underlying price dynamics has a long history in the nancial economics literature. Cox and Ross 11] and Harrison and Kreps 16] show that the no-arbitrage assumption is equivalent with the existence of a probability distribution (the so-called martingale measure) such that that option prices become martingales under . In this section, we survey some recent w ork of Bertsimas and Popescu 8] that sheds new light to the relation of option and stock prices, and shows that the natural way to address this relation, without making distributional assumptions for the underlying price dynamics, but only using the no-arbitrage assumption, is the use of convex optimization methods.
In order to motivate the overall approach w e f o r m ulate the problem of deriving optimal bounds on the price of a European call option given the mean and variance of the underlying stock price solved by L o 2 2 ]. A call option on a certain stock with maturity T and strike k gives the owner of the option the right to buy the underlying stock a t t i m e T at price k. I f X is the price of the stock at time T, then the payo of such an option is zero if X < k (the owner will not exercise the option), and X ; k if X k, i.e., it is max(0 X ; k). Following Conversely, the problem of nding sharp upper and lower bounds on the moments of the stock price using known option prices, can be formulated as follows: where X = ( X 1 : : : X m ) i s a m ultivariate random variable, and : R m ! R is a realvalued objective function, f i : R m ! R i= 1 : : : n are also real-valued, so-called moment functions whose expectations q i 2 R, referred to as moments, are known and nite. We assume that f 0 (x) = 1 and q 0 = E f 0 (X)] = 1 corresponding to the implied probabilitymass constraint.
Note that the problem of nding optimal bounds on P(X 2 S) of the previous section given moments of X can be formulated as a special case of Problem (35) with (x) = S (x).
E cient algorithms
In this section, we propose a polynomial time algorithm for Problem (35) . We analyze the upper bound problem, since we can solve the lower bound problem by c hanging the sign of the objective function :
(P) Z P = sup E (X)] subject to E f i (X)] = q i i = 0 1 : : : n : (36) We de ne the vector of moment functions f = ( f 0 f 1 : : : f n ) and the corresponding vector of moments q = ( q 0 q 1 : : : q n ). Without loss of generality, w e assume that the moment functions are linearly independent o n R m , meaning that there is no nonzero vector y so that y 0 f(x) = 0 for all x 2 R m :
The dual problem can be written as (D) Z D = inf E y 0 f(X)] = inf y 0 q subject to y 0 f(x) (x) 8x 2 R m : Smith 29] shows that if the vector of moments q is interior to the feasible moment set M = fE f(X)] j X arbitrary multivariate distributiong, then strong duality holds: Remarks: (a) Theorem 11 covers the case, in which w e w ould like to nd optimal bounds for an option, given prices for other options and the rst two m o m e n ts of the underlying stock price. In these cases the functions f(x) a n d (x) are quadratic or piecewise linear. We will see in the next section that we can derive an explicit answer in the univariate case. (c) The semide nite property plays an important role in the proof of Theorem 11. Not only we c heck whether the matrixÂ is semide nite as a rst step of both Algorithms A and B, but we also solve c o n vex quadratic optimization problems over polyhedral spaces (assuming that the sets D k are polyhedral, which i s t ypically the case in applications), which can be formulated as semide nite programming problems.
Bounds on option prices given moment information
In this section, we derive an explicit upper bound for the case of a single stock, and a European call option with strike k, (x) = m a x (0 x ; k). The solution is due to Lo 22] . Proof:
The dual in this case can be formulated by associating dual variables y 0 y 1 y 2 with the probability-mass, mean and respectively, v ariance constraints. We obtain the following dual formulation:
Z D = minimize y ( 2 + 2 ) y 2 + y 1 + y 0 subject to g(x) = y 2 x 2 + y 1 x + y 0 max(0 x ; k) 8x 0 :
A dual feasible function g( ) i s a n y quadratic function that, on the positive orthant, is nonnegative and lies above the line (x;k). In an optimal solution, such a quadratic should be tangent to the line (x ; k), so we can write g(x) ; (x ; k) = a(x ; b) 2 for some a 0. The nonnegativity constraint o n g( ) can be expressed as a(x ; b) 2 + x ; k 0 8x 0: Let x 0 = b ; 1 2a be the point of minimum of this quadratic. Depending whether x 0 is nonnegative or not, either the inequality a t x = x 0 or at x = 0 is binding in an optimal solution. We h a ve t wo cases: 
Moment Problems in Discrete Optimization
In this section, we explore the connection of moment problems and discrete optimization.
We consider the maximum s ; t cut problem. Goemans and Williamson 13] s h o wed that a natural semide nite relaxation is within 0.878 of the value of the maximum s ; t cut.
Bertsimas and Ye 1 0 ] p r o vide an alternative i n terpretation of their method that makes the connection of moment problems and discrete optimization explicit. We review this development in this section.
Given an undirected graph on n nodes, and weights c ij on the edges we w ould like t o nd an s ; t cut of maximum weight. We f o r m ulate the problem as follows: 2. We create a vectorx with components equal to 1 or -1:
i.e.,x j = 1 i f x j > 0, andx j = ;1 i f x j 0.
Notice that instead of using a multivariate normal distribution for x we can use any distribution that has covariance Cov(x) = Y. What is interesting is that we s h o w the degree of closeness of Z SD and Z IP by considering results regarding the normal distributed that were known in 1900. = P(x i = 1 x j = 1 ) + P(x i = ;1 x j = ;1) ; P(x i = 1 x j = ;1) ; P(x i = ;1 x j = 1 ) = P(x i 0 x j 0) + P(x i < 0 x j < 0) ; P(x i 0 x j < 0) ; P(x i < 0 x j 0):
The tail probabilities of a multivariate normal distribution is a problem that has been studied in the last 100 years. Sheppard 28] shows (see Johnson For the max cut problem, the bound 0.878 is not known to be tight. Generating a random vector using a distribution other than the normal, might lead to a sharper bound.
Concluding Remarks
We w ould like t o l e a ve the reader with the following closing thoughts:
(a) Convex optimization has a central role to play i n m o m e n t problems arising in probability and nance. Optimization not only o ers a natural way to formulate and study such problems, it leads to unexpected improvements of classical results.
(b) Semide nite optimization represents a promising direction for further research in the area of stochastic optimization. The two major areas in which semide nite programming has had a very positive impact are discrete optimization and control theory. Paralleling the development in discrete optimization, we b e l i e v e that semide nite programming can play an important role in stochastic optimization by increasing our ability to nd better lower bounds.
