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We consider an external feedback control loop implementing the action of a Maxwell demon.
Applying control actions that are conditioned on measurement outcomes, the demon may transport
electrons against a bias voltage and thereby effectively converts information into electric power.
While the underlying model – a feedback-controlled quantum dot that is coupled to two electronic
leads – is well explored in the limit of small tunnel couplings, we can address the strong-coupling
regime with a fermionic reaction-coordinate mapping. This exact mapping transforms the setup into
a serial triple quantum dot coupled to two leads. We find that a continuous projective measurement
of the central dot occupation would lead to a complete suppression of electronic transport due to
the quantum Zeno effect. In contrast, by using a microscopic detector model we can implement a
weak measurement, which allows for closure of the control loop without transport blockade. Then,
in the weak-coupling regime, the energy flows associated with the feedback loop are negligible, and
dominantly the information gained in the measurement induces a bound for the generated electric
power. In the strong coupling limit, the protocol may require more energy for operating the control
loop than electric power produced, such that the whole device is no longer information-dominated
and can thus not be interpreted as a Maxwell demon.
I. INTRODUCTION
In the famous thought experiment, Maxwell’s demon
is an intelligent being that measures the direction and
speed of particles in a box with two compartments. By
suitably opening or closing a shutter between the com-
partments, the demon can sort the initially thermally
distributed particles into cold and hot fractions. This
thermal gradient can be used to extract work. Effec-
tively, the feedback loop implemented by the demon
leads to a local reduction of entropy, ideally without
any energetic cost, only using the information from the
measurement. The possibility of converting information
into work has inspired generations of researchers to in-
vestigate the role of information in thermodynamics1.
With nowadays rapid improvement of competing ex-
perimental approaches, it has become possible to im-
plement different versions of a Maxwell demon in real-
world scenarios. These approaches include electronic2,3,
qubit-qubit4, qubit-cavity5, and photonic6 implemen-
tations. And beyond Maxwell’s demon, which is con-
cerned with the control of average currents, for elec-
tronic transport setups feedback schemes proposing the
control of even higher moments7 have been experimen-
tally implemented8. With such advanced experimental
abilities, huge interest exists in exploring quantum im-
plications of a Maxwell demon.
Generally, it should be noted that in the theoreti-
cal discussion of quantum feedback control devices, two
fundamentally different approaches exist. In an au-
tonomous (also termed coherent or all-inclusive) feed-
back loop, the original quantum system is supplemented
by another auxiliary quantum system, which modifies
the dynamics to reach a specified objective. This all-
inclusive approach has the advantage of simpler bal-
ance equations for the joint entropy of system and con-
troller. However, such systems are hard to design for
arbitrary feedback loops (both theoretically and experi-
mentally) and are not very flexible as the feedback loop
and thus the desired function is hard-wired in the de-
vice. Alternatively, one can implement an external feed-
back loop by performing measurements on the quantum
system, classically processing the obtained information,
and performing conditional control operations on the
quantum system just as in the original thought exper-
iment. By changing the classical control protocol, i.e.,
choosing different control actions, the scheme can be
modified to achieve different objectives. In contrast to
classical systems, which ideally remain unaltered by the
measurement alone, the dynamics of quantum systems
is modified already by a measurement, which can have
drastic consequences such as the quantum Zeno effect.
Thus, while this second approach appears closer to the
original setup and may be more flexible, it has the dis-
advantages that its theoretical discussion and experi-
mental implementation are also demanding regarding
the inclusion of the quantum measurement process and
the fidelity of measurement and control steps, respec-
tively. We note that it has been possible to relate the
entropy balances of autonomous9,10 and external11,12
Maxwell demons with each other. Furthermore, in elec-
tronic transport setups, both autonomous and external
versions of Maxwell’s demon have been experimentally
implemented2,3.
Being introduced within the framework of classical
physics, models discussing Maxwell’s demon theoreti-
cally typically employ the weak coupling limit between
the controlled system and its reservoirs11,13–15. Here,
the energy contained in the interaction between them is
negligible. By contrast, in the strong-coupling limit, it
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2is known that this interaction energy is no longer negli-
gible16–22, and even the partition into system and reser-
voir components becomes less obvious. In our model,
this interaction energy is directly related with the ener-
getic cost associated to opening or closing the shutter.
Therefore, it is an intriguing question how Maxwell’s de-
mon performs when the interactions between controlled
system and its reservoirs become strong.
In this paper, we will attempt to discuss this case for
an electronic external feedback loop. Particularly, we
aim at generalizing the setup in Ref.11 to the strong-
coupling regime. The generalization of the correspond-
ing autonomous setup in Ref.9 will be discussed in a
companion paper23, but see also Ref.24. On the tech-
nical side, we will employ a fermionic generalization of
a reaction-coordinate mapping, which is frequently em-
ployed in bosonic systems19,25–27 to treat the strong-
coupling and non-Markovian limit. We will see that
projective measurements will imply Zeno-related mod-
ifications28 to the Maxwell demon dynamics, which re-
quires a generalized discussion of the control loop in-
cluding weak measurements29. Since these methods are
partially new, we will explicitly present them in the fol-
lowing. Below in Sec. II, we briefly review the under-
lying model, discuss the fermionic reaction coordinate
mapping to a triple quantum dot, and show how to set
up the propagator for single feedback cycles in case of
strong (projective) and weak measurements of the cen-
tral dot’s occupation. Afterwards, in Sec. III, we discuss
the thermodynamics by defining the heat currents and
the energy injected by the measurement as well as the
energy injected by the control. We discuss the perfor-
mance of the device in Sec. IV before concluding.
II. MODEL
In this section, we first briefly review the original
model system in presence of projective measurements
and piecewise-constant feedback control in Sec. II A.
Then, we show how to map it to an equivalent triple
quantum dot model in Sec. II B, where a Markovian
embedding in an extended space allows to treat non-
Markovian and strong-coupling effects in the original
system. Afterwards, we discuss the effect of a projec-
tive (strong) measurement on such a triple quantum dot
in Sec. II C and show that to avoid Zeno blocking, the
introduction of weak measurements is necessary. Fi-
nally, we discuss the weak-measurement implications of
a microscopic detector model in Sec. II D, with technical
details exposed in App. B, and close the feedback loop
in Sec. II E. For orientation, we depict the setup and
feedback cycle we have in mind in Fig. 1.
A. SQD with projective measurements
The system we are aiming to control is a single elec-
tron transistor, where a single quantum dot (SQD) is
FIG. 1. Top: Sketch of the considered electronic transport
setup with some relevant parameters. Through the bottom
circuit, the rates Γα allow for a current flowing between the
left and right leads characterized by the inverse tempera-
tures β and the chemical potentials µα. Via monitoring the
occupation ndot of the central dot with a nearby quantum
point contact (QPC), the QPC current signal (obtained by
measuring n QPC charges in time interval ∆τ) can be fed
back into the system by conditioning the tunneling rates on
the measured dot occupation. We aim at the strong coupling
limit by including collective reservoir degrees of freedom into
the system (blue region). Bottom: Schedule of the feedback
cycles composed from repeated but alternating application
of measurement phases (orange) of duration ∆τ , followed by
control phases (green) of duration ∆t−∆τ . In this paper, we
consider the limit ∆τ → 0, keeping however the effect of the
measurement (γ∆τ) finite. During control (implemented by
conditional rates Γ
E/F
α ), the QPC detector is formally de-
coupled and the system Hamiltonian is conditioned on the
preceding measurement, and during measurement, the sys-
tem Hamiltonian is fixed to HS (implemented by fixed rates
Γα), and the QPC interaction is dominating the central dot
dynamics.
tunnel-coupled to two leads
H = d†d+
∑
kα
(
tkαdc
†
kα + h.c.
)
+
∑
kα
kαc
†
kαckα .(1)
Here,  denotes the dot level and d the annihilation op-
erator of an electron in the dot, which can tunnel via the
amplitudes tkα into left or right reservoirs α ∈ {L,R},
described by non-interacting modes with annihilation
operators ckα and energies kα. Spin effects are not con-
sidered throughout this work (spin-polarized electrons).
In absence of feedback, the single electron transistor is
3exactly solvable for arbitrary coupling strengths, see e.g.
Ref.30. However, in the weak-coupling limit a simple
rate matrix W =WL +WR is sufficient to describe the
evolution P˙ = WP of the probabilities P = (pE, pF)T
for the empty and filled dot state
Wα = Γ(0)α ()
( −fα() +[1− fα()]
+fα() −[1− fα()]
)
. (2)
Here, fα() =
[
eβα(−µα) + 1
]−1
denotes the Fermi func-
tion of reservoir α ∈ {L,R} with chemical potential µα
and inverse temperature βα, and the overall prefactor is
determined by the spectral coupling density (SD)
Γ(0)α (ω) = 2pi
∑
k
|tkα|2δ(ω − kα) , (3)
which contains the non-thermal reservoir properties
such as its level distribution kα and the coupling
strengths tkα of individual reservoir modes k to the sys-
tem. By keeping the reservoirs at different temperatures
and chemical potentials, the total system can be inter-
preted as a thermoelectric generator31, where a ther-
mal gradient can be harnessed to drive electronic trans-
port against a voltage gradient. Now, when additionally
placing a quantum point contact (QPC) near the quan-
tum dot, it is possible to read out the time-dependent
dot occupation with high precision32. The current sig-
nal can be processed and fed back into the system by
changing the tunneling rates in a time-dependent fash-
ion. In a simplified treatment, this can be treated as
a sequence of instantaneous projective measurements,
followed by a period of conditional piecewise-constant
evolution, where Γ
(0)
α () → ΓE/Fα depending on the
measurement outcome empty/filled, respectively. After
averaging over all outcomes and considering the limit
of continuous measurements33, one obtains an effective
rate matrix under feedback
Wα =
( −ΓEαfα() +ΓFα[1− fα()]
+ΓEαfα() −ΓFα[1− fα()]
)
, (4)
which breaks the conventional local detailed balance re-
lation. Even in absence of a temperature gradient this
can be used to generate electric power11, which can be
interpreted as an electronic Maxwell demon. We stress
that a modified version of the fluctuation theorem is
still valid11, and the particular form of broken detailed
balance implies that the second law is obeyed when the
information current resulting from the feedback loop is
included in the entropic balance12. Very recently, this
feedback scheme has been experimentally verified3.
However, there are some limitations in the SQD treat-
ment. First, the scheme is valid in the weak-coupling
limit only βαΓ
E/F
α  1, such that for strong feedback
driving the results should be questionable. Second, the
discussion of this scheme as a Maxwell demon lacks the
calculation of the energetic balance done with the con-
trol actions, since this is neglected in the conventional
master equation treatment. Third, the treatment with a
projective measurement does not fully comply with the
experimental situation. With the present contribution,
we would like to overcome these limitations.
B. TQD without measurements
By applying separate fermionic Bogoliubov trans-
forms for each reservoir, we can include separate reac-
tion coordinates into the system, which maps our setup
to a serial triple quantum dot system (TQD) that is
tunnel-coupled to two residual reservoirs via the renor-
malized tunneling amplitudes Tkα, see Fig. 2 for an il-
lustration.
FIG. 2. Sketch of the reaction coordinate mapping from the
SQD (left) to the TQD (right) model. A collective degree
of freedom is separated from each reservoir of the SQD and
absorbed into a redefined system, the TQD, which is still
tunnel-coupled to two residual reservoirs. The original feed-
back loop on the SQD that modifies the tunneling rates in a
Markovian treatment is thereby mapped to a feedback loop
on the TQD, where the internal tunneling amplitudes within
the TQD are changed in a piecewise-constant fashion.
After the mapping, the Hamiltonian of the TQD as-
sumes the form
H = ΩLd
†
LdL + d
†d+ ΩRd
†
RdR
+λL
(
dLd
† + dd†L
)
+ λR
(
dRd
† + dd†R
)
+
∑
α
∑
k
(
TkαdαC
†
kα + T
∗
kαCkαd
†
α
)
+
∑
α
∑
k
˜kαC
†
kαCkα . (5)
Here, the first two lines denotes the TQD system Hamil-
tonian HS with reaction-coordinate on-site energies Ωα
and TQD internal tunneling amplitudes λα, the third
line contains the coupling, and the last line the residual
reservoir terms. Based on this TQD model, a new SD
can be introduced
Γ(1)α (ω) = 2pi
∑
k
|Tkα|2δ(ω − ˜kα) , (6)
which can be obtained from the original SD with com-
plex calculus methods. More details regarding the
fermionic reaction coordinate mapping are exposed in
App. A and a companion paper23. Specifically, when
we parametrize the original SD by a Lorentzian func-
tion
Γ(0)α (ω) =
Γαδ
2
α
(ω − α)2 + δ2α
(7)
4the TQD system parameters can be analytically evalu-
ated and the transformed SD becomes flat
Ωα = α , λα =
√
Γαδα
2
,
Γ(1)α (ω) = 2δα . (8)
This suggests that a Markovian treatment of the TQD
system in the infinite-bias and/or high temperature
regime yields the exact dynamics of the SQD. We note
that opposed to previous treatments of similar map-
pings in the literature (e.g. Refs.34,35), the mapping
discussed above can be systematically extended by map-
ping any reservoir into a chain of reaction coordinates.
Most important however, the discussed mapping holds
also for time-dependent modifications (see also Ref.36
for a bosonic periodically driven example). In the trans-
formed picture, instead of changing the coupling to the
residual reservoirs, the feedback loop now modifies a pa-
rameter (λα) of the TQD Hamiltonian only. This means
that in case of the discussed piecewise-constant feedback
interventions we simply have HS → HE/FS , whereas the
coupling to the residual reservoirs remains constant.
C. TQD with projective measurements and Zeno
blockade
Let PE = dd
† and PF = d†d denote projection opera-
tors on the empty or filled central dot state, respectively.
Upon measuring outcome ν ∈ {E,F} with probability
Tr {Pνρ}, the TQD density matrix transforms according
to
ρν =
PνρPν
Tr {Pνρ} . (9)
Now, if for each measurement outcome the subsequent
evolution ρ˙ = Lνρ is conditioned on the measurement
outcome ν (which results from switching HS → HνS),
we get – by averaging over the measurement outcomes
– immediately before the next measurement
ρ(t+ ∆t) =
[
eLE∆tPE + eLF∆tPF
]
ρ(t) , (10)
where we have used Pνρ=ˆPνρPν . We see that even in
absence of feedback (LE = LF), the projection super-
operators Pν may strongly affect the dynamics. We
note also that although PE + PF = 1 in ordinary op-
erator space, this does not hold in superoperator space
PE +PF 6= 1, which formally reflects the fact that quan-
tum measurements always affect the system. This pre-
vents the transformation of Eq. (10) into a master equa-
tion in the continuum limit (∆t→ 0). However, we can
use that PνPν′ = δνν′Pν to infer that the projected den-
sity matrix ρˆ ≡ (PE + PF)ρ=ˆPEρPE + PFρPF obeys in
the continuous measurement limit a master equation of
the form
˙ˆρ = (PE + PF) (LEPE + LFPF) ρˆ ≡ Lprjfb ρˆ . (11)
In numerical investigations (not shown) we have found
that this effective feedback Liouvillian Lprjfb is bistable,
with different stationary solutions corresponding to an
empty and filled central dot, respectively. In addition,
the currents associated with these stationary states van-
ish throughout. Thus, the usual Redfield treatment –
see App. C 3 – will lead to a complete blockade of the
current if the central dot is strongly and continuously
measured, see also Sec. III A.
This can be attributed to a Zeno-type blocking of
transport34,37, which however is not observed in ac-
tual electronic transport experiments. This motivates
us to model the effect of measurement more realisti-
cally, which naturally leads to the concept of positive
operator-valued measures (POVMs)29,38 or weak mea-
surements. We note that the secular approximation
would not imply a TQD current blockade, but it is not
applicable in the continuum measurement limit. The
Zeno blockade of the current for projective measure-
ments at high rates is also found in an independent
investigation39 based on dynamical coarse-graining40.
D. TQD with weak measurements
A natural way to introduce a weak measurement is via
a physical interaction with a detection device such as a
QPC41,42. Schematically, system and detector are al-
lowed to interact for a finite time ∆τ (described e.g. by
unitary or dissipative evolution), leading to the buildup
of system-detector correlations. Afterwards, a projec-
tive measurement in the detector Hilbert space (in our
case, fixing the number of charges n tunneled through
the QPC during ∆τ) performs a weak measurement on
the system (TQD), implementing Neumarks theorem43.
The feedback loop could then be closed by conditioning
the subsequent evolution on the measurement outcome,
as sketched in Fig. 1 bottom panel. To characterize the
measurement properties, we will for the moment how-
ever not consider any feedback and consider the limit
∆τ = ∆t (measurement device is always on).
Starting from a microscopic model for the interaction
between the TQD and a QPC measurement device, we
derive an effective Lindblad generator for the TQD dy-
namics during the measurement, which eventually can
be used to obtain the weak measurement superoperator,
see Appendix B. Effectively, the weak measurement is
described by a POVM, which depends on two dimen-
sionless parameters x and y and can be written as a
minimally disturbing measurement29, which after ob-
serving n tunneled QPC electrons during measurement
interval ∆τ acts on the TQD system density matrix ρ
as
Mnρ = MnρM†n ,
Mn =
xn/2√
n!
e−x/2dd† +
yn/2√
n!
e−y/2d†d = M†n . (12)
The special form of our detector model lets the mea-
surement affect the central dot only. It is not hard to
5show that
∑
nM
†
nMn = 1 although the Mn operators
are no projectors. Microscopically, the x and y param-
eters are linked to the maximum QPC current γ, the
reduced QPC current γ(1 − σ)2, and the measurement
time ∆τ . They correspond to the average particle trans-
fer through the QPC during ∆t for an empty (x = γ∆τ)
or filled (y = γ∆τ(1−σ)2) SQD, respectively, see Fig. 3.
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FIG. 3. Left: Illustrative QPC trajectory described by
the number of charges transferred through the QPC dur-
ing time interval ∆τ = ∆t. Dividing the particle number
by ∆t defines a time-dependent current. The distribution
of tunneled charges (right) clusters around two mean val-
ues, which correspond to x = IE∆t = γ∆t (upper green
line) and y = IF∆t = γ(1 − σ)2∆t (lower red line). The
detector can discriminate between the two charge states of
the central dot when the two peaks of the distribution are
sufficiently separate. In the extreme limit, for x  y  1,
the projective measurement is reproduced. The shown tra-
jectory (an extension of Fig. 5.12 of Ref.42) has been gener-
ated for an SQD monitored by a weakly-transparent QPC,
compare App. B 3. Parameters: fL() = 1.0, fR() = 0.0,
ΓL∆t = ΓR∆t = 0.01, γ∆t = 100, γ∆t(1− σ)2 = 50.
Formally, we see directly that the action of Mn pre-
serves the Hermiticity of any valid density matrix. Fur-
thermore, the positivity of ρ is also preserved, which can
be deduced from the observation that both trace and de-
terminant of Mnρ are non-negative for any valid ρ. To
preserve the trace, one has to renormalize afterwards,
i.e., ρ(n) = MnρTr{Mnρ} is a valid density matrix. The limit
x = y corresponds to a QPC that is insensitive to the
dot occupation (σ = 0), and consequently it has (after
normalization) no effect on the TQD. Usually, the de-
tector is tuned to obtain information about the system,
and the von-Neumann entropy of the system
SvN(ρ) = −Tr {ρ ln ρ} (13)
will decrease for most individual measurement out-
comes. However, this need not always be the case, i.e.,
the entropy for individual outcomes n may also increase
under the action of the measurement. In particular,
on average, the effect of any minimally disturbing mea-
surement will increase the entropy29 SvN(
∑
nMnρ) ≥
SvN(ρ). For the model at hand one can confirm this by
considering that on average the measurement will in-
duce a reduction of coherences, bringing the eigenvalues
of the reduced central dot density matrix closer together
and thereby increasing the entropy.
Since the QPC statistics is in the considered limit just
given by the sum of two Poissonian distributions that
propagate at different speeds, one can define a suitable
discrimination threshold (dashed line and right panel in
Fig. 3) at the point where both distributions coincide,
i.e., where xnthre−x = ynthre−y, leading to
nthr = Ithr∆τ =
x− y
ln(x)− ln(y) . (14)
Supposing that x  y (sensitive QPC), obtaining a
value of n in the measurement that is close to the two
peaks will tell a lot about the state of the system, but
when n ≈ nthr, the measurement is practically useless.
To obtain a compact description with just two rates
(and also to compare with the SQD treatment) it is nat-
ural to coarse-grain the measurement outcomes into the
ones interpreted as an empty or filled dot, respectively
MEρ ≡
∑
n≥nthr
Mnρ (15)
=ˆ Fnthr(x)dd
†ρdd† + Fnthr(y)d
†dρd†d
+e−
(
√
x−√y)2
2 Fnthr(
√
xy)
(
d†dρdd† + dd†ρd†d
)
,
MFρ ≡
∑
n<nthr
Mnρ
=ˆ [1− Fnthr(x)]dd†ρdd† + [1− Fnthr(y)]d†dρd†d
+e−
(
√
x−√y)2
2 [1− Fnthr(
√
xy)]
(
d†dρdd† + h.c.
)
,
where ρ still denotes the TQD density matrix and
Fn(x) ≡ Γ(n, x)/Γ(n) with Γ(n, x) denoting the incom-
plete Gamma function and Γ(n) = (n−1)! the ordinary
Gamma function. The Fn(x) functions behave similar
to Fermi functions, such that when x y  1, the mea-
surement superoperators approach the projective limit
ME/F → PE/F. We note that, as for the projective case,
these superoperators do not add up to the identity. Fur-
thermore, we also note that MEMF =MFME.
E. TQD with feedback
By conditioning the subsequent evolution on the mea-
surement outcome, we close the feedback loop. We de-
note the implicit dependence of the dissipators on Γ
E/F
α
by L → LE/F, which yields for ∆t > ∆τ the feedback it-
eration equation (recall that the measurement duration
∆τ is implicit in the ME/F)
ρ(t+ ∆t) =
(
eLE(∆t−∆τ)ME + eLF(∆t−∆τ)MF
)
ρ(t)
= P(∆t)ρ(t) . (16)
For finite ∆τ ≤ ∆t this can be solved for a stroboscopic
stationary state ρ¯∆t,∆τ = P(∆t)ρ¯∆t,∆τ . We note that
6when LE/F are of Lindblad form, the above propaga-
tor P(∆t) will preserve all density matrix properties,
since it is derived from an average over all conditional
evolutions (which separately preserve the density ma-
trix properties). This property must be preserved in
the limit of small ∆t. We therefore consider the limit
∆τ  ∆t → 0, keeping however x and y finite to pre-
serve the measurement effects44. This implies that the
QPC coupling γ must be large, justifying a posteri-
ori the singular coupling limit used in its derivation in
App. B. Formally, we therefore only set the explicit de-
pendence on ∆τ to zero and then expand for small ∆t
to obtain
ρ(t+ ∆t) = [ME +MF + ∆t (LEME + LFMF)] ρ(t) .
(17)
Subtracting ρ(t) on both sides and dividing by ∆t we
get an effective feedback master equation, described by
the feedback dissipator
Lfb = ME +MF − 1
∆t
+ LEME + LFMF . (18)
The corresponding stationary state will be defined by
Lfbρ¯ = 0. The first dissipator defines an effective mea-
surement dissipator (compare App. B)
Lmsρ ≡ ME +MF − 1
∆t
ρ
=ˆ Γ¯
[
d†dρd†d− 1
2
{
d†d, ρ
}]
, (19)
which is of Lindblad form and appears formally diver-
gent as ∆t → 0. However, in the discussed regime
∆τ  ∆t we stress that the measurement dissipator
remains finite. Effectively, it is determined by the pa-
rameter Γ¯ = 2∆t
(
1− e−σ2γ∆τ/2
)
> 0 describing the de-
phasing due to the QPC measurement37,41. If we would
have directly expanded the projective measurement it-
eration (10), the corresponding measurement dissipator
would indeed diverge. The action of (19) on the central
dot density matrix appears trivial, since it deletes co-
herences which cannot be created anyway and leaves the
diagonal elements of the central dot untouched. How-
ever, for the simulation of the full TQD density matrix
we have found that the inclusion of this term with suf-
ficiently small ∆t is necessary to preserve the density
matrix properties of the TQD system: Even when LE
and LF are chosen of Lindblad form and ME/F sepa-
rately preserve positivity and Hermiticity andME+MF
corresponds to a Lindblad exponential, the action of
LEME + LFMF alone will in general not preserve the
density matrix properties. These can only be recovered
by adding a very strong (strongness of the superoperator
does not imply a projective measurement) measurement
dissipator.
III. THERMODYNAMICS
In this section, we will define sensible expressions
for the heat exchange during the control and measure-
ment phases (Sec. III A and Sec. III B, respectively),
and for the work required to switch the Hamiltonian
between measurement and control (Sec. III C). These
can be used to show that our system obeys the first law
(Sec. III D) and the second law (Sec. III E) of thermo-
dynamics, which bound the performance of the demon.
A. Heat flow during conditional evolution
Since by construction LE = L(L)E + L(R)E and LF =
L(L)F + L(R)F , the new dissipator Lfb = Lms + LEME +
LFMF = Lms +L(L)fb +L(R)fb is still additive in the reser-
voirs, where L(α)fb = L(α)E ME + L(α)F MF. Therefore,
a phenomenologic way to define the stationary mat-
ter current entering the TQD from reservoir α proceeds
via considering ddt 〈NS〉 = Tr
{
(d†LdL + d
†d+ d†RdR)ρ˙
}
,
which would at steady state result in
I
(α)
M = Tr
{
(d†LdL + d
†d+ d†RdR)(L(α)fb ρ¯)
}
, (20)
where ρ¯ denotes the stationary state of the full feed-
back Liouvillian (18) and α ∈ {L,R}. First, we note
that the matter current at steady state is conserved
I
(L)
M + I
(R)
M = 0, since the feedback operations do not
inject particles into the TQD system. We further
note that the currents depend on δα, but also implic-
itly on Γ
E/F
α due to the feedback. Also, doubling ΓL
and ΓR will not necessarily double the current, since
these parameters enter the TQD Hamiltonian. An al-
ternative definition of the steady-state matter current
would be to look at the time derivative of the occu-
pation of the central dot, which decomposes into a
left- and right-flowing contribution. Due to the spe-
cial structure of the Born-Markov master equation –
see App. C 3 – these are fully identical with the Heisen-
berg equations of motion for the central dot, leading
to the definition I
(α)
M = −i
√
Γαδ
2 Tr
{[
d†dα − d†αd
]
ρ¯
}
.
From this form, we see more directly that a pro-
jected density matrix (e.g. ρ¯ → d†dρd†d) would
lead to a vanishing matter current for any den-
sity matrix ρ (e.g. via Tr
{[
d†dα − d†αd
]
d†dρd†d
}
=
Tr
{
d†d
[
d†dα − d†αd
]
d†dρ
}
= 0, using that d2 = 0 =
(d†)2).
Finally, the matter currents entering the TQD can
also be defined microscopically using the counting field
formalism45. We have found these three definitions to
be equivalent at steady state within the Born-Markov
(non-secular) description.
The energy currents entering the system from the left
and right reservoir would be sensibly defined in a similar
way. We note that this treatment neglects the interac-
tion energy between TQD and its reservoirs, but keeps
7the interaction energy between the central dot and its
reservoirs. However, in addition the system Hamilto-
nian now depends on the control operations, eventually
leading to
I
(α)
E = Tr
{
HES (L(α)E MEρ¯) +HFS (L(α)F MFρ¯)
}
. (21)
In presence of feedback (L(α)E 6= L(α)F and HES 6= HFS ),
the energy currents are not necessarily conserved, since
the feedback loop may inject energy into the system,
both during measurement and switching. Again, we find
from microscopic considerations based on counting fields
the same definitions for the energy exchanged with the
reservoirs. Together, the energy and matter currents
enter the heat current from the corresponding reservoirs
Q˙(α) = I
(α)
E − µαI(α)M .
B. Heat during measurement
If we do not change the TQD Hamiltonian HS during
the measurement, the average energy injected into the
TQD during ∆τ is (in App. B we detail ME +MF
using a microscopic model)
∆Ems = Tr {HS (ME +MF − 1) ρ}
= ∆tTr {HSLmsρ} , (22)
which suggests to define the energy current due to the
measurement in the conventional way
ImsE = Tr {HSLmsρ} . (23)
Making the form of Lms explicit, we see that when
[d†d,HS] → 0 (this holds approximately in the weak
coupling limit between central dot and its reservoirs),
the measurement will on average not inject any energy.
Furthermore, the measurement-associated energy cur-
rent also vanishes when the measurement is insensitive
(σ = 0). For simplicity, we use as a natural choice the
average of the two Hamiltonians HS =
1
2
(
HES +H
F
S
)
in
the numerical results of this paper.
We finally note that a special Hamiltonian acting dur-
ing the measurement implies that switching work is ap-
plied twice to the TQD, at the beginning and at the
end of the measurement process, see below. An alterna-
tive scheme would be to leave the previous Hamiltonian
acting during the measurement, which however would
complicate the discussion.
C. Switching work
To run the feedback loop, work has to be performed
on the system, both when initializing the measurement
(switching the Hamiltonian from H
E/F
S to HS) and
right after the measurement (switching back from HS
to H
E/F
S ). The Hamiltonian HS chosen implicitly deter-
mines the rates Γα during the measurement via Eq. (5),
compare also Fig. 1. On average, this will imply for the
switching work during a feedback cycle
Wsw = Tr
{
(HS −HES )eLE∆tMEρ¯
}
+Tr
{
(HS −HFS )eLF∆tMFρ¯
}
+Tr
{
(HES −HS)MEρ¯
}
+Tr
{
(HFS −HS)MFρ¯
}
. (24)
Now, upon expanding for small ∆t we see that the lead-
ing order in ∆t is linear, and we get for the W˙sw =
Wsw
∆t
the expression
W˙sw = Tr
{
(HS −HES )(LEMEρ¯)
}
+Tr
{
(HS −HFS )(LFMFρ¯)
}
. (25)
We see that for a constant TQD Hamiltonian through-
out, this expression must vanish. It can be further
simplified by adopting the choice HS = 1/2(H
E
S +
HFS ) (which we will use in our numerical simulations),
where the expression for the work rate becomes W˙sw =
1
2Tr
{
(HFS −HES )(LEME − LFMF)ρ¯
}
. In particular,
with δL = δR this means for the rates during measure-
ment Γα =
1
4
(√
ΓEα +
√
ΓFα
)2
.
D. First law
By adding the contributions (21), (23), and (25) we
see analytically that at steady state the energy is con-
served
0 = I
(L)
E + I
(R)
E + I
ms
E + W˙sw
= Tr {HS (Lms + LEME + LFMF) ρ¯)} , (26)
where we have used that LE/F = L(L)E/F + L(R)E/F. This
expression vanishes as ρ¯ denotes the stationary state of
the corresponding feedback Liouvillian. In our consid-
erations we will only investigate the total energy flow
due to the feedback loop
I fbE = I
ms
E + W˙sw = −
(
I
(L)
E + I
(R)
E
)
, (27)
which is manifest already by a mismatch of left and
right energy currents. Considering the generation of
electric power Pel = −(µL−µR)I(L)M as the main demon
objective, it appears natural to define the gain as the
ratio of output power vs. the energy required to run
the feedback loop
G ≡ Pel
W˙sw + ImsE
=
V I
(L)
M
I
(L)
E + I
(R)
E
. (28)
Since it is also information that is needed to run the
feedback loop, the gain is not bounded by one. Further-
more, since it counts only electric output power, this
measure vanishes at equilibrium (V = 0) although the
demon feedback loop may produce a finite current.
8E. Second law
In our considerations, we are operating the QPC
in a unidirectional transport regime, whose associated
entropy production rate45 S˙i = βVQPCIQPC diverges.
With all other quantities remaining finite, the global en-
tropy production rate is therefore always positive by
construction. However, we may attempt to write a bal-
ance equation for the local entropy of the TQD system.
In doing so, we first note that the construction of the
feedback loop enables us to consider the change of the
von-Neumann entropy along particular trajectories be-
longing to different measurement results.
We will discuss only trajectories that start with the
stationary state of the feedback loop. Without the
coarse-graining of the measurement outcomes, this is
defined by ρ¯ =
∑
n e
Ln∆tMnρ¯ (for simplicity of nota-
tion we have put here ∆τ → 0). Then, the entropy at
the end of the feedback loop will for an initial measure-
ment outcome n be given by
S(n)(∆t) = SvN
(
eLn∆tMnρ¯
pn
)
= ∆S
(n)
ct + ∆S
(n)
ms + SvN(ρ¯) . (29)
Here, the probability for this outcome is given by pn =
Tr {Mnρ¯}, ∆S(n)ct denotes the system entropy change
during control, and ∆S
(n)
ms the system entropy change
during measurement, all conditioned on the measure-
ment outcome n.
For a Lindblad-type conditional control with thermal
reservoirs, we can split the entropy change of the system
into a non-negative irreversible part ∆iS
(n) ≥ 0 and an
exchange part46,47
∆S
(n)
ct = ∆iS
(n) + ∆eS
(n)
= ∆iS
(n) +
∑
α
βα
[
∆E(n)α − µα∆N (n)α
]
,(30)
where the latter part is related to the heat flows enter-
ing the system. Inserting and solving for the exchange
entropy and measurement contribution yields
−
∑
α
βα
[
∆E(n)α − µα∆N (n)α
]
−∆S(n)ms =
∆iS
(n) +
[
SvN(ρ¯)− SvN
(
eLn∆tMnρ¯
pn
)]
. (31)
If we average over all measurement outcomes, the last
term on the r.h.s. corresponds to the mutual informa-
tion between system and detector that is discarded, see
App. E. By averaging over this expression, we see by
invoking that48
∑
n
pnSvN
(
eLn∆tMnρ¯
pn
)
≤ SvN
(∑
n
pn
eLn∆tMnρ¯
pn
)
= SvN(ρ¯) (32)
and ∆iS
(n) ≥ 0 on average, we must have
∑
n
pn
[
−
∑
α
βα
[
∆E(n)α − µα∆N (n)α
]
−∆S(n)ms
]
≥ 0 . (33)
Dividing by ∆t and considering ∆t→ 0, the first terms
just become the energy and matter currents, leading to
−
∑
α
βα
[
I
(α)
E − µαI(α)M
]
− dtSms ≥ 0 , (34)
which denotes a version of the second law for the con-
tinuum weak measurement limit49. It can be used to
bound the energetic performance of the device by the in-
formation gained by measurement. For our setup where
βL = βR = β this yields – using Eq. (27) – our version
of the second law
β(ImsE + W˙sw − Pel)− dtSms ≥ 0 , (35)
which can be used to bound e.g. the gain. In particular,
to have a gain G > 1 (information-driven regime) when
ImsE + W˙sw > 0, it is necessary that dtSms < 0, i.e.,
that the measurement on average reduces the system
entropy. Technically, we note that the average of the
measurement entropy change is given by
∆Sms =
∑
n
pn
[
Tr {ρ¯ ln ρ¯} − Tr
{Mnρ¯
pn
ln
Mnρ¯
pn
}]
. (36)
In the regime of positive electric power, we can also de-
fine an efficiency for the conversion of both information
and feedback energy into electric power via (compare
also Ref.50)
η =
βPel
β(ImsE + W˙sw)− ∆Sms∆t
, (37)
which is bounded by one by the second law (35). How-
ever, we stress that also other regimes are conceivable,
for example generating both electric power Pel > 0 and
simultaneously extracting work W˙sw < 0
39, which would
motivate other definitions of efficiency.
Finally, we remark that the same second law can be
derived when the entropic contribution of the abstract
detector (and thus, the mutual information between sys-
tem and detector) is explicitly taken into account, see
App. E, which is similar to the framework of repeated
interactions51.
IV. NUMERICAL RESULTS
We will first investigate the weak-coupling regime,
where one would expect that the TQD treatment is
equivalent to the SQD treatment in Ref.11 – as far as
the current through the system is concerned. However,
our extended description now allows to quantify the in-
jection of energy into the TQD system by measurement
and control steps, which will in general not vanish. We
will demonstrate that in the weak-coupling regime this
9is indeed negligibly small in comparison to the generated
electric power, such that the device indeed implements
a Maxwell demon feedback loop in the weak-coupling
regime. Next, we will investigate how these relations
change beyond weak-coupling.
A. Weak-coupling regime
We first benchmark our TQD treatment in absence
of measurement (x = y) and also in absence of control
HES = H
F
S to yield similar results as the SQD treat-
ment. Indeed, the black curves in Fig. 4 demonstrate
close agreement of the TQD and SQD treatments in
the weak-coupling-limit in absence of any measurement
and control. Then, we compare the SQD treatment
in presence of feedback control with the TQD treat-
ment, first only in presence of measurements (x > y)
but absence of control (HES = H
F
S ). This already sup-
presses the current due to the partial projection of spa-
tial superpositions (solid brown), but does not break
the detailed balance relations and therefore does not
produce electric power. Finally, when control is ap-
plied to the TQD (solid red), a similar situation as
with the SQD in presence of feedback (dashed orange)
arises. Although the electric power is significantly re-
duced (filled rectangle area vs. hollow rectangle area),
the inset demonstrating the TQD energy flows defined
in Eqns. (21), (23), and (25) show that these contribu-
tions are negligible in comparison to the electric power
(solid red curve in the inset), which justifies to call this
parameter regime information-dominated. The dash-
dotted magenta curve describes adaptive feedback, ex-
plained in Sec. IV C.
In a nutshell, we obtain that the more realistic TQD
treatment with weak measurements and coherent con-
trol supports a Maxwell-demon mode in the weak-
coupling regime, but with a significant reduction in elec-
tric output power. To compensate for this, one can ex-
plore the strong-coupling regime, see below.
B. Towards strong coupling
A naive extrapolation of the SQD treatment towards
the strong coupling limit predicts that all currents and
derived quantities such as generated power should scale
linearly in the coupling strength, apparently predict-
ing no limit in power production. However, from the
exact solution of the SQD in absence of feedback con-
trol we know that by increasing the coupling strength
to the reservoirs, the current through the system can
be increased only up to a finite limit30, see also the
benchmark in the companion paper23. Therefore, it is
an intriguing question how the generated electric power
scales in the strong-coupling regime. In this section, we
therefore investigate how the currents change when the
coupling strength is scaled by a factor Γ
E/F
α → κΓE/Fα .
We note that this convention leads to larger differences
between the coupling constants and thereby also to a
larger switching work as κ is increased. In Fig. 5 we
show the power vs. bias voltage for different coupling
strengths, where we adopt the convention that the pre-
vious parameters of the weak-coupling limit (Fig. 4) are
reproduced when κ = 0.01. We observe that by increas-
ing the coupling strength, the electric output power is
indeed increased as well (main plot). For weak to mod-
erate coupling strength (solid black, dashed red, and
dash-dotted green curves), we see that the device is still
information-dominated, as the gain factor (28) can be-
come larger than one, indicating that then mainly in-
formation is converted to electric output power. How-
ever, as the gain factor G continuously decreases with
increasing coupling strength, beyond a critical coupling,
the device is no longer information-dominated, and the
gainG is smaller than one (dot-dot-dashed blue and dot-
ted brown curves in the top inset of Fig. 5). Considering
both information and feedback energy as consumed re-
sources, the efficiency (37) becomes the relevant figure
of merit. In contrast to the gain, the observed maxi-
mum efficiency does not evolve monotonously with the
coupling strength (bottom inset). It first grows with
increasing coupling strength, and we observe an accept-
able maximum efficiency of nearly 80% at a moderate
coupling strength where the device is still information-
dominated (green dash-dotted curve). However, for
stronger and ultrastrong couplings, the efficiency de-
creases again (dot-dot-dashed blue and dotted brown
curves), such that in this energy-dominated regime, the
device is useless from a practical viewpoint: Running
the feedback loop requires more energy than is gener-
ated from information.
Additionally, we observe that in the information-
dominated (Maxwell-demon) regime, where the gain is
larger than one, also the non-trivial point V ∗ (brown
circle), where the generated power vanishes, is hardly
dependent on the coupling strength. Experimentally,
this may be an important hallmark for the identifica-
tion of this regime. For the naive SQD treatment, the
position of this point may be calculated analytically
βV ∗ = − ln Γ
E
LΓ
F
R
ΓFLΓ
E
R
, (38)
which is however significantly larger than the observed
value for the TQD treatment even in the weak-coupling
regime, compare also the main plot of Fig. 4. We at-
tribute this to the inherent weakness of the measure-
ment, which strongly delimits the capabilities of the de-
mon.
C. Coarse-graining effects
We see that in the TQD treatment, the electric power
produced by the device is significantly smaller than in
the SQD treatment, compare Fig. 4. Consistently, the
efficiency in the weak-coupling regime (where the device
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absence (thin black) or in presence of feedback (bold orange), where finite electric power is generated (area of large rectangle).
In absence of both measurements and control actions (x = y and HES = H
F
S ), the TQD treatment (solid black) follows the
SQD treatment closely. This changes already when measurement is active but no control is applied (solid brown). When the
feedback loop is closed (solid red), the current no longer vanishes at the origin, and there is a regime where electric power is
produced, albeit reduced as compared to the SQD (red small rectangle). Additionally adapting the feedback to the actual
measurement outcome has little impact (dash-dotted magenta, see Sec. IV C). Inset: Curves for the coarse-grained feedback
demonstrate that in the demon regime the generated power (solid red) is significantly larger than other contributions such
as measurement energy (dashed green), switching work rate (dotted blue), and sum of left and right energy currents (solid
black). Other parameters: β = βL = βR = 1, βΓ
E
L = βΓ
F
R = 0.015, βΓ
F
L = βΓ
E
R = 0.005, x = 10, y = 3, Γ = (Γ
E
α + Γ
F
α)/2,
Γ∆t = 1, µL = −µR = V/2, and βδL = βδR = 0.1.
operates information-dominated) is also significantly be-
low the SQD efficiency, compare Fig. 5 with the discus-
sion in App. D. This leads us to the conclusion that
the presented TQD treatment does not efficiently use
the information to close the feedback loop. Knowing
that coarse-graining strongly influences the entropy bal-
ance52, one might question whether this results from
the employed coarse-graining of measurement outcomes
intoME andMF. Instead of just using the two coarse-
grained rates Γ
E/F
α , we can consider n-conditioned rates,
where a suitable choice could be
Γ(n)α =
xne−xΓEα + y
ne−yΓFα
xne−x + yne−y
. (39)
This will preserve positive tunneling rates throughout
with similar tunneling rates as in the coarse-grained pic-
ture. Furthermore, if y < n < x, the conditional rates
will be between the coarse-grained ones, and in partic-
ular Γ
(nthr)
α =
1
2 (Γ
E
α + Γ
F
α), such that the feedback is
adapted to the weakness of the measurement. The in-
formation gained by the measurement is thus no longer
discarded. We have observed however, that the gener-
ated electric power is not significantly enhanced by this
procedure, see the dash-dotted magenta curve in Fig. 4.
V. SUMMARY
We have considered the performance of an exter-
nally controlled feedback loop implementing an elec-
tronic Maxwell demon. To explore the strong-coupling
limit, we employed a fermionic reaction-coordinate map-
ping to an effective triple quantum dot system, serially
coupled to two leads. Combining this with continu-
ous projective measurements of the central dot occupa-
tion, the destruction of coherent superpositions within
the triple dot system led to a complete suppression of
the current due to the quantum Zeno effect. Since the
mapping holds also for weak couplings, this raises the
question why the Zeno suppression was not observed in
the original approach based on a single dot rate equa-
tion11. An independent investigation shows that this is
11
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due to the inherent Markovian assumption in the sin-
gle dot rate equation: If a non-Markovian approach is
applied to the single-dot feedback problem, the Zeno
suppression is found39. By performing a mapping to a
triple quantum dot, we obtain a Markovian embedding,
which captures the non-Markovian Zeno suppression in
the single quantum dot.
A Zeno suppression is not directly observed in the
numerous counting statistics experiments, with detec-
tors always switched on and thereby continuously mea-
suring. We therefore are led to believe that realistic
charge measurements are far from projective, and re-
flected this in our work by generalizing our model to
weak measurements. Inspired by charge detectors used
in experiments, we implemented this by using a micro-
scopic detector model for a point contact. Effectively,
this led already in the weak-coupling limit to an over-
all reduced performance of the demon in comparison
with the original single-dot model – both in terms of
information-to-power conversion efficiency and electric
power output. In the intermediate coupling strength
regime, the energy to run the feedback loop becomes
important, and the driving force is no longer informa-
tion but the device rather acts like a pump. Finally, in
the strong-coupling regime, the energetic contribution
(opening and closing of the shutter) becomes dominant,
showing that the device can no longer be interpreted as
a demon.
Beyond obvious applications to more advanced mod-
els (e.g. Coulomb interactions, spin valves), it would
in the future also be interesting to discuss the implica-
tions of finite-time control cycles, which enables to lift
the strong-coupling assumption during detection. Then,
measurements may be constructed that leave the system
energy invariant, such that the only energy required for
the feedback loop is the switching work.
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Appendix A: Reaction Coordinate mapping from
SQD to TQD
Given a spectral density Γ(0)(ω) for the initial reser-
voir, the new coupling strength λ between system and
reaction coordinate and the energy Ω of the reaction
coordinate are calculated according to (compare also
Ref.23)
|λ|2 = 1
2pi
∫
Γ(0)(ω)dω ,
Ω =
1
2pi|λ|2
∫
ωΓ(0)(ω)dω . (A1)
We note that the transformation does not determine
the phase of λ. This phase can be transformed away,
such that we will not consider it here. Finally, the new
spectral density can be obtained from the old one via
Γ(1)(ω) =
4|λ|2Γ(0)(ω)[
1
piP
∫ Γ(0)(ω′)
ω′−ω dω
′
]2
+
[
Γ(0)(ω)
]2 , (A2)
where P denotes the principal value. These equations
can be derived from the Heisenberg picture dynamics of
the annihilation operators of the central dot23. When
we introduce a reaction coordinate for both left and
right leads (λ → λα and Ω → Ωα), we obtain for the
Lorentzian density (7) the results |λα|2 = Γαδα2 and
Ωα = α. Altogether, this implies the mapping (5) with
Eq. (8) exemplified in the main article. We also mention
that to apply such mappings recursively ad infinitum,
it would be necessary that the spectral density has a
rigid cutoff. In contrast, for the considered example a
repeated application of the mapping would lead to di-
vergent integrals and will not be performed.
Appendix B: Derivation of the measurement
superoperator
1. Measurement dissipator without counting fields
We start from an interaction Hamiltonian between
central dot and the QPC of the form
HI = A
∑
kk′
[
tkk′γkLγ
†
k′R + h.c.
]
, A = 1− σd†d , (B1)
where the system coupling operator A suppresses the
tunneling amplitudes tkk′ between left and right modes
of the QPC HQPC =
∑
k kLγ
†
kLγkL +
∑
k kRγ
†
kRγkR
by 1 − σ when the central dot of the TQD system is
occupied. Thus, when σ = 0, the QPC is insensi-
tive to the charge of the central dot, and for σ = 1,
QPC transport is completely blocked when the central
dot is filled. We now assume in addition that during
the measurement, the interaction dominates the inter-
nal dynamics of the TQD system. Then, the singular
coupling limit is applicable (compare e.g. Sec. 3.3.3
in Ref.53), which automatically leads to a dissipator
of Lindblad form. This will locally act only on the
central dot, just as if it was only an SQD coupled to
the QPC. In the limit where the bias voltage of the
QPC is large βVQPC  1 we can consider the wide-
band limit (compare Sec. 5.4 of Ref.42) where T (ω, ω′) ≡
2pi
∑
kk′ |tkk′ |2δ(ω − kL)δ(ω′ − k′R) → T0, which con-
denses into the QPC tunneling rate γ = T0VQPC and
the simple dissipator
Ldtρ = γ
[
AρA† − 1
2
{
A†A, ρ
}]
= γσ2
[
d†dρd†d− 1
2
{
d†d, ρ
}]
. (B2)
In the last line, we have inserted the definition
of A and used the fermionic anticommutation rela-
tions. This particularly simple form allows one to
easily compute the exponential of Ldt. Defining
the superoperators J ρ = d†dρd†d, JLρ = 12d†dρ,
and JR = 12ρd†d, we can – since they all mu-
tually commute – compute their action separately
e−γσ
2JL∆τρ =
[
dd† + e−σ
2γ∆τ/2d†d
]
ρ, e−γσ
2JR∆τρ =
ρ
[
dd† + e−σ
2γ∆τ/2d†d
]
, and e+γσ
2J∆τρ = ρ +(
e+σ
2γ∆τ − 1
)
d†dρd†d, which upon sequential applica-
tion yields for the total effect of the measurement on
average
eLdt(0)∆τρ = dd†ρd†d+ d†dρd†d (B3)
+e−σ
2γ∆τ/2
(
d†dρdd† + dd†ρd†d
)
.
From this, we can see that on average the effect of the
measurement is just the destruction of coherences be-
tween empty and filled central dot states. By employ-
ing the fermionic anticommutation relations we there-
fore get the expression
eLdt(0)∆τ − 1
∆t
=
e−σ
2 γ∆τ
2 − 1
∆t
(
d†dρdd† + h.c.
)
,(B4)
which implies withME+MF = eLdt(0)∆τ – see the dis-
cussion in the subsection below – Eq. (19) in the article.
2. Measurement dissipator in presence of QPC
electron counting
To furthermore infer the counting statistics of the
QPC, it is a well-established practice to introduce count-
ing fields45, which yields a generalized dissipator of the
form
Ldt(χ)ρ = γ
[
e+iχAρA† − 1
2
{
A†A, ρ
}]
, (B5)
where χ denotes the counting field for the charges
transferred through the QPC circuit. By computing
derivatives of the moment-generating function M(χ) =
Tr
{
eLdt(χ)∆τρ(t)
}
with respect to the counting field
14
χ, we can determine all moments of the charge distri-
butions of tunneled QPC charges during the interval
[t, t + ∆τ ], where ∆τ denotes the duration of the mea-
surement. By construction, the inverse Fourier trans-
form of the generating function yields the full distribu-
tion
Pn(∆τ) = Tr
{
1
2pi
∫ +pi
−pi
eLdt(χ)∆τ−inχρ(t)
}
, (B6)
and the corresponding conditional (not normalized)
density matrix is given by54
ρ(n)(t+ ∆τ) =
1
2pi
∫ +pi
−pi
eLdt(χ)∆τ−inχdχρ(t)
≡Mnρ(t) , (B7)
which defines the measurement superoperators Mn. In
system (TQD)-detector (QPC transfer particle number)
Hilbert space the most general density matrix can be
written as ρSD(t) =
∑
nm ρ
(nm)(t) ⊗ |n〉 〈m|, such that
by performing a projective measurement of the num-
ber of particles transferred through the QPC and trace
out the detector afterwards, this leads to the identifi-
cation ρ(n) = ρ(nn). We note that from the complete-
ness relation of the Fourier transform we can also in-
fer that ρ(t + ∆τ) =
∑
n ρ
(n)(t + ∆τ) = eLdt(0)∆τρ(t),
such that
∑
nMn = eLdt(0)∆τ . In a similar fashion
as before, we can also partition the generalized dissipa-
tor into mutually commuting superoperators Ldt(χ) =
γ
[
e+iχJ + JL + JR
]
, for which we can separately com-
pute the exponential. Eventually, this yields
Mn = (γ∆τ)
n
n!
J ne−γ∆τ(JL+JR) . (B8)
By using that An = dd†+ (1− σ)nd†d we can explicitly
determine the individual superoperators
J nρ=ˆ[dd† + (1− σ)nd†d] ρ× (B9)
× [dd† + (1− σ)nd†d] ,
e−γ∆τ(JL+JR)ρ=ˆ
[
e−γ∆τ/2dd† + e−γ∆τ(1−σ)
2/2d†d
]
ρ×
×
[
e−γ∆τ/2dd† + e−γ∆τ(1−σ)
2/2d†d
]
,
which upon nested application eventually leads to
Eq. (12) in the main article.
3. Example: SQD monitored by QPC
Taking Ldt(χ) from Eq. (B5) with A = 1− σd†d, we
can evaluate the action of the QPC in the dot eigenbasis
|0〉, |1〉. Due to the special form of the dissipator, it does
not couple between the populations and the coherences
of the dot density matrix, and we get (Ldt(χ)ρ)00 =
γ(e+iχ−1)ρ00 and (Ldt(χ)ρ)11 = γ(1−σ)2(e+iχ−1)ρ11.
Since for a single quantum dot system, coherences do
not play a role, we therefore obtain that the gener-
alized rate matrix (acting on the probability vector
P = (pE, pF)
T for finding the dot empty or filled, re-
spectively) is diagonal in the SQD eigenbasis
Wdt(χ) = γ(e+iχ − 1)
(
1 0
0 (1− σ)2
)
. (B10)
Here, we see that for the chosen large QPC-bias limit,
we only have unidirectional transport through the QPC,
such that only terms with e+iχ occur, and γ > 0 de-
scribes the QPC transmission (compare Sec. 5.4.1 of
Ref.42). The total rate matrix is then constructed addi-
tively – compare Eq. (2) – which leads to
W(χ) =Wdt(χ) +WL +WR . (B11)
Here, the rate matricesWL/R describe electronic jumps
onto or off the dot from the left and right leads, respec-
tively, andWdt is a generalized rate matrix for the QPC,
with the counting field χ describing the number of trans-
ferred QPC charges. In absence of counting (χ = 0), the
effect of the QPC on the single dot vanishes, for larger
system such as e.g. a double dot however, the QPC
would still have an effect55.
The above rate matrix is an extremely simple exam-
ple of a bistable stochastic process: For vanishing SQD
tunneling rates WL/R → 0, the dot occupation cannot
change, and the statistics Pn(∆t) will be fully Poisso-
nian, depending on only the initial SQD occupation:
When it is empty, the cumulants will be given by γ∆t,
and when it is filled, they are given by γ(1 − σ)2∆t.
The interesting case arises when the SQD rate matri-
ces WL/R are small in comparison to Wdt: Then, slow
switching events occur between the two Poissonian dis-
tributions56, and the time-dependent detector signal can
be used to infer the occupation of the dot32.
From the theory of Full Counting Statistics, we can
infer the probability Pn(∆t) of observing n QPC charge
transfer events during in the interval [t, t+ ∆t] via
Pn(∆t) =
1
2pi
∫ +pi
−pi
Tr
{
eW(χ)∆tP (t)
}
e−inχdχ ,(B12)
where the trace corresponds in this case to the multipli-
cation from the left with the row vector (1, 1). Further-
more, a measurement of n QPC charge transfers after
∆t would project the probability vector to
P (n)(t+ ∆t) =
1
2pi
∫ +pi
−pi
eW(χ)∆tP (t)e−inχdχ ,(B13)
which still needs to be normalized by Pn(∆t). In the
limit where γ  Γα, a perturbative treatment for these
expressions can be used. To generate a trajectory such
as in Fig. 3, we start with an empty dot P (0) = (1, 0),
then compute the probabilities Pn(∆t), choose accord-
ingly a particular outcome n – which defines a current
I = n/∆t – and perform the projection, which leads to
P (∆t). This is then taken as the initial state for the
next iteration and so on. Due to the projection, it is
more likely to measure large currents after large cur-
rents and low currents after low currents, which leads
to the switching behaviour shown in Fig. 3.
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Appendix C: Triple dot properties
1. Spectrum
In the simple case when L = R = , the spectrum
and the eigenvectors of the TQD part of the Hamilto-
nian (5) can be computed analytically. The eigenstates
can be grouped into states with the same total particle
number, with energies
E0 = 0 ,
E01 =  , E
±
1 = ±
√
ΓLδL
2
+
ΓRδR
2
,
E02 = 2 , E
±
2 = 2±
√
ΓLδL
2
+
ΓRδR
2
,
E3 = 3 . (C1)
We note that the TQD energies become near de-
generate for small Γαδα. Applying the Master equa-
tion formalism to it should be well justified now when
δαβ  1. Applying the secular approximation on top
however should only be admissible when
√
Γαδα  δα.
Furthermore, it should be noted that out of the 64
matrix elements of the TQD density matrix, not all
are allowed within our treatment, as a master equation
treatment of the TQD will only admit to create superpo-
sitions of states of similar charge on the TQD. That is,
we can have coherences between the singly and the dou-
bly charged states separately, leading to 20 = 1+9+9+1
non-vanishing density matrix elements in total. Taking
only these physically allowed matrix elements into ac-
count and then performing the partial trace over the
left and right dots, we obtain that the reduced density
matrix of the central dot must always be diagonal.
2. Correlation functions
Identifying the coupling operators between the TQD
and the residual reservoirs as
A1 = d
†
L , B1 =
∑
k
T ∗kLCkL ,
A2 = dL , B2 =
∑
k
TkLC
†
kL ,
A3 = d
†
R , B3 =
∑
k
T ∗kRCkR ,
A4 = dR , B4 =
∑
k
TkRC
†
kR , (C2)
we can represent the non-vanishing correlation functions
as (compare e.g. Chapter 5 in Ref.42)
C12(τ) =
1
2pi
+∞∫
−∞
Γ
(1)
L (ω)[1− fL(ω)]e−iωτdω ,
C21(τ) =
1
2pi
+∞∫
−∞
Γ
(1)
L (ω)fL(ω)e
+iωτdω , (C3)
and similar for C34(τ) and C43(τ) by replacing L→R.
From this, we can read off the Fourier transform of e.g.
the left-associated correlation functions
γ12(ω) = Γ
(1)
L (+ω)[1− fL(+ω)] ,
γ21(ω) = Γ
(1)
L (−ω)fL(−ω) . (C4)
3. Born-Markov master equation in absence of
feedback
We can decide not to perform the secular approxima-
tion, but only the Born and Markov approximations.
This will in general not lead to a Lindblad type master
equation
ρ˙ = Lρ = −i [HS, ρ] +
∑
α
L(α)ρ , (C5)
but we can nevertheless expect that for weak residual
couplings δα it will approximately preserve the basic
thermodynamic properties of the system.
In our case, it assumes the form
ρ˙ = −i[HS, ρ]
−
{
[cL,ML,21ρ] + [c
†
L,ML,12ρ] + h.c.
}
−
{
[cR,MR,21ρ] + [c
†
R,MR,12ρ] + h.c.
}
, (C6)
where (similar for the right lead L→R and 12→ 34)
ML,21 =
∑
ab
Γ21(Eb − Ea) 〈a| c†L |b〉 |a〉 〈b| ,
ML,12 =
∑
ab
Γ12(Eb − Ea) 〈a| cL |b〉 |a〉 〈b| . (C7)
Here, we have used the TQD energy eigenbasis HS |a〉 =
Ea |a〉 (compare App. C 1) and the half-sided Fourier
transform of the correlation function
Γαβ(ω) =
∫ ∞
0
Cαβ(τ)e
+iωτdτ . (C8)
These can be rewritten using the convolution theorem
Γαβ(ω) =
+∞∫
−∞
Cαβ(τ)Θ(τ)e
+iωτdτ
=
1
2pi
∫
γαβ(Ω)
[
piδ(ω − Ω) + i
ω − Ω
]
dΩ
=
1
2
γαβ(ω) +
i
2pi
P
∫
γαβ(Ω)
ω − Ω dΩ , (C9)
where we have inserted the the Fourier transform of
the Heaviside-Θ function. These principal value inte-
grals can in principle be evaluated numerically, but for
a Lorentzian tunneling rate we may also obtain an an-
alytic solution in terms of Polygamma functions (not
shown for brevity). For flat tunneling rates, this Lamb
shift contribution diverges logarithmically. For exam-
ple, for a Lorentzian tunneling rate Γ
(1)
α (ω) we would
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get for large bandwidth δα (compare e.g. App. C of
Ref.57)
Γ12(ω) ≈ 1
2
ΓL[1− fL(+ω)] (C10)
+i
ΓL
2pi
[
ln
2pi
βLδL
+ <Ψ
(
1
2
+ i
βL(ω − µL)
2pi
)]
,
Γ21(ω) ≈ 1
2
ΓLfL(−ω)
+i
ΓL
2pi
[
ln
2pi
βLδL
+ <Ψ
(
1
2
+ i
βL(ω + µL)
2pi
)]
,
where Ψ(x) denotes the Digamma function, and sim-
ilar for the right-associated rates. However, since in
our approach the transformed TQD has flat tunnel-
ing rates Γ
(1)
α (ω) = 2δα, we have to consider the limit
δα → δcutoff → ∞ and Γα → 2δα in the above equa-
tions. Numerically, we see that the currents and steady
states do not depend on the cutoff width δcutoff .
Appendix D: SQD efficiency
To evaluate the efficiency of information conversion
of an SQD treatment, we can use earlier results12. The
entropy flow term for the rate Eq. (4) becomes
S˙e =
∑
α
∑
mm′
W
(α)
mm′Pm′ ln
W
(α)
m′m
W
(α)
mm′
=
∑
α
βα
(
I
(α)
E − µαI(α)M
)
+
∑
α
I
(α)
M ln
ΓFα
ΓEα
=
∑
α
βαQ˙
(α) + I
(L)
M ln
ΓFLΓ
E
R
ΓELΓ
F
R
. (D1)
At steady state, this becomes the negative entropy pro-
duction rate, and the second law reads
−
∑
α
βαQ˙
(α) − I(L)M ln
ΓFLΓ
E
R
ΓELΓ
F
R
≥ 0 , (D2)
such that an efficiency of information conversion is –
in the region of Pel ≥ 0 – given by (we assume equal
temperatures and in the SQD treatment both energy
and matter currents are conserved)
η =
βPel
I
(L)
M ln
ΓELΓ
F
R
ΓFLΓ
E
R
=
−β(µL − µR)
ln
ΓELΓ
F
R
ΓFLΓ
E
R
. (D3)
Using the numerical values in the figures in the main
article, this is way larger than the efficiency in Fig. 5 in
the weak-coupling limit.
Appendix E: Second law with included detector
One can also derive the second law by considering
the implementation of the measurement apparatus in
more detail. Then, it is not necessary to perform an
average over different trajectories. We note that the
treatment here fits in the framework of repeated inter-
actions51, where the QPC measurements and external
feedback operations assume the role of the units, which
however are subject to a nonequilibrium environment.
It is sufficient to remain at the level of the average den-
sity matrix ρSD involving TQD system and detector and
the corresponding reduced density matrices of system
ρS = TrD {ρSD} and detector ρD = TrS {ρSD}, respec-
tively. We will consider a finite measurement and con-
trol times ∆t, ∆τ , dropping however for brevity their
dependence in the stroboscopic stationary state.
Right before the measurement, the joint density ma-
trix is given by
ρ
(0)
SD = ρ¯⊗ |0〉 〈0| , (E1)
and the mutual information I ≡ SvN(ρS) + SvN(ρD) −
SvN(ρSD) ≥ 0 of this state actually vanishes.
As the first part of the measurement, we let TQD
system and QPC interact during the time-interval ∆τ ,
leading to the joint density matrix
ρ
(1)
SD =
∑
n
(Mnρ¯)⊗ |n〉 〈n| , (E2)
where the measurement superoperators are defined in
Eq. (12). We note that the joint entropy of this state
is exactly given by the sum of the Shannon-entropy of
the detector and the averaged entropy of the system38
SvN(ρ
(1)
SD) = −
∑
n Pn lnPn +
∑
n PnSvN(
Mnρ¯
Pn
), where
as before Pn = Tr {Mnρ¯}. Also, we can calculate the
reduced density matrices ρ
(1)
S =
∑
nMnρ¯ = eLdt(0)∆τ ρ¯
and ρ
(1)
D =
∑
n Pn |n〉 〈n|, and the mutual information
between system and detector becomes
I(1) = SvN
(
eLdt(0)∆τ ρ¯
)
−
∑
n
PnSvN
(Mnρ¯
Pn
)
.(E3)
We can confirm its non-negativity by inequality (32).
During control, we apply the conditional evolution,
leading to
ρ
(2)
SD =
∑
n
(
eLn(∆t−∆τ)Mnρ¯
)
⊗ |n〉 〈n| . (E4)
The entropy of this state can also be additively decom-
posed into the Shannon entropy of the detector and the
averaged system entropy SvN(ρ
(2)
SD) = −
∑
n Pn lnPn +∑
n PnSvN(
eLn(∆t−∆τ)Mnρ¯
Pn
). By construction, the re-
duced density matrices become ρ
(2)
S = ρ¯ and ρ
(2)
D =∑
n Pn |n〉 〈n|, such that their mutual information is now
I(2) = SvN(ρ¯)−
∑
n
PnSvN
(
eLn(∆t−∆τ)Mnρ¯
Pn
)
.(E5)
for which we can also confirm the non-negativity by in-
equality (32). Thus, not all of the mutual information
is used to perform the feedback operation.
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Finally, we reset the detector to its initial value by
ρ
(3)
SD =
∑
m |0〉 〈m| ρ(2)SD |m〉 〈0|, closing the loop. In terms
of units, we would replace the old unit by a new one.
When the detector is reset, we discard the mutual in-
formation I(2), which explains the detrimental effect on
performance. Explicitly, this resetting yields
ρ
(3)
SD =
(∑
n
eLn(∆t−∆τ)Mnρ¯
)
⊗ |0〉 〈0| = ρ(0)SD ,(E6)
where we have used that we operate at (stroboscopic)
steady state. Accordingly, also the entropies must be
the same after one feedback cycle.
During control, the detector does not change, and as
we have a conventional evolution, we have for the change
of total entropies47
∆Sct ≡ SvN(ρ(2)SD)− SvN(ρ(1)SD)
= ∆iSct +
∑
α∈{L,R}
βα∆Q
(α) , (E7)
with irreversible entropy production ∆iSct ≥ 0 and heat
transfers from the reservoirs ∆Q(α). The measurement-
associated contributions can be separated into the
buildup of system-detector correlations and their re-
moval when resetting the detector. From the explicit
expressions for the entropies we also have
−∆Sct =
∑
n
Pn
[
SvN
(Mnρ¯
Pn
)
−SvN
(
eLn(∆t−∆τ)
Mnρ¯
Pn
)]
=
∑
n
Pn
[
SvN
(Mnρ¯
Pn
)
− SvN(ρ¯)
]
+SvN(ρ¯)
−
∑
n
PnSvN
(
eLn(∆t−∆τ)
Mnρ¯
Pn
)
= ∆Sms + SvN(ρ¯)
−
∑
n
PnSvN
(
eLn(∆t−∆τ)
Mnρ¯
Pn
)
, (E8)
where we have used Eq. (36). Comparing the two ex-
pressions above and re-arranging eventually yields
−βL∆Q(L) − βR∆Q(R) −∆Sms = ∆iSct + SvN(ρ¯)
−
∑
n
PnSvN
(
eLn(∆t−∆τ)
Mnρ¯
Pn
)
≥ 0 , (E9)
which upon invoking Eq. (32) yields the same second
law (34) as in the main manuscript. We see that the
last two terms on the r.h.s. correspond to the mutual
information I(2) that is discarded in the resetting of the
detector. Finally, we also mention that we can express
the average of the measurement entropy change as
∆Sms = SvN(ρ
(1)
S )− SvN(ρ¯)− I(1)
= SvN(ρ
(1)
SD)− SvN(ρ(2)SD)− I(2) , (E10)
which demonstrates that it is not only the mutual infor-
mation gathered during the measurement which bounds
the performance, but also how much of it is actually
used during the feedback.
