We consider the problem of estimating the size of a maximum cut (Max-Cut problem) in a random Erdös-Rényi graph on n nodes and ⌊cn⌋ edges. It is known [CGHS04] that the size of the maximum cut in this graph normalized by the number of nodes belongs to the asymptotic region [c/2 + 0.37613 √ c, c/2 + 0.58870 √ c] with high probability (w.h.p.) as n increases, for all sufficiently large c. The upper bound was obtained by application of the first moment method, and the lower bound was obtained by constructing algorithmically a cut which achieves the stated lower bound.
1 Introduction and Main Results
Context and previous results
The Max-Cut (finding the maximum cut) of a graph is the problem of splitting the nodes of a graph into two parts so that to maximize the number of edges between the two parts. In the worst case the problem falls into the Max-SNP-hard complexity class which means that the optimal value cannot be approximated within a certain multiplicative error by a polynomial time algorithm, unless P=NP. In this paper, however, we are concerned with the average case analysis of the Max-Cut problem. Last decade we have seen a dramatic progress improving our understanding of various randomly generated constraint satisfaction models such as random K-SAT problem, random XOR-SAT problem, proper coloring of a random graph, independence ratio of a random graph, and many related problems [DSS13] , [CO13] , [CO14] . These problems broadly fall into the class of so-called anti-ferromagnetic spin glass models, borrowing a terminology from statistical physics. A great deal of progress was also achieved in studying ferromagnetic counterparts of these problems on random and more general locally tree-like graphs [DM] , [DM10] , [DMS11] . At the same time the best known results for the Max-Cut problem (which falls into anti-ferromagnetic category) were obtained in [CGHS04] about a decade ago, and have not been improved ever since. In the aforementioned reference upper and lower bounds are obtained on the Max-Cut value for random sparse Erdös-Rényi graph. Related results concerning Max-K-SAT problem were considered in [ANP05] and [ANP07] . In this paper we improve both upper and lower bounds on Max-Cut value obtained in [CGHS04] , using a new method based on applying local optimality property of maximum cuts and solving an underlying two-dimensional large deviations problem.
Recall that an Erdös-Rényi graph G(n, m) is a random graph generated by selecting m edges uniformly at random (without replacement) from all possible edges on n vertices. The Max-Cut problem exhibits a phase transition at 2m/n = 1. Specifically, Coppersmith et al. [CGHS04] showed that the difference of m and the MaxCut size jumps from Ω(1) to Ω(n) as 2m/n increases from below to above 1. Furthermore, Daudé, Martínez, et al. [DMRR12] established the distributional limit of Max-Cut size in the scaling window 2m − n ≪ n.
When c = m/n is sufficiently large, which is the setting considered in this paper, both upper and lower bounds of the Max-Cut size are also obtained in [CGHS04] . To describe their result it helps to let MC(c) denote the normalized limit of of the expected value of the Max-Cut size in G(n, ⌊cn⌋) as n → ∞. Namely, let M C n,c denote the Max-Cut value in the Erdös-Rényi graph G(n, ⌊cn⌋). Then there exists MC(c) such that
in probability as n → ∞. The existence of this limit is by no means obvious and itself was only recently established in [BGT13] . The fact that the actual value concentrates around MC(c) with high probability follows directly by application of the Azuma's inequality. In terms of MC(c), it was shown in [CGHS04] that MC(c) respect to n → ∞. When these order of magnitude notations are with respect to the regime c → ∞, we use subscripts o c , O c , Θ c . The upper bound was obtained by using a standard first moment method. Namely, one computes the expected number of cuts achieving a certain cut size value. It was shown that when the size is at least c/2 + 0.58870 √ c + o( √ c) the expectation converges to zero exponentially fast, and thus the cuts of this size do not exist w.h.p. For the lower bound the authors constructed an algorithm where the nodes were dynamically assigned to different parts of the cut based on the majority of the implied degrees. Since the degree of a node has approximately a Poisson distribution with parameter c, which for large c is approximated by a Normal distribution with mean c and standard deviation √ c, the maximum of two such random variables is approximately a maximum of two normally distributed random variables with same distribution and has mean of order √ c. This approach leads to a lower bound c/2 + 0.37613 √ c + o( √ c). Coja-Oghlan and Moore [COMS03] generalized the similar ideas to Max k-Cut problem and proposed an approximation algorithm by using semidefinite relaxations of Max k-Cut. The approximation of a Poisson distribution by a Normal distribution when parameter of the Poisson distribution is large is also instrumental in the analysis used in our paper.
Our contribution
In this paper we obtained an improved upper and lower bounds on the Max-Cut value in Erdös-Rényi graph when the edge density c diverges to infinity. We now state our results precisely. Our bounds will be expressed in terms of solutions to somewhat complicated equations which we introduce now.
We begin with equations involved in the upper bound on the value of the Max-Cut. Consider the following system of two functions in variables x and θ
−2x
2 + θ 2 + log (1 + erf(2x + θ)) = 0,
θ + 1 π e −(2x+θ) 2 1 + erf(2x + θ) = 0,
where erf(·) is the Gaussian error function, defined as
In particular, erf(x/ √ 2) = sgn(x)P[|Z| ≤ |x|] when Z is the standard normal random variable. We denote by w 1 (θ, x) and w 2 (θ, x) the functions appearing on the left-hand of (2) and (3) respectively. 
the equation w 2 (x, θ) = 0 in θ has a unique solution. Furthermore, the system (2) and (3) has a unique solution in the same region (5). Numerically, this unique solution is x u = 0.55909.. and θ u = −0.11079.. .
The interval [0.37613, 0.58870] appearing above is the upper and lower bound values derived in [CGHS04] . We use it as a convenient guarantee that the "true" value of x has to belong to this range. We denote by w(x) the univariate function w 1 (x, θ(x)), where θ(x) is the unique solution of w 2 (x, θ) = 0:
w(x) = w 1 (x, θ(x)).
We now introduce equations involved in deriving the lower bound on the Max-Cut value. Given x and β ∈ (0, 1/2), consider the following system of three equations in variables t, θ 1 and θ 2 θ 1 Q θ 1 , 1/2 − β β , t β 3/2 + 
θ 2 Q θ 2 , β 1/2 − β ,
where Q(θ, a 1 , a 2 ) = 
Lemma 1.2. For every x satisfying (5) and β ∈ (0, 1/2), the system (7), (8) and (9) has a unique solution.
Given x and β ∈ (0, 1/2), denote the unique solution to (7), (8) and (9) by θ * 1 (x, β), θ * 2 (x, β) and t * (x, β). Introduce the following functions P (θ, a 1 , a 2 ) = 1 π exp(θ 2 /2)
W (x, β) = − 2β log β − 2(1/2 − β) log(1/2 − β) − 1 2 t * (x, β) 2 β 2 − 1 2 (x − t * (x, β)) 2 (1/2 − β) 2 + 2β log P θ * 1 (x, β), 1/2 − β β , t * (x, β) β 3/2 + 2(1/2 − β) log P θ * 2 (x, β),
where the first function is defined for all θ, a 1 , a 2 ∈ R and the second function is defined for all x in the range (5) and β ∈ (0, 1/2). Let
We will establish that the set of values x > 0.37613 for which sup β∈(0,1/2) W (x, β) = 2w(x) is in fact non-empty and thus x l is well-defined. Numerically we found that x l = 0.47523.. . The values x u and x l give the new upper and lower bounds on the Max-Cut value as stated in the main result of this paper below. Theorem 1.3. Let MC(c) be defined as in (1). Then
where x l is defined in (13) and x u is defined as in Lemma 1.1.
This theorem can be easily extended to another variant of Erdös-Rényi random graph G(n, c/n), which is defined by putting every one of the n(n − 1)/2 potential edges into the graph with probability c/n, independently for all edges. Since the number of edges in G(n, c/n) is tightly concentrated around cn/2 with fluctuation bounded by O(n 1/2+ǫ ) for any ǫ > 0 w.h.p., the Max-Cut size bounds derived from G(n, ⌊cn/2⌋) also apply to G(n, c/n).
Our result has immediate ramification to a very related problem of estimating the energy of a ground state of an anti-ferromagnetic Ising model at zero temperature. Given an arbitrary undirected graph G with node set V and edge set E and a real value β, the Ising model corresponds to a Gibbs distribution on the state space {−1, 1} |V | defined by
is the normalizing partition function. The case β > 0 corresponds to the anti-ferromagnetic Ising model, and the ground state σ * is any state which minimizes the energy functional (u,v)∈E σ u σ v , namely the one maximising the Gibbs likelihood. There is an obvious simple one-to-one relationship between energy of ground states of an anti-ferromagnetic Ising model and Max-Cut problem. Denoting by H(G) the energy of a ground state, we have H(G) = |E| − 2M C(G), where M C(G) denotes the Max-Cut value of the graph G. Denote by I c the limit of the ground state energy normalized by n, as n → ∞. The existence of this limit follows from the existence of the corresponding limit MC(c) for every c. As an immediate implication of Theorem 1.3, since the number of edges in G is ⌊cn⌋ we obtain Corollary 1.4. The following bounds hold
where x l and x u have the same values as in Theorem 1.3.
The main novel technique underlying the bounds presented in Theorem 1.3 are based on the local optimality property of the maximum cuts. Specifically, given an arbitrary graph G with a node set V and edge set E, let V 1 , V 2 be any node partition which maximizes E(V 1 , V 2 ), where E(A, B) denotes the number of edges between disjoint node sets A ⊂ V and B ⊂ V . Namely, V 1 , V 2 achieve the maximum cut value. For every v ∈ V 1 , let N 1 (v) and N 2 (v) denote the neighbors of node v in parts V 1 and V 2 respectively. Optimality of (V 1 , V 2 ) implies that |N 1 (v)| ≤ |N 2 (v)|, as otherwise a higher cut value can be obtained by assigning v to V 2 instead of V 1 . A similar observation holds for every node v ∈ V 2 . We say that a (not necessarily optimal) cut (node partition) V 1 , V 2 satisfies the local optimality constraint if this property holds for every node v in V 1 and V 2 . Clearly every optimal cut satisfies the local optimality constraint. Our main approach is based on computing the expected number of cuts which satisfy the local optimality constraint and which achieve a certain cut value z. Computing this expectation is an involved task and amounts to solving a certain two-dimensional large deviations problem. The nature of this problem can be described as follows. The joint distribution of degrees of nodes in an Erdös-Rényi graph can be described by the joint distribution arising from the balls into bins problem. Specifically, given a cut V 1 , V 2 of a graph of equal say size |V 1 | = |V 2 | = n/2 (say n is even for convenience), conditioned to have value zn, such that the remaining parts V 1 and V 2 have the number of internal edges equal to z 1 n and z 2 n respectively, with z + z 1 + z 2 = c, the joint distribution of the number of neighbors of nodes of V 1 in part V 2 is described as the joint distribution arising from putting z balls into n/2 bins uniformly at random. Similarly, the joint distribution of the number of neighbors of nodes of V j who also belong to V j is also described as the joint distribution arising from putting 2z j n balls into n/2 bins uniformly at random, independently from the first process and from the other part. Let the first zn balls be colored blue, and the balls corresponding to the z j n edges be colored red for j = 1, 2. Then the local optimality constraint means that in each bin the number of red balls does not exceed the number of blue balls. Achieving a particular cut value z amounts to saying that the total number of blue balls equals z. Both events are of large deviations type and computing the likelihood of this rare event amounts to solving a two-dimensional large deviations problem. While solving this problem for a fixed c appears to be intractable, it can be solved asymptotically when c is large since in this case the distribution of balls in bins is well approximated by a normal distribution. As a result the large deviations rate function can be solved by integration over Gaussian distribution. This approach leads to an upper bound stated in our main theorem.
To obtain the lower bound we consider the second moment of the number of cuts achieving value z satisfying the local optimality constraint. The idea of the approach is very similar as in the case of an upper bound, but details are more involved since we consider now pairs of cuts. We use the second moment method to obtain a lower bound on probability of existence of a cut with a particular value. This lower bound still is exponentially small. Our last step is to use an exponential concentration of the Max-Cut value around its expectation in order to argue the existence of a cut with a stated value. The last step is similar to the one used in earlier papers, such as Frieze [Fri90] .
Ideas somewhat similar to our local optimality condition, appear in a different context of random K-SAT problem. There single-flip satisfying truth assignment are used to obtain the upper bounds on the 3-satisfiability threshold in [DBM00] , and [DKMPG08] . The idea in these works was to count the expected number of those satisfying truth assignments which are local maxima in terms of a lexicographic ordering. While the idea of using local optimality property in these papers and in our paper is somewhat similar, the details of the analysis differ substantially.
Our last result concerns maximum cut in random cubic (namely 3-regular) graphs. Here the best known bound follows from a recent result by Lyons [Lyo14] who proves existence of a cut with an asymptotic value at least 1.33774..n in an arbitrary sequence of cubic graphs, whose girth (size of a smallest cycle) diverges to infinity. Our improved bound is based on a simple argument taking advantage of a recent result by Csóka et al. [CGHV14] regarding the size of a largest bi-partite subgraph of a cubic graph with large girth. We obtain Theorem 1.5. Let G n be an arbitrary sequence of n-node cubic graphs with girth diverging to infinity. For these graphs lim inf n M C n,c n ≥ 1.36000.. .
Note that while the random n-node cubic graph (a graph generated uniformly at random from the set of all 3-regular n-node graphs) does not necessarily diverge to infinity, it does have mostly a locallytree like structure and the results obtained for regular graphs with diverging girth which regard "global" structure such as Max-Cut apply to these graphs as well, see for one example where such an argument is developed [BG08] .
The remainder of this paper is organized as follows. In the next section we provide some preliminary technical results regarding the balls into bins model. In the same section we state and prove the socalled local large deviations results for lattice based random variables. These results serve as a basis for computing the first and second moments of the number of cuts satisfying the local optimality constraints. Section 3 is devoted to establishing the upper bound part of our main result, Theorem 1.3, using the first moment method. In Section 4 we derive an optimization problem the solution of which describes the asymptotics of second moment. In Section 5 this optimization problem is reduced to a system of equations, the unique solution of which is used to obtain the lower bound on the maximum cut value. Most of the ideas are based on the same techniques as the ones used for the upper bound part, but the details are very lengthy and far more involved. The numerical answers appearing in the statement and the proofs of our result are based on computer assisted computation and thus our results should be qualified as computer assisted. In the last Section 3 we conclude with several open problems.
Preliminary results. Random multi-graphs, the Balls into Bins model and the Local Large Deviations bounds
Our random graph model G(n, m) model is obtained by selecting m out of n(n − 1)/2 edges uniformly at random without replacement. The analysis below is significantly simplified by switching to a more tractable random multi-graph model generated from the configuration model where edge repetition and loops are allowed. Then we use a fairly standard observation that this change does not impact the asymptotic value of the Max-Cut. Thus consider the set of n(n + 1)/2 edges on n nodes, which now include n loops and suppose we select m edges uniformly at random with replacement. Equivalently, one can think of this as an experiment of throwing 2m balls (also commonly called clones) into n bins (nodes) of the graph uniformly at random, and then creating a random m-matching between the 2m balls. An edge between node i and j is formed if and only if there exist two balls thrown into bins i and j which are connected in the matching. In particular loops and parallel edges are allowed, though it is easy to check that when m = O(n), with probability bounded away from zero as n → ∞, the number of loops and parallel edges is zero. Conditioned on this event, the resulting graph is G(n, m). Since all the results obtained in this paper hold w.h.p., we now assume from this point on that G(n, ⌊cn⌋) stands for the random multi-graph model described above.
In order to implement the local optimality condition for Max-Cut, we first introduce two relevant lemmas regarding the variant of so-called occupancy (Balls into Bins) problem. Consider an experiment where µ balls are thrown independently and uniformly at random (u.a.r.) into n bins. In order to decouple the distribution of the number of balls each bin receives, we need the following "Poissonization lemma" [Dur10, CO13] . {1, 2, . . . , n}. Let λ > 0 and (B i ) i∈[n] be a family of independent Poisson variables with the same mean λ = µ n . Then for any sequence (t i ) i∈[n] of non-negative integers such that n i=1 t i = µ we have
Here the standard order of magnitude notation
Consider now an experiment of throwing balls into bins twice. First µ 1 balls are thrown independently and u.a.r. into n bins. Denote the number of balls in bin i by E i . Next, the bins are reset empty and another µ 2 balls are thrown u.a.r. into n bins independently for all bins and independently from the first experiment. Denote the number of balls in bin i by F i . Correspondingly, let B i , 1 ≤ i ≤ n, and C i , 1 ≤ i ≤ n, be two families of independent Poisson variables with means λ 1 = µ 1 /n and λ 2 = µ 2 /n, respectively. We rely on Lemma 2.1 to evaluate the probability
Lemma 2.2. The following holds
Proof of Lemma 2.2. Let
We have
By the independence of B i and C i , 1 ≤ i ≤ n ,we have (18).
In order to compute the conditional probability in (18), we need to rely on multivariate local limit theorems for large deviations [Ric58] , [CS85] , [CS86] . The classical large deviations theory provides tight estimates of the exponent γ appearing when calculating the rare events of the form P(X n > nx) ≈ exp(−γxn). The local large deviations theory instead provides estimates of the form P(X n = nx) ≈ exp(−γxn), where usually the same exponent γ governs the large deviations rate. Naturally, the local case is restricted to cases when values nx belong to the range of random variables X n .
Thus let {e 1 , . . . , e d } be an orthonormal basis of R d where e i is the unit vector of 0's except for 1 in the ith position. Let X 1 , X 2 , . . . be i.i.d. random vectors in R d with the mean vector 0 and finite second moment. Furthermore, suppose the covariance matrix Σ is non-singular, and the distribution of X i are supported on a lattice with parameters
and this is the smallest (in set inclusion sense) lattice with this property. If
This probability is positive only when
The following local Central Limit Theorem can be found as Theorem 3.5.2 in [Dur10] .
Theorem 2.3. Under the hypotheses above, as n → ∞,
Based on this result, we use the change-of-measure technique to obtain the following local limit theorem for large deviations. Let M (θ) = E[e θ,X 1 ] be the moment generating function of
. It is the unique θ which achieves the large deviation rate at y, namely
√ ny ∈ L n for all sufficiently large n ∈ Z + . Let θ * be defined uniquely by y = ∇Λ(θ * ). Then,
The proof is obtained by combining a standard change of measure technique in the theory of large deviations with the local Central Limit Theorem 2.3. We include the proof for completeness.
Proof of Theorem 2.4. Let µ be the probability measure associated with X 1 and µ n be the probability measure associated with S n /n. Using y = ∇Λ(θ * ), define a new probability measureμ with the same support as X 1 in terms of µ as follows:
It is easy to see that it is a probability measure by observing
Letμ n be the associated probability measure ofS n = (X 1 + · · · +X n )/n whereX i , 1 ≤ i ≤ n, are i.i.d. random vectors with probability measureμ. Then we have
Then we have 1
By the choice of θ * , we have
where we used ∇M (θ * ) = E[X 1 e θ * ,X 1 ], namely, the order of differentiation and expectation operators can be changed, see [DZ98] . Furthermore, the probability measuresμ defined in (21) has moments of all orders. ThenX 1 − y is a zero mean random vector with finite moments of all orders. Now since the lattice supporting X 1 andX 1 is the same, the lattice supportingX i − y is described by parameters
Namely the same h i and b replaced by b − y. Now the assumption √ ny ∈ L n implies that ny is of the form nb + i h i e i z i , implying n(b − y) + i h i e i z i = 0. We conclude 0 belongs to the set L n with b − y replacing b. Hence, Theorem 2.3 can be used to estimate the last term in (23), which gives
3 Upper bound. The first moment method
In this section, we establish the upper bound part of Theorem 1.3 using the first moment method. We will prove the upper bound of Max-Cut size on G(n, ⌊cn⌋) by counting the expected number of cuts with a given cardinality, satisfying the local optimality condition. Let X(zn) be the number of cuts
which satisfy the local optimality condition. By results in [CGHS04] , since we already know that the maximum cut size normalized by n is c/2 + Θ c ( √ c) w.h.p., then for convenience we rescale z by letting z = c/2 + x √ c for a positive real value x. According to the results from [CGHS04] we know that we can limit ourselves to values x ∈ [0.37613, 0.58870].
Proposition 3.1. For every x in (5) there exists a unique solution θ(x) of (3). Furthermore, for every x in this range
where w(x) is defined in (6).
We now show that result implies the upper bound part of Theorem 1.3. We will establish later in Lemma 1.1 that that w(x) is a strictly decreasing function. Thus the expression above is positive (negative) if x is smaller (larger) than the solution value x u , for sufficiently large c. The result is then obtained by Markov inequality. The remainder of the section is devoted to the proof Proposition 3.1.
We begin with some preliminary results. Given 0 ≤ α ≤ 1/2, consider a cut with two separate vertex subsets V 1 and V 2 with sizes (1/2 + α)n and (1/2 − α)n, respectively. There are
. This is the number of perfect matchings on a set of m nodes. From this point on in all of our computations we will ignore the rounding ⌊·⌋ as it never affects the asymptotic results we obtain. We claim that the expected number of cuts of size zn which satisfy the local optimality condition described in Section 1.2 is
where the sum runs over all non-negative z 1 , z 2 such that z 1 n, z 2 n are integers and z 1 + z 2 = z, over all α ∈ [0, 1/2] such that (1/2 + αn), (1/2 − α)n are integers, and
and
where K is defined by (17). Here we claim that J 1 is the expected number of cuts V 1 , V 2 such that the cardinality of a cut is zn, |V 1 | = (1/2 + α)n, |V 2 | = (1/2 − α)n and the number of edges within each part V 1 and V 2 is z 1 n, z 2 n, respectively. Similarly, we claim that J 2 is the probability that the local optimality condition is satisfied for any given cut counted in J 1 , where K was defined in (17). We recall that G(n, ⌊cn⌋) is assumed to be generated using the configuration model. Indeed 2cn 2z 1 n, 2z 2 n, zn, zn
is the number of ways assigning balls to vertices, such that the vertex subset V 1 has 2z 1 n balls (for generating z 1 n edges inside it by matching them later) and another zn balls (for generating zn edges which cross the partition), and, similarly, the vertex subset V 2 has 2z 2 n balls (for generating z 2 n edges inside it) and another zn balls (for generating zn edges crossing the partition). Now (zn)!F (2z 1 n)F (2z 2 n) is the number of ways of creating cardinality zn matchings crossing parts V 1 and V 2 , cardinality z 1 n matchings inside V 1 and cardinality z 2 n matchings inside V 2 . n 2cn F (2cn) is the number of ways of assigning 2cn balls to n nodes and then randomly matching on these balls for generating a graph with cn edges. Namely, it is the total number of creating a (multi-) graph on n nodes with cn edges. This establishes the claim regarding the term J 1 .
The claim for J 2 follows by observing that once the size z, z 1 , z 2 are fixed, the events that each part V 1 and V 2 satisfies the local optimality conditions are independent and their corresponding probabilities are K((1/2 + α)n, zn, 2z 1 n) and K((1/2 − α)n, zn, 2z 2 n), respectively.
We have that z 1 and z 2 satisfy z 1 + z 2 = c − z. The non-negativity of J 2 implies that we must have 2z 1 ≤ z and 2z 2 ≤ z. Combining with z 1 + z 2 = c − z and z = c/2 + x √ c, we have
We use the standard approximation
Here and everywhere below H(x) denotes the standard entropy function H(x) = −x log x−(1−x) log(1− x). We also have 1 n log 2cn 2z 1 n, 2z 2 n, zn, zn
Using (30), (31), (32) and Stirling's approximation, we have 1 n log J 1 = H(1/2 + α) + 2(−z 1 log z 1 − z 2 log z 2 − z log z + c log c + z log 2)
Using Taylor expansion log(1 + a) = a − a 2 /2 + o(a 2 ), the equation above is simplified by
From (29), we have z 1 − z 2 = O c ( √ c). Viewing the expression above as a quadratic form in α, the dominating term is
as c increases. We see that α which maximizes asymptotically n −1 log J 1 should satisfy
This result is crucial to analyze the variational problem induced by the large deviation principle underlying the evaluation of J 2 , the evaluation of which we now turn to. We will evaluate K(n, µ 1 , µ 2 ) in (18) using large deviations technique, which involves the moment generating function (MGF) of two correlated Poisson random variables. Such MGF does not unfortunately have a closed form expression. The following lemma allows us to evaluate the MGF by that of Normal distributions for the asymptotic case c → ∞.
be two independent Poisson random variables, and let X 1 and X 2 be two independent standard Normal random variables. Let
For every fixed θ 1 , θ 2
Proof. We have that (U c , V c ) converges in distribution to (X 1 , X 2 ) as c → ∞. The result then follows by observing uniform integrability of (U c , V c ) as c → ∞, which implies convergence in expectation.
Applying large deviations estimation of Theorem 2.4 Lemma 3.2, we compute the conditional probability underlying K(n, µ 1 , µ 2 ) as follows.
Lemma 3.3. Suppose µ j = µ j (n, c), j = 1, 2 are positive integer sequences such that λ j = lim n µ j /n, j = 1, 2 exist for every c, take rational values and satisfy λ 1 = Θ c (c),
where
, X 1 and X 2 are two independent standard normal random variables. Furthermore, the equation (3) has a unique solution for any x > 0 and (39) can be rewritten by
where θ * is the unique solution to (3) for x = −b/4.
Proof of Lemma 3.3.
. In order to use Lemma 3.2 to approximate the MGF involved in the computation of (38), we rewrite the probability term in (38) by
Conditional on
. Since λ i take rational values, (0, 0) belongs to the lattice L n supporting (U i , V i ) for all sufficiently large n. Applying Theorem 2.4 we have
) is the rate function, and M (θ 1 , θ 2 ) is the MGF of the newly defined random variables (Ũ i ,Ṽ i ). For c sufficiently large, Lemma 3.2 yields
= exp(
where from (43) to (44) we have used the change of variablest 1 = t 1 − θ 1 andt 2 = t 2 − θ 2 to simplify the integral, and
Then we have
and the large deviations rate function valued at (0, 0) is
From (47), we have that log M (θ 1 , θ 2 ) < ∞ for any (θ 1 , θ 2 ) ∈ R 2 . This implies (see [DZ98] ) that log M (θ 1 , θ 2 ) is a strictly convex function and its minimum is achieved at a unique point θ * = (θ * 1 , θ * 2 )
at which the gradient of log M (θ 1 , θ 2 ) vanishes. Namely, we have at θ *
Likewise, we have
From (48) and (49), we observe that θ 2 = −θ 1 . Then (48) and (49) 
We now introduce the following form of reverse Hölder's inequality [Gar02] .
Lemma 3.4 (Prékopa-Leindler inequality). Let λ ∈ (0, 1) and let f , g, h : R n → [0, +∞) be nonnegative real-valued measurable functions defined on R n . Suppose that these functions satisfy
for all x and y in R n . Then
Then L(a) is a concave function for a ∈ R.
Proof. The function f (t) = 1/ √ 2π exp(−t 2 /2) is log-concave, which implies that for all θ ∈ R, a 1 , a 2 ∈ R, t 1 , t 2 ∈ R and λ ∈ (0, 1), we have
Let
where 1 t≥0 is the indicator function. h(t), g 1 (t) and g 2 (t) are non-negative functions, which by (53) satisfy
for any t 1 , t 2 ∈ R. Then Prékopa-Leindler inequality gives that
Taking − log of both sides we have
which yields that for any θ ∈ R,
is a convex function in a. Since the pointwise supremum of convex functions is convex, we obtain that
is also a convex function in a, and then the concavity of L(a) follows.
With Lemmas 2.2, 3.3 and 3.5, we are now ready to consider the problem of maximizing J 2 over z 1 and z 2 and complete the proof of Proposition 3.1.
Proof of Proposition 3.1. Introduce τ by
From (29) we can restrict τ to be in the range τ ∈ (−2x, 2x). Then
First applying (18) in Lemma 2.2, and then (39) in Lemma 3.3 yields
where we have canceled out the same term log P 1 from (18) and (39). This expression is bounded from above uniformly in α ∈ [0, 1/2] as c increases because of the o c (1) term. Likewise we have
which is also uniformly bounded from above in α ∈ [0, 1/2] as c increases. Recalling (35) we see that we may assume α = O c (c −1/2 ) which gives
where we have canceled out the same term log P 1 from (18) and (39). Likewise we have
Using Lemma 3.5, (56) and (57) is combined by
where the equality holds when τ = 0, i.e. z 1 = z 2 = c/4 − x √ c/2, which corresponds to the cut under which the number of edges within each part is the same. The supremum in (58) is attained by the solution θ to (3). Now we go back to optimizing 1 n log J 1 in (34), while relying on the bound (36). Consider the righthand side of (34). Consider this expression without the o α (α 2 ) and o(1) terms and denote it by V (α, z 1 ) after substitution z 2 = c − z − z 1 . Since we already established that α = O c ( √ c), this is justified in the later steps. We have
where z 1 is subject to (29). α =
maximizes V (α, z 1 ). Substituting it to (59) yields
Its first derivative w.r.t. z 1 is
and its second derivative w.r.t. z 1 is 16 1 + 2c
It is easy to see that the expression above is maximized at (c − z)/2, which yields
Hence, V (
1+2c , z 1 ) is concave in z 1 . Setting its first derivative in (61) to zero, namely,
gives that V (
, which is the same as the condition τ = 0 for maximizing 1 n log J 2 . In other words, J 1 and J 2 attain the maximum under the same conditions α = 0 and z 1 = z 2 = (c − z)/2. Substituting z = c/2 + x √ c and using the asymptotic
simplify the maximum of V (α, z 1 ) as
Combining the results in (58) and (62), we have that the exponent of E[X(zn)] in (27) is attained at α = 0 and z 1 = (c − z)/2, i.e.
Then (26) follows from solving θ from (3) for a given x. This completes the proof of Proposition 3.1.
Finally we prove Lemma 1.1.
Proof of Lemma 1.1. Lemma 3.3 gives that for every x in the region (5), there exists a unique solution θ(x) to the equation (3). We now use it to establish the uniqueness of the solution to the equation system (2), (3). It can be verified using elementary methods that w(x) defined by (6) is a differentiable function on R, and therefore is continuous. We verify numerically that w(0.3761) = 0.19721.. > 0 > w(0.5887) = −0.05595.. . Then the existence of the solution follows by continuity of w(x).
We now establish the uniqueness of the solution. We havė
where we have used (3) to simplify the first step above. Next, we will show that x + θ(x) > 0. This implies that w is a strictly decreasing function in the relevant region and therefore the solution is unique as claimed. Letting y(x) = x + θ(x), (3) can be rewritten by
Since θ(x) is unique for a fixed x ∈ [0.3761, 0.5887], y(x) is also the unique solution to the equation
Lower bound. The second moment method
In this section, we use the second moment method coupled with the local optimality property of optimal cuts to obtain a lower bound on the optimal cut size. Specifically, let again X(zn) denote the number of cuts with value zn satisfying the local optimality constraints. We restrict this set to consist of balance cuts only, α = 0, with left and right node sets having the same cardinality, still denoting this set by X(zn) for convenience. The main bulk of this section will be devoted to showing the following result, which is an analogue of Proposition 3.1 for the second moment computation.
Proposition 4.1.
when z = c/2 + x √ c and x < x l with x l identified in Theorem 1.3.
Before proving it let us show how it implies the lower bound part of Theorem 1.3. Using inequality
which is a well-known and easy implication of the Cauchy-Schwartz inequality, we obtain P(X(zn) ≥ 1) ≥ exp(−o c (1)n). From this we obtain
Applying the Hoeffding-Azuma inequality for Max-Cut gives
Set t = ǫ 2 √ cn for any given ǫ > 0, and then (65) gives
Observe that for any given ǫ > 0, c can be chosen sufficiently large such that exp(−no c (1)) on the right-hand side of (64) is larger than 2 exp − ǫ 2 8 n . Then
Applying (66) again yields that w.h.p.
Since the inequality holds for any ǫ > 0, it yields that w.h.p.
for every x < x l , and we obtain the result. We now establish (63) As in Section 3, we use the following occupancy problems to analyze the local optimality condition. Consider four independent experiments. In the experiment j = 1, . . . , 4, µ j balls are thrown independently and u.a.r. into n bins. Denote the number of balls in bin i, i 
where B i denotes the event B
(2)
i |. Consider a partition of the vertex set [n] into four subsets V j , 1 ≤ j ≤ 4 with cardinalities
Each such partition defines two cuts. The first cut is (D 1 , D 2 ), where
, 2, 3, 4} and j < k, be the number of edges crossing V j and V k in the random graph G(n, ⌊cn⌋). For the case of j = k, nz j,j is the number of edges with both ends in the same vertex subset V j . Let β j,k be the number of all the possible edges crossing V j and V k normalized by n 2 . Namely β j,k = |V j ||V k |/n 2 when j = k and β j,j = |V j |(|V j | + 1)/(2n 2 ). If (D 1 , D 2 ) defines a cut of size zn, then it must be the case that z 1,2 + z 1,4 + z 2,3 + z 3,4 = z. Similarly, if (D 3 , D 4 ) defines a cut of size zn, then it must be the case that z 1,3 + z 1,4 + z 2,3 + z 2,4 = z. We use this observation to state and proof the following result.
where the sum is over all β, z j,k such that β ∈ [0, 1/4], (1/2 − β)n, (1/2 + β)n, z j,k n are integers and
(2z 1,1 +2z 4,4 +2z 1,4 +z 1,2 +z 1,3 +z 2,4 +z 3,4 )n ((1/2 − β)n) (2z 2,2 +2z 3,3 +2z 2,3 +z 1,2 +z 1,3 +z 2,3 +z 3,4 )n , (70)
I 2 =K(βn, nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 )K((1/2 − β)n, nz 1,2 , nz 2,3 , nz 2,4 , 2nz 2,2 )× × K((1/2 − β)n, nz 3,4 , nz 2,3 , nz 1,3 , 2nz 3,3 )K(βn, nz 3,4 , nz 1,4 , nz 2,4 , 2nz 4,4 ),
and z j,k ≥ 0, 0 ≤ j ≤ k ≤ 4 satisfy z 1,2 + z 1,4 + z 2,3 + z 3,4 = z,
Proof. The term n βn,(1/2−β)n,(1/2−β)n,βn in I 1 is the number of ways of selecting sets V j satisfying (68). As shown in Figure 1 , I 1,1 I 1,2 is the number of ways of assigning 2cn balls (cn edges) to the vertex subsets V i , 1 ≤ i ≤ 4, such that for each vertex subset V i , there are 2nz i,i balls for generating nz i,i edges inside, and another nz i,j (nz j,i if j < i), balls for generating nz i,j edges crossing V i and V j . I 1,2 is the number of matchings for generating the graph with the numbers of edges inside each separate vertex subset and crossing two different vertex subsets as shown in Figure 1 . Since the two cuts (D 1 , D 2 ) and (D 3 , D 4 ) both have cut size zn, it implies the constraints in (73).
We claim that K(βn, nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 ) is the probability that for both cut (D 1 , D 2 ) and cut (D 3 , D 4 ), each vertex in V 1 satisfies the local optimality condition. Indeed, since we choose nz 1,j edges crossing V 1 and V j u.a.r., the resultant joint degree distribution from these edges for the vertices in V 1 is the same as the joint distribution of number of balls in the bins when nz 1,j balls are thrown u.a.r. into βn bins. Denote this joint degree vector by (E for each i ∈ V 1 . Similarly the local optimality condition of the cut (D 3 , D 4 ) for part V 1 is equivalent to
These two constraints put together are equivalent to the constraint E , nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 
is the probability that the local optimality condition for each vertex in V 1 is satisfied. Likewise the other three terms following K(βn, nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 ) accounts for the probability that the local optimality conditions are satisfied for the vertices in V 2 , V 3 and V 4 , respectively, and we complete the proof.
Remark. Without loss of generality, we may only consider z j,k , 1 ≤ j ≤ k ≤ 4, satisfying
since otherwise the corresponding terms K(·) in the definition of I 2 corresponds to zero probability event, which has no contribution to E[X 2 (zn)] in (69).
As in the case of first moment argument, our next goal is to obtain bounds on limits of n −1 log I 1 , n −1 log I 2 for each choice of β, z i,j . We note that we may assume β > 0. Indeed β = 0 corresponds to the two cuts being identical. The corresponding limit n −1 log I 1 I 2 in this case is simply lim n n −1 log E[X(zn)] ≤ lim n n −1 log E 2 [X(zn)], since x is assumed to be below x u .
Next we further simplify I 1 . Since the total number of edges is cn, we have 1≤j≤k≤4 z j,k = c. Using Stirling's approximation, the terms in I 1 are simplified as follows:
Further, 1 n log I 1,1 = 2c
1 n log I 1,2 = (2z 1,1 + 2z 4,4 + 2z 1,4 + z 1,2 + z 1,3 + z 2,4 + z 3,4 )(log β + log n) + (2z 2,2 + 2z 3,3 + 2z 2,3 + z 1,2 + z 2,4 + z 1,3 + z 3,4 )(log(1/2 − β) + log n)
1 n log n 2cn F (2cn) = 2c log n + 2c log(2cn) − 1 2 = 3c log n + c log c + c log 2 − c + o(1).
(81)
Using (76)- (81), we have
Introduce η j,k through the identities
and let η = (η j,k , 1 ≤ j, k ≤ 4).
Bounds on I 1
In terms of our notations (83), we have
The constraints (73) can be rewritten as
Thus our next goal is to solve the optimization problem min η I 3 (β, η) subject to (87). The next lemma is used to show that in solving this optimization problem we may restrict the range of η to a bound independent of c. As a result we will be able to replace log(1+η j,k β
2 ) with its Taylor approximation
Lemma 4.4. For every a > 0 and β ∈ (0, 1/4), there exists c 0 = c 0 (β, a) such that for all c > c 0 and all η satisfying constraint (87) and η 2 ≥ a, the following bound holds:
Proof. I 3 is a convex function in η, taking value zero at η = 0. Thus
Using Taylor expansion log(1 + b) = b − b 2 /2 + O(b 3 ) for some constant b with |b| < 1, we can find c 1 = c 1 (β, a) large enough so that for all c > c 1
where the exponent 5/4 is chosen somewhat arbitrary, and any exponent strictly larger than 1 and less than 3/2 can serve our purpose. Thus, since
We can find c 2 = c 2 (β, a) sufficiently large so that the expression on the right-hand side is at most
for all c > c 2 . On the other hand, applying constraint (87)
We can find c 3 = c 3 (β, a) sufficiently large so that the second term in the expression above is also at most
in absolute value for all c > c 3 . We obtain
Combining with (88) we conclude that for all c > c 0 max(c 1 , c 2 , c 3 )
where we have used the fact that β j,k ∈ (0, 1) for 1 ≤ j ≤ k ≤ 4 and η 2 ≥ a.
Bounds on I 2
Suppose µ j = µ j (n, c) are positive integer sequences such that the limits λ j = lim n µ j /n exists, take rational values and satisfy λ j = Θ c (c),
Suppose further that the following limits exist:
. . , 4, be four families of i.i.d. Poisson random variables with mean λ j . Given independent standard normal random variables Z 1 , Z 2 , let
and let
Lemma 4.5. The following large deviations limit exists
and satisfies
Furthermore inf θ 1 ,θ 2 log P (θ 1 , θ 2 , b 1 , b 2 , b 3 ) is achieved at a unique point θ * 1 , θ * 2 which is also the unique solution to the system of equations
. . , n and j = 1, 2, 3, 4. The probability in (90) is rewritten by
where by substituting X
i |} is equivalent to
Applying Theorem 2.4 yields
Since X j 1 converges in distribution to a standard normal random variable and λ 2 /(λ 2 + λ 4 ), λ 1 /(λ 1 + λ 3 ) converge to 1/2 as c → ∞, then P(E 1 ) converges to the probability of the event
where Z j , 1 ≤ j ≤ 4 are four independent standard normal random variables. We recognize P(D 1 ) as
are independent standard normal random variables. Thus as c → ∞,
where for convenience we also let
Thus from this point we focus on the optimization problem
We again use the fact that since M (θ) is the MGF which is finite for all θ, then log M (θ) is strictly convex and the unique optimal solution is achieved at a unique point θ * where the gradient vanishes. Thus the defining identities for θ * are
= 0, for j = 1, . . . , 4, where we use the fact that P 2 does not depend on θ and thus disappears in the gradient. Now we take advantage of a certain symmetry of D 1 . Note that (t 1 , t 2 , t 3 , t 4 ) ∈ D 1 iff (−t 3 , −t 4 , −t 1 , −t 2 ) ∈ D 1 . This implies that (θ * 1 , θ * 2 , θ * 3 , θ * 4 ) solves (94) iff so does (−θ * 3 , −θ * 4 , −θ * 1 , −θ * 2 ). The uniqueness of the optimal solution implies that θ * 3 = −θ * 1 and θ * 4 = −θ * 2 . In this case again since (Z 2 − Z 4 )/ √ 2 and (Z 1 − Z 3 )/ √ 2 are standard normal when Z 1 , . . . , Z 4 are independent standard normal, we recognize M (θ * ) as
We recognize this expression as P (θ 1 , θ 2 , b 1 , b 2 , b 3 )/P 2 . Hence, (92) follows from (94). This completes the proof.
We now establish certain properties of the function P (θ 1 , θ 2 , b 1 , b 2 , b 3 ). For b 1 = 0, we also give the characterization of θ 1 and θ 2 which obtain the infimum of log P (θ 1 , θ 2 , 0, b 2 , b 3 ) over θ 1 and θ 2 .
Lemma 4.6. The following inequality holds for every θ 1 , b 1 , b 3 ∈ R and b 2 ∈ R + :
Furthermore, log P (θ 1 , 0, 0, b 2 , b 3 ) is a concave function in b 3 for every θ 1 , and hence inf θ 1 log P (θ 1 , 0, 0, b 2 , b 3 ) is also a concave function in b 3 . Finally, θ * 1 defined by θ * 1 = arginf θ 1 log P (θ 1 , 0, 0, b 2 , b 3 ) is the unique solution to
where Q(θ 1 , b 2 , b 3 ) is given in (10).
Proof. First, we claim that
In order to show this, we rewrite
We use the change of variables z 1 = t 1 − θ 1 and z 2 = t 2 − θ 2
We use the change of variables t 1 = z 1 + θ 1 + b 3 and t 2 = z 2 + θ 2 + b 1 for the first integral, and the change of variables t 1 = z 1 + θ 1 + b 3 and t 2 = −z 2 − θ 2 − b 1 for the second integral. The integral above is
which we rewrite as
Its partial derivative with respect to b 1 gives
Notice that b 2 ∈ R + , it is easy to see that the derivative above is positive when b 1 < −θ 2 , zero when b 1 = −θ 2 , and negative when b 1 > −θ 2 . Hence,
When b 1 = −θ 2 , from (97) it is easy to see that θ 2 = 0 minimizes P (θ 1 , θ 2 , −θ 2 , b 2 , b 3 ), which, together with the inequality above, gives
and hence (95) follows. Inherited from the strict convexity of log M (θ), log P (θ 1 , θ 2 , 0, b 2 , b 3 ) is also strictly convex in θ 2 . Also, (97) implies that for b 1 = 0, P (θ 1 , θ 2 , 0, b 2 , b 3 ) is symmetric about θ 2 = 0, and thus the derivative of log P (θ 1 , θ 2 , 0, b 2 , b 3 ) with respect to θ 2 is always 0 at θ 2 = 0. These two facts establishes (95).
Next, we prove the concavity of inf
, which is log-concave. After changing the order of integration in (97), we have
The log-concavity of f (x, y) implies that for all θ 1 ∈ R, b
3 ∈ R, (t 1 , t 2 ), (t 1 ,t 2 ) ∈ R 2 and λ ∈ (0, 1), we have
Let S = {(t 1 , t 2 ) ∈ R 2 : t 1 ≥ b 2 t 2 , t 2 ≥ 0}, and
where 1 S (t 1 , t 2 ) is the indicator function. h(t 1 , t 2 ), g 1 (t 1 , t 2 ) and g 2 (t 1 , t 2 ) are non-negative functions, which by (99) satisfy
for any (t 1 , t 2 ), (t 1 ,t 2 ) ∈ R 2 . Then Prékopa-Leindler inequality, together with an argument similar to the one for the proof of Lemma 3.5, yields that log P (θ 1 , 0, 0, b 2 , b 3 ) is a concave function for each θ 1 , and further that inf θ 1 log P (θ 1 , 0, 0, b 2 , b 3 ) is also a concave function in b 3 .
(95) and Lemma 4.5 yields that the θ * 1 and θ * 2 which obtains the infimum of inf θ 1 ,θ 2 P (θ 1 , θ 2 , 0, b 2 , b 3 ) is θ * 2 = 0 and θ * 1 is uniquely determined by setting the derivative of log P (θ 1 , 0, 0, b 2 , b 3 ) with respect to θ 1 to be 0. Recall that P (θ 1 , 0, 0, b 2 , b 3 ) is given in (98),
Then (96) follows from the inner integral over t 1 .
For shortness, we write P (θ 1 , b 2 , b 3 ) for P (θ 1 , 0, 0, b 2 , b 3 ) and we recall that this is definition of P (θ 1 , b 2 , b 3 ) as given in (11).
Recall from the proof of Lemma 4.6, we restate here for convenience the identity (98)
4.3 Computing the limit of lim n n −1 log(I 1 I 2 ).
In this subsection, we first use a special setting to claim that the maximum of lim n n −1 log(I 1 I 2 ) is obtained when η ≤ a for some positive constant a, and then consider the problem of maximizing of lim n n −1 log(I 1 I 2 ). Note that setting β = 1/4, η 1,4 = η 2,3 = x/4, η 1,2 = η 1,3 = η 2,4 = η 3,4 = 0, and η j,j = −x/8, 1 ≤ j ≤ 4, we obtain η which satisfies all constraints (85)-(87) and
Substituting I 3 (1/4, η) back to (84) and then to (82), we have that
We now recall notation (83). Applying (74), Lemma 4.2, Lemma 4.5, Lemma 4.6 and canceling log P 2 with log P(B i ) we obtain lim n→∞ 1 n log K(n/4, z 1,2 , z 1,4 , z 1,3 , 2z 1,1 ) = 1 4 inf
where by (96), θ * 1 is the unique solution to
To further simplify Q(θ 1 , 1, 4x), we introduce the following lemma.
Lemma 4.7. For a ∈ R,
Proof. Using the change of variable z 1 = t 1 − a, the left double integral is
Using the transformation u = (z 1 + t 2 )/2 and v = (−z 1 + t 2 )/2 where the determinant of the corresponding Jacobian matrix is 2 and the integration region is
and this equals the formula at (104).
We claim that the unique solution θ * 1 to (103) is twice of the one to (3) for the same x. By Lemma 4.7 and the integral
is rewritten by
which is (3) by setting θ 1 /2 to θ. Recall that the unique solution to (3) is θ(x) for a x satisfying (5). For this special setting, it is easy to see that the K(·) for each vertex subset V 1 , . . . , V 4 are the same. Hence we have 1 n log I 2 = 4/n log K(n/4, nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 ) = log P (2θ(x), 0, 0, 1, 4x)
Then by (102) and (107), we obtain a lower bound for sup β,z j,k lim n→∞
For a given x satisfying (5), the right hand side of the last equation is a constant. For a constant a > 0 such that η 2 ≥ a, Lemma 4.4 yields that I 3 (β, η) ≥ a 2 /(4c), which imples that 1 n log I 1 ≤ −a 2 /2 − 2β log β − (1 − 2β) log(1/2 − β) ≤ −a 2 /2 + 2 log 2 By 1 n log I 2 ≤ 0, we obtain an upper bound 1 n log I 1 I 2 ≤ −a 2 /2 + 2 log 2
We can increase a such that the upper bound in the last equation is less than the lower bound in (108) for a given x in (5). Thus when considering the optimization problem of maximizing I 1 I 2 over β and η subject to the constraints (85)- (87) for sufficiently large c, we may without the loss of generality consider vectors η satisfying η 2 ≤ a for some postive constant a. This will be useful in our later analysis. For vectors η satisfying this bound, we obtain an approximation
We now recall notation (83). Applying (74), Lemma 4.2 and Lemma 4.5 and canceling log P 2 with log P(B i ) we obtain lim n 1 n log K(βn, nz 1,2 , nz 1,4 , nz 1,3 , 2nz 1,1 ) = β inf log P θ 1 , θ 2 , 2(η 1,2 − η 2,4 ) 2(1/2 − β)(β 1,2 + β 2,4 ) , β 1,2 + β 2,4
Combining with (109), (84) and (82), we are thus reduced to solving the optimization problem of maximizing
+ β inf
β 2,3 + 2β 2,2 , 2(η 2,3 − 2η 2,2 ) 2(1/2 − β)(β 2,3 + 2β 2,2 )
, subject to (85),(86),(87).
Lemma 4.8. Given x satisfying (5), the value of the optimization problem above equals to the maximum value of the following function in β and t:
Proof. Applying Lemma 4.6 we can set θ 2 = 0. By the same lemma, the contribution of log P term is maximized, all else being equal, by setting η 1,2 = η 1,3 , η 2,4 = η 3,4 , η 1,2 = η 2,4 , η 1,3 = η 3,4 since it makes the third argument of P equal to zero. At the same time we have β i,j take the same value for the corresponding pairs of indices (1, 2), (1, 3), (2, 4), (3, 4). Thus replacing the terms η 1,2 , η 1,3 , η 2,4 , η 3,4 by their average (η 1,2 + η 1,3 + η 2,4 + η 3,4 )/4 can only increase the quadratic term in the objective function (110) . We now analyze how this replacement affects the constraints. From the constraints (85) and (86) we must have η 1,2 + η 3,4 = η 1,3 + η 2,4 = x/2 − η 1,4 − η 2,3 . Thus setting η 1,2 = η 1,3 = η 2,4 = η 3,4 equal to (x/2 − η 1,4 − η 2,3 )/2 satisfies all of the constraints (85)-(86). We conclude that this substitution does not decrease the objective function (110) and automatically satisfies the constraints (85),(86). In particular, the constraint (87) is the only one we should mind. Next, from Lemma 4.6 we also have concavity of log P function in its last argument. Thus replacing η 1,1 and η 4,4 by their average increases the contribution of the first two log P terms. At the same time this can only increase the value of the quadratic term in (110) since again β 1,1 = β 4,4 . A similar observation implies η 2,2 = η 3,3 . The constraint (87) is not affected by this substitution since η j,j appear there only through their sum.
We conclude that the optimization problem is equivalent to maximizing
(1/2 − β) 2 + 2β inf
subject to the only constraint
Now we let t 1 = η 1,4 − 2η 1,1 and t 2 = η 2,3 − 2η 2,2 , allowing us to rewrite the constraint above as
Notice that the large deviations terms (113) and (114) in the objective function depend on η only through t 1 and t 2 . We now consider unconstrained optimizing the quadratic term (112) in terms of η 1,4 and η 2,3 for a fixed value t 1 and t 2 . The quadratic term is
We observe that setting η 1,4 = t 1 /2 minimizes η 2 1,4
. Similar observation applies to setting η 2,3 = t 2 /2. At the same time, this setting implies η 1,4 + η 2,3 = (t 1 + t 2 )/2 = x/2 and thus nullifies the middle term. We conclude that for a given t 1 , t 2 satisfying t 1 + t 2 = x, the optimal value is
Setting t 1 = t, t 2 = x − t completes the proof.
Solving the optimization problem (111)
Given x satisfying (5) and β ∈ (0, 1/2), we recognize the optimization problem in (111) is a Minimax problem. In this section, we will rely on Sion's Minimax Theorem [S + 58, Corollary 3.3] to solve it. We first use the degree local optimality constraint to claim that we only need to consider a bounded set of t. Recall from (75) z 1,4 − 2z 1,1 ≥ |z 1,2 − z 1,3 |, z 2,3 − 2z 2,2 ≥ |z 1,2 − z 2,4 |, which by (83) gives that
Recall that t = η 1,4 − 2η 1,1 and x − t = η 2,3 − 2η 2,2 and from (117), we have that t ∈ [0, x]. For a given x and β, we rewrite the minimax problem in (111) as
By the convexity of log M (θ) and the concavity of log P (θ 1 , b 2 , b 3 ) in b 3 which was established in Lemma 4.6, we have that F (t, ·, ·) is convex on a set (θ 1 , θ 2 ) ∈ R 2 , and F (·, θ 1 , θ 2 ) is concave on [0, x]. Sion's Minimax Theorem then gives
Given x and β, let the saddle point set be t
Lemma 5.1. Given any x satisfying (5) and any β ∈ (0, 1/2), (t * , θ * ) is unique and is given as the unique solution to
Proof. Let G(t) = inf θ 1 ,θ 2 F (t, θ 1 , θ 2 ). By Lemma 4.6 G(t) is strictly concave in t. For any ǫ > 0, we claim that
Recall P (θ 1 , b 2 , b 3 ) = P (θ 1 , 0, 0, b 2 , b 3 ) and from (11), we have
where µ(·) is the probability measure induced by two i.i.d. standard normal random variables. Let the domain of the integration above be
For θ 1 < 0, we have (122)
As θ 1 → −∞, we have the right hand side of the equation above goes to −∞ and hence
which from (118) implies G(−ǫ) = −∞. For t = x + ǫ, applying the same argument to another part in (118) yields G(x + ǫ) = −∞. This establishes the claim (121). Thus sup t∈[0,x] G(t) is achieved by a unique t = t * ∈ [0, x]. Lemma 4.6 yields that (θ * 1 , θ * 2 ) which obtains the infimum of F (t * , θ 1 , θ 2 ) is the unique solution to the last two equations in (120) for t = t * . Fix (θ 1 , θ 2 ) = (θ * 1 , θ * 2 ). The strict concavity of F (t, θ * 1 , θ * 2 ) in t and the maximality of t * indicates that t * is the unique solution to the first equation in (120). Hence, we have (t * , θ * 1 , θ * 2 ) is a solution to (120) as claimed. The concavity of F (t, θ 1 , θ 2 ) in t, ∀(θ 1 , θ 2 ) ∈ R 2 , yields
Similarly, the convexity of
(123) and (124) hence implies that (t * , θ * 1 , θ * 2 ) is the saddle point of F (t, θ 1 , θ 2 ). Next, we show this saddle point is unique. Suppose there is another saddle point (t,θ 1 ,θ 2 ) = (t * , θ * 1 , θ * 2 ). If (θ 1 ,θ 2 ) = (θ * 2 ,θ * 2 ), the strict convexity of
while the saddle point property of (t,θ 1 ,θ 2 ) implies
Then from (125) and (126), we have F (t * , θ * 1 , θ * 2 ) < F (t,θ 2 ,θ 2 ) which is a contradiction. Likewise if t = t * , we can use the strict concavity of F (t, θ 2 ,θ 2 ) in t, ∀(θ 1 , θ 2 ) ∈ R 2 , and the saddle point property of (t,θ 1 ,θ 2 ) to construct a contradition. Hence the uniqueness of (t * , θ * 1 , θ * 2 ) as a saddle point follows, which also implies that the solution to (120) is unique.
Next, we derive the explicit expressions for the partial derivatives in (120), which are (7), (8) and (9), respectively. Hence, Lemma 1.2 follows from Lemma 5.1. From (96) in Lemma 4.6, we have
Next, we have ∂t . Hence, we have ∂F (t, θ 1 , θ 2 ) ∂t = 0 ⇒ (9).
Next we rely on a numerical approach to finding x l defined in (13). First we claim that W (x, 1/4) = 2w(x) for any x satisfying (5). For β = 1/4, it is easy to see from (7) and (8) that θ 1 = θ 2 and then t = x/2 follows from (9). Hence, it is the same computation scenario as the special setting in the beginning of subsection 4.3, then W (x, 1/4) =2 log 2 − 4x 2 + log P (2θ(x), 1, 4x)
where θ(x) is the unique solution to (3) for a given x satisfying (5). Recall a form of P (2θ(x), 1, 4x) given in (101) and by Lemma 4.7, the last equation becomes W (x, 1/4) =2 log 2 − 4x 2 + 2θ 2 (x) + log 1 π Q(2θ(x), 1, 4x) = − 4x 2 + 2θ 2 (x) + 2 log(1 + erf(θ(x) + 2x)) =2w(x), as claimed. From the expression of W (x, β) in (12), it is easy to see that W (x, β) is symmetric about β = 1/4. For the maximum of W (x, β) over β ∈ (0, 1/2), we only need to consider the region (0, 1/4]. Let L(x, β, t, θ 1 , θ 2 ) = − 2β log β − 2(1/2 − β) log(1/2 − β) − t 2 2β 2 − (x − t) 2 2(1/2 − β) 2 + 2β log P θ 1 , 1/2 − β β , t β 3/2 + 2(1/2 − β) log P θ 2 , β 1/2 − β , x − t (1/2 − β) 3/2 .
Finally, we numerically compute x l in (13) based on the bisection method, in which for a give x satisfying (5) we use the command 'FindRoot' in Mathematica to search for a solution to the equation system (7), (8), (9) and L(x, β, t, θ 1 , θ 2 ) = 2w(x) inside the region β ∈ [10 −10 , 1/4 − 10 −10 ]. If the search succeeds, we set x as an upper bound of x l , otherwise we set x as a lower bound of x l . Solving x l for the above choice of parameters we have obtained that x l = 0.47523.. . We plot below the functions W (x, β) for x = 0.47523 and x = 0.5. We note that the proof below does not rely on any of the ideas developed in the earlier section and relies on a completely different approach. Specifically, to construct a cut on random cubic graph or cubic graph with large girth, we make use of the following theorem on induced bi-partite subgraphs with a lot of vertices as a starting point.
Theorem 6.1. [CGHV14, Theorem 2] Every cubic regular graph with sufficiently large girth has an induced subgraph that is bi-partite and that contains at least a 0.86 fraction of the vertices.
It implies that besides a bipartite subgraph, there are at most 0.14n vertices outside the bi-partite subgraph. As a result, we have three seperate vertex subsets, two in the bipartite subgraph and one consisting of the vertices outside of the bipartite subgraph. Firstly, we color the two seperate vertex subsets in the bipartite subgraph with 0 and 1, respectively. Then we color the remaining at most 0.14n vertices one by one. Choose one vertex u.a.r. among all the uncolored vertices which have the largest number of edges connecting to the colored vertices, and then color the vertex oppositely to the majority color of its colored neighbors. If the selected vertex has equal number of neighbors of different colors, randomly color this vertex. Since the graph is connected, this coloring procedure will not be terminated until all the vertices are colored. Since coloring one vertex brings at most one edge with both ends inside one vertex subset of the same color, this coloring procedure produces a large cut with cut size at least 1.5n − 0.14n = 1.36n, which gives Theorem 1.5.
Conclusions and further questions
There are several questions which remain unanswered after our work. First it would be nice to tighten the result and obtain matching upper and lower bound in terms of the factor of √ c appearing in the upper and lower bound on the Max-Cut value. For that matter we do not even know whether this quantity is well defined and thus leave it as a challenge to first establish the existence of the limit
and second, identifying the value of x * . It is worth noting that the method that was introduced recently to address the existence of such limits in similar contexts, namely the interpolation method [BGT13] , and which was used to make the quantity MC(c) a well-defined value, does not seem to work here.
Thus our first open question is:
Open Problem 7.1. Establish the existence of the limit (128) and identify the value of this limit.
Our second group of questions relates to the so-called clustering (also commonly called shattering) phenomena exhibited by randomly generated constraint satisfaction problems, including random K-SAT model, proper coloring of G(n, ⌊cn⌋) and independent sets in G(n, ⌊cn⌋). Roughly speaking this property means that solutions in such problems may cluster according to the natural Hamming distance metric when the ratio of constraints to variables exceeds some threshold [ACORT11] , [MMZ05] , [COE11] , [COV13] , [GS14b] . For example, in G(n, ⌊cn⌋) graph, while the size of a largest independent set is approximately (2 log c/c)n w.h.p., independent sets with size at least ((1 + ǫ) log c/c)n exhibit the clustering property, as shown in [COE11] , [GS14a] , [RV14] . In light of this it is natural to conjecture that the Max-Cut problem exhibits the clustering property as well. What this means is that for some range of values x < x * (where the conjectural value of x * is defined above), the exists some interval 0 < β 1 < β 2 < 1/4 such that for every two cuts (V 1 , V 2 ) and (V 3 , V 4 ) with asymptotic size (c/2 + x √ c + o c ( √ c))n, it is the case that each intersection V 1 ∩ V 3 and V 2 ∩ V 4 has cardinality either at most β 1 n or at least β 2 n, w.h.p. Proofs of the clustering properties for problems mentioned above are usually based on computing the expected number of solutions with a given amount of overlap, and showing that the expectation converges to zero as n → ∞ for overlaps in the interval (β 1 , β 2 ). Namely, it is based on the moment method. In our context this amounts to computing the function W (x, β) for the range β ∈ (0, 1/4), introduced in the first section, which we have already computed. Unfortunately, it turns out (numerically) that the function W (x, β) never takes negative values for all ranges of x ≤ x u and β ∈ (0, 1/2). This by itself does not establish the absence of the clustering property, since the vanishing moments are sufficient but not necessary for the lack of the clustering property. Thus whether the Max-Cut problem exhibits the clustering property is a very interesting outstanding open question.
Open Problem 7.2. Does the Max-Cut problem exhibit the clustering property for cut values close to optimal?
The clustering property discussed above relates to another concept concerning which we pose our next open question. It is the concept of i.i.d. factors which appear in the context of theory of converging sparse graph [HLS] , [LN11] , [GS14a] , [RV14] , [CGHV14] . The concept appears also under name coding invariant processes in an Open Problem 2.0 in [Ald] . We do not formally define here i.i.d. factors
