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Resumen
Au´n con el uso creciente de los me´todos formales en el desarrollo de software, el testing de software
continu´a siendo una te´cnica dominante para verificar y validar sistemas. Con el testing basado en
especificaciones, la precisio´n de las especificaciones formales hace del testing una actividad mucho
ma´s sistema´tica. Este trabajo describe el primer prototipo de Fastest, una herramienta que facilita la
derivacio´n de casos de prueba a partir de especificaciones en el lenguaje Z.
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Cap´ıtulo 1
Introduccio´n
La verificacio´n y la validacio´n del software (V & V) se ha vuelto esencial a medida que la com-
plejidad de los sistemas informa´ticos ha ido en aumento, y es necesario que e´sta se planifique desde
el comienzo del ciclo de vida del desarrollo de software. En los u´ltimos 30 a 40 an˜os, el proceso de
desarrollo fue evolucionando desde tareas muy sencillas, que involucraban pocas personas, hasta ac-
tividades ma´s complejas, llevadas a cabo por recursos humanos mucho ma´s numerosos. Debido a este
cambio, la V & V tambie´n ha sufrido modificaciones. Previamente, la verificacio´n y validacio´n era un
proceso informal, puesto en pra´ctica por el propio programador. Sin embargo, con el crecimiento de la
complejidad de los sistemas, se hizo evidente que continuar con este tipo de pra´ctica iba a resultar en
la obtencio´n de productos poco confiables. Es as´ı que se volvio´ necesario mirar a la V & V como una
actividad separada en el marco del ciclo de vida del software. La verificacio´n y validacio´n de hoy en
d´ıa, es considerablemente diferente a la del pasado, y se aplica sobre todo el proceso de desarrollo1.
En general, la V & V agrupa a todas aquellas actividades necesarias para asegurar que un programa
satisfaga su especificacio´n y los requerimientos del usuario. El sistema debe ser verificado y validado
en cada etapa del proceso de desarrollo, usando documentos producidos en etapas previas. Como los
conceptos de verificacio´n y validacio´n suelen ser confundidos e incluso usados inconsistentemente [1],
vale la pena apreciar la diferencia entre ellos de la siguiente manera:
Validacio´n: ¿se esta´ construyendo el producto correcto?
Verificacio´n: ¿se esta´ construyendo el producto correctamente?
Es decir, la verificacio´n consiste en chequear que un programa satisface su especificacio´n, mientras
que la validacio´n consiste en asegurar que el programa cumpla con lo que se espera de e´l, lo cual puede
no estar reflejado apropiadamente en la especificacio´n. Normalmente, se desea que a la validacio´n la
dirija el usuario y a la verificacio´n algu´n encargado de la parte te´cnica del desarrollo del software.
Aunque en principio uno puede suponer que el proceso de V & V debe solamente comprobar la co-
rreccio´n del software analizado, en verdad, las cualidades no-funcionales y aquellas que son impl´ıcitas,
1Lamentablemente, esto es as´ı so´lo en la teor´ıa. En la pra´ctica industrial concreta, es usual que el testing no sea
realizado como una actividad rigurosa.
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tambie´n deben ser cubiertas por la validacio´n y verificacio´n del sistema en cuestio´n. Ejemplos de cua-
lidades no-funcionales son el desempen˜o y la mantenibilidad. Es bastante frecuente que este tipo de
caracter´ısticas deban validarse y verificarse en relacio´n a un nivel de aceptacio´n previamente definido
y no esperando una respuesta binaria, una respuesta “si o no”, en los ana´lisis aplicados [1].
Para satisfacer los objetivos del proceso de V & V, normalmente se sugiere utilizar te´cnicas de ana´li-
sis tanto esta´ticas como dina´micas. Las te´cnicas esta´ticas tienen que ver con el ana´lisis del producto o
cualquier documentacio´n de disen˜o relacionada con e´l, para evaluar su correcto funcionamiento como
consecuencia lo´gica de haber tomado ciertas decisiones de disen˜o, de representacio´n o de codificacio´n.
E´stas te´cnicas pueden aplicarse en cualquier momento del ciclo de vida del desarrollo. Sin embargo, al
no requerir la ejecucio´n del sistema, no pueden asegurar la utilidad operacional del producto. Por otro
lado, las te´cnicas de tipo dina´mico, como el testing, se basan en correr el programa para observar su
comportamiento y, obviamente, so´lo pueden ponerse en pra´ctica si se cuenta con un prototipo o con
un ejecutable del sistema de intere´s. Los dos enfoques son complementarios [1] [2].
Este trabajo se enfocara´ exclusivamente en la tarea de verificar programas, dejando de lado la
actividad de validacio´n de los mismos. En particular, se hara´ un estudio sobre todo lo concerniente al
testing. Sin embargo, quiere dejarse claro que el testing no es el u´nico medio para encontrar errores
en el software, y en verdad, se cuenta con diversas te´cnicas como:
Prototipado. Es un mecanismo que permite presentar un modelo del producto final, implemen-
tando un subconjunto de los requerimientos. E´ste modelo sera´ lo que se llama “prototipo” y
debera´ crearse ra´pidamente y de manera econo´mica. El prototipo debera´ ser evaluado por el
cliente del sistema final, para confirmar o proponer cambios en los requerimientos o en el disen˜o.
Revisiones o inspecciones. Las revisiones consisten en efectuar lecturas de las distintas repre-
sentaciones del sistema que fueron confecciona´ndose en el desarrollo de software. Entre e´stas
se consideran especificaciones de requerimientos, diagramas de disen˜o, co´digo fuente, planes de
testing, casos de prueba, gu´ıas de usuario, etc. Si bien las revisiones pueden hacerse como una
actividad manual, para la mayor´ıa de los items que pueden analizarse, existe la posibilidad de
automatizar e´stas evaluaciones a trave´s de herramientas apropiadas.
Verificacio´n formal de programas. Es un conjunto de te´cnicas formales de comprobacio´n en las
que partiendo de un conjunto axioma´tico, reglas de inferencia y algu´n lenguaje lo´gico (como la
lo´gica de primer orden, por ejemplo), se puede encontrar una demostracio´n o prueba de correccio´n
de un programa.
Model checking. Es un me´todo de verificacio´n de sistemas concurrentes de estados finitos, tales
como los protocolos de comunicacio´n. Como ventaja sobre los enfoques anteriormente menciona-
dos, se destaca el hecho de que el model checking es automa´tico y usualmente muy ra´pido. En
contrapartida, muchas de las herramientas actuales, basadas en te´cnicas combinatorias, explo-
ran completamente el espacio de estados posibles del problema, lo que puede conducir a una
inmanejable explosio´n de estados.
A fines de la de´cada del ’80, ya se hab´ıan difundido los me´todos formales como te´cnicas para
especificar y disen˜ar sistemas de software. En particular, aunque el rol principal de las especifica-
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ciones formales era ser la base de pruebas de correctitud y metodolog´ıas de transformacio´n rigurosas,
comenzo´ a destacarse la posibilidad y conveniencia de usarlas en el testing de software. Esto se debio´ a
la concientizacio´n de que las especificaciones informales ten´ıan cierta utilidad, requerida pero limitada,
en el proceso de testing, pero que los beneficios reales se obten´ıan desde las especificaciones formales,
las que estaban alcanzando cierto grado de maduracio´n y estabilidad.
Patrick A. Hall, un precursor del testing basado en especificaciones, mostro´ en [3] y [4] co´mo
derivar tests desde especificaciones formales Z. Conceptualmente, la idea se basaba en que la especi-
ficacio´n de un programa define precisamente los aspectos fundamentales del software, mientras omite
la informacio´n ma´s detallada y estructural. Su propuesta consist´ıa en realizar particiones simples
del espacio de entrada, examinando las divisiones obvias de la entrada definida por los predicados de
las operaciones. El ana´lisis de casos que Hall realizaba era altamente estructurado, aunque no riguroso.
Dick y Faivre, en [5], usaron la forma normal disyuntiva (DNF), como la ta´ctica base para dividir
el espacio de entrada de operaciones a testear, partiendo de especificaciones VDM.
En su tesis de doctorado [6], Philip Stocks introdujo un marco formal para dirigir el testing basado
en especificaciones formales Z, incluyendo un mecanismo que permit´ıa definir y estructurar, de man-
era bastante rigurosa, los casos de prueba abstractos. Stocks tambie´n extendio´ el trabajo existente
acerca de las ta´cticas de testing, desarrollando dos ta´cticas nuevas basadas en algunas anteriores. Las
ta´cticas de testing son los mecanismos que permiten dividir el espacio de entrada en clases de prueba,
construyendo lo que se conoce como a´rbol de pruebas.
Hans-Martin Ho¨rcher y Jan Peleska mostraron en [7] co´mo la especificacio´n de una operacio´n puede
ser usada para derivar sistema´ticamente casos de prueba abstractos y evaluar automa´ticamente los
resultados que resultan de testear con ellos, al programa que supuestamente implementa la operacio´n.
Este enfoque, al igual que los de Stocks y de Hall, fue puesto en pra´ctica con especificaciones escritas
en el lenguaje de especificacio´n Z.
Los autores recie´n mencionados han contribuido notablemente a la causa de automatizar la activi-
dad de testing. En la pra´ctica industrial, el testing suele hacerse de manera pra´cticamente artesanal,
teniendo personal dedicado a la seleccio´n manual de casos de prueba, lo cual resulta ser una tarea
tediosa y meto´dica que desaprovecha el potencial humano.
Esta tesina presenta el primer prototipo de una herramienta, a la que se ha dado el nombre de
Fastest, y que implementa las ideas de Stocks, Ho¨rcher y Peleska para poder generar casos de prue-
ba abstractos de operaciones especificadas en Z. Fastest ha sido desarrollado como parte del Proyecto
Flowx, en las instalaciones de la empresa Flowgate Security Consulting2. El Proyecto Flowx, el cual fue
financiado en conjunto por Flowgate y FONTAR (Fondo Tecnolo´gico Argentino) tiene como principal
objetivo el implementar pol´ıticas de seguridad multinivel en el nu´cleo del sistema operativo Linux, y
es una de las aplicaciones pensadas para Fastest la verificacio´n de tal implementacio´n.
2http://www.flowgate.net
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El resto de este informe se divide en siete cap´ıtulos, donde se desarrollan los conceptos necesarios
para comprender por completo todos los aspectos del prototipo de Fastest. El cap´ıtulo 2 presentara´ las
ideas generales de la actividad de testing, como una etapa fundamental del ciclo de vida del software.
El cap´ıtulo 3 explicara´, en particular, los conceptos relacionados al testing funcional basado en es-
pecificaciones formales Z. A continuacio´n, el cap´ıtulo 4, hara´ un resumen del estado del arte de las
herramientas que automatizan de alguna manera este tipo de actividad. Al pasar al cap´ıtulo 5, el
lector se encontrara´ con una descripcio´n de Fastest, incluyendo detalles de su arquitectura, disen˜o y
tecnolog´ıa empleada en su desarrollo. El cap´ıtulo 6 presenta la distribucio´n del prototipo que acom-
pan˜a a este informe y un manual de usuario para la correcta utilizacio´n del mismo. Un caso de estudio
es mostrado en el cap´ıtulo 7 y, por u´ltimo, el cap´ıtulo 8 contiene la conclusio´n de esta tesina y sugiere
trabajos futuros a realizar en el a´rea.
Cap´ıtulo 2
La te´cnica de testing
El presente cap´ıtulo presentara´ un repaso breve y general sobre algunos aspectos del testing de
programas. Se hara´ un recorrido sobre su significado, sus caracter´ısticas ma´s salientes, cualidades
esperadas y otras cuestiones relacionadas.
2.1. ¿Que´ se entiende por testing?
Una forma muy natural de verificar que algo funciona es simplemente ponerlo en operacio´n en
algunas situaciones representativas y comprobar si su comportamiento es el esperado [1]. En general,
sera´ imposible realizar esto en todas las condiciones de funcionamiento posibles1 con lo cual es necesario
encontrar casos de prueba o casos de test que aporten evidencia suficiente para suponer, en forma
razonable, que el comportamiento en todas las dema´s condiciones de funcionamiento sera´ el requerido.
Entonces, se puede considerar ahora la siguiente definicio´n, dada en [9]:
El testing es la verificacio´n dina´mica del comportamiento de un programa contra el com-
portamiento esperado de ese mismo programa, utilizando un conjunto finito de casos de
prueba, seleccionados apropiadamente del dominio de ejecucio´n, usualmente infinito.
Como ya se vio en la introduccio´n de esta tesina, la caracter´ıstica dina´mica del testing significa que
al sistema bajo prueba hay que analizarlo al ponerlo en funcionamiento, al ejecutarlo con argumentos
o datos de entrada espec´ıficos que permitan encontrar fallas en su comportamiento.
El procedimiento de testing, a grandes rasgos, consistira´ en tomar elementos del dominio de entra-
da de un programa, ejecutar el programa en estos casos de prueba y comparar la salida o estado final
con la salida o estado final esperados. En la literatura sobre testing se presupone la existencia de lo
que se llama un ora´culo, que es algu´n tipo de me´todo para determinar que una salida dada es la salida
esperada. E´ste ora´culo puede ser incluso un humano; por ejemplo, el futuro usuario del sistema. En
general, el ora´culo ma´s confiable lo constituira´ una especificacio´n formal de sistema a testear, como
se vera´ en el cap´ıtulo 3.
1A esta tarea de realizar pruebas en todos los casos posibles se la denomina testing exhaustivo.
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Dado que usualmente se tiene un conjunto muy grande, o incluso infinito, de posibles casos de
prueba, pero so´lo se puede ejecutar una fraccio´n muy pequen˜a de ellos, una cuestio´n fundamental
del testing radica en la eleccio´n de los casos que tengan ma´s posibilidades de exponer las fallas del
sistema. Es aqu´ı donde se pone de manifiesto la importancia que tienen la experiencia y las habilidades
del encargado de testing: en el aprovechamiento de lo que conoce sobre el sistema para identificar los
conjuntos de casos de prueba que producen el mismo comportamiento y los que producen distinto
comportamiento.
Antes de continuar, vale la pena aclarar algunos te´rminos ba´sicos:
Una falla (failure) es una situacio´n que manifiesta un comportamiento no deseado y, t´ıpicamente,
ocurre cuando el sistema a testear se pone en ejecucio´n.
Un defecto (fault) es una porcio´n de software incorrecto2 que causa una falla. Si el sistema
no puede fallar, entonces no tiene defectos. Por el contrario, si uno observa una falla, lo que
debe hacer es intentar encontrar el defecto que produjo la falla y tratar de corregirlo. De todas
maneras, nunca se puede probar que un sistema no puede fallar, so´lo se puede probar que contiene
defectos.
Un error (error, mistake) es una accio´n humana que resulta en un software con algu´n defecto.
Un error puede llevar a incluir un defecto en el sistema, hacie´ndolo fallar.
Entonces, el testing es la actividad de ejecutar un sistema con el fin de encontrar defectos. Es
por esto, porque intenta mostrar que algo es incorrecto, que es un enfoque apropiado el considerar al
testing como un proceso destructivo. El encargado de testing debe adoptar una actitud destructiva
hacia el programa, debe querer que falle, debe esperar que falle y debe concentrarse en encontrar casos
de prueba que muestren sus fallas.
2.2. Objetivos del testing
Un aspecto que hay que tener muy en cuenta a la hora de hablar de esta tarea es que, como bien
reza la frase de Dijkstra, el testing puede ser usado para mostrar la presencia de defectos en
el software, pero nunca para mostrar su ausencia. Esta idea busca sintetizar los objetivos de
la actividad: as´ı como se puede asegurar que un sistema no es correcto so´lo con encontrar un caso en
que el resultado no sea el esperado, no basta con tener un correcto funcionamiento del sistema en un
nu´mero finito de casos para afirmar su correccio´n en cualquier situacio´n. De esta manera, es que hay
que apreciar al testing como so´lo uno de los medios que existen (aunque sea el ma´s popular, y de hecho
uno muy u´til) para verificar software, pero nunca como un proceso que ofrezca garant´ıa absoluta de
deteccio´n de errores.
Adema´s de mostrar la presencia de defectos, el testing debe ayudar a localizarlos. No bastara´ con
testear una pieza de software y obtener la respuesta binaria que indica si la pieza contiene un error
o no. Es decir, ante el hallazgo de un error, el proceso de testing debe brindar informacio´n u´til sobre
2Puede encontrarse en la especificacio´n, en el disen˜o, o el co´digo del sistema.
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la localizacio´n del mismo, para que despue´s pueda ser utilizada por el proceso de debugging, el que
intentara´ corregir el software. En definitiva, el testing tendra´ verdadero sentido so´lo si despue´s de
haberse realizado y de haber detectado un error, hay alguna posibilidad de reparar la situacio´n [1].
2.3. Testing no es debugging
Como se vio en la seccio´n anterior, el testing de sofware debe interactuar con el debugging del mis-
mo. Sin embargo, aunque suelen considerarse parte del mismo proceso, vale remarcar que el testing y
el debugging son actividades bien distintas. Mientras que el testing establece la existencia de defectos,
el debugging esta´ centrado en identificar y corregir esos defectos. Es decir, el testing y el debugging
no son lo mismo, pero es claro que esta´n ı´ntimamente relacionados.
Otra diferencia entre el testing y el debugging es que es conveniente que la primera actividad sea
realizada por una persona, o grupo, externo a la organizacio´n de desarrollo, mientras que la segun-
da debe ser realizada necesariamente por alguien interno, que conozca la arquitectura, el disen˜o y
la implementacio´n con mayor profundidad. Que se recomiende que el testing sea llevado a cabo por
personas de otra organizacio´n se debe principalmente a cuestiones psicolo´gicas y tiene relacio´n con
la caracter´ıstica destructiva del testing, ya mencionada anteriormente. Ma´s precisamente, el autor de
un programa o sistema tiende a cometer los mismos errores al ponerlo a prueba, es decir, debido a
que es SU programa, inconcientemente tiende a hacer casos de prueba que no hagan fallar al mismo.
Adema´s, puede llegar a comparar mal el resultado esperado con el resultado obtenido debido al deseo
de que el programa pase las pruebas.
En base a esto, se pueden considerar cuatro niveles de independencia entre el testing y el desarrollo
de un sistema:
Tests disen˜ados por las personas que codificaron el software a testear.
Tests disen˜ados por personas distintas pero del equipo de desarrollo.
Tests disen˜ados por personas de otro grupo de la organizacio´n (a´rea de testing)
Tests disen˜ados por personas de otra organizacio´n (tercerizacio´n)
2.4. Testing estructural vs. testing funcional
Estos son los dos enfoques que se pueden encontrar si se intenta clasificar a la actividad de testing
de acuerdo al tipo de informacio´n utilizada para guiarla. Por un lado, el testing funcional o tambie´n
llamado de caja negra (black-box testing) realiza el testeo de una pieza de software ignorando por
completo co´mo esta´ construida internamente y so´lo mirando su especificacio´n. Se puede pensar que
ve al software bajo prueba como si fuera una funcio´n, pasa´ndole argumentos o datos de entrada y
observando los valores devueltos, sin detenerse a analizar co´mo computa dichos valores (de all´ı la
denominacio´n de funcional).
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Por otro lado, el testing estructural o de caja blanca (white-box testing) s´ı utiliza informacio´n
acerca de la estructura interna del programa (de su co´digo fuente), pudiendo incluso ignorar su especi-
ficacio´n. Se dice que el testing estructural comprueba lo que el programa hace, mientras que el testing
funcional comprueba lo que se supone que hace (lo que deber´ıa hacer de acuerdo a la especificacio´n) [1].
Algunas caracter´ısticas del testing estructural
Requiere que haya finalizado la fase de codificacio´n para que pueda empezarse a testear.
Si se cambia la estructura del co´digo, deben recalcularse los casos de prueba.
Algunas caracter´ısticas del testing funcional
No hace falta que haya comenzado la fase de implementacio´n para poder empezar con la fase de
testing.
Si el programa es modificado, gran parte del esfuerzo de testing sigue siendo u´til.
Aunque parezca que poner en pra´ctica el testing funcional sea ma´s conveniente que hacerlo con el
testing estructural, lo cierto es que ambos enfoques son u´tiles y complementarios. Es bastante comu´n
que se utilicen te´cnicas de testing funcional para encontrar pruebas funcionales y de robustez. Luego
se pueden utilizar me´tricas del testing estructural para chequear que´ partes de la implementacio´n no
han sido evaluadas correctamente y as´ı obtener nuevas pruebas a partir de esos casos.
Este trabajo se enfocara´ en un tipo particular de testing funcional, que es el testing funcional
basado en especificaciones formales. Como su nombre lo indica, esta actividad se basa en utilizar una
especificacio´n formal del sistema bajo prueba, y es el pro´ximo cap´ıtulo donde se describe ma´s en
detalle.
2.5. Testing in the Large
En la seccio´n anterior se mencionaron dos grandes enfoques que existen para llevar a cabo el proce-
so de testing. Sin embargo, no puede dejar de mencionarse que los dos son de aplicacio´n pra´ctica so´lo
en el testing de mo´dulos individuales, es decir, son aplicables para hacer lo que se denomina Testing
in the Small. Pero al someter a prueba a un sistema de software completo, se requerira´ realizar el
proceso de testing de todo un programa o de una serie de programas que deben verificar, en conjunto,
un cierto comportamiento esperado. Es lo que se llama Testing in the Large. En ese caso, las te´cnicas
mencionadas podr´ıan sufrir de una explosio´n combinatoria que las volver´ıan inaplicables [1].
De todas maneras, los mecanismos de testing estructural y de testing funcional continu´an siendo
u´tiles en sistemas complejos. La clave es organizar la actividad de testing de la misma manera que se
organiza la actividad de disen˜o del software en cuestio´n: dividiendo el problema a tratar en problemas
ma´s pequen˜os. La posibilidad ma´s natural de poner en pra´ctica esta idea es guiar el proceso de testing
a partir de la estructura modular del sistema. De esta forma, se podr´ıan ir testeando los mo´dulos
separadamente, uno por uno, hasta eventualmente poder testear el sistema completo [1].
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En general, el proceso de testing se separa en tres etapas: el testing de unidad, el testing de in-
tegracio´n y el testing de sistema. A medida que se van encontrando errores en una etapa, se va a
requerir modificar el programa para corregir estos errores, lo que probablemente va a necesitar que se
repitan algunas de las etapas ya realizadas. As´ı, puede apreciarse que el proceso de testing raramente
es secuencial; lo normal es que sea iterativo.
Testing de unidad. El testing de unidad consiste en poner a prueba las menores unidades (mo´du-
los) separables de un sistema. Cuando se dice que sea separable, se entendera´ que esa unidad pueda
ser ejecutada en forma aislada del resto del sistema. Esto no significa que la unidad no interactu´e
con otras, sino que e´sta pueda ser testeada, siempre que sus interfaces este´n correctamente definidas,
au´n cuando aquellas no este´n implementadas completamente. Si bien parece imposible hacer uso de
mo´dulos para los cuales no se ha terminado su codificacio´n, el hecho de que tengan sus secretos
bien ocultos detra´s de una interfaz, permite utilizarlos con una implementacio´n ba´sica, que provea un
comportamiento altamente simplificado. A este tipo de mo´dulos se los llama normalmente stubs.
Testing de integracio´n Esta fase consiste en el testeo de colecciones de mo´dulos que han sido
integrados en subsistemas. Para llevarla a cabo, hay distintas estrategias, como por ejemplo, top-down
y bottom-up. La primera de ellas testea los componentes ma´s abstractos antes de testear los ma´s es-
pec´ıficos mientras que la segunda es la contraria, primero se comienza testeando los mo´dulos del nivel
ma´s bajo de la jerarqu´ıa y se va trabajando hacia arriba por esta jerarqu´ıa hasta testear el mo´dulo
ma´s general. Sin embargo, sea cual sea la estrategia que se adopte, lo ma´s conveniente es utilizar un
enfoque incremental, donde se vayan realizando las pruebas agregando los mo´dulos de a uno, siempre
testeando cada incremento antes que se agregue un nuevo incremento al sistema. Esto hace posible
encontrar errores con mayor facilidad y no tener que esperar a que todos los mo´dulos hayan sido
implementados para comenzar a testear el sistema.
Testing de sistema Pretende verificar si el conjunto completo de mo´dulos de un sistema con-
sigue el comportamiento adecuado del mismo, posiblemente asumiendo que sus mo´dulos constituyentes
proveen la funcionalidad esperada.
El presente trabajo no hace un aporte directo a las te´cnicas de testing de integracio´n y de sistema, y
solo se concentra en el testing de unidad de programas. Sin embargo, es cierto que podr´ıa interpretarse
como un aporte indirecto a esas a´reas. Esto es en un sentido mencionado anteriormente, cuando se
lleve a cabo el Testing in the Large mediante una divisio´n en mo´dulos y una subsecuente aplicacio´n,
en esos mo´dulos, de las te´cnicas aqu´ı desarrolladas.
Cap´ıtulo 3
El testing basado en especificaciones
formales Z
Como se vio en el cap´ıtulo anterior, un programa es correcto si verifica su especificacio´n. La
especificacio´n puede ser formal, semi-formal, informal, o incluso puede no estar escrita y que so´lo la
conozca el programador o el usuario. El resto de este trabajo asumira´ que existe una especificacio´n
formal Z del sistema a ser verificado y el presente cap´ıtulo explicara´ las caracter´ısticas del testing
funcional bajo tal hipo´tesis, no sin antes hacer una breve introduccio´n al lenguaje de especificacio´n Z.
3.1. El lenguaje de especificacio´n Z
En esta tesina se utilizara´ la notacio´n Z, un lenguaje de especificacio´n formal usado para describir
y modelar sistemas de software [10]. Z fue desarrollado en 1974 por J. R. Abrial y el Programming
Research Group de la Universidad de Oxford. Esta´ basado en la teor´ıa de conjuntos, la lo´gica de
primer orden y el ca´lculo lambda. Todas las expresiones en Z son tipadas, por lo que se evitan algunas
paradojas de la teor´ıa de conjuntos simple. El lenguaje contiene un cata´logo estandarizado (llamado
mathematical toolkit) con las funciones matema´ticas y predicados usados frecuentemente.
Un modelo Z permite especificar ma´quinas de estados, las cuales son representaciones ide´nticas a
las ma´quinas de estados finitos, con la salvedad de que la cantidad de estados en cada una de ellas
puede ser infinita. Para lograr definir una de estas ma´quinas, Z debe especificar su conjunto de esta-
dos y sus operaciones, las cuales determinan las transiciones posibles entre los distintos estados. La
descripcio´n de los estados se realiza a trave´s de la definicio´n de los llamados esquemas de estado, los
cuales contienen las declaraciones de las variables de estado de la ma´quina. Por otro lado, con el objeto
de definir las operaciones existentes, deben darse uno o varios esquemas de operacio´n para cada una
de ellas. En estos esquemas se especifican las transiciones de estados posibles en la ma´quina, a trave´s
de predicados que relacionan las variables de estado con variables de entrada y de salida propias de la
operacio´n. [11]
En el resto de la tesina se asumira´ que el lector esta´ familiarizado con los conceptos de conjuntos,
relaciones y ca´lculo de predicados. En el Ape´ndice A se hace un repaso de las caracter´ısticas ma´s
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importantes del lenguaje Z. All´ı tambie´n se remarcan aquellos elementos sinta´cticos que au´n no esta´n
soportadas en la versio´n de la herramienta que se presenta en esta tesina.
3.2. Formalizando el testing funcional basado en especificaciones
formales
Para explicar algunos conceptos generales del testing funcional basado en especificaciones formales,
en esta seccio´n se formalizara´n algunas ideas relacionadas a e´l. Sencillamente, se tomara´ parte de la
formalizacio´n dada en [1] y en [12].
En lo sucesivo, se vera´ a un programa o subrutina como una funcio´n
P : ID → OD
donde a ID se lo llamara´ dominio de entrada del programa y a OD dominio de salida. El dominio de
entrada estara´ dado por el producto cartesiano de los tipos1 de las variables de entrada del programa y
el dominio de salida por lo ana´logo para las variables de salida. Vale la pena observar que la definicio´n
podr´ıa no ser la ma´s adecuada para tratar con cierto tipo de software. Por ejemplo, en el testing de
interfaces gra´ficas de usuario, GUI testing, el concepto de variables de entrada no resulta del todo claro.
De todas formas, en el caso general, con “variables de entrada del programa” se entendera´ a todas
aquellas entradas que aparecen expl´ıcitamente en el co´digo del mismo (dejando de lado otra infor-
macio´n abstracta que pueda estar relacionada), lo que incluye a archivos, para´metros recibidos, datos
le´ıdos desde el entorno, etc. Ana´logamente, con “variables de salida” se hara´ referencia a todas aquellas
salidas expl´ıcitas del programa, como ser salidas por cualquier dispositivo, para´metros o valores de
retorno e incluso errores tales como no terminacio´n, etc.
De esta manera, dado un programa P con dominio de entrada ID , un caso de prueba para P
sera´ un elemento x ∈ ID , y testear P con x se hara´ simplemente calculando P(x ) y comparando su
valor con el resultado esperado. En el mismo sentido, un conjunto de prueba T para P sera´ cualquier
conjunto de casos de prueba que sea subconjunto finito de D . Testear P con T significa comprobar
que P(x ) es el esperado para cada x ∈ T .
En particular, se dira´ que un caso de prueba para P es exitoso si al testear P con x no se obtiene
el resultado esperado, con lo cual el caso de prueba estar´ıa descubriendo un error en el programa.
Pero para poder juzgar si el comportamiento del programa es el adecuado o no, se debera´ contar con
una especificacio´n del mismo, la cual lo describira´ de una manera diferente. Es la especificacio´n del
programa la que tendra´ que vincular los casos de prueba con los resultados obtenidos y esperados,
para concluir si existe una correspondencia entre los primeros y los u´ltimos. De esta forma, se vera´ a
la especificacio´n Z de un programa2, tambie´n como una funcio´n, que va desde el espacio definido por
1Con “tipo” no se hace referencia a un tipo de un lenguaje de programacio´n, ya que un programa a ser verificado
podr´ıa estar escrito en un lenguaje no tipado y au´n as´ı poder ser testeado.
2En verdad, a un esquema de operacio´n contenido en una especificacio´n Z de un programa.
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la declaracio´n de las variables de entrada y de estado hasta el espacio dado por las variables de salida
y de estado de la operacio´n. Es decir, una especificacio´n Op sera´ vista como una funcio´n de IS en
OS , donde IS se llama espacio de entrada y OS se llama espacio de salida y se definen de la siguiente
manera:
IS == [v?1 : T1, ..., v?a : Ta , s1 : Ta+1, ..., sb : Ta+b ]
OS == [v !1 : U1, ..., v !c : Tc , s1 : Ta+1, ..., sb : Ta+b ]
donde v?i son las variables de entrada, si las variables de estado y v !i las de salida utilizadas en Op.
Pero aunque el estado y cierta entrada sean parte del espacio de entrada de una operacio´n, puede
que para ellos no este´ especificado el comportamiento de una operacio´n. En otras palabras, una ope-
racio´n puede no relacionar cada elemento de su espacio de entrada con algu´n elemento de su espacio
de salida. Por ejemplo, dado el siguiente esquema de operacio´n:
Decrement
n : N
n ′ : N
n ′ = n − 1
y al verlo como una funcio´n de IS == [n : N] en OS == [n : N], se puede apreciar que la misma no
esta´ definida cuando n = 0.
Es por esto que se introduce la nocio´n de espacio va´lido de entrada (VIS ) como el subconjunto
del espacio de entrada para el cual la operacio´n esta´ definida. Ma´s formalmente, se puede definir al
espacio va´lido de entrada de la especificacio´n Op, VISOp , como el subconjunto de IS que satisface la
precondicio´n de Op:
VISOp == [IS | pre Op]
y de esta manera ver a Op como la siguiente funcio´n total:
Op : VISOp → OS
Para poder formalizar lo que se entiende por caso de prueba exitoso sera´ necesario relacionar de
alguna manera un programa con su especificacio´n. Es decir, habra´ que establecer una forma de vincular
los elementos de ID con los VIS y los de OD con los de OS , Para tal fin se introducen las siguientes
funciones:
ref OpP : VISOp → IDP
absOpP : ODP 7→ OSOp
donde ref y abs son las abreviaturas de funcio´n de refinamiento y funcio´n de abstraccio´n, respecti-
vamente. Se puede decir que la primera de ellas refina un elemento a nivel de especificacio´n en un
elemento a nivel de implementacio´n mientras que la segunda hace la transformacio´n inversa: dado un
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elemento a nivel de implementacio´n, permite obtener su correspondiente elemento a nivel de especifi-
cacio´n. La razo´n por la que se formaliza la funcio´n de abstraccio´n como una de tipo parcial es que no
es siempre posible encontrar un elemento abstracto para cada salida de un programa. Este es el caso
de una terminacio´n abrupta e inesperada, donde por lo general no se puede realizar una abstraccio´n de
este resultado a nivel de especificacio´n, ya que no es algo que se suela especificar. De cualquier manera,
que en situaciones como esas no pueda aplicarse la funcio´n abs no resulta ser un inconveniente ya que,
en definitiva, en ellas se ha alcanzado el objetivo principal del testing: encontrar errores en el programa.
Sea P : ID → OD un programa tal que su especificacio´n Z es Op : VISOp → OS y sean t ∈ VISOp
y x = ref OpP (t). Se dira´ que x es un caso de prueba exitoso para P s´ı y so´lo si Op(t) 6= absOpP (P(x )),
lo que intuitivamente describe lo expuesto anteriormente: que la salida obtenida de ejecutar el caso de
prueba no coincide con lo que la especificacio´n esperaba.
3.3. Las etapas del testing funcional
Para poner a prueba un programa P , teniendo su especificacio´n Op, se debera´ entonces aplicar
iterativamente el proceso de testing que consta de las siguientes etapas:
Generacio´n de un caso de prueba (gen)
Refinamiento del caso de prueba (ref )
Ejecucio´n del caso de prueba (ejec)
Abstraccio´n de la salida (abs)
Comprobacio´n (compr)
y que se ilustra en la Figura 3.1. En el diagrama se puede observar que partiendo de un programa
P y de la especificacio´n Op de P , y mediante las etapas antes mencionadas, se puede alcanzar un
resultado, res, que indica si el proceso en cuestio´n fue exitoso o no, es decir, si encontro´ un error en P
o no. La primer etapa, gen, es la que genera, a partir de la especificacio´n Op, un caso de prueba a nivel
de especificacio´n (que sera´ llamado caso de prueba abstracto), t . La segunda etapa, ref , es la que se
encarga de transformar ese caso de prueba abstracto en un caso de prueba a nivel de implementacio´n
(que sera´ llamado caso de prueba concreto), x . A continuacio´n es necesario ejecutar x en P , con lo
cual el paso ejec, representado en la figura por dos flechas, permite obtener la salida P(x ) a nivel de
implementacio´n, llamada salida concreta. La etapa siguiente, abs, es la que hace posible abstraer esta
salida al nivel de especificacio´n (que como es de esperar, se llamara´ salida abstracta), resultando en y .
Por u´ltimo, a trave´s de compr y utilizando Op, el caso de prueba abstracto t y la salida abstracta y , se
comprueba si y se corresponde con t segu´n Op, obteniendo el resultado res. res es una respuesta binaria
que indica si existe o no tal correspondencia. Si no existe, significa que se ha encontrado un error en P .
La mayor´ıa de las etapas del proceso de testing recie´n mostradas son automatizables en gran
medida. El objetivo de esta tesina es, justamente, mostrar co´mo es posible hacer esto principalmente
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Figura 3.1: El proceso de testing funcional basado en especificaciones formales.
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con la etapa denominada gen, es decir, co´mo pueden generarse de forma automa´tica casos de prueba
abstractos partiendo de una especificacio´n Z.
3.4. Generando casos de prueba abstractos
En esta seccio´n, y en las que siguen en este cap´ıtulo, se describira´ con ma´s detalle co´mo puede
llevarse a cabo la generacio´n de casos de prueba abstractos. Para esto, se tendra´n en cuenta los tra-
bajos de Hall [3] [4], Stocks [6], Ho¨rcher y Peleska [7] y Stocks y Carrington [8], que mostraron que
las especificaciones formales Z pueden ser usadas para derivar sistema´ticamente casos de prueba abs-
tractos. Conceptualmente, la idea se basa en que una especificacio´n define precisamente los aspectos
fundamentales del software que describe, omitiendo informacio´n ma´s detallada, estructural, y de im-
plementacio´n. Estos aspectos fundamentales son, ma´s precisamente, las alternativas funcionales del
software que se tuvieron, o mejor dicho, debieron tenerse en cuenta a la hora de implementarlo. En
general, el disen˜ar casos de prueba para testing, lo que puede considerarse un arte, es justamente
identificar estas alternativas funcionales para despue´s poder testear el programa sobre ellas.
Las alternativas funcionales de un sistema pueden expresarse como restricciones sobre las variables
de entrada y de estado definidas en su especificacio´n. Las te´cnicas propuestas por los autores anterior-
mente mencionados, entonces, sugieren modelar estas alternativas como esquemas Z a los que se les
denominara´ clases de prueba. Por ejemplo,
ClaseDePrueba == [a, b : Z | a < b]
define una clase de prueba con dos valores, a y b, tales que a es menor que b. En este contexto, puede
apreciarse que ClaseDePrueba no es ma´s que un conjunto (infinito) de casos de prueba definido por
comprensio´n. [a, b : Z | a = 4 ∧ b = 10] y [a, b : Z | a = −10 ∧ b = 5] son ejemplos de casos de prueba
pertenecientes a ClaseDePrueba.
El proceso a trave´s del cual se generan casos de prueba abstractos, partiendo de la especificacio´n
Z de una operacio´n Op, se dividira´ en los dos siguientes pasos:
Generacio´n de un a´rbol de pruebas para Op
Seleccio´n de casos de prueba
El primer paso consiste en construir una jerarqu´ıa entre clases de prueba, que relacionara´ a las
mismas y que se llamara´ a´rbol de pruebas. Para tal fin, la propuesta es dividir iterativamente a las
clases de prueba en clases de prueba menores usando mecanismos que se denominara´n ta´cticas de
testing3. El segundo paso, por su parte, consiste en elegir uno o ma´s casos de prueba para cada una
de las clases de prueba que se hayan generado en el paso anterior, que no contengan a ninguna de las
otras clases de prueba, y que no tengan su predicado equivalente a false. Se explicara´ la generacio´n de
a´rboles de pruebas en la Seccio´n 3.5 y la seleccio´n de casos de prueba en la Seccio´n 3.6.
3En la bibliograf´ıa donde se expone esta metodolog´ıa se utiliza el te´rmino estrategia en lugar de ta´ctica. En este
trabajo, al igual que se hace en [12], se empleara´ el segundo de ellos.
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3.5. Construccio´n de a´rboles de pruebas
Dado que todos los casos de prueba de una operacio´n deben ser tomados del espacio va´lido de
entrada de la misma, e´ste es un buen punto de partida para construir el a´rbol de pruebas. Una vez
determinado el VIS , hay que dividirlo, aplicando alguna ta´ctica de testing, en una cantidad de nuevas
clases de prueba, que posiblemente constituyan una particio´n de e´l4. Estas clases conformara´n el primer
nivel de nodos del a´rbol de pruebas. El objetivo es derivar conjuntos de casos de prueba que sean clases
de equivalencia respecto a la posibilidad de encontrar un error en la unidad funcional analizada, y que
adema´s cubran el VIS . En otras palabras, se pretende encontrar clases tales que cada elemento en
ellas, tenga la misma posibilidad de encontrar un error que los dema´s elementos de la misma clase. Es
por esto que la aplicacio´n de ta´cticas de testing debe realizarse repetidamente, obteniendo nuevas y
nuevas clases de prueba que completen el a´rbol, hasta que se considere que las clases de prueba “hoja”
(es decir, aquellas que no tengan nodos hijos en el a´rbol) representen todas las alternativas funcionales
importantes de la operacio´n en cuestio´n.
El a´rbol de pruebas asociado a una operacio´n queda entonces representado como un grafo, donde
los nodos son las clases de prueba (en particular, la ra´ız es el espacio va´lido de entrada de la operacio´n)
y las aristas son las ta´cticas de testing aplicadas en las derivaciones de nuevas clases de prueba. T´ıpi-
camente, un a´rbol de pruebas se ve como el mostrado en la Figura 3.2. En ella se muestra co´mo, en
primer lugar, a partir de la aplicacio´n de una ta´ctica Tac1 al VIS de la operacio´n Op, VISOp , se ob-
tienen las n clases de prueba OpTac1i , para i entre 1 y n. Luego se utiliza la ta´ctica Tac2 sobre la clase
de prueba OpTac11 para obtener las r clases de prueba Op
Tac2
i , para i entre 1 y r . De la misma forma
la ta´ctica Tac3 permite dividir a la clase de prueba OpTac1n en Op
Tac3
i , para i entre 1 y q . Por u´lti-
mo, la ta´ctica Tac4 genera las s clases de prueba OpTac4i con i entre 1 y s, cuando es aplicada a Op
Tac2
r .
Es importante remarcar que el proceso de generacio´n de clases de prueba no es exclusivo del
lenguaje Z. El mismo puede aplicarse sobre cualquier lenguaje de especificacio´n basado en lo´gica,
como TLA o B, y puede modificarse apropiadamente, segu´n [13] y [14], para ser usado en Statecharts
y CSP, respectivamente. A continuacio´n se describira´ una serie de ta´cticas de testing y se presentara´ la
manera en que estas pueden aplicarse sucesivamente para poder construir a´rboles de pruebas.
3.5.1. Ta´cticas de testing
Esta subseccio´n muestra a trave´s de un ejemplo algunas de las ta´cticas de testing que se conocen
y que fueron propuestas en [6] y en [8]. En particular, se explicara´n aquellas que fueron implemen-
tadas por el prototipo de Fastest que se describe en esta tesina. Justamente, es notable que tanto la
aplicacio´n de e´stas como de otras ta´cticas puede ser automatizada en gran medida, no dependiendo
en absoluto de la intervencio´n manual de un encargado de testing.
Para realizar la presentacio´n de las ta´cticas de testing se introduce la siguiente especificacio´n Z, la
cual describe una versio´n simplificada de la lectura de archivos en UNIX. El contenido de los archivos
4La divisio´n de una clase de prueba en otras clases de prueba, a trave´s de la aplicacio´n de una ta´ctica de testing,
podr´ıa resultar en clases con algunas de ellas solapadas entre s´ı, por lo que no formar´ıan una particio´n de la original.
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Figura 3.2: Estructura t´ıpica de un a´rbol de pruebas.
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se modelara´ como una secuencia de bytes. A su vez, los bytes sera´n introducidos con el siguiente tipo
ba´sico, sin mayores detalles internos:
[BYTE ]
Cada archivo tendra´ asociado un permiso de acceso, que podra´ ser prohibido (si es un archivo sobre
el que no se puede leer ni escribir), de so´lo lectura, o de lectura y escritura. Los mismos se representan
a trave´s del siguiente tipo enumerado:
PERMISO ::= prohibido | solo lectura | lectura escritura
Archivo
datos : seq BYTE
permiso : PERMISO
El invariante de estado de un archivo se describe en el siguiente esquema:
InvarianteArchivo
Archivo
#datos ≤ 255
La operacio´n de lectura toma el valor de una longitud como entrada y lee esa cantidad de caracteres
desde el comienzo del archivo. Se distinguira´n cuatro posibles situaciones respecto a la operacio´n de
lectura, Leer :
Una lectura exitosa, donde tambie´n se incluye el caso, teniendo o no permiso de lectura, de
solicitar la lectura de 0 bytes del archivo. En el caso general es necesario tener al menos permiso
de lectura.
Un intento de lectura fallido por querer hacerse sobre un archivo vac´ıo.
Un intento de lectura fallido por querer hacerse hasta ma´s alla´ del final del archivo.
Un intento de lectura fallido por querer hacerse sobre un archivo cuyo permiso de acceso es
prohibido.
las que al ejecutar la operacio´n sera´n reportadas, segu´n corresponda, con los siguientes mensajes:
REPORTE ::= ok | error vacio | error fin archivo | error acceso
En un primer esquema se captura la situacio´n de una lectura con e´xito. Puede notarse que el
predicado de LeerOk contiene al operador⇒, el cual no es muy habitual a la hora de escribir predicados
de esquemas Z. Sin embargo, se lo ha incluido por cuestiones dida´cticas, para favorecer ma´s adelante
la presentacio´n de una de las ta´cticas de testing.
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LeerOk
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
#datos > 0
longitud? ≤ #datos
longitud 6= 0⇒ permiso 6= prohibido
lectura! = (1..longitud?)C datos
rep! = ok
Los tres esquemas que siguen definen las situaciones erro´neas anteriormente mencionadas.
ArchivoVacio
ΞArchivo
lectura! : seq BYTE
rep! : REPORTE
#datos = 0
lectura! = 〈〉
rep! = error vacio
FinDeArchivoEncontrado
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
longitud? > #datos
lectura! = 〈〉
rep! = error fin archivo
ArchivoProhibido
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
¬ (longitud? 6= 0⇒ permiso 6= prohibido)
lectura! = 〈〉
rep! = error acceso
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La operacio´n cuya implementacio´n se quiere testear, Leer , no altera el contenido de los archivos,
lo que se ve expresado por la inclusio´n de ΞArchivo en los cuatro esquemas presentados. Finalmente,
se define Leer como la disyuncio´n de tales esquemas:
Leer == LeerOk ∨ ArchivoVacio ∨ FinDeArchivoEncontrado ∨ ArchivoProhibido
Para ilustrar el significado de esta combinacio´n de esquemas, se muestra el esquema Leer expandi-
do completamente. Esta expansio´n no es ma´s que una manipulacio´n sinta´ctica de los esquemas que
conforman a Leer . Si bien el predicado resultante podr´ıa contener informacio´n redundante o bien po-
dr´ıa simplificarse, no es algo que resulte de intere´s en este momento.
La versio´n completamente expandida de Leer es:
Leer
datos, datos ′ : seq BYTE
permiso, permiso′ : PERMISO
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
datos ′ = datos
permiso′ = permiso
(#datos > 0 ∧ longitud? ≤ #datos ∧ (longitud 6= 0⇒ permiso 6= prohibido) ∧
lectura! = (1..longitud?)C datos ∧ rep! = ok) ∨
(#datos = 0 ∧ lectura! = 〈〉 ∧ rep! = error vacio) ∨
(longitud? > #datos ∧ lectura! = 〈〉 ∧ rep! = error fin archivo) ∨
(¬ (longitud? 6= 0⇒ permiso 6= prohibido) ∧ lectura! = 〈〉 ∧ rep! = error acceso)
3.5.1.1. Obteniendo el VIS de la operacio´n
Como ya se vio al comienzo de la Seccio´n 3.5, el primer paso para generar casos de prueba para
una operacio´n es identificar su espacio va´lido de entrada. En el caso de Leer , puede probarse que su
precondicio´n es equivalente a true, por lo que su VIS define el mismo espacio que su IS , el que a su
vez esta´ dado por:
ISLeer == [datos : seq BYTE ; permiso : PERMISO ; longitud? : N]
En consecuencia, VISLeer es simplemente el esquema formado por la declaracio´n de variables de
entrada y de estado iniciales que aparecen en el esquema de operacio´n Leer .
Como ejemplo de una operacio´n donde su IS y su VIS no coinciden, se tiene a LeerOk . En tal
caso se tendr´ıan:
ISLeerOk == [datos : seq BYTE ; permiso : PERMISO ; longitud? : N]
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VISLeerOk
datos : seq BYTE
permiso : PERMISO
longitud? : N
#datos > 0
longitud? ≤ #datos
(longitud 6= 0⇒ permiso 6= prohibido)
Volviendo a la operacio´n Leer , y habiendo obtenido su VIS , ya puede comenzarse con la aplicacio´n
de ta´cticas de testing. Las mismas sera´n explicadas, una por una, a continuacio´n.
3.5.1.2. Forma Normal Disyuntiva (DNF)
La ta´ctica de Forma Normal Disyuntiva (cuya abreviatura sera´ DNF, por Disjunctive Normal
Form), es la ma´s conocida de las ta´cticas de testing y por lo general es la primera que se aplica. La
misma se basa en el concepto que proviene de la lo´gica, con el mismo nombre, y que asegura que un
predicado esta´ escrito en DNF si es una disyuncio´n de una o ma´s conjunciones de uno o ma´s literales.
Un literal es un predicado ato´mico (indivisible) o la negacio´n de un predicado ato´mico. Para llevar
cualquier predicado a DNF se pueden aplicar los siguientes cuatro pasos:
1. Se transforman todas las equivalencias a ⇔ b contenidas en el predicado en (a ⇒ b) ∧ (b ⇒ a) .
2. Se transforman todas las implicaciones a ⇒ b contenidas en el predicado en ¬ a ∨ b.
3. Se distribuyen todos los conectivos de negacio´n (¬ ) de forma tal que siempre queden junto a
predicados ato´micos. Para esto se deben utilizar las siguientes reglas:
¬ (a ∨ b)⇔ ¬ a ∧ ¬ b
¬ (a ∧ b)⇔ ¬ a ∨ ¬ b
¬ ¬ a ⇔ a
4. Se distribuyen todas las conjunciones sobre las disyunciones.
Ahora bien, para poder aplicar la ta´ctica DNF a una clase de prueba ClaseDePrueba del a´rbol de
una operacio´n Op, se deben realizar los siguientes dos pasos:
Expresar el esquema Op como una disyuncio´n de uno o ma´s esquemas, Op1, Op2, ..., Opn , donde
cada Opi verifique tener como predicado una conjuncio´n de literales.
Dividir ClaseDePrueba utilizando las precondiciones de los esquemas Opi , para i de 1 a n. Esto
significa, por un lado, que hay una nueva clase de prueba por cada uno de estos esquemas. Y
por otro lado, que cada clase de prueba tiene como predicado la conjuncio´n del predicado de la
clase de prueba original, ClaseDePrueba, con la precondicio´n del esquema que le corresponde
entre Op1, Op2, ..., Opn .
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Para mostrar el procedimiento en la pra´ctica, se lo aplicara´ al VIS de la operacio´n Leer del ejemplo
de lectura de archivos. El primer paso es entonces expresar a la operacio´n como una disyuncio´n de
esquemas que cumplan con la condicio´n de tener como predicado una conjuncio´n de literales. Como
Leer ya esta´ definida como una disyuncio´n de esquemas, habra´ que analizar cua´les de estos esquemas
tienen que subdividirse en ma´s esquemas, a trave´s de ma´s disyunciones, de tal manera que cada uno
cumpla con la recie´n mencionada condicio´n.
Por empezar, observando que el esquema LeerOk no tiene esta estructura por contener un ⇒ en
su predicado, es evidente que habra´ que transformarlo, y quiza´s subdividirlo. La manera de realizar
esta subdivisio´n es reescribiendo su predicado en Forma Normal Disyuntiva y derivando un esquema
por cada te´rmino de la disyuncio´n, de tal forma que cada te´rmino sea el predicado del esquema
correspondiente. En el caso de LeerOk , teniendo en cuenta que a ⇒ b es equivalente a ¬ a ∨ b y que
la conjuncio´n puede distribuirse respecto a la disyuncio´n, es posible dividir al esquema Leer en los dos
siguientes esquemas de operacio´n:
LeerOk1
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
#datos > 0
longitud? ≤ #datos
longitud = 0
lectura! = (1..longitud?)C datos
rep! = ok
LeerOk2
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
#datos > 0
longitud? ≤ #datos
permiso 6= prohibido
lectura! = (1..longitud?)C datos
rep! = ok
los cuales verifican tener predicados que son conjunciones de literales, como se pretend´ıa. En el caso
de los esquemas de operacio´n ArchivoVacio y FinDeArchivoEncontrado, puede verse que cumplen con
esto desde un principio, por lo que no sera´ necesario modificarlos ni subdividirlos.
Por u´ltimo, habra´ que transformar el predicado de ArchivoProhibido, que al igual que el de LeerOk ,
tambie´n contiene un ⇒. Como en este caso la implicacio´n esta´ negada, el esquema se reescribe pero
no es necesario subdividirlo.
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ArchivoProhibido
ΞArchivo
longitud? : N
lectura! : seq BYTE
rep! : REPORTE
longitud? 6= 0
permiso = prohibido
lectura! = 〈〉
rep! = error acceso
Despue´s de todo esto, la operacio´n Leer queda expresada de la siguiente forma:
Leer == LeerOk1 ∨ LeerOk2 ∨ ArchivoVacio ∨ FinDeArchivoEncontrado ∨ ArchivoProhibido
Para finalizar la aplicacio´n de la ta´ctica DNF, se debe dividir VISLeer con la precondicio´n de cada
uno de los esquemas que conforman Leer , lo que resulta en el siguiente conjunto de esquemas:
LeerDNF1 == [VISLeer | #datos > 0 ∧ longitud ≤ #datos ∧ longitud = 0]
LeerDNF2 == [VISLeer | #datos > 0 ∧ longitud? ≤ #datos ∧ permiso 6= prohibido]
LeerDNF3 == [VISLeer | #datos = 0]
LeerDNF4 == [VISLeer | longitud? > #datos]
LeerDNF5 == [VISLeer | longitud? 6= 0 ∧ permiso = prohibido]
En primer lugar, es importante notar que no se ha obtenido una particio´n de VISLeer pues no se
cumple con que todas las particiones sean disjuntas entre s´ı. Por ejemplo, LeerDNF1 y Leer
DNF
2 no son
disjuntas. Sin embargo, esta divisio´n en clases de prueba s´ı realiza un cubrimiento del VIS de Leer .
Se puede notar que a partir de estas clases pueden elegirse casos de prueba que hagan posible testear
al sistema en las situaciones ma´s importantes, las que se listan a continuacio´n:
1. Se quiere leer una cantidad nula de bytes (y que no sobrepasa el taman˜o) del archivo, el cual no
esta´ vac´ıo.
2. Se quiere leer una cantidad de bytes que no sobrepasa el taman˜o del archivo, el cual no esta´ vac´ıo
y no tiene permiso de acceso prohibido.
3. Se quiere leer un archivo vac´ıo.
4. Se quiere leer del archivo una cantidad de bytes que sobrepasa el taman˜o del mismo.
5. Se quiere leer una cantidad no nula de bytes del archivo, el cual tiene permiso de acceso prohibido.
Como aparte de e´stas hay otras pruebas que tambie´n puede ser interesante realizar, habr´ıa que
encontrar la manera de generarlas a partir de alguna o algunas otras ta´cticas de testing. As´ı, se podr´ıa
combinar las pruebas nuevas con las anteriores a trave´s del a´rbol de pruebas de la operacio´n. La
siguiente ta´ctica muestra como agregar nuevas clases de prueba al a´rbol actual, el cual contiene al
VIS de Leer como ra´ız y a las cinco clases recie´n listadas como nodos hijos de la ra´ız.
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3.5.1.3. Particiones Esta´ndar (SP)
La ta´ctica de Particiones Esta´ndar (SP, por Standard Partitions) fue desarrollada por Stocks y
Carrington [6, 8] y consiste en utilizar los operadores matema´ticos que aparecen en la operacio´n para
generar nuevas clases de prueba. Una metodolog´ıa tradicional en el testing basado en especificaciones
es reducir una especificacio´n a Forma Normal Disyuntiva, como se vio en la seccio´n anterior, y elegir
entradas que satisfagan las precondiciones de cada te´rmino de la disyuncio´n obtenida. Sin embargo,
esto tiende a ser muy simplista porque, por lo general, los lenguajes de especificacio´n tienen operadores
matema´ticos poderosos donde la complejidad de sus dominios de entrada no se hace evidente en una
transformacio´n a DNF. Es esta complejidad a nivel de especificacio´n la que normalmente se ve refleja-
da en la implementacio´n de los propios operadores, y por lo que omitir su ana´lisis puede impedir que
se revelen algunos errores existentes en el programa. Esta ta´ctica, por lo tanto, divide los dominios de
estos operadores de acuerdo a la particio´n esta´ndar de cada uno ellos. Una particio´n esta´ndar es una
particio´n del dominio del operador en conjuntos llamados sub-dominios, los cuales pueden definirse
como condiciones expresadas en funcio´n de los operandos del operador. Es la condicio´n que define
cada subdominio la que determinara´ cada nueva clase de prueba.
A modo de ilustracio´n, se aplicara´ esta ta´ctica a las clases de prueba obtenidas en la seccio´n
anterior. Para esto, en primer lugar, hay que seleccionar una ocurrencia de un operador en el esquema
de operacio´n Leer . Se eligira´ el operador C de la expresio´n:
(1..longitud?)C datos
y se tendra´ en cuenta que para la restriccio´n de dominio de un conjunto S y una relacio´n R, S C R ,
una particio´n esta´ndar podr´ıa ser:
1. R = {}
2. R 6= {} ∧ S = {}
3. R 6= {} ∧ S = dom R
4. R 6= {} ∧ S 6= {} ∧ S ⊂ dom R
5. R 6= {} ∧ S 6= {} ∧ S ∩ dom R = {}
6. R 6= {} ∧ S ∩ dom R 6= {} ∧ ¬ (S ⊆ dom R)
As´ı, lo que sigue es reemplazar los para´metros formales que aparecen en el listado de sub-dominios
de la particio´n (S y R) por los para´metros reales que aparecen en la expresio´n original (1..longitud?
y datos), para de esta forma obtener la particio´n en te´rminos de e´stos u´ltimos. El u´ltimo paso es
considerar la clase de prueba sobre la que se quiere aplicar la ta´ctica y generar otras nuevas a partir
de los sub-dominios de la particio´n resultante. En este caso se aplicara´ sobre LeerDNF2 y Leer
DNF
4 .
De esta forma, se obtienen nuevas clases de prueba, que esta´n contenidas en las anteriores y que
se representan en el a´rbol de pruebas como las primeras “colgando” de las u´ltimas. En los esquemas
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correspondientes, deben incluirse unas dentro de otras, como se vera´ en el siguiente listado, que presenta
todas las clases de prueba obtenidas hasta el momento:
LeerSP1 == [Leer
DNF
2 | datos = {}]
LeerSP2 == [Leer
DNF
2 | datos 6= {} ∧ 1..longitud? = {}]
LeerSP3 == [Leer
DNF
2 | datos 6= {} ∧ 1..longitud? = dom datos]
LeerSP4 == [Leer
DNF
2 | datos 6= {} ∧ 1..longitud? 6= {} ∧ 1..longitud? ⊂ dom datos]
LeerSP5 == [Leer
DNF
2 | datos 6= {} ∧ 1..longitud? 6= {} ∧ 1..longitud? ∩ dom datos = {}]
LeerSP6 == [Leer
DNF
2 | datos 6= {} ∧ 1..longitud? ∩ dom datos 6= {}
∧ ¬ (1..longitud? ⊆ dom datos)]
LeerSP7 == [Leer
DNF
4 | datos = {}]
LeerSP8 == [Leer
DNF
4 | datos 6= {} ∧ 1..longitud? = {}]
LeerSP9 == [Leer
DNF
4 | datos 6= {} ∧ 1..longitud? = dom datos]
LeerSP10 == [Leer
DNF
4 | datos 6= {} ∧ 1..longitud? 6= {} ∧ 1..longitud? ⊂ dom datos]
LeerSP11 == [Leer
DNF
4 | datos 6= {} ∧ 1..longitud? 6= {} ∧ 1..longitud? ∩ dom datos = {}]
LeerSP12 == [Leer
DNF
4 | datos 6= {} ∧ 1..longitud? ∩ dom datos 6= {}
∧ ¬ (1..longitud? ⊆ dom datos)]
Ana´logamente, se considerara´ el operador ≤ de la expresio´n:
longitud? ≤ #datos
con la siguiente particio´n esta´ndar para a ≤ b (que tambie´n vale para a < b, a > b, a ≥ b y a = b):
1. a < 0 ∧ b < 0
2. a < 0 ∧ b = 0
3. a < 0 ∧ b > 0
4. a = 0 ∧ b < 0
5. a = 0 ∧ b = 0
6. a = 0 ∧ b > 0
7. a > 0 ∧ b < 0
8. a > 0 ∧ b = 0
9. a > 0 ∧ b > 0
que se aplicara´ a LeerDNF5 , obteniendo:
LeerSP13 == [Leer
DNF
5 | longitud? < 0 ∧ #datos < 0]
LeerSP14 == [Leer
DNF
5 | longitud? < 0 ∧ #datos = 0]
LeerSP15 == [Leer
DNF
5 | longitud? < 0 ∧ #datos > 0]
LeerSP16 == [Leer
DNF
5 | longitud? = 0 ∧ #datos < 0]
LeerSP17 == [Leer
DNF
5 | longitud? = 0 ∧ #datos = 0]
LeerSP18 == [Leer
DNF
5 | longitud? = 0 ∧ #datos > 0]
LeerSP19 == [Leer
DNF
5 | longitud? > 0 ∧ #datos < 0]
LeerSP20 == [Leer
DNF
5 | longitud? > 0 ∧ #datos = 0]
LeerSP21 == [Leer
DNF
5 | longitud? > 0 ∧ #datos > 0]
Como para ninguna ta´ctica de testing existe la necesidad de aplicarse a todas las clases de prueba,
en este caso se eligira´ no hacerlo con la clase LeerDNF1 y Leer
DNF
3 .
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Es importante remarcar que cada clase de prueba esta´ restringida tanto por la condicio´n que
aparece expl´ıcitamente como por la dada con la inclusio´n de esquemas. Por ejemplo, el predicado de
LeerSP7 es en realidad longitud? > #datos ∧ datos = {}. Teniendo en cuenta esto, se puede notar que
varias de las clases recie´n listadas tienen predicados contradictorios (son conjunciones equivalentes a
false), como es el caso de LeerSP1 , Leer
SP
5 , etc. Dado que e´stas clases de prueba no esta´n ma´s que
definiendo conjuntos vac´ıos de casos de prueba, no tienen ninguna utilidad, y se las puede descartar
por completo5, quedando so´lo las que se listan a continuacio´n:
LeerSP2 == [Leer
DNF
2 | 1..longitud? = {}]
LeerSP3 == [Leer
DNF
2 | 1..longitud? = dom datos]
LeerSP4 == [Leer
DNF
2 | 1..longitud? 6= {} ∧ 1..longitud? ⊂ dom datos]
LeerSP7 == [Leer
DNF
4 | datos = {}]
LeerSP12 == [Leer
DNF
4 | datos 6= {}]
LeerSP20 == [Leer
DNF
5 | longitud? > 0 ∧ #datos = 0]
LeerSP21 == [Leer
DNF
5 | longitud? > 0 ∧ #datos > 0]
En esta nueva presentacio´n de las clases de prueba se han simplificado los predicados, omitido
aquellas condiciones, generadas por la particio´n esta´ndar, que puedan deducirse de las que ya intro-
ducen los esquemas incluidos en las clases. Por ejemplo, no se ha hecho expl´ıcito que datos 6= {} en
LeerSP2 , Leer
SP
3 y Leer
SP
4 porque esto se deduce de la condicio´n #datos > 0 proveniente del predicado
de LeerDNF2 . Se puede observar aqu´ı que las clases de prueba que se obtuvieron con la aplicacio´n de
la ta´ctica de Particiones Esta´ndar especifican formas ma´s particulares de ejecutar el programa. Como
muestra de esto, vale considerar que la alternativa funcional que se especifica en LeerDNF2 se dividio´ en:
Se quiere leer una cantidad de bytes que no sobrepasa el taman˜o del archivo, el cual no esta´ vac´ıo
y no tiene permiso de acceso prohibido... y esa cantidad de bytes a leer es nula.
Se quiere leer una cantidad de bytes que no sobrepasa el taman˜o del archivo, el cual no esta´ vac´ıo
y no tiene permiso de acceso prohibido... y esa cantidad de bytes es igual al taman˜o del archivo.
Es decir, se quiere leer completamente un archivo no vac´ıo y que no tiene permiso de acceso
prohibido.
Se quiere leer una cantidad de bytes que no sobrepasa el taman˜o del archivo, el cual no esta´ vac´ıo
y no tiene permiso de acceso prohibido... y esa cantidad de bytes es menor al taman˜o del archivo.
Es decir, se quiere leer una porcio´n de un archivo no vac´ıo y que no tiene permiso de acceso
prohibido.
Es evidente que de esta manera se pondra´ a prueba el programa en las tres situaciones, mientras
que con el enfoque anterior algunas de ellas podr´ıan no haberse tenido en cuenta.
5A esta accio´n de eliminar las clases de prueba vac´ıas se la llama poda del a´rbol de pruebas, y no esta´ soportada por
el prototipo actual de Fastest.
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Si bien esta ta´ctica de testing podr´ıa utilizarse con cualquier operador matema´tico, incluso con los
que pueden agregarse como extensio´n al lenguaje, es cierto que Particiones Esta´ndar depende de que
este´ definida la particio´n esta´ndar del operador analizado. Como una alternativa, los mismos autores
de esta te´cnica proponen solamente definir las particiones esta´ndar de los operadores ma´s simples y,
expresando los operadores ma´s complejos en funcio´n de e´stos, derivar tambie´n sus particiones esta´ndar.
A esta otra ta´ctica, au´n no implementada en Fastest, la denominaron Propagacio´n de Sub-dominios y
pueden encontrarse ma´s detalles de ella en [6, 8].
3.5.1.4. Tipos Libres (FT)
La ta´ctica de Tipos Libres (FT, por Free Types) busca capturar todas las formas posibles en que
puede construirse un te´rmino cuyo tipo sea un tipo libre. De esta manera, si el VIS de una operacio´n
Op declara una variable de tipo libre T , y se quiere aplicar esta ta´ctica sobre una clase de prueba
ClaseDePrueba de Op, debera´ dividirse ClaseDePrueba en las clases que correspondan a todas las
formas en que pueden construirse elementos de T . Por ejemplo, si se considera el siguiente tipo libre6,
que define el tipo de los a´rboles binarios:
ArbolBin ::= hoja | nodoInterno〈〈ArbolBin ×ArbolBin〉〉
y si el VIS de una cierta operacio´n CalculaAltura, declara una variable arbol de tipo ArbolBin, la
ta´ctica FT genera la siguiente particio´n de VISCalculaAltura :
CalculaAlturaFT1 == [VISCalculaAltura | arbol = hoja]
CalculaAlturaFT2 ==
[VISCalculaAltura | ∃ arbol1, arbol2 : ArbolBin • arbol = nodoInterno(arbol1, arbol2)]
Para mostrar como se podr´ıa aplicar esta ta´ctica a las clases de prueba del ejemplo gu´ıa, hay que
considerar la variable permiso de tipo PERMISO . En este caso, el tipo PERMISO no define un tipo
inductivo, sino que so´lo un simple tipo enumerado. Entonces, si se aplica FT a las clases de prueba
LeerSP3 y Leer
DNF
3 , se obtienen las clases de prueba:
LeerFT1 == [Leer
SP
3 | permiso = prohibido]
LeerFT2 == [Leer
SP
3 | permiso = solo lectura]
LeerFT3 == [Leer
SP
3 | permiso = lectura escritura]
LeerFT4 == [Leer
DNF
3 | permiso = prohibido]
LeerFT5 == [Leer
DNF
3 | permiso = solo lectura]
LeerFT6 == [Leer
DNF
3 | permiso = lectura escritura]
pero como LeerFT1 resulta ser contradictoria (pues Leer
SP
3 introduce la condicio´n permiso 6= prohibido),
se la puede descartar, y por lo tanto sobreviven so´lo las clases:
LeerFT2 == [Leer
SP
3 | permiso = solo lectura]
LeerFT3 == [Leer
SP
3 | permiso = lectura escritura]
6Este ejemplo muestra un tipo libre inductivo; Fastest so´lo soporta tipos libres que sean enumerados.
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LeerFT4 == [Leer
DNF
3 | permiso = prohibido]
LeerFT5 == [Leer
DNF
3 | permiso = solo lectura]
LeerFT6 == [Leer
DNF
3 | permiso = lectura escritura]
las cuales representan, respectivamente, las siguientes alternativas funcionales:
Se quiere leer completamente un archivo no vac´ıo... que tiene acceso de so´lo lectura.
Se quiere leer completamente un archivo no vac´ıo... que tiene acceso de lectura y escritura.
Se quiere leer un archivo vac´ıo... que tiene acceso prohibido.
Se quiere leer un archivo vac´ıo... que tiene acceso de so´lo lectura.
Se quiere leer un archivo vac´ıo... que tiene acceso de lectura y escritura.
Como se vio en la Seccio´n 3.5, las clases de prueba se relacionan unas con otras a trave´s de un a´rbol
de pruebas, donde se ve reflejado a partir de que´ clases se fueron obteniendo las dema´s. La Figura 3.3
muestra entonces el a´rbol de pruebas de la operacio´n Leer del ejemplo gu´ıa, que fue generado por la
aplicacio´n de las ta´cticas desarrolladas en este cap´ıtulo. Las clases de prueba que esta´n recuadradas
son las hojas del a´rbol, y so´lo desde ellas se debera´n extraer casos de prueba abstractos, lo cual se
discutira´ en la pro´xima seccio´n.
3.6. Seleccio´n de casos de prueba abstractos
Una vez que se considera que las clases de prueba representan suficientes alternativas funcionales
en el programa, es necesario seleccionar uno o ma´s casos de prueba abstractos para cada una de ellas.
Para expresar los casos de prueba se utilizara´n esquemas Z, de manera similar a como se viene haciendo
con las clases de prueba. En particular, un caso de prueba abstracto es una tupla de constantes, y se
describe a trave´s de un esquema, que declara las mismas variables que la clase de prueba que contiene
al caso de prueba, y cuyo predicado contiene una conjuncio´n de igualdades entre variables y constantes,
con una igualdad por cada variable declarada. Si bien en algunos casos se utilizan constantes que ya
esta´n provistas por el lenguaje Z (como las pertenecientes a Z, el conjunto vac´ıo, etc), en general
es necesario que el encargado de testing introduzca las propias para los tipos que se definan en la
especificacio´n correspondiente. Para llevar a cabo esta tarea, se debera´ hacer uso de las definiciones
axioma´ticas, asumiendo que si all´ı se definen dos variables con distintos nombres, e´stas corresponden a
distintas constantes. Por ejemplo, si en el ejemplo gu´ıa se quisiera introducir tres constantes distintas
para el tipo BYTE , se podr´ıa hacer a trave´s de la siguiente definicio´n axioma´tica:
byte1, byte2, byte3 : BYTE
Teniendo constantes para todos los tipos que participan en las declaraciones de variables de las
clases de prueba de intere´s, se esta´ en condiciones de escoger casos de prueba abstractos. De la misma
manera que para expresar una nueva clase de prueba se inclu´ıa en su esquema el de la clase de prueba
que la conten´ıa, en este punto se documentara´ cada caso de prueba como un esquema que incluya al de
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Figura 3.3: El a´rbol de pruebas generado para la operacio´n Leer del ejemplo gu´ıa. Las clases de prueba
recuadradas son aquellas a partir de las cuales se seleccionan casos de prueba abstractos.
CAPI´TULO 3. EL TESTING BASADO EN ESPECIFICACIONES FORMALES Z 34
la clase de prueba desde donde se selecciono´. Por ejemplo, considerando las clases de prueba LeerFT2 ,
LeerFT6 y Leer
SP
12 , se pueden elegir los siguientes casos de prueba abstractos:
LeerTC2 == [Leer
FT
2 | datos = 〈byte1, byte2, byte3〉 ∧ longitud? = 3 ∧ permiso = solo lectura]
LeerTC6 == [Leer
FT
6 | datos = 〈〉 ∧ longitud? = 2 ∧ permiso = lectura escritura]
LeerTC12 == [Leer
SP
12 | datos = 〈byte1〉 ∧ longitud? = 2 ∧ permiso = solo lectura]
donde TC hace referencia a Test Case (caso de prueba, en ingle´s). Es imperativo que las constantes
seleccionadas para definir los casos verifiquen todas las condiciones impuestas por las clases de prueba
que les corresponden. De otra forma, se estar´ıa testeando el programa con entradas que no ponen a
prueba las alternativas funcionales que se pretend´ıan.
Aunque la teor´ıa sugiere que la seleccio´n de casos de prueba abstractos a partir de clases de prueba
es una tarea sencilla, su automatizacio´n es uno de los pasos ma´s complicados del proceso de testing
funcional. En la Seccio´n 5.4.3 se mostrara´ co´mo el prototipo que esta tesina describe aborda esta
cuestio´n.
Cap´ıtulo 4
Estudio del estado del arte
En este cap´ıtulo se presentara´ un estudio del estado del arte de las propuestas similares a la
aqu´ı desarrollada, aquellas que involucran al software cuya funcio´n sea la de automatizar el proceso
de testing funcional basado en especificaciones.
La herramienta Conformiq Test Generator (CTQ), desarrollada por la empresa Conformiq en
2002, permite calcular, a partir de un modelo UML Statecharts (Unified Modelling Language, [15])
del sistema a testear, una serie de casos de prueba, y ejecutarlos sobre dicho sistema. Segu´n la em-
presa, CTQ representa la segunda generacio´n de su tecnolog´ıa de derivacio´n de casos de prueba, y
fue precedida por Swifest, que es considerada (tambie´n por ellos) como la primera generacio´n del rubro.
A principios de 2007, Conformiq lanzo´ al mercado la herramienta Qtronic, que representa la tercera
generacio´n de la compan˜´ıa en lo que respecta a la automatizacio´n de testing basado en especificaciones.
La diferencia fundamental entre Conformiq Test Generator y Qtronic radica en lo que el modelo o
especificacio´n usado para la generacio´n de tests describe. Con CTQ es necesario definir un modelo
que describa el entorno del sistema a testear. Por ejemplo, si se desea testear un servidor, los mode-
los deben definir la funcionalidad del cliente que interactu´a con el servidor. Qtronic, por otra parte,
funciona a partir de un modelo de comportamiento del propio sistema a testear, implementando una
generacio´n de tests gu´ıadas por modelo real. Adema´s, esta herramienta soporta modelos concurrentes,
modelos multi-hilo, restricciones de tiempo y testing de sistemas no-determin´ısticos, y se integra con
una cantidad considerable de herramientas CASE (Computer-aided Software Engineering) y editores
UML. Para ma´s detalles respecto a ambas herramientas, referirse a [16] y a [17].
UniTESK Lab., parte del Institute for System Programming (ISP) de la Russian Academy of
Sciences (RAS) ha realizado investigacio´n y desarrollo y ha provisto servicios de testing y verificacio´n
de sistemas de software desde hace aproximadamente 12 an˜os. En particular, esta agrupacio´n se dedica
a aplicar una tecnolog´ıa de testing basado en especificaciones formales, donde las especificaciones se
escriben usando extensiones especializadas de los lenguajes de programacio´n con que se codifican los
sistemas a testear. UniTesk ha desarrollado extensiones para los lenguajes C y Java, soportadas por
sus herramientas comerciales CTESK y JavaTESK, respectivamente. El grupo fue fundado en 1994
para llevar a cabo un proyecto para Nortel Networks que consist´ıa en el testing de las API de un nu´cleo
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de sistema operativo en tiempo real como paso previo a la integracio´n del nu´cleo con una plataforma
multiprocesador. Actualmente, las herramientas de UniTESK son usadas por el Linux Verification
Project [18]. Se ofrece una descripcio´n ma´s minuciosa de la tecnolog´ıa en [19].
Existe otra herramienta comercial, llamada Test Designer, que fue lanzada al mercado muy recien-
temente por la empresa LEIRIOS (renombrada a Smartesting en mayo de 2008) y que permite generar
automa´ticamente casos de prueba y scripts ejecutables de testing a partir de un modelo funcional del
sistema a testear. Utilizando e´ste modelo, que debe estar dado en el lenguaje UML, Test Designer
tambie´n provee facilidades para la simulacio´n del comportamiento esperado del sistema especificado.
La herramienta es una versio´n renovada de su predecesora, LEIRIOS Test Generator / UML. La
empresa tambie´n distribu´ıa una versio´n de la misma para el lenguaje de especificaciones B, llamada
LEIRIOS Test Generator / B. Puede buscarse ma´s informacio´n en [20].
Rave (T-VEC’s Requirements-based Automated Verification) es una herramienta comercial desarro-
llada por T-VEC que brinda la posibilidad de generar casos de prueba a partir de un modelo tabular
del sistema a testear. La propia herramienta permite construir dichos modelos tabulares, utilizando
un entorno gra´fico que corre bajo Windows. El enfoque de modelado tabular fue derivado del me´to-
do Software Cost Reduction (SCR) desarrollado por el U.S Naval Research Laboratory (NRL) y por
David Parnas a principios de los 70. Rave tambie´n hace posible la transformacio´n de casos de prueba
en scripts de testing y en test drivers codificados en cualquier lenguaje de programacio´n, para poder
as´ı llevar a cabo la ejecucio´n de los tests. Pueden verse ma´s detalles de la herramienta en [21].
Como una alternativa a Rave, la misma empresa ha desarrollado otro producto comercial llamado
T-VEC Tester for Simulink and Stateflow. E´ste automatiza gran parte del proceso de testing, analizan-
do un modelo Simulink del sistema a testear con el objeto de obtener casos de prueba y as´ı poder
validar el modelo y verificar implementaciones del mismo. Al igual que Rave, esta herramienta ofrece
la posibilidad de producir tests drivers para ejecutar vectores de testing contra el co´digo fuente, que
puede ser generado automa´ticamente a partir del modelo. Se pueden ver todas las caracter´ısticas de
T-VEC Tester for Simulink and Stateflow en [22].
Reactis, de Reactive Systems, es un paquete de software comercial ideado para la automatizacio´n
del disen˜o de software y que consiste en tres componentes: Reactis Tester, Reactis Simulator y Reactis
Validator. La parte que ma´s nos interesa, Reactis Tester, genera tests a partir de modelos Simulink y
Stateflow. Por su parte, Reactis Simulator y Reactis Validator, son utilidades pensadas para la simu-
lacio´n de modelos y la validacio´n de requerimientos especificados por el usuario, respectivamente.
Reactis se ejecuta so´lo sobre la plataforma Windows y requiere las aplicaciones MATLAB, Simulink,
and Stateflow instaladas. Para obtener ma´s detalles acerca del producto, dirigirse a [23].
Otra utilidad para la generacio´n de casos de prueba es el mo´dulo Automatic Test Generator, que es
un componente de los productos comerciales Telelogic Statemate y Telelogic Rhapsody, desarrollados
por Telelogic, de IBM. Ambas herramientas facilitan el prototipado y la simulacio´n y son u´tiles en el
desarrollo de sistemas embebidos complejos. Las mismas permiten capturar gra´ficamente requerimien-
tos de sistemas, especificaciones y disen˜os utilizando UML como lenguaje base. Para ma´s informacio´n
sobre Telelogic Statemate y sobre Telelogic Rhapsody, consultar [24].
CAPI´TULO 4. ESTUDIO DEL ESTADO DEL ARTE 37
Si bien en el ambiente GNU no se ha encontrado gran cantidad de software relacionado al que
e´ste trabajo describe, se pueden mencionar algunos trabajos existentes. ModelJUnit, por ejemplo, es
una librer´ıa de Java que extiende JUnit para soportar testing basado en modelos. Tales modelos son
ma´quinas de estados finitas que pueden escribirse en Java y a partir de ellos pueden obtenerse casos
de prueba y medir una serie de me´tricas de cubrimiento. ModelJUnit es una herramienta de co´digo
abierto, distribuida bajo la licencia GNU GPL y fue desarrollada en 2007 por Mark Utting, profe-
sor del Departamento de Ciencias de la Computacio´n de la Universidad de Waikato, Nueva Zelanda.
Pueden encontrarse ma´s detalles sobre ModelJUnit, junto con binarios descargables de la librer´ıa,
co´digo fuente y documentacio´n en [25].
Por otro lado, en la comunidad del software libre se cuenta con org.tigris.mbt, una implementacio´n
en Java del testing basado en especificaciones formales. E´sta ofrece la posibilidad de generar secuen-
cias de tests a partir de ma´quinas de estado finitas dadas en forma de grafos. org.tigris.mbt toma un
archivo graphml como entrada, por lo que el modelado del sistema a testear debe ser realizado en
una herramienta aparte, como por ejemplo yED de yWorks1 . La utilidad no soporta la ejecucio´n de
las pruebas generadas, que de necesitarse, podr´ıa hacerse utilizando alguna aplicacio´n externa como
Quick Test Professional, Functional Tester o Win32::GuiTest.
Como conclusio´n de este resumen, puede apreciarse que la mayor´ıa del software existente para au-
tomatizar el testing funcional basado en especificaciones es comercial, de co´digo cerrado y que ninguno
de e´stos productos trabaja con el lenguaje de intere´s en e´ste trabajo, el lenguaje de especificacio´n Z.
1Disponible gratuitamente, sin ningu´n tipo de restriccio´n de funcionalidad, en
http://www.yworks.com/en/products yed about.htm.
Cap´ıtulo 5
Descripcio´n de Fastest
El objetivo de este cap´ıtulo es presentar la versio´n actual de Fastest, una herramienta cuyo desa-
rrollo fue impulsado para intentar automatizar, lo ma´s posible, el proceso de testing funcional basado
en especificaciones Z, el cual fue explicado en el cap´ıtulo 3. En esta parte de la tesina se ira´n descri-
biendo las caracter´ısticas funcionales de Fastest y explicando detalladamente su arquitectura, disen˜o
e implementacio´n. Para realizar este trabajo fueron aplicadas te´cnicas de Ingenier´ıa de Software, se
utilizo´ Java como lenguaje de programacio´n y se recurrio´ al framework Community Z Tools (CZT)
para contar con utilidades relacionadas al lenguaje de especificacio´n Z. En lo que sigue se explicara´ con
precisio´n cada uno de estos aspectos.
5.1. Visio´n general
En la Figura 5.1, se muestra el proceso de testing funcional desde la perspectiva de la herramienta
aqu´ı presentada, la cual interactu´a con el usuario a trave´s de un inte´rprete de comandos. Inicialmente,
se toma como entrada una especificacio´n Z1 en formato LATEX (que comu´nmente viene en archivos .tex
o .zed), la cual en una primera etapa se traduce a una representacio´n interna en la herramienta, ma´s
adecuada para su manipulacio´n (mayores detalles luego). A continuacio´n, el usuario debe ingresar una
lista con los nombres de operaciones a testear, y las ta´cticas de testing que se aplicara´n a cada una de
ellas. A partir de estos elementos, en una segunda etapa, es posible generar un a´rbol de pruebas para
cada una de las operaciones. El paso que sigue es el de generacio´n de casos de prueba abstractos, el
cual aunque lo intenta, no garantiza que efectivamente se obtengan casos de prueba, debido a algunos
factores que tambie´n sera´n descriptos ma´s adelante.
Como puede verse, el diagrama esta´ dividido en dos partes por medio de una l´ınea de puntos
horizontal. Esta l´ınea separa las etapas que recie´n fueron mencionadas, y que esta´n implementadas
en la versio´n actual de la herramienta, de aquellas que si bien fueron en parte investigadas, au´n no
resultaron consideradas en el disen˜o ni volcadas a la implementacio´n. De todas maneras, vale la pena
hacer una breve presentacio´n de ellas como parte de esta introduccio´n, ya que no dejan de formar
parte de las ideas que motivaron el desarrollo de Fastest.
1Ma´s precisamente, la especificacio´n Z debe respetar el esta´ndar ISO [35].
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Figura 5.1: El proceso de testing en Fastest. La l´ınea de puntos separa las etapas del proceso imple-
mentadas en la versio´n actual, de aquellas aun pendientes de desarrollo.
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Entonces, luego de obtener casos de prueba abstractos para las operaciones Z seleccionadas, es
necesario escribir estos casos en te´rminos del lenguaje de programacio´n (casos de prueba concretos),
con el objeto de que puedan ser ejecutados. En este paso, ser´ıa necesario que el usuario provea a Fastest
con una serie de reglas o funciones de refinamiento, las cuales deber´ıan establecer una relacio´n entre
elementos sinta´cticos abstractos y elementos concretos. Llegado a este punto, y teniendo en cuenta
tambie´n las etapas que siguen, ser´ıa conveniente disen˜ar este paso de forma independiente del lenguaje
de programacio´n utilizado, de tal forma de que la herramienta pueda ir soportando nuevos lenguajes
a medida que vaya evolucionando.
A continuacio´n, considerando los casos de prueba obtenidos, expresados en te´rminos de imple-
mentacio´n, y el co´digo fuente o los ejecutables del programa a testear (eleccio´n que dara´ lugar a
trabajos de investigacio´n), sera´ necesario ejecutar los casos de prueba en e´ste u´ltimo. La salida obteni-
da debera´ ser capturada por la herramienta y a trave´s de una nueva etapa, transformarse a te´rminos
abstractos, es decir, otra vez expresada en funcio´n de construcciones del lenguaje Z. Para esto, al igual
que para el refinamiento, sera´ preciso contar con la intervencio´n del usuario para proveer a Fastest de
un conjunto de funciones de abstraccio´n.
Por u´ltimo, la etapa final consiste en utilizar la especificacio´n original, los casos de prueba abstrac-
tos, y las salidas abstractas de la etapa anterior, para evaluar si la salida de cada caso de prueba corre-
sponde con lo que indica la especificacio´n. El resultado obtenido permitira´ determinar si el programa
testeado contiene errores, y en caso afirmativo, en que´ partes de la implementacio´n del programa e´stos
se encuentran.
5.2. Arquitectura
En esta seccio´n se mostrara´n las decisiones arquitecto´nicas que se tuvieron en cuenta a la hora de
concebir a la herramienta desde un enfoque de alto nivel de abstraccio´n. Se hara´ una introduccio´n a la
arquitectura de software y a los estilos arquitecto´nicos, para despue´s pasar a discutir estas cuestiones
en el caso particular de la herramienta presentada en esta tesina.
5.2.1. Introduccio´n
La arquitectura de un sistema de software define al sistema en te´rminos de componentes y de
conectores entre tales componentes. Los componentes son elementos tales como clientes y servidores,
bases de datos, filtros, y capas en un sistema estratificado. Las interacciones entre componentes a
este nivel de disen˜o pueden ser simples y familiares, tales como llamadas a procedimiento o acceso a
variables compartidas. Pero pueden tambie´n ser complejas y sema´nticamente ricas, como lo son los
protocolos cliente-servidor, protocolos de acceso a bases de datos, difusio´n de eventos y flujos de datos
por tubos [26].
Un concepto importante en relacio´n a las arquitecturas de software es el de estilo arquitecto´nico.
Un estilo arquitecto´nico define una familia de sistemas en te´rminos de un patro´n de organizacio´n es-
tructural. Ma´s precisamente, un estilo arquitecto´nico define un vocabulario de tipos de componentes
y conectores, y un conjunto de restricciones de co´mo pueden e´stos combinarse entre s´ı. Para muchos
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estilos tambie´n puede existir uno o ma´s modelos sema´nticos que especifiquen co´mo determinar las
propiedades generales del sistema a partir de las propiedades de sus partes [26].
Algunos estilos arquitecto´nicos popularmente utilizados son:
Tubos y filtros
Cliente/Servidor
Sistemas estratificados
Invocacio´n impl´ıcita basada en eventos
Blackboard Systems
Control de Procesos
5.2.2. Arquitectura de Fastest
A continuacio´n se hara´ un descripcio´n de las decisiones arquitecto´nicas que se consideraron para
el caso particular de Fastest.
5.2.2.1. Estilos arquitecto´nicos empleados
Fastest fue desarrollado siguiendo una arquitectura Cliente/Servidor [27]. En este tipo de sistemas,
un servidor representa un proceso que provee servicios a otros procesos llamados clientes. Es usual
que los servidores no conozcan, en principio, la identidad de los clientes que tendra´n acceso a ellos en
tiempo de ejecucio´n. Por otro lado, son los clientes quienes conocen la identidad de un servidor. En
el caso de Fastest, habra´ un servidor particular, el servidor de datos, donde entre otra informacio´n se
encontrara´ el registro de todos los dema´s servidores, los servidores de co´mputo.
La razo´n principal por la cual se eligio´ el mencionado estilo arquitecto´nico fue la de aprovechar efi-
cientemente los recursos que provee una red de computadoras. Principalmente, se ha buscado obtener
mayor desempen˜o ejecutando varias tareas en paralelo, pero adema´s, tener la posibilidad de correr ma´s
de un cliente de Fastest en distintas terminales. Todos los clientes deben consultar a un u´nico reposi-
torio de datos, ubicado en el llamado servidor de datos. Por otra parte, estos solicitan a los servidores
de ca´lculo la generacio´n de casos de prueba abstractos y la comprobacio´n de correspondencia entre
casos de prueba abstractos, especificacio´n y salida abstracta resultante de la ejecucio´n de tales casos.
Para que todos los componentes de una arquitectura Cliente/Servidor cooperen entre s´ı, se deben
emplear ciertas te´cnicas de comunicacio´n intercomponentes. En teor´ıa, hay tres tipos ba´sicos de te´cni-
cas de comunicacio´n de procesamiento cooperativo que una arquitectura Cliente/Servidor puede usar:
Tubos
Llamadas a procedimiento remotos
Interacciones Cliente/Servidor SQL
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Los tubos son mecanismos orientados a la conexio´n que pasan datos de un proceso a otro. En
principio, los procesos pueden estar en diferentes ma´quinas, incluso corriendo sobre distintos sistemas
operativos. Los detalles de los mecanismos de transporte soportados esta´n ocultos a los usuarios de
un tubo y los tubos imponen restricciones mı´nimas de protocolo y formato a los usuarios.
Una llamada a procedimiento remoto es un mecanismo por el cual un proceso puede ejecutar otro
proceso (subrutina) que reside en un sistema diferente, y usualmente remoto, posiblemente corriendo
en un sistema operativo diferente. Cualquier para´metro necesario para la subrutina es pasado entre
el proceso original y el de la subrutina. Al igual que con los tubos, los detalles del mecanismo de
transporte se ocultan al usuario de la llamada a procedimiento.
Una interaccio´n Cliente/Servidor SQL es un mecanismo que permite pasar consultas Structured
Query Language (SQL) y los datos asociados a ellas de un proceso (usualmente un cliente) a otro pro-
ceso (servidor). Esta es un caso especial de interaccio´n Cliente/Servidor, que se utiliza en el contexto
de aplicaciones de base de datos relacionales distribuidas. En este caso, el servidor es el servidor de
la base de datos relacional. Este puede residir en un sistema diferente y posiblemente corriendo en un
sistema operativo distinto. Mientras los detalles de los mecanismos de transporte esta´n ocultos por
los desarrolladores de aplicaciones, las interacciones Cliente/Servidor de SQL imponen restricciones
severas de protocolos y formato a los usuarios.
En el caso de Fastest, para realizar las interacciones entre clientes y servidores de co´mputo se
utilizaron unos tubos particulares llamados sockets. Los sockets establecen una abstraccio´n a trave´s de
la cual dos programas (posiblemente situados en computadoras distintas) pueden intercambiar flujos
de datos, generalmente de manera fiable y ordenada. Un socket queda definido por una direccio´n IP,
un protocolo y un nu´mero de puerto.
Por otro lado, cada cliente de la arquitectura Cliente/Servidor es organizado de acuerdo a una
arquitectura de Invocacio´n Impl´ıcita. La idea detra´s de la Invocacio´n Impl´ıcita, la cual se ilustra en
la Figura 5.2, es que los componentes invoquen los servicios provistos por otros componentes a trave´s
de un mecanismo indirecto. En efecto, un componente puede anunciar uno o ma´s eventos. Los compo-
nentes del sistema pueden registrar intere´s en un evento, asociando a e´l un procedimiento. Cuando el
evento es anunciado por algu´n componente, el propio sistema (a trave´s de un administrador de even-
tos) invoca a todos los procedimientos que anteriormente registraron intere´s en tal evento. Entonces,
el anuncio de un evento “impl´ıcitamente” causa la invocacio´n de procedimientos en otros mo´dulos.
En te´rminos arquitecto´nicos, los componentes en un estilo de Invocacio´n Impl´ıcita son mo´dulos cuyas
interfaces pueden proveer tanto una coleccio´n de procedimientos como un conjunto de eventos. Los
procedimientos pueden ser invocados de la forma usual, pero un componente puede tambie´n registrar
algunos de sus procedimientos con eventos del sistema. Esto causara´ que tales procedimientos sean
invocados cuando los eventos de intere´s sean anunciados en tiempo de ejecucio´n [26].
El principal invariante del estilo es que los anunciantes de eventos no conocen que´ componentes
sera´n afectados por los eventos que pueden lanzar. Por esta razo´n, los componentes no tienen la posi-
bilidad de hacer suposiciones acerca del orden de procesamiento, ni sobre si el procesamiento ocurrira´ o
no como resultado del anuncio de determinado evento [28]. El beneficio ma´s importante de este as-
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Figura 5.2: El estilo arquitecto´nico de Invocacio´n Impl´ıcita.
pecto, y el principal motivo que llevo´ a elegir este estilo para organizar los clientes de Fastest, es que
facilita enormemente la evolucio´n del sistema: los componentes pueden ser reemplazados por otros
componentes o pueden agregarse otros nuevos sin afectar las interfaces de los ya existentes.
En este sistema, la capacidad dina´mica de poder agregar y quitar componentes del sistema se con-
trola a trave´s de un archivo de configuracio´n donde se indica que´ procedimientos de que´ componentes
esta´n interesados en que´ eventos. Simplemente lo que se hace es leer este archivo de configuracio´n
al momento de iniciar el cliente del sistema, almacenando en una tabla dentro del administrador de
eventos las relaciones entre eventos, componentes y procedimientos de componentes. Por esto, aunque
la declaracio´n de eventos es esta´tica (dado que el conjunto posible de eventos queda fijado en tiempo
de compilacio´n), el binding entre eventos y procedimientos es dina´mico: los componentes registran su
intere´s en eventos en tiempo de ejecucio´n. La declaracio´n de eventos es centralizada: nos parecio´ su-
ficiente contar con un u´nico administrador de eventos. En cuanto a la estructura de los eventos, se
decidio´ que los mismos tengan una lista de para´metros por tipo de evento, es decir, cada evento tiene
una lista fija de para´metros pero la cantidad y tipo puede ser diferente para cada evento.
Si bien en te´rminos de arquitectura se habla de Invocacio´n Impl´ıcita, la implementacio´n de este
mecanismo se realizo´ a trave´s de llamadas a procedimientos tradicionales. Esto es, el anuncio de un
evento se lleva a cabo realizando la invocacio´n expl´ıcita de una subrutina particular del administrador
de eventos (mo´dulo llamado EventAdmin), pasando como para´metro la instancia del mo´dulo que
representa al evento. El administrador simplemente consulta su tabla de eventos en busca de el o
los procedimiento/s interesado/s en el evento, para luego realizar cada una de las invocaciones en un
hilo de proceso diferente. Luego, es responsabilidad del componente ”invocado” (esto es, del cual se
invoco´ un procedimiento) obtener los para´metros relevantes del evento para llevar a cabo la tarea que
le corresponde.
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5.2.2.2. Diagrama cano´nico
Los componentes del estilo Cliente/Servidor se organizan en capas lo´gicas. Una de las topolog´ıas
ma´s comunes consta de las cuatro capas lo´gicas que se describen a continuacio´n:
Lo´gica de presentacio´n (LP) Esta es la capa que se encarga de interactuar en forma directa con
el usuario del sistema. Contiene el co´digo responsable de dar disposicio´n a los elementos gra´ficos de la
pantalla as´ı como de escribir informacio´n en la misma. En el caso particular de Fastest, esta porcio´n
del sistema se ubica exclusivamente en los clientes, ya que son los u´nicos que brindan una interfaz al
usuario.
Lo´gica de Negocio (LN) Es la parte del sistema que usa los datos de entrada y realiza tareas de
negocio. En el caso de Fastest, la misma esta´ dividida entre los clientes y los servidores de co´mputo.
En los primeros se encontrara´n aquellas tareas relativas a:
la validacio´n de los datos de entrada, esto es: especificacio´n y co´digo fuente (o binarios) del
programa a testear, listado de operaciones a testear, listado de ta´cticas a aplicar y, eventualmente,
nuevas ta´cticas, funciones de refinamiento y abstraccio´n y reglas de simplificacio´n de predicados.
la generacio´n del a´rbol de pruebas partiendo de la especificacio´n y de las ta´cticas indicadas.
la poda de los a´rboles de pruebas generados, eliminando clases de prueba cuyos predicados
equivalgan a false
el refinamiento de casos de prueba abstractos en casos de prueba concretos.
la abstraccio´n de casos de prueba concretos en casos de prueba abstractos.
la ejecucio´n del programa usando los casos de prueba concretos.
el almacenamiento de casos de prueba abstractos y concretos, as´ı como registro de los tests
fallidos y exitosos.
Por el lado de los servidores de co´mputo, se encontrara´ la parte de la lo´gica de negocio vinculada a:
la generacio´n de casos de prueba abstractos a partir de casos de prueba concretos.
la comprobacio´n de la correspondencia entre los casos de prueba abstractos, la especificacio´n y
la salida abstracta que se obtenga de ejecutar los casos de prueba.
Esta divisio´n de funcionalidad se justifica en que las dos tareas asignadas a los servidores de
co´mputo son bastante costosas, y por lo tanto, se asume que se puede necesitar dividir su procesamiento
en varios equipos.
Lo´gica del Procesamiento de los Datos (LPD) En esta capa se oculta la forma en que se
consultan o almacenan los datos persistentes. Dado que tanto clientes como servidores de co´mputo
hacen uso de tales datos persistentes, hay partes de la LPD en ambos tipos de aplicaciones.
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Figura 5.3: Distribucio´n de procesos en hardware, donde el proceso correspondiente al servidor de
datos (DataServer) corre de forma solitaria en una computadora.
DBMS Aqu´ı es donde se almacenan los datos persistentes. En particular, estos corresponden a:
las definiciones de las ta´cticas de testing
las definiciones de las funciones de refinamiento y abstraccio´n
las reglas de simplificacio´n de predicados
informacio´n sobre los servidores de co´mputo del sistema
historial de pruebas realizadas previamente, para evitar calcular casos de prueba nuevamente si
se modifica la implementacio´n del programa a verificar
5.2.2.3. Estructura de Hardware y Estructura F´ısica
Los clientes y servidores de Fastest pueden dividirse en capas f´ısicas de acuerdo a la topolog´ıa f´ısica
de la red de la corporacio´n donde el sistema funcione. Habra´ que tener en cuenta que debe haber un
u´nico servidor de datos, uno o ma´s servidores de co´mputo o procesamiento y uno o ma´s clientes. Es
importante destacar que aunque el sistema fue pensado para ser distribuido, tanto servidores como
clientes pueden, eventualmente, correr en una misma computadora.
Dado que clientes y servidores del sistema requieren hardware con prestaciones similares, la red
estara´ compuesta solo por PC’s de aproximadamente el mismo potencial. Por lo tanto, se considera
que la Estructura de Hardware consta de una u´nica capa.
La Estructura F´ısica, tambie´n llamada Estructura de Despliegue, permite relacionar elementos
de software con plataformas de ejecucio´n. La relacio´n que se usara´ para documentar esta vista es
ALOJADO EN , que en este caso vinculara´ procesos con procesadores o computadoras. En las Figuras
5.3, 5.4, 5.5 y 5.6 se ven representadas estas relaciones, teniendo en cuenta las referencias de la Figura
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Figura 5.4: Distribucio´n de procesos en hardware, donde el proceso correspondiente al servidor de
datos (DataServer) corre junto a un servidor de co´mputo (CompServer) en una computadora.
Figura 5.5: Distribucio´n de procesos en hardware, donde el proceso correspondiente al servidor de
datos (DataServer) corre junto a un cliente (Client) en una computadora.
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Figura 5.6: Distribucio´n de procesos en hardware, donde el proceso correspondiente al servidor de
datos (DataServer) corre junto a un servidor de co´mputo (CompServer) y a un cliente (Client) en una
computadora.
Figura 5.7: Referencias.
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5.7, la cual indica que los nodos (denotados con recta´ngulos) son computadoras, los arcos conexiones
de red y en cada nodo se dibujan los procesos alojados en esa computadora. Adema´s, una agrupacio´n
de computadoras se grafica a trave´s de recta´ngulos apilados dentro de un recta´ngulo redondeado.
Las restricciones matema´ticas en cada caso indican la necesidad de tener al menos un servidor de
co´mputo y al menos un cliente corriendo en alguna computadora, as´ı como la imposibilidad de tener
un mismo cliente o un mismo servidor de co´mputo corriendo en ma´s de una computadora. Adema´s, las
conexiones de red entre los equipos (l´ıneas continuas en los esquemas) deben asegurar que el servidor
de datos pueda comunicarse con al menos un servidor de co´mputo y un cliente, y que a su vez e´stos
este´n conectados entre s´ı.
5.2.3. Implementacio´n actual de la arquitectura de Fastest
Como se adelanto´ en la Seccio´n 5.1, la versio´n de Fastest que este trabajo presenta no implementa
completamente el proceso de testing all´ı descripto. Solamente esta´ soportada la etapa de generacio´n
de casos de prueba, dejando pendientes las que corresponden al refinamiento de casos de prueba, la
ejecucio´n de casos de prueba, la abstraccio´n de la salida de las ejecuciones y la comprobacio´n entre
casos de prueba, especificacio´n y salidas obtenidas. En consecuencia, debe quedar claro en el resto del
trabajo que cualquier mencio´n de e´stas u´ltimas etapas del proceso de testing solamente esta´ relaciona-
da a cuestiones de arquitectura y de disen˜o pero no de implementacio´n.
Por otra parte, el prototipo de Fastest que existe actualmente no cuenta con el servidor de datos
mencionado en las u´ltimas secciones, aunque esta´ previsto agregarlo en un futuro cercano. La mayor´ıa
de la informacio´n que anteriormente se indico´ como parte de este repositorio de datos se encuentra en
los clientes de la herramienta. Por lo tanto, e´sta no se encuentra centralizada, sino que la misma es
replicada en cada uno de los clientes. Este no es el caso de los historiales y resu´menes de tests, ya que
los mismos directamente no esta´n implementados en esta versio´n de Fastesta.
5.3. Tecnolog´ıa utilizada
5.3.1. Java
Java [30] es un lenguaje de programacio´n, de propo´sito general y orientado a objetos, que fue
introducido por Sun Microsystem en 1995. Se distingue por proveer un entorno para la ejecucio´n de
programas, llamado ma´quina virtual de Java. Este entorno permite que las aplicaciones desarrolladas
en Java puedan ejecutarse en cualquier ma´quina, independientemente del sistema operativo y la con-
figuracio´n de hardware utilizados. Sun describe al lenguaje Java como “simple, orientado a objetos,
distribuido, interpretado, robusto, seguro, de arquitectura neutra, portable, de alta prestaciones, mul-
titarea y dina´mico”. La plataforma Java proporciona:
Java Virtual Machine (JVM)
Java Application Programming Interface (API)
donde JVM es la ma´quina virtual de Java antes mencionada y donde API es un conjunto de compo-
nentes de software que provee diferentes utilidades. Estos u´ltimos esta´n agrupados en librer´ıas de clases
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e interfaces relacionadas, a las cuales se las denomina paquetes, y son practicamente imprescindibles
para el desarrollo de nuevas aplicaciones Java.
Se eligio´ Java como lenguaje de desarrollo por su expresividad, la posibilidad de generar docu-
mentacio´n directa a trave´s de Javadoc, y su integracio´n con utilidades ya existentes vinculadas al
lenguaje Z, las que sera´n explicadas en la pro´xima seccio´n.
5.3.2. CZT
5.3.2.1. Introduccio´n a CZT
El proyecto Community Z Tools (CZT)2 [31] es un framework de co´digo abierto creado con el
objetivo de construir un conjunto de herramientas, basadas en me´todos formales, para la notacio´n Z y
otros dialectos de Z. Estas herramientas incluyen soporte para editar, parsear, hacer chequeo de tipos
(typechecking) e imprimir especificaciones Z en LATEX, Unicode o formatos XML. Estas utilidades son
desarrolladas bajo el lenguaje de programacio´n Java.
CZT fue propuesto por Andrew Martin en 2001, con el objetivo de “formar una comunidad en In-
ternet cuyo objetivo sea el construir un framework para integrar herramientas Z y agregados (plug-ins)
para estas herramientas”. En 2003, Petra Malik y Mark Utting crearon el proyecto CZT en Source-
forge, uno de los ma´s grandes sitios web del mundo relacionados al desarrollo de software de co´digo
abierto.
El lenguaje de especificacio´n Z fue adoptado como un esta´ndar ISO en 2002 [35]. Una de las prin-
cipales barreras para la difusio´n de este esta´ndar, la falta de herramientas de soporte, fue uno de
los impulsores ma´s importantes del proyecto CZT. Si bien exist´ıan herramientas Z disponibles para
realizar parseo y chequeo de tipos y algunas que ofrec´ıan verificacio´n formal de programas, la mayor´ıa
de ellas no soportaba el Esta´ndar ISO para Z. Ma´s au´n, estas herramientas usaban diferentes versiones
de Z, requer´ıan diferentes macros de LATEX, y hab´ıa poca integracio´n entre ellas.
A continuacio´n se describira´n las facilidades provistas por CZT que han sido usadas en este trabajo.
5.3.2.2. CZT Parser y A´rboles de Sintaxis Abstracta (AST)
El CZT Parser puede transformar especificaciones Z en varios formatos (LATEX, Unicode, XML,
etc.) en una representacio´n en forma de a´rbol de sintaxis abstracta (AST, por Annotated Syntax
Tree). AST permite representar en forma de a´rbol, una especificacio´n Z que haya sido parseada,
usando una serie de clases e interfaces Java3. Esto facilita el acceso desde aplicaciones Java a elementos
sinta´cticos del lenguaje Z, como esquemas, predicados y expresiones. Un usuario del AST debe siempre
hacer uso de referencias a interfaces en lugar de referencias a clases concretas. De esta manera, se
protege al usuario de cambios en la implementacio´n subyacente y permite la utilizacio´n de diferentes
implementaciones de las interfaces AST.
2Ver http://czt.sourceforge.net.
3Esta coleccio´n de clases e interfaces que permiten construir AST’s conforman el llamado proyecto Corejava de CZT.
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5.3.2.3. CZT Typechecker
Una especificacio´n parseada puede ser sometida a un chequeo de tipos usando CZT Typechecker.
Las reglas de inferencia de tipo que utiliza esta utilidad esta´n definidas en el Esta´ndar ISO de Z. CZT
Typechecker esta´ implementado como un visitante de una estructura AST. Este visita cada te´rmino
en el a´rbol para determinar su tipo (si lo tiene) y detectar errores de tipo. Si no hay errores de tipo,
el te´rmino es modificado para mantener un registro de su tipo. Si en cambio, hay errores, el te´rmino
es modificado registrando las posiciones de e´stos, y manteniendo una lista de referencias a todos ellos
para luego poder fa´cilmente imprimir mensajes de error.
5.3.2.4. CZT ZLive
ZLive es un subproyecto de CZT que provee un animador para evaluar expresiones y predicados
Z. En general, un animador es una utilidad que, dada la entrada para un sistema especificado formal-
mente, calcula la salida que se obtiene al ejecutarlo con tal entrada. De esta forma, permite ver co´mo
se comporta un sistema sin necesidad de codificarlo, por lo que es u´til para validar especificaciones.
En particular, ZLive permite utilizar una interfaz en modo texto que soporta Z en los formatos LATEX
y Unicode, aunque como fue en el caso de Fastest, las clases que lo implementan pueden servir para
el desarrollo de otras herramientas. ZLive no cubre actualmente todo el lenguaje Z por completo.
Por ejemplo, las definiciones axioma´ticas no son soportadas. Por otra parte, es relativamente poco
eficiente la evaluacio´n de cada expresio´n o predicado que se le suministra, lo que lleva a no desestimar
la utilizacio´n de otro animador en el futuro.
5.4. Implementando el testing funcional en Fastest
En esta seccio´n se hara´ una descripcio´n de las decisiones que se han tomado en el desarrollo de
Fastest para poder implementar las etapas del proceso de testing explicado en la Seccio´n 5.1. Como
all´ı se menciono´, la versio´n actual de la herramienta tiene implementada hasta la etapa de generacio´n
de casos de prueba, inclusive, de las que aparecen en la Figura 5.1.
5.4.1. Preprocesando la especificacio´n
Una vez que el usuario ha decidido cargar una especificacio´n Z al contexto de Fastest, indicando
el archivo LATEX que la contiene, la herramienta se encarga de parsear la especificacio´n para trans-
formarla en una estructura de objetos Java, a partir de la cual pueda extraerse y modificarse ma´s
fa´cilmente la informacio´n de sus partes. Para tal fin, Fastest hace uso de las clases provistas por el
CZT Parser (ver Seccio´n 5.3.2.2), el cual al parsear el archivo LATEX, genera una estructura de objetos
AST (tambie´n descripto en 5.3.2.2) que representa la especificacio´n contenida en tal archivo. Tener
en cuenta que si bien una especificacio´n esta´ representada como un AST, cada una de sus partes,
inclu´ıdos sus esquemas, tambie´n se representan con AST’s. Obviamente, el AST de cualquier te´rmino
de una especificacio´n es suba´rbol del AST de la especificacio´n.
El proceso de parseo, en el cual se realiza una verificacio´n sinta´ctica de la especificacio´n ingresada,
continu´a con un chequeo de los tipos de la misma. Esta revisio´n se realiza a trave´s de la funcionalidad
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Figura 5.8: Preprocesamiento de una especificacio´n. El archivo LaTeX con la especificacio´n se parsea,
y al resultado se le hace un chequeo de tipos. En caso de superar este control, se obtiene una versio´n
modificada de la especificacio´n (sin eliminar la original), con todos sus esquemas completamente
expandidos.
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provista por las clases de otra utilidad ya mencionada del framework CZT, el CZT Typechecker (ver
Seccio´n 5.3.2.3). Si la especificacio´n no supera esta etapa por contener algu´n error de tipo, se reportan
los errores apropiados; en caso contrario, el preprocesamiento continu´a.
El preprocesamiento de la especificacio´n finaliza con la obtencio´n de una versio´n alternativa de
ella, tambie´n expresada como un AST, y la cual se construye tomando la especificacio´n original y
expandiendo completamente todos sus esquemas Z4. Esta funcionalidad de expansio´n se implementa
en un mo´dulo que sera´ presentado en la seccio´n “Disen˜o de Fastest”, y consiste en hacer una copia
del AST de la especificacio´n y modificar apropiadamente los AST’s de los esquemas de la copia.
La especificacio´n expandida es fundamental para las dema´s etapas del proceso de testing que
aqu´ı se implementa, pues permite considerar cada esquema Z en forma independiente de los dema´s.
Esto significa que al querer acceder al contenido de un esquema, a trave´s de un recorrido por los
objetos que conforman su AST, no sera´ necesario buscar informacio´n en el AST de ningu´n otro
esquema. Lamentablemente, es usual que se necesite informacio´n de algu´n tipo definido globalmente,
como un tipo ba´sico, un tipo libre o una abreviatura. En esos casos no queda ma´s opcio´n que recorrer
el AST de la especificacio´n.
5.4.2. Generando los a´rboles de prueba
Cuando ya se ha ingresado la especificacio´n (y e´sta ha sido preprocesada por Fastest), la lista de
operaciones que se desea testear, y la lista de ta´cticas que se aplicara´n a cada una de e´stas, el usuario
puede ordenarle a la herramienta la generacio´n de los a´rboles de prueba. Dados una operacio´n y su
lista de ta´cticas, el proceso comienza con la obtencio´n del VIS de la operacio´n. Como se indico´ en la
Seccio´n 3.2, el VIS de una operacio´n Op esta´ dado por el subconjunto del espacio de entrada IS que
satisface la precondicio´n de Op. Entonces, en primer lugar, se obtiene el IS de Op, formando un nuevo
esquema a partir de las declaraciones de variables de estado no primadas y de entrada de Op. Luego,
dado que la precondicio´n de una operacio´n se obtiene ocultando sus variables de estado primadas y
sus variables de salida, se decidio´ implementar su ca´lculo tomando el (AST del) predicado de Op,
expresa´ndolo en forma normal disyuntiva, y eliminando cada (AST que corresponda a un) predicado
literal en el cual aparezca alguna variable primada o de salida. Combinando las declaraciones de vari-
ables de IS con el predicado obtenido se tiene el VIS de Op.
Una vez hecho esto, es necesario comenzar con la aplicacio´n de ta´cticas de testing para generar
el a´rbol de pruebas. En la Seccio´n 3.5 se mostro´ que al aplicar una ta´ctica a una clase de prueba
es posible obtener nuevas clases de prueba y que la pra´ctica usual es empezar desde el VIS de la
operacio´n a testear. Por otra parte, se comento´ la posibilidad de aplicar las ta´cticas de testing de
forma independiente en las clases de prueba, pudiendo aplicar una ta´ctica particular en algunas clases
pero no en otras. En esta versio´n de Fastest, el mecanismo no es tan flexible. En su lugar, como un
primer enfoque, se ha adoptado una estrategia de aplicacio´n de ta´cticas en la cual, en un primer paso,
dados la lista de ta´cticas y el VIS de la operacio´n, se itera sobre las ta´cticas de la lista hasta que
alguna de ellas permita generar nuevas clases de prueba. Luego, se repite el proceso recursivamente
4Se puede ver el concepto de expansio´n e inclusio´n de esquemas en el Ape´ndice A.
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en cada nueva clase de prueba, pero considerando en cada caso la lista sin la u´ltima ta´ctica aplica-
da, de forma de no intentar utilizar dos veces la misma ta´ctica. Este proceso termina cuando en cada
clase de prueba que sea hoja del a´rbol no puedan aplicarse ma´s ta´cticas, o bien se hayan aplicado todas.
En la seccio´n correspondiente al Disen˜o de Fastest se mencionara´ como en el mismo fue concebida la
posibilidad de cambiar fa´cilmente la estrategia de aplicacio´n de ta´cticas de testing para una operacio´n.
Por ejemplo, una variante ser´ıa considerar la lista de ta´cticas de forma tal de aplicar la ta´ctica que se
encuentra en la posicio´n i-e´sima de la lista al i-e´simo nivel del a´rbol: la ta´ctica 0 se aplica al VIS , la
ta´ctica 1 a las clases de prueba del primer nivel de nodos del a´rbol, la ta´ctica 2 a las del segundo, etc.
5.4.3. Generacio´n de casos de prueba abstractos
A partir de la obtencio´n de los a´rboles de pruebas ya es posible comenzar con el proceso de gene-
racio´n de casos de prueba abstractos. Fastest considera la estructura de cada a´rbol de pruebas y la
recorre hasta llegar a las hojas del a´rbol, las que contienen a las clases de prueba ma´s apropiadas para
la bu´squeda de casos de prueba. Cada vez que se alcanza una de e´stas clases de prueba, se inicia la
bu´squeda de un caso de prueba contenido en la clase.
En Fastest, la idea detra´s de la generacio´n de casos de prueba consiste, ba´sicamente, en construir
conjuntos finitos de valores para las variables de la clase de prueba de intere´s, y verificar si el predica-
do de la clase de prueba se satisface para alguna combinacio´n de esos valores. Dada una variable
x de tipo T , se dira´ que un conjunto finito de elementos de tipo T es un modelo finito del tipo
T y se lo notara´ MFT . Por otra parte, dada una clase de prueba ClaseDePrueba, un modelo finito
de ClaseDePueba, MFClaseDePueba , sera´ el producto cartesiano de los modelos finitos de las variables
declaradas en la clase de prueba. Evidentemente, al considerar so´lo algunos elementos del tipo de cada
una de las variables de una clase de prueba, es posible no encontrar ninguna combinacio´n de valores
que satisfaga el predicado de la clase, por lo cual el proceso de generacio´n puede fracasar. A esto se
suma que, como la versio´n actual de la herramienta no soporta la poda de los a´rboles de prueba, es
bastante comu´n que se intente encontrar casos de prueba para clases de prueba vac´ıas. Sin embargo,
dado que en la pra´ctica las especificaciones Z suelen ser similares entre s´ı, los modelos finitos pueden
construirse de forma tal que contengan los valores ma´s usuales de cada tipo, por lo que las posibili-
dades de que Fastest encuentre casos de prueba, en clases no vac´ıas, aumenta considerablemente.
Los siguientes son ejemplos de modelos finitos para algunos tipos dados:
{−1, 0, 1} es un modelo finito del tipo N.
Dado un tipo ba´sico CHAR y las variables char1, char2, char3 : CHAR, definidas a trave´s de
una definicio´n axioma´tica, {char1, char2, char3} es un modelo finito del tipo CHAR.
Dado un tipo libre COLOR ::= blanco | negro | rojo | azul | amarillo, {blanco, rojo, amarillo} es
un modelo finito de COLOR.
Considerando el tipo COLOR del ı´tem anterior, {(−1, rojo), (1, azul), (1, blanco)} es un modelo
finito del tipo N× COLOR.
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En relacio´n a la evaluacio´n de predicados, es necesario mencionar que la herramienta hace uso de
la funcionalidad provista por la utilidad CZT ZLive (ver Seccio´n 5.3.2.4). Para cada predicado que
resulta de reemplazar variables por valores tomados del modelo finito de una clase de prueba, ZLive
permite determinar si tal predicado equivale a true o a false. Cada evaluacio´n que realiza ZLive es una
operacio´n costosa. Por otro lado, puede requerirse una gran cantidad de evaluaciones de predicados,
para encontrar un caso de prueba en una clase de prueba, o bien para determinar el fracaso de la
generacio´n, cuando no queden evaluaciones por realizar. Estos aspectos hacen que todo el proceso
de generacio´n de casos de prueba suela requerir un tiempo considerable, au´n cuando no sea posible
encontrar ningu´n caso. En consecuencia, es probable que en un futuro cercano se desarrolle un propio
evaluador de expresiones y predicados ma´s eficiente que el utilizado actualmente. De esta manera se
tendr´ıa una mejor desempen˜o en todo el proceso de testing implementado por Fastest.
Como una forma de disminuir la cantidad de evaluaciones de predicados a realizar en las bu´squedas
de casos de prueba, Fastest tiene en cuenta lo siguiente:
Si una variable declarada en la clase de prueba no aparece en el predicado de la clase, el correspon-
diente modelo finito se construye con un so´lo elemento. Esto se debe a que sea cual sea el valor
que tome la variable, e´ste no tendra´ influencia en el resultado de la evaluacio´n del predicado que
se obtiene de reemplazar las variables de tal predicado por los valores que les corresponden. Y
al tener una variable con un modelo finito de menor taman˜o, el modelo finito de toda la clase de
prueba es de menor taman˜o, por lo que la cantidad ma´xima de evaluaciones que eventualmente
se hara´n tambie´n disminuye.
Si una variable aparece igualada a un valor constante en el predicado de la clase analizada, el
modelo finito que se asociara´ a la variable so´lo contendra´ tal valor. Como en el ı´tem anterior,
esto reduce el nu´mero de evaluaciones, lo que hace ma´s eficiente el proceso de generacio´n de
casos de prueba.
A continuacio´n se hara´ una descripcio´n de la manera en que, en Fastest, se construyen los modelos
finitos para los tipos con los que pueden declararse variables. La construccio´n en cada caso depen-
dera´ de la forma que tenga el tipo correspondiente. En el co´digo de la herramienta se define un valor,
TamanioMF , que indica una sugerencia para el taman˜o de los modelos finitos, y que en esta versio´n de
Fastest no puede modificarse desde la interfaz de usuario. Hay que tener en cuenta que este para´metro
no se utiliza en la construccio´n de los modelos finitos para todos los tipos, sino so´lo para los ma´s
simples, como se vera´ en lo que sigue.
5.4.3.1. Tipos ba´sicos
El modelo finito de un tipo ba´sico A, el cua´l se define a trave´s de:
[A]
esta´ dado por el conjunto de constantes {a1, a2, ..., aTamanioMF}.
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5.4.3.2. Tipos libres
El modelo finito de un tipo libre enumerado B , definido por:
B ::= b1 | b2 | ... | bn
esta´ dado por el conjunto de n elementos {b1, b2, ..., bn}, tomados de la definicio´n del tipo. En este
caso el valor de TamanioMF no es utilizado por Fastest en la determinacio´n del modelo finito. Por
el momento, la herramienta so´lo soporta tipos libres que sean enumerados, es decir, aquellos que no
definan tipos inductivos.
5.4.3.3. Nu´meros naturales (N)
El modelo finito para el tipo N, MFN, se define como el conjunto {0, 1, 2, ...,TamanioMF − 1} de
TamanioMF elementos.
5.4.3.4. Nu´meros enteros (Z)
El modelo finito para el tipo Z, MFZ se define como el conjunto:
{0,−1, 1,−2, 2, ..., bTamanioMF/2c}, si TamanioMF es un nu´mero impar.
{0,−1, 1,−2, 2, ...,−(TamanioMF/2)}, si TamanioMF es un nu´mero par.
de TamanioMF elementos.
5.4.3.5. Conjuntos por extensio´n
El modelo finito para el tipo dado por el conjunto por extensio´n A = {a0, a1, ..., an−1}, MFA, se
define simplemente como el mismo conjunto de n elementos. En este caso el valor de TamanioMF
tampoco es utilizado por Fastest en la determinacio´n de este modelo finito.
5.4.3.6. Rango de valores
El modelo finito para el tipo a..b, con a, b ∈ Z, MFa..b , esta´ dado por el conjunto {a, a + 1, ..., b}
de b − a + 1 elementos. Fastest tampoco utiliza el valor de TamanioMF para construir este modelo
finito.
5.4.3.7. Conjunto de partes
Dado un tipo A, el modelo finito para el tipo PA, MFPA, se define como el conjunto de partes
del modelo finito de A. Por ejemplo, si el modelo finito de A es {a1, a2, a3} entonces el modelo finito
de PA sera´ {{}, {a1}, {a2}, {a3}, {a1, a2}, {a1, a3}, {a2, a3}, {a1, a2, a3}}. Fastest no utiliza el valor de
TamanioMF para construir este modelo finito.
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5.4.3.8. Producto cartesiano
Dados los tipos A1,A2, ...,An , el modelo finito para el tipo A1 × A2 × ... × An , MFA1×A2×...×An ,
se calcula recursivamente como el producto cartesiano de los modelos finitos de A1,A2, ...,An . Fastest
no utiliza el valor de TamanioMF para construir este modelo finito.
5.4.3.9. Relaciones binarias
Dados los tipos A y B , el modelo finito del tipo A ↔ B (relaciones entre A y B), MFA↔B , se
calcula recursivamente como el modelo finito de P(A × B), MFP(A×B). Fastest no utiliza el valor de
TamanioMF para construir este modelo finito.
5.4.3.10. Funciones totales
Dados los tipos A y B , el modelo finito del tipo A→ B (funciones totales entre A y B), MFA→B ,
se calcula recursivamente como el tipo de las funciones totales entre el modelo finito de A y el modelo
finito de B . En s´ımbolos, si el modelo finito de A, MFA, es {a0, a1, ...an−1} y el modelo finito de B ,
MFB , es {b0, b1, ...bm−1}, entonces el modelo finito de A → B , MFA→B , se define como el conjun-
to {{(a0, x0), (a1, x1), ..., (an−1, xn−1)} | x0, x1, ..., xn−1 ∈ MFB}. Puede probarse que se cumple que
#MFA→B = mn . Fastest no utiliza el valor de TamanioMF para construir este modelo finito.
5.4.3.11. Funciones parciales
Dados los tipos A y B , el modelo finito del tipo A 7→ B (funciones parciales entre A y B),
MFA 7→B , se calcula recursivamente como el tipo de las funciones parciales entre el modelo finito de A
y el modelo finito de B . En s´ımbolos, si el modelo finito de A, MFA, es {a0, a1, ...an−1} y el modelo
finito de B , MFB , es {b0, b1, ...bm−1}, entonces el modelo finito de A 7→ B se define como el conjunto⋃
A′∈PMFA{A′ → MFB}. Puede probarse que se cumple que #MFA→B =
∑n
i=0 m
i . Fastest no utiliza
el valor de TamanioMF para construir este modelo finito.
5.4.3.12. Secuencias
Dado un tipo A, el modelo finito para el tipo seq A (secuencias de elementos de tipo A), MFseqA,
se calcula recursivamente en funcio´n del modelo finito de A, como se ilustra a trave´s del siguiente
ejemplo. Si el modelo finito de A, MFA, es {a0, a1, a2}, entonces:
MFseqA = {〈〉 , 〈a0〉, 〈a1〉, 〈a2〉, 〈a0, a1〉, 〈a0, a2〉, 〈a1, a2〉, 〈a0, a1, a2〉,
〈a0, a0〉 , 〈a0, a0, a0〉 ,
〈a1, a1〉 , 〈a1, a1, a1〉 ,
〈a2, a2〉 , 〈a2, a2, a2〉}
donde, una vez ma´s, Fastest no utiliza el valor de TamanioMF para construir este modelo finito.
5.4.3.13. Tipos no soportados en la versio´n actual
La versio´n actual de Fastest so´lo permite que la clase de prueba para la que quiere buscarse un
caso de prueba tenga declaraciones de variables cuyos tipos se encuentren entre los recie´n presentados.
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Por ejemplo, una variable no puede ser de tipo A, si A es un esquema definido en la especificacio´n.
Algunos de los tipos au´n no soportados, dados los tipos A y B son A→ B , A B , A→ B , P1 A y
N1.
5.5. Disen˜o de Fastest
En esta seccio´n se presentara´n los mo´dulos ma´s importantes de los que conforman el disen˜o de
la herramienta, el cual es orientado a objetos. Se mostrara´n las decisiones que se han tomado para
elaborarlo y se hara´ una breve explicacio´n de los patrones de disen˜o utilizados. A trave´s de un disen˜o de
esta naturaleza es posible aislar detalles de implementacio´n para favorecer la introduccio´n de futuras
modificaciones.
5.5.1. Patrones de disen˜o
Durante el desarrollo de Fastest se emplearon patrones de disen˜o con el objetivo de obtener una
codificacio´n ma´s sencilla de comprender y de ampliar. Un patro´n de disen˜o describe, por un lado,
un problema de disen˜o que ocurre regularmente al construir sistemas de software, y por otro, una
solucio´n al problema, la cual es efectiva (ya se resolvio´ el problema en ocasiones anteriores) y reusable
(se puede aplicar a diferentes problemas de disen˜o en distintas circunstancias) [32].
Los patrones de disen˜o que se aplicaron en la construccio´n de la herramienta fueron:
Singleton, para asegurar la existencia de u´nicas instancias de la clase que almacena la informacio´n
necesaria para conectarse a los servidores de co´mputo; de la clase que implementa, en cada cliente,
el administrador de eventos del estilo arquitecto´nico de Invocacio´n Impl´ıcita; y de la clase que
agrupa las particiones esta´ndar de los operadores matema´ticos.
Command, para encapsular las solicitudes de Invocacio´n Impl´ıcita (dadas por un componente,
un procedimiento del componente, y los para´metros que deben pasarse al procedimiento), como
objetos.
Composite, para representar la composicio´n de nodos que forman los a´rboles de prueba.
Visitor, para agregar operaciones sobre la estructuras de los a´rboles de pruebas fa´cilmente, sin
tener que modificar las clases que definen a e´stos a´rboles. Tambie´n se utiliza para agregar nueva
funcionalidad a las estructuras de objetos AST (ver Seccio´n 5.3.2.2) que representan elementos
sinta´cticos del lenguaje Z.
Strategy, a fin de permitir la existencia de varios algoritmos para la aplicacio´n de ta´cticas de
testing y para la generacio´n de casos de prueba abstractos.
Iterator, para recorrer colecciones de elementos sin exponer las estructuras internas de e´stas.
cuyas relaciones con los mo´dulos del disen˜o pueden encontrarse en la Gu´ıa de Mo´dulos y la Especifi-
cacio´n de Interfaces adjunta.
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5.5.2. El subsistema de Invocacio´n Impl´ıcita
En la Seccio´n 5.2.2.1 se vio que el estilo de Invocacio´n impl´ıcita se implementa a trave´s de un
administrador de eventos que captura los eventos anunciados y realiza llamadas a los procedimientos
interesados en tales eventos. En Fastest, cada uno de los eventos se representa con una instancia del
mo´dulo Event, cuya interfaz se presenta a continuacio´n:
Module Event
exportsproc setEventName(i String)
getEventName(): String
Cada tipo de evento debera´ estar representado por una clase que herede de Event y que agregue
los procedimientos para consultar y establecer los para´metros particulares que acompan˜an al evento.
Por ejemplo, la interfaz del mo´dulo TTreeGenerated, el cual es el tipo de evento que debe anunciarse
despue´s de generarse el a´rbol de pruebas para una operacio´n, es:
Module TTreeGenerated inherits from Event
imports TClassNode
exportsproc setOpName(i String)
getOpName(): String
setTTree(i TClassNode)
getTTree(): TClassNode
en la que no se especifican los procedimientos setEventName y getEventName, por heredarlos de Event,
pero agrega procedimientos para consultar y establecer los para´metros propios de TTreeGenerated,
que son un a´rbol de pruebas y el nombre de la operacio´n para la que se genero´ un a´rbol. Es funda-
mental que el constructor del mo´dulo establezca, correctamente, el valor de la variable de estado que
almacena el nombre del evento que le corresponda. La importancia de este nombre se debe a que es
el que se utiliza para identificar de que´ tipo de evento se trata cuando es anunciado, y que permita
invocar a los procedimientos interesados en el evento.
Precisamente, al momento de ser anunciado el evento, es el administrador de eventos (implemen-
tado en una instancia u´nica de EventAdmin) el que debe consultar su tabla de eventos (instancia
de EventTable) para invocar los procedimientos interesados en el evento anunciado. Como se de-
scribio´ anteriormente, EventAdmin construye su tabla de eventos leyendo un archivo de configuracio´n
que se describira´ ma´s adelante. La interfaz del mo´dulo EventAdmin es la siguiente:
Module EventAdmin
imports ClientUI, Event, IIComponent, File, EventTable
exportsproc getInstance(): EventAdmin
announceEvent(i Event)
readFile()
setFile(i File)
getFile(i File)
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La subrutina getInstance es necesaria para implementar el patro´n de disen˜o Singleton en relacio´n
al administrador de eventos, el que permite forzar la existencia de una u´nica instancia de EventAdmin
en el sistema. setFile y getFile tienen como objetivo, respectivamente, establecer y obtener una
referencia al archivo de configuracio´n de eventos. La subrutina readFile parsea tal archivo y construye
la tabla de eventos en el estado del mo´dulo EventAdmin. En esta tabla se listan las ternas (evento,
componente interesado en el evento, subrutina del componente a ser llamada al lanzarse el evento).
Adema´s de completar la tabla de eventos, la subrutina readFile tiene la responsabilidad de crear
cada uno de los componentes indicados en la tabla. La subrutina announceEvent debe invocar a cada
me´todo interesado en el evento que se pasa como argumento, es decir, a cada me´todo indicado por los
subscriptores listados en la tabla de eventos. En la implementacio´n, se decidio´ hacer cada invocacio´n
en un thread diferente, para no forzar un orden entre las distintas invocaciones.
Respecto a los componentes que pueden interesarse en eventos, es importante destacar que cada
uno de ellos se representa como una instancia de un mo´dulo que herede de IIComponent, cuya interfaz
se muestra a continuacio´n:
Module IIComponent
imports ClientUI, Event
exportsproc manageEvent(i Event)
setMyClientUI(i ClientUI)
getMyClientUI(): ClientUI
El mo´dulo ClientUI que aqu´ı se menciona es el que implementa la interfaz de usuario de Fastest.
Como los componentes interesados en eventos pueden necesitar acceder a la interfaz para solicitar o
presentar informacio´n al usuario, es necesario que IIComponent tenga una referencia a ella. A trave´s
de los procedimientos setMyClientUI y getMyClientUI es posible establecer y obtener esta referencia.
Por su parte, el procedimiento manageEvent es el que cada componente puede designar como intere-
sado en algu´n evento, y es el que sera´ llamado por el administrador de eventos en caso de anunciarse
tal evento.
En este prototipo de Fastest, los eventos utilizados son los siguientes:
AllTCasesGenerated, que debe ser lanzado cuando se haya concluido el intento de generacio´n
de todos los casos de prueba solicitados.
AllTTreesGenerated, que debe ser lanzado cuando se haya concluido el intento de generacio´n
de todos los a´rboles de pruebas solicitados.
AllTCasesRequested, que debe ser lanzado al solicitar el ca´lculo de todos los casos de prueba
para las operaciones seleccionadas (a trave´s del comando genalltca, a explicarse en la Seccio´n
6.3.7). Se lanza este evento por cada a´rbol de pruebas previamente generado.
SpecLoaded, que debe ser lanzado cuando el usuario haya cargado, correctamente, la especifi-
cacio´n del programa a testear.
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TCaseGenerated, que debe ser lanzado despue´s de haberse terminado el intento de generacio´n
del caso de prueba abstracto de cierta clase de prueba de una operacio´n particular.
TCaseRequested, que debe ser lanzado al solicitar el ca´lculo de un caso de prueba para cierta
clase de prueba.
TTreeGenerated, que debe ser lanzado despue´s de generarse el a´rbol de pruebas de cierta opera-
cio´n.
TTreeRequested, que debe ser lanzado cuando se haya cargado la informacio´n correspondiente
a una operacio´n a testear, esto es, su nombre y lista de ta´cticas a aplicar.
Por otra parte, actualmente los componentes que se interesan en eventos son los que se muestran
a continuacio´n:
TTreeGen. Este mo´dulo es el encargado de organizar la generacio´n de a´rboles de prueba. Se
interesa en los eventos de tipo SpecLoaded y TTreeRequested.
TClassExtractor. Se encarga de procesar eventos de tipo AllTCasesRequested lanzando, para
cada uno, sucesivos eventos de tipo TCaseRequested, uno para cada clase de prueba que sea
hoja del a´rbol correspondiente. Esto permite, dados la solicitud de generacio´n de los casos de
prueba para una operacio´n y el a´rbol de pruebas de la operacio´n, solicitar a trave´s de eventos
de tipo TCaseRequested la generacio´n de casos de pruebas para las clases de prueba que sean
hojas del a´rbol.
TCaseGenClient. Se encarga de manejar solicitudes para la generacio´n de casos de prueba abs-
tractos, las cuales se indican en instancias de TCaseRequested. Por cada solicitud, este mo´dulo
inicia el proceso de generacio´n de un caso de prueba en un thread diferente, para favorecer
cuestiones de desempen˜o.
Controller. Este mo´dulo tiene la responsabilidad de mantener referencias a a´rboles de prue-
ba, casos de prueba y dema´s resultados del proceso testing. Tambie´n mantiene referencias a
la especificacio´n y a la lista de operaciones a ser testeadas junto con la lista de ta´cticas a
aplicar. Se interesa en los eventos AllTCaseGenerated, AllTTreeGenerated, TCaseGenerated
y TTreeGenerated.
5.5.3. Aplicando el patro´n de disen˜o Visitor a los AST
En la Seccio´n 5.3.2.2 se describieron las facilidades provistas por el proyecto CZT respecto a los
a´rboles de sintaxis abstracta, AST. A trave´s de ellos es posible representar las distintas construcciones
del lenguaje de especificacio´n Z como estructuras de objetos Java relacionados entre s´ı. Una carac-
ter´ıstica muy importante de las clases e interfaces de las que e´stos objetos son instancias es que ofrecen
la posibilidad de agregar nuevas operaciones fa´cilmente. Esto se logra a trave´s del patro´n de disen˜o
Visitor.
El patro´n de disen˜o Visitor [32] provee una forma de separar la estructura de un conjunto de
objetos de las operaciones que se realizan sobre tales objetos. Esto permite que pueda definirse una
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nueva operacio´n sin modificar las clases AST. Para definir una nueva operacio´n, todo lo que se necesita
es implementar un visitante en una nueva clase. Por ejemplo, a continuacio´n se presenta el co´digo de
un visitante que permite comprobar si el predicado sobre el que se aplica es una disyuncio´n tal que el
predicado que se pasa como argumento en el constructor de la clase es igual a uno de sus operandos:
package common.z.czt.visitors;
import net.sourceforge.czt.z.ast.Pred;
import net.sourceforge.czt.z.ast.OrPred;
import net.sourceforge.czt.z.visitor.PredVisitor;
import net.sourceforge.czt.z.visitor.OrPredVisitor;
public class PredInOrVerifier
implements OrPredVisitor<Boolean>, PredVisitor<Boolean>{
private Pred myPred;
public PredInOrVerifier(Pred pred){
myPred = pred;
}
public Boolean visitOrPred(OrPred orPred){
Pred leftPred = orPred.getLeftPred();
Pred rightPred = orPred.getRightPred();
boolean leftResult = false;
boolean rightResult = false;
if(leftPred instanceof OrPred)
leftResult = ((OrPred)leftPred).accept(this);
else
leftResult = SpecUtils.areEqualTerms(myPred, leftPred);
if(leftResult)
return new Boolean(true);
if(rightPred instanceof OrPred)
rightResult = ((OrPred)rightPred).accept(this);
else
rightResult = SpecUtils.areEqualTerms(myPred, rightPred);
return new Boolean(rightResult);
}
public Boolean visitPred(Pred pred){
return new Boolean(false);
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}
}
El patro´n de disen˜o Visitor esta´ndar [32] provee un mecanismo de solicitud doble. El conjunto de
objetos sobre los que se definen nuevas operaciones deben proveer un me´todo accept(Visitor v).
Visitor es una interfaz que define me´todos de visita para la clase de cada objeto que puede ser visita-
do (como visitOrPred en el ejemplo anterior). Al invocar el me´todo accept de un objeto, pasa´ndole
como argumento un visitante particular, se llama al me´todo de visita, del visitante, que corresponde
a la clase de ese objeto. Esto permite que se definan diferentes implementaciones de la interfaz Visitor
para realizar distintas operaciones sobre los objetos.
La desventaja de este enfoque es que es dif´ıcil agregar nuevas clases AST, porque cada nueva clase
AST implica que se debe agregar un nuevo me´todo a la interfaz Visitor, lo que a su vez requiere
modificar todas las implementaciones existentes. Como en el proyecto CZT se trabaja con la idea de ir
agregando extensiones al lenguaje Z, ellos consideran que es necesario que la adicio´n de nuevas clases
AST sea una tarea sencilla [31]. Otra desventaja es que cada clase visitante necesita implementar un
conjunto fijo de me´todos, uno para cada clase AST, y hay un nu´mero grande de clases AST definidas
en CZT. Para solucionar estos inconvenientes, CZT ha trabajado en el desarrollo de variantes del pa-
tro´n de disen˜o Visitor esta´ndar. En particular, el CZT Visitor incorpora las ventajas de los patrones
de disen˜o Acyclic Visitor [33] y Default Visitor [34], junto con otras pequen˜as modificaciones. Para
ma´s informacio´n acerca del patro´n de disen˜o CZT Visitor, referirse a [31].
A continuacio´n se listan los mo´dulos que esta´n basados en el patro´n de disen˜o CZT Visitor y que
permiten realizar una operacio´n sobre todos o algunos de los te´rminos que pueden formar parte de un
AST.
AndOrPredDistributor Permite aplicar a predicados Z la propiedad distributiva de la conjuncio´n
respecto a la disyuncio´n. Este mo´dulo puede ser utilizado para realizar uno de los pasos a trave´s de
los cuales se lleva un predicado a Forma Normal Disyuntiva (ver Seccio´n 3.5.1.2).
AndPredClausesExtractor Permite obtener, de una conjuncio´n de predicados, una coleccio´n con
los predicados que la conforman.
AndPredRemover Permite remover de un predicado que sea una conjuncio´n, todas las clausulas
iguales a cierto predicado p. p es un predicado que se toma como argumento en el constructor del
mo´dulo.
ContainsTermVerifier Permite verificar si un te´rmino del lenguaje Z contiene a otro.
CZTReplacer Dados dos te´rminos Z, permite reemplazar en un tercero (al que se aplica el visitante
que el mo´dulo implemente) todas las ocurrencias del primero por ocurrencias del segundo. El te´rmino
original y el que reemplazara´ al original se deben pasar como para´metros al constructor del mo´dulo.
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ImpliesPredRemover Permite transformar todos los predicados de la forma p1 ⇒ p2 en predicados
de la forma ¬ p1 ∨ p2. Este mo´dulo puede ser utilizado para realizar uno de los pasos a trave´s de los
cuales se lleva un predicado a Forma Normal Disyuntiva (ver Seccio´n 3.5.1.2).
NegPredDistributor Permite aplicar a predicados dados las Leyes de Morgan (¬ (p1 ∨ p2) ⇔
¬ p1 ∧ ¬ p2 y ¬ (p1 ∧ p2) ⇔ ¬ p1 ∨ ¬ p2) y la eliminacio´n de la doble negacio´n (¬ ¬ p ⇔ p). Este
mo´dulo puede ser utilizado para realizar uno de los pasos a trave´s de los cuales se lleva un predicado
a Forma Normal Disyuntiva (ver Seccio´n 3.5.1.2).
OrPredRemover Permite remover de un predicado que sea una conjuncio´n, todas las clausulas que
sean disyunciones tales que alguno de los operandos que las conforman sea igual a cierto predicado p
que se toma como argumento en el constructor del mo´dulo.
ParamExtractor Permite, dado un te´rmino del lenguaje Z, obtener una lista con sus para´metros.
Por ejemplo, al te´rmino a = b lo conforman a y b.
PredInOrVerifier Permite determinar si el predicado al que se le aplica la funcionalidad es una
disyuncio´n donde uno de sus operandos es el predicado que se pasa al constructor del mo´dulo.
PredRemover Permite remover de un predicado, que este´ en Forma Normal Disyuntiva, todos los
literales que contengan la ocurrencia de alguno de los nombres de variables contenidos en la lista que
el constructor del mo´dulo toma como argumento.
PrimeVarsMaker Permite primar todas las variables (es decir, concatenarles el caracter ′) en la
expresio´n o esquema Z visitado.
WordsFinder Permite determinar si alguna de las variables contenidas en la lista de nombres de
variables dada (que se pasa como argumento al constructor de este mo´dulo) ocurre en la expresio´n o
esquema Z visitado.
5.5.4. Los mo´dulos del lado del servidor
Los dos mo´dulos que siguen tienen sus instancias so´lo en los servidores de co´mputo de Fastest, y
tienen relacio´n con la gestio´n de pedidos provenientes de los clientes de la herramienta.
ServiceManager Esta´ encargado de iniciar el funcionamiento del servidor de co´mputo correspon-
diente, esperando y atendiendo pedidos de servicio de parte de los clientes. Que se puedan atender
varios servicios en simulta´neo se debe a que cada uno se corre en un thread diferente, invocando al
procedimiento run del mo´dulo ServerThread.
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ServerThread Mo´dulo sobre el que se atiende una solicitud de servicio particular, proveniente de
un cliente de Fastest. El procedimiento principal de este mo´dulo es run, el que implementa el dia´logo
con el cliente para obtener todos los para´metros necesarios para llevar a cabo la tarea solicitada, se
interrumpe mientras se procesa la actividad, y se reanuda para poder regresar al cliente el resultado
del servicio.
A continuacio´n se muestra un listado con los mo´dulos, tambie´n propios de los servidores de
co´mputo, que permiten implementar la funcionalidad de generacio´n de casos de prueba abstractos.
SchemeEvaluator Permite evaluar si el predicado de una clase de prueba es satisfecho por un
conjunto dado de asignaciones de variables a expresiones.
TCaseStrategy Interfaz que abstrae las estructuras de datos y los algoritmos que implementan
una estrategia de generacio´n de casos de prueba. Este mo´dulo esta´ basado en el patro´n de disen˜o
Strategy. Es necesario definir un mo´dulo que implemente esta interfaz para agregar a Fastest una
nueva estrategia de generacio´n de casos de prueba.
IterativeTCaseStrategy Mo´dulo f´ısico que oculta las estructuras de datos y los algoritmos que
implementan una estrategia particular de generacio´n de casos de prueba. La estrategia consiste en ir
generando asignaciones de valores a las variables de la clase de prueba para la que se quiere obtener un
caso de prueba hasta que alguna de ellas satisgafa el predicado de dicha clase de prueba. Para hacer
la evaluacio´n de cada asignacio´n de valores se llama al procedimiento evalSchemeSat, del mo´dulo
SchemeEvaluator. IterativeTCaseStrategy no necesita generar el modelo finito completo para cada
tipo de variable de la clase de prueba ni para cada tipo definido globalmente en la especificacio´n. El
mo´dulo hereda de TCaseStrategy, dado que implementa una estrategia particular de generacio´n de
casos de prueba.
FiniteModel Interfaz que abstrae un modelo finito. Un modelo finito esta´ asociado a un tipo particu-
lar del lenguaje Z y, haciendo las veces de un iterador, puede solicita´rsele, de a uno, los distintos elemen-
tos que lo conforman. Este mo´dulo se utiliza en conjunto con la estrategia IterativeTCaseStrategy
de generacio´n de casos de prueba, y como e´sta sugiere, las instancias de FiniteModel no almacenan en
su estado el modelo finito completo del tipo asociado, sino que so´lo mantienen la mı´nima informacio´n
necesaria para saber que´ elemento del modelo debe devolverse la pro´xima vez que uno sea solicitado.
Tiene que haber un mo´dulo heredero de FiniteModel por cada tipo diferente del lenguaje Z.
TClassFiniteModel Mo´dulo f´ısico que oculta las estructuras de datos y los algoritmos que im-
plementan un modelo finito asociado a una clase de prueba para la cual se quiere obtener un caso
de prueba. TClassFiniteModel permite ir obteniendo, uno a uno, los distintos elementos del modelo
finito de la clase. Para obtener estos valores, el mo´dulo utiliza los modelos finitos que esta´n asociados a
los tipos de las variables. Este mo´dulo no hereda de FiniteModel ya que tiene una interfaz ligeramente
diferente.
FiniteModelCreator Mo´dulo f´ısico basado en el patro´n de disen˜o Visitor que permite recorrer una
especificacio´n de forma tal de ir creando, y agregando a una estructura que forma parte del estado
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del mo´dulo, un modelo finito (instancia que hereda de FiniteModel) por cada tipo que se defina
globalmente en la especificacio´n.
Los siguientes son los mo´dulos que heredan de FiniteModel para implementar un modelo finito
particular.
GivenFiniteModel Implementa un modelo finito asociado a un tipo ba´sico del lenguaje Z. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.1.
FreeTypeFiniteModel Implementa un modelo finito asociado a un tipo libre del lenguaje Z. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.2.
NatFiniteModel Implementa un modelo finito asociado al tipo del lenguaje Z que corresponde a
los nu´meros naturales. La implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.3.
IntFiniteModel Implementa un modelo finito asociado al tipo del lenguaje Z que corresponde a los
nu´meros enteros. El mo´dulo es heredero de FiniteModel ya que implementa un modelo finito particular.
La implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.4.
SetFiniteModel Implementa un modelo finito asociado al tipo de los conjuntos enumerados del
lenguaje Z. El mo´dulo es heredero de FiniteModel ya que implementa un modelo finito particular. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.5.
RangeFiniteModel Implementa un modelo finito asociado al tipo del lenguaje Z que corresponde
a un rango de valores y que se indica de la forma a . . b. El mo´dulo es heredero de FiniteModel ya
que implementa un modelo finito particular. La implementacio´n actual responde a lo explicado en la
Seccio´n 5.4.3.6.
PowerFiniteModel Implementa un modelo finito asociado al tipo potencia del lenguaje Z. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.7.
ProdFiniteModel Implementa un modelo finito asociado al tipo producto cartesiano del lenguaje
Z. La implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.8.
RelFiniteModel Implementa un modelo finito asociado al tipo de las relaciones del lenguaje Z. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.9.
TFuncFiniteModel Implementa un modelo finito asociado al tipo de las funciones totales del
lenguaje Z. La implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.10.
PFuncFiniteModel Implementa un modelo finito asociado al tipo de las funciones parciales del
lenguaje Z. La implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.11.
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SeqFiniteModel Implementa un modelo finito asociado al tipo de las secuencias del lenguaje Z. La
implementacio´n actual responde a lo explicado en la Seccio´n 5.4.3.12.
5.6. Gu´ıa para introducir cambios en la herramienta
Con esta informacio´n se pretende nutrir al desarrollador de los conocimientos necesarios para que
e´ste pueda sumar nuevas funcionalidades a la herramienta o modificar las ya existentes.
5.6.1. Agregando nuevos eventos y componentes en los clientes
Para agregar un nuevo evento al disen˜o e implementacio´n de un cliente de Fastest, se debe realizar
lo siguiente:
Crear una clase que herede de la clase Event.
Si hay algu´n componente interesado en el evento, modificar el archivo de configuracio´n cuyo
nombre y ubicacio´n, respecto al directorio ra´ız de la distribucio´n de Fastest (ver Seccio´n 6.2), es
lib/conf/eventtable.conf.
En la versio´n actual de Fastest, este archivo esta´ compuesto por las siguientes l´ıneas:
specLoaded client.blogic.testing.ttree.TTreeGen manageEvent
tTreeRequested client.blogic.testing.ttree.TTreeGen manageEvent
tTreeGenerated client.blogic.management.Controller manageEvent
allTCasesRequested client.blogic.testing.tcasegen.TClassExtractor manageEvent
tCaseRequested client.blogic.testing.tcasegen.TCaseGenClient manageEvent
tCaseRequested client.blogic.management.Controller manageEvent
tCaseGenerated client.blogic.management.Controller manageEvent
allTCasesGenerated client.blogic.management.Controller manageEvent
tCaseStrategySelected client.blogic.testing.tcasegen.TCaseGenClient manageEvent
donde puede notarse que en cada una se indica el nombre del evento, el nombre de la clase del com-
ponente interesado en el evento (con la ruta completa del paquete Java que la contiene) y el nombre
del me´todo que debe invocarse al anunciarse el evento. El componente interesado en un evento debe
ser necesariamente heredero de IIComponent.
Por lo tanto, para agregar un nuevo componente a los clientes de Fastest es necesario crear un
heredero de IIComponent y agregar una l´ınea apropiada al archivo de configuracio´n de la tabla de
eventos, una por cada evento de intere´s. El nuevo mo´dulo debera´ implementar cada uno de los me´todos
que este´n interesados en algu´n evento de forma tal que pueda reaccionar apropiadamente al anunciarse
el evento asociado.
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5.6.2. Agregando nuevas ta´cticas de testing
Para lograr agregar una nueva ta´ctica de testing el desarrollador debe simplemente crear una nueva
clase que implemente la interfaz Tactic, la cual se describe a continuacio´n:
Module Tactic
imports OpScheme, TClass
exportsproc applyTactic(i TClass): List(TClass)
setOriginalOp(i OpScheme)
getOriginalOp(): OpScheme
setOriginalOp(i OpScheme)
getOriginalOp(): OpScheme
parseArgs(i String): Bool
Para implementar esta interfaz hay que tener en cuenta lo siguiente:
La subrutina applyTactic devuelve la lista de clases de prueba (instancias de TClass) que se
obtienen al aplicar la ta´ctica a la clase de prueba que se pasa como argumento. Si la ta´ctica no
genera nuevas clases de prueba para la clase de prueba dada, la subrutina devuelve la lista vac´ıa.
La subrutina setOriginalOp simplemente establece una referencia, en el estado del mo´dulo, al
esquema de la operacio´n (instancia de OpScheme). getOriginalOp devuelve una referencia al
esquema de operacio´n.
La subrutina setSpec establece una referencia, en el estado del mo´dulo, a la especificacio´n del
sistema a testear (instancia de Spec, proveniente del framework CZT). getSpec devuelve una
referencia a la especificacio´n.
La subrutina parseArgs permite parsear los para´metros que el usuario ingreso´ al agregar la
ta´ctica, utilizando el comando addtactic (ver Seccio´n 6.3.5). parseArgs toma la cadena con
todos los para´metros y si e´stos son correctos, modifica el estado de la clase correspondiente y
devuelve true. Si no son correctos, devuelve false.
5.6.3. Agregando comandos del lado del cliente
Para agregar un nuevo comando a la interfaz en modo texto de los clientes de Fastest, el desarrolla-
dor tiene que realizar lo siguiente:
Crear una clase que implemente la interfaz Command.
Agregar una l´ınea al archivo de configuracio´n de comandos cuyo nombre y ubicacio´n, respecto
al directorio ra´ız de los fuentes de Fastest, es
client/presentation/commands/commands.properties.
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La interfaz Command se especifica de la siguiente manera:
Module Command
imports ClientTextUI
exportsproc run(i ClientTextUI, i String)
donde puede notarse que cuenta con un u´nico procedimiento, y es el que debe implementar la fun-
cionalidad del comando. El primer para´metro que se le pasa al procedimiento es una referencia al
objeto que representa la interfaz de usuario utilizada (instancia de ClientTextUI). Mientras tanto, el
segundo para´metro contiene la cadena que ingreso´ el usuario para ejecutar el comando, la cual indica
los para´metros del mismo.
Con respecto al archivo de configuracio´n de comandos mencionado, en la versio´n actual de Fastest,
el mismo esta´ compuesto por las siguientes l´ıneas:
loadspec = client.presentation.commands.LoadSpecCommand
showspec = client.presentation.commands.ShowSpecCommand
showloadedops = client.presentation.commands.ShowLoadedOpsCommand
selop = client.presentation.commands.SelOpCommand
showselops = client.presentation.commands.ShowSelOpsCommand
unselop = client.presentation.commands.UnSelOpCommand
unselallops = client.presentation.commands.UnSelAllOpsCommand
addtactic = client.presentation.commands.AddTacticCommand
showsch = client.presentation.commands.ShowSchCommand
genalltt = client.presentation.commands.GenAllTTCommand
genalltca = client.presentation.commands.GenAllTCaseCommand
showtt = client.presentation.commands.ShowTTCommand
reset = client.presentation.commands.ResetCommand
help = client.presentation.commands.ShowHelpCommand
version = client.presentation.commands.ShowVersionCommand
donde es posible apreciar que cada una de ellas es una igualdad entre dos cadenas. El miembro de la
izquierda de cada igualdad es la palabra que el usuario debe tipear para ejecutar el correspondiente
comando; el miembro de la derecha es la clase (con la ruta completa del paquete Java que la contiene)
que implementa la funcionalidad del comando.
Cap´ıtulo 6
Utilizando Fastest
En este cap´ıtulo se presentara´ un manual de usuario con el cual es posible adquirir el conocimiento
necesario para utilizar correctamente la herramienta. Previamente, se indicara´n los requerimientos de
sistema y se dara´ un listado con las utilidades y documentacio´n relacionados a la aplicacio´n y que
acompan˜an a este informe.
6.1. Requerimientos
Esta herramienta soporta los siguientes sistemas operativos:
UNIX/LINUX: las distribuciones de Linux ma´s utilizadas, Solaris y FreeBSD.
Windows: en sus versiones 98, XP y Vista.
y para poder utilizarla es necesario tener instalado Java Development Kit (JDK) versio´n 1.6 o superior.
6.2. Distribucio´n
La distribucio´n del Sistema Fastest esta´ compuesta por los siguientes ı´tems:
Archivo fastest.tar.gz: en e´l se encuentran los archivos que conforman la herramienta y que
permiten ejecutarla. Estos archivos pueden utilizarse en los sistemas operativos tanto UNIX/Linux
como Windows.
Binarios para Linux y Windows de Java Development Kit (JDK) versio´n 1.6.
Manual de usuario, el cual es presentado en la siguiente seccio´n de este informe.
Suite de especificaciones Z. Consta de una serie de especificaciones Z de distinta complejidad,
que tienen como finalidad introducir al usuario en la edicio´n de especificaciones Z y en la pra´ctica
de la generacio´n de casos de prueba abstractos.
Documento PDF “Gu´ıa de Mo´dulos del Sistema Fastest”: en e´l se describen la funcionalidad y los
secretos de todos los mo´dulos de la herramienta. Se encuentra en el archivo guia-modulos.pdf.
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Documento PDF “Especificacio´n de Interfaces del Sistema Fastest”: en e´l se presentan las inter-
faces de los mo´dulos de la gu´ıa antes mencionada. Se encuentra en el archivo
interfaces-modulos.pdf.
Documento PDF “ISO Standard Z”: en e´l se presenta una descripcio´n del Esta´ndar ISO de Z.
Se encuentra en el archivo isoZ.pdf.
Archivo simbolosZ.pdf: en e´l se presenta una tabla con los comandos LATEX que corresponden
a los distintos s´ımbolos que se utilizan en el lenguaje Z, de acuerdo al esta´ndar ISO.
Documentacio´n JavaDoc: da informacio´n exhaustiva del co´digo fuente, simple de utilizar y con-
sultar debido a su cara´cter navegable. En la misma se describen las clases que componen al
sistema, junto con sus interfaces. Se encuentra disponible so´lo en ingle´s.
6.3. Manual de usuario
En esta seccio´n se describen los pasos a seguir y los comandos disponibles para el usuario en
la utilizacio´n del prototipo de Fastest. Si bien Fastest fue concebido como un sistema distribuido,
con el procesamiento repartido entre clientes y servidores, tambie´n es posible utilizarlo de forma
monol´ıtica, ejecutando solamente una instancia de un cliente, en el cual ocurra todo el procesamiento.
El manual en principio explicara´ co´mo usarlo de esta manera, que es en la que los clientes de Fastest
esta´n configurados por defecto para trabajar. Al final del cap´ıtulo se detallara´ co´mo hacer uso de la
herramienta de forma distribuida.
6.3.1. Instalar y ejecutar Fastest
La distribucio´n anexa a este informe incluye el archivo fastest.tar.gz, el cual contiene todo
lo necesario para ejecutar la herramienta. En primer lugar, este debera´ descomprimirse en alguna
ubicacio´n que el usuario desee. En el directorio Fastest que se obtiene al realizar la extraccio´n se
puede encontrar un archivo llamado fastest.jar. Este archivo esta´ compuesto por todos los archivos
de clases Java que conforman la herramienta, y es el que habra´ que utilizar para poder correr Fastest,
lo cual se logra ejecutando lo siguiente en la consola del sistema operativo utilizado:
$> java -jar fastest.jar
De no ocurrir ningu´n problema, deber´ıa aparecer en la pantalla el siguiente indicador:
Fastest version 1.0, (C) 2008, Flowgate Security Consulting
Fastest>
con el cursor esperando por la entrada del usuario, en lo que es el inte´rprete de comandos de Fastest.
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6.3.2. Cargar una especificacio´n
Para cargar una especificacio´n en el contexto de la herramienta se dispone del comando loadspec.
Al utilizarlo, se lo debe seguir con el nombre del archivo LATEX que contiene la especificacio´n del
sistema a testear. Considerando el ejemplo de la lectura de archivos de la Seccio´n 3.5.1, y asumiendo
que su especificacio´n esta´ codificada correctamente en LATEX en el archivo lectura.tex del mismo
directorio de fastest.jar,el comando deber´ıa utilizarse como se muestra a continuacio´n:
Fastest> loadspec lectura.tex
Loading specification..
Specification loaded.
Fastest>
a lo que sigue, como puede observarse, la impresio´n de un mensaje que indica que la especificacio´n
pudo cargarse exitosamente y el cursor en espera por nueva entrada del usuario.
Si la especificacio´n tuviera algu´n error de sintaxis o de tipo, esto ser´ıa informado en este punto,
de manera similar a como muestra el siguiente fragmento:
Fastest> loadspec lectura.tex
Loading specification..
Specification has not been loaded because it has type errors.
line 12 column 13 in "lectura.tex": Syntax error in variable declaration at
token BYTEpermiso; an expression is expected after token COLON.
line 13 column 1 in "lectura.tex": Possible missing hard space
Fastest>
donde se brinda informacio´n acerca del posible error en el archivo LATEX, como una gu´ıa para que el
usuario pueda corregirlo. Lo´gicamente, en casos de error como este, la especificacio´n no se carga en
el contexto de Fastest. Para intentar hacerlo de nuevo posteriormente, debera´ utilizarse otra vez el
comando loadspec.
6.3.3. Visualizar la especificacio´n cargada
En algunos casos, el usuario puede querer presentar en pantalla la especificacio´n que ya ha cargado
en el contexto de Fastest. Para esto, la herramienta provee del comando showspec. Si el comando se
utiliza sin argumentos, la especificacio´n se imprime en pantalla de manera ide´ntica a como esta´ codifi-
cada en el archivo a partir del cual fue cargada. No se imprime el contenido del archivo exactamente,
pues el texto informal que e´ste puede contener no es tenido en cuenta; pero los fragmentos que corres-
ponden a la especificacio´n s´ı son presentados con exactitud.
El comando showspec puede utilizarse seguido de la opcio´n -u, de la siguiente forma:
Fastest> showspec -u
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en cuyo caso la especificacio´n se muestra con todos sus esquemas completamente expandidos.
Adema´s, al comando le puede seguir la opcio´n -o junto con un nombre de archivo como argumento,
para redirigir la salida al archivo indicado. Dado que la especificacio´n ya esta´ escrita en un archivo,
esta opcio´n puede parecer inu´til. Sin embargo, es la combinacio´n de las dos opciones -u y -o la que
puede tener sentido considerar: para tener en un archivo una versio´n expandida de la especificacio´n.
Por ejemplo, podr´ıa enviarse la especificacio´n al archivo lectura2.tex, con sus esquemas expandidos,
con el siguiente comando:
Fastest> showspec -u -o lectura2.tex
Al utilizar esta opcio´n, el contenido del archivo de destino no sera´ ide´ntico a lo que se presenta
en pantalla cuando no se especifica la opcio´n. En este caso, adema´s se incluyen porciones de co´digo
LATEX adicionales, las cuales son necesarias para que el archivo pueda compilarse y generar un archivo
en formato PDF.
Otro comando que vale la pena describir en este momento es showloadedops. A trave´s de e´l es
posible obtener un listado de las operaciones cargadas con la especificacio´n, lo cual puede dar al usuario
de Fastest conocimiento sobre las operaciones sobre las que puede aplicar el proceso de testing. Este
comando se utiliza sin argumentos y no tiene opciones, como muestra el fragmento que sigue:
Fastest> showloadedops
* LeerOk
* ArchivoVacio
* FinDeArchivoEncontrado
* ArchivoProhibido
* Leer
6.3.4. Seleccionar operaciones para testear
Una vez que se ha cargado la especificacio´n al contexto de Fastest y que se conocen cuales son sus
operaciones, el siguiente paso es elegir aquellas para las cuales se intentara´ generar casos de prueba
abstractos. Esto debe hacerse a trave´s del comando selop, seguido del nombre de la operacio´n que
le corresponde. Se pueden seleccionar todas las operaciones que se deseen, entre las que hayan sido
cargadas en el contexto de Fastest con la especificacio´n, pero para cada una de ellas es necesario
ejecutar el comando.
Para deseleccionar una de las operaciones previamente seleccionadas, Fastest dispone del comando
unselop, que al utiliza´rselo debe seguirle el nombre de la operacio´n correspondiente. Por comodidad,
tambie´n existe el comando unselallops, que se utiliza sin argumentos ni opciones y permite quitar
la eleccio´n de todas las operaciones seleccionadas para aplicar.
Para ver un listado de las operaciones seleccionadas, usar el comando showselops.
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6.3.5. Agregar ta´cticas de testing
Adema´s de ser necesario que el usuario de Fastest seleccione las operaciones a testear, e´ste debe
indicar que´ ta´cticas de testing van a intentar aplicarse a cada una de ellas para generar los a´rboles
de prueba. El comando addtactic hace posible que se forme la lista de las ta´cticas que se aplicara´n
a determinada operacio´n previamente seleccionada. La sintaxis de este comando es bastante compleja
porque depende de la ta´ctica que en particular se quiera aplicar. Sin embargo, la sintaxis base es:
addtactic <op_name> <tactic_name> <tactic_parameters>
donde op_name es el nombre de la operacio´n seleccionada, tactic_name es el nombre de la ta´ctica
(soportada por Fastest) que se quiere aplicar y tactic_parameters es el listado de para´metros de-
pendiente de la ta´ctica indicada.
Como se vio en la Seccio´n 3.5.1, las ta´cticas soportadas por la actual versio´n de Fastest son:
Forma Normal Disyuntiva (ver Seccio´n 3.5.1.2). Se aplica por defecto a toda operacio´n y no es
necesario agregarla.
Particiones Esta´ndar (ver Seccio´n 3.5.1.3). Si se quiere agregar esta ta´ctica, debe hacerse con
el nombre SP. Los para´metros para addtactic <op_name> SP son <operator> <expression>,
donde operator es un operador Z escrito en LATEX, y expression es una expresio´n Z en LATEX
que contiene al operador y que esta´ contenida en el predicado de la operacio´n a la que se le
quiere agregar la ta´ctica. Por lo tanto, SP se puede aplicar a distintos operadores y distintas
expresiones de la misma operacio´n, siempre y cuando aparezcan en el predicado de la misma.
Por otro lado, Fastest debe tener definida una particio´n esta´ndar para el operador que el usuario
especifique. Ma´s adelante se vera´ co´mo agregar definiciones de particiones esta´ndar a las que ya
posee la herramienta.
Tipos Libres (ver Seccio´n 3.5.1.4). Si se quiere agregar esta ta´ctica, utilizar el nombre FT. Esta
necesita so´lo un para´metro: el nombre de la variable cuyo tipo es un tipo libre. La versio´n de
Fastest aqu´ı presentada so´lo soporta la aplicacio´n de FT considerando tipos libres que sean
enumerados, es decir, que no definan un tipo inductivo.
Algunos ejemplos de uso del comando addtactic son:
1. addtactic Leer SP \leq longitud? \leq \# datos
2. addtactic Leer SP \dres (1..longitud?) \dres datos
3. addtactic Leer FT permiso?
los cuales, respectivamente, tienen los siguientes significados:
1. Se quiere agregar la ta´ctica de Particiones Esta´ndar al listado de ta´cticas de la operacio´n Leer ,
considerando el operador ≤ de la expresio´n longitud? ≤ #datos, la cual esta´ contenida en el
predicado de Leer .
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2. Se quiere agregar la ta´ctica de Particiones Esta´ndar al listado de ta´cticas de la operacio´n Leer ,
considerando el operador C de la expresio´n (1..longitud?) C datos, la cual esta´ contenida en el
predicado de Leer .
3. Se quiere agregar la ta´ctica de Tipos Libres al listado de la operacio´n Leer , considerando la
variable permiso?, que esta´ declarada en Leer como una variable cuyo tipo es el tipo libre
PERMISO .
6.3.5.1. Configurar particiones esta´ndar
Como se pudo observar, una de las ta´cticas soportadas por Fastest es Particiones Esta´ndar. En la
Seccio´n 3.5.1.3 se mostro´ que al querer aplicar esta ta´ctica a una clase de prueba de una operacio´n
Op, se debe considerar un operador que tenga alguna ocurrencia en el predicado de Op y para el que
este´ definida una particio´n esta´ndar de su dominio. Con el objetivo de que el usuario pueda consul-
tar las definiciones de las particiones esta´ndar, editarlas o agregar otras nuevas fa´cilmente, Fastest
las mantiene en un u´nico archivo de configuracio´n, escritas en un sencillo lenguaje especialmente
disen˜ado para tal fin. El nombre y ubicacio´n del archivo, respecto al directorio donde se encuentra
fastest.jar, es lib/conf/stdpartition.spf, si el sistema operativo utilizado es UNIX/Linux o
lib\conf\stdpartition.spf, si se trabaja bajo Windows. En caso de modificar el archivo, y de
querer apreciar los cambios realizados al usar la herramienta, e´sta debe ser reiniciada.
Cada particio´n esta´ndar debe estar dada por exactamente una definicio´n en el archivo mencionado.
Cada l´ınea de la definicio´n debe terminar con un s´ımbolo;(punto y coma). La primera de estas l´ıneas
debe tener el operador Z que corresponde a la particio´n, escrito en formato LATEX, seguido por la
cadena : operator, y finalizando con la lista de para´metros formales del operador, separados por
comas y encerrando a todos juntos entre pare´ntesis. La u´ltima l´ınea de la definicio´n simplemente debe
ser end operator; y cada l´ınea intermedia debe definir un sub-dominio de la particio´n esta´ndar. Cada
sub-dominio es una conjuncio´n de condiciones, las cuales deben separarse por comas. A su vez, cada
condicio´n debe ser una expresio´n escrita en LATEX, en funcio´n de los para´metros formales listados en
la primer l´ınea de la definicio´n. Por ejemplo, la particio´n esta´ndar que suele utilizarse para el operador
<, se define de la siguiente manera:
< : operator(A,B);
A < 0, B < 0;
A < 0, B = 0;
A < 0, B > 0;
A = 0, B < 0;
A = 0, B = 0;
A = 0, B > 0;
A > 0, B < 0;
A > 0, B = 0;
A > 0, B > 0;
end operator;
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6.3.6. Generar el a´rbol de pruebas
Cuando el usuario de Fastest ha elegido las operaciones con las cuales trabajar y las ta´cticas de
testing que se aplicara´n a cada una de ellas, todo esta´ preparado para iniciar la generacio´n de a´rboles
de pruebas para tales operaciones. El comando que debe utilizarse para ordenar este proceso se llama
genalltt, cuyo nombre proviene de “generate all test trees” (“generar todos los a´rboles de prueba”).
genalltt debe utilizarse sin argumentos y sin opciones, y de realizar su tarea exitosamente, Fastest
debe presentar al usuario, nuevamente, el cursor en espera del ingreso de un nuevo comando.
6.3.7. Generar casos de prueba abstractos
La generacio´n de casos de prueba se ordena a trave´s del comando genalltca, sin utilizar argumen-
tos ni opciones. El nombre del comando proviene de “generate all test cases” (“generar todos los casos
de prueba”). Al ejecutar genalltca, Fastest intentara´ generar casos de prueba abstractos para todas
las operaciones seleccionadas, distribuyendo el procesamiento entre todos los servidores registrados.
Por cada operacio´n seleccionada, se verificara´ si e´sta tiene un a´rbol de pruebas previamente generado.
En caso afirmativo, Fastest intentara´ obtener casos de prueba abstractos para las clases de prueba
que sean hojas del a´rbol. Si a la operacio´n no le corresponde ningu´n a´rbol de pruebas, la herramienta
primero generara´ uno (teniendo en cuenta el listado de ta´cticas asociado a la operacio´n) y despue´s
intentara´ encontrar casos de prueba a partir de e´l.
Al ejecutar el comando, se ira´n mostrando en pantalla los nombres de las clases de prueba para
las que se realiza la bu´squeda de casos de prueba, indicando para cada una el e´xito o fracaso de la
generacio´n.
6.3.8. Presentar los resultados
Para presentar los resultados obtenidos en el proceso de testing, Fastest provee los comandos
showtt y showsch. Sus nombres provienen de “show test trees” (“mostrar a´rboles de prueba”) y
“show schema’ (“mostrar esquema”), respectivamente. showtt hace posible la presentacio´n de todos
los a´rboles de pruebas que hayan sido generados y no espera argumentos. Si ya se generaron casos
de prueba, showtt adema´s mostrara´ estos casos “colgando” de las clases que les corresponden. Por
su parte, showsch muestra el esquema cuyo nombre se pasa como argumento, el cual puede ser un
esquema que aparece en la especificacio´n original, o bien una clase de prueba o un caso de prueba que
hayan sido generados por la herramienta.
Los dos comandos cuentan con la opcio´n -o, la cual como en 6.3.3, redirige la salida hacia el archivo
cuyo nombre debe indicarse como argumento de la opcio´n. El contenido del archivo incluira´ co´digo
LATEX adicional, necesario para que e´ste pueda compilarse y generar un archivo en PDF.
Adema´s, el comando showsch permite utilizar la opcio´n -u. Esta espera un nu´mero entero co-
mo argumento, orden_de_expansion. Si el esquema a presentar esta´ en la especificacio´n original y
orden_de_expansion es cero, el esquema se muestra tal cual fue definido en esa especificacio´n; si
orden_de_expansion es distinto de cero, se muestra completamente expandido. Si el esquema a pre-
sentar es una clase de prueba o un caso de prueba, casos en los que sera´ un nodo de algu´n a´rbol
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de pruebas, el esquema se muestra expandiendo los esquemas inclu´ıdos tantas veces como indique
orden_de_expansion, salvo que este valor sea negativo o mayor que la distancia del nodo a la ra´ız
del a´rbol, situacio´n en la que el esquema se muestra expandido completamente.
showsch puede usarse de una forma alternativa, sin indicar el nombre de un esquema a continuacio´n
del comando. Si el usuario ejecuta showsch -tcl, se muestran todos los esquemas correspondientes
a clases de prueba. Por otro lado, al ejecutar showsch -tca, se presentan todos los esquemas que
corresponden a casos de prueba. En estas dos variantes se puede utilizar la opcio´n -p seguida por el
nombre de una operacio´n, en cuyo caso se presentan las clases de prueba o los casos de prueba (segu´n
sea -tcl o -tca, respectivamente) pero so´lo para la operacio´n indicada.
6.3.9. Otros comandos
Los siguientes son otros comandos ofrecidos por la herramienta, cuyos significados son ma´s triviales,
lo que no implica que sean menos necesarios en la utilizacio´n de Fastest. Ninguno de ellos espera
argumentos ni acepta opciones.
version
Presenta en pantalla la versio´n actual de Fastest.
help
Presenta en pantalla la ayuda de Fastest, con un listado de los comandos disponibles. La
ayuda se presenta en ingle´s, el idioma utilizado por la herramienta para interactuar con el
usuario.
reset
Elimina toda la informacio´n del contexto de Fastest. Esto incluye, alguna especificacio´n que
se haya cargado, operaciones seleccionadas, ta´cticas de testing agregadas a una aplicacio´n,
a´rboles de pruebas y casos de prueba calculados, etc.
quit / exit
Cierra la herramienta.
6.3.10. Ejecutando Fastest como un sistema distribuido
Adema´s de fastest.jar hay otros archivos que se extraen del archivo fastest.tar.bz hacia el
directorio de nombre Fastest, entre los que se encuentra fastest-server.jar. Es a partir de este
archivo que el usuario de la herramienta puede poner en funcionamiento un servidor para la generacio´n
de casos de prueba abstractos. El primer paso es realizar la misma extraccio´n de fastest.tar.bz que
se mostro´ en 6.3.1 para utilizar el cliente de Fastest, pero en el equipo donde quiere que funcione el
servidor. A continuacio´n, debe realizarse la ejecucio´n en una consola, dentro del directorio Fastest,
de la siguiente l´ınea de comando:
CAPI´TULO 6. UTILIZANDO FASTEST 77
$> java -jar fastest-server.jar
la cual inicia el correspondiente servidor y hara´ que e´ste espere por conexiones con uno o ma´s clientes
de Fastest. E´stas conexiones se establecera´n, del lado del servidor, sobre un puerto que se especifica
en el archivo lib/conf/server-port.conf, cuya ubicacio´n es relativa al directorio donde se encuen-
tra fastest.jar. Una vez iniciado, el servidor queda corriendo indefinidamente, lo cual se pretende
mejorar en futuras versiones de Fastest.
Por el lado de los clientes, es necesario registrar en ellos los servidores a los cuales pueden
conectarse para solicitar algu´n servicio de procesamiento. Para este fin, debe editarse el archivo
lib/conf/cserversinfo.conf. Este archivo de configuracio´n contiene un listado de los servidores
asociados al cliente, indicando uno por l´ınea y especificando el nombre del servidor, su direccio´n IP y
el puerto de conexio´n, en ese orden. Un ejemplo de registro de servidores en un cliente de Fastest es
el siguiente:
fastest1 127.0.0.1 5001
fastest2 192.168.131.1 4505
fastest3 192.168.131.2 7171
fastest4 192.168.131.3 6820
donde puede apreciarse que el cliente que utiliza esa configuracio´n interactuara´ con 4 servidores de
co´mputo, teniendo al primero de ellos (el que tiene la direccio´n de loopback 127.0.0.1) en ejecucio´n
en la misma computadora. En verdad, en la versio´n actual de Fastest, si se indica un servidor con la
direccio´n de loopback, todo el procesamiento ocurre en el mismo cliente, por lo que no es necesario
poner a funcionar un servidor a trave´s de fastest-server.jar. Tambie´n en esta versio´n, el archivo
de configuracio´n lib/conf/cserversinfo.conf, por defecto, contiene una so´la l´ınea y es como la
primera del ejemplo. De esta manera, si el archivo no es modificado, todo el procesamiento de Fastest
ocurre en el mismo cliente. En versiones futuras, puede considerarse modificar esta caracter´ıstica para
que sea posible tener un cliente y un servidor funcionando en la misma computadora, sobretodo en
situaciones donde el equipo tenga posibilidades de funcionar con ma´s de un microprocesador.
Cap´ıtulo 7
Caso de Estudio: Protocolo de
Comunicacio´n
En este cap´ıtulo se presentara´ un caso de estudio en el cual se describira´ el uso de Fastest sobre la
especificacio´n Z de un sistema particular, con la intencio´n de mostrar co´mo pueden generarse casos de
prueba abstractos de manera automa´tica. La especificacio´n corresponde al protocolo de comunicacio´n
EXP-OBDH Communication Protocol (EOCP) para el microsate´lite cient´ıfico SACI-1.
7.1. La especificacio´n Z
Esta seccio´n describe el modelo formal del EXP-OBDH Communication Protocol (EOCP), el cual
fue escrito a partir de su especificacio´n informal [36]. A la hora de realizar la lectura del modelo, es
importante notar lo siguiente:
1. De todos los componentes del protocolo, so´lo uno, cuyo nombre es SLAVE, ha sido especificado.
Esto se debe a que SLAVE es probablemente el mo´dulo ma´s complejo del sistema.
2. Dado que es dif´ıcil, sino imposible, especificar requisitos de tiempo en el lenguaje Z, y dado que
la especificacio´n informal de EOCP incluye tales requisitos, el modelo formal aqu´ı presentado
no es lo suficientemente preciso como deber´ıa ser. Sin embargo, en este caso, los requisitos de
tiempo son muy simples.
3. Las prioridades son tambie´n dif´ıciles de especificar en Z y EOCP requiere que el componente
EXP asigne ma´s prioridad para recibir interrupciones para adquirir datos que para reaccionar a
comandos enviados por el componente OBDH. No se ha formalizado este requerimiento.
4. Dado que Fastest todav´ıa no implementa completamente el lenguaje Z, la especificacio´n ha sido
forzada para utilizar so´lo el subconjunto del lenguaje implementado en la herramienta. Esto
puede conducir a una especificacio´n innecesariamente compleja o ilegible.
5. El protocolo formalizado es principalmente un sistema reactivo, por lo que Z no es el lenguaje
de especificacio´n formal ma´s apropiado.
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6. Se asumira´ que todas las operaciones son ato´micas.
7. No se ha modelado la verificacio´n de la integridad de un mensaje.
7.1.1. Tipos ba´sicos y tipos libres
EXP captura informacio´n de su entorno, la cual, posiblemente, deba ser enviada hacia OBDH.
Adema´s, EXP almacena su propio estado en memoria. El siguiente tipo ba´sico representa ambas
clases de informacio´n:
[MDATA]
OBDH puede enviar distintos comandos a EXP para que e´ste realice determinada accio´n. Estos
comandos se representan a trave´s del tipo enumerado que sigue:
CTYPE ::= RM | SC | IDA | SDA | TD | RC | MD | ML | LP
Los diferentes tipos de respuestas que env´ıa EXP tambie´n se representan con un tipo enumerado.
RTYPE ::= MR | CD | EDP | ND | MDD
Los modos de configuracio´n en los cuales EXP puede trabajar son representados como otro tipo
enumerado.
CMODE ::= COF | CON
OBDH puede solicitarle a EXP actuar sobre sus diferentes dispositivos a trave´s de un comando
llamado Cargar Para´metros con un valor particular en el campo DATA. El tipo PARAM se refiere a
esos valores.
PARAM ::= LLDHiOff | LLDHiOn | TMOff | TMOn | HiV 50 | HiV 45 | HiV 40 | HiVOff |
RU | TS18 | TS13
En este modelo el tiempo se considera discreto. Teniendo en cuenta que el menor requisito de
tiempo esta´ dado en milisegundos, se asumira´ que cada unidad de tiempo representa un milisegundo.
TIME == N
BIN representa un tipo binario1.
BIN ::= no | yes
1El lenguaje Z no trae definido un tipo para la representacion de tipo binario.
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7.1.2. El espacio de estado del Sistema, sus estados iniciales y sus invariantes de
estado
Las variables de estado del modelo se listan a continuacio´n:
ctime ≈ El tiempo actual en EXP
memd ≈ La memoria en que EXP almacena registros de los experimentos realizados.
memp ≈ La memoria en que EXP almacena la imagen del programa y sus variables locales.
Se asume que EXP tiene espacio para 6 buffers de 43 elementos de tipo MDATA. Los
primeros 5 buffers se reservan para el co´digo del programa, sus variables, su pila, etc
(memp), y el buffer restante es para informacio´n vinculada a experimentacio´n (memd).
mdp ≈ Puntero de env´ıo de memoria.
Es utilizado para mantener una indicacio´n de cua´ntas celdas de memoria han sido enviadas
al OBDH en respuesta a un comando de env´ıo de memoria.
ped ≈ Puntero de memoria de datos de experimentacio´n.
Es usada para mantener una indicacio´n de cua´ntas celdas de memoria, para registros de
experimentacio´n, han sido enviadas al OBDH en respuesta a un comando de transmisio´n
de datos.
mep ≈ Puntero que indica la u´ltima celda usada en la memoria para registros de experi-
mentacio´n.
Es usado para mantener una indicacio´n de cua´ntas celdas de memoria esta´n siendo usadas
para almacenar registros de experimentacio´n.
acquiring ≈ Si EXP esta´ en modo de adquisicio´n o no.
waiting ≈ Si EXP esta´ esperando por el resto de un comando OBDH.
mode ≈ Modo de configuracio´n en el que EXP esta´ trabajando actualmente.
ccmd ≈ El pro´ximo comando a ser procesado por EXP.
sending ≈ Si EXP esta´ enviando datos a OBDH o no.
dumping ≈ Si EXP esta´ enviando su memoria o no.
waitsignal ≈ Si EXP esta´ esperando para enviar una sen˜al al telescopio, que le indique que
debe adquirir nuevos registros de experimentacio´n.
Se han agrupado e´stas variables de estado en tres esquemas Z: el primero, agrupa variables rela-
cionadas a la memoria; el segundo, variables vinculadas al tiempo; y el tercero, todas las variables
restantes.
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Memory
memp,memd : seq MDATA
mdp,mep, ped : N
Time == [ctime : TIME ]
Status
acquiring ,waiting , sending , dumping ,waitsignal : BIN
mode : CMODE
ccmd : CTYPE
El esquema de estado es la inclusio´n de los tres esquemas previos.
ExpState == [Memory ; Time; Status]
El esquema de estado inicial, el cual representa un conjunto infinito de estados, establece valores
razonables para algunas de las variables de estado.
ExpInitState
ExpState
#memp = 5 ∗ 43
#memd = 43
mdp = mep = ped = 0
acquiring = waiting = sending = dumping = waitsignal = no
Los invariantes de estado del sistema se describen en el siguiente esquema:
StateInvariants
ExpState
#memp = 5 ∗ 43
#memd = 43
mep ∈ 0 . . 43
ped ∈ 0 . . 43
mdp ∈ 0 . . 5 ∗ 43
acquiring = no ⇒ waitsignal = no
7.1.3. Operaciones
Por simplicidad se asumira´ que, desde un punto de vista abstracto, los comandos se env´ıan desde
OBDH a EXP en cuatro etapas (sin importar cua´ntos paquetes de datos de bajo nivel deban ser
enviados):
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1. OBDH inicia un comando.
2. OBDH env´ıa el tipo de comando.
3. OBDH env´ıa los para´metros (de ser necesario) de acuerdo al tipo de comando.
4. OBDH termina el comando.
EXP sincronizara´ con OBDH de la siguiente manera:
1. EXPR esperara´ a OBDH para iniciar un comando.
2. EXP esperara´ por un tipo de comando.
3. EXP esperara´ por el fin del comando.
4. EXP ejecutara´ una entre varias operaciones internas, dependiendo del tipo de comando recibido
en el segundo paso.
Notar que no se esta´ modelando la recepcio´n de para´metros: simplemente se asume que esto
ocurre de algu´n modo.
Las operaciones correspondientes a los primeros tres pasos se describen en las Seccio´n 7.1.3.2 y las
operaciones internas (cuarto paso) son descriptas en las secciones 7.1.3.4 y 7.1.3.5. Sin embargo, la
siguiente seccio´n (7.1.3.1) muestra algunas operaciones relacionadas a aspectos temporales, dado que
algunas de las otras operaciones tienen requisitos de tiempo.
EXP tambie´n tiene que sincronizar con los sensores del sate´lite para controlar la adquisicio´n de
datos. Esto se muestra en la Seccio´n 7.1.3.3.
Debe notarse que todas las operaciones, salvo cuando se diga expl´ıcitamente lo contrario, consti-
tuyen la interfaz que EXP expone a ODBH y otros componentes tales como los sensores y el reloj.
7.1.3.1. Operaciones relacionadas a aspectos temporales
Tick es una operacio´n externa llevada a cabo por el hardware de EXP y representa el avance del
reloj en una unidad de tiempo. De alguna forma, EXP recibe este nuevo valor, o el hardware modifica
una de las celdas de memoria de EXP. Esto es irrelevante en este nivel de abstraccio´n.
Tick == [∆ExpState; ΞMemory ; ΞStatus | ctime ′ = ctime + 1]
Cuando EXP recibe de OBDH el comienzo de un nuevo comando, se establece un timer que expi-
rara´ despues de 500 ms. Timeout500ms representa esa expiracio´n (es decir, el timer (externo) llamara´ a
Timeout500ms cuando termine). Despue´s de la ejecucio´n de esta operacio´n EXP no esperara´ ma´s por
el resto del mensaje. Set500msTimer y Stop500Timer constituyen la interfaz que EXP debe usar par
establecer y detener el timer, y por ahora se las deja sub-especificadas.
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Timeout500ms
∆ExpState; ΞMemory ; ΞTime
waiting ′ = no
acquiring ′ = acquiring
sending ′ = sending
dumping ′ = dumping
waitsignal ′ = waitsignal
mode ′ = mode
ccmd ′ = ccmd
Set500msTimer
x : Z
Stop500msTimer
x : Z
El otro requisito de tiempo para EXP tiene que ver con la recoleccio´n de registros experimentales.
EXP debe emitir una interrupcio´n hacia el hardware del telescopio cada 700 ms. Se procedera´ de forma
ana´loga a lo anterior:
Timeout700ms
∆ExpState; ΞMemory ; ΞTime
waitsignal ′ = no
sending ′ = sending
waiting ′ = waiting
acquiring ′ = acquiring
dumping ′ = dumping
mode ′ = mode
ccmd ′ = ccmd
Set700msTimer
x : Z
Stop700msTimer
x : Z
7.1.3.2. Inicio de comando, tipo de comando y fin de comando
El documento de requerimientos dice que EXP puede detectar el comienzo de un nuevo comando,
momento a partir del cual debe esperar 500 ms por el resto del comando. Si este no llega, EXP espera-
ra´ por otro nuevo comando.
Las siguientes operaciones son ofrecidas por EXP para que OBDH puede ejecutarlas para transmitir
sus comandos.
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CommandStartOk
∆ExpState; ΞMemory ; ΞTime
waiting = no
waiting ′ = yes
acquiring ′ = acquiring
sending ′ = sending
dumping ′ = dumping
waitsignal ′ = waitsignal
mode ′ = mode
ccmd ′ = ccmd
CommandStartE == [ΞExpState | waiting = yes]
CommandStart == (CommandStartOk ∧ Set500msTimer) ∨ CommandStartE
Cuando EXP esta´ esperando, OBDH puede establecer el tipo del comando que quiere ejecutar en
EXP. Aqu´ı se tienen tres porque hay dos comandos que env´ıan sus respuestas en ma´s de un paso.
Estos comandos son: transmitir datos (TD) y enviar memoria (MD).
CommandTypeOk1
∆ExpState; ΞMemory ; ΞTime
type? : CTYPE
waiting = yes
type? /∈ {TD ,MD}
ccmd ′ = type?
waiting ′ = waiting
acquiring ′ = acquiring
sending ′ = sending
dumping ′ = dumping
waitsignal ′ = waitsignal
mode ′ = mode
CommandTypeOk2
∆ExpState; ΞMemory ; ΞTime
type? : CTYPE
waiting = yes
type? = TD
ccmd ′ = type?
sending ′ = yes
acquiring ′ = acquiring
waiting ′ = waiting
dumping ′ = dumping
waitsignal ′ = waitsignal
mode ′ = mode
CommandTypeOk3
∆ExpState; ΞMemory ; ΞTime
type? : CTYPE
waiting = yes
type? = MD
ccmd ′ = type?
dumping ′ = yes
sending ′ = sending
acquiring ′ = acquiring
waiting ′ = waiting
waitsignal ′ = waitsignal
mode ′ = mode
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CommandTypeE == [ΞExpState | waiting 6= yes]
CommandType ==
CommandTypeOk1 ∨ CommandTypeOk2 ∨ CommandTypeOk3 ∨ CommandTypeE
De alguna forma se asume que OBDH comunica a EXP que el comando actual ha finalizado, pero
EXP prestara´ atencio´n a esta sen˜al si esta´ esperando por ella.
CommandFinishOk1
∆ExpState; ΞMemory ; ΞTime
waiting = yes
waiting ′ = no
sending ′ = sending
acquiring ′ = acquiring
dumping ′ = dumping
waitsignal ′ = waitsignal
mode ′ = mode
ccmd ′ = ccmd
CommandFinishE == [ΞExpState | waiting 6= yes]
CommandFinish == (CommandFinishOk1 ∧ Stop500msTimer) ∨ CommandFinishE
Notar que tanto CommandFinishOk como Timeout500ms pueden cambiar el valor de waiting .
Precisamente, el comportamiento de EXP con respecto a si el resto de un nuevo comando es aceptado,
depende de cua´les de esas operaciones se ejecuta primero.
Una vez que OBDH completa el comando, EXP puede ejecutar el cuerpo de la correspondiente
operacio´n interna (mostrado en secciones 7.1.3.4 y 7.1.3.5).
7.1.3.3. Adquisicio´n de datos
Una vez que OBDH le ordena a EXP la habilitacio´n de la interrupcio´n para adquisicio´n de datos,
EXP enviara´ la interrupcio´n al telescopio cada 700 ms. Despue´s que la interrupcio´n fue enviada, EXP
es interrumpido por el telescopio cuando haya informacio´n para ser consultada. Esta informacio´n es
almacenada en un buffer de 43 celdas. RetrieveEData es, entonces, la operacio´n de EXP ejecutada por
la interrupcio´n enviada por el telescopio.
CAPI´TULO 7. CASO DE ESTUDIO: PROTOCOLO DE COMUNICACIO´N 86
RetrieveEDataOk
∆ExpState; ΞTime; ΞStatus
data? : seq MDATA
data? 6= 〈〉
mep + #data? ≤ 43
memd ′ = memd ⊕ {i : 1 . . #data? • mep + i 7→ data? i}
mep′ = mep + #data? + 1
ped ′ = 0
mdp′ = mdp
memp′ = memp
RetrieveEDataE == [ΞExpState; data? : seq MDATA | data? = 〈〉 ∨ 43 < mep + #data?]
RetrieveEData == RetrieveEDataOk ∨ RetrieveEDataE
No se ha incluido waiting = no ∧ acquiring = yes en la precondicio´n porque acquiring = no
significa que al telescopio no se le solicita realizar una adquisicio´n de datos, y esto implica que el
telescopio no enviara´ la interrupcio´n a EXP.
7.1.3.4. Comandos OBDH simples
En esta seccio´n se mostrara´ la especificacio´n de aquellos comandos que necesitan respuestas de un
paso para finalizar.
El comando para resetear el microcontrolador no cambia el estado de EXP porque el microcon-
trolador es considerado un componente externo. Entonces, se puede (sub) especificar una interfaz que
esta operacio´n puede llamar para reiniciar el microcontrolador. Posiblemente, esta operacio´n externa
puede reiniciar, por ejemplo, la memoria del sistema, pero esto no se encuentra el el documento de
requerimientos.
MicroReset
x : Z
ResetMicroOk
ΞExpState
rsp! : RTYPE
waiting = no
ccmd = RM
rsp! = MR
ResetMicroE == [ΞExpState | waiting 6= no ∨ ccmd 6= RM ]
ResetMicro == (ResetMicroOk ∧ MicroReset) ∨ ResetMicroE
El comando que consulta el tiempo actual env´ıa el valor actual de ctime.
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SendClockOk
ΞExpState
rsp! : RTYPE
rdata! : TIME
waiting = no
ccmd = SC
rsp! = CD
rdata! = ctime
SendClockE == [ΞExpState | waiting 6= no ∨ ccmd 6= SC ]
SendClock == SendClockOk ∨ SendClockE
La adquisicio´n de datos se lleva a cabo en dos pasos: primero, OBDH env´ıa a EXP el comando
apropiado, y segundo, una operacio´n interna de EXP se ejecuta cada 700 ms. Esta operacio´n interna
env´ıa una interrupcio´n al telescopio para ordenar la adquisicio´n de datos. El primer paso se formaliza
en el esquema InitDataAcq y el segundo en el esquema InterruptTele.
InitDataAcqOk
∆ExpState; ΞMemory ; ΞTime
rsp! : RTYPE
waiting = no
ccmd = IDA
acquiring = no
acquiring ′ = waitsignal ′ = yes
rsp! = MR
waiting ′ = waiting
sending ′ = sending
dumping ′ = dumping
mode ′ = mode
ccmd ′ = ccmd
InitDataAcqE == [ΞExpState | waiting 6= no ∨ ccmd 6= IDA ∨ acquiring 6= no]
InitDataAcq == (InitDataAcqOk ∧ Set700msTimer) ∨ InitDataAcqE
Cuando el timer de 700 ms expira, la operacio´n interna InterruptTele es habilitada. InterruptTele
se deshabilita a s´ı misma despue´s de ejecutarse, pero establece nuevamente el timer de 700 ms para
ser iniciada hasta que OBDH le indique a EXP que no debe adquirir ma´s datos.
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InterruptTeleOk
∆ExpState; ΞMemory ; ΞTime
signal ! : N
waiting = no
acquiring = yes
waitsignal = no
waitsignal ′ = yes
signal ! = 1
waiting ′ = waiting
sending ′ = sending
dumping ′ = dumping
acquiring ′ = acquiring
mode ′ = mode
ccmd ′ = ccmd
InterruptTele == InterruptTeleOk ∧ Set700msTimer
Cuando OBDH le solicita a EXP detener la adquisicio´n de datos, simplemente cambia el valor de
la variable acquiring de yes a no. Notar que esto implica que InterruptTele no sera´ habilitada otra
vez.
StopDataAcqOk
∆ExpState; ΞMemory ; ΞTime
rsp! : RTYPE
waiting = no
ccmd = SDA
acquiring = yes
acquiring ′ = waitsignal ′ = no
rsp! = MR
waiting ′ = waiting
sending ′ = sending
dumping ′ = dumping
mode ′ = mode
ccmd ′ = ccmd
StopDataAcqE == [ΞExpState | waiting 6= no ∨ ccmd 6= SDA ∨ acquiring 6= yes]
StopDataAcq == StopDataAcqOk ∨ StopDataAcqE
La reconfiguracio´n es fa´cil de modelar porque so´lo se tiene que cambiar el valor de la variable
mode, como sigue:
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ReconfigOk
∆ExpState; ΞMemory ; ΞTime
nmode? : CMODE
rsp! : RTYPE
waiting = no
ccmd = RC
mode ′ = nmode?
rsp! = MR
acquiring ′ = acquiring
sending ′ = sending
waiting ′ = waiting
dumping ′ = dumping
waitsignal ′ = waitsignal
ccmd ′ = ccmd
ReconfigE == [ΞExpState | waiting 6= no ∨ ccmd 6= RC ]
Reconfig == ReconfigOk ∨ ReconfigE
Cuando EXP recibe el comando de env´ıo de memoria, se prepara para enviarla y devuelve el men-
saje RECEIVED a OBDH. El env´ıo real se produce cuando OBDH env´ıa un comando de transmisio´n
de datos.
MemoryDumpOk
ΞExpState
rsp! : RTYPE
waiting = no
ccmd = MD
rsp! = MR
MemoryDumpE == [ΞExpState | waiting 6= no ∨ ccmd 6= MD ]
MemoryDump == MemoryDumpOk ∨ MemoryDumpE
Cargar la memoria con datos provenientes de OBDH es ma´s complejo que las operaciones previas,
porque es necesario formalizar co´mo los 43 bytes dedicados a registros de experimentacio´n pueden ser
modificando evitando desbordamientos, dado que ellos pueden dar lugar a errores fatales de programa.
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MemoryLoadOk1
∆ExpState; ΞTime; ΞStatus
addr? : N
data? : seq MDATA
rsp! : RTYPE
waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
addr? + #data? ≤ mep
memd ′ = memd ⊕ {i : 1 . . #data? • i + addr?− 1 7→ data? i}
rsp! = MR
mdp′ = mdp
mep′ = mep
ped ′ = ped
memp′ = memp
MemoryLoadOk2
∆ExpState; ΞTime; ΞStatus
addr? : N
data? : seq MDATA
rsp! : RTYPE
waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
mep < addr? + #data?
memd ′ = memd ⊕ {i : 1 . . #data? • i + addr?− 1 7→ data? i}
mep′ = addr? + #data?
rsp! = MR
mdp′ = mdp
ped ′ = ped
memp′ = memp
MemoryLoadE1 == [ΞExpState; addr? : N; data? : seq MDATA | waiting 6= no ∨ ccmd 6= ML]
MemoryLoadE2 == [ΞExpState; addr? : N; data? : seq MDATA; low? : BIN |
addr? = 0 ∨ data? = 〈〉 ∨ 43 < addr? + #data?]
MemoryLoad == MemoryLoadOk1 ∨ MemoryLoadOk2 ∨ MemoryLoadE1 ∨ MemoryLoadE2
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Cuando un comando de carga de para´metros es recibido, EXP simplemente chequea si el para´metro
es posible, y si lo es, EXP lo env´ıa al dispositivo apropiado. La validacio´n de para´metros es modelada
por la espera de un valor de tipo PARAM . El env´ıo del valor al hardware se representa con una
variable de salida.
LoadParamOk
ΞExpState
p?, actuate! : PARAM
rsp! : RTYPE
waiting = no
ccmd = LP
actuate! = p?
rsp! = MR
LoadParamE == [ΞExpState | waiting 6= no ∧ ccmd 6= LP ]
LoadParam == LoadParamOk ∨ LoadParamE
7.1.3.5. Transmisio´n de datos
La transmisio´n de datos es la operacio´n ma´s compleja del sistema porque involucra el env´ıo de
diferentes partes de la memoria, afecta´ndola a ella misma de diversas maneras. Ma´s au´n, la transmisio´n
de datos posiblemente necesite ma´s de una respuesta para finalizar.
La operacio´n es invocada para transmitir registros de experimentacio´n y el resultado es un env´ıo
de memoria. Los primeros dos esquemas que se presentan a continuacio´n describen la comunicacio´n
de datos de experimentacio´n y los u´ltimos dos la transmisio´n despue´s de un env´ıo de memoria.
Una vez que OBDH solicita registros de experimentacio´n, EXP env´ıa un paquete de 43 bytes
siempre que el buffer este´ completo. Si el buffer no esta´ completo, EXP respondera´ con un mensaje
NO DATA.
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TransDataOk1
∆ExpState; ΞTime
rsp! : RTYPE
rdata! : seq MDATA
waiting = no
ccmd = TD
sending = yes
dumping = no
ped = 0
mep = 43
rsp! = EDP
rdata! = memd
ped ′ = 43
sending ′ = no
acquiring ′ = acquiring
waiting ′ = waiting
dumping ′ = dumping
waitsignal ′ = waitsignal
ccmd ′ = ccmd
mode ′ = mode
memp′ = memp
memd ′ = memd
mdp′ = mdp
mep′ = mep
TransDataE1
ΞExpState
rsp! : RTYPE
waiting = no
ccmd = TD
sending = yes
dumping = no
mep < 43 ∨ ped = 43
rsp! = ND
Enviar la memoria es similar a transmitir registros de experimentacio´n, pero:
Se ha interpretado que un env´ıo de memoria no libera la memoria.
EXP env´ıa un paquete de 43 bytes como respuesta a cada comando de transmisio´n de datos
enviado por OBDH, hasta que todos los memp han sido transmitidos.
CAPI´TULO 7. CASO DE ESTUDIO: PROTOCOLO DE COMUNICACIO´N 93
TransDataOk2
∆ExpState; ΞTime; ΞStatus
rsp! : RTYPE
rdata! : seq MDATA
waiting = no
ccmd = TD
sending = dumping = yes
mdp < 5 ∗ 43
rsp! = MDD
rdata! = (mdp + 1 . . mdp + 43)Cmemp
mdp′ = mdp + 43
memp′ = memp
memd ′ = memd
mep′ = mep
ped ′ = ped
TransDataOk3
∆ExpState; ΞTime
rsp! : RTYPE
waiting = no
ccmd = TD
sending = dumping = yes
mdp = 5 ∗ 43
rsp! = ND
mdp ′ = 0
sending ′ = dumping ′ = no
memp′ = memp
memd ′ = memd
mep′ = mep
ped ′ = ped
acquiring ′ = acquiring
waiting ′ = waiting
sending ′ = sending
waitsignal ′ = waitsignal
mode ′ = mode
ccmd ′ = ccmd
TransDataE2 == [ΞExpState | waiting 6= no ∨ ccmd 6= TD ∨ sending 6= yes]
TransData ==
TransDataOk1
∨ TransDataOk2
∨ TransDataOk3
∨ TransDataE1
∨ TransDataE2
7.2. Resultados de testing basado en especificaciones formales Z
Se ha utilizado Fastest para generar casos de prueba abstractos para las operaciones definidas en
la especificacio´n Z recie´n mostrada. Se considera conveniente so´lo presentar los resultados que surgen
de testear la operacio´n MemoryLoad , por cuestiones de espacio y por ser suficiente para evaluar la
utilidad de la herramienta.
7.2.1. Poniendo a prueba la operacio´n MemoryLoad
La siguiente sucesio´n de comandos (script) fue utilizada para generar el a´rbol de pruebas de
MemoryLoad , mostrarlo en pantalla, y para enviar al archivo memoryload-clases.tex las clases de
prueba obtenidas:
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Fastest> loadspec model-test-protocol.tex
Fastest> selop MemoryLoad
Fastest> addtactic MemoryLoad SP \oplus memd \oplus \{i:1 \upto \# data? @
i + addr? - 1 \mapsto data?~i\}
Fastest> genalltt
Generating test tree for ’MemoryLoad’ operation..
Fastest> showtt
MemoryLoad_VIS
!______MemoryLoad_DNF_1
| !______MemoryLoad_SP_1
| !______MemoryLoad_SP_2
| !______MemoryLoad_SP_3
| !______MemoryLoad_SP_4
| !______MemoryLoad_SP_5
| !______MemoryLoad_SP_6
| !______MemoryLoad_SP_7
| !______MemoryLoad_SP_8
|
!______MemoryLoad_DNF_2
| !______MemoryLoad_SP_9
| !______MemoryLoad_SP_10
| !______MemoryLoad_SP_11
| !______MemoryLoad_SP_12
| !______MemoryLoad_SP_13
| !______MemoryLoad_SP_14
| !______MemoryLoad_SP_15
| !______MemoryLoad_SP_16
|
!______MemoryLoad_DNF_3
| !______MemoryLoad_SP_17
| !______MemoryLoad_SP_18
| !______MemoryLoad_SP_19
| !______MemoryLoad_SP_20
| !______MemoryLoad_SP_21
| !______MemoryLoad_SP_22
| !______MemoryLoad_SP_23
| !______MemoryLoad_SP_24
|
!______MemoryLoad_DNF_4
| !______MemoryLoad_SP_25
| !______MemoryLoad_SP_26
| !______MemoryLoad_SP_27
| !______MemoryLoad_SP_28
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| !______MemoryLoad_SP_29
| !______MemoryLoad_SP_30
| !______MemoryLoad_SP_31
| !______MemoryLoad_SP_32
|
!______MemoryLoad_DNF_5
| !______MemoryLoad_SP_33
| !______MemoryLoad_SP_34
| !______MemoryLoad_SP_35
| !______MemoryLoad_SP_36
| !______MemoryLoad_SP_37
| !______MemoryLoad_SP_38
| !______MemoryLoad_SP_39
| !______MemoryLoad_SP_40
|
!______MemoryLoad_DNF_6
| !______MemoryLoad_SP_41
| !______MemoryLoad_SP_42
| !______MemoryLoad_SP_43
| !______MemoryLoad_SP_44
| !______MemoryLoad_SP_45
| !______MemoryLoad_SP_46
| !______MemoryLoad_SP_47
| !______MemoryLoad_SP_48
|
!______MemoryLoad_DNF_7
!______MemoryLoad_SP_49
!______MemoryLoad_SP_50
!______MemoryLoad_SP_51
!______MemoryLoad_SP_52
!______MemoryLoad_SP_53
!______MemoryLoad_SP_54
!______MemoryLoad_SP_55
!______MemoryLoad_SP_56
Fastest> showsch -tcl -o memoryload-clases.tex
El a´rbol de pruebas generado, como puede apreciarse, consta de dos niveles de nodos. El segun-
do nivel, que contiene en este caso todas las clases de prueba que son hojas del a´rbol, es a par-
tir de donde se intentara´ generar casos de prueba abstractos. El listado de sus clases, tomadas de
memoryload-clases.tex, puede verse en el Ape´ndice B.
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Para generar los casos de prueba abstractos, y para enviar al archivo memoryload-casos.tex los
resultados obtenidos, se ejecutan los siguientes comandos:
Fastest> genalltca
Fastest> showsch -tca -o memoryload-casos.tex
con los cuales se pudo encontrar una cantidad aceptable de casos de prueba2. El contenido de memorylo-
ad-casos.tex puede verse en el Ape´ndice C. El a´rbol de pruebas expandido con los casos de prueba
se presenta a continuacio´n:
Fastest> showtt
MemoryLoad_VIS
!______MemoryLoad_DNF_1
| !______MemoryLoad_SP_1
| !______MemoryLoad_SP_2
| | !______MemoryLoad_SP_2_TCASE
| |
| !______MemoryLoad_SP_3
| !______MemoryLoad_SP_4
| | !______MemoryLoad_SP_4_TCASE
| |
| !______MemoryLoad_SP_5
| | !______MemoryLoad_SP_5_TCASE
| |
| !______MemoryLoad_SP_6
| !______MemoryLoad_SP_7
| !______MemoryLoad_SP_8
|
!______MemoryLoad_DNF_2
| !______MemoryLoad_SP_9
| !______MemoryLoad_SP_10
| | !______MemoryLoad_SP_10_TCASE
| |
| !______MemoryLoad_SP_11
| !______MemoryLoad_SP_12
| | !______MemoryLoad_SP_12_TCASE
| |
| !______MemoryLoad_SP_13
| | !______MemoryLoad_SP_13_TCASE
| |
| !______MemoryLoad_SP_14
2El ca´lculo demando´ 8 horas y 6 minutos, corriendo en una computadora con un procesador AMD Athlon 64 3200+
y 2GB de memoria RAM.
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| | !______MemoryLoad_SP_14_TCASE
| |
| !______MemoryLoad_SP_15
| | !______MemoryLoad_SP_15_TCASE
| |
| !______MemoryLoad_SP_16
| !______MemoryLoad_SP_16_TCASE
|
|
!______MemoryLoad_DNF_3
| !______MemoryLoad_SP_17
| | !______MemoryLoad_SP_17_TCASE
| |
| !______MemoryLoad_SP_18
| | !______MemoryLoad_SP_18_TCASE
| |
| !______MemoryLoad_SP_19
| | !______MemoryLoad_SP_19_TCASE
| |
| !______MemoryLoad_SP_20
| | !______MemoryLoad_SP_20_TCASE
| |
| !______MemoryLoad_SP_21
| | !______MemoryLoad_SP_21_TCASE
| |
| !______MemoryLoad_SP_22
| | !______MemoryLoad_SP_22_TCASE
| |
| !______MemoryLoad_SP_23
| | !______MemoryLoad_SP_23_TCASE
| |
| !______MemoryLoad_SP_24
| !______MemoryLoad_SP_24_TCASE
|
|
!______MemoryLoad_DNF_4
| !______MemoryLoad_SP_25
| | !______MemoryLoad_SP_25_TCASE
| |
| !______MemoryLoad_SP_26
| | !______MemoryLoad_SP_26_TCASE
| |
| !______MemoryLoad_SP_27
| | !______MemoryLoad_SP_27_TCASE
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| |
| !______MemoryLoad_SP_28
| | !______MemoryLoad_SP_28_TCASE
| |
| !______MemoryLoad_SP_29
| | !______MemoryLoad_SP_29_TCASE
| |
| !______MemoryLoad_SP_30
| | !______MemoryLoad_SP_30_TCASE
| |
| !______MemoryLoad_SP_31
| | !______MemoryLoad_SP_31_TCASE
| |
| !______MemoryLoad_SP_32
| !______MemoryLoad_SP_32_TCASE
|
|
!______MemoryLoad_DNF_5
| !______MemoryLoad_SP_33
| | !______MemoryLoad_SP_33_TCASE
| |
| !______MemoryLoad_SP_34
| | !______MemoryLoad_SP_34_TCASE
| |
| !______MemoryLoad_SP_35
| | !______MemoryLoad_SP_35_TCASE
| |
| !______MemoryLoad_SP_36
| !______MemoryLoad_SP_37
| !______MemoryLoad_SP_38
| | !______MemoryLoad_SP_38_TCASE
| |
| !______MemoryLoad_SP_39
| | !______MemoryLoad_SP_39_TCASE
| |
| !______MemoryLoad_SP_40
| !______MemoryLoad_SP_40_TCASE
|
|
!______MemoryLoad_DNF_6
| !______MemoryLoad_SP_41
| | !______MemoryLoad_SP_41_TCASE
| |
| !______MemoryLoad_SP_42
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| !______MemoryLoad_SP_43
| | !______MemoryLoad_SP_43_TCASE
| |
| !______MemoryLoad_SP_44
| !______MemoryLoad_SP_45
| !______MemoryLoad_SP_46
| !______MemoryLoad_SP_47
| !______MemoryLoad_SP_48
|
!______MemoryLoad_DNF_7
!______MemoryLoad_SP_49
!______MemoryLoad_SP_50
!______MemoryLoad_SP_51
!______MemoryLoad_SP_52
!______MemoryLoad_SP_53
!______MemoryLoad_SP_54
!______MemoryLoad_SP_55
!______MemoryLoad_SP_56
El resumen del ana´lisis de los resultados se presenta en la Tabla 7.1. Los siguientes son dos ejemplos
de casos de prueba encontrados, mostrados junto a las clases de prueba correspondientes.
MemoryLoad SP 10
MemoryLoad DNF 2
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
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Hojas E´xitos de bu´squeda Fracasos de bu´squeda Porcentaje
Posibles Imposibles
56 33 5 18 86,84 %
Cuadro 7.1: Resu´men de la bu´squeda de casos de prueba para la operacio´n MemoryLoad.
MemoryLoad SP 10 TCASE
MemoryLoad SP 10
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 31
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
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MemoryLoad SP 31 TCASE
MemoryLoad SP 31
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
Entre las clases de prueba para las que no pudieron encontrarse casos de prueba, y que esta´n
marcados como Posibles en la Tabla 7.1, se encuentras las dos siguientes:
MemoryLoad SP 7
memp,memd : seq MDATA
mdp,mep, ped : N
ctime : TIME
acquiring ,waiting , sending , dumping ,waitsignal : BIN
mode : CMODE
ccmd : CTYPE
addr? : N
data? : seq MDATA
low? : BIN
waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
addr? + #data? ≤ mep
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
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MemoryLoad SP 52
memp,memd : seq MDATA
mdp,mep, ped : N
ctime : TIME
acquiring ,waiting , sending , dumping ,waitsignal : BIN
mode : CMODE
ccmd : CTYPE
addr? : N
data? : seq MDATA
low? : BIN
43 < addr? + #data?
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
donde la eleccio´n de los modelos finitos particular que hace Fastest, y que fue explicada en la Seccio´n
5.4.3, hace imposible encontrar una combinacio´n de valores que satisfaga los predicados que se presen-
tan. Futuras versiones de Fastest mejorara´n notablemente este aspecto, por ejemplo, dando al usuario
la posibilidad de indicar que´ modelos finitos deben considerarse para cada variable de cada clase de
prueba.
Aquellas clases de prueba para las cuales es imposible encontrar casos de pruebas son las que tienen
su predicado equivalente a false. Tambie´n se pretendera´ que pro´ximas versiones de la herramienta
ofrezcan avances en esta cuestio´n, pudiendo hacer una poda de aquellas clases que cumplan con esta
caracter´ıstica.
Cap´ıtulo 8
Conclusiones y trabajo futuro
A lo largo de un an˜o y medio de trabajo se desarrollo´ el prototipo de una herramienta que permite
automatizar en gran medida el proceso de testing funcional basado en especificaciones formales Z.
Con su ayuda, es posible hacer menos laboriosa la intervencio´n del hombre en la etapa de testing del
desarrollo de software. De esta forma, Fastest ser´ıa muy u´til en cualquier proyecto de software, ya
que podr´ıan dedicarse ma´s recursos humanos de la organizacio´n a tareas que requieran inteligencia y
aptitudes creativas, sin perder tiempo en actividades meto´dicas.
Por supuesto, ninguna herramienta es la solucio´n a todos los problemas, y e´sta no es una excep-
cio´n. Como todo prototipo, e´ste no ofrece la funcionalidad completa del sistema final. El lenguaje de
especificacio´n Z au´n no esta´ completamente soportado, y la bu´squeda de casos de prueba todav´ıa tiene
much´ısimo para mejorar, principalmente en cuestiones de eficiencia. Sin embargo, se ha realizado un
desarrollo a partir de una arquitectura y disen˜o tan flexibles que admiten numerosas posibilidades de
evolucio´n, y que por lo tanto, dan lugar a prono´sticos muy optimistas.
Finalmente, se pudo emplear en general so´lo tecnolog´ıa de distribucio´n libre y co´digo fuente abierto,
lo que constitu´ıa un objetivo tanto del autor de este trabajo como de su director.
8.1. Trabajos futuros
La siguiente lista presenta algunas funcionalidades que pueden agregarse al prototipo de Fastest
en versiones futuras:
Como se explico´ en la Seccio´n 5.4.3, la generacio´n de casos de prueba abstractos, en Fastest,
depende del modelo finito elegido para representar la clase de prueba para la que quiere en-
contrarse un caso de prueba. Es por esto que una alternativa interesante ser´ıa desarrollar una
estrategia de bu´squeda de casos de prueba que cuente con la intervencio´n del usuario. E´ste podr´ıa
sugerir modelos finitos para los tipos ma´s simples (como los naturales y los enteros), de cuya
composicio´n se obtendr´ıan modelos finitos para tipos ma´s complejos y, eventualmente, el modelo
finito de la clase de prueba a analizar. Esta participacio´n del usuario podr´ıa hacer ma´s efectiva
la generacio´n de casos de prueba, no en cuestiones de tiempo, sino en te´rminos de cantidad de
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clases de prueba para las que se encontro´ un caso sobre cantidad de clases de prueba para las
que alguno deber´ıa poder encontrarse.
En relacio´n al punto anterior se encuentra la evaluacio´n de los predicados que resultan de reem-
plazar sus variables por los valores que le corresponden, tomados del modelo finito de la clase de
prueba. Como se vio en la Seccio´n 5.4.3, es en este ca´lculo, a trave´s del animador ZLive, de CZT,
donde radica una de las principales limitaciones actuales de Fastest: lo considerablemente costoso
que resulta buscar casos de prueba abstractos. Por esto es que el desarrollo de un evaluador de
expresiones y predicados Z propio, ma´s eficiente, ser´ıa otro proyecto interesante.
Un aspecto imprescindible de abordar en el futuro ser´ıa el de la poda de los a´rboles de prueba,
a trave´s de la cual se descartar´ıan las clases de prueba vac´ıas (aquellas que tengan su predicado
esquivalente a false). Esta cuestio´n es fundamental para evitar que se hagan evaluaciones de
predicados que ya se sabe no son satisfactibles, y que tambie´n conducen a un proceso de genera-
cio´n de casos de prueba ma´s ineficiente. Para esto, habr´ıa que analizar la posibilidad de contar
con reglas de simplificacio´n de predicados que permitan hacer evidente cuando se esta´ frente a
un predicado con las caracter´ısticas mencionadas.
Naturalmente, si bien este prototipo de la herramienta soporta tres ta´cticas de testing muy
u´tiles: Forma Normal Disyuntiva (DNF), Particiones Esta´ndar (SP) y Tipos Libres (FT); una
l´ınea de trabajo futuro clave ser´ıa el agregado de ta´cticas adicionales. Podr´ıan considerarse las
dema´s ta´cticas sugeridas en [6]: Mutacio´n de Especificaciones, Propagacio´n de Subdominios, y
Causa-Efecto. Por otro lado, ser´ıa posible disen˜ar nuevas ta´cticas de testing, que sean propias,
y agregarlas a Fastest.
En la Seccio´n 5.4.2 se menciono´ la forma en que la herramienta aplica las ta´cticas de testing
para construir a´rboles de prueba, considerando una lista de ta´cticas por operacio´n y, al intentar
encontrar clases de prueba que cuelguen de cierta clase, recorrer la lista de ta´cticas hasta que
alguna de ellas permita obtener nuevas clases. Como se describio´ en la Seccio´n 3.5.1, ser´ıa deseable
poder elegir a que´ clases de prueba aplicar que´ ta´cticas de testing, paso por paso, de forma tal
de contar con un proceso ma´s flexible de generacio´n de a´rboles de prueba.
Como se ha mencionado en repetidas oportunidades, la versio´n actual de Fastest no soporta
completamente el lenguaje Z. Sin lugar a dudas, un cubrimiento total del lenguaje har´ıa que la
herramienta sea mucho ma´s u´til; ya no ser´ıa necesario escribir especificaciones de sistemas de
manera forzada, teniendo en cuenta las limitaciones sinta´cticas que existen al d´ıa de hoy.
El desarrollo de Fastest fue impulsado por la idea de automatizar el proceso de testing funcional
basado en especificaciones formales Z. Sin embargo, como se ha descripto a lo largo del trabajo, el
prototipo aqu´ı presentado so´lo implementa la etapa de generacio´n de casos de prueba abstractos.
Evidentemente, sera´ necesario investigar y desarrollar las etapas posteriores en algu´n momento.
Es necesario remarcar que Diego Hollmann esta´ realizando su tesina de grado sobre el tema del
refinamiento de casos de prueba. Como el trabajo de Diego se esta´ apoyando en la existencia de
Fastest, se considera probable que ambas partes puedan integrarse a la brevedad.
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Si bien fue contemplado a la hora de desarrollar la arquitectura de la herramienta, todav´ıa no
fue implementado un servidor de datos. A trave´s de e´l ser´ıa posible centralizar informacio´n rela-
cionada al proceso de testing (como casos de prueba abstractos obtenidos en sesiones anteriores,
definiciones de nuevas ta´cticas de testing, reglas de refinamiento, de abstraccio´n, etc.) y a la co-
municacio´n de todo el sistema (como ubicacio´n de los servidores de co´mputo, por ejemplo). De
esta manera se evitar´ıa tener que actualizar cierta informacio´n en los clientes y en los servidores,
segu´n corresponda, cada vez que e´sta se modifica.
Por u´ltimo, otra opcio´n interesante de trabajo futuro podr´ıa ser desarrollar una interfaz gra´fica
de usuario para Fastest, de forma de hacer ma´s sencilla y amigable la interaccio´n con el usuario.
Ape´ndice A
Glosario de Z
Este ape´ndice hara´ un resumen no exhaustivo del lenguaje de especificacio´n Z. Adema´s, in-
dicara´ aquellos elementos del lenguaje que no esta´n soportados actualmente por la herramienta que
esta tesina describe.
A.1. Tipos ba´sicos, definiciones y declaraciones
Sean los identificadores X , X1, X2, ..., Xn , las expresiones EXPRIZQ y EXPRDER y los conjuntos
T , T1, T2, ..., Tn .
[X ]
Introduce un tipo ba´sico llamado X . Su estructura no se restringe en esta definicio´n, pero
se lo puede hacer en el resto de la especificacio´n a trave´s de uno o ma´s predicados. Para
introducir ma´s de un tipo ba´sico a la vez, se los lista entre comas y encerrados entre
corchetes, como en [X1, X2, ..., Xn ].
EXPRIZQ == EXPRDER
Define a EXPRIZQ como expresio´n equivalente a EXPRDER.
x : T
Declaracio´n que introduce una nueva variable x de tipo T .
x1 : T1; x2 : T2; ...; xn : Tn
Declaracio´n que introduce las variables listadas, cada una con su tipo correspondiente.
x1, x2, ..., xn : T
Una declaracio´n como esta introduce las variables listadas, todas del mismo tipo T .
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A.2. Definiciones axioma´ticas
Una definicio´n axioma´tica introduce variables globales, es decir, variables cuyo alcance es toda la
especificacio´n. Sean D una lista de declaraciones y P un predicado. La siguiente es una definicio´n
axioma´tica que introduce las variables declaradas en D , de tal manera que satisfagan el predicado P .
D
P
Por ejemplo,
a, b : Z
a + b = 7
introduce dos variables enteras a y b tales que su suma es igual a 7.
Los elementos declarados en una definicio´n axioma´tica son siempre constantes, no variables. El
motivo por el que se los suele llamar variables es porque sus valores (fijos) suelen ser desconocidos o
indeterminados. Por ambas razones, es comu´n llamarlos variables r´ıgidas.
La versio´n actual de la herramienta presentada en este trabajo no soporta especificaciones con
definiciones axioma´ticas.
A.3. Tipos libres
Sean los identificadores X , constr1 y constr2 y la expresio´n T que denota un tipo. La siguiente
construccio´n del lenguaje Z:
X ::= constr1 | constr2〈〈T 〉〉
permite introducir un nuevo tipo X , as´ı como definir los constructores que generan sus elementos,
constr1 y constr2 . A los tipos definidos de esta manera se los llama tipos libres y todos sus elementos
deben ser generados por algu´n constructor. Los constructores pueden ser:
Un identificador (constr1), el cual es un elemento del nuevo tipo.
Un constructor de funcio´n (constr2), el cual es una funcio´n que toma un argumento de tipo T y
devuelve un elemento del nuevo tipo. Si a un constructor de funcio´n se le pasan valores distintos
como argumentos, se obtienen elementos distintos.
Los tipos libres son u´tiles para definir conjuntos inductivos, como los a´rboles. Por ejemplo, el tipo
libre dado a continuacio´n, representa un a´rbol binario:
ArbolBin ::= hoja | nodoInterno〈〈ArbolBin ×ArbolBin〉〉
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En el caso ma´s trivial, el tipo libre que se introduce no contiene constructores de funcio´n, por lo
que no define con un conjunto inductivo. Se dira´ que en una situacio´n as´ı el tipo libre es, en particular,
un tipo enumerado. Un ejemplo de un tipo enumerado es el siguiente:
Color ::= rojo | azul | amarillo
La versio´n actual de la herramienta presentada en este trabajo so´lo soporta los tipos libres que
sean tipos enumerados.
A.4. Operadores aritme´ticos y relacionales
El paquete matema´tico del lenguaje Z provee los operadores aritme´ticos usuales de suma, resta y
multiplicacio´n, que se denotan +, − y ×, respectivamente. Como el paquete no define nu´mero reales
ni racionales, no hay forma de representar fracciones, y por lo tanto, no esta´ disponible la divisio´n
fraccionaria en el lenguaje. Sin embargo, el paquete matema´tico s´ı provee los operadores de divisio´n
entera y de mo´dulo, a trave´s de los operadores div y mod , respectivamente. Z tambie´n hace posible
vincular expresiones aritme´ticas mediante el uso de los siguientes operadores relacionales: <, ≤, > y
≥.
A.5. Ca´lculo de predicados
Los dos predicados ma´s simples del lenguaje Z son true y false. Ambos conforman las constantes
lo´gicas o valores de verdad, y de hecho, todos los predicados del lenguaje tienen un valor o el otro.
Se pueden combinar predicados simples, para formar otros ma´s complejos, a trave´s de los conectivos
lo´gicos usuales: ¬ (negacio´n), ∧ (conjuncio´n), ∨ (disyuncio´n), ⇒ (implicacio´n) y ⇔ (equivalencia).
El valor de verdad de un predicado que contiene conectivos lo´gicos esta´ determinado por los valores
de verdad de sus predicados constituyentes.
Z provee las cuantificaciones universales y existenciales del ca´lculo de predicados. La forma general
de la cuantificacio´n universal es:
∀ declaracion • predicado
y la de la cuantificacio´n existencial es:
∃ declaracion • predicado
A.6. Expresiones, conjuntos y relaciones
Sean la expresio´n e, las expresiones e1 y e2 del mismo tipo y los conjuntos S , T , T1, T2, ..., Tn .
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e1 = e2
Denota el predicado de igualdad entre las expresiones e1 y e2. El predicado es equivalente a
true si e1 tiene el mismo valor que e2 y es equivalente a false en caso contrario. El lenguaje
provee tambie´n el predicado de desigualdad, e1 6= e2, cuya interpretacio´n es la inversa.
e ∈ S
Denota el predicado de pertenencia entre el elemento e y el conjunto S . El predicado es
equivalente a true si e es un elemento del conjunto S y es equivalente a false en caso
contrario. El lenguaje provee tambie´n el predicado de no pertenencia, e /∈ S , cuya inter-
pretacio´n es la inversa.
S ∪ T , S ∩ T , S \ T
Denotan, respectivamente, el conjunto unio´n, interseccio´n y diferencia entre los conjuntos
S y T , con sus definiciones usuales.
S ⊆ T y S ⊂ T
Denotan, respectivamente, el predicado de inclusio´n y de inclusio´n estricta entre los con-
juntos S y T , con sus definiciones usuales.
PT
Denota el conjunto de subconjuntos de T . Un variable declarada con tipo PT es tal que
sus valores son conjuntos, en particular, subconjuntos de T .
#T
Denota el cardinal de T , es decir, un nu´mero natural igual a la cantidad de elementos del
conjunto T .
T1 × T2× ... ×Tn
Describe el tipo que corresponde al producto cartesiano entre los tipos T1, T2, ..., Tn .
Un elemento de este tipo se llama tupla. Por ejemplo, si DIA == 1 . . 31, MES ==
1 . . 12 y ANIO == N, entonces (20,6,1983), (12,10,1492) y (9,7,1816) son tuplas de tipo
DIA×MES ×ANIO .
T1 ↔ T2 ↔ ... ↔ Tn
Denota una relacio´n entre T1, T2, ..., y Tn . Una relacio´n es un conjunto de tuplas, por lo
que los operadores definidos para conjuntos pueden ser usados sobre las relaciones.
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A.7. Relaciones binarias, funciones y secuencias
Una relacio´n binaria es un conjunto de pares, los cuales son tuplas de dos elementos. Sean los
conjuntos X , Y , y Z ; las variables x , x1, x2, ..., xn : X ; y , y1, y2, ..., yn : Y ; S un subconjunto de X ;
T un subconjunto de Y y las relaciones R,R1 : X ↔ Y y R2 : Y ↔ Z .
x R y
Significa que x esta´ relacionado con y a trave´s de R. Equivalentemente, esta expresio´n
se puede escribir como (x , y) ∈ R. Una relacio´n puede ser usada como un operador infijo
subrayando su nombre. Contrariamente, puede hacerse referencia a la relacio´n correspon-
diente a un operador infijo, como <, con el nombre que resulta de colocar guiones bajos y
pare´ntesis a los lados del operador. Por ejemplo, al operador < le corresponde la relacio´n
( < ), y por lo tanto, (x < y)⇔ (x , y) ∈ ( < ).
dom R
Denota el dominio de la relacio´n R, es decir, el conjunto de elementos x ∈ X que esta´n
relacionados por R con algu´n elemento y ∈ Y .
ran R
Denota el rango de la relacio´n R, es decir, el conjunto de elementos y ∈ Y que esta´n
relacionados por R con algu´n elemento x ∈ X .
R1 o9 R2
Denota la composicio´n relacional entre R1 y R2. La composicio´n relaciona x con z si hay
algu´n y tal que (x , y) ∈ R1 y (y , z ) ∈ R2.
R∼
Denota la relacio´n inversa de R, que puede definirse a trave´s de la equivalencia (x , y) ∈
R∼ ⇔ (y , x ) ∈ R.
id S
Denota la funcio´n identidad sobre el conjunto S , que hace corresponder cada x ∈ S consigo
mismo.
R+
Denota la clausura transitiva de R. Un par (x1, xn) esta´ en la relacio´n R+ si y so´lo si existe
una secuencia finita de valores x1, x2, ..., xn , donde n ≥ 2, tal que (x1, x2) ∈ R, (x2, x3) ∈ R,
..., (xn−1, xn) ∈ R.
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R∗
Denota la clausura reflexiva y transitiva de R. Equivale a la relacio´n R+ ∪ id X .
R(| S |)
Denota la imagen relacional entre la relacio´n R y el conjunto S , es decir, el subconjunto
de Y cuyos elementos esta´n relacionados con los de S a trave´s de R.
S C R
Denota la restriccio´n de dominio entre la relacio´n R y el conjunto S , es decir, la relacio´n
R con su dominio restringido a S .
S −C R
Denota la substraccio´n de dominio entre la relacio´n R y el conjunto S , es decir, la relacio´n
R con su dominio restringido al complemento de S .
R B T
Denota la restriccio´n del rango entre la relacio´n R y el conjunto T , es decir, la relacio´n R
con su rango restringido al conjunto T .
R −B T
Denota la substraccio´n del rango entre la relacio´n R y el conjunto T , es decir, la relacio´n
R con su rango restringido al complemento del conjunto T .
R1 ⊕ R2
Denota la operacio´n de reescritura entre las relaciones R1 y R2, que resulta en una relacio´n
con las tuplas de ambas, excepto que las tuplas de R2 reemplazan a las de R1 que tengan
la misma primer componente.
X → Y
Denota el conjunto de funciones totales de X a Y . En estas funciones, cada elemento de
X esta´ relacionado con exactamente un elemento de Y .
X 7→ Y
Denota el conjunto de funciones parciales de X a Y . En estas funciones, cada elemento
de X puede estar relacionado a lo sumo con un elemento de Y .
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X  Y , X 7 Y , X → Y , X 7→ Y , X → Y , X 7 7→ Y y X 7 7 Y
Denotan, respectivamente, los conjuntos de funciones inyectivas, funciones inyectivas par-
ciales, funciones suryectivas, funciones suryectivas parciales, funciones biyectivas, fun-
ciones finitas y funciones inyectivas finitas de X a Y . La versio´n actual de la herramienta
que esta tesina describe no soporta estos tipos de funciones.
seq X
Denota el conjunto de secuencias de elementos X . Una secuencia es un conjunto ordenado
de elementos y pueden verse como funciones cuyos dominios son nu´meros consecutivos,
a partir del 1. Una secuencia particular se puede representar escribiendo sus elementos
separados por comas entre corchetes angulares, como en 〈21, 4, 8〉.
S1 a S2
Denota la concatenacio´n de las secuencias S1 y S2. Por ejemplo, 〈1, 2, 3〉a〈4, 5〉 = 〈1, 2, 3, 4, 5〉.
A.8. Definicio´n de esquemas
Un esquema permite agrupar declaraciones de variables y un predicado que restringe los valores de
e´stas variables. Si el predicado se omite, se asume que el mismo es equivalente a true, lo que significa
que no se hace ninguna restriccio´n sobre las variables declaradas. Los esquemas son las construcciones
fundamentales del lenguaje Z, a trave´s de los cuales se definen los estados y las transiciones de estados
de un modelo. Por ejemplo, el esquema
S
x , y : Z
x ≥ 0
y ≥ 0
describe un estado que representa el primer cuadrante de pares ordenados enteros. Se dice que x e y son
las variables de estado del esquema S . El mismo esquema tambie´n puede definirse ma´s concisamente
en forma horizontal, de la siguiente manera:
S == [x , y : Z | x ≥ 0 ∧ y ≥ 0]
A.9. Operadores del ca´lculo de esquemas
Sean S el esquema definido en la seccio´n anterior y w : S .
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w .x
Denota la aplicacio´n de una funcio´n de proyeccio´n. Los nombres de las componentes de un
esquema pueden ser usados como selectores o funciones de proyeccio´n. En este caso, w .x
es la componente x de w y w .y es su componente y .
Inclusio´n
Un esquema S puede incluirse en las declaraciones de un esquema R, en cuyo caso las
declaraciones de S se unen con las declaraciones de R y los predicados de S y R se conjugan.
Por ejemplo,
R
S
z : Z
z < x
es equivalente a:
R
x , y , z : Z
x ≥ 0
y ≥ 0
z < x
Decoracio´n
Se puede hacer un renombramiento de todas las variables declaradas en un esquema “dec-
orando” el nombre del esquema con un sub´ındice, super´ındice, o un apo´strofe, entre otros.
Por ejemplo, S ′ es:
[x ′, y ′ : Z | x ′ ≥ 0 ∧ y ′ ≥ 0]
Tambie´n se pueden hacer mu´ltiples decoraciones de un esquema. Por ejemplo, es posible
escribir S ′′.
¬ S
Denota la negacio´n del esquema S . Esto es, el esquema S con su predicado negado. Por
ejemplo, ¬ S es:
[x , y : Z | ¬ (x ≥ 0 ∧ y ≥ 0)]
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S ∧ T
Denota la conjuncio´n de los esquemas S y T . Esto es, el esquema formado por los esquemas
S y T uniendo sus declaraciones y conjugando sus predicados. Por ejemplo, dado:
T
x : Z
impares : PZ
x ∈ impares
S ∧ T es:
S ∧ T
x , y : Z
impares : PZ
x ≥ 0
y ≥ 0
x ∈ impares
S ∨ T
Denota la disyuncio´n de los esquemas S y T . Esto es, el esquema formado por los esquemas
S y T uniendo sus declaraciones y haciendo la disyuncio´n de sus predicados. Por ejemplo,
dado:
T
x : Z
impares : PZ
x ∈ impares
S ∨ T es:
S ∨ T
x , y : Z
impares : PZ
(x ≥ 0 ∧ y ≥ 0) ∨ x ∈ impares
S ⇒ T y S ⇔ T
Denotan la implicacio´n y la equivalencia entre los esquemas S y T , respectivamente. Sus
resultados son ana´logos a los vistos para la conjuncio´n y la disyuncio´n de esquemas.
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S \ (v1, v2, ..., vn)
Denota el ocultamiento entre el esquema S y las variables v1, v2, ..., vn . Esto es, el esquema
S con las variables v1, v2, ..., vn removidas de las declaraciones y cuantificadas existencial-
mente en el predicado. Por ejemplo, S \ (x ) es:
S \ (x )
y : Z
(∃ x : Z • x ≥ 0)
y ≥ 0
S  (v1, v2, ..., vn)
Denota la proyeccio´n entre el esquema S y las variables v1, v2, ..., vn . Esto es, el esquema S
con el ocultamiento de cualquiera de las variables que no aparezcan en la lista v1, v2, ..., vn .
La versio´n actual de Fastest no soporta las operaciones de implicacio´n, equivalencia, ocultamiento
y proyeccio´n recie´n listadas.
A.10. Esquemas de operacio´n
Los eventos en un sistema especificado en el lenguaje Z se modelan como operaciones sobre los
estados del sistema. Las operaciones se describen en funcio´n de un estado inicial y uno final y tambie´n
se definen utilizando esquemas, los que en particular se denominan esquemas de operacio´n. Para
distinguir variables que representen un estado inicial de aquellas que representen un estado final, Z
usa la convencio´n lexicogra´fica de agregar un apo´strofe (′) al final del nombre de las variables de
estado. Similarmente, las variables de entrada (argumentos) de una operacio´n y las variables de salida
(resultados) de una operacio´n, se distinguen con un ? y con un ! concatenados al final de sus nombres,
respectivamente. Por ejemplo, una operacio´n que permite transformar un estado que representa un
par de coordenadas en el estado que representa las coordenadas transpuestas, se puede definir como:
Transposicion
x , y : Z
x ′, y ′ : Z
x ≥ 0
y ≥ 0
x ′ ≥ 0
y ′ ≥ 0
x ′ = y
y ′ = x
Por convencio´n, ∆S es el esquema definido como S ∧ S ′, representando los estados iniciales y
finales e incluyendo los predicados para ambos estados. Teniendo en cuenta esto y la inclusio´n de
esquemas, se puede reescribir el esquema Transposicion de la siguiente manera:
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Transposicion
∆S
x ′ = y
y ′ = x
la cual es claramente ma´s concisa que la anterior.
Otro ejemplo es la operacio´n que calcula el cuadrado de distancia al origen de las coordenadas
representadas en un estado:
Distancia
ΞS
dist : Z
dist = x × x + y × y
El esquema ΞS es similar a ∆S en el hecho de que define dos estados, pero adema´s de esto le
agrega la restriccio´n adicional de que los dos estados deben ser iguales. Esta decoracio´n Ξ se utiliza
en operaciones como Distancia, donde no se modifica el estado del sistema.
A.11. Otros operadores del ca´lculo de esquemas
Sean Q y R dos esquemas de operacio´n. A continuacio´n se describen operadores que son exclusivos
para los esquemas de operacio´n.
Q o9 R
Denota la composicio´n entre los esquemas de operacio´n Q y R. Esto es, el esquema de
operacio´n que comienza con el estado inicial de Q y termina en el estado final de R.
Q>>R
Denota el direccionamiento entre los esquemas de operacio´n Q y R. Esto es, el esquema
de operacio´n que combina la salida de Q con la entrada de R.
pre Q
Denota la precondicio´n del esquema de operacio´n Q . Esto es, el esquema de estado que
describe los estados sobre los cuales esta´ definida la operacio´n Q . Este esquema es el que
resulta de ocultar las variables de salida y las variable de estado primadas. Por ejemplo,
dado:
Q
x?, s, s ′, y ! : N
s ′ = s − x? ∧ y ! = s ′
APE´NDICE A. GLOSARIO DE Z 117
pre Q es:
pre Q
x?, s : N
(∃ s ′, y ! : Z • s ′ = s − x? ∧ y ! = s ′)
Ape´ndice B
Clases de prueba resultantes del Caso
de Estudio
MemoryLoad VIS
memp,memd : seq MDATA
mdp,mep, ped : N
ctime : TIME
acquiring ,waiting , sending ,
dumping ,waitsignal : BIN
mode : CMODE
ccmd : CTYPE
addr? : N
data? : seq MDATA
low? : BIN
(waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
addr? + #data? ≤ mep) ∨ (waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
mep < addr? + #data?) ∨
waiting 6= no ∨
ccmd 6= ML ∨
addr? = 0 ∨
data? = 〈〉 ∨
43 < addr? + #data?
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MemoryLoad DNF 1
MemoryLoad VIS
waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
addr? + #data? ≤ mep
MemoryLoad SP 1
MemoryLoad DNF 1
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 2
MemoryLoad DNF 1
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 3
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 4
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 5
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
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MemoryLoad SP 6
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
MemoryLoad SP 7
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 8
MemoryLoad DNF 1
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad DNF 2
MemoryLoad VIS
waiting = no
ccmd = ML
0 < addr?
data? 6= 〈〉
addr? + #data? ≤ 43
mep < addr? + #data?
MemoryLoad SP 9
MemoryLoad DNF 2
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 10
MemoryLoad DNF 2
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
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MemoryLoad SP 11
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 12
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 13
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 14
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
MemoryLoad SP 15
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 16
MemoryLoad DNF 2
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
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MemoryLoad DNF 3
MemoryLoad VIS
waiting 6= no
MemoryLoad SP 17
MemoryLoad DNF 3
memd = {} ∧ {i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 18
MemoryLoad DNF 3
memd = {} ∧ {i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 19
MemoryLoad DNF 3
memd 6= {} ∧ {i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 20
MemoryLoad DNF 3
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 21
MemoryLoad DNF 3
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 22
MemoryLoad DNF 3
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
APE´NDICE B. CLASES DE PRUEBA RESULTANTES DEL CASO DE ESTUDIO 123
MemoryLoad SP 23
MemoryLoad DNF 3
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 24
MemoryLoad DNF 3
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad DNF 4
MemoryLoad VIS
ccmd 6= ML
MemoryLoad SP 25
MemoryLoad DNF 4
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 26
MemoryLoad DNF 4
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 27
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
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MemoryLoad SP 28
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 29
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 30
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
MemoryLoad SP 31
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 32
MemoryLoad DNF 4
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad DNF 5
MemoryLoad VIS
addr? = 0
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MemoryLoad SP 33
MemoryLoad DNF 5
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 34
MemoryLoad DNF 5
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 35
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 36
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 37
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 38
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
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MemoryLoad SP 39
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 40
MemoryLoad DNF 5
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad DNF 6
MemoryLoad VIS
data? = 〈〉
MemoryLoad SP 41
MemoryLoad DNF 6
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 42
MemoryLoad DNF 6
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 43
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
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MemoryLoad SP 44
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 45
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 46
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
MemoryLoad SP 47
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 48
MemoryLoad DNF 6
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad DNF 7
MemoryLoad VIS
43 < addr? + #data?
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MemoryLoad SP 49
MemoryLoad DNF 7
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 50
MemoryLoad DNF 7
memd = {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
MemoryLoad SP 51
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} = {}
MemoryLoad SP 52
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd = dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 53
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊂ dom memd
MemoryLoad SP 54
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) = {}
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MemoryLoad SP 55
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
dom memd ⊂ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
MemoryLoad SP 56
MemoryLoad DNF 7
memd 6= {}
{i : 1 . . #data? • i + addr?− 1 7→ data? i} 6= {}
(dom memd ∩ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}) 6= {}
¬ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i} ⊆ dom memd
¬ dom memd ⊆ dom{i : 1 . . #data? • i + addr?− 1 7→ data? i}
Ape´ndice C
Casos de prueba resultantes del Caso
de Estudio
MemoryLoad SP 2 TCASE
MemoryLoad SP 2
dumping = no
mep = 2
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 1
sending = no
mode = COF
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MemoryLoad SP 4 TCASE
MemoryLoad SP 4
dumping = no
mep = 2
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 5 TCASE
MemoryLoad SP 5
dumping = no
mep = 2
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 1
sending = no
mode = COF
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MemoryLoad SP 10 TCASE
MemoryLoad SP 10
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 12 TCASE
MemoryLoad SP 12
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 1
sending = no
mode = COF
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MemoryLoad SP 13 TCASE
MemoryLoad SP 13
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 14 TCASE
MemoryLoad SP 14
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 2
sending = no
mode = COF
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MemoryLoad SP 15 TCASE
MemoryLoad SP 15
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 16 TCASE
MemoryLoad SP 16
dumping = no
mep = 0
ccmd = ML
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 2
sending = no
mode = COF
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MemoryLoad SP 17 TCASE
MemoryLoad SP 17
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = yes
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 18 TCASE
MemoryLoad SP 18
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = yes
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 19 TCASE
MemoryLoad SP 19
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 20 TCASE
MemoryLoad SP 20
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0〉
waitsignal = no
addr? = 1
sending = no
mode = COF
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MemoryLoad SP 21 TCASE
MemoryLoad SP 21
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 22 TCASE
MemoryLoad SP 22
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 23 TCASE
MemoryLoad SP 23
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 24 TCASE
MemoryLoad SP 24
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = yes
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 25 TCASE
MemoryLoad SP 25
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 26 TCASE
MemoryLoad SP 26
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 27 TCASE
MemoryLoad SP 27
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 28 TCASE
MemoryLoad SP 28
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 1
sending = no
mode = COF
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MemoryLoad SP 29 TCASE
MemoryLoad SP 29
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 1
sending = no
mode = COF
MemoryLoad SP 30 TCASE
MemoryLoad SP 30
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 31 TCASE
MemoryLoad SP 31
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 32 TCASE
MemoryLoad SP 32
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 33 TCASE
MemoryLoad SP 33
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 34 TCASE
MemoryLoad SP 34
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 35 TCASE
MemoryLoad SP 35
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 38 TCASE
MemoryLoad SP 38
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 39 TCASE
MemoryLoad SP 39
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 40 TCASE
MemoryLoad SP 40
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = 〈mdata0,mdata1〉
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0,mdata1〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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MemoryLoad SP 41 TCASE
MemoryLoad SP 41
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = ∅
waitsignal = no
addr? = 0
sending = no
mode = COF
MemoryLoad SP 43 TCASE
MemoryLoad SP 43
dumping = no
mep = 0
ccmd = RM
low? = no
ped = 0
ctime = 0
mdp = 0
data? = ∅
memp = ∅
acquiring = no
waiting = no
memd = 〈mdata0〉
waitsignal = no
addr? = 0
sending = no
mode = COF
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