Domain wall type defects as anyons in phase space by Seidel, Alexander & Lee, Dung-Hai
ar
X
iv
:c
on
d-
m
at
/0
61
15
35
v4
  [
co
nd
-m
at.
me
s-h
all
]  
9 N
ov
 20
07
Domain wall type defects as anyons in phase space
Alexander Seidel
National High Magnetic Field Laboratory, Florida State University, Tallahassee, Fl 32306, USA
Dung-Hai Lee
Department of Physics,University of California at Berkeley, Berkeley, CA 94720, USA and
Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
(Dated: June 24, 2018)
We discuss how the braiding properties of Laughlin quasi-particles in quantum Hall states can
be understood within a one-dimensional formalism we proposed earlier. In this formalism the two-
dimensional space of the Hall liquid is identified with the phase space of a one-dimensional lattice
system, and localized Laughlin quasi-holes can be understood as coherent states of lattice solitons.
The formalism makes comparatively little use of the detailed structure of Laughlin wavefunctions,
and may offer ways to be generalized to non-abelian states.
I. INTRODUCTION
Fractional quantum Hall liquids are some of the most
fascinating states of matter, displaying topological or-
der, charge fractionalization, anyon statistics, and non-
commutative geometry all in a real-life laboratory sys-
tem. Despite these exotic characteristics, recent research
efforts have shown that many of the fundamental prop-
erties of quantum Hall states are adiabatically rooted
in simple one-dimensional charge–density–wave (CDW)
states. This is true for both abelian1,2 and non-abelian3,4
Hall states. These CDW states appear naturally when
the quantum Hall liquid is studied on a cylinder or torus,
and one circumference of the system is made very small.
Although the CDW states resulting in this limit are triv-
ial and have no dynamics, they have the same quan-
tum numbers as the corresponding fractional quantum
Hall states and are adiabatically connected to them as
the circumference of the cylinder is increased. This cu-
rious aspect of quantum Hall systems is attractive and
useful in a number of ways. On a fundamental level,
it shows that the principle of charge fractionalization
in two-dimensional quantum Hall liquids can be unified
with that in one-dimensional (1d) charge density wave
systems.6 On a more practical level, the correspondence
between quantum Hall states and CDW states offers yet
another view of quantum Hall system aside from the
Chern-Simons theories. In addition, it reveals a structure
of the Hilbert space of quasi-particle excitations that is
not apparent in the traditional wavefunction approach7.
It was recently argued by Haldane8 that this structure
can serve to reduce the task of obtaining counting rules
for hole states considerably. This has been explicitly
demonstrated by Read9 for the case of clustered non-
abelian Hall states.
Recently there is a rising interest in gaining deeper un-
derstanding of the nonabelian Hall states, fueled by their
potential use in topological quantum computation.11 The
1d approach discussed in Refs. 3,4 is promising in the
sense that it offers a fresh and simple new way to look
at this interesting state of matter. However, as it is pre-
sented so far, this approach has an important limitation
– it does not offer an obvious way to understand the
braiding statistics of the quasi-particles. The purpose of
this paper is to overcome this limitation for the abelian
quantum Hall liquids. We first resolve the obvious para-
dox of how the notion of “braiding” can arise in a 1d
formalism. The key is to realize that the braiding takes
place in phase-space, which is two-dimensional. We will
then proceed to show how the domain-wall type defects
of the 1d formalism acquire the abelian statistics of the
anyons in the quantum Hall effect. We will establish this
connection in two consecutive steps. The first approach
is physically more intuitive but less rigorous. The sec-
ond, more rigorous approach relies heavily on the notion
of duality, which is an important feature of our 1d for-
malism for quantum Hall states.1,3 We believe that this
route provides a pathway that can be used in the case of
non-abelian Hall states as well.
II. ONE-PARTICLE QUANTUM MECHANICS
IN THE LOWEST LANDAU LEVEL
We begin by reviewing one-particle quantum mechan-
ics in the lowest Landau level (LLL) of a torus. We view
a torus as a rectangular strip with dimensions Lx and
Ly glued together at opposite edges. In units where the
magnetic length (Be)−1/2 ≡ 1 (we shall adopt these units
for the rest of the paper), L = LxLy/2pi is equal to the
number of flux quanta passing through the surface of the
torus. In Landau gauge the vector potential is given by
A = (−y, 0). (1)
In this gauge the vector potential is single valued as
one traverses the torus in the x-direction. However, it
is not single valued in the y-direction. This non-single-
valuedness can be absorbed by a gauge transformation on
the wavefunction so long as the number of flux quanta
is integral. As a result of this gauge transformation,
the wavefunction satisfies periodic boundary conditions
in the x-direction, and the twisted boundary condition
2φ(x, y + Ly) = exp(−iLyx)φ(x, y) in the y-direction.10
Under the above gauge and boundary conditions, a com-
plete basis set for the LLL is given by
ψn(x, y) = Nψ
∑
ℓ
ξn+ℓLe−
1
2
y2− 1
2
κ2(n+ℓL)2 . (2)
Here κ = 2pi/Lx, ξ = exp(−iκz), z = x + iy, and Nψ is
a n-independent normalization constant. The index n is
restricted to range from 0 to L − 1, since ψn+L(x, y) =
ψn(x, y).
III. THE 2D↔1D MAPPING
The shape of ψn(x, y) is that of a ring wrapping
around the x-direction of the torus, which is localized
to within one magnetic length around y = κn in the y-
direction. By viewing each of the ring-shaped orbitals
as a lattice site, one establishes a mapping from the
Hilbert space of the LLL onto that of a 1d ring of lattice
sites. In this basis, the pseudo-potential Hamiltonians
(for which the Laughlin wavefunctions are exact ground
states) become lattice Hamiltonians describing center-of-
mass (CM) conserving pair hopping1,2,5 with the hop-
ping range equal to 1/κ. In the same basis the Laughlin
ν = 1/m wavefunctions7 become lattice wavefunctions
of many particles. In general these lattice wavefunctions
are rather complicated. Great simplification occurs when
the limit Lx ≪ 1 is taken while keeping Ly large or infi-
nite. In this limit the Laughlin ν = 1/m wavefunctions
describe CDW states where everym-th site is occupied.12
In the following, we will represent such a CDW state by
a string of 0’s and 1’s, depicting the lattice occupancy.
For example, 1001001001 . . . is a ν = 1/3 CDW state.
Clearly there is a 3-fold degeneracy arising from trans-
lating this CDW by one and two lattice constants. What
makes the above CDW states useful is the fact that they
are adiabatically connected to the quantum Hall liquid
states as Lx is increased.
1–4 This adiabatic evolution al-
lows one to write the ν = 1/3 Laughlin state at finite Lx
as
|ψ1/3(Lx)〉 = Sˆ(Lx, 0) | . . . 1001001001001 . . .〉. (3)
Here Sˆ(Lx, L
′
x) is a unitary operator which transforms a
low-energy state at L′x into a corresponding state at Lx
while keeping LxLy = 2piL fixed. It is given by
Sˆ(Lx, 0) = Pze
R
Lx
0
dzDˆ(z), (4)
where
Dˆ(z) =
∑
m 6=n
|m(z)〉 〈m(z)|∂zH(z)|n(z)〉
En(z)− Em(z) 〈n(z)| (5)
with En(z) and |n(z)〉 being the eigen energy and eigen-
state of H(z), the Hamiltonian at Lx = z. The operator
Pz is analogous to the time ordering operator and per-
forms the “z ordering”. For definiteness, we shall assume
the Hamiltonian in Eq. (5) to be the pseudo-potential
Hamiltonian used in Refs. 1–4.
Analogous to Eq. (3), the quasi-particle and quasi-hole
excitations are the adiabatically evolved domain wall and
anti-domain wall states. For example
Sˆ(Lx, 0)|..10010010001001001..〉 (6)
is a quasihole state. In this way one can establish a
one–to–one correspondence between the low-energy ex-
citations at finite Lx with those at Lx → 0 analogous
to that between the quasiparticle excitations of a Fermi
liquid and the free-electron excitations of a Fermi gas.
The particular gauge choice in Eq. (1) breaks the sym-
metry between the x and y coordinates of the electron.
Had we chosen the gauge
A = (0, x) (7)
instead, the LLL orbitals would become
ψ′n(x, y) = ψn(−y, x)|Lx↔Ly . (8)
The ψ′n are ring-shaped orbitals wrapping around the
y-direction and localized around κ¯n in the x-direction,
where κ¯ = 2pi/Ly. These orbitals may now be trans-
formed back into the original gauge Eq. (1) by means of
the following gauge transformation:
ψ¯n(x, y) = exp(−ixy)ψ′n(x, y)
= Nψ¯
∑
ℓ
e−
1
2
(x+iy−κ¯(n+Lℓ))2e−
1
2
y2 , (9)
It turns out that this new basis is just the Fourier trans-
form of the basis Eq. (2). When expressed in the new
basis Eq. (9), the pseudo-potential Hamiltonian also de-
scribes CM conserving pair hopping, except that the hop-
ping range is now 1/κ¯.1 In Refs .1,3 the transformation
relating the two lattice Hamiltonians is referred as the
duality transformation.
When the limit Ly → 0 is taken, the Laughlin wave-
functions again describe simple CDWs, this time along
the x-axis of the torus. For constant L = LxLy/2pi this
is equivalent to taking Lx →∞. The CDW in this limit
can now be expressed in terms of the orbitals ψ¯n, in a
manner that is analogous to use of the orbitals ψn in the
opposite limit discussed above. Again, the quantum Hall
liquid at finite Lx can be adiabatically evolved from the
CDW at Lx →∞, according to
|ψ1/3(Lx)〉 = Sˆ(Lx,∞) |. . . 1001001001001 . . .〉. (10)
The overbar on the right hand side reminds us that the
occupation numbers are referring to the basis in Eq. (9).
The overbar on the left reminds us that the states in
Eqs. (3) and (10) are not identical. This is because the
ground state is three-fold degenerate, and |ψ1/3(Lx)〉 in
Eq. (10) is a linear combination of the three different
3ground states obtained from evolving the three different
CDW states in Eq. (3). Analogous to Eq. (6) we can
obtain a complete set of quasihole states as
Sˆ(Lx,∞) |..10010010001001001..〉. (11)
If one defines the generators of (single particle) magnetic
translations as
tx = exp(−iκ¯px)
ty = exp(−iκ(py + x)), (12)
one can easily check that
txψn = e
2pii
L
nψn, tyψn = ψn+1,
txψ¯n = ψ¯n+1, tyψ¯n = e
− 2pii
L
nψ¯n. (13)
Thus, if the ψn are viewed as position eigenstates on
a 1d lattice, the ψ¯n are the corresponding momentum
eigenstates and vice versa. This position-momentum
duality is a manifestation of the well known fact that
within the lowest Landau level, x and y satisfy a position-
momentum type commutation relation ([x, y] = i).
We now seek to understand the braiding statistics of
Laughlin quasi-particles in the 1d language established
above. For brevity we consider quasi-holes only. Our
main obstacle is that the quasi-hole states in Eq. (6) and
Eq. (11) are localized only in one direction of the torus,
and are completely delocalized around the other (see be-
low in Section IV). However the notion of braiding is only
meaningful for point-like quasi-holes that are localized in
both x and y.
As Lx → 0, we can label the m different CDW ground
states by an integer c = 0, 1, 2, ...,m − 1, so that the
positions of the occupied lattice site are given by n =
mp+ c. Here p = 0, ..., N − 1 with N being the particle
number. According to Eq. (13) these CDW states are
eigenstates of the many-body translation operator Tx =∏
i t
i
x, where i is the particle label. A simple calculation
of the eigenvalues gives
e
2pii
L
PN−1
p=0 (mp+c) = eiπ(N−1)ei2π
c
m . (14)
In the language of the 1D lattice the above eigenvalue
measures the CM position modulo L. Thus for fixed N
the center-of-mass position of the CDW is entirely deter-
mined by c. Since the Hamiltonian remains Tx-invariant
throughout the adiabatic evolution (changing Lx), we
conclude
[Sˆ(Lx, 0), Tx] = 0. (15)
Eq. (15) implies that c continues to be a good quantum
number differentiating the m different ground states at
finite Lx.
IV. THE LAUGHLIN QUASIHOLE AS A
COHERENT STATE OF THE DOMAIN WALLS
A. One quasihole
The single quasihole states are the ground states of
the system when L→ L+ 1 = Nm+ 1. In the small Lx
limit, such states can be obtained by inserting an extra
empty site into the ground state CDWs. For example,
after inserting an empty site between the qth and (q +
1)th period of the CM-index-c CDW, the positions of the
occupied sites are given by n = mp + c for p ≤ q, and
n = mp + c + 1 for p > q. The new Tx eigenvalues are
given by
e
2pii
L
Pq
p=0(mp+c)e
2pii
L
PN−1
p=q+1
(mp+c+1)
= eiπ(N−1)e
2pii
L
( 1
2
(N−1)+Nc−q). (16)
The domain wall states characterized by different
(c, q), q = 0, ..., N − 1, are orthogonal. Upon adiabatic
evolution each of them goes into a quasihole state in
which the excess charge is is localized in the y direction,
but is completely delocalized around the x circumference
of the torus.
To produce a Laughlin quasihole (localized in both x
and y direction) we can turn on a repulsive one-particle
potential with range ∼ magnetic length. Such a one-
particle potential is capable of imparting x-momentum
and hence changing the value of Tx. In view of Eq. (16)
this clearly suggests that the Laughlin quasihole state is
made of adiabatically evolved domain wall states with
different q but the same c, i.e.,
|ψc(h)〉 =
∑
q
ϕ∗c,q(h) Sˆ(Lx, 0)|c, q〉. (17)
In Eq. (17) h = hx+ ihy is the complex coordinate of the
hole, and |c, q〉 is the domain wall state discussed above.
A physical interpretation for the coefficient ϕ∗c,q(h) will
be given shortly.
To obtain ϕc,q(h) we can compute the overlap between
Eq. (17) and |c, q〉. We note that
〈c, q|Sˆ|c, q′〉 = 0 if q 6= q′, (18)
since for q 6= q′ this is the overlap between two states of
different Tx eigenvalue, according to Eqs. (15) and (16).
Moreover, by the Ty-translational symmetry, 〈c, q|Sˆ|c, q〉
is independent of q. The above arguments imply that
ϕ∗c,q(h) ∝ 〈c, q|ψc(h)〉. (19)
To compute the right hand side of Eq. (19) we use the
known Laughlin one-quasihole wavefunction |ψc(h)〉 on a
torus of sufficiently large dimensions. In fact, to calculate
this overlap (up to an overall constant), one may work in
the simpler limit Ly →∞ of an infinite cylinder with Lx
large but finite. This is so because the local properties
of the Laughlin wavefunction |ψc(h)〉 and of the basis
4Eq. (2), which defines the domain wall state |c, q〉, do not
depend on Ly in the limit where Ly is large. In this limit
the Laughlin wavefunction for a single quasihole reads
ψc(h, {zi}) = Fc({zi})
∏
i
(η − ξi)
∏
i<j
(ξi − ξj)me− 12
P
i y
2
i
(20)
where ξi = exp(−iκzi), η = exp(−iκh), and Fc({zi}) =
(
∏
i ξi)
c. Since |c, q〉 is a state where the particle coordi-
nates ni take on definite values, to compute 〈c, q|ψc(h)〉
one only needs to determine the coefficient of the mono-
mial
∏
i ξ
ni
i in the polynomial part of Eq. (20) and mul-
tiply it by exp(12κ
2
∑
i n
2
i ) (see Ref. 12 for details).
Straightforward calculation gives
ϕc,q(h) = N 1ϕ eiq(hxκ+π)−
1
2m
(hy−κbc,q)
2
, (21)
where bc,q = mq + c +
m+1
2 . We note that κbc,q is just
the y-position around which the quasi-hole in the state
Sˆ(Lx, 0)|c, q〉 is localized. The Gaussian form of Eq. (21)
could have been anticipated. It is analogous to a coher-
ent state in the study of a 1d harmonic oscillator, which
describes a particle that is both localized in real space as
well as in momentum space. This is a consequence of the
fact that x and y satisfy a position-momentum type of
commutation relation within the lowest Landau level. It
is thus natural that in our 1d formalism, the x and y co-
ordinates of a Laughlin quasi-hole are identified with the
position and momentum degrees of freedom of our 1d
domain walls. The position-momentum phase space of
these domain walls can thus be identified with the origi-
nal 2d configuration space of Laughlin quasi-particles and
quasi-holes on a torus.
Interestingly, when viewed as a function of h, ϕc,q(h)
can also be viewed as the wavefunction of a particle of
charge −e/m, moving under the influence of the vector
potential A = (−y + κc+ κm+12 , 0). The profile of these
orbitals is similar to the ring-shaped electronic orbitals
defined in Eq. (2), except that ϕc,q(h) is centered around
the domain-wall position κbc,q in the y-direction. These
properties appear most natural if Eq. (17) is inverted to
express the adiabatically continued domain wall states in
terms of localized Laughlin quasi-holes,
Sˆ(Lx, 0)|c, q〉 ∝
∫
dh ϕc,q(h) |ψc(h)〉, (22)
where
∫
dhϕc,q(h)ϕ
∗
c,q′(h) ∝ δq,q′ was used.
B. Two quasiholes
A similar strategy can be employed to obtain the ex-
pansion of two localized Laughlin quasiholes in terms of
the adiabatically evolved two-domain-wall states, i.e.,
|ψc(h1, h2)〉 =
∑
q1<q2
ϕ∗c,q1,q2(h1, h2) Sˆ(Lx, 0)|c, q1, q2〉.
(23)
Here, |c, q1, q2〉 represents the state where two empty sites
are inserted into the CM-index-c CDW. When calculat-
ing ϕc,q1,q2(h1, h2) some additional thought is necessary.
The sum in Eq. (23) now contains many terms |c, q1, q2〉
that have the same Tx-eigenvalue, since the latter only
depends on q1 + q2. Hence we cannot use translational
symmetry to argue that 〈c, q1, q2|Sˆ(Lx, 0)|c, q′1, q′2〉 is non-
zero only when q1,2 = q
′
1,2.
However, when κ(q2 − q1)≫ 1 (i.e., when the separa-
tion between the two domain walls is much greater than
the pair hopping range), we expect that the two domain
walls behave as two isolated, non-interacting entities. In
this case the q value of each domain wall should remain a
good quantum number, and the following matrix element
will factorize:
〈c, q1, q2|Sˆ(Lx, 0)|c, q′1, q′2〉
→ 〈c, q1|Sˆ(Lx, 0)|c, q′1〉〈c+ 1, q2|Sˆ(Lx, 0)|c+ 1, q′2〉
= constant× δqq,q′1δq2,q′2 . (24)
The shift of c to c+ 1 in the second factor in the second
line takes into account that the second domain wall is
inserted into a shifted CDW pattern due to the presence
of the first one. Locally, circumstances are thus as if the
second domain wall had been inserted into the ground
state sector c + 1. Moreover, for well separated domain
walls the matrix element Eq. (24) will still be diagonal in
q1, q2. Given this fact we may proceed as in the one-hole
case, and argue that
ϕc,q1,q2(h1, h2) ∝ 〈c, q1, q2|ψc(h1, h2)〉. (25)
To compute the overlap on the right hand side of Eq. (25)
we use the Laughlin two hole wavefunction
ψc(h1, h2, {zi}) = Fc({zi})
∏
i(η1 − ξi)(η2 − ξi)
×∏i<j(ξi − ξj)me− 12 Pi y2i (26)
A calculation analogous to that for the one hole case leads
to
ϕc,q1,q2(h1, h2) ≃ N 2ϕϕc,q1(h−)ϕc+1,q2(h+) (27)
where ϕc,q(h) is given in Eq. (21), and (h
−, h+) equals
(h1, h2) for h1y < h2y, and (h2, h1) otherwise. Eq. (27)
is valid up to exponentially small corrections for κ(q2 −
q1)≫ 1.
It is interesting to note that in this limit, the wavefunc-
tion ϕc,q1,q2 describes two well separated, non-interacting
particles of charge−e/m in a magnetic field. This is quite
analogous to the one-hole case. However, each particle
sees a slightly different vector potential, namely
A−(z) = (−y + κc+ κm+ 1
2
, 0)
A+(z) = (−y + κ(c+ 1) + κm+ 1
2
, 0). (28)
Thus the second particle feels an additional flux due to
the presence of the first one. This is a manifestation of
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FIG. 1: The “special” braiding path. This path makes use
only of the asymptotic form of the two hole coherent state
Eq. (27). a) The torus is represented as rectangular strip
with periodic boundary conditions. b) Same as a) with two
opposite ends of the strip in a) glued together. The two quasi-
holes are represented as solid black dots.
the statistical interaction! This constant shift between
the two vector potentials Eq. (28) is of a piece with the
shift discussed below Eq. (24). Its origin is again the
fact that the two domain walls are immersed into dif-
ferent, mutually shifted local ground state patterns. As
argued in Refs. 1–4 the shift of the CDW phase due
to the presence of a domain wall is responsible for the
fractional charge of the quasi-particles, by means of the
Su-Schrieffer counting argument.6 We will now show that
through Eqs. (28), the same shift is also at the heart of
the quasi-particle’s fractional abelian braiding statistics.
V. THE BERRY PHASE OF EXCHANGE: THE
SIMPLE PICTURE
In order to compute the braiding statistics of two
quasi-holes we must calculate the Berry phase along a
path taking one hole around the other while keeping them
far separated. A main problem we encounter in doing so
is that for |h1y − h2y| . 1, the dominant contributions
to the right hand side of Eq. (25) come from terms with
κ(q2 − q1) . 1, where Eq. (27) is not valid. Such con-
figurations are unavoidable along closed exchange paths,
even though the hole separation may be large at any time.
As it turns out, the above difficulty can be overcome
in two different ways. The complete solution to the prob-
lem makes use of the duality discussed earlier, and will
be treated in the next section. However, this approach
may obscure the physical origin of the abelian fractional
statistics, which we hinted above is the simple shift of
CDW ground state patterns surrounding each domain
wall. To demonstrate this, we will first give a simplified
treatment that makes the underlying physics quite trans-
parent. To do so, we first restrict ourselves to the special
class of braiding paths shown in Fig. (1), where one par-
ticle fully encircles the other. These paths contain two
pieces C1 and C2 where one particle fully traverses one
hole of the torus, in a regime where |h1y−h2y| ≫ 1 holds
and Eq. (27) is valid. The remaining parts C3 and C4
of the path cancel in the calculation of the Berry phase
γ. After a simple calculation, using Eqs. (23), (27), the
latter can then be expressed as:
γ = −i
∫
C1+C2
dl · 〈ψc(h1, h2)|∇h1 |ψc(h1, h2)〉
=
−1
m
∫
C1
dlA−(h1) +
−1
m
∫
C2
dlA+(h1)
=
−1
m
∫
C1+C2
dlA−(h1) +
−1
m
∫
C2
dl κeˆx
=
−1
m
× Φ + 2pi
m
(29)
In here, Φ is the magnetic flux through the area en-
circled by the closed path in Fig. (1a), and we used
A+ = A− + κeˆx in the third line. Eq. (29) is the cor-
rect result13 for two quasi-holes in a ν = 1/m liquid. It
is now apparent that the abelian statistics described by
the term 2pi/m have their root in the relative displace-
ment of a ground state CDW pattern in the presence of
a domain wall, since this is the cause for the difference
between A− and A+. We can easily generalize this re-
sult to the elementary excitations in hierarchy states. As
shown in Ref. 2, the thin torus limit of a ν = p/(mp+1)
state in the Jain hierarchy14 consists of unit cells of the
form C = (10m−1)p−110m, where a subscript denotes
repetition of the building block it is attached to. In the
same notation, the expression for a Laughlin state such
as Eq. (3) would be C = 10m−1. Note that for Jain
states, m is even for fermions, as opposed to our con-
vention for Laughlin states. An elementary excitation of
charge −e/q, where q ≡ mp+1, corresponds to a domain
wall defect in the thin torus limit where one of the shorter
blocks 10m−1 is removed. In this limit, a state with two
domain walls separated by a number of unit cells would
read:
. . .CCC(10m−1)p−210mCCCCC(10m−1)p−210mCCC . . .
(30)
We may now postulate that for a state of two local-
ized charge −e/q excitations, an expression analogous to
Eq. (27) holds. However, two important modifications
apply. First, the definition of bc,q in Eq. (21) should be
properly adjusted to refer to the position of a domain wall
in the Jain state, i.e. bc,q = qq + c + δ.
15 Second, it is
apparent from Eq. (30) that the shift between the CDW
patterns surrounding a domain wall is now ∆c = −m
rather than ∆c = +1, since at each domain wall one
10m−1 block of length m is removed. Then a calculation
analogous to that in Eq. (29) yields
2θ = 2pi
∆c
q
(31)
for the statistical part of the Berry phase, with ∆c = −m
in this case. In fact, the arguments leading to Eq. (31)
6can be expected to be valid beyond the Jain hierarchy.
That is, whenever the domain wall picture for an ele-
mentary charge −e/q excitation is known in an abelian
quantum Hall state, we expect that its statistical angle θ
satisfies Eq. (31). Here ∆c is the shift between CDW pat-
terns caused by the domain wall, and the filling factor is
ν = p/q with p and q coprime. This agrees with the gen-
eral result obtained in Ref. 17. Indeed, for a charge −e/q
excitation, the Schrieffer-Su counting argument implies a
relation of the form
∆c p− nq = 1 , (32)
where n is an integer.16 With this, the result in Ref. 17
then implies
2θ = 2pi
∆c2p
q
mod 2pi . (33)
However, using Eq. (32) again, Eqs. (31) and (33) agree
modulo 2pi. Note that for a charge +e/q defect, Eq. (31)
requires an additional minus sign. This corresponds to
the fact that Eq. (21) should be replaced by its complex
conjugate in this case. Since ∆c will also change sign,
the statistical phase remains the same.
We should, however, be careful not to apply Eq. (31) to
excitations that can be regarded as composites of more el-
ementary excitations, such as charge p/q Laughlin quasi-
particles in hierarchy states with p > 1.18 For compos-
ite particles, more complicated expressions are generally
needed to properly localize these particles in both x and
y. Once the statistical phases for the most elementary
excitations are known, those of composite particles can
be calculated from the well known composition rule.19,20
We note, however, that we have so far determined θ only
modulo pi. This is so because we have not carried out
a single exchange of two particles. We will remedy this
fact in the following section. Although we will focus on
Laughlin states from now on for simplicity, we believe
that it is not difficult to generalize the following discus-
sion to elementary excitations in arbitrary abelian states.
VI. THE BERRY PHASE OF EXCHANGE:
DUALITY
While the above discussion offers most straight-
forward insights into the nature of abelian statistics from
our 1d point of view, it has certain limitations which we
now wish to overcome. One limitation is the fact that
the approach in the preceding section cannot be gener-
alized to the non-abelian case even in principle. This is
because the paths C3 and C4 in Fig. (1) are separated by
paths C1 and C2, hence they need not cancel in the non-
abelian case, where all these paths will be represented by
non-commuting matrices. Also, since braiding statistics
are a topological phenomenon, it is desirable to demon-
strate their validity for more general paths, rather than
the special ones considered so far. We will now show how
this is achieved using duality.
The key idea is that in addition to Eq. (23), one could
write down a similar expansion for a two-hole state in
terms of adiabatically evolved domain walls from the
limit Ly → 0 (Lx →∞)
|ψc¯(h1, h2)〉 =
∑
q1<q2
ϕ¯∗c¯,q1,q2(h1, h2) Sˆ(Lx,∞)
∣∣c¯, q1, q2〉.
(34)
Similar as before, c¯ is the CM index for the CDW in the
Lx → ∞ limit. By going through steps similar to those
leading to Eq. (27), we can give an asymptotic form for
ϕ¯c¯,q1,q2 which is valid when κ¯(q2 − q1)≫ 1
ϕ¯c¯,q1,q2(h1, h2) ≃ N 2ϕ¯ ϕ¯c¯,q1(h<)ϕ¯c¯+1,q2(h>), (35)
where
ϕ¯c¯,q(h) = e
−iq(hy κ¯+π)−
1
2m
(hx−κ¯bc¯,q)
2
, (36)
and (h<, h>) equals (h1, h2) for h1x < h2x, and (h2, h1)
otherwise. Eq. (35) is valid for κ¯(q2−q1)≫ 1, and hence
can be used in Eq. (34) for |h1x − h2x| ≫ 1.
In calculating the Berry phase for the exchange of two
holes, we can now employ the following strategy. We
start with two holes in the state |ψc(h1, h2)〉, having large
|h1y − h2y|. Initially, h1x = h2x is assumed. Keeping
h2 fixed, we move h1 around h2 in a counter-clockwise
manner, dividing the contour C into three parts (Fig. (2)).
Along C1, a contribution γ1 to the Berry phase can be
calculated using Eqs. (23),(27), since h1y − h2y ≫ 1
holds. Simple calculation gives
γ1 = −i
∫
C1
dl · 〈ψc(h1, h2)|∇h1 |ψc(h1, h2)〉
=
−1
m
∫
C1
dl ·A+(h1), (37)
where A+ is given in Eq. (28). At the point labeled
2, we can then switch to Eqs.(34) and (35). However
before doing so we need to write |ψc(h1, h2)〉 as linear
combinations of |ψc¯(h1, h2)〉 as follows
|ψc(h1, h2)〉
∣∣
2
=
∑
c¯
ucc¯ |ψc¯(h1, h2)〉
∣∣
2
(38)
Along C2, the expressions (34),(35) can be used to yield
γ2(c¯) = −i
∫
C2
dl · 〈ψc¯(h1, h2)|∇h1 |ψc¯(h1, h2)〉
=
−1
m
∫
C2
dl ·B−(h1), (39)
where
B−(z) = (0, x− κ¯c¯− κ¯m+ 1
2
)
B+(z) = (0, x− κ¯(c¯+ 1)− κ¯m+ 1
2
). (40)
7Since our state was originally in the sector labeled c, we
expect that this remains true even after the adiabatic
evolution along C2. At point 3 we must then have∑
c¯
ucc¯ e
iγ2(c¯) |ψc¯(h1, h2)〉
∣∣
3
= eiγ2 |ψc(h1, h2)〉
∣∣
3
. (41)
We note that the validity of a relation of this form is
not trivial, since the constants ucc¯ appearing in it are the
same as those defined at point 2 in Eq. (38). However,
Eq. (38) is necessarily true if the evolution along C2 does
not affect the original sector of the state, which has the
label c. For abelian statistics this is what one expects,
and we will verify the validity of Eq. (41) within our
framework below (see Appendix A, Eqs. (A21)-(A23) ).
Finally, for the contribution C3 to the Berry phase, we
may again use Eqs. (23),(27). Since now h1 = h
−, the
Berry connection is given by −1m A−(h1), thus
γ3 = −i
∫
C3
dl · 〈ψc(h1, h2)|∇h1 |ψc(h1, h2)〉
=
−1
m
∫
C1
dl ·A−(h1). (42)
As a last step, we displace both holes vertically until they
have exchanged their original positions, yet this does not
contribute to the Berry phase. Note that, as opposed to
the preceding section, our current path C describes a true
exchange of two particles, not the full encircling of one
particle by the other. The total Berry phase for this path
is given by
γ = γ1+γ2+γ3. (43)
By overlapping Eq. (38) with |ψc¯(h1, h2)〉|2 and Eq.(41)
with |ψc¯(h1, h2)〉|3 we obtain
γ2 = γ2(c¯) + λ(c¯)
λ(c¯)=−i ln
( 〈ψc¯|ψc〉2
〈ψc¯|ψc〉3
)
. (44)
Note that by Eq. (41), the above result for γ2 must be
independent of the choice for c¯, so long as the over-
laps entering this expression do not vanish. Hence the
dependence on c¯ will cancel in the expression for γ2.
Writing B− = A+ + ∇f1, A− = A+ + ∇f2, where
f1(z) = xy−κ(c+ m+12 +1)x−κ¯(c¯+ m+12 )y, f2(z) = −κx,
the final result for the Berry phase can be expressed as
γ = γ1+γ2+γ3 = − 1m
∫
C
dh1A+(h1)
+[λ(c¯) + 1m (f1|2 − f1|3 + f2|3 − f2|4)] (45)
where f |p denotes the value of f at point p. The first
term in Eq. (45) is again equal to
−1
m
∫
C
dh1A+(h1) =
−1
m
× Φ (46)
Here Φ denotes the magnetic flux enclosed by the ex-
change path consisting of the pieces C1+ C2+ C3 and the
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FIG. 2: Two quasi-holes (solid black) on a torus are ex-
changed along a path C. The position of one particle is kept
at h2, while the other at h1 traces the shown path. The path
is divided in to parts C1, C2, C3, separated by points labeled
1-4.
final vertical step discussed above. This is the Aharonov-
Bohm component of the Berry phase. Our final task is
thus to calculate [λ(c¯)+ 1m(f1|2−f1|3+f2|3−f2|4)] using
Eq. (44). This in turn requires us to compute overlaps of
the form 〈ψc|ψc¯〉 from Eqs. (23),(34).
To achieve this, we need to compute the overlap be-
tween Sˆ(Lx,∞) |c¯, p1, p2
〉
and Sˆ(Lx, 0)|c, q1, q2〉. The de-
tails of the calculation are carried out in Appendix A.
Two cases need to be distinguished. In the first case, the
particles are either bosons (m even) of arbitrary particle
number N , or are fermions of odd total particle number
(m, N both odd). The second case is that of fermions
with even particle number (m odd, N even). The latter
case is different by means of the special role played by
the fermion negative sign in translations, and needs to
be treated separately. This distinction is at the heart of
the “odd denominator rule” for fermion quantized Hall
states. How this rule manifests itself in full generality
within our 1d framework will be discussed elsewhere.21
For brevity, we will write down here the result for the
first case (in which m(N − 1) is even):
〈
c, q1, q2
∣∣∣Sˆ†(Lx, 0)Sˆ(Lx,∞)
∣∣∣c¯, p1, p2
〉
=
√
m
L
×
(
exp{ ipi
m
((2 − 2
L
)bc¯,p1bc,q1 +mN(bc¯,p1 + bc,q1) + bc¯+1,p2
+ bc+1,q2 −
2
L
bc¯+1,p2bc+1,q2)}+ exp{
ipi
m
((2− 2
L
)bc¯,p1bc+1,q2
+mN(bc¯,p1+bc+1,q2) + bc,q1−bc¯+1,p2−
2
L
bc¯+1,p2bc,q1+L)}
)
,
(47)
where bc,q is defined below Eq. (21). Eq. (47) is derived
in Appendix A, along with the corresponding result for
the case m(N − 1) odd. Again, Eq. (47) holds only for
8κ(bc,q2 − bc,q1) ≫ 1, κ¯(bc¯,p2 − bc¯,p1) ≫ 1. These condi-
tions are satisfied for the values of q1, q2, p1, p2 that give
rise to the exponentially dominant terms in the overlap
〈ψc(h1, h2)|ψc¯(h1, h2)〉 at points 2 and 3, because at these
points |h1x − h2x| and |h1y − h2y| are both large. This
overlap can now be calculated by putting together Eqs.
(23), (27), (34)-(36) and (47). In the dominant region
of the resulting sum over qi, pi where the Gaussian fac-
tors are near their peak, the first (second) exponential
in Eq. (47) gives rise to a smoothly varying phase as a
function of the qi, pi at point 3 (point 2). This term then
dominates the sum and can be converted into a Gaussian
integral. This way, one finds the quantities ucc¯ defined
via Eq. (38) at point 2. The explicit expression is given
in the Appendix, Eq. (A21). It is readily seen that these
quantities form a unitary matrix, as is required. At point
3 the same procedure shows that a relation of the form
Eq. (41) is indeed satisfied, involving the same matrix
ucc¯ obtained at point 2, and hence the abelian phase γ2
is well defined (c.f. Appendix A, Eq. (A13)). The final
result for the statistical phase is then:
[λ(c¯) +
1
m
(f1|2 − f1|3 + f2|3 − f2|4)] =
pi
m
(mod 2pi) .(48)
This, together with Eqs. (45), (46) is exactly the result
expected for an exchange of two Laughlin quasi-holes.
VII. DISCUSSION
In the preceding two sections we have shown how the
braiding properties of Laughlin quasi-holes emerge in a
Hilbert space made up of one-dimensional domain walls.
The notion of “braiding” in these systems arises by con-
sidering coherent states which describe domain walls hav-
ing a narrow distribution both in position space as well
as in momentum space of the 1d system. From the 1d
point of view, quasi-holes are thus objects localized in
the phase space of the system. Since the phase space is
two dimensional, the notion of braiding is well defined,
and this phase space is identified with the original 2d
torus of the quantum Hall system. In this manner, even
from a 1d viewpoint one can recover the well-known fact
that Laughlin quasi-holes behave as fractionally charged
anyons in a background magnetic field, as first derived
by Arovas, Schrieffer and Wilczek (ASW).13
The fact that it is possible to rephrase the physics of
fractional quantum Hall systems in this 1d language re-
flects the 1d structure of Landau levels, and the related
non-commutative geometry of the physics in a strong
magnetic field. However, a brute force expansion of wave-
functions in the Landau level “lattice” basis is not very
feasible from an analytic point of view. It is only due
to the remarkable adiabatic continuity between quan-
tum Hall states and simple 1d CDW patterns in the
thin torus limit that a simple 1d language for quantum
Hall states can be obtained. In earlier works, we had
discussed how the intricate quantum numbers of quan-
tum Hall states may be inferred from these simple CDW
patterns, such as the characteristic degeneracies and the
fractional charge of excitations. However, the thin torus
limit as a starting point seemed to contain no informa-
tion about a dynamical principle that would allow one to
understand properties such as braiding statistics. In this
work we showed how the limiting CDW patterns organize
the space of quasi-hole like excitation such that, when
combined with the duality principle on the torus, the
statistics of Laughlin-quasi holes can be derived. While
the underlying calculation is less straightforward than
the standard ASW procedure, it has a number of attrac-
tive features. Unlike in the ASW treatment, it is quite
apparent in our method that corrections to the Berry
phase Eq. (48) will die off exponentially with the radius
of the exchange path. In the traditional approach this
fact had been obscured by the finite extent of the quasi
holes.13 More importantly, the ASW treatment makes
use of the very special product structure of Laughlin-
type wavefunctions. Therefore it cannot be carried over
to more complicated cases in principle. While we have
not yet shown that our method makes the calculation of
non-abelian statistic a workable task, we believe that the
general structure of our approach does carry over to the
non-abelian case. To be specific, we point out that the
local Berry connections which arise in the basis of adia-
batically continued domain-wall states are locally trivial,
describing a charge−e/m particle interacting with a con-
stant magnetic background field (Eqs. (28), (40)). We
conjecture that this feature also holds in the non-abelian
case. That is, we conjecture that in the basis of adia-
batically continued domain wall states, the local Berry
connection will be diagonal along each path segment in
Fig. (2). The information about non-abelian statistics
would then be entirely contained in the transition func-
tions describing the change between the two mutually
dual sets of basis wavefunctions at points 2 and 3, which
generalize Eqs. (38) and (41) of this paper to the non-
abelian case. This may considerably reduce the task of
deriving non-abelian statistics directly from wavefunc-
tions. We reserve a detailed study of this conjecture for
future work.
VIII. CONCLUSION
To conclude we have, in previous works, established
that the fractional charge of the abelian and non-abelian
quasiparticles can be understood as the fractional charge
carried by the solitons in appropriate one dimensional
CDW systems (Refs. 1,3, c.f. also Refs. 2,4). In
this paper we show that the fractional statistics of the
abelian quasiparticles can also be understood in this lan-
guage. The bottom line is that the Laughlin quasipar-
ticle state is the coherent state of the one-dimensional
solitons. We have explicitly calculated the expansion co-
efficient of such coherent states in terms of the position
9eigenstates of the solitons. These expansions were ob-
tained by making contact with Laughlin wavefunctions.
However, their simple structure seems to follow naturally
from the symmetries of the problem, as well as the non-
commutative geometry of the physics in a strong mag-
netic field. The latter leads to the identification of the
two-dimensional surface of a quantum Hall torus with
the position-momentum phase space of a one-dimensional
(lattice) system. The role of localized Laughlin quasi-
particles is then naturally identified with that of coher-
ent states formed by domain-wall type excitations in the
1d picture. Based on this approach we were able to
give a new derivation for the statistics of Laughlin quasi-
particles. This approach also makes use of the inherent
duality of the 1d formalism, and does not appear to be
as closely tied to the specific structure of Laughlin wave-
functions when compared to the traditional approach.
We are hopeful that the formalism presented here will
offer ways to calculate the braiding statistics for non-
abelian states, where the traditional many-body wave-
functions are far more complicated.22,23
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APPENDIX A: RELATION BETWEEN DUAL
REPRESENTATIONS AND OTHER DETAILS
In this Appendix we derive the relation between states
that are obtained by the adiabatic evolution of two-
domain-wall states from opposite thin torus limits, i. e.
Lx → 0 and Ly → 0, respectively. This relation is needed
to calculate the overlap in Eq. (47). We first solve the
analogous problem for single hole domain wall states on
a torus with L = mN + 1 flux quanta. Thus we seek an
expression of the form
Sˆ(Lx,∞)|c¯, p〉 =
∑
c,q
u(c¯, p|c, q)Sˆ(Lx, 0)
∣∣c, q〉 (A1)
Note that the sum on the right hand side is not restricted
to a single c-sector. Hence to ease the notation and the
expressions that follow, we will now label states by the
domain-wall positions
b ≡ bc,q = mq + c+ 1
2
(m+ 1) (A2)
and
a ≡ bc¯,p = mp+ c¯+ 1
2
(m+ 1) (A3)
respectively. Recall that κ¯a and κb are just the x− and
y−positions of a domain-wall in the states
|a〉 ≡ |c¯, p〉 , |b〉 ≡ |c, q〉 (A4)
respectively. We shall also use the abbreviations
Sˆ ≡ Sˆ(Lx, 0) , ˆ¯S ≡ Sˆ(Lx,∞) (A5)
in the following. With the notation Eqs. (A2), (A5) we
can rewrite Eq. (A1) in the more compact form
ˆ¯S|a〉 =
∑
b
u(a|b) Sˆ∣∣b〉 . (A6)
Note that from Eq. (A2), a and b are both integer for
m odd, and half-odd integer for m even. The sum in
Eq. (A6) thus goes over all integer or half-odd integer
values in the interval [0, L), depending on m.
We now observe that ˆ¯S
∣∣a〉 is an eigenstate of Ty with
eigenvalue exp(−ik), k = − 2πLma + pi(N + 2ma). This
implies that ˆ¯S
∣∣a〉 has the form of a plane wave in terms
of the states Sˆ
∣∣b〉,i.e.
ˆ¯S
∣∣a〉 ∝ 1√
L
∑
b
eikbSˆ
∣∣b〉. (A7)
For the time being, we restrict ourselves to the cases
where the underlying particles are either bosons (m even,
N arbitrary), or fermions with an odd total number of
particles (m, N both odd). In both these cases the
domain wall states transform straightforwardly under
translations,
Ty|b
〉
=
{ |b+ 1〉 for b+ 1 < L
|b+ 1− L〉 otherwise (A8)
The situation is slightly more complicated for fermions
when the particle number N is even. This is so because
then an additional minus sign arises whenever an electron
in the state |b〉 is translated across the boundary between
the orbital labeled L− 1 and the orbital labeled 0. Said
succinctly, we distinguish the following two cases:
case i) m(N − 1) even
case ii) m(N − 1) odd (A9)
where we leave it understood that the underlying parti-
cles are fermions if m is even, and bosons if m is odd.
We first consider case i) where Eq. (A8) holds, and deal
with case ii) later. From Eq. (A8) it is easily verified that
the right hand side of Eq. (A7) has the correct Ty eigen-
value, since Ty commutes with the evolution operator Sˆ.
The expression Eq. (A7) is, however, not complete yet.
We must still choose the overall phase of the right hand
side in a consistent manner. The correct phase as a func-
tion of a can be determined from the requirement that
Tx
ˆ¯S
∣∣a〉 = ˆ¯S∣∣a+1〉. Alternatively, using duality it can
be shown that u(a|b) must be symmetric in a and b, i.e.
u(a|b) = u(b|a). Both requirements yield that the overall
phase factor in Eq. (A7) must be exp(ipiNa). Altogether,
this results in〈
b
∣∣Sˆ† ˆ¯S∣∣a〉 = u(a|b)
=
1√
L
exp{ ipi
m
((2 − 2
L
)ab+mN(a+ b))} (A10)
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We now turn to the actual two-hole problem on a torus
with L = mN + 2 flux quanta. Let us seek an expan-
sion for ˆ¯S
∣∣a1, a2〉 ≡ ˆ¯S∣∣c¯, p1, p2〉 in terms of the states
Sˆ
∣∣b1, b2〉 ≡ Sˆ∣∣c, q1, q2〉,
ˆ¯S
∣∣a1, a2〉 = ∑′
b1<b2
u(a1, a2|b1, b2)Sˆ
∣∣b1, b2〉. (A11)
Again, m determines whether the sum goes over inte-
ger or half-odd integer values. In addition, the following
constraints apply:
0 ≤ a1 < a2 < L , 0 ≤ b1 < b2 < L
a2 − a1 ≡ 1 mod m, b2 − b1 ≡ 1 mod m(A12)
The second line expresses the fact that the second
domain-wall is inserted into a CDW pattern which is
shifted by one lattice site relative to the pattern sur-
rounding the first domain wall. The prime on the sum
in Eq. (A11) denotes that the constraint Eq. (A12) is
enforced.
As in deriving Eq. (27), we are facing the problem
that the matrix elements u(a1, a2|b1, b2) are not entirely
determined by translational symmetry alone. To make
progress, we first of all assume that the domain wall po-
sitions a1 and a2 are well separated, i.e. κ¯(a2 − a1)≫ 1,
such that the “dressing” of each domain wall by the oper-
ator ˆ¯S will be unaffected by the presence of the other do-
main wall. The two defects are then independent. When
the separation of the κ(b2−b1) in the expansion Eq. (A11)
is also large, we expect that the expression in Eq. (A11)
should be of a plane-wave form analogous to Eq. (A7) in
both variables b1 and b2. We thus write down an ansatz
of the form
u(a1, a2|b1, b2) ≃ Nueβ(a1,a2)
(
eik1b1+ik2b2+eiλeik1b2+ik2b1
)
(A13)
for κ(b2 − b1) ≫ 1, κ¯(a2 − a1) ≫ 1, where we must now
determine the parameters β, k1, k2, λ as a function of
a1, a2, b1, b2. We first use translational symmetry. One
finds that ˆ¯S
∣∣a1, a2〉 is an eigenstate of Ty with eigenvalue
exp(−iK), where
K =
pi
m
(− 2
L
(a1+a2)+Nm+2a1+η) mod 2pi . (A14)
In the above, the constant η ≡ 1 comes from the con-
straint a2 − a1 ≡ 1 mod m in Eq. (A12). It is use-
ful to introduce this dummy variable, since one would
naively expect that a1 and a2 should enter expressions
such as Eq. (A14) more symmetrically. Due to the form of
the constraint however, the expression is truly symmetric
only under the exchange a1 ↔ a2 and the simultaneous
substitution η → −η. Although this symmetry is not
immediately obvious in equation Eq. (A14), it is easily
checked that it is satisfied (modulo 2pi). Similar state-
ments hold for some of the expressions that will follow,
hence η is best retained as a variable for easy consistency
checks. Furthermore, we also note that exp(iKL) = 1
holds as required by periodic boundary conditions. The
requirement that the right hand side of Eq. (A11) must
also be a Ty eigenket with eigenvalue exp(−iK) leads to
the following conditions:
k1 + k2 = K mod 2pi (A15)
λ = −k1L = k2L mod 2pi (A16)
where in the last line, it was used that TySˆ
∣∣b1, b2〉 =
Sˆ
∣∣b2+1−L, b1+1〉 holds when b2 + 1 > L. We now de-
termine how the phase factors eibjkj′ in Eq. (A13) must
change when a domain wall undergoes a local move. For
this we first need to make precise what a local move is.
We stress again that it is not possible for any domain
wall to change its position bi by an amount smaller than
±m without shifting the entire fluid, i.e. without chang-
ing the low energy sector c. This is evident from Eqs.
(A2). Thus it is clear that a change of any domain-wall
position by an amount ∆b < m is not a “local” move,
but affects an infinite number of degrees of freedom. In
contrast, a domain-wall move by ∆b = ±m only requires
the hopping of a single electron in the thin torus limit.
Even for the “dressed” domain walls at finite circumfer-
ence, we expect that a local operator (such as the local
charge density operator) will be able to generate ma-
trix elements only between states Sˆ
∣∣b1, b2〉 whose domain
wall positions b1 or b2 differ by a few integer multiples of
m. Hence it is the change of the phase factors eibjkj′ in
Eq. (A13) under a change of bj by ±m that will deter-
mine physical properties like the charge density profile
of the state Eq. (A11). Let us consider the single hole
case, Eq. (A7). We note that in a state describing a hole
localized at hx ≡ κ¯a, the phase of Sˆ
∣∣b〉 always changes
by the following amount when b→ b+m:
eikm = e−2πia/L+iπ(Nm+2a)
= −e−2πia/L = −e−iκhx , (A17)
where we have used that Nm+ 2a is always odd in case
i) (Eq. (A9)) which we are considering here. Incidentally,
the same change of phase under b→ b+m as that shown
in Eq. (A17) can already be observed in the single hole
coherent state Eqs. (17),(21), and more importantly so
in the two-hole coherent state Eqs. (26),(27). It is thus
quite clear that we must also have
eik1,2m = −e−2πia1,2/L (A18)
in Eq. (A13), in order for the state Eq. (A11) to describe
two dressed domain walls at x-positions κ¯a1,2. The con-
ditions Eqs. (A14),(A18) are satisfied by the following
choice of the momenta k1, k2,
k1 =
pi
m
(− 2
L
a1 + 2a1 +Nm)
k2 =
pi
m
(− 2
L
a2 + η) .
(A19)
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Superficially, it looks like one could have made different
choices for k1, k2 that also satisfy Eqs. (A14),(A18).
However, using the constraint Eq. (A12) it can be shown
that all these choices give rise to the same state, up to a
trivial overall phase. In general, one may let k1 → k1+∆,
k2 → k2−∆, where ∆ is an integer multiple of 2pi/m,
without changing the state Eq. (A11). In particular,
the state Eq. (A11) is invariant (up to a phase) when
all indices 1 and 2 are exchanged in Eq. (A19), and
the substitution η → −η is made. Finally, we fix
the overall phase of the state by choosing β(a1, a2) in
Eq. (A13). Again we do this by requiring that the state
Eq. (A11) transforms properly under Ty translations, i.e.
Ty
ˆ¯S
∣∣a1, a2〉 = ˆ¯S∣∣a1 + 1, a2 + 1〉, and that the matrix ele-
ment u(a1, a2|b1, b2) is symmetric under the simultaneous
exchange a1 ↔ b1, a2 ↔ b2, as required by duality. This
way one obtains
β(a1, a2) =
pi
m
(Nma1 + η a2). (A20)
With this choice, the first term in Eq. (A13) is man-
ifestly symmetric under the exchange aj ↔ bj, and
the second term can be shown to have this symmetry
using again Eq. (A12). Plugging Eqs. (A20),(A19),
(A16), and η ≡ 1 into Eq. (A13) yields the matrix el-
ement u(a1, a2|b1, b2) displayed in Eq. (47). In writing
Eq. (47), we also used that due to the asymptotic plane
wave form of u(a1, a2|b1, b2), the normalization Nu must
be equal to the square root of the number of terms in
Eq. (A13), at least to the leading order in 1/L. This
yields Nu ≃ √m/L. Although this result does not enter
our determination of the Berry phase, it is interesting
to note that corrections to it are actually exponentially
small. This can be shown from the requirement that the
matrix formed by the quantities ucc¯ in Eq. (38) must be
unitary, as we will see shortly. We had refrained from
giving a detailed expression for these quantities in the
main text for brevity. This expression will be given in
the following. By carrying out the procedure described
in Section VI at point 2 (Fig. (2)), one obtains:
ucc¯ =
L2
2m2
N 1ϕN 2ϕNu exp{−
i
m
[pimN(c¯+ c+m+ 2)
+pim(c¯+ c+m) + pim+ 2pi(c+
m+ 1
2
)(c¯+
m+ 1
2
)
−κ(c+ m+ 1
2
)(h1x + h2x)− κ¯(c¯+ m+ 1
2
)(h1y + h2y)
−κh1x − κ¯h2y + h1xh1y + h2xh2y]}
≡ 〈ψc¯(h1, h2)|ψc(h1, h2)〉
∣∣
2
(A21)
It is easily seen that the above expression is proportional
to a unitary matrix. Since we are interested in domain
walls that are well separated in x and y, one can de-
termine the normalization constants N 1ϕ = κ
√
m/pi and
N 2ϕ = κ¯
√
m/pi from Eqs. (27) and (35) up to exponen-
tially small corrections. The condition that ucc¯ is unitary
then yields Nu = √m/L, as anticipated. At point 3 one
may calculate the overlap between the states ψc and ψc¯
using the same procedure. This defines the phase γ2, as
explained in Section VI. One finds:
〈ψc¯(h′1, h2)|ψc(h′1, h2)〉
∣∣
3
= ucc¯|h1→h′1
× exp{− i
m
[pi + κ(h′1x − h2x)]} (A22)
where h1 and h
′
1 are the positions of the moving particle
at point 2 and point 3, respectively. In the above, all
occurrences of h1 in ucc¯ are replaced by h
′
1. However,
this result can be recast to be of the form Eq. (41), with
the original ucc¯ defined at point 2, and with
γ2 =
−1
m
∫
C2
dl ·A+ + 1
m
(κh′1x − κh2x + pi). (A23)
When this result is plugged into Eq. (45) the final result
Eq. (48) is obtained.
Finally, we comment on how the above equations need
to be modified in case ii), which corresponds to an even
number of fermions (m odd, N even). In this case a sin-
gle domain-wall state |b〉 represents a Slater determinant
state that does not quite obey the simple transforma-
tion law Eq. (A8) under translations. Rather, an addi-
tional negative sign must be introduced on the right hand
side whenever an electron in the state |b〉 is translated
from site L − 1 to site 0. This is so because an electron
creation operator has to be commuted through N − 1
other such operators in this case. This happens every m
translations, except when the domain wall itself moves
across the boundary. The properties of these states un-
der translation are thus slightly more complicated. For
single domain-wall states, however, the additional phase
can be removed simply by considering multiplication with
the following prefactor:
eiπq|b〉 . (A24)
In here, q ≡ qb is the integer related to b via Eq. (A2).
Note that qb is uniquely defined by the requirement
c ∈ {0, ...,m− 1}. It is easily checked that the prefactor
compensates for the fermion minus sign in translations,
and the states Eq. (A24) transform under Ty translations
in a manner analogous to Eq. (A8),
Tye
iπqb |b〉 =
{
eiπqb+1 |b+ 1〉 for b+ 1 < L
eiπqb+1−L |b+ 1− L〉 otherwise, (A25)
where the last line uses the fact that N = (L − 1)/m is
even. It follows that with the following modification of
the amplitude u(ab) in Eqs. (A6), (A10),
u(a|b)→ eiπ(qa+qb) u(a|b) , (A26)
the right hand side of Eq. (A6) still has the correct prop-
erties under the action of Tx and Ty, which uniquely de-
fine the states ˆ¯S|a〉. We observe that thanks to the ad-
ditional factor, the change of phase under local moves is
still the same as one expects from Eq. (A17), i.e
u(a|b+m) = −e−2πia/Lu(a|b) . (A27)
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For two domain-wall states, we can now construct a Ty
eigenstate by modifying Eqs. (A11) and (A13) as follows:
u(a1, a2|b1, b2) ≃
Nueβ′(a1,a2)
(
eik1b1+ik2b2+iπqb1+eiλeik1b2+ik2b1+iπq{b2−1}
)
≡ u1(a1, a2|b1, b2) + u2(a1, a2|b1, b2) , (A28)
where u1 and u2 denote the first and second term in
the second line, respectively. With this choice, the state
Eq. (A11) is still a Ty eigenstate of eigenvalue exp(−iK),
where the parameters k1, k2 and λ are still subject to
the conditions Eqs. (A15), (A16). Again, k1, k2 are de-
termined from Eq. (A14) and the analogue of Eq. (A18),
which is the condition that the two terms in Eq. (A28)
behave analogous to the phases of the single hole case
under local moves, as determined in Eq. (A27):
u1,2(a,1 , a2|b1 +m, b2) = −e−2πia1,2/Lu1,2(a,1 , a2|b1, b2)
u1,2(a,1 , a2|b1, b2 +m) = −e−2πia2,1/Lu1,2(a,1 , a2|b1, b2) .
(A29)
It turns out that these conditions are satisfied by the
same choices for ki made above in Eq. (A19) (where the
term piN may be dropped). The necessary adjustment
to the overall phase β′(a1, a2) is:
β′(a1, a2) =
pi
m
(a1 + η a2) + piqa1 . (A30)
With this, the matrix element u(a1, a2|b1, b2) and the re-
sulting states ˆ¯S|a1, a2〉 have exactly the same symmetries
and translational properties discussed above for case i).
We have verified that with these modifications, the Berry
phase calculation along the lines discussed above again
yields the correct result Eq. (48) in case ii).
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