A forest canopy forms a critical platform for complex interactions between the vegetation and the atmosphere boundary layer and is considered as a crucial piece for environmental scientists in their understanding of the ecosystem and its response to the climate change. Microfronts represent a class of these interactions characterized by a moving mass of air that introduce fluctuations in ambient temperature and humidity on small spatial and temporal scales. In this paper, we present a joint spatio-temporal hidden markov model that simultaneously incorporates neighborhood dependencies in space and time. We show that our approach can trace the diffusion of microfronts more effectively than several baseline methods over a sensor data from Brazilian rainforest and a synthetically generated dataset.
Introduction
Tropical forests form a critical component in our rapidly expanding understanding of the Earth as a system. Although they span only a comparatively small percentage of the Earth's surface (6%), they assume critical importance as they are a home to more than half of the plants and animals in the world. Many important coupled physiological and meteorological phenomena occur in forest canopies including carbon and energy transfer with respect to the atmospheric boundary layer. Microfronts in forest canopies represent movement of air that we hope to observe through characteristic small shifts in temperature on a time scale of minutes; hence sensors must be placed with sufficient spatial density and volume extent and must record accurate observations at a sufficiently high measurement rate. Microfront detection and characterization is in turn helpful in characterizing gas transport paths inside the canopy and is useful for environmental scientists in their understanding of the larger ecosystem.
The working hypothesis for this investigation is an assumption of high temporal and spatial autocorrelation in data recovered from an in situ array of temperature and humidity sensors where a microfront will betray its passing as a coherent "blip" in the temperature signal. The task is therefore to identify candidate microfronts with the intention of creating a convincing case for detection, perhaps to include additional subsequent analysis. To this end we propose an algorithm for microfront candidate detection that looks for dependencies in the space/time data based upon a joint probabilistic graphical model to examine the spread of microfronts.
We pose the problem of microfront detection as a problem of diffusion of information cascades. Diffusion of a phenomenon or information is a widely studied area of research and has attracted a lot of attention recently with the emergence of online social networks [1, 2, 3] . Traditional models of diffusion have formalized the spread of ideas or influence as a threshold model [4] or a cascade model [5] where a node in the network is activated depending upon the state of the neighboring nodes in the network. In a spatio-temporal context, both time and space dependencies are critical as there is high spatial and temporal homogeneity due to autocorrelation. Most of the models of diffusion assume that the infected nodes are visible through some observable phenomenon like retweets in microblogging, etc. However, in case of microfront detection, a temperature change does not necessarily mean the observation of a microfront as temperature increases during the day and comes down during the night.
Challenges in Microfront detection
There are several challenges in the detection of microfronts, such as, (i) Microfront phenomenon can exist for only a few minutes and can travel at a rate of few meters per minute, (ii) The increase in temperature could be as small as 0.5
• C and can have a small spatial spread, (iii) The climate data like temperature, relative humidity, etc. have a strong periodicity. The temperature increases during the daytime and goes down during the nighttime, (iv) Due to the seasonal variations, the increase or decrease in temperature can be different during different times of the year, (v) Moreover, the changes recorded can also be a result of the instrument error. These issues make the problem of detecting microfronts challenging.
We consider an example to illustrate these challenges. Figure 1 shows a possible microfront in the temperature data traveling from one sensor node to another. There are two possible microfront candidates, i.e. sensors showing synchronous and asynchronous change in temperature. A naive solution to detect microfront sensors showing asynchronous change in temperature involves defining small time windows and taking the lagged-correlation of the time series at each sensor nodes with one another. However, there are two main problems with this approach: a) Lagged correlation will not give any meaningful value if the actual correlation of the time series is very high as in the case of our data due to very high spatial resolution and autocorrelation, b) The size and the starting point of the window is unknown, resulting in an exponential number of ways to combine the data making the problem intractable.
Our Approach
Our goal is to simultaneously track the neighborhood dependencies in both space and time using a single joint probabilistic graphical model for diffusion. We capture temporal and spatial dependencies among sensor nodes using a first order Markovian distribution. Further, we characterize our temporal Markovian model using a Beta distribution and using the α, β parameters of the Beta distribution, we skew the distribution towards 0 or 1 depending upon the various possible scenarios in the neighborhood. Our model also takes into account the spatial dependencies as generally seen in the climate domain to get a neighborhood consistent behavior. A novel aspect of our model is the characterization of the noise model using the difference between the microfront probability at a node at two consecutive time steps and using it for inferring the most likely state. Our results show measurable effectiveness of this approach in comparison with traditional diffusion models and the Hidden Markov Model.
Our Contributions
Our key contributions are as follows.
• We provide a computational definition for characterizing the microfronts and model the problem in terms of capturing the diffusion of a blip in temperature in a spatio-temporal context.
• We propose a joint graphical model which is a variant of the Hidden Markov Model that takes into account the spatial and temporal dependencies in the climate data along with a noise model to detect the microfronts.
• We provide algorithms to jointly update the state of the system depending upon the Markovian spatiotemporal dependencies using a Beta distribution. We use the parameters α and β of the Beta distribution to reflect the state of the neighborhood and thus affect the final probability of a node to be in a microfront state.
• We show the utility of our algorithm by effectively capturing microfronts present in our sensor network data set. However our algorithm can be easily generalized to other domains to find spatio-temporal diffusion patterns in other datasets.
Dataset Description
We use the data collected from sensors installed in a Brazilian rainforest for our study. In November 2009, Microsoft Research, in collaboration with researchers from John Hopkins University and the University of São Paulo, deployed a network of sensors to study the Serra do Mar rainforest in Brazil. Only about eight percent of this pre-industrial rainforest survives today. Modeling the Earth's interconnecting climate systems requires understanding the physical transport processes (heat, water, carbon, etc) at many spatial and temporal scales, from thousands of kilometers and years down to centimeters and seconds. The scientific objective of this work was to evaluate these transport processes in the Amazonian rainforest on the physical scale of the forest canopy (tens of meters) and on the time scale of transient micro meteorological events (minutes). We use a subset of the source data: Averaging three temperature sensors per network node we arrive at 51 time series spanning the period 17-Nov-2009 to 18-Dec-2009 at an interval of one sample every 30 seconds (4.6 million observations). These sensors were distributed between 1 and 30 meters above the forest floor along a moderate (20
• ) hill-slope, hence below, within and slightly above the forest canopy. This spatial distribution made use of six towers with cables strung between them. The map-plane extent of the sensor array was approximately 50 by 100 meters.
Data Preprocessing
We process the raw temerature readings to eliminate cyclic patterns and noise from them. This make the microfront detection more robust to spurious changes.
Anomaly Construction from the Raw Time
Series Environmental time series data is typically dominated by cyclic sources, e.g. diurnal, lunar and annual. In order to overcome this challenge, one of the widely used method in climate science is to construct anomaly time series from the raw data by removing the monthly (or daily) means from the raw data [6] . We use equation 3.1 and 3.2 to construct the anomaly series from the raw time series.
where s represents a particular time of the day, T denote the days in the deployment, and n is the node index. A s n (t) represents the actual temperature at node n at time s on t th day. B(t) is a lossless representation of temperature anomaly. We note that the microclimate will have strong variability throughout the canopy so gross temperature averaging across the entire sensor network would not be useful.
Symbolic
Representation of the Time Series The temperature time series data is a combination of various forms of noise and the microfront signals that we are interested in capturing. We expect noise sources to include random variability on the order of the sampling frequency, physical but non-microfront transient effects (solar heating on the sensors), spurious signals in the electronics, quantization limits, and so forth. The data is generally self-consistent, arguing for it being physically reasonable, but experience from this and other deployments suggest averaging adjacent individual sensor values to help reduce noise.
In order to remove noise from the time series data, we discretize it by converting it into a symbolic representation -Symbolic Aggregate Approximation (SAX) [7] . The SAX representation does a piecewise aggregation of the time series and converts it into a symbolic representation which is easier to manipulate. The algorithm begins by first creating Piecewise Aggregate Approximation (PAA) from the raw time series in which the original time series of length p is reduced to a new aggregate time series of length q by aggregating the time series into equal sized p/q windows specified by the user. This helps to reduce the dimensionality of the time series. The symbolic representation is created on top of PAA by mapping the PAA coefficients into symbols ensuring an approximately equal probability for each symbol. Further details of the algorithm are mentioned in [7] . This method has been used for various time series applications like finding time series motifs [7, 8] , anomaly detection [9] , etc.
Difference Series
Let us consider that original time series at each sensor nodes is reduced into a series of length T + 1. Let the SAX series generated at sensor node n be represented as
After converting the time series to the SAX representation, we create a difference series (X) from the SAX time series by taking the difference at each time step with the previous time step.
This derivative time series helps us in formulating blips or increase in temperatures from the previous time steps. Microfront detection can be formally defined as finding S = arg max S {P (X, S)}, where P is some joint probability distribution. The two main parts of our model are: (i) Prior on P (S), indicating the prior probability of observing a microfront at the sensor locations, and (ii) Noise model P (X|S), which captures the spatial and the temporal aspect of the microfronts. We propose a functional form for these two probability distributions and use sampling methods such as Gibbs sampling to detect the microfronts.
Prior on P (S)
We consider the prior P (S) to follow a first order Markovian in time, such that P (S where P (S 0 1:N ) indicates the prior probability of observing a microfront at all locations at time 0. We assume this prior to be independent for all locations.
where S 0 n is sampled from a Beta distribution, parameterized by α 0 , β 0 .
Note that Beta(α, β) =
is skewed towards 0 for α << β and towards 1 for α >> β (see Figure 2 ). The two parameters provide the flexibility to adjust the prior probability of microfront as needed.
To estimate P (S 1:N ), we observe that the microfront phenomenon spreads geographically from one location to adjacent locations and so on. This observation allows us to consider a first order Markovian in terms of neighboring locations.
where π(n) indicates the set of neighbors of a location n. Note that n ∈ π(n), ensures that in case of an isolated set of nodes, the model simplifies to an independent Hidden Markov Model at N locations. To estimate the parameters α 1 and β 1 , we propose Estimate αβ algorithm (see Algorithm 1) .
Estimate αβ computes the sum of microfront probability of the activated adjacent nodes. The parameters are updated according to this probability, with the intuition that, if the sum probability is large then α is
Algorithm 1 Estimate αβ
Require: S t−1 π(n) , α 0 , β 0 , p act {p act is the minimum probability over which a node is considered activated by a microfront} c = sum({s : ∀s ∈ S t−1
large, resulting in higher probability of the given node having a microfront and so on. Finally, a scaling is performed in order to ensure that parameters are not large enough to skew the sampling probabilities. Note that we found sum to perform better in comparison to other operators, such as, average or max.
Lemma 4.1. The maximum difference between α and β produced by Estimate αβ algorithm is α 0 + β 0 .
To summarize the above discussion, we write P (S) as follows.
For notational simplicity, the model parameters α 0 , β 0 , π, p act are not shown in the above equation.
Noise Model P (X|S)
The main assumption of the noise model is that given the sensor states S t n and S t−1 n , the observed temperature difference X t n is conditionally independent.
(4.10)
We make two key observations: (i) X t n ∈ R can be arbitrarily large, and (ii) The difference between two adjacent microfront probabilities lies in the range [−1, 1]. The difference of adjacent microfront probabilities is crucial for the noise model as it tells us when to expect large values of X, e.g. if difference in S t n and S t−1 n is close to −1 then we expect X t n to take large negative value. σ λ (·) distribution takes into account these two key observations.
where λ is the tolerance parameter. σ λ maps input x ∈ R to range [−1, 1]. We use σ λ to propose the following functional form of the noise probability.
The noise model depends on two parameters: λ, σ.
4.4 Inferring S Given S and X, we can compute the posterior probability P (S|X) ∝ P (X|S)·P (S) using the model as described above. Naively, we can draw random S from P (S) and pick the one with the highest posterior probability. This sampling method is very slow to mix and it becomes computationally prohibitive.
Forward Sampling
We consider forward sampling of S 
0 This is a cubic polynomial in s and all the extremum can be obtained using Newton-Rhapson method and pick the s that maximizes the posterior likelihood. The sampling algorithm is summarized in algorithm 2.
Gibbs Sampling
Given a S, we can sample another S by successively sampling S t n conditioned on all other variables, as follows.
This Gibbs sampling update rule allows us to explore the state space in the neighborhood of the initial sample. Also, it is fast to mix in comparison with other methods. We could not use collapsed-gibbs sampling as the resulting integration does not have a closed form solution.
We use the forward sampling algorithm to generate an initial S and subsequent S are generated using Gibbs sampling. This process is run several times and S that maximizes the likelihood is selected as the inferred solution.
Parameter Estimation
The parameters that our model depends on are α 0 , β 0 , σ, λ, p act . In order to learn the parameters, we focus on a small region for a short time period and manually identify microfront during that time. This enables us to encode S using {0, 1} labeling. We randomly generate the parameters and pick those which maximize the joint probability P (X, S). We perturb the maximal parameters by small variations to ensure we reach local optima. We run several rounds of randomization and generate several local optima and pick the one best.
Experiments on Real Dataset
We run the microfront detection algorithm on the temperature data collected from the sensors deployed in the Brazilian rain forests. For each of the 51 sensors we have temperature readings every 30 seconds for a period of 30 days. We use the data pre-processing steps as mentioned earlier to convert the raw time series to anomaly time series and finally to SAX time series. The resulting SAX time series consists of one temperature reading for approximately 5 minutes for the 30 day period as we divided our data into equal sized 9000 temporal readings per sensor.
Model Parameters
Using the parameter estimation method (Section 4.6), we obtain the parameters that maximize the likelihood of microfronts (Table 1) . We observe that the skew in the prior distribution turns out to be greater than what we expected. p act indicates that a node is considered to have a microfront if its microfront probability > 0.67. Naively assuming p act = 0.5 would result in a lot of false positives. 
Neighbor Estimation
Another important factor that is a part of the model is the estimation of the neighbors π(·). We define neighbors of a location n as all sensor locations that lie in a sphere of radius r centered at n. We choose r such that each sensor has atleast 4 neighbors on average. Empirically, we see that the model is less sensitive to the choice of r if there are 4 or more neighbors per sensor location. For small values of r, the model can degenerate to independent HMM, which does not yield any useful result for our problem.
Results of Our Model
The S inferred through our model is used to estimate whether a location was experiencing a microfront activity or not. If a location n has S t n ≥ p act then that location is labeled to have a microfront at time t, otherwise not. Figure 3 shows the number of sensors detecting microfronts over the 30 day time period. We observe that the microfront activity does not follow any fixed trend or any preference towards certain time of the day. From the clustering of spikes, it seems that it occurs roughly after an interval of 3 to 4 days.
Spread of Microfront
We study how the microfronts spread over time (a closer analysis of the spikes shown in the previous result). This enables us in validating the hypothesis that the microfront activity has a spatio-temporal binding rather than just temperature fluctuations at random locations. Figure 4 shows the spread of microfront activity during day 2. It shows how microfront activity spreads to adjacent locations and then disappears within a few minutes. From the figures, we can visually track the movement of the microfronts and this can aid environmental scientists to characterize and study the behavior of the movement of the mass of microfront air and correlate it with different physiological phenomenon taking place at that time.
Model Performance
In order to compare the performance of our model, we use two baseline algorithms. The first baseline algorithm is a Hidden Markov Model (HMM) which captures the temporal dependencies in the data. Our second baseline model is the traditional cascade model which models the spread of information in the neighborhood using a probability value. Further details of the two models are mentioned in the following subsections.
Baseline 1: Hidden Markov Model Our first baseline model is the Hidden Markov Model (HMM). HMM accounts for the dependence between
the subsequent values in a time series using the Markovian assumption. We model the set of hidden states which define the state of our system as the microfront state and the normal state when there is no microfront, i.e., S = {M icrof ront, N ormal}. Using the difference time series, we define the parameters of the HMM. We assume a first order Markovian model and thus the state and emission transitions are given by the following equations. Figure 5 shows the number of sensors detecting microfronts by running the Baseline HMM method. From the figure, we see that the HMM is mainly tracking the daily variability in the temperatures of day to night for all the 51 sensors. We conclude that the model is not performing well and the states of neighboring locations is crucial for the detection of microfronts as a result our joint spatial model makes much more sense than a simple application of HMM.
Baseline 2: Independent Cascade Model
Our second baseline model is the independent cascade model for diffusion. The model is a well established model used to study the diffusion of ideas in social networks [5] . The model assumes that every active node in the network has a probability to activate its neighbors. In our case, the model is constructed as follows: a) Uniformly pick a node u having temperature difference greater than a threshold to be the starting point of the cascade. b) This node can infect its neighbors with a probability γ. c) Once the neighbors are infected they are added to the cascade list and u is removed from the list. d) Repeat this process for every time interval. Fig. 6 shows the plot of the number of sensor nodes getting affected using a γ value = 0.1. We choose a lower value of gamma so as to reduce the number of false positives. If we increase gamma, the number of microfront detections increase and the model performance in terms of false discovery rate (FDR) will degrade as we describe in the next subsection. We tested all possible choices of γ and report the one that works the best (γ = 0.1). In comparison to our approach, the cascade model seems to show the microfront activity has a very high periodicity but its spread is far less (as the height of the bars is limited by 11 -yet the average number of activated sensors per day is greater as compared to our model). Table 2 shows a comparison of the 3 algorithms in terms of the maximum number of sensor locations with microfronts, mean number of sensors showing the microfronts and the number of time slots which detect atleast one sensor node showing microfront activity. From the table, we see that our approach has the minimum mean and a least number of time slots with microfronts.
False Discovery Rate
To further compare the performance of our approach with respect to the baseline methods, we check the False discovery Rate (FDR) of the three methods. The False Discovery Rate measures the expected proportion of incorrectly rejected null hypotheses or false positives. The false positives are generated using the various methods by testing the methods on a null distribution. In order to generate a null distribution for our data, we randomize the time series. The time series is randomized across both space and time to break the inter-dependencies that exist in between them and we swap the values of two randomly picked locations at random points in time for about 100, 000 iterations to ensure that the resulting time series is truly randomized. Once we randomize the time series, we expect to break the spatio-temporal dependency that exists very strongly in our time series. Hence any microfront detected by the methods on the randomized time series is a false positive. Figure 7 shows the false discovery rates for the three methods. From the figures, we see that the FDR of the HMM model is the worst and that of the our Table 3 : Model performance over randomized data model is best. The Cascade model lies somewhere in between and has a FDR rate slightly worse than our model. Table 3 shows the quantitative comparison of the three algorithms in terms of the maximum number of sensors showing microfronts, the mean number of sensors showing the microfronts and the number of time slots which detect atleast one sensor node showing microfront activity. From the table, we see that our approach performs the best in terms of detecting the mean number of sensors across all time steps and also has a minimum value in the number of sensors detecting atleast one microfront activity.
Manual evaluation of discovered microfronts
We asked domain experts to manually validate the discovered microfronts by providing them a random sample of microfront locations. The experts used Worldwide telescope * which is a visualization tool provided by Microsoft Research to visually trace the observed microfronts. Preliminary visualization results indicate that the method described here has a very strong potential, where the diffusive flow across the sensor network is clearly apparent in nominated events thresholded by probability. * http://research.microsoft.com/en-us/projects/wwt/ 
Model sensitivity to Parameters
Here we analyze the effect of varying the different parameters on the result of our algorithm.
• Prior parameters: The prior parameters α 0 , β 0 determine the initial microfront probabilities over the sensor locations.
• α − β Estimation: We can modify algorithm 1 (Estimate αβ) to consider other operators such as {average, max}. 
Effect of Prior Parameter
The initial prior captures our guess estimate of the proportion of microfront population state in the beginning and influences the detection of microfronts in the subsequent steps. We vary the optimal α 0 = 1.2, β 0 = 4.3 such that their sum is fixed to 5.5 and observe the impact of their variations over the number of microfronts detected. Figure 8 shows the number of microfronts detected using different values of the prior parameters. From the figure, we see that the number of microfronts detected slowly increases as we increase α 0 and decrease β 0 . However when α 0 becomes greater than β 0 there is a sudden jump in the number of nodes detecting microfronts. Correspondingly, we see a jump in the number of false positives detected when α 0 becomes greater than β 0 as shown in Figure 9 . This increases our confidence in the optimal values.
α − β Estimation
In Section 4, we described the various strategies to update α and β parameters depending upon the neighborhood state. Recall that the three strategies to update the parameters were:
• Wighted Sum: We have used this strategy in our model. This strategy considers an update according to the number of microfronts and the probability of microfronts in the neighborhood.
• Count: Using this strategy we update the α − β parameters according to the number of microfronts activated in the neighborhood.
• Max: This strategy updates the α − β parameters according to the max probability of the microfronts in the neighborhood.
We have seen the α − β update using the sum strategy so far. Figure 10 shows the number of microfronts detected using the count and max strategy. Figure 11 shows the false discovery rate of the two strategies. The two strategies lead to approximately the same results with respect to each other but slightly worse performance as compared to the sum strategy. The important thing that we see here is that our model is robust to the α, β estimation algorithm and depending on the situations one can use mean, max, count strategies to aggregate information from the neighbors. Table 4 gives the running time of the three algorithms on a machine with 4GB RAM with 2.6Ghz dual core CPU. We observe that the cascade model performs the fastest. Our model takes the most amount of time as compared to the other two approaches. However the time taken by our approach is reasonably for modest to large dataset.
Execution Time

Experiments on Synthetic Dataset
So far, we saw the performance of our model on the real data. In this section, we test our model performance on a synthetic dataset. In order to generate the synthetic data, we assume the spatial structure of our random dataset same to be the same as our real data and we generate a time series at each node of length 1000. We start adding microfront like signals in the form of temperature increase randomly to the synthetic data. Further, we randomly picked 2 neighbors per node and added microfront signals to them as well after a unit time lag. After that, we ran the three models as we did on the real dataset. Table 5 shows the precision recall numbers of the three dataset averaged over 30 iterations. From the table, we see that our algorithm performs the best in terms of capturing microfront activity on the synthetic data and is able to detect activity even when there are a very small number of actual microfronts in the data.
Related Work
There is a rich literature pertaining to the mining of anomalous patterns in time series data and to information propagation in networks which can be analogous to the problem of finding microfronts. We examine the two areas in the following subsections.
Time Series Data mining
Microfronts represent an anomalous blip in the time series at a node which further travels into the space. Thus the problem of microfront detection can be framed from the perspective of time series data mining. Time series data has been widely explored by many researchers and some of the most recent work in the area has been on motif detection, anomaly detection and conversion of time series data into a symbolic representation [7, 8, 9] , etc. Keogh et al. [10] present an approach to find surprising patterns in time series data by using a suffix tree to encode all the observed patterns found and a Markov model to predict the expected frequency of an unobserved pattern. Yankov et al. [11] present an algorithm to find time series discords using linear time scan of disk resident data. However these methods are not directly applicable in our case as we need to also track the phenomenon in space as well.
Diffusion Models
Another way to frame the problem of tracking micrfronts is through the notion of the phenomenon of diffusion in network data. The movement of microfronts in spatio-temporal data is analogous to the problem of information cascades, topic diffusion, etc in social networks. Most of the literature from sociology and economic communities on information cascade is based upon threshold models that model the behavior of diffusion in a network and fall into one of the two models -linear threshold model [4, 12] and independent cascade model [5] . The linear threshold model is based on the principle that each individual node has an activation threshold and if the number of active neighbors of a node exceeds the activation threshold then the node also gets active. The independent cascade model models the underlying network in terms of probability P v,w which specifies the probability that a node V when active in time t can activate its neighbor node W in time t + 1. However, parameter estimation of these models is challenging. Other models for information diffusion include classic disease propagation models [13] from epidemiology like the SIS and the SIRS models. These models impose a Markov chain on the transition probabilities for the possible states in the population namely Susceptible (S), Infected (I) and Recovered (R).
Recently there has been a lot of work relating to the diffusion of processes in the context of online social networks [1, 2, 14, 3] . Despite the vast literature in diffusion, modeling the process of diffusion remains challenging. Most of the models of contagion assume that the infected nodes are observable through some known phenomenon like retweets in microblogging, etc. However in the case of microfronts an increase in temperature does not necessarily tell us there is a microfront activity. Infact, most of the increase in temperature occurs due to the periodicity. The models of diffusion are mostly non-joint in space and time. In this paper, we propose a joint spatio-temporal hidden markov model to first detect a microfront and then study the phenomenon across space and time. We use a Markov model to utilize the high temporal autocorrelation that exist in climate data. Further, we capture the spatial dependencies in the neighborhood in our joint model.
Significance of our work
In this paper, we present a novel spatio-temporal hidden markov model to characterize and detect microfronts in the temperature data from a sensor network deployed in a Brazilian rain forest. These rainforests form a critical component in our rapidly expanding understanding of the Earth as a system as they are a home to more than half of the plants and animals in the world. In backdrop of this motivation, our algorithm is an important step in identification and detection of microfronts which are not captured by the prior models. Our approach can serve as an effective aid in helping climate scientists in decoding the processes on the Earth system.
Our model could be a component of a larger workflow to identify micro-meteorological phenomena from a distributed sensor array data. The meteorology research problem is to eliminate spurious signals there are many and thereby accurately characterize atmospheric flow at the meter-second scale in dense vegetation. Such a result will be of tremendous value in balancing the forest carbon budget, an unsolved research problem that is imperfectly addressed through the current flux tower eddy covariance approach.
While we show the effectiveness of our algorithm for this data, the methodology described here is generally applicable to space-time datasets. Diffusion is studied empirically in many contexts from biology to epidemiology to marketing to social networking; and we suggest that the methodology presented here can be generically applied to data streams from an arbitrary distribution of sensors.
Conclusion
In this paper, we present a model to detect microfronts in a Brazilian rainforest. We specify the joint formulation of the space-time dependencies assuming Markovian behavior. We use a parameterized Beta distribution to initialize and update the system state which provides us the flexibility to experiment with a variety of detection scenarios. We found that our joint model both captures microfront behavior more accurately and has far fewer false positives compared to the other two methods.
