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CHAPTER I 
Objectives
In the design of either television or radar receivers
it has long been appreciated that rise time and overshoot
are interdependent to some degree. For example, the rule
1
has been stated
,fIf tr is the rise time, 10 to 90 percent 
of the step function response of a low-pass 
amplifier without excessive overshoot and 
having a 3 <3h bandwidth B', then
trB = 0.39 to 0J.|.5 .
For overshoots of less than the value
O.39 is the one to take’1.
The 3 db bandwidth to which reference is made in this
quotation unquestionably is the most common one employed by
engineers. Since it is arbitrary, however, the literature
contains a number of alternative reference points; thus,
Kallman and Spenser (reference 20) selected the O.368 point
for some of their gain curves; Cherry compared different
gain curves enclosing equal areas (reference 3^)5 anc^
Ricketts employed the 1 db point (reference 70).
Definitions such as these are not suitable for purposes
of analyzing the performance of a receiver, since the gain
at frequencies above the stated bandwidth is significant,
and has an adverse effect on selectivity, adjacent channel
*1
See page 80 of reference 1^ 0.
rejection, jamming susceptibility, and signal-to-noise 
ratio. Consequently, a more promising approach based on 
the channel width is employed in all but Chapter XIII of 
this dissertation. A name of this type obviously is 
inspired by television with its limited frequency bands; 
however, a similar channeling problem arises in appli­
cations of radar and radio, where maximum utilization 
of frequency spectrum often is essential.
To be specific, if a low pass filter has zero gain for 
f > fc , fc is termed the channel width; on the other hand, 
if its gain curve approaches zero asymptotically with 
frequency, then the frequency at which the gain is l/lOOth 
of the low-frequency gain is defined as the channel width 
and also is denoted by fo, this frequency being taken as 
the effective high frequency limit of the filter. While 
adjacent channel rejection of ipO db may be inadequate for 
some purposes, it will become obvious that the best of the 
filters discussed does not suffer on a comparative basis for 
any larger value.
One of the principal objectives of this investigation
is to establish alternative criteria for the rise-time
rule which are based on channel width.
The next objective of this analysis is related to an­
other widely accepted rule^:
2see page 80 of reference L0.
"The following three characteristics of
an amplifier go together:
1. Small overshoot (not more than about 
1 or 2 per cent).
2. Amplitude-versus-frequency curve 
approximately Gaussian.
3* Phase linear over the pass band2'.
The procedure employed in deriving an improved rule 
concerning overshoot Is (1) to assume that the phase is 
linear over the pass band; and (2 ) to determine the 
oscillation for a large number of different gain curves.
The assumption of linear phase results In a transient 
response before the time at which the pulse is applied 
(except for the filters of Chapter XIII). This result 
indicates that the filter is not physically realizable, so 
that the significance of any conclusions based on the 
stated approach certainly may appear questionable. It 
should be appreciated, however, that if a filter proves to 
be unsatisfactory with the linear-phase assumption, it 
probably still has undesirable transient response when 
associated with a realizable phase curve. The procedure 
adopted, therefore, may be expected to select gain curves 
which provide desirable rise-time and overshoot character­
istics, which may then be examined further under conditions 
of physical realizability.
The final objective is to provide a geometrical 
Interpretation of some of the mathematical criteria for
li­
me thods of summability of infinite series.
The reference to summation of infinite series can be 
understood by recalling the meaning attached to the 
ordinary sum; thus, if "S" is defined as
CO
(1 • 1 ) S = ,
0 ^
then S is determined by the limit of the partial sums, 
sn>
(1.2) S = lim sn ,
where
(1.3) sn = 7 ^  ap
p=0
The theory of summability of infinite series concerns 
other limit processes which also sum the series 21 an to 
the same value S. An example of such a process is provided 
by the definition
(l.lj.) S = lim
n —> 00
where
(l.£) (n+l-p) ap
The geometric progression will be used to demonstrate 
this discussion:
5Given that
CO
(1.6) S = l+r+r2+r^+ ••• = rn ,
0
then
(1-7) * = H
n  -  „ n + 1  
P - 1-rr -
n r\ 1-r
and
1 -T»n+^
(1.8) S = lim s_ = lim   - ^  n   1-r 1-rn  —► oo 22 —■ ► oo j- j- -i. j.
It remains to be shown that equations (1 • I4.) and (1.5) 
give the same result. For this series, the CTn - type of 
partial sum is
n
_ 1
v n
(1.9)
= 5+57 H  (n+l-p) rP
0
n n «
= 2 : rp - - m  z :  P ^ ' 1.
0 n+l 1
The second term may be evaluated by differentiating 
equation (1.7) to obtain
i»rn+1(1.10) 2 ; ppP-1 = . (n^ > r +
(1-r)'
whence
_1_ _ r(l-rnHl)
(1.11) n - i_r (n+l)(1-r)^~
Finally, for jr[<j,
(1.12) lim CT = _L_ = S ,
as asserted.
For convenience of discussion of the many forms of 
partial sums, it is common to designate a particular 
process in some manner; for example, we shall define the 
V-summation process as
where
(1.11+)
As backgrotxnd to several remarks concerning the
mathematical methods we quote from Knopp1s discussion of
the "V-Summation Process1'^ ;
"...The new definition must not contradict 
the old one. We accordingly stipulate that 
any V-process which may he introduced must 
satisfy the following permanence condition:
"Every sequence (sn) convergent in the 
forme-? sense, ~with the limit s_, must he 
limitable V with the value s_. Or, in 
other words, Lim sn = s must in every 
case imply V-Lim Sn = s.
^See Section 263, page .^63 of reference 2. An enlightening 
discussion of the philosophy underlying the mathematical 
techniques employed in the summation of divergent series 
is presented on pp. of this reference.
lim
n^-.
vn = X  v(n) an .
nIn order that the introduction of a process 
of this kind may not be superfluous, we 
further stipulate that the following extension 
condition is to hold:
tfAt least one sequence (sn) which diverges in 
the former sense must be~Timi table by thenew 
process. ^  '
A process which satisfies the first condition is 
termed regular* We shall consider regular methods for 
the larger1 part of this paper. However, some processes 
which do not sum all series to their ordinary value do 
yield the correct sum when applied to the Fourier series 
for a square wave; when such is the case, these methods 
also have some interest to our investigation.
A process which satisfies the second condition may 
be termed non-trivial. This condition is of obvious 
concern to a mathematician interested in summing 
divergent series such as
1 - 1 + 1 - 1 + 1 - 1 +...
However, for the application to amplifier theory with 
its emphasis on square wave and unit step responses, we 
are not concerned with whether or not a process is trivial. 
Consequently, while many of the better-knov;n regular non­
trivial processes are discussed, we also consioer a number 
of new processes without investigating whether or not they 
are non-trivial.
Because the methods of summability are applied to 
the problems of determining the output waveform for a 
step input signal by means of the correlation between 
step response and square-wave response, the problem 
could be solved directly by the theory of summability 
of integrals. While this treatment is employed in all 
but words, it seemed advisable to carry out the dis­
cussion of each process in the earlier chapters in 
terms of infinite series for the sake of greater 
simplicity.
A consequence of the series (or integral) approach 
is that the subject is best developed in terms of series- 
to-sequence transformations, rather than the correspond­
ing sequence-to-sequence transformations. An exception 
is made for the Holder process, which is most readily 
generalized by use of a Hausdorff transformation; while 
this formulation is rather involved, the process is of 
interest since the family of gain curves has a continuous 
range of overshoot values, from that characteristic of a 
flat bandpass amplifier to zero overshoot.
As the list of references suggests, the material of 
this paper is not completely novel to electrical engineer­
ing theory. Many specific curves have been treated 
directly by the methods of the Fourier integral following 
the lead of Kupfmuller (reference 37), while Kallman has
used the same application of gain curves to Fourier series 
partial sums which is employed in our development^-.
Although the principal emphasis is on the step- 
function response of amplifiers, use is na de of the 
impulse response when the associated integrals are more 
amenable to solution in closed forms.
Table 1 of reference J,\a .
CHAPTER II 
Special Theorems and Functions
A number of equations and theorems which are 
referred to in this paper are listed in this chapter 
to serve as convenient references and to decrease the 
number of footnotes or breaks of continuity which other­
wise would be required.
(2.1) Trigonometrical Relations
(2.1.1) sin A cos B = 1 sin (A+B) + sin (A-B)j
(2.1.2) cos 9 + cos 29 + ...+ cos m 9
sin y- m© cos 9 
2 2
s m 9
1
2
sin (m+ tj)©
I s m 9
- 1
(2.1.3) sin A sin B = j [ cos (A-B) - cos (A+B)]
(2.1.1+) cos A - cos B = 2 sin i (A+B) sin i  (B-A)
(2.1*5) sin 9 + sin 29 +...+ sin m9
m+1 Q m
s m  ~pT~ y s m  y 9
_  i
s m  g
10
(2.1.6)
(2.1.7)
(2.1.8)
(2.1.9)
(2.1.10) 
(2.1.11)
(2.1.12)
(2.1.13)
11
sin 9 + sin 3® + sin 5© +...+ sin (2m-l)9
(sin m 9)2
sin 0
cos 9 + cos 3© + cos 5© + •«• + cos (2m-l)9
_ sin 2m 9 
‘ 2 sin 9
1 1  1 
sin Q + j sin 3© + sin 3© +...+ 2m-T sin (2m-l)0
Q
( sin 2mg d0J0 2 sin 0
sin 9 + i- sin 29 + ...+ i sin m9
/9 sin (m+ i)0 , q
=l  ■■ -y - ¥  ' *0 2 sin
sin A + sin B = 2 sin i- (A + B) cos i. (A + B)
a sin 9 + b sin 9 = r cos (9 - 0), r = yn 2 + b2>
J2f = tan'll)
e3® + e-i®
cos 9 = ~ g
cos A cos B = ip cos (A + B) + cos (A - B)
(2.1. llj.) cos2 A = Jj. (1 + cos 2 A)
(2.1.15)
(2.1.16)
(2.1.17)
(2.1.18)
(2.1.19)
(2.1.20)
(2.1.21) 
(2.1.22) 
(2.1.23) 
(2.1. 2lj.)
(2.1.25)
(2.1.26)
12
sin2 A = \ (1 - cos 2 A) 
+19e— = cos 9 + j sin 9
eJ'9 -e-J®
sin 9 = '
e« + a’9
cosh 9 = 2*
e9 - e-9
sinh 9 = --- 2
-1 _i .A + B
tan a + tan B = tan” (i ^ a b )
*-*1 ~\ 20
2 tan” 9 = tan" (------ )
1 - 9^
tan-1 | - 2 tan"1 9 = _ tan"1 j^ 9iQ -+ 3 1 j 
tan"1 2 9 - 2  tan-1 9 = - tan-1^  ^ 392^
tanh x = “x + e-x
x3 x5 ^  2n+l
sin x = x -  jr + ^y + ... = (-D
n=0 (2n+l) *
x2 x2n
cos x - 1 - 2, + jjr " *•* - Zl0 (-Dn X2nT7
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(2.1.27) cosk9 -- 1F T
rkcos k9 + (^ ) cos (k-2) 6
( I k > 
¥. cos 9
+ (^ ) cos (k—14.)0 +...+^
k\
, odd k
even k.
k
(2.1.28) sin (a+k)0 cosk9 = -=^  ^  (*?) sln (a+2j)9.
2 J=o
.kr(2.1.29) sin (a+k)0 sin 9
(k-l)/2
_ (-D
k
(-1)^ (^ ) cos (a+2j)9
j=0
(for odd k)
>k 3=0
(-1)^ ' (k) sin (a+2j)9
(for even k).
(2.2) Theorems and Definitions
(2.2.1) If an infinite series of continuous functions
is uniformly convergent to its limit function, 
then the limit function is continuous. 
(Corollary of Theorem 1, page 339 of 
reference 2.)
1)+
(2.2.3)
(2.2.1;)
The Fourier coefficients corresponding to the 
function f(x) defined for the interval (-Tr,Tr) 
are
If f(x) is defined for the interval (-Tr,Tr) and 
is such that both the function itself, and its 
square, possess Lebesque integrals in the 
interval, then the values of the 2m+l constants 
Ao> Alj Bq, A2, B2, ... Am , which are such 
that
f IT i m
L ~ 2 Ao “ 2 1  (An cos nx + Bn sin nxjj dx
has the smallest value, are the Fourier 
coefficients corresponding to the function 
f(x). (See p. 639 of reference 6.)
No two distinct trigonometrical series can exist 
which converge to the same value for all points 
of the interval (-Tr,1T) with the exception of
Tf
f(x) sin nx dx
Then
OO
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an enumerable set of points at which the series 
are not known to converge to the same sum, or to 
converge at all. (See p. 67I4. of reference 6.)
(2.2.5 ) A function that is defined, and bounded in the 
closed interval a < x < b is said to be inte- 
grable over this interval, if it fulfills the 
following condition:
Divide the interval a < x < b in any manner 
into n equal or unequal parts and denote by 
xls x2’ •••• xn-l ^he points of division 
between a = xQ and b = xn. Then in each of 
these n subdivisions choose any point, and 
denote the selected points in corresponding 
order by £ , £  2, .... £ n. Now forra the
sum:
n
sn = ^  S i) <xi “ xi-l) s n = 1 , 2, 3- • - 
i=l
where for each value of n the x-j_ and £  ^ are 
chosen anew, while x± - x±_^ tends to zero with 
increasing n.
If the sequence of numbers S-j_, S2*»* in whatever 
xvay they may have been formed always give the 
same limit S, then f(x) is called integrable in
16
Riemann's sense and
S - [ f(x) dx
' a
(2.2.6) If f(x) is defined for x > a and is integrable
over a < x < x ’ for every x> so that the 
function
x»
P(x') = ( f (X ) dx
' a
is also defined for every x T > a, then if 
lim F(x* ) = S,
(2.2.7) The real and imaginary components of a physical
network function on the real frequency axis 
have even and odd symmetry about the origin, 
respectively. (See p. 106 of reference 9*)
we say
a
In brief,
17
(2.2.8) If 0 < an < 1 and if Z1 an diverges, then 
Tf(l-an) = 0. ( See paragraph 2 under "Remarks 
and Examples," page 221 of reference 2.)
(2.2.9) Cauchy *s The orem:
A function of z = x + jy which is single-valued 
and differentiable at every point of a domain 
D is said to be regular in the domain D. If f(z) 
is regular at all points within and on the closed 
contour C, then
* f(z) dz = 0 
G
(2.3) The sine integral Si(x), and the cosine integral.
Ci(x):
(2.3.1) Si(x) = ( S.H L X  dy
J n y
(2.3.2) Si (ax) = j si^ay; dy
0
y
(2.3.3) Si(x) = £ - x »  1
(2.3.I-!.) Si (“) = \
(2.3o) si(x) = - f dy = Si (x) - ^
J x
18
oo
(2.3-6) Ci (x) = - j ,9P.?.,.X dy
X
(2.3*7) Ci(0) = - -
(2.3*8) Ci(x) = — , x »  1
X
(2♦3*9) I cos x  dy = Ci (To) - Ci(a) 
J a 7
(2.1{.) The Sg(x) Function:
By definition
(2.)i.l) S2 (x) - (X dy.
' 0 y
Integration by parts, with u = 1 - cos y and
dv = yields 
I2
! \ , , ., X 1-COS X
(2.){.. 2 ) S2 (x) = Si (x)  ---“--- .
This function is monotone increasing, as may 
be proved from examination of the tangent:
. , . d S2 U) _ 1 - C03 x > 0 for all x.
(2*)p*3) ~ ~ d 5 --- x2
However, the slope of the tangent is zero for 
cos x = +1, (it 7^ 0 ), or
(2 • Ij.. Lj.)
(2J4..5)
(2.I4..6)
(2.1}..6b)
19
x = 2nir, n = +1, +2,
For x=0,
liiiiil = ilm c°3.,.* = 1
x -»0 S 2
The points of inflection are found by setting 
the second derivative equal to zero:
d^ Sp(x) _ x sin x - 2 + 2 cos x _ q 
dx^ x3
whence
x s i n x + 2  cos x = 2
Obviously, one set of solutions is given by
x = 2mr, n = 0, +1, +2, ...
jjL'Hospital ’ s rule proves that the origin is a 
root of equation (2.14..5 )3 * To obtain the other 
set of roots, which alternate along the x axis 
with the values given by equation (2.1)..6a), we 
set
x = (2m-l) K + 0 , \0\ < m = 1,2, ...
since we need find only the positive roots 
because of the antisymmetry of the function 
(see equation (2.J|.7)). Substitution of
20
the above relation into equation (2-L|.-6) yields
[(2m-l ) +^0\ sin £(2m-l) +  2 cos [( 2m-1)'H+0'\ = 2 
whence
(2. Ip. 6c) - |(2m-l)F+jZf "j sin 0 - 2  cos 0 = 2
For large values of m, sin 0 must be small for
this identity to be satisfied; hence, for large 
m we use the approximations sin 0 = 0 ,  
cos 0 = 1 -  whence
-[(2m-l)TT+ 0] 0 - 2 (1 - = 2
and
a 1 -l-l 
r T2m-l)iTr'" •
This is a fair approximation even for m=2, and im­
proves rapidly for larger values of m.
(2• Ip*6 d ) . . x = (2m-l)F -  It _  m  - 2.
(2m-l)Tf ’
are points of inflection. For m = 1, equation 
(2.Ip. 6c) becomes
-(F + 0) sin 0 = 2(1 + cos 0)
which can have a solution only for -F < 0 < 0 ,
21
since the right hand member never is negative.
But
2(1 + cos 0) > - {^ +0) sin 0 , -1T < 0 < 0.
Consequently, there is no point of inflection 
for 0 < x < 2Tr.
It is readily shown that S2(x) is antisymmetric 
about the origin; thus,
| rj ^ (1 / \ n 3 / \ 1-COS (-x) \ 1 C O S X(2.h.7) S2 (-x) = Si(-x) - ~— — ------- = - S1( x ) ---------
= “ S2(x)
Another property of this function is that at 
those points of inflection at which the tangent 
is horizontal
S2 (2n^) = Si (2n*)
which are the minima of the sine integral for 
n > 0. The first seven values of i- S2(2nTf) 
are presented in Table I.
In Table II the values of S2(x) are listed, 
for x between 0 and 50 at various intervals. 
Tables of the WPA for the City of New York were 
used in the computation. A graph of the 
function is presented in figure 2.1.
22
TABLE I
"|
Values of i S2 (x) which the point of inflection has a 
horizontal tangent.
n 1 S2 (2nt)
1 o. Ip5ilii
2 0-lj.7li.97
3 O.I4.832I
k O.b.8737
5 O.I4.8989
6 0 .1^ .9157
7 O.Ls.9277
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MD c o o  co O- CMMD_zhvO H  On MD H _ d  
_d-MD c o O  CM1A  COMD iHmD O-CO o O O
0 - 0  H  fO_d-MD O  ir\ 0  O  1-OCO U \ 0 - 
CM O  H  H  H  CMj-O-CO OnOn O n O  CM co 
CO cocococococococococo cO-rh-d-d' iou\io,-LAxr\ir\'LO'LAXAiomu\',JDU\
H H H H H r - I H H H r l H H H H
O U N O O O O O O O O O O O O  
« •  « • « • • • • • • » • •
_d_dlOMD O-CO 0 \ 0  H  CM cO_dDJYO 
CM CM CM CM CM CM CM CO CO CO CO CO CO CO
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(2.5) Th© Binomial Coefficients:
(2.5-1) O  = n, (S-n)~  for P°sitive integral m,n
(2.5.2) = ' rtnn-i).T 1 f°r Sl1 0
(2.5.3) 1 n > -1(m+1) B (n+1, nx-n+1) m > n-1
m ,
(2.5.I1) = (m-n)
(2.5.6 ) (x + y)m = x151 + (®) xm_1 y + (p) xm~2 y2 + ..
t ^ \ Til-1 r \ rn+ (m-l) x 7 + (m ) y“
m
= O  *m'n f 1
n=0
(2.5*7) P©i x = 1 and replace y by -y:
m
(1 - y)m = 5 1  (J) (-y)n
n=0
(2.5.8 ) Lei x = y = 1 in equation (2.5*6):
(S) + (l) + (“) + **“ + O  = 2m
(2.5*9) Let x = 1 and y = -1 in equation (2.5*6)
(2.5.10)
(2.5.11)
(2.5.12)
(2.5.13)
(2.5.1)+)
(2.6)
(2.6.1)
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H  (-D <n) = 0
n=0
Let x = e 0^ and y = e“30 in equation (2,5-6):
(e3 0  + e-j°)m = (»j Q j (m-2n )0
n=0
Let x = eJ® and y = in equation (2.5*6):
121
(J9. e-5e )“ = (-Dn (“ ) e 3 ( m ' 2 n ) 0
n=0
i :  (-D3 (r?3)(qT 3> = <p;q>
j=0
(See reference 15> p* l5)+> problem 9* )
1 (iru _ l ,m+l.
n+1 W  m+i n+1'
(P) + (P+l) + (P+2) + ... + (P+P) = (P+"+1)
P P P P P+l
Powell's Function Rl(x);
The integral
Rl(x) =J d y ’ x  -  0
27
has been tabulated by Powell (see reference 1+1). 
The integral
^ U ®'aU du
0 i _ e-au
may be expressed in terms of this function by 
letting
y = e-au
which leads to
(2-6-2) J X Si!!, du = - 1- Rl (e-«).
0 1 - a2
(2.7) The Gamma Func tion, P (x):
(2.7*1) Eulerian Integral of Second Kind:
P(z) = [  e_t t2"1 dt, R (z) > 0 
'0
(2.7.2) P(n) = (n - l)»
(2.7.3) z P(z) = P (z + 1)
(2.7.1+) I” (z + n) = (z + n-1) (z + n-2)...(z + l)z P(z)
(2.7.5) Viz) = (z-1 ) (z-2) ... (z+l-n)(z-n) P(z-n)
(2.7.6) P ( z ) ‘p(l-z) = — ----
s m  11 z
(2.7.7)
(2.7.8)
(2.7.9)
(2.7.10)
(2.8)
(2.8.1)
(2.8.2)
(2.8.3)
(2. 8. l_j.) 
(2.8.5) 
(2.9)
(2.9.1)
(2.9.2)
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Duplication Formula:
2 2 z - 1  p  • P  (z +  l / 2 )  =
Q 2
r (z+ |j■
r  (1/2 ) = /r
r 0 /2 ) = | r  d / 2} = ^
The Psi or Digamma Function, 
^ (z) = n r  (z) =
Eulerfs constant
G = 0.577 215 ...
¥ ( 1) = -c
'P (x + 1 ) = *P(x) + l/x
vp (n + 1 ) = 1 + 1/2 + 1/3 +
The Beta Function, B (x, 7 ):
B (x, 7 ) = f tx_1 (l-t)7-1 dt 
'0
T ( X ) n 7 )
P ( x  + 7 )
r  (2z)
P  (z+1 )
T ( Z)--
7^—  , Re z > 0
(z)
... + l/n - C
, Re x ,7 > 0 
Re x ,7 > 0
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(2.9.3) = B (y, x)
, tt /p -i x+1 y+1
(2.9.1*.) ( sinx 0 cos^ 0 d9 = ~ B(—  » 2 )I0
(2.9*5) B (m,n) /m+n-1) ,n+m-L ’
n-1 n  ^ m-1 '
m,n = 1,2,3» .*.
(2.9.6) B (1/2, y) = 227"1 B (y, y) , Re y > 0
(2.9.7) B (1/2, y+I) =  J V -- = ...21 „2I j L
2 y B (1/2, y) y B(y, y)
(2.10) The Incomplete Beta Function*.
X
(2.10.1) Bx (p,q) = ( tP_1 (l-t)p_1 dt
'0
(2.10.2) Ix (p,q) =
(2.10.3) Ix (p,q) = 1 - I^x (PS q»)
where
p» = q
q' = P
» Re y > 0
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(2.10.1+)
(2.11)
(2.11.1)
(2.11.2)
(2.11.3)
(2.11.1;)
(2.12)
(2.12.1)
n-l „
( i) , m
h/2 (n> m+1-n) = 1 - ^ ------ = ^5 ?  (“j>pm  ^ j=n J
(See reference 1+6, p. VI, equation 3, with 
p = q = l/2)
Fresnel’s S and C integrals:
/ A 'pj'
S(x) = I sin (75: t2 ) dt
r 2 x
S (^ ^J) = fV ^ sin (J t2) dt = f --1- -UJ 0 J o  -J 2 ^ du
C(x) = f cos (^- t2 ) dtJ o  2
f i 2x
« / / 2x , _ I V IT ,TT . 0 , rX COS U
0 (v if ) " I cos (o" t^) dt = I ------  du
J o J 0 V2%
The Error Integral, H(x)’>
2__ /• X _y2
H(x) = ^ -r J e dy
(2.12.2) H(-x) = -H(x)
31
(2.13) lh-e Riemann Zeta Function*
(2.ill..2
(1-21"2) 4  (z) = r<*> / :
uz-1
>U +1 du
Re z > 0
The Legendre Function;
m
Pm (cos 9) = 2m_i yT*1_ V s (2k)! (2m-2k)J
2 k’ ("(m-k)’l 2
k=0 1 J
• £ cos (m-2k)9 
k
If m is even,
i
2
m = 1 /2
Otherwise,
£ = i
k
m
2
, „ / _ I- 5 ^ (-l)k (2m-2k)! in-2k
• 2m ^ — * " kj (m-k) J (m-2k) J
k=0
(2.15) The function (Q£; n):
(2. 15. 1 )
(2 .15-2)
(2.15.3)
(2.15.)-!-)
(2.15.5)
(2. 15. 6 )
(2.15.7)
(2. 15. 8)
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( OL ;0) = 1
( CC ;n) = OC (et+1) («t+2)... («t+n-l)
_ r (oC + n) 
{<)
(1 ; n) = 1* 2* 3* n=nj
(2;n) = 2* 3* ij- (n+1) = (n+l)j
(3jn) =3* !+* 5 (n+2) _ (n+2)J 21
(1/2 ; n) = rin+ §> = r  + +  b
ra/2) y tt
( oC ; n+1) = ( oL +1)... ( oC +n) = oC, (oL +l;n)
P (  *  +2n)
( oC ; 2n)
= 22" (£ ; n) ( ^ t l  ; n)
(l/2 ; 2n) = 22n(l/il- J n)(3A > n)
( oC ; 2n+l) = oC (oC +1 ; 2n) (from equation
2. 15. 6)
(2.15.9)
(2.15.10)
(2.15•11)
(2.15.12)
(2.15.13)
(2.15.11!-)
(2.15.15)
(2.15.16)
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= 22n (■— 2~  » n ) (fr + 1 » n)
(from equation 2.15*7)
(1 ; 2n+l) = 22n (1 ; n)(3/2 , n)
VJhen m < n >
j *  ; -I = ( +m ) ( +m-1). .. ( o' +n-l)
= ( «*■ +mj n-m), m < n
( +n)
( o4, j n ) = "^ 1)»«• ( +n-1 ) ^ ^  +nj"
oC . . x
( oC + 1 ; n)+ n
(2n)» = P  (2n+l) = 22n (l/2 » n) n*
(from equation 2.15*5 )
(2n+l)J = r  (2n + 2) = 22n nj (3/2 ; n)
(-Dn r >
r  (-n + *  ) = {1 . et ; n)
(2.15.17) r (n + ) = f  (oO( *  ; n)
(2.15.18 )
(2.16)
(2.16.1)
(2.16.2)
2. -m(n+ oL ) m~l
m  2 (2'rr) 2
(ex.; n) ( oC + ;n)... ( oC + 2^1 ;n)
m
Generalized hypergeometric series;
oi1 <*p ; z ct1 d 2 _
p ' *1 *2 ... y q ) = 1 + h  *2
+D *2 (0<2+1).-. <*p(oc'p+1> z2
h  +1> *2 < *2+1>-" Vq( *" +1) 2;
4.
+ (P<1 ’ 3)(°<2 ; 3)...!^ ; 3) z3
+ ( *1 ; 3)( >"2 ; 3)... ( ^  ; 3 ) 3;
+ • # *
03 t  ^ 1 5n ) ( °^  2 >n )**,(°^p in) zn
(^1 ;n) ( Y2 ;n)...( T ;n) nl
n=0 H
* - o< V ; z J>; z
F ( f > = (1-z) P( y )
Gauss Theorem: For > o(. +
(2.16.3) 
(2.16.1}.)
(2.16.5)
(2.16.6)
F(
3£
* *0 5 1 . r ( if) n y - *  --P) 
ror-pi) r( *'--£) ') =
F (y-i •£; X ) i- y= {*- D x  " Bx (r-i, 1-$),
+ 1 (See reference 71)
(d. el p ; az
* • *  K .
a yu. z
yu-1
, . M_+l... o( +1 ; az^
* 1— « p  J  1 p 
V , . . .  ra FV ^ - . .  V 1
I Z » T,x F
V  "(I)
\
V * *  *q
dx =
i^ +l
U+l
(ol el
I**' p
^+1 . (S.)
— p~ » "<2 '
F
^  -i, -3, -5...
(oL ; X  \  _  oC
(2.16.7) F _ = (1-x) , X 2  <  1
36
(2.16.8) p
1 
2
1 1
\ 2 2
2 Si (z)
(2.16.9) F
2 V -(1 ) \
I S2(Z)
1 o/_ . . • oL
1 P
(2.16.10) P
\*1
1/2 5 -(|) ^
3/2 /
= 2- ( J 
7lo
M r .. *p ; -(f)
dx
(2.16.11) P
-(-)2
V  (v+ |) |
+
1
2 2 S’
1 1
jzl
(2.16.12) zP|
W _... 1 ; az
1 P
• • • y 21 q )=/;
p
,o(r** » ax
'V * '
dx
(2.16.13) F
; -(f)' P
P+l
= (§)‘ r (p+l) Jp (z)
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(2.l6.l!+) /; i> I * 1 • • • ^  p 5 ax i zX p( P 1 dx =1 * * * ®q
A*
) *>+1
I V . r q< ^
P
/*> 7^ -1 -m , m = 0,1,2
(2.l6.l£) F
(-)'2
= cos z
(2.16.16) F
(-)22 s m  z
1
S, 
(x
)-
»
I. TO
20 2S 3010 sroX
I. 2.
1-0
20 30/O
Pig. 2.1 Cri'aph of the S^fx) function.
Platc-X
CHAPTER III 
Fourier Series
The flat band-pass amplifier with linear phase shift 
is discussed in many electrical engineering texts, and the 
Gibbs’ phenomenon exhibited by the partial sums of the 
Fourier series for a rectangular wave also is well known-*-. 
A detailed development of these topics, however, and their 
correlation, is presented in this chapter to serve as 
background for the less familiar material of later sec­
tions.
For a periodic square pulse, the origin is placed 
at the start of a pulse in obtaining the Fourier series 
in order to facilitate comparison with the results- of 
later transient analysis (see figure 3 *1 ) > the equation 
is
1/2, t = 0 ,
0 < t < T/2, 
t = T/2,
T/2 < t < T,
 ^ f(t + nT), n = 1,2, ..
^See Chapter 9 in reference 1; also paragraph 13, 
pages I4.85~I4.96 of reference ii.
The corresponding Fourier series is readily derived
as
o-m = - + - — —  sin(2n+l) to t,git; 2 tr 2n+l 1
n=0
0) = 2TT
1 T
Sines all even harmonic terms have zero amplitude, 
the 2m-th partial sum is equal to the (2m-l)~th partial 
sum; with the help of equation (2.1.8) we write it as
 ^ = ®2m-l (^ ) = \ + % [sin o^t + j sin 3 o> t +. . -
(3-3) -  t
1 . x n 1 I sin 2m on t
+ S C T  ain <2m-1) “ i‘ ]= 2 + 4  J ^ T 3r r - dt'Q s m  a^t
which is anti-symmetric about (0 ,^ -).
Now the substitution
(3 -Ll) wcl = 2m u>1
yields
n / sin an-it
s2n(t) = g2m.l(t) = 2 + —  Jo dt-
(3 • b j
The derivative is
so that extrema occur at
(3.7) tv = J2L. , k = + l ,  +2, ... , +2m-l.
cl
For t « T  we may e?nploy the approximation
sin a) t = w t
which gives, upon introducing the sine integral of 
equation (2.3*1)
(3-8) S2m (t) = | + I Si( uJclt), t«T.
so that at the extrema
(3*9) S2m (tk) = S2m-l(tk) “ \  + | Si(kTf).
2
It can be shown that the height of the k-th extremum
(diminishes /maximum
continually(increases for a iminimum to the limiting value
2
See pp. 3OO-3O3 of reference 2. The y(x) used by Carslaw 
is related to g(t) by
[{.2
of equation (3.9). Following Carslaw, the above results 
are expressed in the following summary:
The k-th maximum to the right of t = 0 is at
_ (2k-l)t
'2k-l 2m u)- and its height continually diminishes as
m increases, k being kept constant. When m tends to 
infinity, its limit is
(3-10)
S2m»l(t2k-1 )
= i +
2
^ Si[(2k-l)ir]
which is greater than 1. For example,
S2m-l^l) = 1.08950 g2m-l(V  = 1.01123
^2m-l^ 3 ) = I.O3309 S2m-l^ll) := 1.00920
(3*11)
S2m-1 ^ 5) = 1.02011 S2m-l(tl3) := 1.00778
s2m-1 ^ 7  ^ = 1.01I4J4.2 S2m-l^i5 ) := 1.00675.
The k-th minimum to the :right of t = 0 at
IriT
, and its height continually increases as m2k m-td
increases, k being kept constant. When m tends to infinity
its limit is 
(3-12)
w f v  = \ + *  sl(2k">
k3
which is less than 1* Several values are
S2m-l(V  ~ °-95llA s2ra-l(t10) = 0.98989
®2m-l = 0.97)4.97 s2m-1^12) = °*991^7
(3‘13) S2m-l(t6) " O.9832I g2m-l(tii^.) = 0.99277.
S2m-1 ^ 8) = 0.98737
Let us assume that we have a low-pass filter which
has constant gain for 0 < w < <j and linear phase shift
— —  c
in this range, while for to > <0.. the gain is zero. The 
curves are drawn in figure 3*2, with the phase being 
given by
If the input signal is a square wave, it may be 
thought of as arising from an infinite number of voltage 
generate rs of zero internal impedance connected in series, 
each generator corresponding to a single term of the
0 = - td to
Fourier series. Then the open-circuit output voltage of
the signal generator is
00
sin(2p-l) oj-^ t
p=l
2p-l
bk
which is the square wave, g(t). By the superposition 
theorem, each harmonic may be considered separately in 
determining the output voltage. Consequently, for an 
input
  --- - sin(2p-l) t
(2p-l)it 1
the output voltage is
(2p-;r)V 3in r(2P-D - td(2p-l) U.J
5 T2p n n v  sln f (2p"1) - p i m
while if p > m, the output is zero. As a result, the 
total output voltage is
m
vo ( t ) = |  + ! £  ^  sin [(2p-l) «  (t-t.)]
P=1
(3-Di)
which corresponds to shifting S2m_i(t ) to the right by a 
time equal to t^. The output voltage, therefore, has the 
maxima and minima corresponding to those of g ^(t), with
a time delay equal to the slope of the linear-phase curve.
The upper limit of the summation in equation (3• lip) 
was set equal to m in order to take into account the
fact that so long as
(3*1^) (2m-l) oi < co < (2m+l)co_,
J- — c l
the highest frequency to be amplified is (2m-l)t«j^, For
reasons of convenience we shall now establish the conven­
tion that so long as u» satisfies equation (3»l5)» we
c
shall consider its value to be equal to to , which is
cl
defined in equation (3*)+)*
The extrema in the output voltage occur at the 
times given by equation (3*7)? where odd values of k 
give maxima, and even values yield minima of vQ (t). 
Consequently, as demonstrated in figure we can
associate these extrema with those of the curve 
"-cos to t", upon excluding the end-points of the
O  JL
cosine curve.
For narrow-band filters, the extrema of the cosine
curve in figure 3.I4. occur at the same time as those of
v (t), but the associated amplitudes exceed the values
listed in equations (3*11) and (3*13) in the sense of
having greater maxima and smaller minima.
For broad band filters we may be even more precise,
since equation (3.8 ) gives the approximate response so
long as uJ^t = sin <o_^ t is valid. This approximation
is still very good at to t = ^ , where sin O.3927 = O.3827
1 8
is the same as either of the following relations:
follows equation (3*8 ) as drawn in figure 3*5* 
example, if we want this approximation to be valid at 
the fifteenth extremum, by equations (3.7) and (3.16) 
we find m = 60, so that the highest harmonic passed 
must be at least the 119-th. In general, if equation
(3.9) is to be valid at the k-th extremum within the 
stated approximation, it is necessary that
(3-16)
t < X  
16
I I iConsequently, for |t| < r the output waveform
(3-17)
cl
> 8k oj
1
or
> (8k-l) 0.1 . 
c — x
Thus, in discussing the first maximum of equation 
(3*8), we may approximate infinity by m equals i| (at 
least 7 harmonics); while for the first minimum, the
i(.7
value as m approaches infinity is approximately the same a 
as that for m equals 8 (at least 15 harmonics); and so on 
for the other extrema.
This effect is very noticeable in figure 3.6, where 
we observe that there is negligible change in the first 
maximum for m > ii; for m = the difference from the 
final value is only l/lp of one percent. (It was for this 
reason that <t/8 was selected as the limiting value for the 
approximation in equation (3*16).)
The preceding discussion is summed up in the follow­
ing statement:
If a square wave voltage is applied to a perfect 
filter that passes all frequencies up to (2m-l) co^ , the 
output waveform is given by equation (3. 1I4.), which for 
m £ 1 resembles a square wave with a superimposed damped
high frequency oscillation which follows -cos u> t, where
cl
w  cp = 2m (Even if the filter has its cut-off just
above (2m-l) this oscillation at the rate 2m is
present.) The endpoints of -cos t are not included
cl
in determining the extrema; consequently, there are
T(2m-l) extrema for 0 < t < — .
| odd f maximum
(i) Furthermore, if m Is \even there is a\minimum
at the midpoint of the pulse.
(ii) If m = 1, the output waveform is a pure sine 
wave at the fundamental frequency.
(iii) The overshoot is at least 8. 95a>S the peak-to- 
peak oscillation is at least 13*81%•
As a second application, the output will be deter­
mined when the filter of figure 3*7 is inserted in the 
system drawn in figure 3.3 in place of the indicated 
filter. To begin with, equation (3*2) is written as 
follows:
Thus, r2 m - l ^  remain<ier after 2m-l (or 2m) terms
in the series.
Since both g(t) and Sgn^^t) are known, the remainder 
can be found without difficulty; thus, for the output 
pictured in figure 3.5> x*2m 1 ^) ^as variation shown
in figure 3*8*
m
(3*18) g(t) = | + |  £  __i_ sin(2n-1) ^i^
+
i— sin(2n-l) co t 
-1 1
m+l
where we define
00
m+l
sin(2n-l) m^t
k9
Then the output voltage from the system is, follow­
ing equation (3 .Ilf)
(3.20) vQ (t) - g2m_l(t-ta ) +
For very small values of £ , therefore, there is no 
significant effect on the waveform if a filter of the type 
drawn in figure 3*7 is used instead of one having the 
characteristics of figure 3.2.
However, to emphasize the significance of the second 
term in equation (3.20) for only moderately small values 
of € , figure 3.9 has been drawn for € = 0,1, or a gain
of 20 db below the low-frequency gain. The principal 
alteration is in the vicinity of the origin, which is to 
be expected because of the large value of the remainder 
in that region. The effect if € is one-one thousandth, 
or 60 db down, obviously is negligible; the discontinuity 
at the origin would be 0.001, which would not be visible 
on the scale of this figure.
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%
t m i C. £
T  ! t-*t:
Pig. 3*1 An infinite series of pulses.
(Z m -|)<0( WtaJ(
Fig. 3.2 Response curves of Fourier filter.
f o o v i e v
V vVYfcv
— S\v\ al.t
h  *'m 3al*t
jiv, (2v— 0“J.t
(Zvn-I)TC
i » T V
Plaie ut
Fig* 3*3 Square wave generated by infinite 
series of voltage generators and applied to 
a Fourier filter.
5 I
Pig. 3.I4. Maxima and minima of vQ (t) correspond to 
those of - cos wclt, excluding the end-points.
\.o2<\SO 1.03301 I.OZOH 1.0(4+2.
0-18 321 0 18 7370-17*170. 1s~i4l
<oc Ct - )
Pig. 3.5 Output waveform of broad-band filter in 
vicinity of discontinuity in square-wave input.
.75*—,
T/2.t /4
Pig. 3.6 Output waveforms for m equal one to
six.
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F I G .  3 . 7  MODIFIED FOURIER FILTER
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FIG. 3 .9  OUTPUT VOLTAGE IN NEIGHBORHOOD OF S TE P  DISCONTINUITY  
IN  INPUT VOLTAGE TO BROADBAND M ODIFIED FOURIER FILTER
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CHAPTER IV 
The Cesaro-1 Filter
The sum of the Infinite series
CD
ao ST*
(I4.. 1 ) f (t) = —  + (a^ cos nwt + bn sin nwt),
n=l
-  | < t < 1 2 -  -  2
is defined on the basis of the following process: 
We form the sequence of functions
/ s0(t) = a,>/2
W
ai(t) = 2 + (an cos wt + b-T sin wt)
a.
S2 (t) - —^ + (a^ cos wt + bx sin wt)
+ (a2 cos^ wt + bg sin^ wt
aO 1
(t) = “  + / _ (an cos nwt + bn sin nwt) 
n=l
m
These equations may be expressed in the following 
matrix form:
51+
([}.• 1* 2)
3 0 1 0 0 0 ... a 0 / 2
S 1 1 1 0 0  . . . a l
c o s w t  +  b p  s i n  w t
S 2 ~ 1 1 1 0  . . . a 2 COS 2 w t  +  b 2  s i n  2 w t
Sm
1 1 1 1  . . . ®m c o s m w t  +  b m s i n  m w t
m . _ 1 m
Then the infinite sum of equation (Ii.l) is
(!i. 2) f(t) = lim sm 
ra-» “
We have found that the m-th partial sum when
equation (Ll.1) is a Fourier series has an oscillatory
character in the vicinity of an ordinary discontinuity
which may be undesirable in practical applications.
Consequently, we inquire,
"Is there another trigonometrical series with 
coefficients differing from those Fourier values 
obtained by use of equation (2.2.2) which has 
the same limit function, f(t), given in 
equation (Jq.2)?"
The answer, provided by equation (2.2.it), is 
negative, since the functions in which we are interested 
for purposes of amplifier analysis satisfy the conditions 
of that theorem. Of course, if the answer were in the 
affirmative, the new coefficients would be placed in the
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column matrix of the right hand member of equation (L.1.2 ) 
and would lead to different partial sums, with
different properties from those discussed in Chapter III.
But an alternative means of obtaining a different 
sequence of partial sums is to alter the transformation 
matrix in equation (Ip. 1.2); thus, we write
Op. 3)
m
■I
aoo 0
a10 all
0
0
S. -. 8. 3,
20 21 22
a ,, a „ ... a 0...mO ml m2 mn
/ 2
a^cos wt + b^sin wt
a2cos 2wt + b^sin 2wt
amcos mwt + b^sin mwt
For a better comprehension of the answer to this 
query, equation (Lp.3) is written as the difference of two 
matricies:
(i+.i+>
N
0 0\ ^ " aoo 0 0 '
/
°i
1 1 0 l- a!0 1_all
0
1
*
1 1
l ”a20 1_a21 l-a22
' 1 • /
a„/2
. Wt
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h) ho\ Is - s' \0 0 \
si 3i S - s' 1 1
s2•
: /
s 1
2
1 :
s - s '
2 2
 ^ '
where
04-5)
a
+ ( )  (a-}. cos + ^1 s^n w ^)
+ (I-a^g,)(a? cos 2wt + bg sin 2wt)+, ..
+ (l-am m )(am  cos mwt + bm  sin mwt).
Consequently;
lira °'m (t)
m — *ca
lim [sm (t) - s^(t)l = lim sm (t) 
m-*«° m —►00
= f(t)
if and only if
lim s ’ (t) = 0.
This obviously requires that
iim 3 ^ =  1 , 
m —* 05
n — 0 , 1 , 2 , •••
This condition, however, is not sufficient; it is 
necessary to add a further restriction which affects the
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way in which s^(t) goes to zero. The second condition 
is found to be that the sum of the absolute values of the 
first differences of each row,
U 1_amn) " (1-am,n+l) | = | am,n+l - |
should be bounded . The complete theorem is:
a0 .
If f(t) = ~ 2  + > . ( an cos nwt + bn sin nwt) and
n=l
the elements of the transformation matrix in equation 
(I4.. 3) satisfy the two conditions
(a) Every column contains a sequence that 
converges to unity; i.e., for fixed n>0
(ip. 6) when m —► ®
(b) If we denote the sum of the absolute 
value of the first differences in the 
m-th row by K(m), then there exists a 
constant K which exceeds all K(m) for 
sufficiently large m; i.e.,
(!.(.. 6.1) K(m) - 1 amn “ ^jn+l I
n
and
K(m) < K for m > M
Then the sequence of functions where
See Theorem II, p. 13 of reference 55*
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<%,<*> = %io -f + a^Cajj cos nwt + bn sin nwt)
has f(t) as its limit function for m-*" 
As an example we may take
m+l-n 
m+l y
(!+ • 7) amn
n < m
0 m < n
for which
lim amn = lim (1 - “ ) =i, n = 0, 1, 2, ..
m — ► 00 m — ► 00
and
® , m+l-n _ m+l-(n+1 ).
x . I ^l.n “ Snjn+ll- I m+l m+l I
n=0 n=0
- i — m+l _ -I
m+l m+ln=0
The transformation matrix is, then,
This matrix will be designated as a (C-l), an (R-ljl^or 
an (H-l) matrix, in the notations employed in later sections. 
(G-l) is the CesS.ro-1 process, (R-1,1) is the Riesz-1, 1 
process, while (H-l) is-the Holder-1 process. Interesting 
discussions of these partial sums are to be found in 
section 117.2, pp. 3O8-3O9 of reference 1, and in section 
llj., pp. [).96-501 of reference i(_.
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0 O'
0 0 '
1
3
O'
m m-1 m-2
m+l m+l m+l m+l
1 0  0'
1 1 1
1 1 1 ... 1 O'
0 0
0 1
2
0 0
0 0
2
3
0
o JL. JL. JL *•* JL_ o
m+l m+l m+l m+l
Upon multiplying on the right by the matrix for the 
series, (i.e., the column matrix in equation (l|.1.2)), we 
see that
a m >
(J4-* 9) crm ( t) = 2^  + ^  Z  (m+l-n) (an cos nwt + bn*
♦sin nwt)
1 P1
= sm (t)- ni+T n (an cos nwt + bnsin nwt  ^
n=l
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The above sum is termed the m-th partial sum of the 
C-l summation of the series, as suggested by the last 
footnote.
The (C—1) transformation applied to the Fourier 
series for a square-wave yields results which are readily 
interpreted on the basis of the development of the pre­
ceding section. The (2m-l)th partial sum, which we shall 
denote by Gv>m_q(t), follows from equations (3*3) and (i|‘9 )
with the help of equation (2.1.6). This result shows that
1
which reduces to
p
sin mw-^ t
sin w-^ t
while in the interval 0 < t < T/2
°2m-l (tk> “ Bam-i (tp
for
sin (mw^ t-^.) = 0
6l
or
(J4..I2) t = -iSL_ = kT k = +1, +2, ... , + (m-1)
K m wn 2m — — “
Using equation (3*^ 4-) we write this as
(k.13) wcl t2k = 2kir, k = +1, +2, ... , + <m-l),
which shows that these partial sums are equal at the 
minima of S2m_q('b) for 0 < t < T/2.
Next we look for extrema of the partial sums; by 
applying equation (2.1.7)# we may express the derivative 
as
2
,, d G2m-l(t) _ w 1 / a i n m w 1tv
(d.l L|J  j T ---- -  —  I — ;--------i- C O S  Wnt.dt tt \ sxn w-^ t I i
Consequently# the points at which the derivative is 
equal to zero are given by
TT
Wit = 2
or
T 'T
* = i r  ?
and by equation (I4..I2 ); however, the second derivative 
also is zero at the latter points since sin mw^t appears 
to the second degree, so that these values are points of 
inflection.
For t «  T, equation (k.lG.l) is given approximately
62
by
I + I s2*wclt  ^ » << T’
where equations (3.8), (2.1.15>) and (2.4 .2) were 
applied in deriving the final form. Consequently,
is antisymmetric about (0, l/2).
Ihe above result may be summarized as follows, using 
Table I for the limit values listed:
The first point of inflection having zero slope to 
the right of t = 0 is at tg = 2Tr/wcl, and its ordinate
continually increases as m increases. When m tends to
infinity, its limit is
<lf-l6) Ga»-l(V  = 9511A .
More generally, the k-th point of inflection having
zero slope to the right of t = 0 is at tg^ = 2kff/w . Its 
ordinate continually increases as m increases, k being 
kept constant; when m tends to infinity, its limit is
^ * 17  ^ G2m-1^2k) = 2 + tt S2^2kTT^ '
for which values are listed in equation (3.13) and only
those values which satisfy t < T/l6 are used.
The curve is monotone increasing for 0 < < 'f/2,
and has a maximum at t = T/2 = T/l|..
The appearance of this curve for m = 6 can be seen
in figure I4..I, where it has been sketched, based upon
the corresponding curve in figure 3*6.
Application: In the system of figure we re"
place the filter with the one having a gain curve
3represented by figure ij..2 . Then the output is given 
by the product of each harmonic amplitude in equation 
(3* 3 ) an(i the corresponding gain:
m
t*-\ 1 ^ 2 G [(2n-l )w-il .  ^ n
vo(t) = 2 + * ^  2n-l sin[(2n-l)w1 (t-td)]
n=l
m  (1 -
1 9  2 r a  r 1
= 2 + w 2-  — -- Bln[t2n-l)Wl(t-td )]
(L.18) m
= I + | ZL 2^ =1 sin [(211-1 )w1 (t-td)] 
n=l
m
- —  y* sin^(2n-l )w, (t-t, jl mrr L l v d'J
n=l
so that by equations (ip. 10) and (3 .3)
3This filter and response curve are discussed briefly 
on pp. I68-I69 of reference 3!)..
614-
(14.19) vo(t) = Ggm-i (t-ta).
The output waveform, therefore, corresponds to
skived to "the right by t seconds. For t «  T,
the waveform is given by equation (q..l£) which is drawn
in figure ip.3 f°r the case of a broadband filter.
For a second example, the filter of figure l\.,2 is
replaced by that of figure lp.l|.; the amplitude response
for w n < w now is "e The contribution to the out- cl —
put of the frequency components for w n < w is given by
C J.
equation (3.19) and is drawn in figure 3*85 then
(l+‘20) Y° (t) = W * - * a >  + ^ W t-ta).
This function is drawn for e = 0.1 in figure Ip. 5, 
assuming that the amplifier is of sufficient bandwidth. 
The points of inflection coincide with the minima of 
equation (3.20), to which they are equal.
pl^
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Fig. ij.,2 Characteristic curves of C-l 
filter.
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Fig. J4 . . 3 Output waveform of broadband C-l 
filter in neighborhood of discontinuity in 
square-wave input. Upper figure has expanded 
ordinate.
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CHAPTER V
The Fourier Transform
A suitably restricted function, f(t), has the 
Fourier transform^
(5.1) F(oj) f(t) e dt ;
and, if F(u>) in turn satisfies certain conditions, then
where the principal value of the integral is to be used;
Many authors do not include equation (5*3) in their 
discussion of the inverse Fourier transform. For purposes 
of physical interpretation, however, it is best to follow 
Zygmund in using the above form, as will be demonstrated 
in this chapter. (V£hen the Fourier transform is defined 
in terms of real trigonometrical integrals, and equation
(5.2) derived from such a definition, the condition (5*3)
CO
jwt
F M  duj
^See section 1 2 . page 3*3 of reference 8.
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arises in the course of the mathematical treatment.)
The symmetry in equation (5*3) is carried one step 
further in writing the integrals between (-/I, 0 ) and 
(0,-TL) as limits of symmetrical series, as follows
where u j a n d  This procedure of
dividing the interval (-J\ , JT) is one of the methods 
of subdivision justified by paragraph (2.2.5 )*
Then making use of paragraph (2.2.7) we write 
equation (5 *^) &s
f (t)
(5.10
*>-» CO
n
(5*5)
i=l
i
Next we let
.  | , . , , 00(to. )
P( w ± ) = |F( j uj. ) |e 1
obtaining
70
f(t) = 1 lim lim £  |FU - )|
^ -TL^oo A uj.-*0
j0 (u>,) jui.t 
\ -L e
m-*oo
(5*6) + e
= * k1”- ^  1pUV  + (^"i)]
r \ - *  oo
Thus, if f(t) is a voltage, an approximation to it 
is obtained by a set of generators in series, the i-th 
generator having frequency amplitude jF( | aco^/tt,
and phase 0(u>^)0 The resemblance to the generators in 
figure 3.3 is marked, although we do not require the 
to be harmonics of the lowest frequency. If the series 
of voltage generators are applied to a network having a 
gain function Gr(ju>), the output voltage is
. |P( j OJ. ) I A w  1
r (t) = lim lim I  -------------- cos(ui^ +0. )G( j u» )
Si-00 Atot-*o tt i
00
,fL
= i  lim ( P(3»*>) G(ju>) eJ d
^  SL-+0a
(5*7)
i  I P(iu) a(jw) eJU,1: aw.
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We shall investigate the output voltage of various 
filters when the input is a step function defined by
f 1, t > 0
(5.8) u(t) = <
 ^0, t < 0
2
which has as its Fourier transform
(5.9) F(ju>) = y^-.
For the filter of figure 3.2 the output is given by
(b'.io) vo(t)=i + I Si [taie(t - td)|_
Consequently3 there is an output voltage for t < 0. 
It is instructive to consider the mathematical picture 
described above to determine how this has come about.
The generators of frequency wj_(i=l, 2, ... n) have out­
puts which combine in the limit to give zero voltage for 
t < 0 and one volt for t > 0. Insertion of the filter 
effectively eliminates the high-frequencies (those for 
which uj. > co ) so that complete cancellation of the
J. v
voltages no longer occurs for t < 0. It is obvious that
9
Equations (5*9) and (5*10) are taken from reference Jpa, 
pages Ip70-lp79-
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no physical reality can he ascribed to this result, since 
there can be no output from a real filter for t < 0. As 
mentioned in the first chapter, this form of behavior is 
found in most linear-phase filters. When such a precursor 
arises in the analysis of a filter, it indicates that the 
filter cannot be constructed exactly as specified.
Now the output voltage for a step input to the 
filter of figure k.2 will be determined. First, it should 
be noted that the gain is
In order to satisfy equation (2.2.7)* the amplitude 
function must be even; therefore, the complete gain 
function is
0 < to < oj
c
(1 ) COS u> t - j(l -  ) sin uj-hui a uj a
c
UJ < I Ui I
c ' 1
so that substitution into equation (5-7 ) with equation
(5.9 ) yields
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u>
V 6* = w
(5-13)
UJ
j2ir
1 - io|\ -J^td .JL I e e du)
U J .
UJ
duo —
Uu
_1_
U J.
UJ
UJ
- u» CO
dco
For the first integral, employing a path of integra-
3
tion that by-passes the pole at the origin , we obtain
The second integral in equation (p.13) is equal to
1
j 2 IT co
0
- uj ,
UJ.
. , 'c i UJ(t-td)
J ui(t-td) f (q)e dto
(-l)e dw +
f
0
(5-13.2)
1 cos ujc (t-td) -1
3
The path of integration is discussed in the next footnote.
7k
The sum of equations (5*13*1) and (5*13*2) reduces
to
We observe that equations (5*10) and (5*1)4.) corres­
pond to equations (3.8 ) and (lf_.l5)j respectively. We shall 
demonstrate that a correlation is to be expected for any 
linear phase-shift filter. The general form of the filter 
gain function is
so that the output voltage for a step voltage input is
quency axis and cu is not a factor of either the numerator 
or the denominator, the integrand has only one pole along 
the path of integration at cu = 0 ; as in the derivation of 
equation (5*13*1 ) we avoid this pole by going around an
00
d to •
If* | G(j uj)| has no singularities on the real fre-
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infinitesrnal semicircle above the origin Then the
equation for the output voltage can be written as
"^This path of integration is to be found in many references; 
for example, page 156 of reference 10 and page I4.71 of 
reference Ipa. That the path of integration encircles the 
origin suggests that it is equivalent to integration along 
the line eo + j , ot> 0 in the complex frequency plane, 
rather than the juj axis; such would be the case for the 
Laplace transform.
Alternatively, we may consider the time function
which has for its Fourier transform
For small <*. the time function approximates the step 
function in the neighborhood of the discontinuity; and 
so long as & does not approach zero, the transform is 
approximately equal to (5*9)• Therefore, if we had in­
sisted on mathematical exactness, we could have employed 
the exponential step function and then would have 
obtained the results given in this chapter as an 
approximation subject to the condition that «ct «  1.
t > 0
t < 0
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j2Tt
G ( j to )
UJ
COS <o(t-td )
(5*15-2)
j2iT f
to
doj
|'G( j to)
UJ
+
it 1
0
UJ
sin u>(t-td )du» >
where we have employed the fact that |g (j w )[ is an even 
function in the above simplification.
The residue at the origin of the first integrand is 
j2'K, so that the value of the first term is l/2.
(5•15•3 ) v (t) =
1
U .
I f
G( jto ) |
UJ sin w(t-td )a to
0
This equation is useful for finding the output for 
a linear-phase filter having an arbitrary amplitude re- 
sponce. As mentioned above, equation (5*15*3) is not 
applicable in all cases involving gain functions that 
have to as a factor of either the numerator or the 
denominator. In the case of a filter such as
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sin2/l "ju)trq G —  ^ e dn2
it is still valid, however, since
. sin2/l _ n .
lim ----5—  - 1 ;
A-o A
the residue of the integrand of the first integral in 
equation (5*15*2) is, therefore, equal to j21T.
Returning to equation (5*15*2), we see that another 
useful form of the equation is
(h* 15*1+)
CO
v (t + tA\ - I + 1 P i  lG(j* 40 ) I ^o^ °di - 2 2^ T r J   1 e duj .
'  UJ
_  oo
If the time measured from the delay time is denoted 
by t', then
t» = t-t^ d
and for filters satisfying the conditions under which 
equation (5*15*3) was derived,
00
, \ l_i_l f IG ( i uj )
v ( t ' )  = 2 + f f  J  — . sin u» t1 duo
0 ^
while
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vQ (-t«) = \ i I IG ^ J‘10 ^  sin uvt’duj,
UJ
Therefore, the output waveform is antisymmetric about 
(0, 75-) or, upon returning to the t time-scale, the anti­
symmetry is about
(5.12*5) > 2 ^
Furthermore, we note that so long as
CO
(c i c; A '> I | G (3 ) | tt(5 -l5*o) I --------  sin tot’ duj < -5- ,2
0
there is no overshoot, and consequently, there is no 
Gibbs1 phenomenon .
5
^This criterion is presented in Theorem 2, page 9 of 
reference 13a.
Equation (5«l5*3) may be generalized for any filter (non 
linear phase), as in reference L|.a(see equation 1012b, 
page 302). A derivation of the general equation, based 
on the generalization of the Fourier series to the 
Fourier integral, is given on page 251 of reference 27.
A general form of the linear gain curve of finite
6bandwidth is given by
(5.16) L(k, <o)
1 + k
0
c
0 < UJ < (O
uj <  toc
c
-1 < k
(see figure 5*1 )*
When k = -1, the curve corresponds to the GesS.ro-1 
process, while for k = 0 it is identical to the Fourier 
gain curve.
The output for a step-function input is
In antenna theory, symmetrical aperture illuminations 
obeying the function of the linear gain curves with 
-1 < k < 0 are termed "gable illuminations" by Spenser 
in reference 73.
(1+kfl)
sin [ (h-t, )JT_]
 L_2---- 2---i dfl
n
6
With the substitution
y = o>0 (t-td )
this equation becomes
v 0 ( * , y ) = 1  + I  /  ( s l n ^ A - - k  sin Jfl) a n
(5.17)
= |  + i  [si(y) + k
which converges to unity for large y (see figure p.2).
It is interesting to note that for y = 2mrr, the output 
is independent of k:
vo (k,2miT) = \ + | Si(y)
The derivative of the step response is
dv0 (k,y) ^ q fsin y + k / sjn y _ 1- cos y \'
dy -r L 7 \ y y2 /_
which is zero for y = 2mTf, so that the common values are 
minima for all k. Consequently, all waveforms approach 
unity rather slowly with time. The condition for the 
first maximum is
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or
JL_ = y ^  X —  = y cot (y/2 ) 
k+1 1 - cos y  ^ '
whence
'Phis equation provides a simple relation between k 
and the time of the first maximum. It finds application 
in preparing a graph of the overshoot or undershoot as a 
function of k, using the following procedure:
1) Select j, 0 < y < 2it .
2) Obtain k from equation (p.lS).
3) Substitute y and k into equation (p.17) to 
find the value of the voltage.
A graph of the result is given in figure 5.3*
A relation of great value is derived by forming the 
first two derivatives of equation (3 .Ip*3)J for purposes 
of this development It is convenient to write the original 
equation as
CD
(5.19)
0
and then form
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0
2 rr I ^  ; I  —  d u3.
dt jq lo
Consequently, if a second linear-phase gain function 
contains the terra
uj 2a1 (<-3)
then its contribution to the step function response is
co _
i f  i v i sin to(t-t^) d v, 0
W ] G„ (t<J ) ] -------- 2 i d W = ------i = - D 2y
.'o ^ at2 i
If additional time derivatives are formed the more 
general result is..,,obtained that a term
2m
uj G1 ( w )
contributes
(-1)“ D2”1 vl(t)
to the step function response.
As a consequence, it is seen that when
83
(^ .19.3) g2(w) = g( uj2) g1 (u, ),
2 2 
where g(oj ) is a polynomial in uj , then the output
functions for step function inputs are related by the
7
operational equation
(5-19-lj.) V2 (^ ) = \ + gC-D2) v^ (t).
Earlier in this chapter it was mentioned that the 
precursory ripples which occur in the step function 
responses of the Linear (k, A )  filters indicate that 
they cannot be realized physically. The question arises, 
then, as to the utility of the purely theoretical approach 
of this dissertation. To indicate that all is not com­
pletely in vain, the minimum-phase curves associated with
Q
certain amplifiers are listed below . In each case,
7
These results are a rather obvious extension of Spencer's 
application of similar methods to antenna theory, as 
described in reference 75*
O
The derivations of these phase curves will be given in 
a forthcoming engineering report of the Goodyear Aircraft 
Corporation.
(except for the Riemann filters) the gain above the 
channel is assumed to be a constant small value, as 
figures 3.7 and
Fourier filter (see page 31$, figure lip * *7 j. of 
reference 9);
Jtn 6(5*20) 9 = -
IT
JL n l - Ai + n
Riesz filters, R(l,k, /!_) (Chapter VIII):
9 (1 ,k,A) =
k
■nr R1 L l -  (l- n ) A
- R1
(5*21)
i+(i- v| )n. - R1 . 1+ (I- ^ ) -0.
+ In (l+ in i-(i- n )ai+(i- *i )n
+ In i-(i- n ) A i n f i l l
\l+A. j)
l/k
Phase curves for several values of k are drawn 
figure $.h..
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9
Abel filters, Q.(k,A) (Chapter XI) : 
For k = 2 .. .
(5.22) 9 (k,Jl)
i n
Tf
n  A .  k-1T 7* + — + • • . +k-1 k-3
For k = 1,3*5*
(5 *22.1 )
9(k, fL) =
in
rr
si n *  n
1 + k-3 +* * * + — 2~
k-2
+ n  / B (i + 1_)] +
Riemann filters, R(k, J*\) (Chapter XIII): 
For k = 1,2,3,...
(5*23) 9 (1, A )  = -nrk(I\ -p),
p = integer satisfying p< A. <p+l.
When both amplitude and phase of a transfer function 
are known, the step function response can be found. The
^The phase curve for an Abel-2 (G-aussiarj) filter is 
derived in reference 39* page 779*
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result for the Cesaro-1 (or Riesz R(l,l)) amplifier is 
given in figure computed for a channel width of one
megacycle per second, The crosses represent the linear- 
phase Cesaro-1 response drawn for a time delay of O.96 
microseconds. The correlation which may be observed 
serves to justify the purely academic approach of this 
thesis. There is a notable discrepancy of almost 3$ in 
the undershoot, however, illustrating the effect of the 
phase function on the oscillation.
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CHAPTER VI
Rise Time; Impulse Response
The transient rise time at a step discontinuity is 
one of the principal factors considered when comparing 
amplifiers. For the theoretical approach of this paper 
the most convenient definition is "Rise time is the time 
interval between intercepting points at v = 0 and v =1 
of the tangent at v = 0.5, where these normalized voltage 
points are taken on the step-function response."
In figure 6.1 the tangent at v = l/2 for the output 
of a flat, low-pass filter has been drawn. The equation 
of the tangent is seen to be
The tangent of the step response may be obtained 
from equation (5*15)5
(6.1)
v = itangent dt
Then the rise time is given by
(6.2)
(6.2.1)
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so that, letting “A" be the area under the normalized, 
gain curve
Thus the rise time is determined by the area under 
the normalized gain curve for a linear-phase shift filter,
Consequently, if we consider a set of gain curves 
having the same upper frequency limit, the one enclosing 
the most area has the shortest rise time (figures 5.1 and 
5*2 demonstrate this fact). For such a set of curves, 
since the upper frequency limit is common, the propor­
tional numeric
will be employed. In terms of the derivative, this
"^This equation has been derived in several references; see 
equations lip and 15 on page 21 of reference 37, based on 
the derivation in Appendix 2 on page 31> also pages l65- 
166 of reference 3k and section 5 on page 28 of reference
being given by Kupfmuller's equation'1
(6.ip) t = — 
* A
32.
equation becomes
(6.5.1) t„ fr -0 " dv (td )
pit -------
 ^ dt
At this point it is convenient to interject a 
property of the output wave form from the filter. The 
second time derivative is
(6.6) d2vo(t)t) q (~  ~ - tt J ^  |g( j U)) I sin oi(t-td) dm
dt
0
which is zero for t = tJ# To determine whether this Isd
necessarily an extremum, we evaluate the third time 
derivative at t = td :
d^v (td) f 2
 5--- - "LJ to |g( j m>) I cos ui( t-t, )dm I
at3 * '0  ■ t = td
(6<7) •, r  2 ,= - I  / UJ |g( juj) I dco < 0.
0
Consequently, if a step voltage is applied to a linear 
phase shift filter, the tangent of the output waveform has 
a maximum value when t = td«
For example, the constant gain example of figure 3.2 
has the rise time
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(6.8) t f = —r c 2
while the C-l filter of figure k.2 has
A limitation of the definition of rise time employed 
to this point is evident in the filters of figures 3*15 
and J+.lj., where the area is infinite so that according to 
equation (6.I4.)
(6.10) • tp = 0
For examples of this nature it is necessary to use
one of the practical definitions of rise time. For a
2
second definition we shall say "Rise time is the time 
required for the step response to increase from one-tenth 
to nine-tenths of the peak-pulse amplitude."
Pulse resolution and contrast between adjacent pulses 
are closely associated with rise time. It is possible, 
therefore, to specify the rise time required of an
2This definition of "Pulse Rise Time" is given in the 
standards of the Institute of Radio Engineers; see page 
626 of reference 5l*
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amplifier when the performance demanded of it has been 
stated. This correlation is seen most readily by consider­
ation of an idealized step response, as drawn in figure 
6.2. This form of representation gives better contrast 
than the real amplifier, since the sloping curve of the 
real case results in smaller maxima and fills in the 
minima. With this consideration in mind and noting that 
the idealized response results in zero contrast when the 
pulse length is one-half the rise time, we may say that 
when
the pulses are close to the limit of resolution. Con­
sequently, when T  is given, the rise time necessary to 
insure resolution is of the order of
The problem of determining the derivative of the 
step response function often is easier than that of 
integrating the output voltage expression; thus, for a 
complex process we have from equation (5.7)
(6.11) T* = 0. 6 tr
(6.12)
Impulse Response
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oo j ui t
(6.13) vQ (t) = (
G ( 3 to) e dco
whence
(6- 1I4.) o I G (3 to ) ej wt di_o.
00
The equation for the tangent is commonly referred 
to as the "impulse response" of the network. The inter­
pretation in terms of an impulse is of no significance 
to our discussion, but we shall employ the terminology.
For a linear phase-shift filter we have found the 
impulse response in equation (6.2.1):
To demonstrate the significance of the impulse 
response for the general investigation of the step 
response of filters, we shall determine the results 
for several filters. For the Fourier filter of figure
CO
0
3.2
(6.16)
9 8
For the step function output, then,
t
(6.16.1) vQ (tj
Mow let us examine figure 6.3 to picture the step 
output without the help of equation (6 .16.1 ). The follow­
ing conclusions may he drawn:
1 ) The impulse response for t - < 0 contributes
the first term (i.e., l/2).
2 ) The maximum tangent is at t = having ui /nr
points of inflection at the extrema of sin y/y .
L|.) The oscillation between its first maximum and its
Since the areas under mrr < u»c (t-td ) < (m+l)rr decrease
with m, these oscillations decrease with time.
5 ) The maximum oscillation is
for its value.
3 ) The output increases steadily until co (t- t ,) =
c d'
then decreases until ^(t-t^) = 2?r, and so on, having its
first minimum is given by the area in iT <
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= ~  [ Si (2TT) - Si (TT)] = -0.13809,
which, is- a more significant quantity than the overshoot 
of 0 .08950.
6) The rise time from paragraph 2 ) and equation
(6 .5 .1 ) is
We conclude:
If the impulse response oscillates about the time 
axis with decreasing amplitude, then the area under the 
first loop to the right of t = is equal in magnitude
to the largest peak-to-peak oscillation of the step 
output.
We expect the Cesaro-1 filter to have a different 
type of impulse response since the step response has no 
extrema. It is given by
1 
2 *
(6.17)
100
sin1
t1 = t - t,.d
This function is plotted in figure 6.I4., and shows
that:
(1) The step function response is monotone increas­
ing, since the curve has no negative area.
(2) There are points of inflection at which the
tangent has zero slope at (t - t ) = 2kir, k=l,2,...
c &
(3) There are additional points of inflection at 
the maxima of equation (6.17) - see equation (2.I|.o) 
et seq.
(li) "Hie maximum tangent of the step response is at
t = t^, having to /2tt for its value.
c
(5) Consequently, the rise time is
(6.17.1) trfc = 1.
A third example illustrates the case of a filter for 
which the impulse response can be found, although the step 
function response cannot be expressed in terms of tabulated 
functions. The gain function is
Gr =
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Jln(l + a.Q)
i a n
(6.18)
a = 6I4.7. k6
In both, this and the following example the constant 
in the gain function Is selected so that the magnitude 
of the gain for /I equal to unity is one one-hundredth 
of the dc gain.
The impulse response Is^
dv _ _
TT
0
in (1+ )ui„ '
dt -rr J ---- r-;-------- cos t»u3 duo
c.i 60
Uj
C
(6.18.1)
c ^ |^Oi(w)] + [ 2" “ Si(w)j J, Thereair
w Q (t - td )
w = ------------
For very large values of w we use the approximations 
of equations (2.3*3) and (2.3*8) to find
dv • k'c 1 
( 6 . 1 8 . 2 )  dt" a TT ’ ~ ~ o
^See integral No. 8 , Table Lj.ll, page $ 8 $ , of reference 17.
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This function is plotted in figure 6.5* We observe:
(1) There are no negative areas, so the step response 
is a monotone increasing function.
(2) The maximum tangent of the step response is at 
t = having a value of infinity; therefore, as with 
the filters of figures 3-15 and k.ii, the practical 
definition of rise time must be used.
We conclude:
Any linear phase-shift filter having a gain curve 
extending out to infinity that encloses an infinite area 
has an impulse response which approaches as t -* t .
The fourth example has been selected to show the 
derivation of the step function response by integration 
of the impulse response. In this case the integral for 
the step function response could not be found in avail­
able tables.
d
(6.19)
1 - e
a = 100
Then^, with the same substitution of w as before,
-^See integral Wo. 2, Table 367, page plk of reference 17.
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dv _ 1 (
dt tt )
-(aw/ u> )
1 - e “ c
COS t *CU do) - Oo rr l^ lauj u w 2aiT o
0   \ wu to 'c
The Impulse response Is better written as
(6.19.1) dv _ 1 1n j1 + w2
dw 2TT I 2 
I w
The graph of this function resembles the curve in 
figure 6.7. The step function response may now be
5
obtained by integrating the above equation •
v - v(0) = Tppf | w In | j + 2 tan 1 w
Since the voltage is equal to one-half at time
t—0,
(6.19.2) v(w) = + 7^ 7 |w In f I-— -, j + 2 tan”'5' n ^  .
See integral ho. 623* page 137 of reference 16.
10)4.
A very useful relation Involving the impulse response 
is based on the Fourier cosine transform pair
= 2. f G(fL) cos yfl dfl_ 
dy rr /
(6.2 0)
0
■(fl) - 2 ( ^  cos /Ly dydv 
dy
'0
Now consider the network
n 1 rs  ^ - Tr dv ( ca. A )
gt (/V) - A - an r A )  »
where A is the area under the G(n) gain curve, 
impulse response is
dV rp 2.
“dy “ v
0
j  GT ( n  ) cos yi\ d-fL
00
1 G(y/oc).
2 oo A
Its
In order to emphasise the close relation between the
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two gain functions, they will be termed "transposed” net­
works. A condensed statement of the result follows:
If the impulse response of the network, G(XL), of 
area ”Atr, Is ft— faO- , then the transposed network
(hop) rj. ( \ —  ^ )
A.2ij " A  "d( « T l )
has its impulse response given by
dvT (w)
dw 2A
G-(w)
(6.22)
Example 1 (see equation (6.16))
0(i\) =
(6.23)
dv
^7
1 sin y 
Tf y
Then for the transposed network
s in rr A
(6.23.1)
aL = tr.
Tf A
A 1 , w = y A
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the impulse response is
dv
(6.23.2)
T
dw
1 
2 *
0
0 < w < 1
1 < w
and the step function response is
— (1 + w) 
(6.23.3) vm(w) ~ J 2T
Example 2 (see equation(6.17)):
(6.2lp) <
6 j 1 - rt,
G(i\) =<
 ^ 0.
0 (fl M  
I 4.TL.
dv _ 1_ , sin2 (y/2)
d7 2" (y/2)a
Then for the transposed network
sin2 fr A. 
(ir A  )S
(6 . 2)|.,1 )
<* = 21T, A = 1/2, W = y/21T
the impulse response is
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dv
(6.2ij.« 2 )  1
dw
1 - w
0,
0 < w < 1.
1 < w.
and the step function response is
(o. 2]+. 3) vT =
2 1 ’ 0 < w < 1 9
1 < w
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Fig, 6,1 Tangent drawn at v= 1/2
Test double
T  »
T  = t
n
f  3  t
n
.J «
t
TT — r 
~ "2”
Fig, 6,2 Resqlution of test double pulses.
Plate THE
109
, Plate Xiy_
a
A0-.
0
3 8-
0 .6
«/> .4-
i .23 0
>8|* - .2
-a |tt - A
Fig. 6.3 
filter.
point of inflection
■first maximum
■first minimum
 ^ pt. of inflection
'"f /o
second maximum 
point of inflection
Impulse response of Fourier
K
vJ
ooints of inflection
£3
>1+‘-cl'C
Fig. 6.J4. Impulse response of Cesaro - 1 
filter.
"3 3.0g
0 2.0
v»
ur
Fig, 6.£ Impulse response of filter 
ln(l+aS2)/aS2.
CHAPTER VII 
Cesaro Means
The (C-l) sum discussed at length in Chapter IV 
is just one of the methods of summation known in the 
mathematics of summation of series. Discussion of these 
methods usually is based upon the partial stuns of equation 
(I4..I), rather than directly upon the terms of the series 
as in equation (ip.3). Thus, using primes to denote the 
elements of a sequence-to-sequence transformation matrix, 
we have
lso\
Now, if we substitute equation (u.l) into the above 
equation and compare with equation (l|_.3)jwe obtain
(7.2)
aoo 0 0 0 •••) roo 0 0 0 100 0 .. .\
a10 all 0 0 • • # aio aii 0 0 ... 1000 . ..
a20 
. *
a21 a22 0 • * •
/
a20 a21 a22 0 ... 1110 ...
whence, for j < i,
r°\ (aoo
0 0
0•••0
a10 all 0 0 ... 0
b i a20* a21 a22
0 ... 0
1
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Ill 
✓ /
(7.3) + a±>j+1 + a . ^ +2 + ... + a±i
i
- 5 * aik*
k=j
Consequently, we find, the primed elements in terms 
of the unprimed:
T  •1
(7-U-) aij - ai,j+l - 5 1  aik “ 5 1  a-- =
k=l k=j+l
This relation is useful in applications since it 
serves as a computational aid for gain curves when a^j 
is given by a simpler expression than J thus,
after finding a^-j_ , it may be used to evaluate the 
remaining elements.
If
f(t) = lim sk (t) 
k-*~
then the necessary and sufficient conditions on the 
transformation matrix (a^) to insure that
lim CTm (t) = f(t)
m —*<0
1
are the following:
^ See Theorem 2, p. I4.3 of reference 3*
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(a) There exists a constant H such that the sum of 
the absolute values of each row satisfies
m
(7*5>) ^ |  | < H
(b) Every column contains a sequence that converges 
to zero; i.e., for fixed n > 0,
(7.6) a / — * 0 when m —* + »
mn
(c) If we denote the sum of the terms in the m-th 
row by a^, then the sequence {a^j converges 
to unity; i.e.,
N  amn
n=l
and
(7.7) lim a^ = l.
m —*°°
Now we are ready to investigate a group of trans­
formation matricies--the Cesaro means. The (C1, k) matrix 
has for its elements
(7.8) c
mn
k' /k+m-n-1^ /[ k-Hn\
=1 k-1 ] /  \ k / , n < m.
Thus, for k=l, the matrix is
113
(7.9)
Equation (7*3 ) is used to obtain the elements of 
the series transformation matrix:
i m
(7.10) oran= £  < 4  = Z  i  = 1
k=0 k=0
whence equation (7.1+) yields
(7.11) cmi = cm0 - cml = 1 - -I_ -
and continued use of equation (7.If.) gives in general
,7 l m+l-n
(7.12) Cj^ m+-^ , n < m ,
which agrees with the definition of the (C-l) trans­
formation in Chapter IV.
The general form of the (C-k) element obtained from
t111}.
equation (7*3) is
(7.13) c
k
mn  ^k+m^
k+m-l-n>
k-1
fk+m-2-n^
V k-1
’k+m-3-n)
k-1 - a
On subsituting equation (2.5 *11}-) into equation 
(7.13) we obtain for n < m
(7. llq) e
k
ran
( k+™-n) (k+m-n).'
/k+m\
I k ;
(m-n)J
a ;
(k+m) J
(k+m-n)(k+ra-n-1)(k+ra-n-2)...(ra-n+l) 
(nx+k) (m+k-1) (ra+k-2) ... (m+1) ’
while for n > m
(7.l)ul) ck = 0. mn
Thus, for k=l
(7.15)
m+l-n
m-n
mn
0, m < n ,
which is the matrix element of equation (1}_.7), as 
asserted earlier.
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For k=2 we have 
(7.16)
While the preceding portion of this chapter has been
based upon integral values of k, most of the formulas
remain valid for non-integral k, k > -1, provided that the
2
factorial quantities are replaced by Gamma functions .
Thus, substitution of equation (2.5 *2) into equation (7«l)p) 
yields
. k P(k+m+l-n) , mi
(7*17) cmn - p(k+m+l) (m-n) ’
With the aid of equation (2.7.1|), we can express this as 
unity for n = 0 and as
(m+2-n) (m+l-n) 
(m+2) (m+1) n < m
0 m < n.
(7 .1 8 ) ck = , r m  ,,(m"\).(m- 2 ) - -  (m+l-n) 1 < n < m.
mn  ^k+m) [ k+m-1) (k+m-2) •.. (k+m+l-n) ~  ~
The resulting matrix for any k > -1 is
p
See section pp. 97-98 of reference 3
The matrix (7.19) satisfies equation (I)..6) for all 
k, whether positive or negative, since
lim
m-
m-n
k+m-n = 1
for all n.
The second condition of the theorem given in 
equation (Lp.6* 1) is readily checked since the elements 
of the m-th row are monotone decreasing for positive k 
and monotone increasing for negative k. Consequently,
(7.20)
k _ Gk 
mn m,n+l
£ |  0- - o
k > 0
, m w  m-1 , / 1 \ -j
^k+irr'k+m-1'* ’* 'k+l'~ ■
k < 0
so that (C,k) is certainly regular for k > 0. For 
negative k we must consider
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3-_ . . ni-l_ . _ m  = 1
k+1 ' k+2 * * * k+m-1 * k+m m
1T d+r)
> 1=1
(7.21)
= 1
m  1 1 1 '
7T (l-M)
1=1 1
Since we have restricted the negative k of interest 
to the range -1 < k < 0, we may employ equation (2.2.8) 
with
(7.22) &± = ! £ i
so that £  an is a multiple of the harmonic series, 
and therefore is divergent. Consequently, as m — ► “
(7-23)
proving that equation (7.2l) is without bound.
While the negative values of k do not satisfy the 
conditions of the last theorem for an arbitrary con­
vergent series, it is still possible that the correct 
limit function will be obtained for the series
(3 .2 ). Indeed, this is the case, as we see from the
118
3
following theorem of Hardy and Littlewood:
If the series converges to A, and if nan is
bounded, then the series is a summable to A for -1 < k. 
When applied to the convergent series (3*2), we 
obtain
(7.2)4)
2nTr 2mr .
nan = s m  t - s m  < 2.
Consequently, we may employ the matrix equation (7.23) 
for all k greater than -1.
Application: Each matrix of the type (C,k) can have
a typical gain curve associated with it; this was done 
for the (C-l) matrix, being drawn in figure Lp.2 . It 
is convenient to define
w = nw-^
(7.25)
iQ^  = (m+1 )w-j_,w.
How equation (7.17) is written as
rfk + (ra+D wl “ nwi] -[(m+Dwi]
ei = r l — n ------- J L nmn ------------,----------------------
(m+1 )W]_1 r(m+l)wi-nwx'
r rk + (^ h !ii r n _
(7.26) 1 [ J r [ w£
^See theorem lj.5, p. 101, of reference 3
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Upon Introducing w and w we obtain the equation
for the gain curve:
c(w, wc3, k)
( w -wv /wk + ,.°,3 ) r  -21}
W1 I lwl/w -W\ / w »
r K ) r ( * * - f
Further simplification of the above equation is 
achieved by introducing the Beta function from equation 
(2.9*2); this is accomplished by multiplying and dividing 
by T(k) for k > 0, and by T(-k) for k < 0. The result 
is
/ w ~
B(k, -zl)
 W1 , 0 < k, w < w
B(k,
Wt
(7.28)
c3
W
B(-k, k + -rf— )
C(w, k) = -l<k<0 , w < w
B(-k, k + J2l)
0,
c3
wc3 < w.
For negative k, the frequency interval 
wc3 - wx c w < wc3
may be completed with any convenient smooth curve without
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affecting the present analysis, since the Beta function
is not defined for w > wc^ - |kjw-^  .
Now we are able to consider the characteristics of 
the (C,k) gain curves:
(a) For k > 0 and a given number of harmonics, m, 
the (C,k) curve is monotone decreasing for 0 < w <
and zero for w > (See figure 7.1) If k-j_ < k2 ,
all points on the (C,k-j_) curve lie above the corres­
ponding points on the (C,k2) curve; i.e.,
(b) For -1 < k < 0 , and a given number of harmonics, 
m, the (C,k) curve is monotone increasing for
0 < w < wc^ - w-p and zero for w > wc^. If k-j_ < k2 ,
all points on the (c^k^) curve lie above the correspond­
ing points on the (C,k2 ) curve (see figure 7.1): i.e.,
(c) On the basis of (a) and (b) above, and figure 7.1 
we observe that if k-j_ < k2, then the rise time for the 
(C,ki) gain curve is shorter than that for the (C,k2 ) 
gain curve.
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(d) The analysis of overshoot (or Gibbs1 phenomenon) 
must be based on the criterion of equation (5«15*6), 
determining for what ranges of k
lim f ' sin wt’_____
w * — - ( ’ V  J0 I03 w B(k, - ^ — j
(7.29)
■ 1
lim B(k,
Wc3 f sin(w03 t'/l) dil
' I
-03—  1 '0 n B [kf ^ (1.A ) ]
IT
-  2 »
where A  = w/wc^; since wc^/ w-j_ = n+1, we may write this
as
^ ’3®) / I  s i n ^ n + D w j t I Q ]  ^ ^ it
lim B(k,n+1) I B[k, (n+1) (1-fL)] d -  2
n — ►00 0
for all values of w-^t’.
To the best of the author’s knowledge this problem 
has not been solved.
Ga
in
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2.0
*01
Frequency in harmonica— * 
Fig. 7.1 Cesaro gain curves drawn for m=10.
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CHAPTER VIII 
Riesz Means
The form of equation (7.l)i) is suggestive of a mean 
having a simpler appearance that is obtained by replacing 
m+k, m+k-1 ,..., m +1 by m. The resulting element is 
designated by ,Tr M :
k
(8.1) r ^
0 . n > m.
It has the matrix
1
1 0
(8.2) (rk )
k
<§•) 0
mn' 9 k k
1 (§-) (i) 0
0 k o k  -i k
1 V  V  V  °
This matrix obviously satisfies equations (Ip. 6) and
(L|..6 .1 ) for k > 0 . The resulting partial sums are called
Riesz means, and are denoted by R^ where m  is thein.
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12 If.
number of harmonics of the Fourier series contained in 
the partial sum'1'.
The equation of a gain curve is obtained directly 
from equation (8.1):
k
(8.3 ) R(k,m) =
= ( 1 - u c) = < i - <
o < n < 1
o, n >  i
where
id = mu). , and c \
(8.k)
r\ = -J±L = normalized frequency.
-**• UJC
Curves for several values of k are drawn in figure
8.£2 .
A more general form of the Riesz mean has for its 
elements
(8.?) fl - (S)X‘
mn I htr
^•The notation employed here follows that of reference 3, 
page 113. A different mean also designated as the Riesz 
mean often is employed in mathematical analysis, but we 
shall discuss only the form given in equation (8.1).
2
The figures are located at the end of this chapter in an 
order which permits determining trends for changes in the 
parameters of the Riesz family of gain curves. As a 
consequence, they are not numbered consecutively within 
the text.
for which the gain curve in terras of normalized frequency 
is
= a - r i  )k , o < n  < i
(8.6) R ( x  ,k,Jl)
= 0 , 1 < A .
Several gain curves are drawn in figures 8.3 and 8.8 
for "X = 1/2 and X = 2 , respectively.
The area under the gain curve is
1
(8.?) A U . k )  = u>e J (1 - dCL
- ■ ? /
k I ' 1
( 1 - x )  X  d x
B(k+1 , 5-) k > -1 , X > 0.
A. A
Consequently, from Kupfmuller’s equation the 
corresponding rise time is
( 8 . 8 )  t r f c ( x , k ) =     —  ,  k  >  - 1 ,  X >  0 .
2B (k+1- 5 )
Tlie rise time as s. function of k is plotted for 
several values of x in the graph of figure 8.1.
The output voltage is obtained by substituting the
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gain equation into equation (5*1;>*3):
, , , 1 i t 1 ' ( ^ r ) ] k  slnv0(x ,k,t) = - + .-I     d«
0
(8.9) ,
- 1 + f i - n T   — 5— d ^-
. 'o
The substitution 
(8 .9*1 ) 7 = UJc (t-td )
yields
(8 .9 *2 ) l
v0<*.*,*> = I + H  ( . - A ' ) k
0
For integral values of >. and k the operational 
methods of section £.19 provide a convenient solution; 
thus, it is possible to express the gain factor in the 
integrand as
v k k / *a - a  )
'— ' V k-py
(8.10) P=0
2 2 
= A( -0 . ) + _TLB( A  ).
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2
In equation A{ s l ~) is associated with
the Fourier filter for Gq so that
(8.10.1) v x (y) = |  + i  Si(y)
2
Similarly, B( J \  ) is associated with the filter
(8.10.2) G1 ( A ) = + A
for which
(8.10.3) vx(y) - i [ ■■?].
Consequently, the output for integral a. and k is 
(8.10.1|.)
V0 (X,k,j) = I + I f A.(-D2 ) Sl(y) + B(-D2 ) 1 ~y °°3 y ].
2 9
Thus, for >. = 1 and k = 1 , A ( A  ) = i, B( A  ) = -1, 
so that
v0 (l,l,y) ^ ^ [ s n y )
(8.10.5 ) q q
= - + - S (y)
2 tr 2
(See figure 8.6.)
For "X = 1 and k = 2,
G( A  ) - (1 - A  )2 = 1 + /I - 2 A
so that
A( f l 2 ) = 1 + f \ 2
B( / \ 2 ) = -2
and therefore
Vl>2,y) = | + | { d-D2) Si(y) - 2 1 ~7C°S 7 ] 
(8.10.6)
= 1  i { s 2 (,) - g . ( T )
where
(8.10.7) g(y) =
V
and its first eleven derivatives have been tabulated in 
reference 75* The output waveform is plotted in figure 
8.6.
For X  = 2 the operational expansion is especially 
simple, since
k ^
2 / li \ O ^
(8.10.8 ) (1 - n  ) = £  (- n  )
p = o  'k-P'1 v JL '
so that
(
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and k
p=0
(8.10.9 ) = |  + M sl(y) + (k!a]s,(7) + (k!2)s'"<7 )
The results for k = 1 and 2 are given in figure 
8.10. Obviously, for any even integral x  expansion
is in terms of Si(y) and. derivatives of g(y). The con­
venience of this form of expression leads to the recom­
mendation that similar tables of
and its derivatives be prepared for application to Riesz 
gain curves. Thus, for k = 1 and X  = 3
(8.10.10)
A ( D ? ) = 1
b( n 2) = - n 2
so that
(8.10.11) vo(3,l,y)
(See figure 8.11.)
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It is possible to apply the operational procedures 
to obtain the output for half-integral values of 
provided that k is an Integer. To do this it is necessary 
to evaluate two additional integrals. The first is
n 1/2 a l n  m  = f ?l n  .y-0 - d n
o n  J0 vhT
(8.11)
2tr
where the Presnel integral S(y) has been defined in 
equation (2.11.2 ). The second integral required is
f 1 3/2 . n  f 1 ~  1/ 2a  sin, y_n   dfL s A  s.n d A _
'o P l  >0 j
(8.11.1)
~ 7 ( ^  2y c (^ / 1?) “ cos ^ } •
The output of any Riesz filter of the form
(8.11.2 ) a - n n + h
can be expressed in terms of the four functions of 
equations (8.10.1), (8.10.3), (8.11), and (8.11.1), and 
their derivatives.
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1
Thus, for x = 2 , k = 1
1/2
O x.
A
(8.11.3 )
■ I + W 31W  --Vr|  s i / f y
(See figure 8. ip. )
The behavior of this function for large values of the
argument y may be obtained from the asymptotic expres-
3
sions for the sine and Presnel integrals
Si(y) l y ^ - cos
+ - ]
(2y)'
(2y )3
Consequently, for very large y
(8.11.!;) v0 (| , -l,y) = 1 - / S h  - |iS_I _
3
See pp. xiii - xiv of reference l\$ and p. 337 of ref. Ijii
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Similarly, for >. = ^ and k = 2
,1 1/2 2 1/2 
R(2 , 2,-TL) = (1 - A  ) = 1 - 2  -A. + J X
so that the output is
(8.11.5)
v0 (i, 2 >7) = I + 1  t s i (y, + r ^ s o ^ ] .  2 y r  s(./s).
All four functions are used when k is three, with 
this value of x 5 thus,
r(|, 3, -n.) = (1 - n 1/2)3 = 1 - 3 ja.1/2 + 3n  - a 3/s
and the output is
v0 (| , 3,y) = 2 + | [si(y) + 3 —  ■ |°3 7 ]
- 3 / x  s ( / g '
(8.11.6) 7
+  2.
1T7 “  cos 7]
For larger values of k the derivatives also are 
used. There is no point to continuing this demonstration, 
however.
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When x is set equal to three-halves, a similar 
development is possible; thus, for k = 1
R{| , 1, R  ) = 1 - il3/2
so that
(8.11.7)
vo(|, 1 ,7 ) = | + H si(y) ■ H ^ c^ T y) ■ 003 71}
(See figure 8.7) 
while for k = 2
2
R(| , 2 ,il) = (l - n 3/2) = 1 - 2  1\3//2 + _TL3
so that
vQ (|, 2,y) = |  + I { si(y) - g^ (y)
(8.11.8)
" GU w * ) -  ' cos yl}
(See figure 8.7.)
Obviously, any half integral value of x has an 
expansion in terms of the given funs tions and their 
derivatives. It is interesting that the operational 
methods also yield solutions in terms of tabulated 
functions for x = 2 Then k has a half-integral value; 
that is,for
I3if-
k+ |
(8.12) R( \ ,k' , a) = (1 - A  }
r* k+1 ~ k
= (i - n 2 ^ ti - n 2). 2
The output i s
1 o k+1
v 0 (2, k+ 7;> j) = (1 + D2 ) vq (2, - y)
(8.12.1) k+1 .
= H  ( p ) d2p V 2 ’ - b  ?).
p=0
Later In this chapter (equation 8• lip.2) it will be 
shown that
( 8 . 1 2 . 2 )  v 0 (2, - I  y )  =  |  +  I  f J 0
“  0
(x)dx
where the integral has been tabulated by Lowan and 
Ataramowitz^. Consequently, for k = -1,0,1,2,...
v q (2, k+ y) = | + I J0 (^)dx + ( ji(y)
(8.12.3) /k+1\ \ /k+l \ (2k+l)
+ ( 2 ) ° (y) +-**+(k+i) Jo (y)
Since
k See reference 76.
135
and
n (Jn-2
2 J + J \ 
n n+2'
it follows that
m
Jo = - J1 =.',  - 2V  J3 ) = |(-J3+ 3JX )
1 6 <-J5 + 5j3 - 10Ji )
IIand in general for odd values of "r
r(r) =
0 2r
(8.12.1}.)
r+1
2 I r \
E+l) J1 
2 I
1
With the help of the relations above there is no 
difficulty in expressing equation (8.12.3) in terms of 
tabulated functions; thus, for k = 0
(8.12.5 ) y
v0 (2> = I  + JQ (x)dx - Ji(y)|
while for k = 1
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v (2, y)
,y
o
J (x )dx 
o
- 2J, (y)
(8.12.6)
1 + I
2 2
,y
JQ (x)dx -
0
Jl (y) ' I j3 (7 >
Finally, the substitution
J3 ty> J1 W  - y  Jc (y)
yields
vo<2* o» y) =
1 _ j ,  1
P’ 2
fl
JQ (x)dx + -  Jn (y)
0
(8.12.7)
y
y o’
i + x) Ji(7)
These waveforms are drawn in figure 8.9*
When x  is unity, the gain curve for integral values 
of k is given by
k
k
Rd.k, a ) = (i - a )“ = y  ( - n p d) r F
P
p=0
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and the output may be obtained without difficulty for 
any specific value of k from equation (8 .10.1iJ. It is, 
however, advantageous to develop an alternative solution 
which provides an explicit expression for the voltage. 
The first step is to write equation (8.9*2) as
p=l yp 0
• sin x dx ■.
Since
sin x dx - -xm cos x + m J xm ^cos x dx, and
sin x dx
it follows that for integral values of m
sin x
^  fm-
q=0 L
m- (2q+l)
(8.13.1)
cos x ^ (-DSnJ m-2q
2 1  (m-2q) Iq=0
where a denotes the next larger integer than "a",
provided that "a" is not an integer; and
■ 7
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t a. denotes the largest integer contained in
II Q I'
Consequently,
(^ i1)
„ V  I-1 )*3' (P-1)1 _P-2 (q+l)I x sin x dx = sin y 7 ------------ - y
'0 [p-2(q+n]:
q=0
-  T r  ( - 1 ) Q  (P-l): _P-(2q+l)
( 8 - 1 3 - 21 qt  7
r  P - l
[l-(-l)P ] 2
5----- (-D (p-i):
Then
v0 (l*k >y) = | + y  | Si(y)
k \ 2
+ y  (~1) ( )(p-l)» [ sin y 2,
p=l q=0
(8.13-3 ) ( . y q
[p-2 (q+l)1 : y2^1+(l)
&  p - i
- cos y y  ________ b i l l____  + [l-(-l)P](-l)
q=0 [p-(2q+i>li y2q+1 2yP
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whenc e
vo (l,k.y) = \  + n { + sln y
a2 ak , a6 
y y
(8-13.i1.)
- cos y
an a0 ar
1 ___3 + 3
3 py y
. Hi + h. . h
y y3 y3
. . . J .
where
k
a
n V  (-I)** (k ) (P-X)*p (p-n)«p=n
h n -1 = U - h  (2»-2)l
n - 1 j **• li
and in particular5
k
(8.13.3 ) ar  £  ( - D P (*)
' p
p=l
-  <o> =  - 1
an y  ( - p p (k ) (gril l . = ( n - p « X  (-i)p (k )fp"1 lp (p-n)l (n-1)] U  (p )\ n-1/-p=n p=n
common means of obtaining the asymptotic expression for 
a. function is to use successive integrations by parts, as 
in this development; while the formal steps in deriving 
equation (8,13.4) are the same for non-integral values of 
k, the result Is meaningless since the infinite series 
for the an do not converge.
l)_(-0
The output for any member of the R(l,k, _TL) family of 
gain curves may be found by substituting the power series 
for sin yA. in equation (8.9.2), and then interchanging 
the order of integration and summation; then
(8.13.6) vo(1,k ,y) = I  + i. | ( 1 - A ) k [y- y3/l2
0
y5 / V 1
5i
d fL
k
, _ «n 2n+l f l
-  + —  2  """ y   f (1- n  )&
2 w ^0 <2n+1^ 'o A  '
2n
>-TL d-TL.
The integral is the Beta function defined in
equation (2.9*l)j so that^
t n v r -i \ ^  2n+l
V U k , y )  = j + ?  X  (- 1 7-----  B(k+1, 2n+l)
0 (2n+l)»
(8 .13.7 )
1 + 1  (-1) r  (k+l) 2n+l
2 Tr (2n+l) r(2n+2+k) 7
0
6
For k=u or k=u+l/2 where u=0,l,.. .I4.9 the values of the 
Beta function in the first 23> terms (up to n=2i|.) may be 
found in reference ij.8; (2n+l)J is listed in reference p2, 
The curve for k=0.5 is drawn in figure 8.6, as obtained 
from the series solution.
lill
Prom equation (2.15*13)
,„ + 1 - (3/2? n)
2n 1 ' (1/2 ; n) ’
while equations (2.7.7) and. (2.15*1) yield.
?2n+l+k
r(2n+2 +k) = ^  r a +  |) r(| + | )(i+ |; n)(l + |. n)
liquation (8.13*7 ) may now be written as
(8 .1 3.8 , V l ,k,7) = i + J h n i  y.
(l/2 jn) (1 ; n) (£)
* Z  ----------------------------- ;--------—
n
2
0 (3/2 ; n)(l + | ; n ) ( J + |  ; n) n;
where use has been made of equations (2.7*7) and (2.15*1 ). 
The sum is recognized as a generalized hypergeometric 
series, so that finally
1 Y J " (2 )2  ^
vQ (l,k,y) = q +
ir (k + 1 )
3 + k
(8.13.9) ' - 2  -2 /
For k = 0, vhich corresponds to the Fourier gain 
curve, the equation reduces to equation (5*10), with the 
help of equation (2.16.8 ); and for k = 1, it becomes
Identical to equation (>. 1I4.), use being made of equation 
(2.16.9)* It is possible to express the above hyper­
geometric function as an integral of a Lommel function 
or alternatively as the Integral of the incomplete gamma 
function with imaginary argument. These expressions 
arrived at by application of equations (2.16.10 - 11 - 12) 
offer no advantage, and are mentioned only to indicate the 
nature of the function in equation (8.13.9 )* (It is 
interesting to note that for k = -1, the second term 
reduces to a sine function of infinite amplitude.)
For the more general h(x , k, jQ.) process, the 
equation corresponding to equation (8 .1 3.6 ) is
00
n=0 (2n+l)I
With the substitution
v =
the equation becomes
114-3
rr f 1 \ 1 ^ 1 ' ^ - *  ("I) Yv o ( ^ , k , y )  =  2 +  F x I  ••• — -
n 2n+l
0 (2n+l)I
2n 1_ 1
(l-v)k v *  v " " 1 dv
'0
7 ~  B(k+1, S^l) yBn+l
^  (2n+i)t *
0
1 + -EL^ i ).z v
2 IT X  Zl,
r (ln±i)
0 r (^TT^' +k+1) (2’n) n !
n
The simplest results are found for x = 2:
r  (n + |)
v0(2,k,y) = I + £
0 T(n+k+ f) (|; n )nJ
n
p(k+l) r(J)y _  (~ ; n)
—  +
2 X
2" T(k+ §■) (k+l ;n)(l; n)n,
0 2 2
-(f)21
n
ikk
1 , B<§’ k+1>7 /I
2 2 it F
(8.Ik.2)
k+ I 1 
2 2
1. B(p, k+1) /
±. +   F
2 2" Jo k+ —2
<|)
(|)2 '
dx
i. + T(k-H)
2^
k+
0
J , (x) dx 
k+~
where equations (2 .1 6.1 0 ) and (2.1 6 .1 3 ) have been 
employed. When k is set equal to minus one-half, 
equation (8 .1 2.2 ) is obtained.
The next choice for x , in order of increasing 
complexity (since the case X = 1 has already been 
discussed), is two-thirds:
v0 <2/3,k,y> = i + ^-i r 1 )7 Z
T(3n+ §■) <£)'
n
f(3n+k+ |-) (1 . n ) n »
Use of equation (2-15-18) with m = 3 yields
ilf-5
vo (2/3 ,k,y)
(8.IL1..3 ) 2 v
5 -cf) \11 72 o
. p
/
which is well-behaved for k > -1 .
In a similar manner it is possible to find the series 
solutions for X = l/2 , l/3 > l/l+s 2/3% l/ 5  > • * • > 2/m,, l/m,. . .
It is apparent that the form of the generalized hyper­
geometric series becomes hopelessly involved for the other 
values of x which permit of this mode of expression. It 
is interesting that another generalization of the hyper- 
geometric series appears in mathematical literature that 
permits of a simple representation for any value of X  .
It is based on the definition
(8.13)
00
z
n
n=0
l i i6
where
f(n) =
(8.15.1)
r l c r . n + o C - , )  r ( c r n + c x  )
I 1__________ P P
r ( t: n + ir.)... r ( % n + &■ )
I I  P a
Obviously, if 
(8.15.2) ^  = 0~2
then
= 0~ = T
P 1
(8.15.3)
j k  t*) =
r(oc )... r(®< )
PJ
n  ^)... r( x)
M.
p
r  = 1 ,
q
^ 1... °iv ; z
# 1... rr
In terms of the new generalized hypergeorae tr Ic func­
tion the output voltage for any a  and k given by equation 
(3.ll|_. 1) is
vQ ( A ,k,y) = | ‘ 1■nr a r(k+l) y
(8 .1 6 )
f
/I
> k+l+ ^
2 1
2 5 [2}
1 2 2 2
\ A A 1
As in equation (8 .1 3.9)* the second term reduces to 
a sine function of infinite amplitude for k = -1. This 
result indicates that all filters of the family
1).l7
(3.17) R (x ,-1,fL)
1- _TL* '
0
1 o < n  < i
1 < XL
are unstable.
Mien the appearance of each set of output waveforms 
for k  = 1 and k  = 2 is correlated with the rise time givers 
in figure 8 .1 , we observe that for fixed k there is no 
Gibbs’ phenomenon for sufficiently small values of v  
(long rise time) while large values of x do exhibit this 
phenomenon. V/e then inquire: For fixed k ,  is there a
value of the parameter x  which we shall specify as X Q ( k )  
such that Gibbs’ phenomenon persists for x > x (k) 
but not for x <  x ( k ) ?  If so, do these values of X Q ( k )  
form s. continuous curve in the k - x  plane? The answer to 
this query is given by
7
Kuttner’s Theorem : There is a function x (k) such
that the Gibbs’ phenomenon vanishes for the Riesz means 
R(x,k) if x < x Q (k) but not if x > x Q(k). The range of 
values of the critical x ’s is 0 < X Q < 2. The function 
X (k) tends to zero as k approaches zero; it is unity when 
k Is equal to Cramer’s constant; and it tends toward X = 2 
as k approaches infinity. The function is continuous, and 
X 0 (k) is strictly Increasing with increasing values of k.
7aSee rererence xy.
lij-8
A curve having the critical properties outlined above 
is drawn in figure 8 .2  so that the rise time associated 
with each value of X Q (k) may be estimated. The only 
accurately established point (other than the end points) 
is Cramer’s constant^.
(8 .1 8 ) ( X, k) = (1 , OJ.j.39552)
for which the rise time is, according to equation (8 .8 )
(8 .1 8 .1 ) t f = = 0 .7 1 9 7 7 6X Q ^
which is I’iJl.5 that of the flat band-pass amplifier.
It is obvious from figure 8.2 that there are other
sets of values with >- < 1 and k < O.I4.39552 for which the
rise time is even less than for this case.
Examination of figures 8 .3  through 8.11 suggests the 
possible existence of another curve, x-^(k), such that the 
output waveform is monotone increasing for the Riesz means 
R ( x , k )  if x < X 1 (k), but is oscillatory (has maxima and 
minima) if X >  X 1 ( k ) .  The function X ^ ( k )  tends to zero
as k approaches zero; it is unity when k Is unity; and it 
tends toward x = 2 as k approaches Infinity. The function 
is continuous, strictly increasing with increasing values
O
See references 53 and 18.
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of k, and X-^ (k) < *-0 (k) for every value of k. The
validity of this theorem has not been investigated.
The curves also show that Gibbs’ phenomenon per se, 
being interpreted only as indicating overshoot, is an 
inadequate criterion for judging the quality of a gain 
curve. For example, the step response of the R(,l,0.5, -H-) 
curve in figure 8.6 has approximately a 1.5 percent 
oscillation even though it exhibits no overshoot.
Cramer’s curve probably is very similar, except for its 
first oscillations being tangential to the line v q = 1. 
However, theorems relating to Gibbs’ phenomenon do serve 
as a guide, and will be cited where applicable to other 
processes.
Another conclusion to which we are led is that the 
Fourier gain curve, which often is referred to as "the 
perfect gain curve”, may be considered merely as one 
member of the Riesz family, since its properties are con­
sistent with those of the Riesz processes. Thus, exami­
nation of figure 8.1 reveals that k = 0, which represents 
the Fourier process, is only one point (although common 
to all the x-curves) and has no special significance in 
itself. If faster rise time is required, then it is 
necessary that k be negative (and that the overshoot 
exceed that of the Fourier method). On the other hand, 
for less overshoot, a positive k must be selected; then
the rise time is longer than that of the Fourier process.
As shown in figure 8.2, the overshoot is less than 
8 .95$ k > 0 and exceeds this value for 0 > k > -1 .
As k approaches -1, the overshoot approaches infinity.
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Pig. 8.1 Rise time for step input to Ries* filters.
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Pig. 8.2 Sketch of Kuttner's function, dividing \-k plane into regions 
of overshoot and no overshoot for Riesz filters. Constant rise-time 
curves are included.
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CHAPTER IX 
Holder Means
Like the Cesaro means, the Holder means are based 
on a generalization of the C'-l matrix, to which the 
H ’-l matrix is identical. Thus the elements of the H'-l 
transformation matrix are
(9-1) h1' = cJ-’ = rrr , 0 < n < m ,mn mn m+1 5 — •Li — *
n > m.
Then the (H1,k) matrix is given by
k
(9.2) < £ >  - [(hi;,]
Since the H ’-l transformation is regular, a second 
or third, or k-th application of the matrix to a conver­
gent sequence will also converge to the limit of the 
original sequence.
With the help of matrix multiplication it can be 
shown that the elements of the H’-2 matrix are given by
m
. h2’ = JL_ -i- s n = 0 ,1 ,2 , ...m,(9 .3 ) ) mn m +1 k+1 *
k=n
0 „ m < n.
Therefore, using equation (7-3) j> obtain for the
159
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series-to-sequence transformation
h
mn
m
2 1
s=n
or rn f
h 2 = 5 T  I ms / - 1
s=n
1
m+1
m
n
k=s
1
k+1 ]
(9 4 ) +_2_  +m +1 V n+1 n+2 n+3
"f* + m-n + 
m + *)
so that the matrix is
(94)
K n )  -
2
2
1
3
!*(!)
2 v2 '
3 v2 3
1
£ '2(i- + i- £
1 * (I)
3 V
- (4- + £) 1 x
The method of adding additional rows to the above matrix
is obvious upon inspection of each column.
Since h^_ =1, the computation of the elements in any 
mu
row in the above matrix is facilitated by use of a recur­
sion relation. Prom equation (5*11)
h2 = 4 _
m,n+l m +1
+
n+2 n+3 n+lp
+ . . * + m-n ^
m +1 J
whence,
h - h2 =m,n+l mn m+1 { -
1
n+1
1
n+£
1
n+3
- _i \ m+r J
l6l
so that
*2
5n,n+l Ifmn
(m+1 n ,• \
?  I -  ?  h)
which can he written with the help of equation (2.8.5) as
(9 +  ) * V , n + l = hL  - ^ ^ * ' 1
Since ^  (^ ) ^or integral k, 1 < k < 100 is 
tabulated on pp 3I4.8-3I4.9 of reference 11, this relation 
permits rapid evaluation of the elements of any row. The 
first seven rows (m = 0,1,2,... 6) of the (31,2) trans­
formation matrix are given below.
(9-7)
(h^ ) 
mn
1 0.2^00
1 O .3 8 8 9 .1111
1 0 .14.792 .2 0 8 3 .0723
1 0 .51+33 .2 8 6 7 .1 3 0 0 .0^00
1 0 .5 9 1 7 .3 5 0 0 .1917 .0 8 8 9 .0278
1 0 .6 2 9 6 .1+020 .2l|59 .137k . o6).j.6
The equation for a gain curve may be expressed in 
terms of the digamma function, as demonstrated below. 
First equation (9*6) is written as a difference equation:
162
(9.8) (_pL+ 1) - (fi ) = - V (m+2) - V(il+1)],
1
The solution of this eauation is
T- A [ l  + (m+2 ) - T ( J 1 +1 )
m (n) - K ■ s r n  ’
as may be checked readily by use of equation (2.8.5).
Since H^(0) = 1, the constant is unity, so that the 
m
equation becomes
(9.9) (nj  -1 - ^ [ 1 +  r * ? 1 '
Any analysis of the general Holder means based 
directly upon the definition of equation (9*2) obviously 
would be difficult. This transformation, however, is a 
special case of the Hausdorff transformation, which we 
shall discuss briefly. First we define the & matrix 
having e1ernent s
(9-10) ^  = (-1)" (”).
3-See reference 12: equation (1), p. lOlp and equation (6) 
p. 105; in the latter, F(x) is our 4/(-0.+l).
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Now we denote any diagonal transformation by
(9.11) (yu.)
r 0
m
Then the Hausdorff transformation Is defined by
(9-12) X '  =
m-n
(9.13) = <«, S o (.dp A  n + p.
mn
For example,
(9.Ill) = 8L4-[/*-3 - 6 ^ +  15^- 2 0 ^ +  1 5 / y  6/‘8+/‘j.
An Important property of the ^ matrix is that it is 
its own Inverse; thus, we let A^n + p = 1 in equation 
(9.11+) to obtain
(9.15)
m ' ^  n  /m “ n ) ( - D P
where we have used equation (2.5.9). Consequently, if we 
have two Hausdorff transformations, and ,
(9-16)
16I4.
- & ju.( yu-2_ ^
~ ^ /''“Z  ^  ^Al ^
= s AN A^ z S = I F'Z /S
K K
so that any two Hausdorff transformations are commutative.
( 1  2 = /^ -p since each is a diagonal matrix).
Furthermore, successive applications of one trans­
form n times yields
Obviously, then, the generalization of the Holder 
process is quite simple once (H,l) is expressed 
explicitly as a Hausdorff transformation.
For the series-to-seauence transformation of the 
general Hausdorff process
after some manipulation.
Other elements in the matrix are obtained by use of 
the recursion relation obtained by sustituting equation
(9*ll+) into (7.1+):
t m-n
t?-1?) Xm, n+1 - X m>n = K >nn = O  g ,  C-PP-
.m-n,
'( p ) r-n+p*
2(9.20) For Holder’s (H’-l) process ,
P i = n W
It follows from equation (9*17) that the y- matrix 
for the general Holder transformation has for its diagonal 
elements
(9.2 1 ) fL. (h» , k) = (J. +11)k
2
Equation (II.2 J4J p. 2ip9 of reference 3 . The Cesaro means 
may also be expressed as a Hausdorff transformation, where 
^ k  = (k + j)“ , see p. 2^1 of this reference.
l 6 6
Then, by equation (9*18) and equation (9*19) we find
(9.22) h£0 = /UQ = 1
and
m-n ^
(9-23) n+1 = * o  2  (-l)p(m;n> (n+p+l)^
This form suggests that the transformation can be
defined for nonintegral values of k: as with the Cesaro
and Riesz means, the generalization for all k greater
than -1 is of interest. Szasz has proved a theorem for
Holder means which is the analogue of Cramer's Theorem,
specifying a critical gain curve for this family of
means; we may state Szasz*s Theorem as follows:
There exists a value of k which we shall denote by
kg such that for k > kg no overshoot occurs for a step
input, and for k < kg overshoot does occur. The value
3
of kg is between 0.58 and 0.585 •
The Holder gain curves for k = 1, 2 and 0.58 are 
drawn in figure 91 for m = 9* Since their form changes 
with the number of harmonics, a simple treatment cannot 
be given to them. The general appearance of the curves
3
See p. I(.55 of reference 13 b.
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is not much different from various Riesz processes, so 
it is doubtful that further analysis would yield results 
of additional engineering interest.
G
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OS 8k«l
Frequency in harmonics, n
Fig. 9.1 Holder gain curves, H(k,n), 
drawn for m=9•
Plate jol
CHAPTER X 
Euler Means
The Euler means, like those of Holder, are most 
conveniently investigated in the forms of their sequence- 
to-sequence transformations. The elements of the Euler 
(E',1) process are given by
m1 1 ( ) t
(10.1) e = -n—  -  -------
mn „m .m , , ■, ,2 2 n ’ (m-n)I
First we determine whether or not the elements of 
the (E*,1) matrix satisfy the conditions of equations 
(7.5), (7.6), and (7.7).
For the first ahd third of these requirements, we 
employ equation (2.5*8) to obtain
(10.2) r ® 1 ' = -J- [(” ) + (” ) + (®) +...+ q ] = 1
mn 2
and for the second condition
(m )
(10.3 ) lim -JL- = \  lim m-l-.----  < lim rf_ .
m — ► <» 2 n * m —► °° (m-n) J 2m n* m 2m
by l’ Ebspital* s rule.
0
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Consequently, this method of summation is regular. 
As suggested by Knopp, we deviate from the usual 
notation to define
SQ = 0
(10.k )
S1 = ao
S2 “ ao + al
Sn " ao + ai + a 2 + + an-l *
Then the elements of the series-to-sequence trans- 
1
formation are
(10.5) m m
 . /ms
1
n
e- - V  {*} = 1- T  (m )- T  (m )
m n  t - i  2m  V  V
k=n+l 0 0
= i - —  V  (m ix 2m
n
0
m
-^ ■The term (^ ) in this equation is tabulated in
part 2 of [Ij.6 ], being given by the values for p=0 .5 0  
(whence q also is one-half). This tabulation covers the 
range 2 < m < [(.9 and 0 < n < m-1 , the values being given 
to seven decimal places. Thus the first 50 rows of the 
(E-l) matrix are known to seven decimal places.
so that
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(10.6) i  = 1 - ^
(10.7) m-1
and
(10.8) eL  = 0 !
The result obtained from substitution of equation 
(2 .3 .I4.) into equation (1 0.5 ) Is
e = 1 - -i-
mn 2m 2m ' Vk«; “ " °m,m-n-l
0 m-n
whence we obtain the interesting relation
(1 0 .9 ) e1 + e1 = 1v ' mn m,m-n-l
so that
m t_ 
(1 0 .1 0 ) e
n=0
=  HL 
ran 2
This matrix appears in figure 10.1, the evaluation 
being carried out for m - 0 ,1 ,2 , ... 8 ; all elements have 
their exact values. The elements in the first column of 
this matrix are all less than one, which is interpreted as
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meaning that the gain curve is normalized to the specific 
DC value indicated. G-ain curves are drawn in figure 10.2 
for m = 2,6,10 and lj.9. For increasing m we observe that 
this family of curves starts to resemble the filter of 
figure 3.2, having its cutoff at 2-- c o When
expressed in terms of normalized gain and frequency,
equation (1 0.9 ) provides information as to the type of 
symmetry which is present in the gain curve; thus, we 
have
(1 0 .1 1 ) E(l,m, A )  + E(l,m, m- A  -l) = 1 , 0 < fl < m-1.
Now we let fL = :
E(l,m, ) + E(l,m,S=i - ft ) =1, < ft' <
Consequently, the gain curve is antisymmetric about
(!0. !2 ) ( , £ ) .
Since the first element in each row is given by 
equation (1 0.6 ) it is advantageous to have, a recursion 
formula. One is obtained readily from equation (10.£ )
1 1 _ - 1 i ( m
em,n+l “ emn 2m I ' n+1
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so that
(1 0.1 3 ) e1 = e1 - -i_ ( “m , n+1 mn \ n+1 ) •
When written as a difference equation, the above 
formula permits finding the equation of the gain curve) 
thus we have
E(l,m, A  +1 ) - E(l,m, A  ) =
Now we note that equation (10.5) can be expressed 
in the form of the incomplete Beta function, using equation 
(2.lO.lj.)
(1 0.lip) = ix (n+1 , m-n).
2
This leads us to surmise that the solution to the differ­
ence equation is
(1 0 .1 5 ) E(l,m, A )  = I-l ( A + l ,  m - A )
2
That such is the case may be checked readily b y
substitution.
The elements of the sequence-to-sequence trans-
2
formation for the general method are
Equation (8.3.Ip) page 180 of reference 3.
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/-.r, \ k’ _ k* 1" 11 ,mx(1 0.1 6 ) e = ----- ( ).
^  (k+l)
That the transformation satisfies equations 
(7 .1j.) - (7*6) is demonstrated below for k > 0 :
I k I v* k 1 ( , m-l ,m. m -2
£  |eim( - I, eion - k + (l> k + (2 ) k
+ .. + (“ )}= <k+1)m = 1
(k+l)
and
x-n
lim emn = 7 — TTm ®
m — *• ® m —♦ 00 (k+l)
k11 n
lim 
m  — *
ml
1+
k )
m (m-n)»
< — 1—  lim mn--  0
k ^ n j  m  — ♦  00 ^  1 +  l ^ m
by l’Hospital’s rule, since k > 0 .
The elements of the series-to-sequence transfor­
mation are
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(10.17) 
k
mn — L _ l > » - V  “ \ + km' n ' 2 I m \+...+/m il(k+l)m [ U+i; v n+2/ U/J
Consequently, the recursion formula is
k k tp-n-l .
(10 . 18) e *  ,-i = e *  -  £ ---------  ( “  )
m,n+l mn (k+l)m 'n+J-'
which reduces to equation (10.13) for k=l. The above 
equation is of value since the first element in each 
row of the (E-k) matrix is
k  1 ( m “ l  m - 2  m  m - 3  ffi
e™n = —  — m 1 k ^  + k (9) + k (?)m0 (k+i)m l 1 2  3
+ • •. + (m )j
kra
whence addition and subtraction of + m yields, 
with the help of equation (2 .5 *6 ),
(10.19) ek =  1 -mO , n\m
Gain curves for m=10 and several values of k are 
plotted in figure 1 0 .3  to demonstrate the influence of k: 
Thus, for a given value of m, the area under the gain 
curve increases as k decreases, resulting in a shorter
17 6
rise time.
The problem of overshoot has been solved by
Szasz who found that overshoot does occur for all values 
3
of k , the overshoot for large m being 8 and 
occuring at
(10.20) ^cAil = Tr^ k+1)
while the p-th extremum occurs at
(1 0.2 1) coctmp = prr (k+l) 
and has the limiting value
(10.22) i + I Si (pff).
2 tr
^See theorem 1 in reference 1 3. The sequence-to-sequence 
transformation employed by Szasz may be obtained from that 
given in equation (1 0.1 6) by setting
1-r .k -
r
then m-n „ /T_^vm-n
3k' = _JL_
Dn (k+1) (1^+ x)”1
The range of r that corresponds to 0<k<°° is 0<r<l.
km"n m m-n
£  = T^ TVT (n) <g) = <l-r>" V  (S)
The time at which the p-th extremum occurs for a
given large to is delayed as k increases indicating
o
that the frequency of oscillation decreases with in­
creasing k.
When discussing the E(l,m,A) gain curve below 
equation (1 0.1 0 ), mention was made of the resemblance 
of the curve to a Fourier filter having its cutoff at
/ ^± 1 to. = maJl
%  - 2 1 2 " ~2~
for large values of m. The similar Fourier filter has 
its first maximum at
or
. in
U) t = — £. t = TTc 9
u) t = 2Tr ;C ’
we are not surprised, therefore, that equation (1 0.2 0 ) 
gives the same result for k = 1 .
More generally, Szasz*s theorem indicates that 
the E-k process exhibits the same type of behavior for 
large values of m as a Fourier process having its cutoff
178
We conclude, therefore, that the Euler processes 
are not of engineering interest.
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CHAPTER XI
Monotone 
Decreasing Gain Curves
The gain curves drawn for the regular processes 
discussed In preceding chapters have all been monotone 
decreasing, with an upper bound less than or equal to 
unity, and a lower bound of zero. (Also, for a given 
process, increase of the number of terms brings the 
normalized gain at frequencies belov/ the cutoff closer 
to unity.) This uniformity of appearance suggests that 
examination of the gain curves may suffice to determine 
whether or not many processes of summation are regular. 
To this end equation (lj_.6 .1) is repeated:
K(m) - £  | a ^  - Sflpn-i-q |» und 
n
(11.1)
K(m) < K for m > M
If the gain curve Is monotone decreasing to zero,
K(m) = X ( amn" am,n+1) = a^m0" amlJ+^aml" am2 ^ 
(11.1.1) + (a™2~ am3) + *•* + (am,m-l” *mn) + amn
am0
Consequently, so long as is bounded for m > M
this condition is satisfied. But amQ must be bounded for
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large m in order to satisfy equation (Ip. 6):
(11.2) — > 1 when m — * ®
Prom the interpretation■of gain curves this condition 
is satisfied for a process if the normalized gain curve 
approaches unity at an arbitrarily selected frequency as 
the channel width increases indefinitely.
Consequently, any family of monotone decreasing 
gain curves with bounded initial value and zero final 
value represents a regular method of summation provided 
that, as the parameter of the family is varied, the curves 
approach unity normalized gain, for values of the parameter 
close to its limiting value. (This statement is made in 
somewhat greater generality than is warranted by the 
earlier discussion of triangular transformation matrices; 
however, the generalization to square matrices and to 
limit processes that involve functions is readily accom­
plished. )
An example of this simple criterion is provided by 
the method of de la Vallee Poussin; let
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These elements form a positive triangular matrix, 
since Vmn = 0 for n > m. Then for the gain curve having 
its cutoff at (m+l)uj|, which corresponds to the m-th row 
of the matrix,
m + 1 - n
(11.3-1) = m + n vm> n-1  ’ l < n < m
Since Vmn < tlie gain curve is monotone de­
creasing to zero, so that the method is regular.
In figure 11.1 the g ain curves for m = 5> and 9 are 
drawn.
A similar physical picture applies even when the matrix 
is not triangular, and, furthermore, the mean need not 
involve a matrix. An example of such a process is Le Roy’s 
mean, which sums the series H  an as"'"
(ii.ip) lim „ ,n ^ +D , a 
x-*l“ n
If we consider a positive increasing sequence of x - 
values, denoted by {xm}, such that
(ll.lf.l) lim Xjjj = 1
ra *  ®
then we may visualize this transformation as involving a 
square matrix having for its elements
(1X4.2) rmn = .
n .1
1.3ee Sec. 9, pp l\.73~k-7k- of ref. 2 and Sec. 116, pp 299-300 
of ref. liij..
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Obviously, a gain curve can be associated with each
row of this matrix, just as for the triangular matrix.
2
The simplest form of such a gain curve is
r(xm n  + D
R(x ) = ---------------  , where
n n  + D
Uj
Uj.
(11.It.3)
n
The general trend of these gain curves is evident 
in figure 1 1 .2 .
Another process which we may develop more fully is 
Lambert's mean which sums the series ^  a^ as (see 
page 372 of reference 3 )
(11.5) lim ^ Z  a 11X0
-nx
x —  0* n i_e“nx
The quantity _fl in this process is a normalised frequency, 
the normalisation factor being , the fundamental.t
Equation (II.I4.3 ) actually does not meet the stated re­
quirements, since it is not monotone decreasing in the 
region 0 <11 < 1; however, we shall see in Chapter XIII 
that exhibition of one peak, so long as it is bounded, is 
not significant In any case. Alternatively, we could use 
equation (II.L4.3 ) for A  > 1 and a straight line between 
(1 ,0 ) and ( r  (x^+1 ), 1 ) for 0 < i l <  1.
For this process, a positive monotone decreasing 
sequence of x-values, denoted by is defined such
that
(11.5.1) lim xm ~*0+
m —* 00
which yields a square matrix with elements
nx^e“nXm
(U.S.2) £  = -m.
m n  ]_-e m
As with the Le Roy process a gain curve can be 
associated with each row, the equation being
(11
-P
•5*3) U,n)
u> uJ|
Xm u>
1 - e
A universal gain curve may be drawn if cu_ is definedo
as the frequency at which the gain is 0.01 of its initial
value; that is, is the channel width discussed in
Chapter I. Then „
- *rl uj „
^ c
xm e
0.01
1 - e“
lOc.
which yields
(11.5.1;) = 6 'h % 6  0038 "*■
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How we define
i <*Jc %
I
= 6 .J4.7I4.6 OO3 8 , and
xm
A =
w c ", 10
so that
(11.5-6) eI (XL) = b J l  -1!-
1 - e”
which is drawn in figure 1 1 .3 .
The area under the gain curve within the channel is 
readily evaluated from equation (2 .6 .2 ) after letting
b
A - 1° n  - s ; * * *  ;
then^
kyY p- b/L 4k
Area = i0 — — e-^  du) %
(n. 5 .7 ) 0
s  . b 2 } -  0 .Rl(e ) - S .  f = 253o c^ ,
3Strictly speaking, these gain curves are not of Lambert*s 
type since the gain is zero for u) > uiQ. However, we rely 
on the results of Chapters III and IV, where we found that 
so long as the gain is small for > u>c, there is no 
significant effect upon the output waveform.
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whence Kupfmuller*s equation gives the rise time as
(11.5.8) tr fc = 1.97
(5.15.3)
For the voltage output we substitute into equation
k
/ CQq
. I l f  b A  e ” ^  Sinui(t-td )
V(t) = 2 + tt ---------r-fr ■    —J Q  1 - e“ 1
I  + w /  ---* sin[Auic (t-tdj|dA
0 1 - e
so that
/ I sin A  7 E e"pb'fL d A
u P=1
where we have let y = u)0 (t-td) and used the geometric 
series on the quotient involving the exponentials.
But
f  sin y A  e P^0"^ d A  = ---^0 ' (bp)2 +y2
Consequently, the approximate value of equation
( H. 5 .9 ) is
kThe treatment of the output waveform follows that of 
Szasz in reference 13a,
For convenience we let
w = 2TT ( = 0.9701)1}. y
to obtain
(11.5.11) V(w) = _ i ~  - I .
-w w
1-e
The output waveform is drawn in figure 11.1}, for 
w > 0.
Abel’s processes have gain curves that may be treated 
in a manner similar to those of Le Roy and Lambert. These 
methods are based upon a generalization of Abel's Theorem, 
which we shall now consider.
Abel's Theorem: If the power series
f(x) xn
is convergent for
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0 < x < 1, and if
lim f(x) = s 
x  — * 1“
then we call s the A sum of S ’ an.
Thus we sum the series S  a_ asn
(11.6) lim a xn.
x -> 1~
For this process a square matrix may be obtained 
by selecting a positive monotone increasing sequence of 
x-values, W > >  such that
(11.6.1) lim Xjjj— ► 1”
m —* ®
so that the elements are 
CLl.6.2) C  =
Then the gain curve associated with the m-th row is
(11-6 '3) a o . x
,n xm
m
Since xm < 1, this is usually written 
(11.6.k) . v - t't \£n xm|
The elements of the k-th Abel mean, and its corres­
ponding family of gain curves, are given by
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-■ ^ v k n(11.0.5) = xinn m
and
- C W uj,) |in Xyj. |
(11.6.6) # ( k , x ^ o )  = e
In order to obtain universal gain curves,co againo
is defined as the frequency at which the gain is 0.01 of 
its initial value; thus,
X
0.01 = e ' m
whenc e
W c_ = _ i n  0.01 = i n  100 = U.60517
(11* *7) ^ 1  |in xm | |in xm | |in x j
Upon defining
(1 1.6 .8 ) a = i n  100 = I4.. 60517
and writing equation (11.6.6) as
, - ( - S r W 1= e c' “V
n xm
&
we have, using equation (11.6.7)
-a .fj±L )k
(11.6.9) CL (k, to ,uJ) = eo
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whence .
-a/L
(11.6.10) <££(k,.0_) = e
where
o 1//k
(11.6.H)  n =  “ .= *£ ( r A M )
“e “ i \ a '
The universal gain curves for several integral values
of k are drawn in figure 11.5•
An interesting characteristic of the Abelian curves
is that cascading two amplifiers of the same type (values
of k) results in an output waveshape having the same form
5
as that which results from either amplifier alone . This 
property is readily demonstrated: two networks having
similar Abelian gain curves are given as
k
(11.7.1) a(k,&i,co) = e"a^ cl^ = e
-a2<U
(11.7.2) 0.( k,a2 ,<o) = e °2
Then the overall gain upon cascading is
/ i k
(11.7.3) "(al + a2'w  -a3 60
il(k,a3 ,«i») = e s e
This criterion was used as the basis of the derivation of 
the exponential curves on pp 192-19b of reference 20.
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Now the output of the first network for a step 
input i3
oo - k
-a-iu)( -al'
1 + 1  e___
2 w ;
Tr /,«\ _i_ -i. i ‘z- s m  cot j
V (k,t) = J---  = ------  3uJ
k
(11.7 4 ) f  e"U 3in[f~l7k)u
, 1 + 1 tval '
9 tt .
 ^ o u
du
/I A
so that if the output voltage is plotted against t/a^ , 
the same graph applies to the second network and to the 
cascaded network upon using or t/a^^ ,
respectively, for the a oissa.
As a consequence, universal use of exponential gain 
curves of the same k-type would result in preservation
of waveform upon cascading of equipments, as pointed out in
6
several references . This result is especially valuable
^Reference 39 is devoted to the case k=2; references 20 
and 32 consider even integral values of k. However, 
(11. 7.1+) applies for k>0. Therefore, so long as we 
remember the restriction of (2.2.7) and set
(11.7.5 ) A (k, -to) = A(k,w)
the discussion is valid for all k>0.
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for test purposes, since it is desirable for the test 
equipment to reproduce its input. However, even if an 
Abelian k-curve should be adopted for all equipments, 
intermediate test points within one component could not
puts to the input point. Furthermore, the same objective 
(of introducing no distortion with the test equipment) 
is attained if the test equipment has a sufficiently 
wide band width, flat response, and no phase distortion, 
so that the component under test determines the overall 
gain curve.
The area under a gain curve within the channel is
permits obtaining the area in terms of the incomplete 
Gamma function:
be expected to have £Uk,n)gain curves relating their out-
-aii
(11.8) A (k) = e dw = co
v
u
Now the substitution
u = a SL
k
(11.8.1)
Consequently, the rise time is
19ii
i !/k v Ql/k
tr f c (k) =- ka - k a
2 r(k , a) 2 T(|) I , ij£)
(11.8.2)
Some specific values are
(11.8.3) tr fc(l) = 2.33
and
(11.8.1}.) tp fc (2) = 1.21365.
The equation of the output voltage waveform may be 
found from equation (5 .1 5*3 ) being given to a good 
approximation by using
k
(11.9) (k,/l_) = e~a/l  ^ 0 1  SI
for the gain curve. Thus
k
, . , -ail sin cot
Vrt(k,t) = % + £ J e -Zo - Aco
02 TT J
= 2 TT
7
whence
1 + I f  e'a A  a n
0 A
7See transform 2.1}.(2), p. 72 of reference 77* This example 
is also discussed on p. 735 of reference 1+3•
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When k=2 the gain curve is given by
2
-ail
(11.9*2) A(2,n) = e
Since this gain curve is of the same form as the 
Gaussian probability density function
it is commonly referred to in the literature as a Gaussian 
gain curve. Many authors deem this to be an optimum form 
for the gain curve; thus, on page 80 of reference 1^ 0 we 
find the authors associating small overshoot (one or two 
percent) with linear-phase Gaussian gain curves, as quoted 
in Chapter I.
8
The voltage output for a Gaussian filter is given by
e
t > 0
o
See transform 2.1j.(21), p. 73 of reference 77*
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The waveforms for k = 1 and k = 2 are drawn in figure
11.6.
The integral for the general case may be expressed
Q
in the form of an infinite series , yielding
vQ (k,t) 1 + _1_2 ktr
r _  (~1>n r ^ )
n=0 (2n+l):
2n+l
With the substitution
w =
u)ct
~T7k
and equation (2.1 5 *1 5)» the voltage becomes
(11.9*)+)
vn (k,w) — + JL 2 krr • fII
l/k
2/k
3/2 ; 
1
- (S)2
^Equation 8I4., page 193 of reference 20, with h-*a, t-*wct,
and n-*k. The output waveforms for k = 2,k* and 6 are
given in figure J.j.2 , page l8k; the corresponding gain
curves have a value of e~l at .c
Similar curves for k = 2 and k are drawn in figure 3 , 
page 28 of reference 32 J the effect of phase distortion 
proportional to usn (n = 3 *5 ) also is discussed in this 
reference.
The actual phase curve of a minimum phase-shift network 
for k = 2 is given in reference 3 9 * as well as an approxi­
mating network (or the non-minimum phase type).
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Prom figures 11.6 and 11.7 we surmise that there is 
no overshoot for k < 2, with increasing overshoot (and 
faster rise time) as k increases above ii, the waveform 
approaching that of a flat band-pass filter as k — ►
Two theorems from the mathematics of Gibbs’ phenomenon 
are pertinent to these waveforms:
Kuttner’s Lemma~*~^: The transient response for a
step input to an &(k,A) filter. 0 < k < 2, is a strictly 
increasing function of time; i.e., the derivative is
always greater than zero.
11
Kuttner’s Theorem : The transient response for a
step input to an 6L(k, f\) filter, k > 2, exhibits Gibbs’ 
phenomenon.
Thus it appears that the Gaussian gain curve (k=2) 
is critical not only with respect to overshoot, but also 
with respect to oscillation of the output. In this respect 
it is quite different from the curves of the Riesz means, 
where the critical no-overshoot filter exhibits an 
oscillating waveform.
See Lemma 2, page 80 of reference 19a.
IX See Theorem, page l^ lp of reference 19»
G
a
i
n
—
> 
G
a
i
n
—
*
198
vr\
Frequency
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Fig. 11.2 Gain curves for LeRoy process.
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CHAPTER XII 
Additional Monotone Gain Curves
The preceding chapters have been devoted to 
classical methods of summability which are monotone 
decreasing in their gain-curve formulation. In this 
chapter we shall describe a number of other processes 
which satisfy the simple geometric criterion developed 
earlier. Many of these methods have been discussed 
previously in electrical engineering literature in 
connection with amplifier theory"*", but several are pre­
sented here for the first time. Anyone who reads this 
chapter should be able to originate novel methods of 
summation by following the numerous examples which are 
given.
Gain curves of the family
(12.1) D( X, k, to) =  --- --- * k > 0,
(1 + a co )
start at unity gain for a) = 0 and approach zero gain 
asymptotically with increasing cj. They therefore satisfy
■*"A number of processes which have been applied in antenna 
theory are not mentioned in this chapter since they belong 
more appropriately in a paper on summability methods and 
the theory of antenna arrays.
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the geometric criterion developed in the last chapter. 
Once again the channel width is defined as being given 
by a gain of 0.01 the zero-frequency gain so that the 
cut-off frequency is determined by
1 _ 1
100 (1 + a u£)k
c c
v/here
(12.3) Sk = (100)1//k - 1,
Then
(12.1+) D ( X ,  k ,fL )
x(i + S. n )
k
Gain curves for several values of x and k are drawn in 
figure 12.1.
The area under the curve (12.1) between zero and 
cut-off frequency is
U]
( c
A(X , k) = ---- 1-------   a CO
/ / -i i a. \ k0 (1 + a ix) )
( 1 2 - 5 )  _ d u
- 0 (1 + u x )k
zOk
Now the substitution
l/x
_ /I - x>
results in
u =  < ^ J
A<x>k)= f i 7 x f1+5k *k (^) (-!i)
x  *k 5
Then, for k > l/x ,
A( x >k) = °~cT7\ [ B(14  ’ b  - B i (k- ^
»t n T k
(12.5-1)
h>„
R(k- ~ — 'i T f — ii1* i, i.
X '
X  w
k
R /k„ 1 1, _ .1 . 1, , 1
^TTx ( x > x^ xb (x  > k_ *)* k > x
b = S ^ / a *  S k ,
where equations (2.9.1) and (2.10.1) through (2.10.3) 
have been employed in the reduction. Another form of 
this equation employs G a m a  functions:
a u  k) = -r<l) r(k - r. ) j ,1 , k . i.
“ ^1/X r(k) Xb lX  X' '
k
(12.5-2) k > k -A-
When X  is eqvial to the inverse of k, the solution
may be expressed in terms of the hypergeometric function, 
as follows:
(12.
then
1
i k to /
a (S , k) = — *£• /  i l r * i —  ax
;-3>
X
k l+5k
k to I k-1
— pS. J  Z  ay
S k  0 1-y
k
k toc
J" PC1 ’ y ) y1{ 1 dy
, ( ,k \k+l
(1 + Ok )
The rise time given by Kupfmiiller’ s equation is, 
, for k > 1/ >v ,
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C i A  .tr 
O-L sin(— )
tr f c ( x  , l ) = ------------------------- , *■ > l
■ 2 * 1  f 1 . 1 -O.99 V X  ’ A X )
2 C l A  Tr 
* 2 Sin H 1
tr fc ( x , 2 ) =  — — ------- — i. ^ > 2  ;
2 TT T (i. o - — I 
0.9VX ’ x)
while, for =■ l/k it is given by
(12.6.1) .
(1 +f (k » k) =
aJ
r ' 2 k p/ 1 k ; b
\k+l
The output voltage is
r"J°
v0 (x,k,t) = |  + | -----slnort a
(12.7) J °
A more convenient form of this equation is obtained 
by substituting
i/a r i A  , ,
u = a cO = J. 40
C
(12.8)
w = _t = t
IF75 ~ T ^
k
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whence C
f k
(12.9) v (x, k,w) = | + M  3in -F—  du,
' 0 (l+uA )u
For ^ = 1, this equation reduces to
A
(12.10) r0 (l,k,w) = | + ?/o
Now
(12.10.1)
1 = . . . I . . .  _ . 1 k > !
u(l+u)k u(l+u)k-1 (l+u)k
so that
(°k /°k
V0(l,k,w) = i +  I / du - 1 Sinj^u
0 u d + u ) ^ 1 ^Jq (l+u)k
(12.10.2)
= v(l, k-1, w) - i I — n -F-H du.
* * J0 (1 + u )
Furthermore, letting
(12.10.3) v = w(l+u)
give^ , w(5+l)
f  sin w u _ wk'’1 / sin v cos w~ cos v sin
0 (l+u)k vk
(12.10. Id)
du
w j — dv
whence, for k > 1, upon introducing $ into the argument,
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vQ (l,k, S k ,w) = vQ (l,k-l, & k >w)
(12.10.5)
+
w
k-1
,w(S +i) w(Sk+!)
TT sin w
coa v d v - cos w sxn v
— W~ v
w w
For k=l, substitution of equation (12.10.If.) into 
the first line of equation (12.10.2 ) yields
vQ (l,l»w) = + Yi sin w u u
,w(61+i)
du + sin w
0
COS V 
V
w
w (^ 1 +1)
- COS w sin v d v
w
(12.10.6) 1 + I-2 tt Si(w<S^) + sin w|ci(w) - Ci£w(S^
- cos w ^  Si [ w(S1+l)] - si(w)| j| , =
where the cosine integral is defined in equation (2.3 
V/hen k = 2
d v
D]}
: 99 
6).
The second term In the right member may be Integrated by 
parts to obtain
v0(l,2,w) = ~ + ~ fl Si(w S )
(12.10.7)
+ -| Si [w(^^+l)] - Si(w)|| w s m  w - cos w}
+ | GI (w) - Ci[w( 62+l)] sin w - \v cos wj
I
“1-
I
There is no difficulty in finding the exact forms 
of the output voltage for other integral values of k, since 
the integrals in equation (12.10.5) can be handled by
successive integrations by parts .
^See page 89 and page 96 of reference 1 6.
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The output waveforms for several additional gain 
curves can be expressed in closed form upon replacing uJc 
by infinity in equation (1 2 .7 )» then the substitutions of 
equation (1 2.8 ) yield
f., ~ , x , .  ^ 1 1 /  sin w u
(12.11) v (x,k,w) = 2 + W / T i  TTk du'
° 0 u(l+u )K
Thus^
(12.11.1)
(12.11.2)
and
1 “WvQ(2,2jW) = ! - q- e (2 + w).
The three functions expressed above are drawn in 
figure 12.2.
Review of the gain curves of figure 12.1 and of the 
waveforms of figure 12.2 justify a deduction that there is
^See p. 252 of reference 17, integrals 1,7, and 22 of 
Table 172. The output of equation (12.11.1) is given in 
figure 75b on p. 174. of reference 3I4.. Additional waveforms 
may be found for \=2 and integral k by use of equation 2.2 
(3 6 ) p. 67 of reference 7 7 ; for general k, equation 
2.3(28), p. 71, may be used, with \) - -1/2. Equation 
2,2 (3 8 ) p. 67 of this reference permits evaluating the 
solution for k equal to unity and even values of
vQ (2,l,w) = 1 - 1  e~™
- w / w \
v0 (l4.,l,w) = 1 - ~ e cos( '^ l
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a monotone decreasing gain curve in the first quadrant 
of the X,k plane, represented by X Q (k), 3Uch that for 
fixed k there is overshoot for x > x Q and none for 
X  XQ. Furthermore, the response waveform for the 
approximation of equation (12.11) is a monotone increas­
ing curve free of oscillations.
A triangular transformation matrix can be formed with 
the elements
n < m,
n > m.
The gain curve is
(12.13)
which is monotone decreasing from one to zero for 
X- , k > 0 (see figure 12.3) t an<3- the corresponding 
S  ("X ,k) means are therefore regular.
The area is
212
ui
(12.11}.) A(X ,k) =/q [=03 | (")*j d co
i A
V/2 » - A
(If' !±
TT A
k
u (cos u) d u
For X  = 1, we apply the integral in equation (2.9*1}.) 
with p = 0 and q = k:
(*/2
(12.15) A(l,k) = J =oske d 9 = B(§, ^ ) .
TT 0
For integral values of k the integrand may be 
expanded by use of equation (2.1.27), and the integration 
performed with the help of
/
<f) n
cos a XL d_TL - J F|
ro o \ i
(12.16)
d/L
2x
p
/!__
2x
1 1_ 
\2 2x
; - (I)
+i
Equations (2.16.15) and (2.16.lip) have been employed 
in the above development. Thus, the area for k = 1 is
213
A ( X  , 1) - CO, / [cos | A 7"]
(12.17)
1
0
1
co I 2 x
— 2. F
V -i -I
— r r - . + 1
2 2 X
-(?)
The corresponding rise times are obtained by- 
substituting into equation (6.3):
(1 2.1 8 ) TT
2 B(| , k+1
(See figure 12.i;)
(12.19) tp fc (X ,1)
F
/ 1
rr x
+1 ±  
2
The output waveform is obtained by substituting 
equation (1 2.1 3 ) into equation (3»l5*3)
(12.20)
v (X,k,t) 
o
UJ
= i  + if
2 rr J 
0
[ o o s  K i r )  ] sin u)t
du)
CO
2114- 
k
1 + 1  f1 ^C°3 ^ sin(u30t)il
= *  + *  J0 S I
. l i
Thus, with the help of equation (2.1.1) ,
/  C O S  —
(12.21) v(l,l,t) = \ + | )  ^
1  TTcos _ n  sin u til ■*“ c
dJl
6 a
= \ + f Sl(+t + J)+ 3i(u)ct - |)]
For larger integral values of k the waveforms for 
■X-= 1 may be found by application of equation (2 .1 .2 8 )
/ *^ yz ifcos^ Q sin (a+k)Q ^ q _ 1 f ^  (j) sin(a+2j)Q
0 9 2 'o 9
(12.22) k
= H  (j) Si [(a+2j)x].
2 0
Then, for integral values of k,
^The waveform v(l,l,t) is given in figure II of reference 
22.
21$
v(l,k,t) 1 + 12 + rf f.
V/ 2
0
V 2
(12.23) = I  + i  f2 TT I
^ 2cJct
cos u sin — TT“ u
u du
2
cos u sin [ (— wc -k) + k] u
du
u
1 + _ i _
2 2 k'tf
5
Thus ,
k k r 
£ < j >  Sl[ - k)].
0
(12.21+.) v(l,2,t) = g + pf{si(cvJc t - tt) + 2 Si (<o t)
+ Si(w t + rr)}#
G ^
As with the cosine gain curves, a triangular
transformation matrix may be formed from the elements
k
<3-2-25) =.
' sin TT (-) 1
TT (-)vm'
X n < m.
0 n > m ,
^The cosine-squared response curve is recommended in ref. 
28 (pp. 573—571+) for good transient response. The step 
response is given in figure 76b, p. 176 of reference 31+.
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for which the gain curves are (see figures 12.5 and 12.6)
(12.26) F( X, k,/l) = sin rr-fl-
. A 1
with an area integral
(12.27) A ( X, k) = to f [ sin fr-TL
I  L *
d/1
cj ( — - 1 - kc I x k jj u sin u d u.
I T ? *  'o
Ihus
A(l,l) =
cOc
“TT"/
0
tr
s m  u 
u
d u IT Si(")
(12.27.1)
— 0.589.2
1  ^to
A(s • U  = “S T
L  si
in u d u
(12.27.2)
60
 2. = 0 .^ 0 5 3 to
(2 cIF
so that
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f tr fc (1,1) = 0. 8i}.82 and
(12.28)
For integral values of k the integrand in equation 
(12.27) may be expanded by means of functions similar to 
equation (2.1.27). The integration then can be carried 
out as in equation (12.15*1). Since the treatment is 
somewhat lengthy, differing for odd and even values of k, 
it will be omitted. The results, as in equation (12.15*1) 
are in terms of generalized hypergeometric functions which 
have not been tabulated.
The output voltage for a step input is
(12.29)
0
n
Now the substitutions
u
(12.29.1) t
w
yield
(12.2 sin u ) sin wu
Thus, with application of equation (2.1.3) we have
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v(l,l,w) = I + I
TT
1. + 1 I sin u sin w u  ^
2 it J u2
0
(12.30)
(w+l)| Si [(w+1) tt] - (w-1) Si[(w-1) Tr]j.
The waveform for larger integral values of k, with 
^ = 1, may be found by use of equation (2.1.29). After 
expressing the numerator of the integrand in terms of 
sine or cosine functions of multiple angles, use then is 
made of integration by parts to complete the solution.
No additional results will be given here, since the rise 
time increases with k, and the solutions are therefore 
of limited interest.
Additional families of gain curves that satisfy 
the geometric criterion are readily generated using 
hyperbolic functions. An example is
where ak is selected so that for uJ = u)c the gain is
equal to .01 G :* o
(12.31) k > 0
k
(12.32)
-1 , .l/k
= cosh (100).
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Several gain curves of this family are in the graphs 
of figure 12.7.
The area integral is
(12.33)
permits evaluation of the integral by following the same 
steps as in the derivation of equation (12.3.l)» then
k
whence
The substitution
u = cosh
(12.33*1)
1 k+l
2 ' “2 )
where
r 1
(cosh a^)^
Other area integrals may be evaluated upon approxi­
mating them by
220
A( >, k)
i
• /
0
d to
[cosh a
k
-1
u
* a. i A (eu + e-u}k
d u.
Thus, integration by parts yields
A (| , 2) = L-S. f f u e2u du
a2 0 (®U + e"U )2 a2 'q (e2u + I)2
(12.33*2 )
(2 In 2) co 
_ __________ c_
2
a2
The area for k = 2 and a range of values of x may 
be expressed in terms of the Riemann -function after 
first integrating by partsj thus
b  <o„ /  k  -1 2u
A(x,2) =  J H d  u
X eJ/X 'o (e2u+l)2
CO f X
9.  I X__ - d v
L v•L — 0  -a V  , -i
2* <l-x) a2 0 e + 1
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where v = 2u. Then, for X < 1, X £ use is made of 
equation (2 .1 3 ) to obtain
<-o
A ( X ,2) =
. p(l -1)(1 - l),
T -2 l/x (2X ”2)
2 (1-x) a2 U  }
(12.33*3)
X < 1, X ^  \
The corresponding rise times are
(1 2.31+)
ak
2 ’ 2} l-r ^2*
1 ss
(I2.3i4.-D t t ( 2 » 2)
1). In 2
(I2 .3I4.2 ) ^ -3X / V2 (l-x) a
l/x
tr fc ( X ,2)
\ 2"* “2 /
1)
X < 1, A / p ■
The output voltage for a step input is
222
(12.35) uc
v ( x ,  k, t) = 1  + 1 1  2i £ a i -------   a w
0 w  [cosh ak (jL}*]
6
so that
00
(12.35.1) v(l,l,t) = \ + I \
0
CD
1 i f
=  2  +  IT J 
0
= cosh“^ 100.
This waveform is drawn in figure 12.8.
^See integral number 1 in Table 3^7 on page 556 of
reference 17 as corrected on page 1I4.8 of reference 17a.
sin tot ,
 srs- dul
cosh ----
wc
sin u ( _ _ _
--------- ±-- du
u cosh u
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Several processes employing hyperbolic sine functions 
may be written down; thus we have
(12.36)
where
(1 2 .3 6.1 )
1 + sinh ak
-1 1 /k
av = sinh (99 ).
An alternative process is
(12.37)
sinh ak
OJ
0j
where ak is determined by graphical solution of
(12.37.1) ak
sinh a,
1
100
l/k
by this means we find, for example,
(12.37.2) &1 = 7.289
Several gain curves are drawn in figure 12.9.
The impulse response for ( X., k) = (1,1) given by 
substitution into equation (6 .1 5*2 ) is
221}.
^ ^ J0 j a-j-   —  cos [(<0, ■ t )a"1 d/\.
dt it sinh a-, A. c
0
TT fai t
Letting u = and w = — ----- we have
/ w
tr d vQ (l,l,-w) 2 o>c /r" u coslrr u)d u
&1 d * * al lQ eU ~ ®"U
al
d vQ = 2_ , tt2 e-w
(1 + e-w)'(12.37.3) d w tr2 2 7t I l-w\2
with the help of integral no. 1 in Table 361}. on page £09 
of reference 17. Then the step-function response is
(l2.37.Li-) v (1,1,w) =  i—  ,
0 l + e-w
which appears in figure 12.10.
Another family of curves is expressed by
-. . ~ . k sinh a -A , - n
(12.38) G(k,-TL ) = 8—  k a A  , k » l .
The value of a determined by the definition of 
channel width is given by the solution of
(12.38.1) ft, .a = 0.01.
sinh ak
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For large values of "a", say a > 6, a good approxi­
mation is
k ea _ a(l-k) , 1
- S E  " k ® TOCe
whence
In k + a(l-k) = - In 100
and
. ~ , In 100 + In k n(12.38.2) a = + ----£y=j-------- , 1 < k < 1.87.
If "a” is small then an approximation for equation
(12.38.1) Is
,k a , = 0.01, a < 0.1
sinha k —
and the solution is identical to that of equation
(12.37.2):
a k = 7.289
whence
(12 .3 8.3 ) a = 1^-2. , k > 7 2.89.
The step function response for these curves is 
given by
w
k f sinh (a h±i_)
vQ (k,t) = ~ J 1 > sin tot doj
0
sinh ka
^c
oj \ iO)
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so that
i , k i r w ^ 1
(12.38-14-) v Q (k,w) = 2 ir tan I tanh ^ tan
* to t
which represents a monotone increasing function of w 
for all k > 1. The rise time Is
UJ
(12.38.5) tp fc (k)
1 + cos
2TT d v  ( k , 0 )
TT
I t
dt
— -
3ln i?
Use of equations (12.3 8 .2)and (12.3 8.3) to eliminate 
"a” yields
TT
^ 0_. In 100 + In k 1+ cos 17
(1 2.3 8.6 ) tr fc(l < k < 1 .8 7 ) = _____________    _JE
k - 1
TT
sin jj
and
tr fc (k > 72.89)
(12.38.7)
7.289
k
= ip. 6I4.O
1 + co
IT
k
sin
•nr
Ic
1 " ^2k^
7
See transform 2.9(22) on page 90 of reference 77*
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Several methods employing hyperbolic tangents are 
readily devised; thus, there are
/ * \ k
(12.39) T, ( x , k) = (l - tanh a<o )
k
(12.39.1) T (X, k) = (tanh -y)
2 ^
and
, ' , , (tanh a uj* \
(12.39.2) T ( x , k )  = ------x--- 1 ,
3 V aw /
all of which satisfy the simple geometric criterion for 
regular processes. There obviously is no limit to the 
number of processes that are of this type. Three more 
are indicated below by way of illustration.
The first is based on the Bessel function of zeroth 
order, the elements of a triangular transformation matrix 
being
(12.1+0) 0’mn( x , k ) = - /
X
r
k
, n < m.
^0, n > m,
where r^ is the first root of JQ(x) = 0. The gain curves 
are
_ k
(12.)^o.d j ( x , k, ri) = [ j o ( ^ r t ) !  , {\<i.
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The second example is derived from Legendre*s 
functions of the first kind, the matrix element being
(12.Ip.) P. U  ,k) = 
Ji mn rt i  (
n < m
where r is the first root of P (9 ) = 0. The gain 
IL JL
curves are
k
(12.I4.1.I) P(i, x,k,A) = m p ^ o < n ^ .
The general share of these curves is similar to that 
of a cosine (1,1) gain curve as may be observed in figure 
6p on page 121 of reference 5«
The third example has for the elements of its trans­
formation matrix
(12.1|2) sin ir (H)
sinh "iT (— ) vm
k
n < m
and the corresponding gain curves
(I2.I4.2.I)
s\
sin (TT -* *- ) 
sinh (f /T )
0 < A  1  1.
G
a
i
n
—
* 
G
a
i
n
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CHAPTER XIII 
Oscillatory Gain Curves
The geometric criterion for judging whether or not 
a gain curve is associated with a regular method of 
summation is extended readily to more general curves 
than the monotone decreasing class discussed In the pre­
ceding chapters. Thus, for a gain curve such as the one 
pictured in figure 13»1* the i-th minimum is denoted by 
a subscript ”m i n and the j-th maximum by the subscript 
trMj". Then, if there are q maxima, and G(0 ) is the 
first maximum, we apply equation (11. 6*1) to jfind
K(m) - | am n  - | ^ [ g m 1^ 0  ^“ ^mll +
n
+ (GM2 “ &m l } + (GM2 " Gmb) +
(13-1)
M2 " + M3 " Cm 2)
•• + K q  ' G(m-l)ql + [GMq ’
2 [ X  ^°ln - Gmn)] + G <°> ' a (“)-
n=2
Then K(m) Is bounded so long as G ^ ,  G and G(°°) 
are bounded. An example of such a process is derivable 
from the Legendre function of the first kind (see equation
235
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(2.11+.1 ) for which the elements are
p(i , m, n) = (®mn)
where
tr _ n 
2 ‘ m n < m
(13-1-2 ) 0.
2 *
n > m.
For many processes of interest, the minima and 
G{°°) are zero; then equation (13*1) reduces to
A process of this type may again' be based on the 
Legendre function, using only odd types:
(13.1.1+) |p(i , m, n) | = |P (Qm n )|, JL - odd integer,
where 9^  is given by equation (13*1.2).
Of more importance is the gain curve
q
(13.1.3) K(m) < 2
P=1
(13-1.5 )
G(m, - Q ) =  1 mil , 0 < < 1
which has for its step-function response
237
(m.y) = f  003 m/1 - 4/1
0
1
= 1 + 1 j £ sin(y+m)A + sin(y-m)A |
(13.1.6) 0
Consequently, if a gain curve can be represented by 
a Fourier series
= | + 2 V  [ Si (y+m) + Si(y-m)*J.
00
(I3.I.7) J * a cos mil.
m  ’
0
0 < A  < 1
then the step-function response is
1
0 0
(13-1-8)
=  \  +  |tt ^ [ s K y + m )  + Si(y-m)].
m=0
^•The corresponding treatment of antenna illumination and 
far-field pattern has been given by Spencer in reference
75. '  '
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Even the more general geometric criterion stated at 
the beginning of this chapter is unnecessarily limited, 
since only q maxima were presumed. It is obvious, however, 
that the upper limit of the series in equation (13.1) can 
be infinite and still have a finite sum - that Is, the 
series may be convergent in the ordinary sense. Ihe 
criterion may be summarized as follows:
If the normalized gain curve approaches unity at any 
given frequency as the channel width increases indefi­
nitely, and If the gain curve has a finite number of 
oscillations of bounded amplitude, the process is regular. 
If the gain curve has an infinite number of oscillations, 
then the method is regular provided that the series
K'(ajc) - (0(0) - 0ml) + (GM2- O^J+to^- om2) + ...
+ + ...
is convergent In the ordinary sense and that
(13.1.10) K' (W J  < K .c
Before analyzing a mean of the more general type, 
the channel cut-off frequency will be defined so that it 
applies to oscillatory gain curves. The definition used
to this point is no longer adequate since a gain curve
such as that of figure 13.1 has several frequencies for
which the gain may be one-hundredth of the low frequency
gain. We say, therefore,
The channel width of a low oass filter, uj , is a
c
frequency at which
(13.2) G(oj) = .01 G(0)
while for ^  > o±c
(13.2.1) G(o>) < G(a> )—  c ' •
A classical transformation of the oscillatory type 
is the Riemann mean. It has a square matrix with elements
. k
(13.3) rk /3in a in |
r m \ n _
\ m >
where k is an integer. The corresponding gain curves are
(13.3.1) H(k,u.) = ( ~
where b may be expressed in terms of co by solving
2)4-0
Since the treatment of this mean will be of an aca­
demic nature, we shall not concern ourselves with this 
constant, and shall set the upper limits of the integrals
at infinity rather than co • To this end the gain curvec
is expressed as
sin tt_ /si
(13-3-3) R(k, A  ) = ( —
n  =
n \ k
TT A
U>
where toQ is the lowest frequency at which the gain is 
equal to zero (see figure 13-2). Then from equation 
(13-D
(13-3-W  K(k) < ]+[(!) +(1^) j +[(!*) +(!*) j
CO
= 1 +  “  li, k = integer,
" n=l n
which converges for k > 2 and diverges for k $ 1. Further­
more, as coQ “+ “ the gain at any given frequency, u>, 
approaches unity. Consequently the method is regular for 
all integral k > 2.
Although co  is a factor of the denominator in the gain 
equation, equations (5-15-3) or (5.15-1(.) may be applied to 
determine the output voltage, since
2)4.1
k
( sin tt / I  ^
{13.I4.) lira \ n-jT / = 1
n-o '
Thus, the output voltage may be written as
= 2 + 2^7 P /  ^ --- E--- 1------------ d n0 2 2 J > - (It /V)k j\
or
k
S  0
1 p=0— —  J. c
j[y+(^2^1-0.
vQ (k,y) = f + ^ 2 - -------- dn.
(13 J4..1)
(2ttj)k+1 7 n k+1
The integral may be evaluated by contour integration 
to obtain
,jry+{k-2p)Tr]A
k+1 d A
fl
( 1 3 . 1| . . 2 ) w > k + i  f  ik f +  f o r  y+(k-2p) t t  >  0
J I 7 +(k-2p) it]= +
kJ 1 _ for y+(k-2p) tr < 0
and finally
(13.14-. 3 ) k
Vofk.y) = I + k+l" ^-7 ^ ('1)P S(k’P’^ O'
 ^ 2 Tt kj P = 0
k
• [y + (k-2p)ir]
2]_|.2
where
z'+l, y + (k-2p)w > 0
(13 *i+-U-) &(k,p,y) =
(-1, y + (k-2p)TT < 0.
For example, if k = 2, the step function response
reduces to equation (6.2)4.. 3). While not regular for k=l,
the R(l,/\) process still sums the step function to its
usual limit, as may be seen upon substituting k=l into
2
equation (I3.J4..3) • the result is given in equation 
(6.23.14-).
The R-l mean was introduced to the theory of gain
curves by Kupfmiiller in 1928, the curve being derived from
3
the form of the desired output given by equation (6.23.I4-) . 
This output is of particular interest for reasons given in 
the following development. It will be assumed that the 
R-l filter has a linear phase shift
(13.5 ) 0 = -nfi ;
Q o
2
The treatment of equation (I3.I4..I) to obtain equation 
(13 • 11- • 3 ) 3- s v al I d f o r k=l.
3 If the input to this filter is a pulse of duration Tf, 
where Tuj0= 2tt, the peak signal-to-noise voltage ratio at 
the output exceeds that of any other linear filter; see 
Section III, pp 963-963) of reference 62.
2k3
i.e.,
(n-s.u *<1 > zro
Furthermore, returning to the earlier notation of 
t’ = t - t^, we note that the output is zero for
y = u> t» = 60 (t-t,) < -it
o o a-
or
(13.5.2 ) 60 t < -TT + 60 t
o o d
With the time delay of equation (13.5 .1 ) the output, 
therefore, is zero for
(13.5.3) t < 0
which obviously is a necessary condition for a filter to 
be physically realizable.
Equation (13«li*3 ) shows that v (k,t’) = 0 for
(13.5 .)-!-) u>ot ’ < -kir
so that there is a critical time delay
U 3.5.5) ‘d.
o
such that for
2kk
(13-5.6) ^ td ,
the output v> ltage is zero for all negative values of time.
At this point a belated distinction will be made 
between the phase curves for odd and even values of k.
The source of this differentiation becomes apparent upon 
examining the gain curves in figure 13*2. By definition 
the amplitude function must be positive, but the odd-k 
curves have alternate positive and negative sections.
Since the negative amplitude is associated with a phase 
shift of t radians, the complete phase shift expression
I}.
for critical time delay with odd-k is
kiT _
(13*5.7 ) 0 = - — ^ + £ Tf = -TT(+k n  + e )
c “ P p
where
€ = p for p < D. < p+1, p = integer.
P
^Although Kupfmuller correctly derived the R-l gain curve, 
he then set
„ 1 _ I sin tt A. , M , s
G l “ I— w ~t l — U  0(^) =
(Appendix 3, page 31 of reference 37.) This mistake is 
preserved on page 725 of reference i p O .
2l£
The output voltages for several values of k and the
5
critical time delays are plotted m  figure 13*3 •
An elegant means of obtaining additional oscillatory 
processes is based on the properties of transposed filters 
(see equation (6 .20) et seq.). If G(fl) is monotone de­
creasing, and zero for A  > 1, then its impulse response 
is oscillatory. Consequently, its transposed network 
has an oscillatory gain curve with an impulse response
^  = y/**- = ujct/oc.
For example, let G-(fL) be a Riesz process:
Figure 13.3 is the same as figure 18, page 176 of reference 
20. In figure 21, page 177 of this reference the outputs 
of an (R,l) process followed by another (R,l) process are 
given for several ratios of the co's for the two oper­
ations. 0
0 < w  < 1
214-6 
x k-
/ R ( X,k,-TL) = (1- n  )
(13.7) < ^
<ay
r( k + D
2
x
k+l+ 1 .
2 \
\ A B(k+1, l/x ).
The transposed gain function is 
(13.7.1)
Rip (X  >k, fl) —
r(k+i)
B(k+1 , l/\) fa£
/1
2
x
2
X
1  > -(4 a )
2
where the value of oi. is determined by the gain functions 
having its first zero for .TL equal to unity. The impulse 
response is, then,
dvT
~dw
(13.7.2)
X  (1 _ r X)
2 B(k+1 , 1/ X )
• k ; w'
X ________
2 B(k+1, 1/ x ) P % 1 > w.
The step-function response is monotone increasing
2^7
since the impulse response always is positive. It is given 
by
(13.7.3 )
I +- T *  W ; i F(2 2 B(k+1 , l/X ) L  + i.
-k l/x ; vrX]
0 <  w  < 1,
1 < w.
For k > -1, equation (2.16.3) shows that
F
-k
1+ k
i/x ; i\ r(i+ I) r(k+i) 1
= ^  B(k+1, l/x )
rd+ ±  +k)
so that
(13-7.I(.) vT ( x ,k,l~ ) = 1.
Consequently, the output waveform of equation
(13.7.3) approximates the input step function without 
overshoot for all k > -1.
Further gene ralization of the transposed Riesz pro­
cess is provided by
2k8
R^ ( ^  t k, jM., -0.)
(13*8)
yR r(k+i3 ^ r l  *
B(k+1, l/* ) P 2
2
k+l+
2
/.
Z4"
Thus, for X =  2 the gain function reduces to
*
F "RT (2,k,^.,A)
,k+ 3/2
(13.9)
k+ 2
j . . 1 ( < * n )
k+ 2
Z4" 1,2,3 j •••
The step function response for - 1 is
w
v (2,k,l,w) =
/-k 1/2 ; 
2 ^ B(k+1 , 1/2 7 P |3/,2
— -I-
1 , 1 < w.
6
The gain function Ry (2 ,k, yu, A ) is a Bessel function pro­
cess first discussed by Minakshisundaram. Its properties 
are treated in references 6I4. through 67. The Riemann 
processes are obtained when k = 0.
2l|9
With the help of equations (2.1o.l|.) and (2.10.2), 
the voltage during 0 < w < 1 may be written as
(13.9.2) v (2,k,l,w) = | [ l  + 3 I _ (1/2, k+l)| ..
If k is set equal to -1 in equation (13.9.1) it 
is seen formally that
f 0 < W  <  1,
(13.10) v t (2 , -1 ,1 ,w) =  <
V. 1 , 1 < w,
while the corresponding gain curve is
(13.10.1 ) R T (2 , - i , i , n )  =  c o s  | n .
Ihis result may be verified by means of the relation
CD CO Tf
£  003 | n  3iY A  d r >- = |  /  [ - in +
sin (y - t/JT
(13.10.2)
n
0 y < tr/2 ,
an
i  » V 2  < y.
Substitution into equation (b*l5*3 ) then yields equation
(13.10).
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This discussion covers the family R ^ (2 ,k,l,J\ ) 
rather completely. For other values of j*, we take note 
of Chandrasekharan1s Theorem:
If a series %  an is summable to A by the Cesaro- ec 
process, then the series is summable to A by the 
R«p(2,k, ) process provided that
K(k+1) > oL + 1
where K is an integer greater than zero.
According to the Theorem of Hardy and Littlewood 
(see Chapter VII) the Fourier series for the square wave 
is summable for oL > -1 so that Chandrasekharan*s Theorem 
indicates it is summable RT (2,k,y^) for all k > -1 and 
all , where = 1,2,3...
Since the value of in equation (13.7) may be 
interpreted as the number of stages designed for /*. - 1 
that are in cascade, it is obvious that for k > =1 we are 
justified in concluding that the RT (2,k,ju. ,-TL) processes 
all have finite times of transition at a step disconti­
nuity, and that none of them display overshoot. A formal 
proof of the finite time of transition is accomplished 
readily by application of the convolution integrals 
arising in the transform of a product in Fourier trans­
form theory. This demonstration, however, will be omitted.
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The discussion of the transposed Riesz filters could 
be continued at great length, since the Bessel and Riemann 
processes are the simplest specializations. For example, 
If > is set equal to unity one obtains gain curves 
expressed in terms of Lomtnel’s function:
(1.3-11)
aTd,k,i,n) = k(k+1) s x («.A)
U a f + §
which has a step function response
(13.11.1)
vT (l,k,l,w) =
|[l + (k+1 ) Bw (l,k+1)] ,
1 , 1 < w.
Many other monotone gain curves may be treated in a 
similar manner to obtain transposed networks. Only one 
more example will be indicated because of the limitless 
possibilities. The cosine process
0 < A  < 1,
(13*12)
1 < n,
COS (ff -*t/2).
2^ 2
has an impulse response
dv _ 0 cos y
(13-12-1 > ay 2 „2 _ \ y2
and an area of 2/Tf. Consequently, the transposed gain 
7
function is
*=- . « > cos(3rr *^/2)
(13.13) ~ m ( l , l , / l )  =   5-
1 - 9 1 1
which has an impulse response
(13.13.1) . = 7—  cos(TTy/6)
dy 12
whence the response to a step function is
(13.13.2 ) vt = | [l + sin('iTy/6)].
It should not be presumed that any regular oscilla­
tory process has a step-function response with a finite 
transition period. A simple counter-example is given 
by the gain curve
7 The transposed network is discussed on page 178 of
reference 20.
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U3
(13.lit) G = e 400 Jo ( * o_ g _ )
8
which has for its step-function response
(13.11+.1 )
1 1
v(t) - 2 + * sin-1^  ^ t/[7(wot + oto )2+l + /(uQt - oCo )2+l]|.
®See transform 2.12 (17)» page 101 of reference 77*
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s M>f
0
Pig. 13*1 General gain curve.
^ l
V N
N s
/» 2.0
Pig. 13*2 Riemann gain curves, R(k, S2).
i.o
o.f
Pig. 13.3 Step-function response of Riemann filters. 
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CHAPTER XIV
Summary and Conclusions
The last seven chapters have been devoted to many 
different types of gain curves. I n ,every case both rise 
time (as defined in equation (6.2)) and transient response 
to a step input were derived insofar as readily possible. 
Hie conclusions which may be drawn are listed beloxv.
1. In comparing the transient response of different 
filters, it is more advantageous to use the channel width 
than the 3 db point for common reference.
2. In general, methods of summability which do not 
have normalized gain curves associated with thern are not 
of engineering interest.
3« The best gain curve from the standpoint of 
moderate oscillation and fast rise time for its transient 
response is the Riesz process
This function Is called Cramer1s filter. Its rise 
time is
0.14
, 0 < f < f
f < f 
c —  *
c
tr = 0.72/fo .
256
ij.. When a number of linear-phase amplifiers, each
having a monotone decreasing gain curve, are cascaded, the
system has a longer rise time and less overshoot than any
1
one of the constituent amplifier sections .
5 . For the response of a filter to a step-function 
input to be monotone increasing without points of inflec­
tion it is necessary that the gain curve (1) be monotone 
decreasing, and (2) be asymptotic to zero gain at higher 
frequencies.
6. The response of a filter to a step-function in­
put may cover the transition from zero to unity in a 
finite time interval. For this to occur, it is necessary 
that the gain curve have an infinite number of oscilla­
tions of decreasing magnitude with frequency.
7. When a step function is applied to a linear 
phase shift filter, the output has a sustained rate of 
rise after time t^ provided that the gain curve provides 
high gain at low frequencies. At the same time, the low- 
frequency gain must decrease at least as rapidly as a 
Gaussian filter of the same area if overshoot is to be 
avoided.
1
This statement does not apply to minimum-pha.se shift 
amplifiers. For filters of this type, Rules 2 and 3 
on page 78 of reference I4.0 are valid.
The remainder of this chapter is devoted to a 
discussion of the above points, although in a slightly 
different order.
1 . The specification of channel width has resulted 
in a consistent picture of the different types of pro­
cesses. By comparison, in figure lii.l the Abel curves 
are drawn with common 3 db points; these are to be 
compared with the curves of figure 11.3 . The latter are 
readily interpreted in terms of rise time and overshoot 
trends, while the former figure is merely a set of 
curves. Obviously, the physical picture is very depend­
ent upon the reference point. Both theory and application 
favor the channel width as a significant reference 
point.
2. The methods of summation of infinite series 
were adopted to organize the information available on 
linear-phase amplifiers. In order to provide complete 
coverage of the classical processes, separate chapters 
were devoted to the Cesaro, Holder, and Euler means to 
demonstrate their limited utility to engineers. The short­
coming of these’means is that the associated gain curves 
cannot be normalized; thus, for the Cesaro means the gain 
curve of equation (7 .2 8 ) can be written
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(l)+.l) C(k,n,-Tt) B(k,n+1) 9 0 < k , 0 <n<l.
B[k,(n-1) (1-J1)]
For a given k, k^l, the shape of the gain curve is a 
function of n - i.e., of the upper frequency limit.
Despite this limitation, the mathematician can deduce the 
nature of the Gibbs1 phenomenon associated with such means 
by examining trends in the gain curves, as implied in 
Chapters IX and X. It may be mentioned in passing that 
Dolph-Chebyshev distributions of certain antenna element 
excitations correspond to a triangular transformation 
matrix. Since the associated gain curves are found to 
change shape with the upper frequency limit, it appears 
that at least one such matrix does have engineering 
significance.
3* A second type of process may be represented by 
a universal gain curve that is monotone decreasing from 
an initial value of unity at zero frequency to a final 
value of zero at the upper frequency. The Riesz means 
are members of this group, being given by
This family of gain curves Is the most important one des­
cribed. To some degree its outstanding position may
(l)+.2) R ( % ,k,-TL) =
/
0 i n  < i, 
i < a .
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result only from its having been analyzed more completely 
than most of the other means. In any event it provides 
a wealth of information pertinent to the overshoot-rise 
time problem, as listed below.
a. The study of Gibbs' phenomenon alone is inade­
quate as a guide to selection of satisfactory gain curves; 
thus, the undershoot of in the Cesaro-1 amplifier, as 
drawn in figure Ip.3 » is more objectionable than a slight 
overshoot. Also, Cramers curve, which has an output 
resembling that of figure 8.6, exhibits no Gibbs' 
phenomenon, but has a 1.5 percent oscillation, indicated 
by the 3 percent dip in the waveform.
b. The Fourier gain curve, which has constant gain 
to the cut-off frequency and zero gain outside the pass 
band, Is not "the perfect gain curve". On the (a ,k) 
plane of figure 8.2, it is represented by a single 
(critical) point. Another graph clearly illustrating this 
view is drawn in figure 8.1, which is a constant - A plot 
of rise time versus k. Faster rise time than the Fourier 
curve provides is obtained by setting -1 < k < 0 in 
equation (1)4.2 ); of course the overshoot then exceeds
8.95$* 0n the other hand, if small overshoot is specified, 
it is necessary to take k > 0, which increases the rise 
time. These considerations are equivalent to the follow­
ing criteria:
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For less overshoot than the Fourier process
(1)4..3 ) trfc > 0 .5 .
For a monotone increasing step-function response 
(lL)..lj.) tp^c rl ^ < \ *
For a 1 o r '2% oscillation, Cramer’s gain curve provides
(D-1-.5) tpfc ^  0.72.
These relations are to be taken as a guide for amplifier
design on the basis of channel width, replacing the rules 
concerning 3 db bandwidth quoted in Chapter I.
c. When two Riesa amplifiers of the same type are 
cascaded, the system gain is
* 1  ki M  ki
(lb..6) R<x s’ks’A > = (1 - A  ) • ( l - A  )
* 1 2k^
= (i - n  ) ;
or for m identical amplifiers in cascade, the overall
gain is
X-] ink-.
(lk.7) R ( x 3 ,k3,A) = (1 - A  ) .
The effect on the system rise time may be visualized in
figure 8 .1 ; since X a = X., , cascading of identical
S X
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amplifiers results In a shift along a constant - X curve. 
When k^>0, the system has a longer rise time and less over­
shoot than a single section; and when k^<0, the system has 
a faster rise time and greater overshoot, provided that 
mk-]_ > -1.
The equation for the system rise time In terms of the rise 
time per section is
(lip.8) t (x,k ) = t (x ,k ).
r 3 B[m(k+1), 1/x] 1
(This result may be contrasted with equation (5) on page 77 
of reference i|.0, where the authors have In place of the 
ratio of the Beta functions. Their analysis obviously is 
not valid for Riesz gain curves.)
If the cascaded sections have different k - values the 
rise time is given by that of
m
ait-9) <xa, k3) = (x1; s; kj
1 _L J*
In figure 8.1.
The general conclusions concerning system rise time 
are valid for other processes which are of the form
(111-.1 0 )  a(x,k,A) - [ g ( x , A ) ] k ;
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thus, when the normalized gain curve never exceeds unity,
ki
(111.. 1 1 )
1
o < G(x,kv A l  = [g(x,A)l < i-
then it follows that
(llj..12) CK x ,k2 ,J\) < G( x ,k1,A )
for
k = k + t 
2 1
when e is any positive number. Consequently the areas 
satisfy
(ll+ . 13 ) A ( x , k 2 ) < A ( x , k  )
so that the rise time of the (x amplifier exceeds
that of the (x >k^). Its overshoot accordingly is less.
On cascading m amplifiers of the same type the value
ofe is (m-l)k, substantiating the generality of the
2
statements relative to the Riesz process.
[j_. A third type of gain curve is unity at zero 
frequency and Is monotone decreasing, becoming asymptotic 
to zero at higher frequencies. For the purposes of this 
dissertation, such curves have been terminated arbitrarily 
when ij.0 db down from the initial value. The Abel means 
provide a good example, being given by
p
As mentioned earlier in the chapter, this statement ap­
plies only to filters having linear phase shift.
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a/lk
(11+-ll^ )
a In 100 = [)..60517
Several curves of this family are drawn in figure 11.5*
It is notable that Kuttner's Theorem proves Gibbs1 
phenomenon is exhibited for k > 2.
In solving for the step response it is permissible to 
approximate the gain curve by
the difference in the waveforms being negligible, as 
demonstrated in Chapters III and IV for other filters.
An interesting feature of the output waveforms when 
k < 2 is that they are monotone increasing, without points 
of inflection. A similar behavior appears for the D(:x ,k) 
process when the step response is approximated by. the 
infinite integral of equation (12.11). It appears to 
be true that when a gain curve goes to zero asymptotically 
with frequency, the waveform may be completely free of 
superimposed oscillations. On the other hand, if its 
value is taken to be zero above the pass band, then 
oscillations are always present as shown by sine or cosine 
factors in the asymptotic expansion of the output function;
-a/\k
( l i p -15) d  (k, A ) e 9 0 < A  ,
for example, see equation (8.11.]|) which applies to the 
Riesz R(l/2, 1, -TL) filter.
5. The fourth important class of gain curves has an 
infinite number of oscillations. The principal group that 
has been studied is the transposed Riesz filter given by
The outstanding characteristic of this family is that 
a critical phase shift can be introduced to put the re­
sponse to a step function input into the form
where f(t) is monotone increasing and without overshoot 
for suitable ranges of % ,  k, S.T1 d / X .
6. Kupfmuller’s equation for rise time,
%  ( X , k , , .0.) 'fv r(k+D
B(k+1, l/x )
(lk-17) V Q ( * ,  =
0,
f(t), 0 < t < 2td
t < 0
applies to. a definition in terms of the slope of the
response to a step function input at time t . Examination
d
of the waveforms for different filters given in Chapters 
VIII, XI and XII reveals a good correlation with the 
practical definition of rise time (see Chapter VI) 
provided that the area under the normalized gain curve 
for 0 < ^ 1 is greater than 0• 1|_. For smaller areas
the output waveform falls away from the tangent drawn 
at t = td too rapidly to provide an acceptable correlation.
7. The optimum gain curve from the standpoint of 
moderate oscillation and fast rise time cannot be 
specified precisely until completion of further analysis 
of minimum-phase curves of the Riesz -(x, k) type. At 
this time it appears that Cramer's gain curve
(ill.. 19) R(l> kc, A  ) = 11 - |
is close to the best. It is drawn In figure li[..2, with 
Gaussian and cosine-squared curves for comparison. The 
superior rise time of Cramer's curve is apparent from 
the large area beneath it.
It is interesting to note the following data on a 
Cesaro C-l amplifier constructed at the author's
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suggestion in the Television Section, Aircraft Radiation 
Laboratory, Wright-Patterson Air Force Base, Ohio^.
Standard 
C(l, -H_ ) Amplifier
Bandwidth at 3 bb down 
Humber of horizontal lines 
Bandwidth at 28 db down
lol3 mcps 
25° - 
5.0 mcps
5.0 mcps
6.0 mcps
275 +
This result Is very promising, since only a limited
effort was devoted to the design and testing of the
amplifier involved.
8. The underlying objective of this investigation
may be stated as follows: Given a specified channel
width, f , for audio, television or radar information, c
which gain curve provides the fastest rise time for a 
specified oscillation of the step-function response? 
However, in some applications the channel width is not 
fixed, but is selected to meet receiver specifications on
3Mr. John Reber, now with Radio Corporation of America, 
constructed the first G-l amplifier in 19lj-9 for the 
Television Section. It was further developed by 
Mr. Walter Reck, who then proceeded to modify It to
Cramer’s curve, as described in reference
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transient response. For example, it may be required to 
resolve the test double pulse of Chapter VI for ""t" = 0 . 3  
microseconds. Then, according to equation (6.12), the 
rise time must be
t < ‘T ’ = 1 microsecond,
r - 3 2
The minimum channel width is a function of the gain 
curve chosen for the amplifier, and may be selected from 
a table such as the one below
Gain Curve
Linear Ld,-^) 
Riesz R (2, -l/2,A) 
Linear L(0.5,-H.) 
Fourier
Riesz R(2,l/2,A) 
Cramer
Riesz R(2,3/2,A)
Cesaro C-l
Cosine-squared, (1,2,-A) 
Abel Cl (2,-A)
(Gaussian)
Channel Width 
(mcps)
0.667
0.636 
0.800 
1.000 
1 .2 7 3
1. llij.0
1.698
2.000 
2.000
2.i|28
(
Overshoot
31#
23.5$
19'$%
8'95%
6%
0%
—  1 '5%
oscillation)
1.8$
-I4.. 86$
— 0.6%
Table m  - Table of channel width in megacycles per
second and of overshoot for filters having 
a rise time of one-half microsecond.
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9. It Is difficult to formulate a criterion for 
estimating overshoot associated with linear phase shift 
filters. It is possible, however, to correlate certain 
types of transient response with the shape of the gain 
curve at the high and low frequency portions of its 
channel. It is reasonable to attack this problem by 
comparing the output waveforms when a step-function is 
applied to each of two filters having identical rise 
times.
For example, the Cesaro-1 curve can be compared
with the cosine-squared, since each encloses an area of
<^0/2. Furthermore, the two gain curves intersect at the
mid-frequency of the channel. At lower frequencies, the
cosine-squared filter has greater gain (see figure l[}..2),
while at higher frequencies it has less gain than the
Cesaro-1 filter. But its transient waveform exhibits
slight overshoot, while for the Cesaro-1 there is almost
5/o undershoot. This observation suggests that of two
equal-area gain curves, the on© with larger gain at
low frequencies shows less deviation from the tangent
drawn at t,.d
Corroboration for this conclusion is found in the 
comparison of Cramer's curve with that of the Linear 
L(-0.6l, A . ) filter, since these also have equal areas 
(see figure lif..2). The Linear filter, which has a
269
transient response that shows undershoot, has less gain 
than Cramer's filter at low frequencies, and greater gain 
at high frequencies. (The Linear filter also exhibits a 
more extreme oscillation, but this probably is associated 
with its large discontinuity in gain at = 1.)
A further implication for monotone decreasing curves 
is that the normalized gain at the low-frequency end of 
the channel must be near unity in order to have a sus­
tained initial rate of rise for its transient response.
It is notable that even Cramer's filter has a transient 
response that just reaches unity and then falls away in 
an oscillation.
Additional evidence for this view point is to be 
found in other Riesz processes. Thus, none of the Riesz 
R(l/2, k, -TL) gain curves drawn In figure 8 . 3 show over­
shoot, according to Kuttner's function as drawn in 
figure 8.2. All of these gain curves are characterized 
by a sharp Initial drop in gain at low frequencies.
On the other hand, all the Riesz R(2, k, IT ) filters 
are associated with overshoot in their transient responses. 
These curves show large gain at low frequencies (see 
figure 8 .8 ).
Some authors have concluded that overshoot is 
associated with the gain at high frequencies of a filter. 
Tha.t this is not true is evident from the following
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reasoning:
a. If the channel width of a Fourier filter is 
increased to a higher frequency, the rise time decreases, 
but the additional high-frequency gain has no effect on 
the overshoot.
b. In figure ll}.-3 the filters having greater gain 
at high frequencies actually show decreased overshoot. 
Obviously, for the processes considered, the gain at high 
frequencies on an absolute frequency scale is not related 
to overshoot.
Consideration of the above points and review of the 
gain curves and transient responses in Chapters V, VIII,
XI and XII leads to the following summary statement:
The presence of overshoot In the response of a low- 
pass linear phase shift filter Is best predicted when the 
gain curve is plotted with normalized gain and frequency 
scales, both of which are linear. For sustained initial 
rate of rise, the gain at the low frequency end of the 
channel should be close to unity. To avoid excessive over­
shoot, however, it must decrease gradually at low fre­
quencies, as do the gaussian and cosine-squared filters.
If the high frequency end of the channel has a sharp 
decrease of gain, then an oscillation is present in the 
transient response, even though overshoot may not occur; 
examples of this behavior are to be found in the Linear
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L(-l/2, .0. ) filter and the Riesz R(l/2, 1, ) filter
(see figures 5.2 and 8.6).
As a consequence, for gain curves discussed in 
preceding chapters, it is possible to predict trends in 
the shape of the step function response as k (or x and 
k for the two parameter familes) is varied. For example, 
the cosine processes drawn in figure 12.3 indicate that 
there is a monotone increasing curve in the first quad­
rant of the x -k plane, represented by >(k), such that 
for fixed k = kG there is overshoot for x > *x(kQ ) and 
none for \ < x(kQ). A similar conclusion may be drawn 
for the gain curves of figures 12.5 and 12.6, which apply 
to the process
In view of the points which have been raised in this
curve to determine how its transient response could be 
improved. The transient waveform shows no overshoot 
although moderate oscillation is present. A better
k
0 <  <  1
It Is probable that for each of these families of
curves X  (k) < X Q , where x o is a constant.
section, it is appropriate to take another look at Cramer's
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waveform would have slight overshoot and then oscillate 
with a small amplitude about unity. This tyype of behavior 
would be secured by increasing the low frequency gain 
while decreasing the high frequency gain at the channel 
cut-off frequency. The equation of such a gain function 
has not been determined.
It is appropriate to end this chapter with a list of 
additional problems which have arisen in the course of 
the investigation of linear-phase gain curves:
1. Determine the asymptotic expansions for the 
step function responses of the Riesz linear-phase 
amplifiers when k is not an integer.
2. Determine the minimum-phase functions which are 
associated with the Riesz R( x , k, ) filters. (These 
have been found for x = lj the solution will be published 
elsewhere.)
3. Solve for the transient response of the Riesz 
R( X , k, .A. ) minimum-phase amplifiers. (The result for 
the R(l, 1,-0- ) (or Cesaro-1) amplifier is presented in 
graphical form in figure
)q. Modify the minimum-phase R( x , k, -TL) amplifier 
by placing a phase equalizer in cascade with it in order 
to improve transient response. (A complete analysis of 
one type of phase equalizer Is contained in reference $8.)
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5. Investigate the signal-to-noise properties of 
the H(X,k) processes.
6. Apply the gain-curve aperture-illumination ana­
logue to antennas to find the far-field pattern for Riesz, 
Abel, Bessel, etc., aperture illuminations. (The solutions 
for several means have been found, and will be published 
elsewhere.)
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