In a football stadium environment with multiple overhead floodlights, many protruding shadows can be observed originating from each of the targets. To successfully track individual targets, it is essential to achieve an accurate representation of the foreground. Unfortunately, many of the existing techniques are sensitive to shadows, falsely classifying them as foreground. In this work an unsupervised learning procedure that determines the RGB colour distributions of the foreground and shadow classes of feature data is proposed. A novel skelatonisation and spatial filtering process is developed for identifying components in the foreground segmentation that are most-likely to belong to each class of feature. A pixel classification mechanism is obtained at by approximating both classes of feature data by N Gaussian parametric models. To assess our technique's performance and reliability, a comparison is made with other published works.
Introduction
Detection of moving objects is essential for automatic monitoring of human activity. A common method for extracting the moving or foreground regions from a video sequence is known as background subtraction [6, 8, 4] . This technique subtracts the incoming video frames from a reference image acquired during a period of inactivity and optionally updated over time. The resulting pixel or region differences are usually classified as foreground or background by using a statistical or deterministic approach to detect the presence of moving objects in the scene.
Shadows cause problems for moving target detection and tracking. The appearance of neighbouring background is changed, to the extent that it can be falsely classified as foreground. Thus, measurements of moving objects are less reliable: this may affect the performance of object segmentation, classification, and estimation of position. These problems increase when there are many point light sources, e.g. a floodlit stadium. Each light source produces a distinct shadow formation at the base of player (see Figure 1) . The underlying motivation of this work is the automatic identification and removal of these shadows to improve player tracking performance.
Several authors have proposed techniques for identifying shadows in outdoor environments. Cucchiara et al [1] detect shadows by: 1) transforming the feature's dimensions into the HSV (Hue, Saturation and Value) colour space and 2) classify the feature as shadow if: a significant difference in brightness is observed with little variation in colour. A similar approach is adopted by McKenna et al [6] for shadow detection. The feature's membership to the models is used to determine the presence of shadows. Horprasert et al [4] develop their own computational colour model for feature analysis. Their feature space is used to classify a feature into one of four possible classes. A feature is classified as a shadow in much the same way as that proposed by Cucchiara et al [1] ; the relative colour and brightness changes are analysed to determine when a shadow overcasts a surface. The novelty of this colour space is adopted in the works of Bowden et al [5] to classify shadows in a similar manner. Each of these techniques use information relating to a shadows appearance to derive the classification criteria. We propose a technique that exploits the geometric properties of people shadows to develop an unsupervised method for feature sampling. This method learns the appearance of both the shadow and foreground features, providing a more reliable mechanism for feature classification.
Pixel Classification
The aim of the proposed algorithm is the successful classification and removal of shadows resulting from floodlights present in the football stadium. The algorithm works by exploiting information relating to the shadow's shape, size, orientation, luminosity, originating position and appearance model [7] to determine the colour distributions of both the foreground and shadow classes. In this section we discuss the unsupervised process of obtaining the foreground and shadow feature data, the parametric modelling of the feature data, and the pixel classification mechanism. For reliable foreground detection, a background model is required that can adapt to any changes in the environment. Examples of common changes include the amount of direct sunlight, wind-blown trees and periodically rotating advertising boards. Given this requirement, an adaptive background subtraction technique based upon the work of Stauffer and Grimson [8] is used.
Shadow Feature Sampling
The first step towards identifying shadows is the analysis of the foreground segmentation recovered from background modelling. Whether any of the changed pixels in the foreground feature space were the result of shadows is unknown. The following discusses how information about a shadow's shape, orientation, location and size can be used to identify the most-probable shadow components within the segmentation mask.
Skeletonisation
We propose to exploit information relating to the spatial distribution of the foreground features, to develop a process for identifying the shadow features. In a football stadium, the light sources positioned in the stadium corners result in four shadows that propagate from the base of each player. Each shadow has a similar shape and size to that of the attached player and is orientated towards each of the opposing light sources. Given this information it is desirable to label a foreground player's feature components using information relating to its shape. An object's skeleton provides an intuitive, compact representation of a shape that can be used to determine an objects sub-parts and their connectivity [3] . Using a skelatonisation algorithm similar to that proposed by Zhang and Suen [9] , skaletonisation of the foreground is performed to obtain the medial axis of the foreground players and their shadows -see Figure 2 (b). The sub-parts of the medial axis provide a more reliable information source even during periods of player occlusion. An example of a typical skelatonisation result can be seen in Figure 2 (c). From the skelatonisation result, it can be seen that shadows exhibit lengthy skeletal sub-parts with a non-vertical orientation in the image plane ( Figure 2(d) ). In the remainder of this paper a skeleton is considered to be comprised of nodes that form inter-connected branches -see Figure 2 .
Occasionally the term leaf will be used to describe a skeleton's surface branches. 
Skeletal Medial Axis Analysis
A skeleton's medial axis is comprised of numerous branches, each representing groupings of foreground and/or shadow nodes ( Figure 2 (c)). To determine a set of shadow sample locations in the current video frame, we attempt to identify the skeleton branches that result from shadows. By assuming that people stand vertically in the image-plane, spatial filtering and appearance models [7] are used to identify the shadow braches. This process is implemented in the following three steps:-Medial Axis Simplification -To reduce the complexity of the skeletons we attempt to remove the leaves below a certain size (S). Due to the fact that a person's image-plane size depends on their location w.r.t the camera, the value of S should be related to the leaf's position. In the works of Renno et al [7] a technique was developed that automatically computes a person's image-plane bounding-box model. We apply this model here to set the value of S to the model's width attribute, since it is reasonable to assume that any leaf belonging to shadow will extend outside of a person's real bounding-box model -see Figure 3 (a). To determine the skeleton leafs that constitute noise (Figure 3(b) ), a connectivity based node labelling scheme is applied that assigns a label to each node; this label being equivalent to the number of its neighbouring nodes -see Figure 3 (c). Leaves are spawned from the nodes that have a label value of one; its nodes are determined as those connected nodes that lie in the path to a node with a label value greater than two or another spawn node. A candidate leaf is deleted if:-
where X 1 i and X 2 i are the image coordinates for each of the i'th leaf end points, and S is
where j i is the average vertical image coordinate of the ith branch. j h and Ω and ϕ are the image horizon, bounding-box width model and the person class respectively [7] . This procedure ensures that most of the unwanted skeleton leafs are removed - Figure 3 
(d).
Spatial Filtering -A spatial filtering process is employed to determine the class memberships for each node of the skeletons. This is achieved by accentuating the appearance of the skeletons vertical branches through the application of two spatial filters: 1) 5x5 kernel representing five 1D Gaussians and 2) 5x5 kernel representing an average operator. Each of the filter processes is followed by a thinning process: a logical AND of the resulting filtered skeleton and the original skeleton mask. The Gaussian filter accentuates the vertical branches; the smoothing operator softens noise regions resulting from not-quitevertical branches and branch intersections as well as increasing the similarity between non-vertical skeleton branches. The resulting skeleton node intensities are put into a histogram and the intensity threshold (τ) identified as: the intensity bin in the histogram with the highest frequency. The spatial filtering process can be seen in Figure 4 .
Shadow Node classification -Applying τ as the class threshold for the filtered skeletons and selecting the non-zero nodes that are below τ, yields the shadow nodes of the skeletons (Figure 2(d) ). Each node represents a possible shadow feature sample location in the current video-frame. There remains one problem with the sample nodes: intersection points where branches of differing classes meet represent the origins of regions where unknown boundaries between foreground and shadow exist. Due to the fact that node class values are undeterminable in these regions, circular exclusion areas around each of (Figure 3(d) ) are defined. To reflect scale in the image-plane, the diameters of the exclusion regions are defined as S (i) . Any shadow nodes that reside in any of the exclusion zones are removed to leave the candidate shadow sample points X ={x 1 , ..., x n }. The sample points in X represent the most-probable locations of the shadow features in the current video-frame.
Shadow Sampling
Sampling of the shadow feature data is achieved by storing pixels from the current videoframe from the locations identified in X. For each new video-frame, sampling is repeated until a set of N α shadow training feature vectors is obtained. The set of shadow features is denoted by α, where α ={f 1 , ..., f N α } and f is the feature vector representative of a pixel's {R, G, B} values.
Foreground Feature Sampling
To determine the features in the segmentation mask that constitute real foreground, it is desirable to remove any feature resulting from a shadow. Empirical analysis reveals that the majority of the shadow features form a single cluster in the feature space ( Figure  5a ), surrounded by a sparse field of outlying feature vectors; these are assumed to be the result of erroneous labelling during shadow sampling -see Section 2.1. The Gaussian is a good statistical model for clustered data and easily parameterised using the mean (µ) and covariance (Σ) of the feature data. Using the shadow feature data, a tri-variate Gaussian model is developed that to obtain the probability density function :-
To determine a feature's membership to the shadow feature model requires a decision boundary between the Gaussian model and the feature space. In this work the shadow Gaussian model is approximated to a hyper-ellipsoid, enabling a decision boundary to be defined in units of the Gaussian's standard-deviation (σ ) -see Figure 5c . The Mahanalobis distance metric is used to determine the normalised distance between a feature and the Gaussian mean vector. Assuming that 95% of the shadow feature data is accurate, the classification distance threshold (D) is set to: the number of standard-deviations from a distribution's mean value that encompasses 95% of the feature data (D ≈ 2.7); rejecting the remaining 5% as noise. Classification according to (4) is performed for those features identified in the segmentation mask -see Figure 6 (a). Those features classified as shadow are removed from the segmentation mask see Figure 6 (b) and the remaining points grouped into regions of connected components. Regions of a size lower than that of the system noise floor are removed. The remaining regions undergo a morphological filtering process that consists of one iteration of closing and three iterations of eroding. Closing fills small holes in the regions resulting from mis-classification by (4) and eroding ensures that the majority of non-foreground components are removed -see Figure 6 Sampling of the foreground features is performed in the same manner as for that for shadows -see Section 2.1.3. A feature vector for each of the points specified in Y is sampled from the current video-frame to develop the foreground feature training set β , where β ={f 1 , ..., f N β }. As with shadows, the sampling process is repeated for each new video-frame until a set of N β features is obtained.
Feature Modelling and Classification using Gaussian Mixtures
Tri-variate Gaussian mixtures models are used to approximate the shadow (α) and foreground (β ) feature data. The Gaussian mixture models for both shadow (θ α ) and foreground (θ β ) are determined using the technique proposed in Figueiredo et al [2] . Their work demonstrates an unsupervised expectation maximisation algorithm that hypothesises the optimal: 1) number of component densities within each mixture required to encapsulate the feature data (K), 2) the parameters for each of the Gaussian distribution functions φ i = {µ i , Σ i } and 3) the prior probabilities (i.e. mixing parameters) of the component Gaussian models ω. The probability of observing the feature f given the mixture model θ is
where η is the probability density function for a Gaussian parameterised by φ -see equation 3 . Using Bayes theorem, the conditional and prior probabilities are combined to compute the posterior probability, that is, the probability that the Gaussian density function θ i is responsible for generating data point f.
The classification of each feature identified in the original segmentation mask ( see - Figure 2a ) is determined by the maximum a posteriori probability rule. The posterior probabilities P(θ α |f) and P(θ β |f) for each class of Gaussian mixture are computed. Feature classification is achieved by labelling the feature as the class (α, β ) of the Gaussian mixture that achieved the largest posterior probability value -see equation 7
In this paper the class prior probabilites P(θ α ) and P(θ β ) are assumed to be equal (=0.5).
Shadow Classifiers
In this section we propose the use of three previously published shadow classification algorithms [6, 1, 4] for comparative and evaluative purposes. Each of the classifier variants is to be applied to the segmentation mask developed during our background subtraction process [8] .
Classifier A : HSV colour space conversion
This classifier uses the same criteria for classifying shadows originally proposed by Cucchiara et al [1] . Their shadow classification is applied to the ungrouped features detected in our segmentation mask. Each flagged feature in the segmentation mask as well as our background model is transformed into the HSV colour space. 
Classifier B : Normalised RGB and Gradient models
This classifier is based upon the technique for classifying shadows proposed by McKenna et al [6] . The implementation of this technique remains relatively unchanged except for their background subtraction process. This is replaced by the technique used in this paper to determine the features constituting changed features. Classification of pixels is determined using the published criteria for those pixels flagged in our segmentation mask.
Classifier C : Computational Colour Model
This classifier is based upon a technique for feature classification proposed by Horprasert et al [4] . Our implementation of this technique is adapted to only use the colour model for shadow classification purposes.
Evaluation
An objective evaluation methodology requires the availability of ground-truth data. This enables quantitative performance measures and therefore direct comparisons between the proposed methods. In addition any differences between real and ground-truth segmentations provide interesting insights into algorithm performance. This section briefly describes the ground-truth data format and the quantitative evaluation metrics that are used. The four described shadow classification methods were applied to the two flood-lit football sequences (shown in Figure 7 ), each of 1000 frames. The performances of each classifier were evaluated using the above metrics.
The ground truth is generated manually for every target within each frame of the video sequence. The characteristics maintained in the ground-truth are the objects boundingbox position and id. The bounding box represents the image plane coordinates that encapsulate the targets. Examples of the ground truth can be seen in Figure 8 .
Two evaluation metrics are proposed to measure classifier performance by directly comparing the segmentation result to the ground truth data. The first metric determines how much of the shadow is removed by:- Numerical results are tabulated in Table 4 . An example of the results are also shown qualitatively in Figure 9 (c-f). In terms of the shadow detection rate performance, the proposed method is effective, correctly detecting 93% of input shadows (on average). The other methods vary from between 55 to 84%. The SNR represents the overall accuracy of the classifiers by measuring their impact upon both foreground and shadow segmentations. A high SNR of 10dB is achieved by the proposed classifier indicating a high percentage of foreground to shadow in the signal. Classifier (b) performs poorly achieving a SNR of 4.3 indicating poor segmentation of shadow and foreground. 
Conclusions
In this paper a novel shadow classification method was presented and compared to three published methods for shadow classification, in the specific domain of floodlit football games. The evaluation of the classifiers comprised the amount of shadow removed, and the SNR of foreground to any remaining shadow and background noise. The proposed method is shown to be highly effective at separating objects from their shadows. It is completely unsupervised, and works well across a variety of sensor types, camera locations and match conditions without the need for ad hoc refinement of parameters. It is sufficiently efficient to be included in processes running at real-time frame rates. In future we expect to generalise the method to work in other scenarios, i.e. outside the football stadium.
