Abstract: Modal estimation of aberration can quantify the amount of aberration, which plays an important role in optical system optimization, aberration correction, and so on. Here, we propose a simple but effective method to find the modal wavefront of aberration. Once the aberrated wavefront has been detected, it will be automatically analyzed with a method based on one-dimensional standard polynomial fitting. According to the analysis, the modal wavefront and the property of aberration can be obtained for further studies. Here, for example, we show that it can be used to calculate the optimal correction wavefront. Experiments were implemented to testify the correctness and effectiveness of this method. This method provides users another option for aberration interpretation.
Introduction
Aberration correction and interpretation are critical issues in optical imaging system. Aberration interpretation (also known as aberration decompositon) plays an important role in optical system design and optimization, because it can decompose the aberration into normal models and quantify the amount of aberration. It is also the crucial step for aberration correction.
Aberration is a common problem in optical systems. [1] Although it can be minimized via careful alignment and high-quality instruments, aberration still occurs because it is very sensitive to defects, such as the inherent optical imperfection of biological samples. It is of fundamental interest whether aberration can be corrected in a simple but effective way. In principle, once aberration has been measured, it can be corrected by presetting a wavefront that is optically conjugated. [2] , [3] To measure aberrations, there are all kinds of wavefront sensors based on, for example, interferometry [4] , [5] , analyzing optical patterns [6] , Hartmann-Shack wavefront sensor [7] , and so on [8] , [9] . To preset the correction wavefront, one can use an off-the-shelf correctors, such as a spatial light modulator (SLM) [10] - [12] or a deformable mirror [13] - [16] . Nowadays, both steps have been well developed and can be easily accomplished. The crucial but less noticed problem is how to get the correction wavefront from the measured signals, i.e., the mystery of the "black box" that magically translate the signals from the wavefront sensor to the signals for correctors [17] . This is a fundamental issue behind the adaptive optics system [17] . To determine the appropriate parameters for corrector, first the sensor signals should be properly analyzed, such as sorting out the meaning of signals and finding a modal representation of aberration.
Many efforts have been devoted to find the modal estimation of the aberration signals obtained with a Hartmann-Shack wavefront sensor (or a shearing interferometers), because this type of sensor measures the local slopes (or difference) rather than the original wavefront [17] - [19] . However, for wavefront sensors based on digital holography, the modal estimation is much simpler since it directly detects the wavefront under test itself. Usually, people use the two-dimensional (2D) Zernike polynomial fitting (ZPF) to decompose the detected wavefront [18] , [20] . Then, they can use the decomposed coefficients to calculate the correction wavefront. Thus, with the modal wavefront estimation aberrations can be represented by modal series, such as the Zernike polynomials or power series [17] , with which the phase can be found at any points instead of a few pixel points on sensor.
There is one type of method, some image-based zonal correction methods, in which the modal estimation procedure can be avoided when determining the correction wavefront, because the correction wavefront is determined during the aberration measuring process [1] , [21] - [27] . These methods typically introduce certain metrics to evaluate the correction quality. The correction phase is the one that minimize or maximize such metrics. These methods are especially suitable for applications where the incident light cannot be effectively reflected or transmitted. However, the measuring process is time consuming [27] , or complicated. On the other hand, in these methods, when people want to know the amounts of aberrations, they still have to analyze the aberration using modal representation, such as the 2D ZPF. Thus, there is a wide need of modal wavefront estimation because it not only acts as a crucial step for aberration correction but also gives a quantified description on aberrations.
Here, we propose a simple but powerful method to automatically estimate the modal representation of aberration after it being measured with a classical digital holographic wavefront sensor. The wavefront is automatically analyzed using a method based on one-dimensional (1D) polynomial fitting instead of 2D ZPF. With this method, the components of aberration and their amounts can be acquired. To test the correctness, the modal estimation was used to predict the correction wavefront. Experimental results show that aberrations have been effectively compensated, proving the correctness of modelling.
Theoretical Model
The wavefront was measured with a digital holographic wavefront sensor. We denote the measured wavefront as ϕ. Here, instead of using Zernike polynomials, we represent the wavefront with a power series in Cartesian coordinates. For higher accuracy, usually a few iterations are needed to find the right modal description. For each iteration, 1D standard polynomial fittings of order n are implemented on two profiles along the x 0 and y 0 (vertical to x 0 ) axes. The axis x 0 corresponds to the direction whose standard deviation (STD) is maximum.
The fitting results along the two profiles are:
respectively. In Eq. (1), the a ni and b ni (n = 0, 1, 2, 3 . . . ) are polynomial coefficients, X 0 and Y 0 are vectors described as
T stands for a transposition, and i is the times of iteration. Using the results in Eq. (1), the 2D aberration representation in coordinate x 0 y 0 can be obtained by f i (x 0 ) + f i (y 0 ).
According to coordinate transform, the relationship between axes x 0 y 0 and the principle axes xy is:
where θ i is the angle between x 0 and x at iteration i.
The decomposed 2D wavefront can be described using a power series as:
where K and L are the highest order of polynomials x and y, respectively. The coefficient P k,l,i in Eq. (3) can be derived using Eq. (1) and Eq. (2) as:
where C(k + l, l) stands for the number of l-combinations from a given set that has k + l elements. When the amount of aberration is large, it cannot be fully quantified within one fitting. Therefore, as we mentioned before a few iterations are needed. Usually, the most dominant aberrations will be find in the first iteration and be removed as ϕ re = ϕ -ϕ xyi . By doing this, these less dominant aberrations became more obvious. The remaining phase ϕ re will be fitted again and the procedure will be repeated until the STD of ϕ re is small enough, i.e., smaller than a threshold value. When the STD of remaining phase is very small, the phase distribution is nearly flat except for some fluctuations of noise. That means total aberrations have been fully quantified.
Then, the modal estimation can be obtained by summing up all ϕ xyi from every iteration. After M iterations, the modal estimation of measured wavefront is:
where the final coefficients P k,l of x k y l is:
which is the sum of P k,l,i from every iteration. In Eq. (6), we can see that using the 1D standard polynomial fitting coefficients a ni and b ni , the aberration coefficients P k,l can be calculated. The final residual phase is ϕ re = ϕ -ϕ xy . The final residual phase will not be fitted anymore as its STD is very small which means it is nearly flat. The modal estimation given in Eq. (6) and Eq. (5) provides a mathematical expression of aberration. It is a continuous wavefront representation with which the phase at various locations can be obtained. Moreover, according to Eq. (6) and Eq. (5), the amount of each aberration can be calculated, which is important for the analysis of aberrations property. For example, if P 21 is zero, it means there is no aberration x 2 y existed in this system. Meanwhile, the aberration coefficients can be related to that of the classical optical aberration modes. [17] , [28] They can also be transformed to the coefficients of Zernike polynomials if it is necessary, for example, when the orthogonality of Zernike polynomial is preferred.
It should be noted that, as the fitting is implemented along the direction with the largest aberration, the iteration converges quickly. Moreover, the aberration is decomposed without the need of 2D Zernike polynomials. Comparing with the 2D ZPF, 1D polynomial fitting is more flexible, users friendly, easier to implement and does not have strict request on pupil shape.
The correction wavefront can be calculated according to the modal representation in Eq. (5). Set x s y s as the coordinates of corrector. The angle between coordinates x s y s and xy is β and the centre of x s y s is shifted ( x, y) from that of xy. Using the coefficients P k,l given in Eq. (6), the correction wavefront can be calculated as
where x s´= (x s -x)cosβ -(y s -y) sinβ and y s´= (x s -x)sinβ + (y s -y)cosβ. The signal on each pixel of corrector can be calculated using Eq. (7) . If the modal estimation is right, which Fig. 1 . Simplified schematic of optical system. The wave was divided into two waves. One of them was reflected by SLM while the other one was reflected by a mirror. A camera was used to record the interference patterns. means the coefficients in Eq. (6) are correct, aberrations can be compensated with the wavefront in Eq. (7). For simplicity we assume that the directions and centres of x s y s and xy are the same but their sampling intervals are different. This is the case usually encountered in practice. Then, the correction wavefront is simplified to
The wavefront in Eq. (8) will be used to compensate the aberration and confirm the correctness of modal estimation.
Experiments
Experiments were implemented to verify the effectiveness of the proposed method. First the aberration was measured with a sensor based on the Michelson interferometer. A liquid crystal SLM (Holoeye, Pluto VIS) was used as the corrector, which displayed the correction wavefront. The essential components of optical system are given in Fig. 1 . A beam splitter (BS) divided a collimated and expanded laser beam into two waves. The wave reflected by SLM (O) interfered with the reference wave (R) reflected by a mirror. Two waves were on-axis. The interference patterns were recorded with a complementary metal oxide semiconductor (CMOS) camera (Thorlabs, DCC3260 M). As the active area of the SLM is larger than that of the camera, a relay system (not given in Fig. 1 ) of ratio 1/2 was placed between the SLM and the camera.
To produce a dramatic aberration, here the SLM was also used to introduce a large amount of aberration. Thus, the total aberrations in the system include the intentionally introduced aberration ϕ o and aberrations caused by other defects of our system. We used four-step phase shifting [29] to decode the phase distribution of OR * . That means the aberration ϕ o was addressed to SLM four times with four different initial phases, as given in Fig. 2 . It can be seen that there were obvious astigmatism and coma aberrations in ϕ o . With every phase distribution in Fig. 2 , one hologram was recorded. Then, the phase distribution of OR * was decoded from holograms. We should point out that, as the reference wave R was an on-axis plane wave that can be described by a constant, the decoded phase distribution of OR * was the total phase aberration of optical system. After this, the measured aberration was unwrapped with a standard 2D phase-unwrapping algorithm [30] .
Modal Wavefront Estimation
The measured aberration after phase unwrapping is showed in Fig. 3(a) presented in threedimensional (3D) perspective. If there was no aberration, the phase distribution should be flat. However, from Fig. 3(a) , it can be seen that the surface was in a sophisticated shape indicating there were large amount of aberrations.
The proposed method was used to find the modal representation of aberrations in Fig. 3(a) . Here, we limited the polynomial order of fitting to n = 4 as it already contains most part of the aberrations encountered in optical system. The threshold of the STD of residual phase was set to 0.5, and the fitting process terminated after three iterations. Fig. 3(b) gives the modal wavefront obtained with Eq.(5). Fig. 3(c) gives the final residual phase distribution obtained by subtracting Fig. 3(b) from Fig. 3(a) . The STDs of the phase distribution for Fig. 3(a-c) are 5.46, 5.42 and 0.17, respectively. One can also adopt more iteration for smaller residual phase when it is necessary, as long as the signal to noise ratio of aberration is high enough.
First, from Fig. 3(a) and Fig. 3(b) , we can see that the modal wavefront agrees well with the measured wavefront, and their STDs are close (5.46 vs. 5.42). Second, as Fig. 3(c) shows the difference between Fig. 3(a) and Fig. 3(b) , the STD of Fig. 3(c) is small, which also indicates the difference between the measured wavefront and the modal wavefront is small.
The coefficients of modal wavefront (obtained with Eq. (6)) are given in Table 1 , expressed in scientific notation, as p * 10 q where p is mantissa and q is exponent. The results can be used to analyse the property of aberration. From the coefficients in Table 1 , it can be seen that there were many kinds of aberrations existed in this system. Besides of P 00 , the most significant aberration Table 1 . Color bar: from black to white the phase is 0 to 2π. is the one with coefficients P 10 and P 01 indicating that the most significant aberration is tilt. The secondary aberration is the one with coefficients P 11 , P 20 , and P 02 , which mainly result from astigmatism aberration. Moreover, there are also obvious coma aberrations as coefficients P 12 and P 21 are also noticeable. The astigmatism and coma aberration can also be observed from the intentionally introduced aberration in Fig. 2 , indicating the possibility that the aberrations have been correctly represented. Meanwhile, there are also little arrow aberration according to P 30 and P 03 . The other aberrations are negligible as their coefficients are very small.
It should be noted that, here the coefficients of intentionally introduced aberration (given in Fig. 2 ) are not given for comparison. That is because, although most of the measured aberration is the intentionally introduced aberration, it also includes other aberrations caused by the imperfection of optical system, for example the flatness deviation of SLM [25] , [31] , [32] . Thus, it is meaningless to directly compare them. Therefore, we used other methods to exam the correctness of the modal wavefront.
Aberration Correction
The coefficients given in Table 1 were used to calculate the correction wavefront according to Eq. (8) as we have ensured that the directions and centres of CMOS and SLM are the same. Fig. 4 presents the obtained correction wavefront. If aberration has been represented correctly, it can be expected that using the wavefront given in Fig. 4 , the aberration will be corrected.
In Fig. 4 , from the profile along the +45 degree direction, we can see that for each period of wrapped phase, the phase changes from white to black with increasing of radius. Meanwhile, for the aberration given in Fig. 2 , the corresponding phase changes from black to white. That means their trends of changing are opposite. Similar phenomenon can be observed in other directions. It implies the possibility that the correction wave front can offset the aberration.
Both the intentionally introduced aberration (given in Fig. 2 ) and the correction wavefront (given in Fig. 4) were addressed to SLM, as ϕ o + ϕ SLM where ϕ o is the pre-introduced aberration and ϕ SLM is the correction wavefront. The measured phase distribution after correction is given in Fig. 5(b) . Fig. 5(a) corresponds to the measured aberration before correction displayed in wrapped status. The unwrapped phase of the region of interest (ROI) in Fig. 5(a) has been shown in Fig. 3(a) .
The efficiency of correction can be evaluated by measuring the STD of the phase distribution over ROI. The STD of the ROI in Fig. 5(b) was 0.24, while that of Fig. 5(a) was 5.46 (calculated from the unwrapped data). Unlike Fig. 5(a) , there was no observable aberration in Fig. 5(b) and its STD was small. That means after correction, the phase distribution is nearly flat. It can be interpreted as direct evidence of aberration correction.
However, although it is hard to observe with eyes, there still exists little fluctuation in the ROI of Fig. 5(b) as its STD is 0.24 instead of 0. So it doubted that whether the 0.24 is good enough and whether the aberration has been truly fully corrected.
As the focus of lens is very sensitive to aberrations, therefore experiments that test the focus pattern of lens before and after aberration correction were performed. We used the SLM to simulate a spherical lens with a focal length of 1000 mm. If there was no aberration, the incident wavefront on CMOS should be an ideal spherical wave with a focal length of 250 mm, as there was a relay system of ratio 1/2 between the SLM and CMOS.
The patterns before and after aberration correction are given in Fig. 6 (a-c) and Fig. 6(d-f) , respectively. The middle column in Fig. 6 corresponds to the focal plane, while the left and right columns correspond to planes with defocus distances -8 mm and 8 mm, respectively. The intensity profiles along the vertical lines across the centre of Fig. 6(b) (blue dashed curve) and Fig. 6 (e) (red solid curve) are given in the inset of Fig. 7 .
In Fig. 6(b) , because of the large amount of aberrations, the focus was significantly degraded and its width was large. However, as can be seen in Fig. 6 (e), after appropriate correction wavefront was applied to the SLM, the light was focused onto a small point again and its width became smaller as presented in the inset of Fig. 7 . Moreover, from Fig. 6(a-c) , one can see that the focus was shifted laterally during propagation, implying tilt aberration. However, from Fig. 6(d-f) it can be seen that the lateral location did not change anymore. That means the tilt aberration has been corrected.
For quantitative analysis, Fig. 7 also shows the intensity profile at the horizontal line across the centre of the focus in Fig. 6 (e), along with Gaussian fitting. From Fig. 7 we can see that after aberration correction, the full width at half-maximum (FWHM) of focus was 41.0 μm. On the CMOS plane, the radius of ROI was 1.7 mm. The reconstruction distance was 246 mm and the wavelength of laser light was 473 nm. Thus, if there was no aberration, theoretically the diffraction limit is 41.8 μm. The measured FWHM was close to the theoretical value. Therefore, our method has indeed fully corrected the aberration and recovered a diffraction-limited focus.
We should point out that in the defocused patterns in Fig. 6 (d) and (f), small amount of aberrations still existed. It can be improved with smaller threshold value or data with higher signal to noise ratio. However, here after three iterations, the aberration has already been corrected to an acceptable level. From the experimental results, we can see that aberrations have been corrected with the correction wavefront, proving the correctness of modal wavefront.
Conclusion
In conclusion, we have proposed a simple but effective method to find the modal estimation of wavefront in optical systems. After measuring the wavefront, it can be analysed automatically with 1D standard polynomial fitting. From the modal estimation, the amounts of aberration are acquired. Moreover, the optimal correction wavefront can be calculated accordingly. It is determined automatically and algorithmically. As this method is based on simple 1D polynomial fitting instead of professional ZPF, it is more users friendly. Meanwhile, as confirmed by the experimental results, this method is effective and does not present any compromise because of its simplicity. This method provides users with another option for aberration interpretation. Besides of flexibility, theoretically it does not have strict request on the shape of aperture as the ZPF and it is effective even if some data are missing.
