Abstract-Crowd counting, which count or accurately estimate the number of human beings within a region, is critical in many applications, such as guided tour, crowd control and marketing research and analysis. A crowd counting solution should be scalable and be minimally intrusive (i.e., device-free) to users. Image-based solutions are device-free, but cannot work well in a dim or dark environment. Non-image based solutions usually require every human being carrying device, and are inaccurate and unreliable in practice. In this paper, we present FCC, a device-Free Crowd Counting approach based on Channel State Information (CSI). Our design is motivated by our observation that CSI is highly sensitive to environment variation, like a frog eye. We theoretically discuss the relationship between the number of moving people and the variation of wireless channel state. A major challenge in our design of FCC is to find a stable monotonic function to characterize the relationship between the crowd number and various features of CSI. To this end, we propose a metric, the Percentage of nonzero Elements (PEM), in the dilated CSI Matrix. The monotonic relationship can be explicitly formulated by the Grey Verhulst Model, which is used for crowd counting without a labor-intensive site survey. We implement FCC using off-the-shelf IEEE 802.11n devices and evaluate its performance via extensive experiments in typical realworld scenarios. Our results demonstrate that FCC outperforms the state-of-art approaches with much better accuracy, scalability and reliability.
I. INTRODUCTION
Robust crowd counting is an important yet challenging task. It is of great interest in a number of potential applications, such as guided tour, crowd control, marketing research and analysis, etc. Crowd behaviors, however, are often unpredictable. Thus, crowd counting may face various challenges, including, but are not limited to, reliable observation collection, object occlusions, and real-time processing requirement. Traditional approaches that tackle these issues are mainly classified into two categories: video based recognition and non-image based localization.
Video based recognition has been widely deployed in many public places [1] . However, these methods have inherent drawbacks. First, cameras can only work in a line-of-sight pattern, leading many blind areas to the monitoring. Second, the environmental contribution of smoke or lacking of light will severely degrade the visual quality of cameras. Third, objects overlapping further deteriorates the performance. Furthermore, the use of cameras poses privacy concerns.
Non-image based solutions typically leverage radio devices to locate objects, such as RFID tags, mobile phones, sensor nodes, etc. [12] , which can be easily obtained for most off-the-shelf wireless devices. However, site survey is timeconsuming, labor-intensive, and easily affected by environmental dynamics. To avoid site survey, the model based localization approaches use RSS as an indication of signal propagating distance to locate objects. Unfortunately, attenuation models perform poorly due to multipath propagation in complex indoor environments. Exploiting physical layer information for localization and counting in multipath environments has attracted much attention recently [13], [14] , which usually require specialized equipment (e.g., USRP).
Channel State Information (CSI) from OFDM-based system has new potential to overcome above drawbacks. Different from RSS, CSI, a fine-grained value derived from the physical layer, refers to known channel properties of a communication link. This information describes how a signal propagates from the transmitter to the receiver and represents the combined effect of, for example, scattering, fading, and power decay with distance. It consists of the attenuation and phase shift experienced by each spatial stream on every subcarrier in the frequency domain. Therefore, CSI is more sensitive to environmental variance owing to moving object. In practice, we can acquire these information quickly and easily from some 978-1-4799-3360- 
