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Abstract
This paper presents the potentiality of the use of extrapolation of a set of Auto-Regressive (AR) models to inspect a
future damage sensitive indices based on changes in one-step-ahead prediction errors. The key idea is to use multiple
AR models to assess a data-driven model to represent and predict the time-series outputs of the PZT sensors receiving
Lamb waves in a composite coupon. Based on some simplified assumptions, after detecting initial damage using some
previous classifier, its progression evaluation by interpolating the AR parameters is proposed and examined based on
cubic spline functions. After, an extrapolated AR model using this information may verify the future state and to inspect
how the damage could progress. An aeronautical composite panel with bonded piezoelectric elements that act both as
sensors and actuators is utilized to examine the relationship between the variation of the identified model parameters
with various levels of simulated damage. The results have shown a smooth and adequate correlation between the esti-
mates obtained by the extrapolated model and the actual progress of the damage observed. The significant advantage of
the proposed procedure is implementing this task without adopting a complicated and costly mathematical-physical
model.
Keywords
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damage progression
1. Introduction
Extensive use of composites structures occurs due to
their adequate properties combining lightweight and
high resistance. However, the existence of complex
mechanisms of failures and progression of damage,
such as debonding, matrix cracking, fiber failures, or
delaminations that are not visible a priori requires full
use of structural health monitoring (SHM) techniques
for such structures (Mitra and Gopalakrishnan, 2016).
These SHM approaches seem to be in a mature stage in
the steps of detection and localization of possible struc-
tural changes in composite structures. Several robust
methods have been proposed and validated in the last
decades by extracting features from signals or model-
based parameters in time and frequency domain
(Fendzi et al., 2016). Among these approaches, one
very effective way to address this issue is by using data-
driven model identification based on guided Lamb
wave propagation or random inputs provided by PZT
active-sensing. In particular, Auto-Regressive (AR)
models to describe Lamb waves are already abundantly
used in the SHM of composite structures (da Silva,
2018; Figueiredo et al., 2012; Nardi et al., 2016; Paixão
et al., 2020).
Nardi et al. (2016) using an auto-regressive (AR)
model were able to detect delamination in a carbon-
fiber-reinforced-plastic laminate plate excited by ran-
dom input using a couple of piezoelectric patches as
actuator and sensors. Kim et al. (2014) also showed a
possible data-driven system identification through a
state-space model to capture the wave motion in metal-
lic structures. Figueiredo et al. (2012) showed the
use of time-series predictive models for piezoelectric
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active-sensing using autoregressive with exogenous
input (ARX) models and machine learning to detect
damages. da Silva (2018) also applied the ARX model
to perform predictions, and a waveform generator in a
10 layers carbon-epoxy plate excited by guided Lamb
waves assuming different central frequencies and envi-
ronmental conditions, such as temperatures changes,
and noted some benefits and disadvantages of the pos-
sible performance of this strategy for SHM.
All these papers addressed the lower level of the
SHM’s hierarchy, that is, to detect and, in some cases,
to locate the position of the structural change associ-
ated with damage. However, to reach higher levels,
such as quantification and prognosis, numerous impe-
diments are required to be overcome yet. One of them
is that it is vital to have an adequate mathematical
model if the user needs to predict a future state based
on previous past data to investigate the existence and
evolution of damage propagation. These SHM models
for damage progression evaluation demand to incorpo-
rate information about the damage behavior in its
dynamics to gain a comprehensive physical insight into
the monitored structure; consequently, this model
should be most physically possible. However, to con-
struct numerical models, for example, using finite ele-
ment methods with damages requires ensuring its local
validity and how to model a mechanism of damage
adequately. This step is challenging for a real-time
monitoring system in the industrial field, even when
modeling from its healthy state (Balmes et al., 2016).
Another limitation is that the behavior of damage evo-
lution is usually very complicated to model in a real-
world application because complex types of damage
can appear coincidentally with several confounding
effects, like noise, uncertainties, temperature changes,
and operational variability etc.
Despite these limitations, various authors proposed
methods using advanced signal processing and machine
learning algorithms. Larrosa et al. (2014) examined a
set of carbon fiber-reinforced polymer (CFRP) lami-
nates with various levels of delamination and other
simultaneous structural changes. Fatigue tension-
tension tests simulated all these conditions. Several fea-
tures are extracted from time and frequency signals
measured by the piezoelectric sensors receiving guided
waves. A machine learning framework using a
Gaussian discriminant was trained to classify the struc-
tural state and obtain a learning model. A successful
test was reached. Corbetta et al. (2018) demonstrated
Bayesian processing using a particle filtering algorithm
for estimating fatigue life prediction in the same CFRP
laminate used by Larrosa et al. (2014) with the occur-
rence of matrix cracks and delamination. Paixão et al.
(2020) utilized a Mahalanobis squared distance calcu-
lated using data-driven models to interpolate the fea-
tures seeking to correlate with the delamination area in
composite structures. Amer and Kopsaftopoulos (2019)
proposed a similar strategy by interpolating damage
indices from non-parametric statistical times series rep-
resentation using Gaussian Process Regression to iden-
tify damage size. The experimental setup was
performed in a notched aluminum plate with beneficial
results. Notwithstanding these results, any overall strat-
egy must be consolidated to carry out these quantifica-
tions and prognosis. In particular, estimating a future
model to observe the damage propagation in a more
complex material, as composite structures, should be
helpful. Fortunately, simple algorithms of system iden-
tification can provide this information about damage
progression and to have access to a mathematical-
physical model to simulate the future state of damage
from a test bench.
Identified data-driven model, as suggested by Nardi
et al. (2016) or da Silva (2018) using AR family models,
could be attractive to be adopted to interpolate the
states between the healthy and damaged condition and
to extrapolate or to quantify a damage progression.
These models can be used as a surrogate model to reach
a subsequent application of higher forms of SHM’s
hierarchy. Thus, the present paper demonstrates that
the coefficients of AR models in a healthy state and ini-
tial damage conditions are well related to the severity of
the structural changes that cause the damage. If an ade-
quate interval between the healthy (reference) and the
damaged case is measured, warranting a smooth beha-
vior with the same regressive order, a trend curve of the
damage-sensitive feature index can be updated and eas-
ily extrapolated show future conditions of the outputs.
Goidescu et al. (2013) demonstrated a full damage
investigation in composites using different optical tech-
niques and imaging process that allows us to ensure
qualitatively this hypothesis involving a local damage
phenomenon. Thus, this manuscript is a first effort of
the authors in this direction seeking to interpolate and
extrapolate AR polynomials through spline functions
to extend how damage-sensitive indices could evolute,
but quantitatively, based on simplified assumptions.
This paper is organized as follows. First, the prob-
lem statement and hypothesis assumed in the imple-
mentation of the proposal are presented. Next, the
feature extraction and damage detection procedure are
reviewed. To classify the structural states, an analysis
of variance (ANOVA) with Tukey’s multiple compari-
son test is utilized based on Gonsalez et al. (2015). In
the next section, when damage is previously detected in
an early stage, a new set of models, named by initial
damaged models, is captured to extrapolate a projected
state using cubic spline polynomials with a trained
data. A carbon-epoxy laminated plate with controlled
progressive structural change similar to actual damage,
as delamination, is described in the results to illustrate
its effectiveness. Finally, the concluding remarks are
provided in conclusion with recommendations for the
use of such a method.
2. Problem statement and proposed
algorithm
The proposed procedure has three steps: identification
of the reference model, classification, and obtention of
the damaged models with the extrapolation, to be
implemented, illustrated in Figure 1 for each path of
guided wave propagation. First, damage detection and
localization using an index extracted by predictions
errors filtered with a reference AR model are performed
handling conventional tools. Any classifier could be
used in this step of the procedure, for example, support
vector machine or other probabilistic machine learning
algorithms (Mechbal et al., 2015). However, the goal of
the present paper is not to study the classifier in itself.
For this reason, a previously proposed procedure using
an ANOVA scheme is utilized to classify the structural
states (Gonsalez et al., 2015). The objective is to find a
way to identify a set of initial models adequately and to
have a process to understand as these sets of initial
damaged AR models appropriately identified can evo-
lute when damage size is increased. Primarily, we intend
to show that the coefficients of these AR models may
be extrapolated in a controlled form utilizing some
splines functions to show a correlation capturing the
damage evolution in a hotspot. This work’s main con-
tribution is to extrapolate the models to take the prog-
ress of located damage in a composite structure when it
is initially detected.
Some assumptions are required to apply the strategy
proposed in the present paper. These points are
described below:
 A network of PZTs active-sensing optimally
placed is previously bounded on the composite
coupon’s surface to be monitored. In our case,
the direction of fibers in the composite plate
helps us define the sensor’s position without
using an optimization method to select it or to
define the number of required transducers. So,
the methodology produced adequate results due
to the simplicity of the geometry of the tested
structure. Of course, when assuming a complex
structure, the definition of the number and place-
ment of the sensors should be addressed carefully
to overcome issues related to the effect of
reflected waves on the damage index’s sensitivity.
 The guided wave signals used to excite the struc-
ture with specific central frequencies are also ear-
lier chosen.
 A dataset of time-series is measured and saved
in different structural scenarios and compared
with a healthy (reference) AR model. The fea-
tures sensitive to the damage are extracted from
one-step-ahead prediction errors. Other features
can also be used depending on the application.
 The classification among the structural state is
triggered through hypothesis tests, and ANOVA
is applied to cluster the initial damage states.
 The set of classified states in different structural
conditions are utilized to suggest a family of AR
models with the same order.
 A cubic spline polynomial is updated using the
set of AR coefficients to observe the changes
and to capture the effect caused by the damage.
It is challenging to determine an interpolation
polynomial because we do not know how the
damage can propagate and modify the coeffi-
cients of an AR model. The choice is by using a
cubic spline because it is smoother comparing
with the quadratic spline. This happens because
the quadratic spline has only continuous first
Figure 1. Proposed algorithm.
Please refer to the online version of the article to view the figure(s) in color.
derivatives, while the cubic spline also has a sec-
ond derivative. Thus, a cubic spline is satisfac-
tory to approximate more complex functions,
and it is our preference here.
 If the adjusted trend curve is well done, the fam-
ily of AR model in the reference and initial dam-
age conditions could be interpolated to observe
how the occurrence of damage changes the coef-
ficients of the AR models in the initial stages.
This evolution of damage is unknown a priori,
but with the set of models correctly interpolated
could be used to make a prevision of a future
model before the occurrence of a propagated
damage. Hence, a posteriori damage index can
be calculated using the extrapolated model to
observe the future state.
The following sections explain the damage feature
extraction, damage detection, and, mainly, the essential
contribution of this paper using the cubic splines to
estimate the effect of the simulated damage in the AR
models to validate the extrapolation step. Once the
extrapolated AR model is created, it is utilized to evalu-
ate a future state and confronting the effects with the
actual progression of the damage.
3. Feature extraction and damage
detection
Assuming a discrete time-series y(k) measured by a PZT
sensor in a healthy state, a normalization is conducted




s yð Þ ð1Þ
where ŷ(k) is the normalized signal, y is the mean and
s yð Þ is the standard deviation. For simplicity, hereafter,
y is used to denote ŷ. Now, a simple AR model can be
described by a compact difference equation (Ljung,
1998):
A(q)y(k)= eref (k) ð2Þ
where eref (k) is the one-step-ahead error prediction in a




i is the healthy AR polynomial1 with
the coefficients ai with a lag-order na, for example,
y(k)aiq
i = aiy(k  i), where qi is a lag operator and k
is the time sample. The order can be estimated using
the Akaike information criterion (AIC), and the poly-
nomial A(q) may be identified through a least-squares
or Yule-Walker approach, with codes fully available in
Matlab or Octave software. When a new normalized
data, x(k), in an unknown state is measured, one can
predict using the corresponding reference model:
A(q)x(k)= eunk(k) ð3Þ
where eunk(k) is the unknown error prediction to be clas-
sified in a healthy or damaged state. Various papers
have been using a simple damage-sensitive index DI
based on a comparison of the variance s2() of predic-





If DI belongs a Fdistribution2 there is no damage
and the unknown condition is associated to healthy
state (null hypothesis H0 is true). On the other hand, if
the structure presents a damaged state, the probability
distribution of the unknown error changes, and the
alternative hypothesis H1 is true (Kopsaftopoulos and
Fassois, 2010; Shiki et al., 2017).
A one-way ANOVA can also be used to test the
hypothesis that the samples in the running tests DI
belong to a population with the same means (null
hypothesis H0), that is, the systems are classified as
healthy state, against the alternative hypothesis H1 that
the population means are not all the same, that is, dam-
aged state (Gonsalez et al., 2015; Hogg, 1987). Tukey’s
multiple comparison test to decide whether the
ANOVA results are in one particular group with a
mean significantly different than another group is also
implemented. This enables us visible to distinguish the
clusters correlated with different damage sizes to be
possible to observe the number of clusters presented in
the structural states examined in a simple plot. For
more details about this procedure of classification, the
reader is encouraged to consult Gonsalez et al. (2015).
4. Extrapolation of AR coefficients using
cubic splines
After clustering using ANOVA,3 a new set of AR mod-
els for each initial damage recognized is estimated since
the reference model given by equation (2) is not any
more accurate. This initial damaged model is described
to predict the current state output xj(k) by:
A j(q)xj(k)= edj(k) ð5Þ
where A j(q)=
Pna
i= 0 Ajiqi is the AR polynomial
with coefficients Aji and edj (k) is the prediction error
(white noise) in the damaged state j= 1,    , nd classi-
fied by ANOVA, where nd is the number of initial dam-
aged states. An important simplifying assumption is
considered here: this classified initial damage is an early
stage and does not change abruptly comparing with refer-
ence (healthy state). Consequently, the same regressive
order na and framework (AR model) may be employed
and the change is smooth between the coefficients, that
is, A(q)’A j(q), once jai Ajij\d for all i and d is a
limit value to warrant this hypothesis. It is essential to
observe that the damage index given by equation (4) is
sensitive to the changes to detect damage, but the spe-
cific changes in the AR coefficients are not significant
when this structural variation is in the initial stages.
Paixão et al. (2020) demonstrated this question in two
features using prediction errors, and the variations of
the AR coefficients were to observe a significant change
in the coefficients, the sum of changes in all na para-
meters was used in the damage is in the initial stages.
Rearranging the coefficients of reference model A(q)
and damaged A j(q) as:
A=
a0 a1    ana
A10 A11    A1na
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where the first line of the matrix A 2 Rnd + 1 3 na is
formed by the reference coefficients and the next one
by the initial damage states, the last line in magenta is
the extrapolated coefficients. To enable performing
adequate extrapolations of the AR coefficients in the
reference and damaged conditions, the number of
states needs to be nd ø 3; otherwise, only linear extra-
polation is plausible. So, it was assumed nd = 3 struc-
tural states in damage clusters to permit to use cubic
splines.
Figure 2 shows the procedure to be used in each
coefficient of the AR models. Two steps are required to
perform the method. First, an interpolation is obtained
using the AR models’ coefficients in the healthy and
damage conditions classified previously. The key idea is
to capture by using fi(z) the influence of the damage
size increasing contained in structural states in the
health (H) and three damage conditions D1, D2, and
D3. After defining the interpolation function, extrapo-
lation can be proposed to extend the future coefficient
li associated with a future state, for example, in a dam-
aged state D4. Here is essential to observe that this can
be proposed to a short horizon of time respecting the
interval between the damage states identified in the
interpolation step. Hence, the effect of evolution should
be visible through DI to show a monotone change cor-
related with the severity. If a long horizon of extrapola-
tion is applied, for example, for a damaged state D5, a
significant error may be manifested because the inter-
polation function lacks sensibility to the damage’s pro-
gression. This occurs because the assumptions made
are broken, that is, the order and framework of the AR
model’s structure can change abruptly.
Piecewise polynomials can be used to extend each
polynomial coefficient of li associated with a future
state through if it is supposed monotone (Wolberg and
Alfy, 2002):
li(z)= fi(z)+ ji, i= 0, 1,    , na ð7Þ
where z is the defined intervals associated with the num-
ber of structural conditions4, fi(z) is a smoothing spline
estimate by minimizing a penalized criterion for each
coefficient in the AR model, and ji is an independent
random error. This function catches the variability of
the coefficients in the AR models between the transition
of healthy and damaged states in the interpolation steps
to permit to apply an extrapolation. Several software
packages implementing conventional interpolation and
extrapolation methods using cubic splines can be uti-
lized to determine this function using Python or Octave
codes, and here is used the Matlab code interp15. More
details to find the spline interpolation fi can be seen in
Wang (2011).
The critical issue here is to recognize that it is now
possible to have a future model to predict the data xj(k)
when j= nd + 1 represents a future state of data on the
same scale time captured in the scenario of the previous





i is the extrapolated AR
model in a future damage condition. The basic premise
is that the damage progression occurs as previously
captured by evolution in the columns of matrix A.
Thus, a new index and hypothesis tests can also be esti-
mated to evaluate the progression and the changes in
the distribution of the extrapolated prediction error
ej(k) and in the damage index DI . Alternatively, else,
the initial damage state can be defined as the new refer-
ence for monitoring this damage index to observe
evolution.
5. Experimental example
Figure 3 shows a carbon-epoxy laminated with layup
containing 10 plies unidirectionally oriented along 0
with four PZTs SMART Layers from Accelent
Technologies, with 6.35 mm in diameter and 0.25 mm
in thickness with a free-free boundary condition. PZT 1
is used as an actuator with a five-cycle tone burst input
signal applied with 35 V of amplitude and center
Figure 2. Extrapolation of AR coefficients.
Please refer to the online version of the article to view the figure(s) in
color.
frequency of 250 kHz. The outputs are collected in
PZT 2, PZT 3, and PZT 4 with a sampling rate of
5 MHz and timespan of 200 ms with all channels syn-
chronized measured. Data acquisition was controlled
by Labview using a NI USB 6353 from National
Instrument (NIDaq) and an oscilloscope DSO7034B
Keysight assuming a controlled temperature of 30C
with all tests conducted inside a thermal chamber from
Thermotron.
Figure 4 illustrates the output time-series measured
by PZTs in a healthy state normalized by equation (1).
An industrial adhesive putty was glued on the plate sur-
face to simulate gradual damage by an additional mass,
increasing the coverage area in the path between PZT 1
and PZT 2 progressively. This change modifies local
material properties with a similar effect on the
structural change associated with damage in compo-
sites structures, as exemplified by Lee et al. (2011). In
each structural state, 100 tests were repeated for an
adequate statistical characterization of the proposed
damage detection.
5.1. AR model identification
The AIC order selection with a focus of prediction indi-
cates that an order of na = 40 is sufficient to give an
adequate validation for all paths of propagation, as
seen in Figure 5 (Figueiredo et al., 2011). A raffle is
performed to sort within 100 realizations randomly the
signals in the PZT 2, PZT 3, and PZT 4 to be used as a
reference and a specific healthy model A(q) is identified
in each path using the least square method. This is
Figure 3. Illustration of the experimental setup with details about the geometry and instrumentation utilized.
Please refer to the online version of the article to view the figure(s) in color.
Figure 4. Healthy output time-series when PZT 1 acts as an
actuator with a central frequency of 250 kHz.
Please refer to the online version of the article to view the figure(s) in
color.
Figure 5. AIC order selection with focus in prediction - for
the path PZT 1-2.
Please refer to the online version of the article to view the figure(s) in
color.
executed to reduce computational processing time.
Other realizations were filtered using this reference
model by equation (2) to estimate the prediction error
in the healthy state.
Figure 6(a) shows the comparison between the mea-
sured versus predicted assuming one validation data.
The analysis of the autocorrelation function of resi-
duals also indicates that the prediction errors are white
noises, that is, the model has identified adequately, as
observed in the Figure 6(b).
5.2. Damage detection and classification
Once a reference model, named by H, is correctly iden-
tified, it is used to detect some possible structural
change. Only half of the measured data in the healthy
state is utilized, and the next 50 is applied to evaluate
the presence of false-positive using the hypothesis test.
A set of blind tests using three different structural
states associated with damage is performed, named by
D1, D2, and D3 with increasing damage severity asso-
ciated with the area covered by the industrial adhesive
given by 490 mm2 (0:19%), 707 mm2 (0:28%) and, 962
mm2 (0:38%), respectively, where the value between
parenthesis is the percentage of the ratio of the covered
area. Besides this knowledge about the covered area to
be known, this is not utilized to implement the method.
It is assumed that the damage increases between some
states when the damage indices DI indicate a change.
Each structural condition was also measured with
100 realizations in each path. It is worth noting that
the algorithm admits that all these data are assumed in
unknown condition to be classified initially in two
groups: healthy or damage. The prediction errors of
these unknown conditions are computed using
equation (3) and then the damage index DI is esti-
mated by each test using the equation (4). The
Lilliefors test is used to ensure that the variance of the
prediction errors s2() in healthy states has normal dis-
tributions, that is, the DI trends to have a F distribu-
tion in the reference condition (Shiki et al., 2017).
Figure 7(a) illustrates the index DI , where it is pos-
sible to observe, as presumed, that the sensor PZT 2 is
sensible to the presence of damage while other PZTs
the distinction between the different situations is not
possible. Figure 7(b) displays the evolution of the
indices with the increase of the damage using a box-
and-whisker plot, assuming known each damage state.
A superposition in the upper quartile of the indices
computed in the healthy state and the lowest quartile
(even the median value) of damage states are also
observed in PZT 3 and PZT 4. Figure 8 illustrates the
receiver operating characteristics (ROC) curve to detect
damage against reference condition considering all
PZTs sensors. The line (0,1) designates the correct clas-
sification achieved by PZT 2, which is the path where
the damage is located.
Additionally, the ANOVA procedure is computed to
classify if the means are different or not, combined with
Tukey multiple comparisons to see whereby statistically
significant the clusters are in a straightforward plot to
interpret. This step is performed to classify the number
of damage states measured. Figure 9 presents this plot
for PZT 2, where the circle is the mean value of the
cluster with a 95% confidence interval. Three groups,
nd = 3, are distinctly separated and correlated with
three possible structural states. After clustering, a new
set of AR models in each damage group for PZT 2 is
identified for monitoring the structural state and imple-
menting the extrapolation explained in the next section.
Figure 6. Healthy output predicted by healthy model AR(40) (a) comparison of Measured versus Predicted, and (b) Whitenesse
test criteria.
Please refer to the online version of the article to view the figure(s) in color.
Other PZTs are not used here to identify new models
because no variations are observed, permitting the iden-
tification of a new polynomial A j(q) in equation (5), as
confirmed in Figure 7.
5.3. Prevision of future AR damaged model
Three damaged models are estimated using one of the
conditions presents in the clusters in Figure 9 after
detecting and clustering. Combined with the reference
model, a matrix given by equation (6) is formed with
nd = 3 and na = 40 to help the extrapolation to a fur-
ther coefficient li. A cubic spline polynomial created
with the data in matrix A permits to estimate an
extrapolated model L(q) to use equation (8) to predict
future states.
More eight future damage conditions are simulated
by increasing the covered area to prove the benefits of
the extrapolated model. Each one of these structural
conditions is over measured 100 times. These damages
are named by D4 to D11 with area covered by 1256
mm2 (0:5 %), 1963 mm2 (0:785%), 2375 mm2 (0.950%),
2827 mm2 (1:13%), 3848 mm2 (1:53%), 5026 mm2
(2:01%), 5674 mm2 (2:27%), and 6361 mm2 (2:54%),
respectively. All these conditions are assumed not
known previously in the procedure. First, the damage
D4 with a surface area covered of 0:5% is used to pre-
dict the future state before the occurrence of the future
Figure 8. Receiver operating characteristics (ROC) curve: 
PZT 2, o PZT 3, and  is PZT 4.
Please refer to the online version of the article to view the figure(s) in
color.
Figure 9. Classification of the clusters of different damage’
states using ANOVA of DI . 3 groups (in red) have means
significantly different from healthy H.
Please refer to the online version of the article to view the figure(s) in
color.
Figure 7. Damage index DI : (a) damage index DI : Healthy – training data (o), Healthy – test data() and Damaged (o).  is the
threshold line assuming a significance level of 5%, (b) box plots to observe the median, quartiles and outliers in the index distribution.
(a) DI . (b) Boxplot of DI .
Please refer to the online version of the article to view the figure(s) in color.
damage. Figure 10 demonstrates a schematic with the
steps to propose the computation of the indices DI
using the extrapolated model in the condition D4.
The central idea is to use the coefficients in the
matrix from equation (6) with the reference and D1 to
D3 as initial damage condition to compute the coeffi-
cients for the equation (8) by extrapolating by a cubic
spline to reach to condition D4. Figure 11(a) presents
the comparison between the measured and predicted by
the extrapolated model in damage condition D4. Figure
11(b) shows the residual analysis by the autocorrelation
function to confirm an adequate prediction. Again it is
essential to observe that these predict AR model is iden-
tified without the measured signal and obtained by the
previous damaged models by extrapolation to an addi-
tional coefficient. The extrapolated model demon-
strated adequate performance to predict the future state
compared with the actual measured when this damage
D4 happened.
When the damage condition is measured, a model can
be identified, and one can compare the DI obtained by
model identified by extrapolation and with the signals
measured when the damage happens, assuming the new
reference as D4. With the reference model and damaged
models in conditions D1 to D3 is possible to predict the
measures signals from condition D4, as shown in Figure
10. Here is assumed D4 as a new reference to compute
the damage index DI because the model of the structure
is constructed based on the previous state to observe the
trend in the index when the damage progresses. Thus, the
index is calculated based on the prediction error estimated
by the extrapolated model comparing with the actual
measurement when the damage has grown once the last
states occurred, and a previous warning was already done.
Figure 10. Prediction of damage index DI using the extrapolated model.
Please refer to the online version of the article to view the figure(s) in color.
(a) (b)
Figure 11. Output predicted by the extrapolated model AR(40) for damage condition D4: (a) measured vs    predicted,
(b) whiteness test criteria.
Please refer to the online version of the article to view the figure(s) in color.
Thus, the current condition D4 is used as a reference. The
procedure is performed for all the other damage situations
based on the previous damaged models to observe the
trend of the DI computed using the extrapolated infor-
mation to get the structural condition D4.
The box-plot is also presented in Figure 12(a) for the
other damage conditions to observe its relationship
associating the actual data measured and extrapolated.
It is possible to observe a similarity, where the DI using
the prediction errors filtered by extrapolated model pre-
sents a more significant dispersion, but inside the limit
assumed reliable for to observe the current state in an
adequate classification. Figure 12(b) illustrates the pre-
dictions obtained by the filtered model using the actual
data measured when the damage happens and the extra-
polated model in each situation from damage D4 to
D11, or else, from condition test 400 to 1200 (100 tests
in each structural change). A more significant disper-
sion is found to a broad horizon when the damage (sur-
face area covered by the adhesive) is supposed severe,
and the model is not validated for this situation. This
choice here of the validated horizon of prediction is cor-
related with the severity of the damage, once the extra-
polation is done, considering it does not modify the AR
model’s framework and order. When the severity is
higher, the order of the model and the regressors’ struc-
ture is not extended certified.
Additionally, it is fundamental to observe that
usually, when damage is alerted in a monitored sys-
tem, a repair or visual inspection can be performed
to evaluate the structural safety. Thus, assuming a
short horizon with initial damage, this extrapolated
model has a nice feature almost equal to an actual
model identified when the damage increases and
helps make decisions. Figure 13 shows the ROC
curve comparing the similar performance between
the extrapolated and the actual model identified
when the damage occurred to detect all future dam-
age conditions from D4 to D11. The extrapolated
model in structural state D4 also allows dividing the
clusters associated with the other damages using
ANOVA, as seen in Figure 14. Thus, when new data
are measured, the algorithm can correctly distin-
guish the states using the extrapolated model, even
with dispersion in the damage index in the future
condition as observed in Figure 12(b).
6. Discussion
A set of models is associated with parameters that pre-
dict future states or conditions before the occurrence to
anticipate some decision or repair. Of course, the basic
premise is that the evolution of the initial damage is
not abrupt, and it has not happened at different points
to assure the same regression order in the set of AR
models.
Figure 12 demonstrates that the damage index DI
computed is a monotone function to ensure adequate
interpolation in the AR coefficients in the path where
the damage is located. It is worth observing that the DI
computed is also quasi-linear. Investigations regarding
some limitations are necessary because, in a real-world
scenario, the behavior of a damage evolution may be
more complicated than the structural change simulated
in the present paper. However, this does not invalidate
the results and applicability of the proposed strategy, as
presented in the results.
To identify other complex damage conditions could
be necessary to use other input signals, for example,
random input, and with different temperatures and
operational conditions can also be required to be able
to conduct tests with a focus on simulation and not the
Figure 12. Damage index DI for PZT 2: (a) box plots of the damage index DI in extrapolated condition D4 to observe the
median, quartiles and outliers in the index distribution assuming the extrapolated model and damaged model. (b) o actual damage
D4 represents the new reference,  extrapolated damaged D4 (extrapolated new reference),  extrapolated damage, and actual
Damaged (o) is the condition when the damage increases its size.
(a) Boxplot of DI . (b) DI .
Please refer to the online version of the article to view the figure(s) in color.
only prediction as performed in this paper. Other mod-
els can also be employed, in particular, Gaussian
Process (GP) combined with NARX models because of
the ability of these models to predict with band confi-
dence and admit a priori probability identified to extra-
polate a future state. GP-NARX models could also
treat the possible nonlinear mechanisms of damage and
interactions between guided waves. A combination
with numerical simulation using finite element models is
further beneficial to correlate more intense and compli-
cated damage progression with an extrapolated data-
driven model, and some studies are started in this direc-
tion. The smoothness of the damage index extracted
allowed us to use a cubic spline. If the damage mechan-
ism presents some singularity, a piecewise of more com-
plex as an interpolation technique could be required. In
this case, Gaussian process regression is also feasibility to
be used to interpolate the model parameters, as recently
discussed by Amer and Kopsaftopoulos (2019), to quan-
tify the extension of damage.
7. Conclusion
This paper demonstrated that multiple AR identified
models in the healthy and in the initial damaged condi-
tions could help perform interpolation in the coeffi-
cients assuming that the progress of the damage
occurred similarly in the identical form for all growth
in a given path. This kind of technique, combined with
an approach for extrapolating, seeking to reach high
levels of SHM’s hierarchy, may provide a significant
physical insight if we compare the trend curves com-
puted by damage-sensitive index with some machine
learning approach.
The extrapolated model estimated by the previous
AR models demonstrated to be appropriately corre-
lated with the actual state and well correlated with the
severity that, in this case, was the covered area for the
adhesive with a quasi-linear behavior. The extrapolated
models demonstrate an adequate performance com-
pared with the actual with similar behavior to allow us
to calculate a damage-sensitive index before the
simulated structural change. After that, the severity of
the damage is propagated, an alert trigger. This dam-
age index computed by the extrapolated model can
help the user observe how the damage can evolve and
simulated by a simple prediction black-box model of
extrapolation.
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Notes
1. Usually the coefficients ai are normalized such that
a0 = 1.
2. That is, eunk and eref belong to the normal distribution.
3. Different classifiers can provide adequate results; the
requirement here is to have the initial damage well classi-
fied to estimate a model for extrapolating.
Figure 13. Receiver operating characteristics (ROC) curve: 
Extrapolated, and o Actual.
Figure 14. Classification of the clusters of different damage’
states using ANOVA of DI assuming extrapolated model. 7
groups (in red) have means significantly different from healthy H.
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