Some aspects of transition induced by freestream turbulence can be understood in terms of the continuous spectrum of the Orr-Sommerfeld and Squire equations. Instead of discrete mode (Tollmien-Schlichting wave) precursors, transition can be studied, starting from continuous mode precursors. An examination of mode shapes leads to a theory of how freestream disturbances penetrate the boundary layer and, ultimately, provoke transition. Basically, low-frequency modes penetrate the boundary layer, while high frequencies are expelled -a result referred to as shear sheltering. Low frequency penetration can be characterized by a 'coupling coefficient'. This only describes the initial route into the boundary layer. Transition subsequently involves an interaction between low and high frequency modes, to produce breakdown near the top of the boundary layer.
The process by which freestream, vortical disturbances induce transition to turbulence in an underlying boundary layer, without the intervention of instability waves, is an instance of what has been called 'bypass transition' (Morkovin, 1969) . That terminology is all-encompassing; it is defined by what does not occur: Tollmien-Schlichting waves are bypassed. Laboratory experiments and DNS have shed considerable light on what does occur. Our starting point is the shapes of Orr-Sommerfeld, continuous spectrum modes and the notion of shear sheltering. The title of this article is borrowed from the former. A number of aspects of bypass transition can be understood in terms of properties of the continuous spectrum. Computer simulations can be initialized with continuous spectrum modes. Hence, the title Continuous Mode Transition properly cites the perspective developed herein.
The continuous spectrum and shear sheltering
Rapid distortion theory (RDT) shows how the energy of a sheared, broad band disturbance grows linearly in time. Moffatt (1967) showed that at long times, Deissler's (1961) solution for inviscid, homogeneous shear flow approaches u 2 ∝ t. A succinct physical explanation was provided by Phillips (1969) : algebraic growth occurs in consequence of displacement of mean momentum. Momentum is not conserved by fluid elements due to acceleration by pressure gradients. However, Moffatt (1967) found that disturbances with k x → 0 dominate at large times. For these components, the x-pressure gradient is small. Hence, momentum is approximately conserved. Such perturbations can continue to grow in consequence of persistent displacement. If the mean velocity is in the u-direction, lift-up of a fluid element, conserving its momentum, produces a negative u-component in the perturbation field. This is quite similar to the Prandtl, mixing length argument.
In a homogeneous mean shear, the RDT equations for the temporal evolution of a Fourier component are d tû1 = Sû 2 (2e 2 1 − 1) d tû2 = 2Sû 2 e 1 e 2 d tû3 = 2Sû 2 e 1 e 3 .
( 1) in which e i = κ i /|κ| with κ 2 = k 2 − Stk 1 , κ 1 = k 1 , κ 3 = k 3 .
where k is the Fourier wavenumber vector. S is the rate of shear, dU/dy. u is the Fourier transformed velocity vector. t is time.
The mechanism of streak formation is quite simple: for components with k 1 ≈ 0,û 2 =û 0 2 and d tû1 = Sû 0 2 according to (1). This equation forû 1 simply equates its evolution to vertical displacement of mean momentum by the u 2 -component of velocity. For these low wavenumber components, growth of u 2 1 is simply due to displacement of mean momentum by crossstream velocity fluctuations; the pressure gradient is negligible. In the large St limit, the full Deissler-Moffatt analysis gives u 2 → u 2 0 St log 8 for sheared, initially isotropic turbulence.
Through this reasoning, and the RDT analysis, it is seen that the amplifying portion of the broadband disturbance is elongated in the x-direction, and also that the u velocity predominates: in short, the disturbance is like a jet in the perturbation field. These perturbation jets are commonly seen in sheared broadband disturbances -often cited as 'streaks'. Of course, in linear theory the displacement of fluid elements is infinitesimal. Computer simulations, surveyed in the next section, provide a fully nonlinear picture of how the lift-up evolves.
Amplification of broad-band disturbances by shear suggests a mechanism by which freestream turbulence can have a disproportionate effect on an underlying boundary layer: it induces a perturbation in the shear layer, which then grows in accord with the RDT mechanism. Some time ago (see Hunt, 1977) we performed a rapid distortion analysis of this problem, and came to a disconcerting conclusion. The configuration was a piecewise linear velocity profile, U = 1 in the freestream, y > 0, and U = y in the shear layer, y < 0. The solution consisted of two parts. The particular solution, which was forced by the freestream turbulence, vanished inside the shear layer -it did not produce an amplifying, broadband disturbance. An eigensolution could be added to this, which corresponded to vorticity waves on the interface. The vorticity waves did induce a disturbance in the shear layer, that amplified in time, approaching linear growth asymptotically. However, the initial amplitude of the eigensolution was arbitrary, not obviously connected with the freestream turbulence.
The first part of the analysis is simply a solution to the Rayleigh stability equation. For a piecewise linear profile Rayleigh's equation reduces to
Thus
If the disturbance is initially confined to the freestream, the right side vanishes in the shear layer. The other part of the, classical, analysis of disturbances on piecewise a linear shear is the matching condition. Both displacement and pressure must be continuous at y = 0. Continuity of pressure applied to the x-momentum equation gives
where S = dU/dy is the linear shear and v − is velocity on the lower side of the interface, lim y↑0 v. The brackets in [u] denote jump across y = 0; hence [u] measures the strength of a vortex sheet at the interface. In the absence of a vortex sheet the matching condition is v − = 0: the freestream vorticity does not induce a vertical velocity in the shear layer; the sheared region can only be perturbed by the velocity induced by a vortex sheet at the interface. Thus, the RDT solution for this configuration was written as a sum of the particular solution to equation (3), plus a vortex sheet.
The particular solution has v ≡ 0 for y < 0. The other components of velocity also vanish in the shear layer. For instance, if F ∝ e i(kx+ly+mz) the particular solution is proportional to
for y > 0 and vanishes for y ≤ 0.
The vortex sheet is a homogeneous solution to (3). It can be added to the particular solution, with an arbitrary amplitude, independent of the freestream, vortical perturbation. It has a discontinuous derivative at y = 0: for instance, it can be proportional to
The corresponding u component is discontinuous, representing a vorticity wave on the interface. Let us ignore this homogeneous solution, since it is not directly connected with the freestream turbulence. We are left with no perturbation in the shear layer; the solution is as if an inviscid wall were inserted at y = 0.
Although the analysis alluded to was done some time ago, in connection with rapid distortion theory, it was resurrected as an embodiment of the phenomenon of shear sheltering in . They proposed that in some circumstances, freestream disturbances are unable to perturb the boundary layer. One might also attribute this to the absence of pressure fluctuations when a vortical disturbance is convected at a uniform speed. It derives from a linear, inviscid analysis of a piecewise linear flow: is it anomalous? Or can shear sheltering be derived from a more realistic model?
In fact, the phenomena has been known since Grosch & Salwen (1978) . Mode shapes of the continuous spectrum of the Orr-Sommerfeld equation illustrate shear sheltering. Figure 1 shows mode shapes obtained by solving the Orr-Sommerfeld and Squire equations. When frequencies and wavelengths are order one, the eigenfunctions become very small inside the boundary layer. The horizontal line indicates the 99% thickness. The shear is quite mild at that height. The shear increases below δ 99 , and the modal amplitude falls rapidly; it is nearly zero in the lower part of the boundary layer. Hence, shear sheltering is seen with finite viscosity, and a smooth, Blasius profile; it is not an artifice of the piecewise linear profile. The continuous spectrum is analogous to the particular solution of equation (3).
In that sense, the continuous spectrum might be regarded as a forced solution, instead of as a set of eigenfunctions. However, from the perspective of completeness, the general solution to an initial/boundary value problem will contain the continuous spectrum. The numerical method that Grosch & Salwen (1978) used to compute mode shapes is effective for moderate and high frequencies, but it fails for lower frequencies. Jacobs & Durbin (1998) developed an alternative algorithm that is able to compute all frequencies. They recovered the shapes seen by Grosch & Salwen (1978) at high frequencies, but they found that low frequency modes can penetrate the boundary layer. Thus, shear sheltering becomes shear filtering. High frequency modes are prohibited from the boundary layer, but low frequencies are admitted.
In figure 2 mode shapes are plotted for two low frequencies. The lowest, ω = π/100, penetrates to the wall. Frequency is non-dimensionalized by boundary layer thickness and freestream velocity.
It is noted in Zaki & Durbin (2005) that modes also penetrate when k y is large and when the Reynolds number is small. By Squire's transformation, the latter includes highly oblique modes. These cases of penetration are not interesting because they are disturbances that decay rapidly. The nondimensional dispersion relation for temporal Orr-Sommerfeld continuous spectrum modes is
The imaginary part is the decay rate. Modes with large k y or low R have high decay rate.
The spatial dispersion relation is
The only penetrating modes of interest are those with low frequency and high Reynolds number. If R is large, the spatial dispersion relation is approximately
The first indicates that the mode propagates with the freestream speed, which is normalized to unity. The second indicates the rapid decay of short wave lengths in y or z.
The full three-dimensional eigensolution consists of an Orr-Sommerfeld mode for the vertical velocity and a Squire mode for the vertical vorticity. The linear equations are (Schmid & Henningson, 2001 )
with
where ∆ is the Laplacian operator, and ∆ −1 is its formal inverse. The second of equations (6) is Squire's equation. The Orr-Sommerfeld eigenfunction provides forcing on its right hand side. With the right side equated to zero, the equation becomes the Squire's eigenvalue problem. The dispersion relation for the continuous spectrum is (4) for either Squire or Orr-Sommerfeld modes. Hence, the forcing on the right side of the Squire equation (6) is exactly resonant. Klebanoff (1971) observed characteristic, low frequency disturbances in the laminar boundary layer, perturbed by grid turbulence. They consisted of streamwise elongated motions, dominated by the u-component of fluctuating velocity: that is, they are jets in the perturbation field. Klebanoff used the term 'breathing mode' to identify his observations. This name was suggested by the idea that they were associated with thickening and thinning of the boundary layer. The notion that the perturbation field could be characterized by oscillations of the boundary layer thickness had been suggested in earlier work by Bradshaw (1965 , see Goldstein & Wundrow, 1998 . This simple idea predicts that the r.m.s. velocity fluctuation is proportional to y∂ y U . It is in excellent agreement with measured profiles of
Numerous alternative perspectives on 'breathing modes' have been developed. That they are streamwise elongated disturbances, with the ucomponent being dominant is in accord with the Deissler-Moffatt rapid distortion analysis. When the disturbance consists of broadband freestream turbulence, linear growth is observed, analogous to Moffatt's large time RDT result. The prolonged lift-up which produces algebraic growth is similar to the notion of boundary-layer thickness oscillations. Certain aspects of the theory of optimal disturbances are also consistent with properties of these 'modes': see Schmid & Henningson (2001) .
A further perspective, which draws a link to the present notions of mode penetration, is that breathing modes can be expanded as a superposition of Squire modes. The forcing on the right side of equation (6) generates the Squire modes, and hence is a route for freestream turbulence to enter the shear layer. The algebraic growth can be attributed to the exact resonance between Squire and Orr-Sommerfeld modes. Zaki & Durbin (2005) invoke that perspective in order to characterize modal penetration. It is measured in proportion to the resonant forcing term. In particular, the inner product of the right side of (6) with the adjoint eigenfunction of Squire's equation gives the amplitude of the resonant forcing. The tendency to generate low frequency disturbances is inversely related to the modal decay rate; alternatively, the integrated effect of the forcing is proportional to 1/ω i . Thus, the coupling coefficient, Θ, proposed in Zaki & Durbin (2005) is
This is used only to characterize continuous spectrum modes. The factor of U ′ causes Θ to increase as modes penetrate more deeply into the boundary layer. The factor of k z shows that only three-dimensional modes will generate perturbation jets. The factor of 1/ω i is included so that rapidly decaying modes are characterized as weakly coupled to boundary layer disturbances.
Indeed, there is a good deal of linear theory that is consistent with Klebanoff's observations. But the relation between the long, jet-like disturbances to the laminar boundary layer and subsequent transition to turbulence has little theory to explain it. What has been provided in the literature is largely speculations about the next step in the process. They all involve an inflectional instability of the perturbation jets, in one way or another. Rayleigh's inflection point theorem is invoked to suggest that inflections in either the vertical or horizontal profiles of U will lead to instability. One way or another, such instabilities are expected to be precursors to the break down into turbulence. Recent computer simulations by our group and others have provided a detailed, empirical picture. While transition is seen to originate in an inflectional instability, the mechanism differs from all these speculations. The next stage is not an instability of the perturbation jets.
Computer simulations
Linear theory provides a theoretical framework. The Orr-Sommerfeld modes that precede orderly transition become replaced by continuous spectrum modes. Thus we have a starting point for studies of bypass transition. That is the motive for our title 'Continuous mode transition'. Basic studies via direct numerical simulations can be conducted by prescribing one, two or a few modes at the inlet. Grid turbulence can be modeled by a broad band spectrum of modes. In the freestream the continuous modes are sinusoidal. A Fourier representation of homogeneous, isotropic turbulence defines the modal amplitudes and phases for grid turbulence simulations. In each case, linear theory is invoked only when specifying the inlet boundary condition. Inside the domain the full Navier-Stokes equations are computed.
Simulations with a single mode at the inlet produce an evolution that agrees with linear theory. The perturbation decays by viscous action. This serves as a code validation (Jacobs & Durbin, 2000) , and is illustrated by figure 3.
Two modes at the inlet interact within the computational domain. If both are of high frequency -more correctly, are non-penetrating -they also decay, with little effect on the boundary layer. The case of two, twodimensional modes is illustrated by figure 4. One penetrating and one non-penetrating mode are chosen. They superpose in the freestream. In the boundary layer, only the lower frequency mode is seen. This illustrates filtering by the shear. Vertical vorticity, or Squire modes in linear theory, are not present because these are two-dimensional disturbances. Figure 5 is a plan view of a boundary layer perturbed by two penetrating, three dimensional modes. Now there is a Squire equation forcing term. Contours of u show that elongated disturbances are produced. They can be described as jets in the perturbation field: u contours, elongated in the x direction -hence jets.
The behavior of two low frequency modes is still innocuous. They generate boundary layer disturbances, but by the end of the domain they have decayed. But a simulation with one penetrating and one non-penetrating mode tells a different story. Now, in figure 6 , transition occurs near the end of the domain. The penetrating mode generates perturbation jets, which seem to start decaying, but suddenly a patch of turbulence appears in the middle of the domain. This is a turbulent spot. It does not look like a classic, Emmons spot. Computer simulations and experiments with freestream turbulence, consistently show that the patches of turbulence in the transitional region do not look like classic spots. Those are produced by forcing within the boundary layer; forcing by freestream disturbances has a different signature. Nevertheless, the term 'turbulent spot' is still used.
Below the contours, in figure 7 , the skin friction shows the transition from a smooth, long wavelength variation, to a more erratic x-dependence. With just two modes at the inlet, the flow is able to transition. The sudden appearance of a turbulent spot is characteristic of bypass transition. No evidence of instability is seen in this figure prior to the formation of the spot. The apparent waviness just upstream of the spot is simply a consequence of contour plotting the disturbed field. An instability would show a wavelength comparable to the size of the spot. That instability can be discovered, as will be shown later, but it is not apparent here.
First we present figures from the simulation by Jacobs & Durbin (2000) of transition induced by freestream grid turbulence. Again, the inflow is disturbed by a superposition of continuous spectrum modes, but now a large number of three-dimensional modes are summed, with amplitudes and phases selected in accord with an isotropic turbulent spectrum.
Three plan views in figure 8 show the freestream turbulence, the turbulence at the top of the boundary layer, and the perturbation within the shear layer. The uppermost view shows the decaying freestream turbulence. The lowermost is not at all reminiscent of the freestream. Due to the shear filtering, only low frequency disturbances enter the boundary layer. They grow by displacement of the mean momentum, producing long jets in the perturbation field. It is quite remarkable that grid turbulence, looking like the upper most panel, produces a disturbance deep in the boundary layer that looks like the lower most panel.
In the midst of the jets, a turbulent spot appears. Again, it seems to The v component of velocity is contoured in figure 9 . Streaks are not seen in the laminar boundary layer. That is because they are jets, seen in the u velocity, but not apparent in v. The patch of turbulence appears even more abruptly now; the lack of an instability prior to its emergence is even more obvious.
In figure 10 plots of u versus x at an instant of the DNS are compared to traces of u versus time obtained by Matsubara with a hot wire. The contrast between freestream and boundary layer is much the same in experiment and simulation. In the freestream, the signal consists of low amplitute, high frequency noise. Inside the boundary layer this becomes larger amplitude, low frequency unsteadiness. These and other quantitative and qualitative comparisons between DNS and experiment, made by Wu et al (1999) and by Jacobs & Durbin (2000) , provide a strong case that the simulations produce the same phenomenology as seen in laboratory experiments. (2000) and versus t from the experiments of Matsubara (1990) .
The perplexing question of what leads to the apparently spontaneous appearance of a turbulent spot is answered by examining the DNS flow field in three dimensions. The plan view is a two-dimensional section. The absence of an instability preceding the appearance of the spot is a misleading consequence of this perspective. Some of the detective work involved in uncovering the origins of breakdown is described in Wu et al (1999) . A primary factor is the ability to re-start the DNS at a time before the spot emerges. Then data sets are generated at the right times and places to see the spot precursors.
In short, it is discovered that the disturbance seen near the surface as a turbulent spot had its origins at a higher elevation, near the top of the boundary layer. Figure 11 is from the two mode simulation of figure 6. Vertical sections are shown, through spanwise locations where the spot was seen to emerge. An instability of Kelvin-Helmoltz appearance is seen to begin at the left side of the top figure. The line across the figure shows the 99% boundary layer thickness. A cat's eye pattern is seen in the velocity contours just near that height. The lower views are this instability at later times. At the latest time breakdown has filled the boundary layer. Then a turbulent spot would be detected in plan views near the wall.
This same process of instability near the top of the boundary layer was seen in the simulations by Jacobs & Durbin (2000) with freestream grid turbulence and by Wu et al (1999) with the phase average removed. This is the fluctuation field produced by wakes swept across the inlet. With time, the wakes translate from left to right. The boundary layer transitions shortly in back of the wake.
Because the freestream disturbance is intermittent, very long streaks are not seen in the initial, laminar boundary layer. However, elongated velocity contours are seen; so perturbation jets again are found, though not so very long as beneath freestream turbulence. The velocity contours in figure 14 are representative of those seen prior to wake induced transition. Laboratory visualizations from Zhong et al (1998) show the same features observed in DNS. Elongated u-contours occur in the region behind the wake. Time histories of the three patches seen in this figure show that the upper two patches develop into turbulent spots, the lower most decays. Hence, these are not necessarily precursors to transition.
The instability induced by incident wakes is shown in 13. The solid contours show negative fluctuating velocity. Here, and in the other simulations, the instability originates near the top of the boundary layer, on a negative perturbation jet. The jet is produced by lift-up of the mean momentumas in the linear rapid distortion theory. Non-linearity primarily implies that negative perturbation jets will be seen high in the boundary layers, while positive jets occur close to the wall. That is, lift up of low speed fluid creates a negative perturbation. As explained by Phillips (1969) , streamwise elongated disturbances are subject to prolonged lift-up, without a counteracting pressure. Hence, jet-like features become pronounced near the top of the boundary layer. The non-linear phase of lift-up precedes instability and breakdown. That is why speculations that have appeared in the literature about instability of the perturbation jets have been incorrect. They are based on the jets that are first seen near the wall. At that stage, we do not observe instabilities; rather the negative jets are seen to remain coherent as they lift away from the wall. In the upper part of the boundary layer, they are perturbed by the higher frequency, freestream turbulence. That triggers a localized instability. The subsequent breakdown appears as a turbulent spot. That process has been seen in simulations of transition Velocity vectors in figure 15 provide another view of the breakdown. This is the case of period, passing wakes. The cross section was selected to correspond to the center of a turbulent spot that was observed in plan view sections. Three instants leading up to the appearance of a turbulent spot are shown: at first, a jet is seen to form away from the wall; then an oscillatory instability is triggered on the jet; the instability grows and breaks down into a local patch of turbulence. These views are from the simulation by Wu et al (1999) .
Vectors of the perturbation field are plotted in a plan view section in figure  16 . This is from the simulation by Jacobs & Durbin (2000) of transition beneath freestream turbulence. It shows the long, backward jets. Figure 16 is associated with perturbations having small k x ; hence, they generate the jets seen in this figure.
In this chapter, our own computer simulations have been reviewed. A theoretical framework that motivated the work, and which has been invoked to explain the very early stages has been cited. A number of questions can be asked. Would a leading edge play a role in the initial coupling? Evidence from simulations of geometries that have a leading edge suggest not -perhaps, unless it is very blunt compared to the incident turbulence. Can the later stages be analyzed, beyond suggesting that they start from instability of the lifted jets? Aside from the inflectional instability, the coupling to higher frequency, freestream disturbances must be an element of any such analysis. In light of the other contributions to the volume, is there any prospect for controlling continuous mode transition? It might involve preventing the perturbation jets from lifting from the wall, or contouring the velocity profile to reduce coupling to the higher frequency perturbations. The prospect for micro-control of the disturbances is not promising.
