Difference frequency generation in topological semimetals by de Juan, Fernando et al.
Difference frequency generation in topological semimetals
F. de Juan,1, 2 Y. Zhang,3 T. Morimoto,4 Y. Sun,5 Joel E. Moore,6 and A. G. Grushin7
1Donostia International Physics Center, P. Manuel de Lardizabal 4, 20018 Donostia-San Sebastian, Spain
2IKERBASQUE, Basque Foundation for Science, Maria Diaz de Haro 3, 48013 Bilbao, Spain
3Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
4Department of Applied Physics, The University of Tokyo, Tokyo, 113-8656, Japan
5Max Planck Institute for Chemical Physics of Solids, 01187 Dresden, Germany
6Department of Physics, University of California, Berkeley, CA 94720, USA
7Institut Nee´l, CNRS and Universite´ Grenoble Alpes, Grenoble, France
(Dated: July 8, 2019)
When two lasers are applied to a non-centrosymmetric material, light can be generated at the
difference of the incoming frequencies ∆ω, a phenomenon known as difference frequency generation
(DFG), well characterized in semiconductors. In this work, we derive a general expression for DFG
in metals, which we use to show that the DFG in chiral topological semimetals under circular
polarized light is quantized in units of e3/h2 and independent of material parameters, including the
scattering time τ , when ∆ω  τ−1. In this regime, DFG provides a simpler alternative to measure a
quantized response in metals compared to previous proposals based on single frequency experiments.
Our general derivation unmasks, in addition, a free-carrier contribution to the circular DFG beyond
the semiclassical one. This contribution can be written as a Fermi surface integral, features strong
frequency dependence, and oscillates with a pi/2 shift with respect to the quantized contribution.
We make predictions for the circular DFG of chiral and non-chiral materials using generic effective
models, and ab-initio calculations for TaAs and RhSi. Our work provides a complete picture of the
DFG in the length gauge approach, in the clean, non-interacting limit, and highlights a plausible
experiment to measure topologically quantizated photocurrents in metals.
One of the most striking predictions that follow from
the protected point-like band crossings in topological
semimetals is the first quantized observable defined for
a metal. It is a circular photocurrent that grows in time
at a universal rate given by fundamental constants only
in chiral topological semimetals [1, 2], which lack mirror
symmetries [3–5]. This steadily growing current, known
as injection current, originates from resonant, interband
transitions and is proportional to the intensity of light.
Its universal rate of growth, given by the trace of the
circular photogalvanic tensor βab, cannot be directly ex-
tracted from a steady-state experiment because at times
longer than the scattering time t  τ , the current satu-
rates to a τ -dependent value, which makes the measure-
ment of the quantized response challenging.
To measure the intrinsic quantized current rate it is
rather desirable to use time-dependent electric fields in
the form of light pulses of duration shorter than τ , and
measure the emitted THz fields. However, typical exper-
iments are performed in the opposite regime [6–8], where
assumptions on the nature of scattering are required to
extract the injection current [9].
In this work, we propose an alternative to access the
quantized current rate, which is to measure difference
frequency generation (DFG), where two monochromatic
light beams of frequencies ω±∆ω/2 produce a slowly os-
cillating current of frequency ∆ω. In the limit ∆ω  ω,
DFG is formally equivalent to a photogalvanic effect, but
if in addition we demand that ∆ω  τ−1, the response is
intrinsic and τ independent, exposing the universal quan-
tum.
To show this, we calculate the circular DFG response
for all metals in the regime ω  ∆ω  τ−1, using the
length gauge formalism [10–14]. We find that the inter-
band contribution to circular DFG oscillates exactly out
of phase with respect to the incoming light, and is given
by the intrinsic injection rate βab, becoming topologically
quantized and independent of material parameters in chi-
ral topological metals. In addition, we find that there is
a free-carrier contribution to circular DFG [15] for any
metal which oscillates in phase with the incoming light
and displays strong ω dependence due to an extra term
beyond the semiclassical Berry-dipole [16]. Due to this
additional term, which reduces to a universal function for
linear band crossings at time-reversal invariant momenta,
the total circular DFG in metals can have any phase
shift compared to the incoming light. We present pre-
dictions for both interband and free-carrier contributions
to the circular DFG using several models for topological
semimetals as well as ab-initio calculations. Finally, we
briefly discuss the subtleties of the free-carrier DC pho-
tocurrents in the opposite limit ∆ω  τ−1 [17, 18]. Our
work contributes to elucidate how topological proper-
ties, responsible for unusual non-linear effects in topolog-
ical semimetals [19–28], determine non-monochromatic
responses.
Difference frequency generation in metals - DFG is the
current response obtained when shining two monochro-
matic beams Eai (t) = Re[Eai e−iωit] with i = 1, 2 with
average frequency ω = (ω1 + ω2)/2 and difference ∆ω =
ω1−ω2. For concreteness we consider equal polarizations
Ea1 = E
a
2 = E
a, and assume time-reversal symmetry
ar
X
iv
:1
90
7.
02
53
7v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
4 J
ul 
20
19
2throughout the manuscript (we consider the general case
in the Supplemental Material [29]) . In the mentioned
regime ω  ∆ω  τ−1, the generated DFG current can
be expanded in perturbation theory in ∆ω/ω as
Ja(t) =4
[
sin(∆ωt)
∆ω
βab(ω) + cos(∆ωt) γab(ω)
]
[ ~E × ~E∗]b
+ 2 cos(∆ωt) σabc(ω)(EbEc∗ + EcEb∗), (1)
Defining γab = γab1 +γ
ab
2 , the explicit expressions for these
tensors are
βab(ω) =
ipiC
4
∫
k
∑
n>m
fnm∆
a
mnIm[r
d
nmr
c
mn]
bcdδ(ωmn − ω)
(2)
σabc(ω) =
piC
2
∫
k
∑
n>m
fnmIm[r
b
mnr
c
nm;a]δ(ωmn − ω) (3)
γab1 (ω) =
iC
2
∫
k
∑
n>m
ωfnm,a
ω2nm − ω2
Im[bcdrdnmr
c
mn] (4)
γab2 (ω) = −
iC
2ω
∫
k
∑
n
[
(fn,aΩ
b
n − δabfn,cΩcn)
]
(5)
where we assume ω > 0. In these equations C =
e3/~2,
∫
k
=
∫
d3k/(2pi)3, fn is the Fermi function which
we take at zero temperature, fnm = fn − fm, the
Bloch eigenstates are H |n〉 = ωn |n〉, ωnm = ωn − ωm,
ξann = i 〈n|∂kan〉 is the diagonal Berry connection, and
ranm = i 〈n|∂kam〉 is the interband position matrix el-
ement, which is zero unless n 6= m. We represent
derivatives with a comma, as in fn,a = ∂kafn, while
a semicolon denotes the generalized derivative, as in
rbnm;a = ∂kar
b
nm−i(ξann−ξamm)rbnm. The Berry curvature
is Ωa = abcξcnn,b.
The tensors βab and σabc in Eq. (1) are of interband
origin and are the DFG analogs of the monochromatic
photogalvanic effects known as injection and shift cur-
rents, respectively. The tensor γab is a free-carrier, intra-
band contribution only present in metals. The focus of
this work lies on βab and γab which we label as circular
DFG contributions since, unlike σabc, they lead to cur-
rents which change sign when the helicity of circularly
polarized light is reversed.
The interband contribution to the circular DFG, βab,
has the same functional form as the interband circular
photogalvanic effect. As anticipated, this implies that
the trace of βab, and thus the corresponding DFG contri-
bution Eq. (1), will be quantized in terms of fundamental
constants in chiral topological semimetals [1, 2].
The free-carrier contribution to the circular DFG,
γab, is closely related to the optical Hall conductivity
σabHall(ω) [30]. As we show in [29], γ
addbc can be obtained
from σbcHall(ω) by replacing fn → fn,a/ω in its integrand,
which explicitly reveals its metallic origin [15].
Within γab the free-carrier part γab2 given by Eq. (5),
is the well studied Berry-dipole term of semiclassical ori-
gin and a Fermi surface property [16, 31–36]. The novel
contribution we report is γab1 in Eq. (4), which is also
written as Fermi surface integral. Note that its integrand
depends on all bands so γab1 is not a Fermi surface prop-
erty. Unlike the 1/ω dependence of the semiclassical con-
tribution, γab1 displays a strong ω dependence away from
zero frequency. At every frequency where a new inter-
band transition becomes active, the energy denominator
in Eq. (4) vanishes and the response diverges. Interest-
ingly, γab1 can also be written in terms of Kramers-Kronig
transforms of resonant contributions, a useful property to
calculate γab1 using ab-initio calculations (see Supplemen-
tal Material [29]).
DFG of a single Weyl node - As the simplest example,
we first present the circular DFG tensors for a general
Weyl semimetal node of the form
H = σivijkj + uiki, (6)
written in terms of the Fermi velocity matrix vij , and
its tilt ui in the crystallographic coordinate system. We
present the detailed computation of the tensors βab, γab1 ,
γab2 in [29] and expressed their final form in terms of trace
and trace-free parts as
βab = χ
(
δab
3
β +
[
δab
3
− vacv−1bd
u˜cu˜d
u˜2
]
βF
)
, (7)
where χ = detv|detv| = ±1 is the chirality of the node,
v−1ij ≡ (v−1)ij and u˜i = v−1ij uj , u˜ =
√
u˜2i , and similar
expressions hold for γab1 and γ
ab
2 . In terms of the uni-
versal photogalvanic constant β0 ≡ iC/4pi = ipie3/h2 the
trace parts are
β = − 18β0(1− g1(ω)), (8)
γ1 = −β0
2pi
−u˜ω + µ g2(ω)
u˜ω2
, γ2 = − β0
piω
, (9)
and the trace-free parts are
βF =
1
8β0g1(ω)(1− [g1(ω)]2), (10)
γ1,F = −β0
8pi
1
u˜3ω2
[
(4u˜3 − 6u˜)ω2 − (4u˜2 − 12)µωg2(ω)
+ 3(4µ2 + (1− u˜2)ω2)g3(ω)
]
, (11)
γ2,F = − β0
4piωu˜3
[
2u˜3 − 3(u˜+ (u˜2 − 1)arctanh(u˜)] ,
(12)
where g1(ω) = aΘ(1 +a)Θ(1−a) + Θ(a−1)−Θ(−a−1)
with a = ( 2µω − 1)/u˜, g2(ω) = arctanh
(
4u˜µω
4µ2+(u˜2−1)ω2
)
and g3(ω) = arctanh
(
2u˜ω2
−4µ2+(u˜2+1)ω2
)
.
The trace (β) and traceless (βF ) parts are plotted in
Fig. 1 a) and b) for zero and finite tilt. As shown in
Ref. [1], β displays a quantized plateau once the reso-
nant manifold of optical transitions becomes closed, be-
cause it is then determined by the monopole charge of
32 4
h¯ω/µ
0.00
0.25
0.50
0.75
1.00
4β
(ω
)/
β
0
a)
u˜ = 0.4
u˜ = 0.0
2 4
h¯ω/µ
−0.2
−0.1
0.0
0.1
0.2
4β
F
(ω
)/
β
0
b)
2 4
h¯ω/µ
−2
−1
0
1
2
γ
(ω
)µ
/β
0
c)
2 4
h¯ω/µ
−0.2
−0.1
0.0
0.1
0.2
γ
F
(ω
)µ
/β
0
d)
FIG. 1. Trace and traceless parts of CPGE tensors for a Weyl
node with chirality χ = −1, with tilt u˜ = 0 (green dashed)
and u˜ = 0.4 (blue solid). a) Trace of injection tensor β, where
a quantized plateau is observed. b) Traceless part of injection
βF . c) Trace of free-carrier tensor γ. Note the 1/ω divergence
stemming from γ2 which always cancels after summing over
all nodes in the Brillouin zone. d) Traceless part of free-
carrier γF . a) b) and c) d) are in units of β0 = ipie
3/h2 and
β0/µ, respectively. Vertical dashed lines mark the frequencies
~ω± = 2µ/(1± u˜).
the node. In the tilted case, u˜ 6= 0 this manifold is
open for 2µ/(1 + u˜) < ω < 2µ/(1 − u˜), and β be-
comes quantized for ω > 2µ/(1 − u˜). βF is finite only
for 2µ/(1 + u˜) < ω < 2µ/(1 − u˜), and vanishes in the
zero tilt limit. Off-diagonal components of βab therefore
require finite tilt [37–39].
The free-carrier trace (γ = γ1 + γ2) and traceless
(γF = γ1,F +γ2,F ) parts are shown in Fig. 1 c) and d). In
the zero tilt limit, γ1 ∝ ω/(4µ2 − ω2). At finite tilt, the
divergence at 2µ splits into two logarithmic divergences
at ω± = 2µ/(1± u˜), where γ1,F also displays strong sin-
gularities. We note that γab1 is well behaved when ω → 0.
The singularities at ω → 0 originate from γ2 and γ2,F .
While the trace of the semiclassical free-carrier contribu-
tion γ2 gives a universal 1/ω divergence that is indepen-
dent of the chemical potential and tilt [35], γ2,F displays
a non-universal 1/ω divergence, which depends on the
tilt. Since in any material the number of left and right
chiralities must be equal, the sum over Weyl nodes will
cancel all the trace contributions γ2 in pairs. The total
free-carrier current, however, may have a non-universal
1/ω pole due to γ2,F because of its tilt dependence and
the tensor structure in Eq. (7).
DFG quantization in chiral topological semimetals -
For the trace β to be quantized, a topological semimetal
is required to have left and right chirality nodes at differ-
ent energies [1, 2], which is only allowed in a chiral lattice
structure, which lacks mirror symmetries.
Consider first two Weyl nodes of opposite chiralities
away from time reversal invariant points located at en-
ergies µL and µR measured from the chemical potential
and tilts u˜L and u˜R (e.g. SrSi2 without spin-orbit cou-
pling [4]). In the presence of time-reversal symmetry two
more symmetry related nodes exist, which contribute in
exactly the same way and simply double the result we
present. In Fig. 2 a) and b) we show the circular DFG
trace parts β and γ. The quantized plateau seen for β is
realized in the range 2µL/(1− u˜L) < ω < 2µR/(1 + u˜R),
which determines how large the tilts can be before quan-
tization is lost. Note also that, upon summing over the
two chiralities, the total trace-part γ presents no 1/ω
pole, as discussed above.
Our second example are multifold fermions. They are
low energy excitations close to degeneracy nodes where
three, four, or six bands meet, and which requires addi-
tional crystalline symmetries to remain degenerate [40–
44]. They have a definite chirality and larger monopole
charge compared to Weyl nodes. In space group 198,
to linear order in momentum and neglecting spin-orbit
coupling, a threefold fermion exists at the Γ point with
a Hamiltonian H = vFk · S, where S is a vector of
three spin-1 matrices. At the R point, a fourfold fermion
exists composed of two Weyl nodes of equal chiralities,
H = −vFk ·σ⊗1, separated in energy from the threefold
at Γ. This situation is realized in CoSi [45–47], RhSi [47],
and AlPt [48], which motivate our example.
In Fig. 2 c) and d) we show the circular DFG trace
parts β and γ corresponding to a threefold and a four-
fold nodes at energies µ3f and µ4f (see the Supplemen-
tal Material [29] for analytic expressions). Due to the
monopole charge carried by the multifold fermions [2],
β displays a quantized plateau at β0/2, two times that
of a Weyl node. The free-carrier part γ displays di-
vergences at every energy where a new band becomes
resonant with the Fermi level. As for the chiral Weyl
case, upon summing over chiralities the low-energy di-
vergent semiclassical part is absent. The remaining free-
carrier contribution is γ1 = (β0/pi)
∑
i χiω/(µ
2
i − ω2)
where µi = µ3f , 2µ4f and χi = ±. This is a universal
function for linear nodal points occurring at time-reversal
invariant momenta.
Similarly to multifods, Kramers Weyl [5] (e.g. occur-
ring in elemental Te or TlTe2O6) present Weyl nodes
at time-reversal invariant momenta separated in energy.
The full DFG tensor can be calculated analytically, even
with quadratic corrections, and it is detailed in the Sup-
plemental Material [29] since it is conceptually similar to
our previous examples.
DFG in TaAs and RhSi from first principles - In the
presence of mirror symmetries the trace of γab and βab
vanish, with the consequent loss of quantization. In a
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FIG. 2. a) and b): Diagonal parts of the circular DFG, β
(blue) and γ (green) for a chiral Weyl semimetal with two
Weyl nodes at energies µL and µR, with µL/µR = 0.25,
and tilts u˜L = 0.2 u˜R = 0.25. c) and d): Same quantities
for the linear approximation of a multifold material in space
group 198, with a threefold at µ3f and a double Weyl fourfold
fermion at µ4f with µ3f/µ4f = 0.25.
system with C4v symmetry like TaAs [49–53], the only
allowed component is antisymmetric βxy = −βyx, which
can only be due to the traceless part in Eq. (7). The
same requirement holds for γab. Moreover, from Eq. (7)
both tilt and non-trivial vij are required to produce a
finite result in TaAs. If vij = δij this component must
also be zero [39, 54], regardless of the tilt, since Eq. (7)
becomes symmetric.
In order to provide a qualitative prediction, we have
calculated the different parts of the circular DFG for
TaAs using density functional theory (DFT) (see [29]
for details). The results are shown in Fig. 3 a) and b).
We observe that γyx shows the 1/ω divergence, and sev-
eral sign changes close to 2µWi , where µWi is the energy
of the two types of Weyl nodes W1 and W2 present in
TaAs [49, 50, 55]. Consistently, βyx exhibits character-
istic peaks around 2µWi . These features follow quali-
tatively those expected for the traceless circular DFG
components, shown in Fig. 3 b) and d).
Unlike TaAs, materials in the cubic space group 198,
such as RhSi, CoSi or AlPt, are chiral and lack mirror
symmetry. Taking RhSi as an example, and using the
cubic nature of the space group we have calculated the
diagonal components of the DFG using DFT (see Fig. 1 c)
and d)). Consistent with Ref. [2] we find that β displays
a flat region between the activation frequencies of the
threefold and fourfold fermions. However the response is
not exactly quantized: it is corrected by the presence of
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FIG. 3. First principles prediction for circular DFG. a) and b)
show βxy and γxy for TaAs with spin-orbit coupling (SOC).
The activation frequencies of the W2 and W1 pairs of nodes
at 25 and 45 meV (dashed vertical lines) mark the peaks in
a) and b), in qualitative agreement with Fig. 1 b) and d). In
c) and d) we show the trace β (with and without SOC) and
γxx with SOC for RhSi. The activation frequencies of the
threefold at Γ and fourfold fermion at R, 0.1 and 0.625 eV
respectively, are marked by dashed vertical lines. The hori-
zontal dashed line in b) marks the effective monopole charge
of 4 corresponding to 4β0 = 0.318e
3/~2. For b) and d) the to-
tal free-carrier contribution γ (green-solid) is composed of the
semiclassical (γ2, red-dashed) and the novel free-carrier con-
tribution (γ1, orange-dotted), which qualitatively agree with
Fig. 2 d).
additional bands deviating from exact quantization even
in the absence of spin-orbit coupling. These corrections
are expected to decrease upon decreasing the chemical
potential. Lastly, the free-carrier contribution γxx shows
peaks and sign changes close to the activation frequencies
of the threefold and fourfold fermions, consistent with
Fig. 2 d).
Discussion - In this work, we have described the cir-
cular DFG response in metals in the clean limit ω 
∆ω  τ−1, where it is an intrinsic response of the band
structure. We have found that it is composed of two
contributions that oscillate out of phase, βab and γab:
the trace of the former is quantized in chiral topological
metals, and the latter is a free-carrier contribution that
vanishes in the absence of a Fermi surface.
The measurement of the quantized trace of βab can be
achieved if the hierarchy of scales ω  ∆ω  τ−1 is
met. Interestingly evaluating if this condition is met is
possible without prior knowledge of τ : when ∆ω  τ−1
the interband circular DFG signal oscillates exactly out
5of phase with the incoming light, while in the dirty
limit ∆ω  τ−1 it oscillates in phase. Similarly, when
∆ω  τ−1 the free-carrier circular DFG γab oscillates
in-phase and displays a characteristic singular ω depen-
dence. The observation of an out-of-phase smooth com-
ponent together with an in-phase component with singu-
larities is therefore a strong signal that the clean limit
has been achieved.
In the currently available RhSi, the plateau extends up
to ~ω ∼ 0.7 eV [9], so setting ∆ω = 100 meV may allow
scattering rates as large as τ−1 ∼ 20 meV or τ ∼ 200 fs.
It should be noted that the quantized plateau is corrected
in multifold materials by multi-band corrections [2], as
confirmed by our DFT calculations, so it is desirable to
search for new chiral Weyl semimetals with simpler band
structures to reach exact quantization.
The relation of the free-carrier DFG response with the
more often measured DC photogalvanic responses (where
∆ω = 0 with finite τ) is quite subtle. Both general argu-
ments and explicit calculations have been used to argue
that the free-carrier part of the DC photocurrent van-
ishes in the absence of a specific mechanism for dissipa-
tion [17, 18, 56]. In the dirty limit (∆ω  τ−1) there
are τ -independent disorder-induced contributions which
can cancel the apparently intrinsic contributions [17],
in a situation reminiscent of the anomalous Hall effect.
In view of other disorder-induced photocurrent calcula-
tions [38, 57–59], the extent to which this cancellation
happens remains to be understood. Due to our assump-
tion that ∆ω  τ−1 the above subtleties do not affect
the DFG regime pertinent to this work.
In conclusion, our work shows how difference frequency
generation provides a disorder-independent route to sep-
arately measure photocurrent quantization, and a novel
Fermi surface contribution beyond semiclassics. More
broadly, it suggests that non-monochromatic responses
encompass a rich set of experimental avenues to expose
topology.
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7Appendix A: Difference frequency generation in the length gauge
The length gauge approach to the computation of non-linear response functions has been developed in detail for
semiconductors in Refs. [10–14]. The same approach can be used for metals in the non-interacting limit with a small
number of modifications. In this formalism, the coupling of the bare Hamiltonian H0 to the electric field takes the
form H = H0− e ~E ·~r with e < 0, and the current expectation value can be expressed in terms of the matrix elements
of the density matrix cnm =
〈
a†n(k)am(k)
〉
as the sum of interband and intraband pieces
J(t) = Jintra(t) + ∂tPinter(t), (13)
P ainter(t) = e
∫
k
∑
nm
ranmcmn, (14)
Jaintra(t) = e
∫
k
∑
nm
Danmcmn, (15)
where
∫
k
=
∫
d3k/(2pi)3 and Danm = v
a
nnδnm− (e/~)Eb(t)[rbnm;a + δnmdabΩdn] is a generalized velocity which contains
interband and intraband anomalous velocities, and Ωan = 
abcξcnn,b is the Berry curvature. The intraband anomalous
velocity, omitted in Ref. [12] but included in Ref. [11], is immaterial for insulators but important for metals, in
particular because it gives rise to the semiclassical photogalvanic effects.
The density matrix satisfies the dynamical equation i~∂tc = [H, c], which for the matrix elements implies
∂tcmn + iωmncmn =
eEb(t)
~
[
−cmn;b + i
∑
p
rbmpcpn − cmprbpn
]
, (16)
To obtain the non-linear response functions, cmn are expanded iteratively to the desired order in the electric field
[12], starting with c
(0)
nm = fnδnm where fn is the zero temperature Fermi function for band n. For insulators, fn = 1
for occupied bands and fn = 0 otherwise, but in the presence of a Fermi surface the cnm acquire extra pieces because
fn depends on k. Expanding in the electric field E
b(t) = Ebβe
−iωβt where β runs over different monochromatic
components and is summed over the terms up to second order are
c(1)mn(t) = −
e
~
Ebβe
−iωβt
[
Bbmn + i
fm,bδmn
ωβ
]
, (17)
c(2)mn(t) =
e2
~2
EbβE
c
γe
−iωΣt
 ifnm
(
rbmn
ωβ−ωmn
)
;c
+
∑
p(r
c
mpBbpn − Bbmprcpn)
ωΣ − ωmn
−fn,bcδnm
ωβωΣ
+ i
rcmnfnm,b
ωβ(ωΣ − ωmn) + i
rbmnfnm,c
(ωβ − ωmn)(ωΣ − ωmn)
]
, (18)
with Bbmn = fnmr
b
mn
ωβ−ωmn and ωΣ = ωβ +ωγ . The frequencies ωβ should be understood as ωβ + i where the limit → 0 is
taken after the thermodynamic limit. These coefficients were calculated in Ref. [61], yet we find some sign differences,
e.g. the absence of a relative sign between the two terms in Eq. (17).
It is important to note that the diagonal (n = m) parts of these expressions, understood in the limit  → 0, are
valid only when the frequency denominators are strictly finite. In the absence of scattering mechanisms, taking the
limits ωβ → 0 or ωΣ → 0 will lead to divergences in c(1)nn and c(2)nn respectively. The dynamical equations for cnn are
simply not defined in this limit.
These divergences are physical: they represent the response of an electron system in the idealized case of no
relaxation. If we wish to know the response of the system when one of these frequencies is zero, scattering must be
included rigorously in the calculation with the quantum kinetic equation [62]. As discussed previously [17, 18, 56, 58],
this is of paramount importance in particular for the Fermi surface free-carrier contributions to the photocurrent,
because certain disorder-induced mechanisms give rise to photocurrents that turn out to be independent of the disorder
details. These contributions are not captured in the phenomenological approach that simply introduces a constant
relaxation time in the dynamical equation. The same reasoning applies for the off diagonal cnm terms if the chermical
potential is near a band degeneracy where ωnm → 0.
In light of this discussion, the only intrinsic response that can be modeled without a scattering mechanism is the
response in the limit ωΣ  1/τ . This situation is familiar from the context of the anomalous Hall effect, which also
8has intrinsic and disorder induced contributions, and the intrinsic one can be measured as the AC Hall conductivity
in the limit ω → 0 with ω  1/τ . In the photocurrent context, the limit ωΣ  1/τ represents the frequency difference
response to two slightly detuned monochromatic lasers. The response functions in this limit can also be used to
compute the transient photocurrent response to pulsed light when the duration of the pulse is much shorter than τ .
With these caveats in mind, we now proceed to compute the response functions. As a warmup, we first review the
linear response, where the presence of a Fermi surface gives to the Drude divergence. Collecting the terms to linear
order, the full first order response is given by
Ja(t) = ∂tP
a
inter(t) + J
a
intra(t) =
∑
ωβ=±ω
σab(ωβ)E
b
βe
−iωβt, (19)
σab(ω) =
e2
~
∫
k
∑
nm
[
iωfnm
ranmr
b
mn
ω − ωmn − δnmfn
(ωn,ba
iω
+ abcΩc
)]
. (20)
Where integration by parts and vann = ωn,a were used. Note σ
ab(ω) = (σab(−ω))∗. For further reference we can
separate this into the absorptive (or dissipative) part σababs(ω) and reactive (or non-dissipative) part σ
ab
rea(ω) as
σababs =
1
2
[
σab + (σba)∗
]
=
e2pi
~
∫
k
∑
nm
[−ωfnmranmrbmnδ(ω − ωmn)− δnmfnωn,baδ(ω)] (21)
σabrea =
1
2
[
σab − (σba)∗] = e2
~
∫
k
∑
nm
[
iωfnmP r
a
nmr
b
mn
ω − ωmn − δnmfn
(
P ωn,ba
iω
+ abcΩc
)]
. (22)
Note both parts have real and imaginary parts. In the presence of time reversal symmetry, σababs is real, σ
ab
rea is
imaginary, and both are symmetric under a ↔ b. The equivalent expression in the velocity gauge and how to
transform it into this one are discussed in [10], see Eq. 1.9.
Next we consider the second order contributions to the current, which take the general form
∂tP
a
inter(t) = −iωΣχabc,(2)inter (ωβ , ωγ)EbβEcγe−iωΣt, (23)
Jaintra(t) = χ
abc,(2)
intra (ωβ , ωγ)E
b
βE
c
γe
−iωΣt. (24)
χabcinter has the insulator contribution derived in Ref. [12] plus those obtained from the terms containing fn,a in Eq.
(18). Due to the extra factor ωΣ, both contributions to ∂tPinter, which give rise to an optical rectification current, are
subdominant when ωΣ is small and will be neglected compared to those in J
a
intra in this work.
The dominant contributions to frequency difference generation come from χabcintra, which is given by
χabcintra(ωβ , ωγ) =
1
−iωΣ η
abc(ωβ , ωγ) + σ
abc(ωβ , ωγ) + ρ
abc
2 (ωβ , ωγ). (25)
The first two terms in this expression are the standard ones obtained for semiconductors [12]. They can be expressed
in terms of single frequency tensors
ηabc(ωβ , ωγ) = Γ
abc(ωβ) + Γ
acb(ωγ), (26)
σabc(ωβ , ωγ) = Λ
abc(ωβ) + Λ
acb(ωγ), (27)
which take the form
Γabc(ω) = i
C
2
∫
k
∑
nm
fnm∆
a
nm
rcnmr
b
mn
ωmn − ω , (28)
Λabc(ω) = −C
2
∫
k
∑
nm
fnm
rcnm;ar
b
mn
ωmn − ω , (29)
where C = e3/~2. Using (rcnm)∗ = rcmn, (rcnm;a)∗ = rcmn;a, we see these single frequency tensors satisfy Γabc(−ω) =[
Γabc(ω)
]∗
and Λabc(−ω) = [Λabc(ω)]∗ so both tensors satisfy the standard Kramers-Kronig relations.
Finally, there is also the new Fermi surface contribution
ρabc2 (ωβ , ωγ) = −
C
2
∫
k
∑
n
[
iΩdn
(
dacfn,b
ωβ
+
dabfn,c
ωγ
)
+
vannfn,bc
ωβωγ
]
. (30)
9In the last term we have used 1ωβ +
1
ωγ
= ωΣωβωγ . ρ
abc
2 is new compared to the insulating case and contains two terms:
the first reproduces the the semiclassical contributions [16, 31–36] originating in the diagonal anomalous velocity. The
second term is purely classical [16].
Frequency difference generation at small ∆ω
We now consider the second order response to two monochromatic beams of frequencies ω1 and ω2, E
b(t) =
(Eb1e
−iω1t + Eb∗1 e
iω1t + Eb2e
−iω2t + Eb∗2 e
iω2t). Our aim is to take slightly detuned frequencies ω1 = ω − ∆ω2 and
ω2 = ω+
∆ω
2 and look at the frequency difference generation terms which oscillate with a low frequency ∆ω = ω2−ω1
(i.e. when ωΣ = ±∆ω). Keeping only these terms in the sum in Eq. (24) we have
Jaintra(t) = 2χ
abc,(2)
intra (ω − ∆ω2 ,−ω − ∆ω2 )e−i∆ωtEb1Ec∗2 + 2χabc,(2)intra (ω + ∆ω2 ,−ω + ∆ω2 )ei∆ωtEb2Ec∗1
= 2
∑
ωΣ=±∆ω
χ
abc,(2)
intra (ω − ωΣ2 ,−ω − ωΣ2 )e−iωΣtEbEc∗, (31)
where we have used the symmetry of χabc,(2)(ωβ , ωγ) = χ
acb,(2)(ωγ , ωβ) which originates from the exchange of dummy
indices, and in the last step we have considered the case where the two beams have the same polarization Eb1 = E
b
2
for simplicity.
We now consider the limit where |ωΣ|  ω. The dominant term in this limit comes from the 1/ωΣ pole accompanying
ηabc in Eq. (25). Since we are also interested in the next leading order terms which are independent of ωΣ, we need
to expand ηabc to first order in ωΣ. We therefore have
χ
abc,(2)
intra (ω − ωΣ2 ,−ω − ωΣ2 ) =
1
−iωΣ
(
ηabc(ω,−ω) + ωΣ∂ωΣηabc(ω − ωΣ2 ,−ω − ωΣ2 )|ωΣ=0
)
+ σabc(ω,−ω) + ρabc2 (ω,−ω) +O(ωΣ). (32)
When evaluating these terms explicitly, they will naturally separate into resonant (or absorptive) terms, proportional
to delta functions, and non-resonant (or reactive) terms proportional to principal value integrals. In the absence of time
reversal symmetry, both resonant and non-resonant parts are in general complex. Using that Γacb(−ω) = [Γacb(ω)]∗
and Λacb(−ω) = [Λacb(ω)]∗, the four terms in Eq. (32) can be computed as
ηabc(ω,−ω) = Γabc(ω) + [Γacb(ω)]∗ = Γabcabs(ω), (33)
∂ωΣη
abc(ω − ωΣ2 ,−ω − ωΣ2 )|ωΣ=0 = ∂ωΣ [Γabc(ω − ωΣ2 ) + Γacb(−ω − ωΣ2 )] = −
∂ω
2
Γabcrea (ω), (34)
σabc(ω,−ω) = Λabc(ω) + [Λacb(ω)]∗ = Λabcabs(ω) + Λabcrea (ω), (35)
ρabc2 (ω,−ω) = −
C
2ω
∫
k
∑
n
fn,a
[
iΩdn
dbc + P ωn,bc
ω
]
, (36)
where the different absorptive and reactive parts take the form
Γabcabs(ω) = −piC
∫
k
∑
nm
fnm∆
a
nmr
c
nmr
b
mnδ(ωmn − ω), (37)
Γabcrea (ω) = iC
∫
k
∑
nm
fnm∆
a
nmr
c
nmr
b
mnP
1
ωmn − ω , (38)
Λabcabs(ω) ≡ −
iCpi
2
∫
k
∑
nm
fnm(r
c
nm;ar
b
mn − rcnmrbmn;a)δ(ωnm − ω), (39)
Λabcrea (ω) ≡ −
C
2
∫
k
∑
nm
fnmP (r
c
nmr
b
mn),a
ωmn − ω . (40)
Note the covariant derivatives in Eq. (40) turned into regular ones because the connections drop out. Also note
that by construction Λabcabs and Λ
abc
rea denote only the resonant and non-resonant parts of Eq. (29) which give rise to
10
a real current, which are either real and symmetric or imaginary and antisymmetric. Also note in Eq. (36) we used
abcΩc = ξa,b − ξb,a, in last term we used vann = ωn,a, and we integrated by parts in both terms.
Putting all terms together we have
χ
abc,(2)
intra (ω − ωΣ2 ,−ω − ωΣ2 ) =
Γabcabs(ω)− ωΣ ∂ω2 Γabcrea (ω)
−iωΣ + Λ
abc
abs(ω) + Λ
abc
rea (ω) + ρ
abc
2 (ω). (41)
While this expression appears to contain reactive terms, we next show that these vanish. For this we follow [14] and
use ∂ω
(
1
ωnm−ω
)
= −∂ωmn
(
1
ωnm−ω
)
= − 1∆amn ∂ka
(
1
ωnm−ω
)
and integrate by parts in Eq. (34) to show that
−∂ω
2
Γabcrea (ω) = −i
C
2
∫
k
∑
nm
P fnm,ar
c
nmr
b
mn + fnm(r
c
nmr
b
mn),a
ωmn − ω = −iρ
abc
1 (ω) + iΛ
abc
rea (ω), (42)
where the first term is a new Fermi surface contribution
ρabc1 (ω) =
C
2
∫
k
∑
nm
fnm,aP r
c
nmr
b
mn
ωmn − ω . (43)
Finally, substituting Eq. (42) into Eq. (41) we get
χ
abc,(2)
intra (ω − ωΣ2 ,−ω − ωΣ2 ) =
Γabcabs(ω)
−iωΣ + Λ
abc
abs(ω) + ρ
abc
1 (ω) + ρ
abc
2 (ω). (44)
Indeed this response contains no reactive part (even in the absence of time-reversal symmetry). The final expression
for the time dependent DFG current (31) takes the form
Jaintra(t) =
[
Γabcabs(ω)
sin ∆ωt
∆ω
+
(
Λabcabs(ω) + ρ
abc(ω)
)
cos ∆ωt
]
4EbEc∗, (45)
where we defined the total free-carrier contribution ρabc(ω) = ρabc1 (ω) + ρ
abc
2 (ω). In the main text we drop the “intra”
label since Jintra is the leading contribution to the total current in the limit of small ∆ω.
It is worth noting that the total free-carrier contribution takes the form
ρabc(ω) =
C
2ω
∫
k
∑
nm
[
fnm,aωP r
c
nmr
b
mn
ωmn − ω − δnmfn,a
[
iΩdn
dbc + P ωn,bc
ω
]]
, (46)
which, remarkably, is obtained from the reactive linear conductivity σabrea in Eq. (22) making the replacement fn →
fn,a/ω. Therefore, for every contribution to the reactive conductivity there is an intraband photocurrent. And because
of the extra k derivative in fn,a, the time-reversal even parts of the photocurrent correspond to the time reversal odd
parts of the reactive linear conductivity and viceversa. In the presence of time-reversal invariance, σabrea = σ
ab
Hall is the
optical Hall conductivity, and only two terms survive
ρabc(ω) =
iC
2ω
∫
k
∑
nm
[
fnm,aωP Im[r
c
nmr
b
mn]
ωmn − ω − δnmfn,aΩ
d
n
dbc
]
, (47)
which will lead to the contributions discussed in the main text, γab1 and γ
ab
2 , when transformed into two index tensors
as discussed below.
Kramers-Kronig relations
Here we show the explicit Kramers-Kronig relations. For any complex function which is analytic in the upper half
plane χ(ω) and satisfies χ(−ω) = χ(ω)∗ we have the usual relations
Reχ(ω) =
2
pi
P
∫ ∞
0
dω′
ω′Imχ(ω′)
ω′2 − ω2 (48)
Imχ(ω) = −2ω
pi
P
∫ ∞
0
dω′
Reχ(ω′)
ω′2 − ω2 (49)
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Recalling that σab(−ω) = [σab(ω)]∗, Γabc(−ω) = [Γabc(ω)]∗ and Λabc(−ω) = [Λabc(ω)]∗, the Kramers-Kronig relations
can be used for any of these three tensors directly. However, it should be noted that in the absence of time-reversal
symmetry real and imaginary parts do not map to absorptive and reactive parts. Since one is usually interested in
computing the absorptive parts numerically because integrating delta functions is stable, and then reproducing the
reactive parts with Kramers-Kronig, it is useful to spell out these relations solving for the reactive components. For
the non-linear response tensors Γabc and Λabc we have
Re[Γabcrea (ω)] =
2
pi
P
∫ ∞
0
dω′
ω′Im[Γabcabs(ω
′)]
ω′2 − ω2 , (50)
Im[Λabcrea (ω)] = −
2ω
pi
P
∫ ∞
0
dω′
Re[Λabcabs(ω
′)]
ω′2 − ω2 , (51)
Im[Γabcrea (ω)] = −
2ω
pi
P
∫ ∞
0
dω′
Re[Γabcabs(ω
′)]
ω′2 − ω2 , (52)
Re[Λabcrea (ω)] =
2
pi
P
∫ ∞
0
dω′
ω′Im[Λabcabs(ω
′)]
ω′2 − ω2 . (53)
One application of these identities is the numerical computation of ρabc1 , since its definition in Eq. (43) might be
unstable due to the presence of the energy denominator. Solving for ρabc1 in Eq. (42) we also find
ρabc1 (ω) = −i
∂ω
2
Γabcrea (ω) + Λ
abc
rea (ω), (54)
which allows to compute ρabc1 via Kramers-Kronig relations. We have found this to be more stable for ab-initio
calculations.
Explicit real and imaginary parts
Following Ref. [12], all these results can be rewritten in a way that naturally separates real vs imaginary and
symmetric vs antisymmetric parts. To do so, we note that the sum over states counts every pair twice,
∑
nm =∑
n>m +
∑
n<m (the terms with n = m are excluded since fnn = 0). One may rewrite all expressions with sums
of the type
∑
n>m only by relabeling dummy indices, and then interchanging them, and using that fnm = −fmn,
ωnm = −ωmn, ranm(k) = (ramn(k))∗. The linear response conductivity reads
σab(ω) =
e2
~
∫
k
[
(−iω)
∑
n>m
fnm
(
Re[ranmr
b
mn]F+ + iIm[r
a
nmr
b
mn]F−
)−∑
n
(
vannfn,b
−iω + fn
abcΩc
)]
, (55)
where we define the sum and difference of energy denominators
F±(ωmn, ω) =
1
ωmn − ω − i ±
1
ωmn + ω + i
, (56)
with the i factors made explicit. These functions should be interpreted as F± = 1ωmn−ω ± 1ωmn+ω + ipi[−δ(ωmn −
ω)± δ(ωmn + ω)] and satisfy
F±(ωmn,−ω) = ±(F±(ωmn, ω))∗. (57)
For the non-linear response we find
Γabcabs(ω) =
C
2
∫
k
∑
n>m
fnm∆
a
mn
[
iIm(rcnmr
b
mn)ImF+ + Re(r
c
nmr
b
mn)ImF−
]
, (58)
Λabcabs(ω) = −
C
2
∫
k
∑
n>m
fnm
[
Im(rcnm;ar
b
mn + r
b
nm;ar
c
mn)ImF− + iRe(r
c
nm;ar
b
mn − rbnm;arcmn)ImF+
]
, (59)
ρabc1 (ω) =
C
2
∫
k
∑
n>m
fnm,a
(
iIm[rcnmr
b
mn]ReF− + Re[r
c
nmr
b
mn]ReF+
)
, (60)
ρabc2 (ω) = −
C
2ω
∫
k
∑
n
fn,a
[
iΩdn
dbc + P ωn,bc
ω
]
. (61)
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Recalling that (rcnmr
b
mn)
∗ = rbnmr
c
mn we see that each of these four terms contains a symmetric, real part which
contributes to the linear photogalvanic effect (LGPE) plus an antisymmetric imaginary part which contributes to
the circular photogalvanic effect (CPGE). The contributions in Γabcabs(ω) give rise to an injection current (which grows
linearly in time) while those in Λabcabs(ω) and ρ
abc
1,2 (ω) give rise to a current that is constant in time.
Finally, we can now check how the different pieces transform under the time reversal operation. This symmetry
imposes ωnm(k) = ωnm(−k), ranm(−k) = ramn(k), ∆anm(−k) = −∆anm(k) and rcnm;a(k) = −rcmn;a(−k). The last one
follows since the operator Da = ∂ka + i(ξ
a
nn − ξamm) gives an extra minus sign. Splitting integrals into
∫
k
F (k) =
1/2[
∫
k
F (k) +
∫
−k F (−k)] = 1/2[
∫
k
(F (k) + F (−k))]. we realize that
ReΓabcabs(ω) = ImΛ
abc
abs(ω) = Reρ
abc
1 (ω) = Reρ
abc
2 (ω) = 0, (62)
while the rest of contributions remain the same. With time-reversal symmetry, the injection current and Fermi surface
contributions are therefore purely circular, while the current coming from Λabcabs(ω) is purely linear and is identified as
the shift current.
Also note that in the limit of ω = 0, ReF− = 0 but ReF+ = 1/ωnm is finite, so this term gives an additional
semiclassical contribution (beyond the Berry curvature dipole and the Drude peak derivative). This contribution was
found in Ref. [63] by deriving the semiclassical equations of motion to second order in the electric field.
Mapping to two index tensors
To connect to Eq. (1) in the main text we rewrite Eq. (45) in terms of two rank tensors:
Jaintra(t) = 4
[
βab(ω)
sin ∆ωt
∆ω
+
(
γab1 (ω) + γ
ab
2 (ω)
)
cos ∆ωt
]
blmElE
∗
m + 2 cos(∆ωt) σ
abc(ω)(EbEc∗ + EcEb∗), (63)
where we used that in the presence of time reversal symmetry Γabcabs, ρ
abc
1 and ρ
abc
2 are antisymmetric and can be
written in terms of a two index tensor, such that βad = 12
dbcΓabcabs, γ
ad
1 =
1
2
dbcρabc1 and γ
ad
2 =
1
2
dbcρabc2 . Using
the definitions Eqs. (58) to (61), assuming ω > 0, and using that Re[F−(ωmn, ω)] = 2ω/(ω2nm − ω2) and that
Im[F+(ωmn, ω)] = pi[−δ(ωmn−ω) + δ(ωmn +ω)] we arrive at the equations in the main text which we repeat here for
completeness
βab(ω) = i
piC
4
∫
k
∑
n>m
fnm∆
a
mnIm[r
d
nmr
c
mn]
bcdδ(ωmn − ω), (64)
σabc(ω) =
piC
2
∫
k
∑
n>m
fnmIm[r
b
mnr
c
nm;a]δ(ωmn − ω), (65)
γab1 (ω) =
iC
2
∫
k
∑
n>m
ωfnm,a
ω2nm − ω2
Im[bcdrdnmr
c
mn], (66)
γab2 (ω) = −
iC
2ω
∫
k
∑
n
[
(fn,aΩ
b
n − δabfn,cΩcn)
]
. (67)
The analog of Eq. (54) for the two-index tensor γab1 assuming time-reversal symmetry is
γab1 = −i
∂ω
2
βabrea(ω) +
i
2
acdIm[Λbcdrea(ω)], (68)
where
βabrea(ω) = i
C
2
∫
k
∑
nm
fnm∆
a
nm
bcdrdnmr
c
mnP
1
ωmn − ω . (69)
Appendix B: Calculation for tilted Weyl node
Here we present the computation of the circular photogalvanic tensors βab, γab1 , γ
ab
2 for a general two band model
of the form
H = σivijkj + uiki − µ, (70)
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where vij is a general Fermi velocity matrix that can always be made symmetric by an appropriate choice of the
σi, ui is the tilt vector and µ > 0 is the chemical potential. Some of our results generalize those presented in
Refs.[19, 30, 37, 64].
We work in the coordinate system given by crystallographic axes, where both vij and ui will in general be arbitrary,
as for a Weyl node at a generic point in the Brillouin zone there are no symmetry constraints on them. Symmetries
will constrain the total tensors after adding the contributions of all nodes related by symmetry. This model has
energies ω1 = ~u~k −
√
vijkjvilkl and ω2 = ~u~k +
√
vijkjvilkl and the Fermi functions are f1 = 1 and f2 = Θ(µ− ω2).
The expressions for the CPGE tensors in the two-band, clean limit read
βab =
ipiC
4
∫
k
f12∆
a
12Ω
b
2δ(ω21 − ω), (71)
γab1 =
iC
2
∫
k
(−f2,a)Ωb1
ω
ω212 − ω2
, (72)
γab2 =
−iC
2ω
∫
k
(f2,aΩ
b
2 − δabf2,cΩc2). (73)
The calculation can be simplified by defining a new coordinate k′i = vijkj , in terms of which we have
∂kaωα = vab∂k′bωα, (74)
Ωa(k) = abcvbmvcn
lmn k
′l
4k′3
= detv (v−1)la
k′l
2k′3
. (75)
Using these relations, we can perform the change of variables in the integral with
∫
k
= 1|detv|
∫
k′ , obtaining
βab = χvac(v−1)bdβ′cd, (76)
γab1 = χv
ac(v−1)bdγ′cd1 , (77)
γab2 = χv
ac(v−1)bdγ′cd2 , (78)
where χ = detv|detv| = ±1 is the chirality of the node and
β′ab =
ipiC
4
∫
k′
f12∆
a
12Ω
b
2δ(ω21 − ω), (79)
γ′ab1 =
iC
2
∫
k′
(−f2,a)Ωb1
ω
ω212 − ω2
, (80)
γ′ab2 =
−iC
2ω
∫
k′
(f2,aΩ
b
2 − δabf2,cΩc2), (81)
where all quantities are now computed from the Hamiltonian H = σik
′
i + u˜ik
′
i, with u˜i = (v
−1)ijuj .
The tensor structure of β′ij , γ′ij1 and γ
′ij
2 can only contain u˜iu˜j/u˜
2 and δij , and by separating into trace and
traceless prefactors we have
β′ij =
δij
3
β +
[
δij
3
− u˜iu˜j
u˜2
]
βF . (82)
Knowing the tensor structure, we can compute the coefficients by choosing spherical coordinates where the z axis is
aligned with the tilt, u˜i = (0, 0, u˜), so that β = β
′abδab and βF can be computed as βF = (β − 3β′zz)/2. Note that
fn,a = ∂kaΘ(µ− k) = va∂Θ(µ− ) = −vaδ(µ− ), (83)
where va = kˆa + u˜a and k = k + u˜k cos θ.
The computation of β′ab can be done as follows
β′ab =
ipiC
4
∫
k2dkdΩ
(2pi)3
Θ[(1 + u˜ cos θ)k − µ]k
akb
k4
δ(2k − ω) (84)
=
ipiC
8
∫
dθ sin θ
(2pi)2
Θ[(1 + u˜ cos θ)ω/2− µ]kˆakˆb. (85)
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To evaluate this integral define a = ( 2µω − 1)/u˜ and g1(ω) = aΘ(1 + a)Θ(1− a) + Θ(a− 1)−Θ(−a− 1). Changing
variables to x = cos θ we have
β = − ipiC
8
∫ 1
g1
dx
(2pi)2
= − ipiC
8
(1− g1(ω))
(2pi)2
, (86)
β′zz = − ipiC
8
∫ 1
g1
dx
(2pi)2
x2 = − ipiC
8
(1− g31(ω))/3
(2pi)2
, (87)
so βF = − ipiC8 (−g1(ω)+g
3
1(ω))
(2pi)2 . Note that when u˜ → 0 then g1(ω) → −1 for ω > 2µ and we get β = −β0/4 with
β0 =
ipie3
h2 . Together with the factor 4 in Eq. (63) the trace of the interband DFG is quantized to β0.
Along similar lines the computation of γab1 reduces to
γ′ab1 = −
iC
4ω
∫
dkdΩ
(2pi)3
(kˆa + u˜a)kˆb
δ(k − k(µ, θ))
|(1 + u˜ cos θ)|
ω
4k2 − ω2 (88)
= − iC
4ω
∫
dΩ
(2pi)3
(kˆa + u˜a)kˆb
1
|(1 + u˜ cos θ)|
ω
4µ2
(1+u˜ cos θ)2 − ω2
. (89)
The integrals can be evaluated in Mathematica resulting in the expressions provided in the main text:
γ1 = −β0
2pi
−u˜ω + µ g2(ω)
u˜ω2
, (90)
γ′zz1 = −
β0
4pi
1
u˜3ω2
[
2ω
(
u˜ω − u˜3ω + (u˜2 − 2)µg2(ω)
)− (4µ2 − (−1 + u˜2)ω2)g3(ω)], (91)
where g2(ω) = arctanh
(
4u˜µω
4µ2+(u˜2−1)ω2
)
and g3(ω) = arctanh
(
2u˜ω2
−4µ2+(u˜2+1)ω2
)
. Using γ1,F = (γ1 − 3γ′zz1 )/2 we obtain
γ1,F = −β0
8pi
1
u˜3ω2
[
(−6u˜+ 4u˜3)ω2 − (−12 + 4u˜2)µωg2(ω) + (12µ2 + 3ω2 − 3u˜2ω2)g3(ω),
]
(92)
which is given in the main text. It is also possible to check that these expressions indeed coincide with those obtained
with the Kramers-Kronig transformations, given by Eq. (68).
Finally, the computation of the semiclassical contribution γab2 is as follows
fn,a = −vaδ[µ− k(1 + u˜ cos θ)] = −v
aδ(k − k(µ, θ))
|(1 + u˜ cos θ)| , (93)
where k(µ, θ) = µ/(1 + u˜ cos θ). Using Ωa = k
a
2k3 we get
γ′ab2 =
iC
4ω
∫
dkdΩ
(2pi)3
((kˆa + u˜a)kˆb − δab(1 + u˜ckˆc))δ(k − k(µ, θ))|(1 + u˜ cos θ)| (94)
=
iC
4ω
∫
dΩ
(2pi)3
(kˆa + u˜a)kˆb − δab(1 + u˜ckˆc)
|(1 + u˜ cos θ)| , (95)
where we have assumed u˜ < vF . Decomposing intro trace and traceless parts with Eq. (7), we only need to compute
γ2 = − iC
2ω
∫
dθ sin θ
(2pi)2
1 + u˜ cos θ
|(1 + u˜ cos θ)| = −
iC
4pi2ω
, (96)
γ′zz2 = −
iC
4ω
∫
dθ sin θ
(2pi)2
(1− cos2 θ)
|(1 + u˜ cos θ)| = −
iC(u˜+ (u˜2 − 1)arctanh(u˜))
8pi2u˜3ω
. (97)
Using γ2,F = (γ2 − 3γ′zz2 )/2 we obtain
γ2,F =
−iC
16pi2ωu˜3
[
2u˜3 − 3(u˜+ (u˜2 − 1)arctanh(u˜)] . (98)
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Weyl node pinned at a TRIM
In this section we consider a Weyl node near the Fermi level and pinned to a time-reversal invariant momentum
(TRIM) by time-reversal symmetry. These nodes appear in chiral structures [5] and their partners of opposite chirality
are generally far away in energy and hence Pauli blocked. A single Weyl node can therefore account for the response
of the whole crystal, if quadratic corrections to the dispersion are included. Due to time-reversal symmetry, ui = 0
and the only quadratic term allowed is proportional to the identity
HTRIM = σivijkj + kiAijkj . (99)
For simplicity we now restrict the example to chiral materials with point group D3 such as TlTe2O6 [5], where the only
non-zero parameters are vxx = vyy ≡ v‖, vzz ≡ v⊥ and Axx = Ayy ≡ A‖, Azz ≡ v⊥. This model is also applicable to
the conduction band of elemental Te around the H point (not a TRIM) because the spin-dependent quadratic terms
are negligible [65].
Here we computate the traces β and γ for the Hamiltonian in Eq. (99). The energies after the change of variables
are given by k′ = ±k′ + ak′2 + bk′2z with a = A‖/v2‖ and b = A⊥/v2⊥ −A‖/v2‖. We assume that a > 0 and b > 0. The
only modification from the quadratic term occurs in the Fermi functions, which are f1 = Θ(−k′+ak′2 + bk′2z −µ) and
f2 = Θ(k
′ + ak′2 + bk′2z − µ).
β′ =
ipiC
4
∫
dkdΩ
(2pi)3
(
Θ(−k′ + ak′2 + bk′2z − µ)−Θ(k′ + ak′2 + bk′2z − µ)
)
δ(2k − ω) (100)
=
ipiC
8
∫
dθ sin θ
(2pi)2
(
Θ(−ω/2 + (a+ b cos2 θ)ω2/4− µ)−Θ(ω/2 + (a+ b cos2 θ)ω2/4− µ)) . (101)
Defining c± = (±2/ω+ a− 4µ/ω2)/b and the functions f± = Θ(c± + 1)Θ(−c±)c± + Θ(c±) and changing variables to
x = cos θ we have
β′ = − ipiC
8(2pi)2
∫ 1
−1
dx
(
θ(c− + x2)− θ(c+ + x2)
)
= − ipiC
8(2pi)2
(∫ |f−|1/2
−|f−|1/2
dx−
∫ |f+|1/2
−|f+|1/2
dx
)
(102)
= − ipiC
4(2pi)2
(|f−|1/2 − |f+|1/2). (103)
To obtain γ1 we use the Kramers-Kronig formula (68)
γ1 = − ipiC
2(2pi)2
2ω
pi
∫ ∞
0
dω′
∂ω′(|f−|1/2 − |f+|1/2)
ω′2 − ω2 , (104)
and change variables to y± = |f±(ω)|1/2, dy± = ∂ω′ |f±(ω′)|1/2dω′ to get
γ1 = − iC
(2pi)2
ω
[∫ 1
0
dy−
1
ω′2(y−)− ω2 −
∫ 1
0
dy+
1
ω′2(y+)− ω2
]
, (105)
where ω′2(y±) =
(
1±
√
1+4µ(a+by±)
a+by±
)2
. The integrals give
γ1 = − iC
(2pi)2
2
bω2
(
g+(arctanh
B
g+
− arctanh Ag+ ) + g−(arctanh Ag− − arctanh Bg− )
)
, (106)
where A =
√
1 + 4µa, B =
√
1 + 4µ(a+ b), g± = 4µω ± 1.
We note that for HTRIM γ
ab
2 was computed ab-initio for Te in Ref. [66] and the injection piece was computed in [21].
Threefold and fourfold fermion
For a symmetric threefold fermion where the lowest bands (1,2) are completely filled, the matrix elements restrict
the transitions to be zero unless m = 3 and n = 2. Evaluating the integrals as in the previous sections with
∆a23 = −∂kaω3 = −vF ka/k, Ωb3 = kb/k3, Ωb2 = 0 and Eq. (83) we get
16
βab = −1
3
β0
2
δabΘ(ω − µ3f ), (107)
γab1 = −
1
3pi
β0
ω
µ23f − ω2
δab, (108)
γab2 = −
2β0
3piω
δab, (109)
where β0 = iC/(4pi) = ipie
3/h is the universal circular photogalvanic quantum. A symmetric fourfold fermion is
composed by two Weyls with the same chirality. The analytic results are given by
βab = −1
3
β0
2
δabΘ(ω − 2µ4f ), (110)
γab1 = −
1
3pi
β0δab
ω
(2µ4f )2 − ω2 , (111)
γab2 = −
2β0
3piω
δab, (112)
Fig. 2 in the main text is computed by summing the contributions of a threefold with chemical potential µ3f and a
fourfold with chemical potential µ4f of opposite chiralities.
Details of the ab-initio calculation
TaAs has space group [67] I41md (#109), with point group 4mm (C4v). The two index circular photogalvanic
tensors have the same symmetry as the gyrotropic tensor, which in C4v only has components β
xy = −βyx, and similar
for γab [68]. To calculate the free-carrier current and injection current in TaAs, we obtain the density-functional
theory (DFT) Bloch wave functions from the Full-Potential Local-Orbital program (FPLO) [69] within the generalized
gradient approximation (GGA) [70]. By projecting the Bloch wave functions onto Wannier functions, we obtain a
tight-binding Hamiltonian with 32 bands, which we use for efficient evaluation of the photocurrent. To implement
the circular DFG integrals the Brillouin zone was sampled by k-grids from 200 × 200 × 200 to 960 × 960 × 960 [36].
Satisfactory convergence was achieved for a k-grid of size 400× 400× 400. To compute γab1 from ab-initio, it is better
to go back to the Kramers-Kronig formula because the Fermi surface formula requires the derivative of Fermi-Dirac
distribution function on momentum space, which is numerically very unstable and hard to converge. γab1 is obtained
via Eq. (68) with the use of Kramers-Kronig transformations.
