A k-dependent setup arising from independent sequence of Bernoulli trials is considered and a Stein operator for this setup is obtained which is shown as a perturbation of pseudo-binomial operator. Using perturbation technique, we derive error bounds in total variation distance between pseudo-binomial and dependent setup by matching up to first two moments via Stein's method. It is shown that the bounds obtained are either comparable to or improvement over bounds available in the literature. Finally, we give real-life applications of approximation results and compare bounds with the known bounds.
independent sequence of Bernoulli trials as follows:
where l ≥ k := k 1 + k 2 and B n k1,k2 is defined as (k 1 , k 2 )-runs (see Vellaisamy [29] for details). For more details and applications of runs, we refer to Balakrishnan and Koutras [5] and Dafnis et al. [13] . Next, we discuss Stein's method (Stein [27] ) which is an important tool to obtain the results derived in this paper. As a first step, we identify a suitable operator (called Stein operator, say A X ) for a random variable X which is acting on a class of functions (say G X ) such that E [A X g(X)] = 0, for g ∈ G X .
The next step is to obtain the solution of the following equation
A X g(m) = f (m) − Ef (X), m ∈ Z and f ∈ G X , which is known as Stein equation. Finally, substituting a rvX for m in Stein equation, and taking expectations and supremum, we get
where H = {1(S)| S measurable} and 1(S) is the indicator function of the set S. Throughout this paper, let G be the set of all bounded functions and G X = {g| g ∈ G such that g(0) = 0 and g(x) = 0, for x / ∈ Supp(X)}
be associated with Stein operator A X , where Supp(X) denotes the support of a rv X. For more details and applications, see Barbour et al. [9, 10] , Barbour and Chen [8] , Chen et al. [12] , Čekanavičius [11] , Norudin and Peccati [23] , Reinert [26] and references therein. A Stein operator can be obtained using many approaches available in the literature (see Stein [27] , Barbour and Götze [6, 17] , Diaconis and Zabell [14] , Ley et al. [20] and Upadhye et al. [28] ). However, in this paper, we focus on PGF approach given by Upadhye et al. [28] .
Next, let Z follow pseudo-binomial distribution (see Upadhye et al. [28] 
and the bound for the solution of the Stein equation is
The paper is organized as follows. In Section 2, we derive the PMF of (k 1 , k 2 )-runs and obtain recursive relations for PMFs and PGFs which are useful to derive our main results. In Section 3, we first match the moments of B n k1,k2 and Z. Next, we obtain a Stein operator of B n k1,k2 as a perturbation of pseudo-binomial operator and investigate the error bounds in total variance distance by matching first two moments. In Section 4, we give applications of the results and compare bounds with the known bounds in the literature. In Section 5, we compare our results to the existing results and make some relevant remarks.
Recursive Relations
In this section, we obtain PMF of (k 1 , k 2 )-runs by solving the recursive relation given by Dafnis et al. [13] .
Also, some other recursive relations in PMFs and PGFs are derived, which are used to prove main results. We first derive the PMF and obtain a recursive relation for (k 1 , k 2 )-runs.
Probability Mass Function
Let p m,n := P B n k1,k2 = m denote the PMF of (k 1 , k 2 )-runs. From Theorem 3.2 of Dafnis et al. [13] , the PMF satisfies the following relation
with initial conditions p m,n = δ m,0 for 0 ≤ n < k and p m,n = 0 for m < 0 or m > ⌊n/k⌋, where δ m,n is the kronecker delta function. It can be extended further to satisfy the following recursive relation.
Lemma 2.1. The PMF of B n k1,k2 is given by
Proof. Multiplying both sides of (6) by z n 1 z m 2 , summing over m and n and rearranging the terms, we get
Interchanging the summation and adjusting the indices yield
This leads to
Replacing n + (l + m)k by n, we get
Collecting the coefficients of z n 1 z m 2 the result follows. Next, we establish recursive relations for PGF of (k 1 , k 2 )-runs.
Probability Generating Function
Let φ n (t) denote the PGF of (k 1 , k 2 )-runs. Using Theorem 1 of Haung and Tsai [18] , we have
where
and α i = (ki − n)/(k − 1) if the right hand side is an integer, otherwise
Also, let φ(z, t) denote the double PGF of (k 1 , k 2 )-runs (see Dafnis et al. [13] and Huang and Tsai [18] for details) and is given by
Lemma 2.2. Let n ≥ k, then the PGF of (k 1 , k 2 )-runs satisfies the following relations: 
Using (8) and (10), replacing n by n − k, the result follows.
(ii) Differentiating (9) w.r.t z and t, we have
Multiplying by (z + a(p)k(t − 1)z k ) in the second expression, we get
Comparing the coefficients of z n , we get the required result. (iii) Subtracting (ii) from (i) proves the result.
(iv) Using induction of s, for 2 ≤ s ≤ n, we first prove
Let s = 2, replacing n by n − 1 in relation (iii), we have
Suppose this is true for s = l, then
For s = l + 1, replacing n by n − 1 in above expression, we have
Now, putting s = k in (11), eliminating φ ′ n−1 with relation (ii) and replacing (n − k) by n, we get the required result.
Main Results
In this section, we first derive the total variance distance between B n k1,k2 and B n k1,k2 + 1 which is useful to prove our results. Next, we obtain a Stein operator for (k 1 , k 2 )-runs, by using recursive relations proved in Lemma 2.2, which can be seen as a perturbation of pseudo-binomial operator. Then, using perturbation technique, we derive total variation distance between pseudo-binomial and (k 1 , k 2 )-runs by matching up to first two moments. For one-parameter approximation, we match mean of B n k1,k2 and Z as
For two-parameter approximation, we match first two moments as follows:
This givesp
It can be easily seen that for n ≥ 2k implies E B n k1,k2 > V ar B n k1,k2 . Therefore, pseudo-binomial approximation is suitable. Now, we derive the total variation distance between B n k1,k2 and B n k1,k2 + 1.
Proof. Define stopping times
Also, define T m = ρ m − ρ m−1 , then from Huang and Tsai [18] T m 's are iid, with iid copy T , having PGF
It is clear that that ET = 1/a(p) and V ar(T ) =
T j is the waiting time for mth occurrence of (k 1 , k 2 )-event. Then, the average number of occurrences in a sequence
T m and by Corollary 1.6 of Mattner and Roos [22] , we have
Define maximal coupling (see Barbour et al. [10] )
Now, letρ υ = υ m=1T m such thatT m 's are iid andρ m =ρ m−1 +T m withρ 0 = 0. Define now
From Chebyshev's inequality, we have
We have already seen that
Without loss of generality, let (n − 1)a(p) ≥ 8, then
Combining (15), (16) and (17), we get the required result.
Next, we investigate the total variation distance between pseudo-binomial and (k 1 , k 2 )-runs by matching first moment discussed as in (13) .
Proof. First, we derive Stein operator for B n k1,k2 using PGF approach (Upadhye et al. [28] ). We have already shown in Lemma 2.2 that
Let |t| < (1 −p)/p, then this can be written as
Multiplying by (q +pt) and comparing the coefficient of t m , we geť
, whereq = 1 −p as defined in (13) . After some rearrangements of terms, this relation leads to
Next, swapping the summations yield
Substituting m − l by l and interchanging m and l (for second and third terms), this can be written as
Hence, Stein operator of B n k1,k2 is given by
where A 0 is Stein operator of pseudo-binomial with parameter (n/k,p) as defined in (4) and U is the perturbed operator. Now, taking the expectation of U w.r.t. B n k1,k2 , we get
It is known that
Using (20) in (19) and replacing ⌊(n − k + u + 1)/k⌋ by ⌊n/k⌋, since ⌊(n − k + u + 1)/k⌋ ≤ ⌊n/k⌋, we have
Next, consider the terms involving g(m + 1) and using (13), we have
Observe that
Using (23) in (22), we have
Now using (7), for l = k − u − 1, we get
Next, combining (21) and (24), we get
, and using (5), we have
This proves the result. Next, we derive the total variation distance between pseudo-binomial and (k 1 , k 2 )-runs by matching first two moments discussed as in (14) .
Proof. Introduce a parameter α > 0 in (18) and rewrite Stein operator aŝ
whereÂ 0 is Stein operator of pseudo-binomial with parameter (α,p) defined as in (4) withp as in (14) andÛ is the perturbed operator. Now taking the expectation w.r.t. B n k1,k2 , we get
Using (20) , ⌊(n − k + u + 1)/k⌋ replacing by ⌊n/k⌋ and following steps similar to the proof of Theorem 3.1, this can be written as
Again, from Newton expansion (see Barbour et al. [7] ), we have
Using (26) in (25), we get
First, consider second and fifth terms of (27) (terms involving g(m + 1)) and using (13), we have
Using (7) for l = k + s, k − u − 1 in the last two expressions, we have
Consider now the second term with last two terms and using (14) , it can be easily verified that
, and using (5) and Lemma 3.1, we get
This proves the result.
Applications
In this section, we discuss the applications of our results to the real life problems. We first give an application in meteorology and agriculture and compare bounds with the existing bounds for one-parameter approximation.
Next, we give bounds of machine maintenance problem for one and two-parameter approximations.
Meteorology and Agriculture
Consider an interesting problem of rice cultivation that has an interaction between meteorology and agriculture in real life similar to Dafnis et al. [13] . Generally, rice cultivation takes four to five months to ripen. At the time of ingathering of rice, if at least 3 consecutive days are rainy days then it will take at least 2 consecutive days to dry so that the ingathering of rice will start again. To fit this, in our setup, suppose failure represents rainy day and success represents dry day. Then, B n 3,2 becomes the random variable of our interest where n is the number of days for ingathering of rice. We consider the problem by taking n as one (31), two (61) and three (91) months (days), generally three months are not favorable, and q can be estimated by taking previous year statistics. Taking various values of q,p =p and α = n/5 (i.e., bound obtained by using Stein operator given by (31)), the approximation of pseudo-binomial to B n 3,2 is given by Table 1 and also this bound is compared with the existing bound of Vellaisamy [29] (Poisson approximation), with a(p) = q 3 p 2 , given by Observe that our bounds are of constant order when n is increasing and also it is better than Poisson approximation. From (30) , note that, for smaller values of q, Poisson approximation is better than pseudobinomial, as expected. Two-parameter approximation is not preferable, for this application, because the condition (n − 1)a(p) ≥ 8 is not satisfied for favorable values of n.
Machine Maintenance
A problem of machine maintenance related to runs is discussed by Aki [1] and Balakrishnan and Koutras [5] and can be formulated by considering two machines, say A 1 and A 2 , which are randomly selected on a given day with the probability of functioning p. Machines A 1 and A 2 may get damaged if A 1 is used for at least 2 consecutive days and A 2 is used for at least 3 consecutive days in succession. Also, it is convenient to repair both the machines at same time. So, the number of occurrence of these events over one (or more) year(s) is the problem of our interest and it follows the distribution of B n 2,3 . Now, takingp =p and α = n/k with Stein operator in (31), error bounds between pseudo-binomial and B n 2,3 by using one and two-parameter approximations for various values of n and q are given in Table 2 and its comparison with the existing bound, with a(p) = q 2 p 3 in (30), given by Vellaisamy [29] are also given. For two-parameter approximation, it is clear that (n − 1)a(p) ≥ 8. Also, if n is increasing then bound is decreasing, as expected. Note that one and two-parameter approximation of pseudo-binomial is an improvement over Poisson approximation. 
whereÃ is a Stein operator for pseudo-binomial with parameter (n/k,p) andŨ is the perturbed operator. Also, this is a special case of our results and bounds for one and two-parameter approximation can be obtained by takingp =p in Theorem 3.1 and 3.2. This Stein operator demonstrate that pseudo-binomial approximation is better than any other approximation.
3. Observe that Theorem 3.1 has constant order and Theorem 3.2 has order O(n −1/2 ) which is an order improvement over Theorem 3.1 and existing results in the literature. This is a constant order bound and comparable to the existing bound in Corollary 4.8 of Upadhye et al. [28] , where three parameter approximation of binomial convoluted Poisson to (1, 1)-runs is used. Also, it is an order improvement over the bound given by Godbole [15] which is of O(n). This bound has order O(n −1/2 ). Also, this is order improvement over Corollary 4.8 of Upadhye et al. [28] and Godbole [15] . 6 . From Theorem 8.F of Barbour et al. [10] with π = a(p) and λ = (n − k + 1)a(p) in our setup, we have 
It can be easily verified that Theorem 3.1 and 3.2 is an improvement over (32).
7. From (2.7) of Vellaisamy [29] with λ n = (n − k + 1)a(p), we have
We have already observed in applications that, for small values of q, (33) is better than pseudo-binomial approximation. Pseudo-binomial is better than Poisson approximation for values of q > 0.25.
8. For n ≥ 2(k + 1), Godbole and Schaffner [16] obtained
where A denotes the number of occurrence of the event one failure followed by k consecutive successes. This bound is improved by Vellaisamy [29] and is given by
where λ n = (n − k)qp k . Taking k 1 = 1 and k 2 = k implies that k 1 + k 2 = k + 1, replacing k by k + 1 in Theorem 3.1 and 3.2, we can easily see that the bound of one-parameter approximation is comparable to (34) and (35) and two-parameter approximation is an improvement over (34) and (35).
9. To the best of our knowledge, bounds obtained in Theorem 3.1 and 3.2 are the best possible bounds in the literature.
