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Abstract—Statistical shape models are a useful tool in image
processing and computer vision. A Procrustres registration of
the contours of the same shape is typically perform to align
the training samples to learn the statistical shape model. A
Procrustes registration between two contours with known cor-
respondences is straightforward. However, these correspondences
are not generally available. Manually placed landmarks are often
used for correspondence in the design of statistical shape models.
However, determining manual landmarks on the contours is time-
consuming and often error-prone. One solution to simultaneously
find correspondence and registration is the Iterative Closest Point
(ICP) algorithm. However, ICP requires an initial position of
the contours that is close to registration, and it is not robust
against outliers. We propose a new strategy, based on Dynamic
Time Warping, that efficiently solves the Procrustes registration
problem without correspondences. We study the registration
performance in a collection of different shape data sets and show
that our technique outperforms competing techniques based on
the ICP approach. Our strategy is applied to an ensemble of
contours of the same shape as an extension of the generalized
Procrustes analysis accounting for a lack of correspondence.
Keywords—Anatomical shapes, dynamic time warping, general-
ized Procrustes analysis, registration, statistical shape models.
I. INTRODUCTION
When we wish to perform statistical analysis of shape
we assume that the shape observations belong to real world
forms. These may come from a sketch of an archaeologist,
an automatic segmentation of an image processing algorithm,
or manually drawn anatomical landmarks. In this contribution
we consider that a shape observation contains the vertices of
an outline representing the contour of an object of interest.
We consider landmark-based statistical shape models, as for
instance, the Point Distribution Models (PDM) [1], [2]. Typ-
ically, when we collect shape observations to perform work
with a Point Distribution Model, we assume that they all
contain the same number of N points, and that these points in
correspondence. These points (or vertices) are also known as
landmarks, since its position is generally determined by some
meaningful information. For instance, in the archaeological
study of spears, an evident landmark is the tip. With respect
to an anatomical study of a hand outline, also the tips of the
fingers are intuitive landmarks.
The training contours that are required to learn a shape
model are generally manually or semi-automatically obtained
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from training images, which is very time-consuming. Fur-
thermore, a Procrustes registration of the shape samples is
necessary to build the statistical shape models [1], [3].
Statistical shape models in segmentation problems make use
of a Procrustes registration in two main scenarios.
1) In the training process of the model: The training
samples of the shape need to be rigidly registered
(in scale, translation, and rotation) before the shape
statistics are learned from the set. This is typically
performed with a generalized Procrustes analysis [4],
[5], which is an iterative algorithm where a Procrustes
registration of each training sample is performed in
every iteration.
2) During the fit of the model in a segmentation problem.
The statistical shape model needs to be registered to a
target contour in an image to be segmented, in order
to incorporate the prior knowledge about the shape that
the model provides. Examples of these segmentation
algorithms are: Active Shape Models [1], Constrained
Local Models [6], and deep-learning landmark localiza-
tion strategies [7].
A Procrustes registration (rotation, scale, and translation,
as defined in [4]) between two landmark-based shapes with
known correspondences is a linear least-squares problem: when
the correspondences are available, a Procrustes analysis can be
employed [5], [8], [9]. However, determining correspondences
is challenging. The corresponding points are often determined
manually with a few landmarks [10]. The most common choice
of landmarks in human-based images are anatomical refer-
ences, which allow to maintain consistency between different
samples in the annotation process. However, it is tedious to
determine anatomical landmarks [11]. Establishing manual
correspondences is done based on experience, which is not
optimal. Furthermore, manual labelling is generally not very
dense (the number of landmarks is much smaller than the
image resolution) and the variability covered by the shape
model, as well as the precision of the model, are affected.
Also, the definition of an anatomical landmark typically refers
to a point on the surface of the anatomy, whose projection
in the image plane may not belong to the two-dimensional
boundary.
In this contribution we have studied particularly an imaging
technique that can benefit from PDM: fluoroscopic X-ray.
This image modality is used intraoperatively and therefore
computer-guided-surgery algorithms utilize it [12]. Since it is a
two-dimensional image modality, when anatomical landmarks
are used to register the training samples of the model, the fact
that anatomy actually belongs to a three-dimensional space,
Pre-print. Under review.
ar
X
iv
:1
91
1.
11
43
1v
2 
 [c
s.C
V]
  2
7 N
ov
 20
19
2is especially problematic. Also, the focal point of the image
varies because the acquisition system, the C-arm, moves [12].
Therefore, another difficulty in this application arises since the
anatomical contours in the images are open and cover different
lengths of the boundaries.
Motivated by the challenges presented by fluoroscopic im-
ages, we have developed a strategy to perform a Procrustes
registration when the correspondences are unknown (no need
of manual landmarks), and the lengths of the training contours
are not necessary the same (since they could have been
extracted automatically).
A. Related work
When correspondences between the landmark-based shape
samples are unknown, they may also be assigned automatically
with an Iterative Closest Point (ICP) approach [13], [14]. This
algorithm iterates between solving the registration and finding
the corresponding points, which are chosen as the closest in
terms of a defined distance (e.g. Euclidean). However, the
algorithm only converges to a good solution if the contours
are initially close to the registration, and it is not robust
against outliers. Assigning correspondences and simultane-
ously solving a registration problem has aroused interest before
and there are other solutions, such as in [15] and [16]. In
[15] the problem is presented as an extension of Procrustes
alignment, and it uses a gradient descent approach to determine
correspondences. In [16], the authors incorporate probability
and cross-entropy in the correspondence and determine a cost
function to minimize. Another approach is given in [17], which
optimizes a similar objective function in a more rigorous
way and presents a probabilistic approach called Coherent
Point Drift (CPD). The authors in [18] show a technique that
considers M-estimators in ICP to assign the correspondences.
These approaches, like ICP, typically assume that initially
any point on the reference contour may correspond to any
other point on the target contour. Then, the correspondence is
modeled in a matching matrix whose dimensions are reference
length times target length.The proposed technique in [19] in-
troduces an order-preserving constraint in the correspondences,
modelling it with graphical models and solving it with dynamic
programming. However, it considers only closed contours. [20]
also considers a dynamic programming approach, although
designed for a different application, and hence with subsequent
heuristics that do not apply directly to the problems of training
shape models.
There are also approaches where a group-wise registration
is performed. In [21] the authors use thin-plate B-splines
to model the deformation of the shapes, together with a
generalized Procrustes analysis to perform the registration.
However, the contours they use are not very dense (around
15 landmarks), which limits the resolution of the resulting
shape model, and the thin-plate deformation may become very
computationally demanding with denser contours of higher
resolution. The authors in [22] define a plane-to-plane warping
based on free deformation and mutual information. They
assume, however, a good initial guess in terms of rotation,
scale, and translation. Similarly, in [23] they also consider
a plane-to-plane warping and the image appearance in the
registration, but requiring a good initialization of the samples,
which may be done manually. Alternatively, other solutions
are based on a contour-to-contour warping. The approach in
[24] performs a generalized Procrustes analysis determining
a geodesic distance between the contours. Nevertheless this
distance depends on ad-hoc parameters and requires a good
initialization of the registration. In [25] the authors describe a
method to build shape models when correspondences are not
available based on information theory. However, in order to
establish the correspondences, they need to select a reference
shape whose parameterization is fixed manually. Also, the
contours are not longer than 30 points, which is orders of
magnitude smaller than the typical image size.
B. Contributions
In this paper, we propose Dynamic Time Warping (DTW)
[26] to establish an automatic correspondence between the
landmark-based shapes to be registered, which avoids the need
of an initial manual correspondence and same landmark-set
lengths.
Hence, we extend the typical Procrustes registration consid-
ering an additional DTW step that solves the correspondences.
DTW imposes constraints on the order of corresponding points
between contours, leading to more accurate solutions. In our
approach the input signals can contain thousands of points
[27], providing higher resolution and more precision to the
resulting shape models. Our approach is also able to deal with
both open and closed contours. Also, there is no need for a
manual initialization of the registration. Furthermore, in order
to add robustness against outliers, our strategy combines the
DTW with a weighted Procrustes registration. The resulting
algorithm jointly optimizes the correspondence and the rigid
registration by iterating between the DTW and the Procrustes
registration steps in an alternating-optimization fashion.
We validate our approach pair- and group-wise using con-
tours obtained from fluoroscopic images of the proximal and
distal femur. The contours extracted from the images are
directly the input of our registration algorithm, with no need
of manual initializations. In these images, the boundaries are
open and have unclear start and end points, and have also
different lengths.
We perform a comparative study of the accuracy of our
proposed Procrustes registration approach with respect to two
competing techniques, [17] and [18], which our approach
outperforms. As another example, we also consider a database
of hand boundaries extracted from natural images [28].
The paper is organized as follows. In Section II we formulate
the problem, considering shape contours to be aligned with
DTW. In Section III we present our solution, deriving modifi-
cations to DTW and the Procrustes registration. In Section IV
we describe the experiments and the comparative studies. In
Section V and VI we discuss the results and summarize the
conclusions.
II. PRELIMINARIES AND PROBLEM FORMULATION
We model a contour as a complex vector, and a Procrustes
registration (scale, rotation, and translation) as a complex
3affine transformation [4]. We consider DTW to establish a
high resolution correspondence between two shape vectors and
formulate the registration. Then, we also propose a group-
wise approach, as an extension of the generalized Procrustes
analysis, to register a set of shape vectors and estimate its
mean when there is no correspondence information.
We assume that the contours to be registered have the same
shape according to Kendall’s definition [5], i.e., they share
the same geometrical information after scale, rotation, and
translation are removed.
A. Contours as complex time series
We model the points of a shape boundary as snapshots of a
complex time series whose real and imaginary parts correspond
to the two coordinates of Euclidean space. Thus, we model
a collection of points as a complex vector x ∈ CN×1. We
assume the N points in x =
[
x[1], . . . , x[N ]
]T
are ordered,
i.e., there exists a curve topology such that the vector contains
the path between the first point x[1] and last point x[N ]. The
pose parameters (scale, rotation, and translation) are defined
by a complex affine transformation, i.e., rigid transformation
with scaling. This rigid transformation of x is defined as
xt = rx + 1t, (1)
where 1 is a N × 1 vector of ones, {r, t} ∈ C are the pose
parameters of the transformation (r is the scale in magnitude
and rotation in phase, and t the translation), and xt ∈ CN×1
is the transformed vector. According to Kendall’s definition of
shape [5], this transformation does not alter the shape of the
vector, that is, x and xt have the same shape.
B. Procrustes registration with correspondences
Let us assume we have the shape vectors x1 and x2,
both containing N points, and that all points are in one-to-
one correspondence for n = 1, . . . , N . Let us consider the
Procrustes registration [4] of x2 onto x1. This is performed
by the pose parameters r, t ∈ C that minimize the squared
distance between x1 and x2. We define this distance as
d2 =
N∑
n=1
|x1[n]− x2[n]|2 = ||x1 − x2||2, (2)
where | · | denotes absolute value, and || · || l2-norm (or
Euclidean distance). Let us rewrite the transformation as
rx2+1t = [x2 1]p, where p = [r t]T is a vector containing
the pose parameters. The vector p that minimizes the squared
distance between x1 and rx2 + 1t is the solution to a linear
least-squares fit. Let us define the matrix X2 = [x2 1].
The pose p? that minimizes the distance after the Procrustes
registration is
p? = arg min
r,t
||x1 − (rx2 + 1t)||2, (3)
where p? = (XH2 X2)
−1XH2 x1.
C. Dynamic Time Warping to establish correspondences
A Procrustes registration as defined in (2) requires a one-to-
one correspondence between vector elements. In most applica-
tions this is not available. In order to assign correspondences
between two shape vectors, we consider DTW. This technique
is commonly used in time series analysis to find an optimal
alignment between two signals [26]. A non-linear warping of
the signals is considered in order to determine the correspond-
ing points. The objective of DTW is to align these signals
so that the sum of the distances (e.g. Euclidean) between the
corresponding points is smallest.
Let us assume that x1 and x2, containing N1 and N2 points
respectively, are two shape vectors with unknown correspon-
dences. We would like to determine the optimal warping-path
matrix C ∈ R2×L in terms of Euclidean distance. This matrix
C is composed of L correspondence vectors cl = (n
(l)
1 , n
(l)
2 )
T ,
with l = 1, . . . , L. The vectors cl establish correspondences
between points x1[n
(l)
1 ] and x2[n
(l)
2 ]. The optimal warping path
C? between x1 and x2 is the one that minimizes the sum of
distances
C? = arg min
C∈P
L∑
l=1
|x1[n(l)1 ]− x2[n(l)2 ]|2, (4)
where P is the set of allowed warping paths. A warping path
in P must satisfy the following contraints [26]:
1) Boundary condition: The beginning and end points of
the shape vectors x1 and x2 are in correspondence, i.e.,
c1 = (1, 1) and cL = (N1, N2).
2) Monotonicity condition: The topology of the curve is
respected in the correspondence assignment, meaning
that n(1)i ≤ n(2)i ≤ · · · ≤ n(L)i for i = 1, 2.
3) Step size condition: Each element of x1 corresponds to
at least one element in x2 and vice versa. Therefore,
the elements in the matrix C satisfy cl+1 − cl ∈
{(1, 0), (0, 1), (1, 1)} for all l ∈ {1, . . . , L− 1}.
These constraints on the warping path allow an efficient
computation of C? with dynamic programming [26]. We
define the resulting shape vectors in point-to-point corre-
spondence as x˜1 =
[
x1[n
(1)
1 ], . . . , x1[n
(L)
1 ]
]T
and x˜2 =[
x2[n
(1)
2 ], . . . , x2[n
(L)
2 ]
]T
. Each vector contains L points, and
max(N1, N2) ≤ L ≤ N1 +N2 − 1.
To sum up, DTW determines a warping path between two
shape vectors that is optimal in terms of the sum of Euclidean
distances between corresponding points. Considering the path
constraints, there is at least one corresponding point in x1[n]
and x2[n] for every n, but there may also be more than one
point in x1[n] corresponding to one point in x2[n] and vice
versa. We call this a many-to-one correspondence.
D. Simultaneously determining correspondences and registra-
tion
When we employ DTW to find a path of correspondence
between two boundaries, the result may change when a linear
transformation is applied to the boundaries. The correspon-
dence path that best explains the shape deformation is the
4one considered after a Procrustes registration between the
boundaries. At the same time, this Procrustes registration
depends on the determined correspondences. Hence, we need
to obtain the parameters that solve the overall minimization
problem
[r?, t?,C?] = arg min
r,t,C∈P
L∑
l=1
|x1[n(l)1 ]− (rx2[n(l)2 ]+ t)|2, (5)
where the transformation parameters r, t and warping path C
are mutually dependent.
E. Group-wise correspondence and registration
In order to learn statistical shape models we need to perform
the group-wise registration of a set of training shape vectors
[1], [4]. Let us consider a set of M shape vectors of the
same length N and with one-to-one correspondence, i.e.,
each nth element of each of the M vectors corresponds to
the same landmark. Recalling the definition of shape in [5],
shape variability is what remains after accounting for scale,
translation and rotation (i.e. after a group-wise Procrustes
registration). A typical way to remove the effects of size and
translation is to normalize the shape vectors to unit size and
translate their centroid to the origin of coordinates [29]. That
is, for a given shape vector x, we obtain
xo = x− 1
N
N∑
n=1
x[n], and τ =
xo
||xo|| , (6)
where xo is moved to the origin, and dividing by ||xo|| is a size
normalization. We call the vector τ a preshape, equivalently
to the geometrical definition in [29]. The term preshape refers
to the fact that the vector is one step away from registration
since rotation still needs to be removed [4]. Thus, the group-
wise registration problem is reduced to find rotations.
The preshapes belong to a hypersphere, where the dis-
tance between two preshapes is a geodesic [4] defined as
ds(τ 1, τ 2) = cos
−1 |τH2 τ 1|. Considering we have a set of M
training shape vectors, and their preshapes are τ 1, . . . , τM ,
the mean shape is defined as
µ? = arginf
µ
M∑
m=1
ds(τm,µ), (7)
where µ is also considered a preshape so that ||µ||2 = 1 and
1
N
∑N
n=1 µ[n] = 0. The solution to (7) is typically obtained
through a generalized Procrustes analysis [8], [4]. This analysis
iterates between minimizing the distances of the preshapes to
µ and estimating µ. However, when we assume not to have
correspondences and, furthermore, the observed vectors may
be occluded at the extremes, it is not possible to determine the
preshape space and thus, compute the mean shape as in (7).
F. Statistical Shape Models
In a statistical linear model of shape [30], an observed shape
vector xm follows
xm = rm(µ + δm) + 1tm, (8)
where rm and tm are the Procrustes registration parameters
to minimize the squared distance between xm and the mean
shape µ, and δm is a realization of the random vector that
models shape variability, typically Gaussian δm ∼ CN (0,Σ)
[31].
The parameters of a shape model, µ and Σ are learned
from a set of training samples after these have been group-
wise registered.
III. DTW-BASED SOLUTION
Our goal is to determine a Procrustes registration of shape
vectors when the correspondences are not available. Our
approach proceeds along the following lines. We first use
DTW to compute a dense correspondence between two shape
vectors and thus perform a Procrustes registration. However,
the distance in (2) is not robust against outliers, that is, spurious
points of the vector that do not belong to the actual contour.
These may occur, for example, when an edge detector selects
parts of a neighboring object.
Hence, we propose a probabilistic interpretation of the
Procrustes registration in (2) to add robustness against the
outliers in the assigned correspondences.
We then solve an overall minimization problem to deter-
mine simultaneously the registration and the correspondence
allocation. In order to overcome the dependencies between
registration and correspondence parameters, while aiming for
a tractable solution, we propose an alternating optimization,
where we find independently a solution for p (registration)
and C (warping path of correspondence).
Furthermore, we formulate a group-wise registration ap-
proach, in which we calculate the mean shape and hence extend
the generalized Procrustes analysis to deal with the lack of
correspondence.
A. A probabilistic Procrustes registration
Let us recall the vectors x1 and x2 with no assigned
correspondences. After DTW we obtain the vectors x˜1 and
x˜2, which are in one-to-one correspondence and have the same
length L. Let us define the distance vector d˜ = x˜1−(rx˜2+1t),
where r and t are the pose parameters of the registration
we need to obtain. Let d˜l denote the elements in the vector
d˜ = [d˜1, . . . , d˜L]
T . Thus, d˜l = x˜1[l] − (rx˜2[l] + t) is the
distance between the lth corresponding point, whose contri-
bution should be considered in the registration calculation
only if there is true correspondence between x˜1[l] and x˜2[l].
Therefore, we give a probabilistic interpretation to d˜l.
We model the probability of correspondence as a Bernoulli
random variable γl that takes value 1 when there is correspon-
dence, so
γl =
{
1 with probability wl (correspondence)
0 with probability 1− wl (no correspondence).
Therefore, the registration distance to consider is d˜lγl, which
is random. Instead of minimizing the sum of squared distances,
5as in (3), the proposed problem is to minimize the expected
value of the sum of these squared random distances, that is
E
[
L∑
l=1
d˜l
2
γl
]
=
L∑
l=1
d˜l
2
E[γl] =
L∑
i=1
d˜l
2
wl = d˜
HWd˜, (9)
which results in a weighted least-squares formulation, where
W is a diagonal matrix whose diagonal elements are the
probabilities w1, w2, . . . , wL, which will be determined below.
The pose vector p? = [r? t?]T that minimizes the sum
of probabilistic distances defined in (9) is the solution to the
weighted least-squares problem
p? = arg min
p
d˜HWd˜ , (10)
which is p? = (X˜H2 WX˜2)
−1X˜H2 Wx˜1 with X˜2 = [x˜2 1].
B. Determining the weights
In order to obtain the correspondence probabilities, i.e., the
weights wl, we first transform x˜1 and x˜2 into their respective
preshapes τ˜ 1 and τ˜ 2, as defined in (6). To this end, we assume
that the shape vectors x˜1 and x˜2 belong to the same statistical
shape model as defined in (8). This model is determined by
the mean µ and a deformation random vector δ. Assuming
there is no prior information about the shape model, we fix the
preshape of x˜1, i.e., τ˜ 1, to be the mean. Then, the preshape
of x˜2, i.e., τ˜ 2, can be expressed in terms of τ˜ 1 as
r˜τ˜ 2 = τ˜ 1 + δ
′, (11)
where r˜ = exp(−jarg(τ˜H1 τ˜ 2)), and δ′ = [δ′1, . . . , δ′L]T is
an obervation of the random vector of shape deformation.
Gaussian deformation models are typically used in shape
analysis to model non-rigid deformations [30]. Hence, we
choose δ′ ∼ CN (0, σ2I), where I is the identity matrix.
Therefore, each δ′l is assumed to be independent and identically
distributed (i.i.d.) as complex Gaussian with mean zero and
variance σ2. Real and imaginary parts are independent, each
with variance σ
2
2 . We may thus employ a Chi-squared test
since the normalized distances ∆l, for l = 1, . . . , L, are Chi-
squared distributed with two degrees of freedom, i.e.,
∆l =
2|δ′l|2
σ2
∼ χ2(2). (12)
Therefore, the weights wl may be determined from the cumu-
lative Chi-squared distribution function as
wl = 1−
∫ ∆l
0
e−u/2
2Γ(1)
du. (13)
Since the elements of δ′ are i.i.d., we estimate σ2 as the sample
variance, that is, σˆ2 = 1L (r˜τ˜ 2 − τ˜ 1)H(r˜τ˜ 2 − τ˜ 1).
Fig. 1: Two examples of arc-length fluctuations. Left: There is
a many-to-one correspondence due to local differences in the
arc-length. Right: The squares-line is longer than the circles-
line at the end, and thus many points from the squares-line
correspond to a single point from the circles-line.
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x2 (after 3 iterations)
x2 (convergence)
200 400 600
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Fig. 2: Left: Result from Algorithm 2 after 3 iterations (black,
dotted) and converged result (red, dashed). Right: DTW cost
function for every pair of points, and corresponding warping
path of correspondence between the two boundaries after con-
vergence. More results of the working procedure are displayed
in the MP4 video clip in the Supplementary Material.
C. Soft boundary condition
One of the constraints in DTW is the boundary condition,
which requires that the beginning and end points of the
two contours are always in correspondence. Therefore, when
dealing with contours of different lengths, the DTW algorithm
assigns the same correspondences to the additional points at
the extremes, as illustrated in Fig. 1 (right), generating many-
to-one correspondences at the start or end of the warping path.
These many-to-one correspondences represent a missing part
of the contour and should not influence the weighted least-
squares minimization in (10). We detect these situations by
analyzing the corresponding values in the warping path matrix
C at the start (l = 1) and end (l = L). Then, we assign
zero weight to any repeated corresponding points. This can be
achieved with Algorithm 1.
D. Simultaneous pose and correspondences estimation
The whole procedure of jointly estimating the Procrustes
registration and correspondences works as follows. We solve
the minimization problem
[r?, t?,C?] = arg min
r,t,C∈P
(x˜1 − x˜2)HW(x˜1 − x˜2) (14)
6Inputs: W with diagonal elements
wl = 1−
∫∆l
0
e−u/2
2Γ(1) du ∀l = 1, . . . , L (as in (13)).
Path vectors cl = (n
(l)
1 , n
(l)
2 ) ∀l = 1, . . . , L.
for i = {1, 2} do
1) l′ = arg maxl(n
(1)
i = n
(l)
i ), w1, . . . , wl′−1 = 0
2) l′′ = arg minl(n
(L)
i = n
(l)
i ), wl′′+1, . . . , wL = 0.
end
Algorithm 1: Adjusting the weights to account for many-to-
one correspondences in W that are due to the soft boundary
condition.
iteratively with an alternating optimization. The solution is
described in detail in Algorithm 2. In Fig. 2 we show one
example of the warping path C as well as the resulting cost
function and registration obtained by the proposed algorithm.
Input: x1 ∈ CN1 (reference) and x2 ∈ CN2 (target).
Result: Correspondence C and pose {r, t}.
initialization: i = 0, c > cmin, y(0) = x2
while c > cmin and i < imax do
1) Find correspondence C between y(i) and x1, as
defined in (4).
2) Use C to determine y˜ and x˜1.
3) Calculate W as in Algorithm 1.
4) Find pose parameters p = [r t]T as in (10).
5) Determine y(i+1) = ry(i) + 1t.
6) c = ||y(i) − y(i+1)||2, i = i+ 1
end
Algorithm 2: Proposed algorithm to determine simultane-
ously the registration and correspondences based on dynamic
time warping.
E. Group-wise solution
Within a set of M shape vectors with no assigned correspon-
dences, we aim at minimizing the DTW distance between their
mean µ and their pose- and correspondence-corrected versions
and hence extending the generalized Procrustes analysis in
[4]. Starting from the proposed pair-wise solution, let us
assume that x1 is a reference vector and x2 is a target vector
and determine the corresponding points with respect to the
reference vector. We define xˆ2(x1), of length N1, to contain
those points of the target x2 that correspond to the points in
the reference x1. Since x1 and x2 do not have to have the same
lengths and due to possible many-to-one correspondences, we
agree on the following:
• If there is a many-to-one corresponding set of points
such as in Fig. 1 (left), and there are more points in the
target than in the reference, we keep only the point that
is closest to the mid-point of the fluctuation.
• If the many-to-one correspondences occur the opposite
way (more points in the reference than in the target) we
assume the points are repeated, unless they appear at the
extremes (as in Fig. 1, right). In such a case, in order
to force the length of xˆ2(x1) to be N1, these points are
labeled as “empty”.
• If the target is longer at the extremes than the reference,
we delete the extra points in the target.
We need to register a set of shape vectors to its estimated
mean µ. Following the above agreements, for each of the M
training vectors xm, m = 1, . . . ,M , we determine the vector
yˆm(µ) = rmxˆm(µ) + 1tm, which is registered to the mean
µ with one-to-one correspondence. Then, the mean shape is
estimated as
µ? = arg min
µ
M∑
l=1
||µ− yˆm(µ)||2. (15)
Notice that µ is a preshape. In order to register each x˜m to
the mean µ we need to determine
[r?m, t
?
m,C
?
m] = arg min
r,t,C∈P
(µ− yˆm(µ))HWm(µ− yˆm(µ)).
(16)
The expression in (16) is solved for all m = 1, . . . ,M .
As expected, the estimation of the mean in (15) depends on
the extraction of the registration parameters in (16). This is
handled in an iterative process. We describe this method in
detail in Algorithm 3. Notice that the points that are labeled
as “empty” are not used when computing the mean.
Input: xm, for m = 1, . . . ,M , with lengths Nm and no
assigned correspondences.
Result: Correspondence Cm, poses {rm, tm} and mean
µ.
initialization: i = 0, c > cmin
µ(0) = τm (preshape of any xm, preferably the longest)
while c > cmin and i < imax do
for m = 1, . . . ,M do
1) Use Algorithm 2 to find Cm, rm and tm
(inputs: µ(i) and xm).
2) Determine ym = rmxm + 1tm.
3) Calculate yˆm(µ) using Cm.
4) xm = ym.
end
1) Compute µ(i+1) with elements
µ(i+1)[n] = 1Mn
∑
m∈Mn yˆm(µ)[n]
where Mn is the set of indices such that yˆm(µ)
is not empty, and Mn the number of such indices.
2) c = ||µ(i+1) − µ(i)||2, i = i+ 1
end
Algorithm 3: Group-wise correspondence and registration as
an extended generalized Procrustes analysis.
IV. MATERIALS AND EXPERIMENTS
We validate our proposed strategy with contours of the
femur extracted from fluoroscopic (low dose, and thus low
quality) X-ray images. In this context, a registration technique
may be used to design a statistical shape model of the femur for
automatic segmentation [32]. Our database contains manually
traced contours of both proximal and distal sides of the femur.
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Fig. 3: Fluoroscopic images of the femur in our database. The proximal femur (first three images) contains 9 manually annotated
landmarks: the first and second images have different lengths due to movements of the C-arm; the third image differs due to a
more medio-lateral position. The distal femur (last two images) contains two manual landmarks, and the lengths of the visible
shaft may be different.
We also apply our technique to an open source database
of hand images [28], where the contours are automatically
extracted with conventional edge detectors.
A. Materials
1) Proximal femur: This set contains contours from the
proximal femur extracted from fluoroscopic X-rays images.
These images are in anterior-posterior orientation and acquired
with a C-arm during surgery implanting a cephalomedullary
nail for osteosynthesis, which treats fractures of the femur1.
Our X-ray images therefore also show implants and surgical
tools (nail, blade, or k-wire), as seen in Fig. 3. We collected
350 manually drawn boundaries that contain between 500 and
1000 points, are one pixel wide, and 8-connected. On those
contours, 9 landmarks are manually annotated. We agreed
on the following definitions of landmarks: (1) beginning of
lesser trochanter, (2) end of lesser trochanter, (3) beginning of
femoral neck, (4) intersection neck / femoral sphere (distal),
(5) intersection neck / femoral sphere (proximal), (6) end of
femoral neck, (7) superior border of greater trochanter, (8)
inferior end of greater trochanter, (9) lateral point such that
the connecting line to point 1 is perpendicular to the shaft
axis. We show some examples in Fig. 3.
2) Distal femur: This set contains contours from the distal
part of the femur, also extracted from fluoroscopic images from
the same surgical interventions as with the proximal femur
[12]. The images show the femur contour and the medial
condyle. We collected 116 manually drawn contours and on
those manually placed two landmarks that delimit the condyle.
The contours contain between 450 and 950 points and are one
pixel wide and 8-connected. We show some examples in Fig.
3.
3) Hands: The set contains 1000 closed-form contours that
are automatically extracted with conventional edge detectors
from natural images of hands. The starting point of the contour
is automatically obtained as approximately located around the
wrist [28]. The contours contain between 1200 and 2200
points. This data set does not contain manually annotated
landmarks.
1The images were routinely acquired during surgery at the Clinic for Trauma
Surgery and Orthopaedics at Augsburg University Hospital. All applicable data
privacy regulations were observed, and we only worked with anonymized data.
B. Competing techniques
We present an overview of the competing strategies that we
consider in our experiments.
1) Manual correspondences: We consider a Procrustes reg-
istration based on manually determined correspondences. This
is the typical registration to train statistical shape models
[6]. These correspondences are determined using the available
manually annotated landmarks on the femur. In order to
account for more corresponding points, a fixed number of
equidistant landmarks is additionally extracted between the
manual landmarks [10]. This process is time-consuming and
error-prone because the manual landmarks were tedious to
annotate and difficult to define. Due to the C-arm movements,
ensuring consistency of the annotated landmarks is very chal-
lenging. Also, anatomically meaningful points, such as “the
most proximal point to greater trochanter”, are difficult to de-
termine in the image or may not even lie on the bone boundary.
With manual correspondences the registration parameters are
obtained by a least-squares minimization as defined in (3).
2) Rigid Coherent Point Drift [17]: This iterative algorithm,
based on ICP, models the points on the contours as Gaussian
mixtures in order to add robustness to the registration. In
each iteration, a correspondence matrix that accounts for every
possible pair of correspondences is computed and used to
determine the registration parameters. We have considered
the rigid-registration version, where the obtained registration
parameters are scale, rotation and translation.
3) Robust Iterative Closest Point [18]: This is an iterative
algorithm based on ICP. It enhances the robustness of ICP
through M-estimators. The correspondences are calculated in
a way similar to the CPD strategy.
C. Test of performance
We do not have available a ground truth of the registration
and correspondence parameters. Therefore, to evaluate the ac-
curacy of registration, we consider two different metrics, each
with their own particular limitations. To test the robustness
against the presence of outliers, we design a test in which
we simulate typical errors that an automatic edge detector
might introduce into the segmentation. Additionally, since
DTW requires ordered input signals, we study the impact of an
8Fig. 4: Comparison of an original contour (left) and a contour
with artificial distortion for the outlier test (right).
unknown topology with unordered inputs. Finally, we consider
the total variance of the group-wise registration as a quality
measure.
1) Accuracy of pairwise registration: Since there is no
ground truth of the registration and correspondence parameters,
we consider the following performance metrics. First, the sum
of minimum distances between a reference vector xref ∈ CNr
and a target vector xtarget ∈ CNt , that is
dtest =
1
Nt
Nt∑
nt=1
min
nr=1,...,Nr
|xtarget[nt]− xref[nr]|. (17)
This distance can be interpreted as a modified Hausdorff
distance [28]. The interpretation of dtest may be misleading, for
instance, in the registration of the hand contours, where a short
distance may be achieved if a finger in the target is aligned
to an incorrect finger in the reference. We therefore also
evaluate a second metric: the intersection-over-union (IoU) of
the areas that the contours cover after the registration [33].
However, this metric may also be misleading for the evaluation
of incomplete contours, as is the case in our femur database,
since a perfect registration may represent a small intersection
area with respect to the union area. Unfortunately, there does
not seem to be one single quantity that perfectly measures the
accuracy of registration in this problem.
2) Outliers: Outliers are points that do not belong to the
contour or have been distorted and disrupt the shape. The
femur contours in our database are almost free of outliers be-
cause they were manually obtained. The competing strategies
[17] and [18] are designed to deal with outliers and noisy
contours. In order to compare the robustness of our strategy
to the competing techniques, we perform a test where we add
outliers artificially to our database by emulating the distortion
possibly induced by automatic segmentation. First, we add a
noise component to the shape vector xm, i.e., zm = xm + γ,
with γ ∼ CN (0, σ2nI), to consider a small noisy deformation.
Then, for each noisy shape vector, zm, we randomly contort
10 segments of random length ls, in different sections of the
contour, each starting at a random index ns. Let us denote
the points in these segments as z(s)outliers, for s = 1, . . . , 10.
We displace the points from the contour emulating the typical
errors of an edge detector occurring when an edge from a
neighboring structure is detected instead of the true contour.
The resulting displaced and distorted segment is
z
(s)
outliers = z
(s) + 1βs, (18)
where z(s) =
[
zm[ns], . . . , zm[ns+ls]
]T
and βs ∼ CN (0, σ2t ).
We choose σ2t , σ
2
n and the range of ls by visual inspection, such
that the resulting contours look realistic. We show an example
of a contour from the proximal femur database affected by
such displacements and distortions in Fig. 4, where σt = 12
pixels, σn = 1 pixel, and ls is a uniform random value between
1 and 10 percent of the total length of the contour.
3) Unknown order: DTW requires that the order of the
entries of each vector follow the contour, with the first entry
corresponding to the start point and the last entry corre-
sponding to the end point. In our database this is the case
because the contours were manually determined. However,
when the contours are automatically extracted, e.g. with an
edge detector, this order may be unknown. The inputs to the
competing techniques are point clouds, with no given topology.
In order to determine to what extent the performance of our
technique depends on an a priori known order, we propose the
following test: We randomly shuffle the points in the shape
vectors so that the order is unknown and add a preprocessing
step to estimate the order before applying our registration
technique. Start and end points are determined heuristically.
Since we assume that the target and reference follow the same
shape model, we have not contemplated mirroring. We may
assume w.l.o.g. to follow the contour in an anti-clockwise
direction, and the start and end points are assigned based on
their proximity to the image border. Then, we use alpha shapes
[34] to calculate an approximate order and reorder the points
accordingly.
4) Performance of the group-wise registration: Following
the properties of a good shape model described in [25] and
[35], we evaluate the total variance of the group-wise result as
a quality metric. We compare our proposed extended general-
ized Procrustes alignment to a regular generalized Procrustes
alignment, which is based on landmarks whose correspondence
was manually determined.
V. RESULTS AND DISCUSSION
In this section, we study the accuracy of the registration
of a pair of shape vectors in comparison with the competing
strategies described in Section IV-B. We also compare our
group-wise approach with a generalized Procrustes analysis
based on manual correspondences, since this is the typical
solution for designing statistical shape models.
A. Procrustes registration of two shape vectors
We first discuss the accuracy of the pair-wise registration.
We evaluate the distance of registering each shape vector to
the longest vector in each data set. We measured the described
distance dtest and the IoU. We show the resulting boxplots in
Fig. 5. We considered the femoral shapes from our database
(proximal and distal) as well as the hand shapes. Our strategy
performs best median results among all competing techniques,
for all three data sets, in terms of both metrics dtest and IoU. It
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Fig. 5: Boxplots comparing the registration results using our proposed strategy (blue), CPD [17] (red), r- (robust) ICP [18]
(yellow), and manually determined correspondences (purple). There are no manual correspondences available for the hand
shapes. The left plot shows dtest, which is measured in pixels (in the fluoroscopic images the pixel size is ≈ 0.45 mm, and in
the hand images ≈ 0.5 mm [28]). The right plot shows IoU. In Algorithms 2 and 3 we have employed imax = 100 (maximum
number of iterations) and cmin = 10−4 minm=1,...,M ||xm|| (tolerance stopping criterion).
ref target proposed
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Fig. 6: Comparative example of the proposed registration of
the contour of the proximal femur. The reference (ref) and
target have different lengths, sizes, and original positions.
also has the smallest variability in performance as measured by
these metrics. Our technique even outperforms the manually
determined correspondences (where available). We show one
example of the registration results in Fig. 6, where our strategy
performed a much more accurate registration.
B. Outliers and unknown order
To determine how well the techniques handle outliers and
possibly unknown order of points, we perform two further
registration tests for the proximal femur contours.
1) Test with outliers: In Fig. 7 (labeled as “Outlier”) we
show a boxplot of the registration results with the outlier model
discussed in Section III-B in terms of dtest. We observe that
our strategy, even though it experiences some loss of accuracy
with respect to the outlier-free result, still outperforms the
competing strategies. Moreover, if the proposed weighted least-
squares minimization in (10) is substituted with an ordinary
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Fig. 7: Boxplot of error metric dtest in pixels (pixel size
≈ 0.45 mm) for registration with outliers and/or without prior
ordering, for the proximal femur database. We considered
our proposed strategy (prop., blue) as well as an unweighted
version of our proposed strategy (prop. W = I, violet).
least-squares approach, i.e., W = I, there is some loss in
performance. Hence, the weighted least-squares registration
adds robustness.
2) Test with unknown order: In Fig. 7 (labeled as “Un-
sorted”) we present the results of a test in which the points in
the vector were shuffled. As expected, this has some effect on
our technique but not the competitors since those do not use
a prior point ordering. However, our strategy still outperforms
the competition, and the weights in (10) enhance the accuracy.
3) Test with outliers and unknown order: In Fig. 7 (labeled
as “Outliers + Unsorted”) we show the results of the com-
bined effects of outliers and unsorted vectors. Our proposed
registration still outperforms all competing techniques.
C. Group-wise registration
We performed a group-wise registration of each of our three
shape data sets. We show the results of the obtained mean
shape in Fig. 8, which look as expected for each dataset. The
10
Fig. 8: Estimated mean shape (proximal femur, distal femur,
hand) obtained with proposed group-wise solution as described
in Algorithm 3.
Fig. 9: 40 equidistant points from proximal and distal femoral
contours after applying the proposed Algorithm 3 (left images),
and a typical generalized Procrustes analysis that is based on
manual landmarks (right images).
estimate is worst at the extremes of the femur contours due to
a smaller number of samples in these regions. For the hands,
the wrist experiences more outliers and variability [28].
We compare the result of our group-wise registration to a
registration based on manual correspondences. We performed
this study with the femoral data sets, where manual landmarks
are available. We show the qualitative results in Fig. 9. In
order to improve the visualization, we show only 40 points,
equidistantly chosen on the registered contours. We see that the
proposed registration provides a more compact representation.
As a quantitative metric we also evaluate the total variance of
the points, which is the trace of the sample covariance matrices
of the registered vectors. This metric is used to quantify the
quality of the correspondences in [35]. The ratio between the
total variances of the proposed and the manual models is 0.05
for the femoral head, and 0.1 for the condyle. This means that
the total variance of the proposed registration is one order
of magnitude smaller, and hence more compact and better
registered [35].
VI. CONCLUSIONS
An accurate registration is fundamental in segmentation and
retrieval applications that use a shape model, as well as for
learning the models. In order to avoid the manual selection
of landmarks in statistical shape model training, we have
investigated the problem of registration when there are not
correspondence references. Our technique saves annotation
time and does not require manually placed landmarks. We have
solved simultaneously the correspondence and the Procrustes
registration problem with an alternating optimization approach.
The proposed correspondences are based on DTW, and a
probabilistic alignment that adds robustness. DTW preserves
the order of points on a contour, providing higher accuracy and
preserving efficiency, which is the main difference with respect
to the strategies based on the ICP algorithm. Our strategy
outperformed competing approaches with similar computation
time when tested on three different anatomical contours, even
in the presence of outliers and with unordered points. We have
also proposed a group-wise solution, which provides a training
set that is accurately registered, and hence more compact and
meaningful shape models can be learned.
However there are still some issues that have to be ad-
dressed, which we enumerate in the following. The group-
wise registration is dependant on the sample that is initially
chosen as the mean, which may lead to miss deformation
details in the first and second order statistics of the obtained
shape model. A more sophisticated strategy to deal with the
multiple-to-one correspondences in the group-wise registration
needs to be designed in order to account for these features.
Furthermore, our approach has not considered the presence
of important occlusions in the training samples. From the
observation of our outlier test we can infer that, if these
occlusions are not very significant, our current algorithm
should be robust enough to deal with them. However, a more
thorough test would be require to verify this, and possibly an
additional enhancement of the correspondence strategy could
be added to deal with occlusions in future work. Finally, a
limitation of our strategy, especially for clinical application,
is the two-dimensional design. In order to deal with three-
dimensional anatomical models, that are present in medical
imaging with stronger importance that the two-dimensional
ones, the proposed approach needs to be extended. Our future
work is focused on improving these limitations. Our efforts are
especially the three-dimensional extension of the approach.
Nevertheless, to the best of our knowledge, the use of DTW
in a Procrustes registration for statistical shape model analysis
has not yet been explored. In this contribution we show that the
registration accuracy is improved with a DTW-correspondence,
and that the tedious task of manual labelling of the training
landmarks can be avoided to train the models. We believe that
DTW is a promising tool to enhance registration algorithms.
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