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Abstract
Dwindling fossil fuels and the rising price of energy has meant that attitudes towards
energy usage have changed in both domestic and commercial settings. This change in 
attitude has led to the development of smart metering technologies that are currently 
being rolled out across the world.
The research has been developed to be able to add functionality to smart 
metering devices by providing information about energy usage within the premises 
through Non-Intrusive Load Monitoring (NILM). The thesis provides a detailed 
description of the work undertaken to develop a novel method of load disaggregation 
within NILM to aid in the monitoring of energy usage and the provision of consumer 
feedback which can be integrated into smart metering technologies.
The research aims to provide a novel approach to NILM through the use of 
canopy clustering for its main process of load disaggregation. Canopy clustering 
provides the necessary tools for separating out appliances and groups of appliances for 
later classification into individual loads, which brings many benefits compared to other 
technologies.
The research methodology has been developed with robust techniques of data 
gathering, model development and validation through a rigorous testing approach. Real 
world examples of loads have been used for the creation and development of the 
models. The use of contemporary appliances within the research has meant that the 
NILM algorithm developed is current and usable. In the final implementation it could 
be commercialised for use by the general public.
The full procedures of the algorithm have been explained in detail with the 
addition of information on the final classification methods that could be used when 
implemented within smart metering devices. Further work and improvements to the
research have also been included for consideration.
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Chapter 1. Objectives and Motivation
1.1. Background
The research commenced in 2008 on a project sponsored by the Engineering and 
Physical Science Research Council (EPSRC) in conjunction with Kigg Ltd. KIGG is a 
leading British ISO 9001:2008 certified company engaged in the design, development, 
manufacture and supply of kWh/electricity meters and greenhouse gas analysers. The 
initial project title for the research was 'CArbon Usage Profiling through Energy 
Measurement Metering and Modelling' (CAPEM3), which was to consider the 
relationships between the fuel mix used within the electricity producing industry, and 
the periods that different appliances were being used.
The initial decisions behind the project were to be able to inform energy 
consumers how their actions were affecting the environment by providing feedback in 
terms of carbon production due to the usage of the electricity. This required detailed 
information of the makeup of the fuels used within the distribution network at time of 
use, which could then be mapped to the individuals' energy usage and converted to 
tonnes of Carbon Dioxide (CO2) emissions for the time of use.
By providing energy users with information such as carbon usage, the ability to 
change people's behaviour could be realised, and steps could be taken to participate in 
load shifting during peak times to reduce the requirement for high carbon output power 
stations to be used. One of the main issues with this was that providing feedback to 
consumers in terms of Carbon does not give the whole picture and could confuse the 
user as to how they could change their behaviour to reduce their Carbon footprint.
The research programme naturally moved towards the direction of providing 
customer feedback as to how and where energy was being consumed within the
premises. This was one of the initial drivers for researching methods used for
1
disaggregating loads at the electricity point of entry to the premises, and the concept of 
Non-Intrusive Load Monitoring (NILM) was investigated.
Early research into NILM was developed around the ideas of classification of 
large electrical goods within the domestic environment, and as research methods 
developed over time, the classification processes became more complex in their 
implementation with the movement from just steady state changes within the power 
signal being monitored to the use of harmonic analysis of the supply current waveform.
The uses of harmonic analysis become an integral part of the research, with the 
classification of the different harmonics being considered in greater depth. Investigating 
the frequency components within the energy supply were seen as a method of 
identifying the loads that were being consumed within the premises. For profiles of the 
loads to be constructed, clustering techniques were used to group like for like data 
points within the harmonic domains, which was then used for load classification.
The use of canopy clustering was investigated as a method of clustering the data 
to create the profiles. The canopy clustering algorithm was preferred over different 
clustering techniques due to its ability to be applied to the data set without any prior 
knowledge of the amount of clusters that would require identification, and therefore 
satisfied one of the design requirements of the research.
1.2. Motivation
The motivation behind the research was the development of a system that could be used 
to change the way in which consumers' use and view energy consumption. By 
providing feedback to the end-users of energy, they would be able to make informed 
decisions about how and where to make changes to their usage behaviour.
With the increase in energy costs, and the depleting supply of fossil fuels, the 
future of constant energy supply is even less certain, and by focusing on consumer
behaviour, and changing that behaviour, energy savings could be made without
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significant cost or disruption. This method of informing the consumer where they can 
make energy savings also gives the final say in what changes they make to their daily 
routines, and they could therefore be more likely to react to the information in a positive 
way.
The introduction of smart metering can be seen across the world. These smart 
meters replace the existing meters in the home, which have added functionality and the 
inclusion of communication devices. By including these communication devices 
Automatic Meter Reading (AMR) is used as the primary method of billing. These smart 
meters make up Advanced Metering Infrastructure (AMI), and have allowed the meters 
to become more than just a metering device, as information about energy usage can now 
be monitored both locally via consumer feedback devices and remotely by the energy 
suppliers.
The feedback of information to the user can be customised to the requirements 
of the user depending upon what their drivers are for reducing their energy usage. This 
can be customised by either using energy cost as a driver so that it shows that there are 
cost savings to be made when load shifting at peak times, or by going back to the initial 
project objectives, there are possibilities that the reduction of carbon emissions can be 
used. They key issues that surround this are that there needs to be a driver for the 
consumer to participate in the scheme, and these different drivers can be applied 
depending upon the situation. Custom profiles can be built using NILM that will allow 
the monitoring of the energy consumed over periods of time, and therefore an in-depth 
analysis can be carried out on the data.
This research complemented other work being undertaken, as continual 
developments within the smart metering area continue. The research was deemed to be 
an add-on function to smart metering, which would not be required through legislation,
but would be a unique selling point (USP) to smart metering that could be used for 
breaking into new markets.
The researched concepts were also viable in many different areas, and were not 
just useable within the domestic sector, which is where the researched has been based, 
but could also be used within small to medium business, or applied to larger industrial 
entities. The key identifying characteristics of this approach to NILM is that it negates 
the need for sub metering to be installed, which can be costly, disruptive and time 
consuming, and therefore provides an alternative without the need for additional 
expensive hardware.
1.3. Initial Goals
1.3.1. Load Monitoring, Data Capture and Pre-processing
The creation of a NILM methodology that could be used to monitor the energy usage of 
loads within the premises required the analysis and capture of loads to build and test 
models that could be used within the system. A data capture and analysis methodology 
needed to be created to monitor the loads that were being analysed both individual and 
the total load current and voltage.
The research required the acquisition of vital information about the current 
signal of the individual and total load, which would be used for the classification of 
appliances. Fourier analysis provided an excellent platform for the creation of profiles, 
as further analysis of the Fourier output provides both magnitude and phase information 
of the signals. The phase and magnitude information contained from the analysis 
directly related to the operating conditions of the loads, and could therefore be used to 
define the appliances though profiles built around the different harmonics.
1.3.2. Load Disaggregation
The main aim of the research was to segregate the different loads being consumed 
within the premises into their component appliances from the overall load draw into the 
premises. This is conducted using NILM technologies which have been discussed 
within the literature review in section 2.2.
By using NILM, the appliances that were being used within the premises were 
able to be disaggregated using the method known as Canopy Clustering, with its 
operation discussed within section 4.4. Canopy clustering was able to separate out data 
into groups efficiently using inexpensive segregation techniques which separate out the 
data depending upon its Euclidian distance when the fundamental and harmonic content 
is plotted within a two-dimensional space. By using canopy clustering to separate out 
the different load groups within the dataset, there was no longer a requirement to know 
how many different clusters needed to be found, as the process, by nature, separated out 
the data into the amount of clusters present.
1.3.3. Load Classification
When considering the usage of appliances within a domestic environment for example,
it should be noted that there will be multiple loads being used at any point in time, and
this knowledge means that an approach to NILM needed to be considered with this in
mind. These multiple loads that are present within the dataset are seen as a single group,
and therefore the group of loads needs to be disaggregated into its component
appliances.
To better understand how these groups of loads were constructed, the interaction 
between the different load currents should be considered, and used to separate out the 
individual loads present within the groups. This involved the analysis of the individual 
loads with respect to the load phase angle and the load magnitude of the current with
regard to the applied voltage. Each individual load that is being monitored will have its
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own load profile, and by regression the total load can be disaggregated into the 
individual appliances using the pre-defined load profiles.
1.3.4. Consumer Feedback
The final objective was to be able to provide energy usage feedback to the consumer 
relating to the appliances used within the premises. By being able to monitor the loads 
through NILM methods, specific loads may be identified, and the time of use of the 
energy recorded with relevant energy usage measurements.
1.4. Long Term Goals
By proving a system that was able to identify loads without the use of sub metering 
allows for a seamless installation of the system into the home without the need to 
greatly inconvenience the end user. It is envisaged that by building a robust NILM 
system with the use of canopy clustering, a system could be installed into homes or 
small commercial environments and be used to monitor and feedback energy usage of 
appliances and loads within the premises. Combining the information with potential 
energy savings information i.e. moving loads to different times of the day to prevent 
excess energy usage at peak times, or to a part of the day with a cheaper tariff, will 
allow the end users to be able to make informed decisions on how and where energy 
savings can be made.
The system will be reliant upon known load profiles for it to function correctly 
and the vision of creating online databases of loads that are present within the domestic 
environment, could allow for the use of NILM attached to the networks and the internet 
to access this data. This information could be used to carry out NILM and load 
identification and profile creation of the appliances within the premises.
Chapter 2. Literature Review
2.1. Introduction
The literature review facilitated a critical analysis of available literature within the 
chosen research area. This section starts by discussing the core concepts of Non- 
Intrusive Load Monitoring, and how and where these technologies could be used. The 
review then follows onto the commercial and domestic uses of Non-Intrusive Load 
Monitoring and how developments in smart metering could aid in the delivery of the 
technique.
One of the important concepts within the research was clustering technologies. 
The literature review itself does not cover the different clustering techniques, as it had 
significant importance to the research, and therefore has been allocated its own chapter.
2.2. Non-Intrusive Load Monitoring
2. 2.1. Introduction to Non-Intrusive Load Monitoring
In the context of this programme of work Non-Intrusive Load Monitoring (NILM) is 
defined as the monitoring of the energy usage of electrical appliances within the home, 
or small commercial premises without the need for the direct installation of individual 
metrology equipment [1], [2]. The use of NILM within such environments allows users 
to monitor and control how, when and where energy is consumed by using the 
information obtain through measuring technologies such as current sensors [3]. 
Traditional methods of electricity metering with electromechanical devices do not 
provide sufficient information in terms of resources for NILM to be effective, but with 
the installation of digital metering within residential properties, the functionality 
available has increased considerably [4]. Electricity meters are no longer simply a 
means of measuring accumulative electricity usage [5], but now offer greater
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operational parameters such as maximum demand within commercial environments, 
along with the measurement of real and reactive power, and even harmonic distortion 
within a single meter.
Traditional methods of appliance monitoring would involve the use of sub- 
meters, which means the inclusion of metering at the electrical switchgear for individual 
usage zones or even appliances. Sub metering can provide a range of information about 
the individual appliance, such as power usage and the performance [6], but can also 
provide other vital information to end users as to where energy savings can be made. 
From a business perspective sub metering is used extensively for the monitoring of 
energy usage within individual locations [6], [7].
Sub metering use within the commercial setting has been acceptable for 
monitoring energy usage within specific departments, but taking this technology into 
the domestic environment would not be economically viable due to installation costs of 
the hardware needed and the disruption in retro-fit scenarios. By removing the 
intermediary step of sub metering and analysing usage data through NILM methods, 
significant savings can be made with the reduction of sensors and hardware, which is 
replaced by a meter with built in NILM.
2.2.2. Advantages of Non-Intrusive Load Monitoring
NILM has many benefits, not just for the end user, but can also provide valuable 
information to the power generating companies as to the habits of domestic users [8], 
[9], [10] and harmonic content and total harmonic distortion which greatly affects the 
quality of the power supply [11]. This information could be coupled with demand 
response programs that offer consumers incentives for reducing their power 
consumption at certain times of the day, using methods such as flexible pricing [12], 
[13], [14], [15]. By informing consumers of tariff changes during peak demands,
coupled with the provision of information as to where energy in the home is being
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consumed, and where energy may be saved if non-essential loads are turned off, load 
levelling may be achieved [16], [17], [18], [19], [20], [21].
Demand response can be coupled with NILM to aid in the management of loads 
at peak times, where load shifting of non-essential loads to off peak periods can help 
reduce the strain and losses on the distribution networks [22], [23]. With the losses 
related to the square of the current of the resistive loads [24] in the network, it can be 
seen that there would be significant increases within distribution losses during peak 
periods. Substantial energy savings could be made by load shedding, with the NILM 
system being used to aid in the decision making process of determining which loads 
should be switched off and used at alternative times of the day.
For NILM to be viable in the domestic environment, algorithms need to be 
developed that are computationally inexpensive due to the hardware restraints and 
micro-processors that can be used in electricity and smart meters. This will allow NILM 
to be implemented without the need for separate expensive hardware to carry out the 
analysis on the consumers' energy profile, and will have a greater chance at being 
adopted in the industry.
2.2.3. Smart Metering and Domestic Attitudes
Smart metering brings the development of new methods of feeding back information to 
energy consumers [12], [16]. The proposition is that the implementation of smart 
metering should be able to provide information to consumers' that was previously not 
available, and that knowledge of real time cost and energy consumption in the home can 
help in changing the behaviour of the general energy user [25].
European Union directive (2006/3 2/EC) [26] has been made to ensure the 
provision of meters that are capable of displaying correct and accurate information on 
energy consumption and time of use. These requirements have led to the push forward 
in the smart metering sector [27]. The planned installation of smart metering means that
a requirement for two way communications between suppliers and consumers will exist 
and, therefore real time billing may be provided, as well as new methods of billing 
within the domestic sector [28]. The introduction to smart meters may also provide a 
new way of communicating with the energy users through the integration of in home 
displays that communicate with the smart meter directly [29].
Smart meters provide a method of implementing NILM in the home without the 
need for additional hardware for monitoring and analysing the load profiles of the 
home. The computation power of the smart meter needs to be taken into consideration 
when developing NILM algorithms, and need to be efficient enough to run on smart 
metering devices.
2.2. 4. Non-Intrusive Load Monitoring Methods
There are many different types of NILM methods which have been researched
previously and have been discussed in the following sections.
2.2.4.1. ON/OFF Power Analysis
The first stages of NILM were to disaggregate the loads into their component 
appliances. One of the initial ideas about load monitoring involved the monitoring of 
the turn on and turn off instance as measured within the power draw of the property. By 
monitoring the appliance turn on and turn off power and the duration that the appliance 
was in use. Energy information could then be obtained and recorded against the 
appliance and used for monitoring purposes. The use of monitoring the on and off 
switches of the appliance was where NILM began [30].
NILM has progressed significantly since its initial inception by Hart [30], where 
it was devised as a method of removing sub metering to monitor a collection of 
appliances. Initial methods relied on the monitoring of on/off instances within the power 
consumption period [31]. Many typical appliances within the home could be categorised
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as on/off devices, such as lighting, and analysing the power signals of such loads within 
the time domain, will show appropriate increases and decreases of energy consumption 
as being indicative of the load operational periods [32], [33].
By comparing the increase and decrease in power consumption, the time that the 
load is in use can be calculated, and the total energy consumed is then determined. Load 
profiles of classes of devices can be created around the assumption that equal increases 
and decreases of power consumption could be attributed to the same load, though 
identification of fundamental loads within a group is not trivial. This statement holds 
true when the examples of resistive loads are monitored such as a kettle. The kettle only 
has one operating condition, which can be said that the kettle is either on or off, but the 
duration that the load consumes energy will vary depending upon the wattage of the 
element for any given mass of water.
When NILM was originally postulated, appliances within the home were 
relatively simple in their operation, and most of the appliances that needed to be 
monitored would have been resistive. Hence the monitoring of the on/off instances of 
the appliances was considered appropriate at that point in time [30]. The application of 
this method when applied to today's domestic environments, give rise to many issues 
that need to be tackled. With the onset of the digital age many homes now have a vast 
range of electrical appliances and consumer electronics such as computers, DVD 
players, mobile phones and various other entertainment and domestic "white goods". 
Most of these new loads are non-linear [34], [35], and their energy consumption will 
change over time, making the matching of on/off instances more difficult with the 
amount of loads present within the home.
The method described by Hart [30] was only viable for use with larger 
household appliances, due to the nature of the power consumption, and detecting 
smaller step changes in energy consumption while applying noise filters can become
11

computation of the process makes this form of NILM ideal for implementing into 
domestic smart metering devices.
By using on/off power analysis of loads only, a lot of information would have 
been omitted from the analysis such as the harmonic content of the appliance and how 
different appliances interact with one another. This approach narrows the scope for 
more detailed analysis of the problem and therefore the system needed to be expanded 
to allow for accurate NILM within domestic and commercial uses of the present day and 
a more fine grained approach would be required.
The use of EMF sensors has been used in the area of NILM for the detection of 
the state of appliances [37]. Even though the use of sensors is traditionally not used in 
NILM, EMF sensors have been used for the monitoring of the state of the appliances to 
aid in the training of the NILM system. With the EMF sensors being placed around the 
current carrying conductor, the system can still be classed as a non-intrusive method of 
load monitoring.
The system uses a combination of Principle Component Analysis (PCA) and 
Linear Discriminant Analysis (LDA) clustering techniques. By applying PCA to the 
results obtained from the EMF sensors, the features with the highest variance were able 
to be extracted and used for classification, whilst removing the features that provide 
correlation between the features [37]. By applying LDA to the results from the PCA, the 
results are displayed on data axes that highlight the interclass variance whilst keeping 
the intra-class features [37]. Further analysis on the dataset is conducted in the form of 
k-means clustering which defines the final groups.
Due to the use of EMF sensors, the system will be subject to external noise from 
nearby appliances, and will therefore only be useful for the monitoring of the states of 
the appliances that are in use.
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One of the drawbacks of the this approach is that there is no form of current and 
voltage measurement, and therefore vital classification information such as phase angle 
will be lost. The type of load may be found and classified into two categories such as 
linear and non-linear loads which add another dimension to the classification profiles.
Automatic classification still requires prior knowledge of the loads that are 
present in the system. Further work is being conducted to implement the use of neural- 
networks and support vector machines.
2.2. 4.2. Rules Based Disaggregation
Rules based disaggregation provided a method of monitoring the behaviour of the 
energy user. The method of disaggregation adds another dimension to the analysis and 
classification of appliances in NILM, but also has the advantage of being able to 
monitor user behaviour. User behaviour can aid with customer feedback which is a key 
feature of a NILM feature. By monitoring energy usage patterns in the home feedback 
can be given to help change behaviour and make energy savings.
Behavioural patterns of the end user provide a significant and important 
consideration within the NILM process. Individual domestic homes will have an energy 
profile, where certain household tasks such as cooking are carried out at specific times 
each day [38]. This allows a usage profile to be constructed for the household, and by 
coupling this with other information such as consumer appliance ownership, which will 
include operating conditions of the loads, more sophisticated monitoring methods could 
be envisaged. Using techniques such as decision trees [38], the loads being consumed 
within the household can be logically determined. Such an algorithm would take into 
consideration the usage of loads within the premises on the assumption that, for 
instance, air conditioning may be on at certain periods of the day, and that, coupled with 
the increase of energy consumption equivalent to the power draw of an air conditioning
system, would be enough for the algorithm to determine the correct load allocation. The
14
method would be simple enough to include in current smart meters due to the low 
overheads of the algorithm.
By using a rules based algorithm, larger loads could be disaggregated with an 
average of 7% difference to the peak load consumption [38]. This could be achieved by 
monitoring the duty cycle of the appliances that are being used, and the algorithm would 
be developed for simply disaggregating large scale appliances within the premises such 
as water heaters and air conditioning units, and unable to identify any smaller loads 
being used. This approach would allow for end user feedback by monitoring energy 
usage patterns but falls short when it comes to monitoring a wide range of lower energy 
consuming appliances or devices in the domestic environment therefore limiting its use 
within NILM to larger scale applications.
2.2.4.3. Neural Networks.
The previous methods of NILM have been focused on the larger appliances and have 
been limited to using the power consumption of the appliance for disaggregation. To be 
able to further the analysis of the loads used within premises further information needed 
to be obtained such as the harmonic information which allows for a more in depth 
approach to analysis, and also allows for smaller loads to be classified using the extra 
information obtained through harmonic analysis.
Harmonic analysis could provide new ways for load disaggregation to be 
realised within the field of NILM [39], [40]. By considering the harmonic signatures of 
individual loads [41], [42], key identification aspects may be extracted which could be 
used for classification of the loads. The harmonic information would need to be 
analysed, and methods such as Neural-Networks provide a great opportunity for 
harmonic classification [43]. The neural-networks described are able to distinguish the 
loads present within the premises by analysing both the real and imaginary harmonic
components contained within the current draw.
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Neural-Networks were developed around the representation of the relationships 
of functions with inputs and outputs in a similar way to how neurons in the brain are 
used in Biology. Within the uses of NILM, the inputs to the system are represented by 
the harmonic data of the loads that require classification, and the outputs of the system 
are the loads being classified. The inputs and outputs of the Neural Network would be 
connected by nodes that represent the functional relationship of the input variables and 
output loads, and could be programmed with the use of learning algorithms and training 
sets of data. The training process sets up the hidden nodes within the system, assigning 




Figure 2-1- Neural Network Layout
These are used for pattern recognition and the use of the Neural-Networks 
within NILM provides a good basis for analysing the harmonic signatures of loads [45], 
[46], [47]. Within this example the inputs to the system are the harmonic values; both
16
real and imaginary components are taken into consideration and power factor may also 
be a consideration [48].
The artificial Neural-Networks are adapted from the biological neurons that are 
present within the human brain. The inputs and outputs of the networks could be 
determined depending upon the amount of harmonics within the system that are being 
used for classification, and the number of outputs will depend on the number of devices 
being classified.
By using Harmonic analysis, the Neural-Network approach was able to correctly 
identify loads that it had been trained to identify through representation of the harmonic 
content contained within the current signals [49], The advantage of using harmonics to 
create a profile could be seen when monitoring different models of a particular device, 
such as various models of LCD monitors. These devices even though perform the same 
function, are represented differently within the frequency domain due to the different 
component make-up of the various models. Conversely multiple devices of the same 
model can be seen to be the same within the frequency domain, allowing for noise, 
therefore making profile creation simpler as the same profile can be used for multiple 
devices of the same model.
The analysis of harmonic signatures has shown that there needs to be some 
consideration when creating profiles for the noise within the system [43]. Models that 
are created need to consider the noise in each of the harmonics that may be present, due 
to operating conditions and even the measuring devices. Building profiles via the 
application of these noise assumptions can greatly improve the success rate of 
identifying the different loads within a NILM system.
As with most methods of NILM, the neural-network approach also requires 
training to be completed [50], [51], [52], [53]. Training can be carried out by using 
either laboratory results, or using mathematically deduced training sets. Laboratory
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training will be conducted using the profiles of real loads that are present within the 
system, which would be representative of the loads being classified, whereas the 
mathematically deduced profiles are created around the assumptions of the profiles that 
may be seen within the system. One issue with this is that as there are a range of 
different loads within the home, there could be more than 10 different loads to be 
classified [54]. This is where training of systems can become an issue, by looking at 
each of the loads in a binary state of either on (1) or off (0), the different combinations 
of loads can be calculated as 2 10 combinations. Due to the amount of combinations of 
loads that need to be identified, there is a large increase in the work that is required to 
complete load disaggregation at a high computational cost, which therefore restricts its 
uses within domestic NILM.
To alleviate the issues surrounding training of systems, mathematically deduced 
training sets may be deduced for individual appliances. This method has proved useful 
within NILM systems, and in particular within neural-network systems [43]. Although 
mathematical datasets aid the training process of NILM it will not be able to account for 
the number of products and appliance that are in use which need to be disaggregated, 
and therefore a custom approach to training depending upon the premises that it is 
installed would be required. Due to the extra work needed to initially set up a NILM 
method based on neural networks, current smart meters would not be capable due to the 
small processing power compared to desk top units which would be needed to initial 
train the system, and makes the use of neural networks more difficult to implement in 
the home.
The use of Neural Networks within NILM has shown that loads could be 
disaggregated using other information obtained from further pre-processing of the loads 
energy consumption by converting the data into the frequency domain. This has opened
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up many more characteristics of the appliance that can further be used for the 
classification of the loads within the frequency spectrum.
2.2.4.4. Commercial Uses ofNILM
The research has been based on NILM in the domestic sector, but previous studies have 
shown benefits of NILM in the commercial sector, and these ideas could be looked at 
and implemented within domestic premises.
From a commercial perspective the same principles such as steady state analysis 
and transient analysis can be applied. There are many commercial requirements for 
monitoring appliances and loads within a business such as building management 
systems. When monitoring these systems there are large potential costs that could be 
incurred, from sensor costs to installation costs. It is clear that the use of power 
signature analysis in the commercial environment would greatly aid with process of 
NILM [55], [56], [57], [58].
2.2.4.4.1. Steady State Analysis
The use of analysing the power signature of the turn on/off instances can be used 
to determine which loads are present [59]. Within an industrial environment there are 
many systems that display real and reactive power consumption profiles and these 
instances can be plotted in a two-dimensional plane as seen in Figure 2-2 [55]. By 
matching the equivalent step changes, both increase for turn on and decrease for turn off 
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Figure 2-2 - Power Signature Analysis, Real and Reactive Domains
The steady state analysis of the power spectrum shows that classification of 
loads can be achieved using multiple variables of the signal such as the real and reactive 
power in a two-dimensional domain. This method can be applied using other variables 
such as harmonic content of the signal, where the points of interest will be the increase 
and decrease of multiple harmonics from the appliances turning on and off.
This method follows the initial principles described by Hart [30] but uses the 
different power domains to provide additional feature sets for disaggregation, and will 
have similar computational requirements of Harts methods. The low computation 
requirements of the algorithm are ideal for the implementation of the algorithm within 
smart and home energy meters making for the system to be easily installed and 
implemented with minimal end user disruption.
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2. 2.4.4.2. Transient Analysis
Additional problems arise in an industrial setting when there are similar power 
step changes within the real and reactive power, which may therefore be displayed as 
essentially being the same load. This is not the case, and therefore the use of higher 
harmonics could potentially provide additional identification knowledge. The harmonic 
signature of different loads will vary, and by adding a third component to NILM for the 
disaggregation of loads, more depth to the analysis is available [60], [61]. The third 
component adds an extra dimension to the system allowing further breakdown of the 
load data, and therefore eliminating different overlapping loads within the original 
domain being classified as the same load.
The transient detection methods require that there be some form of training for 
the system within either a laboratory environment, or by recording the individual 
transient components of specific loads to provide an exemplar for use in the 
identification process. Particular examples of usage within industrial sectors include 
large scale Heating, Ventilation and Air Conditioning (HVAC) or significant sized 
motors. This form of transient analysis evaluates transient harmonic distortion patterns 
generated by a system that is repeated at the start of a process such as the ramp up of the 
motor [36].
This method of NILM provides real time analysis of the appliances within the 
premises, by continually comparing windowed samples of power consumption within 
the time domain to the exemplars, and using a least squares methods to calculate if there 
is a match. The sensitivity of the categorisation can be determined by setting the 
threshold limits of the least squares analysis, and should it be within this threshold the 
load will be classified [36], [62], [63].
Due to the heavy use of induction motors and HVAC systems, commercial 
building management and industry are prime candidates for the use of transient
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detection within NILM. The turn on transients of motors can vary across many 
applications, but may share similar start up patterns. Due to this transient analysis can 
be used for different load dependant, time varying transients of the same pattern [36]. 
This is also applied to varying power loads that share the same transient profile. By 
scaling the exemplars through time and power domains, similar loads may be uniquely 
detected and classified by their transient start up patterns [64] [65]. An example of an 
induction motor in the power domain can be seen in Figure 2-3 [62].
0 0.2 0.4 0.6 O.B 1 1.2 1.4 1.6 1.R
Figure 2-3 - Real Power Transient Start-up of Induction Motor
One of the downfalls of the transient analysis approach could be seen when there 
was no turn off transient where loads just suddenly stop. When a load ends in this 
manner, it was seen as a drop in power, and there were no patterns to be seen for 
matching purposes. This posed a problem when there are many loads of the same power 
rating being monitored, and for this transient analysis requires the integration of other 
NILM methods to be able to identify these turn off instances.
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Further investigation into the use of transient analysis has shown that there is a 
potential for a hybrid approach to be taken which involves using both steady-state and 
transient analysis in NILM [62], [66]. Transient analysis alone can be very 
computationally intensive in nature, and by combining two methods of analysis this can 
be reduced. Leeb et al [62] proposed that by using a sliding mean, transient analysis 
would only be conducted on sections of data where there was a significant increase in 
the mean power consumption, which indicates the turn on of a load within the system. 
Taking turn off instances into consideration, there was a stoppage of power 
consumption and therefore the transient becomes unusable since there is no transient to 
the turn off of the load, and thus steady state changes can be used to discriminate which 
loads are turned off.
When trying to apply transient analysis to the domestic environment, additional 
complications would be found in that there are many appliances in the home that are 
simple turn on/turn off in their operation. By adding transient analysis the problem 
becomes overcomplicated for the home as there would be many different transient 
patterns that would have to be learnt, and the process would have to be coupled with 
other forms of NILM such as steady-state. Transient analysis implementation within the 
home also becomes difficult due to the amount of resources needed to constantly 
monitor and match patterns obtained through monitoring. The large amount of 
processing that is required means that the algorithm is more suited to being run on a PC 
rather than in a smart metering device and prevents this method from being used in the 
domestic environment.
2.3. Conclusions
The Literature review has shown that various versions of NILM strategies have been 
used to monitor energy consumption within both domestic and commercial/industrial
environments, with varying degrees of effectiveness. By using NILM strategies the need
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for sub metering would be removed, and therefore the impact on the end user when 
retrospective installation needs to be undertaken is minimized.
There are many different techniques that can be used within NILM. The 
techniques have progressed from the simplest ideas such as monitoring step changes 
within the power consumption, to more advanced techniques such as harmonic analysis.
The development of NILM from its inception has mainly been concerned with 
monitoring of large appliances and white goods, and the use of monitoring on/off 
instances was sufficient to build a NILM system during this period. Due to the ability to 
monitor only larger appliances and white goods, this current system is no longer viable 
when finer grain load monitoring is required.
With a change in consumer attitude towards the reduction of energy 
consumption within both domestic and commercial sectors, using traditional methods of 
NILM as suggested by Hart [30] reduces the amount of devices that were able to be 
monitored, and as such there was a requirement for more in depth analysis to be 
conducted within NILM for greater refinement to be achieved.
Using methods such as pattern recognition has enabled the use of transient 
analysis to be incorporated into NILM [67]. The methods of analysing the start-up 
transients of loads has a limited usage within the domestic sector, but when considering 
the industrial sector there are advantage that transient analysis bring to NILM that 
cannot be ignored. Many industrial sites comprise numerous similar machines that can 
be monitored through NILM. These range from frequency inverters to induction motors. 
When considering monitoring induction motors through NILM, there was one key 
identifier that can be used to build a profile, and that is the start-up transient. It should 
also be noted that the start-up transient of a motor is common across many different size 
motors, and therefore a single profile can be used for identifying the motor start up 
transients. The only differentiating factors that need to be considered are the start-up
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time and the maximum operating currents, and these can be scaled from the expected 
motor start up transient profile.
The transient analysis method alone is only useful for when loads have a turn off 
transient, but many loads will just stop operating and consume no current when the load 
has been turned off. The literature review has shown that transient analysis alone is a 
poor choice for NILM, and will need to be coupled with other NILM techniques to 
prove useful.
By using harmonic Analysis, there is the scope for loads to be classified using a 
large number of variables such as the individual harmonic components to create a 
profile of the loads. Each load will produce an identifiable current signal within the time 
domain. Converting this signal into the frequency domain, the harmonic content of the 
current can be found and used to create load profiles for load identification within 
NILM. These harmonic signatures can be used for the classification of loads using the 
various different methods of NILM such as Neural Networks or steady state analysis.
The literature review has also shown that monitoring the harmonic signatures of 
the current signals produced by the loads provides the most information of the load that 
can be used for classification purposes. There are ways in which this data can be 
analysed either through domain specific analysis as proposed by Laughman et al [55] or 
Neural Networks [43], which both provide suitable results for disaggregating a number 
of loads, but fail to identify loads that have different operating conditions.
Other techniques have been found that aid in the classification of loads within 
NILM such as rule based algorithms [38], which are able to identify loads based on 
their operating characteristics. While this method proves sound with larger energy 
consuming devices, it still does not cover all of the loads that need to be monitored 
within the scope of NILM.
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Careful consideration needs to be made when deciding which algorithms to use 
in NILM, since there are limitations in the hardware that is used for NILM. NILM 
systems will be developed for use within smart meters, and therefore the algorithms 
need to be able to run on the smart metering hardware without affecting the metrology 
of the device.
It is apparent from the literature review, that research into NILM has progressed 
from its initial inception, and more robust methods of load analysis and classification 
have been continually sought. Each of the methods described provide clear defining 
arguments as to why they should be used within specific areas of NILM due to the 
nature of the problems being solved, and the approaches used. This still leaves the area 
without a complete solution that covers a range of loads that need to be classified, from 
the large energy consuming appliances for example washing machines, down to smaller 
non-linear loads such as televisions.
The key concepts that have come from the literature review are the use of 
harmonic analysis, which should greatly improve an in depth analysis in to what is 
happening within the premises from the electricity consumption perspective.
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Chapter 3. Technology Review
3.1. Overview
This chapter aims to introduce the specific technical aspects of the research that are 
significant to the experimentation. It considers the various current sensing technologies 
that may be used within a NILM system and how they may be integrated. These include 
current transformers, Rogowski coils and Hall Effect sensors. A further review has been 
conducted on the hardware used within the research for the data collection, and the 
statistical software applicable for analysis.
3.2. Current Sensors
With the use of NILM in the domestic environment mainly reliant on current sensors 
being installed into the metrology system, a range of current sensing technologies have 
been reviewed. The three main technologies that are discussed as being deemed usable 
within NILM and within the domestic environment are:
  Current Transformers
  Rogowski Coils
  Hall Effect Sensors
3.2.1. Current Transformers
Current transformers have historically been used extensively within the electrical and 
electronic industry for measuring currents within appliances and for energy metering 
devices. One of the main advantages of this type of sensor is its galvanic isolation, and 
many different types are found, such as clip on transformers which can be used when 
the circuit cannot be broken, therefore a sensor may be placed around the current 
carrying conductor.
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The current transformer measures the current within cable through its magnetic 
induction, B, to a secondary coil wound round a magnetic core. The ratio of the current 
induced within the secondary coil is proportional to the ratio of the number of windings 
on the secondary coil to the primary coil which can be seen in Figure 3-1 [68], and the 
relationship described in (3-1). The final reading from the sensor is the voltage across a 
shunt that connects the two ends of the coil.
B
Figure 3-1 - Current Transformer
lout ~ x (3-1)
Current transformers are relatively low cost devices, and they can be found in a 
range of accuracy classes, with a typical accuracy range of 1% to 10%. Due to the 
current transformer being based on an iron core, saturation problems may arise. This is 
an important consideration when deciding on the current transformer ratings relative to 
the currents being measured. The current transformer should be chosen to cover the full 
range of currents that are to be measured by the system; otherwise currents that are 
greater than the current ratings will put the transformer into saturation, greatly reducing 
the accuracy of the device.
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3.2.2. Rogowski Coils
The Rogowski coil, like the current transformer, is a sensor that is placed around the 
current carrying conductor, and is also a coil based transformer sensor. The main 
differences between the two are that the Rogowski coil is based on an air based coil 
[69], [70], . Again with the Rogowski coil the current induces a current into the coil 
through magnetic induction through the air core, and the amount of current induced is 
smaller than that seen within the current transformer due to the lower permeability of air 
(Ho) compared to that of an iron core.
The relationship of the output voltage to the input current can be determined by 
equation (3-2) [71]. The voltage is equivalent to the rate of change of the current, and 
therefore to obtain a viable voltage output that is representative of the voltage and 
integrator circuit [72] is attached to the output of the coil as seen in Figure 3-2 [73].
V (3-2)
The main attributes that determine the Rogowski coil are the length, 1, the cross- 
sectional area, A, and the number of turns, N, making the Rogowski coil highly 
customisable depending upon the area of application. Rogowski coils have found many 
uses in the areas of high voltage and current [74], [75], [76], [77] and high frequency 
applications [78], [71], [79], [80], [81].
One of the main issues surrounding the Rogowski coil due to the air core is 
external interference, which greatly reduces the accuracy of the device. The accuracy of 
the Rogowski coil is also affected by the positioning of the coil with respect to the 
current carrying conductor [69], and therefore how the coil is installed needs to be 
considered, and modifications to the design can be implemented to position the 
conductor in the centre of the coil. This however, restricts the way in which the coil can
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be integrated into existing circuits and there has been some research that suggests using 
electrostatic shields to prevent external electronic interference [82]. Comparing the 
Rogowski coil to that of an iron cored current transformer, the accuracy of the 
Rogowski coil is greatly reduced at the lower currents [83], which are used within 
NILM due to the effects of noise on the circuit, and lends itself to be better suited for 
high powered electrical distribution networks [84]. By making the transducer more 
sensitive within the operating limits of NILM, the influence of noise may be reduced, 
but as a result the transducer will become bigger in size, making the device more 
intrusive when used for NILM purposes.
Figure 3-2 - Rogowski Coil
3.2.3. Hall Effect Sensors
Hall Effect sensor takes a different approach to measuring the current as the sensor does 
not surround the conductor, but is instead placed next to it. This form of sensor is an 
integrated circuit (1C) based device and uses the Lorentz force as an indicator to the 
amount of current being measured [85]. The sensors need to be powered as does the 
Rogowski coil amplifier meaning an external power supply is required.
The Hall Effect sensor measures the current through the conductor by the forces 
of the magnetic field produced by the current. The hall sensor itself has a current
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passing through it, and the Lorentz force stipulates that the change in magnetic field 
perpendicular to the current passing through the sensor will alter how the electrons 
move through the sensor, therefore changing the Hall voltage [86]. The Hall voltage can 
be determined from equation (3-3) [86], where V is the Hall Voltage, RH is the Hall 
coefficient, I is the Current passing through the sensor, B is the flux density with t being 
the thickness of the sensor.
I/ RH!B \r/\V =   V/A
t V/A (3-3)
3.2.4. Current Sensors Considerations
All three current sensing technologies have been considered within the application of 
NILM. Specifically looking at the operating conditions of each of the technologies there 
are clear distinctions that need to be considered when choosing the sensor. When 
considering the usage of current sensors in the domestic setting, the Rogowski coil will 
not be a valid choice, due to the noise that is present at low frequencies and low currents 
which are 50Hz and below 50 amperes respectively and the positional requirements of 
the coil. The properties of the Rogowski coil lend themselves well to the requirements 
of current sensors within the power distribution sector, or industry where high 
frequency currents are being monitored. The current transformers and Hall Effect 
sensors in contrast provide better sensitivity to these ranges due to the presence of an 
iron core within the current transformer, and the ability to mount the Hall Effect sensor 
in series with the current carrying conductor.
For retro fitting purposes both the Rogowski coil and the current transformer are 
available in clip on variants which enable ease of fitting into existing systems but 
positional requirements of the coils need to be considered. The Hall Effect sensors are 
not so easily fitted within a retro-fit environment due to the fact that they require
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installation in series of the conductor, which would have to be completed by a trained 
professional.
The cost of the sensors are comparable for the function that they serve, but one 
of the main advantages of each of the sensors is that they can be built depending upon 
the operational requirements of the sensor and the application in which it is being used. 
With regards to the Rogowski coil, to enable the sensitivity needed for the operating 
conditions of domestic NILM, there is a requirement for a larger coil, which induces 
large costs. Both the Hall Effect sensor and the current transformer have reduced costs 
for the lower measurement ranges and a good cost to accuracy when compared to that of 
the Rogowski coil.
3.3. Data Acquisition & API
A data acquisition specification was drafted from the ideal design idea that flowed from 
the literature and sensor survey. A development and test station needed to be defined. A 
market survey showed numerous possibilities, and the following devices has shown 
good price/performance characteristics.
3.3.1. PCI-Base II & LIBAD API
PCI-Base II [87] is a hardware data acquisition device with the ability to add plug in 
modules depending upon the application created by the manufacturer 'bmcm'. Plug in 
modules, MAD16F [88], are available for the PCI-Base II which provide up to 32 
analogue channels for data acquisition with a 16bit resolution and variable voltage range 
from ±1V to ± 10V. The device is able to read digital and analogue values, and provides 
a standalone software application for viewing signals. The operating characteristics of 






Typical Noise within relevant measuring ranges
Relative accuracy in the measuring ranges





±5LSB, ±7LSB, ±8LSB, ±8LSB
0.0015%
16 bit (=0.3125mV at±10V MR)
1 6 single-ended
Table 3-1 - MAD16F Operating Conditions
The manufactures have provided a programming API that allows the collection of data 
via a C/C++ application.
3.3.2. USBAD & LIB AD API
As with the PCI-Base II, the USB AD [89], another data acquisition device, has been 
developed and manufactured by 'bmcm', but now only requires the use of a USB port, 
meaning it can be used on a laptop or PC. The functionality of the API provides the 
same access to functions as the PCI-Base II, but the USBAD is limited in the number of 
channel to 16, and has a 12bit resolution, and a fixed voltage rage of ±5V.
3.3.3. Software Development Tools
The foreseeable software development requirements indicated that C/C++ would be a
significant requirement. The University could provide Microsoft products as standard
and Microsoft Visual Studio was evaluated alongside Eclipse, which is an open source
equivalent.
Microsoft Visual Studio provides a robust programming environment with 
access to debugging and other functions such as subversion control through the addition 
of add-ons. This propriety software is available for free using the express edition, or the 
professional version via the academic alliance programme which the author is a member
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of. The software provides an easy to use interface, and the program set up is straight 
forward with the use of the project wizards.
Eclipse provided a simple to use, open source IDE which incorporated add-on 
system to further expand its functionality. Project creation has completed through the in 
application wizards and was a step by step process. With native support for many 
languages with pre-built packages dedicated for C/C++ or Java, the software also 
provides support for many different operating systems such as Linux and Mac OS X.
3.4. Statistical Analysis Tools
The program plan that developed from the initial investigation highlighted the need for 
a variety of statistical analysis tools. MATLAB and associated toolboxes were 
considered due to both availability and a previous competence.
3.4.1. MATLAB
MATLAB [90] provided both an IDE and high level language usable for the analysis 
and exploration of data. It had been well known and widely used in many different 
research fields and allowed the installation of many different toolboxes depending upon 
the specified research area. The software provided many methods within the default 
package for displaying, exploring and graphing datasets and results as well as many 
functions for data manipulation.
Many different data formats were supported such as data files and Excel spread 
sheet, meaning data import and manipulation was seamless. Application development 
was also supported, allowing specific applications to be made with custom built user 




The standalone version of MATLAB included many graphing and analysis tools, but 
there were functions that were only available within the toolboxes. The statistics 
toolbox [91] provides access to other functions and graphing capabilities such as 
dendrogram plots, grouped scatter plots and the ability to visualise and explore more 
robust data fitting models.
3.5. Conclusions
The technology review highlighted areas of interest that needed to be considered when 
conducting the research. Considering the different current sensors there were few issues 
that need to be evaluated, such as how a NILM system would be implemented. NILM 
systems that were to be retrospectively installed within the home would need to be done 
so with minimal intrusion to the consumer. Taking this into consideration, two of the 
sensors discussed could be installed without the need to break the electrical circuit these 
being the current transformer and the Rogowski coil, they come in clip-on form. The 
Hall Effect sensor could also be installed by being placed next to the wire, but when 
considering the sensitivity of the Hall Effect sensor needs to be placed in close 
proximity to the conductor to achieve good results. To combat this, packages have been 
developed that require the breaking of the circuit so that the conductor runs through an 
1C package and very close to the Hall sensor [92], meaning that Hall Effect sensors are 
not an ideal candidate for use within retro-fitted NILM.
The technology review has also shown the need for certain hardware and 
software to be used for the completion of the research. The research is based on real life 
uses of NILM, and as such empirical data would be used for the building of load 
profiles. A consideration such as the amount of channels, accuracy and resolution of the 
channels was an important factor in the hardware decision. The API's provided with the
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hardware are robust enough to complete the data logging and have the ability to be able 
to custom set up the hardware at time of testing.
Determining the IDE to develop an application to capture the data from the 
DAQ depended on how the API's had been written and their support. There were two 
main IDE's that had been investigated which were Eclipse, and Microsoft Visual 
Studio. Eclipse was an open source IDE that allows the installing of third party add-ons. 
Conversely Microsoft Visual Studio 2010 was proprietary software but also allowed 
third party add-ons. Both IDE's provide the required functionality to complete the task, 
and with the use of Microsoft's Express edition there are no cost implications for using 
either IDE. The decision was made to use Microsoft Visual Studio, due to availability 
and prior knowledge of the application.
The decision to use MATLAB for the majority of the research was based on the 
authors' previous experience with the software, and the online support for the system. 
MATLAB offered all the available tools that were required for the completion of the 
research and with addition of expanding the package with toolboxes was also a major 
advantage of the software. One of the main features of the software was the graphical 
user interface function that provides tools useable for the development of custom user 
interfaces to enable analysis and experimentation of the data as appropriate to the 
research.
The statistics toolbox was an addition to the package that was added due to the 
missing statistics functions included with the standalone software which were required 
for the research, such as a robust curve fitting tool. There were also many other 
functions that could be useful for the research that were used with regards to the 
visualization of the data, and the statistics toolbox offered improved functionality within 
this area.
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Chapter 4. Clustering Review
4.1. Introduction
This chapter considered the different clustering methods that have been used within the 
research. Clustering gathers data into groups of similarity and is an important part of the 
research. With data being represented in multi-dimension space, the use of clustering 
becomes important within pattern recognition and profiling of data.
4.2. Clustering Implementation within NILM
Due to the nature of the NILM which was required to be conducted at the premises 
where the monitoring is being taken place, the monitoring was likely to be completed 
within the metering devices itself. This posed problems when the clustering of the data 
was completed due to the low power of the processors included in meters. The 
clustering process was only completed at the time of training the system, which would 
be completed at the time of installation and when new devices were being added to the 
system. Due to the amount of computations that needed to be conducted during the 
clustering process, a number of solutions could be proposed such as clustering the data 
at remote server farms or on local computers within the premises, which would reduce 
the strain on the metering device.
There were some solutions that could be considered when processing the data 
for clustering where by the processing units on the meters themselves could be used, or 
the data could be processed externally. Processing the data locally would put extra 
burden on the metering device, but due to the clustering process only occurring during 
the training periods, remained a viable option. Processing the data externally would 
enable the training of the system to be completed at a server farm for example, where 
technologies such as parallel computing could be utilised, which could speed up the
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training periods. Should the data be processed externally there would be a requirement 
for some form of internet connection to be included, but with the moving forward of 
smart metering [27], [93], this was expected to be included with future developments.
4.3. It-means Clustering
K-means clustering is the method of grouping data together based on a Euclidean 
distance metric [94]. For the k-means algorithm to be used, the number of clusters, k, 
needs to be known, and the process is based around minimising the distance of all the 
points assigned to the cluster to its centre until convergence occurs [95].
The algorithm implemented an iterative process and involved an initial stage of 
measuring the distance between all the points and the cluster centres. The data points 
were then assigned to the nearest cluster centre until each of the data points was 
assigned. The average of all the clusters was further determined and the new cluster 
centre calculated. The process was then repeated until the cluster centres converge, the 
flow chart for the algorithm can be seen in Figure 4-1 [96].
K-means clustering was one of the simplest clustering methodologies that were 
available, but as a result of its brute force approach it was very computationally 
intensive, which for large datasets begins to become an issue. The initial cluster centres 
needed to be selected carefully during the initial stages of the algorithm, as poorly 
selected centres could yield a sub-optimal fit for the data [97].
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been aliened to it.
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Stop and print the results.
Figure 4-1 - Flowchart Summarising the Method Used by k-means Clustering
4.4. Canopy Clustering
Canopy clustering was another method of grouping data together which, compared to k- 
means clustering was faster by an order of magnitude in its execution. Canopy 
clustering initially separated the data into initial canopies using a similarity metric 
which was domain specific. The canopies were defined with two boundaries ti and t2 as 
can be seen in Figure 4-2. These boundaries would be different depending upon the 
dataset used, and may take a few attempts to determine a suitable value for both 
variables [98]. The value of ti and t2 would need to be determined depending upon the
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actual data being analysed, and should be chosen with prior knowledge of how the 
expected clusters are described [97]. The data within the dataset would then be allocated 
to canopies depending upon the Euclidian distance from the point to the canopy centre.
The canopies were built one at a time with the initial canopy centre being 
determined as one of the points contained within the dataset as a starting position. The 
distance from this point to all others was then measured, if the distance between the 
canopy centre and the point being measured was less than the value of t] then it is said 
to belong to that canopy, and cannot be used as another canopy centre. Should the 
distance of the canopy centre to the measured value, fall within the t2 boundary then the 
data point belongs to the canopy but may also start another canopy. This procedure was 
conducted until each of the data points within the data set were assigned to a canopy 
within the ti boundary [97]. This is shown in Figure 4-2, where each of the data points, 
had been covered by the ti canopy boundaries.
Figure 4-2 - Canopy Boundary Example
To further improve the fit of the initial canopies, the method of map-reduce was 
implemented. This not only enables a better fit for the data, but also enables the process 
to become highly parallel in its operation which speeded up the processing on large
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data-sets [99]. The map-reduce function splits up the data into multiple datasets and 
performs canopy clustering on the individual datasets. The amount of individual 
datasets that are created can be determined depending upon the amount of computer 
processing cores that were available, meaning that the function was scalable to the 
hardware available. Once canopy clustering had been completed on each of the 
mappers, the canopy centres were sent to the reducer, which then performed canopy 
clustering on the centres and provides a list of new canopy centres.
The new canopy centres were then used for the final canopy clustering 
allocation, all of the values were then allocated to the canopies using the t] and t2 
boundaries. There could be some points that are not covered by the new canopy centres, 
these points have been allocated to the nearest canopy. The final stage of allocating data 
points to clusters was then completed.
The canopy boundaries were an important factor while conducting the canopy 
clustering process. The canopy boundaries should be chosen based on the expected 
cluster results of the data set, and this would vary depending upon the problem, and 
therefore some prior knowledge of the dataset was required [97]. By correctly choosing 
the boundaries of the canopies, the final solution should be covered by the canopies, and 
knowing this fact meant that when conducting further analysis within the overlapping 
canopies, only the data points contained within these canopies were considered. This 
canopy coverage of the final solution was what aided in the increase of speed within the 
algorithm, without the loss of accuracy in the final result.
4.5. Principle Component Analysis
Principle Component Analysis (PCA) is used to aid in the visualisation of multi- 
dimensional data in a two-dimensional space. The axis used for the first principle 
component is the one with the greatest variance and the orthogonal is taken for the
principle component 2. Prior to finding the first principle component the data will need
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to be standardized and cantered around zero [100]. The principle component can be 
found from a three-dimensional plot by rotating the plot till the greatest variance is 
found and the principle component axis will run through the zero of the axis with the 
use of least squares to determine the best fit of the data as shown in Figure 4-3 [100].
PCA1
S2
Figure 4-3 - Principle Component Analysis Plot
The data plotted onto the new axis can then be used for further clustering to 
determine the relationships in the data. With the use of NILM, the data points are 
required to be occupying a similar space within the axis, and therefore k-means 
clustering may be used to determine the final groups in the dataset.
4.6. Linear Discriminant Analysis
Linear Discriminant Analysis (LDA) is used for feature extraction before further 
classification of data. It is useful when there is high dimensionality in a dataset and aids
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in the reduction of dimensions whist keeping the important information relevant to the 
problem being solved [101].
LDA works to maximise the the separation between classes so that they are 
more easily identified. When comparing LDA to PCA one of the main important 
distinguishing characteristics is that LDA keeps the variance of the classes the same, 
whereas PCA is developed around finding the Irgest variant for the first principle 
component. LDA also uses the mean of the dataset as the main discriminating factor 
unlike PCA which uses the variance of the data [101]. By using LDA the performance 
of classifiers is greatly improved and can be used in a variety of different clustering 
problems.
4.7. Hierarchical Clustering
Hierarchical clustering involved the grouping of data based on the Euclidian distance 
between points, the post popular form for displaying the clustering process was the use 
of a dendrogram. A dendrogram was a method of displaying the clustering data in a tree 
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Figure 4-4 - Dendrogram Plot
43
To fully understand the dendrogram plot shown above, the basics need to be 
discussed. The dendrogram plot described the distances between the different nodes 
within the dataset. These distances were calculated using the Euclidian measurement, 
but other forms of distance metric may be used. The first stages of the algorithm join the 
two points within the dataset that have the shortest distance and the first connection is 
made. Further connections are then made, but when two points are connected, they are 
replaced with one point located mid-way along the line that connects the two nodes; this 
point is then used for all following calculations [102], [103]. The constant calculations 
of the distances between the data points, and the new points created when two data 
points are connected meant that the algorithm becomes computationally expensive the 
larger the dataset.
Figure 4-4 shows the different clusters that can be found within the dataset, and 
these are represented by the different colours. It should be noted at this point that the 
number of clusters that were found from the hierarchical clustering method is dependent 
upon the cut-off point that is determined by the user. The cut-off point Figure 4-4 shows 
clusters that are a minimum distance of 0.002 units. This can be tailored to the dataset, 
but some prior knowledge of the information being analysed is required.
4.8. Conclusion
This section has covered the concepts of clustering that could be used within the 
research. The clustering methods used will depend upon the application in which it is 
being used and the data that is being grouped. One important point to note is that each 
of the different methods requires inputs such as desired clusters or cut off points as an 
input to the algorithms, which are used to categorise the final groups of data. An 
example of this is the k-means algorithm, which required the amount of clusters that 
were to be found from the algorithm, which made this a difficult algorithm to apply to
the problem if the desired number of clusters was not known.
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K-means clustering was one of the methods that require the amount of clusters 
to be known prior to implementing the algorithm. This could be useful should the 
desired known outputs be declared, but in many cases this was unknown. Also k-means 
clustering was a recursive method of clustering and therefore could become 
computationally intensive.
Hierarchical takes a different approach to that of k-means, where the clusters are 
defined by the distance between the connecting data points. This could be identified by 
using the dendrogram plot, which plotted the distance between the groups, and the 
distance used for the segregation separates all of the clusters below this line into their 
own cluster groups.
PCA and LDA have been introduced, and are methods of reducing the 
dimensionality of the dataset, which is an inherent problem when dealing with NILM. 
By using LDA and PCA the dimensionality is reduced whilst still containing the 
relevant and important information needed to solve the problems of classification, but 
require the data to be manipulated in a way to so that the features are chosen to provide 
the maximum variance in PCA or the maximum class separation in LDA.
This chapter has also introduced the idea of canopy clustering, which unlike 
Hierarchical and k-means does not require a cut-off or a known number of clusters to be 
previously known. This provided an advantage when the number of clusters was 
unknown due to the properties of the clustering algorithm. The size of the canopies was 
chosen depending upon the dataset, and as long as the canopy boundaries were selected 
to be large enough to contain the final results of the clustering process, the number of 
clusters prior to computation was not needed. Data was segregated into overlapping 
canopies, which were then further analysed to determine the final cluster memberships 
which greatly increases computation time, but was also able to deal with large numbers 
of datasets and clusters. Canopy clustering still required the use of further
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computationally intensive clustering methods such as k-means, to describe the final 
cluster membership. The k-means clustering was conducted post canopy clustering, and 
was only computed on the data points contained within the canopies, and all other 
canopies are ignored.
By using off site services to conduct clustering for NILM, the power of parallel 
processing could be harnessed, which could be used for the map-reduce functions 
within the canopy clustering algorithm. This part of the processing is only completed at 





This chapter shows the research methodology used within the research. The methods for 
the primary research have been developed form the findings of the secondary research 
and from discussions on how a NILM system could be implemented in a real world 
environment.
5.2. Research Methodology
The research methodology followed a classical engineering approach consisting of both 
primary and secondary research. The secondary research undertaken was in the form of 
an extensive literature survey that provided support to the direction of the work 
undertaken.
As the thrust of the research was to provide additional knowledge in both 
theoretical and practical domains, this secondary research was built upon using the 
strategy of developing the work through simulations, with validation of the results by 
experimentation. The literature survey was comprised of peer reviewed academic 
literature and a survey of historical and contemporary industry procedures.
The strategy for the primary research necessitated the creation of an 
experimental infrastructure. This consisted of a data gathering architecture that was 
calibrated to ensure that consistent and valid data was acquired. Data hardware 
specifications were created to capture the data, and used in conjunction with the 
required development software. The data capture specification was considered and the 
final sampling rate and resolution of the analogue to digital converters was decided 
upon based on the design requirements stated in Chapter 6, to ensure that a good 
representation of the original signals was replicated.
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Hardware specifications for the sensors used within the research were decided 
upon for the acquisition of the current signals. The sensors were chosen from the results 
of the technology review, and their relevance to the final usage with a fully 
implemented system. The decisions were based on accuracy of the sensors, cost and 
ease of retro-fit installation of the sensors in the relevant environment in which they 
would be used.
The data recorded had to be pre-processed to convert it into the correct 
representation that the final analysis was conducted on as described in Chapter 7. 
Software specifications were considered for the pre-processing of the data, which 
required the ability to import and manipulate the data, and also perform the required 
signal processing procedures on the data which has been considered in Chapter 3. To 
ensure that the data conversion was robust and representative of the actual signals being 
recorded, digital filters were employed to remove potential sources of errors.
The groups of loads contained in the total current draw needed to be identified, 
and to be able to do this each of the individual loads were recorded as well as the total 
load current. This allows for the monitoring of the individual loads so that the 
component parts of the total load could be defined, and the final groups that require 
definition from NILM process could be conducted. The idea that the groups of loads 
would be initially clustered rather than trying to determine the individual loads from the 
outset was decided upon due to the final usage of the system in the real world. When 
considering how appliances and loads were utilised within domestic premises, they 
would be in operation in parallel, and therefore the loads will be grouped into a single 
cluster of data for the total current draw.
To ensure the validity of the results, the filtered current signals for the individual 
loads required further analysis to ascertain their operating state. Each of the loads was 
processed using the analysis software where the operating conditions of the loads were
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determined and given a code that identified the operating state of the load, and 
described to ensure that the final results could be compared to the theoretical outcomes.
The individual loads were then combined to create the final groups to be 
identified from the NILM algorithm. This was completed by combining the load 
identification codes from each of the individual loads, and allows for the total loads to 
be identified as a composition of the loads operating conditions.
Canopy clustering was used for the initial separation of the data due to the 
benefits outlined in the clustering review. It provided a fast an efficient method of 
initially segregating clusters within a dataset, which were plotted in a two-dimensional 
space. By using a measurement of similarity, which in the case of NILM was the value 
of the currents within the specific domains, the clusters could be separated out into 
overlapping canopies that cover the expected final clustering result. This negated the 
need for more expensive clustering methods to be used such as k-means clustering, 
which required further information regarding the dataset such as the number of 
anticipated clusters, which is unknown.
The algorithm development for the canopy clustering model was completed 
using known datasets which were recorded and individually analysed. The relationships 
between the boundaries and canopy centres were found from the known loads within the 
dataset. Different relationships were analysed for the different types of loads that could 
be found within a typical implementation of NILM within a domestic environment, 
which included resistive and non-linear loads. The relationships were analysed to ensure 
that an overall approach to the canopy clustering algorithm could be found, as there was 
not the possibility to pre-determine different algorithms depending upon the load type 
due to the nature of the process of NILM.
With the algorithm developed for the initial canopy clustering of the data, 
further measures had to be put into place to ensure that the best fit for the data was
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found. The initial canopies were created using the random functions provided within 
MATLAB. There were more canopies within the dataset than were needed to cover the 
whole clusters contained within the data which led to a large amount of overlapping 
canopies. To be able to get a better fit and reduce the number of canopies within the 
results, map reduce methods were used. This method was chosen due to its ability to 
produce better results for the canopy clustering algorithm which were found from the 
literature survey.
Map reduce was used to remove the redundant canopies, by conducting canopy 
clustering on the centres of the canopies found in the previous stage of the algorithm. 
This removed excess canopy centres and produced a better fit for the data. Map reduce 
also had the benefit of being processed in a parallel fashion, and therefore is scalable to 
the amount of processing power in the system in which the algorithm was being 
processed.
The results from the map reduce were then applied to the data set to assign each 
of the points to its canopy which it is covered by. The map reduce methods moved and 
combined the canopies for a better fit, and as a result of this there were some points that 
were not covered. This had to be rectified as each of the points had to belong to a 
canopy, and therefore the stray data points were allocated to the nearest canopy centre, 
with the Euclidean distance being the unit of measure, which meant that the dataset was 
fully allocated to the clusters. Actual stray points within the dataset caused by 
transitions of turning on and off loads could be seen separate to the clusters and made 
up canopies of one point alone, due to the points being found in between the clusters.
The canopy clusters were created to cover the clusters within the dataset, but the 
profiles needed to be created for the clusters covered by the canopies. To be able to 
create a profile of the groups of loads, further analysis was required on the canopied 
data, to identify the actual clusters. There were some canopies within the dataset that
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were overlapping, and contained two separate clusters, which had to be separated out. 
The required further computation for separating out the two clusters and this is where 
more computationally intensive clustering algorithms were employed such as k-means 
clustering.
To be able to separate out the clusters within overlapping canopies, k-means 
clustering was used. The initial problems of using k-means clustering over all have been 
alleviated, as the dataset has been separated out into subsets of data defined by the 
canopies. This negated any need for distance measurements to be calculated between 
points in the canopy to those outside of the canopy, as those data points that reside out 
of the canopy were deemed to be too far away and therefore could not be a part of the 
final cluster.
The clustering process that was completed within the canopies meant that 
profiles could be created for the groups of loads that were found within the dataset. 
These profiles described the operating parameters of the group of loads or the individual 
load that was present. The profiles created needed to show that the final profiles were 
representative of the expected loads as found from the pre-processing stages of the 
research.
The results were evaluated through the comparison of the model clustering 
output to the expected results for the different canopy models that were created. Each of 
the models was tested and the best one used for further testing on different loads to 
validate the final results of the canopy clustering model. Real world examples of loads 
were used for both the canopy model creation and the validation of the canopy model.
Once the canopy model had been created, the analysis of the way in which loads 
interact was determined. The canopy clustering models were built on the proviso that 
the canopy clustering model would be able to separate out groups of loads in the first 
stages, which was how real world loads will be seen as was found from the secondary
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research. The loads that were used within the canopy model creation and testing were 
further analysed to show the relationship as to how the loads could be added using 
trigonometric identities. This was done so that the groups of loads found from the 
canopy clustering could be reversed to find out the component loads that make up the 
group of loads found. This form of load disaggregation was decided upon as the loads 
will have profiles associated to them, which could then be called upon to disaggregate 
the final loads used within the premises, and the energy values and the time of use of 
the loads could then be recorded for further consumer feedback.
5.3. Conclusions
The chapter has detailed a working research methodology that has successfully shown 
that development of the research ideas into the final algorithms used has been 
successful. Methodical experimentation procedures have been developed on a design, 
analysis and validation approach which have aided in a robust and repeatable 
experimentation procedure. This approach provides for a robust and high quality 
research undertaking.
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Chapter 6. Experimentation Procedure - Data Capture
6.1. Introduction
This chapter provides a review of the approach to the empirical processes undertaken as 
part of the research. Explanations of how the experimentation has been created from the 
information obtained within the literature review and developed from the methodologies 
in chapter 4 are detailed. The chapter explains the set-up of the hardware, and the 
programming of the software for the capture of the data, with the view of satisfying the 
design criteria of the experiments.
6.2. Hardware Considerations
The hardware used within the research was required to obtain empirical data that would 
be explored and analysed within the NILM domain. The technology review has brought 
together the technologies that were considered, and explained which technologies 
provided the best methods of capturing the data.
The experiments were set up to capture raw data that could be used within 
further analysis tools such as MATLAB. The experimentation design considerations 
required that the current draw of each of the individual loads should be recorded with 
the current and the voltage of the total load also being recorded. For the sensing of the 
currents a current transformer was used, with a rating of circa 50 A which is adequate for 
the research being conducted, but when considering implementation within the domestic 
environment, a current transformer rating of 80A is required. A voltage transformer was 
selected to step the voltage down to the correct levels as used by the DAQ hardware.
The current transformers were used to convert the current signals into voltage, 
and this was done by connecting a resistor to the ends of the coil, so that the voltage of 
the output was directly related to the current at the input. The actual voltage ratio for the
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output was described as the ratio of the turns within the coil (1/2500), and the value of 
the resistor on the output (68Q):
Vout = £ x R = l x 0.0272 V/A (6-1)
The voltage outputs were connected to the PCI-Base and the actual devices was 
controlled through a C program, and the provided API was used for setting up each of 
the channels with the various channel specific information such as the analogue to 
digital conversion range which in this instance is -IV to IV and the sampling frequency 
of 4000 samples per second per channel. The code for the recording the data and setting 
up the DAQ device can be found in Appendix A - DataCapture PCIBase II.
For the use of NILM, contemporary research has shown that the initial 
harmonics are the most important and contain the most relevant information [43], [55], 
also as the number of harmonics to be analysed is increased, the higher frequency 
harmonics become lost in the noise. Determining the number of harmonics that were 
required for the analysis depended upon the type of loads that were being monitored. 
Considering a purely domestic environment, there are many resistive loads such as 
kettles and toaster, but also non-linear loads which require further harmonics for 
analysis, Srinivasan et al [43] showed that that information contained within the first 16 
harmonics could be used for classification of loads within the domestic settings. In 
theory this would work, but the information contained within the later end of the 
harmonic spectrum becomes small and there could be issues with the signals being lost 
within the noise of the system.
From this information a sample rate of 4000 samples per second per channel was 
chosen. This rate of sampling was used within the acquisition program to capture the
data, and the rate of 4000 enabled a final frequency analysis of up to 450Hz to be
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monitored without aliasing problems, giving a total of nine harmonics that could be 
used for classification.
A channel was used for each of the loads that were being monitored, and also 
the total load. These samples were recorded in their converted from using (6-1, and the 
actual current being consumed was written to file. The files were organised using 
comma separation (CSV) with each line within the file representing one seconds worth 
of data captured, which made the next stage of processing simpler within MATLAB. 
The channels were set up with the API using the commands described in Code Sample 
6-1.
chav[l].cha = AD_CHA_TYPE_ANALOG_IN|2; 
chav[l].store = AD_STORE_DISCRETE; 
chav[l].ratio = Ij 
chav[l].trg_mode = AD_TRG_NONEj 
chav[l].range = 0;
Code Sample 6-1 - Channel Setup
This describes how the channel had been set up and was completed for each of 
the channels. The 'chav' variable was a structure defined by the API for the description 
of the channel, and an array of the structures had been created to contain the information 
of each of the channels being monitored. The variable 'chav[l].cha' was the channel 
type and location and in this example it described an analogue channel in, on channel 2. 
The 'chav[1].store' was the description of how the signal was stored, where the value 
stored was shown to be a discrete value. The 'chav[1].ratio' of the signal defines which 
samples were to be stored, and in this case each sample was stored. The recording from 
the channels was completed as soon as the program was started, and therefore there was 
no need for a trigger function to be included. The trigger function was set to off using 
the 'chav[l].trg_mode' variable. Finally the range of the signal was set up using the 
'chav[l].range' variable. In this instance the range was set to zero which represents a 
range of ± 1.024V.
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Once the channels had been set up with the above information, the actual scan 
information needed to be set as shown in Code Sample 6-2. This information as shown 
below was used to describe the actual acquisition of the data, and how much data should 
be obtained.
sd.sample_rate = 2.5e-4f; 
sd.prehist = 0j 
sd.posthist = 22118400e58; 
sd.bytes_per_run = 40B0; 
sd.ticks_per_run = 4080;
Code Sample 6-2 - Sample Information
The 'sd.sample_rate' described the rate in which the samples were taken, and 
here represents the acquisition of 2048 samples per second for each of the channels. The 
'sd.prehist' was used when triggering functions were used, and will be used to record a 
user defined number of samples that occur before the trigger has happened. Within this 
experiment there was no triggering setting, and therefore the 'sd.prehist' value was set 
to zero. The 'sd.posthist' represented the total amount of samples that were taken. The 
'sd.bytes_per_run' and 'sd.ticks_per_run' were used to represent how many samples 
were recorded per channel.
The API record the data in runs, and these runs were made up of all the channels 
together, so for this, a variable was created for the total number of samples that were 
taken for the complete run of all the channels recording 2048 samples each. The start of 
the data acquisition was initiated with the command shown in Code Sample 6-3.
re = ad_start_scan(adh, &sd, S, chav);
Code Sample 6-3 - Start Scan Command
The 're' variable was used as a return function call for the start function, and used 
for error checking. The attributes that have been passed to the function include:
  'adh' - which is a reference to the device that is being used for the data capture, 
and has been initialised at the start of the program.
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  '&sd' - The address of the structure for the sample information such as sample 
rate and other variables that have been described earlier.
  '5' - This was the number of channels that are being monitored, so will change 
depending upon the required number of channels to be monitored.
  'chav' - The channel description structure which had also been described 
previously.
The previous function was used for the start of the sampling process, but the actual 
data acquisition was completed in runs, and therefore each run needed to be initiated 
using the following command, and are described in Code Sample 6-4.
re = ad_get_next_run_f(adh, Sstate, &run_id, samples);
Code Sample 6-4 - Continue Sampling Command
The function was requesting the next run required additional variables that 
described how the next run was conducted. Firstly there was the '&state' variable, 
which was used to monitor the operating condition of the program, and if there was a 
fault within the recording process. The second variable of importance was the 
'&run_id'. This variable recorded the state of the program that showed the actual run 
that was being completed, and therefore could be used as a measure as to how far 
through the recording process had proceeded. The 'samples' variable was included in 
the function call, which was the variable used for the recording of the data, and was 
used to hold all the samples from all of the channels for each run that happened.
Once the run had been completed, the information within the 'sample' variable 
needed to be processed so that each of the channels could be separated, and written to 
their respective files for further analysis. The API for recording the data writes the 
samples to the variable in blocks, where in this program each channel being recorded 
per run is made up of 4000 samples. The 'samples' variable was split up into adjacent 
blocks of 4000 samples, with each block representing each of the channels. The samples
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recorded within the variable were the voltages recorded across the resistor terminating 
the current transformer, which was calculated back to the current value using equation 




To ensure accurate results have been obtained, the resistor values were measured 
in a constant room temperature, and those values were used within the calculations for 
determining the input current being measured. The program excerpt Code Sample 6-5 
shows the code used for calculating the current and writing the value to a file.
for (int 1=0; i<4000; i
fV « samples[i]*894 « ", "; 
fIT « samples[i+4000]*36.6569 « " ,"; 
fll « samples[i+8000]*36.6569 « " /'; 
fI2 « samples[i+12000]*36.5497 « " /'; 
fI3 « samples[i+16000]*36.6569 « " /';
Code Sample 6-5 - Write Sample to File
Once all of the samples had been completed the program was terminated with 
the 'ad_stop_scan' command. This ensured that the hardware recording had been 
terminated correctly, and ready for use with further testing. The command can be seen 
in Code Sample 6-6.
re = ad_stop_scan(adhj &scan_result);
Code Sample 6-6 - Stop Sampling Command
58
6.3. Calibration
For the system to be truly representative of the actual loads that are being measured, the 
system needed calibration. The calibration was carried out using the meter testing 
equipment supplied by KIGG Ltd. The correction factors for the current and voltage 
transformers were used, as shown in Code Sample 6-5, during the sampling process 
when the conversion from the voltage sample was converted into the ampere reading, 
with the same being completed for the voltage readings .
The current transformers used were for the measurement of the current, and due 
to the set-up of the system where the transitional points of a load being turned on were 
not used for the analysis, the transient analysis of the current transformer was not 
considered to be used within the analysis, whereas the steady state analysis was. Any 
phase change in the current measurements would be considered during the analysis 
stages when the phase of the current reading would be compared to that of the voltage 
reading to find the phase angle of the device.
6.4. Conclusions
The chapter has introduced the data capture procedure of the research, and how 
the use of pre-validated products such as the PCIBase had been used to capture data for 
further analysis. The integration of the current transformers and the high resolution of 
the PCIBase meant that accurate representation of the input current had been obtained, 
and through this the signals can now be processed within MATLAB to build up a NILM 
system around the captured data.
The data capture set up had been completed to ensure that all relevant 
information was obtained, which included recording the current signals from not just the 
total current, but all the individual loads respectively so that accuracy of the results 
could be validated.
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Calibration of the equipment was required to ensure that the results were 
accurate and representative of the loads that were being monitored. Steps were taken to 
ensure that the correct scaling factors were used to convert the voltage samples to the 
current readings during the sampling process.
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Chapter 7. Data Pre-processing
7.1. Introduction
This chapter describes how the data taken from the data acquisition device, as described 
in chapter 5, and converted into useable data for further analysis within the NILM 
process. The section starts by introducing the importing of the data into MATLAB 
which was the chosen program for analysis within the research, and how the data was 
converted into its final usable datasets that could be used for the exploration and 
creation of models and profiles of loads that could be used within NILM for 
classification.
7.2. Data Pre-processing Overview
The overview of the data pre-processing flow chart can be seen in Figure 7-1. Each of 
the processing has been described in detail within the following sections.
Sample Current and Voltage
Import Data into MATLAB




Figure 7-1 - Data Pre-processing Overview Chart 
7.3. Data Import 
Through the programme of work the use of harmonic signatures had been explored, and
was used within the research as the classification data for the NILM system. The raw
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data was imported into MATLAB using the inbuilt import functions. The data 
acquisition program had been developed so that the data format of the raw data was 
compatible with the MATLAB functions.
Each of the individual channels were imported into the workspace and given 
their respective variable with a number suffix to identify the individual loads, and also 
the total load current is imported into the workspace. Each of the variables that were 
imported into the workspace were represented by a two-dimensional array where each 
row consisted of 4000 samples, which is equivalent to one second within the time 
domain. A sample period of one second was used due to the considerations of how 
domestic load monitoring would be implemented, and a sample resolution of one 
second would be sufficient to monitor the activities, without the loss of data.
7.4. Data Filtering
The data within the variables required filtering as there were no hardware filter applied 
to the input signal, and the data recorded and imported into MATLAB was unfiltered 
and may have contained harmonic components that were not required for the analysis, 
so higher frequencies were removed from the signal to ensure the results of NILM were 
not skewed by the higher harmonics.
The filter used within the system was a digital third order Butterworth filter. The 
analysis used within the NILM system had been carried out using the frequency 
components from 50Hz to 150Hz in 50Hz multiples but provisions were built into the 
system so that up to nine harmonics could be used, and therefore the cut off frequency 
for the filter used was 450Hz. The digital filter used is inbuilt within the MATLAB 
Signal Processing Toolbox, and the transfer function variables were obtained using the 
Butter function [104], and can be seen in equation (7-1).
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_ 0.0317 + 0.0951Z- 1 + 0.0095z~2 + 0.0317z- 3 
1 - 1.4590Z- 1 + 0.9104z-2 - 0.1978z-3
(7-1)
Different filtering technologies were considered, such as active and passive 
filters [105], [106], [107], but due to the nature of the research, and the implementation 
of the final proposed system within a domestic environment, the active and passive 
filters require hardware configuration, whereas the digital filtering can be completed at 
time of analysing the results making the whole process from installation to analysis of 
the signals more streamlined.
Using a third order Butterworth filter allowed the wanted frequencies to be 
passed through, and the nature of the Butterworth meant that there magnitude response 
was flat across the pass frequencies, and the third order allowed a sharper roll off 
towards the stop frequencies at a rate of-60dB per decade [108]. The bode plot of the 
filter are shown below Figure 7-2.
Magnitude (dB) and Phase Responses
0.2 0.6 0.8 1 1.2 
Frequency (MHz)
1.4 1.6 1.8
Figure 7-2 - Phase and Frequency response of Third Order Butterworth Filter
7.5. Pre-Processing and Fourier analysis
Each of the rows of data needed to be converted to display the harmonic information of 
the signal on a second by second basis, which was completed by using Fourier Analysis
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on the data. The inbuilt Fast Fourier Transform function was used to convert the current 
time signals from the time domain to the frequency domain. The FFT function outputs 
the real and imaginary coordinates into the variable, which could then be converted into 
the magnitude only of the actual harmonics.
Before converting the complex coordinates to the magnitude only component, 
the RMS value of the harmonic was required to be calculated, and therefore the output 
of the FFT function was divided by V2, and the output was also divided by half of the 
length of the sample size as in-keeping with the FFT Algorithm. To calculate the 
magnitude of the harmonics, the inbuilt 'abs' function was used, which basically 
converts the complex coordinates into the magnitude only representation.
Each of the current signals were converted into the frequency domain, and due 
to the nature of the FFT algorithm, the frequency spectrum was mirrored on both sides,
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and therefore only the first   + 1 samples were taken into consideration for the analysis
within NILM. Below shows the initial code for importing the data from its original 




II = fft (II) ./(2000*sqrt(2; 
II = II (l:s,1:2001); 
Ilabs=abs (II); 
Ilangle=angle(Il);
Code Sample 7-1 - Data Import and FFT
The phase information of the system was contained within the FFT output and 
needed to be extracted. This was completed by using the 'angle' function which 
basically converts the complex numbers into the angle via equation (7-2), using the 
imaginary and real components of the FFT solution.
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The phase alone for the current signals was not enough as for it to have any 
value in the context of the problem, the phase required a reference. The reference phase 
used was contained within the voltage variable of the data, and to obtain the actual 
phase shift of the current with regards to the voltage the phase of the voltage was 
calculated using (7-2, and the difference of the phases was calculated. This difference in 
phase was then stored within a variable in the workspace and became an important 
component used when evaluating the make-up of the groups of loads that needed to be 
classified. The formula for the actual phase shift with respect to the voltage is shown in 
(7-3).
11 phase" 'ang-llang fj ~>\
This was calculated for each of the currents that were within the dataset, along 
with the total load current. By storing this information the signals that were being 
analysed could be rebuilt using the phase and magnitude, and facilitated theoretical 
checks on the results that had been obtained.
7.6. Data Organisation
The previous section described how the data was converted from the time domain to the 
frequency domain, and how the output of the data was contained in a large array with 
the harmonics being placed at every 50Hz interval. Due to only the harmonics being 
important, there was a requirement to remove the excess noise, and therefore datasets 
have been created for each of the individual and the total load currents.
MATLAB provided a function for creating datasets, and is basically the 
equivalent of setting up a structure similar to C/C++. This made data flow easier to 
follow, and also aided with the monitoring of the different variables within the system.
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7.7. Considering Load Operating Conditions
When considering NILM as a concept, to be able to correctly identify the different loads 
that were present within the system, each of the individual loads was required to be pre- 
processed so that the operating conditions of each of the loads could be identified. For 
the purpose of the research, analysis of the individual loads was carried out, and from 
this, the actual status of the NILM systems could be defined at any time during the test 
period. However when looking a practical implementation of NILM, this was not 
viable, and this process had been completed to validate the results only, thus there was a 
requirement for load profiles.
To be able to identify the operating conditions of each of the loads, and therefore 
the operating status of the total system, the individual loads were analysed within the 
frequency spectrum and within a two-dimensional space which is composed of the 
fundamental signal and third harmonic. When looking at the loads in this two- 
dimensional space, where the fundamental and third harmonic were used for the 
variables, clear groups could be seen, which required to be separated, and the groups 
numbered for each of the loads. The numbering of the groups was completed to track 
the operating conditions of the individual loads, and the combination of the individual 
loads was used to compute the overall group at each instance of time on a 1 Hz Cycle.
The code for the algorithm for defining the groups that are present is shown in 
Appendix B - Load Operating Conditions Code with the flow chart describing the 
procedure shown in Figure 7-3.
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Create Histogram with 60 Bins
Start of Group Found?
If Bin(i) count >= 3
__——
No




End of Dataset Found 
_  -
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Bin(i) size >0 an 
Bin(i+l)>=3
End of Dataset Found Record Group End Point
Record Group End PointRecord Group Start Point
Filter through dataset to allocate points to 
groups within the boundaries
Figure 7-3 - Load Operating Conditions Definition Flowchart
To fully understand the operating characteristics of the loads, the use of 
histograms to display energy consumption of various loads was implemented. By 
plotting the samples into bins within a histogram plot, a clear distinction could be seen 
between the different operating conditions, and when the load was in its off state. As an 
example the results from a toothbrush charger can be seen below in Figure 7-4.
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Load Opening Characteristics (Toothbrush Charger) - Fundamental




Figure 7-4 - Load Operating Conditions Histogram Plot Fundamental
This example shows that within the fundamental frequency there were 3 clearly 
identifiable groups that were required for classification. The first group was situated on 
the far left of the plot around OArms and this group indicates the off position of the load, 
and hence is consuming no current. The other two groups centred on 0.006Arms and 
0.01 AnnS are the two on operating conditions that were identified as two separate entities 
which could be described as the initial current charge when the toothbrush was plugged 
in, and the steady state charge which was its normal charging cycle.
Just using the fundamental plot alone does not give the whole story, as there 
could be two identifiable groups represented as one, but that was only apparent when 
looking into the higher harmonics. This was where the 3rd harmonic was taken into 
consideration and the same procedure was applied, with the result shown in Figure 7-5. 
Here the groups were less defined, but there were still clear gaps between the groups 
where the bins were empty, and this indicated the separation of the groups, and could 
thus be used for determining the overall composition of the load operating conditions.
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Load Operating Characteristics (Toothbrush Charger) - 3 Harmonic
x1Cf
Figure 7-5 - Load Operating Conditions Histogram Plot 3 rd Harmonic
When considering both the fundamental and 3 rd harmonic in the two 
dimensional space, the groups could be clearly separated using the boundaries found 
within the previous stages. To complete the process of allocating data points to the 
operating condition of the individual load, the points were allocated to the group 
depending upon which boundaries the points fall between.
It should be noted at this point that there were some points that did not belong to 
any particular group, and can be seen, both within the histogram plots as well as the 
scatter plots, to be outliers. These points were present due to the loads change in 
operating conditions, and represent a transitional point. These transitional points were 
not going to be repeatable, as the point at which it is found will depend on where in the 
sampling period that the load was turned on, and therefore in this scheme provide no 
significant importance to the work.
To be able to correctly identify the groups present within the dataset, an 
algorithm was developed to differentiate the individual group by monitoring the bins, 
and combining the adjacent bins that have more than one data point within it. This 
process filters through the whole dataset just looking at the fundamental and third
69
harmonic, and outputs were stored within a variable for the individual components for 
each of the loads.
When considering the dataset, there were a few key concepts that need to be 
taken into consideration when looking at defining the groups, and there were a few 
assumptions that needed to be made about the group characteristics. When deciding 
upon making a group from the histogram plot, the number of data points within the bin 
was assumed to have three or more points within it, anything less, and this was 
considered as a transitional point. However, when there were adjacent bins containing 
one single data point within the first bin and more than three data points in the next 
adjacent bin, then this may be considered the starting point of the load operating 
parameters. The end of the group could be found once a bin was being searched and 
there were no data points within the bin, or if the end of the dataset had been reached. 
The end of dataset check has been included as the end of a group may have terminated 
at the final bin allocation.
Once the creation of the groups was completed, each of the data points within 
the individual loads was sorted into their respective groups. This was a process of 
checking to see if the data points were within the group boundaries within the 
fundamental and third harmonic, and was allocated to the groups within both the 
fundamental and third harmonic, with the transitional points being removed from the 
analysis.
The operating characteristics of the individual loads have been obtained, and 
were represented in the fundamental and third harmonic, and the consolidation of the 
groups within the two domains was carried out. This analysis gives the boundaries 
within a two-dimensional space in which data could be allocated, and each individual 
data point within the dataset is allocated to a particular group depending where the point 
is within the space and the final allocation can be seen in Figure 7-6.
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Figure 7-6 - Toothbrush Charger Scatter Plot of Groups
To be able to correctly identify the groups that were seen in the load, a variable 
described the load characteristics with four digits in two parts as seen in equation (7-4). 
Here the first two digits represent the group allocation within the first load, and the final 
two digits represent the group allocation in the second load. The group 1 load is 
multiplied by one hundred to move the group by two decimal places, so that the 
addition of the second group could be added. A final representation of the group ID's 
can then be determined by removing the duplicate groups from Group Total, and a 
profile of the group can be built including minimum, maximum and average values for 
the group.
GroupTotal = (Group 1 x 100) + Group2 ,? »
To be able to correctly use canopy clustering within the research, it was 
important to gain information about the clusters which included the ratio of the radii of 
the group to the value of the centre of the group. This ratio could be used when
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determining the values of TI and T2, and therefore the ratio was calculated for each of 
the individual groups and added to the list of characteristics of the loads.
Other important characteristics of the loads that were a requirement for the 
correct classification of the loads from within the groups was the phase shift of the 
current. The phase of the current was going to be important, as the interaction with other 
loads would determine the final total current that was being drawn.
The way in which the currents interact with different phases required careful 
consideration, and a look at the fundamentals of Kirchhoff s Current Law (KCL) and 
some trigonometric identities. KCL states that the currents entering an electrical node 
within a circuit equal the current leaving the node, and therefore from this, it can be said 
that the total current recorded at the point of entry to the premises is equal to the total of 
the currents drawn by the loads within the premises.
When FFT analysis was conducted on the total loads, the sum of all the loads 
would be present within the frequency domain, and as such each of the frequency 
components would be equivalent to the combination of the individual loads frequency 
components. Therefore it was important that each of the individual load profiles were 
created with the relevant phase shift and amplitude, so that the trigonometry identities 
may be applied.
7.8. Analysing Values of T! and T2
The values of Tjand T2 were found for the individual loads and groups of loads as 
described in section 7.7. When considering these variables, there was an issue with 
finding a fit for the variables that can be used across the many different loads. The 
reason for this was that depending upon the load being analysed, there were varying 
values for TI and T2 depending upon the value of the fundamental current draw. To 
alleviate this issue the values of the radius of the different groups was analysed, and
using the tools within MATLAB such as the curve fitting toolbox, values of TI and T2
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could be determined from the relationship between the radius of a group and its centre 
fundamental value.
7.9. Conclusions
To successfully implement NILM, the process of capturing and converting the data into 
useable information was the most important part of the process. It was vitally important 
that the data being used to model the load analysis on is accurate in its representation of 
the real world equivalent.
By using MATLAB for the data import and analysis, the full process of the data 
management and organisation could be followed to ensure that each step of the 
processes was executed correctly. MATLAB allows the data to be stored in the desired 
way, and the use of datasets allowed for the easy management of the data.
One important consideration for using MATLAB was its extensive use of 
toolboxes that added extra functionality to the program. The use of the Signal 
Processing Toolbox facilitated the development of digital filters that were used within 
the system. By adding the ability to filter the data, the risk of high frequency aliasing 
was reduced due to the removal of the high frequency harmonics by the filter. This 
allowed the accurate models to be developed from the real world datasets, without the 
danger of high frequency noise skewing the results. The filter implemented within 
MATLAB has shown to reduce the high frequency components, but one factor that 
needed to be taken into consideration when analysing the results from the filter is the 
phase shift of the different frequencies; this is why a zero phase shift filter was 
implemented so that the phase of the loads was not affected.
Using the built in Fourier analysis tools, the conversion of the time domain 
signal into the frequency domain was completed, which eliminated any margin for error 
in the programming of the conversion. One note that was considered from the Fourier
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analysis was that the outputs for the magnitude of the signal were given as the peak 
value, and the conversion to RMS can be computed using the RMS conversion factors.
One issue found with using the Fourier analysis was the phase shift of the 
different frequencies. The angle information taken from the output of the Fourier 
transfer could not be used directly, as its information was useless on its own. Only when 
taking into account a reference for the phase shift did the information become of value. 
The current phase shift should be taken into consideration when comparing it to the 
phase of the voltage, and this would provide the actual phase shift of the current.
The chapter has also covered the importance of monitoring the individual loads 
within the scope of developing a model for NILM. By looking at the individual loads, 
an overall picture of how the total groups would interact could be found, and a final 
picture of the total load could be clearly seen.
The monitoring of the individual loads has shown that the loads will display 
different operating conditions, which complicates the processing of the information 
within NILM. No longer can loads be considered in an on/off state, but there will be 
intermediary states also which would require consideration during the classification 
process. This part of the research was important from the view point that the final 
classification of the loads could be validated as the load profiles of the individual loads 
were known.
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Chapter 8. Canopy Clustering Algorithm
8.1. Introduction
The canopy clustering algorithm adopted within the research is described within this 
chapter. It begins with the initial setting up of the experiment with the graphical user 
interface (GUI) specifically developed and used within the research to aid in the 
exploration and analysis of the data and results. What follows is the descriptions of how 
the algorithm was implemented within MATLAB from the Map reduce stages to 
canopy clustering, and the final classification of the profile of the groups of loads.
8.2. MATLAB GUI Development
A custom MATLAB GUI was developed to aid in the exploration of the data. The GUI 
design enabled the different stages of the canopy clustering algorithm to be displayed, 
and the monitoring of the clustering process could be seen through each of the different 
stages of the algorithm. The GUI components were designed around the following 
criteria:
  Monitoring of the overall initial canopy clustering without the use of map reduce
  Display of the data points within each of the mappers and their relevant canopies
  Final canopy creation from the map reduce algorithm
  K-means clustering output and K-means centres from the final cluster allocation 
	algorithm within the final canopies
  Selection of different tests that have been completed for analysis
  Variable methods of choosing the radius values of the canopies TI and T2
  Selection of the harmonics that were being analysed within the canopy analysis
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8.3. Canopy Clustering Overview
The flow chart shown in Figure 8-1 shows the overview of the canopy clustering 
algorithm. The following sections explain in greater depth how the algorithm is 
implemented.
Split data into mappers (2)
Select non-canopied data-point
Measure distance of all point to 
___ canopy centre
If distance <=T1 allocate to 
canopy
points covered by 
canopies?
Select non-canopied data-point
Measure distance of all point to 
canopy centre_____
If distance <=T1 allocate to 
canopy
Yes
No /^re all da




Canopy cluster centres to find 
new canopy centres
Allocate all points to new canopy 
centres using T2 boundary
Allocate any stray data points to 
the nearest canopy
K-means clustering within 
canopies
Figure 8-1 - Canopy Clustering Overview
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8.4. Initial Canopy Clustering
The canopy clustering algorithm was used to separate the whole datasets in the first 
instance. This was initially completed to test the accuracy of canopy clustering within 
NILM before methods such as Map Reduce are used to aid in the improvement of the 
results. The initial canopy clustering used the whole dataset to determine the clusters 
and data point allocation.
The canopy clustering algorithm, which can be found in Appendix D - Canopy 
Clustering Algorithm, starts by using the values of Tl and T2 which were either fixed 
or determined as a ratio of the value of the canopy centre to the range of the expected 
group. The data set was sorted out by initially selecting a point in the dataset using the 
randperm function within MATLAB and using this as the centre of the first canopy. All 
other points within the dataset were then measured from this centre and if the distance 
from the point to the centre was less than TI then the point is said to be within that 
canopy, and could not be used as the centre point for further canopy creation. If the 
measured distance was within the boundary of Ta then the point was said to belong to 
that cluster, but due to its distance from the centre it may be used as another canopy 
centre. The code for this stage of the algorithm implemented within MATLAB can be 
seen below in Code Sample 8-1.
This process continued in a recursive way until all of the points within the data 
set was covered, resulting in a large number of overlapping canopies. When this was 
considered on its own merit, there were a lot of overlaps with canopy centres within 
close proximity, and gaining a final result of cluster data that could be used to build up 
classification profiles became difficult due to the dense overlapping of canopies. To aid 
in the cleaning up of the overlapping canopies, the process of map reduce had been 
implemented to gain a better perspective of the data set.
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function [center]=canopyCluster(tl,t2 J x,y J z) 
ref=l;
if(z==l) %Use the range for the clustering 
centertemp=ones(size(x)); 
for count=l:l:length(x)
if (centertemp(count)==l) %Can be used as canopy centre 





temp=sqrt((x(count)-x(countl)). A 2+(y(count)- 
y(countl)). A 2);
if temp<=tl; %Within the radius (half of the range)








Code Sample 8-1 - Canopy Creation
8.5. Map Reduce
The map reduce function was implemented to remove the redundant centres that were 
present within the results of the canopy clustering algorithm that was applied across the 
dataset as a whole. This implementation separated out the data set into two or more 
datasets of the same size, and the separation of the data points was completed using the 
MATLAB randperm function which ensured no bias had been introduced into the 
system. The code for the initial separation of the data is shown in Code Sample 8-2.
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Code Sample 8-2 - Map Reduce
This operation actually separated the dataset into the two individual map 
reducers, which consisted of the variables xl, x2 which were used for the x-axis, yl and 
y2 used for the y-axis, and gl, g2, represented the actual groups of loads that the data 
point represent. The groups were included to enable a visual representation of the loads 
to be seen within the canopy clustering algorithm. The 'randperm' function was built 
into MATLAB and was used to generate an array of random numbers that are non- 
repeating of a specific length, and here the length of the variables was used to determine 
the size of the random number variable.
Each of the individual datasets created from the map reduce function, wre used 
to create canopy clusters in each of the sets. The map reduce function could be split into 
more than two datasets, with the amount of sets created depending upon the hardware 
that was used for the computation, as it was parallel within its operation. The present set 
up was completed with only two datasets as the sets are small enough to be completed 
on a desktop PC without any issues surrounding computation time, and was proposed to 
serve as an example of how the function would work.
To be able to remove the redundant centres, the new canopy centres were 
combined from each of the mappers. These canopies would cover all of the data points,
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and there would be many more boundaries created covering the set, with many centres 
within any TI boundary. This redundancy of centres allowed a reduction of the canopy 
centres by conducting canopy clustering on the centres only, which would remove any 
canopy centres that had been created within the boundaries of other centres that were 
shorter in distance than TI.
Once the new canopy centres had been found, the new canopies were created 
using the variables TI and T2. The process of allocating the data points to the canopies is 
started using the canopy centres found from map reduce.
One underlying issue that surrounded this method of canopy clustering using 
map reduce, was that after the reduction of canopy centres, the whole dataset was not 
going to be covered by the canopies using the T2 boundary. This was due to the centres 
moving from the original position. This problem was addressed by measuring the 
distance of the points outside the boundary to the centres of the canopies, and allocating 
them to the nearest boundary.
8.6. It-Means Clustering Within Canopies
8.6.1. K-Means Clustering Overview
The flowchart shown in Figure 8-1 shows the overview of the algorithm for finding the
final clusters found using canopy clustering using the k-means approach.
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Figure 8-2 - K-Means Clustering Overview Flowchart
8.6.2. K-Means Algorithm Description
To be able to define the final clusters that were used for the building of the profiles that 
would describe the loads, the data points within the canopies would need to be collated 
to define the final clusters. Each of the canopies that had been developed to cover the 
dataset has had the variables TI and T2 to be able to cover the final clusters, and this 
process has been described within 7.8.
The k-means clustering was where the real time-savings were made when using 
this approach to NILM. The clustering algorithm was carried out within the canopy 
alone, and since to the canopy clustering process separating out the data into distinctive 
subsets, there was no need to consider the data points that reside outside of the subset.
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This reduced the clustering process as there were less distance calculations needed for 
each iteration due to its recursive nature; if this was carried out on a large dataset the 
processing time would become excessive.
The method of k-means clustering within the canopies was implemented with 
each of the canopies starting with its own k-centre which was allocated at the centre of 
the canopy. The calculations of the distance to all of the points within the canopy were 
calculated, and the new k-centre determined. The k-centre was free to move within the 
canopy, but the important feature to note was that there was the possibility that the k- 
centre would move into the vicinity of another canopy boundary. If this occurred, the k- 
centre could be said to belong to both the canopies, and as such the data points within 
the overlapping canopies needed to be taken into consideration when calculating the k- 
centre.
By allowing the k-centres to move freely across overlapping canopies, this 
alleviated the issue of more than one canopy covering a cluster that required grouping 
together, and effectively merges the canopies into one. The algorithm is completed 
when the k-centres converged within the canopy which, due to the fact that there was 
only one k-centre within each of the canopies, was efficient when compared to 
managing multiple k-centres. Only in the instance of the merging of two or more 
canopies does the process become data-intensive and the calculation time for the k- 
centres increased.
Each of the data points was finally allocated to a k-centre, and this was said to 
be the final clusters for the groups of loads that were found. Each of the groups were 
then analysed to build up a profile that would be used for the classification of new 
points that were taken when the system was in full operation. These profiles include the 
ranges of the groups within the different harmonic domains, cluster centres and
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distribution of the clusters. All these variables made up the classification criteria for the 
groups of loads that were being analysed.
8.7. Conclusions
This chapter has detailed the processes involved within canopy clustering. The 
algorithms for canopy clustering have been developed within MATLAB, which was 
ideal due to the ability to develop custom user interfaces, which had been integral to the 
exploration of investigating the canopy clustering algorithm. By using a GUI, a quick 
overview of the algorithm could be seen and aided in the constant changes that were 
applied to the algorithm.
The use of canopy clustering on the dataset as a whole has been described, 
which was the logical approach to take at the beginning of the research. When further 
investigating the approaches of applying the algorithm to a large dataset, there were 
many redundant, overlapping canopies that overcomplicated the problem during the 
process of identifying the final clusters.
To alleviate the issues surrounding the redundant canopies, Map Reduce was 
used on the dataset. Map reduce was the process of splitting the dataset up into smaller 
subsets to allow canopy clustering to be completed on these smaller subsets. The 
implementation of the map reduce methods within canopy clustering enabled the 
problem to be solved in a parallel fashion, and the number of mappers that were chosen 
was dependant up on the number of computer processor cores available. In this instance 
the amount of mappers chosen was two, and were computed within MATLAB in a 
serial fashion, as the size of the datasets was small enough to be computed on a desktop 
machine.
The final output of the mappers was then used to compute the final canopies of 
the whole dataset. This was completed using canopy clustering on the canopy centres
obtained from the mappers, and made up the reducer part of the map-reduce algorithm.
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The final canopy centres then fitted the clusters that were present within the dataset, 
without the large amounts of redundant overlapping canopies. Due to the change of the 
canopy centres there were a number of data points within the data set that were not 
covered by the canopies, and these could be allocated to the nearest canopy for further 
computation.
The method of integrating different clustering technologies such as canopy 
clustering with traditional methods of clustering like k-means, allowed very large 
datasets to be analysed and classified in a streamlined manner, and as such, lend them- 
selves to be used within the field of NILM.
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Chapter 9. Load Classification
9.1. Introduction
The load classification chapter looks at how the groups of loads can be broken down 
into component parts using the information obtained from the load operating 
characteristics and the Fourier analysis of the total load current. The initial section looks 
at how trigonometric identities can be used within the classification process. The 
outputs of these functions were used in conjunction with a rules based system that had 
been developed to enable the classification of individual loads within a group.
9.2. Load Combinations
When considering the frequency spectrum which was used for analysing the total load 
currents, the frequency components of interest were all of multiples of the fundamental 
frequency of 50Hz. These frequencies were present within each of the various loads, 
with varying amplitudes, and phase's. The theory of linear combinations could be used 
for analysing the makeup of the total frequencies within the system.
When adding sine waves of the same frequency and different phase, the resultant 
signal will be a sine wave of the same frequency and a different phase. The way in 
which these sine waves interact was important from the stand point, that simple addition 
of the amplitude of the signals cannot be used independently of the phase of the signals, 
and their interaction is more complex. The addition of two sine waves of the same 
frequency can be calculated using (9-1). 
a sin x + b sin(x + a) = c sin(x + /?)
c = Ja2 + b 2 + 2ab cos a
(9-1)
« / b sin a \1 ——-——— 
\a + b cos a)
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Using this representation, the frequency components of the individual known 
loads could be combined to equate to the frequencies shown within the groups of loads 
that were found within the total load current. Conducting load disaggregation within the 
groups of loads, instead of the whole dataset would require less computation overall and 
provide a streamlined process of load classification.
To be able to correctly identify the loads within the group, the two-dimensional 
domains that were used within the canopy clustering to obtain the groups required 
further investigation. Each of the groups that had been identified would need to be 
defined as a group of loads and therefore each of the pairs of frequencies used to make 
up the two-dimensional space would need to be analysed in tandem to identify the 
individual loads that make up the group.
The classification process becomes computationally expensive, due to the 
amounts of loads that need to be taken into consideration, and how loads interact. To be 
able to identify the loads within a group, the summation of all the frequency 
components would need to equate the final frequency components of the total load 
current. By using iterative procedures, each of the frequency components could be 
calculated from the known loads, and the final summation of the individual loads would 
fall into the boundaries of the group within the specific frequency domain.
Initially the fundamental frequency and third harmonic was considered, and 
iteratively each of the signals were added together to find the combination of loads that 
fits the profile of the boundaries within the fundamental domain only. It should be noted 
at this stage that there may be multiple groups of loads that would fall within the 
specific group, but the defining characteristics would be when the loads were analysed 
at different frequencies, and the groups would diverge into different boundaries. As an 
example two loads may have the same current amplitude within the fundamental 
frequency, but when considering the third harmonic, the amplitudes could be different.
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Therefore the ability to analyse the amplitudes present within the higher harmonics 
allows for separation of loads that show to be similar within the fundamental frequency. 
Evaluating the characteristics of the loads should be completed within the 
complex plane, as the addition of complex numbers is a simple process, and just 
requires the amplitude and phase information of the total load current and the currents 
of the individual loads to be converted to the complex domain. The complex numbers 
are then summated to obtain the final coordinates, which can then be converted back to 
polar form. The calculations for the conversions can be seen in (9-2).
real = r cos /? 
imaginary = rsin/?
r = Jreal2 + imaginary2 (9-2)
^mzo^mory 
real
Once the amplitude information of the groups was obtained for the two 
frequencies, the groups that had been defined within the canopy clustering could then be 
compared to the amplitudes to ascertain which of the group's boundaries that the totals 
fall into. If there were instances where the addition of the combination of the loads did 
not fall into any of the group boundaries, it was said that the specific combination of 
loads was not present within the dataset, and could be ignored for further analysis.
The process was completed for the other two-dimensional spaces that had been 
used within the canopy clustering process. The combinations of the loads that had been 
determined as not present within the first stages of the calculation were not taken into 
consideration from this point onwards, thus speeding up the calculations that need to be 
performed.
Once all of the groups within the different domains had been allocated to 
different combinations of loads, a final profile could be created for the loads. The
87
profile of each of the loads would be determined by its group membership within each 
of the different domains, and therefore the process of deciding if a load is present at any 
particular point in time would be reliant upon the present group membership of the 
harmonic content for that sample period.
The load classification algorithm would only need to be performed after the 
initial training period and again when new loads were added to the system, and 
therefore the computationally expensive parts of the system were only required to be 
conducted rarely. Even though there were a lot of calculations to be completed, this 
could be done in parallel to the data acquisition to allow continuous monitoring of the 
load activity within the premises.
By finding out the individual loads that were within each of the groups, the 
ability to measure the energy usage of the load was viable. It would be known how each 
of the individual loads performed within each of the groups, so the energy usage of the 
load could be calculated. This energy usage for the loads was then used for monitoring 
purposes by the end user, which could be used for displaying when and where energy is 
being used.
9.3. Conclusions
One important concept discussed within this chapter was the interaction of the different 
loads and the way the phase changes of the harmonics alter the overall phase of the total 
load current. By observing the different phase changes of the individual loads, the 
identity of the loads within the groups defined within canopy clustering could be 
computed. It should also be noted that the phase response of the digital filter did not 
need to be taken into consideration, due to the zero phase shift function within 
MATLAB.
The use of displaying the frequency components of the signals within the 
complex plane converts the problem into a case of vector addition in the real and
imaginary components, which simplifies the process. The conversion back to polar form 
allows a comparison between the additions of the individual loads to be made against 
the pre-existing groups. Once the loads have been identified, the power of the individual 
loads can be calculated and stored to aid in feedback to the end user as to when and 




This chapter details the results from the research. Initially the methods were applied to 
purely resistive loads, and shows how the canopy clustering algorithm could be used on 
the data. This was later applied to non-linear loads where the information in the 
subsequent harmonics played a more important part in the clustering. The chapter 
further explains how the canopy creation could greatly affect the final results.
10.2. Resistive Loads
Resistive loads were notably different from non-linear loads in that all of the energy 
being consumed by the appliance was contained within the fundamental frequency. Due 
to this the testing of the devices that were resistive only were only considered within the 
fundamental plane. The initial processes of the algorithm was used to determine the 
operating conditions of the loads, and for the first example the use of two common 
household items were tested, a toaster and kettle.
Both of these appliances were resistive, and operated by converting the energy 
consumed into heat through resistance. The two loads were connected to the DAQ 
device and used, with the current and voltage waveforms recorded. These were then 
imported into MATLAB where they could be further analysed. Each of the signals 
recorded was put through the zero phase filters to remove any unwanted high frequency 
noise. The signals were then processed through Fourier analysis to convert them into the 
frequency domain.
The output of the Fourier analysis provided the harmonic content for each of the 
sample window sections, which covered a one second period. The data was plotted in a 
time varying three-dimensional plot for both of the load currents and the total current.
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Figure 10-1 shows the frequency output of the FFT within MATLAB. It can be seen 
that the load was purely resistive, as all of the current is drawn in the fundamental 
frequency with a small residual current being displayed in the 250Hz harmonic. The 
actual current draw of the toaster varied over time, and this variation will be taken into 
consideration when creating the profiles for the toaster.
Frequency Plot of Toaster Current A
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Figure 10-1 - Frequency Plot of Toaster Current Draw
When applying the same methods to the kettle, a similar plot could be found, 
and this was due to the resistive nature of the device. These two devices could be seen 
to have a simple operation and only work in an on/off state and therefore the profiles for 
resistive loads only need to consider the on-state. Figure 10-2 shows the frequency 
content of the kettle. It could be seen that the operating conditions were very similar, 
but there were some small harmonic components that were present, however these 
components were insignificant when compared to the actual current consumed within 
the fundamental frequency. Due to the small size of the higher harmonics, they are not 
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Figure 10-2 - Frequency Plot of Kettle Current Draw
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Figure 10-3 - Total Load Frequency Plot over Time (seconds)
The total load current had been recorded, and passed through the same 
procedures to provide a frequency plot over time. Figure 10-3 shows the total load 
current over time. From this plot, the different loads that were on their own can be seen 
with the kettle being turned on and off at the beginning of the plot, the toaster was then 
turned on and off, then both loads are used at the same time. The sections in between
the peaks within the plot were attributed to the transients of the loads being turned on or
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off mid-way through the sample period, and therefore they are neither at zero current or 
maximum current. When considering the higher harmonics, as expected there are none 
present of any significance due to the resistive nature of the loads, and therefore only 
the fundamental frequency was taken into consideration for classification.
To be able to correctly identify the individual loads from the total load current, 
each of the individual loads needed to be marked up for their operating conditions, and 
within this test, there were only two conditions which need to be identified, the loads 
are said to be either on or off. Both loads were calculated and then the final total load 
group was also identified which was a combination of the two individual load groups.
This was completed by allocating each of the loads a two digit identifier for each 
of the loads operating conditions and was then combined to create a four digit code for 
the group. The first two digits symbolising the first load, and the latter two digits 
represent the second load. As stated previously there were some points that were classed 
as transitional points, and those were labelled with a zero and are not used for the 

















Table 10-1 - Load Allocation Codes
The load groups that have been allocated can be seen Table 10-1 and have been 
obtained when analysing the loads individually. This ability to analyse the loads on an 
individual basis enabled the final results of the canopy clustering to be checked and 
enabled better visualisation of the data when plotted in a two dimensional plane, for use 
in canopy clustering. To better understand how the codes could be applied to a graph of
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the data in a two dimensional space, the codes shown in Table 10-1 are used to display 
the groups within the scatter plot of the fundamental and third harmonic and can be seen 
in Figure 10-4. The third harmonic content seen within the plot is insignificant when 
compared to the amplitude of the fundamental frequency currents and therefore can be 
seen as a resistive load.
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Figure 10-4 - Scatter Plot of Total Load Current with Load Codes
Here the way in which the loads were interacting can be seen, the different 
operating conditions were described by the codes indicated in Table 10-1, and the 
transitional points were represented by zero (red point). By colour coding the plot with 
the use of the codes, it could be seen that the groups have been identified by the 
algorithm, with the cyan point (group 1111) displaying the points in time when both 
loads are off. The kettle and toaster can be seen by the blue (2111) and green (1121) 
respectively. The combined loads are represented by the purple dots (2121).
By visualising the data in this way, it allowed for the next stages of canopy 
clustering. To be able to correctly use canopy clustering the relationship of the groups 
that were identified need to be considered. This was to ensure that the canopies are set
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up correctly in a way that all of the intended data that was to be clustered, could be 
covered by a single canopy, even though there may actually be more than one canopy 
covering the desired cluster.
To better understand the relationships of the clusters, the data has been analysed 
to show the make-up of the cluster, which included range, mid-point and average within 
the harmonic domains. With this load being resistive, only the fundamental components 













































Table 10-2 - Group Analysis Information
The table shows the values that have been calculated for the groups. The count 
variable represented the number of data points within the group, which was also an 
indication as to the period of time that the load was in operation. The min and max 
variables were the minimum and maximum current values within the groups, and the 
range was the difference between the minimum and maximum values. The average 
value was calculated as the summation of all the data points within the groups divided 
by the amount of points, and the ratio was the calculation of the ratio of the average 
value of the group to half the range (radius) of the group.
When considering the information presented for the expected clusters, a 
relationship between the centre points of the cluster and the boundaries can be found. 
These boundaries were important when it came to describing the canopies for the
clustering algorithm as the distance used for the boundaries would greatly affect the
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overall results obtained from clustering, and therefore the canopy boundaries had to be 
selected that represented the clusters contained within the dataset. To be able to find the 
relationship between the centre and the ratio, the basic fitting tool within MATLAB had 
been used and a plot of the data can be seen in Figure 10-5, where the average of the 
group within the fundamental domain has been plotted against the ratio of the average 
to the range. This relationship allowed for the calculation of the boundaries used to 
describe the canopies which were representative of the clusters found through the 
analysis of the individual loads.
Fitting the function of the relationship, the boundaries of TI can be found, with 
the relationship shown in equation (10-1). The boundary of T2 can be described as a 
method of allowing for some variation within the canopies. When considering Figure 
10-5, the fit of the function to the data points is good, and therefore the leeway needed 
to be sure that the whole of the cluster was covered by the canopy was covered by the 
function for TI. The number selected for the value of T2 would be selected depending 
upon the differences between the function and the measured values.













Figure 10-5 - Group Average to Range Ratio Plot
The relationship had been found that identified the size of the canopy boundary 
TI to the selected point that was being used for the canopy centre. This information was 
used when creating canopies within the individual mappers of the canopy algorithm. 
The mappers split the data set into smaller subsets that could then be processed 
individually and recombined to create an overall better fit of the data. This process 
could be seen by using the current data of the kettle and toaster as an example.
The data obtained was split using the inbuilt MATLAB randperm number 
generator. The data was then processed using the canopy clustering algorithm to find 
the canopy centres of the datasets sent to each of the mappers. At that point only the 
values of TI were considered due to the close fit of the function to the measured values. 
The first of the mappers was processed and the canopy centres were found, recorded 
with the TI boundary drawn and can be seen in Figure 10-6:
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Figure 10-6 - Mapper 1 of Resistive Load (kettle and Toaster)
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Figure 10-7   Mapper 1 Zoomed Resistive load of toaster canopy
The canopies could be seen to have varying dimensions depending upon the 
canopy centre used. When zooming into viewing the individual canopies that were 
covering the different combination of loads, each of the canopies could be seen to be 
covered by at least one canopy. If more than one canopy was covering the data, there 
was sufficient overlap to ensure that the final canopies would become more
representative of the data and can be seen in Figure 10-7.
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The mapper had been used for the second half of the data, together with the plot 
shown in Figure 10-8, and exhibited the same characteristics as mapper one. The 
canopy boundaries could be seen to vary again with the function that had been used to 
describe the relationship shown in equation (10-1).
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Figure 10-8 - Mapper 2 Resistive Load - Toaster and Kettle
The two mappers had been used to find the canopy centres and had shown to be 
able to cover all of the data points within the canopies. The information from each of 
the individual plots could be used to find the final canopy centres that were used for the 
final canopy clustering of the data to identify the groups within the dataset. This was 
completed by combining the canopy centres, and running the canopy algorithm on the 
actual canopy centres found from the mapper process. This process reduced the total 
number of centres used for the canopy clustering, whilst giving an overall better fit for 
the data.
The map reduce function within the canopy algorithm reduced the overall 
canopies that were required to cover the dataset by canopy clustering the centres found 
from the mappers, and averaging the centres to find the midpoint in two-dimensional
99
space for the new centre. The process had reduced the amount of centres used from the 
two mappers from 30 to 17, therefore close to a 50% reduction from the mappers. The 
final plot of the canopy centres and the Tl boundaries can be seen in Figure 10-9.
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Figure 10-9 - Map Reduce Final Canopies
Many of the final canopies were attributed to the fact that there are many 
transitional points within the dataset, which were the points at which loads have been 
turned on or off in the middle of the sampling period. These points were no longer 
required for further analysis, and were no longer used within the canopy analysis 
algorithm. These points were easily identifiable by the fact that the canopy covering the 
transitional points only contained one data point.
During the map reduce phase, there were many points which were no longer 
covered by the canopies. This was due to the fact that the new canopy centres had 
moved, and the boundary was no longer big enough to cover the existing points. To 
alleviate this issue, the points that were unattached to canopies, were allocated to the 
nearest one. This ensured that all points were allocated to the canopies, and the obvious
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transitional pointes were already covered by canopies, meaning at the stray points had a 
higher chance of being a member of the nearest canopy.
Each of the canopies were converted into their own variables, and within these 
variables the final stage of the algorithm was completed. To finally convey the profiles 
created by the algorithm, each of the points needed to be allocated to a final cluster. 
This was completed using k-means clustering within the canopies alone.
The actual canopies within the plot could be seen to be overlapping, and this 
overlapping came naturally with the process, as there was a random element to selecting 
the initial centre points. To ensure that the correct result was selected the overlapping 
canopies were combined to provide a wide canopy that covered the load that required 















































Table 10-3 - Canopy Overlap
By combining the overlapping clusters and computing the final cluster contained 
within, the redundant clusters were removed, which essentially represent the same load 
within the harmonic domains. After the completing of the k-means clustering within the
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Figure 10-10 - Final Cluster Allocation
The final canopy allocation could be seen to be representative of the initial plot 
where the known loads were found. The four main groups of interest had been identified 
and to check the accuracy of the allocation of the data to the correct clusters, the 
original group allocation was checked. The four groups identified were when all loads 
are off, the kettle and toaster are on individually, and when both loads are on 
simultaneously. The results are shown in Table 10-4 and the accuracy of the results is 
good when considering that both the loads were in the on-state, and the individual loads 
are found with a good accuracy. The lower accuracy of the off-state of the loads was 




























Table 10-4 - Group Comparison Table
The data presented within Table 10-4 shows the comparison between the initial 
groups and the final group allocation. One of the important notes to make is that one of 
the groups that represent the kettle had been split into two adjoining groups within the 
final analysis. This has occurred due to the initial canopy clustering of the data. One of 
the canopies contained a transitional point and has therefore split the cluster into two 
adjoining groups.
The other factors to consider when looking at the clustering methods and its 
accuracy is that there are transitional points contained within the final clusters and this 
was due to them falling within the canopy of the final clustering allocation. It was 
impossible to remove these, due to the fact that they are within the canopy boundary 
and was seen as one group. These transitional points represent the start up or turn off of 
the load and therefore did not have any significant importance, as these could be later 
confirmed by analysing the points that follow the transitional point and then allocating 
the energy usage to the load that was found.
10.3. Non-Linear Components
The previous section analysed the canopy clustering algorithm using the test data to 
create the relationships for the canopies, which was the fundamental basis of the 
research, and an important requirement of the overall process. To further test the system 
different loads were used and processed through the algorithm. The process looked at 
not only resistive loads but brought other loads into the system which had significant 
power draw within the harmonic frequencies.
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10.3.1. Test with Non-Linear Loads
For the second test three different loads were used, which included other traditional 
common household objects such as a microwave and an iron. The microwave can be 
classed as a non-linear load, and the iron is said to be linear. The individual load current 
frequency plots are shown in Figure 10-11, the microwave and Figure 10-12 the Iron.
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Figure 10-11 - Microwave Current Draw Frequency Plot 
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Figure 10-12 - Iron Current Draw Frequency Plot
The difference between the linear and non-linear loads can be seen when 
comparing the harmonics in the frequency plots of the microwave and the Iron. The
frequency plot of the microwave showed that the current is present in the fundamental
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and third, fifth, and seventh harmonic at amplitudes that are noteworthy, and to a lesser 
degree the ninth harmonic. When compared to the frequency plot of the iron, all of the 
current draw can be seen in the fundamental frequency. The difference in the frequency 
plots showed that the microwave has a greater number of features that can be used for 
classification compared to the non-linear load shown by the iron.
The frequency plot of the microwave shows that the current is contained within 
the odd harmonics only, and this is attributed to the fact that if the final load consumes a 
symmetrical current in the positive and negative in the time domain, then only odd 
harmonics will be present in the frequency domain [108].
The sampling period of the microwave and the iron had been conducted so that 
each of the loads can be seen individually and combined. The difference within the 
frequency spectrum can be clearly seen within Figure 10-13. When the microwave was 
on either alone or when the iron was on, the higher order frequency could be seen 
within the third harmonic, whereas the iron alone only consumes energy within the 
fundamental component of the spectrum. It should be noted that at the beginning of the 
sampling period neither of the loads were plugged in, therefore zero current was drawn, 
but when the microwave was plugged in, there was some residual current being 
consumed. This residual current is due to the microwave being of the digital type and 
consumed some current for the LCD display.
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Figure 10-13 - Fundamental and Third Harmonic Current Total over Time of
Microwave and Iron
One of the main issues that were countered with the use of non-linear loads was 
that there were large components within the higher harmonics. The plot for the 
fundamental and third harmonic can be seen to have different characteristics to that of 
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Figure 10-14 - Iron and Microwave Grouping
106
This plot clearly identifies the issues surrounding the clustering of non-linear 
loads with the way the data is spread, and does not display any clearly defining 
boundaries. The reason for this was the operating conditions of the microwave. When 
considering the microwave, there are many different power settings that can be used, 
and in this instance the high power and defrost mode were used. The operating codes 



















Table 10-5 - Microwave and Iron Operating Conditions
The different operating conditions of the microwave were such that when it was 
on high power, it was continually drawing power, but when on defrost mode, the power 
was actually cycled on and off. The on power state for the microwave while in defrost 
mode drew the same power as the high power mode. This means that there are many 
transitional points from on to the off state during the defrost mode, which could be seen 
in the scatter diagram of the current draw.
When considering the iron, there were two operating conditions, which were 
described as on or off. The iron heats up to its operating temperature, as defined by the 
dials on the appliance. When the temperature was reached, it was turned off, and no 
longer drew any power, until the temperature dropped below a certain threshold, and 
then it reheated the plate. This was another example of a switching appliance, which 
made the final clustering scatter plots crowded with random points due to the amount of 
transitions of the appliance.
When considering the difference seen between the purely resistive and the non- 
linear loads, the spread of the current draw was shown to be different within Figure
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10-4 and Figure 10-14 and therefore a different relationship for the canopy boundary 
needed to be found. The non-linear plots showed that the spread of the different groups 
is similar regardless of the current draw, and therefore the relationships described for 
the resistive loads no longer held true. This meant that there was a requirement for there 
to be another method of creating canopies for non-linear loads, which was not tied to 
the average current of the groups.
When considering the relationships between the groups, and the canopy 
boundaries that needed to be described, the range of the group had been considered as 
the function of the average. This allowed for the boundary to be mapped to the centre of 
the groups, and was considered a better fit than the ratio, which was used within the 
resistive load due to the larger spread of the data within the groups. When removing all 
of the points that were classed as transitional points, and mapping the average values of 
the groups to the range of the groups defined, then a relationship could be found shown 
in equation (10-2) and Figure 10-15.










Relationship Between Group Average and Range
y = - 0.0077*x2 + 0.019*x + 3.3





Figure 10-15 - Non-Linear Range to Average Relationship
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The relationship had been found by using the basic fitting tool within MATLAB, 
and for the data provided a good fit, with the transitional points being removed. The 
relationship was used within the canopy clustering algorithm for the distance TI. 
Equation (10-2) shows the relationship for the average to the range, and therefore the 
range needed to be divided by two to obtain the value for the radius boundary TI.
By applying the T! boundary to the data the initial canopy clustering algorithm 
can be seen in Figure 10-16. From the plot it can be seen that the groups of interest, 
ignoring the transitional points, were covered by the canopies. There were a small 
number of data points that are outside of the canopies that contain the main group, but 
when compared to the amount of data points within the canopy would only provide a 
small reduction in accuracy. The transitional points were covered by most of the 
canopies, and would end up being grouped with the final clusters due to the amount of 
transitional points that occurred due to the nature of the loads. The relationship between 
the average value of the clusters and the radius boundary TI can be seen clearly within 
the figure, and the varying canopy size provided a better fit for the data overall.
4r










4 6 8 10 
Fundamental Harmonic Current (ARM )
12 14 16
Figure 10-16 - Initial Canopy Clustering Microwave and Iron
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To finalise the actual clustering of the loads, the data was passed through to the 
k-means section of the algorithm. This combined the overlapping canopies, and provide 
the final clusters that were used for the profiling of the loads.
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Figure 10-17 - Final Cluster Allocation
The final grouping of the loads can be seen within Figure 10-17.The plot shows 
that the final groups have been loosely captured, but due to the amount of transitions 
there were some groups that were split up into two adjacent groups' in the plot that 
should have been classed as one group, which can be seen by the microwave & iron 
group.
10.3.2. Further Clustering Analysis
To check the validity of the clustering analysis, further testing was conducted on a
different dataset containing four different loads. The loads that were tested were a hair
dryer, kettle, toaster and Microwave, which are all common loads found in the domestic
environment.
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The following plots show the frequency domain of the different loads, which are 
used for the clustering of the loads. Each of the plots shows a sample period of when the 
load was in the on state. It can be seen from Figure 10-18, Figure 10-19 and Figure 
10-20 that the hair dryer, kettle and toaster respectively are all classed as linear loads as 
all the current is drawn in the fundamental frequency. Figure 10-21 shows the plot of 
the microwave in the frequency domain and can be seen to be non-linear as there is 
current in the third and fifth harmonic as well as the fundamental.
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Figure 10-18 - Hair Dryer Frequency Plot
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Figure 10-19 - Kettle Frequency Plot
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Toaster Frequency Plot (ARMS)
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Figure 10-21 - Microwave Frequency Plot
The combined loads can be seen in the total load draw shown in Figure 10-22. 
Here the different loads can be seen, and the third harmonic can also be seen when the 
presence of the Microwave is being used. The variation in the fundamental and third 
harmonic is also shown and can be described as the variation in its operating conditions. 
One important characteristic of the plot is the turning on and the turning off of the 
different loads, which can be attributed to the initial loads starting up. This is especially
prominent in the Microwave which can be seen in the third harmonic.
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Figure 1 0-22 - Total Load Current, Fundamental and Third Harmonic
Each of the loads had been individually pre-processed to find out their operating 
conditions, and the final groups were found. These can be found in Figure 10-23. Out of 
the loads that needed to be described, the microwave showed to be the one with the 
most variation in its current draw in the third harmonic, which was shown in Figure 
10-22. This variation was attributed to the increase in power as the microwave started 
up and continued through its operating cycle.
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Figure 10-23 - Initial Group Membership, Fundamental & Third Harmonic
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The other groups which contain the kettle, toaster and hair dryer can be seen to 
be separated from the other groups. There is only the issue around the transitional points 
that make the analysis more difficult and add a lot of noise to the final results. The 
recorded data was split into two mappers as per the algorithm, and the canopy centres 
were found. The results of mapper one and mapper two can be found in Figure 10-24 
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Figure 10-25 - Mapper 2
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Combining the mappers shows the final canopy creations shown in Figure 
10-26. The figure shows that the canopies have been created so that the respective 
groups are contained within the boundaries of the canopy. The final stage of the 
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Figure 10-26 - Final Canopy Allocation
Figure 10-27 shows the final allocation of the data points to the clusters found in 
the dataset. The main loads can be seen to have been separated out by the canopy 
clustering. One of the interesting points to note is that the microwave transient points 
have now been either separated out into transient points or part of the main group. The 
transient of the microwave takes more than a few seconds to reach its maximum current 
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Figure 10-27 - Final Cluster Allocation
The larger energy consuming devices are easier to distinguish on the plot, and 
produce a cleaner, defined cluster. This is shown with the hair dryer and kettle, where it 
is shown to be further away from the noise of the no load conditions and the transitional 
points, making the larger loads easier to identify.
10.4. Comparing Resistive and Non-Linear Models
One of the main issues encountered with the previous results was that the models for the 
canopy relationship between the average of the group and the range or ratio are 
different. This became an issue when implementing the system into a real word 
environment, where the model could not be chosen through the processing period 
depending upon which loads were being used, as it was a Non-Intrusive load monitoring 
system, and this would be unknown.
To be able to identify a model that fits all purposes with the current technology 
becomes difficult when there are appliances such as the microwave that draws a residual 
current when the device is not actually operate. This residual current can be attributed to 
the fact that there are electronic devices on the casing of the appliance for the clock, 
which may also be back lit. This residual current could be seen within Figure 10-14
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described by the group 1111, which effectively was the off state of the device. The issue 
of the current spread of the microwave can be seen within the other groups where there 
was large variation of current being drawn both in the fundamental and third harmonic, 
which will be attributed to the start-up of the device.
When the data was processed through the resistive load canopy relationship, the 
plot shown in Figure 10-28 can be seen to contain too many groups for the data set, with 
a total of 106 groups covering the total of 142 data points. The plot should display a 
total of four unique groups, along with the transitional points.
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Figure 10-28 - Non-Linear Load with Resistive Canopy Model
Figure 10-28 shows that it is not possible to use the canopy plot described within 
the resistive load only model, as there is too much variation within the fundamental and 
third harmonic for it to be true, and this was due to the additional complexity of the 
operating characteristics of the microwave and most non-linear loads.
Alternatively the non-linear load canopy profile could be applied to the resistive 
loads for analysis. Figure 10-29 shows the output results of using the non-linear 
relationship between the canopy centre and the radius of the canopy. From this plot it
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can be seen that the four groups have been correctly identified, with the transitional 
points scattered between, and have been allocated random groups, which shows that the 
use of the non-linear canopy model can be used to cluster resistive load datasets.
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Figure 10-29 - Resistive Load with Non-Linear Canopy Model
The non-linear model has shown that it can be used to canopy cluster the two 
different datasets, and this model can be used for further testing on other loads which 
are typically seen within the domestic environment, such as a hair dryer and a lamp. The 
groups that require definition can be seen within Figure 10-30, and the details of which 
















Table 10-6 - Lamp and Hair Dryer Group Definition
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Figure 10-30 - Lamp and Hair Dryer Expected Groups
One of the initial observations that can be seen is that the lamp was drawing a 
very small amount of current, and this small amount of current form the initial plot 
showed that it was getting lost within the noise of the system, and could not be 
distinguished within the small scale of the current that it is drawing. The results showed 
that there were performance issues when it came to distinguishing the smaller loads 
from the larger loads when they were being used at the same time, and showed that 
there were limitations to the algorithm implementation when considering these smaller 
loads.
When zooming into the area of the lamp and no-load as seen within Figure 
10-31, there was no clear distinction between the no-load state of the two loads, and the 
small amount of current that the lamp was consuming.
When considering the higher current values of the plot, the lamp and hair dryer, 
it could be seen that there was a very small area of distinction between when the lamp 
and when the hair dryer was on, to when the hair dryer is the solo energy consumer.
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This was also emphasised by the fact that the group defined by the hair dryer alone, 
overlapped the group where the lamp was also present.
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Figure 10-31 - Zoom of Lamp and No-Load
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Figure 10-32 - Final Cluster Membership - Hair Dryer and Lamp
Figure 10-32 showed the final cluster membership when the dataset of the hair 
dryer and the lamp had been processed by the canopy clustering algorithm. The
algorithm identified 4 groups, but out of those four groups there were only two actual
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groups that are clearly definable; group one and group two. The other two groups that 
can be seen represent when the hair dryer is being turned on and off, and therefore could 
not be used as a group for load classification.
Group one showed that the no load conditions and the lamp on state had been 
identified as the same group. When considering when the hair dryer is on, again the 
overlap of the initial groups meant that the two separate groups representing the hair 
dryer and the lamp in both the on and off state had been combined as one group.
The experimentation showed that when smaller loads were considered with 
larger current drawing loads such as a hairdryer, the distinction between the points 
where the smaller load is present became difficult to separate out from the main dataset. 
When studied alone, there were clear distinctions between the on and off states of the 
individual load even at small currents. The larger loads operate over a range of current 
vales, and therefore the differences a small load make to the overall current draw could 
not be clearly identified as it would be operating within the natural variation of the 
current of the larger load.
10.5. Transitional Points
From the testing there is the constant occurrence of transitional points which are points 
that have been measured when a load has been turned on during the sample period, and 
is therefore not at the current operating condition or in no load status, and thus provides 
a rogue data points in the dataset.
The transitional points will have an effect on the final clustering of the loads and 
therefore needed to be addressed. The transitional points have been found during the 
pre-processing procedures and can be removed at this stage to test what the results 
would be without these data points.
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10.6. Load Additions
The canopy clustering algorithm was used to separate out the groups of loads that were 
present within the premises. Due to this, further analysis was required for the 
classification of the individual loads within those groups. To be able to correctly 
identify the loads, the load interaction needs to be shown. When considering the loads 
contained within the resistive group, the main components that are used for 
classification are the fundamental components, as any residual current found within the 
higher harmonics was negligible.
When considering the non-linear loads the importance of the harmonics was 
shown with a significant portion of the current being within the higher harmonics. The 
ability to monitor and record the current harmonic components for the individual loads 
meant that the combination of loads could be determined by regression. An example of 
this can be seen within Figure 10-33, where the two individual loads are shown, with 
the total recorded load. When adding the two loads together, there is some slight 
variation between the recorded and the deduced load curves, but the general 
representation provides a good approximation.




Figure 10-33 - Fundamental Current Draw Over Time
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The main differences between the calculated and the recorded signals were due 
to the operating conditions of the loads, and how they interacted with one another with 
regards to the phase angles of the loads. This is where the phase angle of the appliance 
needed to be considered, as classifying the loads from the amplitude of the current alone 
did not contain all the relevant information. The output from the FFT function used for 
the creation of the data sets also allowed for the phase angle to be extracted. For this to 
be used in any meaningful way it needed to have a reference, which in this case was the 
voltage.
The calculations of the phase angle can be seen in Code Sample 10-1 within the 
text box. The first three lines of the code were used to determine the actual phase angle 
of the current with respect to the voltage. The alpha and alphaS variables were used to 
determine the phase difference between the two load currents, which equated to beta 
within equation (9-1). This was required to calculate the amplitude of the resulting 




alpha=abs(ITlang(:,51)-IT2ang( : , 51) ) ;
c=sqrt(Ild.FundHarmon. A 2+I2d.FundHarmon. A 2.+(2.*Ild.FundHarmon.*!2d
.FundHarmon.*alpha));
alpha3=abs(ITlang(:,151)-IT2ang(:,151)) ;
c3=sqrt(lid.Harmon2. A 2+I2d.Harmon2. A 2. + (2.*Ild.Harmon2. *I2d.Harmon2
.*cos(alpha3)));
Code Sample 10-1 - Phase Angle Calculations
By looking at (9-1) the final load voltage of two loads may be found with the 
phase angle becoming a factor. Looking at Figure 10-34 which represents the resistive 
loads of the kettle and the toaster, the calculated values including the phase angles of the 
individual loads and the total load current was displayed. The figure showed that the
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relationship between the individual loads added using both phase and magnitude 
information could be equated to that of the total load current measured.
Load Combination Calculations (Fundamental)
Fundamental Curre t( M̂s)
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Figure 10-34 - Resistive Load Combination Calculation (Fundamental)
The figure shows that the known loads that were measured individually could be 
added using the trigonometric identities within equation (9-1). The knowledge of how 
the loads interact with one another could be used when trying to determine how the 
groups that were identified within the canopy clustering algorithm could be split into the 
individual loads.
In the case of the loads being of resistive load only, the fundamental alone 
would be enough for the classification of the load. The main issue with only considering 
the fundamental was that there was still some residual harmonic content contained 
within the higher harmonics, which could influence the final load classification of the 
groups of loads present. The same process was used for classifying the third harmonic 
data. Within this instance, the phase angle of the data was calculated from the relevant 
voltage harmonic, and this was used in the calculation of the combined load current,
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Figure 10-35 - Resistive Load Combination Calculation (Third Harmonic)
Figure 10-35 shows that there was some variation between the calculated and 
the measured current contained with the third harmonic, which was when the toaster 
was present. This difference between the measured and the calculated values could be 
due to noise within the system, but when looking at the actual scale of the third 
harmonic it is within the milliamp range which would be lost within system noise or 
when large non-linear loads were used. The kettle by comparison showed a good 
representation of the load when compared to the measured values.
When considering the information when there were non-linear loads present the 
same process of load combination calculations could be used. The main difference was 
that there was a greater influence within the higher harmonics, and the representation of 
the combination of loads within the higher harmonics was more important for the 
classification process.
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Load Combination Calculations (Fundamental)
—Calculated Current Amplitude




Figure 10-36 - Non-Linear Load Combination Calculation (Fundamental)
The plot shown in Figure 10-36 shows the representation of the calculated and 
measured values of the combination of an iron and a kettle. They can be clearly seen to 
be related, and actually shows the middle dip point where the iron alone was visually 
better than the plot shown in Figure 10-33 which was calculated without the phase 
angles.
The same method has been completed for the third harmonic, with the phase of 
the current calculated compared to that of the voltage. The results of the third harmonic 
analysis can be seen in Figure 10-37.
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Figure 10-37 - Non -Linear Load Combination Calculation (Third Harmonic)
Comparing the third harmonic plot of the non-linear loads to that of the resistive, 
it can be seen that the representation of the calculated values provides a better fit within 
the non-linear plot. The calculated and the measured closely follow the pattern of the 
current draw over time very closely, and this was due to the fact that there was actual 
current being drawn within the higher harmonics.
One important observation to be made about the plot of the third harmonic to 
that of the fundamental is that the iron, which is resistive in it operation, is not shown to 
have any harmonic content within Figure 10-37 which is to be expected. This important 
characteristic can be used when determining which loads were present within the data as 
an absence of higher harmonics would indicate a resistive load. The opposite can be 
said when there is higher harmonic content, that the load would be considered as a non- 
linear type.
10.7. Implementation
The use of canopy clustering requires the frequency components of the loads to be 
found. The current implementation of this is carried out in MATLAB which will not be 
used in the final implementation. As a result the algorithm is required to be processed in
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the confines of a metering device that is supplied and installed in the home. The meter 
therefore is required to be able to compute the FFT of the current drawn in the property. 
Current technology is already available for the task and is currently being used 
for the development of a three-phase meter and test set at KIGG ltd. The processor is 
provided by Microchip numbered dsPIC33FJ128GP206A [109]. The processor 
provided by Microchip includes the DSP (Digital Signal Processing) at the hardware 
level that is required to compute a DFT (Digital Fourier Transform). The DFT is used 
instead of the FFT due to the processor conducting a DFT on 214 samples which cover 
three cycles of the 50Hz supply. The sample rate is not a power of two and therefore 
true FFT cannot be used, and therefore DFT is used in its place.
10.8. Computational Complexity
The computational complexity of the proposed algorithm can be compared to that of the 
k-means algorithm. The complexity of the k-means algorithm is determined by the 
amount of distance calculations required for the k-centres to converge, and is an 
iterative process. Each iteration is involves the calculation of the distance between each 
of the data points to the k-centres until convergence and its complexity can be described 
by (10-1) with N being the number of points in the dataset, 1 equal to the number of 
clusters and I the number of iterations.
T(AO = O(Nki) (10-3)
When taking canopy clustering into consideration, the approach is different. The 
initial steps of the algorithm separate out the data into canopies and can be considered to 
have N operations. When in the canopies, k-means clustering is carried out in the 
individual canopy, with each canopy having one k-centre, thus equating k to one. The 
complexity computation will then be reliant upon the amount of canopies and the
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number of data points per canopy, which are both related. With the extremes being 
taken into consideration if there is one canopy then there will be N points in the canopy, 
and conversely with N canopies, there will be one point per canopy. With this in mind 
the computation complexity of the distance calculations needed to reach the final 
JV=O(CAfCki) (10-4), where C is the number of canopies.
T(AQ = O(C-fci) (10-4)
C
With the assumption that there is one k-centre per canopy the final equation can 
N=O(Nl) (10-5). The computation complexity of canopy clustering is 
reduced considerably and is dependent upon the number of data points in the dataset, 
where as traditional k-means, the calculations are increased by the amount of k-centres 
that are being found.
7(JV) = 0(Wi) (10-5)
10.9. Conclusions
The chapter has detailed the results from experimentation that has been completed from 
initial canopy clustering to defining the final groups that require classification. There 
were many different load types that require classification which have been touched on, 
and these could be separated into two main categories, resistive and non-linear loads.
Resistive loads were described as those which draw their current from only the 
fundamental frequency, and only contain resistive components. These loads were found 
typically within the domestic environment, and were representative of appliances such 
as kettles, irons and toasters. Due to the lack of any current draw within the higher 
harmonics, and the simple operation of the device being either on or off, their profiles
could easily be created from the canopy plots shown earlier.
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Non-linear loads added a further complication to the process of canopy 
clustering the loads. Unlike resistive loads, a large proportion of the current used by the 
appliance was drawn from higher harmonics, which distorted the current waveform. 
This added complexity of the appliance was attributed to the increased number of 
components used within the appliance, which would not just be resistive but contain 
both capacitive and inductive components. Also the presence of AC to DC power 
supplies which pull a non-sinusoidal current, added to the harmonic content within the 
current draw.
To further ensure that the results obtained from the canopy clustering algorithm 
were correct, each of the individual loads was analysed so that the load operating 
conditions were known. The operating conditions of the individual loads were 
combined for each of the experiments and the overall load operating conditions of the 
individual groups were clearly identifiable as seen within Figure 10-4 as an example. 
Each of the groups that require identification were shown within the four groups with 
both loads off, either load on only, and both loads on at the same instance in time. By 
monitoring the individual loads singularly and defining the groups, the relationships 
between the groups, and the groups parameters could be found.
By collating the information about the expected groups that were to be found 
through the canopy clustering algorithm, a model could be created that would be used 
for defining the size of the canopies used for the initial data segregation. Both the 
relationships between the resistive and non-linear loads were analysed within the 
results, and different approaches were found to provide better fits for the data.
With regards to the resistive loads, it was found that the relationship between the 
ratios of the range to the average of the group fitted a quadratic function as seen in 
Figure 10-5. This relationship was found using the information present for the dataset 
being analysed, and when considering the use of this approach, similar methods of
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finding the relationship between the canopy centres and the boundaries would need to 
be found. The final fit showed the variation in the relationship of the canopy centres to 
the canopy boundaries, with the larger currents there was a smaller ratio needed to 
calculate the boundary. This is due to the increasing value of the current drawn, and the 
spread of the data in proportion to the average did not increase significantly compared 
to the average.
The canopy boundary relationship was found from the analysis and applied to 
the datasets with a solid fit being found, and the canopies could differentiate the loads 
from one another. Due to the nature of the canopy clustering there are some canopies 
that overlapped to cover the same group, which was to be expected, as the selection of 
the canopy centre is initially random, and therefore the optimal center may not be 
initially chosen.
By using mappers within the canopy algorithm, it was found that the fit of the 
canopy could be increased, while removing the need for excess overlapping canopies 
covering the same dataset. The mappers worked by separating the dataset into two or 
more sets, and then the results of the canopy analysis of the mappers were then 
combined to provide a better fit for the data. It was found that this process helped with 
the overall fit of the data. The process also had the advantage of scaling to large scale 
problems with its ability to be parallel processed.
The final group membership of the resistive load testing showed that the 
clustering methods managed to distinguish the individual groups, with a minimum 
accuracy of 85.71%, where the monitoring of the no load conditions was being grouped, 
and this lower accuracy was due to the transitional points that were found within the 
group, which are difficult to separate out of the main group.
Other groups showed that the canopy clustering managed to define a single load 
as two groups, which was due to the process of the canopies within the first stages of
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the algorithm. These groups, while being defined as separate, contained all of the data 
points that are expected to be within them and further analysis would be required to 
combine these two groups into being the same load.
The non-linear loads were analysed also, but there were variations between the 
plots of the current draw within the fundamental and third harmonic domain. One of the 
main differences between the two types of loads were due to the residual current when 
loads were plugged in and the spread of the data was larger than that of the resistive 
load in both the fundamental and the third harmonic.
This difference in the operating conditions of the loads, lead to a different 
approach to be taken for determining the radius of the canopy clusters. Instead of using 
the ratio for the relationship, the actual range of the data was used and this is shown 
within Figure 10-15. The relationship has been described by a quadratic function.
The plots of the current content of the non-linear loads could be seen within 
Figure 10-17 and showed that there was a variation between the groups within both the 
fundamental and third harmonic. The variation with these two domains allowed the 
different groups to be analysed correctly and the groups can be clearly separated due to 
these variations.
The main difference between the two models that were used within the results 
section showed that there are some difficulties separating out loads which are of 
different types, such as resistive or non-linear. The non-linear loads show that there was 
a larger spread of the data points when the appliances are in the on state, and this larger 
range can be seen both in the fundamental and third harmonic. This difference in 
operating conditions between the loads meant that the relationship between group 
centres and the radius of the canopy needed to account for the spread of the data points.
When applying the non-linear canopy model to a further set of data such as the 
lamp and the hair dryer, the model was able to identify two separate groups. The actual
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groups present should have been identified as 4 different groups as described in Table 
10-6. The main issues that was found when trying to identify the different groups within 
the scatter plot was that the smaller difference in load current of the lamp when 
combined with the hair dryer was difficult to differentiate. This was due to the small 
amount of current that is being drawn by the lamp, and when comparing it to the 
operating conditions of the hair dryer, it was not large enough to be separated out.
Even though the lamp was clustered with the hair dryer in the canopy clustering 
process using the non-linear model, the model itself was good enough to use when 
monitoring larger energy consuming loads and showed that it could separate out the the 
larger loads that were being used over the sample period.
The non-linear model was applied to the resistive load data for comparison, and 
the results shown in Figure 10-29 show that each of the individual loads had been 
separated out into their relevant groups, and showed that the non-linear relationship 
between the canopy centre and the radius of the canopy could be used for both resistive 
and non-linear loads.
When it comes to load classification, there results have shown that it was 
possible to replicate the final groups by adding the individual groups together. The 
addition of the loads was completed using the trigonometric identities that describe how 
two sine waves interact and one important factor was that the phase angle of the 
individual loads was required, which could be calculated by using a reference phase 
such as the voltage.
Overlapping the plots of the measured total load and the calculated loads show a 
resemblance to the plots, and the errors between the two values was small. This error 
was small when considering the loads that were actually consuming current within the 
domain being measured. An example would be the third harmonic within the non-linear 
loads. When comparing this to the resistive loads, there was a smaller error within the
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fundamental, but when the third harmonic was considered, the calculated values no 
longer matched with a close enough accuracy. This was due to the fact that the load 
current for the device was being consumed within the fundamental current and the 
amplitude of that current in the fundamental compared to the third harmonic was 
considerably larger.
The results showed that if the loads within the premises that were being 
monitored had an associated profile containing information of the current phase and 
amplitude, the groups of loads that were identified within the canopy clustering could 
be broken down into their individual appliance components. This was completed by 
analysing the individual loads and combining different combinations until the correct 
combination provided a match to the group of appliances being monitored. This method 
of classifying the loads could be done via a brute force method, or other methods of 
regression, which is out of the scope of this work.
The canopy clustering algorithm has shown that it is effective at disaggregating 
large loads which are typically found within the domestic environment. The key to 
using canopy clustering was the radius of the canopy, and this needed to be chosen to be 
large enough to cover the expected cluster and small enough to allow suitable distance 
between canopies so that multiple independent clusters were not grouped together. 
Analysing both resistive and non-linear loads gave a canopy relationship between the 
cluster centre and the canopy radius which showed different results. However it was 
found that by applying the non-linear model to that of the resistive data set acceptable 
results were found, and this relationship was used for the analysis. The ratios of the 
average to the range for the relationship for the canopy boundary were used so that the 
canopy boundaries could scale with the different load currents that were being 
consumed instead of using a static boundary for the canopies.
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When further monitoring was conducted, there were some issues that were 
present when there was a small load included in the data, such as the low power lamp. 
This small load became lost amongst the noise of the system and the variable current 
draw of the high current drawing appliances such as the hair dryer. This meant that there 
was no clear way of separating out the smaller loads from the larger ones using canopy 
cluster, as effectively the two separate groups overlapped, and were found within the 
same canopy.
Canopy clustering used within NILM allowed for the separation of larger loads 
only in a premises, and by using the profiles of individual loads the groups identified 
within the canopies can be disaggregated into their component loads through methods 
of regression.
By analysing the larger loads within the premises there were still large energy 
savings to be made due to the amount of power that each of the loads consumes. By 
providing consumer feedback through the use of NILM, energy end users can make 
informed decisions on how, when and where their energy was being used and the use of 
canopy clustering within NILM could be effectively applied to aid in the feedback 
process.
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Chapter 11. Conclusions and Further Work
11.1. Summary
The section draws the conclusions and discussed the future work of the research. The 
initial parts of the chapter reflect on the motivation, aims and objects of the research set 
out and how or if these have been met. The contribution to knowledge has been stated, 
followed by further work to be completed to take the concepts of the research forward 
to product development and wide scale implementation.
11.2. Motivation, Aims and Objectives Revisited
11.2.1. Motivation
The motivation of the project as describe within Chapter 1, was to develop methods
whereby energy consumers can monitor their energy consumption within the home so
that informed decision on energy savings can be made. By providing consumers with
information on how and where energy is being used within the home can aid in that
decision.
The way in which energy usage information was obtained could have been either 
through sub metering or methods such as NILM. Using NILM as opposed to sub 
metering meant that there would be less intrusion when installing such systems, whereas 
sub metering can become costly with the amount of hardware that would have to be 
installed by comparison.
By using NILM energy usage information could be fed back to the end user 
through means of the meter. To aid in the process of disaggregating the loads within the 
premises a design approach of implementing canopy clustering into NILM was 
considered. By implementing canopy clustering into the system, it allowed for greater 
efficiency for load monitoring, and offered the ability to be able to separate out groups
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of loads that were present within the premises, without prior knowledge of the number 
of groups present.
11.2.2. Load Monitoring, Data Capture and Pre-processing
The load monitoring and the data capture used within the research has been described in 
detail within section 3.3 and Chapter 6. The process of monitoring the individual 
currents and the total currents has aided in the testing and validation of the overall 
results of the research.
By providing a strong methodology of data capture and signal monitoring, the 
process of capturing the data within NILM was completed using the same techniques 
for its final implementation. The sample rates of the system have been chosen to allow 
for high resolution of the harmonics that were considered, and were chosen to reduce 
aliasing within the lower harmonics. The third harmonic has been used thorough the 
research with the option of including the higher harmonics into the algorithm at a later 
stage should it be required for further information to be used within the load 
disaggregation process.
The methods used within the research for the data capture and the initial signal 
processing, have provided a platform for the NILM system to be built which is accurate 
and could be used in practical applications. The use of Fourier analysis has been 
adopted to provide as much detail about the current signals as possible, by providing 
phase and amplitude information for each of the harmonics present in the supply 
waveform.
The pre-processing of the data had been used for monitoring the individual loads 
that were being used for the testing. This was completed to ensure that the final results 
of the data could be validated and completed by monitoring the groups formed within 
the different relevant harmonics of the individual loads. This was used to identify the
operating conditions of the loads. The processes were described in detail in section 7.6.
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By pre-processing the data acquired for the individual loads, the actual operating 
conditions of the loads were found. These operating conditions varied depending upon 
the type of load being monitored and it was found that there could be a range of 
different operating conditions for the load such as a simple on/off device, or a device 
that had multiple operating conditions i.e. a hair dryer with two heat settings.
11.2.3. Load Disaggregation
Load disaggregation has been obtained within the research with the use of canopy 
clustering and load classification. This two stage approach has been described in 
sections Chapter 8 and Chapter 9 respectively. The initial separation of the loads and 
groups are discussed further within this section, with the load classification discussed 
within section 11.2.4
11.2.3.1. Canopy Clustering
The research has completed a literature review of the current methods used within 
NILM, and there were many techniques that had been used for monitoring loads such as 
steady state analysis to transient event detection, which were discussed in greater detail 
within the literature review. Each of the techniques aimed to separate out the data into 
profiles that had key identifiable characteristics for allocating the data to a specific load. 
One of the main issues with these techniques was that the initial separation of the data 
relied upon methods such as k-means clustering, which required some prior knowledge 
of the amount of loads or clusters that require segregation, and therefore becomes a 
limitation of the system.
By employing the use of canopy clustering, the amount of expected clusters was 
negated due to the operation of the process of canopy clustering and as a result, the 
algorithm could be used to separate out clusters from a data set. This separation did 
require some prior knowledge of the typical clusters that were to be found such as the
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range of the data that the clusters were spread across, which have been shown within 
Chapter 10. The development of the canopy model required relationship between the 
average of the clusters to the radius to be found and needed to be selected so that the 
canopy created was large enough to cover the cluster. The previous knowledge of the 
relationship between the average and the canopy radius was easily found by monitoring 
known loads; whereas the number of clusters within the dataset were not known due the 
amount of different combinations of loads that could be on within the premises.
Taking these factors into consideration the use of canopy clustering lends itself 
well of the application of data segregation within NILM systems, and has been the 
choice for the primary technique used within load disaggregation.
11.2.3.2. Canopy Model Development
To be able to understand the relationship between the creation of canopies and the data 
clusters created through the frequency analysis of the current consumed by the loads, 
different experiments were conducted for resistive and non-linear loads.
The results of the different experiments showed that the relationships between 
the radius of the canopy required to cover the cluster and the average centre point of the 
fundamental value of the cluster were different for the resistive and non-linear loads. 
This difference between the two the sets of data can be seen within the section 10.2 and 
10.3. The different models were created separately to show how the different load 
properties could influence the results.
The model created for the resistive load was able to segregate the data into its 
component parts, which allowed for the different loads to be identified within the 
fundamental and third harmonic. When applying the model created from the resistive 
loads to the non-linear dataset, the model did not fit and was found to be separating the 
dataset into a large amount of clusters. The reason for this was the non-linear loads
showed that there was a larger spread of the data within both the fundamental and third
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harmonic, which lead to the separation of the actual expected clusters into many 
canopies covering the data. The problem of the spread of the data within the different 
clusters could be seen when there were loads in the no-load condition such as the 
microwave, which was effectively not being used, but there was a residual current being 
drawn due to the on-board digital backlit display.
Due to the difference in the results of the resistive load model, another model 
was created for the non-linear load using the same methods described within section 
10.2 and a new relationship between the average center point of the fundamental and the 
radius of the canopy. When applied to the non-linear loads, it was found to be able to 
separate out the data into the known groups.
Having two different relationship models for the different load types would not 
be viable within the scheme of NILM due to the fact that there would be no way of 
automatically separating out the different load types, as this goes against the principles 
of NILM. To alleviate this issue, the model from the non-linear load was applied to the 
resistive loads dataset, and the result was found to match well for the purposes of 
NILM.
When considering the actual application of the canopy clustering algorithm 
within the scope of NILM there were some issues that were found within the testing. 
The application of the non-linear load model for the canopy clustering meant that there 
were smaller loads that were present which were being lost within the noise of the loads 
within the off position, and therefore could not be singled out. This is due to the model 
being developed around the loads that have residual current that occupy a large current 
range within the fundamental domain. This poses issues when trying to monitor the 
magnitude of smaller devices within the premises.
The issue with the smaller loads could be seen when there were larger loads 
present. When considering the operating conditions of different loads, there were
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variations in operating conditions due to inherent construction. These variations have 
been accounted for within the canopy model, but when considering the operating range 
of smaller loads, these will be significantly smaller than the variation of the larger loads, 
and are therefore merged within the larger loads cluster.
This issue surrounding smaller loads means that while canopy clustering works 
for disaggregating larger loads, the smaller loads will not be separated out when the 
larger loads are present. The research has shown that although the smaller loads cannot 
be separated out, when considering its implications within NILM and the purposes of 
NILM, the smaller loads do not contribute to the larger proportions of energy 
consumption, but large load management is where the real savings can be made.
The research has highlighted some key points within the application of canopy 
clustering within NILM. Canopy clustering can indeed be used successfully to separate 
out loads and groups of loads from measurements of the current draw of the premises. 
Canopy clustering lends itself to the monitoring of the larger loads within the premises 
alone which still provide feedback on energy usage to consumers on the large energy 
consuming devices, and can aid in the reduction of energy usage.
11.2.4. Load Classification
Load classification has been completed by considering loads found within the groups 
defined from the canopy clustering algorithm which were able to distinguish groups of 
loads that were present within the dataset. By analysing the loads individually from the 
onset, profiles of different appliance could be created providing information about phase 
and magnitude of the appliances within the frequency domain.
Section 9.2 has detailed how sine waves of the same frequency interact with one 
another and this information could be used to determine which loads were present 
within the groups defined by the canopy clustering algorithm.
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The groups of loads can be disaggregated into their component loads using the 
information obtained through canopy clustering and comparing these to known load 
profiles. The trigonometric identities used within Chapter 9 have shown that as long as 
the phase and magnitude information are known for the individual loads, combinations 
of these loads can be found which equate the magnitude and phase of the final load 
cluster.
11.2.5. Hardware Implementation
The current hardware has been shown to be up to the task of implementing load 
monitoring using canopy clustering. The use of dedicated DSP processors has meant 
that the costly computation of FFT or DFT can be computed efficiently on the chip 
without the slowing down or the interruption of the metering's device primary task of 
energy billing.
11.3. Contribution to Knowledge
11.3.1. Non-Intrusive Load Monitoring using Canopy Clustering 
The research has proposed new techniques for load disaggregation in NILM, which 
features the use of canopy clustering as the primary method of cluster segregation. 
Other research proposals have used different methods of NILM, which range from 
steady state, power on/off analysis, transient analysis and rules based algorithms.
A novel approach to NILM was theoretically developed to provide a capability 
to overcome the shortcomings found in a priori research. Models were created and 
verified and implementation success was shown through both simulation and empirical 
studies. The research uses canopy clustering as a means of initially disaggregating the 
groups of loads into their component clusters which differs to previous methods of 
NILM which try and classify the individual loads directly. Canopy clustering lends 
itself well to the disaggregation of loads due to its ability to separate out data into
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overlapping canopies in a computationally efficient manner, without the need for prior 
knowledge of the amount of clusters that the final dataset is to include.
Previous methods of NILM such as on/off steady state analysis and transient 
analysis require that operating characterises of the loads are known, and a training 
period is carried out. By using canopy clustering in NILM, there is no requirement for 
specific training for the initial segregation of the data into the groups of loads present in 
the dataset. This method of NILM solves the inherent problems of the practical 
application of NILM in a domestic environment in that many loads will be in use at 
once. By approaching the problem with this in mind, groups of loads can be identified 
without any prior knowledge as to which loads was present in the premises. The groups 
of loads that are found from canopy clustering can then be further classified into their 
component loads, which is part of the further work to be conducted in this area of 
research.
The use of more computationally expensive clustering methods is still required 
for the final creation of the profile of the groups defined within the canopies but the 
advantage is that the clustering is carried out on the data contained within the canopy 
only and all other data points can be ignored, and to achieve this the use of k-means 
clustering was employed. The combination of canopy clustering and k-means clustering 
within the canopies allows for fast and efficient profile creation for the groups of loads 
to be identified within NILM, compared to traditional methods such as transient 
analysis, which requires the knowledge of start-up transient patterns to be known for the 
classification of individual loads.
By using canopy clustering in NILM, the training requirements and external 
input into the system is reduced, as the canopy clustering process initially separates out 
the data into smaller datasets that can then be pre-processed. From these groups that are 
defined, models of previously known loads can be used to identify the groups that are
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present, with the knowledge that the loads present are the loads that are being used in 
the premises. This greatly reduces the training requirements of the NILM compared to 
the other methods such as rules-based, Neural Networks or steady state and transient 
analysis where it is important to have the load profiles of the individual loads for 
training the system. This allows for easier integration into the domestic environment as 
there are no requirements for lab training and makes the system user friendly from 
initial installation to every day consumer use.
11.4. Further Work
The research has identified that the use of canopy clustering within NILM provides an 
efficient and accurate method of separating out larger loads. There are some issues 
when the smaller loads that are present within the home, like bed side lamps, are taken 
into consideration which is due to the small amounts of current that is drawn. This can 
be lost within the current signal of the higher rated device, and the differences were hard 
to distinguish using canopy clustering.
Further analysis into other methods of disaggregating these smaller loads from 
the total load is required for the monitoring of smaller loads, which could involve 
greater in-depth analysis of the groups that are defined post canopy clustering.
The research has shown that canopy clustering can scale with parallel processing 
and the algorithms that have been developed for the testing of the theories that the 
research has been built, have been done purely in a successive algorithm. Greater 
efficiency in the clustering processes of the data can be created by employing the use of 
parallel processing technologies, and these could eventually be integrated in the process 
for commercial use as cost effective processors become available.
The processes of load disaggregation have been based on the grouping of loads 
which then require further analysis for the individual loads to be found. The research
has shown that it is possible to find the loads that are present within the groups defined
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by combining the profiles of the individual loads sing both magnitude and phase 
information of the loads obtained through Fourier analysis. Further work needs to be 
completed for compiling a database of common loads that are found within the domestic 
environment that will be monitored using NILM. Load profiles can be stored within an 
online database which could then be downloaded by smart meters that have internet 
connectivity. By providing these profiles, the implementation and training of the 
systems will become streamlined and therefore easier to integrate into widespread use.
The relationship between the different loads has been researched and to further 
commercialise the use of NILM within the wide scale market, further analysis into the 
final load disaggregation from the groups of loads that have been defined are required. 
This will be built on the use of the information obtained for loads within the load 
database, and could be accessed from networking the devices and remote storage of the 
information used in the algorithm.
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cout « "Failed to open PCIBasell" « endl; 
return 0;
else
cout « "PCIBase Selected" « endl;
//Open Files for Analysis 
ofstream fV ("V.dat"); 
ofstream fIT ("IT.dat"); 
ofstream fll ("Il.dat"); 








memset(&chaVj 0, sizeof(chav)); 
memsetC&sd, 0, sizeof(sd));
chav[0].cha = AD_CHA_TYPE_ANALOG_IN|lj 
chav[0].store = AD_STORE_DISCRETE; 
chav[0].ratio = 1; 
chav[0].trg_mode = AD_TRG_NONE; 
chav[0].range = 0;
chav[l].cha = AD_CHA_TYPE_ANALOG_IN|2; 
chav[l].store = AD_STORE_DISCRETE; 
chav[l].ratio = 1; 
chav[l].trg_mode = AD_TRG_NONEj 
chav[l].range = 0;
chav[2].cha = AD_CHA_TYPE_ANALOG_IN|3j 
chav[2].store = AD_STORE_DISCRETE; 
chav[2].ratio = 1; 
chav[2].trg_mode = AD_TRG_NONE; 
chav[2].range = 0j
Chav[3].cha = AD_CHA_TYPE_ANALOG_IN|4; 
chav[3].store = AD_STORE_DISCRETE;
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chav[3].ratio = 1; 
chav[3].trg_mode = AD_TRG_NONE; 
chav[3].range = 0;
chav[4].cha = AD_CHA_TYPE_ANALOG_IN|5; 
chav[4].store = AD_STORE_DISCRETE; 
chav[4].ratio = 1; 
chav[4].trg_mode = AD_TRG_NONE; 
chav[4].range = 0;
float samples[20000]; 
for (int i=0; i<20000; 
samples[i]=0;
sd.sample_rate = 0.00025f; 
sd.prehist = 0; 
sd.posthist = 22118400e58; 
sd.bytes_per_run = 4000; 
sd.ticks_per_run = 4000;
re = ad_start_scan(adh j &sd, 5, chav); 
if (rc<0)
{
cout « re; 
return re;
state. flags = AD_SF_SCANNING;
while(state. flags & AD_SF_SCANNING)
{




cout « re; 
return re;
cout « state. flags « ", " « state. runs_pending « ", " « run_id 
« endl;
if(state. flags & AD_SF_SCANNING)
//Fill real and imaginary values from the read samples 
for (int i=0; i<4000;
fV « samples[i]*894 « ", "; 
fIT « samples[i+4000]*36.6569 « " 
fll « samples[i+8000]*36.6569 « " 
fI2 « samples[i+12000]*36.5497 « 
fI3 « samples[i+16000]*36.6569 «
fV « endl; 
fIT « endl; 
fll « endl; 
fI2 « endl; 
fI3 « endl;






re = ad_stop_scan(adhj &scan_result); 




Appendix B - Load Operating Conditions Code
function GroupDef ine=GroupDef ine (count , cent, bin)
% The function filters throught the results from the histogram
function,
% and determines where there are groups of data that are available for
the
% classification of groups. This will be completed using the test
variable
% to monitor where the start of a group begins (i.e. test = 1
indicates the
% filter for the start of a group) . Once the start of a group has been
% found then there is a function that will search fot the end of the
group
% (i.e test=2)
%To begin a group there needs to be more than 3 variables within the
bin,
%any less than this will be considered to be a transitional point and
will
%not be needed for the grouping of the data. Should the singular
datapoint
%be followed by a bin containing more than 3 datapoints, then this may
be
%considered as the start of a group
%There is also the issue around the harmonic not making an impact
(purly
%resistive load and there is just noise in the harmonics), any noise
should
%be considered as <0.001A)
test = 1;
s=size (count, 1) ;
% Carry out the test until there are no more
while (i<=s)
if (test==l) %Searching for the begining of a group 
if (i~=s)
if (count (i) >=3 | I count (i) >0&& count (i + 1) >=3) 




if (count (i) >=3)
GroupDef ine ( j , 1) =cent (i) -bin; 









elseif (test==2) %Search for end of group
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if (count (i) ==0 I |i==s) %Allocate end of group if 
found or end of dataset(i=s)




break; %break if i=s (End of Group) 
end





if (GroupDefine (size (GroupDef ine, 1 ), 2 ) -GroupDef ine ( 1 , 1 ) <0 . 001 )
GroupDef ine=[0, 100] ; 
End
function GroupSort=GroupSort (data, GroupFund, GroupHarmon)
for i=l :1: size(data, 1)
for j=1 : 1 : size (GroupFund, 1)
if data(i,1)>=GroupFund(j,1) && data( i,1 ) <=GroupFund(j , 2) 







if data(i, 2) >=GroupHarmon (j , 1} && data(i, 2) <=GroupHarmon(j,2; 






if GroupSort(i, 1)==0I I GroupSort( i, 2 )==0
GroupSort(i,3) =0; 
else




Appendix C - Data Import MATLAB
function [ITData, Analysis_Info]=CanopyAnalysisTl
%% Import Data into Matlab and
% Compute Harmonic Data, Angle and Magnitude of Data
%Filter Co-efficients
b=[0.0317 0.0951 0.0951 0.0317];




s=size (II, 1) ;
Il = filtfilt(b,a,II) ;
Ilabs =(abs(fft (II 1 ) ') ./ (2000* sqrt(2)));
Hang = (angle ( f ft (II ')'));
Ilabs = Ilabs(l:s,1:2001) ;
I2=importdata('C:\Users\dcarr\Documents\Thesis
Writing\Data\Results\LampHairDryer\I2.dat 1 ) ;
Il=filtfilt(b,a,II);






ITabs = (abs(fft(IT 1 )')./(2000* sqrt(2)));
ITang = (angle ( fft (IT')'));




Vabs = (abs (fft (V) ') ./(2000* sqrt(2)));
Vang =(angle(fft(V')'));
Vabs = Vabs(l:s,1:2001) ;
%% Create Dataset Arrays for Currents & Voltage
Ild=dataset({Ilabs (:,1), 'DC'}, {Ilabs(:,51), 'FundHarmon'},
{Ilabs (:,101) , 'Harmonl'}, {Ilabs(:,151) , 'Harmon2'}, {Ilabs(:,201),
'Harmon3'}, {Ilabs(:,251), 'Harmon4'},{Ilabs(:,301), 'HarmonS'},
{Ilabs(:,351), 'Harmon6'}, {Ilabs(:,401), 'Harmon7'}, {Ilabs(:,451),
'HarmonS'}, {Ilabs (:,501), 'Harmon9'});
%clear II Ilabs
I2d=dataset({I2abs(:,1), 'DC'}, {I2abs(:,51), 'FundHarmon'},
{I2abs(:,101), 'Harmonl'},{I2abs(:,151), 'Harmon2'}, {I2abs(:,201),
'Harmon3'}, {I2abs ( :,251), 'Harmon4' }, {I2abs(:,301), 'HarmonS 1 },
{I2abs(:,351), 'HarmonG'}, {I2abs(:,401), 'Harmon7'}, {I2abs(:,451),
'HarmonS'}, {I2abs ( :,501), 'Harmon9'}) ;
%clear 12 I2abs
ITd=dataset({ITabs(:,1), 'DC'}, {ITabs(:,51), 'FundHarmon'},
{ITabsf:,101), 'Harmonl'},{ITabs(:,151), 'Harmon2'}, {ITabs(:,201),
'Harmon3'}, {ITabs(:,251), 'Harmon4'},{ITabs(:,301), 'HarmonS'},
{ITabsf:,351) , 'HarmonG'}, {ITabs ( :,401) , 'Harmon7'}, {ITabs ( :,451),
'HarmonS'}, {ITabs(:,501), 'Harmon9'});
%clear IT ITabs
Vd=dataset({Vabs(:,1), 'DC'}, {Vabs(:,51), 'FundHarmon'},
{Vabs(:,101), 'Harmonl'},{Vabs(:,151), 'Harmon2'}, {Vabs(:,201),
'Harmon3'}, {Vabs(:,251), 'Harmon4'},{Vabs(:,301), 'Harmonb'},
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{Vabs( :,351), 'Harmon6'}, {Vabs(:,401) , 'Harmon7'}, {Vabs(:,451), 
'HarmonS'}, {Vabs(:,501), 'Harmon9'}); 
%clear V Vabs
%% Determine the operating conditions of the Loads
% This part will look at the individual loads and determine the groups
% within the load that show the different operating conditions of the
loads
% as these will influence the overall clustering process




[Fundlcount, Fundlcent] = hist(lid.FundHarmon, 60);
[Harmonlcount, Harmonlcent] = hist(lid.Harmon2, 60);
% Load 2
[Fund2count, Fund2cent] = hist(I2d.FundHarmon, 60);
[Harmon2count, Harmon2cent] = hist(I2d.Harmon2, 60);
% Create Dataset
LoadGroup=dataset({Fundlcount', 'Fundlcount 1 }, {Fundlcent',
'Fundlcent'},{Harmonlcount', 'Harmonlcount'}, {Harmonlcent',
'Harmonlcent'}, {Fund2count', 'Fund2count'}, {Fund2cent',
1 Fund2cent'}, {Harmon2count', 'Harmon2count'}, {Harmon2cent' ,
'Harmon2 cent'}) ;
clear Fundlcount Fundlcent Harmonlcent Harmonlcount Fund2count
Fund2cent Harmon2cent Harmon2count
%Calculate the distance between centers and bin edge 
binlFund = (LoadGroup.Fundlcent(2) - LoadGroup.Fundlcent(1)) 12; 
binlHarmon = (LoadGroup.Harmonlcent(2) - LoadGroup.Harmonlcent(1)) 12; 
bin2Fund = (LoadGroup.Fund2cent(2) - LoadGroup.Fund2cent(1)) 12 ; 
bin2Harmon = (LoadGroup.Harmon2cent(2) - LoadGroup.Harmon2cent(1))/2;
BinSize = dataset({binlFund, 'Fundl'}, {binlHarmon, 'Harmonl'}, 
{bin2Fund, 'Fund2'}, {bin2Harmon, 'Harmon2'}) ;

























%Calculate Total Group Allocation
GroupTotal=(Groupl(:,3) .*100+Group2 ( : , 3) ) ;






%% Monitoring Groups for further calculations
% The following will cycle through the group totals and determine how
many
% individual groups there are and store the group names in a seperate
% variable.
% The unique function returns all unique variables within the array 
group=unique(GroupTotal);
%% Determine the range and avergae of all the groups
s=length(group); 










% Find Max and Min values for the fundamantal harmonics 
% Fill the max and min variable with values for use in comparison, 50 
has
% been chosen as this will be greater than the maximum current 
available




% Cycle through the fundamental values for total current draw and
check




if ITd.FundHarmon(i) > Analysis(j,3) 
Analysis(j,3)=ITd.FundHarmon(i); 
end 







% Calculate Range And Average of groups
Analysis(:,5)=Analysis( : , 2) ./Analysis(: , 1) ; 
Analysis(:,6)^Analysis(:,3)-Analysis( : , 4 ) ;
% Calculate Ratio of Center to radii (Half Range) 
Analysis (:,!} = (Analysis(:,6) . /2) ./Analysis(:,5) ;
Analysislnfo=dataset({group, 'Group'}, {Analysis(:,1), 'Count'}, 
{Analysis(:,2) , 'Total'}, {Analysis(:,3), 'Min'}, {Analysis(:, 4), 






Appendix D - Canopy Clustering Algorithm
%% Mapper Function
% Splits the data into two data sets for canop clustering to be
completed





















%% Canopy Cluster Mapper Function
% Computes the centres for the canopies within the mappers only









if (centertempl(count)==1) %Can be used as canopy center 






tl=(xl(count)*(al*(xl(count) A 2)+bl*xl(count)+cl) ) ;
for countl=l:1:length(xl)
if(centertempl{count1)==!&&countl~=count)
calc=sqrt( ( (xl(count)-xl(countl) )"2) + ( (yl(count)-
yl(countl))"2));
if calc<=tl; %Within the radius (half of the
range)








gscatter(xl, yl, gl) 
hold
for count=l : 1 : length ( centertempl ) 
if (centertempl (count ) ==2 )
plot (xl (count) , yl (count), 'bx', 'markersize ' , 30 ) 
circle ( [xl (count) ,
yl (count) ] , (xl (count) * (al* (xl (count) A 2) +bl*xl (count) +cl) ) , 1000, 
' r : ' ) ;
% circle ( [handles . current_data (handles .centers (count ) , handles . x) ,
% handles . current_data (handles .centers (count ) , handles . y) ] , handles . cur re 




centertemp2=ones (size (x2) ) ; 
for count=l : 1 : length (x2)
if (centertemp2 (count ) ==1) %Can be used as canopy center 
centertemp2 (count ) =2 ; %Used for Canopy Center 
center 1 (temp) =mapper2 (count) ; 
center(j,l)=ITd. FundHarmon (mapper 2 (count ) ) ; 
center (j , 2) =ITd. Harmon2 (mapper 2 (count ) ) ;
temp=temp+l;
tl= (x2 (count) * (al* (xl (count) A 2) +bl*xl (count) +cl) ) ;
for countl=l : 1 : length (x2 )
if (center temp 2 ( count 1 ) ==!&&countl~=count )
calc=sqrt ( ( (x2 ( count ) -x2 (countl) ) ~2 ) + ( (y2 (count ) - 
y2 (countl) ) A 2) ) ;
if calc<=tl; %Within the radius (half of the 
range)







gscatter(x2, y2, g2) 
hold
for count=l : 1 : length (centertemp2 ) 
if (centertemp2 (count ) ==2 )
plot (x2 (count) , y2(count), 'bx', 'markersize ', 30 ) 
circle ( [x2 (count ) ,
y2 (count) ] , (x2 (count) * (al* (x2 ( count ) "2 ) +bl*x2 (count) +cl) ) , 1000, 
' r : ' ) ;
% circle ( [handles . current_data (handles . centers (count) , handles . x) ,
%handles . current^data (handles . centers (count) , handles . y) ] , handles . curre 
nt_data (handles .centers (count) , handles .x) * handles . t2, 1000, 'b- ' ) ;
end 
end
% Map Reduce 
clear centerFinal;
j = l;
centertemp=ones (length (center) , 1 ) ;
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for count=l:1:length(centertemp)
if (centertemp(count)==1) %Can be used as canopy center 







center(countl,1) ) . ~2) + ( (center(count,2)-center(countl,2) ) ."2) ) ;
if temp<=tl; %Within the radius (half of the range)















plot(centerFinal(count,1), centerFinal(count,2), 'bx', 
'markersize',30)
circle ( [centerFinal(count,1),





centerFinal (j,1) ) . A 2) + ( (ITd.Harmon2(i)-centerFinal(j , 2) ) . A 2) ) ; 
if distance(i,j)<=tlFinal(j,1);




















%% k-means clustering witrhin the overlapping canopies
% This stage is comepleted after removing the duplicates within the
% Canop[yMonitoring variable, and is now filtered through to give the
k
% centers and the allocation of the cluster to each of the points 
kOut = zeros( [size(CanopyMembership,1) , 2] ) ; 
kMonitor=0;
for i=l:1:size(CanopyMembership, 1)

























c3=sqrt(Ild.Harmon2. A 2+I2d.Harmon2. A 2.+(2.*Ild.Harmon2.*I2d.Harmon2.*c
os(alpha3)));
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