Functional calculus for $C_{0}$-groups using (co)type by Rozendaal, Jan
ar
X
iv
:1
50
8.
02
03
6v
2 
 [m
ath
.FA
]  
18
 Ju
l 2
01
8
FUNCTIONAL CALCULUS FOR C0-GROUPS USING TYPE AND
COTYPE
JAN ROZENDAAL
Abstract. We study the functional calculus properties of generators of C0-
groups under type and cotype assumptions on the underlying Banach space.
In particular, we show the following. Let −iA generate a C0-group on a
Banach space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Then f(A) :
(X,D(A)) 1
p
−
1
q
,1
→ X is bounded for each bounded holomorphic function f
on a sufficiently large strip. As a corollary of this result, for sectorial opera-
tors we quantify the gap between bounded imaginary powers and a bounded
H∞-calculus in terms of the type and cotype of the underlying Banach space.
For cosine functions we obtain similar results as for C0-groups. We extend our
theorems to R-bounded operator-valued calculi, and we give an application to
the theory of rational approximation of C0-groups.
1. Introduction
Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space X , and set
θ(U) := inf
{
θ ≥ 0
∣∣∣∃M ≥ 1 : ‖U(s)‖ ≤Meθ|s| for all s ∈ R} .(1.1)
For each ω > 0 let
Stω := {z ∈ C | |Im(z)| > ω } ,(1.2)
and let H∞(Stω) be the space of bounded holomorphic functions on Stω with the
supremum norm. There is a natural definition of f(A) as an unbounded operator
on X for each ω > θ(U) and each f ∈ H∞(Stω) (see Section 2.1). It was shown by
Boyadzhiev and deLaubenfels in [9] that, if X is a Hilbert space, then there exists
a constant C ≥ 0 such that f(A) ∈ L(X) with
‖f(A)‖L(X) ≤ C ‖f‖H∞(Stω)(1.3)
for each ω > θ(U) and f ∈ H∞(Stω). One says that A has a bounded H∞-calculus.
It is useful to know that an operator has a bounded H∞-calculus. The theory of
H∞-calculus has applications to questions of maximal regularity (see [2, 35, 38])
and played a crucial role in the solution to the Kato square root problem in [4, 6].
Also, functional calculus bounds can be used to determine convergence rates in the
numerical approximation theory for solutions to evolution equations (see [10,17,21]).
One can obtain nontrivial functional calculus results for C0-groups even when X
is not a Hilbert space. For example, it was shown in [25] that if −iA generates a
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C0-group (U(s))s∈R on a UMD space X , then A has a bounded H∞1 (Stω)-calculus
for all ω > θ(U). Here H∞1 (Stω) consists of all f ∈ H∞(Stω) such that
‖f‖H∞1 (Stω) := supz∈Stω
|f(z)|+ (1 + |z|)|f ′(z)| <∞.(1.4)
In [29] a similar statement was obtained on general Banach spaces, where one
restricts the calculus to real interpolation spaces between X and the domain of A.
However, there are several drawbacks to functional calculus theory for function
spaces which are strictly contained in the class of H∞-functions. For example, in
applications one might be interested in functions f which are not contained in a
smaller function space such as H∞1 (Stω). But even when dealing with a function
f which is known to yield a bounded operator f(A), it can be of interest to know
that (1.3) holds, instead of an estimate for ‖f(A)‖L(X) with respect to a larger
function norm. This is the case for numerical approximation schemes for solutions
to evolution equations, where one can often improve convergence rates for operators
with a bounded H∞-calculus (see [17, 20]).
Moreover, a bounded H∞-calculus yields square function estimates that arise
frequently in harmonic analysis (see [22, 36, 40]) and that are of use in the theory
of stochastic evolution equations [50, 51]. Also, a bounded H∞-calculus can be
bootstrapped to yield large classes of R-bounded operators, and the notion of R-
boundedness has various applications in the theory of evolution equations (see [38]).
It seems that such connections are not available in full generality for subspaces of the
class ofH∞-functions (if A is self-adjoint then more can be said; see for example [5]).
Finally, it seems somewhat unsatisfactory that there is such a rough division
between functional calculus properties on Hilbert spaces and on UMD spaces, in the
sense that one goes from a bounded H∞-calculus on Hilbert spaces to a bounded
H∞1 -calculus on UMD spaces. One might expect a finer division of functional
calculus theorems within the class of UMD spaces, and on Lp-spaces one might
hope that functional calculus properties improve as p tends to 2. The latter is
indeed the case for symmetric contraction semigroups on Lp-spaces, cf. [12, 14].
In the present article we aim to address the issues above. We study H∞-calculus
for generators of C0-groups in terms of the type and cotype of the underlying Banach
space (see Definition 2.3). Our main result, proved as Theorem 4.1, is as follows.
(For the real interpolation space DA(
1
p − 1q , 1) see (1.7)).
Theorem 1.1. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space
X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U). Then there exists a
constant C ≥ 0 such that DA( 1p − 1q , 1) ⊆ D(f(A)) and
‖f(A)x‖X ≤ C ‖f‖H∞(Stω) ‖x‖DA( 1p− 1q ,1)
for all f ∈ H∞(Stω) and x ∈ DA( 1p − 1q , 1).
Under additional geometric assumptions we improve Theorem 1.1. Indeed, in
Theorem 4.3 we show that, if X is isomorphic to a complemented subspace of a
p-convex and q-concave Banach lattice for p ∈ [1, 2] and q ∈ [2,∞), then for each
λ > ω > θ(U) there exists a constant C ≥ 0 such that D((λ+iA)− 1p+ 1q ) ⊆ D(f(A))
and
‖f(A)x‖X ≤ C ‖f‖H∞(Stω) ‖(λ+ iA)−
1
p+
1
q x‖X(1.5)
for all f ∈ H∞(Stω) and x ∈ D((λ + iA)−
1
p+
1
q ).
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One might say that Theorem 1.1 shows that each generator −iA of a C0-group
on a Banach space X with type p and cotype q has a bounded H∞-calculus from
DA(
1
p − 1q , 1) to X , and A has a bounded H∞-calculus from D((λ+ iA)−
1
p+
1
q ) to X
under additional assumptions on X . Since 1p − 1q = 0 if and only if X is isomorphic
to an L2-space, (1.5) recovers as a special case (1.3), the main result of [9].
The interpolation spaces DA(θ, 1) and the fractional domains D((λ + iA)
−θ)
increase as θ tends to zero. Therefore the statements in this paper show that
many functional calculus properties depend in a quantitative manner on how close
the geometry of the underlying space is to that of a Hilbert space. Since each
UMD space has non-trivial type and finite cotype, Theorem 1.1 provides a scale of
functional calculus results on UMD spaces.
For (Ω, µ) a measure space and p ∈ [1,∞), the space Lp(Ω, µ) is a p-convex
and p-concave Banach lattice with type min(p, 2) and cotype max(p, 2). Hence
our results show that the functional calculus properties of group generators on Lp-
spaces improve as p tends to 2. It should be noted that (1.5) holds without any
assumptions on the Banach space if 1p − 1q ≥ 12 (see Remark 4.8). Therefore most
of the results in Sections 4 and 5 are only of interest on Lp-spaces when p ∈ (1,∞).
In Proposition 4.6 we deduce from Theorem 1.1 that each f ∈ H∞(Stω) with
polynomial decay of order α > 1p − 1q at infinity satisfies f(A) ∈ L(X). Under the
assumptions of (1.5) the case α = 1p − 1q is attained.
It was shown by McIntosh in [43] that, on Hilbert spaces, sectorial operators with
bounded imaginary powers have a bounded sectorial H∞-calculus. It is also known
that on general Banach spaces (even on Lp-spaces) an operator with bounded imag-
inary powers need not have a bounded H∞-calculus. In Theorem 5.1 we quantify
the gap between bounded imaginary powers and a bounded H∞-calculus, by show-
ing that each sectorial operator A with bounded imaginary powers has a bounded
sectorial H∞-calculus from Dlog(A)( 1p − 1q , 1) to X if the underlying Banach space
X has type p ∈ [1, 2] and cotype q ∈ [2,∞). As in the classical case of a bounded
H∞-calculus on X , one obtains from this an unconditionality result and square
function estimates.
For generators of cosine functions we derive similar results as for C0-groups. In
particular, in Theorem 5.4 we show that each generator −A of a cosine function
on a Banach space X with type p and cotype q has a bounded parabola-type H∞-
calculus from DA(
1
2 (
1
p − 1q ), 1) to X .
We extend Theorem 1.1 and (1.5) to operator-valued functional calculi. Then in
Theorem 6.2 we show that A in fact has an R-bounded H∞-calculus from DA( 1p −
1
q , 1) to X if X additionally has property (α). In Theorem 6.3 we obtain an R-
bounded version of (1.5). These results are sharp, as Example 6.5 shows.
To indicate the use of Theorem 1.1 we give an application to the study of numer-
ical approximation methods for the solutions to evolution equations. In Proposition
7.3 we consider a method of rational approximation proposed in [34, 44], and for
exponentially stable groups on Lp-spaces we improve the rates of convergence which
were obtained in [17]. In Corollary 7.4 we show that many rational approximation
methods of exponentially stable C0-groups converge strongly on DA(
1
p − 1q , 1) if the
underlying space X has type p ∈ [1, 2] and cotype q ∈ [2,∞).
To prove Theorem 1.1 we use transference principles going back to [8,11,13]. The
transference technique has been applied to functional calculus theory in [14], [30]
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and [25, 26, 28, 29]. In [29] an interpolation version of the transference principle for
unbounded groups from [25] was established. This transference principle was then
combined with a theorem about Fourier multipliers on vector-valued Besov spaces.
In the present paper we also obtain a transference principle involving vector-valued
Besov spaces, but we combine it with a theorem about Fourier multipliers between
distinct Besov spaces. For (1.5) we use statements about Fourier multipliers from
Lp to Lq which were obtained recently in [47,48]. We suspect that it is possible to
apply these Fourier multiplier theorems to the transference principle from [28] for
C0-semigroups, but this matter will not be explored in the present article.
This paper is organized as follows. In Section 2 we discuss some of the basics of
functional calculus theory, vector-valued Besov spaces and the notions of type and
cotype. We then state two Fourier multiplier results which are vital for that which
follows. In Section 3 we establish two new transference principles for C0-groups.
These are used in Section 4 to prove Theorem 1.1 and (1.5), as well as several
corollaries for C0-groups. In Section 5 we obtain results for sectorial operators and
generators of cosine functions, and in Section 6 we extend the results from previous
sections to R-bounded operator-valued calculi. Finally, in Section 7 we give an
application to the theory of rational approximation schemes.
1.1. Notation and terminology. We write N := {1, 2, 3, . . .} for the natural
numbers and N0 := N∪ {0}. We write C+ for the open right half-plane of complex
numbers z ∈ C with Re(z) > 0, and C− := C \ C+.
We denote nonzero Banach spaces over the complex numbers by X and Y . The
space of bounded linear operators from X to Y is L(X,Y ), and L(X) := L(X,X).
The domain of a closed operator A on X is D(A), a Banach space with the norm
‖x‖D(A) := ‖x‖X + ‖Ax‖X (x ∈ D(A)).
The spectrum of A is σ(A) and the resolvent set ρ(A) := C \ σ(A). We write
R(λ,A) := (λ−A)−1 for the resolvent operator of A at λ ∈ ρ(A).
For p ∈ [1,∞] and (Ω, µ) a measure space, Lp(Ω;X) denotes the Bochner space of
equivalence classes of p-integrable X-valued functions on Ω. We often write ‖·‖p =
‖·‖Lp(R;C). For n ∈ N0 we let Wn,p(R;X) be the Sobolev space of n times weakly
differentiable f ∈ Lp(R;X) such that f (n) ∈ Lp(R;X). The Ho¨lder conjugate of p
is denoted by p′ and is defined by 1 = 1p +
1
p′ .
We let M(R) denote the space of complex Borel measures on R with the total
variation norm. For ω ≥ 0 we letMω(R) be the convolution algebra of µ ∈M(R) of
the form µ(ds) = e−ω|s|ν(ds) for some ν ∈M(R), with ‖µ‖Mω(R) := ‖eω|·|µ‖M(R).
For Ω 6= ∅ open in C, we denote by H∞(Ω) the space of bounded holomorphic
functions f : Ω→ C, a Banach algebra with the norm
‖f‖H∞(Ω) := sup
z∈Ω
|f(z)| (f ∈ H∞(Ω)).
The class of X-valued rapidly decreasing smooth functions on R is S(R;X), and
the space of X-valued tempered distributions is S ′(R;X). The Fourier transform
of Φ ∈ S ′(R;X) is FΦ. If µ ∈Mω(R) for ω > 0 then Fµ ∈ H∞(Stω) is given by
Fµ(z) :=
∫
R
e−izsµ(ds) (z ∈ Stω).
An interpolation couple is a pair (X,Y ) of Banach spaces which are embedded
continuously in a Hausdorff topological vector space Z. The real interpolation
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space of (X,Y ) with parameters θ ∈ [0, 1] and q ∈ [1,∞] is denoted by (X,Y )θ,q.
If T : X + Y → X + Y restricts to a bounded operator on X and Y then
‖T ‖L((X,Y )θ,q) ≤ ‖T ‖
1−θ
L(X) ‖T ‖θL(Y )(1.6)
for all θ ∈ (0, 1) and q ∈ [1,∞]. We mainly consider real interpolation spaces for
the interpolation couple (X,D(A)), where A is a closed operator on X . We write
DA(θ, q) := (X,D(A))θ,q and ‖x‖θ,q := ‖x‖DA(θ,q) (x ∈ DA(θ, q)).(1.7)
For an operator B on X and a continuously embedded space Y →֒ X , the part
of B in Y is the operator BY on Y that satisfies BY y = By for y ∈ D(BY ) :=
{z ∈ D(B) ∩ Y | Bz ∈ Y }. We write Bθ,q := BDA(θ,q) for θ ∈ [0, 1] and q ∈ [1,∞].
2. Functional calculus and Fourier multipliers
In this section we present the background on functional calculus and Fourier
multipliers which will be needed for the rest of the article.
2.1. Functional calculus. We assume that the reader is familiar with the basics
of the theory of C0-groups from [19]. For more on the functional calculus for
generators of C0-groups see [23, Chapter 4].
An operator A on a Banach space X is a strip-type operator of height ω0 ≥ 0 if
σ(A) ⊆ Stω0 , where St0 := R, and supλ∈C\Stω ‖R(λ,A)‖ < ∞ for all ω > ω0. For
ω > 0 set
E(Stω) :=
{
g ∈ H∞(Stω)
∣∣g(z) ∈ O(|z|−α) for some α > 1 as |Re(z)| → ∞} .
The strip-type functional calculus for a strip-type operator A of height ω0 is defined
as follows. First, operators f(A) ∈ L(X) are associated with f ∈ E(Stω) for ω > ω0:
f(A) :=
1
2πi
∫
∂Stω′
f(z)R(z, A) dz.(2.1)
Here ∂Stω′ is the positively oriented boundary of Stω′ for ω
′ ∈ (ω0, ω). This proce-
dure is independent of the choice of ω′ by Cauchy’s theorem, and yields an algebra
homomorphism E(Stω)→ L(X), f 7→ f(A). The definition of f(A) is extended to
a larger class of functions by regularization:
f(A) := e(A)−1(ef)(A)(2.2)
if there exists an e ∈ E(Stω) with e(A) injective and ef ∈ E(Stω). Then f(A) is
a closed unbounded operator on X , and the definition of f(A) is independent of
the choice of the regularizer e. Each f ∈ H∞(Stω) is regularizable by the function
z 7→ (λ− z)−2 for |Im(λ)| > ω.
Let −iA generate a C0-group (U(s))s∈R ⊆ L(X). Then A is a strip-type operator
of height θ(U), with θ(U) as in (1.1). Let M ≥ 1 and ω ≥ 0 be such that ‖U(s)‖ ≤
Meω|s| for all s ∈ R, and for µ ∈Mω(R) set
Uµx :=
∫
R
U(s)xdµ(s) (x ∈ X).(2.3)
The mapping µ 7→ Uµ is an algebra homomorphism Mω(R) → L(X) called the
Hille-Phillips calculus, and the following lemma from [24, Lemma 2.2] shows that
this calculus is consistent with the strip-type calculus for A.
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Lemma 2.1. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space
X, and let ω > α > θ(U). Then each f ∈ E(Stω) satisfies f = Fµ and f(A) = Uµ ∈
L(X) for some µ ∈ Mα(R). Conversely, if µ ∈ Mα(R) then f := Fµ ∈ H∞(Stα)
is such that f(A) = Uµ ∈ L(X).
In fact, it is observed in Remark 4.8 that the first statement in Lemma 2.1 holds
for all f ∈ H∞(Stω) such that f(z) = O(|z|−1/2) as |Re(z)| → ∞.
A fundamental result in functional calculus theory is the Convergence Lemma.
The following is a version of this lemma adapted to our setting.
Lemma 2.2 (Convergence Lemma). Let A be a densely defined strip-type operator
of height ω0 ≥ 0 on a Banach space X. Let Y be a Banach space continuously
embedded in X such that D(A2) ⊆ Y is dense. Let ω > ω0 and let (fj)j∈J ⊆
H∞(Stω) be a net satisfying the following conditions:
• supj∈J ‖fj‖H∞(Stω) <∞;
• f(z) := limj fj(z) exists for all z ∈ Stω;
• supj∈J ‖fj(A)‖L(Y,X) <∞.
Then f ∈ H∞(Stω), f(A) ∈ L(Y,X), fj(A)x→ f(A)x for all x ∈ Y and
‖f(A)‖L(Y,X) ≤ lim sup
j∈J
‖fj(A)‖L(Y,X) .
Proof. The proof is similar to the proofs of [23, Proposition 5.1.7] and [7, Theorem
3.1]. Vitali’s theorem for nets from [3, Theorem 2.1] implies that f ∈ H∞(Stω)
and that fj → f uniformly on compact subsets of Stω. Let λ > ω. Applying the
dominated convergence theorem to (2.1) yields
fj(A)x =
(
fj(·)
(iλ− ·)2
)
(A)(iλ−A)2x→
(
f(·)
(iλ− ·)2
)
(A)(iλ −A)2x = f(A)x
and
‖f(A)x‖X ≤ lim sup
j
‖fj(A)‖L(Y,X) ‖x‖Y
for all x ∈ D(A2). The required statements now follow since D(A2) ⊆ Y is dense
and f(A) is a closed operator on X . 
2.2. Fourier multipliers and Banach space geometry. In this section we treat
Fourier multiplier operators under geometric assumptions on the underlying space.
For more on the prerequisite notions from Banach space geometry, as well as for
proofs of some of the statements below, see e.g. [15, 31, 32, 41]. Recall that a stan-
dard complex Gaussian random variable is a random variable γ on a probability
space (Ω,P) such that γ = γr+iγi√
2
for independent standard real Gaussian random
variables γr, γi on Ω. A Gaussian sequence is a sequence of independent standard
complex Gaussian random variables.
Definition 2.3. Let X be a Banach space, (γk)k∈N a Gaussian sequence on a
probability space (Ω,P) and p ∈ [1, 2], q ∈ [2,∞].
• X has (Gaussian) type p if there exists a constant C ≥ 0 such that for all
n ∈ N and x1, . . . , xn ∈ X ,(
E
∥∥∥ n∑
k=1
γkxk
∥∥∥2)1/2 ≤ C( n∑
k=1
‖xk‖p
)1/p
.(2.4)
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• X has (Gaussian) cotype q if there exists a constant C ≥ 0 such that for
all n ∈ N and x1, . . . , xn ∈ X ,( n∑
k=1
‖xk‖q
)1/q
≤ C
(
E
∥∥∥ n∑
k=1
γkxk
∥∥∥2)1/2,(2.5)
with the obvious modification for q =∞.
The minimal constants C in (2.4) and (2.5) are called the Gaussian type p con-
stant and the Gaussian cotype q constant and will be denoted by τp,X and cq,X .
We say that X has nontrivial type if X has type p ∈ (1, 2] and that X has finite
cotype if X has cotype q ∈ [2,∞). By the Kahane-Khintchine inequalities, one may
replace the exponent 2 in (2.4) and (2.5) by any r ∈ [1,∞). This does not change
the properties of type and cotype, only the minimal constants in (2.4) and (2.5).
It is common to replace the Gaussian sequence in Definition 2.3 by a Rademacher
sequence, i.e. a sequence (rk)k∈N of independent complex random variables on a
probability space (Ω,P) that are uniformly distributed on {z ∈ C | |z| = 1}.
This does not change the class of spaces under consideration, only the minimal
constants in (2.4) and (2.5). We choose to work with Gaussian sequences because
the constants τp,X and cq,X occur in Proposition 2.4.
Every Banach space X has type p = 1 and cotype q =∞, with τ1,X = c∞,X = 1.
If X has type p and cotype q then it has type r with τr,X ≤ τp,X for all r ∈ [1, p] and
cotype s with cs,X ≤ cq,X for all s ∈ [q,∞]. A Banach space X has type p = 2 and
cotype q = 2 if and only if X is isomorphic to a Hilbert space, by Kwapien´’s result
[39]. A Banach spaceX with nontrivial type has finite cotype. Each UMD space has
nontrivial type. Let X be a Banach space with type p ∈ [1, 2] and cotype q ∈ [2,∞),
let r ∈ [1,∞) and let Ω be a measure space. Then Lr(Ω;X) has type min(p, r) and
cotype max(q, r) with τmin(p,r),Lr(Ω;X) ≤ Cp,rτp,X and cmax(q,r),Lr(Ω;X) ≤ Cq,rcq,X
for constants Cp,r, Cq,r ≥ 0 coming from the Kahane-Khintchine inequalities.
Let ψ ∈ C∞(R) be such that ψ ≥ 0, supp(ψ) ⊆ [ 12 , 2] and
∑∞
k=−∞ ψ(2
−ks) = 1
for all s ∈ (0,∞). For k ∈ N and s ∈ R let ϕk(s) := ψ(2−k|s|) and ϕ0(s) :=
1 −∑∞k=1 ϕk(s). Let X be a Banach space and let p, q ∈ [1,∞] and r ∈ R. The
(inhomogeneous) Besov space Brp,q(R;X) is the space of all f ∈ S ′(R;X) such that
‖f‖Brp,q(R;X) :=
∥∥∥(2kr∥∥F−1ϕk ∗ f∥∥Lp(R;X))k∈N0
∥∥∥
ℓq
<∞,
endowed with the norm ‖·‖Brp,q(R;X). Then B
r
p,q(R;X) is a Banach space, S(R;X) ⊆
Brp,q(R;X) is dense if p, q <∞, and a different choice of ψ yields an equivalent norm
on Brp,q(R;X). More details on vector-valued Besov spaces can be found in [1, 49].
For X a Banach space and m ∈ L∞(R;L(X)), the Fourier multiplier operator
Tm : S(R;X)→ S ′(R;X) with symbol m is given by
Tm(f) := F−1 (m · Ff) (f ∈ S(R;X)).
For each µ ∈ M(R),
Lµ(f) := µ ∗ f (f ∈ S(R;X))(2.6)
defines a Fourier multiplier operator with symbol Fµ ∈ L∞(R). We say that X is
a UMD space if the function 1[0,∞) − 1(−∞,0) is the symbol of a bounded Fourier
multiplier on L2(R;X).
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Let X and Y be Banach spaces and let (rk)k∈N be a Rademacher sequence on a
probability space (Ω,P). A collection T ⊆ L(X,Y ) is R-bounded if there exists a
constant C ≥ 0 such that, for all n ∈ N, x1, . . . , xn ∈ X and T1, . . . , Tn ∈ T ,(
E
∥∥∥ n∑
k=1
rkTkxk
∥∥∥2
Y
)1/2
≤ C
(
E
∥∥∥ n∑
k=1
rkxk
∥∥∥2
X
)1/2
.(2.7)
The minimal constant C in (2.7) is denoted by R(T ). If we want to specify the
underlying spacesX and Y then we write RX,Y (T ) = R(T ), and we write RX(T ) =
R(T ) if T ⊆ L(X). By the Kahane contraction principle, each uniformly bounded
collection T ⊆ C is R-bounded as a subset of L(X), with RX(T ) equal to the
uniform bound of T .
The following result was obtained in [47, Theorem 1.1].
Proposition 2.4. Let X be a Banach space with type p ∈ [1, 2] and cotype q ∈
[2,∞]. Let r ∈ R, s ∈ [1,∞] and m ∈ L∞(R;L(X)) be such that {m(s) | s ∈ R} ⊆
L(X) is R-bounded. Then Tm ∈ L(Br+1/p−1/qp,s (R;X), Brq,s(R;X)) and
‖Tm‖L(Br+1/p−1/qp,s (R;X),Brq,s(R;X)) ≤ 4
1
p− 1q τp,Xcq,X RX({m(s) | s ∈ R}).
Corollary 2.5. Let X be a Banach space with type p ∈ [1, 2] and cotype q ∈ [2,∞],
and let µ ∈ M(R). Then Lµ ∈ L(B1/p−1/qp,1 (R;X), Lq(R;X)) and
‖Lµ‖L(B1/p−1/qp,1 (R;X),Lq(R;X)) ≤ 4
1
p− 1q τp,Xcq,X ‖Fµ‖L∞(R) .
Proof. By the Kahane contraction principle, RX({Fµ(s) | s ∈ R}) = ‖Fµ‖L∞(R).
Since B0q,1(R;X) is contractively embedded in L
q(R;X), the result follows by ap-
plying Proposition 2.4 to Lµ = TFµ. 
Remark 2.6. If in Corollary 2.5 one assumes additionally that X is a UMD space,
then Lµ ∈ L(B1/p−1/qp,p (R;X), Lq(R;X)) and
(2.8) ‖Lµ‖L(B1/p−1/qp,p (R;X),Lq(R;X)) ≤ Cτp,Xcq,X ‖Fµ‖L∞(R)
for each µ ∈M(R) and some C ≥ 0 independent of µ. This follows from Proposition
2.4 and the embedding B0q,p(R;X) ⊆ Lq(R;X) from [52, Proposition 3.1].
We assume that the reader is familiar with the basics of Banach lattices from [41].
Definition 2.7. Let X be a Banach lattice and p, q ∈ [1,∞].
• X is p-convex if there exists a constant C ≥ 0 such that for all n ∈ N and
x1, . . . , xn ∈ X ,∥∥∥( n∑
k=1
|xk|p
)1/p∥∥∥ ≤ C( n∑
k=1
‖xk‖p
)1/p
,
with the obvious modification for p =∞.
• X is q-concave if there exists a constant C ≥ 0 such that for all n ∈ N and
x1, . . . , xn ∈ X ,( n∑
k=1
‖xk‖q
)1/q
≤ C
∥∥∥( n∑
k=1
|xk|q
)1/q∥∥∥,
with the obvious modification for q =∞.
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Every Banach lattice X is 1-convex and ∞-concave. If X is p-convex and q-
concave then it is r-convex and s-concave for all r ∈ [1, p] and s ∈ [q,∞]. By [41,
Proposition 1.f.3], ifX is q-concave then it has cotype max(q, 2), and ifX is p-convex
and q-concave for some q < ∞ then X has type min(p, 2). For (Ω, µ) a measure
space and r ∈ [1,∞], Lr(Ω, µ) is an r-convex and r-concave Banach lattice.
A subspace X0 ⊆ Y of a Banach space Y is said to be complemented if there
exists a projection P ∈ L(Y ) with P (Y ) = X0.
Proposition 2.8. Let X be isomorphic to a complemented subspace of a p-convex
and q-concave Banach lattice, for p ∈ [1, 2] and q ∈ [2,∞). Then there exists a
constant C ≥ 0 such that Tm ∈ L(Lp(R;X), Lq(R;X)) with
‖Tm‖L(Lp(R;X),Lq(R;X)) ≤ CRX({|s|
1
p− 1qm(s) | s ∈ R})(2.9)
for each m ∈ L∞(R;L(X)) such that RX({|s| 1p− 1qm(s) | s ∈ R}) <∞.
Proof. Let X0 be a subspace of a p-convex and q-concave Banach lattice Y , S :
X → X0 an isomorphism and P ∈ L(Y ) a projection with P (Y ) = X0. Let
m ∈ L∞(R;L(X)) be such that RX({|s| 1p− 1qm(s) | s ∈ R}) < ∞, and let m0 ∈
L∞(R;L(Y )) be given by m0(s) := Sm(s)S−1P ∈ L(Y ) for s ∈ R. Then
RY ({|s| 1p− 1qm0(s) | s ∈ R}) ≤ ‖S‖‖S−1‖‖P‖RX({|s| 1p− 1qm(s) | s ∈ R}).
It follows from [48, Theorem 3.21] that there exists a constant C ≥ 0 independent
of m such that Tm0 ∈ L(Lp(R;Y ), Lq(R;Y )) with
‖Tm0‖L(Lp(R;Y ),Lq(R;Y )) ≤ CRY ({|s|
1
p− 1qm0(s) | s ∈ R}).
This concludes the proof since S−1Tm0S = Tm. 
3. Transference principles
In this section we establish two new transference principles for C0-groups, both
based on the transference principles for unbounded groups from [25] and [29].
For ω ≥ 0 and µ ∈Mω(R) let µω ∈ M(R) be given by
(3.1) µω(ds) := cosh(ωs)µ(ds),
and note that
(3.2) Fµω(s) = Fµ(s+ iω) + Fµ(s− iω)
2
for all s ∈ R.
Proposition 3.1. Let ω > ω0 ≥ 0, p ∈ [1, 2] and q ∈ [2,∞). Then there exists
a constant C ≥ 0 such that the following holds. Let X be a Banach space with
type p and cotype q, and let −iA generate a C0-group (U(s))s∈R ⊆ L(X) such that
‖U(s)‖L(X) ≤M cosh(ω0s) for all s ∈ R and some M ≥ 1. Then∥∥∥∥
∫
R
U(s)xµ(ds)
∥∥∥∥
X
≤ Cτp,Xcq,XM2‖Fµω‖L∞(R)‖x‖1/p−1/q,1
for all µ ∈Mω(R) and all x ∈ DA( 1p − 1q , 1).
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Proof. Since DA(0, 1) = {0} we may assume that 1p − 1q ∈ (0, 1) (for 1p − 1q = 0 a
stronger result is obtained in Proposition 3.3 below). Let
ψ(s) :=
1
cosh(2ωs)
and ϕ(s) :=
√
8ω
π
cosh(ωs)
cosh(2ωs)
(3.3)
for s ∈ R. Define ι : X → Lp(R;X) by
ιx(s) := ψ(−s)U(−s)x (x ∈ X, s ∈ R)(3.4)
and P : Lq(R;X)→ X by
Pf :=
∫
R
ϕ(s)U(s)f(s) ds (f ∈ Lq(R;X)).(3.5)
Then ι is bounded and
‖ι‖L(X,Lp(R;X)) ≤M ‖ψ(·) cosh(ω0·)‖p .(3.6)
By Ho¨lder’s inequality, P is bounded and
‖P‖L(Lq(R;X),X) ≤M ‖ϕ(·) cosh(ω0·)‖q′ .(3.7)
Let x ∈ D(A). Then ιx ∈ C1(R;X) and
(ιx)′(s) = −ψ′(−s)U(−s)x+ iψ(−s)U(−s)Ax
= −2ω tanh(2ωs)
cosh(2ωs)
U(−s)x+ i 1
cosh(2ωs)
U(−s)Ax
for all s ∈ R. Hence (ιx)′ ∈ Lp(R;X) and
‖(ιx)′‖p ≤ 2ωM ‖tanh‖L∞(R)
∥∥∥∥ cosh(ω0·)cosh(2ω·)
∥∥∥∥
p
‖x‖X +M
∥∥∥∥ cosh(ω0·)cosh(2ω·)
∥∥∥∥
p
‖Ax‖X .
Now (3.6) implies that ιx ∈W 1,p(R;X), with
‖ιx‖1,p ≤M(2ω ‖tanh‖L∞(R) + 1)
∥∥∥∥ cosh(ω0·)cosh(2ω·)
∥∥∥∥
p
‖x‖D(A) .
Hence ι : D(A)→W 1,p(R;X) is bounded and
‖ι‖L(D(A),W 1,p(R;X)) ≤M(2ω ‖tanh‖L∞(R) + 1)
∥∥∥∥ cosh(ω0·)cosh(2ω·)
∥∥∥∥
p
.(3.8)
By equation (5.9) in [1],
B
1/p−1/q
p,1 (R;X) =
(
Lp(R;X),W 1,p(R;X)
)
1
p− 1q ,1
with equivalent norms. Moreover, it follows from a direct sum argument that the
constant in the norm equivalence does not depend on X . Hence (1.6), (3.6) and
(3.8) imply that ι : DA(
1
p − 1q , 1)→ B1/p−1/qp,1 (R;X) is bounded with
‖ι‖L(DA( 1p− 1q ,1),B1/p−1/qp,1 (R;X)) ≤ C1M,(3.9)
for some constant C1 ≥ 0 independent of A and X .
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It is shown in [25, Theorem 3.2] that ϕ ∗ ψ(s) = 1cosh(ωs) for all s ∈ R. Let
Uµ ∈ L(X) be as in (2.3). Then the abstract transference principle from [26, Section
2] yields the commutative diagram
B
1/p−1/q
p,1 (R;X)
Lµω−−−−→ Lq(R;X)
ι
x yP
DA(
1
p − 1q , 1)
Uµ−−−−→ X
of bounded maps. Finally, estimate the norms of P and ι using (3.7) and (3.9) and
apply Corollary 2.5 to Lµω . 
Remark 3.2. If X is a UMD space then one can replace the space DA(
1
p − 1q , 1)
by the larger DA(
1
p − 1q , p). This follows in the exact same way as Proposition 3.1,
except that one uses (2.8) instead of Corollary 2.5 at the very end of the proof.
For Banach lattices we establish another transference principle. Recall that each
Banach space X with type p = 2 and cotype q = 2 is isomorphic to an L2-space,
by [39]. Hence the following proposition deals with the case p = q = 2 in Proposition
3.1.
Proposition 3.3. Let ω > ω0 ≥ 0, p ∈ [1, 2] and q ∈ [2,∞). Let X be isomorphic
to a complemented subspace of a p-convex and q-concave Banach lattice. Then there
exists a constant C ≥ 0 such that the following holds. Let −iA generate a C0-group
(U(s))s∈R ⊆ L(X) such that ‖U(s)‖L(X) ≤ M cosh(ω0s) for all s ∈ R and some
M ≥ 1. Then∥∥∥∥
∫
R
U(s)xµ(ds)
∥∥∥∥
X
≤ CM2 sup
s∈R
(
|s| 1p− 1q |Fµω(s)|
)
‖x‖X
for all µ ∈Mω(R) and all x ∈ X.
Proof. For µ ∈ Mω(R) let Uµ ∈ L(X) be as in (2.3). Let ι and P be as in (3.4)
and (3.5), with ψ and ϕ as in (3.3). As in the proof of Proposition 3.1 one can
factorize Uµ as Uµ = P ◦ Lµω ◦ ι. Hence (3.6), (3.7) and Proposition 2.8 conclude
the proof. 
4. Results for C0-groups
In this section we obtain functional calculus results for generators of C0-groups.
4.1. The main result for C0-groups. We now prove our main functional calculus
result for C0-groups, already stated in the Introduction as Theorem 1.1.
Theorem 4.1. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space
X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U). Then there exists a
constant C ≥ 0 such that DA( 1p − 1q , 1) ⊆ D(f(A)) and
‖f(A)‖L(DA( 1p− 1q ,1),X) ≤ C ‖f‖H∞(Stω)(4.1)
for all f ∈ H∞(Stω).
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Proof. First consider f ∈ E(Stω) and let α ∈ (θ(U), ω). By Lemma 2.1 there exists
a µ ∈Mα(R) with f = Fµ and f(A) = Uµ. By Proposition 3.1,
‖f(A)x‖X ≤ C ‖Fµα‖L∞(R) ‖x‖ 1p− 1q ,1
for all x ∈ DA(1/p−1/q, 1) and some constant C ≥ 0 independent of f and x. This
implies (4.1) since ‖Fµα‖L∞(R) ≤ ‖f‖H∞(Stω), as follows from (3.2).
For general f ∈ H∞(Stω), define τk(z) := −k2(ik − z)−2 for k ∈ N with k > ω
and z ∈ Stω. Then fτk ∈ E(Stω) for all k,
sup
k
‖fτk‖H∞(Stω) ≤ ‖f‖H∞(Stω) sup
k
‖τk‖H∞(Stω) <∞,
and (fτk)(z)→ f(z) as k →∞, for all z ∈ Stω. By what we have already shown,
‖fτk(A)x‖X ≤ C ‖fτk‖H∞(Stω) ‖x‖ 1p− 1q ,1 ≤ C
′ ‖f‖H∞(Stω) ‖x‖ 1p− 1q ,1
for C′ := C supk ‖τk‖H∞(Stω). Since D(A2) ⊆ DA( 1p − 1q , 1) is dense and since
lim supk ‖τk‖H∞(Stω) = 1, Lemma 2.2 yields f(A) ∈ L(DA( 1p − 1q , 1), X) with
‖f(A)‖L(DA( 1p− 1q ,1),X) ≤ C ‖f‖H∞(Stω) ,
which concludes the proof. 
Remark 4.2. If in Theorem 4.1 one assumes in addition that X is a UMD space,
then DA(
1
p − 1q , 1) may be replaced by DA( 1p − 1q , p). This follows by using Remark
3.2 instead of Proposition 3.1 in the proof.
Under additional assumptions one can obtain stronger results. Note that (4.2)
improves (4.1), since DA(θ, 1) ⊆ D((λ + iA)θ) for each group generator A, λ ∈ R
sufficiently large and θ ∈ [0, 1], by [42, Proposition 4.1.7].
Theorem 4.3. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space
X. Suppose that X is isomorphic to a complemented subspace of a p-convex and
q-concave Banach lattice, for p ∈ [1, 2] and q ∈ [2,∞). Let λ > ω > θ(U). Then
there exists a constant C ≥ 0 such that D((λ + iA) 1p− 1q ) ⊆ D(f(A)) and
‖f(A)‖
L(D((λ+iA)
1
p
− 1
q ),X)
≤ C ‖f‖H∞(Stω)(4.2)
for all f ∈ H∞(Stω).
Proof. Write θ := 1p − 1q . For f ∈ E(Stω) and α ∈ (θ(U), ω) there exists a µ ∈
Mα(R) with f = Fµα and f(A) = Uµ, by Lemma 2.1. Let x ∈ D((λ + iA)θ).
By [23, Corollary 3.3.6],
f(A)x = f(A)(λ + iA)−θ(λ + iA)θx = UµUν(λ+ iA)θx = Uµ∗ν(λ+ iA)θx,
where ν ∈ Mω(R) is given by ν(ds) := 1Γ(θ)1[0,∞)(s)sθ−1e−λsds. Since F(µ ∗
ν)(s) = f(s)(λ + is)−θ for s ∈ R, (3.2) yields
sup
s∈R
|s|θ|F(µ ∗ ν)α(s)| ≤ C1 ‖f‖H∞(Stω)
for some constant C1 ≥ 0. Now Proposition 3.3 yields a constant C2 ≥ 0 such that
‖f(A)x‖X ≤ C2 sup
s∈R
|s|θ|F(µ ∗ ν)α(s)|‖(λ+ iA)θx‖X
≤ C1C2 ‖f‖H∞(Stω) ‖(λ+ iA)θx‖X ,
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which proves (4.2) for f ∈ E(Stω). Proceed as in the proof of Theorem 4.1 to obtain
(4.2) for general f ∈ H∞(Stω). 
Remark 4.4. It follows from the proofs of Theorems 4.1 and 4.3 that the constants
in (4.1) and (4.2) depend on A only through the norm ‖U(s)‖L(X) of U(s) for all
s ∈ R. In (4.1) the constant C depends on the underlying space X only through the
Gaussian type p constant and the Gaussian cotype q constant of X . In particular,
the dependence of C on these constants is as in Proposition 2.4. In (4.2) the
constant depends on the underlying space only through the constant in (2.9). Note
from the proof of Proposition 2.8 that, if (2.9) holds with constant C ≥ 0 on Y and
if X is complemented in Y by a projection P , then (2.9) holds on X with constant
C ‖P‖L(Y ). This fact will be used in Theorem 6.3.
4.2. More results for C0-groups. Here we derive some additional results for
group generators from Theorems 4.1 and 4.3.
Proposition 4.5. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach
space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U) and α, λ ∈ C
with Re(α) > 1p − 1q and Re(λ) > ω. Then there exists a constant C ≥ 0 such that
D((λ+ iA)α) ⊆ D(f(A)) and∥∥f(A)(λ + iA)−α∥∥L(X) ≤ C ‖f‖H∞(Stω)
for all f ∈ H∞(Stω).
Proof. The case p = q = 2 follows from Theorem 4.3. If 1p − 1q ∈ (0, 1) then,
by [42, Propositions 1.1.4 and 4.1.7], D((λ + iA)α) ⊆ DA( 1p − 1q , 1) continuously.
Hence the proof is concluded by appealing to Theorem 4.1. 
One may equivalently formulate Proposition 4.5 as a statement about bounded-
ness on X of the calculus for functions with sufficient decay:
Proposition 4.6. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach
space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U) and α, λ ∈ C with
Re(α) > 1p − 1q and Re(λ) > ω. Then there exists a constant C ≥ 0 such that the
following holds. Let f ∈ H∞(Stω) be such that f(z) ∈ O(|z|−α) as |Re(z)| → ∞.
Then f(A) ∈ L(X) with
‖f(A)‖L(X) ≤ C sup
z∈Stω
|λ+ iz|α|f(z)|.(4.3)
Proof. Apply Proposition 4.5 to (λ+ i·)αf(·) ∈ H∞(Stω). 
In Propositions 4.5 and 4.6 one may let α = 1p − 1q if X is isomorphic to a
complemented subspace of a p-convex and q-concave Banach lattice, as follows
from Theorem 4.3.
Corollary 4.7. Let ω > 0 and let f ∈ H∞(Stω) be such that f(z) ∈ O(|z|−1/2) as
|Re(z)| → ∞. Then f = Fµ, where µ ∈ Mω′(R) for all ω′ ∈ [0, ω). If in addition
f is bounded and holomorphic on {z ∈ C | Im(z) > −w} then supp(µ) ⊆ [0,∞).
Proof. For ω′ ∈ [0, ω), let A := i ddt with maximal domain on X := L1(R, eω
′|t|dt).
Then −iA generates the left translation group (U(s))s∈R ⊆ L(X), and θ(U) = ω′.
By Proposition 4.6, f(A) ∈ L(X). Now [24, Proposition 2.3] implies that f = Fµ
for some µ ∈ Mω′(R). By uniqueness of the Fourier transform, µ is independent
14 JAN ROZENDAAL
of the choice of ω′ ∈ [0, ω). The final statement follows from an application of
Liouville’s theorem. 
Remark 4.8. It follows from Corollary 4.7 that the conclusion of Theorem 4.3
holds without any assumptions on the Banach space X if 1p − 1q ≥ 12 . Indeed, let
−iA generate a C0-group (U(s))s∈R ⊆ L(X) on a general Banach space X , and
let λ > ω > θ(U) and f ∈ H∞(Stω). By Corollary 4.7 and Lemma 2.1, f(A)(λ +
iA)−1/2 = (f(·)(λ+ i·)−1/2)(A) ∈ L(X) and hence f(A) ∈ L(D((λ + iA)1/2), X).
Also note that Corollary 4.7 extends [28, Lemma 2.4] from α > 1/2 to α = 1/2.
Remark 4.9. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a UMD spaceX .
In [25] it is shown that A has a bounded H∞1 (Stω)-calculus for all ω > θ(U), where
H∞1 (Stω) is defined by (1.4). Since X has type p ∈ (1, 2] and cotype q ∈ [2,∞), one
can compare our results with those in [25]. We note that our results do not imply
those in [25], nor does [25] imply the results in this article. Indeed, let ω > θ(U).
Then f(z) := (λ + iz)−α defines an element of H∞1 (Stω) for all α > 0 and λ > ω,
but Proposition 4.6 does not apply to f if α ∈ (0, 1p − 1q ). Also, the function
f ∈ H∞(Stω) given by f(z) := e−iz(λ + iz)−α is not an element of H∞1 (Stω) if
α ∈ ( 1p − 1q , 1) but decays with order α > 1p − 1q at infinity.
Although in both examples it is clear that f(A) ∈ L(X), the difference between
estimating ‖f(A)‖L(X) by (1.4) or using (4.3) is relevant for numerical approxima-
tion methods, as is shown in Section 7.
We now obtain a version of Theorem 4.1 for other interpolation spaces.
Proposition 4.10. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach
space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U), r ∈ (0, 1− 1p + 1q )
and u ∈ [1,∞]. Then there exists a constant C ≥ 0 such that
‖f(A)x‖r,u ≤ C ‖f‖H∞(Stω) ‖x‖r+ 1p− 1q ,u
for all f ∈ H∞(Stω) and x ∈ DA(r + 1p − 1q , u).
Proof. Let f ∈ H∞(Stω) and first consider the case where u = 1. Then the part
−iAr,1 of −iA in DA(r, 1) generates the C0-group (U(s)↾DA(r,1))s∈R ⊆ L(DA(r, 1))
which satisfies θ(U ↾DA(r,1)) ≤ θ(U), by [29, Lemma 2.2]. Hence Theorem 4.1 yields
‖f(Ar,1)x‖r,1 ≤ C ‖f‖H∞(Stω) ‖x‖(DA(r,1),D(Ar,1)) 1
p
− 1
q
,1
(4.4)
for all x ∈ (DA(r, 1), D(Ar,1)) 1
p− 1q ,1. Moreover, it follows from [42, Proposition
3.1.5] that DA(r, 1) = (X,D(A
2)) r
2 ,1
and D(Ar,1) = (X,D(A
2)) r+1
2 ,1
with equiva-
lent norms. Hence, by the Reiteration Theorem (see [42, Theorem 1.3.5]) and again
by [42, Proposition 3.1.5],
(DA(r, 1), D(Ar,1)) 1
p− 1q ,1 = ((X,D(A
2)) r
2 ,1
, (X,D(A2)) r+1
2 ,1
) 1
p− 1q ,1
= (X,D(A2)) 1
2 (r+
1
p− 1q ),1 = DA(r +
1
p − 1q , 1).
Combine this with (4.4), using that f(Ar,1)x = f(A)x for all x ∈ D(f(Ar,1))
by [29, Lemma 2.2], to conclude the proof in the case where u = 1.
For general u ∈ [1,∞], the Reiteration Theorem yields
DA(r, u) = (DA(θ1, 1), DA(θ2, 1))θ,u
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and
DA(r +
1
p − 1q , u) = (DA(θ1 + 1p − 1q , 1), DA(θ2 + 1p − 1q , 1))θ,u
for certain θ1, θ2 ∈ (0, 1− 1p + 1q ) and θ ∈ (0, 1). Now apply (1.6) to what we have
already shown to conclude the proof. 
Remark 4.11. For u <∞ Proposition 4.10 can be proved directly, without using
Theorem 4.1. To do so, adapt Proposition 3.1 to the setting of Proposition 4.10,
using instead of Corollary 2.5 the more general Proposition 2.4, and then proceed
as in the proof of Theorem 4.1.
Similarly, Theorem 4.3 extends to other fractional domains.
Proposition 4.12. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a comple-
mented subspace X of a p-convex and q-concave Banach lattice, where p ∈ [1, 2] and
q ∈ [2,∞). Let λ > ω > θ(U). Then there exists a constant C ≥ 0 such that
‖(λ+ iA)αf(A)x‖X ≤ C ‖f‖H∞(Stω) ‖(λ+ iA)α+
1
p− 1q x‖X
for all α ∈ C, f ∈ H∞(Stω) and x ∈ D((λ+ iA)α+ 1p− 1q ).
Proof. Apply Theorem 4.3 to (λ + iA)αx ∈ D((λ + iA) 1p− 1q ) for each x ∈ D((λ +
iA)α+
1
p− 1q ). 
5. Results for sectorial operators and cosine functions
In this section we derive from Theorem 4.1 some results for sectorial operators
and generators of cosine functions. By Remark 4.2, the results in this section can
be improved on UMD spaces, and by Remark 4.8 the statements hold on general
Banach spaces for 1p − 1q ≥ 12 .
5.1. Sectorial operators. For ϕ ∈ (0, π) let Sϕ := {z ∈ C | |arg(z)| < ϕ}. An
operator A on a Banach space X is said to be a sectorial operator of angle ϕ if
σ(A) ⊆ Sϕ and sup {‖zR(z, A)‖ | ψ ∈ C \ Sψ} <∞ for all ψ ∈ (ϕ, π).
For sectorial operators one can construct a functional calculus in a similar manner
as for strip-type operators. Define f(A) ∈ L(X) via a Cauchy-type integral for
f ∈ H∞0 (Sψ) :=
{
g ∈ H∞(Sψ)
∣∣∣∃C, δ > 0 : |g(z)| ≤ C |z|δ|1 + z|2δ
}
,
set 1(A) := IX and (1 + ·)−1(A) := (1 + A)−1, and then extend linearly and
regularize as in (2.2). For details see [23, Chapter 2]. If A is an injective sectorial
operator of angle ϕ ∈ (0, π), then log(A) is defined via the sectorial calculus for
A, as is f(A) for all ψ ∈ (ϕ, π) and f ∈ H∞(Sψ). A sectorial operator A of angle
ϕ ∈ (0, π) has bounded imaginary powers if A is injective and if −i log(A) generates
a C0-group (U(s))s∈R ⊆ L(X). Then U(s) = A−is for all s ∈ R, and A is sectorial
of angle θA := θ(U) if θ(U) ∈ [0, π), by [46, Theorem 2]. We write A ∈ BIP(X).
If A ∈ BIP(X) and if there exists an ω ∈ [0, π) such that {e−ω|s|A−is | s ∈ R} ⊆
L(X) is R-bounded, then A has a bounded H∞(Sψ) calculus for all ψ ∈ (ω, π).
Moreover, if X has property (α) as below, then a bounded H∞(Sψ)-calculus for
A implies that {e−ω|s|A−is | s ∈ R} ⊆ L(X) is R-bounded for ω > ψ. See [36,
Theorem 7.5]. Hence the following result is only of use if A does not haveR-bounded
imaginary powers.
16 JAN ROZENDAAL
Theorem 5.1. Let A ∈ BIP(X) with θA < π, where X is a Banach space with
type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ψ ∈ (θA, π). Then there exists a constant
C ≥ 0 such that Dlog(A)( 1p − 1q , 1) ⊆ D(f(A)) and
‖f(A)‖L(Dlog(A)( 1p− 1q ,1),X) ≤ C ‖f‖H∞(Sψ)
for all f ∈ H∞(Sψ).
Proof. By [23, Theorem 4.2.4], (g ◦ log)(A) = g(log(A)) for all g ∈ H∞(Stψ). Since
g 7→ g◦log is an isometric isomorphismH∞(Stψ)→ H∞(Sψ), Theorem 4.1 concludes
the proof. 
Remark 5.2. It was shown by Dore in [16] that each sectorial operator A with
dense range on a general Banach space X has a bounded H∞-calculus on the real
interpolation spaces (X,D(A)∩ran(A))θ,r for all θ ∈ (0, 1) and q ∈ [1,∞]. We note
that this statement implies neither Proposition 4.10 nor Theorem 5.1. Indeed, after
rotation Proposition 4.10 deals with functions on strips around the imaginary axis,
whereas for unbounded group generators [16] only applies to f ∈ H∞(Sψ) for ψ > π2 .
Moreover, for all θ ∈ (0, 1) and q ∈ [1,∞] it holds that (X,D(A) ∩ ran(A))θ,r ⊆
D(log(A)). Since in general D(log(A)) ( Dlog(A)(
1
p − 1q , 1), Theorem 5.1 does not
follow from [16].
It follows from Proposition 4.10 that f(A) : Dlog(A)(r+
1
p − 1q , u)→ Dlog(A)(r, u)
is bounded for each r ∈ (0, 1− 1p + 1q ) and each u ∈ [1,∞], and
‖f(A)‖L(Dlog(A)(r+ 1p− 1q ,u),Dlog(A)(r,u)) ≤ C ‖f‖H∞(Sψ) .
In the same manner one can deduce from Proposition 4.6 that each f ∈ H∞(Sψ)
such that f(z) ∈ O(|2π−i log(z)|−α) as z → 0 or z →∞ for some α > 1p− 1q satisfies
f(A) ∈ L(X). If X is isomorphic to a complemented subspace of a p-convex and
q-concave Banach lattice then one may let α = 1p − 1q .
From Theorem 5.1 one obtains unconditionality of the functional calculus and
square function estimates in the same manner as in [38, Theorem 12.2].
Corollary 5.3. Let A ∈ BIP(X) with θA < π, where X is a Banach space with type
p ∈ [1, 2] and cotype q ∈ [2,∞). Let ψ ∈ (θA, π), f ∈ H∞0 (Sψ), and let (rk)k∈Z be a
Rademacher sequence on a probability space (Ω,P). Then the following assertions
hold:
• sup{‖∑nk=−n ǫkf(2ktA)‖L(Dlog(A)( 1p− 1q ,1),X) | n ∈ N, t > 0, |ǫk| = 1} <∞;
• there exists a constant C ≥ 0 such that
sup
t>0
∥∥∥ ∞∑
k=−∞
rkf(2
ktA)x
∥∥∥
L2(Ω;X)
≤ C ‖x‖Dlog(A)( 1p− 1q ,1)
for all x ∈ Dlog(A)( 1p − 1q , 1), and
sup
t>0
∥∥∥ ∞∑
k=−∞
rkf(2
ktA)∗x∗
∥∥∥
L2(Ω;Dlog(A)(
1
p− 1q ,1)∗)
≤ C ‖x∗‖X∗
for all x∗ ∈ X∗.
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5.2. Cosine functions. For ω ≥ 0 let Πω := {z2 | z ∈ Stω}. An operator A on
a Banach space X is of parabola-type ω if σ(A) ⊆ Πω and if for all ω′ > ω there
exists a Mω′ ≥ 0 such that
‖R(λ,A)‖ ≤ Mω′√|λ| (|Im(√λ)| − ω′) (λ ∈ C \Πω′).
For operators of parabola-type ω ≥ 0 there is a natural functional calculus, con-
structed similarly as the strip-type and sectorial functional calculi, and f(A) is
defined as an unbounded operator for all f ∈ H∞(Πω′), ω′ > ω. For details see [27].
A cosine function Cos : R→ L(X) on a Banach space X is a strongly continuous
mapping such that Cos(0) = I and
Cos(t+ s) + Cos(t− s) = 2Cos(t)Cos(s) (s, t ∈ R).
Then
θ(Cos) := inf{ω ≥ 0 | ∃M ≥ 0 : ‖Cos(t)‖ ≤Meω|t| for all t ∈ R} <∞.
The generator of a cosine function is the unique operator −A on X that satisfies
λR(λ2,−A) =
∫ ∞
0
e−λtCos(t) dt (λ > θ(Cos)).
Then A is an operator of parabola-type θ(Cos).
We now prove a version of Theorem 4.1 for generators of cosine functions.
Theorem 5.4. Let −A generate a cosine function (Cos(s))s∈R ⊆ L(X) on a Ba-
nach space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(Cos). Then
there exists a constant C ≥ 0 such that DA(12 ( 1p − 1q ), 1) ⊆ D(f(A)) and
‖f(A)‖L(DA( 12 ( 1p− 1q ),1),X) ≤ C ‖f‖H∞(Πω)
for all f ∈ H∞(Πω).
Proof. The proof follows the same lines as that of [29, Proposition 5.5]. It suffices
to assume that θ := 1p − 1q ∈ (0, 1). By [37, Theorem 2] there is a unique subspace
V ⊆ X such that D(A) ⊆ V and such that −iA generates a C0-group (U(s))s∈R ⊆
L(V ×X) on V ×X , where
A := i
[
0 IV
−A 0
]
with domain D(A) := D(A) × V . Moreover, by [24, Theorem 6.2], θ(Cos) = θ(U).
Hence Theorem 4.1 yields a constant C ≥ 0 such that g(A) ∈ L(DA(θ, 1), V ×X)
with
‖g(A)‖L(DA(θ,1),V×X) ≤ C ‖g‖H∞(Stω)(5.1)
for all g ∈ H∞(Stω).
Let f ∈ H∞(Πω). Then [z 7→ g(z) := f(z2)] ∈ H∞(Stω) and ‖g‖H∞(Stω) =
‖f‖H∞(Πω). Moreover, it is straightforward to see that
f(AV )⊕ f(A) = g(A).(5.2)
Now,
A2 :=
[
AV 0
0 A
]
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with D(A2) = D(AV )×D(A). By [42, Proposition 3.1.4],
D(A)× V ∈ K1/2(V ×X,D(AV )×D(A)) ∩ J1/2(V ×X,D(AV )×D(A)) ,
where K1/2 and J1/2 are as in [42, Definition 1.3.1]. Hence
V ∈ K1/2(X,D(A)) ∩ J1/2(X,D(A)) .
Now [42, Theorem 1.3.5] yields
DA(θ, 1) = (V ×X,D(A)× V )θ,1 = (V,D(A))θ,1 × (X,V )θ,1
= DA
(
1+θ
2 , 1
)×DA ( θ2 , 1) .
Combining this with (5.1) and (5.2) yields f(A) ∈ L (DA ( θ2 , 1) , X) with
‖f(A)‖L(DA( θ2 ,1),X) ≤ ‖g(A)‖L(DA(θ,1),V×X) ≤ C ‖g‖H∞(Stω) = C ‖f‖H∞(Πω) ,
as required. 
From Proposition 4.10 one deduces in a similar manner that, under the assump-
tions of Proposition 5.4 and for all r ∈ (0, 1− 12 ( 1p − 1q )) and u ∈ [1,∞], there exists
a constant C ≥ 0 such that
‖f(A)x‖r,u ≤ C ‖f‖H∞(Πω) ‖x‖r+ 12 ( 1p− 1q ),u
for all f ∈ H∞(Πω) and x ∈ DA(r + 12 ( 1p − 1q ), u). We leave the formulation of the
obvious analogue of Proposition 4.6 for cosine functions to the reader.
Remark 5.5. Let −A generate a cosine function (Cos(s))s∈R ⊆ L(X), where X is
isomorphic to a complemented subspace of a p-convex and q-concave UMD Banach
lattice, for p ∈ (1, 2] and q ∈ [2,∞). Let λ > ω > θ(Cos). Then there exists a
constant C ≥ 0 such that
‖f(A)x‖X ≤ C ‖f‖H∞(Πω) ‖(λ2 +A)
1
2 (
1
p− 1q )x‖X
for all f ∈ H∞(Πω) and x ∈ D((λ2 + A) 12 ( 1p− 1q )). This follows from Theorem
4.3 as in the proof of Proposition 5.4, using the complex interpolation method
and [23, Theorem 6.6.9] and [25, Theorem 5.5].
It should be noted that generators of cosine functions on UMD spaces have a
bounded sectorial H∞-calculus, by [25, Theorem 5.5]. Hence on UMD spaces The-
orem 5.4 is only of use when it does not suffice to obtain an estimate for ‖f(A)x‖X
with respect to the supremum norm of f on a sector. The latter is e.g. the case if
f(z) = g(z2) for a g ∈ H∞(Stω) which is unbounded on any double sector Sψ∪−Sψ
for ψ ∈ (0, π2 ), such as g(z) = e−iz.
6. Operator-valued functional calculus
In this section we extend our main functional calculus theorems to R-bounded
operator-valued calculi. Since many of the ideas and proofs are similar to those in
the sections before, we leave some details to the reader.
Let A be a strip-type operator of height ω0 ≥ 0 on a Banach space X . Let
A ⊆ L(X) be the algebra of bounded operators that commute with A, and let
ω > ω0. For a bounded holomorphic f : Stω → A such that ‖f(z)‖L(X) ≤ C|z|−α
for all z ∈ Stω and certain C ≥ 0 and α > 1, define f(A) as in (2.1). Regularization
as in (2.2) extends this functional calculus to all bounded holomorphic f : Stω → A.
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For ω ≥ 0 letMω(R;A) consist of the A-valued Borel measures µ on R such that
eω|s|µ(ds) has bounded variation. If −iA generates a C0-group (U(s))s∈R ⊆ L(X)
then one can define Uµ ∈ L(X) as in (2.3) for all ω > θ(U) and µ ∈ Mω(R;A).
Versions of Lemmas 2.1 and 2.2 hold for this operator-valued calculus, with the
same proofs.
For ω > 0 and T ⊆ L(X) let RH∞(Stω; T ) be the collection of bounded holo-
morphic functions f : Stω → T such that {f(z) | z ∈ Stω} ⊆ L(X) is R-bounded.
If T is an algebra then RH∞(Stω; T ) is a Banach algebra with the norm
‖f‖RH∞(Stω;T ) := RX({f(z) | z ∈ Stω}) (f ∈ RH∞(Stω; T )).
The following result generalizes Theorem 4.1, since each f ∈ H∞(Stω) defines an
element f˜ ∈ RH∞(Stω;A) by f˜(z) = f(z)IX for z ∈ Stω, and ‖f˜‖RH∞(Stω ;A) =
‖f‖H∞(Stω).
Proposition 6.1. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach
space X with type p ∈ [1, 2] and cotype q ∈ [2,∞), and let ω > θ(U). Then there
exists a constant C ≥ 0 such that DA( 1p − 1q , 1) ⊆ D(f(A)) and
‖f(A)‖L(DA( 1p− 1q ,1),X) ≤ C ‖f‖RH∞(Stω ;A)
for all f ∈ RH∞(Stω;A).
Proof. First extend Proposition 3.1 to all µ ∈ Mω(R;A) for which RX({Fµω(s) |
s ∈ R}) < ∞. To this end, note that the abstract transference principle in [26,
Section 2] extends to A-valued measures, and appeal to Proposition 2.4 instead of
Corollary 2.5. Then proceed as in the proof of Theorem 4.1. 
The other results in the previous sections can be extended to statements about
operator-valued calculi in a similar manner. In particular, if in Proposition 6.1 X is
isomorphic to a complemented subspace of a p-convex and q-concave Banach lattice,
then for each λ > ω there exists a constant C ≥ 0 such that D((λ + iA) 1p− 1q ) ⊆
D(f(A)) and
‖f(A)‖
L(D((λ+iA)
1
p
− 1
q ),X)
≤ C ‖f‖RH∞(Stω;A)(6.1)
for all f ∈ RH∞(Stω;A). Remark 4.4 applies to Proposition 6.1 and (6.1).
Let (rk)k∈N and (r′j)j∈N be mutually independent Rademacher sequences on
a probability space (Ω,P). We say that a Banach space X has property (α) if
there exists a constant C ≥ 0 such that, for all m ∈ N, {xj,k}mj,k=1 ⊆ X and
{αj,k}mj,k=1 ⊆ C with |αj,k| ≤ 1 for all j, k ∈ {1, . . . ,m},
(6.2)
(
EE
∥∥∥ m∑
j,k=1
rkr
′
jαj,kxj,k
∥∥∥2)1/2 ≤ C(EE∥∥∥ m∑
j,k=1
rkr
′
jxj,k
∥∥∥2)1/2.
Each Banach lattice with finite cotype has property (α), and if X has property (α)
then so do the closed subspaces of X and Lp(Ω;X) for each σ-finite measure space
(Ω, µ) and each p ∈ [1,∞).
For T equal to the unit ball of C ⊆ L(X), the following theorem implies that
the H∞(Stω)-calculus for A is R-bounded from DA( 1p − 1q , 1) to X . That is, {f(A) |
‖f‖H∞(Stω) ≤ 1} ⊆ L(DA( 1p − 1q , 1), X) is R-bounded.
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Theorem 6.2. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach space
X with property (α), type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U). Then
there exists a constant C ≥ 0 such that
RDA( 1p− 1q ,1),X({f(A) | f ∈ RH
∞(Stω;A ∩ T )}) ≤ CRX(T )
for each R-bounded T ⊆ L(X).
Proof. The proof is similar to that of [38, Theorem 12.8]. Write θ := 1p − 1q and
let (rk)k∈N be a Rademacher sequence on [0, 1]. Fix n ∈ N and let Radn(X) :=
{∑nk=1 rkxk | (xk)nk=1 ⊆ X} ⊆ L2([0, 1];X). Let A˜ be the operator on Radn(X)
with domain
D(A˜) =
{ n∑
k=1
rkxk ∈ Radn(X)
∣∣∣(xn)nk=1 ⊆ D(A)}
such that A˜(
∑n
k=1 rkxk) :=
∑n
k=1 rkAxk for
∑n
k=1 rkxk ∈ D(A˜). Then −iA˜ gener-
ates the C0-group (U˜(s))s∈R ⊆ L(Radn(X)) given by
U˜(s)
( n∑
k=1
rkxk
)
=
n∑
k=1
rkU(s)xk
for s ∈ R and ∑nk=1 rkxk ∈ Radn(X). Note that ‖U˜(s)‖L(Radn(X)) = ‖U(s)‖L(X)
for all s ∈ R. Moreover, Radn(X) ⊆ L2([0, 1];X) has type p and cotype q with
τp,Radn(X) ≤ Cpτp,X and cq,Radn(X) ≤ Cqcq,X for constants Cp, Cq ≥ 0 depending
only on p and q that come from the Kahane-Khintchine inequalities. By Proposition
6.1 and Remark 4.4 there exists a constant C1 ≥ 0 independent of n such that
‖f(A˜)‖L(DA˜(θ,1),Radn(X)) ≤ C1 ‖f‖RH∞(Stω;A˜)(6.3)
for all f ∈ RH∞(Stω; A˜), where A˜ ⊆ L(Radn(X)) is the algebra of operators
commuting with A˜.
Let T ⊆ L(X) be R-bounded and let f1, . . . , fn ∈ RH∞(Stω;A ∩ T ). Define
f(z)
( n∑
k=1
rkxk
)
=
n∑
k=1
rkfk(z)xk
for z ∈ Stω and
∑n
k=1 rkxk ∈ Radn(X). We will now show that the range of f is
R-bounded in L(Radn(X)), from which it will follow in particular that f : Stω → A˜
is well-defined.
Let (r′j)j∈N be a Rademacher sequence on [0, 1], independent of (rk)k∈N. Let
m ∈ N, (zj)mj=1 ⊆ Stω and (yj)mj=1 ⊆ Radn(X). Write yj =
∑n
k=1 rkxjk for
j ∈ {1, . . . ,m} and (xjk)nk=1 ⊆ X . Then [38, Lemma 4.11 and Remark 4.10] yield
a constant C2 ≥ 0 depending only on X such that∥∥∥ m∑
j=1
r′jf(zj)yj
∥∥∥2
L2([0,1];Radn(X))
=
∫ 1
0
∫ 1
0
∥∥∥ m∑
j=1
n∑
k=1
r′j(v)rk(u)f(zj)xjk
∥∥∥2
X
dudv
≤ C22RX(T )2
∫ 1
0
∫ 1
0
∥∥∥ m∑
j=1
n∑
k=1
r′j(v)rk(u)xjk
∥∥∥2
X
dudv
= C22RX(T )2
∥∥∥ m∑
j=1
r′jyj
∥∥∥2
L2([0,1];Radn(X))
.
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Hence f ∈ RH∞(Stω; A˜) with ‖f‖RH∞(Stω ;A˜) ≤ C2RX(T ). Combining this with
(6.3) yields
‖f(A˜)‖L(DA˜(θ,1),Radm(X)) ≤ C1C2RX(T ).(6.4)
Note that
∥∥∑n
k=1 rkxk‖Radn(D(A)) ≤
∥∥∑n
k=1 rkxk‖D(A˜) ≤ 2
∥∥∑n
k=1 rkxk‖Radn(D(A))
for all
∑n
k=1 rkxk ∈ D(A˜), hence DA˜(θ, 1) = Radn(DA(θ, 1)) with∥∥∥ n∑
k=1
rkxk
∥∥∥
Radn(DA(θ,1))
≤
∥∥∥ n∑
k=1
rkxk
∥∥∥
DA˜(θ,1)
≤ 2
∥∥∥ n∑
k=1
rkxk
∥∥∥
Radn(DA(θ,1))
(6.5)
for all
∑n
k=1 rkxk ∈ DA˜(θ, 1). Also, it is straightforward to check (by regularization)
that f(A˜)(
∑n
k=1 rkxk) =
∑n
k=1 rkfk(A)xk for all
∑n
k=1 rkxk ∈ D(f(A˜)). Hence
(6.4) and (6.5) yield∥∥∥ n∑
k=1
rkfk(A)xk
∥∥∥
L2([0,1];X)
=
∥∥∥f(A˜)( n∑
k=1
rkxk
)∥∥∥
Radn(X)
≤ C1C2RX(T )
∥∥∥ n∑
k=1
rkxk
∥∥∥
DA˜(θ,1)
≤ CRX(T )
∥∥∥ n∑
k=1
rkxk
∥∥∥
L2([0,1];DA(θ,1))
for all x1, . . . , xn ∈ DA(θ, 1), where C ≥ 0 is independent of T ⊆ L(X), n ∈
N, f1, . . . fn ∈ RH∞(Stω;A ∩ T ) and x1, . . . , xn ∈ DA(θ, 1). This concludes the
proof. 
In the same manner we deduce an R-bounded version of Theorem 4.3, under the
extra assumption of p-convexity for some p > 1. By [41, Corollary 1.f.9] the latter
is equivalent to the assumption of nontrivial type. Recall that any closed subspace
of a Banach lattice with finite cotype has property (α).
Theorem 6.3. Let X be isomorphic to a complemented subspace of a p-convex
and q-concave Banach lattice, for p ∈ (1, 2] and q ∈ [2,∞). Let −iA generate a
C0-group (U(s))s∈R ⊆ L(X), and let λ > ω > θ(U). Then there exists a constant
C ≥ 0 such that
R
D((λ+iA)
1
p
− 1
q ),X
({f(A) | f ∈ RH∞(Stω;A∩ T )}) ≤ CRX(T )
for each R-bounded T ⊆ L(X).
Proof. We use notation as in the proof of Theorem 6.2. It suffices to show that
there exists a constant C ≥ 0 independent of n ∈ N such that
‖f(A˜)‖
L(D((λ+iA˜)
1
p
− 1
q ),Radn(X))
≤ C ‖f‖RH∞(Stω ;A˜)(6.6)
for all f ∈ RH∞(Stω; A˜). Indeed, once this has been established, the rest of the
proof is identical to that of Theorem 6.2. To obtain (6.6) apply (6.1) to A˜ on
Radn(X). To see that the constant C that one gets from this can be chosen to be
independent of n, it suffices by Remark 4.4 to show that Radn(X) is complemented
in L2([0, 1];X) by a projection Pn ∈ L(L2([0, 1];X)) with ‖Pn‖L(L2([0,1];X)) ≤ C′
for some C′ ≥ 0 independent of n. The latter in turn follows from the fact that
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X has nontrivial type and from Pisier’s characterization in [45] of the K-convex
Banach spaces as the spaces with nontrivial type. 
We do not know whether the assumption in Theorem 6.3 that X has nontrivial
type is necessary.
From Theorems 6.2 and 6.3 one can deduce R-bounded versions of Theorems 5.1
and 5.4 in the obvious manner. Also, as a corollary of our results, for C0-groups we
improve Theorem [33, Theorem 6.1].
Corollary 6.4. Let −iA generate a C0-group (U(s))s∈R ⊆ L(X) on a Banach
space X with property (α), type p ∈ [1, 2] and cotype q ∈ [2,∞). Let ω > θ(U).
Then {e−ω|s|U(s) | s ∈ R} ⊆ L(DA( 1p − 1q , 1), X) is R-bounded.
If X is isomorphic to a complemented subspace of a p-convex and q-concave
Banach lattice for p ∈ (1, 2] and q ∈ [2,∞), then {e−ω|s|U(s) | s ∈ R} ⊆ L(D(λ +
iA)
1
p− 1q , X) is R-bounded for each λ > ω.
Proof. Let ω′ ∈ (θ(U), ω) and let T be the unit ball of C ⊆ L(X). Now apply
Theorems 6.2 and 6.3 to {e−(ω|s|+is·) | s ∈ R} ⊆ RH∞(Stω′ ;A ∩ T ). 
As the following example shows, Corollary 6.4 and Theorem 6.3 are sharp.
Example 6.5. Let p ∈ [1,∞) and let (U(s))s∈R ⊆ L(X) be the left translation
group on X := Lp(R) with generator −iA, where Af := if ′ for f ∈ D(A) =
W1,p(R). Then D((iA)α) = Hα,p(R), where Hα,p(R) is a Bessel-potential space. It
is shown in [33, Example 6.2] that {U(s) | s ∈ [−1, 1]} ⊆ L(Hα,p(R), Lp(R)) is not
R-bounded for α ∈ [0, 1p − 1q ). Hence {e−ω|s|U(s) | s ∈ R} ⊆ L(D((iA)α), X) is not
R-bounded for w ∈ R and α ∈ [0, 1p − 1q ).
7. Rational approximation
In this section we give an application of the results in previous sections to the
theory of rational approximation of C0-groups. Note that the results in Section 6
can be used to replace the uniform bounds in this section by R-bounds.
Recall that a C0-semigroup (T (t))t≥0 ⊆ L(X) on a Banach space X is expo-
nentially stable if there exist M ≥ 1 and ω > 0 such that ‖T (t)‖L(X) ≤ Me−ωt
for all t ≥ 0. We note that, if −A generates an exponentially stable C0-semigroup
(T (t))t≥0 ⊆ L(X) such that T (t) ∈ L(X) is invertible for each t ≥ 0, then −A in
fact generates the C0-group (U(s))s∈R ⊆ L(X), where U(s) := T (s) for s ≥ 0 and
U(s) := T (−s)−1 for s < 0. Then f(A) is defined as an unbounded operator for
each f ∈ H∞(C+) by a shifted version of the strip-type calculus from Section 2.1.
Lemma 7.1. Let −A generate an exponentially stable C0-semigroup (T (t))t≥0 on
a Banach space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Suppose that T (t) is
invertible for all t ≥ 0. Then there exists a constant C ≥ 0 such that
‖f(A)‖L(DA( 1p− 1q ,1),X) ≤ C ‖f‖H∞(C+)(7.1)
for all f ∈ H∞(C+). For each β > 1p − 1q there exists a constant C′ ≥ 0 such that∥∥f(A)A−β∥∥L(X) ≤ C′ ‖f‖H∞(C+)(7.2)
for all f ∈ H∞(C+).
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Proof. Let f ∈ H∞(C+) and apply Theorem 4.1 and Proposition 4.5 to the strip-
type operator −i(A − ω) and the function f(i · +ω) ∈ H∞(Stω) for ω > 0 large
enough. Then use the composition rule
f(i ·+ω)(−i(A− ω)) = f(A),
which is straightforward to prove in the same manner as [23, Theorem 4.2.4]. 
Lemma 7.1 applies to the important question of the power-boundedness of the
Cayley transform (1−A)(1+A)−1 of A, which in turn is equivalent to the stability
of the Crank-Nicholson approximation scheme associated with A.
Corollary 7.2. Let −A generate an exponentially stable C0-semigroup (T (t))t≥0 ⊆
L(X) on a Banach space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Suppose that
T (t) is invertible for all t ≥ 0. Then
sup
n∈N
∥∥(1 −A)n(1 +A)−n∥∥L(DA( 1p− 1q ,1),X) <∞.
For n ∈ N let pn and qn be the unique polynomials of degree n and n + 1,
respectively, such that pn(0) = qn(0) = 1 and such that∣∣∣∣pn(z)qn(z) − ez
∣∣∣∣ ≤ C|z|2n+2
for all z in a neighborhood of 0 ∈ C. Let rn := pnqn . Then rn is the n-th subdiagonal
Pade´ approximation of the exponential function.
For 1p − 1q ∈ [0, 12 ) the following proposition improves convergence rates ob-
tained in [17, Theorem 4.1] for uniformly bounded C0-semigroups on general Ba-
nach spaces. Note that, on a Banach space X with type p ∈ [1, 2] and cotype
q ∈ [2,∞), for α > 1p − 1q we obtain strong convergence of rn(−tA) to T (t) on
D(Aα) with rate ∩a<αO(n−a+ 1p− 1q ), locally uniformly in t.
Proposition 7.3. Let −A generate an exponentially stable C0-semigroup (T (t))t≥0
on a Banach space X with type p ∈ [1, 2] and cotype q ∈ [2,∞). Suppose that T (t)
is invertible for all t ≥ 0. Let α > 1p − 1q and a ∈ (0, α− 1p + 1q ). Then there exists
a constant C ≥ 0 such that
‖rn(−tA)x − T (t)x‖X ≤ Cta(n+ 1)−a ‖Aαx‖X
for all t ∈ (0,∞), all n ∈ N with n > α2 − 1 and all x ∈ D(Aα). Moreover,
(rn(−tA))n∈N converges strongly on DA( 1p − 1q , 1) to T (t), locally uniformly in t.
Proof. Let t ∈ (0,∞) and n ∈ N with n ≥ α2 − 1. Set
f(z) :=
rn(−tz)− e−tz
za
(z ∈ C+).
Then Lemma 7.1 yields a constant C′ ≥ 0 such that∥∥(rn(−tA)− T (t))A−α∥∥L(X) = ∥∥f(A)A−α+a∥∥L(X) ≤ C′ ‖f‖H∞(C+) .
By [17, Lemmas 3.3 and 3.5],
‖f‖H∞(C+) = ta sup
z∈C+
rn(−tz)− e−tz
(tz)a
≤ 2ta(n+ 1)−a.
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Therefore, with C := 2C′,
‖rn(−tA)x− T (t)x‖X ≤
∥∥(rn(−tA)− T (t))A−α∥∥L(X) ‖Aαx‖X
≤ Cta(n+ 1)−a ‖Aαx‖X
for all x ∈ D(Aα), which proves the first statement.
Since ‖rn‖H∞(C−) ≤ 1 for all n ∈ N by [18], Lemma 7.1 yields that
{rn(−tA)− T (t) | n ∈ N, t ≥ 0} ⊆ L(DA( 1p − 1q , 1), X)
is uniformly bounded. The proof is now concluded by what we have already shown
and by the fact that D(A2) is dense in DA(
1
p − 1q , 1). 
The same method that was used in Proposition 7.3 to yield strong convergence
on DA(
1
p − 1q , 1) also works for other rational approximation methods. Recall that
a rational function r ∈ H∞(C−) is said to be A-stable if ‖r‖H∞(C−) ≤ 1, and r is a
rational approximation (of the exponential function) of order k ∈ N if there exists a
constant C ≥ 0 such that |r(z)− ez| ≤ C|z|k+1 for all z in a complex neighborhood
of 0.
Corollary 7.4. Let r be an A-stable rational approximation of order k ∈ N. Let
−A generate an exponentially stable C0-semigroup (T (t))t≥0 on a Banach space X
with type p ∈ [1, 2] and cotype q ∈ [2,∞). Suppose that T (t) is invertible for all
t ≥ 0. Then (r(− tnA)n)n∈N converges strongly on DA( 1p − 1q , 1) to T (t), locally
uniformly in t ≥ 0.
Proof. Lemma 7.1 yields a constant C ≥ 0 such that∥∥r(− tnA)n − T (t)∥∥L(DA( 1p− 1q ,1),X) ≤ C ∥∥r(− tn ·)n − e−t·∥∥H∞(C+)
≤ C(‖rn‖H∞(C−) + 1) ≤ 2C
for all n ∈ N and t ≥ 0. Since, by [10, Theorem 3], r(− tnA)n converges locally
uniformly in t to T (t) on D(Ak+1), the uniform boundedness of{
r(− tnA)n − T (t) | t ≥ 0, n ∈ N
} ⊆ L(DA( 1p − 1q , 1), X)
and the fact that D(Ak+1) is dense in DA(
1
p− 1q , 1) yield the desired statement. 
Remark 7.5. If X is isomorphic to a complemented subspace of a p-convex and
q-concave Banach lattice, for p ∈ [1, 2] and q ∈ [2,∞), then the case β = 1p − 1q is
attained in Lemma 7.1. Hence, in the setting of Corollary 7.2,
sup
n∈N
‖(1−A)n(1 +A)−n− 1p+ 1q‖L(X) <∞.
Moreover, one obtains rate O(n−α+
1
p− 1q ) in Proposition 7.3, and strong convergence
on D(A
1
p− 1q ) in Corollary 7.4.
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