This paper proposes a method for quantitative integration of seismic (elastic) anisotropy attributes with reservoir performance data as an aid in characterization of systems of natural fractures in hydrocarbon reservoirs. This method is demonstrated through application to history matching of reservoir performance using synthetic test cases.
Introduction
Anisotropy and heterogeneity in reservoir permeability present unique challenges during the development of hydrocarbon reserves in naturally fractured reservoirs. Predicting primary reservoir performance, planning development drilling or EOR programs, completion design, and facilities design all require accurate estimates of reservoir properties and the predictions of future reservoir behavior computed from such estimates. Over the history of naturally fractured reservoir development many methods have been employed for characterization of fracture systems and their effect on fluid flow in the reservoir. These include the use of geologic surface outcrop analogues, core, single and multi-well pressure transient analysis, borehole imaging logs, and surface and borehole seismic observations.
To date, efforts to integrate seismic data into the workflow for characterization of naturally fractured reservoirs have been focused on the use of post-stack data. Seismic data are typically used to define main structural elements of the reservoir. Fracture density has been successfully correlated with horizon curvature determined from seismic horizons 3 . Seismic attributes can frequently be correlated with reservoir properties such as shale fraction, which often correlates with fracture population statistics. Acoustic impedance computed from seismic data frequently exhibits dim spots in the presence of fractures.
Linear elastic theory provides the framework for computation of elastic behavior of a generalized medium. Oda 4 developed a fabric model for discontinuous geologic materials, which he later developed into effective media models for both elasticity 5 and permeability 6 using discrete models for discontinuities (fractures). Schoenberg 7 introduced the linear slip model for fractured media which, further elaborated on the elastic characteristics of the discrete discontinuities. This theory was further developed by
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Integration of Seismic Anisotropy and Reservoir Performance Data for Characterization of Naturally Fractured Reservoirs Using Discrete Feature Network Models Robert Will, SPE, Schlumbeger; Rosalind Archer, SPE; Bill Dershowitz, SPE, Golder Associates Schoenberg and Sayers 8 and Schoenberg and Douma 9 to represent elastic media with arbitrary fracture systems represented by elastic discontinuities. These authors have shown that the velocity of seismic wave propagation in fractured media exhibits systematic variation with azimuth relative to fracture orientation. As a consequence, both the amplitude-versus-angle (AVA) response of compressional (P) wave data reflecting from the interface with a fractured medium, and the degree of bi-refringence of polarized shear wave energy propagating through the medium also exhibit systematic azimuthal variation. Sayers and Dean, 10 Sayers and Ricket, 11 Perez and Gibson, 12 and Mallick et al. 13 have used sinusoidal parameterization of this azimuthal variation to achieve qualitative characterization of fracture orientation and density. Parney and LaPointe 14, 15 were the first to correlate seismic AVAZ and ANMO with DFN realizations for a field case. In this study they highlight the power of seismic methods to constrain DFN models.
Brown et al., 16 Pickup et al., 17 and King 18, 19 have made laboratory investigations into the relationship between seismic anisotropy and permeability anisotropy. These authors present basic effective media theories for both flow and elastic behavior in fractured media and contemplate possible models for direct relationships between elastic and hydraulic anisotropy. Brown et al. 16 discussed the need for calibration of both the hydraulic parameters (primarily transmissivity) and elastic parameters (compliance) using laboratory and field observations.
Pyrak-Nolte 20 reported consistent interrelationships between elastic attenuation and fluid flow laboratory studies conducted on three rock samples from the same tectonic setting.
The objective of this study is to build on previous work in order to further improve the characterization of fracture systems. The method presented here is involves simultaneous inversion of production and seismic data through an iterative, linear gradient optimization technique. A pre-conditioned discrete fracture model is used as the basis for forward modeling of elastic and hydraulic properties of the fracture system. Several examples of optimized data integration techniques exist in the literature. Datta-Gupta et al. 21 used sensitivity coefficients computed from a streamline simulator for refinement of reservoir models with multiple data types. Gradient optimization methods have been used successfully by Landa, 22 and Landa and Horne 23 for integration of conventional seismic attributes with well test data. Many author including Huang et al. 24, 25 used linear gradient techniques for integration of field production data and timelapse seismic data.
Workflow Description
The integration technique developed for this study program is an iterative, model-based procedure in which an initial preconditioned DFN model of the fracture system is optimized in order to minimize an objective function comprising both elastic and field production error terms. The sensitivity of seismic P-wave velocity to fracture-induced elastic anisotropy will be exploited to provide additional conditioning of the fracture model with respect to fracture population mean orientation and intensity away from the wellbore. This process can be considered in several stages. This process, illustrated in Fig. 1 , is demonstrated through a synthetic test in which a "base case" DFN model was used to represent the "true" reservoir for the purpose of creating a set of "field" observations of production and elastic data. An initial estimate of the fracture distribution was then selected to represent the results of a "well data only" characterization. The proposed optimization process was then applied to integrate seismic anisotropy with production data to optimize the model. The model was optimized in parallel using a similar approach but with production data only. Results show that integration of seismic anisotropy improves model convergence and provides better characterization of the fracture system away from the wells. Each step of this process is elaborated on in the following sections. The necessary simplifying assumptions will be discussed at each occurrence.
Initial fracture and reservoir modeling
Discrete feature network modeling is increasing in popularity for use as part of advanced integrated naturally-fractured reservoir characterization efforts. Given a comprehensive set of geologic, geophysical, borehole, and engineering observations, it is possible to create a conditioned stochastic estimate of the fracture system in the reservoir.
Individual Integration of these data into calibration of the DFN model assures conditioning of the model at and near the wellbore. However, such models still need to be conditioned in the inter-well space Lapointe 27 . This study assumes that a well conditioned DFN model has been created and conditioned using the data types listed above.
For this study, a synthetic base case DFN model was created (Fig. 2) . The DFN was developed assuming that the reservoir was flat-lying with uniform host matrix properties. All fractures will be modeled as being vertical with constant thickness and aperture and transmissivity. Reservoir geometry and fracture system parameters are listed in Table 1 and  Table 2 . Fracture porosity (p.u.)
The parameters used for the reference DFN are deliberately simplified. Future studies will consider more realistic geologic conditions, including fractal geometries and their implications.
Effective permeability properties
Dershowitz et al. 28 outlined a comprehensive method for integrating DFN models into the conventional finite difference simulator workflow. For the study presented here, the effective permeability of the fracture system was computed from the DFN fracture model using Oda's method. 6, 29 For a given rock volume an empirical fracture tensor is computed by weighted averaging of individual fracture areas and transmissivities. (2) where;
Then, the Oda effective permeability is computed as;
Oda's formulation has the advantage that it does not require flow simulation, but it does not take into account fracture connectivity. Further studies in this area will utilize more sophisticated finite element modeling-based techniques for modeling the permeability of the fracture system. To reduce the effect of off-diagonal tensor components effective permeabilities were computed on a very fine (3-m) grid with one axis aligned parallel to the mean fracture direction. Gridding parameters are listed in Table 3 . 31 , and the linear slip discontinuity model. The latter model was selected for this study because it allows computation using discrete fracture descriptions rather than fracture population statistics. Further, this model has been used by Schoenberg and Sayers as the basis for seismic anisotropy studies as referenced earlier in this paper. This model is derived from the anisotropic form of Hooke's law, In fractured media, the compliance tensor s can be expressed as 
,………….…... (9) where;
Given a discrete description of the fracture distribution and knowledge of B' N and B' T in Eq. 9, Eqs. 6-9 allow modeling of the anisotropic elastic behavior of the fractured medium. For this study the reservoir was divided into a regular grid. Elastic stiffness tensors were computed for each grid block on a coarse grid (Table 3) 
Production performance modeling
Production performance from the reservoir model was predicted using a dual-porosity formulation from a proprietary software. This formulation represents the fractured reservoir as an orthogonal array of matrix blocks surrounded by fractures as described in early works by Barrenblatt et al., 33 Warren and Root, 34 and Kazemi et al.. 35 The dual-porosity model used required calibration to provide representative results. Gurpinar and Kossak 36 provided a systematic analysis of scaling issues encountered in practical usage of single and dual-porosity finite difference simulators in fractured reservoirs.
Since this study does not include the use of 'time-lapse' seismic observations, it is necessary to assume that fracture compressibility remains constant throughout the history matching period. In addition, pressure support s maintained such that fracture compressibility is not changed significantly as a result of depletion effects. A library of generic fracture stiffnesses (Yip 37 ) is availale to support this analysis in future studies.
A 10-acre 5-spot pattern with center water injector (Fig.  3) was used. The gridblock size was upscaled to reduce computational time for each update. The reservoir was produced using constant liquid rate control for 600 days. Capillary pressure and fluid parameters contained in the dualporosity test case of Kazemi et al. 38 were assumed. The reservoir fluid was undersaturated black oil. Reservoir pressure was kept above the bubble-point to maintain a twophase system.
Oil production (OPR) and bottom-hole pressure (BHP) observations were used as the production components of the optimization objective function. Figs. 4 and 5 show oil saturation in the reservoir at two simulator report steps. Stochastic errors of 10 psi for BHP and 50 bbl/D were included to simulate random noise in computed observations.
Seismic attribute modeling
Directional propagation P and shear velocities for any arbitrary fractured medium can be computed from the compliance tensor given by Eqs. 5-8. This azimuthal variation in velocity results in a systematic variation in reflection amplitude at the interface of the anisotropic layer. Ikelle 39 derived expressions for P-wave reflection coefficient as a function of angle and azimuth as a Fourier series in azimuth. For fracture distributions with weak anisotropy and monoclinic symmetry with horizontal plane of mirror symmetry, the azimuthal dependence of P-wave reflectivity can be written as Figs. 6 and 7 illustrate the velocity-versus-azimuth plot for the base case reservoir model. Shift in the phase angle (φ S1 ) resulting from different fracture orientations is clear. For a single set of fractures with constant compliance, modulation amplitude B is proportional to the intensity of the fracture system; the direction of fast shear wave propagation, φ S1 , is aligned parallel with the fracture system orientation. Eq. 10 was used to parameterize elastic anisotropy in terms of B and φ s1 . This computation was performed for each grid block on the 2D reservoir horizon. Approximately 10% random noise was added to the synthetic seismic observations. Figs. 8 and 9 illustrate the composite seismic anisotropic attribute maps for the base model and initial model estimate. Arrows represent the fast shear direction (φ S1 ) and the modulation amplitude (B) is contoured.
Objective function
The objective function for optimization is formed as a composite of mean-square terms from both production and seismic observations. The production penalty term was made up of a combination of BHP and OPR, with each averaged over the production history for each well as output from the reservoir simulation program. These observations were selected because wells were produced with constant liquid rate control and the reservoir was under-saturated, resulting in water production rate being directly correlated to oil production, and no gas production. The seismic penalty term was composed of seismic Pwave velocity modulation amplitude (B) and fast shear direction (φ s1 ), individually averaged over the 2D map representing the reservoir interval. Table 4 lists all observations in the objective function. Sensitivity coefficients Sensitivity coefficients were computed by systematic perturbation of selected DFN model parameters, followed by forward modeling of desired production and elastic observations (Fig. 10) . For this study the fracture intensity (P 32 ) and trend of the fracture system were varied and gradients computed for initial model estimates and each model update using Eq. 12.
( ) ( ) 
Model updating
Model updates were computed using a weighted least squares formulation.
…………………………………. (14) and Prior model bias was introduced by means of scalar weighting of the sensitivity matrix columns. For the purpose of this study, the weighting factor was 0.5 for both trend and P 32 intensity on all updates. Five iterations and model updates were performed for production only scheme and for combined production and seismic schemes.
Results
To evaluate the benefit of this process, model update tests with and without seismic were conducted in parallel. Initial estimates for fracture trend and P 32 were set to 30 o and 0.15m 2 /m 3 , respectively, and gradients were calculated at that point. Model gradients for subsequent updates were computed independently for each update parameter set. To account for the effects of random noise, 10 updates were computed for each new model estimate and the results were averaged. It was observed that prior model weighting was required to maintain stability of the initial update steps. Parameter perturbations for gradient computations were also reduced as convergence progressed.
Parameter update histories are shown in Figs. 15 and 16 and listed in Table 5 . These tests show rapid convergence of both parameters and in both parallel test flows. It is clear that the addition of seismic data to the solution speeds convergence in both P 32 and trend. In addition, the general trend is for the standard deviation in parameter updates to be lower, indicating a more stable solution. Update histories for total residual as well as observation type residuals are shown in Fig. 17 and listed in Table 6 . Fig. 18 shows the seismic attribute map computed from the final parameter update. This map compares favorably with the base case distribution shown in Fig. 8. Fig. 19 shows fracture oil saturation at report Steps 10 and 20 for the initial model estimate (Figs. 19a and 19b) , and for the final parameter update (Figs. 19c and 19d). Figs. 19c and 19d compare favorably with the base case oil saturation for the same timesteps shown in Figs. 4 and 5 . Rapid convergence of the production observations can be clearly seen in Figs. 20a  and 20b , showing BHP and OPR for all updates at Wells P1 and P4.
Residuals for production BHP and oil production change very little on the final iteration, and the seismic residual continues to decline. This implies that the production data lose sensitivity as the objective function approaches the global minimum while the seismic data continue to provide information. This is because the area of influence of the production response is restricted to the near wellbore region and to areas of maximum flow potential, while the seismic data are providing information from the entire reservoir. This conclusion will be tested using blind wells in future studies.
Conclusions and Recommendations
The material presented in this paper was the result of initial synthetic tests on simplified models. The following conclusions are drawn:
• The addition of seismic anisotropy attributes to the history matching objective function accelerated convergence of both trend and intensity as compared with use of only production data.
• Results support the conclusion that the integration of seismic data allows refinement of the fracture model in the inter-well space beyond the sensitivity of production data alone.
• The study represents an initial step in development of a novel and potentially powerful optimization technique.
• This process takes advantage of DFN modeling techniques for pre-conditioning reservoir models to borehole log, image, and production data.
Ongoing studies in this process include;
• sensitivity testing • application to multiple fracture sets • more sophisticated permeability modeling techniques • blind well tests and streamline analysis • use of fractal relationships to allow more representative elastic modeling. 
