First, we will use principle component analysis to describe our data, to reduce the dimension of the data, and for subset selection. We will do this by considering the variability of the p different directions specified by the eigenvectors of the variance-covariance matrix.
Recall the linear algebra result which says that if Σ p×p is a positive semi-definite, symmetric, real matrix, then there exists and orthogonal matrix A such that A ΣA = Λ where Λ is a diagonal matrix containing the eigenvalues of Σ. In this case, the ith column of A, a i , is the eigenvector of Σ which corresponds to the eigenvalue, λ i . where a i a i is a p × p matrix of rank 1.
To get an idea about how this works, let's consider x ∼ N 2 (µ, Σ). Here, we will choose µ = 5 12 and Σ = 4 1 1 2 .
I have simulated 40 realizations from this population to consider in the example. The matrix A for this data looks like
Recall that the columns of this matrix are the eigenvectors for the decomposition above. If you perform the matrix multiplication, you will see that the off-diagonal elements are equal to zero (up to rounding error). Now, let's consider multiplying our data by this matrix; the distribution of the resulting data should be N 2 (A µ, A ΣA) or equivalently Notice that the data is much more variable in the horizontal direction. This is because we plotted the first variable on the x axis and this variable has variance 4.41.
Some important points to note:
• The ith eigenvalue is the variance of a linear combination of the elements of x; var(y i ) = var(a i x) = λ i .
• The values on the transformed set of axes are called the scores.
• Variances of y 1 are greater than those for any other possible projection.
C.3
Population Principal Components
Consider p × 1 vectors, x 1 , · · · , x n which are iid with var(x i ) = Σ.
• The first PC is the linear combination y 1 = a 1 x = a 11 x 1 + · · · + a 1p x p with a 1 a 1 = 1 such that var(y 1 ) is the maximum of all linear combinations of x which have unit length.
• The second PC is the linear combination y 2 = a 2 x = a 21 x 1 + · · · + a 2p x p with a 2 a 2 = 1 such that var(y 2 ) is the maximum of all linear combinations of x which have unit length and are uncorrelated with y 1 .
• This continues for all y to y p .
• It can be shown that these a i s are those that make up the matrix A in the symmetric decomposition A ΣA = Λ, where var(
Note that the total variance of x is
Data Reduction
Often we can consider k dimensional data instead of the original p dimensional data without much "loss of information".
•
That is, even thought the true variance-covariance matrix has rank p, it can be well approximated by a matrix of rank k.
• New "traits" are just linear combinations of the measured traits. We will need to look for meaningful interpretations of the combinations.
• The proportion of the total variance accounted for by the jth principal component is
• Thus, the proportion of the total variation accounted for by the first k principal components is
• We will hope to capture the majority of the total variation in many fewer components that the original data.
• For example, 4.4144/6 = .735 of the total variability in the original example can be explained by the first principal component alone.
C.5 Sample Principal Components
Generally, Σ is unknown and must be estimated from a random sample, x 1 , · · · , x n . We will use
as an estimate of Σ. Similarly, letλ 1 ≥λ 2 ≥ · · · ≥λ p ≥ 0 be the eigenvalues of S. Also, letâ 1 ,â 2 , · · · ,â p denote the eigenvectors of S. Then, the ith sample principal component isŷ
Properties of Sample Principal Components
• The estimated variance of y ij =â i x j isλ i .
• The sample covariance betweenŷ i andŷ j is 0 when i = j.
• The proportion of the total sample variance accounted for by the ith sample principal component isλ i / p j=1λ j .
• The estimated correlation between the ith principal component and the th attribute of x is
Sample Principal Components, Cont.
To use the first k principal components for further analysis, we must first calculate the scores for the first k components for each data vector in our sample. That is, we must calculate
Issues:
• Large sample theory exists for eigenvalues and eigenvectors of sample covariance matrices if inference is necessary. Usually, we will not perform inference with PCA, rather these procedures are exploratory or descriptive.
• PC are not invariant with respect to changes in scale. The exception to this is if all traits are rescaled by multiplying by the same constant. (i.e. We change all traits from feet to inches).
-PCA based upon the correlation matrix R is different than that based upon the covariance matrix Σ.
-We can view PCA for the correlation matrix as just rescaling each trait to have unit variance.
C.7
Issues, Cont.
• Not scale transformation invariant, cont.
-Transform x to z where z ij = (x ij −x i )/ √ s ii . Here the denominator effects the PCA, although the numerator does not.
-After transformation, cov(z) = R.
-PCA on R is calculated in the same way as that on S. Note:λ 1 + · · · +λ p = p in this case.
-There is much debate about which to use (it depends upon the purpose of PCA).
• How do we decide how many PCs to consider?
1. Scree Graphs: plot the eigenvalues against their indices. Then, look for the "elbow" where the steep decline in the graph suddenly flattens out; or look for big gaps.
2. Minimum Percent of total variation; e.g. choose enough principal components to have 50%, 80%, etc. This has useful interpretations.
3. Kaiser's Rule: use only those PC with eigenvalues larger than 1 (applied to PCA on the correlation matrix). This method is ad hoc.
C.8
Example
Suppose that we consider a data set with 10 total traits. The sample eigenvalues for this data are 6. 587, 5.553, 3.591, 3.287, 2.275, 1.093, 0.803, 0.278, 0.115, 0.065 . First, let's look at the Scree graph. Scree Graph
Index Eigenvalues
How many principal components would you choose here? Note that there is not one right answer.
Next, suppose that we are interested in a minimum percentage of the total variability. The percents covered by the first, first and second, etc. are 27.9, 51.3, 66.5, 80.4, 90.0, 94.7, 98.1, 99.2, 99.7, 100 . It is obvious from this information how many we should choose for at least 50%, at least 80% and at least 90%.
