Random cyclic dynamical systems by Adamaszek, Michał et al.
RANDOM CYCLIC DYNAMICAL SYSTEMS
MICHA L ADAMASZEK, HENRY ADAMS, AND FRANCIS MOTTA
Abstract. For X a finite subset of the circle and for 0 < r ≤ 1 fixed, consider the function
fr : X → X which maps each point to the clockwise furthest element of X within angular distance
less than 2pir. We study the discrete dynamical system on X generated by fr, and especially its
expected behavior when X is a large random set. We show that, as |X| → ∞, the expected fraction
of periodic points of fr tends to 0 if r is irrational and to
1
q
if r = p
q
is rational with p and q
coprime. These results are obtained via more refined statistics of fr which we compute explicitly in
terms of (generalized) Catalan numbers. The motivation for studying fr comes from Vietoris–Rips
complexes, a geometric construction used in computational topology. Our results determine how
much one can expect to simplify the Vietoris–Rips complex of a random sample of the circle by
removing dominated vertices.
1. Introduction
Finite cyclic dynamical systems. We are interested in a family of finite dynamical systems
parametrized by a finite subset X ⊆ S1 of the circle and a real number 0 < r ≤ 1. Here S1 = R/Z
is the circle of unit circumference equipped with the arc-length metric. For X ⊆ S1 finite and
0 < r ≤ 1, we define the map fr : X → X which sends each point x ∈ X to the furthest element of
X within clockwise distance less than r from x (equivalently, within angular distance less than 2pir
from x). Iterating fr gives rise to a discrete time dynamical system on X, which we call a cyclic
dynamical system. We can speak of periodic and non-periodic points of fr and the structure and
size of the periodic orbits of fr (see Figure 1(a,b)).
As the set X ⊆ S1 becomes more dense in S1, each cyclic dynamical system fr can be seen as a
discrete approximation of the rigid rotation of the circle by angle 2pir.
Random cyclic systems — main results. To get a sample of the circle one can take a random
set X = Xn of n points chosen uniformly and independently from S
1. What is the asymptotic
behaviour of the cyclic dynamical systems fr : Xn → Xn as n→∞? Our main results analyze the
number of periodic points (denoted per(X, r)) and the structure of periodic orbits.
Main Theorem. Let Xn be a sample of n points chosen uniformly and independently from S
1 and
let 0 < r ≤ 1.
• The expected fraction of periodic points in fr : Xn → Xn is
lim
n→∞
E[per(Xn, r)]
n
=
{
0 if r is irrational,
1
q if r =
p
q is rational.
1
• If r is rational, then asymptotically almost surely there is one periodic orbit.
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1Throughout the paper, whenever r is written as r = p
q
it is understood that p, q ∈ Z are relatively prime.
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Figure 1. Random samples Xn ⊆ S1 (points) and mappings fr : Xn → Xn (edges)
which move each point clockwise as far as possible within a distance less than r with
(a) n = 15, r = 1/3, exhibiting a single periodic orbit of length 4, and (b) n = 30,
r = 5/23, exhibiting two periodic orbits of length 5. Periodic points (squares) and
orbits are colored black, while non-periodic points (dots) are shaded gray. (c) A
5-swift point x, its clockwise-nearest periodic neighbor c, and their first 5 forward
iterates under fr for r = 2/5, as in the proof of Lemma 2.7.
• If r has irrationality exponent 2, then the expected number of periodic points satisfies
E[per(Xn, r)] = Ω(n
1/2−ε) for any ε > 0.
The main theorem is a combination of Theorems 4.6, 4.7, and 5.3.
Our proofs rely on a more refined count of the non-periodic points of dynamical system fr. We
say a non-periodic point x ∈ X is at level i ≥ 0 if x ∈ f ir(X) \ f i+1r (X); let levi(X, r) denote the
number of non-periodic points at level i. Let Ci be the i-th Catalan number, i.e. the number of
Dyck paths from (0, 0) to (2i, 0), and let Ci,q−2 be the number of Dyck paths of height at most
q − 2.
Theorem 4.3. For 0 < r ≤ 1 and i ≥ 0, the expected fraction of points at level i is
`i(r) := lim
n→∞
E[levi(Xn, r)]
n
=
{
1
22i+1
Ci if r /∈ Q,
1
22i+1
Ci,q−2 if r = pq .
Related models. For large n, the map fr : Xn → Xn resembles the rigid rotation of S1 by angle
2pir, but the periodic orbit structures of fr and of a rigid rotation are quite different. Indeed,
for rational r = pq every point of S
1 is periodic under the rigid rotation and there are infinitely
many periodic orbits, whereas for fr only about
1
q -fraction of the points of Xn are periodic and
asymptotically there is a single orbit.
Another way to produce a random endomorphism of an n-element set is to select φ : [n] → [n]
uniformly from the set of all nn possible maps. Expectations of various statistics of φ are known:
asymptotically it has
√
pin
2 periodic points in lnn orbits [5, Theorem 14.33], and the fraction of
points not in the image of φ is (1− 1n)n ≈ e−1. This can be compared with our model. First, fp/q
has asymptotically a higher order of 1qn periodic points, all in a single orbit. If r /∈ Q then we
provide a lower bound Ω(n1/2−ε) on the number of periodic points of fr, which is of similar order of
magnitude as for φ. The expected fraction of points not in the image of fr : Xn → Xn approaches
1/2 for all r < 1.
Application and motivation: Vietoris–Rips complexes. Our initial motivation for consid-
ering the cyclic dynamical system fr was to study Vietoris–Rips complexes of finite subsets of the
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circle. Given a metric space X and a scale parameter r > 0, the Vietoris–Rips simplicial complex
VR(X; r) has X as its vertex set and has a finite subset σ ⊆ X as a simplex whenever the diameter
of σ is less than r. Vietoris–Rips complexes have been used to approximate the shape of a space
from a finite sample [12]. In Proposition 6.4 we leverage the work of [1, 2] to show that for X ⊆ S1
finite, the homotopy type of VR(X; r) is determined by the periodic orbits of dynamical system
fr : X → X.
In applications of computational topology [9, 8] one would like to compute with Vietoris–Rips
complexes, even though the number of simplices of VR(X; r) can be exponential in |X|. One
way to simplify a simplicial complex without changing its homotopy type is to remove dominated
vertices (this operation is also called a dismantling, fold, elementary strong collapse, or LC reduction
[3, 4, 13]). If X is chosen via a random process, how much can one expect to simplify VR(X; r)
by removing dominated vertices? We use the map fr to provide an answer when X is chosen
uniformly at random from S1: the expected number of remaining vertices is o(|X|) for r irrational
and approximately 1q |X| for r = pq rational (Theorem 6.5).
2. Preliminaries on cyclic dynamical systems
2.1. Definitions and basic facts. Let S1 = R/Z be the circle of unit circumference equipped
with the arc-length metric. For x, y ∈ S1 we denote the clockwise distance from x to y by ~d(x, y),
and we denote the closed clockwise arc from x to y by [x, y]S1 . Open and half-open arcs are denoted
similarly.
We give the precise definition of the main object of study in this paper.
Definition 2.1. Let X ⊆ S1 be finite and let 0 < r ≤ 1. We define the map fr : X → X by setting
fr(x) = arg maxy∈X∩[x,x+r)S1{~d(x, y)}. That is, fr(x) is the element of X ∩ [x, x + r)S1 which is
clockwise furthest from x.
One could also use the closed arc [x, x+ r]S1 ; this distinction is irrelevant in the random case.
We also refer to fr : X → X as a dynamical system, by which we mean the discrete time
dynamical system generated by fr. It is easy to check that fr preserves the (weak) cyclic ordering
of points on S1 and, for this reason, we refer to fr as a cyclic dynamical system.
A point x ∈ X is periodic if f ir(x) = x for some i ≥ 1; otherwise, x ∈ X is non-periodic. If x is
periodic then we refer to {f ir(x) | i ≥ 0} as a periodic orbit with length equal to the smallest i ≥ 1
such that f ir(x) = x. The core of a dynamical system is the subsystem restricted to the union of
all periodic points.
The winding number wn(x1, . . . , xs) of a sequence of points x1, . . . , xs ∈ S1 is the number of
times the closed walk x1 → x2 → · · · → xs → x1 wraps around the circle; we have wn(x1, . . . , xs) =∑s
i=1
~d(xi, xi+1) where xs+1 = x1. A periodic orbit of length ` containing x ∈ X has winding
number wn(x, fr(x), . . . , f
`−1
r (x)).
Example 2.2. For 0 ≤ k < n let Regkn denote the “regular” cyclic dynamical system with domain
X = { 0n , 1n , . . . , n−1n } ⊆ S1 and with r = kn + ε for some 0 < ε < 1n , so that fr( in) = i+kn mod 1.
All points of this system are periodic. If d = gcd(k, n) then Regkn has d periodic orbits, each of
length n/d and winding number k/d. It follows from Lemma 2.3 below that the core of any cyclic
dynamical system is isomorphic to Regkn for some 0 ≤ k < n. For the systems in Figure 1(a,b) the
cores are Reg14 and Reg
2
10, respectively.
Consider a periodic orbit of length ` and winding number w. Necessarily ` and w are relatively
prime and w < `. If the points along this periodic orbit are cyclically ordered as x0, . . . , x`−1, then
it follows that fr(xi) = x(i+w) mod ` for all i, since fr is cyclic and bijective on the points of the
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orbit. It is not hard to show that any two periodic orbits are interleaved; this yields the following
lemma.
Lemma 2.3. All periodic orbits of fr : X → X have the same length ` and the same winding
number w.
Definition 2.4. The common value of w` for all periodic orbits of fr : X → X is called the winding
fraction and is denoted wf(X, r).
Since X is finite, the iterates of any point under fr eventually reach a periodic orbit, after which
they wind w times around S1 every ` steps. It follows that for any x ∈ X we have
(1) wf(X, r) = lim
n→∞
1
n
n−1∑
i=0
~d(f ir(x), f
i+1
r (x)).
In particular, since ~d(x, fr(x)) < r for all x ∈ X, we immediately conclude wf(X, r) < r.
Definition 2.5. The level of a non-periodic point x ∈ X is the unique i such that x ∈ f ir(X) \
f i+1r (X). We denote the number of non-periodic points at level i ≥ 0 by levi(X, r), and we write
per(X, r) for the number of periodic points of the system.
By convention we set f0r = idX , so the vertices at level 0 are those not in the image of fr. Of
course, we have per(X, r) = |X| −∑i≥0 levi(X, r).
2.2. Swift points. When r = pq is rational, we introduce a useful tool for identifying some of the
periodic points of fr : X → X, which we will then count in Theorem 4.6.
Definition 2.6. For r = pq , a point x ∈ X is q-swift if wn(x, fr(x), . . . , f qr (x)) = p and the open
arc (f qr (x), x)S1 does not contain any point of X.
Each step under fp/q moves points by less than
p
q , so during q steps we wrap around the circle
at most p times. Intuitively, x is q-swift if in q steps it moves as far as possible, wrapping around
S1 almost p times and ending at the nearest counter-clockwise neighbor of x; see Figure 1(c).
Lemma 2.7. Suppose r = pq and fr : X → X contains a q-swift point x. Then the point f qr (x) is
periodic, and the system has a single periodic orbit whose winding number w and length ` satisfy
`p− wq = 1.
Definition 2.6 is really a special case of a more general notion (Definition 2.8) useful for identifying
periodic points; a q-swift point will be the same thing as a (q, 0)-swift point. Lemma 2.7 follows
from the more general Lemma 2.9.
Definition 2.8. For r = pq , a point x ∈ X is (q, i)-swift if wn(x, fr(x), . . . , f qr (x)) = p and x is the
first clockwise point after the preimage set f−ir (f
q+i
r (x)).
Lemma 2.9. Suppose r = pq and fr : X → X contains a (q, i)-swift point x. Then the point f q+ir (x)
is periodic, and the system has a single periodic orbit whose winding number w and length ` satisfy
`p− wq = 1.
Proof. Let c be the first periodic point equal to or clockwise after a (q, i)-swift point x, as in
Figure 1(c). Since fr preserves the cyclic ordering of X, by comparing iterates of c and x we
see wn(c, fr(c), . . . , f
q
r (c)) = p. This follows since f
q
r (c) ∈ [f qr (x), c)S1 , where the interval is half
open because c cannot wrap p times around S1 in q steps. By definition of c, (x, c)S1 contains no
periodic points and hence no iterates of c. Thus, the only possible periodic points in [f qr (x), c)S1
are in [f qr (x), x)S1 . That means
f qr (c) ∈ X ∩ [f qr (x), x)S1 ⊆ f−ir (f q+ir (x)),
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where the last inclusion follows from the observation that if y ∈ X∩ [f qr (x), x) but y /∈ f−ir (f q+ir (x)),
then y must be clockwise after f−ir (f
q+i
r (x)), which violates the assumption that x is (q, i)-swift. It
follows from f qr (c) ∈ f−ir (f q+ir (x)) that f q+ir (c) = f q+ir (x) and so f q+ir (x) is periodic.
If c′ ∈ X∩[f qr (x), x)S1 is any periodic point then f ir(c′) = f q+ir (x) = f ir(f qr (c)). Since fr restricted
to the set of periodic points is a bijection, we get c′ = f qr (c). It follows that the arc (f qr (c), x)S1 ,
and consequently also the arc (f qr (c), c)S1 , contain no periodic points.
We showed that f qr (c) and c are two consecutive (in the clockwise direction) periodic points of
fr, and they belong to same orbit. That implies fr has a single periodic orbit, since we observed
that multiple periodic orbits must be interleaved. It follows that the core of fr is isomorphic to
Regw` for `, w coprime. The identification c = 0, which implies f
q
r (c) =
`−1
` , combined with fact
that f qr (c) is obtained from c in q steps of winding number p, translates to the equation q
w
` = p− 1` ,
i.e. `p− wq = 1. 
3. Classifying and counting non-periodic points
3.1. Probabilistic preliminaries. We now describe the probabilistic background for our calcu-
lations. Let Xn ⊆ S1 be a set of n points sampled independently and uniformly at random. Fix a
point p ∈ S1, and let Pn = min{~d(p, x) : x ∈ Xn} be the random variable measuring the distance
from p to the nearest clockwise point of Xn. For 0 < d ≤ 1 we have P[Pn > d] = (1 − d)n. As a
consequence, for every fixed t > 0 we get
P[nPn > t] = P[Pn >
t
n ] = max{0, (1− tn)}n → e−t as n→∞,
meaning that the sequence of random variables nPn converges in distribution to the exponential
random variable T on [0,∞). The exponential distribution has tail P[T > t] = e−t and density e−t
for t ≥ 0.
Now suppose we have multiple marked points p1, . . . , pk ∈ S1, each with its own sequence of
random variables P jn = min{~d(pj , x) : x ∈ Xn}. For any fixed n the variables P 1n , . . . , P kn are not
independent. This observation is clear if n is taken to be small, say n < k, in which case there
must be some pi and pj whose nearest clockwise neighbor is the same point x ∈ Xn. However, as
n → ∞ the nearest clockwise neighbors to each pj (j = 1, . . . , k) are all distinct with probability
tending to 1. We conclude that the joint distribution of (nP 1n , . . . , nP
k
n ) converges to a tuple of
k independent exponential random variables (T1, . . . , Tk). In particular, for any measurable event
S ⊆ Rk+ = {x = (x1, . . . , xk) : xi ≥ 0} we have
lim
n→∞P[(nP
1
n , . . . , nP
k
n ) ∈ S] = P[(T1, . . . , Tk) ∈ S] =
∫
S
e−‖x‖1dx.
Here ‖x‖1 =
∑k
i=1 xi since xi ≥ 0.
In Sections 3.3–3.5 we use a more complicated variant where the marked points p1, . . . , pk are not
fixed in advance, and instead pj depends on pj−1 and its nearest neighbor in Xn. This will require
longer calculations which we defer to Appendix A. However, the intuition remains the same: as
long as k is fixed and n → ∞, the principle of asymptotic independence discussed above will still
apply because the pjs will be sufficiently separated.
3.2. Example: number of points in the image of fr. We will illustrate the above method by
arguing that the expected fraction of points in the image of fr for r < 1 approaches
1
2 as n→∞.
Fix x0 ∈ Xn; we want to show that limn→∞P[x0 ∈ fr(Xn)] = 12 . Let z be the distance from x0
to the nearest clockwise point of Xn (call that point y0), and let w be the distance from x0 − r
to the nearest clockwise point of Xn (call that point x1). If w < z then fr(x1) = x0, and hence
x0 ∈ fr(Xn). If w > z then fr(x1) is clockwise at least as far as y0, and moreover x0 /∈ fr(Xn).
The event w = z has probability 0. As discussed above, for large n the distributions of nw and
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nz can be approximated by a pair of identical independent exponential random variables; hence
limn→∞P[w < z] = limn→∞P[w > z] = 12 by symmetry. It follows that limn→∞P[x0 ∈ fr(Xn)] =
limn→∞P[x0 /∈ fr(Xn)] = 12 . This example is the specific case of Theorem 4.3 when i = 0 and
r < 1.
3.3. Determining the level of a non-periodic point. Let X ⊆ S1 be any finite subset (not
necessarily random) and fix x0 ∈ X. We define a sequence x0, y0, x1, y1, . . . ∈ X as follows (see
Figure 2(a)). First, let y0 be the nearest clockwise neighbor of x0. Inductively, we define xj as
the nearest clockwise point of X strictly after xj−1 − r and yj as the nearest clockwise point of X
strictly after yj−1 − r. The significance of these points follows from the next lemma.
Lemma 3.1. For i ≥ 0 we have f−ir (x0) = X ∩ [xi, yi)S1.
Proof. This is true by definition when i = 0. For the induction step, since xi, yi ∈ X we have
f−1r (X ∩ [xi, yi)S1) = X ∩ (xi−1 − r, yi−1 − r]S1 = X ∩ [xi+1, yi+1)S1 .

It is possible that xi = yi, which happens precisely when [xi−1− r, yi−1− r)S1 contains no points
of X (Figure 2(c)). In that case f−ir (x0) = ∅, the point x0 is at level i− 1, and xj = yj for j ≥ i.
Our purpose in defining the sequence xi (or similarly, the sequence yi) is actually to understand
the sequence of gaps between the points xi−1 − r and xi, which we think of as a lag in the po-
tential distance to travel under fr. Relationships between these gaps, made precise in Lemma 3.2,
characterize the level of x0.
We define a sequence of distances z1, w1, z2, w2, . . . ∈ R+ as follows. We set z1 = ~d(x0, y0) and
for j ≥ 1, we set wj = ~d(xj−1 − r, xj) and zj+1 = ~d(yj−1 − r, yj).
Lemma 3.2. For i ≥ 0 we have x0 ∈ f ir(X) if and only if
∑i
j=1wj ≤
∑i
j=1 zj.
Proof. The relation
~d(xi, yi) = ~d(xi−1 − r, yi−1 − r) + zi+1 − wi = ~d(xi−1, yi−1) + zi+1 − wi
implies by induction that ~d(xi, yi) =
∑i+1
j=1 zj −
∑i
j=1wj for i ≥ 0. By Lemma 3.1,
x0 ∈ f ir(X) ⇐⇒ xi 6= yi ⇐⇒ wi ≤ ~d(xi−1 − r, yi−1 − r) = ~d(xi−1, yi−1) =
i∑
j=1
zj −
i−1∑
j=1
wj ,
completing the proof. 
3.4. Expected fraction of points at each level. If Xn is a random sample, then the distances
zj and wj become random variables, which can be used to calculate the probability that an element
of Xn is at level i as n → ∞ (Proposition 3.4). We adopt the convention that points in R2i+2+
are labelled as sequences u = (z1, . . . , zi+1, w1, . . . , wi+1). If H is a linear inequality with variables
zj , wj , then we let ¬H denote the inverse inequality. For instance, if H is z1 ≥ w1 then ¬H is
z1 < w1. By an abuse of notation we also let H denote the subset of all points in R2i+2+ satisfying the
linear inequality H. For 1 ≤ j, k ≤ i+1, let H(j, k) denote the inequality z1+· · ·+zj ≥ w1+· · ·+wk.
Definition 3.3. We define the convex cones Ki and Ki(q) in R2i+2+ by the following inequalities:
(2)
Ki : H(1, 1), H(2, 2), . . . , H(i, i), ¬H(i+ 1, i+ 1).
Ki(q) : H(1, 1), H(2, 2), . . . , H(i, i), ¬H(i+ 1, i+ 1),
¬H(1, q − 1), ¬H(2, q), . . . , ¬H(i− q + 2, i).
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x0
y1 − r
x1 − r
z1
w1
x0 − r
x1
y0 − r
y1
y2
x2
z2
z3
w2
y0
(a)
xi−1 − r
yi−1 − r
xi = yi
wi
zi+1
(c)
(b)
x0
y0
xq−1 − r
w1 + . . .+ wq−1
z1
Figure 2. (a) Points xj , yj and distances zj , wj . (b) The event when xq−1 − r ∈
[x0, y0)S1 and xq = y0, as considered in the proof of Proposition 3.4 for r =
p
q . (c)
Instance when x0 is a level i− 1 point and xi = yi.
If i ≤ q − 2, then the second row of inequalities defining Ki(q) is empty and Ki(q) = Ki.
We will now prove the main technical result of this section, Proposition 3.4. Two steps in the
proof, which use the principle of asymptotic independence introduced in Section 3.1, are deferred
to Appendix A.
Proposition 3.4. For 0 < r ≤ 1 and i ≥ 0, the expected fraction of points at level i is
`i(r) := lim
n→∞
E[levi(Xn, r)]
n
=
{∫
Ki
e−‖u‖1du if r /∈ Q,∫
Ki(q)
e−‖u‖1du if r = pq .
Proof. Fix i ≥ 0 and fix some x0 ∈ Xn. We want to compute the probability that x0 is at level i;
this occurs when x0 ∈ f jr (Xn) for 1 ≤ j ≤ i and x0 /∈ f i+1r (Xn). By Lemma 3.2 this is equivalent
to the following conditions on u = (z1, . . . , zi+1, w1, . . . , wi+1):
(3) z1 ≥ w1, . . . , z1 + · · ·+ zi ≥ w1 + · · ·+ wi, z1 + · · ·+ zi+1 < w1 + · · ·+ wi+1,
or in other words, to the condition u ∈ Ki. We have
`i(r) = lim
n→∞P[x0 at level i] = limn→∞P[u ∈ Ki].
Moreover, as long as i is fixed, we can pick n sufficiently large so that, with probability arbitrarily
close to 1, the points x0, x1, x2, . . . , xi are arbitrarily close to x0, x0− r, x0− 2r, . . . , x0− ir and the
arcs [x0, y0]S1 , [x0 − r, y1]S1 , . . . , [xi − r, yi+1]S1 are arbitrarily short (Figure 2).
When r /∈ Q, by Lemma A.3 we have
lim
n→∞P[u ∈ Ki] = limn→∞P[nu ∈ Ki] =
∫
Ki
e−‖u‖1du,
where the first equality follows since Ki is a cone. The intuition behind Lemma A.3 is that, since
r /∈ Q, the points x0, x0 − r, x0 − 2r, . . . , x0 − ir are all distinct and, for n sufficiently large, the
arcs [x0, y0]S1 , [x0 − r, y1]S1 , . . . , [xi − r, yi+1]S1 are almost surely pairwise disjoint. Therefore, the
distances zj , wj can be treated as asymptotically independent (they depend on the local structure
of the sample in sufficiently separated locations on the circle). By the discussion of Section 3.1, nu
converges to a (2i+ 2)-tuple of independent exponential variables as n→∞.
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Next let r = pq be rational. The points x0, x0 − r, x0 − 2r, . . . , x0 − ir are no longer distinct,
and therefore we cannot directly treat u as a sequence of independent random variables. Indeed,
the event xj = yj−q now happens with positive probability for any j ≥ q (see Figure 2(b) for the
case j = q), leading to a linear relation between the entries of u and excluding the possibility of
asymptotic independence. However, we will show that those situations produce periodic points,
rather than points at level i, and can be excluded using the additional inequalities defining Ki(q),
so that we can again restrict to disjoint intervals.
We claim that if u is a sequence of gaps from points on the circle, then u ∈ Ki if and only if
u ∈ Ki(q). First, suppose that xq−1 − r ∈ [x0, y0)S1 , as in Figure 2(b). Then xq = y0 and hence
f qr (y0) = x0, so y0 is q-swift and x0 is periodic (hence not at level i) by Lemma 2.7. The condition
xq−1 − r ∈ [x0, y0)S1 is equivalent to w1 + · · · + wq−1 < z1, which is H(1, q − 1). It follows that
¬H(1, q− 1) is a necessary condition for x0 to be at level i; this negation also implies that the arcs
[x0, y0]S1 and [xq, yq]S1 are disjoint.
Under the assumption ¬H(1, q − 1) we next look at the relative order of y0 − r, xq − r and
y1. If xq − r ∈ [y0 − r, y1)S1 then xq+1 = y1 is the first point of Xn clockwise after preimage set
f−1r (x0) = X ∩ [x1, y1)S1 . Moreover, f q+1r (y1) = x0. This means that y1 is (q, 1)-swift and x0
is periodic by Lemma 2.9. Excluding this situation requires the condition ¬H(2, q), which also
assures that [x1, y1]S1 and [xq+1, yq+1]S1 are disjoint.
Proceeding in a similar fashion, we see that the second row of conditions defining Ki(q) in (2)
guarantees that x0 is not a (q+j)-th image of some (q, j)-swift point, which is a necessary condition
for x0 to be at level i. It follows that if u is a sequence of gaps from points on the circle, then
u ∈ Ki if and only if u ∈ Ki(q). We have
`i(r) = lim
n→∞P[u ∈ Ki] = limn→∞P[u ∈ Ki(q)] = limn→∞P[nu ∈ Ki(q)] =
∫
Ki(q)
e−‖u‖1du,
where the last equality is proven in Lemma A.4. The intuition behind Lemma A.4 is that con-
ditioning on Ki(q) means that the distances wj , zj can be treated as asymptotically independent,
and so when restricted to Ki(q) the random variable nu again converges to 2i + 2 independent
exponential variables. 
3.5. Periodic points with (q, i)-swift certificates. Using the last proof we can also compute,
for r = pq , the asymptotic expected fraction of periodic points whose periodicity can be certified
using Lemma 2.9. This will be used to get a lower bound on the expected fraction of periodic
points in the proof of Theorem 4.6.
To make this more precise, we say that a periodic point x0 is of swiftness type i if i is the
smallest index such that x0 = f
q+i
r (y) for some (q, i)-swift point y. Clearly a periodic point can
be of swiftness type i for at most one value of i, and it is also possible2 that a periodic point is
not of swiftness type i for any i. For i ≥ 0 let swii(X, pq ) denote the number of periodic points
of fp/q : X → X of swiftness type i. Let Si(q) ⊆ R2i+2q−2+ be the cone defined by the following
inequalities in variables u = (z1, . . . , zi+q−1, w1, . . . , wi+q−1):
(4)
Si(q) : H(1, 1), H(2, 2), . . . , H(i+ q − 1, i+ q − 1),
¬H(1, q − 1), ¬H(2, q), . . . , ¬H(i, i+ q − 2), H(i+ 1, i+ q − 1).
The next result now follows from the proof technique of Proposition 3.4 and from Lemma A.5.
2Indeed, let X = {0, 1
3
, 2
3
} and let r = p
q
= 4
9
. Then fr has one periodic orbit of length three. In this example fr
is invertible, and hence f−ir (f
q+i
r (x)) = f
q
r (x) = x for all x ∈ X and i ≥ 0. Since the clockwise first neighbor of x is
fr(x) 6= x, no point is (q, i)-swift for any i and no periodic point is of swiftness type i for any i.
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Figure 3. Three types of posets whose linear extensions are counted by Catalan
numbers Ci, Ci,q−2 and C ′i,q−2, respectively, in the proof of Proposition 4.1. Black
arrow tips emphasize a relation opposite to the preceding ones.
Proposition 3.5. For r = pq and i ≥ 0, the expected fraction of periodic points of swiftness type i
is
swi(p/q) := lim
n→∞
E[swii(Xn,
p
q )]
n
= lim
n→∞P[u ∈ Si(q)] =
∫
Si(q)
e−‖u‖1du.
We have established the limiting probabilities that a point is at level i or of swiftness type i in
the forms of integrals. It now remains to compute these integrals explicitly, which will allow us to
compute the expected fraction of periodic points.
4. Fraction of periodic points and Catalan numbers
In this section we use a bijective argument to compute the exponential integrals appearing in
Propositions 3.4 and 3.5. Recall that a Dyck path of order i is a path in R2 from (0, 0) to (2i, 0)
with i up-steps of the form (1, 1) and i down-steps of the form (1,−1), in which y ≥ 0 for all points
(x, y) on the path. The number of Dyck paths of order i is the Catalan number Ci =
1
i+1
(
2i
i
)
. We
need two generalizations of Catalan numbers:
(i) Ci,h is the number of paths starting at (0, 0) with i up-steps and i down-steps, such that
0 ≤ y ≤ h for all (x, y) on the path. These are Dyck paths of height bounded by h. Such
paths end at (2i, 0).
(ii) C ′i,h is the number of paths starting at (0, 0) with i + h up-steps and i down-steps, such
that 0 ≤ y ≤ h for all (x, y) on the path. Such paths end at (2i+ h, h).
Proposition 4.1. For i ≥ 0 and q ≥ 2 the exponential integrals over the cones in (2) and (4) are∫
Ki
e−‖u‖1du =
1
22i+1
Ci,
∫
Ki(q)
e−‖u‖1du =
1
22i+1
Ci,q−2,
∫
Si(q)
e−‖u‖1du =
1
22i+q−1
C ′i,q−2.
The Ki case can be proven using the ideas and techniques of [7, Appendix B] and the references
within. In order to handle all three cases of Ki, Ki(q), and Si(q) simultaneously, we combinatorially
split these cones into Ci (resp. Ci,q−2 and C ′i,q−2) smaller parts. We compute the integral over each
part using the following lemma, verified by a straightforward computation.
Lemma 4.2. For any k > m ≥ 1 we have I(k,m) := ∫0≤t1≤···≤tk e−tm−tk dt1 · · · dtk = 12m .
Proof of Proposition 4.1. We need to compute
∫
Ki
e−‖u‖1 du =
∫
Ki
e−
∑i+1
j=1 zj−
∑i+1
j=1 wj dz1 · · · dwi+1.
The linear substitution
s1 = z1, s2 = z1 + z2, . . . , si+1 = z1 + · · ·+ zi+1,
t1 = w1, t2 = w1 + w2, . . . , ti+1 = w1 + · · ·+ wi+1,
whose determinant is one, reduces this integral to
∫
K′i
e−si+1−ti+1 ds1 · · · dti+1, where K ′i is the cone
determined by the inequalities
(5) 0 ≤ s1 ≤ · · · ≤ si+1, 0 ≤ t1 ≤ · · · ≤ ti+1, s1 ≥ t1, . . . , si ≥ ti, si+1 < ti+1.
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These relations are depicted in Figure 3(a). Consider all possible ways to impose a total order
on the variables si, ti satisfying (5); necessarily si+1 ≤ ti+1 are the two largest. The remaining
variables s1, . . . , si, t1, . . . , ti can be ordered in Ci ways, which one can see by thinking of the tj as
up-steps and of the sj as down-steps.
3 Therefore K ′i splits into Ci smaller cones, one for each total
ordering of 2i + 2 variables, and the integral over each is of the form I(2i + 2, 2i + 1). It follows
that
∫
Ki
e−‖u‖1du = 1
22i+1
Ci.
The computation for Ki(q) proceeds similarly, but from (2) we get additional constraints sj <
tj+q−2 for 1 ≤ j ≤ i − q + 2. The number of total orderings (Figure 3(b)) is now Ci,q−2, giving∫
Ki(q)
e−‖u‖1du = 1
22i+1
Ci,q−2.
The same substitution translates the inequalities (4) defining Si(q) into the constraints
(6)
0 ≤ s1 ≤ · · · ≤ si+q−1, 0 ≤ t1 ≤ · · · ≤ ti+q−1, s1 ≥ t1, . . . , si+q−1 ≥ ti+q−1
s1 < tq−1, . . . , si < ti+q−2, si+1 ≥ ti+q−1.
In every total order compatible with (6) (Figure 3(c)) the biggest variables are ti+q−1 ≤ si+1 ≤ · · · ≤
si+q−1, and the other variables can be ordered in C ′i,q−2 ways (there remain i of the s and i+q−2 of
the t variables, with constraints of the form sj < tj+q−2). The integral of e−si+q−1−ti+q−1 over each
resulting subcone is of type I(2i+ 2q − 2, 2i+ q − 1) and so the total integral is 1
22i+q−1C
′
i,q−2. 
Theorem 4.3. For 0 < r ≤ 1 and i ≥ 0, the expected fraction of points at level i is
`i(r) = lim
n→∞
E[levi(Xn, r)]
n
=
{
1
22i+1
Ci if r /∈ Q,
1
22i+1
Ci,q−2 if r = pq .
Proof. This follows immediately from Propositions 3.4 and 4.1. 
Remark 4.4. If i ≤ q − 2, then Ci,q−2 = Ci and hence `i(pq ) = `i(r) for any irrational r. Also,
for any r < 1, the expected fraction of points at level 0 (i.e. not in the image of fr) as n → ∞ is
`0(r) =
1
2 .
Remark 4.5. We have `0(
1
2) =
1
2 , and for i > 0 we have Ci,0 = 0 and hence `i(
1
2) = 0. This is
a special feature of r = 12 not related to randomness. We leave it as an exercise that if X ⊆ S1
is a finite set without antipodal pairs then levi(X,
1
2) = 0 for i > 0, i.e. every point of the system
f1/2 : X → X is either periodic or at level 0.
The generating function of Catalan numbers is C(x) :=
∑∞
i=0Cix
i = 2
1+
√
1−4x . This well-known
fact follows from the recurrence relation C0 = 1 and Cn+1 =
∑n
j=0CjCn−j . The recurrence re-
lations for Ci,h and C
′
i,h can be derived with similar arguments, yielding C0,h = 1, Cn+1,h =∑n
j=0Cj,h−1Cn−j,h and C
′
0,h = 1, C
′
n+1,h =
∑n+1
j=0 C
′
j,h−1Cn+1−j,h, n ≥ 0. By standard manipu-
lations we get the following relations between the generating functions Ch(x) :=
∑∞
i=0Ci,hx
i and
C ′h(x) :=
∑∞
i=0C
′
i,hx
i:
(7) C0(x) = C
′
0(x) = 1, Ch(x) =
1
1− xCh−1(x) , C
′
h(x) = C
′
h−1(x)Ch(x), h ≥ 1.
The proof of [11, Theorem 2] gives a closed form Ch(x) = Uh(
1
2
√
x
)/
(√
xUh+1(
1
2
√
x
)
)
where Uh(x)
are the Chebyshev polynomials of the second kind defined by U0(x) = 1, U1(x) = 2x, and Uh(x) =
2xUh−1(x)− Uh−2(x) for h ≥ 2. From there, or directly from (7), one proves by induction that
C(14) = 2, Ch(
1
4) = 2
h+1
h+2 , C
′
h(
1
4) = 2
h+1 1
h+2 , h ≥ 0.
3One of the (many) standard interpretations of Ci is the number of linear extensions of the ladder poset 2× i [14,
Ex. 6.19.(aaa)].
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Propositions 3.4, 3.5 together with 4.1 and the above equations now imply
(8)
∑
i≥0
`i(r) =
{∑
i≥0
1
22i+1
Ci =
1
2C(
1
4) = 1 if r /∈ Q,∑
i≥0
1
22i+1
Ci,q−2 = 12Cq−2(
1
4) =
q−1
q if r =
p
q ,∑
i≥0
swi(
p
q ) =
∑
i≥0
1
22i+q−1C
′
i,q−2 =
1
2q−1C
′
q−2(
1
4) =
1
q .
Theorem 4.6. The expected fraction of periodic points is limn→∞
E[per(Xn,r)]
n =
{
0 if r /∈ Q,
1
q if r =
p
q .
Proof. For any finite X ⊆ S1 we have per(X, r) = |X| −∑i≥0 levi(X, r) and also (Section 3.5)
per(X, pq ) ≥
∑
i≥0 swii(X,
p
q ). Hence the result follows from (8) and the bounds
lim
n→∞
1
n
E[per(Xn, r)] ≤ 1−
∑
i≥0
`i(r), lim
n→∞
1
n
E[per(Xn,
p
q )] ≥
∑
i≥0
swi(
p
q ).

Theorem 4.7. If r = pq then asymptotically almost surely fr : Xn → Xn has a single periodic
orbit, with winding number wn and length `n satisfying `np− wnq = 1.
Proof. By Propositions 3.5 and 4.1, a point ofXn is q-swift with probability approaching
1
2q−1C
′
0,q−2 =
1
2q−1 . So asymptotically almost surely Xn has a q-swift point and hence Lemma 2.7 applies. 
5. The number of periodic points for r irrational
The results so far give a fairly complete understanding of the asymptotic dynamics of fr : Xn →
Xn when r =
p
q . When r /∈ Q we lack a notion corresponding to q-swiftness, and we don’t yet have
a precise estimate of the number of periodic points other than the o(n) bound of Theorem 4.6. In
this section we take a first step in that direction.
Definition 5.1. The irrationality exponent of a real number r is the supremum of the set of real
numbers α for which the inequality 0 < |r − pq | < 1qα has infinitely many integer solutions p, q.
The irrationality exponent of almost all real numbers (that is, all except a set of Lebesgue
measure zero) is 2 [6, Theorem E.3].
In Section 2.1 we defined the winding fraction wf(X, r) and observed that wf(X, r) < r. One
would expect that wf(Xn, r) approaches r when n → ∞, and the next lemma makes that quanti-
tative.
Lemma 5.2. For 0 < r ≤ 1 we have P[wf(Xn, r) ≥ r − 2 lnnn ] ≥ 1− 1n .
Proof. For any x ∈ Xn the event ~d(x, fr(x)) < r− 2 lnnn occurs if the arc [x+r− 2 lnnn , x+r)S1 contains
no point of Xn. The length of that arc is
2 lnn
n , and so this event has probability (1− 2 lnnn )n−1 < n−2
(for n ≥ 3). By the union bound, all x ∈ Xn satisfy ~d(x, fr(x)) ≥ r− 2 lnnn with probability at least
1− 1n , and the result follows from (1). 
Theorem 5.3. Let r ∈ (0, 1) have irrationality exponent 2. For any ε > 0 the number of periodic
points of fr satisfies limn→∞P[per(Xn, r) > n1/2−ε] = 1, and hence E[per(Xn, r)] = Ω(n1/2−ε).
Proof. Let α satisfy 12−ε < 1α < 12 . Since α > 2, the set of all p, q such that 0 < r− pq < 1qα is finite.
Hence for sufficiently large n we have that 0 < r− pq < 2 lnnn implies 1qα ≤ r− pq . Let wf(Xn, r) = pq .
By Lemma 5.2, with probability at least 1 − 1n we have 0 < r − pq < 2 lnnn , and therefore 1qα ≤
11
r − pq < 2 lnnn . Hence asymptotically almost surely we have per(Xn, r) ≥ q > ( n2 lnn)1/α > n1/2−ε,
where the last inequality follows since 12 − ε < 1α . 
6. Application to Vietoris–Rips complexes
For concepts in topology and combinatorial topology we refer to Kozlov [10]. The Vietoris–Rips
complex [12, 9] captures the topological features of a metric space at a given proximity scale.
Definition 6.1. Let X be a metric space and let r ≥ 0. The Vietoris–Rips simplicial complex
VR(X; r) has vertex set X, and has a finite subset σ ⊆ X as a face if and only if the diameter of
σ is less than r.
For X ⊆ S1 finite, VR(X; r) is the clique complex of the graph connecting each x ∈ X with
points in X ∩ (x − r, x + r)S1 . If r > 12 this graph is complete, so here we restrict to the case
0 < r < 12 .
If x, y are two vertices of a simplicial complex K, then we say x is dominated by y if x ∈ σ ∈ K
implies σ ∪ {y} ∈ K for every simplex σ ∈ K. If D ⊆ V (K) is a set of vertices, such that each
x ∈ D is dominated by some y ∈ V (K) \D, then K and K \D are homotopy equivalent [3, 4, 13].
The passage from K to K \D is called dismantling.
Lemma 6.2. Suppose X ⊆ S1 is finite and 0 < r < 12 . If x0 /∈ fr(X) then x0 is dominated in
VR(X; r) by some vertex in fr(X).
Proof. Let x′0 be the first point clockwise from x0 which lies in fr(X). We haveX∩(x0−r, x′0−r]S1 =
f−1r (X ∩ [x0, x′0)S1) = ∅. It follows that X ∩ (x0 − r, x0 + r)S1 ⊆ X ∩ (x′0 − r, x′0 + r)S1 ; therefore
x0 is dominated by x
′
0. 
The following is an immediate consequence.
Lemma 6.3. Let X ⊆ S1 be finite, let 0 < r < 12 , and let i ≥ 0. Then VR(f ir(X); r) dismantles
to VR(f i+1r (X); r).
In particular VR(X; r) dismantles to a homotopy equivalent subcomplex induced by the periodic
points of fr. We call this subcomplex the core of VR(X; r). It has no dominated vertices, and so
it is not dismantlable any further.
We can now state a description of the homotopy type of VR(X; r) exclusively in terms of the
dynamical system fr. Below we denote by orb(X, r) the number of periodic orbits of fr : X → X,
and
∨m Y is a wedge sum of m copies of topological space Y . The next proposition is a restatement
of Corollary 4.5 of [1] using the notation of this paper.
Proposition 6.4. If X ⊆ S1 is finite and 0 < r < 12 , then there is a homotopy equivalence
VR(X; r) '
{
S2l+1 if l2l+1 < wf(X, r) <
l+1
2l+3∨orb(X,r)−1 S2l if wf(X, r) = l2l+1 for some l ∈ N.
Proof. By Corollary 4.5 of [1], we need only consider the case where
(9)
l
2l + 1
= wf(X; r) =
k
n
and the core of fr : X → X is isomorphic to to Regkn. We must show orb(X, r) − 1 = n − 2k − 1,
which follows since (9) implies
orb(X, r) = gcd(n, k) =
k
l
= n− 2k.

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Using these observations we can apply the main results of this paper to deduce the expected
asymptotic properties of VR(Xn; r), most notably the expected number of vertices in the core.
Theorem 6.5. Let Xn ⊆ S1 be a sample of n points chosen independently, uniformly at random.
Let 0 < r < 12 .
(a) The expected number of vertices in the core of VR(Xn; r) is{
1
qn+ o(n) if r =
p
q ,
o(n) if r /∈ Q.
If r has irrationality exponent 2, then the expected number of vertices in the core is Ω(n1/2−ε)
for any ε > 0.
(b) Asymptotically almost surely VR(Xn; r) is homotopy equivalent to a sphere of dimension
2
⌈
r
1−2r
⌉− 1.
Proof. Part (a) is simply Theorems 4.6 and 5.3. For (b), let l be such that l2l+1 < r ≤ l+12l+3 ,
that is l =
⌈
r
1−2r
⌉ − 1. By Lemma 5.2 a.a.s. l2l+1 < wf(Xn, r) < r ≤ l+12l+3 , and (b) follows from
Proposition 6.4. 
References
[1] Micha l Adamaszek and Henry Adams. Vietoris–Rips complexes of a circle. Preprint, arxiv/1503.03669, 2015.
[2] Micha l Adamaszek, Henry Adams, Florian Frick, Chris Peterson, and Corrine Previte-Johnson. Nerve complexes
of circular arcs. Discrete & Computational Geometry, to appear.
[3] Eric Babson and Dmitry N Kozlov. Complexes of graph homomorphisms. Israel Journal of Mathematics,
152(1):285–312, 2006.
[4] Jonathan A Barmak. Star clusters in independence complexes of graphs. Advances in Mathematics, 241:33–57,
2013.
[5] Be´la Bolloba´s. Random Graphs. Number 73 in Cambridge studies in advanced mathematics. Cambridge Univer-
sity Press, second edition, 2001.
[6] Yann Bugeaud. Distribution Modulo One and Diophantine Approximation. Cambridge Tracts in Mathematics.
Cambridge University Press, 2012.
[7] Jason Cantarella and Clayton Shonkwiler. The symplectic geometry of closed equilateral random walks in 3-space.
The Annals of Applied Probability, 26(1):549–596, 2016.
[8] Gunnar Carlsson. Topology and data. Bulletin of the American Mathematical Society, 46(2):255–308, 2009.
[9] Herbert Edelsbrunner and John L Harer. Computational Topology: An Introduction. American Mathematical
Society, Providence, 2010.
[10] Dmitry N Kozlov. Combinatorial Algebraic Topology, volume 21 of Algorithms and Computation in Mathematics.
Springer, 2008.
[11] Christian Krattenthaler. Permutations with restricted patterns and Dyck paths. Advances in Applied Mathemat-
ics, 27(2):510–530, 2001.
[12] Janko Latschev. Vietoris–Rips complexes of metric spaces near a closed Riemannian manifold. Archiv der Math-
ematik, 77(6):522–528, 2001.
[13] Jiˇr´ı Matousˇek. LC reductions yield isomorphic simplicial complexes. Contributions to Discrete Mathematics,
3(2), 2008.
[14] Richard P Stanley. Enumerative Combinatorics, Volume 2. Cambridge Studies in Advanced Mathematics. Cam-
bridge University Press, 1999.
Appendix A. Proofs of asymptotic independence
In this appendix we provide the asymptotic independence results (Lemmas A.3–A.5) which are
needed for the proofs of Propositions 3.4 and 3.5.
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Lemma A.1. Fix m ∈ N and let x = (x1, . . . , xm) ∈ Rm+ . Let 0 < c ≤ 1m . Consider the sequence
of functions fn,m : Rm+ → R for n ≥ m+ 2 defined by
fn,m(x) =
{
(n−1)(n−2)···(n−m)
(n−m−1)m (1− ‖x‖1n−m−1)n−m−1 if x ∈ (0, (n−m− 1)c)m,
0 otherwise.
Then for any Lebesgue measurable set S ⊆ Rm+ we have
lim
n→∞
∫
S
fn,m(x) dx =
∫
S
e−‖x‖1 dx.
Proof. First we claim fn,m(x)→ e−‖x‖1 pointwise for all x ∈ Rm+ . Indeed limn→∞(n−m−1)c =∞
and
lim
n→∞
(n− 1)(n− 2) · · · (n−m)
(n−m− 1)m = 1 and limn→∞
(
1− ‖x‖1
n−m− 1
)n−m−1
= e−‖x‖1 .
Next, define g : Rm+ → R via g(x) = (m + 1)!e−‖x‖1 . We claim that |fn,m(x)| ≤ g(x) for all
x ∈ Rm+ since the maximum of (n−1)(n−2)···(n−m)(n−m−1)m over all n ≥ m+ 2 occurs when n = m+ 2 and is
equal to (m+ 1)!. Also, for any x ∈ (0, (n−m− 1)c)m we have∣∣∣(1− ‖x‖1
n−m− 1
)n−m−1∣∣∣ = (1− ‖x‖1
n−m− 1
)n−m−1
since x ∈ (0, (n−m− 1)c)m with c ≤ 1m
≤ (e− ‖x‖1n−m−1 )n−m−1 since 1− t ≤ e−t
= e−‖x‖1 .
Finally, since ∫
Rm+
g(x) dx = (m+ 1)!
∫ ∞
0
· · ·
∫ ∞
0
e−x1−...−xm dxm · · · dx1 = (m+ 1)!,
g is integrable. Hence the dominated convergence theorem implies for any Lebesgue measurable
set S ⊆ Rm+ we have
lim
n→∞
∫
S
fn,m(x) dx =
∫
S
e−‖x‖1 dx.

For any set S ⊆ Rm and a ∈ R we define aS = {ax | x ∈ S}. A cone K ⊆ Rm+ is a set such that
if x ∈ K, then ax ∈ K for all a ≥ 0. Note that if K is a cone and a > 0 then aK = K.
For integers 0 < k ≤ n− 2, define gn,k : Rk+ → R by
gn,k(u1, . . . , uk) =
{
(n− 1)(1− u1)n−2 if k = 1,
(n− k) (1−u1−...−uk)n−k−1
(1−u1−...−uk−1)n−k otherwise.
Lemma A.2. Suppose K ⊆ Rm+ is measurable and a cone. Let 0 < c ≤ 1m . Suppose u(n) = u =
(u1, . . . , um) ∈ Rm+ is a sequence of random vectors such that
• u ∈ (0, c)m with probability 1 as n→∞, and
• the joint probability density function of u restricted to K ∩ (0, c)m is given by the formula
m∏
k=1
gn,k(u1, . . . , uk) = (n− 1) · · · (n−m)(1− u1 − . . .− um)n−m−1.
Then
lim
n→∞P[u ∈ K] =
∫
K
e−‖x‖1 dx.
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Proof.
lim
n→∞P[u ∈ K] = limn→∞P[u ∈ K ∩ (0, c)
m] since u ∈ (0, c)m with probability 1 as n→∞
= lim
n→∞
∫
K∩(0,c)m
m∏
k=1
gn,k(u1, . . . , uk) du
= lim
n→∞
∫
K∩(0,c)m
(n− 1) . . . (n−m)(1− u1 − . . .− um)n−m−1 du
= lim
n→∞
∫
(n−m−1)(K∩(0,c)m)
fn,m(x) dx change of variables x = (n−m− 1)u
= lim
n→∞
∫
K∩(0,(n−m−1)c)m
fn,m(x) dx since K is a cone
= lim
n→∞
∫
K
fn,m(x) dx since fn,m vanishes outside (0, (n−m− 1)c)m
=
∫
K
e−‖x‖1 dx by Lemma A.1.

In Lemmas A.3 and A.4 we work in the setting of Section 3.4, where u = (z1, . . . , zi+1, w1, . . . , wi+1)
is a random vector in R2i+2.
Lemma A.3. For r irrational we have limn→∞P[u ∈ Ki] =
∫
Ki
e−‖x‖1 dx.
Proof. Let c′ be the smallest distance between any two points in {x0, x0 − r, . . . , x0 − (i + 1)r},
and let c = min{ c′i+1 , 12i+2}. As n → ∞, it happens with probability one that u ∈ (0, c)2i+2.
Hence for 1 ≤ j ≤ i + 1 we have ~d(x0 − jr, xj) = w1 + . . . + wj < c′, and for 1 ≤ j ≤ i we
have ~d(x0 − jr, yj) = z1 + . . . + zj+1 < c′. When these equations hold the only pairs of points
in {x0, y0, . . . , xi, yi, xi+1} which are potentially not distinct are xj and yj for 1 ≤ j ≤ i. We will
later condition on the events H(1, 1), . . . ,H(j, j), which will imply furthermore that xk 6= yk for
1 ≤ k ≤ j and that the arcs along the circle representing the lengths z1, w1, . . . , zj , wj are disjoint.
Let t1 ∈ (0, c). We have P[z1 > t1] = (1 − t1)n−1 since there are n − 1 points (besides x0) that
need to miss a region of area t1. So P[z1 < t1] = 1−(1−t1)n−1 and the probability density function
for t1 ∈ (0, c) is
fz1(t1) = (n− 1)(1− t1)n−2 = gn,1(t1).
Let (t1, t2) ∈ (0, c)2. We have P[w1 > t2|z1 = t1] = (1−t1−t21−t1 )n−2 since there are n − 2 points
(besides x0 and y0) in a region of area 1 − t1 that need to miss a region of area t2. So P[w1 <
t2|z1 = t1] = 1− (1−t1−t21−t1 )n−2 and the conditional probability density function for (t1, t2) ∈ (0, c)2
is
fw1|z1=t1(t2) = (n− 2)
(1− t1 − t2)n−3
(1− t1)n−2 = gn,2(t1, t2).
Let (t1, t2, t3) ∈ (0, c)3 and let t1 > t2 (i.e. H(1, 1) holds). Then the arcs along the circle
representing the lengths z1, w1, z2 are disjoint. Hence we have P[z2 > t3|w1 = t2, z1 = t1] =
(1−t1−t2−t31−t1−t2 )
n−3 since there are n−3 points in a region of area 1− t1− t2 that need to miss a region
of area t3. So the conditional probability density function for (t1, t2, t3) ∈ (0, c)3 is
fz2|z1=t1,w1=t2,H(1,1)(t3) = (n− 3)
(1− t1 − t2 − t3)n−4
(1− t1 − t2)n−3 = gn,3(t1, t2, t3).
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This pattern continues as we condition on the events H(1, 1), . . . ,H(j, j). For (t1, . . . , t2i+2) ∈
(0, c)2i+2 we have the following conditional probability density functions.
fz1(t1) = gn,1(t1)
fw1|z1=t1(t2) = gn,2(t1, t2)
fz2|z1=t1,w1=t2,H(1,1)(t3) = gn,3(t1, t2, t3)
fw2|z1=t1,w1=t2,z2=t3,H(1,1)(t4) = gn,4(t1, t2, t3, t4)
...
fzi+1|z1=t1,...,wi=t2i,H(1,1),...,H(i,i)(t2i+1) = gn,2i+1(t1, . . . , t2i+1)
fwi+1|z1=t1,w1=t2,...,zi+1=t2i+1,H(1,1),...,H(i,i)(t2i+2) = gn,2i+2(t1, . . . , t2i+2).
It follows that the joint probability density function of u on
H(1, 1) ∩ · · · ∩H(i, i) ∩ (0, c)2i+2 ⊇ Ki ∩ (0, c)2i+2
is
∏2i+2
k=1 gn,k(u1, . . . , uk). Note Ki ⊆ R2i+2+ is a measurable cone, and hence Lemma A.2 with
m = 2i+ 2 and c ≤ 12i+2 = 1m implies limn→∞P[u ∈ Ki] =
∫
Ki
e−‖x‖1 dx. 
Lemma A.4. For r = pq rational we have limn→∞P[u ∈ Ki(q)] =
∫
Ki(q)
e−‖x‖1 dx.
Proof. Let c = min{ 1q(i+1) , 12i+2}. As n → ∞, it happens with probability one that u ∈ (0, c)2i+2.
Hence for 1 ≤ j ≤ i + 1 we have ~d(x0 − (j mod q)r, xj) = w1 + . . . + wj < 1q , and for 1 ≤ j ≤ i
we have ~d(x0 − (j mod q)r, yj) = z1 + . . . + zj+1 < 1q . When these equations hold the only pairs
of points in {x0, y0, . . . , xi, yi, xi+1} which are potentially not distinct are xj and yj for 1 ≤ j ≤ i,
and yj and xq+j for 0 ≤ j ≤ i− q + 1. We will condition in order on the events
H(1, 1), . . . ,H(q − 2, q − 2) and H(q − 1, q − 1),¬H(1, q − 1), . . . ,H(i, i),¬H(i− q + 2, i),
which will imply furthermore that the points {x0, y0, . . . , xi, yi, xi+1} are distinct and that the arcs
along the circle representing the lengths z1, w1, . . . , zi+1, wi+1 are disjoint. Indeed, for (t1, . . . , t2i+2) ∈
(0, c)2i+2 we have the following conditional probability density functions.
fz1(t1) = gn,1(t1)
fw1|z1=t1(t2) = gn,2(t1, t2)
fz2|z1=t1,w1=t2,H(1,1)(t3) = gn,3(t1, t2, t3)
fw2|z1=t1,w1=t2,z2=t3,H(1,1)(t4) = gn,4(t1, t2, t3, t4)
...
fzq |...,H(1,1),...,H(q−1,q−1)(t2q−1) = gn,2q−1(t1, . . . , t2q−1)
fwq |...,H(1,1),...,H(q−1,q−1),¬H(1,q−1)(t2q) = gn,2q(t1, . . . , t2q)
fzq+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),H(q,q)(t2q+1) = gn,2q+1(t1, . . . , t2q+1)
fwq+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),H(q,q),¬H(2,q)(t2q+2) = gn,2q+2(t1, . . . , t2q+2)
...
fzi+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),...,¬H(i−q+1,i−1),H(i,i)(t2i+1) = gn,2i+1(t1, . . . , t2i+1)
fwi+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),...,H(i,i),¬H(i−q+2,i)(t2i+2) = gn,2i+2(t1, . . . , t2i+2).
It follows that the joint probability density function of u on
H(1, 1) ∩ . . . ∩H(i, i) ∩ ¬H(1, q − 1) ∩ . . . ∩ ¬H(i− q + 2, i) ∩ (0, c)2i+2 ⊇ Ki(q) ∩ (0, c)2i+2
16
is
∏2i+2
k=1 gn,k(u1, . . . , uk). Note Ki(q) ⊆ R2i+2+ is a measurable cone, and hence Lemma A.2 with
m = 2i+ 2 and c ≤ 12i+2 = 1m implies limn→∞P[u ∈ Ki(q)] =
∫
Ki(q)
e−‖x‖1 dx. 
In Lemma A.5 we let u = (z1, . . . , zi+q−2, w1, . . . , wi+q−2) ∈ R2i+2q−2, as in Section 3.5.
Lemma A.5. For r = pq rational we have limn→∞P[u ∈ Si(q)] =
∫
Si(q)
e−‖x‖1 dx.
Proof. Let c = min{ 1q(i+q−1) , 12i+2q−2}. As n → ∞, it happens with probability one that u ∈
(0, c)2i+2q−2. Hence for 1 ≤ j ≤ i + q − 1 we have ~d(x0 − (j mod q)r, xj) = w1 + . . . + wj < 1q ,
and for 1 ≤ j ≤ i + q − 2 we have ~d(x0 − (j mod q)r, yj) = z1 + . . . + zj+1 < 1q . When these
equations hold the only pairs of points in {x0, y0, . . . , xi+q−2, yi+q−2, xi+q−1} which are potentially
not distinct are xj and yj for 1 ≤ j ≤ i+q−2, and yj and xq+j for 0 ≤ j ≤ i−1. We will condition
in order on the events
H(1, 1), . . . ,H(q−2, q−2) and H(q−1, q−1),¬H(1, q−1), . . . ,H(i+q−2, i+q−2),¬H(i, i+q−2),
which will imply furthermore that the points in {x0, y0, . . . , xi+q−2, yi+q−2, xi+q−1} are distinct and
that the arcs along the circle representing the lengths z1, w1, . . . , zi+q−1, wi+q−1 are disjoint. Indeed,
for (t1, . . . , t2i+2q−2) ∈ (0, c)2i+2 we have the following conditional probability density functions.
fz1(t1) = gn,1(t1)
fw1|z1=t1(t2) = gn,2(t1, t2)
fz2|z1=t1,w1=t2,H(1,1)(t3) = gn,3(t1, t2, t3)
fw2|z1=t1,w1=t2,z2=t3,H(1,1)(t4) = gn,4(t1, t2, t3, t4)
...
fzq |...,H(1,1),...,H(q−1,q−1)(t2q−1) = gn,2q−1(t1, . . . , t2q−1)
fwq |...,H(1,1),...,H(q−1,q−1),¬H(1,q−1)(t2q) = gn,2q(t1, . . . , t2q)
fzq+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),H(q,q)(t2q+1) = gn,2q+1(t1, . . . , t2q+1)
fwq+1|...,H(1,1),...,H(q−1,q−1),¬H(1,q−1),H(q,q),¬H(2,q)(t2q+2) = gn,2q+2(t1, . . . , t2q+2)
...
fzi+q−1|...,H(i+q−2,i+q−2)(t2i+2q−3) = gn,2i+2q−3(t1, . . . , t2i+2q−3)
fwi+q−1|...,H(i+q−2,i+q−2),¬H(i,i+q−2)(t2i+2q−2) = gn,2i+2q−2(t1, . . . , t2i+2q−2).
It follows that the joint probability density function of u on
H(1, 1)∩. . .∩H(i+q−2, i+q−2)∩¬H(1, q−1)∩. . .∩¬H(i, i+q−2)∩(0, c)2i+2q−2 ⊇ Si(q)∩(0, c)2i+2q−2
is
∏2i+2q−2
k=1 gn,k(u1, . . . , uk). Note Si(q) ⊆ R2i+2q−2+ is a measurable cone, and hence Lemma A.2
with m = 2i+ 2q − 2 and c ≤ 12i+2q−2 = 1m implies limn→∞P[u ∈ Si(q)] =
∫
Si(q)
e−‖x‖1 dx. 
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