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0.1 Riassunto
Il recente progresso della genomica ha messo in luce come una parte rilevan-
te della variabilita’ tra individui sia da attribuirsi a polimorfismi a singolo
nucleotide SNP (Single Nucleotide Polimorfisms). Gli SNP acquistano par-
ticolare rilevanza in campo biomedico quando possono essere messi in re-
lazione a patologie che non presentano una trasmissione genetica semplice:
per questa ragione, molte linee di ricerca attuali sono orientate a eseguire
analisi di correlazione tra la distribuzione degli SNP su geni potenzialmente
coinvolti in patologie e i fenotipi esibiti dai soggetti portatori. Tali corre-
lazioni, una volta dimostrate, permettono di usare gli SNP come marcatori
molecolari, di grande utilita` per analisi precliniche.
L’odierna tecnologia biologico-molecolare fornisce metodi per lo scree-
ning simultaneo di molteplici SNP; nella maggior parte dei casi questi me-
todi si basano su una reazione di SBE (Single Base Extention), seguita da
ibridazione su microarray. L’SBE permette, tramite estensione di un primer
specifico, di inserire un ddNTP marcato con un fluoroforo, esattamente com-
plementare alla base dello SNP, mentre l’ibridazione consente di risalire al
nucleotide inserito per ciascuno SNP, sulla base del colore e della posizione
nell’array del segnale prodotto dal ddNTP fluorescente.
Il protocollo seguito negli esperimenti che hanno fornito i dati biologici
impiegati nella presente tesi, prevedeva l’uso di due array per ogni campione:
uno per rilevare la presenza delle basi A e G, l’altro per le basi C e T.
I protocolli comunemente seguiti prevedono di valutare la presenza delle
quattro basi mediante un confronto diretto (spesso preceduto da normaliz-
zazioni empiriche) dei valori di intensita’ dei segnali misurati sui due array.
Tale procedura, non tenendo conto dell’eventuale rumore presente nel se-
gnale, dovuto alla variabilita` sperimentale, riduce notevolmente l’efficienza
e la qualita’ dei dati prodotti.
Nel presente lavoro si propone e si discute un protocollo alternativo ba-
sato sull’uso di un ulteriore terzo array mediante il quale istituire una cor-
rezione dei segnali relativi alle quattro basi. Una procedura di regressione
bilineare applicata ai dati dei tre array, permette di ricavare coefficienti di
normalizzazione che rendono effettivamente confrontabili i segnali misurati
sui due array usati nel protocollo classico. Eseguita la normalizzazione, i
dati dei due array vengono usati per inferire, con un modello statistico di
probabilita’ a posteriori, la probabilita’ della presenza dei diversi SNP.
Confronti tra le informazioni ottenibili col protocollo classico e con quello
proposto, hanno mostrato come il secondo permetta un notevole incremento
della qualita’ del dato finale, e una forte riduzione del rumore. Il costo
aggiuntivo dovuto all’esecuzione di un terzo array appare quindi giustificato
dal miglioramento dell’efficienza globale dell’esperimento.
L’analisi dei dati effettuata nel presente lavoro e’ stata implementata in
un pacchetto software sviluppato in linguaggio PERL 5. Tale software, di-
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Recent advances in genomics have shown that variability between people is
mostly due to Single Nucleotide Polymorhisms (SNPs). SNPs become really
important when they can be linked to diseases with complex inheritance:
at the present, one of the goals of bio-medical research is searching for a
correlation between SNPs belonging to genes potentially involved with a
disease, and phenotypes exhibited by the patients. These correlations, once
proved, would allow researchers to use SNPs as molecular markers of great
impact for preclinical diagnosis.
Modern bio-molecular technology provides high throughtput methods
for SNP genotyping. In many cases these methods are based on Single
Base Extension (SBE) followed by microarray hybridization. During the
SBE reaction, a specific primer is extended with one ddNTP, labelled by a
fluorochrome, which is complementary to the SNP base. The hybridization
step helps to identify the ddNTP inserted for each SNP, by virtue of the
color and location of each signal on the array.
The original protocol used for obtaining the biological data analyzed in
the present dissertation, employed two arrays for each DNA sample: one to
evaluate the presence of A and G and the other one for C and T.
Commonly used analysis methods establish the presence of the four ba-
ses by direct comparison (after some empirical normalizations) of the four
light-intensity values measured on the two arrays. Since this procedure ne-
glects the noise in the signal due to the experimental variability, it seriously
hampers the efficiency and quality of the obtained data.
In the present work we propose and discuss an alternative protocol, based
on the introduction of a third array whose aim is to establish a normaliza-
tion of the four bases signals. With the additional data, in fact, it becomes
possible to set up a bilinear regression technique to obtain proper normaliza-
tion coefficients, which allow the intensities of the two original arrays to be
made comparable. After the normalization is performed, the data from the
two arrays are used to infer the probability of the different SNPs, by using a
statistical model based on posterior probabilities. Comparisons between the
original protocol and the new one have shown that with the new protocol
the quality of the final data increases and the noise is strongly reduced. For
this reason, the additional cost due to the use of the third array is justified
by the improvement of the global efficiency of the assay.
The algorithms for data analysis developed in this work have been im-
plemented in a software tool written in Perl 5 language. This software,
which directly interfaces with microarray standard analysis tools, will be





1.1 SNP e marcatori genetici
La conoscenza di varianti genetiche influenza gia` da tempo la cura di pazienti
in medicina. Per esempio, varianti genetiche portano ad incompatibilita` tra
tessuti ed organi inficiando il successo di un trapianto.
Ma variazioni nella sequenza genomica portano anche ad una diversa
suscettibilita` verso tutti i tipi di patologie, ad una differente eta` di insor-
genza e di gravita` di molte malattie genetiche, e causano anche una diversa
efficacia delle cure nei pazienti. Per esempio, e` noto che la differenza in una
singola base nel gene APOE e` associata con la malattia di Alzheimer[2], ed
una singola delezione all’interno del gene CCR5 produce la resistenza verso
l’HIV[2].
Gli studi di associazione non coinvolgono l’analisi di genealogie di grandi
famiglie ma confrontano la prevalenza di un particolare marcatore genetico,
o di un gruppo di marcatori, in soggetti affetti e non affetti dalla patolo-
gia. Una prevalenza di un marcatore nel gruppo di pazienti affetti viene
considerata evidenza di una associazione tra la malattia ed il marcatore[5].
L’associazione non e` un fenomeno specificatamente genetico; e` una de-
duzione statistica di coesistenza di alleli e/o fenotipi. L’allele A e` associato
con la patologia P se i soggetti che presentano P hanno anche una frequenza
dell’allele A significativamente maggiore di quella prevista dalle frequenze
individuali di A e P nella popolazione. Per esempio, HLA-DR4 si ritrova
con una frequenza del 36% nella popolazione inglese ma viene riscontrato
nel 78% delle persone affette da artrite reumatoide[16].
1.1.1 Marcatori molecolari
Con marcatore molecolare si intende un qualsiasi carattere polimorfico men-
deliano che puo` essere impiegato per seguire l’ereditarieta` di un segmento
cromosomico attraverso un albero genealogico[16].
1
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Per le analisi di associazione e` necessaria la presenza di meiosi informati-
ve, ovvero casi in cui e` definibile quando un gamete e` o meno ricombinante.
Per la maggior parte degli scopi l’eterozigosita` media di un marcatore (la
probabilita` di un soggetto scelto a caso di essere eterozigote) e` utilizzata
come misura di informativita` del marcatore stesso[16].
I polimorfismi genetici sono variazioni nelle sequenze di DNA presen-
ti in una popolazione con una frequenza maggiore dell’1% e costituiscono
strumenti fondamentali per gli studi di genetica.
Nei primi anni ottanta i polimorfismi genetici hanno formato, per la
prima volta, un gruppo di marcatori sufficientemente numeroso ed ade-
guatamente distribuito lungo tutto il genoma da permettere ricerche di
associazione in tutto il DNA genomico.
I primi marcatori molecolari ad essere studiati furono gli RFLP, Re-
striction Fragment Length Polymorphisms (polimorfismi della lunghezza dei
frammenti di restrizione).
I frammenti di restrizione vengono prodotti trattando una molecola di
DNA con un enzima di restrizione in grado di riconoscere una sequenza
specifica e di catalizzare una reazione di taglio al suo interno.
Per potere individuare i siti di restrizione, la regione del genoma di in-
teresse viene amplificata tramite PCR ed i prodotti vengono incubati con
l’enzima. Eseguendo quindi un’elettroforesi su gel di agarosio si e` in grado
di determinare se il frammento amplificato e` stato tagliato o meno, ovvero se
la sequenza specifica riconosciuta dall’enzima e` presente inalterata oppure
no.
Uno svantaggio di questo tipo di marcatori e` dato dalla loro bassa infor-
mativita`. Infatti gli RFLP presentano solo due alleli possibili: il sito di re-
strizione puo` essere intatto oppure no. L’impiego di questi marcatori per ese-
guire la mappa genetica di patologie e` pero` poco attuabile in quanto troppo
spesso delle meiosi chiave in una famiglia risultano non informative[16].
Un’altra categoria di marcatori comprende i minisatelliti VNTR (Varia-
ble Number of Tandem Repeat), detti anche ripetizioni a tandem a numero
variabile. Hanno sequenze ripetute lunghe una decina di nucleotidi. Tali
marcatori sono multiallelici e presentano un alto grado di eterozigosita`. La
maggior parte delle meiosi risulta informativa ma i VNTR presentano delle
difficolta` relative alla genotipizzazione in quanto vista la loro lunghezza tali
marcatori vengono amplificati con difficolta` in una reazione di PCR. Inoltre
non sono uniformemente distribuiti lungo tutto il genoma.
Un ulteriore tipo di marcatori sono i microsatelliti, detti anche ripetizio-
ni a tandem semplici. Sono ripetizioni lunghe da due a quattro nucleotidi.
Attualmente l’impiego di sequenze tri- o tetranucleotidiche sta gradualmente
soppiantando l’utilizzo di quelle dinucleotidiche, troppo soggette ad uno slit-
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tamento della lettura dell’enzima durante la PCR. Come i precedenti, anche
questi marcatori sono multiallelici dal momento che il numero di ripetizioni
per ogni allele puo` variare.
Tra i marcatori molecolari piu` utilizzati attualmente vi sono gli SNP.
Come suggerisce il nome, i Single Nucleotide Polymorphisms (polimorfismi
a singolo nucleotide) sono singole variazioni puntiformi del genoma. Tali
polimorfismi includono i classici RFLP, ma anche altre variazioni di sequenza
che non creano o sopprimono siti di restrizione.
Puo` sembrare paradossale tornare all’impiego di polimorfismi biallelici
dopo avere individuato dei marcatori pluriallelici, ma il grande vantaggio nel-
l’utilizzare degli SNP e` dato dall’elevato numero di polimorfismi che possono
essere genotipizzati e dalla loro elevata densita` lungo tutto il genoma.
A giugno del 2004 nell’uomo e` stata stimata una frequenza per gli SNP
pari ad uno ogni 700pb[17]. Una cos`ı elevata densita` rende possibile indivi-
duare uno o piu` marcatori in ogni gene e nelle sue immediate vicinanze.
Per quanto concerne i cambi di base relativi agli SNP, si e` osservato che
le transizioni, ovvero cambi purina-purina (A↔G) o pirimidina-pirimidina
(C↔T), si ritrovano con frequenza maggiore delle trasversioni, ovvero cambi
purina-pirimidina e pirimidina-purina [3].
1.1.2 SNP e studi di associazione
Oltre all’elevato numero di SNP conosciuti, il fatto piu` importante e` che oggi
si ha una conoscenza precisa di dove sono situati all’interno del genoma.
Il principale impiego di una mappa di SNP umana e` dato dalla possibilita`
di discernere i contributi di diversi geni in patologie multigeniche complesse.
Dato che siti di SNP sono presenti in tutto il genoma, confrontando lo
schema e le frequenze di tali polimorfismi presenti in pazienti affetti con
quelli di soggetti sani di controllo, e` possibile identificare quali SNP sono
associati a quali malattie.
Gli studi relativi all’associazione tra SNP e malattie saranno piu` fruttuo-
si quando verranno risolti alcuni problemi ancora esistenti. Primo, attual-
mente sono poco conosciute le distribuzioni degli SNP all’interno di diverse
popolazioni. Altro fattore importante e` che non tutti gli SNP sono eguali,
e sara` essenziale scoprire il piu` possibile riguardo al loro effetto da analisi
computazionali prima di eseguire uno studio relativo al loro coinvolgimento
eventuale in una patologia. Per esempio, ogni SNP puo` essere classificato in
base alla sua presenza in una zona codificante o non. A loro volta quelli siti
in zone codificanti possono essere divisi in base alla loro capacita` di alterare
o meno la proteina prodotta dal gene alterato. Alterazioni alla proteina poi
possono essere suddivise in base alla loro capacita` di modificare la struttura
secondaria e terziara della proteina stessa. Gli SNP situati in zone non co-
dificanti possono poi trovarsi in zone regolatrici. Molte patologie complesse
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Figura 1.1: [18] Individuazione degli SNP tramite allineamento
di sequenze ottenute dal sequenziamento diretto di prodotti della
PCR. La figura mostra dei casi di basi ambigue: nel Riquadro 1 la
sequenza in alto e` omozigote AA, quella in basso GG e quella in
centro e` eterozigote AG. Nel Riquadro 2 il polimorfismo rilevato dal
software Polyphred sono stati considerato eterozigote CT quello in
alto e quello in basso, .
possono essere causate da variazioni nella quantita`, piu` che nella qualita` del
prodotto genico coinvolto.
1.1.3 Individuazione degli SNP
Vi sono attualmente numerosi approcci per l’identificazione di SNP, tra que-
sti alcuni vengono anche impiegati per la genotipizzazione. I principali sono
basati sul confronto di sequenze relative ad un determinato locus, provenien-
ti da diversi cromosomi. Tra questi, il piu` semplice consiste nell’eseguire il
sequenziamento diretto dei prodotti di PCR di regioni genomiche contenenti
il gene di interesse in individui diversi. Su larga scala pero` tale approccio e`
molto costoso richiedendo lo studio di primer specifici. E` inoltre limitato a
regioni di cui e` nota la sequenza e, quando si presentano doppi picchi, come
atteso negli eterozigoti, non e` sempre facile discernere tra artefatti dovuti al
sequenziamento e polimorfismi reali[18].
Diversi approcci basati sul confronto di sequenze ottenute da frammenti
clonati possono essere considerati per ottenere una mappa di SNP in un
genoma. In questo caso qualsiasi picco doppio viene considerato artefatto.
Il confronto tra dati di sequenze prodotte in diversi progetti di EST, spe-
cialmente se le librerie costruite sono state ottenute prelevando campioni da
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diversi individui, possono essere una buona fonte di SNP. Ad ogni modo il
numero di SNP individuabili con questo approccio e` limitato dalla pressione
selettiva subita dalle sequenze codificanti del genoma. Inoltre, in rari ca-
si, gli SNP individuati in questo modo potrebbero essere in realta` dovuti a
modificazioni post-trascrizionali.
Un approccio simile puo` essere applicato per i genomi in fase di sequen-
ziamento completo. In questo caso il confronto tra cloni BAC sovrapponibili
e` una buona fonte di SNP. Lo svantaggio di tale approccio e` dato dal fatto che
l’individuazione degli SNP dipende dal numero di cloni BAC sovrapponibili
presenti nella genoteca e provenienti da cromosomi diversi.
Recentemente un nuovo approccio chiamatoReduced Representation Shot-
gun (RRS)[1] viene utilizzato per ottenere un elevato numero di SNP nel-
l’uomo. In questo metodo, il DNA proveniente da diversi individui viene
mischiato e vengono prodotte delle librerie plasmidiche composte da sot-
toinsiemi di frammenti di restrizione purificati tramite elettroforesi su gel.
Viene quindi eseguito un sequenziamento di tipo shotgun su tali librerie e
le sequenze che risultano sovrapponibili vengono allineate andando ad evi-
denziare i polimorfismi. Quest’ultima fase ha beneficiato grandemente dello
sviluppo di programmi come PHRED[6] atti a stimare la qualita` con cui viene
definita una base ed altri programmi come POLYPHRED[12] o POLYBAYES che
impiegano questo indice di qualita` per il rilevamento di polimorfismi.
1.1.4 Tecniche di genotipizzazione degli SNP
Vi sono attualmente molte tecniche di genotipizzazione utilizzabili per que-
sto tipo di polimorfismi. Ad eccezione dei metodi basati sull’ibridazione
diretta, e` possibile dividere il protocollo utilizzato in due fasi[18]:
• sintesi di prodotti allele-specifici;
• separazione ed individuazione di tali prodotti.
Tra i molteplici approcci che possono essere impiegati vi e` quello basato
sull’estensione di primer.
Esistono due possibili varianti di questa tecnica, in entrambi i casi il
substrato utilizzato e` costituito da un prodotto di PCR ottenuto dal genoma
in analisi. La prima variante impiega due primer mentre nella seconda se ne
utilizza uno solo per SNP.
Con due primer. Si utilizzano per ogni SNP da analizzare due oligonu-
cleotidi complementari alle due possibili varianti alleliche; in modo partico-
lare questi oligonucleotidi devono presentare la base variabile al 3′ in modo
tale da poter essere utilizzati come primer di innesco per una reazione di
estensione con DNA polimerasi. Durante tale reazione puo` funzionare da
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primer solo l’oligonucleotide perfettamente complementare alla sequenza ge-
nomica, quindi se l’altro allele non e` presente, il primer relativo non viene
esteso.
Con un singolo primer. [8] In questo caso l’oligonucleotide che si impie-
ga e` complementare alla regione subito a monte dello SNP da analizzare in
modo che l’estremo 3′ termini una base prima dello SNP. Quindi quando tale
oligonucleotide viene utilizzato come primer per la reazione di estensione, la
prima base inserita sara` specifica per l’allele o gli alleli presenti. Il principa-
le vantaggio di tale metodo e` che consente di sondare molti polimorfismi in
parallelo. Per fare cio` una possibile procedura per la rivelazione della base
inserita prevede l’impiego dei microarray.
Il secondo metodo e` quello utilizzato in questo lavoro di tesi e verra`
approfondito oltre.
1.2 Microarray
Storicamente le ricerche in genetica sono state focalizzate sullo studio di uno
o pochi geni alla volta. Negli ultimi anni pero` l’identificazione di un enorme
numero di geni ha portato alla necessita` di sviluppare nuove tecniche piu`
adeguate ad un’analisi su larga scala.
Due sono state le innovazioni sperimentali che hanno permesso l’analisi
simultanea di decine di migliaia di geni. Una e` l’utilizzo di supporti rigidi non
porosi come il vetro, molto piu` adatti alla miniaturizzazione ed all’utilizzo
di marcatori fluorescenti. L’altra e` la sintesi ad alta densita` spaziale di
oligonucleotidi su vetrini sottilissimi con tecniche fotolitografiche. Si e` cos`ı
giunti alla nascita di una nuova tecnologia di analisi comunemente chiamata
microarray o DNA chip.
1.2.1 Perche´ usare i microarray
I microarray rappresentano un sistema di analisi in parallelo, che velocizza
considerevolmente l’esplorazione genomica: permettono, infatti, di esamina-
re contemporaneamente l’espressione di migliaia di geni o un ampio numero
di polimorfismi genetici.
Un altro vantaggio e` dato dai costi relativamente contenuti se rapportati
al numero di geni o polimorfismi analizzabili per esperimento.
1.2.2 Principio di funzionamento dei microarray
Il principio su cui si fonda questa tecnica e` dato dalla specificita` con cui
ibridizzano due sequenze nucleotidiche complementari. Una sequenza, la
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cui estremita` e` fissata al supporto, funge da sonda per l’identificazione del-
l’altra, che puo` essere o uno specifico mRNA o cDNA, nel caso degli studi
di espressione genica, oppure un tratto di DNA amplificato, nel caso degli
studi per l’identificazione di polimorfismi genetici.
I microarray rappresentano l’applicazione piu` avanzata di queste tecno-
logie di ibridazione, essendo in grado di ospitare molte migliaia di sequenze
sonda diverse.
1.2.3 Tipologie di microarray
I microarray possono essere suddivisi in due classi principali a seconda di
come vengono costruiti.
Microarray ottenuti per deposizione sul supporto di sonde pre-
parate precedentemente. Il protocollo per produrre questo tipo di mi-
croarray e` stato inizialmente sviluppato dal Prof. Pat Brown e colleghi del-
l’Universita` di Stanford (Schena et al. 1995,1998). La costruzione di questo
tipo di microarray consiste nel depositare determinati cloni di DNA o oli-
gonucleotidi in precise zone della superficie di un vetrino per microscopia
secondo una griglia prestabilita.
Microarray di oligonucleotidi sintetizzati in situ. Questa tecnica
e` stata sviluppata dalla societa` statunitense Affymetrix Inc. e combina la
tecnologia fotolitografica utilizzata nell’industria dei semiconduttori con la
sintesi chimica di oligonucleotidi eseguita direttamente sul supporto rigido.
In questo caso molte migliaia di oligonucleotidi diversi vengono sintetizzati
in situ sulla superficie del vetrino. Vengono eseguiti piu` cicli di sintesi in cui
ad ogni passaggio l’oligonucleotide viene allungato di una base.
Per le analisi discusse in questo lavoro ci si riferisce esclusivamente a
microarray del primo tipo.
1.2.4 Schema di esperimento basato sui microarray
Un tipico esperimento che utilizzi i microarray comprende cinque fasi prin-
cipali:
i. deposizione degli oligonucleotidi sonda sul supporto rigido;
ii. preparazione del materiale genetico da analizzare (compresa la marca-
tura con molecole fluorescenti);
iii. ibridazione dei campioni fluorescenti sul microarray;
iv. lettura dei valori di fluorescenza, effettuata tramite apposito scanner;
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v. analisi statistica ed elaborazione dei dati ricavati dalle immagini pro-
dotte.
1.3 Protocollo
In questa sezione viene descritto brevemente il protocollo in uso prima dello
svolgimento del presente lavoro di tesi.
1.3.1 Estrazione e quantificazione del DNA
Il DNA campione viene estratto da linfociti periferici umani secondo il
protocollo classico con fenolo-cloroformio (Gross-Bellard e coll., 1973).
Il DNA viene quindi quantificato e diluito opportunamente per eseguire
la reazione successiva.
1.3.2 Reazione di Multiplex PCR
La Multiplex Polymerase Chain Reaction e` una Multiplex PCR in cui si
possono amplificare piu` frammenti di DNA contemporaneamente nella stessa
reazione.
Figura 1.2: Condizioni di ese-
cuzione della Multiplex PCR.
Per tale reazione sono state im-
piegate, nel nostro caso, 14 coppie di
primer, che permettono di amplifica-
re i frammenti di DNA contenenti gli
SNP selezionati, in sole due mix.
Le amplificazioni vengono esegui-
te utilizzando il Multiplex Qiagen Kit
secondo le condizioni schematizzate
nella Figura 1.2.
Al termine di tale reazione si
inattivano gli enzimi impiegati e si
purificano i frammenti amplificati.
1.3.3 Reazione di SBE
La Single Base Extension, SBE(allungamento di una singola base) e` una
reazione in cui dei primer sintetizzati appositamente (Figura 1.3) vengono
allungati enzimaticamente di una base.
Vi e` un primer specifico per ogni SNP da analizzare. Tali primer sono
formati da due regioni:
• al 3’ una zona complementare alla sequenza subito a monte dello SNP
di interesse;
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• al 5’ una regione complementare ad uno degli oligonucleotidi presenti
sull’array.
Durante la reazione i primer vengono allungati con l’inserimento di una
base complementare a quella presente nel sito di SNP. Per evitare estensioni
ulteriori, nella reazione vengono impiegati solamente didesossinucleotidi.
La regione al 5’ del primer ha lo scopo, in una fase successiva del pro-
tocollo, di fare ibridare ciascun primer con l’oligonucleotide complementare
presente in una specifica zona del microarray.
Figura 1.3: Schema della reazione di SBE
Figura 1.4: Condizioni di ese-
cuzione della reazione di SBE.
Si allestiscono per ogni campio-
ne da analizzare, due reazioni di
SBE, denominate Mix A e Mix B.
In entrambe vengono utilizzati tutti i
frammenti prodotti dalla PCR, tutti i
primer specifici per gli SNP in esame
(nel nostro caso 23) e l’enzima neces-
sario per l’allungamento del primer.
Cio` che distingue le due reazioni so-
no i ddNTP utilizzati: nella Mix A
si impiegano infatti ddATP marcato
con Cianina 5 (Cy5), ddUTP con Cianina 3 (Cy3), oltre a ddCTP e ddGTP
non marcati; nella Mix B si utilizzano ddCTP marcato con Cy5, ddGTP
con Cy3 assieme a ddATP e ddUTP non marcati.
Le reazioni di SBE vengono eseguite secondo lo schema riportato nella
Figura 1.4.
1.3.4 Ibridazione
Successivamente viene eseguita l’ibridazione su microarray del campione pre-
parato. Per tale reazione viene utilizzata una camera di ibridazione apposita
CAPITOLO 1. INTRODUZIONE 10
(a) Camera per l’ibridazione (b) Struttura in silicone
Figura 1.5: Strutture utilizzate durante la fase di ibridazione
(Figura 1.5a) in grado di contenere fino a tre vetrini. Il vetrino viene inseri-
to nell’apposito alloggiamento e viene fatta aderire su esso una struttura di
silicone forata.
Tale struttura permette di circoscrivere ognuno degli array identici pre-
senti sul vetrino cos`ı da creare tante camerette di ibridazione ben separate
quanti sono gli array (Figura 1.5b). Ognuna di queste camerette ha la forma
di un cono la cui base poggia sul vetrino circoscrivendo l’array, mentre l’apice
presenta un foro da cui e` possibile iniettare la soluzione di ibridazione.
Quest’ultima e` composta dai prodotti della reazione di SBE a cui si
aggiungono due oligonucleotidi marcati con Cy3 e Cy5 che costituiscono i
controlli positivi.
Dal momento che su ogni vetrino vi sono 48 array identici, con un singolo
vetrino e` possibile ibridare fino a 24 campioni di DNA diversi (in quanto ogni
campione necessitera`, per essere analizzato, di una Mix A e di una Mix B).
1.3.5 Acquisizione delle immagini ed analisi
Le scansioni delle immagini dal vetrino ibridizzato vengono eseguite uti-
lizzando lo scanner a due laser GenePix 4000B (Axon Instruments) ed il
relativo software GenePix Pro 4.0.1.19. Per dettagli sul funzionamento e le
caratteristiche del software si rimanda al Capitolo 2.
Considerando il protocollo fin qui illustrato, dall’immagine ottenuta do-
vrebbe essere possibile, per ogni campione, ricavare il genotipo di ognuno
dei 23 SNP in esame. Infatti, per come sono formati i primer della SBE,
ad ogni spot dell’array corrisponde il segnale relativo ad un preciso SNP
(con il termine spot si intende ciascuna delle piccole regioni che compongo-
no un array, differenziate per gli oligonucleotidi sonda presenti). Stabilendo
il colore dello spot (rosso, verde o giallo) e confrontandolo con quali didesos-
sinucleotidi erano marcati nella reazione di SBE utilizzata per l’ibridazione
(rosso puo` significare A o C e verde puo` significare G o T, rispettivamente
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a seconda che la Mix sia A o B), si ricavano le basi (o la base) incorporate
durante la Single Base Extension, ovvero presenti in quello SNP.
Nel nostro esperimento, gia` dai primi vetrini con questo approccio diretto
si e` potuto riscontare un problema.
E` bene ricordare che tutti gli SNP presentano, secondo le banche dati
di popolazione, due soli alleli plausibili. Quindi, se si considerano i quattro
segnali che possono essere osservati sugli array, due saranno plausibili e due
no.
Il problema citato e` la presenza in tutti i vetrini analizzati di un elevato
numero di segnali non plausibili o, come verranno indicati di seguito, segnali
aspecifici.
E’ molto importante notare che questi segnali suggeriscono la possibi-
lita` che sia presente una componente di segnale aspecifico anche nei segnali
plausibili secondo le banche dati.
In questo caso pero` le due tipologie di segnale presenteranno lo stesso
colore e quindi non saranno facilmente scindibili.
Cio` significa in particolare che se per uno SNP sono presenti i segnali
di entrambe le basi plausibili, diviene necessario valutare attentamente se il
genotipo e` (come sembra) eterozigote, oppure se il genotipo e` omozigote, e
l’altro segnale, ancorche´ plausibile, e` un falso positivo.
1.4 Scopo della tesi
Scopo del presente lavoro di tesi e` stato sviluppare un metodo di analisi
dei dati di genotipizzazione di SNP mediante microarray, apportando anche
delle modifiche sperimentali alla metodologia, e di implementare tale analisi
dei dati. Il metodo proposto riduce notevolmente i problemi associati ai






La scansione del vetrino viene eseguita mediante uno scanner a due laser
(modello GenePix 4000B della Axon Instruments). Tale strumento vie-
ne fornito di relativo software (GenePix Pro 4.0) che permette di gestire
l’acquisizione ed effettuare una prima analisi.
2.1 La scansione
La prima scansione viene eseguita velocemente e a bassa risoluzione (40µm
per pixel). Cio` permette di impostare i parametri dei fotomoltiplicatori e
la potenza dei laser in modo da ottenere un’immagine bilanciata rispetto ai
due segnali e di ottimizzare l’impiego dello strumento.
Per fare cio` si cerca di ottenere una count ratio (rapporto tra le aree
sottese alle due curve dell’intervallo dell’istogramma definito dai due cursori
verticali di intensita` minima e massima considerate) (Figura 2.1) il piu` pos-
sibile vicino all’unita` ed un istogramma della distribuzione delle intensita` il
piu` ampio possibile, cercando di evitare la saturazione dello strumento.
Con la prima scansione a bassa risoluzione puo` anche essere decisa l’area
del vetrino da analizzare.
Una volta stabiliti i parametri si esegue la scansione a risoluzione mag-
giore (normalmente 10µm per pixel) da utilizzare nelle successive analisi.
Il file prodotto – un .tif multipagina – e` in realta` formato da due im-
magini monocromatiche separate, una per ogni canale, che il programma
di scansione confronta e interpreta, e permette di visualizzare come un’u-
nica immagine colorata. I segnali prodotti dalla fluorescenza di Cy5 sono
rappresentati in rosso mentre quelli prodotti da Cy3 in verde.
2.2 Determinazione degli spot
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Figura 2.1: Finestra di GenePix Pro con la count ratio (cerchiata
in azzurro) e l’istogramma della distribuzione delle intensita`.
Figura 2.2: Struttura file .gal
Acquisita l’immagine devo-
no essere rilevati gli array e
gli spot1 relativi.
Per questa fase di rico-
noscimento GenePix Pro ne-
cessita di un certo numero
di informazioni, che vengo-
no inserite in un file di testo
con estensione .gal e com-
prendono il numero e la po-
sizione degli array (denomi-
nati anche blocchi) e, per
ognuno di essi, il numero, la
posizione, la dimensione, l’i-
dentificativo ed il nome di
ogni spot (Figura 2.2). Il
software, sfruttando questi
dati, produce una serie di
griglie, una per ogni array,
che indicano quali pixel dell’immagine devono essere considerati facenti parte
1Ogni array e` infatti formato da molti spot: regioni approssimativamente circolari in
cui si puo` osservare il segnale luminoso.
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(a) Riconoscimento automatico (b) Correzioni manuali
Figura 2.3: Nella figura (a) si possono osservare alcuni esempi,
cerchiati in azzurro, di riconoscimento grossolanamente scorretto.
Nella figura (b) tali errori sono stati corretti manualmente (il cer-
chio con barra verticale indica che il software considera lo spot
assente).
dei singoli spot.
Le informazioni sulla posizione dei blocchi e degli spot riportate nel file
.gal, sono comunque solo indicative, in quanto quelle reali dipenderan-
no dall’area che si decide di inserire nella scansione e dalla precisione con
cui e` stato stampato il vetrino. E` quindi sempre necessario eseguire un
allineamento delle griglie all’immagine.
Questo puo` essere fatto automaticamente da GenePix Pro che, contem-
poraneamente, rileva gli spot e discerne secondo criteri propri quelli che non
presentano segnale adeguato da quelli da analizzare.
Si e` notato purtroppo che, almeno per il tipo di array e spot utilizzati in
questo lavoro, tale rilevamento automatico non risulta soddisfacente e quindi
si rende necessaria la correzione manuale dei riconoscimenti errati (alcuni
esempi sono riportati in Figura 2.3).
2.3 Struttura dei risultati
Con l’allineamento, per ogni spot vengono definite due regioni: una inter-
na, chiamata foreground, ed una esterna allo spot, detta background locale.
Partendo dalla luminosita` dei singoli pixel di ognuna di queste regioni, il
software calcola una serie di statistiche e parametri, che vengono inseriti nel
file dei risultati.
Possono essere impostati due tipi di valutazioni per il background ed il
programma lascia all’utente la scelta di quale considerare; a seconda del ti-
po di dati da analizzare puo` essere infatti opportuno valutare il background
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sull’intera immagine, e quindi impostare il background globale, oppure con-
siderare solo un’area circoscritta al singolo spot (calcolo del background
locale).
Per questo lavoro si e` scelto di utilizzare il secondo. Infatti dalle im-
magini riportate nella Figura 2.4 si puo` notare come spesso uno spot (con
segnale molto intenso) puo` presentare un alone piu` o meno lieve; e` anche
comunemente evidenziabile la presenza di particelle estranee che originano
del rumore spot like.
Il file dei risultati prodotto da GenePix Pro e` un file di testo con esten-
sione .gpr. Le prime righe riportano le informazioni globali relative all’im-
magine ed alle impostazioni dello strumento durante la scansione, mentre la
parte successiva e` quella principale e contiene i dati relativi ai singoli spot.
Questa seconda parte e` formata da una matrice di 82 colonne ed un
numero di righe pari al numero di spot presenti sul vetrino. Ogni colonna
riporta un tipo di dato diverso, secondo l’elenco seguente.
Flags Si utilizza per marcare la qualita` dello spot (definita dall’utente o
dal software di scansione).
Normalize Segna quali spot utilizzare durante un’eventuale normalizza-
zione (effettuata normalmente su dati relativi ad analisi di espressione
genica).
Block Numero del blocco (ovvero array) di appartenenza dello spot.
Column Numero della colonna dello spot all’interno dell’array.
Row Numero della riga dello spot all’interno dell’array.
Name Nome dello spot.
ID Identificativo della sostanza.
X Ascissa del centro dello spot.
Y Ordinata del centro dello spot.
Dia Diametro in µm dello spot.
Vi sono poi le colonne che riportano le statistiche sui segnali degli spot
per le differenti lunghezze d’onda (nel nostro caso, due). Nell’elenco seguen-
te, F denota foreground, B denota background, mentre 1 e 2 si riferiscono
alle due lunghezze d’onda.
F1 (o F2, B1, B2) Median Mediane dell’intensita` dei pixel.
F1 (o F2, B1, B2) Mean Medie dell’intensita` dei pixel.
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F1 (o F2, B1, B2) SD Deviazioni standard dell’intensita` dei pixel.
% > B1 (o B2) + 1 % > B1 (o B2) + 1SD percentuale dei pixel di fo-
reground di intensita` maggiore della mediana del background piu` una
deviazione standard, riferita a λ1 (o λ2).
% > B1 (o B2) + 2 SD percentuale dei pixel di foreground di intensita`
maggiore della mediana del background piu` due deviazione standard,
riferita a λ1 (o λ2).
F1 (o F2) % Sat Percentuale di pixel che sono saturati alla lunghezza
d’onda λ1 (o λ2).
Tutte le altre colonne riportano grandezze calcolate tramite le statistiche
sopra descritte.
2.4 Osservazioni
I dati forniti nel file di risultati sono delle statistiche globali della porzione
di immagine relativa ad ogni spot. L’informazione di partenza e` costituita
infatti dalle intensita` dei singoli pixel dello spot, per ciascuno dei due canali
(verde e rosso) e delle due regioni (interna ed esterna); GenePix Pro riassume
tutta questa mole di informazioni (alla definizione di 10µm, i pixel di un
solo spot sono svariate centinaia) in poche grandezze che esporta nel file di
risultati.
Visto quanto possono variare gli spot a livello di forme, intensita` e ru-
more (si veda la Figura 2.4), questi dati sarebbero utili nell’analisi. Per
esempio, osservando la distribuzione delle intensita` di background dei sin-
goli pixel sarebbe possibile distinguere un background intenso a causa della
fuoriuscita del segnale di foreground, da uno che lo e` per un alone omo-
geneo. Si noti come nel secondo caso convenga sottrarre alle intensita` dei
pixel di foreground quella del background, mentre nel primo caso cio` sia
controproducente.
2.4.1 Verifica della presenza di segnale
Il primo passo necessario per poter automatizzare l’analisi degli array e`
definire un criterio oggettivo per decidere quando uno spot presenta del
segnale, ovvero se vi e` stata ibridazione del primer marcato.
L’analisi soggettiva mostra una variabilita` troppo elevata e` quindi neces-
sario istituire un’analisi automatizzata che presenta pero` alcune difficolta`
determinate dalle diversita` di dimensioni, intensita` e chiarezza con cui si
presentano gli spot (si noti la Figura 2.4).
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(a) Striscia di sporco netta (b) Spot a “ciambella”
(c) Spot rovinati (d) Spot molto piccoli
(e) Sfondo sporco non uniforme (f) Sfondo sporco uniforme
Figura 2.4: Vari esempi di spot con problemi durante il riconosci-
mento.
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In modo particolare vista la limitata gamma di informazioni fornite dal
programma di scansione, non e` possibile utilizzare tutti i dati relativi all’im-
magine per questo riconoscimento (come detto precedentemente il program-
ma non fornisce i dati di intensita` luminosa di tutti i pixel dell’immagine).
Si e` quindi nella condizione di dover scegliere, tra i parametri forniti, quello
o quelli piu` adatti.
A questo proposito e` utile osservare che uno spot presenta del segnale
quando la sua immagine si staglia nettamente rispetto allo sfondo.
Il primo parametro da considerare e` la media del foreground. Se nello
spot vi e` segnale, puo` sembrare ragionevole che l’intensita` di foreground
debba essere maggiore di quella di background. In realta` osservando i dati
si nota subito che questa condizione e` soddisfatta anche da moltissimi spot
che non presentano ibridazione del primer marcato. Il procedimento stesso
di deposizione degli oligonucleotidi sonda sull’array e tutti i trattamenti
subiti, creano delle differenze tali da portare ad un lieve segnale anche negli
spot dove non dovrebbe esserci. Questo fenomeno si puo` notare ad esempio
eseguendo una scansione su un vetrino non ancora trattato con la soluzione
di ibridazione.
Si puo` quindi pensare di valutare una soglia di intensita` da utilizzare:
segnali minori saranno considerati negativi mentre quelli maggiori saranno
considerati positivi. Anche questo approccio pero` puo` rivelarsi fuorviante
visto l’ampio spettro di risposte che possono fornire gli array. E` da notare
infatti che a volte un vetrino si presenta con segnali molto intensi mentre al-
tre volte essi sono molto deboli. Analoga situazione puo` poi essere osservata
per singoli array all’interno di un vetrino. Se poi si aggiunge il fatto che in
generale i vari primer per la SBE presentano una efficienza, e quindi una
risposta in termini di segnale, molto diversa, sarebbe estremamente difficile
scegliere una soglia che permetta di perdere pochi dati senza ritrovarsi a
considerare molti spot in realta` negativi.
Tra le statistiche fornite dal programma quelle che risultano piu` interes-
santi da questo punto di vista sono “% > B1 + 1 % > B1 (o B2) +
1SD” e “% > B2 + 1 SD” che, come accennato nella Sezione 2.3, ripor-
tano, per entrambi i canali di segnale (rosso e verde), le percentuali di pixel
dello spot (foreground) la cui intensita` supera quella dei pixel medio-intensi
dello sfondo (background). Quest’ultimo livello di intensita` e` fissato pari
alla mediana aumentanta di una deviazione standard.
Consideriamo infatti uno spot che - all’occhio dell’operatore - presenta
segnale. Se si visualizzano i grafici delle distribuzioni delle intensita` dei
pixel di foreground e di background, si ottengono due curve a campana che,
in questo caso, sono ben distinte (come quelle in Figura 2.5). Piu` l’occhio
percepisce il contrasto tra interno ed esterno dello spot, piu` le due curve
risultano nettamente separate; tanto maggiore sara` la distanza tra le due
curve, tanto piu` si stagliera` il segnale dello spot rispetto allo sfondo.
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Figura 2.5: Distribuzioni delle intensita` dei pixel per uno spot che
presenta segnale.
Nella Figura 2.5 la curva piu` a sinistra rappresenta una possibile distri-
buzione dei pixel appartenenti allo sfondo, mentre l’altra indica quella del
foreground. Una condizione perche´ le curve siano ben separate e` che un gran
numero di pixel del foreground abbia intensita` maggiore della mediana di
quelle di background piu` una deviazione standard (area marcata della curva
di distribuzione nella Figura 2.5)
GenePix Pro non rende facilmente accessibile questo tipo di grafico, tut-
tavia come gia` detto, tra i suoi risultati vi e` proprio la percentuale di quei
pixel, la quale costituisce uno strumento efficace per valutare la separazione
delle curve, e quindi la nitidezza del segnale. E` proprio fissando una soglia
per questo valore che viene deciso se uno spot presenta segnale o meno.
Quale soglia convenga impostare verra` poi approfondito nella Sezione 5.1
con la cluster analysis.
Capitolo 3
I microarray da analizzare
3.1 Caratteristiche fisiche
I vetrini utilizzati come supporto rigido per i microarray impiegati in questo
lavoro sono analoghi ai normali portaoggetto usati in microscopia.
Ogni vetrino presenta 48 array identici, ciascuno dei quali contiene 58
spot sui quali sono localizzati gli oligonucleotidi sonda lunghi 20pb.
Gli spot presenti su ogni array sono identici a due a due. Vi sono 2
coppie di controlli positivi1, 4 coppie di controlli negativi (le cui sonde non
sono complementari ad alcun primer) e 23 coppie con oligonucleotidi com-
plementari alla regione 5′ dei 23 primer utilizzati durante la SBE (vedere la
Figura 3.1). Per ogni SNP analizzato vi saranno quindi due spot identici
per oligonucleotide presente.
Ogni array e` di forma quadrata con lato di circa 2mm e gli spot che lo
compongono, posizionati secondo una griglia 8x8, presentano un diametro
di circa 150µm.
3.2 Caratteristiche delle immagini prodotte
E` necessario ora approfondire maggiormente le caratteristiche delle imma-
gini da analizzare per poter meglio giustificare le modifiche effettuate al
protocollo originale.
I due fluorofori utilizzati hanno caratteristiche di emissione diverse. L’in-
tensita` delle fluorescenze emesse da Cy5 infatti, e` inizialmente maggiore
rispetto a quella di Cy3, ma decade molto piu` rapidamente nel tempo essen-
do maggiormente soggetta a fotobleching. E` quindi necessario correggere le
intensita` dei segnali dovuti a Cy3 e Cy5. Tale correzione va eseguita sepa-
ratamente per ogni vetrino prodotto. Il fattore di correzione viene calcolato
1Gli oligonucleotidi utilizzati come controlli positivi, marcati con Cy3 e con Cy5, ven-
gono impiegati solo come controllo di avvenuta ibridazione sull’array. Non vengono infatti
utilizzati nella reazione di SBE, ma aggiunti alla soluzione utilizzata per l’ibridazione.
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(a) Schema del vetrino (b) Esempio di vetrino ibridato
Figura 3.1: Nella prima immagine si puo` osservare come sono stati
depositati gli oligonucleotidi: in giallo sono evidenziati quelli che
costituiscono i controlli positivi ed in grigio scuro quelli che fungono
da controlli negativi.
come rapporto tra la media dei segnali presenti per un colore e la media di
quelli dell’altro colore; per dettagli ulteriori si rimanda al Capitolo 5.
3.2.1 Il segnale aspecifico
L’incidenza del segnale aspecifico e` tanto elevata da compromettere la qua-
lita` dei dati ottenibili. Si pone quindi necessaria un’analisi specifica.
Per quantificare tale fenomeno, si e` deciso di prendere due vetrini a caso
e tracciare, per ognuno dei 23 SNP, un istogramma delle intensita` del segnale
delle quattro basi.
I campioni utilizzabili su due vetrini erano 26, in quanto dei due array
relativi ad ogni campione in 22 casi almeno uno dei due non e` risultato
analizzabile. Per cui, in totale, sono stati considerati 52 valori (26X2 spot
gemelli) per ogni SNP e base.
I segnali il cui spot non aveva superato il test di ibridazione con soglia
del 70% (si veda Sezione 5.1) sono stati posti pari a zero. E` stata quindi
apportata la correzione di intensita` per tenere conto del rapporto tra segnale
rosso e verde ed i valori risultanti sono stati rappresentati tramite istogrammi
come quello in Figura 3.2.
In ascissa e` riportata l’intensita` media dello spot in scala logaritmica;
in ordinata e` riportato il numero di spot che presentano tale intensita`. I
quattro colori rappresentano le quattro basi azotate; nel caso dello SNP
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Figura 3.2: Istogramma del segnale degli spot relativi allo SNP A3
(dati ottenuti dall’analisi di due vetrini). Nella legenda le due basi
plausibili secondo le banche dati di popolazione sono segnate con
un asterisco. Si noti in celeste la forte presenza in tutti gli spot
meno due del segnale C, non plausibile secondo le banche dati.
considerato in giallo e lilla sono riportati i dati riguardanti le basi plausibili,
mentre le due basi non plausibili sono indicate in celeste e prugna. Come
si puo` notare, dei due segnali maggiori, quello specifico e` sicuramente piu`
intenso ma resta comunque confrontabile con quello aspecifico.
Inoltre si osserva che il segnale aspecifico e` rilevabile in tutti i campioni:
dal grafico si puo` notare che, per lo SNP in esame, ad eccezione di pochi
spot, il segnale aspecifico e` sempre presente.
Le cause possibili di tali segnali possono essere due: un appaiamen-
to aspecifico dei primer durante la fase di ibridazione sul vetrino o un
appaiamento aspecifico degli stessi primer durante la reazione di SBE.
La prima ipotesi e` in realta` improbabile in quanto le sequenze sonda
presenti sul vetrino utilizzate per l’ibridazione sono state disegnate dalla
Affimetrix Inc. in modo da escludere ibridazioni con regioni del genoma
umano.
L’alternativa dell’ibridazione aspecifica dei primer durante la SBE e` mol-
to probabile in quanto, una prima modifica apportata al protocollo data
dall’aumento da 61◦C a 63◦C della temperatura di SBE, ha mostrato una
diminuzione netta del numero di segnali aspecifici, come evidenziato dal-
la tabella in Figura 3.3. Si e` anche notata una diminuzione dell’intensita`
media dei segnali aspecifici molto maggiore rispetto alla diminuzione del-
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l’intensita` media degli altri segnali. Questo effetto avvalora quindi l’ipotesi
della formazione del segnale aspecifico durante la reazione di SBE.
La tabella in Figura 3.3 rivela pero` anche che il numero di casi di segnali
aspecifici pur essendo diminuito non e` sceso a zero ed anzi resta comunque
elevato.
I segnali non plausibili non sono di per se` problematici, infatti baste-
rebbe limitare l’analisi ai due alleli plausibili e trascurare gli altri segnali
considerandoli semplicemente falsi positivi. Tuttavia la presenza di que-
sti segnali suggerisce che possano esserci delle componenti aspecifiche con
caratteristiche simili anche nei segnali relativi ad alleli plausibili.
Il problema centrale e` quindi che, se per uno SNP di un campione si
trovano intensita` significative per entrambi gli alleli plausibili, non si puo`
concludere con certezza che il genotipo sia eterozigote, perche´ e` possibile che
uno dei due segnali (magari il minore) sia di origine aspecifica, e il genotipo
sia in effetti omozigote.
L’ipotesi su cui ci si basa allora per poter affrontare tale problema e` che,
essendovi all’origine un appaiamento aspecifico, il segnale che ne deriva sia
sostanzialmente meno intenso del segnale vero.
Occorre percio` eseguire un’analisi quantitativa delle intensita` dei quattro
segnali di ciascuno SNP.
Figura 3.3: Tabella del numero di segnali aspecifici presenti in due
vetrini con SBE effettuate a 61◦C ed a 63◦C.
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3.3 Valutazione delle intensita`
Dato che si vuole solo capire se sono presenti o meno i due alleli possibili,
dopo avere eseguito il test di ibridazione, e corretto secondo il rapporto rosso-
verde, si puo` impostare un’analisi quantitativa in due modi: o decidendo una
soglia al di sotto della quale il segnale viene considerato aspecifico, oppure
confrontando le intensita`, come viene fatto nel lavoro di Hirschhorn e collegi
[8] (il logaritmo del rapporto delle intensita` per un eterozigote dovrebbe
essere circa zero).
3.3.1 Soglie di intensita` per il segnale aspecifico
La possibilita` di fissare una soglia di intensita` per distinguere i segnali “ve-
ri” da quelli aspecifici, comporta varie difficolta`. Anzitutto come accennato
precedentemente, i primer della SBE presentano efficienze anche molto di-
verse, portando a risposte di intensita` molto variabili. Ad esempio su uno
stesso vetrino si possono trovare degli SNP che rispondono con una intensita`
media di circa 700 ed altri di 7000.
Si potrebbero allora studiare delle soglie specifiche per i singoli SNP,
pero` vi e` pure un’ampia oscillazione di risposta tra vetrini diversi (anche di
un ordine di grandezza).
Infine, anche se si riuscissero a normalizzare i dati abbastanza da potere
trascurare la dipendenza dal vetrino, vi e` un’ulteriore questione di cui e`
necessario tenere conto.
Se si osserva l’istogramma in Figura 3.4, ottenuto analogamente a quello
della Figura 3.2, ma relativo ad un altro SNP, si puo` notare che il segnale
per l’adenina pur essendo presente e` molto meno intenso di quello per la
guanina: bisogna quindi concludere che sia del tutto aspecifico. Di conse-
guenza sembra ragionevole fissare la soglia intorno a 400 o 500, in modo da
separare le due curve, ma tale soglia e` arbitraria, perche´ manca l’informazio-
ne su quali siano i valori tipici di intensita` della adenina quando e` presente.
Vi sarebbe insomma il rischio di dovere cambiare la soglia dopo ulteriori
esperimenti.
Questa difficolta` puo` essere generalizzata dicendo che l’unico criterio per
fissare le soglie dei diversi SNP e` farlo in modo da separare a posteriori
i dati raccolti in due gruppi: quelli abbastanza intensi da avere ibridato
e quelli molto meno intensi. Tali gruppi si suppongono comunque essere
distinguibili in maniera netta. Questo metodo, tipico della cluster analysis,
ha il vantaggio di adattarsi automaticamente ai dati, ma lo svantaggio di
applicarsi solo dopo che sia stata completata la raccolta di tutti i dati.
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Figura 3.4: Istogramma del segnale degli spot per lo SNP B1
3.3.2 Confronto tra le intensita` degli alleli
Il secondo approccio possibile per rilevare i segnali aspecifici consiste nel
confrontare numericamente le intensita` che hanno superato il test di ibrida-
zione. Eseguire pero` questa operazione direttamente utilizzando le intensita`
medie degli spot per i due canali potrebbe non essere opportuno. E` neces-
sario infatti ricordare che i quattro segnali che possono comparire, relativi
ad ogni SNP si trovano su due array diversi ottenuti per ibridazione di due
soluzioni prodotte in due SBE separate: nulla permette di supporre che in-
tensita` provenienti da due array separati siano direttamente confrontabili.
Un array potrebbe infatti essere mediamente piu` o meno intenso dell’altro
e questo rischierebbe di portare a risultati scorretti.
Anche se i due array sono realizzati sullo stesso vetrino e le loro SBE
vengono eseguite in rapida successione, la complessita` del protocollo puo`
amplificare o smorzare casualmente i segnali, in modo tale da non rendere
perfettamente confrontabili le intensita` dei due array.
Sono infatti molti i fattori che possono influire sull’intensita` di un intero
array. Ad esempio, la qualita` con cui sono stati stampati gli array, le fluttua-
zioni nelle concentrazioni delle soluzioni utilizzate e la differente efficienza
di incorporazione tra ddNTP marcati e non.
Nonostante le difficolta` evidenziate, per questo lavoro di tesi e` stato
scelto l’approccio del confronto tra le intensita` degli alleli degli SNP, la cui
fattibilita` e` resa concreta da alcune modifiche apportate al protocollo.
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Figura 3.5: Schema dei segnali
3.4 Il terzo microarray
La strategia proposta per affrontare tutte le problematiche discusse finora
si basa sull’utilizzo di un terzo array.
Sperimentalmente si procede allestendo per ogni campione, oltre alle
due reazioni di SBE gia` descritte nel Capitolo 1.3, una terza reazione di
SBE (Mix C) eseguita analogamente alle altre due ma utilizzando tutti e
quattro i ddNTP marcati. Con i prodotti di questa reazione si ibrida quindi
il terzo array, che viene indicato con la lettera C (si veda la Figura 3.5).
La presenza dell’array aggiuntivo permette di ottenere una stima del
rapporto che lega le intensita` dei segnali presenti sull’array ibridato con la
Mix A e quelle presenti sull’array ibridato con la Mix B.
Il ruolo esatto dell’array C viene sviluppato nella Sezione 6.1, che descrive
pienamente il modello matematico tramite il quale, partendo dalle intensita`
dei segnali dei tre array di un campione, si riescono a riscalare i primi due
in modo da renderli globalmente confrontabili.
Per farsi un’idea del principio sul quale si basa questo approccio, si noti
che, se le intensita` dei tre array fossero direttamente confrontabili, senza
quelle amplificazioni o riduzioni casuali di cui si e` parlato nella Sezione 3.3.2,
per ogni spot e per ogni canale (rosso e verde) di un campione, varrebbe (a
meno di piccoli errori) la relazione:
xc = xa + xb,
dove xa, xb e xc denotano le intensita` nei tre array. La presenza dei fat-
tori di scala citati, fa s`ı che in realta` sia approssimativamente soddisfatta
l’equazione:
xc = axa + bxb,
dove a e b sono delle costanti che esprimono il rapporto di intensita` globale
tra l’array C e l’array A e tra l’array C e l’array B rispettivamente. Tali
equazioni sono in principio 46, ovvero una per ogni scelta dello SNP e del
canale, e tutte dovrebbero presentare (a meno di piccoli errori) le stesse
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costanti a e b. E` chiaro allora che esistera` una coppia di valori aˆ, bˆ che
meglio di tutte si adatta al sistema di equazioni, ed essa fornira` una stima
del rapporto di intensita` tra i tre array, permettendo quindi di correggere le
intensita` e di renderle maggiormente confrontabili.
Questo consente di non impostare alcuna soglia di intensita` e di con-
frontare, dopo opportuna correzione dei valori con il parametro stimato,




In questo capitolo vengono introdotti da un punto di vista astratto e per
quanto possibile generale gli strumenti matematici necessari per eseguire
l’analisi dei dati proposta nel Capitolo 6.1.
4.1 Regressione lineare
La regressione (lineare) e` uno strumento matematico che facilita l’indagine
delle relazioni (lineari) che emergono nei dati.
4.1.1 Regressione lineare semplice
Tra due grandezze x e y esiste una relazione lineare se esse




y = ax+ b,
intendendo con questo che a
e b sono costanti, mentre x
e y possono variare purche´
rispettino l’equazione. Ad
esempio e` di questo tipo la
relazione tra la temperatu-
ra espressa in gradi Celsius
e quella in gradi Fahrenheit.
Se si disegna il grafico di di-
spersione di un campione di
dati questo tipo, si ottengo-
no dei punti perfettamente
allineati su una retta.
29
CAPITOLO 4. STRUMENTI MATEMATICI 30
Nei campioni reali pero` le relazioni lineari esatte non sono molto frequen-
ti: e` piu` facile imbattersi in coppie di grandezze tra cui esiste approssima-
tivamente una relazione lineare. Ad esempio il grafico di dispersione della
statura contro il numero di scarpe di un campione di persone, potrebbe
assomigliare a quello in Figura 4.1.
I punti di questa figura non sono allineati su una retta, tuttavia e` evi-
dente una correlazione (positiva in questo caso) tra le due grandezze, e
viene spontaneo di tracciare una retta che interpoli i dati, la cui equazione
descriverebbe la relazione approssimata tra y e x.
La regressione lineare rende per quanto possibile esatto questo procedi-
mento, stabilendo in maniera oggettiva qual e` la retta che meglio interpola
i dati, e permettendo di ricavarne i coefficienti.
Il punto di partenza e` riscrivere la relazione che sussiste tra i dati, in-
terpretando le irregolarita` (ovvero di quanto i punti cadono lontano dalla
retta) come variabili aleatorie indipendenti, qui denotate da e:
y = ax+ b+ e.
Con questa notazione sintetica si intende in realta` il sistema di equazioni
yi = axi + b+ ei, i = 1, 2, . . . , n,
dove le n coppie (x1, y1), (x2, y2), . . . , (xn, yn) rappresentano i dati del cam-
pione, e le variabili aleatorie ei hanno media nulla e sono indipendenti e
identicamente distribuite (e solitamente gaussiane).
Le costanti a e b e le variabili aleatorie ei sono incognite, tuttavia per
ogni scelta delle prime due, e` possibile calcolare tutte le altre (dette anche
residui), tramite le formule
ei = yi − axi − b.
I coefficienti aˆ e bˆ della retta cercata – quella che meglio interpola i dati
– sono quelli per i quali i residui risultano globalmente minori. Cosa cio`
Figura 4.2: Retta interpolante.
significhi dipende dalla distri-
buzione delle ei. Ad esempio
e` possibile dimostrare che se le
ei sono gaussiane, la scelta giu-
sta e` di minimizzare la somma




(yi − axi − b)2. (4.1)
Cio` puo` essere fatto impo-
nendo che per a = aˆ e b = bˆ, le
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derivate parziali rispetto ad a e
b della somma qui sopra siano
nulle (ottenendo le cosiddette equazioni normali):{ ∑n
i=1 xi(yi − aˆxi − bˆ) = 0∑n
i=1(yi − aˆxi − bˆ) = 0.
Il sistema cos`ı ottenuto si risolve facilmente (si veda ad esempio [14]) e


























Partendo dal campione fittizio di prima, si trova ad esempio l’equazione
della retta riportata in Figura 4.2.
4.1.2 Regressione con scarti pesati
Prendiamo in considerazione un altro esempio: la relazione tra il numero di
auto che in una giornata percorrono un tratto di autostrada ed il numero di
incidenti che si verificano nello stesso tempo. Se disponessimo di dati reali,
probabilmente il loro grafico di dispersione sarebbe simile a quello in Figu-
ra 4.3; mostrerebbe cioe` una maggiore dispersione per y in corrispondenza
di valori di x elevati.
Questo fenomeno e` del tutto ragionevole, infatti se ci si aspetta che con
15 mila auto si verifichino in media 30 incidenti, e con 5 mila auto, 10
incidenti, e` lecito supporre che l’incertezza assoluta sul primo numero sia
Figura 4.3: In ascissa il numero di au-
to (migliaia) che percorrono un tratto
di autostrada; in ordinata il numero di
incidenti..
maggiore che sul secondo (in
effetti, tre volte maggiore,
se si immagina che l’incer-
tezza relativa sia la stes-
sa). Per incorporare questa
generalizzazione nelle equa-
zioni della regressione, biso-
gna lasciare cadere l’ipotesi
che le ei abbiano la stessa
distribuzione. Limitandoci
al caso che siano comunque
tutte gaussiane, cio` equiva-
le a dire che possono avere
varianza Var(ei) dipendente
da xi. Per stimare i coef-
ficienti a e b e` necessario
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allora avere un modello di
questa dipendenza: ad esempio per la Figura 4.3 potrebbe andare bene
porre
Var(ei) = σ2x2i .
E` importante notare che non occorre conoscere σ2: basta che le Var(ei)
siano note a meno di costanti moltiplicative. In effetti basta determinare
dei pesi wi dipendenti da xi in modo tale che wiVar(ei) non dipenda da i.
Nel nostro esempio, si puo` porre semplicemente wi = x−2i .
L’equazione da minimizzare sara` quindi
n∑
i=1
wi(yi − axi − b)2,
invece della (4.1). In questo modo si ottiene l’effetto di vincolare maggior-
mente la retta interpolante ai punti del grafico sui quali si sa esserci poca
variabilita`.
La deduzione delle equazioni normali e la loro risoluzione non presenta
difficolta` ulteriori, e quindi non viene approfondita.
4.1.3 Regressione bilineare, intercetta nulla
Un’altra utile generalizzazione si ha quando la grandezza y dipende in ma-
niera lineare da piu` variabili di ingresso, x(1), x(2), . . . , x(k), come nell’equa-
zione:
y = a1x(1) + a2x(2) + · · ·+ akx(k) + b+ e.
Qui i parametri da stimare sono k+1 e nuovamente le ei possono supporsi
identicamente distribuite, oppure richiedere dei pesi. La risoluzione non
presenta gravi difficolta`, ma richiede l’uso di matrici e il risultato non e` dei
piu` leggibili.
Si affronta ora un caso particolare, che presenta grande interesse per il
lavoro svolto in questa tesi. L’equazione considerata e`
y = a1x′ + a2x′′ + e, (4.2)
si tratta quindi di un modello bilineare, con imposizione che l’intercetta b
sia zero. Supponiamo di essere in grado di calcolare dei pesi wi(x′i, x
′′
i , yi) in




wi(yi − a1x′i − a2x′′i )2.
Le equazioni normali si ottengono facilmente calcolando le derivate par-
ziali rispetto ad a1 e a2:{ ∑
iwix
′
i(yi − aˆ1x′i − aˆ2x′′i ) = 0∑
iwix
′′
i (yi − aˆ1x′i − aˆ2x′′i ) = 0,






































































che sono gli stimatori cercati.
4.2 Test bayesiani e probabilita` a posteriori
Le tecniche inferenziali descritte in questa sezione hanno un ruolo chiave nel
seguito. In particolare verranno applicate, dopo l’osservazione e la correzione
delle intensita` dei quattro tipi di segnale, per determinare quali sono le
probabilita` condizionate (o a posteriori) dei diversi genotipi, e quindi qual
e` il piu` probabile.
4.2.1 Test bayesiano semplice
In questa sezione viene introdotto il test bayesiano semplice: un metodo per
Figura 4.4: Ipotetiche curve di densita` del
tasso glicemico. La funzione di sinistra,
fB e` per una persona sana. La funzione
di destra, fA e` per una persona diabetica.
decidere tra due ipotesi
alternative, tenendo con-
to delle loro probabilita` a
priori, e dell’esito di una
misurazione che con esse
e` correlata.
Siano dati allora due
eventi alternativi A e B,
e una variabile aleatoria
reale continua X la cui
distribuzione dipende in
maniera nota da quale
dei due eventi si realizza.
Supponiamo di misurare
il valore di X. Che cosa
si puo` dedurre?
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Un esempio concreto
rendera` il discorso piu` chiaro. Una persona fa un controllo per la glicemia:
l’evento A e` che sia diabetico, l’evento B che non lo sia; X rappresenta il
tasso glicemico misurato. Le densita` di probabilita` della distribuzione di X,
condizionate ad A e B sono simili a quelle rappresentate in Figura 4.4.
I grafici sembrano suggerire di fissare una soglia intorno a 100, e stabilire
che il test e` positivo o negativo a seconda che X superi o meno tale soglia.
Cio` non e` completamente corretto. In realta` per valutare se una soglia
sia accettabile, bisogna calcolare la frequenza dei falsi positivi e dei falsi
negativi, e tali frequenze devono rispettare i criteri imposti dallo sperimen-
tatore. Per questo motivo – per fissare la soglia – viene ora sviluppato il
calcolo delle suddette frequenze (o probabilita`), in funzione del valore di
quest’ultima. Alla fine sara` sufficiente vedere come cambiano le probabilita`
in funzione della soglia per individuare quella migliore per i fini della ricerca.
Sia s il valore della soglia; siano fA e fB le densita` di X, condizionate
agli eventi A e B. La probabilita` di un falso positivo e` data da





la probabilita` di un falso negativo, analogamente, da




In parole, le due probabilita` qui sopra coincidono con le aree delle code
di fA e fB (rispettivamente a sinistra e a destra di s), moltiplicate per le
probabilita` a priori di A e B.
I fattori moltiplicativi P (A) e P (B) sono molto importanti. In effetti,
tutta la statistica bayesiana e` costruita attorno al concetto di probabilita`
a priori. Nell’esempio del diabete, immaginando che il paziente sia preso
a caso nella popolazione adulta, possiamo pensare ad una incidenza della
malattia intorno al 5%, quindi P (A) = 0.05 e P (B) = 0.95.
Per valutare come variano i falsi positivi e negativi in funzione della
soglia, conviene definire le densita` pesate:
gA(x) = P (A)fA(x) e gB(x) = P (B)fB(x),
in modo da potere riscrivere in maniera piu` semplice le probabilita` dei falsi






La Figura 4.5 riporta un ingrandimento dei grafici di fA, fB (in nero), gA e
gB (in blu), attorno ai valori di interesse. Si nota bene come gA sia molto
piu` bassa di fA.
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All’inizio della sezione si proponeva una soglia intorno a 100; tale scelta
soggettiva, era suggerita dal grafico, e anche se inconsciamente, era fat-
ta in modo che le code delle f fossero simili. L’area sotto le curve g
risulta pero` in questo caso molto diversa, e quindi i falsi positivi diventano
Figura 4.5: Grafico della funzioni fA e
fB in nero e gA e gB in blu.
decine di volte piu` proba-
bili dei falsi negativi.
A meno che questo non
sia il risultato voluto, con-
viene, osservando le curve
blu nella Figura 4.5, fissa-
re la soglia s intorno a 112
(in modo che le code del-
le curve g siano analoghe,
e di conseguenza anche le
probabilita` di falsi positi-
vi e falsi negativi), o an-
che ad un valore maggio-
re, se si preferisce tenere
bassi i falsi positivi (maga-
ri perche´ in parallelo si sta
eseguendo un altro test).
4.2.2 Probabilita` a posteriori
Quando la soglia viene fissata secondo criteri oggettivi e consapevoli, eseguire
un test bayesiano e` certamente un metodo efficace. Tuttavia la risposta data
da un simile test e` sempre un secco s`ı o no, e si perde l’informazione su quanto
netta sia la decisione: se nell’esempio della glicemia la soglia viene posta a
110, e` ben diverso un esito negativo con glicemia 60, da uno con glicemia
108.
Esiste comunque un modo molto elegante di superare il problema, che
consiste nel sostituire il test bayesiano con il calcolo della probabilita` degli
eventi A e B, condizionata al valore misurato per X. Sia x tale valore. Per
il teorema di Bayes,
P (A|X = x) = fA(x)P (A)






P (B|X = x) = gB(x)
gA(x) + gB(x)
.
Con i dati dell’esempio della sezione precedente, si trova P (B|X = 60) ∼=
1 e P (B|X = 108) ∼= 0.7. Cio` permette di distinguere in maniera chiara gli
esiti negativi dei due test.
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4.2.3 Generalizzazioni
Il duplice approccio del test bayesiano e del calcolo delle probabilita` a po-
steriori si presta ad alcune generalizzazioni. Il caso che ci interessa in parti-
colare e` quello in cui gli eventi alternativi sono piu` di due, e vi e` piu` di una
grandezza misurabile legata ad essi.
Siano A1, A2, . . . , An degli eventi disgiunti tali che
P (A1) + P (A2) + · · ·+ P (An) = 1.
Sia X una variabile aleatoria a valori in Rd. Per effettuare il test, e quindi
decidere quale degli eventi Ai si e` realizzato, occorre suddividere Rd in n
regioni R1, R2, . . . , Rn; si accetta che si e` verificato Ai se X ∈ Ri. Per faci-
litare la comprensione, si noti che cio` e` l’analogo, nel caso del test semplice
della Sezione 4.2.1, di fissare una soglia s che divide R in due regioni, una
per ciascuno degli eventi alternativi che l`ı erano in esame. La differenza e`
che qui occorre dividere uno spazio molto piu` grosso in un numero anche
maggiore di regioni. I bordi di tali regioni non sono un punto, come era s, ma
curve e superfici, che possono essere scelte con una arbitrarieta` elevatissima.
L’arbitrarieta` nella scelta della ripartizione di Rd e` in effetti cos`ı grande
che raramente ci sono le condizioni perche´ questa strategia sia vincente.
L’approccio piu` conveniente e allora quello di calcolare le probabilita` a
posteriori, ovvero le probabilita` dei vari eventi Aj , condizionate al fatto che
X = x. Il procedimento e` analogo a quello della Sezione 4.2.2.
Se X e` una variabile aleatoria continua, il teorema di Bayes e` anco-
ra applicabile con poche modifiche; per ogni scelta dell’evento Aj (j =
1, 2, . . . , n),




ovvero, ponendo gi(x) = fAi(x)P (Ai),
P (Aj |X = x) = Z−1gj(x),
dove
Z = g1(x) + g2(x) + · · ·+ gn(x).






Analisi descrittiva dei dati
Scopo di questo capitolo e` uno studio preliminare dei dati, sia dal punto di
vista qualitativo (per chiarire ad esempio quali sono le distribuzioni statisti-
che delle grandezze misurate, e quale la loro correlazione), sia quantitativo
(con la stima dei parametri necessari nel seguito).
5.1 Verifica della presenza di segnale
Come illustrato, la statistica utilizzata per eseguire il test per la presenza
di segnale e` la percentuale di pixel del foreground che presentano intensita`
maggiore della mediana del background aumentata di una deviazione stan-
dard. Tale scelta e` stata ampiamente giustificata altrove; resta da stabilire
quale e` il valore ottimale per questa statistica.
La scelta e` stata fatta in modo euristico analizzando molti grafici ana-
loghi a quello mostrato in Figura 5.1. Ognuno di questi grafici e` relativo ai
tre array di un campione. Per ciascuno spot vengono disegnati due punti,
uno per colore, che hanno come ascissa la statistica in esame, e in ordinata
una grandezza molto simile: la percentuale di pixel del foreground con in-
tensita` maggiore della mediana del background aumentata di due deviazioni
standard.
Tale grafico di dispersione permette di individuare due cluster di punti
abbastanza netti che, per quanto detto nella Sezione 2.4.1, corrispondono
agli spot dove c’e` o non c’e` segnale. Anche se i due cluster si presentano piu`
o meno separati a seconda del campione, la soglia del 70% risulta ottimale
nella maggioranza dei casi.
L’ordine di grandezza dell’incidenza dei falsi positivi puo` essere valutato
dal grafico della Figura 5.1, e ammettendo che i due cluster corrispondano
senza errori agli spot dove c’e` o non c’e` segnale. Si possono contare 4 falsi
positivi e nessun falso negativo, su 23 × 2 × 2 × 3 = 276 spot (23 SNP, 2
gemelli, 2 colori, 3 array).
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Figura 5.1: Le sei serie di dati corrispondono agli spot presenti nei
tre array relativi ad una campione per i due canali .
5.2 Il rapporto rosso-verde
Come accennato nel Capitolo 3, dopo avere selezionato quali spot analizzare
e quali no, bisogna prendere in considerazione la diversa capacita` di resa
dei due fluorofori utilizzati come marcatori. Le intensita` relative ai segnali
rosso e verde vanno percio` corrette in maniera adeguata. Per fare questo e`
necessario stimare il rapporto tra le rese quantiche di fluorescenza di Cy5 e
Cy3.
Il miglior modo per eseguire la stima di questo valore sarebbe avere degli
standard opportuni, ovvero degli oligonucleotidi costruiti appositamente per
poter essere estesi assieme ai primer durante l’SBE.
Purtroppo gli oligonucleotidi utilizzati come controlli positivi non posso-
no essere impiegati a questo fine, ma solo come controlli di avvenuta ibrida-
zione, in quanto la loro marcatura, oltre ad essere posta in una zona diversa
(all’estremo 5′), e` inserita quando essi vengono sintetizzati (questo puo` voler
dire anche mesi prima degli altri). Cio` significa che la fluorescenza prodot-
ta dai fluorofori dei controlli positivi e` normalmente diversa da quella dei
ddNTP marcati inseriti durante l’SBE. E` infatti noto che con il tempo, l’e-
sposizione all’ozono, a temperature elevate e alla luce, la resa quantica dei
fluorofori si riduce consistentemente.
Dato che il numero di segnali presenti per ogni array e` molto limitato,
per ottenere una stima migliore del rapporto rosso-verde si e` deciso di ese-
guire un’unica stima per ogni vetrino prodotto. Cio` e` in linea di principio
corretto, perche´ tutti gli array di un vetrino vengono normalmente ibridati
con i prodotti di reazioni di SBE eseguite in un arco temporale breve du-
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Figura 5.2: Distribuzioni delle intensita` nel rosso e nel verde dopo
la correzione.
rante il quale i marcatori utilizzati non subiscono variazioni di resa quantica
sostanziali.
La stima viene effettuata selezionando solo gli spot che presentano se-
gnale. Su questi si determinano le medie aritmetiche delle intensita` nel rosso
e nel verde per l’intero vetrino e se ne calcola il rapporto. La radice quadrata
di tale rapporto viene utilizzata per correggere sia i valori di intensita` del
rosso sia quelli del verde (i primi vengono divisi mentre i secondi vengono
moltiplicati).
Il principio su cui si basa questo approccio e` che raccogliendo i dati
di molti array (di tutti e tre i tipi) e di tutti gli spot, sembra ragionevole
che se i fluorofori fossero equivalenti, l’intensita` dei segnali rossi e verdi
presenti sarebbe la stessa. La media aritmetica non e` necessariamente l’unica
statistica utilizzabile per questo scopo: a seconda del tipo di distribuzione
e di correlazioni, potrebbe essere piu` sensato usare la mediana, o la media
geometrica (ovvero la media aritmetica fatta sui logaritmi dei dati).
Si e` scelto di utilizzare la media aritmetica tra le possibili alternative per
varie ragioni. Il grafico in Figura 5.2 (relativo a due vetrini scelti a caso)
mostra le distribuzioni delle intensita` per i due tipi di segnale dopo la cor-
rezione descritta sopra. Come si puo` notare, le due curve si sovrappongono
in maniera chiara, a confermare la bonta` della correzione effettuata.
Un’altra conferma viene da valutazioni effettuate tramite il simulatore
(si veda la Sezione 6.2.1). Utilizzando questo strumento sono state prese
in considerazione le varie alternative possibili, ovvero l’impiego della media
aritmetica, di quella geometrica e della mediana per correggere il rapporto
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Figura 5.3: Distribuzioni del logaritmo delle intensita` degli spot
ibridati rispetto ad una distribuzione log-normale simulata.
tra segnali rossi e verdi. Il simulatore permette di sapere quale e` il rapporto
vero tra i due tipi di segnali e quindi di calcolare lo scarto tra tale valore
e le tre stime. Si e` percio` generato un campione di 30 vetrini simulati e si
sono trovati gli scarti suddetti. La tabella che segue riporta la media e la
deviazione standard dei tre campioni ottenuti.
Media Dev. St.
Media aritmetica 0.0 0.2
Media geometrica 0.1 0.4
Mediana 0.2 0.7
Come si puo` notare, la media aritmetica e` la scelta migliore perche´ pre-
senta la media pari a zero e la deviazione standard minima degli scarti tra
i valori stimati ed i valori veri.
5.3 Alcune osservazioni sui dati
Una prima caratteristica da approfondire dei dati e` la distribuzione delle
intensita` medie degli spot che presentano segnale. Tutti i dati raccolti con-
fermano che si tratta di una distribuzione log-normale (ovvero i logaritmi
delle intensita` hanno distribuzione normale).
La curva blu in Figura 5.3 e` relativa a due vetrini scelti a caso e riporta
la distribuzione delle intensita` su scala logaritmica. La curva color prugna
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Figura 5.4: Distribuzioni degli scarti dei logaritmi delle intensita`
degli spot gemelli nei due canali.
e` relativa ad un campione simulato di variabili aleatorie log-normali di pa-
rametri 7 e 1. Come si vede le due curve sono sovrapponibili, a conferma di
quanto detto sopra.
Variabilita` degli spot Per valutare l’incidenza del rumore a livello di
spot, sono state prese in considerazione le coppie di spot gemelli1 di quattro
vetrini scelti a caso. Separatamente per il rosso e per il verde, si e` calcolata
la differenza tra i logaritmi delle intensita` delle coppie di spot gemelli in cui
entrambi presentavano segnale. I campioni relativi ai due canali mostrano
distribuzioni del tutto analoghe (si veda la Figura 5.4), con una media di
circa 0 ed una deviazione standard di circa 0.2.
Tra le cause di tale elevata variabilita` possono esservi ad esempio le flut-
tuazioni nella quantita` di oligonucleotidi sonda depositati durante la stampa
del vetrino.
Variabilita` dovuta al vetrino Per valutare l’incidenza del rumore a
livello di vetrino si sono analizzati i dati provenienti da due vetrini ibridati
separatamente ma utilizzando gli stessi prodotti di SBE. In questo caso i
risultati riportati nell’istogramma di Figura 5.5 si riferiscono solo al segnale
rosso, ma per il verde si ottengono risultati del tutto paragonabili.
Si trova una media degli scarti dei logaritmi delle intensita` approssima-
tivamente nulla, mentre la deviazione standard e` di circa 0.3.
1Come si ricordera`, ogni array presenta due spot specifici per ogni SNP da analizzare,
ovvero due spot con sonde oligonucleotidiche identiche.
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Figura 5.5: Distribuzione degli scarti dei logaritmi delle intensita`
tra spot corrispondenti (e ibridati con lo stesso campione) presenti
su due vetrini diversi.
Variabilita` della reazione di SBE Per valutare l’incidenza del rumore
a livello di SBE si sono considerati quei campioni per i quali erano state
eseguite due volte entrambe le reazioni di SBE, e le soluzioni prodotte erano
state ibridate sullo stesso vetrino.
L’istogramma mostrato nella Figura 5.6 riporta i risultati ottenuti. La
scarsa numerosita` dei campioni disponibili non permette di trarre conclusioni
significative, ma solo stime grossolane dei parametri; gli scarti dei logaritmi
delle intensita` hanno in questo caso media −0.1 per il segnale rosso e 0.2
per il segnale verde; la deviazione standard e` per entrambi di circa 0.3.
5.3.1 Correlazione tra segnali analoghi
Le diverse fonti di errore, studiate nelle sezioni precedenti, fanno s`ı che
coppie di segnali che dovrebbero essere identiche differiscano invece alquanto.
Oltre a valutare semplicemente la variabilita` di queste differenze come si
e` fatto finora, e` utile studiarne la correlazione, tramite grafici di dispersione
come quello in Figura 5.7, che rappresenta i segnali di coppie di array ibridati
sullo stesso vetrino con lo stesso prodotto di SBE.
Come si nota bene dalla figura, si tratta di coppie di dati fortemente
correlati, le cui differenze crescono con l’ampiezza dei segnali, ma non si
annullano quando questa scende a zero.
Questo fa pensare che le intensita` misurate y siano pari a quella teorica
x, piu` un errore proporzionale a quest’ultima e piu` un altro termine di errore
di ampiezza non dipendente dall’intensita`, come nel modello seguente:
y = x+ ex+ ε.
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Figura 5.6: Distribuzione degli scarti dei logaritmi delle intensita`
tra spot corrispondenti (e situati sullo stesso vetrino) ibridati con
i prodotti di SBE diverse, partendo dallo stesso campione.
Figura 5.7: Grafico di dispersione per studiare la correlazione di
segnali analoghi. In ascissa e in ordinata vi sono le intensita` di
spot corrispondenti ai medesimi SNP, per due array ibridati con lo
stesso prodotto di SBE sullo stesso vetrino.
5.3.2 Segnali aspecifici
Per studiare dal punto di vista quantitativo il segnale aspecifico, si sono presi
in considerazione i segnali non plausibili (gli unici aspecifici sicuramente
individuabili).
Analizzando due vetrini si sono evidenziati 7 segnali non plausibili pre-
senti in quasi tutti i campioni e con intensita` medie che spaziano dall’1%
al 31% del segnale plausibile piu` forte tipico per quello SNP. Inoltre si sono
notati altri 10 casi sporadici di segnali non plausibili, con intensita` anche
molto maggiori.
Il numero complessivo di questi casi (7 o 17 su 46 alleli non plausibili)
puo` sembrare basso, ma occorre sottolineare che se si immagina la stessa
incidenza di segnale aspecifico per gli alleli plausibili, si arriva ad ipotizzare
14 aspecifici sistematici su 23 SNP.
Capitolo 6
Analisi dei dati: modelli
matematici
Si affronta ora l’analisi dei dati la cui elaborazione e` effettuata tramite un
pacchetto software creato appositamente. Gli algoritmi impiegati si basano
principalmente su due strumenti matematici particolari che vengono svilup-
pati in questo capitolo, e che si avvalgono dei risultati generali presentati
nel Capitolo 4.
6.1 Normalizzazione dei dati
Come anticipato nella Sezione 3.4, la presenza dell’array C permette di sti-
mare per ogni campione il rapporto tra le amplificazioni (o riduzioni) subite
a livello globale dagli array A e B, e quindi di correggerne le intensita` ren-
dendole confrontabili. Vediamo ora in dettaglio come questo puo` essere
ottenuto.
Fissato un campione, per ogni SNP e ogni colore, siano xA, xB e xC le
intensita` misurate per i segnali dei tre array. Si denotino poi con yA, yB e
yC le intensita` (incognite) che si avrebbero se non vi fosse nessun tipo di
rumore o di effetto casuale (non si esclude quindi il segnale aspecifico)1.
Per come viene eseguita la SBE C, si ha
yC = yA + yB. (6.1)
Come si e` detto piu` volte, la SBE e la qualita` del vetrino possono am-
plificare in maniera casuale le intensita`, in maniera diversa per ogni array.
Quindi per i = A,B,C varranno relazioni del tipo:
xi = yici,
1Si puo` anche pensare alle yi come le quantita` di basi azotate nel materiale genetico
dopo PCR, che andranno a produrre del segnale durante la SBE (sia con appaiamento
specifico che aspecifico dei primer).
45
CAPITOLO 6. ANALISI DEI DATI: MODELLI MATEMATICI 46
dove le ci sono costanti che si suppongono dipendere dall’array e dal campio-
ne, ma non dallo SNP e dal colore (in questo modo il fattore di amplificazione
ci risulta agire globalmente sull’intero array i).
Quella ipotizzata qui sopra rappresenta una situazione ideale perche´ non
vi sono errori dipendenti dallo spot e dal canale. Quando, ad ogni passaggio
del protocollo sperimentale viene ad inserirsi del rumore, esso si ripercuotera`
sull’intensita` finale. Per questo motivo e` necessario modificare l’equazione
sopra indicata con la seguente, che prevede ulteriori termini casuali. Per
i = A,B,C, si ha:
xi = yi(ci + ei) + εi, (6.2)
dove ei ed εi (che a differenza di ci dipendono anche dallo SNP e dal colore,
proprio come xi e yi) possono essere pensate come le componenti rispetti-
vamente moltiplicativa e additiva dell’errore presente. Come illustrato nella
Sezione 5.3.1, questo modello trova buona conferma nei dati.
Gli errori ei ed εi sono considerati variabili aleatorie. Le distribuzioni
scelte (per semplicita` e per il buon accordo con i dati) sono in entrambi i casi
normali, e non dipendenti dallo spot o dal colore. Si suppone che la media
delle ei sia nulla e quella delle εi dell’ordine di grandezza delle intensita` dei
pixel di background, quindi molto minore di xi quando lo spot presenta un
segnale intenso. Si suppone anche che la deviazione standard delle ei sia
molto minore di ci, in modo che (ci + ei) non possa diventare negativo.
In teoria vi e` un’equazione analoga alla (6.2) per ogni SNP di ogni array
e per ognuno dei due colori, ovvero vi sono fino ad un massimo di 46 triplette
di equazioni di quel tipo. In pratica, vengono esclusi i casi in cui entrambi gli
spot gemelli non presentano segnale, quindi le equazioni sono normalmente
molte meno.











ovvero, moltiplicando per i denominatori,
cAcBxC − cBcCxA − cAcCxB
= eA(cCxB − cBxC) + eB(cCxA − cAxC) + eC(cBxA + cAxB)
− xCeAeB + xAeCeB + xBeCeA + ε,
dove ε contiene tutti i termini che non dipendono da qualche xi.
Siccome, per quanto detto prima, la deviazione standard di ei e` neces-
sariamente molto minore di ci, nel secondo membro gli ultimi tre addendi
prima di ε devono essere molto minori rispetto ai primi tre, e quindi li tra-
scuriamo (questo passaggio puo` essere reso rigoroso confrontando le varianze
di ciascuna delle due somme di tre addendi). Si ottiene:
cAcBxC − cBcCxA − cAcCxB
∼= eA(cCxB − cBxC) + eB(cCxA − cAxC) + eC(cBxA + cAxB) + ε.
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xB ∼= e(xA, xB, xC) + ε′,
dove si e` posto ε′ = εcAcB , ed e raggruppa tutti gli altri termini del secondo
membro, che dipendono tutti da qualche xi.
Ponendo a = cC/cA e b = cC/cB si ottiene che
xC ∼= axA + bxB + e(xA, xB, xC) + ε′. (6.3)
Come si puo` notare questa equazione e` del tutto analoga alla (4.2) che
compare a pagina 32. E` quindi possibile stimare a e b con la regressione
bilineare.
Dovendo applicare la regressione con scarti quadratici pesati, bisogna
stimare la varianza degli errori e ed ε′, in modo da calcolare i pesi wi.
I parametri di ε′ sono sconosciuti, tuttavia se si applica la regressione
solo alle equazioni (6.3) corrispondenti a SNP e colori con intensita` elevata,
questo tipo di errore puo` essere trascurato. Infatti se xi e` grande, xi−εi ∼= xi.
Quindi:
xC ∼= axA + bxB + e(xA, xB, xC).
La varianza di e puo` essere calcolata direttamente, usando l’indipendenza
di eA, eB ed eC . Sia σ2 = Var(eA) = Var(eB) = Var(eC),
Var(e) = Var
(









(cCxB − cBxC)2 + (cCxA − cAxC)2 + (cBxA + cAxB)2
}
Svolgendo i quadrati e dividendo i termini tra graffe per cAcB, si possono


























+2xAxB − 2bxAxC − 2axBxC
}
.
Definendo il peso w(xA, xB, xC) come il reciproco dell’espressione tra graffe,




si puo` applicare quanto spiegato nella Sezione 4.1.3.
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Si numerano quindi da 1 a n le equazioni (6.3) sulle quali eseguire la
regressione (quelle corrispondenti a SNP e colori con segnali abbastanza in-
tensi). Per i = 1, 2, . . . , n si denota con xA,i l’intensita` del segnale sull’array
A per lo spot che compare nell’equazione i; si procede analogamente per gli
array B e C.
Se per i = 1, 2, . . . , n, si definiscono i wi come descritto qui sopra, e si






























Bisogna a questo punto osservare che i parametri da stimare a e b
compaiono nella definizione delle wi, e quindi nelle formule dei loro stimatori.
Questa difficolta` puo` essere superata procedendo in maniera iterativa.
Inizialmente si pone a = b = 1 nella definizione delle wi e si ricavano gli
stimatori aˆ e bˆ come sopra. Successivamente, si ricalcolano le wi con a = aˆ
e b = bˆ e si ricavano i nuovi stimatori corrispondenti, ˆˆa e ˆˆb. Si procede poi
cos`ı, iterativamente, fino a convergere agli stimatori finali.
Si vede empiricamente che il procedimento converge rapidamente sui dati
dell’esperimento: normalmente 3-4 iterazioni sono sufficienti a stabilire gli
stimatori con tre cifre di precisione.
La scelta di fare iniziare le iterazioni da a = b = 1 e` giustificata dal
fatto che questa posizione equivale a cA = cB = cC e quindi a supporre
che le intensita` dei tre array siano confrontabili. In effetti le stime di a e b
trovate sperimentalmente sono normalmente comprese tra 0.5 e 2, e quindi
non lontane da 1.
6.2 Inferenza a posteriori
Una volta ottenute le stime di a e b, queste vengono usate per normalizzare
le intensita` degli array A e B; per ogni SNP si ottengono in questo modo
4 valori che si suppongono confrontabili e che vanno valutati per decidere
quale sia il genotipo piu` probabile.
I genotipi possibili sono 10 in tutto: 4 omozigoti e 6 eterozigoti. Le mi-
surazioni a disposizione sono 4: sono le intensita` normalizzate dei quattro
alleli dello SNP. E` evidente che le seconde dipendono fortemente dai pri-
mi, quindi e` sensato domandarsi quale sia la probabilita` dei vari genotipi
condizionata alle misurazioni realizzate.
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E` possibile rispondere a questa domanda con le tecniche esposte nella
Sezione 4.2, e in particolare dalla versione della Sezione 4.2.3.
In accordo con la notazione introdotta in quella sede, si denota con X =
(XA, XC , XG, XT ) il vettore delle quattro misurazioni di intensita` luminosa e
con A1, A2, . . . , A10 le alternative possibili del genotipo, in un ordine fissato.
Si noti che i valori corrispondenti ad alleli per i quali lo spot non presenta
segnale (nel senso del test della Sezione 5.1) vengono posti arbitrariamente
a zero, quindi uno o piu` di questi numeri saranno probabilmente nulli. Cio`
significa che X non ha distribuzione continua. Tale difficolta` puo` essere
superata facilmente suddividendo in vari casi a seconda di quanti valori
sono diversi da zero.
Sia φ(k) la probabilita` che i valori non nulli siano k. A seconda di k, la
densita` di probabilita` di X si scrive come negli esempi seguenti:
φ(4)f (4)(xA, xC , xG, xT ), φ(3)f (3)(xA, 0, xG, xT ), φ(3)f (3)(xA, xC , xG, 0),
φ(2)f (2)(0, 0, xG, xT ), φ(1)f (1)(0, xC , 0, 0), φ(1)f (1)(xA, 0, 0, 0), φ(0),
tramite delle funzioni di densita` f (4), f (3), f (2), f (1) opportune.
A questo punto e` possibile utilizzare il teorema di Bayes e scrivere che
ad esempio, per il primo caso della seconda riga, e per j = 1, 2, . . . , 10,








(0, 0, xG, xT )P (Ai)
,
dove i pedici di φAj (k) e f
(k)
Aj
denotano il condizionamento al genotipo Aj ,
rispettivamente per la probabilita` che i segnali non nulli siano k, e per la
densita` di probabilita` di X in presenza di k segnali non nulli. Negli altri
casi si scrivono formule del tutto analoghe.
Per rendere operativo il procedimento appena descritto, bisogna conosce-
re le distribuzioni condizionate φAj (k)f
(k)
Aj
(xA, xC , xG, xT ), e le probabilita`
a priori P (Aj).
Le seconde vengono poste pari a 1/10, perche´ nessuna informazione e`
disponibile. Per stimare le prime, si e` invece usata una tecnica Monte Carlo,
ovvero una simulazione numerica al calcolatore, resa possibile dal software
descritto nella prossima sezione.
6.2.1 Il simulatore
Per stimare le distribuzioni delle intensita` normalizzate condizionate ai di-
versi genotipi possibili, si e` usato un programma in grado di generare casual-
mente dei dati che potrebbero realisticamente provenire da uno qualunque
dei vetrini finora analizzati, includendo il rumore, il segnale aspecifico, la di-
versa resa dei fluorofori e delle reazioni di SBE e anche la differente qualita`
degli spot e la loro correlazione.
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Tale software e` stato basato su un gran numero di parametri stimati
dai dati di vetrini reali (quelli descritti nel Capitolo 5 e molti altri) ed
e` stato usato per generare un gran numero di vetrini simulati, che sono
stati sottoposti alla correzione rosso-verde e alla normalizzazione tramite
regressione.
Cio` ha permesso come prima cosa di validare i due procedimenti cita-
ti, verificando che correggono in gran parte gli effetti per cui sono stati
introdotti.
Secondariamente, cio` ha permesso di produrre un gran numero di SNP
simulati dei queli sono noti sia il genotipo, sia le intensita` normalizzate finali
delle quattro basi, consentendo di stimare le distribuzioni delle seconde con-
dizionate al primo: queste grandezze sono infatti necessarie per l’inferenza
a posteriori.
Non e` facile concepire un simulatore che produca dati realistici, e non e`
chiaro come verificare la bonta` del risultato. Certamente bisogna includere
tutti gli effetti di cui si e` a conoscienza, e adottare accorgimenti in modo
che le inevitabili differenze tra simulatore e realta` non portino a distorsioni
troppo significative nei dati raccolti.
Schematicamente, il funzionamento del simulatore e` quello che segue.
Per ogni vetrino simulato, si generano i genotipi in modo che molti degli
SNP siano uguali o fortemente correlati da campione a campione, e favoren-
do gli omozigoti rispetto agli eterozigoti. Per ogni SNP viene scelta l’inten-
sita` tipica, con una distribuzione log-normale opportuna; viene introdotto
l’aspecifico, cercando di rispettare l’incidenza misurata nella Sezione 5.3.2.
Vengono ottenute le intensita` teoriche del segnale nei tre array, e nei due
colori, con l’inserimento del rapporto rosso-verde (uguale per tutto il vetri-
no) e del rapporto di resa tra i tre array. Tali intensita` sono poi perturbate
con errore moltiplicativo e additivo come nell’equazione (6.2). Si crea quindi
(con un segnale molto simile) lo spot gemello, e poi per entrambi si genera il
segnale di background, che viene usato sia come rumore additivo ulteriore,
sia (confrontandolo con quello di foreground) per stabilire se lo spot supera
il test per la presenza di segnale. In questa fase si tiene conto anche della
qualita` di stampa dello spot, che e` simulata in modo che spot vicini abbiano
una forte correlazione.
I dati raccolti grazie al simulatore sono stati poi suddivisi per genotipo
(Aj) e per numero e tipo di segnali non nulli (k) presenti, e hanno permesso




tenendo conto solo dei due segnali piu` intensi, si sono approssimate con




Per potere affrontare efficacemente l’analisi di una grande quantita` di dati
e` utile avvalersi di strumenti informatici adeguati: cio` oltre a velocizzare
il processo ha soprattutto il pregio di rendere l’analisi sistematica e i ri-
sultati oggettivi. In questa ottica si e` deciso di sviluppare un pacchetto
software dedicato, capace di leggere i risultati di GenePix Pro e condurre
automaticamente l’analisi dei dati descritta nei capitoli precedenti.
7.1 Il linguaggio di programmazione: Perl
Vista la struttura dei dati ottenuti con il software associato allo scanner, si
e` deciso di utilizzare come linguaggio di programmazione il Perl. Per giusti-
ficare bene questa scelta, occorre introdurre brevemente questo linguaggio.
7.1.1 La storia
Perl e` un linguaggio di programmazione inventato da Larry Wall nel 1987.
Wall doveva estrarre dati dai log di svariati server di rete, integrarli tra di
loro e generare delle statistiche. Gli strumenti che aveva a disposizione erano
i tipici programmi di manipolazione file dei sistemi UNIX (sed, awk, grep) e
la shell (sh). Il problema che doveva risolvere era pero` troppo complesso per
essere affrontato efficacemente con tali strumenti. La scelta era quindi tra
scrivere un programma in C per risolvere quello specifico problema, oppure
scrivere un nuovo strumento, capace di risolvere un’intera classe di problemi.
Wall scelse la seconda via.
7.1.2 Il linguaggio
Perl, nelle parole dell’autore, “is a language for getting your job done”: non
tenta di essere minimale, o elegante, o di incarnare qualche principio teorico.
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Lo scopo di Perl e` di risolvere i problemi di tutti i giorni. Sempre citando
Wall, “Perl makes easy things easy, and hard things possible”.
Le caratteristiche che permettono a Perl di mantenere queste promes-
se sono le stesse che lo rendono particolarmente adatto all’analisi dei dati
dell’esperimento trattato in questo lavoro. Gli aspetti piu` importanti sono
due.
Il primo e` che chi si accosta per la prima volta a Perl puo` scrivere pro-
grammi funzionanti e utili conoscendo solo una minima parte del linguaggio;
questo ha permesso a chi scrive di approntare il software in tempi rapidi, pur
senza avere esperienza precedente in questo linguaggio di programmazione.
Secondariamente, in Perl molti costrutti hanno comportamenti impliciti,
sono sensibili al contesto, e assumono che le opzioni sottintese siano quelle
piu` sensate. Cio` permette di scrivere programmi compatti e espressivi, in
cui la maggior parte del codice e` orientata alla risoluzione del problema, e
non ad assecondare le idiosincrasie del linguaggio.
7.2 Struttura del pacchetto software
Per comodita` il software di analisi e` stato diviso in tre programmi da eseguire
singolarmente uno dopo l’altro. Questo puo` sembrare superfluo ma, oltre a
rendere il tutto piu` modulare, permette di effettuare eventuali backup dei
dati intermedi in modo da poter apportare modifiche ad esempio all’ultimo
programma senza necessariamente dover eseguire nuovamente il primo su
tutti i dati iniziali.
7.2.1 Programma 1: color-norm.pl
Lo scopo di questo programma e` quello di eseguire una prima analisi per
Figura 7.1: Schema relativo al
Programma 1.
associare i dati relativi ai va-
ri array al campione analizza-
to ed alla condizione di SBE
utilizzata.
Schematicamente, il pro-
gramma legge il file .gpr (con-
tenente i risultati del software
di scansione), legge il file con lo
schema di caricamento del ve-
trino (che specifica per ogni ar-
ray il numero di campione ed il
tipo di SBE – un esempio e` mo-
strato in Figura 7.2), associa i
dati in modo opportuno e scri-
ve in output due file di risulta-
ti, interpretabili dal program-
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ma successivo e comprensibili
all’operatore.
Il programma comprende tre subroutine. La prima definita rapporto
legge il file .gpr del vetrino e ne calcola il rapporto tra il segnale rosso e
quello verde, come spiegato nella Sezione 5.2.
La seconda subroutine legge ed immagazzina i dati dello schema di ca-
ricamento del vetrino in due vettori: uno per i campioni ed uno per le
condizioni di SBE.
La terza subroutine legge nuovamente il file .gpr e per ogni microarray
trascura i dati inutili relativi a spot vuoti o a controlli negativi, ed imma-
gazzina i dati relativi ad ogni SNP mettendoli in ordine per nome. Controlla
anche se lo spot presenta segnale o meno, verificando se la percentuale dei
pixel con intensita` maggiore del background aumentato di una volta la sua
deviazione standard e` almeno del 70%.
Figura 7.2: Esempio di schema
di caricamento.
Le intensita` degli spot che supera-
no tale controllo vengono corrette con
il rapporto rosso-verde calcolato pre-
cedentemente, mentre l’intensita` de-
gli altri viene posta di default pari a
zero.
Ad ogni spot viene anche associa-
to un controllo di qualita`, secondo il
metodo fornito in [20]. La subrouti-
ne quality svolge i calcoli necessari
e poi pone il controllo a uno oppure a
zero a seconda se la qualita` dello spot
e` considerata buona o meno. Que-
sto valore viene poi considerato per
eseguire la regressione.
Le righe successive eseguono un
controllo relativo ad ogni microarray andando a verificare se questo presenta
un numero abbastanza elevato di segnali intensi da permettergli di essere
analizzato ulteriormente. E` da notare infatti che la regressione bilineare
non puo` essere applicata se uno dei tre array presenta un numero scarso di
segnali1.
Si considerano positivi quei microarray che presentano un numero di
spot con intensita` luminose maggiori di 100 di almeno 8 spot su 23 SNP
analizzati. Tali soglie sono arbitrarie e si sono determinate empiricamente
osservando alcuni dati.
Se l’array non supera il controllo non verra` inserito nel file dei risultati ma
verra` segnalato in un apposito file rapporto in cui vengono riportati anche,
1Questo puo` capitare se si forma una bolla nella cameretta di ibridazione impedendo
alla goccia di soluzione di venire in contatto con l’intero array.
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Figura 7.3: Struttura del file risultati
per ogni microarray, il numero di spot rossi e verdi rilevati. Queste informa-
zioni sono di grande utilita` perche´ permettono di sapere immediatamente
quali SBE devono essere ripetute per ogni vetrino.
Se invece il microarray e` considerato adeguato, i suoi dati vengono com-
pattati in modo da far confluire quelli relativi alle coppie di “spot gemelli”
e vengono quindi inseriti nel file risultati.
Il dato unico inserito per ogni coppia di “spot gemelli” per l’intensita`
luminosa corrisponde ad una media dei due segnali (spot 1 e spot 2) se sono
positivi entrambi, a zero se nessuno dei due ha dato segnale, ed al segnale
presente se ve n’e` uno solo. Per il controllo di qualita` l’accorpamento viene
fatto semplicemente sommando i singoli valori.
Il file risultati contiene per ogni microarray una riga che indica il
campione, un’altra che indica il nome del file .gpr con i dati di origine (in
modo da poter risalire agevolmente al vetrino di appartenenza), una riga
con la condizione di SBE utilizzata per ibridare l’array, quindi una riga
con i nomi degli SNP ed incolonnati nelle successive quattro righe, i dati
rispettivi: valore dell’intensita` rossa, valore di quella verde, risultato del
controllo di qualita` per il rosso e per il verde (si veda la Figura 7.3).
7.2.2 Programma 2: array-norm.pl
La seconda parte del pacchetto software ha lo scopo principale di controllare
quali campioni sono completi (questo accade quando e` disponibile l’intera
terna di microarray, corrispondente alle tre reazioni di SBE), e su questi
eseguire la regressione e di conseguenza la correzione delle intensita` degli
array A e B.
Come prima cosa viene caricato il file risultati prodotto precedente-
mente, controllando per ogni riga cosa contiene.
Quando il programma rileva una riga contenente il nome di un campione,
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Figura 7.4: Schema relativo al
Programma 2.
controlla se questo e` nuovo e nel
caso crea una tabella hash che
possa immagazzinare tutte le in-
formazioni utili (lo schema della
tabella e` in Figura 7.5), mentre
se il campione e` gia` presente non
esegue alcuna operazione.
Se incontra una riga contenen-
te il nome del file di provenienza
dei dati, questo viene inserito nel-
l’apposito elemento della tabella
hash (vettore con 3 elementi) re-
lativa a quel campione e la stessa
cosa avviene per i nomi degli SNP.
Le righe con le intensita` vengo-
no inserite nella tabella hash con-
trollando da quale delle tre condizioni di SBE provengono. Le intensita`
di ogni colore e di ogni SBE vengono inserite in tre vettori appartenenti
sempre alla tabella hash, contenenti rispettivamente le intensita` rosse (nella
Figura 7.5 ad esempio “A Rosso”), quelle verdi (ad esempio “A Verde”) ed
entrambe (nella figura ad esempio “A”).
Analogo procedimento viene seguito per le righe contenenti le informa-
zioni sul controllo della qualita` degli spot. Alla fine per ogni campione si
avra` una tabella hash contenente tutte le informazioni associate.
Il programma a questo punto apre in scrittura due file, che saranno
utilizzati successivamente: uno e` quello da cui ha preso i dati di partenza
Figura 7.5: Schema della struttura delle tabelle hash utilizzate per
contenere i dati delle terne di array.
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Figura 7.6: Schema relativo al Programma 3
(risultati), che verra` sovrascritto, cancellando i dati dei campioni completi
e reinserendo quelli dei campioni non completi; l’altro e` il file schema, che,
aperto in “append”, ricevera` le intensita` corrette dopo la regressione.
Per ogni campione si controlla se i dati sono completi, ovvero se vi sono
le informazioni relative a tutte e tre le SBE. Se lo sono, si procede con la
regressione. Viene eseguita la funzione stimatori che utilizza per stimare i
parametri a e b i dati relativi al rosso e quelli relativi al verde insieme. Nelle
equazioni della regressione vengono inseriti soltanto gli spot che hanno supe-
rato il controllo di qualita`, e con intensita` abbastanza elevata da giustificare
le approssimazioni effettuate nella Sezione 6.1. Il procedimento iterativo
descritto nella medesima sezione viene eseguito 5 volte per sicurezza.
Successivamente, si normalizzano i dati delle intensita` attraverso la fun-
zione cor cont; questa subroutine controlla anche che dopo la correzione vi
sia una certa concordanza tra le sei intensita` di ogni SNP (tre per colore).
Il controllo che esegue consiste nel verificare per ogni SNP, che l’intensita`
luminosa dell’array C sia abbastanza simile alla somma delle intensita` degli
altri due array. In caso contrario lo SNP viene considerato non riuscito, e le
intensita` poste a zero.
Alla fine vengono aggiunti in fondo al file schema i risultati per i campioni
completi e riscritti nel file risultati (che conteneva tutti i dati iniziali) solo
i dati residui relativi a campioni non completi.
7.2.3 Programma 3: inference.pl
La terza ed ultima parte del software di analisi legge il file creato dalla
precedente (il file schema) e per ogni SNP che trova calcola in base ai valori
delle quattro intensita` degli alleli, qual’e` la probabilita` di ognuno dei dieci
genotipi (quattro omozigoti e sei eterozigoti).
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Per ottenere questo risultato, si divide in cinque casi possibili l’analisi,
a seconda del numero di segnali maggiori di zero presenti. Ogni caso viene
trattato in modo diverso (secondo quanto detto nella Sezione 6.2) dalle fun-
zioni nessuna, singola, doppia, tripla e quadrupla rispettivamente per
i casi con nessuna, una, due, tre e quattro intensita` non nulle.
Al loro interno, queste funzioni chiamano a loro volta le subroutine
omozigosi, eter 1array, eter 1colore, eter 2array 2colori che eseguo-
no la stima delle probabilita` dei vari genotipi e, piu` precisamente, calcolano
rispettivamente la probabilita` del genotipo omozigote, di quello eterozigote
dato da segnali presenti su un solo array, eterozigote dato da segnali di un
solo colore ed eterozigote dato da segnali di colori diversi e presenti su array
distinti.
Nel calcolo si utilizzano i parametri stimati attraverso il simulatore e
vengono chiamate le funzioni, unidimensionale e bidimensionale, che
ritornano la densita` di probabilita` delle distribuzioni normali ad una e due
variabili.
L’output del programma infine e` costituito da un file di testo simile al file
schema, prodotto dal programma precedente, con l’aggiunta di dieci colonne,
ognuna riportante la probabilita` di un genotipo. Un frammento dell’output
e` mostrato in Figura 7.7.
Si noti nell’esempio mostrato come lo SNP B5, che presenta un solo
segnale debole sulla citosina, venga interpretato come omozigote C al 67% e
come eterozigote comprendente C nei restanti casi, mentre per lo SNP A1,
un segnale piu` forte porti ad una maggiore certezza dell’omozigote.
Figura 7.7: Esempio di output di inference.pl
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Un altro fatto da notare nei risultati in figura e` che i due SNP C2 e
C4 mostrano un’evidente contraddizione. Il primo ha due segnali diversi da
zero corrispondenti ad A e G, mentre il secondo solo uno, relativo a G. Cio`
nondimeno la probabilita` dei genotipi relativi, risulta pari ad 1 per l’omo-
zigote G di C2 e a 0.94 per C4. Questo fenomeno e` dovuto all’inevitabile
imprecisione dei parametri stimati con il simulatore. Si ritiene a causa di cio`
che le probabilita` fornite da inference.pl presentino un errore del 5%.
Capitolo 8
Discussione
8.1 Pregi del terzo array
A fronte di un aumento dei costi, il metodo di analisi proposto in questo
lavoro presenta diversi punti di forza.
Aumento della precisione. L’introduzione dell’array C e la regressio-
ne lineare consentono di stimare gli eventuali fattori di scala che agiscono
globalmente sugli array A e B e di tenerne conto normalizzando l’intensita`
dei segnali. Viste le notevoli fluttuazioni delle tipiche intensita` degli spot
da array ad array e ancor piu` da vetrino a vetrino, questo si riflette in una
aumentata capacita` di riconoscere i segnali aspecifici.
Possibilita` di recuperare piu` array. Se su un vetrino alcuni array non
risultavano analizzabili (l’incidenza degli array non leggibili e` superiore al
15%), con il protocollo inizialmente proposto era necessario rifare entrambi
gli array per ogni campione che ne avesse perso uno. Questo perche´ se le
SBE sono eseguite a distanza di tempo, o ibridate su vetrini diversi, la resa
dei due array ottenuti e` troppo diversa per essere trascurabile. Con il nuovo
protocollo, la presenza del terzo array permette di stimare questa differenza
e di tenerne conto, consentendo di recuperare tutti gli array analizzabili,
anche se ibridati in momenti diversi. L’unico requisito indispensabile e`,
viste le ipotesi fatte nel modello, che le reazioni di SBE utilizzino tutte i
prodotti della stessa reazione di multiplex PCR. Questo perche´ altrimenti
l’equazione (6.1) di pagina 45, fulcro del modello utilizzato, potrebbe non
essere verificata.
Risultati piu` informativi. Lo studio tramite l’inferenza a posteriori dei
segnali normalizzati, rende disponibile la probabilita` che un qualunque ge-
notipo sia all’origine dei dati osservati; il risultato che si ottiene e` sensibile
alla diversa limpidezza dei segnali, nel senso che permette di distinguere tra
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due situazioni in cui il genotipo piu` probabile e` lo stesso, ma magari in un
caso con dati netti e inequivocabili, e nell’altro con segnali deboli e incerti.
Questa differenza si riflette in probabilita` dei genotipi molto diverse, che po-
tranno poi essere sfruttate per migliorare un eventuale studio di associazione
successivo.
8.2 Metodo di analisi alternativo con due array
Per valutare l’efficacia della metodologia analitica proposta, si e` deciso di
metterla a confronto con l’adattamento di un approccio classico per questo
tipo di analisi.
Per questo secondo metodo si e` preso come riferimento il lavoro di Hirsch-
horn e altri[8], che mette a punto un metodo analogo a quello qui utilizzato,
dove grazie all’utilizzo di uno scanner con quattro laser, ogni campione puo`
essere analizzato tramite un solo array (impiegando un fluoroforo diverso
per ogni base azotata). In quel caso l’inferenza del genotipo era basata sulla
cluster analysis dei logaritmi dei rapporti tra le intensita` di segnale.
Per i dati del lavoro qui trattato l’adattamento necessario e` consistito
nel supporre i due array A e B confrontabili (in assenza del terzo array non
vi e` modo di stimare il rapporto tra le loro rese).
Si sono quindi esclusi gli spot con presenza di segnale non adeguata1 e
per ogni SNP si sono prese in considerazione solo le due intensita` luminose
maggiori (nuovamente nell’ipotesi che il segnale aspecifico per sua natura
debba essere meno intenso di quello specifico).





dove I1 e I2 sono le due intensita` in esame. Se queste ultime sono circa
uguali, ovvero se il genotipo che le ha prodotte e` verosimilmente eterozigote,
si ottiene un valore di P vicino a 0. Se invece una delle due intensita` e` nulla
o trascurabile rispetto all’altra, e quindi il genotipo dello SNP in questione
e` probabilmente omozigote, P assume valori lontani da 0, positivi o negativi
a seconda che sia maggiore I1 o I2.
Si sono raccolti tutti i valori di P ottenuti dai campioni di dati in esame
e si e` eseguita una cluster analysis separata per ogni SNP, per definire quali
valori del punteggio possano essere considerati eterozigoti e quali omozigoti.
Nella Figura 8.1 si puo` osservare come si sono distribuite le nuvole di
dati. Nel grafico per motivi di leggibilita` si sono rappresentati solo alcuni
SNP, ma gli altri non sono diversi. In modo particolare la netta separazione
1Come in precedenza, con cio` si intende che la percentuale di pixel di foreground con
intensita` maggiore del background piu` una volta la deviazione standard sia inferiore al
70%.
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Figura 8.1: Grafico utilizzato nella cluster analysis per definire le
soglie di P necessarie per decidere il genotipo degli SNP.
delle tre nuvole di dati e` comune a tutti gli SNP, come pure i livelli di P che
la determinano.
Si e` deciso quindi di considerare come eterozigote ogni SNP con un valore
di P compreso tra −2 e +2, come omozigoti quegli SNP con valori maggiori
di 4 o minori di −4, e non analizzabili i restanti.
8.3 Confronto
Le due metodologie di analisi illustrate sono state quindi applicate allo stesso
campione di dati formato da 12 vetrini.
Per valutare la bonta` dei risultati ottenuti, si e` preso in considerazione
il numero di campioni analizzabili con i due metodi, e di questi il numero di
genotipi impossibili comparsi. Nel caso del metodo con tre array, per questo
confronto e` stato preso in considerazione solo il genotipo con probabilita` piu`
elevata.
Nella Figura 8.2 si possono osservare i risultati ottenuti. Come si puo`
notare, gli SNP che risultano avere genotipi plausibili secondo le banche dati
aumentano dal 59.3% del metodo con due array al 72.5% del metodo con
tre array.
Lo schema seguente riassume le variazioni ottenute con il metodo pro-
posto in questa tesi:
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(a) Analisi con due array
(b) Analisi con tre array
Figura 8.2: Grafici riassuntivi della distribuzione dei dati con i due
metodi di analisi.
SNP plausibili +13.2%
SNP non plausibili −20.0%
SNP non analizzabili +6.8%
Si puo` notare come siano diminuiti i genotipi non plausibili, a vantaggio
di quelli plausibili e di quelli non decidibili. Anche l’aumento di questi
ultimi e` un fatto positivo: se SNP con genotipo non plausibile sono divenuti
non analizzabili, significa che il metodo con tre array riesce a separare piu`
chiaramente i dati analizzabili da quelli non analizzabili, portando quindi a
conclusioni piu` affidabili.
8.4 Eventuali ulteriori modifiche al protocollo
Le difficolta` incontrate nell’analisi dei dati suggeriscono alcune possibili va-
riazioni di protocollo, che si rifletterebbero in un incremento delle prestazio-
ni.
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La prima modifica suggerita e` l’introduzione di standard interni per sti-
mare il rapporto tra la fluorescenza di Cy3 e di Cy5. Una scelta efficace
potrebbe essere quella di sostituire gli attuali controlli positivi con un nuovo
primer sintetizzato in modo da poter essere esteso con i ddNTP marcati du-
rante le reazioni di SBE. Ovviamente sarebbe necessario progettare anche
quattro sequenze (differenziate per una base) da usare come stampo durante
le reazioni.
Questa possibilita` e` resa pero` difficoltosa dalla necessita` di studiare le
diverse sequenze in modo che durante le SBE non interferiscano con gli altri
primer e i frammenti amplificati del campione.
Secondariamente, sarebbe utile aumentare il numero di SNP analizzati,
ampliando contestualmente il numero di spot per microarray. Infatti la pre-
cisione della stima ottenuta con la regressione lineare cresce con l’aumentare
dei dati su cui puo` essere eseguita.
Si tenga anche presente che nel progettare dei nuovi array sarebbe di
grande utilita` situare gli spot gemelli distanti l’uno dall’altro, in modo
da eliminare la (attualmente molto forte) correlazione tra il rumore che
li colpisce.
Infine, un fattore di primaria importanza e` la qualita` con cui vengo-
no stampati i microarray. Sicuramente un miglioramento in questo senso




A.1 Programma 1: color-norm.pl
#! p e r l −w
@nomi = ( " A1 " , " A1 ’ " , " A2 " , " A2 ’ " , " A3 " , " A3 ’ " , " B1 " , " B1 ’ " , " B2 " , " B2 ’ " , " B3 " , " B3 ’ " , " B4 " , "
B4 ’ " , " B5 " , " B5 ’ " , " B6 " , " B6 ’ " , " C1 " , " C1 ’ " ,
" C2 " , " C2 ’ " , " C3 " , " C3 ’ " , " C4 " , " C4 ’ " , " C5 " , " C5 ’ " , " C6 " , " C6 ’ " , " D1 " , " D1 ’ " , " D2 " , " D2 ’ "
, " D3 " , " D3 ’ " , " D4 " , " D4 ’ " , " E1 " , " E1 ’ " ,
" E2 " , " E2 ’ " , " E3 " , " E3 ’ " , " E4 " , " E4 ’ " ) ;
5
#PROGRAMMA PRINCIPALE: INIZIO −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
$r v=rapporto ( ) ;
car icamento ( ) ;
l e t t u r a ( ) ;
10 #PROGRAMMA PRINCIPALE: FINE −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
#SUBROUTINE
#−−−−−−−−−−−−−−−−−−−−−−−−−c a l c o l o rappor to ro s so / verde−−−−−−−−−−−−
sub rapporto{
15 print " Che f i l e dei d a t i d e v o c a r i c a r e ?\ n " ;
chomp ( $nome f i l e = <STDIN>) ;
unless (open IN , " < $ n o m e _ f i l e " ) {





my ( $R mean , $B R , $SD1 R ,
$V mean , $B V , $SD1 V) ;
25 foreach ( <IN> ){
i f ( $ =˜ /ˆ\d+\t\d+\t / && ! ( $ =˜ /[\d\D]+?\ " E M P T Y \ " /) && ! ( $ =˜ /[\d\D]+?\ "
AT \ d *\ ’{0 ,1}\ " /) && ! ( $ =˜/[\d\D]+?\ " CP \ d *\ ’{0 ,1}\ " /) ){
( $R mean , $B R , $SD1 R , $V mean , $B V , $SD1 V) = ( sp l i t /\ t /) [
9 ,11 ,14 , 1 8 , 2 0 , 2 3 ] ;
i f ($SD1 R>70){
push( @rosso , ( $R mean−$B R) ) ;
30 }
i f ($SD1 V>70){




my $ros so =0;
my $verde=0;
foreach ( @rosso ){






45 $rapporto=($ros so / scalar ( @rosso ) ) /( $verde / scalar (@verde ) ) ;
return $rapporto ;
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close IN ;
}
#−−−−−−−−−−−−−−−−−−−−−−−−−schema d i caricamento−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
50 sub car icamento{
print " Che f i l e di c a r i c a m e n t o d e v o a p r i r e ?\ n " ;
chomp (my $nome f i l e c = <STDIN>) ;
unless (open IN c , " < $ n o m e _ f i l e _ c " ) {
die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e $ n o m e _ f i l e _ c : $ ! " ;
55 }
my ( $camp1 , $cond1 , $camp2 , $cond2 , $camp3 , $cond3 , $camp4 , $cond4 ) ;
foreach (<IN c>){
( $camp1 , $cond1 , $camp2 , $cond2 , $camp3 , $cond3 , $camp4 , $cond4 ) = ( sp l i t /\ t /)
[ 0 , 1 , 2 , 3 , 4 , 5 , 6 , 7 ] ;
chomp ( $cond4 ) ;
60 push(@campioni , $camp1 , $camp2 , $camp3 , $camp4 ) ;
push( @condiz ioni , $cond1 , $cond2 , $cond3 , $cond4 ) ;
}
#a que s t o punto c i sono due array che contengono i numeri d e i campioni e l e
#c on d i z i o n i d i SBE con i n d i c i p a r i a i b l o c c h i −1 (B=i +1)
65 unless ( scalar ( @condiz ion i )==48 && scalar (@campioni )==48){
die " A t t e n z i o n e s c h e m a c a r i c a m e n t o non c o m p l e t o !\ n " ;
}
}
#−−−−−−−−−−−−−−l e g g e l e i n f o rma z i on i da u t i l i z z a t e da i f i l e e l e s c r i v e −−−−−−−−−
70 sub l e t t u r a {
#apre e c a r i c a i f i l e da l e g g e r e e s c r i v e r e
my ( $blocco , $nome ,
$R mean , $FR sd , $B R , $B Rmedia , $BR sd , $SD1 R ,
$V mean , $FV sd , $B V , $B Vmedia , $BV sd , $SD1 V ) ;
75 for ( $ i nd i c e =0; $ ind ice <=47; $ i nd i c e++){
unless (open OUT , " > > r i s u l t a t i " ) {
die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e r i s u l t a t i : $ ! " ;
}
unless (open IN , " < $ n o m e _ f i l e " ) {
80 die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e $ n o m e _ f i l e : $ ! " ;
}
my $ c i c l o = 0 ;
foreach ( <IN> ){
85 #fa in modo che esca d a l l a s cans i one d e l f i l e se ha f i n i t o d i
#ca r i c a r e i l b l o c c o in q u e s t i o n e
i f ( $ =˜ /ˆ\d+\t\d+\t / && ! ( $ =˜ /[\d\D]+?\ " E M P T Y \ " /) && ! ( $ =˜ / [\d\D
]+?\ " AT \ d *\ ’{0 ,1}\ " /) && ! ( $ =˜/[\d\D]+?\ " CP \ d *\ ’{0 ,1}\ " /) && $ c i c l o
< 46){











#% > B635+1SD2 14





105 #B532 Mean 21
#B532 SD 22
#% > B532+1SD2 23
#% > B532+2SD2 24
#Rat io o f Medians (635/532) 44
110 #Ratio o f Means (635/532) 45
#F P i x e l s 66
( $blocco , $nome ,
$R mean , $FR sd , $B R , $B Rmedia , $BR sd , $SD1 R ,
115 $V mean , $FV sd , $B V , $B Vmedia , $BV sd , $SD1 V , $p i x e l ) = ( sp l i t /\ t /)
[ 0 , 3 ,
9 , 10 , 11 , 12 , 13 , 14 ,
18 , 19 , 20 , 21 , 22 , 23 , 6 6 ] ;
$nome =˜ s/\ " (\ w +\ ’{0 ,1}) \ "/$1 / ; #e l im ina l e ” ” atorno a l nome
120 i f ( $b locco == ( $ ind i c e+1) ){
$ c i c l o++;
my $ i =0;
while ($nome ne $nomi [ $ i ] ) {
$ i++;
125 unless ( $ i <= $#nomi ){
die " P r o b l e m a con il r i c o n o s c i m e n t o di $ n o m e !\ n " ;
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}
}
i f ($SD1 R >= 70){ #1. c o n t r o l l a i b r i d a z i o n e
130 #ros so i b r i d a t o
$F R [ $ i ] = $R mean ;
$ds R [ $ i ] = $FR sd ;
$BRmediana [ $ i ] = $B R ;
$BRmedia [ $ i ] = $B Rmedia ;
135 $Bds R [ $ i ] = $BR sd ;
$SD1 R [ $ i ] = $SD1 R ;
$CV R [ $ i ] = $Bds R [ $ i ] / $BRmedia [ $ i ] ;
$R netto [ $ i ] = $F R [ $ i ] / sqrt ( $r v ) ; #cor r e g g e con i l r appor t o verde
ro s so
140 } else{
#ros so non i b r i d a t o
$F R [ $ i ] = $R mean ;
$ds R [ $ i ] = $FR sd ;
$BRmediana [ $ i ] = $B R ;
145 $BRmedia [ $ i ] = $B Rmedia ;
$Bds R [ $ i ] = $BR sd ;
$SD1 R [ $ i ] = $SD1 R ;
150
i f ($BRmedia [ $ i ] != 0){
$CV R [ $ i ] = $Bds R [ $ i ] / $BRmedia [ $ i ] ;
} else{
$CV R [ $ i ] = 0 ;
155 }
$R netto [ $ i ] = 0 ;
}
i f ($SD1 V >= 70){
#verde i b r i d a t o
160 $F V [ $ i ] = $V mean ;
$ds V [ $ i ] = $FV sd ;
$BVmediana [ $ i ] = $B V ;
$BVmedia [ $ i ] = $B Vmedia ;
$Bds V [ $ i ] = $BV sd ;
165 $SD1 V [ $ i ] = $SD1 V ;
$CV V [ $ i ] = $Bds V [ $ i ] / $BVmedia [ $ i ] ;
$V netto [ $ i ] = $F V [ $ i ] ∗ sqrt ( $r v ) ; #cor r e g g e con i l r appor t o verde
ro s so
} else{
170 #verde non i b r i d a t o
$F V [ $ i ] = $V mean ;
$ds V [ $ i ] = $FV sd ;
$BVmediana [ $ i ] = $B V ;
$BVmedia [ $ i ] = $B Vmedia ;
175 $Bds V [ $ i ] = $BV sd ;
$SD1 V [ $ i ] = $SD1 V ;
i f ($BVmedia [ $ i ] != 0){
$CV V [ $ i ] = $Bds V [ $ i ] / $BVmedia [ $ i ] ;
} else{
180 $CV V [ $ i ] = 0 ;
}
$V netto [ $ i ] = 0 ;
}
185




190 #2. Ca l co l o d i q u a l i t a` per ogn i s po t
@QR = qua l i t y (\@pixelA , \@BRmedia , \@F R, \@CV R) ;
@QV = qua l i t y (\@pixelA , \@BVmedia , \@F V, \@CV V) ;
#3. Con t r o l l o per vede re se l ’ array e` venuto o no
195 my $contaR=0;
foreach ( @R netto ){
$contaR++ i f ( $ > 100) ;
}
my $contaV=0;
200 foreach ( @V netto ){
$contaV++ i f ( $ > 100) ;
}
unless (open RAPPORTO , " > > r a p p o r t o " ) {
die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e r a p p o r t o : $ ! " ;
205 }
print RAPPORTO " \ n C a m p i o n e :\ t " , $campioni [ $ i nd i c e ] , " \ n F i l e : $ n o m e _ f i l e \ n " ,
" C o n d i z i o n e : " , $ c ond i z i on i [ $ i nd i c e ] , " \ n " ;
print RAPPORTO " S p o t r o s s i r i l e v a t i : $ c o n t a R \ n " ;
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print RAPPORTO " S p o t v e r d i r i l e v a t i : $ c o n t a V \ n " ;
i f ( ( $contaR+$contaV ) < 8 ){
210 print RAPPORTO " - - - - - - - - - - - - - - A R R A Y NON V E N U T O - - - - - - - - - - - -!\ n " ;
} else { #se l ’ array e` venuto co r r e t t amen t e
print OUT " C a m p i o n e :\ t " , $campioni [ $ i nd i c e ] , " \ n F i l e :\ t " , $nome f i l e , " \
n C o n d i z i o n e :\ t " , $ c ond i z i on i [ $ i nd i c e ] , " \ n " ;
my @comp ;
@comp = compatta nomi (\@nomi) ;
215 stampa (\@comp) ;
@comp = compatta (\@R netto ) ;
stampa (\@comp) ;
@comp = compatta (\@V netto ) ;
stampa (\@comp) ;
220 @comp = compatta Q (\@QR) ;
stampa (\@comp) ;
@comp = compatta Q (\@QV) ;
stampa (\@comp) ;








my @q = @{ $ [ 0 ] } ;
my ( $i , @q c ) ;
for ( $ i=0 ; $ i < 45 ; $ i = $ i+2){
235 push(@q c , $q [ $ i ]+$q [ $ i +1] ) ;
}
return @q c ;
}
#−−−−−−−−−−−−−−−−−−−−−−−−−−−−
240 sub compatta nomi{
my @n = @{ $ [ 0 ] } ;
my ( $i , @n c ) ;
for ( $ i=0 ; $ i < 45 ; $ i = $ i+2){
push(@n c , $n [ $ i ] ) ;
245 }




250 my @R = @{ $ [ 0 ] } ;
my ( $i , @R c) ;
for ( $ i=0 ; $ i < 45 ; $ i=$ i+2){
i f ($R [ $ i ] != 0 && $R [ $ i +1] != 0){
my $p = ($R [ $ i ]+$R [ $ i +1]) /2 ;
255 push(@R c , $p ) ;
} e l s i f ($R [ $ i ] == 0 && $R [ $ i +1] == 0){
push(@R c , 0) ;
} else{
push(@R c , max($R [ $ i ] , $R [ $ i +1]) ) ;
260 }
}




my @a = ( $ [ 0 ] , $ [ 1 ] ) ;
@ordinato = sort d numer i ca l ly @a ;
return $ord inato [ 0 ] ;
} sub d numer i ca l ly { $b <=> $a}
270
#−−−−−−stampa i l con tenu to d i un array in s e r endo de i tab−−−−−−−−−−
sub stampa{
my $ar= $ [ 0 ] ;
275 my @l i s t a= @$ar ;
foreach ( @ l i s t a ){
print OUT $ , " \ t " ;
}
print OUT " \ n " ;
280 }
#−−−−−−−−−−c o n t r o l l o d i q u a l i t a ’ d e g l i spot−−−−−−−−−−−−−−−−−−−−−−−
sub qua l i t y {
285 my $p i x e l = $ [ 0 ] ;
my $B media = $ [ 1 ] ;
my $F = $ [ 2 ] ;
my $CV = $ [ 3 ] ;
290 my @pixel = @$pixel ;
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my @B media = @$B media ;
my @F = @$F;
my @CV = @$CV;
295 my $A0 = 0 ;
foreach ( @pixel ){
$A0 = $A0 + $ ;
}
$A0 = $A0 / ($#p i x e l + 1) ; #ca l c o l a l a media
300
#min Cv per qbkg1
my $min CV = $CV [ 0 ] ;
foreach (@CV){
i f ( $ < $min CV){
305 $min CV = $ ;
}
}
my $Bglobale = 0 ;
310 foreach (@B media ){
$Bglobale = $Bglobale + $ ;
}
$Bglobale = $Bglobale / ($#B media + 1) ; #background g l o b a l e
315 #ca l c o l o d i f 2
my $f2 = 1 + ( $B media [ 0 ] / $Bglobale ) ;
foreach (@B media ){
my $m = 1 + ( $ / $Bglobale ) ;
$ f2 = $m i f ($m < $f2 ) ;
320 }
for ( $ i = 0 ; $i<= $#p i x e l ; $ i++){
my $q s i z e = 2.718∗∗ ( − (abs ( $p i x e l [ $ i ] − $A0) / $A0) ) ;
my $q s i g n o i s e ;
325
i f ( ( $F [ $ i ] + $B media [ $ i ] ) != 0){
$q s i g n o i s e = $F [ $ i ] / ($F [ $ i ] + $B media [ $ i ] ) ;
} else{
$q s i g n o i s e = 0 ;
330 }
my $qbkg1 ;
i f ($CV[ $ i ] != 0 ){
335 $qbkg1 = $min CV / $CV[ $ i ] ;
} else{
$qbkg1 = 0 ;
}
340 my $qbkg2 = $f2 ∗ ( $Bglobale / ( $Bglobale + $B media [ $ i ] ) ) ;
my $Q = ( $q s i z e ∗ $q s i g n o i s e ∗ $qbkg1 ∗ $qbkg2 ) ∗∗(1/4) ;
i f ($Q >= 0 .5 ) {
$ ind i c e [ $ i ] = 1 ;
} else{





A.2 Programma 2: array-norm.pl
#! p e r l −w
$debug=0;
$nome f i l e = " r i s u l t a t i " ;
5 unless (open IN , " < $ n o m e _ f i l e " ) {




10 push(@input , $ ) ;
}
close IN ;
unless (open ERR , " > > c a m p _ p r o b l e m a t i c i . txt " ) {
15 die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e c a m p _ p r o b l e m a t i c i . txt : $ ! " ;
}
@campioni = ( ) ;
for ( $ i=0 ; $ i <= $#input ; $ i++ ){
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20 i f ( $input [ $ i ] =˜ /Campione :\ t ∗/ ){ #campione
$camp = ( sp l i t /\ t / , $input [ $ i ] ) [ 1 ] ;





i f ( $p == 0){ #se e` l a prima v o l t a che conpare crea l ’ hash per i d a t i
push(@campioni , $camp) ;
30 %$camp = (
" F i l e " => 0 , #s i a t t a c c a un array con t r e e l emen t i : in 0 f i l e d i A,
in 1 f i l e d i B, in 2 f i l e d i C
" N o m i "=> 0 ,
" AF " => 0 ,
" AFR " => 0 ,
35 " AFV " => 0 ,
" AQ " => 0 ,
" AQR " => 0 ,
" AQV " => 0 ,
" BF " => 0 ,
40 " BFR " => 0 ,
" BFV " => 0 ,
" BQ " => 0 ,
" BQR " => 0 ,
" BQV " => 0 ,
45 " CF " => 0 ,
" CFR " => 0 ,
" CFV " => 0 ,
" CQ " => 0 ,
" CQR " => 0 ,
50 " CQV " => 0) ;
}
print $$camp{" F i l e " } , " \ n " i f ( $debug==1) ;
} e l s i f ( $input [ $ i ] =˜ /A1\ t ∗/ ){
55 my @nomi = ( sp l i t /\ t / , $ input [ $ i ] ) ;
$$camp{" N o m i "} = \@nomi ;
} e l s i f ( $input [ $ i ] =˜/Condizione :\ tA/ ){ #cond A
60 print " A : $camp ,\ t " i f ( $debug == 1) ;
print $$camp{" F i l e " } , " \ n " i f ( $debug==1) ;
my @f i l e ;
i f ( $$camp{" F i l e "} != 0){
65 @ f i l e = @{$$camp{" F i l e " }} ;
}
$ f i l e = ( sp l i t /\ t / , $input [ $i −1]) [ 1 ] ;
$ f i l e [ 0 ] = $ f i l e ;
$$camp{" F i l e "} = \@f i l e ;
70
my @AF = sp l i t /\ t / , $input [ $ i +2] ;
#i n s e r i s c e l a r i g a con R ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
my @AFR = ( sp l i t /\ t / , $ input [ $ i +2]) ; #i n s e r i s c e i d a t i Rosso
$$camp{" AFR "} = \@AFR;
75 push(@AF, ( sp l i t /\ t / , $input [ $ i +3]) ) ;
#i n s e r i s c e l a r i g a con V ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
my @AFV = ( sp l i t /\ t / , $ input [ $ i +3]) ;
$$camp{" AFV "} = \@AFV ;
$$camp{" AF "} = \@AF;
80 my @AQ = sp l i t /\ t / , $input [ $ i +4] ; #i n s e r i s c e l a r i g a con QR
push(@AQ, ( sp l i t /\ t / , $input [ $ i +5]) ) ; #i n s e r i s c e l a r i g a con QV
$$camp{" AQ "} = \@AQ;
my @AQR = sp l i t /\ t / , $ input [ $ i +4] ;
my @AQV = sp l i t /\ t / , $ input [ $ i +5] ;
85 $$camp{" AQR "} = \@AQR;
$$camp{" AQV "} = \@AQV;
} e l s i f ( $input [ $ i ] =˜/Condizione :\ tB/ ){ #cond B
90 print " B : $ c a m p \ t " i f ( $debug == 1) ;
print $$camp{" F i l e " } , " \ n " i f ( $debug==1) ;
my @f i l e = @{$$camp{" F i l e " }} ;
$ f i l e = ( sp l i t /\ t / , $input [ $i −1]) [ 1 ] ;
95 $ f i l e [ 1 ] = $ f i l e ;
$$camp{" F i l e "} = \@f i l e ;
my @BF = sp l i t /\ t / , $input [ $ i +2] ;
#i n s e r i s c e l a r i g a con R ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
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100 my @BFR = ( sp l i t /\ t / , $ input [ $ i +2]) ; #i n s e r i s c e i d a t i Rosso
$$camp{" BFR "} = \@BFR;
push(@BF, ( sp l i t /\ t / , $input [ $ i +3]) ) ;
#i n s e r i s c e l a r i g a con V ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
my @BFV = ( sp l i t /\ t / , $ input [ $ i +3]) ;
105 $$camp{" BFV "} = \@BFV ;
$$camp{" BF "} = \@BF;
my @BQ = sp l i t /\ t / , $input [ $ i +4] ; #i n s e r i s c e l a r i g a con QR
push(@BQ, ( sp l i t /\ t / , $input [ $ i +5]) ) ; #i n s e r i s c e l a r i g a con QV
$$camp{" BQ "} = \@BQ;
110 my @BQR = sp l i t /\ t / , $ input [ $ i +4] ;
my @BQV = sp l i t /\ t / , $ input [ $ i +5] ;
$$camp{" BQR "} = \@BQR;
$$camp{" BQV "} = \@BQV;
115 } e l s i f ( $input [ $ i ] =˜/Condizione :\ tC/ ){ #cond C
print " C : $camp ,\ t " i f ( $debug == 1) ;
print $$camp{" F i l e " } , " \ n " i f ( $debug==1) ;
120 my @f i l e = @{$$camp{" F i l e " }} ;
$ f i l e = ( sp l i t /\ t / , $input [ $i −1]) [ 1 ] ;
$ f i l e [ 2 ] = $ f i l e ;
$$camp{" F i l e "} = \@f i l e ;
125 my @CF = sp l i t /\ t / , $input [ $ i +2] ;
#i n s e r i s c e l a r i g a con R ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
my @CFR = ( sp l i t /\ t / , $ input [ $ i +2]) ; #i n s e r i s c e i d a t i Rosso
$$camp{" CFR "} = \@CFR;
push(@CF, ( sp l i t /\ t / , $input [ $ i +3]) ) ;
130 #i n s e r i s c e l a r i g a con V ne t to per l ’ array che s e r v e n e l l a r e g r e s s i o n e ( verde e
ro s so ass ieme )
my @CFV = ( sp l i t /\ t / , $ input [ $ i +3]) ;
$$camp{" CFV "} = \@CFV ;
$$camp{" CF "} = \@CF;
my @CQ = sp l i t /\ t / , $input [ $ i +4] ; #i n s e r i s c e l a r i g a con QR
135 push(@CQ, ( sp l i t /\ t / , $input [ $ i +5]) ) ; #i n s e r i s c e l a r i g a con QV
$$camp{" CQ "} = \@CQ;
my @CQR = sp l i t /\ t / , $ input [ $ i +4] ;
my @CQV = sp l i t /\ t / , $ input [ $ i +5] ;
$$camp{" CQR "} = \@CQR;
140 $$camp{" CQV "} = \@CQV;
}
}
unless (open PROVA , " > $ n o m e _ f i l e " ) {
145 die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e $ n o m e _ f i l e in r i s c r i t t u r a : $ ! " ;
}
unless (open SCHEMA , " > s c h e m a . txt " ) {
die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e s c h e m a . txt : $ ! " ;
}
150
fo reach$c (@campioni ){
i f ( $$c{" AF "} != 0 && $$c{" BF "} != 0 && $$c{" CF "} != 0 ){
#ca l c o l o d e g l i s t im a t o r i
print " $c \ n " i f ( $debug == 1) ;
155 ( $a , $b ) = s t ima to r i (\ $$c{" AF " } , \$$c{" BF " } , \$$c{" CF " } , \$$c{" AQ " } , \$$c{"
BQ " } , \$$c{" CQ "} ) ;
($AF R , $AF V , $BF R , $BF V , $CF R , $CF V) = cor cont (\ $$c{" AFR " } ,\ $$c{" AFV "
} , \$$c{" BFR " } ,\ $$c{" BFV " } , \$$c{" CFR " } , \$$c{" CFV " }) ;
#NB. CF R e CF V danno un warning perch e` u s a t e s o l o qui , s i p o t r e b b e r o
#e l im ina r e ma po t e r r e i n s e r i r e anche i v a l o r i d i i n t e n s i t a` d e l l ’ a rray
#C po t r e b b e e s s e r e u t i l e
160 #somma qu a l t a` d e i t r e array
my ( $k , @q) ;
my @aqr = @{$$c{" AQR " }} ;
my @aqv = @{$$c{" AQV " }} ;
my @bqr = @{$$c{" BQR " }} ;
165 my @bqv = @{$$c{" BQV " }} ;
my @cqr = @{$$c{" CQR " }} ;
my @cqv = @{$$c{" CQV " }} ;
for ( $k=1 ; $k<24; $k++ ){
$q [ $k−1] = $aqr [ $k−1]+$aqv [ $k−1]+$bqr [ $k−1]+$bqv [ $k−1]+$cqr [ $k−1]+$cqv [ $k
−1] ;
170 }
#SCHEMA DI COME VIENE STRUTTURATI IL FILE ”SCHEMA”
#Campione
#F i l e 1 F i l e 2 F i l e 3
# A T C G Qa l i t y A G −> A ; CT −> B
175 #A1 | |
#A2 | |
print SCHEMA " C a m p i o n e :\ t " , $c , " \ n " ;
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stampa array ( $$c{" F i l e " } , SCHEMA) ;
print SCHEMA " \ t \ tA \ tT \ tC \ tG \ t \ t Q u a l i t y \ n " ;
180 my @nomi = @{$$c{" N o m i " }} ;
$k = ( ) ;
for ( $k=1 ; $k<24 ; $k++){
print SCHEMA $nomi [ $k−1] , " \ t \ t " , ${$AF R} [ $k−1] , " \ t " , ${$BF V} [ $k−1] , " \ t
" , ${$BF R} [ $k−1] , " \ t " , ${$AF V} [ $k−1] , " \ t \ t " , $q [ $k−1] , " \ n " ;
}
185 print SCHEMA " \ n " ;
#r i s c r i v e g l i array r e s t a n t i ( che non hanno t u t t e e t r e l e cond comp le t e ) n e l
f i l e i n i z i a l e
} e l s i f ( $$c{" AF "} != 0 && $$c{" BF "} != 0){
my @f i l e = @{$$c{" F i l e " }} ;
190 print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 0 ] , " \ n " ;
print PROVA " C o n d i z i o n e :\ tA \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" AFR " } , PROVA) ;
195 stampa array ( $$c{" AFV " } , PROVA) ;
stampa array ( $$c{" AQR " } , PROVA) ;
stampa array ( $$c{" AQV " } , PROVA) ;
print PROVA " \ n " ;
200 print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 1 ] , " \ n " ;
print PROVA " C o n d i z i o n e :\ tB \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" BFR " } , PROVA) ;
205 stampa array ( $$c{" BFV " } , PROVA) ;
stampa array ( $$c{" BQR " } , PROVA) ;
stampa array ( $$c{" BQV " } , PROVA) ;
print PROVA " \ n " ;
210 } e l s i f ( $$c{" BF "} != 0 && $$c{" CF "} != 0){
my @f i l e = @{$$c{" F i l e " }} ;
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 1 ] , " \ n " ;
215 print PROVA " C o n d i z i o n e :\ tB \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" BFR " } , PROVA) ;
stampa array ( $$c{" BFV " } , PROVA) ;
stampa array ( $$c{" BQR " } , PROVA) ;
220 stampa array ( $$c{" BQV " } , PROVA) ;
print PROVA " \ n " ;
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 2 ] , " \ n " ;
225 print PROVA " C o n d i z i o n e :\ tC \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" CFR " } , PROVA) ;
stampa array ( $$c{" CFV " } , PROVA) ;
stampa array ( $$c{" CQR " } , PROVA) ;
230 stampa array ( $$c{" CQV " } , PROVA) ;
print PROVA " \ n " ;
} e l s i f ( $$c{" AF "} != 0 && $$c{" CF "} != 0){
my @f i l e = @{$$c{" F i l e " }} ;
235
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 0 ] , " \ n " ;
print PROVA " C o n d i z i o n e :\ tA \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
240 stampa array ( $$c{" AFR " } , PROVA) ;
stampa array ( $$c{" AFV " } , PROVA) ;
stampa array ( $$c{" AQR " } , PROVA) ;
stampa array ( $$c{" AQV " } , PROVA) ;
print PROVA " \ n " ;
245
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 2 ] , " \ n " ;
print PROVA " C o n d i z i o n e :\ tC \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
250 stampa array ( $$c{" CFR " } , PROVA) ;
stampa array ( $$c{" CFV " } , PROVA) ;
stampa array ( $$c{" CQR " } , PROVA) ;
stampa array ( $$c{" CQV " } , PROVA) ;
print PROVA " \ n " ;
255 } e l s i f ( $$c{" AF "} != 0 ){
my @f i l e = @{$$c{" F i l e " }} ;
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 0 ] , " \ n " ;
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260 print PROVA " C o n d i z i o n e :\ tA \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" AFR " } , PROVA) ;
stampa array ( $$c{" AFV " } , PROVA) ;
stampa array ( $$c{" AQR " } , PROVA) ;
265 stampa array ( $$c{" AQV " } , PROVA) ;
print PROVA " \ n " ;
} e l s i f ( $$c{" BF "} != 0){
my @f i l e = @{$$c{" F i l e " }} ;
270
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 1 ] , " \ n " ;
print PROVA " C o n d i z i o n e :\ tB \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
275 stampa array ( $$c{" BFR " } , PROVA) ;
stampa array ( $$c{" BFV " } , PROVA) ;
stampa array ( $$c{" BQR " } , PROVA) ;
stampa array ( $$c{" BQV " } , PROVA) ;
print PROVA " \ n " ;
280 } e l s i f ( $$c{" CF "} != 0){
my @f i l e = @{$$c{" F i l e " }} ;
print PROVA " C a m p i o n e :\ t " , $c , " \ n " ;
print PROVA " F i l e :\ t " , $ f i l e [ 2 ] , " \ n " ;
285 print PROVA " C o n d i z i o n e :\ tC \ n " ;
stampa array ( $$c{" N o m i " } , PROVA) ;
stampa array ( $$c{" CFR " } , PROVA) ;
stampa array ( $$c{" CFV " } , PROVA) ;
stampa array ( $$c{" CQR " } , PROVA) ;
290 stampa array ( $$c{" CQV " } , PROVA) ;




#−−−a l g o r i tmo per c a l c o l a r e g l i s t im a t o r i d i a e b−−−−−−−−−−−−−−−−
#devono e s s e r e p a s s a t i g l i array con l e i n t e n s i t a a l n e t t o −−−
300 #de l background ( x1 , x2 e x3 ) e g l i array d e l l e q u a l i t a ’
sub s t ima to r i { #con t r o l a r e p a s s a g g i o d i 6 parametr i
my @x1 = @{${ $ [ 0 ] } } ;
my @x2 = @{${ $ [ 1 ] } } ;
305 my @x3 = @{${ $ [ 2 ] } } ;
my @q1 = @{${ $ [ 3 ] } } ;
my @q2 = @{${ $ [ 4 ] } } ;
my @q3 = @{${ $ [ 5 ] } } ;
310 my $a = 1 ;
my $b = 1 ;
my $ j = 0 ;
while ( $ j < 5){
315 $gu=0;
print $#x3 , " \ n " i f ( $debug==1) ;
for (my $ i = 0 ; $ i <= $#x3 ; $ i++){
i f ( $x3 [ $ i ] > 250 && ( $x1 [ $ i ] + $x2 [ $ i ] ) > 150 && $q3 [ $ i ] > 1 && $q1 [ $ i ] >
1 && $q2 [ $ i ] > 1){
$gu++;
320 $w [ $ i ] = 1 / ( $x1 [ $ i ]∗∗2∗ ( ( $a∗$b )+($a/$b ) ) + $x2 [ $ i ]∗∗2∗ ( $a∗$b+($b/$a ) )
+ $x3 [ $ i ]∗∗2∗ ( ( $a/$b )+($b/$a ) )
+ 2∗$x1 [ $ i ]∗ $x2 [ $ i ] − 2∗$a∗$x2 [ $ i ]∗ $x3 [ $ i ] − 2∗$b∗$x1 [ $ i ]∗ $x3 [
$ i ] ) ;
} else{
$w [ $ i ] = 0 ;
}
325 }
print $gu , " \ n " i f ( $debug==1) ;
my ($A11 , $A12 , $A21 , $A22 , $B1 , $B2) = (0 , 0 , 0 , 0 , 0 , 0 ) ;
my $ i = 0 ;
foreach (@w){
330 i f ( $ != 0){
$A11 = $A11 + ( $x1 [ $ i ] ∗ $x1 [ $ i ] ∗ $ ) ;
$A12 = $A12 + ( $x1 [ $ i ] ∗ $x2 [ $ i ] ∗ $ ) ;
$A21 = $A21 + ( $x2 [ $ i ] ∗ $x1 [ $ i ] ∗ $ ) ;
$A22 = $A22 + ( $x2 [ $ i ] ∗ $x2 [ $ i ] ∗ $ ) ;
335 $B1 = $B1 + ( $x1 [ $ i ] ∗ $x3 [ $ i ] ∗ $ ) ;




340 print " $ A 1 1 $ A 1 2 $ A 2 1 $ A 2 2 \ n " i f ( $debug==1) ;
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$d = ($A11 ∗ $A22) − ( $A12 ∗ $A21) ;
i f ( $d != 0){
$a = ( ( $B1 ∗ $A22) − ($B2 ∗ $A12) ) / $d ;




i f ( $d == 0){
print " D e t e r m i n a n t e m a t r i c e d u r a n t e la r e g r e s s i o n e = 0! \ n C a m p i o n e : $c \ n " ;
350 print ERR " C a m p i o n e : $c \ n \ n " ;
} else{
return ( $a , $b ) ;
}
355 }
#−−−−−co r r e g g e con a e b e c o n t r o l l a l a concordanza con i l v a l o r e d i c−−−−−−−−−−−
sub co r cont {
my @afr = @{${ $ [ 0 ] } } ;
my @afv = @{${ $ [ 1 ] } } ;
360 my @bfr = @{${ $ [ 2 ] } } ;
my @bfv = @{${ $ [ 3 ] } } ;
my @cfr = @{${ $ [ 4 ] } } ;
my @cfv = @{${ $ [ 5 ] } } ;
my $ i ;
365 foreach ( @afr ){
$ = $ ∗$a ;
}
foreach (@afv ){
$ = $ ∗$a ;
370 }
foreach ( @bfr ){
$ = $ ∗$b ;
}
foreach (@bfv ){
375 $ = $ ∗$b ;
}
my $n = (1 + $a + $b ) − min (1 , $a , $b ) − max(1 , $a , $b ) ;
for ( $ i=0 ; $i<s ca l a r@a f r ; $ i++){
i f ( ( ( $ c f r [ $ i ]+ $c fv [ $ i ] )−($b f r [ $ i ]+$bfv [ $ i ] ) − ( $a f r [ $ i ]+ $afv [ $ i ] ) ) > ( (
$b f r [ $ i ]+$bfv [ $ i ] ) + ( $a f r [ $ i ]+ $afv [ $ i ] ) ) ){
380 $a f r [ $ i ] = 0 ;
$afv [ $ i ] = 0 ;
$b f r [ $ i ] = 0 ;
$bfv [ $ i ] = 0 ;
} else{
385 $a f r [ $ i ] = $a f r [ $ i ] / $n ;
$afv [ $ i ] = $afv [ $ i ] / $n ;
$b f r [ $ i ] = $bf r [ $ i ] / $n ;
$bfv [ $ i ] = $bfv [ $ i ] / $n ;
}
390 }




my @a = ( $ [ 0 ] , $ [ 1 ] , $ [ 2 ] ) ;
@ordinato = sort d numer i ca l ly @a ;





my @a = ( $ [ 0 ] , $ [ 1 ] , $ [ 2 ] ) ;
@ordinato = sort d numer i ca l ly @a ;
405 return $ord inato [ 2 ] ;
}
#−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−




my @array = @{ $ [ 0 ] } ;
my $cana le = $ [ 1 ] ;
415 foreach ( @array ){
print $cana le $ , " \ t " ;
}
print $cana le " \ n " ;
}
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A.3 Programma 3: inference.pl
#! p e r l −w
#−−−v a r a b i l e debug : me t t e re 1 in f a s e d i c o r r e z i o n i
$debug=0;
5 $pi = atan2 (1 , 1 ) ∗ 4 ;
c a r i c a ( ) ;
unless (open IN , " > s c h e m a 2 . txt " ) {
die " A t t e n z i o n e : non p o s s o a p r i r e il f i l e s c h e m a 2 : $ ! " ;
}




" A1 " => " AG " ,
15 " A2 " => " CT " ,
" A3 " => " GT " ,
" B1 " => " AG " ,
" B2 " => " AC " ,
" B3 " => " AC " ,
20 " B4 " => " CT " ,
" B5 " => " CT " ,
" B6 " => " AC " ,
" C1 " => " CT " ,
" C2 " => " AG " ,
25 " C3 " => " AC " ,
" C4 " => " GT " ,
" C5 " => " GT " ,
" C6 " => " CT " ,
" D1 " => " AT " ,
30 " D2 " => " GC " ,
" D3 " => " CT " ,
" D4 " => " AG " ,
" E1 " => " AG " ,
" E2 " => " AG " ,
35 " E3 " => " GT " ,
" E4 " => " AC " ) ;
foreach (@input ){
%p = (
40 " A " => 0 ,
" T " => 0 ,
" C " => 0 ,
" G " => 0 ,
" AG " => 0 ,
45 " CT " => 0 ,
" AC " => 0 ,
" GT " => 0 ,
" AT " => 0 ,
" GC " => 0 ) ;
50 my (@i , @combinazioni , @prob ) ;
i f ( $ =˜/A\d\ t ∗/ | | $ =˜/B\d\ t ∗/ | | $ =˜/C\d\ t ∗/ | | $ =˜/D\d\ t ∗/ | | $
=˜/E\d\ t ∗/){
( $snp , $ i [ 0 ] , $ i [ 1 ] , $ i [ 2 ] , $ i [ 3 ] , $qual ) = ( sp l i t /\ t / , $ ) [ 0 , 2 , 3 , 4 , 5 , 7 ] ;
my $conta=0;
foreach (@i ){
55 $conta++ i f ( $ != 0) ;
}
i f ( $conta==0){
nessuna ( ) ;
} e l s i f ( $conta == 1){
60 s i n go l a (\@i ) ;
} e l s i f ( $conta == 2){
doppia (\@i ) ;
} e l s i f ( $conta == 3){
t r i p l a (\@i ) ;
65 } e l s i f ( $conta == 4){
quadrupla (\@i ) ;
}
#I due c i c l i s u c c e s s i v i fanno s i che l a somma d e l l e p r o b a b i l i t a`
#a s s o c i a t e a i v a r i g e n o t i p i s i a pa r i a 1
70 my $somma prob = 0 ;
foreach $key ( sort keys %p){
$somma prob = $somma prob + $p{$key } ;
}
75 i f ( $somma prob != 0){
foreach $key ( sort keys %p){
$p{$key} = $p{$key} / $somma prob ;
}
} e l s i f ( $bas i ==1){
80 nessuna ( ) ;
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}
print IN $snp , " \ t \ t " ;
foreach (@i ){
85 printf IN " %.2 f \ t " , $ ;
}
print IN " \ t " , $qual , " \ t " ;
foreach $key ( sort keys %p){
90 printf IN " %.2 f \ t " , $p{$key } ;
}
print IN " \ n " ;
} e l s i f ( $ =˜ /\ t\ t\b$base [ 0 ] \ b\ t\b$base [ 1 ]\ b\ t\b$base [ 2 ] \ b\ t\b$base [ 3 ] \ b/){
print IN $ ;
95 foreach $key ( sort keys %p){
print IN " \ t " , $key ;
}
print IN " \ n " ;
} else{
100 print IN $ , " \ n " ;
}
}
#−−−−−−−t r a t t a i l caso in cu i non v i s i a a l cuna i n t e n s i t a` luminosa
105
sub nessuna{
my $phi o = 0 . 1 3 ;
my $ph i e = 0 . 0 93 ;
$p{" A "} = $phi o ∗ 1/16 ;
110 $p{" T "} = $phi o ∗ 1/16 ;
$p{" C "} = $phi o ∗ 1/16 ;
$p{" G "} = $phi o ∗ 1/16 ;
$p{" AG "} = $phi e ∗ 2/16 ;
$p{" CT "} = $phi e ∗ 2/16 ;
115 $p{" AC "} = $phi e ∗ 2/16 ;
$p{" GT "} = $phi e ∗ 2/16 ;
$p{" AT "} = $phi e ∗ 2/16 ;
$p{" GC "} = $phi e ∗ 2/16 ;
i f ( $bas i == 1){
120 ( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( ! ( $ s s {$snp} =˜ / .?A. ? / ) )
;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( ! ( $ s s {$snp} =˜ / .?T. ? / ) )
;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( ! ( $ s s {$snp} =˜ / .?C. ? / ) )
;




#−−−−−−−−−−−−−−−t r a t t a i l caso in cu i v i s i a 1 i n t e n s i t a` luminosa
sub s i n g o l a {
130 my ( $ i ) ;
my @i = @{ $ [ 0 ] } ;
for ( $ i =0; $i<=3; $ i++){
i f ( $ i [ $ i ] != 0){
#omoz igo te
135 $p{$base [ $ i ]}= omozigos i ( $ i [ $ i ] ) ;#. . . u t i l i z z a un hash che t i e n e l e pob
d e l l e 10 comb inaz ion i
#monoarray
i f ( $base [ $ i ] eq A | | $base [ $ i ] eq G ){
$p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] ) ;
} e l s i f ( $base [ $ i ] eq C | | $base [ $ i ] eq T){
140 $p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] ) ;
}
#monocromatico
i f ( $base [ $ i ] eq A | | $base [ $ i ] eq C ){
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] ) ;
145 } e l s i f ( $base [ $ i ] eq G | | $base [ $ i ] eq T ){
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] ) ;
}
#D i f f i c i l e : 2 c o l o r i − 2 array
i f ( $base [ $ i ] eq A | | $base [ $ i ] eq T ){
150 $p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] ) ;
} e l s i f ( $base [ $ i ] eq G | | $base [ $ i ] eq C ){
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] ) ;
}
i f ( $bas i == 1){
155 i f ( ! ( $ s s {$snp} =˜ / .? $base [ $ i ] . ? / ) ){
( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq A) ;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $ i ] eq T) ;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $ i ] eq C) ;
( $p{" G "}=0, $p{" GT "}=0, $p{" GC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq G) ;






#−−−−−−−−−−−t r a t t a i l caso in cu i v i s i ano 2 i n t e n s i t a` luminose
sub doppia{
170 my ( $i , $ j ) ;
my @i = @{ $ [ 0 ] } ;
for ( $ i=0 , $ j=1 ; $i<=3 && $j<=3; $ j++){
i f ( $ i [ $ i ] != 0 && $ i [ $ j ] != 0 ){
#omoz igo te
175 $p{$base [ $ i ]}= omozigos i ( $ i [ $ i ] , $ i [ $ j ] ) ;
$p{$base [ $ j ]}= omozigos i ( $ i [ $ j ] , $ i [ $ i ] ) ;
#monoarray
i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq G) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
G) ){
$p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $ j ] ) ;
180 } e l s i f ( ( $base [ $ i ] eq C && $base [ $ j ] eq T) | | ( $base [ $ j ] eq C && $base [ $ i
] eq T) ){
$p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $ j ] ) ;
} else{
$p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq A | | $base [ $ i ] eq G) ;
$p{" AG "} = et e r 1a r r ay ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq A | | $base [ $ j ] eq G) ;
185 $p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq C | | $base [ $ i ] eq T) ;
$p{" CT "} = et e r 1a r r ay ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq C | | $base [ $ j ] eq T) ;
}
#monocromatico
i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq C) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
C) ){
190 $p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $ j ] ) ;
} e l s i f ( ( $base [ $ i ] eq G && $base [ $ j ] eq T) | | ( $base [ $ j ] eq G && $base [ $ i
] eq T) ){
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $ j ] ) ;
} else{
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq A | | $base [ $ i ] eq C )
;
195 $p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq A | | $base [ $ j ] eq C )
;
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq G | | $base [ $ i ] eq T )
;
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq G | | $base [ $ j ] eq T )
;
}
#D i f f i c i l e : 2 c o l o r i − 2 array
200 i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq T) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
T) ){
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $ j ] ) ;
} e l s i f ( ( $base [ $ i ] eq G && $base [ $ j ] eq C) | | ( $base [ $ j ] eq G && $base [ $ i
] eq C) ){
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $ j ] ) ;
205
} else{
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq A | | $base [ $ i ]
eq T ) ;
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq A | | $base [ $ j ]
eq T ) ;
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , " n " ) i f ( $base [ $ i ] eq G | | $base [ $ i ]
eq C ) ;
210 $p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , " n " ) i f ( $base [ $ j ] eq G | | $base [ $ j ]
eq C ) ;
}
i f ( $bas i == 1){
i f ( ! ( $ s s {$snp} =˜ / .? $base [ $ i ] . ? / ) ){
( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq A) ;
215 ( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $ i ] eq T) ;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $ i ] eq C) ;
( $p{" G "}=0, $p{" GT "}=0, $p{" GC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq G) ;
}
i f ( ! ( $ s s {$snp} =˜ / .? $base [ $ j ] . ? / ) ){
220 ( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ j ] eq A) ;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $ j ] eq T) ;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $ j ] eq C) ;




( $ i++, $ j = $ i ) i f ( $ j==3) ;
}
}
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230 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
sub t r i p l a {
my ( $i , $j , $k , $n ) ;
my @i = @{ $ [ 0 ] } ;
for ( $n=0 ; $n<=3; $n++){
235 i f ( $ i [ $n ] ==0 ){
( $ i =1, $ j =2, $k=3) i f $n==0;
( $ i =0, $ j =2, $k=3) i f $n==1;
( $ i =0, $ j =1, $k=3) i f $n==2;
( $ i =0, $ j =1, $k=2) i f $n==3;
240
#omoz igo te
$p{$base [ $ i ]}= omozigos i ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
$p{$base [ $ j ]}= omozigos i ( $ i [ $ j ] , $ i [ $ i ] , $ i [ $k ] ) ;
$p{$base [ $k]}= omozigos i ( $ i [ $k ] , $ i [ $ i ] , $ i [ $ j ] ) ;
245
#monoarray
i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq G) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
G) ){
$p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq A && $base [ $k ] eq G) | | ( $base [ $k ] eq A && $base [ $ j
] eq G) ){
250 $p{" AG "} = et e r 1a r r ay ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
} e l s i f ( ( $base [ $ i ] eq A && $base [ $k ] eq G) | | ( $base [ $k ] eq A && $base [ $ i
] eq G) ){
$p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
} else{
255 $p{" AG "} = et e r 1a r r ay ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq A | | $base [ $ i ] eq
G) ;
$p{" AG "} = et e r 1a r r ay ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq A | | $base [ $ j ] eq
G) ;
$p{" AG "} = et e r 1a r r ay ( $ i [ $k ] , " n " , " n " ) i f ( $base [ $k ] eq A | | $base [ $k ] eq
G) ;
}
260 i f ( ( $base [ $ i ] eq C && $base [ $ j ] eq T) | | ( $base [ $ j ] eq C && $base [ $ i ] eq
T) ){
$p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq C && $base [ $k ] eq T) | | ( $base [ $k ] eq C && $base [ $ j
] eq T) ){
$p{" CT "} = et e r 1a r r ay ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
} e l s i f ( ( $base [ $ i ] eq C && $base [ $k ] eq T) | | ( $base [ $k ] eq C && $base [ $ i
] eq T) ){
265 $p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
} else{
$p{" CT "} = et e r 1a r r ay ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq C | | $base [ $ i ] eq
T) ;
$p{" CT "} = et e r 1a r r ay ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq C | | $base [ $ j ] eq
T) ;




i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq C) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
C) ){
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq A && $base [ $k ] eq C) | | ( $base [ $k ] eq A && $base [ $ j
] eq C) ){
275 $p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
} e l s i f ( ( $base [ $ i ] eq A && $base [ $k ] eq C) | | ( $base [ $k ] eq A && $base [ $ i
] eq C) ){
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
} else{
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq A | | $base [ $ i ]
eq C ) ;
280 $p{" AC "} = e t e r 1 c o l o r e ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq A | | $base [ $ j ]
eq C ) ;
$p{" AC "} = e t e r 1 c o l o r e ( $ i [ $k ] , " n " , " n " ) i f ( $base [ $k ] eq A | | $base [ $k ]
eq C ) ;
}
i f ( ( $base [ $ i ] eq G && $base [ $ j ] eq T) | | ( $base [ $ j ] eq G && $base [ $ i ] eq
T) ){
285 $p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq G && $base [ $k ] eq T) | | ( $base [ $k ] eq G && $base [ $ j
] eq T) ){
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
} e l s i f ( ( $base [ $ i ] eq G && $base [ $k ] eq T) | | ( $base [ $k ] eq G && $base [ $ i
] eq T) ){
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
290 } else{
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq G | | $base [ $ i ] eq
T ) ;
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$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq G | | $base [ $ j ] eq
T ) ;
$p{" GT "} = e t e r 1 c o l o r e ( $ i [ $k ] , " n " , " n " ) i f ( $base [ $k ] eq G | | $base [ $k ] eq
T ) ;
}
295 #D i f f i c i l e : 2 c o l o r i − 2 array
i f ( ( $base [ $ i ] eq A && $base [ $ j ] eq T) | | ( $base [ $ j ] eq A && $base [ $ i ] eq
T) ){
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq A && $base [ $k ] eq T) | | ( $base [ $k ] eq A && $base [ $ j
] eq T) ){
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
300 } e l s i f ( ( $base [ $ i ] eq A && $base [ $k ] eq T) | | ( $base [ $k ] eq A && $base [ $ i
] eq T) ){
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
} else{
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq A | | $base
[ $ i ] eq T ) ;
$p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq A | | $base
[ $ j ] eq T ) ;
305 $p{" AT "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $k ] , " n " , " n " ) i f ( $base [ $k ] eq A | | $base
[ $k ] eq T ) ;
}
i f ( ( $base [ $ i ] eq G && $base [ $ j ] eq C) | | ( $base [ $ j ] eq G && $base [ $ i ] eq
C) ){
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $ j ] , $ i [ $k ] ) ;
} e l s i f ( ( $base [ $ j ] eq G && $base [ $k ] eq C) | | ( $base [ $k ] eq G && $base [ $ j
] eq C) ){
310 $p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , $ i [ $k ] , $ i [ $ i ] ) ;
} e l s i f ( ( $base [ $ i ] eq G && $base [ $k ] eq C) | | ( $base [ $k ] eq G && $base [ $ i
] eq C) ){
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , $ i [ $k ] , $ i [ $ j ] ) ;
} else{
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ i ] , " n " , " n " ) i f ( $base [ $ i ] eq G | | $base
[ $ i ] eq C ) ;
315 $p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $ j ] , " n " , " n " ) i f ( $base [ $ j ] eq G | | $base
[ $ j ] eq C ) ;
$p{" GC "} = e t e r 2 a r r a y 2 c o l o r i ( $ i [ $k ] , " n " , " n " ) i f ( $base [ $k ] eq G | | $base
[ $k ] eq C ) ;
}
i f ( $bas i == 1){
i f ( ! ( $ s s {$snp} =˜ / .? $base [ $ i ] . ? / ) ){
320 print " $ s n p $ss { $ s n p } $ b a s e [ $i ]\ n " i f ( $debug == 1) ;
( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq A) ;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $ i ] eq T) ;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $ i ] eq C) ;
( $p{" G "}=0, $p{" GT "}=0, $p{" GC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ i ] eq G) ;
325 }
i f ( ! ( $ s s {$snp} =˜ / .? $base [ $ j ] . ? / ) ){
print " $ s n p $ss { $ s n p } $ b a s e [ $j ]\ n " i f ( $debug == 1) ;
( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ j ] eq A) ;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $ j ] eq T) ;
330 ( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $ j ] eq C) ;
( $p{" G "}=0, $p{" GT "}=0, $p{" GC "}=0, $p{" AG " }=0 ,) i f ( $base [ $ j ] eq G) ;
}
i f ( ! ( $ s s {$snp} =˜ / .? $base [ $k ] . ? / ) ){
print " $ s n p $ss { $ s n p } $ b a s e [ $k ]\ n " i f ( $debug == 1) ;
335 ( $p{" A "}=0, $p{" AT "}=0, $p{" AC "}=0, $p{" AG " }=0 ,) i f ( $base [ $k ] eq A) ;
( $p{" T "}=0, $p{" AT "}=0, $p{" CT "}=0, $p{" GT " }=0 ,) i f ( $base [ $k ] eq T) ;
( $p{" C "}=0, $p{" CT "}=0, $p{" AC "}=0, $p{" GC " }=0 ,) i f ( $base [ $k ] eq C) ;









my @i = @{ $ [ 0 ] } ;
350 my $min = $ i [ 0 ] ;
foreach (@i ){
$min=$ i f $ < $min ;
}
foreach (@i ){
355 $ =0 i f $ == $min ;
}
print " $ s n p \ t@i \ n " i f ( $debug == 1) ;
t r i p l a (\@i ) ;
}
360 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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sub omozigos i{ #f i n o a t r e parametr i in imput
my ( $x , $y , $z , $phi , $mx , $my , $sx , $sy , $corr , $prob , $ f ) ;
i f ( $ [ 0 ] && ! $ [ 1 ] && ! $ [ 2 ] ) { #una s o l a i n t e n s i t a` luminosa
365 $x = $ [ 0 ] ;
$x = log ( $x ) ;
$phi = 0.74 ;
$mx = 7 ;
$sx = 1 ;
370 $ f = unid imens iona le ( $x , $mx , $sx ) ;
$prob = $f ∗ $phi ∗ 1/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && ! $ [ 2 ] ) | | ( $ [ 0 ] && ! $ [ 1 ] eq " n " && $ [ 2 ] eq " n "
) ){
#due i n t e n s i t a` luminose NB b i so gna dare in out s o l o l a prob d i
omozigote x
375 $x = $ [ 0 ] ;
$y = $ [ 1 ] ;
$y = 0 i f $y eq " n " ;
$x = log ( $x ) ;
$y = log ( $y ) i f ( $y != 0) ;
380 $phi = 0 . 0 39 ;
$mx = 7 . 6 ;
$my = 4 . 8 ;
$sx = 1 ;
$sy = 1 . 3 ;
385 $cor r = 0 . 3 9 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
$prob = $f ∗ $phi ∗ 1/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && $ [ 2 ] ) | | ( $ [ 0 ] && $ [ 1 ] eq " n " && $ [ 2 ] eq " n " ) ){
#t r e i n t e n s i t a` luminose NB b i so gna dare in out s o l o l a prob d i omoz igo te x
390 $x = $ [ 0 ] ;
$y = $ [ 1 ] ;
$z = $ [ 2 ] ;
( $y = 0 , $z = 0) i f ( $y eq " n " && $z eq " n " ) ;
i f ( $z > $y ){
395 my $min = $y ;
$y = $z ;
$z = $min ;
}
$x = log ( $x ) i f ( $x != 0) ;
400 $y = log ( $y ) i f ( $y != 0) ;
$z = log ( $z ) i f ( $z != 0) ;
$z = $z − ( ( $x + $y ) /2) ;
$phi = 0 . 0034 ;
$mx = 8 . 2 ;
405 $my = 5 . 7 ;
$sx = 0 . 9 ;
$sy = 1 . 1 ;
$cor r = 0 . 4 6 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
410 $ f = $ f ∗ unid imens iona le ( $z , −2.9 , 1) ; # ! ! ! ! ! !





sub e t e r 1 a r r ay {
my ( $x , $y , $z , $phi , $mx , $my , $sx , $sy , $corr , $prob , $ f ) ;
i f ( $ [ 0 ] && ! $ [ 1 ] && ! $ [ 2 ] ) { #una s o l a i n t e n s i t a` luminosa
$x = $ [ 0 ] ;
420 $x = log ( $x ) ;
$phi = 0 . 0 19 ;
$mx = 5 . 5 ;
$sx = 0 . 8 2 ;
425 $ f = unid imens iona le ( $x , $mx , $sx ) ;
$prob = $f ∗ $phi ∗ 2/16 ;
return $prob ;
430 } e l s i f ( ( $ [ 0 ] && $ [ 1 ] && ! $ [ 2 ] ) | | ( $ [ 0 ] && $ [ 1 ] && $ [ 2 ] eq " n " ) ){ #due
i n t e n s i t a` luminose
$x = $ [ 0 ] ;
$y = $ [ 1 ] ;
$y = 0 i f $y eq " n " ;
$x = log ( $x ) ;
435 $y = log ( $y ) i f ( $y != 0) ;
$phi = 0 . 7 8 ;
$mx = 7 . 1 ;
$my = $mx ;
$sx = 1 ;
440 $sy = $sx ;
$cor r = 0 . 9 7 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
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$prob = $f ∗ $phi ∗ 2/16 ;
445 return $prob ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && $ [ 2 ] ) | | ( $ [ 0 ] && $ [ 1 ] eq " n " && $ [ 2 ] eq " n " ) ){
#t r e i n t e n s i t a` luminose
$x = $ [ 0 ] ;
$y = $ [ 1 ] ;
450 $z = $ [ 2 ] ;
( $y = 0 , $z = 0) i f ( $y eq " n " && $z eq " n " ) ;
$x = log ( $x ) i f ( $x != 0) ;
$y = log ( $y ) i f ( $y != 0) ;
$z = log ( $z ) i f ( $z != 0) ;
455 $z = $z − ( ( $x+$y ) /2) ;
$phi = 0 . 0 44 ;
$mx = 7 . 8 ;
$my = $mx ;
$sx = 0 . 9 3 ;
460 $sy = $sx ;
$cor r = 0 . 9 8 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
my $u = unid imens iona le ( $z , −2.85 , 1) ;
465 $ f = $ f ∗ $u ;





sub e t e r 1 c o l o r e {
my ( $x , $y , $z , $phi , $mx , $my , $sx , $sy , $corr , $prob , $ f ) ;
i f ( $ [ 0 ] && ! $ [ 1 ] && ! $ [ 2 ] ) { #una s o l a i n t e n s i t a` luminosa
$x = $ [ 0 ] ;
475 $x = log ( $x ) ;
$phi = 0 . 0 39 ;
$mx = 6 . 5 ;
$sx = 1 . 1 ;
480 $ f = unid imens iona le ( $x , $mx , $sx ) ;
$prob = $f ∗ $phi ∗ 2/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && ! $ [ 2 ] ) | | ( $ [ 0 ] && ! $ [ 1 ] eq " n " && $ [ 2 ] eq " n " )
){ #due i n t e n s i t a` luminose
$x = $ [ 0 ] ;
485 $y = $ [ 1 ] ;
$y = 0 i f $y eq " n " ;
$x = log ( $x ) ;
$y = log ( $y ) i f $y !=0;
$phi = 0 . 7 6 ;
490 $mx = 7 . 1 ;
$my = $mx ;
$sx = 0 . 9 8 ;
$sy = $sx ;
$cor r = 0 . 9 2 ;
495
$ f = bid imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
$prob = $f ∗ $phi ∗ 2/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && $ [ 2 ] ) | | ( $ [ 0 ] && $ [ 1 ] eq " n " && $ [ 2 ] eq " n " ) )
{ #t r e i n t e n s i t a` luminose
$x = $ [ 0 ] ;
500 $y = $ [ 1 ] ;
$z = $ [ 2 ] ;
( $y = 0 , $z = 0) i f ( $y eq " n " && $z eq " n " ) ;
$x = log ( $x ) ;
$y = log ( $y ) i f ( $y != 0) ;
505 $z = log ( $z ) i f ( $z != 0) ;
$z = $z − ( ( $x+$y ) /2) ;
$phi = 0 . 0 35 ;
$mx = 8 ;
$my = $mx ;
510 $sx = 0 . 9 ;
$sy = $sx ;
$cor r = 0 . 9 2 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ∗ unid imens iona le ( $z ,
−3.16 , 1 . 1 ) ;





sub e t e r 2 a r r a y 2 c o l o r i {
my ( $x , $y , $z , $phi , $mx , $my , $sx , $sy , $corr , $prob , $ f ) ;
i f ( $ [ 0 ] && ! $ [ 1 ] && ! $ [ 2 ] ) { #una s o l a i n t e n s i t a` luminosa
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$x = $ [ 0 ] ;
525 $x = log ( $x ) ;
$phi = 0 . 0 43 ;
$mx = 6 . 2 ;
$sx = 1 . 1 ;
530 $ f = unid imens iona le ( $x , $mx , $sx ) ;
$prob = $f ∗ $phi ∗ 2/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && ! $ [ 2 ] ) | | ( $ [ 0 ] && ! $ [ 1 ] eq " n " && $ [ 2 ] eq " n " )
){ #due i n t e n s i t a` luminose
$x = $ [ 0 ] ;
535 $y = $ [ 1 ] ;
$x = log ( $x ) ;
$y = 0 i f $y eq " n " ;
$y = log ( $y ) i f $y !=0;
$phi = 0 . 7 ;
540 $mx = 7 . 1 ;
$my = $mx ;
$sx = 0 . 9 7 ;
$sy = $sx ;
$cor r = 0 . 9 ;
545
$ f = bid imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ;
$prob = $f ∗ $phi ∗ 2/16 ;
} e l s i f ( ( $ [ 0 ] && $ [ 1 ] && $ [ 2 ] ) | | ( $ [ 0 ] && $ [ 1 ] eq " n " && $ [ 2 ] eq " n " ) ){
#t r e i n t e n s i t a` luminose
$x = $ [ 0 ] ;
550 $y = $ [ 1 ] ;
$z = $ [ 2 ] ;
( $y = 0 , $z = 0) i f ( $y eq " n "&& $z eq " n " ) ;
$x = log ( $x ) ;
$y = log ( $y ) i f ( $y != 0) ;
555 $z = log ( $z ) i f ( $z != 0) ;
$z = $z − ( ( $x+$y ) /2) ;
$phi = 0 . 0 49 ;
$mx = 7 . 7 ;
$my = $mx ;
560 $sx = 1 . 1 ;
$sy = $sx ;
$cor r = 0 . 9 4 ;
$ f = b id imens iona l e ( $x , $y , $mx , $my , $sx , $sy , $cor r ) ∗ unid imens iona le ( $z ,
−3, 1 . 3 ) ;




570 #−− c a l c o l o d e i due c a s i p o s s i b i l i d i d i s t r i b u z i o n i gau s s i ane :
monodimensionale e b id imens iona l e
sub unid imens iona le{ # 3 parametr i
my $x = $ [ 0 ] ; #l o g d e l l ’ i n t e n s i t a`
575 my $m = $ [ 1 ] ; #media
my $s = $ [ 2 ] ; #de v i a z i o n e s tandard
my $ f = (1/( $s ∗ sqrt (2 ∗ $pi ) ) ∗ exp(−(($x−$m) ∗∗2) /( 2 ∗ ( $s ∗∗2) ) ) ) ;
580 return $ f ;
}
sub b id imens iona l e { # 7 parametr i
my $x = $ [ 0 ] ; #lo g d e l l ’ i n t e n s i t a`
585 my $y = $ [ 1 ] ; #lo g d e l l ’ i n t e n s i t a`
my $mx = $ [ 2 ] ; #media x
my $my = $ [ 3 ] ; #media y
my $sx = $ [ 4 ] ; #de v i a z i o n e s tandard x
my $sy = $ [ 5 ] ; #de v i a z i o n e s tandard y
590 my $cor r = $ [ 6 ] ; #co r r e l a z i o n e
my $d = 1 / ( $sx ∗ $sy ∗ sqrt (1 − ( $cor r ∗∗2) ) ) ;
my $q11 = ( $sx ∗ $d ) ∗∗2;
my $q22 = ( $sy ∗ $d ) ∗∗2;
595 my $q12 = $cor r ∗ $sx ∗ $sy ∗ ( $d∗∗2) ;
my $esponente = (1/2) ∗ ( ( $q11 ∗( $x − $mx) ∗∗2) − (2∗ $q12 ∗( $x − $mx) ∗( $y −
$my) ) + ( $q22 ∗( $y − $my) ∗∗2) ) ;




sub c a r i c a {
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#pr i n t ”Che f i l e d e i d a t i devo c a r i c a r e ?\n ” ;
605 #chomp ( $nome f i l e = <STDIN>) ;
unless (open IN , " < s c h e m a . txt " ) {




push(@input , $ ) ;
}
close IN ;
#car i c a come sono a s s o c i a t e ( in co lonna ) l e i n t e n s i t a` a l l e b a s i
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