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Abstract
This paper presents a new Smooth Particle Hydrodynamics (SPH) computa-
tional framework for large strain explicit solid dynamics. A mixed-based set
of Total Lagrangian conservation laws [1, 2] is presented in terms of the lin-
ear momentum and an extended set of geometric strain measures, comprised
of the deformation gradient, its co-factor and the Jacobian. Taking advan-
tage of this representation, the main aim of this paper is the adaptation of
the very efficient Jameson-Schmidt-Turkel (JST) algorithm [3], extensively
used in computational fluid dynamics, to a SPH based discretisation of the
mixed-based set of conservation laws, with three key distinct novelties. First,
a conservative JST-based SPH computational framework is presented with
emphasis in nearly incompressible materials. Second, the suppression of nu-
merical instabilities associated with the non-physical zero-energy modes is
addressed through a well-established stabilisation procedure. Third, the use
of a discrete angular momentum projection algorithm is presented in con-
junction with a monolithic Total Variation Diminishing Runge-Kutta time
integrator in order to guarantee the global conservation of angular momen-
tum. For completeness, exact enforcement of essential boundary conditions is
incorporated through the use of a Lagrange multiplier projection technique.
1Corresponding author: c.h.lee@swansea.ac.uk
2Corresponding author: a.j.gil@swansea.ac.uk
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A series of challenging numerical examples (e.g. in the near incompressibility
regime) are examined in order to assess the robustness and accuracy of the
proposed algorithm. The obtained results are benchmarked against a wide
spectrum of alternative numerical strategies.
Keywords: Conservation laws, SPH, Instability, JST, Fast dynamics,
Incompressibility
1. Introduction
Dynamic explicit displacement-based Finite Element codes [4–6] are ex-
tensively used for the simulation of large strain dynamic problems in the
aerospace, automotive, manufacturing and defence industries. Specifically,
the very efficient non-Ladyzhenskaya-Babuska-Brezzi (non-LBB) compliant
B-bar hexahedral element [7, 8] is one of the preferred options in industry
when attempting to model deformable solids experiencing extremely large
deformations. However, many practical applications can involve geometries
that are far too complex to be meshed using hexahedral elements [9]. In ad-
dition, the presence of large deformations accompanied by severe mesh dis-
tortion [10] may lead to poorly shaped elements unless some form of adaptive
remeshing is applied [11, 12].
Over the past decades, an alternative Lagrangian-based Smooth Parti-
cle Hydrodynamics (SPH) formalism, originally applied to astrophysical and
cosmological problems [13, 14], has been adapted to solid mechanics [15–19].
One of the most attractive features of SPH is its mesh free nature, not requir-
ing the use of an underlying grid. The absence of mesh and the calculation of
the interactions among particles based exclusively on their separation allow
ease of computation for large deformation problems. For its low computa-
tional cost, reasonable accuracy and stability, as well as its ability to handle
extremely large distortions [17], the SPH methodology has been shown to be
very competitive [10].
As it is well established, the standard displacement-based SPH method-
ology typically suffers from a number of shortcomings. First, the presence
of numerical errors near boundaries due to lack of consistency [20, 21]. Sec-
ond, the presence of tensile instability which can result in the non-physical
clumping of particles [22]. Third, the presence of zero-energy modes due to
the rank-deficiency inherent to the use of Galerkin particle integration [23].
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Fourth, reduced order of convergence for derived variables (i.e. stresses and
strains) [24–27].
To rectify these shortcomings, significant efforts have been undertaken
to enhance the robustness of the displacement-based SPH method. Specif-
ically, corrections have been applied in order to ensure reproducibility of
complete polynomials in finite domains, as well as to pass the patch test.
Without being exhaustive, Liu et al. [28] presented an in-depth discussion
about reproducibility properties of the SPH method; Johnson et al. [16]
proposed a normalised smoothing technique; Chen et al. [29] introduced cor-
rected kernel approximations based upon a Taylor series expansion; Bonet
and Kulasegaram [30] introduced corrections in the kernel functions and in
their derivatives. However, as reported in [17, 19], enhanced SPH method-
ologies still suffer from persistent artificial mechanisms similar to hourglass-
ing, especially when dealing with near incompressible behaviour. These nu-
merical instabilities can be alleviated through the use of artificial numerical
stabilisation. Some interesting work has been reported in [31–33] where a
Taylor-Galerkin stabilisation algorithm is employed for the description of a
viscoplastic continuum. However, it is still not yet clear how to introduce
appropriate numerical viscosity (leading to a robust framework) through a
well-established stabilisation procedure (especially in the context of a non-
dissipative reversible process). Within the Total Lagrangian formalism, re-
cent work [34] establishes interesting similarities between the SPH framework
and that of Peridynamics.
In the Computational Fluid Dynamics (CFD) community, a large variety
of stabilised numerical methods [35] have been successfully employed over
the years. For instance, Finite Volume based techniques, combined with
either an upwinding Riemann solver [36, 37] or a Jameson-Schmidt-Turkel
(JST) stabilisation procedure [3, 38]. In order to adapt these approaches to
the field of solid dynamics, it is first necessary to reformulate the governing
equations in the form of a system of first order conservation laws, as presented
in References [1, 2, 31, 37, 39–45, 45–47].
One of the earliest attempts at employing a mixed-based system of conser-
vation laws in solid dynamics can be traced back to the work of Trangenstein
and Colella [39, 40], where the primary variables were the linear momentum
p and the deformation gradient tensor F . Over the last few years, some of
the authors of this paper have pursued the same {p,F } mixed conservation-
based methodology spatially discretised using a wide variety of second order
Finite Volume and Finite Element techniques. For instance, an Upwind
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Cell Centred Finite Volume Method (Upwind-CCFVM) [36, 37], a Jameson-
Schmidt-Turkel Vertex Centred Finite Volume Method (JST-VCFVM) [43],
an Upwind Vertex Centred Finite Volume Method (Upwind-VCFVM) [44], a
two step Taylor-Galerkin Finite Element Method [45] and a stabilised Petrov-
Galerkin Finite Element Method (PG-FEM) [41] have been introduced.
The two field {p,F } mixed formulation was later augmented by including
a new conservation law for the Jacobian of the deformation J to effectively
solve nearly and truly incompressible materials [42]. Further enhancement of
this {p,F , J} framework has also been recently reported in References [1, 2]
when considering compressible, nearly incompressible and truly incompress-
ible materials governed by a polyconvex constitutive law. In particular, this
is important when the co-factor H of the deformation plays a dominant role
leading to an extended set {p,F ,H , J} system. The full {p,F ,H , J} sys-
tem can then be reformulated to an alternative description written in terms of
entropy conjugates [1, 2] due to the existence of a generalised convex entropy
function.
In this paper, and following References [1, 2], a stabilised mixed-based
{p,F ,H , J} Total Lagrangian SPH computational framework is presented.
One of the main novelties in this paper is the introduction of a well-established
stabilisation procedure by taking advantage of the nature of the mixed-based
set of equations. In particular, a globally conservative JST stabilisation pro-
cedure is introduced. The proposed SPH framework is shown to effectively
eliminate the appearance of spurious hourglass-like modes, tensile instability
and non-physical pressure instabilities. One of the objectives of this paper is
to lay the foundation for a new SPH approach with the final aim to handle
in the near future large plastic deformations, shock dominated problems and
complex fracture propagation with multi-materials. In addition, to the best
of the authors’ knowledge, the majority of the available SPH schemes suffer
from non-physical pressure instabilities when attempting to model problems
with predominant nearly incompressible behaviour (κ
µ
> 100) in the con-
text of solid dynamics. The current framework will be shown to perform
extremely well in the near incompressible regime for the entire range of de-
formations and opens up interesting possibilities for modelling in the field of
biomechanics, where this consideration is very relevant.
The outline of the paper is broken down as follows. Section 2 revisits
the complete mixed-based {p,F ,H , J} set of first order conservation laws
supplemented with an appropriate constitutive law. Section 3 describes the
computational methodology of the SPH framework. Variational statement
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Figure 1: Motion of a continuum domain
of the mixed-based {p,F ,H , J} system, SPH spatial discretisation and an
adapted JST stabilisation term are also presented. For clarity, the com-
plete JST-SPH flowchart is summarised in Section 4. Section 5 describes the
TVD Runge-Kutta time integrator used for temporal discretisation. Section
6 describes a monolithic (least-square) projection algorithm used to globally
preserve the angular momentum. Section 7 presents the algorithmic descrip-
tion of the proposed {p,F ,H , J} JST-SPH methodology. In Section 8, an
extensive set of challenging numerical examples is presented to assess the
performance of the proposed methodology. Finally, Section 9 presents some
concluding remarks and current directions of research.
2. Reversible elastodynamics
Consider the three dimensional deformation of an elastic body moving
from its initial configuration occupying a volume V , of boundary ∂V , to
a current configuration at time t occupying a volume v, of boundary ∂v
(see Figure 1). The motion is defined through a deformation mapping x =
φ(X, t) which satisfies the following set of (Total Lagrangian) conservation
laws [37, 41, 43, 45–47]:
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∂p
∂t
−DIVP = f 0; (1a)
∂F
∂t
−∇0
(
p
ρ0
)
= 0; (1b)
∂H
∂t
− CURL
(
p
ρ0
F
)
= 0; (1c)
∂J
∂t
−DIV
(
HT
p
ρ0
)
= 0. (1d)
Here, p represents the linear momentum per unit of undeformed volume,
ρ0 is the material density, F is the deformation gradient (or fibre map), H
is the co-factor of the deformation (or area map), J is the Jacobian of the
deformation (or volume map), P is the first Piola-Kirchhoff stress tensor
and f 0 is a material body force term. The symbol represents the tensor
cross product between vectors and/or second order tensors in the sense of
[1, 2, 48, 49], DIV and CURL represent the material divergence and curl
operators3 [2] and ∇0 represents the material gradient operator defined as
∇0 ≡ ∂∂X . The above system (1) can alternatively be written in a concise
manner as:
∂U
∂t
+
∂F I
∂XI
= S; ∀I = 1, 2, 3, (2)
where U denotes a set of conservation variables, S represents the source term
and F I represents the flux vector in the Cartesian direction I, namely:
U =

p
F
H
J
 ; F I =

PEI
p
ρ0
⊗EI
F
(
p
ρ0
⊗EI
)
H :
(
p
ρ0
⊗EI
)
 ; S =

f 0
0
0
0
 , (3)
with EI is the I
th unit vector of the Cartesian basis defined as:
E1 =
 10
0
 ; E2 =
 01
0
 ; E3 =
 00
1
 . (4)
3The material divergence of a second order two-point tensor A is defined as [DIVA]i =
∂AiI
∂XI
, whereas the material CURL is defined by [CURLA]iI = EIJK ∂AiK∂XJ in terms of the
third order alternating tensor EIJK .
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Notice that in the presence of non-smooth solutions, the above system (1)
of local conservation laws must be accompanied by suitable jump conditions
as described in References [1, 36, 37, 43, 44]. Moreover, it is clear from
expressions (1b) and (1c) that two sets of involutions [50] need to be satisfied
by the conservation variables F and H , that is:
CURLF = 0; DIVH = 0. (5)
Using the involutions described above, the area (1c) and volume map (1d)
conservation equations can be further reduced to:
∂H
∂t
− F ∇0
(
p
ρ0
)
= 0;
∂J
∂t
−H : ∇0
(
p
ρ0
)
= 0. (6)
The current geometry x can be recovered through time integration of the
linear momentum p as
∂x
∂t
=
p
ρ0
. (7)
In the especial case of an isothermal reversible deformation process, the
closure of system (1) requires the introduction of a thermodynamically con-
sistent [51] and material frame indifferent [37, 42] constitutive law relating
the stress tensor P and the strain measures {F ,H , J}. Finally, for the
complete definition of the Initial Boundary Value Problem (IBVP), initial
and boundary (essential and natural) conditions must also be specified as
appropriate.
Remark 1: Inevitably, there is a significant amount of redundancy in the
above {p,F ,H , J} mixed-set of equations (1). References [36, 37, 41–45]
have considered simpler mixed-based systems {p,F } and {p,F , J}. These
reduced mixed-based systems have proved robust. In general, however, only
the full system is capable of being symmetrised [1, 2] when expressed in terms
of entropy-based variables [2]. Finally, it is important that the computational
technique employed to discretise any of the proposed mixed-based systems
ensures the satisfaction of the relevant involutions [36, 37, 41–43, 45].
2.1. Polyconvexity: Nearly incompressible polyconvex model
For the particular case of a polyconvex nearly incompressible Mooney-
Rivlin material, the strain energy W can be additively decomposed into
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deviatoric Wˆ (F ,H , J) and volumetric U(J) contributions as [49]:
W = Wˆ+U ; Wˆ = ςJ−2/3(F : F )+ξJ−2(H : H)3/2; U =
κ
2
(J−1)2,
(8)
where ς, ξ and κ (bulk modulus) are positive material parameters. By com-
parison of the tangent elasticity operator at the initial undeformed config-
uration with that of classical linearised elasticity [2], appropriate values for
the material parameters ς and ξ can be defined in terms of the shear modu-
lus µ, that is, 2ς + 3
√
3ξ = µ. It is worthwhile noticing how the deviatoric
component Wˆ of the strain energy depends explicitly on the Jacobian J . As
already stated in [49], this arises as a consequence of the polyconvex require-
ment imposed on the constitutive model.
The conjugate stresses [2] (see Section 3 on pg. 149) yield:
ΣF =
∂Wˆ
∂F
= 2ςJ−2/3F ; ΣH =
∂Wˆ
∂H
= 3ξJ−2(H : H)1/2H , (9)
and
ΣJ = ΣˆJ + p; ΣˆJ =
∂Wˆ
∂J
= −2ς
3
J−5/3(F : F )− 2ξJ−3(H : H)3/2, (10)
where p represents the hydrostatic pressure field defined by
p =
dU
dJ
= κ(J − 1). (11)
Note that the conjugate stress ΣJ consists of both a deviatoric contribution
ΣˆJ and a volumetric (or pressure) contribution p. For ξ = 0, the Mooney-
Rivlin model described above (8) degenerates into the so-called nearly in-
compressible neo-Hookean model.
Following References [2, 48], it is then possible to express the first Piola-
Kirchhoff stress tensor P in terms of the geometric strains {F ,H , J} and
conjugate stresses {ΣF ,ΣH ,ΣJ} as:
P = ΣF + ΣH F + ΣJH . (12)
Remark 2: Satisfaction of polyconvexity is a sufficient, but not necessary,
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condition to guarantee existence of real wave speeds. For instance, for the
reduced mixed-based systems {p,F } and {p,F , J}, the strain energy poten-
tials described in Reference [37] (see Equation (9) on pg. 16 for {p,F } sys-
tem) and Reference [42] (see Equation (42) on pg. 669 for {p,F , J} system)
do not in general fulfil the polyconvexity condition. However, these strain
energy potentials have been shown to satisfy rank one convexity, hence guar-
anteeing the existence of physical waves propagating throughout the domain
[42].
3. Spatial discretisation
The set of local conservation equations described above (1) has already
been (spatially) discretised by the authors [1, 2, 36, 37, 41–44] using a va-
riety of numerical techniques, namely the Petrov-Galerkin Finite Element
method [1, 2, 41, 42], the two step Taylor-Galerkin Finite Element method
[45], the Vertex Centred Upwind Finite Volume method [44], the Vertex
Centred Jameson-Schmidt-Turkel (JST) Finite Volume method [43] and the
Cell Centred Upwind Finite Volume method [36, 37]. In this section, we
present a new stabilised Smooth Particle Hydrodynamics (SPH) framework
tailor-made to the mixed-based set of Total Lagrangian conservation laws
{p,F ,H , J} (1).
3.1. General remarks
In general, a standard weak statement of the above mixed-based system
{p,F ,H , J} (1a-1d) is established by the integral condition [1, 2]:
0 =
∫
V
δVTR dV =
∫
V
(δv ·Rp + δΣF : RF + δΣH : RH + δΣJRJ) dV,
(13)
for all conjugate pairs δV = [δv, δΣF , δΣH , δΣJ ]T compatible with the
boundary conditions. Here, δv represents the virtual velocity, {δΣF , δΣH , δΣJ}
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represent virtual conjugate stresses [1] and the residual R is expressed as
R =

Rp
RF
RH
RJ

=

∂p
∂t
−DIVP − f 0
∂F
∂t
−∇0
(
p
ρ0
)
∂H
∂t
− F ∇0
(
p
ρ0
)
∂J
∂t
−H : ∇0
(
p
ρ0
)

. (14)
In order to obtain the corresponding weak form for each conservation law,
the term containing the virtual velocity field δv is first given by:∫
V
δv ·Rp dV = 0. (15)
Upon substitution of Rp (14a) into expression (15), and after the appli-
cation of integration by parts, it gives:∫
V
δv · ∂p
∂t
dV︸ ︷︷ ︸
δWiner
=
∫
∂V
δv · t dA+
∫
V
δv · f 0 dV︸ ︷︷ ︸
δWext
−
∫
V
P : ∇0δv dV︸ ︷︷ ︸
δWint
. (16)
Here, δWiner represents the inertial virtual work and δWext and δWint repre-
sent the external and internal virtual works, respectively. As it is well known,
the main advantage of carrying out integration by parts, as shown above, is
to naturally enable the imposition of possible boundary tractions t [1, 2].
Analogously, by grouping individual conjugate stress components {δΣF , δΣH , δΣJ},
the three geometric conservation laws can now be formulated as:∫
V
δΣF :
∂F
∂t
dV =
∫
V
δΣF :
[
∇0
(
p
ρ0
)]
dV ; (17a)∫
V
δΣH :
∂H
∂t
dV =
∫
V
δΣH :
[
F ∇0
(
p
ρ0
)]
dV ; (17b)∫
V
δΣJ
∂J
∂t
dV =
∫
V
δΣJ
[
H : ∇0
(
p
ρ0
)]
dV. (17c)
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Figure 2: Particle approximation
3.2. Corrected SPH approximation
Consider the elastic body is described (discretised) by a cloud of particles
as shown in Figure 2. In the context of mesh free methods [17, 18, 30, 52],
the problem variables {p,F ,H , J} are in general interpolated at any given
position (quadrature point) via corrected kernel (or smoothing) functions W˜
with a given compact support of radius 2h around every particle. For a given
position Xa, the problem variables can be expanded as
p(Xa, t)
F (Xa, t)
H(Xa, t)
J(Xa, t)
 ≈∑
b∈Λba
VbW˜b(Xa)

pb
F b
Hb
Jb
 . (18)
Here, Λba represents the set of neighbouring particles b that lie inside a sphere
of a given radius around Xa and Vb and {pb,F b,Hb, Jb} represent the vol-
ume and time varying problem variables stored at particle b, respectively.
In addition, {p(Xa, t),F (Xa, t),H(Xa, t), J(Xa, t)} represent the problem
variables at (quadrature) position Xa and time t. The use of corrected ker-
nel approximations W˜ ensure that both constant and linear functions are
perfectly interpolated (see Section 4.2 in Reference [52] on pg. 105-106).
In this paper, where SPH is employed (i.e. particle integration) and for
computational efficiency, further assumptions are made on the interpolation
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described above (18), namely [17, 18, 30]:
p(Xa, t) ≈ pa; F (Xa, t) ≈ F a; H(Xa, t) ≈Ha; J(Xa, t) ≈ Ja. (19)
The above interpolations (19) will be used throughout in Section 3.3
when presenting the spatial discretisation of the above set of equations ((16)
and (17)). The exact same assumption is applied for the conjugate pairs
{δv, δΣF , δΣH , δΣJ}, that is:
δv(Xa) ≈ δva; δΣF (Xa) ≈ δΣaF ; δΣH(Xa) ≈ δΣaH ; δΣJ(Xa) ≈ δΣaJ .
(20)
3.2.1. Gradient evaluation
For evaluation of the material gradient of any arbitrary vector function
f , we employ the following approximation which is described as4 [52]
∇0f(Xa) ≈
∑
b∈Λba
Vb (f b − fa)⊗ ∇˜0Wb(Xa). (21)
Specifically, the term −fa is added into the above expression in order to
ensure that the gradient vanishes for a uniform field [53]. In addition, the
use of the kernel gradient correction ∇˜0 ensures the gradient of any linear
field distribution is exactly evaluated. This type of kernel gradient correction
has been extensively discussed in Reference [52] (see Section 4.1 on pg. 105).
Remark 3: It is also possible to describe other gradient evaluations oftenly
used in classical displacement-based SPH [18, 53]. One of the most commonly
used expressions for the gradient evaluation is defined by approximating [53]
∇0f(Xa) ≈
∑
b∈Λba
Vb (f b − fa)⊗∇0Wb(Xa), (22)
through the use of the uncorrected kernel gradient ∇0 (where ∇0 6= ∇˜0). It
is worth noticing that the above gradient approximation (22) does not render
first-order completeness [52].
4It is interesting to observe that this gradient approximation resembles the well-known
least-square gradient reconstruction typically used in the Finite Volume method (see [37],
Equation (52) on pg. 26).
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Another interesting approach for the gradient approximation can be ob-
tained through the use of the “Corrected Gradient of a Corrected Kernel
∇˜0W˜” [52] described as
∇0f(Xa) ≈
∑
b∈Λba
Vbf b ⊗ ∇˜0W˜b(Xa). (23)
As reported in Reference [52] (see Section 4.3 on pg. 106-107), this ap-
proximation reproduces exactly the gradient of any constant and/or linear
function.
3.2.2. Laplacian evaluation
The Jameson-Schmidt-Turkel (JST) stabilisation procedure to be em-
ployed in this paper requires the evaluation of the Laplacian (and the bi-
Laplacian) of a solution function [43]. For this purpose, consider the Lapla-
cian of any arbitrary vector function f to be numerically approximated as:
L [f(Xa)] ≈
∑
b∈Λba
Vb(f b − fa)∆˜0Wb(Xa), (24)
where ∆˜0 represents a corrected Laplacian approximation summarised in
Appendix A. In contrast to the work of Bonet and Kulasegaram [30] (see
Section 4.3 on pg. 1202-1203), the term −fa is included in order to ensure
zeroth-order completeness. More interestingly, the above expression (24) has
a similar mathematical structure to the non-divided Laplacian evaluation
typical of the JST stabilisation for a Finite Volume method, as presented in
Reference [43] (see Equation (26) on pg. 678).
It is now possible to approximate the biharmonic operator L2 with the
aid of the above Laplacian approximation (24):
L2[f(Xa)] := L [L[f(Xa)]] ≈
∑
b∈Λba
Vb (L[f(Xb)]−L[f(Xa)]) ∆˜0Wb(Xa).
(25)
3.3. Lagrangian particle technique: Smooth Particle Hydrodynamics
Typically, in the context of Finite Element [1, 2, 41, 42, 45] and Element
Free Galerkin approaches [54–56], the above weak statements (16) and (17)
are accurately evaluated using the necessary distribution of quadrature points
13
in order to avoid the appearance of non-physical hourglass (or zero-energy)
modes [23, 24, 57]. Specifically, the positions of the quadrature points do
not in general coincide with those of the material particles [54, 58]. This
is however not the case when employing a SPH discretisation. In the latter
case, and for computational efficiency, above integrands (16) and (17) are
under-integrated by using the cloud of particles as quadrature points [15, 17,
19, 59, 60].
This section is devoted to describe the SPH spatial discretisation for the
system {p,F ,H , J} (16) and (17). In particular, Galerkin particle integra-
tion (also known as nodal integration [23]), together with the interpolating
assumptions (19) and (20), is used.
3.3.1. Conservation law for linear momentum
The inertial virtual work δWiner (16) can be approximated as:
δWiner ≈
∑
a
Vaδv(Xa) · dp(Xa, t)
dt
≈
∑
a
Vaδva ·
[
dpa
dt
]
. (26)
This clearly leads to the introduction of a lumped mass matrix (without al-
tering the order of convergence of the algorithm [41, 42]) which is usually
preferred in the application of explicit fast solid dynamics. The external vir-
tual work δWext (comprised of external boundary tractions and body forces)
renders:
δWext ≈
∑
B
ABδv(XB) · t(XB, t) +
∑
a
Vaδv(Xa) · fa0 (27a)
≈
∑
B
ABδvB · tB +
∑
a
Vaδva · fa0 (27b)
≈
∑
a
Vaδva ·
[
Aa
Va
ta + f
a
0
]
︸ ︷︷ ︸
Ea
. (27c)
In the above expression, B represents a particle placed on the boundary, AB
its material tributary area and tB its traction vector computed directly from
the given traction boundary conditions or via an appropriate Riemann solver
[35–37, 44]. Notice that in (27c), Aa = 0 for those particles not placed on
the boundary.
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Finally, the use of Galerkin particle integration on the internal virtual
work δWint (16) contribution gives:
δWint ≈
∑
b
VbP (F (Xb, t)︸ ︷︷ ︸
F b
,H(Xb, t)︸ ︷︷ ︸
Hb
, J(Xb, t)︸ ︷︷ ︸
Jb
) : ∇0δv(Xb) (28a)
=
∑
b
VbP b : ∇0δv(Xb), (28b)
where P b := P (F b,Hb, Jb) and the interpolating assumptions for {F ,H , J}
described by (19b,c,d) have been used.
With the aid of the gradient evaluation described above (21), equation
(28b) can be further expressed in terms of an equivalent force vector T a [19]
as:
δWint ≈
∑
b
VbP b : ∇0δv(Xb) (29a)
≈
∑
b
VbP b :
∑
a∈Λab
Va (δva − δvb)⊗ ∇˜0Wa(Xb)
 (29b)
=
∑
a
Vaδva ·
∑
b∈Λba
Vb
(
P b∇˜0Wa(Xb)− P a∇˜0Wb(Xa)
) .
︸ ︷︷ ︸
T a
(29c)
Notice that, as discussed in References [19, 34], the above expression
(29c) satisfies the global conservation of linear momentum, ensuring that∑
a VaT a = 0.
Remark 4: A variety of (globally conservative) equivalent internal force rep-
resentations T a can be obtained using different numerical approximations
for the gradient evaluation ∇0δv(Xb) (28b). Substitution of (22) into (28b)
leads to the well-known representation for T a [22, 53, 61, 62], that is
T a = −
∑
b∈Λba
Vb(P b + P a)∇0Wb(Xa). (30)
Another concise representation for T a was introduced by Bonet and co-
workers [18, 30, 52] through the use of ∇˜0W˜ (23). Substitution of (23) into
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(28b) yields
T a =
∑
b∈Λba
VbP b∇˜0W˜a(Xb). (31)
It is also possible to describe other non-globally conservative represen-
tations for T a (i.e.
∑
a VaT a 6= 0). The first approach [15] corresponds to
expression (30) by replacing ∇0Wb(Xa) with ∇˜0Wb(Xa), whereas the sec-
ond approach [17] corresponds to expression (31) by replacing ∇˜0W˜a(Xb)
with ∇˜0Wa(Xb).
Combination of expressions (26), (27c) and (29c) for any arbitrary virtual
velocity field, leads to the following expression:
dpa
dt
= Ea − T a. (32)
3.3.2. Geometric Conservation laws
Traditional displacement-based solid mechanics formulations [15, 17–19,
23, 59] evaluate the strain measures {F ,H , J} directly from the current
geometry alone via Fx := ∇0x, Hx := 12∇0x ∇0x and Jx = det(∇0x)
[9, 24, 63]. However, this approach leads to a formulation in which strains and
stresses converge at a rate one order lower than the geometry or displacement.
The formulation proposed here is based on deriving independent first order
conservation laws for the strain variables [37, 45–47].
Analogously to the discretisation procedure stated in the above Section
3.3.1, the set of geometric conservation laws can now be discretised as:
dF a
dt
= ∇0
(
p(Xa, t)
ρ0
)
≈
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa); (33a)
dHa
dt
= F (Xa, t) ∇0
(
p(Xa, t)
ρ0
)
≈ F a
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa);
(33b)
dJa
dt
= H(Xa, t) : ∇0
(
p(Xa, t)
ρ0
)
≈Ha :
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa).
(33c)
The above mixed-based system ((32) and (33)) will exhibit non-physical
numerical instabilities [23, 27, 30, 64] when solving large strain solid dy-
namics problems [41]. To remedy this, an adapted (globally conservative)
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Jameson-Schmidt-Turkel (JST) stabilisation algorithm [43] can be naturally
introduced. This will be addressed in the next section.
Remark 5: Notice that, by replacing the velocity field p
ρ0
with the current
geometry x in (33a), the classical SPH update for the deformation gradient
Fx := ∇0x can be simply recovered:
F ax := ∇0x(Xa) ≈
∑
b∈Λba
Vb (xb − xa)⊗ ∇˜0Wb(Xa). (34)
3.4. Globally conservative Jameson-Schmidt-Turkel (JST) stabilisation
Within the community of mesh free methods, two well-established fam-
ilies are available for the consideration of numerical stabilisation, namely
gradient based stabilisation [23] and the strain smoothing procedure [65, 66].
Unfortunately, to the best of the authors’ knowledge, most of the available
stabilisation algorithms still suffer from non-physical pressure instabilities in
highly nonlinear nearly incompressible scenarios [17, 67].
In this paper, by taking advantage of the conservation structure of the
mixed-based set of equations to be solved, numerical stabilisation is intro-
duced via a globally conservative JST stabilisation algorithm (through the
use of a blend of Laplacian and biharmonic dissipative operators) [43]. The
discrete stabilisation term at particle a for a given conservation variable U
can be written as follows:
D(Ua) = D2(Ua) +D4(Ua), (35)
where the second-order harmonic (or Laplacian) dissipative operator is de-
fined as
D2(Ua) := ε(2)U cphminL[U(Xa)], (36)
and the fourth-order biharmonic dissipative operator (25) as
D4(Ua) := −ε(4)U cph3minL2 [U(Xa)] (37a)
≈ −ε(4)U cph3min
∑
b∈Λba
Vb (L [U(Xb)]−L [U(Xa)]) ∆˜0Wb(Xa). (37b)
Here, ε
(2)
U and ε
(4)
U are JST parameters which activate either second or fourth
order differences for each conservation law, cp represents the p-wave speed,
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hmin is the characteristic particle spacing and ∆˜0 denotes the corrected Lapla-
cian operator [30] (see Section 3.2.2). Following Section 3.2.2, the Laplacian
evaluation L[U(Xg)] can be approximated as:
L[U(Xg)] ≈
∑
h∈Λhg
Vh (Uh − U g) ∆˜0Wh(Xg). (38)
As stated in Reference [43], it is worthwhile pointing out that the nodal
JST dissipative term (35) prevents the exact local conservation due to the
lack of symmetry of the Laplacian correction, that is ∆˜0Wb(Xa) 6= ∆˜0Wa(Xb).
This issue will be addressed later in the paper by using a modified stabil-
isation term which ensures satisfaction of the conservation of the primary
variables (see Section 6).
Remark 6: In general, one of the simplest approaches in order to avoid the
appearance of spurious high-frequency modes is to introduce artificial physi-
cal viscosity [41, 45] through the use of a numerically-based (non-objective)
viscous stress P vis =
µvis
ρ0
∇0p (where µvis represents the numerical shear
viscosity with intrinsic time scale and ρ0 is the material density). A weak
statement for the viscous stabilisation term can be formulated as:∫
V
δv ·DIVP vis dV =
∫
V
δv ·
(
µvis
ρ0
∆0p
)
dV. (39)
The use of Galerkin particle integration on (39) gives:∫
V
δv ·
(
µvis
ρ0
∆0p
)
dV ≈
∑
a
Vaδv(Xa) ·
(
µvis
ρ0
∆0p(Xa, t)
)
(40a)
≈
∑
a
Vaδva ·
(
µvis
ρ0
∆0p(Xa, t)
)
(40b)
=
∑
a
Vaδva ·
ε(2)p cphmin ∑
b∈Λba
Vb (pb − pa) ∆˜0Wb(Xa)
 ,
(40c)
with ε
(2)
p cphmin =
µvis
ρ0
. It is clear that the terms inside the parenthesis of
(40c) are equivalent to expression (36), but particularised to the case of the
linear momentum variable, namely D2(pa).
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4. Complete JST-SPH algorithm
In this section, we present a summary of the semi-discrete set of governing
equations for U = [p,F ,H , J ]T (2):
dpa
dt
= Ea − T a +D(pa); (41a)
dF a
dt
=
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa) +D(F a); (41b)
dHa
dt
= F a
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa) +D(Ha); (41c)
dJa
dt
= Ha :
∑
b∈Λba
Vb
ρ0
(pb − pa)⊗ ∇˜0Wb(Xa) +D(Ja). (41d)
Here, {D(pa),D(F a),D(Ha),D(Ja)} represent the possible JST stabilisa-
tion terms. The nodal internal T a and external Ea forces are already de-
scribed in (29c) and (27c), but repeated here for clarity:
T a =
∑
b∈Λba
Vb
(
P b∇˜0Wa(Xb)− P a∇˜0Wb(Xa)
)
; Ea =
Aa
Va
ta + f
a
0. (42)
Similar to [2, 43, 44], we set D(F a) = D(H)a = 0 to ensure the discrete
satisfaction of the involutions described by equations (5). As a result, only
JST stabilisation is applied to the conservation law of the linear momen-
tum D(pa) (41a) (i.e. ε(2)p and ε(4)p ) and the conservation law of the Jacobian
D(Ja) (41d) (i.e. ε(2)J and ε(4)J ). The former alleviates the appearance of spuri-
ous zero-energy (hourglass-like [19]) modes and, the latter, removes pressure
instabilities when attempting to model problems with predominant nearly
incompressible behaviour [42].
As kernel functions do not verify the Kronecker delta property [52, 55],
exact enforcement of essential boundary conditions is not as trivial as in the
Finite Element method [55]. In this paper, we resort to a simple least-square
projection technique for their imposition, summarised in Appendix B for
completeness.
5. Time integration
Insofar as the resulting set of semi-discrete particle equations (41) is
rather large, it will only be suitable to employ an explicit type of time inte-
19
grator. For simplicity, an explicit one-step two-stage Total Variation Dimin-
ishing Runge-Kutta (TVD-RK) scheme has been used such as that presented
in [1, 37, 41–44]. This is described by the following time update equations
from time step tn to tn+1:
U?a = Una + ∆t U˙
n
a(Una , tn);
U??a = U?a + ∆t U˙
?
a(U?a, tn+1);
Un+1a =
1
2
(Una + U??a ).
(43)
In comparison with previous work by the authors where the geome-
try is updated through a standard trapezoidal integration procedure (e.g.
xn+1 = xn + ∆
2ρ0
(pn + pn+1)), in this work we resort to the above TVD-RK
algorithm [36]. This results in a monolithic time integration procedure where
the unknowns U = (p,F ,H , J,x)T are all updated through expression (43).
The maximum time step ∆t := tn+1 − tn is governed by a standard
Courant-Friedrichs-Lewy (CFL) condition [68] given as
∆t = αCFL
hmin
cp,max
, (44)
where cp,max is the maximum p-wave speed, hmin is the characteristic particle
spacing within the computational domain and αCFL is the CFL stability
number. For the numerical computations presented in this paper, unless
otherwise stated, a value of αCFL = 0.3 has been chosen to ensure both
accuracy and stability [43].
6. Discrete angular momentum preserving algorithm
The resulting JST-SPH algorithm does not intrinsically fulfil conservation
of angular momentum, since the strain measures {F ,H , J} are no longer
exclusively obtained from the current geometry [36]. Specifically, the defor-
mation gradient F 6= Fx := ∇0x, its co-factor H 6= Hx := 12Fx Fx and its
Jacobian J 6= Jx := detFx.
In this paper, and following the work of Jibran et al. [36], a monolithic
discrete angular momentum projection algorithm is presented. Specifically,
the local internal nodal force T a is modified (in a least-square sense) in order
to preserve the total angular momentum, whilst still ensuring the global
conservation of linear momentum.
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Following Reference [36], sufficient conditions for the global preservation
of the discrete linear and angular momentum within a time step are enforced
at each stage of the one-step two-stage Runge Kutta time integrator (43)
described as:∑
a
VaT
χ
a = 0;
∑
a
VaXa×T χa = 0; Xa =
{
xna , χ = n
xna +
∆t
2ρ0
(pna + p
?
a) , χ = ?
;
(45)
where χ = {n, ?}.
A least-square minimisation procedure is used to obtain a modified set
of internal nodal forces Tˆ a that satisfy the above conditions (45). This can
be achieved by computing the minimum of the following functional [36, 43]
(ignoring time arguments for brevity):
ΠT (Tˆ a,λang,λlin) =
1
2
∑
a
Va(Tˆ a − T a) · (Tˆ a − T a)
− λang ·
(∑
a
VaXa × Tˆ a
)
− λlin ·
(∑
a
VaTˆ a
)
.
(46)
After some simple algebra, a modified set of internal nodal forces Tˆ a arise:
Tˆ a = T a + λang ×Xa + λlin. (47)
The Lagrange multipliers {λang,λlin} are the solutions of the following
system of equations[ ∑
a Va [(Xa ·Xa)I −Xa ⊗Xa]
∑
a VaXˆa∑
a VaXˆa −
∑
a Va
] [
λang
λlin
]
=
[ −∑a VaXa × T a∑
a VaT a
]
,
(48)
with the indicial notation
[
Xˆa
]
ik
= Eijk [Xa]j.
As explained in Section 3.4, the corrected Laplacian employed for the
JST stabilisation is not symmetric, leading to the non-conservation of the
linear momentum equation (41a). Similar to the method followed in [43], an
extra condition can be added for the satisfaction of such requirement, which,
together with the global angular momentum preservation, read:∑
a
VaD(pa) = 0;
∑
a
VaXa ×D(pa) = 0. (49)
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Similarly to the least-square minimisation procedure described above, a
set of modified (globally conservative) JST dissipation terms can now be ob-
tained by replacing {Tˆ a,T a,λlin,λang} in (47) and (48) with {Dˆ(pa),D(pa),µDp ,λDp}.
Remark 7: To ensure global conservation of the volume map evolution (41d)
after the incorporation of the JST stabilisation term, a similar least squared
projection is applied for the following functional:
ΠDJ (Dˆ(Ja), µDJ ) =
1
2
∑
a
Va
(
Dˆ(Ja)−D(Ja)
)2
− µDJ
∑
a
VaDˆ(Ja), (50)
where µDJ represents the Lagrange multiplier. By computing the minimum
of the above functional (50), the modified JST stabilisation Dˆ(Ja) is obtained
as
Dˆ(Ja) = D(Ja) + µDJ ; µDJ = −
1∑
a Va
(∑
a
VaD(Ja)
)
. (51)
7. Algorithmic description
For ease of understanding, Algorithm 1 summarises the complete algorith-
mic description of the stabilised Jameson-Schmidt-Turkel Smooth Particle
Hydrodynamics (JST-SPH) mixed-based {p,F ,H , J} methodology with all
the necessary numerical ingredients5. Notice that simpler {p,F }, {p,F , J}
and {p, J} versions of the algorithm can be easily obtained by neglecting the
relevant geometric conservation laws (i.e. (41c) and/or (41d)).
8. Numerical examples
In this section, a series of challenging numerical examples are presented in
order to assess the robustness, effectiveness and applicability of the proposed
framework described above (see Algorithm 1). Examples presented focus on
(reversible) hyperelastic constitutive models so that no physical dissipation
is present in the problem (maybe helping with the stability of the problem).
5For completeness, the error analysis of the overall JST-SPH framework on a one
dimensional linear advection equation is shown in Appendix C.
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Algorithm 1: Complete stabilised JST-SPH mixed methodology
Input : Una where U = [p F H J ]T
Output: Un+1a , P n+1a , xn+1a
(1) ASSIGN old primary variables: Uolda = Una and xolda = xna
(2) EVALUATE p-wave speed: cp (see References [2, 36])
(3) COMPUTE time increment: ∆t (44)
for TVD-RK time integrator = 1 to 2 do
(4) COMPUTE right-hand-side of the conservation laws:
T a (29), Ea (27c) F˙ a (33a), H˙a (33b) and J˙a (33c)
(5) EVALUATE nodal JST stabilisation (35): D(pa) and D(Ja)
(6) APPLY discrete angular momentum preserving algorithm:
Tˆ a (see Section 6)
(7) PROJECT globally conservative JST stabilisations:
Dˆ(pa) (49) and Dˆ(Ja) (51)
(8) IMPOSE essential boundary conditions directly on particles ˆ˙pa
(9) ENFORCE essential boundary conditions through
least-square projection ˆ˙p(Xa) (see Appendix B)
(10) EVOLVE current geometry x via TVD-RK (see Section 5)
(11) EVOLVE primary variable U via TVD-RK (see Section 5)
end
(12) UPDATE primary variable: Un+1a = 12(Ua + Uolda ) (see Section 5)
(13) UPDATE current geometry : xn+1a =
1
2
(xa + x
old
a ) (see Section 5)
(14) COMPUTE first Piola Kirchhoff stress: P n+1a (see Section 2.1)
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Three stabilised JST-SPH methodologies are analysed, namely {p,F }
JST-SPH, {p,F , J} JST-SPH and {p,F ,H , J} JST-SPH. For comparison
purposes, some of the results are benchmarked against the well known non-
Ladyzhenskaya-Babuska-Brezzi (non-LBB) compliant B-bar hexadedral ele-
ment [8] and the LBB compliant Q2-Q1 hexahedral element (i.e. Taylor-Hood
element [69]).
We also compare against the following Finite Volume based methodolo-
gies: {p,F }Upwind Vertex Centred (Upwind-VCFVM) [44], {p,F } Jameson-
Schmidt-Turkel Vertex Centred (JST-VCFVM) [43], {p,F } Upwind Cell
Centred (i.e. TOUCH [36, 37]) and {p,F } Hyperelastic-GLACE [47]. In
addition, we compare against the following Finite Element based tetrahedral
elements: {p,F , J} Petrov-Galerkin Finite Element Method (PG-FEM) [42]
and the LBB compliant Hu-Washizu {v,F ,H , J,ΣF ,ΣH ,ΣJ} mixed-based
Finite Element method (see [49] for further details).
8.1. Cable
A simple elastic wave propagation problem is presented. This problem
was first studied in Reference [70] and later explored in [17, 18]. A rod of
dimensions 10 m ×0.2 m ×0.2 m is fixed on the left end and set free on the
right end. Symmetric boundary conditions (i.e. roller support) are enforced
on the rest of the boundaries. An initial velocity v0 of 5 m/s is imposed on
the left quarter of the rod considering a discretisation of 100×3×3 particles
uniformly distributed. A linear elastic material of density ρ0 = 8000 kg/m
3,
Youngs’s modulus E = 200 GPa and Poisson’s ratio ν = 0 is used. In this
particular case, an analytical solution can be derived [37] which will be used
for comparison purposes.
As pointed out in References [17, 18, 70], any reported attempts to elimi-
nate the so-called tensile instability mechanisms [70] using either Eulerian
SPH or Updated Lagrangian Corrected Smooth Particle Hydrodynamics
(CSPH) have been unsuccessful. In contrast, the authors in [18] have shown
that this problem can be solved by resorting to a Total Lagrangian formal-
ism. However, the methodology proposed in that Reference still suffers from
excessive oscillation due to insufficient stabilisation. The main objective of
this example is to show that the proposed {p,F } JST-SPH methodology
alleviates the appearance of spurious mechanisms in the vicinity of sharp
spatial gradients.
Figure 3 shows the time history of both horizontal velocity and displace-
ment at the right tip end of the rod (X = [10, 0.2, 0.2]T m). These results
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are benchmarked against the analytical solution [37]. The proposed {p,F }
JST-SPH framework predicts the correct arrival time of the velocity shock.
However, over- and under-shoots oscillatory behaviour can be seen when no
second order harmonic dissipation is considered (i.e. ε
(2)
p = 0). This un-
wanted behaviour is removed once this term is activated.
Figure 4 shows the spatial pressure distribution throughout the whole
domain at time t = 0.006 s using three different values of ε
(2)
p , namely ε
(2)
p =
{0, 1
32
, 1
8
}. Clearly, the oscillatory behaviour is observed when using the value
of ε
(2)
p = 0 (see Figure 4a). This spurious pressure pattern is removed after
progressive activation of ε
(2)
p (see Figures 4b and 4c).
8.2. Swinging cube
As presented in References [1, 2, 36, 37, 41–44, 71] this example (see
Figure 5) shows a cube of unit side length with symmetric boundary con-
ditions (e.g. roller supports) at faces X = 0, Y = 0 and Z = 0 and skew-
symmetric boundary conditions (i.e. restricted tangential displacement) at
faces X = 1m, Y = 1m and Z = 1m. When small deformations are con-
sidered, this example has a closed-form solution for the displacement field
described as
u(X, t) = U0 cos
(√
3
2
cdpit
) A sin (piX12 ) cos (piX22 ) cos (piX32 )B cos (piX1
2
)
sin
(
piX2
2
)
cos
(
piX3
2
)
C cos
(
piX1
2
)
cos
(
piX2
2
)
sin
(
piX3
2
)
 , (52)
with cd =
√
λ+2µ
ρ0
. Parameters {A,B,C} are constants chosen such that A =
B = C to ensure the existence of a non-zero pressure field. For values of U0
below 0.001m, the solution can be regarded to be linear and the closed-form
expression (52) holds. The problem is initialised with a given deformation
gradient F (X, 0) = I +∇0u where the terms ∇0u are evaluated from the
above expression (52). In particular, we select a value of U0 = 5×10−4m and
A = B = C = 1. A linear elastic material is chosen with Young’s modulus
E = 17 MPa, material density ρ0 = 1100 kg/m
3 and Poisson’s ratio ν = 0.3.
The main aim of this example is to show the convergence behaviour of
the proposed {p,F } JST-SPH in a three dimensional setting. In this paper,
the convergence analysis is carried out by measuring L2 norm errors between
the numerical and analytical solution. To ensure accuracy in the compu-
tation of this norm, the error is evaluated by means of a sufficiently fine
25
0 0.002 0.004 0.006 0.008 0.01
−5
0
5
10
H
or
iz
on
ta
l V
el
oc
ity
Time
 
 
ε(2)p  = 0 and ε
(4)
p  = 1/8
ε(2)p  = 1/32 and ε
(4)
p  = 1/8
ε(2)p  = ε
(4)
p  = 1/8
Analytical solution
(a) Horizontal velocity
0 0.002 0.004 0.006 0.008 0.01
−2
0
2
4
6
x 10−3
H
or
iz
on
ta
l D
isp
la
ce
m
en
t
Time
 
 
ε(2)p  = 0 and ε
(4)
p  = 1/8
ε2p = 1/32 and ε
(4)
p  = 1/8
ε(2)p  = ε
(4)
p  = 1/8
Analytical Solution
(b) Horizontal displacement
Figure 3: Cable: Time evolution of the (a) Horizontal velocity; and (b)
Horizontal displacement at position X = [10, 0.2, 0.2]T . Results are obtained
using the proposed {p,F } JST-SPH. A linear elastic material is used with
density ρ0 = 8000 kg/m
3, Young’s modulus E = 200 GPa, Poisson’s ratio
ν = 0 and αCFL = 0.3. Discretisation of 100× 3× 3 material particles.
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t = 0.006 s
(a) JST parameters used: ε
(4)
p =
1
8
and ε
(2)
p = 0
(b) JST parameters used: ε
(4)
p =
1
8
and ε
(2)
p =
1
32
(c) JST parameters used: ε
(4)
p =
1
8
and ε
(2)
p =
1
8
Pressure (Pa)
Figure 4: Cable: Time evolution of the deformation plotted with pressure
distribution at time t = 0.006 s using the mixed-based {p,F } JST-SPH
algorithm with (a) ε
(2)
p = 0; (b) ε
(2)
p =
1
32
; (c) ε
(2)
p =
1
8
. A neo-Hookean
material is used with density ρ0 = 8000 kg/m
3, Young’s modulus E = 200
GPa, Poisson’s ratio ν = 0 and αCFL = 0.3. Discretisation of 100 × 3 × 3
material particles.
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Figure 5: Swinging cube configuration
background cloud of quadrature points. Figure 6 depicts the expected sec-
ond order L2 norm convergence pattern for both linear momentum and the
components of the stress tensor. It is interesting to note that the truncation
error of the algorithm is not adversely affected even without imposing the
exact enforcement of essential boundary conditions. For this reason, and for
computational efficiency, exact enforcement of essential boundary conditions
(see Appendix B) is usually disregarded in SPH methods [17–19].
8.3. Spinning cube
Similar to the “water bubble” problem presented in Reference [52] (see
Section 5.2 on pg. 108), we consider a cube of unit side length is left free
on all its sides [36, 37]. The cube is subjected to an initial constant angu-
lar velocity ω0 = [0, 0, 105]
T rad/s relative to its centroid and is then left
rotating in space. A nearly incompressible neo-Hookean material is utilised
with the following material properties: density ρ0 = 1100 kg/m
3, Young’s
modulus E = 17 MPa and Poisson’s ratio ν = 0.3. The main objective of
this example is to illustrate the capability of the {p,F } JST-SPH framework
(with a discretisation of 6 × 6 × 6 particles) to globally preserve the linear
and angular momentum. Figure 7a shows the time evolution of the compo-
nents of the total angular momentum. As it should be expected, the block
exhibits no change in angular momentum when activating the discrete mo-
mentum projection algorithm (see Section 6). Figure 7b depicts the global
conservation of linear momentum, which is zero to machine accuracy. For
visualisation purposes, Figure 8 shows the time evolution of the deformation
of the block with a very smooth pressure distribution.
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(a) With boundary projection (b) Without boundary projection
Figure 6: Swinging cube: L2 norm convergence of the components of both lin-
ear momentum and stresses using: (a) With Lagrange multiplier least-square
projection; and (b) Without Lagrange multiplier least-square projection. Re-
sults are obtained using the proposed {p,F } JST-SPH. A neo-Hookean ma-
terial is used with density ρ0 = 1100 kg/m
3, Young’s modulus E = 17 MPa,
Poisson’s ratio ν = 0.3 and αCFL = 0.3. JST parameter used: ε
(2)
p = 0 and
ε
(4)
p =
1
8
.
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Figure 7: Spinning cube: Time evolution of the components of (a) An-
gular momentum; and (b) Linear momentum. Results are obtained using
the proposed {p,F } JST-SPH with the consideration of the angular mo-
mentun projection algorithm. A neo-Hookean material is used with density
ρ0 = 1100 kg/m
3, Young’s modulus E = 17 MPa, Poisson’s ratio ν = 0.3 and
αCFL = 0.3. Discretisation of 6 × 6 × 6 material particles. JST parameter
used: ε
(2)
p = 0 and ε
(4)
p =
1
8
.
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t = 0.0148 s t = 0.0266 s t = 0.0377 s
t = 0.0494 s t = 0.0608 s t = 0.0722 s
t = 0.0839 s t = 0.095 s t = 0.107 s
Pressure (Pa)
Figure 8: Spinning cube: Time evolution of the deformation plotted
with pressure distribution using the mixed-based {p,F } JST-SPH. A neo-
Hookean material is used with density ρ0 = 1100 kg/m
3, Young’s modulus
E = 17 MPa, Poisson’s ratio ν = 0.3 and αCFL = 0.3. Discretisation of
6× 6× 6 material particles. JST parameters used: ε(2)p = 0 and ε(4)p = 18 .
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8.4. Tensile cube
A unit cube clamped at the bottom and subjected to traction-free condi-
tions on the rest of the boundaries is subjected to a linear variation in initial
velocity field v0 =
(
0, V Y
L
, 0
)T
(where V = 800 m/s). The objective of this
example [1, 42] is to illustrate the performance of the stabilised {p,F } JST-
SPH formulation discretised with 8 × 8 × 8 particles, with and without the
exact enforcement of essential boundary conditions (see Appendix B). This
problem is solved using a nearly incompressible neo-Hookean material with
Young’s modulus E = 21 GPa, density ρ0 = 7 Mg/m
3 and Poisson’s ratio
ν = 0.3.
Comparison of a sequence of deformed states simulated using the {p,F }
JST-SPH algorithm (with and without the imposition of essential boundary
conditions) is shown in Figure 9. For further comparison, the displacement
evolution for a boundary material particle initially placed at position XB =
[0, 0, 0]T is also monitored (see Figure 10). It is clear that null displacements
u can be obtained with the exact enforcement of homogeneous Dirichlet
conditions u(XB) = 0, whereas a very small magnitude can be observed
by enforcing zero values directly on the relevant particle uB = 0. Both
approaches show very good agreement in terms of pressure and also the
deformations (see Figure 9). For this reason, and as reported in References
[17, 19], it is often preferred to use the latter approach due to computational
efficiency.
For completeness, the exact same problem is also solved using three
alternative approaches, namely the classical displacement-based SPH [17],
{p,F , J} JST-SPH and {p,F ,H , J} JST-SPH. As shown in Figure 11a, the
standard displacement-based SPH exhibits spurious modes in the solution.
This shortcoming can be alleviated using the proposed JST-SPH frameworks
(see Figures 9a, 11b and 11c). Specifically, only one JST parameter is re-
quired for the simulation of this problem, that is ε
(4)
p = 1/8. It is worth high-
lighting that all proposed JST-SPH frameworks provide practically identical
results.
8.5. Symmetric coining
A rigid punch test is presented in [17, 58] and illustrated in Figure 12.
Given the symmetries of the problem, only one quarter of the domain (0.03
m ×0.01 m ×0.005 m) is discretised. The material is compressed to 54%
of its original height based on the application of a boundary velocity field
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t = 0.00058 s t = 0.0017 s t = 0.0021 s
(a) With Lagrange multiplier boundary projecton
(b) Without Lagrange multiplier boundary projecton
Pressure (Pa)
Figure 9: Tensile cube: Results obtained using the mixed-based {p,F } JST-
SPH algorithm: (a) With the exact enforcement of essential boundary con-
ditions; and (b) Without the exact enforcement of essential boundary con-
ditions. A neo-Hookean material is used with density ρ0 = 1100 kg/m
3,
Young’s modulus E = 17 MPa, Poisson’s ratio ν = 0.3 and αCFL = 0.3.
Discretisation of 8 × 8 × 8 particles. JST parameters used: ε(2)p = 0 and
ε
(4)
p =
1
8
.
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Figure 10: Tensile cube: Time evolution of the components of the displace-
ment field at boundary positionXB = [0, 0, 0]
T using the mixed-based {p,F }
JST-SPH via (a) Lagrange Multiplier (LM) boundary projection; and (b)
Without Lagrange Multiplier (No LM) boundary projection. A neo-Hookean
material is used with density ρ0 = 1100 kg/m
3, Young’s modulus E = 17
MPa, Poisson’s ratio ν = 0.3 and αCFL = 0.3. Discretisation of 8 × 8 × 8
particles. JST parameters used: ε
(2)
p = 0 and ε
(4)
p =
1
8
.
33
t = 0.00058 s t = 0.0017 s t = 0.0021 s
(a) Classical displacement-based SPH
(b) Mixed-based {p,F , J} JST-SPH (ε(2)p = ε(2)J = ε(4)J = 0 and ε(4)p = 18)
(c) Mixed-based {p,F ,H , J} JST-SPH (ε(2)p = ε(2)J = ε(4)J = 0 and ε(4)p = 18)
Pressure (Pa)
Figure 11: Tensile cube: Results obtained using: (a) Classical displacement-
based SPH; (b) Mixed-based {p,F , J} JST-SPH; and (c) Mixed-based
{p,F ,H , J} JST-SPH. A neo-Hookean material is used with density ρ0 =
1100 kg/m3, Young’s modulus E = 17 MPa, Poisson’s ratio ν = 0.3 and
αCFL = 0.3. Discretisation of 8× 8× 8 particles.
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Figure 12: Symmetric coining configuration
v0 = (0,−10, 0)T m/s applied on one-third of top side X0 described as:
X0 =
 0.01 ≥ X ≥ 0Y = 0.01
0.005 ≥ Z ≥ 0
m. (53)
In this particular case, Reference [17] (Section 2.4.3, pg. 2696-2697) shows
that the Total Lagrangian CSPH algorithm fails to capture the extremely
large distortion for a ratio of the bulk and shear moduli of κ/µ ≈ 5. To
rectify this shortcoming, Vidal et al. [17] developed a stabilised Updated
Lagrangian CSPH algorithm via the use of a Hessian operator. However,
this Updated Lagrangian CSPH algorithm is relatively expensive since it
requires the computation of a third-order tensor and frequent updates of the
reference configuration.
The main objective of this example is to show the robustness of the Total
Lagrangian mixed-based {p,F } JST-SPH. More interestingly, we use a rel-
atively large value of Poisson’s ratio ν = 0.495 (κ/µ ≈ 100) to represent the
near incompressibility regime. A nearly incompressible neo-Hookean model
is used with material density ρ0 = 1000 kg/m
3 and Young’s modulus E = 1
MPa. For comparison purposes, the {p,F } SPH (i.e. no stabilisation),
{p,F } JST-SPH, {p,F , J} JST-SPH and {p,F ,H , J} JST-SPH method-
ologies will be analysed.
Comparison of a sequence of snapshots using the above four methodolo-
gies (with a discretisation of 31 × 11 × 6 particles) is shown in Figure 13.
It is clear that the unstabilised {p,F } SPH methodology (see Figure 13a)
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introduces spurious pressure oscillations. These non-physical pressure insta-
bilities can be efficiently removed by using the alternative stabilised schemes
(see Figures 13b, 13c, 13d), with the use of only one JST biharmonic stabilis-
ing term ε
(4)
p =
1
8
. Very good agreement for both pressure and deformations
can be observed for all proposed JST-SPH methodologies. For visualisa-
tion purposes, Figure 14 illustrates the time evolution of the deformation of
the problem simulated using {p,F } JST-SPH, displaying a smooth pressure
contour.
8.6. Nearly incompressible punch problem
This nearly incompressible punch example was first studied in Reference
[67] within the context of quasi-static mesh free methods. In this Reference,
a mesh free algorithm is combined with computations in an ad-hoc back-
ground mesh in order to prevent the appearance of spurious oscillations in
the near incompressibility limit. However, it is not straightforward to adapt
this methodology to three-dimensional applications.
The main objective of this example is to show the ability of the proposed
methodology to suppress severe pressure oscillations in highly constrained
problems. A block of 1m × 0.5m × 0.1m is left free on its top face and
constrained with rollers (i.e. symmetric boundary conditions) on the rest
of the boundaries (see Figure 15). The block is compressed up to a total
of 28% of its original height via a uniform boundary velocity field v0 =
(0,−10, 0)T m/s applied on the mid portion of the top face X0 described as:
X0 =
 23 ≥ X ≥ 13Y = 0.5
0.1 ≥ Z ≥ 0
m. (54)
A nearly incompressible neo-Hookean material is used where the density
ρ0 = 1000 kg/m
3, Young’s Modulus E = 1 MPa and Poisson’s ratio ν = 0.499
(i.e. incompressibility limit κ
µ
≈ 500).
For benchmarking purposes, four different methodologies with a discreti-
sation of 21 × 11 × 3 particles are used. As it is well known, classical
displacement-based SPH shows excessive pressure fluctuations which even-
tually lead to the incorrect deformation path (see Figure 16a). The {p,F }
JST-SPH methodology is not able to resolve the above issues for large values
of the Poisson’s ratio (typically, for ν > 0.495) (see Figure 16b). In this case,
a new additional conservation law for the Jacobian J is necessary in order to
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t = 0.00022 s t = 0.00054 s
(a) Mixed-based {p,F } SPH (ε(2)p = 0 and ε(4)p = 0)
(b) Mixed-based {p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18)
(c) Mixed-based {p,F , J} JST-SPH (ε(2)p = ε(2)J = ε(4)J = 0 and ε(4)p = 18)
(d) Mixed-based {p,F ,H , J} JST-SPH (ε(2)p = ε(2)J = ε(4)J = 0 and ε(4)p = 18)
Pressure (Pa)
Figure 13: Symmetric coining: Time evolution of the deformation plotted
with pressure distribution using (a) {p,F } SPH; (b) {p,F } JST-SPH; (c)
{p,F , J} JST-SPH; and (d) {p,F ,H , J} JST-SPH. A neo-Hookean mate-
rial is used with density ρ0 = 1000 kg/m
3, Young’s modulus E = 1 MPa,
Poisson’s ratio ν = 0.495 and αCFL = 0.3. Discretisation of 31 × 11 × 6
particles.
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t = 0 s t = 0.00015 s
t = 0.00025 s t = 0.00032 s
t = 0.0004 s t = 0.00046 s
t = 0.00052 s t = 0.00058 s
Pressure (Pa)
Figure 14: Symmetric coining: Time evolution of the deformation plotted
with pressure distribution using {p,F } JST-SPH. A neo-Hookean material is
used with density ρ0 = 1000 kg/m
3, Young’s modulus E = 1 MPa, Poisson’s
ratio ν = 0.495 and αCFL = 0.3. JST parameters used: ε
(2)
p = 0 and ε
(4)
p =
1
8
.
Discretisation of 31× 11× 6 particles.
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Figure 15: Punch test configuration
stabilise the overall formulation, as already reported by the authors in previ-
ous publications [42]. A smooth pressure spatial representation (see Figures
16c, 16d) can be observed when using {p-F -}J and {p-F -H-J} JST-SPH
methodologies.
8.7. Alternative version of punch example: Inertial effects
Similarly to the examples discussed above (see Section (8.5) and Section
(8.6)), a unit block of 1m × 1m × 1m (which is free on its top side and
is constrained with rollers on the rest of the boundaries) is here presented
[37] (see Figure 17). In previous cases, the inertial effect contributions can
be considered to be relatively small due to the constant application of the
boundary velocity. On the contrary, large inertial effects will be explored
in this example. With this in mind, a velocity field v0 = (0,−100, 0)T m/s
is first applied on the mid quarter of the top side to be then released after
time t = 0.007s. A nearly incompressible neo-Hookean model is used with
material density ρ0 = 1100 kg/m
3, Young’s modulus E = 17 MPa and
Poisson’s ratio ν = 0.45 (κ
µ
≈ 10). From Figures (18a) and (18b), excessive
pressure fluctuations can be detected using either the classical displacement-
based SPH or the unstabilised {p,F } SPH. The pressure-related spurious
mechanism can be entirely eliminated with the inclusion of appropriate JST
stabilisation terms (ε
(4)
p =
1
8
) when using the {p,F } JST-SPH methodology
(see Figure 18c).
We can now further examine the problem by using a more sophisticated
Mooney-Rivlin model (8) dominated by the H-term (by setting ς = 0 and
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t = 0.0051 s t = 0.012 s t = 0.0132 s
(a) Displacement-based SPH
(b) Mixed-based {p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18)
(c) Mixed-based {p,F , J} JST-SPH (ε(2)p = ε(2)J = 0, ε(4)p = 18 and ε(4)J = 132)
(d) Mixed-based {p,F ,H , J} JST-SPH (ε(2)p = ε(2)J = 0, ε(4)p = 18 and
ε
(4)
J =
1
32
)
Pressure (Pa)
Figure 16: Nearly incompressible punch test: Time evolution of the deforma-
tion plotted with pressure distribution using (a) Displacement-based SPH;
(b) {p,F } JST-SPH; (c) p-F -J JST-SPH; and (d) p-F -H-J JST-SPH. A
neo-Hookean material is used with density ρ0 = 1000 kg/m
3, Young’s mod-
ulus E = 1 MPa, Poisson’s ratio ν = 0.499 and αCFL = 0.3. Dicretisation of
21× 11× 3 particles. 40
Figure 17: Punch cube configuration
ξ = µ
3
√
3
). It is interesting to see that both {p,F , J} and {p,F ,H , J}
JST-SPH methods produce practically identical results that are freed from
non-physical mechanisms similar to hourglassing (see Figure 19).
For the sake of completeness, time evolution of the deformed block is also
shown in Figure 20. Clearly, the mixed-based {p,F } JST-SPH method can
be employed without any difficulties dealing with extremely large deforma-
tions.
8.8. Bending column
Following References [1, 2, 17, 18, 37, 41–44, 71], this example shows a 1
m squared cross section column clamped at the bottom and free on all other
sides. An initial linear variation of the velocity profile is prescribed in the
X-Y plane given by v0 = V [Y/L, 0, 0]
T , where V = 10 m/s and L = 6 m is
the length of the column (see Figure 21).
As reported in References [17, 18] (see Section 2.4.1 on pg. 2693-2695 in
[17] and Section 4 on pg. 1218 in [18]), this bending problem was successfully
solved using the Total Lagrangian CSPH framework without the need to use
artificial viscosity. However, results are only displayed for a relatively short
period of time.
The main objective of this problem is to demonstrate the performance
of the proposed JST-SPH methodologies in nearly incompressible bending
dominated scenarios over a long-term response. A nearly incompressible
neo-Hookean model is used where the material properties are density ρ0 =
41
t = 0.0081 s t = 0.0214 s
t = 0.036 s
(a) Displacement-based SPH
(b) Mixed-based {p,F } SPH (ε(2)p = 0 and ε(4)p = 0)
(c) Mixed-based {p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18)
Pressure (Pa)
Figure 18: Nearly incompressible punch test: Time evolution of the deforma-
tion plotted with pressure distribution using (a) Displacement-based SPH;
(b) Mixed-based {p,F } SPH; and (c) Mixed-based {p,F } JST-SPH. A neo-
Hookean material is used with density ρ0 = 1100 kg/m
3, Young’s modulus
E = 17 MPa, Poisson’s ratio ν = 0.45 and αCFL = 0.3. Dicretisation of
11× 11× 11 particles.
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t = 0.0083 s t = 0.0191 s t = 0.0313 s
(a) Mixed-based {p,F , J} JST-SPH
(b) Mixed-based {p,F ,H , J} JST-SPH
Pressure (Pa)
Figure 19: Nearly incompressible punch test: Time evolution of the defor-
mation plotted with pressure distribution using (a) Mixed-based {p,F , J}
JST-SPH; and (b) Mixed-based {p,F ,H , J} JST-SPH. A Mooney-Rivlin
material (ς = 0, ξ = µ
3
√
3
) is used with density ρ0 = 1100 kg/m
3, Young’s
modulus E = 17 MPa, Poisson’s ratio ν = 0.495 and αCFL = 0.3. Dicretisa-
tion of 11× 11× 11 particles. JST parameters used: ε(2)p = ε(2)J = 0, ε(4)p = 18
and ε
(4)
J =
1
32
.
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t = 0 s t = 0.0035 s t = 0.006 s
t = 0.0089 s t = 0.0173 s t = 0.028 s
t = 0.0373 s t = 0.047 s t = 0.0577 s
Pressure (Pa)
Figure 20: Alternative punch test: Time evolution of the deformation plotted
with pressure distribution using the mixed-based {p,F } JST-SPH. A neo-
Hookean material is used with density ρ0 = 1100 kg/m
3, Young’s modulus
E = 17 MPa, Poisson’s ratio ν = 0.45 and αCFL = 0.3. JST parameters
used: ε
(2)
p = 0 and ε
(4)
p =
1
8
. Dicretisation of 11× 11× 11 particles.
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X, x
Y, y
(−0.5, 0, 0.5)
(0.5, 6,−0.5)
Z, z
L = 6m
v0 = [V Y/L, 0, 0]T
Figure 21: Bending column configuration
1100 kg/m3, Young’s modulus E = 17 MPa and Poisson’s ratio ν = 0.45
(κ
µ
≈ 10). For comparison purposes, an ample spectrum of alternative
numerical strategies will be employed, namely Constrained-TOUCH [36],
Hyperelastic-GLACE [47], Upwind-VCFVM [44], JST-VCFVM [43], PG-
FEM [1, 2, 41, 42], non-LBB compliant B-bar (or known as P1-Q0) hex-
ahedral element [8] and the LBB compliant Hu-Washizu tetrahedral element
[49]. Figure 22 compares the deformed shape and the pressure contour for
the above-mentioned eight different methodologies. As can be observed, the
results of the scheme proposed in this paper (with a discretisation of 5×25×5
particles) match very well those of the other numerical strategies.
We now turn the attention to assess the performance of the proposed
algorithm in the near incompressibility regime with ν = 0.499 (κ
µ
≈ 500).
As discussed in Section 8.6, an extra conservation law for the Jacobian J is
necessary. Figure 23 shows the importance of the introduction of J when
considering highly nonlinear nearly incompressible scenarios. The {p,F }
JST-SPH methodology clearly exhibits an unrealistic pressure pattern, as
shown in Figure 23a. When resorting to the mixed-based {p,F , J} JST-
SPH methodology, it is remarkable the smooth pressure contour observed
with a discretisation of only three particles across the thickness (see Figure
45
23b).
8.9. Twisting column
In order to examine the robustness of the scheme, a more challenging
example proposed in References [1, 2, 42–44, 71] is considered in this section.
The problem is initialised with a sinusoidal angular velocity field relative to
the origin given by ω0 = [0,Ω sin(piY/2L), 0]
T where Ω = 105 rad/s and L =
6 m is the length of the column (see Figure 24). A nearly incompressible neo-
Hookean material is used and the following material properties are density
ρ0 = 1100 kg/m
3, Young’s modulus E = 17 MPa and Poisson’s ratio ν = 0.45
(κ
µ
≈ 10).
A sequence of successively refined meshes (4×19×4, 5×25×5, 6×31×6
and 7× 37× 7) using the mixed-based {p,F } JST-SPH framework is shown
in Figure 25. Overly flexible behaviour (see Figure 25a) is clearly seen when
using very few particles in the simulation. A more realistic deformation
path, as well as pressure representation, can be obtained by increasing the
number of particles (see Figure 25d). It is also interesting to notice how
the methodology preserves perfect axial rotation introducing no out-of-axis
characteristics.
For benchmarking purposes, we solve the exact same problem using other
available numerical methodologies, namely, Upwind-VCFVM [44], JST-VCFVM
[43], the LBB compliant Hu-Washizu type variational principle [49], Constrained-
TOUCH [36], Hyperelastic-GLACE [47] and the non-LBB compliant B-bar
(or known as P1-Q0) hexahedral element [8]. As shown in Figure 26, both
deformations and pressure patterns predicted by the mixed-based {p,F }
JST-SPH framework agree very well with other published methodologies.
The pressure contour displayed for the B-bar element is shown piecewise
constant per element and not nodally interpolated6.
Figure 27 includes a similar comparative study, with a reduced num-
ber of methodologies and with a higher Poisson’s ratio ν = 0.495, which
can be considered as very nearly incompressible (κ
µ
≈ 100). In this case,
the simulation could not be solved using the JST-VCFVM, the Upwind-
VCFVM and Hyperelastic-GLACE schemes. Crucially, all computational
6Nodal averaging is sometimes carried out in order to smooth possible pressure oscil-
lations [8].
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(a) (b) (c) (d)
(e) (f) (g) (h)
Pressure (Pa)
Figure 22: Bending column: Comparison of deformed shapes plotted with
pressures at time t = 1.5 s using various numerical schemes: (a) Mixed-based
{p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18); (b) B-bar hexahedral method [8];
(c) Hyperelastic-GLACE [47]; (d) Constrained-TOUCH [36]; (e) Upwind-
VCFVM [44]; (f) JST-VCFVM [43]; (g) PG-FEM [42]; and (h) Hu-Washizu
type variational principle [49]. Results are obtained with a linear variation
of velocity field v0 = [V Y/L, 0, 0]
T where V = 10 m/s and L = 6 m. A neo-
Hookean material is used with density ρ0 = 1100 kg/m
3, Young’s modulus
E = 17 MPa and Poisson’s ratio ν = 0.45.
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t = 0.35 s t = 0.69 s t = 1.03 s t = 1.37 s
(a) Mixed-based {p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18)
(b) Mixed-based {p,F , J} JST-SPH (ε(2)p = ε(2)J = 0, ε(4)p = 18 and ε(4)J = 132)
Pressure (Pa)
Figure 23: Bending column: Comparison of deformed shapes plotted with
pressures using (a) Mixed-based {p,F } JST-SPH; and (b) Mixed-based
{p,F , J} JST-SPH. Results are obtained with a linear variation of veloc-
ity field v0 = [V Y/L, 0, 0]
T where V = 10 m/s and L = 6 m. A neo-Hookean
material is used with density ρ0 = 1100 kg/m
3, Young’s modulus E = 17
MPa, Poisson’s ratio ν = 0.499 and αCFL = 0.3. Discretisation of 3× 18× 3
particles.
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X, x
Y, y
(−0.5, 0, 0.5)
(0.5, 6,−0.5)
Z, z
ω0 = [0,Ωsin(piY/2L), 0]T
L = 6m
Figure 24: Twisting column configuration
mixed-based methodologies displayed produce very similar deformation pat-
terns with smooth pressure distribution.
For extremely high values of the Poisson’s ratio ν = 0.499 (κ
µ
≈ 500), the
mixed-based {p,F } JST-SPH framework, as expected, shows non-physical
pressure fluctuations throughout the domain. This will eventually lead to
the breakdown of a numerical scheme (see Figure 28a). On the contrary, the
mixed-based {p,F , J} JST-SPH algorithm produces reliable results that are
freed from zero energy modes (see Figure 28b).
9. Conclusions
This paper introduces a mixed stabilised Total Lagrangian Smooth Parti-
cle Hydrodynamics (SPH) computational framework for the numerical anal-
ysis of large strain fast solid dynamics. Following References [1, 2], a mixed-
based {p,F ,H , J} set of equations is written in the form of a system of first
order conservation laws. The linear momentum p and the set of geometric
strain measures, namely the deformation gradient tensor F , the co-factor H
and the Jacobian J , are regarded as primary conservation variables.
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t = 0.1 s
(a) 4× 4× 19 (b) 5× 5× 25 (c) 6× 6× 31 (d) 7× 7× 37
Pressure (Pa)
Figure 25: Twisting column: A sequence of particle refinement analysis using
the mixed-based {p,F } JST-SPH: (a) 4×19×4; (b) 5×25×5; (c) 6×31×6;
and (d) 7× 37× 7 particles. Results obtained with an angular velocity field
ω0 = [0,Ω sin(piY/2L), 0] where Ω = 105 rad/s and L = 6 m. A neo-Hookean
material is used with density ρ0 = 1100 kg/m
3, Young’s modulus E = 17
MPa, Poisson’s ratio ν = 0.45 and αCFL = 0.3. JST parameters used:
ε
(2)
p = 0 and ε
(4)
p =
1
8
.
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t = 0.1 s
(a) (b) (c) (d) (e) (f) (g)
t = 0.25 s
(a) (b) (c) (d) (e) (f) (g)
Pressure (Pa)
Figure 26: Twisting column: Comparison of deformed shapes plotted with
pressures at time t = 0.1s and t = 0.25s using: (a) Mixed-based {p,F } JST-
SPH (ε
(2)
p = 0 and ε
(4)
p =
1
8
); (b) Upwind-VCFVM [44]; (c) JST-VCFVM
[43]; (d) Hu-Washizu type variational principle [49]; (e) B-bar hexahedral
method [8]; (f) Constrained-TOUCH [36]; and (g) Hyperelastic-GLACE [47].
Results obtained with an angular velocity field ω0 = [0,Ω sin(piZ/2L), 0]
where Ω = 105 rad/s and L = 6 m. A neo-Hookean material is used with
density ρ0 = 1100 kg/m
3, Young’s modulus E = 17 MPa and Poisson’s ratio
ν = 0.45.
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t = 0.1 s
t = 0.25 s
(a) (b) (c) (d) (e) (f)
Pressure (Pa)
Figure 27: Twisting column: Comparison of deformed shapes plotted with
pressures at time t = 0.1 s and t = 0.25 s using: (a) Mixed-based {p,F } JST-
SPH (ε
(2)
p = 0 and ε
(4)
p =
1
8
); (b) PG-FEM [42]; (c) Constrained-TOUCH [36];
(d) B-bar hexahedral method [8]; (e) Taylor-Hood (Q2-Q1) hexahedral FEM
[69]; and (f) Hu-Washizu type variational principle [49]. Results obtained
with an angular velocity field ω0 = [0,Ω sin(piY/2L), 0] where Ω = 105 rad/s
and L = 6 m. A neo-Hookean material is used with density ρ0 = 1100 kg/m
3,
Young’s modulus E = 17 MPa and Poisson’s ratio ν = 0.495.
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t = 0.215 s t = 0.0407 s t = 0.058 s t = 0.074 s t = 0.09 s
(a) Mixed-based {p,F } JST-SPH (ε(2)p = 0 and ε(4)p = 18)
(b) Mixed-based {p,F , J} JST-SPH (ε(2)p = ε(2)J = 0, ε(4)p = 18 and ε(4)J = 132)
Pressure (Pa)
Figure 28: Twisting column: Comparison of deformed shapes plotted with
pressures using (a) Mixed-based {p,F } JST-SPH; and (b) Mixed-based
{p,F , J} JST-SPH. Results obtained with an angular velocity field ω0 =
[0,Ω sin(piY/2L), 0] where Ω = 105 rad/s and L = 6 m. A neo-Hookean
material is used with density ρ0 = 1100 kg/m
3, Young’s modulus E = 17
MPa, Poisson’s ratio ν = 0.499 and αCFL = 0.3. Discretisation of 5× 25× 5
particles.
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From the spatial discretisation point of view, the very efficient globally
conservative Jameson-Schmidt-Turkel (JST) stabilisation algorithm is intro-
duced by taking advantage of the conservative structure of the mixed-based
set of equations. Crucially, both velocities and stresses (i.e. deviatoric contri-
bution and volumetric contribution) display the same rate of convergence. In
this paper, it has been shown that the {p,F } JST-SPH framework performs
extremely well in nearly incompressible bending dominated scenarios for a
value of Poisson’s ratio ν ≤ 0.495. For extremely large values of the Poisson’s
ratio beyond ν > 0.495, the enhanced {p,F , J} and {p,F ,H , J} JST-SPH
frameworks have been proved to be very efficient in alleviating non-physical
hydrostatic pressure fluctuations. More interestingly, practically identical re-
sults can be obtained with and without the exact enforcement of essential
boundary conditions.
From the temporal discretisation point of view, a monolithic one-step
two-stage Total Variation Diminishing Runge Kutta time integrator com-
bined with an angular momentum preserving algorithm is presented. Finally,
a comprehensive list of challenging numerical examples has been presented in
order to benchmark the results obtained against alternative numerical strate-
gies, including implicit and explicit time integrators as well as Finite Element
and Finite Volume based discretisations. The proposed JST-SPH schemes
show excellent behaviour in the near incompressibility regime accompanied
by severe distortions.
In subsequent publications, the authors will build upon the current work
in order to explore three new aspects: first, the consideration of an alterna-
tive residual-based dissipative mechanism widely known as Petrov-Galerkin
stabilisation [41]; second, the consideration of non-isothermal materials [44]
and third, an adaptation of the current computational framework to high-
strain ductile fracture application [72] incorporating an alternative Updated
Lagrangian formalism in the style of [17].
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Appendix A. Laplacian correction
As discussed in Section 3.4, the Jameson-Schmidt-Turkel (JST) stabilisa-
tion algorithm employed in this paper requires the evaluation of the Lapla-
cian of the solution function. Taking inspiration from the work of Bonet
and Kulasegaram [30], a local correction can be directly introduced into the
kernel Laplacian (already presented in equation (24), but repeated here for
convenience)
L [f(Xa)] ≈
∑
b∈Λba
Vb(f b − fa)∆˜0Wb(Xa). (A.1)
Here, the Laplacian correction is defined in terms of two new correction terms
{αa, βa}, that is
∆˜0Wb(Xa) = ∆0Wb(Xa) +αa · rab + βa‖rab‖2 (A.2)
with rab = Xb −Xa. The correction parameters can now be evaluated by
enforcing the following two conditions:
1. The Laplacian of a linear function must vanish, that is∑
b∈Λba
Vbrab∆˜0Wb(Xa) = 0. (A.3)
2. The Laplacian of a quadratic function gives:
1
6
∑
b∈Λba
Vb‖rab‖2∆˜0Wb(Xa) = 1. (A.4)
By substituting expression (A.2) into (A.3) and (A.4), the correction
parameters {αa, βa} can then be obtained upon solution of the following
system of equations:[ ∑
b∈Λba Vbrab ⊗ rab
∑
b∈Λba Vb‖rab‖2rab(∑
b∈Λba Vb‖rab‖2rab
)T ∑
b∈Λba Vb‖rab‖4
] [
αa
βa
]
=
[ −∑∈Λba Vbrab∆0Wb(Xa)
6−∑∈Λba Vb‖rab‖2∆0Wb(Xa)
]
.
(A.5)
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Appendix B. Essential boundary conditions
As reported in References [17–19], exact enforcement of essential (or
Dirichlet) boundary conditions is not strictly essential when employing a
SPH discretisation. However, and for completeness, special treatment of es-
sential boundary conditions through the use of a Lagrange multiplier method
[30, 55] is presented in this paper.
Following References [30, 55], the time rate of change of the nodal lin-
ear momentum p˙a is modified (in a least-square sense) in order to precisely
enforce essential boundary conditions, whilst still ensuring the global conser-
vation of the linear and angular momenta. Inevitably, corrections are only
applied to a small number of particles a that lie inside a sphere of a given ra-
dius of possible boundary particles B. This leads to the following conditions
to be fully fulfilled:
p˙PresB = p˙(XB) :=
∑
a∈ΛaB
Vaˆ˙paW˜a(XB) (B.1)
and ∑
a
Vap˙a =
∑
a
Vaˆ˙pa;
∑
a
VaXa × p˙a =
∑
a
VaXa × ˆ˙pa. (B.2)
A least-square minimisation procedure is used to obtain modified ˆ˙pa that
satisfies the above conditions (B.1) and (B.2). This can be achieved by com-
puting the minimum of the following functional ΠE (ignoring time arguments
for brevity):
ΠE(ˆ˙pa,βB,βang,βlin) =
1
2
∑
a
Va
(
ˆ˙pa − p˙a
)
·
(
ˆ˙pa − p˙a
)
+
∑
B
VBβB ·
p˙PresB − ∑
a∈ΛaB
Vaˆ˙paW˜a(XB)

+ βlin ·
(∑
a
Vap˙a −
∑
a
Vaˆ˙pa
)
+ βang ·
(∑
a
VaXa × p˙a −
∑
a
VaXa × ˆ˙pa
)
,
(B.3)
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where p˙PresB denotes possible prescribed boundary conditions and {βB,βlin,βang}
are the corresponding set of Lagrange multipliers. Differentiating ΠE with
respect to ˆ˙pa gives:
ˆ˙pa = p˙a +
∑
B∈ΛBa
VBW˜a(XB)βB + βang ×Xa + βlin. (B.4)
Substitution of the above expression (B.4) into (B.1) and (B.2) leads to the
following system of equations for {βB,βlin,βang}, that is
Lβ = R; β =
 βBβlin
βang
 ; R =
 p˙PresD − p˙(XD)0
0
 (B.5)
with
L =

∑
a∈ΛaD VaW˜a(XD)
[∑
B∈ΛBa VBW˜a(XB)
]
1 −∑a VaW˜a(XD)Xˆa∑
B VB
∑
a Va −
∑
a VaXˆa∑
B VB
[∑
a∈ΛaB VaW˜a(XB)Xˆa
] ∑
a VaXˆa
∑
a Va [(Xa ·Xa)I −Xa ⊗Xa]
 .
(B.6)
Appendix C. Numerical errors: Dispersion and diffusion
Considering a one dimensional linear constant advection equation
∂u
∂t
+ c
∂u
∂x
= 0; (C.1)
where c describes the constant positive wave speed and u represents the
unknown variable. Following the SPH spatial discretisation described in
Section 3, the discrete counterpart in particle a of above equation is
dua
dt
= − c
2hmin
(
una+1 − una−1
)− cε(4)
hmin
(
una+2 − 4una+1 + 6una − 4una−1 + una−2
)
︸ ︷︷ ︸
R(un{a+2,a+1,a,a−1,a−2})
.
(C.2)
Here, hmin represents the spacing between particles and ε
(4) is the bihar-
monic JST parameter. Notice that 2 neighbouring particles on each side are
employed in the evaluation of the gradient and Laplacian operators.
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Expression above can now be integrated in time using the Total Variation
Diminishing Runge Kutta (TVD-RK) time integrator (43), that is:
un+1a = u
n
a +
∆t
2
[R(un{a+2,a+1,a,a−1,a−2}) +R(u?{a+2,a+1,a,a−1,a−2})] . (C.3)
Using a Taylor series expansion procedure, the above terms, after some
algebraic manipulation, are expanded about (xa, t
n) to give:
∂u
∂t
+c
∂u
∂x
=
[(
α2CFL − 1
) ch2min
6
]
︸ ︷︷ ︸
Numerical dispersion
uxxx+
[(
αCFL
6
− α
3
CFL
24
− ε(4)
)
ch3min
]
︸ ︷︷ ︸
Numerical diffusion
uxxxx+O(h4).
(C.4)
It is worthwhile pointing out that the resulting dispersion and diffusion errors
in (C.4) match those obtained with the JST-based Finite Volume Method
reported in Reference [43].
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