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Abstract
Filter banks and wavelets have found applications in sig-
nal compression, noise removal, and in many other signal
processing contexts. In this tutorial we review a number
of recent results on the optimization of ﬁlter banks based
on the knowledge of the input. The main emphasis will
be the minimization of error due to subband quantization,
and its connection to principal component reconstruction.
Both uniform and nonuniform ﬁlter banks are considered.
1. INTRODUCTION
Figure 1(a) shows a general M channel maximally deci-
mated ﬁlter bank [32], [36], where the decimation ratios
nk are integers satisfying
∑M−1
k=0
1/nk = 1. For the uni-
form case where nk = M for all k, we have the polyphase
representation of Fig. 1(b). The general expression for the
reconstructed signal is
x̂(n) =
M−1∑
k=0
∞∑
m=−∞
yk(m)fk(n− nkm)
The system is said to be a perfect reconstruction (PR) sys-
tem if x̂(n) = x(n) in absence of subband quantization.
This is also called the biorthogonality condition. For such
a system, the preceding equation therefore is a represen-
tation of x(n) as a linear combination of the sequences
ηk,m(n) = fk(n − nkm). The decimated subband signals
yk(m) are the transform coeﬃcients, and {ηk,m(n)} con-
stitutes a ﬁlter-bank basis for x(n). An orthonormal ﬁlter
bank is one for which this basis is orthonormal, i.e.,∑
n
ηk,m(n)η,i(n) = δ(k − )δ(m− i)
For the case of uniform ﬁlter banks orthonormality is equiv-
alent to the unitary property of E(ejω), and such ﬁlter
banks are also called paraunitary ﬁlter banks. The ﬁlter
bank decomposition should be compared to the wavelet
decomposition of continuous time signals given by
x(t) =
∞∑
k=−∞
∞∑
m=−∞
ckm2
k/2ψ(2kt−m)
where the basis functions {2k/2ψ(2kt − m)} are derived
from a mother wavelet ψ(t) by dilation and shifting. Notice
in particular that the ﬁlter bank provides a general time-
frequency representation for x(n). Depending on the choice
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of decimators {nk} and the ﬁlters {Hk}, a wide range of
time-frequency representations are possible, leading to sev-
eral applications. Examples include selective quantization
and bit allocation (data compression), thresholding (de-
noising a signal), progressive or principal-component re-
construction, etc.
Wavelets and ﬁlter banks have been used extensively
for image coding. A mathematical theory was developed
in [6] wherein several error measures were analyzed and
it was demonstrated that the used of L1-norm for the
error is usually more in tune with the properties of the
human visual system. The authors in [6] also show that
the smoothness of an image, measured in accordance with
membership in certain function spaces (Besov spaces) has
a direct bearing on the quality of the compressed image for
a given bit rate. More recently the zero-tree coder, origi-
nally proposed by Shapiro [23] and signiﬁcantly improved
by Said and Pearlman [20], has become the state of the
art for compression of natural images. It has been shown
by Gonzalez and Akansu [9] that the simpler form of zero-
zone quantizers together with multiplierless QMF banks
often result in systems that are quite comparable to the
embedded zero tree coder. Since a state-of-the-art review
has recently been presented by Pearlman and Said [20], we
will not elaborate further on this.
In this paper we review a number of recent results on
the optimization of ﬁlter banks based on the knowledge of
the input. The main emphasis will be the minimization of
error due to subband quantization, and its connection to
principal component reconstruction.
2. OPTIMAL BIT ALLOCATION
In data compression applications the subband signals are
quantized using an optimal bit allocation scheme. This
problem has been considered by several authors in the last
two decades [22], [24]. Some of these assume exponen-
tial quantizer functions (QF), while some others have the
milder requirement that the quantizer functions be convex.
A common assumption in early work was that all quan-
tizers have similar characteristics, that is, identical QF.
Moreover the number of bits were often not restricted to be
positive integers. Using marginal analaysis techniques, Fox
presented an algorithm to perform bit allocation under the
positive integer constraint, and the convexity assumption
on quantizers was later relaxed by Trushkin (see [24] for
references). Remarkable generalizations of these “early”
techniques were proposed by Westernik, et al [37] and
Shoham and Gersho [24]. These authors recognized that
in a truly optimal scheme the quantizer function should
be allowed to be fairly arbitrary, especially at low rates.
The quantizer function should in fact be “derived on line”
depending on the data and the bit rate region.
Shoham and Gersho relax the convexity assumption; in
    
fact the allocation works for any real, measured, quan-
tizer characteristics. The bit-rate constrained optimiza-
tion is turned into an unconstrained family of problems
which generate a family of solutions parameterized by a
Lagrange multiplier λ. Shoham and Gersho also develop a
sound theoretical framework which leads to eﬃcient pro-
cedures for “sweeping through” λ to arrive at the correct
bit rate with minimum distortion. Under high bit rate as-
sumptions, however, a simple closed form expression can
be derived for the optimal bi [32,8].
By extending the work of Shoham and Gersho, Ram-
chandran and Vetterli [21] developed an elegant method
for the generation of the appropriate tree structure for sub-
band coding of signals. This results in a system which is
optimal in the rate distortion sense, for a given bit rate.
The tree structured ﬁlter bank also deﬁnes a more gen-
eral time-frequency representation, namely the wavelet
packet, of which the uniform (Fourier style) representa-
tion and the dyadic (wavelet style) representation are mere
special cases. The data-dependent tree generation allows
one to take into account the nonstationary nature of real
signals. It oﬀers more eﬃcient, signal adaptive, time-
frequency localization.
3. FILTER BANK OPTIMIZATION
There is substantial amount of literature on the optimiza-
tion of the ﬁlter coeﬃcients in a ﬁlter bank to achieve a cer-
tain goal. In these cases, the ﬁlter bank or time-frequency
tiling scheme is typically ﬁxed (e.g., a uniform ﬁlter bank,
or a dyadic tree structured ﬁlter bank) and the ﬁlter bank
coeﬃcients optimized.
3.1. Optimizing the Filter Bank for Coding
The coding gain of a subband coder is the improvement
in the reconstruction mse, over the mse that would result
from direct uniform quantization (for the same average bit
rate). For the uniform orthonormal ﬁlter bank, and un-
der high bit rate assumptions (Sec. 4), the coding gain
is the ratio of the arithmetic mean to geometric mean of
subband variances σ2yi . Akansu and Liu showed [3] how to
numerically optimize the ﬁlter coeﬃcients for a composite
objective function which includes the coding gain as one
term. Uzun and Haddad [31] modelled the subband quan-
tization error and optimized the ﬁlters for the two channel
ﬁlter bank assuming a WSS input with known psd, and as-
suming that the quantizers are pdf optimized. More recent
theoretical results on coding gain optimization [30, 35] will
be reviewed in Sec. 4–6. This includes the development
of optimality conditions for the uniform orthonormal sub-
band coder. The optimal biorthogonal ﬁlter bank problem
(which is still open) is considered in Sec. 5. Several obser-
vations pertaining to the optimality of nonuniform (e.g.,
tree structured) ﬁlter banks will be presented in Sec. 6.
3.2. Advantage of Biorthogonal Filter Banks
The advantage of biorthogonal ﬁlter banks over orthonor-
mal ones has been established in a number of papers. In
the two channel case, orthonormal ﬁlter banks cannot have
linear phase analysis ﬁlters (unless the ﬁlters are two-tap
ﬁlters) which seems to be desirable for image coding ap-
plications. Biorthogonal ﬁlter banks have therefore been
quite successful in image coding [4]. More recently [16]
Malvar has developed clever special cases of the general
biorthogonal system, which take care of blocking and ring-
ing artifacts in image coding very eﬀectively. On the the-
oretical side, Djokovic and Vaidyanathan established a re-
sult in [8]. They constrained a ﬁlter bank to be of the
form in Fig. 2 and solved for the best combination of
the prefilter part and orthonormal part under high bit
rate assumption. The result is that the preﬁlter should be
the optimal half-whitening ﬁlter for the given input x(n)
(i.e., P (ejω) = 1/S
1/4
xx (ejω)) and that the orthonormal part
should be the optimal orthonormal ﬁlter bank for the input
x(n). Thus the two optimizations can be done separately.
Aase and Ramstad solved a slightly diﬀerent problem in
[2]. They assumed a stationary AR(1) model and that
the ﬁlters are ideal non overlapping ﬁlters. Under this as-
sumption they showed that the analysis ﬁlter bank can
be decomposed into an orthonormal part and a subband
halfwhitening part. This can eﬀectively be redrawn as in
Fig. 2. The superiority of this system over orthonormal
ﬁlter banks is then established with image coding exper-
iments. However it has not been established in the liter-
ature that the system of Fig. 2 is as good as the most
general biorthognal system. This was claimed implicitly in
[1], but an error in the proof there makes it inconclusive.
3.3. Non Biorthogonal Filter Banks
The output x̂(n) of a biorthogonal ﬁlter bank can be writ-
ten as
x̂(n) = x(n) + e(n)
where x(n) is the input and e(n) is the quantization noise
ﬁltered through the synthesis bank. We could reduce the
eﬀect of this noise by using a Wiener ﬁlter at the out-
put of the synthesis bank (so the overall system is not
biorthogonal). This would be a periodically time varying
ﬁlter because the reconstruction noise e(n) is in general cy-
clo stationary (assuming quantizers produce WSS noise).
Expressions for this ﬁlter under various statistical assump-
tions have been presented in [33]. The idea of using a post-
ﬁlter to reduce the noise has been proposed by a number
of authors independently [11,5,19,25].
4. THEORY OF OPTIMAL SUBBAND CODERS
It turns out to be very diﬃcult to develop a theory for opti-
mization of ﬁlter coeﬃcients in ﬁlter banks without making
high bit rate assumptions on quantizers. This assumption
allows the quantizers to be represented with white uncor-
related additive noise sources with noise variances
σ2qi = cσ
2
yi
2−2bi (1)
where σ2yi is the variance of the input to the ith quan-
tizer (which is assigned bi bits). Such assumptions, while
unrealistic in traditional image coding, appears to be well
justiﬁed for special applications such as the compression of
multispectral imagery and to some extent in audio coding.
4.1. Problem Formulation
In Fig. 3, x(n) is the blocked version of the scalar pro-
cess x(n) which is input to the subband coder. We as-
sume x(n) is zero-mean wide sense stationary (WSS). The
quantizer error vector is q(n) = ŷ(n) − y(n) and the re-
construction error vector is e(n) = x̂(n)−x(n). The noise
sources qi(n) are assumed to be zero-mean, uncorrelated,
and white, with variances given by Eq. (1). Assuming op-
timal bit allocation with ﬁxed bit rate b =
∑
i
bi/M, the
m.s.e is
EΔ=E[e†(n)e(n)] = cM2−2bφ1/M (2)
2
     
φ
Δ
=
M−1∏
i=0
∫ 2π
0
(
ESxxE
†)
ii
dω
2π
∫ 2π
0
(
R†R
)
ii
dω
2π
(3)
where Sxx is the psd matrix of the vector x(n). The aim
therefore is to choose E(ejω) and R(ejω) subject to the
biorthogonality constraint R(ejω)E(ejω) = I, such that
the objective function φ is minimized.
4.2. Orthonormal Case
For the orthonormal case R†(ejω)R(ejω) = I, so that
φ =
M−1∏
i=0
∫ 2π
0
(
ESxxE
†)
ii
dω
2π
=
M−1∏
i=0
σ2yi (4)
where σ2yi is the variance of yi(n). For this to be minimized,
it is necessary [34] that the decimated subband random
processes be uncorrelated, that is, E[yi(n)y∗k(m)] = 0, for
i = k, and for all n,m. Equivalently, the psd matrix of
y(n) must be diagonal:
Syy(e
jω) = diag {S0(ejω), S1(ejω), . . . , SM−1(ejω)}
where Si(ejω) is the psd of yi(n). This condition is also
called total decorrelation of subbands. For optimality
in the orthonormal case a second property called spectral
majorization is also necessary, namely,
S0(e
jω) ≥ S1(ejω) ≥ . . . ≥ SM−1(ejω), for all ω,
assuming appropriate ordering of subbands. Neither total
decorrelation nor spectral majorization is suﬃcient for op-
timality, but if these are together satisﬁed by a given ﬁlter
bank, we can show that φ is indeed minimized [34]. Thus
total decorrelation and spectral majorization are together
necessary and sufficient.
4.3. Principal Component Filter Banks
Consider the class Kc of all M -band, uniform, orthonormal
subband coders, subject to some additional constraints C.
The constraints, for example, could be that the ﬁlters be
FIR or IIR, with order ≤ N . Or the constraint could be
that the ﬁlters be derived from a single prototype by cosine
modulation. Assume the ﬁlters are always numbered such
that the output variances are in decreasing order, that is,
σ2y0 ≥ σ2y1 . . . A particular member of the class Kc is said
to be a principal component ﬁlter bank for this class if its
subband variances {σ̂2yk} satisfy
L∑
k=0
σ̂2yk ≥
L∑
k=0
σ2yk
where σ2yk are the subband variances for any other mem-
ber in the class. That is, all the partial sums of variances
must be at least as large as the partial sums for any other
class member. This property is useful in progressive trans-
mission where we wish to transmit dominant subbands ac-
cording to order of importance. Assuming there are no
“additional constraints C” we know that spectral majoriza-
tion and total decorrelation are necessary and suﬃcient for
mmse property. It can be shown that this solution also
has the principal component property. For nonuniform ﬁl-
ter banks, and for ﬁlter banks with other constraints (e.g.,
FIR, cosine modualtion, etc.) there is no simple correspon-
dence between mmse ﬁlter banks and principal component
ﬁlter banks. See Sec. 6.
4.4. Energy Compaction Filters
A ﬁlter H0(ejω) is said to be an optimal compaction(M)
ﬁlter for a WSS input x(n) with psd Sxx(ejω) if the output
variance ∫ 2π
0
|H0(ejω)|2Sxx(ejω)dω/2π
is maximized by designing H0(ejω) subject to the condition
that |H0(ejω)|2 be a Nyquist(M) ﬁlter, i.e., a ﬁlter with
impulse response g(n) satisfying
g(Mn) = δ(n)
The Nyquist(M) condition is used because it is naturally
satisﬁed by every analysis ﬁlter in any orthonormal ﬁlter
bank. With no order-constraints imposed on the ﬁlters,
techniques for designing such ﬁlters have been outlined in
[34].
Total decorrelation and spectral majorization can to-
gether be satisﬁed by designing the analysis ﬁlters to be
optimal compaction ﬁlters for appropriate sections of the
input psd Sxx(ejω). Details can be found in several places,
e.g., [34] or [35]. This is why energy compaction ﬁlters
are important in subband coding. Several properties of
optimal compaction ﬁlters can be found in [34].
Optimal compaction ﬁlters also arise in the design of
principal component ﬁlter banks. Indeed, the role of en-
ergy compaction has been suﬃciently emphasized in many
related problems. For example, the success of the zero-tree
wavelet coder [23] stems partly from the energy compaction
property of wavelet transforms. The success of wavelet de-
noising methods [7] is also due to eﬃcient compaction.
4.5. Optimal FIR Filter Banks
If the analysis and synthesis ﬁlters are conﬁned to be FIR,
then for arbitrary M very little can be said about the condi-
tions for optimality in the mmse sense. For example, even
in the uniform decimation case, we cannot say that the
principal component solution also solves the mmse prob-
lem with quantizers. In fact, it has been shown in [14] that
for the FIR case there may not exist a principal component
ﬁlter bank. In particular the solution which maximizes the
coding gain may not be such that the ﬁlter H0(z) is a com-
paction ﬁlter.
However, several useful suboptimal methods for coding
gain optimization have in the past been reported for the
FIR case [3], [31]. More recently, Moulin and Mihcak [18]
have shown that we can obtain very good coding gain in
an FIR orthonormal ﬁlter bank by designing the ﬁrst ﬁlter
H0(z) to be a compaction ﬁlter and designing the remain-
ing M −1 ﬁlters such that the system {Hk(z)} satisﬁes or-
thonormality. This is done by ﬁrst synthesizing a cascaded
lattice structure for H0(z) and then inserting a constant
unitary matrix U in front which deﬁnes the remaining ﬁl-
ters. Notice that the optimal compaction solution speciﬁes
|H0(ejω)|2 but not the spectral factor H0(z). It has been
shown in [14] that the exact choice of the spectral factor
aﬀects the coding gain, though the numerical diﬀerences
are not very signiﬁcant in practical examples.
FIR compaction Ælterdesign. Several methods have
been reported in the literature for the design of FIR com-
paction ﬁlters. Moulin, et al. have used linear program-
ming to obtain good FIR designs. A comprehensive sum-
mary of many methods can be found in [13], along with the
introduction of a method called the window method. This
method leads to very fast designs, and has the advantage of
3
    
simplicity at a slight cost of optimality. A technique based
on some deep state space theoretical results (the Kalman-
Yakubovic lemma) has been developed in [29], which al-
lows truly optimal designs and has several advantages over
other methods. Finally, examples of very eﬃcient IIR com-
paction ﬁlters can be found in [28].
5. THE BIORTHOGONAL CASE
Let E(ejω) = Eopt(ejω) be an optimum biorthogonal so-
lution (i.e., the one minimizing φ). Given any arbitrary
paraunitary U(ejω), we can always write Eopt(ejω) =
G(ejω)U(ejω). Thus the polyphase part of the optimal
biorthogonal system can be redrawn as in Fig. 4(a). Since
U(ejω) is unitary, the errors e(n) = x̂(n) − x(n) and
ew(n) = ŵ(n)−w(n) have equal m.s. values
E[e†w(n)ew(n)] = E[e†(n)e(n)].
Thus, though the choice of U(ejω) will certainly aﬀect
the reconstruction error for w(n), this error will always
be equal to the error for x(n). It follows that G(ejω) is
optimal for its input w(n), i.e., it minimizes the m.s value
of ew(n). This reasoning holds for any paraunitary U(ejω).
For example U(ejω) could be the optimal orthonormal sys-
tem for x(n). Thus, we can always decouple the design of
the optimal biorthogonal E(ejω) into two steps: (a) ﬁrst
design the optimal orthonormal system U(ejω) which pro-
duces an output w(n) satisfying total decorrelation and
spectral majorization, and (b) design the best biorthogo-
nal G(ejω) for w(n).
Case of diagonal G. Suppose the paraunitary matrix
U(ejω) performs total decorrelation and spectral majoriza-
tion. In seeking the best biorthogonal system, is there still
a loss of generality in restricting G(ejω) to be a diago-
nal matrix? Let us ﬁrst ﬁnd out how best we can do if
we constrain G(ejω) to be diagonal. Denote the diago-
nal elements as λi(ejω). Let Si(ejω) be the psd of the ith
component wi(n) of w(n). We can write the m.s. value of
ew(n) as cM2−2bφ
1/M
w where
φw =
M−1∏
i=0
∫ 2π
0
|λi|2Si dω
2π
∫ 2π
0
1
|λi|2
dω
2π
≥
(
M−1∏
i=0
∫ 2π
0
√
Si
dω
2π
)2
using Schwartz inequality. This holds with equality if we
let λi(ejω) = 1/S
1/4
i (e
jω), which is a half-whitening filter.
If we assume that U(ejω) has performed total decorrelation
and spectral majorization, then Si(ejω) are the majorized
eigenvalues ηi(ejω) of Sxx(ejω). So we have:
Lemma 1. In Fig. 4(b) suppose U(ejω) is the op-
timum orthonormal solution for x(n), and λi(ejω) are
the optimal (half-whitening) ﬁlters for their respective
inputs. Then the objective function φ has the value
φη
Δ
=
(∏M−1
i=0
∫ 2π
0
√
ηi(ejω) dω/2π
)2
♦
It is clear that the special form of biorthogonal system
shown in Fig. 4(b) achieves φ = φη. An open problem
here is to prove (or disprove, say, by a counter example)
that the optimal biorthogonal system satisﬁes φopt = φη
or, equivalently, that
φ ≥ φη (5)
for any biorthogonal ﬁlter bank. If this is true, the optimal
biorthogonal system can be represented as in Fig. 4(b).
5.1. The PreÆlteredOrthonormal Filter Bank
If we convert the polyphase system in Fig. 4(b) into the
normal form like Fig. 1(a), we obtain the structure shown
in Fig. 2. The details of this derivation can be found
in [35]. Here the ﬁlters Pi(ejω) are the analysis ﬁlters of
the orthonormal SBC corresponding to the polyphase ma-
trix U(ejω). The half-whitening ﬁlters have been eﬀectively
moved past the decimators, and Pi(ejω) and lumped into
a single preﬁlter P (ejω). As shown in [35] this has been
possible partly with the help of noble identities [32] and
partly because the optimal orthonormal ﬁlters Pi(ejω) can
be assumed, without loss of generality, to be nonoverlap-
ping ideal ﬁlters. Since λi(ejω) are the half-whitening so-
lutions for the disjoint portions of the input psd created
by the analysis system {Pi(ejω)}, it follows that we can
take P (ejω) to be the half-whitening ﬁlter for the scalar
subband coder input x(n), namely P (ejω) = 1/S
1/4
xx (ejω).
The optimal preﬁltered orthonormal ﬁlter bank has the
m.s.e
E = cM2−2bφ1/Mη = cM2−2b
(
M−1∏
i=0
∫ 2π
0
√
ηi
dω
2π
)2/M
where ηi(ejω) are the power spectra of the decorrelated
majorized subbands yi(n).
In an earlier work [8], the above combination of P (ejω)
and {Pi(ejω)} was shown to be optimum among the class
of preﬁltered orthonormal ﬁlter banks (i.e., ﬁlter banks re-
stricted to the form of Fig. 2). At the time of this writing
we do not know if the most general optimal biorthogonal
system can always be represented in this form; but at least
for a restricted class of power spectra this can be shown to
be the case [34].
5.2. Performance Bounds
Recall that the reconstruction error under optimal bit al-
location is given by E = cM2−2bφ1/M . For any choice of
E(ejω) we can show [35]
φ ≥
M−1∏
i=0
∣∣∣∣∣
∫ 2π
0
(
ES1/2xx E
−1
)
ii
dω
2π
∣∣∣∣∣
2
According to the singular value decomposition theorem,
the nonsingular matrix E(ejω) can be expressed as E(ejω) =
V(ejω)Λ(ejω)U(ejω) where U(ejω) and V(ejω) are uni-
tary and Λ(ejω) is a diagonal matrix with positive diago-
nal elements λi(ejω). By expressing the preceding bound
in terms of these matrices, some conclusions can be drawn
[35]:
1. If we impose the condition V(ejω) = I and then opti-
mize U(ejω) and Λ(ejω), then the resulting φ satisﬁes
φ ≥ φη, where φη is deﬁned in Lemma 1.
2. Instead of imposing the condition V(ejω) = I, sup-
pose we impose the condition that U(ejω) be chosen
to perform total decorrelation of its output. If we now
try to optimize Λ(ejω) and V(ejω), then the resulting
φ again satisﬁes φ ≥ φη.
4
    
3. In any case the solution φ = φη can be achieved by
the following choice of matrices: (a) set V = I, (b)
take U(ejω) to be the optimal paraunitary matrix
(the one that performs total decorrelation and spec-
tral majorization), and (c) take the diagonal elements
of Λ(ejω) to be the half-whitening ﬁlters for the out-
puts of U(ejω) (Fig. 4(b)).
See [35] for other bounds based on det [Sxx(ejω)].
6. NONUNIFORM FILTER BANKS
The nonuniform ﬁlter bank of Fig. 1(a) is orthonormal if
the analysis ﬁlters satisfy Hk(ejω)H∗m(e
jω)
∣∣∣
↓gkm
= δ(k −
m) where gkm = gcd{nk, nm}. The coding gain of the
nonuniform M -band orthonormal ﬁlter bank is [8]
GSBC(M) =
σ2x∏M−1
i=0
(
σ2yi
)1/ni (6)
Consider the special case of a dyadic tree structured ﬁl-
ter bank (Fig. 5), which is equivalent to a M -channel
nonuniform FB. Assuming each two channel ﬁlter bank is
orthonormal, we have an M -band nonuniform orthonormal
ﬁlter bank. The coding gain of the nonuniform system is
GSBC(M) = G1G
1/2
2 G
1/4
3 . . . (7)
where Gm is the coding gain at level m. Thus the extra
beneﬁt oﬀered by the mth split decays exponentially with
m. Another consequence of (7) is that, if the tree structure
maximizes the coding gain for a given input then the right-
ﬂushed subtrees indicated in Fig. 6 are optimal for their
respective inputs. However, since these inputs depend on
the ﬁlters preceding them, this observation is not directly
useful to identify the optimal ﬁlter bank.
6.1. Coding Gain and Compaction Gain
Consider the input power spectrum shown in Fig. 7(a).
Assuming that the process is Gaussian, the rate-distortion
theoretic upper bound on the coding gain [12], given by
Gup = σ2x/ exp
∫ 2π
0
Ln Sxx(ejω)dω/2π, has the value
Gup =
2 + c+ d
4(cd)1/4
(8)
Suppose we use the orthonormal tree structured system
shown in Fig. 5, with two levels, and choose the ﬁlter
responses as in Fig. 7(b) and 7(c). The coding gains of the
individual levels are
G1 =
2 + c+ d
4
√
c+d
2
, G2 =
c+ d
2
√
cd
The total coding gain G1G
1/2
2 is therefore as in Eq. (8),
showing that the tree achieves the upper bound on the
coding gain. This means in particular that the choice of
ﬁlters shown in Fig. 7 results in an optimal orthonormal
two-level dyadic tree. Next, Fig. 7(d) shows the eﬀective
ﬁlter H10(z)H20(z2) of the top channel (which has eﬀective
decimator ↓ 4) of the two-level ﬁlter bank. Since c < 1, this
is clearly not an optimum compaction(4) ﬁlter for the input
psd. This example shows that, even though the coding
gain is optimized, the top ﬁlter H10(z)H20(z2) is not an
optimum compaction ﬁlter for the input x(n).
6.2. Principal Components and Compaction
As shown above, unlike in uniform ﬁlter banks, the cod-
ing gain and compaction gain are not directly related in
the case of nonuniform orthonormal ﬁlter banks. How-
ever, there is a simple direct relation between optimal com-
paction and the principal component property even in the
nonuniform case.
In our discussion we ﬁnd it convenient to change the
normalization convention for the ﬁlters. Thus consider the
example of a 3-level tree of the form Fig. 5. Assuming that
the ﬁlter bank is orthonormal we have σ2y0 + σ
2
y1
+ 2σ2y2 +
4σ2y3 = 8σ
2
x. We would like to rescale the analysis ﬁlters
such that under the new scaling convention σ2y0 + σ
2
y1
+
σ2y2 + σ
2
y3
= σ2x, or more generally,
∑M−1
k=0
σ2yk = σ
2
x. This
is accomplished by dividing each two-channel analysis ﬁlter
Hkm(z) by
√
2 and multiplying the corresponding synthesis
ﬁlter by
√
2. Under the new scaling convention, the signals
sk in Fig. 5 have variances given by
σ2sL =
L∑
k=0
σ2yk
If the tree structured ﬁlter bank has the principal com-
ponent property for the given input x(n), then the partial
sum σ2sL is maximized for each value of L in 0 ≤ L ≤M−1.
That is, the left-ﬂushed subtrees indicated in Fig. 8 should
be such that their top ﬁlters
H10(z)H20(z
2) . . . Hi+1,0(z
2i)
are optimal compaction(2i+1) ﬁlters for the primary input
x(n). For example, H10(z) should be the optimum com-
paction(2) ﬁlter for x(n), whereas H10(z)H20(z2) must be
the optimum compaction(4) ﬁlter for the same x(n) and
so forth. To design the principal component system, con-
sider the example of a three-level tree. First design an
optimum compaction(8) ﬁlter for the input x(n). This ﬁl-
ter can always be implemented in the multirate-cascade
form shown in Fig. 9 where each Hk0(z) is an optimal
compaction(2) ﬁlter for its input. Since each Hk0(z) is
such that |Hk0(ejω)|2 is Nyquist(2), we can always deﬁne
a ﬁlter Hk1(z) such that the pair {Hk0(z), Hk1(z)} is a
two-channel orthonormal ﬁlter bank. Since each Hk0(z)
is an optimum compaction ﬁlter for its input, the pair
{Hk0(z), Hk1(z)} maximizes the coding gain for its input.
In this way, the complete tree structure is deﬁned (by Fig.
5) and satisﬁes the principal component property. The cod-
ing gain of this prinicipal component ﬁlter bank, however,
is not necessarily maximized.
7. CONCLUDING REMARKS
Several levels of sophistication of the subband quantizers
are available, the simplest version being the uniform quan-
tizer. The use of diﬀerential coding in the lowpass subband
results in signiﬁcant compression. The use of pdf opti-
mized, or “Lloyd-Max” quantizers has been studied by a
number of authors as well. With such quantizers, the error
is orthogonal to the quantized signal regardless of the bit
rate. However, a “gain plus additive noise model” is more
appropriate than a simple additive noise model [15, 38].
The most recent and promising kind of subband quantiza-
tion incorporates the zero-tree coder [23] which has become
the state of the art in image coding.
A problem closely related to ﬁlter bank optimization
is wavelet basis optimization. Tewﬁk, et al. have con-
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sidered the diﬃcult problem of ﬁnding an optimal com-
pactly supported wavelet representation for a given ﬁnite
length signal, e.g., a speech segment (with signal duration
typically >> mother wavelet duration). The optimality
is in the sense of minimizing the error when the wavelet
representation is truncated at a desired scale. While this
is a diﬃcult problem in general, the authors are able to
provide upper bounds on the truncation errors, and then
minimize the bounds numerically. The resulting approx-
imations turn out to be very useful if not optimal. In a
later paper Gopinath et al. have generalized this signal
dependent optimization in a number of ways; e.g., they
considered M -adic wavelets (generated from M -band ﬁlter
banks) and proposed diﬀerent norms for optimization.
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