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Abstrak— Saat ini beragam variasi fitur fitur yang ada 
di dalam nya semakin maju teknologi semakin banyak 
ponsel yang fiturnya bertambah serta spesifikasi nya yang 
tambah bagus, fitur yang ada pada ponsel seperti kamera, 
Ram yang lebih besar, kapasitas internal memori yang 
besar, dan kapasitas battre yang lebih besar, banyak fitur 
yang digunakan untuk menentukan harga ponsel. Pada 
penelitian ini penghitungan jarak kemiripan 
menggunakan minkowski, minkowski adalah jarak di 
dalam ruang vector yang telah ditentukan yang biasa 
dianggap sebagai generalisasi dari kedua jarak Euclidean 
dan jarak Manhattan. Pada paper ini dilakukan penelitian 
menggunakan metode K Nearest Neighbor untuk 
memprediksi harga ponsel dan memperoleh tingkat 
akurasi sebesar 82%. 
Kata kunci—Klasifikasi, K-Nearest Neighbor, Prediksi 
Harga ponsel 
I. PENDAHULUAN  
Ponsel merupakan alat komunikasi yang banyak di 
gunakan pada zaman sekarang, dimana hampir setiap 
orang saat ini menggunakannya untuk keperluan sehari 
hari seperti berkomunikasi dan mengakses informasi, 
ponsel. Saat ini beragam varisai fitur fitur yang ada di 
dalam nya semakin maju teknologi semakin banyak 
ponsel yang fiturnya bertambah serta spesifikasi nya 
yang tambah bagus. Fitur yang ada pada posel seperti 
kamera, bentuk ponsel lebih tipis, layar lebih lebar, dan 
ram bertambah besar, Banyak fitur yang digunakan 
untuk menentukan harga ponsel . Jadi kita akan 
menggunakan banyak fitur yang disebutkan di atas 
untuk mengklasifikasikan apakah ponsel akan murah 
atau mahal. 
Neural Networks (NN) [1] lebih baik dalam 
memperkirakan harga rumah, ini disimpulkan dalam 
penelitian Limsombunchai. Dengan membandingkan 
dengan metode hedonic, metodenya lebih akurat. 
Operasi kedua metode tersebut sama, tetapi dalam NN 
model dilatih terlebih dahulu dan kemudian diuji untuk 
prediksi. Menggunakan kedua metode NN 
menghasilkan R-sq yang lebih tinggi dan kesalahan 
rerata kuadrat akar yang lebih kecil (RMSE), sementara 
hedonic menghasilkan nilai yang lebih rendah. 
Penelitian ini terbatas karena harga rumah yang 
sebenarnya hilang dan hanya perkiraan harga yang 
digunakan untuk pekerjaan penelitian [1].   
K Noor dan Saddaqat J  [2] juga bekerja untuk 
memprediksi harga Kendaraan menggunakan teknik 
yang berbeda. Para peneliti mencapai akurasi tertinggi 
menggunakan regresi linier berganda. Makalah ini 
mengusulkan sistem di mana harga adalah variabel 
dependen yang diprediksi, dan harga ini berasal dari 
faktor-faktor seperti model kendaraan, make, kota, 
versi, warna, jarak tempuh, pelek alloy dan power 
steering[2].   
Pada paper ini akan menggunakan metode K-
Nearest Neighbors (KNN). Proses klasifikasi 
berdasarkan spesifikasi ponsel . Metode KNN 
melakukan klasifikasi terhadap objek berdasarkan data 
pembelajaran yang objek terdekat[3].  
II. METODOLOGI 
A. Dataset 
Pada penelitian kali ini kami menggunakan dataset 
yang berasal dari website Kaggle bernama Mobile 
Price Prediction. Dengan menggunakan dataset 
tersebut kami mencoba menggunakan 11 variabel 
sebagai variable prediksi (predict).  
TABEL I. VARIABEL PREDIKSI 
Variabel  Definisi 
Battery_power 
Merupakan variabel yang 
menerangkan Total energi 
baterai dapat menyimpan 
dalam satu waktu yang 
diukur dalam mAh 
Blue 
Adalah keterangan fitur 
ponsel yang menggunakan 
bluetooth atau tidak 
Dual_sim 
Adalah keterangan fitur 
ponsel yang menggunakan 
dual sim atau tidak. 
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Four_g 
Adalah keterangan fitur 
ponsel yang menggunakan 
sinyal 4G atau tidak 
Int_memory 
Adalah yang memiliki data 
Internal Memory dalam 
Gigabytes 
n_cores Data Random Access Memory dalam Megabytes 
Ram 
Adalah keterangan fitur 
ponsel yang menggunakan 
wifi atau tidak. 
Talk_time 
Adalah Waktu bicara untuk 
menggambarkan durasi 
penggunaan konstan yang 
didukung oleh baterai 
tunggal yang terisi penuh 
Three_g 
Adalah keterangan fitur 
ponsel yang menggunakan 
sinyal 3G atau tidak 
Touch_screen 
Adalah keterangan fitur 
ponsel yang menggunakan 
touch screen atau tidak 
Wifi 
Adalah keterangan fitur 
ponsel yang menggunakan 
WiFi atau tidak 
 
Sedangkan untuk variabel respon menggunakan 4 
variabel,seperti Tabel II 
TABEL II. VARIABEL RESPON 
Class Keterangan 
0 Murah 
1 Standar 
2 Mahal 
3 Sangat Mahal 
 
Dapat dilihat pada gambar di bawah (gambar 1)  
hasil dari penelitian yang menggunakan metode KNN, 
sebelumnya telah dikumpulkan data spesifikasi 
sebanyak 2000 data.  
 
 
Gambar 1. Perhitungan jumlah data sesuai price range 
      Dari 2000 baris data terdapat sebanyak 500 data 
dengan class price_ range 0,1,2, dan 3.  
 
B. K-Nearest Neighbor (KNN) 
K-Nearest Neighbor (KNN)[4] adalah metode 
melakukan klasifikasi terhadap objek berdasarkan data 
pembelajaran yang jaraknya paling dekat dengan objek 
tersebut. Metode ini bertujuan untuk 
mengklasifikasikan objek baru berdasarkan atribut dan 
training sample. Diberikan suatu titik query, 
selanjutnya akan ditemukan sejumlah K objek atau titik 
training yang paling dekat dengan titik query. Nilai 
prediksi dari query akan ditentukan berdasarkan 
klasifikasi tetanggaan. 
 Untuk Flowchart klasifikasi dengan metode KNN 
dapat dilihat ada pada Gambar 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2. Flowchart klasifikasi harga ponsel 
 
Algoritma KNN adalah sebuah metode untuk 
melakukan klasifikasi terhadap objek berdasarkan data 
pembelajaran yang jaraknya paling dekat dengan objek 
tersebut. Teknik ini sangat sederhana dan mudah 
Start 
Menentukan jumlah 
tetangga terdekat K 
Hitung jarak data uji 
dengan data training 
Mengurutkan data 
dengan Euclidean 
terkecil 
Menentukan kelompok 
data uji berdasarkan label 
pada nilai K 
End 
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diimplementasikan. Mirip dengan teknik clustering, 
yaitu mengelompokkan suatu data baru berdasarkan 
jarak data baru itu ke beberapa data/tetangga terdekat. 
Pertama sebelum mencari jarak data ke tetangga adalah 
menentukan nilai K tetangga (neighbor). Lalu, untuk 
mendefinisikan jarak antara dua titik yaitu titik pada 
data training dan titik pada data testing, maka 
digunakan rumus Euclidean dengan persamaan 1 
sebagai berikut:  
 
𝑑(𝑎, 𝑏) = ∑ (𝑋𝑖 − 𝑌𝑖)ଶ௡௜ୀ଴      (1) 
 
Keterangan:  
d (a,b) : jarak Euclidian  
x  : data 1   
y : data 2  
i : fitur ke -   
n : jumlah fitur 
 
C. MENGHITUNG JARAK KEMIRIPAN (K) 
Perhitungan jarak kemiripan dapat dilakukan 
dalam penelitian ini dengan menggunakan metode 
Mikowski. Metode mikowski merupakan metode 
untuk menghitung jarak di dalam ruang vector 
yang telah di tentukan dan bisa di anggap sebagai 
generalisasi dari kedua jarak Euclidean dan jarak 
manhattan[5].  
     Untuk menghitung jarak dua buah vektor atau 
lebih dan didalam nya terdapat nilai P, 
digunakanlah metode penghitungan jarak 
mikowski seperti persamaan (2) 
    
(𝑑 (𝑥, 𝑦) = ෍ |𝑥௜ −  𝑦ଵ|௣)
ଵ ௣ൗ
௡
௜ୀଵ
            (2) 
 
Dari persamaan (2) di dapatkan Manhattan/city 
block distance (p=1) yang ditunjukkan dalam 
persamaan (3) 
 
𝑑 (𝑥, 𝑦) = ෍ |𝑥௜ −  𝑦௜
௡
௜ୀଵ
|               (3) 
 
Selain mendapatkan persamaan (3) kita 
juga mendapatkan Euclidean distance (p=2), 
yang ditunjukkan dalam persamaan (4) 
 
𝑑 (𝑥, 𝑦) = ඩ෍(𝑥௜ −  𝑦௜
௡
௞ୀଵ
)ଶ                (4) 
 
III. HASIL DAN PEMBAHASAN 
         Berdasarkan hasil dari penelitian yang 
menggunakan metode KNN dengan menggunakan 
software pyhton, dan untuk menentukan K kami 
menggunakan teknik validasi. Nilai K di uji dari 
rentang nilai 1 sampai dengan 50, dan didapatkanlah 
nilai K = 8  dapat di lihat pada gambar di bawah ini 
(gambar 3). 
 
  
Gambar 3. Mean Square Error 
 
Dari gambar 3 dapat ditentukan nilai akurasi yang 
menggunakan nilai K dengan Mean Square Error 
adalah K = 8 dan dari nilai MSE tersebut dapat 
menentukan nilai akurasi yang lebih stabil sehingga 
di dapatkan nilai akurasi nya sebesar 82%.   
  
Gambar 4.  Hasil testing akurasi 
 
Seperti yang dilihat pada gambar(3), gambar (4) 
menghasilkan nilai akurasi yang sama namun nilai K 
nya lebih tinggi, dari pada nilai K yang terdapat pada 
gambar (3) yang berbeda. Dengan metode ini nilai 
akurasi dapat berubah dengan mengubah juga nilai 
K. 
IV. KESIMPULAN 
Di dalam paper ini digunakan metode K-Nearest 
Neighbor (KNN) untuk mengklasifikasikan harga 
ponsel. Dengan menggunakan metode KNN hasil 
yang didapatkan berdasarkan penelitian ini tingkat 
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akurasinya yaitu mencapai 82% sedangkan Mean 
Square Error 0.82 dengan nilai K = 8. 
Menentukan akurasi dari penelitian ini 
digunakan nilai K yang memiliki rentang 1 sampai 
dengan 50. Menggunakan K yang mempunyai nilai 
(MSE) terendah. 
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