ABSTRACT With the dramatic growth of public cloud offerings and heterogeneous data information, how to discover potentially valuable information from big history behavior data and design intelligent recommendation techniques has become more and more important. Due to the dynamics of cloud environment, both user behaviors and QoS (Quality of Service) performance of cloud services are sensitive to contextual information, such as time and location. However, the consideration of time and location information brings the increase in the order of rating matrix and the data sparsity problem. In view of these challenges, we propose a spatial-temporal aware intelligent service recommendation method based on distributed tensor factorization to address the above problems. First, the time and location information are introduced into the recommendation models by distinguishing time-sensitive QoS metrics and region-sensitive QoS metrics from stable QoS metrics. To deal with the sparse rating data, time slots and regions are clustered respectively. Then, a high-order tensor factorization technique is applied to mine the latent factors among users, services, time information, and location information. Moreover, to improve the scalability of our recommendation models in big data environment, a fast distributed asynchronous SGD (Stochastic Gradient Descent) mechanism is employed to get a good balance between the convergence speed and prediction accuracy. Finally, experiments based on both real-world data set and big synthetic data set are conducted to validate the effectiveness and scalability of our proposal. The experimental results show that our proposal achieves a good balance between the recommendation accuracy and scalability.
I. INTRODUCTION
With the emerging of cloud computing and the growing of mobile applications, more and more enterprises and organizations have entered the cloud market and deployed prosperous distributed cloud services for users worldwide [1] , [2] . The amount of users, cloud offers and online information has been growing explosively, which yields the big data problem [3] , [4] . It becomes more and more difficult for users to mine valuable information and identify the most satisfying services within a large set of functionally equivalent candidates. Intelligent recommender system has been proved to be a valuable tool to deal with information overload and has been a hot research topic [5] , [6] . Besides, to handle large-scale datasets with billions of heterogeneous user information and item information, scalability also has become an important issue to be addressed in intelligent recommender systems.
Many research efforts have been done in both industry and academia to design effective recommendation models for personalized and intelligent computing [7] - [10] . Matrix factorization (MF) is one of the most successful recommendation models [11] , [12] , which aims at mining knowledge from a partially observable user-item rating matrix to meet users' personalized needs. However, most of existing recommendation methods based on MF mainly focus on dealing with two-dimensional user-item rating matrix without considering contextual information.
Actually, in dynamic cloud environment and real-world applications, extra contextual information, such as time and location, has great impact to recommendation performance. Because of the dynamics of cloud environment, most cloud services are both time-sensitive and region-sensitive. Besides, user preferences, user behaviors and QoS performance also keep changing over time and location. There have been some studies that focus on the research of the influence of contextual information to recommendation performance. But they mainly focus on the influence of contextual information to user preferences [13] , [14] . And few works pay attention to the influence of contextual information to QoS performance. Compared with traditional Internet services, the QoS of cloud services are more sensitive to contextual information due to the popularity of mobile applications and the dynamics of cloud environment. The correlation among cloud services and user behaviors over long time and different locations may be weakened. Thus it is important and meaningful to consider temporal and spatial influence to QoS of cloud services.
Besides, as the amount of users, cloud services and rating information becomes large-scale, the data sparsity problem becomes even more serious with the consideration of contextual information. It has great affects to the prediction performance of recommendation models. MF has been proved to be an effective model to deal with sparse data [15] , [16] . Stochastic gradient descent (SGD) is an effective factorization technique for MF [17] , which has been widely used in many machine learning and deep learning problems [18] [19] . As the order and the number of entries have arisen, scalable high-order factorization techniques are emerged. Actually, to deal with large-scale data, efforts have been done to find distributed strategies for MF. A promising way to find scalable tensor factorization (TF) algorithms is to extend distributed MF models to high orders. However, most extension of existing distributed MF methods are infeasible or have limited scalability.
Based on the observations above, in this paper, we propose a spatial-temporal aware intelligent service recommendation method based on distributed tensor factorization. It not only considers the influence of time and location information into recommendation models, but also provides a scalable method based on distributed tensor factorization for large-scale recommender systems. The main contributions of our proposal are described as follows:
• Firstly, temporal influence and spatial influence are considered into recommendations by distinguishing time-sensitive QoS metrics and region-sensitive QoS metrics from stable QoS metrics.
• To address the data sparsity problem, time slots are clustered based on a threshold-based hierarchical clustering algorithm, and regions are clustered based on an adaptive K-means clustering algorithm.
• A scalable tensor factorization method based on CP decomposition is proposed for large-scale recommender systems. Specifically, a fast distributed asynchronous SGD mechanism is presented to guarantee both the convergence speed and prediction accuracy.
• Finally, extensive experiments based on both real-world dataset and synthetic dataset are designed and conducted to validate the effectiveness of our proposal. The experimental results show that our proposal achieves good balance in prediction accuracy and scalability. The remainder of this paper is organized as follows: Section 2 reviews the related work. Then the problem statement is presented in Section 3. Based on the analysis in Section 3, a spatial-temporal aware intelligent service recommendation method based on distributed tensor factorization is proposed in Section 4. Section 5 demonstrates the empirical performance and efficiency of our method. Finally, Section 6 concludes this paper and gives an outlook on possible continuations of our work.
II. RELATED WORK
In this section, we mainly review the related work of recommendation models from three aspects: (1) Temporal and spatial influence; (2) Factorization techniques; (3) Big data techniques.
A. TEMPORAL AND SPATIAL INFLUENCE
With the rapid growth of time-sensitive cloud offerings, temporal influence has attracted much attention from researchers in recommender systems [20] - [22] . The research [20] integrates time information into QoS predictions and designs a hybrid personalized random walk strategy to address the data sparsity problem. Zhang and Chow [21] present a probabilistic framework to employ temporal influence correlations (TIC) for time-aware location recommendations which considers both user-based TIC and location-based TIC. Gurini et al. [22] emphasize the importance of user's attitudes such as implicit to recommendation performance and introduce a high-order matrix factorization models to improve the efficiency and scalability of recommendation models. Besides, location and social information also have great impact to recommendation performance [23] - [25] . Yin et al. [23] present a location-based probabilistic generative model to exploit location-aware rating information and model user profiles, which aims to address spatial user ratings for spatial items. Yao et al. [24] introduce a pointof-interest recommendation model based on tensor factorization techniques by considering social constraints and spatial influence. The reference [25] proposes a latent probabilistic generative model to mine region-dependent user preferences and crowd's preferences based on their checked-in behaviors. To make more accurate predictions, there are also many works [26] - [28] considering both temporal and spatial influence. Yuan et al. [26] present a nonparametric bayesian model for context-aware recommender systems, which analyzes users' mobile behaviors from users, time information, location information and activities. Kong et al. [27] propose a data-driven taxi service recommendation method based on a time-location-relationship model. The literature [28] introduces a spatial-temporal QoS prediction method where the temporal QoS prediction is formulated as a generic regression problem and a zero-mean Laplace prior distribution assumption is made on the residuals of QoS prediction.
B. FACTORIZATION TECHNIQUES
MF and TF have been successfully used in recommender systems. Due to the simple implementation and efficiency, SGD has become one of the most successful approaches for factorization in recommender systems. Hernando et al. [29] propose a hybrid real-time incremental SGD updating approach for implicit feedback MF recommendation models. The reference [30] presents unsupervised forgetting techniques that make recommender systems adapt to changes of users' preferences over time, which are also based on SGD updating technique. Besides of SGD, alternating least squares (ALS) and coordinate descent (CD) are also the popular updating approaches for factorization. Zhang et al. [31] introduce a non-negative tensor factorization technique based on ALS for temporal QoS-aware recommendation. The reference [32] implements a time-varying factorization based on CD and adapts matrix factorization techniques to learn user-group affinity. Shin et al. [33] propose a scalable implicit-feedbackbased collaborative location recommendation framework and employ coordinate descent optimization algorithm to learn parameters. To deal with large-scale data, the literature [34] proposes two distributed algorithms based on CD and ALS to handle large-scale partially observable tensors.
C. BIG DATA TECHNIQUES
With the explosive growth of data information, parallelism and scalability become necessary for recommender systems in big data environment [35] - [38] . In our previous work [35] , we present a keyword-aware service recommendation method, which is implemented on a MapReduce framework in Hadoop platform to improve the scalability in big data environment. The research [36] proposes a group-centric intelligent recommender system by integrating mobile, social and big data technologies to provide effective recommendations. Winlaw et al. [37] put forward a scalable approach to accelerate the convergence speed of parallel ALS-based optimization methods and provide a parallel implementation of the proposed algorithm in the Apache Spark distributed data processing environment. The reference [38] introduces a personalized travel sequence recommendation approach by learning topical package model from big multi-source media, travelogues and community-contributed photos. The scalable factorization techniques for big data applications in researches [39] , [40] , [41] and [42] also can be applied to intelligent recommendation models for scalability improvement.
Different from existing research work, in our work, we consider both spatial influence and temporal influence into recommendation models by distinguish time-sensitive QoS metrics and region-sensitive QoS metrics from stable QoS metrics. Besides, to deal with large-scale rating data, we employ a fast distributed asynchronous SGD mechanism into tensor factorization to speed up the convergence speed.
III. PROBLEM STATEMENT
In this section, we first give a motivating scenario of our proposal and formulate the problem definition. Then some important concepts and definitions are presented.
A. A MOTIVATION SCENARIO
In this section, we will present a recommendation scenario to show the research problem of our proposal. Alice is a software engineer working in China. She will travel to US and India on business in the near future. For specific use, she will rent some cloud servers in the two countries. However, it is difficult for Alice to identify the most appropriate one from lots of candidates. For example, there are two candidate cloud servers A and B, which both meet the functional requirements of Alice. A and B can be invoked in many countries including India and US. Alice hasn't used A or B before. The current overall ratings of the A and B are almost the same. The problem that Alice faces is how to find a cloud server more suitable to her in both QoS performance (nonfunctional requirements) and functional requirements. Here, Alice more concerns about reliability and response time (The QoS metrics of cloud servers contain price, reliability, response time and security).
Firstly, we study the temporal influence to recommendation performance. We assume that the average rating of A in India at time period Maybe service B is more suitable. However, if we predict ratings for Alice on server A and B without considering temporal information, then the recommendations at two time period will be the same.
Besides of temporal influence, the spatial influence to QoS performance also cannot be ignored. The QoS performance (e.g. price and response time) of the same service invoked in different locations maybe different. For example, only considering the rating dataset in India, the average rating of server A and B are respectively {4.5, Then Alice should choose A when she travels to US. But if we make predictions based on the whole ratings without consider spatial influence. Then the recommendations for Alice in India and USA will be the same, which is obviously unreasonable.
Based on the observations above, it can be found that the QoS performance of cloud services may vary with the change of time and location. And the correlation between user and user's history rating dataset over long time and mobile location may be weakened. Thus it is important to integrate time and location information to recommendation models. Moreover, to deal with large-scale rating data information, big data techniques are needed to improve the scalability of recommendation models.
PROBLEM DEFINITION
In the problem of spatial-temporal aware recommendation under large-scale data, given a target user u, the target time t, target location l, candidate cloud service set S, history rating dataset of candidate services, the goal is to predict ratings of each candidate service s ∈ S at time t for user u at location l, and then return the most appropriate services with the highest predicted ratings for user u at time t and location l. It is important to note that: In the problem of spatial-temporal aware recommendations, it is required to not only recommend interesting services to users based on their history behaviors but also consider the spatial influence and temporal influence. Besides, the data sparsity problem and the scalability problem under big data environment are also emerged to be solved. This task is more challenging than traditional recommendation method. To address the problem mentioned above, in this paper, a spatial-temporal aware intelligent service recommendation approach based on distributed tensor factorization technique is proposed, which aims to get optimized recommendations from large-scale data information over time and geographic location adaptively.
B. PROBLEM FORMULATION
Some important concepts and definitions are presented in this subsection. In the following, to mine the relations among users, cloud services, time and location, the user-servicetime-location model used in our proposal is presented firstly.
1) USER-SERVICE-TIME-LOCATION MODEL
In the user-service-time-location model, given a user set U and a service set S, the number of users and services are respectively N and M . Each service in S is associated with an H -dimensional QoS vector Q = [q 1 , q 2 , . . . , q H ], which indicates the features of non-functional properties of the services. The rating of a user ion a service j is denoted as 
2) TIME SLOT DIVISION
To mine the temporal influence to recommendation performance, the history time period of the rating dataset is divided into K time slots, i.e., {T 1 , T 2 , . . . ., T K }. The length of each time slot is denoted as T . Each time exactly belongs to a time slot.
3) REGION CREATION
Similarly, to analyze the spatial influence to recommendations, the invoked location of services is divided into G regions, i.e., {R 1 , R 2 , . . . ., R G }. Services invoked in the same region are likely to have some similar QoS performance.
4) TIME-SENSITIVE QoS METRICS AND REGION-SENSITIVE QoS METRICS
To mining the time-aware features and location-aware features of service quality, two kinds of QoS metrics are defined, i.e., time-sensitive QoS metrics and region-sensitive QoS metrics, which are distinguished from stable QoS metrics and described in the following: In our work, we identify time-sensitive QoS metrics by measuring the fluctuation of the rating for each QoS metric over time. The fluctuation of QoS metric q h over time is measured by the variance of QoS rating for q h during the K time slots, which is defined in equation (1) .
where |S| is the number of services in service set S, rq s hk (defined in equation (2)) is the average rating of metric q h at time slot T k for service s, and rq s h (defined in equation (3)) is the overall average rating of q h in total time period of service s. 
C. CP DECOMPOSITION MODEL
In this paper, to mine the relations among users, services, temporal information and location information, a four-way array with dimensions (users × services × time × location) is presented. In our proposal, a high order SVD, the CANDECOMP/PARAFAC (CP) decomposition model is applied to analyze the latent factors among the four dimensions. CP decomposition model is a successful approach of high-order factorization for its related interpretability of the components and uniqueness. Some basic notations and operations for CP decomposition model are presented as follows. More details of CP decomposition model can be found in [43] . In CP decomposition model, a N -dimensional tensor Y ∈ I 1 ×I 2 ×....×I N can be decomposed into a sum of rank-one tensors, which can be written as follows:
where R Y is the rank of tensor Y, vector y n r ∈ I n ×R Y (r = 1, . . . , R Y and n = 1, . . . , N ). For example, given a four-dimensional tensor Y ∈ I ×J ×K ×G , which can be written as the following two formulations:
where u r ∈ I , s r ∈ J , t r ∈ K , l r ∈ G , and the factor matrixes represent the combination of vectors from the rank-one components, i.e., U = [u 1 u 2 . . .
IV. SPATIAL-TEMPORAL AWARE INTELLIGENT SERVICE RECOMMENDATION METHOD BASED ON DISTRIBUTED TENSOR FACTORIZATION
In our work, a spatial-temporal aware intelligent service recommendation method based on distributed tensor factorization is proposed. As presented in Fig. 1 , our method can be designed as a two-phase process, which is described in detail in the following. 
A. TIME SLOT AND REGION CLUSTERING
In this paper, the history time period is divided into K time slots and the history invoked location is divided into G regions. To make more accurate recommendations, we can predict ratings based on the history ratings at the target time slot and target region. However, for a specific user, the related rating dataset at the target time and target region may be very sparse, since users may only use a small number of services and provide limited QoS records. Besides, if we only use history data at the target time and region, much useful information would be lost, making the sparse dataset even more worse. To solve this problem, we provide two clustering strategies respectively to cluster the time slots and regions, which are described in the following. 
1) TIME SLOT CLUSTERING
The clustering strategy for time slot is presented in Algorithm 1, which is based on a threshold-based hierarchical clustering algorithm. It aims to sequentially cluster the adjacent time slots based on time-sensitive QoS metrics and cluster them into larger time slots. The input contains the divided time slots {T 1 , T 2 , . . . , T K }, and the temporal similarity threshold θ t . θ t is used to determine whether two time slots are similar. In line 7, φ(T i , T j ) is a temporal similar coefficient and denoted as the temporal closeness of time slot T i and T j . As shown in equation (8) , as shown at the bottom of this page, φ(T i , T j ) ∈ [0, 1] is defined based on Pearson Correlation Coefficient (PCC). The larger φ(T i , T j ) is, the closer the temporal features of candidate services between T i and T j is. If φ(T i , T j ) ≥ θ t , then time slots T i and T j can be considered to be similar. In Algorithm 1, line 1 is to assign each time slot as the seed of a cluster by itself, and generate the initial time slot cluster set TCS: {TC 1 , TC 2 , . . . , TC P }. Initially, P (the number of clusters) equals to K (the number of time slots). Line 2 to line 17 is to cluster the two adjacent subclusters which have the maximum similarity, until there is no adjacent subclusters whose similarity is more than θ t .
where S(T i )∩S(T j ) is the set of coinvoked services by users at time slot T i and T j , RT is is the average temporal QoS-rating vector of service s at T i , RT i is the average temporal QoS-rating vector of all candidates in S(T i ) ∩ S(T j ) at T i .
2) REGION CLUSTERING
The region clustering strategy is based on the similarity between regions. The spatial similar coefficient ψ(R i , R j ) is defined in equation (9), as shown at the bottom of this page. It indicates the spatial closeness of candidate services in two regions. And the larger ψ(R i , R j ) is, the closer the spatial features of candidates between region R i and R j is. Algorithm 2 presents the region clustering process, which is based on a threshold-based adaptive K-means clustering algorithm [44] . It firstly selects a region and assigns it as a cluster by itself. As shown in line 3 to line 8, for each unclassified region, calculate its similarity with existing clusters. If the similarity is no less than θ r (spatial similarity threshold), assign the region to the cluster that has the maximum similarity with the region. If no such cluster can be found, as presented in line 21 to line 23, assign the region as the seed for a new cluster. Line 11 to line 21 is to merge the new cluster with another cluster if the similarity between two clusters is no less than threshold θ r , recalculate the cluster similarities and examine the merged options. The algorithm stops until all regions have been assigned to a cluster.
where S(R i )∩S(R j ) is the set of coinvoked services by users at region R i and R j , RL is is the average spatial QoS-rating vector of service s at region R i , RL i is the average spatial QoS-rating vector of all candidates in S(R i ) ∩ S(R j ) at R i .
B. PREDICTION BASED ON DISTRIBUTED TENSOR FACTORIZATION
Factorization has been proved to be a valuable model to address the data sparsity problem. Thus in our work,
Algorithm 2 Region Clustering
Input: Regions {R 1 , R 2 , . . . , R G }, and threshold θ r Output: Region cluster set: we utilize a high-order factorization technique, i.e., CP decomposition model, to mine the relations among users, services, time and location information. Moreover, to deal with the big data problem, we employ a fast distributed asynchronous SGD to accelerate the convergence speed and guarantee the prediction accuracy. The details are described in the following.
Based on the clustering strategies, the four-corner relations among users, services, time and location can be formulated as a four-dimensional tensor R ∈ N×M×P×D (P and D are respectively the number of clusters for time slots and regions). The element in tensor R is denoted as r pd ij , which represents as the rating of user i rated on service j at time slot TC P and region RC d . Based on the CP decomposition model, tensor R ∈ N×M×P×D can be decomposed into a sum of component rank-one tensors, which could be expressed as the inner-product of four X -dimensional vectors:
where X is actually the rank of tensor R, which is defined as the smallest number of rank-one tensors.
. u x , s x , t x and l x represent the latent factor vectors associated with user, service, time and location, respectively. As shown in equation (10), compared with traditional user-service static model, we consider not only the latent factors between user preferences and service features, but also the relation with the ''time trend'' and the ''geographical trend''. Besides, in our recommendation model, we not only consider the interactions among users, services, time and location, but also the biases associated with either time or location. Then the observed spatial-temporal aware rating can be broken into two components, i.e., biases and user-service-time-location interaction, as shown in equation (11) .
where a first-order approximation of the bias is applied into our prediction, in tensor R can be written as:
The cost function to quantify the quality of predicted performance is defined as equation (13):
where r pd ij is the rating of user i rated on service j at time slot TC p and region RC d ,r pd ij is the rating predicted by equation (12) . Then our spatial-temporal aware recommendation problem can be formulated as the following minimization problem:
where Trainis the training set of the
, which is applied to regularize the learned parameters to avoid overfitting, and λ is a constant used to control the extent of regularization.
By utilizing SGD, equation (14) can be solved by looping through all values in the training set. Then update the parameters by a learning rate γ in the opposite direction of the gradient, which can yield the following recurrence equations. ε pd ij is defined as the associated prediction error for every training case:
Specifically, in our work, to handle the large-scale dataset, we apply a fast distributed asynchronous SGD mechanism (denoted as FDAsy-SGD) to accelerate the update rate. It is inspired by the research [45] and the Adagrad algorithm [46] with both delay compensation and adaptive learning rates. FDAsy-SGD not only guarantees the convergence speed but also makes the prediction performance approaching the sequential SGD.
In FDAsy-SGD, the observable entries of the dataset are randomly distributed in multiple workers, which process data and generate gradients in parallel. The involved parameters, i.e., b tp , b ld , U i , S j , T p , L d , are updated on the parameter server. Each worker is independent of the others not only in processing data but also in communicating with the parameter server.
In FDAsy-SGD, for each iteration, each worker loads the local data in parallel and keeps in the main memory. Each worker read parameters received from the parameter server to generate the gradients, and sent it to the parameter server. The parameter server update the parameters as soon as it receives the corresponding gradients from an arbitrary worker, and send it to the required worker for the next round of iterations. If the parameter server receive the ''read'' request from any worker, then back up the current parameters for delay compensation. Specifically, the learning rate in FDAsy-SGD is updated adaptively according to the accumulated gradients. The algorithms of FDAsy-SGD for workers and the parameter server are presented in Algorithm 3 and Algorithm 4 respectively.
Algorithm 3 FDAsy-SGD Worker a
Input:
a to the parameter server 9 end while
In Algorithm 3, worker a reads parameters received from the parameter server, generates the gradient G (n) a , and then send it to the parameter server. In Algorithm 4, if the parameter server receives G (n) a from arbitrary worker a, then calculate the delay compensation θ (n) (line 3) and accumulate
Algorithm 4 FDAsy-SGD Parameter Server
Input: Variance control parameter η, constant ρ, constant β, initial learning rate ς Initialize:
a from arbitrary worker a 3 θ
end if 10 end for the gradients (line 4). In line 5, update θ (n+1) based on the gradients, delay compensation and the adaptive learning rate ς AG (n) + β . ηis the variance control parameter which can be referred to [45] for more details. In line 7, if parameter server receive the ''read'' request from worker a, update the parameter backup θ bak (a) and send it to worker a.
Then based on the above distributed asynchronous stochastic optimization mechanism, we can predict the rating of users for candidate services with the consideration of spatial and temporal information. And the candidate services with the highest predicted ratings will be recommended to the target user.
V. EXPERIMENT
In this section, experiments are designed and conducted to evaluate the efficiency and scalability of our proposal. We firstly present the experiment settings and then demonstrate the experimental results.
A. EXPERIMENTAL SETTINGS 1) EXPERIMENTAL SETUP AND DATASET
Our method is conducted on a distributed Hadoop platform consisting of 21 nodes with one master node and 20 slave nodes. Each node has an Intel(R) Xeon(R) CPU E5-2650 (2.6 Ghz/30M Cache) processor and 64 GB RAM. And we deploy two workers in each node.
In our experiment, a real-world dataset and a big synthetic dataset are adopted to validate the effectiveness and scalability of our proposal, which are described in detail in the following. We use the five-fold cross-validation method, and the dataset was split into 80% train data and 20% test data.
• Real-world dataset: The real dataset is the rating dataset collected from a well-known travel review site (www. tripadvisor.com). We collect the rating dataset from18 regions, and the time of the collected records spanned over 13 years. The rating information consists of the overall ratings, ratings for each QoS metric, time tag and location tag. After cleaning, there are about 1831258 records left, with 81053 users and 7756 hotels. The ratings range from 1 to 5, with 5 as the excellent.
To make the rating data more suitable to our experiment, the hotels that have the same tags and the same stars are aggregated. After preprocessing, there are about 170 types of hotels. The hotels with the same type are treated as one hotel. And each type of hotel can appear in different regions.
• Synthetic dataset: To study the scalability of our method in big data environment, a synthetic dataset is generated randomly, which is much larger than the real-world dataset.
2) COMPARATIVE APPROACHES
To evaluate the effectiveness and scalability of our method (denoted as SITR-FDAsy), we compare our method with the following five approaches. And STIR-Sy, STIR-Asy and STIR-SSGD are three variations of our method based on different SGD mechanisms.
• RSVD: RSVD is a regularized Singular Value Decomposition (SVD) method. And SVD is proposed to mine the latent factors of the original rating data.
• THC [47] : THC is a previous work of us, which is a temporal-aware hybrid collaborative recommendation method. It only considers the time information.
• STIR-Sy: STIR-Sy is based on distributed synchronous SGD where the parameter server update the parameters only when it receives all corresponding gradients from all workers for each iteration.
• STIR-Asy: STIR-Asy employs the distributed asynchronous SGD method without considering both the delay compensation and the adaptive learning rate.
• STIR-SSGD: STIR-SSGD is based on the sequential SGD and implemented on a single machine.
3) PERFORMANCE MEASUREMENT
Four widely used performance measurements are adopted to evaluate the prediction accuracy. Mean Absolute Error (MAE), Root-Mean-Square Error (RMSE), Precision and Recall . MAE and RMSE are defined as follows. To evaluate the performance of Top-N recommendations, two information retrieval metrics, i.e., precision and recall, are employed to evaluate Top-N recommendation accuracy:
where P u is the recommendation set for user u generated in train set, Q u is the recommendation set for user u in test set. Moreover, a well-accepted scalability metric, i.e., Speedup [48] , is applied to validate the scalability of our method. Speedup is defined in the following, which refers to how much a parallel or distributed algorithm is faster than a sequential algorithm.
where T 1 is the execution time of the sequential algorithm, T W is the execution time with W workers. If the Speedup has a linear relation with the numbers of workers under fixed size dataset, then the algorithm can be considered to have good scalability.
B. EXPERIMENTAL RESULT 1) RECOMMENDATION ACCURACY
Here, we compare our proposal with other comparative methods in prediction accuracy with respect to MAE and RMSE. Fig. 2 depicts the best recommendation performance (i.e., the performance under the optimal parameter settings) of all approaches in MAE and RMSE. As the lower MAE and RMSE indicates the more accurate prediction, it can be found: (1) STIR-SSGD, i.e., sequential SGD, achieves the best prediction accuracy; (2) Both MAE and RMSE of our method (STIR-FDAsy) are better than RSVD, THC, STIR-Sy and STIR-Asy, and the MAE and RMSE of STIR-FDAsy are respectively 23.29% and 22.59% better than RSVD; (3) The prediction accuracy of our method is very close to the sequential SGD mechanism; (4) The prediction performance of STIR-Sy is slightly better than STIR-Asy. Fig . 3 shows the performance of Top-N (N = 3,5,7) recommendation performance under the optimal parameter settings. Fig. 3 (a) and Fig. 3 (b) respectively depict the precision@N and recall@N performance of all methods. We can see that STIR-FDAsy outperforms RSVD, THC, STIR-Sy and STIR-Asy in both precision and recall. And in Top-5 and Top-7 recommendation accuracy, STIR-FDAsy is even slightly better than STIR-SSGD (the sequential SGD).
2) CONVERGENCE SPEED
In this subsection, we analyze the convergence speed of different methods as presented in Fig. 4 and Fig. 5 . In Fig. 4 , prediction accuracies are measured per iteration by test MAE on the real-world dataset. Fig. 4 (a) and Fig. 4 (b) present the test MAE with the elapsed running time respectively under 5 workers and 10 workers. We can see that our method converges faster than both STIR-Asy and STIR-Sy under fixed workers and also obtains better prediction accuracy. Fig. 5 shows the converge time of STIR-Sy, STIR-Asy, and STIR-FDAsy with the growth of the number of workers (ranging from 5 to 30 with the step of 5). It also shows that our method has faster convergence speed compared with STIR-Sy and STIR-Asy.
3) SCALABILITY EVALUATION
To evaluate the scalability of STIR-FDAsy, experiment is simulated on workers ranged from 5 to 40, and the size of the synthetic dataset is ranged from 128G, 256G to 512G. Fig. 6 shows the Speedup of our method relative to the number of workers under different size of dataset. For size of 128G, we can see that the Speedup of our method increases relative linearly with the growth of workers when the number of workers is less than 25. And the scalability performance VOLUME 6, 2018 declines when the number of workers is more than 25. It is because that the communication time is increased badly with the growth of the number of workers. Besides, it can be found that larger dataset obtains better Speedup as larger dataset is more linear with the increase of the number of workers. The experimental results show that our method can achieve good scalability over ''big data''.
From the observations above, we can conclude that both of temporal influence and location influence are important to service recommendation in dynamic cloud environment. And the fast distributed asynchronous stochastic optimization mechanism employed in our method can achieve a good balance between the convergence speed and prediction accuracy.
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, a spatial-temporal aware intelligent service recommendation method based on distributed tensor factorization is proposed. Time information and location information are considered into recommendation models by distinguishing time-sensitive QoS metrics and region-sensitive QoS metrics from stable QoS metrics. To deal with the data sparsity problem, time slots and regions are clustered based on two threshold-based clustering strategies respectively. To mine the relations among users, services, time and location, a spatial-temporal aware latent factor model based on CP decomposition is adopted. Moreover, to improve the scalability of our approach, we employ a distributed asynchronous SGD mechanism to speed up the convergence speed and ensure the prediction accuracy. Finally, experiments based on both real-world dataset and big synthetic dataset are designed and conducted to demonstrate the effectiveness and scalability of our proposal. In our future work, we will do further research in both scalable recommendation models for big data applications and context-aware collaborative topic recommendation methods. 
