Abstract-A well-known technique in assessing probabilities of rare events (used, e.g., in the sphere-packing bound), is that of finding a reference measure under which the event of interest has probability of order one and estimating the probability in question using the Kullback-Leibler divergence (KLD). A recent method has been proposed [2] , that can be viewed as an extension of this idea in which the probability under the reference measure may itself be decaying exponentially, and the Rényi divergence (RD) is used instead. We demonstrate the usefulness of this approach in various information-theoretic settings. For channel coding, we provide a method for obtaining matched, mismatched and robust error exponent bounds, as well as new results in a variety of particular channel models. Other applications we address include rate-distortion coding and the problem of guessing.
I. INTRODUCTION
A key approach to obtaining lower bounds on probabilities of rare events is based on a change of measure. In this approach, the underlying measure is replaced by a reference measure under which the probability of the event does not decay exponentially, and the exponent of the bound is given by the KLD between the two measures. One then optimizes the estimate over all reference measures having the above property. This idea is standard for deriving lower bounds in large deviations theory (see, e.g., [5, p. 32] ). In information theory it has been used in applications including (i) the spherepacking bound for discrete memoryless channels (DMC's), using Csiszár and Körner's method [4, Theorem 5.3] ; (ii) Marton's converse theorem on the source coding exponent [10] . In the former, the resulting bound is tight in some range of high rates. In the latter, it is always tight, as there exists a matching upper bound.
In [2] , an extension of this approach was presented to situations where the probability of the event decays exponentially under the reference measure. The estimate is then given in terms of the corresponding RD of order α > 1. At the heart of the approach lies the logarithmic probability comparison bound (LPCB) that compares the probability of an event under two measures at a logarithmic scale in terms of the RD. The way the RD scales for product measures makes this suitable to deduce both lower and upper bounds on the exponent of a given event, under one measure in terms of that under another measure. One natural use of the bound is when one measure serves as reference, that is a model for which we have information on the decay rate, whereas the other measure represents a model of interest that is harder to analyze. Another way to view it is as a robust bound, in which a bound on the worst case within a family of true models is attained in terms of the reference model. While the latter has been the main motivation in [2] , both viewpoints are addressed here. Some benefits of the approach include: (i) the ability to compare, not only probabilities, but also expectations under the two measures (see Section II), (ii) the presence of a free parameter α, that can be optimized in order to tighten the bound, and (iii) the possibility to derive both upper and lower bounds.
Our objective is to present the LPCB and the aforementioned method to the Information Theory audience and to demonstrate its usefulness as a tool for deriving upper and lower bounds in applications including both source coding and channel coding. Our main contributions include: highlighting the relevance of the approach to information theory; developing general bounds on channel coding error exponents for the matched, mismatched and robust settings based on the LPCB; using the approach to derive new bounds on error exponents for a host of particular channel models; and providing similar treatments for source coding and the problem of guessing.
An extended version of this paper is [3] , that, in particular, contains the proofs of all results stated below.
Notation. We use lower [resp., upper] case letters for deterministic [resp., random] scalars and vectors. A vector (x 1 , x 2 , . . . , x n ) will be denoted by x n , and, when the dimension n is understood from the context, by the corresponding bold font letter, x. Similarly, a random vector (X 1 , X 2 , . . . , X n ), is denoted by X n or X. The probability law of a random variable (RV) X under a measure P is denoted by P X , and the conditional law of Y given X under P by P Y |X (·|·). When there is no ambiguity, these subscripts will be omitted. Expectation with respect to (w.r.t.) P will be denoted by E P {·}. Again, the subscript will be omitted if the distribution is clear from the context.
II. RD AND THE LPCB
Denote by P the set of all probability measures on a given measurable space (S, F). For α > 1 and P, Q ∈ P, the RD of degree α of Q from P is defined by
where Q ≪ P denotes absolute continuity of Q w.r.t. P , and dQ dP denotes the Radon-Nikodym derivative. For α = 1 one extends this definition by letting D 1 = D be the KLD. For Q and P fixed, α → αD α (Q∥P ) is nondecreasing as a map from
The convex duality between exponential integrals and KLD [6] states that for any bounded measurable function g : S → R, and every Q ∈ P,
An extension of this relation [2] states that, for α > 1,
(3) One can recover (2) from (3) by taking the limit α → 1 and using D 1 in place of the limit of D α . Fixing P in (3) and an event A ∈ F, one can take g to assume the values 0 and −M on A and its complement, respectively, and on taking M → ∞, deduce that
for P, Q ∈ P [2] . Inequality (4) is referred to in [2] as the LPCB. It is notable that this inequality is tight [2] , [3] . By interchanging the roles of the measures one obtains a lower bound.
III. IMPLICATIONS ON EXPONENTIAL RATE OF DECAY
It is well known that (2) can be used to obtain estimates on probabilities of rare events [6] . By an approach developed in [2] , (3) also leads to such estimates, by appealing to (4) . Consider a sequence of real valued RVs X 1 , X 2 , . . . defined on the measurable space and let P and Q be probability measures. Denote by P n and Q n the respective probability laws of X n . For n ∈ N, let G n : R n → R and A n be a bounded, measurable function and an event that is measurable on the sigma-field generated by that vector. Then, from (3) and (4), writing ∆
and let E * (P ) be the corresponding negative limit inferior. Define E * (Q) and E * (Q) analogously. Let also ∆ P,Q α = 1 Some authors use the factor
. By choosing the latter we follow the notation used in [9] and [2] .
analogously. Then, taking limits in (6) gives a two-sided bound on the exponential decay rate under P in terms of that under Q:
A similar two-sided bound can be deduced from (5) for limits of the exponential expectation. In the sequel, when the limits exist, we write E * (·) and E * (·) as E(·).
Second moment bounds
A useful framework is when the true model consists of a small perturbation of the reference model. While the proof of the result is simple [3] , it is an archetype of the argument used several times for more complicated models in which the noise is dominant. These include the very noisy channel (see p. 155, eq. (3.4.23) of [11] ) P (y|x) = Q(y) [1 + ϵ(x, y) ] and, in the same spirit, the weak interference channel P (y t |x n−1 , y
. Let X n take values in X n where X is a finite set, and assume that the vector is i.i.d. under both P and Q. Denote by P n and Q n the respective laws of X n . Denoting
Assume q charges all of X . Denote ∥ϵ∥ := max x |ϵ(x)|. Let A n be any sequence of events of the form A n = {X n ∈ B n }, where B n is a Borel subset of R n and use the notation (7) for E * (P ) and E * (Q).
IV. APPLICATIONS TO CHANNEL CODING
A. Generalities
Setting and main estimates: A message m from a set of M = e nR messages, M = {0, 1, . . . , M − 1}, is encoded into a codeword x m = (x m,1 , . . . , x m,n ) of length n, whose coordinates all take on values in X , that may be either finite or a Euclidean space R k (k ≥ 1). Here, R > 0 is the coding rate. Let C n = {x 0 , x 1 , . . . , x M −1 } denote the codebook. Our analysis allows for the codebook to be either deterministic or random. When x m ∈ C n is transmitted, a channel output y = (y 1 , . . . , y n ) ∈ Y n is produced, where Y is either a finite set or R ℓ (ℓ ≥ 1). The decoder observes y and produces an estimatem ∈ M using a metric decoder,
is a given function. Consider now the input and output of the channel as RVs, X and Y . The message and its estimate are also random now but still denoted m andm, respectively. The collection of these RVs, as well as the codebooks (in the case of random coding) are defined on a probability space (Ω, F, P ). The probabilistic elements and assumptions of the model are as follows: (i) m is uniformly distributed over M. Consequently, Π(x)
and Π(x)
(ii) The channel is described by the conditional distribution of Y given X, P (y|x) = P {Y = y|X = x}. Letting E n = {m ̸ = m} be the error event, the error probability is
, which is the average probability of error. The decoding metric d n is not assumed to be matched to the channel. We will sometimes assume (without essential loss of generality) that C n is a constant composition code (CCC), that is, all codewords have the same empirical distribution, which converges to µ = {µ(x), x ∈ X } as n → ∞. For deterministic [resp., random] coding, let P n and Q n denote the joint distribution of (X, Y ) [resp., (C n , m, X, Y )] under P and Q. Then by (6), we have
and a corresponding upper bound. Adapting the notation (7) to the present setting, we write E * (R,
, and E * (R, P, d) for the corresponding limit inferior. In this notation, we emphasize the dependence on the rate R and on the metric d. Sometimes, when d and R are fixed, we use shorthand notation such as E(P ). On taking limits, we obtain
Three interpretations of the bounds: (i) Bounds for true channel in terms of the reference channel.
One can obtain lower [upper] bounds on error exponents for true channel models by means of a lower [resp., upper] bound for a reference model. Suppose that d and a reference channel Q are given, where d is matched to Q. More generally, suppose that a parametric family {Q θ } is given such that a given, fixed metric d is matched to each member of the family. Assume further that one knows a lower bound,
(11) Similarly, an upper bound is possible for given P and d, when for reference channels Q one knows an upper bound
(ii) Bounds on performance of mismatched decoding. When d is matched to Q, or a parametric family thereof, inequality (11) serves as a lower bound on the mismatched error exponent (of using d with the true channel P ) in terms of matched error exponent bounds (of using d with the reference channels Q θ to which it is matched). A similar statement is valid for (12). To recapitulate, the above inequalities give bounds on the error exponents under the true channel, operating with a decoder that is matched to another channel in terms of error exponents of the latter.
(iii) Robust bounds. Consider a family F of true channels. As a performance criterion, we study the minimum error exponent within the family,
namely E(R, F, d) := inf P ∈F E(R, P, d).
Optimizing over decoders gives
Thus E(R, F ) is the best guarantee on the performance of all channels in the family when the communication system operates with a single decoder d (where 'best' refers to the selection of d). We can take advantage of the fact that the aforementioned bounds for a fixed channel model, P ∈ F , are independent of P , in order to obtain information on E(R, F ).
, where d Q is matched to Q. As far as a lower bound is concerned, let r(α)
Whereas the max-min problem (13) is typically hard, the optimization problem in the bound is easy, since the optimal decoder for Q is the one matched to it. Thus we have
(15) The points of view (i)-(iii) presented above will be further explored for the specific models: interference with long range dependence, ISI channel, and fading channel in continuous time. The paper [3] contains some more examples.
B. Interference with long range dependence
Consider the channel 
and h(s, α) = 1 + α(s − 1). The authors are not aware of any alternative bounds on error exponents for this model. Considering the choice s = 1 in (16) gives
The above bound has a weakness of having a floor of Γ 2 /2σ 2 independent of R. However, one may apply additional considerations. For example, one can use the straight-line bound (c.f.
Theorem 3.8.1 in [11] ) to improve using the smallest straightline function that touches the curve E U (R), passing through the point (C, 0), where C is the capacity of the true channel. The latter is upper bounded by C ≤
, where S is an upper bound on the average power of X. We will denote this improved bound by E 1 (R).
Very noisy channel: The bounds can be computed explicitly when σ 2 ≫ S+Γ 2 , where {X t } satisfies ∑ n t=1 X 2 t ≤ nS a.s., for a given S > 0. In this case, the capacity of the reference channel (with s = 1) is C Q = S/2σ 2 and the capacity of the true channel is (upper bounded by) C = (
The error exponent is given by (see p. 157, eq. (3.4.33) of [11] )
Accordingly, we have the upper bound
Note that at least in the range, [C Q /4, C Q ), the bound is tight in the sense that there exists an interference signal that achieves it. It corresponds to the case where
The improvement at high rates is provided by the straightline that passes through the points (C Q , Γ 2 /2σ 2 ) and (C, 0) (see further details in [3] ).
Lower bound on the exponent: This can be derived using (11) . In this context, it is more natural to consider random coding. The relevant divergence term is
One shows, by estimating the divergence and optimizing over
One can use this bound to estimate the capacity of the channel P . It is bounded below by the rate R at which
. For the very noisy channel, this gives
Robust bound interpretation:
All three interpretations mentioned in Subsection IV-A are relevant for the results of this section. Specifically, the bounds of Theorem 4.1 and (19) are valid whether d is matched to P or not. Next, to demonstrate the robust bounds interpretation in the context of these results, let Q = Q 1 denote the reference channel (with s = 1) and for a fixed Γ , denote by F the family of true channels P for which g t are all bounded by Γ . Then by (15) and the bound r(α) = (α−1) sup P ∈F ∆ P,Q α ≤ (α−1)Γ 2 /(2σ 2 ) that follows from the previous paragraph, we have
Thus, the performance of the decoder matched to Q 1 is bounded as above whenever g t is bounded by Γ .
Robust bounds for the ISI channel:
Consider the model P ,
where
, independent of {X t }, and h = (h 1 , . . . , h k ) T is fixed. While the proposed method yields new results for interference with unlimited correlation length (Theorem 4.1), an analogous treatment of (20) turns out to lead to bounds that are inferior to existing bounds. However, as we now demonstrate, the robust bound interpretation from Subsection IV-A gives rise to new results.
Aiming at bounds that may depend on the codeword energy and correlation function, but only on these important parameters, we consider a family thereof, where these are kept fixed. Namely, assume that all codewords have energy 
C. Continuous-time white noise with fading
A standard model for a white Gaussian channel in continuous time is given by Y t = ∫ t 0 X s ds + σW t , where {W t } is a standard Brownian motion (SBM). We refer to this model as Q and consider it a reference for the fading channel, P , where
(1 + θ s )X s ds + σW t , and {W t } is a SBM. The noise, fading and signal are assumed to be mutually independent (under both measures). We assume |X t | ≤ A for all t, where A is a constant, and that {θ t } is a separable, zeromean stationary Gaussian process. Its spectral density, denoted Σ θ , is assumed to satisfy Σ max := ess sup Σ θ < ∞. Using Girsanov's theorem [8] , one can calculate the divergence, and based on the aforementioned bounds, obtain Theorem 4.3:
For an encoder/decoder optimized for Q, an expression for E(R, Q) is well known (see Section 8.2 of [7] ), namely,
where C = A 2 /(2σ 2 ). Hence (21) gives bounds on the mismatched error exponents for the model with fading, when the decoder is matched to Q. The lower bound in (21) appears new even for the matched channel exponent, that is, when the r.h.s. serves as a lower bound on the error exponent for an encoder/decoder that are matched to P .
Ornstein-Uhlenbeck fading: Let {θ t } take the form
whereŴ is a SBM and a > 0 and b > 0 are constants. Then the spectral density is given by Σ θ (ω) = (1/π)b 2 /(a 2 + ω 2 ), and a calculation based on the bounds derived above gives the upper bound E(P ) ≤ E U , where
and we used the notation
As
, that is, one recovers the exponent E(Q) as the fading intensity tends to zero. A corresponding lower bound is also available (see [3] for details).
V. OTHER APPLICATIONS A. Rate-distortion coding
Consider rate-distortion coding of a source
2 ), and {Z t } is independent of {X t }. For simplicity, assume Z = (Z 1 , . . . , Z n ) has density, f Z . Each y = (y 1 , . . . , y n ) is compressed to a string of nR nats, from which the decoder reconstructsŷ = (ŷ 1 , . . . ,ŷ n ). We are interested in a lower bound on P (E n,d ) where
and d is large enough so that this probability decays exponentially. The joint density of (Y , Z) is given by g(y − z)f Z (z), where g is i.i.d. N (0, σ 2 ). As a reference, we take Q, under which the density of (Y , Z) is g(y)f Z (z). For the reference model, one can show that
where (8) gives
In a similar way, one obtains
To the best of our knowledge, there does not exist a competing bound in the literature. An extension of this example, that also yields new results, is when two correlated sources are compressed by two encoders (that do not cooperate), respectively, and the reconstruction is performed by a joint decoder. See [3] for details. 
B. The problem of guessing
1 n ln E P {Γ (Y ) λ } ≥ sup α>1 { sup Q1 [ λR(d,Q 1 ) − α α − 1 D(Q 1 ∥Q 1 ) ] − A α − 1 ln[p α (1 − p) 1−α + (1 − p) α p 1−α ] } .
