One of the unavoidable consequences of the fast pace of developments in the new area of complex networks [1, 5] is that, while many impressive and relevant results and perspectives have been identified and well-developed, some interesting issues have received relatively little attention. One particularly important point is the fact that, despite the major advances achieved by using powerful tools from theoretical physics (e.g. [1, 5] ), relatively little attention has been given to the treatment of complex networks in terms of discrete mathematics, especially discrete algebra and mathematical morphology, which are themselves well-established investigation fields. Developed mainly by J. Serra and collaborators [6] , the area of mathematical morphology is aimed, through strict mathematical formalization, at representing and analyzing the geometrical and topological features of discrete mathematical structures, especially regular lattices such as those underlying digital images [3] . Mathematical morphology is strongly founded on the discrete operations of complement, dilation and erosion, which can be composed in order to obtain a whole series of new operators with specific properties. At the same time, previous developments by L. Vincent and H, Heijmans [7, 4] have shown how the mathematical morphology framework can be extended to graphs, allowing not only the precise mathematical representation and manipulation of those general structures, but also the immediate access to the wealthy of existing results from mathematical morphology.
The present article reports on how the application of discrete mathematics, especially mathematical morphology [6] and distance-oriented concepts [7, 4, 3] , bears the potential not only for formalization, but also to obtain a series of new concepts and results. In particular, by considering the dilations of subnetworks of a network G, we show that the traditional concepts of node degree and clustering coefficient [1, 5] can be generalized in two important ways. First, the concept of subnetwork dilation immediately paves the way to generalize the degree and clustering coefficient to any subnetwork of G, and not only their specific nodes as adopted in the complex network literature. Second, the consideration of a series of subsequent dilations, together with the respectively induced distance transform and rings, allow the further extension of the degree and clustering coefficient so that a signature, instead of the single scalar traditional measurements, is obtained which can provide information about the network properties from the node to the whole graph scales 1 . The potential of such generalized versions of the node degree and clustering coefficient is shown with respect to the especially relevant subnetworks given by the set of hubs, 3-cycles and set of outmost nodes. Four types of complex networks are considered: (i) the Barabási-Albert -BA preferential-attachment model [1] , (ii) a random network version of the former, which is used in order to guarantee single cluster throughout the network growth; (iii) a two-dimensional distance-based preferential-attachment model, and (iv) a novel generalization of the BA model where edges are preferentially attached to nodes with high generalized degree.
Basic Concepts
A network G without multiple edges is a discrete structure composed of a set of nodes V (G) and a set E(G) of edges (u, v) established between specific pairs of nodes of V (G), so that the network G is represented as G = (V, E). As we consider undirected networks without loops, it follows that (u, v) ⇐⇒ (v, u) and (u, u) / ∈ E(G). Such a network can be conveniently represented in terms of its respective adjacency matrix K such that each edge (u, v) is represented by making K(u, v) = K(v, u) = 1, while the absence of edge is indicated by zero value. A subnetwork g of G is any network such that V (g) ⊆ V (G) and E(g) ⊆ {(u, v)|(u, v) ∈ E(G) and u, v ∈ V (g)}. Figure 1 (a) illustrates a network G and one of its many subnetworks g, identified by the wider-border nodes and wider edges. Particularly interesting subnetworks of a network G include its hubs, outmost nodes (i.e. nodes with low degree), as well as its cycles. The current work concentrates attention on the 3-cycles of a network, whose constituent nodes are identified by non-zero entries in the matrix K2 = (K 2 ) ⊗ K, where '⊗' stands for the elementwise product between matrices. Special cases of subnetworks of G include the empty network (V = φ, E = φ) -where φ stands for the empty set, networks containing an isolated node u G u = (V = {u ∈ V (G)} , E = φ), and the own original network G.
A subnetwork is connected if any of its nodes can be reached from any of its other nodes. Two subnetworks f and g of G are connected if it is possible to reach a node of g from a node of f , and vice-versa. The maximal connected subnetworks, in the sense of including the largest number of nodes, of a network are called connected components. The subnetwork in Figure 1(a) is not connected but contains two connected components.
The degree of a node u of G, hence k(u), corresponds to the number of edges attached to that node. The degree of a subnetwork g of G, hence k(g), is defined as the number of edges implied by the dilation of g, i.e. those edges connecting g to the rest of G. For instance, the degree of the subnetwork g in Figure 1 (a) is 12. The outmost set of a subnetwork g of G is the set of nodes Ω(g) which have unit degree. For simplicity's sake, such nodes are henceforth referred to as outnodes. The 1-neighborhood of a node u of G, henceforth represented as N 1 (u), is the set of nodes of G which are attached to u, plus node u. This concept can be immediately extended to express the neighborhood of a subnetwork g of G, given as the set of nodes of G which are connected to g plus the nodes in V (g).
Complex Network Morphology
The dilation of a subnetwork g of G is defined as the subnetwork δ(g) of G having V (δ(g)) = N 1 (g) as its set of nodes while its set of edges include the edges of G found between the nodes in N 1 (g). The erosion of g, represented as ε(g), is a subnetwork of G which can be defined as the complement of the dilation of g
Observe that the dilation or erosion of G yields G as result. Figures 1(c) and (d) ilustrates the dilation and erosion of the subnetwork g in (a), respectively. Observe that the erosion eliminated one of the connected components of g. Generally, δ(ε(g)) = ε(δ(g)), i.e. the dilation can not be used to undo an erosion, and vice-versa. Observe also that a subnetwork g is necessarily contained or equal to its respective dilation, while the erosion of a subnetwork g is necessarily contained or equal to itself.
The d-dilation of a subnetwork g is defined as the subnetwork obtained by dilating d times the subnetwork g, i.e.:
Similarly, the d-erosion can be defined as:
Observe that δ d (g) converges to G as d is increased, while ε d (g) converges to the empty network under similar circumstances. We also have that
It is possible to use combinations of dilations and erosions of a subnetwork g in order to obtain new operators such as the opening and closing of g, which are defined as α(g) = δ(ε(g)) and ω(g) = ε(δ(g)), respectively. Figures 1 (e) and (g) illustrate, respectively, the opening and closing of the subnetwork g in (a). Observe that the closing of g had as an effect the connection of the two components of that subnetwork, filling the gap between those subnetworks. The opening and closing operations are idempotent, in the sense that α(α(g)) = α(g) and ω(ω(g)) = ω(g). It is also interesting to define the d-opening of a subnetwork g, henceforth represented as α d (g), corresponding to d erosions followed by d dilations. The d-closing of g, represented as ω d (g) can be defined in similar fashion. The latter operator is useful for investigating the progressive merging of subnetworks of G in terms of increasing values of d. Particularly, interesting information about the network structure can be provided by the evolution of the number of connected subnetworks, starting from a specific set S of subnetworks (e.g. the network 3-cycles), in terms of a sequence of dopenings (or closings) performed for increasing values of d. 
Distances, Distance Transforms, Parallels and Rings
Several important features of a complex network are related to the concept of distance. If f and g are any subnetworks of G, the (minimal) distance between the respective set of nodes V (f ) and
can be defined as the value of d for which some node u of f becomes included into
In particular, the distance between a node u and a subnetwork g is given as D({u}, V (g)).
The distance transform of a subset of nodes S of G is the mapping which assigns D({u}, S) to every node u ∈ V (G), including those in g. Similarly, it is interesting to define the rsring of g, hence R rs (g), which corresponds to the union of the respective parallels of g for distances d = r to s plus the edges of G interconnecting such parallels. The number of nodes and edges in a rs-ring of g are henceforth represented as N {R rs (g)} and n{R rs (g)}.
Observe that a d-parallel therefore is the particular case of the rs-ring for d = r = s. Another interesting possibility is to use the above introduced distance concepts in order to obtain the generalized Voronoi tessellation of subnetworks, as illustrated in Figure 1 (h) with respect to the two connected components in the subnetwork in Figure 1 (a). Such partitionings of G, while taking the highest degree hubs as reference sets, can be immediately applied in order to identify hub-oriented communities in the network G.
The above definitions allow the concept of clustering coefficient [1, 5] to be generalized to parallels and rings of any subnetwork. The rs-clustering coefficient of a subnetwork g of G, henceforth represented as C rs (g), can be defined as the number of edges in the respective rsring subnetwork, divided by the total of possible edges between the nodes in that ring, i.e.:
Application to Simulated Networks Characterization
The potential of the new concepts and generalizations proposed in this article is illustrated with respect to four models, including random and Barabási-Albert -BA -networks. While the BA model is grown as described in [1] , an alternative type of random network is considered as explained in the following. As traditional random networks are grown by keeping the number of nodes N fixed and adding edges with uniform probability, the obtained networks are often characterized by the existence of several connected components. BA networks, on the contrary, are guaranteed to always present a single connected component. This fact implies drastic structural differences between these two types of analyzed networks. In order to better illustrate the discriminative features of the measurements proposed in the current work, we grow random networks by using a modification of the BA growing procedure which ensures a single connected component. This is accomplished by adding a node at a time, which is connected to the existing nodes through m edges with the same probability (in the BA model this probability is proportional to the respective node degrees). In this way, it becomes possible to relate differences in the considered models to the topological features implied by the preferential or random attachment, rather than to a combination of these effects with the drastic differences implied by the presence of multiple connected components. Two other preferential-attachment models are also considered: two-dimensional distance-based networks, and a novel generalization of the BA model obtained, hence GBA. The former case is characterized by embedding the network into the two-dimensional Euclidean space and by attaching the m new edges between each new added node u preferentially with those nodes which are closer to u. This is achieved by considering the attachment probability to be directly proportional to D max − D, where D is the two-dimensional Euclidean distance between any two nodes and D max is the maximum distance value. As the network nodes are uniformly positioned inside an L × L square, we have that D max = √ 2L. The novel generalized network growth dynamics proposed and analyzed in this work consists of a generalization of the BA model where the probability of node selection for new connections is proportional not to the traditional node degree, but to the generalized d-degree k d (u) introduced in this work. All the four considered network growth models assume N = 100, m = 2 and number of initial nodes m0 = 10 (see [1] ). Figure 2(a) shows the log-log representation of the traditional degree (non-cumulative) densities obtained for each of the four network models. As expected, the random case was characterized by exponential decay, while the BA model implied broad and scale free node degree distribution. The distance-based and GBA networks presented intermediate node degrees with exponential decays. The population of outnodes (those nodes with unit traditional degree), given in Figure 2(b) , indicate that the random models tend to have the smallest number of outnodes. Interestingly, the BA and distance models presented two peaks centered at 12 and 45 nodes, with virtually no outnodes falling in the interval from 25 to 35 nodes. At the same time, the distance and GBA models are characterized by a single peak next to 30. Figure 2 (c) illustrates the population of nodes belonging to 3-cycles. All the four obtained curves are characterized by having their peak close to 40 nodes, while the random models produced the smallest number of nodes in cycles, followed by the BA, distance and GBA cases. The largest number of nodes in cycles observed for the GBA model can be understood as a direct consequence of the preferential attachment in terms of generalized degrees, which enhances the chances of closing cycles. Therefore, the results in Figure 2 indicate that few of the nodes in the random models tend to be outmost or participate in cycles. A contrary situation is verified for the GBA case, which exhibit the largest number of outnodes and nodes in 3-cycles. Figure 3 shows the average ± standard deviations of the d−degrees and generalized clustering coefficients in terms of the distance d from subnetworks corresponding to the hubs (the three nodes with the highest traditional degrees), outnodes, and all 3-cycles with respect to each of the four considered random network models. As shown in the following, the consideration of such a set of generalized features has allowed a substantially more comprehensive characterization of the topological and connectiv- ity properties of the analyzed models than could be obtained by using the traditional node degree and clustering coefficient. The average ± standard deviations of the generalized degrees in terms of the distances d obtained for hubs, outnodes and 3-cycles are shown in Figure 3 (a) to (c), respectively. As indicated in Figures 3(a) and (b), similar d−degrees for hubs and outnodes were obtained for all considered models, showing that most nodes are no further away than 3 edges from the respective hubs or outnodes. At the same time, as shown in Figure 3 (c), the nodes belonging to 3-cycles in random models tended to be further away from the remaining nodes. Whereas similar generalized clustering coefficients were obtained for hubs and cycles, as shown in Figures 3(d) and (f), the random model tended to have outnodes with clustering coefficients characterized by a substantially higher tail, as indicated in Figure 3 (e). This finding suggests that, in the case of the random models, the nodes along an extended neighborhood of the outnodes tend to be more densely interconnected than in the other considered types of networks. Figure 4 shows, for all network classes, the number of connected components defined by the 3-cycles after d−closings in terms of d. It is clear from such results that the 3-cycles in random networks are further apart than in the other types of networks, implying a slower convergence to a single connected cluster. The GBA model was characterized by the fastest convergence, followed suit by the distance model. : Log-log plot of traditional node degree distributions for the four considered network models (× = random; ⊕ = BA; = distance; and ♦ = GBA.
Concluding Remarks
Several are the contributions of the present work to complex network studies. First, we have shown that complex networks and their properties can be formalized in terms of mathematical morphology, allowing a series of enhanced measurements such as the generalized versions of the node degree and clustering coefficient, as well as the possibility to use the closing operation in order to investigate the structure of specific subnetworks. Second, we have emphasized the importance of identifying and studying the properties of subnetworks of special interest -including the set of hubs, outnodes and 3-cycles, and shown that a particularly comprehensive study of such subnet- works can be obtained by taking into account a whole series of neighborhoods, as allowed by the the novel proposed concepts of generalized degree and clustering coefficient. Such a potential has been illustrated with respect to four representative complex network models, including a novel type of network characterized by preferential attachment in terms of the generalized node degrees. This type of network growth was verified to enhance the number of nodes belonging to 3-cycles while promoting the number of outnodes. The possibilities for future works are many and include the application of the introduced concepts to community finding, characterization of resilience to attach, identification of critical phenomena, and extensions to measurements aimed at characterizing the assortative properties of networks. 
