Abstract-The ability of power system to maintain steady voltage at all the buses after happening a disturbance from a given initial operation condition is defined the voltage stability in the system. The focus of this paper is on voltage stability monitoring using the generalized regression neural network by improving algorithm. In this paper, to identify load buses and certain operation condition, the static voltage stability method in power systems is presented. Based on load buses, the index of voltage stability is obtained from the voltage equation derived from a two bus network. The proposed methods are tested on the IEEE-14 bus test system.
I. INTRODUCTION
Today, the large economic stresses are affected on the power systems operation in the new deregulated and competitive environment. Moreover, the electricity demand has escalated in both industrial and service sectors, which causes operating power system under stressed condition and closing to its stability limits [1] . Nowadays, power system is undergoing rapid and dynamic metamorphosis from the legacy system, in the direction of an intelligent power system. Already, Utilities, in order to sufficiently meet peak demand, have had to construct new power. Moreover, Utilities are required to have enough installed capacity to supply the maximum load demand at all times in order to forestall power system instabilities but the demand often exhibits severe fluctuations within the day and over the course of a year [2] . They are concerned with both the stability and reliability of the power supplied to customers. The reliability of power supply is measured by reliability indices that are recognized throughout the industry.The power system voltage stability is depends on the ability to maintain equilibrium between load supply and demand [3] . It can be categorized into two groups as, 1) small disturbance voltage stability when it is concerned with an ability of system to control voltages following small perturbations such as small changes in loads. 2) large disturbance voltage stability when it is concerned with an ability of system to control voltages following large disturbances like faults of the transmission system [4] . Voltage stability is influenced by the balance between load demand and supply. Actually, instability occurs in the form of progressive drop in voltage at some buses. The system experiences voltage instability if at any bus, there is a drop in voltage as the reactive power is increased [5] . Actually, when instability is occurred, the power system is unable to meet the demand for reactive power. On the other hand, one of essential importance issue for utilities is the knowledge of voltage stability margin in order to operate their power system with maximum reliability and security. To reach this goal, utility needs to provide a fast and accurate technique to foresee the voltage stability margin so as to initiate the necessary control actions [6] . Nowadays, there are several methods to predict the voltage collapse and stability of voltage. Thukaram in [6] classified the voltage collapse index into the five methods as following: 1) centered on sensitivity analysis. 2) minimum singular value of Jacobian matrix of the Newton-Raphson power flow..3) according to closely located power flow solution pairs. 4) based on solution of the optimal impedance at maximum power transfer. 5) according to L-index or a normal load flow solution. The L-index is a scalar number for each load bus, which is given by the voltage collapse index. The value ranges of L-index are from 0 to 1, that 0 is system without load and 1 is voltage collapse. If the L-index value of a bus being highest range, then the bus will be more vulnerable. Therefore, this technique can help to identify the weak areas which critical reactive power needs support in the system. The advantages of the L-index methods are the clarification of the results and the simplicity of the numerical calculations [7] . The application of artificial neural networks (ANN) has presently gained a lot of interest among researchers in analysis the voltage stability, which is due to its capability to carry out in parallel data processing, fast response and high accuracy. ANNs are especially suitable to the solution of problems that are difficult to model (non-linear relationship) and solve through traditional algorithms. These ANN features may provide a low cost solution with reasonable accuracy. The ability of ANN to learn offline nonlinear problem with selective training is one of their main features. Some researcher in [7] [8] [9] [10] [11] [12] proposed the ANN approach to assess and improving voltage stability. They used different ANN combinations to solve the problem. A new kind of the ANN is the generalized regression neural network (GRNN). It is often used for pattern matching and function approximation. Moreover, it is useful for estimation of continuous variables and is used for modeling and control. Specht in [13] and convergence to the optimal regression surface as the number of samples becomes very large. To improve training algorithm and obtain the optimal results the 'K-fold' crossvalidation technique is used. In this paper, the generalized regression neural network is utilized to assess the voltage stability on the 14 bus power system. This research is presented in several part, section II and III describe the equations of voltage stability index and using it in the Thevenin equivalent circuit. In part IV, the structure of GRNN is explained. The validation technique is proposed in section V and a case study system is presented in section VI to discuss the result of suggested method. To conclude this paper section VII is proposed.
II.DERIVATION OF VOLTAGE STABILITY INDEX
Abdul Rehman in [14] presented the voltage stability index (VSI). As following, the derivation for VSI is presented which is voltage equation. Here, a line connecting bus i to i+1 is considered again [14] . and it will have real roots [14] .
Therefore, from equation (1),
Consequently, VSI is given by,
Since,
And,
Equation (4) and equation (5) 
III.THEVENIN EQUIVALENT CIRCUIT From equation (6) the VSL is derived then, as a figure 2, this index used to the Thevenin equivalent circuit (TEC) at the load bus. Thevenin voltage is ܸ ௧ , that is the voltage of open circuit at the bus concerned. ܼ ௧ is the Thevenin impedance across the bus and ܼ < ܳ is the load connected equivalent impedance at that bus [14] . To determine the TEC the following steps are gave in regard to the load bus:
i) Obtaining the profile of voltage by simulating the power flow at the condition of given loading. ii) ܸ ௧ is obtained after load flow simulating at that bus removed with the load connected.
Utilizing equation (6) to the TEC, presents,
Here, to maintain the voltage stability (L) should be kept less than 1. Based on equation (3), if (L) exceeds 1, voltage at the referred bus become imaginary, therefore, it can conclude that voltage collapse has happened in the system [14] . VSI is accordingly termed as symbol Land specified by VSI equation,
Where L= Stability Index, VL= Load Voltage and Vo = No load voltage [15] . As mention before, to maintain the stability of voltage condition, the L value of any load bus should be preserved less than 1 in the system network. The vicinity of the system to voltage collapse is caused by the maximum of the L-index. This index gives the improved stability margin when it is from 1 and close to 0. To analysis the voltage stability, L-Index will be utilized. Then, analysis should be allocated for the GRNN as the target and output values.
IV. GENERALIZED REGRESSION NEURAL NETWORKS
Generalized regression neural network (GRNN) is used to assess the voltage stability problem. A GRNN contains two of regression layers, which the first one has radial basis neurons and as many neurons as there are input/target vectors (as shown in figure (3) . The second layer has linear neurons and also has as many neurons as input/target vectors. Regression is carried out by the GRNN by means of computing the conditional expectation of y given x. To create a probabilistic model for predicting y, the GRNN estimates the joint PDF of x and y, i.e. f(x, y) [16] . The conditional mean of y given x is given as:
The function f(x, y) can be determined using assuming Gaussian PDF and the training set, as:
Where σ denotes the width of the Gaussian PDF and x ୧ and y respectively denote the ݅ ௧ training input vector and the corresponding output. Given x, the corresponding regression estimate, y ොሺxሻ, can be determined by substituting equation (10) in equation (11) as a conditional mean.
Where ℎ ݅ denotes the Gaussian radial basis function and ݀ ଶ represents the squared Euclidean distance between vectors x and x ୧ described as [17] :
GRNN training algorithm utilizes one adjustable parameter of the Gaussian RBF namely the width (σ) [16] . If the smoothing parameter σ is large, the estimated density is forced to be smooth becomes a multivariate Gaussian with covarianceσ²I. besides, a smaller value of σ allows the estimated density to assume non-Gaussian shapes, but with the drawback that wild points may have too great an effect on the estimate [17] . Therefore, as the value considerably affects the accuracy of GRNNs predictions, the magnitude of σ should be chosen with care. Fig. 3 . Generalized Regression Neural Network structure
V.VALIDATING PROPOSED METHOD
The employed method to automatically select the optimal smoothing parameter is the 'K-fold cross-validation method'. Cross-validation is a technique for assessing how the results of a statistical analysis will generalize to an independent data set. In this method, the original sample is being partitioned into K subsamples randomly. A single subsample is retained as the validation data, among of K subsamples, to test the GRNN model. Then, the remaining K-1 subsamples are utilized as training data. With each of the K subsamples which is utilized exactly once as the validation data, the process of crossvalidation is being repeated K times (the folds). For producing a single estimation, The K results from the folds can be averaged (or otherwise combined). Using all observations for both training and validation is the advantage of this method over repeated random sub-sampling. Moreover, each observation is used exactly once for validation [17, 18] . In during K times procedure repeat, the MSE is estimated by contrasting predicted of the GRNN and the corresponding values of target output. The optimization criterion is simply minimization of the mean squared error (MSE) between the estimated value (the output variable) and the correct value (the target variable) for each pattern in the training and testing set. The MSE is an absolute error measure that squares to keep the positive and negative errors from cancelling out each other. This measure also tends to exaggerate large errors by weighting the large errors more heavily than smaller errors by squaring them, which can help when comparing different other models. For communicating results to other results, it is usually used to report the MSE in neural network, because of the training performance of neural network is based on MSE.
VI. RESULTSAND DISCUSSION Figure 4 shows the single line diagram of IEEE-14 bus test system. This system consists of five synchronous machines with IEEE type-I exciters, three of which are synchronous compensators used only for reactive power support. There are eleven loads in the system totaling 259 MW and 81.3 Mvar. This system is widely used for voltage stability analysis. Bus data, branch data and power flow result are presented in appendix A.
Fig. 4. IEEE-14 bus test system
After modeling the system in Matlab software, the voltage stability program is run to simulate loading conditions and generating the training samples. The input vectors contain the real power and reactive power in generator and load buses and bus voltages at load buses and generator. Then the target dope vector is created in the type of L-indices. After that, the inputs and targets should be normalized by the subsequent technique:
Where, a = normalized inputs / targets a ୫୧୬ = 0.0, a ୫ୟ୶ = 1.0 b = raw input / targets, b ୫୧୬ = the minimum raw data, b ୫ୟ୶ = the maximum raw data Here, b represents each element of the input vector or target vector [17] . In this system the number of patterns is 54 and number of features is 6. After normalized the input and target vectors, the smoothing parameter σ value for GRNN algorithm is determined that is 0.001. The performance results using a 3-fold cross-validation methodology for GRNN is shown in table 1. According to this table, it is seen the k=3 has the best result to train the GRNN. In figure 5 , the relationship between output value (L-index output) and target value (L-index target) at a stable condition for GRNN model are plotted. Moreover, this relationship at the unstable condition is plotted in figure 6 . They show the Lindex values at each bus. In table 2, the maximum error and average error for stable and unstable conditions are presented. 
