Abstract-In Recent year, network traffic is quickly increasing due to the development of information and communication technology and the spread of smart device. Most of intrusion detection studies have focused on efficient intrusion detection method. Feature selection research is important because we detect intrusions or attacks after filtering irrelevant or redundant features in network traffic data. The purpose of this study is to identify important selected input features in building IDS that is computationally efficient and effective. We apply one of the efficient classifier decision tree algorithm for evaluating feature reduction method. We compare between proposed method and other standard methods.
I. INTRODUCTION
N recent year, due to the increasing use of smart devices and the Internet, the network traffic is rapidly increasing. Cisco reported that "Global IP traffic in 2012 stands at 43.6 exabyte per month and will grow threefold by 2017, to reach 120.6 exabyte per month" [1] .
Intrusions are defined as attempts or action to compromise the confidentiality, integrity or availability of computer or network. Intrusion detection systems (IDSs) are software or hardware systems that automate the process of monitoring the events occurring in a computer system or network, analyzing them for signs of security problems [2] .
Feature selection is the process of removing features from the original data set that are irrelevant with respect to the task that is to be performed [3] . It can reduce both the data and the computational complexity, and can also get more efficient and find out the useful feature subsets [4] . So not only the execution time of the classifier that processes the data reduces but also accuracy increases because irrelevant or redundant features can include noisy data affecting the classification accuracy negatively [5] .
In this paper, we suggest a new feature selection method that use attribute average of total and each class data. The decision Hee-su Chae is with the Department of Information Security Management of Chungbuk National University, Chungbuk, South Korea (e-mail: enigma0724@gmail.com) tree classifier will be evaluated on the NSL-KDD dataset to detect attacks on the four attack categories: Dos, Probe, R2L, U2R. The feature reduction is applied using three standard feature selection methods Correlation-based Feature Selection (CFS), Information Gain (IG), Gain Ratio (GR) and proposed method. The decision Tree classifier's results are computed for comparison of feature reduction methods to show that our proposed model is more efficient for network intrusion detection. Rest of the paper is organized as follows: Section 2 give overview of Feature selection methods, and NSL-KDD. The experimental study discussed in section 3. The section 4 presents the result. Finally the paper is concluded with their future work in section 5.
II. RELATED WORK

A. Feature Selection methods
Feature selection is important to improving the efficiency of data mining algorithms. It is the process of selecting a subset of original features according to certain criteria, and is an important and frequently used technique in data mining for dimension reduction. Most of the data includes irrelevant, redundant, or noisy features. Feature selection reduces the number of features, removes irrelevant, redundant, or noisy features, and brings about palpable effects on applications: speeding up a data mining algorithm, improving learning accuracy, and leading to better model comprehensibility [6] .
There are two common approaches to select or reduce the features; a wrapper uses the intended learning algorithm itself to evaluate the usefulness of features, and a filter evaluates features according to heuristics based on general characteristics of the data. The wrapper approach is generally considered to produce better feature subsets but runs much more slowly than a filter [7] .
B. NSL-KDD Data Set
The NSL-KDD data set suggested to solve some of the inherent problems of the KDDCUP'99 data set. KDDCUP'99 is the mostly widely used data set for anomaly detection. But Tavallaee et al conducted a statistical analysis on this data set and found two important issues that greatly affected the performance of evaluated systems, and results in a very poor evaluation of anomaly detection approaches. To solve these issues, they proposed a new data set, NSL-KDD, which consists of selected records of the complete KDD data set [8] .
The NSL-KDD data includes 41 features and 5 classes that are normal and 4 types of attacks: Denial of Service Attack (DoS), Probe, Remote to Local Attack (R2L), and User to Root Attack (U2R). Table 1 shows features in NSL-KDD data set. 
III. EXPERIMENTAL STUDY
We explained above that network traffic data is increasing rapidly. In order to detect intrusion from large traffic data, detection algorithm, and feature selection method have to more efficient. The other feature selection methods use a complex calculation; Correlation-based Feature Selection(CFS), Information Gain(IG) and Gain Ratio(GR). For this reason, these methods is inefficient for large scale data. In this paper, we propose a simple and efficient feature selection method.
A. Descriptive Statistics of NSL-KDD
NSL-KDD data has three features types : Numeric, Nominal, and Binary. Features 2, 3, and 4 are nominal, features 7, 12, 14, 15, 21, and 22 are binary, and the rest of the features are numeric type. Table 2 shows the average of feature 23 which is numeric type. The total average is bigger than those of normal, R2L, and U2R classes and less than those of Dos and Probe classes. Table 3 shows frequency of feature 12 for each class and total. Feature 12 is binary type consisting of 0 and 1. 
B. Attribute Ratio(AR)
Attribute ratio(AR) is calculated by average or frequency of features. To calculate AR, we have to calculate class ratio(CR). Class Ratio (CR) is attribute is ratio of each class for Attribute i. CR is calculated by two methods according to the type of attributes. CR can be calculated as for numeric :
(1) CR can be calculated as for binary :
AR is maximum value of CR. AR can be calculated as : (3) C. Expreimental Setup We used WEKA 3.7 a machine learning tool [9] , to compute the feature selection subsets for CFS, IG, and GR, and to evaluate the classification performance on each of these feature sets. We chose the J48 decision tree classifier [10] with full training set and 10-fold cross validation method [11] for the testing purposes.
IV. RESULTS
We selected the three standards and our proposed method for feature selection. The feature selection was performed on 41 features and we used selected features and all nominal features.
To evaluate the results of the classifier, we used detection rate, false alarm rate. In addition, Table 5 shows false alarm rate of selected features using three standard methods, AR and full features. The lowest false alarm rate are 0.25% with CFS, 0.14% with IG, 0.13% with GR, 0.15% with AR and 0.16% with full data. In this paper, we have proposed feature selection methods using AR and compared it with three feature selectors CFS, IG, and GR.
The experiment shows the detection rate of our method is higher than the detection rate of full data and is also as highly as detection rate of other methods. Also, false alarm rate is lower than full data and is as low as false alarm rate of other methods.
Future work will include a comparison of calculation time for our method and other methods.
