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Abstract. In this paper we present methods for the synthesis of poly-
nomial invariants for probabilistic transition systems. Our approach is
based on martingale theory. We construct invariants in the form of poly-
nomials over program variables, which give rise to martingales. These
polynomials are program invariants in the sense that their expected value
upon termination is the same as their value at the start of the computa-
tion. In order to guarantee this we apply the Optional Stopping Theorem.
Concretely, we present two approaches. The first is restricted to linear
systems. In this case under positive almost sure termination there is a re-
duction to finding linear invariants for deterministic transition systems.
Secondly, by exploiting geometric persistence properties we construct
martingale invariants for general polynomial transition system. We have
implemented this approach and it works on our examples.
1 Introduction
Probabilistic programs are computer programs that make random choices. Their
increasingly widespread use in many areas of computer science — ranging across
machine learning, network protocols and robotics — has led to a recent surge
of interest in the semantics of probabilistic programs and methods for reasoning
about them. In this paper we present algorithmic solutions to a central verifica-
tion problem: automatic extraction of program invariants.
Finding invariants of probabilistic programs is hard. Given an input there are
numerous different ways in which a probabilistic program can behave. A useful
invariant must take into account, simultaneously, all eventualities and the effects
of randomness.
Following [2,1,12,10,14,19,6], we explore methods that can automatically syn-
thesize expressions over the program variables whose expectation is invariant
over the course of the computation. Mathematically the invariants we construct
are martingales. Elegant and effective, martingales are a popular method in the
static analysis of probabilistic programs [5,13,9,16,21,1,7,17].
In this work, we restrict ourselves to invariants of probabilistic programs that
still hold upon termination. For non-probabilistic programs this distinction does
not exist. However, the run-time of a probabilistic program is generally not a
fixed number but a probability distribution. Consequently the expectation of an
invariant at the point of termination (qua stopping time) may differ from its
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expectation after any fixed number of steps. First observed in betting strategies,
this phenomenon has been analysed extensively in probability theory, leading to
Doob’s celebrated Optional Stopping Theorem. The Theorem is a collection of
preconditions for the expectation of a martingale taken at a stopping time to
coincide with the expectation taken at the beginning.
The Optional Stopping Theorem (OST) has recently been successfully ap-
plied to the static analysis of probabilistic programs [16,1,17,13]. However the
phenomenon of the “extra step” required to check suitable preconditions had
already been observed in the analysis of of nested loops. When reasoning about
such probabilistic programs, it is common to use inductive arguments for the
inner loop. For reasons similar to those described earlier, it is necessary to im-
pose appropriate OST-type preconditions on the inner-loop invariants, in order
to formulate sound proof rules. These methods have successfully been applied
in [23,12,10,14]. As eloquently argued by Huang et al. [17], great care is needed
when reasoning about probabilistic programs.
We work with probabilistic transitions system (PTS) [5,6,7], a general model
of probabilistic imperative programs. Any standard imperative program with
random samples and (nested) loops can be expressed as a PTS.
We focus on two preconditions of the OST. The first, called (PDB), requires
the program to be positively almost-sure terminating and the martingale ex-
pressions to be difference bounded. The other, which we call (IUD), requires
the existence of an integrable function that uniformly dominates the martingale
expressions.
To the best of our knowledge, the (IUD) precondition is new. A key advantage
of (IUD) is that it does not directly impose any restrictions on the stopping
time (run-time), nor does it require the program variables to be bounded. In
the literature, such OST preconditions on the martingales (i.e. with no recourse
to stopping time) are either presented as uniform integrability [13] which is
difficult to check, or bounded by a constant [16,12,10,14] which is a special case
of the (IUD) precondition. From each of these preconditions we have derived a
corresponding method for synthesizing invariants.
As a first contribution, we show that for linear programs that are positively
almost-sure terminating, the search for invariants can be reduced to the case of
deterministic (non-probabilistic) programs. Given a linear probabilistic program,
we construct its determinised counterpart by taking the expectations of all the
random samples. The price to pay for this reduction is that the invariants for the
corresponding deterministic program need to be linear and difference bounded
so that they can be carried over to the probabilistic case. The advantage is that
any linear invariant (expressible as a martingale) satisfying the (PDB) precon-
dition can be found in this manner. We are confident that this reduction will
prove to be fruitful in future research as both the generation of invariants of
deterministic programs, and reasoning about positive almost sure termination
of linear probabilistic programs [18,17,21,9,5,13] have been studied in detail.
Our second contribution is a method to automatically synthesize martingale
expressions of polynomial probabilistic transition system, via our new (IUD)
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precondition of the OST. This is an extension of the approach by Barthe et al. [1].
Based on a “seed” polynomial P they apply Doob’s Decomposition Theorem
in order to derive a martingale. They then ascertain whether this martingale
satisfies the (PDB) precondition of the OST.
Our main improvement of this method exploits persistence properties of PTSs
in the sense of Chakarov et al. [7]. We show that every PTS Π gives rise to a
“persistence” decision problem, which asks if there exists a sum-of-squares (SOS)
polynomial V of the program variables x such that the expected value of V at
the next computation step of Π is always no greater than some fixed fraction of
the value of V , for all values of x. Crucially, solutions to this decision problem are
witnesses of the (IUD) precondition of the OST (in the sense that each summand
P of every SOS polynomial solution V to the persistence decision problem deter-
mines an integrable function which uniformly dominates the martingale derived
from P via Doob’s Decomposition). We further reduce the persistence decision
problem to a (standard) SOS Optimisation Problem, so that if the latter (feasi-
bility) problem is solvable then the (IUD) precondition holds, thus allowing us to
infer via OST that the martingale derived from P is an invariant of the desired
kind. The time complexity of this synthesis algorithm is polynomial in the size
of the input system Π , when restricted to solutions V of bounded degrees.
We have implemented this method which works on the examples in this
paper, non-linear invariants, and non-linear systems.
Outline. In Sec. 2, we review standard background in martingale theory and fix
notations. In Sec. 3, we introduce probabilistic transition systems – our model of
probabilistic imperative programs, and invariants as martingales. In Sec. 4, we
show how the (PDB) precondition of the OST can be exploited to reduce invari-
ants of linear programs to those of their determinised counterparts. In Sec. 5,
we present our algorithm that successively transforms a PTS to an instance
of the SOS Optimisation Problem whose solvability implies satisfaction of the
(IUD) precondition. In Sec. 6 we briefly discuss our tool implementation and
two examples. Finally we discuss related work in Sec. 7.
Proofs missing from the paper are presented in [24, Appendix].
2 Martingales, optional stopping, and SOS optimisation
We briefly review standard notions in probability theory (see e.g. [15,26,11]) and
fix notations along the way.
Recall that a function X : Ω → R defined on a probability space (Ω,F ,P)
is a random variable if X is B(R)-F -measurable, i.e. for all A ∈ B(R) – the
σ-algebra generated by the open subsets of X , we have X−1(A) ∈ F . The k-th
moment of X is the integral
∫
Ω
Xk dP, which exists if
∫
Ω
|X |k dP is finite.
Henceforth we fix a probability space (Ω,F ,P). Filtration is a concept intro-
duced to represent information known over time. Formally, a filtration is a finite
or infinite sequence {Fn}n∈N of σ-algebras over Ω s.t. ∀n ∈ N .Fn ⊆ Fn+1 ⊆ F .
(To save writing, we will often elide the subscript “n ∈ N” and write the se-
quence as {Fn}.) The σ-algebra Fn represent the information that is known at
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time n. A sequence of random variables {Xn} is adapted to {Fn} just if Xn is
B(R)-Fn-measurable for all n. A random variable T : Ω → (N ∪ {∞}) is called
a stopping time with respect to a filtration {Fn} if {T ≤ n} ∈ Fn for all n ∈ N.
Let X be an integrable random variable (i.e.
∫
|X |dP < ∞), and G be a σ-
subalgebra of F . The conditional expectation E[X | G] is a G-measurable function
s.t. for all A ∈ G,
∫
A
X dP =
∫
A
E[X | G] dP. The conditional expectation is
P-a.s. unique, linear and monotone in X .
Given a filtration {Fn}, an integrable, {Fn}-adapted sequence of random
variables {Xn} is a
(i) Martingale if for all n ∈ N, E[Xn+1 | Fn] = Xn a.s.
(ii) Supermartingale if for all n ∈ N, E[Xn+1 | Fn] ≤ Xn a.s.
(iii) Submartingale if for all n ∈ N, E[Xn+1 | Fn] ≥ Xn a.s.
Theorem 1 (Doob’s Decomposition). [20, Theorem 10.1] Let (Ω,F ,P) be
a probability space. If E = {En}n∈N is a sequence of integrable random variables
adapted to a filtration {Fn}n∈N where each En has a finite expected value, then
M = {Mn}n∈N is a martingale where
Mn :=
{
E0 if n = 0
E0 +
∑n
i=1(Ei − E[Ei | Fi−1]) otherwise
If E is already a martingale, then M = E.
Example 1. Let {Xn} be i.i.d. random variables with P(Xn = 1) = P(Xn =
−1) = 1/2. ThenMn :=
∑n
i=1Xi is the position of a one-dimensional symmetric
random walk, starting from the origin, and {Mn} is a martingale adapted to
{σ(X1, · · · , Xn)} with E(Mn) = 0 for all n. Now T := min{n | Mn = 1} is a
stopping time; clearly MT = 1. Moreover, it is well-known that P(T < ∞) = 1.
Yet we have E(MT ) = 1 6= 0 = E(M0).
The issue is that T is too large: E(T ) = ∞. It turns out that if we impose
suitable boundedness conditions, then we will have E(MT ) = E(M0): this is the
classical Optional Stopping Theorem due to Doob.
Theorem 2 (Optional Stopping). Let (Ω,F ,P) be a probability space, and
M = {Mn}n∈N be a (super)martingale adapted to a filtration {Fn}n∈N, and T a
stopping time. If any of the following preconditions holds
(PDB) Positive almost-sure termination and Difference Bounded: E(T ) < ∞
and ∃L > 0 . ∀n ∈ N .E[|Mn+1 −Mn| | Fn] ≤ L. [26, Thm. 10.10]
(IUD) Integrable Uniformly Dominating Function: there exists an integrable
function g : Ω → R satisfying ∀n ∈ N . |Mn| ≤ g almost surely.
then MT is integrable. Furthermore E(MT ) = E(M0) if M is a martingale; and
E(MT ) ≤ E(M0) if M is a supermartingale.
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Proof. (IUD): The stopped-at-T process, {Mn∧T}n∈N, is a (super)martingale.
Since g is integrable, the family {g} ⊆ L1 is uniformly integrable. It follows
(from [20, Theorem 6.18(iii)]) that {Mn∧T}n∈N is a uniformly integrable (su-
per)martingale. By [20, Theorem 11.7] there is an integrable random variable
M∞ with limn→∞Mn∧T = M∞ a.s. and in L
1. Since Mn∧T converges to MT in
distribution, we have MT = M∞. It then follows from convergence in L
1 that
limn→∞ E(Mn∧T ) = E(MT ). Thus, by [26, Theorem p. 99], in case {Mn∧T}n∈N is
a martingale: for all n ∈ N, E(M0) = E(Mn∧T ), and so E(M0) = E(MT ); in case
{Mn∧T}n∈N is a supermartingale: for all n ∈ N, E(M0) ≤ E(Mn∧T ). Limits pre-
serve inequalities, so E(M0) = limn→∞ E(M0) ≤ limn→∞ E(Mn∧T ) = E(MT ).
⊓⊔
There are numerous versions of the Optional Stopping Theorem (OST) in
the literature, which differ in the precondition that is imposed (e.g. [26, §10.10]).
Many, such as (PDB), require the stopping time to be bounded in some sense.
One of very few exceptions is our precondition (IUD) which is new (to the best
of our knowledge).
In this paper, we apply Theorem 2 to reason about invariants synthesized
from probabilistic programs. In our application, the stopping time T will de-
note the run-time of a program. Thus the formula E(T ) < ∞ in precondition
(PDB) means that the expected run-time is finite. The random variable Mn in
Theorem 2 will be an expression built up from the program variables and loca-
tions in the n-th step of the computation. Thus, the precondition (PDB) states,
additionally, that the step-wise change of the value of the expresions {Mn} is
bounded; the precondition (IUD) requires that the value ofMn is bounded above
by an integrable function, uniformly (i.e. for all computation steps n).
SOS optimisation. Recall that a polynomial p(x) ∈ R[x] is a sum of squares
(SOS) if there exist q1, q2, · · · , qm ∈ R[x] such that p(x) =
∑m
i=1 qi(x)
2. The
Sum-of-Squares (SOS) Optimisation Problem has a linear cost function with a
particular kind of constraint on the decision variables, namely, when the deci-
sion variables are used as coefficients in certain given polynomials, the resultant
polynomials must be SOS. Formally, the SOS Optimisation Problem asks: given
b ∈ Rm and ai,j , ci ∈ R[x] for 1 ≤ i ≤ k and 1 ≤ j ≤ m, compute
max
y∈Rm
(
b1 · y1 + b2 · y2 + · · ·+ bm · ym
)
subject to ci(x)+ai,1(x) ·y1+ · · ·+ai,m(x) ·ym is SOS (in R[x]) for all 1 ≤ i ≤ k.
Any polynomial of degree at most 2d can be expressed in Gram matrix form,
p(x) = z(x)T Q z(x), where the (column) vector z contains all monomials of
degree d. In particular, a polynomial p is SOS if and only if there exists a sym-
metric and positive-semidefinite matrix Q such that p(x) = z(x)T Q z(x). As a
result the SOS Optimisation Problem is equivalent to Semidefinite Programming
(SDP) Problem [3, page 74]; and solutions to the SDP constraint systems can
be found in polynomial time [3, Sec. 2.3].
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3 Probabilistic transition systems and invariants
We consider probabilistic transition systems as models of imperative programs.
We distinguish program variablesX = {x1, x2, · · · , xn} which are assigned deter-
ministically, and random variables R = {r1, r2, · · · , rm} which are sampled from
probability distributions. Both take values in R. We assume that the random
variables are stochastically independent of each other; moreover their distribu-
tion are i.i.d. over time, and all moments exist.
Definition 1 (Probabilistic Transition Systems - PTS). [5,6,7] A proba-
bilistic transition system is a tuple Π = 〈W,X,R,X0, L, l0, lF , T 〉 where
(i) W = (Ω,F ,P) is a probability space.
(ii) X = {x1, x2, · · · , xn} are the program variables and R = {r1, r2, · · · , rm}
are the random variables defined on the probability space W .
(iii) X0 is the initial distribution of the program variables, where all moments
exist.
(iv) L is a finite set of (program) locations ; l0 ∈ L is the initial location and
lF ∈ L is the final location.
(v) T = {τ1, τ2, · · · , τp} is a finite set of transitions. Each τ ∈ T is a quadruple
〈lsτ , φτ , fτ , l
d
τ 〉 where l
s
τ is the source location and l
d
τ the destination loca-
tion; φτ is the guard assertion, which is a boolean formula over polynomial
inequalities over X ; and fτ , the update function, takes (x, r) ∈ R
n × Rm
and returns (a discrete distribution given by) the probability mass function
{Fτ,j(x, r) 7→ pτ,j | j ∈ {1, 2, · · · , jτ}} where Fτ,j : R
n × Rm → Rn are
polynomials.
A configuration of a PTS Π is a pair (l, a) where l ∈ L, and a ∈ Rn represents
the contents of the program variables. We say that a transition τ = 〈lsτ , φτ , fτ , l
d
τ 〉
is enabled at a configuration (l, a) if l = lsτ and a |= φτ . Let l ∈ L, we write
Tl := {τ ∈ T | l
s
τ = l} for the set of transitions with l as the source location. We
assume that PTSs are non-demonic: for all l ∈ L,
∧
τ 6=τ ′∈Tl
(φτ ∧ φτ ′) = false
and
∨
τ∈Tl
φτ = true. This amounts to determinacy in the sense that for all l
and a ∈ Rn, there is a unique transition that is enabled at (l, a).
PTS Computation. The computation of a PTS Π proceeds as follows. The ini-
tial configuration is (l0, a0) where a0 is sampled from X0. Suppose Π is at a
configuration (l, a) at step n. Let τ be the unique transition that is enabled
(i.e. l = lsτ and a |= φτ ), and b ∈ R
m be a fresh sample drawn from the respec-
tive distributions. Then, with probability pτ,i, the configuration at step n+ 1 is
(ldτ , Fτ,i(a, b)).
Example 2. Consider the while loop
while x1 ≤ 10 do
r1 ∼ Normal(µ1, σ
2
1)
r2 ∼ Normal(µ2, σ
2
2)
x1 := x1 + r1 ∗ x1 ∗ x2
x2 := x2 + r2 ∗ x1 ∗ x2
end while
where x1, x2 are program variables and
r1, r2 are random variables. Both r1 and
r2 are normally distributed with mean
µ1 and µ2, and variance σ
2
1 and σ
2
2 , re-
spectively.
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The while loop can be modelled by a PTS with transitions τ1 = 〈l0, φ1, f, l0〉 and
τ2 = 〈l0, φ2, f, lF 〉, locations {l0, lF }, guards φ1 = [x1 ≤ 10] and φ2 = [x1 > 10],
and an update function f : R2 × R2 → R2 defined by 3
f(x1, x2, r1, r2) = (x1 + r1 ∗ x1 ∗ x2, x1 + r2 ∗ x1 ∗ x2)
The operational semantics of a PTS Π is given by random variables {Xn, Ln}
on W representing the distributions of the (contents of the) program variables
and the location at each computation step n.
Definition 2. The operational semantics of a PTS Π is a sequence of random
variables {Xk, Lk}k∈N where X
k : Ω → Rn, Lk : Ω → L satisfy
(i) X0 is the random variable X0 as defined in Definition 1
(ii) L0(ω) = l0 is the initial location for all ω ∈ Ω
(iii) Let ω ∈ Ω, suppose τ is the unique transition enabled at the configuration
(Xk(ω), Lk(ω)) then Lk+1(ω) = ldτ and X
k+1(ω) = Fτ,i
(
Xk(ω), Rk+1
)
for
some i ∈ {1, · · · , jτ}
where Rk denotes the vector of random samples drawn at the k-th step of the
computation.
We can show (see Lemma 2 in [24]) that {Xk, Lk} is adapted to the (natural)
filtration {Fk} where Fk := σ(X
0, R˜1, · · · , R˜k) where each R˜i consists of the
random variables Ri from Definition 1 and the discrete choice of the update
function. Intuitively, Fk contains information on the initial value (X0, l0) and
the first k random samples. In other words, Fk contains the information of the
program run up to the k-th step of the computation. Thus
{
Xk, Lk
}
being
adapted to Fk states that
{
Xk, Lk
}
is determined by the information denoted
by Fk.
As invariants we consider functions of the program variables. Their expected
value of the next step can be expressed by the current values of the program
variables. This concept was used in [5,6,9,7,21].4
Definition 3 (Pre-expectation). Let τ ∈ T and h : Rn × L × N → R be a
measurable function over valuations of the program variables, locations, and the
step counter. Then the pre-expectation preE(h, τ) : Rn × N→ R is the function
(x, k) 7→ E(h(fτ (x,R), l
d
τ , k)) =
∑jτ
i=1 pτ,i ER(h(Fτ,i(x,R), l
d
τ , k))
and the pre-expectation for the PTS, preE(h) : Rn × L× N→ R, is given by
(x, l, k) 7→
p∑
i=1
[(x |= φi) ∧ (l = l
s
τi
)] · preE(h, τi)(x, k)
where ER is the expectation w.r.t. the distribution of the random variables R
and [−] is the Iverson bracket.
3 As we are only interested in the behaviour within the while loop, this is the simplest
representation as a PTS.
4 Note that in [6,7] there are no (program) locations defined. In this case there is one
expression for the entire program.
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Probabilistic invariants
Mathematically, our probabilistic invariants are martingales, i.e. sequences of
random variables that are expectation invariant in each step. The history of the
computation is denoted by the filtration {Fk}k∈N = {σ(X0, R˜
1, R˜2, · · · , R˜k)}k∈N.
These martingales can be constructed via the pre-expectation.
Lemma 3. Let Π be a PTS with operational semantics {Xk, Lk}k∈N, and h :
R
n ×L×N→ R be a (measurable) function where h(−, l,−) : Rn ×N→ R is a
polynomial Pl for each l ∈ L. Then
(i) E[h(Xk+1, Lk+1, k + 1) | Fk] = preE(h)(X
k, Lk, k + 1) for all k ∈ N.
(ii) Further, if preE (h) (x, l, k+1) ≤ h(x, l, k) for all x ∈ Rn, l ∈ L and k ∈ N,
then
{
h(Xk, Lk, k)
}
k∈N
is a supermartingale adapted to {Fk}k∈N.
Remark 1. (i) It follows that preE(h)(Xk) can be computed by replacing pow-
ers of random variables rai by their respective moments E (r
a
i ) in the ex-
pression h(Xk).
(ii) By replacing h by −h the claim holds also for (sub)martingales.
(iii) This lemma could prove positive a.s. termination: Suppose h(x, l, k) < 0
iff l = lF , i.e. the program has terminated. Suppose ∃K < 0, ∃ε > 0
s.t. preE(h)(x, l, k+1) ≤ h(x, l, k)−ε·1{h(x,l,k)≥0} and h(x, l, k) ≥ K. Then
by [9, Proposition 1] the stopping time T := min{n ∈ N | h(Xn, Ln, n) < 0}
is a.s. finite and E(T ) ≤ (E(h(X0, L0, 0))−K)/ε.
Therefore, we construct martingales via the pre-expectation. If {Mk}k∈N is a
martingale, E(Mk) = E(M0) holds for all k ∈ N [4, page 458]. Hence E(Mk) is
an invariant. However, this does not imply E(MT ) = E(M0) where T : Ω →
(N ∪ {∞}) is the stopping time representing the total number of computation
steps executed. In particular, for a while loop such an invariant can be violated
upon exiting the loop.
Notation 1. We write x
[j]
i for the random variable describing the distribution
of the program variable xi in the jth step of the PTS computation.
Example 3 (Martingale betting strategy). The gambler starts by wagering 1 unit
on an evens bet. So long as she loses, she continues by wagering twice the most
recent bet on the next play. Thus when she eventually (and inevitably) wins, the
amount won will cover all her previous loses and profit her by one unit.
x1, x2 := 1, 0
while x2 ≤ 0 do
x1 := 2 · x1
r1 ∼ uniform(0, 1)
if r1 ≤ 0.5 then
x2 := x2 − x1
else
x2 := x2 + x1
end if
end while
Consider the while loop where x1 (current bet)
and x2 (her stake thus far) are the program vari-
ables and r1 is the random variable. The expres-
sion Mk := x
[k]
2 gives a martingale for this loop.
Hence for all k ∈ N, E(Mk) = 0 < 1 = E(MT )
where T := inf{k ∈ N | x
[k]
2 > 0} is the exit time
of the loop.
Fortunately, the Optional Stopping Theorem
guarantees E(Mτ ) = E(M0), provided certain
preconditions are satisfied.
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4 Linear programs and the (PDB) precondition
Linear probabilistic transition systems that are positively almost-sure terminat-
ing are readily amenable to automated analysis: the search for invariants can be
reduced to that of deterministic (non-probabilistic) PTS.
Definition 4. Let Π = 〈W,X,R,X0, L, l0, lF , T 〉 be a PTS. The corresponding
deterministic transition system (CDTS) Πdet is a tuple 〈X,X0, L, l0, lF , T
det〉
where (using the notation of Def. 1) X = {x1, · · · , xn} are the program variables
from the PTS Π , and T det = {τdet1 , τ
det
2 , · · · , τ
det
p } is a finite set of transitions. For
each transition τ = 〈lsτ , φτ , fτ , l
d
τ 〉 ∈ T , there is a unique τ
det = 〈lsτ , φτ , f
det
τ , l
d
τ 〉 ∈
T det, where the deterministic update function, fdetτ : R
n → Rn, is defined by
fdetτ (x) :=
∑jτ
i=1 pτ,i · Fτ,i(x, µ) with µ denoting the expectation of the random
samples, and Fτ,i the constituent polynomials of the update function fτ of Π .
Definition 5. Let h : Rn × L × N → R be a measurable function, and let τ ∈
T det be a transition of Πdet, the CDTS of Π . The deterministic pre-expectation
preEdet(h, τ) : Rn × N → R is the function (x, k) 7→ h(fdetτ (x), l
d
τ , k). The pre-
expectation for Πdet is preEdet(h) : Rn × L× N→ R defined by
(x, l, k) 7→
∑p
i=1[(x |= φi) ∧ (l = l
s
τi
)] · preEdet(h, τi)(x, k).
The expectation is linear, which gives us a correspondence between linear
invariants of the probabilistic transistions and their determinised counterparts.
Lemma 4. Let Π = 〈W,X,R,X0, L, l0, lF , T 〉 be a linear PTS and τ ∈ T .
Given a function h : Rn×L×N→ R defined by h(x, l, k) =
∑
l′ [l
′ = l] ·Pl′(x, k)
where Pl′ is linear for each l
′ ∈ L. Then
(i) for all k ∈ N and x ∈ Rn, preE(h, τ)(x, k) = preEdet(h, τ)(x, k)
(ii) there is K > 0 s.t. for all k ∈ N, E[|h(Xk+1, Lk+1, k + 1)− h(Xk, Lk, k)| |
Fk] ≤
∣∣preEdet(h)(Xk, Lk, k + 1)− h(Xk, Lk, k)∣∣+K.
Lemma 4 enables use to prove the correctness of our reduction.
Theorem 3 (Correspondence). Let Π be a linear PTS which is positively
almost-sure terminating, and let h : Rn × L × N → R be defined by h(x, l, k) =∑
l′∈L [l
′ = l] · Pl′(x, k) for Pl′ linear. If either of the following conditions is
satisfied,
(i) preEdet(h)(x, l, k + 1) = h(x, l, k) for all x ∈ Rn, l ∈ L,
(ii) preEdet(h)(x, l, k + 1) ≤ h(x, l, k) and there exists K > 0 such that for all
x ∈ Rn, l ∈ L,
∣∣preEdet(h)(x, l, k + 1)− h(x, l, k)∣∣ ≤ K,
then {h(Xk, Lk, k)}k∈N is a (super)martingale for Π satisfying the (PDB) pre-
condition of the OST 2.
Proof. The (super)martingale property is a direct consequence of Lemma 3(ii).
Thanks to Lemma 4 and the positive almost-sure termination of Π , the (PDB)
precondition of the OST 2 is satisfied. ⊓⊔
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Example 4 (Nested loop). Consider the following nested-loop program [9,?] and
its corresponding determinised program.
x := 0
z := 0
while x ≤ m do
y := 0
while y ≤ n do
r1 ∼ uniform(−0.1, 0.2)
y := y + r1
end while
r2 ∼ uniform(−0.1, 0.2)
x := x+ r2
z := z + 1
end while
x := 0
z := 0
while x ≤ m do
y := 0
while y ≤ n do
y := y + 0.05
end while
x := x+ 0.05
z := z + 1
end while
Let T : Ω → N ∪ {∞} denote the total runtime of the program; and for k ∈ N,
let T k1 : Ω → N ∪ {∞} denote the run-time of the inner loop in the k-th run of
the outer loop, and let T2 : Ω → N∪ {∞} denote the number of times the outer
loop body is executed. (Here we use the semantics of nested stopping times due
to Fioriti and Hermanns [13].)
Since the two loop bodies are independent, we have E(T k1 ) = E(T
1
1 ) for all
k ∈ N. Moreover, E(T ) = E(T 11 · T2) = E(T
1
1 ) · E(T2).
We first show that both loops terminate positively almost surely. For the
inner loop consider h(y) = n − y. By Lemma 4, preE(h)(y) = [y ≤ n] · h(y +
0.05) + [y > n] · h(y) = h(y) − 0.05 · [h(y) ≥ 0]. Furthermore, as r1 ≤ 0.2, we
have h(y) ≥ −0.2 for all values of y that arise within the inner loop. Moreover,
T k1 = min{i ∈ N | h(Y
i) < 0} for all k ∈ N. As a consequence by Remark 1(iii),
E(T k1 ) ≤ (n − (−0.2))/0.05 = 20n+ 4 for all k ∈ N. Similarly, we can conclude
E(T2) ≤ 20m+ 4. Together we have E(T ) ≤ 400mn+ 80(m+ n) + 16.
If we only consider the inner loop, {y[k]−0.05k} is clearly an invariant in both
cases. So by Theorem 3, 0 = E(y[0] − 0.05 · 0) = E(y[T
1
1 ] − 0.05 · T 11 ). Hence n ≤
E(y[T
1
1 ]) = 0.05 ·E(T 11 ). In particular, E(T
1
1 ) ≥ 20n. Similarly the computation of
the variable x in the outer loop does not depend on the inner loop. Ranging over
the number of times the outer loop is executed {x[k]−0.05k}, {z[k]−k} and {z[k]−
20x[k]} are invariants for both outer loops, by Theorem 3. Direct computation
shows E(x[T2]) = 0.05 ·E(T2), E(z
[T2]) = E(T2) = 20 ·E(x
[T2 ]) ≥ 20m. This gives
a lower bound on the total run-time: E(T ) = E(T1) · E(T2) ≥ 400mn.
5 Geometric persistence and the (IUD) precondition
Let Π be a PTS, and take a function P : Rn × L → R such that P (−, l) is a
polynomial for each location l ∈ L. Consider the random variable P (Xk, Lk),
where Xk and Lk are random variables giving the distributions of the pro-
gram variables and location in the k-th step of the computation of Π . It follows
that {P (Xk, Lk)}k∈N is adapted to the (natural) filtration {Fk}k∈N; moreover
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E(P (Xk, Lk)) < ∞ because all moments exist by assumption. By Doob’s De-
composition (Theorem 1), we have that {Mk}k∈N, where
Mk :=
{
P (X0, L0) if k = 0
P (X0, L0) +
∑k
i=1
(
P (X i, Li)− E[P (X i, Li) | Fi−1]
)
otherwise
(1)
is a martingale. In this Section we present a method to synthesize such functions
P that the derived martingale {Mk}k∈N is guaranteed to satisfy precondition
(IUD) of the OST 2.
5.1 A synthesis algorithm and its formulation as a SOS problem
In order to meet the precondition (IUD), we need to construct an integrable
function g that uniformly dominates |Mk|. Inspired by Chakorav et al. [7], we
exploit persistence properties of the PTS (if they exist) to synthesize g, using
sum-of-squares optimisation techniques.
Our synthesis algorithm is simple. Given a PTS Π , we solve the problem:
Given d ∈ N, construct function V : Rn × L→ R s.t. for all l ∈ L:
(a1) V (−, l) is a SOS polynomial of degree at most d, and
(a2) ∃α ∈ [0, 1) . ∀x ∈ Rn . preE(V )(x, l) ≤ α · V (x, l).
If a solution V is found, and for each l ∈ L, P (−, l) is a summand in the SOS
decomposition of V (−, l) for all l ∈ L, then P : Rn × L → R gives rise to a
martingale {Mk} as defined in (1), satisfying E(P (X
0, l0)) = E(M0) = E(Mτ ).
Recall Def. 3, preE(V )(x, l) =
∑p
i=1[(x |= φi)∧(l = l
s
τi
)]·preE(V, τi)(x) where
p ∈ N is the number of transitions, and the transition guards φi are conjunctions
of polynomial inequalities. Condition (a2) is equivalent to
∃α ∈ [0, 1) . ∀τ ∈ T . ∀x ∈ Rn . φτ (x)→
(
α · V (x, lsτ )− preE(V, τ)(x)︸ ︷︷ ︸
Q(x)
≥ 0
)
(2)
By assumption φτ =
∧jτ
j=1(pj ≥ 0) for some polynomials p1, · · · , pkτ . The
non-negativity of Q(x) on a set constrained by polynomial inequalities (such as
φτ ) can be witnessed by suitable SOS polynomials [3, §3.2.4, pp. 78–79]. Thus
(2) is implied by:
∃α ∈ [0, 1) . ∀τ ∈ T . ∃q0, · · · , qkτ ∈ SOS . ∀x ∈ R
n .
α · V (x, lsτ )− preE(V, τ)(x) = q0(x) +
∑kτ
j=1 qj(x) · pj(x).
writing SOS for the set of SOS polynomials.
As most SOS optimisation solvers do not handle strict inequalities, we choose
some ε > 0 (e.g. 10−6), and assume α ≤ 1−ε. Thus we can encode the preceding
condition by
(a2’) ∃ǫ > 0 . ∀τ ∈ T . ∃q0, · · · , qkτ ∈ SOS .
(1 − ǫ) · V (−, lsτ )− preE(V, τ) − q0 −
∑kτ
j=1 qj · pj ∈ SOS
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To compute preE(V, τ)(x) =
∑jτ
i=1 pτ,i ·ER(V (Fτ,i(x, r), l
d
τ )), we only need to
know the moments. The random samples are independent of the previous com-
putation and of each other. The expected value ER(V (Fτ,i(x, r), l
d
τ )) is obtained
by composing V (−, ldτ ) and Fτ,i and replacing all occurrences of a power of a
random variable rml by its moment E(r
m
l ) (see Remark 1).
5.2 Correctness and complexity
Let V : Rn×L→ R be a non-constant function satisfying (a1) and (a2), and let
P : Rn×L→ R satisfy V (x, l) ≥ P 2(x, l) for all x ∈ Rn and l ∈ L. We prove that
the martingale {Mk} induced by P (see (1)) is a probabilistic invariant via the
(IUD) precondition of the OST 2. To achieve this, we construct an integrable
function g : Ω → R satisfying |Mk| ≤ g for all k ∈ N. Now, it follows from
Lemma 3 that
Mk = P (X
0, L0) +
∑k
i=1
(
P (X i, Li)− preE(P )(X i−1, Li−1)
)
=
∑k
i=0 P (X
i, Li)−
∑k
i=1 preE(P )(X
i−1, Li−1)
=
∑k
i=0 P (X
i, Li)−
∑k−1
i=0 preE(P )(X
i, Li)
=
∑k−1
i=0
(
P (X i, Li)− preE(P )(X i, Li)
)
+ P (Xk, Lk).
Thus we can set g :=
∑∞
i=0 |P (X
i, Li) − preE(P )(X i, Li)| +
∑∞
i=0 |P (X
k, Lk)|.
Trivially we have |Mk| ≤ g for all k ∈ N. To prove that g is integrable, we
establish the following:
(i) E
(∑∞
i=0 |P (X
i, Li)− preE(P )(X i, Li)|
)
<∞ ([24, Lemma 9])
(ii) E
(∑∞
i=0 |P (X
i, Li)|
)
<∞ ([24, Lemma 10])
Complexity. SOS polynomials are non-negative. Of course, not every non-nega-
tive polynomial is a SOS polynomial [3, page 59]. However, SOS optimisation
problems can be solved in polynomial time, whereas deciding non-negativity of
multivariate polynomials is NP-hard in general (see [3, p. 66]).
As discussed in Sec. 2, the SOS Optimisation Problem can be solved by reduc-
tion to the Semidefinite Programming problem. The complexity of the reduction
is polynomial in the number of new monomials. For each location l ∈ L, we have
monomials over n program variables at degree up to 2d where d is here the max-
imal degree of our invariant generating polynomial P . This gives us O(|L| · n2d)
monomials. By [3, Sec. 2.3] the SDP program is also solved in polynomial time
over O(|L| · n2d). Thus for d ≥ 0 fixed, this approach has a polynomial time
complexity.
6 Implementation and examples
We have implemented the feasibility problem for (a1), (a2′) using the SOS op-
timisation solver YALMIP [22], which is in turn based on the SDP optimisation
solver SeDuMi [25]. Whenever the objective function is not specified, a feasible
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solution is computed and returned instead. The condition (a1) can be quickly
implemented using the command sos. For this we used the function polynomial
that allows us to create parametrized polynomials of chosen degree over given
variables. The other condition (a2′) was implemented by the method outlined
in Section 5.1. In order to be able to replace monomials of random variables by
respective moments, we used the function coefficients that splits a polynomial
for a given variable into monomials and their respective coefficients with respect
to that variable.
6.1 Example: a probabilistic while loop
Here we consider the while loop from Example 2. For several combinations of
mean and variance we can find persistence properties of the form V (x1, x2) =
(ax1 + bx2)
2 + (cx1 + dx2)
2. For instance, if we choose r1 ∼ Normal(−3, 1) and
r2 ∼ Normal(2, 2) we obtain (rounded) V (x1, x2) = (0.74227x1−0.086046x2)
2+
(0.02481x1 + 0.21398x2)
2. Thus summands of V have the form (ax1 + bx2)
2 for
fixed numbers a, b. Such a polynomial P defines an invariant (using Notation 1):
Mk :=
{
ax
[0]
1 + bx
[0]
2 if k = 0
ax
[0]
1 + bx
[0]
2 +
∑k
i=1
(
ax
[i]
1 − bx
[i]
2 − preE(P )(x
[i−1]
1 , x
[i−1]
2 )
)
if k > 0
If we write µ1 = E(r1) and µ2 = E(r2) for the respective expected values, then
a quick calculation yields
preE(P )(x1, x2) = ER (ax1 + ar1x1x2 + bx2 + br2x1x2)
= ax1 + bx2 + (aµ1 + bµ2)x1x2
So we can write {Mk}k∈N as
Mk :=
{
ax
[0]
1 + bx
[0]
2 if k = 0
ax
[k]
1 + bx
[k]
2 −
∑k−1
i=0 (aµ1 + bµ2) · x
[i]
1 x
[i]
2 if k > 0
If we denote the loop condition by the stopping time T = min{n ∈ N | x1 > 10},
then the following holds.
aE(x
[0]
1 ) + bE(x
[0]
2 ) = E(M0) = E(MT )
= aE(x
[T ]
1 ) + bE(x
[T ]
2 )− E
(∑T−1
i=0 (aµ1 + bµ2) · x
[i]
1 x
[i]
2
)
Hence aE(x
[T ]
1 )+bE(x
[T ]
2 ) = aE(x
[0]
1 )+bE(x
[0]
2 )+E
(∑T−1
i=0 (aµ1 + bµ2) · x
[i]
1 x
[i]
2
)
.
As we know that x
[T ]
1 > 10 we conclude by the monotonicity of the expected
value
bE(x
[T ]
2 ) = aE(x
[0]
1 ) + bE(x
[0]
2 ) + E
(∑T−1
i=0 (aµ1 + bµ2) · x
[i]
1 x
[i]
2
)
− aE(x
[T ]
1 )
≥ aE(x
[0]
1 ) + bE(x
[0]
2 ) + E
(∑T−1
i=0 (aµ1 + bµ2) · x
[i]
1 x
[i]
2
)
− 10a
In particular, if µ1 = µ2 = 0, this simplifies to Mk = ax
[k]
1 + bx
[k]
2 and thus,
aE(x
[T ]
1 ) + bE(x
[T ]
2 ) = aE(x
[0]
1 ) + bE(x
[0]
2 ). In this case, a = b or a = −b holds.
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6.2 A non-linear Markov system
Chakarov et al. [7] study a non-linear Markov system
similar to the one on the right. This system has two
states and in each state the two variables, x1 and
x2, are updated according to the given statements.
After every update of the variables this system stays
in its current state with probability 0.5. With equal
probability it transitions to the other state.
This system can be modelled by a probabilistic tran-
sition system with one transition and no random
variables.
x1 := x1 + x1x2
x2 :=
1
3x1 +
2
3x2 + x1x2
x1 := x1 + x2 +
2
3x1x2
x2 := 2x2 +
2
3x1x2
0.5
0.5
0.5
0.5
Applying this method we find5 that V (x1, x2) = (x1 − x2)
2 satisfies the
conditions (a1) and (a2′) for α ≤ 0.8. Thus, the polynomial P (x1, x2) = (x1−x2)
defines a probabilistic invariant via the martingale
Mk :=
{
x
[0]
1 − x
[0]
2 if k = 0
x
[0]
1 − x
[0]
2 +
∑k
i=1
(
x
[i]
1 − x
[i]
2 − preE(P )(x
[i−1]
1 , x
[i−1]
2 )
)
if k > 0
where x
[i]
1 , x
[i]
2 are random variables representing the values of x1, x2 in the i-th
step of the computation.
A simple calculation shows preE(P )(x1, x2) =
5
6 (x1 − x2) . Hence
Mk =
{
x
[0]
1 − x
[0]
2 if k = 0
x
[k]
1 − x
[k]
2 +
1
6
∑k−1
i=0 (x
[i]
1 − x
[i]
2 ) if k > 0
Since {Mk}k∈N is a martingale, for all k ≥ 0,
0 = E(Mk+1)− E(Mk) = E(Mk+1 −Mk) = E(x
[k+1]
1 − x
[k+1]
2 −
5
6 (x
[k]
1 − x
[k]
2 ))
= E
(
(x
[k+1]
1 − x
[k+1]
2 )
)
− E
(
5
6 (x
[k]
1 − x
[k]
2 )
)
.
By induction, we get the following invariant for this system: For all k ∈ N,
E
(
x
[k]
1 −x
[k]
2
)
=
(
5
6
)k
·E
(
x
[0]
1 −x
[0]
2
)
. In fact, we can go one step further. Straight-
forward computations show that
Yk :=
(
6
5
)k
· (x
[k]
1 − x
[k]
2 ) Zk :=
(
6
5
)k
·
∣∣x[k]1 − x[k]2 ∣∣
are martingales. These martingales satisfy the (IUD) precondition of the OST
as |Yk| = |Zk| ≤
∑∞
i=0 |Zi| and
E
(∑∞
i=0 |Zi|
)
=
∑∞
i=0
(
6
5
)i
· E
(
|P (x
[i]
1 , x
[i]
2 )|
)
≤
∑∞
i=0
(
6
5
)i
· αi · E
(
V (x
[0]
1 , x
[0]
2 )
)
where the last inequality was shown in the proof of Lemma 10. As α ≤ 0.8,
i.e. α · 65 ≤ 0.96, the sum converges and we obtain indeed E
(∑∞
i=0 |Zi|
)
<∞.
Thus, for all stopping time T : Ω → (N ∪ {∞}) the following equations hold.
5 Chakarov et al. in [7] found the same invariant.
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(i) E
((
6
5
)T
· (x
[T ]
1 − x
[T ]
2 )
)
= E(YT ) = E(Y0) = E
(
x
[0]
1 − x
[0]
2
)
(ii) E
((
6
5
)T
· |x
[T ]
1 − x
[T ]
2 |
)
= E(ZT ) = E(Z0) = E
(
|x
[0]
1 − x
[0]
2 |
)
This is particularly interesting in the case of hitting times. For instance, we can
consider the stopping time T = min{n ∈ N | |x
[n]
1 − x
[n]
2 | = 0.5 · E(|x
[0]
1 − x
[0]
2 |)}
for an initial distribution s.t. E(|x
[0]
1 − x
[0]
2 |) > 0. Then
E
(
|x
[0]
1 − x
[0]
2 |
)
= E
((
6
5
)T
· |x
[T ]
1 − x
[T ]
2 |
)
= 0.5 · E(|x01 − x
[0]
2 |) · E
((
6
5
)T )
Hence 2 = E
((
6
5
)T )
= ∞ · P
(
T = ∞
)
+
∑∞
n=0
(
6
5
)n
· P
(
T = n
)
. Firstly, this
shows that P(T <∞) = 1. Secondly, by the inequality
(
6
5
)n
≥ 1 + 15n,
2 = E
((
6
5
)T )
=
∑∞
n=0
(
6
5
)n
· P
(
T = n
)
≥
∑∞
n=0
(
1 + 15 · n
)
· P(T = n)
= 1 + 15 · E(T ).
Therefore, E(T ) ≤ 5 holds. By applying Jensen’s Inequality [4, Theorem 4.7.3]
we can further improve this bound to E(T ) ≤ 3.8 < 4.
The above invariants hold for any stopping time T . Hence it is possible to
use this method to prove that programs are not a.s. terminating. For instance
consider the stopping time T := min
{
n ∈ N | x
[n]
1 = x
[n]
2
}
. So x
[T ]
1 − x
[T ]
2 = 0.
Nonetheless, E
((
6
5
)T
· (x
[T ]
1 − x
[T ]
2 )
)
= E
(
x
[0]
1 − x
[0]
2
)
holds for x
[0]
1 6= x
[0]
2 . This
can only be, if P(T =∞) > 0.
7 Related work, conclusions and further directions
In recent years, there have been significant advances in two related problems:
synthesis of probabilistic invariants, and reasonsing about almost-sure termina-
tion. (We present a survey of the myriads of methods and techniques for the two
problems in Tables 1 and 2 respectively in [24, Appendix].)
That there is a deep link between the two problems is evident in the pre-
ceding, especially Sec. 4. A telling perspective is provided by the OST (which
underpins a recent approach to synthesizing invariants [1], but) which typically
requires the run-time to be bounded in some sense. In fact one of the very few
exceptions is our (IUD) precondition which seems new.
This link was recently investigated by Hark et al. [16]. They show that in
order to compute lower bounds on many properties of probabilistic programs,
including run-time, it is necessary to satisfy the Optional Stopping Theorem.
In particular, any lower-bound approximation of the run-time is necessarily a
probabilistic invariant in the sense of this paper. We have constructed just such
a lower bound in Example 4.
In this paper, we have applied martingale theory to construct invariants. A
conventional approach to reasoning about probabilistic programs uses weakest
precondition, based on predicate transformer semantics [18,23,10,12,13,14,19,12].
As shown by Hark et al. [16], these two methods are essentially equivalent.
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A related problem is the computation of moments of program properties.
This is an important direction as moments capture such fundamental statistics
as variance and skewness. Examples of program properties that have been so
analysed include program variables [2] and run-time [21]. In the latter, Kura
et al. apply their algorithms to estimate the probability that a program will
run exceptionally long. Such quantities could be inferred using our geometric
persistence method in Sec. 5.
Barthe et al. [1] were the first to apply the OST to automated program anal-
ysis. Given a “seed” polynomial in the program variables, Doob’s Decomposition
guarantees the existence of an associated martingale. They then use the (PDB)
precondition of (Optional Stopping) Theorem 2 to ensure that the expected value
of the polynomial upon termination equals that at the start of the computation.
Our work in Sec. 5 follows in their footsteps, but we use the (IUD) precondi-
tion instead, which has the key advantage of not requiring (positive) almost-sure
termination. Barthe et al. consider a restricted class of probabilistic imperative
programs (in which the loop body contains only assignments, and so, excluding
nested loops). Our setting of probabilistic transition systems is more general.
Chakarov et al. [7] provided another inspiration for our work. They have
introduced proof rules for establishing almost-sure persistence and recurrence
properties of PTS. Their method can automatically infer supermartingales in the
form of polynomial over the program variables, by applying SOS optimisation
technique. They do not, however, consider probabilistic invariants qua optional
stopping martingales, which we do.
Conclusion
In this paper we have approached the problem of automatically synthesizing
linear or polynomial invariants for probabilistic transition systems. In both cases
we guarantee that the expected value upon termination is the same as the value
at the start of the computation.
For linear programs we have proven that this problem reduces to finding
specific invariants of non-probabilistic programs.
For general transition systems we have presented a methods to (automati-
cally) synthesize polynomial invariants. These invariants are martingale expres-
sions over the program variables. We have constructed a sum-of-squares con-
straint systems such that any feasible solutions leads to at least one probabilistic
invariant. Concretely, this feasibility problem states sufficient conditions for the
existence of geometric persistence properties. Based on the persistence proper-
ties we have applied the Optional Stopping Theorem 2 in order to prove that
the invariants are still valid after the program has terminated.
We have implemented this method in MATLAB using the YALMIP [22] and
SeDuMi [25] optimisation solvers. Invariants could be found within seconds on
a laptop with an Intel(R) Core(TM) i7-6500 CPU @ 2.50 GHz and 8 GB RAM.
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A Tables of related work
demonic?
continuous type of nested OST
tool template
distributions invariant loops PDB IUD other6
Us no yes linear yes yes no no no no
Us no yes polynomial yes no yes no yes degree
[2] no yes
polynomial
no no no no yes no
and more
[8] yes
No probabilistic
polynomial yes no no no yes yes
nondeterminism
[12] no yes polynomial yes yes7 no yes7 yes degree
[10] no no polynomial no yes7 no yes7 yes yes
[14] yes no polynomial no yes7 no yes7 yes yes
[19] yes no linear yes no no no no no
[1] no no polynomial no yes no no no yes
[16] no no
positive
yes yes no yes no no
functions
[6] no yes linear no no no no yes yes
Table 1. Methods for generating probabilistic invariants
demonic continuous type of nested OST
tool template
nondeterminism distributions variant loops PDB IUD other
[18] yes yes
positive
yes no no no no yesmeasurable
functions
[17] yes no linear yes yes no no yes no
[21] yes yes
linear and
yes no no no yes yes
polynomial
[9] yes yes linear yes no no no yes no
[5] no yes linear yes no no no yes no
[13] yes yes linear yes no no yes no no
Table 2. Methods for reasoning about positive a.s. termination
6 Other preconditions of the OST
7 Although these papers do not express invariants as martingales nor make explicit
use of the OST, they use preconditions that are essentially versions of the OST.
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B Supplementary materials for Section 2
Fix a probability space (Ω,F ,P). Let M = {Mn}n∈N be a sequence of random
variables, and T : Ω → N ∪ {∞} be a stopping time. The process stopped at T ,
MT = {Mn∧T}n∈N, is defined by
Mn∧T (ω) :=
{
Mn(ω) if n ≤ T (ω)
MT (ω)(ω) otherwise
for all n ∈ N and ω ∈ Ω.
Theorem 4. [26, Theorem p. 99]
(i) If M = {Mn}n∈N is a supermartingale and T is a stopping time, then the
stopped process MT = {Mn∧T}n∈N is a supermartingale. In particular, for
all n ∈ N, E(Mn∧T ) ≤ E(M0).
(ii) IfM = {Mn}n∈N is a martingale and T is a stopping time, then the stopped
process MT = {Mn∧T}n∈N is a martingale. In particular, for all n ∈ N,
E(Mn∧T ) = E(M0).
Let X1, X2, · · · and X be random variables, and suppose they have finite p-th
moments for some p > 0. We say thatXn converges toX in L
1 if limn→∞ E(|Xn−
X |p) = 0. Recall that a family F ⊆ L1 is uniformly integrable just if
inf
a∈[0,∞)
sup
f∈F
∫
{f>a}
|f | dP = 0
Theorem 5. [20, Theorem 11.7] If M = {Mn}n∈N be a uniformly integrable
(sub/super)martingale adapted to a filtration F = {Fn}n∈N, then there exists a
F∞-measurable integrable random variable X∞ with limn→∞Xn = X∞ a.s. and
in L1. Furthermore:
– Xn = E [X∞ | Fn] for all n ∈ N, if M is a martingale.
– Xn ≤ E [X∞ | Fn] for all n ∈ N, if M is a submartingale.
– Xn ≥ E [X∞ | Fn] for all n ∈ N, if M is a supermartingale.
Lemma 1. [20, Theorem 6.18(iii)] Let F,G ⊆ L1 be families of integrable ran-
dom variables such that G is uniformly integrable, and for all f ∈ F , there exists
g ∈ G with |f | ≤ |g|. Then F is also uniformly integrable.
Proof of Theorem 2: Precondition (IUD)
By Theorem 4, we have that the process stopped at T , {Mn∧T}n∈N, is a (su-
per)martingale. By assumption, g is integrable; it follows that the family {g} ⊆
L1 is uniformly integrable. Hence the assumptions of Lemma 1 are satisfied with
F = {Mn∧T : n ∈ N} and G = {g}, and so, {Mn∧T}n∈N is a uniformly inte-
grable (super)martingale. By Theorem 5, there is a random variable to which
Mn∧T converges almost surely and in L
1 as n → ∞. We already know that
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Mn∧T converges point-wise to MT . Hence by the additional L
1 convergence we
can conclude
lim
n→∞
E(Mn∧T ) = E(MT ).
Furthermore, by Theorem 4(ii), if {Mn∧T}n∈N is a martingale, then for all n ∈ N,
E(M0) = E(Mn∧T ), which gives us E(M0) = E(MT ). Similarly, by Theorem 4(i),
if {Mn∧T}n∈N is a supermartingale, then for all n ∈ N, E(M0) ≤ E(Mn∧T ). As
limits preserve inequalities, we can conclude
E(M0) = lim
n→∞
E(M0) ≤ lim
n→∞
E(Mn∧T ) = E(MT ).
⊓⊔
C Supplementary materials for Section 3
C.1 Additional example: Hare and Tortoise
x1 := 0
x2 := 30
while x1 ≤ x2 do
r1 ∼ uniform(0, 1)
if r1 ≥ 0.5 then
r2 ∼ uniform(0, 10)
x1 := x1 + r2
end if
x2 := x2 + 1
end while
This example is from [5]. It simulates the race
between the hare (x1) and the tortoise (x2). The
tortoise has a head start, but the hare can po-
tentially run faster.
Chakarov et al. [5] proved that this program ter-
minates positively almost surely. Hence by Theo-
rem 3, if we find an invariant for the correspond-
ing deterministic program, we have an invariant
for the original one.
The deterministic equivalent reads:
x1 := 0
x2 := 30
while x1 ≤ x2 do
r2 := 5
x1 := 0.5 · (x1 + r2) + 0.5 · x1
x2 := x2 + 1
end while
Or shorter,
x1 := 0
x2 := 30
while x1 ≤ x2 do
x1 := x1 + 2.5
x2 := x2 + 1
end while
Hence (using Notation 1) {2x
[n]
1 − 5x
[n]
2 }, {x
[n]
1 − 2.5n} and {x
[n]
2 + n} are
linear invariants for both programs. Let T : Ω → N ∪ {∞} be the exit time
of the loop, i.e. E
(
x
[T ]
1
)
≥ E
(
x
[T ]
2
)
. Since −150 = E(2x
[0]
1 − 5x
[0]
2 ) = E
(
2x
[T ]
1 −
5x
[T ]
2
)
≥ E
(
2x
[T ]
2 − 5x
[T ]
2
)
= −3E
(
x
[T ]
2
)
, we have E
(
x
[T ]
1
)
≥ E
(
x
[T ]
2
)
≥ 50. Now,
0 = E
(
x
[0]
1 − 2.5 · 0
)
= E
(
x
[T ]
1 − 2.5 · T
)
; it follows that E
(
x
[T ]
1
)
= 2.5 · E
(
T
)
.
Similarly, because 30 = E
(
x
[0]
2 −0
)
= E
(
x
[T ]
2 −T
)
, we have E
(
x
[T ]
2
)
= 30+E
(
T
)
.
Thus, E
(
T
)
≥ 20.
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C.2 Additional proofs
Lemma 2. Let Π be a PTS and {Xk, Lk} be the operational semantics of Π.
Let Fk = σ(X0, R˜1, R˜2, · · · , R˜k) denote our standard filtration. Then (Xk, Lk)
is B(Rn)⊗ P(L)8-Fk-measurable.
Proof. We prove the claim by induction.
For the base case: k = 0: As F0 = σ(X0), X0 is B(R
n)-F0-measurable. As a
constant function, L0 is trivially P(L)-F0-measurable.
For the inductive case, we have, by the induction hypothesis:
gk: Ω → R
n × L
ω 7→ (Xk(ω), Lk(ω))
is B(Rn)⊗ P(L)-Fk-measurable.
Π is non-demonic. Thus τk+1 is uniquely determined by X
k, Lk based on polyno-
mial guards on Rn. This can be represented by a P(T )-B(Rn)⊗P(L)-measurable
selection function ψ. Therefore, τk+1 = ψ ◦ gk is P(T )-Fk-measurable. L
k+1 is
entirely defined by τk+1. Hence L
k+1 is P(L)-Fk-measurable.
By Definition 1, Xk+1 = fτk+1(X
k, R˜k+1) = Fτk+1,i(X
k, R˜k+1) for a ran-
domly chosen i ∈ {1, 2, · · · , jτk+1} with probability pτk+1,i > 0. The choice of i
is contained in R˜k+1 and hence Fk-measurable. Fτk+1,i is continuous. As a con-
sequence, Xk+1 = Fτk+1,i(X
k, R˜k+1) is B(Rn)-Fk+1-measurable. L
ψ
k+1 = lτk+1,i
does only on τk+1 and the choice of i. So Lk+1 is P(L)-Fk+1-measurable and
is therefore P(L)-Fk+1-measurable. Hence (X
k+1, Lk+1) is B(Rn) ⊗ P(L)-Fk-
measurable. ⊓⊔
D Supplementary materials for Section 3
Lemma 3. Let Π be a PTS with operational semantics {Xk, Lk}k∈N, and h :
R
n ×L×N→ R be a (measurable) function where h(−, l,−) : Rn ×N→ R is a
polynomial Pl for each l ∈ L. Then
(i) E[h(Xk+1, Lk+1, k + 1) | Fk] = preE(h)(X
k, Lk, k + 1) for all k ∈ N.
(ii) Further, if preE (h) (x, l, k+1) ≤ h(x, l, k) for all x ∈ Rn, l ∈ L and k ∈ N,
then
{
h(Xk, Lk, k)
}
k∈N
is a supermartingale adapted to {Fk}k∈N.
Proof. Let k ∈ N.
E[h(Xk+1, Lk+1, k + 1) | Fk]
= E
[(∑p
i=1[(X
k |= φi) ∧ (L
k = lsτi)]
)
· h(Xk+1, Lk+1, k + 1) | Fk
]
= E
[(∑p
i=1[(X
k |= φi) ∧ (L
k = lsτi)]
)
· h(fτi(X
k, Rk+1), ldτi , k + 1) | Fk
]
=
∑p
i=1[(X
k |= φi) ∧ (L
k = lsτi)]
)
· E
[
h(fτi(X
k, Rk+1), ldτi , k + 1) | Fk
]
Xk, Lk are Fk−measurable
8
P denotes the powerset.
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Moreover, as h(−, ldτi ,−) = Pi is a polynomial, we have
E
[
h(fτi(X
k, Rk+1), ldτi , k + 1) | Fk
]
= E
[
Pi(fτi(X
k, Rk+1), k + 1) | Fk
]
= E
[(∑jτi
q=1[fτi = Fτi,q]
)
· Pi(fτi(X
k, Rk+1), k + 1) | Fk
]
.
The functions Pi and Fτi,q are polynomials in X
k, Rk+1 and k. Xk are Fk-
measurable. The random choice [fτi = Fτi,q] and R
k+1 are Fk-independent. The
conditional expectation is linear. Hence we can split the conditional expecta-
tion above in a linear combination of conditional expectations of [fτi = Fτi,q]
multiplied with monomials over Xk, Rk+1 and k. Monomials over Xk are Fk-
measurable and k is a constant, so we can pull them out of the conditional
expectations. The rest is independent of Fk. Hence the remaining conditional
expectation is an ordinary expectation. By mutual independence we can split
the expectations over Rk+1 and E[fτi = Fτi,q]. Note that E[fτi = Fτi,q] = pτi,q.
Hence
E
[
h(fτi(X
k, Rk+1), ldτi , k + 1) | Fk
]
=
∑jτi
q=1 pτi,q · ERk+1
(
Pi(Fτi,q(X
k, Rk+1), k + 1)
)
= preE(h, τi)(X
k, k + 1)
which proves the claim.
As for part (ii), E[h(Xk+1, Lk+1, k + 1) | Fk] = preE(P )(X
k, Lk, k + 1) ≤
h(Xk, Lk, k) by part 1. ⊓⊔
E Supplementary materials for Section 4
Lemma 4. Let Π = 〈W,X,R,X0, L, l0, lF , T 〉 be a linear PTS and τ ∈ T .
Given a function h : Rn×L×N→ R defined by h(x, l, k) =
∑
l′ [l
′ = l] ·Pl′(x, k)
where Pl′ is linear for each l
′ ∈ L. Then
(i) for all k ∈ N and x ∈ Rn, preE(h, τ)(x, k) = preEdet(h, τ)(x, k)
(ii) there is K > 0 s.t. for all k ∈ N, E[|h(Xk+1, Lk+1, k + 1)− h(Xk, Lk, k)| |
Fk] ≤
∣∣preEdet(h)(Xk, Lk, k + 1)− h(Xk, Lk, k)∣∣+K.
Proof. (i): Let x ∈ Rn and k ∈ N. We have:
preE(h, τ)(x, k) =
∑jτ
i=1 pτ,i · ER(h(Fτ,i(x,R), l
d
τ , k))
=
∑jτ
i=1 pτ,i · ER(Pldτ (Fτ,i(x,R), k))
= Pld
τ
(∑jτ
i=1 pτ,i · ER(Fτ,i(x,R)),
∑jτ
i=1 pτ,i · k
)
Pld
τ
linear
= Pld
τ
(∑jτ
i=1 pτ,i · Fτ,i(x, µ), k
)
Fτ,i linear
= Pld
τ
(
fdetτ (x), k
)
= h
(
fdetτ (x), l
d
τ , k
)
= preEdet(h, τ)(x, k)
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(ii):
E[|h(Xk+1, Lk+1, k + 1)− h(Xk, Lk, k)| | Fk]
= E
[∣∣∣∣∣
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)]
(
Pld
τi
(fτi(X
k, Rk+1), k + 1)
− h(Xk, Lk, k)
)∣∣ | Fk]
=
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)] · E[|Pldτi
(fτi(X
k, Rk+1), k + 1)
− h(Xk, Lk, k)| | Fk]
≤
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)]E[|Pldτi
(fτi(X
k, µ), k + 1)− h(Xk, Lk, k)| | Fk]
+
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)] · E[|Pldτi
(fτi(X
k, Rk+1), k + 1)
− Pld
τi
,k(fτi(X
k, µ))| | Fk]
Considering the first summand we obtain for τi ∈ T fixed,
E[|Pld
τi
(fτi(X
k, µ), k + 1)− h(Xk, Lk, k)| | Fk]
=E
∣∣∣∣∣∣
jτi∑
q=1
[fτi = Fτi,q]
(
Pld
τi
(Fτi,q(X
k, µ), k + 1)− h(Xk, Lk, k)
)∣∣∣∣∣∣ | Fk

=
jτi∑
q=1
E[|[fτi = Fτi,q]|] ·
∣∣∣Pld
τi
(Fτi,q(X
k, µ), k + 1)− h(Xk, Lk, k)
∣∣∣
=
jτi∑
q=1
pτi,q ·
∣∣∣Pld
τi
(Fτi,q(X
k, µ), k + 1)− h(Xk, Lk, k)
∣∣∣
=
∣∣∣∣∣∣
jτi∑
q=1
pτi,q · Pldτi
(Fτi,q(X
k, µ), k + 1)− h(Xk, Lk, k)
∣∣∣∣∣∣
=
∣∣preEdet(h, τi)(Xk, k + 1)− h(Xk, Lk, k)∣∣ .
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Therefore, we can conclude
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)] E[|Pldτi
(fτi(X
k, µ), k + 1)− h(Xk, Lk, k)| | Fk]
=
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)] ·
∣∣preEdet(h, τi)(Xk, k + 1)− h(Xk, Lk, k)∣∣
=
∣∣∣∣∣
p∑
i=1
[(Xk |= φi) ∧ (L
k = lsτi)] · preE
det(h, τi)(X
k, k + 1)− h(Xk, Lk, k)
∣∣∣∣∣
=
∣∣preEdet(h)(Xk, Lk, k + 1)− h(Xk, Lk, k)∣∣ .
The second term is in fact bounded by a constant. For τi ∈ T fixed, we have
E[|Pld
τi
(fτi(X
k, Rk+1), k + 1)− Pld
τi
(fτi(X
k, µ), k + 1)| | Fk]
=E
∣∣∣∣∣∣
jτi∑
q=1
[fτi = Fτi,q] ·
(
Pld
τi
(Fτi,q(X
k, Rk+1), k + 1)
− Pld
τi
,k(Fτi,q(X
k, µ), k + 1))| | Fk]
The functions Pld
τi
, Fτi,q are linear. Hence Pldτi
◦ Fτi,q is linear as well.
Thus, the term inside the conditional expectation does not depend on Xk.
=E
∣∣∣∣∣∣
jτi∑
q=1
[fτi = Fτi,q] ·
(
Pld
τi
(Fτi,q(X
k, Rk+1 − µ), k + 1)
)∣∣∣∣∣∣
 ∈ R.
As we only have finitely many transitions, this concludes the proof.
⊓⊔
F Supplementary materials for Section 5
In this Section, we fix a PTS Π = 〈W,X,R,X0, L, l0, lF , T 〉, and assume func-
tions P, V : Rn × L → R such that for all l ∈ L, V (−, l) and P (−, l) are
polynomials satisfying V ≥ P 2.
Lemma 5. Let τ ∈ T be a transition. Then preE(P, τ)(z)2 ≤ jτ · preE(V, τ)(z)
for all z ∈ Rn, where jτ ∈ N depends only on the transition τ .
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Proof. Let z ∈ Rn.
preE(P, τ)(z)2
=
(∑jτ
i=1 pτ,i · ER(P (Fτ,i(z,R), l
d
τ ))
)2
=
∑jτ
i,k=1 pτ,i · pτ,k · ER(P (Fτ,i(z,R), l
d
τ ) · ER(P (Fτ,k(z,R), l
d
τ )
≤
∑jτ
i,k=1
1
2 ·
(
p2τ,i · ER(P (Fτ,i(z,R), l
d
τ )
2 + p2τ,k · ER(P (Fτ,k(z,R), l
d
τ )
2
)
=
∑jτ
i,k=1
1
2 · p
2
τ,i · ER(P (Fτ,i(z,R), l
d
τ ))
2 +
∑jτ
i,k=1
1
2 · p
2
τ,k · ER(P (Fτ,k(z,R), l
d
τ ))
2
= jτ ·
∑jτ
i=1 p
2
τ,i · ER(P (Fτ,i(z,R), l
d
τ ))
2 ≤ jτ ·
∑jτ
i=1 pτ,i · ER(P (Fτ,i(z,R), l
d
τ ))
2
≤ jτ ·
∑jτ
i=1 pτ,i · ER(P (Fτ,i(z,R), l
d
τ )
2) ≤ jτ · preE(V, τ)(z)
As all moments of R exists, ER(P (Fτ,i(z,R), l
d
τ )
2) <∞. Therefore, the second-
to-last inequality is Jensen’s Inequality ([4, Theorem 4.7.3]). ⊓⊔
Lemma 6. For all z ∈ Rn and l ∈ L, preE(P )(z, l)2 ≤ CΠ ·preE(V )(z, l) where
CΠ ∈ R depends only on the PTS Π.
Proof. Let z ∈ Rn and l ∈ L.
preE(P )(z, l)2
= (
∑p
i=1[(z |= φi) ∧ (l = l
s
τ )] · preE(P, τi)(z))
2
=
∑p
i,j=1[(z |= φi) ∧ (l = l
s
τ )][(z |= φj) ∧ (l = l
s
τ )]preE(P, τi)(z)preE(P, τj)(z)
=
∑p
i=1[(z |= φi) ∧ (l = l
s
τ )] · preE(P, τi)(z)
2 (Π is non-demonic)
≤
∑p
i=1[(z |= φi) ∧ (l = l
s
τ )] · jτi · preE(V, τi)(z) (Lemma 5)
≤ maxτ∈T {jτ} ·
∑p
i=1[(z |= φi) ∧ (l = l
s
τ )] · preE(V, τi)(z)
= maxτ∈T {jτ} · preE(V )(z)
⊓⊔
Lemma 7. For all z ∈ Rn, and for all l ∈ L(
P (z, l)− preE(P )(z, l)
)2
≤ (2 + 2 · CΠ) · V (z, l)
where CΠ ∈ R depends only on Π.
Proof. Take z ∈ Rn and l ∈ L. Then
(P (z, l)− preE(P )(z, l))2
= P (z, l)2 − 2 · P (z, l) · preE(P )(z, l) + preE(P )(z, l)2
≤ P (z, l)2 + 2|P (z, l) · preE(P )(z, l)|+ preE(P )(z, l)2
≤ 2 · P (z, l)2 + 2 · preE(P )(z, l)2
≤ 2 · V (z, l) + 2 · CΠ · preE(V )(z, l) (Lemma 6)
≤ 2 · V (z, l) + 2 · CΠ · α · V (z, l) (a2)
≤ (2 + 2 · CΠ) · V (z, l)
⊓⊔
Now we show that
∑
i∈N V (X
i, Li) converges.
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Lemma 8. E(V (Xk, Lk)) ≤ αk · E(V (X0, L0)) for all k ∈ N.
Proof. We prove this by induction on k. So E(V (X0, L0)) = α0 · E(V (X0, L0)).
By (a2) there is α ∈ [0, 1) such that preE(V )(x, l) ≤ α ·V (x, l) for all x ∈ Rn and
l ∈ L. By Lemma 3, E[V (Xk+1, Lk+1) | Fk] = preE(V )(X
k, Lk) ≤ α·V (Xk, Lk),
i.e. (V (Xk, Lk))k is an α-multiplicative supermartingale w.r.t. Fk. Using the
Tower Property of conditional expectation, and the induction hypothesis, we
have:
E(V (Xk+1, Lk+1)) = E(E[V (Xk+1, Lk+1) | Fk])
≤ E(α · V (Xk, Lk)) ≤ αk+1 · E(V (X0, L0)).
⊓⊔
Lemma 9. E
(∑∞
i=0 |P (X
i, Li)− preE(P )(X i, Li)|
)
<∞.
Proof. Let i ∈ N.
E(|P (X i, Li)− preE(P )(X i, Li)|2) ≤ E((2 + 2CΠ) · V (X
i, Li)) (Lem. 7)
= (2 + 2CΠ) · E(V (X
i, Li)) ≤ (2 + 2CΠ) · α
i · E(V (X0, L0)) <∞ (Lem. 8)
By the Hölder inequality ([4, Theorem 4.7.3]), we can conclude
E(|P (X i, Li)− preE(P )(X i, Li)|) ≤ (2 + 2 · CΠ) · α
i · E(V (X0, L0)).
Thus
E
(∑∞
i=0 |P (X
i, Li)− preE(P )(X i, Li)|
)
=
∑∞
i=0 E
(
|P (X i, Li)− preE(P )(X i, Li)|
)
≤
∑∞
i=0(2 + 2CΠ)α
i
E(V (X0, L0))
= (2 + 2CΠ) · E(V (X
0, L0)) ·
∑∞
i=0 α
i
= (2 + 2CΠ) · E(V (X
0, L0)) · 11−α <∞.
⊓⊔
Lemma 10. E
(∑∞
i=0 |P (X
i, Li)|
)
<∞.
Proof. By Lemma 8, for all i ∈ N:
E(|P (X i, Li)|2) = E(P (X i, Li)2) ≤ E(V (X i, Li)) ≤ αi · E(V (X0, L0)).
By Hölder’s Inequality ([4, Theorem 4.7.3]), E(|P (X i, Li)|) ≤ αi · E(V (X i, Li))
for all i ∈ N. It follows from that
E
(∑∞
i=0 |P (X
i, Li)|
)
=
∑∞
i=0 E
(
|P (X i, Li)|
)
≤
∑∞
i=0 α
i · E(V (X0, L0)) =
E(V (X0))
1− α
<∞.
⊓⊔
Proof. As f is convex at E(X) ∈ R, there is a linear function g : R → R such
that f(E(X)) = g(E(X)) and f(y) ≥ g(y) for all y ∈ R. Thus by the linearity
and the monotonicity of the expected value:
⇒ f(E(X)) = g(E(X)) = E(g(X)) ≤ E(f(X)) ⊓⊔
