Abstract. This paper generalizes the results for the Bridge estimator of Huang et al. (2008) to linear random and fixed effects panel data models which are allowed to grow in both dimensions. In particular we show that the Bridge estimator is oracle efficient. It can correctly distinguish between relevant and irrelevant variables and the asymptotic distribution of the estimators of the coefficients of the relevant variables is the same as if only these had been included in the model, i.e. as if an oracle had revealed the true model prior to estimation.
Introduction
When building a model one of the first steps is to decide which variables to include. Sometimes theory can guide the researcher towards a set of potential explanatory variables but which variables in this set are relevant and which are to be left out? Huang et al. (2008) showed that the Bridge estimator is able to discriminate between relevant and irrelevant explanatory variables in a cross section setting with fixed covariates whose number is allowed to increase with the sample size. In fact, oracle efficient estimation has received quite some attention in the statistics literature in the recent years, see (among others) Zou (2006) , Candes and Tao (2007) , Fan and Lv (2008) , and Meinshausen and Yu (2009) . However, we are not aware of any similar results for panel data models. For the case of fewer explanatory variables than observations we show that the oracle efficiency of the Bridge estimator carries over to linear panel data models with random regressors in the random and fixed effects settings. More precisely, it suffices that either the number of cross sectional units (N ) or the number of observations within each cross sectional unit (T N ) goes to infinity in order to establish consistency and correct elimination of irrelevant variables. To obtain the oracle efficient asymptotic distribution (the distribution obtained by only including the relevant covariates) of the estimators of the nonzero coefficients further restrictions are needed. In the classical setting of fixed T N and large N these restrictions are satisfied. Further sufficient conditions for oracle efficiency are given. Fixing T N and the number of covariates we obtain as a corollary that the asymptotic distribution of the estimators of the non-zero coefficients is exactly the classic fixed effects or random effects limit law.
If the set of potential explanatory variables is larger than the number of observations we show that the Marginal Bridge estimator can be used to distinguish between relevant and irrelevant variables in random and fixed effects panel data models. As opposed to Huang et al. (2008) we do this without assuming that the error terms are sub-Gaussian and without the use Orlicz space based maximum inequalities. Furthermore, no restrictions are put on the dependence structure between the relevant and irrelevant variables. The price paid is that the number of irrelevant explanatory variables must be o(N 2 ) as opposed to exp(o(N )) (this is for T N fixed for comparability to the known cross sectional results). However, the number of relevant variables can be larger than the sample size, in fact it can be as large as o(N 2 ) (again T N is considered fixed for comparison). Furthermore, the Marginal Bridge estimator is very fast to implement which also makes it useful as an initial screening device to weed out the most irrelevant variables before initiating the actual modeling stage.
Since cross section data can be viewed as panel data with only one observation per individual all our results are also valid for cross section data and hence generalize the results for these.
The plan of the paper is as follows. Section 2 puts forward the general framework. Section 3 introduces the Bridge estimator and its properties while Section 4 discusses the Marginal Bridge estimator. Section 5 illustrates the results by simulation and Section 6 concludes. Section 7 contains proofs of the propositions.
Setup and assumptions
Consider the following linear panel data model on (Ω, F, P ).
y it =x it β 0 + c i +˜ it , i = 1, ..., N, t = 1, ..., T N (2.1)
x it is a p N × 1 vector of covariates indicating that the number of covariates is allowed to increase with the sample size. The interpretation of (2.1) is that N individuals are observed in T N time periods, totaling N T N observations. The c i indicate the unobserved heterogeneity, i.e. unobserved time invariant variables such as intelligence of an individual or start up capital of a firm. The˜ it are the idiosyncratic error terms. Some of the elements of β 0 may be zero. It is our objective to locate these while still estimating the nonzero coefficients consistently.
N as well as T N are allowed to tend to infinity. However, all results are valid as long as N tends to infinity. Hence, the traditional large N , fixed T N setting is covered. Notice that T N is indexed by N . Some of our results put no restrictions on how T N depends on N . Equation (2.1) can equivalently be written as Y iN =X iN β 0 + c iN +˜ iN , i = 1, ..., N, (2.2) whereỸ iN = (y i1 , ..., y iT N ) ,X iN = (x i1 , ..., x iT N ) ,˜ iN = (˜ i1 , ...,˜ iT N ), c iN = c iN ι T N , ι T N = (1, ..., 1), i = 1, ..., N .
2.1. Fixed Effects. In the fixed effects setting one assumes:
4 (P ), i = 1, ..., N, t = 1, ..., T N , l = 1, ..., p N (FE3) a) E(˜ it |X iN , c iN ) = 0 and b) E(˜ iN˜ iN |X iN , c iN ) = σ 2 I T N For our proofs we may replace (FE3) by E(˜ it |X iN ) = 0 and E(˜ iN˜ iN |X iN ) = σ 2 I T N which is less restrictive but since (FE3) is standard in the literature we stick to this. Next, carry out the the forward orthogonal deviations transform of Arellano (2003) . This transformation removes the unobserved heterogeneity while keeping the error terms uncorrelated. In particular, define the (T N − 1) × T N matrix
and multiply (2.2) through by DD −1/2 D to get
which is what will be used in the proofs. Arellano (2003) gives the specific form of DD −1/2 D. The number of time series observations for each individual is reduced from T N to T N − 1 by the forward orthogonal deviations transform. However, for notational convenience, we will keep using T N for the number of time series observations in the transformed model. In a cross section setting this transform does not need to be carried out.
2.2. Random Effects. In the random effects setting (FE1)-(FE3) are maintained while
c ι T N ι T N is added to the fixed effects assumptions. This extra assumptions restricts the dependence between X iN and c iN sufficiently in order allow merging the latter with the error term while still being able to prove the desired results. The gain from these stronger assumptions is that they (as opposed to fixed effects) allow for the inclusion of a covariate which is constant over time and only varies over individuals. Defining v iN = c iN +˜ iN , (FE3) and (RE4) imply E v iN |X iN = 0 and The bridge estimator estimates β 0 by minimizing
where summation from 1 to N T N indicates summation over all time periods for each individual (So the first T N terms in the sum correspond to all T N observation on individual 1, the next T N terms to all observations on individual 2 and so on. This convention is adopted in the sequel). The bridge estimator, denotedβ N , may hence be seen as a sort of penalized/regularized least squares. The objective function consists of two parts; the first part being the least squares objective function and the second part penalizing parameters different from 0. The larger λ N , the larger the penalty. For γ = 1 the minimizer of (3.2) could be called the LASSO panel estimator, (Tibshirani (1996) ). For γ = 2 it could be called the ridge regression estimator (Tikhonov regularization) for panel data models. In a cross sectional setting the ridge regression is frequently used to deal with multicollinearity. The Tikhonov regularization is more generally used to solve ill-conditioned (singular) overdetermined systems of linear equations.
Let β 0 denote the true value of β where the dependence on N is suppressed as in Huang et al. (2008) . Partition β 0 as β 0 = (β 01 , β 02 ) where β 01 = 0 is k N × 1 and β 02 = 0 is m N × 1. Hence, the β 01 are the coefficients corresponding to the relevant variables denoted w it . β 02 are the coefficients of the irrelevant variables denoted z it . So x it is partitioned as x it = (w it , z it ) . Accordingly, we define X N = x 11 , ..., x N T N , W N = w 11 , ..., w N T N and Z N = z 11 , ..., z N T N . Let 1 The sole reason for multiplying Ω −1/2 by σ is that (FE3') and (RE3') become identical except for the dimension of the covariance matrix. Since (FE3') and (RE3') are the assumptions used in the proofs this indicates that the proofs only have to be carried out in either the fixed or the random effects setting.
are the scaled Gram matrices of X N and X 1N , respectively. Let ρ 1N and ρ 2N be the smallest and the largest eigenvalue of Σ N . Similarly, define τ 1N and τ 2N as the smallest and the largest eigenvalue of Σ 1N . Set W iN = w i1 , ..., w iT N and for x ∈ R p x = p k=1 x 2 k denotes the Euclidean norm on R p stemming from the dot product. Finally, x k = (x 1,k , ..., x N T N ,k ) denotes the k'th explanatory variable.
Next, we state and discuss the assumptions needed to establish consistency and oracle efficiency of bridge estimators in random effects panel data models. Notice how N and T N enter symmetrically indicating that what matters is their product, i.e. the total number of observations, and not whether it is N or T N which gets large (however, some theorems require further assumptions restricting the rate at which T N increases relative to N ).
Assumption (A1) may be dropped altogether if the covariates are normalized as
-this is in turns satisfied if, e.g, the covariates are uniformly bounded. If the covariates are identically distributes over time, then the assumption reduces to boundedness of the Cesàro sum
are sufficient for this. Finally, it may be noted that convergence of
is also sufficient for the desired boundedness in L 2 (P ). Huang et al. (2008) mention that assumption (A2) is likely to be satisfied in sparse systems, where k N is relatively small.
Regarding condition (A3) one notices that if the number of relevant covariates
). Assumption (A4): Assume 0 < a 1 < ρ 1N ≤ ρ 2N < a 2 < ∞ for some constants a 1 and a 2 and that the number of covariates stays constant. Then it must be the case that λ N (N T N ) −γ/2 → ∞. This excludes γ ≥ 1 by (A3). Hence, 0 < γ < 1 and
γ/2 ) Assumption (A5) requires that the non-zero coefficients are uniformly bounded away from 0 and infinity. This is trivially satisfied if the number of covariates is finite. Also note that all results remain valid (with slight modifications) if b 1 is replaced by a sequence b 1N which is allowed to tend to infinity.
By assumption (A3) assumption (A6) is satisfied if 0 < a 1 < ρ 1N < ρ 2N < a 2 < ∞ for some constants a 1 and a 2 and the number of covariates is finite. Since the Gramian Σ N is positive semidefinite (A6) also implies that ρ 1N > 0 in order for the condition to be well defined. This excludes p N > N T N since the rank of Σ N can be no larger than N T N .
Assumption (A7) is satisfied if 0 < a 1 < ρ 1N < ρ 2N < a 2 < ∞ for some constants a 1 and a 2 .
Our first theorem states that the bridge estimator is consistent in the random as well as the fixed effects setting. Throughout we will assume that (FE1)-(FE3) (fixed effects setting) or (FE1)-(FE3) and (RE4) (random effects setting) are satisfied. Theorem 1. Letβ N denote the minimizer of (3.2). Suppose that γ > 0 and that conditions (A1), (A3), (A5), and (A6) hold. Then
Theorem 1 shows the consistency of the bridge estimator by assumptions (A3) and (A6). Notice that if there exists a constant a 1 such that 0 < a 1 < ρ 1N and p N is constant then the bridge estimator converges at the same rate as the least squares estimator. The faster the arrival rate of new explanatory variables (p N increases) the slower the rate of convergence of the bridge estimator since h N as well as h N are increasing in p N . If ρ 1N tends to 0 (approaching a singular design) the convergence rate is also slowed down. It is also seen that N and T N enter symmetrically. This is not immediate on the outset since only independence of
has been assumed while the T N rows of each X iN may have any dependence structure between them. What provides the result is that E( iN iN |X iN ) = σ 2 I T N , i.e. the conditional uncorrelatedness of the rows.
The next theorem reveals that the bridge estimator performs variable selection and gives the limiting law of the estimator of the nonzero coefficients.
Theorem 2. Assume 0 < γ < 1. Then under (A1)-(A7), (i)β 2N = 0 with probability converging to 1.
(ii) Let k N be a fixed number k, α be a k × 1 vector, and
is uniformly integrable,
exists then,
Part (i) states that not only does doesβ 2N → 0 in P -measure (Theorem 1), the bridge estimator actually setsβ 2N = 0 with probability converging to 1. The latter of course implies the former while the converse is not true. The fact thatβ 2N is set exactly equal to 0 with probability converging to 1 means that the bridge estimator performs variable selection.
Part (ii) states that the asymptotic distribution of the estimators of the non zero coefficients is the same as if the true model had been known in advancei.e. as if an oracle had revealed which variables to include and which to exclude. This is a very useful result in practice. One simply includes the whole set of potential explanatory variables. The irrelevant ones will be kicked out (β 2N = 0 with probability converging to 1) while the relevant ones are estimated with the same asymptotic efficiency as if the irrelevant ones had been left out from the outset. However, notice that the price paid for letting the covariates be random is that k N must be fixed. Alternatively, one may continue to let k N increase in N while conditioning on the covariates and establish the limiting law along the lines of Huang et al. (2008) .
The following Theorem gives sufficient conditions under which U
1N
∞ N =1 is uniformly integrable.
is uniformly integrable if either of the following conditions is satisfied.
(second moments uniformly bounded in t) which in turn is satisfied if the variables themselves are uniformly bounded in t. The assumption is also satisfied if w 1t are identically distributed across t. If the variances linearly increasing, i.e. V ar (w 1tl w 1tm ) = a lm t for some a lm > 0, it suffices that T N /N → 0.
The same is true if w 1tl is identically distributed across t for all 1 ≤ l ≤ k.
Part (ii) of Theorem 2 is made more precise in the following corollary which considers the classical situation of fixed T N . LetẌ iN denote the column demeaned version of X iN andW i be the matrix containing the k untransformed relevant variables of individual i in all time periods. Corollary 1. Under the assumptions of Theorem (2), T N fixed (i) and (FE1)-(FE3) and the forward orthogonal deviations transform
(ii) and (FE1)-(FE3), (RE4) and the GLS transform
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Notice that the asymptotic distribution in (3.3) is the same as for a fixed effects estimator with known sparsity pattern of β 0 . This underscores the oracle property of the panel bridge estimator. Similarly, (3.4) is the asymptotic distribution of the random effects estimator with known sparsity pattern of β 0 .
The Marginal Bridge estimator
Since the bridge estimator is not applicable when p N > N T N (though it does allow p N → ∞) a different approach is needed for this situation. As in Huang et al. (2008) we will employ the Marginal Bridge estimator which estimates β 0 by minimizing
From the last line it is clear that the objective function is nothing else than the sum of the marginal objective functions for each variable -hence the name Marginal Bridge estimator. Letβ N denote the minimizer of (4.1). We show that the Marginal Bridge estimator is able to correctly distinguish between relevant and irrelevant variables even when there are more explanatory variables than observations (p N > N T N ). However, k N and m N must satisfy k N , m N ∈ o(N T N ). Furthermore, (FE2) and (FE3) will be strengthened to
, and
Even though we do not impose sub-gaussianity 4 on the error terms the the requirement of existence of the eight moment does discipline the tail behavior. (FE3MB) clearly implies (FE3) while the reverse need not be the case (see e.g. Stoyanov (1997) for an example). However, this strengthening is not likely to be of any practical importance since it is hard to imagine practical examples where (FE3) is satisfied while (FE3MB) is not. After carrying out either the fixed effects or the random effects transform (FE3MB) implies that 
It is sufficient to assumeX iN ⊥ ⊥˜ iN for all 1 ≤ i ≤ N but for comparison with (FE3) we refrain from this (see also the comment after (FE3)).
4 A random variable X is said to sub-Gaussian if P |X| > x ≤ A exp(−Bx 2 ) for some positive constants A and B.
Assumption (B1) is a technical assumption needed to prove that no variables from the active set will be discarded by the Marginal Bridge. In a fixed regressor setting it is similar to assuming that the covariance between the left hand side variable and the relevant covariates is bounded away from 0.
Notice that in the classical case of fixed T N the number of relevant explanatory variables may be as large as o(N 2 ). This generalizes the results of Huang et al. (2008) 
. This of course still allows the number of irrelevant variables to increase at a much higher rate (almost quadratic) than the sample size. For 0 < γ < 2 (B4) also implies that λ N (N T N ) −γ/2 → ∞. Together with (B3) this yields that
Theorem 4. Under assumption (B1)-(B4) and if 0 < γ < 1,
Hence, the Marginal Bridge estimator is able to screen out the irrelevant variables while retaining the relevant ones. Notice that this is true even without sub-Gaussian error terms. The price paid is that the number of irrelevant variables can not tend to infinity as fast as in Huang et al. (2008) . However, m N ∈ o(N 2 ) (T N fixed) is not very restrictive in practice since it still allows the number of irrelevant variables to arrive at a considerably faster rate than the sample size.
The nonzero coefficients are not estimated consistently. In order to obtain consistent estimates the same two step procedure as in Huang et al. (2008) can be applied. In the first step the bridge estimator is applied to distinguish between the relevant and irrelevant variables. In the second step, where only the relevant variables are left, these may be estimated by any consistent estimator (e.g. least squares or the bridge estimator).
Simulations
In this section the finite sample properties of the proposed estimators will be investigated. The bridge estimator will be implemented by means of the MMalgorithm of Hunter and Li (2005) which in the present case reduces to a series of ridge regressions.
Implementing the Marginal Bridge is very fast. Since Knight and Fu (2000) 
The estimate holds from a certain step and onwards by (B2). . Hence, variable selection is extremely fast 6 even in vast dimensional models, since the inclusion of a variable is solely based on the criterion (5.1) which roughly amounts to checking whether the correlation between the left hand side variable and the covariate is sufficiently high to deem the latter relevant. Notice how only marginal information is used to decide whether a variable is to be included or not. Having decided on the sparsity pattern the second step estimates of β 10 are found by means of least squares 7 . The following issues will be investigated (1) How often do the Bridge and the Marginal Bridge estimator select the correct sparsity pattern, i.e. how good are they at distinguishing the active from the inactive set? This is highly relevant in applied work investigating which variables help explaining the left hand side variable. (2) The median number of variables included, i.e how well do the Bridge and the Marginal Bridge reduce the dimension of the problem? This median is ideally equal to the cardinality of the active set. (3) The explanatory power of the Bridge and the Marginal Bridge. To investigate this the estimated parameters are used to fit values on a validation data set drawn from the same distribution as the training set. (4) In connection to the explanatory power it is investigated how often the procedures retain all relevant explanatory variables. As can be expected, retention of all relevant explanatory variables is important for achieving a good fit. It is also highly desirable if the procedures are to be used as initial screening devices in vast dimensional data sets. (5) The precision of the parameter estimates using the mean square error ofβ. (6) The asymptotic distribution of the estimator of the non-zero β 0 's. This is done by comparing the standard deviation ofβ 1 to the the corresponding quantities for the least squares estimator with only the active set included. The latter (in practice infeasible) estimator will be called the OLS Oracle henceforth.
The Bridge and the Marginal Bridge estimators will be compared to the LASSO estimated by pathwise coordinate descent, the Schwarz information criterion (BIC), the OLS Oracle, and OLS on the system including all covariates. Only the Marginal Bridge, the LASSO and the OLS Oracle are applied when p N > N T N . To limit the computational burden, BIC is only applied for the designs with 15 or fewer covariates which implies a maximum of 2 15 − 1 = 32.767 regressions per Monte Carlo replication. All experiments are carried out with 1.000 replications.
The data is generated from equation (2.2). In all experiments T N = 10. Initial experiments indicated that γ = 0.5 works quite well for the Bridge as well as the Marginal Bridge estimator and this value will be used throughout.˜ it and c i are N (0, 1) with σ 2 = σ 2 c = 1 in all experiments. The regularization parameter λ N is usually chosen by 10-fold cross validation. Here we try this as well as the significantly faster BIC to determine λ N for the Bridge, the Marginal Bridge and the LASSO.
6 A model with 100 observations and 2500 potential explanatory variables takes between 0.2 and 0.3 seconds to estimate on a 2.66 GHz i7 processor.
7 The Bridge estimator was also tried in the second step but did not outperform least squares while being considerably slower. Note that even though the covariates are independent in Experiments G-I the maximum spurious sample correlation, i.e. the maximum observed sample correlation between covariates, may still be very high (see Fan and Lv (2008) for examples).
In particular, if a relevant and irrelevant covariate are highly correlated it will be difficult to distinguish between these.
5.2. Results. Table 1 holds the results for experiments A-F, where p N < N T N . Experiment A reveals that the Bridge, Marginal Bridge and Schwarz information criterion all perform quite well in the independent covariates setting. They all detect the correct sparsity pattern in more than half of the cases irrespective of whether cross validation or BIC is used to determine λ N . In all respects their performance is comparable to the OLS Oracle.
As seen from Experiment B making the covariates moderately correlated does not deteriorate the performance of the procedures with respect to the fraction of times the right sparsity pattern is chosen or the fraction of times all relevant covariates are retained. However, all procedures get more imprecise. Since this is also the case for the OLS Oracle this is not a particular artifact of the Bridge class of estimators.
Experiment C reveals that as the correlation gets very high the performance of the Bridge and BIC deteriorate. On the other hand the Marginal Bridge continues to detect the right sparsity pattern in more than half of the cases. However, even the latter fails to retain all relevant variables in all cases.
Experiments D-F illuminate the asymptotic properties of the Bridge and the Marginal Bridge. In particular the Marginal Bridge with BIC used to determine λ N detects the correct sparsity pattern in almost all cases irrespective of the correlation structure imposed on the covariates. The performance of the Bridge also gets significantly better as the sample size is increased while the LASSO only improves moderately. The Loss of all procedures is reduced and and the parameters are estimated more precisely.
It is seen that in general the BIC is a better way of determining λ N than cross validation. BIC detects the correct sparsity pattern more often and only in Experiment C one finds that cross validation is superior with respect to the number of relevant variables retained. Table 2 holds the results for the Experiments G-I which investigate the performance of the Marginal Bridge in the p N > N T N case. As can be expected the correct sparsity pattern is detected less frequently. However, all relevant variables are retained very often while only few irrelevant variables are kept in the model. Hence, the Marginal Bridge is still a very effective tool for dimension reduction.
The LASSO and the Marginal Bridge perform equally well in Experiments G and H (slight advantage for the LASSO) while the LASSO is superior in Experiment I. However, the LASSO also takes a lot longer to compute and the models it chooses are bigger. The following idea which builds on the thoughts of Fan and Lv (2008) could potentially improve the performance of the Marginal Bridge: estimate the Marginal Bridge one or several times more using the residuals from the first (previous) step as left hand side variables. This will lower the priority of those irrelevant variables which seemed relevant only through their high correlation with some of the relevant variables already included.
Conclusions
This paper introduces the Bridge and Marginal Bridge estimator in a linear panel data setting allowing for random as well as fixed effects. When p < N T N it is shown that the Bridge estimator (and Marginal Bridge) has the oracle property. It sets all coefficients that are truly zero to zero and the asymptotic distribution of the estimator of non zero coefficients is the same as if the sparsity pattern had been known. Monte Carlo experiments underscore this conclusion and are used to investigate the finite sample properties of the procedures. They also reveal that the Schwarz information criterion is more useful than 10 fold cross validation for selecting λ N . This is encouraging since BIC is also faster than cross validation.
When p > N T N it is shown that the Marginal Bridge estimator still detects the the correct sparsity pattern with probability converging to one. This is true in the random as well as the fixed effects setting and without any assumptions on the dependence between the covariates. Furthermore, the Marginal Bridge estimates are extremely fast to compute since it only uses marginal information to decide whether a variable is relevant or not. The Marginal Bridge is also shown to perform well in the p N < N T N setting. In p N > N T N setting the Marginal Bridge does not always retain all relevant variables. An iterative procedure was proposed to solve this problem. Working out the properties of this procedure is left for future research.
where the first inequality follows from the Cauchy-Schwarz inequality. Since
Hence,
and the result follows from the conditional Jensen inequality.
Lemma 2. Let {X n } n∈N and {Y n } n∈N be sequences of nonnegative random variables. If there exists an integer N 0 and a constant C such that for n ≥ N 0
Proof. It suffices to show that for any
Assume the opposite is true for some > 0 to reach a contradiction. Then,
which is the desired contradiction.
Proof of Theorem 1. We first show that
., N T N ) . With these definitions
and by the sub additivity of
N . By sub additivity of the norm . this implies
2 for x, y ∈ R by the convexity of x → x 2 one has
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Since the number of non zero coefficients is
where the inequality is a consequence of assumption (A5). Since ρ 1N is the smallest eigenvalue of
. Next we show Like Huang et al. (2008) we use the idea from the proof of Theorem 3.2.5 in Van der Vaart and Wellner (1996) . Let
. For every N partition the parameter space (excluding
The last term in (7.1) converges to 0 by the consistency ofβ N established in the first part of the theorem. The theorem is established by showing that the first term on the right hand side can be made arbitrarily small by choosing M sufficiently large. To this is end let β ∈ S l,N for an arbitrary l summed over, and notice that
Regarding the first term in (7.2),
Regarding the third term in (7.2) we notice that β ∈ S l,N and 2 l−1 < δ/r N implies that β − β 0 /r N ≤ 2 l < 2δ/r N . Hence, it suffices to consider β's satisfying 8 Note that
and conclude using the subadditivity of P .
β − β 0 < 2δ. Since δ > 0 is arbitrary and the entries of β 01 are bounded uniformly away from the 0 by b 0 the mean value theorem may be applied to conclude that for some ζ k between β 1k and β 01k
γ−1 and the second to last estimate follows from Jensen's inequality. Hence, on
Hence, by the conditional Markov inequality and Lemma 1
for N sufficiently large. Hence, by iterated expectations and assumption (A1)
Finally, this implies that
which is convergent and so the tail can be made arbitrarily small by choosing M sufficiently large.
Lemma 3. Suppose 0 < γ < 1. Letβ N = β 1N ,β 2N . Thenβ 2N = 0 with probability converging to 1 under assumptions (A1)-(A7).
1/2 so for all > 0 there exists a constant C such that for N sufficiently large
Put differently,β N ∈ β : ||β − β 0 || ≤ Ch N with probability converging to 1. Let
Choosingβ N is then equivalent to choosing u 1 and u 2 . Since ||u|| = ||β N − β 0 ||/h N which is bounded by C with probability approaching 1 we may assume ||u|| 2 = ||u 1 || 2 + ||u 2 || 2 ≤ C 2 and define
To establish the lemma it now suffices to show that for any u with u ≤ C, V N (u 1 , u 2 ) − V N (u 1 , 0) > 0 with probability converging to 1 if u 2 = 0. Now,
Regarding the sum of the first two terms since 2xy ≥ −(
where the last inequality follows from assumption (A2) and the fact that ||u 1 || ≤ C. Hence,
Regarding the third term it follows from Jensen's inequality (conditional version)
where the last inequality used that
Hence, since h N is measurable wrt. σ(X N ),
and so
by assumption (A7). Regarding the fourth term since u 2 = 0 we have
by assumption (A4) and so the fourth term diverges to infinity. Since p N ρ −2
1N
∈ Ω p (1) this completes the proof.
Proof of Theorem 2. The first part has been established in Lemma 3. Sinceβ N is consistent it follows from assumption (A5) that for an arbitrary > 0
Choosing = b 0 /2 shows that with probability converging to one min |β 1N j | |1 ≤ j ≤ k ≥ b 0 /2 and soβ 1N is bounded away from 0. Hence L N is differentiable atβ 1N with probability converging to one. And soβ 1N satisfies
That is,
with probability converging to 1 where ψ N is a k × 1 vector with l'th entry given by
. This can be rewritten as
Since P (β 2N = 0) → 1 the last term equals 0 with probability converging to 1. From the Cauchy-Schwarz inequality in R k it follows that
by assumption (A2), we get with probability converging to one
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Since s
2 /(σ||α||) by assumption (A2) it is also true that
Now, defining W i,N = (w i1 , ..., w iT N ) and i,N = ( i1 , ..., iN T N ) one first notices that
where the first limit is in P -measure. To see why (7.4) is true let Z j be a fixed entry in w j w j , j = 1, ..., N T N . Letting η > 0 be arbitrary and using the Markov inequality
9 All limits are taken elementwise in the matrices.
by iterated expectations and
α is convergent it is bounded. Hence, the Lindeberg condition is satisfied since for all δ > 0
is uniformly integrable
10
. Hence,
And so by (7.3),
is uniformly integrable which is what we really need.
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Proof of Theorem 3. (i) If T N = T for a fixed T U 1N = U 1 for all N where U 1 is defined in the obvious way, does not depend on N and belongs to L 2 (P ). Hence,
by Lebesgue's Dominated Convergence Theorem.
(ii) By the Cauchy-Schwarz inequality
is convergent it is bounded by a constant C.
where W ji 1N is jth row in the ith column of W 1N . Since the rows of W 1N are identically distributed and
is uniformly integrable for all
by Lebesgue's Dominated Convergence Theorem. By Hoffmann-Jørgensen (1994) (page 338) 11 this implies that
is uniformly integrable which in turn implies that
is uniformly integrable by Hoffmann-Jørgensen (1994) (page 337)
dominates U is uniformly integrable.
Proof of Corollary 1. For fixed T N (7.5) reads
The partial averages of a uniformly integrable sequence are themselves uniformly integrable. 12 Finite sums of uniformly integrable sequences are themselves uniformly integrable.
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where absence of subscript N indicates that the matrices no longer depend on T N . In the fixed effects setting W 1 = DD −1/2 DW 1 and so
where the last inequality used that D DD −1 D is symmetric and idempotent and that premultiplication of it corresponds to columnwise demeaning. The proof of part (ii) is similar using W 1 = Ω −1/2W
1 .
Next we turn to the properties of the Marginal Bridge Bridge estimator.
Lemma 4. For any w N > 0,
By the Markov inequality,
Since for any sequence of random variables (X 1N , 1N , ..., X N N , N N ) are independent (calculate the characteristic function and observe that it factorizes). This implies X N ⊥ ⊥ N . Finally, it is seen that 11 , ..., N T N are independent (again calculate the characteristic function and observe that it factorizes). From these observations it follows that the last three expectations above are all 0. And so, which establishes (7.6). Next we establish (7.7).
Since min k∈K N |ξ N k | ≥ ξ 0 > 0 by assumption (B1) we may write, 
