Within the supply chain context, schedule instability is caused by revisions to forecast demand from customers, problems with scheduled deliveries from suppliers, and disruptions to internal production. Supply chain partners attempt to address schedule instability by regular exchanges of information flows on current demand and delivery forecasts. However, if these updating information flows are unreliable and likely to be over-ridden by subsequent updated schedules, then the problem of schedule instability at the supplier-customer interface is not being solved. The research hypothesis investigated in this paper is whether supply chain partners may reduce schedule instability at the supplier-customer interface by identifying and omitting complexity-adding information flows. To this aim, previous work by the authors on an information-theoretic methodology for measuring complexity is extended and applied in this paper for identifying complexity-adding information flows. The application consists of comparing the complexity index of actual exchanged information flows with the complexity index of scenarios that omit one or more of these information flows. Using empirical results, it is shown that supply chain partners may reduce schedule instability at the supplier-customer interface by identifying and omitting complexity-adding information flows. The applied methodology is independent of the information systems used by the supplier and customer, and it provides an objective, integrative measure of schedule instability at the supplier-customer interface. Two case studies are presented, one in the commodity production environment of fast-moving consumer goods, and another in the customised production environment of electronic products sector. By applying the measurement and analysis methodology, relevant schedule instability-related insights about the specific case-studies are obtained. In light of the findings from these case studies, areas for further research and validation of the conditions in which the proposed research hypothesis holds are also proposed.
Introduction
The purpose of this paper is to present a novel application of an information-theoretic methodology to assess to what extent schedule instability at the supplier-customer interface can be reduced by identifying and omitting complexity-adding information flows. Complexity-adding information flows in this paper refer to the draft schedules that are not accurate predictors of the actual final production schedules. Therefore, to keep up with the changes the draft schedules recommend would add unnecessary (i.e. non-value-adding) complexity to an organisation's operations.
The contribution of this paper is three-fold. First, the paper considers the research hypothesis, "by omitting some intermediate versions of the schedule (information flows), supply chain partners can reduce their schedule instability". Second, to investigate this hypothesis, we extend and apply an information-theoretic, information system-independent methodology to identifying complexity-adding information flows at the supplier-customer interface, across two case-studies. Having identified complexityadding information flows, this paper shows that schedule instability in the supplier-customer interface may be reduced by omitting complexity-adding information flows. This novel application provides quantifiable guidance on the effects of removing information Contents lists available at SciVerse ScienceDirect journal homepage: www.elsevier.com/locate/ijpe flows across the supplier-customer interface. Third, this paper presents empirical case study data from real-world manufacturing supplier-customer interfaces, within the schedule instability context. So, the application of this methodology is grounded in practice and the insights and recommendations emanating from the analysis are directly relevant to the participating organisations. Two case studies are presented in this paper, one in the commodity production environment and another in the customised production environment. By using real-world industrial case studies, this research contributes to the currently limited body of empirical research that exists in the study of supplier-customer information exchange and schedule instability. As Huang et al. (2003,page1 5 1 0) stated: "the empirical approach has not been widely used in the literature to find out the perceived benefits and difficulties [of supplier-customer sharing information] from the point of view of industrialists".Mo r er ec e nt l y , Pujawan and Smart (2012) concluded that the main perceived causes of schedule instability are external to the manufacturing organisation (at the supplier-customer interface), and called for more empirical studies on schedule instability to be carried out within the supply chain context.
Typical research methodologies used to investigate schedule instability as evidenced in the literature (Mula et al., 2006) a r e computer simulations (e.g. Rodriguez-Verjan and Montoya-Torres, 2009; Narayanan and Robinson, 2010; van Donselaar and Gubbels, 2002; Sahin and Robinson, 2005) and analytical models (e.g. Cachon and Fisher, 2000; Lee et al., 2000; van der Sluis, 1993) . The use of realworld empirical case study data in this research is a valuable contribution to investigating schedule instability and supplier-customer information exchange.
The structure of the paper is as follows. Section 2 presents the background and literature review of the research, Section 3 outlines the operational complexity methodology, Section 4 applies the methodology to measuring schedule instability at the supplier-customer interface, Section 5 presents two case studies, Section 6 discusses the results and Section 7 ends the paper with some concluding remarks, limitations and future research.
Background and literature review
Organisations seek to integrate their supply chains by frequent information exchanges with their supply chain partners, so that each p a r t yi sa w a r eo fc h a n g e sa n dr e v i s i o n st ot h ep l a n n e dd e l i v e r yo f products, in terms of scheduled due date and quantity. However, although this open and honest exchange of information may lead to greater transparency, awareness and coordination between suppliers and customers (Arshinder and Deshmukh, 2008; Lamming et al., 2001; Martinez-Olvera, 2008) , it also carries costs. These costs include the information management costs of gathering, formatting, recording, maintaining and transmitting the information, and the installation and running costs of the IT system that supports these activities (Sahin and Robinson, 2002; Gattiker and Goodhue, 2004; Kelle and Akbulut, 2005; Wu et al., 2007; Bartezzaghi and Verganti, 1995; Ackoff, 1967) . The organisation that receives these information flows must also decide how to react to them (giving rise to more costs associated with recording, possibly re-formatting the information, and revising production and, possibly, delivery schedules for other customers) in order to accommodate the changes that have been requested.
It is worth mentioning that the information flows discussed in this paper are those that are formally agreed to be exchanged between the customer and the supplier a priori (e.g. Purchase Order). Therefore, other forms of information flows, such as informal communications, are not covered in this research.
The organisation that receives several versions of these formal information flows could be either the supplier or the customer, and the product to be delivered could be a commodity item (mass produced good), or a specialised product (customised product). Regardless of whether they are the supplier or customer, the receiving organisation has to decide whether and how to respond to the revised plan or schedule.
Many authors have considered the problem of schedule instability and system nervousness (e.g. Pujawan, 2004; Pujawan and Smart, 2012; Koh, 2004; van Donselaar and Gubbels, 2002; van der Sluis, 1993; Blackburn et al., 1985) . Here an application of an information-theoretic methodology for assessing the schedule instability is presented, by identifying information flows which can be complexity-adding at supplier-customer interfaces. Thus, this paper extends the authors' previous work on the operational complexity of manufacturing systems Sivadasan et al., 2002 Sivadasan et al., , 2004 Sivadasan et al., , 2006 Sivadasan et al., , 2010 to assess and provide insights into the measurement and management of schedule instability at supplier-customer interfaces.
Supplier-customer interface
All supply chains consist of organisations that are linked by information and material flows. However, these links define the dependencies between individual organisations vs. overall supply chain constraints and objectives. Decision-making, i.e. acting on information and material flows Huchzermeier and Loch, 2001; Sahin and Robinson, 2002 ) plays a key role here.
Organisational units may be modelled as material and information processing units with three basic characteristics of supply, transformation and demand (Christopher, 2005; Davis, 1993) . The primary links between the organisational units include the oneway flow of material from the supplier to the customer and the two-way exchange of information between them. Secondary links may include the reverse flow of material and the consequent twoway flow of money. A supplier-customer interface in this paper consists of the information flows between the supplier and customer as given in Fig. 1. 
Schedule instability and schedule nervousness
There is a difference between "schedule instability" and "schedule nervousness" (also referred in the literature as "system nervousness"). Schedule instability is defined as the frequent changes to production schedules (Pujawan and Smart, 2012; Sridharan and LaForge, 1989) . "Schedule instability" is considered the cause of "schedule nervousness". The reported causes of schedule nervousness include problems related to the mismatch between external and internal supply and demand, which affect changes in the lot-sizing decisions within MRP systems (Ho, 2002; Narayanan and Robinson, 2010) which can compound into knockon effects to other components within the same bill of materials (BOM), and to other products that use the same production facilities (Koh, 2004) . Manufacturers respond to mismatch between supply and demand problems by holding extra stock as a buffer against delays and shortfalls by suppliers (Koh et al., 2002) , which seems to be more effective than building in safety lead time. However, the extra inventory leads to extra costs, and not necessarily to improvements in customer deliveries (de Kok and Inderfurth, 1997; Childerhouse et al., 2008; Huaccho Huatuco and Calinescu, 2011) . The consequences of schedule nervousness include loss of management trust in the MRP system (Blackburn et al., 1985 (Blackburn et al., , 1986 or ERP system (Koh and Saad, 2006) , fluctuation in capacity utilisation, rescheduling costs and confusion in delivery schedules (Ho, 1989 (Ho, , 1992 (Ho, , 2002 Ho and Ireland, 1998) , increased costs in record keeping and dissemination of schedules, increased material handling costs and management interventions (Inman and Gonsalvez, 1997) . Although mitigation strategies, such as improved forecasting (Blackburn et al., 1985 (Blackburn et al., , 1986 van Donselaar and Gubbels, 2002) , can help to alleviate the problem of schedule nervousness, several authors recommend uncovering the underlying causes of schedule nervousness and addressing those in the first place. Many authors (e.g. Blackburn et al., 1985 Blackburn et al., , 1986 Koh, 2004; Koh and Saad, 2006; Stadtler, 2005) call for a greater understanding of the reasons for schedule nervousness, but current measures of systems nervousness do not have the precision or focus to pinpoint its underlying causes.
Quality of information
Information flows can be regarded as the controlling factors in the supplier-customer interfaces. The manner in which information is transmitted and used across organisational interfaces has been identified as a critical factor for the success of entire supply chains (Mason-Jones and Towill, 1999; Al-Mudimigh et al., 2004) . Extending the definition of 'information quality' given in the literature (Kehoe and Boughton, 2001; Kahn et al., 2002; Huang et al., 2003) a responsive and flexible supplier-customer interface would ensure that the relevant information on all flows is accurate and comprehensive, being made accessible, to the right place, at the right time in the correct format. McGuffog and Wadsley (1999) stated the issues surrounding the quality of information, where poor quality definitions of products, orders, payments and general logistics can amplify the levels of uncertainty and unreliability across organisational boundaries. These were confirmed by Childerhouse et al. (2008) whose studies of the European automotive industry showed the impact of the delivery process as well as demand forecasts. Poor quality information transfer between organisations can be amplified and become more uncertain as information undergoes transformations, delays and losses as it travels through the supply chain (Forrester, 1958 (Forrester, , 1961 Childerhouse et al., 2008) . To improve the overall performance of organisations there needs to be a reduction in information uncertainty (Wilding, 1998) and improvements in the quality of the information (van der Vorst and Buelens, 1998) transmitted across organisational interfaces.
Materials vs. information flows
However, regardless of the criticality of information flows, organisations often focus on material flows when addressing supplier-customer interface issues (van Donselaar et al., 2000) . This approach is often motivated by the tangible nature of material flows, and driven by the dominance of customers and the prevalence of contractual agreements on material delivery adherence. There is a balance to be struck between tracking every information flow, which may be revoked or modified later, and selectively ignoring or omitting complexity-adding information flows. The scarcity of tools that provide effective guidance on the effects of adding or removing information flows on supply chain issues will be addressed in this paper.
Often, this lack of attention to information flows can impede organisational performance, as uncertainties and variations are carried and amplified across organisations through information transfers. A study of Hewlett-Packard's supply chains (Davis, 1993) considers orders as the primary information communication between businesses. The study estimated that 60% of its inventory was used as protection against irregular and unpredictable customer orders, whilst only 5% was against material supply variance such as late deliveries and poor quality products. Childerhouse et al. (2008) found significant real-word correlations between customer schedule volatility and poor supplier deliveries performance. These industrial examples support the proposition that unpredictability and variability of information flows are at least as important as material flows.
Timing and frequency of information updates
Across the dynamic supplier-customer interface, one way to improve performance is to provide (and manage effectively) information updates. The addition or removal of information flows can affect the performance of the supplier-customer interface, but doing this involves cost in generating, transmitting, receiving, recording, interpreting and acting upon information updates (Sahin and Robinson, 2002; Ackoff, 1967) . Apart from the overheads involved in managing information flow exchange, organisations need to be aware of the impact that reacting to each information update may have on their operations.
Often, the lack of attention to managing cross-organisational information flows arises primarily because organisations have little knowledge of the impact that schedule instability has on their performance. Through a novel application of an informationtheoretic methodology, this paper presents two empirical case studies for reducing schedule instability by identifying and omitting complexity-adding information flows in supply chains.
Measuring operational complexity
Information theory provides a measure of the amount of information required to describe the state of the system (Shannon, 1948; Shannon and Weaver, 1949 ). Shannon's seminal work was originally intended for communication channels, but Frizelle (e.g. Frizelle and Woodcock, 1995; Frizelle and Suhov, 2008) and Efstathiou and co-workers (e.g. Calinescu et al., 1998 Calinescu et al., , 2000 adapted and applied these ideas to manufacturing systems.
From an information-theoretic perspective, the operational complexity at a supplier-customer interface can be defined as the amount of information required to monitor the state of the system in order to manage it (Sivadasan et al., 2002 (Sivadasan et al., , 2006 (Sivadasan et al., , 2010 . The operational complexity measure is relative to the level of control, and the detail and frequency of monitoring required at the interface. The proposed information-theoretic expression for measuring the operational complexity across supplier-customer interfaces, H o ðSCÞ, is given in Eq. (1). The derivation of this equation, its data requirements and calculation detail of the operational complexity measure are given in Sivadasan et al. (2006) , and a practical data collection methodology for conducting this analysis is outlined in Sivadasan et al. (2002) , which includes: (a) direct observations of the production shopfloor at the supplier and the customer production premises, (b) interviews with production and supply chain managers and (c) collection of recent and historical production related records both on paper or in electronic formats.
where H o ðSCÞ: operational complexity index for a supplier-customer interface.
F: number of Flow Variations, a flow variation is the arithmetic difference between two information flows, e.g. Forecast-Order, c i : number of observations required during a particular time interval for which the Flow Variation i is monitored by the Controller, U: number of products, R: number of reasons, p ij : probability of product j across Flow Variation i being in the scheduled (in-control) state, NS: number of non-scheduled (out-of-control) states across flow i for product j and reason k, and p ijkl : probability of product j across flow i being in nonscheduled (out-of-control) state l due to reason k.
Consider the supplier-customer interface in Fig. 1 . The Customer sends an Order with an expected delivery date to the Supplier. The Customer follows this later with a revised version of the order, Forecast, based on forecast orders from their downstream customers. As the scheduled due date approaches, a further version of the order is sent, the Updated Forecast. Then, ideally, the actual delivery occurs according to the quantity stated in the latest forecast.
The variables to be considered in measuring the operational complexity, H o ðSCÞ, in bits per week are briefly outlined below.
The number of Flow Variations monitored at the interface (F)is related to the information flows used, e.g. two flow variations are (Forecast-Order) and (Updated Forecast-Forecast). Where i¼1 corresponds to (Forecast-Order), i ¼2 corresponds to (Updated Forecast-Forecast), hence F¼ 2.
The number of observations (c i ) is the frequency by which Flow
Variation i is monitored. For example, if the Updated Forecast and Forecast are both sent once a week and the Order is sent once a day, 5 days a week, then the variation between (Forecast-Order) would be monitored 5 times per week, and that between (Updated Forecast-Forecast) would only be monitored once per week. In this case c 1 ¼5 and c 2 ¼1 per week.
The number of products (U) represents the number of products chosen (for the research) to be monitored in the case studies, which could be for example those products perceived by the supply chain managers as the most difficult to manage.
The number of different reasons (R) relates to the causes for production going 'out of control' (i.e. differing from the schedule).
The probability (P ij ) is calculated using the collected case study data in terms of both current and historical data for the 'in-control' state.
Where variations are recorded, each variation is assigned to one of the out-of-control states or non-scheduled states (NS) which are defined by the Controller (e.g. the Production Manager) according to the level of detail he/she decides to monitor. p ijkl is calculated using the collected case study data in terms of both current and historical production data for the 'out of control' states.
An example of the operational complexity calculation is given in Table 1 below. Assume there are three information flows, which result in two Flow Variations, i.e.: (Updated Forecast-Forecast) and (Order-Updated Forecast). These flow variations are monitored as indicated by i ¼1 and i¼ 2. For given probability distributions across this interface, where j¼k ¼1, P ij ¼ 0 and c i ¼1 per week, the operational complexity associated with monitoring these two flow variations is given as 1.97 bits per week.
The operational complexity between information flows is associated with variations in quantity or time between the expected and actual information flows. With respect to information flows, operational complexity refers to the variations in quantity or time that appear across successive information flows. For example, across the interface, the delivery quantity or delivery time requests may differ, for any product, from the Order to Delivery. The problem investigated here is the uncertainty of not knowing how many more (or fewer) units of a product are required than previously specified and how much earlier (or later) that product is required than previously informed.
Applying the methodology for assessing schedule instability
This methodology has been applied in an earlier paper (Sivadasan et al., 2010) to investigate the operational complexity associated with supplier-customer integration. In this paper we extend the application of this methodology to assess and reduce schedule instability at the supplier-customer interface by identifying and omitting complexity-adding information flows. The steps to applying the information-theoretic methodology for assessing schedule instability are briefly outlined here, with reference to Fig. 1. 1. The 'AS IS' information flows exchanged between the customer and the supplier are identified, and the operational complexity of each flow variation (Forecast-Order; Updated ForecastForecast; and Delivery-Updated Forecast) is calculated, using Eq. (1). This is referred to as the Base scenario or Scenario (i). 2. Information flows are systematically omitted from the pattern of information exchange between the two organisations, generating a new scenario each time. For example, for the supplier-customer interface in Fig. 1 , Scenario (ii) could be to omit the Forecast. Scenario (iii) could be to omit Updated Forecast; Scenario (iv) could be to omit both Forecast and Updated Forecast; and so on. It is assumed that when an information flow is omitted, all the other information flows remain unchanged. 3. The operational complexity is re-calculated for the information flows in each of the generated scenarios. For example, for Scenario (ii) above, the operational complexity of each new flow variation (Updated Forecast-Order; and Delivery-Forecast) is then calculated, using Eq. (1). This calculation measures the information-theoretic difference between two versions of the schedule, giving an indication of schedule instability. 4. The complexity measures of the generated scenarios are analysed and compared against the Base scenario complexity measure. When a generated scenario is found to have a lower complexity measure than the Base scenario, then the omitted information flow in that scenario can be identified as a complexity-adding information flow. In such a case, the schedule instability at the supplier-customer interface reduces when a complexity-adding information flow is removed. The scenario with the least complexity is considered to be the least schedule instability scenario. The complexity is zero when the facility is always under control or as previously scheduled.
The advantage of the methodology is that it is simple to apply and can be done off-line (i.e. after the data collection). The novel application of this methodology provides a tool for manufacturing organisations to assess whether the information flows they are using for managing and controlling their production are complexity-adding or complexity-reducing at the supplier-customer interface. If some information flows are found to be complexity-adding and non-value adding, these could be eliminated to reduce the overall complexity at the interface without affecting the overall performance of the facility.
The limitations of the methodology are that the results are case-dependant. Therefore, it is difficult to generalise the findings. Other approaches such as computer simulations and analytical solutions could be used for generalisation of results, but they would lack the individual data-rich 'in depth' findings of this case study methodology. The first interface investigated is of a supplier-customer interface within the FMCG (Fast-Moving Consumer Goods) sector. Company B is a bottle-filling plant and its principal bottle supplier is Company A. With reference to Fisher (1997) , the Company A-Company B interface belongs to functional products operating in an efficient supply chain.
Information flows were monitored at the Company A-Company B interface (Fig. 2) to capture the operational complexity associated with Company B's demand forecasts for bottles. These information flows are described below. Delivery: Actual delivery of products from Supplier A to Customer B. Please note that this flow was not analysed in this interface due to the units being different from the other flows and the difficulty in matching specific orders with deliveries within the same data collection period.
Within each organisation, 2 weeks were dedicated to current data collection, which was supported by 3 weeks' historical data. This provided 5 weeks' data from each organisation (supplier and customer) at two different periods in time. Combining the interface data from both organisations, 10 weeks' data were available for analysis at the Company A-Company B interface, which involved eight products, between 60 and 334 data points, depending on the scenario analysed.
Data analysis
The Company A-Company B interface operated with four distinct information flows, from which three Flow Variations were identified. It is reasonable to assume that each information flow contributed differently to the operational complexity at the interface. The operational complexity associated with the Flow Variations was calculated with respect to variations in quantities delivered (Table 2) .
Four scenarios were analysed, as follows: The operational complexity calculations are based on the assumption that when an information flow is omitted, all the other information flows remain unchanged.
The analysis is carried out at product level, from which the amount of information monitored per week is calculated. The state boundaries (an 'in control' state and five 'out of control' states) were defined according to the level of action needed to be taken by the decision maker, e.g. the production scheduler. For a discussion on definition of states, see Sivadasan et al. (2001) . The results obtained for the Company A-Company B interface are presented next.
Results and discussion
The results of the analysis are given in Fig. 3 , where the operational complexity across the different Flow Variations is presented for the four scenarios listed above. Note the direction of all the arrows flow from Customer to Supplier in this commodity production environment. Fig. 3 shows that the operational complexity of the system decreases from Scenario (i) to Scenario (ii), and then increases from Scenario (i) to Scenario (iii) and from Scenario (i) to Scenario (iv). The Base scenario, i.e. Scenario (i) presents the interface system 'AS IS', with three information flows. In this scenario, the Controller needed to manage these information flows with an operational complexity of 1.93 bits per week, which results from the addition of the operational complexity indices calculated using Eq. 1 for each of the three flow variations, i.e.: (CDI 1 Week−CDI Forecast) ¼0.46, (WMR−CDI 1 Week)¼1.21 and (DMR−WMR) ¼0.26. The same method of calculation is applied to the remaining scenarios.
In the second and third scenarios, it is assumed that Company B does not provide Company A with the CDI 1 Week and WMR, respectively. Scenario (ii) has the least complexity of the four scenarios, at 1.68 bits per week. This represents a reduction of 13% from the Base scenario (Scenario i), which is calculated as: (new −base)/base Â 100. This suggests that the best strategy for the two companies would be for the customer to send the CDI Forecast, and then follow up with the WMR and DMR because this scenario has the least operational complexity. Comparing with Scenario (i), this analysis would suggest that the CDI 1 Week is actually contributing to schedule instability, by introducing information that is uncertain and variable, and which is later overridden. Scenario (iii), removing the WMR, greatly increases complexity (285%), since there are large discrepancies between CDI 1 week and DMR, which would cause many changes to the scheduling and set-up for final production. Similarly, Scenario (iv) has a high level of operational complexity (299% over Base level, 7.70 vs. 1.93 bits), suggesting that substantial late changes would be required if CDI 1 Week and WMR had not been provided.
This analysis shows that WMR is a good predictor of DMR, since it generates a low operational complexity (0.26 bits per week). Perhaps surprisingly, CDI 1 Week and CDI Forecast show similar levels of operational complexity with respect to DMR (6.98 and 7.70 bits per week, respectively). Therefore, it is suggested that it is probably not necessary for the Customer to issue both information flows to the Supplier. They are very similar in content, and are likely to be over-ridden by the WMR, which is much closer to the DMR. In particular CDI 1 Week seems to increase schedule instability. In the light of these findings, our recommendation was that the companies A and B should consider whether to continue with the preparation, distribution and processing of CDI 1 Week. So, managers should consider adopting Scenario (ii) with the sequence of information flows: {CDI Forecast, WMR, DMR}. The organisations in this interface later carried out an 'integration' exercise which consisted on the supplier 'co-locating' dedicated facilities for the customer. This implied the omission of the CDI Forecast and the CDI 1 Week, which greatly increased the complexity after integration (Sivadasan et al., 2010) .
Customised production: the Company C-Company D interface

Case study background
The second supplier-customer interface investigated belongs to the Customised Production environment, involving Company D, a large manufacturing company final assembly area and Company C, its key bare Printed Circuit Boards (PCB) supplier. With reference to Fisher (1997) , the Company C-Company D interface belongs to the class of innovative products operating in a responsive supply chain. In this case, the Supplier was more proactive than in the Company A-Company B interface, and provided regular updates on its progress according to the schedules that the Customer provided. The Customer was subject to high levels of operational complexity, due to production difficulties and downstream fluctuations.
The flows monitored at the Company C-Company D interface are identified in Fig. 4 . The supplier (Company C) would send a Quote (Q) to which the customer (Company D) could agree and then place the Purchase Order (PO). Next, the supplier (Company C) would respond with an Order Acknowledgement (OA), which confirmed the receipt of the Purchase Order (PO). Each Purchase Order and Order Acknowledgement contained information on only one product. Each week, a Progress Report (PR) was sent from Company C to Company D to provide an update of Company C's production. This was then followed by the Delivery of the PCBs. These information flows were monitored for variations in quantity, as described below. Delivery Note (DN): This information flow contained information on the actual dispatch of the PCBs from the supplier to the customer.
Within each organisation, 2 weeks were dedicated to current production data collection, which was supported by historical data: 1 month from Company D and 6 months from Company C, which involved two products and between 70 and 179 data points, depending on the scenario.
Data analysis
At the Company C-Company D interface, the operational complexity associated with Flow Variations was calculated with respect to the quantity of PCB's variations (Table 3) .
Five scenarios were analysed, as follows: As with Company A-Company B's interface, it was assumed that when an information flow is omitted, all the other information flows remain unchanged.
The calculations considered the Standard and Fast-Turnaround (FTA) product types, and operational complexity units were calculated in bits per week.
Results and discussion
The results of the scenarios are shown in Fig. 5 below. Note the direction of the arrows flow mostly from Supplier to Customer in this customised production environment, which is in contrast to the flow from Customer to Supplier as seen in the commodity production environment.
This case shows lower operational complexity than the previous case (Company A-Company B interface). The Base Scenario's operational complexity is 0.32 bits per week, which results from the addition of the operational complexity indices calculated using Eq. 1 for each of the four flow variations, i.e.: (PO−Q)¼ 0, (OA −PO) ¼0, (PR−OA) ¼0.03 and (DN−PR)¼0.29. The same method of calculation is applied to the remaining scenarios.
The complexity is lower than the previous case study at 1.33 bits per week in the highest complexity scenarios. In this case, it can be seen that the supplier-customer interface is more stable with little variation seen between the exchanged information flows.
The least complex scenario (apart from the Base scenario) is Scenario (ii) which omits PO or OA, with 0.32 bits per week. This means that the effect of omitting either of these information flows is neutral (0%) in terms of contributing to schedule instability. It is clear that information flows PO or OA are not contributing to the planning process, except by confirming that nothing has changed. Therefore, a new information flow exchange plan could be {PO, PR, DN}. Alternatively, {Q, PR, DN} could be used with the same level of complexity, but providing a longer planning horizon. The exchange of only two information flows, either {Q, DN} or {PO, DN} would increase complexity to 1.33 bits per week or 316% increase, which is calculated as: (new−base)/base Â 100. The supply chain partners would be advised in this case to consider these two options, leave the exchanges as they are, or a three-information flow exchange, since their ordering and supply relationship is very stable, as can be seen from the complexity measurements shown in Fig. 5 .C u s t omised, innovative products rely heavily on customer service levels, with one element of the relationship of trust being the 'updates' sent by the supplier. These suggestions should be seen in the light of the objectives set and agreed by the supply chain partners. The organisations involved in this interface (as far as the authors know) continued using the same information flows as stated in the Base scenario, as they had already a system which minimised the schedule instability at the customer-supplier interface.
Discussion of results
It is argued in this paper that complexity-adding information flows between supply chain partners can contribute to schedule instability by causing changes to supply and delivery schedules, which can be later withdrawn or overridden. The analysis presented in this paper shows how complexity-adding information flows can be identified and the extent to which they can contribute to schedule instability. This information-theoretic methodology has been applied to measuring the information-flow complexity of two very different supplier-customer interfaces (i.e. commodity vs. customised production), under different scenarios.
The case study in the commodity production environment showed that the customer generated most of the complexity by providing different versions of the demand forecast, which the supplier ignored and ultimately delivered from stock, when the final requirements were fixed. In the customised production environment case study, the supplier provided information flows which did not add much valuable information, but helped to keep the customer reassured that the agreed deliveries were still valid. Recommendations were made to the managers at the companies involved, as how to deal with schedule instability within their particular production environment. The proposed application of the information-theoretic methodology can help the participating companies detect situations where too-frequent information flow exchanges contribute to schedule instability, since these flows would often lead to schedule updates or production changes which are later withdrawn or over-ruled. This method can help supply chain partners to identify new, effective strategies for information exchange that could damp down schedule instability and thus reduce the costs associated with exchanging information and responding to it unnecessarily. This is in agreement with results found by Wu et al. (2007) , where less complexity in commodity production environments is equivalent to lower costs.
In the case of the customised production environment, the proposed application of the information-theoretic methodology can help the participating companies detect unnecessary information flows. In an objective sense (i.e. using operational complexity) these duplicate information flows are neutral in their contribution to schedule instability at the supplier-customer interface, but do provide reassurance that the original delivery agreements remains under control. This fin d i n gi si nc o n t r a s tw i t ht h efindings by Sahin and Robinson (2002) who reported a much higher benefit( 4 7 . 5 8 %c o s t savings) in terms of sharing informa t i o ni nc u s t o m i s e dp r o d u c t i o n .
Conclusions
This paper presents a novel application of an information-theoretic methodology for identifying complexity-adding information flows.
Furthermore, this paper presents empirical case study data to show that schedule instability at supplier-customer interfaces can be reduced by identifying and omitting complexity-adding information flows.
The proposed research hypothesis that "by omitting some intermediate versions of the schedule (information flows), supply chain partners can reduce their schedule instability" is accepted for the case study of commodity products, since omission of an information flow leads to a reduction in complexity (lower schedule instability). However, the hypothesis is rejected for the case study of customised products, since omission of information flows in this production environment leads to higher complexity (higher schedule instability). The hypothesis holds true only when 'complexity-adding' information flows are omitted.
This study provides further evidence to support recent findings (Huaccho Huatuco and Calinescu, 2011) that, perhaps counterintuitively, commodity production can exhibit higher operational complexity than customised production. The case study in the commodity production environment showed that the customer is the main source of complexity-adding information flows, whereas the case study in the customised production environment showed that it is the supplier that is the main source of complexityreducing information flows.
Based on the findings of this paper, schedule instability may be reduced by omitting only information flows that are identified as being complexity-adding. Removing complexity-reducing information flows can lead to increased schedule instability at the supplier-customer interface. Having a tool to identify and measure complexity-reducing information flows can empower organisations to make informed decisions that reduce schedule instability at their supplier-customer interface.
Limitations and recommendations for future research
The limitations of this research include the fact that only two case studies have been used to derive generic conclusions on the contrasting commodity and customised production environments. The authors acknowledge that the application of this methodology across additional case studies would provide further evidence to evaluate the more general conclusions outlined in this paper. Additionally, this case study methodology could be supported by computer simulations to investigate whether the empirical results presented in this paper are consistent across different scenarios and production environments (commodity vs. customised).
Recommendations for further work include:
1. Extending the application of this information-theoretic methodology to identify the reasons for schedule instability. In previous work, the authors have used changes in production schedules to elicit the reasons from the personnel who were involved in preparing revisions to information flows (Sivadasan et al., 2004) . The frequency of occurrence of these reasons can help pinpoint those aspects, both internally in manufacturing organisations or externally at their supplier-customer interface, that are driving schedule instability and schedule nervousness as a consequence. 2. Extending this analysis further along the supply chain to detect whether supplier-customer interfaces with upstream or downstream partners are affected by schedule instability. What happens at the supplier-customer interface may or may not affect the internal production schedule within the organisation, which could cause schedule instability. So, further work will require the usage of a more complex model than the dyadic relationship (i.e. supplier-customer) presented and used in this paper. 3. Conducting further case studies to specifically contrast organisations operating with relatively stable demand patterns with those with uncertain demand patterns. Such a study would help to understand whether the differences in schedule instability are due to sector or organisational characteristics rather than just uncertainty and variety in demand.
Overall, this paper has reinforced the finding that, although a company is transmitting many information flows to their customers or suppliers with the aim of improving the overall performance and customer satisfaction, this behaviour may in fact cause a complexity rebound (Sivadasan et al., 2010) . In other words, too frequent schedule updates and revisions may give rise to schedule instability in the receiving organisation, which may then have to revise its own production schedules. These schedules will then need to be transmitted back to the organisation that originated the schedule change, thus potentially amplifying schedule instability. This novel, information-theoretic perspective on identifying, quantifying and reducing schedule instability could help manufacturing organisations make informed, analytically-based decisions when they redesign their business processes (Burgess, 1998; Clark and Hammond, 1997; Huaccho Huatuco et al., 2010) .
