The success of many graph-based machine learning tasks highly depends on an appropriate representation learned from the graph data. Most work has focused on learning node embeddings that preserve proximity as opposed to structural role-based embeddings that preserve the structural similarity among nodes. These methods fail to capture higher-order structural dependencies and connectivity patterns that are crucial for structural role-based applications such as visitor stitching from web logs. In this work, we formulate higher-order network representation learning and describe a general framework called HONE for learning such structural node embeddings from networks via the subgraph patterns (network motifs, graphlet orbits/positions) in a nodes neighborhood. A general diffusion mechanism is introduced in HONE along with a spaceefficient approach that avoids explicit construction of the k-step motif-based matrices using a k-step linear operator. Furthermore, HONE is shown to be fast and efficient with a worst-case time complexity that is nearly-linear in the number of edges. The experiments demonstrate the effectiveness of HONE for a number of important tasks including link prediction and visitor stitching from large web log data.
INTRODUCTION
Structural role discovery [40] aims to reveal nodes with topologically similar neighborhoods while being possibly far away in the graph or even in different graphs altogether. Intuitively, two nodes belong to the same role if they are structurally similar (with respect to the general connectivity and subgraph patterns in a nodes Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Association for Computing Machinery. ACM ISBN 978-1-4503-6822-3/20/02. . . $15.00 https://doi.org/10.1145/3336191.3371843 neighborhood). Roles may represent higher-order subgraph patterns (network motifs) such as star-center (hub) nodes, star-edge nodes, near-cliques or bridge nodes connecting different regions of the graph. Most work on embeddings have focused on preserving the notion of proximity (closeness) as opposed to the notion of structural similarity proposed in [40] . As such, two nodes with similar proximity-based embeddings are guaranteed to be near one another in the graph (a property of communities [17] ). However, learning structural role-based embeddings that preserve the notion of structural similarity are important for many predictive modeling applications [41] such as the visitor stitching task where the goal is to predict the web sessions that belong to the same user.
To address this problem and learn more appropriate structural role-based embeddings for such applications, we propose a general framework called Higher-Order Network Embeddings (HONE) for learning higher-order structural node embeddings based on network motifs (graphlets). The approach leverages all available motif counts by deriving a weighted motif graph W t from each network motif H t ∈ H and uses these as a basis to learn higher-order structural node embeddings. The HONE framework expresses a new class of structural node embedding methods based on a set of motifbased matrices and their powers. We also introduce diffusion-based HONE variants that leverage a general diffusion mechanism to improve predictive performance. Furthermore, this work describes a space-efficient approach to avoid explicit construction of the k-step motif-based matrices by defining a k-step linear operator. The time complexity of HONE is shown to be linear in the number of edges and therefore is fast and scalable for large networks. Empirically, we investigate the HONE variants and their properties extensively in Section 4. The experiments demonstrate the effectiveness of higher-order structural embeddings for link prediction as we achieve a mean relative gain in AUC of 19% over all embedding methods and network data sets. In addition, the diffusion-based HONE variants achieve a mean gain of 1.97% in AUC over the other HONE variants. We also demonstrate the effectiveness of HONE for visitor stitching using two real-world company data sets with known ground-truth. Finally, HONE is shown to capture roles (structural similarity) as it successfully uncovers the actual exact role assignments in graphs with known ground-truth.
Contributions: This work makes three important contributions. First, we introduce the problem of higher-order (motif-based) network embedding. Second, we propose a general class of methods for learning such structural (role-based) embeddings via higher-order network motifs. The resulting embeddings are shown to be rolebased (structural) and capture the notion of structural similarity (roles) [40] as opposed to proximity/community-based embeddings that have been the focus of most previous work. Third, we demonstrate the effectiveness of learning structural higher-order network embeddings for link prediction and visitor stitching of web logs.
HIGHER-ORDER NETWORK EMBEDDINGS
This section proposes a new class of embedding models called Higher-Order Network Embeddings (HONE) and a general framework for deriving them. The class of higher-order network embedding methods is defined as follows:
Definition 1 (Higher-Order Network Embeddings). Given a network G = (V , E), a set of network motifs H = {H 1 , . . . , H T }, the goal of higher-order network embedding (HONE) is to learn a function f : V → R D that maps nodes to D-dimensional structural node embeddings using network motifs H . 1 The particular family of higher-order structural node embeddings presented in this work are based on learning a function f : V → R D that maps nodes to D-dimensional embeddings using (powers of) weighted motif graphs derived from a structural motif matrix function Ψ. However, many other families of higher-order structural node embedding methods exist in the class of higher-order network embeddings (Definition 1).
We summarize the main steps of the HONE framework in Algorithm 1 (with the exception of attribute diffusion discussed in Section 2.6 and normalization, which are both optional). For clarity, Algorithm 1 also summarizes the organization and shows the connections between Sections 2.1-2.5.
Network Motifs
The HONE framework can use graphlets or orbits; and both can be computed fast in only a few seconds for very large networks, see [1, 4] . Recall that the term network motif is used generally in this work and may refer to graphlets or orbits (graphlet automorphisms) [1, 35] . A graphlet H t = (V k , E k ) is an induced subgraph consisting of a subset V k ⊂ V of k vertices from G = (V , E) together with all edges whose endpoints are both in this subset
Alternatively, the nodes of every graphlet can be partitioned into a set of automorphism groups called orbits [35] . It is important to consider the position of an edge in a graphlet, for instance, an edge in the 4-node path ( Figure 1 ) has two different unique positions, namely, an edge on the outside of the 4-node path (H 4 in Figure 1 ) or the edge in the center of the path (H 5 ). Each unique edge position in a graphlet is called an orbit. In this work, we use all (2-4)-vertex connected edge orbits and denote this set as H ( Figure 1 ).
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Algorithm 1 Higher-Order Network Embedding (HONE)
Step 1: Given a network G = (V , E) with N = |V | nodes and a set Step 2: Derive all k-step motif matrices for all T motifs and K steps:
where Ψ is a motif matrix function from Section 2.3.
Step 3: Find low-rank "local" structural node embeddings for each k-step motif matrix S Step 4: Concatenate all low-dimensional structural node embeddings for all T network motifs and K steps to obtain Y (Eq. 15).
Step 5: Given Y, find a "global" low-dimensional rank-D structural node embedding matrix Z by solving Eq. 17 (Section 2.5) and return Z ∈ R N ×D .
Weighted Motif Graphs
Given a network G = (V , E) with N = |V | nodes, M = |E| edges, and a set H = {H 1 , . . . , H T } of T network motifs, we form the weighted motif adjacency matrices:
The weighted motif graphs differ from the original graph in two important and fundamental ways. First, the edges in each motif graph is likely to be weighted differently. This is straightforward to see as each network motif can appear at a different frequency than another arbitrary motif for a given edge. Intuitively, the edge motif weights when combined with the structure of the graph reveal important structural properties with respect to the weighted motif graph. Second, the motif graphs are often structurally different as shown in Figure 2 . For instance, if edge (i, j) ∈ E exists in the original graph G, but (W t ) i j = 0 for some arbitrary motif H t , then (i, j) E t where E t is the edge set for motif H t ∈ H . Hence, the motif graphs encode relationships between nodes that have a sufficient number of motifs. To generalize the above weighted motif graph formulation, we replace the edge constraint that says an edge exists between i and j if the number of instances of motif H t ∈ H that contain nodes i and j is 1 or larger, by enforcing an edge constraint that requires each edge to have at least δ motifs. In other words, different motif graphs can arise using the same motif H t by enforcing an edge constraint that requires each edge to have at least δ motifs. This is an important property of the above formulation.
Structural Motif Matrix Functions
To generalize HONE for any motif-based matrix formulation, we define Ψ as a function Ψ : R N ×N → R N ×N over a weighted motif adjacency matrix W t ∈ W. Using Ψ we derive S t = Ψ(W t ), for t = 1, 2, . . . ,T
The term motif-based matrix refers to any motif matrix S derived from Ψ(W). 2 We summarize a few motif matrix functions Ψ below.
• Weighted Motif Graph: Given a graph G and a network motif H t ∈ H , form W t where H t : (W t ) i j = number of instances of H t that contain nodes i and j. In the case of using HONE directly with a weighted motif adjacency matrix W, then
The number of paths weighted by motif counts from node i to node j in k-steps is given by
• Weighted Motif Transition Matrix: The random walk on a graph W weighted by motif counts has transition probabilities
where w i = j W i j is the motif degree of node i. The random walk motif transition matrix P for an arbitrary weighted motif graph W is defined as:
where D = diag(We) = diag(w 1 , w 2 , . . . , w N ) is a N × N diagonal matrix with the motif degree w i = j W i j of each node on the diagonal called the diagonal motif degree matrix and e = 1 1 · · · 1 T is the vector of all ones. P is a row-stochastic matrix with j P i j = p T i e = 1 where p i ∈ R N is a column vector corresponding to the i-th row of P. For directed graphs, the motif out-degree is used. However, one can also leverage the motif indegree or total motif degree (among other quantities). The motif transition matrix P represents the transition probabilities of a non-uniform random walk on the graph that selects subsequent nodes with probability proportional to the connecting edge's motif count. Therefore, the probability of transitioning from node i to node j depends on the motif degree of j relative to the total sum of motif degrees of all neighbors of i. The probability of transitioning from node i to j in k-steps is given by
• Weighted Motif Laplacian: The motif Laplacian for a weighted motif graph W is defined as:
where D = diag(We) is the diagonal motif degree matrix defined as D ii = j W i j . For directed graphs, we can use either in-motif degree or out-motif degree.
• Normalized Weighted Motif Laplacian: Given a graph W weighted by the counts of an arbitrary network motif H t ∈ H , the normalized motif Laplacian is defined as
where I is the identity matrix and D = diag(We) is the N × N diagonal matrix of motif degrees.
• Random Walk Normalized Weighted Motif Laplacian: Formally, the random walk normalized motif Laplacian is
where I is the identity matrix, D is the motif degree diagonal matrix with D ii = w i , ∀i = 1, . . . , N , and W is the weighted motif adjacency matrix for an arbitrary motif H t ∈ H . Observe that L rw = I − P where P = D −1 W is the motif transition matrix of a random walker on the weighted motif graph.
Notice that all variants are easily formulated as functions Ψ in terms of an arbitrary motif weighted graph W.
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K-Step Motif-based Structural Embeddings
We describe the local higher-order structural node embeddings learned for each network motif H t ∈ H and k-step where k ∈ {1, . . . , K }. The term local refers to the fact that structural node embeddings are learned for each individual motif and k-step independently. We define k-step motif-based matrices for all T motifs and K steps as follows:
t . Different choices of Φ and D yield different HONE embedding models and depend on the distributional assumptions on S (k ) t . For instance, minimizing squared loss with an identity link function Φ yields singular value decomposition corresponding to a Gaussian error model [18] . Other choices of Φ and D yield other HONE embedding models with different error models including Poisson, Gamma, or Bernoulli distributions, see [14] for more details.
Recall from above that we avoid explicitly computing and storing the k-step motif-based matrices from Eq. 10 as they can densify quickly as K increases and therefore are impractical to store for any large graph and reasonable K. This is accomplished by defining a linear operator corresponding to the K-step motif-based matrices that can run in at most K times the linear operator corresponding to the (1-step) motif-based matrix. In particular, many algorithms used to compute low-rank approximations of large sparse matrices [20, 38] do not need access to the explicit matrix, but only the linear operator corresponding to action of the input matrix on vectors. For a matrix A, let T A denote the upper bound on the time required to compute Ax for any vector x. We note T A = O(M) where M = nnz(A) always holds and is a useful bound when A is sparse. Therefore, the time required to compute a rank-
Note the log term is the number of iterations when Krylov methods are used, see [29] for more details. Now, we can define a linear operator corresponding to the Kstep motif-based matrices that can run in at most K times the linear operator corresponding to the (1-step) motif-based matrix. We show this for the case of any weighted motif adjacency matrix W. Let T W be the time required to compute Wx, for any vector x. Then, to compute W K x, we can do the following. Let x 0 ← x and iteratively compute x i = Wx i−1 for i = 1, . . . , K. This shows that T W K = O(KT W ). This implies that we can compute a rank-D ℓ embedding of the K-step motif adjacency matrix in time at most
where M = nnz(W). This implies that the time to compute the rank-D ℓ embedding grows only linearly with K. Therefore, no additional space is required and we never need to derive/store the actual k-step motif-based matrices for k > 1. Moreover, as shown above, the time complexity grows linearly with K and is therefore efficient. The time complexity in Eq. 13 is for singular value decomposition/eigendecomposition and hence finds the best rank-D ℓ approximation [18] . However, linear operators can also be defined for other optimization techniques that can be used to find a rank-D ℓ approximation such as stochastic gradient descent, block/cyclic coordinate descent, or alternating least squares. Thus, the time complexity for computing rank-D ℓ embeddings using these optimization techniques will also only increase by a factor of K.
Learning Global Higher-Order Embeddings
How can we learn higher-order structural node embeddings for an arbitrary graph G that automatically captures the important motifs? Simply concatenating the previous motif embeddings into a single matrix and using this for prediction assumes that each motif is equally important. However, it is obvious that some motifs are more important than others and the choice depends on the graph structure and its properties [1, 35] . Therefore, instead of assuming all motifs contribute equally to the embedding, we learn a global higher-order embedding that automatically captures the important motifs in the embedding without requiring an expert to hand select the most important motifs to use. This effectively allows the overall model to learn a combination of latent features using the local motif-based embeddings from different network motifs and from different steps (motif graph scales). For this, we first normalize the columns of U 
In this work, д is a function that normalizes each column of U (k ) t using the Euclidean norm. Afterwards, we concatenate the k-step node embedding matrices for all T motifs and all K steps:
Notice that at this stage, we could simply output Y as the final motif-based node embeddings and use it for a downstream prediction task. However, using Y directly essentially treats all motifs equally while it is known that some motifs are more important than others and the specific set of important motifs widely depends on the underlying graph structure. Therefore, by learning node embeddings from Y, we can automatically capture the important structure in the data pertaining to certain motifs and avoid trying to specify the important motifs by hand. Given Y from Eq. 15, we learn a global higher-order network embedding by solving the following:
where Z is a N × D matrix of higher-order node embeddings and H is a D × T KD ℓ matrix of the latent k-step motif embeddings. Each row of Z is a D-dimensional embedding of a node. Similarly, each column of H is an embedding of a latent k-step motif feature (i.e., column of Y) in the same D-dimensional space. In Eq. 16 we use Frobenius norm which leads to the minimization problem:
A similar minimization problem is solved for Eq. 12.
Attribute Diffusion
Attributes can also be diffused and incorporated into the higherorder structural node embeddings. One approach is to use the motif transition probability matrix as follows:
where X is an N × F attribute matrix andX (k ) t ∈ R N ×F is the diffused feature matrix after k-steps. Here P t can be replaced by Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA any of the previous motif-based matrices derived from any motif matrix formulation in Section 2.3. More generally, we define linear attribute diffusion for HONE as:
More complex attribute diffusion processes can also be formulated such as the normalized motif Laplacian attribute diffusion. The resulting diffused attributes are effectively smoothed by the attributes of related nodes governed by the particular diffusion process. Afterwards, we concatenate the diffused attributes for all T motifs X = X 1 · · ·X T and incorporate them into the node embeddings given as output in Eq. 16 by replacing Y in Eq. 15 with:
Alternatively, we can concatenateX to Z, ZX . The columns of X are normalized using Eq. 14 with the same norm as before.
ANALYSIS
Define ρ(A) as the density of A. This is straightforward to see as the motif adjacency matrix constructed from the edge frequency of any motif H with more than k > 2 nodes can be viewed as an additional constraint over the initial adjacency matrix A. Therefore, in the extreme case, if every edge contains at least one occurrence of motif H then ρ(A) = ρ(W). However, if there exists at least one edge that does not contain an instance of H then ρ(A) > ρ(W). Therefore, ρ(A) ≥ ρ(W).
Time Complexity
Let M = |E|, N = |V |, ∆ = the maximum degree, T = the number of motifs, K = the number of steps, D ℓ = number of dimensions for each local motif embedding (Section 2.4), and D = dimensionality of the final node embeddings (Section 2.5). 
Hence, HONE is fast and efficient for large networks.
Proof. The time complexity of each step is provided below. For the specific HONE embedding model, we assume D is squared loss, Φ is the identity link function, and no hard constraints are imposed on the objective function in Eq. 12 and Eq. 16.
Network motif frequencies: Fast and efficient algorithms for counting network motifs/graphlets in very large graphs have become common place (e.g., PGD [1] takes a few seconds to count graphlets in very large networks with hundreds of millions of edges). To derive the network motif frequencies, we use recent provably accurate estimation methods [4] . These methods achieve estimates within a guaranteed level of accuracy and time by setting a few simple parameters in the estimation algorithm. The time complexity to estimate the frequency of all network motifs with {2, 3, 4}-nodes is O(M∆ ub ) in the worst case where ∆ ub is a small constant. Hence, ∆ ub represents the maximum sampled degree and can be set by the user. See [4] for more details.
Weighted motif graphs: After obtaining the frequencies of the network motifs, we derive a sparse weighted motif adjacency matrix for each of the network motifs. The time complexity for each weighted motif adjacency matrix is at most O(M) and this is repeated T times for a total time complexity of O(MT ) where T is a small constant. This gives a total time complexity of O(M(T + ∆ ub )) for this step and thus linear in the number of edges.
Structural motif matrix functions: The time complexity of all motif matrix functions Ψ in Section 2.3 is O(M). Since Ψ(W t ) for t = 1, . . . ,T , the total time complexity is O(MT ) in the worst case.
By Claim 3.1, M ≥ M t , ∀t where M t = nnz(W t ) and thus the actual time is likely to be much smaller especially given the rarity of some network motifs in sparse networks such as 4-cliques and 4-cycles.
Embedding each k-step motif graph: For a single weighted motif-based matrix, the time complexity per iteration of cyclic/block coordinate descent [24] and stochastic gradient descent (SGD) [32, 54] is at most O(MD ℓ ) where D ℓ ≪ M. Recall from Section 2.4 that we avoid explicitly computing and storing the k-step motif-based matrices by defining a linear operator corresponding to the K-step motif-based matrices with a time complexity that is at most K times the linear operator corresponding to the 1-step motif-based matrix. Therefore, the total time complexity for learning structural node embeddings for all k-step motif-based matrices is:
Global higher-order structural node embeddings: Afterwards, all k-step motif embedding matrices are horizontally concatenated to obtain Y (Eq. 15). Each node embedding matrix is N ×D ℓ and there are K · T of them. Thus, it takes O(N KT D ℓ ) time to concatenate them to obtain Y. Notice that N ≫ KT D ℓ and therefore this step is linear in the number of nodes N = |V |. Furthermore, the time complexity for normalizing all columns of Y is O(N KT D ℓ ) for any normalization function д.
Given a dense tall-and-skinny matrix Y of size N × KT D ℓ where N ≫ KT D ℓ , we learn the higher-order node embedding matrix Z and the latent motif embedding matrix H. The time complexity per iteration of cyclic/block coordinate descent [24] and SGD [32, 54] is O(DN KT D ℓ ) and thus linear in the number of nodes. 
Space Complexity
Proof. The weighted motif adjacency matrices W 1 , . . . ,W T take at most O(MT ) space. Similarly, the motif-based matrices derived from any motif matrix function Ψ is at most O(MT ). Recall that the space required for some motif-based matrices where the motif being encoded is rare will be much less than O(MT ) (Claim 3.1). The space complexity of each k-step motif embedding is O(N D ℓ ) and therefore it takes O(NT KD ℓ ) space for all k = 1, . . . , K and t = 
EXPERIMENTS
This section demonstrates the effectiveness of the proposed framework for a number of important real-world tasks.
Experimental Setup
We compare the proposed HONE variants to five baseline methods including node2vec [19] , DeepWalk [34] , LINE [47] , GraRep [9] , and Spectral clustering [48] . All methods output (D = 128)-dimensional node embeddings Z = z 1 · · · z N T where z i ∈ R D . For LINE, we use 2nd-order-proximity and the number of samples T = 60 million [47] . For GraRep, we set D = 128 and perform a grid search over K ∈ {1, 2, 3, 4} [9] . For DeepWalk, we use R = 10, L = 80, and ω = 10 [34] . For node2vec, we use the same hyperparameters (D = 128, R = 10, L = 80, ω = 10) and grid search over p, q ∈ {0.25, 0.50, 1, 2, 4} as mentioned in [19] . For the HONE variants, we set D = 128 and select the number of steps K automatically via a grid search over K ∈ {1, 2, 3, 4} using 10% of the labeled data. We use all graphlets with 2-4 nodes and set D ℓ = 16 for the local motif embeddings unless otherwise mentioned. All methods use logistic regression (LR) with an L2 penalty. The model is selected using 10-fold cross-validation on 10% of the labeled data. Experiments are repeated for 10 random seed initializations. All data is from NetworkRepository [39] . Data statistics are provided in Table 1 .
Link Prediction
Given a partially observed graph G with a fraction of missing edges, the link prediction task is to predict these missing edges. We generate a labeled dataset of edges. Following [19, 43] , we obtain positive examples by removing 50% of edges randomly, whereas negative examples are generated by randomly sampling an equal number of node pairs that are not connected with an edge (i, j) E. For each method, we learn embeddings using the remaining graph that consists of only positive examples. Using the embeddings from each method, we then learn a model to predict whether a given edge in the test set exists in E or not. To construct edge features from the node embeddings, we use the mean operator defined as (z i + z j ) 2.
The AUC results are provided in Table 2 . In all cases, the HONE methods outperform the other embedding methods with an overall mean gain of 19.19% (and up to 75.21% gain). In all cases, the gain achieved by the proposed HONE variants is significant at p < 0.01. We also derive a total ranking of the embedding methods over all Table 2 . Among the five HONE variants in Table 2 , we find that HONE-W and HONE-P perform the best overall.
Diffusion Variants
Now we investigate HONE variants that use diffusion (Section 2.6). These methods perform attribute diffusion using the k-step motif matrices (Section 2.6) and concatenate the resulting diffused features. Unless otherwise mentioned, we use linear diffusion defined in Eq. 19 with the default hyperparameters (Section 4.1). Note the initial matrix X described in Section 2.6 represents node motif counts derived by applying relational aggregates (sum, mean, and max) over each nodes local neighborhood and then scaled using Euclidean norm. We compare the HONE methods with attribute diffusion to the HONE methods without diffusion for link prediction. Results are reported in Table 3 . The relative gain between each pair of HONE methods is computed for each graph and Table 3 reports the mean gain for each pair of HONE methods. Overall, we observe that HONE with attribute diffusion improves predictive performance in general. We also investigated other attribute diffusion variants from Section 2.6 and noticed similar results. 
Visitor Stitching from Web Logs
We also evaluate HONE for the visitor stitching problem [25] . Given large-scale web log data, the visitor stitching task is to infer the web sessions that correspond to the same user/individual and stitch them. The resulting stitched data is often used in many important downstream applications and therefore accurately associating web sessions to the appropriate user helps reduce noise and avoid issues with sparisty while allowing for better personalization and recommendations [25] . We use two real-world visitor stitching data sets (web logs) from large companies (with known ground-truth). For each, we construct a network where nodes represent web sessions (of users) that are linked to IPs used in that session, web pages visited, and user agent information (device, O/S, browser). Company-A network has 8.9M nodes and 55.2M edges between them whereas Company-B has 22.8M nodes and 61.3M edges ( Table 1 ). This data has known ground-truth node pairs. These are included as positive node pair examples. We also randomly sample the same number of negative examples. Afterwards, embeddings for each node pair are computed by taking the mean: (z i + z j )/2. We then learn a logistic regression (LR) model from the embeddings derived from the node pairs in the training set, and use it to predict the web sessions (nodes) that correspond to the same user in the held-out test set. We evaluate the methods using precision, recall, F1 score, and AUC. A good visitor stitching method should have very high precision (e.g., 0.95-0.99) to avoid inappropriately stitching sessions from different users. However, it should also have good recall since a method that does not make many predictions is not very useful, even if they are accurate. We compare HONE to the previous baseline methods and use the same experimental setup described in Section 4.1. Experiments were performed on a MacBook Pro laptop with a 3.1 GHz Intel Core i7 processor and 16GB of memory. We report results for HONE-P and HONE-P+X (with diffusion). Similar results were observed using other HONE variants. In Table 4 , we observe that HONE outperforms all other methods across the evaluation metrics. Notably, both HONE variants have very high precision (an important requirement for visitor stitching) with good recall. Hence, both methods accurately stitch a good amount of users while making only a very small number of mistakes (high precision). In comparison, the other baseline methods make significantly fewer predictions (lower recall) that are mostly of much lower quality. Both Node2Vec (N2V) and DeepWalk (DW) did not terminate within the 6 hour time limit. The results in Table 4 demonstrate the effectiveness of HONE for visitor stitching.
Parameter Sensitivity
Effect of the dimensionality D of the embedding: To understand the effect of the number of embedding dimensions D on predictive performance, we set K=2 and vary the number of dimensions D. Results are reported in Figure 3 . In general, predictive performance increases as a function of the embedding dimension D as observed in Figure 3 . For small values of D, the predictive performance tends to increase more rapidly and then slows as D becomes large. For large values of D, the predictive performance for most graphs stabilizes reaching a near-plateau. As the embedding dimension D becomes large, the higher-order node embeddings get richer and the model parameter space expands becoming capable of capturing weaker signals/structural properties of nodes, at the risk of overfitting.
Effect of the number of steps K: To understand the effect of the number of steps K on predictive performance, we set D=128 and vary the number of steps K ∈ {1, 2, 3, 4} used in the higher-order node embeddings. Results are shown in Figure 4 . In general, the appropriate number of steps K appears to depend on the specific graph/structural properties and method used (Figure 4 ). For instance, the choice of K for HONE-L appears to be more important compared to the other HONE variants. Overall, we observe that HONE is relatively robust to changes in K. Due to space constraints, many results and plots had to be removed.
Runtime & Scalability
To evaluate the runtime performance and scalability of the proposed framework, we learn node embeddings for Erdös-Rényi graphs of increasing size (from 100 to 10 million nodes) such that each graph has an average degree of 10. In Figure 5 , we observe that HONE is fast and scales linearly as the number of nodes increases.
In addition, we also compare the runtime performance of HONE against node2vec [19] and LINE [47] . For the HONE variant, we use HONE-P with K=2. Default parameters are used for each method. In Figure 5 , HONE is shown to be significantly faster and more scalable than node2vec and LINE as the number of nodes increases. In particular, node2vec takes 1.8 days (45.3 hours) for 10 million nodes, while HONE finishes in only 19 minutes as shown in Figure 5 . Strikingly, this is 143 times faster than node2vec. Alternatively, LINE takes 26.35 hours and thus HONE is 83x faster than LINE.
Visualization
In these experiments, we validate the ability of HONE to learn embeddings that capture roles (based on structural characteristics) [40] as opposed to communities (based on proximity/closeness, density) [17] . Given a node embedding matrix from some method, we use k-means to assign nodes to clusters, repeat this 1000 times and take the minimum distance clustering identified. The number of clusters is selected using MDL. We then visualize the graph structure and color nodes by their cluster assignments.
To validate the ability of HONE to embed nodes with similar structural characteristics/behavior, we first use the well-studied Borgatti-Everett graph [8] . This graph is notable since there is a known exact role assignment and two obvious communities [40] . Furthermore, all nodes in this graph have the same degree. In Figure 6(a) , HONE partitions nodes into three structurally equivalent classes (roles) whereas in Figure 6 (b) node2vec partitions nodes into two communities based on proximity. Notably, the role assignment given by HONE is the known exact role assignment that has been extensively studied in the literature [8] . We also investigate another network (diseasome) in Figure 7 . Notably, HONE captures roles (groups of nodes with similar structural characteristics) [40] as shown in Figure 7 (a) whereas node2vec reveals three clear communities as shown in Figure 7(b) . Notably, the roles given by HONE in Figure 7 (a) are intuitive and make sense. For instance, nodes assigned to the red role are peripheral nodes at the edge of the network whereas nodes assigned to the blue role act as hubs or gate-keepers connecting different groups of nodes. Figure 7 : Application of HONE for role discovery [40] in the diseasome network. See text for discussion.
RELATED WORK
Higher-order network motifs: This paper introduces the problem of higher-order network (motif-based) embedding and proposes a general framework for learning such embeddings based on higherorder connectivity patterns called graphlets. There has been one recent approach that used network motifs as base features for network representation learning [43] . However, that approach is different from the proposed framework as it focuses on learning inductive relational functions that represent compositions of relational operators applied to a base feature. Other methods use high-order network properties (such as graphlet frequencies) as features for graph classification [49] , community detection [5, 6] , and visualization and exploratory analysis [1] . However, this work focuses on network representation learning using network motifs. Recently, HOPE [33] was proposed based on the Katz index to measure higherorder node proximity. However, HOPE is fundamentally different since it is proximity-based and does not leverage motifs.
Node embeddings: There has been a lot of interest recently in learning node (and edge [2] ) embeddings from large-scale networks automatically [3, 10, 19, 34, 37, 42, 43, 47] . Many node embedding methods [10, 19, 34, 37, 47] have leveraged the popular skip-gram model [13, 28] . These methods all use random walks to gather a sequence of node ids which are then used to learn node embeddings [10, 19, 34, 37, 47] . Other methods are based on "implicit walks" such as GraRep [9] (a generalization of LINE [47] ) that incorporates node neighborhood information beyond 2-hops. However, these methods are all based on "higher-order" proximity/distance (and thus learn community-based embeddings as shown in [41] ) as opposed to being based on higher-order network motifs for learning structural role-based embeddings. Graph Convolutional Networks (GCNs) adapt CNNs to graphs using Laplacian and spectral convolutions with a form of aggregation over the neighbors [15, 21, 26, 31] . These node embedding methods may also benefit from ideas developed in this work including the weighted motif Laplacian matrices described in Section 2.3. Other work has focused on incremental methods for spectral clustering [12] . Heterogeneous networks [46] have also been recently considered [11, 16] as well as attributed networks with labels [22, 23] . Huang et al. [23] proposed an approach for attributed networks with labels whereas Yang et al. [52] used text features to learn node representations. Liang et al. [27] proposed a semi-supervised approach for networks with outliers. Bojchevski et al. [7] proposed an unsupervised rank-based approach. There has also been some recent work on semi-supervised network embeddings [26, 53] and methods for improving the learned representations [45, 50, 51] . A few work have begun to explore the problem of learning node embeddings from temporal networks [30, 36, 44] . This work is different from the problem discussed in this paper. More recently, an approach called role2vec was proposed that learns role-based node embeddings by first mapping each node to a type via a function and then uses the proposed notion of attributed (feature-based/labeled/typed) random walks to derive role-based embeddings for the nodes that capture structural similarity [3] . This approach was shown to generalize many existing random walk-based methods.
CONCLUSION
This work proposed Higher-Order Network Embeddings (HONE), a new class of structural node embedding methods that use higherorder network motifs to learn structural role-based embeddings. We described a general computational framework for learning higherorder (role-based) network embeddings that is flexible with many interchangeable components. The experiments demonstrated the effectiveness of HONE for a number of important tasks including link prediction and visitor stitching. Future work will investigate the framework using other useful motif-based matrix formulations.
