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Abstract--System observability in nonlinear estimation problems is a significant factor governing solution 
behavior. This paper addresses the effects of observer motion on estimation accuracy for bearings-only 
localization. The role of the observer is to create a target/observer geometry that maximizes ystem 
observability, thereby minimizing the region of uncertainty. Two approaches are presented for deriving 
optimal observer paths. The first approach generates optimal observer motion numerically via the 
determinant of the Fisher Information Matrix, while the second involves the application of control theory 
to an alternative criterion. In addition, optimal fixed aspect angles are similarly determined for deviated 
pursuit curves. The error ellipses associated with the trajectories are compared and analyzed. It is shown 
that observer motion involves a trade-off between increasing bearing-rate and decreasing range. Particular 
characteristics of an observer path and its effect on estimation accuracy depend on the scenario initially 
encountered. 
1. INTRODUCTION 
Localization of a stationary target involves the estimation of target position from passively 
observed measurements. The beatings-only estimation problem is perhaps most familiar, and with 
its intrinsic system nonlinearities, has continued to be one of theoretical nd practical interest [1-4]. 
Here, a moving observer passively monitors noisy bearing measurements to estimate target's 
position. The bearings are presumed to be corrupted with white Gaussian noise. Although this 
process is theoretically observable without an observer maneuver, estimation accuracy can be 
greatly enhanced by improving the degree of observability. Indeed, system observability in such 
nonlinear estimation problems is a significant factor governing solution behavior. The effects of 
observer motion on estimation accuracy have been addressed [3, 4]. However, general optimal 
observer paths have not been previously derived in a rigorous mathematical context. 
In this paper, optimal observer paths are derived for bearings-only localization with initial 
scenarios characterized by the range-to-baseline ratio, Vt/ro, where V is constant observer speed, 
Tis total localization time, and r0 is an estimate of initial range. The trajectories are generated using 
the Cramer Rao lower bound (CRLB) as the index of optimality. The CRLB specifies the best 
performance achievable under given conditions for any unbiased estimator and can be realized by 
linearizing the error covariance matrix about the true state [5, 6]. Determining the most observable 
trajectory will be based on minimizing the area of the error probability ellipse formulated with the 
determinant of this covariance matrix. 
Inverting the covariance matrix yields the Fisher Information Matrix (FIM), which represents 
the information content on the observation model. Hence, the error ellipse is also minimized by 
maximizing system observability via the determinant of the FIM. This can be achieved through 
observer maneuvers since the determinant is a function of observer motion. The specific role of 
the observer in the overall estimation process will be to create a target/observer geometry that 
maximizes ystem observability, thereby minimizing the error ellipse, which subsequently enhances 
estimation accuracy. 
The problem of determining optimal observer paths for bearings-only ocalization is formulated 
in the next section. An explicit analytical solution is difficult to obtain since this formulation leads 
to a double integral cost function that is not amenable to classical control theory. However, in 
Section 3 it is shown how decomposition of this determinant leads to a numerical procedure that 
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generates optimal observer motion comprised of a series of constant course trajectories. In the limit, 
these discrete paths converge to the continuous solution. Observer motion is also derived 
analytically in Section 4 by utilizing an alternative integral, which has been shown to be a lower 
bound for the determinant [4]. Optimality is defined here as the path that maximizes this integral. 
The problem is solved within the framework of classical control theory to determine optimal 
observer motion by invoking necessary conditions involving the Hamiltonian [7]. Section 5 
examines system observability for deviated pursuit curves where the observer proceeds at a constant 
aspect angle. Here, both criteria of the previous ections are employed to determine the optimal 
fixed angles that maximize observability for this special case. The error ellipses associated with the 
trajectories are compared and analyzed in Section 6. Particular characteristics of any path rely on 
the VT/ro product of the initial scenario. Analysis reveals that optimal paths generated by 
maximizing the determinant and the lower bound have similar properties and differences in their 
error ellipses are relatively small. It is also shown that prescribing observer motion to deviated 
pursuit curves may result in error ellipses that differ significantly from those associated with the 
general optimal paths for certain VT/ro scenarios. 
2. PROBLEM FORMULATION 
The bearings-only localization problem is depicted in Fig. 1, where target and observer are 
presumed to lie in the same horizontal plane. Let X = (XI,)(2) be the state vector representing 
observer position relative to the target. The system state dynamics are defined as follows: 
21 = V COS(0), ( l )  
£: =~" sin(0), (2) 
where V is the observer speed, which is assumed constant, and 0 is observer course. The observation 
model here is 
= tan-I(X2/Xi) + rl, (3) 
where q is assumed to be zero-mean, Gaussian white noise with constant variance ~2. The 
measurements are taken continuously over total time T. 
The problem now is to determine an observer path via 0 that maximizes ystem observability 
by extracting the maximum amount of information contained in the data. To this end, the FIM 
for bearings-only localization is examined for information content, which can be expressod as 
~rsin2(/~) 1 ~rsin(2~)~ ] 
_, jo d, 
-a'2 1 ~'rsin(2~). Frcos2(~)d~ " | '  
° '  jo J 
A_TI, ONARY TARGLrr 
OBSERVER 
PATH 
Fig. 1, Observer creates geometry that minimizes error ellipse. 
(4) 
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and the determinant is given by 
IFIMI=2- ~ fo r ~r .n,[fl(z)_3(~.)] " Jo sl r2(z)r2(2) az d2, (5) 
where r = (XI 2 + X22) 1/2 and fl are the true range and bearing. The given time interval is [0, T] with 
fir the final bearing and flo the initial bearing, which is assumed zero in this paper. 
Excluding the trivial case where the bearing-rate is identically equal to zero, the determinant is 
non-zero and a unique solution can be obtained without an observer maneuver. However, 
embedded in this matrix is observer motion. Hence, if the observer pursues a trajectory that 
maximizes equation (5), maximum observability will be realized and the error ellipse will be 
minimized. Determining the optimal observer path analytically is difficult since equation (5) is not 
amenable to control theory. Two alternative approaches are presented in the next two sections. The 
first derives optimal observer motion numerically by direct maximization of IFIM I while the second 
yields an analytical solution via control theory using a lower bound of equation (5). 
3. NUMERICAL  DERIVAT ION 
To maximize the I FIM] directly, equation (4) is first rewritten as 
FIM = 
~f ,  l=~i f   " 
t, sin2(/~) -2 ,  r 2 r  dz sm(2fl) dz 
i=¿  i - - I  "= i - I  
l~ f f  sin(2fl)d, ~f f  cos2(fl) dz -~  r 2 r 2 iffil i - I  iffil i - I  
(6) 
with tN = T, and to = 0. The determinant can then be expressed in terms of the eigenvalues, 
I FIMI = (l/a4) • e +. e -, 
where 
; )2+(f d,)]} ,7> 1 ~. " dz F /~ " co /~)dz ~ ', sin(2/~) 2 1/~ 
e+'e-  2 i~¿ i - ' ' ' Lk '~ '  , _ ,  , . ,  , _ ,  
From equations (1)-(3), the bearing-rate and range-rate along the true states can be written as 
/~ = [V sin(0 - ~)]/r, (8) 
and 
t: -- V cos(0 - fl). (9) 
If over each time interval observer course is constant, then the following relation holds 
1 1 
With this assumption, each of the integrals in equation (7) can be readily evaluated and the 
determinant reduces to 
1 s (fl~ - fl,_ 102 _ (,_~ sin(2fl,) - sin(2/~,_ 0y  cos(2fl,)-cos(2fla_l)y 
I FIM I*= ~ C.  ~. r,_ d~i- _ , _  2r]_ ,fl,-i , ] - ( , -~l  2r~_ d~-t J" (10) 
A nonlinear optimization scheme based on a quasi-Newton method [8, 9] was implemented to
generate N observer courses that maximize quation (10) with (t~ - t~_ l) = T/N for all i. Inputs to 
the numerical technique are an estimate of initial range, observer speed, and total localization time. 
Optimal paths for N = 20 are depicted in Fig. 2a. Another set of optimal solutions exist and are 
symmetrical to those of Fig. 2a. Aside from this symmetry, however, the paths that maximize 
equation (10) are unique for a given VT/ro product. 
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Fig. 2. Optimal observer paths. 
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Note that as N~ oo, [FIM[*~ IFIM[. Thus, in the limit, the series of constant course 
trajectories that maximize equation (10) approaches the continuous solution that maximizes 
equation (5). Results of the optimization scheme support this and reveal that the convergence is
rather rapid. Indeed, it was found that increasing the number of observer course changes beyond 
20 had negligible effects on the trajectories and corresponding values of the determinant. Observe 
that the optimal paths involve a trade-off between increasing bearing-rate and decreasing range, 
depending on the VT/ro product. For relatively small VT/ro,  paths that minimize the error ellipse 
emphasize increasing bearing-rate, whereas for larger VT/ro,  the paths entail more of a reduction 
in range. The singular case is at VT/ro = 1, where the observer heads directly for the target and 
collision occurs at t = T. Although, in general, a zero bearing-rate course implies an unobservable 
solution, here the [FIM[ approaches infinity. Thus, initial scenarios with a VT/ro product of 1 
allows for an infinite amount of information to be obtained so that at final time T, the target is 
precisely located. 
4. ANALYT ICAL  DERIVAT ION OF PATHS 
In this section, continuous observer trajectories are derived analytically by applying control 
theory to a simpler criterion for observability. In Ref. [4], it is shown that a lower bound for 
equation (5) is 
fo a-2 (l~/r ~) d~. (ll) 
Here, optimal observer paths are defined as those paths that maximize this lower bound. Using 
equation (11) as the cost function, and equations (1) and (2) as the state equations with 0 as the 
control, the optimal control problem is defined. 
The Hamiltonian for this problem is 
H = - ( t~/ r  2) + 21V cos(0) + 22 sin(0). (12) 
where 21 and ).2 are the adjoint variables satisfying 
'(~ = - (aH) / (aXO = [V sin(0) - 4V cos(fl)sin(0 - fl)]/r 4, (13) 
,(2 = - (dH)/ (dX2)  = [ - V cos(0) - 4 V sin(fl)sin(0 -/Y)]/r', (14) 
with ~.t(T)= 22(T)= 0. An additional necessary condition for optimality is 
(OH)/(c30*) = 0 = - (~/r  3 ) - )].,J~'2 + 22.,~"1. (15) 
Solving equations (1), (2), (8), (9), and (12)-(15) yields the optimal trajectory. Explicit solutions 
to these equations are derived analytically in the Appendix, where the optimal control is shown 
to be 
0 = 3 f i r -  2fl + cos -j (0), (16) 
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yielding the optimal path 
[ ' cos [3( f l r -  .Bo)]'~ '/3 
r = ro~~~-~)  , (17)  
where fir is the final bearing determined by VT/ro (see the Appendix). 
Continuous optimal paths for various VT/ro products are depicted in Fig. 2b with the end 
condition Or- fir = ~/2. Note that another set of solutions are possible via equation (16) with 
Or- fir = 37t/2. These trajectories are symmetric to those of Fig. 2b, which is consistent with the 
results of the previous ection. Also, observe that the paths maximizing the lower bound behave 
similarly to those that maximize the I FIMI. Specifically, the tradeoff between increasing bearing- 
rate and decreasing range persists. However, the paths of Fig. 2a exhibit a slight inflection that 
is nonexistent in the paths of Fig. 2b. This occurs because the latter are constrainext to have a 
final course perpendicular to the final bearing. Nevertheless, in Section 6 the error ellipses 
associated with the paths of Fig. 2b are shown to closely approximate hose of Fig. 2a. Thus, the 
lower bound appears to bca viable criterion for determining observer motion for bearings-only 
localization. 
5. OPTIMAL DEVIATED PURSUIT CURVES 
As a practical concern, it may be desired to prescribe observer motion as a deviated pursuit curve 
where the observer always follows a constant aspect angle K = ~ - (0  - f l ) .  Maximizing system 
observability for this special case is considered in this section. Both criteria of Sections 4 and 5 
will be used to determine optimum angles. Incorporating constant K in equations (8) and (9) yields 
/~ = -- V sin(K)/r (18) 
and 
f = - V cos(K), (19) 
and the path of deviated pursuit becomes 
r = r 0 exp - (fl - fl0)cot(K). (20) 
The final bearing can be expressed in terms of VT/r o by computing the arc length of the curve 
generated by equation (20). The result is 
fir = flo + tan(K)ln[1 - (VT/ro)COs(K) ]. (21) 
The optimal fixed K that maximizes ] FIM] for a given VT/ro will first be considered. With the 
assumption of constant K, the integrals of equation (7) can be evaluated exactly through integrating 
by parts. Performing the mathematics yields 
~:(1 : dz=l  V [1 1 ], /r ) /[ cos(K)] /rr /ro (22) 1 
fo r dz = 
cos(2fl) 1 
~" V(4 sin2(K) + cos~(K) 
x F2 sin(K)(s.in(2flr) sin(2fl°)- / + cos(K)(c°s(2flr) -c°s(2-P°)]l (23) 
L \ rr ro / \ rT ro }_J 
and 
fo r sin(_2fl) dz = 
r 2 V(4 sin2(K) + cos2(K) 
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Upon substituting equations (22)-(24) into equation (7) and simplifying the results, the I FIM[ for 
constant K becomes 
1 (4¢ 2 sin2(K) - 4(1 - = cos(K) sin2(flr - fl0))'~ 
I FIMI = ~4 V2r20 × \ [4 sin2(K) + cos2(K)] [l - = cos(K)] 2 //' (25) 
where = = VT/r o and fir is given by equation (21). The optimization scheme of Section 4 was 
employed to determine the K that maximizes equation (25) for a given VT/ro. Optimal deviated 
pursuit curves were then generated by substituting the corresponding values of K and VT/ro in 
equations (20) and (21). The curves are depicted in Fig. 3a. Again, a symmetrical set of solutions 
exists. 
Fixed aspect angles are now derived analytically by maximizing the lower bound expressed by 
equation (11). 
Differentiating equation (22) with respect o K yields 
- see 2 (K) (1/r 2r - 1/r ~) + 2( VT/r 3r)sin(K)tan(K) = 0. (26) 
Solving equation (26) for K and simplifying ives the following expression for K: 
K = cos-~[3~t/(0t z + 2)], (27) 
where ~t = VT/ro. Since lcos(K) l is ~< 1, a solution for K exists only when 
3ct/(~t 2 + 2) < 1, 
which implies ct ~< 1 or 0t/> 2. However, the latter case is clearly unfeasible. Solutions of equation 
(27) were substituted in equations (20) and (21) for various values of VT/ro. The resulting paths 
are depicted in Fig. 3b. Observe that equation (27) implies a symmetrical set of solutions. For 
consistency, the curves in Fig. 3b assume 0~< K <~ n/2. It is also noted that these curves maximizing 
the lower bound under the assumption of constant aspect angle and free terminal set are precisely 
those curves of [4] where the bound is maximized for general observer motion with prescribed 
terminal range. 
It is evident from Fig. 3 that pursuit curves maximizing the lower bound closely resemble the 
optimal pursuit curves derived numerically as illustrated in the corresponding values of K for each 
VT/ro. As VT/ro approaches the limiting value of 1, both sets of curves retain the property of 
heading towards the target. For smaller VT/ro products, less emphasis placed on reducing range. 
Indeed, in the next section, differences in the respective error ellipses for any VT/ro are shown to 
be virtually negligible. Given the simplicity of equation (27), it appears that the lower bound 
provides an excellent means of determining the fixed aspect angles. However, it is also shown that 
following a deviated pursuit curve rather than an optimal path may have adverse ffects for certain 
values of VT/ro. 
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6. COMPARISON OF PATHS 
To illustrate the effects of observer motion on the CRLB, the areas of the 1 ¢ error probability 
ellipses were computed for the trajectories in Figs 2 and 3 at each VT/ro using 
Area = o'27~ [p[l/, = tr2/t/([ FIM ])1/2, (28) 
where I P ] is the determinant of the error covarianc¢ matrix evaluated at the true states [6]. Areas 
associated with the optimal paths that maximize observability were determined by substituting the 
values of equation (10), generated by the optimization scheme, into equation (28). To evaluate areas 
resulting from maximizing the lower bound, each continuous curve described by equation (17) was 
first discretized into 20 courses of equal duration. This was accomplished by replacing T of equation 
(A13) with T . j /20  and substituting the corresponding fir for fl in equation (16) to yield the 
(jth + 1) course, with the first course being 3fir + ~/2. The ]FIM[ was then computed with these 
courses via equation (10), and the area by equation (28). For the optimal pursuit curves, values 
of equation (25) from the numerical technique were substituted into equation (28) for each VT/ro. 
Finally, areas for the constant aspect solution that maximize the lower bound were determined by 
using equation (27) to calculate K and then equation (25) to compute the [FIM [. 
The areas of the error ellipses for each set of solutions are plotted against heir respective VT/ro 
product on a semi-log scale in Fig. 4a. These curves correspond to observer paths maximizing the 
(A) [FIM[; (B) lower bound; (C) I FIM[ with constant K and (D) lower bound with constant K. 
Differences in the areas are plotted in Fig. 4b where (1) = B - A, (2) = C - A, and (3) = D - A. 
Figure 4 was generated for ~2 = 1 o, V = 10 (kts), r0 = 10 (kyd), and T (min) varied to correspond 
with the VT/ro products in Fig. 2 and 3. It is noted, however, that there exists a factor, tr ~. V. r0 ~, 
which can be used for scaling the areas. This factor is revealed in equation (8). From equation (10), 
1IV 2 can be factored out of each sum in equation (8). The r0 arises by observing the following 
recursive relation for range due to constant course motion: 
rl = r0[1 + ~t~ - 20t0 cos (01 - f l0 ) ]  1/2 
r2 = r0-f(~t,)[1 + (ao/f(~t,)) 2 - 2ct I cos(02 - fl, )]1/2 
r, = r, . f(oti)[1 + (~/f(~t,)) 2 -- 2or, cos(0,-  fl,_ ,)]1/2 
where a, = VT/r,_ 1. With the ranges expressed in this way, 1/r 4 can be factored out of equation 
(10), and the remaining terms are a function of VT/ro. This scaling quantity is also present in 
equation (25) with the pursuit curve assumption. Thus, maximization of the ]FIM] will produce 
the same relative curves for a given VT/r  o product regardless of the actual values of V, T, r0, or ~r. 
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B- 2, 
A~ 
o.o01 : t : t 0.~1 
o o., o~ oi~ o'., o'., o'., o., u o'., , o., o~ o~ o~ o~ o.0 o., o.° u , 
$oTIro 8oTIr o 
(a) AREA OF ELLIPSES (b) AREA OF DIFFERENCES OF CURVES 
B, C, AND D COMPARED WITH A 
Fig. 4 
178 S.E. HAMMEL et al. 
However, even though the relative shape of the curves in Figs 2-4 will be unaltered, the actual 
areas of the error ellipses may change by equation (28). For example, if the initial range increases 
by a factor of 5, and T similarly increases o as to retain the same VT/ro, the area of the error 
ellipse will increase by a factor of 25 for a given or. 
Examination of Fig. 4a reveals the potential impact of the initial scenario n estimation accuracy. 
Specifically, larger VT/ro products result in smaller error ellipses for all the paths. Hence, scenarios 
described by larger VT/ro products are relatively more observable and tend to improve solution 
quality. This is illustrated in the extreme as VT/r o --* 1. Here, the area approaches zero asymptot- 
ically and the target is exactly located by collision. 
The individual effects of trajectories derived in Sections 2-5 on estimation accuracy can be 
assessed upon examining Figs. 4a and 4b together. The areas of curve (A) in Fig. 4a were calculated 
using optimal paths that maximize the I FIM[ directly. Thus it represents the best performance 
expected with regard to observer motion for given V, T, r0, and or. As such, (A) was the reference 
curve in generating Fig. 4b. As can be seen from Fig. 4b, paths maximizing the lower bound differ 
from curve (A) by less than 0.01 kyd 2 units. The difference becomes increasingly less as VT/ro 
approaches 1.This difference in area for many scenarios may be insignificant. For smaller VT/ro 
products or larger a, the initial scenario may have such poor observability that observer motion 
has little effect on solution quality. Thus, for many practical applications, observer motion can be 
generated readily using the analytical expression of equation (17) without sacrificing estimation 
accuracy. 
As is evident from Fig. 4, differences in the error ellipses for the deviated pursuit curves are 
negligible. This illustrates that performance gains realizable from proceeding with optimal fixed 
angles that maximize the I FIMI as opposed to those that maximize the lower bound may be trivial. 
Hence, when observer motion is prescribed to be a pursuit curve, the aspect angle can be easily 
evaluated for many practical purposes using equation (27). However, area differences between 
pursuit curves and optimal paths for VT/ro products greater than 0.5 may become significant with 
regard to performance for certain scenarios, depending on the actual values of V, T, r0, and a. More 
precise determination of the effects of prescribing pursuit curves can be ascertained by computing 
the actual area for the given scenario. 
7. SUMMARY 
The effects of observer motion on estimation accuracy were examined for beatings-only 
localization via system observability. Specifically, the role of the observer in the estimation process 
is to create a target/observer geometry that maximizes observability, thereby minimizing the error 
probability ellipse associated with the CRLB. Optimal paths representing the best performance 
expected with regard to observer motion were numerically generated by maximizing the [FIM I. 
Observer paths were also derived analytically by applying control theory to a lower bound of the 
[FIM I . Deviated pursuit curves were next considered where the observer follows a fixed aspect 
angle. Constant angles that maximize observability were numerically evaluated via the ]FIM[. An 
analytical expression for such angles was then obtained using the lower bound. All of the paths 
were characterized by the initial scenario described by VT/ro, and involve a trade-off between 
decreasing bearing-rate and increasing range. 
To assess pecific effects of the paths on estimation accuracy, the corresponding error probability 
ellipses were calculated. Results reveal that scenarios with higher values of VT/ro are more 
observable and generally enhance solution quality. It was also shown that area differences 
computed via the [FIM I and the lower bound were relatively insignificant for many scenarios. Thus, 
maximizing the lower bound appears to be a viable criterion since observer motion can be readily 
generated using the analytical expressions without sacrificing estimation accuracy. However, 
restricting observer motion to deviated pursuit curves may have adverse effects. More precise 
determination of the effects of a specific observer trajectory can be ascertained by computing the 
actual area for the scenario initially encountered. 
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APPENDIX  
Deviation of  Observer Paths Using a Lower Bound of the F IM 
Integrating equation (15) and simplifying yields 
"~I = ~2 cot(p). 
Differentiating equation (AI) and using equations (14) and (15) gives 
22 = - [sin(fl)/r 3]cot(O - p) = - (f /fir) (X 2/r 4); 
therefore, 
2~ = -[cos(fl)/r3]cot(O - p) = - ( f  /fr)(Xl/r4). 
Also, since 21(T) = ~2(T)  - -  0, 
(AI) 
(A2) 
(A3) 
where 
M = - (f ~r f) ~- - cot(0 - fl). 
Differentiating equation (A5) and using equation 04) yields 
- (F/f)cos(p) + [Hf/f2]cos(P) + f sin(/~) = V sin(0) - 4V  cos(fl)sin(0 - p) - [(4f2)/(flr)]cos(/3), (A7) 
where H and ~' are bearing and range accelerations, respectively. Differentiating equation (A6) and using equation (I 5) yields 
- (/"/f)sin(fl) + [~r/f2]sin(fl) - f cos(p) --- - V cos(0) - 4V  sin(fl)sin(0 - p) - [(4f2)/(flr)]sin(/3). (A8) 
Multiplying equation (A7) by cos(p), equation (A8) by sin(//), and adding the results gives 
--(f/f l) + [(~r)/f 2] = -- 3rfl -- [(4f2)/(flr)]. (A9) 
Now note that 
~I  = - -  [ f ' l ( f r  )] + [(fir )/(f  2r )] + [#~/fr~)]. (A 10) 
Dividing equation (A9) by r and comparing the results with equation (A10) gives the relation 
[.8:/'/(1 + M2)] = --3f. (All) 
Integrating equation (A 1 l) backwards and using the end condition--equation (A4), the optimal control function can finally 
be expressed by equation (16). Equation (17), expressing the optimal trajectories, can now be obtained upon differentiating 
f expressed by equation (8). Using equation (1 I) and 0 = -2fl to simplify the results, equation (17) is obtained via 
integration. 
To find Pr as a function of VT/r o, the arc length of the optimal trajectory is employed: 
f- d__# 
VT = r o cos I,:a [3(fir -- fl0)] J#o c°s4/3 [3(fir -- fl)]' (A 12) 
the following transformation is introduced: 
COS U ~ U-3/2, 
where u = 3(/~r-/~). The arc length then reduces to 
cosl/a[3(p r - ~0)] ['= _____uu du. (AI3) VT = r 0 2 Ji ( u3 - I) t/2 
cos(0r- PT) = 0, (A4) 
which constrains the final course to be perpendicular to the final bearing. The following change of variables is now 
introduced: 
U I = r4~. t  = MXI ,  (A5) 
U 2 = r422 = MX2, (A6) 
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The integral of equation (A13) can be evaluated as in [10], yielding 
V"-~T=c°sl/3[3(flr--fl°'][~ l 0 2 ( ~ )  [ ' l -  LZsin 2 dp) I / z - (~b)F(L , (p )+(~)E(L ,  fp)I# " r, 
where 
(Al4) 
= cos -~[ (u  - b)/(u + a) ] ,  
a = tan(~/3) - 1, 
b = tan(~z/3) + 1, 
L = 0.258819, 
y = 213(3)1/2] 1/2, 
and F(L, dp), E(L, dp )are elliptic integrals of the first and second kind, respectively. Note that equation (A 14) is an implicit 
function of fir. In practice, fir can be assessed for a given VT/r o through a table of such values or via a numerical technique. 
The limiting value of/~r as VT/ro approaches 1 is 30 °. 
