Identification of causal effects is one of the most fundamental tasks of causal inference. We consider a variant of the identifiability problem where a causal effect of interest is not identifiable from observational data alone but some experimental data is available for the identification task. This corresponds to a real-world setting where experiments were conducted on a set of variables, which we call surrogate outcomes, but the variables of interest were not measured. This problem is a generalization of identifiability using surrogate experiments [1] and we label it as surrogate outcome identifiability and show that the concept of transportability [2] provides a sufficient criteria for determining surrogate outcome identifiability for a large class of queries.
Introduction
In the formal framework of causal inference it is sometimes possible to make experimental claims using observational data alone. First, we encode our knowledge into a graph and a probability distribution over the observed variables which together form a causal model. An experiment can now be carried out symbolically in the model through an intervention, which is an action that forces variables to take specific values irregardless of the mechanism that would determine their values otherwise. The question is whether the observed probability distribution alone is enough to determine the effect of this intervention. This problem, known as the identifiability problem, has been studied extensively in literature and solutions in the form of graphical criteria [3, 4] as well as algorithms have been proposed [5, 6, 7] . Various extensions to the identifiability problem have emerged in recent years. These include concepts such as transportability, where identifiability is considered in a target population, but information for the task is available from multiple source populations [8, 9] . Another extension considers the role of selections bias, where instead of the observed probability distributions we are provided with a distribution conditioned on the selection mechanism [10] .
The presence of unobserved confounders often renders causal effects of interest non-identifiable from observational data alone. This leads us to ask whether experimental data can be of use in the identification task. The concept of surrogate experiments or z-identifiability considers this problem in a setting where in addition to the observed probability distribution, experimentation is allowed on a set of variables that is disjoint from the original set of experiments [1] and the full experimental distribution of these surrogate experiments is available. We consider a more general problem: instead of allowing experiments on a set of auxiliary variables, we assume that an arbitrary collection of experimental distributions is available. This kind of setting can occur for example in mediation analysis, where we have previously performed an experiment where the mediator was the outcome variable. Another example is a setting where we are interested in two outcome variables but have only measured one of them in a previous experiment.
In a practical study we often have access to information about population characteristics when performing an experiment. Often not all of these characteristics can be measured in conjunction with the experiment itself which leads to incomplete knowledge regarding the experimental distribution. Suppose that we are interested in the experimental distribution of another variable, one that was not measured during the experiment. The question is whether this distribution can be obtained from the observational data and the outcome of the previous experiment, which we refer to as the surrogate outcome. We label this generalization of identifiability as surrogate outcome identifiability.
We base our analysis of this problem on a semantic framework of causal inference known as the probabilistic causal model [4] . This model incorporates the functional relationships between the variables of interest and their joint probability distribution. A causal model is associated with a directed acyclic graph. Directed acyclic graphs can be used to infer conditional independence relationships from the model through a concept known as d-separation. If no conditional independence statements other than those already encoded in the graph are implied by the distribution of the variables in the model, we say that the distribution is faithful [11] .
The primary tool for analyzing effects of actions in causal models is docalculus [3] , which consists of three inference rules for manipulating interventional distributions. Do-calculus has been shown to be complete with respect to the identifiability problem [6, 5] as well as the transportability and z-identifiability problems [2, 1] . In this paper we derive a sufficient criterion for surrogate outcome identifiability by representing it as a transportability problem where multiple source domains correspond to different experimental distributions. Furthermore, we show that transportability cannot completely characterize surrogate outcome identifiability.
Notation and definitions
We assume that the reader is familiar with graph theoretic concepts fundamental to causal inference and refer them to works such as [12] . We use capital letters denote vertices and the respective variable and small letters denote their values. A directed graph with a vertex set V and an edge set E is denoted by (V, E). For a graph G = (V, E) and a set of vertices W ⊆ V the sets Pa(W ) G , Ch(W ) G , An(W ) G and De(W ) G denote a set that contains W in addition to its parents, children, ancestors and descendants in G, respectively. A subgraph of a graph G = (V, E) induced by a set of vertices W ⊂ V is denoted by G[W ]. This subgraph retains all edges
The graph obtained from G by removing all incoming edges of X and all outgoing edges of Z is written as G[X, Z]. A back-door path from X to Y is a path with an edge incoming to X and Y . A topological ordering ϕ of G is an ordering of its vertices in which every node is smaller than its descendants in G. The set of vertices smaller than a vertex V i in ϕ is denoted by V (i)
ϕ . To facilitate analysis of identifiability and the generalization to surrogate outcomes, we must first define the probabilistic causal model [4] .
where U is a set of unobserved (exogenous) variables that are determined by factors outside the model, V is a set {V 1 , . . . , V n } of observed (endogenous) variables that are determined by variables in U ∪ V . F is a set of functions {f V1 , . . . , f Vn } such that each f Vi is a mapping from (the respective domains of ) U ∪ (V \ {V i }) to V i , and such that the entire set F forms a mapping from U to V , and P (u) is a joint probability distribution of the variables in the set U .
Each causal model induces a graph through the following construction: A vertex is added for each variable in U ∪ V and a directed edge from V i ∈ U ∪ V into V j ∈ V whenever f Vj is defined in terms of V i . Conventionally, causal inference focuses on a sub-class of models with additional assumptions: each U i ∈ U appears in at most two functions of F , the variables in U are mutually independent and the induced graph of the model is acyclic. Models that satisfy these additional assumptions are called semi-Markovian causal models. The induced graph of a semi-Markovian model is called a semi-Markovian graph. In semiMarkovian graphs every U i ∈ U has at most two children. In semi-Markovian models it is common not to depict background variables in the induced graph explicitly. Unobserved variables U i ∈ U with exactly two children are not denoted as V j ← U i → V k but as a bidirected edge V j ↔ V k instead. Furthermore, unobserved variables with only one or no children are omitted entirely. We also adopt these abbreviations. A graph induced by a probabilistic causal model also encodes conditional independences among the variables in the model using through a concept known as d-separation. We use the definition in [13] which explicitly accounts for the presence of bidirected edges making it suitable for semi-Markovian graphs.
Definition 2.2 (d-separation).
A path P in a semi-Markovian graph G is said to be d-separated by a set Z if and only if either P contains one of the following three patterns of edges:
such that M ∈ Z, or P contains one of the following three patterns of edges:
Since we are dealing entirely with semi-Markovian graphs, we will henceforth refer to them simply as graphs.
A causal model allows us to manipulate the functional relationships encoded in the set F . An intervention do(x) on a model M forces X to take the specified value x. The intervention also creates a new sub-model, denoted by M x , where the functions in F that determine the value of X have been replaced with constant functions. The interventional distribution of a set of variables Y in the model M x is denoted by pr(y | do(x)). This distribution is also known as the causal effect of X on Y . Three inference rules known as do-calculus [3] provide the rules for manipulating interventional distributions.
First rule (insertion and deletion of observations):
Second rule (exchange of actions and observations):
Third rule (insertion and deletion of actions):
where
Regarding the identifiability problem, the goal is to transform P (y | do(x)) into an expression that does not contain the do-operator using do-calculus. A causal effect that admits this transformation is called identifiable.
Definition 2.3 (Identifiability)
. Let G = (V, E) be a graph and let X and Y be disjoint sets of variables such that X, Y ⊂ V . The causal effect of X on Y is said to be identifiable from P (v) in G if P (y | do(x)) is uniquely computable from P (v) in any causal model that induces G.
Special graphs known as c-components (confounded components) are crucial for causal effect identification [6] .
is a subgraph of G such that every pair of vertices in C is connected via a bidirected path (a path consisting entirely of bidirected edges). A c-component is maximal if there are no vertices in V C that are connected to V \ V C in G via bidirected paths.
The joint distribution of a causal model admits the so-called c-component factorization with respect to the set of maximal c-components of the induced graph G of the model, denoted by C(G).
When we have access to experiments on surrogate outcomes the identification task is altered slightly. Now the final expression is allowed to contain the dooperator in terms of the form P (w i | do(z i )) as long as this distribution is available from previous experiments. We formalize this notion in the following definition.
Definition 2.5 (Surrogate outcome query).
A surrogate outcome query is a quadruple (X, Y, G, S), where G = (V, E) is a graph, X, Y ⊂ V are disjoint sets of variables. The set of surrogate outcomes
Identifiability of a causal effect defined by a surrogate outcome query is characterized by the following definition. Definition 2.6 (Surrogate outcome identifiability). Let (X, Y, G, S) be a surrogate outcome query. Let
Then the causal effect of X on Y is said to be surrogate outcome identifiable from I in G if P (y | do(x)) is uniquely computable from I in any model that induces G.
As an example on surrogate outcome identifiability, we consider the graphs of Fig. 1 and attempt to identify the causal effect of X on Y from P (x, y, z) and P (z | do(x)). This corresponds to setting S = {(X, Z)} in Definition 2.6.
Graphs where the causal effect P (y | do(x)) is not identifiable from P (x, y, z) alone, but is identifiable via surrogate outcomes using P (z | do(x)).
We can derive the effect as follows in both Fig. 1 (a) and 1(b):
Both terms in this expression are computable from I: the term P (y | x, z) can be obtained via conditioning from P (x, y, z) and the term P (z | do(x)) is already included in I. Here the second equality follows from the second rule of do-calculus, since
. In this trivial example we can easily determine the correct sequence of applications of do-calculus to reach the desired expression. In general, it is difficult to find such a sequence or determine whether such a sequence even exists. For tasks such as identifiability, the solution was to construct an algorithm that either derives the expression for the effect, or returns a graph structure that can be used to construct two models where the distributions over the observed variables agree, but the interventional distributions differ. Instead of developing a similar algorithm for surrogate outcome identifiability, we will describe this problem as a transportability problem, for which a complete solution already exists in the form of an algorithm [14] .
Characterizing surrogate outcomes using transportability
In order to describe the connection between surrogate outcomes and transportability we first provide the definition of a transportability diagram. 
The connection between transportability and surrogate outcome identifiability is not obvious. The general idea is to represent every available experimental distribution P (w i | do(z i )) as a domain π i where discrepancies described by the transportability nodes T i take place in variables that have not been measured or randomized in the corresponding experiment, that is in V \ {W i ∪ Z i }. In the domain π i experimentation on W i is available and the goal is to now use the information provided by each domain to derive a transport formula for the causal effect. A transportability problem is often implicitly described by the target of identification and available experiments [e.g. 8, 14] . Similarly to an surrogate outcome query, we formalize transportability queries in the following definition.
Definition 3.2 (Transportability query). A transportability query is an oc
} is a collection of transportability diagrams relative to source domains Π = {π 1 , . . . , π n }, D * = (V, E) is the graph of the target domain π * , X, Y ⊂ V are disjoint sets of variables, Z = {Z 1 , . . . , Z n } is a collection of sets of variables in which experiments can be conducted in each domain π i , and Z * is the set of available experiments in the target domain.
Mirroring Definition 2.6, transportability of a causal effect defined by a transportability query is characterized by the following definition.
z ) be the pair of observational and interventional distributions of π i , where
, and in an analogous manner, let (P * (v), I * z ) be the observational and interventional distributions of π
be the set of available information. The causal effect P * (y | do(x)) is said to be transportable from Π to π * in D with information I if P (y | do(x)) is uniquely computable from I in any model that induces D.
Henceforth the superscript (i) is used to refer to the source domain π i . A distribution P (i) (v) governing a source domain is simply a shorthand notation for the conditional distribution where the transportability nodes of the corresponding domain are active, meaning that
is the set of all transportability nodes of π i . Next we will outline the procedure to transform a surrogate outcome identifiability query into a transportability query.
Definition 3.4 (Query transformation)
. Let Q S = (X, Y, G, S) be a surrogate outcome query to be transformed into a transportability query
, where sets X and Y remain unchanged. The graph of the target domain π * is G. The set of source domains Π = {π 1 , . . . , π n } and the collection of their respective transportability diagrams D = {D (1) , . . . , D (n) } are constructed from G as follows:
The transformation provided by Definition 3.4 serves as our basis for solving a given surrogate outcome identifiability problem. Transportability nodes are used to denote our lack of experimental information. For each set Z i , we know that the flow of information caused by the intervention of Z i will not propagate to non-descendants of Z i , which is why it suffices to add a transportability node for each vertex in De(Z i ) \ {W i ∪ Z i }. Later we will show that a causal effect is surrogate outcome identifiable if the corresponding causal effect obtained from the query transformation is transportable. First, we recall that do-calculus is complete with respect to transportability and prove some useful lemmas.
Theorem 3.1 (do-calculus characterization). The rules of do-calculus together with standard probability manipulations are complete for establishing transportability of causal effects.
Proof. See [14] . Theorem 3.1 shows that a sequence of valid operations necessarily exists for a transportable causal effect. We define this sequence explicitly. Definition 3.5 (do-calculus sequence). Let G be a graph or a transportability diagram, let p be an identifiable or transportable causal effect and let I be a set of available information. A do-calculus sequence for p in G is a pair
where R is an n−tuple (R 1 , . . . , R n ) such that each R i is either a quintuple
The idea is to use a do-calculus sequence of a transportable causal effect to construct a do-calculus sequence for its query transformation counterpart. However, as do-calculus statements stem from d-separation in the underlying graph, we must first establish that d-separation is invariant to the presence of transportability nodes. (ii) Suppose that X and Y are d-separated by Z in G. Adding transportability nodes to G cannot create any new paths between X and Y since a transportability node is only connected to other vertices of the graph through a single vertex. As before, a transportability node cannot be a descendant of a collider by definition. Thus all paths between X and Y are d-separated by Z ∪ T ′ in D for any subset T ′ ⊆ T . Proof. The proof immediately follows from Theorem 3.1 by noting that G can be obtained from each element of D by removing all transportability nodes.
We show that there always exists do-calculus derivation such that every operation that manipulates transportability nodes does not manipulate any other vertices at the same time.
be a transportability query and let T be the set of all transportability nodes over the domains of D and the target diagram D * . If p = P (y | do(x)) is a transportable causal effect with transportability information I of Definition 3.3, then there exists a do-calculus sequence d p = (R, P) such that whenever R i is of the form
If r i ∈ {2, 3} there is nothing to prove, since the second and third rules of do-calculus manipulate interventions which are not allowed on transportability nodes. Let r i = 1 and suppose that Z i \ T = ∅. Then from Definition 3.5 we know that (
. Now, let R contain every member of R ′ except that each R ′ i with r i = 1 and
Similarly, let P contain every member of P ′ except that each p Next, we present an algorithm for computing transportability formulas that is a modification of the algorithm presented in [14] . In the original formulation, experimental information from the source domains is used only if identification in the target domain fails. Instead, we will prioritize experiments over observations to make full use of the available information. function TRSO(y, x, P, I, S, D, Z)
if W = ∅, return TRSO(y, x ∪ w, P, I, S, D, Z).
if E k = FAIL for some k, return E k .
9:
if C(D) = {D}, 10:
11:
12:
else return FAIL.
Additionally, some restrictions have to be imposed, since when transportability of causal effects is considered we always have access to the full experimental distributions P (i) (v | do(z i )) in any domain π i . This has to be taken into account by preventing certain operations on the joint distributions to be carried out when query transformations for surrogate outcomes are considered. For example when line 10 is triggered, we check whether the local c-component is affected by transportability nodes and prevent further experimentation if this is the case. The original formulation of the algorithm also includes a weighting scheme for effects that can be identified from multiple domains. We omit this part for clarity. . The checks for allowing experimentation do not affect soundness of the recursive function call that follows them on line 10, which was shown to be sound in [14] .
The next result characterizes an important feature of the transport formulas produced by a successful application of Algorithm 3.1.
be the query transformation of a surrogate outcome query (X, Y, G, S). If TRSO succeeds in transporting the causal effect p = pr * (y | do(x)), then for every term that appears in the expression for p of the form
one of the following holds: either
or
and there exists a set Z such that Z ′ ⊆ Z and (Z, W ) ∈ S.
We defer the proof of Lemma 3.3 to Appendix A.
be the query transformation of a surrogate outcome query (X, Y, G, S). Then P (y | do(x)) is surrogate outcome identifiable from
and Z, where information set I 1 is the surrogate outcome information in in Definition 2.6 and I 2 is the transportability information in Definition 3.3.
Proof. Assume that p = P * (y | do(x)) is transportable from Π to π * in D with information I 2 through the application of TRSO(y, x, P * (v), ∅, 0, G, D, ϕ). This sequence is valid since the algorithm is sound by Theorem 3.2. Let δ d = (R, P) be a do-calculus sequence for p of the form given by Lemma 3.2. We can categorize the do-calculus steps into two distinct types: those that not not modify the transportability nodes present in the expression, and those that do.
In other words, if T is the set of all transportability nodes over the domains D and D * , the first category contains steps
This allows us to construct a new do-calculus sequence as follows: For any It remains to show that every term in this resulting formula for q is included in the information set I 1 or can be computed from it without do-calculus. Then δ q = (R ′ , P ′ ) gives a do-calculus sequence for q. Let q m be the last element of the sequence P ′ . Any term in the transport formula p n that involves the target domain is unaffected by do-operators since no variable is available for experimentation in the target domain by Definition 3.4. Therefore, the corresponding term in q m can be obtained from I 1 since this information set includes the full observed probability distribution P (v). Any term in p n that involves a source domain is necessarily affected by a do-operator, since the term would otherwise be identified from the target domain directly. Since Lemma 3.3 has already been applied, all such terms take the form
The proof of Theorem 3.3 provides a construction of a do-calculus sequence for a surrogate outcome identifiable causal effect through the query transformation. In practice we do not have to retrace the entire derivation to obtain the identifying expression. It is enough to apply Lemma 3.3 to each relevant term in the resulting expression and them replace the terms in the transport formula with their respective counterparts from the information set of the surrogate outcome query. Appendix B contains examples on this process.
* , Z, ∅) be the query transformation of a surrogate outcome query (X, Y, G, S) and suppose that there exists a transport formula p t for P * (y | do(x)) given by TRSO(y, x, P
) is surrogate outcome identifiable and its expression is obtained from p t by manipulating every term in p t of the form Lemma 3.3 and by omitting the domain indicators.
Proof. The proof is a direct consequence of the construction for δ q in the proof for Theorem 3.3.
We illustrate the application of Algorithm 3.1 and Corollary 3.2 through an example. We use surrogate outcomes to identify P (y | do(x)) in graph G of Fig. 2(a) from P (v) and P (w | do(x), a 1 , a 2 , b 1 , b 2 ) . The transportability diagram of the corresponding query transformation is depicted in Fig. 2(b) . Transportability nodes are denoted by gray squares. The application of TRSO succeeds in transporting the causal effect and produces the following expression for P * (y | do(x)) a1,a2,b1,b2,w
In this case we obtain the expression for the surrogate outcome identifiable causal effect P (y | do(x)) by simply omitting all domain indicators from the expression for P * (y | do(x)) as licensed by Corollary 3.2 a1,a2,b1,b2,w
Conclusion
We take advantage of transportability by depicting experimental data as distinct domains and by using transportability nodes to prevent certain variables from being observed under an intervention. Transportability nodes not have to be placed on non-descendants of the interventional variable, resulting in the need for Lemma 3.3 to parse the output of Algorithm 3.1. It may be possible to consider other variations of the query transformation, where transportability nodes are omitted from additional vertices based on d-separation in the graph or by some other criteria. In the extreme case we could operate without any connection to transportability by omitting transportability nodes and relying on do-calculus entirely, but this approach can quickly become intractable for larger graphs. Our formulation avoids this, and the output can be directly transformed into a valid formula for a surrogate outcome identifiable causal effect. The query transformation has practical importance because an implementation of transportability is readily available in the R package causaleffect [15, 16] .
which follows from the trird rule of do-calculus by noting that B \ W * i must be a non-descendant of Z ′ . This corresponds to option (1) . If instead there is no such W * i we have
since now it must be the case that the entire set B is a non-descendant of Z ′ . This corresponds to option (2) . If line 9 is triggered instead, the effect is identified as a conditional distribution
As in the case of line 1, if there exists a W * i ⊂ B such that W * i ⊂ W i and (Z i , W i ) ∈ S, then the previous product inside the sum takes the form
where terms in the first product correspond to (3) and the terms in the second product correspond to (2) . The equality again follows from the third rule of do-calculus that renders V j ∈ B \ W * i unaffected by the intervention on Z ′ . If no suitable W * i exists the product is simply
where the terms in the product correspond to (3) and the third rule of docalculus is used again. It remains to tackle the cases where line 10 is triggered.
If it was triggered with I = ∅ we are done, since the set of available experiments was set to ∅. If it was triggered with I = ∅, then we know that that variables in the c-component C ′ are either non-descendants of Z ′ or members of a set W * i ⊂ C ′ such that W * i ⊂ W i and (Z i , W i ) ∈ S since their parents do not include transportability nodes. It follows that the distribution P of the next recursive call takes the form of (4) and since the only operations carried out on this distribution in the recursion are marginalization and conditioning, the claim follows.
Appendix B
This appendix contains examples on the construction of the do-calculus sequence in the proof of Theorem 3.3. We begin with an example where we use surrogate outcomes to identify p = P (y | do(x)) in the graph G of Fig. 3(a) from P (v) and P (z | do(x)). Consider the surrogate outcome query Q = (X, Y, G, S) where X and Y are the corresponding vertices of G and S = {(X, Z)}. The query transformation of Q is (X, Y, {D}, G, Π, π * , {Z}, ∅), where the transportability diagram D depicted in Fig. 3(b) . By definition, transportability nodes is added only for Y , since W is not a descendant of X. We derive a do-calculus sequence that provides a transportability formula for the effect and construct a do-calculus sequence for the surrogate outcome identifiable causal effect P (y | x, z, w)P (z | do(x), w)P (w) (W, X, ∅, ∅, 3) Figure 4 : A do-calculus sequence δp for p = P * (y | do(x)) for the graph of Fig. 3(a) and the do-calculus sequence δq for q = P (y | do(x)) for the graph of Fig. 3(b) constructed as in the proof for Theorem 3.3
When a do-calculus sequence is considered, it is implicitly assumed that whenever R i ∈ {m, r, p} it is clear from the context which term or terms in the expression are referenced by the corresponding operation. In reality, these operations are more involved, for example marginalization should describe which term is being marginalized and which variables the operations is performed over. Similarly, R i corresponding to do-calculus manipulations reference the specific terms that are being manipulated. These details are omitted from the paper for clarity, since they are not crucial for the proofs and can impede readability. Figure 4 shows the do-calculus sequences for the transportability query and the surrogate outcome query. The step transforming p 3 into p 4 is omitted from the do-calculus sequence for the surrogate outcome query according to the construction in Theorem 3. A second example highlights the omission of operations involving transportability diagrams. We use surrogate outcomes to identify p = P (y | do(x)) in the graph G of Fig. 5 (a) from P (v) and P (y | do(x), w 1 , w 2 ).
(b) P (y | do(x, z1, z2), w1, w2)P (w1, w2 | do(x, z1, z2)) r 4 w 1 ,w 2 P (y | do(x, z1, z2), w1, w2)P (w1, w2 | do(x)) ({W1, W2}, {Z1, Z2}, X, ∅, 3) 5 w 1 ,w 2 P (y | do(x, z1, z2), w1, w2)P (w1, w2 | x) ({W1, W2}, X, ∅, ∅, 2) 6 w 1 ,w 2 P (y | do(x), w1, w2)P (w1, w2 | x) (Y, {Z1, Z2}, {X}, ∅, 3) Figure 6 : A do-calculus sequence δp for p = P * (y | do(x)) in the graph of Fig. 5(a) and the do-calculus sequence δq for q = P (y | do(x)) in the graph of Fig. 5(b) constructed as in the proof for Theorem 3.3.
From the derivation in Fig. 6 we can see that in order to add the necessary transportability nodes, we first have to manipulate the interventions present in the expression. We add the interventions for Z 1 and Z 2 , which are later removed when they are no longer needed. These operations are reflected in the do-calculus sequence for the surrogate outcome query, even though adding the interventions is not necessary in this case. Despite of this fact, the sequence is valid.
