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a b s t r a c t
This paper presents a new polynomial-time algorithm to solve the minimum cost tension
problem. It runs in O(m(m + n log n) log(nC))-time, where n,m, C denote the number
of nodes, number of arcs, and maximum arc capacity value of an arc cost, respectively.
The algorithm improves the O(m2n log C)-time algorithm of Maurras (1994) [20]. Also
our algorithm, under the similarity assumption (Gabow, 1985) [12], runs in O(m(m +
n log n) log n)-time, which improves the O(n4m3 log n)-time algorithm of Hadjiat and
Maurras (1997) [18].
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The minimum cost flow problem has a rich history, a lot of algorithms presented to solve it. Let U be the largest absolute
arc bound. The best running times to solve theminimum cost flow problem are theO((m logU)(m+n logn))-timemethod of
Edmonds andKarp [9], theO(nm log (n2/m) log(nC))-timemethod ofGoldberg and Tarjan [15], theO((m logn)(m+ n log n))-
timemethod of Orlin [23], and the O(nm( log log U) log(nC))-time of Ahuja et al. [1]. Each of these algorithms is the best for
a different range of parameters n,m,U and C .
The minimum cost tension problem appears in many applications (see [21, Chapter 7F]) concerning networks such as
timing of events, location of facilities, shared cost problems, and so on. This problem is dual of the minimum cost flow
problem [17,21]: an optimal tension can be found by solving the dual problem to find a minimum cost flow on another
graph. This method is indirect since it requires an extra graph transformation. In this paper, we discussed on algorithms
that deal directly with the minimum cost tension problem without solving the dual problem.
The first theoretical studies on tension are discussed by Berge and Ghouila-Houri [8,13] in the beginning of the 1960s. In
1971, Pla [22] presented an out of kilter algorithm to solve the minimum cost tension problem. Hadjiat [16] showed Pla’s
algorithm is not polynomial using a graph family {Tn, n ≥ 2}, on which it runs necessarily in an exponential number of
iterations, namely 2n+ 2n−1+ 2n−2− 2 calls to a linear labeling process. Hamacher [19] developed two pseudo-polynomial
time algorithms in 1985: the negative cut and shortest augmenting cut algorithms. Other nonpolynomial algorithms were
given by Rockafeller [21]. Piecewise linear and convex costs of the problem and inverse tension problems have been
discussed in [2,5–7,14].
The first polynomial algorithm for the minimum cost tension problem was presented by Maurras [20]. He used the
cost scaling method of Edmonds and Karp [9] to get a polynomial variant of the out-of-kilter idea. The complexity of this
algorithm is O(m2n logC)-time. Hadjiat and Maurras [18] gave a strongly polynomial algorithm for the problem, which runs
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in O(n4 m3 logn)-time. Their algorithm is inspired by Goldberg and Tarjan’s idea [15] which deals with the minimum cost
flow problem.
In this paper, we describe a new polynomial-time algorithm to solve the minimum cost tension problem. This algorithm
gives a polynomial-time implementation of the out-of-kilter idea. It is a scaling algorithm, which in each phase, transforms
all out-of-kilter arcs into in-kilter arcs using a shortest path computation. The algorithm runs in O(m(m+n log n) log(nC))-
time. Our algorithm improves the weakly polynomial time algorithm of Maurras [20] from O(m2n logC) to O(m(m +
n log n) log nC)-time. Similarity assumption [12] says that the bounds are at most a fixed power of n, namely log(C) =
O(log n). This assumption usually makes sense in practice and leads to lower asymptotic running times. Thus, under the
similarity assumption, our algorithm runs in O(m(m + n log n) log n)-time, which is the running time of Orlin [23] (this
algorithm is the best strongly polynomial time algorithm to solve a minimum cost flow problem). Therefore, under the
similarity assumption, our algorithm improves the strongly polynomial time algorithm of Hadjiat and Maurras [18] from
O(n4 m3 logn) to O(m(m+ n log n) log n)-time.
This paper consists of three sections in addition to introduction section. Section 2 presents network notation and the
optimality of a tension. Our algorithm is shown in Section 3. Finally, Section 4 concludes the paper and discusses the
contribution of our algorithm.
2. Preliminaries
2.1. Notation and definitions
Let D = (N, A) be a connected digraph with vertex set N containing n vertices and arc set A containing m arcs. We
denote an arc from node i to node j by i → j and define the cost on arc i → j by cij. Consider flow xij on arc i → j, we call






xji = 0, for each i ∈ N . A simple cycle Q in a directed graph is a sequence i1, i2, . . . , ik
of distinct nodes of N such that either ir → ir+1 ∈ A ( a forward arc in Q ) or ir+1 → ir ∈ A (a backward arc in Q ) for
r = 1, 2, . . . , k (where we interpret ik+1 as i1). A directed cycle is a simple cycle with all forward arcs. A simple path and
directed path are the same as a simple cycle and directed cycle, respectively, without arc ik → i1. IfW is a non-trivial subset
ofN (i.e.W ≠ ∅,W ≠ N) andW = N−W , thenwe define (W ,W ) = {i → j | i ∈ W , j ∉ W } and (W ,W ) = {i → j | i ∉ W ,
j ∈ W }. The arc subset (W ,W ) (and (W ,W )) is called a cut.
Assumption 1. The network contains either arc i → j or arc j → i, but not both.
Let l, u denote lower and upper bounds on xij’s, with lij ≤ uij for each i → j ∈ A. We can always satisfy this assumption
by deleting arc j → i and adding a new node k and two arcs j → k, k → iwith ljk = lki = lji and ujk = uki = uji.
2.2. Similarity assumption
In computing the running time of an algorithm, the assumption is that each arithmetic operation takes one step. In
practice, a computer must store very large numbers in several words of its memory, so to perform each operation on such
numbers, a computermust access a number of words of data and thus takemore than a constant number of steps. Therefore,
the running times are misleading if the numbers are exponentially large. To avoid this systematics underestimation of the
running time, in comparing two running times, sometimes, it will be assumed that the both bounds C and U are polynomial
bounded in n, namely C = O(nk) and U = O(nk), for some constant k (see [12]). This assumption is called as the similarity
assumption [3, Page 60].
The similarity assumption is used to compare weakly and strongly polynomial time algorithms, see [4, Page 3],
[1, Page 264], [10, Pages 5, 14, 18, 23, and 24], [24, Pages 1, 2, 3, and 15], and [25, Pages 5, 6, 7 and 11].
2.3. Minimum cost tension problem and the optimality of a tension
A potential on a graph is a set of arbitrary real values associated with vertices. A vector θ ∈ ℜA is a tension on graph D
with a potential π such that θij = πj − πi, for each i → j ∈ A. In other words, a tension is an arc-weighting having a zero






θij = 0, where Q+ and Q− are the forward and
backward arcs of the cycle, respectively). Let l, u denote lower and upper bounds on θ , with lij ≤ uij for each i → j ∈ A. The





s.t. lij ≤ θij ≤ uij, ∀i → j ∈ A,
θ is a tension.
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A tension θ is called a feasible tension if lij ≤ θij ≤ uij, for each i → j ∈ A. A cut (W ,W ) is called residual with respect to a
tension θ if
θij < uij, for each i → j ∈ (W ,W ),
θij > lij, for each i → j ∈ (W ,W ).
Cost of a cut (W ,W ) is defined by







Theorem 1 ([19]). A tension θ is optimal if and only if all the residual cuts in D have nonnegative costs.
Theorem 2 ([22]). A tension θ is optimal if there exists a circulation x such that:
if θij = uij, then cij ≤ xij,
if θij = lij, then xij ≤ cij,
if lij < θij < uij, then xij = cij.
Definition 1. Given a δ ≥ 0, a tension θ is δ-optimal if there exists a circulation x such that:
if θij = uij, then cij − δ ≤ xij, (1a)
if θij = lij, then xij ≤ cij + δ, (1b)
if lij < θij < uij, then cij − δ ≤ xij ≤ cij + δ. (1c)
We call a circulation x as a (δ, θ )-circulation if it satisfies in (1). Thus, a tension θ is δ-optimal if there exists a (δ, θ)-circulation.
Theorem 3 ([18]). Let C = max
i→j∈A
|cij|. Any feasible tension is C-optimal. Moreover if all costs are integers and δ < 1/m, then
any δ-optimal tension is optimal.
Let θ be a feasible tension. For computing a (C, θ)-circulation, consider, for each (i, j) ∈ A, a lower bound d−ij and a upper
bound d+ij , which defined as follows:
If θij = uij, then [d−ij , d+ij ] = [cij − C,∞].
If θij = lij, then [d−ij , d+ij ] = [−∞, cij + C].
If lij < θij < uij, then [d−ij , d+ij ] = [cij − C, cij + C].
It is clear that x is a (C, θ)-circulation if and only if it is a circulation and d−ij ≤ xij ≤ d+ij for each (i, j) ∈ A. By Lemma 2.3 and
Theorem 2.2 in [18], such a circulation exists and it can be computed using a maximum flow computation. Sleator and Goldberg’s
algorithm [26] is one of the best maximum flow algorithms, which runs in O(mn log n) time. Therefore, a (C, θ)-circulation can
be computed in O(mn log n) time.
3. An O(m(m+ n logn) log(nC))-time algorithm
In this section, the scaling method of [18] and the shortest path problem are used to solve the minimum cost tension
problem in O(m(m+ n logn) log(nC))-time. The algorithm treats δ as a parameter and iteratively obtains δ-optimal tension
for successively smaller values of δ. Initially δ = C , a feasible tension θ and a (C, θ)-circulation (which can be computed
in O(mn log n) time). The algorithm executes scaling phases, where each scaling phase cuts δ in half and transforms a
2δ-optimal tension into a δ-optimal tension using a procedure called the improve-approximation procedure. In this
procedure, the shortest path distances are used to compute a potential. This continues until δ < 1m , atwhich point Theorem3
says that we are finished, having done O(log(nC)) phases. Algorithm 1 describes the framework of our algorithm.
A feasible tension is found in O(m2)-time using the tension rectification algorithm presented in [21, Pages 203–5]
The essential part of each phase of our algorithm is the improve-approximation procedure. The input to an improve-
approximation procedure (δ, θ, x) are a 2δ-optimal tension θ and (2δ, θ )-circulation x and its output are a δ-optimal tension
θ and (δ, θ )-circulation x. Supposing that x is a (2δ, θ )-circulation, we define three sets∇,∆, and Γ as follows (Fig. 1 shows
them):
Let ∇ = ∇1 ∪ ∇2 such that
∇1 = {i → j ∈ A | cij < xij ≤ cij + δ and lij ≤ θij < uij}, and (2)
∇2 = {i → j ∈ A | cij + δ < xij ≤ cij + 2δ and lij ≤ θij < uij}. (3)
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Let∆ = ∆1 ∪∆2 such that
∆1 = {i → j ∈ A | cij − δ ≤ xij < cij and lij < θij ≤ uij} and (4)




{i → j ∈ A | cij ≤ xij}, if θij = uij,
{i → j ∈ A | xij ≤ cij}, if θij = lij,
{i → j ∈ A | xij = cij}, if lij < θij < uij.
(6)
Algorithm 1 The framework of our algorithm.
Begin
Let δ := C;
Look for a feasible tension θ , if none exists then the problem has no solution;
Compute a (C, θ)-circulation x;
Else do
While δ ≥ 1m do
Begin
Put δ := δ/2;
Improve-approximation procedure(δ, θ, x);
End;
Write ‘‘tension θ is optimal’’;
End.
By the definitions of∆,∇ , Γ , if∆2 ∪∇2 = ∅ then θ also is a δ-optimal tension(and x is a (δ, θ )-circulation). We call each
arc in the set∆2∪∇2 as an out-of-kilter arc, and each arc in the set∆1∪∇1∪Γ as in-kilter arc. Like the out of kilter algorithm,
our algorithm successively transforms all the out-of-kilter arcs into in-kilter arcs solving the shortest path problem. By Fig. 1,
(2)–(6), we get the following conclusion.
Conclusion 1.
(a) i → j ∈ ∆1, if we increase xij by δ then i → j ∉ ∆2 ∪ ∇2.
(b) i → j ∈ ∇1, if we decrease xij by δ then i → j ∉ ∆2 ∪ ∇2.
(c) i → j ∈ Γ , if we increase or decrease xij by δ then i → j ∉ ∆2 ∪ ∇2.
(d) i → j ∈ ∆2, if we increase xij by δ then i → j ∉ ∆2 ∪ ∇2.
(e) i → j ∈ ∇2, if we decrease xij by δ then i → j ∉ ∆2 ∪ ∇2.
In order to use the shortest path problem, we first need some definitions. We define a network D′ on the same node set
as D. By Assumption 1, for any pair of nodes i and j, either i → j ∈ A or j → i ∈ A, but not both. Every arc p → q ∈ D
becomes a pair of arcs p → q and q → p in D′ with distances α′pq and α′qp (note, every notation with a prime is defined in
D′). We denote all arcs in D′ by A′, so, we have D′ = (N, A′). If X, Y ⊂ N form a nontrivial partition of N , then we define a
cut in D by (X, Y )A′ = {i → j ∈ A′ | i ∈ X, j ∈ Y }. Note that a cut (X, Y )A (resp. (X, Y )) is all leaving X in D′ (in D). Distances
α′pq and α′qp are computed as follows:
If p → q ∈ ∇ ,
α′pq = 0, and (7a)
α′qp = upq − πq + πp. (7b)
If p → q ∈ ∆,
α′qp = 0, and (8a)
α′pq = πq − πp − lpq. (8b)
If p → q ∈ Γ ,
α′pq = α′qp = 0. (9)
Supposing thatw→ v ∈ ∆2 ∪ ∇2. Ifw→ v ∈ ∆2 (resp. ∇2), then, in D′, a shortest path is determined from nodew (resp.
node v) to all other nodes with respect to α′. Given a node r , denote a shortest path to node r by p′r , and the shortest path
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θij = uij :
θij = lij :
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cij + 2δ



















Fig. 1. The areas corresponding to the sets ∇ ,∆, and Γ .
If w → v ∈ ∆2 (resp. ∇2) then we denote a shortest path from node w (resp. node v) to node v (resp. node w) in D′
by P ′. By the definition of D′, each arc i → j ∈ D′ has a corresponding arc i → j or j → i in D, so the directed path P ′
in D′ has a corresponding simple path P in D. We define Cw→v = P ∪ {w → v} (note, Cw→v is a simple cycle in D). The
improve-approximation procedure is presented in Algorithm 2, which lets π r = πr − d′r for each node r , and augments δ
units flow along Cw→v .
According to Augmentation(δ, Cw→v) presented in Procedure 1, we send δ units flow in the direction of node w (resp.
node v) to node v (resp. nodew) in simple cycle Cw→v . Hence, by Fig. 2(a,c) (resp. Fig. 2(b,d)) the direction of sending δ units
flow in Cw→v is the opposite direction of the path P ′. Thus, we get the following conclusion.
Conclusion 2. Augmentation(δ, Cw→v) Procedure sends δ units flow, in the simple cycle Cw→v , in the opposite direction of
directed path P ′.
Augmentation(δ, Cw→v) Procedure
Begin
Ifw→ v ∈ ∆2, then, augment δ units of flow along Cw→v in the same direction ofw→ v;
Ifw→ v ∈ ∇2, then, augment δ units of flow along Cw→v in the opposite direction ofw→ v;
End.
Procedure 1. Augmentation(δ, Cw→v) Procedure.
The following example explains Conclusion 2.
Example 1. Fig. 3 presents a simple cycle Cw→v in the network D. By the definition of the network D′, every arc i → j in D
becomes a pair of arcs i → j and j → i in D′. Fig. 4, in the network D′, shows this cycle Cw→v . By Augmentation(δ, Cw→v)
Procedure, δ units of flow is sent along Cw→v in the same direction of w → v. Thus, in Fig. 4, δ units flow is sent in the
opposite direction of directed path P ′, which means:
For 3→ 2 in D (Fig. 1), δ units flow is sent in the same direction of 3→ 2.
For 1→ 2 in D (Fig. 1), δ units flow is sent in the opposite direction of 1→ 2.
Therefore, for each arc i → j in Cw→v , Augmentation(δ, Cw→v) Procedure sends δ units flow: (i) in the same or opposite
direction of i → j, (ii) in the opposite direction of the directed path P ′.
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Fig. 2. The relationship between the paths P ′ and P .
Consider a node r and path p′r , for each arc i → j in D, we allocate a Boolean variable Use(p′r , i → j). We say
Use(p′r , i → j) = True if, in D′, i → j ∈ p′r or j → i ∈ p′r , and in otherwise Use(p′r , i → j) = False.
Lemma 4. Consider a node r, a path p′r , and the following operations:
(a) π i = πi − d′i for each i ∈ N. (b) Sending δ units flow in D from node n to node m, for each arc m → n ∈ p′r .
After these operations, the new tension is feasible, and in kilter arcs do not enter into ∆2 ∪ ∇2. Also, for each arc i → j in D
corresponding to arcs in path p′r , we have i → j ∈ ∆1 ∪ ∇1 ∪ Γ .
Proof. Consider i → j ∈ A, we prove the lemma for bothUse(p′r , i → j) = True andUse(p′r , i → j) = False. Let θ ij = π j−π i,
so, for each i → j ∈ A, the new tension is
θ ij = θij − (d′j − d′i). (10)
(i) Use(p′r , i → j) = True.
By the definition of Use(p′r , i → j) = True, we consider two cases i → j ∈ p′r and j → i ∈ p′r .
(i-1) i → j ∈ ∆.
(i-1–1) i → j ∈ p′r .
By (8b), we have d′j = d′i + α′ij = d′i + πj − πi − lij, which means, by (10), θ ij = lij (so, θ ij is feasible). Thus, by Fig. 1, after the
operation(a), we have i → j ∈ Γ . The operation(b) sends δ units flow from node j to node i (since i → j ∈ p′r ), so, by Fig. 1,
we have i → j ∈ Γ .
(i-1–2) j → i ∈ p′r .
By (8a), we get d′i = d′j + α′ji = d′j , so, by (10), θ ij = θij, (which means θ ij is feasible, because θij is feasible). The operation(b)
sends δ units flow fromnode i to node j (since j → i ∈ p′r ), so, if i → j ∈ ∆1 (resp. i → j ∈ ∆2), then, by Fig. 1, i → j ∈ Γ ∪∇1
(resp. i → j ∈ ∆1 ).
(i-2): i → j ∈ ∇ .
This case can be proved in a similar way to the case (i-1).
(i-3) i → j ∈ Γ .
Supposing that i → j ∈ p′r (the case j → i ∈ p′r is similar). By (9), d′j = d′i+α′ij = d′i . Hence, θ ij = θij, which means i → jwill
not leave the set Γ and also θ ij is feasible. Thus, by sending δ units flow from node j to node i (since i → j ∈ p′r ), we have
i → j ∈ ∆1 ∪ Γ .
(ii) Use(pr , i → j) = False.
(ii-1) i → j ∈ ∆.






























































Fig. 4. Showing directed path P ′: w→ 1→ 2→ 3→ 4→ v (defined in D′).
Consider the case i → j ∈ ∆1 (the case i → j ∈ ∆2 can be proved in a similar way). By d′i ≤ d′j + α′ji and (8a), we get
d′j − d′i ≥ 0. Thus, by (10), we have
θ ij ≤ θij. (11)
By d′j ≤ d′i + α′ij and (8b), we have d′j ≤ d′i + πj − πi − lij, or
lij ≤ θ ij. (12)
Fig. 1 says lij < θij ≤ uij (since i → j ∈ ∆), so, by (11) and (12), we get lij ≤ θ ij ≤ uij, which means i → j ∈ ∆1 ∪ Γ .
(ii-2) i → j ∈ ∇ .
This case can be proved in a similar way to the case (ii-1).
(ii-3) i → j ∈ Γ .
By (9), d′i ≤ d′j + α′ji, and d′j ≤ d′i + α′ij, we get d′i = d′j , which means θ ij = θij. Hence, the arc i → j remains in Γ and θ ij is
feasible. 
Lemma4 sends δ units flow along path p′r , so, the resultwill not be a circulation, but, byDefinition 1,we need a circulation.
The improve-approximation procedure sends δ units flow along cycle Cw→v so that the result is a circulation.
Theorem 5. Consider the following operations in the improve-approximation procedure:
(a) π i = πi + d′i , for each node i. (b) Sending δ units flow along the cycle Cw→v using Augmentation(δ, Cw→v) Procedure.
After these operations, the new tension is feasible, and in kilter arcs do not enter into set∆2 ∪∇2. Also i → j ∈ ∆1 ∪∇1 ∪ Γ , for
each i → j ∈ Cw→v .
Proof. By Lemma 4, this theorem is true for the operation(a). Nowwe prove it for the operation(b). Augmentation(δ, Cw→v)
Procedure sends δ units flow along Cw→v = P ∪ {w→ v}, and the arcw→ v leaves the set∆2 ∪∇2. Thus, we focus on the
arcs of P . Conclusion 2 says that the procedure sends δ units flow in the opposite direction of the direction of path P ′, and,
by the definition of P ′, we have P ′ = p′v or P ′ = p′w . Therefore, by Lemma 4, after the operation(b), for each i → j ∈ P , we
have i → j ∈ ∆1 ∪ ∇1 ∪ Γ . 
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Theorem 5 says that the improve-approximation procedure does not send any arc i → j ∈ ∆1 ∪ ∇1 ∪ Γ into the set
∆2 ∪ ∇2. Also, in each iteration, there is at least one arc (i.e. w → v) leaving ∆2 ∪ ∇2. Thus, after at most m iterations, we
have∆2 ∪ ∇2 = ∅. The next lemma gives the running time of the procedure.
Lemma 6. The running time of the improve-approximation procedure is O(m(m+ n log n)).
Proof. We have |∆2 ∪ ∇2| ≤ m, so the number of iterations is at mostm. In each iteration, the procedure solves a shortest
path problem that can be solved in O(m + n log n) [11]. Other operations in each iteration are done in O(m). Hence, the
running time of procedure is O(m(m+ n log n)). 
At the start of the algorithm a (C, θ)-circulation is computed, which needs O(mn log n) time. The tension rectification
algorithm [19, Pages 203–5] finds a feasible tension in O(m2)-time, so, by Theorem 3 and Lemma 6, we yield the following
theorem.
Theorem 7. Algorithm 1 runs in O(m(m+ n log n) log(nC))-time. 
Algorithm 2 Improve-approximation procedure(δ, θ, x).
Begin
Define D′ using (7), (8) and (9);
1 Do while∆2 ∪ ∇2 ≠ ∅
Begin
Select an arcw→ v ∈ ∆2 ∪ ∇2;
Ifw→ v ∈ ∆2 (resp. w→ v ∈ ∇2) then determine the shortest path distance d′(.) from
nodew (resp. node v) to all nodes in D′ with respect to the distances α′ij and α
′
ji;
Let P ′ denote a shortest path from nodew (resp. node v) to node v (resp. nodew) in D′ ;
Begin
Compute P and let Cw→v = P ∪ {w→ v} ;
Update π := π − d′ ;
Augmentation(δ, Cw→v) Procedure;
End;




4. Conclusion and the contribution of our algorithm
The minimum cost tension problem asks a minimum cost set of potential difference. This problem appears in many
applications such as timing of events, location of facilities, shared cost problems [21]. An optimal tension of the minimum
cost tension problem can be found by solving a minimum cost flow problem on another graph [17,21]. The best strongly
polynomial time algorithm to solve a minimum cost flow problem is the O(m(m+n log n) log n)-timemethod of Orlin [23].
There are two polynomial time algorithms that deal directly with the minimum cost tension problem without using
the minimum cost flow algorithms on an extra graph: the weakly polynomial time algorithm of Maurras [20], and the
strongly polynomial time algorithm of Hadjiat and Maurras [18]. In this paper, we presented a new weakly polynomial
time algorithm, which runs in O(m(m+ n logn) log(nC)) time. This running time improves the O(m2n logC)-time algorithm
of Maurras.
According to the similarity assumption [12], the bounds are at most a fixed power of n, namely log(U) = O(log n).
Therefore, under this assumption, our algorithm runs in O(m(m + n log n) log n)-time, which improves the O(n4 m3 logn)
method of Hadjiat and Maurras [18]. Also, under the similarity assumption, the running time of our algorithm is equal to
the running time of Orlin’s algorithm [23] to solve minimum cost flow problem.
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