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A LIMIT THEOREM FOR THE 1ST BETTI NUMBER OF LAYER-1
SUBGRAPHS IN RANDOM GRAPHS
MINGHAO TIAN AND YUSU WANG
ABSTRACT. We initiate the study of local topology of random graphs. The high level
goal is to characterize local “motifs” in graphs. In this paper, we consider what we call
the layer-r subgraphs for an input graph G = (V,E): Specifically, the layer-r subgraph
at vertex u ∈ V , denoted by Gu;r, is the induced subgraph of G over vertex set ∆ru :=
{v ∈ V : dG(u, v) = r}, where dG is shortest-path distance in G. Viewing a graph as
a 1-dimensional simplicial complex, we then aim to study the 1st Betti number of such
subgraphs. Our main result is that the 1st Betti number of layer-1 subgraphs in Erdo˝s–
Rényi random graphs G(n, p) satisfies a central limit theorem.
1. INTRODUCTION
The study of topological properties of random structures can be dated back to 1959,
when Erdo˝s [Erd59] gave a probabilistic construction of a graph with large girth and large
chromatic number. One variant of the construction is later called the Erdo˝s–Rényi ran-
dom graph G(n, p), which is constructed by adding edges between all pairs of n vertices
with probability p independently. Since then, many properties like the connectivity, largest
components and the clique number in G(n, p) have also been studied [Bol01]. Recently,
due to the rapid development of topological data analysis (TDA) [CM17], the homology of
random simplicial complexes, which is a high-dimensional generalization of Erdo˝s–Rényi
random graphs, has received much attention [Kah13, Kah14, KM+13]. In addition to the
standard homological invariants, the newly developed persistent homology theory has also
been applied to random simplicial complexes: For example, in [BK14], the authors con-
sider the length of the longest barcode in persistence diagrams induced by some filtration
consisting of random simplical complexes.
In this article, we initiate the study of local topology of random graphs. We con-
sider a type of local subgraphs called rooted k-neighborhood subgraphs: for any graph
G = (V,E), the rooted k-neighborhood subgraph at vertex u ∈ V , denoted by Gku, is
the induced subgraph of G over vertex set Γku = {v ∈ V : dG(u, v) ≤ k}, where dG is the
geodesic (shortest-path) distance. We take a first step to analyze the topology of rooted k-
neighborhood subgraphs in Erdo˝s–Rényi random graph G(n, p). Specifically, we consider
the “layers” of Gku called layer-r subgraphs.
Definition 1.1 (Layer-r subgraphs). Given a graph G = (V,E) with vertex set V and
edge set E, for any vertex u ∈ V , the layer-r subgraph of u is the induced subgraph over
vertex set ∆ru = {v ∈ V : dG(u, v) = r}, where dG is the shortest-path metric. Denote
such subgraph by Gu;r.
A graph can be naturally viewed as a 1-dimensional simplicial complex. Thus, for
any graph G = (V,E), we can define the 0th Betti number β0(G) and 1st Betti number
β1(G), which are the ranks of the 0th and the 1st homology group of the corresponding
1-dimensional simplicial complex, respectively. Note that β0(G) is equal to the number of
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connected components in G and β1(G) = |E| − |V | + β0(G) by the Euler characteristic
formula [Hat02].
We are interest in the behavior of β1 (Gu;r). In particular, we consider the following
random variable C(r)n,p defined by
(1) Sample a graph G from G(n, p);
(2) Randomly pick a vertex v in G;
(3) Set C(r)n,p := β1 (Gv;r); Also set c
(r)
n,p := β0 (Gv;r).
Throughout this paper, we use the standard Bachmann-Landau notation (asymptotic no-
tation). That is, for real valued functions f(n) and g(n), as n→∞, we say
(1) f(n) = O(g(n)): ∃ two constants c > 0 and n0 ∈ N such that |f(n)| ≤ cg(n) for
all n ≥ n0;
(2) f(n) = o(g(n)): ∀ > 0, ∃n0 ∈ N such that |f(n)| < g(n) for all n ≥ n0;
We also use the notation f  g to mean that f(n)/g(n)→ 0 as n→∞.
Our main result is that under some condition on p, C(1)n,p satisfies a central limit theorem.
Theorem 1.1. If n−1/2  p < 1, then
C
(1)
n,p − E[C(1)n,p]√
Var
[
C
(1)
n,p
] ⇒ N (0, 1)
Relation to persistent homology. For a given rooted k-neighborhood subgraph Gku, it
can also be viewed as a metric graph equipped with the distance-to-root function fGku
[DSW15]: for any vertex v in Gku, fGku(v) = dGku(v, u); then we do linear interpolation
for each edge. For example, suppose z is the mid point of edge (v, w), then fGku(z) =[
fGku(v) + fGku(w)
]
/2.
Now consider the 1-dimensional extended persistence diagram [BEM+13] of Gku in-
duced by the super-level set filtration of the distance-to-root function. A special type of
points in the diagram is the points on the diagonal. By an argument on extracting the
Betti numbers of some substructures from the extended persistence diagrams (Theorem 2
in [BEM+13]), it is easy to see that the number of (N,N) with any N ∈ N in the dia-
gram associated with vertex u is β1 (Gu;N). Thus, Theorem 1.1 shows that the multiplicity
of (1, 1) points in the 1-dimensional extended persistence diagram satisfies a central limit
theorem. See Appendix A for more details.
In the remainder of this paper, in Section 2, we will introduce background and some
useful results that we will use later. We then prove the main theorem Theorem 1.1 in
Section 3.
2. DEFINITIONS AND USEFUL LEMMAS
Weakly convergence and total variation distance. A sequence {Xn}∞n=1 of random vari-
ables is said to converge weakly to a limiting random variable X (written Xn ⇒ X) if
limn→∞ E[f(Xn)] = E[f(X)] for all bounded continuous function f . The total variation
distance between real-valued random variables X and Y is defined by
dTV (X, Y ) := sup
A∈B
|P [X ∈ A]− P [Y ∈ A]|
THE 1ST BETTI NUMBER OF LAYER-1 SUBGRAPHS 3
where B is the class of Borel sets in R. It also has the following equivalent form [LP17]:
dTV (X, Y ) =
1
2
sup
f
|E[f(X)]− E[f(Y )]| ,
with the supremum taken over all functions bounded by 1. Obviously, if dTV (Xn, X)→ 0
as n→∞, then Xn ⇒ X .
Dissociated random variables. We say a set of random variables {ξi : i = (i1, · · · , ir)}i∈I
for I a set of unordered r-tuples is a set of dissociated random variables if two subcollec-
tions of the random variables {ξj}j∈J and {ξl}l∈L are independent whenever(⋃
j∈J
j
)⋂(⋃
l∈L
l
)
= ∅.
See [Sil76, MS75] for more details on dissociated random variables and their applications
in random structures. Here, our main result heavily depends on the following normal
approximation lemma on the sum of dissociated random variables.
Lemma 2.1 (Stein’s method, normal approximation [BKR89]). Suppose {ξi}i∈I is a set of
dissociated random variables with E[ξi] = 0 for each i. Set W :=
∑
i∈I ξi, and suppose
E[W 2] = 1. For each i ∈ I , let Ni := {j ∈ I : i
⋂
j 6= ∅} be the dependency neigh-
borhood for i. Let Z = N (0, 1) be a standard normal random variable. Then, there is a
universal constant C such that
dTV (W,Z) ≤ C
∑
i∈I
∑
j,k∈Ni
{E [|ξiξjξk|] + E [|ξiξj |]E [|ξk|]} .
The following well-known concentration inequality is also used in our proof.
Lemma 2.2 (Chernoff bound [DP09]). Let X1, · · · , Xn be independent random variables
with values in [0, 1] and X :=
∑
iXi. Then, for any  > 0, we have
P [X > (1 + )E [X]] < exp
(−2E [X] /3) ,
P [X < (1− )E [X]] < exp (−2E [X] /2) .
In what follows, we often omit the parameters n and p from the notation C(k)n,p and c
(k)
n,p
when their choices are clear from the context.
3. PROOF OF THEOREM 1.1
Recall that C(1) is the 1st Betti number of a random layer-1 subgraph and c(1) is the
0th Betti number (number of connected components) of the subgraph. First, we show that
C(1) − c(1) satisfies a central limit theorem for n−1/2  p < 1.
Lemma 3.1. Set X(1) := C(1) − c(1). Let Z = N (0, 1) be a standard normal random
variable. If n−1/2  p < 1, then
dTV
(
X(1) − E[X(1)]√
Var [X(1)]
, Z
)
= o(1)
Proof. It is easy to see that the number of neighbors of an individual vertex of G(n, p) is
a Binomial random variable with parameters (n− 1) and p. Denote the sampled graph by
G = (V,E). We pick an arbitrary vertex u ∈ V and consider the layer-1 subgraph Gu;1 at
u. Let α be the number of vertices in Gu;1 and γ be the number of edges in Gu;1. Then, we
know that X(1) = C(1) − c(1) = γ − α. Let V ′ = V \ {u} be the set of vertices excluding
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u. Without loss of generality, we assume the vertex set V ′ = {v1, v2, · · · , vn−1}. For any
(s, t) ∈ I := {(vi, vj) : 1 ≤ i ≤ j ≤ n− 1}, the corresponding indicator random variable
η(s,t) is defined as follows:
η(s,t) =
{
1, {s} ∪ {t} ∪ {u} spans a complete graph;
0, Otherwise
It is easy to see that the following holds.
X(1) = γ − α =
∑
(s,t)∈I
(−1)1{s=t} · η(s,t)
where 1{s=t} is the indicator function.
Set σ2 := Var
[
X(1)
]
. Define a finite collection of random variables
{
ξ(s,t)
}
(s,t)∈I with
ξ(s,t) :=
(−1)1{s=t}
σ
(
η(s,t) − E
[
η(s,t)
])
as the “normalized” version of
{
η(s,t)
}
: it is easy to check E
[
ξ(s,t)
]
= 0. Now set
W :=
∑
(s,t)∈I
ξ(s,t) =
X(1) − E [X(1)]√
Var [X(1)]
,(3.1)
where the last equality holds due to the linearity of expectation. Thus we have E [W 2] = 1.
Decompose the collection by I = Iv unionsq Ie where Iv := {(vi, vi) : vi ∈ V ′} and Ie :=
{(vi, vj) ∈ V ′ × V ′ : vi 6= vj}. It is not hard to check that
{
ξ(s,t)
}
(s,t)∈I is a collection of
dissociated random variables.
Note that for any 2-tuples A,B ∈ I , we have
E [ηA]E [ηB] = P [ηA = 1]P [ηB = 1]
≤ P [ηA = 1|ηB = 1]P [ηB = 1] = P [ηAηB = 1] = E [ηAηB] .
Thus, for any 2-tuples A,B,C ∈ I , by expanding the expectation (16 terms in all), it is not
hard to see
E [|ξAξBξC |] + E [|ξAξB|]E [|ξC |] ≤ 16
σ3
E [ηAηBηC ]
To prove Lemma 3.1, by Lemma 2.1 and combining Eqn. 3.1, it suffices to prove
1
σ3
∑
A∈I
∑
B,C∈NA
E [ηAηBηC ]→ 0 as n→∞
where NA is the subcollection of 2-tuples of I sharing one (vertex) element with A. We
can further decompose the summation as follows.∑
A∈I
∑
B,C∈NA
E [ηAηBηC ] =
∑
A∈Iv
∑
B,C∈NA
E [ηAηBηC ] +
∑
A∈Ie
∑
B,C∈NA
E [ηAηBηC ]
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Note that by enumerating all the 2-tuples ((n− 2) tuples) in dependency neighborhoods of
Iv, we have∑
A∈Iv
∑
B,C∈NA
E [ηAηBηC ] =
∑
A∈Iv
∑
B,C∈NA
P [ηBηC = 1|ηA = 1]P [ηA = 1]
=
∑
A∈Iv
P [ηA = 1]
∑
B,C∈NA
P [ηBηC = 1|ηA = 1]
=
(
n− 1
1
)
P
[
η(v1,v1) = 1
] ∑
B,C∈N(v1,v1)
P
[
ηBηC = 1
∣∣η(v1,v1) = 1]
= (n− 1)p [(n− 2)p2 + (n− 2)(n− 1)p4](3.2)
Similarly, we have∑
A∈Ie
∑
B,C∈NA
E [ηAηBηC ]
=
(
n− 1
2
) ∑
B,C∈N(v1,v2)
E
[
η(v1,v2)ηBηC
]
=
(
n− 1
2
)
 ∑
B,C∈N(v1,v2)
B,C∈Iv
+
∑
B,C∈N(v1,v2)
B,C∈Ie
+2
∑
B,C∈N(v1,v2)
B∈Iv ,C∈Ie
E [η(v1,v2)ηBηC]

=
(
n− 1
2
){
4p3 + 2(n− 3) [p5 + p6 + 2(n− 4)p7]+ 2 [4(n− 3)p5]}(3.3)
Combining Eqn. 3.2 and Eqn. 3.3, we know the following inequality holds.∑
A∈I
∑
B,C∈NA
E [ηAηBηC ] < 3n2p3 + 6n3p5 + n3p6 + 2n4p7(3.4)
Since p n−1/2, the leading order of the right hand side of Eqn. 3.4 is n4p7.
In what follows, we calculate σ the standard deviation of X(1). First, note that
σ2 = Var
[
X(1)
]
= Var [γ − α] = Var [α] + Var [γ]− 2 · Cov (α, γ) .(3.5)
Also note that α =
∑
A∈Iv ηA and γ =
∑
A∈Ie ηA. By the linearity of expectation, we have
E [α] = (n − 1)p and E [γ] = (n−1
2
)
p3. Note that α is the sum of (n − 1) independent
random variable, thus Var [α] = (n− 1)p(1− p). Then, by enumerating A,B ∈ Ie by the
size i of their intersection, we know that
Var [γ] =
{ ∑
A,B∈Ie
E [ηA · ηB]
}
− {E [γ]}2
=
(
n− 1
2
)
p3
[(
n− 3
2
)
p3 +
(
2
1
)(
n− 3
1
)
p2 + 1
]
−
[(
n− 1
2
)
p3
]2
(3.6)
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Similarly, we can expand the covariance as follows.
Cov (α, γ) = E
[∑
A∈Iv
ηA ·
∑
B∈Ie
ηB
]
− E [α] · E [γ]
=
(
n− 1
1
)
p
[(
n− 2
2
)
p3 +
(
n− 2
1
)
p2
]
− (n− 1)p ·
(
n− 1
2
)
p3
= (n− 1)(n− 2)p3(1− p)(3.7)
Finally, plugging Eqn. 3.6 and Eqn. 3.7 back into Eqn. 3.5 and by routine calculations,
we have
σ2 = (n− 1)
[
p−p2 − (3/2)(n− 2)p3 + 2(n− 2)p4
+ (n− 2)(n− 3)p5 − (1/2)(n− 2)(2n− 5)p6
]
(3.8)
Note that if p < 1, then by Eqn. 3.8, we know that σ2 6= 0. Also it is not hard to see that
p  n−1/2 implies that the leading order of σ2 is n3p5. Finally, combining this fact with
Eqn. 3.4, we know that there exists some constant C such that
1
σ3
∑
A∈I
∑
B,C∈NA
E [ηAηBηC ] < C
(
n4p7
n9/2p15/2
)
=
C
(np)1/2
→ 0

Next, we show the follow lemma on c(1), which intuitively says that if p  n−1/2, then
with high probability, c(1) = 1.
Lemma 3.2. If p n−1/2, then P [c(1) > 1] = o(1).
Proof. Denote the number of vertices in Gu;1 by α, which is a random variable with bino-
mial distribution Bin(n− 1, p). Thus, by using Chernoff bound (Lemma 2.2), we have
P [α > 2(n− 1)p] < exp (−(n− 1)p/3) ,
P [α < (1/2)(n− 1)p] < exp (−(n− 1)p/8) .
By applying the law of total probability, we know that
P
[
c1 > 1
]
=P [Gu;1 is not connected]
≤P [α > 2(n− 1)p] + P [α < (1/2)(n− 1)p]
+ P [Gu;1 is not connected|(1/2)(n− 1)p ≤ α ≤ 2(n− 1)p]
< exp (−(n− 1)p/3) + exp (−(n− 1)p/8)(3.9)
+ P [Gu;1 is not connected|(1/2)(n− 1)p ≤ α ≤ 2(n− 1)p]
For a fixed k ∈ [(1/2)(n− 1)p, 2(n− 1)p], let Y (k)i be the number of components with
i vertices in Gu;1 conditioned on α = k. Thus, we have
P [Gu;1 is not connected|α = k] = P
bk/2c⋃
i=1
{Y (k)i > 0}
 ≤ bk/2c∑
i=1
P
[
Y
(k)
i > 0
]
(3.10)
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Note that since p  n−1/2, k goes to infinity as n goes to infinity. By applying Markov’s
inequality and noticing the fact that for any x ∈ [0, 1], 1− x ≤ e−x, we know that
P
[
Y
(k)
1 > 0
]
≤ E
[
Y
(k)
1
]
= k(1− p)k−1 < k(1− p)k/2 ≤ ke−pk/2 < 2npe−np2/8(3.11)
Similarly, since the number of spanning trees on a fixed set of i vertices is ii−2 (the so-called
Cayley’s formula), we have
bk/2c∑
i=2
P
[
Y
(k)
i > 0
]
≤
bk/2c∑
i=2
E
[
Y
(k)
i
]
≤
bk/2c∑
i=2
(
k
i
)
ii−2(1− p)i(k−i)pi−1
≤
bk/2c∑
i=2
(
ek
i
)i
ii−2(1− p)i(k/2)pi−1
=
bk/2c∑
i=2
1
pi2
(
ekp(1− p)k/2)i
<
1
4p
bk/2c∑
i=2
(
ekp(1− p)k/2)i
=
1
4p
(
ekp(1− p)k/2)2 1− (ekp(1− p)k/2)bk/2c−1
1− ekp(1− p)k/2(3.12)
Note that
ekp(1− p)k/2 ≤ ekpe−pk/2 < 6(np)e−np2/8 = 6e−np2/8+ln(np)
Also note that p n−1/2 implies np2/8 > ln(np). Thus, we know that ekp(1− p)k/2 → 0
as n→∞. Furthermore, applying this fact to Eqn. 3.12, for large enough n, we have
bk/2c∑
i=2
P
[
Y
(k)
i > 0
]
<
1
p
(
ekp(1− p)k/2)2 ≤ 36n2pe−np2/4(3.13)
Combining Eqn. 3.10 with Eqn. 3.13 and Eqn. 3.11, we know that for any fixed k ∈
[(1/2)(n− 1)p, 2(n− 1)p], we have
P [Gu;1 is not connected|α = k] < 2npe−np2/8 + 36n2pe−np2/4
Thus, we have the following estimate for the last term on the right side of Eqn. 3.9.
P [Gu;1 is not connected|(1/2)(n− 1)p ≤ α ≤ 2(n− 1)p]
<
3
2
np
(
2npe−np
2/8 + 36n2pe−np
2/4
)
=3e−np
2/8+2 log(np) + 54e−np
2/4+log(np2)+log(np) = o(1)
Plugging the above equation back to Eqn. 3.9 concludes the proof of Lemma 3.2. 
Proof of Theorem 1.1. Let Z = N (0, 1) be a standard normal random variable. Set
X˜(1) :=
X(1) − E[X(1)]√
Var [X(1)]
, C˜(1) :=
C(1) − E[C(1)]√
Var [C(1)]
.
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To prove the theorem, it suffices to show that dTV
(
C˜(1), Z
)
= o(1). Let B denote the
class of Borel sets in R. Recall that X(1) = C(1) − c(1). And it is easy to check that under
the assumption c(1) = 1, we have X˜(1) = C˜(1). Note that for any Borel set A ∈ B, we have
P
[
X˜(1) ∈ A
]
− P
[
C˜(1) ∈ A
]
≤ P
[
X˜(1) ∈ A
∣∣∣c(1) = 1]+ P [c(1) > 1]− P [C˜(1) ∈ A]
= P
[
C˜(1) ∈ A
]
+ P
[
c(1) > 1
]− P [C˜(1) ∈ A]
= P
[
c(1) > 1
]
On the other hand, we can also derive a lower bound.
P
[
X˜(1) ∈ A
]
− P
[
C˜(1) ∈ A
]
≥ P
[
X˜(1) ∈ A
∣∣∣c(1) = 1]P [c(1) = 1]− P [C˜(1) ∈ A]
= −P
[
C˜(1) ∈ A
] (
1− P [c(1) = 1])
≥ −P [c(1) > 1]
Thus, we have
dTV
(
C˜(1), X˜(1)
)
= sup
A∈B
∣∣∣P [C˜(1) ∈ A]− P [X˜(1) ∈ A]∣∣∣ ≤ P [c(1) > 1]
By triangle inequality, we know
dTV
(
C˜(1), Z
)
≤ dTV
(
C˜(1), X˜(1)
)
+ dTV
(
X˜(1), Z
)
≤ P [c(1) > 1]+ dTV (X˜(1), Z)
Finally, applying Lemma 3.1 and Lemma 3.2 concludes the proof. 
4. COMMENTS AND OPEN QUESTIONS
In this paper, we discussed the behavior of C(1)n,p of Erdo˝s–Rényi random graphs G(n, p),
which is a first step to understand the local topology of random graphs. However, there
are still some unsolved questions related to the 1st Betti number of layer-r subgraphs. We
assume the sampled graph is G = (V,E).
1. Let β1,d := |{v ∈ V : β1 (Gv;1) = d}|. Inspired by the standard results on the
degree distribution of random graphs (Section 3.1 in [FK16]), a natural question
arises: what is the distribution of β1,d? Based on our empirical result on the p-
values of the D’Agostino-Pearson test1 [DP73] (see Figure 1), we conjecture that
when p is large enough, then β1,d should obey a normal distribution.
2. We only consider the layer-1 subgraphs in G(n, p). So how about layer-k sub-
graphs? Interestingly, for k = 2, 3, our empirical result indicates that there should
exist two disjoint ranges of p such that when p falls in either range, a central limit
theorem of C(k)n,p holds (see Figure 2).
1The D’Agostino-Pearson test is a normality test with the null hypothesis being “the samples are normally
distributed”. A small p-value (typically when ≤ .05) indicates strong evidence against the null hypothesis,
which means that with high probability, the samples are not normally sampled. A large p-value (typically
when > .05) indicates weak evidence against the null hypothesis, which means we fail to reject the null
hypothesis.
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D'Agostino-Pearson test, Distribution, 1-ring subgraphs, # nodes = 1000
(a) G(1000, p) with p ∈ [0, .5]
FIGURE 1. Given a graph G sampled from Erdo˝s–Rényi random graph
G(1000, p), we perform the so-called D’Agostino-Pearson test on the 1000
samples {β1(Gv;1) : v ∈ G} (one value for each vertex). We simply use the
function SCIPY.STATS.NORMALTEST in Python to compute the p-values of
these tests (y-axis). Note that a large p-value doesn’t mean that the sam-
ples are actually sampled from a normal distribution. However, the result
still gives us a hint on how large p should be such that the distribution of
β1,d(G) looks like a normal distribution.
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D'Agostino-Pearson test, 2-ring subgraphs, # nodes = 1000
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D'Agostino-Pearson test, 3-ring subgraphs, # nodes = 10000
(a) G(1000, p) with p ∈ [0, .125] (b) G(10000, p) with p ∈ [0, .005]
FIGURE 2. Again, we perform the D’Agostino-Pearson tests on 1000 sam-
ples of C(2)1000,p and C
(3)
10000,p, respectively. These results don’t directly sup-
port our conjecture, but they still give us a hint on the range of p in which a
central limit theorem of the corresponding 1st Betti number may hold.
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APPENDIX A. INFORMATION ENCODED IN THE EXTENDED PERSISTENCE DIAGRAMS
LetG = (V,E) be a connected unweighted finite graph with at least two vertices. Fix an
arbitrary node v ∈ V and let fv : V → Z≥0 be the graph distance function (i.e. for ∀u ∈ V ,
fv(u) is the shortest-path distance from u to v; fv(v) = 0). Set hv := maxu∈V fv(u) (the
height of the shortest-path tree). Recall that the layer-k subgraph Gv;k is just the induced
subgraph on vertex set {u ∈ V | fv(u) = k}.
Note that G can also be viewed a finite 1-dimensional CW complex X [Hat02] and thus
a compact topological space. We now define a piecewise linear function Fv : X → R
such that Fv and fv agree at X(0) (the 0-skeleton of X). That is, for every point x ∈ X ,
if x ∈ X(0), then set Fv(x) = fv(x); otherwise, there exists a 1−cell e1α 3 x, then set
Fv(x) = gα (φ
−1
α (x)), where φα is the corresponding characteristic map of e
1
α and
gα(t) :=
[
fv
(
ρ1α(0)
)− fv (ρ1α(1))] t+ fv (ρ1α(0)) .
Follow the idea of [BEM+13], we consider the super-level set filtration ofX constructed
by the super-level sets X t(Fv) = F−1v [t,+∞), for all real values t. We use the direct sum
H(X t(Fv)) := H0(X
t(Fv)) ⊕ H1(X t(Fv)) to suppress the homological dimension. We
also borrow the definitions of homological regular value and homological critical value
from [BEM+13]: A real value t is called a homological regular value of f if there exists
 > 0 such that the map between homology groups induced by the inclusion X t+δ(Fv) ↪−→
X t−δ(Fv) is an isomorphism for every δ < ; Otherwise, t is called a homological critical
value. We now artificially add (hv + 2) homological regular values s0, s1, · · · , shv+1 to
the sequence with si = hv − i + 0.5. Set X i := X si(Fv) = F−1v [si,+∞) and Xi :=
F−1v
(−∞, s(hv+1)−i]. We construct the following extended filtration [BEM+13]:
0 = H
(X 0)→ · · · → H (X hv+1) = H (X ,X0)→ · · · → H (X ,Xhv+1) = 0(A.1)
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Suppose all the homological critical values are t1 > t2 > · · · > tm = 0. Note that for
any two consecutive homological regular values si and si+1, there is at most one homolog-
ical critical value rj such that si > tj > si+1. Also for any homological critical value tj ,
it must be between two consecutive homological regular values. Thus, we can define an
injection d : [m]→ [2hv + 1] such that sd(i)−1 > ti > sd(i).
The corresponding (0-dim and 1-dim) persistence diagrams (represented in ti after ap-
plying d−1) [EH10] of the filtration A.1 are called the (0th and 1st) extended persistence
diagrams of the super-level set filtration induced by Fv. We denote the 0th and 1st extended
persistence diagrams as D0 (Fv;G) and D1 (Fv;G), respectively. In what follows, we will
drop the notation Fv for simplicity.
By directly applying a variant of Theorem 2 in [BEM+13] (they consider the sub-level
set filtration, but here we consider the super-level set filtration), we can extract the 0th and
1st Betti numbers of Gv;k from the 0th and the 1st extended persistence diagrams of the
super-level set filtration induced by Fv. We use | · | to denote the number of elements in a
multiset.
Claim A.1. For any k ≥ 1, we have
β0 (Gv;k) = |{(x, y) ∈ D0 : x ≥ k, y ≤ k − 1}|+ |{(x, y) ∈ D1 : x ≤ k − 1, y ≥ k + 1}|
β1 (Gv;k) = |{(k, k) ∈ D1}|
Recall that any connected graph G has a stratified structure after introducing the graph
distance function fv at a given root v. That is, G can be viewed as a collection of layer-k
subgraphs {Gv;k}0≤k≤hv together with the links between two consecutive layers. Those
links can be defined formally as follows.
Definition A.1. An edge e ∈ E is called a (k, k+1)-crossing if it connects a vertex in Gv;k
to a vertex in Gv;(k+1).
Besides the 0th and the 1st Betti numbers, we also aim to recovery the following three
basic quantities from D0 and D1.
(a) σk := Number of vertices in Gv;k for each k;
(b) k := Number of edges in Gv;k for each k;
(c) ωk := Number of (k, k + 1)-crossings for each k ≤ hv − 1;
From these three quantities, one can depict a very brief “shape” of the shortest-path tree.
An observation is that we can actually recover ωk from D0 and D1.
Claim A.2. For any k ≥ 0, we have
ωk = |{(x, y) ∈ D0 : x ≥ k + 1, y ≤ k}|+ |{(x, y) ∈ D1 : x ≤ k, y ≥ k + 1}| .
The proof is simply combining Euler’s characteristic formula and Claim A.1, thus is
omitted.
Unfortunately, there are a lot of counterexamples preventing us from recovering σk and
k from D0 and D1. See Figure 3 for one of them. However, if we use the persistence
diagrams of the following modified filtration, we can actually recover all three quantities
(see Theorem A.4).
The refined filtration for rooted graphs. Given a rooted graph Gv, for each edge e ∈
Gv;k, we add its mid point pe to Gv and artificially set fv(pe) = k + 0.5. We do this for all
k ∈ [hv]. Roughly speaking, we subdivide all the edges in all layer-k subgraphs Gv;k. The
resulting graph is denoted by Ĝ. Similarly, Ĝ can be viewed as a finite 1-dimensional CW
complex X̂ . We can also define a piecewise linear function F ′v : X̂ → R such that F ′v and
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v v
(a) Gav (b) G
b
v
FIGURE 3. It is easy to check that D0 (Gav) = D0 (G
a
v) = {(2, 0)} and
D1 (G
a
v) = D1 (G
a
v) = {(1, 2), (0, 2), (0, 2)}. However, both the number of
vertices and the number of edges in the layer-2 subgraphs (Gav;2 and G
b
v;2)
are different from each other.
shv−L
shv−L+1
Fv
L
a2hv−2L−1
a2hv−2L
a2hv−2L+1
F ′v
L
(a) X (b) The corresponding X̂
FIGURE 4. (a) shows the CW complex X with function Fv discussed at the
beginning of this section. (b) shows the refined version of (a). Here, we
show a local screenshot of Gv;L for both cases. In (a), shv−L and shv−L+1
are two consecutive homological regular values chosen for constructing the
filtration, while in (b), a2hv−2L−1, a2hv−2L and a2hv−2L+1 are homological
regular values for constructing the refined filtration.
fv agree at X̂(0) (the 0-skeleton of X̂). The super-level set filtration induced by F ′v is called
the refined filtration for graph Gv. See Figure 4 for an illustration. Again, we consider the
0th and 1st persistence diagrams of the refined filtration.
For example, for graph Gav in Figure 3 (a), it is not hard to see that D
′
0 (G
a
v) = {(2.5, 0)}
and D′1 (G
a
v) = {(1, 2.5), (0, 2), (0, 2)}; for graph Gbv in Figure 3 (b), it is easy to check
that D′0
(
Gbv
)
= {(2.5, 0)} and D′1
(
Gbv
)
= {(1, 2.5), (0, 2), (0, 2.5)}.
Similar to Claim A.1, we have the following result regarding to the 0th and 1st Betti
numbers.
Claim A.3. Let D′0, D′1 be the 0th and 1st persistence diagrams of the refined filtration
induced by F ′v, respectively. Then, for any k ≥ 1, we have
β0 (Gv;k) = |{(x, y) ∈ D′0 : x ≥ k, y < k}|+ |{(x, y) ∈ D′1 : x < k, y ≥ k + 1}|
β1 (Gv;k) = |{(k, k + 0.5) ∈ D′1}|
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Furthermore, by using the refined filtration, we can actually recover the number of ver-
tices σk and the number of edges k for all layer-k subgraphs. The following result directly
follows from the Euler characteristic formula and a variant of Theorem 2 in [BEM+13],
thus we omit the proof.
Claim A.4. Let D′0, D′1 be the 0th and 1st persistence diagrams of the refined filtration
induced by F ′v. Let σk and k be the number of vertices and the number of edges in Gv;k,
respectively. Let ωk be the number of (k, k+ 1)-crossings. We have the following recovery
result.
(1) For any k ≥ 1, we have
σk = |{(x, y) ∈ D′0 : x ≥ k, y < k}|+ |{(x, y) ∈ D′1 : x < k, y > k}| ;
k = |{(x, k + 0.5) ∈ D′1 : x ≤ k}| .
(2) For any k ≥ 0, we have
ωk = |{(x, y) ∈ D′0 : x ≥ k + 1, y < k + 1}|+ |{(x, y) ∈ D′1 : x < k + 1, y ≥ k + 1}|
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