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Abstract
We consider a Mean Field Games model where the dynamics of the
agents is given by a controlled Langevin equation and the cost is quadratic.
A change of variables, introduced in [9], transforms the Mean Field Games
system into a system of two coupled kinetic Fokker-Planck equations. We
prove an existence result for the latter system, obtaining consequently
existence of a solution for the Mean Field Games system.
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1 Introduction
The Mean Field Games (MFG in short) theory concerns the study of differ-
ential games with a large number of rational, indistinguishable agents and the
characterization of the corresponding Nash equilibria. In the original model
introduced in [11, 14], an agent can typically acts on its velocity (or other first
order dynamical quantities) via a control variable. Mean Field Games where
agents control the acceleration have been recently proposed in [1, 3, 4].
A prototype of stochastic process involving acceleration is given by the
Langevin diffusion process, which can be formally defined as
X¨(t) = −b(X(t), X˙(t)) + σB˙(t), (1.1)
where X˙ , X¨ are respectively the first and second time derivatives of the stochas-
tic process X in Rd, B˙ a white noise process and σ a positive parameter. The
solution of (1.1) can be rewritten as a Markov process (X,V ) solving{
X˙(t) = V (t),
V˙ (t) = −b(X(t), V (t)) + σB˙(t).
The density function of the previous process satisfies the kinetic Fokker-Planck
equation
∂tp−
σ2
2
∆vp+ b(x, v) ·Dvp− v ·Dxp = 0 in (0,∞)× R
2d.
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The previous equation, in the case b ≡ 0, was first studied by Kolmogorov [12]
who provided an explicit formula for its fundamental solution. Then consid-
ered by Ho¨rmander [10] as motivating example for the general theory of the
hypoelliptic operators (see also [2, 13]).
We consider a Mean Field Games model where the dynamics of the single
agent is given by a controlled Langevin diffusion process, i.e

X˙(s) = V (s),
V˙ (s) = −b(X(s), V (s)) + α(s) + σB˙(s)
X(t) = x, V (t) = v
(1.2)
In (1.2), α, the control law, is chosen to maximize the functional
J(t, x, v;α) = Et,(x,v)
{∫ T
t
[
f(X(s), V (s),m(s))−
1
2
|α(s)|2
]
ds+ uT (X(T ), V (T ))
}
,
where m(s) is the distribution of the agents at time s. Let u the value function
associated to the previous control problem. Formally, the couple (u,m) satisfies
the MFG system

∂tu+
σ2
2 ∆vu− b(x, v) ·Dvu+ v ·Dxu+
1
2 |Dvu|
2 = −f(x, v,m)
∂tm−
σ2
2 ∆vm+ b(x, v) ·Dvm− v ·Dxm+ div(mDvu) = 0
m(0, x, v) = m0(x, v), u(T, x, v) = uT (x, v),
(1.3)
where the first equation is a backward Hamilton-Jacobi-Bellman equation, de-
generate in the x-variable and with a quadratic Hamiltonian in the v variable,
and the second equation is forward kinetic Fokker-Planck equation. In the stan-
dard setting, MFG with quadratic Hamiltonians has been extensively considered
in literature both as a reference model for the general theory and also since,
thanks to the Hopf-Cole change of variable, the nonlinear Hamilton-Jacobi-
Bellman equation can be transformed into a linear equation, allowing to use all
the tools developed for this type of problem (see for example [6, 7, 8, 9, 14]).
We study (1.3) by means of a change of variable introduced in [8, 9] for the
standard case. By defining the new unknowns φ = eu/σ
2
and ψ = me−u/σ
2
, the
system (1.3) is transformed into a system of two kinetic Fokker-Planck equations


∂tφ+
σ2
2 ∆vφ− b(x, v) ·Dvφ+ v ·Dxφ = −
1
σ2 f(x, v, ψφ)φ
∂tψ −
σ2
2 ∆vψ + b(x, v) ·Dvψ − v ·Dxψ =
1
σ2 f(x, v, ψφ)ψ
ψ(0, x, v) = m0(x,v)φ(0,x,v) , φ(T, x, v) = e
uT (x,v)
σ2 .
(1.4)
In the previous problem, the coupling between the two equations is only in the
source terms. Following [8], we prove existence of a (weak) solution to (1.4) by
showing the convergence of an iterative scheme defined, starting from ψ(0) ≡ 0,
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by solving alternatively the (backward and forward) equations

∂tφ
(k+ 12 ) + σ
2
2 ∆vφ
(k+ 12 ) − b(x, v) ·Dvφ
(k+ 12 ) + v ·Dxφ
(k+ 12 ) = − 1σ2 f(ψ
(k)φ(k+
1
2 ))φ(k+
1
2 )
φ(k+
1
2 )(T, x, v) = e
uT (x,v)
σ2 ,
(1.5)
and

∂tψ
(k+1) − σ
2
2 ∆vψ
(k+1) + b(x, v) ·Dvψ
(k+1) − v ·Dxψ
(k+1) = 1σ2 f(ψ
(k+1)φ(k+
1
2 ))ψ(k+1)
ψ(k+1)(0, x, v) = m0(x,v)
φ(k+
1
2
)(0,x,v)
.
(1.6)
We show that the resulting sequence (φ(k+
1
2 ), ψ(k+1)), k ∈ N, monotonically
converges to the solution of (1.4). Hence, by the inverse change of variable
u = ln(φ)/σ2 and m = φψ, we obtain a solution of the original problem (1.3).
The previous iterative procedure also suggests a monotone numerical method for
the approximation of (1.4), hence for (1.3). Indeed, by approximating (1.5) and
(1.6) by finite differences and solving alternatively the resulting discrete equa-
tions, we obtain an approximation of the converging sequence (φ(k+
1
2 ), ψ(k+1)).
A corresponding procedure for the standard quadratic MFG system was studied
in [8], where the convergence of the method is proved. We plan to study the
properties of the previous numerical procedure in a future work.
2 Well posedness of the kinetic Fokker-Planck
system
In this section, we study the existence of a solution to system (1.4). The proof
of the result follows the strategy implemented in [8, Section 2] for the case of a
standard MFG system with quadratic Hamiltonian and relies on the results for
linear kinetic Fokker-Planck equations in [5, Appendix A].
We fix the assumptions we will assume in all the paper. The vector field b :
R
2d → Rd is assumed to satisfy
b ∈ L∞(R2d), div(b(x, v)) =
d∑
i=1
∂b
∂vi
(x, v) ∈ L∞(R2d),
and the coupling cost f : Rd × Rd × R→ R to satisfy
f ∈ L∞(R2d × R), f ≤ 0 and f(x, v, ·) decreasing.
Moreover, the diffusion coefficient σ is strictly positive and the initial and ter-
minal data satisfy
uT ∈ C
0(R2d) and ∃C > 0 s.t.
uT (x, v) ≤ −C|(x, v)|
2 + C ∀(x, v) ∈ R2d,
(2.1)
3
m0 ∈ L
∞(R2d), m0 ≥ 0,
∫∫
m0(x, v)dxdv = 1,
and ∃R0 > 0 s.t. supp{m0} ⊂ B(0, R0).
(2.2)
Note that (2.1) implies that euT /σ
2
∈ L∞(R2d) ∩ L2(R2d). We denote with
(·, ·) the scalar product in L2([0, T ] × R2d) and with 〈·, ·〉 the pairing between
X = L2([0, T ]× Rdx;H
1(Rdv)) and its dual X
′ = L2([0, T ]× Rdx;H
−1(Rdv)). We
define the following functional space
Y =
{
g ∈ L2([0, T ]× Rdx, H
1(Rdv)), ∂tg + v ·Dxg ∈ L
2([0, T ]× Rdx, H
−1(Rdv))
}
and we also set Y0 = {g ∈ Y : g ≥ 0}. If g ∈ Y, then it admits (continuous)
trace values g(0, x, v), g(T, x, v) ∈ L2(R2d) (see [5, Lemma A.1]) and therefore
the initial/terminal conditions for (1.4) are well defined in L2 sense. We first
prove the well posedness of problems (1.5) and (1.6).
Proposition 2.1. We have
(i) For any ψ ∈ Y0, there exists a unique solution φ ∈ Y0 to

∂tφ+
σ2
2 ∆vφ− b(x, v) ·Dvφ+ v ·Dxφ = −
1
σ2 f(x, v, ψφ)φ
φ(T, x, v) = e
uT (x,v)
σ2 .
(2.3)
Moreover, for any R > 0, there exists δR ∈ R such that
φ(t, x, v) ≥ CR := e
1
σ2
(δR−‖f‖L∞T ) ∀t ∈ [0, T ], (x, v) ∈ B(0, R).
(2.4)
(ii) Let Φ : Y0 → Y0 be the map which associates to ψ the unique solution of
(2.3). Then, if ψ2 ≤ ψ1, we have Φ(ψ2) ≥ Φ(ψ1).
Proof. Fixed ψ ∈ Y0, consider the map F = F (ϕ) from L
2([0, T ] × R2d) into
itself which associates to ϕ the weak solution φ ∈ L2([0, T ]× R2d) of the linear
problem 

∂tφ+
σ2
2 ∆vφ− b(x, v) ·Dvφ+ v ·Dxφ = −
1
σ2 f(ψϕ)φ
φ(T, x, v) = e
uT (x,v)
σ2 .
(2.5)
By [5, Prop. A.2], φ belongs to Y and it coincides with the unique solution of
(2.5) in this space. Moreover, the following estimate
‖φ‖L2([0,T ]×Rdx;H1(Rdv)) + ‖∂tφ+ v ·Dxφ‖L2([0,T ]×Rdx;H−1(Rdv)) ≤ C (2.6)
holds for some constant C which depends only on ‖euT /σ
2
‖L2 , ‖f‖L∞ and σ.
Hence F maps BC , the closed ball of radius C of L
2([0, T ]× R2d), into itself.
To show that the map F is continuous onBC , consider a {ϕn}n∈N, ϕ ∈ L
2([0, T ]×
R
2d) such that ‖ϕn−ϕ‖L2 → 0 and set φn = F (ϕn). Then φn ∈ Y, and, by the
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estimate (2.6), we get that, up to a subsequence, there exists φ¯ ∈ Y such that
φn → φ¯, Dvφn → Dvφ¯ in L
2([0, T ]× R2d), ∂tφn + v ·Dxφn → ∂tφ¯n + v ·Dxφ¯n
in L2([0, T ]×Rdx;H
−1(Rdv)) and, moreover ϕn → ϕ almost everywhere. By the
definition of weak solution for (2.5), we have that
〈∂tφn+v ·Dxφn, w〉−
σ2
2
(Dvφn, Dvw)−(b ·Dvφn, w) = (−φnF (ϕnψ), w), (2.7)
for any w ∈ D([0, T ] × R2d), the space of infinite differentiable functions with
compact support in [0, T ]×R2d. Employing weak convergence for left hand side
of (2.7) and the Dominated Convergence Theorem for the right hand one, we
get for n→∞
〈∂tφ¯+ v ·Dxφ¯, w〉 −
σ2
2
(Dvφ¯, Dvw)− (b ·Dvφ,w) = (−φ¯F (ϕψ), w)
for any w ∈ D([0, T ]×R2d). Hence φ¯ = F (ϕ) and F (ϕn)→ F (ϕ) for n→∞ in
L2([0, T ]× R2d).
Given the previous properties, we conclude, by Schauder’s Theorem, that there
exists a fixed-point of the map F in L2, hence in Y, and therefore a solution to
the nonlinear parabolic equation (2.3).
Observe that, if φ is a solution of (2.3), then φ˜ = eλtφ is a solution of
∂tφ˜+
σ2
2
∆vφ˜− b(x, v) ·Dvφ˜+ v ·Dxφ˜− λφ˜ = −
1
σ2
f(e−λtψφ˜)φ˜ (2.8)
with the corresponding final condition. In the following we will always assume
that
λ ≥
1
2
‖divvb‖L∞ . (2.9)
To show that φ is non negative, we will exploit the following property (see
[5, Lemma A.3]): given φ ∈ Y and defined φ±(x, v) = max(±φ(x, v), 0), then
φ± ∈ X and
〈∂tφ+ v ·Dxφ, φ
−〉 =
1
2
(∫∫
|φ(0, x, v)−|2dxdv −
∫∫
|φ(T, x, v)−|2dxdv
)
.
(2.10)
Let φ be a solution of (2.8), multiply the equation by φ− and integrate. Then,
since φ(T, x, v) is non negative, by (2.10) we get
−
1
σ2
(φf(eλtφψ), φ−) = 〈∂tφ+ v ·Dxφ, φ
−〉−
σ2
2
(Dvφ,Dvφ
−)− (b ·Dvφ, φ
−)− λ(φ, φ−) =
1
2
∫∫
|φ(0, x, v)−|2dxdv +
σ2
2
(Dvφ
−, Dvφ
−)−
1
2
(divv(b)φ
−, φ−) + λ(φ−, φ−) ≥ (λ−
1
2
‖divvb‖L∞)(φ
−, φ−).
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Since f ≤ 0 and
−(φf(eλtφψ), φ−) = (φ−f(eλtφψ), φ−) ≤ 0,
we get, by (2.9), (φ−, φ−) ≡ 0 and therefore φ ≥ 0 .
To prove the uniqueness of the solution to (2.3), consider two solutions φ1,
φ2 of (2.8) and set φ¯ = φ1−φ2. Multiplying the equation for φ¯ by φ¯, integrating
and using φ¯(x, v, T ) = 0, we get
−
1
σ2
(f(e−λtψφ1)φ1 − f(e
−λtψφ2)φ2, φ1 − φ2) = 〈∂tφ¯+ v ·Dxφ¯, φ¯〉−
σ2
2
(Dvφ¯, Dvφ¯)− (b ·Dvφ¯, φ¯)− λ(φ¯, φ¯) =
−
1
2
∫∫
|φ¯(x, v, 0)|2dxdv −
σ2
2
(Dvφ¯, Dvφ¯) +
1
2
(divb φ¯, φ¯)− λ(φ¯, φ¯) ≤
(−λ+
1
2
‖divvb‖L∞)(φ¯, φ¯).
(2.11)
By the monotonicity of f , we have that
(φ1f(e
−λtψφ1)− φ2f(e
−λtψφ2), φ1 − φ2) ≤ 0.
Hence, by (2.9), we get (φ¯, φ¯) ≡ 0 and therefore φ1 = φ2 .
To prove the lower bound (2.4), it is equivalent to show that a solution of
(2.8) satisfies
φ(x, v, t) ≥ e
1
σ2
(δR−‖f‖L∞(T−t))+λ(T−t), ∀t ∈ [0, T ], (x, v) ∈ B(0, R) (2.12)
where
δR = inf{uT (x, v) : (x, v) ∈ B(0, R)}.
Let ρ be the solution of {
ρ′(t) = (‖f‖L
∞
σ2 − λ)ρ(t)
ρ(T ) = e
δR
σ2
+λT .
Set φ¯ = (ρ−φ)χB(0,R), where χB(0,R) denotes the characteristic function of the
set B(0, R), and observe that φ¯(T ) ≤ 0. Consider the equation satisfied by φ¯,
multiply by φ¯+ = (ρ− φ)+χB(0,R) and integrate to get
1
σ2
(ρ‖f‖L∞ + f(e
λtφψ)φ, φ¯+) = 〈∂tφ¯+ v ·Dxφ¯, φ¯
+〉 −
σ2
2
(Dvφ¯, Dvφ¯
+)− (b ·Dvφ¯, φ¯
+)−
−λ(φ¯, φ¯+) = −
1
2
∫∫
((ρ(0)− φ(x, v, 0))+)2 χB(0,R) dxdv −
σ2
2
(Dvφ¯
+, Dvφ¯
+)−
(b ·Dvφ¯
+, φ¯+)− λ(φ¯+, φ¯+) ≤ −(λ−
1
2
‖divvb‖L∞)(φ¯
+, φ¯+).
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Since
(ρ‖f‖L∞ + f(e
λtφψ)φ, φ¯+) = (ρ(t)(‖f‖L∞ + f(ψφ)), φ¯
+)+
((φ(t) − ρ(t))f(ψφ), φ¯+) ≥ 0,
then, for λ satisfying (2.9), we get φ¯+ ≡ 0 and therefore (2.12).
We finally prove the monotonicity of the map Φ. Set φi = Φ(ψi), i = 1, 2,
and consider the equation satisfied by φ¯ = eλtφ1− e
λtφ2, multiply it by φ¯
+ and
integrate. Performing a computation similar to (2.11), we get
−
1
σ2
(f(φ1ψ1)φ1 − f(φ2ψ2)φ2, φ¯
+) ≤ −(λ−
1
2
‖divvb‖L∞)(φ¯
+, φ¯+).
Since, by monotonicity of f and non negativity of φi, we have
−(f(φ1ψ1)φ1 − f(φ2ψ2)φ2, φ¯
+) = −(f(φ1ψ1)(φ1 − φ2), φ¯
+)−
((f(φ1ψ1)− f(φ2ψ2))φ2, φ¯
+) ≥ 0,
by (2.9) we get (φ¯+, φ¯+) = 0 and therefore φ1 ≤ φ2.
We set
YR = {φ ∈ Y0 : φ ≥ CR ∀(x, v) ∈ B(0, R), t ∈ [0, T ]},
where CR is defined as in (2.4).
Proposition 2.2. Given R > R0, where R0 as in (2.2), we have
(i) For any φ ∈ YR, there exists a unique solution ψ ∈ Y0 to{
∂tψ −
σ2
2 ∆vψ + b(x, v) ·Dvψ − v ·Dxψ =
1
σ2 f(x, v, ψφ)ψ
ψ(0, x, v) = m0(x,v)φ(0,x,v) .
(2.13)
Moreover
ψ(x, v, t) ≤
‖m0‖L∞
CR
∀t ∈ [0, T ], (x, v) ∈ R2d, (2.14)
where CR as in (2.4).
(ii) Let Ψ : YR → Y0 be the map which associates to φ ∈ YR the unique
solution of (2.13). Then, if φ2 ≤ φ1, we have Ψ(φ2) ≥ Ψ(φ1).
Proof. First observe that, since R > R0, then ψ(0, x, v) is well defined for
φ ∈ YR. The proof of the first part of (i) is very similar to the one of the
corresponding result in Proposition 2.1, hence we only prove the bound (2.14).
If ψ is a solution of (2.13), then ψ˜ = e−λtψ is a solution of
∂tψ˜ −
σ2
2
∆vψ˜ + b(x, v) ·Dvψ˜ − v ·Dxψ + λψ˜ =
1
σ2
f(x, v, eλtψ˜φ)ψ. (2.15)
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Let ψ be a solution of (2.15), set ψ¯ = ψ − e−λt‖m0‖L∞/CR and observe that
ψ¯(0) ≤ 0. Multiply the equation for ψ¯ by ψ¯+ and integrate to obtain
(ψf(eλtψφ), ψ¯+) =
〈∂tψ¯ − v ·Dxψ¯, ψ¯
+〉+
1
σ2
(Dvψ¯,Dvψ¯
+) + (b(x, v)Dvψ¯, ψ¯
+) + λ(ψ¯, ψ¯+) ≥∫∫
|ψ¯+(x, v, T )|2dxdv −
1
2
(divvb ψ¯
+, ψ¯+) + λ(ψ¯+, ψ¯+) ≥
(λ−
1
2
‖divvb‖L∞)(ψ¯
+, ψ¯+)
Since ψ ≥ 0 and f ≤ 0, we have
(ψf(eλtψφ), ψ¯+) ≤ 0
and therefore ψ¯+ ≡ 0. Hence the upper bound (2.14).
Now we prove (ii). Set ψi = Ψ(φi), i = 1, 2 and ψ¯ = e
−λtψ1 − e
−λtψ2 with
λ satisfying (2.9). Multiply the equation satisfied by ψ¯ by ψ¯+ and integrate.
Since, by monotonicity and negativity of f , we have
(f(eλtφ1ψ1)ψ1 − f(e
λtφ2ψ2)ψ2, ψ¯
+) = (f(eλtφ1ψ1)(ψ1 − ψ2), ψ¯
+)+
(ψ2(f(e
−λtφ1ψ1)− f(e
−λtφ2ψ2)), ψ¯
+) ≤ 0,
then
0 ≥ 〈∂tψ¯ − v ·Dxψ¯, ψ¯
+〉+
1
σ2
(Dvψ¯,Dvψ¯
+) + (b(x, v)Dvψ¯, ψ¯
+) + λ(ψ¯, ψ¯+) ≥∫∫
|ψ¯+(x, v, T )|2dxdv − (divvb ψ¯
+, ψ¯+) + λ(ψ¯+, ψ¯+) ≥
(λ−
1
2
‖divvb‖L∞)(ψ¯
+, ψ¯+).
Hence ψ¯+ ≡ 0 and therefore ψ1 ≤ ψ2.
Given ψ(0) ≡ 0, consider the sequence (φ(k+
1
2 ), ψ(k+1)), k ∈ N, defined by{
φ(k+
1
2 ) = Φ(ψ(k))
ψ(k+1) = Ψ(φ(k+
1
2 ))
(2.16)
where the maps Φ, Ψ are as in Propositions 2.1 and, respectively, 2.2. Observe
that, by (2.4), we have φ(k+
1
2 ) ∈ YR for R > R0 and ψ
(k+1) ≥ 0 for any k.
Hence the sequence (φ(k+
1
2 ), ψ(k+1)) is well defined.
Theorem 2.3. The sequence (φ(k+
1
2 ), ψ(k+1)) defined in (2.16) converges in
L2([0, T ]×R2d) and a.e. to a weak solution (φ, ψ) of (1.4). Moreover {φ(k+
1
2 )}k∈N
is decreasing, while {ψ(k)}k∈N is increasing.
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Proof. We first prove by induction the monotonicity of the components of
(φ(k+
1
2 ), ψ(k+1)). By non negativity of solutions to (2.13), we have ψ(1) =
Φ(φ(
1
2 )) ≥ 0 and therefore ψ(1) ≥ ψ(0). Moreover, by the monotonicity of
Φ, φ(
3
2 ) = Φ(ψ(1)) ≤ Φ(ψ(0)) = φ(
1
2 ). Now assume that ψ(k+1) ≥ ψ(k). Then
φ(k+
3
2 ) = Φ(ψ(k+1)) ≤ Φ(ψ(k)) = φ(k+
1
2 )
and
ψ(k+2) = Ψ(φ(k+
3
2 )) ≥ Ψ(φ(k+
1
2 )) = ψ(k+1),
therefore the monotonicity of two sequences.
Since φ(k+
1
2 ) ≥ 0 and, by (2.14), ψ(k+1) ≤ ‖m0‖L∞/CR, the sequence (φ
(k+ 12 ), ψ(k+1))
converges a.e. and in L2([0, T ]× R2d) to a couple (φ, ψ). Taking into account
the estimate (2.6), the a.e. convergence of the two sequences and repeating
an argument similar to the one employed for the continuity of the map F in
Proposition 2.1, we get that the couple (φ, ψ) satisfies, in weak sense, the first
two equations in (1.4). The terminal condition for φ is obviously satisfied, while
the initial condition for ψ, in L2 sense, follows by convergence of φ(k+
1
2 )(0) to
φ(0).
References
[1] Y. Achdou, P. Mannucci, C. Marchi, N. Tchou, Deterministic mean field
games with control on the acceleration, NoDEA Nonlinear Differential
Equations Appl. 27 (2020), no. 3, Paper No. 33, 32 pp.
[2] S. Armstrong, J.-C. Mourrat. Variational methods for the kinetic Fokker-
Planck equation, arXiv:1902.04037.
[3] M. Bardi, P. Cardaliaguet, Convergence of someMean Field Games systems
to aggregation and flocking models, arXiv:2004.04403.
[4] P. Cannarsa, C. Mendico, Mild and weak solutions of Mean Field Games
problem for linear control systems, arXiv:1907.02654.
[5] P. Degond. Global existence of smooth solutions for the Vlasov-Fokker-
Planck equation in 1 and 2 space dimensions. Ann. Sci. E´cole Norm. Sup.
(4) 19 (1986), no. 4, 519-542.
[6] D.A. Gomes, H. Mitake. Existence for stationary mean-field games with
congestion and quadratic Hamiltonians. NoDEA Nonlinear Differential
Equations Appl. 22 (2015), no. 6, 1897-1910.
[7] D. A. Gomes, E. A. Pimentel, V. Voskanyan. Regularity theory for mean-
field game systems, Springer Briefs in Mathematics. Springer, 2016.
[8] O. Gue´ant. Mean field games equations with quadratic Hamiltonian: a spe-
cific approach. Math. Models Methods Appl. Sci. 22 (2012), no. 9, 1250022,
37 pp.
9
[9] O. Gue´ant, J-M. Lasry, P-L. Lions, Mean field games and applications, in
Paris-Princeton Lectures on Mathematical Finance 2010, Lecture Notes in
Math. volume 2003, Springer, Berlin, (2011), 205-266.
[10] L. Ho¨rmander. Hypoelliptic second order differential equations. Acta
Math., 119 (1967), 147-171.
[11] M. Huang, P. E. Caines, R. P. Malhame. Large-population cost-coupled
LQG problems with non uniform agents: Individual-mass behaviour and
decentralized ǫ-Nash equilibria. IEEE Transactions on Automatic Control,
52 (2007), 1560-1571.
[12] A. Kolmogoroff. Zufa¨llige Bewegungen (zur Theorie der Brownschen Bewe-
gung). Ann. of Math. 35 (1934), 116-117.
[13] E. Lanconelli, S. Polidoro. On a class of hypoelliptic evolution operators.
Partial differential equations, II (Turin, 1993). Rend. Sem. Mat. Univ.
Politec. Torino 52 (1994), no. 1, 29-63
[14] J.-M. Lasry, P.-L.Lions. Mean field games. Jpn. J. Math. 2(2007), 229–260.
fabio.camilli@uniroma1.it
SBAI, Sapienza Universita` di Roma
via A.Scarpa 14, 00161 Roma (Italy)
10
