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We transform QUBO from its conventional Boolean presentation into an equivalent spin glass
problem with coupled ±1 spin variables exposed to a site-dependent external field. We find that
in a widely used testbed for QUBO these fields tend to be rather large compared to the typical
coupling and many spins in optimal configurations simply align with the fields irrespective of their
constraints. Thereby, the testbed instances tend to exhibit large redundancies - seemingly indepen-
dent variables which contribute little to the hardness of the problem, however. We demonstrate
various consequences of this insight, for QUBO solvers as well as for heuristics developed for finding
spin glass ground states. To this end, we implement the Extremal Optimization (EO) heuristic, in
a new adaptation for the QUBO problem. We also propose a novel way to assess the quality of
heuristics for increasing problem sizes based on asymptotic scaling.
I. INTRODUCTION
Quadratic unconstrained binary optimization (QUBO)
is a versatile NP-hard combinatorial problem with ap-
plications in operations research [1] and financial assets
management, for example. It has recently been studied
also as a benchmark challenge for the D-Wave quantum
annealer [2] or for a new generation of classical optimiz-
ers based on GPU-technology [3]. Cutting-edge classical
algorithms for QUBO are based on TABU search [1, 4–7]
and a variety of other heuristics [8]. From a statistical
physics perspective, these developments are tantalizing
for the fact that the generic formulation of QUBO ap-
pears to be identical to that of the Ising spin-glass Hamil-
tonian. While this connection has long be realized [9],
it poses a conundrum that has not be commented on
previously, and whose resolution could be of importance
for both, the study of the low-energy structure of spin
glasses as well as the understanding of its combinatorial
hardness, for example, to assess the capabilities of the
aforementioned solvers, classical and quantum.
Short of a real quantum computing solution, our only
hope to find approximate solutions of reasonable quality
for large-size instances of many NP-hard combinatorial
optimization problems stems from the design of heuristic
methods [10–13]. From that perspective, it is somewhat
surprising to find that seemingly equivalent instances of
QUBO are routinely solved with up to N . 105 vari-
ables [1, 4, 5, 7] while solvers for comparable spin glasses
already struggle with instances of N ≈ 1000 variables
to converge without incurring unacceptable systematic
errors [14–18]. Could adapting those highly developed
QUBO solvers from the operations research literature
provide a significant new inroad into investigations of
spin glasses? What we find instead, unfortunately, is
that there is an inherent weakness in the definition of
the typical testbeds for QUBO solvers that resolves the
conundrum, with few advantages between either set of
heuristics. As such, our study should serve as a cau-
tion against over-interpreting the significance of solv-
ing “large” instances. On the positive side, the insights
gained from our study may eventually advance the explo-
ration of the low-energy landscape of Ising spin glasses
in external fields. Furthermore, we propose a better test
for heuristic solvers, for which we devise a method based
on asymptotic scaling of ensemble averages.
As instruments of our analysis, the present study also
affords us a comparison of TABU search heuristics, de-
veloped for QUBO in the engineering literature, with
a novel implementation of the Extremal Optimization
(EO) heuristic [10, 19–21], which we have used exten-
sively in previous studies of ground states and low-energy
excitations in spin glasses [17, 22, 23]. It provides some
surprising insights into the workings of EO, which sug-
gests a systematic way to use EO efficiently for spin
glasses under the influence of external fields.
This paper is organized as follows: in Sec. II, we re-
visit the well-known relation between QUBO and spin
glasses, with the added twist of a gauge transforma-
tion. In Sec. III, we adapt a sophisticated implemen-
tation of TABU search to study ground states of mean-
field (Sherrington-Kirkpatrick) spin glasses. In Sec. IV,
we employ EO to study the QUBO problem in a manner
that incorporates well-known testbeds while also arguing
for a novel way of quantifying the scalability of heuristics.
In Sec. V, we conclude with an assessment of the state of
the art for solving QUBO problems with heuristics and
provide an outlook on future work.
II. RELATION BETWEEN SPIN GLASSES AND
QUBO
Disordered Ising spin systems in the mean-field limit
have been investigated extensively as models of com-
binatorial optimization problems [24, 25]. Particularly
simple are such models on (sparse) α-regular random
graphs (“Bethe-lattice”), where each vertex possesses a
fixed number α of bonds to randomly selected other ver-
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2tices [26, 27], or on a (dense) fully connected graph, re-
ferred to as the Sherrington-Kirkpatrick model (SK) [18,
24, 28]. Instances in an ensemble are formed via a matrix
Jij of bonds between adjacent vertices i and j, typically
drawn randomly from a symmetric distribution such as
N (0, 1) (normal, Gaussian) or ±1 (bi-modal). (Accord-
ingly, it is Jii ≡ 0, as there are no “self-bonds”.) A dy-
namic variable σi ∈ {−1,+1} (“spin”) is assigned to each
vertex. Interconnecting loops of existing bonds lead to
competing constraints and “frustration” [29], making op-
timal (minimal energy) spin configurations hard to find.
In addition, we will allow for each spin to experience an
external torque due to local magnetic fields hi, which may
also be drawn randomly or be of uniform fixed value. In
the SK problem discussed here, we will merely consider
the case of field-free instances (hi ≡ 0). However, in the
discussion of the relation between QUBO and SK, we
will have to provide for the possibility of non-zero fields.
Hence, as our cost function of this generalized problem,
we endeavor to minimize the energy H of the system,
H = −
N∑
i=1
N∑
j=i+1
Jijσiσj −
N∑
i=1
hiσi, (1)
over the variables σi. In turn, for QUBO we want to
minimize the cost function[30]
E = −
N∑
i=1
N∑
j=1
qijxixj , (2)
over a set of N Boolean variables xi ∈ {0, 1}. Note that
in this case it is qii 6= 0, unlike for spin-glass couplings
in Eq. (1). A generalized form of the QUBO cost with
a term linear in the variables, similar to SK with an ex-
ternal field in Eq. (1), is not necessary, since we can use
the identity xi ≡ x2i , valid for xi ∈ {0, 1}, to write any
linear terms as cxi = cx2i and add weights c to that on
the diagonal, qii. The test instances often considered for
QUBO are created by choosing symmetric weights qij ,
drawn from a uniform (typically flat) distribution of zero
mean, such as −100 < qij < 100 filling N × N matrices
with 10-100% density [1, 5, 31]. (It seems that samples
of sparse instances comparable to Bethe-lattices have not
yet been discussed for QUBO.) In that literature, there
is a distinct focus on specific testbeds of a few instances
that are referenced for every new method applied to the
problem, in an attempt to facilitate comparisons between
the methods. Here, we merely consider a set of 10 such
testbed instances from each of the sets “bqp1000” and
“bqp2500”, of size N = 1000 and 2500, respectively, to
also allow for such a comparison. However, as we will
see, significant insight, especially about the scaling with
N of each problem, can be gained by instead taking an
ensemble perspective, i.e., we will make cost averages ob-
tained over a larger number of instances taken at random
from the ensemble at various sizes N .
Both problem statements, Eqs. (1-2), appear to be
rather similar, including the symmetric distribution of
weights and variables of a binary type, and one may
wonder whether a detailed comparison between QUBO
and SK as distinct optimization problems is warranted.
Yet, the fact that spin glasses are defined for Ising vari-
ables, σi ∈ {±1}, while QUBO has Boolean variables,
xi ∈ {0, 1}, proves quite consequential.
A. Spin Glass as a QUBO Problem
For using a QUBO solver to optimize the SK spin glass
problem in Sec. III, we have to rewrite the spin-glass cost
function in Eq. (1) in terms of the Boolean variables a
QUBO solver operates on. We assume we are given bonds
Jij and fields hi and set σi = 2xi − 1 to obtain
H = 2E + C, (3)
with C = −∑Ni=1∑Nj=i+1 Jij + ∑Ni=1 hi as some fixed
constant for each instance. Now, E takes on exactly the
form of Eq. (2) but with weights
qij =

Jij , i 6= j,
hi −
∑N
l=1 Jil, i = j.
(4)
Thus, by solving the QUBO problem for E with these
weights, we easily obtain the spin glass ground state H
via Eq. (3). Note that although all qij for i 6= j are
still simply random numbers drawn from a symmetric
distribution, the diagonal elements qii instead become
extensive sums of such numbers; still symmetrically but
much more broadly distributed (by a factor ∼ √N) and
always chosen such that each row/column-sum vanishes.
B. QUBO Problem as a Spin Glass
Using a spin-glass solver to optimize the QUBO prob-
lem in Sec. IV, correspondingly, we take the QUBO
weights qij as given and rewrite the QUBO variables xi
as spins σi ∈ {±1} via xi = 12 (1 + σi). With that, in full
analogy with Eq. (3), we find
E =
1
2
H − 1
2
C (5)
with a Hamiltonian as given in Eq. (1) when using the
bonds and fields as
Jij =

qij , i 6= j,
0, i = j,
hi =
N∑
j=1
qij . (6)
Here, C =
∑N
i=1
∑N
j=i+1 qij +
∑N
i=1 qii again is an inert
constant that is easily evaluated for each instance. Note
3that each single field hi itself becomes a symmetrically
distributed random variable of width
√
N , a sum over
an entire row of the qij-matrix, if qij is such a random
variable of unit width. We will discuss in more detail how
to find approximate ground states of such a spin-glass
Hamiltonian with an external field in Sec. IV. However,
given that, the cost for the QUBO problem follows simply
from Eq. (5).
C. Gauge Transformation
While the existence of a relation between QUBO and
spin glasses is not a novel observation [8, 9], the following
consideration, albeit simple, allows for a pertinent insight
into the nature of optimal configurations of QUBO that
seems to have escaped prior notice. In general, a spin-
glass Hamiltonian as in Eq. (1) retains all its spectral
properties (here, in particular, its ground-state energy)
under the transformation
σi → σ′i = ξiσi, ξi = ±1, (7)
for all i. Then,
H ({σ′i}) = −
∑
i
∑
j
ξiξjJijσiσj −
∑
i
ξihiσi, (8)
= −
∑
i
∑
j
J ′ijσiσj −
∑
i
h′iσi,
when we identify
J ′ij = ξiξjJij , h
′
i = ξihi, (9)
We are now free to “gauge” our spin variables in any
form desirable. For our purposes, it is enlightening here
to choose the set {ξi} such that all external fields are
positive, h′i > 0 for all i in Eq. (9). We can easily ob-
tain the solution of the original problem via H({ξiσi}) =
H ′({σi}), in particular, for the optimal configuration. It
is now intuitive to ask: To what extend does the optimal
configuration follow the external field, irrespective of the
mutual couplings Jij? We will address that question in
Sec. IV. First, we will explore how a QUBO solver fares
in finding SK ground states.
III. USING QUBO SOLVERS FOR SK
Here, we will apply a freely available QUBO solver,
namely the Iterated Tabu Search (ITS) designed by
G. Palubeckis in the implementation download from
https://www.personalas.ktu.lt/~ginpalu/. In Ref. [7],
this implementation of ITS was used to reproduce the
best-known results for various QUBO testbed instances
(such as those discussed in Sec. IV) of up to N = 7000
Table I. Average ground state energy obtained for the SK spin
glass using the Iterated Tabu Search heuristic (ITS), devel-
oped for QUBO in Ref. [7], by sampling about 1000 instances
at each size N , and applying default settings. These data
points are also plotted in Fig. 1.
N 〈e0〉N
15 -0.644(2)
31 -0.692(1)
63 -0.7178(7)
127 -0.7358(5)
255 -0.7458(3)
511 -0.7519(2)
1023 -0.7520(1)
2047 -0.7491(1)
variables. Similar results were found with other imple-
mentations of Tabu-based QUBO solvers [8], and we as-
sume the following observations to be generic for that
class of solvers. We modify the ITS implementation only
in so far as to input a large number of instances drawn
from the SK-ensemble with bimodal bonds and converted
into QUBO, as introduced in Sec. IIA.
This optimization problem has been tackled previ-
ously using genetic algorithms [32], hysteretic optimiza-
tion [16, 33], extremal optimization (EO) [18, 34], as well
as various Metropolis methods [35, 36]. In particular,
in Refs. [18, 34], an asymptotic extrapolation was deter-
mined from finite-N data with significant accuracy for
the ensemble-averaged ground state energy,
〈e0〉N = 〈e0〉∞ +
A
Nω
(10)
with 〈e0〉∞ = −0.76323(5), A = 0.70(1), and with ω = 23
conjectured to be exact. It provides a powerful reference
– alternative to the results obtained from testbeds – for
the quality of heuristic solvers, as shown in Fig. 1. There,
we plot the results of our simulations where we have av-
eraged over 1000 instances each for a range of sizes N .
Those results are also listed in Tab. I.
For small N . 512, the data obtained with Tabu
Search tracks the prediction in Eq. (10) quite closely,
thus demonstrating the consistency with the scaling in
Eq. (10). However, systematic errors become increasingly
apparent for larger system sizes. This raises the follow-
ing conundrum: Why is a heuristic like ITS that routinely
solves QUBO instances with 10 times as many variables
failing to optimize SK instances beyond 500 variables,
considering the rather similar formulations of both prob-
lems? A few immediately obvious explanations come to
mind. For one, the ITS implementation has been tuned
for a certain ensemble, as discussed in Sec. II, while the
transformation of SK to QUBO provides a similar but not
identical ensemble. (In fact, ITS employs the strength of
the qii−weights, which are very distinct in the SK prob-
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Figure 1. Extrapolation of the average ground-state en-
ergy approximation for the SK as obtained by Iterated Tabu
Search [7], see data listed in Tab. I. The predicted scaling
(red-dashed line) according to Eq. (10) was previously ob-
tained from a fit to an extensive data set obtained with a dif-
ferent heuristic [17]. (For example, for N →∞ it extrapolates
with high accuracy to the exactly known ground-state energy
density of the SK model, 〈e0〉N=∞ = −0.763166 . . . [37, 38],
marked by a blue arrow.)
lem, to initiate its restarts [7].) Experts in Tabu-based
heuristics could justifiably argue that with some small
adjustments big improvements can be achieved. In fact,
simply increasing the duration and the number of restarts
in ITS leads to a decrease, albeit slowly, in the systematic
error at larger N . Yet, the performance is never quite as
impressive as the results obtained by Tabu solvers for the
typical testbed instances of QUBO. We believe that the
discrepancy is the sign of an inherent weakness in the
design of the QUBO testbeds. This is made apparent by
showing that heuristics trained on spin glasses in turn are
easily adapted to solve much large samples of QUBO, as
the following discussion suggests.
IV. USING τ−EO TO SOLVE QUBO PROBLEMS
In this section, we proceed to apply heuristic methods
developed for the approximation of spin-glass ground-
states to the QUBO problem, specifically, τ−EO [10, 19,
20]. On one level, the equivalent spin-glass problem de-
rived from QUBO, see Sec. II, raises additional challenges
for EO, as the emergence of external fields add new, com-
peting energy scales to reckon with. However, in the
end, the lessons learned from the comparison with the
QUBO problem suggests means to systematically incor-
porate these new scales. And an analysis of the solutions
obtained for the QUBO problem in its spin glass formu-
lation resolves the conundrum mentioned in the previous
section - in very physical terms - about the size discrep-
ancy in solvability of either problem.
A. Extremal Optimization (EO) Heuristic
EO performs a local search [11] on an existing configu-
ration of N variables by changing preferentially those of
poor local arrangement. For example, in case of the spin
glass model in Eq. (1), but without an external field (i.e.,
hi ≡ 0), one usually sets [20] λi = σi
∑
j Ji,jσj to assess
the local “fitness” of variable σi. Then, H = −
∑
i λi rep-
resents the overall energy (or cost) to be minimized. EO
simply ranks variables,
λΠ(1) ≤ λΠ(2) ≤ . . . ≤ λΠ(N), (11)
where Π(k) = i is the index for the kth-ranked variable
σi. Basic EO [19] always selects the (extremal) lowest
rank, k = 1, for an update. Instead, τ−EO selects the
kth-ranked variable according to
P (k) ∝ k−τ , (12)
a scale-free probability distribution. The selected vari-
able is updated unconditionally, and its fitness and that
of its neighboring variables are reevaluated. This up-
date is repeated as long as desired, where the uncondi-
tional update ensures significant fluctuations with suffi-
cient incentive to return to near-optimal solutions due to
selection against variables with poor fitness, for the right
choice of τ . Clearly, for finite τ , this version of EO never
“freezes” into a single configuration; it is able to return
an extensive list [27, 39] of the best of the configurations
visited (or simply their cost) “on the go” instead.
For τ = 0, the distribution in Eq. (12) becomes flat
over the ranks and τ−EO simply becomes a random walk
through configuration space, for which poor search re-
sults are to be expected. Conversely, for τ → ∞, the
process approaches a deterministic local search, only up-
dating the lowest-ranked variable, k = 1, and is likely to
get trapped. However, for finite values of τ the choice of
a scale-free distribution for P (k) in Eq. (12) ensures that
no rank k gets excluded from further evolution, while
maintaining a clear bias against variables with bad fit-
ness. Fixing τ − 1 ∼ 1/ ln(N) provides a parameter-free
strategy, activating avalanches of adaptation [40].
B. τ−EO Implementation for QUBO
In light of previous applications to spin glasses, where
fitness is defined via the local field exerted on each spin
(see, for example, Sec. IVA), it would seem straight-
forward to simply add the external field hi to the
local field to obtain a definition of fitness as λi =
σi
(
hi +
∑
j Ji,jσj
)
, so that again H = −∑i λi, in ac-
cordance with Eq. (1). This canonical approach leads to
a problem in which the heuristic is trying to satisfy two,
in principle distinct, scales: that of the distribution of the
bonds Jij , and that of the distribution of the fields hi.
5Figure 2. Plot of the evolution of EO in single runs for τ = 1.3
and tmax = N3/10 updates, (top) for the magnetization and
(bottom) the relative error ∆ with respect to the best-known
value from Ref. [5] for N = 2500 instances of the bqp testbed.
Better solutions are only obtained after the external fields
are ramped up somewhat, according to Eq. (13). But note
that the optimal solution is already found typically when the
relative field strength reaches merely 50%. The fact that the
magnetization of those optimal states reaches ≈ 0.6, i.e., up to
80% of spins simply align with their external field hi, indicates
a redundancy within those instances, see Fig. 3. A heuristic
merely needs to sort out which 20% spins have to resist their
external field.
Since in the QUBO problem both scales derive from the
one distribution of the weights qij , they are correlated
in this case. Yet, in the optimization runs with τ−EO
on the testbed instances [41], for example, this definition
of fitnesses λi fails to provide reasonable results. Only
when the external fields were slowly turned on, in those
trials, via a ramp γ that is linear in time,
λi = σi
 N∑
j=1
Jijσj + γ(t)hi
 , γ(t) = t
tmax
, (13)
the best-known results for that testbed were readily re-
produced, albeit at significant overhead in CPU-time.
In Fig. 2, we plot the evolution of the error relative
to that best-known result for each of the 10 instances of
the testbed “bqp2500”, together with the corresponding
magnetization. (By “magnetization” we here refer to ei-
ther the excess of spins aligned with their external fields
hi, whether those are positive or negative, or the actual
magnetization,m = 1N
∑N
i=1 σi, due to the excess of spins
with σi = +1 after applying the gauge transformation in
Sec. II C that renders all fields h′i > 0. Both formulations
are equivalent!) At least, two aspects of those results are
remarkable. For one, in each case, the best-found solu-
tion is found at least when those fields are “turned on”
by 50%. Secondly, in that best-found solution there is a
high degree of ordering imposed on the instance due to
those external fields.
0 500 1000 1500 2000 2500
Rank
-6000
-4000
-2000
0
2000
4000
6000
Local Field Strength hi
Fields with σi hi<0
Figure 3. Analysis of the magnetization of the best-known
solution to one of the bqp2500 -instances from the QUBO
testbed. Here, the rank-ordered list of N = 2500 local fields
hi defined in Eq. (6), corresponding to the row/column-sum
of the weights qij , are plotted (blue line) and marked (red ver-
tical lines) if the associated spin σi in the configuration with
the lowest energy is not aligned with hi, i.e., when σihi < 0.
As the results for the magnetization in Fig. 2 suggest, only
a small fraction of variables do not align, in particular, most
of those associated with the (absolute) highest fields (and,
thus, largest contributions to the energy) are aligned with
high probability.
Regarding the latter, we actually find that the magne-
tization reaches ≈ 60%, i.e., the alignment of the vari-
ables σi with their external fields is to 80% a predic-
tor of the optimal arrangement within the lowest-energy
solution. Thus, irrespective of the mutual constraints
spins impose on each other through the bonds Jij , in
many cases those constraints are simply overwritten by
the torque exerted by the external fields hi alone. Clearly,
a larger local field imposes a larger torque that is more
likely coercive than a smaller one, as Fig. 3 illustrates.
In fact, we find that a simple O(N) “greedy alignment”
algorithm that aligns spins sequentially, selected based
on having the largest remaining local field (consisting of
the torque exerted by the external field and those of any
previously assigned spins), typically reaches a cost that is
within 3% of the best-known solutions (see Fig. 5). Still,
it likely remains an NP-hard task to sort out which 20%
of the fields are to be disobeyed, although for each N
this is a problem of much reduced complexity compared
to the corresponding SK ground state problem with all
hi ≡ 0, hence, explaining the discrepancy in “hardness”
between QUBO and SK.
We now return to the earlier observation about τ−EO
saturating the best-known results in the testbed when
the ramped fields in Eq. (13) reach 50% with striking
consistency. As it turns out, this observation pins down
an arbitrary choice in the design of EO that allows us to
implement a more efficient version of τ−EO. This choice
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Figure 4. Study of the γ−dependence of the error  produced
by τ−EO relative to the best-known results, averaged over the
two QUBO gqptestbeds with N = 1000 and N = 2500, when
using the fitnesses λi = σi
[∑N
j=1 Jijσj + γhi
]
with fixed γ
during a run, as generalization of Eq. (15). For τ−EO, as
described in Sec. IVA, we set τ = 1.3 and tmax = N3/100.
The results clearly indicate γ = 50% as an especially useful
case, as suggested by Eq. (15).
in the definition of fitness attributed to individual vari-
ables has been discussed previously in Ref. [10]. It is
here where the interpretation of spin glasses as a QUBO
problem has its most significant impact. Unlike for a spin
glass, where the combined local field offers itself as the
canonical fitness for each spin, in QUBO we would natu-
rally construct a fitness as follows instead: By assigning
a variable xi, its instantaneous contribution to the cost
of ri =
∑N
j=1 qijxj is either suppressed (xi = 0) or added
(xi = 1), hence, the fitness λi should be ri if xi = 1 or
−ri if xi = 0, penalizing the unactualized potential when
ri > 0 but xi = 0. Thus, for QUBO the apparent choice
for fitness can be summarized as
λi = σi
N∑
j=1
qijxj . (14)
Note that in this case,
∑
i λi itself does not add up to
the actual cost of an instance, E or H, which is not a
necessity, as discussed in Ref. [10]). Amazingly, with the
definitions in Sec. II, for the spin glass this translates into
λi = σi
 N∑
j=1
Jijσj +
1
2
hi
 , (15)
i.e., favoring a fixed value of γ = 50%. This result is
indeed borne out with a more systematic study at various
fixed values of γ, as shown in Fig. 4. Accordingly, we will
use this more effective version of τ−EO in the following,
with τ = 1.3 and tmax = N3/100, and fitnesses as defined
in Eq. (15), to study the QUBO problem as a spin glass.
Table II. Results from applying τ−EO to the QUBO ensem-
ble defined in Sec. II, with qij drawn randomly from a flat
distribution over the integers on [−100 . . .+ 100] but only at
10% filling. Listed are the system sizes N considered, the
number of instances I simulated from the ensemble, the mea-
sured ground-state energy density 〈e0〉N = H/N
3
2 according
to Eq. (1), and the corresponding approximation obtained
with the greedy alignment algorithm. Note that the result
for N = 1000 and N = 2500 specifically refer only to the
gqp-testbeds (underlined). This data is plotted as an extrap-
olation plot in Fig. 5.
N I 〈e0〉N Greedy
31 105 -9.67(1) -9.46(1)
44 105 -10.074(5) -9.81(1)
63 105 -10.318(5) -10.036(5)
80 105 -10.426(4) -10.125(4)
100 105 -10.501(4) -10.190(5)
127 105 -10.564(3) -10.245(3)
160 2 104 -10.611(7) -10.298(7)
255 104 -10.68(1) -10.34(1)
511 104 -10.750(5) -10.404(4)
1000 10 -11.4(1) -11.1(1)
1023 4 103 -10.776(6) -10.44(1)
2500 10 -11.84(7) -11.45(7)
4095 100 -10.81(2) -10.48(2)
As such, τ−EO has a complexity of O (N3 lnN), where
the logarithmic dependence is due to dynamic sorting of
fitnesses, as introduced in Ref. [18].
C. Ensemble Results for the QUBO Problem
Based on the implementation of τ−EO described in the
previous section, we have run extensive simulations for
the QUBO problem, similar to those we have employed
previously for SK [17, 18]. And in analogy with those,
we propose here to evaluate the capabilities of the imple-
mentation using an extrapolation plot of the ensemble
results, as also shown in Fig. 1. The results validate our
expectation that QUBO in this ensemble can be solved to
much larger sizes than the corresponding SK spin glass.
In Tab. II, we summarize the results of the simulations
for the range of instance sizes from N = 31, . . . , 4095.
For each size, we have selected a sufficiently large num-
ber of instances from the ensemble to be able to keep
the statistical errors small and relatively comparable in
magnitude. From SK, it is well-known that, if the ma-
trix elements are drawn from a distribution of fixed
width, scale-invariant (intensive) costs are obtained when
H is rescaled by a factor of N
3
2 [24], thus, we define
〈e0〉N = H/N
3
2 , in accordance with Eq. (10). Listed are
also the corresponding results for the described O(N)
Greedy Alignment algorithm, which turn out to be con-
70 0.005 0.01 0.015 0.02
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Figure 5. Extrapolation of the average optimal cost approxi-
mation for the QUBO problem as obtained by τ−EO. All data
displayed here can also be found in Tab. II. We can fit the
EO-data (black circles) for sufficiently small N (which is more
likely exact!), but N & 50 to be asymptotic, to obtain a scal-
ing prediction (red-dashed line) for all large N . A deviation
from that scaling, which would signal the onset of system-
atic errors in the heuristic (as seen in Fig. 1), is not apparent
here for the data up to N = 4095. Shown are also the corre-
sponding data for the greedy alignment algorithm mentioned
in the text (blue squares), which remains systematically 3%
above the optimal results for all N , another indication that
the EO-data maintains its systematic accuracy. Strangely,
the averages for the best-found solutions for both testbeds,
gqp1000 and gqp2500, are uncharacteristically low and far
from their expected ensemble average (red-dashed line), but
so are their greedy approximations (see Tab. II), which are
again 3% higher, yet, much below the ensemble.
sistently 3% above the best EO predictions, another sign
of their systematic quality.
This data is also plotted in Fig. 5, in extrapolated form,
which should yield an asymptotically linear graph, ac-
cording to Eq. (10), if we choose N−ω with the correct
value of ω as our x−axis. Such a linear extrapolation
is achieved here for ω = 1, suggesting that finite-size
corrections in QUBO diminish much faster than for SK,
where corrections are conjectured to decay only as N−
2
3 ,
i.e., ω = 23 [18, 36, 42], as shown in Fig. 1. Weaker
corrections provide more evidence for the relative sim-
plicity in approximating QUBO. As for the SK data in
Refs. [17, 18], this data is also readily fitted asymp-
totically (for N small enough that there a few system-
atic errors but large enough, here N > 44, to ignore
finite-size corrections) with the linear form provided by
Eq. (10). Note that the specific values obtained for this
fit, 〈e0〉∞ = −10.8(1) and A = 30(1), are not of any sig-
nificance by themselves. All we care about is a deviation
from that line for large N as a likely sign of a system-
atic breakdown in the heuristic we care to assess. Up
to the sizes accessible with this implementation within
reasonable CPU time, EO does not show any significant
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Figure 6. Measure of the computational cost for the τ−EO
implementation in terms of the average number of update
steps needed to first encounter the best-found solutions listed
in Tab. II as a function of instance size N . The cubic line
(dashed) of N3/400 is merely included to guide the eye. The
approach of the measured updates suggest that EO typically
finds its best solution within a quarter of the allotted number
of updates, tmax = N3/100 (red-dashed line). Since the actual
computational complexity for an NP-hard problem such as
QUBO is expected to rise exponentially in size, we would
expect EO to eventually exhibit systematic errors. However,
up to this size, there is no sign of upward pressure on runtime.
systematic error.
As a curious side-note, we observe that the 10 instances
from the gqp-testbeds of sizes N = 1000 and N = 2500
(also listed in Tab. II and plotted as red dots in Fig. 5)
apparently are highly atypical for the ensemble they were
supposedly drawn from, with much lower average costs.
This does not signal a shortcoming of EO, as all average
were obtained uniformly with the same implementation,
and the greedy results are equally untypical but remain
3% above the best-found costs. We can only speculate
to origin of this effect, but it seems likely that a poor
random number generator was used to make the testbed.
V. CONCLUSIONS
In our discussion, we have analyzed the relation be-
tween the SK spin glass ground-state problem and the
classical NP-hard combinatorial problem of QUBO. We
have argued that a widely used form of QUBO, with
weights drawn from a symmetric distribution of finite
width, leads to rather simple testbeds with a high degree
of redundancy. Since such problems have recently been
used to assess the quality of dedicated quantum anneal-
ers [2] such as D-Wave, which claims advantages due to
quantum effects, a careful analysis of actual hardness of
classical problems is timely. In terms of the physical de-
scription of the QUBO problem as a Ising spin glass, we
find that a large fraction of variables in those instances
8are trivially coerced by large external fields. This fact
is illustrated first by the difficulty in applying a stan-
dard QUBO solver that provides good results for large
QUBO instances but fails for much smaller and seem-
ingly similar SK instances. In turn, we propose an im-
plementation of τ−EO, previously well-trained on the SK
problem, and show that it can solve comparatively much
larger instances of the QUBO problem. Along the way,
we have shown that a systematic, ensemble-based study
to test the capabilities of heuristics via an extrapolation
plot provides a self-contained and quite stringent mea-
sure of their performance for large N , superior to any
ad-hoc assembly of testbeds.
In the future, we will explore whether the definition
of fitness used in Eq. (15) for spin glasses in an external
field, which our calculations show to remain valid when
the external field is varied independently (unlike for the
SK obtained from QUBO here), will allow to apply τ−EO
also to interesting ground state problems of spin glasses
in such fields. A number of questions about the low-
temperature glassy state are connected with its stability
under coercion in external fields [44–47].
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