The exact distribution of a modified Behrens-Fisher statistic is derived. The distribution function is mostly elementary and is simpler than the exact distribution derived by Nel et al.
Introduction
Suppose x 1 , x 2 , . . . , x m is a random sample from a normal population with mean μ X and variance σ 2 X . Suppose y 1 , y 2 , . . . , y n is another random sample from a normal population with mean μ Y and variance σ 2 Y . Suppose too that the random samples are independent. If the variances are unknown and unequal then the test for equality of means is based on the statistic
say, where
(1) is known as the Behrens-Fisher statistic (Fisher, 1935) . Commonly its distribution is approximated by a Student's t random variable (Welch, 1938) 
The resulting test is known as the two sample t test. Many other approximations to the distribution of (1) have since been proposed. We refer the readers to Chapters 28 and 30 of Johnson et al. (1995) for an excellent review. See also Kim and Cohen (1998) .
There has been little work on deriving the exact distribution of (1) . The only work known to us is that due to Nel et al. (1990) 
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that the probability density function (pdf) of T can be expressed as The aim of this paper is to derive the exact distribution of (1) in mostly elementary forms.
In fact, the derived forms for the pdf and cdf are all elementary except when both m and n are even numbers. Elementary forms can be computed accurately on any platform, even using a pocket calculator. Hence, they are computationally more convenient than (3).
In passing, we would like to point out that even some of the known approximations for (1) are not elementary. For example, the Student's t approximation's distribution function involves the incomplete beta function ratio, a special function, for all m and n.
Consider the modified form of (1) given by
say. Note that (1) and (4) are equivalent at least when μ X = μ Y . Using the facts
we can rewrite (4) as
where
) are independent random variables and
Here, Γ(a, b) denotes a gamma random variable with shape parameter a and rate parameter b.
Exact expressions for the pdf and cdf of T in (5) are given in Section 2. Of the expressions given there, the ones that are new and original are: the cdf of T in the general case; the pdf and cdf of T when b = d; the cdf of T when m and n are odd; the cdf of T when m is odd and n is even; the cdf of T when m is even and n is odd; the cdf of T when m and n are even; the pdf of T when m is odd; the pdf of T when n is odd; the pdf of T when m and n are even. All of the proofs are given in Appendix A.
The practical use and efficiency of the newly derived expressions are discussed in Section 3. The discussion centers on four aspects: i) comparison of the newly derived pdfs and the Student's t pdf with degree of freedom (2); ii) comparison of the newly derived cdfs and the Student's t cdf with degree of freedom (2); iii) comparison of power functions corresponding to the newly derived expressions and the Student's t approximation with degree of freedom (2); iv) comparison of computational times corresponding to the newly derived expressions and (3).
4
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The expressions given in Section 2 are mostly elementary. One case giving non-elementary expressions is when both m and n are even integers. In this case, expressions involve the error function, modified Bessel function of the first kind and elliptical integrals. The derivations in all cases make use of the error function and the confluent and Gauss hypergeometric functions.
The derivations also make use of some new integral identities hitherto unknown. These new identities are stated and proved in Appendix B.
Main results
The main results are explicit expressions for the cdf and pdf of T in (5). All of the expressions are new and original except for those given by (7) and (8) . The latter expressions are due to 
General case
Suppose a > 0, b > 0, c > 0 and d > 0 are real numbers. Then the cdf of T can be expressed as
for t > 0, where erf(x) denotes the error function defined by
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The corresponding pdf can be expressed as
and
< 1, respectively. The result given by (7) and (8) 
The case b = d
Suppose b > 0 and d > 0 are equal and take a real value. Then the cdf and pdf of T can be expressed as
respectively, for t > 0, where I(n, p, c) is an elementary form defined by Lemma B1.
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The case m odd
Suppose m > 1 is an odd integer. If in addition n > 1 is also an odd integer then the cdf of T can be expressed as
for t > 0, where I(n, p, c) is an elementary form defined by Lemma B1. On the other hand, if n > 1 is an even integer then the cdf of T can be expressed as
and 
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an even integer), the corresponding pdf can be expressed as
with the initial values
8
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The case n odd
Suppose n > 1 is an odd integer. If in addition m > 1 is an even integer then the cdf of T can be expressed as
The case m even, n even
Suppose both m > 1 and n > 1 are even integers. Then the cdf of T can be expressed as
for t > 0, where
where I ν (•) denotes the modified Bessel function of the first kind of order ν defined by
10
ACCEPTED MANUSCRIPT ACCEPTED MANUSCRIPT
If m ≥ 4 is even and n ≥ 4 is even then the corresponding pdf can be expressed as
for y = 
where K(•) and E(•) are complete elliptical integrals of the first and second kinds defined by
Hence, the pdf of T for any m ≥ 2 even and n ≥ 2 even can be expressed in terms of K(z) and E(z).
Discussion
Here, we illustrate the practical use and efficiency of the expressions in Sections 2.2 to 2.5. We 
respectively, where f t ν (•) and F t ν (•) denote, respectively, the pdf and the cdf of a Student's t random variable with degree of freedom ν. The exact expressions for the pdf and the cdf of T given in Section 2 involve the unknown parameters σ 2 X and σ 2 Y . We also computed them with 
The rule for rejecting H 0 suggested by the results in Section 2 is
involve the unknown parameters, σ 2 X and σ 2 Y . With them replaced by the sample variances, we obtain the rule
where 
The power functions corresponding to (25)-(28) are plotted in Figure 3 for a range of different values of m and n. "Approx" power refers to (25), "Exact" power refers to (26), "Estimated Exact" power refers to (27) and "Simulated" power refers to (28). The cdf of T needed for (26) and (27) were computed using: (9) when m = n; (11) when m and n m are odd; (12)- (13) when m is odd and n m is even; (18) 
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CDF" refers to one of (11), (12) or (13) if m is odd. "Proposed CDF" refers to one of (18) or (19) if n is odd.
In Figure 1 , the exact and estimated exact pdfs for m = n were computed using (10) . Those when m and n m are odd were computed using (14)- (15). Those when m is odd and n m is even were computed using (14)- (15). Those when m is even and n m is odd were computed using (20)-(21). Those when m and n m are even were computed using (23)-(24). In Figure   2 , the exact and estimated exact cdfs for m = n were computed using (9) . Those when m and n m are odd were computed using (11). Those when m is odd and n m is even were computed using (12)-(13). Those when m is even and n m is odd were computed using (18) (26) and (27) were performed using fsolve. Some future work are: i) derive elementary forms of the exact distribution of (4) corresponding to non-integer values of m and n; ii) consider one-sided versions of (4) and derive their exact distributions, (4) corresponds to a two-sided test of the equality μ X = μ Y ; iii) develop distribution theory for the effect of replacing σ 2 X and σ 2 Y by their sample counterparts.
The result follows by using equation ( Proof of (6): Using Lemma A1, we can write
The result follows since
Proof of (7)- (8): Differentiating (6) with respect to t, we obtain
The results follow by using equation (7.621.4) in Gradshteyn and Ryzhik (2000) to calculate the integral in (30).
Proof of (9) and (10): If b = d then (6) reduces to
(9) follows by applying Lemma B1 to calculate the integral in (31). (10) follows from (7)- (8) .
where (6) as
Since c is an integer and a + c is a half integer, the arguments of the proof of (12)-(13) apply.
Proof of (22):
Follows by using the fact 
The results follow by using the following fact Proof of (20)- (21): Similar to the proof of (14)- (15).
Proof of (23)- (24): By using the following fact 
Now applying (34) to each of the two Gauss hypergeometric terms on the right hand side of (35), we obtain 2 F 1 a,
The results follow from (7), (8), (32) and (33). 
