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Let ‖ · ‖ be an induced matrix norm associated with a mono-
tone norm on Rn and β be the collection of all nonempty
closed and bounded subsets of n × n nonnegative matrices under
this matrix norm. For , ∈ β, the Hausdorff metric H be-
tween  and  is given by H(,) = max{supA∈ infB∈ ‖A −
B‖, supB∈ infA∈ ‖A − B‖}. The max algebra system consists of
the set of nonnegative numbers with sum a ⊗ b = max{a, b}
and the standard product ab for a, b 0. For n × n nonneg-
ative matrices A,B their product is denoted by A ⊗ B, where
[A ⊗ B]ij = max1kn aikbkj . For each  ∈ β, the max algebra
version of the generalized spectral radius of  is μ() =
lim supm→∞[supA∈m⊗ μ(A)]
1
m , where m⊗ = {A1 ⊗ A2 ⊗ · · · ⊗ Am :
Ai ∈}. Here μ(A) is the maximum circuit geometric mean. In this
paper we prove that the max algebra version of the generalized
spectral radius is continuous on the Hausdorff metric space (β,H).
The notion of the max algebra version of simultaneous nilpotence
ofmatrices is also proposed. Necessary and sufﬁcient conditions for
themax algebra version of simultaneous nilpotence of matrices are
presented as well.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In the literature, the generalized spectral radius and the joint spectral radius of a set of complex
matrices have attracted much attention. The joint spectral radius was introduced by Rota and Strang
[23], and the generalized spectral radius by Daubechies and Lagarias [7]. Let  be a bounded set of
n × n complex matrices. Form 1,m is the set of all products of matrices in  of lengthm,
m = {A1A2 · · ·Am : Ai ∈ }.
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Let S() = ∪∞
m=1
m
. Denoting by ρ(A) the spectral radius and by ‖A‖ an induced matrix norm of a
matrix A associated with a norm on Cn, the generalized spectral radius of , ρ(), is deﬁned by
ρ() = lim sup
m→∞
[
sup
A∈m
ρ(A)
] 1
m
and the joint spectral radius of , ρˆ(), is deﬁned by
ρˆ() = lim sup
m→∞
[
sup
A∈m
‖A‖
] 1
m
.
The generalized spectral radius theorem, that is, ρ() = ρˆ(), was conjectured by Daubechies and
Lagarias [7] and proved by Berger andWang [3] and then by Elsner [9] (see also [24,25]). The continuity
of the generalized spectral radius was proved by Heil and Strang [15]. Also, Wirth [26] proved that the
generalized spectral radius is continuous on the Hausdorff metric.
In this paper, we study the continuity of themax version of the generalized spectral radius.We also
propose necessary and sufﬁcient conditions for the max algebra version of simultaneous nilpotent
matrices. For these purposes, we introduce some definitions and notations. Following the notation in
[10], the max algebra system2 consists of the set of nonnegative numbers with sum a ⊕ b = max{a, b}
and the standard product ab for a, b 0. For a nonnegative matrix A = [aij], we may denote aij by [A]ij .
Let Rn×n be the set of all n × n real matrices andMn(R+) be the set of all n × n nonnegative matrices.
Let A and B be two n × n nonnegative matrices. We say that A B if aij  bij for all i, j = 1, 2, . . . ,n.
The product of A and B in max algebra is denoted by A ⊗ B, where [A ⊗ B]ij = max1kn aikbkj . The
notation A2⊗ means A ⊗ A, and Ak⊗ denotes the kth power of A. Let x = [xi] ∈ Rn be a nonnegative
vector. The notation A ⊗ xmeans [A ⊗ x]i = max1jn aijxj . Recall that the standard product ABmeans
[AB]ij =
∑
1kn aikbkj , and Ax means [Ax]i =
∑
1jn aijxj .
Let A be an n × n nonnegativematrix. A scalar λ is called amax eigenvalue of A if A ⊗ x = λx for some
nonnegative vector x /= 0, namely,
max
1jn
aijxj = λxi for all i = 1, 2, . . . ,n.
Thevectorx is calledacorrespondingmaxeigenvectorofλ. TheweighteddirectedgraphD(A)associated
with A has vertex set {1, 2, . . . ,n} and an edge (i, j) from vertex i to vertex j with weight aij if and only
if aij > 0. A path L(i1, i2, . . . , ik , ik+1) of length k is a sequence of k edges (i1, i2), (i2, i3), . . . , (ik , ik+1). The
weight of a path L(i1, i2, . . . , ik+1), as denoted by w(L(i1, i2, . . . , ik+1)) or simply by w(L), is deﬁned by
w(L(i1, i2, . . . , ik+1)) = ai1i2ai2i3 · · · aikik+1 .
A circuit C of length k  2 is a path L(i1, i2 . . . , ik+1)with ik+1 = i1, and i1, i2, . . . , ik are distinct. The class
of circuits includes loops, i.e., circuits of length 1. Associated with this circuit C is the circuit geometric
mean known as wˆ(C) = (ai1i2ai2i3 · · · aiki1 )1/k . The maximum circuit geometric mean inD(A) is denoted
by μ(A). Note that we also consider empty circuits, namely, circuits that consist of only one vertex and
have length 0. For empty circuits, the associated circuit geometric mean is zero.
In the literature, the maximum circuit geometric mean μ(A) has been studied extensively, and it
is known that μ(A) is the largest max eigenvalue of A. Moreover, if A is irreducible, then μ(A) is the
unique eigenvalue and every eigenvector is positive. We refer to [1,5,13] for the spectral study. Elsner
and van den Driessche [10,11,12] provided asymptotic formulas forμ(A) that involve spectral radii and
matrix norms. The algorithmsof computingμ(A) andmaxeigenvector x, for an irreducible nonnegative
matrix A were established in their study as well. The bounds for μ(A) can be found in [1,2]. The role
μ(A) plays in the study of powers of a nonnegative matrix A can be found in [10].
Let ‖ · ‖ be a norm on Rn. The matrix norm deﬁned by ‖A‖ = max‖x‖=1 ‖Ax‖ for all A ∈ Rn×n is said
to be an induced matrix norm associated with ‖ · ‖ on Rn (see, e.g. [16, p. 292]). If x = [xi] ∈ Rn, we
2 The max-plus algebra system consists of the set R ∪ {−∞} with the operations of maximization and addition. In the liter-
ature, the term “max algebra” sometimes stands for the max-plus algebra. Indeed, the max-plus algebra is isomorphic by the
exponential map to the max algebra. Please refer to [2,6] for the max-plus algebra system.
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deﬁne |x| = [|xi|]. For each x = [xi], y = [yi] ∈ Rn, we say that |x| |y| if |xi| |yi| for all i = 1, . . . ,n. A
norm ‖ · ‖ onRn is said to bemonotone if |x| |y| implies ‖x‖ ‖y‖ for all x, y ∈ Rn. A norm ‖ · ‖ onRn
is said to be absolute if ‖x‖ = ‖|x|‖ for all x ∈ Rn. It is well known that a norm ‖ · ‖ on Rn is monotone
if and only if it is absolute (see, e.g. [16, p. 285]). Associated with any norm ‖ · ‖ on Rn and A ∈ Rn×n,
we deﬁne the notation η‖·‖(A) [19,20] as
η‖·‖(A) = sup
x /=0,x0
‖|A| ⊗ x‖
‖x‖ .
Note that η‖·‖(A) = η‖·‖(|A|). Let be a bounded set of n × n nonnegative matrices. For m 1,m⊗ is
the set of all products of matrices in of lengthm in max algebra,
m⊗ = {A1 ⊗ A2 ⊗ · · · ⊗ Am : Ai ∈}.
Let S⊗() = ⋃∞m=1m⊗ . The max algebra version of the generalized spectral radius μ() of is
μ() = lim sup
m→∞
⎡⎣ sup
A∈m⊗
μ(A)
⎤⎦
1
m
.
Note that Blondel et al. [4] referred to μ() as the upper spectral radius of. The max algebra version
of the joint spectral radius η() of is
η() = lim sup
m→∞
⎡⎣ sup
A∈m⊗
η‖·‖(A)
⎤⎦
1
m
.
Recall that [20] η() does not depend on the particular choice for the norm on Rn. The max version
of the generalized spectral radius theorem, that is,
η() = μ() (1)
was proved in [20], while Peperko [22] gives a simple proof recently.
Let ‖ · ‖ be a given induced matrix norm associated with a monotone norm on Rn and let β be
the collection of all nonempty closed bounded subsets of n × n nonnegative matrices under ‖ · ‖. The
Hausdorff metric on β which corresponds to this norm ‖ · ‖ is deﬁned by
H(,) = max
{
sup
A∈
inf
B∈
‖A − B‖, sup
B∈
inf
A∈
‖A − B‖
}
for all, ∈ β. The main purpose of this paper is to prove that μ() is continuous on this Hausdorff
metric space (β,H).
2. The continuity of μ()
Throughout this paper, we denote ‖ · ‖ to be a given monotone norm on Rn. We also use the same
notation ‖ · ‖ denoting the induced matrix norm associated with this norm. The following result was
proved in [20] which illustrated that η‖·‖(·) is a vector norm onRn×n if ‖ · ‖ is a monotone norm onRn.
Lemma 1. Let A,B ∈ Rn×n and ‖ · ‖ be a monotone norm on Rn. Then
(i) η‖·‖(A) = maxx /=0,x0 ‖|A|⊗x‖‖x‖ = max‖x‖=1,x0 ‖|A| ⊗ x‖.
(ii) η‖·‖(A) = 0 ⇐⇒ A = 0.
(iii) η‖·‖(αA) = |α|η‖·‖(A), for all α ∈ R.
(iv) η‖·‖(A + B) η‖·‖(A) + η‖·‖(B).
(v) η‖·‖(|A| ⊗ |B|) η‖·‖(|A|)η‖·‖(|B|).
(vi) μ(|A|) η‖·‖(|A|).
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In order to establish Lemma 4 we shall employ the following lemma.
Lemma 2. Let A,B,C be n × n nonnegative matrices and ‖ · ‖ be a monotone norm on Rn. Then
(i) If |A| |B| then η‖·‖(A) η‖·‖(B).
(ii) η‖·‖(A) ‖A‖.
(iii) η‖·‖(|A ⊗ B − C ⊗ B|) η‖·‖(|A − C| ⊗ |B|).
(iv) η‖·‖(|B ⊗ A − B ⊗ C|) η‖·‖(|B| ⊗ |A − C|).
(v) ‖|A| ⊗ |B|‖ ‖A‖‖B‖.
(vi) ‖A ⊗ B − C ⊗ B‖ ‖A − C‖‖B‖.
(vii) ‖B ⊗ A − B ⊗ C‖ ‖B‖‖A − C‖.
Proof. (i) For each ‖x‖ = 1 and x  0, observe that
[|A| ⊗ x]i = max
1jn
|Aij|xj  max
1jn
|Bij|xj = [|B| ⊗ x]i.
As ‖ · ‖ is a monotone norm and by Lemma 1 (i), we conclude that
η‖·‖(A) = max‖x‖=1,x0 ‖|A| ⊗ x‖ max‖x‖=1,x0 ‖|B| ⊗ x‖ = η‖·‖(B).
(ii) It is immediate, since |A| ⊗ x  |A||x|.
(iii) Fix 1 i, j  n. Let 1 k0  n such that [A ⊗ B]ij = Aik0Bk0j . Observe that
[A ⊗ B − C ⊗ B]ij = max
k
{AikBkj} − maxs {CisBsj}
 Aik0Bk0j − Cik0Bk0j
 |Aik0 − Cik0 ||Bk0j|
 [|A − C| ⊗ |B|]ij.
A similar argument shows that
(C ⊗ B − A ⊗ B)ij  (|C − A| ⊗ |B|)ij.
So we conclude that
|A ⊗ B − C ⊗ B| |A − C| ⊗ |B|. (2)
By (i), we have η‖·‖(|A ⊗ B − C ⊗ B|) η‖·‖(|A − C| ⊗ |B|).
The proof of (iv) is quite similar to the proof of (iii).
(v) It follows from the fact that |A| ⊗ |B| |A||B|.
(vi) By (2) and (v), we obtain
‖A ⊗ B − C ⊗ B‖ ‖|A − C| ⊗ |B|‖ ‖A − C‖‖B‖.
The proof of (vii) is similar to the proof of (vi). 
The following lemmas will be needed in the proof of Theorem 1.
Lemma 3. Let be a bounded set of n × n nonnegative matrices. Then for all m 1,⎡⎣ sup
A∈m⊗
μ(A)
⎤⎦
1
m
 μ() = η()
⎡⎣ sup
A∈m⊗
η‖·‖(A)
⎤⎦
1
m
.
Proof. By (1), we have μ() = η(). The inequality η() [supA∈m⊗ η‖·‖(A)]
1
m is followed from [20,
Lemma 6]. To prove [supA∈m⊗ μ(A)]
1
m  μ(), let B ∈m⊗ be given. If μ(B) /= 0 then there is a circuit
(i1, i2, . . . , ik , i1) such that
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μ(B) = ([B]i1i2 [B]i2i3 · · · [B]iki1 )
1
k .
For each t = 1, 2, . . ., we see that Bkt⊗ ∈mkt⊗ and
μ(Bkt⊗ ) [Bkt⊗ ]i1i1  ([B]i1i2 [B]i2i3 · · · [B]iki1 )t = [μ(B)]kt .
Hence
[μ(B)] 1m  [μ(Bkt⊗ )]
1
mkt  sup
A∈mkt⊗
[μ(A)] 1mkt .
If μ(B) = 0 then we also have the inequality
[μ(B)] 1m  sup
A∈mkt⊗
[μ(A)] 1mkt .
Since B ∈m⊗ is arbitrary, we conclude that⎡⎣ sup
A∈m⊗
μ(A)
⎤⎦
1
m

⎡⎣ sup
A∈mkt⊗
μ(A)
⎤⎦
1
mkt
for all t = 1, 2, . . .
This implies that⎡⎣ sup
A∈m⊗
μ(A)
⎤⎦
1
m
 μ(). 
Lemma 4. For each m 1, the function ηm() = [supA∈m⊗ η‖·‖(A)]
1
m is continuous on (β,H).
Proof. We just need to prove that the function f deﬁned by f () = supA∈m⊗ η‖·‖(A) is continuous on
(β,H). To prove this, let  ∈ β be given. Since  is bounded, there is L > 1 such that ‖A‖ L for all
A ∈. For each A1,A2, . . . ,Am ∈, observe that
η‖·‖(A1 ⊗ A2 ⊗ · · · ⊗ Am) η‖·‖(A1)η‖·‖(A2) · · · η‖·‖(Am) (by Lemma 1(v))
 ‖A1‖‖A2‖ · · · ‖Am‖ (by Lemma 2(ii))
 Lm. (3)
This implies that the set {η‖·‖(A) : A ∈m⊗} is a bounded set, and hence supA∈m⊗ η‖·‖(A) exists. Let  > 0
be given, choose δ = min
{

2m(L+1)m−1 , 1
}
. Let Υ ∈ β with H(,Υ ) < δ and A0 = C1 ⊗ C2 ⊗ · · · ⊗ Cm ∈
m⊗ be given. By the definition of the Hausdorff metric, for each Cj ∈ there is Dj ∈ Υ such that
‖Cj − Dj‖ < δ. Note that ‖Dj‖ < ‖Cj‖ + δ  L + 1. Let D̂ = D1 ⊗ D2 ⊗ · · · ⊗ Dm ∈ Υ m⊗ . Observe that
η‖·‖(A0) − η‖·‖(D̂)
= η‖·‖(C1 ⊗ C2 ⊗ · · · ⊗ Cm) − η‖·‖(D1 ⊗ D2 ⊗ · · · ⊗ Dm)
 η‖·‖(C1 ⊗ C2 ⊗ · · · ⊗ Cm − D1 ⊗ D2 ⊗ · · · ⊗ Dm) (by Lemma 1(iv))
= η‖·‖(C1 ⊗ C2 ⊗ · · · ⊗ Cm − D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm
+ D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm − D1 ⊗ D2 ⊗ · · · ⊗ Dm)
 η‖·‖(C1 ⊗ C2 ⊗ · · · ⊗ Cm − D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm)
+ η‖·‖(D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm − D1 ⊗ D2 ⊗ · · · ⊗ Dm)
 η‖·‖(|C1 − D1| ⊗ |C2 ⊗ · · · ⊗ Cm|)
+ η‖·‖(|D1| ⊗ |C2 ⊗ C3 ⊗ · · · ⊗ Cm − D2 ⊗ D3 ⊗ · · · ⊗ Dm|)
(by Lemma 2(iii), (iv))
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 η‖·‖(|C1 − D1|)η‖·‖(|C2|) · · · η‖·‖(|Cm|)
+ η‖·‖(|D1|)η‖·‖(|C2 ⊗ C3 ⊗ · · · ⊗ Cm − D2 ⊗ D3 ⊗ · · · ⊗ Dm|)
(by Lemma 1(v))
 · · ·
 η‖·‖(|C1 − D1|) η‖·‖(|C2|) · · · η‖·‖(|Cm|)
+
m−1∑
j=2
η‖·‖(|D1|) · · · η‖·‖(|Dj−1|) η‖·‖(|Cj − Dj|) η‖·‖(|Cj+1|) · · · η‖·‖(|Cm|)
+ η‖·‖(|D1|) · · · η‖·‖(|Dm−1|) η‖·‖(|Cm − Dm|)
 ‖C1 − D1‖‖C2‖ · · · ‖Cm‖ +
m−1∑
j=2
‖D1‖ · · · ‖Dj−1‖‖Cj − Dj‖‖Cj+1‖ · · · ‖Cm‖
+ ‖D1‖‖D2‖ · · · ‖Dm−1‖‖Cm − Dm‖
< mδ(L + 1)m−1
= 
2
.
Thus
η‖·‖(A0) < sup
A∈Υ m⊗
η‖·‖(A) + 
2
.
Since A0 = C1 ⊗ C2 ⊗ · · · ⊗ Cm ∈m⊗ is arbitrary, we have
sup
A∈m⊗
η‖·‖(A) < sup
A∈Υ m⊗
η‖·‖(A) + . (4)
On the other hand, let B0 = D1 ⊗ D2 ⊗ · · · ⊗ Dm ∈ Υ m⊗ be given. Since H(,Υ ) < δ, there are Cj ∈
such that ‖Dj − Cj‖ < δ, for all j = 1, 2, . . . ,m. Note that ‖Dj‖ < ‖Cj‖ + δ  L + 1. Let C0 = C1 ⊗ C2 ⊗
· · · ⊗ Cm ∈m⊗ . With a similar argument, we have
η‖·‖(B0) < η‖·‖(C0) + 
2
 sup
A∈m⊗
η‖·‖(A) + 
2
.
Hence
sup
A∈Υ m⊗
η‖·‖(A) < sup
A∈m⊗
η‖·‖(A) + . (5)
By (4) and (5) the desired conclusion is valid. 
Lemma 5. Let ‖ · ‖ be an induced matrix norm associated with a monotone norm on Rn. Then μ(A) is
continuous on (Mn(R
+
), ‖ · ‖).
Proof. Let ‖ · ‖1 be thematrixnormdeﬁnedby ‖A‖1 = max1jnni=1|aij| for alln × nmatricesA. Recall
that ‖ · ‖ and ‖ · ‖1 are equivalent, i.e., there arem,M > 0 such that
m‖A‖1  ‖A‖ M‖A‖1 for all A ∈ Rn×n.
Therefore, it is sufﬁcient to show that μ(A) is continuous on (Mn(R
+
), ‖ · ‖1). To prove this, let A ∈
Mn(R
+
) and  > 0 be given. Choose L > 1 such that L > aij for all 1 i, j  n. Put ¯ = min{, 1} and
δ = ¯n
(2n−1)(L+1)n−1 .Note that δ < 1 < L. LetB ∈ Mn(R
+
) such that‖A − B‖1 < δ. Thenaij − δ < bij < aij + δ
for all i, j = 1, 2, . . . ,n. Let C = (i1, i2, . . . , ik , i1) be a nonempty circuit on D(B). Note that 1 k  n
because i1, . . . , ik are distinct. Observe that
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[w(C)] 1k = (bi1i2bi2i3 · · · biki1 )
1
k
 [(ai1i2 + δ)(ai2i3 + δ) · · · (aiki1 + δ)]
1
k
= [ai1i2ai2i3 · · · aiki1 + δai1i2ai2i3 · · · aik−1ik + δai2i3ai3i4 · · · aiki1 + · · · + δk︸ ︷︷ ︸
(2n−1) terms with δ in each term
] 1k
 [ai1i2ai2i3 · · · aiki1 + δ(2n − 1)Lk−1]
1
k
(because L > δ and L > aij for all i, j = 1, 2, . . . ,n)
 [ai1i2ai2i3 · · · aiki1 + δ(2n − 1)Ln−1]
1
k (because k  n and L > 1)
 [ai1i2ai2i3 · · · aiki1 ]
1
k + [δ(2n − 1)Ln−1] 1k (because k  1)
 μ(A) + [δ(2n − 1)Ln−1] 1k
< μ(A) + [¯n] 1k
 μ(A) + [¯n] 1n (because ¯ < 1 and k  n)
= μ(A) + ¯ < μ(A) + .
Since circuit C is arbitrary, we have
μ(B) < μ(A) + . (6)
Let L = (j1, j2, . . . , jl , j1) be a nonempty circuit onD(A). By the same argument of the proof of inequality
(6), we have
[w(L)] 1l  μ(B) + [δ(2n − 1)(L + 1)n−1] 1l < μ(B) + .
Therefore,
μ(A) < μ(B) + .
This completes the proof. 
Lemma 6. For each m 1, the function μm() = [supA∈m⊗ μ(A)]
1
m is continuous on (β,H).
Proof. We just need to prove that the function g deﬁned by g() = supA∈m⊗ μ(A) is continuous on
(β,H). To prove this, let ∈ β be given. Choose L > 1 such that ‖A‖ L for allA ∈. LetA1,A2, . . . ,Am ∈
, by (3) we have
η‖·‖(A1 ⊗ A2 ⊗ · · · ⊗ Am) Lm.
Therefore,
μ(A) η‖·‖(A) Lm for all A ∈m⊗ .
This implies that the set {μ(A) : A ∈m⊗} is a bounded set, and hence supA∈m⊗ μ(A) exists. By Lemma
5, μ(A) is continuous onMn(R
+
). Hence μ(A) is continuous on the compact set
K = {A ∈ Mn(R+) : ‖A‖ (L + 1)m}.
Let  > 0 be given. Since μ(A) is continuous on K , there exists δ1 > 0 such that
|μ(A) − μ(B)| < 
2
for all A,B ∈ K with ‖A − B‖ < δ1. (7)
Put δ = min
{
δ1
m(L+1)m−1 , 1
}
. Let Υ ∈ β with H(,Υ ) < δ and A0 = C1 ⊗ C2 ⊗ · · · ⊗ Cm ∈m⊗ be given.
By the definition of the Hausdorff metric, for each Cj ∈ there is Dj ∈ Υ such that ‖Cj − Dj‖ < δ. Let
D̂ = D1 ⊗ D2 ⊗ · · · ⊗ Dm ∈ Υ m⊗ . Note that ‖Dj‖ < ‖Cj‖ + δ  L + 1. Therefore, A0, D̂ ∈ K . Observe that
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‖A0 − D̂‖ = ‖C1 ⊗ C2 ⊗ · · · ⊗ Cm − D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm
+ D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm − D1 ⊗ D2 ⊗ · · · ⊗ Dm‖
 ‖C1 ⊗ C2 ⊗ · · · ⊗ Cm − D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm‖
+ ‖D1 ⊗ C2 ⊗ C3 ⊗ · · · ⊗ Cm − D1 ⊗ D2 ⊗ · · · ⊗ Dm‖
 ‖C1 − D1‖‖C2‖ ‖C3‖ · · · ‖Cm‖ + ‖D1‖‖C2 ⊗ C3 ⊗ · · · ⊗ Cm
− D2 ⊗ D3 ⊗ · · · ⊗ Dm‖
 · · ·
 mδ(L + 1)m−1
 δ1.
By (7),
μ(A0) < μ(D̂) + 
2
 sup
A∈Υ m⊗
μ(A) + 
2
.
Since A0 = C1 ⊗ C2 ⊗ · · · ⊗ Cm ∈m⊗ is arbitrary, we have
sup
A∈m⊗
μ(A) < sup
A∈Υ m⊗
μ(A) + . (8)
On theotherhand, letB0 = D1 ⊗ D2 ⊗ · · · ⊗ Dm ∈ Υ m⊗ begiven. SinceH(,Υ ) < δ, there areCj ∈ such
that ‖Dj − Cj‖ < δ, for all j = 1, 2, . . . ,m. Note that ‖Dj‖ < ‖Cj‖ + δ  L + 1. With a similar argument,
we have ‖B0 − C1 ⊗ C2 ⊗ · · · ⊗ Cm‖ δ1. Therefore,
sup
A∈Υ m⊗
μ(A) < sup
A∈m⊗
μ(A) + . (9)
So that (8) and (9) together yield the desired conclusion. 
Recall that a function f from a metric space (X , d) into R is lower semi-continuous if and only if
the set {x ∈ X : f (x) > α} is open in (X , d). It is well know that the supremum of a family of lower semi-
continuous functions is lower semi-continuous. A function f is upper semi-continuous if and only if
−f is lower semi-continuous. A function f is continuous if and only if f is both lower semi-continuous
and upper semi-continuous. Now we return to the novel central result of this paper.
Theorem 1. The max version of the generalized spectral radius μ() is continuous on (β,H).
Proof. By the definitions of η() and μ() and by Lemma 3, we observe that η() = infm1 ηm()
and μ() = supm1 μm(). Since ηm() and μm() are continuous on (β,H), we see that η() is
upper semi-continuous and μ() is lower semi-continuous on (β,H). By (1), we have η() = μ()
which implies μ() is continuous on (β,H). 
3. The max version of simultaneous nilpotence of matrices
In this section, we shall provide characterizations for max version of simultaneous nilpotence. The
notion of simultaneous nilpotence for a set of fuzzy matrices was proposed in [17,18].
Deﬁnition 1. Let  be a bounded set of n × n nonnegative matrices.  is said to be simultaneously
nilpotent in max algebra ifk⊗ = {0}, for some positive integer k.
Note thatwith similar arguments as in theproofs in [17],we can show that (i), (ii) and (v) in Theorem
2 are mutually equivalent. For easy reference, we give a direct proof of Theorem 2.
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Theorem 2. Let  be a bounded set of n × n nonnegative matrices. Then the following statements are
mutually equivalent:
(i)  is simultaneously nilpotent in max algebra, that is,k⊗ = {0} for some positive integer k.
(ii) n⊗ = {0}.
(iii) μ() = 0.
(iv) μ(A) = 0, for all A ∈ S⊗().
(v) There exists a permutation matrix P such that P ⊗ A ⊗ PT is a strictly lower triangular matrix for all
A ∈.
Proof. (i) ⇒ (ii). Let k be a positive integer such thatk⊗ = {0}. Suppose, by contradiction, thatn⊗ /=
{0}. Then there exist A1,A2, . . . ,An ∈ and 1 i1, i2, . . . , in+1  n such that
[A1]i1i2 [A2]i2i3 · · · [An]inin+1 > 0.
As {i1, i2, . . . , in+1} ⊂ {1, 2, . . . ,n}, there are 1 r < s  n + 1 such that ir = is. Therefore,
[Ar ⊗ Ar+1 ⊗ · · · ⊗ As−1]ir ir  [Ar ]ir ir+1 [Ar+1]ir+1ir+2 · · · [As−1]is−1is > 0.
PutC = Ar ⊗ Ar+1 ⊗ · · · ⊗ As−1. ThenC ∈s−r⊗ and [C]ir ir > 0,which implies [Ck⊗]ir ir > 0.Hence(s−r)k⊗ /=
{0}, which contradicts tok⊗ = {0}.
(ii) ⇒ (iii). Suppose μ() = lim supm→∞[supA∈m⊗ μ(A)]
1
m /= 0. Then there is a sufﬁciently large
k > n such that [sup
A∈k⊗ μ(A)]
1
k > 0. Therefore, there is A ∈k⊗ with μ(A) > 0. By the definition of
μ(A), there is a circuit (i1, i2, i3, . . . , im, i1) of D(A) with the circuit geometric mean equal to μ(A), which
implies that
[Am⊗]i1i1  [A]i1i2 [A]i2i3 · · · [A]imi1 > 0.
Since Am⊗ ∈mk⊗ , we conclude thatmk⊗ /= {0}, a contradiction ton⊗ = {0}.
(iii) ⇒ (iv). For eachm 1, by Lemma 3, we have⎡⎣ sup
A∈m⊗
μ(A)
⎤⎦
1
m
 μ() = 0.
Therefore, μ(A) = 0 for all A ∈m⊗ .
(iv) ⇒ (v). We prove the assertion by induction on dimension n. The case of n = 1 is trivial. Assume
that n > 1 and the assertion is true for all cases ofm less than n.
Claim: There exists 1 i  n such that Aij = 0 for all j = 1, 2, . . . ,n and for all A ∈.
Suppose to the contrary that for each i there exists A ∈ such that Aij /= 0 for some j. Let 1
i1  n be given. Then there exists A1 ∈ and i2 such that [A1]i1i2 > 0. Corresponding to this i2,
there exists A2 ∈ and i3 such that [A2]i2i3 > 0. By continuing this process, we obtain {A1,A2, . . . ,An}
and {i1, i2, . . . , in+1} ⊂ {1, 2, . . . ,n} such that [Aj]ij ij+1 > 0 for all j = 1, 2, . . . ,n. Thus there exist 1 r <
s  n + 1 such that ir = is. Let B = Ar ⊗ A2 ⊗ · · · ⊗ As−1 ∈ S(). Then Bir ir = [Ar ⊗ A2 ⊗ · · · ⊗ As−1]ir is 
[Ar ]ir ir+1 · · · [As−1]is−1is > 0. This implies that μ(B) > 0, a contradiction. This proves the claim. Let P1 be
a permutation matrix such that for all A ∈,
P1 ⊗ A ⊗ PT1 =
[
0 0
b∗ A˜
]
,
where A˜ is an (n − 1) × (n − 1) nonnegative matrix. Note that
μ(A) = μ(P1 ⊗ A ⊗ PT1 ) = μ(˜A).
Set
˜ = {˜A : A ∈}.
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Then ˜ is a set of (n − 1) × (n − 1) nonnegative matrices. Observe that for each A1,A2, . . . ,Am ∈,
μ(A1 ⊗ A2 ⊗ · · · ⊗ Am) = μ(P1 ⊗ (A1 ⊗ A2 ⊗ · · · ⊗ Am) ⊗ PT1 )
= μ
(
P1 ⊗
[
0 0
∗ A˜1 ⊗ A˜2 ⊗ · · · ⊗ A˜m
]
⊗ PT1
)
= μ(A˜1 ⊗ A˜2 ⊗ · · · ⊗ A˜m).
Therefore,μ(A) = 0 for all A ∈ S(˜). By induction, there exists an (n − 1) × (n − 1) permutation P2 such
that for each A˜ ∈ ˜, P2 ⊗ A˜ ⊗ PT2 is a strictly lower triangular matrix. Set
P =
[
1 0
0 P2
]
⊗ P1.
Then for each A ∈,
P ⊗ A ⊗ PT =
[
0 0
P2 ⊗ b∗ P2 ⊗ A˜ ⊗ PT2
]
is strictly lower triangular. This completes the proof.
(v) ⇒ (i). It is trivial. 
Corollary 1. The collection of all simultaneously nilpotent sets in β is closed in (β,H).
Proof. It follows from Theorems 1 and 2. 
It is well known (see [8,10,14]) that, for a nonnegative matrix A,
μ(A) ρ(A) nμ(A). (10)
In [20], we extended the above result to a bounded set of nonnegative matrices,
μ() ρ() nμ(). (11)
In addition, we proved that for A1,A2, . . . ,Am ∈ Mn(R+),
A1 ⊗ A2 ⊗ · · · ⊗ Am  A1A2 · · ·Am  nm−1(A1 ⊗ A2 ⊗ · · · ⊗ Am). (12)
It is trivial that P ⊗ A ⊗ PT = PAPT . According to (10),
μ(A) = 0 ⇔ ρ(A) = 0 for all nonnegative matrices A. (13)
According to (11), we have
μ() = 0 ⇔ ρ() = 0.
According to (12), we see that
k⊗ = {0} ⇔k = {0}.
Let B⊗ = A1 ⊗ A2 ⊗ · · · ⊗ Am ∈ S⊗() and B = A1A2 · · ·Am ∈ S(). According to (12),
μ(B⊗) μ(B) nm−1μ(B⊗).
Thus μ(B⊗) = 0 ⇔ μ(B) = 0. This and (13) together imply that
μ(B⊗) = 0 ⇔ ρ(B) = 0.
We summarize our ﬁndings in the theorem below. Note that the equivalence of statements (i) and
(v) of Theorem 3 was established in [21].
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Theorem 3. Let  be a bounded set of n × n nonnegative matrices. Then the following statements are
mutually equivalent:
(i)  is simultaneously nilpotent, that is,k = {0} for some k.
(ii) n = {0}.
(iii) ρ() = 0.
(iv) ρ(A) = 0, for all A ∈ S().
(v) There exists a permutationmatrix P such that PAPT is a strictly lower triangular matrix for all A ∈.
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