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Introduction
Pre´sentation du mode`le
Cette the`se est consacre´e a` l’e´tude de l’e´quation re´cursive ale´atoire
Yn+1 = anYn + bn, n ∈ N, Yn ∈ Rd, d ≥ 1. (1)
ou` (an, bn) est une suite de variables ale´atoires a` valeurs dans G×Rd, ou` G = Gl(d,R)
est le groupe des matrices re´elles carre´es, inversibles de taille d×d, et R =]−∞, +∞[.
On munit Rd de la norme euclidienne note´e ‖ · ‖.
La suite de variables ale´atoires (Yn) ainsi de´finie porte le nom de processus
auto-re´gressif d’ordre 1, ou AR(1) en abre´ge´, dans la litte´rature statistique. C’est
un mode`le tre`s utilise´ dans la mode´lisation des se´ries chronologiques par exemple,
lorsque l’e´quation est scalaire (d = 1). L’e´quation vectorielle d’ordre d ≥ 2 contient le
cas des processus auto-re´gressifs d’ordre d, ou mode`les AR(d) qui sont des processus
scalaires de´finis par une e´quation re´cursive d’ordre d :
Xn+1 = an,1Xn + an,2Xn−1 + · · ·+ an,dXn+1−d + bn, n ∈ N, Xn ∈ R.
On peut aussi mettre sous forme auto-re´gressive vectorielle les mode`les GARCH
(Generalised Autoregressive Conditional Heteroscedasticity) introduits par R. F.
Engle, [24] et T. Bollerslev, [8] qui mode´lisent des se´ries chronologiques dont
la variance conditionnelle de´pend du temps.
Plus ge´ne´ralement, les auto-re´gressions vectorielles apparaissent dans l’e´tude des
marches ale´atoires en milieu ale´atoire ou des processus de branchement en milieu
ale´atoire avec immigration.
Solution stationnaire
Ce mode`le a e´te´ tre`s e´tudie´ lorsque la suite (an, bn) est inde´pendante et identi-
quement distribue´e (iid en abre´ge´). Dans ce cas, pour une condition initiale Y0 fixe´e,
la solution de l’e´quation (1) est donne´e par
Yn = bn−1 + an−1bn−2 + · · ·+ an−1an−2 · · ·a1b0 + an−1an−2 · · ·a0Y0.
9
10 TABLE DES MATIE`RES
Comme la suite (an, bn) est iid, on peut inverser l’ordre de ces produits : Yn a donc
la meˆme loi que la variable ale´atoire
Rn = a1 · · ·anY0 +
n∑
k=1
a1 · · ·ak−1bk.
Sous des hypothe`ses assez faibles, la suite (Rn) ainsi de´finie est presque suˆrement
convergente. En effet, si on suppose que la partie positive du logarithme de a1 est
inte´grable :
E log+ ‖a1‖ <∞,
alors la limite
α = lim
1
n
log ‖a1 · · ·an‖ = inf 1
n
log ‖a1 · · ·an‖ = inf 1
n
E log ‖a1 · · ·an‖ (2)
existe et est constante presque suˆrement. Le coefficient α s’appelle premier exposant
de Lyapounov de la suite (an). Sous les hypothe`ses additionnelles suivantes :
α < 0 et ∃δ > 0 t.q. E‖b1‖δ <∞, (3)
la suite (Rn) converge presque suˆrement vers la se´rie
R =
∞∑
k=1
a1 · · ·ak−1bk,
qui est alors bien de´finie et inde´pendante de la valeur initiale Y0. La loi de R est
donc l’unique loi stationnaire de l’e´quation (1). Remarquons qu’il suffit de supposer
que E log ‖a1‖ est strictement ne´gative pour avoir l’existence du coefficient α et sa
stricte ne´gativite´.
Moments de la loi stationnaire
On s’inte´resse en particulier aux moments de cette loi stationnaire. Quelle que
soit la dimension, pour tout s > 0, on a :
E‖R‖s ≤∑∞k=0 E‖a1a2 · · ·ak−1‖sE‖bk‖s si s < 1,
(E‖R‖s)1/s ≤∑∞k=0(E‖a1a2 · · ·ak−1‖s)1/s(E‖bk‖s)1/s si s ≥ 1.
La premie`re ine´galite´ de´coule de la concavite´ des fonctions puissance, et la seconde
de l’ine´galite´ de Ho˝lder. Supposons que b0 a des moments a` tout ordre. Alors, d’apre`s
de crite`re de Cauchy, de`s que la quantite´
k(s) = lim
n
(E‖a1a2 · · ·an−1‖s)1/n
est strictement infe´rieure a` 1, les se´ries ci-dessus convergent et la loi stationnaire
a un moment d’ordre s. En dimension 1, cette condition s’e´crit simplement k(s) =
E|a0|s < 1.
Examinons de plus pre`s cette condition. L’application qui a` s associe log k(s) est
convexe, et vaut 0 en 0. Donc on a trois cas possibles, illustre´s par la figure 1 :
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Fig. 1 – Convexite´ de log k(s), 3 cas possibles.
1. Pour tout s > 0, k(s) < 1 et R a un moment a` tout ordre.
2. Il existe un unique κ > 0 tel que k(κ) = 1 et R a des moments d’ordre s pour
au moins tout s < κ.
3. Pour tout s > 0, k(s) > 1.
En fait, le troisie`me cas est exclu. En effet, on peut montrer que la de´rive´e a` droite
en 0 de la fonction qui a` s associe log k(s) est du meˆme signe que le coefficient α,
que l’on a suppose´ strictement ne´gatif (hypothe`se (3)) pour assurer l’existence de
R.
L’e´tude pre´cise du deuxie`me cas est inte´ressante pour les applications a` la mo-
de´lisation des se´ries financie`res. En effet certaines de ces se´ries ne sont pas de carre´
inte´grable.
L’objet des travaux de H. Kesten [44, 45], E. LePage [47] et C. M. Goldie
[30] sur lesquels nous reviendrons, est de prouver que dans le deuxie`me cas, la solu-
tion stationnaire R a en fait un moment d’ordre s si et seulement si s < κ, et qu’alors
R a une queue polynoˆmiale d’ordre κ, c’est a` dire que la probabilite´ tκP(‖R‖ > t) a
une limite finie non nulle quand t tend vers l’infini. Le principal outil pour de´montrer
ce type de re´sultats est la the´orie du renouvellement.
Contribution
Le but de cette the`se est d’e´tendre ces re´sultats au cas ou` la suite (an) n’est
plus iid, mais une chaˆıne de Markov. La suite (Yn) solution de l’e´quation (1) ainsi
rede´finie s’appelle processus auto-regressif a` re´gime markovien (Markov-switching
autoregression en anglais). Ce mode`le a e´te´ introduit par J. D. Hamilton [37, 38])
et offre des possibilite´s nouvelles pour mode´liser les se´ries chronologiques qui ont des
re´gimes diffe´rents au cours du temps.
Sous une hypothe`se de stationnarite´, on peut e´tendre les suites (Yn), (an) et (bn)
a` l’ensemble des entiers relatifs Z, et en rajoutant une hypothe`se d’inte´grabilite´, on
peut montrer que l’e´quation (1) a encore une unique solution stationnaire que l’on
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peut e´crire sous forme de se´rie comme
R =
∞∑
k=0
a0a−1 · · ·an−k+1bn−k.
Cette fois-ci on ne peut plus inverser l’ordre des produits, c’est pourquoi des co-
efficients a` indice ne´gatif apparaissent. Les conside´rations sur les moments de R
peuvent eˆtre facilement e´tendues du cas iid au cas markovien, et on se propose de
montrer dans cette the`se que la queue de la solution stationnaire peut encore avoir
un comportement polynoˆmial sous certaines conditions.
La premie`re partie de ce travail concerne le cas le plus simple ou` (an) est une
chaˆıne de Markov scalaire (d = 1) sur un espace d’e´tats fini. Cette e´tude nous a
conduits a` un syste`me d’e´quations de renouvellement auquel les the´ore`mes usuels ne
s’appliquent pas. On a donc de´veloppe´ une the´orie du renouvellement pour ce type
de syste`mes. A l’aide de ce re´sultat, et en s’inspirant de la de´marche de [47] et [30],
on montre que la loi stationnaire de l’e´quation (1) a une queue polynoˆmiale sous des
hypothe`ses analogues a` celles du cas iid. Les techniques ainsi de´veloppe´es ont aussi
permis de traiter le cas d’une diffusion continue a` re´gime markovien.
Dans une deuxie`me partie, on s’inte´resse a` l’e´quation (1) multidimensionnelle
(d > 1). On se limite ici au cas inde´pendant. Dans ce cas, il est prouve´ dans [44] un
re´sultat valable pour les matrices a` coordonne´es positives ou ayant une densite´. Une
version comple´mentaire est donne´e dans [47]. Elle est valable pour les matrices dont
les produits ont une proprie´te´ de re´currence assez forte. On prosose ici une extension
de ce dernier re´sultat ou` la condition de re´currence est tre`s affaiblie. C’est encore
un comple´mentaire du the´ore`me de [44]. Ce re´sultat devrait pouvoir eˆtre e´tendu au
cas markovien ulte´rieurement.
Plan de la the`se
Le plan de cette the`se est le suivant. Dans le chapitre 1, on de´veloppe une nou-
velle the´orie du renouvellement pour les syste`mes. Dans le chapitre 2, on donne les
re´sultats obtenus sur la queue de la distribution stationnaire de l’e´quation (1) lorsque
la suite (an) est une chaˆıne de Markov scalaire. Le chapitre 3 donne une extension
de ces re´sultats en temps continu.
On passe ensuite au cas multidimensionnel. Dans le chapitre 4, on rappelle en
de´tail les the´ore`mes de´ja` existants, ainsi que les grandes lignes de leur de´monstration.
Dans le chapitre 5 on pre´sente une nouvelle extension de ces re´sultats. Enfin, dans
le chapitre 6 on donne une application a` l’e´tude du mode`le AR(d) .
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N. B. Dans toute cette the`se, les the´ore`mes, propositions, lemmes et corollaires
avec une nume´rotation simple sont des rappels de re´sultats de´ja` publie´s dont
on ne donne pas les de´monstrations. On pourra les trouver dans les re´fe´rences
bibliographiques correspondantes. Les the´ore`mes, propositions, lemmes et co-
rollaires avec une double nume´rotation chapitre.nume´ro sont des re´sultats nou-
veaux dont la preuve est donne´e inte´gralement.
On trouvera a` la fin de cette the`se deux index regroupant les principaux mots-
cle´ utilise´s, ainsi que toutes les notations et un renvoi a` la page ou` elles sont
de´finies pour la premie`re fois.
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Chapitre 1
The´ore`me de renouvellement
multidimensionnel
1.1 Introduction
Dans l’approche classique du renouvellement, on conside`re une suite (Xn) de va-
riables ale´atoires positives, inde´pendantes et identiquement distribue´es, de loi com-
mune F . Par exemple, ces variables mode´lisent les dure´es de vie de diffe´rentes pie`ces
de rechange intervenant dans la maintenance d’un appareil. Le processus de renou-
vellement (Sn) associe´ est la somme de ces variables :
Sn =
n∑
i=1
Xi,
et correspond a` la dure´e totale de fonctionnement de l’appareil apre`s n renouvelle-
ments de la pie`ce conside´re´e. On lui associe un processus de comptage :
Nt =
∞∑
k=0
1I[0, t](Sk),
ou` 1IA de´signe la fonction indicatrice de l’ensemble A. Ce processus correspond au
nombre de renouvellements de la pie`ce jusqu’au temps t. La fonction de renouvelle-
ment est l’espe´rance de ce processus de comptage :
U(t) = E(Nt).
Le but d’un the´ore`me de renouvellement est de donner le comportement asympto-
tique de la fonction de renouvellement U en +∞.
On peut e´galement voir la the´orie du renouvellement comme un proble`me pure-
ment analytique, sans lien avec des processus ale´atoires. On parle alors d’e´quations
de renouvellement. Une e´quation de renouvellement est une e´quation de la forme
Z = F ∗ Z + G, ou` F est une mesure, ∗ de´signe le produit de convolution, G est
une fonction mesurable borne´e sur les compacts, et Z une fonction inconnue. On
peut obtenir des informations sur la fonction inconnue Z du seul fait qu’elle ve´rifie
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une e´quation de ce type. En effet, dans le cas classique l’unique solution de cette
e´quation est Z = U ∗G ou` U est la fonction de renouvellement associe´e a` la probabi-
lite´ F . Le but d’un the´ore`me de renouvellement est alors de donner le comportement
asymptotique de Z en fonction de F et G.
Il existe de multiples de´monstrations du the´ore`me de renouvellement pour cha-
cune de ces deux approches. Ici, on privile´gie l’approche analytique. Dans la par-
tie 1.2, on fait des rappels plus pre´cis de la the´orie classique du renouvellement en
dimension 1, expose´e par W. Feller dans [25], chap. XI : on donne les the´ore`mes
de renouvellement ainsi que les grandes lignes de leur de´monstration. Dans la par-
tie 1.3, on expose une ge´ne´ralisation de ces the´ore`mes au cas de syste`mes d’e´quations
de renouvellement lorsque toutes les mesures sont a` support sur R+ = [0, +∞[. On
donne aussi les grandes e´tapes des de´monstrations. Enfin dans la partie 1.4 on donne
des the´ore`mes de renouvellement multidimensionnels ge´ne´raux, lorsque les mesures
conside´re´es sont a` support quelconque. Les parties 1.5, 1.6 et 1.7 sont consacre´es a`
la de´monstration inte´grale des ces derniers the´ore`mes.
1.2 La the´orie classique du renouvellement
Le the´orie classique du renouvellement est expose´e dans [25]. On y traite du cas
standard ou` F est une probabilite´ a` support sur R+ (F correspond alors a` une dure´e
de vie), puis du cas ou` F est a` support sur toute la droite re´elle. On en rappelle ici
les re´sultats principaux ainsi que la me´thode de de´monstration.
1.2.1 Support positif
Soit F une probabilite´ a` support sur R+ telle que F (0) = 0. On conside´rera F
indifferemment comme une mesure ou commme une fonction de re´partition, ie on
notera F (t) = F ([0, t]). Dans tout ce paragraphe, on ne conside`re que des fonctions
qui sont nulles en dehors de R+. L’e´quation de renouvellement s’ecrit alors de la
fac¸on suivante :
Z(t) = F ∗ Z(t) +G(t) =
∫ t
0
Z(t− s)F (ds) +G(t). (1.1)
On note γ =
∫
F (dx) l’espe´rance de F qui peut e´ventuellement eˆtre infinie. Dans
ce cas on convient que γ−1 = 0. On pose F (0)(t) = 1It≥0, l’e´le´ment neutre pour le
produit de convolution, et pour tout entier n, F (n+1) = F ∗ F (n) sont les ite´re´es
successives de F pour le produit de convolution.
Avec les notations de l’introduction, F (n) est la loi de Sn, donc l’espe´rance du
processus de comptage Nt s’e´crit comme la somme
∑∞
n=0 F
(n)(t).
De´finition 1 La fonction de renouvellement associe´e a` F est
U =
∞∑
n=0
F (n).
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La fonction de renouvellement est bien de´finie, et elle est relie´e a` la solution Z de
l’e´quation de renouvellement (1.1) par la proprie´te´ suivante.
Proposition 1
• Pour tout t ≥ 0, la fonction U(t) est finie.
• Si G est borne´e, alors la fonction Z = U ∗G de´finie par
Z(t) =
∫ t
0
G(t− s)U(ds)
est une solution de l’e´quation (1.1). C’est l’unique solution nulle en dehors de R+
et borne´e sur les compacts.
On rappelle maintenant quelques de´finitions qui serviront dans toute la suite.
De´finition 2 Une mesure F est arithme´tique si son support est inclus dans un
sous-groupe discret λZ. Son pas est alors le plus grand λ ayant cette proprie´te´.
De´finition 3 Soit G une fonction de R dans R. Pour tout h > 0, on note mn(h)
et mn(h) respectivement les bornes infe´rieure et supe´rieure de G sur l’intervalle
[(n − 1)h, nh] pour tout entier n dans Z. On dit que G est directement Riemann
inte´grable si les deux se´ries
σ(h) = h
∑
n∈Z
mn(h), σ(h) = h
∑
n∈Z
mn(h)
sont absolument convergentes pour tout h et tendent vers une meˆme limite finie
quand h tend vers 0.
Si G est continue et borne´e, on voit qu’elle est directement Riemann inte´grable si et
seulement si la se´rie ∑
n∈Z
max
t∈[(n−1), n]
|G(t)|
converge. Si G est monotone, elle est directement Riemann inte´grable si et seulement
si elle est inte´grable au sens usuel pour la mesure de Lebesgue.
On donne maintenant les deux formes du the´ore`me de renouvellement classique.
La premie`re forme fait intervenir la fonction de renouvellement et la seconde traite
de la solution de l’e´quation de renouvellement.
The´ore`me 1
• Si F n’est pas arithme´tique, alors pour tout h > 0, on a :
U(t+ h)− U(t) −−−−→
t→+∞
h
γ
.
• Si F est arithme´tique, on a la meˆme limite uniquement lorsque h est un multiple
entier du pas λ.
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Remarque Ce re´sultat correspond a` l’intuition en terme de renouvellement de
pie`ces de´fectueuses. En effet, il dit que le nombre moyen de renouvellement
d’une pie`ce pendant une pe´riode de dure´e h au bout d’un temps assez grand
est e´gal a` cette dure´e h divise´e par la dure´e moyenne de fonctionnnement de
la pie`ce.
The´ore`me 2 Soit G une fonction directement Riemann inte´grable nulle en dehors
de R+. Alors si Z est solution de l’e´quation Z = F ∗ Z + G, et que F n’est pas
arithme´tique, on a :
Z(t) −−−−→
t→+∞
1
γ
∫ ∞
0
G(s)ds,
et si F est arithme´tique de pas λ, alors on a :
Z(t+ nλ) −−−−→
n→+∞
λ
γ
∞∑
k=0
G(t+ kλ).
La de´monstration se fait en quatre e´tapes.
• On montre que les deux the´ore`mes sont e´quivalents en utilisant la de´finition
de directement Riemann inte´grable dans un sens, et une e´quation de renouvellement
particulie`re avec G = 1I[t,t+h] dans l’autre sens.
• On e´tudie les solutions de l’e´quation de renouvellement sans second membre
Z = F ∗Z. Pour cela, on commence par e´tudier l’ensemble des points d’accroissement
des F (n), c’est a` dire l’ensemble des t re´els tels que pour tout ε > 0 la diffe´rence
F (n)(t+ε)−F (n)(t−ε) soit strictement positive. C’est ici qu’intervient l’arithme´ticite´
e´ventuelle de F . On obtient les re´sultats suivants :
Lemme 1 Si a et b sont des points d’accroissement des distributions F1 et F2 res-
pectivement, alors a+ b est un point d’accroissement de F1 ∗ F2.
Lemme 2 Soit F une distribution et Σ l’ensembles des points d’accroissement de
tous les F (n).
1. Soit F non concentre´e sur la demi-droite positive ou la demi-droite ne´gative.
Alors Σ est dense dans R si F n’est pas arithme´tique, et Σ = λZ si F est
arithme´tique de pas λ.
2. Soit F concentre´e sur R+ mais pas a` l’origine. Si F n’est pas arithme´tique,
alors Σ est asymptotiquement dense a` l’infini au sens que pour tout ε > 0 et
et tout t assez grand, l’intervalle ]t, t + ε[ contient des points de Σ. Si F est
arithme´tique de pas λ, alors Σ contient tous les points nλ pour n assez grand.
On en de´duit les solutions de l’e´quation sans second membre :
Proposition 2 Si Z est une solution continue borne´e de Z = F ∗ Z, alors Z est
constante si F n’est pas arithme´tique. Si F est arithme´tique de pas λ, alors Z est
pe´riodique de pe´riode λ.
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• En utilisant une e´quation de renouvellement particulie`re avec G(t) = 1−F (t),
on montre que les incre´ments de U sont uniforme´ment borne´s. On utilise alors le
re´sultat suivant.
Proposition 3 Soit (µn) une suite de mesures telle que la suite nume´rique
(µn([−t, t]))n
soit borne´e pour tout t. Alors il existe une mesure µ et une sous-suite (nk) tels que
la sous-suite (µnk)k converge e´troitement vers la mesure µ.
On peut donc trouver une sous-suite (tk) et une mesure V telles que (U(tk + dt))
tend vers V (dt).
• On identifie cette limite V a` l’aide d’e´quations de renouvellement particulie`res :
– En prenant G continue a` support compact, on montre que V est un multiple
de la mesure de Lebesgue (dans le cas non-arithme´tique).
– En prenant a` nouveau G(t) = 1− F (t) on montre que le coefficient de multi-
plicite´ est γ−1, l’inverse de l’espe´rance de F .
La limite obtenue e´tant inde´pendante du choix de la sous-suite, on a ainsi une vraie
convergence vers la quantite´ attendue.
1.2.2 Support sur R
On suppose maintenant que F est une probabilite´ non arithme´tique qui ve´rifie
F ([−∞, 0[) > 0 et F (]0, +∞]) > 0. Il n’y a plus d’interpre´tation possible en terme
de dure´e de vie. On parlera plutoˆt de marche ale´atoire. Avec les notation de l’intro-
duction, si (Xn) est une suite iid de loi F , le processus (Sn) est une marche ale´atoire
sur R. Le processus Nt =
∑
1I]−∞, t]Sn est le nombre de passages de la marche dans
l’intervalle ] −∞, t], et pour tout intervalle I, U(I) est le temps moyen passe´ par
la marche dans l’intervalle I.
On conside`re maintenant des fonctions a` support quelconque sur R. L’e´quation
de renouvellement s’e´crit de la fac¸on suivante :
Z(t) = F ∗ Z(t) +G(t) =
∫ +∞
−∞
Z(t− s)F (ds) +G(t). (1.2)
Dans ce cas, la fonction de renouvellement U n’est plus ne´cessairement finie. Par
exemple elle est infinie si F est d’espe´rance nulle.
De´finition 4 On dit que F est transiente si pour tout intervalle borne´ I, U(I) est
fini.
En passant par l’interpre´tation en terme de marche ale´atoire, il est facile de voir que
si l’espe´rance de F est non nulle, alors F est transiente. C’est une conse´quence de
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la loi des grands nombres.
La convole´e U ∗G n’est plus automatiquement bien de´finie, et meˆme quand elle
l’est, ce n’est plus l’unique solution de l’e´quation de renouvellement. En effet, pour
toute constante c, la fonction Zc = U ∗ G + c est encore solution. Le the´ore`me de
renouvellement qu’on obtient est le suivant.
The´ore`me 3 Si γ, l’espe´rance de F , existe et est strictement positive, alors F est
transiente et pour tout h > 0 on a :
U(t+ h)− U(t) −−−−→
t→+∞
h
γ
,
U(t+ h)− U(t) −−−−→
t→−∞
0.
On peut aussi en de´duire un re´sultat analogue au the´ore`me 2 pour la solution par-
ticulie`re Z = U ∗ G de l’e´quation de renouvellement lorsque cette quantite´ est bien
de´finie.
Le sche´ma de la de´monstration est le meˆme que dans le cas pre´ce´dent. Seules les
e´quations de renouvellement particulie`res changent le´ge`rement : on remplace 1−F (t)
par F (0)(t)− F (t).
1.3 The´orie du renouvellement sur (R+)
p
On s’inte´resse maintenant a` la forme matricielle de l’e´quation de renouvellement :
Z et G sont des vecteurs, et F est une matrice de distributions. Ceci correspond a`
un syste`me d’e´quations de renouvellement. On peut faire une interpre´tation pro-
babiliste de ces syste`mes en terme de the´orie du branchement et de dure´es de vie,
ou de files d’attente. Les lois conside´re´es sont donc a` support dans R+. Comme en
dimension 1, il y a de multiples preuves des the´ore`mes de renouvellement, cependant
elles se limitent toutes au cas du support dans R+.
Les travaux les plus re´cents sont ceux de N. B. Engibaryan [23] et Z. B. Tsa-
lyuk [54]. Dans ces deux articles, les auteurs conside`rent des syste`mes d’e´quations
de renouvellement avec des mesures a` densite´. Dans [23], le the´ore`me de renou-
vellement est e´tendu a` une classe plus vaste que les seules fonctions directement
Riemann inte´grables (les fonctions inte´grables, essentiellement borne´es et tendant
vers 0 en +∞). La de´monstration est base´e sur des re´sultats similaires en dimen-
sion 1 et la me´thode du pivot de Gauss. Dans [54], on utilise l’analyse complexe et
la transforme´e de Laplace F̂ (z) de F . Sous de bonnes hypothe`ses (essentiellement
que I − F̂ (z) est non inversible pour un nombre fini de points du demi-plan ferme´
Re(z) ≥ 0), l’auteur obtient la structure de la re´solvante R = U −F (0) de l’e´quation
de renouvellement. Cependant, aucune de ces deux me´thode ne s’e´tend a` des classes
plus larges de mesures.
On s’inte´resse ici aux re´sultats un peu plus anciens de K. Crump [15] puis K.
Athreya et K. Rama Murthy [5] qui sont une extension directe de la me´thode
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de [25] au cas multidimensionnel. Avant de rappeler ces re´sultats, on donne quelques
de´finitions ge´ne´rales et un rappel de la the´orie des matrices positives. On se place
donc maintenant dans Rp, avec p > 1.
1.3.1 Notations et de´finitions
Soit F = (Fij)1≤i,j≤p une matrice de fonctions de re´partition sur R : croissantes,
positives, continues a` droite, et tendant vers 0 en −∞, que l’on conside´rera in-
diffe´remment comme des fonctions ou des mesures. On ge´ne´ralise la de´finition de
produit de convolution matriciel a` la dimension p.
De´finition 5 Pour toute matrice H de taille p× r de fonctions Hij re´elles, mesu-
rables, borne´es sur les compacts, le produit de convolution F ∗H est de´fini pour tout
t re´el par :
(F ∗H)ij(t) =
p∑
k=1
∫ +∞
−∞
Hkj(t− s)Fik(ds),
quand ces inte´grales sont de´finies.
Soient G = t(G1, . . . , Gp) un vecteur de fonctions re´elles, mesurables et borne´es
sur les compacts, et Z = t(Z1, . . . , Zp), ou`
tX de´signe la transpose´e du vecteur ou
de la matrice X.. L’e´quation de renouvellement multidimensionnelle Z = F ∗Z +G
s’e´crit donc sous forme de syste`me comme :
Zi(t) =
p∑
k=1
[ ∫ +∞
−∞
Zj(t− s)Fij(ds) +Gi(t)
]
, ∀ 1 ≤ i ≤ p.
Pour tout t re´el, on de´finit, par analogie avec la dimension 1, les quantite´s sui-
vantes :
• la matrice espe´rance de F : Γ = (γij)1≤i,j≤p avec γij =
∫
tFij(dt),
• l’e´le´ment neutre pour la convolution matricielle : F (0)(t) = (δij(t))1≤i,j≤p avec
δij(t) = 1It≥0 si i = j et 0 sinon, de sorte que F (0) ∗H = H pour tout H comme dans
la de´finition ci-dessus, (remarquons qu’il s’agit d’une matrice diagonale dont chaque
e´le´ment diagonal est l’e´le´ment neutre pour la convolution en dimension 1),
• les ite´re´es de F pour la convolution : F (n)(t) = F ∗ F (n−1)(t).
De´finition 6 La fonction de renouvellement associe´e a` F est
U(t) =
∞∑
n=0
F (n)(t).
La de´finition d’une matrice de distributions arithme´tique est moins intuitive
qu’en dimension 1. Il ne suffit pas d’imposer que chaque composante de F soit
arithme´tique, il faut aussi des conditions de compatibilite´ entre les diffe´rents sup-
ports. Cependant, comme on le verra dans la de´monstration du lemme 1.2, c’est une
extension naturelle de la de´finition usuelle.
22 CHAPITRE 1. RENOUVELLEMENT MULTIDIMENSIONNEL
De´finition 7 La matrice de distributions F est arithme´tique si les quatre assertions
suivantes sont ve´rifie´es :
• Pour tout i 6= j, Fij est concentre´e sur un sous-espace de la forme bij + λijZ.
• Pour tout i, Fii est concentre´e sur un sous-espace de la forme λiiZ.
• Les λij sont des multiples entiers d’un meˆme nombre.
Soit λ le plus grand possible de ces nombres.
• Pour tous aij , ajk, aik points d’accroissement de Fij, Fjk, Fik respectivement,
aij + ajk − aik est un multiple entier de λ.
Dans toute la suite, on ne donnera les the´ore`mes de renouvellement que pour des
matrices non arithme´tiques.
1.3.2 La the´orie de Perron-Frobenius
On fait maintenant quelques rappels d’analyse matricielle qui seront utiles dans
toute la suite. Pour les de´tails et les de´monstrations, voir par exemple R. Horn et
C. Johnson [42].
De´finition 8 On dit qu’une matrice (ou un vecteur) est positive si chacune de ses
coordonne´es l’est.
Si A est une matrice positive, on e´crira A > 0, et si toutes ses coordonne´es sont
strictement positives on e´crira A  0. De meˆme, si une matrice A est plus petite
qu’une matrice B coefficient par coefficient on notera A 6 B, et si cette proprie´te´
est vraie au sens strict pour tous les coefficients, on notera A  B. Dans toute la
suite, ρ(A) de´signera le rayon spectral de la matrice A.
Le rayon spectral des matrices positives a de bonnes proprie´te´s de comparaison.
Proposition 4 Si A = (aij) et B = (bij) sont des matrices quelconques telles que
pour tous i, j on ait |aij| ≤ bij alors ρ(A) ≤ ρ(B).
Proposition 5 Si A = (aij) et B = (bij) sont des matrices positives telles que pour
tous i, j on ait aij < bij, alors ρ(A) < ρ(B).
Proposition 6 Soit A une matrice positive et x 0 un vecteur strictement positif.
S’il existe α, β ≥ 0 tels que αx 6 Ax 6 βx, alors α ≤ ρ(A) ≤ β. Si de plus
αx Ax, alors α < ρ(A) et si Ax βx alors ρ(A) < β.
On rappelle aussi la de´finition de matrice irre´ductible et ape´riodique (dans un
cadre non probabiliste on parle plutoˆt de matrice primitive).
De´finition 9 Une matrice A = (aij) de taille p × p est irre´ductible si pour toute
partition non triviale (I, J) de {1, . . . , p} on peut trouver i dans I et j dans J tels
que aij 6= 0.
De´finition 10 Une matrice positive A est ape´riodique si il existe m ≥ 1 tel que
Am soit a` coefficients strictement positifs.
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The´ore`me 4 (The´ore`me de Perron-Frobenius)
Soit A une matrice positive et irre´ductible. Alors son rayon spectral ρ(A) en
est une valeur propre simple qui admet a` gauche et a` droite un vecteur propre a`
coordonne´es strictement positives.
Si de plus A est ape´riodique, alors
lim
m→∞
Am(
ρ(A)
)m = L,
ou` L = mtu, avec Am = ρ(A)m, tuA = ρ(A)tu, tum = 1 et u et m sont a` coordonne´es
strictement positives.
1.3.3 Les re´sultats
Dans ce paragraphe, on suppose que toutes les mesures Fij sont a` support sur
R+ : pour tout t < 0, on a Fij(t) = 0. Toutes les fonctions conside´re´es seront aussi
nulles en dehors de R+. L’e´quation de renouvellement devient : pour tout t positif,
Zi(t) =
p∑
k=1
[ ∫ t
0
Zj(t− s)Fij(ds) +Gi(t)
]
, ∀ 1 ≤ i ≤ p.
On a tout d’abord un e´quivalent de la proposition 1.
Lemme 3
(a) La fonction de renouvellement U(t) est finie pour tout t positif si et seulement
si ρ(F (0)) < 1.
(b) Si ρ(F (0)) < 1, alors Z = U ∗ G est l’unique solution mesurable et borne´e sur
les compacts de l’e´quation Z = F ∗ Z +G.
Dans tout ce paragraphe on suppose que les hypothe`ses suivantes sont ve´rifie´es :
i − ρ(F (0)) < 1,
ii − 0 < limt→∞ Fij(t) = Fij(∞) <∞ ∀i, j,
iii − on peut trouver i et j tels que Fij(0) < Fij(∞).
Remarque Au vu de la de´monstration, on peut remplacer l’hypothe`se F (∞) 0
par
F (∞) irre´ductible et a` puissances borne´es en norme.
C’est le cas par exemple si F (∞) est de rayon spectral 1 et ape´riodique, c’est-
a`-dire que dans ce cas il suffit que la condition ii soit ve´rifie´e par une puissance
de la matrice F (∞).
Dans les deux cas, on peut utiliser le the´ore`me de Perron-Frobenius (the´ore`me 4)
qui nous donne deux vecteurs propres a` coordonne´es strictement positives. On fixe
les notations suivantes :
F (∞)m = ρ(F (∞))m, tuF (∞) = ρ(F (∞))tu,
p∑
i=1
mi = 1,
p∑
i=1
uimi = 1,
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ou` m et u sont de plus a` coordonne´es strictement positives.
La de´marche est adapte´e de celle de [25] :
• On commence par montrer l’e´quivalence entre les deux formes du the´ore`me de
renouvellement, celle avec la fonction de renouvellement U et celle avec la solution
de l’e´quation de renouvellement Z. La preuve est la meˆme qu’en dimension 1.
• On e´tudie ensuite les solutions de l’e´quation sans second membre. En utilisant
les lemmes 1 et 2, on obtient un e´quivalent de la proposition 2.
The´ore`me 5 Supposons que ρ(F (∞)) = 1 et soit Z(t) = t(Z1(t), . . . , Zp(t))un
vecteur de fonctions borne´es, continues tel que Z = F ∗ Z. Alors si F n’est pas
arithme´tique, Z est un vecteur constant.
Remarque En dimension 1, F doit eˆtre une probabilite´. Ici, on n’a pas besoin de
supposer que chacune des Fij est une probabilite´. On fait une hypothe`se glo-
bale sur le rayon spectral de la matrice F (∞), a` savoir qu’il doit eˆtre e´gal a` 1.
• En utilisant une e´quation de renouvellement particulie`re avec G(t) = (F (∞)−
F (t)
)
m, on montre que les incre´ments des Uij sont uniforme´ment borne´s. On utilise
alors la proposition 3 qui donne une sous-suite (tk) et des mesures Vij telles que la
suite (Uij(tk + dt)) tend vers Vij(dt) pour tous i, j.
• On identifie cette limite V = (Vij) a` l’aide d’e´quations de renouvellement par-
ticulie`res :
– En prenant G ayant une seule coordonne´e non nulle et continue a` support com-
pact, on montre que les Vij sont toutes des multiples de la mesure de Lebesgue
(dans le cas non-arithme´tique).
– En prenant a` nouveau G(t) =
(
F (∞) − F (t))m on montre que le coefficient
de multiplicite´ est proportionnel a` miuj, avec le meˆme coefficient de propor-
tionnalite´ c pour chaque couple (i, j).
– En utilisant encore G(t) =
(
F (∞)−F (t))m, on calcule explicitement ce coef-
ficient de proportionnalite´ c.
La limite obtenue e´tant inde´pendante du choix de la sous-suite, on a une vraie
convergence. On obtient donc les deux versions du the´ore`me de renouvellement.
The´ore`me 6 Supposons que ρ(F (∞)) = 1, et que F est non arithme´tique. Pour
tous i, j et h > 0 on a :
Uij(t+ h)− Uij(t) −−−−→
t→+∞
miuj
γ
h,
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ou` m et u sont les vecteurs propres de´finis ci-dessus et γ = tuΓm (γ−1 = 0 si un des
γij est infini).
Soit G = t(G1(t), . . . , Gp(t)) un vecteur de fonctions directement Riemann inte´-
grables, et Z = U ∗G. Alors pour tout i on a :
Zi(t) −−−−→
t→+∞
1
γ
mi
p∑
j=1
[
uj
∫ ∞
0
Gj(s)ds
]
.
La limite est du meˆme type qu’en dimension 1 puisque γ repre´sente l’espe´rance
de la matrice F renormalise´e par les vecteurs propres. On donne aussi un corollaire
de ce the´ore`me qui fait intervenir la transforme´e de Laplace, et qui sera utilise´ par
la suite dans les paragraphes 2.6 et 3.7.2.
The´ore`me 7 Supposons que F est non arithme´tique, que ρ(F (∞)) 6= 1, et qu’il
existe un re´el α tel que ρ(Fα(∞)) = 1, ou`
(Fα)ij(t) =
∫ t
0
e−αsFij(ds).
Alors pour tous i, j et h > 0 on a :
lim
t→∞
∫ t+h
t
e−αsUij(ds) =
m˜iu˜j
γ˜
h,
ou` m˜ et u˜ sont des vecteurs propres positifs de Fα(∞) pour la valeur propre 1 nor-
malise´s comme ci-dessus, et γ˜ = tu˜Γ˜m˜ ou` Γ˜ est l’espe´rance de Fα(∞) (γ˜−1 = 0 si
un des γ˜ij est infini).
1.4 The´orie du renouvellement sur Rp
On cherche maintenant un the´ore`me de renouvellement matriciel applicable a` des
distributions a` support quelconque (dans le chapitre 2 on appliquera ce the´ore`me a`
des masses de Dirac). On va pour cela ge´ne´raliser la me´thode de [15] et [5] dans le
meˆme esprit que [25] pour le passage du cas a` support R+ au cas a` support R en
dimension 1.
Soit F = (Fij)1≤i,j≤p une matrice de fonctions de re´partition sur R. On reprend
les notations du paragraphe 1.3.1, et comme dans le paragraphe pre´ce´dent, on fait
un certain nombre d’hypothe`ses sur F avant d’e´noncer les the´ore`mes.
• Une hypothe`se de finitude des mesures, identique a` la deuxie`me ine´galite´ de la
condition ii,
∀ 1 ≤ i, j ≤ p Fij(∞) = lim
t→∞
Fij(t) <∞. (1.3)
• Une hypothe`se d’irre´ductibilite´ et de bornitude, qui remplace la premie`re
ine´galite´ de la condition ii comme dans la remarque,
F (∞) est une matrice irre´ductible et la suite ‖F (∞)n‖ est borne´e. (1.4)
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Comme F (∞) est une matrice positive et irre´ductible, on peut encore lui appliquer
le the´ore`me de Perron-Frobenius (the´ore`me 4) : son rayon spectral ρ(F (∞)) est une
valeur propre simple qui admet a` gauche et a` droite un vecteur propre a` coordonne´es
strictement positives. Dans tous les the´ore`mes qui suivent, on supposera de plus,
comme dans le cas a` support R+ que
ρ(F (∞)) = 1. (1.5)
On adopte les meˆmes notations que pre´ce´demment :m et u sont des vecteurs propres
a` coordonne´es strictement positives ve´rifiant le the´ore`me de Perron-Frobenius et
norme´s de la fac¸on suivante :
F (∞)m = m, tuF (∞) = tu,
p∑
i=1
mi = 1,
p∑
i=1
uimi = 1. (1.6)
• On fait enfin une hypothe`se de type transience :
∀ t ∈ R U(t) <∞. (1.7)
Cette hypothe`se e´tait automatiquement ve´rifie´e dans [5] de`s que le rayon spectral
de F (0) e´tait strictement infe´rieur a` 1 (lemme 3 (a) et hypothe`se i). Cependant, elle
ne l’est plus dans le cas ge´ne´ral comme en dimension 1.
Nous pouvons maintenant e´noncer les principaux the´ore`mes que nous allons
de´montrer en de´tail dans les sections suivantes. Le premier est l’analogue exact
du the´ore`me 5 et de la proposition 2. Il donne les solutions de l’e´quation de renou-
vellement sans second membre.
The´ore`me 1.1 Sous les hypothe`ses (1.3), (1.4), (1.5), et (1.7), si de plus F est
non arithme´tique et Z est une solution continue borne´e de l’e´quation Z = F ∗ Z,
alors Z est un vecteur constant.
Le deuxie`me traite des incre´ments de U . Il e´tait ve´rifie´ sans difficulte´ dans le
cas a` support R+ et en dimension 1, mais demandera plus de travail ici. Toute la
partie 1.6 est consacre´e a` sa de´monstration.
The´ore`me 1.2 Sous les hypothe`ses (1.3), (1.4), (1.5), et (1.7), pour tous i, j, pour
tout intervalle borne´ I =]a, b], Uij(I + t) = Uij(t + b) − Uij(t + a) est borne´
inde´pendamment de t.
On donne maintenant les the´ore`mes de renouvellement qui sont l’analogue des
deux parties du the´ore`me 6, et du the´ore`me 3 en dimension 1. Remarquons qu’ici
les hypothe`ses imposent l’existence de l’espe´rance et donc la non nullite´ de γ−1.
The´ore`me 1.3 (The´ore`me de renouvellement, premie`re forme)
Sous les hypothe`ses (1.3), (1.4), (1.5), et (1.7), si de plus F est non arithme´tique
et Γ est bien de´finie, alors, pour tous i, j et pour tout h > 0, on a γ = tuΓm > 0 et
Uij(t+ h)− Uij(t) −−−→
t→∞
miuj
γ
h,
ou` m et u sont les vecteurs de´finis en (1.6).
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The´ore`me 1.4 (The´ore`me de renouvellement, deuxie`me forme)
Sous les hypothe`ses du the´ore`me 1.3, si G est directement Riemann inte´grable, et
Z = U ∗G existe, alors
lim
t→∞
Zi(t) =
1
γ
mi
p∑
j=1
[
uj
∫ ∞
−∞
Gj(u)du
]
.
Remarque Ici encore, U ∗G quand elle est de´finie n’est pas ne´cessairement l’unique
solution de l’e´quation de renouvellement. En effet, pour toute constante c, le
vecteur Zc = U ∗G+ cm est encore solution.
Les parties suivantes sont consacre´es a` la de´monstration de´taille´e de ces the´-
ore`mes. Dans la partie 1.5, on de´montre le the´ore`me 1.1, dans la partie 1.6, on
de´montre le the´ore`me 1.2, et enfin dans la partie 1.7 on de´montre les the´ore`mes de
renouvellement.
1.5 L’e´quation sans second membre
Comme pre´ce´demment, la forme particulie`re des solutions de l’e´quation sans se-
cond membre Z = F ∗ Z va jouer un roˆle important dans la de´monstration du
the´ore`me de renouvellement. Toute cette section est quasiment identique au cas ou`
les mesures sont distribue´es sur R+, mais on donne l’inte´gralite´ des de´monstrations
a` chaque fois.
On commence par l’e´tude des points d’accroissement de la fonction de renouvel-
lement U en fonction de ceux des ite´re´es F (k) .
1.5.1 Points d’accroissement
Lemme 1.1 Soit Σij l’ensemble des points d’accroissement des F
(k)
ij pour tout k ∈
N, ie
Σij = {a | ∃ k ∈ N, F (k)ij (a+ ε)− F (k)ij (a− ε) > 0 ∀ ε > 0}.
Alors pour tous i, j, k, on a Σik + Σkj ⊂ Σij.
De´monstration
Soient x dans Σik et y dans Σkj . On peut donc trouver des entiers n et m tels
que x soit un point d’accroissement de F
(n)
ik et y un point d’accroissement de F
(m)
kj .
Par le lemme 1, x + y est alors un point d’accroissement de F
(n)
ik ∗ F (m)kj , donc de∑p
k=1 F
(n)
ik ∗ F (m)kj = F (n+m)ij . Ainsi on a bien Σik + Σkj ⊂ Σij . 2
Le lemme suivant permet de comprendre comment on a choisi la de´finition d’une
matrice arithme´tique : on a cherche´ une condition minimale pour obtenir un re´sultat
analogue au lemme 2.
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Lemme 1.2 Sous l’hypothe`se (1.4), si F est non arithme´tique alors pour tous i, j,
Σij est asymptotiquement dense a` l’infini au sens suivant :
∀ ε > 0, ∃ ∆ε > 0 t.q. ∀x ≥ ∆ε ]x, x+ ε[ ∩ Σij 6= ∅.
De´monstration
D’apre`s le lemme 1.1, si Σi0j0 est asymptotiquement dense a` l’infini dans R, alors
il en est de meˆme pour Σi0j pour tout j et Σij0 pour tout i, donc soit les Σij sont
tous asymptotiquement denses a` l’infini, soit aucun ne l’est.
Raisonnons par l’absurde. Si aucun des Σij n’est asymptotiquement dense a` l’in-
fini, alors en particulier Σii ne l’est pas. C’est un sous-espace de R ferme´ pour
l’addition d’apre`s le lemme 1.1, qui est non re´duit a` {0} car F (∞) n’est pas la
matrice nulle par l’hypothe`se (1.4). D’apre`s la classification des sous-groupes de R,
il existe donc un re´el λii tel que Σii ⊂ λiiZ et contient tous les nλii pour n assez
grand (voir la de´monstration du lemme V.4.2 de [25]).
Soient c dans Σij , et d dans Σji. Soit n assez grand pour que nλii ∈ Σii et
(n+ 1)λii ∈ Σii, alors par le lemme 1.1, d− nλii + c et d− nλii + c+ λii sont dans
Σjj, donc λii ≥ λjj, et par syme´trie ils sont e´gaux. Ainsi tous les λjj sont e´gaux.
Notons λ = λjj pour tout j.
On montre de meˆme que si i 6= j, Σij ⊂ bij + λZ (en effet Σij + Σjj est stable
par addition), et par le lemme 1.1, bij + bjk = bik + nλ. F est donc arithme´tique, ce
qui est absurde. 2
1.5.2 De´monstration du the´ore`me 1.1
Comme dans la preuve de [25], on commence par e´tudier un cas particulier plus
re´gulier.
Lemme 1.3 Soit K une solution borne´e uniforme´ment continue sur R de l’e´quation
K = F ∗ K. Sous les hypothe`ses (1.3), (1.4), (1.5), et (1.7), si de plus F est non
arithme´tique et si il existe i0 tel que
ai0 = sup
t∈R
Ki0(t) > 0,
alors il existe δi0 > 0 tel que pour tout h > 0, on peut trouver un intervalle de
longueur h sur lequel Ki0 > δi0.
De´monstration
Pour tout 1 ≤ j ≤ p, on pose aj = supt∈RKj(t). Soient i0 donne´ par l’e´nonce´ tel
que ai0 > 0 et j0 tel que
aj0
mj0
= max
1≤j≤p
aj
mj
> 0,
ou` m est le vecteur propre de F (∞) de´fini en (1.6). Comme F (∞)m = m, pour tous
i, n on a
∑p
j=1 F
n
ij(∞)mj = mi, ou` les F nij(∞) de´signent les coordonne´es de F (∞)n.
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Ainsi, on a :
p∑
j=1
F nj0j(∞)aj =
p∑
j=1
[
F nj0j(∞)mj
aj
mj
]
≤
( p∑
j=1
F nj0j(∞)mj
) aj0
mj0
= mj0
aj0
mj0
= aj0.
Donc en particulier, il vient :
aj0 ≥
p∑
j=1
F nj0j(∞)aj. (1.8)
On distingue maintenant deux cas selon que aj0 est atteint ou non.
• Premier cas : ∃ t0 ∈ R tel que Kj0(t0) = aj0.
Par ite´ration de K = F ∗K, on obtient
aj0 = Kj0(t0) =
p∑
r=1
∫
Kr(t0 − u)F (n)j0r (du)
≤
p∑
r=1
[
ar
∫
F
(n)
j0r
(du)
]
=
p∑
r=1
arF
(n)
j0r
(∞)
≤
p∑
r=1
arF
n
j0r
(∞)
≤ aj0 ,
d’apre`s l’e´quation (1.8), car F
(n)
ij (∞) ≤ F nij(∞). On a ainsi des e´galite´s partout dans
cette suite d’ine´galite´s, donc en particulier, il vient :
p∑
r=1
∫ (
ar −Kr(t0 − u)
)
F
(n)
j0r
(du) = 0.
Comme l’inte´grande est positive et continue, on en de´duit que pout tous r et t, et
pour tout point s d’accroissement d’un des F
(n)
j0r
, c’est a` dire pour tout s dans Σj0r,
on a ar = Kr(t0 − s). Or d’apre`s le lemme 1.2, Σj0r est asymptotiquement dense a`
l’infini. Comme Kr est uniforme´ment continue, on a donc pout tout r :
lim
t→−∞
Kr(t) = ar.
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Par convergence domine´e quand t tend vers l’infini dans l’e´quation K = F ∗K, on
trouve ai =
∑p
r=1 arF
(n)
ir (∞). Ainsi pour tous t, r et pour tout T fixe´, on a :
Kr(t)− ar =
p∑
l=1
∫
(Kl(t− s)− al)F (n)rl (ds),
|Kr(t)− ar| ≤
p∑
l=1
∫
|Kl(t− s)− al|F (n)rl (ds)
=
p∑
l=1
∫ T
−∞
|Kl(t− s)− al|F (n)rl (ds) +
p∑
l=1
∫ ∞
T
|Kl(t− s)− al|F (n)rl (ds).
Comme les ‖F (∞)n‖ sont borne´es par l’hypothe`se (1.4), on a supn,i,j F (n)ij (∞) ≤
supn,i,j F
n
ij(∞) < ∞. Soit ε > 0, on peut donc choisir un re´el T assez grand tel que
pour tout n, on ait
p∑
l=1
∫ ∞
T
|Kl(t− s)− al|F (n)rl (ds) < ε.
Comme de plus K est borne´ et limn→∞ F (n)(T ) = 0 car U(T ) est fini par l’hy-
pothe`se (1.7), il vient
lim
n→∞
∫ T
−∞
|Kl(t− s)− al|F (n)rl (ds) ≤Ml limn→∞F
(n)
rl (T ) = 0,
ou` Ml = sup |Kl− al|. Ainsi pour tout 1 ≤ r ≤ p, la fonction Kr est constante e´gale
a` ar. En particulier, Ki0(t) = ai0 > 0, d’ou` le re´sultat annonce´ pour δi0 = ai0/2.
• Deuxie`me cas : Pour tout t, Kj0(t) 6= aj0 .
Alors on peut trouver une suite (tn) tendant vers +∞ ou−∞ telle queKj0(tn)→ aj0.
Soit ζn,i(x) = Ki(tn + x). Comme K est borne´e et uniforme´ment continue, (ζn,i)n,i
est une famille uniforme´ment borne´e et uniforme´ment e´quicontinue. Par le the´ore`me
d’Ascoli, il existe une sous-suite (tnj ) de (tn) telle que pour tout i, la suite (ζnj ,i)j
converge uniforme´ment sur tout compact vers une fonction borne´e uniforme´ment
continue qu’on note ηi. On a alors
ζnj ,i(t) = Ki(tnj + t)
=
p∑
r=1
∫
Kr(tnj + t− s)Fir(ds)
=
p∑
r=1
∫
ζnj ,r(t− s)Fir(ds).
Quand j tend vers ∞, on obtient par convergence domine´e :
ηi(t) =
p∑
r=1
∫
ηr(t− s)Fir(ds). (1.9)
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De plus, pour tous t, i, on a ηi(t) = limj→∞Ki(tnj + t) qui est infe´rieure a` ai et par
de´finition de tn, ηj0(0) = limjKj0(tnj ) = aj0 . Ainsi on a sup ηj0 = aj0 > 0, donc
ηj0 ve´rifie les hypothe`ses du lemme dans le premier cas. D’apre`s la premie`re partie,
chaque coordonne´e ηi est donc constante, e´gale a` un ci, avec cj0 = aj0.
De l’e´quation (1.9), on de´duit que c = t(c1, . . . , cp) est un vecteur propre a` droite
de F (∞) pour la valeur propre 1. Comme l’espace propre est de dimension 1 d’apre`s
le the´ore`me 4, il existe un re´el α tel que c = αm. Comme cj0 = aj0 > 0, on a
α =
cj0
mj0
> 0 donc c est a` coordonne´es strictement positives. Soit h > 0. Comme
Ki0(tnj+t) tend vers ci0 uniforme´ment sur [0, h], pour j assez grand on aKi0(t) >
ci0
2
pour tout t dans ]tnj , tnj + h[. On a donc le re´sultat annonce´ pour δi0 =
ci0
2
. 2
On a maintenant tous les e´le´ments ne´cessaires pour passer a` la de´monstration
du the´ore`me 1.1 qui dit que les seules solutions continues borne´es de l’e´quation sans
second membre sont les constantes.
De´monstration du the´ore`me 1.1
Soit φε la fonction qui a` t associe
1
ε
√
2pi
exp(− t2
2ε2
). Pour tout i, on de´finit la
convole´e suivante :
fε,i(t) = φε ∗ Zi(t) =
∫ ∞
−∞
φε(t− s)Zi(y)dy =
∫ ∞
−∞
φε(s)Zi(t− y)ds.
Pour tout ε > 0, et pour tout 1 ≤ i ≤ p, comme Z est solution de l’e´quation
Z = F ∗ Z, on a
fε,i(t) =
p∑
r=1
[ ∫ ∞
−∞
φε(y)
∫ ∞
−∞
Zr(t− y − s)Fir(ds)dy
]
=
p∑
r=1
[ ∫ ∞
−∞
(∫ ∞
−∞
φε(y)Zr(t− y − s)dy
)
Fir(ds)
]
=
p∑
r=1
∫ ∞
−∞
fε,r(t− s)Fir(ds).
De plus fε,i a des de´rive´es a` tout ordre, sa de´rive´e premie`re est borne´e (car Z est
borne´e), uniforme´ment continue, et par le the´ore`me de de´rivation sous l’inte´grale et
ce qui pre´ce`de, f ′ε,i(t) =
∑p
r=1
∫
f ′ε,r(t−s)Fir(ds) pour tout 1 ≤ i ≤ p. Donc f ′ε ve´rifie
l’e´quation sans second membre f ′ε = F ∗f ′ε. On peut lui appliquer le lemme 1.3 : soit
ai = sup f
′
ε,i. S’il existe un indice i tel que ai soit strictement positif, alors on peut
trouver un re´el δ > 0 tel que pour tout h > 0 on ait un intervalle ]t, t+h[ sur lequel
f ′ε,i > δ. En inte´grant sur ]t, t + h[ on trouve δh < fε,i(t + h) − fε,i(t). Comme fε,i
est borne´e par une constante M , on a ainsi δh < 2M pour tout h > 0, ce qui est
absurde. Donc pour tout i, ai ≤ 0. En remplac¸ant Zi par −Zi, on trouve de meˆme
que pour tout i, ai ≥ 0. Ainsi pour tous i, t, ε, on a f ′ε,i(t) = 0. Pour tous i, ε,
la convole´e fε,i est donc constante. En faisant tendre ε vers 0, on en conclut que la
fonction Zi est e´galement constante pour tout indice i. 2
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1.6 The´orie du potentiel
Le but de ce paragraphe est de de´montrer le the´ore`me 1.2. Il se de´montre aise´ment
dans le cas de mesures a` support sur R+ ou en dimension 1, a` l’aide d’e´quations
de renouvellement particulie`res, mais ces me´thodes ne se ge´ne´ralisent pas au cas
pre´sent. C’est en fait la seule vraie difficulte´ rencontre´e pour passer du cas a` support
(R+)
p au cas a` support Rp. On donne ici une preuve originale qui s’inspire de la
the´orie du potentiel en dimension 1 (voir C. Dellacherie et P. Meyer [22]), en
la ge´ne´ralisant a` la dimension p.
1.6.1 De´finitions et notations
On note B(R) la tribu des bore´liens de R. On rappelle la de´finition usuelle d’un
noyau.
De´finition 11 Un noyau N sur R est une application de R × B(R) dans [0,+∞]
telle que
• l’application t 7−→ N(t, A) est mesurable pour tout A ∈ B(R),
• l’application A 7−→ N(t, A) est une mesure pour tout t ∈ R.
Pour toute fonction f mesurable positive sur R, on de´finit l’application Nf sur R
par
Nf(t) =
∫
f(s)N(t, ds).
La notion de noyau ge´ne´ralise celle de convolution. En effet, si F est une mesure
sur R, on peut lui associer le noyau NF (t, A) =
∫
1IA(t− s)F (ds). Alors, pour toute
fonction f comme ci-dessus on a NFf = F ∗ f .
On de´finit e´galement la composition des noyaux : si M et N sont deux noyaux
sur R, leur produit MN est le noyau de´fini par :
MN(t, A) =
∫
N(s, A)M(t, ds).
Si M et N sont des noyaux de convolution correspondant aux mesures FM et FN
respectivement, alors le noyau produitMN est encore un noyau de convolution pour
la mesure convole´e FM ∗ FN .
On ge´ne´ralise maintenant ces de´finitions a` la dimension p.
De´finition 12 La matrice N = (Ni,j)1≤i,j≤p est un noyau sur Rp si chacune de ses
composantes Nij est un noyau sur R au sens de la de´finition 11.
Pour toute fonction f = t(f1, . . . , fp) mesurable a` coordonne´es positives, l’action de
N sur f est de´finie par analogie avec le produit matriciel de la fac¸on suivante :
Nf = t
(
(Nf)1), . . . , (Nf)p
)
avec
(Nf)i(t) =
p∑
j=1
Nijfj(t).
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De meˆme, si M et N sont deux noyaux sur Rp, leur compose´e est le noyau MN =(
(MN)ij
)
ou`
(MN)ij =
p∑
k=1
MikNkj.
On de´finit enfin le noyau unite´ I par{
Iij(t, A) = 0 si i 6= j,
Iii(t, A) = 1IA(t).
Ainsi, pour toute fonction f : R −→ Rp, on a If = f , et pour tout noyau N , on a
IN = NI = N .
Dans toute la suite N de´signera un noyau sur Rp. On notera Nk ses puissances
pour la composition de´finie ci-dessus, avec la convention que N0 = I.
De´finition 13 Le noyau potentiel associe´ au noyau N est le noyau
G =
∞∑
k=0
Nk.
Cette notion ge´ne´ralise celle de fonction de renouvellement. En effet, si N est un
noyau de convolution pour la mesure F , alors son noyau potentiel G est le noyau de
convolution associe´ a` la fonction de renouvellement U de F .
Sur l’ensemble des fonctions mesurables de R dans (R+)
p on de´finit la relation
d’ordre partiel suivante :
u  v si ∀ 1 ≤ i ≤ p, ui ≤ vi.
Cet ordre a la bonne proprie´te´ suivante : si u  v alors pour tout noyau M , on a
Mu Mv.
De´finition 14 Soit u : R −→ (R+)p une fonction a` coordonne´es positives. On dit
qu’elle est excessive pour le noyau N si elle ve´rifie
Nu  u.
1.6.2 Principe du maximum
Le but de ce paragraphe est d’e´tudier la localisation du maximum du potentiel
d’une fonction positive. Soit A ∈ B(R) et Ac son comple´mentaire. On note JA le
noyau sur Rp qui ve´rifie (JAf)i(t) = fi(t)1IA(t), pour toute fonction f mesurable de
R dans (R+)
p, c’est-a`-dire que pour tous t dans R et B dans B(R) on a :{
(JA)ij(t, B) = 0 si i 6= j,
(JA)ii(t, B) = 1IA∩B(t).
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Remarquons que JAf ne de´pend que de la valeur de f sur A, et que ce n’est pas un
noyau de convolution.
Soit GA le noyau potentiel associe´ a` NJA et G
A celui de JAN . On a NG
A =
GAN et JAGA = G
AJA. On de´finit de meˆme les noyaux analogues associe´s au
comple´mentaire Ac. On de´finit e´galement le noyau HA = JA+JAcGAcNJA = G
AcJA
qui a des proprie´te´s particulie`res.
On donne maintenant une se´rie de propositions qui pre´cisent les proprie´te´s des
noyaux ci-dessus et vont nous servir a` e´tablir un principe du maximum. Des de´fini-
tions de HA et de JA on de´duit imme´diatement la proposition suivante.
Proposition 1.1 Pour tout t dans R, les mesures (HA)ij(t, ·) sont porte´es par A,
et pour tout t dans A, et B dans B(R) on a :{
(HA)ij(t, B) = 0 si i 6= j,
(HA)ii(t, B) = 1IB(t).
Proposition 1.2 Si u est une fonction excessive, alors HAu  u.
De´monstration
On montre par re´currence sur k qu’on a la relation suivante :
JAu+
k∑
m=0
[
JAc(NJAc)
mNJAu
]
 u. (1.10)
Pour k = 0, comme u est excessive et JAu  u par de´finition de JA, on a
NJAu  Nu  u. Puis en appliquant JAc a` cette ine´galite´ et en ajoutant JAu a`
chaque membre, il vient JAu+ JAcNJAu  JAu+ JAcu = u.
Faisons l’hypothe`se de re´currence au rang k.
Au rang k + 1, on applique N puis JAc aux deux membres de l’ine´galite´ de
l’hypothe`se de re´currence. On obtient :
JAcu  JAcNu  JAcNJAu+
k∑
m=0
[
JAcNJAc(NJAc)
mNJAu
]
=
k+1∑
m=0
[
JAc(NJAc)
mNJAu
]
.
En ajoutant JAu aux deux membres, on trouve :
JAcu+ JAu = u  JAu+
k+1∑
m=0
[
JAc(NJAc)
mNJAu
]
.
ce qui ache`ve la de´monstration par re´currence. En faisant tendre k vers +∞ dans l’e´-
quation (1.10), on obtient bien HAu  u. 2
1.6. THE´ORIE DU POTENTIEL 35
Proposition 1.3 On a les e´galite´s suivantes :
HA = JA + JAcNHA, donc NHA = HA sur A
c.
NHA = GAcNJA.
De´monstration
On a GAc = I +NJAcGAc , donc NHA = NJA +NJAcGAcNJA = GAcNJA. On
en de´duit que JAcNHA = JAcGAcNJA = HA − JA. Donc HA = JA + JAcNHA. 2
Proposition 1.4 Soit u une fonction excessive. Alors HAu est la plus petite (pour
la relation d’ordre ) fonction excessive majorant u sur A.
De´monstration
Soit v = HAu. Comme u est excessive, on a v = HAu  u d’apre`s la proposi-
tion 1.2, et donc Nv  Nu  u. Comme u = v sur A par la proposition 1.1, en
particulier on a Nv  v sur A. Par la proposition 1.3, NHA = HA sur Ac, donc sur
cet ensemble Nv = v. Ainsi Nv  v partout et v est bien excessive.
Si w est excessive et majore u sur A, on a HAu  HAw par la proposition 1.1,
et HAw  w par la proposition 1.2. Donc HAu  HAw  w partout. 2
Proposition 1.5 On a les e´galite´s suivantes :
G = HAG+ JAcGAc = HAG+G
AcJAc .
De´monstration
On multiplie l’e´galite´ I −JAcN = I−N +JAN a` gauche par GAc et a` droite par
G. On obtient :
GA
c
(I − JAcN)G = GAc(I −N)G+GAcJANG.
Or par de´finition on a GA
c
(I − JAcN) = I = (I −N)G. Donc on a
G = GA
c
+GA
c
JANG
= GA
c
JAc +G
AcJA(I +NG)
= GA
c
JAc +HAG
= JAcGAc +HAG,
qui est bien l’e´galite´ cherche´e. 2
Proposition 1.6 Si f est une fonction a` coordonne´es positives quelconque, v une
fonction excessive, et A = ∪pi=1{fi > 0}, alors
Gf  v sur A =⇒ Gf  v sur R.
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De´monstration
Comme Gf  v sur A, on a, par la propostition 1.1, HAGf  HAv. Or v est
excessive, donc par la proposition 1.2 on a HAv  v. Enfin par la proposition 1.5,
on a Gf = HAGf + G
AcJAcf = HAGf car par de´finition de A, JAcf = 0. Ainsi
Gf = HAGf  HAv  v. 2
On donne maintenant une notion de borne supe´rieure pour les fonctions vecto-
rielles.
De´finition 15 Soit f une fonction a` coordonne´es positives, et A ⊂ R. On de´finit
la borne supe´rieure de f par :
sup
t∈A
f(t) = max
1≤i≤p
(
sup
t∈A
(fi(t))
)
.
Cette de´finition est compatible avec notre relation d’ordre . En effet, sur l’ensemble
A de´fini a` la proposition 1.6 on a f  supt∈A f(t)1, ou` 1 = t(1, . . . , 1) est la fonction
dont toutes les coordonne´es sont constantes e´gales a` 1.
Corollaire 1.1 (Principe du Maximum) Si la fonction 1 est excessive, alors
pour toute fonction f a` coordonne´es positives, on a :
sup
t∈R
Gf(t) = sup
t∈A
Gf(t),
ou` A = ∪pi=1{fi > 0} est le support de f .
De´monstration
Soit α = supt∈AGf(t). Si α est infini, c’est e´vident. Sinon, on a Gf  α1
sur A. Comme 1 est excessive, la proposition 1.6 donne Gf  α1 sur R. Donc
supt∈RGf(t) ≤ α, et ainsi supt∈RGf(t) = supt∈AGf(t). 2
1.6.3 Application a` la fonction de renouvellement
On peut maintenant donner la de´monstration du the´ore`me 1.2. Soit m le vec-
teur propre de´fini en (1.6), et N = (Nij) le noyau de convolution associe´ a` F et
renormalise´ par le vecteur propre m de la fac¸on suivante pour obtenir la proprie´te´
d’excessivite´ de le fonction 1 :
Nij(t, A) =
mj
mi
∫
1IA(t− s)Fij(ds).
Alors (Nf)i(t) =
∑p
j=1
[
mj
mi
∫
fj(t− s)Fij(ds)
]
=
(
(
mj
mi
Fij) ∗ f
)
i
(t).
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La fonction 1 est bien excessive pour N . En effet, comme m est un vecteur propre
de F (∞), on a :
(N1)i(t) =
p∑
j=1
[mj
mi
∫
Fij(ds)
]
=
1
mi
p∑
j=1
mjFij(∞)
=
mi
mi
= 1.
Le potentiel G associe´ a` N ve´rifie Gij =
mj
mi
Uij . Soit h > 0 un re´el fixe´, A =
[−h, h], et fi = 1IA pour 1 ≤ i ≤ p. On a alors
(Gf)i(t) =
p∑
j=1
[mj
mi
∫
1I[−h, h](t− s)Uij(ds)
]
=
p∑
j=1
[mj
mi
(
Uij(t+ h)− Uij(t− h)
)]
.
La fonction Gf admet une borne supe´rieure finie au sens de la de´finition 15 sur
l’intervalle borne´ A = [−h, h], car U est fini d’apre`s l’hypothe`se (1.7). En vertu
du principe du maximum, on a donc supt∈RGf(t) = supt∈[−h, h]Gf(t). Notons
i0 l’indice de la coordonne´e de Gf qui re´alise cette borne supe´rieure. En prenant
une suite (tn) de points de A qui permet d’approcher la borne supe´rieure, et en
majorant 1I[−h, h](tn − x) par 1I[−2h, 2h](x), on obtient que pour tout t ∈ R et pour
tout 1 ≤ i ≤ p,
p∑
j=1
mj
mi
(
Uij(t+ h)− Uij(t− h)
)
= (Gf)i(t)
≤ sup
|t|≤h
(Gf)i0(t)
≤
p∑
j=1
mj
mi0
(
Ui0j(2h)− Ui0j(−2h)
)
< ∞.
Comme tous ces termes sont positifs et que mi > 0 pour tout i, on en de´duit que
chaque Uij(t+h)−Uij(t−h) est borne´ inde´pendemment de t. Pour obtenir le re´sultat
annonce´ avec un intervalle borne´ I quelconque, il suffit de l’inclure dans un intervalle
syme´trique. 2
1.7 Preuve des the´ore`mes de renouvellement
On de´montre maintenant les the´ore`mes de renouvellement 1.3 et 1.4. Graˆce au
re´sultat de la section pre´ce´dente, la preuve est a` nouveau identique a` celle du cas
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ou` le support des mesures est dans R+ pour les deux premie`res e´tapes. L’e´quation
de renouvellement utilise´e dans la troisie`me e´tape est le´ge`rement diffe´rente puis-
qu’on prend F (∞)1It≥0 au lieu de F (∞), et Z(t) = m1It≥0 au lieu de Z(t) = m. La
de´marche est cependant la meˆme.
De´monstration du the´ore`me 1.3
Pour tout intervalle I =]a, b], pour tous 1 ≤ i, j ≤ p, et t ∈ R, on note
U
(t)
ij (I) = Uij(t+ b)−Uij(t+a). Par le the´ore`me 1.2, la famille
(
U
(t)
ij (I)
)
t
est borne´e.
La proposition 3 donne alors l’existence d’une suite (tn) tendant vers +∞ et de me-
sures Vij telles que pour tous 1 ≤ i, j ≤ p et tout intervalle I, U (tn)ij (I) −−−→
n→∞
Vij(I).
• Premie`re e´tape : Les Vij sont des multiples de la mesure de Lebesgue.
Soit k0 ∈ {1, . . . , p} et a > 0. On de´finit un vecteur G(t) par Gk(t) = 0 pour tout
k 6= k0 et Gk0 est non nulle et continue a` support dans [0, a]. Alors Z = U ∗ G est
bien de´finie, et Z est solution de l’e´quation de renouvellement
∀ 1 ≤ i ≤ p, Zi(t) = Gi(t) +
p∑
k=1
∫
Zk(t− s)Fik(ds). (1.11)
Pour tout i, on a :
Zi(tn + t) =
∫
Gk0(tn + t− s)Uik0(ds)
=
∫
Gk0(t− s)U (tn)ik0 (ds)
−−−→
n→∞
∫
Gk0(t− s)Vik0(ds).
Soit ζi(t) =
∫
Gk0(t− s)Vik0(ds). Alors ζi est continue, borne´e et Zi(tn+ t) tend vers
ζi(t). Par convergence domine´e dans l’e´quation de renouvellement (1.11), on obtient
∀ 1 ≤ i ≤ p, ζi(t) =
p∑
k=1
∫
ζk(t− s)Fik(ds).
Par le the´ore`me 1.1 on en de´duit que ζi est constante pour tout i. Donc la valeur de
l’inte´grale
∫
Gk0(t− s)Vik0(ds) est inde´pendante de t, et ce pour toute fonction Gk0
continue a` support compact. Ainsi Vik0 est invariante par translation et finie sur les
compacts, c’est donc un multiple de la mesure de Lebesgue. On note ` la mesure de
Lebesgue. Donc il existe aij ∈ R tels que pour tous i, j, on ait Vij = aij`.
• Deuxie`me e´tape : Montrons que aij = cmiuj.
On fixe de nouveau un k0 et on de´finit maintenant G par Gk(t) = 0 pour tout k 6= k0
et Gk0(t) = 1I[0, 1](t). Alors Z = U ∗G est bien de´finie, et Z est solution de l’e´quation
de renouvellement Z = G + F ∗ Z. On a pour tout x,
Zi(tn − t) =
∫
Gk0(tn − t− s)Uik0(ds)
= Uik0(tn − t)− Uik0(tn − t− 1)
−−−→
n→∞
aik0 .
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Par convergence domine´e dans l’e´quation de renouvellement Z(tn) = G(tn) + F ∗
Z(tn), on trouve aik0 =
∑p
k=1 akk0Fik(∞). Donc t(a1k0 , . . . , apk0) est un vecteur propre
de F (∞) pour la valeur propre 1. Comme l’espace propre est de dimension 1 d’apre`s
le the´ore`me 4, il existe une constante rk0 telle que pour tout i, aik0 = rk0mi. En
remplac¸ant F par tF , on prouve de meˆme l’existence d’une constante sk0 telle que
pour tout j, ak0j = sk0uj. Ainsi pour tous i, k0, on a aik0 = rk0mi = siuk0. Donc le
rapport si
mi
=
rk0
uk0
= c est inde´pendant de i, et aij = rjmi = cmiuj.
• Troisie`me e´tape : Identification de la constante c.
On choisit maintenant G(t) =
(
F (∞)1It≥0 − F (t)
)
m. Soit Z(t) = m1It≥0. Alors ces
fonctions ve´rifient la relation suivante :
Gi(t) +
∑p
k=1
∫
Zk(t− s)Fik(ds)
=

mi −
∑p
j=1Fij(t)mj +
∑p
k=1mkFik(t) = mi si t ≥ 0
−∑pj=1Fij(t)mj +∑pk=1mkFik(t) = 0 si t < 0
= Zi(t).
Donc G+ F ∗ Z = Z. En ite´rant cette e´galite´, on trouve :
Z =
n−1∑
k=0
F (k) ∗G+ F (n) ∗ Z.
Or on peut calculer explicitement le reste F (n) ∗ Z. En effet, on a :
(F (n) ∗ Z)i(t) =
∫ ∞
−∞
p∑
k=1
Zk(t− s)F (n)ik (ds)
=
p∑
k=1
[
mk
∫ t
−∞
F
(n)
ik (ds)
]
=
p∑
k=1
mkF
(n)
ik (t),
et cette dernie`re quantite´ tend vers 0 quand n tend vers l’infini car la fonction de
renouvellement U(t) =
∑∞
n=0 F
(n)(t) est finie pour tout t. Donc Z = U ∗G. Comme
G est de´croissante et inte´grable sur R+ et sur R− =] − ∞, 0], G est directement
Riemann inte´grable. Pour conclure, on a besoin du lemme suivant qui fait le lien
entre les deux formes du the´ore`me de renouvellement.
Lemme 1.4 Soit G un vecteur de fonctions directement Riemann inte´grables, et U
une matrice de fonctions de re´partition telle que pour tout t re´el, tout h > 0 et tous
1 ≤ i, j ≤ p, on ait :
Uij(tn + t+ h)− Uij(tn + h) −−−→
n→∞
aijh.
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Si Z = U ∗G existe, alors on a :
Zi(tn) −−−→
n→∞
p∑
k=1
[
aik
∫ ∞
−∞
Gk(s)ds
]
.
Ainsi en utilisant ce lemme ainsi que le re´sultat de la premie`re e´tape, on trouve
mi = Zi(tn) −−−→
n→∞
∑p
k=1 aik
∫∞
−∞Gk(s)ds. Or par de´finition de G on a :∫ ∞
−∞
Gk(s)ds =
∫ ∞
−∞
p∑
j=1
(
Fkj(∞)1Iy≥0 − Fkj(s)
)
mjds
=
p∑
j=1
[
mj
∫ ∞
−∞
sFkj(ds)
]
=
p∑
j=1
mjγkj.
Comme aij = cmiuj, on en de´duit que
mi = c
p∑
k=1
p∑
j=1
miujγjkmk.
Or
∑
k,j ujγjkmk 6= 0 car mi > 0 d’ou` c =
(∑
k,j ujγjkmk
)−1
= γ−1. Cette valeur
est inde´pendante du choix de la suite (tn). Comme (Uij(I + t))t est borne´e par hy-
pothe`se, de toute suite (t), on peut extraire une sous-suite convergente. Donc on a
la convergence faible de U
(t)
ij vers aij` quand t tend vers +∞. 2
Remarque On a vu que si on fixe un k0 et qu’on de´finit le vecteur G par Gk(t) = 0
pour tout k 6= k0 et Gk0(t) = 1I[0, 1](t). Alors Z = U ∗ G existe et est positive
puisque G l’est. Donc on a ne´cessairement γ ≥ 0, et comme on a vu que γ 6= 0,
on a bien γ > 0.
Pour achever ce chapitre, il reste a` donner la de´monstration du lemme 1.4. La
de´marche est exactement la meˆme qu’en dimension 1
De´monstration du lemme 1.4
Soit h > 0. Pour tout k ∈ Z, on pose gk(t) = 1I[(k−1)h, kh](t), Gki = gk pour tout
i, et Zk = U ∗Gk. Alors on a :
Zki (tn) =
p∑
j=1
∫
Gkj (tn − s)Uij(ds)
=
p∑
j=1
[
Uij(tn − (k − 1)h)− Uij(tn − kh)
]
−−−→
n→∞
p∑
j=1
aijh.
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La limite est inde´pendante de n et k, donc pour tous n, k, i, Zki (tn) ≤Mh.
Soient mik et m
i
k respectivement le minimum et le maximum de Gi sur [(k −
1)h, kh]. Comme G est directement Riemann inte´grable, les se´ries σi = h
∑
mik et
σi = h
∑
mik sont absolument convergentes, et leur diffe´rence tend vers 0 quand h
tend vers 0 (voir de´finition 3). Pour tout i, on a :
k∑
j=−k
mijgj(tn) ≤ Gi(tn) ≤
k∑
j=−k
mijgj(tn) +
∑
|j|>k
mijgj(tn),
p∑
r=1
|j|≤k
mrj
∫
gj(tn − y)Uir(dy) ≤ Zi(tn) ≤
p∑
r=1
|j|≤k
mrj
∫
gj(tn − y)Uir(dy) +Mh
p∑
r=1
|j|>k
mrj ,
n→∞
p∑
r=1
k∑
j=−k
mrjairh ≤ lim Zi(tn) ≤
p∑
r=1
k∑
j=−k
mrjairh+Mh
p∑
r=1
∑
|j|>k
mrj ,
k →∞
p∑
r=1
σrair ≤ lim Zi(tn) ≤
p∑
r=1
σrair,
ou` lim de´signe la limite supe´rieure. On fait tendre h vers 0 et on trouve lim Zi(tn) =∑p
r=1 air
∫
Gr(s)ds. On trouve la meˆme valeur pour la limite infe´rieure. Donc il vient
limZi(tn) =
∑p
r=1 air
∫
Gr(s)ds. 2
Du lemme 1.4 et du the´ore`me 1.3 on de´duit directement la deuxie`me forme du
the´ore`me de renouvellement.
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Chapitre 2
L’e´quation a` coefficients
Markoviens
On e´tudie l’e´quation re´cursive ale´atoire pre´sente´e dans l’introduction :
Yn+1 = anYn + bn, n ∈ Z, (2.1)
ou` (an) est une chaˆıne de Markov re´elle a` espace d’e´tats fini et (bn) une suite de
variables ale´atoires iid inde´pendante de la suite (an) et telles que (an, bn) soit sta-
tionnaire et ergodique. La figure 2.1 montre une trajectoire de la suite (Yn) avec les
valeurs de la suite (an) correspondantes, ainsi qu’un histogramme de 300 valeurs de
Y5000 (voir partie 2.10 pour les notations).
2.1 Origines du mode`le et travaux ante´rieurs
La suite (Yn) de´finie par la relation re´cursive (2.1) porte le nom de processus au-
toregressif a` re´gime markovien (Markov-switching auto-regression en anglais) dans la
litte´rature statistique. Ce mode`le offre des possibilite´s nouvelles pour mode´liser des
se´ries chronologiques qui sont, en citant J. D. Hamilton qui les a introduites en
e´conome´trie, ‘subject to discrete shifts in regime – episodes across which the dynamic
behaviour of the series is markedly different ’ (sujettes a` des changements discrets
de re´gime – des e´pisodes au cours desquels le comportement de la se´rie est nota-
blement diffe´rent). En effet dans la mode´lisation propose´e, on observe la suite (Yn),
se´rie chronologique d’observations, et sa dynamique est controle´e par la suite (an),
suite d’e´tats, qui constitue le mode`le du syste`me e´tudie´. La suite des e´tats (an) est
cache´e, au sens ou` elle n’est pas observable. On connaˆıt simplement l’ensemble des
e´tats possibles {e1, . . . , ep}. Le proble`me statistique consiste a` infe´rer la dynamique
du syste`me, i.e. la structure de la chaˆıne de Markov (an), essentiellement sa matrice
de transition P , a` partir d’une suite d’observations Y1, . . . , Yn.
Ainsi dans les travaux pionniers de J. D. Hamilton ([37, 38]) en macro-e´co-
nomie quantitative, l’auteur a analyse´ la croissance du produit inte´rieur brut (PIB)
ame´ricain (se´rie (Yn)) a` l’aide de ce mode`le (en fait une variante vectorielle de di-
mension 4). Il utilisait deux re´gimes {e1, e2} repre´sentant les pe´riodes de re´cession et
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Fig. 2.1 – Simulation d’une auto-re´gression a` deux re´gimes avec parame`tres p = 0.5, q = 0.7,
e1 = 1.5, e2 = 0.5, b ∼ N (0, 1), Y0 = 0. (a) Une trajectoire de (a, Y) jusqu’a` n = 200. (b)
Histogramme de 300 valeurs de Y5000.
de croissance respectivement. Les conclusions qu’il en a tire´es ont ainsi apporte´ des
preuves quantitatives a` la the´orie du business cycle, notamment sur son asyme´trie,
i.e. les dure´es moyennes des pe´riodes de re´cession et de croissance sont distinctes.
Comme pour une chaˆıne de Markov a` deux e´tats les dure´es moyennes de se´jour dans
chaque e´tat sont simplement 1/p12 et 1/p21, l’asyme´trie du business cycle qui faisait
l’objet de nombreux de´bats e´conomiques tient son explication ici par le fait que les
deux probabilite´s de transition sont diffe´rentes (bien entendu le plus de´licat e´tant
de de´montrer auparavant l’ade´quation du mode`le propose´).
Les mode`les a` re´gime markovien, de par leur simplicite´ d’interpre´tation et leur ri-
chesse en mode´lisation obtenue en variant le nombre des e´tats et le type du bruit (bn),
ont depuis attire´ beaucoup d’applications. En France citons deux travaux re´cents :C.
Perraudin [51] qui propose une analyse compare´e des marche´s du travail franc¸ais et
ame´ricain, et J. Rynkiewicz, A. Dutot, A. et F. Steiner [53] sur la pre´vision
des pics d’ozone en re´gion parisienne. Un livre re´cent de J. D. Hamilton, [40],
rassemblant les applications atteste de cette popularite´.
Sur l’aspect me´thodologique, les proce´dures d’estimation et de test statistique
sont maintenant bien e´tablies, graˆce aux travaux cite´s notamment. En revanche, les
proprie´te´s fines de ces mode`les, y compris la justification the´orique des proce´dures
propose´es ne seront e´tablies que beaucoup plus tard. Ainsi la convergence de l’esti-
mateur de vraisemblance apparaˆıt dans l’article de C. Francq et M. Roussignol
[26]. Dans [56] et [27], J.-F. Yao et C. Francq et J.-M. Zako¨ıan respectivement
e´tablissent divers crite`res assurant l’ergodicite´, i.e. une certaine convergence de la
suite Yn vers sa loi stationnaire. Dans l’article [57], J.-F. Yao et J.-G. Attali
e´tendent l’ide´e de re´gime markovien a` une e´quation de re´currence non line´aire du
type Yn+1 = f(an, Yn) + bn utilisant une famille de fonctions f(a, y) lipschiziennes
ou a` croissance sous-line´aire en y.
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Ce chapitre comple`te l’e´tude the´orique de ces mode`les. On s’inte´resse en par-
ticulier a` la solution stationnaire de l’e´quation (2.1). Dans la partie 2.2, on rap-
pelle les re´sultats obtenus sur la queue de la solution stationnaire dans le cas iid,
puis on donne les nouveaux re´sultats dans le cas markovien. Les parties 2.3 a` 2.8
contiennent la de´monstration de ces re´sultats. Dans la partie 2.9, on discute de l’hy-
pothe`se d’inde´pendance entre les deux suites (an) et (bn). Enfin, dans la partie 2.10
on donne des exemples de calculs explicites en dimension 2, ainsi que des re´sultats
de simulations.
2.2 Re´sultats mathe´matiques
Rappelons le the´ore`me ge´ne´ral de A. Brandt montre´ dans [11] sur l’existence
d’une solution stationnaire de l’e´quation (2.1).
The´ore`me 8 Si la suite (an, bn) est stationnaire, ergodique, et ve´rifie la condition
−∞ ≤ E[log |a0|] < 0 et E[log+ |b0|] <∞,
alors la suite (Rn) de´finie par
Rn =
∞∑
k=0
an−1an−2 · · ·an−kbn−1−k, n ∈ Z (2.2)
est l’unique solution stationnaire de l’e´quation (2.1). La se´rie dans le terme de droite
de (2.2) est presque-suˆrement absolument convergente. De plus, pour toute solution
(Yn) de l’e´quation (2.1), on a
P( lim
n→∞
|Rn − Yn| = 0) = 1.
En particulier, la loi de Yn converge vers la loi stationnaire.
Remarque P. Bougerol et N. Picard ont montre´ dans [9] que sous une hy-
pothe`se de non-anticipation et des conditions de moment, la condition E log |a0|
strictement ne´gative est e´galement ne´cessaire a` l’existence d’une solution sta-
tionnaire.
Dans toute la suite, on supposera donc que les deux hypothe`ses suivantes sont
ve´rifie´es :
α = E log |a0| < 0, E log+ |b0| <∞, (2.3)
et on appelle (Rn) l’unique solution stationnaire de l’e´quation (2.1). On s’inte´resse
a` la queue de cette distribution stationnaire, c’est-a`-dire au comportement asymp-
totique de P(xR1 > t) quand t tend vers l’infini, et x ∈ {−1, 1}.
La queue de la solution stationnaire de l’e´quation (2.1) a de´ja` e´te´ e´tudie´e lorsque
la suite (an, bn) est iid, y compris dans le cas multidimentionnel : les an sont des
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matrices et Yn et bn des vecteurs. Dans [44, 45], H. Kesten e´tablit un the´ore`me de
renouvellement pour une certaine classe d’ope´rateurs et en de´duit des re´sultats sur le
comportement de la loi stationnaire quand les an ont une densite´ ou sont des matrices
positives. Dans [47], E. LePage utilise le meˆme the´ore`me de renouvellement pour
e´tendre les re´sultats de Kesten a` des matrices iid inversibles plus ge´ne´rales. Ces
re´sultats seront rappele´s en de´tail dans le chapitre 4. Enfin, dans [30], C. M. Goldie
de´montre un the´ore`me de renouvellement implicite spe´cifique avec lequel il retrouve
les re´sultats de Kesten dans le cas scalaire. Il applique aussi son the´ore`me a` l’e´tude
de la queue de la solution stationnaire de plusieurs autres re´currences ale´atoires
faisant intervenir des variables iid. Apre`s avoir rappele´ en de´tail les re´sultats de [30],
on va adapter ces techniques au cas pre´sent, et utiliser la the´orie du renouvellement
expose´e dans le chapitre 1.
2.2.1 Les re´sultats de C. M. Goldie
Dans ce paragraphe, on suppose que (an, bn) est une suite iid ve´rifiant la condi-
tion (2.3). Comme on se limite a` la dimension 1, on ne cite ici que les re´sultats de
[30], avec cependant quelques variantes provenant de [47].
The´ore`me 9 Soit (an, bn) une suite iid telle qu’il existe un exposant κ > 0 ve´rifiant
E|a0|κ = 1,
E
[|a0|κ log+ |a0|] < ∞,
E|b0|κ <∞,
et que la loi conditionnelle de log |a0| sachant a0 6= 0 soit non-arithme´tique.
• Premier cas : Si a0 est presque suˆrement positif alors on a les convergences
suivantes quand t tend vers l’infini
tκP(R1 > t) −→ C+, (2.4)
et
tκP(R1 < −t) −→ C−, (2.5)
ou` C+ et C− sont des constantes positives.
• Deuxie`me cas : Si a0 peut prendre des valeurs ne´gatives : P(a0 < 0) > 0, alors
les limites (2.4) et (2.5) sont vraies aussi avec C+ = C− ≥ 0.
• Dans les deux cas, la somme C+ + C− est strictement positive si et seulement
si l’application affine ale´atoire x 7−→ a0x+b0 n’a pas de point fixe presque suˆr : pour
tout x fixe´ P(b0 = (1− a0)x) < 1.
On a aussi des formules pour ces constantes. Sous les hypothe`ses du the´ore`me 9,
la quantite´ γ = E
[|a0|κ log |a0|] est strictement positive, et dans le premier cas, on a
C+ =
1
γ
∫ ∞
0
(
P(R1 > t)− P(a0R0 > t)
)
tκ−1dt,
C− =
1
γ
∫ ∞
0
(
P(R1 < −t)− P(a0R0 < −t)
)
tκ−1dt,
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et dans le deuxie`me cas :
C+ = C− =
1
2γ
∫ ∞
0
(
P(|R1| > t)− P(|a0R0| > t)
)
tκ−1dt.
Remarque Dans les deux cas on a :
C = C+ + C− =
1
γ
∫ ∞
0
(
P(|R1| > t)− P(|a0R0| > t)
)
tκ−1dt,
et toutes les inte´grales ci-dessus sont bien de´finies.
Les e´tapes de la de´monstration sont les suivantes :
• On introduit la re´gularise´e :
z(x, t) = e−t
∫ et
0
uκP(xR1 > u)du,
qui a la meˆme limite que tκP(xR1 > t) d’apre`s le lemme suivant.
Lemme 4 Si
∫ t
0
uκP(R1 > u)du ∼ ct quand t tend vers +∞, alors on a aussi
P(R1 > t) ∼ ct−κ quand t tend vers +∞.
A l’aide de l’e´quation re´cursive et de la proprie´te´ d’inde´pendance, on montre que
z ve´rifie une e´quation de renouvellement implicite : la fonction G qui apparaˆıt fait
intervenir la loi de R1.
• On utilise ensuite un the´ore`me de renouvellement pour trouver la limite de z.
Cependant cette limite fait intervenir l’inte´grale de G qui n’est pas ne´cessairement
strictement positive, a` priori.
• Pour montrer que la somme des limites obtenues est non nulle, on utilise une
extension de l’ine´galite´ de syme´trisation de Le´vy e´tablie par A. K. Grincevicˇius
dans [32], et le lemme de Feller-Chung (voir S.C. Chow et H. Teicher [14]). On
obtient ainsi, a` un facteur pre`s, une minoration de la probabilite´ P(|R1| > t) par la
probabilite´ P(|a1 · · ·an| > t).
• On obtient enfin un e´quivalent de cette dernie`re probabilite´ en e´tudiant le
maximum de la marche ale´atoire Sn =
∑n
k−1 log |ak| par des me´thodes de temps
d’e´chelle et de renouvellement (voir W. Feller, [25], chap. XII).
2.2.2 Le cas markovien
Enonc¸ons maintenant les nouveaux the´ore`mes obtenus dans le cadre markovien.
Comme dans le cas iid on distingue deux cas selon que les an sont positifs ou non.
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The´ore`me 2.1 Soit (an) une chaˆıne de Markov irre´ductible, ape´riodique, station-
naire a` espace d’e´tats fini E = {e1, . . . , ep} ⊂ R∗+ =]0, +∞[, de matrice de transition
P = (pij) et de loi stationnaire µ.
Soit (bn) une suite de variables ale´atoires iid non nulles, inde´pendante de la suite
(an). Si les conditions suivantes sont satisfaites :
1. il existe un exposant κ > 0 tel que le rayon spectral de la matrice Pκ =
diag(eκi )
tP soit e´gal a` 1,
2. les log ei ne sont pas tous des multiples entiers d’un meˆme nombre,
3. E|b0|κ <∞,
alors pour tout x dans {−1, 1} on a :
tκP(xR1 > t) −−−→
t→∞
L(x),
ou` L(1) + L(−1) > 0. Si b0 ≥ 0, alors L(−1) = 0, et L(1) > 0. Si b0 ≤ 0, alors
L(1) = 0, et L(−1) > 0.
The´ore`me 2.2 Soit (an) une chaˆıne de Markov irre´ductible, ape´riodique, station-
naire de loi µ, de matrice de transition P = (pij) sur l’espace d’e´tats fini E =
{e1, . . . , ep}, avec e1, . . . e` > 0 et e`+1, . . . ep < 0 pour un 0 ≤ ` ≤ p− 1.
Soit (bn) une suite de variables ale´atoires iid non constantes, inde´pendante de la
suite (an). Si les conditions suivantes sont satisfaites :
1. il existe un exposant κ > 0 tel que le rayon spectral de la matrice Pκ =
diag(|ei|κ)tP soit e´gal a` 1,
2. les log |ei| ne sont pas tous des multiples entiers d’un meˆme nombre,
3. E|b0|κ <∞,
alors pour tout x dans {−1, 1} on a :
tκP(xR1 > t) −−−→
t→∞
L(x),
ou` L(1)+L(−1) > 0. Si de plus la matrice tP est `-irre´ductible (voir de´finition 21),
alors L(1) = L(−1) > 0.
Les hypothe`ses 2. et 3. sont similaires au cas iid. Puisque les an ne sont jamais
nuls, l’hypothe`se 2. va servir de meˆme a` montrer une condition de non arithme´ticite´
ne´cessaire a` l’utilisation de la the´orie du renouvellement. L’hypothe`se 3. sert elle a`
e´tablir qu’une certaine fonction est directement Riemann inte´grable.
L’hypothe`se 1. est nouvelle et provient de la de´pendance markovienne. On verra
au paragraphe 2.4.1 que le rayon spectral ρ(Pκ) peut eˆtre obtenu par la formule
ρ(Pκ) = lim(E|a0 · · ·a1−n|κ)1/n.
C’est donc un substitut logique de l’hypothe`se E|a0|κ = 1 du cas iid. On retrouve
en fait la meˆme formule que dans le cas multidimensionnel (voir l’introduction et le
chapitre 4).
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Remarquons aussi que l’on ne retrouve l’e´galite´ a` priori des deux limites quand
(an) peut prendre des valeurs ne´gatives que dans le cas ou` on a la `-irre´ductibilite´.
Ici aussi on obtiendra une expression des constantes L(x) similaire a` celle de [30].
Comme pre´sente´ dans l’introduction, l’application κ 7−→ log ρ(Pκ) est convexe
(voir le paragraphe 2.4.1), sa de´rive´e a` droite en 0 est strictement ne´gative, et
ρ(P0) = ρ(P ) = 1. Donc ici encore deux cas seulement peuvent se pre´senter.
– Soit pour tout s > 0, on a ρ(Ps) < 1, auquel cas on peut montrer que
E|R1|s < ∞ pour tout s, de`s que E|b0|s < ∞ (voir proposition 2.3), et ainsi
P(|R1| > t) = o(t−s) pour tout s. La va riable ale´atoire R1 a alors des moments
finis a` tout ordre.
– Soit il existe un unique exposant κ > 0 tel que ρ(Pκ) = 1, et ρ(Ps) −→ ∞
quand s tend vers l’infini. C’est le cas que l’on e´tudie ici. La queue est alors
polynoˆmiale.
La de´monstration de ces the´ore`mes utilise la meˆme de´marche que [30] et [47].
Dans la partie 2.3, on donne les e´quations de renouvellement ve´rifie´es par la re´gu-
larise´e z. Les parties 2.4 a` 2.6 sont consacre´es a` la de´monstration du the´ore`me 2.1.
Dans la partie 2.4, on applique un the´ore`me de renouvellement multidimensionnel.
Dans la partie 2.5, on e´tudie un cas particulier, et on e´tablit une minoration de la
probabilite´ P(|R1| > t) en fonction des produits a0 · · ·a−n. Enfin dans la partie 2.6
on e´tudie la marche ale´atoire Sn =
∑n
k=1 log a1−k. Dans les parties 2.7 et 2.8, on
de´montre le the´ore`me 2.2. La partie 2.8 est consacre´e a` l’e´tude de´taille´e de la notion
de `-irre´ductibilite´.
2.3 Les e´quations de renouvellement
De meˆme que dans [47] et [30], on cherche une e´quation de renouvellement sa-
tisfaite par la re´gularise´e :
z(x, t) = e−t
∫ et
0
uκP(xR1 > u)du.
Pour prendre en compte la caracte`re markovien, on re´crit z comme une somme de
probabilite´s conditionne´es : pour tous (x, t) dans {−1, 1} × R, on pose z(x, t) =∑p
i=1 Zi(x, t), ou` :
Zi(x, t) = e
−t
∫ et
0
uκP(xR1 > u, a0 = ei)du.
On pose aussi Z = t(Z1, . . . , Zp). Comme R1 = a0R0 + b0, pour tous (x, u) dans
{−1, 1} × R et pour tout i on a :
P(xR1 > u, a0 = ei) = P(xa0R0 > u, a0 = ei) + ψi(x, u),
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avec
ψi(x, t) = P(xR1 > t, a0 = ei)− P(xa0R0 > t, a0 = ei)
= P(t− xb0 < xa0R0 ≤ t, a0 = ei)−
P(t < xa0R0 ≤ t− xb0, a0 = ei). (2.6)
Posons Gi(x, t) = e
−t ∫ et
0
uκψi(x, u)du, la re´gularise´e de ψi et G =
t(G1, . . . , Gp). Par
de´finition de G, on a la formule suivante pour la fonction z :
z(x, t) =
p∑
i=1
[
e−t
∫ et
0
uκP(xa0R0 > u, a0 = ei)du+Gi(x, t)
]
. (2.7)
On veut maintenant faire un changement de variable pour se ramener a` un terme en
xR0. C’est ici que le signe de a0 intervient. On distingue donc deux cas, selon que
a0 est toujours positif ou peut changer de signe.
2.3.1 Cas positif
Supposons que tous les e´tats de la chaˆıne de Markov sont positifs. Alors pour
tous (x, t) dans {−1, 1}×R et pour tout i, par changement de variable et en utilisant
le the´ore`me de Fubini, il vient :
e−t
∫ et
0
uκP(xa0R0 > u, a0 = ei)du
= e−t
∫ et
0
uκ1Ixa0(ω)R0(ω)>u1Ia0(ω)=eidP(ω)du
= E
[
e−t
∫ et
0
uκ1IxR0> uei 1Ia0=eidu
]
= E
[
e−teκ−1i
∫ et
ei
0
uκ1IxR0>u1Ia0=eidu
]
= e−(t−log ei)eκi
∫ et−log ei
0
uκP(xR0 > u, a0 = ei)du. (2.8)
La proprie´te´ de Markov et la stationnarite´ de la suite (Rn) donnent alors :
P(xR0 > u, a0 = ei) =
p∑
j=1
P(xR0 > u, a0 = ei, a−1 = ej)
=
p∑
j=1
P(xR0 > u|a0 = ei, a−1 = ej)P(a0 = ei, a−1 = ej)
=
p∑
j=1
P(xR0 > u|a−1 = ej)µ(ej)pji
=
p∑
j=1
P(xR1 > u|a0 = ej)µ(ej)pji.
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On obtient donc la relation suivante reliant les fonctions Zi entre elles a` l’aide des
fonctions Gi : pour tout i on a
Zi(x, t) =
p∑
j=1
[
e−(t−log ei)eκi
∫ et−log ei
0
uκP(xR1 > u, a0 = ej)pjidu
]
+Gi(x, t)
= eκi
p∑
j=1
[
pjiZj(x, t− log ei)
]
+Gi(x, t).
On peut re´crire ce syste`me d’e´quations comme un syste`me d’e´quations de convolu-
tion en la variable t :
∀ 1 ≤ i ≤ p, Zi(x, t) =
p∑
j=1
[
Fij ∗ Zj(x, t)
]
+Gi(x, t),
ou` Fij de´signe la mesure suivante :
Fij(t) = e
κ
i pji1It≥log ei. (2.9)
La matrice F = (Fij) est alors une matrice de distributions au sens du para-
graphe 1.3.1. Avec les notations du chapitre 1, on a donc le syste`me d’e´quations
de renouvellement suivant (a` x fixe´) :
Z(x, t) = F ∗ Z(x, t) +G(x, t). (2.10)
2.3.2 Cas ge´ne´ral
On e´tudie maintenant le cas ge´ne´ral. Pour pouvoir connaˆıtre le signe de a0, quite
a` re´ordonner les e´tats on suppose qu’il existe 0 ≤ ` ≤ p − 1 tel que e1, . . . , e` > 0
et e`+1, . . . , ep < 0. Si ` = 0, on est dans le cas ou` tous les ei sont ne´gatifs. Alors
l’e´quation (2.8) devient
e−t
∫ et
0
uκP(xa0R0 > u, a0 = ei)du
= e−(t−log |ei|)|ei|κ
∫ et−log |ei|
0
uκP(sgn(xei)R0 > u, a0 = ei)du,
ou` sgn(xei) de´signe le signe de xei. Pour obtenir des e´quations similaires a` celles du
cas positif, on double la dimension : on introduit cette fois-ci 2p nouvelles fonctions :
∀ 1 ≤ i ≤ p, Z+i (t) = Zi(1, t) = e−t
∫ et
0
uκP(R1 > u, a0 = ei)du,
∀ 1 ≤ i ≤ p, Z−i (t) = Zi(−1, t) = e−t
∫ et
0
uκP(−R1 > u, a0 = ei)du.
Par la meˆme de´marche que dans le cas positif, on obtient les e´quations suivantes :
∀ 1 ≤ i ≤ `, Z+i (t) = |ei|κ
∑p
j=1 pjiZ
+
j (t− log |ei|) +Gi(1, t),
∀ `+ 1 ≤ i ≤ p, Z+i (t) = |ei|κ
∑p
j=1 pjiZ
−
j (t− log |ei|) +Gi(1, t),
∀ 1 ≤ i ≤ `, Z−i (t) = |ei|κ
∑p
j=1 pjiZ
−
j (t− log |ei|) +Gi(−1, t),
∀ `+ 1 ≤ i ≤ p, Z−i (t) = |ei|κ
∑p
j=1 pjiZ
+
j (t− log |ei|) +Gi(−1, t),
(2.11)
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qu’on peut aussi re´crire comme syste`me d’e´quations de renouvellement. En effet, on
pose
Z˜ = t(Z+1 , . . . , Z
+
p , Z
−
1 , . . . , Z
−
p ) et G˜ =
t(G+1 , . . . , G
+
p , G
−
1 , . . . , G
−
p ),
avec G+i (t) = Gi(1, t) et G
−
i (t) = Gi(−1, t). On de´finit aussi la matrice F˜ = (F˜ij) de
taille 2p× 2p par :
F˜ij(t) =

|ei¯|κpj¯i¯1It≥log |ei¯| si 1 ≤ i ≤ ` et 1 ≤ j ≤ p,
ou p+ `+ 1 ≤ i ≤ 2p et 1 ≤ j ≤ p,
ou `+ 1 ≤ i ≤ p + ` et p+ 1 ≤ j ≤ 2p,
0 sinon,
ou` i¯ = i si i ≤ p et i − p sinon (voir l’e´quation (2.21) pour une forme matricielle
explicite de F˜ ). Alors le syste`me (2.11) devient :
Z˜(t) = F˜ ∗ Z˜(t) + G˜(t).
2.4 Application du the´ore`me de renouvellement
On commence maintenant la de´monstration du the´ore`me 2.1. Dans toute cette
partie et les deux suivantes on supposera donc que les hypothe`ses de ce the´ore`me
sont ve´rifie´es. On va appliquer le the´ore`me de renouvellement 1.4 aux e´quations
pre´ce´dentes. Pour cela, on doit ve´rifier que la matrice de distribution F de´finie par
l’e´quation (2.9) et le vecteur de fonctions G en satisfont les hypothe`ses.
On remarque imme´diatement que les proprie´te´s suivantes sont ve´rifie´es :
– la matrice F (∞) est finie : en effet, on a Fij(∞) = eκi pji <∞.
– La matrice espe´rance Γ = (γij) de F est bien de´finie. En effet, on a γij =
eκi pji log ei.
– Comme les log ei ne sont pas tous multiples entier d’un meˆme nombre, la ma-
trice F n’est pas arithme´tique.
– Par de´finition, on a F (∞) = Pκ qui est irre´ducible et ape´riodique car P l’est
et que les ei ne sont pas nuls.
– On a choisi κ de sorte que ρ(Pκ) = ρ(F (∞)) = 1.
On donne la preuve des autres points dans les paragraphes suivants.
2.4.1 Finitude de la fonction de renouvellement
Rappelons que la fonction de renouvellement s’e´crit U =
∑∞
k=0 F
(k) (de´finition 6).
Il faut ve´rifier que pour tout t re´el, U(t) est fini. Pour cela, on commence par e´tudier
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le rayon spectral des matrices Ps = diag(e
s
i )
tP , i.e. (Ps)ij = e
s
ipji, pour s > 0.
Ces matrices jouent le roˆle de transforme´es de Laplace (voir la partie 2.6). Pour la
lisibilite´ des de´monstrations, on va utilier ici des indices positifs.
Proposition 2.1 Pour tout s > 0, on a :
ρ(Ps) = lim
(
E|a0 · · ·a−n|s
)1/n
= lim
(
E|a0 · · ·an|s
)1/n
.
De´monstration
La proprie´te´ de Markov permet de de´velopper l’espe´rance de la fac¸on suivante :
E|a0a1 · · ·an|s =
∑
i0,...,in
P(a0 = ei0 , . . . , an = ein)|ei0 · · · ein |s
=
∑
in,...,in
pi1i0pi2i1 · · · pinin−1µ(ein)|ei0 · · · ein |s
=
∑
i,j
(P ns )ijµ(ej)|ej|s,
ou` P ns de´signe la puissance n-e`me de la matrice Ps. On peut re´crire cette e´quation
matriciellement comme
E|a0a1 · · ·an|s = t1(P ns )Ds, (2.12)
ou` 1 de´signe encore le vecteur de fonctions dont toutes les coordonne´es sont cons-
tantes e´gales a` 1 et Ds est le vecteur de coordonne´es (µ(i)|ei|s)1≤i≤p. Comme P , et
donc Ps est irre´ductible et ape´riodique, le the´ore`me 4 donne la convergence
P ns
ρn(Ps)
−−−→
n→∞
A, (2.13)
ou` A est une matrice constante a` coordonne´es strictement positives. Donc la suite
(t1(P ns )Ds)
1/n tend vers ρ(Ps) quand n tend vers l’infini. 2
On en de´duit imme´diatement le corollaire suivant.
Corollaire 2.1 L’application s 7−→ log (ρ(Ps)) est convexe sur R+.
Pre´cisons encore quelques proprie´te´s de ce rayon spectral.
Proposition 2.2 La de´rive´e a` gauche en ze´ro de la fonction s 7−→ log (ρ(Ps)) est
strictement ne´gative.
Pour de´montrer cette proposition, on donne une autre expression du rayon spec-
tral de Ps qui va nous permette d’utiliser une proprie´te´ de sous-miltiplicativite´. On
pose Ee[·] = E[· | a0 = e] pour tout e´tat e de E.
Lemme 2.1 Soit
hn(s) = max
e∈E
Ee[(a1 · · ·an)s].
Alors on a ρ(Ps) = infn(hn(s))
1/n.
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De´monstration
Commenc¸ons par montrer que la suite (hn) est sous-multiplicative. Pour tout
e´tat e, on a par la proprie´te´ de Markov :
Ee[(a1 · · ·anan+1 · · ·an+m)s] = Ee
[
(a1 · · ·an)sEan [(a1 · · ·am)s]
]
≤ hm(s)Ee[(a1 · · ·an)s]
≤ hm(s)hn(s),
puisque Ean [(a1 · · ·am)s] ≤ hm(s). Donc limn(hn(s))1/n = infn(hn(s))1/n.
De plus, on a :
E|a0a1 · · ·an|s =
∑
e∈E
Ee|a1 · · ·an|sesµ(e)
≤ hn(s)
∑
e∈E
esµ(e).
Comme
∑
e∈E e
sµ(e) > 0, la proposition 2.1 donne
ρ(Ps) ≤ lim
n
(hn(s))
1/n.
Pour l’ine´galite´ dans l’autre sens, on choisit une suite d’e´tats (ein) telle que hn(s) =
Eein [(a1 · · ·an)s]. L’e´galite´ ci-dessus donne donc :
E|a0a1 · · ·an|s ≥ hn(s)esinµ(ein)
≥ Chn(s),
avec C = mine∈E esµ(e) > 0. Ainsi il vient
ρ(Ps) ≥ lim
n
(hn(s))
1/n.
Comme limn(hn(s))
1/n = infn(hn(s))
1/n, le lemme est ainsi de´montre´. 2
De´monstration de la proposition 2.2
Pour tout n, on fixe ein ∈ E de sorte que hn(s) = Eein [(a1 · · ·an)s]. Comme a` n
fixe´, le produit a1 · · ·an est borne´, on a :
∂
∂s
hn(s) = Eein [(a1 · · ·an)s log(a1 · · ·an)],
donc
∂
∂s
∣∣∣
s=0
1
n
log hn(s) =
1
n
Eein [log(a1 · · ·an)].
Pour tout e ∈ E, le the´ore`me ergodique pour les chaˆınes de Markov donne :
1
n
Ee[log(a1 · · ·an)] −−−→
n→∞
E log a0 = α < 0. (2.14)
Comme l’espace d’e´tats E est fini, cette convergence est uniforme sur E. Ainsi, pour
toute suite d’e´tats (ein), on a :
1
n
Eein [log(a1 · · ·an)] −−−→n→∞ α < 0.
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Donc il existe un entier N tel que
∂
∂s
∣∣∣
s=0
1
N
log hN(s) ≤ α
2
< 0.
En particulier, l’application s 7−→ 1
N
log hN(s) est strictement ne´gative sur un inter-
valle de la forme ]0, ε[, avec ε > 0. Alors on de´duit du lemme pre´ce´dent que :
log ρ(Ps) = inf
n
1
n
log hn(s)
≤ 1
N
log hN (s)
qui est strictement ne´gative pour tout s ∈]0, ε[. Comme la fonction s 7−→ log ρ(Ps)
est convexe et vaut 0 en 0, ce re´sultat implique que sa de´rive´e a` droite en ze´ro est
strictement ne´gative. 2
On a ρ(P0) = 1 puisque
tP0 = P est une matrice markovienne, et de plus,
dans le cas pre´sent, ρ(Pκ) = 1, donc la proposition 2.2 et le corollaire 2.1 donnent
imme´diatement le re´sultat suivant :
Corollaire 2.2 Pour tout 0 < s < κ, on a ρ(Ps) < 1.
L’allure de la fonction s 7−→ log (ρ(Ps)) est donc identique a` celle donne´e par la
figure 2.6 (a), page 83.
Maintenant on peut e´tudier la finitude de la fonction de renouvellement U . Fixons
s dans ]0, κ[. On a Pκ−s = (e
κ−s
i pji) =
( ∫
e−suFij(du)
)
. Le corollaire 2.2 dit que
ρ(Pκ−s) < 1, donc la se´rie
∑
(P nκ−s)ij converge pour tous i, j. Comme pour tout n
on a aussi (P nκ−s)ij =
∫
e−suF (n)ij (du), il vient :
(P nκ−s)ij ≥
∫ t
−∞
e−suF (n)ij (du) ≥ e−st
∫ t
−∞
F
(n)
ij (du) = e
−stF (n)ij (t).
Donc, pour tous i, j et t re´el, on a Uij(t) =
∑
F
(n)
ij (t) ≤ est
∑
(P nκ−s)ij <∞. Ainsi
la fonction de renouvellement est bien finie.
2.4.2 Identification de Z
On veut montrer que la fonction Z est en fait exactement e´gale a` la solution
particulie`re U ∗ G de l’e´quation de renouvellement (2.10). Pour cela, on ite`re cette
e´quation, ce qui donne :
Z =
n−1∑
k=0
[
F (k) ∗G
]
+ F (n) ∗ Z.
Il suffit donc de prouver que F (n) ∗ Z tend vers 0 quand n tend vers l’infini, ce qui
prouvera aussi que U ∗G est bien de´finie. Or l’e´quation (2.7) implique que pour tout
i, on a :
(F ∗ Z)i(x, t) = e−t
∫ et
0
uκP(xa0R0 > u, a0 = ei)du.
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Par un calcul similaire, on montre que pour tous n et i on a :
(F (n) ∗ Z)i(x, t) = e−t
∫ et
0
uκP(xa0 · · ·a1−nR1−n > u, a0 = ei)du,
ce qui donne en sommant sur i :
p∑
i=1
(F (n) ∗ Z)i(x, t) = e−t
∫ et
0
uκP(xa0 · · ·a1−nR1−n > u)du.
Or log(a0 · · ·a1−n) =
∑n
k=1 log a1−k, donc par la limite (2.14) et l’hypothe`se (2.3) on
en de´duit que le produit a0 · · ·a1−n tend vers 0. Ainsi, pour tout u > 0, le the´ore`me
de convergence domine´e donne
P(xa0 · · ·a1−nR1−n > u) −−−→
n→∞
0,
car R1 <∞ presque suˆrement et la suite (Rn) est stationnaire. Ainsi on a la conver-
gence
p∑
i=1
(F (n) ∗ Z)i(x, t) −−−→
n→∞
0.
Comme tous les termes de cette somme sont positifs, chacun tend vers 0 et on a bien
Z = U ∗G.
2.4.3 Inte´grablilite´ de G
Pour montrer que G est directement Riemann inte´grable coordonne´e par co-
ordonne´e (voir de´finition 3), on commence par l’e´tude des moments de R1. Leur
existence est lie´e a` la valeur du rayon spectral des matrices Ps via la proposition 2.1
comme explique´ dans l’introduction.
Proposition 2.3 Pour tout 0 ≤ s < κ, la variable ale´atoire R1 admet un moment
d’ordre s fini.
De´monstration
Si s < min{1, κ}, alors par une ine´galite´ de concavite´ et l’inde´pendance des deux
suites (an) et (bn) on a :
E|R1|s ≤
∞∑
k=0
[
E(a0a−1 · · ·a1−k)sE|b−k|s
]
,
et si 1 ≤ s < κ, on utilise l’ine´galite´ de Ho˝lder a` la place de la concavite´, ce qui
donne :
(E|R1|s)1/s ≤
∞∑
k=0
[
(E(a0a−1 · · ·a1−k)s)1/s(E|b−k|s)1/s
]
.
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Comme la suite (bn) est iid, les termes E|b−k|s sont tous constants e´gaux a` E|b0|s. De
plus, cette espe´rance est finie. En effet, on a E|b0|s ≤ (E|b0|κ)s/κ <∞ par hypothe`se.
De plus, la proposition 2.1 et le corollaire 2.2 impliquent que les se´ries∑
k
[E(a0a−1 · · ·a1−k)s]1/s et
∑
k
E(a0a−1 · · ·a1−k)s
sont convergentes par le crite`re de Cauchy. Ainsi E|R1|s <∞ pour tout s < κ. 2
Pour montrer que chaque Gi(x, ·) est directement Riemann inte´grable, on suit le
me´thode de [30] qui repose sur les deux lemmes suivants.
Lemme 5 Si f est dans L1(R), alors la fonction
fˇ(t) =
∫ t
−∞
e−(t−u)f(u)du
est directement Riemann inte´grable.
Lemme 6 Soient X et Y deux variables ale´atoires re´elles de´finies sur un meˆme
espace de probabilite´. Alors on a :∫ ∞
0
∣∣P(X > t)− P(Y > t)∣∣tκ−1dt = 1
κ
E
∣∣(X+)κ − (Y +)κ∣∣,
ou` X+ de´signe la partie positive de X.
Proposition 2.4 Pour tous i et x, les applications t 7−→ Gi(x, t) sont directement
Riemann inte´grables sur R.
De´monstration
Pour tout i, on pose Pi(·) = P(· | a0 = e1), et Ei l’espe´rance correspondante.
Alors, pour tous x, t, on a :
Gi(x, t)
µ(i)
= e−t
∫ et
0
uκ[Pi(xR1 > u)− Pi(xa0R0 > u)]du
= e−t
∫ t
−∞
evκ[Pi(xR1 > e
v)− Pi(xa0R0 > ev)]evdv
=
∫ t
−∞
e−(t−v)evκ[Pi(xR1 > ev)− Pi(xa0R0 > ev)]dv
= gˇi(x, t),
avec gi(x, t) = e
tκ[Pi(xR1 > e
t)− Pi(xa0R0 > et)]. Donc d’apre`s le lemme 5, Gi(x, ·)
est directement Riemann inte´grable de`s que gi(x, ·) est inte´grable sur R. Or on a :∫ ∞
−∞
|gi(x, t)|dt =
∫ ∞
−∞
etκ|Pi(xR1 > et)− Pi(xa0R0 > et)|dt
=
∫ ∞
0
uκ−1|Pi(xR1 > u)− Pi(xa0R0 > u)|du.
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Le lemme 6 donne une autre expression de cette dernie`re quantite´ :∫ ∞
0
uκ−1|Pi(xR1 > u)− Pi(xa0R0 > u)|du
=
1
κ
Ei
∣∣((xR1)+)κ − ((xa0R0)+)κ∣∣
=
1
κ
Ei
∣∣((xa0R0 + xb0)+)κ − ((xa0R0)+)κ∣∣.
On e´crit cette dernie`re quantite´ comme une somme de quatre inte´grales I1, I2, I3 et
I4 avec
I1 =
1
κ
Ei[1I−xb0<xa0R0≤0(xa0R0 + xb0)
κ],
I2 =
1
κ
Ei[1I0<xa0R0≤−xb0(xa0R0)
κ],
I3 =
1
κ
Ei
[
1Ixb0>01Ixa0R0>0
(
(xa0R0 + xb0)
κ − (xa0R0)κ
)]
,
I4 =
1
κ
Ei
[
1I0<−xb0≤xa0R0
(
(xa0R0)
κ − (xa0R0 + xb0)κ
)]
.
Ces quatre indicatrices recouvrent bien tous le scas possibles, puisque si xa0R0 < 0 et
xb0 < 0, ou xa0R0 ≤ −xb0 < 0 ou xa0R0 < 0 < −xb0 alors les dexu parties positives
ci-dessus sont simultane´ment nulles. On va maintenant montrer que chacune de ces
quatres expressions est finie, ce qui preouvera notre proposition. Majoration de I1 :
I1 =
1
κ
Ei[1I−xb0<xa0R0≤0(xa0R0 + xb0)
κ]
≤ 1
κ
Ei
[(
(xb0)
+
)κ]
≤ 1
κ
E[|b0|κ1Ia0=ei ]µ(i)
≤ µ(i)
κ
E[|b0|κ],
et cette dernie`re quantite´ est finie par hypothe`se. Majoration de I2 :
I2 =
1
κ
Ei[1I0<xa0R0≤−xb0(xa0R0)
κ]
≤ 1
κ
Ei
[(
(xb0)
+
)κ]
< ∞,
de meˆme que pour I1. Pour majorer I3 et I4, on rappelle les ine´galite´s ge´ne´rales
suivantes : pour tous r > 0, et x, y re´els, on a
|x+ y|r ≤ cr(|x|r + |y|r),
avec cr = max{2r−1, 1}. On utilisera aussi le re´sultat de convexite´ suivant :∣∣|x|r − |y|r∣∣ ≤ { |x− y|r si 0 < r ≤ 1
r|x− y|max{|x|, |y|}r−1 si r > 1
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On distingue maintenant deux cas selon que κ est infe´rieur a` 1 ou non. Si κ ≤ 1, on
a :
I3, I4 ≤ 1
κ
Ei|xb0 + xa0R0 − xa0R0|κ
=
1
κ
Ei|b0|κ
< ∞.
Si κ > 1, en utilisant ce qui pre´ce`de on trouve
I3 ≤ Ei[|xb0 + xa0R0|κ−1|b0|]
≤ cκ−1Ei[|b0||κ−1|b0|] + cκ−1Ei[|b0||a0R0|κ−1].
Or sous la probabilite´ Pi, R0 est inde´pendant de (a0, b0), donc il vient
I3 ≤ cκ−1Ei|b0|κ + cκ−1eκ−1i Ei|b0|Ei|R0|κ−1,
et cette dernie`re quantite´ est finie puisque κ > 1 et par la proposition 2.3. De meˆme,
pour I4 on a :
I4 ≤ Ei[|b0||a0R0|κ−1]
< ∞.
Donc G est bien directment Riemann inte´grable. 2
2.4.4 Queue de la distribution
On a donc prouve´ que la matrice F et le vecteur G satisfont les hypothe`ses du
the´ore`me de renouvellement 1.4. Donc pour tous i et x, avec les notations de ce
the´ore`me, on a la convergence suivante :
Zi(x, t) −−−→
t→∞
1
γ
mi
p∑
j=1
[
uj
∫ ∞
−∞
Gj(x, s)ds
]
.
En sommant sur i, on obtient :
z(x, t) −−−→
t→∞
1
γ
p∑
j=1
[
uj
∫ ∞
−∞
Gj(x, s)ds
]
, (2.15)
car
∑
mi = 1 d’apre`s l’hypothe`se (1.6). Cette limite est aussi celle de t
κP(xR1 > t)
par le lemme 4. On a donc les limites suivantes :
tκP(R1 > t) −−−→
t→∞
1
γ
p∑
j=1
[
uj
∫ ∞
−∞
Gj(1, s)ds
]
,
tκP(R1 < −t) −−−→
t→∞
1
γ
p∑
j=1
[
uj
∫ ∞
−∞
Gj(−1, s)ds
]
.
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On reconnait une expression similaire a` celle des constantes C+ et C− de [30] en
tenant compte des calculs faits dans la preuve de la proposition 2.4. Comme Gi(1, t)
est a` priori diffe´rent de Gi(−1, t), les deux limites obtenues sont a` priori diffe´rentes.
Pour obtenir un vrai e´quivalent, il reste a` prouver que ces limites sont non nulles.
En fait, on montre seulement que la somme des deux limites est non nulle de meˆme
que dans le cas iid. On ne peut pas espe´rer faire mieux en ge´ne´ral, comme le montre
le cas particulier ou` b0 est de signe constant.
2.5 La somme des limites est non nulle
Cette section est une premie`re e´tape vers la preuve que la somme des limites
pre´ce´dentes est non nulle. On commence par e´tudier le cas particulier simple ou` b0
est de signe constant.
2.5.1 Cas particulier : b0 est de signe constant
L’e´quation (2.6) de´finit les fonctions ψi dont les Gi sont les re´gularise´es :
ψi(x, t) = P(t− xb0 < xa0R0 ≤ t, a0 = ei)− P(t < xa0R0 ≤ t− xb0, a0 = ei).
Si b0 ≥ 0 et x = 1, ou b0 ≤ 0 et x = −1, on a xb0 ≥ 0 et pour tous i et t la probabilite´
P(t < xa0R0 ≤ t− xb0, a0 = ei) est nulle. On a ainsi
Gi(x, t) = e
−t
∫ et
0
uκψi(x, u)du = e
−t
∫ et
0
uκP(u− xb0 < xa0R0 ≤ u, a0 = ei)du ≥ 0.
De meˆme, si b0 ≤ 0 et x = 1, ou b0 ≥ 0 et x = −1, on a xb0 ≤ 0, et la probabilite´
P(t− xb0 < xa0R0 ≤ t, a0 = ei) est nulle pour tous i et t. Ainsi on a :
Gi(x, t) = −e−t
∫ et
0
uκP(u < xa0R0 ≤ u− xb0, a0 = ei)du ≤ 0.
Donc, a` x fixe´, tous les Gi(x, ·) sont de signe constant et ont le meˆme signe. Raison-
nons par l’absurde et supposons que lim z(x, t) = 0. Alors la formule (2.15) implique
que
1
γ
p∑
j=1
[
uj
∫ ∞
−∞
Gj(x, y)dy
]
= 0.
Comme γ et tous les uj sont strictement positifs, et que les Gj sont de meˆme signe
constant a` x fixe´, ceci implique que Gj(x, t) = 0 pour tout j et tout t ∈ R puisque
Gj est continue. Ainsi, on a Z(x, t) = U ∗G(x, t) = 0 pour tout t, et aussi z(x, t) = 0.
Donc il vient P(xR1 > t) = 0 pour presque tout t positif.
– Si b0 ≥ 0, on a R1 ≥ 0, ce qui contredit P(xR1 > t) = 0 si x = 1. Ainsi
lim z(1, t) > 0. Et clairement lim z(−1, t) = 0.
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– Si b0 ≤ 0, on a R1 ≤ 0, ce qui contredit P(xR1 > t) = 0 si x = −1. Ainsi
lim z(−1, t) > 0. Et clairement lim z(1, t) = 0.
Le cas particulier du the´ore`me 2.1 est ainsi de´montre´.
2.5.2 Minoration de P(|R1| > t)
Etudions maintenant le cas ge´ne´ral ou` b0 change de signe. Comme dans le cas iid,
la premie`re e´tape pour montrer que la somme des limites est non nulle est d’obtenir
une minoration de la probabilite´ P(|R1| > t). Pour cela, on adapte la me´thode de
[30] de´crite au paragraphe 2.2.1.
Proposition 2.5 On peut trouver ε > 0 et une constante correspondante C > 0
tels que pour tout t assez grand, on ait :
P(|R1| > t) ≥ C P(sup
n
a0 · · ·a1−n > 2t
ε
).
La cle´ de cette minoration est une extension au cas markovien de l’ine´galite´ de
syme´trisation de Le´vy, suivie d’une extension du lemme de Feller-Chung (voir [14]).
Rappelons que R1 =
∑∞
k=0 a0 · · ·a1−kb−k. Pour tout n ≥ 1, on pose
Rn1 =
n−1∑
k=0
a0 · · ·a1−kb−k et Πn = a0 · · ·a1−n.
Pour e´tendre l’ine´galite´ de syme´trisation de Le´vy au cas markovien, on a besoin
d’une notion de me´diane conditionnelle a` notre chaˆıne de Markov inverse´e.
De´finition 16 Soient 0 ≤ j ≤ k et X une variable ale´atoire σ(a−j, . . . a−k)-mesu-
rable. On note medi(X) sa me´diane conditionnellement a` a−j = ei : elle ve´rifie
P(medi(X) ≤ X | a−j = ei) ≥ 1
2
, et P(medi(X) ≥ X | a−j = ei) ≥ 1
2
.
On note med−(X) = min1≤i≤p{medi(X)}.
Cette nouvelle me´diane a la proprie´te´ suivante pour tout i :
P(med−(X) ≤ X | a−j = ei) ≥ P(medi(X) ≤ X | a−j = ei) ≥ 1
2
.
On peut maintenant donner l’extension de l’ine´galite´ de syme´trisation de Le´vy.
Lemme 2.2 Pour tous t > 0 et n ≥ 1, on a :
P
(
max
1≤j≤n
{
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)}
> t
)
≤ 2P(Rn1 > t).
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De´monstration
Soit T = inf
{
j ≤ n t.q. Rj1 + Πjmed−
(
Rn1−Rj1
Πj
)
> t
}
si cet ensemble est non
vide, n + 1 sinon, et Bj =
{
med−
(
Rn1−Rj1
Πj
)
≤ Rn1−Rj1
Πj
}
.
L’e´ve´nement (T = j) est dans la tribu engendre´e par a0, . . . , a1−j , b0, . . . , b1−j , et
Bj dans celle engendre´e par a−j , . . . , a1−n, b−j, . . . , b1−n. Donc ces deux e´ve´nements
sont inde´pendants conditionnellement a` a−j . De plus, pour tous i, j on a par de´fini-
tion de la me´diane conditionnelle :
P(Bj | a−j = ei) ≥ P
(
medi
(Rn1 − Rj1
Πj
)
≤ R
n
1 − Rj1
Πj
))
≥ 1
2
.
Ainsi, comme les produits Πj sont positifs, on a :
P(Rn1 > t) ≥ P
( n⋃
j=1
[Bj ∩ (T = j)]
)
=
n∑
j=1
p∑
i=1
P(Bj | a−j = ei)P(T = j | a−j = ei)µ(ei)
≥ 1
2
n∑
j=1
p∑
i=1
P(T = j | a−j = ei)µ(ei)
≥ 1
2
P(T ≤ n)
=
1
2
P
(
max
1≤j≤n
{
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)}
> t
)
,
par de´finition de T . C’est bien l’ine´galite´ recherche´e. 2
Sous nos hypothe`ses, quand n tend vers l’infini, Rn1 tend vers R1, et a` j fixe´
Π−1j (R
n
1 −Rj1) tend vers une variable ale´atoire R̂ qui a la meˆme loi que R1. On pose
m0 = med−(R1) = med−(R̂), et on fait tendre n vers l’infini dans le lemme 2.2. On
obtient alors, pour tout t > 0,
P
(
sup
j
{Rj1 +Πjm0} > t
)
≤ 2P(R1 > t). (2.16)
En remplac¸ant R1 par−R1, on obtient une formule similaire, et ainsi en additionnant
les deux, on a pour tout t > 0 :
P(sup
j
|Rj1 +Πjm0| > t) ≤ 2P(|R1| > t). (2.17)
On peut minorer la premie`re probabilite´ par une formule faisant intervenir les
diffe´rences successives : pour tout t > |m0|, on a
P(sup
n
{Rn1 +Πnm0} > t) ≥ P(∃n t.q. |(Rn+11 +Πn+1m0)− (Rn1 +Πnm0)| > 2t),
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ou` R01 vaut 0, et Π0 vaut 1. Or cette diffe´rence se calcule explicitement :
(Rn+11 +Πn+1m0)− (Rn1 +Πnm0) = a0 · · ·a1−nb−n + (Πn+1 − Πn)m0
= Πn
(
b−n + (a−n − 1)m0
)
.
Donc de l’ine´galite´ (2.17) on de´duit que pour tout ε > 0 on a :
P(|R1| > t) ≥ 1
2
P(∃n t.q. ∣∣Πn(b−n + (a−n − 1)m0)∣∣ > 2t)
≥ 1
2
P(∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m0∣∣ > ε). (2.18)
On utilise maintenant une extension de l’ine´galite´ de Feller-Chung (voir [14]) pour
transformer cette probabilite´ d’intersection en produit de probabilite´s et isoler le
terme en Πn.
Lemme 2.3 Pour tous t > |m0| et ε > 0 on a :
P
(
∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m0∣∣ > ε)
≥ min
1≤i≤p
P(|b0 + (ei − 1)m0| > ε)P
(
∃n t.q. Πn > 2t
ε
)
.
De´monstration
On pose A0 = ∅, An = {Πn > 2tε } et Bn = {|b−n + (a−n − 1)m0| > ε}. Condi-
tionnellement a` a−n, Bn est inde´pendant de A0, . . . , An. Donc on a :
P
( ∞⋃
n=1
[An ∩ Bn]
)
=
∞∑
n=1
P
(
Bn ∩An
n−1⋂
j=0
[Bj ∩Aj ]c
)
≥
∞∑
n=1
P
(
Bn ∩An
n−1⋂
j=0
Acj
)
=
∞∑
n=1
p∑
i=1
P(Bn | a−n = ei)P
(
An
n−1⋂
j=0
Acj | a−n = ei
)
µ(ei).
ou` Ac de´signe le comple´mentaire de l’ensemble A. Or, par la stationnarite´ du couple
(an, bn), et inde´pendance de ces deux suites, on a l’e´galite´ P(Bn | a−n = ei) =
P(|b0 + (ei − 1)m0| > ε). Ainsi il vient :
P
( ∞⋃
n=1
[An ∩ Bn]
) ≥ min
1≤i≤p
P(|b0 + (ei − 1)m0| > ε)P
( ∞⋃
n=1
An
)
,
ce qui correspond a` l’ine´galite´ annonce´e. 2
On peut maintenant donner la preuve de la proposition 2.5.
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De´monstration de la proposition 2.5
De l’e´quation (2.18) et du lemme 2.3 on de´duit que pour tous t > |m0| et ε > 0
on a :
P(|R1| > t) ≥ 1
2
min
1≤i≤p
P(|b0 + (ei − 1)m0| > ε)P(∃n t.q. Πn−1 > 2t
ε
).
Comme b0 n’est pas constant (sinon on est dans un des cas particuliers traite´s au
paragraphe 2.5.1), on peut trouver un coefficient ε > 0 assez petit pour que l’on ait
min1≤i≤p{P(|b0+ (ei− 1)m0| > ε)} > 0. Donc, il existe une constante C strictement
positive telle que pour tout t > |m0|, on ait :
P(|R1| > t) ≥ C P(sup
n
Πn >
2t
ε
),
et la proposition est de´montre´e. 2
Remarque La condition P(b0 = (1− a0)c) < 1 requise par [30] dans le cas iid pour
assurer la non nullite´ de la somme des constantes est automatiquement vraie
ici graˆce a` l’hypothe`se d’inde´pendance des deux suites (voir aussi la partie 2.9).
On est maintenant ramene´ a` l’e´tude du comportement asymptotique de ces pro-
duits Πn. C’est l’objet de la section suivante.
2.6 Etude du produit a0 · · · a1−n
Pour obtenir une estimation (dite de Crame´r) de la probabilite´ P(supn Πn >
t), on utilise la me´thode des hauteurs d’e´chelle donne´e dans [25] pour l’e´tude du
maximum d’une marche ale´atoire iid, et celle des marches ale´atoires associe´es qui
permet de transformer une marche a` drift ne´gatif en une marche a` drift positif.
Ces me´thodes ont e´te´ e´tendues aux marches markoviennes par E. Arjas et T. P.
Speed dans [1]. On commence par introduire quelques de´finitions et notations.
2.6.1 De´finitions et notations
On de´finit la notion de processus de renouvellement markovien (Markov renewal
process en anglais), par analogie avec un processus de renouvellement standard a`
pas iid (voir chapitre 1).
De´finition 17 Soient (Xn) une chaˆıne de Markov re´elle sur un espace d’e´tats fini,
f une fonction mesurable et (Yn) la suite Yn = f(Xn). On lui associe une marche
ale´atoire de la fac¸on suivante :
S0 = 0, Sn = Y1 + · · ·+ Yn.
On dit que le processus (Xn, Sn) est un processus de renouvellement markovien.
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De´finition 18 Une matrice semi-markovienne (ou sous-stochastique) est une ma-
trice positive dont la somme des lignes est infe´rieure ou e´gale a` 1. Si la somme de
chaque ligne vaut exactement 1, c’est alors une matrice markovienne ou stochas-
tique.
On associe a` un processus de renouvellement markovien une matrice semi-markovi-
enne ayant pour coordonne´es qij(t) = P(Xn = ej , Yn ≤ t | Xn−1 = ei), ou` les ei sont
les e´tats de la chaˆıne (Xn).
On conside`re la marche ale´atoire suivante. On pose S0 = 0 et pour tout entier n,
Sn =
n∑
k=1
log(a1−k) = log(a0 · · ·a1−n) = logΠn.
Le processus (a1−n, Sn) est donc un processus de renouvellement markovien (avec la
fonction f e´gale a` l’identite´), ou une marche ale´atoire a` re´gime markovien (Markov-
modulated random walk en anglais) dans la terminologie de S. Asmussen [4, 2]. On
note Q = (qij) sa matrice semi-markovienne :
qij(t) = P(a−n = ej , log a−n ≤ t | a1−n = ei) = 1It≥log ej
µ(ej)
µ(ei)
pji.
C’est aussi une matrice de distributions au sens du paragraphe 1.3.1.
De´finition 19 Le premier temps d’e´chelle de cette marche ale´atoire est
τ = τ1 = inf{n ≥ 1 t.q. Sn > 0},
et la premie`re hauteur d’e´chelle est Sτ .
Le processus d’e´chelle (a1−τ , Sτ ) est encore un processus de renouvellement marko-
vien d’apre`s la proprie´te´ de Markov forte. On lui associe la matrice semi-markovienne
H(t) dont les coordonne´es sont :
Hij(t) = P(τ <∞, Sτ ≤ t, a1−τ = ej | a1 = ei).
C’est aussi une matrice de distributions au sens de la partie 1.3.1. Comme Sτ > 0,
H a pour support la demi-droite positive.
Avant de poursuivre, on a besoin de connaˆıtre la re´partition des e´tats de l’espace
E autour de la valeur 1.
Lemme 2.4 Il existe un i tel que ei > 1.
De´monstration
Raisonnons par l’absurde. Si tous les e´tats ei e´taient infe´rieurs ou` e´gaux a` 1, alors
pour tout s > 0, la matrice tPs serait sous-stochastique, et donc de rayon spectral
infe´rieur ou e´gal a` 1 par la proposition 6. Or la fonction s 7−→ log ρ(Ps) est convexe,
de de´rive´e strictement ne´gative en 0 et ρ(Pκ) = 1, donc en particulier, pour tout
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s > κ, on a ρ(Ps) > 1 ce qui contredit notre hypothe`se. 2
Ainsi il existe des e´tats strictement supe´rieurs a` 1. Quite a` re´ordonner les e´tats,
on suppose que e1, . . . , eq > 1 et eq+1, . . . , ep ≤ 1.
Par de´finition du temps d’e´chelle, on a Sτ−1 ≤ 0 et Sτ > 0, ce qui implique que
log(a1−τ ) > 0, i.e. a1−τ > 1, donc a1−τ ∈ {e1, . . . , eq}q. Ainsi Hij = 0 pour tout
j > q. On note H la matrice carre´e extraite (Hij)1≤i,j≤q. De plus, Sτ ne peut pas
exce´der la valeur max log(ei) puisque Sτ−1 ≤ 0, donc H (et par conse´quent H) a un
support borne´.
De´finition 20 Par re´currence, on de´fininit le n-e`me temps d’e´chelle par
τn = inf{k > τn−1 t.q. Sk > Sτn−1},
et Sτn la hauteur d’e´chelle correspondante.
On ve´rifie qu’on a bien :
H
(n)
ij (t) = P(τn <∞, Sτn ≤ t, a1−τn = ej | a1 = ei),
ou` H(n) de´signe la n-e`me convole´e de H . On a aussi H(n) = H
(n)
, avec des notations
e´videntes. La fonction de renouvellement (voir de´finition 6) associe´e a` H sera note´e
Ψ =
∑∞
n=0H
(n), et celle associe´e a` H sera note´e Ψ.
Remarquons aussi que H(∞) et H(∞) ont le meˆme rayon spectral. En effet, pour
tout t on pose H˜(t) = (Hij(t))q+1≤i≤p, 1≤j≤q, de sorte que la matrice H(t) s’e´crit sous
forme de blocs de la fac¸on suivante :
H(t) =
(
H(t) 0
H˜(t) 0
)
.
Comme cette matrice est triangulaire par blocs, on en de´duit que ρ(H(∞)) =
ρ(H(∞)).
2.6.2 Etude du processus d’e´chelle
Comme dans [25] pour le cas iid, on veut maintenant utiliser un the´ore`me de
renouvellement. Ici, il est plus facile de de´montrer les hypothe`ses du the´ore`me 7
que d’appliquer directement les re´sultats de [1]. On cherche donc a` appliquer le
the´ore`me 7 avec F = H et α = κ. Certaines hypothe`ses sont imme´diatement
ve´rifie´es :
– Comme H(0) = 0, on a ρ(H(0)) < 1, donc l’hypothe`se i est ve´rifie´e.
– Comme tous les Hij(t) sont des probabilite´s, H(∞) est finie.
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– L’espe´rance Γ de Hκ(t) =
∫ t
0
e−κuH(du) est finie car on a vu que H est a`
support fini.
– L’hypothe`se que les log ei ne sont pas tous multiples entiers d’un meˆme nombre
assure encore la non-arithme´ticite´ de H.
Il reste donc a` de´montrer l’irre´ductibilite´ et l’ape´riodicite´, ainsi qu’a` calculer la va-
leur du rayon spectral de Hκ(∞).
On a pour tous 1 ≤ i, j ≤ q :
H ij(∞) = P(τ <∞, a1−τ = ej | a1 = ei)
≥ P(τ = 1, a1−τ = ej | a1 = ei)
= P(a0 > 1, a0 = ej | a1 = ei)
= P(a0 = ej | a1 = ei) = pjiµ(ej)
µ(ei)
.
Comme tous les µ(ei) sont strictement positifs, et que la matrice P est irre´ducible
et ape´riodique, on en de´duit que H(∞) est aussi irre´ducible et ape´riodique. Ceci
prouve en outre que H(∞) n’est pas la matrice nulle, donc il existe i et j tels que
Hij(0) < Hij(∞), et l’hypothe`se iii est aussi ve´rifie´e.
Calculons maintenant le rayon spectral de Hκ(∞). Pour cela, on suit la me´thode
de [1]. On introduit la transforme´e de Laplace Q̂(s) = (qˆij(s)) de la matrice Q :
qˆij(s) =
∫
estqij(dt) = e
s
j
µ(ej)
µ(ei)
pji = ∆
−1
s Ps∆s,
avec ∆s = diag(e
s
iµ(ei)). A cette conjugaison pre`s Q̂(s) n’est autre que la matrice
Ps. En particulier, Q̂(s) et Ps ont le meˆme rayon spectral, donc ρ
(
Q̂(κ)
)
= 1.
De plus, comme Pκ = F (∞), on a Pκm = m ou` m est le vecteur propre
de´fini par l’e´quation (1.6). Donc ∆−1κ m est un vecteur propre a` droite a` coor-
donne´es strictement positives de la matrice Q̂(κ) pour la valeur propre 1. Posons
Σ = ∆−1κ
tm = diag( mi
µ(ei)
). Alors la matrice :
Qκ(t) = Σ
−1
(∫ t
−∞
eκuQ(du)
)
Σ
est encore une matrice semi-markovienne puisque Qκ(∞) = Q̂(κ). Soit (κa1−n, κSn)
le processus de renouvellement markovien qui lui est associe´. Ceci revient a` faire un
changement de loi sur le processus (a1−n, Sn), par le meˆme type de transformation
que pour les marches ale´atoires associe´es dans le cas iid. En effet, dans ce cas la
transformation effectue´e sur la loi F du pas de la marche est F (dx) → eκxF (dx),
ou` κ est choisi de telle sorte que
∫
eκxF (dx) = 1. Si la marche de de´part a un drift
ne´gatif, la marche associe´e ainsi construite a un drif positif. On va voir que cette
proprie´te´ est encore vrai dans le cas markovien. Rappelons le re´sultat suivant de [1] :
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Proposition 7 La matrice Σ−1Hκ(∞)Σ est la matrice semi-markovienne associe´e
au processus d’e´chelle (κSτn), et l’espe´rance de log(
κa1−n) est la de´rive´e de s 7−→
log ρ(Q̂(s)) au point κ.
Or, on a vu que ρ(Q̂(s)) = ρ(Ps). De plus, log ρ(P0) = log ρ(Pκ) = 0, la de´rive´e
a` droite en 0 de s 7−→ log ρ(Ps) est strictement ne´gative (proposition 2.2) et cette
fonction est convexe (corollaire 2.1). Donc la de´rive´e de s 7−→ log ρ(Q̂(s)) en κ est
strictement positive, i.e. E[log(κa1−n)] > 0, et la marche (κSn) tend presque suˆrement
vers +∞ par le the´ore`me ergodique pour les chaˆınes de Markov. On rappelle main-
tenant la proposition 4.2 de [2] :
Proposition 8 Soient P une probabilite´ sur Ω et E l’espe´rance correspondante. On
note Hij(t) = P(τ <∞, Sτ ≤ t, a1−τ = ej | a1 = ei). Alors on a :
si E(log a0) > 0 alors ρ(H(∞)) = 1, et
si E(log a0) < 0 alors ρ(H(∞)) < 1.
On en de´duit que ρ(Σ−1Hκ(∞)Σ) = ρ(Hκ(∞)) = ρ(Hκ(∞)) = 1.
On a maintenant de´montre´ que les hypothe`se du the´ore`me 7 sont ve´rifie´es. On
va donc pouvoir l’appliquer dans le paragraphe suivant.
2.6.3 Comportement asymptotique du maximum
Soit M = supn Sn = supn Sτn , le maximum de la marche ale´atoire (Sn). On va
exprimer la probabilite´ P(M ≤ t | a1 = ei) a` l’aide de la fonction de renouvellement
Ψ. Par de´finition de H , on a, pour tous 1 ≤ i ≤ p :
P(M ≤ t | a1 = ei) =
∞∑
n=1
P(τn <∞, Sτn ≤ t, τn+1 =∞ | a1 = ei)
=
∞∑
n=1
p∑
j=1
P(τn <∞, Sτn ≤ t, τn+1 =∞, a1−τn = ej | a1 = ei)
=
∞∑
n=1
p∑
j=1
[
P(τn <∞, Sτn ≤ t, a1−τn = ej | a1 = ei)×
(1− P(τn+1 <∞ | a1−τn = ej)
]
=
∞∑
n=1
p∑
j=1
[
H
(n)
ij (t)
(
1−
p∑
k=1
Hjk(∞)
)]
=
p∑
j=1
[
Ψij(t)
(
1−
p∑
k=1
Hjk(∞)
)]
,
et si i ≤ q ceci devient :
P(M ≤ t | a1 = ei) =
q∑
j=1
[
Ψij(t)
(
1−
q∑
k=1
Hjk(∞)
)]
.
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Quand t tend vers l’infini, le the´ore`me 7 donne alors l’e´quivalent suivant :
1− P(M ≤ t | a1 = ei) =
q∑
j=1
[(
1−
q∑
k=1
Hjk(∞)
) ∫ ∞
t
e−κu(eκuΨij)(du)
]
∼
q∑
j=1
[(
1−
q∑
k=1
Hjk(∞)
) ∫ ∞
t
e−κu
1
γ
miujdu
]
=
q∑
j=1
[(
1−
q∑
k=1
Hjk(∞)
)1
γ
miuj
]
e−κt, (2.19)
ou` m et u sont des vecteurs propres a` coordonne´es strictement positives de Hκ(∞),
normalise´s comme en (1.6), et γ = tuΓm > 0.
Enfin, il reste a` prouver qu’il existe j ≤ q tel que la quantite´ 1−∑qk=1Hjk(∞)
soit strictement positive. Or la proposition 8 dit que ρ(H(∞)) = ρ(H(∞)) < 1 car
E log |a0| < 0 (hypothe`se (2.3)). Donc H(∞) n’est pas une matrice stochastique et
ainsi il existe j ≤ q tel que 1−∑qk=1Hjk(∞) > 0.
2.6.4 Conclusion
Donc on a de´montre´ que le terme de droite dans la limite (2.19) est strictement
positif, et ainsi quand t tend vers l’infini on a :
eκtP(M > t) ≥
q∑
i=1
eκtP(M > t | a1 = ei)µ(ei) ≥ C > 0, (2.20)
ou` C est une constante strictement positive dont la valeur peur changer d’une ligne
a` l’autre. Enfin en regroupant l’e´quation (2.20) et la proposition 2.5, on obtient,
pour t assez grand :
tκP(|R1| > t) ≥ CtκP(sup
n
Πn >
2t
ε
)
= CtκP(sup
n
logΠn > log
2t
ε
)
= CtκP(M > log
2t
ε
)
≥ Ctκt−κ
≥ C > 0.
Et donc avec les notations du the´ore`me 2.1 on a L(−1)+L(1) > 0. Le the´ore`me 2.1
est donc maintenant inte´gralement de´montre´.
2.7 De´monstration du the´ore`me 2.2
On suppose maintenant que les hypothe`ses du the´ore`me 2.2 sont ve´rifie´es. Comme
dans les sections pre´ce´dentes, il s’agit de montrer que F˜ et G˜ ve´rifient les hypothe`ses
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du the´ore`me 1.4, appliquer ce the´ore`me et montrer que la limite trouve´e est non nulle.
Comme dans le cas positif, on remarque tout de suite que F˜ij(∞) est finie et que son
espe´rance Γ˜ est bien de´finie. Et l’hypothe`se que les log |ei| ne sont pas tous multiples
entiers d’un meˆme nombre donne encore la non arithme´ticite´ de F˜ .
Pour les autres points, on s’appuie le travail de´ja` fait dans le cas positif. Rappe-
lons que l’on a e1, . . . e` > 0 et e`+1, . . . ep < 0 pour un 0 ≤ ` ≤ p− 1. Pour tout re´el
t, soit F (t) la matrice (|ei|κpji1It≥log |ei|)1≤i,j≤p. C’est une matrice positive, et on a :
F˜ =

(F )1≤i≤`, 1≤j≤p 0
0 (F )`+1≤i≤p, 1≤j≤p
0 (F )1≤i≤`, 1≤j≤p
(F )`+1≤i≤p, 1≤j≤p 0
 . (2.21)
On va appliquer les re´sultats pre´ce´dents a` F et en de´duire les proprie´te´s de F˜ . Graˆce
au travail effectue´ dans le cas positif, on sait que F (∞) est irre´ductible, ape´riodique
et de rayon spectral e´gal a` 1.
2.7.1 Irre´ductibilite´
L’irre´ductibilite´ de F (∞) n’entraine pas ne´cessairement celle de F˜ (∞). En effet,
la matrice A1 suivante est irre´ductible, mais la matrice B1 associe´e pour ` = 1 ne
l’est pas (pour la partition ({1, 3, 5}, {2, 4, 6})).
A1 =
 1 0 11 0 1
0 1 0
 B1 =

1 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 1 0 1
1 0 1 0 0 0
0 1 0 0 0 0
 .
Pour pre´ciser ce phe´nome`ne, on introduit une nouvelle de´finition.
De´finition 21 Soit A = (aij)i≤i,j≤p une matrice positive et 0 ≤ ` ≤ p−1 un entier.
On dit que A est `-re´ductible si il existe (I, J) une partition (e´ventuellement triviale)
de {1, . . . , p} telle que
•Pour tout 1 ≤ i ≤ ` si i ∈ I, alors aij = 0 ∀j ∈ J,
si i ∈ J, alors aij = 0 ∀j ∈ I.
•Pour tout `+ 1 ≤ i ≤ p si i ∈ I, alors aij = 0 ∀j ∈ I,
si i ∈ J, alors aij = 0 ∀j ∈ J.
Dans le cas contraire on dit que A est `-irre´ductible.
Dans le paragraphe 2.8, nous e´tudirons plus en de´tail cette notion de `-irre´-
ductibilite´. En particulier, la proposition 2.6 implique ici que la matrice F˜ (∞) est
irre´ductible si et seulement si la matrice F (∞) est `-irre´ductible.
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Pour la suite de la de´montration du the´ore`me 2.2, on va donc distinguer deux
cas, selon que tP , et donc en fait F (∞) est ou non `-re´ductible pour la valeur de `
donne´e par le the´ore`me 2.2.
2.7.2 Cas tP `-irre´ductible
On suppose dans ce paragraphe que la matrice tP est `-irre´ductible. Dans ce
cas, F (∞) est e´galement `-irre´ductible pour l’exposant κ fixe´ par le the´ore`me 2.2,
et par la proposition 2.6, F˜ (∞) est irre´ductible. De plus, par construction on a
‖F˜ (∞)n‖ ≤ ‖F (∞)n‖ pour tout n. Comme F (∞) est ape´riodique par les re´sultats du
cas positif, cette suite de normes est donc borne´e. Montrons que les autres proprie´te´s
de la matrice F se transmettent a` la matrice F˜ .
Lemme 2.5 Soient A = (aij)i≤i,j≤p une matrice positive, 0 ≤ ` ≤ p− 1 un entier,
et
B =

(aij)1≤i≤l, 1≤j≤p 0
0 (aij)l+1≤i≤p, 1≤j≤p
0 (aij)1≤i≤l, 1≤j≤p
(aij)l+1≤i≤p, 1≤j≤p 0
 .
Alors A et B ont le meˆme rayon spectral.
De´monstration
Calculons le polynoˆme caracte´ristique de B. En ajoutant les p dernie`res colonnes
de B−XI2p aux p premie`res, puis en soustrayant les p premie`res lignes de la matrice
ainsi obtenue aux p dernie`res, on obtient det(B−XI2p) = det(A−XIp)det(A1−XIp),
ou` A1 est la matrice suivante :
A1 =
(
(aij)1≤i≤l, 1≤j≤p
(−aij)l+1≤i≤p, 1≤j≤p
)
.
Ainsi le rayon spectral de B est le maximum de celui de A et de celui de A1. Comme
A est positive et que coordonne´e par coordonne´e |A1| = A, la proposition 4 implique
que ρ(A1) ≤ ρ(A). Donc ρ(B) = ρ(A). 2
Ainsi le rayon spectral de F˜ (∞) est bien e´gal a` 1 puisque celui de F (∞) l’est.
Remarquons aussi que si λ est une valeur propre de A, et X un vecteur propre
associe´, alors on a Bt(tX, tX) = t(t(AX), t(AX)) = λt(tX, tX), et donc t(tX, tX) est un
vecteur propre de B pour la meˆme valeur propre. Soient m et u des vecteurs propres
de F (∞) pour la valeur propre 1, a` coordonne´es strictement positives et tels que∑
mi =
∑
miui = 1. Alors m˜ =
1
2
t(tm, tm) est un vecteur propre a` droite de F˜ (∞)
a` coordonne´es strictement positives et
∑
m˜i = 1. Et u˜ =
t(tu, tu) un vecteur propre
a` gauche a` coordonne´es strictement positives ve´rifiant
∑2p
i=1 u˜im˜i =
∑p
i=1 uimi = 1.
Soit U˜ =
∑∞
k=0 F˜
(k) la fonction de renouvellement associe´e a` F˜ . On veut de´mon-
trer que pour tout t re´el U˜(t) est fini. Or pour tout t, on a F˜ij(t) ≤ Fi¯j¯(t) (ou` i¯ = i
si i ≤ p et i−p sinon), et il en est de meˆme pour leur k-e`me produit de convolution.
De plus on a vu dans le cas positif que U(t) <∞, ou` U =∑∞k=0 F (k) est la fonction
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de renouvellement associe´e a` F . Donc il en est de meˆme pour U˜(t).
Comme dans le cas positif, pour de´montrer que Z˜ = U˜ ∗ G˜, il suffit de prouver
que F˜ (n) ∗ Z˜ −−−→
n→∞
0. Or on a vu au paragraphe 2.3 que :
(F˜ ∗ Z˜)i(t) =
p∑
j=1
e−(t−log |ei|)
∫ et−log |ei|
0
|ei|κpjiuκP(±R1 > u, a0 = ej)du
= e−t
∫ et
0
uκP(±a0R0 > u, a0 = ei)du.
On obtient de meˆme pour tout n l’e´galite´ suivante :
(F˜ (n) ∗ Z˜)i(t) = e−t
∫ et
0
uκP(±a0 · · ·a1−nR1−n > u, a0 = ei)du,
et donc, comme dans le cas positif, on a :
p∑
i=1
(F˜ (n) ∗ Z˜)i(t) = e−t
∫ et
0
uκP(±a0 · · ·a1−nR1−n > u)du.
Or on a vu que la limite (2.14) assure que le produit a0 · · ·a1−n tend vers 0. Donc
pour tout u > 0, le the´ore`me de convergence domine´e implique que la probabilite´
P(±a0 · · ·a1−nR1−n > u) tend aussi vers 0, car R < ∞ presque suˆrement et est
stationnaire. Ainsi la suite
(∑p
i=1(F˜
(n) ∗ Z˜)i(t)
)
tend vers 0, et comme tous les
termes de cette somme sont positifs, chacun tend vers 0. On a donc, comme annonce´
Z˜ = U˜ ∗ G˜.
On a G˜i(t) = Gi¯(±1, t) et cette fonction est directement Riemann inte´grable sous
les hypothe`ses du the´ore`me 2.2, de meˆme que dans le cas positif.
On a donc prouve´ que F˜ et G˜ ve´rifient toutes les hypothe`ses du the´ore`me 1.4.
Donc pour tous i, t, on a la limite suivante, avec γ˜ = tu˜Γ˜m˜,
Z˜i(t) −−−→
t→∞
1
γ˜
m˜i
2p∑
j=1
u˜j
∫ ∞
−∞
G˜j(s)ds ∀ 1 ≤ i ≤ 2p. (2.22)
Remarquons que γ˜ = γ = tuΓm ou` Γ de´signe l’espe´rance de F . En effet, on a :
tu˜Γ˜m˜ =
1
2
(tu, tu)

(γij)1≤i≤l, 1≤j≤p 0
0 (γij)l+1≤i≤p, 1≤j≤p
0 (γij)1≤i≤l, 1≤j≤p
(γij)l+1≤i≤p, 1≤j≤p 0
( mm
)
.
Donc γ˜ = 1
2
(tuΓm+tuΓm) = γ. En sommant les termes de la limite (2.22), on obtient
pour tout x dans {−1, 1} :
z(x, t) −−−→
t→∞
1
γ
p∑
j=1
uj
∫ ∞
−∞
(
Gj(−1, s) +Gj(1, s)
)
ds, (2.23)
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et on utilise a` nouveau le lemme 4 pour obtenir la queue de la distribution de R1.
Remarquons aussi que la formule (2.23) donne l’e´galite´ des deux limites pour x = 1
et x = −1, et qu’on retrouve la formule C = C+ + C− du paragraphe 2.2.1.
2.7.3 Cas tP `-re´ductible
Supposons maintenant que la matrice tP est `-re´ductible. Dans ce cas, on sait par
la remarque suivant la de´monstration de la proposition 2.6 qu’il existe une partition
non triviale (I, J) de {1, . . . , 2p} telle que pour tous (i, j) dans I × J on ait F˜ij =
F˜ji = 0. De plus, I et J sont de cardinal p et leur restriction a` l’ensemble {1, . . . , p}
est encore une partition. Pour fixer les notations, on supposera que l’e´le´ment 1 est
dans l’ensemble I. Cette proprie´te´ de re´ductibilite´ implique que le syste`me (2.11) se
de´compose en deux sous-syste`mes inde´pendants de taille p, l’un pour les (Z˜i)i∈I et
l’autre pour les (Z˜j)j∈J . La matrice associe´e a chacun de ces deux syste`mes est la
matrice F qui ve´rifie les hypothe`se du the´ore`me de renouvellement 1.4 comme on
l’a vu au cas positif. Dans la section pre´ce´dente, on a vu aussi que pour tout i, G˜i
est directement Riemann inte´grable. Donc on peut appliquer le the´ore`me 1.4 et on
obtient pour tout i dans I :
Z˜i(t) −−−→
t→∞
1
γ
mi¯
∑
k∈I
uk¯
∫ ∞
−∞
G˜k(s)ds,
et pour tout j dans J :
Z˜j(t) −−−→
t→∞
1
γ
mj¯
∑
k∈J
uk¯
∫ ∞
−∞
G˜k(s)ds.
En sommant ces e´galite´s, on obtient :
z(1, t) −−−→
t→∞
1
γ
p∑
k=1
uk
∫ ∞
−∞
(
1II(k)Gk(1, s) + 1IJ(k)Gk(−1, s)
)
ds,
et
z(−1, t) −−−→
t→∞
1
γ
p∑
k=1
uk
∫ ∞
−∞
(
1IJ(k)Gk(1, s) + 1II(k)Gk(−1, s)
)
ds.
Dans ce cas, on n’a plus ne´cessairement l’e´galite´ a` priori des deux limites quand
x = 1 et x = −1, mais leur somme a toujours la meˆme expression que dans le cas
pre´ce´dent ainsi que dans le cas iid.
2.7.4 Non nullite´ des limites
Il nous reste a` e´tablir que la somme de ces deux limites est non nulle. Pour cela,
la proprie´te´ de `-irre´ductibilite´ n’intervient plus. La preuve est donc commune aux
deux cas pre´ce´dents, puisque la somme des limites a la meˆme expression.
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Le cas particulier du paragraphe 2.5.1 lorsque b0 est de signe constant n’est
plus valable ici puisque les an peuvent changer de signe. Comme on l’a vu au pa-
ragraphe 2.5, on a besoin de supposer que b0 est non constante pour obtenir la
minoration de la proposition 2.5, c’est pourquoi on a rajoute´ cette hypothe`se dans
le the´ore`me 2.2 (voir aussi la partie 2.9 pour une hypothe`se alternative). A cette
diffe´rence pre`s, les re´sultats du paragraphe 2.5 peuvent encore s’e´tendre au cas
pre´sent.
Pour l’analogue du lemme 2.2, on n’a plus la proprie´te´ de positivite´ des produits
Πj. Mais on peut adapter la de´monstration pour obtenir quand meˆme le re´sultat,
en de´coupant les e´ve´nements selon le signe que prend le produit Πn.
On commence par de´finir une autre me´diane conditionnelle. Soit X une variable
ale´atoire. Avec les notations du paragraphe 2.5.2, on de´finit med+(X) par
med+(X) = max
1≤i≤p
{medi(X)}.
L’analogue du lemme 2.2 est alors le lemme suivant.
Lemme 2.6 Pour tous t > 0 et n ≥ 1, on a :
2P(R1 > t) ≥ P
(
max
1≤j≤n
{
1IΠj>0
[
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)]}
> t
)
+
P
(
max
1≤j≤n
{
1IΠj<0
[
[Rj1 +Πjmed+
(Rn1 − Rj1
Πj
)]}
> t
)
De´monstration
Par analogie avec le lemme 2.2, on de´finit les e´ve´nements suivants :
T+ = inf
{
j ≤ n t.q. Πj > 0 et Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)
> t
}
si cet ensemble est non vide, n+ 1 sinon,
T− = inf
{
j ≤ n t.q. Πj < 0 et Rj1 +Πjmed+
(Rn1 − Rj1
Πj
)
> t
}
si cet ensemble est non vide, n+ 1 sinon,
B+j =
{
med−
(Rn1 − Rj1
Πj
)
≤ R
n
1 − Rj1
Πj
}
, et B−j =
{
med+
(Rn1 −Rj1
Πj
)
≥ R
n
1 − Rj1
Πj
}
.
Les e´ve´nement (T+ = j) et (T− = j) sont dans la tribu engendre´e par a0, . . . , a1−j ,
et b0, . . . , b1−j, et les e´ve´nemets B
+
j et B
−
j dans celle engendre´e par a−j, . . . , a1−n,
b−j, . . . , b1−n. Donc ces e´ve´nements sont inde´pendants conditionnellement a` a−j . De
plus, pour tous i, j on a, par de´finition des me´dianes conditionnelles :
P(B+j | a−j = ei) ≥ P(medi
(Rn1 − Rj1
Πj
)
≤ R
n
1 −Rj1
Πj
)
) ≥ 1
2
,
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et
P(B−j | a−j = ei) ≥ P(medi
(Rn1 − Rj1
Πj
)
≥ R
n
1 − Rj1
Πj
)
) ≥ 1
2
.
Ainsi, on peut minorer la probabilite´ que Rn1 soit plus grand que t de la fac¸on
suivante :
P(Rn1 > t) ≥
n∑
j=1
[
P
(
Rj1 +Πj
(Rn1 −Rj1
Πj
)
> t,Πj > 0
)
+
P
(
Rj1 +Πj
(Rn1 − Rj1
Πj
)
> t,Πj < 0
)]
≥ P( n⋃
j=1
[
[(T+ = j) ∩B+j ] ∪ [(T− = j) ∩B−j ]
])
≥
n∑
j=1
p∑
i=1
[
P(T+ = j | a−j = ei)P(B+j | a−j = ei) +
P(T− = j | a−j = ei)P(B−j | a−j = ei)
]
≥ 1
2
n∑
j=1
p∑
i=1
[
P(T+ = j | a−j = ei) + P(T− = j | a−j = ei)
]
≥ 1
2
(
P(T+ ≤ n) + P(T− ≤ n)
)
=
1
2
[
P
(
max
1≤j≤n
{
1IΠj>0
[
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)]}
> t
)
+
P
(
max
1≤j≤n
{
1IΠj<0
[
Rj1 +Πjmed+
(Rn1 − Rj1
Πj
)]}
> t
)]
,
ce qui prouve le lemme. 2
De meˆme que dans le cas positif, sous nos hypothe`ses, quand n tend vers l’infini
Rn1 tend vers R1, et a` j fixe´ Π
−1
j (R
n
1 − Rj1) tend vers une variable ale´atoire R̂ qui a
la meˆme loi que R1. On pose m− = med−(R1) = med−(R̂) et m+ = med+(R1) =
med+(R̂) et on fait tendre n vers l’infini dans le lemme 2.6. On obtient alors, pour
tout t > 0,
P
(
sup
j
{1IΠj>0(Rj1+Πjm−)} > t
)
+P
(
sup
j
{1IΠj<0(Rj1+Πjm+)} > t
)
≤ 2P(R1 > t).
En remplac¸ant R1 par −R1, on obtient une formule similaire, et ainsi, pour tout
t > 0 il vient :
P
(
sup
j
1IΠj>0|Rj1 +Πjm−| > t
)
+ P
(
sup
j
1IΠj<0|Rj1 +Πjm+| > t
)
≤ 2P(|R1| > t).
On en de´duit par le meˆme raisonnement que dans le cas positif applique´ a` chacun
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de ces deux termes que pour tout ε > 0 on a pour tout t > max{|m+|, |m−|} :
P(|R1| > t) ≥ 1
2
P
(
∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m−∣∣ > ε)+
1
2
P
(
∃n t.q. Πn < −2t
ε
et
∣∣b−n + (a−n − 1)m+∣∣ > ε). (2.24)
On applique maintenant le lemme 2.3 a` chacune de ces deux probabilite´s, et on
obtient pour tous t > max{|m+|, |m−|} et ε > 0 :
P
(
∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m−∣∣ > ε)
≥ min
1≤i≤p
P(|b0 + (ei − 1)m−| > ε)P
(∃n t.q. Πn > 2t
ε
)
,
P
(
∃n t.q. Πn < −2t
ε
et
∣∣b−n + (a−n − 1)m+∣∣ > ε)
≥ min
1≤i≤p
P(|b0 + (ei − 1)m+| > ε)P
(∃n t.q. Πn < −2t
ε
)
.
Comme dans le cas positif, si b0 n’est pas constant on peut trouver ε > 0 tel que
min1≤i≤p{P(|b0+(ei−1)m−| > ε)} > 0 et min1≤i≤p{P(|b0+(ei−1)m+| > ε)} > 0. On
obtient donc l’analogue de la proposition 2.5 : il existe une constante C strictement
positive telle que pour tout t assez grand, on ait :
P(|R1| > t) ≥ C P(sup
n
|Πn| > 2t
ε
).
On de´finit ensuite une nouvelle marche markovienne (Sn) par Sn = log |a0 · · ·a1−n|,
et a` l’apparition des valeurs absolues pre`s, toute l’e´tude est identique. Donc dans tous
les cas la somme des limites est non nulle. En particulier, dans le cas `-irre´ductible, on
a l’e´galite´ des deux limites, donc cette limite unique est non nulle. La de´monstration
du the´ore`me 2.2 est ainsi comple`te.
2.8 Irre´ductibilite´
On donne maintenant les de´tails de l’e´tude de la notion de `-re´ductibilite´ et son
lien pre´cis avec la re´ductibilite´ usuelle. Par de´finition, ces deux notions d’irre´ducti-
bilite´ ne de´pendent pas de la valeur des coefficients des matrices concerne´es, mais
seulement du fait qu’ils soient nuls ou non. Pour visualiser ce type de proprie´te´s,
on associe a` une matrice A = (aij)1≤i,j≤p un graphe e´tiquete´ et oriente´ a` p sommets
nume´rote´s de 1 a` p. Une areˆte joint le sommet i au sommet j si et seulement si le co-
efficient aij est non nul. L’irre´ductibilite´ usuelle se traduit alors par l’existence d’un
chemin oriente´ permettant de joindre n’importe quel sommet a` tout autre sommet.
En particulier le graphe est alors connexe.
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(a)
2
4
6
1
35
(b)
Fig. 2.2 – (a) Graphe correspondant a` la matrice A1. (b) Graphe correspondant a` la
matrice B1.
On rappelle l’exemple des matrices A1 et B1 donne´ dans la partie pre´ce´dente :
A1 =
 1 0 11 0 1
0 1 0
 B1 =

1 0 1 0 0 0
0 0 0 1 0 1
0 0 0 0 1 0
0 0 0 1 0 1
1 0 1 0 0 0
0 1 0 0 0 0
 .
La figure 2.2 donne les graphes correspondants aux matrices A1 et B1. La matrice
A1 est irre´ductible. On constate que le graphe de B1 n’est pas connexe, donc en
particulier la matrice B1 est re´ductible. Le graphe donne aussi une partition pour
laquelle B1 est re´ductible : c’est la partition ({1, 3, 5}, {2, 4, 6}).
Il n’y a pas de lien direct entre les notions d’irre´ductibilite´ et de `-irre´ductibilite´.
En effet, la matrice A1 est irre´ductible mais elle est 1-re´ductible pour la partition
({1, 3}, {2}). La matrice A2 suivante
A2 =
 1 0 01 1 1
1 1 1

est 0-, 1- et 2-irre´ductible, mais elle est re´ductible pour la partition ({1}, {2, 3}).
La notion de `-irre´ductibilite´ de´pend aussi de la valeur de `. Ainsi, la matrice A1
est 1-re´ductible mais 2-irre´ductible. La matrice B′1 correspondant a` A1 pour cette
nouvelle valeur de ` est :
B′1 =

1 0 1 0 0 0
1 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 1 0 1
0 1 0 0 0 0
 ,
et son graphe est donne´ par la figure 2.3. Modifions maintenant la matrice A1 pour
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6
Fig. 2.3 – Graphe correspondant a` la matrice B′1
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(b)
Fig. 2.4 – (a) Graphe correspondant a` la matrice A3. (b) Graphe correspondant a` la
matrice B3.
la rendre 1-irre´ductible. Soient
A3 =
 1 0 11 0 1
1 1 0
 , B3 =

1 0 1 0 0 0
0 0 0 1 0 1
0 0 0 1 1 0
0 0 0 1 0 1
1 0 1 0 0 0
1 1 0 0 0 0
 ,
et leurs graphes donne´s par la figure 2.4.
En fait, si on se limite aux matrices A irre´ductibles le lien entre ces deux notions
de re´ductibilite´ est le suivant :
Proposition 2.6 Soient A = (aij)i≤i,j≤p une matrice positive irre´ductible, et 0 ≤
` ≤ p− 1 un entier. Alors la matrice B de´finie comme suit :
B =

(aij)1≤i≤`, 1≤j≤p 0
0 (aij)`+1≤i≤p, 1≤j≤p
0 (aij)1≤i≤`, 1≤j≤p
(aij)`+1≤i≤p, 1≤j≤p 0

est irre´ductible si et seulement si A est `-irre´ductible.
De´monstration de la proposition 2.6
• Supposons que A est `-re´ductible pour la partition (I, J). On pose I¯ = I∪(J+p)
et J¯ = J ∪ (I + p), de sorte que (I¯ , J¯) est une partition non triviale de {1, . . . , 2p}.
Soient i ∈ I¯ et j ∈ J¯ . Alors on a :
2.8. IRRE´DUCTIBILITE´ 79
1 ≤ j ≤ p p+ 1 ≤ j ≤ 2p
1 ≤ i ≤ ` bij = aij = 0 bij = 0
car i ∈ I et j ∈ J par de´finition de B
`+ 1 ≤ i ≤ p bij = 0 bij = ai,j−p = 0
par de´finition de B car j − p ∈ I et i ∈ I
p+ 1 ≤ i ≤ p+ ` bij = 0 bij = ai−p,j−p = 0
par de´finition de B car i− p ∈ J et j − p ∈ I
p+ `+ 1 ≤ i ≤ 2p bij = ai−p,j = 0 bij = 0
car i− p ∈ J et j ∈ J par de´finition de B
Remarquons qu’on a aussi pour tout i ∈ J¯ et j ∈ I¯ :
1 ≤ j ≤ p p+ 1 ≤ j ≤ 2p
1 ≤ i ≤ l bij = aij = 0 bij = 0
car i ∈ J et j ∈ I par de´finition de B
l + 1 ≤ i ≤ p bij = 0 bij = ai,j−p = 0
par de´finition de B car j − p ∈ J et i ∈ J
p+ 1 ≤ i ≤ p+ l bij = 0 bij = ai−p,j−p = 0
par de´finition de B car i− p ∈ I et j − p ∈ J
p+ l + 1 ≤ i ≤ 2p bij = ai−p,j = 0 bij = 0
car i− p ∈ I et j ∈ I par de´finition de B
De sorte que pour tous (i, j) ∈ I¯ × J¯ on a bij = bji = 0, et B est re´ductible.
• Supposons que B est re´ductible pour la partition non triviale (I, J). On pose :
I1 = I ∩ {1, . . . , p}, I2 = I ∩ {p+ 1, . . . , 2p},
J1 = J ∩ {1, . . . , p}, J2 = J ∩ {p+ 1, . . . , 2p},
et I = I1∩(I2−p), J = J1∩(J2−p) et K = (I ∪J )c, de sorte que (I,J ,K) est une
partition de {1, . . . , p}. Supposons que I est non vide. Alors la partition (I,J ∪K)
est non triviale.
Soit (i, j) ∈ I × J . Alors (i, j) et (i, j + p) sont dans I × J . Si i ≤ ` alors
aij = bij = 0 et si i > `, alors aij = bi,j+p = 0.
Soit (i, k) ∈ I × K. Alors soit k est dans I1 et k + p dans J2, et donc (i, k + p)
et (i + p, k + p) sont dans I × J , soit k est dans J1 et donc (i, k) et (i + p, k) sont
dans I × J . Dans le premier cas, si i ≤ ` alors aik = bi+p,k+p = 0 et si i > ` alors
aik = bi,k+p = 0. Dans le second cas, si i ≤ ` alors aik = bi,k = 0 et si i > ` alors
aik = bi+p,k = 0.
Ainsi pour tous (i, j) dans I × (J ∪K), on a aij = 0 ce qui contredit l’irre´ductibilite´
de A. Donc I est vide.
On montre de fac¸on analogue que J est vide, et on a donc I1 = J2 − p et
I2 = J1+ p. Conside´rons (I1, J1) la partition (e´ventuellement triviale) de {1, . . . , p}.
Soit 1 ≤ i ≤ `. Si i ∈ I1 alors pour tout j ∈ J1 on a aij = bij = 0, et si i ∈ J1,
alors i+ p ∈ I et pour tout j ∈ J1 on a aij = bi+p,j+p = 0.
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Soit ` + 1 ≤ i ≤ p. Si i ∈ I1 alors pour tout j ∈ I1, on a j + p ∈ J donc
aij = bi,j+p = 0, et si i ∈ J1, alors i+ p ∈ I et pour tout j ∈ J1 on a aij = bi+p,j = 0.
Ainsi A est `-re´ductible. 2
Remarque Comme on l’a vu dans cette de´monstration, et comme on le constate
sur la figure 2.2, si A est irre´ductible et `-re´ductible, la matrice B associe´e
ve´rifie une proprie´te´ plus forte que la re´ductibilite´ : son graphe se de´compose
en deux composantes connexes qui ont la meˆme structure que la graphe de A.
On a en fait deux copies distinctes de A.
2.9 Sur l’inde´pendance des suites (an) et (bn)
On peut affaiblir l’hypothe`se d’inde´pendance des deux suites (an) et (bn) admise
dans ce chapitre. Elle n’intervient en fait que dans la de´monstration de la proposi-
tion 2.3 et du lemme 2.3. Si on y regarde de plus pre`s, on voit que dans la proposi-
tion 2.3 on a seulement besoin de l’inde´pendance de b−n et de a0, . . . a1−n, en plus de
la stationnarite´ de la suite (an, bn). Quand au lemme 2.3, la proprie´te´ d’inde´pendance
peut eˆtre remplace´e par une hypothe`se d’absence de point fixe presque suˆr, comme
dans le cas iid.
Plus pre´cisemment, soit Fn la tribu engendre´e par a0, . . . a−n. La proprie´te´ qu’on
utilise dans la de´monstration de la proposition 2.3 est en fait l’inde´pendance entre
b−n et Fn−1.
Pour le lemme 2.3, on peut en modifier ainsi la de´monstration : min1≤i≤p P(|b0+
(ei − 1)m0| > ε) devient min1≤i≤p P(|b0 + (a0 − 1)m0| > ε | a0 = ei). Si on rajoute
l’hypothe`se que l’application affine ale´atoire x 7−→ a0x + b0 n’a pas de point fixe
presque suˆr pour toute valeur initiale constante de a0 : pour tous 1 ≤ i ≤ p on
suppose que P(b0 + a0x = x | a0 = ei) < 1, alors on peut encore trouver ε > 0 tel
que ce minimum soit non nul. Dans ce cas, on n’a plus besoin d’exclure le cas b0
constant dans le the´ore`me 2.2.
Ainsi, les the´ore`mes 2.1 et 2.2 restent valides si on remplace l’hypothe`se d’inde´-
pendance des deux suites (et b0 non constant) par les deux hypothe`ses suivantes :
1. (an, bn) est une suite stationnaire telle que pour tout n, b−n soit inde´pendante
de Fn−1,
2. pour tous 1 ≤ i ≤ p, on a P(b0 + a0x = x | a0 = ei) < 1.
L’hypothe`se d’absence de point fixe est alors une extension naturelle de celle faite
dans le cas iid pour obtenir la non nullite´ de la somme des deux limites.
2.10 Exemple de deux re´gimes
Dans le cas simple a` deux re´gimes p = 2, ou` la chaˆıne de Markov (an) ne prend
que deux valeurs, on peut expliciter certains calculs, comme celui de l’exposant κ
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ainsi qu’un crite`re d’existence.
2.10.1 Crite`re d’existence et calcul de l’exposant κ
Lorsque p = 2, l’espace d’e´tats est E = {e1, e2} et la matrice de transition
s’e´crit P =
(
p 1− p
1− q q
)
, avec 0 ≤ p, q ≤ 1. Comme P est irre´ductible et
ape´riodique, on a en fait p < 1, q < 1 et p + q 6= 0. L’unique loi invariante de P est
µ = 1
2−p−q (1− q, 1− p), et l’hypothe`se (2.3) se traduit par la condition
|e1|1−q|e2|1−p < 1. (2.25)
Pour tout s > 0, la matrice Ps s’e´crit :
Ps =
( |e1|sp |e1|s(1− q)
|e2|s(1− p) |e2|sq
)
,
et son polynoˆme caracte´ristique est :
χs(X) = X
2 − (|e1|sp+ |e2|sq)X + |e1e2|s(p+ q − 1).
Il a pour discriminant
∆s = |e1|2sp2 + |e2|2sq2 + 2|e1e2|s(pq − 2p− 2q + 2).
Comme Ps est une matrice irre´ductible (puisque P l’est et que les ei ne peuvent
eˆtre nuls) et positive, le the´ore`me 4 implique que son rayon spectral est une valeur
propre de Ps, donc ne´cessairement on a ∆s ≥ 0. On peut donc donner la valeur ρs
du rayon spectral de Ps :
ρs =
|e1|sp+ |e2|sq +
√
∆s
2
. (2.26)
Regardons maintenant dans lequel des deux cas admissibles de comportement de
la fonction s 7−→ log(ρs) on se trouve en fonction des valeurs de e1, e2, p et q :
1. soit ρs < 1 pour tout s et la solution stationnaire a des moments a` tout ordre,
2. soit ρs −→∞ quand s tend vers l’infini, et la solution stationnaire a une queue
polynoˆmiale d’ordre κ ou κ est l’unique point s > 0 tel que ρs = 1.
• Si |e1| ≤ 1 et |e2| ≤ 1.
Alors tPs est une matrice sous-stochastique pour tout s et donc de rayon spectral
toujours infe´rieur ou e´gal a` 1. On est alors dans le premier cas.
• Si |e1| > 1.
La condition (2.25) impose alors |e2| < 1. Deux cas se pre´sentent en fonction de la
valeur de p.
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Queue exponentielle
Queue polynomiale
e1
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−1
1
1−1
(b)
Fig. 2.5 – (a) Queue de la distribution pour p = 0.5, q = 0.7. (b) Queue de la distribution
pour p = 0, q = 0.7.
– Si p 6= 0, alors en faisant tendre s vers l’infini dans (2.26) on constate que ρs
tend vers l’infini, on est donc dans le deuxie`me cas.
– Si p = 0, alors l’expression de ρs et ∆s se simplifie :
ρs =
|e2|sq +
√
∆s
2
et ∆s = |e2|2sq2 + 4|e1e2|s(1− q),
et ρs tend vers l’infini si et seulement si ∆s tend vers l’infini, c’est-a`-dire si et
seulement si |e1e2| > 1. Cette dernie`re condition est ve´rifie´e si et seulement si
|e1| > |e2|−1.
La seconde condition est compatible avec la condition d’ergodicite´ (2.25) puisque
|e2| < 1 et 1/1− q > 1 : on a bien |e2|−1 < |e2|−1/1−q.
• Par syme´trie on a un re´sultat analogue si on suppose |e2| > 1.
Re´capitulons ces re´sultats, illustre´s par les figures 2.5. Les zones hachure´es en
trait plein correspondent au premier cas, et celles hachure´es en pointille´ corres-
pondent au second cas. L’ensemble de toutes les zones hachure´es correspond a` la
zone d’existence d’une solution stationnaire.
On est dans le premier cas si
– |e1| ≤ 1 et |e2| ≤ 1,
– p = 0 et 1 < |e1| ≤ |e2|−1,
– q = 0 et 1 < |e2| ≤ |e1|−1.
On est dans le second cas si
– |e1| > 1 et p 6= 0,
– p = 0 et |e2|−1 < |e1| < |e2|−1/1−q,
– |e2| > 1 et q 6= 0,
– q = 0 et |e1|−1 < |e2| < |e1|−1/1−p.
On peut e´tendre ces re´sultats partiellement aux dimensions supe´rieures (c’est
une forme de re´ciproque du lemme 2.4).
Proposition 2.7 Pour tout p ≥ 2, si tous les termes diagonaux de P sont non nuls,
on est dans le cas polynoˆmial si et seulement si il existe i tel que |ei| > 1.
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Fig. 2.6 – (a) La fonction log ρ(Ps). (b) Histogramme de 300 valeurs de l’estimateur de
Hill de κ chacune obtenue a` l’aide d’un e´chantillon de m = 5000 valeurs de Yn=2000.
De´monstration
Si tous les |ei| sont infe´rieurs ou e´gaux a` 1, la matrice Ps est sous-stochastique
pour tous s donc on est dans le premier cas.
Et s’il existe i tel que |ei| > 1, alors la trace de Ps tend vers l’infini quand s tend
vers l’infini. Comme c’est la somme des valeurs propres de Ps, ceci implique que son
rayon spectral tend aussi vers l’infini, et donc on est dans le second cas. 2
Si on ne suppose pas que tous les termes diagonaux de P sont non nuls, la
condition sur les ei pour eˆtre dans le second cas est plus complique´e a` expliciter
comme on vient de le voir pour p = 2.
2.10.2 Quelques simulations
On termine ce chapitre par quelques simulations qui illustrent les re´sultats pre´-
ce´dents, toujours pour le cas de la dimension 2. On choisit les valeurs suivantes :
p = 0.5, q = 0.7, e1 = 1.5, et e2 = 0.5,
et on suppose que b0 suit une loi normale centre´e re´duite. La condition (2.25) est
bien ve´rifie´e. La figure 2.1 donne´e en de´but de chapitre est trace´e avec ces valeurs.
Le trace´ de la fonction log ρ(Ps) est donne´ par la figure 2.6. Un calcul nume´rique
(avec le logiciel SCILAB) donne comme valeur approche´e pour l’exposant critique
κ = 1.3330929. On se propose de ve´rifier que la queue de la loi stationnaire est bien
de la forme Ltκ avec la me´thode de l’estimateur de Hill (voir [41]) que l’on rappelle
ci-dessous.
Soit X une variable ale´atoire a` valeurs dans R+, et F la queue de sa distribution,
i.e. F (t) = P(X > t). On suppose que F se comporte comme t−κ pour t grand. Plus
pre´cisemment, F (t) = L(t)t−κ ou` L est une fonction a` variation lente, i.e. posse´dant
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la proprie´te´ :
lim
t−→+∞
L(ts)
L(t)
= 1, ∀ s > 0.
L’estimateur propose´ par Hill pour l’exposant κ a` l’aide d’un e´chantillon x1, . . . , xn
de X est base´ sur les statistiques d’ordre de l’e´chantillon, que l’on note x(1), . . . , x(n).
L’estimateur de κ−1 propose´ est alors :
Sn =
1
kn
kn∑
i=1
[
log(x(n+1−i))− log(x(n+1−kn))
]
,
ou` (kn) est une suite d’entiers pre´cise´e dans la proposition suivante.
Proposition 9 Si 1 ≤ kn, kn → +∞ et n−1kn → 0, alors Sn converge en probabilite´
vers κ−1.
On simule la chaˆıne (ak) et les variables bk, puis la suite (Yk) a` l’aide de l’e´quation
re´cursive (2.1) jusqu’au rang n = 2000. On obtient ainsi une valeur de Y2000. Le
the´ore`me 8 assure que (Yn) converge vers la loi stationnaire. On re´pe`te l’ope´ration
m = 5000 fois pour obtenir un e´chantillon approche´ de la loi stationnaire, a` partir
duquel on calcule l’estimateur de Hill. En exe´cutant plusieurs fois le programme (ici
300 fois), on obtient un histogramme des valeurs de κ donne´es par l’estimateur de
Hill (figure 2.6). La moyenne en est 1.3781119, et la me´diane 1.3532018.
Chapitre 3
Queue de la distribution, cas
continu
3.1 Introduction
Nous avons vu dans le chapitre pre´ce´dent que le mode`le line´aire autore´gressif a`
re´gime markovien en temps discret de´fini par l’e´quation (2.1) a trouve´ de nombreuses
applications. Dans les anne´es 1990, les mode`les en temps continu se sont rapidement
de´veloppe´s en mode´lisation stochastique. Cet engouement s’explique en grande par-
tie par le succe`s rencontre´ par les e´quations diffe´rentielles stochastiques (EDS) en
mathe´matiques dites financie`res. Une autre raison plus lointaine et non financie`re
est que les mode`les en temps continu permettent d’analyser des donne´es dont le pas
d’e´chantillonnage est variable dans le temps. Ce type d’observations irre´gulie`rement
espace´es est courant en biologie ou en agronomie ou` les instants d’observation sont
rarement automatise´s.
La diffusion de Ornstein-Uhlenbeck a` re´gime markovien que nous allons pre´senter
et analyser dans ce chapitre fait partie des premiers mode`les en temps continu im-
portants en mode´lisation. Les re´sultats propose´s de´montrent que ce mode`le est ca-
pable de produire une loi stationnaire dont la queue a` l’infini posse`de un e´quivalent
(inversement) polynoˆmial (heavy tail en anglais), de meˆme qu’en temps discret.
Cette proprite´ de la loi stationnaire est l’une des caracte´ristique recherche´es en
mode´lisation e´conome´trique. Signalons a` ce propos une approche diffe´rente et popu-
laire qui consiste a` remplacer le mouvement brownien qui dirige l’EDS d’Ornstein-
Uhlenbeck par un processus de Le´vy ge´ne´ral : voir les travaux deO. E. Barndorff-
Nielsen et N. Shephard [6], et P. J. Brockwell [13].
Les proprie´te´s de ce type de processus de Ornstein-Uhlenbeck a` re´gime marko-
vien, en particulier des conditions d’ergodicite´ et d’existence de moments de la loi
limite sont donne´es par G. K. Basak, A. Bisi et M. K. Ghosh dans [7] et
X. Guyon, S. Iovleff et J.-F. Yao [36]. L’ide´e pour e´tudier le comportement
de cette diffusion est de discre´tiser l’e´quation pour se ramener a` un processus au-
tore´gressif en temps discret. L’e´tude de la queue de la loi stationnaire se fait alors
de la meˆme fac¸on que dans le chapitre pre´ce´dent.
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Dans la partie 3.2, on de´finit la diffusion de Ornstein-Uhlenbeck a` re´gime mar-
kovien et on en donne les premie`res proprie´te´s en rappelant les re´sultats principaux
de [36]. On fixera les notations de ce chapitre, et on e´noncera le the´ore`me principal
sur la queue de la distribution stationnaire. Les parties 3.3 a` 3.7 sont consacre´es a`
sa de´monstration.
3.2 Diffusion line´aire a` re´gime markovien
Commenc¸ons par pre´ciser ce qu’est une diffusion de Ornstein-Uhlenbeck a` re´gime
markovien et fixer les notations.
3.2.1 De´finitions et notations
Une diffusion de Ornstein-Uhlenbeck Y a` re´gime markovien se construit en deux
temps.
Soit X un processus markovien de saut (voir par exemple W. Feller, [25]) tel
que :
– son espace d’e´tats E = {1, . . . , p} est fini, et p > 1,
– sa fonction d’intensite´ λ est strictement positive sur E,
– son noyau q = (q(i, j)) sur E est irre´ductible et satisfait q(i, i) = 0 pour tout
i dans E.
Alors le processus X est ergodique au sens de la de´finition suivante.
De´finition 22 Un processus a` temps continu S = (St)t≥0 est ergodique s’il existe
une probabilite´ ν telle que la loi de St converge faiblement vers ν quand t → ∞
inde´pendamment de la condition initiale S0. La loi ν est alors la loi limite de S. Si
S est un processus markovien, ν en est l’unique loi invariante.
On note µ l’unique probabilite´ invariante de X. Soit (Pt) le semi-groupe marko-
vien associe´. Rappelons que pour h > 0 assez petit et pour tous e´tats i, j dans E,
on a :
Ph(i, j) =
{
λ(i)q(i, j)h+ o(h) si j 6= i,
1− λ(i)h+ o(h) si j = i.
On conside`re la version canonique (Ω,A, (Qx)x∈E) de X ou` Ω = D([0,+∞[) est
l’ensemble des fonctions ca`dla`g re´elles sur [0,+∞[, et A la σ-alge`bre associe´e a` la
me´trique de Skorokhod. Si ν est une probabilite´ sur E, on note Qν(·) =
∫
Qx(·)ν(dx).
Soit W = (Wt)t≥0 un mouvement Brownien standard de´fini sur un espace proba-
bilise´ (Θ,B, Q′), et F = (Ft) la filtration brownienne associe´e. On se place mainte-
nant sur l’espace produit (Ω×Θ,A×B, (Qx⊗Q′)). En particulier, sous la probabilite´
Pµ = Qµ ⊗Q′ le processus X est stationnaire.
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Fig. 3.1 – (a) Simulation d’une diffusion a` deux re´gimes avec parame`tres λ(1) = 1,
λ(2) = 2, e(1) = −1, e(2) = 1, σ(1) = σ(2) = 1. (b) Histogramme de la diffusion pour
50000 valeurs re´gulie`rement e´chantillonne´es.
Conditionnellement a` X, Y = (Yt)t≥0 est un processus de diffusion re´el, de´fini
pour tout ω dans Ω par :
– Y0 est une variable ale´atoire F0-mesurable sur (Θ,B, Q′),
– Y est solution de l’e´quation diffe´rentielle stochastique
dYt = e(Xt)Ytdt+ σ(Xt)dWt, t ≥ 0. (3.1)
Ainsi (Yt) est une diffusion line´aire dirige´e par un processus exoge`ne X. Ici e et
σ(·) sont deux fonctions mesurables re´elles. L’e´quation (3.1) admet alors une unique
solution forte (voir I. Karatzas et S. Shreve, [43]), donc Y est bien de´fini. La
figure 3.1 donne un exemple d’une trajectoire de Y et un histogramme de ses valeurs.
De´finition 23 Le processus Y ainsi de´fini s’appelle diffusion line´aire a` re´gime mar-
kovien.
On peut aussi expliciter la solution de l’EDS (3.1). Pour tous 0 ≤ s ≤ t, on pose :
a(s, t) = as,t(ω) = exp
∫ t
s
e(Xu)du.
Alors le processus Y se repre´sente de la fac¸on suivante :
Yt = Yt(ω) = a(0, t)
[
Y0 +
∫ t
0
a(0, u)−1σ(Xu)dWu
]
,
et pour tous 0 ≤ s ≤ t, Y satisfait l’e´quation re´cursive ale´atoire
Yt = a(s, t)
[
Ys +
∫ t
s
a(s, u)−1σ(Xu)dWu
]
= a(s, t)Ys +
∫ t
s
[
exp
∫ t
u
e(Xv)dv
]
σ(Xu)dWu,
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que l’on peut re´crire de la fac¸on suivante :
Yt(ω) = as,t(ω)Ys(ω) + V
1/2
s,t (ω)ξs,t, (3.2)
ou` ξs,t est une variable gaussienne centre´e re´duite de´pendant uniquement du mou-
vement brownien (Wu) pour s ≤ u ≤ t, et
Vs,t(ω) =
∫ t
s
exp
[
2
∫ t
u
e(Xv)dv
]
σ2(Xu)du.
3.2.2 Proprie´te´s
Les proprie´te´s de ce type de processus, en particulier des conditions d’ergodicite´
et d’existence de moments de la loi limite sont donne´es dans [7] et [36]. On en rappelle
ici les re´sultats qui vont nous servir par la suite. Comme annonce´ en introduction,
toute l’e´tude repose sur des discre´tisations de Y .
De´finition 24 Pour δ > 0, on appelle discre´tisation de pas δ de Y le processus en
temps discret Y (δ) = (Ynδ)n∈N.
Soit δ > 0 fixe´. Conside´rons la discre´tisation Y (δ). L’e´quation (3.2) implique que
pour tout n ≥ 0, on a
Y(n+1)δ(ω) = an(ω)Ynδ(ω) + V
1/2
n (ω)ξn+1, (3.3)
avec
an(ω) = an(δ)(ω) = exp
[ ∫ (n+1)δ
nδ
e(Xu(ω))du
]
,
Vn(ω) = Vn(δ)(ω) =
∫ (n+1)δ
nδ
exp
[
2
∫ (n+1)δ
u
e(Xv(ω))dv
]
σ2(Xu(ω))du,
et (ξn) est une suite iid sur (Θ,B, Q′) de loi gaussienne centre´e re´duite. On est ainsi
ramene´ a` l’e´tude d’une e´quation discre`te proche de celle e´tudie´e dans le chapitre
pre´ce´dent. Comme le processus X est stationnaire, la suite (an, Vn) l’est aussi, et
on peut e´tendre l’e´quation (3.3) a` Z. Remarquons aussi qu’ici bn = V
1/2
n ξn a des
moments a` tout ordre car Vn est borne´e puisque e et σ ne prennent qu’un nombre
fini de valeurs, et que ξn est gaussienne.
On applique maintenant le the´ore`me 8 aux discre´tise´es. Dans toute la suite, on
supposera que l’hypothe`se suivante est ve´rifie´e :
α = Eµ[e(Xt)] =
∑
i∈E
e(i)µ(i) < 0. (3.4)
C’est l’analogue de la condition (2.3) puisque pour tout δ > 0 on a :
Eµ[log a1] = Eµ
[ ∫ δ
0
e(Xu)du
]
=
∫ δ
0
Eµ[e(Xu)]du = δα.
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Proposition 10 Si l’hypothe`se (3.4) est ve´rifie´e, alors il existe une unique solution
stationnaire (Y˜nδ) de l’e´quation (3.3) sur Z et elle est donne´e par
Y˜nδ =
∞∑
k=0
an−1an−2 · · ·an−kV 1/2n−k−1ξn−k−1, n ∈ Z.
Proposition 11 Sous l’hypothe`se (3.4), la diffusion line´aire Y a` re´gime markovien
X de´finie par l’EDS (3.1) est ergodique.
Dans toute la suite, ν de´signera la loi limite de Y . En particulier, les (Y˜nδ) sont
toutes de meˆme loi marginale ν d’apre`s le corollaire suivant.
Corollaire 1 Sous l’hypothe`se (3.4), quel que soit le choix de δ > 0, toutes les
discre´tisations Y (δ) sont ergodiques et ont la meˆme loi limite note´e ν qui est aussi
celle de Y .
3.2.3 Le the´ore`me principal
On peut maintenant e´noncer le the´ore`me principal que l’on se propose de de´-
montrer ici. Il s’agit de pre´ciser le comportement de la queue de ν, la loi limite du
processus Y .
The´ore`me 3.1 Soit Y est une diffusion line´aire a` re´gime markovien comme ci-
dessus, telle que l’ hypothe`se (3.4) soit ve´rifie´e.
1. Si pour tout i, e(i) < 0, alors la loi limite de Y a des moments a` tout ordre :∫ +∞
−∞
|t|sν(ds) <∞.
2. S’il existe i0 dans E tel que e(i0) > 0, alors il existe un exposant κ > 0 et une
constante L > 0 tels que :
tκν(]t,+∞[) −−−−→
t→+∞
L,
tκν(]−∞,−t[) −−−−→
t→+∞
L.
Les deux cas e´nonce´s forment une dichotomie, donc ce the´ore`me de´crit tous les
cas possibles. La de´monstration de ce the´ore`me repose sur les discre´tisations de Y in-
troduites ci-dessus, l’utilisation de la relation de re´currence associe´e, et des me´thodes
de renouvellement comme dans le chapitre pre´ce´dent.
Le plan de la de´monstration est le suivant. Dans la partie 3.3 on e´tudie un
ope´rateur associe´ a` notre proble`me qui joue le meˆme roˆle que les matrices Ps du
chapitre pre´ce´dent, et on prouve le premier point du the´ore`me 3.1. Dans toute la
suite, on se place dans le second cas. On commence par donner une me´thode de
calcul de l’exposant κ dans la partie 3.4. Dans la partie 3.5, on donne les e´quations
de renouvellement associe´es a` ce proble`me. Enfin dans la partie 3.6 on applique
le the´ore`me de renouvellement 1.4 et dans la partie 3.7 on de´montre que la limite
obtenue est non nulle.
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3.3 Etude d’un ope´rateur associe´
On e´tudie maintenant un ope´rateur qui va jouer un roˆle de transforme´e de Laplace
(voir paragraphe 3.7.2) comme les matrices Ps dans la chapitre pre´ce´dent. On note
Pi la probabilite´ conditionnelle par rapport a` X0 = i : Pi(·) = Pµ(· | X0 = i), et Ei
l’espe´rance correspondante Ei[·] = Eµ[· | X0 = i].
De´finition 25 Soient s ≥ 0 et δ > 0 fixe´s. On de´finit l’ope´rateur A(s,δ) par
A(s,δ)ϕ(i) = Ei[a
s
0(δ)ϕ(Xδ)],
pour toute fonction ϕ : E → R et tout e´tat i dans E.
Cet ope´rateur posse`de une proprie´te´ de semi-groupe en la variable δ :
Proposition 3.1 Soit s ≥ 0 fixe´. Alors pour tous δ, γ > 0 on a :
A(s,δ)A(s,γ) = A(s,δ+γ).
De´monstration
Soit une fonction ϕ : E → R et un e´tat i dans E. On a les e´galite´s suivantes :
A(s,δ)A(s,γ)ϕ(i) = Ei[a
s
0(δ)A(s,γ)ϕ(Xδ)]
= Ei
[
as0(δ)EXδ [a
s
0(γ)ϕ(Xγ)]
]
= Ei
[
exp
(
s
∫ δ
0
e(Xu)du
)
EXδ
[
exp
(
s
∫ γ
0
e(Xu)du
)
ϕ(Xγ)
]]
.
On utilise maintenant la proprie´te´ de Markov. Il vient :
A(s,δ)A(s,γ)ϕ(i) = Ei
[
exp
(
s
∫ δ+γ
0
e(Xu)du
)
ϕ(Xδ+γ)
]
= Ei[a
s
0(δ + γ)ϕ(Xδ+γ)]
= A(s,δ+γ)ϕ(i),
donc on a bien l’e´galite´ annonce´e. 2
Notons que l’on peut aussi e´crire A(s,δ)ϕ(i) sous forme de somme comme
A(s,δ)ϕ(i) =
p∑
j=1
Ei[a
s
01IXδ=j]ϕ(j),
et donc A(s,δ) s’e´crit matriciellement A(s,δ) = ((A(s,δ))ij)1≤i,j≤p avec les coordonne´es
suivantes (A(s,δ))ij = Ei[a
s
01IXδ=j]. Comme Ps, c’est un ope´rateur positif. On va voir
qu’il posse`de d’autres proprie´te´s satisfaites par les matrices Ps.
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3.3.1 Rayon spectral
On donne maintenant les proprie´te´s du rayon spectral de A (les de´monstrations
non de´taille´es ici sont donne´es dans [36]). On va voir qu’il a les meˆme caracte´ristiques
que celui des matrices Ps du chapitre pre´ce´dent, et que c’est encore sa valeur qui
permet de de´terminer l’existence de l’exposant κ et sa valeur.
Proposition 12 Soient s > 0 et δ > 0 fixe´s. Alors l’ope´rateur A(s,δ) est irre´ductible,
ape´riodique et ve´rifie la relation suivante :
Eµ[(a1 · · ·ak)s] =
∑
i∈E
Ak(s,δ)1(i)µ(i) = µA
k
(s,δ)1, (3.5)
ou` 1 est la fonction constante e´gale a` 1 sur E.
On retrouve encore la meˆme formule que dans l’introduction. On en de´duit des
proprie´te´s similaires.
Corollaire 3.1 Le rayon spectral de A peut s’e´crire comme :
ρ(A(s,δ)) = lim
k→∞
(
Eµ[(a1 · · ·ak)s]
)1/k
.
De´monstration
Comme A(s,δ) est une matrice positive irre´ductible et ape´riodique par la proposi-
tion 12, le the´ore`me 4 donne l’existence d’une matrice B(s,δ) a` coefficients strictement
positifs telle que
(A(s,δ))
n
(ρ(A(s,δ)))n
−−−→
n→∞
B(s,δ). (3.6)
En injectant ceci dans l’e´quation (3.5) on obtient le re´sultat annonce´. 2
Corollaire 3.2 Pour tout δ > 0 fixe´, l’application s 7−→ log ρ(A(s,δ)) est convexe
sur R+.
De´monstration
C’est une conse´quence imme´diate du corollaire 3.2 et du fait que les fonctions
s 7→ Eµ[(a1 · · ·ak)s]
sont log-convexes. 2
Remarque Pour tout δ > 0 fixe´ et pour tout i dans E, on a A(0,δ)1(i) = Ei(1) = 1,
donc comme A(0,δ) est une matrice positive, c’est e´galement une matrice sto-
chastique et ρ(A(0,δ)) = 1.
On e´tudie maintenant la de´rive´e logarithmique du rayon spectral en 0.
Proposition 3.2 Pour tout δ > 0 fixe´, la de´rive´e a` droite en 0 de s 7−→ log ρ(A(s,δ))
est strictement ne´gative.
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Pour de´montrer cette proposition, on donne une autre expression du rayon spec-
tral de A(s,δ) qui va nous permette d’utiliser une proprie´te´ de sous-miltiplicativite´
comme dans le chapitre pre´ce´dent.
Lemme 3.1 Soit
hn(s) = max
1≤i≤p
Ei[(a1 · · ·an)s].
Alors on a ρ(A(s,δ)) = infn(hn(s))
1/n.
De´monstration
Commenc¸ons par montrer que la suite (hn) est sous-multiplicative. Pour tout
e´tat i, on a par la proprie´te´ de Markov :
Ei[(a1 · · ·anan+1 · · ·an+m)s] = Ei
[
(a1 · · ·an)sEX(n+1)δ [(a1 · · ·am)s]
]
≤ hm(s)Ei[(a1 · · ·an)s]
≤ hm(s)hn(s),
puisque EX(n+1)δ [(a1 · · ·am)s] ≤ hm(s). Donc limn(hn(s))1/n = infn(hn(s))1/n.
De plus, on a :
Eµ|a1 · · ·an|s =
∑
i
Ei|a1 · · ·an|sµ(i)
≤ hn(s).
La proposition 12 donne alors
ρ(A(s,δ)) ≤ lim
n
(hn(s))
1/n.
Pour l’ine´galite´ dans l’autre sens, on choisit une suite d’e´tats (in) telle que hn(s) =
Ein [(a1 · · ·an)s]. L’e´galite´ ci-dessus donne donc :
E|a1 · · ·an|s ≥ hn(s)µ(in)
≥ Chn(s),
avec C = mini µ(i) > 0. Ainsi il vient
ρ(A(s,δ)) ≥ lim
n
(hn(s))
1/n.
Comme limn(hn(s))
1/n = infn(hn(s))
1/n, le lemme est ainsi de´montre´. 2
De´monstration de la proposition 3.2
Pour tout n, on fixe in de sorte que hn(s) = Ein [(a1 · · ·an)s]. Comme a` n fixe´, le
produit a1 · · ·an est borne´, on a :
∂
∂s
hn(s) = Ein [(a1 · · ·an)s log(a1 · · ·an)],
donc
∂
∂s
∣∣∣
s=0
1
n
log hn(s) =
1
n
Ein [log(a1 · · ·an)].
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Pour tout i, le the´ore`me ergodique pour les chaˆınes de Markov donne :
1
n
Ei[log(a1 · · ·an)] −−−→
n→∞
Eµ log a0 = Eµ
∫ δ
0
e(Xu)du = δα < 0. (3.7)
Comme l’espace d’e´tats E est fini, cette convergence est uniforme sur E. Ainsi, pour
toute suite d’e´tats (in), on a :
1
n
Ein [log(a1 · · ·an)] −−−→
n→∞
δα < 0.
Donc il existe un entier N tel que
∂
∂s
∣∣∣
s=0
1
N
log hN(s) ≤ δα
2
< 0.
En particulier, l’application s 7−→ 1
N
log hN(s) est strictement ne´gative sur un inter-
valle de la forme ]0, ε[, avec ε > 0. Alors on de´duit du lemme pre´ce´dent que :
log ρ(A(s,δ)) = inf
n
1
n
log hn(s)
≤ 1
N
log hN (s)
qui est strictement ne´gative pour tout s ∈]0, ε[. Comme la fonction s 7−→ log ρ(A(s,δ))
est convexe et vaut 0 en 0, ce re´sultat implique que sa de´rive´e a` droite en ze´ro est
strictement ne´gative. 2
On vient donc de de´montrer que pour tout δ > 0 fixe´, l’application s 7−→
log ρ(A(s,δ)) est convexe (corollaire 3.2), de de´rive´e strictement ne´gative en 0 (pro-
position 3.2) et vaut 0 en 0. On en de´duit le corollaire suivant :
Corollaire 3.3 Soit δ > 0 fixe´. On a la dichotomie suivante :
1. soit pour tout s > 0, ρ(A(s,δ)) < 1,
2. soit il existe un unique κ > 0 tel que ρ(A(κ,δ)) = 1, et alors ρ(A(s,δ)) > 1 pour
tout s > κ et ρ(A(s,δ)) < 1 pour tout 0 < s < κ.
3.3.2 Choix du pas de discre´tisation
Nous allons maintenant montrer que la dichotomie pre´ce´dente est inde´pendante
de la valeur du pas de discre´tisation δ choisi, et que dans le deuxie`me cas, la valeur
de κ est e´galement inde´pendante de δ.
Proposition 3.3 Soit s ≥ 0 fixe´. Alors les deux propositions suivantes sont e´qui-
valentes :
1. il existe δ > 0 tel que ρ(A(s,δ)) < 1,
2. pour tout δ > 0 on a ρ(A(s,δ)) < 1.
La meˆme e´quivalence a lieu si on conside`re les cas “> 1” ou encore “= 1” au lieu
de “< 1”.
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De´monstration
Soit δ > 0 tel que ρ(A(s,δ)) < 1, et γ > 0. Pour tout entier n ≥ 1 on de´finit
mn ∈ N∗ et 0 ≤ βn < δ de sorte que nγ = mnδ + βn, i.e. mn est la partie entie`re de
nγ/δ et βn sa partie fractionnaire multiplie´e par δ. Alors on a, par la proprie´te´ de
semi-groupe de la proposition 3.1 :
An(s,γ) = A(s,nγ) = A
mn
(s,δ)A(s,βn).
Or pour tout n on a :
‖A(s,βn)‖ ≤ max
i
Ei[a
s
0(βn)]
≤ exp(sβnmax
i
(e(i)))
≤ exp(sδmax
i
(e(i))).
Cette borne est inde´pendante de n. Donc il vient :
log ‖An(s,γ)‖ ≤ log ‖Amn(s,δ)‖+ c,
ou` c est une constante positive. On en de´duit que :
log ρ(A(s,γ)) = lim
n
1
n
log ‖An(s,γ)‖
≤ lim sup
n
1
n
log ‖Amn(s,δ)‖
≤ γ
δ
log ρ(A(s,δ)),
car mn ∼ nγδ . Donc ρ(A(s,γ)) ≤ ρ(A(s,δ)γ/δ < 1.
Conside´rons maintenant le cas “= 1”. Soit δ0 fixe´ et κ0 correspondant tel que
ρ(A(κ0,δ0)) = 1. La fonction s 7−→ ρ(A(s,δ0)) est log-convexe donc continue et crois-
sante au point κ0. On a donc :
ρ(A(κ0,δ0)) = sup
s<κ0
ρ(A(s,δ0)).
Fixons δ > 0 et montrons que ρ(A(κ0,δ)) = 1. D’apre`s le corollaire 3.3, pour tout
s < κ0 on a ρ(A(s,δ0)) < 1. Donc par la proposition 3.3, pour tout s < κ0 on a
e´galement ρ(A(s,δ)) < 1. Ainsi, on a :
ρ(A(κ0,δ)) = sup
s<κ0
ρ(A(s,δ)) ≤ 1.
Or si on suppose que ρ(A(κ0,δ)) < 1, alors, toujours par la proposition 3.3, on aurait
ρ(A(κ0,δ0)) < 1 ce qui est absurde. Donc on a bien ρ(A(κ0,δ)) = 1.
Le cas “> 1” se de´duit des deux pre´ce´dents graˆce au corollaire 3.3. 2
Dans la suite on notera As au lieu de A(s,δ) chaque fois que la proprie´te´ e´nonce´e
ne de´pendra pas du choix de δ. Cette inde´pendance permet aussi de choisir δ
diffe´remment selon ce qu’on veut de´montrer. On dispose d’un crite`re simple pour
savoir dans lequel des deux cas on se trouve.
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Proposition 3.4 Les deux proprie´te´s suivantes sont e´quivalentes :
1. pour tout i dans E, e(i) ≤ 0,
2. pour tout s > 0, ρ(As) < 1.
De´monstration
Supposons que pour tout i dans E, on ait e(i) ≤ 0. Fixons δ > 0. Alors pour
tout s > 0, on a as0 ≤ 1. Donc pour tout i, As1(i) = Ei[as0] ≤ 1, ainsi on a As1 6 1,
ce qui implique que ρ(As) ≤ 1 pour tout s > 0 par la proposition 6. En utilisant le
corollaire 3.3, on en de´duit que pour tout s, on a en fait ρ(As) < 1.
Supposons maintenant que pour tout s > 0, on ait ρ(As) < 1. On raisonne par
l’absurde : on suppose qu’il existe i0 tel que e(i0) > 0. Fixons δ > 0 suffisamment
petit et s ≥ 2λ(i0)e(i0)−1. D’apre`s un calcul fait dans [36], si δ est assez petit, pour
toute fonction ϕ de E dans R on a, pour tout i dans E :
Asϕ(i) = [1 + δ(se(i)− λ(i))]ϕ(i) + δλ(i)
∑
j 6=i
[q(i, j)ϕ(j)] + o(δ). (3.8)
Soit ψ la fonction de E dans R qui a` i0 associe 1 et a` tout i 6= i0 associe 0. Alors
pour tout i 6= i0 on a Asψ(i) = Ei[as11Xδ=i0] ≥ 0 et pour i = i0 on a :
Asψ(i0) = 1 + δ(se(i0)− λ(i)) + o(δ) ≥ 1 + δ se(i0)
2
+ o(δ)
car on a choisi s ≥ 2λ(i)e(i0)−1. Donc vectoriellement, pour δ assez petit on a
Asψ >
(
1 + δ
se(i0)
2
+ o(δ)
)
ψ
>
(
1 + δ
se(i0)
4
)
ψ.
Donc ρ(As) ≥ 1 + δ se(i0)4 > 1 par la proposition 6, ce qui est absurde. 2
Remarque Cette proposition est l’analogue de la proposition 2.7 du chapitre pre´ce´-
dent, mais sans restriction cette fois-ci puisque le fait d’avoir choisi la fonction
d’intensite´ λ strictement positive correspond a` imposer que tous les pii soient
non nuls.
On rappelle enfin un re´sultat de [36] qui fait le lien entre le rayon spectral de A
et les moments de ν (voir aussi l’introduction et la proposition 2.3).
Proposition 13 Soit s > 0. Si ρ(As) < 1, alors la loi limite ν de Y a un moment
d’ordre s.
Donc dans le premier cas du corollaire 3.3, ν a des moments a` tout ordre, ce qui
prouve le premier point du the´ore`me 3.1 graˆce a` la proposition 3.4.
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3.4 De´termination de l’exposant κ
On se place maintenant et dans toute la suite de ce chapitre dans le cas ou` l’ex-
posant κ existe. Avant de passer a` la de´monstration du the´ore`me principal, on donne
une autre me´thode de calcul de κ. Il s’agit toujours d’un rayon spectral, mais ici les
coefficients de la matrice en question s’expriment directement avec les parame`tres
du processus de saut X sans faire d’inte´gration. On rappelle la proposition suivante
de [36] :
Proposition 14 Soit s > 0 fixe´. Alors on a ρ(As) < 1 si et seulement si{ ∀i ∈ E, se(i)− λ(i) < 0
ρ(Ms) < 1
ou` Ms est la matrice de coordonne´es q(i, j)
λ(i)
λ(i)−se(i) .
Posons s1 = min{λ(i)e(i) | e(i) > 0}. La matrice Ms est de´finie pour tout s < s1. On
a en fait le re´sultat plus pre´cis suivant.
Proposition 3.5 Pour tout 0 < s < s1, ρ(Ms) < 1 si et seulement si ρ(As) < 1, et
ρ(Ms) > 1 si et seulement si ρ(As) > 1.
De´monstration
• Supposons que ρ(Ms) < 1.Ms est une matrice positive et irre´ductible puisque la
matrice q l’est, que la fonction λ est strictement positive et que s < s1. Donc d’apre`s
le the´ore`me de Perron-Frobenius (the´ore`me 4), il existe un vecteur ϕ a` coordonne´es
strictement positives tel que Msϕ = ρ(Ms)ϕ ϕ. Donc pour tout i dans E, on a :
ϕ(i) >
∑
j
q(i, j)
λ(i)
λ(i)− se(i)ϕ(j),
ou encore, puisque s < s1,
(se(i)− λ(i))ϕ(i) + λ(i)
p∑
j=1
q(i, j)ϕ(j) < 0. (3.9)
Par la proposition 3.3 on peut choisir δ suffisamment petit pour que la formule (3.8)
soit valable. On a donc
Asϕ(i) = [1 + δ(se(i)− λ(i))]ϕ(i) + δλ(i)
∑
j 6=i
[q(i, j)ϕ(j)] + o(δ)
= ϕ(i) + δ[(se(i)− λ(i))ϕ(i) + λ(i)
∑
j
q(i, j)ϕ(j)] + o(δ)
< ϕ(i),
pour δ assez petit, en utilisant la formule (3.9). Donc coordonne´e par coordonne´e on
a Asϕ ϕ, et comme As est une matrice positive on en de´duit que ρ(As) < 1 par la
proposition 6. On de´montre de meˆme que si ρ(Ms) > 1 alors on a aussi ρ(As) > 1.
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Seul le sens des ine´galite´s change.
• Supposons maintenant que ρ(As) < 1. As e´tant irre´ductible et ape´riodique, le
the´ore`me 4 donne l’existence d’un vecteur ψ a` coordonne´es strictement positives tel
que Asψ = ρ(As)ψ  ψ. Donc pour tout δ assez petit, on a pour tout i dans E :
δ[(se(i)− λ(i))ψ(i) + λ(i)
∑
j
q(i, j)ψ(j)] + o(δ) = Asψ(i)− ψ(i) < 0.
Donc pour tout i on a (se(i)−λ(i))ψ(i)+λ(i)∑j q(i, j)ψ(j) < 0, ou encore, puisque
s < s1, ψ(i) >
λ(i)
λ(i)−se(i)
∑
j q(i, j)ψ(j) < 0, et donc Msψ  ψ. Comme Ms est po-
sitive, on en de´duit que ρ(Ms) < 1 par la proposition 6. Ici encore on de´montre de
meˆme que ρ(As) > 1 implique ρ(Ms) > 1. 2
Montrons maintenant que Mκ existe, i.e. κ < s1.
Proposition 3.6 Le rayon spectral de Ms tend vers l’infini quand s tend vers s1.
De´monstration
Soient i0 ∈ E tel que λ(i0)e(i0) = s1. Comme la matrice q est irre´ductible et ape´rio-
dique, il existe un entier n tel que qn  0. Pour ce n, la trace de Mns vaut :
tr(Mns ) =
∑
i,j1,...jn
λ(i)λ(j1) · · ·λ(jn)
(λ(i)− se(i))(λ(j1)− se(j1)) · · · (λ(jn)− se(jn))(q
n)ii.
Tous les termes de cette somme sont strictement positifs pour tout s < s1, le nombre
de termes est fixe´ et fini et λ(i0)
λ(i0)−se(i0) tend vers l’infini quand s tend vers s1. Comme
la trace est la somme des valeurs propres, on en de´duit que le rayon spectral de Mns ,
et donc celui de Ms tend vers l’infini quand s tend vers s1. 2
Corollaire 3.4 L’exposant κ est l’unique solution de l’e´quation ρ(Ms) = 1 sur l’in-
tervalle ]0, s1[.
De´monstration
Pour tout s < κ, on a ρ(As) < 1 par le corollaire 3.3, donc on a aussi ρ(Ms) < 1
par la proposition 3.5 pour tout indice 0 < s < min{κ, s1}. De plus par la proposi-
tion 3.6 ρ(Ms)→∞ quand s tend vers s1. Donc toujours par la proposition 3.5 on
en de´duit que ρ(As) > 1 pour s tendant vers s1. Donc le corollaire 3.3 implique que
κ < s1, et que ρ(As) > 1 pour tout indice κ < s < s1. Par la proposition 3.5 on a
donc aussi ρ(Ms) > 1 pour tout κ < s < s1. Or, toutes les coordonne´es de Ms sont
continues en s, donc il en est de meˆme pour son rayon spectral. Donc ρ(Mκ) = 1, et
c’est l’unique valeur de s dans l’intervalle ]0, s1[ qui ve´rifie cette proprie´te´. 2
En dimension 2, on peut calculer explicitement l’exposant κ. On a E = {1, 2} et
le noyau stochastique q est e´gal a` :
q =
(
0 1
1 0
)
.
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La loi invariante du processus X est µ = ( λ(2)
λ(1)+λ(2)
, λ(1)
λ(1)+λ(2)
). On suppose que e(1)
ou e(2) est strictement positif. L’hypothe`se (3.4) est ve´rifie´e de`s que
λ(1)e(2) + λ(2)e(1) < 0. (3.10)
Pour tout i dans E, posons ri =
e(i)
λ(i)
. On a donc r1 + r2 < 0, r1r2 < 0, et s1 =
max{r−11 , r−12 }. Pour s ∈ [0, s1[, la matrice Ms est e´gale a` :
Ms =
(
0 1
1−sr1
1
1−sr2 0
)
,
et son rayon spectral vaut
[
(1− sr1)(1− sr2)
]−1/2
. Ce rayon vaut 1 pour
κ =
1
r1
+
1
r2
=
λ(2)
e(2)
+
λ(1)
e(1)
.
En particulier, dans l’exemple de la figure 3.1, on a κ = 1, donc la loi limite ν n’a
ni variance ni espe´rance.
3.5 Les e´quations de renouvellement
Nous allons maintenant donner les e´quations de renouvellement correspondant
a` notre proble`me. On fixe le pas a` δ = 1 dans toute la suite, et on travaille sur la
discre´tise´e Y (1).
3.5.1 Notations
Pour ne pas alourdir les notations et se rapprocher de celles du chapitre pre´ce´dent,
on notera bn = V
1/2
n ξn et
Rn =
∞∑
k=0
an−1an−2 · · ·an−kbn−1−k,
au lieu de Y˜n de´signera l’unique solution stationnaire de l’e´quation (3.3) :
Rn+1 = anRn + bn, (3.11)
donne´e par la proposition 10. D’apre`s le corollaire 1, la loi limite ν de Y est la loi
de R1. C’est donc la variable ale´atoire R1 que nous allons e´tudier.
La suite (an) n’est ni iid, ni une chaˆıne de Markov, on ne peut donc pas appliquer
directement les re´sultats du chapitre 2. Cependant, conditionnellement a` Xn, an−1
et an sont inde´pendants. On reprend ici la meˆme de´marche en tenant compte de
cette particularite´. On signalera les diffe´rences au fur et a` mesure de leur apparition.
On peut de´ja` remarquer que l’e´nonce´ du the´ore`me 3.1 est beaucoup plus simple
que celui du the´ore`me 2.1. En effet, certaines hypothe`ses, comme la non-arithme´tici-
te´, sont automatiquement ve´rifie´es en temps continu, et le bruit b0 est tre`s particulier
3.5. LES E´QUATIONS DE RENOUVELLEMENT 99
puisqu’il est gaussien.
Ici, les coefficients an sont des exponentielles, donc sont toujours strictement
positifs. Autre particularite´, les ξn sont des variables gaussiennes donc syme´triques,
et elles sont inde´pendantes des suites (an) et (Vn). On a donc :
Pµ
( ∞∑
k=0
a0a−1 · · ·a1−kb−k > t
)
= Pµ
( ∞∑
k=0
a0a−1 · · ·a1−kV 1/2−k ξ−k > t
)
= Pµ
( ∞∑
k=0
a0a−1 · · ·a1−kV 1/2−k (−ξ−k) > t
)
= Pµ
(
−
∞∑
k=0
a0a−1 · · ·a1−kb−k > t
)
.
Ainsi la queue de la distribution de la loi stationnaire ν est la meˆme dans les deux
directions : ν(]t,+∞[) = ν(]−∞,−t[) pour tout t, donc si les limites annonce´es dans
le the´ore`me 3.1 existent, elles sont ne´cessairement e´gales. Il suffit donc d’e´tudier une
seule de ces deux limites. On choisit d’e´tudier la limite du coˆte´ positif , c’est-a`-dire
la probabilite´ Pµ(R1 > t).
Pour e´tudier la loi stationnaire, on introduit, comme pre´ce´demment une re´gula-
rise´e : pour tout t dans R, on pose
z(t) = e−t
∫ et
0
uκPµ(R1 > u)du.
Le lemme 4 assure encore que si z(t) a une limite quand t tend vers +∞, alors
tκPµ(R1 > t) a la meˆme limite.
Pour prendre en compte le caracte`re markovien, on introduit les probabilite´s
conditionne´es : pour tout i dans E, et t dans R, on pose
Zi(t) = e
−t
∫ et
0
uκPµ(R1 > u,X1 = i)du,
de sorte que z est e´gal a` la somme des Zi : z(t) =
∑p
i=1 Zi(t). On va montrer que
le vecteur de fonctions Z = t(Z1, . . . , Zp) est solution d’un syste`me d’e´quations de
renouvellement par la meˆme de´marche que dans le chapitre pre´ce´dent.
3.5.2 Les e´quations de renouvellement
Comme la suite (Rn) est solution de l’e´quation (3.11), on a R1 = a0R0+ b0, donc
pour tout t dans R, on peut e´crire
Pµ(R1 > u,X1 = i) = Pµ(a0R0 > u,X1 = i) + ψi(u),
ou` les fonctions ψi sont de´finies de fac¸on analogue a` celles du chapitre pre´ce´dent :
ψi(t) = Pµ(t− b0 < a0R0 ≤ t, X1 = i)− Pµ(t < a0R0 ≤ t− b0, X1 = i).
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On introduit e´galement leur re´gularise´e. On pose Gi(t) = e
−t ∫ et
0
uκψi(u)du, et G =
t(G1, . . . , Gp). Alors on a
z(t) =
p∑
i=1
[
e−t
∫ et
0
uκPµ(a0R0 > u,X1 = i)du+Gi(t)
]
.
On cherche a` re´crire cette e´quation comme un syste`me d’e´quations de renou-
vellement. Le premier terme de la somme peut eˆtre transforme´ comme suit. Par
de´finition, on a a0 ≥ 0 et conditionnellement a` X0, a0 et R0 sont inde´pendants.
Ainsi par changement de variable et stationnarite´, il vient :
e−t
∫ et
0
uκPµ(a0R0 > u,X1 = i)du
=
p∑
j=1
e−t
∫ et
0
uκPj(a0R0 > u,X1 = i)µ(j)du
=
p∑
j=1
Ej
[
aκ01IX1=ie
−(t−log a0)
∫ et−log a0
0
uκPj(R0 > u)du
]
µ(j)
=
p∑
j=1
Ej
[
aκ01IX1=ie
−(t−log a0)
∫ et−log a0
0
uκPµ(R0 > u | X0 = j)du
]
µ(j)
=
p∑
j=1
Ej
[
aκ01IX1=ie
−(t−log a0)
∫ et−log a0
0
uκPµ(R1 > u,X1 = j)du
]
.
On obtient donc le syste`me suivant :
∀ 1 ≤ i ≤ p Zi(t) =
p∑
j=1
[
Ej
[
aκ01IX1=iZj(t− log a0)
]]
+Gi(t)
=
p∑
j=1
[
Fij ∗ Zj(t)
]
+Gi(t), (3.12)
ou` la matrice F = (Fij)i,j∈E est de´finie par :
Fij(t) = Ej [a
κ
01IX1=i1It≥log a0 ].
La matrice F est une matrice de distributions au sens de la partie 1.3.1, et le
syste`me (3.12) est un syste`me d’e´quations de renouvellement que l’on peut re´crire
matriciellement sous la forme Z = F ∗Z+G. Pour pouvoir appliquer le the´ore`me 1.4
il faut maintenant ve´rifier que la matrice F et le vecteur G en satisfont les hypothe`ses.
C’est ce qu’on va faire dans la section suivante.
3.6 Application du the´ore`me de renouvellement
Par de´finition de a0, on a la majoration suivante :
a0 = exp
[ ∫ 1
0
e(Xu)du
]
≤ exp ( max
1≤i≤p
e(i)
)
,
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donc a0 est borne´ et par conse´quent pour tous les e´tats i, j de E, les mesures Fij
sont finies et Fij(∞) = Ej [aκ01IX1=i]. En particulier, on remarque que F (∞) = tAκ.
Comme la matrice Aκ est irre´ductible et ape´riodique par la proposition 12, il en
est de meˆme pour F , qui est e´galement de rayon spectral e´gal a` 1 par de´finition
de κ. D’autre part, les γij = Ej [a
κ
01IX1=i log a0] sont bien de´finis, donc les Fij sont
d’espe´rance finie. On note encore Γ = (γij) la matrice espe´rance de F .
On montre que les autres hypothe`ses du the´ore`me 1.4 sont satisfaites dans les
paragraphes suivants.
3.6.1 Arithme´ticite´ de F
On veut montrer que la matrice F n’est pas arithme´tique au sens de la de´fini-
tion 7. Dans le chapitre 2 la de´monstration e´tait imme´diate car les ai ne pouvaient
prendre qu’un nombre fini de valeurs que l’on avait choisies explicitement en dehors
d’un re´seau. Ici, cette proprie´te´ de non arithme´ticite´ est vraie sans aucune restriction
sur la fonction e graˆce a` la continuite´ du processus X sous-jacent. Cependant, la
de´monstration est un peu de´licate a` e´crire.
Soient em = mini∈E{e(i)} la plus petite valeur de la fonction e sur l’espace
d’e´tats E, eM = maxi∈E{e(i)} sa la plus grande valeur, et i0, j0 des e´tats de E ou`
ces extrema sont re´alise´s, i.e. e(i0) = em et e(j0) = eM . On va montrer que tous les
points de l’intervalle ouvert ]em, eM [ sont des points d’accroissement de la variable
ale´atoire log a1.
Proposition 3.7 Pour tous i, j e´tats de E, pour tout x dans l’intervalle ]em, eM [
et pour tout ε > 0 assez petit, la probabilite´
Pi
(∫ 1
0
e(Xu)du ∈ ]x− ε, x+ ε[, X1 = j
)
est strictement positive, c’est-a`-dire que x est un point d’accroissement de la variable
ale´atoire log a1 conditionnellement a` X0 = i et X1 = j.
De´monstration
Soit x un re´el de l’intervalle ]em, eM [. L’ide´e est de montrer qu’il y a un ensemble
de mesure non nulle de trajectoires de X qui restent le temps voulu en i0 et j0 pour
que l’inte´grale de e(X) soit proche de x (voir figure 3.2) : ce sont les trajectoires qui
sautent tre`s rapidement de la valeur initiale i a` la valeur i0, qui restent un certain
temps en i0 puis sautent en j0 et y restent jusqu’a` sauter a` la valeur terminale j peu
avant le temps 1.
La de´monstration est un peu technique, car a` priori les sauts directs de i a` i0,
de i0 a` j0 et de j0 a` j ne sont pas force´ment possibles. La proprie´te´ d’irre´ductibilite´
assure juste qu’on peut passer de chacune de ces valeurs a` la suivante en un nombre
fini de sauts, que l’on peut supposer s’effectuer en des temps tre`s courts.
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0
Temps
η 3η l η (l+1)η t+t η t+(m−l) η 1−(n−m+1)η 1−η 1
M
m
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i
e
Valeur de e(Xt)
e
e
e
Fig. 3.2 – Trajectoire de la chaˆıne de Markov (Xt)
Formalisons ceci. Soit 0 < t < 1 tel que x = tem + (1− t)eM . Fixons i et j dans
l’espace d’e´tats E. Comme la matrice q est irre´ductible, on peut trouver des entiers
0 ≤ l ≤ m ≤ n et des e´tats k1, . . . , kn dans E tels que les produits :
qi,k1qk1,k2 · · · qkl,i0, qi0,kl+1qkl+1kl+2 · · · qkm,j0, qj0,km+1qkm+1km+2 · · · qkn,j
soient strictement positifs. On pose aussi
y = e(i) + e(k1) + · · ·+ e(kl)− (l + 1)em + e(kl+1) + · · ·+
e(km)− (n− l + 1)eM + e(km+1) + · · ·+ e(kn) + e(j),
et z = min
{
ε
|y| ,
t
l+1
, 1−t
n−l+1
}
. Alors on a :
Pi
( ∫ 1
0
e(Xu)du ∈]x− ε, x+ ε[, X1 = j
)
≥ Pi
(
Xu = i sur [0, η[, Xu = k1 sur [η, 2η[, . . . ,
Xu = kl sur [lη, (l + 1)η[, Xu = i0 sur [(l + 1)η, t[,
Xu = kl+1 sur [t, t+ η[, Xu = kl+2 sur [t+ η, t+ 2η[, . . . ,
Xu = km sur [t+ (m− l − 1)η, t+ (m− l)η[,
Xu = j0 sur [t+ (m− l)η, 1− (n−m+ 1)η[,
Xu = km+1 sur [1− (n−m+ 1)η, 1− (n−m)η[, . . . ,
Xu = kn sur [1− 2η, 1− η[,
Xu = j sur [1− η, 1] , η ∈ ]0, z[
)
. (3.13)
En effet, on a construit cet e´ve´nement pour que sur celui-ci, les e´galite´s suivantes
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aient lieu (voir figure 3.2) :∫ 1
0
e(Xu)du
= ηe(i) + ηe(k1) + · · ·+ ηe(kl) + (t− (l + 1)η)em + ηe(kl+1) + · · ·+ ηe(km)
+((1− t)− (n− l + 1)η)eM + ηe(km+1) + · · ·+ ηe(kn) + ηe(j)
= tem + (1− t)eM + ηy
= x+ ηy,
donc si η < ε|y| alors la valeur de l’inte´grale
∫ 1
0
e(Xu)du est bien dans l’intervalle
]x− ε, x+ ε[.
On peut calculer explicitement la probabilite´ (3.13). Pour ce faire, on appelle
S1, . . . , Sn les temps d’attente du processus X c’est-a`-dire le temps passe´ dans chaque
e´tat, et J0, . . . Jn ses sauts . On rappelle (voir par exemple [50]) que l’on a la proprie´te´
suivante.
Proposition 15 Le suite de variables ale´atoires (Jn) est une chaˆıne de Markov
(µ, q) sur l’espace d’e´tats E, et conditionnellement a` J0, . . . Jn−1, les variables ale´-
atoires S1, . . . , Sn sont inde´pendantes et de loi exponentielle de parame`tre respectif
λ(J0), . . . , λ(Jn−1).
Avec ces notations, la probabilite´ (3.13) peut se re´crire comme :
(3.13)
= P(J0 = i, S1 = η, J1 = k1, S2 = η, . . . , Jl = kl, Sl+1 = η, Jl+1 = i0,
Sl+2 = t+ (l − 1)η, Jl+2 = kl+1, Sl+3 = η, . . . , Jm+1 = km, Sm+2 = η,
Jm+2 = j0, Sm+3 = 1− t+ (n− l + 1)η, Jm+3 = km+1, Sm+4 = η, . . .
Jn+1 = kn−1, Sn+2 = η, Jn+2 = kn, Sn+3 = η, Jn+3 = j, Sn+4 ≥ η ,
η ∈ ]0, z[),
ou encore, sous forme d’inte´grale :
(3.13)
=
∫ z
0
P(J0 = i, S1 ∈ dη, J1 = k1, S2 ∈ dη, . . . , Jl = kl, Sl+1 ∈ dη, Jl+1 = i0,
t− Sl+2
l − 1 ∈ dη, Jl+2 = kl+1, Sl+3 ∈ dη, . . . Jm+1 = km, Sm+2 ∈ dη,
Jm+2 = j0,
(1− t)− Sm+3
n− l + 1 ∈ dη, Jm+3 = km+1, Sm+4 ∈ dη, . . . ,
Jn+1 = kn−1, Sn+2 ∈ dη, Jn+2 = kn, Sn+3 ∈ dη, Jn+3 = j, Sn+4 ≥ η).
Comme on connaˆıt les lois des Sk et Jk, on peut maintenant calculer explicite-
ment cette inte´grale. En conditionnant successivement et en utilisant la proposition
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pre´ce´dente et la proprie´te´ de Markov, on obtient :
(3.13)
=
∫ z
0
P(J0 = i)P( S1 ∈ dη | J0 = i)×
P(J1 = k1, S2 ∈ dη, . . . , Jn+3 = j, Sn+4 ≥ η |J0 = i)
=
∫ z
0
[
µ(i)λ(i)e−λ(i)ηP(J1 = k1, S2 ∈ dη, . . . , Jn+3 = j, Sn+4 ≥ η |J0 = i)
]
dη
= µ(i)λ(i)
∫ z
0
[
e−λ(i)ηP(S2 ∈ dη | J0 = i, J1 = k1)P(J1 = k1 | J0 = i)×
P(S2 ∈ dη, . . . , Sn+4 ≥ η | J0 = i, J1 = k1)
]
dη
= µ(i)qi,k1λ(i)λ(k1)
∫ z
0
[
e−λ(i)ηe−λ(k1)ηP(J2 = k2, . . . , Sn+4 ≥ η | J0 = i, J1 = k1)
]
dη
= µ(i)qi,k1qk1,k2 · · · qkl,i0qi0,kl+1 · · · qkm,j0qj0,km+1 · · · qkn,j ×
λ(i)λ(k1) · · · λ(kn)λ(i0)(l − 1)λ(j0)(n − l + 1)×∫ z
0
[
e−λ(i)ηe−λ(k1)η · · · e−λ(kn)ηe−λ(i0)(t−(l−1)η)e−λ(j0)(1−t−(n−l+1)ηe−λ(j)η
]
dη,
donc par choix de k1, . . . , kn, de z, et la stricte positivite´ de la fonction d’intensite´
λ, on en de´duit que cette quantite´ est bien strictement positive. 2
La proposition 3.7 implique en particulier qu’aucune des mesures
Fij(·) = Ej [aκ01IX1=i1I·≥log a0 ]
n’est a` support discret. Par conse´quent, la matrice F ne peut pas eˆtre arithme´tique
au sens de la de´finition 7.
3.6.2 Finitude de la fonction de renouvellement
Nous allons montrer que pour tout t dans R, la fonction de renouvellement U(t)
est finie. Pour cela, comme au chapitre pre´ce´dent on va controˆler U par les convole´es
successives de F . Puisqu’on a vu que F (∞) = tAκ, on commence par ge´ne´raliser
cette relation en donnant deux lemmes qui relient les convole´es de F aux puissances
de l’ope´rateur Aκ.
Lemme 3.2 Pour tous n, i, j, t on a :
F
(n)
ij (t) = Ej [a
κ
1 · · ·aκn1Ilog a1···an≥t1IXn+1=i].
De´monstration
On fait une preuve par re´currence sur n. Pour n = 1, c’est la de´finition de F .
Supposons que la formule est vraie pour n fixe´. Alors en utilisant la stationnarite´ et
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la proprie´te´ de Markov on trouve :
F
(n+1)
ij (t) =
p∑
k=1
Fik ∗ F (n)kj (t) =
p∑
k=1
∫
F
(n)
kj (t− u)Fik(du)
=
p∑
k=1
∫
Ej[a
κ
1 · · · aκn1Ilog a1···an≥t−u1IXn+1=k]Ek[aκ0δu(log a0)1IX1=i]
=
p∑
k=1
∫
Eµ[a
κ
1 · · · aκn1Ilog a1···an≥t−u1IXn+1=k1IX0=j]×
Eµ[a
κ
n+1δu(log an+1)1IXn+2=i1IXn+1=k]
1
µ(k)µ(j)
=
p∑
k=1
Eµ[a
κ
1 · · · aκn1Ilog a1···an≥t−log an+11IX0=j | 1IXn+1=k]×
Eµ[a
κ
n+11IXn+2=i | 1IXn+1=k]
µ(k)
µ(j)
=
p∑
k=1
Eµ[a
κ
1 · · · aκnaκn+11Ilog a1···an≥t−log an+11IX0=j1IXn+2=i | 1IXn+1=k]
µ(k)
µ(j)
= Eµ[a
κ
1 · · · aκnaκn+11Ilog a1···anan+1≥t1IX0=j1IXn+2=i]
1
µ(j)
= Ej[a
κ
1 · · · aκnaκn+11Ilog a1···anan+1≥t1IXn+2=i].
Donc la formule est vraie pour n+ 1 et par re´currence le lemme est de´montre´. 2
On a vu que F (∞) = tAκ. La proposition 3.1 et le lemme pre´ce´dent impliquent
aussi que pour tout n on a F (n)(∞) = tAnκ = F (∞)n, et plus ge´ne´ralement on a le
lemme suivant :
Lemme 3.3 Pour tous n entier et 0 ≤ s < κ on a :∫ ∞
−∞
e−suF (n)(du) = tAnκ−s.
De´monstration
Pour tous i, j dans E, on a, par le lemme pre´ce´dent et la proprie´te´ de semi-groupe
donne´e par la proposition 3.1 :∫ ∞
∞
e−suF (n)ij (du) =
∫ ∞
∞
e−suEj [aκ1 · · ·aκnδu(log a1 · · ·an)1IXn+1=i]
= Ej [a
κ
1 · · ·aκne−s log a1···an1IXn+1=i]
= Ej [a
κ−s
1 · · ·aκ−sn 1IXn+1=i]
= (Anκ−s)ji,
ce qui prouve le lemme. 2
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On utilise maintenant ce lemme pour prouver la finitude de la fonction de renou-
vellement. Soit 0 < s < κ fixe´. Par de´finition de U , on a :
Uij(t) =
∞∑
n=0
F
(n)
ij (t)
= este−st
∫ t
−∞
∞∑
n=0
F
(n)
ij (du)
≤ est
∫ t
−∞
e−su
∞∑
n=0
F
(n)
ij (du)
≤ est
∞∑
n=0
∫ ∞
−∞
e−suF (n)ij (du)
= est
∞∑
n=0
(Anκ−s)ji, (3.14)
d’apre`s le lemme pre´ce´dent. Or par le corollaire 3.3, on a ρ(Aκ−s) < 1. Donc la
dernie`re se´rie dans l’e´quation (3.14) converge. Ainsi Uij(t) est fini pour tous i, j
dans E et t dans R.
3.6.3 Identification de Z
On veut maintenant montrer que Z est exactement e´gale a` la solution particulie`re
U ∗G de l’e´quation de renouvellement (3.12). En ite´rant cette e´quation, il vient, pour
tout n,
Z = F (n) ∗ Z +
n−1∑
k=0
F (k) ∗G. (3.15)
Or on a vu dans la partie 3.5.2 que
p∑
i=1
(F ∗ Z)i(t) = e−t
∫ et
0
uκPµ(a1R0 > u)du.
Par un calcul similaire, on montre que pour tout n, on a
p∑
i=1
(F (n) ∗ Z)i(t) = e−t
∫ et
0
uκPµ(a0a−1 · · ·a1−nR1−n > u)du.
Or on a vu a` l’e´quation (3.7) que a0a−1 · · ·a1−n tend vers 0 quand n tend vers l’infini.
Ainsi par le the´ore`me de convergence domine´e
∑p
i=1(F
(n) ∗ Z)i(x, t) tend aussi vers
0 quand n tend vers l’infini, et comme tous les termes de la somme sont positifs,
chacun tend donc vers 0, et ainsi on a bien Z = U ∗ G en passant a` la limite dans
l’e´quation (3.15), ce qui prouve au passage que U ∗G est bien de´finie.
3.7. LA LIMITE EST NON NULLE 107
3.6.4 Inte´grabilite´ de G
La preuve est la meˆme que dans le chapitre pre´ce´dent, paragraphe 2.4.3, en
remplac¸ant les conditionnements par a0 par des conditionnements par X0. On a
encore Eµ|b0|κ < ∞ . En effet, Eµ|b0|κ = Eµ(V s/20 )Eµ|ξ0|κ par inde´pendance, et ξ0
a des moments a` tous ordres car c’est une variable gaussienne, et V0 est borne´e.
La seule diffe´rence qui apparaˆıt est dans la majorationde Ei[|b0||a0R0|κ−1]. Par la
preoprie´te´ d’inde´pendance conditionnelle, on a :
Ei[|b0||a0R0|κ−1] ≤ Ei[|b0|aκ−10 ]Ei|R0|κ−1,
et cette quantite´ est finie puisque a0 est borne´ et par la proposition 13.
3.6.5 Queue de la distribution
On a montre´ que la matrice F et le vecteur G ve´rifient les hypothe`se du the´ore`-
me 1.4. Donc avec les notations de ce the´ore`me, on a, pour tous i, t,
Zi(t) −−−→
t→∞
1
γ
mi
p∑
j=1
uj
∫ ∞
−∞
Gj(s)ds. (3.16)
En sommant sur tous les e´tats i, on obtient :
z(t) −−−→
t→∞
1
γ
p∑
j=1
uj
∫ ∞
−∞
Gj(s)ds, (3.17)
car
∑
mi = 1. Ici encore, rien n’impose a` priori que cette limite est non nulle. C’est
ce qu’on de´montre dans la partie suivante.
3.7 La limite est non nulle
La me´thode est la meˆme que dans le chapitre pre´ce´dent. On e´tablit une minora-
tion de la probabilite´ P(|R1| > t) par une probabilite´ faisant intervenir des produits
de an, et on e´tudie ensuite la marche ale´atoire de pas log an.
3.7.1 Minoration de ν{x : |x| > t}
On commence par minorer la probabilite´ Pµ(|R1| > t).
Proposition 3.8 Il existe ε > 0 et une constante correspondante C > 0 tels que
pour tout t assez grand, on ait :
Pµ(|R1| > t) ≥ C Pµ(sup
n
(a0 · · ·a1−n) > 2t
ε
).
Rappelons que R1 =
∑∞
k=0 a0a−1 · · ·a1−kb−k. On pose, pour tout n ≥ 1,
Rn1 =
n−1∑
k=0
a0a−1 · · ·a1−kb−k et Πn = a0a−1 · · ·a1−n.
On adapte la de´finition de me´diane conditionnelle.
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De´finition 26 Soit S une variable ale´atoire σ(Xt,Wt, a ≤ t ≤ b)-mesurable. On
note medi(S) une me´diane de S conditionnellement a` Xb = i pour 1 ≤ i ≤ p et
med−(S) leur minimum med−(S) = mini{medi(S)}.
Avec cette notion, on peut e´tendre l’ine´galite´ de syme´trisation de Le´vy.
Lemme 3.4 Pour tous t > 0 et n ≥ 1, on a
Pµ
(
max
1≤j≤n
{
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)}
> t
)
≤ 2Pµ(Rn1 > t).
De´monstration
On pose T = inf
{
j ≤ n t.q. Rj1+Πjmed−
(
Rn1−Rj1
Πj
)
> t
}
si cet ensemble est non
vide, n + 1 sinon, et Bj =
{
med−
(
Rn1−Rj1
Πj
)
≤ Rn1−Rj1
Πj
}
.
L’e´ve´nement (T = j) est dans la σ-alge`bre engendre´e par (Xt,Wt, (1− j) ≤ t ≤
1), est Bj est dans la σ-alge`bre engendre´e par (Xt,Wt, 1− n ≤ t ≤ 1− j). Ainsi ces
deux e´ve´nements sont inde´pendants conditionnellement a` X1−j. De plus, pour tous
i et j on a Pµ(Bj | X1−j = i) ≥ Pµ
(
medi
(
Rn1−Rj1
Πj
)
≤ Rn1−Rj1
Πj
| X1−j = i
)
≥ 1
2
par
de´finition de la me´diane conditionnelle. Donc, comme les produits Πj sont positifs,
on a :
Pµ(R
n
1 > t) ≥ Pµ
( n⋃
j=1
[Bj ∩ (T = j)]
)
=
n∑
j=1
p∑
i=1
Pµ(Bj | X1−j = i)P(T = j | X(1−j) = i)µ(i)
≥ 1
2
Pµ(T ≤ n)
=
1
2
Pµ
(
max
1≤j≤n
{
Rj1 +Πjmed−
(Rn1 − Rj1
Πj
)}
> t
)
,
et le lemme est de´montre´. 2
Sous nos hypothe`ses, Rn1 tend vers R1 quand n tend vers l’infini, et a` j fixe´,
Π−1j (R
n
1 − Rj1) converge vers une variable ale´atoire R̂ qui a la meˆme loi que R1. On
pose m0 = med−(R1) = mini{med(R1 | X1 = i)} = med−(R̂), et en faisant tendre
n vers l’infini dans le lemme 3.4, on obtient, pour tout t > 0,
Pµ
(
sup
j
{Rj1 +Πjm0} > t
)
≤ 2Pµ(R1 > t).
Si on remplace R1 par −R1, on obtient une formule similaire, et donc, en regroupant
ces deux formules il vient :
Pµ
(
sup
j
|Rj1 +Πjm0| > t
)
≤ 2Pµ(|R1| > t). (3.18)
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De plus, pour tout t > |m0|, on peut minorer la premie`re probabilite´ en faisant
intervenir les diffe´rences successives :
Pµ
(
sup
n
|Rn1 +Πnm0| > t
)
≥ Pµ
(
∃n t.q. |(Rn+11 +Πn+1m0)− (Rn1 +Πnm0)| > 2t
)
,
ou` on a pose´ R01 = 0 et Π0 = 1. Or, on a
(Rn+11 +Πn+1m0)− (Rn1 +Πnm0) = a0a−1 · · ·a1−nb−n + (Πn+1 −Πn)m0
= Πn
(
b−n + (a−n − 1)m0
)
.
Donc l’e´quation (3.18) donne, pour tout ε > 0 :
Pµ(|R1| > t) ≥ 1
2
Pµ
(
∃n t.q. ∣∣Πn(b−n + (a−n − 1)m0)∣∣ > 2t)
≥ 1
2
Pµ
(
∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m0∣∣ > ε). (3.19)
On e´tend maintenant l’ine´galite´ de Feller-Chung :
Lemme 3.5 Pour tous t > |m0| et ε > 0, on a :
Pµ
(
∃n t.q. Πn > 2t
ε
et
∣∣b−n + (a−n − 1)m0∣∣ > ε)
≥ min
1≤i≤p
Pi(|b0 + (a0 − 1)m0| > ε)Pµ
(∃n t.q. Πn > 2t
ε
)
.
De´monstration
On pose A0 = ∅, An = {Πn > 2tε } et Bn = {|b−n + (a−n − 1)m0| > ε}. Condi-
tionnellement a` X1−n, Bn est inde´pendant de A0, . . . , An. Ainsi on a :
Pµ
( ∞⋃
n=1
[An ∩ Bn]
)
=
∞∑
n=1
Pµ
(
Bn ∩ An
n−1⋂
j=0
[Bj ∩ Aj]c
)
≥
∞∑
n=1
Pµ
(
Bn ∩ An
n−1⋂
j=0
Acj
)
=
∞∑
n=1
p∑
i=1
Pµ(Bn | X1−n = i)Pµ
(
An
n−1⋂
j=0
Acj | X1−n = i
)
µ(i).
Or par stationnarite´ de X, on a Pµ(Bn | X1−n = i) = Pi(|b0 + (a0 − 1)m0| > ε).
Donc il vient :
Pµ
( ∞⋃
n=1
[An ∩Bn]
) ≥ min
1≤i≤p
Pi(|b0 + (a0 − 1)m0| > ε)Pµ
( ∞⋃
n=1
An
)
,
ce qui ache`ve la de´monstration. 2
On peut maintenant donner la preuve de la proposition 3.8.
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De´monstration de la proposition 3.8
L’e´quation (3.19) et le lemme 3.5 donnent, pour tous t > |m0| et ε > 0,
Pµ(|R1| > t) ≥ 1
2
min
1≤i≤p
Pi(|b0 + (a0 − 1)m0| > ε)Pµ(∃n t.q. Πn > 2t
ε
).
Comme b0 = V
1/2
0 ξ0, que V0 et a0 sont borne´es, mais que ξ ne l’est pas car c’est une
variable gaussienne, on ne peut pas avoir l’e´galite´ Pi-presque sure b0 = (1− a0)m0.
Donc on peut trouver ε > 0 tel que min1≤i≤p Pi(|b0 + (a0 − 1)m0| > ε) > 0. Ainsi,
on peut trouver une constante C > 0 telle que pour tout t > |m0|, on ait
Pµ(|R1| > t) ≥ C Pµ(sup
n
Πn >
2t
ε
)
comme annonce´. 2
Remarque La raison apparente pour laquelle le minimum des probabilite´s Pi(|b0+
(a0− 1)m0| > ε) est strictement positif est diffe´rente de celle invoque´e au cha-
pitre pre´ce´dent. En effet, ce n’est plus l’inde´pendance des suites (an) et (bn)
qui fait tout marcher, mais des proprie´te´s de bornitude. En fait, dans les deux
cas, ces proprie´te´s particulie`res de la suite (an, bn) permettent de montrer l’ab-
sence automatique de point fixe presque suˆr pour l’application x 7−→ a0x+ b0,
qui est la proprie´te´ fondamentale utilise´e pour conclure, de meˆme que dans le
cas iid.
Il faut maintenant e´tudier le comportement de ces produits Πn. Pour estimer la
probabilite´ Pµ(supn Πn > t), on utilise encore la me´thode des processus de renou-
vellement markoviens et des hauteurs d’echelle.
3.7.2 Etude d’une marche ale´atoire
Commenc¸ons par introduire quelques nouvelles notations. Soit S0 = 0 et pour
tout n ≥ 1, on pose
Sn =
n∑
k=1
log(a1−k) = logΠn =
∫ 1
1−n
e(Xu)du.
Comme le processus (Xn)n∈Z est encore une chaˆıne de Markov, (X1−n, Sn) est bien
un processus de renouvellement markovien au sens de la de´finition 17. On lui associe
la matrice semi-markovienne K = (kij) de´finie de la fac¸on suivante :
kij(t) = Pµ(X0 = j, log a0 ≤ t | X1 = i).
C’est une matrice de distributions au sens de la partie 1.3.1. On note τ le premier
temps d’e´chelle de cette marche ale´atoire (voir de´finition 19) : τ = τ1 = inf{n ≥
1 t.q. Sn > 0}, et la premie`re hauteur d’e´chelle est Sτ . La matrice semi-markovienne
3.7. LA LIMITE EST NON NULLE 111
du processus d’e´chelle est note´e H(t). Elle de´crit la distribution de Sτ et ses coor-
donne´es sont les suivantes :
Hij(t) = Pµ(τ <∞, Sτ ≤ t, X1−τ = j | X1 = i).
C’est aussi une matrice de distributions au sens de la partie 1.3.1. Comme Sτ > 0,
H a pour support la demi-droite positive. De plus, Sτ > 0, S1−τ ≤ 0 et les an sont
borne´s, donc Sτ ≤ sup log an ≤ sup e(i) <∞, et H est a` support fini.
On de´finit aussi le n-e`me indice d’e´chelle par τn = inf{n > τn−1 t.q. Sn > Sτn−1},
et Sτn la hauteur d’e´chelle correspondante. On peut ve´rifier que l’on a :
H
(n)
ij (t) = Pµ(τn <∞, Sτn ≤ t, X1−τn = j | X1 = i),
ou` H(n) est la n-e`me convole´e de H . On note aussi Ψ =
∑∞
n=0H
(n) la fonction de
renouvellement associe´e a` H .
Pour pre´ciser le comportement asymptotique de la marche (Sτn), on va utiliser
le the´ore`me de renouvellement 7 pour F = H et α = κ. Certaines de ses hypothe`ses
sont imme´diatement ve´rifie´es :
– comme H(0) = 0, on a ρ(H(0)) < 1,
– comme les Hij sont des probabilite´s, H(∞) est finie,
– comme H est a` support fini, l’espe´rance Γ de Hκ(∞) =
∫∞
0
e−κuH(du) est finie,
– la non arithme´ticite´ se prouve comme dans la section 3.6.1.
Ici encore il y a une diffe´rence notable avec la chapitre pre´ce´dent : du fait que
les ai ne prennent pas un nombre fini de valeurs il n’est plus ne´cessaire de tronquer
la matrice H . En effet, pour tout i, j dans E, on a :
Hij(∞) = Pµ(τ <∞, X1−τ = j | X1 = i)
≥ Pµ(τ = 1, X0 = j | X1 = i)
= Pj(log a0 > 0, X1 = i)
µ(j)
µ(i)
= Pj
(∫ 1
0
e(Xu)du > 0, X1 = i
)µ(j)
µ(i)
,
et d’apre`s la proposition 3.7, cette dernie`re quantite´ est strictement positive car 0 est
dans l’intervalle ]em, eM [ par hypothe`se. Ainsi la deuxie`me hypothe`se du the´ore`me 7
est valide. On en de´duit de qu’on peut trouver i et j tels que 0 = Hij(0) < Hij(∞),
et la troisie`me hypothe`se est aussi vraie.
Calculons maintenant le rayon spectral de Hκ(∞). Pour cela, on introduit la
transforme´e de Laplace K̂(s) = (kˆij(s)) de la matrice K :
kˆij(s) =
∫
estkij(dt) = Ei[a
s
01IX1=i]
µ(j)
µ(i)
= ∆−1(tAs)∆,
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avec ∆ = diag(µ(i)). A cette conjugaison pre`s K̂(s) n’est autre que la transpose´e
de la matrice As. En particulier, K̂(s) et As ont le meˆme rayon spectral, donc
ρ
(
K̂(κ)
)
= 1.
De plus, on en de´duit que K̂(κ) est une matrice positive et irre´ductible, et comme
tAκ = F (∞), donc ∆−1m est un vecteur propre a` droite a` coordonne´es strictement
positives de la matrice K̂(κ) pour la valeur propre 1. Posons Σ = ∆−1tm = diag( mi
µ(i)
).
Alors la matrice :
Kκ(t) = Σ
−1
(∫ t
−∞
eκuK(du)
)
Σ
est encore une matrice semi-markovienne. Notons (κX1−n, κSn) le processus de re-
nouvellement markovien qui lui est associe´. Ceci revient a` faire un changement de
loi sur le processus (X1−n, Sn).
On utilise maintenant la proposition 7 : la matrice Σ−1Kκ(∞)Σ est la matrice
semi-markovienne associe´e au processus d’e´chelle (κSτn), et l’espe´rance de log(
κa1)
est la de´rive´e de l’application s 7−→ log ρ(K̂(s)) au point κ.
Or, on a vu que ρ(K̂(s)) = ρ(As). De plus, log ρ(A0) = log ρ(Aκ) = 0, la de´rive´e a`
droite en 0 de s 7−→ log ρ(As) est strictement ne´gative (proposition 3.2) et cette fonc-
tion est convexe (corollaire 3.2). Donc la de´rive´e de l’application s 7−→ log ρ(K̂(s))
en κ est strictement positive, i.e. Eµ[log(
κa1)] > 0, et la marche (
κSn) tend presque
suˆrement vers +∞ par le the´ore`me ergodique. On utilise maintenant la proposition 8
pour conclure que
ρ(Σ−1Kκ(∞)Σ) = ρ(Kκ(∞)) = 1.
On a donc de´montre´ que toutes les hypothe`se du the´ore`me 7 sont ve´rifie´es. Soit
maintenant M = supn Sn = supn Sτn , le maximum de notre marche ale´atoire. Par
de´finition de H , on a pour tout 1 ≤ i ≤ p :
Pµ(M ≤ t | X1 = i)
=
∞∑
n=1
Pµ(τn <∞, Sτn ≤ t, τn+1 =∞ | X1 = i)
=
∞∑
n=1
p∑
j=1
Pµ(τn <∞, Sτn ≤ t, τn+1 =∞, X1 = i | X1−τn = j)
µ(j)
µ(i)
=
∞∑
n=1
p∑
j=1
[
Pµ(τn <∞, Sτn ≤ t, X1−τn = j | X1 = i)×
(1− Pµ(τn+1 <∞ | X1−τn = j)
]
=
∞∑
n=1
p∑
j=1
[
H
(n)
ij (t)
(
1−
p∑
k=1
Hjk(∞)
)]
=
p∑
j=1
[
Ψij(t)
(
1−
p∑
k=1
Hjk(∞)
)]
. (3.20)
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Le the´ore`me 7 applique´ a` l’e´quation (3.20) donne, quand t tend vers l’infini :
1− Pµ(M ≤ t | X1 = i) =
p∑
j=1
[(
1−
p∑
k=1
Hjk(∞)
) ∫ ∞
t
e−κu(eκuΨij)(du)
]
∼
t→∞
p∑
j=1
[(
1−
p∑
k=1
Hjk(∞)
) ∫ ∞
t
e−κu
1
γ
miujdu
]
=
p∑
j=1
[(
1−
p∑
k=1
Hjk(∞)
)1
γ
miuj
]
e−κt, (3.21)
ou` m et u sont des vecteurs propres a` gauche et a` droite de Hκ(∞) a` coordonne´es
strictement positives normalise´s comme en (1.6), et γ = tuΓm > 0.
Il reste encore a` prouver qu’il existe un j ≤ p tel que 1−∑pk=1Hjk(∞) > 0. Or la
proposition 8 dit que ρ(H(∞)) < 1 puisque Eµ log a0 < 0. La matrice H(∞) est donc
sous-stochastique et non stochastique, donc il existe j tel que 1−∑pk=1Hjk(∞) > 0.
On a ainsi montre´ que le terme de droite dans l’e´quation (3.21) est strictement
positif, et donc il existe une constante C > 0 telle que, quand t tend vers l’infini on
ait :
eκtPµ(M > t) ≥
p∑
i=1
eκtPµ(M > t | X1 = i)µ(i) ≥ C. (3.22)
En injectant ce re´sultat dans la proposition 3.8, on obtient, pout t assez grand :
tκPµ(|R1| > t) ≥ K > 0, (3.23)
et donc avec les notations du the´ore`me 3.1, on a L > 0, ce qui ache`ve la de´monstra-
tion.
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Chapitre 4
Re´sultats multidimensionnels
4.1 Introduction
On passe maintenant a` l’e´tude de notre e´quation re´cursive Yn+1 = anYn+bn dans
le cas multidimensionnel. On fixe un entier d > 1. Alors, Yn et bn sont des vecteurs
de Rd et les coefficients an sont des matrices de R
d × Rd. Ce type d’e´quation mul-
tidimensionnelle apparaˆıt dans l’e´tude des marches ale´atoires en milieu ale´atoire ou
des processus de branchement en milieu ale´atoire avec immigration. Les e´quations
vectorielles contiennent e´galement le cas des e´quations re´cursives scalaires d’ordre d
supe´rieur a` un (voir chapitre 6).
On a de´ja` mentionne´ que la solution stationnaire de cette e´quation a` coeffi-
cients iid a e´te´ e´tudie´e par H. Kesten [44, 45] puis E. LePage [47]. Ce chapitre
est consacre´ a` un expose´ plus en de´tail de leurs re´sultats et de leurs me´thodes de
de´monstration. Il servira a` la fois d’introduction et de comparaison avec le chapitre
suivant qui e´tendra ces re´sultats.
Dans la partie 4.2, on donne le cadre du proble`me et on fixe les notations qui
seront utilise´es dans ce chapitre et le suivant. Dans la partie 4.3, on expose les
re´sultats de [44, 45] concernant les matrices positives. On y donne aussi un the´ore`me
de renouvellement pour des fonctionnelles d’une chaˆıne de Markov qui servira dans
toute la suite. La partie 4.4 est consacre´e aux re´sultats de [47].
4.2 Contexte et notations
Dans ce paragraphe, on de´crit notre proble`me et son cadre, et on donne une se´rie
de notations qui serviront dans tout ce chapitre ainsi que dans le chapitre 5.
4.2.1 Notations
Sauf indication contraire, tous les vecteurs conside´re´s dore´navant seront des vec-
teurs ligne. On conside`re donc Rd comme l’ensemble des vecteurs ligne, et on le
munit de la norme euclidienne note´e ‖ · ‖. On note par le meˆme symbole ‖ · ‖ la
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norme matricielle associe´e : pour tout vecteur ligne x = (x1, . . . xd), et toute matrice
a de taille d× d, on a
‖x‖ =
( d∑
k=1
x2k
)1/2
, ‖a‖ = sup
‖x‖=1
‖xa‖.
On rappelle que la norme euclidienne d’une matrice s’exprime par un rayon spec-
tral : ‖a‖2 = ρ(ata).
Soit Sd−1 la sphe`re de Rd, i.e. l’ensemble des vecteurs ligne de norme 1, et S+ ses
e´le´ments positifs au sens de la de´finition 8 :
S
d−1 = {x ∈ Rd | ‖x‖ = 1}, S+ = {x ∈ Sd−1| x > 0}.
On re´servera la lettre x pour de´signer des e´le´ments de la sphe`re.
On note Pd−1 = P(Rd) l’espace projectif correspondant aux vecteurs ligne de Rd.
C’est l’ensemble des droites de Rd. On re´servera la lettre v pour de´signer des e´le´ments
de l’espace projectif. Si x est un vecteur de la sphe`re Sd−1, on notera x¯ son image
dans Pd−1. Si v est un e´le´ment de Pd−1, on appellera v˜ un de ses ante´ce´dents dans
Sd−1 (quand le signe n’intervient pas). On munit Pd−1 de la distance δP suivante :
δP(v, v′) = min{‖x− x′‖ t.q. x, x′ ∈ Sd−1, x¯ = v, x¯′ = v′}.
Soit G = Gl(d,R) le groupe line´aire des matrices carre´es inversibles re´elles de
taille d. On note par · l’action a` droite du groupe G sur la sphe`re Sd−1 : pour tous
x dans Sd−1 et a dans Gl(d,R), on pose
x · a = xa‖xa‖ .
Si a n’est pas une matrice inversible et que xa = 0, on conviendra que x · a = 0. On
notera simplement va l’action a` droite de G sur l’espace projectif.
Enfin, si µ est une mesure, on notera Sµ son support, et pour toute matrice a,
on de´signera ses coefficients par a(i, j).
4.2.2 Cadre du proble`me
Dans ce chapitre et les suivants, par souci de clarte´, on notera en majuscule
toutes les variables ale´atoires. Ainsi on notera An au lieu de an et Bn au lieu de bn
les coefficients de l’e´quation re´cursive.
Soient (Ω,F ,P) un espace probabilise´, et (An, Bn) une suite de variables ale´atoi-
res inde´pendantes et identiquement distribue´es sur Ω ou` les (An) sont des matrices
carre´es de taille d, et les (Bn) des vecteurs colonne de R
d. On e´tudie l’e´quation aux
diffe´rences ale´atoires suivante :
Yn+1 = AnYn +Bn n ≥ 0. (4.1)
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On appelle η la loi du couple (A1, B1), et µ celle de A1.
On a un analogue du the´ore`me 8 dans ce cas (voir aussi P. Bougerol et N.
Picard, [9]) : si la condition suivante est ve´rifie´e :
E[log+ ‖A0‖] < +∞. (4.2)
alors la limite ci-dessous existe pour tout x dans Sd−1 :
lim
n→∞
1
n
log ‖A1 · · ·An‖ = lim
n→∞
1
n
log ‖xA1 · · ·An‖ = α. (4.3)
Si de plus α est strictement ne´gatif, alors le produit ‖A0 · · ·An‖ converge exponen-
tiellement vite vers 0. Si on a aussi E‖B0‖β <∞ pour un β > 0, alors la se´rie
Rn+1 =
∞∑
k=1
AnAn−1 · · ·An−k−1Bk
converge presque suˆrement et la suite (Rn) est l’unique solution stationnaire de
l’e´quation (4.1).
Ici, par la proprie´te´ d’inde´pendance on peut donner une autre variable ale´atoire
plus simple qui suit aussi la loi stationnaire. En effet, pour un vecteur colonne Y0
donne´, la solution de l’e´quation (4.1) est :
Yn+1 = Bn + AnBn−1 + AnAn−1Bn−2 + · · ·+ AnAn−1 · · ·A1B0 + AnAn−1 · · ·A0Y0,
qui, par la proprie´te´ d’inde´pendance, a la meˆme loi que
n+1∑
k=1
A1 · · ·Ak−1Bk + A1 · · ·An+1Y0.
Sous la condition 4.2, et si de plus α < 0 et E‖B0‖β < ∞ pour un β > 0, alors la
se´rie
R =
∞∑
k=1
A1 · · ·Ak−1Bk
converge presque suˆrement. La variable ale´atoire R suit alors la loi stationnaire de
l’e´quation (4.1). C’est cette variable que nous allons e´tudier.
Le coefficient α de´fini par la limite 4.3 s’appelle le premier exposant de Lyapou-
nov de la suite (An). Sous une condition additionnelle de non anticipation, il est
de´montre´ dans [9] que la condition α < 0 est ne´cessaire a` l’existence d’une solution
stationnaire de l’e´quation (4.1). Dans le cas critique ou` α = 0, M. Babillot, P.
Bougerol et L. Elie ont montre´ que la chaˆıne de Markov (Yn) peut encore avoir
une mesure (non borne´e) stationnaire lorsque les An sont des homothe´ties.
Dans toute la suite, on se place dans le cas ou` l’exposant de Lyapounov α est
trictement ne´gatif.
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Comme la norme matricielle choisie est sous-multiplicative, pour avoir α < 0 il
suffit d’avoir E log ‖A1‖ < 0 par la loi des grands nombres. On dispose aussi d’un
autre crite`re de ne´gativite´ du coefficient α. Soit ⊗ le produit de Kronecker des ma-
trices. Il se de´finit comme suit : si a = (aij) et b = (bij) sont des matrices carre´es de
taille d, leur produit de Kronecker est la matrice carre´e de taille d2 qui s’ecrit par
blocs de la fac¸on suivante :
a⊗ b =
 a11b · · · a1nb... ...
an1b · · · annb
 .
On a alors la proprie´te´ suivante :
Proposition 4.1 Si le rayon spectral de la matrice E[A1⊗ tA1] est de module stric-
tement infe´rieur a` 1, alors on a α < 0
De´monstration
On remarque que α ne de´pend pas du choix de la norme puisqu’elles sont toutes
e´quivalentes en dimension finie. Conside´rons nos matrices comme des e´le´ments de
R
d×d muni de sa norme euclidienne note´e ‖ · ‖d×d. On a alors
‖a‖2d×d =
∑
ij
a(i, j)2 = tr(ata),
ou` tr de´signe la trace de la matrice. On note Sn = An · · ·A1, et Fn = E[SntSn]. On
a alors :
Fn+1 = E[Sn+1
tSn+1]
= E[An+1Sn
tSn
tAn+1]
= E[An+1E[Sn
tSn]
tAn+1]
par inde´pendance. Ainsi, on a la relation Fn+1 = TFn ou` T est l’ope´rateur de R
d×d
dans lui-meˆme qui a une matrice a associe E[A1a
tA1]. En particulier, il vient :
E‖A1 · · ·An‖2d×d = E‖An · · ·A1‖2d×d
= tr(Fn) = tr(T
nI)
≤ d2ρ(T )n,
ou` I de´signe la matrice identite´. En particulier, de`s que ρ(T ) est strictement infe´rieur
a` 1, alors α est ne´gatif. Soit maintenant Eij la matrice dont tous les coefficients sont
nuls sauf le coefficient ij qui vaut 1. Alors dans la base (E11, E12, . . . E1d, E21, . . . Edd)
de Rd×d, l’ope´rateur T s’e´crit exactement comme E[A1 ⊗ tA1], d’ou` la proposition.2
4.2.3 Quelques ope´rateurs
On introduit maintenant une se´rie d’ope´rateurs qui vont intervenir tout au long
de ce chapitre et du suivant. Les ope´rateurs qui sont des restrictions ou des ex-
tensions les uns des autres seront note´s par le meˆme lettre avec des indices ou des
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exposants diffe´rents. On pourra se rapporter a` ce paragraphe pour savoir de quel
ope´rateur il s’agit.
On suppose qu’il existe σ > 0 tel que E[‖A1‖σ log+ ‖A1‖] < ∞. Les ope´rateurs
suivants sont de´finis pour tout s dans l’intervalle [0, σ].
Ope´rateurs sur l’espace projectif
On re´serve les lettres droites aux ope´rateurs de´finis sur l’espace projectif. Pour toute
fonction f continue sur Pd−1 et pour tout v dans Pd−1, on de´finit
P sf(v) = E[‖v˜A1‖sf(vA1)] =
∫
‖v˜a‖sf(va)µ(da).
On verra qu’il existe une unique (a` coefficient multiplicatif pre`s) fonction continue
es strictement positive sur Pd−1 qui ve´rifie
P ses = k(s)es,
ou` k(s) est le rayon spectral de P s et a pour expression
k(s) = lim
n
(
E‖A1 · · ·An‖s
)1/n
.
On de´finit alors un ope´rateur markovien sur Pd−1 de la fac¸on suivante :
Qsf(v) =
1
k(s)es(v)
∫
‖v˜a‖ses(va)f(va)µ(da).
Ope´rateurs sur la sphe`re
On peut e´tendre les deux ope´rateurs pre´ce´dents a` la sphe`re. On garde les meˆmes
lettres pour les de´signer, mais avec une police cursive. Pour toute fonction f continue
sur Sd−1 et pour tout x dans Sd−1, on de´finit
Psf(x) =
∫
‖xa‖sf(x · a)µ(da)
Qsf(x) = 1
k(s)es(x¯)
∫
‖xa‖ses(x¯a)f(x · a)µ(da).
Remarquons que si f est syme´trique sur la sphe`re, il en est de meˆme pour Psf et
Qsf dont les images dans l’espace projectif sont alors P sf et Qsf respectivement.
Ope´rateurs sur Sd−1 × R
Pour tous les ope´rateurs suivants, la valeur de s est fixe´e e´gale a` une valeur critique
κ ve´rifiant k(κ) = 1. Dore´navant, on omet donc l’exposant s = κ. Pour marquer
qu’il s’agit maintenant d’ope´rateurs sur un espace produit, on rajoute un exposant
a` gauche a` deux chiffres. Pour toute fonction f continue borne´e sur Sd−1×R et pour
tous (x, u) dans Sd−1 × R, on de´finit :
12Qf(x, u) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f
(
x · a, u+ xb‖xa‖
)
η(da, db).
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Pour toute fonction f continue borne´e sur Sd−1×R et pour tous (x, t) dans Sd−1×R,
on de´finit :
13Qf(x, u) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f(x · a, t− log ‖xa‖)η(da, db).
Ope´rateurs sur Sd−1 × R×R
On pre´sente enfin deux dernier ope´rateurs sur Sd−1 × R × R et donc munis d’un
exposant a` trois chiffres. Pour toute fonction f continue borne´e sur Sd−1×R×R et
pour tous (x, u, t) dans Sd−1 × R×R, on de´finit :
123N f(x, u, t) =
∫
f
(
x · a, u+ xb‖xa‖ , t− log ‖xa‖
)
η(da, db)
123Qf(x, u, t) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f
(
x · a, u+ xb‖xa‖ , t− log ‖xa‖
)
η(da, db).
L’ope´rateur 123Q est donc une extension commune des deux ope´rateurs 12Q et 13Q.
4.3 Les re´sultats de H. Kesten
On rappelle maintenant les principaux re´sultats de [44], qui concernent les ma-
trices positives au sens de la de´finition 8. Puis on donne les grandes e´tapes de la
de´monstration.
4.3.1 Re´sultats
Comme en dimension 1, l’e´tude de la queue de la solution stationnaire passe
par celle des produits A1 . . . An. Le premier the´ore`me donne des re´sultats sur le
maximum de ces produits, et le deuxie`me sur la queue de la solution stationnaire de
l’e´quation (4.1).
The´ore`me 10 Soit (An) une suite de matrices re´elles iid de taille d× d et de loi µ
telles que :
P(A0 > 0) = 1, P(A0 a une ligne de 0) = 0,
E[log+ ‖A0‖] < +∞. (4.4)
Supposons aussi que le sous-groupe de R engendre´ par
{log ρ(a) | a = a1 . . . an, n ∈ N, ai ∈ Sµ, a 0}
est dense. Alors, il existe une constante α <∞ telle que pour tout x ∈ S+ on ait :
lim
n→∞
1
n
log ‖A1 · · ·An‖ = lim
n→∞
1
n
log ‖xA1 · · ·An‖ = α, (4.5)
presque suˆrement. Si de plus α est strictement ne´gatif, et s’il existe σ > 0 tel que
E
[
min
1≤i≤d
{ d∑
j=1
A0(i, j)
}]σ
≥ dσ/2, et E[‖A0‖σ log+ ‖A0‖] <∞,
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alors il existe un exposant κ dans l’intervalle ]0, σ] tel que la limite
lim
t→+∞
tκP(max
n
‖xA1 · · ·An‖ > t)
existe et est strictement positive pour tout x dans S+.
Ce premier re´sultat est donc l’analogue des re´sultats des parties 2.6 et 3.7.2 sur
le maximum des produits a0 · · ·a1−n. On donne maintenant le the´ore`me sur la queue
de la loi stationnaire de l’e´quation (4.1).
The´ore`me 11 Soit (An, Bn) une suite de variables ale´atoires iid ou` les An sont des
matrices carre´es et les Bn des vecteurs colonne. Supposons que la suite (An) ve´rifie
toutes les hypothe`ses du the´ore`me 10, et que, avec les notations de ce the´ore`me :
P(B0 = 0) < 1, P(B0 > 0) = 1, E‖B0‖κ <∞.
Alors, pour tout x ∈ Sd−1, la limite
lim
t→+∞
tκP(xR > t)
existe et est finie. De plus pour tout x dans S+, cette limite est strictement positive.
Remarque Dans ce contexte multidimensionnel, l’ensemble des directions x dans
lesquelles on regarde le comportement de la queue de la loi stationnaire est
un ensemble infini. Ici, comme dans le cas ou` les coefficients an e´taient tous
positifs en dimension 1, la limite n’est pas ne´cessairement strictement positive
dans toutes les directions. Par exemple, si on choisit un vecteur x dans S+, xR
est positif donc la probabilite´ P(xR < −t) = P(−xR > t) est nulle pour tout
t positif.
4.3.2 Un the´ore`me de renouvellement
Comme dans les chapitres pre´ce´dents, la de´monstration des the´ore`mes repose
sur la the´orie du renouvellement. Le the´ore`me utilise´ est celui de [45] qui est valable
pour des fonctionnelles d’une chaˆıne de Markov sur un espace compact ge´ne´ral. Il
fait apparaˆıtre des ope´rateurs de dimension infinie, puisque maintenant non seule-
ment les matrices An peuvent prendre une infinite´ de valeurs distinctes, mais encore
l’espace Sd−1 des directions dans lesquelles on regarde la queue de la distribution est
lui aussi infini.
Soit (Xn) une chaˆıne de Markov stationnaire sur un espace me´trique se´parable
(S, d). On note P n(x,A) = P(Xk+n ∈ A|Xk = x) la n-e`me probabilite´ de transition
pour cette chaˆıne, S la tribu engendre´e par les ouverts de S, et B la tribu des
bore´liens de R. Soit (Un) une suite de variables ale´atoires de´finie sur le meˆme espace
probabilise´ et telle que la distribution de Ui ne de´pende que de Xi et Xi+1, et pas des
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autres Xj et Uj quand Xi et Xi+1 sont donne´s. Formellement, on suppose que pour
tous x, y dans S, il existe une distribution F yx (·) telle que pour Ai ∈ S et Bj ∈ B
P(Xi ∈ Ai, 0 ≤ i ≤ n, Uj ∈ Bj, 0 ≤ j < n|X0 = x0)
= 1A0(x0)
∫
A1
P (x0, dx1)
∫
. . .
∫
An
P (xn−1, dxn)
n−1∏
i=0
F xi+1xi (Bi). (4.6)
On note aussi F la tribu engendre´e par les Xi et les Ui, et Px l’unique mesure sur
F pour laquelle Px0(Xi ∈ Ai, 0 ≤ i ≤ n, Uj ∈ Bj, 0 ≤ j < n) est donne´ par l’e´quati-
on (4.6). On note Ex l’espe´rance par rapport a` Px.
On de´finit de plus une suite de variables ale´atoires (Vn) par V0 = 0, et pour tout
n ≥ 1 :
Vn =
n−1∑
i=0
Ui.
Enfin si f est une fonction F -mesurable de (S ×R)⊗N dans R, et δ > 0, on pose
f δ(x0, v0, x1, v1, . . .)
= lim
n→∞
sup{f(y0, w0, y1, w1, . . .) t.q. d(xi, yi) + |vi − wi| < δ ∀i ≤ n}.
On e´nonce maintenant une se´rie de conditions :
Condition I1 : Il existe une mesure de probabilite´ ϕ sur S telle que ϕP = ϕ et
pour tout x dans S et tout A ouvert tel que ϕ(A) > 0 on a
Px{∃n tq Xn ∈ A} = 1.
Condition I2 : Pour cette mesure ϕ, on a∫
|λ|F yx (dλ)P (x, dy)ϕ(dx) <∞,
et presque suˆrement
lim
n→∞
Vn
n
= γ =
∫
λF yx (dλ)P (x, dy)ϕ(dx) > 0.
Condition I3 : Il existe une suite de re´els (ζn) qui engendre un sous-groupe dense
dans R et telle que pour tous ζn et δ > 0, il existe y dans S ayant la proprie´te´
suivante :
pour tout ε > 0 il existe A ∈ S avec ϕ(A) > 0, des entiers m1 et m2 et un re´el τ
tels que pour tout x ∈ A :
Px
(
d(Xm1 , y) < ε, |Vm1 − τ | ≤ δ
)
> 0,
et
Px
(
d(Xm2 , y) < ε, |Vm2 − τ − ζn| ≤ δ
)
> 0.
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Condition I4 : Pour tout x dans S fixe´ et pour tout ε > 0 il existe r0 > 0 tel
que pour toute fonction F -mesurable f de (S ×R)⊗N dans R et pour tout y tel que
d(x, y) < r0 on ait :
Exf(X0, V0, X1, V1, . . .) ≤ Eyf ε(X0, V0, X1, V1, . . .) + ε‖f‖,
et
Eyf(X0, V0, X1, V1, . . .) ≤ Exf ε(X0, V0, X1, V1, . . .) + ε‖f‖.
On peut maintenant e´noncer le the´ore`me de renouvellement :
The´ore`me 12 Si les conditions I1 a` I4 sont ve´rifie´es, alors pour toute fonction G
de S × R dans R continue et directement Riemann inte´grable, et pour tout x dans
S on a :
lim
t→∞
Ex
∞∑
n=0
G(Xn, t− Vn) = 1
α
∫
S
∫ +∞
−∞
G(y, s)dsϕ(dy).
La condition I1 assure que la chaˆıne (Xn) visite tous les ouverts charge´s par
la mesure invariante ϕ, c’est une condition de type re´currence. La condition I2
assure l’existence d’une certaine espe´rance et sa stricte positivite´, c’est une condition
de transience pour la suite (Vn). La condition I3 est une condition de type non-
arithme´ticite´. Enfin, la condition I4 est une condition de contraction. Elle assure
que si deux trajectoires de la chaˆıne (Xn, Vn) partent de deux points voisins, alors
elles restent voisines sur toute leur trajectoire.
4.3.3 Principes de la de´monstration
La de´monstration du the´ore`me 12 se fait en plusieurs e´tapes. Nous choisissons
ici de les pre´senter dans un ordre un peu diffe´rent de celui donne´ en [44] pour plus
de clarte´ et de cohe´rence avec la suite du chapitre ainsi qu’avec le chapitre suivant.
Etude d’un ope´rateur auxiliaire.
Pour tout 0 ≤ s ≤ σ, ou` σ est donne´ par le the´ore`me 10, on de´finit l’ope´rateur Ps
sur l’ensemble des fonctions continues sur S+ par :
Psf(x) = E[‖xA1‖sf(x ·A1)] =
∫
‖xa‖sf(x · a)µ(da),
ou` µ de´signe la loi de A1. On e´tudie les e´le´ments propres de cet ope´rateur. A l’aide
d’un the´ore`me de point fixe, on commence par montrer l’existence d’une mesure
propre.
Lemme 7 Pour tout 0 ≤ s ≤ σ, il existe une probabilite´ νs sur S+ et un re´el k(s)
tels que :
0 < E
[
d−1/2 min
1≤i≤d
{ p∑
j=1
A1(i, j)
}]s
≤ k(s) ≤ E‖A1‖s, et νsPs = k(s)νs.
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On introduit ensuite la suite de fonctions rs(x, n) = k(s)
−n
E‖xA1 · · ·An‖s, et on
montre que sa somme de Ce´saro converge vers une fonction es qui est une fonction
propre pour l’ope´rateur Ps.
Lemme 8 Pour tout 0 ≤ s ≤ σ, il existe une fonction es strictement positive sur
S+ qui ve´rifie :
Pses = k(s)es.
L’e´tape suivante est de montrer l’existence d’un exposant κ tel que k(κ) = 1.
Pour cela, on prouve que
log k(s) = lim
n→∞
1
n
logE‖A1 · · ·An‖s,
et on utilise un argument de convexite´. On retrouve le meˆme type d’expression que
dans l’introduction.
Application du the´ore`me de renouvellement.
L’e´tape suivante est d’appliquer le the´ore`me de renouvellement aux produits de
matrices. On pose
Π0 = Id, Πn = A1 · · ·An.
Pour appliquer le the´ore`me 12, on prend pour espace le sous-ensemble ferme´ S+ de
la sphe`re unite´ Sd−1. On de´finit la suite (Xn, Un) de la fac¸on suivante :
Xn =
{
X0 · Πn si X0Πn 6= 0,
0 si X0Πn = 0,
Un =
{
log ‖X0Πn+1‖‖X0Πn‖ si X0Πn 6= 0,
−∞ si X0Πn = 0.
Alors, pour tout X0 ∈ Sd−1, la suite Vn est :
Vn =
n−1∑
i=0
Ui = log
‖X0Πn‖
‖X0‖ = log ‖X0A1 · · ·An‖.
Remarque En dimension d ≥ 2, la norme n’est plus multiplicative. C’est pour
cela qu’on de´compose la quantite´ log ‖X0A1 · · ·An‖ en une somme de quo-
tients plutoˆt qu’en une somme simple. La suite (Vn) joue le meˆme roˆle que les
marches ale´atoires (Sn) des deux chapitres pre´ce´dents.
Les variables ale´atoires Vn mesurent la norme du vecteur xA1 · · ·An apre`s n pas,
et Xn sa direction et son sens. On a alors :
P(Xn+1 ∈ A | (Xi, Ui)i≤n−1, Xn = xn) = 1
eκ(x¯n)
∫
‖xna‖κeκ(x¯na)1IA(xn · a)µ(da),
donc l’ope´rateur de transition conside´re´ est
Qκf = 1
eκ
Pκ(eκf).
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On montre ensuite que les condition I1 a` I4 sont bien ve´rifie´es dans ce contexte. Le
the´ore`me 12 donne alors l’existence d’une constante K strictement positive telle que
pour tout x dans S+, on ait :
lim
t→+∞
tκP(max
n
‖xA1 · · ·An‖ > t) = Keκ(x).
Comme eκ est strictement positive, cette limite est bien non nulle sur S+.
Retour a` l’e´quation re´cursive.
Enfin la dernie`re e´tape est de faire le lien avec la solution stationnaire de l’e´qua-
tion (4.1). Pour cela, on encadre la probabilite´ P(‖R‖ > t) par des probabilite´s
de´pendant du maximum des produits A1 · · ·An. La preuve est tre`s diffe´rente de celle
de [30], elle ne s’appuie plus sur une me´diane. Ces ine´galite´s s’obtiennent ici par les
proprie´te´s de positivite´, l’utilisation de temps d’e´chelle, et l’utilisation de l’e´quation
re´cursive et de l’inde´pendance. En re´appliquant le the´rore`me de renouvellement a`
des re´gularise´es bien choisies, on obtient la limite annonce´e.
4.4 Les re´sultats de E. LePage
Toutes les de´monstrations de [44] utilisent largement la positivite´ des matrices et
le the´ore`me de Perron-Frobenius (the´ore`me 4) ce qui n’est bien suˆr pas ge´ne´ralisable
a` une classe plus vaste de matrices. Cependant, dans [47], E. LePage, e´tablit un
nouveau re´sultat matriciel ou` les An sont simplement inversibles. Sa de´marche suit
les meˆmes grandes e´tapes que pre´ce´demment, mais les de´monstrations sont beaucoup
plus techniques.
4.4.1 Notations et Re´sultats
Comme cette fois-ci on ne se restreint plus aux vecteurs positifs, pour e´tudier la
direction d’un vecteur on regardera son image dans l’espace projectif Pd−1. D’autre
part, les matrices qu’on va manipuler ne sont plus a` priori positives, leur rayon
spectral n’est plus automatiquement une valeur propre. On rappelle la de´finition
suivante.
De´finition 27 Soit µ une mesure sur l’ensembles des matrices d× d. Une matrice
a est dite µ-re´alisable s’il existe un entier n et des matrices a1, . . . an dans le support
de µ telles que a = a1 · · ·an et si de plus a admet une valeur propre simple re´elle
λ(a) qui en module exce`de toutes les autres valeurs propres de a (|λ(a)| est alors
e´gale au rayon spectral de a).
Dans la suite on aura e´galement besoin de la de´finition suivante.
De´finition 28 Une mesure ν sur l’espace projectif Pd−1 est irre´ductible si elle ne
charge pas de sous-varie´te´ projective.
On peut maintenant e´noncer le the´ore`me principal de [47].
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The´ore`me 13 Soit (An, Bn) ∈ G × Rd une suite de variables ale´atoires inde´pen-
dantes et de meˆme loi.
1. Si E log+ ‖A1‖ < ∞, alors la limite limn 1n log ‖A1A2 · · ·An‖ = α existe et
est diffe´rente de +∞ presque suˆrement. Si α < 0 et si pour un β > 0 on a
0 < E‖B1‖β < ∞, alors la se´rie R =
∑∞
k=1A1A2 · · ·Ak−1Bk converge presque
suˆrement et sa loi est la solution stationnaire de l’e´quation (4.1).
2. Si de plus les conditions suivantes sont satisfaites :
(i) pour tout ouvert U de Sd−1 et tout x ∈ Sd−1,
∞∑
n=0
∫
1IU(x · a)µn(da) > 0,
ou` µ est la loi de A1,
(ii) l’ensemble {log |ρ(a)| t.q. a est µ-re´alisable} est dense dans R,
(iii) pour tout vecteur colonne x, on a P(A1x+B1 = x) < 1,
(iv) il existe un σ tel que E[p(A1)
σ] ≥ 1, ou` p(A1) de´signe la plus petite
valeur propre de la matrice syme´trique (A1
tA1)
1/2, et un δ > 0 tel que
E[sup{‖A1‖, ‖B1‖}]σ+δ < +∞, et E(‖A1‖−δ) <∞,
alors il existe un exposant κ ∈]0, σ] tel que limn(E‖A1 · · ·An‖κ)1/n = 1 et l’on a
pour tout x ∈ Sd−1
lim
t→∞
tκP(xR > t) = Hκ(x¯),
ou` Hκ est une fonction continue sur Pd−1, strictement positive et ve´rifiant pour tout
v dans Pd−1,
Hκ(v) =
∫
‖v˜A‖κHκ(vA)µ(dA).
Le premier point est identique aux hypothe`ses de [44] et assure juste l’existence
d’une loi stationnaire pour l’e´quation (4.1) comme vu au paragraphe 4.2.2. L’hy-
pothe`se 2(ii) est identique a` celle de Kesten. C’est une condition de non-arithme´ticite´
qui sert a` e´tablir la condition I3 du the´ore`me 12. On retrouve en 2(iii) l’hypothe`se
d’absence de point fixe presque suˆr qu’on a de´ja` vue en dimension 1. Enfin, l’hy-
pothe`se 2(iv) donne un crite`re d’existence de l’exposant κ un peu diffe´rent de celui
de [44]. Il s’agit d’une condition suffisante pour que la courbe repre´sentative de la
fonction s 7−→ log k(s) remonte.
L’hypothe`se 2(i) quant a` elle est nouvelle. Elle impose que la chaˆıne de Markov
(Xn) de´finie pre´ce´demment visite tous les ouverts de S
d−1. C’est donc une condition
de re´currence. C’est cette condition qu’on va affaiblir dans le chapitre suivant. Re-
marquons que cette condition est incompatible avec les hypothe`ses de Kesten. En
effet, si les Ai sont a` valeurs dans les matrices positives et que x est un vecteur positif
de Sd−1, alors la chaˆıne x · A1 · · ·An ne visite jamais l’ouvert des vecteurs non po-
sitifs. Le the´ore`me 13 est donc un comple´ment du the´ore`me 11 plus qu’une extension.
Remarquons aussi que la fonction limite Hκ est en fait une fonction propre de
l’ope´rateur P κ, et donc on verra que c’est un multiple de la fonction propre eκ qui
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est strictement positive sur l’espace projectif Pd−1. Donc la limite de tκP(xR > t)
est strictement positive dans toutes les directions, contrairement au cas des matrices
positives. De plus, la fonction x 7−→ Hκ(x¯) est syme´trique sur la sphe`re, donc les
limites dans deux directions oppose´es sont toujours e´gales. On retrouve donc les
meˆmes caracte´ristiques que dans le cas unidimensionnel (the´ore`me 9) lorsque les an
changent de signe.
Ici encore la de´monstration repose sur le the´ore`me de renouvellement de Kesten
(the´ore`me 12). On en donne les principales e´tapes dans les paragraphes suivants.
4.4.2 Etude d’un ope´rateur auxiliaire
Pour ve´rifier les conditions d’application du the´ore`me 12, on commence par
e´tudier certaines chaˆınes de Markov a` valeur dans l’espace projectif Pd−1. Pour
tout s dans l’intervalle [0, σ], on de´finit l’ope´rateur P s sur l’ensemble des fonctions
continues sur Pd−1 : pour tout v ∈ Pd−1, on pose :
P sf(v) = E[‖v˜A1‖sf(vA1)] =
∫
‖v˜a‖sf(va)µ(da).
Notons k(s) le rayon spectral de P s. C’est bien la meˆme fonction que celle de´finie
par [44]. L’ope´rateur P s a les proprie´te´s suivantes.
Proposition 16 Pour tout s tel que E‖A1‖s <∞, il existe une fonction es stricte-
ment positive sur Pd−1 telle que
P ses = k(s)es.
De plus, toute autre fonction continue positive f ve´rifiant P sf = k(s)f est propor-
tionnelle a` es. Si de plus, il existe un σ tel que E[p(A1)
σ] ≥ 1, ou` p(A1) de´signe
la plus petite valeur propre de la matrice (A1
tA1)
1/2, alors il existe un re´el κ dans
l’intervalle ]0, σ] tel que k(κ) = 1.
On retrouve la meˆme de´finition de κ que dans [44]. La de´monstration de cette pro-
position se fait de meˆme en utilisant un the´ore`me de point fixe, la compacite´ de la
sphe`re unite´ et la log-convexite´ du rayon spectral.
On introduit ensuite le noyau markovien suivant : pour toute fonction f continue
sur Pd−1 et pour tout v ∈ Pd−1,
Qsf(v) =
1
k(s)es(v)
∫
‖v˜a‖ses(va)f(va)µ(da).
Le but de cette premie`re e´tape est de montrer que c’est un ope´rateur quasi-compact
sur un espace de fonction ho˝lde´riennes convenable.
Sur Ω1 = S
N
µ , on condide`re les probabilite´s Q
s
v, v ∈ Pd−1, de´finies par
Qsv(A1 ∈ A1, . . . , An ∈ An)
=
1
k(s)nes(v)
∫
‖v˜a1 · · · an‖ses(va1 · · · an)1IA1(a1) · · ·1IAn(an)µ(da1) · · ·µ(dan).
On construit maintenant une Qsv-martingale et on e´tudie sa convergence.
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Proposition 17 Il existe une application v 7−→ νv continue de Pd−1 dans l’en-
semble M1(Pd−1) des probabilite´s sur Pd−1 muni de la topologie de la convergence
en variation et telle que pour tout v ∈ Pd−1 on ait :
νv =
1
k(s)es(v)
∫
‖v˜a‖ses(va)aνvaµ(da),
ou` aν de´signe la mesure image de ν par l’application a.
The´ore`me 14 Pour tout v ∈ Pd−1, la suite (A1A2 · · ·AnνvA1A2···An) est une Qsv-
martingale dans M1(Pd−1) qui converge Qsv-presque suˆrement vers une mesure de
Dirac δZ . De plus, pour tout x ∈ Sd−1, la suite
‖xA1 · · ·An‖
‖A1 · · ·An‖
converge Qsv-presque suˆrement vers une variable ale´atoire strictement positive.
On montre ensuite la ne´gativite´ d’un certain cocycle, et on obtient la proprie´te´ de
quasi-compacite´. Pour toute fonction f continue sur Pd−1, et pour tout 0 < ε ≤ 1
on pose
|f | = sup
v∈Pd−1
|f(v)|, [f ]ε = sup
v 6=v′∈Pd−1
|f(v)− f(v′)|
δεP(v, v′)
, ‖f‖ε = |f |+ [f ]ε,
ou` δP est la distance sur Pd−1 de´finie au paragraphe 4.2.1. Soit Lε l’ensemble des
fonctions f continues sur Pd−1 telles que ‖f‖ε <∞.
The´ore`me 15 Il existe ε > 0 tel que pour toute fonction f ∈ Lε et tout n ≥ 1 on
ait
(Qs)nf = pis(f)1+ Us(f),
ou` pis est l’unique probabilite´ Qs-invariante de M1(Pd−1) et Us est un ope´rateur sur
Lε de rayon spectral strictement infe´rieur a` 1 et tel que Us1 = 0.
4.4.3 Application du the´ore`me de renouvellement
On retrouve la me´thode de´ja` expose´e en dimension 1. On e´tudie la re´gularise´e
suivante :
z(x, t) = e−t
∫ et
0
uκP(xR > u)du,
pour tout x dans Sd−1 et t dans R. Elle a bien la meˆme limite que P(xR > t) graˆce
au lemme suivant, ou encore au lemme 4
Lemme 9 Si z(x, t) admet une limite quand t tend vers +∞, alors P(xR > t) a la
meˆme limite.
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A l’aide de l’e´quation re´cursive et de l’inde´pendance on montre que z ve´rifie une
e´quation de renouvellement de la forme :
z(x, t) = E[‖xA1‖κz(x ·A1, t− log ‖xA1‖)] + g(x, t), ∀x ∈ Sd−1, t ∈ R, (4.7)
ou` g(x, t) = e−t
∫ et
0
uκψ(x, u)du est la re´gularise´e de la fonction :
ψ(x, t) = P(t− xB0 < xA0R ≤ t)− P(t < xA0R ≤ t− xB0).
On renormalise cette e´quation de renouvellement. Soit 13Q = 13Qκ l’extension
suivante du noyau Qκ a` Sd−1 × R :
13Qf(x, t) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f(x · a, t− log ‖xa‖)µ(da).
On pose
Z(x, t) =
z(x, t)
eκ(x¯)
, et G(x, t) =
g(x, t)
eκ(x¯)
.
L’e´quation (4.7) e´quivaut alors a` :
Z(x, t) = 13QZ(x, t) +G(x, t), ∀x ∈ Sd−1, t ∈ R. (4.8)
On montre ensuite que la chaˆıne de Markov a` valeurs dans Sd−1 ×R de´finie par
(Xn, Vn) = (x · A1 · · ·An, t− log ‖xA1 · · ·An‖),
et de probabilite´ de transition 13Q satisfait les hypothe`se du the´ore`me 12. On obtient
alors une expression de la limite sous la forme d’un multiple de la fonction propre
eκ. Comme on n’est plus dans le cas des matrices positives, il faut encore montrer
que la constante multiplicative est bien non nulle.
4.4.4 La limite est non nulle
L’ide´e originale de [47] pour montrer que la limite est non nulle est de se ramener
a` une e´quation re´cursive ale´atoire scalaire a` coefficients positifs, et d’e´tudier un pro-
cessus d’e´chelle particulier. Ici encore la me´thode est a` priori tre`s diffe´rente de celle
de [30], il n’est pas question de me´diane, cependant on va retrouver de nombreuses
analogies.
Une chaˆıne de Markov
On introduit une extension de la chaˆıne de Markov (Xn, Vn) a` S
d−1 × R× R :
(Xn,Wn, Vn) = (x · A1 · · ·An, u+ xRn‖xA1 · · ·An‖ , t− log ‖xA1 · · ·An‖),
ou` Rn =
∑n
k=1A1 · · ·Ak−1Bk. Son noyau de transition est de´fini par :
123N f(x, u, t) = E[f(x · A1, u+ xB1‖xA1‖ , t− log ‖xA1‖)],
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pour toute fonction f mesurable borne´e sur Sd−1 × R×R.
Alors la suite (Wn) ve´rifie l’e´quation re´cursive ale´atoire scalaire suivante :
Wn+1 = cnWn + dn,
ou` cn = ‖XnAn+1‖−1 et dn = XnBn+1‖XnAn+1‖ . On introduit le temps d’echelle :
τ = τ1 = inf{n ≥ 1 | Wn > u},
qui est le premier temps ou` xRn devient positif, et le noyau (sous-Markovien) cor-
respondant :
123Nτf(x, u, t) = E[1Iτ<∞f(x · A1 · · ·Aτ , u+ xRτ‖xA1 · · ·Aτ‖ , t− log ‖xA1 · · ·Aτ‖)]
= Ex,u,t[1Iτ<∞f(Xτ , Uτ , Tτ )],
ou` Ex,u,t de´signe l’espe´rance sur l’espace Ω2 = (S
d−1 × R × R)N de´crivant la chaˆıne
(Xn,Wn, Vn) partant de (X0 = x,W0 = u, V0 = t). Si la fonction f ne de´pend pas
de la variable u, alors 123Nτf(x, u, t) ne de´pend pas non plus de u par la proprie´te´
de Markov. Pour toute fonction f mesurable borne´e sur Sd−1 ×R on pose :
13Nτf(x, t) = E[1Iτ<∞f(x · A1 · · ·Aτ , t− log ‖xA1 · · ·Aτ‖)].
C’est le noyau qui de´crit le comportement du processus d’e´chelle (Xτn, Vτn). Soient
ze(x, t) = P(xR > e
t) et ge(x, t) =
123NτΦ(x, 0, t), ou` Φ(x, u, t) = P(et − u < xR ≤
et). Ces fonctions ve´rifient une e´quation de renouvellement par rapport au noyau du
processus d’e´chelle :
ze(x, t) =
13Nτze(x, t) + ge(x, t). (4.9)
La chaˆıne relativise´e
On e´tudie maintenant une relativisation du noyau 123N par la fonction propre eκ :
123Qf(x, u, t) = 1
eκ(x¯)
∫
eκ(x¯a)‖xa‖κf(x · a, u+ xb‖xa‖ , t− log ‖xa‖)η(da, db), (4.10)
ou` η de´signe la loi du couple (A1, B1). C’est encore un noyau markovien puisque sa
restriction Q a` la sphe`re l’est. C’est aussi un noyau de type transforme´e de Laplace
puisqu’on a fait apparaˆıtre un terme en ‖xa‖κ. On de´finit e´galement, de meˆme que
pre´cedemment les noyaux 123Qτf(x, u, t) et 13Qτf(x, t) = 123Qτf(x, 0, t) quand la
fonction f ne de´pend pas de la deuxie`me coordonne´e.
On de´signe par Qx,u,t les probabilite´s sur l’espace Ω2 = (Sd−1×R×R)N de´crivant
la chaˆıne de Markov (Xn,Wn, Vn) relativise´e quand (X0,W0, V0) = (x, u, t), et E
κ
x,u,t
l’espe´rance correspondante. Le re´sultat cle´ de cette partie est le suivant.
The´ore`me 16 On a :
sup
x,u,t
E
κ
x,u,t[τ ] = sup
x
E
κ
x,0,0[τ ] <∞.
4.4. LES RE´SULTATS DE E. LEPAGE 131
On en de´duit que l’ope´rateur 13Qτ est Markovien.
Encore un re´sultat de renouvellement
On pose hκ(x, t) = eκ(x¯)e
−κt, et Ze = zeh−1κ et Ge = geh
−1
κ . La de´finition de
13Qτ et
l’e´quation (4.9) entrainent que pour tous (x, t) ∈ Sd−1 × R, on a :
Ze(x, t) =
∞∑
n=0
13QnτGe(x, t). (4.11)
et on de´montre “a` la main” un re´sultat de type renouvellement qui donne la limite
de Ze, donc celle de z. On montre par l’absurde qu’elle est non nulle, en utilisant le
lemme suivant.
Lemme 10 Pour tout x dans Sd−1, et pour tout t dans R, on a
P(xR < t) < 1.
De´monstration du the´ore`me 16
La dernie`re e´tape est la de´monstration du the´ore`me 16. Pour cela, on conside`re
la chaˆıne de Markov Mn = (Xn,Wn) a` valeurs dans S
d−1 × R de probabilite´ de
transition :
12Qf(x, u) = 1
eκ(x¯)
∫
eκ(x¯a)‖xa‖κf
(
x · a, u+ xb‖xa‖
)
η(da, db),
qui est la restriction de 123Q a` Sd−1 × R, et on montre que cet ope´rateur est quasi-
compact sur un espace a` poids bien choisi. Si f est une fonction de Sd−1 × R dans
C, on pose :
|f |ε = sup
(x,u)∈Sd−1×R
|f(x, u)|
1 + u2ε
,
[f ]ε = sup
x 6=y∈Sd−1
u∈R
|f(x, u)− f(y, u)|
‖x− y‖ε(1 + u2ε) ,
‖f‖ε = |f |ε + [f ]ε.
On de´finit deux espaces de Banach (Cε, | · |ε) et (Lε, ‖ · ‖ε) de la fac¸on suivante :
Cε = {f : Sd−1 × R→ C | |f |ε <∞},
Lε = {f : Sd−1 × R→ C | ‖f‖ε <∞}.
On peut alors montrer que :
The´ore`me 17 Il existe ε0 > 0 tel que
12Q soit un ope´rateur quasi-compact sur Lε0,
et que l’on ait pour tous n ≥ 1, f ∈ Lε0 :
12Qn(f) = φ(f)1+ V n(f),
ou` φ est l’unique probabilite´ 12Q-invariante porte´e par Sd−1×R, et V est un ope´rateur
sur Lε0 de rayon spectral strictement infe´rieur a` 1 tel que pour tout f ∈ Lε0, on ait :
φ(V (f)) = V (φ(f)) = 0.
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On e´tablit enfin l’existence d’un moment d’ordre 1 pour les temps d’entre´e de la
chaˆıne de Markov (Mn) dans certains ouverts.
Proposition 18 Soit O un ouvert de Sd−1 × R tel que φ(O) > 0, et soit TO =
inf{n ≥ 1 | Mn ∈ O}, le temps d’entre´e de la chaˆıne de Markov (Mn) dans O. Alors
pour tout compact C de Sd−1 ×R, on a :
sup
(x,u)∈C
E
κ
x,u,0(TO) <∞.
Et on en de´duit le the´ore`me 16 en appliquant cette proposition a` l’ouvert O =
Sd−1×]0,+∞[.
Chapitre 5
Une nouvelle version du the´ore`me
multidimensionnel
5.1 Introduction
Le but de ce chapitre est de pre´senter une nouvelle version du the´ore`me multidi-
mensionnel iid de [47] en affaiblissant l’hypothe`se de re´currence. Ce travail se base
sur les travaux re´cents de Y. Guivarc’h et E. LePage [33].
On se place dans le meˆme cadre qu’au chapitre pre´ce´dent. Soient (Ω,F ,P) un es-
pace probabilise´, et (An, Bn) une suite de variables ale´atoires inde´pendantes et iden-
tiquement distribue´es sur Ω ou` les (An) sont des e´le´ments du groupe G = Gl(d,R),
i.e. des matrices carre´es inversible de taille d, d ≥ 2, et les (Bn) des vecteurs colonne
de Rd. On e´tudie l’e´quation aux diffe´rences ale´atoires suivante :
Yn+1 = AnYn +Bn n ≥ 1. (5.1)
Dans toute la suite, on supposera les hypothe`ses suivantes ve´rife´es :
• limn 1n log ‖A1A2 · · ·An‖ = α < 0 presque suˆrement,
• il existe β > 0 tel que E‖B1‖β <∞.
Comme vu pre´ce´demment, l’e´quation (5.1) admet alors une unique solution station-
naire qui suit la meˆme loi que la variable ale´atoire R =
∑∞
k=1A1A2 · · ·Ak−1Bk.
On a rappele´ au chapitre 4 qu’une des hypothe`ses principales du the´ore`me de
[47] est que la chaˆıne de Markov (Xn) = (X0 ·A1 · · ·An) doit visiter tous les ouverts
de la sphe`re quel que soit son point de de´part X0 = x. C’est cette hypothe`se qu’on
veut affaiblir. On la remplace par une condition sur le semi-groupe engendre´ par le
support de la loi µ de A1, dite condition i-p.
Dans la partie 5.2, on de´finit cette condition i-p. Dans la partie 5.3 on pre´sente
les re´sultats de [33] qui sous cette condition i-p redonnent les bonnes proprie´te´s des
ope´rateurs P s et Qs de´finis dans le chapitre pre´ce´dent. Dans la partie 5.4, on donne
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le nouvel e´nonce´ du the´ore`me sur la queue de la loi stationnaire, et les partie 5.5 a`
5.9 sont consacre´es a` sa de´monstration.
5.2 La condition i-p
Les notion d’irre´ductibilite´ et de proximalite´ de semi-groupes de matrices qui
sont de´finies ci-dessous ont e´te´ introduites par H. Furstenberg dans [28] et [29].
Sous ces hypothe`ses, il montre en particulier que la loi stationnaire d’une e´quation du
type e´quation 5.1 n’a pas d’atomes. Ces notions ont e´te´ reprises et de´veloppe´es par
Y. Guivarc’h et A. Raugi dans [34] puis par I. Goldsheid et Y. Guivarc’h
dans [31]. On pre´sente ici une synthe`se des principaux re´sultats.
5.2.1 De´finitions
Commenc¸ons par donner quelques de´finitions et notations. Soit Γ un semi-groupe
inclus dans le groupe line´aire des matrices inversible G.
De´finition 29 Le semi-groupe Γ est dit irre´ductible (resp. fortement irre´ductible)
s’il ne laisse pas de sous-espace (resp. de re´union finie de sous-espaces) invariant.
De´finition 30 On dit que Γ agit de manie`re proximale sur l’espace me´trique (X, d)
si pour tous x, y dans X il existe une suite (an) d’e´le´ments de Γ telle que limn d(an ·
x, an · y) = 0.
De´finition 31 On note Γ1 ⊂ End(Rd) l’ensemble des endomorphismes u de Rd
tels qu’il existe une suite (an) d’e´le´ments de Γ avec limn
an
‖an‖ = u, et rang(u) = 1.
De´finition 32 Un e´le´ment a du groupe G est dit proximal si ses valeurs propres
λ1, λ2, . . . , λd satisfont |λ1| > |λ2| ≥ · · · ≥ |λd|. On note Γ0 l’ensemble des e´le´ments
proximaux de Γ.
Remarque Si a est une matrice proximale, comme |λ1| > |λ2|, et a est a` coeffi-
cients re´els, la valeur propre dominante λ1 est ne´cessairement re´elle, sinon son
complexe conjugue´ serait aussi valeur propre et de meˆme module.
On rappelle que l’on conside`re l’action a` droite des matrices. Les vecteurs propres
seront donc toujours des vecteurs ligne propres pour l’action a` droite.
Si la matrice a est dans Γ0, la direction propre associe´e a` la valeur propre do-
minante est unique et note´e p+(a). Le point p+(a) est dans l’espace projectif Pd−1.
On l’appelle direction dominante de a, ou vecteur propre dominant si on se place
sur la sphe`re. Le sous-espace stable forme´ par la somme directe des sous-espaces
caracte´ristiques correspondant aux autres valeurs propres de a s’appelle l’hyperplan
re´pulsif de a. Son image projective est note´e V−(a). Pour tout v /∈ V−(a), on a alors
la convergence de van vers p+(a) dans l’espace projectif.
On a alors les trois e´quivalences suivantes, qui vont permettre de de´finir la condi-
tion i-p .
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The´ore`me 18 Les conditions suivantes sont e´quivalentes :
i - Γ est irre´ductible et proximal sur l’espace projectif Pd−1,
ii - Γ est fortement irre´ductible et Γ1 6= ∅,
iii- Γ est fortement irre´ductible et Γ0 6= ∅ .
De´finition 33 On dit que Γ ve´rifie la condition i-p (pour irre´ductibilite´ et proxi-
malite´) s’il ve´rifie l’une des conditions e´quivalentes du the´ore`me pre´ce´dent.
Si le semi-groupe Γ ve´rifie la condition i-p, il a en fait beaucoup d’e´le´ments proxi-
maux, au sens suivant.
Lemme 11 Si Γ ve´rifie la condition i-p, soient V1, . . . Vr des sous-espaces de Pd−1.
Alors il existe a ∈ Γ0 tel que son hyperplan re´pulsif V−(a) ne contienne aucun des
sous-espaces Vi.
On note Zc(Γ) l’adhe´rence alge´brique de Γ, c’est-a`-dire l’ensemble des ze´ros com-
muns a` tous les polynoˆmes a` coefficients re´els nuls sur Γ. On a le re´sultat suivant.
The´ore`me 19 Le semi-goupe Γ ve´rifie l’une des conditions du the´ore`me 18 si et
seulement si son adhe´rence Zc(Γ) la ve´rifie.
Ce re´sultat donne une vaste classe de semi-groupes ve´rifiant la condition i-p. Il
suffit en effet que Zc(Γ) contienne le groupe spe´cial line´aire SL(d) pour que cette
condition soit re´alise´e, et c’est ge´ne´riquement le cas si Γ est inclus dans SL(d) et est
engendre´ par deux e´le´ments. Ici, ge´ne´riquement signifie presque partout par rapport
a` la mesure de Haar sur G × G. On rappelle que la mesure de Haar sur un groupe
topologique localement compact muni de la tribu des bore´liens est l’unique mesure
(a` constante multiplicative pre`s) invariante par translation et finie sur les compacts.
La mesure de Haar µH sur G×G a une expression explicite : en effet, pour tous A,B
bore´liens de G, on a :
µH(A× B) =
∫
1IA(a)1IB(b)| det(a)|−d| det(b)|−dda db,
ou` d· de´signe la mesure de Lebesgue sur Rd2 .
5.2.2 L’ensemble limite
On de´finit maintenant l’ensemble limite d’un semi-groupe et on donne ses pro-
prie´te´s sous la condition i-p.
De´finition 34 Si Γ ve´rifie la condition i-p, on appelle ensemble limite de Γ la
partie L(Γ) de Pd−1 forme´e des points correspondants aux droites Im(u) de Rd,
avec u ∈ Γ1.
Cet ensemble limite est non vide et se caracte´rise de la fac¸on suivante.
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Proposition 19 Si Γ ve´rifie la condition i-p, alors pour tout v dans Pd−1, la fer-
meture de l’orbite vΓ de v contient l’ensemble limite L(Γ). En particulier, L(Γ)
est l’unique ferme´ Γ-invariant minimal de Pd−1. Il n’est pas contenu dans une
re´union de´nombrable de sous-espaces projectifs. De plus, l’adhe´rence de p+(Γ0) =
{p+(a) | a ∈ Γ0} est exactement L(Γ).
En particulier, si FP(V ) de´signe la fermeture de l’ensemble V dans l’espace
projectif Pd−1, l’ensemble limite s’e´crit comme l’intersection de toutes les fermetures
des orbites :
L(Γ) =
⋂
v∈Pd−1
FP(vΓ). (5.2)
Lorsque le semi-groupe Γ ve´rifie la condition i-p, qui est une condition projective,
son action sur la sphe`re a aussi des proprie´te´s particulie`res.
Proposition 5.1 Soit Γ ⊂ G un semi-groupe ve´rifiant la condition i-p. Alors on est
dans l’un des deux cas suivants.
1. L’action de Γ sur la sphe`re Sd−1 posse`de un unique ensemble ferme´ Γ-invariant
minimal. Cet ensemble est syme´trique et son image projective est e´gale a` L(Γ).
2. L’action de Γ sur la sphe`re Sd−1 posse`de deux ensembles ferme´s Γ-invariants
minimaux. Ces deux ensembles sont disjoints, syme´triques l’un de l’autre, et
ont la meˆme image L(Γ) dans l’espace projectif Pd−1.
De´monstration
Notons par FS(U) la fermeture de l’ensemble U dans la sphe`re Sd−1. On pose
F =
⋂
x∈Sd−1
FS(x · Γ),
ou` x · a = xa‖xa‖ . C’est un ferme´ Γ-invariant de la sphe`re.
•Premier cas : l’ensemble F est non vide.
Alors par construction, c’est un ensemble syme´trique, et c’est la pre´image de l’en-
semble limite L(Γ) sur la sphe`re d’apre`s la formule (5.2). Il est clairement contenu
dans tout ferme´ Γ-invariant de la sphe`re. Ainsi l’ensemble F est bien l’unique ferme´
Γ-invariant minimal de la sphe`re.
•Deuxie`me cas : l’ensemble F est vide.
Comme l’ensemble limite L(Γ) est non vide, on peut trouver x0 dans S
d−1 tel que
son image projective x¯0 soit dans L(Γ). En particulier, d’apre`s la proposition 19,
x¯0 est dans toutes les fermetures des orbites projectives. Donc, pour tout y dans la
sphe`re, la fermeture de l’orbite de y dans la sphe`re FS(y ·Γ) contient x0 ou −x0. On
de´finit alors deux sous-ensembles :
S1 = {y ∈ Sd−1 | x0 ∈ FS(y · Γ)},
S2 = {y ∈ Sd−1 | − x0 ∈ FS(y · Γ)}.
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Les ensemble S1 et S2 sont syme´triques et recouvrent la sphe`re. On prend maintenant
le plus petit ferme´ Γ-invariant de chacun de ces ensembles : on pose
F1 =
⋂
y∈S1
FS(y · Γ), et F2 =
⋂
y∈S2
FS(y · Γ).
Par construction, F1 et F2 sont des ferme´s Γ-invariants syme´triques l’un de l’autre.
Ils sont non vides puisque x0 est dans F1 et −x0 dans F2. Leur image dans l’espace
projectif est e´gale a` L(Γ). De plus, F1 et F2 sont disjoints puisque F1 ∩ F2 = F est
vide. Enfin, F1 et F2 sont minimaux. En effet, s’il existe F3 ⊂ F1 ferme´ Γ-invariant,
alors on a : ⋂
x∈F3
FS(x · Γ) ⊂ F3 ⊂ F1 =
⋂
x∈F1
FS(x · Γ),
donc F3 = F1, et il en est de meˆme pour F2. D’autre part, si F4 ⊂ Sd−1 est un ferme´
Γ-invariant non vide, alors son image projective contient L(Γ). Donc F4 intersecte
F1 ou F2, et par ce qui pre´ce`de il contient en fait F1 ou F2. 2
On peut aussi donner un crite`re pour savoir dans lequel des deux cas pre´ce´dents
on se trouve.
Proposition 5.2 On est dans le deuxie`me cas de la proposition 5.2 si et seulement
si Γ pre´serve un coˆne convexe ferme´ saillant d’inte´rieur non vide.
De´monstration
Si Γ pre´serve un tel coˆne C, alors C et son syme´trique −C intersectent la sphe`re
Sd−1 suivant deux ferme´s Γ-invariants disjoints et non vides. Donc on a au moins
deux ferme´s Γ-invariants minimaux.
Si on a deux ferme´s Γ-invariants minimaux F1 et F2 sur la sphe`re, on appelle C1
et C2 les coˆnes engendre´s par leurs enveloppes convexes. En particulier, C1 et C2
sont encore Γ-invariants puisque la convexite´ est une relation line´aire.
On veut montrer par l’absurde que C1 et C2 s’intersectent seulement en {0}. Si
C1 ∩ C2 6= {0}, on peut trouver des vecteurs y1, . . . , yp ∈ F1, z1, . . . , zq ∈ F2 et des
re´els positifs α1 et βj de somme respective 1 tels que :
p∑
i=1
αiyi = y = z =
q∑
j=1
βjzj ,
par de´finition de l’enveloppe convexe. Par le lemme 11, on peut alors trouver un
e´le´ment proximal a dans Γ0 dont l’hyperplan re´pulsif V−(a) ne contienne aucun des
yi et zj . On a donc :
lim
n
yan
‖an‖ = limn
∑
αi
yia
n
‖yian‖
‖yian‖
‖an‖ =
∑
αiuia+,
ou` ui = lim
‖yian‖
‖an‖ > 0 et a+ est le vecteur dominant de a qui est dans F1. De meˆme,
on a :
lim
n
zan
‖an‖ = limn
∑
βj
zja
n
‖zjan‖
‖zjan‖
‖an‖ =
∑
βjvja−,
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ou` vj = lim
‖zjan‖
‖an‖ > 0 et a− est le vecteur dominant de a qui est dans F2. Or
a− = −a+, donc on a
∑
αiui = −
∑
βjvj ce qui est absurde.
On a donc montre´ que C1 et C2 sont des coˆnes convexes ferme´s d’intersection
nulle. Ainsi on peut trouver un hyperplan H qui les se´pare. Ce sont donc des coˆnes
saillants.
Enfin, si le coˆne convexe C1 est d’inte´rieur vide, il est ne´cessairement contenu
dans un sous-espace vectoriel E = vect(C1) de dimension strictement infe´rieur a` d.
Ce sous-espace est alors Γ-invariant puisque C1 l’est, ce qui contredit l’irre´ductibilite´
impose´e par la condition i-p. 2
5.2.3 Arithme´ticite´
L’action du semi-groupe Γ sur l’ensemble limite a aussi une proprie´te´ de type
non-arithme´ticite´.
The´ore`me 20 Soit S un ferme´ de G qui engendre le semi-groupe Γ. On suppose
que Γ ve´rifie la condition i-p, que ϕ est une fonction continue sur L(Γ) et que :
eiαϕ(v) = ‖v˜a‖itϕ(va) ∀a ∈ S, v ∈ L(Γ),
ou` v˜ est un vecteur de Rd de norme 1 ayant pour image v dans Pd−1. Alors on a
ne´cessairement t = 0, eiα = 1, et ϕ est constante sur L(Γ).
On en de´duit une proprie´te´ analogue a` la condition 2(ii) du the´ore`me 13.
Proposition 5.3 Si le semi-groupe Γ ve´rifie la condition i-p, alors le sous-groupe
engendre´ par SΓ = {log ρ(a), a ∈ Γ0} est dense dans R.
La de´monstration de cette proposition est donne´e par Y. Guivarc’h et R.
Urban dans [35]. On la rappelle ici. Elle de´coule de trois lemmes. Le premier est
un re´sultat de R. Bowen, [10].
Lemme 12 Soit A un ensemble fini, Ω = AN et θ le de´calage sur Ω. Pour tout
fonction ϕ sur Ω, on note
Snϕ(ω) =
n−1∑
k=0
ϕ ◦ θk(ω).
Si la fonction ϕ est ho˝lde´rienne, et que pour tout point ω pe´riodique de pe´riode p la
somme Spϕ(ω) est dans Z, alors on a :
ϕ = ϕ′ + ψ − ψ ◦ θ,
ou` ϕ′ est une fonction ho˝lde´rienne a` valeurs entie`res sur Ω, et ψ une fonction
ho˝lde´rienne sur Ω.
Lemme 5.1 Soient g et h des matrices dans G telles que h est proximal, et p+(h)g /∈
V−(h). Alors, pour n pair assez grand hng est proximal et on a :
lim
n
p+(h
ng) = p+(h)g, lim
n
V−(hng) = V−(h).
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De´monstration
Soit n pair et un l’application line´aire un =
hn
‖hn‖ . En dehors du sous-espace V−(h),
la suite (un) converge vers la projection pih sur Rp+(h). Donc en dehors de V−(h) la
suite (ung) converge vers la projection sur pihg qui a pour image Rp+(h)g et pour
noyau V−(h). Donc, si p+(h)g /∈ V−(h), alors pihg est coline´aire a` une projection.
Ainsi pihg est proximal. Il en est donc de meˆme pour ung pour n assez grand. 2
Lemme 5.2 Soit Γ un semi-groupe de matrices inversibles ve´rifiant la condition i-
p. Alors on peut trouver a et b dans Γ0 telles que p+(a) 6= p+(b), V−(a) 6= V−(b) et
p+(a) /∈ V−(b), p+(b) /∈ V−(a).
De´monstration
Soit a matrice proximale de Γ. On peut trouver une matrice proximale b dans Γ
telle que V−(a) 6= V−(b) et p+(a) /∈ V−(b) par le lemme 11. Si de plus p+(b) /∈ V−(a)
et p+(a) 6= p+(b) on a trouve´ un couple (a, b) satisfaisant. Sinon, toujours par le
lemme 11 applique´ au dual de l’ensemble des vecteurs ligne, on peut trouver g dans
Γ tel que p+(b)g ne soit pas contenu dans V−(b) ∪ V−(a) ∪ p+(a). On applique alors
le lemme 12 et on remplace b par b′ = bng pour n pair assez grand. Alors V−(b′)
est proche de V−(b), donc les relations V−(a) 6= V−(b′) et p+(a) /∈ V−(b′) sont en-
core satisfaites. Comme p+(b
′) est aussi proche de p=(b)g qui n’est pas contenu dans
V−(a) ∪ p+(a), on a aussi p+(b′) /∈ V−(a) et p+(a) 6= p+(b′). 2
De´monstration de la proposition 5.3
Comme Γ ve´rifie la condition i-p, on peut en choisir deux e´le´ments a1 et a2 comme
dans la lemme 5.2. Soient C1 et C2 deux voisinages ferme´s disjoints de p+(a1) et
p+(a2) dans Pd−1 qui n’intersectent pas V−(a1) et V−(a2). Pour tout v en dehors de
V−(a1) ∪ V−(a2), on a :
lim
n
(C1 ∪ C2)an1 = p+(a1), lim
n
(C1 ∪ C2)a′n = p+(a2),
lim
n
van1 = p+(a1), lim
n
van2 = p+(a2).
De plus, on peut choisir n assez grand pour avoir aussi les relation suivantes, ou`
an1 = a et a
n
2 = b :
va ∈ C1, vb ∈ C2, (C1 ∪ C2)a ⊂ Int(C1), (C1 ∪ C2)b ⊂ Int(C2),
ou` Int de´signe l’inte´rieur d’un ensemble. On en de´duit que le semi-groupe Γ(a, b)
engendre´ par a et b est libre, et il suffit de prouver la proposition 5.3 pour ce semi-
groupe.
On note δ la distance triviale sur l’ensemble {a, b}, ie δ(a, b) = 1, et on munit Ω =
{a, b}N de la distance δ(ω, ω′) =∑∞k=1 2−kδ(ωk, ω′k). On de´finit un home´omorphisme
z entre Ω et L(Γ(a, b)) comme suit. Si ω = (ωk) ∈ Ω, alors pour tout v en dehors de
V−(a) ∪ V−(b), la suite vωn · · ·ω1 converge vers z(ω) ∈ C1 ∪ C2 (voir [33], the´ore`me
6.4). L’application z est un home´omorphisme bi-ho˝lde´rien qui a la proprie´te´ suivante :
si θ de´signe le de´calage sur Ω, et qu’on conside`re z(ω) comme un vecteur ligne, on a
z(θω)ω1 = ‖z(θω)ω1‖z(ω).
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Soient maintenant ϕ la fonction ϕ(ω) = log ‖z(θω)ω1‖, et sa somme Snϕ(ω) =∑n
k=0 ϕ(θ
kω). On a alors Snϕ(ω) = log ‖z(θnω)ωn−1 · · ·ω1‖. En effet, on a :
log ‖z(θnω)ωn−1 · · ·ω1‖ = log ‖z(θ
nω)ωn−1 · · ·ω1‖
‖z(θnω)‖
=
n−1∑
k=0
log
‖z(θk+1ω)ωk · · ·ω1‖
‖z(θkω)ωk−1 · · ·ω1‖
=
n−1∑
k=0
log
‖z(θkω)ωk−1 · · ·ω1‖‖z(θk+1ω)ωk‖
‖z(θkω)ωk−1 · · ·ω1‖
=
n−1∑
k=0
log ‖z(θk+1ω)ωk‖
=
n∑
k=0
ϕ(θkω),
par la proprie´te´ de la fonction z e´nonce´e ci-dessus.
Si ω est pe´riodique de pe´riode p, ie θpω = ω, alors z(ω) est un vecteur propre
dominant de ωp−1 · · ·ω1 par construction, et la valeur propre correspondante λp
ve´rifie
log |λp| = Spϕ(ω)
d’apre`s ce qui pre´ce`de. Si SΓ n’engendre pas un sous-groupe dense dans R, il existe
un re´el c > 0 tel que SΓ ⊂ cZ, donc Spϕ(ω) est dans cZ pour tout point pe´riodique ω
de pe´riode p. On utilise maintenant le lemme 12 applique´ a` c−1ϕ. En particulier, la
fonction exp(2ipic−1ϕ) peut se re´crire comme exp(2ipi(ψ−ψ ◦ θ) avec ψ ho˝lde´rienne
sur Ω.
On associe a` cette fonction ψ une fonction ψ ho˝lde´rienne sur l’ensemble limite
L(Γ(a, b)) de´finie par ψ(z(ω)) = ψ(ω), et on note u la fonction exp(2ipiψ). Alors u
est continue sur l’ensemble limite L(Γ(a, b)), et pour tous γ dans Γ(a, b) et x dans
L(Γ(a, b)) on a
‖xγ‖2ipi/c = u(x)
u(xγ)
.
Le the´ore`me 20 implique alors que 2ipic−1 = 0 et u = 1 ce qui est impossible. 2
5.2.4 Exemples en dimension 2
On donne maintenant une famille explicite de semi-groupes ve´rifiant la condition
i-p lorsque d = 2.
Proposition 5.4 Soient a et a′ deux matrices de Gl(2,R) ayant les proprie´te´s sui-
vantes :
– a et a′ ont chacune deux valeurs propres re´elles de modules distincts,
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– les quatre espaces propres correspondants sont deux a` deux distincts.
Alors le semi-groupe Γ engendre´ par a et a′ ve´rifie la condition i-p.
De´monstration
Irre´ductibilite´ : Supposons qu’il existe un sous-espace E non trivial de R2
stable par Γ. Alors E est de dimension 1. En particulier, E est stable par a, donc
E est un espace propre de a. De meˆme, E est un espace propre de a′, ce qui est
impossible puisque a et a′ n’ont pas de sous-espace propre commun, par hypothe`se.
Proximalite´ : Comme a et a′ ont des valeurs propres distinctes en module, ce
sont des matrices proximales. On note E+ l’espace propre dominant de a, E
′
+ celui de
a′, et E−, E ′− respectivement le deuxie`me espace propre de a et a
′, c’est-a`-dire leur
hyperplan re´pulsif. On veut montrer que le semi-groupe Γ est proximal sur l’espace
projectif Pd−1. Soient v et w dans Pd−1, et x et y une de leurs pre´images dans la
sphe`re Sd−1.
Premier cas : x /∈ E− et y /∈ E−,
alors v et w ne sont pas dans l’hyperplan re´pulsif de a, donc van et wan convergent
vers la direction dominante p+(a). En particulier, on a limn δP(van, wan) = 0.
Deuxie`me cas : x ∈ E− et y ∈ E−,
alors v = w puisque E− est de dimension 1, donc pour toute suite (an) d’e´le´ments
de Γ, on a limn δP(van, wan) = 0.
Troisie`me cas : x ∈ E− et y /∈ (E− ∪ E ′−),
alors, comme E− ∩ E ′− = {0} par hypothe`se, v et w ne sont pas dans l’hyperplan
re´pulsif de a′, donc de meˆme que pour le premier cas, on a limn δP(va′n, wa′n) = 0
puisque va′n et wa′n tendent vers p+(a′).
Dernier cas : x ∈ E− et y ∈ E ′−,
alors ax est dans E− puisque c’est un espace propre, et ya n’est pas dans E ′− puisque
cet espace est de dimension 1 et non stable par a. Ainsi xa et ya sont dans le
deuxie`me ou le troisie`me cas, donc on a limn δP(vaan, waan) = 0 pour toute suite
(an) d’e´le´ments de Γ, ou alors limn δP(vaa′n, waa′n) = 0.
Le semi-groupe Γ agit donc de manie`re proximale sur l’espace projectif. 2
Avec cette proposition, on peut construire des semi-groupes ve´rifiant la condition
i-p et qui ont soit un soit deux ensembles ferme´ minimaux Γ-invariants sur la sphe`re
(voir proposition 5.1).
Exemple 1 Si a et a′ sont des matrices positives, les deux sous-ensembles des vec-
teurs positifs et des vecteurs ne´gatifs (i.e. dont toutes les coordonne´es sont
ne´gatives) sont des ferme´s Γ-invariants non-vide et distincts. On a donc deux
ensembles limites distincts sur la sphe`re. Voici un exemple nume´rique :
a =
(
2 1
0 1
)
, a′ =
(
1 1
2 0
)
.
Alors les valeurs propres de a sont 2 et 1, et les espaces propres correspon-
dants sont E+ = {(x1, x2) | x2 = 0} et E− = {(x1, x2) | x1 = 0}. Les va-
leurs propres de a′ sont 2 et −1, et les espaces propres correspondants sont
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E ′+ = {(x1, x2) | x2 = −x1} et E ′− = {(x1, x2) | x1 = 2x2}.
Exemple 2 Si a est une matrice positive et a′ une matrice ne´gative, l’ensembles des
vecteurs positifs et des vecteurs ne´gatifs est un ferme´ Γ-invariant syme´trique,
donc il contient le ou les ensembles Γ invariants minimaux. De plus a′ envoie
les vecteurs positifs sur les ne´gatifs et vice-versa, donc il y a ne´cessairement
un unique ferme´ Γ-invariant minimal. De plus cet ensemble limite n’est pas la
sphe`re entie`re. Voici un exemple nume´rique :
a =
(
2 1
0 1
)
, a′ =
( −1 −1
−2 0
)
.
Alors les valeurs propres de a sont 2 et 1, et les espaces propres correspon-
dants sont E+ = {(x1, x2) | x2 = 0} et E− = {(x1, x2) | x1 = 0}. Les va-
leurs propres de a′ sont −2 et 1, et les espaces propres correspondants sont
E ′+ = {(x1, x2) | x2 = −x1} et E ′− = {(x1, x2) | x1 = 2x2}.
Plus ge´ne´ralement, de`s que l’une des deux matrices a sa valeur propre dominante
ne´gative, on aura un unique ensemble limite sur la sphe`re puisqu’on pourra passer
de −x a` x pour le vecteur propre dominant correspondant (voir la de´monstration de
la proposition 5.1).
5.3 Pre´sentation des re´sultats de [33]
Le but de cette partie est de pre´senter les re´sultats de [33] qui nous seront utiles
par la suite, et en particulier de redonner les proprie´te´s des ope´rateurs P s et Qs sous
la condition i-p. Ce sont ces re´sultats qui vont remplacer ceux de la partie 4.4.2.
Soit µ une probabilite´ sur G, telle que le semi-groupe Γµ engendre´ par son support
Sµ ve´rifie la condition i-p. On suppose de plus que :
∃ σ > 0 t.q.
∫
‖a‖σµ(da) < +∞, et
∫
‖a‖σ log |det(a)|µ(da) > −∞, (5.3)
et on conside`re pour s dans l’intervalle [0, σ[ l’ope´rateur P s sur Pd−1 de´fini par
P sϕ(v) =
∫
‖v˜g‖sϕ(va)µ(da).
De meˆme que pre´ce´demment, on pose
k(s) = lim
n
(∫
‖a‖sµn(da)
)1/n
, α = lim
n
1
n
∫
log ‖a‖µn(da).
De´finition 35 Pour un ferme´ F de G on de´finit son exposant de croissance par
γ∞(F ) = lim
n
1
n
sup{log ‖an · · ·a1‖ : ak ∈ F, 1 ≤ k ≤ n}.
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Les proprie´te´s spectrales de l’ope´rateurs P s sont re´unies dans le the´ore`me suivant.
The´ore`me 21 Pour ε > 0 assez petit (de´pendant de s), l’ope´rateur P s de Hε(Pd−1),
espace des fonctions ε-ho˝lde´riennes sur Pd−1, admet pour rayon spectral k(s).
Il posse`de une unique fonction propre continue es et une unique mesure propre
νs normalise´es (|es| = 1, νs(es) = 1) correspondant a` k(s).
De plus, es est strictement positive sur Pd−1 et ho˝lde´rienne d’ordre s = min{s, 1},
et νs a pour support L(Γ).
On a la de´compostition en somme directe
P s = k(s)(νs ⊗ es + Us),
ou` Us commute avec le projecteur ps = νs ⊗ es : Usps = psUs = 0, et est de rayon
spectral strictement infe´rieur a` 1.
La fonction s 7−→ k(s) est de´finie sur [0, σ]. Elle a les proprie´te´s suivantes.
The´ore`me 22 La fonction s 7→ log k(s) est strictement convexe sur [0, σ[ et sa
de´rive´e a` droite en 0 vaut α.
Ainsi, pour qu’une solution κ > 0 de l’e´quation k(s) = 1 existe, il suffit que la
fonction log k prenne des valeurs strictement positives. On rappelle un encadrement
du rayon spectral k(s) donne´ dans [33].
Lemme 13 Pour tout 0 ≤ s ≤ σ, il existe une constante Cs strictement positive
telle que, pour tout entier n, on ait :
Cs
∫
‖a‖sµn(da) ≤ k(s)n ≤
∫
‖a‖sµn(da).
On peut maintenant pre´ciser les conditions d’existence d’une solution strictement
positive de k(s) = 1.
Proposition 5.5 Si σ = sup{s; E‖A1‖s < ∞} est fini, alors il existe un unique
κ > 0 solution de l’e´quation de l’e´quation k(s) = 1 sur ]0, σ].
De´monstration
D’apre`s le lemme ci-desuus, pris pour n = 1, on a k(s) ≥ CsE‖A1‖s. Or la fonc-
tion s 7−→ E‖A1‖s est log-convexe, donc continue, ainsi E‖A1‖s prend des valeurs
positives. Ainsi, log k prend des valeurs positives, et κ existe. 2
Dans le cas ou` σ est infini, c’est-a`-dire E‖A1‖s <∞ pour tout s, on peut trouver
une asymptote de la courbe repre´sentative de la fonction log k.
The´ore`me 23 Si σ = +∞, on a
lim
s→+∞
log k(s)
s
= γ∞(Sµ).
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Ceci nous donne un crite`re simple d’existence de κ. En effet, l’exposant de crois-
sance γ∞(Sµ) peut aussi s’exprimer en terme de rayons spectraux.
Lemme 14 Supposons que le ferme´ F ⊂ G engendre un semi-groupe ve´rifiant le
condition i-p. Alors on a l’e´galite´
γ∞(F ) = lim sup
n
1
n
sup{log ρ(a) | a ∈ F n}.
Donc dans ce cas, κ existe si et seulement si γ∞(Sµ) > 0, c’est-a`-dire si et
seulement si Γµ contient une matrice de rayon spectral strictement plus grand que
1. On dit alors que Γµ est dilatant .
Remarque C’est bien le semi-groupe Γµ qui doit eˆtre dilatant, et non le support
Sµ de la loi µ. En effet, choisissons µ = 0.05δa + 0.95δa
′ avec
a =
(
0.9 1
0 0.45
)
, a′ =
(
0.9 0
1 0.45
)
.
Ces deux matrices engendrent un semi-groupe qui ve´rifie la condition i-p
d’apre`s la proposition 5.4, on a α < 0 par la proposition 4.1 car E[A1 ⊗ tA1] =
0.98 < 1. Or Sµ n’est pas dilatant puisaue a et a
′ sont toutes deux de rayon
spectral 0.9. Cependant le rayon spectral de aa′ est 1.93, donc Γµ est bien
dilatant.
En re´sume´, on a la proposition suivante.
Proposition 5.6 Si σ = +∞, alors l’exposant κ existe si et seulement si Γµ est
dilatant.
Soit Qs l’ope´rateur markovien sur Pd−1 de´fini par :
Qsϕ(v) =
1
k(s)es(v)
P s(esϕ)(v) =
∫
ϕ(va)qs(v, a)µ(da),
ou` qs(v, a) est de´fini par :
qs(v, a) =
‖v˜a‖s
k(s)
es(va)
es(v)
.
L’ope´rateur Qs est quasi-compact. Plus pre´cise´ment, on a les re´sultats suivants.
The´ore`me 24 Qs a une unique probabilite´ invariante pis. Elle a pour support l’en-
semble limite L(Γ).
De plus, Qs est quasi-compact sur Hε(Pd−1), 1 est son unique valeur propre de mo-
dule 1, et on a la de´composition spectrale
Qs = pis ⊗ 1 + V s,
ou` pis ⊗ 1 et V s commutent et V s est de rayon spectral strictement infe´rieur a` 1.
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On note Ω1 = (Sµ)
⊗N et Qsv la probabilite´ sur Ω1 dont les projections sur les
facteurs (Sµ)
⊗n sont donne´es par qsn(v, ω)dµ
⊗n(ω), ou` ω = (ak)k>0 et
qsn(v, ω) = q
s(v, a1)q
s(va1, a2) · · · qs(va1 · · ·an−1, an)
=
qs(v, a1 · · ·an)
k(s)n−1
.
On donne aussi l’analogue de la proposition 17 et du the´ore`me 14.
The´ore`me 25 Soit µ une mesure de probabilite´ telle que son support Sµ ve´rifie la
condition i-p.
Il existe une unique application v 7−→ νv continue de Pd−1 dans l’ensembleM1(Pd−1)
des probabilite´s sur Pd−1 muni de la topologie de la convergence en variation et telle
que pour tout v ∈ Pd−1 on ait :
νv =
1
k(s)es(v)
∫
‖v˜a‖ses(va)aνvaµ(da).
Soit (An) est une suite de matrices iid de loi µ. Pour tout v ∈ Pd−1, la suite
(A1A2 · · ·AnνvA1A2···An) est une Qsv-martingale dans M1(Pd−1) qui converge Qsv-
presque suˆrement au sens vague vers une mesure de Dirac δZ .
De plus, pour tout v ∈ Pd−1, la suite
‖vA1 · · ·An‖
‖A1 · · ·An‖
converge Qsv-presque suˆrement vers la variable ale´atoire strictement positive |vZ|.
5.4 Le nouveau the´ore`me
5.4.1 Enonce´
On donne maintenant le nouvel e´nonce´ du the´ore`me multidimensionnel.
The´ore`me 5.1 Soit (An, Bn) ∈ G × Rd une suite de variables ale´atoires inde´pen-
dantes et de meˆme loi η.
1. Si E log+ ‖A1‖ <∞, la limite limn 1n log ‖A1A2 · · ·An‖ = α existe et est < +∞
presque suˆrement. Si de plus α < 0 et pour un β > 0 on a 0 < E‖B1‖β < ∞,
alors la se´rie R =
∑∞
k=1A1A2 · · ·Ak−1Bk converge presque suˆrement et sa loi
est la solution stationnaire de (5.1).
2. Si de plus les conditions suivantes sont satisfaites :
(i) le semi-groupe Γµ engendre´ par le support Sµ de la loi µ de A1 ve´rifie la
condition i-p, et est dilatant,
(ii) le semi-goupe Γµ ne laisse pas de coˆne convexe ferme´ saillant d’inte´rieur
non vide invariant,
(iii) pour tout vecteur colonne x de Rd, on a P(A1x+B1 = x) < 1,
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alors il existe un unique κ dans ]0, σ] ve´rifiant k(κ) = 1.
Si de plus κ < σ,
∫ ‖a‖σ log | det(g)|µ(da) > −∞, et E‖B1‖κ < +∞, alors on a
pour tout vecteur x de Sd−1
lim
t→∞
tκP(xR > t) = `eκ(x¯),
ou` ` est une constante strictement positive et eκ est la fonction propre donne´e par
le the´ore`me 21.
Le premier point est le meˆme que dans [47]. Il assure l’existence et l’unicite´ de
la loi stationnaire sur Rd.
On a remplace´ la condition de re´currence 2(i) par la condition i-p et la condition
que Γµ ne laisse pas de coˆne convexe ferme´ saillant d’inte´rieur non vide invariant.
Sous la condition i-p, cette dernie`re proprie´te´ est e´quivalente a` l’unicite´ de l’ensemble
minimal Γ-invariant sur la sphe`re. Ceci permet d’assurer l’unicite´ de la mesure in-
variante de l’ope´rateur Qs sur la sphe`re, la condition i-p n’imposant que l’unicite´ de
cette mesure sur l’espace projectif (voir corollaire 5.1). C’est cette unicite´ qui assure
que la limite obtenue sera non nulle dans toutes les directions.
Les conditions (i) et (ii) sont plus faibles que la condition 2(i) de [47] comme le
montre l’exemple 2 du paragraphe 5.2.4 : la chaˆıne de Markov construite a` partir de
la mesure µ = 1
2
(δa + δa′) ne visite pas tous les ouverts quand elle part d’un vecteur
positif ou ne´gatif. Pourtant il y a bien un unique ferme´ Γ-invariant minimal sur
la sphe`re. Ici encore, le cas des matrices positives est exclu, ce the´ore`me doit donc
eˆtre conside´re´ comme le comple´ment de celui de [44]. Par ailleurs, sous la condition
i-p, dans le cas ou` il existe un coˆne invariant, on conjecture que la de´monstration
de Kesten s’adapte, ce cas e´tant sensiblement identique a` celui des matrices positives.
La condition sur les matrices µ-re´alisables a disparu. Ici, cette notion est rem-
place´e par l’appartenance a` Γ0 qui de´signe la meˆme proprie´te´. L’hypothe`se de densite´
du sous-groupe engendre´ par les rayons spectraux des matrices proximales est en fait
ve´rifie´e automatiquement sous la condition i-p par la proposition 5.3.
L’hypothe`se de non existence de point fixe presque suˆr est inchange´e. Enfin, on
donne un autre crite`re d’existence d’un exposant critique κ lie´ a` la convexite´, et la
conclusion est identique a` celle de [47]. En particulier, on a la meˆme limite dans les
deux directions oppose´es.
5.4.2 Un premier exemple en dimension 2
En dimension d = 2, prenons une suite (An, Bn) iid telle que Bn soit un vecteur
gaussien centre´ re´duit et (An) suive la loi µ =
1
2
(δa + δa′), ou`
a =
(
2 1
0 1
)
, a′ =
( −1
5
−1
5−1
5
0
)
.
Toutes les conditions d’inte´grabilite´ sont donc ve´rifie´es.
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Les valeurs propres de a sont 2 et 1, et les espaces propres correspondants sont
E+ = {(x1, x2) | x2 = 0} et E− = {(x1, x2) | x1 = 0}. Les valeurs propres de a′ sont
− 1
10
± 2
2
√
5
et E+ et E− ne sont pas des espaces propres de a′, donc on est bien dans
le cadre de la proposition 5.4. Ainsi le semi-groupe Γ engendre´ par le support de µ
ve´rifie la condition i-p. De plus, a est positive et b ne´gative, donc d’apre`s l’exemple
2 du paragraphe 5.2.4 et la proposition 5.2, Γ ne pre´serve pas de coˆne convexe ferme´
saillant d’inte´rieur non vide.
Comme A1 est a` support fini mais pas B1, l’application x 7−→ A1x+B1 ne peut
avoir de point fixe presque suˆr.
Comme on a choisi la norme euclidienne sur Rd, la norme matricielle associe´e
est caracte´rise´e par ‖a‖2 = ρ(ata). Ici, on a donc ‖a‖2 = 3 + √5 = 5.24 et
‖a′‖2 = 3+
√
5
50
= 0.10. Donc E log(A1) =
1
4
log ‖a‖2 + 1
4
log ‖a′‖2 < 0 (sa valeur
est environ −0.15). On a donc bien α < 0 et l’existence d’une solution stationnaire.
Enfin, le rayon spectral de a vaut 2 qui est strictement plus grand que 1, donc
Γµ est dilatant et il existe un exposant κ > 0 tel que k(κ) = 1. Ainsi, toutes les
hypothe`ses du the´ore`me 5.1 sont ve´rifie´es. Comme on l’a dit plus haut, cet exemple
ne rentre pas dans le cadre du the´ore`me 13.
5.4.3 L’exemple de [44]
Dans [44], H. Kesten pose le proble`me suivant, que son the´ore`me ne permet
pas de re´soudre :
En dimension d = 2, on fixe m1 et m2 deux matrices a` coefficients strictement
positifs telles que log ρ(m1) et log ρ(m2) engendrent un sous-goupe dense dans
R. Soitm3 = rθ une rotation d’angle θ et µ la mesure µ = p1δm1+p2δm2+p3δm3
avec pi > 0 et p1+p2+p3 = 1. Est-ce-que cette mesure donne une loi invariante
a` queue polynoˆmiale ?
Ce proble`me ne rentre pas dans le cadre du the´ore`me de Kesten (the´ore`me 11)
puisqu’une matrice de rotation n’est pas positive sauf si c’est l’identite´, c’est a` dire
la rotation triviale. On va montrer qu’a` l’exception des angles θ congrus a` 0 modulo
pi
2
, le semi-groupe Γ engendre´ par les trois matrices ci-dessus ve´rifie la condition i-p,
donc rentre dans le cadre du the´ore`me 5.1 (sous des condition d’irrationnalite´ de
l’angle de la rotation pour avoir un unique ensemble limite sur la sphe`re). On don-
nera aussi un contre-exemple pour θ = pi
2
.
Irre´ductibilite´
Si l’angle θ n’est pas congru a` 0 modulo pi, alors la matrice rθ n’a pas de sous-espace
propre re´el, donc par conse´quent elle ne laisse aucun sous-espace non trivial stable.
Il en est donc de meˆme pour le semi-groupe Γ qui est ainsi irre´ductible.
Proximalite´
Comme m1 et m2 sont des matrices a` coefficients strictement positifs, d’apre`s le
the´ore`me de Perron Frobenius (the´ore`me 4) leur rayon spectral est une valeur propre
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simple. Donc m1 et m2 ont chacune deux valeurs propres re´elles, qui sont de module
distinct, sauf si l’oppose´ du rayon spectral est aussi valeur propre. Mais ce cas est
exclu, puisqu’alors la trace de la matrice serait nulle, ce qui est impossible puisque
ses coefficients sont strictement positifs. Ainsi, m1 et m2 sont des matrices proxi-
males.
Soient E+ et E− les espaces propres de m1, E+ correspondant a` la valeur propre
dominante. Soient v et w dans Pd−1 et x et y une de leurs pre´images dans Sd−1.
Si x /∈ E− et y /∈ E−, alors vmn1 et wmn1 convergent vers p+(m1), donc la suite
δP(vmn1 , wm
n
1) tend vers 0.
Si x ∈ E− et y ∈ E−, alors v = w.
Si x /∈ E− et y ∈ E−, alors ou bien xr et yr ne sont pas dans E−, ou bien xr2 et
yr2 ne sont pas dans E−, a` condition que θ ne soit pas congru a` 0 modulo pi2 . Donc on
peut conclure comme dans le premier cas : δP(vrmn1 , wrm
n
1) ou δP(vr
2mn1 , wr
2mn1 )
tend vers 0 quand n tend vers l’infini. On a la meˆme conclusion si E− n’est pas un
espace propre de m2 (voir la preuve de la proposition 5.4).
Donc si θ n’est pas congru a` 0 modulo pi
2
, ou si E− n’est pas un espace propre
de m2, le semi-groupe Γ agit de manie`re proximale sur l’espace projectif, et on peut
appliquer le the´ore`me 5.1.
Ferme´s invariants sur la sphe`re
Si θ
pi
est irrationnel, les orbites des points par la rotation sont denses dans la sphe`re,
donc on a pour tout v dans l’espace projectif Pd−1 = FP{vrn, n ∈ N} ⊂ L(Γ)
(proposition 19). Ainsi L(Γ) = Pd−1 et par la proposition 5.2, Γ a un unique ferme´
invariant minimal sur la sphe`re. On a le meˆme re´sultat si θ
pi
est rationnel de la forme
2k+1
n
, puisqu’alors pour tout x dans la sphe`re on a rnx = −x, donc tout ferme´ Γ-
invariant est syme´trique.
Remarque La condition sur les rayon spectraux des matrices m1 et m2 n’a pas e´te´
utilise´e (voir proposition 5.3).
Contre-exemple pour θ = pi
2
Dans ce cas, il se peut que le semi-groupe engendre´ par nos trois matrices ne ve´rifie
pas la condition i-p. En effet, si on choisit
m1 =
(
e1+1
2
e1−1
2
e1−1
2
e1+1
2
)
, m2 =
(
epi+1
2
epi−1
2
epi−1
2
epi+1
2
)
, r =
(
0 −1
1 0
)
,
alors on a ρ(m1) = e
1, ρ(m2) = e
pi, donc log ρ(m1) et log ρ(m2) engendrent bien un
sous-groupe dense dans R. Mais la re´union des deux espaces {(x1, x2) | x1 = x2} et
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{(x1, x2) | x1 = −x2} est stable par m1, m2 et r, donc le semi-groupe Γ n’est pas
fortement irre´ductible. Il ne ve´rifie donc pas la condition i-p. Dans ce cas on ne peut
pas re´pondre a` la question de [44].
Dans toute la suite, on supposera les hypothe`ses du the´ore`me 5.1 ve´rifie´es. Notons
qu’elles vont nous permettre d’utiliser les the´ore`mes 21 et 24. La de´monstration se
de´roule en cinq e´tapes de´taille´es dans les sections suivantes. Ce sont les meˆmes
e´tapes que dans les chapitre pre´ce´dents. Dans la partie 5.5, on obtient l’e´quation
de renouvellement associe´e a` ce proble`me. Dans la partie 5.6, on e´tudie l’ope´rateur
qui apparaˆıt dans l’e´quation de renouvellement. Dans la partie 5.7, on lui applique
le the´ore`me de renouvellement 12. Enfin les parties 5.8 et 5.9 sont consacre´es a` la
preuve que le limite obtenue est non nulle.
5.5 L’e´quation de renouvellement
Cette e´tape est identique a` celle de [47] ainsi qu’a` celles de´ja` pre´sente´es dans
les chapitres 2, 3 et 4. Pour utiliser le the´ore`me 12, on commence par chercher une
e´quation de renouvellement ve´rifie´e par la re´gularise´e :
z(x, t) = e−t
∫ et
0
uκP(xR > u)du.
On note R1 =
∑∞
k=2A2 · · ·Ak−1Bk. On a R = A1R1 +B1, et R1 est inde´pendant de
(A1, B1) et de meˆme loi que R. Donc pour tous (x, t) dans S
d−1 × R on a
P(xR > t) = P(xA1R1 + xB1 > t) = P(xA1R1 > t) + ψ(x, t),
ou` ψ(x, t) = P(t− xB1 < xA1R1 ≤ t)− P(t < xA1R1 ≤ t− xB1). On note encore g
sa re´gularise´e : g(x, t) = e−t
∫ et
0
uκψ(x, u)du. Ainsi,
z(x, t) = e−t
∫ et
0
uκP(xA1R1 > u)du+ g(x, t). (5.4)
En utilisant le the´ore`me de Fubini, l’inde´pendance de A1 et R1 et le fait que R1 et
R sont de meˆme loi, il vient, graˆce a` un changement de variable :
e−t
∫ et
0
uκP(xA1R1 > u) = E
(
e−t
∫ et
0
uκ1IxA1R1>udu
)
= E
[
‖xA1‖κ
∫
e−(t−log ‖xA1‖)
∫ et−log ‖xA1‖
0
uκ1Ix·A1R1>udu
]
= E
[
‖xA1‖κe−(t−log ‖xA1‖)
∫ et−log ‖xA1‖
0
uκP(x · A1R > u)du
]
= E
[‖xA1‖κz(x · A1, t− log ‖xA1‖)],
avec x · A = xA‖xA‖ . Ainsi on a :
z(x, t) = E
[‖xA1‖κz(x ·A1, t− log ‖xA1‖))+ g(x, t)].
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Comme dans la chapitre pre´ce´dent, on note 13Q = 13Qκ l’extension de Qκ a` Sd−1×R
de´finie de la fac¸on suivante :
13Qf(x, t) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f(x · a, t− log ‖xa‖)µ(da).
On pose maintenant Z(x, t) = z(x, t)eκ(x¯)
−1 et G(x, t) = g(x, t)eκ(x¯)
−1. On obtient
donc l’e´quation de renouvellement suivante :
Z(x, t) = 13QZ(x, t) +G(x, t). (5.5)
En ite´rant cette e´quation, il vient :
Z(x, t) = 13Qn+1Z(x, t) +
n∑
k=0
13QkG(x, t).
Soit F (x, t) = P(xR > t). On a de meˆme que pour l’e´quation (5.4)
13Qn+1Z(x, t) = 1
eκ(x¯)
E
[
e−t
∫ et
0
uκF (xA1A2 · · ·An+1, u)eκ(x¯A1A2 · · ·An+1)du
]
=
1
eκ(x¯)
e−t
∫ et
0
uκE
[
F (xA1A2 · · ·An+1, u)eκ(x¯A1A2 · · ·An+1)
]
du
Or pour tout x ∈ Sd−1, on a lim ‖xA1 · · ·An‖ = 0 car α < 0. Donc pour tout u > 0,
on a par convergence domine´e, limE
[
F (xA1A2 · · ·An+1, u)eκ(x¯A1A2 · · ·An+1)
]
= 0
puisque eκ est borne´e. Ainsi, il vient lim
13Qn+1Z(x, t) = 0. On a donc
Z(x, t) =
∞∑
k=0
13QkG(x, t). (5.6)
C’est une formule analogue a` celle obtenue au chapitre 1 reliant la solution de l’e´-
quation de renouvellement a` la fonction de renouvellement.
On veut maintenant appliquer le the´ore`me de renouvellement de Kesten a` cette
e´quation. Ce sera la deuxie`me e´tape de notre de´monstration. Mais avant cela, on a
besoin de pre´ciser quelques proprie´te´s de l’ope´rateur Q = Qκ, restriction de 13Q a`
la sphe`re Sd−1.
5.6 Proprie´te´s de l’ope´rateur Q sur la sphe`re
L’ope´rateur Q sur Sd−1 est la restriction de 13Q a` la sphe`re. Il est de´fini par :
Qf(x) = 1
eκ(x¯)
∫
‖xa‖κeκ(x¯a)f(x · a)µ(da).
C’est aussi l’extension naturelle de Qκ a` la sphe`re Sd−1. Nous allons montrer qu’il
en posse`de certaines proprie´te´s analogues.
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5.6.1 Unicite´ de la mesure invariante
Le the´ore`me 24 dit que l’ope´rateur Qκ sur Pd−1 a une unique probabilite´ in-
variante piκ. On va montrer que c’est encore vrai pour l’ope´rateur Q sur Sd−1. On
commence par rappeler une proprie´te´ donne´e dans [33].
Lemme 15 Soit X un espace me´trique compact et Q un ope´rateur Markovien pre´-
servant C(X), l’ensemble des fonctions continues sur X. On suppose que pour toute
fonction ϕ dans C(X), la suite (Qnϕ) est e´quicontinue et que les seules fonctions
Q-invariantes continues sont les constantes. Alors Q admet une unique probabilite´
invariante.
L’ope´rateur Q est bien Markovien et il pre´serve les fonctions continues sur Sd−1.
Comme dans la partie 5.3, on de´finit la fonction q sur Sd−1 × Sµ par
q(x, a) =
‖xa‖κeκ(x¯a)
eκ(x¯)
.
Remarquons que par de´finition q ne de´pend pas du signe de x. C’est donc exactement
la meˆme fonction que qκ sur l’espace projectif. On a aussi
qn(x, ω) = q(x, a1)q(xa1, a2) · · · q(xa1 · · ·an−1, an) = q(x, a1 · · ·an).
Commenc¸ons par montrer la proprie´te´ d’e´quicontinuite´. Comme la fonction q
sur la sphe`re est la meˆme que sur l’espace projectif, on peut directement utiliser le
re´sultat suivant de [33].
Lemme 16 Il existe une constante C > 0 telle que pour tous x, x′ dans Sd−1, on ait
|q(x, a)− q(x′, a)| ≤ C‖x− x′‖κ‖a‖κ,
ou` κ = min{1, κ}.
On en de´duit la proprie´te´ d’e´quicontinuite´.
Proposition 5.7 Pour toute fonction ϕ continue sur Sd−1, la suite (Qnϕ) est e´qui-
continue.
De´monstration
Par densite´, il suffit de voir que cette proprie´te´ est vrai pour les fonctions ϕ qui
sont ε-ho˝lde´riennes sur Sd−1 avec ε < κ. Soit une telle fonction ϕ, on note [ϕ]ε son
coefficient de Ho˝lder et on a, pour tous x, x′ dans Sd−1
|Qnϕ(x)−Qnϕ(x′)|
≤ |ϕ|
∫
|q(x, a)− q(x′, a)|µn(da) + [ϕ]ε
∫
q(x′, a)‖x · a− x′ · a‖εµn(da)
≤ C‖x− x′‖ε
∫
‖a‖κµn(da).
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En effet, on utilise le lemme 16 et la majoration suivante :
‖xa‖‖x′a‖(x′ · a− x · a) = x′a(‖xa‖ − ‖x′a‖) + ‖x′a‖(x′a− xa)
‖xa‖‖x′a‖‖x′ · a− x · a‖ ≤ ‖x′a‖∣∣‖xa‖ − ‖x′a‖∣∣ + ‖x′a‖‖x′a− xa‖
≤ 2‖x′a‖‖(x− x′)a‖.
Donc il vient
‖x′ · a− x · a‖ ≤ 2‖xa‖‖(x− x
′)a‖. (5.7)
Et d’autre part on a q(x, a) ≤ C‖xa‖κ par de´finition de q.
Or le lemme 13 rappele´ pre´ce´demment dit que
∫ ‖a‖κµn(da) ≤ ckn(κ), et ici
k(κ) = 1 par de´finition de κ, donc on a
|Qnϕ(x)−Qnϕ(x′)| ≤ C‖x− x′‖ε
ce qui prouve l’e´quicontinuite´. 2
Montrons maintenant que les seules fonctions Q-invariantes sont les constantes.
Proposition 5.8 Si Γµ ve´rifie la condition i-p, l’ensemble des solutions continues
sur la sphe`re de l’e´quation
f(x) =
∫
‖xa‖κf(x · a)µ(da) (5.8)
est de dimension 1 ou 2. Il est de dimension 1 si et seulement si il existe un unique
ferme´ Γµ-invariant minimal sur la sphe`re.
De´monstration
L’e´quation (5.8) est e´quivalente a` Pf = f ou` P = Pκ est l’extension de l’ope´ra-
teur P κ a` la sphe`re :
Pf(x) =
∫
‖xa‖κf(x · a)µ(da).
Cette e´quation a toujours au moins une solution continue sur la sphe`re : c’est
f(x) = eκ(x¯), d’apre`s le the´ore`me 21 puisque k(κ) = 1. Cette solution est continue,
syme´trique et strictement positive sur la sphe`re.
Soit ϕ une autre solution de l’e´quation (5.8). Alors, on a :
ϕ(x)
eκ(x¯)
=
1
eκ(x¯)
∫
‖xa‖eκ(x¯a)ϕ(x · a)
eκ(x¯a)
µ(da).
On appelle Z− et Z+ respectivement l’ensemble ou` la fonction ϕe−1κ atteint son
minimum et son maximum sur le sphe`re. D’apre`s l’e´quation ci-dessus, ces deux en-
sembles sont des ferme´s Γµ-invariants de la sphe`re. Donc s’il existe un unique ferme´
Γµ-invariant minimal, il est contenu dans Z− et Z+ qui sont donc d’intersection non
vide. En particulier, la fonction ϕe−1κ est constante, donc l’espace des solutions est
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de dimension 1.
On se place maintenant dans le cas ou` il existe F1 et F2 deux ferme´ minimaux
Γµ-invariants. Le the´ore`me de Markov-Kakutani donne alors deux probabilite´s pi1 et
pi2 distinctes invariantes pour l’ope´rateur markovien Q sur la sphe`re, respectivement
porte´es par F1 et F2. Comme f est une fonction Q-invariante continue si et seule-
ment si feκ
−1 est solution continue de l’e´quation (5.8), et que l’ope´rateur Q ve´rifie
la proprie´te´ d’e´quicontinuite´ par la proposition 5.7, si l’ensemble des solutions de
l’e´quation (5.8) est de dimension 1, alors par le lemme 15 il existe une unique proba-
bilite´ invariante, ce qui est impossible. Donc l’espace des solutions est de dimension
au moins 2.
Soient ϕ et ψ deux solutions continues non nulles de l’e´quation (5.8). On peut les
de´composer en partie paire et partie impaire. Soit ϕˇ la fonction de´finie par ϕˇ(x) =
ϕ(−x) sur la sphe`re. Alors on a :
ϕ =
ϕ+ ϕˇ
2
+
ϕ− ϕˇ
2
,
et de meˆme pour ψ. On remarque que si ϕ est solution de l’e´quation (5.8), alors ϕˇ
l’est aussi, donc les parties paires et impaire de ϕ et ψ sont solution. On peut donc
se limiter a` regarder les solutions paires et les solutions impaires.
Soit ϕ une solution paire de l’e´quation (5.8). En raisonnaant comme dans le pre-
mier cas, on voit que les ensembles ou` ϕe−1κ atteint son maximum et son minimum
sont des ferme´s Γµ-invariants. De plus, ils sont chacun syme´triques puisque cette
fonction est paire. Ils contiennent donc tous deux F1 et F2. Donc ϕ est un multiple
de eκ.
Soient maintenant ϕ et ψ deux solutions impaires non nulles de l’e´quation (5.8).
Soit Z1 l’ensemble des points ou` ϕ atteint son maximum. Son syme´trique −Z1 est
alors l’ensemble des points ou` ϕ atteint son minimum. Ces deux ensembles sont des
ferme´s Γµ-invariants de la sphe`re, donc l’un contient F1 et l’autre F2. Quite a` chan-
ger ϕ en −ϕ, on peut supposer que Z1 contient F1. En particulier, ϕ est constante
e´gale a` son maximum m1 sur F1. Quite a` changer ψ en −ψ, on peut aussi supposer
que ψ est e´gale a` son maximum m2 sur F1. La fonction m2ϕ−m1ψ est alors impaire
et solution de l’e´quation (5.8). Donc quite a` changer son signe, elle est aussi e´gale a`
son maximum sur F1. Or par construction, elle vaut 0 sur F1, c’est donc la fonction
nulle sur la sphe`re, et ϕ et ψ sont multiples l’une de l’autre.
Ainsi, si on a deux ferme´s minimaux inavriants, l’ensemble des solutions paires
est de dimension 1 et l’ensemble des solutions impaires de dimension au plus 1, donc
par ce qui pre´ce`de l’ensemble des solutions est bien de dimension exactement 2. 2
Comme f est une fonction Q-invariante continue si et seulement si feκ−1 est
une solution continue de l’e´quation (5.8) on en de´duit imme´diatement le corollaire
suivant graˆce a` la proposition 5.2.
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Corollaire 5.1 Si le semi-groupe Γµ ne laisse pas invariant un coˆne convexe ferme´
saillant d’inte´rieur non vide, alors les seules fonctions Q-invariantes continues sont
les constantes.
On peut maintenant conclure, en utilisant le lemme 15.
The´ore`me 5.2 L’ope´rateur Q a une unique probabilite´ invariante pi sur Sd−1.
Cette probabilite´ posse`de une proprie´te´ de syme´trie sur la sphe`re. C’est la releve´e
de piκ, l’unique probabilite´ Qκ-invariante sur l’espace projectif.
Corollaire 5.2 L’unique probabilite´ Q-invariante pi est syme´trique sur Sd−1.
De´monstration
Soit pˇi la mesure syme´trique de pi sur Sd−1 : pour tout A bore´lien de Sd−1, on a
pˇi(A) = pi(−A). Alors pour toute fonction f bore´lienne borne´e sur la sphe`re, on a∫
f(x)pˇi(dx) =
∫
f(−x)pi(dx). Posons fˇ(x) = f(−x). En particulier, comme pi est
Q-invariante, on a :∫
f(x)pˇi(dx) =
∫
f(−x)pi(dx) =
∫
fˇ(x)pi(dx) =
∫
Qfˇ(x)pi(dx)
=
∫
1
eκ(x¯)
∫
‖xa‖κfˇ(x · a)µ(da)pi(dx)
=
∫
1
eκ(x¯)
∫
‖xa‖κf(−x · a)µ(da)pi(dx)
=
∫
1
eκ(−x¯)
∫
‖ − xa‖κf(−x · a)µ(da)pi(dx)
=
∫
Qf(−x)pi(dx) =
∫
Qf(x)pˇi(dx).
Donc pˇi est aussi une probabilite´ Q sur la sphe`re, et par unicite´ de la mesure inva-
riante, on en de´duit que pˇi = pi et pi est donc syme´trique. 2
Il en re´sulte aussi que le support de pi est l’unique ferme´ Γµ-invariant minimal sur
la sphe`re, puisque l’ensemble limite L(Γµ) est le support de pi
κ sur l’espace projectif.
5.6.2 Ergodicite´
De meˆme qu’au paragraphe 5.3, pour tout x dans Sd−1, on de´finit sur Ω1 les
probabilite´s Qx comme e´tant celles dont les projections sur les facteurs (Sµ)⊗n sont
donne´es par qn(x, ω)dµ
⊗n(ω), ou` ω = (ak)k>0 et
qn(x, ω) = q(x, a1)q(xa1, a2) · · · q(xa1 · · ·an−1, an) = q(x, a1 · · ·an).
De´finition 36 Le de´calage θ sur Ω1 est dit q ⊗ µ-ergodique si pour toute fonction
F bore´lienne sur Ω1 et ve´rifiant F ◦ θ = F il existe une constante c ∈ R telle que
F = c Qx-presque suˆrement pour tout x dans Sd−1.
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On rappelle une condition suffisante donne´e dans [33] pour avoir la proprie´te´ de
q ⊗ µ-ergodicite´.
Proposition 20 Supposons que le noyau markovien Qx soit continu en variation.
Alors le de´calage θ sur Ω1 est q ⊗ µ-ergodique de`s que la condition suivante est
re´alise´e : les seules solutions ϕ continues sur Sd−1 de l’e´quation Qϕ = ϕ sont les
constantes.
Soit pi l’unique mesure Q-invariante sur Sd−1 donne´e par le the´ore`me 5.2. On
de´finit la probabilite´ Qpi sur Ω1 par Qpi =
∫ Qxpi(dx). On a alors le re´sultat suivant.
The´ore`me 5.3 La probabilite´ Qpi est ergodique : pour toute fonction f bore´lienne
sur Ω1 et ve´rifiant f ◦θ = f il existe une constante c ∈ R telle que f = c Qpi -presque
suˆrement.
De´monstration
Soit ω = (ak)k>0 et f une fonction mesurable borne´e ne de´pendant que des n
premie`res coordonne´es. On a
Qx(f) =
∫
f(ω)q(x, a1 · · ·an)µ(da1) · · ·µ(dan).
On applique le lemme 16. Il vient :
|Qx(f)−Qx′(f)| ≤
∫
|f(ω)| |q(x, a1 · · ·an)− q(x′, a1 · · ·an)|µ(da1) · · ·µ(dan)
≤ C|f |∞
∫
‖x− x′‖κ‖a1 · · ·an‖κµ(da1) · · ·µ(dan)
≤ C|f |∞‖x− x′‖κkn(κ),
par le lemme 13. Donc pour la norme en variation on a ‖Qx −Qx′‖ ≤ C‖x− x′‖κ,
puisque k(κ) = 1, d’ou` la continuite´ en variation de Qx. Par la proposition 20 et le
fait que les seules fonctions Q-invariantes continues sur Sd−1 soient les constantes,
on en de´duit que le de´calage θ est q ⊗ µ-ergodique.
Soit maintenant une fonction F bore´lienne borne´e sur Ω1 et ve´rifiant F ◦ θ = F .
Alors il existe une constante c telle que F = c Qx-presque suˆrement pour tout x
dans Sd−1. On a donc
Qpi(|F − c|) =
∫
Qx(|F − c|)pi(dx) = 0,
et ainsi F = c Qpi-presque suˆrement. 2
5.7 Application du the´ore`me de renouvellement
On de´finit la suite (Xn, Un) sur S
d−1 ×R de la fac¸on suivante :
Xn = X0 · A1A2 · · ·An, Un = log ‖X0A1 · · ·An+1‖‖X0A1 · · ·An‖ = log ‖Xn ·An+1‖.
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La suite (Xn) est une chaˆıne de Markov de probabilite´ de transition Q. On veut
ve´rifier que la suite (Xn, Un) satisfait les conditions d’application du the´ore`me 12.
Pour cela, on calcule la probabilite´ :
P(Xi ∈ Ai, 0 ≤ i ≤ n, Uj ∈ Bj , 0 ≤ j < n | X0 = x0)
=
1
eκ(x¯0)
∫
‖x0a1 · · ·an‖eκ(x¯0a1 · · ·an)1IA0(x0) · · ·1IAn(x0 · a1 · · ·an)
×1IB0
(
log
‖x0a1‖
‖x0‖
)
· · ·1IBn−1
(
log
‖x0a1 · · ·an‖
‖x0a1 · · ·an−1‖
)
µ(da1) · · ·µ(dan)
= 1IA0(x0)
∫
A1
Q(x0, dx1)
∫
. . .
∫
An
Q(xn−1, dxn)
n−1∏
i=0
F xi+1xi (Bi), (5.9)
ou` F yx (B) = E(1IB(y)1Iy=log ‖xA1‖) est bien de la forme requise pour le the´ore`me de
Kesten. On note Qx0,0 la mesure sur SNµ × R ainsi de´finie, et Eκx0,0 l’espe´rance cor-
respondante comme dans la partie 4.3.2.
Ici on a Vn = log ‖X0A1 · · ·An‖ et l’e´quation de renouvellement (5.6) peut se
re´crire sous la forme :
Z(x, t) =
∞∑
n=0
E
κ
x,0G(Xn, t− Vn). (5.10)
On est donc bien dans le cadre du the´ore`me 12 de Kesten. Pour l’appliquer,
il faut prouver que les conditions I1 a` I4 sont ve´rifie´es, et que G est directement
Riemann inte´grable. C’est ce qu’on va faire dans les paragraphes qui suivent.
5.7.1 Preuve de la condition I1
C’est une nouvelle de´monstration inspire´e de [47] ou` on remplace l’utilisation de
la proprie´te´ de re´currence 2(i) par la condition i-p.
Soient pi l’unique probabilite´ Q-invariante sur Sd−1 donne´e par le the´ore`me 5.2,
et U un ouvert de Sd−1 tel que pi(U) > 0. Il existe une fonction ϕ continue sur Sd−1
telle que 1IU ≥ ϕ ≥ 0 et pi(ϕ) > 0. Or pour tout x sur la sphe`re on a la convergence :
1
n
n∑
j=1
Qjx(ϕ) −→ pi(ϕ) > 0.
En effet, toutes les valeurs d’adhe´rence de la se´rie 1
n
∑n
j=1Qjx sont des probabilite´s
Q-invariantes sur Sd−1, donc par unicite´, la se´rie converge vers pi, la convergence
e´tant uniforme sur Sd−1 par l’e´quicontinuite´ de la proposition 5.7. Donc on peut
trouver δ > 0 et n0 tels que
inf
x∈Sd−1
Qn0x (1IU) ≥ inf
x∈Sd−1
Qn0x (ϕ) ≥ δ.
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Le the´ore`me de Borel Cantelli pour les chaˆınes de Markov (voir par exemple L.
Breiman, [12]) dit alors que pour tout x dans Sd−1 on a
Q(
⋃
n≥1
x · A1 · · ·An ∈ U) = Qx(
⋃
n≥1
Xn ∈ U) = 1,
ce qui ache`ve la preuve de la condition I1.
5.7.2 Preuve de la condition I2
La premie`re partie de la preuve est plus rapide que celle de [47] graˆce au re´sultat
d’ergodicite´ donne´ par le the´ore`me 5.3.
La probabilite´Qpi est ergodique d’apre`s le the´ore`me 5.3. La suite (An) est station-
naire sous cette probabilite´ et la suite Vn = log ‖X0A1 · · ·An‖ est sous-additive. De
plus, par hypothe`se, on a
∫ ∣∣ log ‖a1‖∣∣ ‖a1‖κµ(da1) < ∞, donc Eκpi(log+ ‖A1‖) < ∞
et on peut appliquer le the´ore`me ergodique sous-additif de Kingman : la suite Vn
n
converge Qpi-presque suˆrement vers une constante γ. Et on a γ = Eκpi(log ‖A1‖), ce
qui est bien de la formule souhaite´e pour la condition I2.
Il reste donc maintenant a` montrer que γ > 0. On rejoint ici la preuve de [47].
Comme par hypothe`se, lim 1
n
log ‖A1 · · ·An‖ = α < 0, on peut trouver n1 > 0 tel
que E log ‖A1 · · ·An1‖ < 0 par la loi des grands nombre. Le lemme de Fatou pour
les suites uniforme´ment inte´grables (voir [14]) donne alors
d
du
E‖A1 · · ·An1‖u
∣∣∣
u=0
= lim
u→0
E‖A1 · · ·An1‖u − 1
u
≤ E log ‖A1 · · ·An1‖ < 0.
Donc, comme la fonction s 7→ E‖A1 · · ·An1‖s est convexe et vaut 1 en 0, on peut
trouver 0 < s < κ tel que E‖A1 · · ·An1‖s = e−β < 1 pour un certain β > 0. Ainsi
par inde´pendance des Ai et sous-multiplicativite´ de la norme, on a, pour tout n ≥ 1,
E‖A1 · · ·An‖s ≤ Ke−βn.
Donc, pour tout x dans Sd−1, l’ine´galite´ de Tchebychev donne
P(‖xA1 · · ·An‖ ≥ e−
βn
2s ) ≤ eβn2 E‖A1 · · ·An‖s ≤ Ke−
βn
2 ,
et ainsi il vient
Q(‖xA1 · · ·An‖ ≤ eβn4κ )
=
1
eκ(x¯)
E
[‖xA1 · · ·An‖κeκ(x¯A1 · · ·An‖); ‖xA1 · · ·An‖ ≤ eβn4κ ]
≤ |eκ|
eκ(x¯)
(
e−
βnκ
2s + E
]‖xA1 · · ·An‖κ; e−βn2s ≤ ‖xA1 · · ·An‖ ≤ eβn4κ ])
≤ C(e−βnκ2s +Ke−βn2 eβn4 ).
On a donc
∑
nQ(‖xA1 · · ·An‖ ≤ e
βn
4κ ) =
∑
nQx(eVn ≤ e
βn
4κ ) <∞, ce qui permet de
conclure, par le lemme de Borel Cantelli, que γ ≥ β
4κ
> 0, ce qui ache`ve la preuve
de la condition I2.
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5.7.3 Preuve de la condition I3
Ici encore on suit le sche´ma de la preuve de [47], mais avec les outils de [33].
Soit a ∈ Γ0 un e´le´ment proximal. Comme a est dans le semi-groupe Γµ, il existe
un entier k tel que a ∈ S⊗kµ , i.e. a = a1 · · ·ak avec a1, . . . ak dans le support de µ. On
appelle a+ ∈ Sd−1 un vecteur dominant de a dans la sphe`re. On a donc a+ ·an = ±a+
et ‖a+an‖ = ρ(a)n. Par ce qu’on a vu a` la de´monstration de la proposition 5.1, et
par la proposition 5.2, a+ est dans F , l’unique ferme´ Γµ-invariant minimal sur la
sphe`re. En particulier, a+ est dans le support de pi l’unique mesure Q-invariante sur
la sphe`re. On peut donc trouver un voisinage U de a+ dans Sd−1 ve´rifiant pi(U) > 0.
Quite a` restreindre U , on peut supposer qu’il n’intersecte pas l’hyperplan re´pulsif
de a. Donc pour tout x ∈ U , on a∥∥∥xan − λna+
λn
∥∥∥ −−−−→
n→+∞
0,
‖xan‖
|λ|n −−−−→n→+∞ 0,
ou` λ ∈ C est la valeur propre dominante de a. On sait de plus que λ est re´elle.
Quite a` restreindre encore U , on peut supposer que les convergences ci-dessus sont
uniformes en x. On a alors :
‖x · a2n − a+‖ =
∥∥∥ xa2n‖xa2n‖ − λ2na+λ2n ∥∥∥
≤
∥∥∥ xa2n‖xa2n‖ − xa2n|λ|2n∥∥∥+ ∥∥∥xa2n − λ2na+λ2n ∥∥∥
≤
∣∣∣1− ‖xa2n‖|λ|2n ∣∣∣+ ∥∥∥xa2n − λ2na+λ2n ∥∥∥,
donc pour n ≥ n0 assez grand il vient ‖x · a2n − a+‖ < ε2 . D’autre part, on a :
| log ‖xan‖ − n log ρ(a)| = log ‖xa
n‖
|λ|n ,
donc pour n ≥ n0 assez grand il vient | log ‖xan‖ − n log ρ(a)| < ε2 .
Comme ces relations sont continues, on peut encore trouver un voisinage Wa de
a dans S⊗kµ tel que pour toute matrice a
′ dans Wa on ait ‖x · a′2n − a+‖ < ε et
| log ‖xa′n‖ − n log ρ(a)| < ε pour tout n ≥ n0. Donc pour tout n ≥ n0 et pour tout
x dans U on a :
Q(‖x ·A1 · · ·A2nk‖ < ε, | log ‖xA1 · · ·A2nk‖ − 2n log ρ(a)| < ε) > 0.
En prenant cette ine´galite´ pour n = n0 puis n = n0 + 1, on obtient la condition I3
avec m1 = 2n0k, m2 = 2(n0 + 1)k, τ = 2n0 log ρ(a) et ζn = 2 log ρ(a). La suite (ζn)
ainsi construite engendre un sous-groupe dense dans R par la proposition 5.3.
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5.7.4 Preuve de la condition I4
La de´monstration est exactement la meˆme que dans [47], excepte´ pour le the´o-
re`me invoque´ a` la fin.
Soient x ∈ Sd−1, ε > 0, et δ > 0 qu’on pre´cisera plus loin. On pose :
E(x, δ, k) =
{
ω
∣∣∣ ‖xA1 · · ·Al‖ ≥ δ‖A1 · · ·Al‖, ∀1 ≤ l ≤ k}, E(x, δ) = ∞⋂
k=1
E(x, δ, k).
Alors, si ‖y − x‖ < δδ1 et ω = (ak) ∈ E(x, δ, k), on a :
(1− δ1)‖xa1 · · ·ak‖ ≤ ‖xa1 · · ·ak‖ − ‖x− y‖‖xa1 · · ·ak‖
δ
≤ ‖xa1 · · ·ak‖ − ‖x− y‖‖a1 · · ·ak‖
≤ ‖ya1 · · ·ak‖
≤ ‖xa1 · · ·ak‖+ ‖x− y‖‖a1 · · ·ak‖
≤ ‖xa1 · · ·ak‖+ δδ1‖a1 · · ·ak‖
≤ (1 + δ1)‖xa1 · · ·ak‖. (5.11)
De plus, l’ine´galite´ (5.7) donne :∥∥∥ ya1 · · ·ak‖ya1 · · ·ak‖ − xa1 · · ·ak‖xa1 · · ·ak‖
∥∥∥ ≤ 2‖x− y‖‖a1 · · ·ak‖‖xa1 · · ·ak‖
< 2
δδ1‖a1 · · ·ak‖
‖xa1 · · ·ak‖
< 2
δδ1
δ
= 2δ1. (5.12)
Donc pour une trajectoire de la chaˆıne (Xn, Vn) de point de de´part (X0 = y, V0 = 0)
avec ‖y − x‖ < δδ1 et ω ∈ E(x, δ), on a d’apre`s l’e´quation (5.12), et pour δ1 assez
petit ∥∥∥Xk − xA1 · · ·Ak‖xA1 · · ·Ak‖
∥∥∥ = ∥∥∥ yA1 · · ·Ak‖yA1 · · ·Ak‖ − xA1 · · ·Ak‖xA1 · · ·Ak‖
∥∥∥ < 2δ1,
et d’apre`s l’e´quation (5.11), il vient :∣∣∣Vk − log ‖xA1 · · ·Ak‖∣∣∣ = ∣∣∣ log ‖yA1 · · ·Ak‖‖xA1 · · ·Ak‖
∣∣∣
≤ max(| log(1 + δ1)|, | log(1− δ1)|)
≤ 2δ1.
Soit f une fonction mesurable, on a :
E
κ
y,0f(X0, V0, X1, . . .) ≤ Eκy,0
(
f, E(x, δ)
)
+ Eκy,0
(
f, E(x, δ)c
)
≤ Eκy,0
(
f 2δ(X0, V0, X1, . . .), E(x, δ)
)
+ |f |∞Qy
(
E(x, δ)c
)
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ou` E(x, δ)c de´signe le comple´mentaire de E(x, δ). Soit D ∈ S⊗kµ . Puisque eκ est
borne´e infe´rieurement et supe´rieurement par des constantes stictement positives, et
d’apre`s l’ine´galite´ (5.11), on a :
Qy(E(x, δ, k) ∩D) = 1
eκ(y¯)
∫
E(x,δ,k)∩D
‖yA1 · · ·Ak‖κeκ(y¯A1 · · ·Ak)µ(dA1) · · ·µ(dAk)
≥ eκ(x¯)
eκ(y¯)
1
eκ(x¯)
∫
E(x,δ,k)∩D
(1− δ1)κ‖xA1 · · ·Ak‖κ eκ(y¯A1 · · ·Ak)
eκ(x¯A1 · · ·Ak) ×
eκ(x¯A1 · · ·Ak)µ(dA1) · · ·µ(dAk)
≥ CQx(E(x, δ, k) ∩D), (5.13)
ou` C est une constante positive. Or par le the´ore`me 25, on sait que ‖xA1···Al‖‖A1···Al‖ converge
Qx¯-presque suˆrement vers une quantite´ strictement positive. Donc on peut trouver
une constante c > 0 tel que pour l assez grand ‖xA1 · · ·Al‖ > c‖A1 · · ·Al‖, Qx¯-
presque suˆrement, et ainsi Qx¯
(
E(x, δ)c
)
tend vers 0 quand δ tend vers 0. Or E(x, δ)c
est un ensemble syme´trique, donc pour tout x, Qx
(
E(x, δ)c
)
= Qx¯
(
E(x, δ)c
) → 0.
Par la majoration (5.13), il en est de meˆme pour Qy(E(x, δ)c) inde´pendamment de
y. Ainsi pour δ assez petit, Qy(E(x, δ)c) < ε2 inde´pendamment de y.
De meˆme, on montre que, pour δ1 assez petit :
E
κ
y,0
(
f 2δ(X0, V0, X1, . . .);E(x, δ)
)
≤ (1 + δ1)κ sup
‖z1−z2‖≤2δ1
eκ(z¯1)
eκ(z¯2)
E
κ
x,0
(
f 2δ(X0, V0, X1, . . .);E(x, δ)
)
≤ (1 + ε
2
)Eκx,0f
2δ(X0, V0, X1, . . .)
≤ Eκx,0f 2δ +
ε
2
|f |∞,
d’ou` l’ine´galite´ voulue :
E
κ
y,0(f(X0, V0, X1, . . .) ≤ Eκx,0(f 2δ(X0, V0, X1, . . .) + ε|f |∞.
L’autre ine´galite´ de la condition I4 se montre de manie`re analogue.
5.7.5 Inte´grabilite´ de G
Commenc¸ons par pre´ciser les proprie´te´s de la loi de R, et en particulier l’existence
de ses moments d’ordre strictement infe´rieur a` κ.
Proposition 5.9 La loi de R ne charge aucun sous-espace affine de Rd.
La de´monstration est la meˆme que dans [47], sauf pour l’utilisation de la condition
i-p. Elle utilise la proprie´te´s d’irre´ductibilite´ forte. Le raisonnement est e´galement
proche de celui des lemmes 6.1 et 6.2 de [33].
De´monstration
Soit φ la loi de R et posons pour g = (a(g), b(g)) ∈ G × Rd et x un vecteur
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R
d, gx = a(g)x + b(g). On raisonne par l’absurde. Conside´rons l’ensemble Hφ des
sous-espaces affines W de Rd de dimension minimale qui ve´rifient φ(W ) > 0. Si
W1 et W2 sont deux tels sous-espaces distincts, on a φ(W1 ∩ W2) = 0 puisque
dim(W1 ∩W2) < dim(Wi). Donc pour tout ε > 0, l’ensemble des sous-espaces W de
Hφ ve´rifiant de plus φ(W ) ≥ ε est fini. Par conse´quent, il existe une sous-espace W0
de dimension minimale maximisant φ(W ). Notons m = φ(W0).
On rappelle que η est la loi de g1 = (A1, B1). Par stationnarite´ on a φ =∫
gφ dη(g) et en ite´rant cette e´quation on obtient :
φ(W0) =
∫
(gφ)(W0)
∞∑
n=1
1
2n
ηn(dg).
Donc on a gφ(W0) = φ(W0) = m pour tout g dans un sous-ensemble A du goupe af-
fine de Rd de mesure 1 pour la probabilite´
∑∞
n=1
1
2n
ηn. L’ensemble des g−1W0, g ∈ A
est donc fini. Soit Gη le sous-groupe ferme´ engendre´ par le support de η. Alors l’en-
semble F = {g−1W0, g ∈ Gη} est e´galement fini et stable par Gη. On distingue
maintenant deux cas :
Si dim(W0) = 0, l’e´quibarycentre v0 de F est invariant par tout e´le´ment g ∈ Gη,
et en particulier, on a P(g1v0 = A1v0+B1 = v0) = 1 ce qui contredit notre hypothe`se.
Si 1 ≤ dim(W0) ≤ d − 1, soit V0 le sous-espace vectoriel qui est la direction de
W0. Alors F = {g−1V0, g ∈ Gµ} est une re´union finie de sous-espaces propres par
ce qui pre´ce`de, et elle est Gµ-invariante, ce qui contredit l’irre´ductibilite´ forte de
la condition i-p (voir the´ore`me 18). Donc la loi de R ne charge aucune sous-espace
affine de Rd. 2
Corollaire 5.3 L’application G est continue sur Sd−1 × R.
De´monstration
Il suffit de montrer que (x, t) 7−→ f(x, t) = ∫ et
0
uκ
(
P(xR > u)−P(xA1R1 > u)
)
du
est continue sur Sd−1 ×R. Or on a
f(x, t)− f(x0, t0)
=
∫ et0
0
uκ
(
P(xR > u)− P(x0R > u)
)
du−
∫ et0
0
uκ
(
P(xA1R1 > u)− P(x0A1R1 > u)
)
du
+
∫ et
et0
uκ
(
P(xR > u)− P(xA1R1 > u)
)
du.
Par le the´ore`me de continuite´ sous l’inte´grale, comme R ne charge pas de sous-espace
affine (proposition 5.9), on a bien la continuite´ pour chacune de ces inte´grales. 2
Proposition 5.10 Pour tout 0 ≤ s < κ on a E‖R‖s <∞.
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De´monstration
On utilise la proprie´te´ de convexite´ expose´e dans l’introduction. Pour tout 0 <
s < κ, on a, si s < min{1, κ},
E‖R‖s ≤
∞∑
k=1
E‖A1A2 · · ·Ak−1‖sE‖Bk‖s,
et si 1 ≤ s < κ,
(E‖R‖s)1/s ≤
∞∑
k=1
(E‖A1A2 · · ·Ak−1‖s)1/s(E‖Bk‖s)1/s.
Par hypothe`se, pour tout 0 < s < κ, on a E‖Bk‖s ≤ (E‖Bk‖κ)s/κ <∞ et on a aussi
lim
n
(E‖A1 · · ·An‖s)1/n = k(s) < 1,
par la stricte convexite´ de l’application s 7→ log k(s) (the´ore`me 22) et la de´finition
de κ. 2
On en de´duit que G est directement Riemann inte´grable, comme dans les cha-
pitres 2 et 3.
Proposition 5.11 La fonction t 7−→ supx∈Sd−1 |G(x, t)| est directement Riemann
inte´grable sur R.
De´monstration
On rappelle que Pour tous x, t, on a G(x, t) = G1(x, t)−G2(x, t), ou`
G(x, t) =
e−t
eκ(x¯)
∫ et
0
uκ[P(u− xB1 < xA1R1 ≤ u)− P(u < xA1R1 ≤ u− xB1)]du.
On va montrer comme au paragraphe 2.4.3 que chaque G(x, ·) est directement Rie-
mann inte´grable, et que les majorations obtenues sont uniofmes en x. On peut de´ja`
remarque que la fonction eκ est minore´e sur la sphe`re, donc a` une constante pre`s
on majore G par une fonction similaire a` celle du paragraphe 2.4.3. On fait les
meˆmes de´coupages, et tous les calculs sont identiques sauf pour la majoration de
E[|xB1||xA1R1|κ−1]. On utilise plutoˆt l’inde´pendance et l’ine´galite´ de Ho˝lder qui
donnent :
E[|xB1||xA1R1|κ−1] ≤ E[‖B1‖‖A1‖κ−1‖R1|κ−1]
= E[‖B1‖‖A1‖κ−1]E[‖R1|κ−1]
≤ E[‖B1‖κ]1/κE[‖A1‖κ]κ−1κ E[‖R1|κ−1],
et toutes ces espe´rances sont finies par choix des hypothe`ses et par la proposi-
tion 5.10. 2
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5.7.6 Conclusion
Toutes les hypothe`ses du the´ore`me 12 sont maintenant ve´rifie´es. On a donc
lim
t→+∞
Z(x, t) =
1
γ
∫
Sd−1
pi(dy)
∫ +∞
−∞
G(y, u)du = `, (5.14)
ou` pi est l’unique probabilite´ Q-invariante sur la spe`re Sd−1. Remarquons que cette
limite ` est une constante positive ou nulle : elle ne de´pend pas de x. Comme Z(x, t) =
z(x, t)e−1κ (x¯), on a donc pour tout x dans S
d−1 :
lim
t→+∞
z(x, t) = `eκ(x¯).
Cette limite est aussi celle de tκP(xR > t) graˆce au lemme 4 ou au lemme 9.
Pour achever la preuve du the´ore`me 5.1, il reste a` montrer que la constante ` est
strictement positive, puisqu’on sait de´ja` que eκ ne s’annule pas sur Pd−1. C’est ce
qu’on va faire dans les deux dernie`res parties.
5.8 La limite est non nulle
Ici, les me´thodes scalaires utilisant la me´diane ne sont plus valables comme on
l’a vu au chapitre pre´ce´dent. La preuve pre´sente´e ici est la meˆme que celle de [47],
on remplace juste l’utilisation de sa proprie´te´ de re´currence par la condition i-p.
5.8.1 Une chaˆıne de Markov
On introduit la chaˆıne de Markov suivante sur Sd−1 × R×R :
(Xn,Wn, Vn) = (x · A1 · · ·An, u+ xRn‖xA1 · · ·An‖ , t− log ‖xA1 · · ·An‖),
ou` Rn =
∑n
k=1A1 · · ·Ak−1Bk. Son noyau de transition est :
123N f(x, u, t) = E[f(x · A1, u+ xB1‖xA1‖ , t− log ‖xA1‖)],
pour toute fonction f mesurable borne´e sur Sd−1 × R × R. En effet, on passe de
(Xn,Wn, Vn) a` (Xn+1,Wn+1, Vn+1) de la fac¸on suivante :
Xn+1 = x ·A1 · · ·An+1 = xA1 · · ·An+1‖xA1 · · ·An+1‖ =
xA1···An
‖xA1···An‖An+1∥∥ xA1···An
‖xA1···An‖An+1
∥∥
=
(x · A1 · · ·An)An+1
‖(x · A1 · · ·An)An+1‖ = Xn ·An+1,
Wn+1 =
u+ xRn+1
‖xA1 · · ·An+1‖ =
u+ xRn + xA1 · · ·AnBn+1
‖xA1 · · ·An+1‖
=
‖xA1 · · ·An‖
‖xA1 · · ·An+1‖
(
u+ xRn
‖xA1 · · ·An‖ +
xA1 · · ·AnBn+1
‖xA1 · · ·An‖
)
=
∥∥ xA1 · · ·An
‖xA1 · · ·An‖An+1
∥∥−1(Wn + x · A1 · · ·AnBn+1) = Wn +XnBn+1‖XnAn+1‖ ,
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et aussi
Vn+1 = t− log ‖xA1 · · ·An+1‖ = t− log ‖xA1 · · ·An‖ − log ‖xA1 · · ·An+1‖‖xA1 · · ·An‖
= Vn − log ‖XnAn+1‖.
Comme (An, Bn) est une suite iid, on voit donc que (Xn), (Xn,Wn), (Xn, Vn) et
(Xn,Wn, Vn) sont bien des chaˆınes de Markov, et que (Xn,Wn, Vn) a bien pour
noyau de transition 123N . Dans la suite, les ope´rateurs ayant pour exposant 123 se
rapportent a` la chaˆıne (Xn,Wn, Vn), ceux ayant pour exposant 12 se rapportent a`
(Xn,Wn) et ceux ayant pour exposant 13 se rapportent a` (Xn, Vn).
On remarque aussi que (Wn) ve´rifie l’e´quation re´cursive ale´atoire scalaire sui-
vante :
Wn+1 = cnWn + dn,
ou` cn = ‖XnAn+1‖−1 et dn = XnBn+1‖XnAn+1‖ . On introduit le temps d’arreˆt suivant :
τ = τ1 = inf{n ≥ 1 | xRn > 0},
et le noyau (sous-Markovien) correspondant :
123Nτf(x, u, t) = E[1Iτ<∞f(x · A1 · · ·Aτ , u+ xRτ‖xA1 · · ·Aτ‖ , t− log ‖xA1 · · ·Aτ‖)]
= Ex,u,t[1Iτ<∞f(Xτ ,Wτ , Vτ)],
ou` Ex,u,t de´signe l’espe´rance sur l’espace des trajectoires de la chaˆıne (Xn,Wn, Vn)
partant de (X0 = x,W0 = u, V0 = t). Remarquons que si f ne de´pend pas de u,
alors 123Nτf(x, u, t) ne de´pend pas non plus de u puisque τ ne de´pend pas de u. Pour
toute fonction f mesurable borne´e sur Sd−1 ×R on pose :
13Nτf(x, t) = E[1Iτ<∞f(x · A1 · · ·Aτ , t− log ‖xA1 · · ·Aτ‖)].
Nous allons montrer que ce noyau ve´rifie une e´quation de renouvellement.
Soient ze(x, t) = P(xR > e
t) et ge(x, t) =
123NτΦ(x, 0, t), ou` Φ est de´finie par
Φ(x, u, t) = P(et − u < xR ≤ et). On peut calculer explicitement ge(x, t). Pour cela,
on pose R′ =
∑∞
k=τ+1Aτ+1 · · ·Ak−1Bk. C’est une copie de R inde´pendante de Rτ et
de A1, . . . Aτ . On peut expliciter la fonction ge :
ge(x, t)
= E
[
1Iτ<∞P
(
et−log ‖xA1···Aτ‖ − xRτ‖xA1 · · ·Aτ‖ < x · A1 · · ·AτR
′ ≤ et−log ‖xA1···Aτ‖)]
= E[1Iτ<∞P(et − xRτ < xA1 · · ·AτR′ ≤ et)]. (5.15)
D’autre part, on a :
13Nτze(x, t) = E[1Iτ<∞P(x · · ·A1 · · ·AτR′ > et−log ‖xA1···Aτ‖)]
= E[1Iτ<∞P(xA1 · · ·AτR′ > et)]. (5.16)
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Ainsi, en additionnant les e´quations (5.15) et (5.16) on trouve :
13Nτze(x, t) + ge(x, t) = E[1Iτ<∞P(xA1 · · ·AτR′ > et − xRτ )]
= E[1Iτ<∞1IxA1···AτR′+xRτ>et ]
= E[1Iτ<∞1IxR>et ].
Or si xR > et, comme xRn → xR, on a ne´ce´ssairement xRn > 0 pour n assez grand,
donc (τ <∞, xR > et) = (xR > et). Ainsi
13Nτze(x, t) + ge(x, t) = E[1IxR>et ]
= ze(x, t).
Donc pour tous (x, t) dans Sd−1 × R, on a l’e´quation de renouvellement suivante :
ze(x, t) =
13Nτze(x, t) + ge(x, t).
Si on ite`re cette e´quation, il vient :
ze(x, t) =
13N n+1τ ze(x, t) +
n∑
k=0
13N kτ ge(x, t). (5.17)
On de´finit par re´currence la suite de temps d’arreˆt (τn) de la fac¸on suivante :{
τ1 = τ,
τn+1 = inf{k > τn | xRk > xRτn}.
Pour toute fonction f mesurable borne´e, on a alors :
123N nτ f(x, u, t) = Ex,u,t[1Iτn<∞f(Xτn ,Wτn , Vτn)].
En effet, d’apre`s le calcul fait au de´but de ce paragraphe, et l’inde´pendance, on a :
123Nτ2f(x, u, t)
= Ex,u,t[1Iτ2<∞f(Xτ2 ,Wτ2 , Vτ2)]
= Ex,u,t[1Iτ1<∞1Iτ2−τ1<∞f(Xτ1 · Aτ1+1 · · ·Aτ2 ,
Wτ1 +Xτ1
∑τ2−τ1
k=1 Aτ1+1 · · ·Aτ1+k−1Bτ1+k
‖Xτ1Aτ1+1 · · ·Aτ2‖
, Vτ1 − log ‖Xτ1Aτ1+1 · · ·Aτ2‖)]
= Ex,u,t
[
1Iτ1<∞EXτ1 ,Wτ1 ,Vτ1 [1Iτ2−τ1<∞f(Xτ2−τ1 ,Wτ2−τ1 , Vτ2−τ1)]
]
= Ex,u,t
[
1Iτ1<∞EXτ1 ,Wτ1 ,Vτ1 [1Iτ<∞f(Xτ ,Wτ , Vτ )]
]
= Ex,u,t
[
1Iτ1<∞
123Nτf(Xτ1,Wτ1 , Vτ1)
]
= 123N 2τ f(u, u, t).
On en de´duit la relation suivante pour f = ze :
13N n+1τ ze(x, t) = Ex,0,t[1Iτn<∞P(xA1 · · ·AτnR′ > et)],
ou` R′ est de meˆme loi que R et inde´pendant de A1, . . . , Aτn , B1, . . . , Bτn . Comme τn
tend vers l’infini, et que ‖A1 · · ·An‖ tend vers 0, on a P-presque suˆrement :
1Iτn<∞xA1 · · ·Aτn −−−−→
n 7−→∞
0.
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Donc par convergence domine´e on a aussi :
13N n+1τ ze(x, t) −−−−→
n 7−→∞
0.
Ainsi en faisant tendre n vers l’infini dans l’e´quation (5.17) on obtient, pout tous
(x, t ∈ Sd−1 ×R) :
ze(x, t) =
∞∑
n=0
13N nτ ge(x, t). (5.18)
5.8.2 La chaˆıne relativise´e
On e´tudie maintenant la chaˆıne relativise´e. On pose hκ(x, t) = eκ(x¯)e
−κt. Le
noyau relativise´ est :
123Qf(x, u, t)
=
123N (fhκ)(x, u, t)
hκ(x, t)
=
1
eκ(x¯)
∫
eκteκ(x¯a)e
−κ(t−log ‖xa‖)f(x · a, u+ xb‖xa‖ , t− log ‖xa‖)η(da, db)
=
1
eκ(x¯)
∫
eκ(x¯a)‖xa‖κf(x · a, u+ xb‖xa‖ , t− log ‖xa‖)η(da, db),
ou` η est la loi de (A1, B1). On de´finit e´galement, de meˆme que pre´ce´demment :
123Qτf(x, u, t) =
123Nτ (fhκ)(x, u, t)
hκ(x, t)
=
1
eκ(x¯)
E[1Iτ<∞eκ(x¯A1 · · ·Aτ )‖xA1 · · ·Aτ‖κ ×
f(x · A1 · · ·Aτ , u+ xRτ‖xA1 · · ·Aτ‖ , t− log ‖xA1 · · ·Aτ‖)],
et 13Qτf(x, t) = 123Qτf(x, 0, t) quand f ne de´pend pas de la deuxie`me coordonne´e.
On de´signe par Qx,u,t les probabilite´s sur l’espace Ω2 = (Sd−1×R×R)N de´crivant
la chaˆıne de Markov (Xn,Wn, Vn) relativise´e quand (X0,W0, V0) = (x, u, t), et E
κ
x,u,t
l’espe´rance correspondante. On e´nonce maintenant le re´sultat cle´ de cette partie :
The´ore`me 5.4 On a :
sup
x,u,t
E
κ
x,u,t[τ ] = sup
x
E
κ
x,0,0[τ ] <∞.
La de´monstration de ce the´ore`me sera donne´e dans la partie 5.9. On peut en
donner tout de suite quelques corollaires.
Corollaire 5.4 Pour tous (x, u, t) ∈ Sd−1 × R× R, on a :
Qx,u,t(τ <∞) = Qx,t(τ <∞) = Qx(τ <∞) = 1.
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De´monstration
D’apre`s le the´ore`me 5.4, on aQx,u,t(τ <∞) = 1 pour tous (x, u, t) ∈ Sd−1×R×R.
Comme τ ne de´pend ni de u ni de t, et que Qx,t et Qx sont les traces respectives de
Qx,u,t sur Sd−1 ×R et Sd−1, on a Qx,u,t(τ <∞) = Qx,t(τ <∞) = Qx(τ <∞) = 1.2
Corollaire 5.5 L’ope´rateur 13Qτ est Markovien.
De´monstration
En effet, on a par de´finition :
13Qτ1(x, t) = 1
eκ(x¯)
E[1Iτ<∞eκ(x¯A1 · · ·Aτ )‖xA1 · · ·Aτ‖κ]
= Eκx,0,t[1Iτ<∞]
= Qx,0,t(τ <∞),
et cette dernie`re quantite´ vaut 1 par le corollaire pre´ce´dent. 2
5.8.3 Encore un re´sultat de renouvellement
On pose maintenant Ze(x, t) = ze(x, t)hκ(x, t)
−1 et Ge(x, t) = ge(x, t)hκ(x, t)
−1.
On de´duit alors de l’e´quation (5.18) et de la de´finition de 13Qτ que pour tous (x, t) ∈
Sd−1 × R, on a :
Ze(x, t) =
∞∑
n=0
13QnτGe(x, t). (5.19)
C’est une e´galite´ de type renouvellement. Cette fois-ci, il est plus rapide de calculer a`
la main la limite de Ze a` partir de cette e´galite´, plutoˆt que de ve´rifier les hypothe`ses
d’un des the´ore`mes de renouvellement de´ja` cite´s, puisqu’on sait de´ja` qu’une telle
limite existe.
La restriction Qτ de 13Qτ au compact Sd−1 est un ope´rateur Markovien. Il ad-
met donc des probabilite´s invariantes (voir par exemple [49]). On fixe ρ, une pro-
babilite´ extreˆmale parmi ces probabilite´s invariantes. On apelle Qρ la probabilite´∫ Qx,0,0ρ(dx) sur Ω2, et Eκρ = ∫ Eκx,0,0ρ(dx) l’espe´rance correspondante.
Lemme 5.3 Il existe une constante 0 < γτ < +∞ telle que :
lim
n
1
n
log ‖xA1 · · ·Aτn‖ = γτ
Qρ-presque suˆrement.
De´monstration
On commence par montrer que la suite (τnn
−1) converge Qρ-presque suˆrement a`
l’aide de la loi des grands nombres. Pour cela, on conside`re la suite L de variables
ale´atoires de´finie par : {
L0 = τ
Ln = τn+1 − τn
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Elle est iid sous Qρ. La loi de garnds nombres donne donc la convergence Qρ-presque
suˆre suivante :
lim
n
τn
n
=
∫
E
κ
x,0,0[τ ]ρ(dx) <∞,
l’inte´grale e´tant finie par le the´ore`me 5.4. D’autre part, par la preuve de la condition
I2 faite au paragraphe 5.7.2, pour tout x ∈ Sd−1, on a
Qx(lim 1
n
log ‖xA1 · · ·An‖ = lim 1
n
log ‖A1 · · ·An‖ = γ) = 1.
Or Qx et la restriction de Qx,0,0 a` SNµ sont e´gales. Donc on a aussi
Qx,0,0(lim 1
n
log ‖xA1 · · ·An‖ = lim 1
n
log ‖A1 · · ·An‖ = γ) = 1,
et par conse´quent
Qρ(lim 1
n
log ‖xA1 · · ·An‖ = lim 1
n
log ‖A1 · · ·An‖ = γ) = 1.
Ainsi, Qρ-presque suˆrement on a :
lim
n
Vτn
n
= lim
Vτn
τn
lim
τn
n
= γ
∫
E
κ
x,0,0[τ ]ρ(dx)
De plus γ et
∫
Eκx,0,0[τ ]ρ(dx) sont strictement positifs, donc γτ = γ
∫
Eκx,0,0[τ ]ρ(dx)
l’est aussi. 2
On travaille maintenant sur les fonctions Ze et Ge tronque´es. Soit L > 0. On
pose GLe (x, t) = Ge(x, t)1I[−L,L](t), et Z
L
e (x, t) = Ze(x, t)1I[−L,L](t). Comme G
L
e est
une fonction positive a` support compact, la relation (5.19) et la the´orie du potentiel
(voir [22] et la partie 1.6) on a ZLe (x, t) =
∑∞
n=0
13QnτGLe (x, t). On peut maintenant
e´noncer le re´sultat de renouvellement :
Proposition 21 Pour tout L > 0, on a :
lim
t→+∞
1
t
∫ t
0
∫ ∞∑
n=0
13QnτGLe (x, u)ρ(dx)du =
1
γτ
∫∫ +∞
−∞
GLe (x, u)ρ(dx)du.
La de´monstration est exactement la meˆme que dans [47] graˆce au re´sultat du
lemme 5.3. Comme elle est longue et tre`s calculatoire, on ne la re´pe`te pas ici.
5.8.4 Conclusion
De la proposition 21 et de ce qui pre´ce`de, on de´duit que pour tout L > 0, on a :
lim
t→+∞
1
t
∫ t
0
∫
ZLe (x, u)ρ(dx)du =
1
γτ
∫∫ +∞
−∞
GLe (x, u)ρ(dx)du.
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Comme Ze et Ge sont positives, le the´ore`me de convergence monotone sous l’inte´-
grale donne alors, quand L tend vers l’infini :
lim
t→+∞
1
t
∫ t
0
∫
Ze(x, u)ρ(dx)du =
1
γτ
∫∫ +∞
−∞
Ge(x, u)ρ(dx)du.
D’autre part, on sait par la limite (5.14) et les remarques suivantes que Ze(x, t) tend
vers ` quand t tend vers l’infini, donc par convergence domine´e on a en fait
1
γτ
∫∫ +∞
−∞
Ge(x, u)ρ(dx)du = `.
Le but de cette partie est de montrer que ` est non nulle. Pour cela, on raisonne
par l’absurde. Supposons que ` = 0. Alors on a :
1
γτ
∫∫ +∞
−∞
Ge(x, u)ρ(dx)du = 0.
Or par de´finition, ρ est une probalilite´ Qτ -invariante, donc on a aussi, pour tout n
entier :
1
γτ
∫∫ +∞
−∞
n∑
k=0
13QτGe(x, u)ρ(dx)du = 0.
On utilise encore le the´ore`me de convergence monotone pour en de´duire que :∫ +∞
−∞
∫
Ze(x, u)ρ(dx)du = 0.
Par la meˆme preuve qu’au corollaire 5.3, on peut montrer que Z et donc Ze est
continue sur Sd−1 × R. Donc pour tout t dans R, on a ∫ Ze(x, t)ρ(dx) = 0, et donc
en particulier, il vient : ∫
P(xR > 0)ρ(dx) = 0. (5.20)
Pour montrer que ce re´sultat est absurde, on a besoin des lemmes suivants.
Lemme 5.4 Le support SR de la loi de R n’est pas compact dans R
d.
De´monstration
On raisonne par l’absurde. Soit Γη le semi-groupe ferme´ de Aff(R
d), groupe des
applications affines sur Rd, engendre´ par le support de la loi η de (A1, B1). On note
g = (a(g), b(g)) un e´le´ment de Γη. Comme on a l’e´galite´ en loi R = A1R + B1, SR
est stable par Γη.
Supposons que SR est compact. Par hypothe`se, l’e´quation gx = x n’a pas de
point fixe presque suˆr, donc SR n’est pas re´duit a` un point. Soient x1 6= x2 deux
points distincts de SR, et y = x1−x2 6= 0. Alors, pour tout g ∈ Γη, a(g)y = gx1−gx2
est dans SR − SR qui est un compact fixe. Ainsi on a
sup
g∈Γη
‖a(g)y‖ <∞. (5.21)
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Soit maintenant V l’espace vectoriel engendre´ par les a(g)y, g ∈ Γη, et W son
orthogonal. Alors W est stable a` droite par a(Γη) = γµ. En effet, si z est dans W et
a = a(g) dans γµ, pour tous scalaires λ1, . . . , λn et tous g1, . . . gn dans Γη, on a :
zA(g)(λ1a(g1)y + · · ·+ λna(gn)y) = z(λ1a(gg1)y + · · ·+ λna(ggn)y)
= 0.
W est un espace vectoriel stable par Γµ, donc d’apre`s la condition i−p,W est re´duit
a` 0. Ainsi, V = Rd, et pour tout v ∈ V = Rd, on a d’apre`s la relation (5.21) :
sup
g∈Γη
‖a(g)v‖ <∞.
Le the´ore`me de Banach-Steinhaus implique alors que :
sup
g∈Γη
‖a(g)‖ <∞. (5.22)
Or on a vu dans la de´monstration de la condition I2 (section 5.7.2) que sous la
probabilite´ Qpi, Vn = log ‖X0A1 · · ·An‖ tend vers +∞, donc ‖A1 · · ·An‖ aussi, ce
qui contredit la relation (5.22). Donc SR n’est pas compact. 2
Lemme 5.5 Pour tout x dans Sd−1, et pour tout t dans R, on a
P(xR < t) < 1.
De´monstration
On compactifie l’ensemble des vecteurs colonne Rd en lui adjoignant l’ensemble
Sd−1c = {x ∈ Rd | ‖x‖ = 1} des vecteurs colonne de norme 1 : soit R̂d = Rd ∪ Sd−1c
muni de la topologie suivante :
– Rd est ouvert dans R̂d,
– (xn) ∈ Rd converge vers x ∈ Sd−1c si
{
lim ‖xn‖ = +∞,
lim xn‖xn‖ = x.
L’action a` gauche de g ∈ Aff(Rd) sur R̂d est de´finie par :{
gx = a(g)x+ b(g) si x ∈ Rd,
gx = a(g)x‖a(g)x‖ si x ∈ Sd−1c .
Cette action est bien continue sur R̂d. De plus Sd−1c est stable par a(Γη) = Γµ.
On raisonne par l’absurde. Supposons qu’il existe x0 dans S
d−1, et t0 dans R tels
que P(x0R < t0) = 1. Soit F̂(SR) l’adhe´rence de SR dans R̂d, et CR = F̂(SR)∩Sd−1c .
Or SR n’est pas compact dans R
d par le lemme 5.4, mais F̂(SR) est compact dans
R̂d. Donc CR est non vide. Soit y0 ∈ CR. Il existe une suite (xn) de SR telle que ‖xn‖
tend vers l’infini, et xn‖xn‖ tend vers y0. Comme xn est dans SR pour tout n, et que
P(x0R < t0) = 1, on a x0xn < t0, donc en passant a` la limite, on a x0y0 ≤ 0.
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D’autre part, SR donc aussi F̂(SR) et Sd−1c sont stables par Γµ, donc CR l’est
aussi : pour tout g ∈ Γµ, a(g)y0 ∈ CR, donc en particulier x0(a(g)y0) ≤ 0. Ceci im-
plique (x0 · a(g))y0 ≤ 0. En particulier, sous la probabilite´ Qx0 , la chaˆıne de Markov
x0 ·A1 · · ·An reste dans le demi espace V = {x ∈ Sd−1 | xy0 ≤ 0}. D’apre`s la preuve
de la condition I1 (section 5.7.1), le comple´mentaire de V :W = {x ∈ Sd−1 | xy0 > 0}
n’intersecte pas le support de pi. Donc le support de pi est contenu dans une demi-
sphe`re, ce qui contredit le corrolaire 5.2. 2
De l’e´quation (5.20), on de´duit que P(xR > 0) = 0 pour tout x dans le support de
ρ, ce qui contredit le lemme 5.5. Donc la limite ` est bien strictement positive, et la
de´monstration du the´ore`me 5.1 sera acheve´e quand on aura prouve´ le the´ore`me 5.4.
C’est l’objet de la dernie`re partie.
5.9 De´monstration du the´ore`me 5.4
Soit Mn = (Xn,Wn) la chaˆıne de Markov a` valeurs dans S
d−1 ×R de probabilite´
de transition :
12Qf(x, u) = 1
eκ(x¯)
∫
eκ(x¯a)‖xa‖κf
(
x · a, u+ xb‖xa‖
)
η(da, db),
restriction de 123Q a` Sd−1 × R. On commence par montrer que cet ope´rateur est
quasi-compact sur un espace bien choisi. Si f est une fonction continue de Sd−1 ×R
dans C, on pose :
|f |ε = sup
(x,u)∈Sd−1×R
|f(x, u)|
1 + u2ε
,
[f ]ε = sup
x 6=y∈Sd−1
u∈R
|f(x, u)− f(y, u)|
‖x− y‖ε(1 + u2ε) ,
‖f‖ε = |f |ε + [f ]ε.
On de´finit deux espaces de Banach (Cε, | · |ε) et (Lε, ‖ · ‖ε) de la fac¸on suivante :
Cε = {f : Sd−1 × R→ C | |f |ε <∞},
Lε = {f : Sd−1 × R→ C | ‖f‖ε <∞}.
Proposition 22 On peut trouver ε0 tel que les hypothe`ses du the´ore`me de Ionescu
Tulcea Marinescu soient satisfaites par les espaces Cε, Lε et l’ope´rateur 12Q.
Cette ve´rification est faite dans les lemmes 3.13, 3.14 et 3.15 de [47], qui sont
encore valides sous nos hypothe`ses. Il suffit de remplacer l’appel au lemme 1.8 par
le the´ore`me 8.7 de [33] qui donne exactement le meˆme re´sultat sous la condition i-p.
Ici aussi comme la preuve est longue et calculatoire on ne la re´pe`te pas.
Soit G1 l’ensemble des valeurs propres de module 1 de
12Q dans Lε0 , et pour
λ ∈ G1, on note :
D(λ) = {f ∈ Lε0 | 12Qf = λf}.
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D’apre`s le the´ore`me de Ionescu Tulcea Marinescu (voir par exemple [49]), G1 est
fini, et pour toute f ∈ Lε0 , on a :
12Qf =
∑
λ∈G1
λWλ + V,
ou` Wλ est le projecteur sur le sous-espace de dimension finie D(λ), et V est un
ope´rateur de rayon spectral strictement infe´rieur a` 1 et qui commute avec tous les
Wλ. De plus, si λ 6= λ′, alors Wλ et Wλ′ commutent e´galement.
Lemme 5.6 La seule valeur propre de module 1 de 12Q est 1, et les seules fonctions
propres correspondantes sont les constantes.
De´monstration
Soient λ ∈ G1 et f 6= 0 dans D(λ). Montrons que f ne de´pend pas de la variable
u. Pour tous (x, u) ∈ Sd−1 × R et tout n ≥ 1, on a :
|f(x, u)− f(x, 0)|
= |12Qnf(x, u)− 12Qnf(x, 0)|
≤ |u|ε0‖f‖ε0 sup
x
1
eκ(x¯)
∫
eκ(x¯A1 · · ·An)‖xA1 · · ·An‖s−ε0µ(dA1) · · ·µ(dAn)
= |u|ε0‖f‖ε0 sup
x
Ex(‖xA1 · · ·An‖−ε0).
Or supx Ex(‖xA1 · · ·An‖−ε0) tend vers 0 quand n tend vers l’infini comme de´montre´
dans la preuve du lemme 3.15 de [47]. Donc pour tous (x, u) ∈ Sd−1 × R et tout
n ≥ 1, on a f(x, u) = f(x, 0). On notera maintenant f(x) = f(x, u), et on a donc :
f(x) = λ12Qf(x)
=
λ
eκ(x¯)
∫
eκ(x¯A1)‖xA1‖κf(x · A1)µ(dA1)
= λQf(x).
Soit M = {x ∈ Sd−1 | |f(x)| = ‖f‖}, c’est un ferme´ non vide. Comme |λ| = 1, pour
tout x ∈M , on a :
‖f‖ = |f(x)| = |Qf(x)| ≤ Q|f |(x) ≤ ‖f‖,
donc on a e´galite´ dans l’e´quation pre´ce´dente, et M est Γµ-invariant. Il contient donc
l’unique ferme´ Γµ-invariant minimal sur la sphe`re, qui est aussi le support de pi.
Donc pi(f) = ‖f‖ > 0.
Comme on a vu a` la preuve de la condition I1, pour tout x ∈ Sd−1, on a
1
n
∑Qkf(x)→ pi(f). Donc ici, 1
n
∑
λkf(x)→ pi(f). Comme f n’est pas la fonction
nulle, on peut trouver x0 ∈ Sd−1 tel que f(x0) 6= 0. Si λ 6= 1, alors 1n
∑
λk = 1−λ
n
n(1−λ)
tend vers 0 quand n tend vers l’infini, ce qui est impossible puisque f(x0) > 0 et
pi(f) > 0. Donc λ = 1 et f = pi(f) est constante. 2
Ces re´sultats sont re´sume´s dans le the´ore`me suivant.
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The´ore`me 5.5 Il existe 0 < ε0 tel que
12Q soit un ope´rateur quasi-compact sur Lε0,
et que l’on ait pour tous n ≥ 1, f ∈ Lε0 :
12Qn(f) = φ(f)1+ V n(f),
ou` φ est l’unique probabilite´ 12Q-invariante porte´e par Sd−1×R, et V est un ope´rateur
sur Lε0 de rayon spectral strictement infe´rieur a` 1 tel que pour tout f ∈ Lε0, on ait :
φ(V (f)) = V (φ(f)) = 0.
On e´tablit maintenant l’existence d’un moment d’ordre 1 pour les temps d’entre´e
de la chaˆıne de Markov (Mn) dans tous les ouverts charge´s par la mesure invariante.
Proposition 5.12 Soit O un ouvert de Sd−1 × R tel que φ(O) > 0, et soit TO =
inf{n ≥ 1 | Mn ∈ O}, le temps d’entre´e de la chaˆıne de Markov (Mn) dans O. Alors
pour tout compact C de Sd−1 × R, on a :
sup
(x,u)∈C
E
κ
x,u,0(TO) <∞.
De´monstration
Soit f une fonction infiniment de´rivable a` support compact dans Sd−1 × R telle
que 1IO ≥ f ≥ 0 et φ(f) > 0. Notons Tf = inf{n ≥ 1 | f(Mn) > 0}. On a alors
Tf ≥ TO.
Soit ρ une probabilite´ quelconque sur Sd−1 × R, et ψl la fonction de´finie par :
ψl(j) =
{ ∑l
k=l−j+1 ρ(
12Qkf) si 1 ≤ j ≤ l,∑l
k=1 ρ(
12Qkf) si j > l.
On a alors :
E
κ
ρ [ψl(Tf )] = E
κ
ρ
[ l∑
j=1
1ITf=j
l∑
k=l−j+1
ρ(12Qkf)
]
+ Eκρ
[
1ITf>l
l∑
k=1
ρ(12Qkf)
]
=
l∑
k=1
ρ(12Qkf)− Eκρ
[ l∑
j=1
1ITf=j
l−j∑
k=1
ρ(12Qkf)
]
. (5.23)
Par ailleurs, d’apre`s la proprie´te´ de Markov, on a l’e´galite´ :
l∑
k=1
ρ(12Qkf) = Eκρ
[ l∑
j=1
1ITf=j
l−j∑
k=1
12Qkf(Mj)
]
.
On de´duit donc de l’e´quation (5.23) que :
E
κ
ρ [ψl(Tf )] = E
κ
ρ
[ l∑
j=1
1ITf=j
l−j∑
k=1
[12Qkf(Mj)− ρ(12Qkf)]
]
.
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Soit Sf le support de f . On a donc :
E
κ
ρ [ψl(Tf)] ≤ sup
(x,u)∈Sf
m≥1
∣∣ m∑
k=1
12Qkf(x, u)− φ(f)∣∣+ sup
m≥1
∣∣ m∑
k=1
ρ(12Qkf)− φ(f)∣∣. (5.24)
Si ρ a son support dans un compact C, alors membre de droite de l’e´quation (5.24)
est majore´ par une constante β(C) < ∞ d’apre`s le the´ore`me 5.5. D’apre`s ce meˆme
the´ore`me, on a aussi
lim
l→+∞
ψl(j) = φ(f)j.
Le lemme de Fatou permet donc de conclure que φ(f)Eκρ [Tf ] ≤ β(C). En particulier,
on a :
sup
(x,u)∈C
E
κ
x,u,0[Tf ] ≤
β(C)
φ(f)
,
et donc, comme Tf ≥ TO, on en de´duit que sup(x,u)∈C Eκx,u,0[TO] <∞. 2
On peut maintenant donner la de´monstration du the´ore`me 5.4.
De´monstration du the´ore`me 5.4
On commence par montrer par l’absurde que φ(Sd−1×]0,+∞[) > 0. Sinon, il
existerait un point (x0, u0) ∈ Sd−1 × R tel que u0 soit la borne supe´rieure de la
projection du support de φ sur R. Le support de φ e´tant stochastiquement ferme´
pour la chaˆıne de Markov (Mn), on en de´duit que pour tout n ≥ 0,
Qx0,u0(Wn ≥ u0) = 1,
et donc e´galement, par de´finition de Wn, on aurait P(x0Rn ≥ 0), ce qui contredit le
lemme 5.5.
Soit maintenant l’ouvert O = Sd−1×]0,+∞[. Pour tous (x, u, t) ∈ Sd−1 ×R×R,
on a :
E
κ
x,u,t(τ) = E
κ
x,0,0(τ) = E
κ
x,0,0(TO).
Comme φ(O) > 0, la proposition 5.12 donne alors supEκx,u,t(τ) <∞. 2
Chapitre 6
Application au mode`le AR(d)
6.1 Introduction
Ce court chapitre est destine´ a` une application du the´ore`me 5.1 au mode`le AR(d)
a` coefficients re´els iid. Ce mode`le tre`s utilise´ en statistiques comprend en particulier
la classe des mode`les GARCH. La caracte´risation de la queue de la loi stationnaire a
e´te´ e´tudie´e par K. Klu˝ppelberg et S. Pergamenchtchikov, [46]. Nous allons
montrer que le the´ore`me 5.1 permet d’obtenir les meˆme re´sultats sous des hypothe`ses
beaucoup moins restrictives.
Les e´quations auto-re´gressives line´aires d’ordre d ≥ 2, ou mode`le AR(d),sont des
e´quations de la forme :
Xn = a1,nXn−1 + · · ·+ ad,nXn−d + bn, n ∈ N. (6.1)
Pour les e´tudier, on se rame`ne a` une e´quation vectorielle dans Rd de la fac¸on sui-
vante : on pose
Yn =
t(Xn, Xn−1, . . . , Xn−d+1),
Bn =
t(bn, 0, . . . , 0),
An =

a1,n a2,n · · · ad−1,n ad,n
1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 1 0
 .
La matrice An est la matrice compagnon associe´e aux coefficients (ai,n).
L’e´quation (6.1) est alors e´quivalente a` :
Yn = An−1Yn−1 +Bn−1, n ∈ N, (6.2)
qui est une e´quation du meˆme type que dans les deux chapitres pre´ce´dents.
Dans l’article [46], il est de´montre´, a` l’aide d’un the´ore`me de renouvellement
spe´cifique, que la solution stationnaire de l’e´quation (6.1) peut avoir une queue po-
lynoˆmiale. Leurs hypothe`ses sont assez restrictives. Le but de ce chapitre est de
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montrer que le the´ore`me 5.1 qui est beaucoup plus ge´ne´ral s’applique bien dans ce
contexte.
Dans la partie 6.2, on rappelle les hypothe`ses et les re´sultats de [46]. Dans la par-
tie 6.3, on montre que le re´sultat de [46] est en fait un cas particulier du the´ore`me 5.1.
Enfin dans la partie 6.4 on donne un exemple simple et explicite en dimension d = 2
ou` le the´ore`me 5.1 s’applique, mais qui ne rentre pas dans le cadre de [46].
6.2 Hypothe`ses et re´sultats de [46]
Les hypothe`ses faites dans [46] sont les suivantes :
(H1) Pour tous i et n, ai,n se de´compose de la fac¸on suivante :
ai,n = αi + σiηi,n ηn =
t(η1,n, . . . , ηd,n),
ou` les αi sont des re´els quelconques, les σi sont des re´els positifs, et (ηi,n)i,n est
une suite iid de variable ale´atoires de carre´ inte´grable centre´es et re´duites :
Eηi,n = 0, Eη
2
i,n = 1.
(H2) La suite (bn) est une suite de variables ale´atoires iid de carre´ inte´grable et
e´galement centre´es et re´duites. De plus, (bn) est inde´pendante de la suite (ηn).
Sous ces hypothe`ses, on a en particulier E log+ ‖A1‖ < ∞ et E‖B1‖ < ∞, donc,
comme vu au chapitre 4, la limite
α = lim
1
n
log ‖A1 · · ·An‖
existe et est finie.
(H3) Les valeurs propres de la matrice E[A1 ⊗ A1] sont de module strictement
infe´rieur a` 1.
Cette hypothe`se assure que la limite α ci-dessus est strictement ne´gative (propo-
sition 4.1). On a donc existence et unicite´ de la solution stationnaire de l’e´qua-
tion (6.2). On la note encore R, et on peut l’e´crire sous forme de se´rie comme∑
A1 · · ·Ak−1Bk. Sa premie`re coordonne´e est alors l’unique solution stationnaire de
l’e´quation (6.1).
(H4) Les variables ale´atoires ηi,n ont une densite´ φ continue, syme´trique, stricte-
ment positive sur R et de´croissante sur R+. De plus, elle a des moments finis
a` tout ordre.
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(H5) Il existe un entier m ∈ N tel que
E[a1,1 − α1]2m = σ2m1 E[η1,1]2m > 1.
En particulier, ceci implique que σ1 > 0.
(H6) Les variables ale´atoires bn ont un moment fini a` tout ordre.
(H7) Pour toute suite re´elle (ck) ve´rifiant 0 <
∑ |ck| < ∞, la variable ale´atoire
C =
∑
ckbk a une densite´ syme´trique de´croissante sur R+.
Cette dernie`re condition est technique et a` priori difficile a` ve´rifier. Les auteurs
donnent donc une autre condition suffisante pour avoir (H7).
(H7’) La variable ale´atoire b1 a une densite´ f borne´e, syme´trique, de´rivable, de
de´rive´e continue borne´e et ne´gative sur R+.
(H8) On a α2d + σ
2
d > 0.
Cette condition assure que ad,n = det(An) est presque suˆrement non nul, donc la
matrice An est inversible.
The´ore`me 26 Sous les hypothe`ses (H), la solution stationnaire de l’e´quation (6.2)
ve´rifie, pour tout vecteur ligne x de Rd de norme 1 :
lim
t→+∞
tκP(xR > t) = h(x),
ou` h est une fonction continue, strictement positive sur la sphe`re, et κ est l’unique
solution strictement positive de l’e´quation k(κ) = 1, ou`
k(s) = lim(E‖A1 · · ·An‖s)1/n.
En particulier, ce the´ore`me s’applique au Mode`le line´aire gaussien, i.e. au cas ou`
η1,n et b1 suivent des lois normales centre´es re´duite.
A partir de ce re´sultat, on retrouve la queue de la loi stationnaire de l’e´qua-
tion (6.1) en choisissant x = (1, 0, . . . , 0).
6.3 Application du nouveau the´ore`me
On montre maintenant que le the´ore`me pre´ce´dent est un fait un cas particulier
du the´ore`me 5.1.
Tout d’abord, comme indique´ plus haut, l’hypothe`se (H8) assure qu’on manipule
bien des matrices inversibles, et la suite (An, Bn) est iid par les hypothe`ses (H1) et
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(H2).
Les hypothe`ses (H1), (H4) et (H6) assurent automatiquement toutes les condi-
tions d’inte´grabilite´ (avec σ =∞), et l’hypothe`se (H3) assure la ne´gativite´ du coef-
ficient α et l’existence d’une solution stationnaire.
L’e´quation A1x + B1 = x prend une forme particulie`rement simple ici. Notons
x1, . . . , xd les coordonne´es de x. On a alors :
A1x+B1 =
a1,1 a2,1 · · · ad−1,1 ad,1
1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 1 0


x1
x2
...
...
xd
+

b1
0
...
...
0
 =

a1,1x1 + · · ·+ ad,1xd + b1
x1
...
...
xd−1

donc x est solution de cette e´quation si et seulement si toutes ses coordonne´es sont
e´gales et (a1,1 + · · ·+ ad−1,1 − 1)x1 + b1 = 0. De plus, on a :
P((a1,1 + · · ·+ ad−1,1 − 1)x1 + b1 = 0)
=
∫
P((a1,1 + · · ·+ ad−1,1 − 1)x1 + b1 = 0 | b1 = y)dP(b1 = y)
=
∫
P((a1,1 + · · ·+ ad−1,1 − 1)x1 + y = 0)dP(b1 = y),
puisque les ai,1 et b1 sont inde´pendantes par l’hypothe`se (H2). De plus, cette dernie`re
probabilite´ est nulle puisque les ai,1 sont inde´pendantes entre elles et ont une densite´
par les hypothe`se (H1) et (H4). Ainsi on n’a pas de point fixe presque suˆr.
Examinons maintenant le semi-goupe Γ engendre´ par le support de la loi µ des
matrices An. Comme α
2
d + σ
2
d > 0 et σ1 > 0 par les hypothe`ses (H5) et (H8), et que
les variables ale´atoires η ont une densite´ strictement positive par l’hypothe`se (H4),
le support S de µ contient au moins toutes les matrices de la forme :
∗ 0 · · · 0 β
1 0 · · · 0 0
0
. . .
. . .
...
...
...
. . .
. . . 0
...
0 · · · 0 1 0

ou` ∗ peut prendre n’importe qu’elle valeur re´elle, 0 signifie un re´el e´ventuellement
nul, et β un re´el non nul. Ici, β = αd ou β = ∗ si σd > 0. En faisant des produits
de telles matrices, on voit que S2d−1 est alors le groupe G tout entier. Ainsi, Γ = G
ve´rifie la condition i-p. De plus, ce semi-goupe ne laisse pas de coˆne saillant inva-
riant. Enfin, comme σ =∞ et que Γ = G, Γ contient une matrice de rayon spectral
strictement plus grand que 1, donc l’e´quation k(κ) = 0 a bien une unique solution
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strictement positive.
Le the´ore`me 5.1 s’applique donc bien ici. On remarque qu’on n’a pas utilise´
l’hypothe`se (H7). De plus, on obtient un re´sultat plus pre´cis que [46] puisqu’on sait
que la fonction limite h(x) est un multiple de la fonction propre eκ. En particulier,
elle a une proprie´te´ remarquable de syme´trie.
6.4 Exemple en dimension d = 2
Au vu des re´sultats des chapitres 4 et 5, on se doute qu’on peut beaucoup affaiblir
les hypothe`ses de [46], en particulier, les hypothe`ses de densite´ et d’inde´pendence
mutuelle de tous les coefficients. C’est ce qu’on va faire sur un exemple.
On se place en dimension d = 2, et on conside`re une mesure µ porte´e par deux
matrices a et a′, c’est-a`-dire que les coefficients a1,1 et a1,2 ne peuvent prendre que
deux valeurs, et que ces coefficients ne sont pas inde´pendants. On a vu au para-
graphe 5.2.4 une condition suffisante pour que deux telles matrices engendrent un
semi-groupe ve´rifiant la condition i-p : il suffit qu’elles aient chacune deux valeurs
propres distinctes en modules, et que les quatre espaces propres correspondants
soient deux a` deux distincts. Par exemple, choisissons :
a =
(
1 2
1 0
)
, a′ =
( −1
4
1
8
1 0
)
Les valeurs propres de a sont −1 et 2, et les espaces propres correspondants pour l’ac-
tion a` droite sont E−1 = {(x1, x2) | 2x1 = −x2} et E2 = {(x1, x2) | x1 = x2}. Celles
de a′ sont −1
2
et 1
4
d’espaces propres correspondants E− 1
2
= {(x1, x2) | x1 = 4x2}
et E 1
4
= {(x1, x2) | x1 = −2x2}. Les quatre espaces propres sont distincts, donc le
semi-groupe engendre´ par ces deux matrices ve´rifie la condition i-p. Comme de plus
a′ a une valeur propre dominante ne´gative, on sait que ce semi-groupe a un unique
ensemble ferme´ invariant minimal sur la sphe`re, donc il ne laisse pas de coˆne convexe
ferme´ saillant d’inte´rieur non vide invariant.
Ve´rifions maintenant la condition d’existence d’une solution stationnaire, c’est-a`-
dire α < 0. Comme la norme euclidienne des matrices compagnon est toujours plus
grande que 1, puisque (0, 1)a = (1, 0) pour toute matrice compagnon a, on ne peut
pas espe´rer montrer que E log ‖A1‖ < 0. On va donc utiliser le crite`re de la propo-
sition 4.1 avec le produit de Kronecker. Si µ = pδa+(1−p)δa′, avec p = 14 , alors on a :
E[A1 ⊗A1] =

1
128
19
256
19
256
361
1024
1
8
0 19
16
0
1
8
19
16
0 0
1 0 0 0
 .
Un calcul nume´rique par ordinateur (avec le logiciel SCILAB) donne les valeurs
propres de cette matrice. Ce sont 0.6439022, 0.5475041 et −0.59375 comme valeur
propre double. En particulier, le rayon spectral est strictement infe´rieur a` 1, donc
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on a bien α < 0 et l’existence et l’unicite´ d’une solution stationnaire.
Comme le rayon spectral de a est strictement plus grand que 1, l’e´quation
k(κ) = 1 a bien une solution strictement positive.
Il reste a` choisir la loi de b1. Si on choisit une loi continue avec des moments a`
tout ordre, comme la loi normale, on aura automatiquement l’absence de point fixe
presque suˆr comme dans le chapitre 3. On peut aussi choisir une loi discre`te, donc
sans densite´, et ne prenant pas seulement les valeurs 1−a1,1−a1,2, c’est a` dire autres
que −2 et 9
8
.
On voit bien sur cet exemple que les hypothe`ses de densite´ et d’inde´pendance de
tous les coefficients faites dans [46] sont superflues.
Conclusion
Nous terminons cette the`se par un rapide bilan et un aperc¸u des prolongement
possibles.
Bilan
Sous des hypothe`ses simples, le mode`le auto-re´gressif line´aire a` coefficients ale´-
atoires admet une unique solution stationnaire note´e R. Le comportement a` l’infini
de sa queue a e´te´ e´tudie´ par H. Kesten, E. LePage puis C. Goldie lorsque
les coefficients sont inde´pendants. Ils ont montre´ en particulier que cette queue
peut avoir un comportement polynoˆmial, c’est-a`-dire que tκP(‖R‖ > t) tend vers
une constante non nulle quand t tend vers l’infini. Ils ont donne´ de plus une ca-
racte´risation de cette constante κ comme l’unique solution de l’e´quation k(s) = 1,
ou` k(s) = lim(E‖A1 · · ·An‖s)1/n.
Dans cette the`se, on a e´tendu le re´sultat ci-dessus dans deux directions. D’une
part, on a conside´re´ une mode`le auto-re´gressif scalaire a` coefficients markoviens. On
a vu qu’on retrouve alors la proprie´te´ de queue polynoˆmiale sous des hypothe`ses
similaires a` celles du cas iid. De plus, le coefficient κ se calcule de la meˆme fac¸on.
D’autre part, dans la cas miltidimensionnel iid on a e´tendu les re´sultats existants a`
une vaste classe de matrices, c’est-a`-dire aux matrices ve´rifiant la condition i-p.
Perspectives
Pour poursuivre notre e´tude dans le cas markovien, plusieurs pistes se pre´sentent.
En dimension un, on peut essayer d’e´tendre le re´sultat a` une chaˆıne de Markov plus
ge´ne´rale, a` espace d’e´tats infini. On ne pourra donc plus utiliser la the´ore`me de
renouvellement vectoriel. Il faudra plutoˆt faire appel a` un the´ore`me du meˆme type
que celui de H. Kesten, valable pour des ope´rateurs markoviens.
Un autre prolongement naturel de ce travail est d’obtenir un re´sultat multidi-
mensionnel pour les chaˆınes de Markov. Dans un premier temps, on peut se limiter
aux chaˆınes de Markov a` espace d’e´tats fini, ce qui est suffisant pour les applications
statistiques.
En ce qui concerne le mode`le a` coefficients iid, on conjecture que le nouvel e´nonce´
obtenu est le comple´ment optimal du the´ore`me de H. Kesten, c’est a` dire que dans
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le cas ou` il existe un coˆne invariant, la de´monstration de Kesten pour les matrices
positives reste valide . Il faudrait ve´rifier rigoureusement ce point.
Au cours des de´monstrations, on a constate´ que c’est le terme line´aire en a1 qui
de´termine le comportement de la loi stationnaire lorsqu’on regarde l’application af-
fine x 7−→ a1x+ b1. On peut donc espe´rer traiter de la meˆme fac¸on des re´currences
non line´aires du type Yn+1 = anYn+b(Yn) ou` b est une fonction scalaire sous line´aire,
c’est-a`-dire ve´rifiant b(x)
x
→ 0 quand x tend vers l’infini, de sorte que le terme line´aire
est encore le terme dominant.
Enfin, en plus de s’inte´resser a` la queue de la solution stationnaire, on peut
e´tudier la vitesse dec onvergence du processus (Yn) vers la loi stationnaire. On peut
e´galement e´tudier ses valeurs extreˆmes, o‘u l’outil probabiliste de base reste la the´orie
du renouvellement.
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Etude de la solution stationnaire de l’e´quation Yn+1 = anYn + bn a`
coefficients ale´atoires
Re´sume´
Le mode`le auto-re´gressif line´aire (AR) en temps discret et a` coefficients ale´atoires
englobe de nombreuses classes de mode`les tre`s utilise´s en mode´lisation statistique.
Sous des hypothe`ses simples, ce mode`le a une unique solution stationnaire. Le com-
portement a` l’infini de sa queue a e´te´ e´tudie´ par H. Kesten, E. LePage puis C. Gol-
die lorsque les coefficients sont inde´pendants. Cette the`se e´tend leurs re´sultats dans
deux directions. Dans une premie`re partie, on e´tudie le mode`le AR scalaire a` re´gime
markovien introduit par J. D. Hamilton en e´conome´trie. On obtient un re´sultat si-
milaire au cas inde´pendant qui s’e´tend aussi au temps continu. Dans une deuxie`me
partie, on s’inte´resse au mode`le multidimensionnel a` coefficient inde´pendants. On
e´tend les re´sultats existants a` une vaste classe de coefficients ve´rifiant une condition
d’irre´ductibilite´ et de proximalite´. Les techniques utilise´es dans les deux parties font
appel a` la the´orie du renouvellement et des ope´rateurs markoviens.
Study of the stationnary solution of Equation Yn+1 = anYn + bn with
random coefficients
Abstract
The linear autoregressive process (AR) in discrete time with random coefficients
contains a large class of time series models that are very popular in statistics. Under
weak assumptions, this process has a unique stationnary solution. The behaviour of
its tail at infinity has been investigated by H. Kesten, E. LePage and C. Goldie when
the coefficients are independent. This thesis extends their results in two directions.
In a first part, we study the one-dimensionnal AR process with Markov switching
introduced by J. D. Hamilton in econometrics. We get a similar result as in the
independent case that can also be extended to continuous time processes. In a second
part, we study the multidimensional model with independent coefficients. We extend
the results mentionned above to a wider class of coefficients, namely a class with
a property of irreducibility and proximality. Both parts make an intensive use of
Renewal theory and Markovian operators.
