



















































































































































Variable  Unit  Minimum  Maximum  Median 
Silt‐clay content  %  0  84  0.053 
Total suspended matter (average)  g.m‐3  1  24  2.6 
Total suspended matter (maximum)  g.m‐3  2.3  66  7.3 
Total suspended matter (minimum)  g.m‐3  0.2  14  0.8 
Chlorophyll a (average)  mg.m‐3  1.3  26  3.2 
Chlorophyll a (maximum)  mg.m‐3  2.7  39  12 
Chlorophyll a (minimum)  mg.m‐3  0.04  20  1.1 






























































































































































































































































































































No Cross‐validation  ‐  186  126  223 
Cross‐validation  0  188  122  223 
Passing both tests   180  111 
CV ‐ 5 km  5  ‐  76  150 












No cross‐validation  ‐0.15  ‐0.3  ‐0.6  ‐0.8 
Cross‐validation  ‐0.14  ‐0.28  ‐0.62  ‐0.77 
Table 5.4. Spearman rank correlation between the AUC of the species models and 
parameters indicating a species is a generalist: number of observations, niche breadth, area 
occupied by the species and average distance between the stations where the species is 
found. 
Spatial autocorrelation not only causes a decrease in interpolated 95% quantile curves, but 
also results in lower AUC values. The decrease for the species models is even a little stronger 
than for the curves which are based on the null models. For the 5 km subsets the AUC curves 
lower on average 0.031 for the null models while the AUC of the species models decrease 
0.046. For the 10 km subsets the decrease of the curves is 0.071 for the null models, while 
for the species models it reaches on average 0.110. A Wilcoxon rank test pointed out that in 
both cases the decrease for the species models is significantly larger than the decrease in the 
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0.95 CI. It is thus clear that spatial autocorrelation does indeed inflate the AUC‐values of the 
species models. 
DISCUSSION 
Three important modelling issues are addressed with this null model approach: preferential 
sampling, spatial autocorrelation and overfitting. Preferential sampling and spatial 
autocorrelation are issues linked to the database while overfitting can be attributed to the 
modelling algorithm. 
Average of randomisations 
In the ideal scenario, sampling intensity should be equally divided among all sampling 
stations within a geographical area. In reality this is rarely the case. Preferential sampling is 
clearly present in our dataset as well. The average AUC of the null models already reaches 
values around 0.85. Even with cross‐validation, average test set values of about 0.7 are not 
unusual. These random models would be classified as different from random or even as 
good models according to several sources which have defined a fixed threshold to delineate 
good from poor models (Cordellier and Pfenninger, 2009; Parisien and Moritz, 2009). This 
clearly indicates that using a fixed threshold to delineate good models is precarious since 
most databases are subject to preferential sampling.  
If no cross‐validation is applied, the average AUC of the null models selected from the 
complete area is high. Spatial autocorrelation and overfitting may attribute to these high 
AUC values. Cross‐validation helps in differentiating between both effects: spatial 
autocorrelation leads to high values in the test set, while overfitting will cause lower AUC 
values. In our case overfitting seems to be strongly present because the average AUC of the 
test set is much lower. Cross‐validation thus clearly reveals overfitting. However, since one 
fifth of the data is used for testing, a disadvantage of cross‐validation is that less of the 
available information can be used to construct the model. 
If no cross‐validation is applied there are strong jumps whenever a feature is added to the 
algorithm. These increases in AUC can result from overfitting or from an improvement in the 
model owing to the extra feature. Cross‐validation again helps in distinguishing between 
these two phenomena: the jump to higher AUC‐values will disappear in the case of 
overfitting because the test set will not yield better results. It is clear from Fig. 5.2A that 
these jumps can be mainly attributed to overfitting. Only the addition of hinge features 
seems to improve the AUC of the test set. Thus, adding hinge features helps explaining the 
variation in the data. However, in this case it is peculiar, because the samples are randomly 
picked from the sample stations and this improvement must thus be attributed to 
preferential sampling.  
The influence of preferential sampling is stronger with increasing number of observations in 
the training set when cross‐validation is applied. This is caused by the increasing chance of 
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incorporating samples from the preferentially sampled area in both the training and test set, 
with increasing sample numbers.  
Random models with an average AUC of 0.5 are only observed in the case of cross‐validation 
combined with random sampling across the whole region. An increase in the average AUC is 
observed when only the sampling stations are considered during modelling, which can be 
attributed to preferential sampling or to spatial autocorrelation of the samples. Both aspects 
are not clear when only a few stations are sampled, but with an increasing number of 
samples these effects become more obvious. Autocorrelation is a difficult topic to tackle, 
because it is difficult to differentiate between spatial autocorrelation and regionally 
restricted species with strong environmental preferences. Spatially separating test and 
training set clearly lowers the AUC of the test set, meaning that the unseen test data is 
harder to predict. If no spatial division is made for the test and the training set the AUC of 
the test set is considerably higher. Thus spatial autocorrelation clearly influence the results 
of the models. 
As such, we showed clearly that combination of preferential sampling, spatial 
autocorrelation and overfitting lead to inflated AUC values of 0.85 for a random model while 
on average it should have an AUC of 0.5.  
95% Quantile of the randomisations 
The 0.95 quantile curves are used to distinguish random from non‐random species models. It 
is clear that without cross‐validation models with AUC‐values as high as 0.9 are not 
necessarily different from random. With cross‐validation and at low sample sizes AUC values 
of 0.85 are not unusual. With increasing sample numbers this value decreases to about 0.75. 
It is thus clear that the predefined thresholds are not applicable to this dataset.  
Although the four curves look quite similar, it is clear that the curves obtained after cross‐
validation are again less sensitive to the addition of a feature. 
The test for spatial autocorrelation (Fig. 5.3B) shows that the AUC of the null models 
decreases with increasing distance between stations in the test and training set. This is not 
surprising because the chance of sampling a different environment increases with increasing 
distance between the stations, which makes it hard to predict the values of the test set. 
Selecting non­random species models 
The 0.95 quantile curves allow for significance testing of HSMs. Species models performing 
better then random reflect species with specific niche requirements that can be relatively 
easy predicted. On the other hand, the reason why species models are performing worse 
than random may be attributed to different causes: (1) the species are generalists and have 
no specific environmental requirements; (2) the environmental variable explaining the 
distribution of the species is not available; (3) the distribution of the species is not well 
estimated because of a sampling bias. The generalist theory is further supported by the 
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strong negative correlation between the AUC and the average distance between two sites 
where the species is found. This strong correlation indicates that the species which are not 
confined to a limited area are hard to predict. The negative correlation between the niche 
breadth (based on the environmental variables and not on the location in space) and the 
AUC is less strong but still significant, thus the variation in environmental space can also 
partly explain why some species are harder to predict than others. 
If the sampling locations are environmentally biased this may lead to HSMs predicting an 
underestimation of the true geographical range of the species (Raes and ter Steege, 2007). In 
our case preferential sampling has clearly the strongest effect on the selection of the species 
models. 
Subsets meeting the 5 km distance criterion could be created only for 150 out of 223 
species. This indicates that the 73 other species are strongly concentrated in space, making it 
impossible to find five samples with a minimum distance of 5 km from each other. However, 
does this mean that the models of these 73 species are inadequate? This would suggest that 
it would be impossible to correctly predict the distribution of species restricted to a small 
area. We believe this is not necessarily the case; however, the AUC‐values of these models 
should be treated with caution. It has been shown that spatial autocorrelation may 
represent a problem for species’ distribution models. Significance values of the models may 
be severely inflated (Segurado et al., 2006) because the test and training set are not entirely 
independent. Also the choice of the environmental variables by the model is questionable. 
Indeed, all environmental variables show spatial autocorrelation. Therefore, all the 
environmental variables have more or less the same value within this area. Thus, the 
selection of the environmental variables explaining the distribution of the species may be 
arbitrary. 
This methodology allows distinguishing between random and non‐random species models. 
However, when these models are used for management purposes it is important that the 
models are able to predict unseen data correctly and have a good predictive performance. 
Although this approach can reveal overfitting, it is not solving the problem. An advantage of 
Maxent is that it is able to counteract overfitting by choosing the regularisation setting. We 
used the default value of 1 (Phillips et al., 2006). It is clear from Fig. 5.4 that overfitting is still 
present. Overfitting can be further dealt with by setting a different regularisation multiplier, 
by feature selection or by selecting fewer environmental factors. In this way the reduced 
model will have a better predictive performance with unseen data. In our case the final 
models were selected by backwards and forwards selection of the environmental factors 
(Addendum 3). 
In addition to the research of Raes and ter Steege (2007), we also investigated the influence 
of spatial autocorrelation. Spatial autocorrelation also attributes to the inflated AUC‐values.  
The modelling issues which are clearly present in this historical database are not necessarily 
present in every database. Sampling campaigns which are set up according to the statistical 
principle of random and independent sampling, will not suffer from preferential sampling 
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and spatial autocorrelation. However, to assure that samples are truly independent, the 
extent of the range of spatial autocorrelation should be known before sampling starts, which 
is often not the case. The issue of overfitting is a modelling issue and should always be 
addressed during modelling. 
Drawbacks 
Despite many interesting features of the methodology described here, there are some 
drawbacks as well: our approach is labour intensive and not applicable to all datasets. There 
is a need for a lot of sampling stations where the species has not been detected. This does 
not necessarily mean that the species is absent in these stations, with inconspicuous species 
as nematode species absence is never certain. However, these stations where the species is 
not detected can be interpreted as a station with a low presence probability or as a pseudo‐
absence, similar to the back‐ground data used by the algorithm. In contrast however, these 
‘pseudo‐absences’ are not uniformly chosen but restricted to the sampling stations.  
Maxent is applicable to specialist species. However, with this technique it is not possible to 
delineate generalist species models from null models although the model may reflect the 
true habitat of the generalist. Nevertheless, if the conservation biologist is mainly interested 
in rare and specialist species this will not be an issue. 
CONCLUSIONS 
Our results show clearly that the commonly used thresholds (Araújo and Guisan, 2006; Elith 
et al., 2006; Brown et al., 2008; Suarez‐Seoane et al., 2008; Cordellier and Pfenninger, 2009; 
Parisien and Moritz, 2009; Stachura‐Skierczynska et al., 2009) are not readily applicable to all 
datasets and should be treated with caution. Many aspects may influence and inflate the 
final AUC‐value of a HSM. Therefore, a thorough examination of the dataset is necessary: is 
there sample bias and thus preferential sampling in the dataset? Can spatial autocorrelation 
partly explain the high AUC values of the models? Is overfitting present and can it be 
tackled? These questions are not always addressed, but it is clear that these aspects strongly 
influence the AUC: inflations of the AUC from 0.5 to 0.9 are possible. For habitat suitability 
models this is the difference between a random model and a good model! 
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