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Abstrakt
Diplomová práca sa zaoberá problematikou obchodovania na komoditných trhoch, kon-
krétne zlata. Využíva pritom prostriedky umelej inteligencie, presnejšie nelineárne autoreg-
resné neurónové siete. Účelom je predikcia cien zlata pomocou indikátorov, ktoré majú na
zlato vplyv.
Abstract
This master thesis deals with issue of trade on commodity market, especially the gold.
It uses the artificial intelligence resources, more accurate non-linear auregressive neural
network. The purpose is the prediction of the gold prices by indicators which has impact
on the gold.
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Obchodovanie je tak staré ako ľudstvo samo. Od výmenného obchodu sme sa postupne
dostali k peniazom, ktoré sa stali ako výmenný prostriedok hnacím motorom ľudského
vývoja. Následne začali vznikať prvé burzy, ktoré sa stali centrom obchodovania. Ľudstvo
postupne prišlo na to, že vo vývoji trhov existujú isté vzory alebo podobnosti. Ich hlbším
skúmaním sa otvorili možnosti predikcie vývoja trhu.
Moderné finančné trhy nie sú doménou len úzkej skupiny ľudí tak, ako tomu bolo v
minulosti. V súčasnosti môže obchodovať na burze už prakticky ktokoľvek. Preto ma táto
téma zaujala a rozhodol som sa pre hlbšie štúdium tejto oblasti najmä predpovedania
budúceho vývoja.
Jednoduchý prístup ku kapitálovým trhom so sebou nesie aj väčšie riziká. V súčasnosti
existuje mnoho nástrojov predpovedí od regresných analýz po rôzne modely, ktoré majú za
úlohu predpovedať budúci vývoj cien akcií, komodít alebo výmenných kurzov. Avšak ani
jeden z týchto nástrojov sám o sebe nedokáže uspokojivo predpovedať budúci vývoj cien.
V diplomovej práci budem prezentovať a analyzovať už existujúce poznatky z oblasti
informatiky, systémového inžinierstva a genetických algoritmov, a následne tieto poznatky
aplikovať na prostredie kapitálových trhov a ich predikcie.
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Kapitola 2
Vymedzenie problému a cieľ práce
Zásadným problémom na kapitálových trhoch je určenie budúcich hodnôt akcií, komodít
alebo menových kurzov. Ide teda o predikciu časových radov a optimalizáciu portfólií.
V súčasnosti už existuje v ekonómii niekoľko prístupov k riešeniu týchto problémov.
Tieto možné riešenia budú podrobne rozobrané v teoretickej časti práce. Vybral som si
technickú a fundamentálnu analýzu a na jej základe som aplikoval metódy umelej inteli-
gencie. Tým, že čerpá inšpiráciu v prírodných javoch, ktoré sa snaží matematicky opísať,
poskytuje v súčasnosti asi najlepšie možnosti riešenia predikčných problémov. Do tejto
oblasti spadajú napríklad neuronové siete, fuzzy logika, evolučné algoritmy a pod.
Hlavný problém, na ktorý sa v tejto práci zameriavam, je predikcia hodnôt komodít,
konkrétne zlata. Ako zdroj dát budú slúžiť údaje z World Gold Council.
Cieľom tejto práce je navrhnutie vhodného modelu z oblasti umelej inteligencie, pop-
rípade kombinácia viacerých modelov, jeho optimalizácia a testovanie v reálnej prevádzke
za účelom čo najvyššieho zhodnotenia finančných prostriedkov. Na záver budú zhodnotené




V tejto časti bude uvedený základný popis finančných trhov, kvôli zameraniu tejto práce
konkrétne komoditných. Bude tu opísané ich fungovanie a členenie, popísaná technická a
fundamentálna analýza. V ďalšej časti budú predostreté základné matematické a informa-
tické nástroje, ktoré budú používané pri predikcii cien zlata. Pôjde o zoznámenie s neuró-
novými sieťami, časovými radami, fuzzy logikou a pod.
3.1 Finančný trh
Základná funkcia, ktorú poskytuje finančný trh, je presmerovanie ušetrených prostriedkov
od domácností, firiem, štátov, jednoducho tým, ktorý tieto prostriedky potrebujú pre svoje
ďalšie fungovanie [10]. Zjednodušene tí, ktorí ušetrili, požičiavajú svoje prostriedky tým,
ktorí potrebujú prefinancovať svoje výdavky 3.1. Toto presmerovanie je pre ekonomiku
dôležité, pretože tí, ktorí šetria, väčšinou nie sú tí, ktorí majú vhodné investičné možnosti.
Finančný trh preto poskytuje efektívnu alokáciu kapitálu (bohatstvo, finančné alebo fyzické,
ktoré produkuje ďalšie bohatstvo) a následne prispieva k zvýšeniu produkcie a efektivity
ekonomiky.
Finančný trh môže mať niekoľko rôznych členení. Prvým je delenie na tzv. equity trh
a trh s dlhom. Equity znamená získavanie prostriedkov pomocou cenných papierov(akcií)
prostredníctvom burzy. To znamená, že vlastník získa právo na podiel zo zisku(dividenda)
odpovedajúci akcii , ktorú vlastní. Trh s dlhom je najpoužívanejšou metódou, ako získať
potrebné prostriedky. Ide o získanie prostriedkov pomocou bondov, hypotéky alebo pôžičky.




























Obr. 3.1: Znázornenie finančného trhu. Zdroj: [10]
späť tomu, kto mu tieto prostriedky poskytol.
Ďalší spôsob je rozdelenie na primárny a sekundárny trh. Primárny trh je miestom, kde
sú predávané cenné papiere, teda miesto, kde sa stretáva prvotný predávajúci (firma, vláda
a pod.) s tými, ktorý sú ochotní poskytnúť prostriedky. Sekundárny trh je naproti tomu
miestom, kde sa obchoduje s už raz nakúpenými cennými papiermi.
Takisto môžme deliť trh na organizovaný a neorganizovaný[14]. Organizovaný(resp. re-
gulovaný) formou burzy, teda miesto, kde sa stretávajú kupujúci a predávajúci. Organizo-
vaný trh môžme ďalej rozdeliť na burzovný a mimoburzový. Druhá forma je tzv. OTC trh
(Over the Counter). Ide o mimoburzovnú formu trhu. V OTC trhu sú díleri na rôznych
miestach pripravení kupovať alebo predávať hocikomu, kto akceptuje ich cenu. Táto forma
trhu je veľmi konkurenčná.
Ďalšia možnosť delenia je na peňažné a kapitálové trhy. Na peňažnom trhu sa môže
obchodovať len s cennými papiermi s krátkodobou splatnosťou (splatné do 1 roku), na
kapitálom sa obchoduje s cennými papiermi s dlhodobou splatnosťou. Peňažné trhy sú vo
všeobecnosti viac rozšírené ako kapitálové.




Komoditný trh, ako už bolo spomenuté, je druhom finančného trhu. Ide o organizovanú
burzu, kde sa obchoduje s vlastníckymi právami na štandardizované množstvá určitých
komodít (za dohodnutú cenu a dodaných v určitý dátum) vo forme kontraktov[24]. Dodávka
týchto komodít však nastáva len zriedka, pretože kontrakty sú väčšinou vymenené alebo
predané ešte pred dátumom realizácie. Komodity sú zväčšia rozdelené na 3 hlavné typy:
kovy, palivá, ľahké komodity(poľnohospodárske komodity). Obchodovanie s komoditami
možno rozdeliť na fyzické obchodovanie a obchodovanie s derivátmi.
Typy komoditného obchodovania[17]:
• Spotové obchody - Sú také, kde sa dodávka uskutoční okamžite, alebo iba s malým
oneskorením. Väčšinou zahŕňa vizuálnu prehliadku komodity alebo jej vzorky.
• Forwardový kontrakt - Je dohoda medzi dvoma stranami na výmene určitého
množstva a v presne špecifikovaný dátum. Dnešnej cene sa tiež hovorí forwardová
cena.
• Futures(termínovaný) kontrakt - Tieto kontrakty majú rovnaké vlastnosti ako
forwardové. Dá sa povedať, že futures kontrakt je štandardizovaná forma forwadového
kontraktu, kde kupujúci a nákupca obchodujú s produktami štandardne stanovených
množstiev a kvality, a dohadujú sa už len na cene.
3.3 Zlato
Zlato patrí medzi najdôležitejšie a zároveň najcennejšie drahé kovy v celej histórii ľudstva.
V zemskej kôre je veľmi vzácnym prvkom a v horninách sa vďaka svojej inertnosti vyskytuje
prakticky iba ako rýdzi kov. Egypťania ťažili zlato už pred 4000 rokmi. Stalo sa žiadanou
surovinou najmä kvôli jeho jedinečnosti a kráse. Zlato radíme medzi ušľachtilé kovy. Je to
žltý, ťažký prvok, kujný, elektricky aj tepelne dobre vodivý, odolný voči teplu, vlhkosti a je
chemicky veľmi odolný.
Využíva sa najmä pre výrobu šperkov, avšak je aj veľmi dôležitou priemyselnou surovi-
nou, takisto slúžilo a stále aj slúži ako platidlo. Používa sa v elektronike, vďaka vodivosti
tepla a elektriny. Zlato sa ťaží takmer na každom kontinente. Najväčšími producentmi sú
USA, Austrália, Rusko, Kanada.
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Fundamentálna analýza
Fundamentálna analýza zlata bude hrať podstatnú úlohu v predpovedaní budúceho vývoja
cien. Zlato ako už bolo spomenuté plnilo dlhodobo funkciu peňazí. V súčasnosti túto úlohu
prebrala monetárna politika. Najdôležitejším ekonomickým konceptom tejto politiky je po-
zitívna a negatívna hodnota peňazí. Zlato predstavuje pozitívnu hodnotu, pretože vždy
slúžilo na to, aby sa do neho ukladal kapitál vo forme úspor. Keď bolo treba získať kapitál,
zlato sa predalo. Následne sa systém zefektívnil tak, že sa začali používať zmenky, ktoré
boli vymenené za zlato na požiadanie. Potom sa prešlo na frakčný rezervný systém, čo zna-
menalo, že zmeniek bolo v obehu viac ako bolo skutočných zlatých rezerv. Tento systém
bol však naďalej pomerne stabilný.
V roku 1971 sa tento systém rozpadol po tom, ako USA zrušili tento systém a tieto
zmenky (papierové peniaze) nebolo už možné vymeniť za zlato. Tým, že už neexistuje pre-
pojenie peňazí na zlato, stali sa z peňazí papierové inštrumenty s negatívnou hodnotou. Čiže
peniaze už nepredstavujú hodnotu (kapitál) ale dlh. Jediný spôsob, ako bolo možné splatiť
dlh v minulosti, bolo zlato. V súčasnosti je tu možnosť tlačenia nových bankoviek, teda
inflácia. Dá sa teda predpokladať, že veľkosť peňažnej zásoby bude mat jednoznačný vplyv
vývoj cien zlata. A keďže najväčšiu peňažnú zásobu má USA, teda dolár, bude peňažná
zásoba dolára tvoriť jeden zo základných fundamentov ceny zlata, ako dokazuje nasledovný
obrázok 3.2, kde je zarátaná peňažná zásoba ako FEDu tak ECB.
Táto časť bola spracovaná z [19] a [2].
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Obr. 3.2: Znázornenie korelácie medzi zlatom a peňažnej zásoby FEDu a ECB
v USD. Zdroj: [20]
3.4 Fundamentálna analýza komodít
Základnou úlohou fundamentálnej analýzy je práca s dátami ako sú zisky, tržby, očaká-
vaný rast ziskov a tržieb a pod. Vo fundamentálnej analýze ide o to, že existujú cenotvorné
faktory, ktoré určujú vnútornú hodnotu. V obchode s komoditami však zisky a tržby nehľa-
dáme, pretože tam nemajú zmysel. Existujú však iné faktory, ktorú môžu vplývať na cenu
komodity tak, ako vplývajú zisk a tržby na cenu akcie. Fundamentálnu analýzu môžme
rozdeliť na tri typy analogicky ako v prípade akcií na [12]:
• Globálna analýza - Prognózuje vývoj komodít ako celku. Ide o odhad budúcej hod-
noty makroekonomických ukazateľov a ich vplyv na komodity. Základné typy ukaza-
teľov sú:
– Monetárna politika - Je jedným z najdôležitejších faktorov, ktoré majú priamy
vplyv na cenu komodít. Ide najmä o zmenu ponuky peňazí v obehu. V prípade
komodít je toto pravidlo umocnené tým, že komodity sú brané ako bezpečný
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prístav pre investorov, a sú jednou z najlepších možností ako sa ochrániť pred
infláciou. Je teda zrejmé, že ak rastie množstvo peňazí v obehu, rastie likvidita
a tým pádom rastie aj cena komodít.
– Fiškálna politika - Do tejto skupiny patrí nakladanie so štátnymi financiami,
výška daní alebo regulácie. Ak napríklad štát neúmerne zvyšuje svoj dlh, musí si
požičiavať za drahšie peniaze. Ak už nemá možnosť financovania na trhu, musí
si požičať od centrálnej banky. Toto opäť zvyšuje množstvo peňazí v obehu a
vplýva na cenu komodít.
– HDP - Hrubý domáci produkt má takisto vplyv na vývoj komodít. Je zrejmé,
že pri raste HDP sa zvyšuje spotreba, tým pádom aj spotreba komodít. Preto
sa dá predpokladať rast cien.
– Inflácia - Inflácia je úzko spätá s monetárnou politikou. Ak rastie, dá sa pred-
pokladať rast cien komodít a naopak.
– Ekonomické a politické šoky - Majú na vývoj cien komodít pozitívny vplyv.
Je zrejmé, že v nestabilných ekonomických a politických situáciach sa darí rastu
cien komodít viac, pretože rastie neistota, a investori sa snažia zabezpečiť sa
pred prípadným ďalším poklesom alebo stratami.
• Odvetvová analýza - Tento typ analýzy sa skôr využíva na akciových trhoch. Avšak
môžme ju analogicky použiť aj v komoditách. Jednotlivé skupiny komodít totiž majú
svoje typické charakteristiky. V prípade akcií sa delia odvetvia podľa agregátneho
dopytu alebo zmenu produktu. Ide o cyklické, neutrálne a anticyklické odvetvia. Toto
delenie však v komoditách nemá príliš veľký význam.
• Analýza konkrétnej komodity(akcie) - Predpokladom fundamentálnej analýzy je
vnútorná hodnota. Aj komodity majú svoju vnútornú hodnotu. Tá prestavuje súčet
budúcich diskontovaných peňažných tokov. Preto pre odhad budúcej hodnoty komo-
dity musíme poznať niekoľko faktorov. V prípade poľnohospodárskych plodín naprí-
klad počasie alebo vyťažiteľnosť pôdy, v prípade drahých kovov napríklad stabilita
regiónu veľkosť zásob. Podľa týchto údajov sme následne schopní odhadnúť, či bude
cena komodity stúpať alebo rásť.
• VIX index - Hodnoty tohto indexu sa môžu tiež zaradiť medzi fundamentálnu ana-
lýzu. Oficiálny názov indexu je Chicago Board Options Exchange Market Volatility
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Index a znázorňuje krátkodobé trhové očakávania volatility indexu S & P 500 [25]. Aj
keď je VIX index zameraný skôr na obchodovanie s akciami, môže byť nápomocný aj
pri predpovedi vývoja cien komodít. Ide napríklad o prípad, keď je volatilita vysoká.
Investor sa vtedy rozhodne investovať do konzervatívnych nástrojov akým komodity
sú, za účelom zmiernenia strát, alebo zvýšenia ziskov. Naopak pri malej volatilite sa
dá predpokladať skôr predaj komodít, čo má za následok zníženie cien týchto komodít.
3.5 Technická analýza
Technická analýza je spôsob analýzy aktív (komodít, akcií), ktorej cieľom je predikcia budú-
cich hodnôt na základe historických hodnôt danej komodity. Inak povedané sleduje chovanie
cien v grafoch alebo používa rôzne indikátory. Sledovaním grafov sme schopní nájsť určité
vzory alebo trendy, ktoré nám pomôžu určiť budúci vývoj hodnôt[26]. Hlavným predpokla-
dom technika je, že všetky správy potrebné na vývoj ceny sú už v kurze obsiahnuté, preto
sa nezameriava na fundamentálne údaje ako sú napríklad počasie a pod. Technická analýza
však stopercentne funguje len v minulých kurzoch, pretože v nich sa už neobjavujú žiadne
neočakávané udalosti. V budúcich predpovediach môžme počítať s úspešnosťou 50 až 60
percent[21].
Predpoklady technickej analýzy sa dajú zhrnúť do 3 nasledovných bodov[11]:
• Ceny sa pohybujú v trendoch - Prvý kľúčový predpoklad je, že ceny sa pohybujú
v trendoch. Existujú tri typy trendov: rastúci, klesajú a žiadny trend (postranný
pohyb). Pri postrannom pohybe ceny oscilujú v určitom úzkom pásme. Trend zostáva
v platnosti, pokiaľ nedôjde k jeho zmene. Väčšina obchodníkov sa zameriava na zmenu
trendu, pretože tam je potenciál zisku najvyšší.
• Ceny zohľadňujú všetko - Technická analýza na rozdiel od fundamentálnej ne-
potrebuje sledovať množstvo rôznych faktorov, ale len jeden konkrétny teda cenu.
Vychádza z toho, že všetko, čo môže vplývať na cenu teda politické, fundamentálne,
psychologické alebo iné, je už v tejto cene obsiahnuté. Všetci technici tvrdia, že cena
reflektuje posuny v ponuke a dopyte. Ak teda ponuka prevyšuje dopyt, ceny by mali
začať klesať a naopak. Z tohto tvrdenia následne plynie záver, že nech ceny rastú z
hocijakého dôvodu, ponuka musí prekročiť dopyt. Ak toto nastane, ceny musia kles-
núť. Z týchto dôvodov stačí technickému obchodníkovi iba prísun informácií o cene.
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Môžme tvrdiť, že zatiaľ čo fundamentálny obchodník sa snaží odhadnúť vnútornú
hodnotu komodity, technického obchodníka táto hodnota vôbec nezaujíma.
• História sa opakuje - Veľa z toho, čo používa technická analýza, má veľa spoločného
s ľudskou psychikou. Na základe historických dát a štúdií za posledných 100 rokov
sa zistilo, že v grafoch sa nachádzajú podobné vzory, alebo sa niektoré časti neustále
opakujú. Tieto vzory odhaľujú psychológiu trhov.
Súčasná technologická analýza používa množstvo nástrojov a metód, ktoré sa dajú roz-
deliť na [15]:
• Grafické metódy - Tieto metódy sa snažia odhaľovať pravidelne sa opakujúce uda-
losti. Patria sem čiarové, stĺpcové, sviečkové a iné grafy.
• Metódy založené na technických indikátoroch - Tieto metódy analyzujú tržné
objemové alebo cenové charakteristiky. Cenové indikátory používajú iba cenu. Obje-
mové indikátory používajú informácie o objemoch zrealizovaných obchodov. Cenovo
objemové indikátory používajú informácie o cenách a objemoch.
Niektoré základné indikátory sú[11],[18]:
• Kĺzavý priemer - Ide o jeden z najpoužívanejších a najflexibilnejších indikátorov.
Ide o trend sledujúci indikátor. Je obľúbený najmä vďaka svojej jednoduchosti. V šta-
tistike je kĺzavý priemer priemerom množiny dát. V technickej analýze sú to väčšinou
zatváracie hodnoty komodít. Dajú sa však použiť aj iné hodnoty napríklad maximá
a minimá alebo priemer stredných hodnôt. Kĺzavý priemer sleduje trend. Účelom je
identifikovať vznik trendu, jeho priebeh alebo ohlásiť, že došlo k obratu. Nepredpo-
vedá však vznik alebo zánik trendu, ale iba ho potvrdzuje. Tento indikátor sa dá
použiť na zistenie nákupných alebo predajných signálov. Tieto signály vznikajú na
mieste prieniku priemeru a samotnej ceny. Keď cena pretne trendovú čiaru a uzavrie
obchodovanie nad ňou, indikuje to nákupný signál teda nákupný trend a naopak[16].
• Oscilátory - Sú indikátory, ktoré môžu pomôcť pri konkrétnom hľadaní vstupu do
obchodu, pokiaľ je už trend určený. Všeobecná definícia tvrdí vykonáva kmitavý pohyb
medzi dvoma limitnými stavmi alebo bodmi. Základné typy oscilátorov[16]:
– RSI - Relative Strength Index - Jedná sa o index relatívnej sily. Meria
vnútornú silu daného menového páru. Zobrazuje sa v samostatnom grafe a jeho
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hodnoty sú od 0 po 100. Počíta sa z rovnice (3.1).Jeho hlavným prínosom je
zistenie, či je trh prekúpený alebo predpredaný.
RSI = 100− (100/(1 +RS)) (3.1)
kde:
RS = súčet kladných cenových zmien za dané časové obdobie / súčet záporných
cenových zmien za dané časové obdobie.
– CCI - Commodity channel index - Meria pohyby ceny okolo jej štatistického
priemeru. Ak sa CCI pohybuje na úrovni hodnôt vyšších ako 100, to znamená že
ceny sú neobvykle vysoko nad svojou priemernou hodnotou. Ak je na hodnotách
menších ako -100, to znamená že ceny sú neobvykle nízko pod svojím priemerom.
Počíta sa z rovnice (3.2).
CCI = (cena−MA)/(0, 015xD) (3.2)
kde:
MA je kĺzavý priemer,
D je normálna odchýlka.
– Williams Percent Range - Je to dynamický indikátor, ktorý určuje, či je trh
prekúpený alebo predpredaný. Je podobný stochastickému indikátoru. Počíta sa
ako (3.3).
%R = (max(n)− zatvraciaCena/(max(n)−min(n))x100 (3.3)
kde:
max(n) je najvyššie maximum za n predchádzajúcich časových periód,
min(n) je najnižšie minimum za n predchádzajúcich časových periód.
– Stochastický oscilátor - Narozdiel od Wiliamsovho indikátora má vnútorné
vyhladzovanie. Skladá sa z dvoch kriviek. Rýchla %K (3.4) a pomalá %D (3.5).
Stochastický oscilátor je teda vo svojom vyjadrení znázornený dvoma krivkami,
ktoré oscilujú medzi hodnotami 0 až 100.
%K = 100 ∗ ((C − L)/(H − L)) (3.4)
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kde:
C je posledná zatváracia cena,
H je hodnota low v danom časovom úseku,
L je hodnota high v danom časovom úseku.
%D = 100 ∗ (Hn/Ln) (3.5)
kde:
Hn je n-denný súčet (C-L),
Ln je n-denný súčet (H-L).
3.6 Psychologická analýza
Psychologická analýza sa zaoberá správaním investorov, ich reakciami na rôzne impulzy na
trhu. Vychádza zo psychológie davu, teda že skupina investorov sa správa inak ako jednot-
livec. Veľa investorov sa totiž necháva strhnúť emóciami davu, zatiaľ čo silní jednotlivci sú
schopní tomuto odolať a správať sa racionálne aj vo vypätých situáciách. Existuje niekoľko
základných analýz[16]:
• Keynesova teória - Základom tejto teórie je, že menšina ťaží z davu. Podľa Key-
nesa existujú dve skupiny investorov: dav, a menšina. V tejto teórii sú faktory, ktoré
ovplyvňujú správanie správanie sa na akciových trhoch. Je to najmä narastajúce po-
diel vlastníctva akcií ale aj komodít v rukách neskúsených investorov. Je to najmä
preto, že nemajú dostatok informácií a nie sú schopní kvalifikovane určiť čo sa deje.
Nechávajú sa ľahko ovplyvniť davom. Keďže ich reakcie nie sú často neprimerané,
má to za následok veľkú volatilitu cien akcií ale aj komodít. Preto sa investori snažia
zahrnúť do svojich prognóz aj toto správanie davu.
• Kostolanyho teória - Kostolanyho pohľad na burzu zahŕňa rozdelenie účastníkov
do dvoch skupín:
– Hráči - Ich obchodovanie je ovplyvnené davom. Jednajú krátkodobo so zame-
raním sa na malé zisky. V krátkom období spôsobujú volatilitu kurzov. Tvoria
až 90 percent všetkých investorov.
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– Špekulanti - Sú to silní investori, ktorý nie sú ovplyvňovaní davom. Vedia
rozpoznať kedy sa jedná o davovú psychózu, a kedy sa jedná o správanie davu
založené na fundamentálnych údajoch.
Táto teória je založená na rozložení akcií medzi hráčov a špekulantov. Tvrdí, že hod-
nota akcií alebo komodít, závisí od toho, či je väčšina akcií držaná v rukách hráčov
alebo špekulantov. Kostolany získava informácie o tom, kto väčšinovo drží akcie na
základe vývoja akciových kurzov a objeme obchodovania v minulých mesiacoch.
Pri veľkých objemoch obchodovania môžu nastať dve situácie. Ak rastú kurzy akcií aj
objemy, presúvajú sa tým pádom akcie do rúk hráčov. Ak sa tieto akcie vykúpia, na-
stáva na trhu panika a hráči začnú akcie hromadne predávať. Takáto situácia nastáva,
ak je rast objemu obchodov a cena akcií klesá.
Pri malých objemoch nastávajú opäť dve situácie. Ak klesajú kurzy pri nízkych obje-
moch. To znamená, že špekulanti vyčkávajú na ešte väčší pokles cien. Naopak rastúce
kurzy pri nízkych objemoch znamenajú slabý záujem zo strany hráčov.
• Drasnarova teória - Drasnar používa k psychologickej analýze dve vlastnosti ľudí:
chamtivosť a strach. Keď investori začnú nakupovať akcie a vidia, že sa kurzy akcií
zvyšujú, ovládne ich chamtivosť a nakupujú ďalej až do okamihu kedy ceny nezačnú
klesať. V tej chvíli môžu dostať paniku a začnú hromadne predávať. Toto spôsobuje
vzostupné a zostupné trendy na akciových ale aj komoditných trhoch.
3.7 Časové rady
Časová rada je vektor hodnôt x(t), t=0,1,2. . ., kde t reprezentuje uplynutý čas[5]. Ide teda
o postupnosť pozorovaní náhodných premenných, teda stochastický proces. Musí ale platiť,
že perióda ostane konštantná. Prakticky každý fyzický systém môže byť x vzorkované ako
postupnosť diskrétnych bodov vzdialených od seba rovnako v čase. Časové rady existujú
prakticky vo všetkých oblastiach, od štatistiky, rozpoznávania vzorov, predpovedi počasia,
finančníctve aj v rôznych iných oblastiach. Typickým príkladom časovej rady je napríklad
index Dow Jones.
Existuje niekoľko základných typov analýz časových radov [4]:
• Analýza v časovej doméne - Táto analýza sa delí ďalej na 2 skupiny:
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– Klasická dekompozícia časových radov - Táto dekompozícia vychádza z
predpokladu, že náhodný proces, ktorý generuje časový rad je závislý len na čase.
Časová rada sa potom delí na deterministickú a náhodnú zložku. Deterministická
zložka sa ďalej delí na trend a sezónnu zložku. Trend znázorňuje dlhodobé zmeny
v chovaní časových radov, sezónna zložka popisuje periodické zmeny a náhodné
fluktuácie malé nepostihnuteľné príčiny kolísania časových radov.
– Neoklasická dekompozícia časových radov - Nazýva sa tiež Box-Jenkinsova
metodológia. Predpokladá, že všetky zložky časovej rady(trend aj cyklická zlo-
žka) majú náhodný charakter. Používajú preto korelačnú analýzu, ktorej cieľom
je vyšetriť vzájomnú závislosť jednotlivých prvkov s rôznym oneskorením a zá-
vislosť na rôzne oneskorenom vstupe.
• Analýza v spektrálnej doméne - Táto analýza považuje časovú radu za zmes
sínusoviek a kosínusoviek o rozličných amplitúdach a frekvenciách. Toto umožňuje
popísať explicitný popis periodického chovania a vystopovať významné zložky peri-
odicity, ktoré sa podieľajú na vecných vlastnostiach skúmaného procesu. Je vhodná
na porovnávanie chovania niekoľkých radov.
• Lineárne dynamické modely - Existujú časové rady, ktoré nie sú iba funkciou
času, ale sú vysvetľované pomocou ďalších časových radov. Týmto radom sa hovorí
faktorové časové rady, a hovoríme o príčinných(kauzálnych) modeloch. Tieto modelu
sú konštruované na základe teoretických predpokladov.
3.8 Biologický a umelý neurón
Neurón je nervová bunka. Je základnou funkčnou a histologickou jednotkou nervového tka-
niva. Prenáša a spracováva informácie z vnútorného aj vonkajšieho prostredia. Ako základnú
jednotku nervového tkaniva ho popísal J. E. Purkyně v roku 1835.
Telo neurónu tvorí tá časť nervovej bunky, v ktorej je uložené jadro (obr. 3.3). Jadro
je veľké guľovité a oválne a býva v ňom veľké jadierko. Z tela neurónu vybiehajú výbežky.
Tieto výbežky sú integrálnou súčasťou neurónu. Ak stratia kontakt s neurocytom, výbežky
zdegenerujú a zanikajú. Existujú dva druhy výbežkov:
• Krátke - Nazývajú sa dendrity a sú dostredivé. Majú rovnakú štruktúru ako telo
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Obr. 3.3: Biologický neurón so synapsiami. Zdroj: [1]
neurónu. Najhrubšie sú pri tele, smerom od tela sa vetvia.
• Dlhé - Nazývajú sa neurity alebo axony a sú odstredivé. Býva vždy len jeden. Môže
sa vetviť a vytvárať kolaterály.
Existuje niekoľko typov neurónov:
• Unipolárne - Majú iba jeden výbežok.
• Bipolárne - Ako je patrné z názvu majú dva výbežky, jeden dendrit a jeden neurit.
• Pseudounipolárne - Ide o zvláštny typ bipolárneho neurónu.
• Multipolárne - Sú najpočetnejšie. Z tela neurónu vystupuje niekoľko výbežkov. Je-
den neurit ostatné sú dendrity.
Základom prenosu informácii cez neuróny je akčný potenciál. Prebieha ako vlna depo-
larizácie membrány, ktorá nastáva otvorením iónových kanálov, šíriacich sa postupne po
povrchu neurónu. Na samotnú komunikáciu potom používajú neuróny štruktúry nazývané
synapsie. Akční potenciál šíriaci sa po povrchu spôsobí uvoľnenie špecifických látok, mediá-
torov(neurotransmiterov). Tie spôsobia podráždenie chemicky riadených iónových kanálov
na membráne druhého neurónu a môže dôjsť k vzniku ďalšieho akčného potenciálu.
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Z tohto základného popisu vychádza zjednodušený matematický model vyvinutý v po-
lovici 20. storočia pánmi W. S. McCullochom a W. Pittsom. [3] Tento najjednoduchší model
sa nazýva perceptron(obr. 3.4).
Obr. 3.4: Matematický model neurónu. Zdroj: [1]




(wixi) + Θ) (3.6)
kde:
wi - sú synaptické váhy,
xi - sú vstupy neurónu,
Θ - je prah,
S(x) - je prenosová funkcia neurónu,
Y - je výstup neurónu.
Veľkosť váh wi vyjadruje uloženie skúseností do neurónu. Čím vyššia je táto hodnota,
tým dôležitejší je ten vstup. U biologického neurónu prah Θ označuje prahovú hodnotu
aktivácie neurónu. To znamená, že ak je
N∑
i=1
(wixi) menšie než prah, potom je neurón v
pasívnom stave. Podľa povahy vstupných a výstupných dát môžeme deliť neuróny na spojité
a binárne. Podľa typu neurónu a neurónovej siete sa zase vyberá vhodná prenosová funkcia.
Samotné porovnanie biologických a umelých neurónov je možné len z hľadiska ich fun-
kcie. Obidva neuróny sú systémy so vstupmi aj výstupmi. Vo vnútri nervovej bunky pre-
bieha sumarizácia vzruchov prichádzajúcich z dendritov. Výstupom je v našom prípade
axon, ktorý vedie nervové podráždenie smerom von z bunky.
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Aktivačná funkcia slúži k zobrazeniu (transformácii) výstupu do normovaných hodnôt.
Bez tejto funkcie by výstupy mali príliš vysoké hodnoty. Aktivačná funkcia a môže mať
niekoľko základných priebehov:
• hardlim - Ide o najjednoduchšiu funkciu, kedy výstupná hodnota je rovná 1 alebo 0
podľa toho, či je vstupná hodnota väčšia, menšia alebo rovná 0 (3.7). Znázornené na
obrázku 3.5.
hardlim






Obr. 3.5: Hardlim funkcia. Zdroj: [3]
• purelim - Ide o lineárnu funkciu bez absolútneho člena. Je teda taká, že prechádza
počiatkom sústavy súradníc a tvorí osu prvého a tretieho kvadrantu (3.8). Znázornené
na obrázku 3.6.





Obr. 3.6: Purelin funkcia. Zdroj: [3]
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• logsig - V tomto prípade funkcia nadobúda hodnoty medzi 0 a 1(3.9). Označuje sa










Obr. 3.7: Logsig funkcia. Zdroj: [3]
• tansig - V tomto prípade funkcia nadobúda hodnoty medzi -1 a 1(3.10). Používa sa v










Obr. 3.8: Tansig funkcia. Zdroj: [3]
25
3.9 Umelé neurónové siete
Umelá neurónová sieť, často nazývaná len neurónová sieť, je matematický model inšpi-
rovaný biologickými neurónovými sieťami. Neurónová sieť pozostáva z troch základných
komponent(3.9):
• Umelé neuróny
• Väzby medzi neurónami
• Vrstva
Umelé neuróny sú prepojené medzi sebou navzájom väzbami. Môžu byť uložené vo
vrstvách. Väzby následne môžu byť buď medzi neurónami na rovnakej vrstve alebo môžu
byť aj medzivrstvové. Vo väčšine prípadov sú neurónové siete adaptívne, to znamená, že sú
schopné meniť svoju štruktúru počas procesu učenia. Každý neurón potom slúži ako pamä-
ťová bunka, pretože si zachovávajú hodnoty svojich vnútorných váh. Samotnú neurónovú
sieť môžme charakterizovať 3 parametrami: väzby medzi odlišnými vrstvami, učiaci proces
pre zmenu váh na väzbách a aktivačná funkcia, ktorá premení zváhovaný vstup na výstup.
Vstupná vrstva Skrytá vrstva Výstupná vrstva
Obr. 3.9: Zobrazenie umelej neurónovej siete so vstupnou, skrytou a výstupnou
vrstvou. Zdroj: [22]
Vstupmi siete sú vo všeobecnosti rôzne typy premenných, ktorých vstupný vektor cha-
rakterizuje skúmaný objekt. Z pohľadu topológie existujú dva typy: rekurentné siete(cyklické)
a ostatné, ktoré kružnicu nemajú(označované aj ako Feed-Forward). Tieto ostatné siete sa
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označujú ako vrstevné, to znamená že neuróny sú členené do vrstiev. Vo všeobecnosti exis-
tujú tri základné vrstvy: vstupná, výstupná a skrytá. Je zrejmé, že vstupná vrstva prijíma
vstupný vektor a výstupná dáva výslednú hodnotu. Medzi týmito vrstvami sa nachádza
najmenej jedna skrytá vrstva. Výstupy zo skrytých vrstiev slúžia ako vstupy vrstvám na-
sledujúcim.
3.10 Učenie neurónovej siete
Učenie je základom väčšiny neurónových sietí. Treba však vysvetliť, čo si pod týmto učením
predstaviť. Učenie znamená, že jednotka(neurón) je schopná zmeniť svoje správanie na
vstupe alebo výstupe na základe zmien v okolí. Treba si uvedomiť, že aktivačná funkcia
je nemenná už od začiatku a vstupný/výstupný vektor sa nedá zmeniť. Preto jediným
spôsobom, ako zmeniť správanie neurónu, je použiť váhy odpovedajúce vstupnému vektoru.
Cieľom je teda získanie takej množiny dát, ktoré je optimálne pre riešenie úlohy. Existuje
niekoľko druhov učenia neurónovej siete.
Prvý typ je učenie bez učiteľa. Toto spočíva v identifikácii zhlukov dát s minimálnou
vzdialenosťou od stredu zhluku. Druhý typ je spätnoväzobné(reinforced) učenie. Ide o tzv.
chovanie agentov. Agenti sú umiestnení do nejakého prostredia s cieľom sa naučiť chovať
tak, aby bolo dosiahnuté maximálneho úžitku. Tretí typ je učenie s dohľadom. Tomuto typu
sa budeme venovať podrobnejšie pretože bude využívaný v tejto práci. Učenie s dohľadom
vyžaduje učiteľa, to znamená, že každý výstup je porovnaný s jeho očakávaným výstupom.
Veľmi dôležité pri tomto prístupe je problém chybovej konvergencie. To znamená minima-
lizáciu chyby medzi očakávaným a získaným výstupom. Všeobecný postup učenia sa dá
rozpísať v nasledovných 5 krokoch[8], znázornený na 3.10:
1. Inicializácia váh na náhodné hodnoty.
2. Predloženie vstupu X = x1x2...xn a odpovedajúceho výstupu d = −1 alebo d = 1.








kde: f - je nejaká funkcia, napríklad nejaký sigmoid.
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4. Upravenie váh, pokiaľ výstup y je rôzny od očakávaného výstupu s (3.12), čiže výpočet
chyby.
wi(t+ 1) = wi(t) + η · |d− i| · xi(t) (3.12)
kde: wi(t) - je hodnota váhy i -tého výstupu v čase t a η je parameter učenia.








Obr. 3.10: Všeobecný postup učenia neurónovej siete. Zdroj: Vlastné
Chyby sa delia podľa [3] na 3 typy:






(yˆi − yi)2 (3.13)






|yˆi − yi| (3.14)
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yi - je očakávaná hodnota výstupu,
yˆi - je hodnota výstupu.
Bolo vytvorených niekoľko algoritmov učenia. Medzi najzákladnejšie patria:
• Back propagation - Metóda spätnej propagácie chyby s následnou úpravou váh spo-
jení neurónov. Ide o najpoužívanejšiu metódu učenia. Tento algoritmus robí postupné
kroky, ktoré približujú chybu lokálnemu minimu. Váhy sa optimalizujú pohybom vy-
počítanej chyby po povrchu hyperparaboloidu. Globálne minimum je teoretické rieše-
nie reprezentujúce najmenšiu možnú chybu.
Algoritmus je nasledujúci. Ak definujeme počet vstupov k = 1, 2, ...,K , počet skry-
tých vrstiev j = 1, 2, ..., J , počet výstupov i = 1, 2, ..., I a počet krokov p = 1, 2, ..., P ,
je nutné urobiť inicializáciu, kedy sa nastavia váhy, načítajú vstupy a definujú trans-
formačné funkcie. Ďalej dochádza k opakovanému výpočtu, ktorý pozostáva z dopred-
nej a spätnej fáze výpočtu. Následne sa vypočíta celková chyba výstupnej vrstvy a
urobí sa úprava váh medzi skrytou a výstupnou vrstvou. Výpočet sa končí, ak chyba
klesne pod stanovenú hodnotu[3].
• Levenberg-Marquardt - Táto metóda interpoluje medzi Gauss-Newtonovým(GNA)
algoritmom a metódou Gradient descent. Je robustnejšia ako GNA, čo znamená, že v
mnohých prípadoch nájde riešenie,ak aj začína veľmi vzdialene od konečného minima.
Pre vhodne stanovené funkcie a parametre je táto metóda o niečo pomalšia ako GNA.
Táto metóda však hľadá iba lokálne minimum, nie globálne.
• Conjugate gradient backpropagation - V tejto metóde je vyhľadávanie realizo-
vané konjugovanými smermi, čo spôsobuje vo všeobecnosti rýchlejšiu konvergenciu
chyby,ako v metóde back propagation. Vo väčšine metód tohto typu, je veľkosť kroku
nastavovaná v každej iterácii. Vyhľadávanie je realizované popri konjugovaných gra-
dientových smerov, aby sa určila veľkosť kroku, ktorá minimalizuje výkon funkcie
popri týchto smeroch [29].
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• Iné - Dalšie možné metódy sú Quasi-Newton, Quick propagation, Kohenova metóda.
3.11 Trénovacia množina
Trénovacia množina sa dá vytvoriť z časových radov pomerne jednoducho tak, že ako vstupy
zoberieme určitý počet nameraných hodnôt a ako požadovaný výstup hodnotu v určitej
vzdialenosti od vstupných hodnôt. Vstupná časť časovej rady sa nazýva okno, výstupná
časť zase predikovaná hodnota. Posunom tohto okna sa vytvárajú trénovacie množiny(3.11).
Väčšinou sa necháva časť tejto nameranej rady na testovanie , to znamená, že sa nepou-
žije celá množina na trénovanie. Takto získaná trénovacia množina sa ešte upravuje podľa
konkrétnej siete.
Prvá položka v trénovacej množine Testovacia časť časovej rady
Druhá položka v trénovacej množine
Okno
Obr. 3.11: Posun okna na trénovacej množine. Zdroj: [27]
Dáta sa rozdeľujú často na učiacu, validačnú a testovaciu radu. Tieto rady sa môžu
čiastočne aj prekrývať a nemusia byť ani súvislé. Učiacu radu dávame sieti a podľa nej
sieť upravujeme. Odchýlku v odpovediach na validačnú radu používame ako kritérium pre
ukončenie učenia siete. Testovacia rada sa používa ako test naučenosti pre hodnoty v budúc-
nosti, teda tie,ktoré sieť počas učenia nevidela. Učiaca rada teda slúži na učenie, validačná
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Obr. 3.12: Príklad rozdelenia dát v časovej rade. Zdroj: [27]
Ďalšou dôležitou vecou je tiež predspracovanie dát. Napríklad odstránenie trendov z
časovej rady, ak sme takéto zložky identifikovali.
3.12 Typy neurónových sietí
Neurónové siete sa delia na základe svojej topológie. Základnými typmi sú:
• NAR (nelineárne autoregresné) - Sú prirodzeným rozšírením lineárnych auto-
regresných modelov. Používajú sa najmä na predikciu budúcich hodnôt na základe
hodnôt minulých [6]. Vychádzajú z rovnice (3.11) a sú znázornené na obrázku 3.13.
y(t) = f [y(t− 1), ..., (t− i)] (3.16)
kde: i - je počet historických hodnôt,
t - je krok siete.
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y(t)
Obr. 3.13: Znázornenie modelu typu NAR. Zdroj: MATLAB
Tento model môže mať ľubovoľný počet skrytých vrstiev. V skrytých vrstvách je
aktivačná funkcia sigmoidného tvaru, vo výstupnej je lineárna.
• NARX (nelineárne autoregresné s exogénnym vstupom) - Tento model je
ďalším rozšírením NAR modelu. Na vstup okrem samotného časového radu prichá-
dzajú ďalšie vstupy, ktoré majú nejakú súvislosť so vstupnými dátami. Pre naše účely
to môžu byť napríklad fundamentálne a technické indikátory. Účelom týchto doda-
točných vstupov je zlepšenie predikcie časového radu [9]. Vychádza z rovnice (3.12).
Model je znázornený na obrázku 3.14.
y(n+ 1) = f [y(n), ..., y(n− dy + 1);u(n), u(n− 1), ..., u(n− du + 1)] (3.17)
kde: u(n) - vstup do modelu v diskrétnom čase,
y(n) - výstup z modelu v diskrétnom čase,
dy a du - sú oneskorenia.
x(t) y(t)
Obr. 3.14: Znázornenie modelu typu NARX. Zdroj: MATLAB
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Tento model bude hlavným modelom využitým v tejto práci.
• GRNN (všeobecné rekurentné neurónové siete) - Základným znakom týchto
sietí je kontinualita cieľovej premennej. Avšak oproti iným sieťam potrebuje iba zlomok
vstupných dát. Všeobecné znázornenie GRNN siete je na 3.15.
Obr. 3.15: Znázornenie modelu typu GRNN. Zdroj: [23]
• MLP (Multi-Layer Perceptron) - Je to jeden zo základných modelov neurónovej
siete. Mapuje množinu vstupných dát na výstupné. Tento model pozostáva niekoľkých
vrstiev neurónov. Používa sigmoídne aktivačné funkcie. Na učenie využíva techniku
nazývanú spätná propagácia. Táto sieť sa využíva najmä v klasifikačných úlohách ako
napríklad rozpoznávanie reči alebo obrázkov.
• RBF (Radial bases function) - Ide o zvláštny druh architektúry, kedy vstupná a
skrytá vrstva obsahuje radiálne neuróny. Výstupná zase obsahu perceptrony. Radiálne







Autorom teórie fuzzy množiny a fuzzy logiky je L. Zadeh. Základným princípom tejto teórie
je určenie, ako moc prvok do množiny patrí alebo nie, teda príslušnosť prvku x k množine
µ(x). Táto príslušnosť - je definovaná v rozmedzí od 0 po 1, 0 znamená úplné nečlenstvo a
1 úplné členstvo. Užitie miery členstva je na množstvo prípadov lepšie použiteľné,ako iné
konvenčné spôsoby zaraďovania. Fuzzy logika teda meria istotu alebo neistotu príslušnosti
prvku k množine. Pomocou fuzzy logiky ide teda nájsť riešenie pre daný prípad z pravidiel,
ktoré boli definované pre podobné prípady [3].
Základné pojmy vo fuzzy logike sú:
• Funkcia príslušnosti - V teórii fuzzy množín sa používa výraz ostrá množina, ako
výraz pre klasickú množinu. To znamená, že ak je množina definovaná v univerzu U,
potom pre každý prvok platí buď u ∈ U alebo u 6∈ U . Pre ľubovoľnú ostrú množinu C
sme definovali charakteristickú funkciu µC : U → {0, 1}, teda funkciu, ktorá mapuje
univerzum na dvojprvkové množiny. Vo fuzzy logike je táto funkcia zovšeobecnená a
nazýva sa funkcia príslušnosti. Funkcia príslušnosti mapuje univerzum na celý interval
[0,1]. Je teda definovaná ako rovnica (3.18). Takže každý prvok u ∈ U má stupeň
príslušnosti µF (u) : U → [0, 1]. Tvar funkcie príslušnosti môže byť rôzny.
µF : U → [0, 1] (3.19)
• Fuzzy množina - Fuzzy množina F je jednoznačne určená prvkom u ∈ U a jemu
odpovedajúcu hodnotu funkcie príslušnosti µF (u), teda množinu dvojíc (u, µF (u)), je
teda definovaná ako rovnica (3.19).
F = {(u, µF (u))/u ∈ U} (3.20)
Základné vlastnosti za predpokladu, že A,B sú fuzzy množiny definované na univerzu
X alebo Y, sú:
– Nosič - Nosič fuzzy množina A je ostrá množina S definovaná ako množina
všetkých prvkov univerza X, ktoré majú kladnú funkciu príslušnosti.
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– Jadro - Jadro množiny A je definované ako ostrá množina nucleus(A) všetkých
prvkov, ktorých príslušnosť je rovná 1.
Operácie s fuzzy množinami sú veľmi podobné operáciám s klasickými množinami.
Môžeme používať doplnok, prienik, zjednotenie a pod. Dokážu vykonať aj operácie
ako obmedzený súčet, mocnina obmedzený rozdiel alebo súčin.
Spracované podľa [7].
3.14 MATLAB
Pre realizáciu tejto diplomovej práce som zvolil prostredie MATLAB. MATLAB je vyš-
ší jazyk a interaktívne prostredie pre numerické výpočty, vizualizácie a programovanie.
MATLAB-om sa dajú analyzovať dáta, vyvíjať algoritmy alebo vytvárať modely a aplikácie.
Jazyk, nástroje aj vstavané funkcie ponúkajú množstvo prístupov, ako dosiahnuť riešenia.
Tieto riešenia sú rýchlejšie ako tradičné riešenia napríklad v jazykoch JAVA alebo C++.
MATLAB sa používa na širokú škálu aplikácií vrátane spracovania signálov a komuniká-
cie, obrazového a video spracovania, riadiacich systémov, testovania a merania, finančných




Hlavným cieľom tejto práce je predikcia vývoja cien komodít(zlata) na kapitálovom trhu.
Existujú zástancovia aj odporcovia toho, či je toto vôbec možné. Odporcovia tvrdia, že pred-
poveď nie je možné uskutočniť vzhľadom na komplexnosť riešenia problému. To znamená,
že do predpovede vstupuje príliš veľa premenných, ktoré určitým spôsobom na konečnú
cenu vplývajú. Svojím spôsobom táto otázka spadá aj do filozofickej roviny, pretože ak by
všetci poznali budúcu cenu, zmenili by svoje správanie na trhu a cena by mohla nabrať
presne opačný smer ako bol predpokladaný. Otázne už potom je, ako by si investori s týmto
poradili.
Zástancovia naproti tomu tvrdia, že do určitej miery sme schopní budúci vývoj predi-
kovať. Ide najmä o kombináciu indikátorov fundamentálnej a technickej analýzy. Je však
zrejmé, že aj kombináciou týchto indikátorov nie sme schopní dosiahnuť 100 percentnú
úspešnosť a budú potrebné ďalšie úpravy, aby sme sa k tejto úspešnosti priblížili.
Napriek tomu, že uznávam komplexnosť trhu, myslím si, že za použitia vhodných pros-
triedkov sme z časti schopní predikovať budúce hodnoty cien. Za vhodný prostriedok pova-
žujem fundamentálne a technické indikátory a takisto modely vo forme neurónových sietí
alebo fuzzy logiky, ktoré sú schopné sa vďaka svojej robustnosti priblížiť k uspokojivému
výsledku. Najmä neurónová sieť je schopná vďaka svojej minimalizácii chyby získať vy-
soký stupeň presnosti predikcie. Fuzzy logika potom poskytuje ďalší priestor na zvýšenie
presnosti predikcie tým, že ako vstupné dáta do nej môžu slúžiť výstupy z neurónových
sietí. Veľmi dôležitým faktorom je takisto zapojenie tzv. ”shortovania”, teda stavenia aj na




V tejto kapitole popíšem vlastné riešenie predikcie vývoja cien zlata. K tomuto bude využité
prostredie MATLAB, jeho nástroj ntstool, ktorý je určený na tvorbu neurónových sietí a
tiež nástroj fuzzy, ktorý je určený na riešenie problémov pomocou fuzzy logiky. Na začiatku
kapitoly budú popísané vstupné dáta a rôzne typy neurónových sietí, na ktorých prebiehalo
testovanie. Následne bude z nich vybraný ten najvhodnejší model a budú aplikované rôzne
optimalizácie tohto modelu pomocou fuzzy logiky a ďalších rôznych technických indikátorov.
Dva základné modely, na ktorých budú prebiehať testovania, sú NAR a NARX model.
5.1 Vstupne dáta
Pri predikcii je veľmi dôležité zvoliť správny model alebo formát dát. Pri predikcii zlata som
zvolil ako zdroj dát údaje z World Gold Council, kde sa nachádzajú informácie o cene zlata
od roku 1970, čo poskytuje dostatočne veľkú základňu dát. Treba podotknúť, že tieto dáta sú
v absolútnych číslach, vyjadrené pomocou dolára. Druhou potrebnou veličinou, ktorá bude
pomocná a vychádza z fundamentálnej analýzy zlata, sú údaje o veľkosti peňažnej zásoby,
teda monetárnej bázy amerického dolára. Tieto dáta pochádzajú z Economic Research
Division, ktorá pôsobí v rámci Federal Reserve Bank of St. Louis. Tieto dáta sú merané
od roku 1918, takže opäť poskytujú kvalitnú základňu na predikciu budúceho vývoja. Táto
veličina bude potrebná v modele NARX.
V prípade historickej ceny zlata ide o cenu v dolároch za trójsku uncu k poslednému
dňu v mesiaci. V prípade veľkosti monetárnej bázy ide o jej veľkosť k prvému dňu v mesiaci.
V prvom rade sa bude práca zameriavať na predikciu cien na mesačnej báze. V druhom
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prípade sa zameria na týždennú predikciu. Tomu sa budú musieť prispôsobiť aj vstupné
dáta. Keďže dáta nie sú dostupné k rovnakému dňu, bude sa musieť zvoliť vhodná dvojica
dát. Taká, ktorá bude najviac odpovedať realite.
Pri dostupných dátach existujú dve možnosti zvolenia dvojíc monetárnej bázy a ceny
zlata. Prvou možnosťou je priradiť k hodnote zlata, ktorá je stanovená na konci mesiaca,
hodnotu monetárnej bázy, ktorá je stanovená na začiatku nasledujúceho mesiaca. Toto rie-
šenie má však niekoľko problémov. Prvým je, že hodnota zlata by predchádzala hodnote
monetárnej bázy, čo je hľadiska fundamentálnej analýzy nezmysel. Preto je vhodnejšie zvoliť
dvojicu monetárna báza zo začiatku mesiaca a hodnota zlata z jeho konca s tým, že predi-













Obr. 5.1: Znázornenie časovej osi s dvojicou vstupných dát. Zdroj: Vlastné
Ďalšími potrebnými údajmi, ktoré budú slúžiť najmä na optimalizáciu, budú hodnoty
ako CCI (Commodity Channel Index), RSI (Relative Strength Index), relatívna zmena mo-
netárnej bázy až do dvoch mesiacov dozadu alebo lineárna regresia. Všetky tieto ukazateľe
budú vypočítané pomocou prostredia MATLAB, v ktorom budú vytvorené potrebné fun-
kcie. V prípade relatívnej zmeny monetárnej bázy netreba prostredie MATLAB, potrebné
dáta budú vypočítané aj pomocou Excelu, keďže ide len o jednoduchý pomer historických
údajov medzi sebou.
Ďalší spôsob, ktorý môže priniesť lepšie výsledky, je dať ako vstupné dáta relatívnu
zmenu ako monetárnej bázy, tak zmenu ceny zlata. Keďže takéto hodnoty sú normalizované,
ich rozsah je približne v intervale (0,2), pričom absolútna väčšina týchto hodnôt sa nachádza
v intervale od 0.9 do 1.1, čo znamená zmenu 10%, nahor aj nadol (obr.5.2). To isté platí aj
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pre hodnoty zmeny monetárnej bázy(obr. 5.3).
Celá dátová množina bude rozdelená na dve časti. Prvá časť bude trénovacia. Druhá
bude slúžiť na overenie natrénovanej siete. Túto časť budú tvoriť všetky dáta od januára
2011 do novembra 2012.












Obr. 5.2: Rozdelenie dát relatívnych zmien cien zlata. Zdroj: Vlastné











Obr. 5.3: Rozdelenie dát relatívnych zmien monetárnej bázy. Zdroj: Vlastné
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5.2 Nelineárny autoregresný model (NAR)
Tento model, ako už bolo spomínané, predpovedá budúci vývoj len na základe historických
hodnôt. V prostredí MATLAB má tento model trochu odlišný tvar(5.4). Toto zobrazenie
znázorňuje aj počet neurónov a oneskorenie. Vstup do tohto modelu tvoria teda len his-
torické relatívne zmeny ceny zlata. To znamená, že jediné parametre, ktoré môžme meniť,
je počet neurónov, oneskorenie, veľkosť trénovacej, validačnej a testovacej množiny. Na za-
čiatku sú tieto množiny nastavené 70%/15%/15% vložených dát. Oneskorenie znamená s
koľkými predchádzajúcimi hodnotami sa bude počítať na vstupe. Takto nastavená sieť je
následne otestovaná Levenberg-Marquardt algoritmom. Tento algoritmus sa dá zmeniť aj
na iné typy. Chyba je meraná MSE metodikou, teda strednou kvadratickou chybou.
Obr. 5.4: Znázornenie modelu NAR v prostredí MATLAB. Zdroj: MATLAB
Po priradení trénovacej množiny a základnom nastavení siete sa natrénuje sieť (obr.5.5).
Vstupné dáta tvorí 372 hodnôt do začiatku roku 2011. Z grafu MSE(5.6) je zrejmé, že
chybovosť klesala až do druhej epochy z ôsmich. Na takto natrénovanej sieti prebiehala
predikcia budúcich hodnôt.
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Obr. 5.5: Zobrazenie natrénovania NAR siete. Zdroj: MATLAB
























Obr. 5.6: MSE graf. Zdroj: MATLAB
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Takto získané predikované hodnoty sú korelované so skutočnými hodnotami, ako je


































Obr. 5.7: Odozva natrénovanej NAR siete aj so zobrazenými chybami. Zdroj:
MATLAB
Obr. 5.8: Korelácia skutočných a predikovaných dát. Zdroj: MATLAB
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5.3 Optimalizácia NAR modelu
Optimalizácia NAR modelu, ako už bolo spomenuté, sa môže odohrať 4 parametroch. Sú to
počet neurónov, oneskorenie(delay), druh trénovacej funkcie a nakoniec pomer trénovacej a
validačnej množiny. V prvom rade sa zameriame na optimalizáciu NAR modelu za použitia
relatívnych dát, teda relatívnych zmien cien zlata.
Optimalizácia na základe počtu neurónov
Na to, aby tento model dosahoval čo najlepšie výsledky, je nutné zabezpečiť, aby tento model
fungoval s optimálnym počtom neurónov. Vo všeobecnosti neexistuje žiadny optimálny
počet. Vo väčšine prípadov sa používa 10 neurónov. Avšak optimálny počet sa môže líšiť v
závislosti od predpovedanej veličiny, takisto aj iných parametrov modelu. Pre potreby tejto
práce som zvolil testovanie na 6, 8, 10, 20 a 50 neurónoch. Ako kritérium úspešnosti bola
zvolená celková úspešnosť predikcie v percentách. Pre zjednodušenie sa bude predikovať len
pokles alebo rast ceny, pretože je to pre potreby investovania dostatočné. Optimalizácia
prebieha na prednastavenom modeli, teda Levenberg-Marquardt algoritmus a rozdelenie
množiny dát na 70%/15%/15%.






Tabuľka 5.1: Tabuľka s úspešnosťami podľa počtu neurónov.
Zo výsledných dát je jasné, že najvhodnejšie bude zvoliť predvoleného počtu modelov v
prostredí MATLAB, teda 10 neurónov.
Optimalizácia oneskorenia (delay)
Ďalším parametrom, ktorý ovplyvňuje predikciu cien je oneskorenie(delay). V tomto para-
metri ide o počet predchádzajúcich dát(hodnôt), ktoré majú vplyv na aktuálnu predikciu.
Platí, že ak sa zvolí oneskorenie 2, pridajú sa k aktuálnej hodnote ďalšie dve hodnoty, ktoré
majú vplyv na následnú predikciu. Podobne ako v optimalizácii na základe počtu neuró-
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nov, aj tu záleží veľmi na druhu predpovedanej veličiny. Niektoré môžu potrebovať veľkú
hodnotu delay, iné zase veľmi nízku. Pre potreby optimalizácie boli zvolené na testovanie
nasledovné hodnoty: 1, 2, 4, 6. Používanie vyšších hodnôt, v prípade jedného vstupného
radu dát, už nemá zmysel. Optimalizácia opäť prebieha na modeli Levenberg-Marquardt
algoritmus a rozdelenie množiny dát na 70%/15%/15%.





Tabuľka 5.2: Tabuľka s úspešnosťami podľa hodnôt oneskorenia.
Zo výsledných dát je zrejmé, že najvhodnejšia hodnota oneskorenia je 2. Avšak hodnota
1, môže poskytnú tiež pomerne kvalitné výsledky.
Optimalizácia trénovacej funkcie
Ďalším a pravdepodobne najdôležitejším parametrom predikcie neurónovej siete je typ
učiaceho algoritmu alebo funkcie. Do tejto kategórie spadá aj rozdelenie množiny dát na
trénovaciu, validačnú a testovaciu časť. Prostredie MATLAB poskytuje množstvo typov
tejto funkcie. Dokopy dávajú tieto parametre veľké možnosti úprav a testovania. Preto
bolo zvolených z predbežného testovania niekoľko základných sietí a rozdelení množín dát
na nich. Základné učiace funkcie, na ktorých bude prebiehať optimalizácia, sú Levenberg-
Marquardt(trainlm), Conjugate gradient backpropagation(traincgb) a typ Multi-Layer Per-
ceptron siete (trainrp). Rozvrhnutia množiny dát budú nasledovné: 70/15/15, 75/15/10,
60/20/20, 60/30/10. Toto testovanie bude prebiehať na relatívnych dátach. Ako ostatné
parametre budú použité už z optimalizované najlepšie hodnoty neurónov a oneskorenia
získané v predchádzajúcich krokoch. Pôjde teda o 10 neurónov a o oneskorenie 2.
Z tabuľky je zrejmé, že ako najlepší typ siete na použitie je traincgb(60/30/10). Ale aj os-
tatné typy majú pomerne kvalitné výsledky, okrem trainlm(60/20/20) a traincgb(75/15/10).
Tá istá optimalizácia prebehne aj na absolútnych dátach. Pri absolútnych hodnotách, po-
dobne ako pri relatívnych, prebiehalo testovanie opäť spôsobom rast/pokles oproti pred-
chádzajúcej hodnote. Preto budú výsledky porovnateľné.
Ako najlepšia sieť pri absolútnych číslach sa javí trainlm(70/15/15). Avšak aj táto sieť
44








Tabuľka 5.3: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
relatívnych číslach.








Tabuľka 5.4: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
absolútnych číslach.
má úspešnosť iba 57%. Preto použitie absolútnych čísel nie je príliš vhodné na predikciu.
Preto pre ďalšiu optimalizáciu bude lepšie zvoliť relatívne dáta.
Optimalizácia pomocou fuzzy logiky
Ako jeden z nástrojov na optimalizáciu rozhodovania slúži fuzzy logika. Preto je možné,
že aplikácia tohto postupu na už hotové výsledky môže priniesť zvýšenie úspešnosti pre-
dikcie. Jeden zo spôsobov je použiť fuzzy logiku vždy na dvojicu výsledkov z modelov.
Hlavným dôvodom je možnosť, že niektoré menej úspešné siete môžu lepšie predpovedať
hodnoty, ktoré zase viac úspešné predpovedajú zle. Preto do fuzzy logiky budú použité siete
trainlm(70/15/15), traincgb(70/15/15), trainr(70/15/15), traincgb(60/30/10). Pri prvom
fuzzy vstupe bol zvolený typ funkcie členstva trapmf, čo znamená že táto funkcia má licho-
bežníkový tvar. Za vrcholy tejto funkcie boli zvolené hodnoty 0, 0.9, 0.997, 1.052 pre pokles
a 0.997, 1.02, 1.2, 1.5 pre rast (obr. 5.9).
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Obr. 5.9: Zobrazenie nastavenia prvého fuzzy vstupu. Zdroj: MATLAB
Pri druhom fuzzy vstupe boli bola zvolená opäť lichobežníková funkcia a ako vrcholy
boli zvolené hodnoty 0, 0.9, 0.987, 1.01 pre pokles a 0, 0.9, 0.987, 1.01 pre rast (obr. 5.10).
Obr. 5.10: Zobrazenie nastavenia druhého fuzzy vstupu. Zdroj: MATLAB
Pri výstupe bola zvolené tiež lichobežníková funkcia a ako hodnoty boli vybrané hodnoty
0, 0.8, 0.998, 1.02 pre pokles a 0.995, 1.02, 1.2 , 1.4 pre rast (obr. 5.11).
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Obr. 5.11: Zobrazenie nastavenia fuzzy výstupu. Zdroj: MATLAB
Nastavené fuzzy pravidlá bolo nutné jemne prestaviť na stav, aký je na obrázku 5.12.
Kompletná fuzzy logika je potom znázornená na obrázku 5.13.
Obr. 5.12: Zobrazenie nastavenia fuzzy pravidiel. Zdroj: MATLAB
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Obr. 5.13: Zobrazenie celkového nastavenia fuzzy. Zdroj: MATLAB
Optimalizácia pomocou fuzzy logiky prebiehala spôsobom, že každá najúspešnejšia zo
sietí(traincgb(60/30/10)), vstúpila do fuzzy logiky so všetkými ostatnými vybranými sie-
ťami.
Typ siete/Typ siete Úspešnosť [%]
traincgb(60/30/10) / trainlm(70/15/15) 66,6
traincgb(60/30/10) / traincgb(70/15/15) 63,1
traincgb(60/30/10) / trainrp(70/15/15) 65
Tabuľka 5.5: Tabuľka s úspešnosťami podľa vybraných dvojíc sietí.
Z uvedených výsledkov je zrejmé, že pomocou fuzzy logiky sa nedosiahlo zvýšenie úspe-
šnosti predikcie. Preto bude vhodné pri type siete NAR zvoliť len NAR optimalizovanú sieť
bez použitia fuzzy logiky.
5.4 Zhodnotenie NAR modelu
Z uvedených optimalizácii vychádza niekoľko úspešných typov sietí. Na najlepších typoch
sietí bude urobená analýza ziskovosti. Znamená to, či pri danej úspešnosti dokáže model
generovať zisky. Keďže ani optimalizácia fuzzy logikou nepriniesla zlepšenie predikcie, bude
sa analýza ziskovosti realizovať len na najlepších modeloch spomenutých v časti optimalizá-
cia trénovacej funkcie. Najúspešnejšie modely sú trainlm (70/15/15), traincgb(70/15/15),
traincgb(60/30/10), trainrp(70/15/15). Hodnotenie modelu bude prebiehať pri počiato-
čnom vklade 1000 USD.
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Tabuľka 5.6: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
absolútnych číslach.
Obr. 5.14: Ziskovosť natrénovaných NAR sietí. Zdroj: MATLAB
Z tabuľky 5.6, je zrejmé, že všetky modely dosahujú pomerne vysokej ziskovosti aj
napriek tomu, že ich úspešnosť predikcie poklesu a rastu je na úrovni od 66 do 76%. Najús-
pešnejší model trainrp(70/15/15) v priebehu 21 predikovaných mesiacov dosahuje ziskovosť
nad 90%, čo je najmä vďaka úspešnosti predikcie vysokých poklesov a rastov. Tie mali roz-
hodujúci vplyv na zvýšenie ziskovosti modelov. Zaujímavý je fakt, že trainrp(70/15/15)
model má vyššiu ziskovosť ako model traincgb(60/30/10), napriek jeho nižšej úspešnosti
predikcie poklesov a rastov ceny zlata. Z grafu ziskovosti(obr. 5.14) je zrejmé, že prakticky
všetky modely môžu byť použité na zhodnotenie investície napriek menšej korekcii pred
stredom sledovaného obdobia.
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5.5 Nelineárny autoregresný model s exogénnymi vstupmi
(NARX)
Tento model, narozdiel od predchádzajúceho modelu NAR, má možnosť priniesť na vstup aj
ďalšie premenné. Preto sa predkladá jeho vyššia úspešnosť, ako v predchádzajúcom prípade.
Má podobný tvar ako NAR model avšak sú doňho prinesené ďalšie vstupy(obr. 5.15). To, že
môžeme pripojiť ďalšie vstupy, skrýva v sebe ďalšie možnosti optimalizácie modelu. Chyba je
opäť meraná MSE metodikou. Testovania budú prebiehať prioritne na relatívnych dátach,
avšak v záverečných fázach budú pridané aj absolútne čísla. Nakoniec budú pridané aj
týždenné dáta, na ktorých bude tento model takisto testovaný.
Obr. 5.15: Zobrazenie NARX modelu. Zdroj: MATLAB
Vstupné dáta tvorí podobne ako v predchádzajúcom prípade 372 hodnôt do začiatku
roku 2011. Ako podporné premenné boli zvolené 3 hodnoty monetárnej bázy. Prvá bola
aktuálna hodnota, druhá bola predchádzajúca hodnota a tretia bola ďalšia predchádzajú,
teda hodnota z pred 2 mesiacov. Z grafu MSE(5.6) je zrejmé, že chybovosť klesala až do
štvrtej epochy z desiatich, kde dosiahla sieť najmenšiu chybovosť. Na takto natrénovanej
sieti prebiehala predikcia budúcich hodnôt.
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Obr. 5.16: Odozva natrénovanej NAR siete aj s zobrazenými chybami. Zdroj:
MATLAB
Takto získané predikované hodnoty sú korelované so skutočnými hodnotami, ako je
znázornené na obrázkoch 5.17 a 5.18.
Obr. 5.17: Odozva natrénovanej NARX siete aj so zobrazenými chybami.
Zdroj: MATLAB
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Obr. 5.18: Korelácia skutočných a predikovaných dát. Zdroj: MATLAB
5.6 Optimalizácia NARX modelu
Ako už bolo spomenuté optimalizácia NARX modelu sa môže odohrať v množstve para-
metrov. Nezameriame sa len na počet neurónov, oneskorenie, veľkosť trénovacej, validačnej
a testovacej množiny alebo trénovaciu funkciu, ale aj na pridané vstupné parametre. Tieto
parametre budú pozostávať ako z fundamentálnych veličín(veľkosť monetárnej bázy), tak
aj z technických nástrojov(CCI, lineárna regresná analýza, RSI index a pod.). Počiatočné
optimalizácie tak ako v prípade NAR modelu budú prebiehať na základnom modeli s rozde-
lením množiny 70%/15%/15% a Levenberg-Marquardt algoritmom. Takisto budú pridané 3
pomocné premenné už od začiatku. Bude to hodnota aktuálne monetárnej bázy a hodnota
1 a 2 mesiace dozadu.
Optimalizácia na základe počtu neurónov
Obdobne ako pri NAR modeli aj pri modeli typu NARX je nutné optimalizovať počet ne-
urónov. Základné nastavenie v programe MATLAB je 10 neurónov. Tento počet sa využíva
aj vo väčšine prípadov. V NARX modeli sa budú tiež testovať počty neurónov 6, 8, 10,
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15, 20, 50. Ako kritérium určenia úspešnosti bol opäť zvolený počet úspešného predpove-
dania poklesu alebo rastu v percentách. Ako už bolo spomenuté, optimalizácia prebieha na
prednastavenom modeli, teda Levenberg-Marquardt algoritmus a rozdelenie množiny dát
na 70%/15%/15%.







Tabuľka 5.7: Tabuľka s úspešnosťami podľa počtu neurónov.
Z výsledkov v tabuľke 5.7 vyplýva, že najlepšiu úspešnosť má neurónová sieť s počtom
neurónov 6. Hodnota 76% znamená, že táto sieť už v prednastavenom stave dosahuje kvalit-
ných výsledkov. Veľmi zaujímavý je potom výsledok pri počte 50 neurónov, čo je vzhľadom
na predchádzajúce testovanie NAR sietí prekvapivé. Hodnota 61% je dostatočne vysoká na
to aby sa aj na tejto sieti mohli uskutočňovať testy.
Optimalizácia oneskorenia (delay)
Ďalším z parametrov, ktorý je treba optimalizovať, je podobne ako pri NAR sieťach hodnota
oneskorenia. Pre potreby optimalizácie boli zvolené na testovanie nasledovné hodnoty: 1, 2,
3, 4, 6. Používanie vyšších hodnôt už nemá zmysel. Optimalizácia opäť prebieha na modeli
Levenberg-Marquardt algoritmus a rozdelenie množiny dát na 70%/15%/15%. V tomto
modeli je už zvolený počet neurónov 6, ktorý bol získaný v predchádzajúcej optimalizácii.






Tabuľka 5.8: Tabuľka s úspešnosťami podľa hodnôt oneskorenia.
Z výsledných dát v tabuľke 5.8 je zrejmé, že najvhodnejšia hodnota oneskorenia je
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2. Avšak hodnota 1 môže poskytnúť tiež pomerne kvalitné výsledky. Tieto výsledky sú
podobné ako pri NAR sieti.
Optimalizácia trénovacej funkcie
Ďalším dôležitým parametrom predikcie neurónovej siete je typ učiaceho algoritmu. Do tejto
kategórie spadá aj rozdelenie množiny dát na trénovaciu, validačnú a testovaciu časť. Tes-
tovacie modely boli vybrané podľa tých, ktoré už boli testované v NAR sieťach. Základné
učiace funkcie, na ktorých bude prebiehať optimalizácia, sú Levenberg-Marquardt(trainlm),
Conjugate gradient backpropagation(traincgb) a typ Multi-Layer Perceptron siete (trainrp).
Rozvrhnutia množiny dát sú nasledovné: 70/15/15, 75/15/10, 60/20/20, 60/30/10. Toto tes-
tovanie bude prebiehať na relatívnych dátach. Ostatné parametre budú použité z výsledkov
predchádzajúcej optimalizácie. To znamená, že bude nastavené delay 2 a počet neurónov
bude nastavený na 6.








Tabuľka 5.9: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
relatívnych číslach.
Z výsledných dát v tabuľke 5.9 je zrejmé, že najlepšej úspešnosti dosahuje sieť traincgb
(75/15/10), avšak aj ostatné siete tohto typu dosahujú veľmi kvalitné výsledky. Z ostatných
typov sieti dosahuje uspokojujúci výsledok trainlm(70/15/15), ktorej úspešnosť je na úrovni
sietí traincgb.
Následne bude prebiehať optimalizácia na reálnych dátach. Táto optimalizácia bude
prebiehať na rovnakých sieťach, ako v prípade reálnych hodnôt. Opäť bude zvolená len
možnosť predikcie poklesu alebo rastu. Z uskutočnených testov vyplynulo, že neurónové
siete použité v tejto práci majú vo všeobecnosti veľmi zlú predikciu absolútnych hodnôt.
Ostatné parametre, ako počet neurónov a hodnota oneskorenia budú použité z testovania
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siete na relatívnych dátach - počet neurónov 2 a hodnota oneskorenia 2.








Tabuľka 5.10: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
absolútnych číslach.
Z výsledkov tabuľky 5.10 je zrejmé, že najlepšiu úspešnosť dosahuje model traincgb
(70/15/15). Niektoré ostatné modely, ako napríklad trainlm(70/15/15), dosahujú podobnú
úspešnosť. Vo všeobecnosti sa dá povedať, že úspešnosti na reálnych dátach sú menšie, ako
pri relatívnych. Na rozdiel od modelu NAR sa dajú na tieto dáta aplikovať ďalšie pomocné
parametre, ktoré môžu zlepšiť predikciu. Ide najme o nástroje technickej analýzy, ktoré
budú použité ďalej v práci.
Optimalizácia s pridaním VIX indexu
Hodnoty toho indexu sa nedali pridať zo známych dôvodov v sieťach typu NAR. Pri NARX
už sa tieto hodnoty už môžu pridať. Hodnoty VIX indexu sú dostupné od roku 1985. Preto
je nutné zmenšiť aj trénovaciu množinu dát zlata. Hodnoty indexu budú znormované aby
sa dali použiť pri optimalizácii na relatívnych dátach. Optimalizácia bude prebiehať na mo-
deloch trainlm(70/15/15), traincgb(75/15/10), trainr(70/15/15), traincgb(60/30/10). Os-
tatné parametre ako oneskorenie a počet neurónov zostanú zachované, teda 2 a 6 neurónov.





Tabuľka 5.11: Tabuľka s úspešnosťami podľa typov sietí a rozdelenia dát na
relatívnych číslach.
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Z výsledkov tabuľky 5.11 vyplýva, že úspešnosť všetkých modelov sa rapídne nezvýšila.
Najlepšiu úspešnosť 52% dosahuje model traincgb (70/15/15). Avšak je zrejmé že samotné
použitie tohto indexu ako pomocnej premennej nie je príliš vhodné.
Optimalizácia pomocou fuzzy logiky
Podobne, ako v prípade NAR modelu, aj v tomto modeli bude použitá fuzzy optimalizácia.
Postup bude podobný, ako v prípade NAR modelu, to znamená, že ako vstup budú slúžiť
dvojice neurónových sietí. Opäť je tu možnosť, že siete s menšou úspešnosťou môžu lepšie
predpovedať niektoré ako tie z väčšou úspešnosťou.
Jeden zo spôsobov je použiť fuzzy logiku vždy na dvojicu výsledkov z modelov. Hlav-
ným dôvodom je možnosť, že niektoré menej úspešné siete môžu lepšie predpovedať hod-
noty, ktoré zase viac úspešné predpovedajú zle. Do fuzzy logiky budú tak použité siete
trainlm(70/15/15), traincgb(75/15/10), trainr(70/15/15), traincgb(60/30/10).
Pri prvom fuzzy vstupe bol zvolený typ funkcie členstva trapmf, čo znamená, že táto fun-
kcia má lichobežníkový tvar. Za vrcholy tejto funkcie boli zvolené hodnoty [0,0.9,0.997,1.018]
pre pokles a [0.997,1.02,1.2,1.5] pre rast (obr. 5.19).
Obr. 5.19: Zobrazenie nastavenia prvého fuzzy vstupu. Zdroj: MATLAB
Pri druhom fuzzy vstupe boli bola zvolená opäť lichobežníková funkcia a ako vrcholy
boli zvolené hodnoty [0,0.9,0.987,1.01] pre pokles a [0.987,1.01, 1.2, 1.5] pre rast (obr. 5.20).
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Obr. 5.20: Zobrazenie nastavenia druhého fuzzy vstupu. Zdroj: MATLAB
Pri výstupe bola zvolená tiež lichobežníková funkcia a ako hodnoty boli vybrané hodnoty
[0,0.8,0.998,1.02] pre pokles a [0.995,1.02,1.2 ,1.4] pre rast (obr. 5.21). Pravidlá prislúchajúce
tejto optimalizácii sú znázornené na obrázku 5.22.
Obr. 5.21: Zobrazenie nastavenia fuzzy výstupu. Zdroj: MATLAB
Obr. 5.22: Zobrazenie nastavenia fuzzy výstupu. Zdroj: MATLAB
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Optimalizácia pomocou fuzzy logiky prebiehala spôsobom, že každá najúspešnejšia zo
sietí(traincgb(75/15/10)) vstúpila do fuzzy logiky so všetkými ostatnými vybranými sie-
ťami.
Typ siete/Typ siete Úspešnosť [%]
traincgb(75/15/10) / trainlm(70/15/15) 71,4
traincgb(75/15/10) / trainrp(70/15/15) 57,8
traincgb(75/15/10) / traincgb(60/30/10) 85
Tabuľka 5.12: Tabuľka s úspešnosťami podľa vybraných dvojíc sietí.
Z výsledkov uvedených v tabuľke 5.12 je zrejmé, že sa v jednom prípade zvýšila úspešnosť
predikcie až na 85%. Preto narozdiel od NAR sietí sa bude dať optimalizácia pomocou fuzzy
logiky použiť na zvýšenie úspešnosti predikcie.
Optimalizácia pomocou nástrojov technickej analýzy
Pri tomto type optimalizácie ide už podľa názvu o pridanie nástrojov technickej analýzy
ako pomocných časových radov, ktoré majú za úlohu spresniť predikciu cien zlata. Z pod-
staty niektorých nástrojov technickej analýzy ako napríklad CCI, ktoré môžu dosahovať
záporných hodnôt, je lepšie tento typ nástrojov používať len na absolútne dáta. Preto sa
bude vo väčšine prípadov táto optimalizácia zameriavať na prácu s absolútnymi číslami.
Pôjde najmä o CCI(Commodity Channel Index) a RSI(Relative Strength Index). V prípade
relatívnych dát pôjde o hodnoty lineárnej regresie.
Prvou možnosťou ako zvýšiť úspešnosť predikcie je použiť CCI index. Hodnoty tohto
indexu sa dajú získať jednoduchým spôsobom popísaným už v teoretickej časti práce. Vzhľa-
dom na to, že bol zvolený výpočet CCI až z 20 predchádzajúcich dát, musel sa znížiť počet
testovacích dát. V tejto optimalizácii sa bude používať veľkosť testovacej množiny s 348
hodnotami. Počet hodnôt na testovanie sa meniť nemusí. Ostatné hodnoty ostanú rovnaké
ako v prípade testovania na relatívnych dátach.
Z porovnania výsledkov uvedených v tabuľke 5.13 a 5.10 je zrejmé, že niekde pridanie pa-
rametra pomohlo a v iných modeloch zase nie. Najviac sa zvýšila úspešnosť traincgb(70/15/15)
a to o 10%, ostatných traincgb sietí o 5%. Pri ostatných sieťach prišlo zhoršenie predikcie.
Druhou možnosťou optimalizácie je parameter RSI.
Z porovnania výsledkov uvedených v tabuľke 5.14 a 5.10 je podobne ako pri CCI zrejmé,
že niekde pridanie parametra pomohlo a v iných modeloch zase nie. Najviac sa zvýšila
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Tabuľka 5.13: Tabuľka s úspešnosťami jednotlivých sietí s absolútnymi hodno-
tami a CCI indexom.








Tabuľka 5.14: Tabuľka s úspešnosťami jednotlivých sietí s absolútnymi hodno-
tami a RSI indexom.
úspešnosť trainlm(70/15/15) a trainlm(60/20/20) a to na 5%. Nedá sa jednoznačne tvrdiť,
že by tento parameter nejako výrazne pomohol.
Nasleduje kombinácia týchto dvoch pomocných parametrov.
Z väčšiny výsledkov z tabuľky 5.15 skôr vychádza zhoršenie predikcie. Je však zrejme,
že kombinácia pomohla predikcii v sieťach trainrp(70/15/15) a trainrp(60/30/10), kde je
patrný nárast úspešnosti predikcie o takmer 30% v prípade prvo menovaného modelu.
Ďalšou možnosťou v oblasti optimalizácie je pridanie regresnej analýzy pri relatívne dáta
ako ďalšieho pomocného parametru. Veľkosť regresnej analýzy je ľahko normalizovateľná tak
aby vyhovovala relatívnym dátam. Všetky ostatné parametre sietí sú zachované.
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Tabuľka 5.15: Tabuľka s úspešnosťami jednotlivých sietí s absolútnymi hodno-
tami a kombináciou RSI a CCI.








Tabuľka 5.16: Tabuľka s úspešnosťami jednotlivých sietí s relatívnymi hodno-
tami a regresnou analýzou.
Z porovnania výsledkov uvedených v tabuľke 5.16 a 5.9 je vidno skôr zhoršenie úspešnosti
predikcie. Zlepšila sa len sieť traincgb(60/30/10). Z toho vyplýva, že použitie regresnej
analýzy minimálne na predpovedanie rastu a poklesu nie je príliš vhodné.
5.7 Modelu NARX - týždenné dáta
Jedným z priblížení sa tejto práce reálnemu nasadeniu do prevádzky, je prechod na týž-
denné dáta, pretože obchodovať na mesačné cykly môže byť v malých objemoch zdĺhavé
a na týždenných dátach sú výsledky vidieť častejšie. Hlavným predpokladom tohto pre-
chodu rozšírenie ako trénovacej tak testovacej množiny. V prípade trénovacej množiny je
to rozšírenie časového radu na 1618 hodnôt, a testovacej množiny na 59 hodnôt, čo zna-
mená hodnoty od začiatku roka 2012 do polovice februára 2013. Testovanie bude prebiehať
na modeli so štandardnými nastaveniami počtu neurónov aj oneskorenia a bude prebiehať
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na vopred vybraných sieťach: trainrp(60/30/10), traincgb(60/30/10), traincgb(75/15/10),
trainlm(60/20/20),trainlm(70/15/15). Na týchto dátach už bude meraná aj celková zisko-
vosť na konci testovacieho obdobia, pričom základný vklad bude 1000 USD.






Tabuľka 5.17: Tabuľka s úspešnosťami jednotlivých sietí na relatívnych týžden-
ných dátach.
Z tabuľky 5.17 je zrejmé, že najúspešnejšie siete sú tie typu traincgb. Zaujímavé je potom
porovnanie celkovej ziskovosti sietí, pričom aj pri úspešnosti okolo 66% dosahuje model
zisku nad 20% počiatočného vkladu. Naopak model typu trainrp má veľmi malú úspešnosť
a dosahuje cez 20% straty. Z tohto testovania je zrejmé, že modely optimalizované pre
mesačné dáta môžu bez problémov fungovať aj na týždenných dátach, čo znamená že budú
prinášať zisky.
5.8 Zhodnotenie modelu NARX
Zo všetkých uvedených výsledkov boli vybrané tie najúspešnejšie a na tieto bol apliko-
vaný ako vstupný vklad 1000 USD. Následne prebehla simulácia priebehu ziskovosti na
21 mesiacoch. Zhodnotenie prebieha v 3 kategóriách. Prvá je zhodnotenie ziskovosti na
mesačných dátach a všeobecných modeloch sietí trainrp(70/15/15), traincgb(75/15/10),
traincgb(60/30/10), trainlm(70/15/15).





Tabuľka 5.18: Tabuľka s celkovou bilanciou podľa typov sietí a rozdelenia dát
na relatívnych číslach.
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Obr. 5.23: Ziskovosť natrénovaných NARX sietí. Zdroj: MATLAB
Z výsledkov uvedených v tabuľke 5.18 vyplýva, že všetky modely dosahujú na konci
sledovaného obdobia ziskovosť. Najlepšie výsledky dosahuje model traincgb(75/15/10), kto-
rého ziskovosť sa pohybuje nad úrovňou 160% po 21 mesiacoch. Na obrázku 5.23 je znázor-
nený priebeh ziskovosti jednotlivých modelov, kde je vidieť zlá predpoveď na jedenástom
mesiaci modelu trainrp(70/15/15), kde zažil tento model najvyššie straty, zatiaľ čo ostatné
modely predikovali úspešne, čo spôsobilo nárast ich ziskovosti.
Druhou testovacou kategóriou bude testovanie mesačných dát s pomocou fuzzy logiky,
pretože táto kategória dosiahla najvyššiu hodnotu úspešnosti. Budú hodnotené rovnaké
modely ako pri optimalizácii.
Typ siete/Typ siete Celková bilancia
traincgb(75/15/10) / trainlm(70/15/15) 2117,6
traincgb(75/15/10) / trainrp(70/15/15) 1045,3
traincgb(75/15/10) / traincgb(60/30/10) 1854,7
Tabuľka 5.19: Tabuľka s úspešnosťami podľa vybraných dvojíc sietí.
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Obr. 5.24: Ziskovosť NARX sietí s fuzzy optimalizáciou. Zdroj: MATLAB
Z výsledkov uvedených v tabuľke 5.19 vyplýva, že všetky modely dosahujú na konci
sledovaného obdobia ziskovosť, avšak druhý v poradí len 4,5%. Naopak najlepšieho vý-
sledku nárast nad 110% dosiahol model, v ktorom sa do fuzzy vstupu pridali modely
traincgb(75/15/10) a trainrp(70/15/15 ). Na obrázku 5.24 je znázornený priebeh ziskovosti
jednotlivých modelov, kde je vidieť rozdielne chovanie sietí od 10 mesiaca. V 10 mesiaci
dosiahol najlepší model najväčší nárast ziskovosti.
Treťou kategóriou zhodnotenia modelov, sú modely NARX fungujúce s VIX indexom ako
pomocnou premennou. Tu boli na zhodnotenie 4 modely použité už v optimalizácii. Ide teda
o modely: trainrp(60/30/10), traincgb(60/30/10), traincgb(75/15/10), trainlm(70/15/15),
trainlm(70/15/15).
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Tabuľka 5.20: Ziskovosť NARX sietí s hodnotami VIX indexu.
Obr. 5.25: Ziskovosť NARX sietí s VIX indexom. Zdroj: MATLAB
Z výsledkov uvedených v tabuľke 5.19 vyplýva, že všetky modely dosahujú na konci
sledovaného obdobia ziskovosť, avšak druhý v poradí len 4,5%. Naopak najlepšieho vý-
sledku nárast nad 110% dosiahol model, v ktorom sa do fuzzy vstupu pridali modely
traincgb(75/15/10) a trainrp(70/15/15 ). Na obrázku 5.24 je znázornený priebeh ziskovosti
jednotlivých modelov, kde je vidieť rozdielne chovanie sietí od 10 mesiaca. V 10 mesiaci
dosiahol najlepší model najväčší nárast ziskovosti.
Treťou kategóriou zhodnotenia modelov, sú modely NARX fungujúce na týždenných
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dátach. Tu boli na zhodnotenie vybrané tie isté modely, ako v prípade testovania. Ide teda
o modely: trainrp(60/30/10), traincgb(60/30/10), traincgb(75/15/10), trainlm(60/20/20),
trainlm(70/15/15).






Tabuľka 5.21: Tabuľka s úspešnosťami jednotlivých sietí a ziskovosťou na rela-
tívnych týždenných dátach.
Obr. 5.26: Ziskovosť NARX sietí s týždennými dátami. Zdroj: MATLAB
Z výsledkov uvedených v tabuľke 5.21 vyplýva, že 3 modely dosahujú na konci sle-
dovaného obdobia ziskovosť na úrovni 20%. Naopak najhoršie výsledky dosahujú modely
trainlm(70/15/15) a trainrp(60/30/10), ktoré dosahujú straty 4% resp. 20%. Na obrázku
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5.26 je znázornený priebeh ziskovosti jednotlivých modelov, kde je vidieť rozdielne chovanie
od 20 týždňa v poradí, kde ziskové modely držia svoju úroveň alebo rastú, zatiaľ čo stratové
začínajú dosahovať straty.
Z týchto výsledkov je zrejmé, že u typu NARX je možnosť fungovania ako u mesačných
dát, tak aj u týždenných dát. Pričom ziskovosť je jednoznačne vyššia u modelov využíva-
júcich mesačných dát.
5.9 Popis aplikácie
Program využívajúci všetky modely obsiahnuté v tejto práci je realizovaný a funguje v
prostredí MATLAB. Program je rozdelený do dvoch častí. Prvá časť realizuje výstup prvej
predikovanej hodnoty NAR modelu v nastavení trainrp(70/15/15). V prípade NARX mo-
delu sú k dispozícii dva modely (traincgb(75/15/10), trainlm(70/15/15)). Po spustení tejto
časti sa vypíše na výstup hodnota predikovanej hodnoty a príkaz nákup alebo predaj.
Druhá časť je dobrovoľná a nachádza sa v nej fuzzy logika. Na to, aby táto časť fungovala,
potrebuje dva vstupy. Sú to predikované výstupy NARX modelov. To znamená, aby táto
časť fungovala, musia byť najskôr spustené obidva NARX modely. Výstup tejto časti je vo
forme príkazov rast/pokles/zostať.
Do modelov sú na trénovanie predpripravené ako mesačné dáta(mesacneHodnoty.mat),
tak aj týždenné hodnoty(tyzdenneHodnoty.mat), ktoré musia byť pred spustením modelu




Výsledky tejto práce ukazujú modely neurónových sietí, či už NAR alebo NARX. Modely
dokážu predikovať nielen s vysokou úspešnosťou zásahov, ale ako bolo znázornené v zhod-
notení aj vysokou ziskovosťou. Je však zrejmé, že ani ten najlepší nemôže predikovať úplne
všetko úspešne.
Práca zhrnuje aj rôzne možnosti optimalizácie modelov, od fuzzy logiky, technických a
fundamentálnych nástrojov, až po počty neurónov v sieti, typy sietí a veľkosť oneskorenia.
Najlepší z modelov dosahuje ziskovosti až 160% za takmer dva roky, čo je dostatočne veľ-
ká hodnota aby sa tento model mohol použiť na reálne testovanie a používanie. Takisto
ziskovosť na úrovni 160% u týždenných dát dokazuje životaschopnosť tohto modelu. Na-
vyše môže byť tento model skôr korelovaný s reálnymi výsledkami ako model s mesačnými
dátami. Prekvapivé je, že modely používajúce hodnoty technickej analýzy, ako napríklad
RSI a CCI nedosiahli vo všeobecnosti badateľné zvýšenie úspešnosti. Zaujímavé bolo hod-
notenie modelov používajúcich absolútne hodnoty, ktoré dosiahli len čiastkové výsledky
úspešnosti v porovnaní s modelmi s relatívnymi dátami. Na základe uvedených výsledkov
sa dá jednoznačne povedať, že tieto modely sú schopné byť nasadené na reálnu prevádzku.
V tejto práci som využil množstvo nových poznatkov z oblasti umelej inteligencie ako
aj z oblasti ekonomickej. Budúcnosť tejto práce by sa mohla orientovať na optimalizáciu
modelov a testovania rôznych kombinácií vstupných dát. Takisto progres vývoja v kategórii
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Archív diplomova praca.zip obsahuje súbory:
• NAR.m - Prednastavená neurónová sieť typu NAR.
• NARXtraincgb751510.m - Prednastavená neurónová sieť typu NARX.
• NARXtralm701515.m - Prednastavená neurónová sieť typu NARX.
• fuzzyNARX.fis - Prednastavená fuzzy logika pre siete typu NARX.
• fuzzyNAR.fis - Prednastavená fuzzy logika pre siete typu NAR.
• fuzzyPredictNAR.m - Použitie fuzzy logiky na pripravených dátach pri sieti typu
NAR.
• fuzzyPredictNARX.m - Použitie fuzzy logiky na pripravených dátach pri sieti typu
NARX.
• mesacneHodnoty.mat - Predpripravené mesačné dáta.
• tyzdenneHodnoty.mat - Predpripravené týždenné dáta.
• readme.txt - Jednoduchý návod ako postupovať pre spustenie siete.
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