Abstract This paper deals with the model-reference control of timed event graphs using the dioid algebra and the residuation theory. It proposes a control structure based on a precompensator and a feedback controller to improve the controlled system performance. It is shown that this approach always leads to an optimal behavior of the closed-loop system. An example is given to illustrate the proposed approach.
TEG, as detailed in [3] , [6] , [7] , [11] and [12] . TEG control problems are usually stated in a Justin-Time context, where the design goal is to minimize stocks while guaranteeing performance (e.g. throughput). One possible approach for the control of TEG is the model-reference technique in which a given model (written in dioid formalism) describes the desired performance limits and the design goal is achieved through the calculation of a precompensator or of a feedback controller [7] , [11] . The techniques based on feedback control, although favoring stability, are limited in the sense that the reference model must satisfy certain restrictive conditions. Those based on precompensation can guarantee performance for any reference model, but not stability (for the concept of stability in TEG, see [5] ). The present paper proposes a new technique for the design of controllers based on the simultaneous calculation of a precompensator and a feedback controller. The main advantage of the approach is that it achieves optimality regarding stocks while guaranteeing optimal compliance with any prescribed reference model. In addition sufficient conditions for stabilization of the system are established.
The paper is organized as follows. Section II introduces some algebraic tools concerning the Dioid and Residuation theories and their applications to TEG. Section III introduces some control results and develops the proposed control structure and section IV shows an application to TEG stabilization with an illustrative example. A conclusion is given in section V.
II. LINEAR SYSTEMS THEORY FOR TEG USING DIOID THEORY
A dioid D is an algebraic structure with two internal operations denoted by ⊕ and ⊗ . The operation ⊕ is associative, commutative and idempotent, that is, a ⊕ a = a. The operation ⊗ is associative (but not necessarily commutative) and distributive at left and at right with respect to ⊕. The neutral elements of ⊕ and ⊗ are represented by ε and e respectively, and ε is absorbing
In a dioid, a partial order relation is defined by a b iff a = a ⊕ b and x ∧ y denotes the greatest lower bound between x and y. A dioid D is said to be complete if it is closed for infinite ⊕-sums and if ⊗ distributes over infinite ⊕-sums. Most of the time the symbol ⊗ will be omitted as in conventional algebra, moreover, a 
A trajectory of a TEG transition x is a firing date sequence {x(k)} ∈ Z. For each increasing sequence {x(k)}, it is possible to define the transformation 
The asymptotic slope of a periodic series
Theorem 2 ([8], p. 196):
Let s 1 and s 2 be two periodic series such that ν 1 , ν 2 = 0 and τ 1 , τ 2 = 0, then
.
III. CONTROL METHOD
The control method proposed herein is based on the Just-in-Time strategy and on the model reference approach [7] and is described as follows.
m×p be the transfer matrix of the plant and
m×p be the reference model, i.e., the desired transfer matrix for the controlled system. The precompensation problem is solved by finding the greatest precompensator P such that HP G ref .
The optimal solution, denoted by P op , is given by
This means that, for a given external input
p , the input variable, given by U = P V , will be maximal. In fact, for any P such that HP G ref , P P op , therefore the isotony property assures that U = P V P op V .
In the feedback control context, the closed-loop transfer matrix between Y and V , for a given feedback controller F , is given by H(F H) * . Therefore the problem is solved by finding the This problem can be solved via residuation theory if some restrictions are imposed on the reference model. The following result is due to [7] . 
In this strategy the transfer function between U and V is (F H) * .
The proof comes from the fact that ax b ⇔ x a • \b. This property means that the transfer function between U and V for the optimal open-loop strategy is always greater than or equal to the one obtained for any feasible feedback strategy.
The model-reference control scheme proposed in this paper is a generalization of the two strategies described above, that is, it uses a precompensator and a feedback controller together.
The two main advantages of this strategy compared with the simple feedback is that it always leads to an optimal control signal which is equal to P op V and there is no restriction concerning the reference model choice. Fig. 1 By using theorem 1, one can obtain the closed-loop equations which relate U , V and Y :
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This statement shows that P = [ε] p×p is always a subsolution to the problem independently of the choice of F , meaning that the subsolution set is not empty. Furthermore, it is easy to notice that the strategies using exclusively a precompensator (by setting F = [ε] p×m ) or exclusively a feedback controller (by setting P = I p×p , where I p×p is the identity matrix in dioid) are particular cases of the above problem.
Proposition 2:
For the proposed control scheme shown in Fig. 1 , the three following inequalities are equivalent: Proof: Straightforward from the problem definition and from the observation that
Proposition 3:
A solution to the optimization problem proposed in (8) is given by: 
One must observe here that unlike the approach depicted in proposition 1, the proposed approach does not restrict the reference model choice.
Property 2:
The solution given by proposition 3 assures that
This property follows directly from proposition 3, lemma 2 and from the observation that G c = HG uv given by equations (6) 
IV. APPLICATION: TEG STABILIZATION
Consider the TEG depicted in Fig. 2 as an illustrative example. It represents a workshop with 3 machines(M 1 to M 3 ) and its input-output equation is given by
It is important to observe that this TEG is unstable since production rates of machine M 1 and M 2 are different. This means that the number of tokens in the place between M 1 and M 3 can be unbounded for some inputs. However it is known that a TEG is stable under certain conditions, e.g., the TEG is strongly connected [5] . By definition ([1], p. 305) an event graph is structurally controllable if every internal transition can be reached by a path from at least one input transition.
It is structurally observable if, from every internal transition, there exists a path to at least one output transition. These concepts allow the following.
Proposition 4 (TEG Stabilization):
Let H be a transfer function of a TEG structurally controllable and observable and denote
and ∀j ∈ [1, p] , then equations (9) and (10) lead to optimal controllers, P op and F op , which assure stability of the closed-loop system.
Proof: If a TEG is structurally controllable and observable, in every row and in every column of H there exists a non null entry. According to matrix residuation(
. This result means that matrix P op is full and all its entries have the same asymptotic slope. Furthermore
∀j ∈ [1, p] . Therefore the TEG resulting from a composition of P and H is also structurally controllable and observable. Similarly from equation (10), one gets
and ∀j ∈ [1, m] . So every entry [F op ] ij = ε have the same asymptotic slope which implies that each output of the system is connected to each input. As a result, since the system is structurally controllable and observable, the closed-loop system is strongly connected. Therefore, as remarked before [5] , it is stable. 
] is also residuated (see [6] for details). Its residual is denoted Pr + and its computation for all s ∈ Z max [[γ] ] is given by
In practice, this result means that the negative coefficients of the series can be simply eliminated.
In [6] it is demonstrated, in a slightly different context, that the application of operator Pr + to the solution of the proposed problem preserves optimality. This result can be extended to the problem stated in this paper, that is, (Pr + (P op ), Pr + (F op )) is an optimal solution to the problem stated in equation (8) Therefore the greatest causal feedback for the example is F op + = Pr + (F op ) = 2γ for the TEG stabilization problem is yet a concern in the context of TEG control theory. As well, robustness analysis issues remain to be explored in future works, as indicated by [10] .
