Given a set of classifiers and a probability distribution over their domain, one can define a metric by taking the distance between a pair of classifiers to be the probability that they classify a random item differently. We prove bounds on the sample complexity of PAC learning in terms of the doubling dimension of this metric. These bounds imply known bounds on the sample complexity of learning halfspaces with respect to the uniform distribution that are optimal up to a constant factor. We prove a bound that holds for any algorithm that outputs a classifier with zero error whenever this is possible; this bound is in terms of the maximum of the doubling dimension and the VC-dimension of , and strengthens the best known bound in terms of the VC-dimension alone. We show that there is no bound on the doubling dimension in terms of the VC-dimension of (in contrast with the metric dimension).
Introduction
A set of classifiers and a probability distribution over their domain induce a metric in which the distance between classifiers is the probability that they disagree on how to classify a random object. (Let us call this metric .) Properties of metrics like this have long been used for analyzing the generalization ability of learning algorithms [11, 32] . This paper is about bounds on the number of examples required for PAC learning in terms of the doubling dimension [4] of this metric space.
The doubling dimension of a metric space is the least such that any ball can be covered by ¾ balls of half its radius. The doubling dimension has been frequently used lately in the analysis of algorithms [13, 20, 21, 17, 29, 14, 7, 22, 28, 6 ].
In the PAC-learning model, an algorithm is given examples´Ü ½ ´Ü ½ µµ ´Ü Ñ ´Ü Ñ µµ of the behavior of an arbitrary member of a known class . The items Ü ½ Ü Ñ are chosen independently at random according to . The algorithm must, with probability at least ½ AE (w.r.t. to the random choice of Ü ½ Ü Ñ ), output a classifier whose distance from is at most¯.
We show that if´ µ has doubling dimension , then can be PAC-learned with respect to using Ç · ÐÓ ½ Ǣ
examples. If in addition the VC-dimension of is , we show that any algorithm that outputs a classifier with zero training error whenever this is possible PAC-learns w.r.t. using
examples.
We show that if consists of halfspaces through the origin, and is the uniform distribution over the unit ball in Ê Ò , then the doubling dimension of´ µ is Ç´Òµ. Thus (1) generalizes the known bound of Ç Ò·ÐÓ ½ Ǣ for learning halfspaces with respect to the uniform distribution [25] , matching a known lower bound for this problem [23] up to a constant factor. Both upper bounds improve on the Ç Ò ÐÓ 1 ·ÐÓ ½ Ǣ bound that follows from the traditional analysis; (2) is the first such improvement for a polynomial-time algorithm.
Some previous analyses of the sample complexity of learning have made use of the fact that the "metric dimension" [18] is at most the VC-dimension [11, 15] . Since using the doubling dimension can sometimes lead to a better bound, a natural question is whether there is also a bound on the doubling dimension in terms of the VC-dimension. We show that this is not the case: it is possible to pack´½ «µ´½ ¾ Ó´½µµ classifiers in a set of VC-dimension so that the distance between every pair is in the interval « ¾« . Our analysis was inspired by some previous work in computational geometry [19] , but is simpler.
Combining our upper bound analysis with established techniques (see [33, 3, 8, 31, 30] ), one can perform similar analyses for the more general case in which no classifier in has zero error. We have begun with the PAC model because it is a clean setting in which to illustrate the power of the doubling dimension for analyzing learning algorithms. The doubling dimension appears most useful when the best achievable error rate (the Bayes error) is of the same order as the inverse of the number of training examples (or smaller).
Bounding the doubling dimension is useful for analyzing the sample complexity of learning because it limits the richness of a subclass of near the classifier to be learned. For other analyses that exploit bounds on such local richness, please see [31, 30, 5, 25, 26, 34] . It could be that stronger results could be obtained by marrying the techniques of this paper with those. In any case, it appears that the doubling dimension is an intuitive yet powerful way to bound the local complexity of a collection of classifiers.
Preliminaries

Learning
For some domain , an example consists of a member of , and its classification in ¼ ½ . A classifier is a mapping from to ¼ ½ . A training set is a finite collection of examples. A learning algorithm takes as input a training set, and outputs a classifier.
Suppose is a probability distribution over . Then define ´ µ ÈÖ Ü ´ ´Üµ ´Üµµ 
ÈÖ´ ´ µ ¯µ AE
If is a set of classifiers, a learning algorithm is a consistent hypothesis finder for if it outputs an element of that correctly classifies all of the training data whenever it is possible to do so.
Metrics
Suppose¨ ´ µ is a metric space.
An «-cover for¨is a set Ì such that every element of has a counterpart in Ì that is at a distance at most « (with respect to ).
An «-packing for¨is a set Ì such that every pair of elements of Ì are at a distance greater than « (again, with respect to ).
The «-ball centered at Þ ¾ consists of all Ø ¾ for which ´Þ Øµ «. Denote the size of the smallest «-cover by AE´« ¨µ. Denote the size of the largest «-packing by Å´« ¨µ. 
Probability
For a function and a probability distribution , let Ü ´ ´Üµµ be the expectation of w.r.t. . [30] ).
Proof of Theorem 2:
Construct an¯ packing greedily, by repeatedly adding an element of to for as long as this is possible. This packing is also an¯ -cover, since otherwise we could add another member to .
Consider the algorithm that outputs the element of with minimum error on the training set. Whatever the target, some element of has error at most¯ . Applying Chernoff bounds, Ç ÐÓ ´½ AEμ examples are sufficient that, with probability at least ½ AE ¾, this classifier is incorrect on at most a fraction¯ ¾ of the training data. Thus, the training error of the hypothesis output by is at most ¾ with probability at least ½ AE ¾.
Choose an arbitrary function , and let Ë be the random training set resulting from drawing Ñ examples according to , and classifying them using . Define Ë´ µ to be the fraction of examples in Ë on which and disagree. We have 
A bound for consistent hypothesis finders
In this section we analyze algorithms that work by finding hypotheses with zero training error. This is one way to achieve computational efficiency, as is the case when consists of halfspaces. This analysis will use the notion of VC-dimension.
Definition 4 The VC-dimension of a set of ¼ ½ -valued functions with a common domain is the size of the largest set Ü ½ Ü of domain elements such that
The following lemma generalizes the Chernoff bound to hold uniformly over a class of random variables; it concentrates on a simplified consequence of the Chernoff bound that is useful when bounding the probability that an empirical estimate is much larger than the true expectation. ¾ . Since ´Üµ ´Üµ exactly when ´Üµ ´Üµ, the doubling dimension of is the same as the doubling dimension of ; the VC-dimension of is also known to be the same as the VC-dimension of (see [32] ).
Construct an « packing greedily, by repeatedly adding an element of to for as long as this is possible. This packing is also an «-cover.
For each ¾ , let ´ µ be its nearest neighbor in . Since « ¯ , by the triangle inequality, ´ µ ¯and Ù´ µ ¼ µ ´ ´ µµ ¯ and Ù´ µ ¼ This proof uses the probabilistic method. We begin with the following lemma. 
If is the uniform distribution over ½ × , then (7) 
