The inverse degree r(G) of a finite graph G = (V, E) is defined as r(G) = In this paper, we settle the conjecture affirmatively.
. Let P n , C n and K n denote the path, cycle and complete graph with order n, respectively.
Chemical graphs represent the structure of organic molecules and thus have a maximum degree of 4, carbon atoms being 4-valent and double bonds being counted as single edges. Formally, a chemical graph is a graph with a maximum degree of 4.
The inverse degree (also known as the sum of reciprocals of degrees) first attached attention through numerous conjectures generated by the computer programme Graffiti [4] . Since then its relationship with other graph invariants, such as .
The bound was later improved by a factor of about 2 by Dankelmann, Swart and van den Berg [2] who showed that diam(G) ≤ (3r(G) + 2 + o(1)) log n log log n . Mukwembi [6] focused on bounds on the diameter in terms of the inverse degree for some important classes of graphs such as planar graphs, regular graph, chemical graphs and trees. Molecular structure-descriptors such as the Randic Index (defined as R(G) = uv∈E(G)
), whose flavour is similar to that of the inverse degree, were studied intensively for these classes of graphs. Mukwembi [6] gave the following result.
Theorem 2 Let G be a connected chemical graph. Then diam(G) ≤ 3r(G) + 3.
In relation to the above theorem, Mukwembi [6] conjectured that if G is a connected chemical graph with diameter diam(G) and inverse degree r(G), then diam(G) ≤ 12 5 r(G) + O (1) . In this paper, we settle this conjecture affirmatively.
Theorem 3 Let G be a connected chemical graph with diameter diam(G) and inverse degree r(G). Then diam(G) ≤

5 r(G).
For the upper bound concerning diam(G), the coefficient " 12 5 " of r(G) is best possible. To see this, consider the graph
(Here the operation A + B for two disjoint graphs A, B means joining every vertex of A to every vertex of B with edges completely).
Proof of Theorem 3
Amongst all connected chemical graphs G, we choose G so that,
is minimum, and subject to the condition (1), (2) n(G) is minimum. In order to prove the theorem, it suffices to show that
r(G) holds. Hence, in the following argument, we may assume that diam(G) ≥ 7. For i = 0, 1, 2, . . . , d, let S i = {v|v ∈ N i , d(v) < 4}. We define some graphs which will play an important role in the proof of our main result.
Claim 1
The following statements hold:
(ii) For every
Proof. To show (i), suppose to the contrary that there exists a vertex
, let u be the neighbour of v and
. Then
. So,
Then one can easily check that
To show (iv), suppose that a, b
> 0, a contradiction. Thus (iv) holds.
Claim 2 If there exists a vertex
Since N(v) ∩ {w, t} = ∅, we get a contradiction to Claim 1(iv). Hence, wv ∈ E(G) 
By a similar way as above, there is a contradiction. So N i = {v} = {v i }.
s}, then the following statements hold:
Furthermore, there exists a vertex of degree 4 in N(v).
we can assume that sw / ∈ E(G). Then d(u) = d(t) = 3 and ut, us ∈ E(G).
To see this, suppose xy / ∈ E(G), and let
by the above observation. So, u ∈ N i−1 and {w, t} ⊆ N i (because 2 ≤ i and
Without loss of generality, we can assume that w
Without loss of generality, we can assume that w ∈ N(v)∩(
. By the above observation, sw / ∈ E(G). Note that, by Claim 1(ii),
> 0, which is a contradiction. By a similar way as Case 1, it follows that 
We may assume that u, w, t
Since u, w, t / ∈ V (P ) and
> 0, which is a contradiction. Without loss of generality, we can assume that uw / ∈ E(G). Then, in view of Claim 3(1), we have d(t) = d(s) = 3. Since ut / ∈ E(G) or wt / ∈ E(G), say ut / ∈ E(G), then d(w) = 3 and wt ∈ E(G). Hence w = v i−1 . By Claim 4, there is a contradiction.
We may assume that u, w ∈ N i−1 , t ∈ N i and s ∈ N i+1 . Suppose that G[{u, w, t}] ∼ = K 3 . Since d(u) = d(w) = 4, in view of Claim 3, we must have st ∈ E(G). Without loss of generality, assume u / ∈ V (P ). Let l ∈ N(u) ∩ N i−2 . By Claim 3, we have lw ∈ E(G).
If there exists a vertex h ∈ N i − {v, t}, let h 1 ∈ N(h) ∩ N i−1 and G ′ = (G − {v} − {hh 1 }) ∪ {th 1 , wh}. Then 
Assume for the moment that uw / ∈ E(G). By Claim 3, d(t) = d(s) = 3 and
then d(w) = 3 and wt ∈ E(G). Since v / ∈ V (P ), by Claim 4, t = v i , w = v i−1 and
> 0, which is a contradiction. Hence uw ∈ E(G). Without loss of generality, we can assume that ut / ∈ E(G).
It is easy to check that w / ∈ V (P ). Then, applying Claim 4 to w, we can easily get a contradiction.
We may assume that u ∈ N i−1 , w ∈ N i and s, t ∈ N i+1 . Suppose that
≥ 0 and n(G ′ ) < n(G), which is a contradiction.
Let l ∈ N(s) − {v, w, t}. By Claim 3, l ∈ N i+2 and tl ∈ E(G). By a similar proof as
> 0, which is a contradiction. Hence st ∈ E(G). Without loss of generality, we can assume that sw / ∈ E(G). Then d(u) = d(t) = 3. By Claim 4,
We may assume that u ∈ N i−1 and w, s, t ∈ N i+1 . Assume for the moment that Applying Claim 4 to t, we can easily get a contradiction.
We may assume that u ∈ N i−1 , w, t ∈ N i and s ∈ N i+1 . Suppose that
Thus we may assume that uw / ∈ E(G). By 
Then N(u) ∩ N i−2 = ∅, which is a contradiction.
We may assume that u, w ∈ N i−1 and s, t ∈ N i+1 . It is easy to check that
> 0, which is a contradiction.) Suppose that uw ∈ E(G) and st / ∈ E(G). By Claim 3, d(u) = d(w) = 3. This together with v / ∈ V (P ) implies u, w / ∈ V (P ). Then, applying Claim 4 to u, we can easily get a contradiction. We can similarly get a contradiction in the case where uw / ∈ E(G) and st ∈ E(G).
Hence we may assume that uw ∈ E(G) and st ∈ E(G). Assume for a while that s / ∈ V (P ). Applying Claim 3 to s, we may assume 
then there is a connected component C such that V (C) ⊃ {s, t, s 1 , s 2 } and G − C is connected. In this case, let G ′ = G − C. In any case, since G ′ is connected and
we get a contradiction to the choice of G.
Finally assume that s ∈ V (P ). We may assume that s 1 = v i+2 , s 2 = v i . In view of Claim 4, we have d(t) = 4. In view of Claim 3, we have s 1 t, s 2 t ∈ E(G) because d(v) = 4. Since vs 2 / ∈ E(G), applying Claim 3 to t, we get a contradiction because
Proof. Suppose not. Then by Claim 2, we have
′ be a graph obtained from G by adding a new vertex u such that uv i−1 , uv i , uv i+1 ∈ E(G ′ ). Then we can easily check that
> 0, which contradicts the choice of G. Now we find a block decomposition of G. Notice that, in view of Claims 2, 4, 5, G has a cut vertex. So there exist at least two blocks. Let B 0 be a set of blocks such that each B ∈ B 0 is isomorphic to K 2 and B contains a vertex v j with d(v j ) = 2 for some 3
For i = 1, 2, 3, let B i be a set of blocks such that each B ∈ B i is isomorphic to 
Claim 7 The following statements hold:
Proof. We can easily see that, if v i ∈ Y holds for i ≤ 2 or i ≥ d − 2, then the assertion of (i) follows from the structure of r(G), as desired. This completes the proof of Theorem 3.
