The considered problem is how to optimally allocate a set of jobs to technicians of different skills such that the number of technicians of each skill does not exceed the number of persons with that skill designation. The key motivation is the quick sensitivity analysis in terms of the workforce size which is quite necessary in many industries in the presence of unexpected work orders. A time-indexed mathematical model is proposed to minimize the total weighted completion time of the jobs. The proposed model is decomposed into a number of single-skill sub-problems so that each one is a combination of a series of nested binary Knapsack problems. A heuristic procedure is proposed to solve the problem. Our experimental results, based on a real-world case study, reveal that the proposed method quickly produces a schedule statistically close to the optimal one while the classical optimal procedure is very timeconsuming.
INTRODUCTION
Organizations frequently aim to optimally manage their available resources to minimize operations costs and maximize resource utilization and asset availability. The authors' experiences from several research projects in the operations scheduling field show that maintenance scheduling, given limited resources over a short planning horizon, is an important challenge at the operational level; this agrees with a review paper by Mendez et al. (2006) . In these research projects, one of the most important maintenance resources is skilled workforce.
Maintenance jobs are labour intensive, and the workforce performing these jobs is highly-paid as a result of being extremely skilled in the respective areas.
The execution of the scheduling process has been a tedious and time-consuming job, and is often a highly intricate job when it deals with employees who have specific skills, job grade, and working on different shift patterns. The Scheduling Problem under the Skilled-workforce 2 Constraint (SPSC) has wide applications in various industries to manage maintenance jobs and workload. Scheduling of maintenance jobs associated with steel production machinery (Safaei et al., 2011a) , military aircraft fleet (Safaei et al., 2011b) , commercial aircraft (De Bruecker et al., 2015b) or power transmission equipment (Safaei et al. 2012b) are prominent examples where limited labour resource and skilled-workforce availability is of great importance. Moreover, multiple skills have gained a lot of attention in recent studies related to other fields (Heimerl and Kolisch, 2010; De Bruecker et al., 2015a; De Bruecker et al., 2015b) .
One difficulty with SPSC is how to handle the uncertainty due to unpredictable events such as unexpected equipment shutdown, power interruption or aircraft breakdown. These situations do not commonly occur with a known pattern. Therefore, such uncertainty leads maintenance schedulers to seek a list of alternative schedules and various what-if scenarios under different workforce sizes. This is especially true when a part of labour requirements may be satisfied through external resources. A further complication is the frequent usage of a built-in buffer of labour for catastrophic failures or emergency situations. Therefore, there is a serious need in some industries for a quick and efficient method to solve an SPSC and especially for a sensitivity analysis on the skilled workforce availability (Keysan et al., 2010) . For example, in military jets where we encounter daily missions and high frequency of unexpected faults, especially during wartime, sufficient labour resource should be available simultaneously in both flight line and repair shop (Safaei et al. 2012b) . Thus, the maintenance scheduler needs to know the possible what-if scenarios to exchange the labour between flight line and shop in the presence of unexpected failures. Likewise, the maintenance department in a steel production has to reprioritize the maintenance jobs, arriving from different manufacturing areas, and re-distribute the technicians among different areas when a critical failure is reported (Safaei et al., 2011a) . This research work is motivated by several research projects which have a strong reliance on having an efficient tool to quickly solve an SPSC with the aim of generating what-if scenarios and performing the sensitivity analysis on the skilled-workforce availability. The reason for this reliance is frequent stochastic events in the form of unscheduled repair jobs.
SPSC aims to match a series of jobs with a set of skills. Each job has certain requirements that are to be completed by various skills. The requirements consist of the processing time and the number of required technicians, assumed to be known in advance. The available number of technicians of each skill is also known and will remain fixed over the planning horizon. As pointed out earlier, the main constraint is the workforce availability per unit time. That is, the number of technicians of each skill required per unit time cannot exceed the number of persons available for that skill, whilst all jobs must be completed by the end of the considered horizon. The jobs are assumed to have different weight/priority and the objective is to minimize the Total Weighted Completion Time (TWCT) of all jobs. The problem is essentially NP-hard and, based on the previous experimental results, the computational efforts will progressively increase when the available workforce size decreases, while the set of tasks remains the same (Safaei et al., 2011a) .
A comprehensive literature review on SPSC with a focus on the maintenance field can be found in (Safaei et al., 2011a) and (Safaei et al., 2011b) . In the former study, the authors consider a bi-objective SPSC, associated with a steel production company, and formulate it using the flow network with integral constraints. This is done to trace the workforce flow through the jobs. As such, Safaei et al. (2012a) propose a simulated annealing algorithm, with parallel architecture, to solve their previous formulation (Safaei et al., 2012a) . The aim is to generate the Pareto set of the alternative solutions. Their approach is able to produce near-optimal Pareto solutions in a reasonable time compared to the optimal Pareto set. However, this approach is not quick enough to be used as a robust post-optimization tool in the presence of unexpected events.
CONTRIBUTION
In this paper, a heuristic approach is proposed to solve an SPSC within a very short period of time while the quality of solutions is significantly close to the optimal solution obtained by the classical methods. To this end, we have a new perspective on SPSC in which the planning horizon is divided into a number of nested subintervals so that each subinterval is thought of as a two-dimensional knapsack. The subintervals are arranged in such a way that the inner-most knapsack represents the first time unit and the outer-most one represents the entire horizon. The capacity of each knapsack is equivalent to the available man-hours during the specific subinterval. As such, the jobs are interpreted as bi-dimensional items comprising of labour requirement (human) and processing time (hour) as the two dimensions.
In our strategy, the minimization of TWCT imposes that items with higher priority be included in the inner-most knapsacks. Note that the above strategy differs from the classical decomposition of Lagrangian relaxation problem (Fisher, 1981) in which each time period is considered as a separate 0-1 knapsack problem. Instead, the 'nested' concept is used to consider both time and labour dimensions at the same time. Consequently, SPSC can be considered as a crossover between the multi-dimensional and the multi-period knapsack problems, which makes the proposed strategy quite a novel idea. This is due to the consideration of multiple skills as well as having each subinterval as a single period. SPSC might be converted to a specific kind of the Knapsack Problem (KP), such as multi-period KP (Faaland, 1981) , multi-dimensional KP (Weingartner and Ness, 1967; Hill and Reilly, 2000) ; T-Constraint KP (Shih, 1979; Pirkul, 1987) , or multiple KP with assignment restrictions (Dawande et al., 2000) . In doing so, the applied solution approaches cannot be directly used for the SPSC considered in this study because of its particular structure that will be discussed in detail in the next section. SPSC can also be considered as a specific case of Resource-Constrained Project Scheduling Problem (RCPSP) with 4 'Labour' as a constant and renewable resource (Hartmann, 2000) . However, the concept of 'skill' as well as 'TWCT' as an objective makes it impossible to apply the solution methods of RCPSP to SPSC. Most methods have been developed to solve RCPSP considering the minimal Makespan (project duration) as the objective function. Moreover, some classical methods, such as Metra potential or critical path method, do not explicitly take into account the resource constraints (Sprecher et al., 1997) . Others have been focused on specific characteristics of RCPSP such as multiple modes, non-renewable resources, time-dependent resources and activity time-windows (Brucker et al., 1999; Brucker and Kunst, 2008) . Therefore, it can be concluded that, due to the specific characteristics of the SPSC considered in this study, the approaches introduced in the literature to solve different kinds of KPs and different versions of RCPSP either cannot be customized to solve an SPSC or are not sufficiently quick and efficient to be used as a postoptimization tool.
The key idea behind the proposed heuristic method consists of two phases: at first, the SPSC is decomposed into a number of single-skill sub-problems such that each sub-problem is a combination of a series of nested binary KPs. As a next step, a procedure, inspired by the Dantzig method (Dantzig, 1957) , is developed to solve the sub-problems separately. The decision to use the Dantzig method is due to the capability of representing the capacity constraints in KPs as a nested form. Using some propositions, we show how Danzig's strategy can be simply applied to solve the SPSC. The findings reveal that the combination of the partial solutions associated with the sub-problems results in a high quality solution to the SPSC in a very short period of time.
The remainder of the paper is organized as follows. In Section 2, a time-indexed mathematical formulation for the SPSC is introduced. The knapsack formulation, as well as the extension of the Dantzig method, is discussed in Section 3. The proposed solution approach is described in Section 4. Finally, Section 5 verifies the performance of the proposed approach using a set of real data and also covers the related analysis.
MATHEMATICAL FORMULATION
In this section, SPSC is formulated as a time-indexed 0-1 mathematical programming model to minimize TWCT. The following assumptions are adopted from a real life case study associated with a steel company in Ontario, Canada (Safaei et al., 2011a) . The company has a plant-wide scheduling approach through a central department to respond to maintenance work orders/jobs of various Manufacturing Areas (MAs) in the plant. The aim of this department is to minimize workforce costs and to avoid long-term disruptions and shutdowns of the equipment within MAs.
The maintenance jobs are prioritized based on equipment criticality, order due date, and the severity of failure, resulting in a normalized weight assigned to each job (Safaei et al., 2011a) .
Assumptions
1. Planning Horizon is assumed to be a countable finite set of T time units [t-1, t) where t = 1, 2, ..., T. The jobs can only start at the beginning of time units, i.e., instances of time s = 0, 1,..., T-1. In our case, a weekly planning horizon consisting of five working days is considered.
Each day has two consecutive 8-hour work shifts with an hour-long break between them.
2. All submitted maintenance jobs are first prioritized to be scheduled over the upcoming day.
The goal is to complete all jobs by the end of the day. Jobs which cannot be scheduled over the upcoming day are postponed to the following day as high priority jobs.
3. Due to the high setup/preparation times, job pre-emption is not allowed.
4. Setup time is built into job duration 5. The number of available technicians of each skill designation is determined in advance and remains fixed over the upcoming day. Each technician may have different skills; however, he/she is assigned to work within only one skill designation over the upcoming day.
6. There is no precedence relationship among the skills to perform the jobs. 
Mathematical Model
A Mixed-Integer Programming (MIP) formulation for the SPSC is:
The objective function presented in (1) is to minimize TWCT of the jobs so that the overall completion time of each job by all associated skills is determined by (2). TWCT is used to minimize the downtime of equipment due to maintenance or repair jobs (Safaei et al., 2011a) . The term 
which means the total man-hours of skill k required to perform all jobs, Wk, cannot exceed the available man-hours over the horizon, T×bk. Without loss of generality, we assume the input datasets satisfy the condition above.
From a practical point of view, Model  cannot be solved optimally in a reasonable amount of time for real-sized instances. First of all,  is NP-hard since it is an MIP model (Garey and Johnson, 1979) . Moreover, P is an equality-constrained MIP (Eq. 3) and therefore  can also be categorized as an NP-complete problem due to the non-negativity requirement on y (Aardal et al., 2000; Aardal and Lenstra, 2002) . It is worth mentioning that P is essentially a nonlinear integer programming problem when constraint (2) . Consequently, the MIP formulation may be an alternative to slightly reduce the problem complexity and to guarantee the optimal solution; however, computational time still remains a challenging issue for real size instances. One common 7 alternative to achieve a lower bound on (1) is to decompose P into K subproblems in terms of different skills. By applying the primary inequality
on the original non-linear objective function, we get the following:
where Zk represents the weighted completion time of jobs by skill k so that
Z is an explicit lower bound on Z. To calculate the components Zk,  can be decomposed into K singleskill sub-problems by relaxing (2), as follows:
s.t:
(Pk) is in fact a Generalized Assignment Problem (GAP) in which (Fisher, 1981) . Hence, a lower bound on (1) can be obtained using an 
where * X is the global optimal solution for primary model . As a specific case, ifˆk
x is the optimal solution of k, we will get *X X  , when each job needs just one skill, i.e., for each m there is only one k, where > 0.
The heuristic method proposed in this paper is aimed at obtaining the partial solutions  ; 1, 2,..., 
NESTED KNAPSACK FORMULATION FOR ( k )
By extracting the constant part of Eq. (7), Q, we have:
Hereafter, (7) 
This inequality, representing the nested form of capacity constraint (9), states that the total manhours required to handle the workload allocated to subinterval [0, t) cannot exceed the available labour resource tbk, in which t is the length of the subinterval. According to the left side of (10) Using the following propositions, we show that subproblems BKk(t) can be simply solved through the Dantzig method.
Proposition 1: when t approaches T, ams becomes independent of index s, that is
Proof: In general, the processing times of the jobs is supposed to be significantly smaller than the length of the planning horizon, i.e, pmk T m,k. Hence, as t approaches T, ams gradually becomes independent of index s and can be estimated by pmkmk  
SOLUTION PROCEDURE
In this section, a fast heuristic method is proposed through Proposition (3) so that at each iteration t, Problem (12) is solved using (13) for the jobs which have not been assigned in inner knapsack t -1. Note that Proposition 3 is not always in line with objective TWCT. To minimize TWCT, by relaxing the resource constraints, i.e., → ∞, the jobs should be arranged in nonincreasing order of the efficacy ratios
In ⁄ ≈ ⋯, more resource-consuming jobs should be scheduled later. This is intuitive as high resource-consuming jobs act as a bottleneck. To illustrate the issue, consider two typical jobs to be done by a given skill k where 1 = 1, 1 = 5, 1 = 1; 2 = 2, 2 = 1, 2 = 1 and = 5. Considering Proposition 3, the optimal sequence is 2 ≻ 1 with = 1 × 2 + 1 × 3 = 5. However, using the efficacy ratios ⁄ , the optimal sequence is 1 ≻ 2 with = 1 × 1 + 1 × 3 = 4. Therefore, proposition 3 produces a worse TWCT. By inserting a new job 3 = 2, 3 = 2, 3 = 1, proposition 3 produces the optimal sequence 1 ≻ 3 ≻ 2 with a much better TWCT rather than efficacy ratios ⁄ because jobs 1 and 3 can be scheduled simultaneously. Even though this strategy may not be in line with TWCT; as our computational analysis reveals, the gap between the optimal solution and our procedure remains relatively constant even if the problem size increases and/or the workforce resource are tightened. This is the main advantage of our procedure and is statistically inferred in Section 5.
To develop our procedure, we first revise (13) to cope with LP constraint {0, 1} mkt x . The following is the result:
where 0 t m is the largest integer Recall the reduced form of (7), coefficient (wmt) imposes that items with higher priorities should be scheduled in the earlier time units, resulting in the inner knapsacks having a higher priority to be packed.
However, these inner knapsacks are practically interrelated due to (8), the nested nature of the subintervals, and also the non-pre-emptive assumption. More precisely, each item m started at the beginning of time-unit s represents a workload equivalent to pmkmk man-hours. In this case, the proportions {(r-s)/pmk} of the workload are included in the consecutively nested knapsacks r= s, s+1,..., and s+pmk-1 respectively. This is demonstrated in Figure 1 . This is because of the reasoning behind coefficient (wmt) which enforces jobs to start at the earliest possible time. In Figure 1 , Job
[3] is scheduled at the earliest possible time t=2, since it cannot be included in the first knapsack.
Hence, without loss of generality, variable 'y' is substituted by 'x' in (12) and accordingly in (13) and (14) There is still a possibility to improve EDM by better utilizing the remaining capacity of the knapsacks due to the integrity property of ymks in (14). In other words, at each iteration of EDM, the remaining capacity of the knapsack may still be used by a subset of jobs not selected by (14) due to low efficacy. For example, in Figure 1 , even though job (5) has the lowest efficacy, it can be selected at the first iteration to be placed in the first knapsack for improving (11). This will also lead to an improvement of (7). To consider this improvement in the EDM procedure, we conduct a two-level strategy in which, at the first level, the jobs are selected in terms of their efficacy through (14). At the second level, some non-selected items might be picked with the aim of maximizing the capacity utilization and accordingly improving (7). To consider this improvement, (14) is changed to the following: (14) in
Step (c). To solve (P), the EDM procedure is solved separately for each skill. The integration of the obtained partial schedules yields a near-optimal solution for (P) as will be demonstrated in the next section.
COMPUTATIONAL EXPERIMENTS
The applicability and performance of the proposed solution procedure, EDM, is verified by 212 benchmark problems extracted from 35 original datasets associated with the case study respectively. The benchmark scenarios are generated assuming different levels of workforce availability for a given dataset as follows:
 , where  = 0.01, 0.05, 0.1, 0,2, 0.3, 0.4, 0.5 . In fact, A represents a Sensitivity Analysis (SA) factor so that the smaller the value of , the smaller the workforce size available and therefore, more complicated scenario from a computational perspective due to the resource scarcity. More precisely, considering ≤ 0.5, we focus on harder scenarios in order to better evaluate the performance of the EDM.
Through this previously explained pre-processing, we try to keep the diversity of problems high enough in terms of workforce size, number of work orders, processing times and skill requirements. The benchmark problems are optimally solved using the Branch-and-Bound (B&B) method embedded in LINGO 10.0 software on an x64-based DELL workstation with 8 Intel Xenon processors 2.0 GHz and 2 GB memory. The comparison between the B&B and EDM results are summarized in Table 1 in which the optimal objective function value, Z*, is reported if it can be 14 achieved within 3 hours; otherwise, the best and lower bound values obtained in three hours, i.e., Z BEST and Z LB , will be reported. The CPU time of EDM is ignored since it is practically negligible compared to the exact method, about 5 seconds in the worst case. In contrary, for medium and large size instances, B&B takes about several minutes to access the feasible space, especially when the labour resource is reduced. The findings show that the percentage gap between Z* (Z BEST ) and the objective function value resulted from EDM, Z EDM , follows a Weibull distribution with shape parameter =0.83 and scale parameter =0.24, as graphically shown in Figure 2 . This means the average gap between the optimal solution and EDM is about 
. This is quite a satisfactory outcome, making EDM an efficient method to solve (). However, in very few cases, 3 out of 212, EDM failed to access the feasible space. That is, the completion time of some jobs exceed the planning horizon length. While such a situation is common in practice, we theoretically consider it as an infeasible situation as long as B&B can produce a schedule bounded by the horizon length.
This assumption provides a fair comparison between our methodology and B&B. These three cases can be found as scenario numbers 164, 177, and 212 in Table 1 . This ad-hoc ratio is used to achieve the maximum number of unique scale indices assigned to the scenarios. The correlation between the scenario scale and the relative gap is calculated to be around +0.21, indicating that there is no significant correlation between problem size and solution quality of the EDM. In other words, increasing the problem size does not significantly affect the relative gap, as evident in Figure 3 . Table 1 . Based on the empirical evidence, when the workforce size decreases, the computational effort for bound computations in B&B progressively increases. In fact, the smaller the workforce size, the lesser the nodes in the decision tree of B&B are fathomed due to the existence of a weak
bind. An important point here is that by reducing the workforce size, the feasible region is tightening intensively. As a consequence, finding a strong bind becomes more difficult especially when the penalization strategy is used to generate the bind. However, this behaviour is not always true, e.g., scenarios [148 to 150] or [195 to 197] in Table 1 .
The workforce size reduction also has a negative effect on EDM; however, this is not always the case, e.g., scenarios [173 to 176] in Table 1 . The main reason is that skills are considered separately in EDM. Hence, the negative effect of reducing the size of a given skill will not be rectified by other skills. To cope with this drawback, we need to consider a kind of interaction between single-skilled sub-problems, such as in Benders decomposition method. However, any improvement in EDM significantly increases its computational effort that results in its inefficiency as a sensitivity analysis tool. This is not a major concern as we seldom encounter the worst case scenarios of the workforce unavailability in the real world.
Even though the instances are coming from a single plant, they are actually related to completely different equipment types with various maintenance programs and failure modes.
Having this, in addition to enough permutations on workforce size generated using factor, the instances are fairly distributed in terms of input parameters. Hence, our statistical analysis on the proposed EDM method can be extended to other similar industries with high confidence. 
CONCLUSION
In this paper, we present a quick and efficient solution approach to solving the scheduling problem under the skilled-workforce constraint. In this problem, a set of jobs must be performed by a set of skills, under the workforce size constraint. The proposed approach is an efficient postoptimization tool to conduct the sensitivity analysis as a critical requirement in many industries in which the availability of equipment and maintenance labour resource is a major concern in the presence of unexpected events.. A time-indexed 0-1 mathematical formulation is proposed along with a heuristic solution approach to solve the model. The idea behind the heuristic approach comes from the well-known Dantzig method proposed to solve the Knapsack problem (KP). At first, the proposed model is decomposed into a number of single-skill sub-problems where each one can be presented as a series of nested Binary KP. Then, the Dantzig method is extended to solve the sub-problems. A solution to the primary model is obtained by the integration of the partial schedules associated with these sub-problems. The findings reveal that the proposed 19 approach is able to generate high-quality solutions very close to the optimal ones, in a short amount of time, regardless of the problem size.
The performance of the approach is validated by a number of real datasets from a steel production company. The proposed approach can be used as a quick and efficient tool to conduct the sensitivity analysis in terms of the workforce size as a necessity in maintenance department of many industries. Our heuristic can be developed as an add-in module for assisting maintenance supervisors to quickly re-assign the workforce in the presence of unexpected work orders. Even though there is no theoretical evidence to show that the heuristic method based on the skill decomposition is an -approximation algorithm to the considered problem, we statistically show that our proposed method is a -approximation algorithm.
Further developments of our approach will address the possibility of considering other factors such as job pre-emption and inter-skill precedence relations. Job pre-emption most likely reduces the complexity of the problem since we no longer need to consider the nested strategy while each period of our planning horizon can be considered as an individual knapsack. The proposed model may be also extended within the framework of Robust Optimization so that the tasks' processing times represent a disturbance quantity varying within a structured uncertainty set with an unknown pattern.
