Abstract-Let
I. INTRODUCTION Let G F ( q ) denote the Galois field of q elements, and let I -( 11. q ) denote the vector space of all ordered n-tuples over GF ( q ) . A linear code C of length n and dimension k over GF ( q ) is a k-dimensional subspace of V ( n , 4). Such a code is called [ T I . k 
. d: q]-code if its minimum Hamming distance is d .
A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the other two. There are two versions of this problem:
Problem I : Find d , ( n , k ) , the largest value of d for which there exists an [ n , k , d : q]-code.
Problem 2: Find n, (k, d ) , the smallest value of n for which there exists an [n, k , d ; q]-code.
A code which achieves one of these two values is called optimal. Problem 2 for the case of quatemary ( q = -1) codes has been considered by Grenough and Hill in [6] . The problem of finding n 4 ( k , d ) was solved for k 5 3 for all d , and values of n4 (4.d) determined for all but ten values of d. Hill and Landgev [ 111 resolved nine of these ten cases, leaving the existence or nonexistence of [51.4,37; 41-codes as the only remaining problem. Landgev, Mamta, There are some papers in the next dimension k = 5. Daskalov and [29.3. 20: 41. [38, 5, 42; 41, [62, 5, 45; 41, [87, 5, 64; 41, [108, 3, 80; 41, [188, 5, 140; 41, [192, 5, 143; 41, [225.5.168; 41, [241, 5, 180; 41, [245, 5, 183; 41 and [250. 5, 187; Landgev, and Lizak [12] proved the nonexistence of Manuscript received September 14, 1995; revised January 20, 1996 . This work was partially supported by the Bulgarian National Science Foundation [19. " 12: and ["' 5' 19; 30. 5.36; 41, [103,5,76; 41, [204,5,208; 41, [277,5,207; 41, [289,5; 216: 41, [293,5,219; 41, [297,5,222; 41-codes R. Daskalov and S . Kapralov are with the Department of Mathematics, and the existence Of [2637 5, lg6' 41 and [268' 5' 200; 41- Theorem 9 [14] : For given q , k , and d , write
A code is said to be quasicyclic (QC) if a cyclic shift of any codeword by p positions is still a codeword. A cyclic code is a QC code with p = 1. The llength n of a QC code is a multiple of p , i.e., n = m p . With a suitable permutation of coordinates, many QC codes can be characterized in terms of ( m x m ) circulant matrices.
The generator matrix can be represented as where C, are circulant matrices, i = 0, 1,. . . , p -1. A circulant matrix C of order m is defined to be a matrix of the form a0 a1
where each successive row is a right cyclic shift of the previous one. The algebra of circulaint ( m x m ) matrices over GF ( q ) is isomorphic to the algebra of polynomials in the ring 
with all multiplications modulo (xm -l), and k = m.
These codes are a sulbclass of the more general I-generator QC codes [17] , which is, in turn, a subclass of all QC codes and are a generalization of the rate l / p QC codes defined above. The order of a 1-generator QC code, is defined as
.,c,-~(z))
and the dimension k of G is equal to the degree of h ( z ) . If h ( z ) has degree m, the dimension of G is k = m, and (1) is a generator matrix. If deg ( h ( z ) ) = ic < m, a generator matrix can be constrwzted by deleting T = m -k rows of (1). These are called r-degenerate QC codes. Two polynomials cJ (x) and c, (x) belong to the same cyclic class if e,(.) := p z f c t ( x ) mod(z" -1)
for some positive integer 2 and p E GF(y)\{O} . Two circdant matrices C, and C, are called cyclic conjugates if cz ( , E ) and cJ ( x ) belong to the same cycKic class.
A good code is defined as one which has the maximum knlown minimum distance for given n and k , i.e., it attains or exceeds the known lower bound on the minimum distance. [147,5,108; 41, [152,5,112; 41, [158, .5. 116: 41. [193.5; 144: 41, [200,5,148; 41, [227,5,168; 41, [232,5, 172: 41. [237,5, 176; 41, [242,5,180; 41, [247,5,184; 41. Proof All codes are found using the method described in 121. It is an iterative-improvement method with: a set of solutions-the n-element subsets of points in a projective geometry PG(k - All codes described above are optimal with respect to minimum distance (see Table 11 ). The Appendix contains a description of the corresponding generator matrices . DM   n   251  252  253  254  255  256  257  258  259  260  261  262  263  264  265  266  267  268  269  270  271  272  273  274  275  276  277  278  279  280  281  282  283  284  285  286  287  288  289  290  291  292  293  294  295  296  297  298  299  300 - 302  303  304  305  306  307  308  309  310  31 1  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336  337  338  339  340  341  342  343  344  345  346  347  348  349  224   tBV  225  226  227  228  228  229  230  231  232  233  233  234  235  236  236  237  238  239  240  240  240  241  242  243  244  244  245  246  247  248  248  249  250  251  252  252  253  254  255  256  256  256  256  256 ( a l , a 2 , . . . , a k ) t E 1 7 ( k , q ) such that either a1 = 1 or a , = a2 = . . . = a,-1 = 0, a L --1 for some integer i in { 2 , 3 [147, 5, 108] , 41, [152,5,112; 41, [l58, 5,116; 41, [227,5,168; 41, [232,5,172; 41: [237,5,176; 41, [242,5,180; 41, [247,5,184 ; 4 1 codes concatenating the generator matrices of the [136,5,98; 41, [141,5,102; 41, [146,5,106; 41, [150.5,108; 41, [221,5,162; 41, [226,5,166; 41, [231,5,170; 41, [236,5,174; 41, [241,5,178 ; 4 1 codes, given above, and the matrices respectively.
