Abstract-The industry of robotics has achieved great success in recent decades as its application could be found widely in our daily life, especially for indoor robotics. Some important features for indoor mobile robot include, autonomous navigation with minimum human intervention and control of mobile robot from remote area. For autonomous navigation, techniques such as Simultaneous Localization and Mapping can be adopted. The operation of mobile robot from a remote area using a workstation could be realized by using Wi-fi. In this paper, the remote control of an indoor mobile robot from a workstation to perform autonomous navigation is demonstrated. By using a workstation, advantages such as ease of operation, minimum risk exposure to human could be achieved. However, it is important to ensure a smooth connection. In this paper, the parameters such as receive rate, bandwidth and frame per second needed for a smooth operation from the workstation is also presented.
I. INTRODUCTION
The demand of mobile robot has been increasing since its introduction to the world as human are constantly looking for ways to achieve task with lesser fatigue and more constant performance. Mobile robot could also be used for dangerous task such as detecting bomb device or military inspection where the exposure of risk and danger to human could be minimized [1] . The ability of accessing a dangerous situation is enabled by the feature of remote control of the mobile robot that allows mobile robot to enter an unknown environment with probable risk from a distance. The concept of workstation, remote control of mobile robot from a distance could be utilized in logistics or surveillance application where one could monitor status of multiple robots from a fixed location [2] .
Since the introduction of autonomous navigation, the application of mobile robot in our daily life has been increasing, especially in domestic and entertainment application where mobile robot could be used to do house chores or for leisure purpose. SLAM, Simultaneous Localization and Mapping is one of the techniques to perform autonomous navigation by having a good map and localization at the same time [3] . By using SLAM, mobile robot could form a spatial map of an environment while simultaneously localize itself [4] . Mobile robot initially gain senses of its environment by sensors input combined with odometry data. It will then further plan its path to navigate to the goal and execute it without human intervention while maintaining its own stability [5] .
From the workstation aspect, network system is essential for information transmitting to achieve remote control and remote access. In this case, wireless communication, Wi-Fi is used the connection. Some factors that could degrade the Wi-Fi signal strength includes distance between a router and machine, physical obstruction and interference.
To improve the overall performance, IEEE 802.11ac standard is used and another router is added as a repeater. IEEE 802.11ac is used as it is faster and more stable than IEEE 802.11n. Theoretically, IEEE 802.11ac could achieve 6 Gbps compared to 600 Mbps of IEEE 802.11n [6] . In addition, the IEEE 802.11ac has a new Wi-Fi technology which is Beamforming technology where the signal strength will be increased in the direction to the device if the router detects a connection [7] . Secondly, under the 5 GHz band, the connection has a greater resistance against interferences caused by electronic devices such as wireless mouse, microwave oven, etc. However, each router has a limited signal range base on the power. To increase the Wi-Fi coverage in the same networking. Another router is added at another location to receive and extend the Wi-Fi signal from the first router.
In this work, a remote workstation is developed to operate an indoor mobile robot with omni-directional drive for autonomous navigation. Omni-directional drive allows translation without rotation that enables the sensors or cameras of the mobile robot to face the same direction when navigating. This is significant when a user is operating the mobile robot from a workstation based on the video feed of the mobile robot. A fixed location, known as workstation is created to monitor and operate the mobile robot. The communication between the workstation and mobile robot is achieved by using Wi-fi. Live data and video feed could be obtained from the mobile robot to the workstation for the operation of mobile robot. SLAM is used to perform autonomous navigation where the mobile robot will move to the goal set from the workstation.
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A. System Overview
The system is made up of, an omnidirectional drive robot controlled by a joystick and a workstation computer that communicates with the robot using Wi-fi communication. In this design, an open source operating system named ROS is adopted for the whole operation. The workstation is fixed and is able to have full control of the robot remotely. A connection is established to enable the interaction between the robot computer and workstation to transfer documents, data and information. Different features are assigned to mobile robot and the workstation to clarify the operation. The overview of the system is illustrated in Fig.1 .
Since there are two ways in which the robot can be controlled, a hierarchy of control, shown in Fig. 1 is developed to clarify the authority in operation. The highest priority is given to the robot's bumper for safety purpose where the mobile robot will stop when the tactile sensors attached to the bumper are triggered. For emergency purpose, higher priority is given to the robot joystick where the command of robot joystick could override the workstation joystick. Autonomous navigation has the least control of the robot where any command input from the bumper, robot joystick or workstation joystick could override it. 
B. Workstation
The first aspect to consider for workstation is Wi-fi networking. An intranet using two routers, where one of the routers as repeater, are built for the communication between two machines. To allow data transfer between two computers, the combination of approach of remote control using ROS_MASTER and remote access with SSH via tunnel is developed. In this approach, some parameters especially the hostname of each machine needs to be clarified. Therefore, the etc/hosts file should be configured with proper IP address and hostname.
Another aspect is the remote control by using ROS_MASTER for the ease of operation. This is important when the robot is navigating autonomously as this feature is crucial in showing the camera images, map result and path planning. In ROS, the ROS_MASTER supports registration, naming service and topic to nodes which is a significant features in communication. It allows ROS nodes to locate other nodes and send information to each other.
Each computer has their own ROS master for internal communication. To allow the communication between workstation and robot's computer, both devices need to use the same ROS_MASTER by setting the correct ROS_HOSTNAME and ROS_MASTER_URI. Hence, all nodes both published on workstation or robot could subscribe freely through the same ROS_MASTER. Fig. 2 shows examples of joystick control and camera image on how nodes work in ROS structure. The joystick node, running on the workstation, is used to receive the signal from joystick connected to computer using USB. Once a signal is received, information will be sent to control node on the robot. The control node would control the movement of the robot by giving command to motors. The difference in camera image transfer to joystick is that camera is connected to robot's computer. It is the same that there are two nodes running from robot's computer and workstation respectively. The reason ROS_MASTER is running on robot's computer is to make sure that the mobile robot could still operate according to previous command if the network between machines were disconnected. The robot would still navigate autonomously to the given navigation goal even if the Wi-Fi signal is lost. All nodes communicate based on ROS_MASTER. The robot will stop functioning when the connection is lost if the ROS_MASTER is running on the workstation. This is because nodes such as move_base and laser scan will be terminated if the connection is lost.
ROS_MASTER only allows nodes communication across machines with same MASTER. In other words, the communication are built only if nodes are running. It means that workstation could not communicate with the robot if nodes are not running. It would be inconvenient for the operator to restart the nodes if the mobile robot stops moving due to shut down of nodes when it navigates. To solve this problem, a remote access function by using Secure Shell via tunnel is adopted. This allows operator to directly access the robot from the workstation. The robot has 3 layers, illustrated in Fig. 3 using main materials of aluminium with dimension of 0.75m x 0.80m x 0.88m. Omni-directional drive using Mecanum wheels are used as the locomotion mechanism [8] . Some modifications have been made for workstation operation, this includes a web cam at top layer for real-time video streaming of robot's environment and a UTM-30LX laser scanner on the middle layer for SLAM and autonomous navigation. The middle layer has a computer that runs on ROS which connects all sensors and microcontrollers. The bottom layer contains all low-level electronic components. For safety purpose, bumpers comprised of 8 sensors are developed and attached to the base of robot.
1) Control of Robot
The robot computer is the primary means of robot control which connects all sensors to receive sensor data through serial communication. The data from the encoders are read by microcontroller and the laser scanner. All sensor data are perceived as messages with different topics. Processes which need the data subscribe to these messages. The robot moves in relation to the input from a robot joystick. The secondary means of control for the robot is the workstation computer, where another joystick with lower control priority is assigned. Fig. 4 shows the functional block diagram for the robot. The robot has 3 rotary encoders connected to passive Mecanum wheels, shown in Figure 5 to estimate the robot's current position relative to a starting point. A factor that relates the change in pulses from the encoder to linear and angular displacement is obtained by (1) and (2). This factor is multiplied by the changes in pulses in order to obtain the linear and angular velocity.
R c = 2 /encoder pulses (2) Where C m is the conversion factor that relates the change in encoder pulses to linear displacement, R c is the conversion factor that relates the change in encoder pulses to angular displacement, C is the circumference of the passive Mecanum wheels and C e is the encoder resolution. 
Displacement in x-direction:
Angular displacement:
Where E 1 , E 2 , E 3 are the changes in pulses of encoder 1, encoder 2 and encoder 3 respectively.
The robot pose of odometry measurement comprises of x coordinate (x robot ), y coordinate (y robot ) and angular displacement ( robot ) relative to the map frame as shown in the Fig. 6 . The angular displacement, robot of the robot is obtained from equation (5), while x robot and y robot are obtained by using the following kinematic equations.
x robot = x odom cos odom + y odom sin odom (6) y robot = y odom cos odom -x odom sin odom (7) robot = odom (8) The robot pose(x robot , y robot , robot ) is the position and orientation of robot in relation to the map, illustrated in Fig. 6 . 
III. SLAM AND AUTONOMOUS NAVIGATION

A. SLAM
The main algorithm used by SLAM in this project is RaoBlackwellized Particle Filters. The key idea of this algorithm is sampling a set of particle filter, where each particle represents a potential robot pose and carries an individual map of the environment [9] . Rao-Blackwellized particle filter will then make use of these particles to estimate the joint posterior of the map and the robot pose. This posterior, is obtained through the following equation: (9) where m is map x 1:t is robot trajectory z 1:t is laser scan observation u 1:t isodometry measurements From (9), the trajectory of the robot will be estimated first. This trajectory will then be used to compute the map of the environment. Since the laser scan observation, z 1:t is also known, the posterior over maps, can be determined by the method introduced by Moravec [10] .
The posterior over potential robot trajectory of Rao-Blackwellized is also estimated through Sampling/Importance resampling (SIR) filter. RaoBlackwellized SIR filter will update the posterior over the map and robot trajectory once the odometry measurement and laser scan observation are available. First, particles {x t } will be obtained from the previous set of particles, {x t-1 } by sampling from the proposal distribution, . This proposal distributing is computed based on the laser scan observation and odometry measurement. Each of the particles will be assigned an individual importance weight, based on the equation:
This importance weight represents the similarity between the target distribution and the proposed distribution of a particle. After that, particles will be resampled proportionally to their individual importance weight. Higher weight particle are more likely to remain and those with lower weight are more likely to discard. By doing so, particles which proposal distribution, differ from the target distribution could be filtered out. Lastly, individual map of each particle is estimated based on its trajectory and laser scan.
A ROS package named Gmapping is used to perform SLAM. It requires the information from odometry and laser scan which will be provided by the encoders and Hokuyo Laser Scanning Rangefinder respectively. The robot pose is updated by using odometry measurement and also from the laser scan observation. With the robot pose, map is constructed by using the laser scan data.
B. Autonomous Navigation
Navigation stack in ROS which uses Dijkstra's algorithm is adopted to perform autonomous navigation. The benefit of Dijkstra's algorithm is it can always determine the shortest path between goal and robot location. It does this by visiting and examining nodes in the map, starting with the ones closest to the start position [11] . Once it has visited a node it then goes to another node closest to the starting point that has not been examined. Therefore it expands outwards from the start point until it reaches the goal . Fig. 7 . Illustration of Dijkstra's Algorithm.
It requires a finite directed graph modelling the environment that has a source node 's', which is the robot's initial position. Each edge on the graph (i,j) is a non-negative real number and w ij is the length of the edge. The length of any given path is the sum of edge lengths along the path. To find a minimum path length from 's' to every other node (shortest path to every node), the distance from the reachable node from 's' is a non-negative number. The distance to an unreachable node is assumed as infinity. Assuming all nodes are reachable For node k, k s, whose predecessor are i,j. Shortest path passes through i or j is :
Where D k is the distance to node k, i is predecessor of node k at the edge (i,k).
When a goal is given to the mobile robot, a global path (green line) shown in Fig. 8 is planned. The blue colour area in is the buffer zone. Buffer zone has a higher cost than other area which makes it not a preferable zone for path planning. Local path is resolved locally and the safest trajectory is determined. The local planner provides a controller which serves to link the Starting point
Goal point
Examined vertex path planner to the robot. The planner uses the robot's sensor data such as laser scanner data and map data to create kinematic trajectories to navigate from its starting position to its goal. The planner creates locally value functions along the grid map which encodes the cost of traversing through the grid cells. The algorithm used is Dynamic Window Approach which is a real-time collision avoidance strategy for mobile robots. A set of velocity vectors (v,w) are calculated that could be reached within the next time interval, given the current velocities of the robot. The achievable velocities are constrained by the robot's acceleration capabilities, maximum allowed velocity and achievable velocities in the next time frame. The dynamic window consists of translational and rotational velocities which can be reached within a short time interval. The robot trajectories can be represented by circular arcs which are a characteristic of the equation below [12] : (12) Where r is the radius of the arc, v is the velocity of the robot and w is the rotational velocity of the robot. These velocities are selected by maximizing an objective function which includes a measure of progress towards a goal location, the forward velocity of the robot and the distance to the next obstacle on the trajectory.
The controller uses this value function to give commands to the robots motors. Move_base package from ROS is used to output velocity command and drive the mobile according to the trajectory to avoid obstacle. For example, in Fig. 8c , the mobile robot detects an obstacle and will rotate itself. The rotation stops when local path planner determines a new trajectory. With the new trajectory, the mobile robot continues to navigate to goal point. Fig. 10-12. show the receive rate, FPS and the throughput bandwidth between workstation and robot's computer in the intranet. These result shows poor signal sthrength in positions 2, 3, 4 and 5 in single router setting only. It is found that these position at right-hand-side have worse connection with lower FPS, bandwidth and receive rate. The main reason is there are many high power electronic devices emitting radio wave which cause a serious interference.
To improve the performance of the network, router No.2 is set up as a repeater to receive and extend Wi-Fi signal from router No.1. Fig. 10-12 shows that Router No.2 improved the signal strength of various positions. The result shown is positive that it improved these position with stable video streaming, higher bandwidth and receive rate. Hence, there are stable communication between workstation and robot's computer during operating in the laboratory.
The bandwidth is measured by tuning various parameters and characteristics of the TCP/UDP protocol. This is the maximum network's bandwidth availability. Since the second router has greater hardware condition, the bandwidth of right hand side is higher than the other positions. 
B. Autonomous Navigation Accuracy Test
To test the accuracy of autonomous navigation, the mobile robot is commanded to move to a fixed location for 10 times. The illustration of the test conducted is shown in Fig.  13 . The result of deviation of robot from end position for each navigation process is recorded and is showed in Fig. 14 .
From Fig.14 , it could be seen that the largest deviation of mobile robot from the marked position is 8.1cm, which is still lower than the error allowance assigned, i.e. 20cm. This value is determined from the optimization between the time take for robot to stop when reach goal and the deviation from goal position. The result shows that the mobile robot is capable to reach the goal accurately during autonomous navigation. 
V. CONCLUSION
To conclude, a remote workstation for operating the autonomous mobile robot has been developed. The mobile robot could be controlled from the workstation as well as from the laptop of the robot itself. For emergency purpose, two joysticks with different control priority are assigned. The system design of the workstation and the robot together with the communication and connection using Wi-fi is illustrated in this paper. The important parameters such as receive rate, maximum throughput bandwidth and FPS have been defined to ensure the smooth operation of workstation. For smooth operation of workstation, a good video streaming where the minimum FPS of 25, 20Mbps bandwidth and 500Kbps receive rate are required. The use of workstation has certainly brought convenience in many environment such as logistic and surveillance application as one can now operate and monitor the robot from a distance. Moreover, the use of workstation in dangerous situation could minimize the exposure of risk to human as direct involvement could be avoided. It is anticipated in the future that the range of remote control of mobile robot from a workstation could be expanded.
