We study several families of planar quadratic diffeomorphisms near a Bogdanov-Takens bifurcation. For each family, the associate bifurcation diagram can be deduced from the interpolating flow. However, a zone of chaos confined between two lines of homoclinic bifurcation that are exponentially close to one-another is observed. The goal of this paper is to test numerically an accurate asymptotic expansion for the width of this chaotic zone for different families.
Introduction
In this paper we study homoclinic bifurcations in the unfolding of a diffeomorphism near a fixed point of Bogdanov-Takens type. To begin with, we consider a planar diffeomorphism F : R 2 → R 2 with the origin as a fixed point and where
where N ≡0 is nilpotent. The origin is said to be a fixed point of BogdanovTakens type. This latter terminology is more known for a singularity of a vector field X with linear part having double zero eigenvalues and a non vanishing nilpotent part. Since this singularity is of codimension 2,. i.e., is twice degenerate, a generic unfolding will depend on two parameters say (µ, ν). In the case of a vector field, such unfolding has been studied in [1, 33] and for maps in [8, 9] . For completeness, the corresponding bifurcation diagram is revisited in Figure 1 on the left: a curve of homoclinic bifurcation emanates from the origin, below a curve of Hopf bifurcation, see [11] for the terminology and more details. For parameters located between these two curves, the corresponding dynamics possesses a stable limit cycle. Finally, for parameter on the ordinate {µ = 0}, a saddle node occurs, see also [11] for more details. The Bogdanov-Takens bifurcation plays an important role in dynamical systems, for instance from the bifurcation theoretical point of view. Given any dynamical systems depending on a parameter, the structure of the bifurcation set can be often understood by the presence of several high codimension points which act as organising centres. Knowing the presence of (degenerate or not degenerate) Bogdanov Takens points initiate the searches for subordinate bifurcation sets such as Hopf bifurcation sets or homoclinic bifurcation sets. In this paper, we consider a nondegenerate Bogdanov Takens point.
For the map F , an unfolding theory is developed in [8, 9] . It is very similar to the case of a flow. To be more precise, any unfolding
of the map F (where (µ, ν) ∈ R 2 and F = F 0,0 ) can be embedded into a nonautonomous and periodic family of vector fields X µ,ν . The diffeomorphism coincides with the time 1 map of that vector field, see also [33] . Using an averaging theorem [28] the dependence on time is removed to exponentially small terms. Moreover, one can show that F µ,ν is formally interpolated by an autonomous vector fieldX µ,ν , see [19] . This latter can be used to study the bifurcations of fixed points of F µ,ν . Both approaches move the difference between these two types of bifurcations beyond all algebraic order.
Although all the Taylor coefficients ofX µ,ν can be written, there is no reason to expect convergence of the corresponding series, since the dynamics for a planar diffeomorphism can be much richer than the dynamics of a planar vector field. In the real analytic theory, this difference is exponentially small [10, 19] . As we said above, for diffeomorphisms, the bifurcation diagram (figure 1, on the right) is essentially the same. However, there is no reason to expect a single homoclinic curve, since a homoclinic orbit may be transverse and therefore persists. We observe a separatrices splitting and instead of a single homoclinic curve, one observes two curves ν + (µ) and ν − (µ) respectively corresponding to the first and the last homoclinic tangency. If a parameter (µ, ν) is (strictly) located in region between those two curves, then the map F µ,ν possesses transverse homoclinic trajectories. On the lower and upper boundary the homoclinic connexion becomes non-transverse. Understanding the width of this region is the main goal of this paper.
Before going any further, we set the following preliminaries. Without lost of generality and up to an analytic change of coordinates one has:
x 1 = x + y, y 1 = y + f µ,ν (x, y),
where f 0,0 (0) = 0 = ∂f 0,0 ∂x (0, 0) = ∂f 0,0 ∂y (0, 0).
We shall assume that
By the implicit function theorem, there existsx(µ, ν) such that ∂f µ,ν ∂x (x(µ, ν), 0) ≡ 0.
Applying a conjugacy of the form x =x +x µ,ν , y =ȳ (and after removing the bars) amounts to writing 
h.o.t(x, y) stands for the higher order terms in x and y. From (2) b 20 (0, 0) =0. By a linear rescaling in the variables (x, y), we can fix b 20 (µ, ν) ≡ 1. Furthermore, we put b 11 (0, 0) = γ and assume that the map
is a local diffeomorphism near (0, 0). From now on, we shall consider (b 00 , b 01 ) as our parameters and rename them (again) by (µ, ν) i.e., write (b 00 , b 01 ) = (µ, ν).
In [8] it was shown that
In [19] the following formula is proposed:
where
is referred to as the 'leading part' of the width and Θ γ is an analytic invariant of the map F 0,0 called a 'splitting constant', see [20] .
The goal of this paper is to establish, numerically, a more accurate formula for the width of the homoclinic zone ν + (µ)−ν − (µ). The existence of asymptotic expansions for the width of the homoclinic zone is unknown so far. Furthermore, if it does exist, it is very hard to compute analytically. The difficulty here comes from the fact that the normal form of the map coincides with that of the time 1-map of a vector field. Therefore the difference between the flow and the map is pushed beyond any algebraic order. In the nearly integrable context, a polynomial asymptotic expansion for the splitting of the separatrices is proposed in [29] : the author considers the perturbation of a Hamiltonian (elliptic) billiard. The system depends on a perturbation parameter ε ≥ 0, a hyperbolicity parameter h > 0 and admits four separatrices, which break up when h > 0. In this special case, the author proposed an asymptotic expansion for the area of the main lobes of the resulting turnstile that takes the form of a power series (with even terms) in ε. See [21, 12, 24] for more references on the computation of separatrices splitting.
In this paper our approach is somehow experimental. We study examples and present strong numerical evidence for the following expansion of the width of the homoclinic zone
where [ k 2 ] stands for the integer part of k/2 and K is given by (6) .
Remarks:
(a) Observe that (7) is a double series with logarithmic terms and numerically, for such an expansion, we do not know any efficient techniques to compute the corresponding coefficients with a large precision. However, our numerical experiments showed that log(ν + (µ)−ν − (µ)) has a simpler asymptotics expansion. than ν + (µ) − ν − (µ) itself. More precisely we have
One easily checks that formula (7) follows from (8) and that thec k,j 's depend on the m k 's and the n k 's. Note that the asymptotic series (8) does not involve a double summation and therefore the corresponding coefficients can be computed with a much higher precision.
(b) Logarithmic terms may vanish, this occurs for instance in the case of the Hénon map, see next section for more details.
(c) From the numerical data, we are able to guess a simple analytic expression for the first logarithmic term in (8) . More precisely we have
which is valid for all families studied in this article. The paper is organised as follows. We shall consider three different families that satisfy, (up to appropriate smooth changes of coordinates) the setting above with different non linear terms. As a result of our experiments, for each family we shall state the asymptotics for the width of the homoclinic zone, confirming formula (8) . Looking for the width of the homoclinic zone amounts to fixing one parameter, say µ in the unfolding (3), and find the values of the second parameter, say ν, for which the system admits a first and a last homoclinic tangency. We say that µ is the main 'parameter' and ν is the 'slave' parameter. In section 3 we briefly present the strategy to follow. The rest of the section is devoted to the computation of the invariant (stable and unstable) manifolds at the saddle point.
The splitting function which is a key ingredient of the techniques is presented. Indeed, primary homoclinic orbits are in one to one correspondence with zeroes of the splitting function. Therefore, the first and the last homoclinic tangencies will correspond to double zeroes of the splitting functions. Moreover, the splitting function is periodic, with exponentially decreasing harmonics and is well approximated by the splitting determinant. With a good precision, computing the width of the zone amounts to the computation of the first two harmonics of the splitting function and their dependence with respect to the slave parameter (the main parameter being fixed). For each family, we compute the width of the homoclinic zone for several hundreds values of the main parameter µ and collect the results in a set of renormalised data. In the next step, the coefficients in (8) (considered as an ansatz) are extracted by interpolation techniques. The remaining part of the paper is devoted to the verification of the validity of our results. More precisely, we test the ansatz (8) and we find how precise our data for the width of the homoclinic zone should be in order to produce reliable results for the coefficients of the asymptotic expansion. Finally, the constant coefficient of the expansion should coincide with the splitting constant [19] : following the procedure developed in [20] , we compare these constants with the constant coefficients of the expansions.
Main results
Before presenting our main results, we first introduce the following notions.
Asymptotic sequences and expansions
Let ε 0 > 0 be given and let
where f 0 ≡ 1 and for each integer i > 0, f i : (0, ε 0 ) → R is a smooth positive function such that
. Such a familyS is called an asymptotic sequence. In this paper we shall consider the following asymptotic sequences
that is f i (x) = x i and the Dulac asymptotic sequence [27] :
that is for all integer n ≥ 0
Let φ : (0, ε 0 ) → R be a smooth function. We say that
is an asymptotic expansion of φ at 0 (where the {f n } n∈N is an asymptotic sequence and all α n 's are real) if for all integer n,
When looking at expansions of the form (11) no convergence is implied and often the a i 's are Gevrey-1, i.e.,
Quadratic family
Our first example is the Quadratic map
Observe that Q mimics the unfolding (1) i.e., that takes the form of F µ,ν and ignores the higher order terms. We normalise the width of the homoclinic zone associated to the Quadratic family by defining
.
Within precision of our computations we observe
where M k (γ) and N k (γ) are real coefficients which depend on the parameter γ.
Comparing with (5), we see that
is the splitting constant associated with Q 0,0,γ . Moreover, as we announced in the previous section, we have
For each value of γ, the M k 's and N k 's can be computed with a very high precision, see Table 1 for illustration. Formula (14) is verified for the 76 first coeficients: M k , k = 0, . . . , 50 and N ℓ , ℓ = 1, . . . , 25. Although the precision decreases almost linearly as k and ℓ increase, the 76 first coefficients can be computed with 60 correct digits. To compute these first coeficients, we need to compute the width of the homoclinic zone with at least 200 correct digits, see section 4.2 for more details. Even if we can propose an analytic expression for N 1 (γ), we have not been able to guess analytic expressions for the other coefficients N k and M k .
Bogdanov family
Our second example is the Bogdanov map [3, 4, 6] .
The Bogdanov map, see for example [2, 7] , is the Euler map of a two-dimensional system of ordinary differential equations. In [3] Arrowsmith studied the bifurcations and basins of attraction and showed the existence of mode locking, Arnold tongues, and chaos, see also [4] for more details. For this map the saddle point is located at the origin. This map can be transformed to the form (3). Indeed, let
We retrieve the map (2) and higher order terms (3) by putting
The parameter a is chosen to be the main parameter and b the slave parameter. From (4), the Bogdanov map admits a homoclinic zone near the line
The normalised width takes the form
. 87833.05069 Table 1 : The 20 first coefficients of the asymptotic expansion for the Bogdanov map (left,γ = 3) and the Quadratic map (right, γ = −3). All the given digits are correct.
Similarly to the Quadratic family, our experiments showed that logSγ satisfies the following asymptotics:
where A k (γ) and B k (γ) are real coefficients which depend on the parameter γ.
is the splitting constant associated with B 0,0,γ . Moreover, we observe numerically that
In Table 1 , we provide typical results for our computation for the Quadratic and Bogdanov maps. Although the first 20 coefficients do not show a tendency to grow rapidly, we conjecture the series (14) and (15) 
Hénon map
The last example to be considered in this paper is the Hénon map [22] defined by
See [23] for recent results concerning this family. The Hénon map has a fixed point of Bogdanov Takens type atã =b = 1. We choseã as the main parameter andb as the slave parameter. We note that the Hénon map is conjugate to the Bogdanov family in the special case ofγ = 0. The conjugacy is given by the following change of coordinates and parameters
We also observe that the Hénon map can be transformed to the form (1) with the non linear term of the form (3) by putting
In the new system of coordinates, the Hénon map takes the form (3) with
The Hénon map admits a homoclinic zone near the linẽ
In the case of the Hénon map we define the normalized width of the zone bỹ
Our numerical experiments show thatS has the following asymptotic expansion:
Unlike the case of the Bogdanov map with γ = 2 (i.e.,γ = 0), the asymptotic expansion does not contain logarithmic terms. We expect this property to be closely related to the fact that the Hénon map contains a one parametric subfamily of area preserving maps. In general, even when γ = 2, there is no reason to expect the logaritmic terms to vanish for a map F µ,ν . 22120.721696311178434645 Table 2 : The 19 first coefficients in (15) . All the given digits are correct. We also conjecture that the series (15) belongs to the Gevrey-1 class.
Computing the width of the homoclinic zone
In this section, our approach concerns the Quadratic family Q µ,ν,γ . The other families (Bogdanov and Hénon) are treated in a similar way. From now on, we do not mention the (µ, ν, γ) dependences when it is not necessary, but we may emphasise that dependence when it is needed.
Strategy
i) We assume an ansatz and in particular the one given in formula (8) 
where K is defined by (6) . The result is collected in a set of data of the form
iii) Take ℓ ∈ N such that 3ℓ/2 + 1 ≤ñ and ℓ >> 1 even. Then we compute the coefficients M k , k = 0, . . . , ℓ and N k , k = 1, . . . , ℓ/2, of the truncated expansion
to interpolate the set H, i.e., for all integer i = 1, . . . , 3ℓ/2 + 1, we have
See subsection 3.10 for more details.
Remarks:
• For the Bogdanov family, the set of data for the normalised width is denoted byH
and 0 <c <d.
• For the Hénon family, the set of data for the normalised width is denoted byZ
whereS
Invariant manifolds
We now compute the stable and unstable manifold at the saddle point. In what follows, our description concerns the Quadratic map Q but similar computations are done for the Bogdanov map and the Hénon map. From (13), the map Q has two fixed points
C µ is a focus and S µ is a saddle and will be the point of interest. The eigenvalues of dQ(S µ ) are given by
For µ > 0 sufficiently small it is clear that λ 1 < 1 < λ 2 . At the saddle S µ , the Taylor expansion of the local stable manifold W s loc and that of the local unstable manifold W u loc are computed as follows. Denote by
the parameterisations which respectively satisfy
for all z near 0. Substituting the series into (20) and collecting terms of the same order in z we get
Since λ 2 > 1 and Q is entire, from (20) we easily deduce that the radius of convergence of the series defined in (22) is infinite. Denote by ̺ the radius of convergence of the series defined in (21) . We fix N max ∈ N. Since we are after a single branch of the stable manifold we write
ψ k z k and where 0 < δ s < ̺. We proceed in the same way for the local unstable manifold, i.e.,
and where 0 < δ u << 1. The local invariant manifolds are computed with the following precision:
In particular we have
Since we need to study the map when homoclinic orbits are present, we need a good estimate of the global unstable manifold. Recall that Φ u is entire and therefore both components defined in (23) converge for all z as N max → ∞. However, for large z, the computation of the unstable manifold requires too many coefficients and therefore (23) is not very convenient. We then proceed as follows. Let P 0 = Φ u (z 0 ) ∈ W u and choose m 0 such that
Then, for any fixed m 0 , we have
and if z 1 << 1 the convergence is fast. Therefore, by putting
we get an accurate estimation of the global unstable manifold.
Jacobian and Wronskian functions
Before introducing the splitting function which will play a key role in the paper, we need to introduce two additional functions. We first define
as the Jacobian of the map Q along the stable manifold
A straightforward computation gives
In terms of series, from (25) we get
The Wronskian function (along the local stable manifold)
We put Ω 0 = 1 and look for a solution of (27) of the form
With (27) , (26) , and (28), it follows that
Both series (26) and (28) are convergent. The functions J and Ω will be approximated by
respectively. In this way, we have
Splitting function and flow box theorem
In this section, we introduce the key part of our techniques. Recall that in our investigation for the width of the homoclinic zone, we fix the value of the main parameter and look for values ν + and ν − of the slave parameter that correspond, respectively, to the first and the last homoclinic tangency. In order to find a homoclinic point we need to adjust the slave parameter in such a way that two curves on the plane have an intersection. Finding a homoclinic tangency requires additional adjustments to make this intersection degenerate. This problem is much easier in the discrete flow box coordinates, in which the stable curve coincides with the horizontal axis and the unstable one is a graph of a periodic function. A further simplification will be achieved by observing that this periodic function is very close to a trigonometric polynomial of the first order. The splitting function Θ = Θ µ,ν we shall introduce now is such that the first and the last tangency correspond to double zeroes of Θ µ,ν + and Θ µ,ν − respectively. Our investigation amounts then to finding values ν + and ν − such that Θ µ,ν + and Θ µ,ν − possess double zeroes.
In this section, we present the splitting function Θ µ,ν for the Quadratic map, in the case of the Bogdanov map, the splitting function is denoted by Θ a,b . In what follows, we assume that the parameter (µ, ν) is such that the map Q possesses a homoclinic orbit, i.e., the unstable manifold intersects the local stable manifold at a point Φ u (z u ) = q 0 = Φ s (z s ). Then we fix a neighbourhood U of the point q 0 . We parametrise W s loc near q 0 by
where I 0 = (−1, 1) and W u near q 0 by
Now we state the following (flow box) lemma [15] .
Lemma 1 There exists E 0 > 0 and an analytic diffeomorphism
such that the following hold
iii) the Jacobian matrix
is such that the second column of dΨ(0, t) isΓ s = dΓ s (t)/dt, iv) the mapΩ(E, t) = det dΨ(E, t) satisfiesΩ(0, t) = Ω(z s · λ t 1 );
The splitting function, denoted by Θ µ,ν (t), is the first component of
Applying Taylor theorem at the stable manifold, we get
The following properties hold:
[-] Let 0 <δ < π. The map Θ µ,ν has an analytic continuation onto the rectangle:
The function Θ µ,ν is periodic so we can expand it into Fourier series:
As usual, the Fourier coefficients are defined by an integral:
Let 0 < ̺ < (π −δ)/| log(λ 1 )|. Since the integral of Θ µ,ν (t)e −2ikπt over the boundary of the rectangle {(t
Consequently
i.e., the harmonics of Θ µ,ν decrease exponentially. The function Θ µ,ν can be well approximated by the sum of zero and first order harmonics:
or equivalently, Θ µ,ν is well approximated by a trigonometric polynomial function
[-] Since dΨ −1 (Ψ(0, t)) = (dΨ(0, t)) −1 , we have
Furthermore,
with (30) and (31) it follows that
Thus, we obtain a formula suitable for computation of the splitting function in terms of the parametrization of the stable and unstable manifold:
is the splitting determinant and
Note that even if the invariant manifolds and the Wronskian are computed with a very high precision, the function Θ µ,ν (t) is only evaluated with a relative error of order O(sup t∈I0 |Θ µ,ν |).
Approaching a primary homoclinic orbit
In order to compute the width of the homoclinic zone, we first find a value ν =ν where the map possesses a primary homoclinic orbit. Near ν =ν, Lemma 1 will then be applied and the splitting determinantΘ µ,ν will be computed. We proceed as follows: we fix 0 < z s < δ s and a section Σ transverse to the local stable manifold at p ν = Φ s (z s ). We parametrise Σ as follows Σ = {p ν + (0, y), −y 0 < y < y 0 } where 0 < y 0 << 1. For each value of the main parameter, we consider the slave parameter being close to ν 0 = (5(γ − 2)/7) √ µ and compute a point q ν ∈ W u ∩Σ which is the 'first intersection' of W u with the section. In order to increase the speed of computations we use Newton's method to solve the equation Γ u (t) ∈ Σ. After that we adjust ν in such a way that q ν = p ν . We do not know an easy way to evaluate the derivative of q ν with respect to ν, therefore we cannot apply Newton's method. However, we replace the derivative by a finite difference approximation and use the so called 'secant' method. In other words we consider the limit of the following sequence:
where q ν = p ν + (0, y ν ) and where 0 <δ << 1. Denote bȳ
Since pν = qν , the point (µ,ν) belongs to the homoclinic zone.
Our next step is with the computation of the width ν + (µ) − ν − (µ) for the given value of µ. The zeroes (and double zeroes) of Θ µ,ν are in one to one correspondence with primary homoclinic orbits (and homoclinic tangencies) for the corresponding map, see [15, 19] for more details. We then replace the problem of finding homoclinic points and homoclinic tangencies by finding double zeroes of the splitting function Θ µ,ν .
First and last tangency
The most natural way to compute the width of homoclinic zone is to estimate both ν + = ν + (µ) and ν
At the first tangency, (ν = ν − ) the graph of the splitting function is located below the t axis and Θ µ,ν − admits a double zero. Therefore there exists t − ∈ I 0 such that
At the last tangency, (ν = ν + ) the graph of the splitting function is located above the t axis and Θ µ,ν + admits a double zero. Therefore there exists t + ∈ I 0 such that
If we neglect O 2 in (36), (43) and (44) are equivalent to
In this way the problem of finding the first and the last tangencies, is replaced by scalar equations in one variable each. Therefore, instead of looking for intersections between W u loc and W u and their tangencies, we save a lot of time by simply solving a scalar equation. Observe that for ν nearν, for all t ∈ I 0 we have
From (35) we need only 4 points per-period to evaluate P 0 and P ±1 . Concretely we write
From (35) and (39), the approximation here means
Moreover, with (46) we have
We then solve
From (46), (48), (49) and (50), we have
By the Mean Value Theorem, we have
This approach gives a good estimation of the locus of the homoclinic zone and therefore of the corresponding width, but requires the computation of both ν + and ν − with a very high precision. To be more precise, assume we want to compute the width of the homoclinic zone for a given value of the main parameter with N correct digits, while the width of the zone (roughly estimated with formula (6)) satisfies
where N z >> 1. Thus we need to compute both ν + and ν − with N z + N correct digits. We observe (numerically) that
also compare with (58) below. Therefore with (52) and (54),ν + −ν − gives an estimation of the width with a relative error of the same order. In particular, this means that we cannot choose N bigger than N z . With this method, thanks to (49), the estimations of P 0 (µ, ν) and of P −1 (µ, ν) are obtained with a relative error of the same order as |P −1 (µ,ν)|. This requires the computation of the splitting determinant with the same relative precision. When the main parameter tends to 0, since the eigenvalues λ 1 and λ 2 tend to 1, the number of iterations (i.e., m 0 ) and the number of terms in (23), (i.e., N max ) required to compute the unstable manifold need to be chosen bigger and bigger. Moreover, in order to guarantee (49), we need to have P 0 (µ, ν) = O(P −1 (µ, ν)), i.e., (46), which requires that the local stable and the unstable manifold are close to one another and more precisely
As a conculsion, when the main parameter tends to 0, this approach becomes more and more delicate.
In what follows, we propose another approach which does not require the computation of P 0 (µ, ν), still requires a first value of ν =ν such that (46) and gives an estimation of the width with the same precision.
'Real' approach
From (43) and (44) we have
Furthermore, from the Mean Value Theorem, there exists ν − ≤ ν 2 ≤ ν + such that
Thus we get
We observe (numerically) thatΘ µ,ν does not change much with respect to ν. More precisely for all ν − ≤ ν 3 ≤ ν + , ν − ≤ ν 4 ≤ ν + and for all t ∈ I 0 ,
Thus, with (36) and (46) we have
Furthermore with (42) we have
With (38) and (39) we have
We then writẽ
and thereforẽ
We observe (numerically) that the left hand side of (64) stays away from 0 as the main parameter tends to 0, more precisely there exists v 0 > 0 such that for all µ > 0, ν 3 , ν 4 nearν and for all t ∈ I 0 ,
With (46), (61) and (64) and by choosing ν 3 and ν 4 sufficiently close to one another, we have
Therefore, with (58), (60), (65) and (66) we can write
where t 0 ∈ I 0 . Thanks to (47) we obtain the following estimation for the width of the homoclinic zone
With (49), (67) and (68) it follows that
This 'real' approach gives a good estimation of the width of the homoclinic zone with the same precision as before in (52). Moreover, it requires only the computation of P −1 (µ,ν) and that ofΘ µ,ν (t) for two different values of ν. However, we still need to find a value of ν =ν such that (46) holds.
In what follows we present another way to compute the width: in the new approach, Γ u does not need to return near Γ s as close as in (55). In this way, we will be able to compute the splitting determinant with less precision. This alternative approach consists of looking at the splitting function for complex value of t.
'Complex' approach
Now we present another way to compute the first harmonic, with less precision than in the 'real' approach case, but with less effort. Recall that formulae (5) and (6) already give the following estimate
Moreover, with (65) and (68), (71) gives us a rough estimate of |P ±1 |, i.e., we have
Take 0 << δ < ̺ and ∆ 0 = K(µ, γ − 2)e 2πδ such that K(µ, γ − 2) << ∆ 0 . Assume that we have found a value of ν = ν 0 such that
Observe that looking for such a value of ν = ν 0 requires less effort than searching forν where sup t∈I0 Θ µ,ν = O(K(µ, γ − 2)). In particular, we only need to compute the splitting function with a relative error of order sup t∈I0 Θ µ,ν0 (t). With (35), there exists s ∈ I 0 such that
, we are not able to compute precisely the first harmonic P −1 (µ, ν 0 ), with the real approach. However, instead of considering t ∈ I 0 as real, we now consider t in the complex interval [δi, δi + 1]. Recall that the Fourier coefficients of Θ µ,ν0 (t) are
Since Θ µ,ν0 is periodic and analytic in B defined in (31), we have
With (35) we have
With (34) we have
Therefore, since P 0 (µ, ν 0 ) = O(∆ 0 ), with (35) and (75), we have
and further we have
We distinguish two cases
In this case, 2̺ − δ < ̺ + 2δ and from (77) we have
Using (39) we write e 2πit Θ µ,ν0 (t) = e 
where A(t) = P −1 (µ, ν 0 ) + e 2πit P 0 (µ, ν 0 ) and with (77),
Observe that for t ∈ [iδ, iδ + 1]
In this case
But with, (78) we have
Finally from (73), (78), (79) and (80) we get
Case 2: δ ≤ ̺ 3 . In this case, from (77) we have
therefore we cannot neglect the term P 1 e 4πit from the integration in (73). Thus we write e 2iπtΘ µ,ν0 (t) = P −1 (µ, ν 0 ) + e 2πit P 0 (µ, ν 0 ) + P 1 (µ, ν 0 )e 4πit + E(t)
=Ã(t) + E(t)
where with (77)
In this case and we get
When δ > ̺/3, the estimation given in (81) requires the computation of the splitting determinantΘ µ,ν0 (t) at two different values of t only. However, when δ ≤ ̺/3, (82) requires four different values of t. The computation in the first case is faster, but since δ is bigger, we loose some precision.
From the 'complex' approach, the width of homoclinic zone is approximated by
, where ν 
'Real' versus 'Complex'
The real approach provides a good estimation of the width of the homoclinic zone. More precisely, formula (69) gives an estimation of the width with a relative error of the same order, see (70). However, this approach requires to compute the splitting determinant with the same relative error. This task becomes more and more delicate as the main parameter approaches 0. The complex approach requires less precision for the computation of the splitting determinant (and therefore can be computed much faster) as δ is chosen larger. However, the estimation of the width is obtained with less precision. In the case of the Bogdanov map, we use similar notations: b is the slave parameter and a is the main parameter. The first harmonic computed with (47) is denoted by R −1 (a,b), whereb is the analogue ofν in the case of the Quadratic map. Simlarly, C −1 (a, b 0 ) stands for the first harmonic computed with (81) or (82) where b 0 is the analogue of ν 0 in the case of the Quadratic map. For illustration, we compute the first harmonic and the width of the homoclinic zone using both approaches for the Bogdanov map (γ = 3), see Figure 2 . We easily verify that
which follows from (70) and (84). Furthermore, we also verify that Example: We consider the Bogdanov map when a ≈ 7 * 10 −5 . Using the real approach, we have log 10 (b + − b − ) ≈ −1000, see Figure 2 . With this approach, we computeΘ a,b with a relative error of order 10 −1000 , which is already a quite delicate task. However, from the complex approach, we can (for instance) choose δ in such a way that e 2πδ ≈ 10 700 , see Figure 2 . This way, for values of t ∈ [iδ, iδ + 1], we have log 10 (Θ a,b0 (t)) ≈ log(C 1 (a, b 0 )e 2πδ ) ≈ −300.
Therefore, computing C 1 (a, b 0 ) with (82) requires the computation of the splitting determinant with a relative error or order 10 −300 . Moreover, we just need to find a first value of b = b 0 such that
However, instead of having a relative error for the width of order 10 −1000 as in real approach case, we obtain an estimation of the width with a relative error of order 10 −300 .
Now that we can compute the width of the homoclinic zone, we do so forñ (several hundred) values of µ 1/4 and establish the set
In what follows, we describe how from the ansatz (8) we extract the corresponding coefficients.
Extracting the coefficients
Recall that the ansatz we shall consider takes the form (11) where the f n 's satisfy (10) . From the set H defined by (85) we construct the following matrices
j ). In the case of the Bogdanov map, the set of normalised data is defined in (18) , that is the µ 1/4 i 's above are replaced by a 1/2 .
where w = (log δ 1 , . . . , log δñ). Observe that
that is the coefficients α i 's have been constructed in such a way that the map To illustrate our techniques, Table 1 indicates the first coefficients of the interpolation (ñ ≈ 100) in the case of the Bogdanov map (left,γ = 3) and in the case of the Quadratic map (right, γ = −3). In the case of the Hénon map, replacing the ansatz (8) by (16), we obtain the coefficients indicated in Table 2 .
Redoing the above interpolation for different values of γ reveals that the first non linear terms in the expansion satisfies
in the case of the Quadratic map, and
in the case of the Bogdanov map. These equalities are verified with a large precision. More precisely, we show that (87) and (88) are verified up to the same number of correct digits as in (95) when checking the extrapolation to zero, see section 4.3 for more details.
Validation of numerical method
To test the validity of our result, we propose three tests. To begin with, we test the validity of the ansatz. In what follows the experiments are presented in the cases of the Bogdanov map and the Hénon map, but the same test can be applied in the case of the Quadratic map hereby confirming formula (14).
Extrapolability
We claim that the ansatz (8) is appropriate for an asymptotic expansion of the width if the following criterion is satisfied.
Assume a function G : (0, ε 0 ) → R, possesses the following asymptotics at 0
where {f i (x), i ∈ N} is the asymptotic sequence defined in (10) . Define
We have
where ε 1 (x) = O(x). From (90) we get log |G(x) − G {3k+3} (x)| = log |α 3k+4 | + (2k + 3) log x + log 1 + ε(x)
where ε 2 (x) = O(|x|). This implies that the quantity log |G(x) − G {3k+3} (x)| is approximatively linear in log x. This must be satified for values of x outside the data set used for interpolation. . In other words we consider the set
that consists of 3k + 4 different values and construct the corresponding set of coefficients {α i } i=0,...,3k+3 as described in section 3. We plot the set where C is a constant. In Figure 3 , the set (92) looks like a straight line with a slope ≈ 75, which indicates that the ansatz (8) satisfies the above criterion.
In the Hénon case, we interpolate the set of data (19) with the polynomial ansatz (9) and the normalised width takes the form
We test the polynomial expansion the same way we test the Dulac expansion for the Bogdanov. More precisely, writing 
is plotted (withk = 60, c = 1.69 * 10 −10 , d = 1.125 * 10 −7 ) in Figure 4 and mimics a straight line of slope ≈ 15 = 60/4, meaning that the polynomial ansatz satisfies the above criteria.
The second experiment consists of checking the stability of our interpolation when changing (randomly) the dataH.
Checking numerical stability
In this section, our interest is with the precision of our data for the normalised width of the homoclinic zone that is required in order to produce reliable results for the coefficients. The result of our test is presented in the case of the Bogdanov map, i.e., we test the asymptotic expansion (15) . In order to simulate round-off errors, we modify the data in the N -th digit by adding a random perturbation of order 10 −N to every value of the normalised width and recompute the coefficients of the asymptotic expansion using the procedure described in section 3. We repeat the experiment for several values of N . 
Extrapolation to zero
As announced in Section 2, for each family we are able to define the splitting constant associated with the 'unperturbed map', see [20] for more details. In what follows, our discussion concerns the Bogdanov family. The splitting constant is denoted by Θ(γ). Using formula (15), we have exp(A 0 (γ)) = Θ(γ).
Since we can independently compute the invariant Θ(γ) with a very high precision, we can easily check the validity of our computation for the first term of the asymptotic expansion. The value of Θ(γ) for different values ofγ. We clearly observe that the splitting constant coincides with the first term in (15) up to the first 50 digits at least.
