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  Simulating Gravitational Collapse with Arbitrary-Precision Arithmetic Daniel Santos-Oliván, Carlos F. Sopuerta Institut de Ciències de l'Espai (CSIC-IEEC),  c/ de Can Magrans s/n, 08193 Cerdanyola del Vallès, Spain. santos@ice.cat  Abstract-The collapse of smooth initial conditions into Black Holes is an important phenomenon to unlock fundamental aspects of the gravitational theory. In this paper we go closer to the formation of the apparent horizon using arbitrary-precision arithmetic (MPFR library) for examining the finer structure that forms during the collapse.  I. INTRODUCTION 
 Gravitational collapse is one of the most interesting problems in Einstein's General Relativity. In nature, stars with more than 15-20 solar masses will end their life collapsing into Black Holes (BH) once the nuclear reactions at their cores are not able anymore to compensate the gravitational pull of their own weight. In these astrophysical objects, gravity is extremely strong and they are, therefore, the perfect laboratory for testing our theories of gravitation. In the last years, observations like the gravitational wave emission GW150914 measured by LIGO [1] have shown that Black Holes are not only a mathematical artifact but a true reality that populates all the cosmos. Studying gravitational collapse is not only interesting because of their astrophysical implications. The appearance of singularities (spacetime points where relevant quantities diverge) from smooth initial conditions represent a key procedure to understand the fundamental features of the theory itself.  In order to do this, we need eliminate some realistic aspects that hide some important questions. For example, the fact that astrophysical BHs have a minimum mass is because fermionic matter present quantum effects such as the Exclusion Principle that prevent the object to collapse if the gravitational pull is not strong enough. To avoid this we use bosonic matter that can generate arbitrarily small BH as it was shown by Choptuik [2].  The formation of singularities during the evolution of our system implies that high gradients are going to be present and therefore great accuracy is needed to fully understand the problem. During the development of previous work [3,4], we noticed that some interesting structure appear during the formation of the apparent horizon (AH) of the BH. As we are going to show, this could not be fully tracked with our numerical code so, at the moment, we are  developing an improved version using the arbitrary precision library MPFR fully in parallel with OpenMP.  In this paper we are going to present the physical and numerical problem and the current status of the high-precision arithmetic solution that we are developing.  II. PHYSICAL PROBLEM 
 
In order to answer the questions raised in the introduction, we are going to consider the simplest possible scenario: a self-gravitating scalar field in a spherically symmetric flat spacetime.  The dynamics of the system is given by Einstein-Klein-Gordon system of couple non-linear partial differential equations: ܩఓఔ = 2 ൬߶;ఓ߶;ఔ െ 12 ݃ఓఔ߶;ఈ߶;ఈ൰,  ݃ఓఔ߶;ఓఔ = 0, (1) 
where ܩఓఔ is the Einstein tensor, ݃ఓఔ is the metric of the spacetime and ߶ is the scalar field. Semicolon indicates covariant derivatives and Greek letters denote the spacetime indices.  Setting a characteristic scheme similar to the one we use in Refs. [3, 4], the problem reduces to the following: we prescribe initial conditions in an ingoing null slice (ݎ, ݄(ݎ)) at a null-timeݑ଴ where ݎ is the radial coordinate and ݄ =݀(ݎ ߶) ݀⁄  is the field variable. The rest of the information on the slice can compute as direct integrals of (ݎ(ݑ), ݄(ݑ, ݎ)):   
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Once this is computed, we can evolve our variables to the next time using the system of ordinary differential equations (ODE): 
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2ݎ (݃ െ ݃̅) (5) 
The first equation if (5) tells us that the points of our grid evolve towards the central region where points will focus in the region where the AH is forming. This feature of our coordinate system is very useful because allows us to have the precision we need without thinking on Adapting Mesh Refinement methods. In Fig.2 we plot the function: ܣ =
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݃̅ ݃⁄  that gives an idea of the curvature induced in the spacetime by the collapsing scalar field and that takes a zero  
value when the AH is formed. 
Fig. 1.  .  Plots of the function A, which monitors the formation of an 
apparent horizon (AH) for  ܣ → 0. The three plots on the left are zoom-in 
areas of the region indicated by the red circles in the previous one. A 
repeated structure at different scales appears when we approach the 
formation of the AH.   When we approach this point, we observed a repeated structure of minima at different scales, each of them closer to AH formation in an exponential way. The last minima observed in the case that we present here is around 10ିଵ଴. We can guess that new minima appears at a scale below  10ିଵ , but at this scale our numerical noise starts to pile up making impossible to distinguish whether this is the case. At this point we need to go beyond double precision.  III. ARBITRARY-PRECISION ARITHMETIC 
 The basic numerical ingredients for evolving the system we are interested are the integrals defined in Eqs. (2-4) and (5) that determine the evolution of the system. The main bottleneck in computational time and precision are the 
integrals. We use arbitrary precision arithmetic with the library MPFR to decrease the numerical error of our simulations using OpenMP for computing the radial integral in blocks. In the MPFR library, one can choose the number of bits of precision. In Fig. 2 we plot the error of a test integral computed with a finite-difference fourth-order scheme for different bit precision. We observe how the error decreases as the expected fourth-order until it reaches round-off error, of course different for the chosen precision.  
 
We can also see that we can improve almost ten orders of magnitude going from double (64-bit) to 100-bit precision.  
This is true for this test case and one can expect that for a complete evolution the numerical error is going to be higher  
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