Abstract: In specifying a regression equation, we need to specify which regressors to include, but also how these regressors are measured. This gives rise to two levels of uncertainty: concepts (level 1) and measurements within each concept (level 2).
I. Introduction
In applied econometrics, when estimating a regression equation, one has to decide which concepts (say inflation) to include in the regression: the 'specification' problem. In addition, one has to decide which measurements of these concepts to use (for example, CPI-based or PPI-based inflation): the 'measurement' problem. The measurement problem is common in practice because most economic variables can be measured in various ways. Climate, for example, as a potential determinant of growth, can be measured by the fraction of a country lying in the tropics, the area of a country lying in the tropics, or absolute latitude. Another example is the concept of market concentration, typically thought of as a factor that affects the financial stability of individual firms, which can be measured by the Herfindahl-Hirschman index but also by the market share of, say, the four largest firms.
The measurement problem raises at least three issues. First, different choices of measurements produce different estimates for the same concept, leading to ambiguity in explanation and policy implications. Second, multiple measurements typically cause multicollinearity if they are included in one regression model, so that the estimates for individual measurements lack precision, and statistical inference on a concept based on these estimates can therefore be misleading. Third, including multiple measurements in one model can also cause a problem of dimensionality when the number of explanatory variables is close to or even exceeds the number of observations.
The current paper addresses the measurement problem by introducing hierarchical (two-level) model averaging, where we perform model averaging over concepts and measurements. From here on we shall denote concepts as groups, and measurements as variables. We propose a method called hierarchical weighted least squares 3 (HWALS), a generalization of weighted average least squares (WALS) developed in Magnus et al. (2010) . In hierarchical model averaging we introduce prior probabilities for the variables in each group, and treat the regression parameters as hierarchical random variables. We are uncertain about the error term, about which groups to select, and about which variables to select. All three levels of uncertainty are explicitly taken into account in hierarchical WALS estimation.
The HWALS procedure has several advantages. It provides an estimate and standard deviation for each group, which facilitates statistical inference and enables us to analyze the effect of each group; it combines model selection and estimation and thus avoids the problems associated with pretesting (see Danilov and Magnus (2004) for a discussion and review of these problems); it allows researchers to assign various types of priors depending on the strength of their information and beliefs; it limits the extent of multicollinearity and dimensionality problems because it only considers models with one variable in each group; and its computational burden is very light, especially compared to standard Bayesian model averaging (BMA) and Bayesian averaging of classical estimates (BACE).
In the empirical growth literature the three types of uncertainty are especially important, because there is little consensus in this literature on which regressors to include, and, even if there is agreement on a regressor (group), there is still disagreement on which measurement (variable) of that regressor to use. In addition, the number of variables in growth empirics is large and may even exceed the number of observations. For example, Durlauf et al. (2005) listed 145 candidate variables, while the number of countries is typically less in cross-country growth studies. Our paper employs HWALS to re-investigate the effects of various growth determinants.
We mainly compare our estimates with those of Sala-i-Martin et al. (2004) and with the WALS estimates of Magnus et al. (2010) . Our hierarchical model averaging estimates produce more intuitive signs and they are more robust. This is the benefit we gain from not ignoring the measurement problem, so that correlated variables within one group are not all included in the regression. Our empirical results also provide several new insights. For example, we find -in contrast to the current literature -that education and relative government size (government's economic activities) are not robust, because some of the variables in these groups have poor explanatory power in the growth regressions.
The paper is organized as follows. A literature review is provided in Section II.
In Section III we present the hierarchical estimation strategy. Section IV describes the data, grouping, and scaling. We apply our estimation strategy to the data in Section V and discuss the results. Next we address the potential problem that the number of variables is too large to apply the HWALS technique directly. In that case, approximations are required and these are discussed in Section VI. Section VII concludes. In our supplementary document (Magnus and Wang, 2014) we present extensions and more detailed analyses.
II. A brief review of the literature
The measurement problem is not new -it was mentioned, inter alia, in Brock et al. (2003) in the context of growth empirics. A popular method to deal with it is 'extreme bounds analysis' (Leamer and Leonard, 1983; Leamer, 1985) , but this method has the disadvantage (in contrast to HWALS) that it produces various estimates for each concept. Another conventional method, called 'pretesting', is to try many different concepts and select the most appealing combination. There are many problems with this procedure (Danilov and Magnus, 2004) caused by the fact that model selection and estimation are completely separated, so that uncertainty in the model selection is ignored when reporting properties of the estimates. In contrast to pretesting, HWALS combines model selection and estimation in one procedure.
One may also employ a factor-augmented regression model. Here we must decide on the number of factors (pretest problem), and when more than one factor is used the explanation of a concept becomes more difficult. A possible solution to both problems is to extract just one factor from each group, but then we would use only a small portion of the information in the data.
Since Raftery et al. (1997) A recent study by Durlauf et al. (2008b) investigated the robustness of growth theories using Bayesian model averaging with a dilution prior. This is related to what we do, although the growth theories and their empirical proxies studied in Durlauf et al. (2008b) differ in an essential way from our 'concepts' and 'measurements'.
Multiple empirical proxies capture different aspects of a growth theory, and each aspect itself is a concept. For example, Durlauf et al. (2008b) considered two proxies for the geography theory, namely the fraction of tropical/subtropical land area and the fraction of land near navigable water. These two proxies indeed measure two effects of geography on growth: climate and physical accessibility (two concepts), 6 and for each concept they only have one measurement. The two proxies of the geography theory are not alternative measurements for the same concept (the correlation is only around 0.14), and this is where their paper differs from ours. In our case, standard BMA cannot be applied, primarily because we do not allow our model space to contain models with multiple measurements within one group. The use of a dilution prior (George, 2010) captures the dilution property resulting from multicollinear variables, but it does not address the fact that multiple measurements of a concept are included in one model, leading to misleading Bayesian model averaging estimates (due to misleading likelihoods and estimates obtained from models containing multicollinear variables in the same group). By shrinking the model space, our HWALS procedure addresses this problem and also reduces the computational burden. HWALS thus also differs from the hierarchical dilution prior used in Durlauf et al. (2012) who worked with the whole model space.
Our approach is also related to the jointness statistic proposed in Doppelhofer and Weeks (2009) , which measures the dependence between explanatory variables.
The jointness measure is the posterior probability that two or more variables appear in the same model. Multiple measurements of a concept are correlated with each other and are likely, but not certain, to have strong negative jointness. Conversely, variables that have negative jointness do not necessarily measure the same concept.
Like other Bayesian approaches, the jointness measure computed from the posterior probability is also affected by the multicollinearity of variables in the same group.
Our work is in the same spirit as the hierarchical structure studied by Brock et al. (2003) and the heredity prior proposed by Chipman (1996) . Brock et al. (2003) employed a tree structure to construct prior probabilities, while Chipman (1996) considered priors for group predictors and for competing predictors. Our hierarchical 7 averaging method resembles these two approaches, especially since all three methods average over a subset of models. But our method differs from the two approaches in at least four aspects. First, unlike Brock et al. (2003) who assigned equal and independent weights to each growth theory in a tree structure, HWALS allows for inequality and dependence between the various theories. Second, compared with the heredity prior, the method of restricting the model space is much simpler in HWALS (groups and variables). Third, our procedure allows us to assign various types of priors to measurements (imprecise priors, data-dependent priors) depending on the strength of the researcher's beliefs. Finally, HWALS provides an explicit form of the first two unconditional moments.
III. Hierarchical weighted average least squares Groups and variables
We write the linear regression model as
where we note two deviations from standard notation. First we write X * and β * rather than X and β, because the regressors are considered to be 'groups', for example education or inflation. These are groups (concepts) rather than precisely defined variables. There are many measures of education and of inflation that the researcher could use. These measurements of the same concept in one group are our 'variables'.
Second, we distinguish between focus regressors (labeled 1) and auxiliary regressors (labeled 2). Focus regressors are in the model irrespective of any preliminary test or diagnostic. These include the variables of specific interest and the variables that 8 economic knowledge dictates to be in the model. Auxiliary regressors, on the other hand, may or may not be in the model, depending on prior knowledge and diagnostics.
We write the columns of the (group) regressors as
and the components of the (group) parameter vectors as
. . .
The distinction between groups and variables is important. The l 1 -th focus group
contains m 1,l 1 variables, and the l 2 -th auxiliary group x * 2,l 2 contains m 2,l 2 variables. Groups may contain only one variable. While the variables themselves are considered deterministic, a group is random (if there are at least two variables in the group) because the choice between the variables or the weighting scheme depends on the data (and on priors).
We attach prior probabilities to the variables based on our confidence. Thus,
where i = 1, . . . , m 1,l 1 and j = 1, . . . , m 2,l 2 , under the constraints
Given specific variables x i 1,l 1 and x j 2,l 2 in each group, we construct the design matrices
and the parameter vectors
where (i) = (i 1 , . . . , i k 1 ) and (j) = (j 1 , . . . , j k 2 ). The resulting model can then be written as
where we emphasize again that each model includes precisely one variable from each group.
A three-step procedure
Under the assumption that the prior distributions on separate groups are independent, the prior probability attached to a specific choice of variables (i) and (j) is given by
The validity of the independence assumption embodied in (9) depends on how the groups are set up, and it is therefore important to investigate the sensitivity of the results to different groupings. We consider this issue in Section V. This is the first step.
For given (i) and (j) we estimate (8) The version of WALS employed here is described in Magnus et al. (2010) , and the estimates are made scale-independent using the weighting scheme proposed in
De Luca and Magnus (2011) . The prior chosen is Laplace, although robust versions now exist (Kumar and Magnus, 2013) . The WALS procedure was recently reviewed in Magnus and De Luca (2014) , where the reader can find elaborate discussions of the advantages and disadvantages of this model averaging procedure.
We thus obtain the posterior mean (the WALS estimates),
and the posterior variance matrix V (i,j) . This is the second step.
These posterior moments are, of course, still conditional on the choice of variables, that is, on (i) and (j). In the third and final step we obtain the unconditional posterior moments b and V from
and
The variance V in the posterior distribution thus fully represents the three sources of uncertainty associated with the hierarchical procedure: uncertainty represented by the error term given the specification of the model; uncertainty about which auxiliary groups to include; and uncertainty about which variables to include in each group (the more different variables in a group, the larger V ). The estimator b is the hierarchical WALS (HWALS) estimator, and V is taken to be its variance.
The HWALS estimator b cannot be interpreted as the usual marginal effect, since it corresponds to a group (concept) rather than to a variable (measurement). Since all variables are normalized to the same scale (see Section IV), the estimated coefficient of the i-th variable in a group is the normalized marginal effect, taking into account possible inclusion of other auxiliary variables. Due to the normalization, such effects are comparable not only within concepts but also between concepts.
The averaged estimator (over the variables) of a group coefficient can thus be interpreted as the average effect of the group. Like other model averaging estimators the HWALS estimator belongs to the class of biased estimators, and hence t-ratios do not have their usual interpretations. One limitation of HWALS is that standard statistical tests of coefficients are not possible in HWALS since the distribution of WALS estimates is not known.
Choice of π
The prior probabilities π should be specified, and the question is how. The specification of π should depend on the strength of the researcher's prior information and beliefs on the 'quality' of the variables. We distinguish between four cases.
In the first case, the researcher has no prior information at all. In each group the quality of one variable is 'independent' of the quality of another, and equally good, so we assign equal weights within each group, that is,
This is our default. Discrete uniform priors (over models) in a Bayesian model averaging framework were recently criticized by George (2010) , especially in the presence of highly correlated regressors. He suggested the use of dilution priors in order to prevent the probability of a set of 'similar' models increasing when more similar variables are introduced. While this is a good idea, our case is different, because our prior probabilities are assigned to variables rather than the models, and thus the probabilities are not diluted by highly correlated variables.
In the second case, the researcher has no prior information but hopes to update the prior using the observed data. We propose to use data-dependent priors. We write X * 1 = (X 11 : X * 12 ), where X 11 contains the focus regressors for which only one variable is available, and X * 12 contains the focus regressors for which at least two variables are available. For each group l in X * 12 we estimate
from which we calculate the likelihood L(x 
.
13
A larger weight is thus assigned to the variable with more explanatory power (larger likelihood). Equation (13) is misspecified, because we ignore X * 12 (except one variable x i 1,l ) and all auxiliary regressors in X * 2 . However, the effect of the misspecification onπ is partially 'divided out' and thus expected to be small. We confirmed this expectation by randomly including some additional controls in the regressions; see Magnus and Wang (2014) for details.
Two subcases are of interest. In case 2(a) (one-step updating) we update the priors for the auxiliary variables in the same way, based on the equation
In case 2(b) (two-step updating) we update the priors for the auxiliary variables based on the extended equation
where all focus groups are used, not only the groups with one variable (X 11 ), but also the groups with two or more variables. For the latter we select the variable with the highest posterior probabilityπ i 1,l . The third case occurs when we have unequal prior information about the variables, and the exact values of prior probabilities are also known.
In the fourth case we can rank the prior probabilities within one group without knowing their precise values. Here we use 'imprecise probability' as our prior,
This generalization of precise (point-valued) probability satisfies all principles of probability theory (Walley and Fine, 1982; Weichselberger, 2000) , and allows us to model the uncertainty of subjective prior probabilities. The resulting estimates b and V are then also interval-valued.
IV. Data, grouping, and scaling
We reexamine growth determinants using the proposed hierarchical method of Section III. There is a large literature on explaining cross-country growth differences, but this literature has not led to a consensus on which determinants to include and which measure of each determinant to use. These issues are well exposed in Brock To this list we have added seven variables from Sala-i-Martin (1997): six variables in education and one variable in relative government size. These are indicated with an asterisk ( * ) in Table 1 . This makes a total of 74 variables (25 groups) plus the constant term. We use 72 (rather than 88) countries, the maximum possible number if we wish to obtain a 'balanced' data set with an equal number of observations for all regressors. Since we have more variables than observations we cannot estimate the whole set. Grouping will therefore be especially helpful here. The issue of having more variables than observations has recently received new attention in the literature; see Huang et al. (2010) and Jensen and Würtz (2012) for alternative approaches.
TABLES 1 and 2
The regressors are listed and grouped in Tables 1 and 2 . The 74 variables are organized in 25 groups. The grouping is based on Durlauf et al. (2005) with two deviations: we split the 'geography' group in two ('tropics effect' and 'geography excluding tropics effect'), and we also split the 'government' group in two ('relative government size' and 'defense'). The reason is that within the new groups 'tropics effect' and 'relative government size' the same concept is measured, while the remaining items are of a different nature.
We distinguish between two types of groups. A group of type I (Table 1) contains variables providing alternative measurements of one concept. For example, the extent of democracy in a country (the concept) can be measured in several ways, and we allow two measurements (political rights and civil liberties). An important growth determinant is education (the concept), which attempts to capture human capital accumulation. Since the output of human capital investment is difficult to measure, one typically resorts to input variables, such as the enrollment rate, school years, or the share of public education spending. These input variables serve as different (but typically highly correlated) measurements for the same concept. We want to use only one measurement, but we do not know which one. Our theory of Section III applies to this type, that is, to groups (1)-(12) in Table 1 .
In contrast, a group of type II (Table 2) contains variables measuring different aspects of one concept. For example, the group 'regional effect' contains seven dummy variables, each indicating whether a country belongs to some particular (colonial)
region. These variables all measure a regional effect, but a different aspect of it, and these aspects are not highly correlated or easily aggregated. Our hierarchical theory does not apply to groups (13)- (20) Grouping of variables can be ambiguous. While the grouping in Tables 1 and 2 based on Durlauf et al. (2005) is plausible, there is no complete agreement in the growth literature on how to group the large number of growth proxies. For example, one may argue that the enrollment rates and attainment levels in the education group may have different effects on growth, because the former relate to the flow of education (Mankiw et al., 1992) whereas the latter refer to stocks. We address such problems in Section V.
Before we apply the hierarchical WALS procedure, we scale all variables, that is, we scale (and center) each variable x by replacing it with (x − mean(x)) /std(x), so that the resulting transformed variable has zero mean and unit variance. In standard (non-hierarchical) WALS the centering has no effect (other than on the constant term), but the scaling does. The latter effect can be removed by scaling the matrix
such that all its diagonal elements equal one (De Luca and Magnus, 2011) . In hierarchical WALS the preliminary scaling is important because it makes the magnitudes of the estimated parameters within one group comparable.
In addition to scaling the variables, we may also wish to change the sign of some variables, so that variables within one group are positively correlated. For example, in the 'health' group we change the definition of malaria prevalence to malaria non-prevalence, so that both variables in this group now measure the same thing rather than opposite things. The five variables that have been re-signed are the fraction of the population over 65, the socialism dummy, malaria prevalence, civil liberties, and absolute latitude. The within-group correlations are presented in Magnus and Wang (2014 , Table 1 ).
V. Growth empirics
There is not much consensus in the empirical growth literature on which growth determinants are salient and robust among a large set of growth theories. Most papers report insignificant coefficients for most determinants. One reason is that
growth theories are open-ended (Brock and Durlauf, 2001) , another that the same concept can be measured by (sometimes many) different empirical proxies. In this paper we concentrate on the second aspect. Different choices of measurement may result in very different estimates. If we include all or many measurements of the same concept in one regression, then the t-ratios will be misleading due to multicollinearity.
Our theory allows us to treat the 74 (plus the constant) different measurements (variables) as elements of only 25 (plus the constant) concepts (groups).
A few words are in order to explain why some groups are chosen to be focus and some to be auxiliary. We discuss two variants. In Tables 3 and 4 we present the results for HWALS-F8 using uniform priors and data-dependent priors, and compare them with WALS-F8. The sensitivity of the results to using other priors is studied in Magnus and Wang (2014) , where we also present the results for HWALS-F1. We find that the effects of proximate determinants on economic growth are robust to the choice of prior probability, except for the education group. The indirect effect (effect on other groups) of a different choice of prior probability is small, but the direct effect (effect on the group itself) varies across groups. In general, the choice of priors is not a serious issue for the estimation of the standard deviations in our growth empirics.
The WALS-F8 estimates are based on the 67 variables in Sala-i-Martin et al. their precision is misleading as pointed out in Magnus et al. (2010) . Therefore, we compare with the unconditional BACE moments according to Equations (8) and (14) in Sala-i-Martin et al. (2004) . The full set of unconditional BACE estimates is available in Magnus and Wang (2014) . (Barro and Lee, 1993) . The variation between different measurements and the insignificance of most measurements lead to an insignificant estimate of the education group. Therefore, the education effect on growth appears to be inconclusive, in line with current literature.
Sign comparisons
Comparing HWALS to BACE, we find three type I groups that are partially 
Precision comparisons
Next we compare the t-ratios produced by HWALS-F8, WALS, and BACE (unconditional moments). The WALS and BACE t-ratios are largely similar. HWALS is generally more precise than WALS and BACE, especially for those groups/variables that are typically thought of as robust determinants. For the auxiliary groups, most estimates of type I and type II growth determinants produced by HWALS are more precisely estimated than in WALS and BACE (for example, demographic characteristics, inflation, and the scale effect).
Explanatory power
Particularly relevant is the contribution of various growth theories in explaining differences in cross-country growth rates. Since all variables are converted to the same scale, the estimates capture the explanatory power of each theory.
We 
Data-dependent priors
The last column in Tables 3 and 4 We compare the HWALS-F8 results after updating the priors with the equal probability default. There is a big difference between focus and auxiliary groups.
In the focus groups (especially education), the effects are generally different and stronger when the priors are updated than in the equal probability case. In the auxiliary groups (such as democracy), the estimates and standard deviations when updating the priors are mostly in line with those using equal probabilities.
As discussed above, this is because the variables in most auxiliary groups are almost equally important, so that their updated prior probabilities are close. The variables in these groups are highly correlated, and hence including all variables in one regression leads to very unprecise estimates for some or all of the variables. Thinking in 25 terms of groups rather than in terms of variables thus provides new insights.
Effect of different groupings
Our empirical results are based on the grouping in Tables 1 and 2 . These groupings can of course be questioned and we briefly discuss the effect of alternative groupings.
More detailed results are presented in our supplementary document (Magnus and Wang, 2014) .
Initial state. In the 'initial state' group we separate the two variables GDP per capita in 1960 and the initial size of the economy, motivated by the neoclassical growth model where initial GDP per capita has a structural role and thus should always be included (Mankiw et al., 1992) . We thus treat GDP per capita in 1960 as a focus variable and the initial size of the economy as auxiliary. Since the initial level of income is now always included, the estimated coefficients should be interpreted as the effects of determinants of the height of the steady-state growth path, rather than as the effects of long-run growth determinants. The new grouping leads to an estimated coefficient of the initial level of income (b = −0.0098), which is much larger in absolute value and has a smaller variance (V = 0.0053), making initial income an important determinant and providing strong evidence of convergence. Results of other focus groups and most auxiliary groups are not greatly affected.
Education. Education is a difficult concept to measure and our grouping can be easily criticized. We discuss four alternative groupings:
(i) Separate public education spending from the education group;
(ii) Assign public education spending to the relative government size group; (iii) Distinguish between education flows and stocks by separating enrollment rates, attainment levels, and public education spending in three groups; and (iv) Distinguish between lower and higher education level by separating primary and secondary education, higher education, and public education spending in three groups.
The results confirm the large variation of education variables as well as their distinct effects on growth. Growth is only weakly related to various aspects of education (flows versus stocks, lower versus higher level), with the exception of primary schooling.
Tropics effect. Separating latitude from tropic effect group hardly affects the results.
VI. Approximations for large k
To compute the HWALS estimates we need many runs of the WALS algorithm. Each run requires model averaging over k 2 = 41 (HWALS-F1) or k 2 = 34 (HWALS-F8) auxiliary variables. In the case of BMA this would take much computing time (of the order 2 k 2 ), but in WALS much less (of the order k 2 ). This is one (but not the only one) advantage of WALS over BMA. Even so, in our application of the HWALS procedure, we have to repeat this algorithm 2 9 × 3 × 5 × 9 = 69120 times. This would be impossible with BMA or BACE, but it is still feasible in WALS, and the estimates reported in Tables 3 and 4 are based on exact computations.
If the number of groups and variables increases further, then estimating all combinations (i, j) becomes computationally too time-consuming, especially if we also want to perform simulations and sensitivity analyses. In such cases we have to resort to approximations. In this section we propose and compare several approximating algorithms. There are two aspects to the approximation: selecting the subset of regressions (Equation (8)) from all combinations and obtaining the corresponding WALS estimates for each regression; and assigning estimates to the non-sampled regressions based on the estimates of the sampled regressions. We shall discuss each aspect in turn.
Subset selection
Two types of subset selection are considered: non-probability sampling and probability sampling. The non-probability method chooses the combinations deterministically. We sample those combinations whose prior probabilities (weights) are larger than a predetermined critical value π * , because these are the combinations composed of relatively 'important' variables in each group. We obtain WALS estimates for these combinations. The 'precision' of the approximation is controlled by
representing the sum of the prior probabilities of the exact estimates used in the approximated HWALS computation. We use two stopping rules. First, we reduce π * until the precision α satisfies a required level α * . Second, to bound computation time, we restrict the number of samples S by an upper bound S * . Hence, we require α > α * and S < S * .
In contrast, the probability method uses the prior probabilities as weights and draws randomly (without replacement) based on these weights. Each combination can now be selected, but combinations with a high weight will have a higher selection probability than combinations with a low weight. The only requirement is S < S * .
Approximating the non-sampled estimates
We consider two methods to approximate the non-sampled estimates from the sampled ones, first using neighboring estimates, then using a normalization of the probability. The first method is based on 'neighboring' estimates. For a given combination C, its 'neighbors' consist of those combinations containing at least one group represented by a variable that is also present in C. The approximation averages the neighboring estimates. Neighboring estimates are good approximations because changing the measurement of a group has a much smaller impact on estimates of other groups (indirect effect) than it does on the group itself (direct effect).
In the second method we normalize the probability of the sampled combinations, so that the sum of these probabilities equals 1, that is,
where C is the set of sampled combinations. From Equation (16) we see that estimates of more important samples contribute more to the approximations. The second method thus uses not only closely related information (neighboring estimates), but also less related information (non-neighboring estimates). It is not a priori clear whether this is good or bad, and we shall investigate the issue below.
Comparison of the methods
We now have four methods for the approximation procedure, as follows:
Approximating method Sampling method Ave. neighbor Norm. probability
Non-probability Method 1 Method 2
Probability Method 3 Method 4
We compare the four methods from two aspects: approximation accuracy and computation time. For approximation accuracy our criterion is the average absolute deviation from the estimates obtained from the whole sample. Comparing different approximating techniques, we find that Method 2 has higher approximation accuracy and needs less computation time than Method 1; and similarly that Method 4 has higher approximation accuracy and needs less computation time than Method 3. Apparently the normalization method strictly dominates the method using neighboring estimates, and this domination is especially strong when the number of samples is small. Next, when we compare different sampling techniques, we see that no method strictly dominates another. When the number of samples is small, Method 4 is more accurate than Method 2, but it is less accurate when the number of samples is large, thus reflecting the trade-off between using the more important estimates and a wider range of estimates.
The computation time is roughly proportional to the number of samples, so that computation time can be predicted for each method. In fact, the ratio The computation time is higher for probability sampling than for non-probability sampling, because randomness is time-consuming.
In summary, Methods 2 and 4 dominate Methods 1 and 3. When the number of samples is relatively small, Method 4 is preferred, but when the number of samples is relatively large, then Method 2 is preferred.
VII. Conclusions
Applied researchers frequently encounter the situation where there is more than one measurement (variable) for a concept (group). To include all variables of the group in the regression is not satisfactory, because of multicollinearity. To choose between variables based on diagnostics leads to pretesting problems. A satisfactory solution can be obtained through two-level (hierarchical) Bayesian model averaging,
where we question which groups should be in the model (level 1) and also which variables should be in each group (level 2). Our proposed method (HWALS) is an attempt to obtain estimates and standard deviations that fully reflect three sources of The idea of hierarchical averaging can also be applied to other situations involving more than one level of uncertainty, such as model uncertainty with occasional structural breaks. Notes: A star (*) indicates that the variable is not in the Magnus et al. (2010) data set, so that no estimate for WALS-F8 is provided.
