The ultimate goal of biological superresolution fluorescence microscopy is to provide three-1 dimensional resolution at the size scale of a fluorescent marker. Here, we show that, by 2 localizing individual switchable fluorophores with a probing doughnut-shaped excitation 3 beam, MINFLUX nanoscopy provides 1-3 nanometer resolution in fixed and living cells. This 4 progress has been facilitated by approaching each fluorophore iteratively with the probing 5 doughnut minimum, making the resolution essentially uniform and isotropic over scalable 6 fields of view. MINFLUX imaging of nuclear pore complexes of a mammalian cell shows that 7 this true nanometer scale resolution is obtained in three dimensions and in two color 8 channels. Relying on fewer detected photons than popular camera-based localization, 9 MINFLUX nanoscopy is poised to open a new chapter in the imaging of protein complexes 10 and distributions in fixed and living cells. 11
Concomitantly, it serves as a reference coordinate for the unknown position of the fluorophore in 20 the sample, because the closer the minimum is to the fluorophore, the weaker is the emitted 21 fluorescence per unit excitation power. If the excitation zero and the fluorophore coincided in space, 22 no emission would occur. Yet the emitter's position would be known in that case, since it must 23 coincide with the well-controlled position of the zero. For the same reason, the smaller the 24 mismatch between the two coordinates is, the fewer emitted photons are required to measure the 25 emitter's position. Hence, approaching a fluorophore with a position-probing excitation minimum 26 shifts the burden of requiring many photons for localization from the feeble fluorescence to the 27 inherently bright beam of molecular excitation, giving MINFLUX a fundamental edge over popular 28 camera-based localization. 29
While the resolution and speed advantage of MINFLUX nanoscopy have been well documented 5, 7 , 30 here we demonstrate that it also allows for three-dimensional (3D) imaging and simultaneous two-31 color registration, which are critically important for most life science applications. Moreover, we 32
show that, in conjunction with photoactivatable fluorescent proteins, MINFLUX uniquely affords true 33 nanometer resolution in living cells. The first realization of MINFLUX utilized static distances of the 34 intensity zero to the fluorophore, which limited the imaged field to sub-100 nm extents 5 . In this 35 work, we dynamically zoom-in on each fluorophore position, which not only renders the localizations 36 essentially uniform and isotropic, but also facilitates the recording of extended areas and volumes. 37
Results

38
Basics on iterative fluorophore targeting with a local excitation minimum 39 The power of zooming-in on each fluorophore is readily illustrated for a fluorophore located at M , 40 within the interval 0 < M < 1 of size = | 1 − 0 |. When probing with an intensity zero that is 41 flanked by a quadratic intensity profile, it is sufficient to measure the number of fluorescence 42 photons ( 0 ) and ( 1 ) with the zero placed at the interval endpoints 5 . With ( 0 ) and ( 1 ) 43 following Poissonian statistics, the minimum standard deviation of the localization, i.e. the Cramer-44
Rao bound (CRB) within the region , is given by ≥ 4√ , with = ( 0 ) + ( 1 ). Contrasting the 45 linear dependence on the interval size with the inverse square-root dependence on the number of 46 detected photons shows that reducing , i.e. zooming-in on the molecule, outperforms the wait 47 for more photons. 48
This also becomes evident when approaching M in successive steps with stepwise reduced , such 49 that is chosen to match three times −1 , i.e. the uncertainty of the previous step. Thus, after 50 iterations we obtain a total of t = • detected photons and a CRB of 51 ≥ 4√ = 3 • −1 4√ = 3 • −1 (4√ ) 2 = ⋯ = 3 −1 (4√ ) 1 ∝ /2 1 transition for the separation of neighboring emitters 6 . We transiently activated a single fluorophore 69 within the ~400 nm diameter activation region, localized it by MINFLUX and finally ensured that it 70 went back to a lasting off-state. The same procedure was applied to the next fluorophore until a 71 representative number of molecules was registered. For each localization, we targeted the zero to a 72 set of coordinates around the anticipated fluorophore position, referred to as the targeted 73 coordinate pattern (TCP). Forming a circle in the focal plane, the diameter of the TCP is a measure 74 of how well the TCP is zoomed-in on the molecule (Fig. 1b ). In the first iteration, the beam was 75 focused regularly, while in the succeeding steps it was modulated to form a 2D-or a 3D-doughnut, 76 depending on whether we localized the fluorophore just in the focal plane ( , ) or in the sample 77 volume ( , , ). In each iteration, we calculated the newly anticipated fluorophore position based on 78 collecting a defined number of photons in the fluorescence traces ( Fig. 1c ) produced at each of the 79 targeted coordinates. The four-point TCP used for 2D-localization rendered the position estimator 80 simple and unambiguous 5 . In the next iteration, the TCP was centered on the new position and the 81 diameter decreased according to the new precision estimate, thus bringing the zeros closer to the 82 molecule. To compensate for the associated reduction in excitation intensity and to maintain the 83 fluorescence flux, we increased the excitation power in each step. The smallest in the last iteration 84 step, meaning how well we could zoom-in on the fluorophore in practice, was determined by the 85 concomitantly decreasing signal-to-background ratio. 86 
104
We first simulated the procedure by randomly generating multinomial photon counts for different 105 molecule positions, applying four iteration steps, and zero background (see Simulations and 106 optimization of iterative strategy). On average, our iteration procedure ( Fig. 1b ) achieved a 107 localization precision of 1D~1 nm with only t =600 photons ( Fig. 1e ). In contrast to static (non-108 iterative) MINFLUX localization 5 , the precision obtained here was largely isotropic and independent 109 of the emitter position within the activation area ( Fig. 1e ). In our simulation, we selected different 110 photon numbers in each step according to the required precision, with the last step featuring the 111 largest photon number. The precision still largely followed the anticipated 1 t 2 ⁄ behavior. Starting 112 with a lower photon efficiency, our iterative MINFLUX scheme surpassed the quantum CRB (QCRB) 8 113 of lateral precision for camera-based localization with t~3 30 photons ( Fig. 1f ). 114
For imaging, we defined a state machine on a field-programmable gate array (FPGA) board that 115 recognized single activated fluorophores and localized them iteratively (see Experiment control 116 software). Individual emitters were identified by segmenting their emission trace and their position 117 was obtained by maximum-likelihood estimation (see Data analysis). First, we imaged Nup96, a 118 protein of the nuclear pore complex (NPC), labelled with the organic fluorophore Alexa Fluor 647 119 using SNAP-tag in fixed mammalian (U-2 OS) cells 9 ( Fig. 2a , see U-2 OS NUP96-SNAP/mMaple). 120
Images of several micrometers in size were acquired using MINFLUX with five iteration steps 121
( 1 =100, 2 =100, 3 =150, 4 =300, 5~2 000 and 1,flat =300 nm, 2,flat =300 nm, 3,vortex =150 nm, 122 4,vortex =100 nm, 5,vortex =50 nm). Based on these parameters and the background, we expected a 123 localization precision below 1 nm in standard deviation. The overall fluorescence rate of typically 124 ~50 kHz allowed a complete localization within ~40 ms. To ensure a single active fluorophore per 125 activation area, 0.5-5 µW of UV light was applied in pulses of 5 ms until a fluorescent molecule 126 appeared. After activation and registration of a single Alexa Fluor 647 molecule, the iterative scheme 127 took around 10 ms to reach the final iteration. The photon traces and the TCP re-adjustment were 128 constantly monitored during recording. Altogether, the acquisition of a single NPC required about 1-129 2 minutes. Our experiments demonstrated that iterative MINFLUX clearly resolved the eightfold 130 symmetry of Nup96 in single NPCs ( Fig. 2a ), distributed along a ring of 107 nm in diameter 9, 10 . In 131 fact, the localizations typically formed eight clusters of roughly 2-4 localization subclusters, 132 displayed as the sum of Gaussian distributions, one for each localization (see Image rendering), 133 revealing, most likely, individual Nup96 proteins through their individual fluorescent markers. This 134 molecular scale resolution is obtained in various images of the nuclear envelope, demonstrating that 135 iterative MINFLUX nanoscopy can accommodate fields of any size and shape, just like any other 136 scanning confocal microscope. 137
To provide quantitative resolution measures, we applied three different criteria ( Fig. 2b-d 
, see 138
Performance metrics). First, we calculated the standard deviation for four and more localizations 139 per fluorophore, where each localization utilized ~2000 photons of the last iteration, extracted from 140 over 300 single fluorophore events. The resulting distribution of featured a median of ~1 nm ( Fig.  141 2b). Another resolution assessment was gained by subtracting the mean localized position of an 142 emission train from all of its single localizations ( Fig. 2c ). Assuming a Gaussian distribution, we 143 obtained a precision error 1D =0.9 nm. In the third approach, we calculated the Fourier ring 144 correlation (FRC) curve 11, 12 of the localization data ( Fig. 2d ), which better captures the influence of 145 setup instabilities on the effective resolution. The threshold value of 1/7 gave Δ FRC~3 nm as a 146 resolution estimate. Simulating localizations at the expected Nup96 positions with a fixed 147 localization standard deviation revealed that this experimental FRC resolution Δ FRC corresponds to a 148 localization precision of roughly 1 nm. To represent the obtained precision in an actual image, we 149 displayed individual localizations with covariance ellipses of 3 for each emission ( Fig. 2e ). 150 Since Alexa Fluor 647 imposes a number of restrictions on the sample preparation, most notably 163 incompatibility with living cells, we next demonstrated that MINFLUX nanoscopy is viable with 164 photoactivatable fluorescent proteins. We resolved the eightfold symmetry of Nup96 tagged with 165 the photo-convertible protein mMaple (see U-2 OS Nup96-SNAP/mMaple and Tab. S1) in both fixed 166 and living cells ( Fig. 2f ). In particular, the live-cell recording proves that imaging of protein complexes 167 in the interior of living cells is possible with nanometer resolution. 168 3D MINFLUX imaging with isotropic resolution 169 Dissection of macromolecular complexes calls for 3D-resolution and hence for usage of the 3D-170 doughnut ( Fig. 3a ). In our 3D localization algorithm, we probe the molecule position with three 171 different TCPs. First, the -position is probed with a regularly focused beam, so that the central -172 axis of the 3D-doughnut is positioned as closely as possible to the fluorophore. Next, the 3D-173 doughnut is targeted in two positions above and below the anticipated fluorophore position. Last, 174 three coordinate pairs on the -, -and -axis and also the center coordinate of this arrangement 175 are addressed, resulting in a 3D position estimate. A simulation of this 3D-MINFLUX algorithm ( Fig.  176 3b) showed that 1000 detected photons were sufficient to cover a ~400 nm diameter volume with a 177 largely homogenous and isotropic 3D-precision of ~1 nm ( Fig. 3c-d) . Again, the increase in precision 178 with the total number of detected photons proved to be steeper than 1/√ t (Fig. 3e ). Comparing 179 the result with the QCRB for the precision of camera-based localization shows that 3D-MINFLUX can 180 outperform all camera-based approaches, including multiple-objective lens arrangements. 181
In our setup, the axial position of the 3D-doughnut is controlled with an electrically tunable lens, 182 allowing to refocus within 50 µs. Imaging Nup96-SNAP-Alexa Fluor 647 ( Fig. 3f, Fig. S3 , Sample 183 preparation, Video S1), 3D-MINFLUX now discerns the cyto-and nucleoplasmic layers of Nup96 in 184 single pore complexes ( Fig. 3g ). As the cell lies flat on a cover slip, these layers are typically parallel 185 to the focal plane and ~50 nm apart in the z-direction 9 . 3D-MINFLUX also recovered the curvature of 186 the nuclear envelope extending ~300 nm in depth within the acquired region (Fig. 3f ). The 187 localizations featured one-dimensional (1D) standard deviations =2.4 nm and =1.7 nm ( Fig. 3h ). 188
Localizations from single events exhibited median standard deviations =2.6 nm and =1.8 nm 189 respectively ( Fig. 3i ). Note that the refractive index mismatch at the glass-water interface causes a 190 slight difference between the and localization precision, since of the TCP is slightly 191 compressed due to this mismatch 13 , increasing the MINFLUX localization precision accordingly (see 192
Optical setup). 193 anchoring and re-arranging glutamate receptors in the post-synaptic membrane 15, 16 . 3D-MINFLUX 212 nanoscopy suggests that PSD-95 is arranged along a slightly curved surface of 100-400 nm side 213 length. The spots of a high localization density exhibit a standard deviation of ~4-6 nm, with the 214 localization precision being estimated to 1D~2 -3 nm (Fig. 4c ). The average distance between 215 nearest-neighbor clusters is ~40 nm. While superresolution techniques were repeatedly used to 216 elucidate the organization of post-synaptic proteins 17 , virtually all superresolution studies were 217 carried out in 2D. Owing to its isotropic resolution, 3D MINFLUX now opens up entirely new 218 possibilities for studying synaptic protein organization. 219 Multicolor MINFLUX imaging 236 Fluorophore species sharing the same excitation wavelength but having measurable differences in 237 their emission spectra, such as Alexa Fluor 647, CF660C, and CF680 18 can be separated by spectral 238 classification. Hence, we split the fluorescence at 685 nm into two spectral fractions using a dichroic 239 mirror, and detected both fractions with photon counting detectors. While localization was 240 performed adding up the photons from both detectors, comparing the counts of each spectral 241 fraction enabled fluorophore classification (see Multicolor classification). The classification was 242 refined using a principal component analysis on the spectral fractions from all MINFLUX iterations 243 and selecting a classification threshold based on the distribution of the first principal component. 244
We first tested two-color 2D MINFLUX imaging on a DNA origami labelled with Alexa Fluor 647 and 245 CF660C molecules, arranged at distances of ~12 nm (Fig. 5a, Fig. S4 , see DNA origami). MINFLUX 246 nanoscopy correctly recovered the labelling sites ( Fig. 5b,d ) and distinguished the two fluorophore 247 species without overlap ( Fig. 5c ). Moreover, chromatic distortions between the two color channels 248 are excluded on principle grounds, since the localization is performed by one and the same 249 excitation beam. This is in contrast to camera-based localization, where nanometer multicolor co-250 localization is affected by chromatic aberrations of the optical system. 251
Finally, we acquired two-color 3D-images of the nuclear pores in the U-2 OS cell by labeling the 252 nuclear pore center with wheat germ agglutinin (WGA) conjugated to CF680 in addition to the 253 Nup96-SNAP Alexa Fluor 647 decoration 19 . We indeed observed the CF680 residing inside the Nup96 254 octamer both laterally and axially ( Fig. 5e ,g, Video S3). Although the emitters featured a broader 255 spectral distribution in the cell than in the origami, we could classify the labels with high fidelity (Fig.  256 5f). We also quantified the distribution of both emitter species along the z-axis by taking into 257 account the nuclear envelope 3D curvature, which was found through a spline interpolation of the 258 pore positions (see Nuclear pore complexes). Thus, we recovered a distance of ~46 nm between the 259 Nup96 layers with the WGA distribution centered in between ( Fig. 5g ), underscoring once more the 260 3D capability of MINFLUX nanoscopy. 261
Discussion and Conclusion
262
We have shown that MINFLUX nanoscopy provides nanometer resolution (1-3 nm in standard 263 deviation) in three dimensions, on arbitrary fields of views, in living cells, and using multiple color 264
channels. Yet, the full potential of this method has not been reached. Ongoing and future 265 developments will cut down the current recording time of tens of minutes per 500 localizations. This 266 can be achieved by optimizing the activation procedure, registering more than just one molecule per 267 localization, and minimizing the fluorophore-to-zero average distance. The latter should be possible 268 through background reduction by time-gated detection and multiphoton excitation. Note that the 269 excitation powers used in this work are on the order of 20-60 µW, so that the intensities are 270 comparable to those in biological confocal microscopy, where the power is confined to an area three 271 times smaller than that of a doughnut beam. 272
Since MINFLUX utilizes a scanning read-out, the recording time of MINFLUX nanoscopy inevitably 273 scales with the imaged area or volume. However, an advantage of scanning is that one can adapt the 274 activation rate to the local fluorophore concentration to save time. Another avenue is to parallelize 275 the scanning process using sets of doughnuts or standing waves. Furthermore, one can utilize 276 different on-off switching processes, such as the transient binding of fluorescent molecules like in 277 PAINT 20 or DNA-PAINT 21 . Note that for a PAINT-like sample preparation, the speed and precision 278 advantages provided by MINFLUX persist. 279
With lens-based fluorescence microscopy having finally reached true nanometer resolution, it is 280 important for life scientists to bear in mind that fluorescence microscopes map nothing but the 281 fluorophores; once they have fulfilled this task, they have accomplished their mission. Hence, any 282 conclusion going beyond that, especially at sub-10 nm length scales, has to take the size and 283 orientation of the fluorophore label into account, making the labeling method ever more crucial. internal reflection mode, so that the axial position was accessible using another camera. A PID 385 controller commanded the piezo-stage to compensate the movements. Since MINFLUX relies on the 386 precise knowledge of the shape and position of the excitation beam, we mapped the applied 387 scanner voltage to a physical position in the sample by calibrating the -scanners for both 388 excitation lines 1 . Additionally, we calibrated the axial beam displacements (induced by the VFL) by 389 measuring the axial position of the excitation PSF for different input voltages. We also took the 390 refractive index mismatch between the coverglass and the sample into account. To this end, we 391 performed a 3D-MINFLUX measurement to determine the position of two Alexa Fluor 647 molecules 392 on a DNA nanoruler (GATTA-STED 3D 90R -custom, GATTAquant GmbH, Hiltpoltstein, Germany). 393
We scaled the estimated position to match the expected inter-molecule distance. We confirmed 394 the scaling factor of 0.7 in simulations 4 and applied it in post-processing to correct all estimated 395 localizations. Fluorescent microspheres (see Fluorescent microsphere sample) were used to re-396 examine the alignment of the microscope on a daily basis. To this end, we verified the coalignment 397 of the activation beam, the regularly focused and the doughnut-shaped excitation beam. Moreover, 398
we adjusted the confocal detection to coincide with the excitation volume. We measured the PSF of where 0 is the number of photons in the first exposure, is the total number of detected photons, 440 is the beam separation of the two probing positions, FWHM is the full width at half maximum of 441 the excitation beam (FWHM=300 nm in this study) and SBR is the signal-to-background ratio. We 442 used this estimator for live position estimation in the MINFLUX FPGA core as well as for optimization 443 of the iterative MINFLUX strategy. The SBR was kept fixed for each measurement assuming a typical 444 value for the sample of study. 445 Waltham, MA, USA). For measurements in two dimensions, data acquisition and processing of the 483 PSF followed a previously published protocol 1 . For measurement in three dimensions, we assumed 484 the PSF to take the form ( , , ) = ⋅ ( 2 + 2 + 2 ), with denoting a constant. 485
Simulations and optimization of iterative strategy
Trace segmentation 486
In the photon count trace segments, we distinguished single molecule emissions from background 487 using a Hidden-Markov model 1 . We only considered trace sections for which the MINFLUX 488 acquisition was running in its final iteration. We obtained a first estimate for the emission rates in 489 the Hidden Markov model by calculating the mean emission after artificially splitting the median 490 filtered photon counts at a manually chosen threshold in the range 1.1-3.6. We used a Poissonian 491 distribution with the obtained mean emission values as initial emission probabilities in the Hidden-492 Markov model. Using the Matlab implementation of the Viterbi algorithm, we estimated the 493 emission states from a three-state Hidden Markov model (1: on, 2: off, 3: blinking) with the sampling 494 time s =0.1 ms, off =0.1 s, and on =0.5 s being the estimated on and off-times of the molecule and 495 blink,on =1 ms and blink,off =0.1 ms the estimated blinking on and off times. We applied the Viterbi 496 algorithm twice, using the same transition probability matrix, but applying the improved emission 497 rate distribution from the previous run. We merged successive emissions in states 1 or 3. We split 498 events at a pre-defined photon number of =2000 to obtain several localizations per molecule for 499 an experimental assessment of the localization precision. We assigned a molecule identification 500 number to each localization assuming that emissions with several iteration rounds (no activation 501 applied in between) originated from the same molecule. 502
Position estimation 503
As previously reported, we used a maximum likelihood estimator implemented in a grid search 504 optimization algorithm to retrieve the molecule positions from the photon count traces 1 . For the 505 3D-MINFLUX scheme, we wrote the trivial extension of the -functions to three dimensions using 506 the presented TCP. Unlike before, we could not obtain the background counts directly from the 507 measurement as the background depended on (i) the position in the scan and (ii) the position of the 508 iterative TCP in the confocal volume, so that the background varied even for successive events of the 509 same molecule. We circumvented this issue by estimating the signal-to-background ratio with the 510 molecule position in the maximum likelihood estimator. 511
Event filtering
512 During the iterative MINFLUX measurement, we chose a fixed threshold value to decide on the 513 presence of a molecule emission. This approach led to two types of false positives: (i) reaction to 514 background, as we chose a low threshold value to avoid missing faint emission events; and (ii) 515 reaction to thermally activated molecules outside the iterative MINFLUX region, which were still 516 detected, despite the live estimators not reaching them. 517
We applied three filters in post-processing to select true emission events only. These are the central 518 doughnut fraction 0 , the estimated location of the molecule with respect to the center of the TCP 519 rel and the photon number in the last iteration . We show the distribution of the filtering variables 520 together with the selected threshold values in figure Fig. S2-4 for all presented datasets. 521
Molecules far outside the TCP and background events are expected to produce equal mean counts in 522 all exposures, delivering 0 (b)~1 / , with 0 = 0 ∑ −1 =0 ⁄ describing the probability to detect a 523 photon in the central exposure. True emission events will yield 0 < 1/ when successfully 524 approaching the molecule in the iterations. The overlap of the two distributions becomes stronger 525 with decreasing SBR, so that a classification based on 0 is not sufficient in a cellular context. We 526 achieved a better classification by using the distance of the estimated position with respect to the 527 center of the TCP in the last iteration rel = ( rel 2 + rel 2 + rel 2 ) 1/2 , a measure that does not directly 528 depend on the SBR. We note that further restricting both filter variables can improve the overall 529 localization precision at the expense of discarding valid localizations. For measurements with a 530 population of events with low photon number, we additionally applied a lower threshold on the 531 photon number in the last iteration to avoid a bias in the position estimation. 532
Multicolor classification 533 For each localization, we obtained photon numbers for both spectral channels in all iterations. We 534 used the probability of detecting a photon in the blue-shifted spectral channel in the -th iteration 535 iterations carry information about the spectral properties of the dye, but with different signal-to-539 background ratio values. To reduce the classification error by using all available information, we 540 performed a principal component analysis based on blue ( =0…max (iter)) and manually chose a splitting 541 threshold to classify the dye species based on the distribution of the first principal component. 542
Image rendering 543
In datasets with a low number of events per molecule, we replaced each localization with a Gaussian 544 distribution, summing up pixel entries for overlapping Gaussians. We normalized the image, 545 resulting in 0 ≤ ≤ 1 with being the value of the th pixel. For images displaying a micrometer 546 sized image region ( Fig. 2a, Fig. 5e ), we chose a pixel size of 0.5 nm and a large width of the Gaussian 547 kernel ( =4 nm) for visibility. For images displaying single or few nuclear pores ( Fig. 2a, f) we chose 548 =2 nm and a pixel size of 0.2 nm. We used a non-linear color distribution to compensate for the 549 unequal number of events per fluorescent molecule. For the multicolor data ( Fig. 5e ), we 550 independently convolved the localization of each dye species with a Gaussian kernel and displayed 551 the normalized images as RGB images with =7 in the red channel and =5 in the green channel 552 using the components 553 For the DNA origami image (Fig. 5b) , we displayed a simple 2D histogram of the localization data 557 with 1 nm pixel size, with the RGB value for each pixel determined with =0.5. Where we displayed 558 localization data as scatter plots, the size of the scatter points/spheres was unrelated to the 559 estimated localization precision. An exception is Fig. 2e , where we displayed scatter points together 560 with an ellipse, with the principal axes lengths related to the localization precision. 561
Surface fitting 562
Nuclear pore complexes 563 To obtain a model of the nuclear envelope in the 3D measurements of nuclear pore complexes ( Fig.  564 3f and Fig. 5e ), we first determined the nuclear pore centers by clustering localization in the same 565 nuclear pore. We employed the Matlab implementation linkage to generate an agglomerative 566 hierarchical cluster tree using the median as a distance measure between clusters. We chose 567 clusters using Matlab's cluster function based on the manually determined number of clusters in the 568 data. Based on the mean position of all clusters in the dataset we approximated the shape of the 569 nuclear envelope based on thin-plate smoothing spline interpolation using a smoothing parameter 570 of 0.999 (Matlab function tpaps). 571
PSD-95 572
Localizations were assigned to two domains using a kmeans clustering algorithm. To determine the 573 average position of the volumes of high localization density within each domain, we employed the 574 Matlab implementation of the density-based clustering algorithm dbscan (epsilon=8 nm, minPts=10). 575
We determined a surface using the Matlab function tpaps with a smoothing parameter 0.996. 576
Performance metrics 577
Localization precision based on clustering 578
We assessed the localization precision in the acquired MINFLUX images based on a clustering of 579 localizations according to their molecule identification number (see Trace segmentation). This 580 included grouping localizations from single iteration cycles, obtained by splitting the photon 581 numbers in time, as well as grouping localizations from subsequent iterations that were triggered by 582 exceeding a pre-defined photon number in the last iteration. We filtered for molecules with more 583 than four localizations. We calculated the standard deviation of single clusters and obtained the 584 median standard deviation for all molecules (Fig. 2b, Fig. 3i ). To achieve a more general assessment 585 ( Fig. 2c, Fig. 3h, Fig. 4c ), we subtracted the mean cluster position from all localizations and displayed 586 the obtained distances in 1D histograms for all three dimensions. We assumed a Gaussian 587 distribution of the distances to determine their spread in a fit. We note that the calculation of the 588 mean cluster position is biased for a low number of samples, which leads to a slight bias towards 589 lower values in the localization precision that we obtain. 590
Fourier ring correlation 591
We used a Fourier ring correlation (FRC) analysis to assess the resolution in the image independently 592 of any localization clustering. We randomly split the localizations in two groups and determined the 593 FRC curve directly from the localization coordinates as previously described in 5 . We chose a correlation threshold of 1/7 to determine the spatial frequency transition from signal-to-background 595 (Nieuwenhuizen et al. 2013 ). To reduce noise in the determination of the cut-off frequency, we 596 interpolated the data using the 'nearest' method of the Matlab function interp1. 597
Sample preparation 598
Sample mounting and imaging buffers 599 To stabilize the sample during the MINFLUX acquisition, we treated all coverslips with gold nanorods 600 (A12-25-980-CTAB-DIH-1-25, Nanopartz Inc., Loveland, CO, USA). We diluted the nanorods 1:3 in 601 single molecule clean phosphate-buffered saline (PBS, P4417 Sigma-Aldrich, St. Louis, MO, USA), 602 sonicated them for 5-10 min, and incubated the sample with the nanorod solution for 5-10 min at 603 room temperature. To avoid floating nanorods, we washed the sample 3-4 times in PBS after 604 removing the nanorod solution. 605
For MINFLUX imaging of samples labelled with Alexa Fluor 647, CF660C or CF680, we used a STORM 606 blinking buffer containing 0.4 mg/mL glucose oxidase (Sigma, G2133), 64 µg/mL catalase (Sigma 607 C100-50MG), 50 mM TRIS/HCl pH 8.0/8.5, 10 mM NaCl, 10-30 mM MEA (Cysteamine hydrochloride, 608
Sigma M6500) and 10% (w/v) glucose. When measuring DNA origami samples, we added 10 mM 609
MgCl2 to the blinking buffer to avoid dehybridization of DNA strands. We imaged U-2 OS cells 610 endogenously tagged with mMaple in 50 mM Tris buffer (pH 8) in 95% D2O to reduce the short time 611 blinking and increase the photon count of mMaple 6 . We sealed the samples with picodent twinsil® 612 speed 22 (picodent® Dental-Produktions-und Vertriebs-GmbH, Wipperfürth, Germany). 613
Fluorescent microsphere sample 614 We used samples with poly-L-lysin-immobilized fluorescent microspheres (FluoSheres®, 0.02 μm, 615 dark red fluorescent; Thermo Fischer Scientific Inc., Waltham, MA, USA) to examine the setup 616 performance on a daily basis, to measure the PSF of the optical setup and to calibrate the axial beam 617 positioning with the VFL. The samples were prepared as previously described 1 . 618
DNA origami 619
We pre-annealed the unlabeled DNA origami template based on 10-fold excess of the staple strands 620 (containing biotinylated strands for immobilization) compared to the scaffold strands (M13mp18, 621 N4040S, New England Biolabs Inc., Ipswich, MA, USA) in folding buffer containing TAE 1x (1:5), MgCl2 622 27 mM heating first to 85 °C for 3 min, cooling down at a speed of 0.5 °C/min until reaching 42 °C 623 and storing at 4 °C. The sequences of the DNA staple strands are listed in the supplementary 624 material (Tab. S2). After annealing, we purified the DNA origami templates by adding 15% PEG in 625 TAE 1x containing 0.5 mM NaCl and 16 mM MgCl2. After mixing the solutions, we centrifuged for ligand (1 µM, synthesized in house) for 30 min at room temperature. After several short washing 660 steps in PBS, we mounted the coverslips for imaging (see Sample mounting and imaging buffers). 661
Data Availability
662
The data that support the findings of this study are available from the corresponding author upon 663 reasonable request. 664 populations. The population that is assigned to background events is discarded, leading to a new 785 filtered distribution for each molecule species (green: Alexa Fluor 647, magenta: CF dye). Top row: 786 data displayed in Fig. 5e . Bottom row: data displayed in Fig. 5c . 787
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