Abstract: This study extends an algorithm, previously proposed by the present authors, for 'linear minimum-mean-squared error' estimation of phase noise of (possibly) temporal non-stationarity, large magnitude, 'non'-identical increments that have a Levy distribution, of which the Wiener distribution represents a special case. This estimator-taps may be pre-set to any number, may be pre-computed offline with no matrix inversion, based on the prior knowledge of only the signal-to-(additive)-noise ratio and the phase-noise's characteristic function. That estimator may be set to various degrees of latency. This is here generalised to allow observables at irregular time-instants (e.g. because of the irregular placement of pilot symbols in the transmitted waveform), under which the phase-noise increments become non-identically distributed. This study handles this more complicated scenario.
Introduction
Phase noises may arise in the transmitter's oscillator, in the receiver's local oscillator (operating in the free-running mode) and/or from environmental factors (e.g. variations in the transmission-medium density because of temperature/ pressure gradients, the motion of the transmitter and/or the receiver and/or a reflective surface, the swaying of foliage or a tree branch, the wobbling of an optical fibre or a copper wire).
The phase noise is often modelled as a temporally non-stationary Wiener random process (a special case of the Levy process), with no power spectrum 'define-able', because of the phase noise's non-stationarity [Consider a free-running oscillator at a receiver, whose local frequency deviates from the received signal's carrier. Such a frequency deviation could be modelled as a temporally white, zero-mean and random process. The corresponding phase noise (i.e. the temporal integral of the frequency deviation) would thus be a Levy random process, of which a special case is the Wiener process. A Levy process is a continuous-time random process that begins at t = 0, that admits cadlag modification, and that has increments which are statistically independent but temporally stationary. A Wiener process {X t } is a Levy process with a Gaussian-distributed increment X t − X t′ of a mean of zero and a variance of t − t ′ s 2 u ]. Denoting the phase noise as θ k for the kth time-instant t = t k , the phase noise would degrade an information-bearing signal {s k } as a multiplicative-noise random process e ju k , to give s k e ju k , thereby degrading the receiver's coherent detection seriously.
Against such phase noise, recently proposed is the Su-Wong-Ho phase-noise estimator [1, 2] , which is applicable not merely to the Wiener phase noise, but to the broader class of Levy phase noise. That Su-Wong-Ho phase-noise estimator can handle even high-magnitude non-stationary phase noise (i.e. the phase noise varies much over a symbol-duration). [Carrier-phase synchronisation is traditionally performed using phase-locked loop (PLL) [3, 4] , but primarily for low phase noise with respect to the symbol interval. Also, most such PLL's are designed in analogue form; although conversion to digital realisation is possible, many taps would be needed in such a digital conversion.] This Su-Wong-Ho phase-noise estimator, however, requires the observables to be at 'uniformly' incremented time-instants, such that u k − u k−1 would be identical in statistics for all k. This requirement could be restrictive, because of the non-uniform spacing of pilot symbols or training symbols in many transmission schemes, or because of the use of pulse-position modulation or pulse-width modulation where the duty cycle falls below one. The present work extends the Su-Wong-Ho phase-noise estimator of [1, 2] to handle observables that are irregularly or unevenly located on the time-coordinate. (These unevenly/irregularly spaced samples need not arise from unevenly/irregularly time-sampling of the analogue waveform, but from some uneven/irregular placement of the pilot/training symbols.) This extension is non-trivial, because of the constraint matrix [M (k) 1 subsequently defined in (7) ] is no longer Toeplitz.
Data model and problem statement
For the baseband observable r k at the kth time-instant of t = t k , r k = A exp ju k + n k where A symbolises the (possibly unknown) signal magnitude [That is, A is independent of k, a condition satisfied by phase-shift keying (PSK), among other modulations.], whereas n k represents an unknown zero-mean complex-value white noise at t k at a (possibly unknown) variance of E n 2 k = s 2 n . The signal-to-noise power ratio (SNR), (A/σ n ) 2 , is either a priori known or estimated phase noise at t k . Without loss of generality, let t k+1 > t k , ∀k. Note that t k + 1 − t k could be any positive real number that possibly varies with k, unlike in [1, 2] , which require t k + 1 − t k to be constant for all k.
This discrete-time sequence {θ k , ∀k = 1, 2, …} is stochastically modelled as a symmetric Levy process [One special case of the Levy process is the Wiener process, a.k. a. Brownian motion.], with stochastic increments at a prior known variance of s 2 u t k+1 − t k . [If σ θ = 0, the above non-stationary phase-noise random sequence would degenerate to the time-constant (unknown) phase handled in [5] [6] [7] [8] .]. The increments thus need no longer be identically distributed as in [1, 2] , because their variances may now vary with k. The above has 'not' required u k ≪1, as in [8] [9] [10] . The phase-noise random sequence {θ k , ∀k ≥ 1} is modelled as independent of the additive noise random sequence {n k , ∀k ≥ 1}. Here, to be estimated is e ju k . The present estimation problem is to find a weighting vector
(which could be the complex-value) with an estimator length of Q > L ≥ 0, at a specified latency L ≥ 0, to minimise the mean-square error
, where
Subsequent analysis will prove that the linear MMSE estimator has real-value weights. Hence, this linear estimator's real-time computation in (1) would involve only 2Q + 1 real-value multiplications or divisions, plus 2(Q − 1) real-value additions. For notational convenience in the subsequent derivation but without any loss of generality, re-indexing the time-coordinate such that
The subsequent derivation will hold for any probability distribution with E e jsX 1 s=1 [ (0, 1) requirement is satisfied by (but does not necessitate) any symmetrical probability distribution for X t k . [It is intuitively reasonable, with respect to electronics hardware, that the phase-noise probability density function would be symmetric with respect to zero, that is, x t and −x t have the same probability distribution ∀t.]. Therefore the symmetrical probability density is a sufficient condition (but not a necessary condition) for the subsequent derivation. (Please see chapter 8.3-8.4 on pp. 267-271 of [11] .) Denote E e ju k = E e jsX t k s=1
as c(t k ). Denote c(1) as
at a uniform periodicity of T as in [1, 2] , the above becomes t q = qT, t m = mT and c(t q − t m ) = c
]. The algorithm to be proposed in Section 3.6 (like that in [1, 2] ) allows a very general phase-noise statistics (namely, a discrete-time symmetric Levy process with c ∈ [0, 1)), which has many important special cases (see equation at the bottom of the page) 3 To derive the linear minimum-MSE-optimum recursive estimate
To define the LMMSE in terms of the data model
Denoting the MSE of the linear estimator e jû k as
where
q , respectively, correspond to r k and r q′ . The last equality in (2) follows, because {n k , ∀k ≥ 1} is zero-mean and is independent of {θ k , ∀k ≥ 1}. For the intermediate steps leading to (2), please see (2) in [1] . The first term on the far right-hand side of (2) relates to the phase noise, whereas the second term relates to the additive noise. Wherever a q′-indexed entity exists inside a summation with respect to q, the summation is evaluated by first converting q′ into k − D + q. illustrates the relationship among the index q, the index q′ and the time-samples. Re-write the first term on the right-hand side of (2) as
Re w
Substitute the above back into (2) MSE w
where u
q refer to the purely real-value and the purely imaginary-value parts, respectively, of w
q , because all such cross-terms from (2) are complex-conjugated and then cancelled out.
The powers of c above are generally fractional or even irrational, not integers as in [1, 2] , because of the pilot symbols' (possibly) irregular positions in the transmitted waveform. Such non-integer powers will complicate the subsequent development.
To obtain a set of linear equations on the LMMSE-estimator weights
To determine the LMMSE-weights, set
The latter gives
denotes the imaginary-value part of the LMMSE-estimator weights w
is a real number, ∀q, k. Hence,
Write (5) in a matrix form
1 represents a constraint-matrix, Q × Q in size, with an (i, j)th entry
whereas the vector c
is 1 × Q, with an ith entry of c
denotes the qth row of M
1 . This gives a new matrix-equation
where (see (9 and 10))
2 is almost lower-triangular, because it has zero entries on all its Q − 2 highest super-diagonals at the upper right corner of M (k) 2 .
To tri-diagonalise the constraint-matrix
This section will put to zero those entries on the lower-left corner of M (k) 2 , such that zero entries would be everywhere except possibly on the diagonal, the super-diagonal and the sub-diagonal.
Define c
(m). This subtraction would convert the left-hand side of (8) to a new matrix, whose mth row is to be symbolised as v
www
The above has handled the top Q − 1 rows of
with i (k) m already defined in (12) . Then, (11), (13) and (14) together imply that 0, . . . , 0, −z
Now, focus on the Qth row of
Q,Q be the vector obtained by adding
Q−1 have been defined in (9) . To simplify the non-zero terms in (17),
1. For L > 0, it holds that 2. For L = 0, (17) is equivalent to
The above gives
where (see (22))
Note that this tri-diagonalised M
3 is still not Toeplitz, unlike the tri-diagonalised counterpart in (13) of [1] . This non-Toeplitz form in (22) means that the subsequent recursion steps would differ in algorithmic form from that in [1, 2] .
To derive a simple recursion formula for the LMMSE-estimator weights
Towards deriving recursive formulas for the optimal weights, first derive expressions for the following ratios
The first row of the matrix-equation in (21) and (22) implies that
The second row to the (D − 1)th row similarly imply that
The last row implies that
From the (D + 1)th row to the (Q − 1)th row
As
From the Dth row, 
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By (27) and (30),
into the Qth row of (21): (9), (12) and (15) Q−q into (34):
Then,
Substituting (38) into (37)
( )
This is exactly (31) for L = Q − 1 and D = 1. Sections 3.5.1-3.5.3 together have shown that (31) holds for all 0 ≤ L < L + D = Q.
Summary of the proposed algorithmic steps:
The optimal LMMSE weights may thus be recursively computed through (24), (25) and (31) as follows Let
If c = 0 (as when the θ t − θ t−1 increments are uniformly distributed over [−π, π)), then A becomes diagonal and c
degenerates to all zeroes except a one for the (Q − L)th 4 Special case of a regular but unevenly sparse timing grid between observables
Consider here a degenerate case of a non-uniform timing grid {t n = p n T, ∀n}, with T being an a priori known positive constant, and with {p n , ∀n} being a set of increasing integers. That is, {t n , ∀n} remains unevenly distributed, but t n must here equal some integral multiple of T, instead of any arbitrary real number as in the preceding Section 3. This case could arise, for example, if the observables are gathered only for some points on a uniform grid, not at all points of the uniform grid.
Hence,
where The observables are uneven timed at {t 1 , …, t k , … , t Q } = {1, 17, 25, 29, 31, 32, 32.5, 32.75, 32.875, 32.9375}; and k = 8 a At an SNR (w.r.t. additive noise) of (A/σ n )
2 dB] b At an SNR (w.r.t. additive noise) of (A/σ n ) 2 = 10 dB
