Always cite the published version, so the author(s) will receive recognition through services that track citation counts, e.g. Scopus. If you need to cite the page number of the TSpace version (original manuscript or accepted manuscript) because you cannot access the published version, then cite the TSpace version in addition to the published version using the permanent URI (handle) found on the record page. Abstract. The linear regression model, with its numerous extensions including multivariate ordination, is fundamental to quantitative research in many disciplines. However, spatial or temporal structure in the data may invalidate the regression assumption of independent residuals. Spatial structure at any spatial scale can be modeled flexibly based on a set of uncorrelated component patterns (e.g., Moran's eigenvector maps, MEM) that is derived from the spatial relationships between sampling locations as defined in a spatial weight matrix. Spatial filtering thus addresses spatial autocorrelation in the residuals by adding such component patterns (spatial eigenvectors) as predictors to the regression model. However, space is not an ecologically meaningful predictor, and commonly used tests for selecting significant component patterns do not take into account the specific nature of these variables. This paper proposes ''spatial component regression'' (SCR) as a new way of integrating the linear regression model with Moran's eigenvector maps. In its unconditioned form, SCR decomposes the relationship between response and predictors by component patterns, whereas conditioned SCR provides an alternative method of spatial filtering, taking into account the statistical properties of component patterns in the design of statistical hypothesis tests. Application to the well-known multivariate mite data set illustrates how SCR may be used to condition for significant residual spatial structure and to identify additional predictors associated with residual spatial structure. Finally, I argue that all variance is spatially structured, hence spatial independence is best characterized by a lack of excess variance at any spatial scale, i.e., spatial white noise.
INTRODUCTION
Linear regression is the workhorse of statistical modeling in many disciplines, including such disparate fields as ecology, social sciences, or econometrics and finance. Linear regression models a univariate response y as a linear combination of a set of predictors X by fitting a vector b of regression coefficients (Fig. 1) . Linear regression has been extended to generalized linear regression that can accommodate many different types of response variables, and to the general linear model, Y ; BX þ U, which allows for multivariate response data Y with multivariate error U and unifies commonly used methods including t test, ANOVA, ANCOVA, and redundancy analysis (RDA). Hence, our understanding of the linear regression model is fundamental to almost any area of quantitative research.
The basic assumption of independent errors (i.e., residuals) is typically violated in spatial data sets (e.g., maps or images), and in time series, where nearby observations often are more similar than distant ones. How to build spatial or temporal structure into the linear regression model to analyze series of nonindependent data has been a long-standing challenge to researchers in many fields (Dormann et al. 2007 , Beale et al. 2010 . Spatial filtering presents one approach, where the variation in the data is modeled by a set V of uncorrelated (orthogonal) component patterns that represent different spatial or temporal scales of variation (see below; and related methods (CAR, conditional autoregressive method; SAR, simultaneous autoregressive method). The symbol y refers to the univariate response, X 0 to the matrix of predictors including a vector of 1's for the intercept,ŷ to the vector of fitted values,ȳ to the mean of y, and n to sample size. The vector b X is the vector of regression coefficients for the predictors in X 0 , b W is the regression coefficient for the spatial term defined by spatial-weight matrix W (with elements w ij ), and b K is the vector of regression coefficients for the component patterns k in set K that are included as predictors in spatial filtering. V 0K C refers to the matrix of eigenvectors of W, including any eigenvector v 0 with zero variance, excluding those (significant) component patterns v k that are included in set K, and k denotes the vector of eigenvalues of W. I(y) denotes global Moran's I of variable y. Finally, r 2 yV refers to the vector of squared correlations between response y and the component patterns (spatial eigenvectors) in V, excluding any eigenvector v 0 with zero variance. For additional explanation of symbols; see Introduction.
to account for spatial or temporal structure in the data (Diniz-Filho et al. 1998 , Borcard and Legendre 2002 , Griffith 2000 , Dray et al. 2006 , Griffith and Peres-Neto 2006 , Patuelli et al. 2011 . Here, I argue that space is not an ecologically meaningful predictor (Hawkins and Diniz-Filho 2004) but a dimension of the data, and that statistical methods used for selection of spatial predictors may not appropriately reflect the statistical properties of component patterns. I propose a new solution of ''spatial component regression'' (SCR), where the component patterns are used to partition the correlation between response and predictors into scale-dependent components. The proposed partitioning allows the prediction of spatial or temporal structure of fitted and residual values, and it provides an alternative to spatial filtering that takes into account the statistical properties of component patterns. Beyond definition of neighbors and their respective weights, the method does not require assumptions on the nature of the underlying patterns, as the decomposition into component patterns preserves 100% of the variation of the original variables. This novel integration of methods leads to some interesting insights and challenges us to re-think spatial analysis, spatial filtering, multivariate ordination, and the linear regression model. All analyses were performed in R version 2.15.2 (R Development Core Team 2012) using libraries ''spdep'' (Bivand et al. 2012) and ''vegan'' (Oksanen et al. 2012) , and R code to reproduce the empirical examples can be found in Supplements 1 and 2.
Spatial autocorrelation
Spatial autocorrelation is commonly considered either a nuisance or a property of interest (Legendre 1993) . The nuisance arises from the fact that spatial autocorrelation in the residuals violates the assumption of independent errors in a linear regression model and may affect parameter estimates (Lennon 2000 , Diniz-Filho et al. 2003 , Dormann et al. 2007 . Spatial structure in the residuals may result from a spatial process such as dispersal (autocorrelation in the strict sense; Legendre 1993), or it may reflect the omission of an important spatially structured predictor and thus model misspecification. In contrast, in a correctly specified model, spatial dependence (sensu Legendre 1993) induced by a spatially independent response to a spatially structured environmental factor should not result in spatial autocorrelation of the residuals.
Moran's I is the most widely used statistic to estimate spatial autocorrelation. It mostly varies between À1 and þ1 (slight deviations may occur for small samples; de Jong et al. 1984) , with an expected value of E[I] ¼À1/(n À 1) for a sample of n spatially independent observations (Moran 1950 correlation, where nearby observations are more similar on average than distant ones, whereas negative values indicate negative spatial autocorrelation, where nearby observations are more dissimilar than distant ones. The calculation of Moran's I involves definition of a spatial weight matrix W, which assigns a weight w ij to each neighbor j of sampling unit i, with w ij ¼ 0 for nonneighbors (Fig. 1) . Neighbor weights w ij can be defined in many ways, including binary weights (1 if neighbor, 0 otherwise) or weights proportional to a function of geographic distance between neighbors (Dray et al. 2006 , Fortin et al. 2012 . In matrix notation, Moran's I(y) for response y is then calculated as
where a ¼ n /R ij w ij is a constant and z is obtained by centering y (i.e., removing the mean). Matrix W is also used in spatial regression (Anselin 2002) 
Spatial filtering with Moran's eigenvector map analysis
This paper is motivated by the notion that currently used methods of spatial filtering (Dray et al. 2006, Griffith and go in the right direction but do not provide the final answer to the challenge of appropriately representing spatial or temporal patterns in the linear regression model. This section summarizes the currently recommended procedure of spatial filtering based on Moran's eigenvector map analysis (MEM; Dray et al. 2006, Legendre and .
Spatial filtering starts with the definition of neighbors and weights, i.e., the construction of spatial weight matrix W (see above). MEM requires W to be symmetric (for an extension to asymmetric weights, see Blanchet et al. 2008b) , which is achieved by calculating W sym ¼ (W þ W 0 ) / 2. Finally, the matrix W sym is rescaled by removing row and column means prior to eigen-analysis to ensure that eigenvectors are uncorrelated and correctly scaled (see R code in Supplement 1).
Eigen-analysis of the rescaled spatial weight matrix derived from n sampling locations results in an n 3 n matrix V 0 of eigenvectors v k (i.e., component patterns k). However, one eigenvector v 0 typically has zero variance (all its values are 1/=(n À 1)) and an associated eigenvalue of 0 (or nearly zero due to computational constraints), and v 0 is typically discarded to avoid computational problems. I will use V 0 to refer to the square matrix with all n eigenvectors (needed below), and V for the n 3 (n À 1) matrix, where eigenvector v 0 was dropped. The variance in any response y can be fully modeled by the spatial patterns represented by V, which were derived from the sampling locations alone. The vector of the squared correlations r 2 yV between response y and each eigenvector in V provides a scalogram s (Legendre and Legendre 2012) that summarizes how the variance of y is distributed across scales.
The interpretation of V capitalizes on the property that the eigenvalue k k of a component pattern k is proportional to its Moran's I(v k ) ( Fig. 1 ; Griffith 2000 , Dray et al. 2006 . The component patterns are thus sorted by the scale of pattern that they represent, from largest to smallest. Positive eigenvalues k k represent component patterns k with positive spatial autocorrelation (global structures), whereas negative eigenvalues represent patterns with negative autocorrelation (local structures; Dray 2011). As an alternative to Eq. 1, Moran's I(y) for a variable y can be calculated from the product of the eigenvalue k k and the correlation r yV between y and the component patterns in matrix V ( Fig.  1 ; Dray 2011). In matrix notation:
Spatial filtering uses a subset K of component patterns as regression predictors to model spatial autocorrelation in the data ( Using component patterns as predictors has statistical problems that have received little attention to date. First, the n À 1 eigenvectors in V together explain 100% of the variance in y (Rohlf 2001). The expected variance of a normally distributed variable explained by a single eigenvector is thus 1/(n À 1), and not zero. Hence, testing against a null hypothesis of zero variance explained is not appropriate for the selection of significant component patterns. Second, using t tests for the regression slope of component patterns is not appropriate because the slopes are not independent. Third, testing Moran's I k (y) associated with component pattern k against the null hypothesis of E[I k (y)] ¼À1/(n À 1), i.e., the expected global Moran's I, is not appropriate as the expected value depends on k:
Recently, more appropriate tests have been proposed (Jombart et al. 2008 , Diniz-Filho et al. 2012b .
Excess variance at any particular scale may indicate model misspecification, where an important process was not accounted for (Anselin 2002 , Borcard et al. 2004 , Wagner and Fortin 2005 . If processes may occur at any scale and each process has its characteristic spatial scale (Wiens 1989) , excess variance at any scale may indicate model misspecification. Hence, spatial filtering should not be restricted to component patterns with large Moran's I (e.g., Griffith 2000) .
Nevertheless, the spatial scale of a missing factor will determine how the spatial structure in the residuals affects significance tests in regression analysis. Strong positive spatial autocorrelation is likely to inflate type 1 error by reducing effective sample size (Griffith 2005) , whereas strong negative spatial autocorrelation may have the opposite effect (Griffith and Arbia 2010) , and significant component patterns with near-zero eigenvalues may have little or no effect on significance tests for predictors X.
Summary of ordinary least-squares regression
Before we can expand the linear regression model to incorporate spatial or temporal structure in the data, we need to define the relevant properties of the basic linear regression model as a reference. It is assumed that the reader has basic familiarity with ordinary least-squares regression, where a response variable y is predicted from a matrix of predictors X by the following formula (in matrix notation):
Note that all predictors in X should be centered (i.e., zero means) before using Eq. 3. Unless the response y is centered as well, X should include a vector of 1's for the intercept b 0 . We will use X 0 for the matrix X that includes a column for the intercept, and X for the predictor matrix without such a term. In multiple linear regression (i.e., with multiple predictors), multiple R 2 can be derived by
where r yX is the vector of simple correlation coefficients between response y and each vector in predictor matrix X (without the intercept term to avoid problems of zero variance), and R XX is the correlation matrix of X. Note that r yX 0 R XX À1 provides the vector q yX of partial correlation coefficients, which correspond to the standardized multiple regression coefficients (also known as beta coefficients).
BASIC DEFINITION OF SPATIAL COMPONENT REGRESSION, SCR
We can use matrix V derived from Moran's eigenvector map (MEM) analysis (previously described) to decompose the linear regression model into components associated with all or a subset K of component patterns in V.
Vector r yV describes the linear correlation between response y and each component pattern k in V, and the scalogram s ¼ r 2 yV sums to 1. Similarly, matrix R XV contains the linear correlations between the predictor variables in X and matrix V. The pairwise correlations between predictors in X and response y can be obtained from their correlations with V:
By extension, we get R XX ¼ R XV 0 R XV . We can reconstruct y completely as a linear function of V 0 . Note that we should use V 0 , with all n eigenvectors, unless y is centered. This allows us to select a subset K of component patterns k in V 0 :
By extension, we get X K ¼ V 0K V 0K ' X. We can thus predict y from X across a restricted range of spatial scales (conditioned SCR), excluding a subset K (Fig. 1 ):
where V 0K c refers to matrix V 0 without subset K (i.e., the complement of K, K c ). Each component pattern k corresponds to one degree of freedom in the residuals, so that the residual degrees of freedom should be adjusted by the number of component patterns in subset K that was excluded. If all component patterns in V 0 are retained (i.e., K ¼ fg), Eq. 7 will result in unconditioned SCR (Fig. 1) .
The vector q yXK c of partial regression coefficients of predictors X, accounting for all other predictors in X and for component patterns in set K, can be found as:
The proportion of variance explained, R 2 , can be partitioned into two components:
Borrowing terminology from redundancy analysis (RDA; Legendre and Legendre 2012) , R 2 VK is the conditioned variance, i.e., the proportion of the variance of y explained by the set of eigenvectors V K , and R 2 XK c is the constrained variance, i.e., the proportion of the variance of y explained by predictors X as conditioned by V K .
Identification of significant spatial structures in the residuals
A main goal of building space into the linear regression model is to remove spatial autocorrelation from the residuals. The correlation between the residuals of an initial model and the eigenvectors in V can thus be used to identify the subset K of component patterns that should be accounted for in the analysis (Bini et al. 2009 ). Here I show how we can predict this correlation, for the fitted (r y.fit.V ) and residual (r y.res.V ) values, in the framework of SCR.
In simple regression with a single predictor x, the fitted values y fit will completely inherit the spatial structure from x, so that r y.fit.V ¼ r xV . In multiple regression, the spatial structure r y.fit.V of y fit is a weighted mean of the spatial structure R XV of the predictors, weighted by the partial beta coefficients and scaled by the square root of the explained variance R 2 :
The spatial structure of the residuals (y À y fit.K ) derives from the difference between the spatial structure of the response y and its fitted values, scaled by the square-root of the residual variance of y:
Note that only r yV , R XV , and n are needed to predict residual spatial structure r y.res.V . We can compare the predicted variance of the residuals associated with each component pattern k, r 2 y.res.V , with its expected value of 1/(n À 1) if y is associated equally with all component patterns. Jombart et al. (2008) demonstrated the validity of a permutation test, where the values of the residuals y are permuted to obtain, for each permutation, the maximum of r 2 y.res.V . Observed values in r 2 y.res.V larger than 95% of the maxima obtained by permutation indicate significant component patterns. To control for significant residual spatial structure by spatial filtering (i.e., conditioning), we can thus define subset K in Eqs. 7-9 as the set of component patterns k with significant r 2 y.res.V values.
Illustration of component patterns with simulated data set
This section illustrates the spatial decomposition into component patterns for a univariate response y, such as the abundance of a single species simulated along a regular transect of n ¼ 8 sampling locations (Table 1) . See Supplement 1 for R code used to analyze the simulated data set and implement calculations for spatial component regression (SCR). Fig. 2A shows all seven component patterns k with nonzero eigenvalues, derived (using Moran's eigenvector map, MEM) from the n ¼ 8 sampling locations, where adjacent quadrats were considered neighbors j, and weights w ij were defined to sum to 1 for each sampling location i. The response y that was simulated at the n ¼ 8 sampling locations can be decomposed by the component patterns using Eq. 6 (Fig. 2B) . Rescaling the component patterns ( Fig. 2A) by their correlation with y shows to what degree each component pattern is expressed in the simulated response y (Fig. 2B) .
Summing the patterns in Fig. 2B over all component patterns k recreates the original values of y (Fig. 2C , bold solid line). Alternatively, summing over component patterns with positive spatial autocorrelation (solid line in Fig. 2B ) returns the variation in y associated with global structures, i.e., the variation in local mean (Fig.  2C , thin solid line). Conversely, summing over component patterns with negative spatial autocorrelation (dashed lines in Fig. 2B ) returns the variation in y associated with local structures, i.e., the variation around the local mean (Fig. 2C, dashed line) . Adding the two components results in the original values of y. All Moran's I components associated with global and local structures sum to I(y) ¼ 0.313 À 0.428 ¼ À0.115 (Fig. 2C) .
Most of the variance in response y was associated with component patterns k ¼ 1 and k ¼ 5 (Fig. 3A) . In contrast, a variable that is perfectly spatially independent would be expected to have equal variance associated with each component pattern, i.e., exhibit spatial white noise (Lennon 2000; Fig. 3B) . A perfect linear trend (here: transect position j ) will mostly be associated with the largest-scale pattern k ¼ 1, but show some variance associated with other component patterns as well, including some fine-scale patterns (Fig. 3C ).
Extension to multivariate response data
Ordination methods are frequently used in community ecology to reduce the information contained in a potentially large number of species variables so as to extract the structure shared by many species (indirect ordination such as principal-component analysis PCA, based on species data only) or to relate multispecies structures to explanatory variables that represent ecological gradients (direct ordination such as redundancy analysis RDA). Redundancy analysis consists of . Assume that instead of a univariate response y, we have an n 3 m matrix Y with abundances of m species (columns) observed at n sampling locations (rows). Vector r yV thus needs to be replaced by a matrix R YV , and Eqs. 8 and 9 are replaced by
where the trace tr( ) denotes the sum of the diagonal elements of a square matrix. C is an m 3 m matrix whose diagonal elements specify column (species) weights (with tr(C) ¼ 1) and all off-diagonal elements are 0. Column weights may be defined, e.g., with equal weights for all species or with weights proportional to the variance of each species variable. Note that it may often be advisable to apply Hellinger transformation to Y before performing multivariate regression of species data (Legendre and Gallagher 2001) ; this transformation rescales values so that the squared new values sum to 1 for each sampling location (row). Multivariate Moran's I(Y) is obtained as a weighted mean of Moran's I of the species variables, weighted by column weights in C. In matrix notation,
where 1 is an n 3 1 vector of values 1. Note that k 0 R
YV
provides the values of Moran's I for each species, and R 2 YV C1 provides the multivariate scalogram s.
To identify set K of significant component patterns based on the multivariate scalogram s of the residuals, the permutation test described above is modified by permuting rows of the matrix of residuals Y res and determining for each permutation the maximum of s (Jombart et al. 2008) .
Illustration with multivariate oribatid mite data set
The well-known mite data set (Borcard et al. 1992 , Borcard and Legendre 1994 , Griffith and Peres-Neto 2006 , Jombart et al. 2009 ) contains abundance data of 35 oribatid mite species observed at 70 sampling locations irregularly spaced within a study area of 2.6 3 10 m (data available in R libraries ''vegan'' or ''ade4''). The following explanatory variables were measured at each sampling location: substrate density, water content (both quantitative), microtopography (binary), shrub density (ordinal, three levels), and substrate type (nominal, seven levels). See Supplement 2 for details of the analysis below.
The original values Y (Table 2 : Model 1), which represent Hellinger-transformed species abundances, showed a single significant component pattern with K ¼ f1g. A total of 22 species showed significant patterns that were all associated with the first five component patterns, thus representing global structures.
To illustrate the application of SCR (spatial component regression), I fitted an initial multivariate regression model using only the two quantitative variables as predictors (Table 2: Model 2). Substrate density and water content partly explained the spatial structure in Y, though there remained significant positive spatial In conditioned SCR with K ¼ f2, 4g (Table 2 : Model 3), the two patterns in V K accounted for 7.3% of the Note: Blank cells mean those parameters do not exist. Model 1 is an intercept-only model; Model 2 is an unconditioned SCR (spatial component regression) with two predictors, ''Water content'' and ''Substrate density''; Model 3 is a conditioned SCR with the same two predictors but conditioned for two component patterns; and Model 4 is an unconditioned SCR with four additional dummy variables representing microtopography, shrub density (two dummy variables), and ''Substrate type'' ¼ ''sphagnum1.'' à ''Conditioned'' refers to the variance partialled out by V K , ''Constrained'' refers to the (remaining) variance explained by predictors in X, and ''Unconstrained'' refers to the residual variance.
§ K comm lists all significant component patterns at the community level, K spp lists all component patterns that were significant for at least one species, and ''No. species'' indicates the number of species with at least one significant component pattern, based on a permutation test of model residuals with a ¼ 0.05 and R ¼ 999 permutations. total variance in Y (conditioned variance), and the two predictors explained an additional 35.4% of variance after partialling out the patterns in K (constrained variance) (Table 2 : Model 3), which is more than in Model 2. The residuals showed no significant component patterns at the community level, though three species showed significant component patterns.
However, pattern k ¼ 4 was associated with factors shrub density and substrate type (especially ''Sphagnum1''), and pattern k ¼ 6 was correlated with factor micro-topography (Table 3, Fig. 5 ). The final model (Table 2 : Model 4), with the two quantitative predictors substrate density and water content, the two factors shrub density and microtopography, and a dummy variable for substrate type ¼ ''Sphagnum1,'' explained 46.0% of the variance of Y. No single component pattern k was statistically significant at the community level (Fig. 4C) , whereas two species showed significant component patterns at relatively fine scales (Table 2) .
Implications for multivariate analysis of ecological communities
As the oribatid mite data illustrated, spatial autocorrelation in the original response Y, here K ¼ f1g, may be explained by X, so that the same component patterns are not significant in the residuals of a correctly specified regression model. On the other hand, the significant component patterns in the residuals (K ¼ f2, 4g) were not significant in the original response Y. This illustrates that significant component patterns should be identified from model residuals.
Ecological community data are prone to spatial autocorrelation that cannot be explained by the predictors in X, e.g., due to spatially limited dispersal or unmeasured ecological factors. The oribatid mite example illustrated that partialling out significant spatial patterns identified from the residuals may change the multivariate regression parameters and thus result, e.g., in a stronger association between predictors and response (Table 2) . Hence testing and accounting for significant component patterns in the residuals of direct ordination should become standard practice.
Based on the data alone, we cannot identify whether significant component patterns in the residuals are caused by biotic processes such as dispersal or whether the model is mis-specified, e.g., by the omission of an important predictor. Short-range dispersal in the form of a simple diffusion process is likely associated with the first one or few component patterns, whereas a missing factor may create spatial patterns at any scale. While many authors recommend plotting regression residuals in space to visually identify potential missing factors, this approach remains subjective and is not practical for multispecies data. SCR provides an efficient and quantitative way to screen a potentially large set of additional data layers for factors that may explain the spatial structure in the residuals of direct ordination (Table 3 , Fig. 5 ). If possible, identifying such missing factors should be preferred over the use of component patterns as proxies.
Ordination has the potential to do more than summarize community structure, as it bridges between species-and community-level analysis. In the SCR framework, the matrices of species-level partial beta coefficients, scalograms (Jombart et al. 2009 ), and contributions to Moran's I could thus be developed into tools to identify joint and individual spatial patterns and responses to environmental factors, which may shed new light onto community structure.
Conclusion
The integration of linear regression with Moran's eigenvector map (MEM) in the framework of spatial component regression (SCR) provides the insight that all variation is spatially structured. Based on the spatial configuration of the sampling locations alone, any observed variable can be fully decomposed into a set of uncorrelated spatial patterns. This raises the question of what constitutes spatial independence, as it no longer can be defined as the absence of spatial structure. Rather, spatial (or temporal) independence can be characterized by the absence of excess variance at any scale and thus constitute ''spatial white noise'' (Lennon 2000) .
MEM and related spatial eigenvector methods provide a powerful partitioning that we have not yet fully exploited, largely due to the concentration of efforts on using space as a predictor. The new framework of SCR presented here integrates regression analysis, MEM and spatial statistics through a spatial decomposition of the regression coefficients, and will help scientists understand many questions relating to methodological choices and behavior of methods in a new light. The new understanding will facilitate interpretation of existing Table 2 ). A '' '' indicates dummy variables included in Model 4 (see maps in Fig. 5 ).
results and promote further methods development to address the complexity inherent in many ecological or evolutionary data sets. Sophisticated spatial-analysis tools will thus become available to practitioners in the familiar framework of the linear regression model.
