Abstract. We present a new construction of Radon curves which only uses convexity methods. In other words, it does not rely on an auxiliary Euclidean background metric (as in the classical works of J. Radon, W. Blaschke, G. Birkhoff, and M. M. Day), and also it does not use typical methods from plane Minkowski Geometry (as proposed by H. Martini and K. J. Swanepoel). We also discuss some properties of normed planes whose unit circle is a Radon curve and give characterizations of Radon curves only in terms of Convex Geometry.
Introduction
Continuing and completing the investigations from [7] , we will study Radon curves from a slightly new point of view. Recall that Radon curves are centrally symmetric, closed, convex curves in the plane with the following property: when they are chosen as unit circle of a norm, then (and only then) Birkhoff orthogonality is symmetric. Such curves appeared first in Radon's paper [10] (see also [4] ), and later new constructions were given by Birkhoff and Day in [2] and [5] , respectively. All these constructions are given in terms of some auxiliary Euclidean background metric (considering usual polarity and a 90 o rotation). In [7] , Martini and Swanepoel gave a construction which does not need an auxiliary Euclidean structure. The starting points are a curve positioned within a quadrant (which is determined by any fixed pair of linearly independent vectors in the plane), a "norm" defined in this quadrant by the curve, and a determinant form to obtain a norm in the adjacent quadrants in such a way that the union of such curve pieces (together with the original piece reflected at the origin) form the unit circle of a Radon norm. What we propose here is like a change of this method: we construct Radon curves using only convexity methods, and after that we show their desired properties when such a curve is chosen as unit circle of a normed plane.
We shall fix some notation. Throughout the text, V denotes a two-dimensional vector space (whose origin is denoted by o), and [·, ·] stands for a non-degenerate symplectic bilinear form (a determinant) on it. We denote by [ab] , ab and [ab the closed segment connecting a and b, the line spanned by a and b, and the half-line with origin a and through b; (ab) is the (relatively) open segment from a to b. A compact, convex set K ⊂ V with interior points is called a convex body; by ∂K and intK we denote the boundary and the interior of K, respectively. The unit ball B of a normed plane is always a convex body centred at the origin. When the plane V is endowed with a norm || · ||, then (V, · ) is called a normed or Minkowski plane with B := {x ∈ V : x ≤ 1} and S := {x ∈ V : x = 1} as unit ball and unit circle, respectively. We say that a vector x is Birkhoff orthogonal to a vector y if ||x|| ≤ ||x + ty|| for every t ∈ R; this is denoted by x ⊣ B y.
For basics from the geometry of normed spaces, called Minkowski Geometry, we refer the reader to the monograph [11] and the surveys [8] and [9] . For Radon norms the main reference is [7] , and [1] is a suitable survey on orthogonality concepts in normed spaces.
Background results
Within this section we briefly outline some background results from Convex Geometry that will be needed later. In Minkowski Geometry, we say that two vectors x and y present conjugate directions if x ⊣ B y and y ⊣ B x. This is equivalent to say that x and y are the directions of the sides of a parallelogram circumscribed to the unit circle S and touched by it in the midpoints of its sides. In terms of Convex Geometry, we may formulate this as follows.
Lemma 2.1. Any centrally symmetric two-dimensional convex body K has a circumscribed parallelogram which touches ∂K in the midpoints of its sides, and the directions of the sides of such a parallelogram are called conjugate directions (regarding the convex body K). Proof. This follows immediately from the fact that every norm in a Minkowski plane admits a pair of conjugate directions (see [8] , Proposition 39, for a proof).
The next proposition is concerned with supporting lines of plane convex bodies. It states that the quadrants defined by conjugate directions are, in some sense, dual regarding supporting relations.
Proposition 2.1. Assume that K is a plane convex body which is symmetric with respect to the origin (by translation, if necessary). Let P be a parallelogram circumscribed about K which touches ∂K in the midpoints of its sides, and assume that its sides are in the directions v, w, where we choose these points in ∂K; i.e., we set v, w ∈ ∂K. Denote by Q 1 and Q 2 the usual first and second (closed) quadrants determined by the system of coordinates {v, w}, and let ∂K 1 = ∂K ∩ Q 1 and ∂K 2 = ∂K ∩ Q 2 . Then, given an arbitrary point p ∈ ∂K 1 \ {v, w}, the direction of any supporting line l to K through p must lie in Q 2 . Moreover, any direction of Q 2 supports K at some point of ∂K 1 . Clearly, the same holds if we interchange the indices.
Proof. This is a basic, elementary result from Convex Geometry (rather than from Minkowski Geometry), and we will not give the algebraic details. First, if p ∈ ∂K 1 \ {v, w}, then any supporting line l to K through p must lie in the double cone determined by the lines pw and vp which does not contain v + w, since otherwise l would separate the points v and w (see Figure 2 .1). It is straightforward that any direction within this cone is a direction of Q 2 (this follows from the fact that p must be contained in the parallelogram ow(v + w)v). Now, let y ∈ Q 2 . The directions y = v or y = w support K at w and v, respectively. If y ∈ int(Q 2 ), we use the simple fact that any direction supports a given convex body in at least two points. Since any line in the direction y through a point from int(Q 2 ) separates v and −v or w and −w, it follows that y must support K at some point of Q 1 .
Constructing Radon curves
Let V be a plane endowed with a non-degenerate symplectic form [·, ·] and fix linearly independent vectors v, w ∈ V with [v, w] = 1. Consider the four usual quadrants Q 1 , Q 2 , Q 3 , and Q 4 determined by the system of coordinates {v, w}, and let γ 1 be a curve connecting the points v and w with γ 1 ⊆ conv{o, v, w, v + w} such that the union of the segments [ov] and [ow] with γ 1 is the boundary of a convex body K 1 , say.
We now define a (simple) curve γ 2 in the second quadrant as follows:
Notice that each point of the curve γ 2 is the image of a point 
(ii) The function s is convex. In other words, if For any x ∈ γ 1 we have x ∈ conv{o, v, w, v + w}, and hence x can be written in the form αv + βw for some α, β ∈ [0, 1]. Thus,
This yields the desired.
To prove (ii), we clearly may assume λ 0 = λ 1 and write
Thus,
and the proof is finished.
Corollary 3.1 (Properties of γ 2 ). The curve γ 2 constructed previously has, similarly to γ 1 , the following properties: 
. This last segment is obviously contained in the desired convex region.
To prove (iii) it is clearly enough to show that, for any λ 0 , λ 1 ∈ [0, 1] and λ 0 ≤ λ ≤ λ 1 , the intersection x λ of the ray [oγ 2 (λ) with the segment [γ 2 (λ 0 )γ 2 (λ 1 )] obeys x λ ∈ [γ 2 (λ)o (see Figure 3 .1). Writing x λ = α((1 − λ)w + λ(−v)) for some α ∈ R (which is, by (ii), ≥ 1), we just have to prove that α ≤ 1 s(λ) . Since there exists β ∈ [0, 1] such that x λ = (1 − β)γ 2 (λ 0 ) + βγ 2 (λ 1 ), we have the equalities
, and
This can be seen as a system of equations in the variables α and β. Thus, we may calculate α in terms of λ, λ 0 , λ(1), s(λ 0 ), and s(λ 1 ). After some small calculation we have
.
. But this is precisely item (ii) of the previous lemma.
Since γ 2 connects w and −v, it follows that the curve γ = γ 1 ∪ γ 2 ∪ (−γ 1 ) ∪ (−γ 2 ) is a closed, centrally symmetric curve. Curves constructed in this way are called Radon curves. The next step is to prove that they form the boundaries of convex bodies. 
is contained in the union of these sets, which is precisely the region enclosed by γ.
Corollary 3.2. Any direction of Q 2 supports conv(γ) at some point of γ 1 . Furthermore, the direction of any supporting line to conv(γ) through a point of γ 1 \ {v, w} must lie in Q 2 . The same holds if we interchange the indices.
Proof. By construction it is immediate that v and w are conjugate directions for the centrally symmetric convex set conv(γ). Hence we just have to apply Proposition 2.1. Now we prove a sort of duality that holds for Radon curves: if we start with γ 2 and define a curve in the first quadrant in the same way that we did it before, we would obtain precisely γ 1 . This is presented by the next lemma. But first we notice that, by convexity, a ray from the origin o through a point of the segment [wv] must intersect γ 1 in exactly one point. Hence we may parametrize γ 1 by γ 1 (θ) = f (θ)((1 − θ)w + θv) for some continuous function f : [0, 1] → R. Observe that, in particular, f ≥ 1.
Lemma 3.2. The curve
coincides with γ 1 . In other words, the function f (θ) defined above may be written in terms of γ 2 as
Proof. Let θ ∈ [0, 1] be arbitrary and assume that
i.e., the supremum is attained for the parameter λ (considering the previously defined parametrization of γ 2 ). This yields
To prove the inverse inequality, we first notice that there exists a number σ ∈ [0, 1] such that
In fact, choose a line l supporting conv(γ) and passing through γ 1 (θ) whose direction lies in the second quadrant (the existence of such a line is guaranteed by Corollary 3.1). Hence l is the line t → γ 1 (θ) + t((1 − σ)w + σ(−v)) for some σ ∈ [0, 1]. Thus, given any α ∈ [0, 1], the ray [oγ 1 (α) meets l at a point γ 1 (θ) + t 0 ((1 − σ)w + σ(−v)) for some t 0 ∈ R, and we get
This shows the desired. Now,
and this is the inverse inequality that we wanted. The proof is finished.
In the next lemma, which is a technical one, we will explore a little better the assumption made (within the proof of the last lemma) on supporting lines with directions that realize the supremum of the determinant form. Proof. It is clear that we just have to prove the first statement, since then the second follows from the duality explained in Lemma 3.2. Let λ ∈ [0, 1]. In view of Corollary 3.1 it follows that the direction (1 − λ)w + λ(−v), which belongs to the second quadrant, supports conv(γ) at some point γ 1 (θ). Hence, if p ∈ γ \ {−γ 1 (θ), γ 1 (θ)}, the assumption that the line (−p)p intersects this supporting line at the point
and this shows what we wanted.
Radon curves as circles of Minkowski planes
Now we want to prove that Birkhoff orthogonality is symmetric in a normed plane if and only if its unit circle is a Radon curve. The chief ingredient is the next lemma, but let us start with a definition: Given a normed plane (V, || · ||) endowed with a determinant form [·, ·], we define the antinorm of a vector x ∈ V to be
It is not difficult to see that || · || a is indeed a norm on V . The unit circle of || · || a is called the anticircle of S and denoted by S a . Moreover, the supremum is attained for y ∈ S if and only if y ⊣ B x. This is, in some sense, the bridge that connects supporting relations (which come from Convex Geometry) with the construction of Radon curves. Proof. See [7] . 
. Then, to show that the unit circle is a Radon curve, we just have to prove that this supremum is attained for some point of γ 1 . For this sake, it is enough to repeat the proof of Lemma 3.3 using Proposition 2.1 instead of Corollary 3.1.
It is clear that the choice of a non-degenerate symplectic bilinear form gives an area measure. We finish this section with a characterization of Radon planes which, geometrically, means that any rectangle (in the Birkhoff sense) with unit sides has the same area if and only if the norm is Radon. 
Now, if (V, || · ||)
is not a Radon plane, we may choose vectors x, y ∈ S such that x is orthogonal to y, but the converse is not true. Hence we may choose z ∈ S \ {y} with z ⊣ B x, and it follows that
This finishes our proof.
Further comments
The existence of non-Euclidean norms for which Birkhoff orthogonality is a symmetric relation is a two-dimensional phenomenon. Indeed, if (V, · ) is a Minkowski space with dimV ≥ 3, then a norm on it has symmetric Birkhoff orthogonality if and only if it is derived from an inner product (see Theorem 3.4.10 in [11] ). Radon planes behave like the Euclidean plane regarding many properties. Also, there are many nice characterizations of Radon planes among all normed planes. For results in this direction we refer the reader to the papers [3] , [6] , [7] , and [8] , and to § 4.7 and § 4.8 in [11] . Some of these results can be described only in terms of Convex Geometry. We present two examples. The first one is merely a rewriting of Proposition 4.1.
Proposition 5.1. Let γ be a closed curve which is the boundary of a convex body in a plane V (endowed with a determinant form [·, ·]) and centered at the origin. Then γ is a Radon curve if and only if there exists a number λ > 0 such that |[x, y]| = λ whenever x, y ∈ γ are such that the direction y supports conv(γ) at x.
In [6] , Düvelmeyer proved that a norm is Radon if and only if Busemann and Glogovskii angular bisectors coincide for any angle (definitions are given in the proof below). This yields immediately the following non-Minkowskian characterization of Radon curves. Proposition 5.2. Let γ be a closed curve in a plane V which is the boundary of a convex body and centered at the origin. Then γ is a Radon curve if and only if for every p ∈ V \ conv(γ) the following property holds: let r and s be the tangents to conv(γ) passing through p. Let x 0 and x 1 be the points where the line parallel to r through the origin intersects γ and s, respectively, and let y 0 and y 1 be the respective intersections of the line parallel to s and passing through the origin with γ and r (see Figure  5 .1). Then the line through x 1 and y 1 is parallel to the line through x 0 and y 0 .
Proof. First, notice that every angle can be realized, up to translation, as the angle formed by two concurrent tangent lines to γ. It is known that given a point p ∈ V \ conv(γ) and lines r and s as in the enunciate, the Glogovskii angular bisector of the angle determined by r and s is the line op . (In the language of Minkowski planes, the Glogovskii bisector of the angle determined by r and s consists of all midpoints of norm circles having the rays of this angle in tangential position.) On the other hand, the Busemann angular bisector of this angle is the ray starting at p in the direction of the sum of the unit vectors (with respect to the norm having γ as unit circle) in directions r and s. This can easily be formulated not depending on norms, and the desired follows. Remark 5.1. We underline once more that this characterization of Radon curves relies only in basic concepts of vectorial spaces. We even need not fix a determinant form.
