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CONSTANT TERMS OF EISENSTEIN SERIES
OVER A TOTALLY REAL FIELD
TOMOMI OZAWA
Abstract. In this paper, we compute constant terms of Eisenstein series defined over
a totally real field at all cusps. We explicitly describe the constant terms of Eisenstein
series at each equivalence class of cusps in terms of special values of Hecke L-functions.
This investigation is motivated by M. Ohta’s work on congruence modules related to
Eisenstein series defined over the field of rational numbers.
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Introduction
In this paper, we compute constant terms of Eisenstein series defined over a totally
real field, at various cusps. In his paper [Oh] published in 2003, M. Ohta computed the
constant terms of Eisenstein series of weight 2 over Q, at all equivalence classes of cusps.
As for Eisenstein series defined over a totally real field, S. Dasgupta, H. Darmon and R.
Pollack calculated the constant terms at particular (not all) equivalence classes of cusps
in 2011 [DDP]. We compute constant terms of Eisenstein series defined over a general
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Key words and phrases. Hilbert modular forms, Fourier coefficients of automorphic forms.
1
2 T. OZAWA
totally real field at all equivalence classes of cusps, and describe them explicitly in terms
of Hecke L-functions.
This investigation is motivated by Ohta’s work [Oh] on congruence modules related
to Eisenstein series defined over Q. Let p ≥ 5 be a prime number. In his paper [Oh]
Ohta defined and computed congruence modules attached to a pair of an exact sequence
of Λ-adic forms and its Hecke-equivariant splitting over the fractional field of Λ, where
Λ is the Iwasawa algebra Λ = Zp[[1 + pZp]]. In his computation, the constant terms
of Eisenstein series over Q at all equivalence classes of cusps of Γ1(Np
r) are necessary.
The congruence module which he considered can be described by using Kubota-Leopoldt
p-adic L-functions, which is obtained by p-adic interpolation of a family of Dirichlet L-
functions. As is well known, the constant terms of Eisenstein series defined over Q can
be expressed in terms of special values of Dirichlet L-functions. Indeed the congruence
module above was computed by using values of constant terms obtained from a p-adic
analytic family of Eisenstein series.
It is expected to extend Ohta’s work to the case of totally real fields, since his result has
been applied to several important problems in number theory, such as problems concerning
µ-invariant of the cyclotomic Zp-extension over a number field (see [I] for details).
We explain the main result of this paper. We consider Hilbert modular forms defined
over a totally real field F of degree d. Let O be the ring of integers of F , I the set of
the embeddings of F into R, d the different of F , ClF the ideal class group of F , and Cl
+
F
the narrow ideal class group of F . For a vector q = (qσ)σ∈I ∈ (Z/2Z)d and a ∈ F , we
write sgn(a)q =
∏
σ∈I sgn(a
σ)qσ . Let H be the upper half plane H = {z ∈ C | Im(z) > 0},
GL2(F ) the group of all 2× 2 invertible matrices with coefficients in F , and GL+2 (F ) the
subgroup of GL2(F ) consisting of all matrices with totally positive determinant. For a
function f on HI , a matrix γ = ( a bc d ) ∈ GL+2 (F ), and an integer k ≥ 0, we define a new
function f |kγ on HI by the rule
(f |kγ)(z) = det(γ) k2 (cz + d)−kf(γz)
where
det(γ) =
∏
σ∈I
det(γ)σ, cz + d =
∏
σ∈I
(cσzσ + d
σ), and γz =
(
aσzσ + b
σ
cσzσ + dσ
)
σ∈I
.
Let b be an integral ideal of F , and ψ a narrow ray class character modulo b and signature
r ∈ (Z/2Z)d. Then we have a well-defined finite order character ψf : (O/b)× → C× given
by ψf(a) = ψ(aO)sgn(a)
r. For each λ ∈ Cl+F , we choose a representative fractional ideal
tλ of λ and put
Γλ(b) =
{(
a b
c d
)
∈ GL+2 (F )
∣∣∣∣a, d ∈ O, b ∈ d−1t−1λ , c ∈ bdtλ and ad− bc ∈ O×
}
.
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Definition 0.1. Let k, b and ψ be as before, and h = #Cl+F . An h-tuple f = (fλ)λ∈Cl+
F
of holomorphic functions fλ : H
I → C is a Hilbert modular form of (parallel) weight k,
level b and character ψ if for each λ ∈ Cl+F ,
fλ|kγ = ψf(d)fλ for all γ =
(
∗ ∗
∗ d
)
∈ Γλ(b).
When F = Q, f has to be holomorphic around each cusp; that is, for any γ ∈ SL2(Z),
(f |kγ)(z) =
∞∑
n=0
a
( n
N
, f
)
q
n
N (q = exp(2piiz))
where N is the positive integer determined by NZ = b.
There is an analogue of Eisenstein series defined over Q, in the following sense:
Proposition 0.2 (Shimura, [S]). For narrow ray class characters η and ψ of conductors
a, b and signatures q, r ∈ (Z/2Z)d respectively, and an integer k ≥ 1 with
q + r ≡ (k, k, . . . , k) mod (2Z)d,
there exists a Hilbert modular form Ek(η, ψ) of weight k, level ab and character ηψ such
that its normalized coefficients satisfy
c(n, Ek(η, ψ)) =
∑
n1|n
η
(
n
n1
)
ψ(n1)N(n1)
k−1 for each non-zero integral ideal n; and(1)
cλ(0, Ek(η, ψ)) =
{
δη,id2
−dL(ψ, 1− k) if k ≥ 2,
2−d(δη,idL(ψ, 0) + δψ,idL(η, 0)) if k = 1
for each λ ∈ Cl+F .(2)
The sum in (1) runs over all integral ideals n1 dividing n, and N = NF/Q is the norm
of F/Q. In (2), δη,id = 1 if η = id (i.e., a = O) and 0 otherwise. L(η, s) denotes the
Hecke L-function attached to η (we use the same notation for other characters). We call
Ek(η, ψ) the Eisenstein series of weight k associated with characters (η, ψ).
Our main result is the computation of the constant terms of Ek(η, ψ) at all equivalence
classes of cusps. We write Ek(η, ψ) = (Ek(η, ψ)λ)λ∈Cl+
F
in the sense of Definition 0.1. The
following computation is the first step of our main result:
Proposition 0.3. Let Γ1λ(O) = Γλ(O) ∩ SL2(F ). For a matrix
Aλ =
(
αλ βλ
γλ δλ
)
∈ Γ1λ(O)
4 T. OZAWA
(in particular γλ ∈ dtλ), the constant term of N(tλ)− k2Ek(η, ψ)λ|kAλ is equal to
1
2d
τ(ηψ−1)
τ(ψ−1)
(
N(b)
N(c)
)k
sgn(−γλ)qη(γλ(bdtλ)−1)sgn(αλ)rψ−1(αλ)
× L(η−1ψ, 1− k)
∏
q|m, q∤c
(1− ηψ−1(q)N(q)−k)
if γλ ∈ bdtλ, and 0 otherwise. Here τ(ψ−1) is the Gauss sum of ψ−1, c = cond(η−1ψ),
m = ab, and the last product runs over all prime ideals q with q | m and q ∤ c.
This proposition implies Ohta’s computation of the constant terms of Eisenstein series
over Q in [Oh], as well as Dasgupta, Darmon and Pollack’s description of the constant
terms over a totally real field in [DDP] (see Remark 3.5 of Section 3.1 for details).
According to Proposition 0.3, the second thing we should investigate is the equivalence
classes of cusps of Γ1λ(O). Let B
1(F ) be the group of all upper triangular matrices of
SL2(F ). It is well known that there is a bijection
SL2(F )/B
1(F )→ P1(F ); γ 7→ γ(∞).
Thus we need to describe the set Γ1λ(O)\SL2(F )/B1(F ) explicitly. We will show in Propo-
sition 3.8 that the map
ilt−1
λ
: Γ1λ(O)\SL2(F )/B1(F )→ ClF ;
(
a b
c d
)
7→ c(dtλ)−1 + aO(3)
is a bijection. We will compute in Section 3.3 a suitable representative under ilt−1
λ
of a
given ideal class in ClF represented by a non-zero integral ideal r0 explicitly. We can find
a matrix
Aλ =
(
αλ βλ
γλ δλ
)
∈ SL2(F )
with ilt−1
λ
(Aλ) = r0 so that
αλO = n2r0, βλ ∈ (dtλr0)−1, γλO = n1dtλr0 and δλ ∈ r−10 .
Here ni (i = 1, 2) are integral ideals satisfying n1+n2 = O and n1+b = O (see Proposition
3.9 for details).
Theorem 0.4. Let r0, Aλ, and ni (i = 1, 2) be as above. If r0 is not equivalent to
the class of ∞ under the bijection (3), the constant term of N(tλ)− k2Ek(η, ψ)λ at the cusp
corresponding to the equivalence class of r0 (i.e., the constant term of N(tλ)
− k
2Ek(η, ψ)λ|Aλ
at ∞) is equal to
δψ,id
1
2d
τ(η)
(
N(r0)
N(a)
)k
sgn(−γλ)qη(n1)L(η−1, 1− k).
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Layout. Section 1 is devoted to reviewing elliptic modular forms, Eisenstein series and
the computation of Fourier expansion. In Section 2, we give basics of Hilbert modular
forms and Eisenstein series. In the last section, we investigate the equivalence classes
of cusps of certain congruence subgroups, and compute the constant terms of Eisenstein
series at all equivalence classes of cusps.
Notation. Throughout this paper we use the following notation:
• i ∈ C: a fixed square root of −1;
• H: the upper half plane H = {z ∈ C | Im(z) > 0};
• ∞ = lim
t→+∞
it: the point at infinity;
• GL2(R): the group of all 2× 2 invertible matrices with real coefficients;
• GL+2 (R): the subgroup of GL2(R) consisting of all matrices with positive deter-
minant.
Acknowledgement. The author would like to express her hearty thanks to her su-
pervisor, Professor Nobuo Tsuzuki, for his helpful advice and unceasing encouragement.
She also thanks Professors Masataka Chida, Ming-Lun Hsieh, Atsushi Yamagami, and
Dr. Yuichi Hirano for useful information, suggestions and discussions.
1. Elliptic modular forms
In Section 1, we recall elliptic modular forms and Hecke operators. We give few proofs
in this section. We refer to [H1] Chapter 5 and [M] Chapters 4 and 7 for details.
1.1. Basic definitions and examples. In this subsection, we review basic definitions
and examples of elliptic modular forms. Let SL2(Z) denote the group of all matrices
of determinant 1 with coefficients in Z. For each positive integer N , we define three
congruence subgroups of SL2(Z) (a subgroup Γ of SL2(Z) is called a congruence subgroup
if Γ contains Γ(N) below for some N ∈ Z≥1):
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣c ≡ 0 mod N
}
,
Γ1(N) =
{(
a b
c d
)
∈ Γ0(N)
∣∣∣∣a ≡ d ≡ 1 mod N
}
, and
Γ(N) =
{(
a b
c d
)
∈ Γ1(N)
∣∣∣∣b ≡ 0 mod N
}
.
All three groups are of finite index in SL2(Z), since there is an isomorphism SL2(Z)/Γ(N) ∼=
SL2(Z/NZ). Note that Γ(N) is normal in SL2(Z) for any N ≥ 1, while Γ0(N) and Γ1(N)
are not normal in SL2(Z) when N ≥ 2.
We now explain the notion of elliptic modular forms. For a function f : H → C, a
matrix γ = ( a bc d ) ∈ GL+2 (R) and an integer k ∈ Z, we define another function f |kγ on H
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by the rule
(f |kγ)(z) = det(γ) k2 (cz + d)−kf(γz)
where γz = az+b
cz+d
. Note that γz ∈ H, since det(γ) > 0. If f is holomorphic on H, so is
f |kγ.
From now on let k be a non-negative integer. Any holomorphic function f : H → C
with f |kγ = f for all γ ∈ Γ(N) can be expanded as follows:
f(z) =
∑
n∈Z
a
( n
N
, f
)
q
n
N (q = exp(2piiz)).(4)
We call (4) the Fourier expansion of f .
Definition 1.1. Let Γ be a subgroup of SL2(Z) containing Γ(N). The space Mk(Γ)
of (elliptic) modular forms of weight k and level Γ consists of elements f such that
• f is a holomorphic function on H;
• f |kγ = f for all γ ∈ Γ;
• a(n/N, f |kγ) = 0 for all integers n < 0 and γ ∈ SL2(Z).
Note that for each γ ∈ SL2(Z), we have (f |kγ)|kδ = f |kγ for all δ ∈ Γ(N) since Γ(N) is
normal in SL2(Z), and thus it makes sense to consider the coefficients a(n/N, f |kγ). We
often omit the subscript k of f |kγ when there is no ambiguity concerning weight.
Each γ = ( a bc d ) ∈ Γ0(N) induces an automorphism
Rd :Mk(Γ1(N))→Mk(Γ1(N)); f 7→ f |kγ
on Mk(Γ1(N)). Since we know that
Γ0(N)/Γ1(N) ∼= (Z/NZ)×;
(
a b
c d
)
7→ d mod N,
Rd depends only on d mod N . In other words, (Z/NZ)
× acts on Mk(Γ1(N)) via Rd. We
call Rd the diamond operator attached to d mod N . For a Dirichlet character χ defined
modulo N , we define the χ-eigenspace
Mk(Γ0(N), χ) =
{
f ∈Mk(Γ1(N)) | f |Rd = χ(d)f for all d ∈ (Z/NZ)×
}
of Mk(Γ1(N)). Then Mk(Γ1(N)) can be decomposed as follows:
Mk(Γ1(N)) =
⊕
χ
Mk(Γ0(N), χ); f 7→
 1
ϕ(N)
∑
d∈(Z/NZ)×
χ−1(d)f |Rd

χ
.
Here χ runs over all Dirichlet characters modulo N and ϕ(N) = #(Z/NZ)× is the Euler
function. We call an element of Mk(Γ0(N), χ) a modular form of weight k, level Γ0(N)
and character (also called Nebentypus) χ.
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Remark 1.2. For f ∈ Mk(Γ0(N), χ), we have
χ(−1)f = f |k
(
−1 0
0 −1
)
= (−1)kf.
Thus we see that f = 0 when χ(−1) = −(−1)k. From now on, we assume χ(−1) = (−1)k
(i.e., χ and k have the same parity) whenever we consider modular forms of weight k and
character χ. When N = 1, the above equality implies that Mk(SL2(Z)) = 0 if k is odd.
Example 1.3. Eisenstein series are one of the most basic and important examples of
modular forms, and are also the main object of this paper. For simplicity we assume k ≥ 2.
Let η (resp. ψ) be a Dirichlet character of conductor u (resp. v), and (ηψ)(−1) = (−1)k.
We put N = uv. Consider first the case when k ≥ 3. We let
E ′k(η, ψ)(z) =
u∑
a1=1
N∑
a2=1
η(a1)ψ
−1(a2)Gk(z, a1v, a2, N)
where for integers ai (i = 1, 2), we define
Gk(z, a1, a2, N) =
∑
(a,b)∈Z2, (a,b)6=(0,0),
a≡a1 mod N, b≡a2 mod N
1
(az + b)k
(which is absolutely convergent on H). We note that E ′k(η, ψ) here is what is written as
E ′k(θ, ψ) in [Oh]. Our ψ corresponds to θ there and η here corresponds to ψ there. We use
this notation in order to be consistent with notation of Hilbert Eisenstein series in Sections
2 and 3. For each γ = ( a bc d ) ∈ SL2(Z), Gk(z, a1, a2, N) satisfies the transformation law
Gk(z, a1, a2, N)|kγ = Gk(z, a1a+ a2c, a1b+ a2d,N)
and hence we have E ′k(η, ψ)|kγ = (ηψ)(d)E ′k(η, ψ) for any γ = ( a bc d ) ∈ Γ0(N). When
k ≥ 3, Gk(z, a1, a2, N) is expanded as
Gk(z, a1, a2, N) = δ(a1, N)
∑
b≡a2 mod N,
b6=0
b−k
+
(−2pii)k
Nk(k − 1)!
∑
a≡a1 mod N,
a>0
∞∑
m=1
mk−1e
(ma2
N
)
e
(maz
N
)
+
(−2pii)k
Nk(k − 1)!(−1)
k
∑
a≡a1 mod N,
a<0
∞∑
m=1
mk−1e
(
−ma2
N
)
e
(
−maz
N
)
.
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Here e(x) = exp(2piix), and δ(a1, N) = 1 if a1 ∈ NZ and 0 otherwise. Consequently the
Fourier expansion of E ′k(η, ψ) is
E ′k(η, ψ)(z) =
2(2pii)kτ(ψ−1)
vk(k − 1)!
×
δη,idψ(−1)2−1L(ψ, 1− k) + (−1)k
∞∑
n=1
∑
0<t|n
η
(n
t
)
ψ(t)tk−1
 qn
 .
Here δη,id = 1 if η is trivial (i.e., u = 1) and 0 otherwise. τ(ψ
−1) is the usual Gauss sum
τ(ψ−1) =
v∑
m=1
ψ−1(m)e
(m
v
)
of ψ−1 and L(ψ, 1 − k) denotes the Dirichlet L-function attached to ψ. Thus we have
E ′k(η, ψ) ∈Mk(Γ0(N), ηψ). We normalize E ′k(η, ψ) and define
Ek(η, ψ)(z) =
vk−1τ(ψ)(k − 1)!
2(2pii)k
E ′k(η, ψ)(z)
= δη,id2
−1L(ψ, 1− k) +
∞∑
n=1
∑
0<t|n
η
(n
t
)
ψ(t)tk−1
 qn.
We call Ek(η, ψ) the Eisenstein series of weight k associated with characters (η, ψ). Note
that when η = ψ = id (i.e., u = v = N = 1) we have Ek(η, ψ) = 0 for any odd k ≥ 3.
When k = 2, we need a slight modification. For integers ai (i = 1, 2), the series
G2(z, s, a1, a2, N) =
∑
(a,b)∈Z2 , (a,b)6=(0,0),
a≡a1 mod N, b≡a2 mod N
1
(az + b)2|az + b|2s
(which is absolutely convergent on Re(s) > 0) has a meromorphic continuation in s
to the whole complex plane, and is holomorphic at s = 0. We put G2(z, a1, a2, N) =
G2(z, 0, a1, a2, N). The Fourier expansion of G2(z, a1, a2, N) is
G2(z, a1, a2, N) = δ(a1, N)
∑
b≡a2 mod N,
b6=0
b−2 − pi
N2Im(z)
− 4pi
2
N2
∑
a≡a1 mod N
∑
m∈Z,
ma>0
|m|e
(ma2
N
)
e
(maz
N
)
.
In particular G2(z, a1, a2, N) is not holomorphic at ∞. If at least one of η or ψ is non-
trivial, the sum
E ′2(η, ψ)(z) =
u∑
a1=1
N∑
a2=1
η(a1)ψ
−1(a2)G2(z, a1v, a2, N)
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is holomorphic at ∞ by the orthogonal relation of a Dirichlet character and the weight 2
normalized Eisenstein series
E2(η, ψ)(z) =
vτ(ψ)
2(2pii)2
E ′2(η, ψ)(z)
= δη,id2
−1L(ψ,−1) +
∞∑
n=1
∑
0<t|n
η
(n
t
)
ψ(t)t
 qn
belongs to M2(Γ0(N), ηψ). However when η = ψ = id, E
′
2(z) = G2(z, 1, 1, 1) is not
holomorphic at ∞. As is well known, the holomorphic series
E2(z) =
3
pi2
(
E ′2(z) +
pi
Im(z)
)
= 1− 24
∞∑
n=1
∑
0<t|n
t
 qn.
is not a modular form (for details we refer to [Og] Section 3).
2. Hilbert modular forms
In Section 2, we first recall the definitions and basic properties of Hilbert modular
forms, and the Eisenstein series constructed by Shimura in [S]. Section 2 is based on
[DDP] Section 2, [H1] Chapter 9, and [S]. Throughout Sections 2 and 3, we use the
following notation:
• F : a totally real number field of degree d;
• O: the ring of integers of F ;
• I: the set of the embeddings of F into R;
• F+: the set of the totally positive elements of F ;
• GL2(F ): the group of all 2× 2 invertible matrices with coefficients in F ;
• GL+2 (F ): the subgroup of GL2(F ) consisting of all matrices with determinant in
F+;
• SL2(F ): the subgroup of GL+2 (F ) consisting of all matrices with determinant 1;
• d: the different of F/Q;
• N = NF/Q: the norm of F/Q;
• For a vector r = (rσ)σ∈I ∈ (Z/2Z)d and a ∈ F , we write sgn(a)r =
∏
σ∈I sgn(a
σ)rσ .
2.1. Definitions and basic properties. We begin by recalling the definition of narrow
ray class characters of F . Let b be a non-zero integral ideal of F . We put
I(b) =
{
n
c
∣∣∣∣n and c are integral ideals and prime to b} ,
P+ = {aO | a ∈ F+} , and
P+(b) = P+ ∩
{
aO | a ≡ 1 mod ×b} ,
where a ≡ 1 mod ×b means that aO ∈ I(b) and there exists b ∈ F+ such that bO ∈ I(b),
b ∈ O, ab ∈ O, ab ≡ b mod b. We call the quotient group Cl(b) = I(b)/P+(b) the narrow
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ray class group modulo b. This group is known to be finite for any non-zero b. An
inclusion b ⊂ b′ of integral ideals induces a canonical homomorphism Cl(b)→ Cl(b′).
Definition 2.1. A narrow ray class character modulo an integral ideal b is a group
homomorphism ψ : Cl(b)→ C×.
The conductor of a narrow ray class character ψ modulo b is a unique integral ideal c
which has the following properties:
• b ⊂ c;
• the canonical homomorphism pi : Cl(b) → Cl(c) factors ψ, i.e., there exists a
homomorphism ψ0 : Cl(c)→ C× with ψ = ψ0 ◦ pi;
• for any integral ideal c′ with c ( c′, the canonical homomorphism pi : Cl(c)→ Cl(c′)
does not factor ψ.
We write cond(ψ) = c. If b = c, then ψ is said to be primitive modulo b.
It is known that there exists a vector r ∈ (Z/2Z)d such that
ψ(aO) = sgn(a)r for all a ∈ O with a ≡ 1 mod b.
We call r the signature of ψ. With this assumption, we can define a character ψf :
(O/b)× → C× associated to ψ by ψf (a) = ψ(aO)sgn(a)r. We will always regard the
right-hand side as a character on (O/b)×, without any notice.
When b = O, we write Cl+F rather than Cl(O), and we call this group the narrow ideal
class group of F . There is a canonical surjective homomorphism from Cl+F to the (wide)
ideal class group ClF . In particular h = #Cl
+
F is a multiple of the class number of F .
We now describe the definition of (parallel weight) Hilbert modular forms over F .
First we choose a representative fractional ideal tλ of λ for each λ ∈ Cl+F , and define the
subgroup
Γλ(b) =
{(
a b
c d
)
∈ GL+2 (F )
∣∣∣∣a, d ∈ O, b ∈ d−1t−1λ , c ∈ bdtλ and ad− bc ∈ O×
}
of GL+2 (F ).
Definition 2.2. Let k ≥ 0 be an integer, and b, ψ as above. The space Mk(b, ψ) of
Hilbert modular forms of weight k, level b and character ψ consists of elements f such
that
• f = (fλ)λ∈Cl+
F
is an h-tuple of holomorphic functions fλ : H
I → C;
• for each λ ∈ Cl+F , fλ satisfies the following modularity property:
fλ|kγ = ψf (d)fλ for all γ =
(
a b
c d
)
∈ Γλ(b).(5)
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Here
det(γ) =
∏
σ∈I
det(γ)σ, cz + d =
∏
σ∈I
(cσzσ + d
σ), γz =
(
aσzσ + b
σ
cσzσ + dσ
)
σ∈I
and fλ|kγ is a function on HI defined by
(fλ|kγ)(z) = det(γ) k2 (cz + d)−kfλ(γz),
Since each fλ is a function on H
I , we regard z a d-tuple of variables zσ. We also
note that γz ∈ HI for any γ ∈ GL+2 (F ). We often omit the subscript k of fλ|kγ
when there is no ambiguity concerning weight.
• when F = Q, we also impose the holomorphy condition around each cusp; that is,
for any γ ∈ SL2(Z), we have
(f |kγ)(z) =
∞∑
n=0
a
( n
N
, f
)
q
n
N (q = exp(2piiz))
where N is the positive integer determined by NZ = b.
Remark 2.3. The definition of the subgroup Γλ(b) depends on the choice of a represen-
tative fractional ideal tλ. We take two representative ideals tλ,i (i = 1, 2) of λ ∈ Cl+F and
consider the C-vector space Mk(b, ψ)i consisting of modular forms satisfying the modu-
larity property (5) with respect to Γtλ,i(b) for each i. By definition we have tλ,2 = utλ,1
for some u ∈ F+. Then there is an isomorphism
Mk(b, ψ)1 →Mk(b, ψ)2; (fλ)λ∈Cl+
F
7→
(
fλ|k
(
u 0
0 1
))
λ∈Cl+
F
.
However we can define Fourier coefficients of f independent of the choice of a representa-
tive ideal tλ (see Definition 2.5 and Remark 2.6 for details).
We define a Fourier expansion of a Hilbert modular form.
Proposition 2.4. A Hilbert modular form f = (fλ)λ∈Cl+
F
∈ Mk(b, ψ) has a Fourier
expansion (at the cusp ∞ = (∞,∞, . . . ,∞)) of the following form:
fλ(z) = aλ(0) +
∑
b∈tλ∩F+
aλ(b)eF (bz) for each λ ∈ Cl+F .(6)
Here aλ(0), aλ(b) are complex numbers and eF (x) = exp(2piiTr(x)) = exp(2pii
∑
σ∈I xσ)
(we use this notation both for x ∈ F and for a d-tuple of variables x = (xσ)σ∈I).
Proof. The assertion is well known when F = Q. When F 6= Q, ideas of the proof are
basically the same as that for F = Q. Namely, the modularity property (5) implies that
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fλ(z) is invariant under the translation by elements of t
−1
λ d
−1, and since fλ is holomorphic
in z we conclude that f is of the form
fλ(z) =
∑
b∈tλ
aλ(b)eF (bz).
We need to show that aλ(b) = 0 for all b ∈ tλ with b /∈ F+ and b 6= 0. This is so-called
“Koecher’s principle” (see [G] Theorem 3.3 of Chapter 2, Section 3). This principle does
not hold when F = Q. 
We call the coefficients aλ(b) the unnormalized Fourier coefficients of f . We also define
the normalized one as follows.
Definition 2.5. Let f be as in Proposition 2.4. We define the normalized constant
term cλ(0, f) of f by cλ(0, f) = aλ(0)N(tλ)
− k
2 for each λ ∈ Cl+F .
For each non-zero integral ideal n of F , there exists a unique λ ∈ Cl+F , and b ∈ tλ ∩ F+
unique up to multiplication by totally positive units, such that n = bt−1λ . We define the
normalized Fourier coefficient c(n, f) associated to n by c(n, f) = aλ(b)N(tλ)
− k
2 .
Remark 2.6. The following two facts show why cλ(0, f) and c(n, f) are called “nor-
malized” coefficients. These facts can be deduced from the modularity property (5).
(i) cλ(0, f) and c(n, f) are independent of the choice of a representative fractional
ideal tλ.
(ii) c(n, f) is independent of the choice of b ∈ tλ ∩ F+.
2.2. Eisenstein series. In this subsection we introduce Eisenstein series, which are one
of the most basic example of Hilbert modular forms. Let η (resp. ψ) be a primitive
narrow ray class character of conductor a (resp. b) and signature q ∈ (Z/2Z)d (resp. r).
Actually we can define Eisenstein series for non-primitive characters, but for simplicity,
we content ourselves only with primitive case here. When we consider Eisenstein series,
we always impose the assumption
q + r ≡ (k, k, . . . , k) mod (2Z)d(7)
for a weight k.
Proposition 2.7 ([S] Proposition 3.4). Under the above condition, there exists a
Hilbert modular form Ek(η, ψ) of weight k, level ab and character ηψ with the follow-
ing normalized coefficients:
c(n, Ek(η, ψ)) =
∑
n1|n
η
(
n
n1
)
ψ(n1)N(n1)
k−1 for each non-zero integral ideal n;(8)
cλ(0, Ek(η, ψ)) =
{
δη,id2
−dL(ψ, 1− k) if k ≥ 2,
2−d(δη,idL(ψ, 0) + δψ,idL(η, 0)) if k = 1
for each λ ∈ Cl+F .(9)
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The sum in (8) runs over all integral ideals n1 dividing n. In (9), δη,id = 1 if η = id (i.e.,
a = O) and 0 otherwise. L(η, s) denotes the Hecke L-function attached to the character
η (we use the same notation for other characters). We call Ek(η, ψ) the Eisenstein series
of weight k associated with characters (η, ψ).
Before explaining the outline of the proof, we establish two lemmas on the ideal class
groups of F , which will be frequently used afterwards.
Lemma 2.8. Let a and m be non-zero integral ideals of F . Then there exists a totally
positive element a ∈ a such that aO = an with n prime to m.
Proof. Let m =
∏l
i=1 p
ei be the prime ideal factorization of m. We put c = ap1p2 · · · pl,
and ci = c/pi for each 1 ≤ i ≤ l. Since c ( ci, there exists an element ai ∈ ci with ai /∈ c.
We may assume that each ai is totally positive. Indeed, since the images of aiO and aipi
in RI are Z-lattices, there exists bi ∈ O for each i such that aibi is totally positive. We
may further assume that bi /∈ pi, since each aipi is a proper sublattice of aiO in RI . Then
the totally positive element a = a1 + a2 + · · ·+ al ∈ a satisfies the assertion, that is, we
have a /∈ api for each i. Otherwise, we see that ai = a−
∑
j 6=i aj ∈ api, which contradicts
the choice of ai. Hence we have aO = an with an integral ideal n prime to m. 
In the proof of Lemma 2.8, we have implicitly assumed that for any Z-lattice L of Rd,
we can choose a Z-basis v1, v2, . . . , vd of L so that v1, v2, . . . , vd ∈ (R>0)d. We give a proof
of this elementary fact in the appendix.
Lemma 2.9. Let m be a non-zero integral ideal. We can choose a representative set
{tλ} for Cl+F so that bdtλ is integral and prime to m for each λ ∈ Cl+F .
Proof. For λ ∈ Cl+F , we choose an integral ideal c belonging to the class of λ. We
decompose bdc as bdc = c0c
′ so that the prime factors of c0 are all in common with m and
c′ is prime to m. We choose a totally positive element c ∈ c0. Then we have cO = c0n
for some integral ideal n. By Lemma 2.8, there exists a totally positive element a ∈ n so
that aO = nn′ with n′ prime to m. Therefore we have
a
c
bdc =
nn′c0c′
c0n
= n′c′,
which is integral and prime to m. Since a/c is totally positive by our choice, the assertion
holds. 
Remark 2.10. Lemmas 2.8 and 2.9 are originally Exercise 2.5.2 of [H1]. The answer
given at the end of the book is not enough. He did not mention whether the element a/c
in the proof of Lemma 2.9 can be taken to be totally positive or not.
Hereafter we write m = ab. As a consequence of Lemma 2.9, we may and do assume
the following two conditions:
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• for each λ ∈ Cl+F , bdtλ is integral and prime to m;
• each representative fractional ideal r of ClF is integral and prime to m.
Proof. (Outline of the proof of Proposition 2.7) The Eisenstein series Ek(η, ψ) in
Proposition 2.7 is explicitly given in [S] Proposition 3.2 and [DDP] Proposition 2.1. We
recall the definition. For s ∈ C, the series
Ek(η, ψ)λ(z, s) = Cτ(ψ)
N(tλ)
− k
2
N(b)
∑
r∈ClF
N(r)k
∑
a∈r,
b∈(bdtλ)−1r,
(a,b) mod U,
(a,b)6=(0,0)
sgn(a)qη(ar−1)sgn(−b)rψ−1(−bbdtλr−1)
(az + b)k|az + b|2s
is convergent on the right half plane Re(k + 2s) > 2. Here
τ(ψ) =
∑
x∈b−1d−1/d−1
sgn(x)rψ(xbd)eF (x)
is the Gauss sum of ψ, U is the subgroup of finite index of O× defined by
U =
{
u ∈ O× | N(u)k = 1, u ≡ 1 mod m}
which acts on {(a, b) | a ∈ r, b ∈ (bdtλ)−1r, (a, b) 6= (0, 0)} by u · (a, b) = (ua, ub), and
C =
√
dFΓ(k)
d
[O× : U ]N(d)(−2pii)kd
where dF denotes the discriminant of F . The definition of Ek(η, ψ)λ(z, s) here looks
slightly different from that in [DDP], but in fact two definitions are exactly the same. We
have already computed some terms of Ek(η, ψ)λ(z, s) in [DDP] by using the hypothesis
that ψ is primitive.
It is enough to show that Ek(η, ψ)λ(z, s) has a meromorphic continuation in s to the
whole complex plane and is holomorphic at s = 0, and that the h-tuple (Ek(η, ψ)λ(z, 0))λ∈Cl+
F
is a Hilbert modular form of prescribed weight, level and character, with the desired
Fourier coefficients. Roughly speaking, our strategy is as follows: thanks to Lemma 2.9,
we can divide Ek(η, ψ)λ(z, s) into partial sums
Ek(η, ψ)λ(z, s) = Cτ(ψ)
N(tλ)
− k
2
N(b)
∑
r∈ClF
N(r)k
∑
a1∈r/rm
sgn(a1)
qη(a1r
−1)
×
∑
a2∈(bdtλ)−1r/m(bdtλ)−1r
sgn(−a2)rψ−1(−a2bdtλr−1)Gk(z, s; a1, a2,m, r)
where we define
Gk(z, s; a1, a2,m, r) =
∑
a∈r, b∈(bdtλ)−1r,
a−a1∈mr, b−a2∈m(bdtλ)−1r,
(a,b) mod U, (a,b)6=(0,0)
1
(az + b)k|az + b|2s
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for r ∈ ClF , a1 ∈ r, and a2 ∈ (bdtλ)−1r. Indeed, if a ∈ r and b ∈ (bdtλ)−1r satisfy
a− a1 ∈ mr and b− a2 ∈ m(bdtλ)−1r respectively, then
sgn(a)qη(a) = sgn(a1)
qη(a1) and sgn(−b)rψ−1(b) = sgn(−a2)rψ−1(a2).(10)
We need to make a remark on the latter equality. By Lemma 2.8, there exists an element
β ∈ bdtλ with βO = bdtλn and n prime to b. We note that β itself is prime to b since
bdtλ is prime to m. Then βb, βa2 ∈ rn and β(b− a2) ∈ mrn so that
sgn(−βb)rψ−1(βb) = sgn(−βa2)rψ−1(βa2).(11)
Dividing both sides of (11) by sgn(β)rψ−1(β) 6= 0 gives the equality (10). We can verify
Proposition 2.7 by computing the Fourier expansion of each Gk(z, s; a1, a2,m, r). 
3. Equivalence classes of cusps and the main theorem
Section 3 is devoted a formulation and the proof of our main theorem. We keep using
the notation at the beginning of Section 2.
3.1. Constant terms of Eisenstein series under slash operators. In this subsection,
we present a detailed computation of the normalized constant term of Ek(η, ψ) under the
slash operators defined below. First we introduce some congruence subgroups of GL+2 (F )
and SL2(F ). The notation in the following definition is basically in accordance with [H2]
Chapter 4, Section 1.3.
Definition 3.1. Let n be an integral ideal and c a fractional ideal of F . Γ1(n;O, c) is
the subgroup of GL+2 (F ) defined by
Γ(n;O, c) =
{(
a b
c d
)
∈ GL+2 (F )
∣∣∣∣a, d ∈ O, b ∈ c−1d−1, c ∈ ncd and ad− bc ∈ O×
}
.
Hereafter we mainly consider the subgroup Γ1(n;O, c) = SL2(F ) ∩ Γ(n;O, c) of SL2(F ).
Remark 3.2. (i) When F = Q, n = NZ (N ∈ Z>0) and c = Z, we have
Γ(n;O, c) = Γ1(n;O, c) = Γ0(N).
(ii) When n = b and c = tλ for λ ∈ Cl+F , Γ(b;O, tλ) = Γλ(b), which was defined just
before Definition 2.2.
From now on, we write Γ∗λ(n) for Γ
∗(n;O, tλ) (∗ = 1 or empty). We define the slash
operator on the space of Hilbert modular forms.
Definition 3.3. Let f = (fλ)λ∈Cl+
F
be a Hilbert modular form and A = (Aλ)λ∈Cl+
F
∈
SL2(F )
h an h-tuple of matrices. The slash operator is defined by
f |A = (fλ|Aλ)λ∈Cl+
F
.(12)
The main result of this subsection is as follows:
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Proposition 3.4. Let η, ψ, k be as in Section 3.2 (in particular satisfying (7)), and
A = (Aλ)λ∈Cl+
F
a slash operator with
Aλ =
(
αλ βλ
γλ δλ
)
∈ Γ1λ(O)
for each λ ∈ Cl+F . Then
cλ(0, Ek(η, ψ)|A) = 0
unless γλ ∈ bdtλ. If this is the case, we have
cλ(0, Ek(η, ψ)|A) = 1
2d
τ(ηψ−1)
τ(ψ−1)
(
N(b)
N(c)
)k
sgn(−γλ)qη(γλ(bdtλ)−1)sgn(αλ)rψ−1(αλ)
× L(η−1ψ, 1− k)
∏
q|m, q∤c
(1− ηψ−1(q)N(q)−k),
where c is the conductor of η−1ψ and the last product runs over all prime ideals q with
q | m and q ∤ c.
Remark 3.5. Here we make two remarks on previously known results.
(i) Ohta computed the constant terms of Eisenstein series of weight 2 and level
Γ1(Np
r) over Q, at all equivalence classes of cusps (Proposition 2.5.5 of [Oh]).
Here p ≥ 5 is a prime number, N is a positive integer prime to p, and r ≥ 1
is an integer. Proposition 3.4 is a generalization of his result. Indeed we have
Γ1λ(O) = SL2(Z) when F = Q and the condition γλ ∈ bdtλ here corresponds to
u | c in [Oh].
(ii) This proposition also implies Proposition 2.3 of [DDP], where Dasgupta, Darmon
and Pollack computed cλ(0, Ek(η, ψ)|A) for
A = (Aλ)λ∈Cl+
F
=
((
1 xλ
αλ yλ
))
λ∈Cl+
F
∈ SL2(F )h
with αλ ∈ pdtλ, xλ ∈ d−1t−1λ , and yλ ∈ n. Moreover they imposed the hypothesis
ab = np (here p is a prime ideal and n is an integral ideal prime to p).
Proof. Hereafter we fix λ ∈ Cl+F . We write down (Ek(η, ψ)λ|Aλ)(z, s) according to
the definition:
(Ek(η, ψ)λ|Aλ)(z, s) = Cτ(ψ)N(tλ)
− k
2
N(b)
∑
r∈ClF
N(r)k
×
∑
a∈r,
b∈(bdtλ)−1r,
(a,b) mod U,
(a,b)6=(0,0)
sgn(a)qη(ar−1)sgn(−b)rψ−1(−bbdtλr−1)|γλz + δλ|2s
((aαλ + bγλ)z + (aβλ + bδλ))k|(aαλ + bγλ)z + (aβλ + bδλ)|2s .
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We note that the constant term arises from terms with aαλ + bγλ = 0 and this implies
bγλ = −aαλ ∈ r. On the other hand the condition γλ ∈ dtλ implies that there exists an
integral ideal n with γλO = ndtλ and hence bγλ ∈ nb−1r. Our strategy is to focus on the
ideal (nb−1r) ∩ r = (n ∩ b)b−1r. We divide the argument into two cases:
Case 1: b ∤ n. Then there exists a prime factor p of b which satisfies
n = pen′, b = pfb′ (e ∈ Z≥0, f ∈ Z>0, p ∤ n′b′) and e < f.
Then bγλ ∈ nb−1r ∩ r = (b′)−1(n′ ∩ b′)r. Thus b ∈ n−1(b′)−1(n′ ∩ b′)d−1t−1λ r and
bbdtλr
−1 ⊂ pf−e(n′)−1(n′ ∩ b′) ⊂ pf−e. Since f − e > 0, bbdtλr−1 is not prime to b
and thus sgn(−b)rψ−1(−bbdtλr−1) = 0.
Case 2: b | n. In this case, we know that γλ ∈ bdtλ. Then the matrix Aλ induces an
isomorphism{
(a, b) | a ∈ r, b ∈ (bdtλ)−1r, aαλ + bγλ = 0
}
/U → (bdtλ)−1r/U ;
(a, b) 7→ aβλ + bδλ
(the inverse map is given by d 7→ (−dγλ, dαλ)). Then
cλ(0, Ek(η, ψ)|A)
= Cτ(ψ)
N(tλ)
−k
N(b)
∑
r∈ClF
N(r)k
×
∑
d∈(bdtλ)−1r,
d mod U, d6=0
sgn(−dγλ)qη(−dγλr−1)sgn(−dαλ)rψ−1(−dαλbdtλr−1)N(b)−k
= C
τ(ψ)N(bd)ksgn(γλ)
qη(γλ)sgn(αλ)
rψ−1(αλ)[O× : U ]
(−1)kdN(b)η(bdtλ)
× L(ηψ−1, k)
∏
q|m, q∤c
(1− ηψ−1(q)N(q)−k).(13)
We use the functional equation for L(ηψ−1, s) (see [M] Chapter 3, Section 3):
|dF | 12−kN(c)1−k(2pii)kd
2dΓ(k)dτ(η−1ψ)
L(η−1ψ, 1− k) = L(ηψ−1, k).(14)
We obtain the desired result by combining equalities (13) and (14).

3.2. The equivalence classes of cusps of congruence subgroups. The purpose of
this subsection is to investigate the equivalence classes of cusps by the action of the
subgroup Γ1λ(O). First we describe the set of cusps P
1(F ) of HI in terms of a quotient of
SL2(F ). Let B
+(F ) denote the subgroup of GL+2 (F ) consisting of all upper triangular
matrices in GL+2 (F ), and B
1(F ) = B+(F ) ∩ SL2(F ) its intersection with SL2(F ). The
following bijection is well known.
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Lemma 3.6. There is a bijection
SL2(F )/B
1(F )→ P1(F ); γ 7→ γ(∞).
Let c be a fractional ideal of F . Thanks to Lemma 3.6 we know that the equivalence
classes of cusps by the action of Γ(O;O, c−1) is
Γ(O;O, c−1)\SL2(F )/B1(F ).
We now describe this set explicitly (here we consider Γ(O;O, c−1) instead of Γ(O;O, c),
in order to be consistent with the notation used in [H2] Chapter 4, Section 1). To m =
( a ∗c ∗ ) ∈ SL2(F ), we associate a fractional ideal ilc(m) = ccd−1 + aO. If γ =
(
e f
g h
)
is an
element of Γ(O;O, c−1), we have ilc(γm) = ilc(m). Indeed, since we have e, h ∈ O, f ∈
cd−1 and g ∈ c−1d by definition, we see that
(ga+ hc)cd−1 ⊂ aO + ccd−1 and ea + fc ∈ aO + ccd−1.
This implies (ga+ hc)cd−1 + (ea + fc)O ⊂ ccd−1 + aO. The other inclusion follows from
the condition eh− fg = 1, that is, we have
a = a(eh− fg) = h(ea + fc)− f(ga+ hc) ∈ (ga+ hc)cd−1 + (ea + fc)O, and
c = c(eh− fg) = −f(ea + fc) + e(ga+ hc) ∈ (ga+ hc)cd−1 + (ea + fc)O.
For upper triangular b =
(
b˜ ∗
0 ∗
) ∈ B1(F ), we have ilc(gb) = b˜ · ilc(g). Hence we obtain a
map
ilc : Γ(O;O, c
−1)\SL2(F )/B1(F )→ ClF ;
(
a ∗
c ∗
)
7→ ccd−1 + aO.(15)
Remark 3.7. In [H2] Chapter 4, Section 1, the map ilc is defined by ilc(m) = ccd+aO.
However this map is not trivial on Γ(O;O, c−1) in general. Indeed, the class number of
the real quadratic field F = Q(
√
10) is 2, and p = (2,
√
10) is a non-principal prime ideal
above 2. The discriminant is dF = 40, the different is d = (2
√
10) = (5,
√
10)p3. We
let c = O. We have (2 +
√
10)O = (3,
√
10 − 1)p and 2√10d−1 + (2 +√10)O = O. For
example (
2 +
√
10 10+
√
10
20
2
√
10 1
)
∈ Γ(O;O,O).
On the other hand, we see that
2
√
10d+ (2 +
√
10)O = p6(5,
√
10)2 + (3,
√
10− 1)p = p(p5(5,
√
10)2 + (3,
√
10− 1)) = p,
which is not principal. One can also find the description of the map ilc in Chapter 2,
Section 2 of [G] (however the notation there is different from ours).
Proposition 3.8 ([G] Proposition 2.22). The above map (15) is a bijection.
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One can find a detailed proof of the proposition in [G]. However we need a slightly
refined version of the surjectivity of ilc later on so as to compute the constant terms, so
we will review the proof of the surjectivity in Proposition 3.9.
Now we apply Proposition 3.8 for c = t−1λ . Note that Γ
1
λ(O) = Γ(O;O, tλ) by definition.
In the light of Proposition 3.8, what we have computed in the previous subsection is
a constant term of Ek(η, ψ) at one equivalence class of cusps of Γ
1
λ(O), that is, the
equivalence class of ∞. We will compute the constant terms at all equivalence classes of
cusps of Γ1λ(O) in the next subsection.
3.3. Constant terms of Eisenstein series under slash operators II. Hereafter we
fix λ ∈ Cl+F . As declared at the end of the previous subsection, we compute the constant
terms of Ek(η, ψ) at all equivalence classes of cusps of Γ
1
λ(O). We choose an element in
ClF and fix its representative integral ideal r0. We may assume that r0 is prime to m. We
shall prove a slightly refined version of the surjectivity of the map (15), with c = t−1λ .
Proposition 3.9. We can choose a matrix
Aλ =
(
αλ βλ
γλ δλ
)
∈ SL2(F )
with ilt−1
λ
(Aλ) = r0 so that
αλO = n2r0, βλ ∈ (dtλr0)−1, γλO = n1dtλr0 and δλ ∈ r−10 .
Here ni (i = 1, 2) are integral ideals such that n2 is prime to n1. Furthermore, the ideal
n1 can be chosen so that n1 is prime to b.
Proof. Let r0 be as above and b =
∏l
i=1 p
ei
i the prime ideal factorization of b. We can
take a non-zero element γλ ∈ dtλr0 so that γλ /∈ pidtλr0 for all i = 1, 2, . . . , l. This can be
proved by an argument similar to that of Lemma 2.8, as follows: we let c = p1p2 · · · pldtλr0
and ci = cp
−1
i for each i = 1, 2, . . . , l. Since c ( ci there exists ci ∈ ci \ c for each i. Then
γλ = c1 + c2 + · · ·+ cl does the job. Note that the ideal dtλr0 is not necessarily integral,
but the same argument as that of Lemma 2.8 works as long as O is a Dedekind domain.
We then write γλO = n1dtλr0 with n1 integral and prime to b. Lemma 2.8 implies that
there exists an element αλ ∈ r0 such that αλO = n2r0 with n2 integral and prime to n1.
Then we have γλ(dtλ)
−1 + αλO = n1r0 + n2r0 = r0. Since this condition is equivalent to
γλ(dtλr0)
−1+αλr
−1
0 = O, there exist βλ ∈ (dtλr0)−1 and δλ ∈ r−10 such that αλδλ−βλγλ = 1.
This proves
Aλ =
(
αλ βλ
γλ δλ
)
∈ SL2(F ) and ilt−1
λ
(Aλ) = r0.

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Proposition 3.8 tells us that it suffices to compute the constant term of Ek(η, ψ)λ|Aλ
for Aλ in Proposition 3.9. We recall the definition of (Ek(η, ψ)λ|Aλ)(z, s):
(Ek(η, ψ)λ|Aλ)(z, s) = Cτ(ψ)N(tλ)
− k
2
N(b)
∑
r∈ClF
N(r)k
×
∑
a∈r,
b∈(bdtλ)−1r,
(a,b) mod U,
(a,b)6=(0,0)
sgn(a)qη(ar−1)sgn(−b)rψ−1(−bbdtλr−1)|γλz + δλ|2s
((aαλ + bγλ)z + (aβλ + bδλ))k|(aαλ + bγλ)z + (aβλ + bδλ)|2s .
As in the proof of Proposition 3.4, we need to consider terms with aαλ+bγλ = 0. For each
r ∈ ClF , we have aαλ ∈ n2r0r and bγλ ∈ b−1n1r0r. Noting that n1 is prime to b, we see
that bγλ = −aαλ ∈ (n2r0r)∩(b−1n1r0r) = n1n2r0r and hence b ∈ n2(dtλ)−1r. Consequently
we have ψ−1(−bbdtλr−1) = 0 unless b = O. If this is the case, we use an isomorphism{
(a, b) | a ∈ r, b ∈ (dtλ)−1r, aαλ + bγλ = 0
}
/U → (dtλr0)−1r/U ;
(a, b) 7→ aβλ + bδλ
to compute (the inverse map is given by d 7→ (−dγλ, dαλ)). The normalized constant
term of Ek(η, ψ)λ|Aλ is equal to
CN(tλ)
−k ∑
r∈ClF
N(r)k
∑
d∈(dtλr0)−1r,
d mod U,
d6=0
sgn(−dγλ)qη(−dγλr−1)N(d)−k
= CN(dr0)
ksgn(−γλ)qη(γλ(dtλr0)−1)N(dtλr0)k
∑
r∈ClF
∑
d∈(dtλr0)−1r,
d mod U,
d6=0
η(−ddtλr0r−1)N(ddtλr0r−1)−k.
Combining this and the functional equation
|dF | 12−kN(a)1−k(2pii)kd
2dΓ(k)dτ(η−1)
L(η−1, 1− k) = L(η, k)
for L(η, s) (see [M], Chapter 3, Section 3), we see that this value is equal to
1
2d
τ(η)
(
N(r0)
N(a)
)k
sgn(−γλ)qη(n1)L(η−1, 1− k).
We give a summary of our computation as a theorem.
Theorem 3.10. (i) For a matrix
Aλ =
(
αλ βλ
γλ δλ
)
∈ Γ1λ(O),
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we write γλO = n1dtλ. Then the constant term of N(tλ)
− k
2Ek(η, ψ)λ|Aλ is equal to
0 unless b | n1. If this is the case, the constant term is equal to
1
2d
τ(ηψ−1)
τ(ψ−1)
(
N(b)
N(c)
)k
sgn(−γλ)qη(γλ(bdtλ)−1)sgn(αλ)rψ−1(αλ)
× L(η−1ψ, 1− k)
∏
q|m, q∤c
(1− ηψ−1(q)N(q)−k).
(ii) Let
r0, Aλ =
(
αλ βλ
γλ δλ
)
∈ SL2(F ), ni (i = 1, 2)
be as in Proposition 3.9. Then the constant term of N(tλ)
− k
2Ek(η, ψ)λ|Aλ is
δψ,id
1
2d
τ(η)
(
N(r0)
N(a)
)k
sgn(−γλ)qη(n1)L(η−1, 1− k).
Appendix A. A lemma on a Z-lattice in Rd
In this appendix, we show the following lemma which was assumed in the proof of
Lemma 2.8. The lemma is quite elementary but we give a proof in order to be precise.
Lemma A.1. Let d ≥ 1 be an integer. For any Z-lattice L of Rd, we can choose a
Z-basis v1, v2, . . . , vd of L so that v1, v2, . . . , vd ∈ (R>0)d.
Proof. Let Ω be a fundamental domain of the lattice L. It is well known that
covol(L) = vol(Ω) is independent of the choice of Ω. Since Rd/L is compact, Ω is bounded
and hence there exists a point y1 ∈ Rd such that y1 + Ω ⊂ (R>0)d. We choose a point
x1 ∈ (y1 + Ω) ∩ L and define the one dimensional subspace V1 = Rx1 of Rd generated by
x1. If d ≥ 2, there exists a point y2 ∈ Rd such that y2 + Ω ⊂ (R>0)d \ ((R>0)d ∩ V1). We
choose a point x2 ∈ (y2 +Ω)∩L. By our choice of y2, x1 and x2 are linearly independent
over R. Therefore the subspace V2 = Rx1 + Rx2 of R
d is two dimensional over R. By
iterating this operation, we obtain R-linearly independent d elements x1, x2, . . . , xd of L.
We put L′ =
⊕d
i=1 Zxi. Obviously L
′ is a sublattice of L. We choose x1, x2, . . . , xd ∈ L so
that covol(L′) is minimal among such x1, x2, . . . , xd (this is possible because L is discrete
in Rd). We will prove that L′ = L.
Suppose not. Then there exists an element x of L not contained in L′. We have
x =
∑d
i=1 aixi for some a1, a2, . . . , ad ∈ R. By considering a translate of x by an element
of L′, we may assume that 0 ≤ ai < 1 for all i and 0 < aj < 1 for some j. Then
x1, . . . , xj−1, x, xj+1, . . . , xd are linearly independent over R. We define the sublattice L′′
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of L by L′′ =
(⊕
1≤i≤d, i 6=j Zxi
)
⊕ Zx. Then we have
x1
...
xj−1
x
xj+1
...
xd

=

1
. . .
1
a1 . . . aj−1 aj aj+1 . . . ad
1
. . .
1


x1
...
xj−1
xj
xj+1
...
xd

and thus covol(L′′) = ajcovol(L′) < covol(L′). This contradicts the choice of x1, x2, . . . , xd.
Therefore we have L′ = L. 
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