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Diplom Tehnomathematiker Edwin Haas
Zusammenfassung
In der vorliegenden Arbeit wurden die für die Feuhteverteilung und lufthemishe Zusam-
mensetzung in MM5/MCCM relevanten numerishen Verfahren für den (i) advektiven Feuh-
tetransport, (ii) advektiven hemishen Spurenstotransport und (iii) für die hemishe Um-
wandlung der Spurenstoe untersuht. Dabei wurden die verwendeten Verfahren untersuht,
vorhandenen Dezite identiziert und durh neu entwikelte alternative numerishe Verfah-
ren verbessert. Die neu entwikelten Verfahren wurden in das regionale Modell MM5/MCCM
eingebaut und evaluiert.
Dabei lässt sih für die oben genannten drei Prozesse Folgendes zusammenfassen:
(i) Advektiver Feuhtetransport: Für die Feuhteadvektion wird in MM5 ein Leapfrog-
Verfahren mit einem Zeitlter benutzt. Das Verfahren zeigt bekannte Dezite, so neigt
es zu numerishen Oszillationen und erzeugt durh den glättenden Zeitlter einen Pha-
senfehler. Dies kann z.B. zu falshen Unter- und Übersättigungen in der räumlihen
Verteilung der Feuhtegröÿen führen und damit physikalish niht gerehtfertigte Pha-
senumwandlungsprozesse auslösen. Die davon beeinusste Temperatur-, Niedershlags-
und Strahlungsverteilung ist demzufolge ebenfalls fehleranfällig. Deshalb wurde ein al-
ternatives numerishes Integrations- und Advektionsverfahren entwikelt, welhes die
beshriebenen Dezite verringert und aufgrund seiner Komplexizität für Klimasimu-
lationen von mehreren Dekaden geeignet ist. Dieses Verfahren wurde für die Feuhte-
advektion in MM5 eingebaut. Eine Niedershlagsevaluierung einer einmonatigen Epi-
sodensimulation mit DWD-Beobahtungen zeigte für MM5 mit dem neu entwikelten
Verfahren bessere Übereinstimmungen in Luv- und Lee-Bereih von Mittelgebirgen. In
Bezug auf die simulierten Niedershlagssummen zeigte das neue MM5 ebenfalls bessere
Übereinstimmungen mit der Literatur. Die Evaluierung von simulierten Wasserdampf-
verteilungen mit zeitlih hohaufgelösten vertikalen Lidar-Beobahtungen konnte keine
eindeutige Aussage liefernm, da die Simulationen aufgrund unzureihender Eingangs-
daten zur exakten Modellinitialisierung die meteorologishe Situation während des Be-
obahtungszeitraums niht exakt wiedergeben konnten.
(ii) Advektion hemisher Spurenstoe: Räumlihe detaillierte Emissionskataster aus
Punktquellen (z.B. Shornsteinen und Industrieanlagen) und aus Linienquellen (z.B.
Autobahnen) erfordern für hohaufgelöste Lufthemiesimulationen Advektionsverfah-
ren, die die resultierenden starken Gradienten in den Spurenstoverteilungen möglihst
gut erhalten. Das bisherige in MCCM implementierte Advektionsverfahren MPDA-
TA weist eine ausgeprägte numerishe Diusion auf. Um diese Diusion zu reduzie-
ren, wurden aus der Literatur zwei geeignete, Gradienten erhaltende Advektionsver-
fahren ausgewählt. Eine neue dreidimensionale Version der Verfahren wurde für die
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MCCM-Pseudoussform und das bodenfolgende σ-Koordinatensystem entwikelt und
in MCCM eingebaut. Durh eine Evaluierung von simulierten Spurenstokonzentratio-
nen einer 18-tägigen Photosmogepisode mit Beobahtungen des bayerishen Landesam-
tes für Umwelt wurde gezeigt, dass die neuen Verfahren zu wesentlih realistisheren
Spurenstokonzentrationen, vor allem während der photohemish aktiven Tageszeit,
führen. Ein Vergleih von simulierten CO-Abluftfahnen zeigte für die neuen Verfah-
ren deutlih höhere CO-Konzentrationen mit wesentlih stärker ausgeprägten Gradi-
enten in den simulierten Abluftfahnen. In der Referenzsimulation mit dem MPDATA-
Advektionsverfahren wurden die Abluftfahnen durh die numerishe Diusion sehr stark
auf benahbarte Gitterzellen verteilt, so dass sie kaum mehr zu erkennen waren.
(iii) Chemishe Umwandlung der Spurenstoe: In den letzten Jahren wurden die Gas-
hphasenhemiemehanismen stetig weiterentwikelt, um dem Wissen über die tropo-
sphärishe Ozon-Chemie und deren biogenen Vorläufersubstanzen Rehnung zu tragen.
Es wurde allgemein erwartet, dass die genaueren und komplexeren neuen Mehanismen
auh realistishere Spurenstoverteilungen liefern sollten als der in MCCM verwendete
einfahere und ältere RADM2-Mehanismus mit dem QSSA-Löser. Um die Evaluierung
von Mehanismen und deren numerishe Implementierung unabhängig zu mahen, wur-
den Mehanismen und Integrationsverfahren entkoppelt. Ein neu entwikeltes Verfahren
generiert im Preproessing für jeden gegebenen Mehanismus ein identishes implizites
numerishes Integrationsverfahren und stellt durh eine automatishe Programmgene-
rierung dieses dem MCCM als Modul zur Verfügung. Der Vergleih der Chemieme-
hanismen RADM, RACM und RACM-MIM in MCCM hat für die RADM-Simulation
einen systematishen Bias zu höheren Ozonkonzentrationen von a. 4 ppb gezeigt. Die
Untershiede zwishen den komplexeren RACM und RACM-MIM Mehanismen liegen
lediglih bei maximal 1%, mit gröÿeren Untershieden bei sehr hohen Ozonkonzentra-
tionen. Die Evaluierung der Simulationen mit Beobahtungen an 8 Stationen zeigen
anhand von statistishen Gröÿen für RACM-MIM die geringsten Abweihungen und
somit die besten Übereinstimmungen. In der praktishen Anwendung hat sih gezeigt,
dass in einer regionalen Simulation mit MCCM der RACM-MIM-Mehanismus je nah
Anzahl der Gitterpunkte a. 10 bis 25 % mehr Rehenleistung zur Integration des Ge-
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Eine der groÿen Herausforderungen im Bereih der Atmosphärenforshung ist es, die Ver-
änderungen des Klimas und ihre Folgen für Anthroposphäre und Biosphäre vorherzusagen.
Dabei geht es zunähst darum, das System Erde, in dem eine Vielzahl komplexer Prozesse
ablaufen, zu verstehen. Ein wihtiges Hilfsmittel zur Erlangung dieses Verständnisses sind nu-
merishe Modelle. Die Entwiklung numerisher Modelle hat in den letzten Jahrzehnten sehr
groÿe Fortshritte gemaht, sodass sie seit geraumer Zeit auh shon für eine Abshätzung
des zuküntigen Klimawandels und seiner Folgen verwendet werden.
Globale Klimamodelle beshreiben die wihtigsten klimarelevanten physikalishen und he-
mishen Vorgänge und deren Wehselwirkungen in der Atmosphäre, den Ozeanen und auf
der Erdoberähe. Das System mit seinen Wehselwirkungen ist so umfangreih, dass die
globalen Modelle nur in einer sehr groben räumlihen Auösung (von mehreren hundert
Kilometern) betrieben werden können und daher kaum in der Lage sind, regionale Beson-
derheiten zu berüksihtigen, die das regionale Klima und die daraus resultierenden Folgen
bestimmen. Es ist deshalb zwingend erforderlih, regionale Modelle zu entwikeln, die je
nah Anwendungsgebiet wesentlih feinere räumlihe Auösungen besitzen. Im Gegensatz zu
den globalen Klimamodellen können die regionalen Klimamodelle nur einen begrenzten Teil
der Erdoberähe, dafür aber mit kleineren Gitterweiten behandeln. Die an den seitlihen
Rändern benötigten Randbedingungen werden aus den Simulationen der Klimaszenarien mit
einem globalen Modell gewonnen. Man spriht dabei vom Antrieb eines regionalen Modells
durh ein globales Modell.
Globalen und regionalen Klimamodellen ist es gemein, dass sie klimarelevante Prozesse
nur vereinfaht darstellen können. Zu erwähnen sind hier vor allem Prozesse in der Bio-
sphäre und der Atmosphäre sowie deren komplexe Wehselwirkungen, die meistens nur sehr
eingeshränkt und vereinfaht berüksihtigt werden können. Um auh die durh die Klima-
änderung ausgelösten Rükkopplungsmehanismen vershiedener Prozesse berüksihtigen zu
können, werden gekoppelte Klimamodelle entwikelt, in denen die regionalen Klimamodelle
mit anderen Modellen, z.B. der Biospäre, Lufthemie, Hydrologie u.a. gekoppelt werden.
Ein solhes gekoppeltes regionales Lufthemie-Klimamodell ist das mesoskalige Meteorolo-
gie-Chemie-Modell MCCM (Multisale Climate Chemistry Model, Grell u. a. 2000) das am
IMK-IFU entwikelt worden ist. Es basiert auf dem mesoskaligen Meteorologiemodell MM5
(Dudhia, 1993; Grell u. a., 1994), das in den 90er Jahren von der Penn State University und
NCAR (National Center for Atmospheri Researh) als Nahfolgemodell des hydrostatishen
Modells MM4 (Anthes u. a., 1987) entwikelt wurde. MM5 ist ein Community Modell, das im
Laufe der Jahre durh eine Vielzahl von Anwendern ständig erweitert und verbessert wurde.
Die zugrunde liegenden Diskretisierungen der partiellen Dierentialgleihungen beruhen aber
immer noh auf den Verfahren aus MM4 (Anthes u. a., 1987; Grell u. a., 1994). Aus der
2 1 Einleitung
Literatur sind erheblihe Dezite der verwendeten numerishen Verfahren bekannt. Diese
Dezite können zu einer ungenauen Behandlung physikalisher und hemisher Prozesse und
damit zu einer fehlerhaften Beshreibung klimarelevanter Modellgröÿen führen.
Diese Arbeit konzentriert sih insbesondere auf die lufthemishe Zusammensetzung und
die Feuhteverteilung der Troposphäre, die unseren Lebensraum in starkem Maÿe beein-
ussen. Dies gilt insbesondere für die in klimasensitiven Regionen, in denen bereits kleine
Änderungen im Niedershlag groÿe Auswirkungen auf die Vegetation und die dortigen Le-
bensbedingungen haben. Darüber hinaus beeinusst der atmosphärishe Feuhtezustand auh
die Bewölkungsverhältnisse und damit weitgehend auh das Strahlungsfeld. Dieses wirkt sih
direkt auf die Photolyse und damit auh auf die lufthemishe Zusammensetzung in der At-
mosphäre aus. Die hemishe Zusammensetzung wiederum ist für die Lebensbedingungen
insbesonde in Groÿstädten und Ballungsräumen von groÿer Bedeutung.
Entsheidende Prozesse für die Feuhteverteilung und lufthemishe Zusammensetzung
sind (i) der Feuhtetransport, (ii) der Transport und (iii) die hemishe Umwandlung der
hemishen Spurenstoe. Im Rahmen dieser Arbeit werden dabei die relevanten numerishen
Verfahren in MM5/MCCM untersuht, die vorhandenen Dezite identiziert und durh die
Entwiklung neuer numerisher Verfahren verbessert.
Die Modellierung und Simulation von Detailprozessen für die oben genannten drei Teila-
spekte (i) - (iii) erfolgte zunähst in einem einfahen isolierten numerishen Modell, mit dem
sih die zu untersuhenden Prozesse nahbilden lieÿen. Nur in einem solhen von äuÿeren
Einüssen isolierten Modell können die numerishen Eigenshaften ungestört untersuht und
bewertet werden. Mit Hilfe der so gewonnen Erkenntnisse konnte ein Verfahren letztlih als
geeignet ausgewählt und in das regionale Modell eingebaut werden.
Die vorliegende Arbeit gliedert sih in insgesamt sehs Kapitel. Zunähst werden in Ka-
pitel 2 die Modelle MM5 und MCCM, sowie die Formulierung der Modellgleihungen im
MM5-Koordinatensystem vorgestellt. Kapitel 3 behandelt die numerishe Beshreibung der
Feuhteadvektion in MM5 und MCCM, Kapitel 4 behandelt die Modellierung der Advekti-
on der hemishen Spurenstoe in MCCM. Kapitel 5 beshäftigt sih mit der Modellierung
der hemishen Umwandlung in MCCM hinsihtlih vershiedener Gasphasenhemiemeha-
nismen. Im Kapitel 6 erfolgen eine kurze Zusammenfassung, Diskussion und Ausblik.
2 Modellbeshreibung
2.1 Das Meteorologiemodell MM5
Das PSU/NCAR Meteorologiemodell MM5 (Grell u. a., 1994) ist ein nihthydrostatishes
Limited Area Model (LAM) mit bodenfolgenden Koordinaten. Es wurde an der Penn State
Universität und am National Center of Atmospheri Researh (NCAR) als Community Mo-
del entwikelt um die atmosphärishe Zirkulation im mesoskaligen Bereih mit Auösun-
gen von etwa 1 bis 100 km zu simulieren. Die wesentlihen Eigenshaften von MM5 sind
die Multinesting-Fähigkeit einshlieÿlih bewegliher Nester, niht-hydrostatishe Dynamik,
welhe die Simulation von Prozessen unter 10 km Auösung erlaubt, vollständige plattformu-
nabhängige Parallelisierung oder Vektorisierung (MPI, OpenMP und HPF) für vershiedene
Computer-Arhitekturen, vierdimensionale Datenassimilation und eine Vielzahl vershiede-
ner Optionen zur Behandlung der physikalishen Prozesse. Dazu gehören die Wolken- und
Niedershlagsbildung, Austaushprozesse in der Grenzshiht und am Boden, sowie die lang-
und kurzwelligen atmosphärishen Strahlungsvorgänge. Angekoppelt ist ein Boden-, Shnee-
und Vegetationsmodell zur Berehnung des Wärme- und Feuhtehaushalts in den oberen
Bodenshihten.
Das vollständige Modellsystem besteht neben dem eigentlihen Simulationsprogramm MM5
aus einer Kette von Pre- und Postproessor-Programmen. Abb. 2.1 zeigt den Datenuÿ zwi-
shen den einzelnen Teilen des Systems. Das erste Modul der Preproessorkette (TERRAIN)
legt das Modellgebiet fest und bereitet geographishe Eingangsdaten (Orographie, Vegetati-
on, Bodentyp et.) auf. Anshlieÿend werden meteorologishe Eingangsdaten (auf Drukä-
hen gegebene atmosphärishe Strömungs-, Feuhte-, Temperatur- und Geopotentialfelder,
sowie das Bodendrukfeld) aus globalen Zirkulationsmodellen durh ein weiteres Modul (RE-
GRID) aufbereitet. Der meteorologishe Eingangsdatensatz kann durh zusätzlihe Boden-
und Radiosondenbeobahtungen ergänzt werden (RAWINS oder LITTLE_R). Ein weite-
res Modul (INTERP) führt eine vertikale Interpolation der atmosphärishen Eingangsdaten
von den Drukähen auf die von MM5 verwendeten geländefolgenden Koordinaten (siehe
Abshnitt 2.4) durh und stellt Anfangsbedingungen, sowie die für den gesamten Simulati-
onszeitraum benötigten Randbedingungen zur Verfügung. Dies ist notwendig, da MM5 als
Limited-Area-Modell nur einen begrenzten Teil der Atmosphäre betrahtet. Eine genaue Be-
shreibung aller MM5-Optionen, sowie aller Pre- und Postproessor-Programme ndet man
auf der MM5-Homepage (2004) und bei Dudhia (2000).
4 2 Modellbeshreibung
Abbildung 2.1: Datenuss des MM5-Modellsystems, Quelle: Dudhia (2000)
2.2 Das Meteorologie-Chemie-Modell MCCM
Das Modellsystem MCCM wurde im Laufe der letzten Jahre auf der Grundlage des Meteoro-
logiemodells MM5 entwikelt. Dazu wurde MM5 mit einem Chemietransportmodell (CTM)
online gekoppelt. Mathematish bedeutet online gekoppelt, dass für jede hemishe Spezies
eine entsprehende Erhaltungsgleihung formuliert wird, welhe zusammen mit den MM5-
Gleihungen simultan integriert wird. Dabei wird für die Spurenstoe die Advektion, turbu-
lente Diusion, Deposition, Emission und die hemishe Umwandlung berehnet. Ein online
gekoppeltes Modell ist durh die simultane Integration prinzipiell auh in der Lage, eine
Rükkopplung der hemishen Veränderungen auf das Meteorologiemodell zu gewährleisten.
Im Gegensatz dazu arbeiten oine gekoppelte Chemietransportmodelle mit externen me-
teorologishen Antriebsdaten für den gesamten Simulationszeitraum. Diese Daten können
zum Beispiel auh aus einer zuvor durhgeführten MM5-Simulation stammen. Aufgrund der
groÿen Datenmenge wird man diese jedoh nur in einer relativ groben zeitlihen Auösung
bereitstellen können.
2.3 Nestung
MM5/MCCM simuliert als Limited-Area-Model nur einen ausgewählten Bereih auf der Er-
de. Dabei ermögliht die Nestung (Nesting) die Simulation von weiteren Teilbereihen in
einer höheren Auösung. Das eingebettete Teilgebiet wird als Nest bezeihnet. Prizipiell
sind beliebig viele Stufen des Nestens möglih, wobei die benötigten Rand- und Anfangs-
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Abbildung 2.2: Modellorographie und Nestung der Modellgebiete: D1 (54 km Auösung),
D2 (18 km Auösung), D3 (6 km Auösung) und D4 (2 km Auösung)
bedingungen aus der jeweils übergeordneten Simulation entnommen werden. Abb. 2.2 zeigt
die Modellkaskade einer Dreifah-Nestung. Das Gebiet D1 erhält die Anfangs- und Rand-
bedingungen als Antrieb aus den (Re-)Analysen bzw. Simulationen eines globalen Modells,
während das Gebiet D2 diese aus den Zustandsgröÿen von Gebiet D1 erhält. In analoger
Weise wird mit den Gebieten D3 und D4 verfahren. Bei MCCM werden für die Anfangs- und
Randbedingungen neben den meteorologishen Gröÿen auh die hemishen Spurenstoe aus
den Simulationsergebnissen für das jeweils übergeordnete Gebiet herangezogen.
Man spriht im Zusammenhang mit der Nestung auh von Downsaling, da hier Daten auf
einer groben Skala (z.B. von globalen Klimamodellen) durh die Nestung dynamish auf eine






Abbildung 2.3: a) Skizze für bodenfolgende Koordinaten mit σ-Shihten; b) Horizontale
Gitterstruktur mit Nest: An den Punkten sind die Horizontalgeshwindigkeiten u und v, an
den Kreuzen alle restlihen Gröÿen deniert; ) Gitterzelle mit (Arakawa-B) Gitter für die
skalaren Gröÿen (z.B. T , q, p) und die Geshwindigkeitskomponenten u, v und σ˙
2.4 Koordinaten und Gitterstruktur
In MM5/MCCM können mehrere vershiedene Projektionen der Erdoberähe für die Dar-
stellung im Modell gewählt werden. Es stehen die Merator-, Lambert- und polar-stereo-
graphishe Projektion zur Verfügung. Dabei eignet sih die Meratorprojektion (Zylinder-
projektion) am Besten zur Darstellung von äquatorialen Gebieten, die Lambertprojektion
(kanonishe Projektion) für mittlere Breiten wie z. B. Europa und die polar-stereographishe
Projektion für polare Gebiete.
Da die gekrümmte Erdoberähe auf einer Ebene dargestellt wird, ergibt sih ein rih-
tungseinheitliher aber vom Ort abhängiger Skalierungsfaktor m (map sale fator), welher







Entfernung in der Projektion
Entfernung auf der Erde
(2.1)
MM5 verwendet eine hydrostatishe, eindimensionale Referenzatmosphäre, repräsentiert





wobei mit z die Höhe und mit g die Shwerebeshleunigung bezeihnet wird.
Das MM5-Koordinatensystem verwendet horizontal krummlinige Koordinaten und statt
der Höhe wird eine oberähenfolgende Koordinate verwendet. Diese ist eine auf die Refe-








deniert ist. Mit p0 ist der Referenzdruk, mit pt der Referenzdruk am oberen Modellrand,
mit ps der Referenzdruk an der Erdoberähe und mit p
∗
die Drukdierenz zwishen dem
unteren und oberen Modellrand bezeihnet. Aus Gl. (2.3) wird sofort ersihtlih, dass diese
verallgemeinerte Vertikalkoordinate σ am oberen Modellrand den Wert σ = 0 und an der
Erdoberähe den Wert σ = 1 annimmt. Somit liegt der Nullpunkt des Koordinatensystems
auf dem oberen Modellrand. Die geländefolgende σ-Koordinate ist in Abb. 2.3a dargestellt.
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Betrahtet man einen Punkt auf der Erde, so erhält man für die dierentiellen Linienele-
mente
entlang Breitenkreisen dsλ = R cosφdλ
entlang Meridianen dsφ = Rdφ
(2.4)
mit R als mittlerem Referenzradius der Erde und λ und φ als geographishe Länge und Breite.
Ein horizontales dierentielles Flähenelement shreibt sih damit als
dF = dsλdsφ (2.5)
und ein dierentielles Volumenelement als
dV = dsλdsφdz (2.6)
wobei dz ein dierentielles Linienelement entlang der Vertikalen bezeihnet. Werden die aus
der Projektion resultierenden, in MM5 verwendeten Horizontalkoordinaten mit x und y be-




























∣∣∣∣ dσ = − 1m2 1ρ0gp∗ dx dy dσ (2.10)







und das dierentielle Volumenelement läÿt sih als
dV = F dx dy dσ (2.12)
shreiben.
Für die numerishe Lösung verwendet MM5/MCCM ein dem oben beshriebenen Koor-
dinatensystem angepasstes numerishes Gittersystem mit konstantem horizontalen Gitter-
abstand. Es handelt sih dabei um ein ein sogenanntes Arakawa-B Gitter (staggered grid).
Das Gitter der Geshwindigkeitskomponenten ist gegen das Gitter der skalaren Gröÿen um
eine halbe Gitterweite versetzt. Dies wirkt sih günstig auf die Stabilität bei der numerishen
Integration der Geshwindigkeits- und Drukgleihung aus (Peyret und Taylor, 1983). Dabei
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sind alle skalaren meteorologishen Gröÿen (und bei MCCM zusätzlih alle hemishen Spu-
renstoe) in der Zellenmitte deniert. Die horizontalen Geshwindigkeitskomponenten u und
v sind an den Zellkanten in der Shihtmitte und die vertikale Geshwindigkeitskomponente
σ˙ in der Mitte der vertikalen Zellbegrenzungsähen deniert (siehe Abb. 2.3).
2.5 Modellgleihungen
Die atmosphärishen Modellgleihungen in MM5/MCCM sind aus den allgemeinen Erhal-
tungsgleihungen für Impuls, Energie und Masse sowie den Zustandsgleihungen für ein Fluid
abgeleitet. Es sind dies die prognostishen Gleihungen für die drei Geshwindigkeitskompo-
nenten, die Temperatur, die Feuhte und den Druk. Die Drukgleihung wird approximativ
aus den Erhaltungsgleihungen von Masse und Energie für ein kompressibles Gas und der
Zustandsgleihung für ein ideales Gas abgeleitet. Es gibt keine explizite Erhaltungsgleihung
für die Luftmasse. Eine genaue Beshreibung der Modellgleihungen ndet sih bei Grell u. a.
(1994) oder Dudhia (1993).
MM5/MCCM betrahtet die Feuhtegröÿen und die hemishen Spurenstoe als Mishungs-
verhältnisse zur trokenen Luft. Eine Modellgleihung für das Wasserdampfmishungsver-
hältnis wird hier exemplarish hergeleitet. Man betrahtet dazu zunähst ein kontinuierlihes
Medium im dreidimensionalen Raum mit dem Ortsvektor ~x = (x1, x2, x3), der Massendihte
ρ(~x, t) und der dreidimensionalen Geshwindigkeit ~u(~x, t) = (u1, u2, u3). Alle Gröÿen seien
hinreihend glatt, sodass der Gauÿshe Integralsatz angewendet werden kann. Nah Chorin
und Marsden (2000) lautet die Kontinuitätsgleihung in der Euler-Formulierung in einem







dV = 0 (2.13)
und in dierentieller Form
∂ρ
∂t
+ div (ρ~u) = 0 (2.14)
Gl. (2.14) wird auh als Flussform der Massenerhaltungsgleihung bezeihnet. Sie lässt sih
unmittelbar auf eine nur aus trokener Luft bestehende Atmosphäre übertragen, wobei nun
ρ die Dihte der trokenen Luft bezeihnet. In einer realen Atmosphäre mit gasförmigen,
üssigen und festen Beimengungen gilt (2.14) in guter Näherung weiter, wobei dann ρ als
Partialdihte der trokenen Luft innerhalb der feuhten Gesamtluft zu interpretieren ist. Für




+ div(ρq~u) = ρQ (2.15)
mit Q als eine auf die trokene Luft bezogene Produktionsrate aufgrund von Phasenumwand-









+ div(qρ~u) = ρQ (2.17)

















= −div (ρ~u) + ρQ
(2.19)
Dabei ist die Advektionsform (2.18) plus Kontinuitätsgleihung (2.14) gleihwertig mit der
Flussform (2.17) plus Gl. (2.14).
MM5 entstand aus dem hydrostatishen Modell MM4 (Dudhia, 1993), welhes auf einer hy-
drostatishen Dihteverteilung basiert. Die Erhaltungsgleihung für q wurde in der Flussform
(2.17) mit einer hydrostatishen Dihte ρ formuliert. In MM5 wird die Erhaltungsgleihung
mit einer zeitlih konstanten Referenzdihte ρ0 formuliert, sodass sie formal weitgehend der
MM4-Gleihung entspriht. Diese sogenannte Pseudo-Flussform
∂ (ρ0q)
∂t
+ div (qρ0~u)− q div (ρ0~u) = ρ0Q (2.20)
erhält man durh Multiplikation der Advektionsform 2.18 mit ρ0 und nahfolgender mathe-
matisher Umformung des Advektionsterms. Im Vergleih zur ehten Flussform enthält diese
Gleihung zusätzlih einen Divergenzterm. Durh diese Formulierung der Erhaltungsgleihung
konnte in MM5 ein wesentliher Teil der numerishen Verfahren aus MM4 weiterverwendet
werden.
Transformiert man Gl. (2.20) in generalisierte Koordinaten, so ergibt sih unter Verwen-













+ ρ0F Q (2.21)
In MM5 werden die generalisierten Koordinaten ri und die generalisierten Geshwindigkeiten
r˙i als
r1 = x, r˙1 = mu
r2 = y, r˙2 = mv
r3 = σ, r˙3 = σ˙
(2.22)
bezeihnet, wobei die hier verwendeten Gröÿen u und v mit dem Inversen des Projektions-
faktors m (2.1) skaliert sind und somit direkt den Geshwindigkeiten auf der gekrümmten
Erde entsprehen.
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Durh Einsetzen von Gl. (2.11) und (2.22) in die Erhaltungsgleihung (2.21) und unter Be-





















































die MM5-Pseudo-Flussform der Erhaltungsgleihung für das (Wasserdampf-) Feuhtemishungs-
verhältnis q.
3 Feuhtetransport in MM5/MCCM
Für das regionale Modell MM5 hat eine möglihst genaue Wiedergabe der räumlihen und
zeitlihen Verteilung von Feuhtegröÿen eine zentrale Bedeutung. Die vertikale Feuhtevertei-
lung beeinusst Kondensations- und Niedershlagsprozesse, sowie die daran gekoppelten lang-
und kurzwelligen Strahlungvorgänge, welhe wiederum groÿen Einuss auf den terrestrishen
Wärmehaushalt haben. Wasserdampf und Wolkenwasser aber auh Wolkeneis sind wihtige
Eingangsgröÿen für die Chemie- und Aerosolmehanismen in MCCM und ihr Einuss auf
das kurzwellige Strahlungsfeld hat groÿe Auswirkungen auf die bodennahe räumlihe und
zeitlihe Verteilung von Spurenstoen.
Bei der Entwiklung von MM5 wurden alle Erhaltungsgleihungen in einer Pseudoussform
formuliert, unter anderem um in MM5 einen wesentlihen Teil der Numerik aus den Vorgän-
germodell MM4 weiterverwenden zu können (Anthes u. a., 1987; Dudhia, 1993; Grell u. a.,
1994). Dazu zählt vor allem die Zeitintegration und das Leapfrog-Advektionsshema. Das
Zeitintegrationsverfahren verwendet eine zentrierte Dierenz zweiter Ordnung mit einen Zeit-
lter nah Asselin (1971), durh den allerdings ein numerisher Phasenfehler induziert wird.
Das Leapfrog-Advektionsshema neigt dazu, unphysikalishe Oszillationen und gegenläuge
Wellen zu erzeugen (Pielke, 2002; Shaer und Torrilhon, 2003; Thomas, 1995). Die MM5-
Implementierung des Leapfrog-Verfahrens verletzt zusätzlih die Massenerhaltung dadurh,
dass positive Denitheit durh Nullsetzen negativer Werte explizit erzwungen werden muss.
Diese Dezite der verwendeten numerishen Verfahren können in MM5 zu gravierenden Feh-
lern in der räumlihen und zeitlihen Feuhteverteilung führen. Die Fehler übertragen sih
auh auf abgeleitete Gröÿen wie Niedershlag, Bewölkung und Strahlungsverteilung und be-
einussen in MCCM damit auh die Bildung und Verteilung von hemishen Spurenstoen.
In diesem Zusammenhang wird hier die Hypothese aufgestellt, dass ein neues Zeitinte-
grations- und Advektionsverfahren, welhes die oben genannten Dezite niht oder nur in
wesentlih geringerem Maÿe aufweist, den advektiven Transport in MM5 wesentlih besser
beshreiben kann. Es wird erwartet, dass insbesondere Verfahren die keine numerishen Oszil-
lationen aufweisen zu ausgeprägteren und realistisheren Feuhteprolen führen. Diese sollten
das Einsetzen und die Intensität von Phasenumwandlungsprozessen und somit die Stärke von
Bewölkung und Niedershlag genauer wiedergeben.
Um diese Hypothese prüfen zu können, werden zunähst vershiedene numerishe Advekti-
onsverfahren in einem eindimensionalen Modell auf ihre Advektionseigenshaften hin unter-
suht. Darauf aufbauend wird ein geeignetes alternatives Verfahren auf einem niht äquidi-
stanten Gitter für die Implementierung in MM5 ausgewählt. Für die Integration des neuen
Verfahrens in MM5 muss allerdings das MM5-Zeitintegrationsverfahren für die Erhaltungs-
gleihungen aufgebrohen werden. Die Erhaltungsgleihungen für Impuls und Energie sowie
die Drukgleihung werden wie bisher mit dem zentrierten Dierenzenverfahren integriert,
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während die Erhaltungsgleihungen der Feuhtegröÿen durh das neue explizite Integrations-
verfahren behandelt werden. Dabei wird darauf geahtet, dass die Integration konsistent zu
den restlihen Modellgleihungen (Druk, Impuls und Energie) auf 3 Zeitniveaus deniert
wird. Damit ist sihergestellt, dass wie beim original MM5, alle Modellgleihungen (Erhal-
tungsgleihungen für Impuls, Energie und Feuhtegröÿen, sowie die Drukgleihung) simultan
gekoppelt integriert werden.
Durh vergleihende Simulationen mit dem modizierten und dem originalen MM5 wird
anshlieÿend untersuht, wie sih das neue Integrations- und Advektionsverfahren auswirkt.
Für die Modellevaluierung werden Niedershlagsdaten des Deutshen Wetterdienstes (DWD)
und 3D-Wasserdampfverteilungen aus Lidar-Messungen herangezogen.
3.1 Modellierung der Feuhteprozesse in MM5/MCCM
MM5 beshreibt je nah Wahl der zur Verfügung stehenden Physikoptionen die Entwik-
lung von bis zu 7 Feuhtekomponenten (Wasserdampf, Wolkenwasser und Regen, Wolkeneis
und Shnee und zwei Graupel/Hagelgröÿen) (Dudhia, 2000; Grell u. a., 1994). Jede dieser
Feuhtegröÿen wird durh Erhaltungsgleihungen kontrolliert, welhe über Phasenübergänge
miteinander gekoppelt sind.
Im numerishen Modell spielt die räumlihe Auösung eine wihtige Rolle, da die behan-
delten physikalishen Prozesse auf untershiedlihen räumlihen Skalen ablaufen. Die räum-
lihe Auösung bestimmt, ob das numerishe Modell Prozesse explizit durh die diskreten
Zustandsgröÿen berehnen kann oder ob dieser durh festgelegte Annahmen parameterisiert
berüksihtigt werden muss. Steigt z.B. die für eine Gitterzelle errehnete Luftfeuhtigkeit auf
über 100%, so muss der übershüssige Wasserdampf in die Flüssigphase wehseln und zu Wol-
kenwasser kondensieren. Gleihzeitig muss die dabei frei werdende Phasenübergangswärme
im Temperaturhaushalt berüksihtigt werden. Dieser Rükkopplungsprozess kann explizit
behandelt werden.
Im Gegensatz dazu stehen in MM5 die in parametrisierter Form behandelten Prozesse op-
tional zur Verfügung. Um z.B. kleinräumige Kumuluskonvektion nahbilden zu können, lässt
die Kumulusparameterisierung in MM5 bei Übershreiten bestimmter Labilitätskriterien auh
dann Kondensation zu, wenn die Gitterzelle als Ganzes ungesättigt ist. Die Parametrisierung
nimmt über vershiedene empirishe Relationen an, dass Teile der Gitterzelle bereits eine
Luftfeuhtigkeit von 100% erreiht haben und der lokal übershüssige Wasserdampf in die
Flüssigphase wehselt und zu Wolkenwasser kondensiert. Die dabei frei werdende Phasenüber-
gangswärme wird ebenfalls durh entsprehende Rükkopplungen im Temperaturhaushalt
berüksihtigt. Die expliziten und parametrisierten Feuhteprozesse werden in MM5/MCCM
als Quellterme in den Erhaltungsgleihungen für die Feuhtegröÿen modelliert.
Die Simulation der meteorologishen Prozesse erfordert die numerishe Integration eines
gekoppelten Systems nihtlinearer partieller Dierentialgleihungen. Diese basieren, wie be-
reits erwähnt, auf den Erhaltungsgleihungen für Impuls, Energie, Gesamtmasse und Partial-
massen. Die Erhaltungsgleihungen für die einzelnen Feuhtekomponenten berüksihtigen
die zeitlihe Entwiklung aufgrund vershiedener atmosphärisher Prozesse wie advektiver
Transport T , turbulente Diusion D, explizite Pex und parametrisierte Feuhteprozesse Pim.
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= Ti +Di + Pex,i + Pim,i i = 1, ..., 7 (3.1)
shreiben.
3.2 Numerishe Advektionsverfahren
Um Erhaltungsgleihungen wie (3.1) zu integrieren, wurden vershiedene numerishe Verfah-
ren entwikelt. Diese untersheiden sih unter anderem hinsihtlih des numerishen Rehen-
gitters, sowie der mathematishen Formulierung der Erhaltungsgleihungen in Advektions-
oder Flussform.
Ein numerishes Advektionsverfahren für den Einsatz in einem regionalen Klima-Chemie-
modell sollte folgende Eigenshaften besitzen:
Massenerhaltung: Ein numerishes Verfahren sollte weder Masse erzeugen noh vernihten.
Die Verletzung der Massenerhaltung erfolgt auh durh Interpolationsfehler in der Dis-
kretisierung. In MM5 entsteht ein solher Interpolationsfehler, vor allem wenn vertikal
interpoliert wird.
Stabilität: Die Stabilität eines numerishen Advektionsverfahrens besagt, dass die numeri-
she Lösung beshränkt bleiben muss. Da Transportgleihungen die Eigenshaft besit-
zen, starke Gradienten auszubilden, muss das numerishe Verfahren in der Lage sein,
diese zu erhalten und zur shwahen Lösung der Transportgleihung zu konvergieren.
Genauigkeit: Die Genauigkeit sagt aus, wie exakt ein numerishes Verfahren die analyti-
she Lösung approximiert. Hier ist vor allem der Phasenfehler, d.h. die Dierenz in
der Transportgeshwindigkeit zwishen der analytishen Lösung und der numerishen
Approximation, und die Eigenshaft wie exakt Gradienten erhalten bleiben von Bedeu-
tung.
Monotonie: Im Falle eines divergenzfreien Geshwindigkeitsfeldes sollten keine neuen Maxi-
ma und Minima durh das numerishe Verfahren erzeugt werden.
Positive Denitheit: Positive Transportgröÿen, wie z.B. Mishungsverhältnisse oder Dih-
ten, dürfen durh das Advektionsverfahren niht negativ werden. Wird, wie in MM5,
die positive Denitheit dadurh erzwungen, dass negative Werte explizit auf Null oder
einen Hintergrundwert ε > 0 gesetzt werden, so wird die Massenerhaltung verletzt.
Die meisten Advektionsverfahren erfüllen die genannten Punkte mehr oder weniger gut. Es
ist allerdings kein Verfahren bekannt, das
(i) allen Anforderungen genügt,
(ii) für vershiedene numerishe Gitter anwendbar ist und
(iii) sih noh mit einem annehmbaren numerishen Aufwand berehnen lässt.
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Somit muss die Wahl eines geeigneten Verfahrens durh die Anforderungen der Anwendung
bestimmt werden.
In Meteorologie- und Lufthemiemodellen haben sih Dierenzenverfahren und Volumen-
verfahren etabliert und breite Anwendung gefunden. Die Verfahren zeihnen sih auf struktu-
rierten numerishen Gittern durh ihre relativ einfahe Implementierung aus. Drei dieser Ad-
vektionsverfahren werden im Folgenden vorgestellt und detailliert untersuht: Das Leapfrog-
Verfahren zweiter Ordnung, das Upstream-Verfahren erster Ordnung und ein neues Verfahren
welhes durh eine Konvexkombination des Leapfrog- und Upstream-Verfahrens gebildet wer-
den kann (Griebel u. a., 1995). Das Leapfrog- und Upstream-Verfahren werden bereits in MM5
angewendet, das neue Verfahren wurde aus der Literatur entnommen und als ein alternatives
Advektionsverfahren für den advektiven Feuhtetransport in MM5 implementiert.
Die nahfolgende Beshreibung der Verfahren bezieht sih, wenn niht anderweitig ange-
geben, auf ein äquidistantes Rehengitter. Betrahtet wird dazu die eindimensionale Trans-








Das Leapfrog-Verfahren ist ein in der Vergangenheit sehr häug benutztes Verfahren. Es






















Seine Popularität verdankt das Leapfrog-Verfahren seiner einfahen numerishen Imple-
mentierung, der Genauigkeit 2. Ordnung und seiner numerishen Ezienz. Eine detaillierte
Stabilitätsuntersuhung ndet sih zum Beispiel in Pielke (2002), Shaer und Torrilhon (2003)
oder Thomas (1995). Als Verfahren, das auf drei Zeitniveaus (t−∆t, t und t+∆t) arbeitet,
hat das Leapfrog-Verfahren zwei Moden, einen physikalishen und einen rein numerishen.
Für Courant Zahlen
1 |c| ≤ 1 sind die beiden Verstärkungsfaktoren2
∣∣λ1/2∣∣ ≡ 1, so dass das
Leapfrog-Verfahren bedingt stabil und niht dämpfend ist. Der numerishe Mode mit dem
Faktor λ2 = −1 alterniert allerdings bei jedem Zeitshritt das Vorzeihen der Änderungsrate
und die numerishe Lösung beginnt zu oszillieren. Der Phasenfehler wird durh das Verhältnis
der numerishen Transportgeshwindigkeit unum zur realen Geshwindigkeit u beshrieben.
Dieses Verhältnis steigt mit abnehmender Wellenlänge an. Pielke (2002) und Shaer und








∂k für kleine Wellenlängen das der analytishen Lösung
1
c = u ∆t
∆x
bezeihnet die Courant-Zahl mit der Geshwindigkeit u, der Zeitshrittweite ∆t und der Gitter-
weite ∆x (Courant u. a., 1928; Courant und Hilbert, 1953; Quarterioni und Valli, 1994).
2
λ ist ein Verstärkungsfaktor und resultiert aus der von Neumann-Stabilitätsuntersuhung (Pielke, 2002).









, mit der Wellenzahl k und der numerishen Dispersi-
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entgegengesetzte Vorzeihen haben kann. Diese kleinen Wellen werden dann entgegen der
physikalishen Rihtung rükwärts transportiert.
Um den unphysikalishen numerishen Mode des Leapfrog-Verfahrens zu unterdrüken,
wird oft ein Zeitlter auf die transportierte Gröÿe qt angewandt. In Meteorologiemodellen ist
der Zeitlter nah Asselin (1971) sehr verbreitet. Er ltert die Gröÿe qt durh eine Konvex-
kombination:





mit der Filterkonstanten ν. In MM5 wird ν = 0.1 gewählt. Eine detaillierte Stabilitätsunter-
suhung dazu ndet sih ebenfalls in Pielke (2002) oder Shaer und Torrilhon (2003).
Explizites Upstream-Verfahren
Das explizite Euler-Upstream-Verfahren ist eines der einfahsten Advektionsverfahren und
war ebenfalls in der Vergangenheit sehr beliebt. Es ist positiv denit, monoton, bedingt
stabil, massenerhaltend und mit einem geringen Phasenfehler behaftet. Es besteht aus einer
niten Vorwärts-Dierenz erster Ordnung in der Zeit und einer niten Upstream-Dierenz


















∣∣∣uti+1/2∣∣∣) qti + (uti+1/2 + ∣∣∣uti+1/2∣∣∣) qti+1] (3.7)
Das Verfahren ist sehr einfah zu implementieren und kann numerish aufgrund der geringen
Anzahl von Rehenoperationen als sehr ezient angesehen werden. Die Genauigkeit erster
Ordnung maht es allerdings sehr diusiv, d.h. Gradienten werden geglättet. Stabilitätsunter-
suhungen (Pielke, 2002; Thomas, 1995; Shaer und Torrilhon, 2003) zeigen nur eine bedingte
Stabilität |λ| ≤ 1 für Courandt Zahlen |c| ≤ 1. Für abnehmende Wellenlängen nimmt die
Dämpfungseigenshaft zu. Das Phasenverhältnis nimmt für c = 0.0, c = 0.5 und c = 1.0 den
Wert unum/u = 1.0 an, d.h. der Phasenfehler vershwindet. Für Courant Zahlen 0 < c < 0.5
ist der Phasenfehler unum/u > 1.0, für 0.5 < c < 1.0 gilt unum/u < 1.0.
3.3 Alternative numerishe Verfahren und
Evaluierungsmethoden
Zunähst wird im ersten Abshnitt eine konsistente Neuformulierung eines alternativen Zeitin-
tegrations- und Advektionsverfahrens für die Erhaltungsgleihungen der Feuhtegröÿen und
dessen Implementierung in MM5/MCCM beshrieben. Die drei Advektionsverfahren werden
im Anshluÿ in einem eindimensionalen Advektionstest auf ihre Eigenshaften hin untersuht.
Dabei wird ein ktives numerishes Prol mit den Verfahren eindimensional transportiert und
onsrelation ωnum = ωnum(k). Die Dispersionsrelation gibt für eine Welle das Verhältnis zwishen der
Kreisfrequenz ω und der Wellenzahl k an.
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die numerishen Lösungen mit der analytishen Lösung verglihen. Aus diesem Vergleih kön-
nen bereits erste Aussagen über die Modellierungsgüte der Verfahren abgeleitet werden. Um
alle drei Verfahren auh als Teil des Gesamtmodells MM5/MCCM testen zu können wurde
auh das neue Verfahren in die MM5-Version 3.6 eingebaut und im Rahmen dieser Arbeit
überprüft. Dabei werden zunähst MM5-Simulationen mit dem original MM5-Leapfrog und
dem neuen Advektionsverfahren für eine einmonatige Episode durhgeführt. Der simulier-
te Niedershlag wird anshlieÿend mit Beobahtungen des deutshen Wetterdienstes vergli-
hen. Der Niedershlag eignet sih zur Modellevaluierung aus mehreren Gründen. Für sehr
viele MM5-Simulationen sind Temperatur und Niedershlag als die zentralen Simulations-
ergebnisse von primärem Interesse. Als zweidimensionale Verteilung - im Vergleih zu den
dreidimensionalen Feuhteverteilungen - lässt sih der Niedershlag wesentlih einfaher mit
Beobahtungen an den Messstationen des DWD vergleihen. Der Niedershlag stellt in ei-
nem Meteorologiemodell aufgrund der zur Bildung erforderlihen komplexen nihtlinearen
Phasenumwandlungsprozesse eine sehr sensitive Modellgröÿe bezüglih der Feuhteverteilung
dar. Damit kann gezeigt werden, welhe Auswirkungen die im eindimensionalen Advektions-
test gezeigten Dezite des MM5-Leapfrogverfahrens auf die Verteilung der Feuhtegröÿen
und den daran gekoppelten Prozessen haben können. Im zweiten Teil der Evaluierung der
Advektionsverfahren in MM5 erfolgt ein Vergleih von simulierten und beobahteten Was-
serdampfverteilungen. Die dazu herangezogenen Vertikalprole der Wasserdampfverteilung
stammen aus RAMAN-Lidar-Beobahtungen der Launh-Campaign (2005). Aus dem direk-
ten Vergleih von simulierten und beobahteten Vertikalverteilungen lassen sih Aussagen
darüber ableiten, ob mit dem neuen Verfahren die Wasserdampfverteilung realistisher pro-
gnostiziert werden kann als mit dem original MM5.
3.3.1 Alternatives Zeitintegrations- und Advektionsverfahren für die
Feuhtegröÿen in MM5/MCCM
Die dreidimensionalen Erhaltungsgleihungen für die bis zu sieben Feuhtemishungsverhält-
nisse qi (2.23) werden in MM5/MCCM bisher durh ein Zeitintegrationsverfahren mit zen-
trierten Dierenzen zusammen mit einem Asselin-Zeitlter simultan integriert. Es wird dabei
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der Änderungsrate aller physikalishen Prozesse in der
Erhaltungsgleihung (3.1) für die Feuhtegröÿe qi. Die Berehnung der Änderungsrate erfolgt
shrittweise, indem die aus den Einzelprozessen sukzessive resultierenden Teiländerungsraten
auf Qi aufaddiert werden. Es wird kein Operatorsplitting-Verfahren verwendet.
Für die Teiländerungsraten gilt folgendes:
 Advektiver Transport
Der Advektionsterm ist durh eine zentrierte Dierenz zweiter Ordnung mit den Gröÿen
q(n) zum Zeitpunkt n diskretisiert.
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 Parameterisierte Feuhteprozesse
Die Parameterisierung der Feuhteprozesse liefert eine Änderungsrate aus den Feuh-
tegröÿen q(n−1) zum Zeitpunkt n − 1 und der bereits berehneten Änderungsrate Qni
(Änderungsrate aus dem advektiven Transport) für die Integration bis zum Zeitpunkt
n+ 1.
 Strahlung
Die Änderungsrate durh die Strahlungsberehnung basiert auf den Gröÿen q(n−1) zum
Zeitpunkt n− 1.
 Grenzshihtparameterisierung und turbulente Diusion
Das Modul zur Berehung der Grenzshihtparameterisierung und der turbulenten Dif-
fusion liefert eine Änderungsrate aus den Feuhtegröÿen q(n−1) zum Zeitpunkt n − 1
und der bereits aufsummierten Änderungsrate Qni (akkumulierte Änderungsrate aus
dem advektiven Transport, implizite Feuhteprozesse und Strahlungsberehnung) für
die Integration bis zum Zeitpunkt n+ 1.
 Explizite Feuhtigkeitsprozesse
Die Berehnung der expliziten Feuhteprozesse liefert ebenfalls eine Änderungsrate auf
der Basis der Gröÿen q(n−1) zum Zeitpunkt n-1 und der bereits aufsummierten Ände-
rungsrate Qni .
Im Anshluss an die Integration werden durh den Asselin-Zeitlter mit Hilfe einer Konvex-
kombination aus den Feuhtegröÿen zu den drei Zeitshritten n− 1, n und n+ 1 die zeitlih
gelterten Feuhtegröÿen q˜(n) zum Zeitpunkt n berehnet:





Der Filterkoezient ν ist in MM5 standardmäÿig auf ν = 0, 1 gesetzt. Am Ende der Zeitinte-
gration für den Zeitshritt n+1 stehen somit die Werte q(n−1), q˜(n) und q(n+1) zur Verfügung
und die Zeitintegration kann mit diesen Werten für den anshlieÿenden nähsten Zeitshritt
fortgesetzt werden.
Ein alternatives Advektionsverfahren für die Feuhtegröÿen in MM5 beinhaltet vor allem
auh die Umstrukturierung der auf 3 Zeitniveaus arbeitenden bisherigen zentrierten MM5-
Zeitintegration auf eine einfahe Vorwärts-Dierenz erster Ordnung für die Zeitintegration.









Dabei wird kein Zeitlter verwendet. Das resultierende Verfahren arbeitet aus Konsistenz-
gründen jedoh immer noh auf 3 Zeitniveaus. Dies ist erforderlih, um die bisherigen MM5-
Physikmodule auh weiterhin konsistent betreiben zu können. Die restlihen Erhaltungsglei-





erfolgt somit bis auf den Anteil aus der Ad-
vektion, wie im original MM5-Modell.
Die Advektion wird durh eine Kombination aus Upstream- und zentrierter Dierenz dis-
18 3 Feuhtetransport in MM5/MCCM




= γ ·UPSTREAM + (1− γ) zentrierter Dierenz (3.11)
Dieses sehr eziente Verfahren wurde von Griebel u. a. (1995) vorgeshlagen um die Advekti-
on in der Navier-Stokes Gleihung zu diskretisieren. Dabei kann der Kombinationskoezient
γ so gewählt werden, dass die Advektion entweder vom Upstream- oder vom zentrierten Dif-
ferenzenverfahren dominiert wird. Das resultierende Verfahren ist aufgrund seiner geringen
Komplexizität numerish wesentlih ezienter, als andere in der Literatur beshriebene Ad-
vektionsverfahren (Bott 1989a; Smolarkiewiz 1983, 1984; Smolarkiewiz und Clark 1986;
Smolarkiewiz und Grabowski 1990). Gerade bei regionale Klimasimulationen - wie sie mit
MM5 zunehmend durhgeführt werden - bei denen transient bis zu 100 Jahre simuliert wer-
den, ist die Ezienz der verwendeten numerishe Verfahren von groÿer Bedeutung.
3.3.2 Numerisher Advektionstest
Zur Bewertung der vorgestellten Verfahren wird ein eindimensionaler numerisher Advekti-
onstest in einem isolierten numerishen Modell für die Transportgleihung einer spezishen
Gröÿe q mit einer konstanten Dihteverteilung ρ und einem homogenen Geshwindigkeits-
feld u auf gleihförmigen und nihtgleihförmigen Gittern durhgeführt. Dazu wird folgendes











Anfangsbedingung : q(t = 0) = qo, u = u0 und ρ = ρ0 (3.13)
Randbedingungen: q|∂(links) = q|∂Ω(rechts) (3.14)
Gl. (3.12) entspriht der MM5-Erhaltungsgleihung (2.20) in eindimensionaler Form ohne
Berüksihtigung von Turbulenz und Phasenumwandlungen.
Als Anfangsbedingung (3.13) wird im eindimensionalen Advektionstest ein Rehtekprol
q0 durh den eindimensionalen Raum x ∈ [0, 1] transportiert. Es werden dazu vier Experi-
mente mit untershiedlihem Gitterabstand durhgeführt: Diskretisierung auf einem groben
Gitter (32 Gitterzellen) und einem feinen Gitter (128 Gitterzellen), jeweils einmal mit kon-
stantem und variablen Gitterabstand. Die Transportgeshwindigkeit ist in allen Fällen homo-
gen und das Geshwindigkeitsfeld divergenzfrei. Es werden für alle Experimente periodishe
Randbedingungen (3.13) verwendet. Das Prol wird nah Verlassen des Denitionsbereihs
durh die periodishe Randbedingung auf der gegenüberliegenden Seite wieder eintreten.
Transportgeshwindigkeit und Simulationszeit sind so gewählt, das das Prol genau einmal
durh das Rehengebiet transportiert wird und die analytishe Lösung zu Simulationsende
wieder der Anfangsverteilung entspriht.
In der Literatur existieren etlihe numerishe Untersuhungen zu Advektionsverfahren, z.B.
Bott (1989a, b, 1992); Chok und Dunker (1983); Chok (1985, 1991); Crowley (1968); Dadub
und Seinfeld (1994); Rood (1987); Smolarkiewiz (1982, 1983, 1984); Smolarkiewiz und Clark
(1986); Smolarkiewiz und Grabowski (1990); Thilmes (1994); Trembak u. a. (1987). In all
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Abbildung 3.1: Nestung für das Simulationsgebiet mit Domain D1 und D2
diesen Arbeiten werden keine standardisierten Advektionstests verwendet, sodass sih die
Ergebnisse niht einfah vergleihen lassen. Chok und Dunker (1983) haben als ein geeignetes
Maÿ für die Bewertung der Güte eines numerish transportierten Prols zwei Maÿzahlen
deniert, die seither in der neueren Literatur Anwendung nden. Diese Maÿzahlen sind für
ein transportiertes eindimensionales Prol qi(t) mit der analytishen Lösung q
a(t) wie folgt
deniert:



















i (tend)| · 100 (3.16)
Mit qi(tend) ist jeweils die numerishe Lösung und mit q
a
i (tend) die entsprehende analytishe
Lösung des Advektionsproblems zum Endzeitpunkt tend bezeihnet. Die Massenverteilungs-
rate eignet sih z. B. zur Bewertung der Diusivität eines Verfahrens. Sie wird klein, wenn
diusive Eekte die Verteilung dämpfen und reagiert empndlih auf das Vorhandensein
groÿer Werte. Der durhshnittlihe absolute Fehler ist ein Maÿ für die Verzerrung der Ver-
teilung. Er wähst z. B. durh das Auftreten von Oszillationen stark an.
3.3.3 Evaluierung regionaler MM5-Simulationen
Für die Evaluierung wird im ersten Anwendungsfall die Niedershlagsverteilung von MM5-
Simulationen (mit dem original und dem modizierten MM5) einer Episode im Oktober 2005
mit Beobahtungen an Messstationen des DWD verglihen. Die Simulationen verwenden zwei
ineinander genestete Domains, wie sie in Abbildung 3.2 gezeigt und in Tab. 3.1 beshrieben
sind. Die Antriebsdaten für die Anfangs- und Randbedingungen für Domain D1 sind Global
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Tabelle 3.1: Domain-Konguration für die MM5-Simulationen mit der
Domain Horizontale Vertikale Modell- Anzahl Gitterzellen
Auösung [km℄ shihten Nord-Süd Ost-West
D1 18 × 18 km 32 120 120
D2 6 × 6 km 32 121 121
Abbildung 3.2: Orograe Domain D2 und Lage der DWD-Niedershlagsmessstationen
(graue Kreise, siehe Tab. 3.2) und der Lidar-Messstationen (rote Kreise, siehe Tab. 3.3)
Tabelle 3.2: Lage der DWD Niedershlagsmessstationen zur Modellevaluierung
DWD-Messstation Lage DWD-Messstation Lage
Dresden 51° 07' N 13° 45' O Kassel 51° 11' N 9° 17' O
Erfurt 50° 59' N 10° 57' O Leipzig 51° 26' N 12° 14' O
Frankfurt 48° 59' N 8° 28' O Magdeburg 52° 06' N 11° 35' O
Hamburg 53° 38' N 09° 59' O Meiningen 50° 34' N 10° 23' O
Hannover 52° 27' N 09° 40' O Potsdam 52° 23' N 13° 03' O
Hof 50° 18' N 11° 52' O
Final (FNL) Analyses Daten mit 1 mal 1 Grad räumliher Auösung in 6-Stundenintervallen
von NCEP-DS-Dataset-83/2 (2005). Die verwendete MM5-Konguration für die Modelleva-
luierung entspriht einem MM5-Setup, das am Institut für Meteorologie und Klimaforshung
seit mehreren Jahren erfolgreih für eine online-Wettervorhersage verwendet wird und gute
Übereinstimmungen mit meteorologishen Beobahtungen liefert.
Die verwendeten Optionen für die MM5-Modellphysik (Dudhia, 2000; Grell u. a., 1994)
sind: Explizites mehrphasen Feuhtigkeitsshema nah Reisner (IMPHYS=5); Grell Kumulus-
Parameterisierung (ICUPA=3); MRF-Grenzshihtparameterisierung (IBLTYP=5); MM5-
Strahlungsmodell mit Wolkenbedekung (FRAD=2) und das MM5-Bodenmodell (ISOIL=1).
Die Niedershlagsbeobahtungen zur Validierung der Modellergebnisse stammen aus dem
Witterungsreport-10/2005 (2005) des deutshen Wetterdienstes. Die Lage der berüksihtig-
ten Beobahtungsstationen für Domain D2 sind in Abb. 3.2 abgebildet und deren genaue
Lage ist in Tab. 3.2 beshrieben.
Für die zweite Evaluierung werden die simulierten Wasserdampfverteilungen mit RAMAN-
Lidar-Beobahtungen verglihen. Dazu wird mit den beiden MM5 Versionen (mit dem original
und dem modizierten MM5) eine hohaufgelöste 24-Stundensimulationen durhgeführt. Die
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Tabelle 3.3: Spezikationen der Lidar-Messysteme und -Positionen, Datenquelle: Dr. Dirk
Engelbart, DWD Observatorium Lindenberg
Standort System Vertikale Auösung Beobahtungs- zeitlihe Geographishe
& Messbereih zeitraum Auösung Lage
Lindenberg RAMAN-Lidar 67,5; 127,5; 307,5 m 26.10.05 19:26 - 10 Min 52,20° N
800 - 10000 m 27.10.05 04:00 14,12° O
Leipzig RAMAN-Lidar 180, 300, 600 m 26.10.05 17:45 - 30 Min 51,21° N
210 - 10000 m 27.10.05 05:15 12,26° O
Ziegendorf RAMAN-Lidar 180, 300, 600 m 26.10.05 18:18 - 30 Min 53,18° N
210 - 10000 m 27.10.05 05:16 11,50° O
Wasserdampfprole der Launh-Campaign 2005 an den Standorten Leipzig, Lindenberg und
Ziegendorf wurden vom DWD in Lindenberg zur Verfügung gestellt. Die Simulationen für
Domain D1 wurde am 26. Oktober 0:00 Uhr initialisiert und endet am 27.10.2005 um 12:00
Uhr und berüksihtigt Radiosondendaten aus dem NCEP-DS-Dataset-353/4 (2005). Das ge-
nestete Domain D2 wird am 26.10.2005 um 12:00 Uhr initialisiert und simuliert 24 Stunden.
Durh den Vorlauf von 12 Stunden für Domain D1 hat das Modell genügend Zeit aus dem
durh die Anfangsbedingungen aufgezwungenen Anfangszustand sih aufgrund der Randbe-
dingungen in einen stabilen Gleihgewihtszustand zu begeben. Für Domain D2 beträgt der
Vorlauf noh über 5 Stunden bis der Vergleih mit den Messungen beginnt. Dies wurde so
gewählt, dass im Domain D2 die Radiosondeninformationen des 12 Uhr Aufstiegs durh die
Anfangs- und Randbedingungen noh stärker mit berüksihtigt werden.
Für die Evaluierung ergab sih ein Problem aus der stark untershiedlihen räumlihen und
zeitlihen Auösung von Messdaten und Simulationsergebnissen. Die vertikale Auösung der
MM5-Simulationen beträgt 32 Modellshihten. An einem Punkt über dem Meer sind die
Shihtmitten auf folgenden Höhen deniert: 15, 45, 80, 119, 161, 208, 270, 357, 460, 581,
719, 876, 1044, 1258, 1520, 1836, 2209, 2597, 3001, 3422, 3920, 4504, 5127, 5794, 6513, 7294,
8150, 9098, 10164, 11385, 12824, 14589 und 15657 Meter. Für die Modellevaluierung muÿten
die Daten über ein Kriging-Verfahren auf ein gemeinsames räumlih und zeitlih deniertes
Gitter transformiert werden. Auf diesem Daten-Gitter konnten die Dierenzen zwishen den
beiden Simulationen und zwishen den Simulationen und den Lidar-Messungen berehnet
und dargestellt werden.
3.4 Eindimensionale Advektionstests
Zur Evaluierung der Güte des neuen numerishen Integrations- und Advektionsverfahrens
wird ein numerisher Test für das Transportproblem (3.12) durhgeführt. Analog zu Chok
und Dunker 1983; Chok 1985, 1991; Rood 1987; Dadub und Seinfeld 1994; Bott 1989a, 1992;
und Thilmes 1994 wird dabei ein numerishes Prol (in Form einer Rehtekwelle) mit den
Advektionsverfahren durh das eindimensionale Modellgebiet transportiert und anshlieÿend
werden die numerishen Lösungen mit der analytishen Lösung verglihen.
Die beiden ersten numerishen Experimente werden auf dem Gitter mit konstantem Gitter-
abstand durhgeführt. Für das äquidistante Gitter betragen die Courant-Zahlen c = 0.5. Abb.
3.3a) und 3.3b) zeigen die analytishe Lösung (die mit dem Anfangsprol zusammenfällt) und
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Abbildung 3.3: Numerisher eindimensionaler Advektionstest für ein äquidistantes Gitter
mit a) 32 und b) 128 Gitterzellen, sowie für ein niht-äquidistantes Gitter mit ) 32 und d)
128 Gitterzellen; Der Abstand der Gitterpunkte für das niht-äquidistante Gitter ist in e) für
32 und in f) 128 Gitterzellen gegen die X-Ahse dargestellt.
die numerishen Lösungen jeweils für die grobe (32 Gitterzellen) und feine Gittervariante (128
Gitterzellen). Abb. 3.3) und 3.3d) zeigen das zweite numerishe Experiment mit einem va-
riablem Abstand der Gitterpunkte, ebenfalls mit 32 bzw. 128 Gitterzellen. Dabei variiert der
Abstand der Gitterzellen in der Form einer Sinuswelle um einen festen Wert. Die resultie-
renden Gitterabstände für das zweite numerishe Experiment sind in Abb. 3.3e) und 3.3f)
dargestellt.
Es zeigt sih, dass die räumlihe Auösung die Güte des transportierten Prols entshei-
dend beeinusst. Das Leapfrog-Verfahren zeigt wie erwartet die Ausbildung von unphysikali-
shen numerish-induzierten Wellen, die die numerishe Lösung überlagern. Durh diese Wel-
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len wird der Maximal- bzw. Minimalwert des Anfangsprols stark über- bzw. untershritten.
Das MM5-Leapfrog-Verfahren (mit dem Zeitlter nah Asselin) ist bei der groben Auösung
von 32 Gitterzellen nur bedingt in der Lage die Oszillationen zu unterdrüken. Erhöht man
die Auösung auf 128 Gitterpunkte so zeigt das Leapfrog-Verfahren deutlih mehr Wellen in
der numerishen Lösung allerdings mit kleinerer Amplitude. Das MM5-Leapfrog-Verfahren
kann dabei die Oszillationen besser unterdrüken und das Über- und Untershreiten der ana-
lytishen Lösung wird erheblih verringert.
Das Upstream-Verfahren zeigt wie erwartet ein sehr diusives Verhalten, ist monoton und
positiv denit. Das vorgeshlagene neue Verfahren als Konvexkombination aus Upstream-
und Leapfrog-Verfahren zeigt für alle Gittervariationen deutlih bessere Übereinstimmungen
mit der analytishen Lösung. Diese wird nur noh geringfügig über- bzw. untershritten und
es sind nur noh wenige dem Prol nahlaufende stehende Wellen in der numerishen Lösung
vorhanden. Insbesondere bei der Anwendung im groben Modellgitter zeigt das Verfahren eine
bessere Übereinstimmung mit der analytishen Lösung als die 3 restlihen Verfahren.
Vor allem für die vertikale Advektion in MM5 ist das Verhalten der Advektionsverfah-
ren auf Gittern mit variablem Gitterabstand von Bedeutung. Die Diskretisiertung auf der
vertikalen σ-Koordinate benutzt keinen konstanten Gitterabstand, sondern dieser nimmt -
reziprok der Luftdihte - von einem feinen Modellgitter in bodennähe nah oben stark zu.
Die beiden Leapfrog Verfahren zeigen bei dieser Gittervariante wieder sehr starke Oszillatio-
nen. Aufgrund der variablen Courant-Zahlen ist der Zeitlter im MM5-Leapfrog-Verfahren
selbst in der feinen Auösung niht mehr in der Lage diese Oszillationen wirkungsvoll zu
unterdrüken. Das Upstream-Verfahren erzeugt aufgrund der variablen Courant-Zahlen ei-
ne deutlih stärkere Diusion als für das äquidistante Gitter. Das neue Advektionsshema
zeigt sih auh hier sehr robust und kann die durh das Leapfrog-Verfahren erzeugten Wellen
wesentlih besser unterdrüken.
Die Maÿzahlen MDR (3.15) und AAE (3.16) sind für die beiden Experimente in Tabelle 3.4
zusammengefasst. Es zeigen sih vor allem beim AAE-Fehlermaÿ die geringsten Werte für das
kombinierte Leapfrog-Upstream-Verfahren. Die Massenverteilungsrate MDR zeigt hingegen
für die Leapfrog-Verfahren bessere Werte, da sih bei der Summenbildung für diese Gröÿe die
stark ausgebildeten Oszilationen gegenseitig auslöshen. Das Fehlermaÿ erwies sih dadurh
für die Evaluierung als niht geeignet.
Das kombinierte Leapfrog-Upstream-Verfahren zeigt in den numerishen Lösungen Maxima
und Minima die wesentlih näher an den analytishen Lösungen liegen, als dies bei den
Leapfrog-Verfahren der Fall ist (siehe Tab. 3.4). Das MM5-Leapfrog-Verfahren ist durh den
Zeitlter zwar in der Lage die numerishen Oszilationen des standard Leapfrog-Verfahrens
zu reduzieren, die numerishe Lösung übersteigt die Maxima und untershreitet die Minima
der analytishen Lösung immer noh erheblih. Das stark diusive Upstream-Verfahren zeigt
erwartungsgemäÿ Monotonie und positive Denitheit.
Die numerishen Advektionsexperimente haben deutlihe Untershiede in den Ergebnis-
sen der Verfahren gezeigt und es wurden alle bereits aufgeführten Dezite des Leapfrog-
Advektionsverfahrens sowie des Asselin-Zeitlters bestätigt. Diese Untershiede werden deut-
lihe Auswirkungen auf die Feuhteverteilungen haben. Es liegt die Vermutung nahe, dass die
numerishen Oszillationen des MM5-Leapfrog-Verfahrens Auswirkungen auf die nihtlinearen
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Tabelle 3.4: Bewertung des eindimensionalen Advektionstest: MDR, AAE, Maximum und
Minimum für das Leapfrog, Leapfrog mit Asselin-Zeitlter, Upstream und das kombinierte
Leapfrog-Upstream-Verfahren
Verfahren Gitterabstand: äquidistant niht-äquidistant
Anzahl Gitterzellen: 32 128 32 128
Standard-Leapfrog MDR 99,90 100,15 102,66 100,59
AAE 18,64 12,93 26,68 13,56
Maximum 2,35 2,33 2,05 2,39
Minimum 0,71 0,58 0,55 0,70
Leapfrog mit Zeitlter MDR 97,86 98,61 99,87 100,06
nah Asselin (ν = 0, 1) AAE 14,83 6,36 20,24 13,39
Maximum 2,22 2,15 1,99 2,30
Minimum 0,87 0,85 0,74 0,69
Upstream MDR 92,74 95,63 95,12 95,84
AAE 19,10 9,96 18,43 13,18
Maximum 1,62 1,88 1,48 1,68
Minimum 1,00 1,00 1,00 1,00
Leapfrog-Upstream- MDR 96,81 98,07 97,82 98,29
Kombination (γ = 0, 1) AAE 13,67 6,36 18,30 6,38
Maximum 1,95 2,09 1,80 2,10
Minimum 0,86 0,90 0,80 0,90
Phasenübergangsprozesse haben werden. Dies zu quantizieren ist nur durh einen Vergleih
realer dreidimensionaler Simulationen unter Verwendung von originalem und modiziertem
MM5 mit Beobahtungen für Niedersshlag bzw. der Feuhteverteilung möglih.
3.5 Regionale Meteorologie-Simulationen mit MM5
Die Evaluierung des numerish veränderten MM5-Modellsystems wird zuerst anhand des
simulierten Niedershlag für eine einmonatige Episode durhgeführt. Der Niedershlag, als
eine Gröÿe die sehr stark auf externe Störungen reagiert, soll zeigen ob die Hypothese bestätigt
werden kann, dass im original MM5 die Feuhteverteilung aufgrund numerisher Oszillationen
erheblih beeinträhtigt wird und somit zu ungenauen Phasenumwandlungsprozessen und
Niedershlagsprognosen führt.
Im zweiten Teil wird versuht anhand eines Vergleihs simulierter dreidimensionaler Was-
serdampfverteilungen mit Lidar-Beobahtungen die Modellierungsgüte der beiden zugrunde-
liegenden MM5-Modelle zu bewerten. In der Literatur konnte dazu noh keine vergleihbare
Untersuhung gefunden werden.
3.5.1 Niedershlagsevaluierung mit DWD-Beobahtungen
Die simulierte Episode 'Oktober 2005' beinhaltet 2 grössere Niedershlagsereignisse. Aus dem
Witterungsreport-10/2005 (2005) ist dabei zu entnehmen:
1. bis 2. Oktober 2005: Westlage
Die Fronten eines Sturmtiefs überquerten ganz Deutshland. Mit der eingeossenen
maritimen Polarluft gab es ausgeprägte Niedershläge. Im Laufe des 01. Oktober el
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landesweit Dauerregen mit Tagessummen verbreitet über 10 mm. Viele der Stationen
in der Südhälfte erhielten mehr als 20 mm. Im Norden waren die Niedershläge weniger
ergiebig. Am 2. Oktober regnete es nur noh vereinzelt im Süden und Südosten, die
Bewölkung lokerte auf.
20. bis 26. Oktober 2005: Südwestlage
Mit der Verlagerung eines Hohdrukrükens nah Osten, wurde der Weg für eine inten-
sive Höhenströmung aus Südwesten frei. Dabei wurden sehr milde subtropishe Luft-
massen herangeführt. Die von Nordwesten vordringende Kaltluft, begleitet von ergie-
bigen Niedershlägen, wurde an den Mittelgebirgen gestoppt. Bis zum 25. regnete es
fast im gesamten Bundesgebiet. Groÿe Tagessummen wurden vom 21. bis 23. Oktober
im Westen und Nordwesten, in den Hohlagen der Mittelgebirge sowie an der Küste
erreiht. Am Alpenrand war es bei Föhn fast niedershlagsfrei. Am 24./25. elen in der
eindringenden Kaltluft im Norden und Nordwesten groÿe Regenmengen.
Der Vergleih der Monatssummen der simulierten Niedershläge (Tab. 3.5) bestätigt eine
konsistente numerishe Behandlung der Erhaltungsgleihungen für die Feuhtegröÿen. Die
Untershiede weihen niht gravierend von der Simulation mit dem original MM5 ab und
bewegen sih im Rahmen der Variationen, die durh die Verwendung von untershiedlihen
Modellphysikoptionen ebenfalls auftreten können.
So sind die simulierten Niedershläge an der Station Shleswig identish, an 7 Messstatio-
nen (Dresden, Broken, Hanover, Kahler Asten, Leipzig, Magdeburg und Rostok) beträgt die
Dierenz zwishen den beiden Simulationen lediglih 10 Prozent oder weniger der simulierten
Niedershläge (Mittelwert beider Simulationen an der jeweiligen Station). Hier stimmen die
Simulationen sehr gut überein. An weiteren 6 Stationen (Arkona, Erfurt, Hof, Kassel, Shwe-
rin und Uekermünde) liefert das modizierte MM5 deutlih bessere Übereinstimmungen mit
den Niedershlagsbeobahtungen und an lediglih 5 Stationen (Frankfurt, Hamburg, Mei-
ningen, Neuruppin und Potsdam) stimmen die simulierten Niedershläge des original MM5
besser mit den DWD-Beobahtungen überein.
Darüber hinaus können aus dem Vergleih mit den DWD-Niedershlagsbeobahtungen be-
reits erste Shlüsse bezüglih der Modellierungsgüte des modizierten MM5 gezogen werden.
Kotlarski u. a. (2005) haben die Qualität von mehreren regionalen Modellen zu regionalen Kli-
masimulationen für Deutshland untersuht und dabei wurden die simulierten Niedershläge
mit groÿähigen DWD-Niedershlagsbeobahtungen über einen Zeitraum von 15 Jahren
(1979-93) verglihen. MM5 zeigte dabei die Tendenz zu geringfügig höheren Niedershlägen
(siehe Abb. 7 in Kotlarski u. a. 2005). Für die Herbst- und Wintermonate mit geringeren ver-
tikalen Temperaturuntershieden zeigte (das original) MM5 stets die höhsten Niedershläge
aller Modelle und übershätzte im Monatsmittel die DWD-Beobahtungen um bis zu 10 %
(siehe Abb. 6 in Kotlarski u. a. 2005).
Im Inter-Modellvergleih zwishen dem original und dem modizierten MM5 zeigt das
modizierte MM5 einen deutlihen Trend zu geringeren und damit realistisheren Nieder-
shlägen. An lediglih 5 der 19 Messstationen in Tab. 3.5 zeigt das modizierte MM5 höhere
Monatsniedershläge als das original MM5. Eine Betrahtung der Dierenzabbildung 3.4 b)
(Dierenz der simulierten Niedershläge des original MM5 minus Niedershläge des modi-
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Tabelle 3.5: Niedershlagssummen [mm℄ für Oktober 2005: DWD-Beobahtungen und Er-
gebnisse der MM5-Simulationen (original MM5 V3.6 und modiziertes MM5 V3.6 ) für Do-
main D2






Arkona/Rügen 38,6 48,0 36,9 -9,4 1,7 11,1
Broken 96,2 78,3 83,6 17,9 12,6 -5,3
Dresden 25,8 12,9 13,1 12,9 12,7 -0,2
Erfurt 24,7 32,5 26,5 -7,8 -1,8 6,0
Frankfurt 30,0 24,5 16,9 5,5 13,1 7,6
Hamburg 54,4 51,1 44,7 3,3 9,7 6,4
Hanover 35,1 36,0 38,5 -0,9 -3,4 -2,5
Hof 24,6 50,6 18,2 -26,0 6,4 32,4
Kahler Asten 79,3 32,0 35,5 47,3 43,8 -3,4
Kassel 23,7 32,9 18,7 -9,2 5,0 14,2
Leipzig 20,8 24,5 16,9 -3,7 3,9 7,6
Magdeburg 37,6 37,0 35,0 0,6 2,6 2,0
Meiningen 41,8 30,8 23,9 11,0 17,9 6,9
Neuruppin 37,5 40,3 25,8 -2,8 11,7 14,6
Potsdam 35,1 30,2 25,0 4,9 10,1 5,2
Rostok 43,1 40,7 39,7 2,4 3,4 1,0
Shleswig 70,5 58,2 58,2 12,3 12,3 0,0
Shwerin 44,9 35,2 39,1 9,7 5,8 -4,0
Uekermünde 28,9 36,8 32,5 -7,9 -3,6 4,3
Dierenzenbildung:
1)
Beobahtung (DWD-Messstation) minus simulierter Niedershlag aus original MM5,
2)
Beobahtung minus Niedershlag aus modiziertem MM5,
3)
Niedershlag aus original MM5 minus Niedershlag aus
modiziertem MM5
zierten MM5) bestätigt diesen Trend zu geringeren Niedershlägen auh in der Flähe. Die
Regionen, in denen das modizierte MM5 mehr Gesamtniedershlag produziert sind z.B. die
Hohlagen des Harz, die Erhebungen in der Röhn (Wasserkuppe), der südwestlihe Thüringer
Wald, Teile des Erzgebirges und des Riesengebirges in Südpolen. Vor allem im südwestlihen
Thüringer Wald zeigen sih aufgrund der südwestlihen Anströmung die Untershiede in
der Niedershlagsverteilung. Hier produziert das modizierte MM5 mehr Niedershläge im
Staubereih der Erhebungen und weniger im Lee-Bereih. Diese Beobahtung zeigt sih ins-
besondere in der Dierenzabbildung 3.5 b) für das erste Niedershlagsereignis. Der Übergang
zwishen Luv und Lee-Bereih ist als Wehsel des Vorzeihens in der Dierenzabbildung zu
erkennen. Dies bedeutet, dass im modizierten MM5 die Kondensation und damit das Ein-
setzen von Niedershlag in der Anströmung der Mittelgebirge früher einsetzt als im original
MM5. Betrahtet man die Dierenzen in Tab. 3.6 im Luv- und Lee-Bereih z.B. für den Thü-
ringer Wald für das erste Niedershlagsereignis an den Stationen Meiningen (Luv) einerseits
und Erfurt, Leipzig und Hof (Lee) andererseits, so zeigt das modizierte MM5 eine bessere
Übereinstimmung mit den Beobahtungen. Der beshriebene Übergang zwishen Luv- und
Lee-Bereih ist auh für das Rothaargebirge mit der Station Kahler Asten und vor allem für
den Harz mit der Station Broken zu beobahten. Für das erste Niedershlagsereignis beträgt
die Dierenz zwishen den beiden Simulationen an 4 Stationen (Arkona, Kassel, Hamburg und
Shlewwig) lediglih 10 Prozent oder weniger der simulierten Niedershläge (Mittelwert bei-
der Simulationen), an 8 Stationen (Dresden, Kahler Asten, Erfurt, Hof, Leipzig, Meiningen,
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a) Niedershlagsverteilung Oktober 2005 (Simulation mit MM5 V3.6)
b) Dierenz der simulierten Niedershläge (original minus modiziertes MM5)
Abbildung 3.4: Niedershlagsverteilung für Oktober 2005: a) Simulation mit MM5 V3.6 und
b) Dierenzen der simulierten Niedershlagsverteilungen (original MM5 minus modiziertes
MM5)
Neuruppin und Potsdam) liefert das modizierte MM5 deutlih bessere Übereinstimmun-
gen mit den Niedershlagsbeobahtungen und an 7 Stationen (Broken, Frankfurt, Hanover,
Magdeburg, Rostok, Shwerin und Uekermünde) stimmen die simulierten Niedershläge des
original MM5 besser mit den DWD-Beobahtungen überein.
Das zweite Niedershlagsereignis zeigt wehselnde Anströmungen aus süd- und westliher
Rihtung. Die stärksten Niedershläge zeigen sih im nördlihen Sauerland bis zum Harz, so-
wie in den südliheren Mittelgebirgen wie der Röhn und dem Thüringer Wald (siehe Abb. ) in
3.5). Im Bereih des südlihen Thüringer Waldes zeigen sih (Abb. 3.5 d) ) groÿe Untershiede
in der Niedershlagsverteilung im Luv- und Lee-Bereih dieser Erhebung, die in stärkerer Aus-






























a) Niedershläge 01. - 04. Oktober 2005 (original MM5) ) Niedershläge 05. - 31. Oktober 2005 (original MM5)
b) Dierenz simulierte Niedershläge 01. - 04. Oktober 2005 d) Dierenz simulierte Niedershläge 05. - 31. Oktober 2005
Abbildung 3.5: a) Niedershlagsverteilung 01. - 04. Oktober 2005 und b) Dierenz der simulierten Niedershlagsverteilungen (original MM5 minus
modiziertes MM5) Domain D2
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Tabelle 3.6: Niedershlagssummen (wie Tab. 3.5) zwishen dem 1. und 4. Oktober 2005






Arkona/Rügen 9,4 10,4 10,9 -1,0 -1,5 -0,5
Broken 16,0 16,5 24,9 -0,5 -8,9 -8,4
Dresden 13,1 6,4 8,1 6,7 5,0 -1,7
Erfurt 14,0 25,7 22,3 -11,7 -8,3 3,4
Frankfurt 23,3 14,4 11,9 8,9 11,4 2,5
Hamburg 10,4 25,3 23,1 -14,9 -12,7 2,2
Hanover 14,4 17,5 30,6 -3,1 -16,2 -13,1
Hof 19,8 29,5 15,0 -9,7 4,8 14,5
Kahler Asten 10,8 12,6 11,0 -1,8 -0,2 1,6
Kassel 8,3 16,8 17,3 -8,5 -9,0 -0,5
Leipzig 10,8 14,4 11,9 -3,6 -1,1 2,5
Magdeburg 8,5 20,6 24,7 -12,1 -16,2 -4,1
Meiningen 23,6 17,6 21,9 6,0 1,7 -4,3
Neuruppin 8,5 19,9 14,0 -11,4 -5,5 5,9
Potsdam 8,9 17,4 12,3 -8,5 -3,4 5,0
Rostok 12,0 12,9 15,7 -0,9 -3,7 -2,8
Shleswig 3,1 20,0 19,3 -16,9 -16,2 0,8
Shwerin 12,5 14,5 17,9 -2,0 -5,4 -3,4
Uekermünde 5,1 10,4 12,0 -5,3 -6,9 -1,6
Dierenzenbildung:
1)
Beobahtung (DWD-Messstation) minus simulierter Niedershlag aus original MM5,
2)
Beobahtung minus Niedershlag aus modiziertem MM5,
3)
Niedershlag aus original MM5 minus Niedershlag aus
modiziertem MM5
hen der Mittelgebirge (Wasserkuppe/Röhn, Kahler Asten/Rothaargebirge, Brokens/Harz
Riesengebirge und die hohe Tatra) werden mit dem modizierten MM5 höhere Niedershlä-
ge simuliert, während im übrigen Gebiet das original MM5 wesentlih höhere Niedershläge
liefert.
Da die skaligen und subskaligen Phasenumwandlungen in beiden MM5 Modellen durh
identishe physikalishe Module berehnet werden, sind für die gezeigten Untershiede nur die
untershiedlihen Zeitintegrations- und Advektionsverfahren verantwortlih. Das heiÿt, die in
den Advektionstests gezeigten numerish erzeugten Oszillationen des MM5-Leapfrogverfahrens
können tatsählih deutlihe Untershiede in den Niedershlagsmustern, vor allem im Luv-
und Lee-Bereih orographisher Erhebungen erzeugen. Die nihtlinearen skaligen und subska-
ligen Phasenumwandlungsprozesse reagieren auf Untershiede in der Wasserdampfverteilung
vor allem in der Nähe des Sättigungsniveaus sehr empndlih, sodass die gezeigten Unter-
shiede bereits durh geringfügige Abweihungen in der Wasserdampfverteilung entstehen
können. Aufgrund der Phasenumwandlungen und den damit verbundenen Rükkopplungen
zum Energiehaushalt können solhe Eekte vor allem in den wärmeren Sommermonaten auh
Auswirkungen auf die atmosphärishe Dynamik haben, welhe wiederum z.B durh Advektion
und Turbulenz auf die Verteilung der Feuhtegröÿen rükkoppelt.
Die Analyse der simulierten Niedershläge zeigt für das modizierte MM5 eine Tendenz zu
geringeren Niedershlägen in der Flähe und zu höheren Niedershlägen im Bereih starker
orographisher Erhebungen. Aufgrund der bereits erwähnten Untersuhung von Kotlarski
u. a. (2005) in der das original MM5 geringfügig zu hohe Niedershläge vorhersagt, liegt
30 3 Feuhtetransport in MM5/MCCM
die Shlussfolgerung nahe, dass das modizierte MM5 dadurh realistishere Niedershläge
prognostiziert. Der Vergleih der simulierten Niedershlagsmonatssummen mit den DWD-
Beobahtungen bestätigt dies eindruksvoll.
3.5.2 Evaluierung der vertikalen Wasserdampfverteilung durh Lidar-
Beobahtungen
Im zweiten Teil der Evaluierung des modizierten MM5 wird die simulierte Wasserdampf-
verteilung mit vertikalen Wasserdampf-Prol-Messungen durh Lidarsysteme der Launh-
Campaign (2005) an den Standorten Leipzig, Lindenberg und Ziegendorf verglihen. Die
Lidarsysteme sind in Tab. 3.3 beshrieben und die genaue Position im Domain D2 ist in
Abb. 3.2 dargestellt. Ein Datensatz der Messungen der Launh-Campaign (2005) für die
Modellevaluierung wurden freundliherweise von Dr. Dirk Engelbart (DWD Observatorium
Lindenberg) zur Verfügung gestellt.
Für die Simulationen verwenden die gleihe Modellkonguration und Antriebsdaten wie in
Abshnitt 3.5.1. Es wurden dabei mit beiden MM5 Versionen Domain D1 vom 26.10.05 0:00
Uhr bis 27.10.05 12:00 Uhr simuliert und durh Nestung Rand- und Anfangsbedingungen für
Domain D2 erzeugt.
Die MM5-Simulationsergebnisse sind jeweils im Mittelpunkt der 32 vertikalen Shihten
deniert. Die Verteilung der Shihtdiken erfolgt dabei reziprok der vertikalen Dihtever-
teilung. Aufgrund der bodenfolgenden σ-Koordinaten variieren für jede Shiht Shihtdike
sowie deren absolute Höhe über Normalnull je nah geograsher Lage. Die Lidar-Systeme
arbeiten bei der vertikalen Abtastung mit konstanten, zumindest über bestimmte Bereihe
konstanten Shihtdiken. Die zu vergleihenden Daten aus den Simulationen und den Be-
obahtungen sind somit an untershiedlihen Punkten deniert, so daÿ die Daten für einen
Vergleih auf ein gemeinsames Datengitter transformiert werden müssen. Durh diese Trans-
formation geht Information verloren, aber nur so ist ein direkter Vergleih der Prole möglih.
Zur Evaluierung der MM5-Simulationen werden an den 3 Lidar-Standorten jeweils die
Wasserdampf-Vertikalprole der Lidar-Beobahtung, sowie der Referenzsimulation (mit dem
originalen MM5) und der Dierenz zwishen den Simulationen auf den jeweiligen Datengittern
gezeigt. Im Gegensatz dazu werden anshlieÿend auf dem gemeinsamen neuen Datengitter
die transformierten Prole sowie die entsprehenden Dierenzen dargestellt.
Berliner Wetterkarten 26.10.05:
In Deutshland kam es in den letzten 24 Stunden in der Nordhälfte zu weiteren teils
sehr ergiebigen Niedershlägen. [...℄ Dabei wanderte die Kaltfront des Sturmwirbels
HEIDO sehr rash von den Britishen Inseln über die Nordhälfte hinweg nah Polen.
Ihr folgte aber nur in höheren Luftshihten kältere Meeresluft nah, in Bodennähe
war praktish keine Temperaturänderung zu verzeihnen. So blieb es für die Jahreszeit
zu mild. In den kommenden Tagen wird es aller Voraussiht nah sogar noh milder.
Auf der Vorderseite eines sih dann über dem östlihen Nordatlantik etablierenden
langwelligen Höhentroges dreht die Strömung über Mitteleuropa auf Südwest bis Süd,
so dass subtropishe Luftmassen zu uns gelangen können. Im 850-hPa-Niveau werden
am kommenden Wohenende Temperaturwerte zwishen 10 und 15°C über Deutshland
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Abbildung 3.6: Lidar-Beobahtung Lindenberg: Vertikalprol (von a. 800 - 10 000 m über
Grund) des Wasserdampfmishungsverhältnisses [g/kg℄ vom 26.10. 19:23 - 27.10.05 4:03 Uhr
erwartet. Vor allem an den Nordrändern der Mittelgebirge und am Alpenrand sind dann
Temperaturwerte bis zu 25°C möglih.
Vorhersage für Donnerstag, den 27.10.2005: Am Donnerstag halten sih vor allem in den
Niederungen Süddeutshlands teils reht zähe Nebel- oder Hohnebelfelder. Sonst ist es
nah Nebelauösung wolkig oder heiter und troken, lediglih in Rihtung Ostseeküste
bleibt es zunähst noh trüb mit etwas Regen oder Sprühregen. Die Temperaturen
erreihen Höhstwerte zwishen rund 14°C in Vorpommern und 22°C im Westen, am
Rhein und am Nordrand des Hohen Venn (Raum Aahen) örtlih mögliherweise auh
etwas darüber. Es weht shwaher bis mäÿiger, in Böen im Norden und auf den Bergen
auh frisher südliher bis südöstliher Wind.
3.5.2.1 Beobahtungsstation Lindenberg
Das RAMAN-Lidar-System am Standort Lindenberg lieferte die Beobahtungsdaten in der
höhsten räumlihen und zeitlihen Auösung (siehe Tab. 3.3). Das Vertikalprols des Was-
serdampfmishungsverhältnises der Lidar-Messung ist in Abb. 3.6 dargestellt. Im Bereih
zwishen 01:00 und 02:00 Uhr in a. 3300 m Höhe sind Datenlüken zu erkennen. Dieser
Datenbereih wurde bei der Transformation der Messdaten auf das Vergleihsgitter durh
eine horizontale Interpolation korrigiert. Das Vertikalprol zeigt sehr feuhte Luftmassen in
Höhen bis zu 6000 m, die beim Transport in nordöstlihe Rihtung absinken.
In Abb. 3.7 a) ist das Vertikalprol der Referenzsimulation und in 3.7 b) die Dierenz der
den Simulationen (original MM5 minus modiziertes MM5) auf dem MM5 Gitter gezeigt.
Die MM5-Referenzsimulation ist nur bedingt in der Lage die vertikale Wasserdampfvertei-
lung wie durh die Lidar-Messung gezeigt wiederzugeben. Das Absinken feuhter Luftmassen
wird durh die Simulation zwar grundsätzlih wiedergegeben, die ausgeprägte vertikale Was-
serdampfverteilung bis in a. 5000 m Höhe wird durh die Simulation deutlih untershätzt.
Die ausgeprägten positiven Dierenzen der Simulationen zeigt zu Beginn der Beobahtung in
den Bereihen bis a. 4000m Höhe deutlih höhere Werte beim original MM5 (positive Die-
renz) und höhere Werte für das modizierte MM5 (negative Dierenz) in darüberliegenden
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a) Referenzsimulation (orig. MM5) b) Dierenz der Simultionen
Abbildung 3.7: Standort Lindenberg: a) MM5-Simulation (original MM5) für die Verti-
kalverteilung des Wasserdampfmishungsverhältnisses [g/kg℄ und b) Dierenz des Wasser-
dampfmishungsverhältnis (original minus modiziertes MM5) vom 26.10. 19:15 - 27.10.05
4:00 Uhr
Shihten. Das modizierte MM5 liefert in der unteren Hälfte des beobahteten Vertikalprols
deutlih trokenere Verhältnisse.
Für die Evaluierung wurden alle 3 Vertikalprole auf das neue Datengitter tansformiert.
Das äquidistante Gitter ist dabei mit einer Auösung von 52 Gitterpunkten auf der Zeitahse
(Gitterabstand 10 Minuten) und 100 Gitterpunkte auf der Höhenahse (Gitterabstand 100m)
deniert. Die resultierenden Vertikalprole sind in Abb. 3.8 dargestellt. Es zeigen sih im
Vergleih zur Darstellung auf dem Modellgitter in Abb. 3.7 a) deutlihe Informationsverluste.
Der Vergleih der Simulationen mit den Lidar-Messungen auf dem gemeinsamen Daten-
gitter zeigt an der Station Lindenberg in Abb. 3.9 ein untershätzen der vertikalen Was-
serdampfverteilung für beide Simulationen über weite Bereihe der vertikalen Verteilungen
im Vergleihszeitraum. Das modizierte MM5 zeigt hier ausgeprägt höhere Dierenzen, d.h.
die Simulation prognostiziert geringere Werte als durh die Lidar-Messung beobahtet. Das
original MM5 produziert aufgrund der stärker ausgeprägteren vertikalen Wasserdampfvertei-
lung entsprehend geringere Dierenzen zur Lidar-Messung und zeigt damit an der Station
Lidenberg eine besssere Übereinstimmung mit der Lidar-Beobahtungen.
Der Intermodellvergleih zwishen den beiden Simulationen zeigt - wie bereits auf dem
Modellgitter in Abb. 3.7 b) beobahtet - zwishen der Grenzshiht und einer Höhe von a.
4000 m deutlih geringere Werte für das modizierte MM5, während Letzteres vor allem in
der Grenzshiht höhere Mishungsverhältnisse produziert (siehe Abb. 3.9). Dies gilt auh in
der oberen Hälfte des Vertikalprols ab a. 5000m Höhe über Grund. Hier liefert das mo-
difzierte MM5 ebenfalls höhere Mishungsverhältnisse als das original MM5. Die maximalen
Untershiede liegen dabei in a. 1000 m Höhe bei a. 2 g Wasserdampf und in a. 3500m bei
a. 1,2 g Wasserdampf je Kilogramm trokene Luft.
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Abbildung 3.8: Vertikale Verteilung der Wasserdampfmishungsverhältnisse [g/kg℄ gegen
die Beobahtungszeit [Minuten℄ der MM5 Simulationen und vom RAMAN-Lidar an der Lidar-
Station Lindenberg; Vertikale Verteilung des Wasserdampfmishungsverhältnis vom Boden (0
m) bis auf 10 000 m über Grund; Beobahtungszeitraum: 26.10. 19:23 - 27.10.05 04:40 Uhr
3.5.2.2 Beobahtungsstation Leipzig
Die Lidar-Messung am Standort Leipzig zeigt über dem Beobahtungszeitraum ausgeprägte
vertikale Wasserdampfverteilungen, siehe Abb. 3.10. Die Beobahtung zeigt eine deutlih
trokenere Situation als an der Station Lindenberg (vergl. Abb. 3.6). Der zeitlihe Verlauf
der vertikalen Shihtung lässt aber ebenfalls den Einuss absinkender Luftmassen die an der
Messstation vorbeigeführt wurden erkennen. Die in der Abb. 3.10 auftretenden Datenfehler
wurden durh horizontale Interpolation korrigiert.
Die MM5-Referenzsimulation prognostiziert an der Station Leipzig eine Zunahme des Was-
serdampfmishungsverhältnisses in den unteren Modellshihten ohne dabei die im Verlauf der
Messung beobahtete, durh absinkende Luftmassen erzeugte typishe Shihtung erkennen
zu lassen. Die Referenzsimulation liefert im Gegensatz zur Lidar-Beobahtung gegen Ende
des Beobahtungszeitraums ab a. 2000 m Höhe deutlih feuhtere Verhältnisse. Der direkte
Vergleih zwishen den Simulationen (siehe Abb. 3.7) zeigt in einer Höhe von a. 1000m deut-
lih geringere Werte für das modizierte MM5. Hier liefert Letzteres eine Vertikalverteilung
mit höheren Mishungsverhältnissen in der Grenzshiht bis a. 300 m und einem mit zuneh-
mender Höhe stärker abfallenden Prol. Die starke Wasserdampfakkumulation gegen Ende
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Abbildung 3.9: Wie Abb. 3.8 aber für die Dierenzen der Wasserdampfmishungsverhält-
nisse [g/kg℄ an der Lidar-Station Lindenberg
Abbildung 3.10: Lidar-Beobahtung Standort Leipzig: Vertikalprol (von a. 200 - 10 000m
über Grund) des Wasserdampfmishungsverhältnis [g/kg℄ vom 26.10. 17:45 - 27.10.05 5:15 Uhr
des Beobahtungszeitraumes in a. 2000 m Höhe wird durh das modizierte MM5 deutlih
geringer prognostiziert.
Das Datengitter für den Lidar- und Inter-Modell-Vergleih ist dabei mit einer Auösung
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a) Simulation original MM5 b) Simaltion Dierenz
Abbildung 3.11:Wie Abb. 3.7 an der Lidar-Station Leipzig (vom 26.10.05 17:45 bis 27.10.06
04:45 Uhr)
Abbildung 3.12:Wie Abb. 3.8 an der Lidar-Station Leipzig (vom 26.10.05 17:45 bis 27.10.06
04:45 Uhr)
von 23 Gitterpunkten auf der Zeitahse (Gitterabstand 30 Minuten) und 100 Gitterpunkte
auf der Höhenahse (Gitterabstand 100m) deniert.
Der Vergleih der beiden MM5 Simulationen resultiert - wie am Standort Lindenberg -
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Abbildung 3.13:Wie Abb. 3.9 an der Lidar-Station Leipzig (vom 26.10.05 17:45 bis 27.10.06
04:45 Uhr)
in einem systematishen Untershied. Der Vergleih mit den Lidar-Messungen zeigt, dass
in beiden Simulationen zu Beginn des Beobahtungszeitraums in Höhen zwishen 1000 und
a. 3000m die Wasserdampfmishungsverhältnisse deutlih untershätzt werden. Das modi-
zierte MM5 zeigt hier erheblih gröÿere Untershiede. Im Verlauf der Beobahtung zeigt
die Lidar-Messung eine Wasserdampf-Akkumulation in den bodennahen Shihten bis 1000m
über Grund. Die Simulationen beinhalten diese Akkumulation ebenfalls. Beide Simulationen
zeigen allerding in den darüberliegenden Shihten ein zunehmendes Übershätzen der Mi-
shungsverhältnisse. Hier zeigt vor allem das original MM5 deutlih gröÿere Abweihungen
von den Lidar-Messungen.
3.5.2.3 Beobahtungsstation Ziegendorf
Die Lidar-Messung am Standort Ziegendorf zeigt für den Zeitraum vom 26.10. 18:15 - 27.10.05
4:45 Uhr wie zuvor eine ausgeprägte vertikale Feuhteverteilung in Höhen bis über 6000m
Höhe über Grund und Bereihe mit hohen Wasserdampfmishungsverhältnissen in den un-
tersten bodennahen Shihten, siehe Abb. 3.10. Die vertikale Shihtung ist dabei über den
Beobahtungszeitraum hinweg ebenfalls durh absinkende Luftmassen geprägt. Die Lidarmes-
sung weist Datenfehler auf, die für den Vergleih durh horizontale Interpolation korrigiert
wurden.
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Abbildung 3.14: Lidar-Beobahtung Ziegendorf: Vertikalprol (von a. 200 - 8 250m über
Grund) des Wasserdampfmishungsverhältnisses [g/kg℄ vom 26.10. 18:15 - 27.10.05 4:45 Uhr
a) Simulation original MM5 b) Simaltion Dierenz
Abbildung 3.15: Wie Abb. 3.7 an der Lidar-Station Ziegendorf (26.10.05 18:00 - 27.10.05
5:00 Uhr)
Abb. 3.14 a) zeigt die vertikale Wasserdampfverteilung [g/kg℄ der Referenzsimulation. Diese
beinhaltet eine deutlih geringer ausgeprägte vertikale Feuhteverteilung mit einem sehr star-
ken Gradienten bis a. 1500 m Höhe. Die darüberliegenden Shihten zeigen im Vergleih zur
Lidar-Beobahtung wesentlih trokenere Verhältnisse. Die Referenzsimulationen beinhaltet
in den Vertikalprolen den Einuss absinkender Luftmassen, allerdings deutlih weniger de-
tailliert als in der Lidar-Messung zu beobahten. Die maximalen Werte zeigen über 8 Gramm
Wasserdampf je Kilogramm trokener Luft in den untersten Modellshihten in Bodennähe
wie in der Lidar-Messungen.
Das Datengitter für den Vergleih ist dabei mit einer Auösung von 21 Gitterpunkten auf
der Zeitahse (Gitterabstand 30 Minuten) und 100 Gitterpunkte auf der Höhenahse (Gitter-
abstand 100m) deniert. Die positiven Dierenzen während der ersten Stunden des Vergleihs
überhalb von 6000m Höhe resultieren durh die fehlenden Lidardaten. Der Vergleih der Si-
mulationen in Abb. 3.17 liefert den bereits diskutierten systematishen Untershied in der
Vertikalverteilung. Der Vergleih der Simulationsergebnisse mit den Lidar-Messungen zeigt
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Abbildung 3.16: Wie Abb. 3.8 an der Lidar-Station Ziegendorf (vom 26.10.05 18:45 -
27.10.05 4:45 Uhr)
für beide Simulationen ab a. 2000m Höhe ein deutlihes untershätzen der Mishungsver-
hältnisse. Das original MM5 zeigt hier aufgrund geringere Dierenzen deutlih bessere Über-
einstimmung mit den Lidar-Beobahtungen. In den unteren Modellshihten bis a. 2000 m
Höhe werden die Mishungsverhältnisse mit dem original MM5 allerdings stärker übershätzt
als dies mit dem modizierte MM5 der Fall ist.
3.6 Zusammenfassung und Bewertung
Der numerish Advektionstest hat für das neue Integrations- und Advektionsverfahren deut-
lih bessere Ergebnisse im Vergleih zu dem in MM5 verwendeten Leapfrog-Verfahren mit
dem Asselin Zeitlter gezeigt. Durh den gewählten Ansatz konnte beim neuen Verfahren
die Bildung von numerish erzeugten Wellen in der numerishen Lösung wesentlih stärker
unterbunden werden, als dies beim Asselin-Zeitlter für das Leapfrog-Verfahren der Fall ist.
Die Evaluierung des neuen Verfahrens in MM5 hinsihtlih der Niedershlagsverteilung
ergab eine deutlihe Verbesserung der simulierten Niedershläge, vor allem im Luv- und
Lee-Bereih der Mittelgebirge. Hier setzte die Kondensation in der Anströmung durh das
modizierte Verfahren deutlih früher ein als mit dem original MM5, was zu realistisheren
Niedershlägen führt. Entsprehend erhalten die Gebiete im Lee-Bereih weniger Niedershlä-
3 Feuhtetransport in MM5/MCCM 39
Abbildung 3.17: Wie Abb. 3.9 an der Lidar-Station Ziegendorf (vom 26.10.05 18:45 -
27.10.05 4:45 Uhr)
ge, was sih als konsistent mit den vorhandenen DWD-Niedershlagsbeobahtungen erwies.
Die Wasserdampfprole der LIDAR-Beobahtungen an den Stationen Lindenberg, Leipzig
und Ziegendorf zeigten deutlihe Untershiede zu den simulierten Wasserdampfverteilungen.
Grundsätzlih lassen sih dabei keine Aussagen darüber mahen, ob das neue Verfahren die
Simulation der vertikalen Wasserdampfverteilung verbessert, da die MM5-Simulationen niht
in der Lage waren, die ausgeprägte atmosphärishe Shihtung an den Beobahtungsstationen
detailliert genug wiederzugeben. Der Eingangsdatensatz mit den Radiosondendaten (NCEP-
DS-Dataset-353/4, 2005) liefert für die Simulationen eine unzureihende Modellinitialisierung,
um die meteorologishe Situation an den Messstationen wiederzugeben.
Im Intermodellvergleih diagnostiziert das modizierte MM5 eine um a. 50-75 Meter tiefer
liegende Grenzshihthöhe. Der am Boden verdunstende Wasserdampf verteilt sih somit auf
ein geringeres Volumen und führt in der Grenzshiht zu feuhteren Verhältnissen, da der
vertikale Austaush über die Grenzshiht hinaus sehr gering ist. Dieses Phänomen zeigte sih
systematish für alle in MM5 zur Verfügung stehenden Grenzshihtparameterisierungen.
4 Advektion hemisher Spurenstoe
In der Troposphäre bewirken strömungsmehanishe und thermodynamishe Prozesse die
gröÿten für den Menshen täglih zu beobahtenden Veränderungen. Die numerishe Simu-
lation der Atmosphäre beinhaltet die Modellierung dieser strömungsmehanishen Prozesse
und numerishe Behandlung durh Advektionsverfahren.
Die numerishen Verfahren stellen bei der atmosphärishen Modellierung eine möglihe
Quelle für Ungenauigkeiten dar. Aufgrund von nihtlinearen Prozessen und Rükkopplungen
können selbst geringe Störungen durh numerish erzeugte Ungenauigkeiten verstärkt werden
und sih so weit aufshwingen, bis das Gesamtsystem instabil wird. Für ein numerishes
Advektionsverfahren in einem dreidimensionalen regionalen Lufthemiemodell gelten deshalb
hohe Anforderungen.
Die Grundanforderung an ein numerishes Verfahren ist Konsistenz und Konvergenz. Konsi-
stenz ist dadurh deniert, dass die numerishe Lösung des Verfahrens die analytishe Lösung
der zugrunde liegenden partiellen Dierentialgleihung approximieren muss und zwar umso
besser, je kleiner die Gitterabstände in Raum und Zeit gewählt werden. Das Lax-Rihtmeyer
Theorem besagt, dass ein konsistentes Diskretisierungsverfahren genau dann konvergiert,
wenn es stabil ist. Ein konsistentes Verfahren ist einfah zu konstruieren. Damit rükt die nu-
merishe Stabilität der Diskretisierungsverfahren in den Vordergrund. Grundsätzlih besitzen
implizite Diskretisierungsverfahren wesentlih bessere Stabilitätseigenshaften als explizite.
Letztere haben aber entsheidende Vorteile vor allem in Bezug auf die numerishe Ezienz,
die geringere Komplexizität bei der softwareseitigen Umsetzung und auh die Parallelisier-
barkeit in Bezug auf wissenshaftlihes Rehnen. Courant u. a. (1928) haben als erste die
Stabilität solher expliziter Diskretisierungsverfahren untersuht sie haben und für Advek-
tionsprobleme die nah ihnen benannte CFL-Bedingung als bedingtes Stabilitätskriterium
für explizite Integrationsverfahren eingeführt (Courant u. a. 1928; Courant und Hilbert 1953;
Thomas 1995; Quarterioni und Valli 1994).
Das numerishe Integrationsverfahren für die Erhaltungsgleihungen der hemishen Spu-
renstoe in MCCM verwendet eine nite Dierenz erster Ordnung in der Zeit zusammen
mit einem Time-Splitting-Verfahren für Advektion, turbulente Diusion, hemishe Um-
wandlung, Deposition und Emission. In MCCM ist eine modizierte Version des MPDATA-
Advektionsverfahrens (Multidimensional Positive Denite Advetion Transport Algorithm
Smolarkiewiz, 1983, 1984; Smolarkiewiz und Clark, 1986; Smolarkiewiz und Grabowski,
1990) für die Advektion der hemishen Spurenstoe von Grell u. a. (2000) implementiert
worden. Zahlreihe Autoren (Chok und Dunker 1983; Chok 1985, 1991; Rood 1987, Dadub
und Seinfeld 1994, Bott 1989a, b, 1992, 2003, und Thilmes 1994) haben bereits vershiedene
numerishe Advektionsverfahren auf deren Eigenshaften hin untersuht und bewertet. Chok
(1991) beshreibt dabei wesentlihe Shwahstellen des MPDATA-Verfahrens, die in Abhän-
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gigkeit der transportierten Gradienten und der Hintergrundkonzentrationen lokale Maxima
verstärken und lokale Minima weiter absenken können. Ebenso beshreibt er die Möglihkeit,
dass sih kleinskalige Wellen ausbilden können und das Advektiosnsverfahren ein transpor-
tiertes Prol verformt. Das MPDATA ist aufgrund seiner starken numerishen Diusion niht
in der Lage, starke Gradienten zu erhalten und es ist für die Advektion von Spurenstoen in
mesoskaligen Lufthemiemodellen nur bedingt geeignet (Chok, 1991).
Ziel der vorliegenden Arbeit in diesem Abshnitt ist die Untersuhung der Auswirkungen
vershiedener numerisher Advektionsverfahren auf die Verteilung hemisher Spurenstoe
im Lufthemiemodell MCCM. Es liegt die Vermutung nahe, dass in MCCM ein Gradienten
erhaltenderes Advektionsverfahren im Vergleih zum MPDATA-Referenzverfahren bessere
Übereinstimmungen zwishen den Simulationsergebnissen und Beobahtungen liefert. Diese
Hypothese wird durh einen detaillierten Vergleih von simulierten und gemessenen Ozon-
konzentrationen an 8 Beobahtungsstationen für Simulationen mit vershiedenen numerishen
Advektionsverfahren analysiert.
Aus vershiedenen Publikationen (Chok und Dunker 1983; Chok 1985, 1991; Rood 1987;
Dadub und Seinfeld 1994; Bott 1989a, b, 1992, 2003; und Thilmes 1994) wird dazu ein neues
dreidimensionales Advektionsverfahren für das MCCM-Modellgitter entwikelt, anshlieÿend
für die Advektion der hemishen Spurenstoe in MCCM implementiert und auf dessen Ei-
genshaften und die Auswirkungen auf die räumlihe und zeitlihe Verteilung der Spurenstoe
hin analysiert. Im ersten Teil wird bei der Evaluierung die Qualität der numerishen Advekti-
onsverfahren im dreidimensionalen Modell MCCM für ein isoliertes Advektionsproblem ohne
Interaktion mit anderen pysikalishen und hemishen Prozessen untersuht werden. Dabei
wird ein Testprol dreidimensional durh das Modellgebiet transportiert und anshlieÿend
mit der analytishen Lösung verglihen. Durh die Visualisierung der Untershiede zwishen
numerisher und analytisher Lösung, sowie durh die Berehnung von statistishen Feh-
lermaÿen wird die Qualität der numerishen Advektionsverfahren in MCCM bewertet. Im
zweiten Teil werden durh vergleihende Simulationen einer realen Photosmogepisode die
Untershiede in den räumlihen und zeitlihen Spurenstoverteilungen zum bisherigen Ad-
vektionsverfahren erarbeitet. Diese Untersuhungen beinhalten auh eine Evaluierung der
Simulationsergebnisse mit Messdaten an ausgewählten Messstationen des bayerishen Lan-
desamtes für Umweltshutz (LfU).
4.1 Spurenstoadvektion in MCCM und ihre mathematishe
Modellierung
Das Lufthemiemodell MCCM beruht im Kern auf dem mesoskaligen Meteorologiemodell
MM5. Dieses wurde durh die Kopplung mit einem Chemietransportmodell (CTM) um die Er-
haltungsgleihungen für die hemishen Spurenstoe erweitert. Diese Modellgleihungen sind,
wie in Abshnitt 2.4 beshrieben, in MM5-Koordinaten formuliert und im MM5-Gitter diskre-
tisiert. MCCM beinhaltet nah Grell u. a. (2000) den RADM-Gasphasenhemiemehanismus
mit 63 hemishen Spezies. Der QSSA-Löser behandelt 24 Spezies als quasi stätionär, d.h.
deren Konzentrationen werden zu jedem Zeitshritt durh den Chemiemehanismus aus den
Konzentrationen der restlihen 39 Spezies diagnostish bestimmt. Somit ergeben sih lediglih
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für 39 hemishen Spurenstoe ci Erhaltungsgleihungen
∂ci
∂t
= Ti +Di +Mi +Ni + Ei i = 1, ..., 63 (4.1)
mit Ti als Advektionsterm, Di als turbulenter Diusionsterm, Mi als Umwandlungsterm
durh den Chemiemehanismus, Ni als Depositionsterm und Ei als Emissionsterm. Gl. (4.1)
werden in MCCM im Gegensatz zum MM5 durh ein Operator-Splitting-Verfahren approxi-
miert. Im Weiteren wird lediglih der entsprehende Operatorsplit-Shritt für die numerishe
Behandlung des advektiven Transports für einen Spurensto c betrahtet. Mit dem Mas-
senmishungsverhältnis für den Spurensto c = ρc/ρl shreibt sih die Gleihung für den




+ div (cρ0~u)− c div (ρ0~u) = 0 (4.2)










































































Viele vershiedene numerishe Verfahren wurden entwikelt, um Gleihungen wie (4.2) zu
integrieren. Diese untersheiden sih unter anderem hinsihtlih des numerishen Rehengit-
ters, sowie der mathematishen Formulierung der Erhaltungsgleihungen in Advektions- oder
Flussform.
Ein numerishes Advektionsverfahren für den Einsatz in einem regionalen Klimahemiemo-
dell sollte die Eigenshaften besitzen, wie sie bereits in Abshnitt 3.2 beshrieben wurden. Die
meisten Advektionsverfahren erfüllen bereits einige der genannten Punkte. Es ist allerdings
kein Verfahren bekannt, das allen Anforderungen genügt, für vershiedene numerishe Gitter
anwendbar ist und sih noh mit einem annehmbaren numerishen Aufwand berehnen lässt.
Somit muss die Wahl eines geeigneten Verfahrens durh die Anforderungen der Anwendung
bestimmt werden.
In Meteorologie- und Lufthemiemodellen haben sih einige Finite-Dierenzenverfahren
und -Volumenverfahren etabliert und breite Anwendung gefunden. Dies liegt im Wesent-
lihen an der relativ einfahen Implementierung und der Flexibilität der Verfahren bei der
Diskretisierung anderer physikalisher Prozesse, wie der Wolken- und Niedershlagsphysik. Es
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wird im Weiteren das numerishe Advektionsverfahren MPDATA vorgestellt und detailliert
untersuht.
4.1.1 Das Referenzverfahren MPDATA nah Smolarkiewiz
Das Advektionsverfahren in MCCM (Grell u. a., 2000) beruht auf einem für den Einsatz
in MCCM modizierten Verfahren (MPDATA) nah Smolarkiewiz (1984); Smolarkiewiz
und Clark (1986); Smolarkiewiz und Grabowski (1990). Es führt für alle inneren Gitter-
zellen einen Antidiusionsshritt durh. Alle Randzellen werden ohne diesen Antidiusions-
shritt behandelt. Das Verfahren ohne den Antidiusionsshritt ist mit dem gewöhnlihen
Upstream-Verfahren identish. Das stark diusive Upstreamverfahren verhindert unphysika-
lishe numerishe Oszillationen, welhe in der Nähe von stark emittierenden Quellen durh
starke Gradienten auftreten können.
Das Advektionsverfahren nah Smolarkiewiz wird nun für die eindimensionale Transport-
gleihung (3.2) erklärt. Die Idee des Verfahrens basiert auf einem expliziten Euler-Upstream-
Verfahren, wobei die Diusion des Upstream-Verfahrens durh einen sogenannten Antidiu-
sionsshritt iterativ verringert oder eliminiert werden soll. Smolarkiewiz (1983) zeigt, dass
das Upstream-Verfahren in zweiter Ordnung niht die Transportgleihung, sondern die um





















ergibt. Smolarkiewiz (1983) shlägt nun vor, den bei Anwendung des Upstream-Verfahrens























∂x für q > 0
0 für q = 0
als Diusionsgeshwindigkeit umgeshrieben. In einem zweiten Upstream-Advektionsshritt
wird nun anstelle der realen Transportgeshwindigkeit u die Antidiusionsgeshwindigkeit
u˜ =
{
−ud für q > 0
0 für q = 0
verwendet, um die obige Diusionsgleihung (4.5) umzukehren. Damit shreibt sih das Ver-












































∣∣ui+1/2∣∣) qi + (ui+1/2 + ∣∣ui+1/2∣∣) qi+1]
u˜i+1/2 =






In der Literatur (Thilmes, 1994) ndet man das Verfahren nah Smolarkiewiz oftmals als
SMSn bezeihnet, wobei die Zahl n angibt, wie oft die Gleihung (4.6) iteriert wird. Mit stei-
gendem n wähst natürlih der Rehenbedarf für das Advektionsverfahren stark an. Grund-
sätzlih zeigen numerishe Experimente (Thilmes, 1994) dass das SMSn die Diusion des
Upstream-Verfahrens unterdrüken kann. Die Hauptnahteile des SMSn-Verfahrens sind ein
erhebliher Phasenfehler, es erzeugt kurze Wellen (Thilmes, 1994) und starke Gradienten wer-
den nur shwah erhalten. Smolarkiewiz (1983) empehlt für die praktishe Anwendungen
des Verfahrens lediglih einen Antidiusionsshritt durhzuführen, um aus Ezienzgründen
den Rehenaufwand zu begrenzen.
In der Einleitung wurden bereits wesentlihe Shwahstellen des Verfahrens erwähnt und
die Hypothese formuliert, dass ein genaueres Advektionsverfahren für die Spurenstoadvek-
tion im dreidimensionalen mesoskaligen Lufthemiemodell MCCM wesentlihe Untershiede
in der räumlihen und zeitlihen Verteilung der Spurenstoe bezüglih des Verfahrens nah
Smolarkiewiz (1983, 1984) zeigen wird und dass diese Untershiede ebenfalls Auswirkun-
gen auf die nihtlinearen Prozesse in MCCM haben werden. Das MCCM-Modell mit dem
MPDATA-Advektionsverfahren wird im weiteren Veraluf der Evaluierung als Referenzmodell
mit MPDATA bezeihnet.
4.1.2 Alternative Advektionsverfahren nah Bott
Es wurden zwei alternative Verfahren zu MPDATA auf der Grundlage von in der Literatur
(Chok und Dunker 1983; Chok 1985, 1991; Rood 1987; Dadub und Seinfeld 1994; Bott
1989a, b, 1992, 2003; und Thilmes 1994) veröentlihten Untersuhungen zu atmosphäri-
shen Advektionsmehanismen ausgewählt. Es handelt sih dabei um die usslimitierenden
Advektionsverfahren nah Bott (1989a, b, 1992, 2003).
Das Advektionsverfahren nah Bott (1989a, b, 1992) ist ein Flussverfahren, das die Flüsse
nihtlinear so limitiert, dass positive Denitheit gewährleistet und der Phasenfehler reduziert
wird. Diese Art der Flusslimitierung ist auh auf andere Advektionsverfahren übertragbar.
Bott (1989b) stellt die ähenerhaltende Flussform vor, die die numerishe Diusion des zu-
grundeliegenden Upstream-Verfahrens erheblih reduziert. Sie basiert auf einer lagrangshen
Polynomanpassung nah Crowley (1968) und Trembak u. a. (1987). Das resultierende Ad-
vektionsshema ist stabil, shwah diusiv, massenerhaltend und positiv denit. Ohne die
Flusslimitierung wäre das Verfahren unter der Verwendung von Polynomen zweiter Ordnung
auh von Genauigkeit zweiter Ordnung (Bott, 1989a, b). Nah Bott (1992) kann das Verfahren
einfah auf eine monotone Version erweitert werden.
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Es wird nun das usslimitierende Verfahren nah Bott unter Verwendung von Polynomen




























und die CFL-Bedingung (Courant u. a., 1928; Courant und Hilbert, 1953; Quarterioni und




Betrahtet man die Gitterzelle i, so wird die kontinuierlihe Verteilung von q(x) durh ein







mit −1/2 ≤ x′ ≤ 1/2 und x′ = (x− xi)/∆xi. Bott untersheidet die positiv denite Version
(Bott, 1989a, b) und die monotone Version (Bott, 1989b, 1992):
 Für die positiv denite Version wird für jede Gitterzelle i folgendes Gleihungssystem





















X ′~ai = ~qi (4.8)
In Bott (1989a) sind für den Fall von äquidistanten Gitterzellen die Koezienten ai,0,
ai,1 und ai,2 tabelliert, im Fall von niht-äquidistanten Gitterzellen müssen für die i-
Koeziententripel (ai,0, ai,1 und ai,2) genau i lineare Gleihungssysteme der Form (4.7)
gelöst werden. Dies muss für ein festes Gitter lediglih einmal berehnet werden und
damit lassen sih die i-Polynome qi(x
′) für alle Zeitshritte denieren.
 Für die monotone Version des Bott-Verfahrens führt Bott (1989a, b) im Gegensatz zu
Crowley (1968) und Trembak u. a. (1987) für die Berehnung der Koezienten αi,k
die Bedingung ein, dass das Integral von qi über die Gitterzelle i dem Wert qi∆xi

































































berehnen. Dieser Teil des Bott-Verfahrens kann die numerishe Diusion des Upstream-
Verfahrens sehr wirksam einshränken. Für Polynome höherer Ordnung wird durh die fol-
gende zusätzlihe Bedingung






gewährleistet, dass der Gesamtuss aus der Gitterzelle i positiv und niht gröÿer als der Inhalt
∆xi
∆t qi ist. Gleihung (4.12) ist die Flusslimitierung des Bott-Verfahrens. Dazu werden die
Flüsse mit einen Faktor qi
∆xi
∆t /Ii multipliziert, um danah nihtlinear beshränkt zu werden.
Für positive Geshwindigkeiten erreiht man nun positive Denitheit, indem Fi+1/2 gleih
Null gesetzt wird, falls I+i+1/2 < 0 ist, bzw. gleih
∆xi
∆t qi gesetzt wird, falls I
+
i+1/2 > Ii ist.
Werden entsprehende Forderungen auh für negative Geshwindigkeiten formuliert, shreibt
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Dabei ist ε eine sehr kleine positive Zahl, die siherstellt, dass der limitierte Fluss (4.13)
deniert bleibt. Strand und Hov (1993) haben eine einfahe Version des Bott-Verfahrens
für nihtäquidistante Gitter beshrieben, welhe das Gleihungssystem (4.7) bzw. (4.9) für
jeden Gitterzellenabstand einer Koordinatenrihtung genau einmal lösen muss. Strand und
Hov (1993) zeigen dies für Polynome zweiten Grades durh die Cramershe Regel, welhe die
linearen Gleihungssysteme mit drei Unbekannten noh explizit beherrsht. Für Polynome
höherer Ordnung müssen die resultierenden linearen Gleihungssysteme für jede Koordina-
tenrihtung numerish berehnet werden. Li und Chang (1996) haben die Gleihungssysteme
explizit gelöst und für Polynome zweiter und vierter Ordnung einen expliziten Formalismus
zur Bestimmung der Koezienten der Polynome qi(x
′) angegeben.
Die Erhaltungsgleihung für einen hemishen Spurensto in MCCM wird durh ein Opera-
tor-Splitting-Verfahren integriert. Die für den numerishen Advektionstest im dreidimen-
sionalen Modell ausgewählten Bott-Verfahren führen die numerishe Berehnung der drei-
dimensionalen Advektionsgleihung durh ein Time-Splitting-Verfahren für die drei Koor-
dinatenrihtungen durh. Für den horizontalen Transport stehen mehrere eindimensionale
Verfahren nah Bott (1989a, b, 1992) zur Verfügung. Es handelt sih dabei um die posi-
tiv deniten wie auh monotonen Versionen zweiter und vierter Ordnung. Für den Time-
Splitting-Integrationsshritt in vertikaler Rihtung wurde analog zur obigen Beshreibung
eine Version für das vertikale MCCM-Gitter entwikelt, welhe auf Gittern mit einem va-
riablen Gitterabstand basiert. Das resultierende dreidimensionale Bott-Advektionsverfahren
ist ein Time-Splitting-Verfahren für das MCCM-Gitter zweiter oder vierter Ordnung. Bei-
de Advektionsverfahren wurden in das regionale Lufthemiemodell MCCM implementiert
und stehen optional zur Verfügung. Im Weiteren wird die positiv denite und die monotone
Version des Bott-Verfahrens vierter Ordnung verwendet und die MCCM-Modelle wie auh
die Simulationen mit den Advektionsverfahren werden entsprehend mit BOTTP (MCCM
mit positiv denitem Bott Advektionsverfahren vierter Ordnung) und BOTTM (MCCM mit
monotonem Bott Advektionsverfahren vierter Ordnung) bezeihnet.
4.2 Methoden zur Evaluierung der Advektionsverfahren in
MCCM
4.2.1 Numerisher Advektionstest im dreidimensionalen regionalen
Modell
Um die Qualität der 2 neuen Advektionsverfahren für den advektiven Spurenstotransport
in MCCM zu bewerten, wird zuerst ein numerisher Advektionstest durhgeführt. Bei dem
Test wird numerish ein Transportproblem (wie in Abb. 4.1 dargestellt) simuliert, indem ein
ktives dreidimensionales Prol einer skalaren Information durh das MCCM-Modellgebiet
numerish transportiert wird. Die Ergebnisse der 3 Advektionsverfahren lassen sih im An-
shluss mit der analytishen Lösung des Transportproblems vergleihen. Der Vergleih liefert
bereits eine erste qualitative Aussage über die Güte der Advektionsverfahren in MCCM.
Zur Evaluierung des Advektionstests werden neben der visuellen Bewertung der Ergebnis-
se auh die statistishen Gröÿen MDR und AAE verwendet, die für den eindimensionalen
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Advektionstest bereits in Gl. 3.15 und 3.16 deniert wurden. Die beiden Gröÿen werden für
den in diesem Abshnitt durhgeführten Advektionstest dreidimensional erweitert:


















∣∣ci,j,k(tend)− cai,j,k(tend)∣∣ · 100 (4.16)
mit c(tend) als die simulierte Spurenstoverteilung durh den advektiven Transport zum Ende
der Simulationszeit tend, c
a
ist die entsprehende analytishe Lösung des Transportproblems.
Die Massenverteilungsrate MDR eignet sih z. B. zur Bewertung der Diusivität eines Ver-
fahrens. Sie wird klein, wenn diusive Eekte die Verteilung dämpfen und reagiert durh
die Quadrierung der Residuen empndlih auf das Vorhandensein groÿer Werte. Der durh-
shnittlihe absolute Fehler AAE ist ein Maÿ für die Verzerrung der Verteilung. Er wähst z.
B. durh das Auftreten von Oszillationen oder durh einen Phasenfehler stark an.
4.2.2 Methoden zur Evaluierung von regionalen Lufthemiesimulationen
Das Modellgebiet und die Simulationsparameter zur Modellevaluierung sind in Abbildung
2.2 und in Tabelle 4.1 beshrieben. Zur Modellierung der antropogenen Emissionen primärer
Luftshadstoe wurde ein Emissionskataster basierend auf dem Jahr 2000 vom Institut für
Energiewirtshaft und Rationelle Energieanwendung (IER) der Universität Stuttgart (Fried-





























a) Anfangsprol b) analytishe Lösung
Abbildung 4.1: Horizontalshnitte durh a) das Anfangsprol und durh b) die analytishe
Lösung nah 36 Stunden. Das horizontale Geshwindigkeitsvektorfeld wurde zur Darstellung
ausgedünnt.
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Tabelle 4.1: Simulationsparameter zum Modellvergleih
Modellgebiet Auösung [km℄ Modellgitter Vertikalshihten Domaingröÿe
Domain D1 54 64 x 66 25 12 317 184 km²
Domain D2 18 64 x 64 25 1 327 104 km²
Domain D3 6 64 x 64 25 147 456 km²
Domain D4 2 115 x 106 25 48 760 km²
Mittlere NO Emission   [kg/km²/h]
9,5 10 10,5 11 11,5 12




























Abbildung 4.2: Interpolierte räumlihe Verteilung der mittleren täglihen NO-Emission in
kg/km2/h im Domain D4 mit der Lage der LfU-Messstationen.
klassen in stündliher Auösung für die 7 Wohentage vor. Die Emissionsdaten wurden durh
ein geographishes Informationssystem aufbereitet und von ihrer räumlihen Auösung von
2 km für Deutshland und von 10 km für Europa auf die MCCM-Modellgitter transformiert.
Die Domains D1 und D2 verwenden dazu den Europadatensatz in 10 km Auösung. Für
Domain D3 wurden die beiden Emissionsdatensätze für das Modellgebiet vershnitten. Alle
Gitterzellen innerhalb Deutshlands verwenden den hohaufgelösten 2 km Datensatz und die
restlihen Gitterzellen greifen auf den 10 km Datensatz für Europa zurük. Die Emissionen
für das Domain D4 basiert vollständig auf dem 2 km Datensatz. Abb. 4.2 zeigt beispiel-
haft die räumlihe Verteilung der gemittelten täglihen NO-Emission für das Domain D4
in kg km−2 h−1. Die Emissionen aus Flähenquellen werden als Flussrandbedingung für die
unterste Modellshiht modelliert. Die Emissionen aus Punktquellen im Modellgebiet - z.B.
aus hohen Shornsteinen in das Modellgebiet emittiert - werden als Quellterme direkt an den
entsprehenden Gitterpunkten berüksihtigt.
Für die Validierung der regionalen Simulationen wurden Ozon-Messungen der Luftshad-
stomessstationen des Bayerishen Landesamtes für Umwelt (LfU) herangezogen. Abb. 4.2
zeigt die Lage der Stationen im Untersuhungsgebiet. Die Ozon-Messstationen wurden unter
Berüksihtigung einer Rihtlinie des US-EPA (US-EPA-454R98002, 1998) ausgewählt und
erfüllen die Kriterien zur Validierung von Modellergebnissen anhand von Stationsmessdaten.
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Messstationen zur Luftqualitätsüberwahung, die für Vergleihe mit Simulationsrehnungen
geeignet sind, dürfen niht an besonders stark belasteten Expositionen, wie z.B. Straÿen
mit hohem Verkehrsaufkommen oder Industriegebiete mit starken Emissionsquellen plaziert
sein. Der Grund dafür ist, dass solhe Messstationen räumlih sehr spezishe Punktmessun-
gen liefern, während die Simulationsrehnungen Mittelwerte einer Modellgitterzelle mit einer
räumlihen Auösung von 2 mal 2 Kilometer Grundähe für D4 und von 6 mal 6 Kilometer
Grundähe für D3 und einer jeweiligen Zellenhöhe in Bodennähe von a. 40 Metern reprä-
sentieren. Daher ist darauf zu ahten, dass nur solhe Stationen verwendet werden, deren
Messungen als Durhshnittswerte für Gebiete gelten können, die in ihrer Ausdehnung mit
der Modellskala vergleihbar sind. An den Ozon-Messstationen sind lediglih für Augsburg
und für Münhen-Johanneskirhen zusätzlih NOx-Messungen über den simulierten Zeitraum
verfügbar. Diese Messungen sind allerdings nur bedingt verwendbar, da sie oben diskutierte
Kriterien niht uneingeshränkt erfüllen.
Graphishe Modellevaluierung
Die in dieser Arbeit verwendeten grashen Verfahren zur Bestimmung der Modellgüte sind:
Zeitreihenplots: Vergleih von simulierten und gemessenen Ozon-Tagesgängen an ausgewähl-
ten Messstationen über die Gesamtepisode.
Satterplots: Gegenüberstellung von simulierten und gemessenen Ozon-Tagesmaxima und
der täglihen 8-Stundenmittelwerte (jeweils von 10:00 - 18:00 Uhr Ortszeit). (Die Ge-
samtepisode liefert mit 2976 halbstündlihen Werten zu viele Datenpunkte für den
Satterplots.)
Quantile-Quantile-Plots: Dazu werden die simulierten bzw. gemessenen Konzentrationen
aus den Zeitreihen als Verteilung betrahtet und in gleih groÿe Gruppen aufgeteilt.
Hier entspriht jede Quantile (oder in diesem Fall Perzentile) 1 % der Gesamtdaten-
menge (100 Teile pro Zeitreihe). Das Quantile Q95 (Perzentil P95) gibt z.B. die Ozon-
Konzentration an, unterhalb deren 95 % aller Punkte der Verteilung liegen (und 5 %
der Punkte liegen darüber). Das Quantile ist unabhängig von den tatsählihen Werten,
die über der Quantile-Grenze liegen.
Der Quantile-Quantile-Plot (Q-Q-Plot) stellt die simulierten Quantilen auf der y-Ahse
gegen die Quantilen der jeweiligen Messstation auf der x-Ahse als Satterplot gegen-
über. Wenn die simulierte Verteilung der gemessenen Verteilung entspriht, so sollten
diese Punkte auf der Diagonalen y = x liegen. Damit lassen sih für Ozon-Konzentra-
tion z.B. Aussagen über die Höhe und die Verteilung des Modellbias der Mehanismen
ableiten.
Statistishe Modellevaluierung
Eine weitere US-EPA-Rihtlinie (US-EPA-450/4-91-1013, 1991) beshreibt grundlegende sta-
tistishe und graphishe Verfahren zur Bestimmung der Güte eines Simulationsmodells (siehe
auh Atmospheri Environment Volume 40, Issue 26, August 2006; Speial Issue on Mo-
del Evaluation: Evaluation of Urban and Regional Eulerian Air Quality Models). Zusätzlih
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Tabelle 4.2: Statistishe Maÿzahlen zur Bestimmung der Güte eines regionalen Modells
durh Vergleih von Simulation und Beobahtung
Name Mathematishe Denition






















































Modell: Simulationsergebnis für die Modellgitterzelle; Beobahtung: Messwert an der LfU-Messstation
werden in dieser Arbeit neben den dort empfohlenen statistishen Maÿzahlen noh weitere
verwendet (Jimenez u. a., 2006). Shaoai u. a. (2006) diskutieren die Qualität vershiede-
ner statistisher Maÿe zur Evaluierung von Lufthemiemodellen. Die verwendeten Gröÿen
sind in Tabelle 4.2 beshrieben. Zur Untersuhung des Zusammenhangs zweier Zeitreihen
wird der Korrelationskoezient herangezogen. Der Korrelationskoezient als dimensionslo-
ses Maÿ für den Grad des linearen Zusammenhangs zwishen zwei zeitgleihen Wertemengen





(xi − x¯) (yi − y¯)√∑n
i=1 (xi − x¯)
2 ·
√∑n
i=1 (yi − y¯)
2
(4.17)
mit x¯ = 1n
∑n





Für die diagnostishe Evaluierung wird von Arnold u. a. (2003) insbesondere das Verhältnis
zwishen [O3] und [NOx] zur Bestimmung der O3-Modellierungsgüte empfohlen. Dieser Wert
ist besonders geeignet, da NOx als Messwert an wesentlih mehr Messstationen verfügbar ist
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als z.B. H2O2 oder HNO3, die von anderen Autoren (Sillman 1995 und Sillman u. a., 1997)
zur Berehnung komplexerer Maÿzahlen verwendet werden.
4.2.3 Untersuhung der Auswirkungen auf eine Photosmogepisode
Es werden aufgrund der vershiedenen Advektionsverfahren erheblihe Auswirkungen auf die
Verteilung von primären und sekundären Luftshadstoen erwartet. Dazu werden neben den
Ozonkonzentrationen auh die NO- und NO2-Konzentrationen sowie das photostationäre
Gleihgewiht betrahtet.
Für die Evaluierung der regionalen dreidimensionalen Simulationen ist ein Vergleih der
Ozonkonzentrationen niht aussagekräftig genug, da diese nihtlinearen physikalishen und
hemishen Prozesse unterliegen. Deshalb werden zuerst einige zum Verständnis der tropo-
sphärishen Photohemie grundlegende Prozesse erläutert, die für die weitere Evaluierung
der Lufthemiesimulationen von Bedeutung sind.
Zunähst wird das photostationäre Gleihgewiht (Jaobson, 1999) betrahtet, welhes be-
sagt, dass Stikstomonoxid (NO), Stikstodioxid (NO2) und Ozon (O3) in der Troposphäre
bei Tagesliht ein Gleihgewiht annehmen (sofern keine weiteren hemishen Prozesse be-
trahtet werden):
NO +O3 → NO2 +O2 (4.18)
NO2 + hν → NO +O λ > 420 nm (4.19)
O +O2 +M → O3 +M (4.20)
Angenommen Reaktion 4.18 hat die Ratenkonstante k1 und Reaktion 4.19 die Photolyse-




= k1[NO][O3]− J [NO2] (4.21)
Wenn die Änderungsrate für die NO2-Konzentration d[NO2]/dt im Vergleih zu denen von
NO und O3 sehr viel geringer ist und man somit annimmt, dass NO2 sih annähernd im





Gleihung 4.22 bezeihnet man auh unter den gemahten Annahmen als das Photostatio-
näre Gleihgewiht. Dies besagt unter den gemahten Annahmen lediglih, dass sofern in der
freien Troposphäre die Konzentrationen von zwei der Spurenstoe aus Gl. 4.22 bekannt sind,
sih die des Dritten nah Gl. 4.22 berehnet werden können.
Die Bildung des anthropogenen Ozons in der Troposphäre erfolgt über komplexe photohe-
mishe Prozesse. Die wesentlihen Grundprozesse sind in den Gleihungen 4.18 bis 4.20 auf-
geführt. In Bezug auf diese hemishen Reaktionen ist grundsätzlih darauf hinzuweisen, dass
im Verlauf der Reaktionen Ozon sowohl gebildet als auh zerstört wird. Die Bildung des tro-
posphärishen Ozons erfolgt durh die photohemishe Zersetzung von Stikstodioxid unter
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der Einwirkung energiereiher Sonneneinstrahlung (Gl. 4.19) und der nahfolgenden Reaktion
des atomaren Sauerstos mit einem Sauerstomolekül zu Ozon (Gl. 4.20). In Abwesenheit
weiterer Reaktanten in der Atmosphäre wird das gebildete Ozon durh die Rükreaktion
(Gl. 4.18) mit Stikstomonoxid weitgehend wieder abgebaut. Ohne weitere Reaktionspart-
ner würde sih in dieser Reaktionskette also photostationäres Gleihgewiht gemäÿ Gl. 4.22
einstellen. Nahdem aber die Auÿenluft, insbesondere im Bereih von Ballungsgebieten aus
einem Gemish von reaktionsfähigen Spurengasen besteht, kommt es zu einer Vielzahl wei-
terer hemisher Reaktionen. Von entsheidender Bedeutung ist die shnelle Oxidation des
in dieser Reaktionskette gebildeten NO zu NO2, das dann für die erneute Ozonbildung zur
Verfügung steht. Diese Oxidation wird im Wesentlihen durh Peroxiradikale bewerkstelligt,
die auf diese Weise eine zentrale Rolle spielen. Gebildet werden sie durh die Reaktion ühti-
ger organisher Verbindungen (VOC) mit OH-Radikalen nah Anlagerung von Luftsauersto.
Daraus kann sih wiederum Ozon bilden, das NO aufoxidieren kann u.s.w. Der Prozess kommt
zum Erliegen, wenn die Intensität der Sonneneinstrahlung zum Abend hin geringer wird. In
den Ballungsgebieten wird dann das Ozon durh das aus antropogenen Emissionquellen (z.B.
dem Kfz-Verkehr) emittierten NO weitgehend abgebaut. Der rashe Reaktionsverlauf bei der
Oxidation von emittiertem NO zu NO2 hat auh zur Folge, dass dieser Prozess vorwiegend
in Emittentennähe, z.B. im Nahbereih verkehrsbelasteter Straÿen abläuft und das emittier-
te NO damit kaum groÿräumigen Transportprozessen unterliegt. Bei Wetterlagen mit hoher
und intensiver Sonneneinstrahlung ergibt sih somit tagsüber eine O3-Produktion und abends
und nahts wird O3 bei vorhandenen NO-Konzentrationen wieder abgebaut.
4.3 Dreidimensionaler Advektionsest im regionalen Modell
Wie bereits erwähnt, gibt es in der Literatur unzählige Arbeiten über die Qualität von ein-
und zweidimensionalen numerishen Advektionsverfahren. Die meisten Verfahren beziehen
sih auf die Advektionsgleihung in Flussform für gleihförmige (strukturierte) numerishe
Gitter. Aufgrund des transformierten Koordinatensystems von MCCM, der Pseudoussfor-
mulierung der Advektion und der variablen Shihtdiken in vertikaler Koordinatenrihtung
lassen sih diese Erkenntnisse aus der Literatur niht eins zu eins übertragen. Es wurde
deshalb ein Advektionstest im isolierten dreidimensionalen Modell deniert, welher bereits
auf den transformierten MCCM-Erhaltungsgleihungen (4.4) in den massenbehafteten Koor-
dinaten aufsetzt. Die Simulation berüksihtigt ausshlieÿlih die Advektion der hemishen
Spurenstoe in MCCM und alle übrigen hemishen und physikalishen Prozesse werden niht
berüksihtigt. Es wird damit lediglih der Operatorsplit-Shritt der Advektion berehnet.
Es wurde mit den drei MCCM-Varianten MPDATA, BOTTP und BOTTM ein dreidi-
mensionaler Advektionstest durhgeführt. Dabei wurde für einen hemishen Spurensto ein
quaderförmiges Gebiet, bestehend aus horizontal 9 mal 9 und vertikal 5 Gitterzellen mit
dem Wert 3,0 initialisiert, während der Hintergrundwert auf 1,0 gesetzt wird. Als Transport-
geshwindigkeit verwendet das Modell ein künstlihes Windfeld, das im Gesamtgebiet mit
u = 10 ms , v = 10
m
s und w = 0
m
s initialisiert wird. In einem im Modellgebiet zentrier-
ten, 30 Gitterzellen breiten Band, wird eine Vertikalgeshwindigkeit in Form einer Sinuswelle
aufgeprägt, die im Maximum 0,0025
m
s erreiht. Das resultierende Geshwindigkeitsfeld ist
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a) Anfangsprol b) Transportiertes Prol
Abbildung 4.3: Referenzsimulation mit MPDATA: a) Volumenansiht des quaderförmigen
Anfangsprols mit dem Wert 3,0 zusammen mit dem Vertikalshnitt des Geshwindigkeits-
feldes; b) transportiertes Prol nah 36 Stunden
lokal niht mehr divergenzfrei. Das Anfangsprol wird in der Simulationszeit von 36 Stunden
(entspriht 1440 Zeitshritte) genau 40 Gitterzellen nah Osten und nah Norden transpor-
tiert. Der Zeitshritt beträgt ∆t = 90 Sekunden, die Gitterweite ∆x = 27000 Meter und
die daraus resultierenden horizontalen Courantzahlen cu = 1/30 und cv = 1/30. Für das
Transportproblem kann somit die analytishe Lösung bestimmt werden. In Abb. 4.1 ist ein
horizontaler Shnitt der Anfangsbedingung, sowie der analytishen Lösung des Transportpro-
blems dargestellt und Abb. 4.3 illustriert für die Referenzsimultaion mit dem MPDATA das
Transportproblem in einer dreidimensionalen Ansiht. In den Teilabbildungen ist ein Verti-
kalshnitt durh das Geshwindigkeitsfeld dargestellt. Ebenfalls wird in a) das Anfangsprol
als Volumenansiht des Quaders mit dem Wert 3,0 und in b) das resultierende transportierte
dreidimensionale Prol als Volumenansiht des Gebietes mit dem Wert 3,0 nah 36 Stunden
gezeigt. Der Hintergrundwert beträgt 1,0, sodass zwishen Testprol und Hintergrund ein
ausreihend groÿer Gradient entsteht.
Die Ergebnisse der Simulationen sind in Abb. 4.4 als Horizontalshnitte für die Dierenzen
zwishen analytisher und numerisher Lösung dargestellt. Es zeigt sih in Abb. 4.4 a), dass
das Advektionsverfahren in der MPDATA-Simulation einen positiven Phasenfehler erzeugt,
da das transportierte Prol einige Gitterzellen weiter transportiert wurde als die analytishe
Lösung. Weiter ist durh die Diusion des Verfahrens die Quaderform des Anfangsprols kaum
mehr zu erkennen, wie bereits zuvor die Abb. 4.3 gezeigt hat. Betrahtet man die Gestalt des
transportierten Prols für MPDATA, so zeigt es eine kugelähnlihe Form mit einem inneren
Maximum von 3,69. Der Anfangswert des Quaders (3,0) wird um 23,1% übershritten. Abb.
4.5 zeigt Vertikalshnitte durh die transportierten Prole und durh die Dierenzen zwishen
analytisher und numerisher Lösung bezüglih des Modellgitters. Es sind dabei lediglih die
entsprehenden 20 horizontalen Gitterzellen in x-Rihtung (Gitterzellen 45 bis 65) und die 25
vertikalen σ-Shihten dargestellt. Hier ist der positive Phasenfehler durh ein deutlih weiter
transportiertes Prol und die starkte numerishe Diusion durh die kugelähnlihe Gestalt
im Vergleih zum Anfangsprol deutlih zu erkennen.
Für die BOTTM-Simulation zeigen die Abb. 4.5 und 4.5 einen erkennbaren aber im Ver-
gleih zum MPDATA wesentlih geringeren positiven Phasenfehler. Das Advektionsverfahren
erhält die quaderförmige Gestalt des Anfangsprols wesentlih besser. Es zeigen sih aufgrund
der geringen numerishen Diusion des Verfahrens, abgerundete Kanten für das transportier-
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Abbildung 4.4: MCCM-Advektionstest: a) analytishe Lösung; Horizontaler Shnitt der
Dierenzen zwishen analytisher und numerisher Lösung: a) MPDATA, b) BOTTM und
) BOTTP4
te Prol in der numerishen Lösung, vor allem in den Eken. Diese Diusion ist aber weit
geringer als beim MPDATA. Die quaderförmige Anfangsgestalt des transportierten Prols
ist wesentlih besser zu erkennen. Das Maximum des transportierten Prols liegt mit 3,35
lediglih 11,7 % über dem Wert des Anfangsprols. Durh das niht divergenzfreie dreidi-
mensionale Geshwindigkeitsfeld bleibt das transportierte Prol niht monoton.
Die BOTTP-Simulation zeigt in den dargestellten Abbildungen die besten Ergebnisse. Es
ist kein Phasenfehler erkennbar. Erwartungsgemäÿ erhält das positiv denite Bott-Verfahren
die starken Gradienten des transportierten Prols wesentlih besser, als die beiden anderen
Verfahren. Die Form des transportierten Prols ist nahezu vollständig erhalten geblieben und
es sind kaum Einüsse aufgrund numerisher Diusion erkennbar. Es zeigen sih die lokalen
Maxima niht wie beim MPDATA und BOTTM in der Mitte, sondern an den Rändern
des transportierten Prols in Abb. 4.5 durh das Übershieÿen des Advektionsverfahrens an
starken Gradienten. Das Maximum des transportierten Prols liegt mit 3,33 lediglih 11,0 %
über dem Wert des Anfangsprols.














































































) BOTTP f) BOTTP
Abbildung 4.5: Linke Spalte: Vertikalshnitt durh die Mitte des numerish transportierten
Prols; Rehte Spalte: Vertikalshnitt des Prols der Dierenzen zwishen analytisher und
numerisher Lösung; Dargestellt sind die Gitterzellen von 45 - 65 in x-Rihtung und von 1-25
in vertikaler Rihtung (MCCM-Orientierung von oben nah unten).
Die Maÿzahlen MDR und AAE für die statistishe Bewertung der Güte der Advektions-
verfahren sind in Tab. 4.3 zusammengefasst. Diese Maÿzahlen liegen aufgrund des hohen
Hintergrundwertes von 1,0 sehr eng beieinander. Die Massenverteilungsrate bestätigt die Be-
obahtungen und zeigt für die BOTTP-Simulation die beste Übereinstimmung mit der analy-
tishen Lösung und für den durhshnittlihen absoluten Fehler den geringsten Wert. Um die
Maÿzahlen zu entzerren wurde mit der gleihen Konguration ein zweites Experiment durh-
geführt, wobei für das Prol ein Wert von 2,0 bei einem Hintergrundwert von 0,01 verwendet
wurde. Durh den sehr geringen Hintergrundwert werden die Maÿzahlen herunterskaliert und
sind damit wesentlih aussagekräftiger. Die Maÿzahlen für das zweite Advektionsexperiment
sind in Tab. 4.4 dargestellt. Die resultierenden Prole zeigen keine neuen Erkenntnisse.
Das numerishe Experiment hat bereits den ersten Teil der Hypothese bestätigt und deut-
lihe Untershiede durh die Advektionsverfahren in den transportierten Prolen gezeigt.
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Tabelle 4.3: Dreidimensionaler Advektionstest in MCCM: MDR und AAE für die Simula-
tionen mit MPDATA, BOTTP und BOTTM mit Anfangsprol von 3,0 und Hintergrundwert
von 1,0
Modell MDR [%℄ AAE [%℄ Maximalwert Abweihung [%℄
MPDATA 99,14 1,01 3,64 23,10
BOTTM 99,50 0,73 3,36 11,87
BOTTP 99,93 1,32 3,33 10,93
Tabelle 4.4: Dreidimensionaler Advektionstest mit Anfangsprol von 2,0 und Hintergrund-
wert von 0,01: MDR und AAE für MPDATA, BOTTP und BOTTM
Modell MDR [%℄ AAE [%℄ Maximum Abweihung [%℄
MPDATA 55,99 0,87 2,69 34,45
BOTTM 69,61 0,61 2,34 17,20
BOTTP 81,66 0,38 2,33 16,35
Das Referenzmodell MPDATA erzeugt aufgrund seiner Diusivität aus dem quaderförmi-
gen Anfangsprol eine kugelähnlihe Gestalt und transportiert das Prol mit einem niht
unerheblihen positiven Phasenfehler. Das numerishe Advektionsexperiment favorisiert das
BOTTP Verfahren für die Behandlung der Advektion, da dieses Verfahren keinen erkennba-
ren Phasenfehler zeigt und die Gestalt des quaderförmigen Anfangsprols in der numerishen
Lösung erhalten bleibt. Auh die Maÿzahlen für die Gütebewertung der Verfahren in Tab.
4.3 und 4.4 zeigen für das BOTTP-Verfahren die besten Ergebnisse.
Die gezeigten Untershiede in der Advektion werden in einer realen MCCM-Simulation
durh die nihtlinearen physikalishen und hemishen Prozesse und deren Rükkopplungen
starke Auswirkungen auf die Spurenstoverteilungen in MCCM haben, welhe siherlih niht
vernahlässigt werden können.
4.4 Auswirkungen der Spurenstoadvektion in MCCM
Um die Auswirkungen der vershiedenen Advektionsverfahren auf die Spurenstoverteilung in
MCCM zu untersuhen und zu quantizieren, wurde eine Photosmogepisode wie in Abshnitt
5.3 beshrieben vom 29.07. - 07.08.03 mit den 3 Advektionsverfahren in MCCM simuliert. Im
Einzelnen wurden dabei zwei Shwerpunkte betrahtet:
 Untersuhungsshwerpunkt I: Simulation einer Abluftfahne
In Abshnitt 4.4.1 werden die 3 Advektionsverfahren im Hinblik auf die hohaufgelöste
Simulation einer Abluftfahne getestet. Dabei werden die simulierten Luftshadstover-
teilungen von Kohlenmonoxid (CO) im Lee-Bereih einer industriellen Emissionquelle
betrahtet und miteinander verglihen. CO reagiert in der Troposphäre sehr langsam
mit anderen Spurengasen. Es eignet sih dadurh und aufgrund von hohen antropogenen
CO-Emissionen sehr gut als passiver Traer für den Advektionstest.
 Untersuhungsshwerpunkt II: Regionale Lufthemiesimulation
In Abshnitt 4.4.2 wurde die Modellkaskade ineinander genesteter Domains D1 bis D4
jeweils mit den drei Advektionsverfahren simuliert. Durh die Nestung werden sih
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Untershiede in den Spurenstoverteilungen in dem jeweils übergeordneten Domains
durh die aus den Ergebnissen erzeugten Rand- und Anfangsbedingungen für die nah-
folgenden Domains mit höherer räumliher Auösung auswirken. Die Untershiede in
den Spurenstoverteilungen ergeben sih somit niht nur aus den vershiedenen Advek-
tionsverfahren im jeweiligen Domain, sondern werden über die Rand- und Anfangsbe-
dingungen auh ganz wesentlih durh die Nestung beeinusst.
Somit lassen sih die Auswirkungen der Advektionsverfahren auf die Spurenstoverteilungen
im Inter-Modellvergleih und im Vergleih mit Messungen an den 8 Messstationen des LfU
bestimmen. Zur Evaluierung werden die in Abshnitt 4.2.2 beshriebenen Methoden ange-
wendet.
4.4.1 Spurenstoverteilung in einer Abluftfahne
Der numerishe Advektionstest in Abshnitt 4.3 zeigte bereits die untershiedlihe Qualität
der Advektionsverfahren für den Spurenstotransport aufgrund der deutlihen Qualitätsun-
tershiede im Hinblik auf die Gradientenerhaltung sind entsprehend deutlihe Untershiede
vor allem in der Nähe der Emissionsquellen zu erwarten. Dazu wird zunähst eine Abluftfahne
aus industriellen Emissionen betrahtet. Hier ist vor allem die Kohlenmonoxidemission von
Interesse, da CO in der Troposphäre als inert betrahtet werden kann und somit Einüsse
durh hemishe Reaktionen keinen Einuss auf die Spurenstoverteilung haben.
Abb. 4.6 zeigt eine Momentaufnahme (30. Juli 2003, 4:30 Uhr) der bodennahen CO-
Verteilung für die Region Augsburg mit einer deutlihen Abluftfahne aus industriell emittier-
tem CO aus einer sehr starken CO-Emissionspunktquelle, nördlih von Augsburg im Bereih
der A8 gelegen. Die Abluftfahne der Autobahn A8 zwishen Ulm - Augsburg und Münhen
ist ebenfalls zu erkennen. Die Anströmung der Emissionsquellen wehselt dabei zwishen a.
3:00 Uhr von aus südöstliher Rihtung auf Süd bis Süd-West. Die in Abb. 4.6 a) dargestellte
Abluftfahne zeigt einen sehr starken diusiven Einuss, da die CO-Emission bereits auf meh-
rere Gitterzellen verteilt ist und lokale Gradienten nur unmittelbar an der Emissionsquelle
zu erkennen sind. Betrahtet man im Gegensatz dazu die Abluftfahnen der Simulationen mit
den Bott-Advektionsverfahren in Abb. 4.6 b) und ), so liefern die Simulationen mit den neu-
en Advektionsverfahren deutlih ausgeprägtere Abluftfahnen. Die sehr starken Gradienten
der Abluftfahnen in Abb. 4.6 b) und ) bleiben auh im Lee-Bereih der Emissionsquelle im
Gegensatz zur Abluftfahne der MCCM-MPDATA Simulation noh erhalten. Die Dierenzen
zwishen der Referenzsimulation mit dem MPDATA- und den Bott-Advektionsverfahren in
Abb. 4.6 d) und e) zeigen deutlih die starke Diusivität des MPDATA-Advektionsverfahrens,
da hier die hohen CO-Konzentrationen auf eine sehr breite Abluftfahne verteilt werden, wo-
hingegen die Bott-Advektionsverfahren eine wesentlih kompaktere Abluftfahne mit deutlih
höheren CO-Konzentrationen liefern.
Wie der numerishe Advektionstest im 3D Modell in Abshnitt 4.3 bereits gezeigt hat,
besitzt die positiv denite Version des Bott-Advektionsverfahrens aufgrund seiner geringen
Diusivität die Eigenshaft, starke Gradienten zu erhalten. Bei der Anströmung von starken
Emissionsquellen (Punktquellen) können sehr groÿe Konzentrationsgradienten entstehen. Die
Emission wird als Quellterm je Zeitshritt auf die Konzentrationen der entsprehenden Git-
























































































d) Dierenz: MPDATA - BOTTM e) Dierenz: MPDATA - BOTTP
Abbildung 4.6: Momentaufnahme (30.07.03, 4:30 Uhr) für die Region Augsburg mit a)
der bodennahen CO-Verteilung mit einer deutlihen CO-Abluftfahne und dem bodennahen
Windfeld; b) CO-Abluahne der BOTTM-Simulation und ) der BOTTP-Simulation; d)
Dierenz MCCM-MPDATA minus MCCM-BOTTM; e) Dierenz MCCM-MPDATA minus
MCCM-BOTTP
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a) Eindimensionale Oszillation
b) Dreidimensionale Oszillation
Abbildung 4.7: a) Oszillationen bei einem numerishen Advektionstest mit dem BOTTP-
Verfahren; b) Momentaufnahme (30. Juli 2003, 4:30 Uhr) für die Region Sulzbah-Rosenberg
im Domain D4 der bodennahen CO-Verteilung einer Abluftfahne aus industriell emittier-
tem CO (Stahlverhüttung) und dem bodennahen Windfeld; Numerishe Instabilitäten durh
Oszillationen an starken Gradienten
terzelle aufaddiert. Auf diese Weise wurden in der Anströmrihtung je nah räumliher Git-
terauösung Konzentrationsuntershiede um den Faktor 10-20 beobahtet. Die resultierenden
Konzentrationsgradienten können im Extremfall bei der positiv deniten Version des Bott-
Advektionsverfahrens zu unphysikalishen und rein numerish verursahten Oszillationen füh-
ren, wie in Abb. 4.7 dargestellt. Abb. 4.7 b) zeigt die bodennahen CO-Konzentrationen in der
Umgebung der Stadt Sulzbah-Rosenberg mit ihren starken CO-Emissionsquellen durh die
Eisenverhüttung. Die Oszillation führt zu einem Untershreiten der Hintergrundkonzentrati-
on in der Anströmung direkt vor den Emissionquellen (gelb bis rote Bereihe) und zu einem
entsprehenden Übershreiten der durh die Emission resultierenden Konzentration an der
Emissionsquelle. Dies beeinträhtigt zunähst die Genauigkeit des numerishen Modells. Be-
trahtet man hingegen Emissionen stark reaktiver Spurenstoe wie NO, so können diese Os-
zillationen aufgrund nihtlinearer Rükkopplungen zu Instabilitäten im Chemiemehanismus
führen. Numerishe Experimente haben gezeigt, dass MCCM Simulationen mit dem BOTTP-
Advektionsverfahren wesentlih sensitiver auf gröÿere Zeitshritte reagieren und wesentlih
früher zu Instabilitäten (Singularitäten in der Integration des nihtlinearen Chemiemeha-
nismus) führen, während die Simulationen mit dem MPDATA und dem BOTTM-Verfahren
diesbezüglih wesentlih robuster sind und Integrationszeitshritte nahe der Stabilitätsbedin-
gung durh das CFL-Kriterium (Courant u. a., 1928) erlauben.
4.4.2 Regionale Lufthemiesimulationen für die Stadt-Umland
Wehselwirkung
Für den zweiten Untersuhungsshwerpunkt wurden mit den 3 Advektionsverfahren geneste-
te Simulationen (Domains D1 bis D4) für eine 10-tägige Photosmogepisode aus dem Sommer
2003 durhgeführt. Im Vordergrund der Untersuhung stehen dabei die Auswirkungen un-
tershiedliher numerisher Advektionsverfahren auf die räumlihe und zeitlihen Verteilung
der Ozonkonzentrationen. Die Rand- und Anfangsbedingungen für Domain D1 stammen vom
NCEP GDAS (Global Data Assimilation System) Datensatz (NCEP-DS-Dataset-82/1, 2003)
und für D2 bis D4 wurden diese durh Nestung aus den jeweils übergeordneten Domains er-
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stellt, sodass sih Untershiede aufgrund der Advektionsverfahren in den einzelnen Domains
über die Rand- und Anfangsbedingungen auf die jeweils feiner aufgelösten Sub-Domains fort-
panzen können. Die MCCM-Simulationen verwenden wie in Grell u. a. (2000) beshrieben
den RADM-Chemiemehanismus (Stokwell u. a., 1990) mit dem QSSA-Löser (Chang u. a.,
1989).
Zur Evaluierung der lufthemishen Simulationsgüte durh die Advektionsverfahren werden
in Abb. 4.8 für Domain D3 und in 4.9 für Domain D4 der zeitlihe Verlauf der Ozonkonzen-
trationen an den Messstationen des LfU dargestellt. Es zeigt sih im Inter-Modellvergleih im
Domain D3 während den Tagesstunden ein eindeutiger Trend zu wesentlih höheren Ozon-
konzentrationen durh das MPDATA-Verfahren, die teils erheblih über den gemessenen Ta-
geshöhstwerten liegen. Das monotone Bott-Verfahren BOTTM liefert während den Tages-
stunden tendenziell höhere Ozonkonzentrationen als das positive Bott-Verfahren BOTTP.
Dies wird vor allem durh die Satter-Plots der Quantilen der Simulationen gegen die Quan-
tilen der Beobahtungen an den Messstationen in Abb. 4.10 deutlih und ist an nahezu allen
Messstationen zu beobahten. Die Quantilen mit niedrigem Rang repräsentieren die nähtlih
niedrigen O3-Konzentrationen in der Verteilung und die mit hohem Rang die ensprehend
hohen Konzentrationen während der Tageszeit. Es zeigt sih an einigen Messstationen, dass
die Simulationen mit den Bott-Verfahren nahts und über weite Teile auh tagsüber deutlih
geringere O3-Konzentrationen als die Beobahtungen liefern, während die Referenzsimulation
diese tendenziell übersteigen. Keine der 3 Simulationen zeigt eindeutig bessere Übereinstim-
mungen mit den Beobahtungen (Abb. 4.10).
Betrahtet man die statistishen Maÿzahlen, die in Tab. 4.5 zusammengefasst sind, so
werden die bereits gewonnenen Erkenntnisse statistish bestätigt. Mittelwerte und Quan-
tilen der Zeitreihen zeigen den Trend zu höheren O3−Konzentrationen für die MPDATA-
Referenzsimulation im Vergleih mit den Beobahtungen und den Bott-Simulationen. Die
beiden Bott-Simulationen liefern deutlih geringere O3−Konzentrationen als die Beobah-
tungen. Die statistishen Fehlergröÿen (nah Tab. 4.2) liefern eine geringfügig bessere Über-
einstimmung bzw. geringere Abweihungen von den Beobahtungen für die Simulationen mit
den Bott-Verfahren im Vergleih zur Referenzsimulation für das Domain D3.
Der nähtlihe Ozonabbau ist durh die Titration von O3 durh NO dominiert (siehe Gl.
4.18). Diese Reaktion ndet innerhalb von Sekunden statt, während die übrigen relevan-
ten Abbaureaktionen und Verdünnungseekte von Ozon (z.B. durh Deposition) wesentlih
langsamer stattnden. Bodennahes NO stammt vor allem aus antropogenen Emissionsquellen
wie dem Straÿenverkehr, industriellen Anlagen und Verbrennungen aller Art und reagiert sehr
shnell mit Kohlenwasserstoen oder in langsamerer Reaktion mit Sauersto zu NO2. Ein
Advektionsverfahren, welhes die Gradienten dieser lokal teils sehr starken NO-Emissionen
beim atmosphärishen Transport besser erhält, liefert in den Abluftfahnen auh wesentlih
höhere NO-Emissionen als ein stark diusives Verfahren, welhes die Konzentrationen auf
mehrere Gitterzellen verteilt. Diese höheren NO-Konzentrationen tragen somit wesentlih
stärker zur lokalen Ozontitration bei.
Abb. 4.11 und 4.12 zeigt die Zeitreihen der Konzentrationen für die Spurenstoe O3, NO,
NO2, NOx sowie für das NO2/NO-Verhältniss detailliert an den Messstationen Augsburg-
LfU und Münhen-Johanneskirhen (für die entsprehende Beobahtungen verfügbar sind).
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Domain D3 - Messstation Regensburg
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Abbildung 4.8: Domain D3: Zeitreihen der O3-Konzentrationen [ppb℄ an den Messstationen
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Tabelle 4.5: Statistik D3: O3-Konzentrationen vom 29.07. - 07.08.03; r: Korrelationskoezient, MD: Mittelwert, SD: Standardabweihung, Q: Quo-
tilen;
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Mittelwert über alle 8 Messstationen
MPDATA 0,83 47,49 31,36 46,63 89,45 100,19 109,95 116,57 3,39 37,45 1,44 8,02 55,23 36,63 16,20 14,01
BOTTM 0,84 35,13 26,85 33,26 71,17 79,65 87,21 91,16 -3,47 2,00 -21,97 7,30 37,34 32,49 -14,80 12,55
BOTTP 0,83 32,29 25,77 30,00 66,96 75,73 86,97 91,52 -5,05 -5,24 -28,34 8,02 36,08 35,65 -7,38 13,56
Messung 41,39 25,98 38,95 76,67 84,70 89,79 91,98
Andehs MPDATA 0,77 62,01 20,93 61,73 86,63 99,23 116,08 121,89 4,38 16,27 8,77 7,00 21,10 23,32 14,60 12,17
BOTTM 0,84 54,29 26,66 53,08 88,84 100,90 108,67 110,90 0,10 2,15 -2,82 6,49 16,39 21,63 0,32 10,74
BOTTP 0,84 52,33 25,72 51,08 84,71 99,06 108,80 109,95 -0,99 0,30 -4,82 6,20 16,03 20,64 14,52 10,55
Messung 54,12 21,29 52,96 83,29 93,06 99,43 101,39
Ansbah MPDATA 0,86 45,03 33,21 45,94 89,19 98,45 103,90 105,72 3,38 9,94 -4,38 8,36 31,44 38,70 15,65 13,95
BOTTM 0,86 31,07 26,82 28,83 65,90 73,34 80,71 83,22 -4,37 -16,61 -32,61 6,69 25,58 30,98 -20,21 11,73
BOTTP 0,84 29,13 25,78 27,56 63,83 71,50 79,45 80,85 -5,44 -18,93 -36,32 7,47 27,23 34,57 -9,55 12,80
Messung 38,94 23,64 37,53 70,95 75,06 79,38 81,23
Augsburg MPDATA 0,90 46,69 32,00 44,54 85,13 101,56 113,28 116,48 3,45 38,53 6,77 6,57 52,67 29,27 15,36 11,43
BOTTM 0,92 33,29 27,51 32,21 69,00 76,56 86,22 90,24 -3,99 -8,80 -24,92 6,16 28,24 27,45 -17,75 10,08
BOTTP 0,91 30,75 26,23 29,12 64,41 70,03 86,64 93,80 -5,39 -14,05 -30,69 7,06 28,67 31,45 -8,14 11,69
Messung 40,47 29,82 32,39 80,21 88,43 95,84 98,92
Erlangen MPDATA 0,89 44,39 35,59 43,50 92,37 99,78 112,39 119,82 1,86 84,04 -6,05 7,04 110,62 30,93 8,19 12,57
BOTTM 0,88 32,21 26,98 30,75 67,51 74,81 81,60 83,51 -4,89 31,33 -20,90 7,49 70,00 32,90 -21,48 13,41
BOTTP 0,87 29,43 25,80 27,52 62,02 72,19 81,44 86,66 -6,44 21,59 -26,28 8,41 65,38 36,94 -14,17 15,09
Messung 41,03 33,28 43,70 86,38 91,00 95,32 96,76
Münhen- MPDATA 0,82 45,93 31,47 45,59 91,76 99,81 106,98 119,66 2,36 57,92 5,71 8,19 73,56 35,44 10,22 14,20
Johannes- BOTTM 0,84 32,39 25,53 31,80 67,64 76,89 83,08 87,71 -5,15 12,72 -19,74 7,87 47,28 34,03 -22,26 13,78
kirhen BOTTP 0,84 28,40 24,43 26,35 64,77 72,81 80,97 86,02 -7,36 -2,54 -31,36 9,04 42,99 39,08 -32,02 15,39
Messung 41,67 29,53 39,59 80,72 97,17 100,67 101,80
Neustadt MPDATA 0,83 45,54 32,82 44,26 93,27 101,12 110,76 114,01 -0,44 -4,83 -14,92 7,40 22,08 28,79 -1,72 13,80
BOTTM 0,84 32,06 27,58 26,84 71,61 78,33 86,60 92,76 -7,92 -22,85 -40,49 9,70 28,16 37,74 -30,81 15,53
BOTTP 0,82 28,71 26,28 23,65 64,42 73,58 85,39 91,32 -9,78 -26,85 -47,31 11,27 31,45 43,82 -25,01 17,44
Messung 46,34 25,09 41,65 82,26 89,46 93,06 94,19
Neu-Ulm MPDATA 0,87 44,40 33,42 41,89 85,50 101,74 109,20 115,35 3,55 33,37 1,74 7,80 51,68 36,98 16,82 13,39
BOTTM 0,85 33,31 28,16 30,75 71,22 79,46 87,70 93,19 -2,60 0,30 -22,76 6,48 35,93 30,75 -12,34 11,81
BOTTP 0,84 31,17 27,52 28,41 66,75 73,83 92,07 97,55 -3,79 -4,78 -28,06 7,26 36,33 34,45 7,51 12,58
Messung 38,00 26,48 34,45 73,52 82,26 86,79 90,49
Regensburg MPDATA 0,69 45,93 31,47 45,59 91,76 99,81 106,98 119,66 8,55 64,37 13,92 11,79 78,71 69,59 50,46 20,56
BOTTM 0,72 32,39 25,53 31,80 67,64 76,89 83,08 87,71 1,04 17,74 -11,53 7,53 47,16 44,48 6,12 13,29
BOTTP 0,71 28,40 24,43 26,35 64,77 72,81 80,97 86,02 -1,18 3,30 -21,88 7,49 40,56 44,22 7,80 12,96
Messung 30,53 18,72 29,31 56,04 61,18 67,87 71,05
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Abbildung 4.10: Domain D3: Quantilen-Satterplots für bodennahes Ozon [ppb℄ an den
Messstationen
Es zeigen sih dabei eindeutige Korrelationen in den Dierenzen der simulierten NO-Kon-
zentrationen zu den Dierenzen in den resultierenden O3-Konzentrationen zwishen den Si-
mulationen. Es gilt dabei zu beahten, dass aufgrund der Nestung bereits Untershiede aus
dem gröberen Domain D2 durh die Randbedingungen Einuss auf die Spurenstoverteilung
im Domain D3 haben. Die Untershiede durh die Randbedingungen konzentrieren sih hier
aber im Wesentlihen auf die langlebigeren und langsamer reagierenden sekundären Luft-
shadstoe wie z.B. O3, sodass vereinzelte Untershiede in den O3-Konzentrationen auh zu
einem geringen aber niht vernahlässigbaren Anteil durh die Randbedingungen verursaht
werden ohne dass hierfür lokale NO-Untershiede notwendig sind. Die Untershiede an den
Messstationen in den gezeigten NO-Konzentrationen sind aber aufgrund der kurzen Lebens-
dauer von NO eindeutig durh Prozesse in unmittelbarer Nähe zu den Emissionsquellen (siehe
Abb. 4.2) aufgrund der Behandlung mit vershiedenen Advektionsverfahren zu erklären.
Das O3/NOx-Verhältnis, das nah Arnold u. a. (2003) als Kriterium für die Limitierung
der Photohemie dient, liefert eine Aussage über die lokalen NOx-V OC-Verhältnisse, die




































































Abbildung 4.11: Domain D3: Zeitreihen für die Konzentrationen von O3, NO, NO2, NOx






































































Abbildung 4.12: Domain D3: Zeitreihen für die Konzentrationen von O3, NO, NO2, NOx
und für das O3/NOx-Verhältnis an der Messstation Münhen-Johanneskirhen


















Domain D3 Relative Unterschiede zur Referenzsimulation (MCCM-MPDATA)
 
 




































































Abbildung 4.13: Domain D3: Verteilung der NO-, NO2-, O3- und CO-Konzentrationen als
Mittelung über die jeweilige Modellshiht und die Simulationszeit, alle Konzentrationen in
[ppb℄
zu den entsprehenden Ozonkonzentrationen führen (siehe Abshnitt 5.5.1 bzw. Arnold u. a.
2003). O3/NOx-Verhältnisse unterhalb von 15 kennzeihnen eine Radikal-Limitierung und
O3/NOx-Verhältnisse mit Werten über 46 kennzeihnen NOx-limitierte und deshalb NOx-
sensitive Verhältnisse. Das O3/NOx-Verhältnis liefert somit einen guten Indikator für den
photohemishen Zustand und es zeigen sih in Abb. 4.11 und 4.12 deutlih höhere O3/NOx-
Verhältnisse für die Referenzsimulation. Einem hohen Angebot von Kohlenwasserstoen steht
hier nur ein sehr limitiertes Angebot an NO und NO2 zur Ozonbildung zur Verfügung. Bei
den Simulationen mit den Bott-Verfehren kommt es andererseits zu geringeren O3/NOx-
Verhältnissen, welhe durh die höheren NO- und NO2-Konzentrationen begründet sind.
Betrahtet man in Abb. 4.13 die vertikale Verteilung der NO-Konzentration als Mittelung
über die jeweilige Modellshiht und die Simulationszeit für Domain D3, so zeigen sih in
der untersten Modellshiht der BOTTP- und BOTTM-Simulationen wesentlih höhere NO-
Konzentrationen die zu geringeren O3-Konzentrationen führen. Die NO-Akkumulationen in
der untersten Modellshiht der BOTTP- und BOTTM-Simulationen entsprehen geringe-
ren NO-Konzentrationen in den darüberliegenden Modellshihten (bis zur Grenzshiht) im
Vergleih zur Referenzsimulation. Die einzige Erklärung dafür ist, dass das MPDATA Verfah-
ren durh diusive Eekte wesentlih mehr NO aus der untersten Modellshiht (Shiht mit
den stärksten Emissionsquellen) in die darüberliegenden Shihten transportiert, während
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die Simulationen mit den Bott-Verfahren wesentlih stärkere Konzentrationen und Gradien-
ten in der untersten Modellshiht liefern. Während der Photosmogepisode herrshte eine
stabile Hohdrukwetterlage über Mitteleuropa mit sehr geringen Windgeshwindigkeiten.
Die lokale Dynamik war aufgrund geringer Drukuntershiede durh sehr shwah ausgepräg-
te kleinskalig konvektive Zirkulationen geprät. Bei den Simulationen mit den BOTTP- und
BOTTM-Verfahren ndet ein deutlih geringerer advektiver Vertikaltransport statt, was zu
den ensprehend höheren bodennahen Konzentrationen führt. Begründet ist dies durh die
Tatsahe, dass alle 3 MCCM-Modelle bis auf die numerishe Behandlung des Advektionsterms
identish sind. Die gezeigten Untershiede in der räumlihen NO-Verteilung müssen aus den
gezeigten diusiven Eigenshaften der numerishen Advektionsverfahren resultieren. Durh
die Nestung können sih die Untershiede durh die Generierung der Randbedingungen aus
den lokalen Verteilungen noh deutlih verstärken, wenn z.B. starke Emissionsquellen und Re-
gionen mit hohen Konzentrationen in unmittelbarer Nähe zum Modellrand des Sub-Domains
liegen. So können die bereits gezeigten erheblihen Untershiede in den Abluftfahnen direkt
die Randbedingungen für das Sub-Domain in erheblihem Maÿ beeinussen.
Die vertikalen Verteilungen in Abb. 4.14 liefern für das hohaufgelöste Domain D4 noh
eindeutigere Korrelationen zwishen den gemittelten O3- und den NO-Konzentrationen. Die
groÿen Untershiede in den NO-Konzentrationen zeigen im Vergleih zum D3 noh ausge-
prägtere Dierenzen in der O3-Vertikalverteilung, da die höheren NO-Konzentrationen durh
die O3-Titrationen die geringeren Ozonkonzentrationen im Vergleih zur Referenzsimulation
bewirken. Da bei der Titration NO2 Molekühle erzeugt werden (siehe Gleihung 4.18), be-
stätigen die höheren NO2-Konzentrationen in den unteren Modellshihten diese Annahme.
In den Abb. 4.13 und 4.14 sind auh die vertikalen Verteilungen der gemittelten CO-
Konzentrationen dargestellt. CO kann für die hier durhgeführten Betrahtungen praktish
als passiver Traer angesehen werden, da es nur extrem langsam mit wenigen anderen Spuren-
stoen reagiert. Somit liefert die CO-Verteilung einen Aussage über den advektiven Trans-
port, der nur sehr shwah durh die Rükkopplungsprozesse aus dem Chemiemehanismus
wie bei den stark reaktiven Spurenstoen dominiert wird. In D3 und D4 liefern die Simula-
tionen mit den Bott-Verfahren im betrahteten Mittel deutlih höhere CO-Konzentrationen
als die Referenzsimulation. Dieser Eekt kann nur durh die bereits erwähnte Fortpanzung
lokaler Untershiede im Domain D1 und D2 durh die Nestung entstanden sein. Grundsätz-
lih liefern die beiden Bott-Verfahren höhere CO-Konzentrationen, die aufgrund ihrer Eigen-
shaft lokale Gradienten besser zu erhalten nur so zu erklären sind, dass das Domain D2 im
Südwesten unmittelbar an den Groÿraum Barelona angrenzt. Im vorliegenden Emissionska-
taster stellt diese Region eine der höhsten CO-Emissionen dar. In den Simulationen mit den
Bott-Verfahren sind die CO-Konzentrationen in unmittelbarer Nähe zu den Emissionsquellen
deutlih höher, sodass sih diese stärkeren Abluftfahnen durh die Nestung auh auf die Rand-
bedingungen für das nähste Domain auswirken. Aufgrund der turbulenten Durhmishung
in der Grenzshiht werden diese höheren bodennahen Konzentrationen auh entsprehend
stark vertikal transportiert. Die Referenzsimulation verteilt die Konzentrationen in Quellnähe
durh die numerishe Diusion des Advektionsverfahrens hauptsählih horizontal, da auf-
grund der dominierenden horizontalen Strömung die numerishe Diusion hier am stärksten
zu tragen kommt. Im Domain D1 wurden für alle Simulationen an den seitlihen Rändern
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Abbildung 4.14: Wie Abb. 4.13 nur für Domain D4
Randbedingung gesetzt, die für einströmenden Luftmassen zeitlih konstante hemishe Hin-
tergrundkonzentrationen denieren. Es besteht somit die Möglihkeit, dass durh diusive
Eekte aus den Advektionsverfahren Spurenstoe wesentlih shneller zum Modellrand und
damit aus dem Modellgebiet transportiert werden, während diese bei gradientenerhaltenden
numerishen Verfahren wesentlih länger im Modellgebiet verweilen und sih durh die tur-
bulente Durhmishung im Modellgebiet verteilen können. Dieser Eekt ist für die gezeigten
Untershiede in den CO-Verteilungen verantwortlih.
Betrahtet man die Ergebnisse der drei Simulationen im Domain D4, so sind in Abb. 4.9 die
Dierenzen für die bodennahen O3-Konzentrationen vor allem tagsüber im Vergleih zum Do-
main D3 geringer geworden. An den Messstationen Augsburg und Münhen-Johanneskirhen
in Abb. 4.15 bewirken die geringeren Untershiede in den NO-Konzentrationen im Vergleih
zum Domain D3 auh deutlih geringere Untershiede in den resultierenden O3-Konzentra-
tionen. Hier zeigen die Simulationen vor allem für die primären Luftshadstoe wie NO
durh die feinere räumlihe Auösung eine grundsätzlih geringere Sensitivität im Vergleih
zum Domain D3. Aufgrund der feineren räumlihen Auösung wirkt sih die Diusivität
der MPDATA-Verfahrens weniger stark auf die NO- und die daraus resultierenden O3-
Konzentrationen aus, als dies im Domain D3 beobahtet wurde. Die Quantilen der O3-
Verteilungen aus den 3 Simulationen in Abb. 4.16 liegen im Vergleih zum Domain D3 in Abb.
4.10 deutlih näher beieinander und der eindeutige Trend zu höheren O3-Konzentrationen in












































































































































Abbildung 4.15: Domain D4: Zeitreihen für O3, NO, NO2, und NOx- Konzentratio-
nen sowie für das O3/NOx-Verhältnis an den Messstationen Augsburg-LfU und Münhen-
Johanneskirhen
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Abbildung 4.16: Domain D4: Quantilen-Satterplots der bodennahen Ozonkonzentrationen
[ppb℄ an den Messstationen
der MPDATA-Simulation wie im Domain D3 ist in Abb. 4.16 niht mehr zu erkennen. Die
MPDATA-Simulation zeigt lediglih an einzelnen Stationen noh grundsätzlih höhere Quan-
tilen in den O3-Verteilungen. Es liefert aber an allen Messstationen die höhsten Werte in den
Verteilungen der O3-Konzentrationen, welhe durh die Quotilen Q95 - Q100 (mit höhstem
Rang) wiedergegeben werden.
Der Vergleih der O3-Konzentrationen zeigt im Domain D4 (Abb. 4.9) wie bereits diskutiert
geringere Untershiede zwishen den Simulationen im Vergleih zum Domain D3 (Abb. 4.8).
Eine eindeutige Aussage bezüglih der Übereinstimmung der simulierten O3-Konzentrationen
mit den Beobahtungen ist aber nur mit Hilfe der statistishen Gröÿen in Tab. 4.6, 4.7 und
4.8 möglih.
Für die statistishe Evaluierung wurden die Zeitreihen der simulierten und beobahteten
O3-Konzentrationen, die täglihen Maximalkonzentrationen, sowie die täglihen 8-Stunden-
mittelwerte (jeweils von 10:00 - 18:00 Uhr Ortszeit gemittelt) herangezogen. Das 8-Stunden-
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mittel und die Maximalkonzentration repräsentieren ein Maÿ für die möglihe Exposition von
Mensh und Umwelt auf die täglihe Ozon-Belastung und ndet in der Luftshadstomodel-
lierung breite Anwendung. In Zeitfenster des 8-Stundenmittelwertes treten in der Regel die
höhsten bodennahen Ozonkonzentrationen auf. Das 8-Stundenmittel und die Maximalkon-
zentrationen haben für die Berehung der Statistiken einen weiteren Vorteil, denn es werden
Verzerrungen durh kleine Werte bei der Quotientenbildung verhindert. Diese Verzerrungen
durh einzelne Werte können letztlih das Fehlermaÿ dominieren und unbrauhbar mahen
(Jimenez u. a., 2006; Shaoai u. a., 2006).
Betrahtet man die kontinuierlihen Zeitreihen der O3-Konzentrationen, so liefert das Mit-
tel über alle Messstationen bessere Korrelationskoezienten für die Bott-Simulationen. Die
Mittelwerte und die Quotilen in Tab. 4.6 zeigen für die Bott-Simulationen ebenfalls bessere
Übereinstimmungen mit den Beobahtungen wie auh die übrigen statistishen Fehlergröÿen.
Wesentlih detailiertere Informationen bezüglih den Übereinstimmungen mit den Beob-
ahtungen zur photohemish aktiven Tageszeit liefert die statistishe Betrahtung der täg-
lihen Ozonmaxima und 8-Stundenmittelwerte in Tab. 4.7 und 4.8. Hier werden die stati-
stishen Untershiede zwishen den simulierten O3-Konzentrationen und den Beobahtun-
gen deutliher, da die nähtlihen Ozonwerte die statistishen Gröÿen niht mehr beein-
ussen. Die statistishen Gröÿen für die Zeitreihen der täglihen Ozonmaxima liefern für
die BOTTP-Simulation die beste Übereinstimmung mit den Beobahtungen (Tab. 4.7). Hier
zeigt die BOTTM-Simulation ähnlih hohe Ozonmaxima wie die Referenzsimulation mit dem
MPDATA-Verfahren, wie bereits in Abb. 4.9 beobahtet wurde.
Betrahtet man die Statistiken für die 8-Stundenmittelwerte, so stimmen dabei O3-Mittel-
werte und Quotilen der Bott-Simulationen im Vergleih zur Referenzsimulation wesentlih
besser mit den Beobahtungen überein. Dies gilt auh für die übrigen statistishen Fehlergrö-
ÿen in Tab. 4.8. Es zeigt sih dabei im betrahteten 8-Stundenmittel eine deutlihe Tendenz
in der Referenzsimulation zu höheren O3-Konzentrationen. Der mittlere Bias beträgt für die
Referenzsimulation a. 5 ppb, während die Simulationen mit dem BOTTM einen deutlih
geringeren Bias von a. 2 ppb, bzw. BOTTP einen Bias von nur a. 1 ppb im täglihen
8-Stunden-Ozonmittel zeigt.
4.5 Zusammenfassung und Bewertung
In der vorliegenden Arbeit konnte gezeigt werden, dass sih durh die Entwiklung und Imple-
mentierung alternativer Advektionsverfahren in MCCM dessen Eigenshaften zur Simulation
und Prognose von hemishen Spurenstoen wesentlih verbessert haben.
Im Einzelnen konnte dabei durh ein numerishes Experiment verdeutliht werden, dass
die numerishen Advektionsverfahren eine groÿe Quelle für Fehler und Ungenauigkeiten sind.
Der numerishe Test - welher auf den MM5/MCCM-Modellgleihungen und -Modellgitter
basierte - wurde dabei so gewählt, dass sih die gewonnenen Erkenntnisse auh auf das
MM5/MCCM-Modell übertragen lassen, anstatt wie in der Literatur einen zweidimensionalen
Advektionstest für ein Transportproblem in Flussform zu behandeln. Bei diesem numerishen
Advektionstests wurde ein numerish erzeugtes Prol einer skalaren Information dreidimen-


































Tabelle 4.6: Statistik D4: O3-Konzentrationen vom 29.07. - 07.08.03;
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Mittelwerte über alle Messstationen
MPDATA 0,83 49,51 29,67 48,55 88,19 99,16 110,80 116,23 4,50 49,32 6,97 8,31 63,43 37,96 20,88 14,45
BOTTM 0,84 46,33 31,58 46,62 88,10 96,33 104,57 106,88 2,74 30,81 -2,22 7,83 51,20 35,94 13,61 13,49
BOTTP 0,85 43,14 29,96 42,69 81,77 92,08 100,64 102,79 0,97 23,59 -7,00 7,12 47,10 32,50 26,86 12,45
Messung 41,39 25,98 38,95 76,67 84,70 89,79 91,98
Andehs MPDATA 0,77 62,01 20,93 61,73 86,63 99,23 116,08 121,89 4,38 16,27 8,77 7,00 21,10 23,32 14,60 12,17
BOTTM 0,84 54,29 26,66 53,08 88,84 100,90 108,67 110,90 0,10 2,15 -2,82 6,49 16,39 21,63 0,32 10,74
BOTTP 0,84 52,33 25,72 51,08 84,71 99,06 108,80 109,95 -0,99 0,30 -4,82 6,20 16,03 20,64 14,52 10,55
Messung 54,12 21,29 52,96 83,29 93,06 99,43 101,39
Ansbah MPDATA 0,84 52,40 31,63 55,73 93,53 101,16 110,64 116,07 7,47 35,84 14,01 10,00 45,33 46,28 34,55 16,46
BOTTM 0,86 46,44 32,59 50,63 87,40 96,64 103,58 105,57 4,16 10,94 -4,04 8,30 31,57 38,40 19,25 14,02
BOTTP 0,86 44,27 31,23 47,75 82,68 91,53 97,52 101,33 2,96 8,53 -5,94 7,37 29,69 34,09 39,88 12,80
Messung 38,94 23,64 37,53 70,95 75,06 79,38 81,23
Augsburg MPDATA 0,84 54,70 27,23 53,40 86,86 99,82 112,60 118,79 7,89 91,03 23,83 9,56 96,40 42,57 35,16 16,20
BOTTM 0,87 51,05 29,16 50,21 90,14 97,98 108,24 110,70 5,87 63,82 19,38 8,09 70,44 36,03 26,12 13,53
BOTTP 0,87 48,05 27,53 47,31 82,42 98,02 107,78 108,52 4,21 56,92 16,48 7,32 64,94 32,60 35,32 12,26
Messung 40,47 29,82 32,39 80,21 88,43 95,84 98,92
Erlangen MPDATA 0,88 43,10 35,33 44,48 86,41 99,33 109,54 115,08 1,15 70,04 -11,11 6,62 99,09 29,09 5,06 12,54
BOTTM 0,89 42,64 34,49 47,22 86,33 93,81 100,39 101,08 0,89 66,20 -12,06 6,31 96,09 27,74 3,92 12,06
BOTTP 0,88 40,26 32,55 45,62 81,81 87,18 92,30 94,52 -0,42 61,40 -15,11 6,04 93,30 26,54 18,43 11,79
Messung 41,03 33,28 43,70 86,38 91,00 95,32 96,76
Münhen- MPDATA 0,87 43,40 30,08 36,66 80,95 97,03 110,24 118,50 0,96 56,98 2,49 6,90 75,36 29,85 4,15 11,60
Johannes- BOTTM 0,87 42,85 32,08 37,48 88,81 96,43 100,70 103,40 0,66 35,54 -2,43 7,10 57,52 30,69 2,84 11,77
kirhen BOTTP 0,88 38,96 29,77 31,45 78,98 90,58 97,70 100,38 -1,50 24,54 -8,28 6,34 50,34 27,42 8,77 10,86
Messung 41,67 29,53 39,59 80,72 97,17 100,67 101,80
Neustadt MPDATA 0,82 48,39 29,78 46,68 91,00 99,04 107,84 111,30 1,14 3,24 -3,22 6,74 19,45 26,21 4,43 12,78
BOTTM 0,86 47,93 31,17 48,27 90,24 96,20 104,56 106,46 0,88 -1,04 -9,21 6,77 19,88 26,34 3,42 11,79
BOTTP 0,87 43,24 29,77 43,79 83,07 87,65 99,20 102,28 -1,72 -7,73 -17,03 6,54 19,96 25,44 11,58 11,23
Messung 46,34 25,09 41,65 82,26 89,46 93,06 94,19
Neu-Ulm MPDATA 0,87 50,28 28,67 46,80 89,33 102,71 111,45 114,18 6,81 85,83 22,90 8,34 89,84 39,56 32,32 14,08
BOTTM 0,84 41,66 33,01 40,65 85,31 95,19 108,78 114,15 2,03 20,43 -8,15 7,57 45,83 35,89 9,62 13,60
BOTTP 0,85 39,70 31,86 37,91 79,93 96,37 107,27 109,56 0,94 15,10 -11,94 6,88 42,77 32,64 35,85 12,69
Messung 38,00 26,48 34,45 73,52 82,26 86,79 90,49
Regensburg MPDATA 0,72 41,75 33,72 42,95 90,80 94,97 107,99 114,04 6,23 35,30 -1,89 11,31 60,84 66,77 36,76 19,76
BOTTM 0,72 43,77 33,49 45,43 87,74 93,47 101,63 102,80 7,35 48,46 1,56 11,99 71,85 70,78 43,39 20,42
BOTTP 0,72 38,33 31,28 36,58 80,54 86,26 94,54 95,76 4,33 29,63 -9,36 10,26 59,80 60,61 50,56 17,42


































Tabelle 4.7: Statistik D4: O3-Maximalkonzentrationen vom 29.07. - 07.08.03;
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Mittelwerte über alle 8 Messstationen
MPDATA 0,83 89,67 17,89 85,13 112,05 117,45 120,69 121,78 5,58 7,61 6,50 7,36 9,61 16,66 13,03 11,26
BOTTM 0,78 89,76 18,78 87,90 109,51 117,47 122,24 123,83 5,63 7,70 6,44 7,43 9,86 16,77 13,11 11,91
BOTTP 0,81 85,54 18,16 81,36 106,55 113,72 118,02 119,45 3,19 4,47 3,66 6,05 7,81 13,55 8,57 9,91
Messung 80,03 13,36 77,44 95,24 98,26 100,08 100,68
Andehs MPDATA 0,86 87,81 17,28 80,45 104,78 116,01 122,75 125,00 2,59 3,32 2,99 4,16 4,88 8,63 5,37 7,31
BOTTM 0,89 90,89 19,68 84,21 113,30 118,36 121,39 122,40 4,37 5,18 4,68 5,37 6,54 11,14 9,06 8,78
BOTTP 0,92 90,17 20,01 81,85 114,53 118,95 121,61 122,49 3,96 4,55 4,18 4,71 5,60 9,77 9,45 7,89
Messung 83,34 15,56 77,12 101,29 105,14 107,46 108,23
Ansbah MPDATA 0,85 93,86 18,69 86,20 124,37 124,49 124,56 124,58 11,83 15,77 13,54 12,14 16,17 28,56 27,83 17,76
BOTTM 0,83 90,98 20,78 90,20 108,61 122,85 131,39 134,24 10,16 13,31 11,48 10,16 13,31 23,90 23,90 16,77
BOTTP 0,86 87,49 18,23 83,37 106,02 116,65 123,02 125,15 8,14 10,67 9,45 8,14 10,67 19,15 20,12 13,46
Messung 73,43 9,28 72,49 85,35 85,35 85,35 85,35
Augsburg MPDATA 0,85 91,38 16,28 88,61 107,19 115,93 121,18 122,93 3,71 4,38 4,00 4,56 5,45 9,27 7,54 7,94
BOTTM 0,77 91,36 18,84 87,30 112,83 119,94 124,20 125,62 3,70 4,30 3,70 6,15 7,12 12,50 7,52 10,09
BOTTP 0,76 87,42 19,74 79,43 111,88 118,23 122,04 123,31 1,42 1,50 0,99 6,11 6,85 12,41 4,19 9,64
Messung 84,97 12,89 80,21 100,77 103,60 105,30 105,86
Erlangen MPDATA 0,81 91,71 18,23 88,46 118,97 120,82 121,92 122,29 3,65 4,55 3,98 6,25 7,43 12,65 7,39 9,20
BOTTM 0,80 91,17 18,32 83,75 102,80 120,71 131,46 135,05 3,35 4,29 3,72 5,68 6,94 11,49 6,77 9,12
BOTTP 0,82 85,83 16,31 83,45 97,47 111,23 119,49 122,24 0,25 0,66 0,28 4,49 5,53 9,09 -0,14 6,92
Messung 85,39 15,34 85,35 99,74 107,20 111,67 113,16
Münhen- MPDATA 0,78 85,13 18,48 80,07 110,21 116,04 119,54 120,71 0,22 0,32 -0,11 5,21 6,02 10,62 0,46 8,33
Johannes- BOTTM 0,76 87,35 18,23 87,51 106,96 112,35 115,59 116,67 1,51 1,91 1,36 5,88 7,10 11,98 3,08 8,77
kirhen BOTTP 0,82 81,70 18,93 75,55 105,62 111,92 115,69 116,95 -1,76 -2,22 -2,66 4,61 5,24 9,40 -2,77 8,23
Messung 84,74 14,61 81,23 101,80 103,86 105,09 105,50
Neustadt MPDATA 0,73 88,72 16,81 86,40 108,37 110,78 112,23 112,72 1,52 1,90 1,43 5,48 6,29 10,99 3,05 8,57
BOTTM 0,76 88,02 16,28 91,09 109,32 110,13 110,62 110,78 1,12 1,42 0,97 4,73 5,82 9,48 2,24 7,91
BOTTP 0,81 83,54 15,10 84,84 106,34 107,37 107,99 108,19 -1,48 -1,65 -1,96 4,36 5,02 8,74 -2,00 6,77
Messung 86,09 13,48 84,32 100,26 105,66 108,89 109,97
Neu-Ulm MPDATA 0,92 90,94 19,51 83,36 115,86 122,38 126,28 127,59 8,08 10,32 9,28 8,08 10,32 18,14 18,14 12,47
BOTTM 0,80 89,25 21,48 84,88 117,52 123,76 127,51 128,76 7,10 9,06 7,86 7,71 9,90 17,31 15,94 13,48
BOTTP 0,85 86,48 20,30 79,18 112,65 117,47 120,36 121,32 5,50 6,92 6,14 6,29 7,90 14,10 13,65 10,96
Messung 76,98 13,43 70,95 94,09 94,09 94,09 94,09
Regensburg MPDATA 0,86 87,78 17,89 87,46 106,64 113,17 117,09 118,39 13,02 20,35 16,89 13,02 20,35 34,43 34,43 18,49
BOTTM 0,63 89,03 16,62 94,27 104,76 111,66 115,80 117,18 13,74 22,15 17,76 13,74 22,15 36,34 36,34 20,37
BOTTP 0,66 81,69 16,63 83,17 97,87 107,91 113,94 115,95 9,49 15,35 12,82 9,73 15,71 25,74 26,01 15,45


































Tabelle 4.8: Statistik D4: 8-Stundenmittelwerte der O3-Konzentrationen vom 29.07. - 07.08.03;
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Mittelwerte über alle 8 Messstationen
MPDATA 0,81 79,47 15,32 73,85 96,16 105,17 110,57 112,37 5,10 7,99 7,05 6,25 9,34 15,29 12,48 9,54
BOTTM 0,88 74,42 14,69 70,43 91,48 96,35 99,27 100,24 2,18 3,50 3,15 3,63 5,25 8,87 5,33 5,94
BOTTP 0,86 73,86 14,75 69,53 89,31 95,63 99,43 100,70 1,86 3,06 2,69 3,55 5,12 8,68 4,75 6,11
Messung 70,65 14,81 66,32 88,22 89,94 90,98 91,32
Andehs MPDATA 0,81 79,47 15,32 73,85 96,16 105,17 110,57 112,37 5,10 7,99 7,05 6,25 9,34 15,29 12,48 9,54
BOTTM 0,88 74,42 14,69 70,43 91,48 96,35 99,27 100,24 2,18 3,50 3,15 3,63 5,25 8,87 5,33 5,94
BOTTP 0,86 73,86 14,75 69,53 89,31 95,63 99,43 100,70 1,86 3,06 2,69 3,55 5,12 8,68 4,75 6,11
Messung 70,65 14,81 66,32 88,22 89,94 90,98 91,32
Ansbah MPDATA 0,81 84,91 17,15 80,77 109,77 112,23 113,70 114,20 15,61 26,50 21,11 15,61 26,50 46,53 46,53 22,39
BOTTM 0,67 81,26 18,94 78,92 95,55 110,77 119,90 122,94 13,49 22,90 18,37 13,49 22,90 40,22 40,22 20,91
BOTTP 0,70 77,57 16,67 72,46 93,87 104,86 111,46 113,65 11,36 19,30 15,94 11,36 19,30 33,85 34,94 17,63
Messung 57,95 6,69 56,31 66,11 66,25 66,33 66,36
Augsburg MPDATA 0,79 80,81 13,14 77,14 94,34 100,79 104,65 105,94 8,17 12,65 11,00 8,17 12,65 21,16 21,16 12,23
BOTTM 0,71 79,23 16,57 76,69 100,55 103,78 105,71 106,35 7,26 10,97 9,40 7,26 10,97 18,80 18,80 12,77
BOTTP 0,70 75,12 16,83 70,23 97,72 101,15 103,21 103,90 4,88 7,35 6,23 5,62 8,38 14,57 13,72 10,87
Messung 66,69 10,29 64,18 78,63 81,20 82,75 83,26
Erlangen MPDATA 0,64 79,48 16,66 71,55 105,42 106,23 106,72 106,88 3,95 5,78 4,82 7,47 10,28 17,75 9,40 10,63
BOTTM 0,62 79,63 17,94 73,84 95,17 109,02 117,33 120,10 4,04 5,85 4,82 5,93 8,28 14,10 9,61 11,55
BOTTP 0,67 74,22 15,84 70,38 91,12 101,27 107,36 109,39 0,91 1,49 0,89 4,31 5,86 10,24 1,08 8,70
Messung 72,65 11,67 75,34 86,07 86,59 86,90 87,00
Münhen- MPDATA 0,78 70,30 16,44 64,82 88,87 96,98 101,84 103,47 0,66 1,13 0,64 4,81 6,67 12,01 1,64 7,49
Johannes- BOTTM 0,81 71,23 17,46 73,80 96,54 96,62 96,66 96,68 1,20 1,73 1,12 5,06 7,49 12,65 2,99 7,53
kirhen BOTTP 0,85 65,65 16,94 63,56 94,01 94,55 94,87 94,98 -2,03 -3,07 -3,60 4,44 6,39 11,08 -4,17 6,97
Messung 69,16 13,46 66,93 85,44 86,57 87,25 87,48
Neustadt MPDATA 0,23 77,38 15,45 75,78 91,63 97,14 100,44 101,54 5,60 9,49 7,23 7,84 12,39 19,99 14,30 14,16
BOTTM 0,58 76,14 17,24 76,02 97,77 98,49 98,92 99,07 4,89 7,56 5,98 7,84 12,06 19,99 12,47 12,07
BOTTP 0,64 71,27 16,54 71,98 94,87 95,56 95,98 96,12 2,07 3,24 2,13 6,65 10,32 16,97 6,53 9,58
Messung 67,70 10,75 65,78 79,84 83,53 85,75 86,48
Neu-Ulm MPDATA 0,72 78,44 13,93 73,59 98,35 100,02 101,03 101,36 10,65 17,86 15,02 10,65 17,86 30,63 30,63 15,67
BOTTM 0,31 74,40 19,03 70,37 102,94 106,50 108,64 109,35 8,31 14,31 11,11 9,19 15,59 26,43 23,90 17,21
BOTTP 0,38 71,63 18,16 65,38 97,03 101,51 104,20 105,10 6,71 11,49 9,03 7,59 12,76 21,84 21,47 15,08
Messung 60,05 8,66 56,49 76,09 76,12 76,14 76,15
Regensburg MPDATA 0,53 73,78 17,78 74,56 94,22 98,69 101,37 102,27 19,31 47,98 32,73 19,31 47,98 82,49 82,49 27,75
BOTTM 0,30 72,53 17,15 73,57 97,55 97,63 97,68 97,70 18,58 47,07 31,72 18,58 47,07 79,40 79,40 27,16
BOTTP 0,33 67,32 17,03 65,77 89,56 94,14 96,89 97,80 15,57 39,31 27,63 15,57 39,31 66,53 70,90 23,55
Messung 40,43 6,04 41,71 45,76 46,30 46,63 46,74
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die analytishe Lösung bekannt war und mit den numerishen Lösungen auf dem Modellgit-
ter verglihen werden konnte. Der Vergleih zeigte für die beiden Bott-Advektionsverfahren
BOTTM und BOTTP deutlih Gradienten erhaltendere Eigenshaften im Vergleih zum
MPDATA-Referenzverfahren. Das positiv denite Bott-Advektionsverfahren zeigte durh sei-
ne sehr geringe numerishe Diusion die beste Übereinstimmung der numerishen mit der
analytishen Lösung. Das MPDATA-Referenzverfahren produzierte aufgrund seiner ausge-
prägten Diusion und eines positiven Phasenfehlers eine deutlih shlehtere Übereinstim-
mung der numerishen Lösung des Transportproblems mit der analytish exakten Lösung.
Das quaderförmige Anfangsprol wurde durh die Diusion so stark verändert, dass die Form
der numerishen Lösung nur noh eine sehr geringe Ähnlihkeit mit der analytishen Lösung
hatte und das Maximum der numerishen Lösung hat den Wert des Anfangsprols erheblih
übershritten. Damit konnte bereits die erste Vermutung bestätigt werden, dass die beiden
Gradienten erhaltenderen Bott-Verfahren wesentlih exaktere numerishe Lösungen für den
advektiven Transport in MCCM liefern.
Die in den regionalen Simulationen mit MCCM erwarteten erheblihen Untershiede in den
Spurenstoverteilungen durh die numerishen Advektionsverfahren konnten im ersten Teil
der Evaluierung anhand der Simulation von CO-Abluftfahnen bestätigt werden. Wie erwartet
lieferten die wesentlih gradientenerhaltenderen Advektionsverfahren BOTTM und BOTTP
in den Simulationen deutlih ausgeprägtere Abluftfahnen in unmittelbarer Nähe zu den Emis-
sionsquellen als die Referenzsimulation mit dem wesentlih diusiveren MPDATA-Verfahren.
Die lokalen Untershiede in den CO-Konzentrationen in den simulierten Abluftfahnen lagen
bei über 100%. Es konnte bei der Untersuhung auh gezeigt werden, dass das positiv deni-
te Bott-Advektionsverfahren BOTTP aufgrund der sehr starken lokalen Gradienten an den
Emissionsquellen durh ein Übershwingen an den Gitterpunkten in Anstömrihtung vor und
hinter der Emissionquelle auh erheblihe numerishe Fehler induzierte. Diese numerishen
Fehler traten besonders an den starken Gradienten der antropogenen Emissionsquellen auf.
Die Emissionen werden in MCCM als Flüsse bei der Integration der Erhaltungsgleihungen
für die hemishen Spurenstoe berüksihtigt und entweder als Flähenemissionen (über den
unteren Modellrand) in der untersten Modellshiht oder als Punktquellen (z.B. von hohen
Shornsteinen) direkt in einzelne Gitterzellen im Modellgebiet modelliert. Bei quasi-inerten
Spurenstoen wie CO haben diese Fehler keine gröÿeren Auswirkungen. Handelt es sih bei
den Emissionen aber um sehr shnell reagierende Spurenstoe wie NO, so erfolgt z.B. durh
die nihtlineare Lufthemie eine sehr shnelle hemishe Umwandlung durh O3 in NO2. Die
numerish induzierten Fehler können auf diese Art das lokale photostationäre Gleihgewiht
vershieben. Die numerish verstärkten lokalen Spurenstogradienten können in den niht-
linearen hemishen Prozessen auh zu numerishen Stabilitätsproblemen führen, wenn die
lokalen Zeitshritte sehr progressiv gewählt wurden.
An den Messstationen haben die Untershiede in den Verteilungen von reaktiven Emitten-
ten in unmittelbarer Nähe zu antropogenen Emissionsquellen bei den sehr shnell reagieren-
den Spurenstoen wie z.B. NO deutlihe Untershiede von bis zu 100 % hervorgebraht. Die
Simulationen mit den Bott-Verfahren haben in der bodennahen, als auh in den unmittel-
bar darüberliegenden Modellshihten wesentlih höhere NO-Konzentrationen gezeigt, die zu
entsprehend geringeren O3-Konzentrationen führten.
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Die O3-Konzentrationen an den Messstationen zeigten in den Simulationen mit der räum-
lihen Auösung von 6 km bei den Bott-Verfahren wesentlih geringere O3-Konzentrationen,
als dies für die Referenzsimulation der Fall war. Die Untershiede in den O3-Konzentrationen
korrelierten dabei eindeutig mit den Untershieden in den lokalen NO-Konzentrationen, wie
an den zwei Messstationen Augsburg und Münhen-Johanneskirhen detailliert dargestellt
wurde. Die Simulationen mit den Bott-Verfahren untershätzten dabei die simulierten O3-
Konzentrationen im Vergleih zu den Beobahtungen im selben Maÿ, wie die Referenzsimu-
lation diese übershätzten. Hier zeigten die O3-Konzentrationen in den Simulationen mit 6
km Auösung eine starke Sensitivität bezüglih den numerishen Advektionsverfahren. Die
Simulationen mit der feinsten räumlihen Auösung von 2 km führten an den Messstationen
während der Tageszeit zu geringeren Untershieden in den urbanen NO-Konzentrationen
und konsequenterweise zu entsprehend geringeren Untershieden in den simulierten O3-
Konzentrationen. Hier zeigen die O3-Konzentrationen eine wesentlih geringere Sensitivität
als bei der gröberen Auösung von 6 km.
Die hohaufgelösten MCCM-Simulationen mit den Bott-Advektionsverfahren haben bei der
Evaluierung der O3-Konzentrationen mit den Beobahtungen durh die statistishen Grö-
ÿen deutlih bessere Übereinstimmungen gezeigt, als für die Referenzsimulation mit dem
MPDATA-Verfahren. Vor allem das positiv denite Bott-Advektionsverfahren - welhes sih
durh seine Eigenshaft auszeihnet starke Gradienten beim advektiven Transport sehr gut zu
erhalten - produzierte hier die beste Übereinstimmung mit den Beobahtungen. Anhand der
statistishen Kenngröÿen konnte somit detailiert belegt werden, dass die O3-Modellierungsgüte
von MCCM durh die Implementierung der neuen numerishen Advektionsverfahren verbes-
sert wurde.
5 Gasphasenhemiemehanismen in MCCM
5.1 Einleitung
MCCM ist ein regionales Meteorologie-Chemie-Modell, das durh die Kopplung eines CTM
(Chemie-Transport-Modell) an das Meteorologiemodell MM5 entstand (Grell u. a., 2000).
Chemie-Transport-Modelle und auh das gekoppelte Modell MCCM werden zur Vorhersage
von Luftshadstoentwiklungen (z.B. O3, SO2 und NOx) oder auh für Simulationen zur
Shadstominderung verwendet.
Das zentrale Element zur Shadstomodellierung stellt beim gekoppelten Modell, wie auh
bei den CTMs stets der verwendete Gasphasenhemiemehanismus dar. Dieser Mehanismus
beshreibt die Zusammensetzung der Luft bezüglih ihrer hemishen Komponenten (Spe-
zies oder zusammengefasste Speziesklassen) und er bildet deren hemishe Reaktionspfade
ab. Der bisher in MCCM implementierte Chemiemehanismus RADM (Stokwell u. a., 1990)
liegt in einer ursprünglih durh ein so genanntes QSSA-Verfahren (Hesstvedt u. a., 1978;
Chang u. a., 1989) diskretisierten Form vor. Das QSSA-Verfahren führt für den Chemie-
mehanismus eine Entsteifung durh, indem für zeitlih shnell reagierende Spurenstoe
ein quasi stationärer Zustand angenommen wird. Für diese Spurenstoe wird keine Die-
rentialgleihung gelöst, sondern ihre Konzentration wird als Gleihgewiht aus den jeweiligen
Produktions- und Abbautermen für den betrahteten Zeitshritt berehnet. Dadurh wird das
resultierende dierential-algebraishe Gleihungssystem wesentlih weniger steif und folglih
kann das numerishe Integrationsverfahren ezienter mit gröÿeren Zeitshritten arbeiten.
Diese Vereinfahung verletzt aber die Konsistenz des numerishen Integrationsverfahrens,
da niht mehr das ursprünglih steife Dierentialgleihungssystem, sondern ein verändertes
dierential-algebraishes Gleihungssystem approximiert wird. Vershiedene Autoren haben
gezeigt, dass durh Konvergenzprobleme groÿe Untershiede in den Verteilungen der Spu-
renstoe resultieren können (Hertel u. a., 1993; Jay u. a., 1997). Das QSSA-Verfahren war in
der Vergangenheit trotz dieser gravierenden Nahteile bezüglih der Konsistenz sehr beliebt,
da es den benötigten Rehenaufwand stark reduzierte. Inzwishen sind aber robustere und
shnelle, implizite numerishe Integrationsverfahren verfügbar, mit denen das steife Dieren-
tialgleihungssystem exakt approximiert werden kann.
Für den RADM-Mehanismus wurde in dieser Arbeit zunähst ein Vergleih von Boxmo-
dellsimulationen (Simulation eines nulldimensionalen Lufthemiemodells in einer diskreten
Gitterbox mit einem begrenzten Luftvolumen) mit dem QSSA-Verfahren und einem konsi-
stenten impliziten Verfahren (Hairer und Wanner, 2000) durhgeführt. Dieser Vergleih sollte
dazu dienen, Abweihungen zu analysieren und die Notwendigkeit zur Änderung der Imple-
mentierung in MCCM aufzuzeigen.
Eine möglihst exakte Vorhersage von Luftshadstokonzentrationen z.B. für O3 erfor-
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dert niht nur ein möglihst exaktes numerishes Integrationsverfahren für das Dierential-
gleihungssystem des zugrundeliegenden Gasphasenhemiemehanismus. Für eine möglihst
exakte Prognose mit einem regionalen Modell ist es besonders wihtig, dass der zugrun-
de liegende Chemiemehanismus alle notwendigen Spurenstoe und deren Reaktionspfade
beinhaltet. Der in MCCM bisher vorhandene RADM-Mehanismus stammt aus dem RADM-
Modell von Chang u. a. (1989). Er wurde Ende der ahziger Jahre entwikelt, um vor allem
die Luftvershmutzung durh Photooxidantien, sowie die Entstehung des Sauren Regens in
Nordamerika zu untersuhen. Aus dem RADM-Modell wurde von Stokwell u. a. (1990) der
RADM2-Gasphasenhemiemehanismus entwikelt, der durh eine komplexere Beshreibung
der Reaktionskinetik und durh Hinzunahme weiterer Spurenstoe gekennzeihnet ist. Inzwi-
shen ist der RADM2-Mehanismus einer der am weit verbreitetsten Chemiemehanismus
zur Shadstomodellierung. Während der neunziger Jahre ist das Wissen über die tropo-
sphärishe Ozon-Chemie und deren biogener Vorläufersubstanzen stetig gewahsen, sodass
Stokwell u. a. (1997) aus dem RADM2-Mehanismus den RACM-Gasphasenmehanismus
entwikelten. Ende der neunziger Jahre wurde auh der MIM (Mainzer Isopren Mehanismus,
Poeshl u. a. 2000) veröentliht. Mit diesem Mehanismus wird die Isopren-Chemie, sowie
die Chemie biogener Vorläufersubstanzen für das Ozon detailliert beshrieben. Die Formulie-
rungen sind teils aus dem Master Chemial Mehanism (MCM, Jenkin u. a. 1997, Saunders
u. a. 1997), einem besonders umfassenden Chemiemehanismus abgeleitet. Im BMBF Projekt
AFO-2000 wurde von Geiger u. a. (2003) der MIM in den RACM-Mehanismus eingebaut (im
weiteren RACM-MIM genannt). RACM-MIM ist wesentlih komplexer als RADM, aber bei
weitem niht so ausführlih wie der MCM und somit für den Einsatz in einem regionalen
Modell aufgrund des notwendigen Rehenaufwandes noh geeignet. Es wird allgemein erwar-
tet, dass die genaueren und komplexeren Chemiemehanismen RACM und RACM-MIM auh
realistishere Spurenstoverteilungen als der einfahere und ältere RADM-Mehanismus lie-
fern. Um diese Annahme zu untersuhen, wurden ebenfalls Boxmodelle für den RACM- und
den RACM-MIM-Mehanismus erstellt. Durh vergleihende Boxmodellsimulationen sollen
die Untershiede zwishen den drei Chemiemehanismen (jeweils mit dem gleihen numeri-
she Integrationsverfahren integriert) anhand der Analyse von resultierenden von Spuren-
stoverteilungen gezeigt werden. Eine weitere Aufgabe dieser Arbeit besteht daher darin, die
Chemiemehanismen RADM, RACM und RACM-MIM (in Verbindung mit einem impliziten
Integrationsverfahren) in das dreidimensionale regionale Modell MCCM zu integrieren und
die Leistungsfähigkeit der drei Mehanismen für die Ozon-Simulation im direkten Vergleih
untereinander und im Vergleih mit Messdaten zu zeigen.
5.2 Chemiemehanismen - Ein kurzer Überblik und Stand des
Wissens
Im weiteren Verlauf der Arbeit werden die folgenden drei Gasphasenhemiemehanismen
behandelt:
RADM2 wurde von Stokwell u. a. (1990) aus dem RADM-Modell (Regional Aid Depositi-
on Model, Chang u. a., 1989) entwikelt. Er beinhaltet 63 Spezies, wobei diese sih in
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ehte Spezies, wie NO, NO2 oder O3 und in zusammengefasste Spezies, wie die Koh-
lenwasserstoe HC3, HC5 oder HC8 (siehe Chang u. a., 1989; Stokwell u. a., 1990)
aufteilen. RADM beinhaltet 21 Photolysereaktionen und 136 hemishe Reaktionen
höherer Ordnung. Im Weiteren wird mit der Bezeihnung RADM stets der Gasphasen-
hemiemehanismus von Stokwell u. a. (1990) bezeihnet.
RACM wurde von Stokwell u. a. (1997) am IFU Garmish-Partenkirhen aus RADM ent-
wikelt. Er beinhaltet 77 Spezies (ehte Spezies und zusammengefasste Speziesgruppen),
sowie 23 Photolyse- und 214 hemishe Reaktionen höherer Ordnung.
RACM-MIM wurde von Geiger u. a. (2003) aus RACM und dem MIM (Mainzer Isopren Me-
hanismus, Poeshl u. a., 2000) entwikelt. Er beinhaltet 84 Spezies, sowie 23 Photolyse-
und 221 hemishe Reaktionen höherer Ordnung. Er trägt im Wesentlihen der verän-
derten Wissenslage über die organishen Ozonvorläufersubstanzen Rehnung, welhe
im Vergleih zu RACM detaillierter wiedergegeben werden.
Die Grundlage für die mathematishe Modellierung der Lufthemie bildet je eine Erhaltungs-



























mit i = 1, ..., n (n ist die Anzahl der hemishen Spurenstoe), uj ist die Geshwindigkeits-
komponente der atmosphärishen Strömung zur Koordinatenrihtung xj mit j = 1, 2, 3, Kjj
ist der Diusionskoezient (dieser kann orts-, zeit- und rihtungsabhängig sein). Eine Erhal-
tungsgleihung (5.1) für das Massenmishungsverhältniss ci für den i-ten Spurensto besteht
damit aus folgenden Termen:
a) zeitlihe Änderung des Massenmishungsverhältnisses ci,
b) Veränderungsrate durh Massenüsse (Advektion),
) Veränderungsrate durh turbulente Diusionsüsse,
d) Änderungsrate aufgrund hemisher Produktion P (ci) und Abbau D(ci)~c durh den
Chemiemehanismus,
e) Quellrate aufgrund von biogenen und antopogenen Emissionen,
f) Massentransferrate zwishen den Aggregatszuständen,
g) Deposition an festen und üssigen Oberähen.
Die Erhaltungsgleihungen (5.1) werden in MCCM numerish durh ein Operator-Splitting-
Verfahren behandelt. Berüksihtigt man lediglih den Operator-Split-Shritt für die Integra-
tion des Chemiemehanismus und bezeihnet man mit ~c den Vektor aller hemishen Spezies
eines gegebenen Chemiemehanismus, so erhält man mit P (~c) den Produktionsvektor und
mit D(~c)~c den Abbauvektor für die hemishen Spezies. Das Dierentialgleihungssystem
5 Gasphasenhemiemehanismen in MCCM 81
für den Operator-Split-Shritt (Integration des Chemiemehanismus) shreibt sih damit in
Produktions- und Abbaushreibweise als
∂~c
∂t
= P (~c)−D(~c)~c (5.2)




mit A(~c) als Aggregatfunktion, welhe die Dierenzen zwishen den Produktions- und Ab-
bautermen enthält. Einige numerishe Integrationsverfahren berehnen die Produktions- und
Abbauterme aus Gl. (5.2), andere benötigen lediglih die Aggregatfunktion aus Gl. (5.3).








Die mathematishe Modellierung eines Chemiemehanismus wird hier anhand des einfahen
Problems nah Robertson (Hairer und Wanner, 2000) gezeigt. Man betrahtet dazu folgende
drei Reaktionsgleihungen für die hemishen Spezies A, B und C
i) A k1−−→
B (langsam)
ii) B +B k2−−→
C +B (shnell)
iii) B + C k3−−→
A+ C (moderat)
(5.4)





an und ki die Ratenkonstanten für die
Reaktionen i = 1, 2, 3 (k1 = 0.04, k2 = 3 · 10
7
und k3 = 10
4






Das entsprehende Dierentialgleihungssystem zu (5.4) erhält man nun durh Aufsummieren
der Produktions- und Abbauterme in Gl. (5.4)
d [A]
dt
= −k1 [A] + k3 [B] [C] (5.5)
d [B]
dt








Für A erhält man als Produktionsterm P (A) = k3 [B] [C] und als Abbauterm D(A) =
−k1 [A]. Für B und C folgt dies äquivalent. Das entstandene Gleihungssystem (5.5) - (5.7) ist
ein homogenes System gewöhnliher Dierentialgleihungen erster Ordnung. Man bezeihnet
ein gewöhnlihes Dierentialgleihungssystem (DGLS) welhes aus einem Reaktionssystem
wie in (5.4) gegeben, als steifes System (Jaobson, 1999), wenn sih die Lebensdauer der
beteiligten Reaktionspartner stark voneinander untersheiden (wie in den Gleihungen (5.4)
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wobei f(~c) eine Vektorfunktion ist, so kann man folgende äquivalente Aussgage treen: Bei





weit auseinander (Hairer und Wanner, 2000).
Numerishe Integrationsverfahren
Es gibt viele Vorgehensweisen, um die kinetishen Gleihungen (5.5) - (5.7) in einem mathe-
matishen Modell numerish zu integrieren. Für die Lufthemiemodellierung sind die folgen-
den drei Methoden in der Praxis die am häugsten gewählten:
Festkodierte Methode Dabei werden die Produktions- und Abbauterme für die Reaktio-
nen in einer vorgegebenen Programmiersprahe kodiert. Dies kann für eine bestimmte
Computerplattform durh gezieltes Ausnützen deren Eigenshaften sehr ezient durh-
geführt werden. Der Hauptnahteil liegt in der Tatsahe, dass eine Änderung im Che-
miemehanismus (z.B. zusätzlihe oder veränderte Reaktionsgleihungen) faktish eine
nahezu komplette Neuprogrammierung der Produktions- und Abbauterme erforderlih
mahen kann. Dies resultiert in einem erheblihen Arbeitsaufwand und ist zudem noh
extrem fehleranfällig. Für die hier verwendeten Mehanismen mit mehreren hundert
Gleihungen wird diese Vorgehensweise damit sehr unzuverlässig. Beispiele für diese
Vorgehensweise sind STEM I und II von Carmihael u. a. (1986), sowie die QSSA-Löser
für RADM (Chang u. a., 1989) und RACM (Stokwell u. a., 1997).
Integrierte Methode Dabei werden die Denitionen der Reaktionsgleihungen zu Beginn
der Simulation aus externer Quelle eingelesen und die entsprehenden Produktions-
und Abbauterme werden während der Simulation aufgrund der aktuellen Konzentra-
tionen gebildet. Damit wird der Nahteil der mangelnden Flexibilität von festkodierten
Methoden vermieden. Dies geshieht allerdings auf Kosten der Ezienz, da das Glei-
hungsystem zu Beginn der Simulation im Computer abgebildet werden muss und in
der Regel die numerishen Eigenshaften des entstehenden Gleihungssystems niht
ausgenützt werden. Ein Beispiel für diese Vorgehensweise ist LARKIN (Nowak, 1982).
Preproessing Methode Hier ist die Denition des Mehanismus ebenfalls in einer spezi-
shen Formulierung in einer externen Quelle (Datei) deniert. Diese wird durh ein
Preproessor-Programm eingelesen und daraus entsteht ein hohoptimiertes Programm
zur numerishen Integration des zugrunde liegenden Mehanismus, welhes auh die
Eigenshaft ausnutzt, dass die resultierenden Matrizen nur dünn besetzt sind (d.h.
sehr viele Elemente der Matrix sind Null). Die numerishe Ezienz des resultierenden
Modells entspriht durh die verwendeten hohoptimierten Lineare-Algebra-Unterpro-
gramme der optimierten festkodierten Methode, allerdings bleibt die volle Flexibilität
bezüglih Änderungen am Reaktionsmehanismus erhalten. Weiter können die verwen-
deten numerishen Methoden evaluiert werden (zum Beispiel durh die Verwendung
eines DGLS, dessen analytishe Lösung bekannt ist). Die Preproessing-Methode wur-
de erstmals bei CHEMKIN (Kee u. a., 1989) und SBOX (Seefeld und Stokwell, 1999)
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angewendet. Jedoh waren die numerishen Integrationsmethoden noht niht für stei-
fe Dierentialgleihungssysteme optimiert und sie nutzten die dünnbesetzte Struktur
der Matrizen nur sehr ungenügend aus. Das im Folgenden noh näher beshriebene
Programmpaket KPP (Kineti Preproessor, Sandu u. a., 2003) ist dagegen einer der
modernsten Vertreter dieser automatishen Codegenerierungs-Werkzeuge. Es stellt eine
Vielzahl von optimierten impliziten numerishen Integrationsverfahren für steife DGLS
zur Verfügung, nützt die dünnbesetzte Struktur der Matrizen aus und liefert den Pro-
grammode in einer sehr ezienten Hohsprahe (Fortran90 oder C). KPP kann so
modiziert werden, dass es sih auf der niedrigsten Software-Ebene beim übersetzen
des MCCM-Programmodes in die MCCM-Quellode-Struktur einpasst und somit je-
den beliebigen Chemiemehanismus für MCCM als optionale Subroutine liefert.
RADM-QSSA-Integrationsverfahren in MCCM
Der bisherige Gasphasenhemiemehanismus in MCCM ist RADM in Verbindung mit einen
QSSA-Löser (Chang u. a., 1989; Hesstvedt u. a., 1978). Dieser verwendet zur ezienten In-
tegration einen hemish motivierten Ansatz, um die Steigkeit des Dierentialgleihungssy-
stems zu verringern. Ausgehend vom Operator-Splitting-Shritt für die Integration des Che-
miemehanismus in Gl. 5.1, erhält man die Dierentialgleihung des Chemiemehanismus in
Produktions- und Abbaushreibweise wie in Gl. (5.2) gezeigt mit dem Produktionsterm P (~c)
und dem Abbauterm D(~c)~c. Unter der Annahme dass P (~c) und D(~c)~c zeitlih konstant sind,












mit der Zeitshrittweite ∆t. Untersheidet man nun die hemishen Spezies nah ihrer Le-
bensdauer, so erhält man folgenden Formalismus:
 Für Spezies ci mit einer sehr langen Lebensdauer, also sehr kleinem Abbauterm Di,
kann der Term e−Di∆t in erster Näherung durh 1 −Di∆t ersetzt werden, sodass aus
Gl. (5.9) die explizite Euler Formel wird
ci(t+∆t) ≈ ci + (Pi −Dici(t))∆t i ∈ Il (5.10)
mit Il als Indexmenge der langlebigen Spezies.
 Für Spezies ci mit einer sehr kurzen Lebensdauer, also sehr groÿem Abbauterm Di, kann





i ∈ Ik (5.11)
mit der Indexmenge Ik der sehr kurzlebigen Spezies. Das QSSA-Verfahren nimmt an,
dass diese sehr kurzlebigen Spurenstoe, sobald sie erzeugt werden, augenbliklih durh
einen ihrer Reaktionspfade umgewandelt werden. Ihre Abbaurate Di ist damit gleih
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ihrer Produktionsrate Pi. Damit reduziert sih die gewöhnlihe Dierentialgleihung für
den kurzlebigen Spurensto ci zu einer (nihtlinearen) algebraishen Gleihung
0 = P (ci)−D(ci)ci i ∈ Il (5.12)
Dies ist niht gleihbedeutend mit einer zeitlihen Unveränderbarkeit des Spurenstoes
ci, sondern dieser wird für den jeweiligen Zeitshritt aus dem Gleihgewiht zwishen
aktuellem Produktions- und Abbauterm berehnet.










e−Di∆t i ∈ Im (5.13)
mit Im als der Indexmenge der Spezies mit mittlerer Lebensdauer.
Man erhält damit für das QSSA-Verfahren das diskrete dierential-algebraishe Gleihungs-
system (DAGLS) (5.10), (5.11) und (5.13). Mit QSSA wird lediglih ein Verfahren skizziert.
Wendet man es für einen konkreten Chemiemehanismus an, so muss genau speziziert wer-
den, wie die oben beshriebenen Indexmengen deniert sind, d.h. welhe Spezies eine kurze,
mittlere oder eine lange Lebensdauer besitzen. Das resultierende System (5.11) besteht in
der Regel aus nihtlinearen algebraishen Gleihungen und es wird in MCCM durh eine Fix-
punktiteration approximiert. Je nah Mehanismus kommen noh weitere Gleihungen zur
Fixpunktiteration hinzu, welhe durh Bündelung von Speziesgruppen (Lumping) für lokale
Massenerhaltung dieser Spurenstoe sorgen (Jay u. a., 1997). Im RADM-QSSA (Stokwell
u. a., 1990; Chang u. a., 1989; Hesstvedt u. a., 1978) werden die Gröÿen NOx, HOx, N2N3
und PAO3 durh die folgenden Gleihungen
NOx = NO +NO2
HOx = OH +HO2
N2N3 = N2O5 +NO3
PAO3 = PAN +ACO3
(5.14)
zu Beginn jedes Zeitshrittes deniert. Diese Gleihungen stellen eine lineare Transformation
dar, welhe das Gleihungssystem stabilisieren und Massenerhaltung für die zusammenge-
fassten Gröÿen garantieren sollen. Daraus werden anshlieÿend die Gröÿen NO, OH, N2O5
und PAN mit Hilfe der Gleihungen (5.14) errehnet. Ohne diese Kopplung der Gröÿen
konvergiert das QSSA-Verfahren shleht (Hertel u. a., 1993; Jay u. a., 1997). Die Denition
der Gleihungen (5.14) ist hemish motiviert. Das Verfahren konvergiert in der Regel zu
einer Lösung des DAGLS (5.10), (5.11) und (5.13), welhes selbst nur eine Approximation
zum konsistenten Dierentialgleihungssystem des Chemiemehanismus (5.9) darstellt. Die
Fixpunktiteration im RADM-QSSA iteriert aus Ezienzgründen lediglih dreimal über die
Gl. (5.11) und (5.14), wobei eine zweite Fixpunktiteration in jedem äuÿeren Iterationsshritt
nohmals über die Gl. (5.11) iteriert. Die Fixpunktiteration wird aus Ezienzgründen danah
ohne Prüfung auf Konvergenz beendet.
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Es stellen sih natürlih einige Fragen bezüglih der Ezienz und der Genauigkeit des
QSSA Verfahrens für einen Chemiemehanismus. Der Vorteil der shnellen numerishen In-
tegration wird allerdings durh eine Inkonsistenz vor allem bei der Berehnung der Radikale
erkauft. Da Photooxidanzien wie NO direkt mit Radikalen wie OH reagieren, werden auh
diese indirekt vom QSSA-Verfahren beeinusst. Jay u. a. (1997) zeigen, dass für bestimmte
Spurenstoe eines Chemiemehanismuses der relative Fehler durhaus zwishen 10 und 50
% liegen kann. Weitere Informationen zum QSSA-Verfahren ndet man in Hesstvedt u. a.
(1978), Sandu u. a. (1996), Sandu u. a. (1997) und Hertel u. a. (1993). Zudem zeigen QSSA-
Verfahren einen weiteren beahtlihen Nahteil: Sie sind niht generell für einen beliebigen
Chemiemehanismus anwendbar, denn sie erfordern vom Modellierer ein sehr detailliertes
hemishes Fahwissen über den zugrunde liegenden Mehanismus.
Moderne Integrationsverfahren für Chemiemehanismen
Aufgrund der vorangegangenen Überlegungen wurde der KPP Preproessor (Sandu u. a.,
2003) zur mathematishen Modellierung der Chemiemehanismen ausgewählt. Dieser bietet
ein Höhstmaÿ an Flexibilität und stellt zahlreihe eziente numerishe Integrationsverfahren
für steife DGLS zur Verfügung:
Rosenbrok-Verfahren Die Rosenbrok Verfahren basieren auf der Vermeidung von nihtli-
nearen GLS, wie sie z.B. bei impliziten Runge-Kutta Verfahren entstehen. Diese wer-
den linearisiert und somit durh eine Sequenz von linearen Gleihungssystemen ersetzt.





j=1 aijkj + aiiki
)
, i = 1, ..., s




wird durh die Linearisierung
ki = hf(gi) + hf
′(gi)aiiki




Gl. (5.16) stellt eine Newton Iteration für jede Stufe s von (5.15) dar. Die diskrete
Jakobimatrix J = f ′(gi) wird durh J = f
′(y0) approximiert, sodass das Rosenbrok-










j=1 γijkj , i = 1, ..., s




Im Speziellen stehen aus Hairer und Wanner (2000) folgende Versionen zur Verfügung:
ROS3 dreistuge Rosenbrok Methode 3. Ordnung
ROS4 vierstuge Rosenbrok Methode 4. Ordnung
RODAS3 dreistuge stiy aurate Rosenbrok Methode 3. Ordnung
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SEULEX basiert auf der Extrapolation der linear impliziten Euler Methode (Sti linearly
impliite EULer EXtrapolation method) nah Deuhard (1985). Dabei wird für y′ =
f(x, y), y(x0) = y0 ein fester Basiszeitshritt H > 0 gewählt. Danah werden positive
ganze Zahlen ni, mit n1 < n2 < n3 < ... ausgewählt, welhe die korrespondierenden
Zeitshritte hi, h1 > h2 > h3 > ... mit hi = H/ni denieren. Ausgehend von der linear
impliziten Euler Methode der Ordnung p
(I − Jh)(yn+1 − yn) = hf(xn, yn)
werden nun in ni Zeitshritte mit der Zeitshrittweite hi
Ti,1 := yhi(x0 +H)
berehnet. Die numerishe Lösung wird shlieÿlih nah Hairer und Wanner (2000) über
folgende Extrapolationsformel für x0 +H berehnet
Tj,k+1 = Tj,k +
Tj,k − Tj−1,k
(nj/nj−k)− 1
Die Approximation ist nah Hairer und Wanner (2000) von der Ordnung p+ k − 1.
SDIRK ist eine diagonal implizite Runge-Kutta Methode (singly diagonally impliite Runge-
Kutta method, Hairer und Wanner, 2000). Dieses Verfahren benötigt für die numerishe
Integration im Vergleih zu den zuvor genannten Verfahren eine wesentlih längere
Rehenzeit und wurde deshalb niht weiter untersuht.
Nah Hairer und Wanner (2000) gibt es noh weitere geeignete implizite Integrationsverfah-
ren für steife Dierentialgleihungssysteme. Allerdings empfehlen sie für Probleme wie (5.4)
bereits die Intergrationsverfahren ROS, RODAS und SEULEX.
5.3 Evaluierungsmethoden für regionale
Lufthemiesimulationen
KPP verwendet Templates und Programm-Module zum Erzeugen eines Boxmodells für den
Mehanismus. Die Idee bei der hier aufgezeigten Vorgehensweise ist, diese Programmteile
so anzupassen, dass das resultierende Boxmodell für den Modellvergleih bereits vollständig
vorbereitet ist. Dazu werden die Gleihungen zur Berehnung der Photolyseraten und der
Ratenkonstanten der Reaktionskinetik für die drei Chemiemehanismen in KPP integriert. In
das Hauptprogramm zur Steuerung der Integration wird eine Shnittstelle implementiert, um
so z.B. auh die Auswirkungen zeitlih variierender Emissionen auf die Simulationsergebnisse
berüksihtigen zu können.
Durh das beshriebene Vorgehen beim Einsatz von KPP können nulldimensionale Box-
modelle, die identishe Rand- und Anfangswerte sowie identishe numerishe Integrationsver-
fahren verwenden, automatish erzeugt werden. Dies ist die Grundvoraussetzung für einen
konsistenten Boxmodellvergleih von vershiedenen Chemiemehanismen.
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Weiterhin wurde KPP so modiziert, dass es für einen beliebigen Mehanismus ein Fortran
Programm liefert, welhes ohne weitere Modikationen als optionales Unterprogramm in MC-
CM integriert werden kann. Somit steht erstmals ein automatishes Programm-Generierungs-
werkzeug zur Verfügung, welhes jeden beliebigen Chemiemehanismus als komplettes Soft-
ware-Paket für MCCM automatish erzeugt. Damit ist die Grundlage für konsistente Ver-
gleihe mit dem regionalen Modell, aber auh für eventuelle Erweiterungen der MCCM-
Gasphasenhemie gelegt. Das Verfahren wird hier auf die drei Chemiemehanismen RADM,
RACM und RACM-MIM angewendet. In MCCM selbst sind damit nur noh wenige me-
hanismus spezishe Modikationen notwendig. Dies sind insbesondere die Initialisierung
der hemishen Spurenstoe, die Behandlung der Anfangs- und Randbedingungen sowie der
Emissions- und Depositionsprozesse. Prozesse wie die Advektion oder die turbulente Diusion
sind generish gestaltet, d.h. diese Prozesse laufen hier für alle Spurenstoe identish ab.
Vergleihende dreidimensionale Lufthemiesimulationen
Vershiedene Publikationen (Kuhn u. a. 1998; Sandu u. a. 1996, 1997; Jay u. a. 1997; Jime-
nez u. a. 2003) haben gezeigt, dass konsistente Integrationsverfahren dem QSSA-Verfahren
vorzuziehen sind. Um einen konsistenten Vergleih der Chemiemehanismen zu gewährlei-
sten, wird deshalb der MCCM-RADM-QSSA Mehanismus für die vorliegende Untersuhung
niht verwendet. Statt dessen wird - wie in den oben aufgelisteten Publikationen empfohlen
- der original RADM-Mehanismus (Stokwell u. a., 1990) zusammen mit einem konsistenten
impliziten Integrationsverfahren benutzt.
Aufgrund der Tests zur Auswahl eines geeigneten Integrationsverfahrens (siehe Abshnitt
5.4.1) wurden die Chemiemehanismen RADM, RACM und RACM-MIMmit dem Rosenbrok-
Löser ROS4 in MCCM neu implementiert. Dieses Verfahren zeigte bei den Boxmodellsimu-
lationen für alle drei Mehanismen auh bei gröÿeren Zeitshritten und moderaten Genauig-
keitsanforderungen an die iterativen Gleihungslöser eine gute numerishe Ezienz und ein
stabiles Verhalten.
Zur Modell-Evaluierung wird mit den drei Mehanismen eine Photosmog-Episode aus dem
Sommer 2003 vom 1. Juli bis 31. August nahsimuliert. Das Modellgebiet und die Simulati-
onsparameter sind im Abb. 2.2 und in Tab. 4.1 in Abshnitt 4.2.2 beshrieben.
Die hier angewendeten Methoden für die Evaluierung der regionalen Simulationen anhand
von Beobahtungsdaten, wurden bereits im Abshnitt 4.2.2 beshrieben.
5.4 Boxmodell-Vergleih vershiedener Integrationsverfahren
und Chemiemehanismen
Zur Evaluierung der numerishen Integrationsverfahren durh den Vergleih von Luftshad-
stokonzentrationen müssen vershiedene Szenarien deniert werden. Kriterien für geeignete
Szenarien sind bei Poppe u. a. (2001) beshrieben. Für diese Untersuhung wurde hieraus
das URBAN-Szenario ausgewählt, da es im Wesentlihen den Luftqualitätszustand in einem
urbanen Gebiet beshreibt und damit typish für den gröÿten Teil der regionalen MCCM-
Simulationen ist.
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Tabelle 5.1: Meteorologishe Parameter für das Szenario Urban aus Poppe u. a. (2001)
Gröÿe Wert Einheit Gröÿe Wert Einheit
Höhe NN 0.0 [m℄ Luftteilhendihte 2.46 · 1019 Teilchen/cm3
Temperatur 298.0 [k℄ Luftfeuhte 1.0 % v/v
Druk 1013.25 [mbar℄
Tabelle 5.2: Anfangsbedingungen für das Szenario Urban. Anfangskonzentrationen [ppm℄
wurden den RADM-Klassen zugeteilt.
Nr. Spezies Formel RADM Nr. RADM Name Anfangswert
1 Stiksto N2 20 N2 10
6
2 Sauersto O2 19 O2 2 · 10
5
3 Wassersto H2 14 H2 0.5
4 Wasser H2O 21 H2O 1.3 · 10
4
5 Ozon O3 8 O3 0.03
6 Stikstomonoxid NO 2 NO2 0.0001
7 Stikstodioxid NO2 3 NO2 0.0001
8 Salpetersäure HNO3 7 HNO3 0.0015
9 Kohlenmonoxid CO 12 CO 0.1
10 Kohlendioxid CO2 13 CO2 350
11 Methan CH4 22 CH4 1.7
12 Isopren 30 ISO 0
13 Wassersto H2 14 H2 0.5
14 Wasserstoperoxid H2O2 9 HCHO 0.002
15 Formaldehyd HCHO 34 ALD 0.001
16 Niht-Methan-Kohlenw. NMHC 0
17 Shwefeldioxid SO2 24 SO2 0
18 HCl HCl - 0
19 Amoniak NH3 NH3 - 0.0007
Tabelle 5.3: Nah RADM-Klassen (Chang u. a., 1989; Stokwell u. a., 1990) aufsummierte
Emissionen für das Szenario Urban. Gesamtemission siehe Tabelle 5.4.
Spezies-Nr. Klasse Emission [ppm/s℄ Nr. Klasse Emission [ppm/s℄
2 NO 2.2358 · 10−7 29 OLI 4.2919 · 10−9
10 SO2 8.9431 · 10−9 30 ISO 5.3241 · 10−8
23 ETH 4.1580 · 10−9 31 TOL 1.1372 · 10−8
24 HC3 3.7848 · 10−8 33 XYL 8.9628 · 10−9
25 HC5 1.3042 · 10−8 34 HCHO 2.3988 · 10−9
26 HC8 7.2630 · 10−9 35 ALD 6.2462 · 10−10
27 OL2 7.8819 · 10−9 36 KET 7.6272 · 10−9
28 OLT 9.2018 · 10−9
Das ausgewählte Szenario stellt eine ktive Photosmogepisode von 5 Tagen Dauer dar. Die
meteorologishen Randbedingungen sind in Tab. 5.1 und die Anfangsbedingungen für die
hemishen Spurenstoe in Tab. 5.2 gegeben. Die Emissionen für das Szenario URBAN sind
ursprünglih in wesentlih mehr Stogruppen aufgegliedert, als in den verwendeten Mehanis-
men enthalten sind (Tab. 5.4). Die Emissionen wurden daher entsprehend der Stogruppen
der Mehanismen zusammengefasst. Für RADM sind die zusammengefassten Emissionen in
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Tabelle 5.4: Gesamtemissionen für das Szenario Urban
Nr. Klasse Emission [ppm/s℄ Nr. Klasse Emission [ppm/s℄
23 ETH 1.386e-14 29 OLI 1.430e-14
24 HC3 1.261e-13 31 TOL 3.790e-14
25 HC5 4.347e-14 33 XYL 2.987e-14
26 HC8 2.420e-14 34 HCHO 7.996e-15
27 OL2 2.627e-14 35 ALD 2.082e-15
28 OLT 3.067e-14 36 KET 2.542e-14
Tab. 5.3 dargestellt.
5.4.1 Evaluierung der numerishen Integrationsverfahren
Tab. 5.5 zeigt die benötigte Rehenzeit für die verwendeten numerishen Verfahren bei identi-
shen Genauigkeitsanforderungen für die iterativen Gleihungslöser. Die Simulationen zeigen,
dass das Extrapolationsverfahren SEULEX nah Hairer und Wanner (2000) den Gaspha-
senhemiemehanismus RADM am shnellsten numerish integriert. Ebenfalls sehr shnell
approximiert das Rosenbrok Verfahren RODAS3 nah Hairer und Wanner (2000) das Die-
rentialgleihungssystem.
Die Ergebnisse in Tab. 5.5 geben allerdings lediglih die Ezienz der Verfahren für die ge-
wählte numerishe Toleranz der iterativen Verfahren und den globalen Integrationszeitshritt
wieder. Das SEULEX-Verfahren hat aber nah Hairer und Wanner (2000) Probleme mit
groÿen Integrationszeitshritten, wie sie in MCCM durhaus vorkommen. Durh ein Operator-
Splitting kann der Integrationszeitshritt der Reaktionskinetik zudem bis zu fünfmal gröÿer
werden, als der meteorologishe Zeitshritt. Numerishe Experimente im Boxmodell haben
gezeigt, dass das SEULEX-Verfahren für moderate Fehlertoleranzen mit Zeitshritten von
über 300 Sekunden tatsählih instabil werden kann. Diese Gefahr ist bei den Rosenbrok-
Verfahren geringer, wie ein Test auf Robustheit der Integrationsverfahrens gezeigt hat, weisen
sie ein stabileres Verhalten selbst für groÿe Integrationszeitshritte auf. Insgesamt vertrug der
ROS4-Löser die gröÿten Zeitshritte bei den geringsten Fehlertoleranzen ohne dabei instabil
zu werden.
Die Abb. 5.1 zeigt Zeitreihen für ausgewählte hemishe Spurenstoe wie bei Poppe u. a.
(2001), die zum einen mit dem QSSA-Verfahren und zum anderen mit den neuen implizi-
ten Integrationsverfahren berehnet wurden. Zwishen den impliziten Integrationsverfahren
waren keine nennenswerten Untershiede festzustellen und die simulierten Tagesgänge der
Konzentrationen stimmen mit Poppe u. a. (2001) überein. Das QSSA-Verfahren zeigt dage-
Tabelle 5.5: Rehenzeit in Sekunden für den Testfall URBAN für die Mehanismen RADM,
RACM und RACM-MIM für die entsprehenden numerishen Integrationsverfahren. Die Re-
henzeit wurde als Mittelwert aus zehn Programmläufen ermittelt.
QSSA ROS3 ROS4 RODAS3 SEULEX SDIRK
RADM 2.57 2.49 3.15 1.38 1.04 4.07
RACM 4.21 5.30 2.40 1.60 7.17
RACMMIM 4.11 5.34 2.47 1.66 7.67
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Abbildung 5.1: Zeitreihen (über 120 Stunden, Start 12 Uhr mittags) für ausgewählte Spu-
renstoe für den Testfall URBAN für den Gasphasenmehanismus RADM: Vergleih zwishen
dem MCCM-QSSA und dem impliziten Integrationsverfahren ROS4 nah Hairer und Wanner
(2000).
gen für die Tagesgänge der meisten Spurenstoe - wie erwartet - teils groÿe Untershiede zu
den impliziten Verfahren und zu Poppe u. a. (2001). Für die Spurenstoe NO, NO2, HNO3
und PAN sind die Abweihungen in der Amplitude und Frequenz deutlih. Die Untershiede
in den NOx-Konzentrationen (NOx = NO+NO2) variieren z.B. nahts zwishen ein und vier
ppb, dies entspriht einer Abweihung von 20 bis 100 %. Für die Spurenstoe O3, HNO3 und
PAN ist zu beahten, dass der Untershied der Zeitreihen mit fortshreitender Zeit immer
gröÿer wird, wobei die Frequenz erhalten bleibt.
Die Untershiede zwishen dem QSSA- und den impliziten Verfahren sind auf die Inkonsi-
stenz des QSSA-Verfahrens bezüglih des Gleihungssystems (5.9) zurükzuführen. Sheinbar
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wird durh das QSSA-Verfahren nahts wesentlih mehr Stiksto in den Spurenstoen NO,
NO2, HNO3 und PAN angereihert. Dies kann durh die nihtlinearen Reaktionsmehanis-
men groÿe Auswirkungen auf Simulationsergebnisse von sekundären Luftshadstoen wie O3
haben.
Die in den Boxmodellsimulationen gezeigten Untershiede durh die Verwendung unter-
shiedliher Integrationsverfahren für den selben Chemiemehanismus sind gravierend und
niht akzeptabel. Kuhn u. a. (1998) beshreibt in Boxmodellvergleihen bereits Untershie-
de zwishen den vershiedenen Löser-Varianten für den RADM-Mehanismus (QSSA, Gear,
impliziter Euler) und kommt ebenfalls zu dem Shluss, dass stets ein exakt integrierendes
Verfahren bevorzugt werden sollte, sofern ausreihend Rehenleistung zur Verfügung steht.
5.4.2 Vergleih von Chemiemehanismen
Im zweiten Teil des Vergleihs der Boxmodellsimulationen werden die Untershiede zwishen
den drei Gasphasenhemiemodellen RADM, RACM und RACM-MIM untersuht. Bereits in
der Einleitung zum Kapitel 5 wurde die Hypothese formuliert, dass neuere Mehanismen wie
RACM oder RACM-MIM für Photooxidantien und die Ozonhemie realistishere Ergebnisse
liefern sollten als der alte RADM-Mehanismus. Hier soll dieser Untershied zwishen den
Mehanismen analysiert werden. Die Boxmodellsimulationen (Poppe u. a., 2001) liefern dabei
die Anfangs- und Randbedingungen.
Für den Vergleih wurde für jeden Chemiemehanismus (RADM, RACM und RACM-MIM)
ein Boxmodell mit dem numerishen Integrationsverfahren ROS4 erstellt. Bei der Anwendung
auf den Testfall URBAN (Poppe u. a., 2001) wurde dabei ein globaler Integrationszeitshritt
von 300 Sekunden gewählt.
Bevor die Ergebnisse der Simulationen diskutiert werden, soll auf die Problematik der-
artiger Modellvergleihe hingewiesen werden. Jimenez u. a. (2003) und Oreskes u. a. (1994)
mahen darauf aufmerksam, dass ein Chemiemodell sih nie hundertprozentig validieren lässt.
Es existiert weder eine analytishe Lösung für das jeweilige Dierentialgleihungssystem, noh
kann man die Ergebnisse direkt mit Experimenten und Messungen vergleihen, da es selbst
in einer Smog-Kammer nahezu unmöglih ist, die Simulationsbedingungen für einen Che-
miemehanismus vollständig nahzubilden. Jimenez u. a. (2003) benutzen Mittelwerte zur
Beurteilung der Chemiemodelle, während Poppe u. a. (2001) und Geiger u. a. (2003) Tages-
gänge für Spurenstoe über 120 Stunden vergleihen. Hier sollen ebenfalls die Tagesgänge für
Spurenstoe über 120 Stunden verglihen werden.
Die drei Mehanismen zeigen für O3 nur einen geringen Untershied in der Amplitude der
Zeitreihen, wobei der Tagesgang von allen drei Mehanismen übereinstimmend wiedergege-
ben wird. RACM und RACM-MIM erzeugen tagsüber leiht höhere O3-Konzentrationen als
RADM. Für NO und NO2 treten dagegen Untershiede in der Amplitude von bis zu 100%
auf. Am gröÿten sind die Untershiede für PAN (Peroxyaetylnitrat). Hier steigt allerdings
bei gleihbleibender Frequenz die Amplitude der Zeitreihe für RADM wesentlih stärker an,
als dies für die Simulationen mit RACM und RACM-MIM der Fall ist. Die Ursahe dafür
liegt darin, dass RADM das PAN mit 3 Reaktionsgleihungen modelliert, während es im
RACM bereits wesentlih komplexer mit 5 Reaktionsgleihungen modelliert wird. RACM-
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Abbildung 5.2: Vergleih der Gasphasenmehanismen RADM, RACM und RACM-MIM für
den Testfall URBAN (über 120 Stunden, Start 12 Uhr mittags). Alle Mehanismen wurden
einheitlih mit dem ROS4-Löser (Hairer und Wanner, 2000) integriert.
MIM beinhaltet auÿer PAN noh die ungesättigten Peroxyaetylnitrate (TPAN) und die
PAN -Analoge (MPAN - Peroxy-Metharyloylnitrate). PAN wird über 5 Reaktionsgleihun-
gen ähnlih wie beim RACM modelliert, wobei aber für MPAN noh 11 Reaktionsgleihun-
gen hinzukommen.
Insgesamt zeigt Abb. 5.2 zwishen den drei Mehanismen deutlihe Untershiede in den
Spurenstoverteilungen. Eine Aussage darüber, welhe der Simulationen der Realität am
nähsten kommt, lässt sih aber daraus niht ableiten. Um eine solhe Aussage treen zu kön-
nen, müssen regionale Simulationen durhgeführt werden, deren Ergebnisse sih mit Messda-
ten vergleihen lassen. Dies wird im nähsten Abshnitt beshrieben.
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5.5 Dreidimensionale Lufthemie-Simulationen
Die Simulation einer räumlih hohaufgelösten Photosmogepisode ermögliht einen Vergleih
der drei Mehanismen untereinander, wie auh mit Messdaten. Dies liefert zum einen eine
Gröÿenordnung der räumlih und zeitlih zu erwartenden Variationen und zum anderen eine
Aussage darüber, wie realitätsnah die Simulationen mit den einzelnen Mehanismen sind.
Hierbei wird sih auf die Ergebnisse der einzelnen Mehanismen bezüglih der regionalen
Ozon-Simulation beshränkt, da für weitere Spurenstoe wie NO, NO2 und PAN keine
ausreihenden Messdaten zur Verfügung stehen, die die Kriterien zur Modellevaluierung (siehe
Abshnitt 5.3) erfüllen.
Im weiteren Verlauf sind mit den Bezeihnungen RADM, RACM und RACM-MIM stets die
jeweiligen Modellsimulationen mit MCCM gemeint. Dabei wird in allen Fällen die Simulation
mit dem ROS4-Integrationsverfahren durhgeführt.
Eine Evaluierung der Modellgüte zur Simulation von bodennahem Ozon auf der Grundlage
der US-EPA-450/4-91-1013 (1991) Rihtlinie wurde für das regionale Modell MCCM bereits
mehrfah durhgeführt (Grell u. a., 2000; Suppan, 2001; Jazilevih u. a., 2003; Suppan und
Shaedler, 2004). Das Modell zeigte dabei bereits seine grundsätzlihe Eignung zur Simu-
lation von bodennahem Ozon in Photosmogepisoden sowie zur regionalen Ozonvorhersage.
Für die im Weiteren vorgestellte Evaluierung wurde eine Episode von 2 Monaten im Som-
mer 2003 (Juli-August) gewählt, die aufgrund der hohen Temperaturen im August sehr hohe
Ozonwerte hervorgebraht hat. Die lang anhaltende, stabile Hohdrukwetterlage maht die-
se Episode zu einem idealen Zeitraum, um statistish abgesiherte Shlussfolgerungen aus
der Modellevaluierung ziehen zu können und um damit die Frage zu beantworten, welher
der drei Mehanismen für die regionale Ozon-Modellierung mit MCCM die besten Ergebnisse
liefert.
5.5.1 Graphishe Modellevaluierung
Abb. 5.3 zeigt simulierte Ozon-Tagesgänge der drei Mehanismen (Wert der Gitterzelle der
Messstation Erlangen), sowie die entsprehenden Ozon-Messungen. Der visuelle Vergleih
zeigt für beide Domains eine sehr gute Übereinstimmung zwishen Simulation und Messwer-
ten über den gesamten Zeitraum der 62-Tage-Episode. Dabei lassen sih visuell nahezu keine
Untershiede zwishen den Simulationen mit 6 Kilometer und mit 2 Kilometer Auösung
erkennen. Die geringen Abweihungen lassen sih durh die Unsiherheiten bei der Simulati-
on der meteorologishen Bedingungen erklären. Wenn das Modell z.B. die lokale Wolkenbe-
dekung und damit die lokale Temperatur und Strahlungssituation niht exakt wiedergibt,
müssen sih diese Untershiede auh auf die Simulation der Luftshadstoe wie Ozon auswir-
ken.
Fokussiert man den visuellen Vergleih aber auf die Untershiede in den simulierten Zeitrei-
hen der Spurenstoen aufgrund der einzelnen Mehanismen und vergleiht diese mit den
Messdaten wie z.B. in Abb. 5.3, so zeigt sih für nahezu alle simulierten Tagesgänge ein ein-
deutiges Bild. Die RADM Simulation liefert stets deutlih höhere Tageswerte als die Simu-
lationen mit RACM und RACM-MIM. Dieser Untershied kann bei den Tageshöhstwerten
lokal über 10 ppb bzw. 20 % Ozon ausmahen. Dies gilt für beide Domains D3 und D4.
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Der visuelle Vergleih zwishen RACM und RACM-MIM liefert einen wesentlih geringe-
ren Untershied von ein bis zwei ppb an den meisten Tagen. Welher der Mehanismen die
Messdaten besser wiedergibt, lässt sih im visuellen Vergleih niht eindeutig entsheiden, da
die Simulationen die Messdaten teils exakt wiedergeben, teils über- und untershätzen. Der
positive Bias der RADM-Simulation bezüglih RACM und RACM-MIM, sowie der wesent-
lih geringere positive Bias von RACM bezüglih RACM-MIM ist dabei unabhängig von dem
Grad der Übereinstimmung mit den Messdaten. Dieses beispielhaft an der Station Erlangen
dargestellte Ergebnis ndet sih an allen untersuhten Messstationen.
Eine wesentlih bessere Möglihkeit einen Modellbias grash darzustellen sind Satter-
Plots: In Abb. 5.4 werden die simulierten täglihen Ozon-Maxima mit den Maxima der
Ozon-Messungen für alle 8 Messstationen verglihen. Um den jeweiligen Bias der Meha-
nismen deutlih zu mahen wurden für alle Mehanismen Regressionsgeraden eingezeihnet.
In dieser Darstellung ist der positive Bias der RADM Simulation von a. 2 bis 10 ppb an
den Messstationen eindeutig sihtbar. Die Messstationen zeigen eine geringere Steigung der
RACM-Regressionsgeraden im Vergleih zu RACM-MIM. Während RACM im Bereih von
niedrigen Ozon-Tagesmaxima noh ein bis zwei ppb mehr Ozon prognostiziert als RACM-
MIM, so verhält sih dies für hohe Ozon-Tagesmaxima entgegengesetzt: Hier erzeugt RACM
ein bis zwei ppb weniger Ozon als RACM-MIM. Ausnahmen sind die Stationen Ansbah und
Regensburg, wo die Regressionsgeraden nahezu parallel zur Winkelhalbierenden verlaufen,
sodass der Bias hier für alle Bereihe der Ozon-Tagesmaxima gilt.
Eine weitere Möglihkeit der Modellgüte-Evaluierung liegt in der Betrahtung von tägli-
hen 8-Stundenmittelwerten (jeweils von 10:00 - 18:00 Uhr Ortszeit gemittelt). In diesem
Zeitfenster treten in der Regel die höhsten bodennahen Ozonkonzentrationen auf. Das 8-
Stundenmittel repräsentiert ein Maÿ für die möglihe Exposition von Mensh und Umwelt auf
die täglihe Ozon-Belastung und ndet in der Luftshadstomodellierung breite Anwendung.
Abb. 5.5 zeigt entsprehende Satter-Plots für die 8 Messstationen. Die Regressionsgera-
den zeigen ebenfalls einen deutlihen Bias von RADM gegenüber RACM bzw. RACM-MIM
in der gleihen Gröÿenordnung wie bei den Ozon-Maxima. RACM und RACM-MIM zei-
gen leiht untershiedlihes Verhalten für kleine und groÿe 8-Stundenmittelwerte. Für die
Messstationen Ansbah und Regensburg verlaufen die Regressionsgeraden wie bereits zuvor
nahezu parallel zur Winkelhalbierenden. Die Häufungen der Datenpunkte in den Plots der
8-Stundenmittelwerte entsprehen denen der täglihen Maximalwerte.
Die Q-Q-Plots (wie in Abshnitt 4.2.2 beshrieben) dienen zum Vergleih von Verteilun-
gen der Ozonkonzentrationen in den simulierten und gemessenen Zeitreihen. Dazu werden
an allen 8 Messstationen die Quantilen Q1 bis Q100 für die drei Simulationsergebnisse den
Messungen gegenübergestellt (Abb. 5.6). Der Q-Q-Plot zeigt beispielsweise für die Station
Regensburg für geringe Ozonkonzentrationen eine sehr gute Übereinstimmung zwishen Si-
mulationen und Messung, da hier die Quantilen-Paare auf der Winkelhalbierenden liegen.
Für zunehmend höhere Ozonkonzentrationen zeigen die Quantilen-Paare einen deutlihen
Bias, d.h. die Quantilen der Simulationen wahsen shneller an, als die der Messung. Dies
bedeutet, dass bei höheren Ozonkonzentrationen (die vor allem tagsüber auftreten) die Simu-
lationsergebnisse die Messungen an dieser Station deutlih übersteigen, während bei geringen






































Abbildung 5.3: Vergleih von simulierten Ozon-Zeitreihen mit den Messungen an der Station Erlangen für a) Domain D3 mit 6 km und b) D4 mit
2 km Gitterzellengröÿe
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Abbildung 5.4: Vergleih der simulierten Ozon-Tagesmaximalwerte mit den gemessenen
täglihen Ozon-Maximalwerten an den entsprehenden Stationen
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Abbildung 5.5: Vergleih der simulierten täglihen Ozon-8-Stundenmittelwerte mit den
gemessenen täglihen Ozon-8-Stundenmittel an den entsprehenden Stationen
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den Messungen übereinstimmen.
Weiterhin zeigen die Q-Q-Plots in welhen Bereihen der Verteilungen der Ozonkonzentra-
tionen ein mögliher Bias auftritt. Für die Station Regensburg bildet sih der positive Bias
von RADM ab a. 28 ppb Ozon aus und erreiht bei Konzentrationen zwishen 40 und 50 ppb
sein Maximum. Bezogen auf Q100 (absolutes Maximum der Zeitreihe) liefert RACM-MIM den
höhsten Wert und RADM mit a. 3 ppb weniger Ozon den geringsten.
An der Station Andehs sind die Untershiede zwishen den drei Mehanismen durhgängig
ausgebildet. Hier liefert RADM über nahezu die gesamte Verteilung mehr Ozon als RACM,
welher wiederum mehr Ozon als RACM-MIM liefert. Die Station Andehs liegt in einer sehr
ländlih geprägten Region mit wesentlih geringeren antropogenen Emissionsquellen als an
den restlihen Messstationen. Die Ozonkonzentrationen sind daher NOx-limitiert, d.h. das
ausreihende Angebot an biogenen Kohlenwasserstoen (VOCs) reiht zur Ozonbildung allei-
ne niht aus. Erst zusammen mit dem notwendigen aber nur relativ geringfügig vorhandenen
NOx ergeben sih die erfoderlihen Bedingungen zur Ozonbildung (Sillman u. a., 1990; Sill-
man, 1995; Sillman u. a., 1997). Unter diesen Bedingungen sheint sih die untershiedlihe
Komplexizität der drei Mehanismen durhgängig über den ganzen Bereih meteorologisher
Randbedingungen auszuwirken.
Die Q-Q-Plots für die Stationen Augsburg, Ansbah, Erlangen und Neu-Ulm zeigen für
geringere Ozonkonzentrationen eine deutlihe Übershätzung durh die Simulationen. Dieser
Eekt rührt daher, dass für nähtlihe Verhältnisse keiner der Mehanismen in der Lage ist
eine nahezu vollständige Titration von bodennahem O3 durh antropogen emittiertes NO
in NO2 abzubilden (siehe Reaktionsgleihung 4.18). Dafür gibt es eine Vielzahl mögliher
Gründe. Eine möglihe Erklärung liegt darin, dass das Modell nahts eine noh zu starke
Durhmishung simuliert und somit die bodennahen Emissionen auf ein gröÿers Volumen
verteilt, als dies in der Realität der Fall ist. Ebenfalls von wesentliher Bedeutung sind Eek-
te durh lokale Emissionen die entweder niht im Emissionskataster erfasst sind und somit
in den Simulationen niht berüksihtigt sind oder in räumliher Nähe zur Messstation lie-
gen und dort zu lokal begrenzten und von den Messungen erfassten Reaktionen führen, die
in der Simulation auf der Gitterzellen-Skala niht abgebildet werden können. In diesem Zu-
sammenhang ist noh einmal darauf hinzuweisen, dass die meisten Stationen in urbanen
Regionen relativ nah an starken antropogenen Emissionsquellen liegen (siehe Abb. 4.2). Die
am weitesten abgelegenen Stationen Andehs und Neustadt an der Donau zeigen gleihzei-
tig zusammen mit der Station Münhen-Johanneskirhen die besten Übereinstimmungen der
Quantilen.
Die Q-Q-Plots in Abb. 5.6 bestätigen die Erkenntnisse aus der vorangegangenen Betrah-
tung der Ozon-Maxima und der 8-Stundenmittelwerte für Ozon. Die RADM-Simulation wei-
sen vor allem für Ozonkonzentrationen über 30 ppb hörere Werte als RACM und RACM-MIM
auf, die wiederum ein ähnlihes Verhalten zeigen.
Die Q-Q-Plots zeigen aber im Gegensatz zu den bereits diskutierten Abbildungen die Lage
der systematishen Abweihungen innerhalb der Verteilung der Ozonkonzentrationen. So zei-
gen sih im oberen Bereih der Verteilungen die deutlihsten systematishen Abweihungen
zwishen den Mehanismen. Das Bias-Maximum in der Verteilung der Ozonkonzentrationen
liegt z.B. an der Station Ansbah bei über 10 ppb mehr Ozon für RADM gegenüber RACM
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Abbildung 5.6: Quantile-Quantile-Plots zum Vergleih der simulierten Ozon-Verteilungen
mit den Verteilungen der Ozon-Messungen an den 8 Messstationen
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Abbildung 5.7: Flähendarstellung der Ozon-Isoplethe aus Arnold u. a. (2003).
und RACM-MIM. Die Q98, Q99, und Q100 (welhe die absoluten Maximalwerte repräsentie-
ren) liegen an allen Messstationen aber wieder sehr eng beieinander.
Generell zeigen die Q-Q-Plots, dass für die meisten Stationen die Ozonkonzentrationen
übershätzt werden. Dies ist aber wie oben ausgeführt auh eine Folge der räumlihen Auf-
lösung des Modells und gilt grundsätzlih unabhängig vom jeweiligen Chemiemehanismus.
Für shnell reagierende Spurenstoe wie NO sind aufgrund räumlih variierender Emissio-
nen die Übereinstimmungen der Simulationen mit den Messungen shlehter als beim Ozon.
Dies bestätigen auh Jimenez u. a. (2006) oder Arnold u. a. (2003) für andere CTMs. Neben
photohemisher Prozesse aufgrund solarer Einstrahlung oder Titration von O3 durh frish
emittierte kleinräumig variable NO-Shwaden und sih teils zeitlih sehr shnell ändernde
Emissionsmuster z.B. durh den Verkehr tragen zur Fluktuation der täglihen O3 und NO
bzw. NOx-Verteilungen auh atmosphärishe Prozesse bei, wie z.B. advektiver Transport,
turbulente Durhmishung, Aufbau und Zerfall der atmosphärishen Grenzshiht und De-
position.
Arnold u. a. (2003) shlagen als weiteres Kriterium das O3/NOx-Verhältnis zur Modelle-
valuierung vor. Dazu betrahten sie die Flähendarstellung der nihtlinearen Ozon-Isopleten
wie sie in Abb. 5.7 dargestellt ist. Hier ist vor allem die gepunktete Linie von Bedeutung.
Arnold u. a. (2003) bezeihnen sie als ridgeline. Sie repräsentiert NOx-V OC-Verhältnisse die
zu maximalen Ozonkonzentrationen führen und sie trennt in der Darstellung NOx-limitierte
rehts der ridgeline von V OC-limitierten Ausgangsgemishen links. O3/NOx-Verhältnisse
unterhalb von 15 kennzeihnen eine sehr starke Radikal-Limitierung und damit eine NOx-
gehemmte Situation. Dies deutet darauf hin, dass selbst hohe NOx-Konzentrationen aufgrund
von fehlenden ühtigen Kohlenwasserstoen als Reaktionspartner kaum mehr zur Ozonbil-
dung beitragen können. Diese O3/NOx-Verhältnisse entsprehen daher Positionen links der
Gratlinie. O3/NOx-Verhältnisse mit Werten über 46 beshreiben eine Position weit auf der
rehten Seite der Gratlinie und kennzeihnen NOx-limitierte und deshalb NOx-sensitive Ver-
hältnisse. Einem hohen Angebot von Kohlenwasserstoen steht hier nur ein sehr limitiertes
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Abbildung 5.8: Histogramme der Häugkeitsverteilung der vier Wertebereihe <15, 15-25,
25-46 und >46 für die simulierten und gemessenen O3/NOx-Verhältnisse and den 3 Stationen
nah Arnold u. a. (2003)









































































Abbildung 5.9: Q-Q-Plots für die simulierten und gemessenen O3/NOx-Verhältnisse an den
3 Stationen nah Arnold u. a. (2003)
Angebot an NO und NO2 zur Ozonbildung zur Verfügung. Um zu untersuhen, inwieweit
die Art der Limitierung der Ozonbildung von den Mehanismen wiedergegeben wird, sind
simulierte und gemessene O3/NOx-Verhältnisse berehnet worden.
Die Berehnung erfolgt nur für die 3 Messstationen, an denen NOx-Messungen verfügbar
waren und für alle Zeitpunkte der 62-tägigen Zeitreihen (in 30-minütiger Auösung). Abb.
5.8 zeigt die Ergebnisse in Histogrammen, eingeteilt in rehtsoene Wertebereihe [0,15),
[15,25), [25,46) und [46,∞) wie von Arnold u. a. (2003) vorgeshlagen. Die Histogramme
sind in Prozent angegeben, da die absolute Anzahl verfügbarer Messzeitpunkte aufgrund von
Lüken in den Messdaten für die 3 Stationen niht exakt übereinstimmt.
Die Ergebnisse weisen für RADM wesentlih häuger Werte im NOx-limitierten Bereih
auf. Obwohl RADM einen ausgeprägten positiven Ozon-Bias gegenüber RACM und RACM-
MIM aufweist, kann diese Vershiebung auh durh geringere NOx-Konzentrationen erklärt
werden. Für RACM und RACM-MIM zeigen sih keine grundsätzlihen Untershiede in den
Ergebnissen, lediglih an der ländlihen Station Andehs treten für die Wertebereihe bis 15
und 15 bis 24 (NOx-limitierte Region) geringe Untershiede auf. Interessant ist das häuge
Vorkommen von NOx-limitierten Situationen, das deutlih den ländlihen Charakter der
Station zeigt.
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Um die Untershiede zwishen den Simulationen an den 3 Stationen deutliher zu mahen,
sind Q-Q-Plots für das O3/NOx-Verhältnis in Abb. 5.9 dargestellt. Im Wertebereih der
Simulation bis zu O3/NOx-Verhältnissen von 15 sind hier kaum Untershiede erkennbar.
Für mittlere Quotienten ist aber der bereits im Histogramm angedeutete Bias der RADM
Simulation deutlih erkennbar. Im oberen Bereih vershwindet dieser allerdings wieder oder
ändert sogar sein Vorzeihen wie in den Ergebnissen für die Station Augsburg.
Abshlieÿend ist in Abb. 5.10 a) die räumlihe Verteilung der O3/NOx-Verhältnisse gemit-
telt über 62 Tage (Mittelungszeitraum jeweils von 10:00 bis 18:00 Uhr Ortszeit) aufgetragen.
Die hohen O3/NOx-Werte nden sih nur in den ländlihen Regionen die damit als NOx-
sensitiv erkennbar sind. In Regionen mit starken antropogenen Emissionen wie den Städten
und entlang der Autobahnen nden sih geringe O3/NOx-Werte, die auf V OC-limitierte und
somit V OC-sensitive Regionen hinweisen. In Abb. 5.10 b) ist der Bias von RADM bezüg-
lih RACM (O3/NOx: RADM minus RACM) und in Abb. 5.10 ) bezüglih RACM-MIM
(O3/NOx: RADMminus RACM-MIM) dargestellt. Es zeigen sih in beiden Fällen ausshlieÿ-
lih positive Dierenzen, die in ländlihen Regionen wesentlih deutliher ausgeprägt sind.
Die grashe Modellevaluierung hat gezeigt dass RADM einen deutlihen Modellbias gegen-
über RACM und RACM-MIM aufweist. Auÿerdem konnte gezeigt werden, dass mit RACM
und RACM-MIM wesentlih geringere Abweihungen zwishen Simulationsergebnissen und
Messungen erzielt werden. Die grashe Modellevaluierung konnte aber kein eindeutiges Er-
gebniss bezüglih der Untershiede zwishen RACM und RACM-MIM liefern, da sih beide
Mehanismen sehr ähnlih verhalten. Daher wird mit Hilfe der statistishen Modellanaly-
se und -evaluierung im nähsten Abshnitt der Modellbias für RADM und der Untershied
zwishen RACM und RACM-MIM näher untersuht.
5.5.2 Statistishe Modellevaluierung
Die Evaluierung in Abshnitt 5.5.1 zeigte bereits den Modellbias von RADM, konnte diesen
allerdings niht genau quantizieren. Es konnte ebenfalls keine einheitlihe Aussage abge-
leitet werden, welher Mehanismus die beobahteten Ozonkonzentrationen am genauesten
wiedergibt. Diese Aussagen werden im Weiteren anhand der Analyse der statistishen Gröÿen
und Fehler abgeleitet.
Die US-EPA-450/4-91-1013 (1991) Rihtlinie empehlt für eine Modellevaluierung eine
Photosmogepisode von mindestens 3 Tagen. Es ist darauf zu ahten, dass die Meteorolo-
gie in den Simulationen sehr exakt wiedergegeben wird, da diese eine wesentlihe Voraus-
setzung für eine möglihst genaue Modellierung der photohemishen Prozesse darstellt. In
dieser Arbeit wird eine ausreihend hohe Güte des regionalen Modells MCCM zur regiona-
len Luftshadsto-Simulation vorausgesetzt. Diese wurde bereits durh etlihe Publikationen
untersuht (Grell u. a., 2000; Jazilevih u. a., 2003; Suppan, 2001; Suppan und Shaedler,
2004). Daher soll hier nur kurz auf die meteorologishe Modellierungsgüte für die Lufttem-
peratur eingegangen werden. Dabei wurden statistishe Gröÿen aus Tab. 4.2 zur Beurteilung
herangezogen und das Ergebnis ist beispielhaft für die Station Augsburg in Tab. 5.6 dar-
gestellt. Es zeigt sih eine etwas höhere Standardabweihung für die Messung bei nahezu
übereinstimmenden Mittelwerten, was darauf hindeutet, dass die Messungen einen ausge-




Abbildung 5.10: O3/NOx-Verhältnis (Mittelwerte über 62 Tage, jeweils 10:00-18:00 Uhr
Ortszeit); a) RADM-Simulation, b) Dierenzen zwishen der RADM und der RACM Simu-
lation und ) Dierenzen zwishen der RADM und der RACM-MIM Simulation
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Tabelle 5.6: Station Augsburg LFU Domain D4: Statistik für die Lufttemperatur (boden-
nahe Modellshiht) vom 01.07. - 31.08.03;
MW SD Q50 Q90 Q95 Q98 Q99
Simulation 21,14 5,93 20,00 33,60 35,70 36,20 36,20
Messung 21,08 6,44 20,89 29,55 31,87 32,94 33,55
Vergleih Simulation - Messung r MB MNBE MAGE MNGE
0,88 0,06 1,88 2,44 11,98
prägteren Tagesgang der Lufttemperatur mit höheren Amplituden aufweisen. Dies wird auh
durh andere statistishe Fehlergröÿen bestätigt. Die Ursahe für die Abweihung liegt aber
niht in einer mangelhaften Modellgüte, sondern in den Unzulänglihkeiten beim Vergleih
der Werte. Die Messung der Lufttemperatur erfolgt wie auh die der hemishen Spuren-
stoe in a. 4 m Höhe über dem Grund, während die simulierten Ergebnisse repräsentativ
sind für Gitterzellen mit einer Höhe von a. 40 Metern und einer sehr groÿen horizontalen
Ausdehnung. Die Luftshiht in 4 Meter Höhe weist durh die Aufheizung des Untergrunds
aufgrund der solaren Einstrahlung in der Regel einen höheren Tagesgang auf als dies für den
repräsentativen Wert des gesamten Gitterzellenvolumen der Fall ist.
Die statistishe Modellevaluierung für die Ozonkonzentrationen auf der Grundlage der oben
genannten Rihtlinie und der statistishen Evaluierungsgröÿen aus Tab. 4.2 wurde für die si-
mulierten Zeitreihen von mittleren Ozonkonzentrationen an allen 8 Messtationen für Domain
D3 mit 6 Kilometer horizontaler Auösung (Tab. 5.7) und für D4 mit 2 Kilometer Auösung
(Tab. 5.8) erstellt. Für das hohaufgelöste Domain D4 wurde die Statistik getrennt für die Ta-
gesmaxima (Tab. 5.9) und für die täglihen 8-Stundenmittelwerte der Ozonkonzentrationen
(Tab. 5.10) berehnet. Dabei wurden auh der Korrelationskoezient r, der Mittelwert MW,
die Standardabweihung SD, sowie die Quantilen Q50, Q90, Q95, Q98 und Q99 aufgelistet.
Jimenez u. a. (2006) oder Hogrefe u. a. (2001) verwenden zur Modellevaluierung eine Mit-
telung über die Einzelstatistiken der Messstationen. Tab. 5.6 fasst die statistishen Gröÿen
aus Tab. 5.7 - 5.10 als entsprehende Mittelung über alle Messstationen zusammen. Die US-
EPA-450/4-91-1013 (1991) Rihtlinie setzt die Grenzen für eine akzeptable Modellgüte bei ±
5-15% für den MNBE, 30-35% für den MNGE, sowie ± 5-15% für den NMB und 30-35% für
den NME. Diese Grenzen sind allerdings in der vorliegenden Analyse nur begrenzt anwend-
bar, da sie für eine typishe Photosmogepisode (a. 3 bis 8 Tage) gelten und die Statistiken
nah der Rihtlinie werden erst ab einem bestimmten Niveau (Cut-O-Niveau) berehnet
(z.B. für die Ozonkonzentrationen ab 40 oder 60 ppb), um Verzerrungen durh kleine Werte
bei der Quotientenbildung zu verhindern, da diese Verzerrungen durh einzelne Werte das
Fehlermaÿ dominieren können. Diese Niveaus shlieÿen die niedrigeren Ozonkonzentrationen
nahts aus der Statistikberehnung aus. Gerade hier zeigen sih aber deutlihe Dierenzen im
Inter-Modellvergleih und im Vergleih zu den Messungen, weshalb hier für die Berehnung
der statistishen Gröÿen der gesamte kontinuierlihe Zeitraum vom 1. Juli bis 31. August
herangezogen wurde.
Ein Vergleih der statistishen Gröÿen für die Ozonkonzentrationen laut Tab. 5.6 zeigt für
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die 62 Tage-Episode für die gröbere Auösung von 6 Kilometer in D3 eine bessere Über-
einstimmung der Simulationen mit den Messergebnissen als für die feine Auösung von 2
km in D4. Diese Erkenntnis gilt auh für die Korrelationskoezienten, Mittelwerte und die
Quantilen, wie auh für die statistishen Fehlergröÿen MB, MNBE, MFB, MAGE, MNGE,
NME, NMB und RMSE.
Bei der Betrahtung der Tab. 5.6 zeigt sih der erwähnte Bias in allen sensitiven Gröÿen.
Die Mittelwerte für die kontinuierlihen Zeitreihen zeigen für RADM a. 4 ppb mehr Ozon in
D3 und in D4. Für die Tagesmaxima und 8-Stundenmittel in D4 sind es a. 5 ppb mehr Ozon
für RADM im direkten Vergleih zu RACM bzw. RACM-MIM. Der MB-Fehler bestätigt
diese systematishen Abweihungen für die kontinuierlihen Zeitreihen von a. 4 ppb sowie
für die Tagesmaxima und 8-Stundenmittel von a. 5 ppb mehr Ozon für RADM. Dies ist die
erste zentrale Aussage der statistishen Modellanalyse.
Der Untershied zwishen den Simulationen für RACM und RACM-MIM ist aufgrund ih-
rer Ähnlihkeit in den Reaktionspfaden sehr gering und liegt je nah statisitsher Gröÿe bei
einem Drittel bis zu einem Hundertstel des absoluten Untershieds zwishen RADM und
RACM bzw. RACM-MIM. Tab. 5.6 zeigt für RACM-MIM im Vergleih zu RACM für die
Mittelwerte der Zeitreihen der Ozonkonzentrationen sowie für die Q50-Quantile geringere
Werte. Die Untershiede sind aber kleiner als 1 % der betrahteten Gröÿe. Im Domain D4
zeigt der Bias bezüglih den Messungen ebenfalls weniger Ozon für RACM-MIM als RACM.
Die Untershiede betragen hier maximal 5% des Bias. Betrahtet man dagegen die Quantilen
höhrer Ordnung Q90 - Q99 so zeigt RACM-MIM hier a. 1 ppb mehr Ozon als RACM. Diese
Untershiede wurden bereits in den Diskussionen der Abb. 5.5 und 5.6 in der grashen Mo-
dellevaluierung erkannt und konnten hier quantiziert werden. Dies ist eine weitere zentrale
Aussage der statistishen Modellanalyse.
Als letzte zentrale Aussage der statistishen Modellevaluierung bleibt die Antwort auf die
Frage, welher der 3 Mehanismen die realistishsten Ozonkonzentrationen liefert. Die gra-
phishe Modellevaluierung konnte hier lediglih bei den Quantilen ein eindeutiges Ergebnis
liefern. Der direkte Vergleih mit den Beobahtungen an den Messstationen zeigt in Tab. 5.6
für RADM eine wesentlih shlehtere Übereinstimmung als für RACM und RACM-MIM.
Selbst bei der Betrahtung der einzelnen Statistiken in Tab. 5.7 bis 5.10 bestätigt sih die-
se Aussage bis auf einzelne wenige Ausnahmen. Somit reduziert sih die Betrahtung auf
RACM und RACM-MIM. Konzentriert man sih in Tab. 5.6 auf die Mittelwerte, so zeigen
alle Simulationen eine Übershreitung der Mittelwerte der Messungen. Der Fehler ist dabei für
RACM-MIM am geringsten. Dies gilt ebenfalls für den Median (die Q50-Quantile) der Vertei-
lungen der simulierten Ozonkonzentrationen und für den Bias MB. Die relativen Fehlergröÿen
in Tab. 5.6 bestätigen dies ebenso wie die detaillierte Betrahtung der einzelnen Statistiken
in Tab. 5.7 bis 5.10 die einzelne Ausnahmen liefert. Bei höheren Ozonkonzentrationen zei-
gen die Quantilen höhrer Ordnung Q90 - Q99 dagegen bessere Übereinstimmungen für die
RACM Simulation, wobei auh hier einzelne Ausnahmen in Tab. 5.7 bis 5.10 auftreten. Die
Beantwortung der zentralen Frage nah den am realististen simulierten Ozonkonzentrationen
durh die Mehanismen muss somit dierenziert beantwortet werden. Für prognostizierte
Ozonkonzentrationen bis a. 80 ppb zeigt RACM-MIM die realististen Ergebnisse während





































Tabelle 5.6:Mittelwerte über alle 8 Messstationen der statistishen Gröÿen für die O3-Konzentrationen; vom 01.07.-31.08.03 (30 Minuten Auösung);
r: Korrelationskoezient, MD: Mittelwert, SD: Standardabweihung, Q: Quotilen;
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Domain D3: Vergleih von Simulationen und Messdaten;
RADM 0,788 45,48 43,60 43,60 80,09 90,69 99,89 109,78 4,43 61,62 9,88 12,78 84,15 34,45 14,03 16,72
RACM 0,768 41,67 40,59 40,59 74,51 84,71 95,34 107,04 0,77 44,83 0,64 12,51 75,08 33,15 4,22 16,15
RACM-MIM 0,764 41,67 40,54 40,54 75,04 85,70 96,77 108,86 0,77 45,59 0,31 12,72 76,29 33,64 4,23 16,48
Messung 40,86 38,75 38,75 71,66 80,27 89,37 93,89
Domain D4: Vergleih von Simulationen und Messdaten;
RADM 0,734 49,28 47,64 50,93 81,10 91,66 100,04 108,41 9,64 113,13 29,10 15,32 126,40 41,87 27,38 19,26
RACM 0,711 45,70 44,50 47,80 76,14 86,53 96,58 107,31 6,10 93,39 20,77 14,46 112,47 39,04 17,65 18,11
RACM-MIM 0,710 45,41 44,11 47,71 76,40 87,36 97,48 108,08 5,80 92,54 20,21 14,51 112,11 39,21 17,11 18,16
Messung 39,54 37,15 37,15 70,67 79,40 88,01 92,12
Domain D4: Vergleih von simulierten und gemessenen täglihen Ozon-Maximalkonzentrationen;
RADM 0,772 75,37 17,21 76,35 98,27 104,69 114,87 118,33 6,84 13,27 10,45 12,04 19,66 18,35 11,19 14,31
RACM 0,731 70,40 17,76 69,64 93,41 101,65 114,10 118,40 1,87 5,64 3,25 11,81 18,35 17,63 3,71 14,08
RACM-MIM 0,727 70,28 18,26 69,60 94,37 102,81 115,14 119,54 1,76 5,39 2,95 12,02 18,57 17,94 3,55 14,34
Messung 68,77 16,45 67,29 91,93 97,19 101,12 102,86
Domain D4: Vergleih von simulierten und gemessenen täglihen 8-Stundenmittelwerte der Ozonkonzentrationen;
RADM 0,702 70,17 16,26 71,00 92,72 99,14 106,81 109,91 10,23 25,04 18,22 14,30 30,29 26,89 21,09 16,96
RACM 0,649 65,28 16,77 65,09 87,89 95,50 105,67 109,77 5,34 16,04 10,57 13,33 26,89 24,16 12,25 15,93
RACM-MIM 0,649 65,14 17,19 64,84 89,09 96,49 106,67 110,91 5,21 15,66 10,24 13,44 26,90 24,34 12,03 16,09
Messung 60,10 14,67 59,61 79,73 84,21 87,37 89,35
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lististen Ergebnisse liefert.
Die Statistiken der täglihen Ozonmaxima und 8-Stundenmittelwerte liefern unverzerrte
Fehlermaÿe, da keine Quotientenbildung bei kleinen Werten stattndet. Die Fehlergröÿen in
Tab. 5.6 erfüllen die Grenzwerte der US-EPA-450/4-91-1013 (1991) Rihtlinie für eine akzep-
table Modellgüte (± 5-15% für den MNBE, 30-35% für den MNGE, sowie ± 5-15% für den
NMB und 30-35% für den NME). Die beshriebenen Grenzen gelten für eine typishe Photos-
mogepisode von 3 bis 8 Tagen Dauer. Für die betrahtete Episodenlänge von 2 Monaten sind
deutlih shlehtere Übereinstimmungen zu erwarten, sodass die hier gezeigten Statistiken
als sehr gute Ergebnisse zu bewerten sind. Die Daten in Tab. 5.6 sind Mittelwerte über die
Statistiken an allen 8 Messstationen. Die detaillierten Daten für die einzelnen Messstationen
nden sih in Tab. 5.9 und 5.10.
Der Vollständigkeit halber sind in Tab. 5.11 statistishen Gröÿen und Fehlermaÿe für die
Zeitreihen der O3/NOx-Verhältnisse an den Stationen Andehs, Augsburg und Münhen-
Johanneskirhen (für die NOx-Messdaten verfügbar sind) aufgelistet. Hier zeigen sih im
Inter-Modellvergleih bessere Korrelationskoezienten für RADM, wobei Mittelwerte und
Quantilen höhere O3/NOx-Verhältnisse für RADM als RACM bzw. RACM-MIM zeigen. Die
Abweihungen von den Messungen sind für RADM ebenfalls deutlih gröÿer. Die Ergebnisse
der RADM-Simulation sind an den 3 Messstationen damit deutlih NOx-limitierter als dies
bei RACM und RACM-MIM der Fall ist.
RADM (Stokwell u. a., 1990), RACM (Stokwell u. a., 1997) und RACM-MIM (Geiger
u. a., 2003) wurden entwikelt um Photooxidantien zu simulieren, wobei hier die höhste
Priorität beim Ozon liegt (Poppe, 2006). Diese Arbeit hat gezeigt, dass neue Mehanismen
wie RACM-MIM die Ozonkonzentrationen in einem regionalen Modell deutlih realistisher
prognostizieren. An dieser Stelle soll abshlieÿend noh kurz erwähnt werden, dass die Meha-
nismen diese Modellierungsgüte bei weitem noh niht für alle relevanten Spurenstoe liefern.
Der Boxmodellvergleih in Abshnitt 5.4.2 hat für Spurenstoe wie PAN , NOx oder ONIT
deutlihe gröÿere Abweihungen als für die Ozon-Konzentrationen gezeigt. Die regionalen
Simulationen mit den Mehanismen liefern z.B. für PAN Untershiede in den Mittelwerten
der Zeitreihe von bis zu 100%. PAN speihert NOx und ist bei moderaten Temperaturen
relativ stabil. Das NOx kann somit über weite Streken transportiert werden, bis es bei hö-
heren Temperaturen wieder freigesetzt wird und dort lokal in die Photohemie eingreifen
kann. Es konnte keine Literatur gefunden werden, die eine Evaluierung regionaler Modelle
oder Simulationen mit den besprohenen Mehanismen mit PAN -Messungen beinhaltet. Eine
weitere zusammengefasste Gröÿe sind die organishen Sikstoverbindungen ONIT (Stok-
well u. a. 1990, Stokwell u. a. 1997 und Geiger u. a. 2003). Hier treten in den simulierten
Mittelwerten Untershiede im Inter-Modellvergleih von über 200 % auf. Die Auswirkungen
dieser Untershiede sind ebenfalls bisher in der Literatur niht beshrieben. Für die betrah-
teten Spurenstoe PAN oder ONIT liegen leider keine verfügbaren Messdaten vor, um die





































Tabelle 5.7: Statistik D3: Vergleih von Simulationen und Messdaten der O3-Konzentrationen vom 01.07.-31.08.03 in 30 Minuten Auösung
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Andehs RADM 0,683 56,49 22,22 55,05 86,84 96,74 105,97 110,94 1,87 12,40 2,15 13,20 32,39 24,27 3,43 16,86
RACM 0,648 52,87 20,43 51,79 80,95 90,61 102,50 105,92 -1,74 6,85 -3,82 13,78 33,64 25,33 -3,20 16,84
RACM-MIM 0,646 53,03 22,19 51,53 83,38 94,15 105,65 111,28 -1,58 5,55 -5,01 14,24 33,33 26,18 -2,90 17,73
Messung 54,62 19,50 52,44 61,74 89,46 95,12 98,71
Ansbah RADM 0,820 41,75 25,01 39,46 74,81 88,69 94,82 109,72 8,37 48,93 18,96 12,87 66,14 38,66 25,14 16,55
RACM 0,805 37,49 23,62 36,50 68,02 82,64 90,59 109,01 4,12 30,75 6,16 11,02 55,73 33,10 12,38 14,54
RACM-MIM 0,802 37,54 23,65 36,63 67,97 82,79 91,18 110,41 4,18 32,54 6,36 11,10 57,33 33,34 12,55 14,66
Messung 33,31 19,40 30,85 60,67 69,92 77,12 81,75
Augsburg RADM 0,837 45,56 26,65 44,47 82,28 91,04 102,67 110,76 2,24 40,04 4,71 11,26 64,11 27,47 5,48 14,62
RACM 0,816 41,70 25,55 41,97 77,10 83,99 98,91 108,28 -1,42 22,75 -5,47 11,85 56,05 28,90 -3,46 15,02
RACM-MIM 0,811 41,89 25,60 41,84 77,40 84,55 99,97 110,14 -1,23 26,79 -4,97 12,01 60,05 29,31 -3,01 15,20
Messung 42,79 24,81 40,62 77,12 84,73 96,14 98,71
Erlangen RADM 0,814 41,99 26,72 39,64 78,33 90,62 102,66 113,43 7,29 217,78 30,61 12,52 234,83 38,54 22,41 17,53
RACM 0,806 37,77 25,09 36,10 71,52 85,23 95,88 107,93 3,29 172,16 19,26 11,81 197,15 36,30 10,13 16,14
RACM-MIM 0,804 37,90 25,14 36,25 71,39 85,78 96,92 108,45 3,41 176,11 20,03 11,89 200,73 36,56 10,49 16,27
Messung 34,22 26,71 31,88 70,28 84,32 95,12 99,74
Münhen- RADM 0,792 46,31 26,39 44,70 81,94 91,82 100,98 109,47 0,39 37,14 0,60 12,38 64,54 28,43 0,89 16,31
Johannes- RACM 0,775 43,14 24,85 42,45 77,44 85,87 96,73 105,98 -2,62 28,14 -6,19 13,05 62,35 29,95 -6,01 16,65
kirhen RACM-MIM 0,762 42,93 25,38 42,18 78,28 86,98 97,15 107,71 -2,82 26,05 -8,10 13,40 61,87 30,78 -6,47 17,32
Messung 45,72 25,15 43,70 80,21 89,38 98,48 101,29
Neustadt RADM 0,821 44,26 24,95 42,18 78,95 87,68 94,07 107,56 12,01 13,99 -8,10 10,65 39,88 26,08 2,86 14,07
RACM 0,796 40,33 23,51 39,06 73,82 81,52 88,72 107,02 -2,56 4,67 -11,14 11,34 40,48 27,78 -6,28 14,57
RACM-MIM 0,790 40,33 23,77 38,90 74,39 82,43 90,08 108,65 -2,57 4,37 -11,45 11,56 40,69 28,31 -6,29 14,86
Messung 42,87 22,30 40,62 74,04 81,75 92,54 99,11
Neu-Ulm RADM 0,829 41,83 27,69 40,16 78,71 90,24 102,56 110,76 -1,14 1,77 -16,26 11,63 41,09 28,49 -2,80 15,12
RACM 0,811 38,64 26,33 37,46 73,71 85,01 99,93 109,21 -4,17 -6,34 -25,65 12,23 41,91 29,96 -10,21 15,62
RACM-MIM 0,808 38,28 26,44 37,35 73,72 85,39 101,35 109,83 -4,50 -6,61 -26,49 12,48 42,75 30,57 -11,03 15,90
Messung 33,54 22,92 29,82 67,35 75,99 83,29 86,77
Regensburg RADM 0,710 45,64 23,92 43,14 78,86 88,67 95,39 105,64 15,27 120,92 42,10 17,75 130,17 63,69 54,79 22,70
RACM 0,689 41,40 22,66 39,42 73,52 82,84 89,43 102,97 11,26 99,72 32,02 15,01 113,32 53,88 40,42 19,80
RACM-MIM 0,687 41,42 22,82 39,64 73,77 83,56 91,85 104,43 11,28 99,91 32,07 15,07 113,56 54,09 40,48 19,93





































Tabelle 5.8: Statistik D4: Vergleih von Simulationen und Messdaten der O3-Konzentrationen vom 01.07.-31.08.03
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Andehs RADM 0,675 60,12 18,16 60,63 86,95 95,05 104,58 108,87 7,06 27,76 14,491 13,30 37,56 24,46 12,98 16,77
RACM 0,618 58,15 17,96 58,20 84,63 93,43 103,81 109,77 5,44 25,36 11,721 14,00 38,79 25,74 10,01 17,27
RACM-MIM 0,631 54,62 18,77 56,08 84,85 93,22 104,70 109,80 3,48 20,21 7,868 13,66 36,45 25,12 6,40 16,79
Messung 54,62 19,50 52,44 61,74 89,46 95,12 98,71
Ansbah RADM 0,817 49,82 22,35 46,85 79,25 92,49 99,40 113,80 16,49 105,98 27,51 17,49 109,05 52,54 49,55 20,97
RACM 0,804 45,29 21,44 43,03 73,05 86,90 95,61 112,89 11,96 83,36 21,35 14,06 89,48 42,25 35,95 17,62
RACM-MIM 0,797 45,36 21,54 43,23 73,19 87,87 95,84 113,82 12,03 85,52 21,44 14,23 91,76 42,75 36,15 17,86
Messung 33,31 19,40 30,85 60,67 69,92 77,12 81,75
Augsburg RADM 0,814 51,33 22,41 49,00 81,64 91,49 103,29 108,52 8,31 91,82 15,69 13,24 101,36 30,97 19,44 16,47
RACM 0,777 48,30 21,74 47,16 77,82 86,30 101,35 107,05 5,30 80,76 11,31 13,29 96,08 31,08 12,40 16,38
RACM-MIM 0,789 47,85 22,10 46,46 78,21 87,26 103,34 108,28 4,85 76,07 10,73 12,99 91,69 30,38 11,34 15,87
Messung 42,79 24,81 40,62 77,12 84,73 96,14 98,71
Erlangen RADM 0,810 41,95 24,82 40,26 74,83 85,52 98,59 109,67 7,45 241,40 15,88 12,75 101,36 39,17 22,90 17,38
RACM 0,804 37,75 23,48 36,99 68,31 79,59 92,55 106,46 3,44 187,29 8,79 12,02 96,08 36,93 10,59 16,03
RACM-MIM 0,801 37,88 23,49 37,04 68,30 80,17 93,54 106,68 3,63 195,71 9,67 12,13 91,69 37,27 11,16 16,16
Messung 34,22 26,71 31,88 70,28 84,32 95,12 99,74
Münhen- RADM 0,769 47,98 24,88 47,93 81,14 90,43 100,24 106,82 2,24 54,39 2,18 13,65 78,20 29,88 4,91 17,12
Johannes- RACM 0,759 44,62 23,80 44,77 76,41 84,62 97,87 104,67 -1,10 42,70 -3,82 13,84 73,73 30,32 -2,42 17,07
kirhen RACM-MIM 0,742 44,55 24,30 44,44 77,08 85,91 97,96 105,45 -1,17 40,76 -4,58 14,38 72,93 31,50 -2,56 17,79
Messung 45,72 25,15 43,70 80,21 89,38 98,48 101,29
Neustadt RADM 0,799 47,97 21,95 46,20 78,42 87,40 92,41 105,88 5,09 35,29 7,84 11,44 49,14 26,72 11,88 14,91
RACM 0,773 43,94 21,01 42,11 72,90 81,67 87,66 105,65 1,07 23,09 1,46 11,50 45,13 26,85 2,49 14,67
RACM-MIM 0,770 43,91 21,21 42,03 73,14 82,13 88,74 107,27 1,03 23,44 1,22 11,57 45,68 27,00 2,42 14,82
Messung 42,87 22,30 40,62 74,04 81,75 92,54 99,11
Neu-Ulm RADM 0,731 49,65 23,46 46,96 81,57 91,90 103,15 111,17 16,10 200,00 51,97 18,90 206,88 56,40 48,04 23,43
RACM 0,706 45,89 22,63 43,87 76,02 86,57 99,34 111,35 12,34 178,50 44,28 17,13 189,52 51,12 36,82 21,37
RACM-MIM 0,701 45,65 22,80 43,66 76,12 87,56 100,49 112,08 12,10 172,30 43,57 17,24 184,13 51,46 36,12 21,41
Messung 33,54 22,92 29,82 67,35 75,99 83,29 86,77
Regensburg RADM 0,686 43,71 24,94 43,23 76,57 88,08 93,61 102,23 14,21 104,80 35,05 18,74 121,70 64,73 49,08 22,83
RACM 0,667 39,64 23,73 39,80 70,91 81,74 88,36 100,45 10,18 86,42 23,71 16,43 109,85 56,73 35,17 20,21
RACM-MIM 0,667 39,77 23,81 39,82 71,25 82,34 89,79 101,04 10,32 86,27 24,32 16,43 108,92 56,75 35,63 20,31





































Tabelle 5.9: Statistik D4: Grundlage Zeitreihen der Tagesmaxima der O3-Konzentrationen vom 01.07.-31.08.03
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Andehs RADM 0,727 78,55 16,80 76,99 103,12 108,86 115,92 117,49 2,84 5,19 3,76 10,36 14,23 13,68 3,74 12,44
RACM 0,666 75,12 17,75 69,95 101,66 107,42 117,32 119,99 -0,59 0,66 -1,04 12,14 16,28 16,04 -0,78 13,85
RACM-MIM 0,673 74,87 18,16 69,88 103,40 108,60 117,32 119,72 -0,85 0,20 -1,51 12,17 16,28 16,07 -1,11 13,94
Messung 75,71 16,26 72,49 98,71 101,29 106,63 107,76
Ansbah RADM 0,851 74,83 17,92 70,64 96,36 101,47 118,91 124,83 15,38 27,60 14,70 15,48 27,75 26,04 25,86 17,98
RACM 0,809 69,25 18,60 63,44 90,81 97,29 117,11 124,37 9,80 17,96 9,53 11,99 21,22 20,17 16,48 14,61
RACM-MIM 0,810 69,00 18,88 62,99 90,91 98,13 117,12 124,30 9,55 17,43 9,22 11,87 20,90 19,98 16,05 14,55
Messung 59,45 14,94 56,04 81,75 85,35 94,09 96,76
Augsburg RADM 0,798 76,45 17,13 74,45 100,38 108,32 114,53 116,99 2,41 4,62 2,03 9,39 13,39 12,68 3,25 10,95
RACM 0,745 72,15 17,66 67,91 95,57 107,39 113,33 116,61 -1,88 -1,19 -2,10 10,68 14,73 14,43 -2,54 12,37
RACM-MIM 0,742 72,05 18,11 67,54 96,10 109,21 114,60 118,61 -1,98 -1,41 -2,30 10,81 14,85 14,60 -2,67 12,64
Messung 74,04 16,81 75,58 100,77 102,83 102,83 104,27
Erlangen RADM 0,860 70,81 18,69 67,19 98,05 103,56 114,36 118,62 3,20 6,93 3,40 8,13 13,16 12,68 4,98 10,46
RACM 0,837 65,08 18,84 59,21 92,68 96,91 113,49 118,65 -2,25 -1,46 -2,22 8,77 13,42 13,68 -3,51 11,00
RACM-MIM 0,833 64,98 19,29 58,52 93,50 97,82 114,74 120,11 -2,35 -1,71 -2,43 9,01 13,69 14,05 -3,65 11,24
Messung 67,45 19,95 65,30 97,94 105,55 113,06 114,36
Münhen- RADM 0,720 76,51 16,82 76,12 97,10 108,53 110,02 113,63 -0,59 0,74 -0,74 10,48 13,95 13,60 -0,76 12,34
Johannes- RACM 0,671 71,66 17,41 67,67 93,57 103,20 107,08 112,61 -5,53 -5,78 -5,62 12,58 16,30 16,32 -7,17 14,69
kirhen RACM-MIM 0,658 71,60 18,07 66,96 95,63 105,49 109,07 114,68 -5,60 -5,93 -5,83 13,02 16,78 16,89 -7,26 15,23
Messung 77,81 16,35 75,58 99,74 105,40 106,32 110,54
Neustadt RADM 0,798 74,12 16,17 71,50 92,17 93,01 111,62 115,59 1,097 3,03 1,05 8,53 12,13 11,70 1,50 10,39
RACM 0,748 68,73 16,86 65,24 86,83 89,43 110,71 115,71 -4,465 -4,83 -4,55 10,06 13,53 13,79 -6,12 12,58
RACM-MIM 0,739 68,68 17,51 64,87 87,54 90,30 112,10 117,20 -4,436 -4,86 -4,67 10,40 14,00 14,26 -6,08 12,96
Messung 73,47 16,68 73,01 95,12 104,88 106,94 108,89
Neu-Ulm RADM 0,643 78,00 18,19 75,75 99,18 111,77 120,71 123,55 13,02 25,08 19,54 16,02 28,83 24,67 20,05 19,86
RACM 0,612 73,23 18,60 69,19 92,79 111,97 122,01 123,98 8,16 17,32 12,90 15,09 26,37 23,24 12,56 17,80
RACM-MIM 0,607 72,88 19,14 68,82 93,70 113,20 123,36 125,05 7,85 16,72 12,32 15,27 26,46 23,51 12,09 17,98
Messung 65,89 17,83 65,30 88,95 93,57 94,09 94,70
Regensburg RADM 0,780 73,73 15,97 72,05 94,09 94,92 111,30 115,98 17,41 32,96 26,87 17,88 33,84 31,75 30,91 20,04
RACM 0,761 68,01 16,37 62,78 87,63 89,68 109,12 115,26 11,69 22,45 18,54 13,13 24,92 23,30 20,75 15,74
RACM-MIM 0,757 68,19 16,94 63,74 88,96 91,03 110,42 116,67 11,87 22,67 18,63 13,57 25,60 24,10 21,08 16,16





































Tabelle 5.10: Statistik D4: Grundlage Zeitreihen der täglihen 8-Stundenmittelwerte (10 - 18 Uhr Ortszeit) der der O3-Konzentrationen vom 01.07.
- 31.08.03
Station r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MFB MAGE MNGE NME NMB RMSE
Andehs RADM 0,727 78,55 16,80 76,99 103,12 108,86 115,92 117,49 2,84 5,19 3,76 10,36 14,23 13,69 3,74 12,44
RACM 0,666 75,12 17,75 69,95 101,66 107,42 117,32 119,99 -0,59 0,66 -1,04 12,15 16,28 16,04 -0,79 13,85
RACM-MIM 0,673 74,87 18,16 69,88 103,40 108,60 117,32 119,72 -0,85 0,12 -1,51 12,17 16,28 16,08 -1,12 13,94
Messung 75,71 16,26 72,49 98,71 101,29 106,63 107,76
Ansbah RADM 0,780 67,82 16,41 63,33 90,54 96,50 107,39 110,31 20,86 48,57 22,87 20,86 48,57 44,41 44,41 23,21
RACM 0,748 62,03 16,77 56,20 85,15 89,82 105,33 109,99 15,07 35,75 17,31 15,37 36,27 32,72 32,08 18,68
RACM-MIM 0,751 61,97 17,22 55,97 86,13 91,88 107,04 111,49 15,01 35,35 17,15 15,30 35,89 32,59 31,96 18,77
Messung 46,96 12,48 45,88 64,15 66,11 72,26 75,63
Augsburg RADM 0,734 68,97 15,61 68,81 87,65 97,43 102,04 105,71 7,77 14,56 7,42 10,65 19,27 17,39 12,70 13,27
RACM 0,675 64,53 16,22 61,59 83,72 93,53 100,78 105,27 3,33 7,19 2,72 10,68 18,70 17,45 5,44 12,64
RACM-MIM 0,679 64,44 16,67 62,02 83,38 94,26 102,75 107,50 3,24 6,93 2,52 10,83 18,84 17,69 5,30 12,80
Messung 61,20 13,75 63,27 78,63 82,99 86,19 87,31
Erlangen RADM 0,789 61,95 16,89 59,12 88,46 92,18 99,53 103,66 9,37 22,15 10,75 11,05 24,72 22,31 18,91 14,07
RACM 0,746 56,46 17,18 51,11 83,30 86,05 98,28 103,50 4,15 11,67 4,66 9,60 21,05 19,38 8,38 12,17
RACM-MIM 0,749 56,32 17,48 50,76 84,10 86,85 99,45 104,78 4,02 11,22 4,44 9,66 20,93 19,51 8,11 12,19
Messung 52,10 15,66 50,34 74,41 80,41 85,06 86,90
Münhen- RADM 0,599 66,21 16,00 64,01 87,44 92,53 98,02 101,00 2,39 6,49 1,77 11,25 19,57 17,69 3,75 14,01
Johannes- RACM 0,562 61,01 16,44 57,30 82,81 90,26 94,71 100,16 -2,84 -1,97 -4,25 12,63 20,93 19,85 -4,46 14,94
kirhen RACM-MIM 0,534 61,46 17,25 54,95 83,91 91,78 96,95 101,77 -2,45 -1,32 -4,07 13,31 22,05 20,91 -3,85 15,76
Messung 64,40 14,84 64,48 84,38 86,62 89,93 92,69
Neustadt RADM 0,624 66,68 14,97 64,20 83,52 87,05 100,36 104,50 6,76 13,49 6,57 10,53 19,33 17,63 11,32 13,78
RACM 0,550 61,61 15,44 59,54 77,81 82,55 99,29 104,24 1,59 4,81 0,91 11,35 19,83 19,00 2,66 13,50
RACM-MIM 0,549 61,45 16,04 58,75 79,49 83,13 100,29 105,55 1,47 4,49 0,61 11,55 20,05 19,33 2,47 13,83
Messung 60,16 12,67 61,00 74,82 84,29 85,80 86,39
Neu-Ulm RADM 0,445 69,01 16,19 65,64 89,21 98,82 105,50 108,35 18,17 48,31 32,49 19,68 50,82 38,77 35,79 24,59
RACM 0,386 64,18 16,73 60,89 82,25 95,59 105,84 108,78 13,25 38,12 24,93 17,87 45,61 35,20 26,18 22,15
RACM-MIM 0,386 63,84 16,81 60,56 84,26 96,12 105,33 108,76 12,98 37,42 24,51 17,81 45,21 35,08 25,56 22,02
Messung 51,66 15,65 52,65 69,05 72,52 76,14 77,08
Regensburg RADM 0,733 64,41 14,91 62,04 83,64 85,76 99,69 104,30 22,05 57,26 42,06 22,05 57,26 52,05 52,05 24,24
RACM 0,679 59,00 15,21 55,71 78,09 82,09 96,23 102,43 16,63 44,25 33,11 17,03 45,06 40,21 39,27 20,01
RACM-MIM 0,685 58,99 15,62 54,78 78,44 81,96 97,88 103,71 16,62 43,97 32,98 17,23 45,21 40,67 39,24 20,11
Messung 42,36 11,46 43,34 56,19 60,82 63,92 66,22
112 5 Gasphasenhemiemehanismen in MCCM
Tabelle 5.11: Statistik D4: O3/NOx-Verhältnis vom 01.07.-31.08.03; alle Gröÿen in ppb.
r MW SD Q50 Q90 Q95 Q98 Q99 MB MNBE MAGE MNGE
Andehs
RADM 0,60 22,83 19,45 15,20 52,90 63,59 72,68 77,22 13,9 158,50 15,1 172,56
RACM 0,56 19,55 16,38 14,26 45,28 54,28 63,51 71,77 10,6 129,04 11,9 145,05
RACM-M. 0,56 17,39 15,95 11,87 42,60 51,41 61,39 70,08 8,4 97,83 10,5 122,09
Messung 8,96 3,90 8,72 14,23 15,80 17,76 18,68
Augsburg
RADM 0,793 12,21 12,24 6,42 32,54 37,43 42,64 45,31 6,63 295,46 7,21 305,24
RACM 0,700 11,68 13,04 6,05 32,69 40,64 47,16 52,49 6,10 253,44 7,31 274,59
RACM-M. 0,711 11,10 12,42 5,84 30,38 38,13 45,47 50,74 5,51 217,38 6,75 238,97
Messung 5,81 5,23 4,25 14,08 15,97 18,47 19,52
Münhen-Johanneskirhen
RADM 0,60 6,78 7,70 4,10 17,04 22,27 29,67 34,13 1,18 95,29 3,88 141,25
RACM 0,59 5,84 7,09 3,27 14,61 20,41 27,40 33,63 0,24 65,86 3,65 122,37
RACM-M. 0,58 5,66 6,68 3,31 14,19 19,07 25,55 30,48 0,06 63,64 3,62 121,67
Messung 5,69 5,16 4,16 13,08 16,57 19,75 21,15
5.6 Zusammenfassung und Bewertung
Der Inter-Modellvergleih der drei Chemiemehanismen anhand von regionalen Lufthemiesi-
mulationen hat einen deutlihen systematishen Bias zu höheren Ozonkonzentrationen für den
RADM-Mehanismus im direkten Vergleih mit dem RACM- bzw. RACM-MIM-Mehanis-
mus gezeigt. Diesen Bias verdeutlihen sowohl die kontinuierlihen Zeitreihen der Ozonkon-
zentrationen an den Messstationen für Domain D3 und D4, wie auh die Satter-Plots für die
täglihen Ozonmaxima und 8-Stundenmittelwerte. Bei den Satter-Plots konnte der Bias vor
allem durh die Regressionsgeraden verdeutliht werden. Eine detailliertere Aussage bezüglih
der Abweihung lieferten auh die Quantile-Quantile-Plots an allen 8 Messstationen. Diese
zeigten vor allem in den Quantilen mit mittlerem bis höherem Rang (also den Bereihen der
O3-Verteilung mit mittleren bis hohen O3-Konzentrationen) deutlih höhere Werte für RADM
als bei den Simulationen mit RACM bzw. RACM-MIM. Die Quantile-Satter-Plots lieferten
somit niht nur eine Aussage über die Abweihungen in der Verteilung der Ozonkonzentratio-
nen, sondern auh über den Wertebereih in dem diese Abweihungen stattnden. Der Bias
der mit dem RADM-Mehanismus simulierten O3-Konzentrationen gegenüber RACM bzw.
RACM-MIM ist die erste Aussage der Modellanalyse. Für den Inter-Modellvergleih und die
Evaluierung mit den Beobahtungen wurden eine Reihe statistisher Gröÿen bereitgestellt.
Diese lieferten im Mittel für den RADM-Mehanismus eine systematishe Abweihung in
den Simulationen von a. 4 ppb mehr Ozon im Vergleih zu RACM und RACM-MIM und
quantizieren damit die erste Aussage dieses Abshnitts.
Die Untershiede der simulierten O3-Konzentrationen zwishen RACM und RACM-MIM
waren sehr gering. Sie untersheiden sih in der graphishen Modellevaluierung vor allem
bei hohen O3-Konzentrationen. Die Quantile-Plots zeigten für RACM und RACM-MIM sehr
ähnlihe Verteilungen im unteren und mittleren Bereih der Quantilen, während der RACM-
MIM Mehanismus für die Quantilen mit höherem Rang deutlih höhere O3-Konzentrationen
lieferte. Dies ist die zweite Aussage der Modellanalyse. Der Untershied zwishen RACM und
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Tabelle 5.12: Statistik D4: NOx, PAN und ONIT vom 01.07.-31.08.03; alle Gröÿen in ppb.
Andehs Ansbah Augsburg Erlangen
MW SD MW SD MW SD MW SD
NOx
RADM 4,91 3,64 11,23 8,89 9,19 7,56 21,63 22,00
RACM 6,07 4,40 13,18 9,53 10,44 8,00 23,74 22,11
RACM-M. 6,12 4,35 13,27 9,49 10,62 8,10 23,72 22,20
PAN
RADM 1,19 0,40 0,96 0,35 1,07 0,50 0,92 0,35
RACM 0,68 0,24 0,51 0,21 0,55 0,23 0,50 0,20
RACM-M. 0,66 0,23 0,49 0,20 0,53 0,22 0,48 0,20
ONIT
RADM 0.26 0.17 0.21 0.11 0.25 0.15 0.24 0.14
RACM 0.92 0.67 0.75 0.55 0.86 0.67 0.83 0.63
RACM-M. 0.45 0.34 0.37 0.26 0.41 0.31 0.45 0.37
M-Johanneskirhen Neustadt Neu-Ulm Regensburg
MW SD MW SD MW SD MW SD
NOx
RADM 17,37 14,35 11,42 9,16 15,05 11,44 19,13 15,69
RACM 18,85 15,11 13,07 9,43 16,57 11,63 21,12 16,31
RACM-M. 18,90 14,89 13,34 9,70 16,89 11,99 21,09 16,10
PAN
RADM 1,04 0,36 0,95 0,32 1,08 0,38 0,94 0,32
RACM 0,59 0,25 0,52 0,20 0,58 0,22 0,52 0,20
RACM-M. 0,58 0,24 0,51 0,19 0,55 0,21 0,50 0,20
ONIT
RADM 0.27 0.19 0.22 0.13 0.24 0.13 0.23 0.14
RACM 0.84 0.70 0.79 0.58 0.86 0.64 0.75 0.58
RACM-M. 0.44 0.38 0.42 0.33 0.36 0.23 0.42 0.35
RACM-MIM beträgt für den Mittelwert der Zeitreihe der O3-Konzentrationen und für die
Quantilen a. 1 %. Somit konnte auh die zweite zentrale Aussage quantiziert werden.
Die graphishe Modellevaluierung zeigte für den RACM bzw. den RACM-MIM-Mehanis-
mus bessere Übereinstimmungen der Simulationsergebnisse mit den Beobahtungen als für
den RADM-Mehanismus. Dies verdeutlihten vor allem die Satter-Plots der 8-Stunden-
mittelwerte und der Quantilen. Die statistishen Fehlergröÿen bezüglih den Beobahtungen
an den Messstationen zeigten für den RACM-MIM-Chemiemehanismus die geringsten Ab-
weihungen und somit die besten Übereinstimmungen. Die Fehlergröÿen waren im direkten
Vergleih zum RACM-Mehanismus nur minimal geringer. Dies ist die dritte Aussage der
Modellanalyse.
Als weitere Gröÿe zur Evaluierung der Mehanismen wurde das O3/NOx-Verhältnis be-
trahtet. Hier zeigten Histogramm und Satter-Plots an 3 Messstationen (NOx-Messdaten
waren nur an 3 Stationen verfügbar) für RADM einen deutlihen Trend zu höheren Werten.
Dies bedeutet, dass RADM einen Trend zu mehr NOx-limitierten Situationen zeigt, als dies
bei den Simulationen mit RACM oder RACM-MIM der Fall war. Die höheren Werte im
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O3/NOx-Verhältnis sind niht nur auf höhere Ozonkonzentrationen zurükzuführen, sondern
auh auf geringere NOx-Konzentrationen. Dies zeigte sih z.B. in den wesentlih höheren
PAN -Konzentrationen für den RADM-Mehanismus. Diese Vershiebung lässt sih damit
erklären, dass sih PAN als Reservoir für NOx verhält und dieses bei niedrigen Tempera-
turen stabil bindet, was zu geringeren NOx-Konzentrationen und damit auh zu höheren
O3/NOx-Verhältnissen führt.
Die sehr ländlih gelegene Station Andehs zeigte hier für das O3/NOx-Verhältnis eine sehr
starke Übershätzung durh die Simulationen im Vergleih zur Messung. Hier zeigten sih vor
allem Eekte der räumlihen Auösung der regionalen Modellierung. Die hohen simulierten
O3/NOx-Verhältnisse im Vergleih zur Messung in dieser Region resultierten aus geringen
lokalen NO-Emissionen für die entsprehende Modellgitterzelle. Während die Messung auf-
grund lokaler Eekte noh wesentlih höhere NOx-Konzentrationen erfassen konnte, waren
diese jedoh für die räumlihe Auösung der regionalen Modellierung niht repräsentativ
sondern lediglih punktuell lokal. Die urbane Messstation Münhen-Johanneskirhen zeigte
hingegen für das O3/NOx-Verhältnis eine wesentlih bessere Übereinstimmung mit der Mes-
sung. Hier repräsentierten die ebenfalls punktuellen Messungen die Werte der Simulationen
für die räumlihe Auösung der regionalen Modellierung.
Der Inter-Modellvergleih hat für die regionale Ozonvorhersagegüte gezeigt, dass der RADM-
Mehanismus shlehtere Ergebnise liefert und durh den RACM- oder dem RACM-MIM-
Mehanismus abgelöst werden muÿ. Eine Zunahme der Rehenzeit für die Berehnung der he-
mishen Umwandlung bei regionalen Simulationen von 10 - 20% (abhängig von der Anzahl der
Gitterpunkten, Zeitshrittweiten et.) beim Wehsel vom RADM- zum RACM-Mehanismus
liefert wesentlih realistishere Ozonkonzentrationen. Der RACM-MIM-Mehanismus erfor-
dert im Vergleih zum RACM-Mehanismus in einer regionalen Simulation mit MCCM noh-
mals a. 10 - 15 % mehr Rehenleistung zur Integration des Gesamtsystems.
6 Diskussion und Ausblik
Das letzte Kapitel dieser Arbeit soll die Ideen, Umsetzungen und Ergebnisse, wie sie in
den vorhergehenden Kapiteln beshrieben wurden, zusammenfassen, diskutieren und einen
Ausblik auf möglihe zukünftige Arbeiten präsentieren.
6.1 Vertikale Feuhteadvektion in MM5/MCCM
In Kapitel 3 wurde ein neues Integrations- und Advektionsverfahren für die Feuhteadvekti-
on in MM5 vorgestellt. Bei der Entwiklung des Verfahrens musste darauf geahtet werden,
dass sih das Verfahren konsistent in das numerishe Integrationsshema in MM5 integrie-
ren lässt. Bei der simultanen Integration aller in MM5 gekoppelten Erhaltungsgleihungen
(Impuls, Energie und Partialmassen, sowie der Zustandsgleihungen für ein Fluid) wird kein
Time-Splitting Verfahren verwendet, sondern die einzelnen Beiträge aus allen gekoppelten
pysikalishen Prozessen werden als Teiländerungsraten berehnet und für die Integration des
Gesamtsystems zur Verfügung gestellt. Durh nihtlineare Limitierungen wird dabei Stabilität
sihergestellt. Aufgrund der sehr starken Abhängigkeit der pysikalishen Module untereinan-
der, musste bei der Verfahrensentwiklung auf eine entsprehend konsistente Formulierung
des neuen Integrations- und Advektionsverfahrens auf drei Zeitniveaus geahtet werden. Als
Nebenbedingungen für die Verfahrensentwiklung kamen im Hinblik auf den Einsatz der
modizierten MM5-Version für regionale Klimasimulationen (Simulationszeiträume von 10 -
100 Jahren) eine möglihst hohe numerishe Ezienz und die Einshränkungen durh die in
MM5 benutzten Parallelisierungswerkzeuge hinzu, die den Einsatz von Diskretisierungsshe-
mata höherer Ordnung beshränken (Mihalakes 2000a, b).
Die deutlihe Verbesserung der advektiven Transporteigenshaften des neuen numerishen
Verfahrens wurde anhand von eindimensionalen Advektionstests gezeigt. Das Verfahren re-
duzierte die zuvor erwähnten Dezite des in MM5 verwendeten Leapfrog-Verfahrens mit dem
Asselin Zeitlter deutlih. Es konnte gezeigt werden, dass durh den gewählten Ansatz die
Bildung von numerish erzeugten Wellen in der numerishen Lösung wesentlih stärker un-
terbunden wird, als dies beim original MM5-Verfahren der Fall ist.
Eine Evaluierung der MM5-Simulationen mit DWD-Niedershlagsbeobahtungen bestätig-
te, dass das neue Verfahren zu deutlihen Verbesserungen in der Niedershlagsvorhersage
führt. Es ergab sih vor allem im Luv- und Lee-Bereih der Mittelgebirge eine deutlihe
Verbesserung der simulierten Niedershläge. Hier setzt die Kondensation in der Anströmung
durh das modizierte Verfahren in MM5 deutlih früher ein als mit dem original MM5, was
zu realistisheren Niedershlägen führt. Entsprehend erhalten die Gebiete im Lee-Bereih ge-
ringere Niedershläge. Die vorhandenen DWD-Niedershlagsbeobahtungen bestätigten dies.
Die mit dem modizierten MM5 erzielten Niedershlagsverteilungen haben im Vergleih
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zum original MM5 bessere Übereinstimmungen mit den Ergebnissen einer Studie gezeigt, in
der mehrere regionale Klimamodelle anhand von ähenbezogenen Niedershlagsbeobahtun-
gen evaluiert wurden. Es wird aufgrund der gezeigten Ergebnisse erwartet, dass das modi-
zierte MM5 in regionalen Klimasimulationen realistishere Niedershlagsverteilungen produ-
zieren wird. Damit wurde ein wesentliher Beitrag dazu geleistet, die Genauigkeit zuküntiger
regionaler Klimasimulationen zu verbessern.
Die Evaluierung von räumlih und zeitlih hohaufgelösten Simulationen der Wasserdampf-
verteilung mit Vertikalprolen aus LIDAR-Beobahtungen an den Stationen Lindenberg,
Leipzig und Ziegendorf führte niht zu dem gewünshten Erfolg. Die Untersuhung hat ge-
zeigt, dass die verfügbare MM5-Modellinitialisierung für eine derartige Untersuhung niht
geeignet ist. Trotz der Verwendung der Radiosondendaten über die MM5-FDDA-Option
konnten in den Simulationen die beobahteten Feuhteverteilungen niht ausreihend exakt
wiedergegeben werden.
Der Intermodellverlgeih der MM5-Simulationen diagnostiziert für das modizierte MM5
eine um a. 50-75 Meter tiefer liegende nähtlihe Grenzshihthöhe. Der am Boden ver-
dunstende Wasserdampf verteilt sih somit auf ein geringeres Volumen und führt in der
Grenzshiht zu feuhteren Verhältnissen, da der vertikale Austaush über die Grenzshiht
hinaus gering ist. Dieses Phänomen zeigte sih systematish für alle in MM5 zur Verfügung
stehenden Grenzshihtparameterisierungen.
Die Untersuhung hat ein möglihes Vorgehen für eine dreidimensionale Evaluierung von
MM5-Simulationen gezeigt. Für einen Vergleih von simulierten Wasserdampfverteilungen
mit Lidar-Beobahtungen sind allerdings wesentlih genauere Modellinitialisierungen erfor-
derlih. Denkbar wären z.B. zusätzlihe Radiosondenaufstiege an den Stationen vor dem Be-
obahtungszeitraum. Mit diesen zusätzlihen Informationen zur Modellinitialisierung sollte
MM5 in der Lage sein, die meteorologishe Situation möglihst exakt zu erfassen und wie-
derzugeben. Aufgrund der sehr beshränkten Datenlage bezüglih geeigneter und verfügbarer
Lidar-Messungen, war eine solhe Initialisierung niht möglih.
In der Literatur konnte bisher keine vergleihbare dreidimensionale Evaluierung von MM5-
Simulationen gefunden werden. Die meisten Modellevaluierungen beshränken sih auf einen
Vergleih von Simulationsergebnissen mit Beobahtungen am Boden. Einzelne Arbeiten zu
Evaluierungen von Simulationen mit Beobahtungen aus Radiosondenaufstiegen oder Flug-
zeugmessungen sind zwar vorhanden, die Messungen repräsentieren aber lediglih räumlihe
und zeitlihe Punktmessungen im Modellgebiet. In der dreidimensionalen Modellevaluierung
regionaler Meteorologiemodelle besteht somit noh erhebliher Bedarf, die vorhandenen Wis-
sensdezite bezüglih der Genauigkeit der regionalen Simulationen zu befriedigen.
6.2 Advektion hemisher Spurenstoe
Im Kapitel 4 der vorliegenden Arbeit wurde anhand von O3-Konzentrationen gezeigt, dass
sih durh die Implementierung zweier alternativer Advektionsverfahren in MCCM dessen
Eigenshaften zur Simulation von hemishen Spurenstoen wesentlih verbessert haben.
Dabei wurde zuerst anhand eines numerishen Advektionsexperiments verdeutliht, dass
die vershiedenen numerishen Advektionsverfahren eine groÿe Quelle für Ungenauigkeiten
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bei der Simulation von Spurenstoverteilungen sind. Für den numerishen Advektionstest im
MCCM wurden mehrere Verfahren aus der Literatur ausgewählt, eine dreidimensionale Ver-
sion für die MCCM-Modellgleihungen in Pseudoussform und für das MCCM-Modellgitter
entwikelt und als optionales Verfahren in MCCM implementiert. Anshlieÿend wurde der
Advektionstest basierend auf den MCCM-Modellgleihungen und -Modellgitter durhgeführt.
Das numerishe Experiment zeigt für das MPDATA-Referenzverfahren starke numerishe Dif-
fusion sowie einen positiven Phasenfehler und für die beiden alternativen Advektionsverfah-
ren BOTTM und BOTTP deutlih Gradienten erhaltendere Eigenshaften. Damit bestätigte
sih bereits die erste Vermutung, dass die untershiedlihen Advektionsverfahren in regiona-
len Simulationen deutlihe qualitativ Untershiede in den transportierten Gröÿen erzeugen
werden.
Dass diese Untershiede niht vernahlässigbar sind, wurde anhand detaillierter Betrah-
tungen von simulierten CO-Abluftfahnen in unmittelbarer Nähe zur Emissionsquelle bestä-
tigt. Die Advektionsverfahren BOTTM und BOTTP produzierten in den Simulationen deut-
liher ausgeprägte Abluftfahnen mit wesentlih höheren CO-Konzentrationen. In der Refe-
renzsimulation mit dem wesentlih diusiveren MPDATA-Verfahren waren die Abluftfahnen
kaum erkennbar und resultierten in wesentlih geringeren CO-Konzentrationen. Die lokalen
Untershiede in den CO-Konzentrationen lagen bei über 100%. Es wurde bei dieser Unter-
suhung ebenfalls gezeigt, dass das positiv denite Bott-Advektionsverfahren BOTTP bei
der Simulation der sehr starken lokalen Gradienten an den Emissionsquellen durh ein Über-
shwingen erheblihe numerishe Fehler induzierte. Bei quasi-inerten Spurenstoen wie CO
haben solhe Fehler keine gravierenden Auswirkungen auf die Gesamtsimulation. Handelt es
sih bei den Emissionen aber um sehr shnell reagierende Spurenstoe wie NO, so erfolgt
durh die nihtlineare Lufthemie eine sehr shnelle hemishe Umwandlung und die nume-
rish induzierten Fehler beeinussen das lokale photostationäre Gleihgewiht. Die numerish
verstärkten lokalen Spurenstogradienten können vor allem bei der Verwendung des QSSA-
Lösers als numerishes Integrationsverfahren durh nihtlineare Rükkopplungen im Modell
zu numerishen Stabilitätsproblemen führen, wenn die Integrationszeitshritte sehr progressiv
gewählt wurden.
In den Verteilungen von reaktiven Emittenten, z.B. bei den NO-Konzentrationen, wurden
durh die vershiedenen Advektionsverfahren in den regionalen Simulationen im Mittel über
den Simulationszeitraum im Domain D3 und D4 Untershiede von bis zu 100% erzeugt. Die
Ursahen für diese Untershiede liegen an untershiedlihen lokalen Spurenstoverteilungen
in der Nähe der Emissionsquellen. Diese Untershiede panzen sih z.B. durh die Nestung auf
die Unter-Domains entsprehend fort. In den Simulationen für Domain D2 haben die lokalen
NOx-Abluftfahnen von Barelona, Paris und London, die alle in Domain D1 in unmittelbarer
Nähe zum D2 lagen, die Randbedingungen für Domain D2 sehr stark beeinusst. Für Domain
D3 haben ähnlihe Eekte in den lokalen NOx-Abluftfahnenan den Domainrändern (Emissi-
onsquellen entlang des Rheins im Westen und in Tshehien im Osten) die Untershiede noh
verstärkt und zu den gezeigten untershiedlihen Spurenstoverteilungen, vor allem für die
NO-Konzentrationen geführt. Diese wirkten sih durh eine stärkere O3-Titration erheblih
auf die Verteilung von sekundären Luftshadstoen wie O3 aus.
Es konnte gezeigt werden, dass die Sensitivität der simulierten O3-Konzentrationen be-
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züglih der numerishen Advektionsverfahren bei der gröberen Auösung von 6 km deutlih
stärker war, als bei der feinen Auösung von 2 km. In den 3 Simulationen mit der fein-
sten Auösung waren die Untershiede in den simulierten O3-Konzentrationen wesentlih
geringer, trotz deutlih höheren urbanen NO-Konzentrationen in den Simulationen mit den
Bott-Verfahren. In dieser Auösung sind oenbar andere Prozesse dominant und beeinussen
die O3-Konzentrationen weit wesentliher, als es die Untershiede in den Advektionsverfahren
vermögen.
Den hohaufgelösten MCCM-Simulationen mit den Bott-Advektionsverfahren bestätigen
die statistishen Gröÿen und Fehlermaÿe deutlih bessere Übereinstimmungen mit den Beob-
ahtungen als für das Referenzverfahren. Vor allem das positiv denite Bott-Advektionsver-
fahren, welhes sih durh seine Eigenshaft auszeihnet, starke Gradienten beim advektiven
Transport sehr gut zu erhalten, produzierte hier die beste Übereinstimmung, bzw. die gering-
sten Abweihungen mit den Beobahtungen.
Aufgrund der Tatsahe, dass nur sehr wenige, mit dem MCCM vergleihbare Modelle exi-
stieren, sind in der Literatur nur einzelne Arbeiten über Advektionsverfahren für Lufthe-
miemodelle veröentliht. Die meisten Publikationen behandeln aber globale Chemiemodel-
le mit einer spektralen Diskretisierung. Lediglih Chok u. a. (2005) und Perell und Byun
(2006) zeigen jeweils eine Implementierung eines Lagrangshen Transportverfahrens in die o-
line Chemietransportmodelle CMAQ und CAMX. Chok u. a. (2005) zeigen dabei mit dem
CAMX-Modell im Vergleih zu dieser Arbeit wesentlih gröÿere Untershiede in den simulier-
ten bodennahen CO- und O3-Konzentrationen aufgrund von untershiedlihen numerishen
Advektionsverfahren.
Aufgrund der Datenlage konnten lediglih bodennahe punktuelle Beobahtungen aus dem
Beobahtungsnetz des bayerishen Landesamtes für Umwelt zur Evaluierung der Simula-
tionen verwendet werden. Wünshenswert wäre aber eine dreidimensionale Evaluierung der
Simulationsergebnisse z.B. mit Spurensto-Beobahtungen von Lidarsystemen, Radiosonden-
beobahtungen und auh Messungen von Messtürmen über einen ähnlih langen Zeitraum
wie in dieser Untersuhung. Ensprehende geeignete Datensätze sind entweder niht bekannt
oder niht verfügbar. Dreidimensionale Messungen wie z.B. aus der BerliOZ Kampagne sind
aufgrund des kurzen Beobahtungszeitraums von unter 48 Stunden nur bedingt eine Alter-
native, ebensowenig wie Flugzeugmessungen. Bei letzteren ist der Fehler durh die vertikale
Interpolation auf dem Modellgitter bereits in der Gröÿenordnung der durh diese Studie
gezeigten Untershiede. Wünshenswert wären für die Modellierung repräsentative Langzeit-
messungen einer Vielzahl hemisher Spurenstoe z.B. auf Fernsehtürmen, Windräder oder
hohen Gebäuden verteilt rund um groÿe Städte wie z.B. Münhen oder Berlin. Die aus diesen
Messungen resultierenden Datensätze würden für eine dreidimensionale Modellevaluierung
die ideale Datengrundlage shaen, anstatt auf die Daten zur lokalen Luftshadstoüberwa-
hung zurükgreifen zu müssen. Letztere sind, wie in dieser Arbeit diskutiert, nur begrenzt
zum Vergleih mit regionalen Simulationen geeignet.
Eine dreidimensionale Modellevaluierung der hemishen Spurenstoverteilungen ist aus
vielerlei Hinsiht wünshenswert und notwendig. Vor allem in Hinblik auf die Modellierung
von sekundärem Aerosol in der Troposphäre haben die in dieser Untersuhung gezeigten Un-
tershiede in den dreidimensionalen Spurenstoverteilungen deutlihe Auswirkungen sowohl
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auf die Aerosol-Bildungsraten als auh auf die resultierenden Konzentrationen. Die Verände-
rung im sekundären Aerosol beeinusst wiederum ganz wesentlih die optishen Eigenshaf-
ten des Gesamtaerosols und damit den terrestrishen Strahlungshaushalt, der wiederum die
Photohemie antreibt.
6.3 Vergleih von Mehanismen für die troposphärishe
Lufthemie
Die Evaluierung der drei Chemiemehanismen im regionalen Modell MCCM hat für den
RADM-Mehanismus im direkten Vergleih mit dem RACM- bzw. RACM-MIM-Mehanis-
mus Bias hervorgebraht. RADM produziert in den Simulationen um a. 4 ppb höhere
bodennahe Ozonkonzentrationen. Durh eine detaillierte Betrahtung der simulierten O3-
Verteilungen an den 8 Messstationen zeigen die Quantilen mit mittlerem bis höherem Rang
deutlih höhere Ozonkonzentrationen für RADM als bei den beiden anderen Mehanismen,
während letztere sehr ähnlihe Verteilungen im unteren und mittleren Bereih der Verteilung
produzieren. Der Untershied zwishen RACM und RACM-MIM beträgt für den Mittelwert
der Zeitreihen der Ozonkonzentrationen und für die Quantilen maximal 1 %. RACM-MIM
zeigt für die Quantilen mit höherem Rang (also für die hohen Konzentrationen in der Vertei-
lung) deutlih höhere Ozonkonzentrationen als RACM.
RACM, bzw. der RACM-MIM-Mehanismus produzieren bessere Übereinstimmungen der
Simulationsergebnisse mit den Beobahtungen, vor allem für die betrahteten täglihen 8-
Stundenmittelwerte der O3-Konzentrationen.
Das O3/NOx-Verhältnis zeigt in den Simulationen für RADM einen deutlihen Trend zu
höheren Werten, also einen Trend zu mehr NOx-limitierten Situationen, als dies bei den
Simulationen mit RACM oder RACM-MIM der Fall ist. Die höheren Werte im O3/NOx-
Verhältnis sind niht nur auf höhere Ozonkonzentrationen zurükzuführen, sondern auh auf
geringere NOx-Konzentrationen.
Der Inter-Modellvergleih hat für die regionale Ozonvorhersagegüte gezeigt, dass der RADM-
Mehanismus wesentlih shlehtere Ergebnisse liefert und durh den RACM- oder dem
RACM-MIM-Mehanismus abgelöst werden sollte. Eine Zunahme der Rehenzeit für die nu-
merishe Integration bei regionalen Simulationen von 10 - 25% beim Wehsel vom RADM-
zum RACM-Mehanismus liefert wesentlih realistishere Ozonkonzentrationen und sollte so-
mit kein Hinderniss darstellen. Der RACM-MIM-Mehanismus erfordert nohmals a. 10 %
mehr Rehenleistung zur Integration des Gesamtsystems, als der RACM-Mehanismus. Hier
müssen die geringfügig besseren Ergebnisse mit einem wesentlih gröÿeren Rehenaufwand
erbraht werden.
Für die dreidimensionale Modellevaluierung gelten auh hier die bereits in Abshnitt 6.2
diskutierten Punkte.
Darüberhinaus hat der Inter-Modellvergleih der drei Chemiemehanismen in MCCM ne-
ben den wissenshaftlihen Erkenntnissen über die regionale Ozon-Modellierungsgüte auh
einen völlig neuen Weg beshrieben, um in der Zukunft weitere Chemiemehanismen in MC-
CM oder andere regionale Modelle zu integrieren. Es wurde für die gezeigte Untersuhung
in MCCM eine Shnittstelle geshaen und darüber hinaus eine Vorgehensweise beshrieben,
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die es in der Zukunft ermögliht, einfah und ezient jeden beliebigen Gasphasenhemie-
mehanismus in MCCM zu implementieren. Damit wurde das regionale Modell MCCM ent-
sheidend weiterentwikelt und vorbereitet, um auh in der Zukunft neue Herausforderungen
im Bereih der regionalen Lufthemiemodellierung bearbeiten zu können. Hier sind vor allem
gekoppelte regionale Lufthemie-Klimasimulationen zu nennen. Hierzu sind z.B. vereinfahte
Chemiemehanismen notwendig, um solhe Simulationen selbst mit den modernsten Hoh-
leistungsrehnern noh in endliher Zeit durhführen zu können, da regionale Chemie-Klima-
Simulationen bis zu 500% mehr Rehenleistung erfordern als regionale Klimasimulationen.
Für die Klimamodellierung sind weitere Aspekte der Klimaänderung von besonderem In-
teresse, wie z.B. die Auswirkungen durh die von der Klimaänderung hervorgebrahten Ver-
änderungen in der Atmosphäre auf die hemishen Eigenshaften und Zusammensetzung der
tropospärishen Luft. Zu erwähnen sind hier vor allem die Veränderungen im Strahlungshaus-
halt durh die klimabedingten Änderungen in den optishen Eigenshaften der Atmosphäre
(z.B. durh Wasserdampf, Aerosole und hemishe Spurenstoe), Veränderungen in den bio-
genen Kohlenwasserstoemissionen durh klimabedingte Veränderungen in der Biosphäre und
deren Auswirkungen auf die troposphärishe Chemie, wie z.B. auf das Ozonbildungspotential.
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