Chaos generated by the internal dynamics of a large neural network can be correlated over large spatial scales. Modulating the spatial coherence of the chaotic fluctuations by the spatial pattern of the external input provides a robust mechanism for feature segmentation and binding, which cannot be accomplished by networks of oscillators with local noise. This is demonstrated by an investigation of synchronized chaos in a network model of bursting neurons responding to an inhornogeneous stimulus. Consequently, even weak coupling between two large assemblies of oscillators will eventually synchronize them.
Chaos generated by the internal dynamics of a large neural network can be correlated over large spatial scales. Modulating the spatial coherence of the chaotic fluctuations by the spatial pattern of the external input provides a robust mechanism for feature segmentation and binding, which cannot be accomplished by networks of oscillators with local noise. This is demonstrated by an investigation of synchronized chaos in a network model of bursting neurons responding to an inhornogeneous stimulus.
PACS numbers: 87. 10 [1, 2] . Theoretical studies of these phenomena include systems of coupled limit-cycle oscillators [I] , the complex Ginzburg-Landau system [1] [2] [3] , and the lattices of coupled maps [4, 5] . Recent experiments in neurobiology have renewed interest in the cooperative dynamical properties of large neuronal systems, in particular, the emergence of synchronized patterns of neural activity and their computational role. Large-scale spatiotemporal patterns of activity in the frequency range of 30-70 Hz have been found in the olfactory system, the visual cortex, and other brain areas [6] [7] [8] [9] .
Temporally modulated neuronal responses to oriented stimuli have been observed in the cat visual cortex. Local groups of neurons responding to a common stimulus display synchronized activity. Neurons responding to separate stimuli are also phase locked, even when the distance between them is large, provided their stimuli have similar features (e.g. , similar orientation and direction of motion) [6, 7] . It has been suggested that the selective synchronization of neural activity serves as a mechanism of binding spatially distributed features into a coherent object [6, 10] . Consequently, even weak coupling between two large assemblies of oscillators will eventually synchronize them.
More importantly, even when such assemblies are not interacting at all, the time taken to desynchronize the initial relative phase between them is extremely long, i.e., of O(lV/8-). To overcome this problem within the context of oscillatory networks one has to introduce an ad hoc spatially correlated noise [13, 14] . %e study a network of coupled Hindmarsk-Rose neurons [15] described by the following equations:
X; = I'; -aX +bX; -Z;+I; + g JiS; (t), j=] VOLUME 68, NUMBER 5 PHYSICAL REVIEW LETTERS [17] . The time-averaged firing rates I;=(S;(r)) are displayed in Fig. 1 against the local external currents I;. It exhibits a series of discontinuities marking the boundaries between different firing states. An example of two neurons, with periodic bursts of two and three spikes respectively, is shown in Fig. 2(a) sponding to a common oriented stimulus [13] . This system of two interacting clusters has been simulated with A'=160. %hen the intracluster interaction J;"t"".is varied, we find that each cluster displays the same three phases as the fully connected system described above. In particular for values of J;"t"". » 15 
