We prove a correspondence theorem for singular tropical surfaces in ℝ 3 , which recovers singular algebraic surfaces in an appropriate toric three-fold that tropicalize to a given singular tropical surface. Furthermore, we develop a three-dimensional version of Mikhalkin's lattice path algorithm that enumerates singular tropical surfaces passing through an appropriate configuration of points in ℝ 3 . As application we show that there are pencils of real surfaces of degree d in ℙ 3 containing at least (3/2)d 3 + O(d 2 ) singular surfaces, which is asymptotically comparable to the number 4(d − 1) 3 of all complex singular surfaces in the pencil. Our result relies on the classification of singular tropical surfaces [12] .
(cf. [16] ). However, in the case of tropical surfaces, the corresponding lattice paths can be disconnected, and the problem of inscribing one of the five possible circuits dual to the face with a singular point of a singular tropical surface¹ (see [12] ) into the given lattice path turns to be a non-trivial combinatorial task, which results both in local (i.e., related to the circuit) and global (i.e., related to the whole lattice path) restrictions. Note also that if the line of point constraints is sufficiently close to one of the coordinate axes, in the planar curve case the lattice path algorithm converges to a Caporaso-Harris algorithm [6] which counts tropical curves with relatively simple circuits represented by unit parallelograms and multiple edges, and this leads to a much simpler floor-diagram algorithm; see [2] . In its turn, a similar enumeration of singular tropical surfaces necessarily involves surfaces (see [13, Appendix] ) with circuits represented by unit parallelograms and double edges as well as by pentatopes, which are much more involved (for example, their classification up to Aff(ℤ 3 )-equivalence is infinite, cf. [12] ).
The next result is a correspondence statement, which to a given configuration of points p in the big torus of the given toric three-fold and a singular tropical surface S passing through the tropicalized point configuration x associates all possible singular algebraic surfaces which contain the configuration p and tropicalize to S, in particular, we compute the number of such algebraic surfaces, called the multiplicity mt(S, x) of the pair (S, x). Thus, we obtain the formula for the degree of the discriminant Sing(∆) in the tautological linear system on the toric variety associated with a convex lattice polytope ∆:
mt(S, x).
The combinatorial side of the correspondence is addressed in Section 4.2, and it consists in the finding of all possible locations of tropical singular points on a given singular tropical surface (see Lemmas 4.1 and 4.2 in Section 4.2). Contrary to the planar case (see [12; 11] ), these locations form a non-trivial finite set (cf. [12] ). As a byproduct we prove that twice the lattice diameter of the Newton polytope provides a lower bound to the maximal number of singular points on a singular tropical surface with a given Newton polytope (Theorem 6.1 in Section 6). The algebraic part of the correspondence is a version of Viro's patchworking construction [20] adapted to the singular setting. That is we look for a singular surface over as an analytic family of complex surfaces inscribed in the family of three-folds X → (ℂ, 0) with general fibre X t ≃ Tor ℂ (∆), t ̸ = 0. It is done in two steps: (1) in Section 4.3, using the given configuration p ⊂ ( * ) 3 , we restore the the leading terms of the coefficients of the polynomial describing the sought surface, i.e. the complex surface S 0 ⊂ X 0 ; (2) in Section 4.4, we reconstruct the required family using the implicit function theorem.
In fact, there are even simpler formulas for the degree of the discriminant than (1): see, for instance, [4, Corollary 6.5] . However, an advantage of the tropical approach is that it allows one to explicitly describe all singular algebraic surfaces in count and, moreover, to recognize the real ones among them. To demonstrate this advantage in our situation, we address the following
Question. How many real singular surfaces can occur in a generic real pencil of surfaces of degree d in ℙ 3 ?
We show (Theorem 5.1 in Section 5) that there exist generic pencils of surfaces of degree d containing at least (3/2)d 3 + O(d 2 ) real singular surfaces, which is comparable with the total number 4(d −1) 3 of (complex) singular surfaces in a pencil. We obtain also a general lower bound for the case of arbitrary Newton polytopes (Theorem 5.3 in Section 5). 
The lattice path algorithm in dimension 3
In this section, we give a solution for Problem 2.1 (1) , which consists in the following algorithmic procedure:
• First, we choose tropical point constraints in Mikhalkin's position (see Section 3.1).
• Next, we enumerate all possible lattice paths of length N = |∆ ∩ ℤ 3 | − 2 inscribed into the polytope ∆ and related to the chosen point constraints (see Lemma 3.2 in Section 3.2).
• Finally, for each of the above lattice paths and each of the five types of circuits (Lemma 2.2), we construct all singular tropical surfaces that pass through the given point constraints, have a circuit of the chosen type, and whose dual subdivision of ∆ contains the given lattice path (see Lemmas 3.7, 3.9, 3.10, 3.11, 3.12, 3.13, 3.14, and 3.15 in Section 3.4).
Below we denote by Vol ℤ (δ) the lattice volume of a positive-dimensional lattice polytope δ, i.e., the volume normalized by the condition that the minimal lattice simplex of dimension dim δ in the affine space spanned by δ has volume 1.
Tropical point constraints in Mikhalkin's position
To apply a lattice path algorithm similar to the one for tropical curves ( [14] , [16, Section 7 .2]), we place the points in the following special position. Choose a line L ⊂ ℝ 3 passing through the origin and directed by a vector v ∈ ℚ 3 , which is not parallel or orthogonal to any proper affine subspace of ℝ 3 spanned by a nonempty subset A ⊂ ∆ ∩ ℤ 3 ; then pick the following (ordered) configuration x = (x 1 , . . . , x N ) of marked points 
Note that the configurations (3) are generic. The set Sing tr (∆, x) is finite, and all its elements are singular tropical surfaces of maximal-dimensional geometric type as described in [12, Theorem 2] . Moreover, for any S ∈ Sing tr (∆, x), each marked point x i , 1 ≤ i ≤ N, is in the interior of a 2-face F i of S, and
We will solve Problem 2.1(1) for point configurations satisfying (3).
The dual reformulation
Introduce the partial order ≻ in ℝ 3 : u ≻ u ⇐⇒ ⟨u − u , v⟩ > 0 to obtain a linear order on ∆ ∩ ℤ 3 :
Given a subset A ⊂ ∆∩ ℤ 3 consisting of m ≥ 2 points a 1 ≺ a 2 ≺ ⋅ ⋅ ⋅ ≺ a m , we call an ordered subset of the set of segments
. . , m − 1} a lattice path supported on A if it covers the whole set A. The set P(A) is called the complete lattice path supported on A. We call a lattice path connected (disconnected) if the union of its segments is connected (disconnected). Let F S : ℝ 3 → ℝ be a tropical polynomial defining a singular tropical surface S ∈ Sing tr (∆, x), and let ν S :
∆ → ℝ be the Legendre dual piecewise linear function whose linearity domains determine the subdivision Σ S of ∆ dual to S. Denote by e i , i = 1, . . . , N, the edge of Σ S dual to the 2-face F i of S containing the point x i in its interior. We denote by P(S, x) = {e i : i = 1, . . . , N} the lattice path corresponding to the pair (S, x).
Lemma 3.2.
For a singular tropical surface S passing through x, the lattice path P(S, x) defined above satisfies:
we call this path Γ k,k+1 ;
(ii) or P(S, x) = P(A), where A = ∆ ∩ ℤ 3 \ {w k } for some 0 ≤ k ≤ N + 1; we call this path Γ k .
We call the lattice paths Γ k , k = 0, . . . , N + 1, and Γ k,k+1 , k = 1, . . . , N, the marked lattice paths for ∆.
Proof. By the duality of S and the subdivision Σ S (see [15, Section 2.1] ), the components of ℝ 3 \ S are in oneto-one correspondence with a subset of ∆ ∩ ℤ 3 (including all the vertices of ∆). Due to the convexity of these components, different connected components of L \ x cannot intersect the same component of ℝ 3 \ S. Since L \ x has |x| + 1 = N + 1 = |∆ ∩ ℤ 3 | − 1 components, we encounter the following situations:
(a) both L \ x and ℝ 3 \ S consist of N + 1 components;
(b) L \ x consists of N + 1 components, and ℝ 3 \ S consists of N + 2 components. Now note that if w i and w j are dual to the components w * i , w * j intersecting L along neighboring intervals, and the vector v points from w * i to w * j , then w j ≻ w i . In Case (a), there exists a unique point w k , 0 ≤ k ≤ N + 1, that is not a vertex of the subdivision Σ S . Then
Otherwise, we have an extra intersection point y ∈ L \ x of L ∩ S, and then: if y ≺ x 1 we get the path Γ 0 , if x k ≺ y ≺ x k+1 for some k = 1, . . . , N, we get the path Γ k,k+1 , and at last, if x N ≺ y we get the path Γ N+1 . 2 Problem 3.3. Given a marked lattice path P, find all subdivisions Σ of ∆ that contain the path P (i.e., each edge of P is an edge of the subdivision Σ) and are dual to singular tropical surfaces S passing through x (such that the edge dual to the 2-face F i containing x i is in P).
We suggest a solution to Problem 3.3 which can be regarded as a three-dimensional version of Mikhalkin's lattice path algorithm [14; 16] . By [12, Theorem 2] , the desired subdivision Σ has one circuit of type A, B, C, D, or E (see Lemma 2.2 and Figure 1 ) and all its three-dimensional cells that do not contain the circuit are simplices, i.e. tetrahedra whose only integral points are their vertices. In the next Subsection 3.3, we present an auxiliary construction that completes the subdivision outside the circuit. In Subsection 3.4 we explain how to fit a circuit in a subdivision for a given lattice path.
The smooth extension algorithm
We first show in general terms how to extend a given subdivision when the underlying polytope is enlarged.
Lemma 3.4. Let us be given the following data:
• a convex lattice polytope δ ⊂ ℝ n and a convex piecewise linear function ν : δ → ℝ, whose linearity domains define a subdivision σ of δ into convex lattice subpolytopes;
• a convex lattice polytope δ ⊂ ℝ n such that δ 0 = δ ∩ δ is a cell of the subdivision σ and a face of δ of codimension 1.
Pick a point w ∈ δ ∩ ℤ n \ δ . Then there exists a unique extension of σ to a convex subdivision σ of δ = Conv(δ ∪ δ ) such that
• the vertices of σ are the vertices of σ and of δ ,
• δ is a cell of σ,
• the cells of σ are linearity domains of a convex piecewise linear function ν : δ → ℝ such that ν δ = ν and ν(w) ≫ max ν .
Proof. Clearly, w does not lie in the affine subspace of ℝ n spanned by δ 0 . Hence the (linear) function ν δ 0 and the value ν(w) induce a unique linear function ν on δ . Furthermore, the condition ν(w) ≫ max ν ensures that any segment in ℝ n+1 joining an interior point of the graph of ν and an interior point of the graph of ν lies above these graphs. Hence the lower facets of Conv(Graph(ν ) ∪ Graph(ν )) (i.e. the facets whose outer normal vector has a negative last coordinate) define a graph of a convex piecewise linear function ν : δ → ℝ as required. Finally, we note that there is a μ ≫ max ν such that the subdivision of δ defined by the linearity domains of ν does not depend on the choice of the value ν(w) > μ.
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Example 3.5. Let δ ⊂ ℝ n and ν : δ → ℝ be as in Lemma 3.4, let w ∈ ℤ n \ δ and δ = Conv(δ ∪ {w}). Let v ∈ ℚ n be a vector which is not parallel or orthogonal to any segment joining any two distinct points of δ. Suppose that w ≻ w for any w ∈ δ . Then the construction of Lemma 3.4 works as follows. Note that there exists a pointw ∈ δ which satisfiesw ≻ w for all w ∈ δ \ {w} and such that the segment [w, w] intersects with δ only atw. Then we can put δ = [w, w] and extend the subdivision σ of δ to a convex subdivision of δ. We call the subdivision σ of δ the smooth extension of σ . ("Smooth" means here that the dual tropical surface cannot have singular points on the faces dual to the cells of the subdivision lying outside δ .)
An important particular case is the following construction. (ii) We view the space of tropical surfaces defined by tropical polynomials as above as ℝ |A| /(1, . . . , 1). In particular, we can always assume that the first coefficient of the tropical polynomial satisfies c 0 = 0.
Proof. Statements (ii) immediately follow from the general position of x. Thus we explain only Parts (i) and (iii). The polynomial F S (X) defining S can be computed from the formulas
The function ν S : ∆ → ℝ takes the value −c i at the point
. . , N, which is required in Lemma 3.4 and Example 3.5. 
Subdivisions with prescribed type of circuit
In this subsection, we study how the types of circuits listed in Lemma 2.2 fit into subdivisions for a given lattice path. In particular, we show that the circuits of type B, C, D, or E can appear only for connected lattice paths Γ k omitting one point w k ∈ ∆ ∩ ℤ 3 , which is either an interior point of the convex hull of the circuit of type B, C, or E, or is one of the points of the circuit of type D. In turn, circuits of type A may appear in subdivisions based on connected and disconnected lattice paths. and containing a circuit of type B, C, or E according to Lemma 3.7(2) are determined by the point conditions x. Furthermore, the lattice points w l forming the circuit satisfy a unique (up to a non-zero multiple) relation ∑ l λ l w l = 0 with ∑ λ l = 0 (for example, for a circuit of type E it is w i − 2w j + w k = 0 with w j the midpoint of the segment [w i , w k ]). Since the circuit is part of the subdivision, it follows that ∑ l λ l c l = 0, which allows us to deduce the value of c k from the others. We call the equation ∑ l λ l c l = 0 defining c k the circuit relation for the coefficients of the tropical polynomial.
Subdivisions with circuit of type D
For circuits of type D, we have to treat the two cases of a connected path Γ k and a disconnected path Γ k,k+1 (see Lemma 3.2) separately.
(1) The case of a connected path P.
Lemma 3.9. Let P = Γ k for some k = 0, . . . , N + 1, and let P extend to a subdivision Σ of ∆ with a circuit C of type D, that is dual to a surface S ∈ Sing tr (∆, x). Then (i) the circuit C contains w k and three more vertices w i , w j , w l , i < j < l;
(ii) the subdivision Σ is uniquely determined by the pair (k, C), in particular,
• it contains a smooth triangulation of Conv(P(l * )) as in Lemma 3.6, where P(l * ) is the part of P bounded from above by the vertex w l * preceding w l in P,
• Σ is obtained from the triangulation of Conv(P(l * )) by the extension to Conv(P(l * )∪ C) as in Lemma 3.4 and by a sequence of smooth extensions as in Example 3.5 when subsequently adding the points of P following w l .
Proof. We explain only the first claim in statement (ii), since the rest is straightforward. As in Lemma 3.6 and Remark 3.8, we obtain the coefficients of a tropical polynomial defining the surface S from the point conditions and the circuit relation. Let ν S be the piece-wise linear function defined by this polynomial. Suppose that w s ∈ P, ∆ s = Conv(P(s)) (where P(s) is the part of P bounded from above by the vertex w s ) is smoothly triangulated, and w s is the maximal such lattice point. Assume that s < l * . The fact that the triangulation of ∆ s does not extend to a smooth triangulation of Conv(∆ s ∪ {w s+1 }) means that in the graph of ν, there exists a line segment σ 1 joining (w s+1 , ν S (w s+1 )) with a point (z 1 , ν S (z 1 )) ∈ ∆ s × ℝ and a line segment 
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Lemma 3.9 provides only necessary conditions for a connected lattice path with circuit of type D to be extendable to a subdivision, dual to a singular tropical surface passing through the given point configuration. To formulate sufficient conditions, consider the univariate tropical polynomial
Its coefficients c 0 , . . . , c N+1 are determined by the following relations (point Conditions (3) and circuit relation, see Remark 3.8):
• for k = 0:
Lemma 3.10. The subdivision Σ constructed in Lemma 3.9 is dual to a tropical surface S ∈ Sing tr (∆, x) if and only if the following conditions hold:
(i) the face of Σ given by the circuit does not lie on ∂∆;
Proof. The first condition is necessary by [12, Theorem 4] . Having it fulfilled, we have to ensure that the roots of the tropical polynomial F S L (τ) (that is the restriction of the tropical polynomial defining S to the line L) are M s , 1 ≤ s ≤ N, and maybe one more root outside the range
Since the tropical polynomial
has precisely the roots M 1 , . . . , M N , we end up with the inequalities
Condition (6) is necessary as well, cf. the proof of Lemma 3.2. The sufficiency of Conditions (i) and (6) comes again from [12, Theorem 4] (i.e., S is singular), and from the fact that F S L (τ) defines the intersection points of L and S:
We show the equivalence of (ii) and (6) . Suppose that i < j < l < k ≤ N. Then from (6) and the circuit relation we derive
and hence
which is a contradiction. Suppose that i < j < l < N < k = N + 1. Again (6) and the circuit relations yield
which is a contradiction since l < N, and hence
which is a contradiction.
In the case k = 0 < 1 < i < j < l, we again have relations (8) , and hence
, which contradicts the former conclusion.
Suppose that i < k < l. Then the equations for c s , 0 ≤ s ≤ N + 1, yield
If k < l − 1, the required relation reads
which holds true. If k = l − 1, the required relation reads
which again holds true.
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(2) The case of a disconnected path P.
Then it cannot be extended to a subdivision of ∆ with a circuit of type D that is dual to a surface S ∈ Sing tr (∆, x).
Proof. Observe that L ∩ S contains the marked points x s = M s v, 1 ≤ s ≤ N, and one more point 
Assume the circuit of type D consists of the points w i , w j , w l and w m , with i < j < l < m. Joining relations (9) and 0
However, under these conditions, the actual circuit relation 
Subdivisions with circuit of type A
Recall (cf. [12, Theorem 2] ) that a circuit of type A is formed by the vertices of a pentatope, which up to ℤ-affine transformation can be identified with
The circuit relation (see Remark 3.8) means that the points (ω, −c ω ) ∈ ℝ 4 , ω ∈ Π p,q , c ω ∈ ℝ, lie in one 3-plane, and it can be written as
(1) The case of a connected path P. and by a sequence of smooth extensions as in Example 3.5 when subsequently adding the points of P following w n .
Lemma 3.12. Let the lattice path P
Proof. Claim (i) immediately follows from Formulas (4), since in case k ̸ ∈ {i, j, l, m, n}, we would have |c n | ≫ max{|c i |, |c j |, |c l |, |c m |} contrary to the circuit relation (11) (combined with a proper ℤ-affine transformation).
Suppose now that k = n ≤ N. The necessary condition in this case is (see (6))
whereas from the circuit relation (11) we get
Then the necessary Condition (6) yields
Claim (iii) is proved analogously to Lemma 3.9(ii). 
Then Σ is dual to a tropical surface S ∈ Sing tr (∆, x) if and only if the following holds:
• for 0 ≤ k < n, we have λ n > 0.
Proof. Similarly to the proof of Lemma 3.10, we have to check Conditions (6), which read
In the first case, we plug the circuit relation (12) and the relation c N = c N−1 − M N ⟨w N − w N−1 , v⟩ into (15) and obtain
Since the left-hand side is of order o(M N ), we immediately see that (13) is sufficient for (15) , and that the opposite strict inequality contradicts (15) . If the right-hand side of (16) vanishes, we get λ N − 1 > 0, and hence Conditions (14) in view of
In the second case, we again plug the circuit relation into (15) and obtain
which holds if and only if λ n > 0 in view of
2) The case of a disconnected path P.
Lemma 3.14. Let the lattice path P
(ii) the subdivision Σ is uniquely determined by the pair (k, C) and satisfies the following: • for m = k, n = k + 1, we have λ k − 1 > 0 and either
• for m = k + 1, n = k + 2, we have λ k+1 − 1 > 0 and either
Proof. Suppose that m = k and n = k + 1. Plugging c k+1 = c k − M 0 ⟨w k+1 − w k , v⟩ into (17), we obtain
The required condition M k+1 > M 0 > M k is equivalent to the two inequalities:
Since (18) is sufficient for (23), and that the opposite strict inequality in (18) contradicts (23). At last, if the left-hand side of (23) vanishes, due to
we end up with Condition (19) .
Suppose that m = k + 1 and n = k + 2. Plugging c k+2 = c k+1 − M k+1 ⟨w k+2 − w k+1 , v⟩ and c k+1 = c k − M 0 ⟨w k+1 − w k , v⟩ into (17), we obtain
Observe that this yields λ k+1 − 1 > 0 in view of (22). Furthermore, we again have to satisfy the inequalities M k+1 > M 0 > M k , which are equivalent to:
, which always holds due to (22); and 20) and fails under the opposite strict inequality in (20) in view of (22). Finally, if the left-hand side of (20) vanishes, due to
we end up with Condition (21).
Multiplicities of singular tropical surfaces

General setting
Now, given a singular tropical surface S ∈ Sing tr (∆, x), we restore all singular algebraic surfaces over with Newton polytope ∆, passing through the a generic configuration p ⊂ (( * ) 3 ) N , Val(p) = x, and tropicalizing to S. In particular, we compute their number mt(S, x). This number is finite due to the general position of the configuration p, but it may vanish as we see below, since the singular lifts of a tropical surface S ∈ Sing tr (∆, x) may avoid the configuration p.
We follow the general patchworking procedure in the style of [8, Chapter 2] or [19] . It amounts to the following: (i) the tropical surface S defines a toric degeneration of the toric three-fold Tor ℂ (∆), namely a family X → (ℂ, 0) with a general fiber Tor ℂ (∆) and the central fiber X 0 splitting into the union of toric three-folds determined by the subdivison of ∆ dual to S; the point configuration p (defined over ) turns into the set of sections of the above family; (ii) using the configuration p 0 ⊂ X 0 we find suitable (reducible) algebraic surfaces S 0 ⊂ X 0 passing through p 0 ; (iii) finally, we extend each S 0 to a family S → (ℂ, 0) of singular algebraic surfaces inscribed into the family X → (ℂ, 0) and containing the sections p, i.e., we obtain singular algebraic surfaces over the field tropicalizing to S and passing through p. Accordingly, we proceed in three steps:
(1) In Section 4.2 we find possible locations of singular points in S; this is relevant for the case of circuits of type C and E, for which the position of the tropical singular points is not determined uniquely (Lemmas 4.1 and 4.2). (1) and (2) do not determine the family S → (ℂ, 0) uniquely, so we attach additional information (like the position of the singular point in S 0 ) which can be interpreted as an extra blowing up of X in order to obtain transversal conditions and finally apply the implicit function theorem; we point out that the real transversal conditions yield then a real solution.
We introduce also the following auxiliary notation. If the circuit C S in the dual subdivision of S is of type A, we fix an affine automorphism Φ S : ℤ 3 → ℤ 3 taking C S to a canonical pentatope Π p,q (see 
Singular points of tropical surfaces
By [12, Theorem 2] , the position of a singular point y ∈ S is defined uniquely whenever the circuit C S is of type A, B, or D. For circuit types C and E there may be several possible positions for y. We will describe these possibilities via the geometry of Graph(ν S ). Namely, to determine the position of y, it is enough to determine the translation of S which moves y to the origin. In turn, translations of S are in one-to-one correspondence with changes ν S → ν S + Λ, where Λ is any affine linear function. To move the singularity to the origin, we use [12, Lemma 10] . Without loss of generality, we assume that (cf. Then the possible singular points y ∈ S are in one-to-one correspondence with linear functions Λ : ∆ z → ℝ that vanish at the origin, are strictly less than ν z , and whose graph is parallel to an edge of Graph(ν z ) which projects to one of the following segments:
Proof. The statement follows from [12, Theorem 2 and Section 4.3]: According to the type of the weight class (see [12, Lemma 10]), we have to pick two points ω 1 and ω 2 in ∆ ∩ ℤ 3 whose coefficients c ω1 and c ω2 become equal and maximal among the ω ∈ ∆ ∩ ℤ 3 \ C S after subtracting Λ and Λ . Lemma 18 in [12] yields the restriction that these points have to be picked with lattice distance one or three to the circuit C S . 
Lemma 4.2. Let C S be of type E, and let Λ : ∆ → ℝ be the unique affine linear function, depending only on z, which coincides with ν S along Conv(C S ). Set ν = ν S − Λ and introduce the following convex piecewise linear function on the projection pr x,y (∆) of ∆ to the (x, y)-plane: Set
(ii) or is parallel to an edgeẼ 1 of Graph(ν x,y ) and to a chordẼ 2 joining two vertices of Graph(ν x,y ) so that • projections ofẼ 1 ,Ẽ 2 to the (x, y)-plane coincide up to a ℤ-linear transformation with the pair
• and the following condition holds:
Proof. whose coefficients c ω1 , c ω2 and c ω 3 become equal and maximal among the ω ∈ ∆ ∩ ℤ 3 \ C S after subtracting Λ and Λ , or two pairs of points. Let us first discuss the case of three points. Proposition 21 and Figure 17 in [12] classify the possibilities up to ℤ-linear transformation for the projections pr x,y of the points ω 1 , ω 2 and ω 3 under the assumption that there is no plane through C S such that they lie on the same side of this plane. This yields the first 5 possibilities of (26). The last case of (26) Indeed, otherwise the function ν x,y must be linear along a segment containing at least three integral points. However this would yield that the values of ν at some three points w i , w j , w l outside C S are dependent with integral coefficients which is impossible due to the general choice of the values of ν at these points (this generality results from Formulas (4) and the generic choice of the parameters M i in (3)).
The case of a weight class with two pairs of points follows from [12, Section 4.6].
Note that every choice of Λ as described in the statement indeed yields a shift of S with a tropically singular point at 0: the vertices of the triangles or pair of edges as specified above must satisfy certain arithmetic conditions (see [12, Propositions 21 and 23, and Section 4.6]). We claim that these conditions are always satisfied. Indeed, these arithmetic restrictions geometrically mean that the convex hull of the union of C S with the above points ω does not contain extra integral points. However, if there were such an integral point, it would correspond to a vertex of Graph(ν S ), and this would break either the condition that ν x,y is linear over the spoken triangle or edges, or that Λ is strictly less than ν x,y . 
Enhanced singular tropical surfaces
Let us be given a point configuration x ∈ (ℝ 3 ) N defined by (3), a generic point configuration p ∈ (( * ) 3 ) N such that Val(p) = x, a tropical surface S ∈ Sing tr (∆, x) and its defining tropical polynomial
Denote by ν S : ∆ → ℝ the convex piecewise linear function Legendre dual to F S , by Σ S the subdivision of ∆ dual to S, by C S the circuit, and by P S the corresponding lattice path (formed by the edges dual to the 2-faces of S containing the points of x). Observe that ν S (ω) = −c ω for all points ω ∈ ∆ ∩ ℤ 3 .
Lemma 4.3. Any surface S ∈ Sing(∆) that tropicalizes to S is defined by a polynomial
where
, and O(t >0 ) accumulates the terms containing t to a positive power, and α ω ∈ ℂ * for all ω ∈ ∆ ∩ ℤ 3 . Furthermore, the polynomial
has a singularity in (ℂ * ) 3 .
Proof. We have to explain only the last claim. Viewing the surface S as an analytic equisingular family of singular complex surfaces (cf. [19, Section 2.3]), we obtain an induced family of singular points with the limit belonging to the big torus of Tor ℂ (δ) for some cell δ of the subdivision Σ S , that is, the cell dual to the face of S containing the tropicalization of the singular point (i.e., the tropical singular point). It is easy to see that, for any cell δ ̸ = Conv(C S ) of Σ S , any (non-zero) polynomial ∑ ω∈δ∩ ℤ 3 β ω Z ω has no singularities in (ℂ * ) 3 . Hence Ini C S (φ S ) must have a singularity in (ℂ * ) 3 . Proof. We start by investigating the effect of the conditions imposed by the marked points p i . Tropically, the marked point x i , 1 ≤ i ≤ N, lies on a 2-face F i of S dual to an edge E = [ω 0 , ω 1 ] ⊂ P S . In particular,
and then the condition imposed by the marked point p i is
The lattice length |E| := |E ∩ ℤ 3 | − 1 of E is either 1 or 2. If |E| = 1, we obtain
If |E| = 2, then Ini E (φ)(Z) has a singularity in (ℂ * ) 3 ; hence it is a monomial multiplied by the square of a binomial, which then implies
It follows, in particular, that α is uniquely defined if C S is of type E and Conv(C S ) is an edge of the lattice path P S . If C S is of type E and Conv(C S ) ̸ ⊂ P S , then we uniquely determine α ω0 and α ω1 for the end points ω 0 , ω 1 of C S , and by Lemma 4.3 obtain two values α ω = ±2√α ω0 α ω1 for the midpoint ω of C S , and hence two singular points of Ini C S (φ). Thus statement (v) is proved.
Now consider other types of circuits. Suppose that P S = Γ k,k+1 , 1 ≤ k ≤ N. As shown in Section 3.4, C S must be of type A. Equations (29) yield α ∈ ℙ N+1 in the form
where (α w 0 , . . . , α w k , α w k+1 , . . . , α w N+1 ) is a uniquely defined generic point of ℙ N+1 , and λ ̸ = 0 is an unknown parameter, which one can compute from the discriminantal Equation (24) of the pentatope Φ S (Conv(C S )), obtaining |d(Φ S (w k ))| many solutions if w k+1 = max C S and |d(Φ S (w k+2 )) + d(Φ S (w k+1 ))| many solutions if w k+2 = max C S .
Suppose that P S = Γ k , 0 ≤ k ≤ N + 1. Then Equations (29) determine the (non-zero) values α ω , ω ̸ = w k , up to proportionality.
If C S is of type A, we obtain |d(Φ S (w k ))| values for the coefficient α w k from the discriminantal Equation (24) of the pentatope Φ S (Conv(C S )). Thus (i) is proved.
If C S is of type B, then w k is the interior point of the tetrahedron Conv(C S ). After a suitable transformation of the lattice ℤ 3 and a coordinate change, we obtain the equivalent question (see [ , (2, 6, 11), (2, 7, 13) , (2, 9, 17) , (2, 13, 19) , or (3, 7, 20) .
The system of equations ψ = ψ x = ψ y = ψ z = 0 reduces to We call the points α ∈ A(S, p) enhancements of S, and the pairs (S, α) enhanced singular tropical surfaces.
Patchworking construction
We will now see how given enhancements α can be lifted to equations of algebraic surfaces in Sing(∆, p, S) using patchworking techniques. The idea is to look for a solution in the form
(cf. Formula (28)), where a ω0 ≡ 1 for some vertex ω 0 of the subdivision Σ S , and the remaining coefficients a ω = α ω + O(t > 0) are obtained from the conditions to pass through p and to have a singular point q with Ini(q) = z, a singular point of Ini
We then show that, in the case of circuits of type A, B, C, and D, at t = 0 these conditions turn into a system of equations with a non-degenerate linearization, and then apply the implicit function theorem. In case of circuits of type E, sometimes one has to use additional terms in the Puiseux series representing the coordinates of the points of p in order to get a non-degenerate system of equations. In Lemmas 4.6-4.8, we settle the case of circuits of type A, B, C, and D, and in Lemma 4.6 the most difficult case, namely circuits of type E. Proof. The required statement can again be viewed as a patchworking theorem, and it follows from a suitable version of the implicit function theorem. Namely, we look for polynomials given by (32) (cf. Formula (28)), where a ω0 ≡ 1 for some vertex ω 0 of the subdivision Σ S , and the remaining coefficients a ω = α ω + O(t > 0) are obtained from the conditions to pass through p and to have a singular point q with Ini(q) = z, a singular
At t = 0 these conditions turn into the system of Equations (29) in the coefficients a ω , ω ̸ = ω 0 , and the discriminantal equation for the circuit C S . In the Case (i), if the lattice path is Γ k for some k, the Jacobian of the above system at t = 0 is a (suitably arranged) lower triangular matrix with the non-zero entries from (29) and the discriminantal equation for the circuit. If the lattice path is Γ k,k+1 , we obtain a matrix whose column corresponding to a w k+1 has only one non-zero entry, and is (suitably arranged) lower triangular after erasing this column and the corresponding row.
In the Case (ii), without loss of generality suppose that
Any singular complex polynomial Ini C S (φ S ) supported at C S has 5 singular points in (ℂ * ) 3 , obtained from each other by the
Then we consider the system of equations in the coefficients a ω , ω ̸ = ω 0 , of the sought polynomial φ S and the coordinates z i , i = 1, 2, 3, of the singular point, where z i = z i0 + O(t >0 ). The equations induced by the conditions S ⊃ p and
and this system has a unique solution, since its Jacobian at t = 0 does not vanish:
• the block coming from the conditions φ S (p i ) = 0, i = 1, . . . , N, is the Jacobian of the non-degenerate linear system (29),
• for the block coming from the system (34), the non-degeneracy follows from (33). 
where s > 0, and
The equations 
yields (n − m) non-zero solutions for z 30 . We claim that each solution induces a unique surface S ∈ Sing(∆, p, S) matching the requirements of the lemma. Indeed, the implicit function theorem applies: the system φ S (p i ) = 0, for i = 1, . . . , N, linearizes into the non-degenerate linear system (29) with respect to the variables a ω , ω ∈ ∆ ∩ ℤ 3 \ {(1, 0, 0), (1, 1, 0)}, and the Jacobian evaluated at t = 0 for the system 
A possible singular point of a sought surface S ∈ Sing(∆, p, S) should be q = ( 
Thus we get two solutions (z 10 , z 20 , z 30 ), and we claim that each of them induces a unique algebraic surface S ∈ Sing(∆, p, S). Again we apply the implicit function theorem to the system of equations
in the coordinates of q and the coefficients a ω , ω ∈ ∆ ∩ ℤ 3 \ {(1, 1, 0)}. Similarly to the proof of Lemma 4.6, the Jacobian, evaluated at t = 0, splits into a block coming from the non-degenerate linear system (29) and a block coming from the last four equations in (37): ) that is non-degenerate too. (2) Suppose that a singular point y ∈ S is associated with a pair of edges E 1 , E 2 as specified in Lemma 4.2(ii).
Then there exist precisely 8 surfaces S ∈ Sing(∆, p, S) that have a singular point tropicalizing to y.
Proof. In both cases the lattice path is P S = Γ k with 1 ≤ k ≤ N. Furthermore, we have the following options:
(i) either the segment Conv(C S ) is a part of the lattice path Γ k , and its dual 2-face of S contains a marked point x k 0 = (λ, μ, 0), where we can suppose that λ, μ are generic in the sense of (40);
(ii) or Conv(C S ) is not an edge of Γ k .
Step 1. Consider the possibility (i). Then the enhancement α is uniquely restored from Formulas (29) and (30), when we set ω 0 = (0, 0, 2). We have
with −c ω > 0 for all ω ∈ ∆ ∩ ℤ 3 \ C S and Val(a ω ) = 0 for all ω, and we have
We intend to solve the system of equations = 0.
The equations lead to
and
Plugging these equations into (38) and reorganizing the terms we get
and taking square roots we get two equations
to replace φ S (q) = 0 with. We now consider the polynomial map Ψ that maps ζ = (t, a w 1 , . . . ,
Note that the initial values give a zero
of Ψ. We assume that the values λ and μ are generic in the sense that
whenever ω ̸ = ω . This ensures that the term under the square root in ψ ± is non-zero, if we evaluate it at (α w 1 , . . . , α w k−2 , z 10 , z 20 , z 30 , α w k , . . . , α w n ), so that ψ ± is analytic locally in ζ 0 . Moreover, computing derivatives in (39) we get
) , where all missing entries are zero and the stars denote possibly non-zero entries. Since the critical point (z 10 , z 20 ) of Q is non-degenerate, the Hessian in the middle block has a non-vanishing determinant and thus the determinant of the Jacobian does not vanish. Applying the implicit function theorem we get in each of the two cases ψ − and ψ + a unique solution, and since we have Vol ℤ (δ) choices for (z 10 , z 20 ) we end up with 2 ⋅ Vol ℤ (δ) algebraic surfaces S ∈ Sing(∆, p, S) having a singular point q with Trop(q) = y.
(2) The second case works along the same lines. With the notation of Lemma 4.2 the relations
uniquely determine integers l 1 , l 2 , l 3 , l 4 and valuations s 2 > s 1 > 0, such that
for all other ω ∈ ∆ ∩ ℤ 3 of the form ω = (i, 0, l) and such that
for all remaining ω ̸ ∈ {ω 2 = 0}. Defining
the critical points of Q 1 and Q 2 respectively determine the possible pairs (z 10 , z 20 ) for Ini(q) = (z 10 , z 20 , 1) via the equations
(z 10 , z 20 , 1) = 0.
They are thus the solutions of the system , we can continue as in Case (1) and find 8 surfaces S ∈ Sing(∆, p, S) having a singular point q tropicalizing to y.
Step 2. In the situation (ii), the above argument appears to be rather simpler. 
in the Case (1), or the system ∂φ S ∂z 3 (q) = t
in the Case (2). The non-degeneracy of these Jacobians is straightforward.
2
Real singular surfaces in real pencils
Combining the lattice path algorithm from Section 3 with the patchworking construction from Section 4.4, one exhibits all singular algebraic surfaces in the given pencil, thus making Formula (1) for the degree of the discriminant explicit. Having this in mind, we address Problem 2.1(3) and give a lower bound for the maximal number of real singular surfaces occurring in a generic real pencil in the linear system |L ∆ | (we call a pencil generic if it contains only finitely many surfaces with singularity in ( * ) 3 ). We prove Theorem 5.1 in Sections 5.1-5.4: it immediately follows from Corollaries 5.6, 5.8, and 5.10. We start with defining specific initial data for the lattice path algorithm and the patchworking construction, and then compute the contribution of some singular tropical surfaces to the number of real singular surfaces over the field ℝ in the corresponding pencil. By the Tarski principle, this is equivalent to the same statement over ℝ.
Remark 5.2. In principle, one can choose another directing vector for the line through the tropical point configuration and obtain another amount of real singular surfaces in the pencil. However, our choice has certain advantages: (1) no circuits of types B and C occur, for which the patchworking construction gives a relatively small number of real singular surfaces among all singular surfaces tropicalizing to the given tropical surface (cf. Lemma 4.4), (2) our choice generalizes the choice made in [9; 7] for obtaining a possibly large number of real rational curves in a tropical way, (3) with our choice, one can easily enumerate almost all singular tropical surfaces (see [13, Appendix] ) and compute their algebraic liftings.
It follows from [4, Corollary 6.5] 
for any non-defective lattice polytope ∆. Hence the lower bound of Theorem 5.1 is asymptotically comparable with the total number of (complex) singular surfaces in the pencil.
For an arbitrary non-degenerate convex lattice polytope ∆ ⊂ ℝ 3 , set α(∆) = max{λ > 0; there exist M ∈ GL(3, ℤ) and ∈ ℝ 3 such that λM∆
Here ∆ 
This lower bound is asymptotically comparable with the degree of the discriminant too. The proof of Theorem 5.3 is presented in Section 5.5. It is based on the patchworking construction in the sense of [18] .
The choice of initial data
Fix the line L ⊂ ℝ 3 passing through the origin and directed by the vector v = (1, ε, ε 2 ) with a sufficiently small rational ε > 0 ². It then defines the following order on ∆
We shall use also the induced order We intend to show that one can achieve a twice better (in the asymptotic sense) bound for an arbitrary non-degenerate Newton polytope ∆. Denote by ld(∆) the lattice diameter of ∆, i.e. the maximal lattice length of a segment with vertices in ∆ ∩ ℤ 3 . Put ld ∞ (∆) = lim n→∞ ld(n∆) n (the limit clearly exists and is always positive). We can correct the function ν : ∆ → ℝ by a linear function so that it will attain its strict minimum only along the circuit C. We also can assume the values ν (1, * , * ) are much larger than the values ν (0, * , * ).
Let ρ : ℝ 3 → ℝ 3 be the reflection on the coordinate plane {(0, λ, μ) : λ, μ ∈ ℝ}, and ρ : ℝ 2 → ℝ 2 the analogous reflection imposed on the plane by the projection pr a , i.e. the reflection on the line {(0, λ) : λ ∈ ℝ}. (2) There exists n 0 > 0, depending only on ∆, such that for any n ≥ n 0 , the polytope n∆ suitably transformed by an automorphism of ℤ 3 contains a subpolytope∆ d with d = n ⋅ ld ∞ (∆) + O(1), where O(1) is a bounded function depending only on ∆. Omitting routine technicalities, we shortly comment on this claim. First, one can show that, for n ≥ n 1 with some fixed n 1 , there is a vertex (that can be chosen to be the origin for all n∆) and a fixed line L through the origin, on which lie the lattice segments of the maximal lattice length in n∆. Second, assuming that L coincides with the axis {(0, 0, t), t ∈ ℝ}, one can find an integral vector a such that, for any n ≥ n 2 with some fixed n 2 , the intersection (a + L) ∩ n∆ contains an integral segment σ of length, which differs from the length of the maximal integral segment in n∆ by a bounded function O(1) depending only on the angles between L and the faces of ∆, and such that the shifts of σ by vectors (x, y, 0), |x|, |y| ≤ 2, lie inside n∆. This clearly yields the discussed claim.
