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SUMMARY
Miniaturization and thinning of electronic devices necessitate the innovation of new
technologies to discover alternative materials and designs. This effort depends critically
on the advanced knowledge of materials and the development of theoretical models and
computational power. In this work, we perform first-principles calculations based on den-
sity functional theory to evaluate the properties of three types of interfaces, including





3 phase, emerging on Si thin films grown on Ag(111),
moiré patterns formed by a single-layer Hexagonal Boron Nitride (h-BN) and the transition
metal substrates, Ru(0001) and Cu(111), as well as a stacked combination of Pb and Ag
metallic thin films, which make them of interest in the areas of emergent two-dimensional
materials.
Silicene is theoretically predicted to have similar electronic benefits to those of graphene.
In addition, the stronger spin-orbit coupling of Si can induce a finite band gap, which may
be detectable at room temperature, and the quantum spin Hall effect may be realized in this
system. Moreover, compatibility with existing electronic technology may be advantageous.
Still, challenges remain to enhance silicene stability and select appropriate substrates for
the synthesis of silicene with regular symmetry. When Si is deposited on a Ag(111) sub-
strate, while monolayer Si can produce a 3×3 phase, multilayer Si region and few-layer Si
region can can have different reconstructions. We utilize honeycomb chain trimer (HCT)
model to explain the multilayer region and show how interaction between top-layer Si and
top-layer Ag can lead to a surface band with nearly linear dispersion. We also demonstrate
that the emergence of the HCT reconstruction on the few-layer Si region can make the first
layer of Si restores the regular buckling structure. With a coverage of 2.5 monolayer (ML),
a nearly linear dispersion can also be observed in the few-layer Si thin film.
Heterostructures open new avenues for electrical tuning and the realization of quantum
xvi
size effects. h-BN on transition metals have recently been demonstrated to have large-scale
moiré patterns by virtue of unique strong hybridization between N pz states with the metal
dz2 states. Using first-principles calculations, we report a corrugated h-BN layer grown on
the substrates. The wavy structure with some parts of the h-BN layer moving closer to
the substrate enables us to explain the local work function modulation. Furthermore, we
conduct calculations of projected density of states to figure out the orbital hybridization and
the spatial modulation of the band profile observed by scanning tunneling spectroscopy.
Quantum confinement effects emerge when epitaxial growth can be precisely con-
trolled. Because of the sensitivity of the quantum well states to film thickness, researchers
can use this abrupt variation to monitor the growth of a thin film. Of fundamental scientific
interest, the observation of quantum well states can be used to study the unique behavior
of the quasi-two dimensional electron gas. We use first-principles calculation to investigate
the band dispersions, the charge density distributions, and the constant-energy contours.
Along with the band unfolding technique, we track down the essential quantum well states




Over the last half of the 20th century, the advancement in the manipulation of semi-
conducting materials has engendered rapid progress of electronic technology, improving
people’s lifestyle. For instance, both high-performance computing and high-speed com-
munication are based on mass-produced semiconductors. With this rapid development,
Moore’s Law—the number of transistors in the integrated circuits doubles about every 2
years—has held for more than 50 years. However, transistor scaling has almost reached its
physical limits, and thus, new relevant technologies are being researched. The related re-
search fields include quantum computation, silicon photonics, and topological insulators—
a recent discovery. Success in each of these highly advanced fields critically depends on
the discovery or engineering of new materials with favorable combinations of properties to
increase performance. One of the most popular materials is the family of two-dimensional
(2D) materials. Usually, a single-layer crystalline material that is either one atom thick
or a few atoms thick is called a 2D material. These 2D materials can demonstrate unique
behaviors not observed in corresponding three-dimensional (3D) bulk materials. The most
famous example is Dirac cones at the vertices of the graphene’s Brillouin zone (BZ). In
addition to graphene, 2D materials have increasingly been synthesized; some of these have
already been applied in the industry. Moreover, with the improvement in experimental
techniques, including scanning tunneling microscopy (STM) and scanning tunneling spec-
troscopy (STS), highly resolved measurements have become available; these techniques
enable easy observation of the unique behaviors of 2D materials, facilitating the progress
of nanoscience. In this work, we studied 2D materials grown on metallic substrates, with
a focus on the electronic properties of interfaces formed by stacking different 2D mate-
rials. These interfaces include semiconductor–metal, insulator–metal, and metal–metal
1
heterostructures. In particular, for all three categories, we examined the thin Si films on
Ag(111), modulated electronic properties of single-layer hexagonal boron nitride (denoted
as h-BN) grown on Ru(0001) and Cu(111) substrates, and quantum well states (QWSs) in
Pb–Ag thin films.
1.1 Si thin films on Ag(111)
Single-layer Si, called silicene, has become another rising star following graphene.
Because they both have similar crystal structures and electronic configurations, silicene
may possess many of the unique properties of graphene. Moreover, in contrast to a non-
detectable band gap induced by the spin-orbit coupling of carbon (C), a stronger spin-orbit





3 phase was recently noted in single-layer Si on a Ag(111) substrate through
STM; thus, the existence of Dirac cones in this phase is highly debatable. Although some
studies have reported linear dispersion from measurements of the quasiparticle interference
pattern in real-space 2D mapping, others have demonstrated that the dispersion is in a
parabola form. To resolve this issue, we first demonstrated that a single-layer Si can form a
3×3 superstructure on Ag(111) with an irregular buckling pattern due to Si–Ag interaction.
The strong hybridization between Si pz and Ag states leads to the removal of Dirac cones
at the Fermi level. Herein, we then propose possible models for creating multilayer Si
on Ag(111), containing adsorbed Ag atoms on top of the surface. The obtained STM
images and energy dispersion for our models are in good agreement with experimental
observations.
1.2 Single-layer h-BN on Ru(111) and Cu(111)
Lattice mismatch between the adsorbed 2D layer and the underlying substrate can cause
large-scale periodic patterns, called moiré patterns. When two planar or surface materials
with slightly different periodicities are stacked together, the minute differences can be grad-
2
ually accumulated and magnified. Although moiré patterns are a widely noted phenomenon
during 2D heterostructure growth, the microscopic topography and the effect on electronic
properties are not completely understood. Here, we discuss the moiré patterns formed by
h-BN with transition metal substrates, Ru(0001) and Cu(111), by constructing supercell
(SC) models that commensurate with both h-BN and the metal. Our relaxation calculations
indicated that in the regions of “hole” in the moiré patterns, N atoms are situated approxi-
mately on top of underlying metal atoms. We also performed calculations on the projected
density of states (PDOS), demonstrating strong hybridization between N pz and metal dz2
orbitals. The strong hybridization causes the hole regions to move closer to the substrate,
thus inducing stronger charge transfer and lower local work function.
1.3 Pb/Ag bimetallic thin films
In contrast to materials with a band gap, metallic thin films can serve as a platform
to study the QWS. With the availability of high-quality thin films, clear observation of
QWSs was reported, followed by various unique properties, which are based on gradual
variation in thicknesses; most of this variation can be explained by the thickness depen-
dency of QWSs. Numerous theoretical approaches have been adopted to study QWSs in a
metallic and metal–substrate thin films. However, studies may not have used the reasonable
strain level in the heterostructure and thus the resulting QWS may not have been correct.
Here, we again used our SC model, which enables a slight twist angle between Pb(111)
and Ag(111) to compensate for the lattice mismatch. Next, we used the band unfolding
technique to obtain the essential QWSs in the bimetallic system. We confirmed that the
electronic coherence in the entire film is achievable by connecting QWSs in each metallic
part with its own commensurate wavelength.
3
1.4 Thesis outline
Chapter 2 outlines the main theoretical and computational methods used in this work;
these methods include the first-principles calculations within density functional theory
(DFT) and formulations of the STM–theory, and the band unfolding technique. Next,
Chapter 3 details our investigation of the electronic structures of Si on Ag(111). The sur-
face reconstruction with the presence of adsorbed Si atoms on top and the transformation
from 2D to 3D Si structures for few-layer Si grown on Ag(111) are reported. Moreover, our
investigation of how tip-sample bias can change the calculated STM images is reported. In
addition, we compare the binding energies for recently proposed models and further con-
firm the stability of our proposed models. Chapter 4 discusses details of our SC models for
BN on metallic substrates. Next, the electronic structures of these heterostructures based
on PDOS are analyzed. The hybridization between BN and metallic substrates as well as
the modulation of the band structure are then clarified. We also calculate the electrostatic
potential in the vacuum region, with which we can obtain the variation of the local work
function. Finally, Chapter 5 reports our investigation of the bimetallic Pb–Ag thin film
through band unfolding calculation, in which we compare the results with the unfolding
path according to Pb and Ag lattices and the results for rotationally aligned with those for
twisted Pb–Ag thin films. Moreover, the charge density distribution is demonstrated to
confirm the electronic coherence within the entire bimetallic thin film.
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CHAPTER 2
THEORETICAL AND COMPUTATIONAL BACKGROUNDS
2.1 Density functional theory

































in which the Hartree atomic units (~=me=e= 14πε0 =1) are used. Lower-case subscripts
label electronic quantities while upper-case subscripts label nuclear quantities. Z and M
denote the proton number and the mass of the nuclei, respectively. The first two terms
describe the kinetic energies of electrons and nuclei. The last three terms are the classical
electron–electron, nuclei–nuclei, and electron–nuclei Coulomb interactions.
Taking into account the fact that nuclei are much more massive than electrons, we can
treat the nuclei motion to be static with respect to the electron motion and decouple their
degrees of freedom. Therefore, the Born-Oppenheimer approximation writes a many-body
wavefunction as a product of the nuclear and electronic wavefunctions. As a result, the
second term in Equation 2.1 for the kinetic energy of nuclei is neglected and the fourth
term for the nuclei–nuclei potential is constant. In addition, electrons are able to react
almost instantaneously to any changes in arrangement of nuclei. Accordingly, it is also
customary to treat the Coulomb interaction with the nuclei as part of the external potential.
The normalized many-body wave function Ψ governed by the many-body Hamiltonian
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satisfies the time-independent Schrödinger equation
HΨ(r1, r2, ..., rN) = EΨ(r1, r2, ..., rN). (2.2)
As long as the wavefunction is known, all the ground-state properties are determined. Un-
fortunately, it is intractable to solve the 3N-coordinate problem arising in the many-body
Schrödinger equation, where N is the total number of electrons in a system. Density func-
tional theory (DFT) offers a way out of this predicament.
DFT proposed by Hohenberg and Kohn [1] and the Kohn-Sham implementation [2]
have become one of the most powerful tools for the ground-state properties of electronic
systems. It offers a reasonable computational cost and acceptable accuracy. The Hohenberg-
Kohn theorem asserts that the ground-state electronic density of a system determines its
ground-state properties. In this case, the total ground-state energy of a many-electron sys-
tem is a functional of the electronic density, a function of one 3-coordinate position vector
instead of 3N variables. Within the framework of Kohn-Sham density functional theory
(KS-DFT) [2], the complicated interacting system is replaced by another system governed
by non-interacting one-particle equations in which many-body effects are included in the
exchange-correlation functional. However, the exact exchange-correlation functional is yet
unknown and needs to be approximated. Based on the Thomas-Fermi-Dirac method [3, 4],
the local spin density approximation (LSDA) leads to results comparable to the Hartree-
Fock approximation. For non-uniform electron gas, the gradient of density is taken into
account in the generalized gradient approximation (GGA) [5, 6, 7]. These semi-local
exchange-correlation functionals remain popular for large systems because of the com-
putational efficiency and the reasonable accuracy.
6
2.1.1 Hohenberg-Kohn theorem
Two remarkable statements related to the ground state of a system in an external poten-
tial were made by Hohenberg and Kohn in 1964 [1], which lay the foundations of modern
DFT. To introduce the theorem, let us consider an N-electron system with the ground-state
wavefunction |Ψ0〉 and density ρ0(r) under the external potential Vext(r). The first theo-
rem states that the external potential Vext(r) is uniquely determined by the corresponding
ground-state electronic charge density ρ0(r), to within an additive constant. To prove this,
assume that another different external potential V ′ext(r) with ground-state |Ψ′0〉 produces
the same electronic charge density ρ0(r). The ground-state energies are then evaluated by
E0 = 〈Ψ0|Ĥ|Ψ0〉 and E ′0 = 〈Ψ′0|Ĥ ′|Ψ′0〉 where Ĥ = F̂ + V̂ext and Ĥ ′ = F̂ + V̂ ′ext in which
F̂ is the operator composed of the first and third term of Equation 2.1. Now if we evaluate
the expectation value of Ĥ with respect to |Ψ′0〉, we find the inequality
E0 = 〈Ψ0|Ĥ|Ψ0〉 < 〈Ψ′0|Ĥ|Ψ′0〉 = 〈Ψ′0|Ĥ ′|Ψ′0〉+ 〈Ψ′0|
(
Ĥ − Ĥ ′
)
|Ψ′0〉
= E ′0 +
∫
drρ0(r) [Vext(r)− V ′ext(r)] , (2.3)
since Vext and V ′ext are external potentials that do not depend on the ground-state wavefunc-
tion itself. In a similar way, evaluating the expectation value of Ĥ ′ with respect to |Ψ0〉, we
obtain another inequality
E ′0 = 〈Ψ′0|Ĥ ′|Ψ′0〉 < 〈Ψ0|Ĥ ′|Ψ0〉 = 〈Ψ0|Ĥ|Ψ0〉 − 〈Ψ0|
(





drρ0(r) [Vext(r)− V ′ext(r)] . (2.4)





0 + E0 . (2.5)
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Consequently, the original assumption that there exist two different external potentials that
can generate the same ground-state electronic charge density is wrong. That is, one ground-
state density corresponds to one external potential, which implies that a system’s ground-
state density uniquely determines the Hamiltonian describing the system. This also sug-
gests that all the ground-state properties derived from the Hamiltonian are also the func-
tionals of the ground-state density.
The first Hohenberg-Kohn theorem uniquely links the ground state densities to the ex-
ternal potentials in the many-electron system. From the first Hohenberg-Kohn theorem,
again, ρ(r) determines Vext(r) and thus determines Ĥ and Ψ. It is inferred that the expec-
tation value of F̂ is also a functional of ρ(r).
FHK[ρ(r)] = 〈Ψ|F̂ |Ψ〉 . (2.6)
However, it provides neither the analytic form of the universal functional nor the practical
ways to obtain the ground state electron densities. The second Hohenberg-Kohn theorem
concerns this issue. According to the variational principle, the expectation value of ground-
state wavefunction, |Ψ0〉, will always be lower than the expectation value calculated by
using any other wavefunction |Ψ〉.
〈Ψ0|F̂ |Ψ0〉+ 〈Ψ0|Vext|Ψ0〉 < 〈Ψ|F̂ |Ψ〉+ 〈Ψ|Vext|Ψ〉 (2.7)
Equation 2.6 transforms the equation above into
FHK[ρ0(r)] +
∫
drρ0(r)Vext < FHK[ρ(r)] +
∫
drρ(r)Vext. (2.8)
To go one more step further, v-representable densities are introduced that they arise from
some external potential v[ρ(r)]. Based on this, a v-representable energy functional,Ev[ρ(r)],
can be defined in which the external potential, Vext, corresponding to ρ0(r), is independent
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of ρ(r) and we will arrive the second Hohenberg-Kohn theorem:
Ev[ρ0(r)] < Ev[ρ(r)] . (2.9)
In summary, the ground state energy of the system can be obtained variationally with re-
spect to ρ(r). The density that minimizes the total energy is the exact ground-state density.
Once we have the ground-state charge density, ρ0(r), we can simply substitute it into the
energy functional to find the ground-state energy E0.
2.1.2 The Kohn-Sham approach
One year after the Hohenberg-Kohn theorems were published, Kohn and Sham pro-
posed [2] an approach that makes DFT feasible. The Kohn-Sham approach maps the orig-
inal interacting many-body problem onto a non-interacting fictitious system such that its
ground-state density is the same as that of the original one. Since the particles are non-
interacting in the fictitious system, this leads to an one-particle equation, which is called
the Kohn-Sham equation. To derive the Kohn-Sham equation, we perform the variation
of the energy functional under the constrain that the total number of electrons is N. Intro-










= 0 . (2.10)
Kohn and Sham divided F [ρ] into three parts:







+ Exc[ρ] , (2.11)
in which Ts[ρ] is the kinetic energy of the non-interacting system with density ρ(r), the
second term is the classical Coulomb energy, and Exc[ρ] is the exchange-correlation energy
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that also includes the difference between the kinetic energies of the interacting and non-
interacting systems. The purpose of this separation is that the first two terms can be dealt
with analytically, and the last term is a small fraction of the total energy that needs to be
approximated. Substituting Equation 2.11 into Equation 2.10, one obtains
δTs[ρ(r)]
δρ(r)
+ VKS(r) = µ , (2.12)






+ Vxc(r) + Vext(r) . (2.13)







A pseudopotential is intended to replace the complicated interaction between the tightly-
bound core electrons and the nucleus with an effective potential. In the all electron method,
the valence electron wavefunctions need to oscillate in the core region in order to be or-
thogonal to the core electron wavefunctions. This requires a huge number of plane waves
in the expansion, which seriously increase the computational cost. In the pseudopotential
method, the valence electrons are described by pseudo-wavefunctions with significantly
fewer nodes, which significantly reduces the number of plane waves. A good pseudopoten-
tial should be able to be generated from a simple atomic environment and be transferable to
more complex systems such as molecules and solids. First-principles pseudopotentials are
derived from atomic reference states, requiring that the pseudo- and all-electron valence
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eigenstates have the same amplitude, and thus the density, outside a chosen cut-off radius,
regarded as the core radius. Norm-conserving, ultrasoft, and projector-augmented-wave
pseudopotentials are three important kinds of pseudopotentials which we will elaborate
upon in this section.
2.2.1 Norm-conserving pseudopotential
The norm-conserving pseudopotential is a popular type of the pseudopotential origi-







Norm-conserving pseudopotentials have five fundamental characteristics listed as follows:
1. Pseudo-wavefunctions |ΨPS〉 and all-electron wavefunctions |ΨAE〉 agree beyond the
core radius rc.
2. The norm-conserving pseudopotential must equals to the atomic Coulomb potential
for r > rc.
3. The charge densities of the pseudo-valence and all-electron wavefunctions coincide







4. Logarithmic derivatives of the pseudo-valence and all-electron wavefunctions agree
at rc since the wavefunction and its radial derivative are continuous at rc. In other









to be continuous across the boundary r = rc for both pseudo-valence and all-electron
wavefunctions.
5. The first energy derivative of the logarithmic derivatives of the pseudo-valence and
all-electron wavefunctions agree at rc. It is this property that the norm-conserving
pseudopotential is transferable between various simple and complex environments,
as required for a good pseudopotential.
2.2.2 Ultrasoft pseudopotential
Ultrasoft pseudopotentials relax the norm-conserving constraint to reduce the necessary
basis size further at the expense of introducing a generalized eigenvalue problem. This im-
proves the smoothness (or “softness”) of the pseudo-wavefunctions. The valence electron
wavefunctions are also split into a smooth part ψ̃ and an auxiliary part which varies rapidly
within the core region. The smooth parts are orthogonalized according to
〈ψ̃i|S|ψ̃j〉 = δij , (2.18)
where




which is known as the overlap operator that only differs from unity inside the core region.


















dr[φ∗i (r)φj(r)− φ̃∗i (r) , φ̃j(r)] (2.21)
which represents the charge difference between the current choice of ψ̃ and the norm-
conserving ψ, where φ = rψ.
2.2.3 Projector-augmented-waves pseudopotential
Another well-known pseudopotential is the projector augmented wave (PAW) pseu-
dopotential [9, 10, 11]. As in the case of the ultrasoft pseudopotentials, PAW valence-
electron wavefunctions are split into a smooth part and a localized part. The smooth part of
the wavefunction, which we refer to as |ψ̃〉 is related to the full all-electron wavefunction
by the transformation,
|ψ〉 = T |ψ̃〉 , (2.22)
where T is known as the transformation operator. It is desired that T be unity only outside a
sphere centered around a nucleus such that |ψ〉 and |ψ̃〉 agree outside the sphere. Therefore,
we may write




where τi’s are non-zero only within the sphere around a nucleus. This region is known as






For a linear transformation operator T , the expansion coefficients, ci’s, correspond to pro-
jections within the augmented spherical region
ci = 〈p̃i|ψ̃〉, (2.25)
where p̃i’s are the required set of projection operators p̃ with the property
〈p̃i|ψ̃j〉 = δij. (2.26)


















2.3.1 Local density approximation
The local density approximation (LDA) ignores the dependence of Vxc on the nonlocal




where ρ(r) is the local electronic charge density and εxc is the exchange-correlation energy
per particle of a homogeneous system of density ρ. The exchange term takes a simple an-
alytic form for the homogeneous electron gas (HEG), while no general expressions for the
exact correlation term are known. The exchange energy at zero polarization is straightfor-
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A popular approximation for the correlation energy εc is based on Monte Carlo calculations
by Ceperley and Alder [12]. Other well-known approximations have been developed by
Perdew and Zunger (PZ) [13] as well as Vosko, Wilkes and Nusiar (VWN) [14].
2.3.2 Generalized gradient approximation
A second widely-used approximation for Exc[ρ] is the generalized gradient approxi-
mation (GGA) [5, 6, 7]. The modern GGA functional form for the exchange-correlation
energy is given as
EGGAxc =
∫
f(ρ↑, ρ↓,∇ρ↑,∇ρ↓)dr , (2.31)
which attempts to account for non-homogeneity in a real system by including informa-
tion about the charge density gradient. f is a universal function of the spin-up and spin-
down densities and their gradients. There exist several versions of GGA, all of which are
parametrized somewhat differently. The Perdew-Burke-Ernzerhof (PBE) [15] GGA is one




′) = −1, and the scaling condition, nγ(r) = γ3n(γr). There are other
GGAs not constructed this way, but obtained by brute-force fitting to a large data set. The
great strength of the GGA lies in the dramatic improvement it gives over the LDA in calcu-
lating such properties as bond dissociation energies which the LDA may overestimate by
as much as 100%. The GGA also gives a great improvement over the LDA for bulk mod-
uli of solids. With modern GGA exchange-correlation potentials, atomic and molecular
quantities can now be calculated with chemical accuracy.
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2.4 Theory of scanning tunneling microscopy
Scanning tunneling microscopy (STM) is invented by Gerd Binning and Heinrich Roher
in 1981 [16, 17]. This instrument consists of a sharp metallic tip which is positioned at a
small distance, usually a few angstroms, away from the substrate surface. In this case,
the wavefunction of the tip and the substrate can overlap. Therefore, a tunneling current
occurs between this small spatial gap. By detecting the current in the complete circuit,
one can observe the local electronic properties on the surface and thus infer the atomic
configurations. After the birth of STM, it developed quickly and allowed researchers to
see the nanostructures with high resolution, which paves the way for the funtionalization
of nanostructures for diverse applications.
To interpret the observed STM images, one has to figure out the theoretical models
of the transport mechanisms. There are various theories of STM, which, generally speak-
ing, are divided into two categories: perturbative methods and non-perturbative methods.
Here we will focus on the former containing the Bardeen’s approach [18] and the Tersoff-
Hamann approximation [19, 20].
2.4.1 The Bardeen’s approach
The Bardeen’s approach, also known as the transfer Hamiltonian method, was proposed
in 1961 first to explain the tunneling behavior in the thin oxide barrier sandwiched between
superconducting electrodes and was later extended by Tersoff and Hamann, which will be
discussed in the next subsection. The approach is based on the following assumptions:
1. The electron tunneling is treated as a one-electron process.
2. The interaction of the tip with the substrate is ignored.
3. Elastic tunneling is assumed.
Consider the tunneling process as a transport problem that the tunneling current flows
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between the two electrodes, substrate and tip, and is denoted as S and T . In the beginning,
two electrodes are far away from each other. The total system can be separated into distinct
sub-systems with known Hamiltonians. Therefore, the unperturbed wavefunction satisfies













Ψj(z, t) , (2.32)
where Uj is the potential of the electrode j(= S or T ). Once the distance between the two
electrodes is reduced, the unperturbed wavefunctions of two electrodes will overlap and be
affected by the total potential, US(z) +UT (z). The wavefunction of the tip–sample system











+ US(z) + UT (z)
)
Ψ(z, t) . (2.33)
Here the index j has been removed since the first assumption of Bardeen’s approach has
been used. Next, UT is treated as a perturbation which is turned on adiabatically, which,
mathematically, can be described via a time-dependent potential:
UT (t) = exp(ηt/~)UT , and η > 0 . (2.34)
By using the Fermi’s Golden Rule, one obtains the probability per unit time that describes








∣∣UT ∣∣ψSµ〉. If we consider the multiple states in the tip and substrate, the
Fermi-Dirac distribution will be taken into account. One can write the tunneling current
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ETν − ESµ − eV
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where V is the tip–sample bias and a factor of 2 takes into account of the spin. The net
























ρT (E)dE with a change of variables, the for-






dε [f (EF − eV + ε)− f (EF + ε)] ρS (EF − eV + ε) ρT (EF + ε) |M |2 .
(2.38)







dερS (EF − eV + ε) ρT (EF + ε) |M |2 . (2.39)
Assuming that the tip-sample bias is small enough, the differential conductance, which is






ρS (EF − eV ) ρT (EF ) |M |2 ∝ ρS (EF − eV ) . (2.40)
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2.4.2 The Bardeen’s tunneling matrix element
Based on the following two assumptions that the sample potential US is zero in the tip
region and the electron scattering is elastic, ETν = E
S
µ + eV , the matrix element Mµν can










































































where the last integration is done on the separation from the surface.
2.4.3 The Tersoff-Hamann model
In the previous section, we have shown the connection of the tip states with the image
mechanism of the STM through ρT . However, those states usually remain unknown in the
realistic experiment. The Tersoff-Hamann model is aimed to solve this problem by dealing
with the tip states separately, which simulated the tip as a geometrical point. Consequently,
the STM image is related to the properties of the surface alone.
In the vacuum region, there is no contribution of the potential from both the substrate
and the tip, so the wavefunction here satisfy the following equation:




~ and Φ is the work function. The Green’s function for the Schrödinger
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G(r− r0) = −δ(r− r0) . (2.42)
Assuming that the tip is just a single atom which has predominantly s-orbital states, the tip




G(r− r0) . (2.43)
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Therefore, one obtain the expression of the matrix element that can be substituted into
Equation 2.39 such that the local density of the sample at the position r0 can be calculated.
2.5 The technique of band unfolding
The Bravais lattice has translational symmetry, for which one can define a translational
vector T = n1a1 + n2a2 + n3a3, where a1, a2, a3 are lattice vectors in real space, and
n1, n2, n3 are integers such that all properties remain unchanged under translations by
any vector T. The most important translational invariant properties would be the Hamil-
tonian. Considering the Hamiltonian as a function of position vector H(r), it must obey
H(r) = H(r+T) in the Bravais lattice. According to the Bloch’s theorem: the eigenfunc-
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tions of a translational invariant Hamiltonian can be written as ψ(r) = exp(ikr)u(r), where
u(r) is a periodic function with the same periodicity as that of the crystal, u(r) = u(r+T),
and k is the crystal momentum defined in the first Brillouin zone. Bloch’s theorem lays the
foundation of the concept of electronic band structures. It is useful to write the Bloch wave-
function with subscripts as ψnk, where n is the discrete band index that denotes the different
eigenstates with the same k. The electronic band structures can theoretically predict vari-
ous crystal properties, and also be directly compared to the angle resolved photoemission
spectroscopy (ARPES).
However, in the cases when the original translational symmetry is broken, such as doped
materials, defected crystals or surface reconstruction, we are forced to use supercells (SC)
that are built from multiple stacking primitive cells (PC). The size of the reciprocal-space
Brillouin zone are inverse to that of its corresponding real-space unit cell, which makes it
even more difficult to extract information from the band structure since the bands are folded
into a relatively small szone and become flat and crowded if we plot them along the high
symmetry paths. In order to compare with ARPES results, one has to unfold the supercell
band structure back into the corresponding primitive-cell one.
Theoretically, the folding of the bands introduces additional couplings, Vkj,k′j′ , between
the originally uncoupled Kohn-Sham orbitals |kj〉 and |k′j′〉 in the primitive Brillouine
zone (PBZ), where k and j label the crystal momentum and band index, respectively.
This coupling forces us to label those states with a supercell crystal momentum K as the
new quantum number in the supercell Brillouin zone(SBZ).[In the following, upper-(lower-
)case symbols are for the super (primitive) cell.]
In contrast to folding, the purpose of unfolding is to associate each of the eigenstates in
SBZ to a particular primitive eigenvectors k0. To determine how close SC Bloch waves are
to PC ones, we can calculate an overlap matrix element between the supercell eigenvector,
|Km〉, and the eigenvectors of each possible unfolded wavevector, |k0n〉, where m and n
are the indices of their respective eigenvector. Furthermore, Popescu et al. [21] has shown
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that the overlap matrix element is independent of the eigenvectors of the PBZ that one
usually does not have access to.








< Km|k0n >< k0n|Km > . (2.45)
This quantity measures the amount of a fixed Bloch character k0 preserved in the SC eigen-
state, |Km〉. The periodic part of the PC state and the SC state can be expanded in the










Bk0n(g) exp(ig · r)
]
. (2.46)
Now we use the condition that |k0n〉 form a complete orthonormal set:





































Km(g + k0 −K) .









|CKm(g + k0 −K)|2 ,
which only depends on the expansion coefficients from SC calculations. This simply indi-
cates that to do the unfolding, look for coefficients with wave vectors satisfying K + G =




PmKδ(ε− εm(K)) . (2.51)
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CHAPTER 3
SILICON THIN FILMS ON SILVER (111)
The use of 2D materials has been popular since the successful fabrication of single-layer
graphite, namely graphene, in 2004 [27]. These 2D materials show extraordinary behav-
iors, not observed in the corresponding 3D bulk materials. The observation of Dirac cones
at the vertices of graphene’s BZ is the most famous example. Since recognizing the unique
properties of graphene, numerous studies have focused on searching for new 2D materials
other than graphene. Several 2D materials have been successfully synthesized; some of
them already have industrial applications. This chapter reports our investigation of a novel
2D material composed of Si, which is categorized under the same group as C in the peri-
odic table. Si forms silicene, which has a honeycomb lattice similar to that of graphene, but
demonstrates small buckling. First-principles calculations have indicated that freestanding
silicene is thermally stable in the form of a low-buckled honeycomb lattice with mixed sp3–
sp2 bonding [28, 29, 30]. Because of its symmetry, the energy dispersion of freestanding
silicene exhibits a linear feature near the Fermi level at the vertices of the hexagonal BZ. In
addition, Si has a larger spin-orbit coupling than C; thus, silicene is a potential candidate
for detecting the quantum spin Hall effect [31, 32]. Because no 2D structure of Si has ever
been found in nature and its compatibility with existing electronic technology may be ad-
vantageous, the aforementioned prediction has stimulated tremendous interest in growing
Si in the laboratory. Some studies have reported the evidence of epitaxial silicene sheet for-
mation on the Ag substrate [33, 34, 35], whereas others have reported its successful growth
on ZrB2(0001) [36] and Ir(111) [37].
Unlike graphite, Si does not have a planar structure, with a weak layer–layer interac-
tion. Thus, mechanical exfoliation cannot be used to produce single-layer Si. Epitaxial
growth of silicene on a substrate is a possible solution. Many research groups have at-
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tempted to grow a 2D Si layer on Ag(111) in the last few years. Through carefully tuning
of the substrate temperatures and deposition rates, researchers can observe various phases
of 2D Si layers on Ag(111) [38, 39, 40]. Under a certain temperature window (460–470
K) and a Si coverage lower than one monolayer (ML) [33], an unique flower-like pattern
can be observed through STM, which can be described by a 3×3 Si SC lattice matched
with a 4×4 SC of Ag(111). This 3×3 phase has been thoroughly examined, and its atomic
structure has been identified as a honeycomb silicene lattice with a distinct buckling pat-
tern (Figure 3.1(a)). This distorting structure caused by its significant interaction with the
Ag substrate can break the regular buckling symmetry of freestanding silicene along with
the preferred linear dispersion of 2D massless Dirac electrons, which is illustrated in the
projected band structure on Si pz orbitals (Figure 3.2). Note that the K̄ point of a 1×1
unit cell of silicene is folded to Γ̄ point of a 3×3 SC of silicene (again, commensurate to
4×4 Ag(111)). No linear dispersion is found at the Γ̄ point around the Fermi level. The
only dispersion close to a crossing lies at approximately −0.6 eV at the Γ̄ point, but the
interaction with the Ag states causes a small splitting for these states. This evidence can
explain the absence of the Landau-level sequences in STS [41]. Mahatha et al. further used
angle-resolved photoemission spectroscopy (ARPES) to prove that no Dirac cones were
observed [42].




3 phase in experiments with higher
growth temperatures. As the temperature of the Ag substrate increases (>500 K) or the Si




3 reconstruction appears on the terrace of the multi-
layer region [43, 44, 45], whereas the 3×3 phase remains in the single-layer region. These




3 phase directly forms on top of the 3×3 phase. How-
ever, reports on the structures and properties of this phase are not in agreement. Although




3 phase is induced by an irregular protrusion of Si
in silicene [46, 47], others assert that this phase comprises bilayer Si [40, 44]. Regarding
the electronic properties, Chen et al. [48] presented linear dispersion from measurements
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of the quasiparticle interference pattern through real-space 2D mapping, whereas Arafune
et al. [49] demonstrated that this dispersion is parabolic and becomes more linear on mov-






This chapter reports the first-principles studies on the atomic configurations and the




3 phase. Moreover, we propose few-layer Si models to
explain the Si growth on Ag(111), illustrating the transformation from a 2D 3×3 Si layer




3 phase. Because the strong covalent bonds
formed between Si layers, we believe that none of the reported Si structures on Ag(111)
exhibit the desired feature of 2D massless Dirac electrons.





3 phase forms in the multilayer region, and the heights from layer to layer
are integer multiples of approximately 0.31 nm [43], which corresponds to the thickness of
one double-layer of the Si bulk in [111] direction. Thus, the multilayer region is probably









3–Ag surface, conventionally referred to as the honeycomb chain
trimer (HCT) model [51]. The structure presents as shown in Figure 3.3. A surface cut
on Si(111) results in an unstable “missing layer” that leaves three dangling bonds for each
Si. With adsorbed Ag atoms, three Si atoms move closer to each other; this saturates two
of the dangling bonds. Each Si also binds with one of the nearest Ag. The reconstructed
atomic structure (Figure 3.3(a)) demonstrates that the third-layer Si atoms are split into two
sublayers with a tiny height difference. For this split third layer, the higher Si is located
in the middle of three nearest neighboring Ag atoms laterally, while the lower Si is in the
center of the triangle formed by three nearest neighboring top-layer Si atoms. Besides,
Figure 3.3(b) shows that the Ag atoms are laterally slightly deviated from the fifth-layer Si





Figure 3.1: Side view (left) and top view (right) of the relaxed atomic structure of (a) 1 ML
of Si on Ag(111), also known as the 3×3 phase, (b) the 1.5 ML of Si on Ag(111) model,
and (c) the 2.5 ML of Si on Ag(111) model, in which the orange, dark green, and gray
spheres correspond to Ag, top-layer Si, and lower-layer Si atoms, respectively. The blue
rhombuses show 3×3 unit cells used in the calculation. In (a), the dark gray spheres denote














Figure 3.2: The projected band structure of 3×3 Si on 4×4 Ag(111) on pz orbitals of Si.
The radii of the red circles are proportional to the contribution from each state. The Fermi
level was set at zero.
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ing dangling bond of that Si atom. Connecting those nearest neighboring Ag atoms, one
can obtain equilateral triangles with two different orientations touching each other at one
of its vertices, forming a chain-like structure. Each set of triangles with one of these two
orientations has C3 symmetry with respect to the perpendicular axis along third-layer Si.
Therefore, the name HCT is given to this model [52, 53, 54, 55, 56, 57].
(a) (b)
Figure 3.3: (a) Side view and (b) top view of the honeycomb chain trimer model, which
serves as the model for the multilayer Si region in which the orange, dark-green, and gray
spheres correspond to Ag, top-layer Si, and lower-layer Si atoms, respectively. The lower-
layer Si atoms from top to bottom are labelled as the second-, third-, fourth-, and fifth-layer,





For the electronic band structure in Figure 3.4(a), we found a surface band in the gap
of the Si bulk–projected band with a nearly linear dispersion region ranging from 0 to 1 eV
in the Γ̄K̄ direction with a large group velocity of approximately 0.86×106 m/s, consistent
with the experimental results derived from the quasiparticle interference pattern for the
system of Si on Ag in Ref. [48][(1.2±0.1)×106 m/s]. Other surface states occurring at K̄
and M̄ just above the top of the valence band are also reported before [58]. The projected
band structure in Figure 3.4(b)(c)(d) indicates that the linear dispersion is dominated by the
px + py orbitals of Si, rather than pz, which is theoretically predicted to be the main wave
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character of the linear band around the Fermi level in freestanding silicene. In addition, this
surface band is due to the interaction between top-layer Si and top-layer Ag. Furthermore,
the large group velocity implies delocalization of states, which can be visualized in the
charge density isosurface in Figure 3.5(a) for the empty states in the energy range of 0.0–
0.5 eV. In addition, Figure 3.5(a) reveals the presence of the charge and protrusion of the
isosurface in the center of the Ag trimers. This can explain the bright dots observed in STM
images with a positive sample bias, thus illustrating that these bright dots do not correspond
to the atomic positions. By contrast, Figure 3.5(b) demonstrates the occupied states in the
energy range of −1.0 to 0.0 eV and visualizes the chemical bonds formed by top-layer Si
and top-layer Ag.
3.2 Few-layer Si model
For low coverage of Si on Ag(111), we constructed few-layer Si models to explain








3 phase can coexist with the
3×3 phase [43], we began from the well-studied 3×3 phase and then added additional Si
to it. In the 3×3 phase, the strong interaction between Si and the Ag substrate distorts
the regular buckling pattern of freestanding silicene, and the buckling distance increases
(Figure 3.1(a)). The frame shows that one-third of the Si atoms in the unit cell are upwardly
buckled, whereas the other two-thirds are in the lower plane close to the substrate. In
Figure 3.1(b), we add nine additional Si atoms in the 3×3 SC on top of the sites of one of
its two sublattices. Furthermore, we slightly move the additional Si atoms laterally away
from the Si atoms beneath such that their bonds are tilted away from the vertical lines.
Moreover, we added adsorbed Ag atoms such that the configuration on the surface similar




3 phase develops out of the 3×3
phase. Furthermore, the additional 0.5 ML of Si can form covalent bonds with the first ML




3 phase is directly grown on top of the 3×3 phase.
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(c) (d)
Figure 3.4: (a) The electronic band structure of the HCT model with the Si bulk-projected
band is shown by gray region. The projected band structure on (b) pz orbitals of top-layer
Si and px + py orbitals of (c) top-layer Ag and (d) top-layer Si, in which the radii of the red
circles are proportional to the contribution from each state. The valence band maximum
(VBM) was set at zero.
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(a) (b)
Figure 3.5: (a) The isosurfaces of the charge distribution of the HCT model for (a) the
empty states within 0.5 eV above the Fermi level and (b) the occupied states within 1.0 eV
below the Fermi level. The isosurface level for (a) is 0.0003, while that for (b) is 0.004
e/a30, where a0 is the Bohr radius.
To compare our model with the experimental results, we further calculated the elec-
tronic band structures. In the projected band structure calculation of the 1.5 ML of Si on
Ag(111) model (Figure 3.6(a)), the states above the Fermi level projected to the top-layer
Ag and top-layer Si are modulated by the states of the Ag substrate, and the dispersion
is distorted and nonlinear. However, by adding another one ML of Si to the previously
mentioned model, we established the 2.5 ML of Si on Ag(111) model (Figure 3.1(c)). The
surface structure is similar to that of the HCT model. Moreover, its projected band struc-
ture (Figure 3.6(b)) demonstrates the emergence of a parabolic dispersion above the Fermi
level. Noticeably, past the Γ̄ point, a nearly linear dispersion similar to that of the surface
state of the HCT model arises, as shown by the blue dashed line. Similarly, this linear band
results from the interaction between top-layer Ag and top-layer Si.
Our calculated band structures imply that the claimed as-grown silicene is actually a
few-layer Si thin film with Ag atoms on top. In addition, a 2.5 ML of Si is required

























































Top-layer Ag Top-layer Si
Figure 3.6: The projected band structure on the px + py orbitals of top-layer Ag (left) and
top-layer Si (right) of (a) the 1.5 ML of Si on Ag(111) model and (b) the 2.5 ML of Si
on Ag(111) model. The radii of the red circles are proportional to the contribution from
each state. The Fermi level was set at zero. The blue dashed lines show the nearly linear
dispersion in some parts of the energy bands.
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resulting from the Ag–Si interaction. To further explore these unique surface states, we
conducted the STM simulation for all three proposed models, whose empty- and filled-state
images are summarized in Figure 3.7 and Figure 3.8 for the constant height and current
models, respectively. For all three models, the filled states with both lower (2.5 Å) and
higher (5.0 Å) tip heights yield similar STM images. For higher-tip-height filled-state





3 patterns, as reported previously in Ref. [48]. Moreover, we
found that as the 1.5 ML of Si on Ag(111) model transforms to the 2.5 ML of Si on Ag(111)
model, the images become more similar to those of the HCT model. In particular, for the
empty states, the STM patterns of the 2.5 ML of Si on Ag(111) model are much closer to
those of the HCT model. Because the parabolic band starts to emerge in the projected band
structure for the 2.5 ML of Si on Ag(111) model, as shown in Figure 3.6(b), we conclude
that increasing the number of added Si layers can render the electronic properties similar









3 phase was reported in Ref. [59]










superstructure, indicated using black rhombus. Because this structure is prepared with ex-




3 phase growth, we constructed a similar




21 SC comprising a twisted overlayer of
1.5 ML of Si with respect to the underlying Ag(111) lattice. The relaxed atomic configura-




3 HCT pattern formed on the
surface of this structure. Moreover, the calculated STM image (Figure 3.9(d)) resembles
the patterns observed in the experiment (Figure 3.9(a)). This similarity provides concrete
theoretical evidence for the presence of the HCT structure on the surface.
Another theoretically proposed model, the honeycomb dumbbell silicene structure, was




3 Si phase on Ag(111) [60],
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HCT
1.5 ML Si on 
Ag(111)
2.5 ML Si on 
Ag(111)
Filled states 
( Tip height = 2.5 Å )
Filled states 
( Tip height = 5.0 Å )
Empty states 
( Tip height = 2.5 Å )
Filled states 
( Tip height = 2.5 Å )
Filled states 
( Tip height = 5.0 Å )
Empty states 
( Tip height = 2.5 Å )
Filled states 
( Tip height = 2.5 Å )
Filled states 
( Tip height = 5.0 Å )
Empty states 
( Tip height = 2.5 Å )
Figure 3.7: Calculated STM images of the HCT model, the 1.5 ML of Si on Ag(111) model,
and the 2.5 ML of Si on Ag(111) model with the constant-height mode. The orange and





3 reconstruction while the blue rhombuses show the 3×3 unit
cells. Empty states are calculated from partial charge density in the energy range between




( 0.446 e/Å3 )
Filled states 
( 0.045 e/Å3 )
HCT
1.5 ML Si on 
Ag(111)
2.5 ML Si on 
Ag(111)
Filled states 
( 1.181 e/Å3 )
Filled states 
( 0.118 e/Å3 )
Filled states 
( 1.194 e/Å3 )
Filled states 
( 0.119 e/Å3 )
Empty states 
( 0.022 e/Å3 )
Empty states 
( 0.438 e/Å3 )
Empty states 
( 0.444 e/Å3 )
Figure 3.8: Calculated STM images of the HCT model, the 1.5 ML of Si on Ag(111) model,
and the 2.5 ML of Si on Ag(111) model with the constant-current mode. The orange and





3 reconstruction while the blue rhombuses show the 3×3 unit
cells. Empty states are calculated from partial charge density in the energy range between














21 superstructure. (a) The previously
reported STM image taken from Figure 2(g) of Ref. [59], corresponding to a sample bias




21 supercell used in our calculation with the
HCT model on the surface. Calculated empty-states STM with tip-height of (c) 2.5 Å and
(d) 5 Å. In (b)(c)(d), the orange and green spheres represent top-layer Ag and top-layer Si




21 supercells. In (d), the




3 reconstruction, which is rotated by 19◦with respect to the
blue one.
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in which the additional Si atoms were adsorbed on top of the lower buckled Si atoms. If





structure can appear. However, Table 3.1 indicates that the absorption energy per added Si
of our 2.5 ML of Si on Ag(111) model is the lowest, implying highest probability of our
model forming among all models. Furthermore, the energies of the Si atoms in our models





3 phase on the multilayer region is a Si thin film with the HCT surface
grown on the Ag(111) substrate.










(Å) (eV/ Si atom) (eV/added atom) (eV/added atom)
silicene 6.698 -4.788 -4.788 0.64
TDS [61] 6.520 -4.837 -5.127 0.30
HDS [61] 6.388 -4.835 -4.825 0.60
3x3 phase -5.243 -5.243 0.19
1.5 ML Si on Ag(111) -5.218 -5.169 0.26
2.5 ML Si on Ag(111) -5.295 -5.409 0.02
3.3 Computational details
We performed the total-energy calculation with DFT implemented in the VASP. [62,
63] The plane-wave basis-set was adopted and the PAW pseudopotentials were used. The
PBE form [15] of the exchange-correlation functional was applied in this calculation. We
used the periodic-slab method to model the surface structure with a vacuum region of about
11–15 Å. For the HCT model, the energy cut-off of the plane-wave basis-set is 500 eV with
the Monkhorst-Pack k-point mesh of 7×7×1. The substrate has ten layers of Si with the
bottom eight layers of Si fixed. The surface layer is composed of one layer Si and one layer
Ag. The vacuum region is about 14 Å. For the 1.5 ML of Si on Ag(111) model, the energy
38
cut-off is 300 eV with the Monkhorst-Pack k-point mesh of 5×5×1. The substrate has six
layers of Ag with the bottom two layers fixed. The vacuum region is about 14 Å. For the
2.5 ML of Si on Ag(111) model, the vacuum region changes to about 11 Å.
3.4 Conclusions









3 reconstruction in the multilayer Si region.




3 phase when the Si coverage
increases beyond one ML. Moreover, this 2.5 ML of Si on Ag(111) model exhibits a nearly
linear surface band above the Fermi level. However, these states result from the interaction
between the top-layer Si and top-layer Ag atoms, rather than 2D Dirac electrons in silicene.
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CHAPTER 4
ELECTRONIC PROPERTIES OF SINGLE-LAYER HEXAGONAL BORON
NITRIDE ON METALLIC SUBSTRATES
As scholars continue to report an increasing number of 2D materials, the potential ap-
plications of the heterostructures formed by vertically stacking these materials as layer
units have been studied intensely [64, 65, 66, 67]. A unique phenomenon of the het-
erostructures, frequently observed through STM, is the moiré pattern [68, 69, 70, 71, 72,
73], a large-scale pattern that emerges when two layers with slightly different periodicities
superimpose. Although moiré patterns are widely observed during 2D heterostructure fab-
rication, the related microscopic topographies and their effects on electronic properties are
not completely understood. Here, we studied an insulating h-BN layer, grown on hexago-
nal transition metallic surfaces with the focus on that of a hcp metal, Ru(0001), and that of
a fcc metal, Cu(111).
h-BN possesses a hexagonal structure similar to that of graphene, except that the two
of its sublattices are composed of different species (i.e., B and N atoms), which break the
inversion symmetry. In addition, the great variance in electronegativity between B and N
atoms leads to a wide band gap of 5–6 eV [74, 75]. The chemical reaction of thermal
decomposition of borazine (B3N3H6) on high-temperature transition metals was used to
synthesize large h-BN layer [76, 77, 78, 79, 80]. Moreover, the absence of dangling bonds
provides an ideal growth platform for other 2D materials. h-BN has recently attracted atten-
tion because of its promising role as a substrate material. One of its most appealing features
is as follows: the mobility of exfoliated graphene increases by almost an order of magni-
tude when mechanically transferred onto the h-BN substrate [81] compared with that onto
SiO2. This finding also launches a new era for searching multiple vdW heterostructures.
In addition to the unique characteristics of an isolated h-BN sheet, tunable physical
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properties possibly arise from the moiré pattern induced by lattice mismatch between h-
BN and the underlying substrate. For instance, the modulated interaction in the h-BN–
metal interfaces can lead to a periodically corrugated h-BN layer. In this chapter, we first
study h-BN on Ru(0001) and then on Cu(111), both of which display different degrees
of h-BN–substrate interactions. Experiments indicate that h-BN/Ru(0001) heterostructures
consistently form moiré patterns with periodicities of approximately 3.2 nm, but the wave-
lengths of h-BN/Cu(111) moiré patterns range from 4 to 14 nm. To gain insight into the
formation and effect of moiré patterns, we developed a theoretical model, in which a SC
commensurate with both h-BN and metal surface is constructed. The SC model reduces the
computational cost, but increases the feasibility of studying the electronic properties. We
performed first-principles calculations based on DFT and demonstrated that the corrugation
of the h-BN layer on Ru(0001) is as large as 1.7 Å, but <0.3 Å on Cu(111). We have also
verified that the hole region of h-BN in the heterostructure is composed of N atoms on top
of underlying metal atoms. Finally, the PDOS and electrostatic potential values confirm the
observed band gap modulation and the local work function variation of the heterostructure.
Such systems can be promising template surfaces for molecular assembly.
4.1 h-BN on Ru(0001)
Since the discovery of the large-scale nanomesh structure in h-BN/Rh(111) heterostruc-
ture, the interaction between h-BN and transition metal substrates has attracted consider-
able attention [82]. As a similar transition metal to Rh with a close lattice constant of
approximately 2.7 Å, Ru has become another substrate useful for investigating the ap-
pearance of distinctive moiré patterns on h-BN/Rh(111). A similar nanomesh structure
can form on h-BN/Ru(0001); this may be because Ru has electronic configurations sim-
ilar to Rh and they involve similar catalytic reactions in the thermal decomposition of
B3N3H6 [83]. Although the nanomesh structure has been studied theoretically [84], reinves-
tigating this nanostructure using first-principles calculations based purely on a plane wave
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basis is necessary. In addition, Ref. [85] studied the heterostructure with MoSe2 grown
on h-BN/Ru(0001) and found a moiré pattern on MoSe2, with the periodicity identical to
that on h-BN/Ru(0001), which cannot be originated from MoSe2/h-BN heterostructure.
Moreover, the tunneling spectra demonstrated that the MoSe2 band edge has a spatial mod-
ulation of approximately 0.13 eV, quantitatively close to the amplitude of the local work
function modulation in h-BN. Notably, the work function modulation measured on both
MoSe2/h-BN/Ru(0001) and h-BN/Ru(0001) exhibits almost identical amplitude, demon-
strating real-space electrostatic tuning of the band profile.
The rotationally aligned h-BN on Ru(111) can be described by a SC of approximately
3.2 nm, corresponding to that of a 13×13 h-BN and 12×12 Ru(0001) lattice. To increase
the efficiency of the calculations, we constructed smaller SCs with finite rotation angles on

















these SCs contain 36, 57, and 67 BN pairs, respectively, and have lengths of approximately
1.5, 1.9, and 2.1 nm, respectively. Notably, these SCs provide the essential collection of
different atomic registries between the layers. Meanwhile, the strain levels applied on the
layer are reasonable, such that the calculated electronic properties are reliable.
We performed first-principles calculations with DFT as implemented in the VASP [62].
We used the PAW method [9] to treat core electrons, and the PBE [15] form for the
exchange-correlation functional with a plane wave energy cutoff of 400 eV. The periodic
slabs contain three Ru layers as the substrate and a vacuum region of approximately 13 Å.
The bottom Ru layer is fixed, whereas the other two Ru layers and h-BN layer are allowed
to move during the geometry optimization. The lattice constant of h-BN was fixed at a
calculated value of 2.52 Å, whereas that of Ru(0001) changes from its calculated value of
about 2.72 Å by 0.5%. The optimized atomic configurations of these SCs are presented
in Figure 4.1, where the orange, blue, and black circles in the top view of Figure 4.1(c)
indicate the regions with B (N) atoms located at fcc (top), top (hcp), and hcp (fcc) positions
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with respect to underlying Ru atoms, which are labeled as BfccNtop, BtopNhcp, and BhcpNfcc,
respectively. The side views of the optimized atomic configuration, shown in right pan-
els of Figure 4.1, indicate that a certain portion of the h-BN layer moves closer to the Ru
substrate. In the regions indicated by both the blue and black circles, which are called the
wire regions, the distances between h-BN and the Ru surface layer were approximately 3.7
Å for all the three models. However, in the region indicated by the orange circle, referred
to as the hole region, in which N atoms are approximately located above Ru atoms, the
average interlayer distance varies from 2.57 Å in Figure 4.1(a) to 2.20 Å in Figure 4.1(c),
producing a maximal height difference (corrugation) in h-BN layer of approximately 1.05
Å in Figure 4.1(a) to 1.67 Å in Figure 4.1(c), in agreement with calculated results previ-
ously obtained with different SCs, basis sets, and exchange-correlation functionals [84,
86]. Moreover, strong bonding occurs in the orange region with charge transfer from h-BN
to the Ru substrate (Figure 4.2).
The band edge and the local work function modulation of MoSe2 on h-BN/Ru(0001)
can be observed through STS and field-emission-resonance spectra, respectively [85]. The
periodic modulation of the band profile on MoSe2 is associated with the work function
modulation induced by the moiré pattern on h-BN/Ru(0001). The location-specific STS
measurements taken from the hole and wire regions indicated a rigid shift of 0.13 eV for
the absolute values of the conduction band (CB) minimum (CBM) and the valence band
(VB) maximum (VBM). Meanwhile, the band gap values remain the same for both the hole
and wire regions. In addition, the field-emission-resonance spectra, in which the bias of the
first peak is considered a good approximation of the work function of the sample, indicate a
downward shift of 0.15 eV from the hole to the wire region. Assuming the band edge shift
of MoSe2 is purely due to the electrostatic potential originating from the h-BN/Ru(0001)
heterostructure, we could use our results of h-BN/Ru(0001) to explain these modulations
of electronic properties observed on MoSe2. In our calculation, we evaluate the local work





Figure 4.1: Top view (left) and side view (right) of the atomic configurations for h-BN


















Ru(0001). The red, light-blue, and gray spheres represent N, B, and Ru atoms, respectively.
The deeper the gray color, the farther the Ru atoms away from the h-BN layer. The orange,
blue, and black circles in (c) indicate the regions with N atoms at the top, hexagonal close-
packed (hcp), and face-centered cubic (fcc) sites with respect to the Ru(0001) substrate,





Figure 4.2: Calculated charge density difference (∆ρ) given by the formula: ∆ρ =
ρh-BN/Ru − ρBN − ρRu, in which ρh-BN (ρRu) was obtained from fixed and fully relaxed h-


















Ru(0001). The charge density differences are induced by the interaction, with the yellow
(blue) isosurfaces indicating an increase (decrease) in the charge density with an isosurface
level of 0.0015 e/a30, where a0 is the Bohr radius. Results show that surface dipoles form
with the direction pointing out of the surface of the heterostructure.
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h-BN layer (average of the vdW layer separations between h-BN and MoSe2; Figure 4.3).
The results demonstrated that the local work function in the hole region is lower than that
in the wire region by 0.10 and 0.15 eV for the models (Figure 4.1(b) and (c), respectively).
The modulation increases as the SC becomes larger, which is possibly due to the increase
of the charge transfer in the hole region, resulting in a higher degree of potential reduction
in the vacuum above. Thus, a larger calculated value of local work function modulation in
the rotationally aligned 13×13 h-BN/12×12 Ru(0001) heterostructure is expected.
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(b)
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Figure 4.3: Calculated local work function variations by subtracting the Fermi level from
the potential surface at the height of 4.9 Å above the h-BN layer, which corresponds to the













57 Ru(0001), in which the upper (lower)
red dashed line indicates the minimum at the wire (hole) region. The distance is calculated
from the left end point of the black dashed lines, labelled in the constant-potential contour
map on the right, in which holes arrange in a hexagonal pattern. The supercell is indicated
in a aqua blue rhombus.
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The PDOS, shown in Figure 4.4, confirms that the significant interaction between h-
BN and the Ru substrate in the hole region induces states in the h-BN gap, producing a
remnant metallic characteristic. On comparing Figure 4.5(a) and (c), we noted that these
induced states result from the hybridization between N pz and Ru dz2 in the hole region. By
contrast, the other regions of h-BN have a wide band gap (>4 eV). This partial metallization
can explain the renormalization of the band gap of MoSe2 grown on h-BN/Ru(0001) [85]
because metallized h-BN improves MoSe2 screening, resulting in a smaller quasiparticle
band gap of MoSe2 on h-BN/Ru(0001), compared with the measured values on graphene or
graphite. Moreover, on comparing Figure 4.5(a) and (b), we noted that the induced states
for px + py in the hole region in the energy range of −3 to −2 eV. These induced states can
be explained by the hybridization with pz orbitals, confirming the fact that the h-BN layer
is no longer flat and concaved upward in the hole region.
In summary, our relaxation calculation shows that the h-BN layer grown on a Ru sub-
strate has a regular periodic corrugation, which can also verify that the hole regions of
the moiré patterns observed in the h-BN/Ru heterostructure are composed of N atoms on
top of underlying Ru atoms. The differential charge distribution indicates that electrons
in the BfccNtop region transfer from the h-BN layer to the substrate, modulating the local
work function on the moiré pattern and spatially modifying the band edge on the as-grown
MoSe2. Finally, our PDOS results indicated that the hybridization between N pz and Ru
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Figure 4.4: Site-projected density of states in the regions of BfccNtop, BtopNhcp, and BhcpNfcc,
shown in the orange, blue, and black curves for the p orbitals of B (dashed lines) and N

















57 Ru(0001) structures. The Fermi level is

































































Figure 4.5: Site- and orbital-projected density of states in the regions of BfccNtop, BtopNhcp,
and BhcpNfcc, shown in the orange, blue, and black curves for the (a) pz and (b) px + py









57 Ru(0001) structure. Green arrows indicate the induced
peaks with the common energy shown in (a) and (b), while orange arrows label the induced
peaks with the same energy shown in (a) and (c). The Fermi level is set as the zero energy.
49
4.2 h-BN on Cu(111)
Cu(111) is a commonly used substrate for the growth of h-BN because of its low cost
and convenient availability. In contrast to a large lattice mismatch between h-BN and
Ru(0001), Cu(111) demonstrates only 2% lattice mismatch with bulk h-BN, with the exper-
imental values of aCu(111)=2.556 Å [87] and ah-BN=2.504 Å [88]. In addition, Cu foils have
good catalytic functions for high-quality fabrication of h-BN, facilitates mass production of
large-scale h-BN films. Furthermore, large-scale growth of h-BN facilitates the realization
of graphene-based devices. Thus, examining the unique heterostructure of h-BN/Cu(111)
is important.
Over the last decade, numerous studies on successful growth of h-BN on Cu(111) have
been published [89, 90, 91, 92]. It has been experimentally verified that although h-BN–
Ni is chemisorbed, h-BN–Cu is more like a physisorbed interface [78], implying weakly
coupling between h-BN and the Cu(111) substrate. However, as in the case of h-BN on
Ru, the moiré patterns of h-BN/Cu(111) have been detected through STM and STS [89].
Recently, the mean interlayer spacing between h-BN and a Cu substrate was unambigu-
ously measured to be 3.38±0.06 Å through X-ray standing waves, whereas h-BN layer
corrugation can be determined by analyzing the atomic contrast in atomic force field mea-
surements, which shows that the hole region of the moiré pattern is 0.3–0.7 Å closer to the
substrate [92]. Ref. [93] demonstrated that the STM image contrast of the moiré pattern
on h-BN/Cu(111) is dominated by the electronic variation, rather than the structural mod-
ulation. Clear moiré patterns emerge at the higher bias voltage (Vb=4 V), in which bright
areas are labeled holes and the surrounding dimer regions are labeled wires. The wave-
lengths of these moiré patterns range from 4 to 14 nm, which reflects the weak h–Cu(111)
interaction [89]. Moreover, a clear shift in the field-emission-resonance spectra suggests a
large spatial modulation of the local work function. This observation again confirms that
a large local work function modulation can exist even if the interaction between h-BN and
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Cu(111) is weak. In addition, h-BN grown on Cu(111) remains a large-band-gap insulator,
rather than being metallized as that grown on Ru(0001). Based on the band gap modula-
tion of MoSe2/h-BN/Ru(0001), here, we raise an unexplored question: can the band gap of
h-BN exhibit periodic modulation following the moiré patterns? Thus, in line with this, we
explored the tunability of the electronic properties of h-BN/Cu(111) by studying the local
work function and the band gap modulations.
Several theoretical approaches have aided the study of unique heterostructures. The lin-
ear augmented plane wave plus local orbital (LAPW+LO) method was used to investigate
the forces acting on B and N atoms with the focus on the BfccNtop geometry. Furthermore,
the density functional theory implemented in the Gaussian plane wave formalism was per-
formed to study the variation in the electronic properties induced by moiré patterns [89].
However, these localized basis sets may not well describe the characteristics of transition
metals, yielding an average h-BN–Cu separation of 3.0 Å [94], which is notably smaller
than the experimental value of 3.24–3.38 Å. Moreover, the calculated work function values
of 3.64–3.77 [89] and 3.64–3.78 eV [94] are much smaller than the experimental values.
Therefore, the plane wave expansion of the wave functions seems to be needed for this
system.
We performed theoretical calculations by using VASP [62, 63] with the PAW method [9,








133 with a twist angle of
4.75◦ and forms a 2.96-nm moiré pattern. The slab contains three layers of Cu atoms and a
vacuum region of approximately 15 Å. We used a plane wave cutoff energy of 400 eV and
sampled only the Γ point. The optB86b functional, including vdW correction, was adopted
for structural relaxation. The structure was fully relaxed until the force on each atom was
<0.01 eV/Å.
Because various orientations and periodicities of moiré patterns were observed in this
weakly interacting system, we adopted the formula for the relationship between the moiré
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pattern wavelengths (λ) and twist angles (φ) between the h-BN and Cu(111) surface.
λ =
(1 + δ)a√
2(1 + δ)(1− cosφ) + δ2
, (4.1)
where a is the lattice constant of h-BN and δ is the lattice mismatch between h-BN and
Cu(111). The maximal wavelength arises at twist angle of 0◦. By substituting the ex-
perimental lattice constants of bulk h-BN and Cu(111), we noted that the resulting maxi-
mal wavelength of the moiré pattern (12.3 nm) remains smaller than the value reported in
Ref. [93]. However, if the lattice constant of h-BN is slightly stretched to 2.51 Å, then delta
becomes approximately 1.8%, with the largest moiré pattern becoming approximately 13.9
nm—close to the largest moiré wavelength found in the current experiments. This might
be due to the differences in the lattice constants of single-layer and bulk h-BN. Another
possibility is that h-BN expands as the temperature decreases. Moiré models, shown in
Figure 4.6, is constructed by overlaying two grids with a hexagonal pattern representing
the Cu(111) lattice and a honeycomb pattern representing the slightly stretched h-BN over-
layer. The moiré wavelength and moiré rotation angle as functions of twist angle between
h-BN and Cu(111) lattices are presented in Figure 4.7. When the twist angle between h-
BN and Cu(111) decreases from 30◦ to 0◦, the calculated wavelength of the moiré pattern
increases from 0.5 to 13.9 nm, among which the largest moiré pattern corresponds to a
56×56 h-BN/55×55 Cu(111). To understand the formation and effects of moiré patterns,
we developed a theoretical model, in which a SC commensurate with both h-BN and a
metal surface was constructed.
However, calculating such a large SC by using plane waves is challenging. To verify the
weak coupling between h-BN and Cu(111) and the number of Cu layers necessary to meet









3 Cu(111)R30◦with an SC size of approximately 1.3 nm (Figure 4.8(a)).
The results demonstrated that although the absolute binding energy of h-BN on Cu with the
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2.5 nm
Figure 4.6: The calculated h-BN atomic structure of the 13.9-nm moiré pattern with the






























Figure 4.7: Wavelengths (black) and rotations (red) of the moiré patterns as a function of
the twist angles between the stretched h-BN and Cu(111) lattices.
53
PBE exchange-correlation functional is only a few millielectronvolt per BN, the value ob-
tained with the vdW Density Functional, optB86b-vdW-DF [24, 25, 26], is about hundreds
of millielectronvolt per BN, with being approximately 0.06 eV/BN lower than that obtained
with local density approximation. This result is consistent with an improved description of
physisorbed behavior with vdW interactions in the vdW-DF. Both the binding energy and
interlayer distance imply that h-BN and Cu(111) interact weakly, which allows for various
arrangements of the h-BN layer grown on top of Cu(111) with different orientations and
periodicities.
To study the twist angle dependency of the band gap modulation, we performed first-
principles calculations on the electronic properties of another possible configuration of









133 Cu(111), used to model a 2.96-nm moiré pattern with a twist angle of
4.75◦. The results indicated that the average height of the h-BN layer above the Cu surface
from our SC calculation is 3.21 Å, in agreement with the values of 3.24 Å [95] and 3.38
Å [92] obtained from the X-ray standing wave experiments. From the top view, regions
with N atoms on the top, hcp, and fcc sites with respect to the underlying Cu substrate can
be identified from left to right along the full diagonal, as indicated by the orange, blue,
and black circles, respectively. According to the same convention used in h-BN/Ru, these
regions are labeled as BfccNtop, BtopNhcp and BhcpNfcc, respectively. From the side view, the
relaxed h-BN layer is almost but not perfectly flat and has a corrugation with the BfccNtop
region lower than the other by approximately 0.3 Å. Our relaxation result confirmed that the
BfccNtop region corresponds with the center of the holes, whereas the other two correspond
with the wire; the holes and wires are typically referred to as the dark and bright regions in
STM images, respectively.
For the electronic properties, the PDOS (Figure 4.9) indicated that the CB edge de-
rives primarily from the p orbitals of B atoms and the VB edge from the p orbitals of N





















133 Cu(111) structures that we used as theoretical
models for the 1.3-nm and 2.96-nm moiré patterns. The red and light blue spheres represent
N and B atoms, respectively. The first, second, and third layer of Cu atoms are illustrated
by gray spheres with different darkness. High symmetric regions of BfccNtop, BtopNhcp, and
BhcpNfcc are marked by orange, blue, and black circles, respectively.
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133 Cu(111), whereas the CB edge shifts downward by









ously, at the BfccNtop site, the projected N states demonstrate an additional small peak near
the VB edge for both large and small moiré patterns, leading to a higher VB edge than that
in BtopNhcp and BhcpNfcc. This small peak near the VBM in the hole region (BfccNtop) may
be detected in tunneling measurements through its stronger coupling with the Cu orbitals
in this geometry. Thus, the band edges, marked using the two orange arrows, indicate a
band gap narrowing in the hole region compared with the other two regions; this agrees
well with the experimental results. For the moiré pattern dependency behavior, CB edge
shift increases as the moiré becomes larger, whereas the VB edge remains unchanged. This
qualitatively explains the trends observed for the band edge shift in the experiment pre-
sented in Ref. [93]: (1) the positive correlation between the energy shift of the CB edge
with the moiré wavelength, and (2) the constant shift of the VB edge, independent of the
moiré wavelength. A possible reason for this independency is the dominating N–Cu inter-
action. In the wire region where the N atoms are away from the top sites, the hybridization
is weak, and no new state is formed near the VB edge. However, in the hole region, N
atoms, located directly above Cu atoms, exhibit the strongest orbital interaction with the
metal orbitals, forming additional features just above the VB edge and thus inducing a
spatial modulation of the VB edge. The calculated spatial modulation of the VB edge is
approximately 0.4 eV—consistent with the experimentally measured VB edge modulation
(0.2–0.3 eV).
We next discuss the twist angle dependency of the work function modulation within
the moiré pattern. Our theoretical results (Figure 4.10) indicated a larger work function
modulation in the 2.96-nm moiré pattern than in the 1.3-nm moiré pattern; however, the
magnitude of the modulation remains negligible (<0.1 eV). This result agrees with the
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133 Cu(111) structures on the p orbitals of B atoms
(dashed lines) and N atoms (solid lines) in BfccNtop, BtopNhcp, and BhcpNfcc regions. The
zero energy was set at the Fermi level. While the conduction band edge derives primarily
from the p-orbitals of B atoms, the valence band edge derives mostly from the p-orbitals of
N atoms. Note, there exist an overall VB down-shift by about 0.4 eV in both (a) and (b).
The orange vertical arrows indicate the band edges of the h-BN layer.
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pattern with a wavelength of 3.5 nm. However, first-principles calculations by using plane
waves on the SC with a moiré pattern wavelength of >3 nm remains technically diffi-
cult. To calculate the local work function modulation, a modified approach was adopted
by building periodic unit cells representing local structures of the moiré pattern, in which
we could perform accurate calculations on the local electronic properties. BZ sampling
was performed using a 15×15×1 MonkhorstPack grid for both structural relaxation and
static calculations [96]. Electronic optimization was performed with a tolerance of 10−5
eV. Differential charge density is defined as ρ = ρh-BN/Cu − ρh-BN − ρCu, where ρh-BN/Cu,
ρh-BN, and ρCu represent the charge density of the h-BN/Cu system, single h-BN sheet, and
Cu substrate, respectively. Because the 1×1 unit cell is created based on the local struc-
ture of the moiré pattern with a small strain, it can capture the local electronic properties
for different stacking configurations [97]. As indicated, in the hole center, the N atom is
located on top of the surface Cu atom, forming a BfccNtop structure (Figure 4.11(a)). Here,
the strongest bonding originates from the hybridization of the 3pz orbital of N and 4s or-
bital of Cu. It can form a relatively strong bond and lead to the strongest charge transfer
(Figure 4.12). Furthermore, new components induced by the h-BN–Cu hybridization can
lead to a narrower band gap. By contrast, B and N atoms have various configurations in
the wire region. Two possibilities are demonstrated in Figure 4.11(b) with a BtopNhcp struc-
ture, where N atoms are situated above the Cu hcp sites, and Figure 4.11(c) with a BhcpNfcc
structure, where N atoms are located above the Cu fcc sites. In this case, the hybridization
is relatively weak, and all the electronic properties of this type of BN structures should
be less perturbed by the presence of Cu and be closer to the pristine h-BN. As shown in
Figure 4.13, the plane-averaged Hartree potential along the vertical direction indicated that
the work function in the BfccNtop region is approximately 0.3 eV lower than that in the
BtopNhcp and BhcpNfcc region. This modified 1×1 unit cell approach is presumably valid for
moiré patterns with large periodicities because the local structures can extend to a larger
area. Our calculations indicated a local work function difference of approximately 0.3 eV
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between the hole and wire regions, in agreement with the values previously obtained using
1×1 unit cells [89, 92]. This 1×1 approach also yields a band gap difference of approx-
imately 0.5 eV betweenBfccNtop and BhcpNfcc structures. In comparison, the SC and unit
cell approaches have their own limitations: the SC is valid in short wavelength (≤3 nm)
regimes, whereas the unit cell is applicable for only long wavelength limits. Combining
results for both the limits, we concluded that the work function modulation is negligible
at short wavelength and it becomes more substantial at long wavelengths—consistent with
the experimental observations.
In summary, we systematically investigated the moiré pattern wavelength-dependent
work function and band gap modulations in h-BN/Cu(111) heterostructures. When the
Cu(111) surface is covered with h-BN because of the induced dipole layer, the average
work function of the system decreases compared with the bare Cu(111) surface. Further-
more, we noted a spatial modulation of the local work function with amplitudes ranging
from 0.3 eV for a 14-nm wavelength to a negligible value for a 3.5-nm wavelength, all
attributable to the variation in the dipole layer. The strongest hybridization of N 3pz and
Cu 4s orbitals exist in the region where N atoms are located on top of Cu atoms, whereas
the weakest hybridization occurs in the wire region where N atoms are located between
Cu atoms. Moreover, the wavelength dependency of the modulation amplitude is due to
the local work function being determined by the electrostatic potential from a region in
the order of nanometers. In addition, our results indicated that the band gap of the insu-
lating h-BN atomic layer exhibits similar modulations. This occurs because the CBM and
VBM of the system are mainly contributed by the pz orbitals of B and N atoms, respec-
tively. Furthermore, the band gap modulation of h-BN can be affected by the moiré pattern
wavelength. In general, our results provide microscopic understanding of moiré pattern
formation and explain the mechanism underlying work function shift in the h-BN/Cu(111)
heterostructure. The results also confirm the role of the moiré pattern wavelength in tun-
ing the electronic properties. We noted that the tunability of the band gap and local work
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at the height of 3 Å, 3.5 Å, and 4 Å above the h-BN layer. The black dashed lines label the
position of one-third and two-thirds length of the diagonal, respectively.
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(a) (b) (c)
Figure 4.11: Top view of the 1×1 h-BN on 1×1 Cu(111) structures for (a) BfccNtop, (b)







Figure 4.12: Slice of charge transfer between the h-BN and Cu(111) from the unit cell
model of (a) BfccNtop and (b) BhcpNfcc, respectively. The charge transfer unit is e/a30, where
a0 is the Bohr radius. B and N atoms are labeled by light blue and red spheres with black





































































































































Figure 4.13: Calculated plane-averaged hartree potential along the direction perpendicular
to the surface for (a) BfccNtop, (b) BtopNhcp, and (c) BhcpNfcc. The energy differences between
the dashed lines define the work function. The Fermi level was set at zero.
function of h-BN can be achieved by suitably adjusting the twist angle of moiré patterns.
These results may be helpful in studying and optimizing the electronic properties of a wide
variety of 2D materials exhibiting moiré patterns for future applications.
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CHAPTER 5
ELECTRONIC PROPERTIES OF LEAD/SILVER STACKED METALLIC THIN
FILMS
The fabrication of thin film structures with few-atom thickness has been widely adopted
and studied over the last two decades because of the increasing need of high-performance
and high-efficiency electronic devices. Compared with bulk materials, thin films have a
restricted extent in one dimension, such that the electron motion is confined between two
planes, which can be film–substrate or film–vacuum interfaces. The allowed crystal mo-
mentum with the direction perpendicular to these interfaces is discrete, resulting in the
so-called QWSs, which have substantial effects on the electronic properties of nanostruc-
tures. The earliest theoretical study regarding the effect of QWSs on the work function
was conducted in the 1970s [98]. Currently, QWS continues to gain attention, particularly
with the availability of large, smooth, and high-quality thin films and the discovery of the
modulated physical and chemical properties as a function of layer thickness, including the
thermal stability [99, 100, 101, 102, 103, 104], critical superconductivity temperature [105,
106, 107], and work function [108, 109, 110]. A wealth of these oscillating phenomena can
be explained through the modulation of the density of states near the Fermi level. Because
of the short wavelength of electron waves, electron interference is very sensitive to film
thickness and smoothness, which is a characteristic that can be used to monitor the growth
of thin films. A recent study [111] presented the results of ARPES for Pb/Ag bimetallic
thin films on the Si(111) substrate, in which the electronic states and their charge density
distributions have not been completely understood. Here, we studied the electronic proper-
ties of these thin films, which can be directly compared with the ARPES data. In addition,
we confirmed that the electronic coherence in the entire bimetallic film can be achieved by
connecting QWSs in each metallic part with its own commensurate wavelength.
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To investigate the electronic properties of Pb/Ag bimetallic thin films, we first con-
structed a slab in which 10 Pb(111) layers are stacked on 9 Ag(111) layers with both sides
of the slab in contact with vacuum. The interlayer distance at the Pb–Ag interface was
taken as the average of the Ag–Ag and Pb–Pb layer separations. The calculated lattice con-
stants of Pb(111) and Ag(111) are aPb(111)=3.56 Å and aAg(111)=2.95 Å, respectively. For a
rotationally aligned lattice, a 5×5 Pb(111) unit cell has a small lattice mismatch with 6×6
Ag(111). To construct a lattice-matched SC with a minimal strain level for Pb and Ag, we
selected the average lattice constants, L =(5×aPb(111)+6×aAg(111))/2, such that the strain




× 100%, m = 5 (6) for Pb (Ag). (5.1)
However, in the real situation, the Pb/Ag bimetallic thin film is laid on top of a Si(111)
substrate. To examine how the Si substrate affects the electronic properties of a thin film,
another smaller SC with a reasonable strain level should be searched for, such that the cal-




13 Ag(111)R13.9◦was selected with a slightly changed strain levels of approxi-









7 Si(111)R19.1◦. Therefore, using this model
is convenient for studying the Si substrate effect on the electronic properties of Pb/Ag
bimetallic thin films.
The calculations are based on DFT as implemented in the VASP [62, 63] computation
code, which adopts the plane wave basis. We set the plane wave energy cutoff at 500 eV
in this study. The PBE form was used for the exchange-correlation functional, and the
PAW method for pseudopotentials was employed. We used the Monkhorst-Pack scheme
for the k-point mesh, which is 3×3×1 for the structures with 3×3 Pb(111) unit cells and
2×2×1 for the structures with 5×5 Pb(111) unit cells. The slab contains 10, 9, and 6 layers
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of Pb, Ag, and Si, respectively, in which the vacuum regions are 26 and 15 Å for Pb/Ag
and Pb/Ag/Si, respectively. The bottom layer of Si is passivated by H. The structure was
constructed using the calculated bulk geometries. To handle the large-scale calculations, the
ionic relaxation was ignored, and the electronic wavefunctions were completely optimized
until the energy difference between the adjacent steps was <10−4 eV. The energy band
unfolding was performed using the BandUP code [112, 113]. In total, 100 k points were
used to sample the unfolding path along M̄–Γ̄–K̄. The energy resolution was sampled in a
discrete value of 0.01 eV.
Although the SC model reduces the impact caused by the strain in two metals, the band
structure becoming complex as the states fold into a very small SC BZ (sBZ) is a limitation
(small black hexagons in Figure 5.1). To straightforwardly compare our results to the
ARPES data and sort the relevant states near the Γ̄ point, the states carrying components
of exp(iG · r) in the SC band structure should be unfolded onto the primitive BZ (pBZ)
according to k = K + G, where k and K are the wave vectors of states in the primitive
cell and SC, respectively, and G the reciprocal lattice vector of the SC. In our case, two
inherent periodicities in the SC, each corresponding to Ag(111) and Pb(111) lattices, were
noted. Therefore, the band unfolding results depend on which lattice the unfolding is with
respect to. The details of the unfolding method have been introduced in Section 2.5.
The electronic band structures calculated for pure metallic thin films are presented in
Figure 5.2. QWSs manifest themselves as the discrete energy levels around the Γ̄ point
near the Fermi level. Their partial charge densities at the Γ̄ point, displayed in Figure 5.3,
demonstrate the modulation of the charge density deep in the thin film. For the 9-layer
Ag film, the dispersion is characterized by a large slope as it moves away from the Γ̄
point, which is dominated by s orbitals, except for the surface states above the Fermi level,
which mainly project on pz orbitals. In addition, px and py orbitals are the predominant
components of the states near the BZ boundary, and d orbitals mostly lie in the flat bands in
the range of−4≤E−EF≤−3 eV. For the 10-layer Pb film, the bands near the Fermi level are
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relatively flat, particularly for the three bands within 0≤E−EF≤2 eV. These states, along
with the states with parabolic dispersion in the lower energy, have major pz characteristics.
The states with quite large but negative dispersion away from the BZ center are dominated
by px and py orbitals. Moreover, the constant-energy contours at EF−1.0 eV are relatively
different for the two films (right panels of Figure 5.2). If these two films are stacked
together to form a new thin film, the boundary condition will be changed at the interface
between them. The QWS may experience a different phase shift at the boundary; this shift





13 Ag(111) (Figure 5.4), the number of states doubles in the energy
range between −3 and 0 eV compared with that in the same energy range for pure Pb and
Ag films. The energies of the states around the Γ̄ point in the energy range between −3
and 0 eV, shown in Figure 5.4(a), are identical to those in Figure 5.4(b) but with different
projection directions; this suggests that these states are relatively isotropic—an indication
of free-electron like energy bands. Thus, if we were to plot the constant-energy contours,
their shape would be circular. In addition, most of these states have the charge density
distributed in both Pb and Ag parts of the film (Figure 5.5(a)). For these states, similarly,
the charge densities are modulated by QWSs. The general characteristics of these QWSs
are comparable to those of the states in both Ag and Pb pure thin films. However, as
mentioned, different phase shifts occur when a film–vacuum interface is replaced with a
film–film interface. Moreover, by connecting QWSs in each metallic film, the electronic
coherence in the entire bimetallic film can be achieved.
In the experimental configuration, however, the bimetallic thin film is supported by the









7 Si(111) layers. The unfolded band structure (Fig-
ure 5.6) demonstrates that the features mentioned previously, including the common states
around the Γ̄ point in the energy range of−3.0 to 0.0 eV and the isotropy of the dispersion,









3 × 3 Pb(111)/                     Ag(111)R13.9°13 × 13
Pb(111)/          Ag(111)6 × 65 × 5




13 Ag(111)R13.9◦ and (b)
5×5 Pb(111)/6×6 Ag(111). The BZs corresponding to the unit cells of 1×1 Pb(111) and
1×1 Ag(111) are represented by blue and red hexagons, respectively. The black hexagons






















































































































Figure 5.2: Calculated electronic band structures of the (a) 9-layer Ag(111), (b) 10-layer
Pb(111), and (c) 6-layer Si(111) thin films where Si thin films are passivated by H on both
sides. The wave vectors are in the BZ of their 1×1 unit cells. The contribution from s,
px + py, and pz states are labeled in green, light-blue, and orange circles, respectively, with
the radii showing the projecting magnitude. The right panels show the constant-energy
contours at 1.0 eV below the Fermi level, as indicated by the red dashed lines.
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Figure 5.3: The partial charge densities of the three states below the Fermi level for (a) Pb
and (b) Ag. The solid lines indicate the atomic Pb planes, while the dotted lines indicate
those for Ag. The energies with respect to the Fermi level of these states are shown on the
left of each panel.
states presented in Figure 5.4, those in Figure 5.6 have shifted to different energies. In
particular, the fourth state counted from the top shifted by approximately 0.32 eV, which
is the first state noted in the charge density plots of Figure 5.5. The energy difference is
due to the change in the phase shift accumulated at the boundary of the vacuum and the
Si substrate. However, Figure 5.5(b) indicates that the charge density distributions in the




13 on Si(111) are quite similar to those presented in
Figure 5.5(a). The only major difference is in the first state, which has shifted by 0.32 eV,
in that a significant amount of charge has been transferred to the Si substrate. Figure 5.7
demonstrates the unfolded band structure with respect to the Si BZ, in which a series of Si
states, obscure in Figure 5.6, are revealed. Because we used a finite Si slab in our calcula-
tions, discrete Si states were found and some coupling with the QWSs in the metallic film










































































































Projected Bands w.r.t. Ag(111)
Projected Bands w.r.t. Pb(111)
Figure 5.4: Calculated unfolded band structures of the 10-layer 3×3 Pb(111)/9-layer
√
13×√
13 Ag(111) bimetallic thin film with respect to the (a) Ag and (b) Pb lattices. M̄ and K̄
in (a) and (b) lie on the red and blue hexagons in Figure 5.1(a), respectively.
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Figure 5.5: The xy-plane-averaged charge distributions along the normal direction of the













7 Si(111). The energies with respect to the
Fermi level of these states are shown on the left of each panel. The solid lines indicate
the Pb planes, while the dotted lines label the Ag planes. The Si planes are shown by the









































































































Projected Bands w.r.t. Ag(111)
Projected Bands w.r.t. Pb(111)
Figure 5.6: Calculated unfolded band structures of the 10-layer 3×3 Pb(111)/9-layer
√
13×√




7 Si(111) with respect to the (a) Ag
and (b) Pb lattices. M̄ and K̄ in (a) and (b) lie on the red and blue hexagons in Figure 5.1(a),
respectively.
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Figure 5.8 compares the calculated energy bands near Γ̄ in Figure 5.4 and Figure 5.7
with the ARPES results. It indicates that in the presence of the Si substrate, our calculated
unfolded band structure agrees relatively well with the experimental results. Although their
Fermi levels can be different, possibly because of the doping or fine details of the interface
structure, the energy differences of the four QWSs nearest to the Fermi level are comparable
to those in the ARPES data.
Projected Bands w.r.t. Si(111)

















































Figure 5.7: Calculated unfolded band structure of the 10-layer 3×3 Pb(111)/9-layer
√
13×√




7 Si(111) with respect to the Si lattice.
Thus far, we have discussed results for a composite film, in which a relative rotation
between Pb and Ag lattices was included for reducing the strain in both parts. Next, we
investigate the effect of this rotation by performing a calculation on the bimetallic 5×5
Pb(111)/6×6 thin film. The unfolded band structure is presented in Figure 5.9, in which
the states around Γ̄ ranging from −3 to 0 eV have energies similar to those presented in






















































0.2− 0.0 0.2 0.4 0.23− 0.00 0.43
kx (      )Å−1 kx (      )Å−1 kx (      )Å−1
Figure 5.8: (a) The ARPES data of 10-layer Pb(111)/9-layer Ag(111) grown on Si(111).
(b) The partial enlargement of Figure 5.7 (with Si substrate) and Figure 5.4(a) (without Si
substrate) around the fermi level near Γ̄ with kx along the Γ̄K̄ direction.
Differences were noted only for wave vectors far from the Γ̄ point but near the zone bound-
ary. Furthermore, Figure 5.10 displays that the charge density is almost unchanged with
respect to rotation. Thus, a slightly rotated structure with a reasonable strain is appropriate
for studying QWSs of the bimetallic structure.
Finally, we examined the anisotropy of energy bands further from the Γ̄ point. As
indicated in Figure 5.9, starting from the Γ̄ point, the constant-energy levels of EF−0.3 and
EF−0.7 eV cut the band for the third time at the respective k points of 0.578 and 0.613
Å−1 along Γ̄K̄ and 0.494 and 0.515 Å−1 along Γ̄M̄—reflecting the features of the QWS
dispersions in pure Pb thin films. However, the ratios of the intersecting k distances in the
Γ̄K̄ direction to that in the Γ̄M̄ direction for EF−0.3 and EF−0.7 eV are 1.17 and 1.19,
respectively—1.6% and 3.6% larger than that for a regular hexagon, respectively. Thus,
the warping of energy contours in Figure 5.11 are confirmed: the first two contours close


































(b) Projected Bands w.r.t. Pb(111)





































































Projected Bands w.r.t. Ag(111)
Figure 5.9: Calculated unfolded band structure of the 10-layer 5×5 Pb(111)/9-layer 6×6
Ag(111) bimetallic thin film with respect to (a) Ag and (b) Pb lattices along M̄–Γ̄–K̄, where
M̄ and K̄ in (a) and (b) lie on the red and blue hexagons in Figure 5.1(b), respectively. The
red lines in (a) indicate the constant-energy levels at EF−0.3 and EF−0.7 eV.
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Figure 5.10: The xy-plane-averaged charge distributions along the normal direction of the




13 Ag(111) and (b) 5×5
Pb(111)/6×6 Ag(111) structures. The energies with respect to the Fermi level of these
states are shown on the left of each panel. The solid lines indicate the Pb planes, while the
dotted lines indicate the Ag planes.
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Figure 5.11: The ARPES constant-energy contours of 10-layer Pb(111)/9-layer Ag(111)
grown on Si(111) at EF−0.8 and EF−1.2 eV, respectively.
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In summary, we verified that rotation barely affected the energies of the states around
the Γ̄ point. Moreover, the presence of the substrate changes the boundary conditions at
the interface and can modify the QWS around the Γ̄ point. Along with the SC model
with reasonable size and strain levels, we performed the band unfolding calculations and
results were in agreement with the reported ARPES data [111]. Moreover, the electronic
distribution along the direction perpendicular to the thin film is modulated by QWSs and
the electronic coherence can be achieved through connecting QWSs in each metallic part
with its own commensurate wavelength. Our findings can guide future theoretical work, in
which a complete understanding of the experimental observation in multiple stacked thin




We have investigated the properties of three classes of heterostructures formed by 2D
materials grown on metal substrates, including Si thin films on a Ag substrate (Chapter 3),
h-BN on Ru(0001) and Cu(111) substrates (Chapter 4), and a stacked combination of Pb
and Ag thin films (Chapter 5). The main results are summarized below.




3 phase of Si grown on Ag(111) experi-
mentally observed by STM is in fact a Si thin film with the honeycomb chain trimer (HCT)





phase may be caused by floating Ag adatoms originated from the Ag substrate. From the
HCT model, we show that a part of its parabolic surface band, shown in Figure 3.4(a), has
a similar slope to that of the dispersion experimentally derived from the tunneling spectra.
We also show that the calculated STM images for the HCT model yield similar patterns
to that observed by the experiment. On the other hand, we have presented the structures
of 1.5 ML and 2.5 ML of Si thin films on Ag(111) with the HCT model on the surface,
as illustrated in Figures 3.1(b) and 3.1(c), respectively. The calculated results show that
the features of the HCT model may emerge when the thickness of Si thin films is equal or
above 2.5 ML. Based on these studies, we conclude that 2D silicene and its unique linear




3 phase is not silicene but a Si thin film with the presence of Ag on the surface.
Our calculations conclude that the h-BN monolayer can interact with the underlying Ru
and Cu substrates through the hybridization between the p orbitals of N and d orbitals of
metal substrates, which takes place in the regions where N is located on top of a metal atom.
In h-BN/Ru(0001), the hybridization induces distinct states in the middle of the h-BN band
gap (Figure 4.4), while in h-BN/Cu(111), the hybridization induces states just above the top
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of the valence band, causing a narrowing of the band gap (Figure 4.9). The hybridization
can also modulate the separation of the h-BN layer to the substrate. As a consequence, the
regions in h-BN with N on top of a metal atom move closer to the substrate, leading to
a corrugated h-BN layer. Moreover, the spatially-periodic corrugation of the h-BN layer
can give rise to a modulation of the local work function with the calculated values in good
agreement with experimental results.
For the composite Pb and Ag metal films, our results of the band unfolding illustrate
that, while rotation between Pb and Ag lattices has no effects on the energies of the quantum
well states at the Γ̄ point, the presence of a Si substrate can shift the energies of those states
because the interface condition has been modified, and thus the phase shifts of the quantum
well states can be altered. Our calculated unfolded band structure with the Si substrate is
consistent with the ARPES data, as presented in Figure 5.8.
To summarize, our supercell model approach has been successfully applied to the het-
erostructures formed by 2D materials grown on metallic substrates. Because the small
strain level in our supercell model, the resulting electronic properties, including the local
density of states, the band structure, the constant-energy contours, and the local work func-
tion, agree well with experimental observations. All the findings above suggest that the
interaction between the 2D materials and the substrates plays an important role in deter-
mining their electronic properties.
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[9] P. E. Blöchl, “Projector augmented-wave method,” Phys. Rev. B, vol. 50, pp. 17 953–
17 979, 24 1994.
[10] G. Kresse and D. Joubert, “From ultrasoft pseudopotentials to the projector augmented-
wave method,” Phys. Rev. B, vol. 59, pp. 1758–1775, 3 1999.
[11] N. A. W. Holzwarth, G. E. Matthews, R. B. Dunning, A. R. Tackett, and Y. Zeng,
“Comparison of the projector augmented-wave, pseudopotential, and linearized
augmented-plane-wave formalisms for density-functional calculations of solids,”
Phys. Rev. B, vol. 55, pp. 2005–2017, 4 1997.
81
[12] D. M. Ceperley and B. J. Alder, “Ground state of the electron gas by a stochastic
method,” Phys. Rev. Lett., vol. 45, pp. 566–569, 7 1980.
[13] J. P. Perdew and A. Zunger, “Self-interaction correction to density-functional ap-
proximations for many-electron systems,” Phys. Rev. B, vol. 23, pp. 5048–5079, 10
1981.
[14] S. H. Vosko, L. Wilk, and M. Nusair, “Accurate spin-dependent electron liquid cor-
relation energies for local spin density calculations: A critical analysis,” Canadian
Journal of Physics, vol. 58, no. 8, pp. 1200–1211, 1980.
[15] J. P. Perdew, K. Burke, and M. Ernzerhof, “Generalized gradient approximation
made simple,” Phys. Rev. Lett., vol. 77, pp. 3865–3868, 18 1996.
[16] G. Binnig, H. Rohrer, C. Gerber, and E. Weibel, “Tunneling through a controllable
vacuum gap,” Applied Physics Letters, vol. 40, no. 2, pp. 178–180, 1982.
[17] ——, “Surface studies by scanning tunneling microscopy,” Phys. Rev. Lett., vol.
49, pp. 57–61, 1 1982.
[18] J. Bardeen, “Tunnelling from a many-particle point of view,” Phys. Rev. Lett., vol.
6, pp. 57–59, 2 1961.
[19] J. Tersoff and D. R. Hamann, “Theory and application for the scanning tunneling
microscope,” Phys. Rev. Lett., vol. 50, pp. 1998–2001, 25 1983.
[20] ——, “Theory of the scanning tunneling microscope,” Phys. Rev. B, vol. 31, pp. 805–
813, 2 1985.
[21] V. Popescu and A. Zunger, “Extracting E versus k effective band structure from
supercell calculations on alloys and impurities,” Phys. Rev. B, vol. 85, p. 085 201,
8 2012.
[22] A. Tkatchenko and M. Scheffler, “Accurate Molecular Van Der Waals Interactions
from Ground-state Electron Density and Free-Atom Reference Data,” Phys. Rev.
Lett., vol. 102, p. 073 005, 7 2009.
[23] A. D. Becke and E. R. Johnson, “Exchange-hole dipole moment and the disper-
sion interaction revisited,” The Journal of Chemical Physics, vol. 127, no. 15,
p. 154 108, 2007.
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