Accurate analytical expressions for collimator resolution and sensitivity are important tools in the optimization of SPECT systems. However, presently known expressions for the sensitivity of converging collimators either diverge near the focal point or focal line(s), or are only valid on the collimator axis. As a result, these expressions are unsuitable to calculate volumetric sensitivity for e.g. short-focal length collimators that focus inside the object to enhance sensitivity. To also enable collimator optimization for these geometries, we here present non-diverging sensitivity formulas for astigmatic, cone beam and fan beam collimators that are applicable over the full collimator's field-of-view. The sensitivity was calculated by integrating previously derived collimator response functions over the full detector surface. Contrary to common approximations, the varying solid angle subtended by different detector pixels was fully taken into account which results in a closed-form non-diverging formula for the sensitivity. We validated these expressions using ray-tracing simulations of a fan beam and an astigmatic cone beam collimator and found close agreement between the simulations and the sensitivity expression. The largest differences with the simulation were found close to the collimator, where sensitivity depends on the exact placement of holes and septa, while our expression represents an average over all possible placements as is common practice for analytical sensitivity expressions. We checked that average differences between the analytical expression and simulations reduced to less than 1% of the maximum sensitivity when we averaged our simulations over different septa locations. Moreover, we found that our new expression reduced to the traditional diverging formula under certain assumptions. Therefore, the newly derived sensitivity expression may enable the optimization of converging collimators for a wide range of applications, in particular when the focal area is close to, or in, the object of interest.
Introduction
The use of converging collimators in Single Photon Emission Computed Tomography (SPECT) has already been proposed since the 1980s (Jaszczak et al., 1979; Tsui et al., 1986; Jaszczak et al., 1986 Jaszczak et al., , 1988 Gullberg, Christian, Zeng, Datz and Morgan, 1991; Gullberg, Zeng, Christian, Tsui and Morgan, 1991) . Such converging collimators, in which the hole's axes converge to a focal line (fan beam), a focal point (cone beam), or multiple focal lines (astigmatic), are advantageous for increasing photon yield or sensitivity over that of parallel hole collimators if the dimensions of the target object or organ are smaller than those of the gamma detector. Additionally, combinations of different converging collimators, e.g. combined half-cone beam and fan beam collimation have been investigated for high-sensitivity SPECT (Li et al., 1996; Kamphuis and Beekman, 1998; Beekman et al., 1998; Ter-Antonyan et al., 2009) . Because the sensitivity of converging collimators is highest near the focal line(s) or point, various researchers have proposed to use short focal length cone beam collimators with focus inside the object of interest, e.g. Hawman and Haines (1994) ; Walrand et al. (2002) ; Park et al. (2003 Park et al. ( , 2005 ; van Roosmalen et al. (2015) . The increased sensitivity due to focusing inside the object may also reduce noise in reconstructed images induced by attenuation as was shown by Kijewski et al. (1997) and may benefit SPECT systems equipped with transmission sources (SPECT/Transmission Computed Tomography (TCT) systems) by increasing the number of transmission counts. These systems based on fan beam collimators can have transmission line or point sources at the focal line (Kemp et al., 1995; Beekman et al., 1998) , or use virtual point sources at the focal point of a cone beam collimator (Manglos et al., 1992; Beekman, 2001 ).
An important tool in SPECT and SPECT/TCT system design is the use of accurate analytical expressions for collimator resolution and sensitivity. However, common expressions for the sensitivity of converging collimators (Metz et al., 1980; Tsui and Gullberg, 1990) inappropriately diverge near the collimator's focus. Moreover, the divergence scales with 1/r n , with r being the distance from the focus and n = 1 for fan beam and n = 2 for cone beam collimators, making the expressions nonintegrable around the focus. Thus, when calculating volumetric collimator sensitivity over a region containing the focus, one cannot circumvent the singularity at the focus by taking points just outside of the focus location. This is particularly problematic for designing systems that exploit the increased sensitivity near the focus such as the short-focal-length collimator geometries mentioned above.
To circumvent the issue of diverging analytical expressions, other methods for determining the sensitivity have been used in optimization studies. For example measurements on physical collimators (Jaszczak et al., 1988; Li et al., 1996) , extensive Monte Carlo or raytracing simulations (Jaszczak et al., 1986) can give accurate estimates. However, these methods are computationally expensive, and do thus not allow for quick evaluation of a large number of design parameters, or fast analytical optimization based on the expressions themselves. At the same time, analytical expressions have often been used for optimizing other collimator types, e.g. Lowe et al. (2002) ; Gunter (2004) ; Rentmeester et al. (2007) ; Goorden et al. (2008); Weinmann et al. (2009) , and for an overview see Van Audenhaege et al. (2015) . Therefore, the availability of accurate non-diverging expressions is expected to enable easier and faster optimization of converging collimators for a wide range of geometries.
Non-diverging expressions were previously derived by Accorsi and Metzler (2006) , Figure 1 . Schematic cross-section through a converging collimator with parameters used in this paper indicated.
but only for the on-axis sensitivity of converging collimators. In this work, we present new sensitivity formulas that are valid over the whole field-of view, and we validate these using raytracing software.
Methods

General collimator theory
We start here with introducing the parameters and with repeating the standard collimator theory on which our derivation is based. The collimator model and some of the parameters describing it are shown in figure 1. Assuming the z-axis to be perpendicular to the detector, we define F x , F y , d x , d y , t x , and t y to be the focal lengths, hole widths and septal thicknesses in x-and y-directions respectively while L is the collimator thickness. Both the hole widths and septal widths are defined at the object side of the collimator. Along the z-direction they both increase by the same factor which depends on the amount of focusing. We assume that the detector has a rectangular shape and that it extends from x = −W x /2 to x = W x /2 and from y = −W y /2 to y = W y /2.
Our derivation starts from the general collimator theory described in Metz et al. (1980) for parallel holes, which was extended in Tsui and Gullberg (1990) to cone beam collimators. Here we adopt the notation of the latter paper while throughout our expression we also allow for fan beam and astigmatic collimators.
We look at the response to a point source located at (x, y, z). The perpendicular projection of the source on the detector plane is represented by r = (x, y). Note that this is a two-dimensional coordinate as it represents a point on the detector. The following equation describes the fluence φ [m −2 ] of photons detected at point r = (x , y ) on the detector,
where k [m −2 ] is a proportionality factor which will be discussed later and A(r , r, z) [m 2 ] is the aperture function of the collimator at point r on the detector. Moreover, in this expression, θ is the angle between the z-axis and the vector connecting the point source with the point r on the detector as indicated in figure 1. It can thus be written as
(2)
The collimator aperture function A(r , r, z) is determined from the aperture functions of a single hole a f (r ) and a b (r ) respectively at the front and at the back of the collimator, which are one for lateral positions r = (x , y ) inside the collimator hole and zero outside of the hole. If one projects the front and back apertures from the source position onto the detector then the size of the overlap between these projections determines the fraction of photons that can pass through the collimator hole. Now the common way to calculate the sensitivity, is to continuously translate a single hole over the detector to arrive at an average sensitivity which does not depend on the exact position of the septa. For the general case of astigmatic collimators with holes on a lattice it was shown that A(r , r, z) can be written in the following way (Tsui and Gullberg, 1990; Formiconi, 1998 )
where σ = (σ x , σ y ), r T (r , r, z) = (x T (x, x , z), y T (y, y , z)) and
Note that these equations thus average out the details of the exact location of the individual septa and holes (Tsui and Gullberg, 1990; Formiconi, 1998) . Here σ represents a shift of the hole parallel to the detector plane, to average the response over all possible hole locations. Moreover, r T represents the vector on the collimator surface between the line from the focus to the point r on the detector and the line from the source to r (see figure A1 in the appendix for an illustration).
In our derivation we assume rectangular holes (in the discussion we come back to other hole shapes) and one thus has an aperture function a f (σ) = 1 if |σ x | < d x /2 and |σ y | < d y /2. The collimator's aperture function can then be calculated and it reads
for |x T | < d x and |y T | < d y and 0 otherwise. To determine the sensitivity, the flux has to be integrated over the detector plane. One can show that in order to arrive at a physically meaningful sensitivity, one has to set the proportionality constant (Tsui and Gullberg, 1990) . With these definitions, the flux in (1) is fully defined, and the sensitivity is given by
Here, the integration limits χ −1 , χ 1 , ξ −1 and ξ 1 can be calculated by
Note that the integration limits are coordinates defined on the front surface of the collimator, where r T was defined (see figure A1 ). The response that is being integrated is for a single moving hole. Therefore, the limits in (8) and (9) are usually from -d x to d x (or −d y to d y ), except when the hole is partly over the edge of the finite detector, then the integration range becomes smaller.
Conventional diverging expression
Now the usual approach is to approximate θ with θ (the angle between the z-axis and the line from the focus to r, see figure 1 ). This approximation is based on the assumption that the detector response to a point source is narrow, i.e. gamma photons from the source can only reach the detector through a few holes. In this case the cos 3 θ can be approximated by cos 3 θ in (7) and taken out of the integral as it is now a constant. Furthermore, in these traditional derivations the finite detector size is not taken into account. Under these assumptions, the integral is straightforward to perform and one finds the usual diverging formula for sensitivity, c.f. Moyer (1974) ; Jaszczak et al. (1986) or Formiconi (1998) 
Using basic trigonometry one can write cos
Schematic representation of the holes that contribute to the sensitivity for two different point source locations. Dotted lines illustrate paths that are blocked by the collimator. (a) Point source located away from the focus resulting in a narrow detector response to which only a few holes contribute. (b) Point source located close to the focus having a wide detector response as paths from the source can reach the detector through many holes.
Non-diverging expression
The reason that the common sensitivity expressions diverge near the focal point/ lines is due to the fact that the assumptions stated in section 2.2 do not hold close to the focal point, as close to the focal point many holes "see" the source and the response is not narrow, see figure 2 . Thus, for these non-narrow responses one cannot approximate θ with θ and the cos 3 θ term has to be included inside the integral as it varies over the detector. In (2) we already provided an exact expression for cos θ in terms of r and r , which can be substituted in (7). Moreover, near the focal point or line the finite detector size starts to play a role; when a source is placed in the focal point all holes transmit gamma photons from the source and thus the sensitivity reduces to the solid angle subtended by the detector plane, corrected for the fact that no signal is detected underneath the septa. As the solid angle of a finite detector is usually significantly different from that of an infinite detector, the detector size should play a role for all points in a region around the focus.
Therefore, to arrive at a realistic expression for sensitivity which is also valid near the collimator's focus, we have to evaluate the full integral of (7) without any approximation. In principle, this evaluation consists of performing standard integrals, that can e.g. be found in textbooks like Gradshteyn and Ryzhik (2014) . Note that the integration limits in (7) are complicated expressions given in (8) and (9), so especially the second integration is quite complex involving many terms. Therefore, the resulting expression becomes very complicated and very lengthy and we had to perform extensive simplification in order to arrive at a tractable form that can be presented in a paper and that other researchers can incorporate into their collimator optimization code. In the supplementary information we provide the results of the first integration and the simplification applied to this intermediate result. The mentioned simplifications consisted of exact algebraic manipulation of the (intermediate) expressions, in order to arrive at a representable formula, but they did not involve any approximations. For example, we identified several frequently occurring sub-expressions which could be replaced by a single variable or function. All algebraic manipulations of expressions were supported by the computer program Mathematica (Wolfram Research Inc.). The Mathematica file is available in the supplementary information.
Validation
We validate the results using our raytracing software that we developed and validated with Monte Carlo simulations (Wang et al., submitted) . This raytracing code uses a voxel based model (0.05 mm voxels in this paper) of the collimator, where each voxel consists of either air, or collimator material. The voxel size was chosen to be sufficiently small to accurately model the septa, i.e. a small test gave sensitivity differences of a few percent compared to results with much smaller voxels. The software determines the path length through materials from the source to each of the 36 million detector pixels with a Siddon-like raytracing algorithm. The algorithm follows a ray from source to a detector pixel through the collimator. In every voxel the path length of the ray through the voxel is calculated and multiplied by the linear attenuation coefficient. We use Siddon's efficient algorithm to compute this path length (Siddon, 1985) . The accumulated probability that the ray is attenuated in the collimator combined with a geometrical factor gives the final probability that a photon emitted from the source is detected at this specific pixel. The geometrical factor is the solid angle of the pixel extended towards the source (i.e. the probability that the pixel would detect gamma photons from the source if no collimator would be present). We modelled the detector with 0.05 x 0.05 mm pixels, to accurately describe the exact response of the holes, without suffering from discretization errors.
For testing our expression, modelling of the detector response has been turned off as is common. To validate the collimator response formula, the geometrical response of the collimator was calculated without modelling penetration of gamma rays through the septa. Therefore, this is initially also turned off in our raytracing software to first test for agreement in this ideal case. As in our derivation, holes are assumed to be rectangular in the simulation. We consider two collimators in our validation. The first is a fan beam collimator with d x = d y = 1.4 mm, t x = t y = 0.2 mm, L = 27 mm, F x = 45 mm. For fan beam collimators, F y is set to ∞. The second collimator we use for validation is an astigmatic cone beam collimator with d x = 1.4 mm, d y = 1.1 mm, t x = 0.2 mm, t y = 0.3 mm, L = 27 mm, F x = 45 mm and F y = 60 mm. In both cases the detector is assumed to be 300 mm by 300 mm.
It is expected that close to the collimator the sensitivity will strongly depend on the precise location of the septa and holes. However, as it is generally undesirable to have complicated sensitivity expressions containing the exact locations of the septa, we based the analytical derivation on averaging over all possible configurations, as is common to do. To be able to validate the expression against this assumption, we shifted the septa in our voxelized collimator model in 10 steps of 0.16 mm, for both x and y directions for the fan beam example. For the cone beam example we use steps of 0.16 and 0.14 mm for x and y respectively. This results in 100 unique collimator configurations, which were each simulated using our raytracer. The average sensitivity is then reported, as are the results of a single configuration to illustrate the difference.
Moreover, we investigated if we can use the usual approach of incorporating septal penetration by an effective hole length, L e = L − 2/µ (Mather, 1957; Moyer, 1974) . To test how accurate this approximation is, we replace L by L e in our formulas and include penetration in our raytracing code for the same collimators as described above. We assume tungsten septa with µ = 3.39 mm −1 for 140 keV gamma rays.
2.4.1. Volumetric Sensitivity. To see the importance of the new expressions for volumetric sensitivity calculations we test an example loosely based on the brain SPECT system of Park et al. (2005) . We assume a 300 mm by 300 mm detector with a collimator with L = 24 mm, d x = d y = 1.1 mm and t x = t y = 0.16 mm. The mean sensitivity is calculated for a sphere with a diameter of 200 mm, located 50 mm from the collimator surface (mimicking a 150 mm radius of rotation). We will evaluate the sensitivity for a range of focal lengths from 150 mm (focus in the centre of the sphere) till 400 mm (focus outside sphere).
Results
Analytical expression
After integrating (7) and extensive simplification, we arrived at the following closedform expression for the sensitivity
The term S i,j is given by
where U denotes the unit step function (U (x) = 1 for x > 0 and U (x) = 0 for x ≤ 0). Furthermore, the constants a x , a y , b x and b y read (for i = −1, 1 and j = −1, 1)
while for i = 0 respectively j = 0, we have
The finite detector size is incorporated in χ i and ξ j which were defined previously in (8) and (9). Although this is still a rather complicated expression, it can easily be incorporated in a computer program to quickly calculate the sensitivity for different collimators in e.g. an optimization study.
Special cases
It is important to show that under the right assumptions the well known and previously published formulas can be recovered. The traditional diverging formula was derived under the assumption that the detector has an infinite size and that θ ≈ θ (i.e. the detector response is narrow, see figure 2 and section 2.3). For an infinite detector, W x = W y = ∞ and this gives χ i = id x and ξ i = id y . Furthermore, we assume that |F x − z| d x (F x + L)/L and |F y − z| d y (F y + L)/L. This corresponds to assuming that the vertical distance from the focal point/line (|F x − z|), is much larger than the back projected size of a hole (d x (F x + L)/L) along the same vertical axis. First order expansion in d x (F x + L)/(L|F x − z|) and d y (F y + L)/(L|F y − z|) of (11) gives
Using the expression for cos θ, defined in section 2.2 we can rewrite this as (10) (duplicated here for convenience)
It is also of interest to consider sensitivity at the focal point of a cone beam collimator. This is done by first setting x = y = 0, and F y = F x and then taking the limit z → F x . Setting x = y = 0 means the first term with |x| and |y| respectively in χ i and ξ i drops, and the second term drops out of a x (i), a y (j), b x (i) and b y (j) in (13), (14) and a x (0) = a y (0) = b x (0) = b y (0) = 0. The a x (i), a y (j), b x (i) and b y (j) terms diverge for i, j = 0 in the limit F x − z → 0, but the divergence is cancelled by the |F x − z| from the pre-factor in (11). All the terms with either i = 0 or j = 0 are 0 in (12), leaving us with 4 equal terms that add up to
which is just the solid angle of the detector corrected for the presence of septa (cf. (29) from Accorsi and Metzler (2006) ). Note that for an infinite detector the arctan term becomes arctan(∞) = π/2 and so the sensitivity reduces to d x d y /(2(d x + t x )(d y + t y )) which in the limit of septal thickness going to 0, reduces to 1/2 as expected for a single infinite detector. 
Validation by raytracing
In figure 3 and figure 4 we compared the sensitivity given by (11) with raytracing simulations for the fan beam and cone beam example respectively. As explained in section 2.4, in our raytracing simulation we generated 100 different collimator configurations in which the location of the septa and holes was slightly different. Figure 3 shows the sensitivity averaged over these 100 configurations (black squares) and the sensitivity of one of these configurations (red crosses). The single configuration chosen is the one where a septum touches the collimator axis (one side of septum at x = 0, y = 0). As a reference we also plotted the conventional diverging expression provided in (10) and we showed the results of the earlier derived on-axis formula from Accorsi and Metzler (2006) for the on-axis plots. Figure 3a and figure 4a show the sensitivity profiles along the collimator axis (i.e. x = 0 and y = 0 mm), where the earlier expression derived by Accorsi et al. should also be valid. We indeed find very close agreement among S from (11), the ray-tracing simulation average over different septa locations and Accorsi's expression. We reported all differences between the analytical expressions and the simulations (averaged over the plotted profiles) as percentages of the maximum sensitivity obtained with that collimator in the simulation. For the fan beam collimator, the average and the maximum absolute difference between (11) and the averaged raytracing simulation are 0.5% and 4.3% respectively, as tabulated in table 1. For the cone beam collimator, the average absolute difference between (11) and the averaged raytracer result is 0.7% of the maximum. The expression from Accorsi and Metzler (2006) was only derived on the collimator axis, where it agrees very well with (11). For both collimators the relative difference is everywhere less than 1/10 000th. The divergence of the traditional expression at the focal line is also clear from the image. In fact we see that in a region of 8 mm at either side of the focus, the error of (10) is more than 5%. This corresponds with the condition found in section 3.2 for the divergent formula to be valid, i.e. |F x − z| d x (F x + L)/L = 3.7 mm . In figure 3b and figure 4b-4d , we plotted sensitivity obtained from the same expressions but now along lines off the collimator axis (x = 8 mm and y = 0 mm, Table 1 . Mean/Max (over z = 0 to z = 80 mm) absolute differences for sensitivity expressions (S from (11), S div from (10), and the previously derived non-diverging expression from Accorsi and Metzler (2006) ) compared to raytracing simulation, and expressed as percentage of maximum sensitivity along each line in the simulation. x = 0 mm and y = 8 mm, and x = y = 8 mm respectively). Note that for the fan beam collimator in total only two images are shown due to symmetry considerations. As the cone beam collimator is astigmatic, no symmetry is expected. Along the offaxis lines in figure 3b and figure 4d (note that in figure 4b and figure 4c there is still a diverging point), the traditional sensitivity formula does not diverge and is better able to describe the sensitivity than on-axis. Like in the on-axis case, we found close . Table 2 . Mean/Max (over z = 0 to z = 80 mm) absolute difference between raytracing simulation with modelling of septa penetration and either (11) with the actual collimator length L or (11) with L replaced by the effective collimator length Le expressed as percentage of maximum sensitivity along each line in the simulation. agreement between our sensitivity expression and the averaged raytracing results for all cases, see table 1. From figure 3b it is clear that there are significant differences between the sensitivity of a single fixed collimator set-up and the average over 100 configurations. This is most pronounced close to the collimator, i.e. z < 35 mm in figure 3b . This confirmed that the precise location of the septa can have a clear influence on the sensitivity especially close to the collimator as one might expect. We can see from table 1 that for the fan beam collimator the maximum difference increased from 0.5% for the average over 100 configurations to 4.4% for a single configuration for the off axis line. For the cone beam example (see figure 4) , the difference is less.
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Septa penetration
As mentioned, in our derivation penetration of collimator septa was not considered as it was neither in the traditional derivation. Usually penetration is then included by replacing the collimator length L by an effective collimator length that depends on the attenuation coefficient of the collimator material at the gamma photon's energy (see section 2.4). For an initial analysis of the effect of penetration, we reran the raytracing simulation to include modelling of septa penetration. We calculated the difference between the raytracing simulation and the expression using either the physical length L, or the effective length L e in (11). From the results in table 2, we see that using an effective length reduces the differences between the averaged raytracing simulations and the analytical expression, but the differences are still larger than for the case without penetration (c.f. table 2). For example the mean difference in the on-axis sensitivity of the fan beam collimator improves from 1.5% to 0.9% when L e is used instead of L, while without penetration modelling in the raytracer the difference is 0.5%.
Volumetric Sensitivity
To analyse the conditions for which the old diverging formula is still a good approximation for calculating volumetric sensitivity, we looked at an example for volumetric sensitivity as described in section 2.4.1. The sensitivity was calculated on a grid with voxel size of 1 mm, and then averaged over a spherical volume-of-interest (VOI) with diameter of 200 mm . The results are listed in table 3.
If the focal point is in the centre of the VOI (focal length 150 mm), the diverging expression does not produce a finite answer. On the other hand, when the focal point is outside the VOI, i.e. the focal length is larger than 250 mm, there is no singularity in the VOI and a finite answer is produced also with the traditional diverging expression. However, it is clear from table 3 that although the traditional formula produces a finite answer, it can still be significantly off when the focus is outside the volume, e.g. for a focal length of 350 mm, which is 100 mm beyond the VOI, we still find an error of 24% in the average sensitivity in the VOI .
Discussion
We derived a non-diverging expression for the sensitivity of converging collimators which is valid over the whole field-of-view, contrary to earlier derived expressions. Our expression shows good agreement with raytracing simulation data. We showed that it agrees well (mean difference from 0.1% to 0.7 % and max difference from 0.4 to 5.6 %) with a raytracing simulation that was averaged over different configurations (different exact locations of the septa). Note that our sensitivity formula does not depend on the exact placement of the septa and from its derivation it is clear that it corresponds to a sensitivity averaged over different septa locations. As shown in figure 3, figure 4 , and table 1, the sensitivity can be significantly influenced by the exact location of the septa and holes when the source is placed close to the collimator; for a source right above a hole more photons are detected than when the source is just above a septum. This is true not only for cone and fan beam, but also for the parallel hole collimators. One could in principle derive a formula in which the exact location of the septa is contained but this would become very complicated. Therefore, all analytical sensitivity expressions represent an average over slightly different geometries. One should however be aware that in the case an exact collimator response is required (e.g. in iterative image reconstruction) the exact septa/ hole location may need to be considered (Formiconi, 1998) . In our derivation, penetration of collimator septa is neglected. Including septal penetration into the collimator's response function would make the derivation tremendously more complex and we are not aware of any sensitivity calculation into which this is fully taken into account, even not for the simpler case of parallel hole collimators . The common way to include penetration is to replace the actual physical collimator length by an effective hole length as we have also done.
In the derivation the only approximations made are the averaging step over the septa positions, and the mentioned neglected septal penetration. No other approximations were used as we evaluated the integral fully. The fact that on the collimator axis the numerical agreement is within 1/10000th of the separately derived and differently formulated expression from Accorsi and Metzler (2006) , and the fact that in special cases it reduces to other previously known formulas makes us confident that we didn't make any mistakes in our calculation. Therefore, we believe the remaining differences between our expression and the raytracing simulations can be explained by discretization errors in the simulation. Firstly, the collimator volume in our raytracer is represented with finite voxels. Especially for thin septa, the continuous septa are challenging to accurately represent with cubic voxels. In our simulations we assume a voxel size of 0.05 mm while septa had a thickness of 0.2 and 0.3 mm. Smaller voxels would lead to prohibitively large collimator volumes, as the collimator volumes used in this paper took already 19 GiB to store. Secondly, the detector is modelled with finite pixels, which can be partially covered by septa while the raytracer only traces to the centre of a pixel. Lastly the averaging over the different septa locations was done using 100 configurations. Although, one expects the effect on sensitivity to be relatively smooth as function of the septa locations, and 10 samples in each direction should suffice, a small error is introduced here as well.
The traditional sensitivity formula for parallel hole collimators, on which the first fan and cone beam expressions are based, contain a factor describing effects of different hole shapes and patterns. This factor is usually denoted with k or K (Anger, 1967; Cherry et al., 2003) . The traditional diverging expressions for converging collimators include the same factor. In their paper about the non-diverging axial formula for converging collimators, Accorsi and Metzler (2006) provide a more extensive description of the effect of hole shape and they derived additional correction factors that can be used to convert sensitivity formulas of square holes to other hole shapes, such as round or hexagonal holes. Such factors can also be included in our expressions although it is besides the scope of this paper to test their accuracy.
In literature, different definitions of the parameters for converging hole collimators can be found. We decided to keep the hole area constant at the object side of the collimator as is commonly done (Tsui and Gullberg, 1990; Accorsi and Metzler, 2006) , while others like Formiconi (1998) kept the bore width (the distance between septa measured perpendicular to each hole's axis) constant at the object side of the collimator, thereby making the areas of the holes at the collimator surface larger towards the collimator edges, as in the edges in the x and y directions.
Note that precise manufacturing of converging collimators is a difficult process which has caused constraints in collimator design, as for example thin septa are very hard to produce. In recent years new technologies like 3D printing have emerged that allow more challenging designs to be manufactured (Van Audenhaege et al., 2015; Pato et al., 2015) that may better exploit the advantages of strongly focusing collimators. Therefore, a new look at the possibilities of converging collimators might be worthwhile and correct sensitivity expressions for such collimators are then desirable.
Conclusions
We derived a new expression for the sensitivity of converging collimators. Contrary to known sensitivity formulas, our formula is valid over the full field-of-view and does not diverge near the focus. It can thus be applied to accurately determine sensitivity near the focus of converging collimators.
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Appendix A. Figure   Figure A1 . Schematic overview of the definition of r T = (x T , y T ). Illustrated are dashed lines from the source to the current integration point x , from the focus to the current integration point x , the distance between these two lines on the collimator surface x T . While this illustration is in two dimensions, y T can be illustrated likewise.
