[1] During the Lindenberg Aerosol Characterization Experiment (LACE 98) simultaneous measurements with ground-based and airborne lidars and with two aircraft equipped with aerosol in situ instrumentation were performed. From the lidar measurements, particle backscatter coefficients at up to eight wavelengths between 320 and 1064 nm and particle extinction coefficients at 2-3 wavelengths between 292 and 532 nm were determined. Thus, for the first time, an extensive set of optical particle properties from several lidar platforms was available for the inversion into particle microphysical quantities. For this purpose, two different inversion algorithms were used, which provide particle effective radius, volume, surface-area, and number concentrations, and complex refractive index. The single-scattering albedo follows from Mie-scattering calculations. The parameters were compared to the ones from airborne measurements of particle size distributions and absorption coefficients. Two measurement cases were selected. During the night of 9 -10 August 1998 measurements were taken in a biomass-burning aerosol layer in the free troposphere, which was characterized by a particle optical depth of about 0.1 at 550 nm. Excellent agreement between remote-sensing and in situ measurements was found. In the center of this plume the effective radius was approximately 0.25 m, and all methods showed rather high complex refractive indices, ranging from 1.56 -1.66 in real part and from 0.05-0.07i in imaginary part. The single-scattering albedo showed low values from 0.78 -0.83 at 532 nm. The second case, taken on 11 August 1998, presents the typical conditions of a polluted boundary layer in central Europe. Optical depth was 0.35 at 550 nm, and particle effective radii were 0.1-0.2 m. In contrast to the first case, imaginary parts of the refractive index were below 0.03i. Accordingly, the single-scattering albedo ranged from 0.87-0.95. 
Introduction
[2] Lidar has proven to be a very effective tool in aerosol characterization experiments [e.g., Ferrare et al., 1998a Ferrare et al., , 1998b Redemann et al., 1998 Redemann et al., , 2000 Ansmann et al., 2000 Ansmann et al., , 2001 Müller et al., 2000b Müller et al., , 2001a Müller et al., , 2001b ]. Lidar measurements of particle optical properties with high resolution in time and space give detailed information on occurence, extent, and development of aerosol structures. From the independent detection of particle extinction and backscattering properties by the use of the Raman-lidar technique [Ansmann et al., 1992] , an optical characterization of aerosols is possible [e.g., Ferrare et al., 1998a] . The extinction-to-backscatter, or lidar, ratio obtained with this technique contains information on the aerosol type, since it depends on the index of refraction and on the size of the particles [Ackermann, 1998] . In another approach the spectral dependence of aerosol backscattering was used to classify aerosol types from lidar measurements at three wavelengths [Sasano and Browell, 1989] . Only few efforts have been made so far to infer concrete physico-chemical properties of tropospheric aerosol particles such as their size, concentration, or index of refraction from lidar data. Ferrare et al. [1998a] and Redemann et al. [1998 Redemann et al. [ , 2000 combined lidar measurements and in situ observations from aircraft to obtain information on refractive index and single-scattering albedo.
[3] At the Institute for Tropospheric Research (IfT) a sixwavelength lidar, that combines Raman and multiwavelength observations , is used in conjunction with an inversion algorithm to obtain a comprehensive set of particle properties, namely, the effective radius, number, surfacearea, and volume concentrations, complex refractive index, and single-scattering albedo. The possibility to invert these parameters from the multiwavelength measurements has only recently been successfully demonstrated [Müller et al., 1998 [Müller et al., , 1999a [Müller et al., , 1999b [Müller et al., , 2000a Böckmann, 2001] . The great potential of this approach to investigate the aerosol radiative forcing by delivering the necessary information on particle properties for radiative-transfer calculations on a height-and time-resolved basis has been shown [Müller et al., 2000a [Müller et al., , 2000b [Müller et al., , 2001a [Müller et al., , 2001b . Extensive data sets were obtained with the sixwavelength lidar during the Second Aerosol Characterization Experiment 2 (ACE 2, Portugal, June/July 1997), the Lindenberg Aerosol Characterization Experiment (LACE 98, Germany, July/August 1998), and the Indian Ocean Experiment (INDOEX, Maldives, February 1999 to March 2000 .
[4] However, very few comparisons with other measurements to validate the multiwavelength-lidar approach could be performed so far [Müller et al., 2000a] . Also, the two inversion algorithms developed at IfT [Müller et al., 1999a [Müller et al., , 1999b [Müller et al., , 2000a and at the Institute for Mathematics of the Potsdam University (IMP) [Böckmann, 2001] were not yet compared. LACE 98 (Lindenberg, Germany, 52.2ЊN, 14.1ЊE) offered for the first time the opportunity to fill this gap by using combined remotesensing and in situ observations . An extended set of optical data was available from simultaneous measurements with several lidar instruments, which are capable of determining particle backscatter and extinction coefficients in a wide wavelength range. Never before was so much aerosol information available from lidar measurements. Two airplanes were operated to probe the vertical air column, that was simultaneously observed with the ground-based lidar instruments. The fast-flying Falcon normally descended from the tropopause to the lower boundary layer in several flight legs, while the slow-flying Partenavia with a ceiling of 4 km flew slow ascents and descents in the boundary layer and the lower free troposphere. The aircraft were equipped with a variety of aerosol sensors, the Falcon also with a downward looking lidar. Seven joint missions and five single-aircraft flights on nine different days were performed during LACE 98.
[5] In this paper, we discuss in detail two selected cases for which closure studies concerning aerosol optical and microphysical properties were carried out. In the first case, a largescale aerosol layer in the free troposphere, which originated from forest fires in northern Canada, was investigated. Simultaneous measurements with three ground-based lidars and the lidar on board the Falcon were taken. Particle backscatter coefficients at eight wavelengths and particle extinction coefficients at three wavelengths could be determined. The two inversion algorithms were applied to invert particle microphysical properties from the multiwavelength information. The results are compared to the parameters measured with airborne in situ instruments aboard the Falcon. This case was of special interest, not only because a rare and interesting event of intercontinental aerosol transport could be studied, but also because very low humidity values in the aerosol layer gave the opportunity for a comparison of lidar-derived parameters and in situ data without applying a humidity-growth correction to the airborne measurements of dry particles. Furthermore, the measurements were performed at nighttime, so that the lidar measurements were less disturbed by background noise, which is especially important for the retrieval of extinction data from Raman measurements.
[6] The second measurement deals with a polluted boundary layer. This case was chosen, because it represents a typical pollution situation in central Europe. The air was advected from highly industrialized regions to the field site. Particle backscatter coefficients at seven wavelengths and particle extinction coefficients at three wavelengths were measured with two ground-based lidars. The inversion results from the two algorithms are compared to parameters measured in situ aboard the Partenavia. The aircraft measurements were, however, made several hours prior to the lidar measurements, since the Partenavia is not allowed to fly in darkness.
[7] In section 2 the different lidar instruments and the airborne in situ sensors are described. The inversion methods are discussed in section 3, and the results for the two measurement cases are presented in section 4. Section 5 gives the conclusions.
Instrumentation and Data Processing

Lidars
[8] Data of four sophisticated ground-based and airborne lidars were used. Three of the four instruments detect pure molecular scattering, i.e., Raman or Rayleigh backscatter signals, from which particle extinction coefficients can be determined independently of particle backscatter coefficients. Key instrument is the multiwavelength lidar of the IfT, which has been especially developed for the study of tropospheric aerosols. It yields information on aerosol backscattering at six wavelengths between 355 and 1064 nm and on aerosol extinction at 355 and 532 nm. Measurements of backscattering and extinction at additional wavelengths could be provided by the combined UV ozone/Raman lidar (either extinction at 292 nm and backscattering at 320 nm or extinction and backscattering at 351 nm) and the IR water-vapor lidar (backscattering at 729 nm) of the Max Planck Institute for Meteorology, Hamburg (MPI). The high-spectral-resolution lidar (HSRL) of the German Aerospace Center (Deutsches Zentrum für Luft-und Raumfahrt (DLR)) on board the Falcon was flown for the first time during LACE 98 and is the first airborne lidar of this kind. Aerosol backscatter coefficients at 355, 532, and 1064 nm and the aerosol extinction coefficient at 532 nm are measured with this system. In the following subsections, the main technical parameters of the four lidars and the data processing are described.
IfT Multiwavelength Lidar
[9] The IfT multiwavelength lidar emits laser pulses at 355, 400, 532, 710, 800, and 1064 nm simultaneously with a repetition rate of 30 Hz. Two Nd:YAG and two dye lasers are used as radiation sources. Pulse energies are of the order of 500, 250, and 80 mJ in the case of the Nd:YAG wavelengths at 1064, 532, and 355 nm, respectively, and around 10, 3, and 1.5 mJ for the dye wavelengths at 710, 800, and 400 nm, respectively. With a beam-combining unit, which consists of dichroic and polarizing mirrors, all six laser beams are aligned onto one optical axis. The laser beam is expanded tenfold and emitted into the atmosphere via a turnable mirror, which allows operation under zenith angles from Ϫ90Њ to ϩ90Њ.
[10] Backscattered light is sampled with a 0.53-m Cassegrain telescope. In 11 channels the elastic backscatter signals at the six emitted wavelengths, the cross-polarized signal at 710 nm, and the Raman signals of nitrogen at 387 and 607 nm and of water vapor at 660 nm are detected. Signals are selected with dichroic and polarizing beamsplitters and narrowband interference filters. Photomultiplier tubes (PMTs) are used as detectors at all wavelengths. Whereas for the elastic backscatter signals the analog PMT output is digitized (12 bit, 10 MHz) and stored, the Raman signals and part of the corresponding elastically scattered light at the primary wavelengths of 355 and 532 nm are detected in the photon-counting mode. PMTs, discriminators, and photon counters operate at 300 MHz. A detailed description of the IfT multiwavelength lidar is given by Althausen et al. [2000] .
MPI UV Lidar
[11] The MPI UV lidar is based on an excimer laser, which can be operated either with XeF at a wavelength of 351 nm or with KrF at 248 nm. The pulse energies are 40 and 200 mJ, respectively, at a repetition rate of 10 Hz. With KrF filling, the lidar works as a combined ozone differential-absorption/ Raman lidar. Stimulated Raman scattering from deuterium, which is stored in a gas cell under a pressure of 40 bar, converts the laser radiation from 248 nm to 268, 292, and 320 nm with pulse energies of about 30, 15, and 5 mJ, respectively. The laser beam is threefold expanded and then vertically emitted into the atmosphere. Signals are simultaneously detected with two receiver telescopes of 0.15-and 0.40-m diameter for measurements in height ranges from 300 to 2500 m and from 1200 to 9000 m, respectively. In this way, signal dynamics is reduced and the effect of incomplete overlap between laser beam and receiver field of view (see subsection 2.1.5) is minimized.
[12] In XeF operation the elastic backscatter signal at 351 nm and the Raman backscatter signal from nitrogen at 382 nm are measured. In KrF operation, the lidar receives three elastic wavelengths at 268, 292, and 320 nm and two Raman signals at either 286 nm (Raman scattering from nitrogen for primary radiation at 268 nm) or 306 nm (Raman scattering from nitrogen for primary radiation at 292 nm). The wavelength separation is done with dichroic mirrors in XeF operation and with a grating spectrometer in KrF operation. After passing narrowband interference filters, the signals are detected with PMTs. For the elastic backscatter signals the analog PMT output is amplified, digitized (12 bit, 10 MHz), and stored on a computer. To detect the Raman signals, PMTs in photon-counting mode, discriminators, and a dual-channel 700-MHz photoncounting board are used. The MPI UV lidar is described in more detail by Matthias [2000] .
MPI Water-Vapor Lidar
[13] The MPI water-vapor DIAL (differential-absorption lidar) emits two wavelengths in the 730-nm region, one of which is at the center of a water-vapor absorption line (on-line wavelength) and one is separated from the line by approximately 90 pm (off-line wavelength). Several on-line wavelengths of different strengths can be chosen. During LACE 98 the system was operated at 729 nm.
[14] The emitted wavelength is produced by a continuouswave single-frequency Ti:sapphire laser. This laser is pumped with a frequency-doubled Nd:YVO laser. The Ti:sapphire laser serves as a seed laser for a flashlamp-pumped alexandrite ring laser, which delivers a pulse energy of 30 mJ at 20-Hz repetition rate. The on-/off-line frequencies required for the DIAL measurement are produced in the Ti:sapphire laser by applying a voltage on a pockels cell inside the resonator.
[15] The backscattered light is collected with a 0.4-mdiameter Cassegrain telescope, which covers a height range from 800 to 8000 m for the off-line wavelength. The detector system consists mainly of a narrowband interference filter for daylight-background suppression and an avalanche photodiode as a detector. The signal is amplified, digitized, and stored on a computer. For the aerosol backscatter measurements, the off-line signals are used only. A detailed description of the water-vapor DIAL can be found in Wulfmeyer and Bösenberg [1998] .
Airborne High-Spectral-Resolution Lidar
[16] The HSRL of the DLR was designed for operation on board the research aircraft Falcon for nadir observation. It uses a Nd:YAG laser with a maximum pulse energy of 150 mJ at 532 nm and a repetition rate of 10 Hz. The pulsed Nd:YAG laser is injection-seeded for single-mode operation with a monolithic, diode-pumped, continuous-wave Nd:YAG laser. The frequency of the seed laser is stabilized to an iodine absorption line at 532.26 nm by use of a gas cell filled with iodine vapor.
[17] The backscattered photons are collected with a 0.35-m-diameter Cassegrain telescope. Dichroic beamsplitters and interference filters are used to select conventional elastic backscatter signals at the Nd:YAG wavelengths. Photomultiplier tubes in analog mode detect the signals at 355 and 532 nm, whereas an avalanche photodiode is applied at 1064 nm.
[18] The 532-nm signal is divided into three parts. A polarizing beamsplitter separates the parallel-and cross-polarized components first. The light, that has a polarization parallel to the polarization of the transmitter, is then divided into two equal parts. One part, that contains both the narrow-line particle backscattering and the Doppler-broadened molecular backscattering, is directly detected. The other one passes an iodine-vapor absorption cell of 8-cm length and a temperature of 315 K. For these parameters, the absorption line of iodine at the center wavelength of 532.26 nm leads to a suppression of the particle backscattering of approximately a factor of 10 3 , whereas, due to the absorption line width of 1.7 GHz, the wings of the molecular return with a Doppler width of 2.6 GHz at 293 K can pass the cell. Therefore the detector behind the absorption cell measures the molecular response mainly.
Lidar-Data Processing and Error Sources
[19] Spectral extinction and backscatter coefficients are determined from the lidar signals with three well-known methods. These methods are briefly explained in the following. Special attention is given to the error estimation and the synergy effects, which can be obtained by combining the information content derived from the different methods.
Extinction Coefficients
[20] From the measured pure molecular lidar signals, i.e., nitrogen Raman signals in the case of the IfT multiwavelength lidar and the MPI UV lidar and Rayleigh signals in the case of the airborne HSRL, particle extinction coefficients at the respective wavelengths are calculated [Ansmann et al., 1990] . Appropriate averaging in space and time is necessary in order to reduce signal noise, especially in the case of the weak Raman signals. In the 350/530-nm wavelength region the low signal-to-noise ratios allow Raman measurements throughout the troposphere only at nighttime. Below 300 nm, in the solarblind region, daytime operation is possible, but the profiles are limited in range and accuracy because of ozone absorption, which has to be corrected for from the respective DIAL measurement in the case of the MPI UV lidar. The typical resolution of extinction measurements with Raman lidars is 30 -60 min in time and 100 -600 m in space. HSRL extinction profiles are acquired typically within 2 min with the same spatial resolution. The statistical error of the molecular signal of Ͻ5% reached by the averaging permits one to retrieve extinction coefficients with a statistical error of Ͻ10 -20%, if a sufficient extinction of the signal of Ͼ0.05 km Ϫ1 occurs. The detection limit is of the order of 0.005 km Ϫ1 . [21] Because particle extinction coefficients are determined from a single molecular signal profile, measurements close to the lidar are biased by the incomplete overlap of laser beam and receiver field of view. In the case of measurements with large telescopes, this effect may prohibit extinction-coefficient determination up to distances of several kilometers from the lidar. To overcome this problem, two methods are applied. The MPI UV lidar is equipped with an additional small telescope, that is used for measurements in the near field (see subsection 2.1.2). For the IfT multiwavelength lidar the overlap function is experimentally determined and corrected for. Therefore, in both cases, measurements can start at a distance of 500 -800 m from the lidar. The remaining error of the extinction coefficient because of the overlap effect is estimated to be Ͻ0.02 km Ϫ1 for distances Ͻ2 km and is negligible above. Airborne HSRL measurements are performed in nadir geometry from flight levels above 8 km. Thus the overlap effect does not influence measurements in aerosol layers, that appear well below the airplane.
[22] Other systematic errors, which might result from uncertainties in the input parameters needed to evaluate the molecular signals [Ansmann et al., 1990 [Ansmann et al., , 1992 , are negligible in the cases discussed here. Several radiosonde launches per day at the field site provided actual pressure and temperature profiles, from which Rayleigh-extinction and nitrogen-numberdensity profiles can be calculated with high accuracy. Also, the wavelength dependence of the aerosol extinction coefficient between the primary and the nitrogen Raman wavelengths can be estimated iteratively, because extinction measurements at several wavelengths were performed. Additional information on this input parameter was available from spectral opticaldepth measurements with Sun and star photometers at the field site . For the HSRL a wavelength correction is not necessary, because the molecular wavelength is close to the primary wavelength.
[23] In summary, the extinction-coefficient measurement is limited to relative errors of the order of 10 -20% by the statistical uncertainty. Systematic errors of the order of Ͻ0.02 km Ϫ1 mainly occur in the near field.
Backscatter Coefficients (Raman Method)
[24] From the ratio of the elastic backscatter signals and the corresponding nitrogen Raman signals, backscatter coefficients are determined with the so-called Raman method [Cooney et al., 1969; Melfi, 1972; Ansmann et al., 1992] . Input parameter is the particle backscatter coefficient at a specific distance from the lidar. In order to minimize the influence of this reference value, it is usually set into a height region, where molecular scattering is much stronger than particle scattering. Appropriate regions of clear air can be identified from the extinction profiles derived before, but also from the signalratio profile itself. The systematic error of the backscatter coefficient caused by an incorrect estimate of the reference value is usually Ͻ0.0001 km Ϫ1 sr Ϫ1 . The statistical error of the backscatter coefficient because of signal noise is reduced to Ͻ5-10%, if similar averaging in time and space is applied as in the extinction-coefficient retrieval, and for absolute particle backscatter coefficients of Ͼ0.0002 km Ϫ1 sr Ϫ1 . Profiles of molecular extinction and backscatter coefficients at the primary and at the Raman wavelengths needed in the evaluation were again calculated from actual radiosonde data and do not lead to significant errors. In the Raman method the overlap effect is cancelled out because the ratio of two signals is taken. Thus profiles of the backscatter coefficient determined with the Raman method are obtained with high accuracy, i.e., statistical errors of Ͻ5-10% and systematic errors of Ͻ0.0001 km Ϫ1 sr Ϫ1 , even at distances of 100 m or less from the lidar.
Backscatter Coefficients (Klett Method)
[25] Backscatter coefficients at wavelengths, for which no corresponding molecular signals are measured, have to be evaluated with the so-called Klett method [Fernald, 1984] . This method requires two critical input parameters, a reference value of the backscatter coefficient as in the Raman method and a range-dependent ratio of extinction to backscattering, the so-called lidar ratio. The two input parameters influence the solutions for backscatter coefficients below and above ϳ550 nm in different ways. For the shorter wavelengths the most critical input parameter is the lidar ratio, because it serves to correct the backscatter signals for particle optical depth, which has a higher influence on lidar signals at shorter wavelength. However, in our case, independent information on extinction and backscattering, and thus on the lidar ratio, was typically available at 355 and 532 nm, and occasionally at 292 nm, so that a good estimate for this parameter is always given. The reference value is of minor importance for the short wavelengths and is set, as in the Raman method, into a region with low particle load.
[26] Because of weak Rayleigh scattering, the clear-air assumption for the reference value does not apply for the longer wavelengths. Here the reference height should be located inside a layer of appropriate particle scattering. The Raman solutions for the backscatter coefficient at 355 and 532 nm serve to identify such regions. The reference value is found by taking the short-wavelength results and by extrapolating these under the assumption of a certain wavelength dependence. Optimum for the calibration at the long wavelengths is given, if the reference height can be set into a cirrus layer, as particle backscattering is neutral in this case and short-wavelength values in the cirrus can directly serve as reference values for the long wavelengths. The lidar ratio determined at 532 nm is usually taken as input parameter for the Klett solutions at the longer wavelengths. Because the atmospheric transmission effect on the lidar signals is small, an error in the lidar-ratio estimate is not crucial here.
[27] Additional information for the evaluation of the lidar profiles is provided by independent optical-depth measurements. During LACE 98, Sun and star photometer measurements were taken whenever possible, i.e., in all situations, in which either the Sun or appropriate stars were not covered by WANDINGER ET AL.: MICROPHYSICAL PARTICLE PROPERTIES water or ice clouds. A comprehensive data set of the spectral particle optical depth for both daytime and nighttime was thus available , and it was possible to compare integrated extinction profiles and integrated backscatter profiles (multiplied by the mean lidar ratio) with these values. In this way, it was independently checked, whether the input parameters for the Klett method were appropriately chosen.
[28] The statistical error of particle backscatter coefficients determined from elastic backscatter signals with the Klett method is Ͻ5% for the temporal and spatial resolution used here. Even though the Klett method suffers from its critical input parameters, and systematic errors of the order of 100% must be expected from conventional data analysis, a careful evaluation of the elastic backscatter profiles under consideration of all information, that is available from the combined measurement of elastic and inelastic backscatter profiles and of optical depths at different wavelengths, can reduce the systematic errors to 10 -20%.
Data Quality Control
[29] In order to invert particle microphysical properties, the optical data from the lidar measurements must be known with an accuracy of better than 10 -20% [Müller et al., 1999b] . These limits are reached with the careful data evaluation described above. In our case, in addition, special emphasis had to be put on the fact that data from different systems do not deviate in a systematic manner from each other, what might be caused by system or data-evaluation differences. Therefore, several intercomparisons of lidar-derived parameters were performed during LACE 98.
[30] Measurements of profiles at the same or nearly the same wavelength with different systems located next to each other allowed a direct comparison of the derived parameters. This was the case, e.g., for extinction and backscatter coefficients determined with the IfT multiwavelength lidar at 355 nm and the MPI UV lidar at 351 nm or with the IfT multiwavelength lidar and the airborne HSRL at 532 nm. In section 4 a few of these comparisons are presented. The consistency of the data evaluation schemes was proven by the use of synthetic lidar data within the framework of the German Aerosol Lidar Network, part of which the IfT and the MPI lidars are. LACE 98 also served as an instrument intercomparison campaign for this network. An extended discussion of the lidar qualityassurance efforts is given by Bösenberg et al. [2001] . In general, we did not observe any systematic deviations in the derived profiles.
Airborne in Situ Instrumentation
[31] The lidar-derived optical and microphysical data were compared with airborne in situ measurements taken aboard two aircraft, a Falcon operated by DLR and a Partenavia operated by IfT and enviscope GmbH. These two research aircraft carried a similar payload of aerosol sensing instruments to determine size distribution, scattering and absorption coefficients, and chemical composition of particles in the entire troposphere. Optical particle counters, i.e., condensation nucleus counters (CNC), passive cavity aerosol spectrometer probes (PCASP), and forward scattering spectrometer probes (FSSP) were used to discriminate and count particles with radii from 1.5 nm to 10 m. Integrating nephelometers and particle soot absorption photometers (PSAP) measured the particle scattering and absorption coefficients, respectively. Filter samples were taken for a subsequent analysis of particle size, morphology, and elemental composition. Except for the FSSP-300 of the Falcon, which was mounted in a wing station and measured the particles in their ambient state, all airborne instruments sensed the aerosol in its dry state behind a particle inlet. A humidity-growth correction can be applied to the Falcon measurements by comparing the PCASP and the FSSP-300 results in their size overlap region (particle radius from 0.15 to 1.5 m). For measurements in the boundary layer the size distributions derived from this correction procedure showed good agreement with those obtained by applying standard growth factors for ammonium-sulfate particles reported by Tang and Munkelwitz [1994] , which in turn agree well with the findings from hygroscopicity measurements at ground during LACE 98 [Busch et al., 2002] . The standard growth factors were thus used to convert the Partenavia measurements to ambient conditions. An overview of the aircraft equipment is given by Ansmann et al. [2002] . Principles and data evaluation are described by Fiebig et al. [2002] , Petzold et al. [2002] , and Wendisch et al. [2002] .
[32] The fast-flying (Ն120 m s Ϫ1 ) Falcon usually descended from the tropopause to the lower boundary layer in several U-shaped flight legs of approximately 60-km length in northsouth direction close to Lindenberg. The slow-flying (60 -70 m s Ϫ1 ) Partenavia with a ceiling of 4 km scanned the boundary layer and the lower free troposphere during slow ascents and descents above the LACE field site. Details on flight strategy and flight patterns are discussed by Petzold et al. [2002] .
Inversion Methods
Inversion Problem
[33] Two inversion algorithms developed at the IfT and at the IMP are used to derive microphysical particle properties from the multiwavelength lidar measurements. In the inversion, a set of equations, which relate the optical data to the underlying physical quantities, has to be solved numerically:
where g i () denotes the extinction coefficient ␣ or the backscatter coefficient ␤ at wavelength , v(r) describes the volume concentration of particles per radius interval dr, and K i (r, m, , s) is the kernel efficiency of extinction or backscattering for single particles. The efficiencies depend on the radius r of the particles, on their complex refractive index m, on the wavelength of the interacting light, and on the shape s of the particles. They are calculated from Mie-scattering theory under the assumption that small particles in a first approximation behave like spherical scatterers [Bohren and Huffman, 1983] .
[34] Equation (1) represents a system of Fredholm integral equations of the first kind, which has to be solved in a numerical fashion. The determination of the particle volume distribution v(r) and the complex refractive index from a small number of measured backscatter and extinction coefficients with this equation system is a nonlinear, inverse, ill-posed problem, i.e., solutions are nonunique and highly oscillating without the introduction of appropriate mathematical tools such as discretization and regularization. In other words, this approach can be described as an eigenvalue analysis of the system of integral equations.
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IfT Algorithm
[35] The IfT scheme, which is described in detail by Müller et al. [1999a] , uses a Tikhonov regularization with constraints. It has been specifically designed for the inversion of the eight optical data measured with the IfT multiwavelength lidar (backscatter coefficients at 355, 400, 532, 710, 800, 1064 nm and extinction coefficients at 355, 532 nm). The volume concentration distribution, which has to be determined from equation (1), is approximated with a discrete set of eight weighted base functions, which are B splines of the first order, i.e., they have a triangular shape on a semilogarithmic scale. The shape of the investigated particle size distribution does not have to be known a priori. The numerical solution of equation (1) provides the sought weight factors. In the solution process, the constraint of smoothness of the retrieved volume concentration distribution serves as the regularization parameter for the stabilization of the inverse problem. The degree of this regularization, which acts as a trade-off against the ability to reproduce the input optical data with the found inversion solutions, is determined with generalized cross-validation [Golub et al., 1979] . Fifty inversion windows of variable width are defined through variation of the lower and upper limits of the basefunction range from 0.01 to 0.2 and from 1 to 10 m, respectively. The base functions are distributed logarithmically equidistant within the windows. The inversion is performed for every window and for a grid of wavelength-and sizeindependent complex refractive indices that vary from 1.33 to 1.8 in real and from 0 to 0.7 in imaginary part.
[36] In the final step, from the individual inversion solutions only those are selected, for which the back-calculated optical data agree with the original data within the limits of the measurement error. The mean particle size in terms of the effective radius and integral particle parameters, i.e., the total volume, surface-area, and number concentrations, are calculated from the selected solutions, and their mean values and standard deviations are presented as final inversion results. In this way, one also obtains a range of complex refractive indices. The single-scattering albedo is then calculated from the volume concentration distribution and the mean complex refractive index.
[37] From extended simulation studies, it was shown that an appropriate reconstruction of the volume distribution together with a mean complex refractive index is found from the eight optical data derived with the IfT multiwavelength lidar [Müller et al., 1999b] . It was demonstrated that information on particle extinction is necessary at two wavelengths at least and that the optical data must be determined with errors of Յ10 -20%.
IMP Algorithm
[38] The hybrid regularization technique developed at IMP is designed to work with different kind and number of optical data, i.e., experimental data obtained with different systems at various wavelengths can be evaluated [Böckmann and Sarközi, 1999; Böckmann, 2001] . In the first case presented below, backscatter coefficients at 320 and 728 nm and extinction coefficients at 292 nm were used in addition to the eight data of the IfT lidar. In the second case, backscatter and extinction coefficients at 351 nm were added to the data set of the IfT lidar.
[39] Similar to the IfT scheme, the algorithm does neither require any a priori information on the analytical shape of the investigated distribution function nor an initial guess of it.
Multimodal distributions can be retrieved without any knowledge of the number of modes in advance.
[40] The first regularization step in this method is performed via discretization, in which the investigated distribution function is approximated with B spline functions of different order, which implies different shapes of these functions. The projection dimension, i.e., the number of base functions serves as another regularization parameter. In the second step, regularization is controlled by the level of truncated singular-value (or eigenvalue) decomposition performed during the solution process of the resulting linear equation system. In this way, eigenvalues and corresponding eigenvectors, which lead to oscillating solutions, are omitted. In order to reduce the computer time, a collocation projection is used.
[41] As in the case of the IfT scheme, the highly nonlinear problem of the complex refractive index as a second unknown is handled by introducing a grid of wavelength-and sizeindependent mean complex refractive indices and by enclosing the area of possible real/imaginary-part combinations through inversion and back-calculation of optical data. Again, inversion results are given in terms of effective particle radius, volume, surface-area, and number concentrations.
Case Studies
[42] Two measurement cases with very different aerosol characteristics were chosen for the studies presented here. On 9 and 10 August 1998 a long-range transported, biomassburning aerosol, that had originated from forest fires in northwestern Canada, was observed between ϳ3-and 6-km height in an air mass, that was almost not influenced by other pollution. A relatively low particle optical depth of 0.1-0.15 at 550 nm was found. A unique observational situation occured in the night of 9 to 10 August, when the Falcon was on a nighttime mission and all lidar systems described in subsection 2.1 made simultaneous measurements. Particle backscatter coefficients at eight wavelengths and particle extinction coefficients at three wavelengths could be determined and used in the inversion. The inversion results could be directly compared to the in situ data, because the relative humidity in the aerosol layer was low, so that it was not necessary to apply a humidity-growth correction to the aircraft data.
[43] On 11 August 1998, polluted air was advected in the planetary boundary layer to the measurement site from different industrial regions in Europe. Particle optical depths of ϳ0.35 at 550 nm were measured on that day. Particle backscatter coefficients at seven wavelengths and particle extinction coefficients at three wavelengths were measured with two ground-based lidars in the evening. The inversion results are compared to parameters measured in situ aboard the Partenavia at daytime.
Biomass-Burning Aerosol From Canada
Measurement Situation
[44] A distinct aerosol layer in the free troposphere was observed at the LACE 98 field site from the morning of 9 August to the evening of 10 August 1998. During daytime, faint, wave-like structures could be seen by eye. Routine weather observers in northern Germany reported cirrus overcast. However, only a few cirrus cloud fields were detected with lidar on 9 August, and the atmosphere was absolutely cloudfree on 10 August .
[45] Figure 1 shows the development of the elevated aerosol layer in terms of the particle backscatter coefficient at 532 nm on a time-height scale, based on the observations with the IfT multiwavelength lidar between 2000 UTC on 9 August and 0300 UTC on 10 August. The lidar provides a detailed view into the complex aerosol fine structure and shows wellseparated single layers of a few tens of meters in vertical extent, gravity waves, and turbulences. The backscatter maximum for this night was observed between 3.4-and 3.8-km height from about 2200 to 2400 UTC (see Figure 1 , minutes 120 to 240). During that time also the Falcon flight was carried out. Consequently, this time interval was chosen for further investigation.
[46] Figure 2 gives an overview of the situation in the entire troposphere from 2200 -2400 UTC on 9 August. The backscatter-coefficient profiles in Figure 2a are determined after the Raman method at 532 nm with a height resolution of 180 m. They are calibrated to 0.0001 km Ϫ1 sr Ϫ1 in the height region from 6100 -6800 m. This value corresponds to the one obtained for this height region from the particle size distribution measured in situ aboard the Falcon and under the assumption of a refractive index of 1.53-10 Ϫ7 i . The 2-hour average of the backscatter-coefficient profile is shown together with the four respective 30-min means (see Figure 2) . The profiles indicate stable aerosol conditions below 3 km. The free-troposphere aerosol layer showed a quite stable, pronounced maximum around 3.75 km. The second maximum observed between 4.5 and 5 km was more variable. Different cirrus cloud fields were present in two layers, from 7.5-to 10-and from 10.5-to 12.5-km height.
[47] The relative humidity determined with the IfT multiwavelength lidar between 2200 and 2400 UTC and with a radiosonde launched at 2254 UTC from the field site is shown in Figure 2b . The lidar-derived relative humidity is calculated from the water-vapor mixing ratio obtained with the Raman method and a radiosonde temperature profile. The lidar measurements of water vapor could not be extended into the cirrus clouds because of low signal-to-noise ratios. Quite dry conditions with relative-humidity values of Ͻ40% were found in the main part of the free-troposphere aerosol layer. At the upper boundary of the layer around 5.5-km height, values up to 60% were measured. The potential and equivalent potential temperatures, which are also given in Figure 2b , indicate a stable layering of the atmosphere.
[48] In Figure 3 , eight-day backward trajectories arriving at Lindenberg at 2300 UTC are presented. These long-term three-dimensional backward trajectories were calculated with the flexible trajectory model FLEXTRA (version 3.2d) [Stohl et al., 1995] . FLEXTRA was driven with hemispheric modellevel wind fields provided by the European Centre for Medium-Range Weather Forecasts (T213 L31 model [ECMWF, 1995] ), with a horizontal resolution of 1Њ and a time resolution of 3 hours (analyses at 0, 6, 12, 18 UTC; 3-hour forecasts at 3, 9, 15, 21 UTC).
[49] The backward trajectories indicate the advection of air masses throughout the troposphere from the North Atlantic across the North Sea directly to the measurement site. On this way, the air did not cross highly industrialized regions. The backward trajectories for the height region from 3 to 5 km (pressure levels 700 -550 hPa) originate from northwestern Canada. There strong forest fires occured in late July and early August 1998. The gray-shaded areas in Figure 3 indicate the locations of the strongest fires, that burned about 6 -10 days prior to the measurement. The trajectory analysis shows that the air mass traveled below 2000-m height in the forest-fire region and was then lifted above southern Greenland. An additional mixing of polluted and clean air masses might have occurred there around 450 hPa. Almost all air parcels with arrival heights of 2-6 km crossed southern Greenland in this height level 40 -80 hours prior to the measurement. The remarkable event of the transport of forest-fire aerosols from northwestern Canada to Europe was also observed with satellites [Hsu et al., 1999] . A detailed analysis of the transport of the fire emissions to Europe in August 1998 is presented in a separate paper [Forster et al., 2001] .
Spectral Backscatter and Extinction Coefficients
[50] Backscatter-coefficient and extinction-coefficient profiles in the forest-fire aerosol layer at all available wavelengths are shown in Figure 4 . Eight backscatter coefficients in the wavelength region from 320 -1064 nm and three extinction coefficients at 292, 355, and 532 nm were determined from measurements with the IfT multiwavelength lidar, the MPI UV lidar (operated with KrF), and the MPI water-vapor DIAL (see section 2). The backscatter coefficients at 355 and at 532 nm were calculated with the Raman method, whereas the Klett method was applied to the elastic backscatter signals at all other wavelengths. Lidar ratios of the biomass-burning aerosol layer were found to be between 40 and 80 sr at 532 nm (see below). For the Klett method, a lidar ratio of 50 sr was used at all wavelengths. Because of the low optical depth of the aerosol layer of the order of 0.1, the lidar-ratio estimate is less critical here. To estimate the reference values, the airborne in situ measurements in the height region from 6100 -6800 m were used as mentioned above. These results were checked against those obtained by assuming wavelength-independent backscattering in the two cirrus layers at 9-and 11.5-km height (see Figure 2 ). That is, the reference values used in the Klett method were taken from the 532-nm backscatter profile calculated with the Raman method within the cirrus. The profiles calibrated in the cirrus cloud deviated by Ͻ10% from the profiles calibrated between 6100-and 6800-m height with the help of the airborne in situ measurements.
[51] A comparison of an airborne HSRL measurement with a ground-based Raman measurement at 532 nm is shown in Figure 5 . The airborne profiles were derived from a 100-s measurement taken on a 15-km leg ϳ5 km to the east of Lindenberg at 2240 UTC. The backscatter-coefficient, extinction-coefficient, and lidar-ratio profiles determined with the two different systems agree very well within the limits of the measurement uncertainties. Deviations between the profiles are mainly caused by spatial and temporal variations in the aerosol layer (see also Figure 2a ). An inspection of the timeheight contour plots for the ground-based (see Figure 1 ) and airborne measurements [see Fiebig et al., 2002, Figure 1b] indicates that very similar structures in the aerosol layer were observed with both systems. As the aerosol layer moved from northwest to southeast, the airplane sensed the air mass, that had moved across the Lindenberg area the hour before. As can be seen from Figure 5 , a slightly better agreement of the 
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profiles is found, if one takes an average from 2100 -2300 UTC instead from 2200 -2400 UTC for the ground-based measurements.
[52] In Figure 6 the spectral backscatter and extinction coefficients for two height regions of the aerosol layer are plotted. The values are taken from the profiles shown in Figure  4 . An additional averaging was applied in order to reduce the statistical error and to obtain the same height resolution for extinction and backscatter coefficients. The height intervals from 3500 -4000 m and from 4200 -5400 m represent two regions of the aerosol layer with obviously different particle microphysical properties. In the main peak of the layer around 3750-m height, wavelength-independent extinction and a rather steep spectral slope of backscattering was observed, whereas in the upper part of the layer the extinction in the UV was higher than in the visible and the wavelength dependence of backscattering was weaker. Similar spectra as shown in Figure 6 were found for other averaging intervals within the two height ranges below and above 4000 m.
[53] Extinction and backscatter coefficients at the lidar wavelengths were also calculated from the particle size distribution measured in situ [see Fiebig et al., 2002 8]. The refractive index was estimated by assuming a mixture of absorbing, soot-like and nonabsorbing, ammonium-sulfate-like material. Internal and external mixtures of these components were considered, and the soot content was chosen such that the calculated absorption coefficient agreed with the one measured with the PSAP. The spectral slope of the calculated extinction coefficient was not sensitive to the state of mixture, and the calculated values agreed well with the lidar data. In contrast, the spectral slope of the backscatter coefficient measured with lidar could only be reproduced with the calculations for an external mixture. Calculated backscatter coefficients in the UV for an internal mixture were a factor of 3-4 smaller than those for an external mixture and the measured ones. The calculations were also performed for iron oxide as an absorbing material, since both carbon and iron oxide were obtained in the chemical analysis of filter probes taken in the aerosol layer. However, the lidar data could only be reproduced if less than 5% of the particle volume were attributed to iron oxide. The steep increase in the imaginary part of the refractive index of iron oxide around 550 nm leads to an increase of the calculated backscatter spectrum between 500 and 800 nm, which is not consistent with the measurement [see Fiebig et al., 2002, Figure 8] . From the comparison of measured and calculated backscatter coefficients it was thus concluded that the aerosol in the biomass-burning layer consisted of an external mixture of nonabsorbing ammonium-sulfate-like material, a fraction of 30 -35% soot, and less than 5% iron oxide.
Inversion Results
[54] The optical data shown in Figure 6 were used as input in the two inversion algorithms described in section 3. The IfT algorithm uses the six backscatter and two extinction coefficients of the IfT multiwavelength lidar, whereas in the IMP algorithm different numbers and combinations of data can be processed. Therefore several tests were performed with the IMP scheme to check the influence of certain wavelengths on the inversion results.
[55] Tables 1 and 2 show the inversion results for the two chosen height ranges of the biomass-burning aerosol layer in comparison to the Falcon in situ measurements. Because the humidity was well below 50% in the investigated height regions and no significant difference in the overlap region of the size distributions measured with PCASP and FSSP on board the Falcon was found [see Fiebig et al., 2002, Figure 3 ] the airborne data were not corrected for humidity growth. The hygroscopicity of smoke particles tends to be smaller than the one of other pollution aerosols, and significant changes of particle scattering properties and size are observed for humidities Ͼ50% only [Kotchenruther and Hobbs, 1998 ].
[56] The size parameters in Tables 1 and 2 agree well within their error limits. This holds for the comparison between the two inversion algorithms as well as for the comparison between inversion results and in situ data. On average, the three methods gave an effective radius of 0.25Ϯ0.03 m for the lower part of the biomass-burning aerosol layer, whereas the particles in the upper part of the layer were slightly smaller in size with an effective radius of 0.19Ϯ0.02 m. Surface-area and volume concentrations derived from the inversions are about 30% higher than those measured in situ in the lower layer, whereas in the upper layer the values measured in situ are 50 -60% higher than the inverted data. This deviation can be attributed to the spatial inhomogeneity of the aerosol layer rather than to uncertainties in either the measurement or the inversion. Approximately the same differences are found from the comparison of the absolute backscatter and extinction coefficients measured with lidar and those calculated from the in situ measured size distribution. The relative spectral slope of extinction and backscatter coefficients, however, is the same. In a first approximation the particle volume concentration is proportional to the backscatter coefficient and the particle surface-area concentration is proportional to the extinction coefficient. Changes in the absolute values of the optical data as shown in Figure 1 and Figure 2a thus indicate changes in the particle concentration as long as the same aerosol type is observed.
[57] Number concentrations are difficult to determine from the inversion of optical data [Müller et al., 1999b] because usually the majority of particles is too small to be optically active and thus does not contribute to the optical coefficients measured with lidar. If one separates the in situ measurements into the different modes of the size distribution (Aitken mode with particle radii rϽ0.05 m, accumulation mode with 0.05ϽrϽ0.5 m, and coarse mode with rϾ0.5 m), it becomes evident that in the present case more than 50% of the particles belonged to the Aitken mode. The inversion of the multiwavelength lidar data, however, gives mainly information on particles in the accumulation and coarse modes. Because the Aitken mode does not significantly contribute to total particle surface area and volume, these concentrations, and thus also the effective radius, are reconstructed very well with the inversion. The uncertainty in the derivation of the number concentration is indicated by the large error limits, which are obtained from the scattering of the respective parameter within the solution space. An error of more than about 25% normally indicates a failure in the determination of the number concentration. Simulations furthermore revealed that in such cases a considerable systematic shift toward higher or lower number concentrations may occur.
[58] The inversion results for the lower part of the layer show the real part of the refractive index at about 1.65. In the upper part of the layer, even higher values around 1.76 were obtained. Imaginary parts of about 0.05 and 0.045 were found for the lower and upper parts of the layer, respectively. As mentioned in section 3, a variable, but wavelength-and sizeindependent mean complex refractive index is used in both inversion schemes. As has been shown previously [Müller et al., 1999b [Müller et al., , 2000a Böckmann, 2001] , solutions are obtained for certain combinations of real and imaginary parts of the complex refractive index only. If the real and imaginary parts are ordered in a matrix-like scheme, the solutions for the refractive index are arranged along a diagonal in this matrix. That is, smaller real parts are connected with smaller imaginary parts and larger real parts with larger imaginary parts. This fact should be taken into account in the interpretation of the error limits given for the refractive index.
[59] The refractive index for the airborne in situ measurements was calculated from a volume-weighted, internal mixture of absorbing, soot-like and nonabsorbing, ammoniumsulfate-like material under consideration of the absorption coefficient measured with the PSAP. This was done for the lower layer only, because no reliable absorption measurements were available in the upper height region. One should have in mind that closure of the backscatter coefficients calculated from the size distribution with the lidar backscatter coefficients was obtained for an external mixture of the two aerosol components only, i.e., by introducing a separate refractive index for ammonium sulfate of 1.53-0.0i and for soot of 1.75-0.45i . Calculations for an internal mixture could not reproduce the lidar measurements. For that reason, the values in Table 1 are given in parentheses because they are only a very rough estimate.
[60] The values for the single-scattering albedo, which are derived from the particle size distributions and the complex refractive indices with Mie-scattering calculations, are 0.78 -0.83. They are in good agreement with the airborne results, which are calculated from the measured size distribution and an external mixture of soot and ammonium sulfate.
[61] The sensitivity studies with the IMP algorithm concerning the different number of data used in the inversion showed that, e.g., the use of six backscatter and two extinction coefficients determined with the IfT multiwavelength lidar instead of all 11 available optical data (eight backscatter and three extinction coefficients) did not change the results for particle size and concentration significantly. However, a remarkable sensitivity of the complex refractive index was noted. Especially, the introduction of the extinction values at the shortest wavelength (292 nm) lead to a very large solution space, which included unrealistically high real and imaginary parts of the refractive index. One possible reason for that is the large uncertainty of the values in the UV because of the necessary ozone correction. On the other hand, refractive indices can remarkably change from visible to UV wavelengths. The approach to use a mean, wavelength-independent refractive index may fail here, because the influence of the wavelength dependence becomes too high.
Discussion
[62] The particles of the biomass-burning aerosol layer with an effective radius of about 0.25 m or a count median diameter (CMD) of the accumulation mode of 0.30 m were considerably larger than those found in other smoke plumes. reported CMD values of 0.12 m for very young particles to 0.21 m for particles of an age of a few days near the burning rain forests in Brazil. Radke et al. [1988] obtained values of about 0.22 m near forest fires in North America and a tendency that particles grow with age. From the transport calculations [Forster et al., 2001] it was found that the age of the particles in the biomass-burning aerosol observed at Lindenberg was about six days. During their travel from the American to the European continent the particles reached heights of 6 -8 km, before they descended into the measurement area (see Figure 3) . Ageing processes such as condensation, coagulation, photochemical transformations, and cloud processing might be responsible for the growth of the particles.
[63] The complex refractive index was found to be higher compared to values previously reported for biomass-burning aerosols. Real parts ranged from 1.5 to 1.6 at visible wavelengths [Yamasoe et al., 1998; Remer et al., 1998 ]. Higher real parts were correlated with decreasing relative humidity. For the imaginary part values of 0.01-0.04 were found [Anderson et al., 1996; Li and Mao, 1990; Lenoble, 1991] . One explanation for our overestimation might be that in the present case highly absorbing iron oxide was found . Although only present in minor concentrations, the respective very high complex refractive index might have led to the observed high values. The considerably low relative humidities of Ͻ40% within the layer may have contributed to these values as well.
[64] Values of the single-scattering albedo of the order of 0.8 found in the layer are comparably small and indicate a rather high influence of absorption of the particles. Radiativetransfer calculations for the biomass-burning aerosol are presented by Fiebig et al. [2002] . Single-scattering albedos in very young smoke ranged from 0.3 to 0.9 with a mean value of 0.75, whereas aged smoke particles showed single-scattering albedos of 0.80 -0.84 in the case of the Brazilian fires Hobbs et al., 1997] . Anderson et al. [1996] reported values of 0.79 and 0.81 for dry particles in African and Brazilian outflows over the South Atlantic. Higher values of 0.85-0.90 were found for boreal fires [Radke et al., 1988] .
Continental European Pollution
Measurement Situation
[65] The measurement situation changed significantly from 10 to 11 August 1998. Starting in the night of 10/11 August, heavily polluted air was advected in the boundary layer above Lindenberg. The optical depth at 550 nm increased from values of the order of 0.05 on 10 August to values around 0.35 on 11 August . The lidar measurements presented here were taken after sunset from 2020 -2220 UTC on 11 August 1998. No simultaneous flights were performed during that time, and airborne measurements taken between 1200 and 1300 UTC are available for comparison on that day only. Therefore the measurement situation is discussed with respect to the comparability of the two time periods in the following. Because a better resolution of data in the boundary layer is available from the slow-flying aircraft, the Partenavia in situ measurements taken around 1230 UTC were used for all comparisons shown in subsections 4.2.2 and 4.2.3.
[66] Figure 7 shows the trajectory analysis for 1300 and 2100 UTC on 11 August 1998, with focus on the lower troposphere. Again, FLEXTRA simulations were used to obtain information for the airborne and lidar measurement times. From all trajectories, which are available with a height resolution of 250 m, four characteristic levels were chosen for the presentation in Figure 7 . The trajectory analysis revealed that two different air masses contributed to the observed pollution. In the lowest heights the air traveled from the North Atlantic, crossed southern Scandinavia and Poland, and reached the measurement site from eastern (near ground) to southern directions (around 1-km height). During this travel the air mass descended from the free troposphere into the boundary layer, where it could be loaded with precursor gases and particles presumably at distances of Ͻ300 km from the field site within 24 -36 hours before the measurement. At higher altitudes the air reached Lindenberg from the west. For about 3-4 days this air had circled in the boundary layer over industrialized regions in western and central Europe, before it was lifted during the 24 hours prior to the arrival at Lindenberg. The lifting was stronger for the air mass that arrived during the flight mission (1300 UTC, see Figure 7a ) than for the air mass that was measured in the evening (2100 UTC, see Figure 7b ). This finding of the trajectory analysis is consistent with the lidar observations. A heavy pollution layer was detected between 2-and 3-km height (800 -700 hPa, see Figure 7a ) around noon. This layer descended during the afternoon and was observed between 1.2-and 2-km height (860 -800 hPa, see Figure 7b ) in the evening.
[67] Two conclusions can be drawn from the trajectory analysis. First, one can expect two aerosol types of different origin and age, one consisting of relatively young particles from nearby locations and one consisting of aged particles from western and central Europe. According to the height-resolved trajectories, the boundary between the different aerosol types was at about 900 and 1200 m at 1300 and 2100 UTC, respectively. Second, a comparison of lidar-derived and airborne measurements makes sense for height regions with similar airmass history only. Parameters derived in the pollution layer at 1.2-2 km in the evening should be compared with values measured in situ in the height region from 2-3 km around noon, and parameters found for heights below 1200 m with the lidar should be compared to airborne measurements below 900 m. In addition, the relative humidity values at the two measurement times have to be checked for comparability because parameters such as particle size and refractive index strongly depend on particle growth with humidity.
Lidar Measurements
[68] As already mentioned, multiwavelength lidar data for the inversion of physical particle properties were evaluated for the time period from 2020 -2220 UTC on August 11, 1998. In Figure 8 a comparison of profiles of the particle backscatter coefficient at 532 nm and of the relative humidity for the times of the flight mission (Figure 8a ) and of the evening measurement (Figure 8c) is given. Figure 8b shows the potential and equivalent potential temperatures determined with radiosondes at 1310 and 2246 UTC. The profiles confirm that no mixing occured between the aerosol layers of different origin.
[69] The lidar backscatter profiles shown in Figures 8a and 8c were evaluated with the Klett and with the Raman method, respectively. From the airborne in situ measurements, backscatter profiles for dry and ambient conditions were calculated on the basis of the measured dry size distribution (see Figure  8a ). In the calculations, a value of 1.53 (ammonium sulfate) was used for the real part of the refractive index. The imaginary part was estimated to be 0.02 according to the soot content derived from the PSAP measurements. The humidity growth of the particles was estimated from the relative humidity measured with two radiosondes, that were launched at 1050 and at 1310 UTC, and from standard growth factors for ammonium sulfate [Tang and Munkelwitz, 1994] . The calculations were carried out in steps of 10% for humidity values from 40 -70% and for 75% relative humidity. From the first sonde, only values below 2.6 km were used, because the sonde crossed a cloud and showed humidity values Ͼ85% above that height. After the humidity correction, one obtains a very good agreement of the in situ backscatter coefficient with the lidar values, which indicates the applicability of the humidity correction scheme. This finding is very important, because it justifies the use of standard growth factors in radiative-transfer models, which are applied to estimate the aerosol radiative forcing . Furthermore, the strong sensitivity of the particle backscatter coefficient on the relative humidity becomes evident from the curves in Figure 8a .
[70] The humidity profile for the evening measurement shown in Figure 8c was derived from the water-vapor mixing ratio measured with the lidar and a radiosonde temperature profile. Again, a strong correlation between backscatter coefficient and relative humidity is found. The regions of strongest scattering and highest humidity at both measurement times (around 2.5 km in Figure 8a and around 1.6 km in Figure 8c ) indicate the descending pollution layer, that arrived from western Europe. This layer was not influenced by the development of the local convective boundary layer at Lindenberg on that day as radiosonde and lidar observations showed.
[71] In Figure 8d the lidar ratios determined in the evening with the IfT multiwavelength lidar at 532 and at 355 nm and with the MPI UV lidar at 351 nm are shown. The MPI UV lidar was operated with XeF on that day (see section 2). Lidar ratios of approximately 50 and 60 -65 sr were found at 532 and 351/355 nm, respectively, in the layer with maximum backscatter coefficient and highest humidity. From the measurements with the small telescope of the MPI UV lidar (see section 2), the lidar ratio at 351 nm could be derived from 500-m height upward. Higher values of the lidar ratio of about 75 sr were obtained in the lowermost heights.
[72] In Figure 9 , profiles of backscatter and extinction coefficients are presented. Data from the IfT multiwavelength lidar and from the MPI UV lidar with a primary wavelength of 351 nm were available. The MPI water-vapor DIAL was not operated on that day. The measurements with the IfT multiwavelength lidar were taken under a zenith angle of 40Њ, so that, by applying the overlap correction in addition, profiles of backscatter coefficients with the Klett method and of extinction coefficients with the Raman method could be evaluated from 500-and 800-m height upward, respectively. The good agreement of the extinction profiles at 351 and 355 nm indicates that the near-field effects are appropriately considered. The backscatter profile at 355 nm of the IfT multiwavelength lidar could not be evaluated below 1200 m, because the signal was disturbed by detector overloading.
[73] The application of the Klett method for the evaluation of the elastic backscatter profiles is crucial in this case. As already explained, a high optical depth of the aerosol layer makes the solutions for the short wavelengths very sensitive to the lidar-ratio estimate. Also, an appropriate reference-value estimate is important for the longer wavelengths. For that reason, the mean value of the spectral optical depth measured with the star photometer during the time of the lidar measurement was used as an additional constraint. From the 532-nm backscatter profile determined with the Raman method down to the ground, it was estimated that the aerosol in the height range from 500 -2200 m contributed about 65% to the column optical depth. The star photometer measurements from 444 -863 nm revealed an Ångström coefficient of å ϭ 1.57 for the wavelength dependence of the optical depth, ␦ ϳ Ϫå . The Ångström coefficient was used to interpolate the optical depth values (measured at 444, 532, 673, 779, and 863 nm) to the lidar wavelengths of 710 and 800 nm and to extrapolate them to 351, 355, 400, and 1064 nm. The input parameters for the Klett method were then chosen such, that the integrated backscatter coefficient for the height region from 500 -2200 m multiplied by the chosen lidar ratio gave 65% of the optical depth value determined for the respective wavelength with the star photometer. According to the findings shown in Figure 8d , the mean lidar ratios were reduced from 60 to 40 sr from shorter to longer wavelengths.
[74] Figure 10 shows the spectral backscatter and extinction coefficients for the height regions from 1420 -1700 m (peak, westerly flow) and from 900 -1000 m (southeasterly flow). In Figure 10b the curves representing a wavelength dependence of the extinction coefficient of ␣ ϳ Ϫ1.57 are shown for comparison. The extinction coefficients measured at 351, 355, and 532 nm in both height regions are well described by these curves. This finding supports the use of the spectral optical depth with the same wavelength dependence as a constraint in the calculation of the backscatter coefficients. Despite the fact of a similar wavelength dependence of the extinction coefficients in both height regions, the backscatter coefficients in the upper height show a steeper spectral slope than those in the lower height. Because the extinction-coefficient slope is more sensitive to the particle size, whereas the backscatter-coefficient slope or the ratio of extinction to backscattering is mainly determined by the chemical composition, this finding indicates a similar particle size but a different refractive index in the two height regions, which is confirmed by the inversion results given below.
Inversion Results
[75] The inversion results for the measurements on 11 August 1998 are presented in Tables 3 and 4 . Even though the trajectory analysis suggested a similar origin of the air masses for the two measurement times, one should be very careful in comparing the results here. Especially for the upper height interval, the dependence of the particle properties on relative humidity plays a major role. In Table 3 the airborne in situ parameters are shown for dry conditions and for a relative humidity of 75%. The respective humidity growth leads to an increase of the particle effective radius by a factor of 1.4, which results in an increase of the surface-area concentration by a factor of 2 and of the volume concentration by nearly a factor of 3. During the evening measurement the relative humidity in the investigated height region from 1420 -1700 m was ϳ65% (see Figure 8c ). Both inversion algorithms indicate that in the evening the particles of the descending pollution layer were smaller in size with an effective radius of about 0.12 m. The IMP algorithm gives somewhat smaller radii as well as volume and surface-area concentrations than the IfT algorithm. The high uncertainties in the number and surface-area concentrations (for the number concentrations the respective errors were similar to the value itself, so that no number can be given at all) show the large influence of optically less active small particles on the inversion results (see subsection 4.1.3). It may be concluded that one has almost reached the limits for a successful inversion here, i.e., particle size distributions with an effective particle radius of the order of 0.1 m and less are difficult to investigate.
[76] For the lower layer a better agreement is found for the effective radius derived from the inversion and from the in situ measurement. Again, comparably small particles with an effective radius of about 0.13 m dominated the properties of the continental-pollution aerosol. Relative humidities of 40 -50% were found for both measurement times in the lower layer, so that the sensitivity of the mircrophysical particle parameters on humidity growth is of less importance here. Higher concentrations are obtained from the inversion compared to the in situ measurements. This fact, however, is in accordance with the change of the absolute backscattercoefficient values at 532 nm by a factor of 3 between the two measurement times (see Figures 8a and 8c ) and is thus attributed to temporal and spatial inhomogeneity. Again, the uncertainties of the derived number concentrations are very large.
[77] For both height levels, real and imaginary parts of the refractive index are smaller than in the forest-fire layer. A higher single-scattering albedo follows. The IMP algorithm gives higher real parts than the IfT algorithm in this case. A comparison with the airborne values is not of great help here, because the refractive index for the calculations was only roughly estimated as explained above. For example, no change of the refractive index with humidity growth was considered. However, a real part of the refractive index of 1.53 is in good agreement with findings from the chemical analysis of particles at ground , and the PSAP measurements give at least an estimate for the imaginary part.
Discussion
[78] Small effective radii of 0.1-0.2 m as found here are typical for particles from industrial pollution and were also found in other regions of the globe, e.g., in North America [Remer et al., 1997 Tanré et al., 1999] and above the Indian Ocean [Müller et al., 2000b [Müller et al., , 2001b . The particles showed a much stronger humidity growth than in the biomassburning aerosol, which is in agreement with findings by Kotchenruther and Hobbs [1998] . Backscatter coefficients measured with lidar at 40% humidity were a factor of two higher than those calculated from the dry particle size distribution.
[79] The refractive index observed during the Tropospheric Aerosol Radiative Forcing Observational Experiment (TAR-FOX), which took place in the North Atlantic east of the United States, ranged from 1.40 to 1.53 in the real part and was lower than 0.017 in the imaginary part [Russel et al., 1999] . This experiment focused on the characterization of pollution from the highly industrialized east coast of the United States. Major contributor to the particles is sulfuric acid, which most likely is also the case for European pollution. Given the large uncertainty of the refractive indices in Table 3 and 4, similar values were found, except for the real part of the IMP algorithm.
[80] Single-scattering albedos were between 0.89 and 0.93 during TARFOX [Russel et al., 1999] . Shipborne in situ observations of aged continental air masses over the North Atlantic during ACE 2 showed a mean single-scattering albedo of 0.95Ϯ0.05, with the lowest values being around 0.81 [Quinn et al., 2000] . Given the fact that ageing effects may cause an increase of this parameter, there is reasonable agreement with the values presented in Tables 3 and 4 .
Conclusion
[81] A successful column closure experiment concerning the derivation of optical and microphysical particle parameters from multiwavelength-lidar and airborne in situ measurements was performed during LACE 98. Optical data were determined with up to four sophisticated lidar instruments, which measured particle backscatter and extinction coefficients at several wavelengths simultaneously and independently of each other. The data allowed detailed quality checks, which showed the consistency of the measurements. For the first time, extinction-coefficient profiles derived from Raman and highspectral-resolution lidars could be compared, and excellent agreement was found.
[82] The optical data sets were inverted to particle microphysical properties with two different inversion algorithms. The results were compared with the respective parameters measured in situ. The two selected measurement cases of a biomass-burning aerosol layer and a industrial-polluted boundary layer covered highly different aerosol conditions and thus presented a rather strict benchmark test for the performance characteristics.
[83] In general, the two inversion algorithms gave reasonable values for the derived parameters of effective radius, volume and surface-area concentrations, refractive index, and single-scattering albedo. The particle number concentration, which is difficult to determine if a large number of small and thus optically less active particles is present, was reliable only when the effective radius of the size distribution was larger than about 0.2 m. In the case of the forest-fire aerosol, very good agreement between the two algorithms and between inversion results and in situ measurements was found. The mean deviation of the results from the two algorithms was Ͻ20%. In comparison to the in situ measurements, the inversion results deviated by Ͻ30% on average. Part of this difference could be attributed to the inhomogeneity of the aerosol layer. Larger discrepancies occured in the case of the polluted boundary layer. Remarkably lower volume concentrations and higher real parts of the refractive index were retrieved from the IMP algorithm than from the IfT algorithm.
[84] Further improvements of the inversion algorithms will address the observed shortcomings. Reasons for discrepancies between the algorithms may be a different processing of the errors of the optical data or the use of the regularization parameters. A different response of the algorithms may also occur, if a large amount of small particles influences the scattering properties of the aerosol as in the case of the polluted boundary layer on 11 August 1998. Another error source follows from the in situ measurements on 9 August 1998. These observations pointed toward an external rather than an internal mixture of particles. The inversion algorithms however use the constraint of a mean wavelength-and size-independent complex refractive index. This assumption may cause additional errors in the inversion results.
[85] In view of the comparison to the airborne measurements, the IfT algorithm showed reliable performance characteristics. For this reason, the technique is presently applied in the analysis of extensive sets of optical data obtained with the six-wavelength lidar during ACE 2 and INDOEX. 
