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Abstract
A stability estimate for the CIP scheme is shown. The scheme
is intended to give accurate numerical solutions to linear hyperbolic
partial differential equations of the first order, but the rigorous proof
for its stability has been an open problem. We prove weak stability
for the scheme. Furthermore, we apply it to numerical computation of




2 Mathematical Analysis of the CIP Scheme 4
2.1 Stability of Finite Difference Schemes . . . . . . . . . . . . . . 5
2.2 Stability Analysis of the CIP Scheme . . . . . . . . . . . . . . 7
3 Some Applications of the CIP Scheme 16
3.1 1-dimensional Advection Equation with a Constant Coefficient 17
3.2 2-dimensional Advection Equation with Variable Coefficients . 22
4 Application of the CIP Scheme to the Fundamental Study of
DOT 29
4.1 Theoretical Backgrounds of X-ray CT and DOT . . . . . . . . 29
4.2 The CIP Scheme for the Transport Equation . . . . . . . . . . 30
4.3 DOT Using Time-resolved Measurement . . . . . . . . . . . . 32
1 Introduction
The diffused optical tomography (DOT) is considered as one of the ongoing
medical tomographies. Since we use near-infrared light in DOT, we remark
it to be a merit that human tissues are not exposed to radiation nor high
magnetic field, and DOT is considered as a non-invasive tomography. It
is well known that lights in biomedical tissues propagate with absorption
and scattering, and we may consider light propagation as the migration of
photons. Let u(t, x, ξ) be the density of photons at time t and at position x
with direction ξ, then a mathematical model of light propagation in biological
tissues is considered as the following transport equation [1];
∂
∂t




p(ξ, ξ′)u(t, x, ξ′) dσξ′, (1)
where Sd−1 is the (d− 1)-dimensional unit sphere and σ denotes the surface
element along Sd−1. We regard DOT as an inverse problem to determine
unknown coefficients µt(x) and µs(x) in the transport equation (1) from
boundary measurement. Although near-infrared light is heavily scattered in
biological tissue, it has been attempted to take out only the ballistic part
from outgoing light by time-resolved measurement for small tissues such as
brain of a mouse [6]. The author has tried to verify this approach by nu-
merical computation. We discretized the 2-dimensional transport equation
by the idea of the upwind scheme with the composite trapezoidal rule for an
integral part in order to attempt numerical reconstruction of the coefficient
µt(x). While, in the case without scattering, we could reconstruct µt by
this method, in the case of highly-scattering media we should remark that
reconstructed images were unclear and that reconstructed values were quite
different from the exact ones. We are afraid that it is caused by low accuracy
of the upwind scheme and we need to replace it to a high accurate scheme.
We have adopted the CIP scheme for accurate computation, but we need to
establish mathematical foundation to the scheme, and it is a background of
the present research.
The CIP scheme is a finite difference scheme for the following first order
partial differential equation, which is sometimes called an advection equation
∂
∂t
u(t, x) + v
∂
∂x
u(t, x) = 0, t > 0, x ∈ R,
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Figure 1: Numerical reconstruction of µt by the upwind scheme
where v is a real constant. The scheme was originally proposed by Take-
waki, Nishiguchi and Yabe [25] in 1985. Various finite difference schemes
have been proposed for this equation; for example, the upwind scheme [2]
or the Lax-Wendroff scheme [11] etc.. Unlike the case of these conventional
schemes, in the CIP scheme, we approximate not only u but also ∂u
∂x
, and
this is the key idea for the CIP scheme. We remark, by this idea, the scheme
attains high-accuracy. The name of the scheme “CIP” was originally abbre-
viation of Cubic Interpolated Pseudo-particle in [25], and it came to be called
Cubic Interpolated Propagation [26] in 1993. In the original CIP scheme
[25], values of functions between two adjacent grid points are interpolated
by cubic polynomials, and this is the reason why its name is “Cubic Interpo-
lated Propagation/Pseudo-particle”. In 1996, however, Xiao, Yabe and Ito
[27] proposed a variation of the CIP scheme, which is called RCIP scheme.
Instead of cubic polynomials, rational functions are adopted to interpolate
values of functions between adjacent grid points in the RCIP scheme. Yabe
has proposed a new name to cover all the types of the schemes in [28], and
“CIP” is considered as the abbreviation of the new name Constrained In-
terpolation Profile. Our analysis in this paper is based on the original CIP
scheme.
The stability of a finite difference scheme means boundedness of exact
solution of the scheme, and it is considered that the stability of a difference
scheme guarantees its stable computation. For technical discussions, several
definitions of the stability have been proposed. In 1956, Lax and Richtmyer
[10] gave a definition of stability of finite difference schemes, which is called
the strong stability [24] or simply stability. In 1960, Forsythe and Wasow [5]
stated another definition of stability, which is called the weak stability [24][19].
Furthermore we find Kreiss’ definition of stability [9], which is equivalent to
that of Lax-Richtmyer for the case of constant coefficients. In 1968, Wendroff
[24] discussed the weak and the strong stability in view of the amplification
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matrix. In 1969, Thome´e [19] stated both the weak and the strong stability in
view of Sobolev spaces. In the following section, we prove the weak stability
of the CIP scheme following the definition by Wendroff.
Under a suitable condition, the upwind scheme and the Lax-Wendroff
scheme for a first order equation with constant coefficients are stable in the
sense of Lax-Richtmyer. However, the stability of the CIP scheme has been
an open problem. Only few attempts have so far been made at the stability
analysis of the CIP scheme. Utsumi, Kunugi and Aoki estimated numerically
the spectral radius of the amplification matrix [22], and Nara and Takaki [12]
tried to prove the stability of the CIP scheme. However, their argument was
incomplete from a view point of mathematics. We will give a complete proof
for the stability of the CIP scheme in the present research.
This paper contains of four sections. In section 2, we prove the stability
of the CIP scheme. Firstly, we will clarify conceptions of stability of finite
difference methods. We will give the definition of both the weak stability
and the strong stability. Secondly, we introduce the CIP scheme, and we
prove that the CIP scheme is not strongly stable but weakly stable. This
is the main mathematical result of the present paper. In section 3, we will
show some numerical results by the CIP scheme. To begin with, we deal
with a 1-dimensional first order hyperbolic equation with constant coeffi-
cient. We compare numerical results by the CIP scheme with those by the
upwind and by the Lax-Wendroff scheme. We will also show numerical results
of 2-dimensional first order hyperbolic equations with constant or variable
coefficients. We should note that we give a mathmatical proof for the sta-
bility only for 1-dimensional cases, but we are optimistic for 2-dimensional
cases though we do not give a rigorous proof here. This should be a future
work. Finally, in section 4, we apply the CIP scheme to the 2-dimensional
transport equation and discuss feasibility of DOT with time-resolved mea-
surement, and we remark that it is the motivation of our analysis of the CIP
scheme. We will introduce the Radon transform and show how to compute
its inverse transform. We will compare numerical reconstruction of the atten-
uation coefficient by the CIP scheme with those by the upwind scheme, and
we conclude our computation by the CIP scheme is fruitful in fundamental
study of DOT.
2 Mathematical Analysis of the CIP Scheme
The purpose of this section is to prove that the CIP scheme is weakly stable.
We firstly discuss various definitions of stability of finite difference schemes,
and we show that the CIP scheme is not strongly but weakly stable.
4
2.1 Stability of Finite Difference Schemes
Let T be a positive number given in advance, let ∆t,∆x be positive numbers
and let S∆x be a shift operator on L
2(R) such that
(S∆xf)(x) = f(x+∆x), for f ∈ L2(R).
Let {Un(x)}0≤n≤⌊ T∆t⌋ be a family of R
N -valued functions of x ∈ R. We con-
sider the following finite difference scheme with constant coefficients, where












, x ∈ R, (2)
U0(x) ∈ L2(R), (3)
where Qj(∆x,∆t) denotes a (N ×N)-matrix.
The stability in the sense of Forsythe-Wasow and in the sense of Lax-
Richtmyer is defined as follows:
Definition 2.1. The finite difference scheme (2)–(3) is said to be stable in
the sense of Forsythe-Wasow [5], if there exist a positive constant K and a





Especially in the case of α = 0 in (4), the finite difference scheme (2)–(3) is
said to be stable in the sense of Lax-Richtmyer [10],[17].














, ξ ∈ R, (5)
Û0(ξ) = û0(ξ), ξ ∈ R, (6)
















is called the amplification matrix.
Wendroff [24] gives the definition of the weak and the strong stability as
below.
Definition 2.2. The finite difference scheme (2)–(3) is said to be weakly
stable, if there exist a positive constant K and a non-negative number s such





,∣∣∣Q̂(ei∆xξ,∆x,∆t)n∣∣∣ ≤ K(1 + |ξ|2)s/2, (7)
where |·| is a matrix norm. In the case of s = 0 in (7), the finite difference
scheme (2)–(3) is said to be strongly stable.
Remark 2.1. Because all the norms are equivalent to one another in a finite
dimensional space, the conception of both the weak and the strong stability
does not depend upon a choice of matrix norm in (7).
We remark that the strong stability is equivalent to that in the sense of
Lax-Richtmyer and that the weak stability is equivalent to that in the sense
of Forsythe-Wasow [9].
To give estimates in Sobolev spaces for stable finite difference schemes,













where s ≥ 0. Then we have the following proposition.
Proposition 2.1. The finite difference scheme (2)–(3) is weakly stable if and
only if there exist a positive constant K and a non-negative number s such









holds. The finite difference scheme (2)–(3) is strongly stable if and only if
s = 0 in (8).
2.2 Stability Analysis of the CIP Scheme
We introduce the CIP scheme and state difference between the CIP scheme
and the upwind or the Lax-Wendroff scheme. The aim of this subsection is
to prove that the CIP scheme is not strongly stable but weakly stable.
Let T be a positive number given in advance and let u(t, x) be a real




u(t, x) + v
∂
∂x
u(t, x) = 0, 0 < t < T, x ∈ R, (9)
u(0, x) = u0(x), x ∈ R, (10)
where v is a negative constant. For a smooth function u0 ∈ L2(R), the exact
solution to (9)–(10) is given by
u(t, x) = u0(x− vt).
In particular, for an arbitrary positive number τ , the solution u satisfies
u(t+ τ, x) = u(t, x− vτ). (11)
To begin with, let us consider conventional finite difference schemes to
(9)–(10); the upwind scheme and the Lax-Wendroff scheme. Let ∆t and ∆x





Assume λ ≤ 1, then we have x − v∆t ∈ [x, x + ∆x]. Let Un(x) be approxi-
mation of u(n∆t, x). The upwind scheme to (9)–(10) is given by





− 1, x ∈ R,
U0(x) = u0(x), x ∈ R.
In the upwind scheme, we may consider it as the simplest approximation
along the x-axis; it implies the linear interpolation of the values of adjacent
7
two nodes. On the other hand, in the Lax-Wendroff scheme, we interpolate
those by the quadratic polynomial F2(X) satisfying
F2(x−∆x) = Un(x−∆x), F2(x) = Un(x), F2(x+∆x) = Un(x+∆x);
that is
F2(X) =






(X − x) + Un(x).
This leads us to the Lax-Wendroff scheme
Un+1(x) = −1
2
λ(1− λ)Un(x−∆x) + (1− λ2)Un(x) + 1
2
λ(1 + λ)Un(x+∆x),





− 1, x ∈ R,
U0(x) = u0(x), x ∈ R.
In the CIP scheme, we use cubic polynomials in interpolation.
Let us introduce the CIP scheme. We here compute not only u but also
∂u
∂x
































, x ∈ R.
Let us denote approximation of ∂u
∂x
(n∆t, x) by ∂Un(x). Let F3(X) be a cubic
polynomial satisfying
F3(x) = U
n(x), F3(x+∆x) = U
n(x+∆x),
F ′3(x) = ∂U
n(x), F ′3(x+∆x) = ∂U
n(x+∆x),
and it leads us to
F3(X) = p

















Using the polynomial F3(X), we set
Un+1(x) = F3(x− v∆t), ∂Un+1(x) = F ′3(x− v∆t). (14)
Substituting (12)–(13) into (14), we obtain
Un+1(x) = (λ− 1)2(2λ+ 1)Un(x)− λ2(2λ− 3)Un(x+∆x) (15)





+ (λ− 1)(3λ− 1)∂Un(x) + λ(3λ− 2)∂Un+1(x+∆x),





This is the CIP scheme for (9)–(10).
Let us start stability analysis of the CIP scheme. By applying the Fourier
transform to (15)–(17), we obtain
Ûn+1(ξ) = eiψ
(





















(2r cosψ + i sinψ),








, r = λ− 1
2
.
Hence we show that the CIP scheme is not strongly stable. We should remark
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that λ must satisfy λ ≤ 1.
Theorem 2.1. When λ < 1, the CIP scheme (15)–(17) is not strongly stable.
Proof. Let Q̂(r, ψ) be the amplification matrix, then we have
∣∣∣Q̂(r, ψ)∣∣∣ = ∣∣∣∣eiψ ( a ∆xbc
∆x
d
)∣∣∣∣ ≥ 3(1− 4r2) ∣∣∣∣sinψ∆x
∣∣∣∣ , (18)
where |Q| denotes the entrywise 1-norm of Q, that is∣∣∣Q̂(r, ψ)∣∣∣ := |a|+ |∆xb| + ∣∣∣ c
∆x
∣∣∣+ |d| .
Because the right hand side of (18) is not uniformly bounded when ∆x→ 0,
the CIP scheme is not strongly stable.
Remark 2.2. λ = 1 is the exceptional case, and we have
Un(x) = u0(x− nv∆t), ∂Un(x) = du0
dx
(x− nv∆t).
We note that the numerical solution by the CIP scheme coincides with the
exact one.
To prove the weak stability of the CIP scheme, we need to estimate eigen-
values of the amplification matrix Q̂(r, ψ). Let σ+ and σ− be the eigenvalues
of Q̂(r, ψ), then we have
















cos2 ψ + (3− r2) sin2 ψ, δ(r, ψ) = −3r sinψ cosψ.
We have the following lemma.
Lemma 2.1. (Nara and Takaki [12])
If λ ≤ 1, then an eigenvalue σ of Q̂(r, ψ) satisfies |σ| ≤ 1.
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Proof. This proof is due to Nara and Takaki [12]. In the case that r = ±1
2




) and cosψ ∈





(1− 4r2)2 cos2 ψ − (16r4 + 7)}2 + 128r2(4r2 + 3)] = 0.
It follows from what has been said that the signature of |σ|−1 is invariant in

















Let us define complex-valued functions an(r, ψ), bn(r, ψ), cn(r, ψ) and dn(r, ψ)
as entries of Q̂(r, ψ)n;
Q̂(r, ψ)n = einψ
(






Then we have the following estimates.
Proposition 2.2. If λ ≤ 1, then there exists a positive constant K such that
|an| , |bn| , |dn| ,
∣∣∣∣ cnsinψ
∣∣∣∣ ≤ K.
Proof. Let σ+, σ− be the eigenvalues of Q̂ and let
P =
(

















c(σn+(σ+ − d)− σn−(σ− − d)) (σn+ − σn−)(σ+ − d)(σ− − d)
c2(σn+ − σn−) c(σn−(σ+ − d)− σn+(σ− − d))
)
.






], we have |γ(r, ψ)| ≥ 9
4
, and we obtain∣∣∣√γ + iδ∣∣∣ ≥ ∣∣∣Re(√γ + iδ)∣∣∣ ≥ 3
2
.
We note γ + iδ = (3
2












∣∣∣√γ + iδ∣∣∣) ,
|dn| =








∣∣∣√γ + iδ∣∣∣) ,
and they imply that an(r, ψ) and dn(r, ψ) are bounded.
Secondly, we prove that bn(r, ψ) is bounded. Since σ+ is an eigenvalue of
Q̂ and (σ+ − d, c)T is an eigenvector corresponding to σ+, we have
(σ+ − d)(σ− − d) = − bc
















∣∣∣∣(σn+ − σn−)(σ+ − d)(σ− − d)c(σ+ − σ−)
∣∣∣∣
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(2 |r cosψ|+ |sinψ|).
Hence we have bn(r, ψ) is bounded.
Finally, we prove that cn
sinψ
is bounded;∣∣∣∣ cnsinψ
∣∣∣∣ = ∣∣∣∣ c2(σn+ − σn−)sinψc(σ+ − σ−)
∣∣∣∣
=
∣∣∣∣3(1− 4r2) sinψ(σn+ − σn−)sinψ(1− 4r2)√γ + iδ
∣∣∣∣ ≤ 4.
This completes our proof.
Using the proposition above, we can prove our main theorem.
Theorem 2.2. (Weak stability of the CIP scheme)
If λ ≤ 1, then the CIP scheme (15)–(17) is weakly stable.
Proof. For the amplification matrix Q̂(r, ψ) of the CIP scheme (15)–(17),
using Proposition 2.2, we have∣∣∣Q̂(r, ψ)n∣∣∣ = |an(r, ψ)|+ |∆xbn(r, ψ)|+ ∣∣∣∣cn(r, ψ)∆x
∣∣∣∣+ |dn(r, ψ)|
≤ K +∆xK +
∣∣∣∣cn(r, ψ)sinψ sinψψ ξ2
∣∣∣∣+K
≤ (2 + ∆x)K + K
2
|ξ| ≤ K ′(1 + |ξ|2)1/2,
where K ′ is a positive constant. This completes our proof.
Using Proposition 2.2, we obtain the following a priori estimate for the
CIP scheme.
Theorem 2.3. Let Un(x) and ∂Un(x) be the solution to the CIP scheme
(15)–(17). If λ ≤ 1, then there exists a positive number K such that for
u0(x) ∈ H1(R)






Proof. The inequality (19) follows immediately from Proposition 2.2. Let us
prove (20). Because iξÛ0(ξ) = ∂̂U
0
(ξ), we have∣∣∣∂̂Un∣∣∣ ≤ ∣∣∣ cn
∆x
Û0
∣∣∣ + ∣∣∣dn∂̂U 0∣∣∣
=





Then (20) follows from the Plancherel theorem.
Finally, we will prove that the solution to the CIP scheme converges to
the exact solution as ∆t→ 0.
Theorem 2.4. (Convergency of the CIP scheme)
Let λ ∈ (0, 1] and t ∈ (0, T ) be fixed. Suppose u0 ∈ H1(R) and assume ∆x
satisfies ∆x = |v|∆t
λ
. Let Un(x) and ∂Un(x) be the solution to the CIP scheme
(15)–(17) and let u(t, x) be the exact solution to the (9)–(10). Then we have
lim
∆t→+0














Proof. In the case λ = 1, the result is trivial. We assume 0 < λ < 1. Because
C∞0 (R) is dense in H
1(R), it is enough to show the case of u0 ∈ C∞0 (R). At
this time, we have u(t, x) = u0(x − t). Because of the weak stability of the
CIP scheme (15)–(17), there exists a positive number K such that∣∣∣Q̂(r, ψ)N ∣∣∣ ≤ K(1 + ∣∣ξ2∣∣)1/2.
Let ε be a positive number. Then using the Plancherel theorem, for suffi-


































∣∣∣∣(Q̂(r, ψ)N − e−ivtξI)( û0(ξ)iξû0(ξ)
)∣∣∣∣2 dξ
)1/2
+ (K + 1)
(∫
|ξ|≥R



























By Lebesgue’s dominated convergence theorem, for sufficiently small ∆t, we
have (∫
|ξ|<R

































































∣∣∣Q̂(r, ψ)N−1 + e−iv∆tξQ̂(r, ψ)N−2 + · · ·+ e−ivN∆tξI∣∣∣2
×







∣∣∣∣(iξ)4û0(ξ)( 56 |v∆t|3∆x+ |v∆t|2∆x2 + 16 |v∆t|45
2





















)∣∣∣∣ ‖u0‖L2(R) + 2ε < 3ε.
This completes the proof.
3 Some Applications of the CIP Scheme
In this section, we show numerical results by the CIP scheme. We firstly
consider the initial value problem for a 1-dimensional advection equation
with a constant coefficient. We compare numerical results by the CIP scheme
with those by the upwind scheme and by the Lax-Wendroff scheme. We also
consider the initial value problem for a 2-dimensional advection equation
with constant coefficients. We firstly introduce a 2-dimensional CIP scheme,
which we do not mention in the previous section, and show some numerical
results by the scheme. Lastly, we apply the CIP scheme to the initial value
problem for a 2-dimensional advection equation with variable coefficients.
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3.1 1-dimensional Advection Equation with a Constant
Coefficient
We show some numerical results of a 1-dimensional advection equation on
the 1-dimensional torus T1 = [0, 1]/ ∼, where we identify 0 and 1 by an
equivalence relation ∼. We compute the 1-dimensional advection equation
by three schemes; the first one is the upwind scheme, the second is the Lax-
Wendroff scheme and the last is the CIP scheme.







(t, x) = 0, t > 0, x ∈ T1, (21)
u(0, x) = u0(x), x ∈ T1. (22)
We take three functions u1(x), u2(x), u3(x) as the initial function u(0, x): the





< x < 1
2
0 otherwise,









< x < 1
2
0 otherwise,
and the last is a sine function;
u3(x) = sin 2pix.
For discretization of the initial value problem (21)–(22), let ∆t,∆x be
positive numbers and let λ := ∆t
∆x
. Let Un(x) be approximation of u(n∆t, x)
and let ∂Un(x) be that of ∂u
∂x
(n∆t, x). We note that the coefficient of ∂u
∂x
is
positive and the schemes need suitable change from those in the previous
section. The upwind scheme is given by



























 0  0.2  0.4  0.6  0.8  1
sine
Rectangle pulse u1(x) Triangle pulse u2(x) Sine u3(x)
Figure 2: Initial functions of (22)




λ(1 + λ)Un(x−∆x) + (1− λ2)Un(x)− 1
2
λ(1− λ)Un(x+∆x),
and the CIP scheme is given by






+ (λ− 1)(3λ− 1)∂Un(x) + λ(3λ− 2)∂Un(x−∆x).
Figure 3, Figure 4 and Figure 5 show their numerical results. In these
figures, red lines stand for numerical solutions and blue lines stand for the
exact ones. In these results, the discretization parameters are ∆t = 1/400,
∆x = 1/200 and λ = 1/2. Figure 3 shows numerical results for the case
u(0, x) = u1(x), Figure 4 shows numerical results for the case u(0, x) = u2(x),
and Figure 5 shows numerical results for the case u(0, x) = u3(x). In all the
cases, the numerical solutions by the upwind scheme rapidly converge to con-
stant functions and the graph profiles of the initial functions are completely
lost. Numerical solutions by the Lax-Wendroff scheme oscillate after the
singularity (discontinuity) in Figure 3 and Figure 4. This is a well-known
feature of the Lax-Wendroff scheme. In Figure 5, numerical solution by the
Lax-Wendroff scheme shows decay and gradual delay. After a long time, nu-
merical results by the Lax-Wendroff scheme becomes quite different from the
exact solution in each case. On the other hand, numerical solutions by the
CIP scheme seem to be quite accurate. For the rectangle pulse, a solution
by the CIP scheme has small overshoot before and after its discontinuities,
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exact
Upwind t = 1000 Lax-Wendroff t = 1000 CIP t = 1000
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CIP,t=100000
exact
Upwind t = 100000
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t = 100000
CIP t = 100000
Figure 5: Numerical results for sine curve u3(x)
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3.2 2-dimensional Advection Equation with Variable
Coefficients
We here show numerical results of a 2-dimensional CIP scheme. We firstly
introduce a 2-dimensional CIP scheme to show numerical results for a 2-
dimensional advection equation with constant coefficients. We explain an
algorithm of the CIP scheme applied to a 2-dimensional advection equation
with variable coefficients and we show some numerical results.
Let us consider the following initial value problem of a 2-dimensional
advection equation with constant coefficients;
∂
∂t





· ∇u(t, x, y) = 0, t > 0, (x, y) ∈ R2,
u(0, x, y) = u0(x, y), (x, y) ∈ R2,







. In the 2-dimensional CIP





















(t, x, y) = 0, t > 0, (x, y) ∈ R2,
∂u
∂x
(0, x, y) =
∂u0
∂x












(t, x, y) = 0, t > 0, (x, y) ∈ R2,
∂u
∂y
(0, x, y) =
∂u0
∂y
(x, y), (x, y) ∈ R2.
For discretization, let ∆t,∆x and ∆y be positive numbers, letDx := sign(ξx)∆x
and let Dy := sign(ξy)∆y, where “sign” means signiture function defined by
sign(x) :=
{
1 x ≥ 0
−1 x < 0.
Let Un(x, y), ∂xU
n(x, y) and ∂yU
n(x, y) be approximations of u(n∆t, x, y),
∂u
∂x
(n∆t, x, y) and ∂u
∂y
(n∆t, x, y) respectively. We interpolate the value Un(x−
ξx∆t, y − ξy∆t) by the cubic polynomial F (X, Y ) satisfying
F (x, y) = Un(x, y), F (x−Dx, y −Dy) = Un(x−Dx, y −Dy),
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F (x−Dx, y) = Un(x−Dx, y), F (x, y −Dy) = Un(x, y −Dy),
Fx(x, y) = ∂xU
n(x, y), Fy(x, y) = ∂yU
n(x, y),
Fx(x−Dx, y) = ∂xUn(x−Dx, y), Fy(x−Dx, y) = ∂yUn(x−Dx, y),
Fx(x, y −Dy) = ∂xUn(x, y −Dy), Fy(x, y −Dy) = ∂yUn(x, y −Dy).
We remark the polynomial F (X, Y ) is given by
F (X, Y ) = c30(X−x)3+c21(X−x)2(Y −y)+c12(X−x)(Y −y)2+c03(Y −y)3
+ c20(X − x)2 + c11(X − x)(Y − y) + c02(Y − y)2
+ ∂xU
























p = Un(x, y)− Un(x, y −Dy)− Un(x−Dx, y) + Un(x−Dx, y −Dy),
(28)
qy = ∂yU
n(x−Dx, y)− ∂yUn(x, y), (29)
qx = ∂xU















Un+1(x, y) = F (x− ξx∆t, y − ξy∆t),
∂xU
n+1(x, y) = FX(x− ξx∆t, y − ξy∆t),
∂yU
n+1(x, y) = FY (x− ξx∆t, y − ξy∆t),
and we call the above scheme the 2-dimensional CIP scheme.
We show some numerical results by the 2-dimensional CIP scheme as
follows. We consider the initial value problem of the 2-dimensional advection
equation with constant coefficients;
∂
∂t






· ∇u(t, x, y) = 0, t > 0, (x, y) ∈ R2,








< y < 3
4
0 otherwise.
Figure 6 shows our numerical results. In these results, we take discretiza-
tion parameters as ∆t = 1/1000 and ∆x = ∆y = 1/100. While numerical
solutions by the upwind scheme are diffused, numerical solutions by the CIP




























































































































Upwind t = 1.0 CIP t = 1.0
Figure 6: Numerical results for 2-dimensional advection equation with con-
stant coefficients
Let us consider the initial value problem of a 2-dimensional advection
equation with variable coefficients;
∂
∂t




· ∇u(t, x, y) = 0, t > 0, (x, y) ∈ R2, (34)
u(0, x, y) = u0(x, y), (x, y) ∈ R2. (35)
The solution of the equation represents a flow of the counter-clockwise rota-


































The equations are not homogeneous and we need the following two steps
in the CIP scheme for (34)–(35): the first step is the advection phase, the
latter is the non-advection phase. Algorithm 1 explains the detail of these
two steps.
Algorithm 1: The CIP scheme for (34)–(35)
Initial condition:





























(x− ξx∆t, y − ξy∆t),
where F is given by (23)–(33).
Non-advection phase:
Un+1(x, y) = U˜n+1(x, y),
∂xU






n+1(x, y) = ∂˜yU
n+1





Figure 8 shows numerical results for (34)–(35) with the initial condition
u0(x, y) =
{
1 x2 + y2 < 1 and y < 0.25 and |x| < 0.2
0 otherwise,
where Figure 7 shows the initial function. In Figure 8, we take ∆t = 2pi/800,
"upwind.dat" index 0














Figure 7: Initial condition n0(x, y)
∆x = ∆y = 1/40. The figures on the left side show numerical results by
the upwind scheme and the those on the right side show numerical results
by the CIP scheme. We note that the results by the upwind scheme are
quickly diffused and are quite different from the exact solution, but we remark

































Upwind t = 1
2

































Upwind t = pi CIP t = pi
"upwind.dat" index 600





























Upwind t = 3
2

































Upwind t = 2pi CIP t = 2pi
Figure 8: Numerical results for (34)–(35)
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4 Application of the CIP Scheme to the Fun-
damental Study of DOT
In this section, we discuss an application of the CIP scheme to the diffused op-
tical tomography (DOT). Firstly, we slightly explain theoretical backgrounds
of X-ray CT and DOT. We introduce a numerical algorithm for the trans-
port equation using the CIP scheme, and we introduce the Radon transform
with a numerical treatment of the inverse Radon transform. We show some
numerical results of reconstructed attenuation coefficient, and we are sure
the results imply possibility of DOT with time-resolved measurement.
4.1 Theoretical Backgrounds of X-ray CT and DOT
As we have mentioned before, light propagation in biological tissues is gov-
erned by the following transport equation;
∂
∂t




p(ξ, ξ′)u(t, x, ξ′) dσξ′ . (36)
In the equation (36), µa(x) is called the absorption coefficient and µs(x)
is called the scattering coefficient. The function µt(x) defined by µt(x) :=
µa(x)+µs(x) is called the attenuation coefficient. The kernel function p(ξ, ξ
′)
is called the scattering kernel or the phase function. It represents probability
of scattering of photon with velocity from ξ′ to ξ, and it satisfies
p(ξ, ξ′) ≥ 0,
∫
Sd−1
p(ξ, ξ′) dσξ′ = 1.





(1− 2gξ · ξ′ + g2)d/2 (37)
is commonly used as the scattering kernel [8] and is called the Henyey-
Greenstein function [7]. In (37), the parameter g is called the anisotropy
and describes the average of ξ · ξ′ in a single scattering event. In biological
tissues, scattering of light is highly forward scattering, and the typical value
of g is considered to be 0.9 [23].
The X-ray can also be considered as a packet of photons, and it is also
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governed by the transport equation. The X-rays do not scatter in biological
tissues, i.e. coefficient µs(x) is identically zero, and the solution for the case
of X-ray is expressed by





µa(x1 − sξ) ds
)
,
where L = |−−→x0x1| , ξ = −−→x0x1/L. The integral
∫ L
0
µa(x1 − sξ) ds is called the
Radon transform of µa(x), and we know its inversion formula and numerical
algorithm [13]. They are theoretical backgrounds of medical X-ray CT.
In the case of near-infrared light, µs(x) is not identically zero, and we
may consider it difficult to realize DOT by a simple use of the inverse Radon
transform. However, several attempts base on the idea of its use have been
made to reconstruct the attenuation coefficient µt(x) using ovservation data
of time-resolved measurement [6]. We discuss the validity of this strategy by
numerical computation.
4.2 The CIP Scheme for the Transport Equation
In order to prepare scattered data for near-infrared light in biological tis-
sues, we apply the CIP scheme to the 2-dimensional transport equation. We
compute the inverse Radon transform using the forward scattered data. Our
algorithm contains advection and non-advection phases the same as Algo-
rithm 1.
Let T be a positive number. Let Ω := (−1, 1)× (−1, 1), let D := (0, T )×
Ω× S1 and let Γ− := {(t, x, ξ) ∈ D | t ∈ (0, T ), x ∈ ∂Ω, n(x) · ξ < 0}, where
n(x) denotes the unit outer normal vector at x. We consider the following
initial-boundary value problem for the transport equation;
∂
∂t




p(ξ, ξ′)u(t, x, ξ′) dσξ′ , (t, x, ξ) ∈ D, (38)
u(0, x, ξ) = u0(x, ξ), (x, ξ) ∈ Ω× S1, (39)
u(t, x, ξ) = q(t, x, ξ), (t, x, ξ) ∈ Γ−. (40)
For the CIP scheme, let L,M and N be positive integers and let ∆t =
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T/L,∆x = 1/M,∆ϕ = 2pi/N . Then we generate grid points by
tn := n∆t (0 ≤ n ≤ L), xi,j := (xi,j,1, xi,j,2) = (i∆x, j∆x) (−M ≤ i, j ≤M),
ξk := (ξk,1, ξk,2)
T = (cos k∆ϕ, sin k∆ϕ)T (0 ≤ k ≤ N − 1).
Let Un(xi,j, ξk), ∂x1U
n(xi,j, ξk) and ∂x2U
n(xi,j , ξk) be approximations of u(tn, xi,j, ξk),
∂u
∂x1
(tn, xi,j, ξk) and
∂u
∂x2
(tn, xi,j, ξk) respectively. We apply the composite trape-
zoidal rule to the integral term
∫
S1





n(xi,j, ξl)∆ϕ. We compute the initial-boundary value
problem (38)–(40) by the same manner as Algorithm 1: the advection term
∂
∂t
u(t, x, ξ)+ξ ·∇u(t, x, ξ) is discretized by the CIP scheme and is computed in
the advection phase, and the other terms are computed in the non-advection
phase. We state the following algorithm for the initial-boudary value problem
(38)–(40).
Algorithm 2: The CIP scheme for the initial-boundary value
problem for the transport equation (38)–(40)
Initial condition:
U0(xi,j , ξk) = u0(xi,j, ξk)
∂x1U









for n = 0 to N − 1 do
for i = −M to M , j = −M to M , k = 0 to N − 1 do
if xi,j − ξk∆t ∈ Ω then
Advection phase:
U˜n+1(xi,j , ξk) = F (xi,j,1 − ξk,1∆t, xi,j,2 − ξk,2∆t),
∂˜x1U
n+1
(xi,j , ξk) =
∂F
∂X
(xi,j,1 − ξk,1∆t, xi,j,2 − ξk,2∆t),
∂˜x2U
n+1
(xi,j , ξk) =
∂F
∂Y
(xi,j,1 − ξk,1∆t, xi,j,2 − ξk,2∆t),
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where F is given by the same manner as (23)–(33).
Non-advection phase:


















































if (xi,j , ξk) ∈ Γ− then




4.3 DOT Using Time-resolved Measurement
We use the CIP scheme to the 2-dimensional transport equation to generate
scattered data and apply the inverse Radon transform to the data in order to
reconstruct µt(x) According to Natterer [13]–[15], we introduce one of the nu-
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merical methods for the inverse Radon transform, the filtered backprojection,
and we compute the 2-dimensional transport equation by the CIP scheme to
reconstruct the attenuation coefficient µt(x) by the filtered backprojection.
We start from the definition of the Radon transform.
Definition 4.1. (Radon transform)




f(x) dσx, θ ∈ S1, s ∈ R
the Radon transform of f , and it maps a function on R2 to a one on S1×R.
Let S(R2) and S(S1 × R) be the linear spaces of the rapidly discreasing
functions. For f ∈ S(R2) and g ∈ S(S1 ×R), we have∫
S1×R
































g(θ, θ · x) dσθ
)
dx,
where θ⊥ means the orthogonal complement of θ, namely
θ⊥ = {z ∈ R2 | z · θ = 0}.
The adjoint operator of R with respect to the L2-inner product, which we




v(θ, θ · x) dσθ, x ∈ R2.
Then we have the following theorem.
Theorem 4.1. (Natterer [13])
Let f ∈ S(R2) and let v ∈ S(S1 × R). Then we have
(R∗v) ∗ f = R∗(v ∗Rf), (41)
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where v ∗Rf is the convolution
(v ∗Rf)(θ, t) =
∫
R
v(θ, t− s)Rf(θ, s) ds.
Let us introduce the filtered backprojection method, which is one of the
algorithms to compute the inverse Radon transform. The idea of the filtered
backprojection is to take v such as R∗v becomes an approximation of Dirac’s
delta function in (41). Let ω be a positive number and suppose vω be the





















0 |η| > ω,
which is called the Ram-Lak filter [15]. By applying the composite trape-
zoidal rule to (41), we obtain the filtered backprojection algorithm for stan-
dard parallel geometry [13]–[15].
Algorithm 3: The filtered backprojection algorithm for standard
parallel geometry









, φj = j∆φ, θj = (cosφj , sinφj)




, sl = l∆s, for l = −q, . . . , q.
Data: Let values Rf(θj , sl) (j = 0, . . . , p− 1, l = q, . . . , q) be given.
Step1:
for j = 0 to p− 1 do






vω(sk − sl)Rf(θj , sl).
end for
end for




((1− ϑ)hj,k + ϑhj,k+1),




, k = ⌊t⌋ , ϑ = t− k.
Result: fFB(x) is an approximation to f(x).
Finally, we compute the 2-dimensional transport equation by the CIP
scheme and reconstruct the attenuation coefficient µt(x), from computed
scattered data by use of the filtered backprojection method. Let T be a
positive number larger than 2 and let Ω′ := {(x1, x2) ∈ R2 | x21 + x22 <
1}. Suppose supp(µt), supp(µs) ⊂ Ω′. We embed Ω′ into Ω = (−1, 1) ×
(−1, 1) and consider the initial-boundary value problem for the 2-dimensional
transport equation on an extended domain Ω. For (r, φ) ∈ (−1, 1) × [0, pi),
we consider the following initial-boundary value problem:
∂
∂t




p(ξ, ξ′)ur,φ(t, x, ξ′) dσξ′ , (t, x, ξ) ∈ D, (42)
ur,φ(0, x, ξ) = 0, (x, ξ) ∈ Ω× S1, (43)
ur,φ(t, x, ξ) = qr(t, x, ξ), (t, x, ξ) ∈ Γ−, (44)
where µt,φ(x) and µs,φ(x) are functions defined by
µt,φ(x) := µt(x1 cos φ− x2 sinφ, x1 sinφ+ x2 cosφ),
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µs,φ(x) := µs(x1 cos φ− x2 sinφ, x1 sinφ+ x2 cosφ),
and boundary condition qr,φ is given by
qr(t, (x1, x2), ξ) :=
{






) ∈ S1. Because the distance between (r,−1) and (r, 1) equals
2, we regard − log (ur,φ(2, (r, 1), ξ0)/qr(0, (r,−1), ξ0)) as Rµt(r, φ), which is
the Radon transform of µt(x). By application of the filtered backprojection
method to the computed values, we attempt to reconstruct µt(x). Then
we establish the following algorithm in order to reconstruce attenuation co-
efficient µt(x) from time-resolved measurement data by the inverse Radon
transform.
Algorithm 4: Diffused optical tomography based on the inverse
Radon transform








, sl = l∆s for l = −q, . . . , q.
Step1: Observation
for j = 0 to p− 1 do
for l = −q to q do
Observe url,φj(2, (rl, 1), ξ
0) by time-resolved measurement.
Let gj,l := − log
(






Step2: Apply the filtered backprojection method to {gj,l}.
for j = 0 to p− 1 do









For each reconstruction point (x1, x2), compute µt,FB(x1, x2) by
µt,FB(x, y) = ∆φ
p−1∑
j=0
((1− ϑ)hj,k + ϑhj,k+1),
where k = k(j, x1, x2) and ϑ = ϑ(j, x1, x2) are determined by
t =
x1 cosφj + x2 sin φj
∆s
, k = ⌊t⌋ , ϑ = t− k.
Result: µt,FB(x1, x2) is an approximation to µt(x1, x2).






1− 2gξ · ξ′ + g2
with g = 0.9 as the phase function p(ξ, ξ′), and the attenuation coefficient
µt(x, y) is given by
µt(x1, x2) =

7 (x1, x2) ∈ D1
10 (x1, x2) ∈ D2
5 (x1, x2) ∈ D3
1 (x1, x2) ∈ Ω\(D1 ∪D2 ∪D3),
where
D1 := {(x1, x2) ∈ Ω | x21 + x− 22 < 0.25},
D2 := {(x1, x2) ∈ Ω | (x1 − 0.5)2 + (x2 + 0.5)2 < 0.0625}\D1,
D3 := {(x1, x2) ∈ Ω | 4x21 + 16(x2 − 0.5)2 < 1}\D1.
Figure 9 shows a graph of the given attenuation coefficient µt(x) which is
a target in our inverse problem. Let ν ∈ [0, 1] and we assume that the
scattering coefficient µs(x) is equal to νµt(x). We attempt to reconstruct
µt(x) for ν = 0, 0.2, 0.5 and 0.9 by Algorithm 4. In the numerical results, the
discretizing parameters are ∆t = 1/800,∆x = ∆y = 1/64,∆ψ = 2pi/64 and
the parameters for the filtered backprojection are p = 128, q = 64, ω = 100.
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Figure 9: given attenuation coefficient µt(x) to be reconstructed
Figure 10 shows our the numerical results. The figures on the left side show
the results by the upwind scheme and by the filtered backprojection method
and the those in the right side show the results by the CIP scheme and by the
filtered backprojection method. While for ν = 0 the reconstructed values are
close to exact values, for ν = 0.9 the reconstructed image is unclear and the
reconstructed values are much smaller than the exact values in both cases.
For an each value of ν, however, the reconstructed values of the CIP scheme
are closer to the exact values than those of the upwind scheme. We conclude
that this improvement is caused by the high-accuracy of the CIP scheme.
Although we can see the shape of D1, D2 and D3 in the reconstructed image
for ν = 0.9 even by the CIP schemes, the reconstructed values are still quite
different from the exact ones, and we should remark that it is still difficult
to reconstruct the value of the attenuation coefficient µt(x) only along the
strategy described above.
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Upwind ν = 0 CIP ν = 0
























Upwind ν = 0.2 CIP ν = 0.2
























Upwind ν = 0.5 CIP ν = 0.5
























Upwind ν = 0.9 CIP ν = 0.9
Figure 10: Reconstructed µt(x)
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