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Abstract
In the area of computer science, past research has found that the concept of self-similarity is 
present in local and Internet-based network traffic. This study considers the possibility that data 
traveling through the neuronal network in the human brain is also self-similar. By analyzing 
publicly available raw EEG data and estimating its Hurst parameter, we find indications that 
brain data traffic may in fact be self-similar.
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Introduction
In computer science, a binary file of an executable is not readable by humans, but it nevertheless 
prompts the machine to execute various instructions. Through reverse engineering tools though, 
the human can step backwards from the incomprehensible binary code to assembly language, 
which can be parsed. From the assembly instructions, the human can step back further and 
describe the logic behind the code and gain an understanding of what its writer was trying to 
accomplish. Can a parallel series of steps be taken to move back from the data that can be 
recorded moving through the neurons in the brain, the data that causes the body to carry out 
instructions?  
It is Dr. Aftab Ahmad's hypothesis that the exact signal corresponding to a particular function is 
hidden. Can we gain a better understanding of the true nature of brain data by evaluating whether
it has the property of self-similarity? An imperfect but high degree of self-similarity can 
potentially give enough information on some scale to help predict mental functions, yet hide the 
exact nature of the signal, thus making reverse engineering difficult. We observe this behavior in 
brain signals. We can read the signal and predict mental functions with some probability, but 
without sufficient accuracy that we can generate the same mental function by applying a 
simulated signal. Could it be that only one ‘layer’ of signal resolution is exact and the rest of the 
layers are similar but deviating from the exact behavior? This thesis is the first step in getting an 
answer to this question. In this thesis, we studied the Hurst parameter in brain data that relates to 
recognizing images from nature.
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This paper is organized as follows: in the first section, an overview of self-similarity, its 
definition, the Hurst parameter and prior research into the self-similar nature of computer 
networks will be discussed. An introduction to the generation of brain data, EEG measurement 
and a description of the EEG brain data used in this study will follow. The next section contains 
an explanation of the analysis done on the brain data using Python and specialized open source 
Python packages, with a discussion of the results following. Concluding remarks and an eye 
towards future work are given in the last section. The Appendix includes the Python code used in
the analysis, average results for each file of EEG data, results for each channel within a sample 
file, and a listing of the few channels where a calculation could not be done.
Self-Similarity
In Natural and Man-Made Worlds
Self-similarity appears in physical appearance in nature, as well as in man-made activity such as 
network traffic over a period of time. The fern in the figure below illustrates self-similarity in 
nature, where a single large stem has a series of smaller stems extending outwards, each with 
their own series of smaller stems extending outwards, each with a series of small leaves 
extending outwards. The shape and pattern repeat in the same object at different scales. 
Similarly, in a time series of network traffic, such as illustrated below, a pattern of “burstiness” 
emerges, whether looking at the data at a large or smaller time scale (Bai, X., & Shami, A. 
(2013).
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A self-similar process may be described mathematically, with an original process Xi (i = 1, 2, …) 
and a second process Xj(m) (j = 1, 2, … ), where m is the size of non-overlapping blocks of data 
from the original process (Bai, X., & Shami, A., 2013):
Xj(m) = (Xjm-m+1 + Xjm-m+2 + … + Xjm) / m
If Xj(m) is equal in distribution to mH-1Xi, then Xi is considered to be self-similar, and H is the Hurst 
parameter (ibid).
Hurst Parameter
The Hurst parameter H, where a power law E[R(n)/S(n)] ~ a1nH as n → ∞ with a value 0.5 < H < 
1, where a1 is a positive, finite constant independent of n, is a property common to self-similar 
processes (Rose, O. ,1996). There are various methods used to estimate its value, including 
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Figure 1: Example of self-similarity in 
nature (File:Sa-fern.jpg, 2015). 
Adapted from the original. This file is licensed
under the Creative Commons Attribution-
Share Alike 3.0 Unported license.
Figure 2: Self-similar network traffic 
(Bai, X., & Shami, A., 2013).
rescaled adjusted range analysis (R/S), aggregated variance analysis and periodogram-based 
analysis (ibid.). R/S analysis will be used in this study and described in more detail here. 
From Rose (1996) comes the following description of R/S analysis. Using a time series of length 
N, the series is broken into k non-overlapping blocks. The rescaled range R for each individual 
block of n values is calculated, as is the standard deviation S for values in that same block. For 
each block of the larger series, there is a separate R/S statistic; these are averaged to get 
E[R(n)/S(n)]. The slope generated by a log-log plot of R/S against n estimates the Hurst 
parameter H. 
A challenge in estimating the Hurst parameter, and not just with R/S analysis, is choosing the 
values of n; at the extremes, where the n is either very small or very large, estimates may not be 
accurate (Clegg, 2006). Rose (1996) did not use divisions of the series where the number of R/S 
statistics averaged was less than 4, a suggestion followed in this study. Clegg (2006) also 
suggests that estimations of the Hurst parameter of both real-life and even artificial data are very 
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Figure 3: Series broken into various # of blocks with different n in each block
“hit and miss,” with his results using different estimation techniques producing a range of 
estimations, for example, from .707 to .822 for the Bellcore data described below.
Self-Similarity in Computer Network Traffic
Leland and Taqqu (1993) found self-similarity in Ethernet LAN traffic that was collected over a 
period of years at Bellcore’s Morristown Research and Engineering Center. Analyzing the 
Ethernet packet traffic from different laboratory workgroups over a time period of 20 to 40 
hours, they found self-similarity existed, unlike the prior accepted Poisson models for packet 
traffic (ibid.). They also noted that as the number of sources of traffic increased, the degree of 
self-similarity increased, and that while ethernet traffic was captured at different locations at 
different time points over several years, the presence of self-similarity in the traffic was 
consistent (ibid.).
Understanding the real behavior of Ethernet traffic was important to accurately design networks 
and congestion control protocols in the face of expected growth in high bandwidth networks 
(ibid.). Can understanding the real behavior of brain data traffic provide similar insight into brain
processes such as learning and presence of brain injury or other anomalies? Instead of taking the 
ethernet packet as a unit of measure and analyzing the traffic of packets over a period of time 
looking for signs of self-similarity, this study takes the measurement of electrical activity in the 
brain over a period of time as captured by EEG, and analyzes its self-similarity.
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Brain Data
How Brain Generates Data
Electrochemical signals are transmitted through a network of neurons in the brain, with different 
types of neurons having a particular shape and size of dendrite structure (Cacciapuoti, A. S., & 
Caleffi, M., 2016). The neuron receiving input from other neurons through its dendrites may 
generate an action potential that travels down the neuron’s axon to its pre-synaptic terminal 
(Veletić, M. et al., 2015). Receivers on the dendrites of another neuron on the post-synaptic side 
of the synaptic cleft take in the input from the original neuron and may in turn generate their own
action potential, with the generation of action potentials, or spikes, varying, even with the same 
input (ibid.). 
Abbott et al. (2015) pose the question of how individual neurons and discrete spikes can 
influence learning; they find that groups of modeled neurons in networks can compensate for 
each other if there is an occasional irregularity in spikes. Recent research also indicates dendrites
may operate in specialized units according to function and location, generating action potentials 
at a preferred frequency (Cacciapuoti, A. S., & Caleffi, M., 2016). 
Measuring EEG
Electroencephalography (EEG) is not measuring the electrical output of a single neuron, but the 
current produced by large groups of neurons that is strong enough to be detected outside the 
brain, from the surface of the scalp (Teplan, 2002). Individual implementations vary; generally 
EEG are recorded using electrodes, an amplifier, an analog-digital converter and a data storage 
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device (ibid.). A cap with multiple electrodes placed according to a standard montage of points is
worn on the head (ibid.). 
 
Source of Data
The brain data used in this experiment were generated through a study of human visual 
processing and made publicly available by the researchers (EEG / ERP data etc., n.d.). During 
each session of trials over the two days of their experiment, EEG data was collected through 
electrodes on a cap worn by a participant (Delorme, A. et al., 2004). The participants in the 
Delorme study were actively engaged with two types of tasks concerning a set of images from 
the natural world, which they were only shown very briefly. In one task, a sequence of images 
flashed on the screen in front of them very briefly, and they had to identify quickly whether there
was an animal in the image or not by touching a button. In the second task, there was a learning 
phase in which a target image was flashed very briefly multiple times, with the participants being
7
Figure 4: Example of cap with 
electrodes (File:EEG Recording 
Cap.jpg, 2016). 
This file is licensed under the Creative 
Commons Attribution 2.0 Generic license.
Figure 5: A standard montage (10-20) for
electrode placement (Teplan, 2002).
specifically told to memorize the target. The following test phase had a sequence of images flash 
on the screen, with the participant attempting to recognize the target image quickly by touching a
button.
Data Description
Each electrode provided a separate channel of EEG measurements in the overall file of brain data
from a session for a participant, with a session being defined as the recording during one of the 
tasks described above (EEG / ERP data etc., n.d.). Given fourteen participants, each generating 
twenty five files of raw continuous data, and thirty one EEG channels per file, there were over 
ten thousand channels of EEG data potentially available. Each channel recorded electrical brain 
potentials at 1000 Hz, resulting in a value for each millisecond of time (Delorme, A. et al., 2004).
Given a total time of about 200 seconds in each session, there were around 200,000 individual 
data points in each channel.
8
Figure 6: Data description.
Methodology
Conversion of Raw Data
The data files made available and used here were binary CNT files generated through Neuroscan 
(EEG / ERP data etc., n.d.). An open source package, MNE-Python, was used to read in the CNT
raw data files and return arrays of data by channel for further analysis in Python (Gramfort, A., 
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Figure 7: Plot of file cba1ff01.cnt, 1 channel, 
1 second duration
Figure 9: Plot of file cba1ff01.cnt, 15 
channels, 1 second duration
Figure 10: Plot of file cba1ff01.cnt, 31 
channels, 1 second duration
Figure 8: Plot of file cba1ff01.cnt, 5 channels,
1 second duration
2013). MNE-Python also provided methods to plot the raw channel data that is seen in Figures 7 
– 10 above. Functions from the Numpy package (Walt, S. V. D. et al., 2011) were used to process
array data  and the Matplotlib package (Hunter, J. D., 2007) was used to create images of plotted 
results. 
Data Sampling
A slice of the available data in each channel equaling 131.072 seconds, or 131,072 individual 
data points, was taken to allow the equal splitting of the data into various ranges sized by powers
of two. A first run with the slice starting at the beginning of the session was done, but since a 
single slice of this size out of 200,000 data points left quite a few unanalyzed, a second run was 
done, taking the same size slice from the later part of the time series. A small set of channels 
where large numbers of consecutive equal values were found was eliminated from cumulative 
results because a standard deviation of 0 resulted in a NAN value in later processing. One file of 
data, hth2ff12.cnt, could not be opened and was about half the file size of the other files, so was 
not included in the results here. 
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Figure 11: Function to retrieve a slice of EEG data for an individual CNT file
Data Analysis with Python
The goal of the analysis was to take a measure of the self-similarity of the brain data. For each 
participant there were a number of files, for each file there were a number of channels, and for 
each channel there were a number of variations of dividing the array of data into blocks. A nested
set of loops was used to process each channel.
Considering the sequential EEG data points in each channel a time series, rescaled range analysis
(R/S) was used to estimate the Hurst parameter of the data. Each channel was divided into k 
blocks of non-overlapping data, starting with k = 4 and an n of 32,678, where n is the number of 
data points in each block. For each iteration of the analysis, k increased exponentially by a power
of 2,  until a minimum value of n was reached. To avoid very small numbers of n, a minimum 
value of 50 was set, with 64 being the actual smallest n recorded. 
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Figure 12: Process each channel of data. If NAN results, channel skipped.
Each sub-block of data was mean adjusted and partial sums were calculated to allow finding the 
rescaled range R and standard deviation S to calculate the R/S value for that sub-block (Voss, 
2013). These R/S values were accumulated through the processing of each sub-block during that 
iteration, allowing for the average R/S for that particular number of blocks to be calculated.  If 
any of the R/S values could not be calculated due to an invalid value (NAN), the channel was 
marked as “skipped” and its results not added into the cumulative totals, since a single NAN 
value destroyed the previously accumulated totals. Only around 20 channels (see Appendix D) 
out of more than 10,000 were skipped in this manner, a rate of less than .2%. 
In order to have information about the Hurst parameter H versus n on per participant basis, on a 
per file basis, on a per n basis across all files and participants, as well as on each individual 
channel, Python dictionaries were created to accumulate relevant R/S values for each possible 
value of n, with n ranging from 64 to 32,678. The values were written to file and the Python 
dictionaries pickled for later ad-hoc reporting and plotting. 
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Figure 13: Calculate R/S value
Discussion
The average estimates for the Hurst parameter H across all the participants’ data are consistent 
between the first run with the slice of data taken from the beginning of the series and the second 
run with the slice of data taken from the end of the series. The H value estimated falls in the 
range (0.5, 1), the range indicative of self-similarity, and the H value increases with the size of N.
Since there appears to be no great discrepancy in the estimated Hurst parameter between the 
beginning and the end of the data in the channels, the plots for participants that follow will come 
from the first slice only. 
Average Results by N – Slice 1 Average Results by N – Slice 2
N H N H
64 0.7550801083 64 0.757406347391
128 0.77250099905 128 0.774637466277
256 0.78132759311 256 0.781882429604
512 0.796486799374 512 0.796188558542
1024 0.813034771826 1024 0.81204185091
2048 0.826175817729 2048 0.824563391192
4096 0.830218441553 4096 0.827745146453
8192 0.84771839018 8192 0.844718266631
16384 0.868471472619 16384 0.865988018961
32768 0.888917230608 32768 0.887355678205
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Figure 14: Plot result and save plot image to file.
Similar results are found when looking at average results per participant in the figures on the 
following pages, with the exception of a few participants whose H values fairly consistently drop
slightly in the smaller values of N before resuming an increasing trend. This could be due to the 
challenges noted earlier by Clegg (2006) in choosing N values, or the general difficulty in 
estimating the Hurst parameter for real data. Teplan (2002) notes that data can be affected by 
problems with the physical experimental setup or by unexpected motion or other physiological 
symptoms exhibited by the participant. The channels that were skipped due to NAN values in the
R/S calculation come largely from one participant, clm, and one channel in particular, 2, across 
multiple participants. Channel 2 appears to correspond to one of the electrodes at the front of the 
head. 
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Figure 16: Average Results by N [Slice 2]Figure 15: Average Results by N [Slice 1]
15
Figure 17: Average Results for cba Figure 18: Average Results for clm
Figure 19: Average Results for ega Figure 20: Average Results for fsa
Figure 21: Average Results for gro Figure 22: Average Results for hth
16
Figure 23: Average Results for lmi Figure 24: Average Results for mba
Figure 25: Average Results for mma Figure 26: Average Results for mta
Figure 27: Average Results for pla Figure 28: Average Results for sce
Conclusion
The initial results of this study find that the estimation of the Hurst parameter on the given brain 
EEG data points toward self-similarity being present. The values estimated do fall within the .5 <
H < 1 range that defines self-similarity, but noting the difficulty in calculating Hurst on real-life 
data, these values may under or overestimate the true Hurst value. Further tests with different 
brain EEG data sets and comparisons of different Hurst estimating techniques on the data will 
provide the opportunity to replicate this initial finding.
Future Work
A next steps might be refining the analysis to break down the channels by the specific location of
the corresponding electrode on the head’s surface. The analysis could also be expanded to EEG 
data sets that were recorded during different types of learning activities, e.g. STEM and Arts 
subjects, to see if different types of learning can be identified by their measurement. Data from 
participants suffering from a brain injury or medical disorder could also be analyzed for distinct 
measurements compared to a healthy, uninjured brain.
17
Figure 29: Average Results for sph Figure 30: Average Results for wpa
Appendix
Python code
from mne.io import read_raw_cnt
from mne.channels import read_montage
import numpy as np
import matplotlib.pyplot as plt
from os.path import basename, splitext
from os import listdir
from math import isnan
import pickle
USER = <replace with computer user name here>
DATADIR = '/home/' + USER + '/Desktop/cntdata/'
PLOTDIR = '/home/' + USER + '/Desktop/plotfiles/'
PICKLEDIR = '/home/' + USER + '/Desktop/pickle/'
CHANNELSFILE = '/home/' + USER + '/Desktop/channel_results_b.txt'




    raw = read_raw_cnt(cnt_file, read_montage(kind=MONTAGE), preload=True)
    raw.crop(1,132.071) # get slice of data set with length of power of 2
    #raw.crop(68.929, 200.000) # get slice from other end of data
    raw.pick_types(meg=False, eeg=True)
    data, times = raw[:]
    return data
    
def splitIntoRanges(raw, n):
    return np.array_split(raw, n)
    
def getMeanAdjArray(raw):
    def adj(a):
        return a - np.mean(a)
    return np.apply_along_axis(adj, 0, raw)
def getPartialSumArray(m_adj):
    return np.cumsum(m_adj)
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def getRSValue(partial_sum, raw):
    r = np.amax(partial_sum) - np.amin(partial_sum)
    s = np.std(raw, ddof=1)
    return r / s
"""
# plot run separately with pickled data files
def plotResults(results, plot_name):
    x = [result[0] for result in results]
    y = [np.log10(result[1])/np.log10(result[0]) for result in results]
    plt.plot(x, y, 'r', linestyle = 'solid', linewidth = 2.0)
    plt.xlabel('N')
    plt.ylabel('log RS / log N (Hurst)')
    plt.xlim(64, 32768)
    img_path = PLOTDIR + plot_name
    plt.savefig(img_path, bbox_inches = 'tight')
    plt.close()
"""
if __name__ == "__main__":
    participant_dirs = [participant for participant in listdir(DATADIR)]
    participant_dirs.sort()
    all_results = {}
    cumulative_results = {2**x : [0,0] for x in range(6,16)} 
    n_cumulative_results = {2**x : [0,0] for x in range(6,16)} 
    participant_cumulative_results = {}
    file_cumulative_results = {}
    channel_file = open(CHANNELSFILE, "w")
    for participant in participant_dirs: # for each study participant
        participant_cumulative_results[participant] = {2**x : [0,0] for x in range(6,16)} 
        all_results[participant] = {}
        participant_filepath = DATADIR + participant
        cnt_files = [cnt_file for cnt_file in listdir(participant_filepath) if 
splitext(basename(cnt_file))[1] == '.cnt']
        cnt_files.sort()    
        for cnt_file in cnt_files:  # for each experiment file for a participant
            cnt_filepath = participant_filepath + '/' + cnt_file
            raw_array = getEEGData(cnt_filepath) 
            all_results[participant][cnt_file] = {}
            file_cumulative_results[cnt_file] = {2**x : [0,0] for x in range(6,16)} 
            channel_count = 1
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            skipped_channels = []
            for channel in raw_array:  # for each channel of EEG brain data in an experiment file
                orig_N = len(channel) 
                num_ranges = 4                               # initialize num_range
                chan_results = []                            # empty list to hold channel datapoints
                while (orig_N / num_ranges >= MIN_IN_RANGE): # keep splitting until min length 
of range 
                    rs_accum = 0                             # reset rs accumulator
                    # split channel into ranges - calculate RS values for each sub-range
                    raw_range_arrays = splitIntoRanges(channel, num_ranges)
                    for raw_range in raw_range_arrays:
                        m_adj_array = getMeanAdjArray(raw_range)
                        partial_sum_array = getPartialSumArray(m_adj_array)
                        rs = getRSValue(partial_sum_array, raw_range)
                        rs_accum += rs
                    if isnan(rs_accum): 
                        chan_results = ['skipped']
                        break
                    rs_avg_num_ranges = rs_accum / num_ranges
                    n = len(raw_range)
                    data_point = (n, rs_avg_num_ranges)
                    chan_results.append(data_point)
                    n_cumulative_results[n][0] += rs_avg_num_ranges
                    n_cumulative_results[n][1] += 1
                    participant_cumulative_results[participant][n][0] += rs_avg_num_ranges
                    participant_cumulative_results[participant][n][1] += 1
                    file_cumulative_results[cnt_file][n][0] += rs_avg_num_ranges
                    file_cumulative_results[cnt_file][n][1] += 1
                    num_ranges *= 2                    # double range size 
                    all_results[participant][cnt_file][channel_count] = chan_results
                channel_file.write('File: ' + splitext(basename(cnt_file))[0] + '\tchannel: ' + 
str(channel_count))
                if chan_results[0] != 'skipped':
                    channel_file.write('\n' + 'N'.rjust(8,' ') + '\tH') 
                    for data_point in sorted(chan_results):
                        channel_file.write('\n  ' + str(data_point[0]).rjust(6,' ') + '\t' + 
str(np.log10(data_point[1])/np.log10(data_point[0])))
                else:
                    channel_file.write('\nSkipped - unable to calculate')
                channel_file.write('\n\n')
                channel_count += 1
    channel_file.close()
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    averages_file = open(AVERAGESFILE, "w")
    averages_file.write("Average Results by N")
    averages_file.write('\n' + 'N'.rjust(8,' ') + '\tH')
    for n in sorted(n_cumulative_results.keys()):
        n_avg_rs = n_cumulative_results[n][0] / n_cumulative_results[n][1]
        averages_file.write('\n' + str(n).rjust(8, ' ') + '\t' + str(np.log10(n_avg_rs) / np.log10(n)))
    averages_file.write("\n\nAverage Results by Participant")
    for participant in sorted(participant_cumulative_results.keys()):
        averages_file.write("\nParticipant: " + participant)
        averages_file.write('\n' + 'N'.rjust(8,' ') + '\tH')
        for n in sorted(participant_cumulative_results[participant].keys()):
            n_avg_rs = participant_cumulative_results[participant][n][0] / 
participant_cumulative_results[participant][n][1]
            averages_file.write('\n' + str(n).rjust(8, ' ') + '\t' + str(np.log10(n_avg_rs) / np.log10(n)))
    averages_file.write("\n\nAverage Results by File")
    for filename in sorted(file_cumulative_results.keys()):
        averages_file.write("\nFilename: " + filename)
        averages_file.write('\n' + 'N'.rjust(8,' ') + '\tH')
        for n in sorted(file_cumulative_results[filename].keys()):
            n_avg_rs = file_cumulative_results[filename][n][0] / file_cumulative_results[filename]
[n][1]
            averages_file.write('\n' + str(n).rjust(8, ' ') + '\t' + str(np.log10(n_avg_rs) / np.log10(n)))
    averages_file.close()
    # save data dictionaries to pickle file for further ad-hoc plotting and reports
    pickle.dump(n_cumulative_results, open("n_results.p", "wb"))
    pickle.dump(participant_cumulative_results, open("part_results.p", "wb"))
    pickle.dump(file_cumulative_results, open("file_results.p", "wb"))
    pickle.dump(all_results, open("all_results.p", "wb"))
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Hurst estimates by file
Run 1: Rows: All files    Columns: n values
64 128 256 512 1024 2048 4096 8192 16384 32768
cba1ff01 0.759 0.785 0.798 0.811 0.827 0.839 0.821 0.823 0.845 0.866
cba1ff02 0.751 0.778 0.792 0.809 0.823 0.834 0.812 0.811 0.831 0.861
cba1ff03 0.754 0.78 0.794 0.808 0.823 0.83 0.818 0.826 0.85 0.873
cba1ff04 0.749 0.774 0.789 0.807 0.824 0.835 0.814 0.82 0.831 0.863
cba1ff05 0.762 0.788 0.8 0.809 0.82 0.83 0.818 0.819 0.841 0.868
cba1ff06 0.757 0.781 0.798 0.81 0.822 0.834 0.816 0.816 0.852 0.877
cba1ff07 0.756 0.782 0.797 0.813 0.824 0.837 0.824 0.82 0.843 0.87
cba1ff08 0.764 0.79 0.801 0.813 0.824 0.833 0.822 0.821 0.847 0.871
cba1ff09 0.77 0.795 0.803 0.812 0.823 0.834 0.823 0.83 0.841 0.87
cba1ff10 0.765 0.79 0.8 0.815 0.828 0.842 0.82 0.82 0.836 0.865
cba1ff11 0.755 0.781 0.794 0.808 0.823 0.838 0.827 0.836 0.862 0.879
cba1ff12 0.759 0.784 0.797 0.811 0.823 0.834 0.824 0.824 0.845 0.865
cba1ff13 0.753 0.78 0.794 0.811 0.826 0.838 0.816 0.814 0.834 0.863
cba2ff01 0.761 0.781 0.798 0.81 0.819 0.824 0.824 0.841 0.863 0.891
cba2ff02 0.765 0.786 0.8 0.812 0.819 0.823 0.817 0.826 0.848 0.883
cba2ff03 0.767 0.79 0.805 0.818 0.826 0.829 0.818 0.831 0.852 0.883
cba2ff04 0.759 0.781 0.798 0.813 0.826 0.838 0.818 0.813 0.837 0.879
cba2ff05 0.768 0.79 0.802 0.814 0.823 0.83 0.816 0.818 0.843 0.869
cba2ff06 0.769 0.791 0.803 0.818 0.827 0.834 0.82 0.816 0.837 0.864
cba2ff07 0.76 0.783 0.798 0.813 0.825 0.836 0.816 0.813 0.833 0.87
cba2ff08 0.769 0.79 0.802 0.816 0.825 0.833 0.817 0.813 0.842 0.877
cba2ff09 0.768 0.792 0.803 0.817 0.826 0.835 0.813 0.817 0.835 0.871
cba2ff10 0.764 0.787 0.8 0.818 0.833 0.842 0.819 0.814 0.828 0.86
cba2ff11 0.765 0.788 0.804 0.818 0.829 0.837 0.817 0.826 0.859 0.873
cba2ff12 0.759 0.782 0.798 0.814 0.828 0.842 0.821 0.821 0.835 0.857
clm1ff01 0.742 0.756 0.766 0.786 0.806 0.823 0.843 0.872 0.889 0.898
clm1ff02 0.747 0.765 0.767 0.783 0.8 0.813 0.82 0.834 0.859 0.885
clm1ff03 0.75 0.771 0.774 0.79 0.808 0.819 0.831 0.859 0.89 0.904
clm1ff04 0.747 0.766 0.769 0.784 0.804 0.817 0.822 0.844 0.872 0.896
clm1ff05 0.753 0.774 0.775 0.787 0.803 0.817 0.833 0.854 0.882 0.898
clm1ff06 0.762 0.783 0.783 0.794 0.806 0.815 0.825 0.845 0.867 0.894
22
clm1ff07 0.759 0.78 0.783 0.798 0.813 0.823 0.835 0.856 0.885 0.898
clm1ff08 0.756 0.777 0.774 0.786 0.8 0.814 0.82 0.844 0.867 0.884
clm1ff09 0.759 0.78 0.781 0.794 0.805 0.815 0.826 0.847 0.864 0.886
clm1ff10 0.74 0.766 0.773 0.789 0.808 0.821 0.829 0.847 0.877 0.899
clm1ff11 0.755 0.777 0.778 0.789 0.803 0.817 0.832 0.854 0.872 0.889
clm1ff12 0.76 0.782 0.785 0.799 0.812 0.823 0.831 0.853 0.877 0.894
clm1ff13 0.745 0.767 0.772 0.79 0.811 0.826 0.838 0.853 0.871 0.904
clm2ff01 0.762 0.783 0.789 0.803 0.82 0.831 0.834 0.85 0.874 0.889
clm2ff02 0.751 0.772 0.775 0.791 0.807 0.824 0.852 0.879 0.898 0.907
clm2ff03 0.762 0.785 0.785 0.798 0.812 0.821 0.822 0.842 0.872 0.894
clm2ff04 0.762 0.781 0.786 0.803 0.82 0.84 0.846 0.87 0.896 0.909
clm2ff05 0.756 0.777 0.775 0.784 0.799 0.809 0.834 0.865 0.893 0.913
clm2ff06 0.758 0.781 0.779 0.794 0.806 0.821 0.842 0.868 0.893 0.907
clm2ff07 0.749 0.771 0.775 0.795 0.81 0.826 0.826 0.843 0.879 0.905
clm2ff08 0.751 0.774 0.781 0.796 0.808 0.815 0.832 0.857 0.875 0.895
clm2ff09 0.752 0.772 0.777 0.794 0.812 0.818 0.834 0.85 0.874 0.895
clm2ff10 0.736 0.759 0.765 0.782 0.801 0.817 0.822 0.839 0.855 0.885
clm2ff11 0.759 0.78 0.783 0.793 0.811 0.824 0.838 0.854 0.875 0.897
clm2ff12 0.751 0.772 0.782 0.804 0.821 0.833 0.844 0.865 0.879 0.893
ega1ff01 0.739 0.742 0.749 0.774 0.795 0.809 0.818 0.843 0.871 0.899
ega1ff02 0.763 0.768 0.774 0.796 0.814 0.827 0.834 0.856 0.887 0.905
ega1ff03 0.762 0.767 0.773 0.794 0.811 0.823 0.828 0.858 0.887 0.904
ega1ff04 0.744 0.749 0.759 0.783 0.802 0.817 0.821 0.834 0.862 0.883
ega1ff05 0.754 0.761 0.77 0.794 0.814 0.824 0.821 0.833 0.853 0.88
ega1ff06 0.75 0.754 0.759 0.785 0.805 0.819 0.826 0.851 0.89 0.907
ega1ff07 0.746 0.752 0.762 0.79 0.816 0.832 0.831 0.847 0.875 0.902
ega1ff08 0.765 0.772 0.778 0.797 0.819 0.83 0.822 0.833 0.853 0.879
ega1ff09 0.763 0.768 0.775 0.798 0.825 0.841 0.828 0.83 0.837 0.865
ega1ff10 0.748 0.75 0.757 0.78 0.802 0.813 0.819 0.841 0.855 0.878
ega1ff11 0.756 0.762 0.767 0.788 0.811 0.822 0.823 0.832 0.849 0.872
ega1ff12 0.743 0.747 0.755 0.782 0.805 0.818 0.814 0.825 0.843 0.866
ega1ff13 0.761 0.766 0.773 0.792 0.814 0.827 0.83 0.846 0.864 0.891
ega2ff01 0.753 0.759 0.768 0.791 0.81 0.818 0.821 0.845 0.875 0.902
ega2ff02 0.735 0.738 0.746 0.772 0.796 0.808 0.818 0.85 0.881 0.901
ega2ff03 0.756 0.761 0.768 0.789 0.807 0.814 0.827 0.857 0.881 0.904
23
ega2ff04 0.749 0.754 0.763 0.785 0.8 0.813 0.821 0.843 0.872 0.897
ega2ff05 0.758 0.765 0.772 0.798 0.818 0.827 0.832 0.856 0.885 0.899
ega2ff06 0.737 0.739 0.748 0.773 0.797 0.815 0.822 0.846 0.873 0.898
ega2ff07 0.75 0.757 0.765 0.788 0.807 0.821 0.824 0.848 0.874 0.891
ega2ff08 0.731 0.734 0.745 0.773 0.794 0.799 0.806 0.825 0.843 0.869
ega2ff09 0.746 0.751 0.758 0.782 0.806 0.82 0.824 0.85 0.876 0.9
ega2ff10 0.753 0.76 0.77 0.795 0.813 0.817 0.813 0.835 0.861 0.891
ega2ff11 0.752 0.76 0.768 0.789 0.806 0.818 0.812 0.826 0.847 0.874
ega2ff12 0.739 0.741 0.75 0.775 0.797 0.809 0.806 0.828 0.848 0.873
fsa1ff01 0.761 0.782 0.788 0.797 0.812 0.826 0.823 0.845 0.868 0.888
fsa1ff02 0.752 0.772 0.781 0.798 0.81 0.821 0.821 0.837 0.85 0.873
fsa1ff03 0.76 0.779 0.789 0.801 0.816 0.826 0.822 0.84 0.864 0.887
fsa1ff04 0.752 0.772 0.783 0.798 0.814 0.827 0.827 0.842 0.868 0.884
fsa1ff05 0.763 0.782 0.788 0.798 0.809 0.818 0.822 0.842 0.867 0.886
fsa1ff06 0.752 0.772 0.777 0.788 0.802 0.812 0.82 0.837 0.857 0.884
fsa1ff07 0.754 0.772 0.78 0.791 0.81 0.827 0.828 0.846 0.863 0.887
fsa1ff08 0.761 0.78 0.789 0.8 0.811 0.82 0.823 0.843 0.864 0.877
fsa1ff09 0.756 0.774 0.785 0.799 0.815 0.821 0.825 0.845 0.857 0.873
fsa1ff10 0.742 0.758 0.77 0.793 0.817 0.83 0.837 0.85 0.866 0.884
fsa1ff11 0.764 0.782 0.788 0.798 0.812 0.822 0.822 0.84 0.862 0.879
fsa1ff12 0.767 0.786 0.79 0.799 0.812 0.816 0.827 0.845 0.867 0.877
fsa1ff13 0.753 0.771 0.776 0.786 0.801 0.811 0.818 0.853 0.874 0.875
fsa2ff01 0.756 0.774 0.781 0.794 0.811 0.831 0.845 0.875 0.899 0.916
fsa2ff02 0.748 0.765 0.772 0.788 0.804 0.818 0.832 0.855 0.891 0.909
fsa2ff03 0.759 0.78 0.791 0.802 0.819 0.832 0.839 0.86 0.881 0.908
fsa2ff04 0.756 0.776 0.785 0.8 0.819 0.835 0.843 0.866 0.886 0.905
fsa2ff05 0.763 0.783 0.792 0.801 0.815 0.824 0.83 0.853 0.863 0.886
fsa2ff06 0.763 0.783 0.79 0.799 0.811 0.821 0.827 0.847 0.873 0.894
fsa2ff07 0.754 0.773 0.782 0.795 0.812 0.824 0.832 0.847 0.866 0.887
fsa2ff08 0.766 0.787 0.791 0.802 0.819 0.831 0.83 0.855 0.866 0.87
fsa2ff09 0.763 0.781 0.79 0.8 0.814 0.827 0.844 0.868 0.891 0.9
fsa2ff10 0.763 0.783 0.787 0.797 0.812 0.828 0.835 0.851 0.869 0.886
fsa2ff11 0.768 0.788 0.794 0.804 0.817 0.828 0.833 0.859 0.872 0.889
fsa2ff12 0.757 0.776 0.783 0.796 0.811 0.826 0.827 0.845 0.863 0.89
gro1ff01 0.763 0.78 0.79 0.808 0.825 0.832 0.829 0.844 0.861 0.891
24
gro1ff02 0.761 0.778 0.787 0.801 0.807 0.814 0.819 0.837 0.861 0.883
gro1ff03 0.767 0.787 0.794 0.803 0.81 0.82 0.815 0.834 0.861 0.883
gro1ff04 0.762 0.78 0.791 0.805 0.818 0.826 0.817 0.829 0.854 0.881
gro1ff05 0.765 0.784 0.79 0.801 0.815 0.826 0.823 0.832 0.854 0.886
gro1ff06 0.756 0.775 0.782 0.796 0.81 0.82 0.819 0.836 0.86 0.886
gro1ff07 0.767 0.784 0.793 0.807 0.82 0.83 0.815 0.827 0.851 0.878
gro1ff08 0.771 0.789 0.794 0.806 0.822 0.831 0.825 0.84 0.859 0.883
gro1ff09 0.771 0.79 0.792 0.804 0.816 0.827 0.82 0.829 0.849 0.879
gro1ff10 0.774 0.791 0.797 0.811 0.827 0.838 0.832 0.836 0.849 0.875
gro1ff11 0.775 0.791 0.794 0.802 0.815 0.826 0.823 0.831 0.853 0.874
gro1ff12 0.77 0.787 0.791 0.807 0.819 0.831 0.823 0.835 0.847 0.879
gro1ff13 0.747 0.763 0.77 0.784 0.799 0.818 0.828 0.846 0.861 0.883
gro2ff01 0.761 0.777 0.786 0.8 0.816 0.826 0.818 0.829 0.856 0.879
gro2ff02 0.762 0.781 0.79 0.804 0.812 0.82 0.813 0.822 0.843 0.873
gro2ff03 0.76 0.776 0.785 0.797 0.807 0.819 0.817 0.822 0.838 0.869
gro2ff04 0.755 0.771 0.779 0.795 0.811 0.824 0.818 0.824 0.843 0.869
gro2ff05 0.758 0.775 0.784 0.798 0.811 0.823 0.819 0.823 0.842 0.869
gro2ff06 0.753 0.769 0.774 0.788 0.803 0.815 0.815 0.828 0.842 0.863
gro2ff07 0.752 0.769 0.777 0.795 0.816 0.835 0.835 0.841 0.857 0.877
gro2ff08 0.752 0.768 0.773 0.785 0.8 0.813 0.819 0.835 0.85 0.875
gro2ff09 0.756 0.773 0.778 0.789 0.805 0.818 0.824 0.842 0.856 0.874
gro2ff10 0.751 0.767 0.775 0.79 0.804 0.827 0.829 0.842 0.858 0.882
gro2ff11 0.753 0.77 0.774 0.784 0.804 0.816 0.816 0.836 0.85 0.875
gro2ff12 0.76 0.778 0.784 0.796 0.812 0.829 0.826 0.836 0.839 0.868
hth1ff01 0.739 0.759 0.779 0.799 0.815 0.832 0.85 0.874 0.887 0.907
hth1ff02 0.742 0.76 0.781 0.799 0.813 0.823 0.847 0.87 0.887 0.901
hth1ff03 0.758 0.778 0.791 0.807 0.817 0.832 0.851 0.875 0.886 0.902
hth1ff04 0.742 0.763 0.781 0.802 0.813 0.826 0.841 0.867 0.882 0.896
hth1ff05 0.755 0.776 0.792 0.806 0.819 0.829 0.843 0.866 0.88 0.898
hth1ff06 0.755 0.775 0.792 0.809 0.819 0.828 0.841 0.865 0.878 0.897
hth1ff07 0.744 0.765 0.785 0.807 0.822 0.833 0.836 0.856 0.877 0.896
hth1ff08 0.751 0.772 0.788 0.805 0.82 0.83 0.849 0.871 0.893 0.904
hth1ff09 0.752 0.772 0.788 0.808 0.823 0.838 0.854 0.875 0.883 0.897
hth1ff10 0.741 0.762 0.78 0.798 0.817 0.831 0.847 0.868 0.891 0.904
hth1ff11 0.755 0.775 0.789 0.807 0.818 0.833 0.849 0.872 0.89 0.902
25
hth1ff12 0.757 0.775 0.789 0.803 0.817 0.831 0.843 0.871 0.884 0.903
hth1ff13 0.744 0.762 0.778 0.799 0.814 0.829 0.846 0.877 0.887 0.892
hth2ff01 0.749 0.771 0.79 0.807 0.821 0.831 0.84 0.864 0.881 0.895
hth2ff02 0.76 0.779 0.794 0.808 0.819 0.83 0.841 0.87 0.886 0.892
hth2ff03 0.764 0.783 0.797 0.811 0.821 0.829 0.84 0.858 0.881 0.896
hth2ff04 0.755 0.774 0.791 0.806 0.821 0.831 0.832 0.852 0.873 0.889
hth2ff05 0.765 0.781 0.791 0.804 0.817 0.827 0.838 0.863 0.888 0.891
hth2ff06 0.756 0.773 0.786 0.802 0.818 0.828 0.837 0.858 0.87 0.879
hth2ff07 0.755 0.773 0.788 0.806 0.821 0.829 0.832 0.856 0.876 0.89
hth2ff08 0.768 0.787 0.798 0.812 0.823 0.837 0.848 0.867 0.876 0.882
hth2ff09 0.758 0.774 0.783 0.796 0.81 0.821 0.833 0.862 0.876 0.891
hth2ff10 0.746 0.763 0.776 0.794 0.812 0.826 0.834 0.859 0.874 0.889
hth2ff11 0.757 0.775 0.787 0.802 0.818 0.831 0.843 0.861 0.881 0.886
lmi1ff01 0.72 0.731 0.747 0.771 0.798 0.826 0.835 0.848 0.874 0.899
lmi1ff02 0.723 0.733 0.75 0.771 0.797 0.82 0.822 0.838 0.862 0.891
lmi1ff03 0.727 0.737 0.751 0.772 0.792 0.814 0.821 0.836 0.855 0.885
lmi1ff04 0.725 0.734 0.747 0.77 0.793 0.815 0.814 0.838 0.857 0.879
lmi1ff05 0.73 0.74 0.755 0.773 0.796 0.815 0.825 0.839 0.858 0.886
lmi1ff06 0.736 0.746 0.759 0.779 0.8 0.822 0.826 0.839 0.858 0.881
lmi1ff07 0.736 0.75 0.763 0.783 0.803 0.826 0.837 0.851 0.87 0.89
lmi1ff08 0.728 0.74 0.756 0.777 0.798 0.815 0.822 0.84 0.86 0.88
lmi1ff09 0.734 0.746 0.757 0.779 0.801 0.816 0.824 0.847 0.868 0.888
lmi1ff10 0.732 0.747 0.76 0.784 0.807 0.827 0.833 0.843 0.869 0.889
lmi1ff11 0.729 0.745 0.762 0.783 0.809 0.829 0.842 0.854 0.868 0.891
lmi1ff12 0.728 0.742 0.759 0.78 0.799 0.816 0.829 0.842 0.868 0.887
lmi1ff13 0.734 0.747 0.761 0.779 0.803 0.818 0.826 0.855 0.871 0.89
lmi2ff01 0.74 0.758 0.773 0.791 0.813 0.83 0.837 0.862 0.889 0.905
lmi2ff02 0.739 0.755 0.772 0.788 0.807 0.824 0.841 0.862 0.889 0.908
lmi2ff03 0.741 0.76 0.776 0.793 0.812 0.832 0.834 0.856 0.888 0.906
lmi2ff04 0.746 0.763 0.779 0.795 0.813 0.829 0.832 0.855 0.879 0.901
lmi2ff05 0.747 0.765 0.779 0.794 0.81 0.828 0.824 0.842 0.871 0.894
lmi2ff06 0.74 0.755 0.77 0.787 0.805 0.828 0.837 0.864 0.889 0.906
lmi2ff07 0.745 0.763 0.777 0.791 0.813 0.83 0.836 0.859 0.883 0.906
lmi2ff08 0.737 0.751 0.766 0.786 0.807 0.83 0.843 0.869 0.891 0.904
lmi2ff09 0.745 0.762 0.775 0.794 0.811 0.827 0.832 0.849 0.879 0.902
26
lmi2ff10 0.746 0.762 0.776 0.796 0.82 0.836 0.828 0.837 0.864 0.891
lmi2ff11 0.74 0.755 0.768 0.785 0.806 0.827 0.833 0.848 0.877 0.9
lmi2ff12 0.753 0.77 0.782 0.8 0.823 0.838 0.845 0.856 0.88 0.905
mba1ff01 0.765 0.787 0.783 0.793 0.806 0.823 0.838 0.861 0.88 0.893
mba1ff02 0.763 0.785 0.782 0.79 0.8 0.812 0.825 0.851 0.87 0.892
mba1ff03 0.759 0.782 0.776 0.783 0.797 0.81 0.821 0.846 0.86 0.88
mba1ff04 0.764 0.784 0.775 0.783 0.801 0.814 0.829 0.853 0.874 0.896
mba1ff05 0.772 0.794 0.784 0.787 0.8 0.815 0.826 0.849 0.867 0.887
mba1ff06 0.763 0.785 0.775 0.78 0.795 0.813 0.825 0.849 0.871 0.891
mba1ff07 0.767 0.788 0.781 0.787 0.804 0.822 0.828 0.86 0.882 0.901
mba1ff08 0.764 0.789 0.776 0.779 0.793 0.804 0.816 0.843 0.865 0.89
mba1ff09 0.766 0.789 0.782 0.79 0.804 0.827 0.843 0.863 0.879 0.887
mba1ff10 0.771 0.793 0.783 0.789 0.804 0.82 0.826 0.844 0.865 0.885
mba1ff11 0.768 0.79 0.78 0.782 0.794 0.807 0.819 0.843 0.863 0.884
mba1ff12 0.768 0.79 0.778 0.781 0.792 0.807 0.818 0.841 0.858 0.878
mba1ff13 0.762 0.783 0.776 0.784 0.798 0.815 0.827 0.848 0.868 0.892
mba2ff01 0.769 0.791 0.786 0.796 0.811 0.832 0.848 0.878 0.901 0.913
mba2ff02 0.767 0.788 0.781 0.786 0.798 0.815 0.842 0.872 0.889 0.901
mba2ff03 0.769 0.79 0.778 0.779 0.79 0.809 0.831 0.861 0.89 0.906
mba2ff04 0.768 0.788 0.777 0.781 0.796 0.815 0.836 0.866 0.883 0.898
mba2ff05 0.772 0.794 0.777 0.775 0.783 0.8 0.823 0.859 0.88 0.905
mba2ff06 0.771 0.793 0.778 0.775 0.786 0.811 0.835 0.866 0.888 0.907
mba2ff07 0.766 0.787 0.778 0.782 0.798 0.821 0.84 0.868 0.89 0.908
mba2ff08 0.77 0.793 0.78 0.779 0.792 0.814 0.844 0.876 0.885 0.899
mba2ff09 0.774 0.795 0.782 0.78 0.79 0.81 0.838 0.867 0.886 0.901
mba2ff10 0.769 0.789 0.775 0.778 0.791 0.808 0.836 0.871 0.885 0.899
mba2ff11 0.77 0.794 0.773 0.768 0.775 0.796 0.829 0.868 0.879 0.895
mba2ff12 0.773 0.794 0.78 0.782 0.796 0.821 0.838 0.868 0.883 0.906
mma1ff01 0.747 0.766 0.774 0.793 0.806 0.816 0.83 0.857 0.882 0.902
mma1ff02 0.76 0.779 0.781 0.799 0.816 0.825 0.832 0.849 0.876 0.895
mma1ff03 0.748 0.766 0.77 0.786 0.806 0.816 0.819 0.836 0.86 0.884
mma1ff04 0.752 0.772 0.777 0.799 0.816 0.828 0.829 0.849 0.865 0.888
mma1ff05 0.743 0.762 0.766 0.786 0.805 0.818 0.83 0.848 0.87 0.887
mma1ff06 0.738 0.756 0.759 0.779 0.8 0.81 0.825 0.847 0.863 0.882
mma1ff07 0.747 0.766 0.769 0.788 0.806 0.817 0.823 0.843 0.863 0.88
27
mma1ff08 0.736 0.757 0.761 0.778 0.798 0.811 0.824 0.848 0.869 0.882
mma1ff09 0.727 0.745 0.746 0.765 0.785 0.802 0.815 0.844 0.863 0.885
mma1ff10 0.757 0.778 0.782 0.797 0.814 0.821 0.833 0.853 0.882 0.895
mma1ff11 0.727 0.745 0.748 0.767 0.79 0.8 0.819 0.842 0.866 0.89
mma1ff12 0.737 0.757 0.763 0.782 0.799 0.81 0.831 0.849 0.872 0.89
mma1ff13 0.729 0.745 0.748 0.769 0.79 0.804 0.818 0.848 0.869 0.895
mma2ff01 0.758 0.776 0.786 0.807 0.822 0.832 0.836 0.85 0.874 0.89
mma2ff02 0.747 0.765 0.77 0.787 0.806 0.817 0.817 0.839 0.865 0.885
mma2ff03 0.733 0.752 0.755 0.774 0.795 0.807 0.82 0.844 0.86 0.89
mma2ff04 0.739 0.756 0.761 0.782 0.802 0.818 0.838 0.859 0.874 0.895
mma2ff05 0.761 0.778 0.779 0.793 0.812 0.819 0.83 0.856 0.873 0.897
mma2ff06 0.754 0.771 0.77 0.785 0.803 0.813 0.822 0.841 0.862 0.886
mma2ff07 0.762 0.779 0.781 0.799 0.816 0.829 0.842 0.864 0.876 0.897
mma2ff08 0.754 0.773 0.775 0.79 0.807 0.815 0.826 0.844 0.866 0.895
mma2ff09 0.761 0.779 0.777 0.79 0.807 0.818 0.826 0.848 0.872 0.893
mma2ff10 0.756 0.774 0.775 0.788 0.807 0.823 0.831 0.853 0.875 0.896
mma2ff11 0.747 0.766 0.765 0.779 0.797 0.808 0.825 0.849 0.878 0.899
mma2ff12 0.763 0.78 0.776 0.788 0.808 0.817 0.832 0.852 0.879 0.897
mta1ff01 0.752 0.76 0.778 0.797 0.815 0.827 0.831 0.85 0.863 0.887
mta1ff02 0.752 0.766 0.785 0.802 0.819 0.83 0.84 0.859 0.869 0.892
mta1ff03 0.756 0.769 0.787 0.803 0.82 0.835 0.84 0.85 0.865 0.889
mta1ff04 0.753 0.763 0.78 0.799 0.818 0.832 0.837 0.856 0.876 0.894
mta1ff05 0.759 0.766 0.779 0.794 0.811 0.824 0.833 0.846 0.862 0.884
mta1ff06 0.752 0.76 0.774 0.796 0.817 0.829 0.834 0.849 0.867 0.888
mta1ff07 0.752 0.76 0.776 0.797 0.818 0.835 0.833 0.838 0.859 0.879
mta1ff08 0.761 0.766 0.777 0.792 0.809 0.823 0.828 0.856 0.884 0.9
mta1ff09 0.76 0.769 0.783 0.801 0.818 0.827 0.831 0.842 0.865 0.879
mta1ff10 0.751 0.763 0.782 0.801 0.821 0.835 0.835 0.851 0.87 0.888
mta1ff11 0.757 0.768 0.784 0.804 0.82 0.828 0.831 0.844 0.857 0.88
mta1ff12 0.756 0.767 0.785 0.803 0.823 0.841 0.843 0.856 0.866 0.883
mta1ff13 0.752 0.763 0.78 0.802 0.823 0.838 0.84 0.855 0.87 0.891
mta2ff01 0.751 0.765 0.779 0.796 0.815 0.833 0.844 0.854 0.873 0.891
mta2ff02 0.758 0.769 0.783 0.796 0.811 0.824 0.832 0.85 0.869 0.893
mta2ff03 0.756 0.765 0.778 0.793 0.816 0.829 0.836 0.853 0.876 0.889
mta2ff04 0.752 0.763 0.779 0.797 0.818 0.838 0.847 0.857 0.878 0.892
28
mta2ff05 0.751 0.76 0.776 0.793 0.809 0.822 0.831 0.846 0.862 0.879
mta2ff06 0.757 0.765 0.779 0.793 0.811 0.826 0.838 0.852 0.873 0.887
mta2ff07 0.75 0.758 0.771 0.788 0.813 0.836 0.843 0.859 0.874 0.888
mta2ff08 0.761 0.768 0.78 0.793 0.816 0.832 0.836 0.849 0.868 0.881
mta2ff09 0.757 0.765 0.776 0.792 0.818 0.836 0.842 0.858 0.871 0.882
mta2ff10 0.753 0.759 0.772 0.791 0.814 0.832 0.843 0.858 0.874 0.892
mta2ff11 0.761 0.769 0.781 0.797 0.82 0.834 0.842 0.858 0.874 0.89
mta2ff12 0.757 0.766 0.779 0.799 0.82 0.841 0.846 0.848 0.856 0.875
pla1ff01 0.762 0.787 0.802 0.825 0.85 0.866 0.884 0.895 0.897 0.892
pla1ff02 0.757 0.779 0.791 0.808 0.823 0.836 0.838 0.86 0.88 0.901
pla1ff03 0.764 0.788 0.803 0.823 0.842 0.855 0.865 0.879 0.891 0.894
pla1ff04 0.762 0.786 0.8 0.816 0.833 0.84 0.844 0.858 0.871 0.898
pla1ff05 0.762 0.785 0.796 0.808 0.825 0.833 0.837 0.851 0.866 0.885
pla1ff06 0.763 0.785 0.798 0.814 0.83 0.834 0.828 0.84 0.859 0.886
pla1ff07 0.766 0.79 0.8 0.816 0.831 0.839 0.835 0.85 0.876 0.892
pla1ff08 0.768 0.79 0.799 0.814 0.829 0.836 0.829 0.84 0.865 0.89
pla1ff09 0.764 0.787 0.797 0.812 0.827 0.832 0.831 0.85 0.875 0.895
pla1ff10 0.765 0.788 0.795 0.812 0.829 0.835 0.834 0.848 0.881 0.901
pla1ff11 0.764 0.787 0.796 0.81 0.827 0.835 0.828 0.843 0.867 0.897
pla1ff12 0.763 0.788 0.799 0.814 0.826 0.83 0.826 0.838 0.865 0.894
pla1ff13 0.757 0.782 0.795 0.813 0.831 0.839 0.838 0.852 0.872 0.898
pla2ff01 0.763 0.786 0.798 0.817 0.839 0.852 0.863 0.879 0.891 0.914
pla2ff02 0.768 0.79 0.801 0.819 0.839 0.855 0.869 0.886 0.903 0.91
pla2ff03 0.765 0.788 0.797 0.816 0.832 0.835 0.84 0.853 0.878 0.894
pla2ff04 0.766 0.786 0.795 0.813 0.833 0.847 0.854 0.869 0.888 0.906
pla2ff05 0.763 0.785 0.793 0.806 0.826 0.836 0.832 0.843 0.861 0.887
pla2ff06 0.764 0.785 0.79 0.805 0.826 0.841 0.858 0.875 0.883 0.894
pla2ff07 0.766 0.787 0.795 0.814 0.834 0.84 0.837 0.841 0.856 0.878
pla2ff08 0.763 0.789 0.799 0.817 0.837 0.852 0.867 0.877 0.893 0.906
pla2ff09 0.772 0.795 0.806 0.823 0.839 0.854 0.862 0.88 0.893 0.903
pla2ff10 0.748 0.776 0.788 0.809 0.829 0.848 0.847 0.866 0.882 0.888
pla2ff11 0.77 0.792 0.801 0.816 0.835 0.846 0.848 0.868 0.878 0.892
pla2ff12 0.77 0.79 0.796 0.812 0.831 0.845 0.839 0.852 0.869 0.888
sce1ff01 0.765 0.776 0.787 0.798 0.806 0.823 0.833 0.847 0.878 0.897
sce1ff02 0.755 0.767 0.777 0.79 0.802 0.813 0.817 0.834 0.863 0.887
29
sce1ff03 0.766 0.777 0.788 0.797 0.813 0.824 0.823 0.839 0.86 0.886
sce1ff04 0.754 0.764 0.778 0.795 0.807 0.823 0.825 0.846 0.857 0.877
sce1ff05 0.762 0.771 0.782 0.792 0.808 0.823 0.827 0.846 0.865 0.884
sce1ff06 0.764 0.773 0.783 0.789 0.803 0.819 0.821 0.839 0.858 0.886
sce1ff07 0.756 0.766 0.78 0.793 0.813 0.831 0.829 0.839 0.852 0.88
sce1ff08 0.768 0.778 0.787 0.795 0.806 0.819 0.827 0.847 0.871 0.892
sce1ff09 0.764 0.778 0.79 0.795 0.806 0.819 0.824 0.835 0.854 0.876
sce1ff10 0.761 0.774 0.787 0.798 0.81 0.826 0.824 0.839 0.855 0.881
sce1ff11 0.761 0.774 0.786 0.795 0.811 0.826 0.823 0.836 0.853 0.874
sce1ff12 0.759 0.771 0.781 0.791 0.807 0.823 0.824 0.841 0.858 0.884
sce1ff13 0.756 0.768 0.781 0.797 0.815 0.833 0.829 0.838 0.856 0.867
sce2ff01 0.772 0.784 0.792 0.802 0.817 0.834 0.835 0.852 0.874 0.894
sce2ff02 0.771 0.783 0.79 0.801 0.814 0.827 0.838 0.855 0.882 0.903
sce2ff03 0.772 0.78 0.788 0.798 0.815 0.829 0.827 0.844 0.867 0.893
sce2ff04 0.766 0.778 0.788 0.802 0.819 0.836 0.831 0.842 0.865 0.891
sce2ff05 0.768 0.78 0.79 0.802 0.816 0.831 0.829 0.848 0.866 0.882
sce2ff06 0.772 0.784 0.792 0.8 0.82 0.83 0.828 0.84 0.861 0.881
sce2ff07 0.775 0.784 0.791 0.802 0.821 0.838 0.834 0.841 0.861 0.875
sce2ff08 0.772 0.783 0.791 0.797 0.814 0.829 0.825 0.839 0.86 0.886
sce2ff09 0.769 0.781 0.79 0.799 0.812 0.827 0.833 0.848 0.864 0.885
sce2ff10 0.77 0.782 0.793 0.805 0.823 0.84 0.83 0.838 0.849 0.866
sce2ff11 0.767 0.779 0.79 0.802 0.819 0.833 0.826 0.838 0.853 0.861
sce2ff12 0.768 0.781 0.79 0.801 0.82 0.839 0.833 0.835 0.845 0.863
sph1ff01 0.728 0.751 0.772 0.791 0.805 0.818 0.837 0.861 0.886 0.906
sph1ff02 0.731 0.755 0.778 0.792 0.802 0.811 0.819 0.851 0.886 0.909
sph1ff03 0.739 0.765 0.787 0.801 0.814 0.826 0.832 0.853 0.885 0.905
sph1ff04 0.733 0.757 0.781 0.799 0.814 0.833 0.838 0.857 0.884 0.907
sph1ff05 0.735 0.762 0.785 0.803 0.819 0.828 0.834 0.854 0.878 0.895
sph1ff06 0.735 0.763 0.786 0.802 0.817 0.827 0.835 0.853 0.882 0.897
sph1ff07 0.729 0.754 0.776 0.798 0.816 0.832 0.833 0.85 0.871 0.895
sph1ff08 0.733 0.76 0.784 0.801 0.811 0.818 0.821 0.841 0.865 0.891
sph1ff09 0.739 0.766 0.788 0.806 0.819 0.827 0.832 0.852 0.874 0.893
sph1ff10 0.733 0.757 0.779 0.794 0.814 0.828 0.828 0.845 0.874 0.894
sph1ff11 0.741 0.769 0.79 0.804 0.815 0.822 0.824 0.84 0.865 0.888
sph1ff12 0.739 0.766 0.783 0.798 0.813 0.825 0.817 0.833 0.858 0.878
30
sph1ff13 0.733 0.759 0.782 0.802 0.819 0.832 0.826 0.845 0.865 0.889
sph2ff01 0.735 0.764 0.789 0.812 0.836 0.853 0.865 0.876 0.896 0.903
sph2ff02 0.738 0.766 0.793 0.814 0.84 0.856 0.868 0.883 0.896 0.904
sph2ff03 0.746 0.774 0.799 0.816 0.828 0.84 0.848 0.867 0.886 0.893
sph2ff04 0.743 0.773 0.799 0.817 0.837 0.857 0.867 0.878 0.904 0.912
sph2ff05 0.734 0.763 0.79 0.814 0.831 0.848 0.853 0.868 0.885 0.894
sph2ff06 0.747 0.775 0.799 0.818 0.835 0.848 0.849 0.867 0.88 0.89
sph2ff07 0.741 0.77 0.795 0.814 0.831 0.842 0.841 0.86 0.875 0.9
sph2ff08 0.743 0.773 0.799 0.815 0.831 0.842 0.844 0.853 0.875 0.89
sph2ff09 0.744 0.775 0.798 0.816 0.833 0.841 0.831 0.836 0.859 0.884
sph2ff10 0.738 0.769 0.793 0.815 0.832 0.843 0.844 0.862 0.877 0.896
sph2ff11 0.748 0.78 0.801 0.818 0.834 0.841 0.837 0.853 0.878 0.897
sph2ff12 0.738 0.768 0.794 0.816 0.833 0.845 0.845 0.864 0.884 0.895
wpa1ff01 0.753 0.762 0.763 0.775 0.797 0.816 0.807 0.822 0.849 0.881
wpa1ff02 0.757 0.766 0.764 0.776 0.791 0.8 0.805 0.823 0.85 0.879
wpa1ff03 0.754 0.762 0.76 0.772 0.789 0.801 0.806 0.82 0.847 0.888
wpa1ff04 0.754 0.761 0.76 0.774 0.794 0.811 0.802 0.818 0.847 0.882
wpa1ff05 0.76 0.769 0.768 0.78 0.797 0.806 0.805 0.82 0.852 0.877
wpa1ff06 0.759 0.767 0.766 0.778 0.794 0.805 0.809 0.829 0.853 0.883
wpa1ff07 0.763 0.774 0.772 0.784 0.803 0.821 0.816 0.822 0.854 0.892
wpa1ff08 0.762 0.774 0.768 0.778 0.793 0.805 0.807 0.828 0.863 0.901
wpa1ff09 0.763 0.776 0.773 0.785 0.803 0.814 0.805 0.806 0.826 0.85
wpa1ff10 0.757 0.768 0.775 0.79 0.809 0.821 0.809 0.813 0.829 0.851
wpa1ff11 0.76 0.773 0.778 0.793 0.811 0.819 0.808 0.811 0.84 0.872
wpa1ff12 0.759 0.772 0.777 0.791 0.81 0.822 0.811 0.824 0.857 0.884
wpa1ff13 0.757 0.773 0.782 0.8 0.819 0.831 0.82 0.832 0.862 0.88
wpa2ff01 0.758 0.77 0.776 0.792 0.809 0.824 0.815 0.823 0.851 0.88
wpa2ff02 0.76 0.773 0.776 0.79 0.806 0.814 0.805 0.818 0.842 0.876
wpa2ff03 0.751 0.764 0.771 0.788 0.805 0.809 0.807 0.822 0.845 0.876
wpa2ff04 0.75 0.759 0.765 0.784 0.803 0.818 0.807 0.823 0.854 0.884
wpa2ff05 0.756 0.768 0.773 0.788 0.805 0.815 0.807 0.817 0.84 0.874
wpa2ff06 0.767 0.778 0.78 0.797 0.812 0.822 0.813 0.816 0.842 0.875
wpa2ff07 0.765 0.776 0.779 0.792 0.812 0.827 0.816 0.829 0.843 0.866
wpa2ff08 0.764 0.775 0.776 0.79 0.803 0.814 0.806 0.817 0.838 0.867
wpa2ff09 0.763 0.774 0.776 0.789 0.806 0.82 0.817 0.83 0.855 0.874
31
wpa2ff10 0.76 0.773 0.778 0.794 0.813 0.825 0.818 0.829 0.841 0.872
wpa2ff11 0.752 0.762 0.766 0.781 0.803 0.817 0.809 0.83 0.843 0.872
wpa2ff12 0.757 0.768 0.771 0.788 0.807 0.827 0.815 0.819 0.829 0.864
32
Hurst estimates by channel for sample file
Run 1: File: cba1ff10.cnt    Rows: Channels 1 through 31    Columns: n values 
64 128 256 512 1024 2048 4096 8192 16384 32768
1 0.761 0.791 0.809 0.826 0.837 0.841 0.812 0.8 0.83 0.875
2 0.738 0.759 0.78 0.806 0.825 0.836 0.814 0.815 0.829 0.861
3 0.769 0.795 0.809 0.824 0.834 0.83 0.807 0.807 0.79 0.799
4 0.759 0.786 0.793 0.809 0.823 0.835 0.817 0.838 0.862 0.898
5 0.769 0.791 0.8 0.81 0.817 0.82 0.814 0.824 0.844 0.878
6 0.774 0.795 0.796 0.795 0.796 0.8 0.8 0.821 0.852 0.886
7 0.782 0.803 0.808 0.821 0.834 0.852 0.82 0.806 0.81 0.814
8 0.783 0.803 0.805 0.818 0.832 0.848 0.821 0.81 0.801 0.816
9 0.775 0.801 0.813 0.825 0.836 0.854 0.84 0.862 0.901 0.914
10 0.768 0.796 0.808 0.824 0.838 0.858 0.823 0.809 0.801 0.835
11 0.751 0.781 0.803 0.821 0.831 0.828 0.809 0.807 0.835 0.851
12 0.75 0.778 0.793 0.81 0.819 0.826 0.832 0.853 0.874 0.904
13 0.753 0.784 0.792 0.8 0.81 0.823 0.816 0.831 0.85 0.871
14 0.73 0.749 0.754 0.764 0.779 0.798 0.793 0.806 0.816 0.831
15 0.774 0.799 0.807 0.819 0.833 0.851 0.822 0.823 0.842 0.867
16 0.766 0.793 0.798 0.812 0.824 0.845 0.827 0.829 0.862 0.901
17 0.777 0.802 0.81 0.823 0.83 0.835 0.813 0.806 0.824 0.86
18 0.784 0.803 0.809 0.828 0.838 0.856 0.837 0.849 0.883 0.907
19 0.731 0.749 0.759 0.774 0.793 0.817 0.8 0.811 0.839 0.868
20 0.751 0.78 0.784 0.793 0.808 0.825 0.816 0.829 0.855 0.899
21 0.777 0.802 0.811 0.825 0.837 0.853 0.818 0.805 0.819 0.851
22 0.762 0.79 0.801 0.818 0.833 0.855 0.824 0.82 0.833 0.866
23 0.781 0.804 0.811 0.824 0.835 0.852 0.82 0.809 0.817 0.836
24 0.78 0.802 0.809 0.823 0.837 0.855 0.821 0.808 0.804 0.824
25 0.783 0.803 0.811 0.828 0.84 0.858 0.824 0.812 0.804 0.835
26 0.777 0.802 0.813 0.828 0.84 0.858 0.826 0.821 0.851 0.879
27 0.769 0.798 0.811 0.826 0.838 0.858 0.829 0.82 0.821 0.845
28 0.758 0.788 0.805 0.82 0.836 0.856 0.824 0.811 0.816 0.838
29 0.755 0.785 0.801 0.819 0.834 0.855 0.826 0.815 0.818 0.854
30 0.762 0.791 0.806 0.821 0.836 0.856 0.827 0.82 0.823 0.859
31 0.74 0.772 0.79 0.81 0.827 0.85 0.821 0.814 0.812 0.84
33
Channels skipped due to NAN values
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