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Let L, ,..., L, be submodules of a finitely generated, projective 
module M over a (commutative) integral domain R. Is there a decompo- 
sitionM = Ml @ *a* CiJ M,, with each Mi of rank 1, which decomposes 
every L, ; that is, such that Li = &(Li n Mi) ? If so, there will exist 
ideals Eii of R such that Li = ojE,jMj . Although such a decomposition 
of M often does not exist, O’Meara showed in [6, 5.41, that when R is a 
Dedekind domain, this type of decomposition of M exists provided it 
exists locally. 
We extend this result to noetherian domains of Krull dimension 1 
(Theorem 2.1), and sharpen it by determining the degree of choice one 
has in selecting the isomorphism class of each Mi . We also determine 
the degree of choice one has in assembling the “multiplier” ideals Eij 
from their counterparts in the given local decompositions. In brief: If M 
and all the L, have the same rank, then the Mj can be chosen isomorphic 
to arbitrary nonzero ideals whose direct sum is g M (see Theorem 2.2, 
which also describes the degree of choice of E,j). When M and the Li are 
allowed to have different ranks, we show that M can be decomposed into 
“compartments” that are unique up to isomorphism, and in each of 
which the “equal rank” case applies (Theorem 3.1 and Remarks 3.2). 
To see the necessity of the local hypothesis, we note that [6, 4.21 
if R is a discrete rank 1 valuation domain, and M is free of rank 2, then 
there always exist submodules L, and L, , each of rank 2, such that no 
decomposition of M decomposes both L, and L, . 
We will say that a torsion-free module M over an integral domain R 
has rank n, if M has a linearly independent set of n elements, but no 
such set of 7t + 1 elements. 
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1. PRELIMINARIES 
Dual to the problem of simultaneously decomposing a module M and 
one of its submodules is that of simultaneously decomposing M and 
one of its homomorphic images U. The advantage of the dual situation 
is that, in certain cases, one can specify the actual decomposition 
U = U, @ a** @ U, to be lifted. The precise result we will need is: 
(1.1) Letf: M = Ml’ @ -*- @M,’ onto U = U, @ **a @ Un be a 
homomorphism of modules over an integral domain R, with each Mi 
projective of rank 1 and each Ui cyclic and of finite (composition) length. 
Then, there is a decomposition M = M, @ **. @ Mn for which each 
Mi g Mi’ and f (ML) = Ui . 
This result is a special case of [3, 1.21 (readers interested in non- 
commutative rings will find an improved version in [4, 1.51) together 
with [3, 1.11. 
To carry out inductions, we will need: 
(1.2) Let f: M = T @ P’ onto U = f(T) @ V be an epimorphism 
of modules over any ring, with P’ projective. Then, there is a decomposi- 
tion M = T @ P, for which P z P’ and f (P) = V. 
Proof. Let rr be the projection map: U --t f (T). Since P’ is projective, 
there is a map v making the following diagram commute. 
P’ 
One easily verifies that M = T @ (1 - v)P’. Moreover, nf (1 - y)P’ = 0 
by commutativity of the diagram. Thus, P = (1 - cp)P’ satisfies 
f(P) C V. Since 
U = f(M) = f(T) + f(P) = f(T) 0 V, 
we conclude that f (P) = V. Finally, P’ G P via (1 - v); so the lemma 
is proved. 
(1.3) Let R be a noetherian domain of Krull dimension one. Then, 
(i) For every ideal E # 0, R/E has a composition series. 
607/20/1-3 
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(ii) For every invertible ideal A and nonzero ideal E, A/EA g R/E 
as R-modules. 
(iii) For every finitely generated torsion R-module U, {maximal 
ideals P j UP # 0} is a finite set. 
Proof. When E # 0, R/E is noetherian of Krull dimension zero, 
hence, artinian. Thus (i) holds. Since artinian commutative rings have 
only a finite number of maximal ideals, (ii) is a special case of [3, 1.71, 
together with [3, 1.11. 
For (iii), let E be the annihilator of U. Then, E # 0, since U is finitely 
generated and torsion. Then, the artinian ring R/E has only finitely 
many maximal ideals P/E. If P is any other maximal ideal of R, then 
R,E = R, , so Up = RpUp = (R,E)U, = 0. 
(1.4) Let R be an integral domain of Krull dimension one; and for 
each maximal ideal P, let E(P) be an ideal # 0 of R, such that E(P) is 
different from R, for only finitely many P. Then, E = &. E(P) is an 
ideal of R and R,E = E(P) for every P. 
Proof. Since A = n {R,A 1 P = maximal ideal) for every R- 
submodule A of the field of fractions of R [I, p, 89, Corollary 41, it will 
suffice to produce an ideal D of R such that, for every P, R,D = E(P). 
Let P(l),...,, P(n) be the finite number of P such that E(P) # R, , and set 
D= fiDi, where Di = E(P(i)) n R. 
i=l 
It suffices to check that RPcijDj = E(P(i)) if i = i, but = RPci) if i #-j. 
The first of these is trivial, so suppose i + j. Here, it suffices to check 
that Dj g P, when P # P(j). By the “dimension one” hypothesis, the 
only prime ideal of R,o, containing E(P(j)) is R,(,)PQ, ; and therefore, 
the only prime ideal of R containing Dj is Pi , as desired. 
For a general discussion of localization, see [l, Chap. 21. 
2. LOCAL TO GLOBAL 
Throughout this section, R will be a noetherian domain of Krull 
dimension one. L 1 ,..., L, will be submodules of a finitely generated 
projective R-module M. By a theorem of Serre [7, Sect. 81 there exist 
invertible ideals A, ,..., A, of R such that 
MzA,@.-*@A,, (n = rank M), (2.1) 
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and any 71 - 1 of these A, can be chosen arbitrarily, the remaining one 
being unique up to isomorphism. 
Our local hypothesis is that, for every maximal ideal P, the free 
(by [l, P. 1091) RP -module M, has a decomposition 
MP = RPbl,P @ -.’ @ RpbnsP 65% 
such that 
(Ls)P = Ei,l.dl,P 0 em* 0 Ei,n,pbn.~ > (i = l,..., m), ~2.3)~ 
where each Ei,i,p is an ideal of R, . 
We can now state our first two main results. 
THEOREM 2.1. (Keep all the above notation.) There exist decompositions 
M=M,@..v@M~, (each rank Mi = 1) (2.4) 
L< = Ei,,Ml @ .a- E,,,M,, , (i = l,..., m), (2.5) 
with each Ei,i an ideal of R such that, after a suitable renumbering in each 
(2.2)p, and consequently in (2.3)p , R,E,,j = Ei,J,p , 
(Note that the theorem does not claim RpMi = Rpbi,, , even after 
the renumbering.) 
THEOREM 2.2. Suppose that rank M = rankLi for every i. Then, 
in (2.4) and (2.5) above, we can choose MI ,..., M, isomorphic to arbitrary 
invertible ideals whose direct sum is g M. Furthermore, we can satisfy 
R&i,, = Ei,j,P f or every i, j, P without any renumbering in (2.2)p and 
(2.3)P . 
We now begin on the proofs of the above results. 
DEFINITIONS. Since M is projective, we can. consider it to be an 
R-submodule of some vector space over the quotient field R, of R. 
For an R-submodule L of M we define 
As in abelian group theory, we call J? the pure R-submodule of Mgenerated 
by L. If L = L, we call L a pure submodule of M. 
To see how purity will be used, suppose, for the moment, that we 
already have the decompositions (2.4) and (2.5). Then, Li = @j”=, E&Mj , 
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where Eij = R if Eij # 0, and E& = 0 if Eij = 0. Thus, relative to (2.4), 
Ei is “a sum of coordinates.” 
We will say that an R-submodule L of M is locally a sum of coordinates 
if, for each P, there is a subset Y of (1,2,..., n) (depending on P) such 
that L, = ojeY R,bj,p . 
LEMMA 2.3. (i) “Purity localizes;” that is, for every R-submodule L 
of M, and every P, R,L is the pure R,-submodule of Mp generated by 
Lp(= R,L). 
(ii) Every L, is locally a sum of coordinates. 
Proof. We omit the straightforward proof of (i). To obtain (ii), note 
that since purity localizes, (Q, is the sum of those R,bj,p , for which 
Ei,j,P i 0. 
LEMMA 2.4. Suppose that {Li> is closed under 0, and that some 
L, = M. Set(for 1 <i<m) 
Ti = I(& I& Czi (proper inclusion)}. 
Then, Ti is locally a sum of coordinates and there exist submodules Ci of 
M such that 
z, = Ti @ Ci , 
For any such choice of Ci , 
(Ci = Cj if E,. = i;j). (2.6) 
M = @i ci ) (each distinct Ci occuring exactly once). 
In fact, every Ti is the direct sum of those C, that it contains. 
Proof. Note first that 
(2.7) 
E,n(E, +, ..- +L,) = (E, nEz) + --. +(I1 d,). (2.8) 
It suffices to check this locally. But since each zi is locally a sum of 
coordinates (Lemma 2.3)) (2.8) is a consequence of the familiar fact that 
0 and (J commute as operations on the family of subsets of (1, 2,..., n). 
Next, we show that Ti is a direct summand of M. (When R is a 
Dedekind domain, this follows from the fact that Ti is pure in M. In the 
more general situation at hand we reason as follows.) Since R is noetherian 
and M is finitely generated, M/Ti is finitely presented. Therefore, it 
suffices to check that Ti is locally a direct summand of M [l, p. 901. 
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But locally Ti is a sum of coordinates (since the same is true of every 
Lj), and hence, (TJP is obviously a direct summand of Mp . 
Since Ti is a direct summand of M and T, C & , Ti is a direct summand 
of pi, too. Thus, we get (2.6). 
Directness in Eq. (2.7) 
By (2.6), we can suppose that & # Li for i # j. Suppose the sum is 
not direct, and let C ci = 0 be a nontrivial relation. We can suppose 
that the nonzero terms are cr ,..., cs , and that 1, is maximal among the 
submodules L r ,..,, i;, (with respect to set-theoretic inclusion). Then 
O#Cln cc,+ es- + C,) Cl1 n (& + --- +E,) 
= (Z, nLz) + -*a + (L, f-IL,), (by GW- 
cw 
But since {Li} is closed under n, each L, A Li equals some Lj CL, ; 
then, maximality of L, shows that this last inclusion is proper, and 
hence, ,$ C TI . 
Thus, (2.9) yields the contradiction 0 # C, n TI , and directness is 
proved. 
NOW, take m E M. We show that m E 2 Ci . For some i, M = Li = 
Ti 0 Ci 7 so m = ts + ci . Since Ti is a sum of Lj’s (each strictly 
smaller than &) we can write ti as a sum of elements mj in these &‘s, 
and then again apply 4 = Tj @ Cj . After a finite number of repetitions 
of this procedure, we get the desired expression for m. This argument 
also shows that each Ti is the sum of those C, that it contains. 
LEMMA 2.5. Suppose 
M= T@C, (0 < t = rank T, C # 0), (2.10) 
where T is locally a sum of coordinates, say (after suitable local renumbering) 
Tp = & Rpbj , P. Suppose also that 
rank L, = rank L, = *** = rank L, = rank M, (s 2 1). (2.11) 
Then there exists a decomposition 
M= T@M~+,@-OM,, (2.12) 
and ideals Eij of R such that 
L, = (4 n T) 0 -%d&+, 0 - 0 EdK, (1 Gigs), (2.13) 
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with 
RPE~,~ = Ei.j,p 9 (all i, j in (2.13); all P). (2.14) 
Proof. Let f, fi , & be th e canonical homomorphisms that make the 
following diagram commute. 
M=T@C 
(2.15) 
The idea of the proof, in the case T = 0, is the following. Localize 
(2.15) at a maximal ideal P, and recall the formula oi (A,/Bj) z 
(& A,)/(@$ I+). The local hypotheses (2.2)p and (2.3)p , when reduced 
modulo &=r (L ) 
~PinL~~i~P~ 
i p , provide a direct sum decomposition of Up = 
which becomes, afterfi is applied, a direct sum decom- 
position of (U,), = Mp/(Qp . We gather these local decompositions 
together, obtaining a decomposition U = @ Vi that remains direct in 
every Ui , that is, U$ = @J,(Vj). Finally, we lift this decomposition 
of U, in the “global” diagram (2.15), to the desired decomposition of M. 
Here are the details. 
Local Hypotheses 
Recall that Tp = &, Rpbj,p . From (2.2)p and (2.3)p , we obtain 
(2.1% 
where (since ker fp = ni (LJp) 
VJ,P = fp(Rdj,p) E RP/~ Ei.i.p 9 (j=t+l,..., n). (2.17), 
i=l 
Applying (ii), and using commutativity of (2.15), yields 





The local ideals Ed,j,p in (2.19), are all nonzero since, by the “equal 
rank” hypothesis, (UJp is a torsion R,-module. Furthermore, since R 
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is noetherian of Krull dimension one, (U& = 0 except for finitely 
many P, by (1.3). Hence, only finitely many of the ideals Ei,j,p are 
different from Rp . (Here, i, j, and P are all allowed to vary.) This 
permits us to set, by (1.4), 
-Cj = n Ei.j.p , with RpEi,j = Ei,i,P , (i < s). (2.20) 
P 
Next, we use the fact that, over a noetherian domain of Krull dimension 
one, every torsion module is the direct sum of its “primary components” 
(see [2, 4.4; or 5, 8.6]), that is, 
Ur @ UP via u-#4)P~Pmax > (2.21) 
Pm&x 
and a similar expression holds for each Ui . Thus, taking the direct 
sum of (2.16)P and (2.18), over all P, we get decompositions 
lJ =f(T) 0 vt,, 0 **- 0 v,, with Vj z R ii 
n Ei,j , (2.22) 
such that 
with f,(V,) E R/E,,, . (2.23) 
Since f(M) = U and C is projective, we can assume, by (2.22) and 
(1.2), that f(C) = V,,, @ **a @ V, . Since each Vj is cyclic of finite 
length (by (2.22) and (1.3)) we can use (1 .l) to lift our decomposition 
of f(C) to a decomposition of C, yielding 
M= T@C= T@M,+,@-*@M,, (rank Mj = l), (2.24) 
with each f(Mi) = Vi . For future reference we note that the lifting 
theorem (1.1) allows us to do this in such a way that 
M t+l ,..., Mm , can be chosen g any invertible ideals 
of R whose direct sum is z C z M/T. 
(2.25) 
Furthermore, commutativity in (2.15) shows that &(A$) = Ji( Vi). 
Therefore, directness in (2.23) shows that 
Li = ker fi = ker(fi 1 T) @ ker(fi 1 Mt+,) @ *a* @ ker(fi ) M,) 
= (Li n T) 6 ker(f, j Mj). (2.26) 
j=t+l 
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But since fi(Mi) = f,(V,) z R/Ei,j and Mj is projective of rank 1 
(hence, E an invertible ideal of R by [l, p. 117]), (1.3) shows that 
ker(fi 1 Mj) = Ei,jMj , 
and putting this into (2.26) we obtain (2.13), thereby completing the proof 
of the lemma. 
Proof of Theorem 2.2. This theorem is the special case of Lemma 2.5 
obtained by taking T = 0 and including the supplementary statement 
(2.25). 
Proof of Theorem 2.1. We want a decomposition of M that de- 
composes every Li . It will not hurt the theorem if we also decompose 
some additional submodules. We will say that a submodule L of M 
“has the form (2.3)” ‘f f 1 or every maximal ideal P, L has an expression of 
the form (2.3)P . 
We claim that the set 9 = {Li} can be enlarged to a finite set of 
modules, each of the form (2.3), such that the new 9’ satisfies 
ME9, andfor A,BiinY,An(B,+...+B,)E~. (2.27) 
Note that for submodules Ai and Bi of M, of the form (2.3), the sub- 
modules C As , n A, , and ,& again are of the form (2.3). Also, Ai is 
locally a sum of coordinates (Lemma 2.3), and that makes it easy to 
check that 
by checking locally. 
Now, let 9 be the original set {Li>. We can suppose that ME 9, 
since M has the form (2.3). Let 9i = 9 u (A / A E 9} and let ZS be 
the set of intersections of elements of Pi . Then, of course, Pz is closed 
under intersection. Also, if A E Za , then A E 9s , because A, n A, = 
Al n &. 
Let 9a be the set of submodules of the form Y = A n (Bl + a’- + B,.) 
with A and every Bi (hence, i$) in & . To see that 9s is the desired 
set, note first that, for any Y in dp, , P = C yi with each Fi in zS ; 
for P = A n (C & = C (.?i n &) and we can take F$ = & n B, . 
To obtain (2.27) for .%a, take an arbitrary expression X n (x Q 
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with each X and Y$ in Za . Then, by the previous paragraph, we can 
suppose, after increasing the number of Yi, that each Yi E ss. 
Writing X = A n (C Bj) with A and Bj in gz , we get X n (C Yi) 
Now, change notation so that 2 itself satisfies (2.27). In particular, 
every & E 5? because & = M n Li . Because of (2.27) (&> is closed 
under n and contains M. Hence, we can apply Lemma 2.4, obtaining 
the decompositions & = Ti @ Ci and M = @Ji Ci . 
Note that if Li = Ei for every i, we are done: Just write each Ci as a 
direct sum of modules of rank one, and use the fact that every Ti is the 
direct sum of those Ci that it contains. To deal with the general situation, 
we get better Ci’s, remembering that M = @ Ci holds with Ci any 
complement of Ti in Li . 
Renumber the Li so that E, = .& = a+. = Es , but L, #E, for i > s. 
Also, let r = rank L, . Now, apply Lemma 2.5 to the situation E, = 
Tl @ C, . Then, (2.12) and (2.13) yield decompositions 
Ll = T~@Icl,+,@*-@M,, (2.28) 
new C, 
Li = (L, n Td 0 %+I n/r, 0 ... 0 Ei,,~r , (1 < i < s), (2.29) - 
= some L, 
where Li n Ti = L, follows from (2.27) and the fact that Tl is a sum of 
modules of the form &. . 
To complete the proof of the theorem, just obtain an expression of the 
form (2.28) for each distinct & . The corresponding expressions (2.29), 
together with (2.14) g ive the desired decompositions of the Li . 
3. COMPARTMENTS AND UNIQUENESS 
Let L, ,..., L, be submodules of a finitely generated torsion-free 
module M over any integra1 domain R. Suppose there exist 
decompositions 
M=M,@--@A&, (each M, of rank 1) (3-l) 
Li = E,.JUl 0 1.. @ E,Jk?, , (i = l,..., m). (3.2) 
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We will say “LL, needs Mj” if Ei,i f: 0. Let 9 be a subset (proper or 
improper) of {Li} and let 
C(Y) = @ {Mj 1 Mj is needed by all those Li in Y and no other Li}. (3.3) 
We will call this the Y-compartment of M relative to the decompositions 
(3.1) and (3.2). Every Mj is placed, in this way, into exactly one compart- 
ment. Some compartments, of course, may be zero because they do 
not contain any Mi’s. 
For example, suppose rank M = 7, and there are three Li with the 
following “needs”: 
Li Ll L2 4 
Li needs M,,M,,Ms,M, Ml , M, , % , Mb Ml , M, 
Then C(L,, L,) = M, @MS, C(L,) = 0, and C(0) = M6 @ M,. 
Let C’(9) be the Y-compartment of M relative to a different pair of 
decompositions (3.1)’ and (3.2)‘. 
THEOREM 3.1. For every Y and every i, C(Y) E C’(9) under an 
isomorphism which takes C(Y) n L, onto C’(9) n L, . 
Remarks 3.2. Choose the notation so that Y = {L, ,..., L8) with 
s > 0. Then we obtain from (3.1) and (3.2)) after a suitable renumbering 
of the Mj , 
C(Y) = MI @ .a. GM,, (3.4) 
C(Y) A Lc = Ei,,Ml@ *** @ E,,,Mt ) (i < s). (3.5) 
Every Eij in (3.5) is nonzero. We have not bothered to list L,, ,..., L, 
in (3.5) because all of the corresponding EiSj are zero. 
Note that we are now in the equal rank case covered by Theorem 2.2. 
Therefore, when R is noetherian of Krull dimension 1 and M is projec- 
tive, any t - 1 of the Mi in (3.4) can be chosen isomorphic to arbitrary 
invertible ideals of R. Moreover, the ideals Ei,j in (3.5) can be changed 
arbitrarily provided that we do not change the set of “local ideals” 
E. . 2.3.P = R,E,,j . 
Thus, we have answered all of the questions posed in the Introduction 
concerning the relation of the given local information to the global 
situation. 
Note that when 9’ is empty, C(Y) takes the form (after renumbering) 
Mt,, 0 *-- 0 Mm, where everyL$ C MI @ *a* GM,. 
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Proof of the Theorem. Again choose the notation so that Y = 
{L, ,***, L,}andC(Y) = MI@*-*GM,. Let 
L(Y) = @ {Mj 1 Md is needed by at least those Li in Y} 
T(Y) = L(Y u (L,,,}) + L(Y u {Ls+z)> + *-* + JYY u SnH* 
Thus, T(Y) is the sum of those Mj that are needed by those Li in Y and 
at least one more Li . Hence, 
L(Y) = T(Y) @ C(Y). (3.6) 
Next, note that, since each Ei,j is an ideal in an integral domain, and 
each Mj is isomorphic to such an ideal, L(Y) is the pure submodule of M 
generated by n {Li E 9’} (“pure” is defined just before Lemma 2.3). 
This description of L(Y) d oes not mention the Mj . We conclude that 
L(Y) = L’(Y), and similarly, T(Y) = T’(Y). Consequently, the 
version of (3.6) computed relative to (3.1)’ and (3.2)’ is 
L(9) = T(Y)@ C'(sp). (3.7) 
Now, take any x E L(Y). Then, x = t + c = t’ + c’, with t and t’ in 
(T(Y), and c and c’ in C(9) and C’(Y), respectively. The desired 
isomorphism of C(9) onto C’(Y) is then c -+ c’. To complete the 
proof, we merely have to show that c E Li o c’ EL, ; and we do this by 
showing that, for x E L(Y), x E Li o both t and c EL, (then invoking 
symmetry). The implication “j” is an immediate consequence of the 
facts that (3.2) holds and the three modules in (3.6) are sums of the 
coordinate modules Mi in (3.1); and the opposite implication is trivial. 
Q.E.D. 
Remarks 3.3. (i) We have proved something stronger than the 
uniqueness claimed in the theorem: Let (3.1)’ and (3.2)’ be any decom- 
position of M of the form (3.1) and (3.2), that is, every Mj’ has rank 1 
and every Ei,j is an ideal. Then, for any subset Y of {L, ,..., L,}, we can 
replace C(Y) by C’(Y) in (3.1) p rovided we also replace C(9) n Li by 
C’(9) n Li in (3.2). Th is, in fact, is the content of (3.6) and (3.7). 
(ii) The above considerations are what motivated the proof of 
Lemma 2.4, as one can see by comparing (3.6) and (3.7) above with (2.6) 
and (2.7) of that lemma. 
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