The walking paths of humans in everyday life exhibit specific characteristics. Our investigation takes the well-established perspective that human locomotion approximately fulfills suitable optimality principles when walking from a starting position to a designated end position. Here, we address the special task of collision avoidance with a crossing interferer. While our model of the dynamics is quite simple, we focus on the task of determining the cost function out of a parametric family, that results in a best fit between the corresponding optimal control-based navigation and given recorded data of human navigation. The resulting bilevel optimization problem combines an optimal control problem on the lower level with a data fitting problem on the upper level. Our solution strategy uses the first-order optimality conditions of the (discretized) optimal control problem to transform the bilevel problem to a standard (one-level) optimization problem. Modeling aspects concerning the walking process and especially the interfering person are discussed. Since human walking motions with a crossing interferer do not seem to be globally optimal, an MPC-like approach distinguishing between obstacle avoidance and free motion is introduced and optimization results using recorded human data are presented.
INTRODUCTION
The analysis of human motions is a long-standing research area and especially in the context of technical systems that mimic human strategies and cooperate with humans the interest in the underlying principles is still increasing. For human arm motions several cost functions were presented in the literature (e.g. Flash and Hogan (1985) ; Uno et al. (1989) ), but further research showed that each of the cost functions can only explain a limited range of motions (Todorov (2004) ). Thus, we consider a parameterized family of cost functions and search for the optimal parameters to reproduce the characteristics of a task at hand (Albrecht et al. (2012 (Albrecht et al. ( , 2011 (Albrecht et al. ( , 2010 ). In the context of human locomotion the idea of determining the optimal cost function via inverse optimal control is introduced in (Mombaur et al. (2010) ). There, obstaclefree paths are considered and the family of cost functions is given by the convex combinations of five basic cost functions. The bilevel problem is solved by nesting the individual solvers for the data fitting problem and the optimal control problem. It is reported that the characteristics of the human motion data are met and the results are used to control a humanoid robot.
The goal of our research is to extend the problem class to navigation problems with moving obstacles, e.g., crossing persons. Therefore, we consider additional cost functions and treat some of the modeling parameters as further optimization variables, which introduces nonlinearities with respect to the parameters of the family of cost functions. To solve this bilevel problem, we use a transformation approach based on the KKT-conditions of the discretized optimal control problem (cf. Dempe (2002) ) and solve the resulting nonlinear optimization problem with the interiorpoint code IPOPT (Wächter and Biegler (2006) ).
The paper is structured in the following way: In section 2 the bilevel problem is formulated and our solution strategy is summarized. The modeling details of the optimal control problem considered here are discussed in section 3. A special focus will be on the approximation of the interferer by a Gaussian-based cost function (cf. section 3.2.1). This is followed by a description of the experimental setup used to record the human walking data in section 4. Optimization results using this data are presented in section 5 and finally a summary concludes this paper.
PROBLEM FORMULATION AND SOLUTION STRATEGY
Assuming that human motions are approximately optimal for an unknown cost function, the goal is to find the cost function within a given parametric family of cost functions explaining the recorded human data best. Consequently, we have to solve a combination of two optimization problems: an optimal control problem on the lower level (llp) and a data-fitting problem on the upper level (ulp). In the following both problems are stated and the solution strategy used in this paper is summarized.
The optimal control problem describing the human motion task has the following structure: min
where w are given parameters, x(t) denotes the state and u(t) the control at t ∈ [0, t f ], with the free final time t f . The function h describes the dynamics of the system and the function b the boundary conditions for the current task. The function to be optimized belongs to a family of cost functions parameterized by w:
where n is the number of given basic cost functions f i and w = [w On the other hand, the task of the data fitting problem is to minimize the distance F between the recorded human data and the solution of the optimal control problem by optimizing the parameters w.
Our solution strategy uses time-discretization to obtain a finite-dimensional version of the optimal control problem. The discretized bilevel problem is then transformed into a standard optimization problem by using the KKTconditions of the discrete optimal control problem. The resulting nonlinear program is solved by the interior-point code IPOPT (Wächter and Biegler (2006) ). For more details on the solution strategy, see (Albrecht et al. (2012) ).
MODELING THE BILEVEL PROBLEM
In this section the modeling of the dynamics of the walking human is discussed and the individual cost functions used to build the parametric family of cost functions are stated. Furthermore, the distance measure needed for the data fitting problem is introduced.
Unicycle Model
The following model is used to represent the dynamics of the human: Fig. 1 . The unicycle model.
The current position of a proband is described by its Cartesian coordinates P P (t) = (P P x (t), P P y (t)) ∈ R b and orientation θ P (t) ∈ [0, 2π] (cf. figure 1) . The model is referred to as the unicycle model since only velocities in forward direction v P (t) ≥ 0 are allowed.
The dynamics are simple integrator chains for the velocity and the orientation angle using the controls u v (t) and
In addition to the ODE describing the dynamics, boundary conditions have to be defined to fully state the constraints of the llp (cp. section 2). We demand that at the start P P (0), θ P (0), v P (0) andθ P (0) correspond to the values of the recorded human data. Similarly, data values (corresponding to P P (t f ), θ P (t f ), v P (t f ) andθ P (t f )) have to be met by the llp solution at the final time, too.
Cost Functions
The following basic cost functions are used in our computations to build the parametrized family of llp costs (cf.
The most classic cost functions are minimization of a state or a control variable:
In our setting this could, for example, correspond to minimization of acceleration or rotational jerk. In addition, considering deviation from a reference value r j ∈ R leads to the definition of further cost functions. One realization of such a cost function could be motivated by the tendency to walk at a comfortable walking speed:
Note that the reference value r j corresponds to a parameter w b i being optimized in the bilevel optimization. Another considered cost function is the deviation from a straight line connecting start and goal position.
where P line is the projection on the straight line connecting the start and goal positions. Furthermore, we use the cost function f 5 introduced by (Mombaur et al. (2010) ) which integrates the squared difference between the current orientation θ P (t) and the direction towards the goal position
Since the navigation tasks are considered to have a free final time, rescaling the motion to a fixed interval is used to introduce the value t f as a further state of the discretized llp. The minimization of t f gives the basic cost function:
Modeling the Interferer. In addition to the introduced cost functions a further cost function is needed to model the influences of the interfering person on the path of the proband. Note that the interferer does not communicate with the proband and is walking at a (approximately) constant velocity along a straight line. The interferer cost is modeled by a normalized Gaussian centered at the point C(t) which is computed from the current position of the interferer P I (t), and its velocity v I (t):
where the characteristic time δ ≥ 0, an optimization variable, is used to model the off-center position observed in experiments (cf. figure 2) . This takes the observation into account that the participants tend to pass behind the interferer with a smaller distance than in front of it. The optimization variables σ s and σ f are the standard deviations of the normal distribution corresponding to the lengths of the semi-axes of the ellipsoid. Consequently, the cost function reads:
where d f (t) and d s (t) are the distance between the center C(t) and the position of the proband P P (t) in forward and in sideward direction, accordingly.
Distance Measures
For the data matching problem a distance measure F has to be introduced which is suitable for the task at hand. Ideally we would like to match both the Cartesian path and the velocity profile, thus a first choice would be to compare the position of the proband P P (t i ) with the position P D (t i ) of the recorded human data for given time instances t i ∈ [0, t min f ], i = 1, . . . , m:
where t min f is the minimum of t f and the total time of the data. The velocity profiles recorded in the experiments (cf. section 4) exhibit considerable oscillations corresponding to the individual steps of the participants. Since individual steps are not modeled in the unicycle model, a data fitting with respect to this raw velocity data is not fully appropriate. Consequently, the velocity data is smoothed to obtain the mean velocityṽ(t) of the center of mass (cf. figure 3 ).
t Due to the resulting deviations between the recorded positional data andṽ(t), a combination of two measures, one comparing the velocity profiles and one the Cartesian paths, is used in our computations to separate the positional from the temporal information. The first one is
The Cartesian paths themselves are compared by using points of equal relative path length. Therefore, denote the lengths of the paths corresponding to the solution of the optimal control problem and the data by l P and l D , respectively. Re-parametrize the Cartesian paths P P (t) and P D (t), which so far depend on the time t, by path length l to getP P (l) andP D (l). Define the following distance measure by using these re-parametrizations:
The used distance measure is the sum of the two:
This decoupling of positional and temporal information proves to be a suitable way to assure that the Cartesian path of the solution of the optimal control problem is compared to the originally recorded path of the human proband, and at the same time to consider only a smoothed velocity profile suitable for the simple dynamical model.
EXPERIMENTAL SETUP
The locomotion experiments with human participants were conducted at the laboratory of Prof. J. Hermsdörfer, Technische Universität München. The movements of the participants were recorded with a high-precision tracker using markers.
x The participants were instructed to walk from a start to a goal position (positions and orientation were marked on the floor) using their normal walking speed, i.e., no limitations on the overall time of the movement were given.
The scenarios which were recorded comprised tasks which allowed for a straight walking path and tasks which demanded a curved path (cf. figure 4) . In several scenarios a second person was walking in the recording area. This interfering person was instructed to walk along a straight line at constant speed and avoid any interaction with the participant, who was informed that the interferer would not react and thus had to avoid him.
OPTIMIZATION RESULTS
In this section we discuss the bilevel optimization results for some of the recorded human trajectories to show that our modeling approach is able to capture the main features of the data; a detailed analysis of the optimization results, i.e., the optimal cost functions and the optimal parameters, for the total data set of the experiments is out of the scope of this work. Here, the focus lies on the modeling aspects of the inverse optimal control approach for human locomotion with a certain emphasis on the case of a crossing interferer.
First, results for individual straight or curved motions without an interferer are presented in section 5.1. Second, the interferer case is discussed in section 5.2 on an example trajectory. In section 5.3 optimization results obtained for a set of recorded motions are given.
Motions without Interferer
Several motions without a crossing interferer were recorded in the locomotion experiment (cf. section 4 and especially figure 4) and two examples are selected here: one (straight) motion where the orientation at the starting position is towards the goal position and one (curved) motion where the orientations at start and end are antipodal and the overall translation is sidewards.
The following strategy is used to determine the starting and end positions of the motions. In case of the curved motion the two time instances t a and t b within the experiment are given by the moments where the proband crosses a (virtual) line and in case of a straight motion the moment where the velocity of the proband becomes greater than 0.5 [m/s] defines the start and, accordingly, the moment where the velocity drops below 0.5 [m/s] is considered to be the end of the motion. The recorded human data at these time instances defines the boundary conditions for the optimal control problem: It is required that the identities are fulfilled for the positions P P (0) = P D (t a ) and
The computational results presented in this section are based on a family of cost functions generated by the following six basic cost functions f i , i = 1, . . . , 6, (cf. equations (1) - (5)):
Consequenty, the vector w combining the optimization variables of the data fitting problem is given by It has to be noted that several of the cost functions introduced in section 3.2 generate straight Cartesian paths for the given boundary conditions, thus the focus of the bilevel optimization for straight motions is on the matching of the velocity profiles. In the case of the curved trajectories the cost functions generate considerably different paths and in consequence the distance measure based on path length has more influence on determining the optimal cost combination (cf. figures 7 and 8).
x 
Motions with Interferer
In this section an example of an experiment run is discussed where in addition to the straight motion task a non-communicating interferer is crossing the proband's path. In consequence, the cost function f 7 (x|σ f , σ s , δ) (cf. equation (6) Introducing this further basic cost function allows for collision avoidance maneuvers, but the results of optimal control problem for various cost combinations correspond to global avoidance strategies which are not supported by our experimental data (see figure 9 ). Considering the structure of the recorded velocity profile (figure 10), it seems that in the first phase the human walked without considering that the inteferer will in the future cross the planned path. In a second phase, which could be characterized by the distance between proband and interferer being smaller than 1.5 [m], the actual avoidance maneuver takes place. Having passed the interferer, the motion of the interferer seems not to influence the proband's motion in a third phase. This observation suggests that a continuous replanning process, e.g., a modelpredictive control (MPC) approach, is used by the human opposed to a globally optimized motion. To incorporate this idea into our bilevel optimization approach, the overall motion is split into the three segments and the optimization is then done individually for each segment. Since segments one and three are similar to the straight motion discussed before, the following figures 11 and 12 only show the results for an example avoidance maneuver: 
Multiple Motions
The focus of the previous sections was on discussing the used modeling techniques and exemplifying the general bilevel optimal control approach for human navigation including the case of a crossing interferer -for presentational reasons thus only single motions were optimized. Here we want to note that our bilevel approach allows to consider several data sets at once and consequently, the optimal cost combination reproduces the common characteristics in these trials, but not as many details of the individual trials as in the single optimization case; it could be argued that considering multiple motions counteracts the overfitting problem.
The example visualized in the following is the combined optimization of two curved motions (cf. figures 13 and 14) and the comparision of the quantities corresponding to the obtained cost with a third motion of the same subject (cf. figures 15 and 16). Such comparisons dividing between a training set and a test set of data are common in the learning community and it can be seen that our approach is able to extract the main characteristics from the first two motions such that the predicted motion and the third recorded motion have common characteristics. 
CONCLUSION
The application of an inverse optimal control approach to human navigation is discussed in this paper. Special emphasis is on a scenario where the walking paths of two persons cross each other and the proband consequently has to do an collision avoidance maneuver. Details on modeling the interferer are presented.
Optimization results show that the introduced approach determines parameters such that the general features of the recorded human data are met by the corresponding solution of the optimal control problem. Two main possibilities exist to use this technique in the context of cognitive technical systems: One can use the obtained cost function to predict motions of persons being in the same workspace and thus enable the technical system to interact with those persons more naturally. On the other hand, the optimization results could be used to train a robotic system to navigate more human-like. 
