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1. INTRODUCTION
Personal verification is fundamental in any identity-based 
access control system and there is an increasing use of biometric 
features to authenticate individuals by measuring some inherent 
physiological or behaviour characteristics. Currently, a wide 
variety of applications require reliable verification schemes to 
confirm the identity of an individual, recognising humans based 
on their body characteristics has become more interesting in 
emerging technology applications. 
1.1 Biometric System
A biometric system is a technological system that uses 
information about a person to identify that person. Biometric 
systems rely on specific data about unique biological traits to 
work effectively. Biometric systems work by recording and 
comparing biometric characteristics, as shown in Fig. 1. When 
an individual first uses a biometric system, his identification 
features are extracted and enrolled as a reference for comparison 
in the future.  
1.2 Hand Dorsal Vein
Vein pattern is the network of blood vessels beneath a 
person’s skin. This vein pattern can be used to authenticate 
the identity of an individual. Veins are found below the 
skin and cannot be seen with naked eyes. Anatomically, 
apart from surgical intervention, the shape of the vascular 
patterns in the back of the hand is distinct from each other. 
Vein pattern is always the same, that is, the shape of the 
vein remains unchanged even when human being grows. Its 
uniqueness, stability, and immunity to forgery are attracting 
researchers. These features make it a more reliable biometric 
feature for personal identification. Furthermore, the state of 
skin, temperature, and humidity have little effect on the vein 
image, unlike fingerprint and facial feature acquirement. The 
hand vein biometrics principle is non-invasive in nature where 
dorsal hand vein pattern is used to verify the identity of an 
individual. 
1.3 Natural Image Statistics
Natural images are photographs of the typical environment 
where people live. The statistical structure is described using 
a number of statistical models whose parameters are estimated 
from image samples. Figure 2 shows a collection of mean 
images created by averaging pictures from the same semantic 
category.
Natural image statistics deals with the statistical regularities 
related to the natural images. It is based on the foundation 
that a perceptual system is designed to natural images taken 
by individuals. Figure 3 shows the spectral signatures of 14 
different image categories. Each spectral signature is obtained 
by averaging the power spectra of a few hundred images per 
category. The contour plots show the dominant spatial scales 
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Figure 1. Working of a biometric system.
KUMAr, et al.: HANd VEIN PATTErN rECogNITIoN UsINg NATUrAL IMAgE sTATIsTICs
151
and dominant orientations for classes of scenes representing 
different volumes or depth ranges. The shape of the spectral 
signatures are correlated with the scale at which the main 
components of the image should be found. It gives an idea 
about statistics of natural image categories. 
Natural image patches mean small sub-images (windows) 
taken at random locations in randomly selected natural 
images.  For each input patch, one gets a realisation of that 
random variable. The natural image patches can be considered 
as a random vector. A set of more than 40,000 natural images 
can be obtained from www.freefoto.com in which all images 
are taken with a range of different films, cameras, and 
lenses, and digitally scanned images. These are rgB colour 
images, spanning a range of indoor and outdoor scenes, 
JPEg compressed with an average quality of 90 per cent, and 
typically 600 × 400 pixels.  rgB images are converted into 
grayscale images and the random patches are chosen from the 
converted images. Figure 4 shows some natural image patches 
identified by Hyvarinen2, et al.
Figure 4 Some natural image patches2.
Figure 2. Averaged pictures of categories of images1.
Figure 3. Spectral signatures of 14 different image categories1.
The proposed work adopts a local descriptor which was 
proposed by Kannla and rahtu2 for face recognition and texture 
classification. It automatically learns a fixed set of filters from 
a small set of natural images, instead of using handmade 
filters in local binary pattern and local phase quantisation. 
This approach is based on statistics of natural images and its 
modelling capacity.
2. HAND DORSAL VEIN DATASET 
A dataset of 2040 hand vein images was acquired under 
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the natural lighting condition with a resolution of 640 × 480. 
It was named as North China University of Technology  hand-
dorsa vein dataset or NCUT dataset.  In detail, 10 right and 10 
left back of the hand vein images were captured from all 102 
subjects, aged between 18 to 29 years, of which 50 were male 
while 52 were female. 
The image coverage area is larger than the dorsal hand 
as shown in Fig. 5(a). In this work, the image centroid was 
identified to extract the roI. Let (x0, y0) be the centroid of vein 
image f(x, y) then
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Images were cropped wrt the centroid points in different 
sizes like 320×320, 340×340, 360×360, 380×380 and 400×400 
pixels. The cropped image of size 360×360 pixels gives 
appropriate hand vein image and this size of images were taken 
for experimental analysis. Figure 5(a) shows back of the hand 
vein image captured with a resolution of 640 by 480.  Figure 
5(b) and 5(c) respectively show the centroid and roI of an 
image.
given image I, the coefficient si can be identified that fulfills 
this equation. This can be computed linearly as
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There are many different sets of features that can be used 
like Fourier functions, wavelets, gabor functions, features of 
discrete cosine transform, and many more. These sets attempt 
to represent all possible images, not just natural images, in a 
way which is optimal.
The most fundamental statistical properties of images are 
captured by the histograms of the outputs si of linear feature 
detectors.  The output of a single linear feature detector with 
weights W(x,y) by s is denoted as follows in Eqn.  (5)
( ) ( )
x,y
s W x, y I x, y=∑                                       (5)
where W is the weight and s is the single linear feature.
The statistics of the output contains more number of 
different histograms when the input of the detector consists of 
a large number of natural image patches. Thus, the feature s is 
a random variable, and for each input patch, to get a realisation 
of that random variable. 
Kannala and rahtu presented a method for constructing 
local texture descriptors, based on independent component 
analysis and efficient scalar quantisation scheme2. This feature 
tested with face images gives improved accuracy. The proposed 
work computes the binary code string for every pixel of a given 
image by natural image statistical filters. The code value of the 
pixel considers the local descriptor of an image intensity values 
in the pixel’s neighbourhoods. The value of each bit binary 
code was calculated by binarising the response of linear filter 
with a threshold at 0. Each bit is related with different filters 
and the preferred length of the binary code decides the number 
of filters used. The set of filters is studied from a training 
set of natural image patches which increase the statistical 
independence of the filter response2. This statistical property 
of natural image patches decides the texture descriptor. Figure 
6 shows the binary code string calculation using 12 filters of 
size 3 × 3.
In this paper, an image patch X was obtained from the 
numerical greyscale values of pixels in a patch of a natural 
image. A patch means a small sub-image or window. The patch 
size was taken as the size of the required filter. Image patches 
were randomly selected from the natural images. The random 
position and image selection were based on a random number 
generator implemented by the system.
Let X be an image patch of size l × l and Fi be the linear 
filter of the same size. The filter response Ri is calculated by 
Eqn. (6).
( ) ( ) Ti i i
u,v
R F u,v X u,v F x= =∑                   (6)
given n linear filters Fi , stacks these to a matrix F of size 
n×l2 and all responses are computed at once. The bit strings 
for all image patches of size l×l, surrounding each pixel of an 
image, can be computed by n convolutions.  The independence 
Figure 5. (a) Back of hand vein image, (b) Centroid, and (c) 
ROI.
3. IMAGE DESCRIPTOR USING NATURAL 
IMAGE STATISTICS
Most of the natural image statistical models are based on 
computing features. The features are used for any function of 
the image which will be used in further visual processing. The 
feature may be the output of the function or the computational 
operation which computes that value. one simple way of 
representing an image is a linear weighted sum of features. 
Let each feature is denoted by Ai(x,y), i = 1, . . . ,n. These 
features are assumed to be fixed. For each incoming image, the 
coefficient of each feature in an image is denoted by si. so the 
image I can be represented as follows
( ) ( )
n
i i
i 1
I x, y A x, y s
=
=∑                         (3) 
where I is an image, (x,y) is spatial coordinate in I, A  is a feature 
in image, s is a coefficient of a feature and n is the number of 
features. For simplicity, let one assumes that the number of 
features n equals the number of pixels then the system in Eqn. 
(3) is inverted as shown in the Eqn. (4). This means that for a 
(a) (b) (c)
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of Ri  provides justification for the proposed independent 
quantisation of the elements of the response vector R.
R=Fx                                         (7)
The filters Fi are determined by the natural image patches 
obtained from Hyvarinen2, et al. The elements of Ri of R are 
independent because the filters are determined by the natural 
image patches. The binary code string B for an image patch 
X is calculated by binarizing each element of Ri of R with a 
threshold at 0.
1 0
0
i
i
if R
B
otherwise
>= 
                                                (8)
where Bi is the i
th element of B. 
The stack of n filters was applied for each pixel and the 
n bit binary code string B was calculated. The binary coded 
string is converted to a corresponding pixel value as 
1
2
n
j
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j
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4. EXPERIMENT RESULTS ANALYSIS
In this section, the proposed method was assessed in 
NCUT hand vein dataset. The pattern matching was performed 
using nearest neighbour (NN) classifier.  The NN is a commonly 
used classifier. An input sample is classified by calculating 
the distance to the training samples and the minimum of the 
results determine the classification of the sample. Histogram 
distance measures are used in NN classifier. The following 
distance measures was used to identify the distance between 
two histograms.
Chi square :      ( ) ( )
2
2 , i i
i
i i
p q
p q
p q
−
χ =
+∑
Cityblock distance :      ( ) i iid p,q p q= −∑
Euclidean distance :      ( ) ( )2i iid p,q p q= −∑
Minkowski distance  :      ( ) ( )
1
k k
i ii
d p,q p q= −∑
 where k is assigned as 3 for Minkowski distance. 
To obtain the filters Fi, the ideas were drawn from 
Hyvarinen2, et al., and the filters are estimated by maximal 
statistical independence of Bi. The F was of size 12 × 17 × 17 
where 12 represented the number of natural image patches and 
17 represented filter size.
The biometric system generates two types of errors called 
the false rejection rate (Frr) and the false acceptance rate 
(FAr).  
No. of  failed attempts at authentication by authorized usersFRR
No. of  attempts at authentication by authorized users
=  
                                       (10)
No. of   successful authentications by impostorsFAR
No. of  attempts at authentication by imposters
=     (11)
The recognition rate is given as
thenumber of recognized imagesRecogntion rate= thenumber of testing images            (12)
Both FAr and Frr depend on threshold. A higher 
threshold will generally reduce FAr, but at the expense of 
Figure 6. Binary code string calculation using set of filters.
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increased Frr, and vice versa. The threshold affects Frr and 
FAr. At a low threshold, Frr will be low and FAr will be 
high.  
receiver operating characteristic (roC) curve plots 
parametrically the FPr (100-specificity) on the x-axis, against 
the corresponding true positive rate (TPr) (sensitivity) on 
the y-axis as a function of the decision threshold.  Each point 
on the roC curve represents a sensitivity/specificity pair 
corresponding to a particular decision threshold. A test with 
perfect discrimination has a roC curve that passes through 
the upper left corner (100% sensitivity, 100% specificity). 
Therefore, the closer the roC curve is to the upper left corner, 
the higher is the overall accuracy of the test3.
detection error trade-off (dET) curve (Martin23, et al.) 
plots error rates on both axes, giving uniform action to both 
types of errors. The dET curves can be used to plot matching 
error rates Frr against FAr and most of the image area used to 
highlight the differences of importance in the critical operating 
region.
The cumulative match curve (CMC) is used as a measure 
of 1:m identification system performance. It is used to discover 
the ranking capabilities of an identification system. 
Table 1 shows description of NCUT hand vein dataset.
Figure 7 shows some of the sample hand vein images from 
NCUT hand vein dataset and the corresponding code, and 
histogram obtained from natural image statistical descriptor.
Figure 8 shows roC curve, dET curve, and CMC curve 
obtained from the left hand dorsa vein for Euclidean, Cityblock, 
Minkowski and Chi-square measures. In receiver operating 
characteristic the more bowed is the curve towards the upper 
left corner, the better the classifier’s ability to discriminate 
between the pattern classes. dET curve helps to indicate the 
performance of the system by plotting false match rate against 
the false non-match rate for a range of score thresholds. This 
will also estimate the widely used equal error rate (EEr) which 
is the point at which the false match rate is equal to the false 
non-match rate.  Figure 9 shows the EEr obtained from Chi-
square, Cityblock, Euclidean and Minkowski for left hand 
images. EEr curve plots the FAr and the Frr on the vertical 
axis against the threshold score on the horizontal axis. The 
point of intersection of FAr and Frr curves is the EEr, that 
is when the false acceptance rate is equal to the false rejection 
rate. Table 2 shows EEr obtained from a left hand dorsa vein 
and right hand dorsa vein images.  The Chi-square distance 
classifier gives the EEr of 0.06 and this lowest EEr value 
shows the higher the accuracy of the biometric system. 
Name of the 
databases
No. of 
subjects
No. of 
samples
Total  no. 
of images
Size
NCUT hand 
vein database
102 20/subject  
(10 -Left and 
10 -right)
2040 640 × 480
Table 1. NCUT dorsal hand vein data set
Figure 7.  A sample gallery of image and the corresponding natural image statistical descriptor code and histogram.
(a)
(b)
(c)
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Figure 8.   ROC, DET and CMC curve for Left hand images.
Figure 9. EER curves for left hand images.
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Table 2 shows the EEr of different methodologies for 
distinct hand dorsa vein images. The proposed work was 
analysed by varying the training samples from 1 to 9 and average 
recognition rate was calculated to check the performance of the 
system which is given in Table 3. 
Evidently, as the number of training images was increased, 
the number of images available for test was decreased, and the 
recognition rate was improved and more time was required for 
computation. 
Table 4 shows the comparison of recognition rates of 
proposed method using five-fold cross validation with state-of-
the-art algorithms Hog, LBP, WLBP and LPQ for the NCUT 
data set and the proposed method outperforms the state-of-art 
methods.
Table 5 shows the performance of different methodologies 
for hand dorsa vein images.
Table 3.  Average recognition rate (%) of using different number of training images
Training 
images/subject 
Test images/
subject
Chi-Square Cityblock Euclidean Minkowski
Left hand Right hand Left hand Right hand Left hand Right hand Left hand Right hand
1 9 86.89 88.45 86.67 88.87 67.18 78.43 51.20 66.41
2 8 94.24 93.87 93.01 93.75 83.57 87.86 70.09 78.30
3 7 96.91 96.49 96.21 96.07 88.93 91.03 76.33 83.61
4 6 98.36 98.85 98.52 98.69 92.48 94.77 83.82 88.72
5 5 98.82 99.01 98.62 99.01 94.51 96.27 87.45 90.78
6 4 99.51 99.26 99.26 99.26 97.05 98.28 90.19 94.60
7 3 99.51 99.26 99.34 99.44 98.03 99.34 93.79 95.49
8 2 99.51 99.51 99.75 99.80 99.16 99.34 97.59 98.48
9 1 99.75 99.75 99.80 99.80 99.51 99.34 98.52 98.85
Table 4. Comparison of average recognition rates
Distance measure
Chi - square Cityblock Euclidean Minkowski
Left Right Left Right Left Right Left Right
Methods Average recognition rate (%)
Hog 94.70 96.27 91.82 93.82 88.92 91.86 86.96 89.50
LBP 90.68 92.25 87.35 90.88 80.39 84.71 74.80 79.71
WLBP 94.79 96.07 93.32 92.05 79.21 50.80 68.03 39.20
LPQ 99.31 99.60 99.01 99.11 95.78 96.96 92.94 94.90
Proposed method 99.51 99.51 99.75 99.80 99.16 99.34 97.59 98.48
Table 2. Equal error rate
Distance measure
Equal error rate
Left Right
Chi-square 0.05 0.06
Cityblock 0.06 0.07
Euclidean 0.15 0.12
Minkowski 0.18 0.15
5. CONCLUSION 
This paper explores a local image descriptor which 
is derived from stack of natural image patches that are 
statistically independent in filter response.  It computes binary 
code for each pixel by linearly projecting the natural image 
patches on an image subspace and binarizes the coordinates 
via thresholding.  The roI of dorsal hand vein image is 
divided into 17 × 17 overlapping rectangular regions and the 
12 predefined filters learned from a small set of natural images 
are used. The binarized statistical image feature descriptor is 
computed independently within each of these regions.  The 
kNN classifier is used with 5 fold cross validation to measure 
the recognition rate.  The experimental results show that City 
block distance measure outperforms other distance measures 
with the recognition rate of 99.80%. Also the experiment results 
are examined with state-of- art algorithms Hog, LBP, WLBP 
and LPQ for the NCUT data set. It shows that the proposed 
work outperforms the existing state-of-art algorithms.
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