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We present an analytical formula for the asymptotic relative entropy of entanglement with respect to positive partial transpose states for Werner states of arbitrary dimension. We then demonstrate its validity using methods from convex optimization. This is the first case in which the asymptotic value of a subadditive entanglement measure has been calculated. DOI The systematic investigation of quantum entanglement is a major goal of quantum information theory [1] . In the study of entanglement manipulation one considers the interconversion of different forms of entanglement by means of local quantum operations and classical communication (LQCC). For pure bipartite states entanglement manipulation in both the finite and asymptotic limits is quite well understood. For pure states necessary and sufficient conditions for the local interconvertibility of entangled states are known. In the asymptotic limit of infinitely many copies of a pure state, a single number, the von Neumann entropy of a subsystem, appropriately quantifies the degree of entanglement [2] .
Much less is known about the entanglement of mixed states. One approach is to define entanglement measures, which are functions of a state that cannot increase under local operations and provide constraints on possible local entanglement manipulation protocols. These measures prove to be useful mathematical and conceptual tools and have interesting links with other areas such as the study of channel capacities [3] . A number of such measures have been proposed, most notably the entanglement of formation [3] , the distillable entanglement [3, 4] , and the relative entropy of entanglement [4, 5] . The distillable entanglement is defined as the asymptotic number of pure maximally entangled states that can be obtained via LQCC from a supply of a given state. For mixed states the distillable entanglement is exceedingly difficult to compute as it is defined as an asymptotic quantity referring to infinitely many copies of a quantum state. Therefore, upper bounds on the distillable entanglement, in particular, other entanglement measures, are of major practical use. One such entanglement measure is the relative entropy of entanglement, defined as
for states s, where D is the set of states with positive partial transpose (PPT states), and S͑sjjr͒ tr͓s lgs 2 s lgr͔(lg signifies log 2 ). This function essentially quantifies the distinguishability of s from the set of PPT states. The set D can also be taken to be the set of separable states [5] . However, the set of PPT states is much easier to characterize, and the resulting measure provides a tighter bound to the distillable entanglement, one that is actually attained on pure states and certain mixed states [3] . In general, efficient protocols for entanglement manipulation require an asymptotic number of copies of the initial state. Therefore, to address any question related to asymptotic entanglement manipulation, one will instead have to consider asymptotic versions of the entanglement measures. For a given measure of entanglement E, the asymptotic version E`is defined as the average entanglement per copy in the asymptotic limit [6, 7] ,
For example, the asymptotic cost of creating a mixed state by LQCC from a supply of pure maximally entangled states is given by the asymptotic entanglement of formation [7] . However, such asymptotic entanglement measures are difficult to compute, and so far this task has not been accomplished except for the very rare occasions where the measure in question is known to be additive [8] .
In this Letter we present a general formula for the asymptotic relative entropy of entanglement for an important class of bipartite states, namely, the Werner states of arbitrary dimension [9] . These states are the only states that are invariant under local unitaries of the form U ≠ U. 
where H͑ p͒ 2p lgp 2 ͑1 2 p͒ lg͑1 2 p͒. It is interesting to note from this formula that ER never exceeds the logarithm of the negativity [10] . Curiously, ER ͑ ͑ ͑s͑p͒͒ ͒ ͒ is a convex function of p, whereas numerics show that E R ͑ ͑ ͑s͑ p͒ ≠n ͒ ͒ ͒͞n is not convex for any finite number n . 1. It is also intriguing that this formula is exactly the same as that from a different optimization problem considered by Rains [11] , where he minimizes the function B͑r, s͒ S͑rjjs͒ 1 log js G j over all states s. Rains's quantity is also an upper bound to the distillable entanglement. However, it is not a convex function, which makes its minimization difficult due to the possibility of local minima. This applies especially in the asymptotic limit as the additivity properties of B͑r, s͒ are unknown.
Proof: The proof proceeds in two stages. First we provide an upper bound on E R ͑s ≠n ͒͞n for any number of copies n, by presenting a trial optimal state. Then we derive a lower bound for E R ͑s ≠n ͒͞n using convex optimization methods. We conclude by showing that the two bounds coincide in the asymptotic limit n !`.
Upper bound.-We consider a situation where we hold n copies of a Werner state s͑ p͒. Following the work of Ref. [12] , we make heavy use of symmetry. In Refs. [4, 12] it has been shown that if a state is invariant under a certain symmetry group, then one can restrict the minimization in Eq. (1) to those PPT states that are also invariant under the same group. As s͑p͒ is invariant under the group G of local unitaries of the form U ≠ U, the state s͑ p͒ ≠n is invariant under G ≠n . This implies that the optimal PPT state for s͑p͒ ≠n can be chosen to be a convex sum of the 2 n possible n-fold tensor products of s 0 and s 1 ,
where x ͑x 0 , . . . , x 2 n 21 ͒ T forms a probability distribution, and f i [ ͕0, 1͖, i 1, . . . , n, is the ith digit in the binary representation of f. Furthermore, as the state s ≠n is invariant under any permutation of the n copies, we can add the constraint that x l x m if the number of 1's in the binary representations of l and m are the same.
We consider trial states of the form P i w i ͑u i s 1 1 y i s 0 ͒ ≠n , which automatically satisfy this constraint. Such states correspond to
where the u i ͑y i ͒ component is the weight of s 1 ͑s 0 ͒, u i 1 y i 1, and P i w i 1 (and therefore P j x j 1). We need to know the eigenvalues of the partial transpose of h in order to ensure that it is PPT. Ignoring degeneracy, there are only two eigenvalues of the partial transpose of the Werner state s͑p͒. It is easy to show that they are nonnegative if and only if (iff) the following two-component vector is non-negative:
Similarly, it can easily be shown that h will be a PPT state iff the y and x in the following equation are nonnegative vectors: y
Subject to this condition we need to calculate the relative entropy between the n-copy Werner state s͑p͒ ≠n and this generalized Werner state h. This is given by
At this point, we notice that since the second term in Eq. (8) 
over a binomially distributed variable k, the value can be substituted by j͑np͒ when we take the limit n !` [13] .
Since ER ͑ ͑ ͑s͑ p͒͒ ͒ ͒ is the minimal value of S͑ ͑ ͑s͑ p͒ ≠n jjh͒ ͒ ͒͞n over all possible PPT states h, any such PPT state h will give us an upper bound for ER ͑ ͑ ͑s͑ p͒͒ ͒ ͒. In particular, for the vector x we propose a mixture of two n-fold Kronecker powers:
where 0 # w i # 1, w 1 1 2 w 2 , 0 # a 1 # 1͞2, and 1͞2 # a 2 # 1. Proper values for the parameters need to be selected to ensure that the corresponding state h will be PPT. Inspired by numerical results, we consider two separate intervals for p in Eq. (3): 1͞2 # p # ͑d 1 2͒͑͞2d͒ and ͑d 1 2͒͑͞2d͒ # p # 1.
For the first interval, set w 1 0 and a 2 1͞2 so that x k 2 2n for all k. This state gives us an upper bound that equals E R for one copy of s͑p͒:
Now consider the second interval. We will set
We calculate
∂ ≠n (13) so that, with the values of Eq. (12)
where #͑k͒ is the number of 1's in the binary representation of k. It is easy to check using Eq. (12) that y k is always non-negative. As a consequence, by taking into account the discussion after Eq. (8) and the notation introduced in Eq. (5), the upper bound for n !`reads
with
It is easy to check that for p $ ͑d 1 2͒͑͞2d͒ (the second interval), both t 1 $ t 2 and q 1 $ q 2 . So we obtain
In the other regime, p # ͑d 1 2͒͑͞2d͒, the bound obtainable from Eq. (15) is worse than Eq. (11) . This ends the proof of the upper bound.
Proof of lower bound.-We now proceed to find a lower bound on E R . To do this, we use the idea of Lagrange duality [14] . To calculate ER we need to solve the optimization problem
where z T ͑p, 1 2 p͒ ≠n . This is a convex optimization problem, so it is possible to consider the so-called dual problem. It is a basic result in convex optimization theory that the optimal (maximal) g value of the dual problem is a lower bound on the optimal (minimal) value of the primal problem, which is just what we are looking for (see [14] for a general description of duality in optimization).
The dual problem can be obtained as follows. First form the Lagrangian by multiplying the constraints with Lagrange multipliers and adding them to the objective function:
The constraint x $ 0 is not included explicitly, as it determines just the domain of the function lg. Note that l must exhibit the same copy-permutation symmetry as
x. Because the constraint associated to l is an inequality, we have to introduce the constraint l $ 0. The dual function is now given by
and the dual optimization problem is max l,n g͑ l, n͒, l $ 0 ,
including any other constraints on the domain of g. For our problem, the dual function can be calculated explicitly. The derivative of the Lagrangian w.r.t. x k is ≠L ≠x k 2 1 n ln2
The Lagrangian reaches an extremum (minimum) at
where m k n 2 ͑T ≠n l͒ k and we have exploited the symmetry of T. The dual function is g͑ l, n͒ 1 1 ln͑n ln2͒ n ln2 1 1 n
where we have used that z T ͑p, 1 2 p͒ ≠n , which implies that P 2 n 21 k0 z k lgz k 2nH͑p͒. As stated before, l must be non-negative, and inspecting the domain of g͑ l, n͒ yields an additional constraint that the m k be non-negative. Now, any acceptable assignment of values to l and n gives a lower bound to ER ͑ ͑ ͑s͑p͒͒ ͒ ͒. Again we consider the two p intervals of Eq. (3). For p # ͑d 1 2͒͑͞2d͒ we propose
