We compare three different characterizations, due respectively to R. Dedekind, K. Uchida, and H. Lüneburg, of when Z[θ] is the ring of integers of Q(θ), and apply our results to some concrete 2-towers of number fields. 1
Introduction
A number field K is said to be monogenic if it has a power integral basis, namely, if there exists θ in its ring of integers O K such that O K = Z [θ] . Since Hensel's discovery in 1894 that the set of indices of integers of K coincide with the set of absolute values of the integral values of a certain form over Z depending only on K and a (given) integral basis, a lot of work has been done to study these so-called index forms -see [Nark04, 2.2, Section 6, p. 64] for details and a survey of results in this direction. In particular, by works of Kálmán Győry [Gyory73] , it is decidable to know whether or not a number field is monogenic, as he gives an algorithm to list all possible generators of power basis, modulo some computable equivalence relation. Hence also it is decidable to know whether a given integral θ generates a power basis -see [EG17] . Nevertheless, for the latter problem, there are much more efficient algorithms, especially when one deals with multiple number fields simultaneously, or infinitely many. On a theoretical side, we found three different characterizations in the literature, due respectively to Dedekind, Kôji Uchida, and Heinz Lüneburg, of when Z[θ] is the ring of integers of Q(θ), and all the three are easily seen to be effective. In this paper, we will make explicit the connection between the three, which seems to be only partially known in the literature, and apply our results to some concrete 2-towers of number fields, obtaining a local version of a recent theorem of Marianela Castillo [Cas18] which links the question of monogenicity (for these towers) with a concrete problem in dynamical arithmetic.
If K = Q(θ) is a number field, O K its ring of integers, and p a rational prime, it is well-known since Dedekind [D1878] that the prime decomposition of pO K has the same shape as the prime decomposition of the minimal polynomial f of θ modulo p, as long as p does not divide the index of Z [θ] in O K . Much less known is the first general criterium for a prime p not to divide the index, also involving the decomposition off , which appears in the same work (see for instance [KK07] for an english version). Theorem 1.1 (R. Dedekind, 1878) . Let θ be an algebraic integer, f its minimal polynomial, K = Q(θ) and O K its ring of integers. Let p be a rational prime. Letf = ϕ 2. For all i, either e i = 1 or ϕ i does not divideḡ in F p [t] .
In 1977, K. Uchida [U77] proposed the following characterization and used it to give a beautiful short proof of the fact that the ring of integers of the cyclotomic field Q(ζ n ) is Z[ζ n ], where ζ n is a primitive n-th root of unity. Theorem 1.2 (K. Uchida, 1977) . Let R be a Dedekind ring. Let θ be an element of some integral domain which contains R and assume that θ is integral over R. The ring R[θ] is a Dedekind ring if and only if, for any maximal ideal M of the polynomial ring R[t], the minimal polynomial f (t) of θ over R is not contained in M 2 .
Note that Uchida does not require the finite norm property for R, whereas the generalizations of Dedekind's criterion seem to always require it (see [Albu79] for a generalization of Uchida's result).
Finally, in 1984, H. Lüneburg [Lu84] , unaware of Uchida's work, discovered another test based on the well known fact that a ring is a Dedekind domain if and only if it is noetherian of Krull dimension 1 and its localization at every prime is a discrete valuation ring [AtMac69, Theorem 9.3, p. 95]. He also uses his test to give an alternative proof of the fact that Z[ζ n ] is the ring of integers of Q(ζ n ), which is more involved than that of Uchida, although it is actually his general theorem which will be useful for studying our 2-towers.
If P is a maximal ideal of Z[θ], with θ integral, we denote by µ P the monic polynomial of least degree such that µ P (θ) ∈ P. Theorem 1.3 (H. Lüneburg, 1984) . Let θ be an algebraic integer and f its minimal polynomial. Let P be a maximal ideal of Z[θ]. Let p be the rational prime below P.
Note the similarities between Lüneburg's test and Dedekind's criterion. Using Lüneburg's test, and also unaware of Uchida's work, K. Yamagata and M. Yamagishi [YY16] gave an alternative proof of the fact that the real subfield of any finite cyclotomic extension of Q is monogenic, with ring of integers Z[ζ n +ζ −1 n ] -a result that was apparently first proved by J. J. Liang [Li76] , and for which a very short proof is known [Wash97, Prop. 2.16, p. 16] .
The relationship between the three approaches begs for an explanation. This is the main objective of this work. In Section 3, we will uncover the relation between the witness M for not being a Dedekind domain in Uchida's approach, the witness P for not being a discrete valuation ring in Lüneburg's test, and the witnesses p and i for not being the ring of integers in Dedekind's approach.
We will be able to do that thanks to the following theorem, which will be proven in Section 2 (with the notation as in Theorem 1.3, we will prove in Lemma 2.1 thatμ P is irreducible and dividesf ). Theorem 1.4. Let θ be an algebraic integer and f its minimal polynomial. Let P be a maximal ideal of Z [θ] . Let p be the rational prime below P. The following statements are equivalent:
1. The localization Z[θ] P is a discrete valuation ring.
2. For every g, h ∈ Z[t] such that f = µ P h+pg, we have gcd(μ P ,ḡ,h) = 1.
3. There exists g, h ∈ Z[t] such that f = µ P h + pg and gcd(μ P ,ḡ,h) = 1.
Note that sinceμ P is irreducible, the condition gcd(μ P ,ḡ,h) = 1 is equivalent to the condition: gcd(μ P ,h) = 1 or gcd(μ P ,ḡ) = 1.
We will prove first that 3 implies 1 (for sake of completeness, as it is Lüneburg's theorem), then that 4 implies 2, then that 1 is equivalent to 4, and finally that 1 implies 3. Note that item 2 implies trivially item 3 becausē µ P dividesf . Theorema 1.4 can be seen as a local version of Uchida's theorem through Lüneburg's criterium. As we were finalizing the writing of this note, we discovered the following result [JKS16, Lemma 2.1], which can also be seen as a local version of Uchida's theorem, but through Dedekind's criterium: 
After we connect all the witnesses in Section 3, the relation between the above result and ours also will become clear.
In Section 4, we will apply Theorem 1.4 to the following towers of nested square roots. Given ν ≥ 2 an integer and x 0 = 0, write
, and K ν = ∪ n Q(x n ). The initial motivation for considering these towers was a problem in Logic going back to Julia Robinson [Rob59] . Given a totally real subfield K of an algebraic closureQ of Q and t ∈ R ∪ {+∞}, she defines
and the JR number
where 0 << θ << t stands for "θ and all its conjugates are in the real interval from 0 to t", and she proves that if JR(O K ) is a minimum or +∞, then the semi-ring of natural numbers is first-order definable in O K (hence its theory is undecidable). Julia Robinson asked whether the JR number is always a minimum. In [VV15] , we compute explicitly the JR number of Z (ν) and prove that it is a minimum for infinitely many values of ν, whereas it is not a minimum for infinitely many values of ν, though in the latter case it has another topological property that ensures the definability of N. In all cases the JR number lies strictly between 4 and +∞. We asked there for examples of O K with JR number strictly between 4 and +∞, which led us to the question whether any of these Z (ν) is integrally closed. P. Gillibert and G. Ranieri [GR17] constructed infinitely many O K for which the JR number is strictly between 4 and +∞. In all cases it turns out to be a minimum, leaving wide open the question of Julia Robinson. In the mean time, with M. Castillo [CVV17] , we constructed infinitely many O K for which either the JR is 4 and it is not a minimum, or it is neither 4 nor +∞.
Let P n be the minimal polynomial of x n and C n its constant term. In her thesis [Cas18] , M. Castillo proves, using Uchida's theorem, that for infinitely many ν, Z (ν) is integrally closed if and only if C n is square-free for every n. With the same notation as above, we obtain the following local version of her theorem. Theorem 1.6. Let p be a prime number which divides some C n , and n(p) be the smallest such index n.
If p
2 does not divide C n(p) , then for any P maximal over pZ and for any n, the localization of Z[x n ] at P is a discrete valuation ring.
2. If for any P maximal over pZ the localization of Z[x n(p) ] at P is a discrete valuation ring then p 2 does not divide C n(p) .
Note that item 1 says in particular that the information at the level n(p) is enough to know what happens at every level of the tower with respect to the chosen prime p.
Before we can apply Theorem 1.4 to prove Theorem 1.6, we need first a few results on the dynamic of the sequences of C n and P n -for instance, we will see that the sequence (C n ) is a super-rigid divisibility sequence, meaning that if a prime p divides some C n with order v, then it divides C n+kp for every k with the same order.
A local version of Uchida's Theorem and the reciprocal to Lüneburg's Test
Everything in this section up to Remark 2.6 is essentially due to Lüneburg [Lu84] . We include it for the sake of completeness, in order to fix ideas and notation, and because we were not able to find a reference in the english language.
In all this section:
• θ is an algebraic integer
• f (x) is the minimal polynomial of θ over Z
• n is the degree of f
• P is a maximal ideal of R
• p is the prime in Z below P, i.e. such that pZ = P ∩ Z
• L = R P is the localization of R at P
• µ = µ P is a monic polynomial over Z of least degree such that µ(θ) ∈ P.
• I = pR + µ(θ)R (we will prove that I = P)
For m ∈ Z, we may write π 1 (m) = m + pZ =m, and for α ∈ Z[θ] we may write π 2 (α) = α + P =α. We may evaluate polynomials over Z at elements of Z[θ], and polynomials over F p at elements of Z[θ]/P. Also, for µ ∈ Z[t], we may writeμ ∈ F p [t] for the reduced polynomial modulo p.
Lemma 2.1. The minimal polynomial of π 2 (θ) isμ.
be a lift of ϕ 0 . We have
because ϕ 0 and µ are monic by hypothesis. Since π 2 (µ 0 (θ)) = ϕ 0 (π 2 (θ)) = 0 + P, we have µ 0 (θ) ∈ P. Since µ 0 is monic, we deduce deg(µ) ≤ deg(µ 0 ) (from the minimality property for µ). Therefore, we have
We know by Lemma 2.1 thatμ is one of the irreducible factors off , but which factor it is will depend in general on the choice of P above p.
Proof. If µ = rs, with r, s ∈ Z[t], then r(θ)s(θ) ∈ P, which is a prime ideal of R. Without loss of generality, assume that r(θ) ∈ P. Because of the minimality condition on µ, the degree of r is at least the degree of µ, hence r and µ have the same degree and s = ±1. We conclude by Gauss' Lemma.
Next lemma will be used in this section only with F = µ, but we present it in this slightly more general form as we will need it in the next section.
Lemma 2.3. For any F ∈ Z[t] such thatF is irreducible andF dividesf , the ideal pR + F (θ)R is prime.
Since ab−pW 1 −F W 2 evaluated in θ is 0 and f is the minimal polynomial of θ,
, and since it is irreducible, it divides eitherā orb. Without loss of generality, suppose that it dividesā. We have then a(t) = F (t)W 4 (t) + pW 5 for some Proof. Clearly we have I = pR + µ(θ)R ⊆ P, so it is enough to show that I is prime, because it is known that prime ideals in an integral extension of Z are maximal (see for instance [AtMac69, Cor. 5.8, p. 61]). We conclude by Lemma 2.3, because we know from Lemma 2.2 thatμ is irreducible, and from Lemma 2.1 that it dividesf .
We can now prove Theorem 1.3, that we state now in the context of this section.
Theorem 2.5 ([Lu84], Hilfssatz 4). If there exists
Proof. We know by Lemma 2.4 that I = P.
We prove that Q is principal. Sinceμ is irreducible, the condition gcd(μ,ḡ,h) = 1 is equivalent to having either gcd(μ,ḡ) = 1 or gcd(μ,h) = 1.
Assume first that gcd(μ,h) = 1, so that h(θ) / ∈ P. Let y ∈ Q and write y = (pα + µ(θ)β)/γ, where α, β ∈ R and γ ∈ R \ P. Since f (θ) = 0, we have µ(θ)h(θ) = −pg(θ), hence
and since P is prime, γh(θ) does not lie in P, so y ∈ pL. So in that case we have Q = pL. Assume now that gcd(μ,ḡ) = 1, so that g(θ) / ∈ P. Hence
Since R is a finite integral extension of Z, it is a noetherian domain, and all its non-zero prime ideals are maximal -by [AtMac69, Cor. 5.8, p. 61]. In particular, R has Krull dimension 1, hence also L. Since L is noetherian, has Krull dimension 1, and its maximal ideal is principal, we conclude that it is a discrete valuation ring -see [AtMac69, Prop. 9.2, p. 94].
Remark 2.6. There are some situations that trivially imply that the hypothesis of Theorem 2.5 is satisfied:
1. When p does not divide the discriminant of θ: this is because in that case the reduced polynomialf is separable, so for whatever decomposition f = µh + pg, the reduced equationf =μh will give gcd(μ,h) = 1.
2. Ifμ lies in the square-free part off , then trivially gcd(μ,h) = 1.
3. Ifḡ is a non-zero constant.
Lemma 2.7. Iff has multiplicity ≥ 2 atμ and L is a discrete valuation ring, then f / ∈ M 2 and there exists h, g ∈ Z[t] such that f = µh + pg and gcd(μ,ḡ) = 1.
Proof. Since L is a discrete valuation ring, in particular Q = yL is principal and we have pL = y k L, and µ(θ)L = y ℓ L for some integers k, ℓ ≥ 1. If both k and ℓ are greater than 1, then for any u, v ∈ L, the order of pu + µ(θ)v at Q would be at least 2, which is impossible. We now show that k cannot be 1. Assume it is, so that there exist polynomials a, b ∈ Z[t] such that b(θ) ∈ R \ P and
Since f is the minimal polynomial of θ, there exists W ∈ Z[t] such that p ℓ a − µb = f W , hence −μb =fW =μ 2h W for some h (which exists by hypothesis), and we haveb = −μhW , so b(θ) lies in P, a contradiction.
We deduce that ℓ = 1, hence Q = µ(θ)L. We have
takes the value 0 at θ, hence it is divisible by f . Write
where
. On the other hand, sincef has multiplicity ≥ 2 atμ, there exists W 2 ∈ Z[t] such that f = µh + pg = µ(µW 2 ) + pg.
We now prove that gcd(μ,ḡ) is 1. We have
Ifμ would divideḡ, then we would have g = µW 4 + pW 5 for some
and since pW 5 (θ)W 1 (θ) ∈ P, this would contradict the definition of b(θ).
For the sake of contradiction, suppose that f lies in M 2 , so we can write
for some polynomials W 6 , W 7 , W 8 ∈ Z[t]. Therefore, we havef =μ
6 , hence W 6 = W 2 + pW 9 for some W 9 ∈ Z[t], and
henceḡ =μ(W 7 −μW 9 ), which contradicts the fact thatμ andḡ are coprime.
Lemma 2.8. If f / ∈ M 2 , then for every g, h ∈ Z[t] such that f = µh + pg we have gcd(μ,h,ḡ) = 1.
Proof. Let g, h be such that f = µh + pg and gcd(μ,ḡ,h) = 1. We have then gcd(μ,ḡ,h) =μ, so we can write
The following proposition proves that item 1 is equivalent to item 4 in Theorem 1.4. Proof. If f / ∈ M 2 , then by Lemma 2.8, there exists g, h such that f = µh+pg and gcd(μ,ḡ,h) = 1. We can conclude by Theorem 2.5 that L is a discrete valuation ring.
Assume that L is a discrete valuation ring. Ifμ 2 dividesf , then we are done by Lemma 2.7. Suppose thatμ 2 does not dividef . If f would be in M 2 , then we would have
, so reducing modulo p, we would havef =μ 2Ā , which is a contradiction (note thatĀ cannot be 0 because f is monic).
The following corollary finishes the proof of Theorem 1.4.
Corollary 2.10. If L is a discrete valuation ring, then there exist g, h ∈ Z[t] such that f = µh + pg and gcd(μ,ḡ,h) = 1 in
Proof. If gcd(μ,h) = 1, then there is nothing to prove. If not, thenμ divides h, sof has multiplicity ≥ 2 atμ. Therefore, gcd(μ,ḡ) = 1 by Lemma 2.7.
Uchida versus Lüneburg versus Dedekind
In all this section, we will assume that θ is an algebraic integer with minimal polynomial f , that Z[θ] is not integrally closed, so we have a witness P of Lüneburg, a witness M of Uchida, and a witness (p, i) of Dedekind. We summarize the connections of the three criteria as follows.
1. Given a witness (p, i) for Dedekind, for any lift µ i of ϕ i the ideals (p, µ i (t)) and (p, µ i (θ)) are witnesses respectively of Uchida and Lüneburg.
2. Given a witness M = (p, F (t)) for Uchida, the ideal P = (p, F (θ)) is a witness for Lüneburg (and µ P = F ), and for i such thatF = ϕ i , the pair (p, i) is a witness for Dedekind.
3. Given a witness P for Lüneburg, for p below P, the ideal (p, µ P (t)) is a witness for Uchida, and for i such thatμ P = ϕ i , the pair (p, i) is a witness for Dedekind.
From P to (p, i).
Suppose that you know P such that for all g, h ∈ Z[t] such that f = µ P h + pg, we have gcd(μ P ,ḡ,h) = 1 in F p [t] . Let p be the rational prime below P andf = ϕ e i i be the decomposition off into irreducibles. Sincē µ P is irreducible and dividesf , we haveμ P = ϕ i 0 for some i 0 . Choose µ i 0 = µ P , and the other µ i 's and g arbitrary so that f = µ
i , we have f = µ P h + pg, so gcd(μ P ,ḡ,h) = 1. Sincē µ P = ϕ i 0 is irreducible, it divides bothḡ andh, and in particular we have e i 0 ≥ 2. So (p, i 0 ) is a Dedekind's witness.
Suppose now that you know a Dedekind's witness (p, i 0 ). So, writinḡ f = ϕ e i i , for any lift µ i of each prime divisor ϕ i off in F p [t], and for any g such that f = µ e i i + pg, we have e i 0 ≥ 2 and ϕ i 0 |ḡ. Since ϕ i 0 is irreducible and dividesf , the ideal P i 0 = (p, µ i 0 (θ)) is a prime ideal of Z[θ] (above p) by Lemma 2.3, hence it is maximal, for whatever lift µ i 0 we choose. Let µ be the monic polynomial of least degree such that µ(θ) ∈ P i 0 and let P = (p, µ(θ)). Sinceμ is irreducible and dividesf , P is maximal by Lemma 2.3. Since P ⊆ P i 0 , we have P = P i 0 . Moreover, sinceμ is irreducible, it is equal to some ϕ j . By the same argument as above, we have P = P j = (p, µ j (θ)) for any lift µ j of ϕ j . In particular, we have P j = P i 0 . An argument of Dedekind allows to conclude that j = i 0 . Suppose not. Since ϕ i 0 and ϕ j are coprime, there exist a, b ∈ F p [t] such that aϕ i 0 + bϕ j = 1. So for any lift, there exist A, B ∈ Z[t] and C ∈ pZ[t] such that Aµ i 0 + Bµ j = 1 + C, so in particular A(θ)µ i 0 (θ) + B(θ)µ j (θ) = 1 + C(θ), hence 1 ∈ P, which is absurd. We deduce thatμ = ϕ j = ϕ i 0 . So we can choose µ i 0 = µ. Choose any other lift for the rest of the µ i and for g so that f = µ
i we have f = µh + pg, and the conclusion of Dedekind e i 0 ≥ 2 and ϕ i 0 |ḡ gives µ |h andμ |ḡ, hence gcd(μ,h,ḡ) = 1.
By Theorem 1.4 (4 implies 1), Uchida's witness M is just the ideal (p, µ P (t)) in Z[t].
From M to P.
Let M be a maximal ideal of Z[t] such that f ∈ M 2 , where f is the minimal polynomial of θ. It is well known that M has to be of the form (p, F (t)), where p is a rational prime and F is a monic polynomial in Z[t] whose reductionF modulo p is irreducible in F p [t] . Consider the factorization
off as a product of irreducible polynomials in
. Note that ψ is not the zero polynomial becausē f is monic. Therefore, we have
and we deduce that there exists a unique i such thatF = ϕ i . Let P be the ideal (p, F (θ)) of Z[θ], which we know to be prime, hence maximal, by Lemma 2.3. We prove now that F is indeed µ P . By Lemma 2.4, we have (p, µ P (θ)) = P, hence (p, µ P (θ)) = (p, F (θ)), so in particular we have µ P (θ) = αp + βF (θ) for some polynomials α, β ∈ Z[t]. In particular, we havē µ P =βF , and sinceμ P is irreducible, we deduce thatμ P =F . We conclude that F = µ P because they are monic polynomials, hence the localization of Z[θ] at P is not a discrete valuation ring by Theorem 1.4 (1 implies 4).
Application to a tower of nested quadratic square roots
Recall that the sequence (x n ) n≥0 is defined by induction by x 0 = 0 and x n+1 = √ ν + x n , where ν ≥ 3 is an integer. Given a maximal ideal P in Z[x n ], we will write µ n = µ P . From now on we assume that ν is square-free and congruent to 2 or 3 modulo 4 (we will use various facts from [VV15] and [Cas18] which make this assumption, which is necessary and sufficient for the the tower ∪Q(x n ) to increase at each step and for Z[x 1 ] to be the ring of integers of Q(x 1 )).
We will use the following result from [VV15, proof of Proposition 2.15] and [Cas18, Proposition 3.2.1].
Proposition 4.1. For each n ≥ 1, let P n be the minimal polynomial of x n . We have:
1. if n is odd, then P n (t + a) is 2-Eisenstein, where
2. If n is even, then P n (t) is 2-Eisenstein.
3. disc (x 0 ) = 1, disc (x 1 ) = 4ν and disc (x n ) = (disc (x n−1 )) 2 2 2 n P n (0) for every n ≥ 2.
Moreover, writing f (t) = t 2 − ν, we have P n (t) = f •n (t), hence in particular P n has no monomial of odd degree.
We will also need the following corollary.
Corollary 4.2. Let p be a prime divisor of ν. For each n ≥ 1, P n is pEisenstein.
Proof. From the fact that P n (t) = P
•n 1 (t), with P 1 (t) = t 2 − ν, we have
for some integers a ℓ . Assume that P n is p-Eisenstein, so that p divides each a ℓ and p 2 does not divide a 0 . The constant term of P n+1 (t) being
if p 2 would divide it, then it would divide a 0 = P n (0) (because ν divides P 1 (0) and each a ℓ ), which would contradict the hypothesis of induction.
4.1 Proof of item 1 of Theorem 1.6 4.1.1 The cases p = 2 and p a prime divisor of ν In this subsection, we will use i 1 , i 2 , π 1 and π 2 as in Section 2:
Lemma 4.3. Let n ≥ 1 be an integer. Let p be a prime divisor of ν. For any maximal ideal P ⊆ Z[x n ] lying over pZ, the localization of Z[x n ] at P is a discrete valuation ring.
Proof. Since P n is p-Eisenstein (by Corollary 4.2), we may write
with m relatively prime to p (note that m = 0). We show that x n lies in P (so µ n (t) = t, and we can conclude by Theorem 1.3 becausem is a non-zero constant). Indeed we have x 2 1 = ν ∈ pZ ⊆ P, hence x 1 ∈ P because P is prime. Since x 2 n = ν + x n−1 ∈ P, it is immediate by induction that x n lies in P.
Lemma 4.4. Let n ≥ 1 be an integer. For any P maximal over 2Z, the localization of Z[x n ] at P is a discrete valuation ring.
Proof. Recall that ν is congruent to 2 or 3 modulo 4. We have
If ν is odd, then π 2 (x 1 ) = ±1 + P = 1 + P. For any integer k ≥ 1, we have
In particular, for even ν we have π 2 (x n ) = P for each n. If ν is odd, then we have π 2 (x 2 ) 2 = 1 + 1 + P = P, hence π 2 (x 2 ) = P. Therefore, for odd ν, we have π 2 (x n ) = 1 + P for odd n, and π 2 (x n ) = P for even n.
For n even, and for any n in the case that ν is even, this proves that µ n (t) = t. Since the polynomial P n (t) is 2-Eisenstein (Proposition 4.1), we can write P n (t) = th(t) + 2m with m odd. We have then gcd(μ n ,m) = 1, so we are done by Theorem 1.3. For n ≥ 1 odd and ν odd, since π 2 (x n + 1) = P, we can take µ n (t) = t−1. By Proposition 4.1, P n (t + 1) is 2-Eisenstein for n odd and ν congruent to 3 modulo 4, so we can write P n (t + 1) = th(t) + 2m with m odd, hence P n (y) = µ n (y)h(y − 1) + 2m, and we have gcd(μ n ,m) = 1, so the lemma is proven for odd ν and n, again thanks to Theorem 1.3.
General prime p
Fix an odd prime p which does not divide ν. Recall that C n denotes the constant term of P n . If p does not divide any C n , then it does not divide the discriminant of any x n by item 3 of Proposition 4.1, hence Z[x n ] P is a discrete valuation ring for any n by Remark 2.6. So we assume that p divides at least one C n and we let m = n(p) be the least positive integer such that p divides C m . Note that we can assume p = 2 and n(p) ≥ 2 thanks to Lemmas 4.3 and 4.4.
By Proposition 4.1, we know that P n has no monomial of odd degree. We have
For n ≥ 1, write D n for the coefficient of t 2 in P n . Let R n ∈ Z[t] be such that P n (t) = R n (t)t 4 + D n t 2 + C n For any integer k, let s(k) denote the set of primes that divide k.
Lemma 4.5. For every n ≥ 2, we have 1≤k≤n s(C k ) = s(D n+1 ).
Proof. We have
Since x 0 = 0, by Proposition 4.1, for every n ≥ 1, we have
2 − ν is even, so 2 divides C 2 ), so the formula is true for n = 2. Since D n+1 = 2C n D n and 2 ∈ s(D n ), we can conclude immediately by induction on n ≥ 2.
For any n ≥ 0 and k ≥ 1 integers, we have
hence, with k = n(p), we obtain
. We deduce by induction that we have divisibility sequences for every r ≥ 0:P
Also for any n ≥ 1 we havē
henceC n+n(p) =C n , so we deduce by induction that if r is the remainder of the division of n by n(p), thenC n =C r (note that r may be 0). Lemma 4.6. For any k and ℓ non-negative integers which are distinct modulo n(p), we haveP k coprime withP ℓ .
Proof. Write ℓ = qn(p) + r and k = q ′ n(p) + r ′ , with r and r ′ such that 0 ≤ r, r ′ < n(p). Assume ℓ > k (so ℓ − k ≥ 1). We havē
, which is not0 (because n(p) is the least positive integer such that C n(p) is divisible by p).
By Lemma 4.5 and the definition of n(p), p does not divide D k for 0 < k ≤ n(p), soD k =0 for those k, and we deduce thatP n is coprime with P 2 nR k (P n ) +D k for any n ≥ 0.
Lemma 4.7. For any n ≥ 0, the polynomialP 2 nR n(p) (P n )+D n(p) is separable. Proof. Let ρ ∈ F p [t] be irreducible. Recall that we havē
For the sake of contradiction, assume that ρ 2 dividesP 2 nR n(p) (P n ) +D n(p) (so in particular ρ does not divideP n ). Since
′ n+n(p)−1P n+n(p)−1 , and one easily proves by induction that we havē
Since ρ dividesP n+n(p) , by Lemma 4.6, it does not divideP n+n(p)−ℓ for any ℓ which is not a multiple of n(p), and it does not divideP n , hence it does not divide anyP k with k ≤ n congruent to n modulo n(p). Therefore, ρ divides P ′ 0 (t) = 1, which is absurd. We can now conclude the proof of item 1 of Theorem 1.6.
Proposition 4.8. Assume x 0 = 0 and let n ≥ 1 be an integer. If p 2 does not divide C n(p) , then for any P maximal over pZ, the localization of Z[x n ] at P is a discrete valuation ring.
Proof. For any µ n ∈ Z[t] of minimal degree and monic such that µ n (x n ) ∈ P, we have already proven thatμ n ∈ F p [t] is the minimal polynomial of π 2 (x n ).
Assume n ≥ n(p), so we can writē P n =P n(p) •P n−n(p) =P 2 n−n(p) (P 2 n−n(p)R n(p) (P n−n(p) ) +D n(p) ). Note that if n = n(p), then P n−n(p) is just t, and we let the reader convince her/himself that the following argument works fine also in that case. Ifμ n dividesP 2 n−n(p)R n(p) (P n−n(p) ) +D n(p) , then on the one hand it does not divideP 2 n−n(p) (because p does not divide D n(p) ), and on the other hand, by Lemma 4.7, it appears with multiplicity 1 in the factorization ofP 2 n−n(p)R n(p) (P n−n(p) ) +D n(p) , so it lies in the squarefree part ofP n and we are done by Remark 2.6. So assume thatμ n does not divideP 2 n−n(p)R n(p) (P n−n(p) )+D n(p) , so it dividesP n−n(p) , and write P n−n(p) = µ n h + pg 0 . We have P n = P 2 n−n(p) [P 2 n−n(p) R n(p) (P n−n(p) ) + D n(p) ] + C n(p) = (µ n h + pg 0 )
2 [(µ n h + pg 0 ) 2 R n(p) (P n−n(p) ) + D n(p) ] + C n(p) = µ n (. . . ) + p 2 g 2 0 (. . . ) + C n(p) = µ n (. . . ) + p(pg 2 0 (. . . ) + C n(p) /p) = µ n (. . . ) + pg, whereḡ is a constant distinct from 0 modulo p by hypothesis. We conclude by Theorem 1.3.
Assume n < n(p). We have [Cas18, Prop. 3.2.1] disc (x 0 ) = 1 and disc (x 1 ) = 2 2 ν, and for any k ≥ 2 disc (x n ) = (disc (x n−1 )) 2 · 2 2 n C n , and since for each k ≤ n, p does not divide C k , it does not divide the discriminant of x n (because p = 2), so we are done by Remark 2.6.
Proof of item 2 of Theorem 1.6
We start with a simple lemma.
Lemma 4.9. For any rational prime p, the ideal (p, x n(p) ) of Z[x n(p) ] is proper.
Proof. Write n = n(p). If not, then we would have pb(x n ) + x n a(x n ) = 1 for some a(t), b(t) ∈ Z[t]. Let W ∈ Z[t] be such that P n W = pb(t) − ta(t) − 1 (such W exists because P n is the minimal polynomial of x n ). Modulo p, the constant term on the right-hand side is −1, while the constant term on the left-hand side is 0 (because p divides C n(p) ).
The following proposition proves item 2 of Theorem 1.6.
Proposition 4.10. Let p be a rational prime. If every maximal ideal P of Z[x n(p) ] above p the localization of Z[x n(p) ] at P is a discrete valuation ring, then p 2 does not divide C n(p) .
Proof. Write n = n(p). Since (p, x n ) is a proper ideal of Z[x n ], it is contained in a maximal ideal P, which lies above p. Since x n lies in P, we haveμ n = t. By Corollary 2.10, there exists g, h ∈ Z[t] such that P n = µ n h + pg and gcd(t,h,ḡ) is 1, which is equivalent to the fact that either gcd(t,h) or gcd(t,ḡ) is 1. The relation µ n h + pg = P n = t 2 (. . . ) + C n
gives th = t 2 (. . . ) modulo p, so t dividesh. Therefore, we have gcd(t,ḡ) = 1, and in particular the constant term of g is not divisible by p. Evaluating in 0 in Equation (1), we obtain pg(0) = C n , hence p 2 does not divide C n .
