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Abstract-The paper describes a hybrid variable penalty method (in which the penalty functions are finite 
on the boundary of the constrained set) for solving a general nonlinear programming problem. The method 
combines two types of variable penalty functions to obtain a hybrid formulation in such a way that the 
error in the approximation of the Hessian matrix resulting from using only the first derivatives of the 
constraints. are minimized both in the feasible and infeasible domains. The hybrid algorithm poses a 
sequence of unconstrained optimization problems with mechanism to control the quality of the ap- 
proximation for the Hessian matrix. The unconstrained problems are solved using a modified Newton’s 
algorithm. The hybrid method is found to exhibit the following characteristics: (i) Admit small values of the 
penalty weight r to start SUMT (i.e. r= 1 x 10-j or smaller) with no apparent ill-conditioning; (ii) Stimulate 
faster rate of convergence for a.single r: (iii) Permit feasible or infeasible initial starting points. 
The numerical effectiveness of the algorithm is demonstrated on a relatively large set of test problems. 
1. INTRODUCTION 
The sequence of unconstrained minimization technique (SUMT) with penalty functions [l] has 
been applied with almost all popular forms of unconstrained methods. Newton’s method [24] is 
a powerful technique for unconstrained minimization since the minimum of a quadratic 
function f = f(xf, XT, xjxj), can be approached in just one step as opposed to other methods in 
which the number of steps for optimization procedure (one measure of computational 
efficiency) is a linear function of the number of variables Xi. However, for such performance 
Newton’s method requires the computation of an exact second derivative matrix, which often 
can be very expensive. An approach that significantly reduces the computational cost by 
reducing the total number of iterations, is the concept of obtaining the explicit approximations 
for the second partial derivative (Hessian matrix) in terms of the constraint functions and their 
first derivatives. In Ref. [2] such approximations were proposed for the variable penalty 
function which used a floating parameter for minimizing the error in the approximation of the 
Hessian matrix. The proposed approximation [2] was shown to be very successful when 
optimization process was started from an infeasible point. With feasible starting points, 
however, the algorithm was not so effective due to poor approximations. 
Earlier attempts in this direction were limited to using standard forms of interior penalty 
functions in the most part of the feasible region [2, IO-121. These standard forms did not have 
any free parameter to control the error like the rest of the penalty function extending into the 
infeasible space. The error in the approximation of the Hessian matrix resulting from feasible 
sets of the constraints thus could not be controlled effectively. As a consequence, the 
approximations resulting from infeasible constraint sets were good while that of feasible sets 
were poor. 
It is determined that it is not essential to employ penalty functions which are infinite on the 
boundary of the constrained set-as observed with conventional barrier functions. The paper 
therefore extends the philosophy of the penalty function techniques (described in Refs.[l-21) 
while retaining some of the useful and important characteristics. The approach combines 
judiciously two types of standard penalty functions (which are infinite on the constraint set 
boundary) with a finite cut-off in the interior space and an extension into the exterior space (see 
Fig. 1) in such a way that the resulting piecewise continuous function meet certain charac- 
teristics oi the numerical optimization and approximations. A new formulation called hybrid 
variable penalty function is proposed herein which is designed to minimize the error in the 
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Fig. 1. Types of penalty functions. 
approximations of the Hessian matrix resulting from both feasible and infeasible constraints. 
The paper also provides .several error minimizing schemes for controlling the quality of the 
Hessian approximations that it proposes for hybrid formulation in different constraint 
environments. It is observed that the method leads to faster rate of convergence and fewer 
number of iterations that what is normally required. 
The problem of 
scalar function 
called the objective 
2. PROBLEM STATEMENT 
interest in this paper is to determine the m-vector x that minimizes the 
f(x) = f(& X2,. * * 9 &I) 
function, subject o a set of inequality constraints 
ck(x)20, k=l,...,I 
(1) 
(2) 
the function f(x) and Q(X) E C2, k = 1, 1 in the region RI0 where 
R,’ = {xL s x c xu, x(x E Em} (3) 
and xL and xu are the specified lower and upper bounds. 
3.STANDARD ANDVARIABLEPENALTYMETHODS 
The constrained minimization problem (equation 1-3) may be solved by the sequence of 
unconstrained minimization technique (SUMT, [S]) by using standard interior [6-91 extended 
interior [10-121 or variable penalty function [2] formulations (Fig. 1). 
In the interior SUMT procedure (see for example Ref. [S]) the problem is transformed into 
finding the minimum of a function F(x, r) as r goes to zero, where 
F(x, r) = f(x) + r 2 4~ [ck(x)l 
k=l 
(4) 
and 
b[ck(x)l = pk(x) for ck(x) z 0 (5) 
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the function pk(x) is a barrier function. Two ofter used standard barrier functions are 
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and 
pn(x) = lICk(X) 
P&) = - ~WICk(X)l 
They are known as the inverse barrier function and the 
tively. 
(6) 
(7) 
logarithmic barrier function, respec- 
The interior penalty function characteristic of being defined only in the feasible region 
presents ome difficulties. Theoretically, if the starting point is chosen in the feasible domain, 
then the search should not leave the interior solution space until the optimum is reached; 
however when approximate techniques are employed it often happens that intermediate points 
generated uring an unconstrained minimization fall outside the feasible domain. 
To overcome these difficulties an extended interior penalty function [lO-121 is often 
proposed. Kavalie and Moe [lo] has suggested a linear extension of the penalty function in the 
infeasible space and Haftka and Starnes has put forward a quadratic extension [ll]. Linear 
extended penalty function as shown in Fig. 1 has discontinuous econd derivatives and is 
therefore not suitable for a second order optimization algorithm such as Newton’s method. 
Quadratic extended penalty function [ll] does overcome this difficulty however it does not 
provide any quantitative measure on the quality of the approximations it proposes to the second 
derivative matrix (Hessian). The poor approximation of the Hessian matrix retards the rate of 
convergence and consequently requires a large number of iterations. 
A penalty function that provides some control on the quality of the approximations i the 
class of variable penalty formulations introduced earlier in Ref.[2]. The penalty function 4 in 
equation (4) was suggested as 
4 = 4h[ckb)I = I pk(xh if ck(x) 2 CO ek(x), if ck(x)c co (8) 
in which the portion, pk(x), of the above function was defined to be in the feasible space with 
cut-off at co(co 3 0). In Ref. [2], p‘.(X) was chosen from a class of standard interior functions 
(see equation 6 and 7). The other function ek(x) was chosen to represent he portion of the 
variable penalty function which extends into the infeasible space. co is the transition or the 
cut-off point. Corresponding to two commonly used interior penalty functions, two distinct 
types of variable penalty function formulations were proposed. As reported[2], these for- 
mulations have been found quite effective in solving a wide class of problems but there exists 
an uncertainty of possible poor performance since the technique does not impose an accurate 
measure on the approximation of the Hessian matrix resulting from feasible set of constraints 
(ck(x) 2 CO). 
The hybrid algorithm described herein provides an improved and explicit approximation of 
the Hessian matrix suitable for both feasible and infeasible starting points. This formulation 
contains two independent parameters that appropriately adjust the shape of the penalty 
function to suit a given constraint environment. The convergence of the method is accelerated 
by choosing these parameters in such a way that for a given constraint environment, during an 
unconstrained minimization process, the errors in the approximation of the second derivative 
from either constraint spaces are minimized. 
4. HYBRID VARIABLE PENALTY FUNCTION 
Two class of variable penalty functions have been proposed in Ref. [2] based on barrier 
functions, equations (6) and (7). A part of the function was defined to be in a feasible space and 
a part was extended into the infeasible space as shown in equation (8). It is noted that it is not 
essential to use only the forms of the standard interior penalty function in the feasible domain 
(c~ 3 co) but any function &h which meets the following properties can be employed 
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(i) &( ‘) E C”’ for x E RI0 
(iii) If c~(x) = -x for any k; then lim &[c~(x)]+~ (9) 
Also if c~(x) = x for any k; then lim &[cI;(x)]+Ol+O 
(iv) 'ah ‘Ck(‘)I 
dck 
<O, x E RI0 and C,in C Q(X) c cm,,. 
Cmin and cmax are the minimum and maximum values of the constraints c,(x) encountered 
during an unconstrained minimization process. A simple function can be envisaged by combin- . 
ing the two previously defined barrier functions, equations (6) and (7), linearly to form Pk(X) as 
Pk(x) = $j - p log [s(x)]. 
The philosophy of the variable penalty method can now be extended by considering pk(X) as a 
branch definition of & 
Pk(X) = $j - p 1% [Ckb)]; CL(X) k CO 
d’h[ck(dI = (10) 
(11) 
The function pk(x) has been terminated in the interior space at co. These functions are finite 
on the boundary of the constrained set. The branch extension ek(X) has been chosen as a cubic 
function to provide the continuity of pk and its first and second derivatives at the transition 
point co.t (Y and p are the two independent parameters which control the shape of the penalty 
function. In order to meet one of the inequality, condition (ii) of equation (9), p is set as 
P = - (llc,,,). cnl,, is the maximum value of the constraints that one encounters. If for any 
design point x, all constraints ck(x) happen to be violated (i.e. c,(x) < c,; k = 1, . . . 1) then c,,, 
is taken as co. (Y in equation (11) is chosen to satisfy the rest of the conditions in addition to 
minimizing the resulting error in the approximation of the Hessian matrix. This will be 
discussed later. 
4.1 Newton’s method with approximate second derivatives 
To apply Newton’s method with the SUMT procedure, the point x’ that minimizes the 
function Fh (x, r): 
Fh(-? d = f(x) +  r f: 4h[Ck(X)I 
k=l 
for a given value of r is found by using an iterative procedure. If x” is the initial guess for x, a 
better approximation x”+’ is found from 
X ,I+’ = X” - /jH-‘VF, (13) 
tThe variation of co is discussed in Section 6. 
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where VFh is the gradient of F,,. H is the matrix of second derivatives of Fh given by 
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(14) 
and 0 is the step size from x” to x”+’ found by means of a one-dimensional search in the 
direction K’VF,,. xi” and xi” are the ith and jth component of the m-vector x. H-r represents 
the decomposed form of Z-I 
Dropping the superscript n and using (12), the equation (14) can be expressed as 
Using the definitions of hybrid variable penalty function, &, as introduced in equations (IO) and 
(1 l), the penalty terms in equation (IS) can be written as 
a~4h[ckWl= 
JXiaXj 
Ck-3[(2-5--)~~-ck(l-5J-gg]:~~l (16) 
also 
a%hk(x)i = 
dxiaxi 
co-3 [~a(~- 1)+2--5)5$ 
++~(~-I)‘+(2--5-)(~-1)-(1--5--)}-$];~~1. (17) 
Because of the factor cli-3 in equation (16), the main contribution to the penalty function second 
derivatives (for (c$cO) 3 1) is from the constraints, which are nearly critical (i.e. ck very small). 
Based on this argument the second term, in the expression of the second derivatives in Ref. [2], 
was dropped out since it was multiplied by ck. There was no additional factor like the one 
shown in equation (16). Thus for constraints in which ck was not very small, the approximations 
were not very good. With the presence of an additional factor (17 cJc,,,) as it appears in the 
present formulation the error in the contribution of the Hessian matrix from interior part of the 
penalty function (cJcO 2 1) has been minimized. This is because when ck is large (ck + c,,,) the 
additional product term tends to zero. Part of the contributions to the second derivatives also 
comes from the equation (17) when (Q/Q,) s 1. Because of the factor cov3, its magnitude 
depends upon the initial value of co and the rate at which co+0 as r goes to zero.? For the 
purpose of discussion the following terms have been introduced: 
Ae=3+1)‘+(2--3(;-I)-(l-3 (19) 
Equation (17) can thus be rewritten as 
a’h,ck(x) 
&Qxj = Co 
Ac~~+cOAe$&]. 
1 J 1 J 
It is desirable to get rid of the second term in equation (20) because the second derivatives of & 
can then be expressed in terms of only first derivatives of ck. As discussed in Ref. [2], this can 
fThe limits on cO are obtained in Section 6 
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be achieved if AE is made sufficiently small, so that product is negligible as compared to the first 
term. The approximation for Hij is 
where 
aQh -= 
&QXj I 
(21) 
(22) 
The value of AC, as can be seen from equation (19), depends upon the ratio Q/C,, and the value 
assigned to (Y. 
5. DETERMINATION OF (I 
In order to establish a suitable value for (Y we shall first determine the upper and lower 
limits a can assume without compromising the characteristics of a penalty function listed in 
equation (9). The shape of the penalty function depends on (Y. This is shown in Fig. 2. In order 
to satisfy the condition (ii) of equation (9), which implies higher penalty for higher constraint 
violation, a curve increasing monotonically with negative Q’S is required. The slope of the 
hybrid penalty function is obtained as: 
++1’ ; (23) 
k max ck I CL(X) 2 C” 
a+h -=. 
ack [3~+1)2+(2-$-)(~-I)-(+-&*; ck(x)<c,. (24) 
The requirement (ii) of equation (9) is automatically satisfied in the range cL(x) 2 co since it 
provides a monotonically decreasing function for increasing ck. To get a monotonically 
C -=2.0 
co 20.5 
p = -0.5 
I I I I I I 
-3.0 - 2.0 -10 0.0 IO 2.0 
Ck/CO--- 
Fig. 2. The forms of the hybrid variable penalty functions for different (1. 
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increasing function (in C~ c co), it is enough to have Q negative. However, as can be seen from 
equation (19) negative values of a increase the magnitude of the associated error AC. We thus have 
to limit with positive values of (Y. 
5.1 Penalty requirements 
Figure 2 shows a plot for ek(x) vs ck/co for various positive values of a. For such positive 
values of CY, the penalty function does not show a strictly increasing monotonic behavior for 
decreasing values of ck. It is thus important o select a positive value for o which insures an 
increasing penalty behavior at least up to the most negative constraint hat one may encounter. 
This requirement can be cast as 
where dmin is the most negative constraint ratio and do is a value of (Q/Q,) for which 
(ae,/ac,) = 0. A limiting situation would be when do equals d,i,. This gives, 
(26) 
for the possible range of d,i,, i.e. 0. ( dmin < -m, the bounds on cy can be established. 
0~(1+-). (27) 
(Y = 0 corresponds to the case when an infinitely negative d”i” is allowed. (Y = (1 - (2/3)(c,/c,,,)) 
corresponds to the case when dmin = 0. Particularly for this value of Q as can be seen from the 
plot (Fig. 3) the error term AE is very small. In the strategy for choosing best CY, (Y is thus kept 
constant and equal to its upper limit as long as intermediate x stays in the feasible region 
(C, 2 0). The best possible choice of Q when constraints are violated (ck < 0) is governed by the 
following criterions. 
5.2 Minimization of error Ae 
Figure 3 shows the error term AE expressed as a function of cL/cO. Several curves are 
indicated corresponding to several values of a. The curve corresponding to, Q = 0, is a straight 
line for which the error is maximum for all values of ck. In order to meet the characteristics of
the penalty function, a particular value of (Y should be chosen such that the conditions imposed 
by equation (9) are satisfied and the associated error BE is small. 
Since various possibilities for making Ae small exist, there could be several alternatives on 
which (Y can be based. One of the simplest procedure to find a suitable (Y is from the condition that 
AC = 0, for the most critical constraint. This leads to 
CY= 
(l-$J-(2-+&=-l) 
3?-1- ( ) 
(28) 
It can be checked from equation (26) that it is the largest possible value of (Y which satisfies 
the conditions of equation (9), and for which error is small. 
5.3 Positive definite characteristic 
The possible choice of (Y expressed by equation (28) does not guarantee a positive definite 
Hessian matrix. As optimal solution is approached it is desirable to have a positive definite 
character to the approximated Hessian matrix. 
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- 0=1/6 
ago. 
Fig. 3. The curves of error function AE for different (1. 
Using equation (22) Hij can be written as 
I( ) is a generalized step function. Denoting for convenience 
The contribution to the Hessian matrix Hij from the constraints can be written as 
(30) 
(31) 
It can be checked that a sufficient condition for H being at least semi-positive definitet is 
(324 
To satisfy equation (32a) we require that 
( ) 2-F 20 max Wb) 
and 
AcaO (32~) 
for all possible values of ck, C,in s ck G cmax, that one may encounter. Equation (32b) is 
automatically satisfied since c,,, is the largest value of ck. The possible choice of CY can be 
found from the inequality in equation (32~1, that is 
tlt is assumed that minimum of the function I(x) exists. 
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Note that the value of a given by equation (33) is smaller than that proposed by equation (28) 
and therefore the requirements of equation (9) are simultaneously fulfilled. The value of (Y 
predicted by equation (33) when there are no negative constraints (C,in+O) is close to l/3. For 
this value of LY, the error function BE is shown in Fig. 3. As indicated the error for attributing 
the positive definiteness character to the Hessian matrix would still be smaller than the largest 
error which is possible when a = 0. 
6. LIMITS ON BEHAVIOUR OF c0 WITH r 
To complete the definition of variable penalty function, a relation that defines the cut-off 
point co between the two constraint functions in equations (IO) and (1 I) is required. As r goes to 
zero, the following two conditions hould be satisfied. 
(i) r&(X)+0 for any ck(x)aO; 0s ck c co. (34a) 
This condition represents a vanishing contribution of the penalty terms. 
(ii) rek(X)-)tOfor any c&)<O; --m< ck <O. (34b) 
This represents an increasing penalty for constraint violation. It can be easily verified that the 
first condition is satisfied because 6&(x) < pk and vk goes to zero as r+O for any value of ck. 
The second condition is equivalent to the requirement that 
(Y+mas r+O. 
co4 
If it is assumed that a is a constant hen the above condition implies 
co/F4 + 0 as r + 0. (35) 
Equation (35) identifies one limit on the behavior of co. If co is allowed to vary as some power 
to r, say q such that 
co = Drq. (36) 
Equations (35) and (36) lead to 
r -4q+‘+mas f-+0. 
This requires 
-4q+l<Oorq>1/4 (37) 
Another limit of q can be found by requiring the minimum point x to stay in the range where 
&[ck(X)] is defined by the portion of the variable penalty function 6&(x) most of the time rather 
than by pk(x). As shown in the Appendix, cp(x) does not go to zero faster than r”* in the limit, 
for the hybrid formulation. 
The transition point behavior for the hybrid variable penalty function can thus be expressed 
as 
co = Drq (38) 
where D is a constant and the range of q is 
1/4CCJG1/2. (39) 
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7. NUMERICAL RESULTS 
In Ref. [2], several explicit examples, all drawn from literatures were used to assess the 
effectiveness of then newly introduced variable penalty methods (VPM). These problem sets 
were fairly representative in view of its mathematical complexity and nonlinearity. Since our 
aim in this paper is to evaluate the relative performance of the hybrid algorithm proposed here 
and to compare it with other methods, each of the problems in Ref. [2], is solved again under 
several sets of values for the initial parameters of penalty methods, namely r”, co and Ar, Ar is 
the ratio of r used for two consecutive unconstrained minimization process, i.e. 
nr = F/r”+‘. 
This section presents the results of this numerical experience. Like as in Ref. [2], the number of 
iterations is also used in this case as a measure of the algorithm effectiveness. It is assumed that 
an iteration consists of evaluating a Hessian matrix, finding a suitable search direction and 
finally performing an unidimensional search. The transition point parameter, co, was controlled 
by a value of 4 = l/2. The salient results are presented in Table 1 in a condensed form. Both 
feasible and infeasible starting points are considered (see Table 2) for each problem in order to 
show their effects on the results. For all problems, the optimization process was terminated 
when penalty weight was reduced to less than 0.01 percent of the functional value. From the 
results in Tables 1 it can be inferred that in general both methods are competitive but hybrid 
variable penalty function (HVPF) behaves lightly better than inverse variable penalty method 
(IVPF). The improvements are more pronounced for feasible starting points than for infeasible 
starting points. It can be seen that in most cases the optimum is reached in fairly small number 
of iterations, except problem 11.2. Like as it was reported in Ref. [2], the cause of this 
difference was due to the associated ill-behaved function and the restrictive search space 
spanned by its linear constraints. It is encouraging however that even with such functions and 
constraint sets a relatively small number of iterations is required for convergence. It is 
worthwhile to note that in both penalty formulations, several initial starting values of r” and 
initial starting points are convenient o use, while their effects on the number of iterations are 
insignificant. 
Table I. Results of numerical experience with variable penalty formulations 
Test R"" ,n,t,a, Srartm~ Varmbles Total No.of ,reraI‘o"s - 
Problem Number ro 
co hr 
,nrtra, Starting Vectors 
Femble Pomt lnfeastble Point 
Based on Based on 
Ref. 2 Ref. Ref. PGZSMll Ref. Ref. Present 
2 II (Hybnd) 2 II <Hybnd) 
1 0.001 0.05 7 8 18 a 
11.1 2 0.001 0.05 : 8 :8 i it 7 8 17 7 
3 0.001 0.05 100.0 8 17 7 8 17 7 
u 0.0, 0.15 100.0 9 18 6 7 16 7 
5 0.0005 0.02 100.0 8 20 6 7 19 6 
I 0.01 0.1 20.0 18 34 IQ 18 3Y 16 
I1.Z 2 0.1 0.2 uo.0 17 32 13 17 30 17 
3 0.01 0.I 50.0 18 32 I5 IS 32 
0.1 0.3 100.0 18 33 II 
I5 
9 17 3, 15 
I 0.1 0.03 50.0 8 16 6 7 I5 6 
11.3 2 0.01 0.01 100.0 9 16 7 7 14 7 
3 0.001 0.003 100.0 8 IS 6 8 17 7 
I 0.01 0.05 50.0 8 17 6 7 17 6 
1I.G 2 0.01 0.075 50.0 7 16 7 7 I5 7 
3 0.001 o.o* 50.0 8 ZO 6 8 18 
6 
7 
4 0.10 0.z 100.0 8 17 7 I5 7 
6 I 0.001 0.002 20.0 7 20 7 20 7 
II.5 2 0.001 0.002 50.0 7 19 6 7 18 7 
3 0.01 0.01 50.0 7 19 b 8 17 8 
0 0.1 0.1 50.0 9 20 7 9 19 8 
i 0.01 0.01 50.0 7 16 7 7 16 6 
11.6 2 0.16 0.04 50.0 8 I5 8 7 15 
7 
7 
3 0.16 o.ou 100.0 
i 
I5 6 ,r* 6 
4 0.25 0.05 100.0 14 7 7 14 6 
1 0.01 0.1 20.0 7 17 6 7 16 6 
11.7 2 0.01 0.1 100.0 d 17 6 7 I5 6 
3 0.001 0.05 50.0 8 19 
: 0.0005 1 0.05 ) 100.0 5 7 8 21 19
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Table 2. Initial vector used with test problems 
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Test NO. of NO. of Initial Startinq Vwtors 
Problems Variables Constraints Feasible Infeasible 
(l&f. 2) 
11.1 5 15 (0.2,0.2,0.2,0.2,0.2)T (2.2,2.2.2jT 
11.2 2 5 (0.2.0.2)T (2,21T 
11.3 2 5 (0.1, l.O)T (2,2)T 
11.4 3 6 (2,2,0.z)T (2,2,2)T 
11.5 3 12 (0.2.0.2,0.2,1..0) T (2,2,2.2)T 
11.6 4 3 (0.,0.,0.,0.) 
T 
(2.2,2,2)T 
11.7 2 4 (0.2,0.2jT (2,2)T 
8. CONCLUDING REMARKS 
A new class of nonbarrier penalty functions called hybrid variable penalty functions which 
are finite on the constraint set boundary is studied. The method combines two types of penalty 
functions to obtain a hybrid formulation in such a way that the following conditions are 
satisfied. 
(a) A higher penalty for higher constraint violation is insured 
(b) The errors in the approximations of the second derivatives (Hessian) resulting from 
using only the first derivatives are minimized and 
(c) The Hessian is positive definite 
The result is the faster rate of convergence and reduced number of total iterations for 
achieving an optimal solution to a nonlinear programming problem. The hybrid method admits a 
very small value of the penalty parameter r to start SUMT without any apparent ill- 
conditioning thereby needing only a few number of unconstrained minimizations (usually 3 or 
4). The function changes its shape depending upon the severity of the constraint environment 
that it encounters. The effect is that it quickly brings back these constraint points into the 
feasible space that might have violated. The method is particularly attractive to optimization 
processes having a large number of design variables and requiring the use of approximation 
concepts [13] which often results in incursions into the infeasible domain. A more comprehen- 
sive and perhaps analytical study of the convergence characteristics of the function might be 
desirable to enhance the usefulness of this approach to other fields such as structural 
optimization or mechanical design. The potential of its application to other fields requiring a 
large number of design variables is greatly enhanced since it uses a second order ap- 
proximation, error minimization and Newton’s method which can result into an independency 
with respect o design variables. 
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APPENDIX: BEHAVIOR OF c~(.x) .AS r+O 
The hybrid penalty method consists of finding the minimum x* of function F,,(x, I) as r goes to zero where 
F/Ax, r) = f(x) + r 1 (Al) 
The above equation follows from expression (IO) when c,,~ 2 co. With the assumption that co varies as the power of r, i.e. 
co=Dr4; q>o (AZ) 
and with x’ denoting the point in solution space where &(x, r) attains its minimum value for a given value of r, it may be 
shown following (see for example Refs. [5,8]) that as r-0 
(i) mit$(x, r)+f(x*) 
(ii) x’ -)x*. 
By defining a function u such that 
l/u+&logu= I L43) 
it is possible to write equation (Al) as 
Fdx. r) = f(x) + du +& log u (A4) 
The behavior of the ck(x’) as r-0, can be investigated by making the following assumptions: (i) f(x) and ck(x), 
k = I, 2,. , / have continuous first derivatives, where the function and the constraints are defined; (ii) two positive 
constants, la and r,, can be found at x = x’ such that 
30>*>af au 0 I I axi axi I > 0 for all r < r, 
and xi is an element of the vector x’. 
Since Fh(x. r) attains its minimum at x’. 
+=-$-f+&=o; i=l,...,m 
01 
(AS) 
C.46) 
This gives 
1 <(I/C,,,) f VMl/c,,32 •t 4r-‘Ad 
ll- 2 
(A7) 
c,,, is the maximum value of the feasible constraints which is usually greater than 1.0. The initial value of r is mostly 
taken as 0.1 -0.0001. u can therefore be approximated as 
Using equation (A3) and (A7), one can express 
-& = 2 & zr “?A,,‘:’ (A8) 
In order to satisfy the inequality in the equation (A8) it is sufficient to insure thai each q in the summation satisfies 
CL .sA,+ (A9) 
where A, is some positive constant. Consequently q(x’) does not go to zero faster than ri” in the case of hybrid 
formulation. 
