The value of a statistical life is one of the most controversial and important components of any analysis of the benefits of reducing environmental health risks. Health benefits of air pollution regulations are dominated by the value of premature mortality benefits. In recent analyses of air pollution regulations (United States Environmental Protection Agency (USEPA), 1999), benefits of reduced mortality risks accounted for well over 90 percent of total monetized benefits. The absolute size of mortality benefits is driven by two factors, the relatively strong concentration-response function, which leads to a large number of premature deaths predicted to be avoided per microgram of ambient air pollution reduced, and the value of a statistical life (VSL), estimated to be about $6.3 million 1 . In addition to the contribution of VSL to the magnitude of benefits, the uncertainty surrounding the mean VSL estimate accounts for much of the measured uncertainty around total benefits. Thus, it is important to obtain reliable estimates of both the mean and variance of VSL.
The VSL is the measurement of the sum of society's willingness to pay (WTP) for one unit of fatal risk reduction (i.e. one statistical life). Rather than the value for any particular individual's life, the VSL represents what a whole group is willing to pay for reducing each member's risk by a small amount (Fisher et al. 1989) . For example, if each of 100,000 persons is willing to pay $10 for the reduction in risk from 2 deaths per 100,000 people to 1 death per 100,000
people, the VSL is $1 million ($10 × 100,000). Since fatal risk is not directly traded in markets, non-market valuation methods are applied to determine WTP for fatal risk reduction. The two most common methods for obtaining estimates of VSL are the revealed preference approach including hedonic wage and hedonic price analyses, and the stated preference approach including contingent valuation, contingent ranking, and conjoint methods. EPA does not conduct original studies, but relies on existing VSL studies to determine the appropriate VSL to use in its cost-benefit analyses. The primary source for VSL estimates used by EPA in recent analyses has been a study by Viscusi (1992) . Based on the VSL estimates recommended in this study, EPA used a mean VSL estimate of $6.3 million, with a standard deviation of $4.2 million (U.S. EPA, 1999).
We extend Viscusi's study by surveying recent literature to account for new VSL studies published between 1992 and 2002. This is potentially important because the more recent studies show a much wider variation in VSL than the studies recommended by Viscusi (1992) . The estimates of VSL reported by Viscusi range from $0.8 to 17.7 million. More recent estimates of VSL reported in the literature range from as low as $0.2 million (Loomis and du Vair 1993), to as high as $87.6 million (Arabsheibani and Marin 2000) . Careful assessment is needed to determine the plausible range of VSL, taking into account these new findings.
There are several potential methods that can be used to obtain estimates of the mean and distribution of VSL. In a study prepared under section 812 of the Clean Air Act Amendments of 1990 (henceforth called the EPA 812 report), it was assumed that each study should receive equal weight, although the reported mean VSL in each study differs in its precision. For example, Leigh and Folson (1984) estimated a VSL of $10.4 million with standard error of $5.2 million, while Miller (1997) reported almost the same VSL ($10.5 million), but with a much smaller standard error ($1.5 million) 2 . As Marin and Psacharopoulos (1982) suggested, more weight should be given to VSL estimates that have smaller standard errors.
3 Mrozek and Taylor (2002) and Viscusi and Aldy (2003) Our overall findings suggest the empirical Bayes method provides a pooled estimate of the mean VSL with greatly reduced variability. In addition, we conduct sensitivity analyses to examine how the pooled VSL is affected by valuation method, study location, source of occupational risk data, specification of the wage equation, union vs. non-union samples, the addition of estimates with missing standard errors, use of a 5% trimmed sample and addition of negative VSL estimates. This sensitivity analysis allows us to systematically compare VSL estimates to determine how they are influenced by study design characteristics.
Methodology

Study selection
We obtained published and unpublished VSL studies by examining previously published meta-analyses or review articles, citations from VSL studies and by using web searches and personal contacts.
The data were prepared as follows. First, we selected qualified studies based on a set of selection criteria applied in Viscusi (1992) . Second, we computed and recorded all possible VSL estimates and associated standard errors in each study. Third, we made subsets of homogeneous VSL estimates and calculated the representative VSL for each subset by averaging VSLs and their standard errors 4 . Each step is discussed in detail below.
Since the empirical Bayes estimation method (pooled estimate model) does not control for the overall quality of the underlying studies, careful examination of the studies is required for selection purposes. In order to facilitate comparisons with the EPA 812 report, we applied the same selection criteria that were applied in that report, based largely on the criteria proposed in Viscusi (1992) . Viscusi (1992) examined 37 hedonic wage (HW), hedonic price (HP) and contingent valuation (CV) studies of the value of a statistical life, and listed four criteria for determining the value of life for policy applications. The first criterion is the choice of risk valuation method.
Viscusi found that all the HP studies evaluated failed to provide an unbiased estimate of the dollar side of the risk-dollar tradeoff, and tended to underestimate VSL. Therefore, only HW studies and CV studies are included in this study.
The second criterion is the choice of the risk data source for HW studies. Viscusi argued that actuarial data reflect risks other than those on the job, which would not be compensated through the wage mechanism, and tend to bias VSL downward. Therefore, some of the initial HW studies that used actuarial data are removed from this analysis. The third criterion is the model specification in HW studies. Most studies apply a simple regression of the natural log of wage rates on risk levels. However, a few of the studies estimate the tradeoff for discounted expected life years lost rather than simply risk of death. This estimation procedure is quite complicated, and the VSL estimates tend to be less robust than in a simple regression estimation approach. Only studies using the simple regression approach are used in this analysis.
The fourth criterion is the sample size for CV studies. Viscusi argued that the two studies he considered whose sample sizes were 30 and 36 respectively were less reliable and should not be used. In this study, a threshold of 100 observations was used as a minimum sample size 5 .
There are several other selection criteria that are implicit in the 1992 Viscusi analysis 6 .
The first is based on sample characteristics. In the case of HW studies, he only considered studies that examined the wage-risk tradeoff among general or blue-collar workers. Some recent studies only consider samples from extremely dangerous jobs, such as police officer. Workers in these jobs may have different risk preferences and face risks much higher than those evaluated in typical environmental policy contexts. As such, we exclude those studies to prevent likely downward bias in VSL relative to the general population. In the case of CV studies, Viscusi only considered studies that used a general population sample. Therefore, we also exclude CV studies that use a specific subpopulation or convenience sample, such as college students.
The second implicit criterion is based on the location of the study. Viscusi (1992) considered only studies conducted in high income countries such as U.S., U.K. and Japan.
Although there are increasing numbers of CV or HW studies in developing countries such as Taiwan, Korea and India, we exclude these from our analysis due to differences between these countries and the U.S. Miller (2000) and Viscusi and Aldy (2003) 
Data preparation
In VSL studies, authors usually report the results of a hedonic wage regression analysis, or WTP estimates derived from a CV survey. In the studies we reviewed, a few authors reported all of the VSL that could be estimated based on their analysis, but most authors reported only selected VSL estimates and provided recommended VSL estimates based on their professional judgment.
This judgment subjectively takes into account the quality of analysis, such as the statistical significance of the result, the target policy to be evaluated, or judgments based on comparative findings. Changes in statistical methods and best practices for study design during the period covered by our analysis may invalidate the subjective judgments used by authors to recommend a specific VSL. To minimize potential judgment biases, as well as make use of all available information, we re-estimated all possible VSLs based on the information provided in each study and included them in our analysis as long as they met the basic criteria laid out by Viscusi (1992) 8 .
For certain specifications some authors found a negative VSL. However, in every case the authors rejected the plausibility of the negative estimates. We agree that negative VSL are highly implausible and exclude them from our primary data set. However, we later present a sensitivity analysis showing the effects of excluding the negative estimates.
Estimation of VSL from HW studies
Most of the selected HW studies use the following equation to estimate the wage-risk premium:
where Y i is equal to earnings of individual i, p i and q i are job related fatal and non-fatal risk faced by i (q i often omitted), X i is a vector of other relevant individual and job characteristics (plus a constant) and ε i is an error term. In many cases, the wage equation will also include fatal risk squared and interactions between risk and variables such as union status. Based on equation (1) 
Estimation of standard error of VSL from HW studies
Calculation of the variances for the set of VSL estimates from the literature is a key element for the empirical Bayes analysis. While we would ideally like to calculate the complete variance for each VSL estimate, we were unable to do so due to missing data on elements of the variance equation. For example, because most authors calculate the VSL using the mean wage for the sample, the variance of the VSL from a HW study is
It is typically evaluated at Y= Y , where Y is the average wage for the sample. However, the VSL might also be calculated using the mean predicted wage from the wage equation, which would imply a different variance formula. Or, the VSL for each observation in a sample could be calculated and then mean VSL computed over the sample. Because most authors did not provide the mean predicted wage, we have chosen to calculate all VSL for this analysis using the mean observed wage. The variances, and thus the weights in the empirical Bayes analysis, are then driven primarily by the variance of the estimated risk parameter, rather than by the overall variance of the wage equation.
For example, if the wage equation is specified as To calculate the full variance, allowing for the observed variability in wages and fatal risk, one needs to calculate the variance of the product of the regression coefficients and the wage, risk, and interaction terms. We use the formula for the exact variance of products provided by Goodman (1960) . For the first variance term above, this formula would be To assess the impact of treating mean annual wage as a constant, we estimate the standard error with and without the wage variance for the 40 VSL estimates for which information on the variance of wage was available. We find that the differences between the two estimates of standard error are fairly small, within $0.2 million for most estimates. In no case does the standard error differ by more than 10 percent. We also assess the impact of omitting the covariance term by comparing the reported standard error of Scotton and Taylor (2000) providing a "full" variance estimate for the estimated VSL with our estimated standard error, which does not include the covariance term. We find that the difference in standard error is quite small. Note that the published standard error from this study treats mean annual wage as fixed, so the comparison shows only the effect of excluding the covariance term. These results suggest the impact of omitting the covariance terms and treating mean annual wage as fixed in our calculation of standard errors should not have a significant effect on our results. This does not however, address the larger issue of whether the use of mean observed wage in the place of mean predicted wage would have a significant impact. Because of the lack of information on mean predicted wage, we are unable to examine the impact of this assumption.
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Estimation of VSL and standard error from CV studies
For most of the CV studies, we could not estimate the VSL and its standard error unless the author provided mean or median WTP and a standard error for a certain amount of risk reduction. When this information is available, the VSL and its standard error are simply calculated as WTP divided by the amount of risk reduction, and SE(WTP) divided by the amount of risk reduction, respectively. The CV studies that do not report standard errors are removed from our analysis. The effects of excluding these CV studies are examined in a sensitive analysis.
Estimation of representative VSL for each study
Most studies reported multiple VSL estimates. For the empirical Bayes approach used in our analysis, each estimate is assumed to be an independent sample taken from a random distribution of the population (Levy et al. 2000) . To assure the independence of each estimate given the multiple observations from single studies, we constructed a set of homogeneous (and more likely independent) VSL estimates by employing the following approach.
We arrayed individual VSL estimates by study author (to account for the fact that some authors published multiple articles using the same underlying data). We then examined homogeneity among sub-samples of VSL estimates for each author by using Cochran's Q-statistics.
The test statistic Q is:
where β i is the reported VSL from study, β* = ∑ ∑ If the hypothesis of homogeneity was rejected, we further divided the samples into subsets according to their different characteristics such as source of risk data and type of population (i.e. white collar or blue collar), and tested for homogeneity again. We repeated this process until all subsets were determined to be homogeneous.
The empirical Bayes estimation model
The empirical Bayes estimation technique is a method to improve study-specific estimates by adjusting estimates by within and between study variability. While simple variance weighting is a common approach to incorporating precision of individual estimate in the analysis, under the assumption that the all estimates belong to one underlying distribution, the empirical
Bayes method provides an estimator with smaller mean squared error than an estimator that is adjusted by only within study variability (Post et al. 2001) .
Following DerSimonian and Laird (1986) and Post et al. (2001) , the empirical Bayes model is constructed in a following way. The empirical Bayes model assumes that
where β i is a specific VSL estimate study i, µ i is the true VSL, e i is the sampling error that is N(0, s i 2 ) for all i = 1,…, n. The model also assumes that
where µ is the mean population estimate, δ i captures the between study variability that is N(0, τ 2 ).
The weighted average of the reported β i is described as µ w . The weight is a function of 
where Q is Cochran's Q statistics described before. This adjustment, as illustrated in Figure 1 , pulls the reported estimates of β i towards the pooled estimate. The more within-study variability, the less weight the β i receives relative to the pooled estimate, and the more it gets adjusted towards the pooled estimate. The adjustment also reduces the variance surrounding the β i by incorporating information from all β's into the estimate of β i. (Post et al. 2001) .
To compare the different distributions of VSL, we applied the bootstrap method, which is a nonparametric method for estimating the distribution of statistics. Bootstrapping is equivalent to random sampling with replacement. The infinite population that consists of the n observed sample values, each with probability 1/n, is used to model the unknown real population (Manly 1997). We first conducted re-sampling 1000 times, and compared the distributions in terms of mean, median and interquartile range.
Results and comparisons
In total, we collected 47 HW studies and 29 CV studies. A data summary for each stage of analysis is shown in Figure 2 shows the composite distribution of the empirical Bayes adjusted VSL (using the 60 representative VSL estimates) and the Weibull distribution for the 26 VSL estimates as reported in the EPA 812 report. 13 The summary results are shown in Table 2 . The composite distribution of adjusted VSL has a mean of $5.4 million with a standard deviation of $2.4 million. This mean value is smaller than that based on the EPA 812 Weibull distribution and has less variance (EPA 812's coefficient of variation is 0.7) even though our VSL sample has a range more than five times as wide as the EPA 812 sample.
The combined distribution of VSL
Comparison of study subsets
Comparison of valuation method subsets
Many researchers argue that the VSL is sensitive to underlying study characteristics (Viscusi 1992; Carson et al. 2001; Mrozek and Taylor 2002) . One of the most interesting differences is in the choice of valuation method. To determine if there is a significant difference between the empirical Bayes adjusted distributions of VSL using HW and CV estimates, we used a bootstrapping method to test the hypothesis that HW and CV estimates of VSL are from the same underlying distribution.
We divided the set of VSL studies into HW and CV and applied the homogeneity subsetting process and empirical Bayes adjustment method to each group. The composite distributions for HW and CV sample are shown in Figure 3 . The HW distribution has a mean value of $9.6 million with a standard deviation of $4.9 million while the CV distribution has much smaller mean value of $2.8 million with a standard deviation of $1.3 million (see Table 2 ).
Bootstrap tests of significance show the VSL based on HW is significantly larger than that of CV (p<0.001), comparing means, medians and interquartile ranges between the distributions.
Comparison of study location subsets
Because of differences in labor markets, health care systems, and societal attitudes towards risk, VSL estimates from HW studies may potentially be sensitive to the country in which the study was conducted (this may also be true for CV studies, however there were too few CV 
Comparison of source of occupational risk data
Moore and Viscusi (1988) found that VSL was influenced by choice of source of occupational risk data. According to their results, the VSL estimated based on Bureau of Labor Statistics (BLS) death-risk data is significantly smaller than that estimated based on National
Institute of Occupational Safety and Health (NIOSH) death risk data. We estimated the empirical Bayes adjusted VSL distribution for each risk data source. The distribution for the BLS sample has a mean value of $ 10.9 million with a standard deviation of $ 4.9 million. The distribution for the NIOSH sample has a mean value of $ 7.2 million with a standard deviation of $ 3.9 million.
The empirical Bays method reduces the variance of distributions 15 , but we did not find a significant difference between the two distributions. However, the reliability of our result is limited due to the small number of studies based on the NIOSH risk data.
Comparison of fatal and non-fatal injury risks
Another test is conducted to examine the effect of including a non-fatal dummy variable in HW studies. Previous reviews of VSL literature have noted the importance of accounting for non-fatal injury risk (Viscusi 1992; Viscusi and Aldy 2003) . In comparing VSL distributions, we found no significant difference between the distributions with and without the non-fatal risk variable. Although Viscusi (1978) reported a relatively large drop in VSL when a non-fatal injury risk dummy was included, Leigh and Folson (1984) reported only slight reductions in VSL, and
Martinello and Meng (1992) reported slight increases in VSL when controlling for non-fatal risk.
Mrozok and Taylor's meta analysis also found an insignificant effect of controlling non-fatal risk.
Comparison of union and nonunion samples
There has been considerable interest in the effect of union status on VSL in the HW literature (Dickens 1984; Sandy and Elliott 1996; Siebert and Wei 1994) . We compared distributions based on union and non-union samples. Most studies control for the influence of union status by including a dummy variable in their HW regression. Therefore, there are a limited number of studies that estimate HW models with only a union or non-union sample. A comparison of studies from the US and UK did not yield a significant difference.
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When we limited the sample to U.S. studies, we found that the mean VSL for the union sample is $17.0 million, which is significantly larger than the mean VSL for the non-union sample of $6.8 million.
Sensitivity Analysis
We also examined the sensitivity of our results to excluded estimates. To do this, we added to the sample the VSL estimates that were excluded from the primary analysis due to the lack of a standard error. We assumed for this test that all reported VSL estimates should have passed at least a 95 percent significance test, and we estimated the corresponding standard error at this significance level for each VSL. This added nine averaged VSL estimates to the set of 60 representative estimates, including four estimates from HW studies and five from CV studies.
The distribution of the enhanced sample has a mean value of $4.7 million with a standard deviation of $2.3 million. Compared with the result of our main analysis, the mean value is reduced by $0.7 million. This is because we have added more estimates from CV studies, which tend to produce relatively lower VSL. Bootstrap tests of significance show the VSL from HW studies is still significantly different from that from CV studies (p<0.0001), comparing means, medians and interquartile ranges.
We also report a 5% trimmed mean estimate that increases the combined mean from both valuation methods from $5.4 million to $5.8 million with no effect on the coefficient of variation.
Finally, we consider the impact of including negative estimates. Since these estimates were all associated with HW studies, the HW mean drops from $9.6 million to $6.4 million. This also has a noticeable effect on the combined mean dropping it from $5.4 million to $4.1 million. The difference between the CV and HW estimates remains significant based on bootstrap tests of the means and medians.
Conclusions
The meta-analysis we have used results in a composite distribution of empirical Bayes adjusted VSL with a mean of $5.4 million and a standard deviation of $2.4 million. This is a somewhat lower mean than previous pooled estimates, and because of the Bayesian adjustment process, there is greatly reduced variability as evidenced by the coefficient of variation, even though our dataset has a much wider range than previous studies. Our results are generally in line with Viscusi and Aldy's findings based on a meta-analysis of hedonic wage studies only. They found that mean predicted VSL from their full sample (including international studies) was between $5.0 million and $6.2 million for various specifications. Our mean VSL for the U.S.
sample of $8.9 million is somewhat higher than the Viscusi and Aldy's most comprehensive robust estimate of $7.6 million for their U.S. sample. Our estimates are higher than the "best practice"
VSL of $2 million found by Mrozek and Taylor (2002) . This difference comes from their adjustment for inter-industry differences in compensating wage equations.
Starting from a baseline of the literature used in Viscusi (1992) , our approach has generated a set of hypotheses that may challenge some previously held assumptions. It is clear that VSL analysts need to look closely at study location; our estimates show significant differences in VSL even between developed countries with relatively similar income levels. It is also important to carefully consider valuation methods as we found quite different VSL estimates in the hedonic wage versus contingent valuation datasets. Our finding that the hedonic method generates significantly larger estimates than the CV approach is consistent with a comparison of CV and revealed preference approaches to valuing quasi-public goods reported by Carson (1996) .
It is not surprising that such differences have been found. Theoretically, the two valuation methods do not necessarily provide the same results for non-marginal risk change, because the HW approach is estimating a local trade-off, while the CV approach approximates a movement along a constant expected utility locus (Viscusi and Evans 1990; Lanoie, Pedro and Latour 1995) . Also, the CV and HW methods use different populations and different types of risks, both of which can lead to a systematic dispersion in VSL estimates. It is also important to consider the bias that may stem from each evaluation method. For example, CV studies may suffer from hypothetical bias (Cummings and Taylor 1995) , while HW studies may be subject to bias resulting from measurement errors (Black 2001) , and omitted variables (Garen 1988; Hwang et al. 1992; Gunderson and Hyatt 2001) . However, the impact and direction of the differences across methods have not been systematically investigated using aggregated date prior to this analysis.
Our sensitivity analysis found no significant difference on average in the VSL estimates from studies using BLS vs NIOSH data. Additional research into appropriate measures of risk for VSL studies is needed. Aggregate level comparisons as we have done in this paper are useful in comparing the overall distribution of VSL estimates from each method, however the resulting comparisons might be significantly affected by differences in the design of each study, as the large variance in the HW distribution suggests. This problem could be addressed by applying meta-regression analysis, which can determine the impact of specific study factors by taking into consideration study characteristics such as sample population, study location, or sources of risk data (Levy et al. 2000; Mrozek and Taylor 2002; Viscusi and Aldy 2003) .
Study location does seem to matter, but additional investigation is necessary to identify why there are differences. Simply lumping countries together as developed or developing may not be the best way to account for potential differences in VSL. Differences in health care systems may be a key influence, as there are a number of differences in insurance coverage and access to health care across developed countries (Anderson and Hussey, 2000) . There may be numerous other socio-cultural factors that can cause VSL estimates to diverge.
As the excluded studies sensitivity analysis indicates, our results are sensitive to the addition of small magnitude VSL estimates with low variances. For example, Krupnick et al. (2002) estimated the VSL as $1.1 million with a standard error of $0.05 million. If we remove this estimate from our main analysis, the overall mean VSL is increased to $5.9 million, implying that one study reduces the overall mean by $0.5 million. It is thus especially important to determine the reliability of CV studies carefully by assessing any potential questionnaire or scope effects (Hammitt and Graham, 1999) . Also, it may be important to investigate why the VSL estimates from CV studies are so similar despite the differences in type of risk, study location and survey method.
In addition to the application of the empirical Bayes method, our analysis demonstrates the importance of adopting a two-stage procedure for combining evidence from the literature when multiple estimates are available from a single source of data. The first stage sorting process using the Cochran's Q test for homogeneity seems a reasonable approach to control for over-representation of any one dataset. From the original set of 40 studies, we obtained 197 VSL estimates and then classified these into 60 homogeneous subsets. This suggests that there was a high probability of assigning too much weight to some estimates if a single stage process were used, treating each of the 197 estimates as independent. Also, the two-stage approach does not discard information from each study. Instead it uses all the available information in an appropriate manner.
As in the field of epidemiology, the economics profession should consider developing protocols for combining estimates from different studies for policy purposes. Consistent reporting of both point estimates of VSL and standard errors, or variance-covariance matrices would enhance the ability of future researchers to make use of all information in constructing estimates of VSL for policy analysis. Additional research is needed to understand how VSL varies systematically with underlying study attributes, such as estimation method or location of studies.
The empirical Bayes approach outlined here provides a useful starting point in developing the variables needed for such studies. In future meta-analyses, methods will also need to be developed to control for possible dependence among VSL estimates derived from studies using similar databases or from the same authors. We have used a relatively simple grouping procedure based on the Cochran's Q-test for homogeneity for a given author. However, there may be correlation between VSL estimates even across authors when similar datasets are used. This may lead to unwarranted weight being placed on VSL estimates all derived from a single data source.
The widely cited estimate of $6.3 million from the EPA 812 study based on Viscusi's assessment of the VSL literature was a simple average giving equal weight to each estimate. This early approach ignored within and between study variability. Mrozek and Taylor (2002) presented an alternative method for deriving a mean VSL estimate for policy purposes based on a best fit regression model using only the hedonic wage studies. We examine both CV and HW studies and present a different methodology using all available information to adjust individual VSL estimates based on the within and between study variability. By generating distributions of VSL, the method allows us to test individual hypotheses regarding study attributes. These comparisons have generated a number of hypotheses that should form the foundation for future meta-analyses of VSL combining the CV and HW approaches. 
Notes:
1 All estimates reported in this paper have been converted to constant 2000 dollars using the Bureau of Labor Statistics Consumer Price Index (CPI). The CPI inflation calculator uses the average Consumer Price Index for a given calendar year. These data represent changes in prices of all goods and services purchased for consumption by urban households. For estimates reported in foreign currency, we first converted to U.S. dollars using data on Purchasing Power Parity from the Organization for Economic Cooperation and Development, and then converted to 2000 U.S. dollars using the CPI.
2 Most authors do not report standard errors of VSL estimates. We have estimated the standard errors for these and other studies using an approach discussed later in the paper. base price of produce. In order to realize an implied VSL within the range considered by Viscusi, individuals would need to have a WTP of around $400 per year. Because WTP in the study was tied to increases in produce prices, which ranged $0.39 to $1.49, it would be very unlikely that individuals would be willing to pay over a 100 times their normal price for produce to obtain the specified risk reduction. Tying WTP to observed prices thus limits the usefulness of this study for benefits transfer. 7 From http://worldbank.org/data/databytopic/class.htm. High-income OECD member have annual income greater than $9,266 per capita. 8 One reviewer suggested that some published VSL estimates should be excluded from our analysis because the authors judged these estimates to be invalid. Our review of each study did not reveal authors' arguments excluding VSL estimates except a few instances in which authors questioned the reliability of the BLS and NIOSH occupational risk data. Because it is accepted to use these risk data in hedonic wage studies, we did not view this as a valid reason for dropping those VSL estimates. The summary of each author's review of their VSL estimate is in an appendix available upon request from the authors. 9 Most studies use the hourly wage or weekly wage. In those cases authors multiply by 2000 (some use 2080) for mean hourly wage, and 50 (some use 52) for mean weekly wage to obtain mean annual wage. We follow each study's estimation approach and if that is not available, we use a multiplier of 2000 for hourly wage and 50 for weekly wage. 10 The coefficient ∂lnY/∂dp i does not depend on the units in which Y is measured. The requirement for a comparison across is that results are converted in the same units, e.g. per thousand per year. 11 To assure the quality of re-estimation of VSL, we matched our results with estimates done by the original authors when available. Although the VSL estimates from Kneisner and Leeth (1991) ,
