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Abstrakt
Tato pra´ce se zaby´va´ vy´beˇrem vhodne´ho virtualizacˇnı´ho syste´mu, na´vrhem a realizacı´
nove´ho rˇesˇenı´ ovla´da´nı´ virtua´lnı´ch stroju˚. Pozˇadovane´ vlastnosti plynou z potrˇeb Virtu-
a´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´, ktera´ bude tento syste´m vyuzˇı´vat jako na´hradu sta´vajı´-
cı´ho, da´le nevyhovujı´cı´ho syste´mu. Obsahem u´vodnı´ cˇa´sti pra´ce je shrnutı´ teorie virtu-
alizace v za´kladnı´m rozsahu nutne´m pro na´vrh a prˇehled soucˇasny´ch rˇesˇenı´. Z analy´zy
pozˇadova-ny´ch vlastnostı´ a dostupny´ch prostrˇedku˚ vyplynulo jako nejvhodneˇjsˇı´ rˇesˇenı´
zalozˇene´ na virtualizacˇnı´m syste´mu KVM. Zadany´ u´kol se podarˇilo vyrˇesˇit vytvorˇenı´m
knihovny bash skriptu˚ nad zvolenou virtualizacˇnı´ platformou. Rˇesˇenı´ u´speˇsˇneˇ obsta´lo
prˇi du˚klad-ne´m testova´nı´ na serveru.
Klı´cˇova´ slova: virtualizace, virtua´lnı´ stroj, KVM, Virtua´lnı´ laboratorˇ pocˇı´tacˇovy´ch sı´tı´
Abstract
This thesis is concerned with selection of a proper virtualization system, design and re-
alization of a new solution of control of virtual machines. Required features follow from
the needs of Virtual Networking Laboratory, which will use this system as a replacement
of the recent and no longer sufficient system. The content of the first part of the thesis
is the summary of theory of virtualization in basic extent necessary for design and sur-
vey of recent solutions. The analysis of required features and available resources showed
the most proper solution is the one based on KVM virtualization system. The goal was
achieved by creating a bash script library above the chosen virtualization platform. The
solution successfully came through a thorough testing on a server.
Keywords: virtualization, virtual machine, KVM, Virtual Networking Laboratory
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Jednı´m z nejdu˚lezˇiteˇjsˇı´ch trendu˚ v oblasti informacˇnı´ch technologiı´ je v soucˇasne´ dobeˇ
zcela nepochybneˇ virtualizace. K nasazenı´ tohoto dnes tolik popula´rnı´ho rˇesˇenı´ docha´zı´
velmi cˇasto, dı´ky jeho sˇiroke´mu uplatneˇnı´ v oboru informacˇnı´ch technologiı´.
Da´vno se jizˇ nejedna´ o pocˇa´tecˇnı´ experimentova´nı´ s novou technologiı´, cˇasto do-
prova´zenou obavou, zdali nejde pouze o medializaci zajı´mave´lo, lecˇ v praxi nepouzˇitel-
ne´ho rˇesˇenı´. Cˇas a pevne´ mı´sto virtualizace mezi IT rˇesˇenı´mi v korpora´tnı´ sfe´rˇe jizˇ jasneˇ
uka´zaly, zˇe jde o vyzra´lou technologii. Du˚vodu˚ jejı´ho nasazenı´ je velmi mnoho: od teˇch
financˇnı´ch jako je u´spora peneˇz za hardware cˇi elektrickou energii azˇ po ryze technicke´
jako je mozˇnost okamzˇite´ho vytvorˇenı´ libovolny´ch virtua´lnı´ch stroju˚, jejich snadna´ spra´va,
plnohodnotne´ vyuzˇitı´ hardwarove´ho vy´konu atd.
K jednomu z mı´st, kde nasˇla virtualizace sve´ uplatneˇnı´, patrˇı´ i Virtua´lnı´ laboratorˇ
pocˇı´tacˇovy´ch sı´tı´ (Virtlab) prˇi Katedrˇe informatiky na Fakulteˇ elektrotechniky a infor-
matiky Vysoke´ sˇkoly ba´nˇske´ – Technicke´ univerzity Ostrava.
Cı´lem te´to pra´ce je vytvorˇit kompletnı´ rˇesˇenı´ pro dynamickou aktivaci specifiko-
vany´ch virtua´lnı´ch instancı´ s OS Linux. Je trˇeba vybrat vhodnou virtualizacˇnı´ platformu
pro konkre´tnı´ potrˇeby Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´, na´sledneˇ vytvorˇit kompletnı´
rˇesˇenı´ pro dynamickou aktivaci a ovla´da´nı´ specifikovany´ch virtua´lnı´ch stroju˚ s fina´lnı´m
nasazenı´m do ostre´ho provozu na serveru.
1.1 Teorie virtualizace
Tato kapitola bude veˇnova´na strucˇne´mu shrnutı´ teorie virtualizace, ktera´ je nezbytneˇ
nutna´ pro pochopenı´ da´le vyuzˇı´vane´ technologie. V jednotlivy´ch kapitola´ch budou rozve-
deny neˇktere´ za´kladnı´ pojmy a principy tohoto odveˇtvı´.
Vzhledem k faktu, zˇe v soucˇasne´ dobeˇ se jizˇ jedna´ o tak rozsa´hlou oblast IT a vy´klad
teorie virtualizace nenı´ na´plnı´ te´to pra´ce, zde bude da´le uveden pouze strucˇny´ vy´tah,
nikoli kompletnı´ a obsa´hly´ popis.
1.1.1 Virtualizace
Virtualizace[1] se obvykle definuje jako abstrakce vy´pocˇetnı´ch zdroju˚. V ra´mci informacˇ-
nı´ch technologiı´ se pod pojmem virtualizace rozumı´ techniky a postupy, jezˇ pracujı´ s dos-
tupny´mi zdroji odlisˇny´m zpu˚sobem, nezˇ jak odpovı´da´ jejich fyzicke´ strukturˇe. Pomocı´
tohoto virtualizovane´ho prostrˇedı´ mu˚zˇeme dosa´hnout libovolne´ho, na´mi pozˇadovane´ho
usporˇa´dna´nı´ virtua´lnı´ch prvku˚, neza´visle na dostupne´m hardwaru. To s sebou nese rˇadu
vy´hod v podobeˇ mozˇnosti prˇizpu˚sobenı´ meˇnı´cı´m se potrˇeba´m uzˇivatelu˚, u´spory financı´
z du˚vodu agregace zdroju˚, u´spory mı´sta pro fyzicky´ hardware, bezpecˇnosti atd.
V soucˇasne´ dobeˇ mu˚zˇeme virtualizovat takrˇka vsˇe od kompletnı´ infrastruktury hard-
waru azˇ po jednotlive´ cˇa´sti syste´mu. Takto lze simulovat cele´ pocˇı´tacˇe (tzv. virtua´lnı´
stroje), dı´lcˇı´ hardwarove´ komponenty (naprˇı´klad virtua´lnı´ pameˇt’, virtua´lnı´ procesor cˇi
virtua´lnı´ disk atd.), prˇı´padneˇ pouze softwarove´ prostrˇedı´ v podobeˇ virtualizace operecˇ-
nı´ho syste´mu apod.
5Strukturovat pojem virtualizace v ra´mci IT mu˚zˇeme na´sledovneˇ:
• Virtua´lnı´ stroj (Virtual machine, VM)
– Virtualizace platformy (Platform virtualization)
∗ Plna´ virtualizace (Full virtualization)
∗ Hardwaroveˇ asistovana´ virtualizace (Hardware-assisted virtualization)
∗ Cˇa´stecˇna´ virtualizace (Partial virtualization)
∗ Paravirtualizace (Paravirtualization)
∗ Virtualizace na u´rovni operacˇnı´ho syste´mu (Operating system-level virtu-
alization)
– Aplikacˇnı´ virtualizace (Application virtualization)
∗ Prˇenosne´ aplikace (Portable application)
∗ Meziplatformnı´ virtualizace (Cross-platform virtualization)
∗ Virtualizacˇnı´ apara´t (Virtual appliance)
∗ Emulace nebo Simulace (Emulation or simulation)
• Virtua´lnı´ pameˇt’ (Virtual memory)
• Virtualizace u´lozˇisˇt’ (Storage virtualization)
• Pameˇt’ova´ virtualizace (Memory virtualization)
• Sı´t’ova´ virtualizace (Network virtualization)
– Virtua´lnı´ priva´tnı´ sı´teˇ (Virtual private network, VPN)
• Desktopova´ virtualizace (Desktop virtualization)
• Datova´ virtualizace (Data virtualization)
• Databa´zova´ virtualizace (Database virtualization)
• Virtua´lnı´ u´cˇtova´nı´ (Virtual Chargeback)
Prˇedcha´zejı´cı´ pojmy jako takove´ nejsou nikde univerza´lneˇ uznane´ cˇi standardizovane´
apod. Principy se strukturou na nı´zˇ rozdeˇlenı´ stojı´ vsˇak lze nale´zt ve veˇtsˇineˇ literatury.
Vzhledem k zameˇrˇenı´ te´to pra´ce zde da´le bude podrobneˇji rozepsa´na pouze cˇa´st
ty´kajı´cı´ se virtualizace platformy.
1.1.2 Virtualizace platformy
Historicky´ vy´znam termı´nu virtualizace[2] pu˚vodneˇ pocha´zı´ jizˇ z 60. let 20. stoletı´ a
oznacˇoval vytva´rˇenı´ virtua´lnı´ch stroju˚ prˇi pouzˇitı´ kombinace softwaru a hardwaru. Toto
se dnes nazy´va´ virtualizacı´ platformy. Pokusny´ stra´nkovacı´ mechanismus syste´mu IBM
M44/44X dal zase vniknout pojmu virtua´lnı´ stroj. V soucˇasne´ dobeˇ majı´ oba tyto termı´ny
jizˇ sve´ dalsˇı´ vy´znamy a jejich cha´pa´nı´ se mu˚zˇe proto odlisˇovat.
6Virtualizace platformy je realizova´na na fyzicke´ hardwarove´ platformeˇ formou soft-
warove´ho hostitele, jezˇ simuluje virtua´lnı´ pocˇı´tacˇove´ prostrˇedı´ neboli vytva´rˇı´ virtua´lnı´
stroj pro hostovany´ software. Tı´m vznikne spolupracujı´cı´ dvojice hostitel (rea´lny´ stroj) –
host (virtua´lnı´ stroj). Software hosta pak beˇzˇı´ v takto virtua´lneˇ simulovane´m prostrˇedı´
stejneˇ, jako by byl nainstalova´n na skutecˇne´ hardwarove´ platformeˇ. Typicky je takto
simulova´no neˇkolik virtua´lnı´ch stroju˚ na jednom stroji fyzicke´m.
Parametry teˇchto simulovany´ch virtua´lnı´ch stroju˚ je mozˇne´ konfigurovat dle uzˇivatel-
sky´ch potrˇeb a mozˇnostı´ rea´lne´ho hostitelske´ho hardwaru.
1.1.2.1 Plna´ virtualizace
Plna´ virtualizace[3] prˇedstavuje techniku, jezˇ prova´dı´ kompletnı´ simulaci hardwaru pro
virtua´lnı´ stroj. To znamena´, zˇe z hlediska hostovane´ho softwaru se jedna´ o plnohodnotny´
pocˇı´tacˇ. Na takove´mto virtua´lnı´m stroji tedy mu˚zˇeme provozovat libovolny´ software,
zejme´na libovolny´ operacˇnı´ syste´m, jenzˇ by beˇzˇel i na rea´lne´m hardwaru se stejny´m
druhem procesoru (stejnou instrukcˇnı´ sadou jako hostitelsky´ pocˇı´tacˇ).
Toto je hlavnı´ rozdı´l oproti jiny´m forma´m virtualizace, kde je umozˇneˇn beˇh pouze
neˇktery´ch cˇi specia´lneˇ upraveny´ch programu˚. Z hlediska uzˇivatele plne´ virtualizace je
simulovany´ stroj k nerozezna´nı´ od fyzicke´ho.
Tato forma virtualizace se postupem cˇasu uka´zala jako velice u´speˇsˇna´ dı´ky sve´ kom-
plexnosti a nabı´zeny´m mozˇnostem.
1.1.2.2 Hardwaroveˇ asistovana´ virtualizace
Hardwaroveˇ asistovana´ virtualizace[3] prˇedstavuje evolucˇnı´ vylepsˇenı´ prˇedesˇle´ plne´ vir-
tualizace za pomocı´ specia´lnı´ch instrukcı´ procesoru. Do procesoru˚ podporujı´cı´ch tuto
formu virtualizace byly prˇida´ny specia´lnı´ sady instrukcı´ umozˇnˇujı´cı´ dosazˇenı´ lepsˇı´ch
vy´sledku˚ zejme´na v oblasti vy´konu prˇi vyuzˇitı´ teˇchto procesoru˚ pro beˇh virtualizace.
Zavedenı´m teˇchto instrukcı´ docha´zı´ take´ ke snı´zˇenı´ mnozˇstvı´ zmeˇn nutny´ch pro beˇh vir-
tualizace v hostitelske´m operacˇnı´m syste´mu.
V soucˇasne´ dobeˇ jde o velmi rozsˇı´rˇeny´ model, ktery´ vyuzˇı´vajı´ vsˇechny hlavnı´ virtual-
izacˇnı´ syste´my.
1.1.2.3 Cˇa´stecˇna´ virtualizace
Cˇa´stecˇna´ virtualizace, jak jizˇ na´zev napovı´da´, nesimuluje kompletnı´ virtua´lnı´ stroj, jak
jej cha´peme naprˇı´klad z principu˚ plne´ virtualizace, ale pouze neˇktere´ cˇa´sti fyzicke´ho
hardwaru hostitele. Toto prostrˇedı´ jizˇ neumozˇnˇuje beˇh libovolne´ho softwaru, i kdyzˇ v
mnohy´ch prˇı´padech je postacˇujı´cı´ pouze jeho u´prava. Obvykle zde take´ nelze spustit cely´
operacˇnı´ syste´m. Steˇzˇejnı´ cˇa´stı´ te´to formy virtualizace je neza´visly´ adresnı´ prostor pro
beˇzˇı´cı´ programy. Dnes je tato technika soucˇa´stı´ veˇtsˇiny modernı´ch operacˇnı´ch syste´mu a
nerˇadı´ se jizˇ mezi klasicke´ formy virtualizace v dnesˇnı´m smyslu cha´pa´nı´ tohoto termı´nu.
Tato virtualizace byla ovsˇem du˚lezˇity´m historicky´m meznı´kem na cesteˇ k plne´ virtual-
izaci, pro jejı´zˇ vy´voj byly vyuzˇity zkusˇenosti s provozem cˇa´stecˇne´ virtualizace.
71.1.2.4 Paravirtualizace
Paravirtualizace[3] prˇedstavuje zvla´sˇtnı´ formu virtualizace, kdy nesimulujeme hardware
virtua´lnı´ho stroje tak, jak jej cha´peme naprˇı´klad z principu˚ plne´ virtualizace. Hostitel
zde nabı´zı´ pouze softwarove´ rozhranı´ formou zvla´sˇtnı´ho API pro specia´lneˇ upraveny´
operacˇnı´ syste´m hosta. Takto uzpu˚sobeny´ operecˇnı´ syste´m tak nepracuje s hardwarem
klasicky´m zpu˚sobem, ale skrze vola´nı´ API dane´ virtualizace hostitele nazy´vane´ hypervi-
zor. Vy´hodou tak je prˇı´me´ vykona´va´nı´ instrukcı´ virtua´lnı´ho stroje fyzicky´m procesorem.
Na druhou stranu mezi jeho hlavnı´ nevy´hody patrˇı´ nutnost specia´lnı´ u´pravy hos-
tovane´ho operacˇnı´ho syste´mu, cozˇ nelze prove´st u vsˇech syste´mu˚. Tento nedostatek se
vy´robci procesoru˚ snazˇı´ odstranit zavedenı´m specia´lnı´ch instrukcı´ procestoru, ktere´ umozˇ-
nˇujı´ beˇh operacˇnı´ch syste´mu˚ bez nutnosti jejich modifikace.
Tento zpu˚sob je dnes spolu s hardwaroveˇ asistovanou virtualizacı´ nejpouzˇı´vaneˇjsˇı´.
1.1.2.5 Virtualizace na u´rovni operacˇnı´ho syste´mu
Klı´cˇovou mysˇlenkou virtualizace na u´rovni operacˇnı´ho syste´mu je simulace beˇhu vı´cero
instancı´ konkre´tnı´ho operacˇnı´ho syste´mu uvnitrˇ jedne´ jeho skutecˇne´ instance.
Host tak sdı´lı´ stejny´ operacˇnı´ syste´m jako hostitel, to znamena´ pouzˇitı´ stejne´ho ja´dra
v hostiteli i hostu. Z hlediska beˇzˇı´cı´ch programu˚ hosta je vsˇak operacˇnı´ syste´m cha´pa´n
jako samostatny´. Na takto pouzˇite´ ja´dro jsou ovsˇem kladeny specificke´ na´roky plynoucı´
z vyuzˇı´va´nı´ hardwarovy´ch zdroju˚ vı´ce navza´jem neza´visly´mi instancemi.
Tato forma virtualizace se nejcˇasteˇji pouzˇı´va´ u virtua´lnı´ch hostingu˚, kde docha´zı´ k
prˇideˇlova´nı´ omezeny´ch hardwarovy´ch zdroju˚ velke´mu pocˇtu vza´jemneˇ nedu˚veˇryhod-
ny´ch uzˇivatelu˚.
1.2 Soucˇasne´ existujı´cı´ syste´my
V soucˇasne´ dobeˇ jizˇ na trhu existuje neˇkolik desı´tek hotovy´ch rˇesˇenı´ zaby´vajı´cı´ch se tı´mto
odveˇtvı´m. Lisˇı´ se prˇedevsˇı´m rozsahem (jak velke´ mnozˇstvı´ funkcı´ pro pra´ci s virtua´lnı´mi
stroji dany´ syste´m nabı´zı´) a kvalitou rˇesˇenı´, univerza´lnostı´ pouzˇitı´ (zda se jedna´ o syste´m
vyuzˇitelny´ naprˇı´klad pouze pro konkre´tnı´ u´cˇely cˇi je zcela univerza´lnı´), pouzˇitou plat-
formou, typem licence (tedy i cenou) apod.
Nelze tedy srovna´vat rozsa´hle´ syste´my vyvı´jene´ pro potrˇeby velky´ch korporacı´ s teˇmi
maly´mi cˇasto tvorˇeny´mi jednı´m vy´voja´rˇem v ra´mci open source projektu. V na´sledujı´cı´m
vy´cˇtu jsem se zameˇrˇil na syste´my umozˇnˇujı´cı´ plnohodnotnou a univerza´lnı´ virtualizaci se
standardnı´ sadou funkcı´ pro pra´ci s virtua´lnı´mi stroji. Jelikozˇ i syste´mu˚ s teˇmito parame-
try existuje mnoho, snazˇil jsem se vybrat ty nejrozsˇı´rˇeneˇjsˇı´ z nich. To by meˇlo by´t dostatecˇ-
nou za´rukou pro kvalitnı´ dokumentaci, dlouhodobou podporu, budoucı´ vy´voj, prˇimeˇrˇene´
mnozˇstvı´ chyb atd.
Podrobny´ popis jednotlivy´ch syste´mu˚ nenı´ na´plnı´ te´to pra´ce, a proto na´sledujı´cı´ shr-
nutı´ obsahuje pouze strucˇnou charakteristiku teˇchto rˇesˇenı´ a jejich pozici na trhu. V
prˇı´padeˇ za´jmu o podrobneˇjsˇı´ popis jednotlivy´ch syste´mu˚ doporucˇuji navsˇtı´vit domovske´
stra´nky, ktere´ budou da´le uvedeny.
81.2.1 KVM
Jednı´m ze soucˇasneˇ nejrozsˇı´rˇeneˇjsˇı´ch syste´mu˚ vyuzˇı´vany´ch pro virtualizaci je zcela nepo-
chybneˇ KVM[5] neboli Kernel-based Virtual Machine. Pro svu˚j chod vyuzˇı´va´ hardwarove´
podpory specia´lnı´ch instrukcı´ procesoru˚ v podobeˇ technologiı´ Intel VT nebo AMD-V.
Za´kladnı´ plna´ virtualizace syste´mu Qemu[6] je da´le rozsˇı´rˇena o nadstavbu KVM a sta´va´
se tak hardwaroveˇ asistovanou virtualizacı´. Cely´ syste´m je vyvı´jen v ra´mci open source
na platformeˇ Linux a od verze ja´dra 2.6.20 se stal v u´noru roku 2007 jeho soucˇa´stı´. Jed-
notlive´ komponenty cele´ho syste´mu jsou vyda´va´ny pod ru˚zny´mi variantami GNU li-
cencı´.
Domovskou stra´nku tohoto syste´mu s komplexneˇjsˇı´m popisem nalezneme na adrese:
http://www.linux-kvm.org/
1.2.2 Windows Virtual PC
Windows Virtual PC, drˇı´ve oznacˇovany´ jako Microsoft Virtual PC cˇi Connectix Virtual
PC je virtualizacˇnı´ na´stroj pro platformu Microsoft Windows. Oficia´lneˇ podporuje pouze
beˇh hosta s tı´mto operacˇnı´m syste´mem. Stejneˇ jako veˇtsˇina modernı´ch virtualizacˇnı´ch
syste´mu˚ takte´zˇ vyuzˇı´va´ virtualizacˇnı´ podpory hardwaru, cˇı´mzˇ se rˇadı´ mezi hardwaroveˇ
asistovane´ virtualizace.
Poslednı´ verze Windows Virtual PC na rozdı´l od prˇedchu˚dce Microsoft Virtual PC
beˇzˇı´ jizˇ pouze pod nejnoveˇjsˇı´m operacˇnı´m syste´mem hostitele, tedy Windows 7.
K dispozici je zde take´ specia´lnı´ Windows XP Mode, ktery´ slouzˇı´ pro beˇh aplikacı´
vyzˇadujı´cı´ch starsˇı´ operacˇnı´ syste´m Windows XP. V tomto mo´du beˇzˇı´ aplikace v Termi-
nal Services session ve virtualizovane´m hostu a z hostitele jsou prˇı´stupne´ skrze Remote
Desktop Protocol. S hostitelem tak sdı´lı´ naprˇı´klad nabı´dku Start, plochu atd.
Windows Virtual PC je komercˇnı´ na´stroj sˇı´rˇeny´ pod proprieta´rnı´ licencı´.
Domovskou stra´nku tohoto syste´mu s komplexneˇjsˇı´m popisem nalezneme na adrese:
http://www.microsoft.com/windows/virtual-pc/
1.2.3 VirtualBox
Mezi rozsˇı´rˇeneˇjsˇı´ virtualizacˇnı´ na´stroje mu˚zˇeme rˇadit take´ VirtualBox od spolecˇnosti Or-
acle, drˇı´ve spolecˇnosti Innotek a na´sledneˇ Sun. Na rozdı´l od prˇedchozı´ch dvou se jedna´
o multiplatformnı´ syste´m a to jak na straneˇ hosta, tak i hostitele. Cˇa´st ko´du syste´mu
je pu˚vodneˇ prˇevzata z Qemu. Je nabı´zen ve dvou varianta´ch, ktere´ se lisˇı´ druhem li-
cence a v na´vaznosti na to i svojı´ funkcˇnostı´: za´kladnı´ VirtualBox Open Source Edi-
tion s licencı´ GNU nabı´zeny´ v podobeˇ zdrojovy´ch ko´du˚ a VirtualBox Personal Use and
Evaluation License s rozsˇı´rˇenou funkcionalitou a proprieta´rnı´ licencı´ nabı´zeny´ v podobeˇ
prˇedkompilovany´ch bina´rnı´ch ko´du˚. I tento syste´m vyuzˇı´va´ hardwarove´ podpory a rˇadı´
se tudı´zˇ takte´zˇ mezi hardwaroveˇ asistovane´ virtualizace.
Domovskou stra´nku tohoto syste´mu s komplexneˇjsˇı´m popisem nalezneme na adrese:
http://www.virtualbox.org/
91.2.4 VMware
Nejsofistikovaneˇjsˇı´m a nejvyuzˇı´vaneˇjsˇı´m komercˇnı´m na´strojem cˇi spı´sˇe na´stroji pro vir-
tualizaci je VMware od firmy VMware, Inc. Tato firma nabı´zı´ celou sˇka´lu produktu˚ pro
virtualizaci od za´kladnı´ch syste´mu˚ jako je VMware Player azˇ po rozsa´hle´ rˇesˇenı´ urcˇene´
pro firemnı´ infrastrukturu jako VMware ESX Server. Jejich produkty jsou nabı´zeny pod
ru˚zny´mi proprieta´rnı´mi licencemi. Neˇktere´ na´stroje jsou poskytova´ny zdarma, jine´ pouze
v ra´mci placene´ licence. Vzhledem k tomu, zˇe se jedna´ o sˇpicˇku v oblasti virtualizace, na-
jdeme v jejich nabı´dce vsˇe co se virtualizace ty´ka´. Nabı´dka te´to firmy tak neuspokojı´
pouze uzˇivatele, jezˇ majı´ za´jem o open source cˇi bezplatne´ rˇesˇenı´.
Domovskou stra´nku tohoto syste´mu s komplexneˇjsˇı´m popisem nalezneme na adrese:
http://www.vmware.com/
1.2.5 Xen
Hlavnı´m za´stupcem syste´mu˚ vyuzˇı´vajı´cı´ch princip paravirtualizace je Xen. Umozˇnˇuje
sice i klasickou virtualizaci, ale pouze ve spojenı´ s procesorem jenzˇ ji podporuje v podobeˇ
specia´lnı´ch instrukcı´. Vy´hody a nevy´hody tohoto syste´mu tak plynou hlavneˇ z principu˚
paravirtualizace. Spolu s KVM se jedna´ o nejrozsˇı´rˇeneˇjsˇı´ rˇesˇenı´ na platformeˇ Linux. Dnes
se vsˇak zda´, zˇe KVM zı´ska´va´ nad Xen prˇevahu. Cely´ syste´m je vyvı´jen v ra´mci open
source a jednotlive´ komponenty jsou pod GNU licencı´.
Domovskou stra´nku tohoto syste´mu s komplexneˇjsˇı´m popisem nalezneme na adrese:
http://www.xen.org/
1.3 Procˇ nove´ rˇesˇenı´
Sta´vajı´cı´ rˇesˇenı´ zalozˇene´ na virtualizacˇnı´m syste´mu Xen se postupem cˇasu zacˇalo jevit
jako nevyhovujı´cı´. Vzhledem ke sta´le novy´m pozˇadavku˚m Virtua´lnı´ laboratorˇe pocˇı´tacˇo-
vy´ch sı´tı´, jezˇ dosavadnı´ syste´m nenı´ schopen operativneˇ reflektovat nebo jen velmi obtı´zˇneˇ,
bylo rozhodnuto o vy´voji nove´ho rˇesˇenı´.
Problematicke´ vlastnosti soucˇasne´ho rˇesˇenı´:
• Obtı´zˇny´ beˇh vı´ce druhu˚ virtualizovany´ch stroju˚ paralelneˇ (vsˇechny spousˇteˇne´ in-
stance musejı´ by´t jednoho typu).
• Silneˇ omezene´ mozˇnosti dynamicke´ho definova´nı´ vlastnostı´ virtua´lnı´ch stroju˚ (vlast-
nosti instancı´ jsou prˇedem da´ny konfiguracı´, beˇhem jejich startu se jizˇ nedajı´ meˇnit).
• Omezene´ mozˇnosti spousˇteˇnı´ virtua´lnı´ch stroju˚ na pozˇa´da´nı´ (dynamicˇnost spousˇteˇnı´
instance na pozˇa´da´nı´ je limitova´na existujı´cı´ konfiguracı´, virtua´lnı´ stroje se nedajı´
spousˇteˇt bez nı´).
• Problematicka´ aktualizace virtualizacˇnı´ho syste´mu (aktualizace balı´cˇku˚ modifiko-
vany´ch jader Xen nejsou tak cˇaste´ jako v prˇı´padeˇ klasicke´ho ja´dra).
• Omezenost prostrˇedı´ na platformu Linux a to prˇedevsˇı´m na straneˇ hosta (je tak
obtı´zˇna´ naprˇı´klad instalace operacˇnı´ho syste´mu platformy Microsoft Windows).
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• Obtı´zˇna´ implementace GUI prˇı´stupu k virtua´lnı´m stroju˚m (v soucˇasnosti se vyuzˇı´va´
pouze CLI prˇı´stup, do budoucna by byla vhodna´ i podpora GUI).
• Chybeˇjı´cı´ na´stroje pro ukla´da´nı´ snapshotu˚ virtua´lnı´ch stroju˚.
V dalsˇı´ch kapitola´ch bude proto vybra´n novy´ virtualizacˇnı´ syste´m. Do vy´beˇru bude
ovsˇem takte´zˇ zahrnuta i nejnoveˇjsˇı´ verze momenta´lneˇ pouzˇı´vane´ho Xenu. Ta mu˚zˇe ob-
sahovat nove´ funkce oproti soucˇasneˇ pouzˇı´vane´ verzi a mohla by tak vyhovovat vy´sˇe
zmı´neˇny´m pozˇadavku˚m.
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2 Analy´za
Analy´za je za´kladnı´m prvkem prˇi na´vrhu cele´ho nove´ho rˇesˇenı´. Jejı´ chyby a nedostatky se
zpravidla projevı´ v dalsˇı´ch fa´zı´ch vy´voje a mu˚zˇou prˇine´st vy´razne´ komplikace. Vhodny´
na´vrh cele´ho rˇesˇenı´ beˇhem analy´zy je tedy velmi du˚lezˇity´ pro budoucı´ pru˚beˇh pracı´ prˇi
jeho tvorbeˇ.
Vy´sledkem analy´zy by meˇl by´t na´vrh nove´ho rˇesˇenı´ a vy´beˇr vhodne´ho virtualizacˇnı´ho
syste´mu, jenzˇ bude pouzˇit pro jeho implemetaci. Vzhledem k povaze rˇesˇene´ho proble´mu
by nove´ rˇesˇenı´ meˇlo by´t navrzˇeno pra´veˇ s ohledem na mozˇnosti dostupny´ch virtual-
izacˇnı´ch na´stroju˚. Beˇhem analy´zy vsˇak nelze s urcˇitostı´ zarucˇit, zˇe tento novy´ na´vrh
bude do detailu rˇesˇeitelny´ v ra´mci vybrane´ho virtualizacˇnı´ho syste´mu, a tak mu˚zˇe dojı´t
k drobny´m u´prava´m prˇi implementaci vzhledem k jeho mozˇnostem.
2.1 Pozˇadavky na nove´ rˇesˇenı´
Vzhledem k potrˇeba´m Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ a co mozˇna´ nejmensˇı´mu
nutne´mu za´sahu do sta´vajı´cı´ho rˇesˇenı´ byly stanoveny na´sledujı´cı´ pozˇadavky.
2.1.1 Pozˇadavky na obecne´ vlastnosti nove´ho rˇesˇenı´
• Podpora snapshotu˚ pro snadne´ spousˇteˇnı´ vı´ce virtua´lnı´ch stroju˚ se stejnou za´kladnı´
konfiguracı´ a stejny´m obrazem disku.
• Mozˇnost snadne´ho spousˇteˇnı´ vı´ce variant virtua´lnı´ch stroju˚ pomocı´ vı´ce prˇedem
prˇipraveny´ch obrazu˚ disku.
• Mozˇnost uchova´vat konfigurace a opakovaneˇ spousˇteˇt uzˇivatelem konfigurovane´
virtua´lnı´ stroje.
• Prˇı´stup ke konzoli virtua´lnı´ch stroju˚ prˇes RAW TCP stream (telent na vysoke´m
portu, telnet bez negociace).
• Mozˇnost konfigurace limitu˚ prˇideˇlene´ RAM pameˇti. Idea´lneˇ dynamicky prˇi spou-
sˇteˇnı´ virtua´lnı´ho stroje.
• Podpora vı´ce sı´t’ovy´ch rozhranı´ ve virtua´lnı´ch strojı´ch, na straneˇ hostitele mapo-
vany´ch na ru˚zne´ VLAN.
• Mozˇnost dynamicke´ specifikace pocˇtu sı´t’ovy´ch rozhranı´ v okamzˇiku spousˇteˇnı´ virtu-
a´lnı´ho stroje. Stejny´ obraz disku ze ktere´ho operacˇnı´ syste´m virtua´lnı´ho stroje bootuje
s ru˚zny´m pocˇtem sı´tovy´ch rozhranı´, trˇeba i v kazˇde´ jednotlive´ instanci zvla´sˇt’.
• Administrativnı´ funkce (spousˇteˇnı´, ukoncˇova´nı´, restartova´nı´, vy´pis informacı´, ukla´-
da´nı´, nacˇı´ta´nı´ a maza´nı´).
• Snadne´ prˇida´va´nı´, odebı´ra´nı´ a aktualizace obrazu˚ disku, ze ktery´ch virtua´lnı´ stoje
vycha´zı´.
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• Bezpecˇnostnı´ aspekty (oddeˇlenı´ instancı´ navza´jem, oddeˇlenı´ sı´t’ove´ho provozu apod.).
• Mozˇnost ovla´da´nı´ skrze prˇı´kazovou rˇa´dku.
2.1.2 Pozˇadavky na software serveru
• Bezplatny´ operacˇnı´ syste´m s dostatecˇnou podporou virtualizacˇnı´ch technologiı´. Nej-
le´pe operacˇnı´ syste´m platformy Linux v poda´nı´ distribuce Debian[7] GNU/Linux.
• Bezplatny´ virtualizacˇnı´ syste´m splnˇujı´cı´ obecne´ pozˇadavky na nove´ rˇesˇenı´. Nejle´pe
s neˇkterou ze svobodny´ch licencı´.
2.1.3 Pozˇadavky na software virtua´lnı´ho stroje
• Operacˇnı´ syste´m platformy Linux. Bezplatna´ distribuce, nejle´pe Debian GNU/Linux.
• Standardnı´ instalace operacˇnı´ho syste´mu, ktera´ zajistı´ mozˇnost uzˇı´va´nı´ bez do-
datecˇne´ho zasˇkolenı´.
• Softwarova´ vy´bava:
– apache2 – Apache Hypertext Transfer Protocol (HTTP) server
– bind9 – Berkeley Internet Name Domain (BIND) server
– bind9utils – na´stroje pro BIND
– dhcp3-client – Dynamic Host Configuration Protocol (DHCP) client
– dhcp3-server – Dynamic Host Configuration Protocol (DHCP) server
– dnsutils – Berkeley Internet Name Domain (BIND) client
– ftpd – File Transfer Protocol (FTP) server
– gzip – GNU na´stroje pro kompresi
– iproute – na´stroje pro ovla´da´nı´ sı´teˇ a prˇenosu po sı´ti
– iptables – administracˇnı´ na´stroje pro filtrova´nı´ paketu˚ a NAT
– iptraf – na´stroje pro monitoring IP LAN
– iputils-ping – na´stroje pro testova´nı´ dosazˇitelnosti pocˇı´tacˇe na sı´ti
– less – stra´nkovacı´ program
– lynx – textovy´ WWW prohlı´zˇecˇ
– mc – dvoupanelovy´ spra´vce souboru˚
– net-tools – sada sı´t’ovy´ch na´stroju˚ NET-3
– nmap – mapovacˇ sı´teˇ
– openssh-client – Secure Shell (SSH) client
– openssh-server – Secure Shell (SSH) server
– openssl – Secure Socket Layer (SSL) a souvisejı´cı´ kryptograficke´ na´stroje
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– openvpn – Virtual Private Network (VPN) de´mon
– tcpdump – na´stroje pro sledova´nı´ sı´teˇ a zı´ska´nı´ dat
– tftpd – Trivial File Transfer Protocol (TFTP) server
– traceroute – na´stroje pro sledova´nı´ trasy paketu˚ po sı´ti TCP/IP
– vim – Vi IMproved - rozsˇı´rˇeny´ editor vi
– vpnc – Cisco kompatibilnı´ VPN client
2.2 Na´vrh nove´ho rˇesˇenı´
Prˇi na´vrhu nove´ho rˇesˇenı´ je trˇeba vycha´zet prˇeva´zˇneˇ z toho sta´vajı´cı´ho. Zmeˇny, ktere´ by
se dotkly okolnı´ch modulu˚ Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ nejsou prˇı´lisˇ zˇa´doucı´,
vzhledem k jejich vza´jemne´mu prova´za´nı´. V idea´lnı´m prˇı´padeˇ by tak meˇlo dojı´t pouze k
nahrazenı´ sta´vajı´cı´ rˇesˇene´ cˇa´sti, neza´visle na zbytku syste´mu.
Tento pozˇadavek urcˇuje za´sadnı´m zpu˚sobem koncept cele´ho navrhovane´ho rˇesˇenı´.
To musı´ do jiste´ mı´ry respektovat to sta´vajı´cı´, hlavneˇ co se ovla´dacı´ cˇa´sti ty´ka´.
2.2.1 Serverova´ cˇa´st
Cely´ syste´m pobeˇzˇı´ na samostatne´m serveru, ktery´ krom spra´vy instancı´ virtua´lnı´ch
stroju˚ nebude zateˇzˇova´n zˇa´dny´mi dalsˇı´mi u´koly. Pro vyuzˇitı´ maxima´lnı´ho vy´konu soucˇas-
ny´ch virtualizacˇnı´ch syste´mu˚ je nutne´, aby jeho procesor obsahoval specia´lnı´ sadu in-
strukcı´ pro podporu virtualizace. Zˇa´dne´ jine´ specia´lnı´ pozˇadavky na hardware serveru
kladeny nejsou. Vy´kon serveru by meˇl by´t ovsˇem prˇı´mo u´meˇrny´ pocˇtu za´rovenˇ spousˇteˇ-
ny´ch virtua´lnı´ch stroju˚. Soucˇasne´ pozˇadavky pocˇı´tajı´ s maxima´lneˇ 30 soucˇasneˇ beˇzˇı´cı´mi
virtua´lnı´mi stroji.
Z pozˇadavku˚ na software serveru vyply´va´ nutnost volby jednoho z bezplatny´ch ope-
racˇnı´ch syste´mu˚ s dostatecˇnou podporou virtualizace, nejle´pe platformy Linux v poda´nı´
distribuce Debian GNU/Linux. Vzhledem ke splneˇnı´ pozˇadavku˚ zada´nı´ a spolu s fak-
tem, zˇe jde o jeden z nejpouzˇı´vaneˇjsˇı´ch serverovy´ch syste´mu˚, cozˇ je dostatecˇnou za´rukou
kvality vy´beˇru, je vhodne´ tuto distribuci pouzˇı´t. Dostatecˇna´ kompatibilita operacˇnı´ch
syste´mu˚ te´to platformy a podpora virtualizace veˇtsˇiny rozsˇı´rˇeneˇjsˇı´ch distribucı´ zarucˇuje
prˇı´padneˇ snadny´ prˇechod k jine´ distribuci.
2.2.2 Aplikacˇnı´ cˇa´st
Centra´lnı´m prvkem nove´ho rˇesˇenı´ bude syste´m virtualizace, v idea´lnı´m prˇı´padeˇ instalo-
vatelny´ a aktualizovatelny´ formou balı´cˇkovacı´ho na´stroje operacˇnı´ho syste´mu Debian
GNU/Linux. Prˇı´padna´ dodatecˇna´ konfigurace virtualizacˇnı´ho syste´mu bude patrneˇ za´vi-
sla´ na potrˇeba´ch plynoucı´ch z implementace.
Z prova´zanosti na ostatnı´ cˇa´sti Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ vyply´va´ nutnost
nalezenı´ a instalace na´stroju˚, jezˇ umozˇnı´:
• Sı´t’ovy´ provoz jednotlivy´ch virtua´lnı´ch stroju˚ v samostatny´ch VLAN.
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• Prˇı´stup na konzoli jednotlivy´ch virtua´lnı´ch stroju˚ skrze loka´lnı´ porty serveru.
Kazˇdy´ spusˇteˇny´ virtua´lnı´ stroj tak bude mı´t svoji konzoli prˇı´stupnou skrze dany´
loka´lnı´ port serveru a jeho sı´t’ovy´ provoz bude probı´hat na samostatne´ VLAN. Jednotlive´
spusˇteˇne´ virtua´lnı´ stroje budou definova´ny pomocı´ na´sledujı´cı´ch parametru˚:
• Identifika´tor stroje – jeho na´zev cˇi cˇı´slo, naprˇ. virtualni stroj 1 nebo pouze 1
• Pameˇt’ stroje – kolik pameˇti RAM bude stroji poskytnuto, naprˇ. 64 MB
• Diskovy´ obraz stroje – z ktere´ho image se ma´ stroj spustit, naprˇ. debian.img
• Pocˇet sı´t’ovy´ch rozhranı´ stroje – kolik sı´t’ovy´ch rozhranı´ ma´ stroj obsahovat, naprˇ. 3
– Prvnı´ sı´t’ove´ rozhranı´ – pracujı´cı´ na samostatne´ VLAN 1
– Druhe´ sı´t’ove´ rozhranı´ – pracujı´cı´ na samostatne´ VLAN 2
– Trˇetı´ sı´t’ove´ rozhranı´ – pracujı´cı´ na samostatne´ VLAN 3
• Port konzole stroje – na ktere´m portu hostitelske´ho serveru je prˇı´stupna´ konzole
stroje, naprˇ. 12345
Takto definovane´ virtua´lnı´ stroje budou s okolnı´mi moduly Virtua´lnı´ laboratorˇe pocˇı´-
tacˇovy´ch sı´tı´ spojeny pomocı´ trunk linky jdoucı´ ze serveru. Jednotlivı´ uzˇivatele´ pak bu-
dou pracovat s teˇmito virtua´lnı´mi stroji pomocı´ telnetu, jenzˇ bude prˇipojen na jejich kon-
zole skrze loka´lnı´ port serveru. Naprˇı´klad takto:
$ telnet 127.0.0.1 12345
Tento prˇı´kaz by meˇl uzˇivatele tedy prˇipojit na konzoli virtua´lnı´ho stroje, jezˇ se skry´va´
za portem 12345. Celkove´ sche´ma nove´ho rˇesˇenı´ je videˇt na obra´zku 1.
2.2.3 Zpu˚sob ovla´da´nı´
Vzhledem k prova´zanosti jednotlivy´ch cˇa´stı´ Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ je dobre´
dodrzˇet dosavadnı´ syste´m ovla´da´nı´. Nove´ rˇesˇenı´ bude tudı´zˇ takte´zˇ vyuzˇı´vat ovla´da´nı´
virtualizacˇnı´ho a operacˇnı´ho syste´mu formou vola´nı´ skriptu˚ s potrˇebny´mi prˇı´kazy a
parametry.
Vstupem teˇchto skriptu˚ budou prˇı´kazy a prˇı´padne´ parametry pro ovla´dnı´ virtua´lnı´ch
stroju˚. Jejich vy´stupem pak posloupnost prˇı´kazu˚ pro operacˇnı´ syste´m a syste´m virtual-
izace, jezˇ zajistı´ pozˇadovanou operaci.
Pro ovla´da´nı´ virtua´lnı´ch stroju˚ je nutne´ vytvorˇit na´stroje pro jejich spusˇteˇnı´, ukoncˇenı´,
restart, vy´pis informacı´ o beˇzˇı´cı´ch strojı´ch, ukla´da´nı´, nacˇı´ta´nı´ a maza´nı´.
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Obra´zek 1: Celkove´ sche´ma nove´ho rˇesˇenı´
16
2.3 Nalezenı´ vhodne´ho syste´mu
Prˇi vy´beˇru vhodne´ho virtualizacˇnı´ho syste´mu je nutne´ vycha´zet z porˇadavku˚ na nove´
rˇesˇenı´. Existujı´cı´ch syste´mu˚ je na soucˇasne´m trhu mnoho a tudı´zˇ je nutne´ vy´beˇr zu´zˇit jen
na neˇkolik z nich. Dobry´m krite´riem je vy´beˇr jen teˇch nejzna´meˇjsˇı´ch a nejrozsˇı´rˇeneˇjsˇı´ch
zmı´neˇny´ch v kapitole 1.2.
Toto krite´rium vy´beˇru zu˚zˇilo vhodne´ kandida´ty pro budoucı´ virtualizacˇnı´ syste´m na:
KVM, Windows Virtual PC, VirtualBox, VMware a Xen.
V na´sledujı´cı´ch kapitola´ch budou jednotlive´ syste´my rozebra´ny a zhodnoceny vhle-
dem k vhodnosti pouzˇitı´. Hodnotı´cı´mi krite´rii jsou pozˇadavky na nove´ rˇesˇenı´ vyply´vajı´cı´
z potrˇeb Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´. Princip bude takovy´, zˇe popsa´ny bu-
dou ty vlastnosti dı´ky nı´mzˇ jednotlive´ virtualizacˇnı´ syste´m nevyhovujı´ pozˇadavku˚m.
Da´le budou uvedeny prˇı´padne´ dalsˇı´ aspekty rozhodujı´cı´ o vhodnosti jejich pouzˇitı´. Ty
pozˇadovane´ vlastnosti, jezˇ syste´my splnˇujı´, uva´deˇny nebudou.
Veˇtsˇina pozˇadovany´ch vlastnostı´ je dnes vsˇak jizˇ standardem modernı´ch virtualizacˇ-
nı´ch syste´mu˚. O prˇı´padne´m vı´teˇzi tak pravdeˇpodobneˇ rozhodnou vlastnosti jako kval-
itnı´ dokumentace, dlouhodoba´ podpora ze strany vy´robcu˚ hardwaru a softwaru, aktivnı´
vy´voj do budoucna apod.
2.3.1 KVM
Tento open source syste´m splnˇuje vsˇechny pozˇadavky na nove´ rˇesˇenı´ pro Virtua´lnı´ lab-
oratorˇ pocˇı´tacˇovy´ch sı´tı´. Ani po du˚kladneˇjsˇı´m prostudova´nı´ mozˇnostı´ tohoto syste´mu
nebyl nalezen za´vazˇneˇjsˇı´ nedostatek, jenzˇ by znemozˇnˇoval jeho pouzˇitı´. Nejenzˇe splnˇuje
zadane´ pozˇadavky z hlediska funkcˇnosti, ale oproti neˇktery´m dalsˇı´m je i vhodneˇjsˇı´m
kandida´tem vzhledem ke svobodne´ licenci v ra´mci open source. Velkou vy´hodou tohoto
syste´mu je take´ bohata´ nabı´dka mozˇnostı´ pra´ce se sı´tı´.
2.3.2 Windows Virtual PC
Syste´m jednoho z nejveˇtsˇı´ vy´robcu˚ softwaru na sveˇteˇ Microsoftu nesplnˇuje pozˇadavky v
neˇkolika du˚lezˇity´ch bodech. Nejdu˚lezˇiteˇjsˇı´m faktem je, zˇe mezi podporovany´mi operacˇ-
nı´mi syste´my hostitele, ale i hosta se nenale´za´ platforma linux. Tato skutecˇnost defini-
tivneˇ vyrˇazuje Windows Virtual PC z vy´beˇru vhodny´ch syste´mu˚. Cely´ na´stroj je kon-
cipova´n a u´zce sva´za´n pra´veˇ s platformou Microsoft Windows.
2.3.3 VirtualBox
Prvnı´m lehky´m omezenı´m syste´mu VirtualBox od Oracle je pouzˇitı´ maxima´lneˇ osmi
sı´t’ovy´ch rozhranı´. Toto cˇı´slo se vsˇak zda´ z hlediska dosavadnı´ch zkusˇenostı´ s provozem
soucˇasne´ho rˇesˇenı´ jako dostatecˇne´. V porovna´nı´ s ostatnı´mi syste´my se jedna´ o me´neˇ
rozsˇı´rˇeny´ na´stroj. Jeho slibna´ budoucnost je vsˇak momenta´lneˇ doprova´zena prˇekotny´m
vy´vojem, jenzˇ prˇina´sˇı´ cˇaste´ vyda´va´nı´ novy´ch verzı´, cozˇ pro hledane´ rˇesˇenı´ nenı´ vy´hodou.
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Jedna´ se take´ o nejpouzˇı´vaneˇjsˇı´ virtualizacˇnı´ na´stroj na desktopech platformy Linux.
Na poli profesiona´lnı´ch rˇesˇenı´ vsˇak nejde o prˇilisˇ cˇasty´ syste´m. Vzhledem k teˇmto faktu˚m
a lepsˇı´ vhodnosti pouzˇitı´ u ostatnı´ch rˇesˇenı´ byl tento syste´m zamı´tnut.
2.3.4 VMware
Produkty te´to spolecˇnosti patrˇı´ ke sˇpicˇce v oboru virtualizacˇnı´ch na´stroju˚. Cˇa´st z nich
je poskytova´na zdarma, cˇa´st pouze v ra´mci placene´ licence. Z pozˇadavku˚ vyply´va´, zˇe se
musı´ jednat o bezplatne´ rˇesˇenı´. V u´vahu tudı´zˇ prˇipada´ hlavneˇ bezplatny´ VMware Server.
Tento produkt je zdarma poskytova´n prˇeva´zˇneˇ s u´cˇelem zı´ska´nı´ za´kaznı´ka pro koupi pla-
ceny´ch, le´pe vybaveny´ch produktu˚. Oproti ostatnı´m open source rˇesˇenı´m vsˇak VMware
Server nenabı´zı´ zˇa´dnou steˇzˇejnı´ cˇi vyjı´mecˇnou funkci navı´c, tudı´zˇ je da´na prˇednost prefer-
ovane´mu svobone´mu softwaru.
2.3.5 Xen
Na tomto open source syste´mu je postaveno soucˇasne´ rˇesˇenı´, jezˇ z vy´sˇe popsany´ch du˚vo-
du˚ (viz kapitola 1.3) jizˇ nada´le nesplnˇuje soucˇasne´ pozˇadavky. Ani po prostudova´nı´
zmeˇn v noveˇjsˇı´ch verzı´ch Xenu oproti te´ soucˇasneˇ pouzˇı´vane´ vsˇak nenasta´va´ pa´dny´
du˚vod, jenzˇ by rozhodl o setrva´nı´ u tohoto virtualizacˇnı´ho na´stroje. Nejedna´ se o za´sadneˇ
nevyhovujı´cı´ syste´m, ovsˇem v soucˇasne´ dobeˇ se nabı´zı´ pouzˇitı´ le´pe vyhovujı´cı´ho KVM.
Du˚vody tohoto rozhodnutı´ o zmeˇneˇ virtualizacˇnı´ho syste´mu jsou shrnuty v na´sledujı´cı´
kapitole.
2.4 Zdu˚vodneˇnı´ vy´beˇru KVM
Pomineme-li Windows Virtual PC, jsou ostatnı´ syste´my vyhovujı´cı´ z hlediska funkcˇnı´ch
pozˇadavku˚ na nove´ rˇesˇenı´. Ostatneˇ, jak jizˇ bylo zmı´neˇno, veˇtsˇina pozˇadovany´ch vlast-
nostı´ je dnes jizˇ standardem modernı´ch virtualizacˇnı´ch syste´mu˚. Rozhodujı´cı´mi se tak
stala neprˇı´ma´ krite´ria jako je licence, soucˇana´ podpora ze strany vy´robcu˚ hardwaru a
softwaru apod.
Jako nejvhodneˇjsˇı´ byl zvolen syste´m KVM. Mezi jeho nesporne´ vy´hody patrˇı´ zejme´na
zacˇleneˇnı´ do ja´dra Linuxu. To zarucˇuje dostatecˇnou podporu te´to platformy, pravidelnou
aktualizaci s kazˇdy´m vyda´nı´m nove´ho ja´dra a mnoho dalsˇı´ch z toho plynoucı´ch vy´hod.
Dalsˇı´m rozdı´lem, ktery´ byl pro potrˇeby nove´ho rˇesˇenı´ shleda´n jako vy´hoda je prin-
cip virtualizace. Hardwaroveˇ asistovana´ virtualizace v poda´nı´ KVM se jevı´ vhodneˇjsˇı´
oproti paravirtualizaci Xen. Ta umozˇnˇuje le´pe simulovat rea´lnou pocˇı´tacˇovou sı´t’, nabı´zı´
i mozˇnost pouzˇitı´ sˇirsˇı´ho spektra platforem hosta atd.
Mozˇnou vy´hodou do budoucna je take´ prˇı´klon vy´znamny´ch softwarovy´ch spolecˇnostı´
jako naprˇı´klad Red Hat cˇi IBM, jezˇ da´vajı´ prˇednost virtulazacˇnı´mu syste´mu KVM prˇed
doposud preferovany´m Xenem. I tento fakt vedl k rozhodnutı´ o vı´teˇzstvı´ KVM. Tyto
velke´ korporace poveˇtsˇinou zarucˇujı´ kvalitnı´ a dlouhodoby´ vy´voj, dostatecˇnou podporu
atd.
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Nelze ovsˇem rˇı´cı´, zˇe by KVM bylo jedinou mozˇnou volbou. I ostatnı´ syste´my s vyjı´m-
kou Windows Virtual PC by umozˇnily splnit soucˇasne´ zada´nı´, prˇesto vsˇak KVM se jevı´
by´ti po vsˇech stra´nka´ch nejvhodneˇjsˇı´m na´strojem.
2.5 Detailneˇjsˇı´ prˇedstavenı´ KVM
Jak jizˇ bylo rˇecˇeno, tak syste´m KVM je soucˇa´stı´ linuxove´ho ja´dra od verze 2.6.20. Na
vy´voji KVM se v soucˇasnosti nejvı´ce podı´lı´ firma Red Hat s 52 % a IBM s 8 % na druhe´m
mı´steˇ. Jeho za´kladem je syste´m Qemu, ktery´ je da´le rozsˇı´rˇen o hardwaroveˇ asistovanou
virtualizaci pro dosazˇenı´ lepsˇı´ch vy´sledku˚. Jednotlive´ prˇı´kazy se proto lisˇı´ pouze v tom,
zda je vola´no Qemu cˇi KVM. Dle toho se pote´ virtua´lnı´ stroj spustı´ pomocı´ plne´ cˇi hard-
waroveˇ asistovane´ virtualizace.
Na´sledujı´cı´ postupy a prˇı´kazy[4] jsou urcˇeny pro soucˇasne´ verze operacˇnı´ho syste´mu
Debian GNU/Linux a virtualizacˇnı´ho syste´mu KVM. V ostatnı´ch syste´mech te´to plat-
formy budou prˇı´kazy pravdeˇpodobneˇ stejne´ nebo velmi podobne´ v za´vislosti na odlisˇno-
stech jednotlivy´ch syste´mu˚.
V na´sledujı´cı´m textu bude dodrzˇena standardnı´ konvence pro rozlisˇenı´ pra´v nutny´ch
k provedenı´ prˇı´kazu. Tedy $ pro standardnı´ho uzˇivatele a # pro uzˇivatele root.
2.5.1 Zjisˇteˇnı´ podpory virtualizace v procesoru
O tom, zda mu˚zˇeme pouzˇı´t KVM cˇi se musı´me spokojit pouze s Qemu se prˇesveˇdcˇı´me
prˇı´kazem:
$ egrep ’ˆflags.*(vmx|svm)’ /proc/cpuinfo
Pokud na´m prˇı´kaz neˇco vypı´sˇe, pak procesor dane´ho stroje obsahuje podporu virtu-
alizace a mu˚zˇeme pouzˇı´t KVM. V opacˇne´m prˇı´padeˇ se musı´me spokojit pouze s Qemu.
2.5.2 Instalace
Instalace na veˇtsˇineˇ operacˇnı´ch syste´mu˚ platformy Linux probı´ha´ skrze balı´cˇkovacı´ syste´m.
Nainstalujeme jej proto pomocı´ prˇı´kazu:
# aptitude install kvm
Obdobneˇ tak mu˚zˇeme nainstalovat i prˇı´padne´ dalsˇı´ potrˇebne´ balı´cˇky plynoucı´ z im-
plementace. Pokud se tak nestalo automaticky je jesˇteˇ potrˇeba zave´st jaderne´ moduly
kvm.ko a kvm-intel.ko nebo kvm-amd.ko v za´vislosti na pouzˇite´m typu procesoru. Moduly
lze zave´st prˇı´kazem:
# modprobe kvm
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2.5.3 Vytvorˇenı´ obrazu disku
Prˇed spusˇteˇnı´m virtua´lnı´ho stroje je nejprve potrˇeba vytvorˇit obraz jeho disku. Ten vytvo-
rˇı´me prˇı´kazem:
$ kvm-img create -f qcow2 debian.img 7G
Tento prˇı´kaz vytvorˇı´ obraz disku s na´zvem debian.img o maxima´lnı´ velikosti 7 GB.
Parametr -f na´m urcˇı´ forma´t tohoto obrazu. Nejcˇasteˇji pouzˇı´vany´ qcow2 meˇnı´ dynamicky
svojı´ velikost dle aktua´lneˇ zabrane´ho mı´sta.
Podrobny´ popis jednotlivy´ch parametru˚ a jejich hodnot nalezneme v manua´lovy´ch
stra´nka´ch.
2.5.4 Spusˇteˇnı´ virtua´lnı´ho stroje
Na prˇipraveny´ obraz disku z prˇedesˇle´ kapitoly mu˚zˇeme nynı´ nainstalovat operacˇnı´ sys-
te´m hosta a pote´ jej zacˇı´t pouzˇı´vat. Pro pocˇa´tecˇnı´ instalaci je nejprve potrˇeba jej spustit
naprˇı´klad s virtua´lnı´ mechanikou CD-ROM, ze ktere´ nabootujme instalacˇnı´ obraz pozˇado-
vane´ho operacˇnı´ho syste´mu.
Pomocı´ vzorove´ho prˇı´kladu si obecneˇ popı´sˇeme, jak se virtua´lnı´ stroj s na´mi pozˇado-
vany´mi parametry spousˇtı´. U´myslneˇ je zde uvedena slozˇiteˇjsˇı´ konfigurace pro lepsˇı´ prˇed-
stavu nabı´zeny´ch mozˇnostı´. Akci provedeme prˇı´kazem:
$ kvm \
-name virtualnistroj1 \
-smp 2 \
-snapshot \
-hda debian.img \
-cdrom debian.iso \
-m 128 \
-net nic,vlan=1,macaddr=DE:AD:BE:EF:12:27 \
-net tap,vlan=1,ifname=tap1,script=no \
-serial tcp::12345,server,nowait \
-monitor tcp::12346,server,nowait \
-boot c \
-usb \
-no-acpi \
-localtime \
-nographic \
-daemonize
Nynı´ si popı´sˇeme jednotlive´ parametry.
• -name virtualni stroj 1 – nastavı´ jme´no virtua´lnı´ho stroje
20
• -smp 2 – nastavı´ pocˇet vyuzˇı´vany´ch procesoru˚ hostitele
• -snapshot – spustı´ virtua´lnı´ stroj jako snapshot
• -hda debian.img – nastavı´ obraz pevne´ho disku
• -cdrom debian.iso – nastavı´ obraz disku CD-ROM
• -m 128 – uda´va´ velikost pameˇti RAM v MB
• -net nic,vlan=1,macaddr=DE:AD:BE:EF:12:27 – vytvorˇı´ sı´t’ovy´ adapte´r, nas-
tavı´ jeho MAC adresu a cˇı´slo VLAN
• -net tap,vlan=1,ifname=tap1,script=no – uda´va´ zpu˚sob prˇipojenı´ sı´t’o-
ve´ho adapte´ru, cˇı´slo TAP rozhranı´ a cˇı´slo VLAN
• -serial tcp::12345,server,nowait – uda´va´ cˇı´slo portu na ktere´m bude bez
cˇeka´nı´ naslouchat se´riovy´ port
• -monitor tcp::12346,server,nowait – uda´va´ cˇı´slo portu na ktere´m bude
bez cˇeka´nı´ naslouchat Monitor, jenzˇ je popsa´n v na´sledujı´cı´ kapitole
• -boot c – urcˇı´ zarˇı´zenı´ ze ktere´ho stroj nabootuje
• -usb – aktivuje USB ovladacˇ
• -no-acpi – deaktivuje ACPI
• -localtime – nastavenı´ hodiny hosta dle hostitele
• -nographic – vypne vesˇkery´ graficky´ vy´stup
• -daemonize – spustı´ virtua´lnı´ stroj jako de´mona
I prˇesto, zˇe tento prˇı´klad zahrnuje pouze zlomek nabı´zeny´ch parametru˚ je na´zorneˇ
videˇt, zˇe mozˇnosti pro nastavenı´ virtua´lnı´ho stroje dle vlastnı´ch potrˇeb jsou velke´. Po-
drobny´ popis jednotlivy´ch parametru˚ a jejich hodnot nalezneme v manua´lovy´ch stra´nka´ch.
2.5.5 Ovla´da´nı´ skrze Monitor
Kazˇdy´ virtualizacˇnı´ syste´m zpravidla obsahuje na´stroj pro ovla´da´nı´ virtua´lnı´ch stroju˚.
V prˇı´padeˇ KVM se nazy´va´ Monitor. Existuje jak v graficke´ podobeˇ, tak i varianteˇ pro
prˇı´kazovy´ rˇa´dek. Pomocı´ neˇj lze realizovat operace jako zı´ska´nı´ ru˚zny´ch informacı´ o
beˇzˇı´cı´m stroji, prˇipojenı´ USB zarˇı´zenı´, vytvorˇenı´ otisku obrazovky, vypnutı´ stroje, restart
stroje, ulozˇenı´ stroje atd. Podrobny´ popis opeˇt najdeme v manua´lovy´ch stra´nka´ch.
Pra´ce v prˇı´kazove´m rˇa´dku spocˇı´va´ v napojenı´ na specia´lnı´ konzoli virtua´lnı´ho stroje,
ktera´ interpretuje jednotlive´ prˇı´kazy Monitoru.
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2.5.6 kQemu
V prˇı´padeˇ absence podpory virtualizace ze strany procesoru se musı´me spokojit pouze s
plnou virtualizacı´ pomocı´ Qemu. Tento syste´m vsˇak sa´m o sobeˇ nedosahuje prˇı´lisˇ velke´ho
vy´konu.
Tento stav lze vylepsˇit pouzˇitı´m kQemu. Jedna´ se o akceleracˇnı´ modul ja´dra slouzˇı´cı´
pro urychlenı´ syste´mu Qemu. Zavedenı´ tohoto jaderne´ho modulu je vsˇak vzhledem k
vy´chozı´ rychlosti Qemu takrˇka nutnostı´ v prˇı´padeˇ, zˇe jej chceme rea´lneˇ pouzˇı´vat.
Od verze Qemu 0.12.0 jizˇ vsˇak nenı´ kQemu nada´le podporova´no a je doporucˇeno
pouzˇı´t akceleraci skrze KVM.
Instalace kQemu a zavedenı´ jaderne´ho modulu probı´ha´ na´sledovneˇ. Nejprve je nutne´
nainstaloval balı´cˇek module-assistant stejny´m zpu˚sobem, jako jizˇ bylo uvedeno vy´sˇe. Pote´
jizˇ dokompilujeme kqemu-modules-* balı´cˇek skrze Module Assistant na´sledovneˇ:
# m-a a-i kqemu
Na konec je nutne´ prˇidat kQemu do konfiguracˇnı´ho souboru /etc/modules pro auto-
maticky´ start a zave´st jeho jaderny´ modul. To prvedeme na´sledovneˇ:
# echo kqemu >> /etc/modules
# modprobe kqemu
Pro plne´ vyuzˇitı´ je je jesˇteˇ trˇeba prˇi vola´nı´ Qemu pouzˇı´t parametr:
-kernel-kqemu
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3 Na´vrh implementace
Po vypracova´nı´ obecne´ analy´zy je dalsˇı´m krokem vy´voje nove´ho rˇesˇenı´ na´vrh imple-
mentace. Tato cˇa´st vy´voje rˇesˇı´ proble´m, jak naimplementovat nove´ rˇesˇenı´ dle univerza´lnı´
analy´zy na konkre´tnı´ zvolene´ prostrˇedı´.
Bude zde rozebra´n cely´ koncept nove´ho rˇesˇenı´ a na´sledneˇ pak jeho dı´lcˇı´ cˇa´sti. Na
za´veˇr te´to kapitoly se take´ podı´va´me na mozˇnosti rozsˇı´rˇenı´ do budoucna.
3.1 Na´vrh implementacˇnı´ho prostrˇedı´
Vzhledem k vy´beˇru operacˇnı´ho syste´mu Debian GNU/Linux a pozˇadavku˚m na ovla´da´nı´
pomocı´ skriptu˚ jsem volil mezi teˇmi programovacı´mi cˇi skriptovacı´mi jazyky, jezˇ budou
tuto podmı´nku splnˇovat. Dalsˇı´m aspektem, ktery´ bylo trˇeba bra´t v u´vahu je mozˇne´ bu-
doucı´ rozsˇı´rˇenı´ tohoto nove´ho rˇesˇenı´ dalsˇı´mi lidmi pracujı´cı´mi na projektu Virtua´lnı´ lab-
oratorˇe pocˇı´tacˇovy´ch sı´tı´. Pokud by ovla´da´nı´ probı´halo skrze neprˇı´lisˇ rozsˇı´rˇeny´ jazyk,
mohlo by v budoucnu dojı´t k obtı´zˇne´ situaci prˇi jeho rozvoji. Po zva´zˇenı´ teˇchto na´roku˚
jsem zvolil obecneˇ zna´my´ skriptovacı´ jazyk bash, ktery´ vyhovuje zmı´neˇny´m pozˇadavku˚m.
Da´le byla rˇesˇena ota´zka, zdali virtualizacˇnı´ syste´m ovla´dat pomocı´ sady skriptu˚ prˇı´mo,
skrze jeho vlastnı´ na´stroje a rozhranı´ API nebo vyuzˇı´t neˇktery´ z univerza´lnı´ch ovla´dacı´ch
na´stroju˚. Tı´m nejzna´meˇjsˇı´m z nich je knihovna libvirt[8], jezˇ poskytuje jednotne´ ovla´dacı´
rozhranı´ pro ru˚zne´ virtualizacˇnı´ technologie a jejı´ konzolove´ rozhranı´ virsh. Po du˚kladne´
u´vaze, prostudova´nı´ mozˇnostı´ i prˇı´veˇtivosti na´stroju˚ a rozhranı´ API virtualizacˇnı´ho sys-
te´mu KVM, podlozˇene´ aktua´lnı´mi a mozˇny´mi budoucı´mi pozˇadavky jsem zvolil prˇı´me´
ovla´da´nı´, nikoliv skrze na´stroj trˇetı´ch stran co by prostrˇednı´ka.
3.2 Celkova´ struktura
Prˇi na´vrhu nove´ho rˇesˇenı´ je trˇeba stanovit neˇkolik implementacˇnı´ch pravidel, jejichzˇ
du˚sledny´m dodrzˇenı´m dosa´hneme odpovı´dajı´cı´ kvality rˇesˇenı´ a jeho snadne´ rozsˇirˇitel-
nosti do budoucna v ra´mci dalsˇı´ho rozvoje Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´.
Je potrˇeba navrhnout a dodrzˇovat jednotnou souborovou strukturu, dostatecˇne´ cˇleneˇnı´
jednotlivy´ch skriptu˚ na mensˇı´ celky, centra´lnı´ mı´sto pro nastavenı´ globa´lnı´ch parametru˚
virtualizace, srozumitelnost a cˇistotu ko´du jednotlivy´ch skriptu˚ atd.
Z pozˇadavku˚ zada´nı´ vyplynulo, zˇe po nove´m rˇesˇenı´ se z hlediska implementace se
pozˇaduje vytvorˇit na´sledujı´cı´ sadu na´stroju˚ pro ovla´da´nı´ virtualizacˇnı´ho syste´mu:
• Spousˇteˇnı´ – na´stroj spousˇteˇjı´cı´ jednotlive´ virtua´lnı´ stroje s pozˇadovany´mi parame-
try
• Ukoncˇova´nı´ – na´stroje ukoncˇujı´cı´ da´le jizˇ nepotrˇebne´ virtua´lnı´ stroje
• Restartova´nı´ – na´stroje restartujı´cı´ zablokovane´ cˇi jinak proble´move´ virtua´lnı´ stroje
• Vy´pis informacı´ – na´stroje vypisujı´cı´ informace o pra´veˇ beˇzˇı´cı´ch strojı´ch
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• Ukla´da´nı´, nacˇı´ta´nı´ a maza´nı´ – na´stroje ukla´dajı´cı´, nacˇı´tajı´cı´ a mazajı´cı´ obrazy virtua´l-
nı´ch stroju˚ pro pozdeˇjsˇı´ opeˇtovne´ pouzˇitı´
Tyto skripty budou vola´ny za pomocı´ dodatecˇny´ch parametru˚ upravujı´cı´ch jejich
chova´nı´ dle aktua´lnı´ch pozˇadavku˚.
3.2.1 Souborova´ struktura
Za´kladnı´m kamenem je vhodne´ navrzˇenı´ souborove´, tedy i adresa´rˇove´ struktury. Da´le je
potrˇeba z hlediska prˇehlednosti a snadne´ upravitelnosti rozdeˇlit skripty do jednotlivy´ch
souboru˚.
Po du˚kladne´ u´vaze byla adresa´rˇova´ struktura navrzˇena takto:
• instalacni disky\ – adresa´rˇ obsahujı´cı´ obrazy instalacˇnı´ch disku˚
• skripty\ – adresa´rˇ obsahujı´cı´ jednotlive´ skripty
– kvm.sh
– kvm delete.sh
– kvm funkce.sh
– kvm hardreset.sh
– kvm hardresetall.sh
– kvm hardstop.sh
– kvm hardstopall.sh
– kvm kontrola parametru cas.sh
– kvm kontrola parametru disk.sh
– kvm kontrola parametru pamet.sh
– kvm kontrola parametru rozhrani.sh
– kvm kontrola parametru stroj.sh
– kvm load.sh
– kvm parametry.sh
– kvm reset.sh
– kvm resetall.sh
– kvm save.sh
– kvm show.sh
– kvm showall.sh
– kvm start.sh
– kvm stop.sh
– kvm stopall.sh
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– spusteni bez snaspshotu.sh
• ulozene snapshoty\ – adresa´rˇ obsahujı´cı´ ulozˇene´ snapshoty
• virtualni disky\ – adresa´rˇ obsahujı´cı´ obrazy disku˚
Detailnı´ popis jednotlivy´ch skriptu˚ a jejich parametru˚ najdeme v na´sledujı´cı´ch kapi-
tola´ch.
3.2.2 Centra´lnı´ skript
Centra´lnı´m spustitelny´m skriptem je kvm.sh. Pomocı´ vola´nı´ tohoto skriptu a jeho para-
metru˚ dojde k provednı´ vesˇkery´ch nabı´zeny´ch a pozˇadovany´ch operacı´.
Na za´cˇa´tku tohoto skriptu dojde k nacˇtenı´ zadany´ch parametru˚ a jejich nastavenı´ v
ra´mci globa´lnı´ch promeˇny´ch. Nacˇı´tajı´ se parametry: opera´tor, cˇı´slo stroje nebo cˇas, pameˇt’
stoje, disk stroje a pocˇet sı´t’ovy´ch rozhranı´ stroje. Pokud neˇktery´ z parametru˚ nebyl zada´n,
nastavı´ se na vy´chozı´ nulovou hodnotu. Pocˇet a druh volany´ch parametru˚ tak za´visı´ na
pozˇadovane´ operaci.
Da´le pak dojde k prolinkova´nı´ mezi skripty kvm funkce.sh a kvm parametry.sh. Prvnı´ z
nich umozˇnı´ ostatnı´m cˇa´stem skriptu volat globa´lnı´ funkce, druhy´ pak nastavı´ globa´lnı´
promenne´.
Na za´veˇr skriptu pak dojde k provedenı´ prˇepı´nacˇe case, ktery´ dle prvnı´ho parametru
zavola´ pozˇadovanou cˇa´st skriptu. Vola´nı´ jednotlivy´ch funkcı´ pak tedy vypada´ naprˇı´klad
takto:
# ./kvm.sh stopall 03:15:00
Prvnı´ parametr pak mu˚zˇe naby´vat hodnot: start, stop, hardstop, stopall, hardstopall, re-
set, hardreset, resetall, hardresetall, show, showall, save, load a delete. V prˇı´padeˇ nezna´me´ho
parametru dojde k vypsa´nı´ chybove´ hla´sˇky s na´poveˇdou spra´vne´ho zada´nı´.
Vzhledem k tomu, zˇe v jednotlivy´ch skriptech bude docha´zet k vola´nı´ prˇı´kazu˚ vyzˇadu-
jı´cı´mu pra´va uzˇivatele root je nutne´ jej s teˇmito pra´vy pokazˇde´ spousˇteˇt.
3.2.3 Globa´lnı´ funkce
Globa´lnı´ funkce se nale´zajı´ v souboru kvm funkce.sh. Jedna´ se o pomocne´ funkce volane´ z
jednotlivy´ch cˇa´stı´ skriptu˚.
Tvorba na´hodne´ MAC adresy virtua´lnı´ho stroje
Argumenty: zˇa´dne´
function mac() {
echo $(echo −n DE:AD:BE:EF ; for i in ‘seq 1 2‘ ; do echo −n ‘echo ”:$RANDOM$RANDOM” |
cut −n −c −3‘ ; done)
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}
Vy´pis 1: Globa´nı´ funkce mac
Tato funkce vytvorˇı´ prˇı´ kazˇde´m sve´m vola´nı´ unika´tnı´ MAC adresu s jednotny´m pre-
fixem DE:AD:BE:EF. Takto vytvorˇene´ MAC adresy jsou na´sledneˇ prˇideˇlova´ny jednotlivy´m
spousˇteˇny´m virtua´lnı´m stroju˚m.
Tvorba jednorozmeˇrne´ho pole pro cˇı´sla TAP, VLAN, bridge
Argumenty: cˇı´slo virtua´lnı´ho stoje, maxima´lnı´ pocˇet rozhranı´ virtua´lnı´ho stoje
function pole cisel stroje () {
for (( i=1;i<=$2;i++)); do
cislo=$(($1 ∗ $2 − ($2 − $i)))
pole[( $i−1)]=$cislo
done
pole cisel stroje =(${pole[@]})
}
Vy´pis 2: Globa´nı´ funkce pole cisel stroje
Jednotlive´ spousˇteˇne´ virtua´lnı´ stroje majı´ dynamicky se meˇnı´cı´ pocˇet sı´t’ovy´ch adap-
te´ru˚. Pro vytvorˇenı´ TAP rozhranı´, VLAN rohranı´ a bridge na straneˇ hostitele, s nimizˇ
mohou jednotlive´ sı´t’ove´ adapte´ry virtua´lnı´ho stroje pracovat, je tudı´zˇ zapotrˇebı´ vytvorˇit
sadu cˇı´sel pro jejich jednotne´ oznacˇenı´. Tato sada cˇı´sel musı´ by´t samozrˇejmeˇ pro kazˇdy´
stroj jina´.
Tato funkce vytvorˇı´ pole cˇı´sel, ktere´ se da´le mohou pouzˇı´t prˇi vytvorˇenı´ oneˇch TAP
rozhranı´, VLAN rohranı´ a bridge. Prˇi kazˇde´m vola´nı´ funkce jsou prˇeda´ny dva argu-
menty: cˇı´slo virtua´lnı´ho stroje a maxima´lnı´ pocˇet rozhranı´ virtua´lnı´ho stoje, ktery´ je pro
vsˇechny stroje nastaven stejneˇ v globa´lnı´m nastavenı´ parametru˚. Na´sledneˇ dojde k vytvo-
rˇenı´ jednorozmeˇrne´ho pole o velikosti maxima´lnı´ho pocˇtu rozhranı´ s cˇı´sly, jezˇ jsou rezer-
vova´ny pro uda´vany´ stroj v prvnı´m argumentu.
Pokud je naprˇı´klad zavola´na funkce s argumenty 2 a 3. Tak dojde k vytvorˇenı´ pole s
cˇı´sly 4, 5 a 6. Cˇı´slo 3 tak uda´va´ maxima´lnı´ pocˇet rozhranı´, tudı´zˇ trˇi cˇı´sla. Cˇı´slo 2 uda´va´
cˇı´slo stroje, pro ktery´ je toto pole vytvorˇeno. Cˇı´sla 1, 2 a 3 na´lezˇı´ stroji prvnı´mu, takzˇe cˇı´sla
4, 5 a 6 pak tomuto stroji druhe´mu. Tento stroj pak mu˚zˇe by´t prˇipojen na TAP rozhranı´
4, 5 a 6, jezˇ budou pracovat ve VLAN 4, 5, a 6 a TAP s VLAN budou spolecˇneˇ sva´za´ny
bridge 4, 5, a 6.
V prˇı´padeˇ zavola´nı´ funkce s argumenty 2 a 4 pak dojde k vytvorˇenı´ pole s cˇı´sly 5, 6, 7
a 8. Tato cˇı´sla jsou pote´ opeˇt rezervova´na druhe´mu stroji. Obdobeˇ pak pro stroje dalsˇı´.
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Tvorba TAP rozhranı´
Argumenty: cˇı´slo TAP
function tap start () {
tunctl −t tap$1 1>/dev/null 2>/dev/null
ip link set dev tap$1 up 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Tvorba tap rozhranı´: tap$1”
}
Vy´pis 3: Globa´nı´ funkce tap start
Tato funkce vytvorˇı´ a aktivuje TAP rozhranı´ s cˇı´slem uda´vany´m v argumentu. Na´sledneˇ
pak tuto uda´lost zapı´sˇe do log souboru.
Pokud je naprˇı´klad zavola´na funkce s argumentem 3 vytvorˇı´ se a aktivuje TAP rozhranı´
tap3.
Zrusˇenı´ TAP rozhranı´
Argumenty: cˇı´slo TAP
function tap stop() {
tunctl −d tap$1 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Zrusˇenı´ tap rozhranı´: tap$1”
}
Vy´pis 4: Globa´nı´ funkce tap stop
Tato funkce zrusˇı´ TAP rozhranı´ s cˇı´slem uda´vany´m v argumentu. Na´sledneˇ pak tuto
uda´lost zapı´sˇe do log souboru.
Tvorba VLAN rozhranı´
Argumenty: cˇı´slo VLAN
function vlan start () {
vlan=‘expr $vlan offset + $1‘
vconfig add eth0 $vlan 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Tvorba vlan rozhranı´: eth0.$vlan”
}
Vy´pis 5: Globa´nı´ funkce vlan start
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Tato funkce vytvorˇı´ VLAN rozhranı´ pro eth0 s cˇı´slem uda´vany´m v argumentu secˇte-
ny´m s VLAN offsetem z globa´lnı´ho nastavenı´ parametru˚. Na´sledneˇ pak tuto uda´lost
zapı´sˇe do log souboru.
Pokud je naprˇı´klad zavola´na funkce s argumentem 3 a VLAN offset je nastaven naprˇı´-
klad na 1000 vytvorˇı´ se VLAN rozhranı´ eth0.1003.
Zrusˇenı´ VLAN rozhranı´
Argumenty: cˇı´slo VLAN
function vlan stop() {
vlan=‘expr $vlan offset + $1‘
vconfig rem eth0.$vlan 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Zrusˇenı´ vlan rozhranı´: eth0.$vlan”
}
Vy´pis 6: Globa´nı´ funkce vlan stop
Tato funkce zrusˇı´ VLAN rozhranı´ pro eth0 s cˇı´slem uda´vany´m v argumentu secˇteny´m
s VLAN offsetem z globa´lnı´ho nastavenı´ parametru˚. Na´sledneˇ pak tuto uda´lost zapı´sˇe do
log souboru.
Tvorba bridge rozhranı´
Argumenty: cˇı´slo bridge
function bridge start () {
vlan=‘expr $vlan offset + $1‘
brctl addbr br$1 1>/dev/null 2>/dev/null
brctl addif br$1 tap$1 eth0.$vlan 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Tvorba bridge: br$1”
}
Vy´pis 7: Globa´nı´ funkce bridge start
Tato funkce vytvorˇı´ bridge s cˇı´slem uda´vany´m v argumentu. Do tohoto bridge na´sledneˇ
prˇirˇadı´ odpovı´dajı´cı´ TAP a VLAN rozhranı´. Na´sledneˇ pak tuto uda´lost zapı´sˇe do log
souboru.
Pokud je naprˇı´klad zavola´na funkce s argumentem 3 a VLAN offset je nastaven naprˇı´-
klad na 1000, vytvorˇı´ se bridge br3, do nejzˇ jsou prˇirˇazeny rozhranı´ tap3 a eth0.1003.
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Zrusˇenı´ bridge rozhranı´
Argumenty: cˇı´slo bridge
function bridge stop() {
brctl delbr br$1 1>/dev/null 2>/dev/null
logger −i −t $log nazev −p $log umisteni ”Zrusˇenı´ bridge: br$1”
}
Vy´pis 8: Globa´nı´ funkce bridge stop
Tato funkce zrusˇı´ bridge s cˇı´slem uda´vany´m v argumentu. Na´sledneˇ pak tuto uda´lost
zapı´sˇe do log souboru.
3.2.4 Centra´lnı´ nastavenı´ parametru˚
Globa´lnı´ parametry se nale´zajı´ v souboru kvm parametry.sh. Jedna´ se o mı´sto, ktere´ slouzˇı´
k centra´lnı´mu nastavenı´ jednotlivy´ch parametru˚ virtualizace.
Nastavit lze tyto na´sledujı´cı´ parametry:
• stroj min – minima´lnı´ cˇı´slo stroje (vy´chozı´ hodnota: 1)
• stroj max – maxima´lnı´ cˇı´slo stroje, neboli maxima´lnı´ pocˇet stroju˚ (vy´chozı´ hodnota:
30)
• pamet min – minima´lnı´ velikost pameˇti RAM v MB (vy´chozı´ hodnota: 32)
• pamet max – maxima´lnı´ velikost pameˇti RAM v MB (vy´chozı´ hodnota: 128)
• rozhrani min – minima´lnı´ pocˇet sı´t’ovy´ch rozhranı´ (vy´chozı´ hodnota: 1)
• rozhrani max – maxima´lnı´ pocˇet sı´t’ovy´ch rozhranı´ (vy´chozı´ hodnota: 3)
• disk cesta – relativnı´ cesta k adresa´rˇi s obrazy disku˚ (vy´chozı´ hodnota: ../virtu-
alni disky/)
• jmeno prefix – prefix jme´na stroje (vy´chozı´ hodnota: virtualni stroj )
• port terminal offset – offset pro vy´pocˇet loka´lnı´ho portu s termina´lem stroje (vy´chozı´
hodnota: 50000)
• port monitor offset – offset pro vy´pocˇet loka´lnı´ho portu s monitorem stroje (vy´chozı´
hodnota: 55000)
• vlan offset – offset pro vy´pocˇet cˇı´sel VLAN (vy´chozı´ hodnota: 4000)
• log nazev – na´zev pro za´znam do log souboru (kvm virtualizace)
• log umisteni – urcˇenı´ log souboru (vy´chozı´ hodnota: daemon.info)
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3.3 Spousˇteˇnı´
Spousˇteˇnı´ jednotlivy´ch virtua´lnı´ho stoju˚ zajisˇt’uje na´stroj Start. Jeho podrobneˇjsˇı´ popis
nalezneme v na´sledujı´cı´ch kapitola´ch.
3.3.1 Prˇı´kaz na´stroje Start
Spusˇteˇnı´ na´stroje Start probı´ha´ skrze prˇı´kaz:
# ./kvm.sh start 1 64 debian.img 3
3.3.2 Parametry prˇı´kazu na´stroje Start
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Start povinne´. Jejich mozˇne´
hodnoty jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit jejich minima´lnı´ cˇi
maxima´lnı´ hodnoty apod.
• Prvnı´ parametr – volany´ na´stroj, tedy Start
• Druhy´ parametr – cˇı´slo spousˇteˇne´ho stroje
• Trˇetı´ parametr – velikost pameˇti RAM stroje v MB
• Cˇtvrty´ parametr – obraz disku stroje
• Pa´ty´ parametr – pocˇet sı´t’ovy´ch rozhranı´ stroje
3.3.3 Popis cˇinnosti skriptu na´stroje Start
Na´stroj Start se nale´za´ ve skriptu kvm start.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadany´ch parametru˚ zavola´-
nı´m pomocny´ch skriptu˚ kvm kontrola parametru stroj.sh, kvm kontrola parametru pamet.sh,
kvm kontrola parametru disk.sh a kvm kontrola parametru rozhrani.sh. Pokud dojde k zada´nı´
neplatny´ch parametru˚, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇ-
dou spra´vny´ch hodnot.
Da´le dojde v cyklu for k vytvorˇenı´ potrˇebne´ho pocˇtu TAP rozhranı´. To probı´ha´ ne-
jprve zavola´nı´m globa´lnı´ funkce pole cisel stroje, jezˇ na´m prˇipravı´ vy´sˇe popsane´ pole cˇı´sel
pro spousˇteˇny´ stroj. Tato jednotliva´ cˇı´sla jsou pak na´sledneˇ postupneˇ prˇeda´va´na globa´lnı´
funkci tap start, jezˇ vytvorˇı´ jednotliva´ TAP rozhranı´. Pocˇet takto vytva´rˇeny´ch rozhranı´
je definova´n pocˇtem pru˚beˇhu˚ tohoto cyklu for v za´vislosti na zadane´m parametru pro
spousˇteˇnı´ nove´ho stroje.
Pokud je vyzˇadova´no naprˇı´klad pouze jedine´ sı´t’ove´ rozhranı´, tak tento cyklus pro-
beˇhne pouze jednou a vytvorˇı´ jedine´ TAP rozhranı´ jehozˇ cˇı´slo odpovı´da´ prvnı´ bunˇce z
pole cˇı´sel pro spousˇteˇny´ stroj.
Stejny´m zpu˚sobem je da´le vytvorˇen potrˇebny´ pocˇet VLAN rozhranı´ a bridge.
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Na´sledneˇ dojde opeˇt v cyklu for k prˇı´praveˇ parametru˚, jenzˇ budou pouzˇity prˇi fina´lnı´m
vola´nı´ prˇı´kazu pro virtualizacˇnı´ syste´m KVM. Dle pocˇtu pozˇadovany´ch sı´t’ovy´ch rozhranı´
stroje a za pomocı´ globa´lnı´ch funkcı´ pole cisel stroje a mac dojde k vytvorˇenı´ te´ cˇa´sti para-
metru˚, jezˇ definuje sı´t’ova´ rozhranı´ virtua´lnı´ho stroje.
Pote´ dle vy´sˇe uvedene´ho prˇı´kazu pro spusˇteˇnı´ na´stroje Start a vlozˇenı´ prˇedprˇipravene´
sı´t’ove´ cˇa´sti parametru˚ dojde k sestavenı´ na´sledujı´cı´ho prˇı´kazu pro KVM:
$ kvm \
-name virtualni stroj 1 \
-snapshot \
-hda ../virtualni disky/debian.img \
-m 64 \
-net nic,vlan=4001,macaddr=DE:AD:BE:EF:13:14 \
-net tap,vlan=4001,ifname=tap1,script=no \
-net nic,vlan=4002,macaddr=DE:AD:BE:EF:17:23 \
-net tap,vlan=4002,ifname=tap2,script=no \
-net nic,vlan=4003,macaddr=DE:AD:BE:EF:93:13 \
-net tap,vlan=4003,ifname=tap3,script=no \
-serial tcp::50001,server,nowait \
-monitor tcp::55001,server,nowait \
-boot c \
-localtime \
-nographic \
-daemonize
Kady´ virtua´lnı´ stroj spousˇteˇny´ pomocı´ na´stroje Start je tedy konfigurova´n na´sledovneˇ:
• je nastaveno jeho jme´no dle cˇı´sla stroje,
• je spusˇteˇn jako snapshot,
• je nastaven obraz disku,
• je nastavena velikost pameˇti RAM,
• jsou nastaveny jednotlive´ sı´t’ove´ adapte´ry,
• je prˇesmeˇrova´n vy´stup se´riove´ho portu s konzolı´ na loka´lnı´ port hostitele,
• je prˇesmeˇrova´n Monitor na loka´lnı´ port hostitele,
• je nastaveno zarˇı´zenı´ pro boot,
• jsou nastaveny hodiny na cˇas hostitele,
• je vypnut vesˇkery´ graficky´ vy´stup
• a je spusˇteˇn jako de´mon.
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Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.4 Ukoncˇova´nı´
Jednotlive´ cˇi hromadne´ ukoncˇova´nı´ virtua´lnı´ch stoju˚ zajisˇt’ujı´ na´stroje Stop, HardStop,
StopAll a HardStopAll. Na´stroj Stop ukoncˇuje beˇh virtua´lnı´ho stroje standardnı´m zpu˚so-
bem skrze Monitor virtualizacˇnı´ho syste´mu. Pro prˇı´pad nefunkcˇnosti tohoto korektnı´ho
zpu˚sobu je tu jesˇteˇ na´stroj HardStop, ktery´ virtua´lnı´ stroj ukoncˇı´ nestandardneˇ skrze
operacˇnı´ syste´m hostitele. Dalsˇı´ dva na´stroje StopAll a HardStopAll jsou jejich obdobou
pro hromadne´ ukoncˇova´nı´ vsˇech stroju˚ nara´z. Jejich podrobneˇjsˇı´ popis nalezneme v na´sle-
dujı´cı´ch kapitola´ch.
Na´stroje StopAll a HardStopAll majı´ jesˇteˇ mozˇnost zada´nı´ cˇasove´ho limitu. V tomto
prˇı´padeˇ dojde k ukoncˇenı´ pouze teˇch stroju˚, jezˇ beˇzˇı´ de´le, nezˇ je zadany´ cˇasovy´ limit.
Tato mozˇnost slouzˇı´ pro ukoncˇova´nı´ stroju˚, jezˇ by v syste´mu mohly beˇzˇet z jake´hokoliv
du˚vodu neprˇimeˇrˇeneˇ dlouho.
3.4.1 Prˇı´kaz na´stroje Stop
Spusˇteˇnı´ na´stroje Stop probı´ha´ skrze prˇı´kaz:
# ./kvm.sh stop 1
3.4.2 Parametry prˇı´kazu na´stroje Stop
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Stop povinne´. Mozˇne´ hodnoty
druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit minima´lnı´
cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy Stop
• Druhy´ parametr – cˇı´slo ukoncˇovane´ho stroje
3.4.3 Popis cˇinnosti skriptu na´stroje Stop
Na´stroj Stop se nale´za´ ve skriptu kvm stop.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadane´ho parametru zavola´-
nı´m pomocne´ho skriptu kvm kontrola parametru stroj.sh. Pokud dojde k zada´nı´ neplatne´ho
parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou spra´vne´
hodnoty.
Da´le dojde pomocı´ specia´lnı´ho prˇı´kazu quit pro Monitor k ukoncˇenı´ beˇhu virtua´lnı´ho
stroje. Tento prˇı´kaz je zasla´n na loka´lnı´ port hostitele, na neˇmzˇ nasloucha´ Monitor dane´ho
stroje.
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echo quit | netcat 127.0.0.1 $port monitor 1>/dev/null 2>/dev/null
Vy´pis 9: Ukoncˇenı´ skrze na´stroj Stop
Zde se nabı´zel jesˇteˇ specia´lnı´ prˇı´kaz system powerdown. Rozdı´l obou dvou prˇı´kazu˚ je
v tom, zˇe quit ukoncˇuje stroj okamzˇiteˇ, dalo by se rˇı´ci nekorektneˇ a system powerdown
simuluje stitsknutı´ tlacˇı´tka napa´jenı´, kdy virtua´lnı´ stroj obdrzˇı´ ACPI zˇa´dost o vypnutı´.
Vzhledem k tomu, zˇe spousˇteˇne´ virtua´lnı´ stroje pracujı´ jako snapshoty, kdy je zbytecˇne´
cˇekat na korektnı´ ukoncˇenı´, byl vybra´n prˇı´kaz quit.
Pote´ dojde pomocı´ globa´lnı´ch funkcı´ bridge stop, vlan stop a tap stop ke zrusˇenı´ bridge,
VLAN rozhranı´ a TAP rozhranı´, jezˇ dany´ stroj vyuzˇı´val.
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.4.4 Prˇı´kaz na´stroje HardStop
Spusˇteˇnı´ na´stroje HardStop probı´ha´ skrze prˇı´kaz:
# ./kvm.sh hardstop 1
3.4.5 Parametry prˇı´kazu na´stroje HardStop
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje HardStop povinne´. Mozˇne´
hodnoty druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit
minima´lnı´ cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy HardStop
• Druhy´ parametr – cˇı´slo ukoncˇovane´ho stroje
3.4.6 Popis cˇinnosti skriptu na´stroje HardStop
Na´stroj HardStop se nale´za´ ve skriptu kvm hardstop.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje Stop vyjma cˇa´sti rˇesˇı´cı´ samotne´
ukoncˇova´nı´ virtua´lnı´ho stroje.
Zde na rozdı´l od na´stroje Stop vyuzˇı´vajı´cı´ korektnı´ ukoncˇenı´ pomocı´ Monitoru dojde
k ukoncˇenı´ skrze operacˇnı´ syste´m hostitele za pouzˇitı´ prˇı´kazu kill. Nejprve je zı´ska´n PID
ukoncˇovane´ho virtua´lnı´ho stroje a ten je pote´ pomocı´ prˇı´kazu kill ukoncˇen.
pid=‘ps −AF | grep $jmeno prefix$stroj | grep −v ’pts ’ | awk ’{ print $2 }’‘
kill −9 $pid 1>/dev/null 2>/dev/null
Vy´pis 10: Ukoncˇenı´ skrze na´stroj HardStop
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3.4.7 Prˇı´kaz na´stroje StopAll
Spusˇteˇnı´ na´stroje StopAll probı´ha´ skrze prˇı´kazy:
# ./kvm.sh stopall
nebo prˇı´padneˇ
# ./kvm.sh stopall 01:30:00
3.4.8 Parametry prˇı´kazu na´stroje StopAll
Prvnı´ parametr je prˇi vola´nı´ na´stroje StopAll povinny´, druhy´ je volitelny´.
• Prvnı´ parametr – volany´ na´stroj, tedy StopAll
• Druhy´ parametr – cˇasovy´ limit ve forma´tu HH:MM:SS
3.4.9 Popis cˇinnosti skriptu na´stroje StopAll
Na´stroj StopAll se nale´za´ ve skriptu kvm stopall.sh.
Nejprve dojde k rozhodnutı´, ktera´ cˇa´st skriptu se ma´ prove´st, dle toho zda byl cˇi nebyl
zada´n druhy´ parametr cˇasu.
Pokud cˇas zada´n byl, dojde na za´cˇa´tku ke kontrole spra´vnosti zadane´ho parametru
zavola´nı´m pomocne´ho skriptu kvm kontrola parametru cas.sh. Pokud dojde k zada´nı´ ne-
platne´ho parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou
spra´vne´ hodnoty.
Na´sledneˇ je v cyklu for u vsˇech stroju˚ proveˇrˇena podmı´nka, zda doba jejich beˇhu
neprˇekracˇuje zadany´ limit. Pokud ano, je na dany´ stroj zavola´n na´stroj Stop pro jeho
ukoncˇenı´.
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
Pokud cˇas zada´n nebyl, dojde k obdobne´mu ukoncˇenı´ vsˇech stroju˚ bez dodatecˇne´
podmı´nky. Zrusˇenı´ vsˇech jimi vyuzˇı´vany´ch bridge, VLAN rozhranı´ a TAP rozhranı´ atd.
Vesˇkere´ ukoncˇova´nı´ cˇinnosti stroju˚ pomocı´ tohoto skriptu probı´ha´ korektneˇ skrze
Monitor.
3.4.10 Prˇı´kaz na´stroje HardStopAll
Spusˇteˇnı´ na´stroje HardStopAll probı´ha´ skrze prˇı´kazy:
# ./kvm.sh hardstopall
nebo prˇı´padneˇ
# ./kvm.sh hardstopall 01:30:00
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3.4.11 Parametry prˇı´kazu na´stroje HardStopAll
Prvnı´ parametr je prˇi vola´nı´ na´stroje StopAll povinny´ a druhy´ je volitelny´.
• Prvnı´ parametr – volany´ na´stroj, tedy HardStopAll
• Druhy´ parametr – cˇasovy´ limit ve forma´tu HH:MM:SS
3.4.12 Popis cˇinnosti skriptu na´stroje HardStopAll
Na´stroj HardStopAll se nale´za´ ve skriptu kvm hardstopall.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje StopAll vyjma cˇa´stı´ rˇesˇı´cı´
samotne´ ukoncˇova´nı´ virtua´lnı´ch stroju˚. Rozdı´l je zde opeˇt stejny´ jako v prˇı´padeˇ Stop
a HardStop. Tedy k ukoncˇenı´ dojde nikoliv skrze Monitor, ale prˇı´kaz kill v operacˇnı´m
syste´mu hostitele.
3.5 Restartova´nı´
Jednotlive´ cˇi hromadne´ restartova´nı´ virtua´lnı´ch stoju˚ zajisˇt’ujı´ na´stroje Reset, HardReset,
ResetAll a HardResetAll. Na´stroj Reset restartuje beˇh virtua´lnı´ho stroje standardnı´m zpu˚-
sobem skrze Monitor virtualizacˇnı´ho syste´mu. Pro prˇı´pad nefunkcˇnosti tohoto korektnı´ho
zpu˚sobu je tu jesˇteˇ na´stroj HardReset, ktery´ virtua´lnı´ stroj restartuje nestandardneˇ skrze
operacˇnı´ syste´m hostitele. Dalsˇı´ dva na´stroje ResetAll a HardResetAll jsou jejich obdobou
pro hromadne´ restartova´nı´ vsˇech stroju˚ nara´z. Jejich podrobneˇjsˇı´ popis nalezneme v na´sle-
dujı´cı´ch kapitola´ch.
3.5.1 Prˇı´kaz na´stroje Reset
Spusˇteˇnı´ na´stroje Reset probı´ha´ skrze prˇı´kaz:
# ./kvm.sh reset 1
3.5.2 Parametry prˇı´kazu na´stroje Reset
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Reset povinne´. Mozˇne´ hodnoty
druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit minima´lnı´
cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy Reset
• Druhy´ parametr – cˇı´slo resetovane´ho stroje
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3.5.3 Popis cˇinnosti skriptu na´stroje Reset
Na´stroj Reset se nale´za´ ve skriptu kvm reset.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadane´ho parametru zavola´-
nı´m pomocne´ho skriptu kvm kontrola parametru stroj.sh. Pokud dojde k zada´nı´ neplatne´ho
parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou spra´vne´
hodnoty.
Da´le dojde pomocı´ prˇı´kazu ps k ulozˇenı´ spousˇteˇcı´ho prˇı´kazu dane´ho stroje pro KVM
do pomocne´ promeˇnne´. Tento stroj je pote´ zastaven pomocı´ na´stroje Stop a na´sledne je
opeˇt nanovo spusˇteˇn ve stejne´ konfiguraci pomocı´ prˇı´kazu, jenzˇ byl ulozˇen v pomocne´
promeˇnne´.
prikaz=‘ps −AF | grep qemu | grep $jmeno prefix$stroj | grep −v ’pts ’ | egrep −o ’qemu.∗’‘
$0 stop $stroj
$prikaz
Vy´pis 11: Restartova´nı´ skrze na´stroj Reset
Zde se nabı´zela jesˇteˇ mozˇnost pouzˇitı´ specia´lnı´ho prˇı´kazu system reset pro Monitor.
V tomto prˇı´padeˇ ovsˇem nedojde ke smaza´nı´ stare´ho a nahra´nı´ nove´ho snapshotu, ale
pouze k restartova´nı´ virtua´lnı´ho stroje se snapshotem pu˚vodnı´m. Tato vlastnost rozhodla
o pouzˇitı´ vy´sˇe popsane´ho rˇesˇenı´.
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.5.4 Prˇı´kaz na´stroje HardReset
Spusˇteˇnı´ na´stroje HardReset probı´ha´ skrze prˇı´kaz:
# ./kvm.sh hardreset 1
3.5.5 Parametry prˇı´kazu na´stroje HardReset
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje HardReset povinne´. Mozˇne´
hodnoty druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit
minima´lnı´ cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy HardReset
• Druhy´ parametr – cˇı´slo resetovane´ho stroje
3.5.6 Popis cˇinnosti skriptu na´stroje HardReset
Na´stroj HardReset se nale´za´ ve skriptu kvm hardreset.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje Reset vyjma cˇa´sti rˇesˇı´cı´ samotne´
restartova´nı´ virtua´lnı´ho stroje.
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Zde na rozdı´l od na´stroje Reset vyuzˇı´vajı´cı´ korektnı´ ukoncˇenı´ pomocı´ na´stroje Stop
dojde k ukoncˇenı´ skrze na´stroj HardStop. Tudı´zˇ nedojde k ukoncˇenı´ pu˚vodnı´ho snap-
shotu pomocı´ Monitoru, ale skrze prˇı´kaz operacˇnı´ho syste´mu kill.
prikaz=‘ps −AF | grep qemu | grep $jmeno prefix$stroj | grep −v ’pts ’ | egrep −o ’qemu.∗’‘
$0 hardstop $stroj
$prikaz
Vy´pis 12: Restartova´nı´ skrze na´stroj HardReset
3.5.7 Prˇı´kaz na´stroje ResetAll
Spusˇteˇnı´ na´stroje ResetAll probı´ha´ skrze prˇı´kaz:
# ./kvm.sh resetall
3.5.8 Parametry prˇı´kazu na´stroje ResetAll
Prvnı´ a za´rovenˇ jediny´ parametr je prˇi vola´nı´ na´stroje ResetAll povinny´.
• Prvnı´ parametr – volany´ na´stroj, tedy ResetAll
3.5.9 Popis cˇinnosti skriptu na´stroje ResetAll
Na´stroj ResetAll se nale´za´ ve skriptu kvm resetall.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje Reset. Tento skript ovsˇem ner-
estartuje pouze jeden virtua´lnı´ stroj, ale v cyklu for dojde k restartova´nı´ vsˇch stroju˚.
3.5.10 Prˇı´kaz na´stroje HardResetAll
Spusˇteˇnı´ na´stroje HardResetAll probı´ha´ skrze prˇı´kaz:
# ./kvm.sh hardresetall
3.5.11 Parametry prˇı´kazu na´stroje HardResetAll
Prvnı´ a za´rovenˇ jediny´ parametr je prˇi vola´nı´ na´stroje HardResetAll povinny´.
• Prvnı´ parametr – volany´ na´stroj, tedy HardResetAll
3.5.12 Popis cˇinnosti skriptu na´stroje HardResetAll
Na´stroj HardResetAll se nale´za´ ve skriptu kvm hardresetall.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje HardReset. Tento skript ovsˇem
nerestartuje pouze jeden virtua´lnı´ stroj, ale v cyklu for dojde k restartova´nı´ vsˇech stroju˚.
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3.6 Vy´pis informacı´
Vy´pis informacı´ o jednotlivy´ch cˇi vsˇech virtua´lnı´ch stojı´ch zajisˇt’ujı´ na´stroje Show a ShowAll.
Na´stroj Show vypisuje informace o jednotlivy´ch virtua´lnı´ch strojı´ch a na´stroj ShowAll je
pak jeho obdobou pro vy´pis informacı´ o vsˇech strojı´ch nara´z. Jejich podrobneˇjsˇı´ popis
nalezneme v na´sledujı´cı´ch kapitola´ch.
3.6.1 Prˇı´kaz na´stroje Show
Spusˇteˇnı´ na´stroje Show probı´ha´ skrze prˇı´kaz:
# ./kvm.sh show 1
3.6.2 Parametry prˇı´kazu na´stroje Show
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Show povinne´. Mozˇne´ hodnoty
druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit minima´lnı´
cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy Show
• Druhy´ parametr – cˇı´slo stroje pro vy´pis informacı´
3.6.3 Popis cˇinnosti skriptu na´stroje Show
Na´stroj Show se nale´za´ ve skriptu kvm show.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadane´ho parametru zavola´-
nı´m pomocne´ho skriptu kvm kontrola parametru stroj.sh. Pokud dojde k zada´nı´ neplatne´ho
parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou spra´vne´
hodnoty.
Da´le dojde pomocı´ prˇı´kazu ps k vy´pisu informacı´ o dane´m virtua´lnı´m stroji.
ps −AF | grep qemu | grep $jmeno prefix$stroj | grep −v ’pts ’ | grep −−color=always
$jmeno prefix[0−9]∗
Vy´pis 13: Vy´pis informacı´ skrze na´stroj Show
Zde se nabı´zela jesˇteˇ mozˇnost pouzˇitı´ neˇkolika specia´lnı´ch prˇı´kazu˚ Monitoru. Tato
mozˇnost byla ovsˇem zamı´tnuta vzhledem ke sve´ slozˇitosti, jelikozˇ by obdobny´ vy´pis
vyzˇadoval pouzˇitı´ vı´ce prˇı´kazu˚ Monitoru a pouzˇitı´ ps je zcela dostatecˇne´.
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
38
3.6.4 Prˇı´kaz na´stroje ShowAll
Spusˇteˇnı´ na´stroje ShowAll probı´ha´ skrze prˇı´kaz:
# ./kvm.sh showall
3.6.5 Parametry prˇı´kazu na´stroje ShowAll
Prvnı´ a za´rovenˇ jediny´ parametr je prˇi vola´nı´ na´stroje ShowAll povinny´.
• Prvnı´ parametr – volany´ na´stroj, tedy ShowAll
3.6.6 Popis cˇinnosti skriptu na´stroje ShowAll
Na´stroj ShowAll se nale´za´ ve skriptu kvm showall.sh.
Cˇinnost tohoto skriptu se shoduje se skriptem na´stroje Show. Tento skript ovsˇem
nevypisuje informace pouze o jednom virtua´lnı´m stroj, ale v cyklu for dojde k vy´pisu
informacı´ o vsˇech strojı´ch.
3.7 Ukla´da´nı´, nacˇı´ta´nı´ a maza´nı´
Ukla´da´nı´, nacˇı´ta´nı´ a maza´nı´ jednotlivy´ch virtua´lnı´ch stroju˚ zajisˇt’ujı´ na´stroje Save, Load a
Delete. Na´stroj Save ukla´da´ snapshot virtua´lnı´ho stroje na server. Nacˇı´ta´nı´ takto ulozˇeny´ch
snapshotu˚ umozˇnˇuje na´stroj Load. Maza´nı´ takto ulozˇeny´ch snapshotu˚ pak na´stroj Delete.
Jejich podrobneˇjsˇı´ popis nalezneme v na´sledujı´cı´ch kapitola´ch.
3.7.1 Prˇı´kaz na´stroje Save
Spusˇteˇnı´ na´stroje Save probı´ha´ skrze prˇı´kaz:
# ./kvm.sh save 1 jus011
3.7.2 Parametry prˇı´kazu na´stroje Save
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Save povinne´. Mozˇne´ hodnoty
druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit minima´lnı´
cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy Save
• Druhy´ parametr – cˇı´slo stroje pro ulozˇenı´ snapshotu
• Trˇetı´ parametr – na´zev ukla´dane´ho snapshotu
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3.7.3 Popis cˇinnosti skriptu na´stroje Save
Na´stroj Save se nale´za´ ve skriptu kvm save.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadane´ho parametru zavola´-
nı´m pomocne´ho skriptu kvm kontrola parametru stroj.sh. Pokud dojde k zada´nı´ neplatne´ho
parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou spra´vne´
hodnoty.
Da´le dojde pomocı´ specia´lnı´ho prˇı´kazu savevm pro Monitor k ulozˇenı´ snapshotu virtu-
a´lnı´ho stroje. Tento prˇı´kaz je zasla´n na loka´lnı´ port hostitele, na neˇmzˇ nasloucha´ Monitor
dane´ho stroje.
echo savevm $snapshot nazev | netcat 127.0.0.1 $port monitor 1>/dev/null 2>/dev/null
Vy´pis 14: Ulozˇenı´ skrze na´stroj Save
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.7.4 Prˇı´kaz na´stroje Load
Spusˇteˇnı´ na´stroje Load probı´ha´ skrze prˇı´kaz:
# ./kvm.sh load 1 jus011
3.7.5 Parametry prˇı´kazu na´stroje Load
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Load povinne´. Mozˇne´ hodnoty
druhe´ho parametru jsou omezeny ve skriptu kvm parametry.sh, kde lze nastavit minima´lnı´
cˇi maxima´lnı´ hodnotu.
• Prvnı´ parametr – volany´ na´stroj, tedy Load
• Druhy´ parametr – cˇı´slo stroje pro nacˇtenı´ snapshotu
• Trˇetı´ parametr – na´zev nacˇı´tane´ho snapshotu
3.7.6 Popis cˇinnosti skriptu na´stroje Load
Na´stroj Load se nale´za´ ve skriptu kvm load.sh.
Na za´cˇa´tku tohoto skriptu dojde ke kontrole spra´vnosti zadane´ho parametru zavola´-
nı´m pomocne´ho skriptu kvm kontrola parametru stroj.sh. Pokud dojde k zada´nı´ neplatne´ho
parametru, je cˇinnost skriptu ukoncˇena a je vypsa´na chybova´ hla´sˇka s na´poveˇdou spra´vne´
hodnoty.
Da´le dojde pomocı´ specia´lnı´ho prˇı´kazu loadvm pro Monitor k nacˇtenı´ nove´ho snap-
shotu virtua´lnı´ho stroje. Tento prˇı´kaz je zasla´n na loka´lnı´ port hostitele, na neˇmzˇ nasloucha´
Monitor dane´ho stroje.
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echo loadvm $snapshot nazev | netcat 127.0.0.1 $port monitor 1>/dev/null 2>/dev/null
Vy´pis 15: Nacˇtenı´ skrze na´stroj Load
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.7.7 Prˇı´kaz na´stroje Delete
Spusˇteˇnı´ na´stroje Delete probı´ha´ skrze prˇı´kaz:
# ./kvm.sh delete jus011
3.7.8 Parametry prˇı´kazu na´stroje Delete
Vsˇechny nı´zˇe popsane´ parametry jsou prˇi vola´nı´ na´stroje Delete povinne´.
• Prvnı´ parametr – volany´ na´stroj, tedy Delete
• Druhy´ parametr – na´zev mazane´ho snapshotu
3.7.9 Popis cˇinnosti skriptu na´stroje Delete
Na´stroj Delete se nale´za´ ve skriptu kvm delete.sh.
Pomocı´ prˇı´kazu operacˇnı´ho syste´mu hostitele rm dojde ke smaza´nı´ snapshotu virtu-
a´lnı´ho stroje.
rm $snapshot nazev 1>/dev/null 2>/dev/null
Vy´pis 16: Maza´nı´ skrze na´stroj Delete
Na za´veˇr dojde k vypsa´nı´ informacˇnı´ hla´sˇky o provedene´m prˇı´kazu a na´sledneˇ je pak
tato uda´lost zapsa´na do log souboru.
3.8 Obraz disku
Vzhledem k pozˇadavku˚m zadanı´ byl vytvorˇen obraz disku debian.img nale´zajı´cı´ se v
adresa´rˇi virtualni disky.
Jeho maxima´lnı´ velikost byla stanovena na 2 GB. Tato velikost by meˇla by´t dostatecˇna´
co se kapacity disku ty´ka´ a za´rovenˇ slouzˇı´ jako bezpecˇnostnı´ pojistka pro u´myslne´ neu´-
meˇrne´ zveˇtsˇenı´ velikosti snapshotu. Prˇi prˇı´padne´m prˇetecˇenı´ tohoto limitu dojde k vcˇas-
ne´mu pa´du virtua´lnı´ho stroje, nikoliv neu´meˇrne´mu zatı´zˇenı´ cˇi dokonce pa´du serveru. Za
forma´t obrazu disku byl zvolen qcow2, ktery´ tak dynamicky meˇnı´ velikost dle aktua´lneˇ
zabrane´ho mı´sta.
Na tento obraz disku byl nainstalova´n operacˇnı´ syste´m Debian GNU/Linux 5.0.4
Lenny a ostatnı´ pozˇadovany´ software z jeho repozita´rˇu˚.
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Vzhledem k pozˇadavku˚m zada´nı´ nebyl syste´m nijak specia´lneˇ upravova´n cˇi konfig-
urova´n. Vyjı´mku tak tvorˇı´ pouze prˇesmeˇrova´nı´ konzole na se´riovy´ port. Du˚vod tohoto
nastavenı´ je popsa´n v kapitole 4.1.2.
V operacˇnı´m syste´mu se nale´zajı´ dva uzˇivatelske´ u´cˇty. U´cˇet uzˇivatele root s heslem
cisco a standardnı´ uzˇivatel cnap s heslem cisco.
3.9 Spusˇteˇnı´ bez snapshotu
Dalsˇı´m doplnˇkovy´m na´strojem, ktery´ bylo vhodne´ implementovat, je skript pro spusˇteˇnı´
obrazu disku bez rezˇimu snapshotu. Tento na´stroj tedy slouzˇı´ k u´praveˇ origina´lnı´ho
obrazu disku a nale´za´ se ve skriptu spusteni bez snaspshotu.sh.
Spusˇteˇnı´ tohoto na´stroje probı´ha´ pomocı´ prˇı´kazu˚:
# ./spusteni bez snaspshotu.sh start debian.img
nebo prˇı´padneˇ
# ./spusteni bez snaspshotu.sh stop
Prvnı´ parametr uda´va´, zdali jde o spusˇteˇnı´ nebo u´klid (naprˇı´klad zrusˇenı´ TAP roz-
hranı´) po spusˇteˇnı´ virtua´lnı´ho stroje. Prˇı´padny´ druhy´ parametr pote´ urcˇı´, ktery´ obraz
disku chceme ve stroji pouzˇı´t.
3.10 Mozˇnosti rozsˇı´rˇenı´ do budoucna
Vy´sˇe navrzˇene´ nove´ rˇesˇenı´ ve sve´ soucˇasne´ podobeˇ prˇedstavuje kompletnı´ na´stroj pro
ovla´da´nı´ virtua´lnı´ch stroju˚ v ra´mci Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ a jejı´ch soucˇas-
ny´ch potrˇeb. Nabı´zı´ se vsˇak i mozˇnosti, jak toto rˇesˇenı´ v budoucnu rozsˇı´rˇit a doplnit.
Momenta´lneˇ je k dispozici pouze jediny´ obraz disku. Nabı´zı´ se zde samozrˇejmeˇ mozˇ-
nost vytvorˇit dalsˇı´ obrazy disku˚. Ty mohou obsahovat odlisˇne´ operacˇnı´ syste´my cˇi pouze
potrˇebne´ u´pravy cˇi konfigurace obrazu sta´vajı´cı´cho.
Dı´ky strukturovane´mu a prˇehledne´mu na´vrhu skriptu˚ se take´ nabı´zı´ mozˇnost snad-
ne´ho prˇida´nı´ novy´ch cˇi u´prava teˇch sta´vajı´cı´ch. Prˇida´nı´ nove´ho na´stroje tak spocˇı´va´ pouze
v rozsˇı´rˇenı´ centra´lnı´ho skriptu o dalsˇı´ prˇepı´nacˇ case a jeho implementaci. Nabı´zı´ se naprˇı´-
klad tvorba na´stroje pro vytva´rˇenı´ obrazu˚ disku˚ dle zadany´ch parametru˚ s na´slednou
instalacı´ operacˇnı´ho syste´mu.
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4 Implementace
V na´sledujı´cı´ kapitole bude rozebra´na implementace nove´ho rˇesˇenı´. Popsa´ny budou rˇe-
sˇene´ proble´my, fina´lnı´ nasazenı´ na server a neˇktere´ dalsˇı´ veˇci ty´kajı´cı´ se implementace.
Kompletnı´ implementaci pak nalezneme na serveru.
4.1 Rˇesˇene´ proble´my
V pru˚beˇhu implementace nove´ho rˇesˇenı´ se postupneˇ objevilo neˇkolik proble´mu˚, jezˇ vı´ce
cˇi me´neˇ komplikovaly jeho vy´voj. Na´sleduje popis nejza´vazˇneˇjsˇı´ch z nich.
4.1.1 Dokumentace
Beˇhem vy´beˇru nove´ho virtualizacˇnı´ho syste´mu byl samozrˇejmeˇ bra´n zrˇetel i na existenci
webove´ dokumentace s dostatecˇny´m mnozˇstvı´m uka´zek a informacı´ k rˇesˇeny´m situacı´m
pomocı´ KVM a Qemu. Ta se zpocˇa´tku jevila jako dostatecˇna´. Beˇhem samotne´ implemen-
tace doprova´zene´ cˇasty´mi potrˇebami zı´ska´nı´ informacı´ se ovsˇem uka´zalo, zˇe jejı´ kvalita
nenı´ tak dobra´, jak se zpocˇa´tku zda´lo.
Veˇtsˇinu uka´zkovy´ch konfiguracı´ a hlubsˇı´ch popisu˚ mozˇnostı´ jsem ve fina´le veˇtsˇinou
nalezl skrze internetove´ vyhleda´vacˇe vsˇude jinde, jen ne´ na domovsky´ch webovy´ch stra´n-
ka´ch KVM a Qemu. Dobry´m zdrojem byly take´ manua´love´ stra´nky, kde ovsˇem zpravidla
neby´va´ uvedeno velke´ mnozˇstvı´ u´kazkovy´ch prˇı´kladu˚.
4.1.2 Prˇesmeˇrova´nı´ portu˚
Z pozˇadavku˚ na nove´ rˇesˇenı´ vyplynula nutnost prˇipojenı´ konzole jednotlivy´ch virtua´l-
nı´ch stroju˚ na loka´lnı´ porty hostitele. To znamena´, aby se uzˇivatel skrze loka´lnı´ port
serveru prˇipojil na konzoli pozˇadovane´ho virtua´lnı´ho stroje, jak jizˇ bylo popsa´no vy´sˇe.
Z prostudova´nı´ dokumentace a uka´zkovy´ch prˇı´kladu˚ na internetu vyplynulo, zˇe pro
prˇesmeˇrova´nı´ portu˚ slouzˇı´ na´sledujı´cı´ parametr zada´vany´ prˇi spusˇteˇnı´ virtua´lnı´ho stroje:
-redir tcp:2323::23
nebo v noveˇjsˇı´ch verzı´ch Qemu jeho ekvivalent
-net user,hostfwd=tcp:2323::23
Oba tyto parametry by meˇly propojit port 23 pro telenet virtua´lnı´ho stroje na loka´lnı´
port serveru 2323.
Tento postup je uva´deˇn ve veˇtsˇineˇ nalezeny´ch uka´zkovy´ch prˇı´kladu˚ i v dokumentaci,
ale ani po du˚kladne´m nastudova´nı´ teˇchto zdroju˚ se jej nepodarˇilo zprovoznit. Tenty´zˇ
proble´m byl nalezen i v dotazech na neˇkolika fo´rech od dalsˇı´ch uzˇivatelu˚, ovsˇem bez
jedine´ho funkcˇnı´ho rˇesˇenı´.
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Vzhledem ke klı´cˇovosti te´to funkce bylo potrˇeba vymyslet jine´ na´hradnı´ rˇesˇenı´. Tı´m
se na konec stalo prˇesmeˇrova´nı´ konzole virtua´lnı´ho stroje na jeho se´riovy´ port. Tento port
byl na´sledneˇ jizˇ bezproble´moveˇ prˇesmeˇrova´n na loka´lnı´ port hostitele.
Pro prˇesmeˇrova´nı´ konzole na se´riovy´ port bylo potrˇeba mı´rneˇ upravit konfiguraci
operacˇnı´ho syste´mu virtua´lnı´ho stroje. Nejprve byla v konfiguracˇnı´m souboru /boot/-
grub/menu.lst zavadecˇe GNU GRUB prˇesmeˇrova´na konzole na se´riovy´ port pomocı´ para-
metru ja´dra console=ttyS0,9600n8. Upraveny´ rˇa´dek pote´ vypada´ na´sledovneˇ:
kernel /boot/vmlinuz-2.6.26-2-686 root=/dev/sda1 console=ttyS0,
9600n8 ro quiet
Da´le bylo nutne´ prˇidat getty pro login na se´riove´m portu do konfiguracˇnı´ho souboru
/etc/inittab. Prˇidany´ rˇa´deˇk vypada´ na´sledovneˇ:
co:2345:respawn:/sbin/getty -8 9600 ttyS0 linux
Na za´veˇr je trˇeba zkontrolovat, prˇı´padneˇ prˇidat, zda je v konfiguracˇnı´m souboru
/etc/secutetty povoleno prˇihla´sˇenı´ uzˇivatele root skrze se´riovy´ port ttyS0.
Po te´to drobne´ u´praveˇ operacˇnı´ho syste´mu virtua´lnı´ho stroje jizˇ bylo pouze potrˇeba
zajistit prˇesmeˇrova´nı´ jeho se´riove´ho portu na loka´lnı´ port serveru. To provedeme prˇida´-
nı´m parametru do spousˇteˇcı´ho prˇı´kazu virtua´lnı´ho stroje. Potrˇebny´ parametr vypada´
na´sledovneˇ:
-serial tcp::50001,server,nowait
4.1.3 Rezˇim sı´t’ove´ komunikace
Nutnost prˇipojenı´ virtua´lnı´ch stroju˚ do samostatny´ch VLAN, komunikujı´cı´ch s okolnı´mi
moduly Virtua´lnı´ laboretorˇe pocˇı´tacˇovy´ch sı´tı´, plynoucı´ z pozˇadavku˚ zada´nı´, zkompliko-
vala pocˇa´tecˇnı´ vy´voj nove´ho rˇesˇenı´.
Ze sı´t’ove´ cˇa´sti dokumentace virtualizacˇnı´ho syste´mu Qemu se nabı´zela mozˇnost prˇipo-
jenı´ sı´t’ove´ho adapte´ru skrze VLAN pomocı´ neˇkolika rezˇimu˚. Nejprve byl zvolen zpu˚sob
pomocı´ parametru:
-net user
Tento parametr, jevı´cı´ se zpocˇa´tku jako nejvhodneˇjsˇı´, nastavı´ sı´t’ovy´ adapte´r do takz-
vane´ho user-mode rezˇimu. Na´sledneˇ vsˇak bylo zjisˇteˇno, zˇe tento mo´d se chova´ jako jed-
nosmeˇrny´ firewall a neumozˇnˇuje zˇa´dny´ prˇı´chozı´ provoz. Nepodporuje take´ jine´ sı´t’ove´
protokoly nezˇli TCP a UDP. Nevhodny´m se take´ uka´zal parametr:
-net socket
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Komunikace sı´t’ove´ho adapte´ru zde probı´ha´ pomocı´ TCP socketu˚. Ani zde se vsˇak
nepodarˇilo dosa´hnout ky´zˇene´ho vy´sledku. Oba parametry, jevı´cı´ se zpocˇa´tku jako vhodne´,
sice fungujı´ dle popisu v dokumentaci, ale ani u jednoho z nich se po mnoha neu´speˇsˇny´ch
pokusech nepodarˇilo zprovoznit prˇipojenı´ dle pozˇadavku˚ Virtua´lnı´ laboratorˇe pocˇı´ta-
cˇovy´ch sı´tı´.
Pozˇadovane´ho vy´sledku bylo dosazˇeno azˇ pouzˇitı´m parametru:
-net tap
V tomto rezˇimu je virtua´lnı´ stroj prˇipojen k TAP rozhranı´, ktere´ bylo propojeno po-
mocı´ bridge s VLAN rozhranı´m serveru. Toto rˇesˇenı´ jizˇ umozˇnˇovalo pozˇadovanou ko-
munikaci mezi virtua´lnı´mi pocˇı´tacˇi a okolı´m serveru dle zada´nı´.
4.2 Nasazenı´ na server
Konecˇna´ implementace byla nasazena na starsˇı´ za´lozˇnı´ server Virtua´lnı´ laboratorˇe pocˇı´ta-
cˇovy´ch sı´tı´ srva10nb.vsb.cz.
Nejprve bylo oveˇrˇeno, zda tento starsˇı´ server obsahuje procesor s podporou virtual-
izace. Tato technologie se vsˇak u procesoru tohoto za´lozˇnı´ho serveru nenale´za´. Z tohoto
du˚vodu byl nainstalova´n virtualizacˇnı´ syste´m Qemu a jaderny´ modul kQemu pro jeho
akceleraci. Jak jizˇ bylo vy´sˇe popsa´no, tak ten se oproti KVM lisˇı´ pouze v absenci podpory
ze strany hardwaru. Jediny´ rozdı´l je tak ve vy´konu cele´ho virtualizacˇnı´ho syste´mu.
U´prava se tak dotkla pouze skriptu kvm start.sh, kde byl prˇepsa´n spousˇteˇcı´ prˇı´kaz
virtua´lnı´ch stroju˚ z kvm na qemu. Jeho parametry zu˚sta´vajı´ stejne´. V prˇı´padeˇ nasazenı´ na
ostry´ provoznı´ server, jenzˇ obsahuje podporu virtualizace v procesoru stacˇı´ opeˇt pouze
zmeˇnit tento prˇı´kaz zpeˇt a nainstalovat KVM.
Da´le byly do operacˇnı´ho syste´mu serveru doinstalova´ny balı´cˇky uml-utilities, vlan a
bridge-utils, jezˇ jsou nutne´ pro chod neˇktery´ch prˇı´kazu˚ ovla´dacı´ch skriptu˚ a nejsou jeho
standardnı´ soucˇa´stı´.
Na za´veˇr byla na server do adresa´rˇe /virtualizace nahra´na cela´ implementace nove´ho
rˇesˇenı´. To bylo na´sledneˇ kompletneˇ testova´no. Vzhledem k tomu, zˇe pru˚beˇzˇne´ testy probı´-
haly beˇhem cele´ho vy´voje jednotlivy´ch na´stroju˚, nedosˇlo k negativnı´mu vy´sledku.
Prˇed fina´lnı´m nasazenı´m na ostry´ provoznı´ server bude toto nove´ rˇesˇenı´ nada´le na-
jaky´ cˇas testova´no na za´lozˇnı´m serveru. Du˚vodem je jednak prˇı´padna´ veˇtsˇı´ jistota bezpro-
ble´movosti provozu dana´ delsˇı´m testova´nı´m a take´ fakt, zˇe momenta´lneˇ sta´le probı´ha´
letnı´ semestr a soucˇasne´ rˇesˇenı´ je nynı´ aktivneˇ vyuzˇı´va´no. Prˇı´padny´ prˇechod za ostre´ho
provozu je tak prˇı´lisˇ velky´m rizikem, ktere´ by mohlo zaprˇı´cˇinit nefunkcˇnost cˇa´sti Virtu-
a´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´.
4.3 Pouzˇite´ programove´ vybavenı´
Na´sledujı´cı´ programove´ vybavenı´ pomohlo vytvorˇit tuto diplomovu pra´ci.
Vy´voj nove´ho rˇesˇenı´:
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• Operacˇnı´ syste´m – Ubuntu GNU/Linux 9.10 Karmic Koala
• Virtualizacˇnı´ syste´m - KVM verze 84 z ja´dra Linuxu 2.6.31-20
• Skriptovacı´ jazyk – bash 3.2.48
• Vy´vojove´ prostrˇedı´ – gedit 2.28.0
Sestavenı´ dokumentace:
• Tvorba textu – gedit 2.28.0
• Tvorba diagramu˚ – dia 0.97
• Tvorba obra´zku˚ – gimp 2.6.7
• Makro pro sazbu – diploma 2.2
• Sazba – LATEX
Sestavenı´ prezentace:
• Tvorba prezentace – OpenOffice.org 3.2.0 (Impress)
4.4 Uka´zka beˇhu
Na´sledujı´cı´ otisk obrazovky zobrazuje vy´pis na´stroje ShowAll se sedmi beˇzˇı´cı´mi virtu-
a´lnı´mi stroji. Otisk obrazovky je videˇt na obra´zku 2.
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Obra´zek 2: Otisk obrazovky
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5 Za´veˇr
Nutny´m prˇedpokladem pro realizaci te´to pra´ce bylo prostudovat za´kladnı´ teorii virtu-
alizace. Zejme´na cˇa´st vztahujı´cı´ se k virtualizaci platformy. Na´sledovalo sezna´menı´ se
soucˇasneˇ existujı´cı´mi virtualizacˇnı´mi syste´my a nejrozsˇı´rˇeneˇjsˇı´ z nich byly prˇedstaveny
z hlediska jejich soucˇasne´ pozice na trhu. Sta´vajı´cı´ rˇesˇenı´ postavene´ na virtualizacˇnı´m
syste´mu Xen jizˇ nada´le nevyhovuje aktua´lnı´m pozˇadavku˚m Virtua´lnı´ laboratorˇe pocˇı´ta-
cˇovy´ch sı´tı´. Problematicke´ vlastnosti soucˇasne´ho syste´mu, jezˇ vedou k vy´voji nove´ho
rˇesˇenı´ byly pote´ zhodnoceny.
Ze soucˇasny´ch pozˇadavku˚ Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´ byl na´sledneˇ vypra-
cova´n na´vrh nove´ho rˇesˇenı´ serverove´ i aplikacˇnı´ cˇa´sti a zpu˚sob jejich ovla´da´nı´. Pro tento
na´vrh nove´ho rˇesˇenı´ byla pote´ provedena analy´za nejvhodneˇjsˇı´ho virtualizacˇnı´ho sys-
te´mu. Spoucˇasne´ pozˇadavky ovsˇem jednoznacˇneˇ neurcˇily nejvhodneˇjsˇı´ho kandida´ta. O
vı´teˇzi tak musela rozhodnout azˇ neprˇı´ma´ krite´ria vy´beˇru. Zvolen byl virtualizacˇnı´ syste´m
KVM a tato volba byla na´sledneˇ podrobneˇji zdu˚vodneˇna. Vı´teˇzny´ virtualizacˇnı´ na´stroj
KVM byl pote´ strucˇneˇ prˇedstaven.
Po analy´ze nove´ho rˇesˇenı´ a vy´beˇru vhodne´ho virtualizacˇnı´ho syste´mu jizˇ na´sledoval
na´vrh implmentace. Nejprve dosˇlo na vy´beˇr vhodnho implementacˇnı´ho prostrˇedı´ a navr-
zˇenı´ celkove´ struktury ovla´dacı´ch na´stroju˚. Zvoleno bylo vytvorˇenı´ knihovny bash skriptu˚,
jezˇ budou dle uzˇivatelsky´ch pozˇadavku˚ formou zadany´ch parametru˚ ovla´dat virtual-
izacˇnı´ a operacˇnı´ syste´m. Pote´ byl proveden detailnı´ na´vrh skriptu˚ jednotlivy´ch na´stroju˚
pro spusˇteˇnı´, ukoncˇenı´, restart, vy´pis informacı´ o beˇzˇı´cı´ch strojı´ch, ukla´da´nı´, nacˇı´ta´nı´ a
maza´nı´ virtua´lnı´ch stroju˚. Dalsˇı´m krokem bylo navrzˇenı´ obrazu disku virtua´lnı´ho stroje,
dle pozˇadavku˚ zada´nı´. Zhodnoceny byly take´ mozˇnosti rozsˇı´rˇenı´ tohoto navrhovane´ho
rˇesˇenı´ do budoucna jako prˇida´nı´ dalsˇı´ch odlisˇny´ch cˇi modifikovany´ch obrazu˚ disku pro
virtua´lnı´ stroje cˇi doplneˇnı´ sady na´stroju˚ pro jejich ovla´da´nı´.
Takto vytvorˇeny´ na´vrh nove´ho rˇesˇenı´ byl na´sledneˇ implementova´n ve zvolene´m pro-
strˇedı´. Beˇhem vy´voje se postupneˇ objevilo neˇkolik proble´mu˚. Nejvy´znameˇnjsˇı´m z nich
bylo nefunkcˇnı´ prˇesmeˇrova´nı´ portu˚, jezˇ bylo jednı´m z klı´cˇovy´ch pozˇadavku˚ zada´nı´. Hle-
da´nı´ funkcˇnı´ho rˇesˇenı´ tohoto proble´mu zabralo pomeˇrneˇ dlouhou dobu. Pra´ci take´ cˇasto
komplikovala sˇpatna´ pouzˇitelnost dokumentace virtualizacˇnı´ho syste´mu a celkova´ neprˇe-
hlednost jeho oficia´lnı´ch webovy´ch stra´nek. Rˇesˇene´ proble´my jsou podrobneˇ shrnuty v
samostatne´ kapitole. Cele´ nove´ rˇesˇenı´ bylo nasazeno na server a u´speˇsˇneˇ testova´no.
Vy´voj tohoto nove´ho rˇesˇenı´ pro Virtua´lnı´ laboratorˇ pocˇı´tacˇovy´ch sı´tı´ spocˇı´val vy´zna-
mnou cˇa´stı´ take´ v hleda´nı´ potrˇebny´ch informacı´ na internetu. Nejprve prˇi pocˇa´tecˇnı´m
zı´ska´va´nı´ informacı´ o virtualizacˇnı´ch syste´mech a da´le pak prˇi cˇaste´m procha´zenı´ doku-
mentacı´ a rˇesˇenı´ proble´mu˚ a komplikacı´ vyvsta´vajı´cı´ch beˇhem vy´voje.
Konecˇna´ implementace splnˇuje jednotlive´ pozˇadavky zada´nı´ a jejı´ vhodny´ na´vrh umozˇ-
nˇuje snadnou rozsˇirˇitelnost cˇi prˇizpu˚sobenı´ konkre´tnı´m podmı´nka´m do budoucna.
Za´veˇrem bych chteˇl rˇı´ci, zˇe cela´ tato pra´ce mi rozsˇı´rˇila znalosti a dovednosti v oblasti
virtualizace a operacˇnı´ch syste´mu platformy Linux. Teˇsˇı´ meˇ, zˇe jsem se mohl zapojit
do projektu Virtua´lnı´ laboratorˇe pocˇı´tacˇovy´ch sı´tı´, a veˇrˇı´m, zˇe mnou rˇesˇena´ cˇa´st bude
u´speˇsˇneˇ slouzˇit jejı´mu dalsˇı´mu rozvoji.
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A Tabulka virtua´lnı´ch stroju˚
Tato tabulka odpovı´da´ vy´chozı´mu nastavenı´. V prˇı´padeˇ u´pravy parametru˚ virtualizace
tak jizˇ nemusı´ odpovı´dat skutecˇnosti.
Cˇı´slo Na´zev Port s termina´lem Port s Monitorem
1 virtualni stroj 1 50001 55001
2 virtualni stroj 2 50002 55002
3 virtualni stroj 3 50003 55003
4 virtualni stroj 4 50004 55004
5 virtualni stroj 5 50005 55005
6 virtualni stroj 6 50006 55006
7 virtualni stroj 7 50007 55007
8 virtualni stroj 8 50008 55008
9 virtualni stroj 9 50009 55009
10 virtualni stroj 10 50010 55010
11 virtualni stroj 11 50011 55011
12 virtualni stroj 12 50012 55012
13 virtualni stroj 13 50013 55013
14 virtualni stroj 14 50014 55014
15 virtualni stroj 15 50015 55015
16 virtualni stroj 16 50016 55016
17 virtualni stroj 17 50017 55017
18 virtualni stroj 18 50018 55018
19 virtualni stroj 19 50019 55019
20 virtualni stroj 20 50020 55020
21 virtualni stroj 21 50021 55021
22 virtualni stroj 22 50022 55022
23 virtualni stroj 23 50023 55023
24 virtualni stroj 24 50024 55024
25 virtualni stroj 25 50025 55025
26 virtualni stroj 26 50026 55026
27 virtualni stroj 27 50027 55027
28 virtualni stroj 28 50028 55028
29 virtualni stroj 29 50029 55029
30 virtualni stroj 30 50030 55030
