On Time-Discretization of the 2d Euler Equation by a Symplectic
  Crouch-Grossman Integrator by Horsin, Romain
ar
X
iv
:1
81
1.
01
53
8v
1 
 [m
ath
.A
P]
  5
 N
ov
 20
18
ON TIME-DISCRETIZATION OF THE 2D EULER EQUATION BY A
SYMPLECTIC CROUCH-GROSSMAN INTEGRATOR
ROMAIN HORSIN
Abstract. We consider time discretizations of the two-dimensional Euler equation written
in vorticity form. The discretization method uses a Crouch-Grossman integrator that pro-
ceeds in two stages: first freezing the velocity vector field at the beginning of the time step,
and then solve the resulting elementary transport equation by using a symplectic integrator
to discretize in time the flow of the associated Hamiltonian differential equation. We prove
that these schemes yield order one approximations of the exact solutions, and provide error
estimates in Sobolev norms.
1. Introduction
In this paper we consider time discretizations of the two-dimensional Euler equation for
perfect incompressible fluids, written in vorticity form, and with periodic boundary condi-
tions. The discretization in time will use Crouch-Grossman integrator. The reader will find
details on these integrators in [8], but essentially we mean by using this denomination that
one iteration in time requires two stages. Indeed, as we consider a transport equation asso-
ciated with a non-autonomous Hamiltonian vector field, the first stage of the time-scheme is
to freeze this Hamiltonian at the beginning of the time step. In a second time, we discretize
in time the characteristics associated with the frozen Hamiltonian. For that we shall use
the celebrated implicit midpoint method (see [10, 16]), to preserve moreover the symplectic
structure. Our purpose is to prove the convergence of the time scheme.
The vorticity formulation of the two-dimensional Euler equation in a periodic box reads
(1.1)
{
∂tω − U(ω) · ∇ω = 0,
ω(0, x) = ω0(x),
where ω(t, x) ∈ R, with t ∈ R+, and x ∈ T
2, the two-dimensional torus defined by
T
2 = (R/2πZ)2.
The divergence-free velocity vector field U(ω) is given by the formula
U(ω) = J∇∆−1ω
using the canonical symplectic matrix
J =
(
0 1
−1 0
)
.
∆−1 stands for the inverse of the Laplace operator on functions with average 0 on T2 (see
appendix A), and ∇ is the two-dimensional gradient operator.
Key words and phrases. Euler equation, transport equations, Crouch-Grossman integrator, Symplectic
integrator, Backward Error Analysis.
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Note that the vorticity form (1.1) is formally equivalent to standard formulations of the
Euler equation that may be found in the literature (see [7]).
In this paper we consider the time-discretization of (1.1) by a Crouch-Grossman integrator
(see [8]), that proceeds in two stages. First, freezing the velocity vector field at the beginning
of the time step, which gives the Hamiltonian transport equation
(1.2)
{
∂tf − J∇ψ · ∇f = 0
∆ψ = ω0
with initial data ω0.
The second step is to discretize the flow of the vector field J∇ψ by the implicit midpoint
method. More precisely, we define Φt(x) as the unique solution of the implicit equation
Φt(x) = x+ tJ∇ψ
(
x+ Φt(x)
2
)
,
and if t is small enough, ω0 ◦ Φt(x) should be an approximation of the solution f(t, x) of
(1.2). The existence of an unique solution Φt(x) of the implicit equation requires regularity
on ψ, and will be carefully justified in Proposition 4.1 below.
From then we define the semi-discrete operator St by
(1.3)


St(ω0)(x) = ω0 (Φt(x)) ,
Φt(x) = x+ tJ∇ψ
(
x+ Φt(x)
2
)
,
∆ψ = ω0.
If τ ∈]0, 1[ is the time-step, we define a sequence (ωn)n∈N by
(1.4)
{
ωn(x) = Sτ (ωn−1) = S
n
τ (ω0)
S0τ (ω0) = ω0.
The main result of the paper is that, if τ is small enough, ωn(x) = S
n
t (ω0)(x) is an order
one approximation in Hs (Sobolev space, see definition 2.1 below) of ω(t, x) at time tn = nτ,
where ω solves (1.1).
To the best of our knowledge, there is currently no paper available in the literature in
which such time-schemes are considered for the Euler equation. Another approach, based
on optimal transport, has however been recently used in [14] (see also [19]) to discretize
the Euler equation on a general domain Ω ∈ Rd with Lipschitz boundary. It is based on
the fact that the expression of Euler’s equation in Lagrangian coordinates may be seen as
the equation of geodesics in the group made of the diffeomorphisms on Ω that preserve the
restriction (to Ω) of the Lebesgue measure, as noticed in [1]. From then the authors dis-
cretize in space by considering the equation of geodesics in a finite dimensional subspace
of L2(Ω,Rd) (see also [4]). This approximate geodesics equation, which is a Hamiltonian
ODE, is then discretized in time by using Euler’s symplectic integrator. It is proven in [14]
that these schemes yield approximations in space and time of strong solutions of the Euler
equation.
The issue of space discretization has also recently been handled in [3], where spectral meth-
ods are applied to the Burgers and Euler equations. The spectral methods can be seen as
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regularization procedures, as they consist in replacing the exact solutions of the Euler equa-
tions by their truncated Fourier series, where the modes of high frequencies are cut off. In
practice, the method is implemented by using discrete Fourier series (see [5]). Difficulties
arise from aliasing errors, which are overcome by the use of the 2/3 de-asliasing method (see
also [5]). The authors of [3] prove the convergence of this scheme in space, provided that the
exact solutions have enough regularity.
The vorticity form of the 2D Euler equation may also be called the Guiding Center Model,
which is also used to to describe the evolution of the charge density in a highly magnetized
plasma in the transverse plane of a tokamak (see [9] and [12]). Papers [9] and [12] investigate
full-discretizations of the Guiding Center Model by, respectively, forward semi-Lagrangian
methods and backward semi-Lagrangian methods. See also [13] and [18].
2. Main result
2.1. Notations. We shall consider functions defined on the two-dimensional torus, also seen
as periodic functions on R2, with period 2π in each variables. Therefore a function f on T2
will be usually written as
f(x) = f(x1, x2), with x = (x1, x2) ∈ [0, 2π]× [0, 2π].
We will write
〈x〉 =
(
1 + x21 + x
2
2
)1/2
.
The notation |·| will in general refer to any norm onR orR2. In the case of a two-dimensional
integer α = (α1, α2) ∈ N
2, we will write
|α| = α1 + α2.
For functions f : T2 → C and integers α = (α1, α2) ∈ N
2, we will use the notation
∂αx f = ∂
α1
x1 ∂
α2
x2 f.
The operators ∇, ∆ and ∇· are defined by
∇f = (∂x1f, ∂x2f)
⊤, ∆ = ∂2x1f + ∂
2
x2
f, ∇ ·X = ∂x1X1 + ∂x2X2,
where X is a two-dimensional vector field X = (X1,X2) : T
2 → R2. In particular, ∇2f will
be the Hessian matrix of f.
We shall also write
∂αxX = (∂
α
xX1, ∂
α
xX2)
⊤ .
The differential of X shall be denoted by DxX, and is classically defined by the formula
DxX =
(
∂(1,0)x X, ∂
(0,1)
x X
)
.
2.2. Functional framework. For p ∈ [1,+∞[, ℓp(Z2) and Lp(T2) are the classical Lebesgue
spaces on Z2 and T2, respectively equipped with the norms
‖(uk)k∈Z2‖ℓp(Z2) =
(∑
k∈Z2
|uk|
p
)1/p
and ‖f‖Lp(T2) =
(∫
T
2
|f(x)|pdx
)1/p
,
where dx stands for the normalized Lebesgue measure on T2. We shall use the notation
〈f, g〉L2(T2) =
∫
T
2
f(x)g(x)dx
3
for the usual inner product associated with the norm ‖ · ‖L2(T2).
We will also consider the Lebesgue spaces ℓ∞(Z2) and L∞(T2), respectively equipped with
the norms
‖(uk)k∈Z2‖ℓ∞(Z2) = sup
k∈Z2
|uk|
‖f‖L∞(T2) = sup
{
M ∈ R | λ˜ ({x | |f(x)| > M}) = 0
}
.
The two-dimensional Fourier coefficients of a function f on T2 are given by
fˆk =
∫
T
2
f(x)e−ik·xdx, k ∈ Z2,
where · is the usual inner product on R2.
The Fourier series of f is defined by ∑
k∈Z2
fˆke
ik·x.
For s ∈ R, Hs(T2) is the periodic Sobolev space, equipped with the norm
(2.1) ‖f‖Hs(T2) =
(∑
k∈Z2
|fˆk|
2〈k〉2s
)1/2
∼

 ∑
0≤|α|≤s
‖∂αx f‖
2
L2(T2)


1/2
.
We refer for instance to [17] for basic properties of the periodic Sobolev spaces. We shall
essentially use the Sobolev embeddings
(2.2) H1(T2) →֒ L4(T2),
and
(2.3) Hs(T2) →֒ L∞(T2), for all s > 1.
The same notations Lp and Hs will also be used for the Lebesgue and Sobolev spaces of
vector-valued functions onT2.We shall use in addition the following Lemma (see Proposition
3.9 of [26] for instance):
Lemma 2.1. Assume that F : U →M2(R) is a C
∞ map satisfying F (0) = 0, where U is an
open subset of M2(R) containing 0, and where M2(R) is the space of 2× 2 square matrices
with real coefficients. For any s > 1 and A ∈ Hs(T2), such that A ∈ U almost everywhere,
‖F (A)‖Hs(T2) ≤ Cs
(
‖A‖L∞(T2)
)(
1 + ‖A‖Hs(T2)
)
,
where Cs : R+ → R+ is an increasing continuous function.
The two-dimensional Euler equation is globally well-posed in these Sobolev spaces. More
precisely, we have the following result (see for instance the chapter 7 of [2] for a proof):
Theorem 2.2. Let s > 1 and ω0 ∈ H
s(T2) with average 0. There exists an unique solution
ω(t, x) ∈ C0(R+, H
s(T2)) ∩ C1(R+, H
s−1(T2)) of equation (1.1) with initial data ω0.
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2.3. Statement of the main result. Our goal is to prove the following convergence The-
orem:
Theorem 2.3. Let s ≥ 6 and ω0 ∈ H
s(T2) with average 0. Let ω(t, x) ∈ C0 (R+, H
s(T2))
be the unique solution of equation (1.1) given by Theorem 2.2, with initial data ω0. For a
time step τ ∈]0, 1[, let (ωn)n∈N be the sequence of functions starting from ω0 and defined by
formula (1.4) from iterations of the semi-discrete operator (1.3). For a fixed time horizon
T > 0, let B = B(T ) be such that
sup
t∈[0,T ]
‖ω(t)‖Hs(T2) ≤ B.
There exists two positive constants R0 and R1, and an increasing continuous function R :
R+ → R+, such that, if τ satisfies the hypothesis
τ < max
(
1
R0B
,
B
TR(B)eR1T (1+B)
)
,
the semi-discrete scheme enjoys the following convergence estimate: for all n ∈ N such that
tn = nτ ≤ T,
‖ωn − ω(tn)‖Hs−4(T2) ≤ τtnR(B)e
R1T (1+B).
Moreover
R(B) ≤ R1
(
B +B3
)
.
Let us make the following comments:
a) The convergence estimate depends on B = B(T ), the bound for the Hs norm of the
exact solution on [0, T ]. It is well known that the best upper bound for B(T ) is a double
exponential in time, namely
ln(B(T )) .
(
1 + ln+
(
‖ω0‖Hs(T2)
))
eCT − 1,
where ln+ = ln1(1+∞).
b) Although we used the implicit midpoint integrator, which is known to be in general of
order two, the global error scales in τ. This is due to the freezing effect, ie the fact that the
error in Sobolev space between the solution f of (1.2) and ω at time t only scales in t. An
interesting perspective would certainly be to reach a global error of order two, for instance
by freezing the velocity vector field at the middle of the time step. This will be subject to
further investigations.
The use of a symplectic integrator is essential in our problem: through area preservation,
it ensures that for all n, ωn has average zero, so that one may solve the Poisson equation
with RHS (right-hand side) ωn, and then define rigorously ωn+1. Although the proof uses as
well extensively the special structure of the midpoint integrator, which is the composition
of Euler’s backward and forward integrator with half time steps, it is therefore possible that
our result may be extended to a larger class of symplectic methods.
The restriction on the regularity s ≥ 6 comes from the fact that we shall prove that the local
error attributable to the midpoint integrator scales in τ 3, as expected. Smaller values of s
should be admissible if we are willing to let the local midpoint error to scale in τ 2 only, which
is the case for the freezing error anyway. In view of (1.3), one should require the numerical
5
velocity vector field U(ωn) to be at least Lipschitz, in order to solve the implicit midpoint
equation. This should impose at least the restriction s ≥ 4.
c) Our proof may be compared with the classical Backward Arror Analysis methods used
in geometric numerical integration (see [16]): we simply use the fact that the semi-discrete
operator Sτ (ω0) coincides, at time t = τ, with St(ω0), and it turns out that St(ω0) satisfies
a transport equation. The local consistency errors are then obtained by means of standard
energy estimates for transport equations, with a commutator trick. From that perspective
our proof may be related to the paper [6], where convergence estimates are proved for time-
discretizations of the Vlasov-Poisson equation by splitting methods, by means of stability
estimates for the associated transport operator.
From that perspective, let us say that the result of this paper is not really tied up with the
Euler equation, as we really only use the transport structure of the vorticity formulation
(1.1). The fact that U(ω) belongs to Hs+1 when ω belongs to Hs is in fact the main feature
of the equation that we use in the proof. Therefore our work should apply to a larger class
of transport equations, if their velocity vector field satisfies a similar property. Moreover,
the divergence-free property of U does not seem to be mandatory, and having a bounded
divergence should be sufficient.
d) This result concerns time discretizations only. Fully-discrete schemes should moreover
involve an interpolation procedure at each step. With periodic boundary conditions it seems
natural to use an interpolation by trigonometric polynomials, ie discrete Fourier series (see
[5]). However it is likely that this method involves aliasing errors preventing the stability
of the scheme. Another possibility would be to consider the Euler equation on a polygonal
domain, and to use Finite Element Method for the interpolation in space. Nevertheless,
there exists on such domains solutions of the Euler equation with H2 regularity (see sec-
tion 6 of chapter 3 in [23]), but not better, as far as we know. In view of the discussion
on regularity restrictions in b), considering Finite Element Methods should therefore bring
technical complications in the proof, where we might need to add a regularization procedure
at each step. This will be subject to further investigations.
The rest of the paper is organized as follows: In section 3 we prove general stability
estimates for certain transport equations, which will be the main tool of the paper. In
section 4 we prove the stability of the semi-discrete operator St. In section 5, we analyse
the local errors attributable to the freezing of the velocity vector field and to the midpoint
discretization, by means described in c), and prove the main result. In the Appendix, we
recall, for completion, standard results for the Poisson equation on the torus.
3. Stability estimates for the exact flows
3.1. Notations. Let s ≥ 2 and ω0 ∈ H
s(T2). The solution ω(t, x) of the Euler equation
with initial data ω0 given by Theorem 2.2, namely
(3.1)
{
∂tω − J∇∆
−1ω · ∇ω = 0
ω(t = 0, x) = ω0(x),
will be from now on written
(3.2) ϕE,t(ω0)(x) = ω(t, x).
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Let ψ be the solution of the Poisson equation ∆ψ = ω0. Proposition 6.2 and the Sobolev
embedding (2.3) imply that
sup
0≤|α|≤s
‖∂αxψ‖L∞ ≤ C ‖ψ‖Hs+2(T2) ≤ C ‖ω0‖Hs(T2) .
The Cauchy-Lipschitz Theorem ensures then that the flow Ψt(x) associated with the vector
field J∇ψ is well-defined and exists globally in time, and the function f(t, x) = ω0(Ψt(x))
solves globally in time the frozen equation
(3.3)


∂tf − J∇ψ · ∇f = 0
∆ψ = ω0
f(t = 0, x) = ω0(x)
with initial data ω0. We shall write as previously
(3.4) ϕF,t(ω0)(x) = f(t, x),
3.2. A stability Lemma for some transport equations. We first prove, in the Lemma
below, estimates for transport operators, that will in particular apply to Euler’s equation
and to the frozen equation.
For a two-dimensional vector field X : T2 → R2, let L(X) be the operator defined for
functions g by
(3.5) L(X)g = X · ∇g,
and let us define for α ∈ N2 the commutator
(3.6) [∂αx , L(X)] = ∂
α
xL(X)− L(X)∂
α
x .
Lemma 3.1. For any s ≥ 0, there exists a constant C > 0 such that, for indices α ∈ N2
with |α| ≤ s, vector fields X and functions g, we have
(3.7) ‖[∂αx , L(X)] g‖L2(T2) ≤ C ‖X‖Hs+1(T2)
[
‖g‖Hs(T2) + ‖g‖H2(T2)
]
,
(3.8) ‖[∂αx , L(X)] g‖L2(T2) ≤ C ‖X‖Hs+2(T2)
[
‖g‖Hs(T2) + ‖g‖H1(T2)
]
,
(3.9) ‖[∂αx , L(X)] g‖L2(T2) ≤ C ‖X‖Hs(T2)
[
‖g‖Hs(T2) + ‖g‖H3(T2)
]
,
and
(3.10) ‖∂αxL(X)g‖L2(T2) ≤ C ‖X‖Hs+1(T2)
[
‖g‖Hs+1(T2) + ‖g‖H2(T2)
]
.
Proof. We will prove estimates (3.7), (3.8) and (3.9). The proof of estimate (3.10) is almost
identical to the proof of estimate (3.7), and easier, so we will not detail it.
All of this is obvious when |α| = 0, and for |α| ≥ 1, the starting point is to use Leibniz’s
formula as follows
[∂αx , L(X)] g = ∂
α
x (X · ∇g)−X · ∂
α
x∇g =
∑
β+γ=α
γ 6=α
(
α
β
)
∂βxX · ∂
γ
x∇g.
Any term of the sum may be estimated using the Sobolev embeddings (2.2) or (2.3) in several
ways, which will produce the three estimates (3.7), (3.8) and (3.9).
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Proof of estimate (3.7). When |γ| ≥ 1, we have by the Sobolev embedding (2.3)∥∥∂βxX · ∂γx∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L∞(T2) ‖∂γx∇g‖L2(T2) ≤ C ‖X‖H|β|+2(T2) ‖g‖H|γ|+1(T2)
≤ C ‖X‖H|α|−|γ|+2(T2) ‖g‖Hs(T2) ≤ C ‖X‖Hs+1(T2) ‖g‖Hs(T2) .
When |γ| = 0, we have by Ho¨lder’s inequality and the Sobolev embedding (2.2)∥∥∂βxX · ∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L4(T2) ‖∇g‖L4(T2) ≤ C ‖X‖H|β|+1(T2) ‖g‖H2(T2)
≤ C ‖X‖H|α|+1(T2) ‖g‖H2(T2) ≤ C ‖X‖Hs+1(T2) ‖g‖H2(T2) .
This proves estimate (3.7).
Proof of estimate (3.8). It suffices to use Sobolev’s embedding (2.3) for any γ 6= α, as follows∥∥∂βxX · ∂γx∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L∞(T2) ‖∂γx∇g‖L2(T2) ≤ C ‖X‖H|β|+2(T2) ‖g‖H|γ|+1(T2)
≤ C ‖X‖H|α|−|γ|+2(T2) ‖g‖H|γ|+1(T2) ≤ C ‖X‖Hs+2−|γ|(T2) ‖g‖H|γ|+1(T2) .
For any |γ| > 0, the RHS is
C ‖X‖Hs+2−|γ|(T2) ‖g‖H|γ|+1(T2) ≤ C ‖X‖Hs+2(T2) ‖g‖Hs(T2) ,
and for |γ| = 0, it is
C ‖X‖Hs+2(T2) ‖g‖H1(T2) .
This proves (3.8).
Proof of estimate (3.9). For any |γ| ≥ 2, we may use the Sobolev embedding (2.3) as previ-
ously∥∥∂βxX · ∂γx∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L∞(T2) ‖∂γx∇g‖L2(T2) ≤ C ‖X‖H|β|+2(T2) ‖g‖H|γ|+1(T2)
≤ C ‖X‖H|α|−|γ|+2(T2) ‖g‖H|γ|+1(T2) ≤ C ‖X‖Hs(T2) ‖g‖Hs(T2) .
When |γ| = 1, we may use the Sobolev embedding (2.2) and Ho¨lder’s inequality∥∥∂βxX · ∂γx∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L4(T2) ‖∂γx∇g‖L4(T2) ≤ C ‖X‖H|β|+1(T2) ‖g‖H3(T2)
≤ C ‖X‖H|α|−|γ|+1(T2) ‖g‖H3(T2) ≤ C ‖X‖Hs(T2) ‖g‖H3(T2) .
Finally, when |γ| = 0, Sobolev’s embedding (2.3) gives us the estimate∥∥∂βxX · ∇g∥∥L2(T2) ≤ ∥∥∂βxX∥∥L2(T2) ‖∇g‖L∞(T2) ≤ C ‖X‖H|β|(T2) ‖g‖H3(T2)
≤ C ‖X‖H|α|(T2) ‖g‖H3(T2) ≤ C ‖X‖Hs(T2) ‖g‖H3(T2) .
Collecting the three previous estimates yields (3.9). 
The previous Lemma allows us to obtain the following stability result, which will be the
main technical tool of the paper.
Lemma 3.2. For any s ≥ 0, there exists a constant C > 0 such that, for vector fields X and
functions h, if g solves the equation
∂tg −X · ∇g = h.
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then for all t ∈ R, g enjoys the estimates
d
dt
‖g(t)‖2Hs(T2) ≤C
[
‖X(t)‖Hs+1(T2)
(
‖g(t)‖Hs(T2) + ‖g(t)‖H2(T2)
)]
‖g(t)‖Hs(T2)
+ ‖∇ · X(t)‖L∞(T2) ‖g(t)‖
2
Hs(T2) + 2 ‖h(t)‖Hs(T2) ‖g(t)‖Hs(T2) ,
(3.11)
d
dt
‖g(t)‖2Hs(T2) ≤C
[
‖X(t)‖Hs+2(T2)
(
‖g(t)‖Hs(T2) + ‖g(t)‖H1(T2)
)]
‖g(t)‖Hs(T2)
+ ‖∇ · X(t)‖L∞(T2) ‖g(t)‖
2
Hs(T2) + 2 ‖h(t)‖Hs(T2) ‖g(t)‖Hs(T2) ,
(3.12)
and
d
dt
‖g(t)‖2Hs(T2) ≤C
[
‖X(t)‖Hs(T2)
(
‖g(t)‖Hs(T2) + ‖g(t)‖H3(T2)
)]
‖g(t)‖Hs(T2)
+ ‖∇ · X(t)‖L∞(T2) ‖g(t)‖
2
Hs(T2) + 2 ‖h(t)‖Hs(T2) ‖g(t)‖Hs(T2) .
(3.13)
Proof. We prove the Lemma by an energy estimate. With the notations introduced in (3.5)
and (3.6), we have for all |α| ≤ s,
1
2
d
dt
‖∂αx g(t)‖
2
L2(T2) = 〈∂
α
xL(X)g, ∂
α
x g〉L2(T2) + 〈∂
α
xh, ∂
α
x g〉L2(T2)
= 〈[∂αx , L(X)] g, ∂
α
x g〉L2(T2) + 〈L(X)∂
α
x g, ∂
α
x g〉L2(T2) + 〈∂
α
xh, ∂
α
x g〉L2(T2).
The last term is obviously controlled as follows∣∣〈∂αxh, ∂αx g〉L2(T2)∣∣ ≤ ‖h(t)‖Hs(T2) ‖g(t)‖Hs(T2) .
Also,
〈L(X)∂αx g, ∂
α
x g〉L2(T2) =
∫
T
2
X(t, x)·∇∂αx g(t, x)∂
α
x g(t, x)dx = −
1
2
∫
T
2
∇·X(t, x)|∂αx g(t, x)|
2dx,
such that ∣∣〈L(X)∂αx g, ∂αx g〉L2(T2)∣∣ ≤ 12 ‖∇ · X(t)‖L∞(T2) ‖g(t)‖2Hs(T2) .
Finally, ∣∣〈[∂αx , L(X)] g, ∂αx g〉L2(T2)∣∣ ≤ ‖[∂αx , L(X)] g‖L2(T2) ‖g(t)‖Hs(T2) ,
such that estimates (3.7), (3.8) and (3.9) from Lemma 3.1 yields respectively the estimates
(3.11), (3.12) and (3.13). 
3.3. Stability estimates. We will prove in the Proposition below the stability in Hs of the
flows ϕE,t and ϕF,t, defined respectively by (3.1) & (3.2), and (3.3) & (3.4).
Throughout this subsection we shall use the following property: for any s ≥ 0 and function
g ∈ Hs(T2), the vector field J∇∆−1g enjoys the estimate
(3.14)
∥∥J∇∆−1g∥∥
Hs+1(T2)
≤ C ‖g‖Hs(T2) .
This is an easy consequence of Proposition 6.2.
Proposition 3.3. Let s ≥ 2, ω0 ∈ H
s(T2) with average 0, and B > 0 such that ‖ω0‖Hs(T2) ≤
B. There exists two positive constants L0 and L1, both independent of ω0, such that, if
T0 <
1
L0B
,
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then for all t ∈ [0, T0],
(3.15) ‖ϕE,t(ω0)‖Hs(T2) ≤ min
(
2, eBL1t
)
‖ω0‖Hs(T2) ,
and
(3.16) ‖ϕF,t(ω0)‖Hs(T2) ≤ min
(
2, eBL1t
)
‖ω0‖Hs(T2) .
Proof. We begin with the stability estimate (3.15). ϕE,t(ω0) satisfies the equation
∂tϕE,t(ω0)− J∇∆
−1ϕE,t(ω0) · ∇ϕE,t(ω0) = 0.
Applying Lemma 3.2 with the divergence-free vector field X(t) = J∇∆−1ϕE,t(ω0), estimate
(3.11) (with s ≥ 2) implies that for all t ≥ 0,
‖ϕE,t(ω0)‖
2
Hs(T2) ≤ ‖ω0‖
2
Hs(T2) + C
∫ t
0
‖ϕE,σ(ω0)‖Hs(T2) ‖ϕE,σ(ω0)‖
2
Hs(T2) dσ.
Here we have also used the inequality (3.14) with the function g = ϕE,t(ω0).
If T0 > 0 is such that the following estimate holds,
sup
t∈[0,T0]
‖ϕE,t(ω0)‖Hs(T2) ≤ 2 ‖ω0‖Hs(T2) ,
the previous inequality implies then that
(1− 2BCT0) sup
t∈[0,T0]
‖ϕE,t(ω0)‖
2
Hs(T2) ≤ ‖ω0‖
2
Hs(T2) .
Hence if T0 is chosen such that 2BCT0 < 3/4, we obtain the estimate
sup
t∈[0,T0]
‖ϕE,t(ω0)‖Hs(T2) < 2 ‖ω0‖Hs(T2) .
By a bootstrap argument this implies that a time T0 > 0 can be chosen such that, if
2BCT0 < 3/4, ϕE,t(ω0) enjoys the estimate
sup
t∈[0,T0]
‖ϕE,t(ω0)‖Hs(T2) ≤ 2 ‖ω0‖Hs(T2) .
Using Gronwall’s Lemma we infer easily that
‖ϕE,t(ω0)‖Hs(T2) ≤ e
BL1t ‖ω0‖Hs(T2) ,
which proves estimate (3.15), with L0 = 8C/3, and L1 = 2C.
To prove estimate (3.16), we use the fact that ϕF,t(ω0) satisfies the equation
∂tϕF,t(ω0)− J∇∆
−1ω0 · ∇ϕF,t(ω0) = 0,
with initial data ω0. Applying once more Lemma 3.2 with the divergence-free vector field
X(t) = J∇∆−1ω0, estimate (3.11) yields as previously
‖ϕF,t(ω0)‖
2
Hs(T2) ≤ ‖ω0‖
2
Hs(T2) + C
∫ t
0
‖ω0‖Hs(T2) ‖ϕF,σ(ω0)‖
2
Hs(T2) dσ,
where we have also applied the inequality (3.14) with the function g = ω0.
Hence if 2BCT0 < 3/4, it implies that for all t ∈ [0, T0],
‖ϕF,t(ω0)‖Hs(T2) ≤ 2 ‖ω0‖Hs(T2) .
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On the other hand, Gronwall’s Lemma implies that
‖ϕF,t(ω0)‖Hs(T2) ≤ e
BL1t ‖ω0‖Hs(T2) .
Therefore,
‖ϕF,t(ω0)‖Hs(T2) ≤ min
(
2, eBL1t
)
‖ω0‖Hs(T2) ,
and estimate (3.16) is proven. 
4. Numerical stability
4.1. Properties of the midpoint flow.
Proposition 4.1. Let s ≥ 3, ω0 ∈ H
s(T2) with average 0. Let ψ be the solution of the
Poisson equation ∆ψ = ω0, and let τ ∈]0, 1[. There exists a positive constant R0, independent
of ω0, such that, if τ ‖ω0‖H2(T2)R0 < 1, the following properties hold:
i) For all t ∈ [0, τ ] and x ∈ T2, there exists an unique solution Φt(x) to the implicit
equation
(4.1) Φt(x) = x+ tJ∇ψ
(
x+ Φt(x)
2
)
.
ii) The function Φt(x) : [0, τ ] × T
2 → T2 is Cs−1, and for all t ∈ [0, τ ], x 7→ Φt(x) is a
symplectic global diffeomorphism on T2. Moreover, Φ−1t = Φ−t.
iii) For all t ∈ [0, τ ], the mappings
Et(x) = x+
t
2
J∇ψ(x) and E∗t (x) = E
−1
−t (x)
are as well global diffeomorphisms on T2, and
Φt = Et ◦ E
∗
t .
iv) Let V (t, x) be the vector field defined by
V (t, x) = ∂tΦ−t ◦ Φt(x).
If s ≥ 4, there exists a Cs−4 vector field (t, x) 7→ R(t, x) such that
V (t, x) = −J∇ψ(x) + t2R(t, x).
Proof.
Proof of assertion i). Let us first note that, using Proposition 6.2 and the Sobolev embedding
(2.3), we have for any σ ≥ 0,
(4.2) sup
0≤|α|≤σ
‖∂αxψ‖L∞(T2) ≤ C ‖ψ‖Hσ+2(T2) ≤ C ‖ω0‖Hσ(T2) .
The existence (and uniqueness) of Φt(x) follows then: for t ∈ [0, τ ], and x ∈ T
2, we define a
function Ft,x : T
2 → T2 by
Ft,x(y) = x+ tJ∇ψ
(
x+ y
2
)
.
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For any y, y˜ ∈ T2, we have by the mean-value Theorem
|Ft,x(y)− Ft,x(y˜)| = t
∣∣∣∣J∇ψ
(
x+ y
2
)
− J∇ψ
(
x+ y˜
2
)∣∣∣∣ ≤ τC sup
|α|=2
‖∂αxψ‖L∞(T2) |y−y˜| < |y−y˜|,
provided that, using (4.2), τR0 ‖ω0‖H2(T2) < 1, for some appropriate constant R0 = R0(C).
In that case Ft,x is a contraction mapping on T
2, such that Banach’s fixed point Theorem
gives us an unique solution Φt(x) to the equation
Ft,x (Φt(x)) = Φt(x).
This proves the assertion i).
Proof of assertion ii). Let us now consider, for ε ∈]0, 1[, the function G :]− ε, τ + ε[×T2 ×
T
2 → T2 defined by
(4.3) G(t, y, x) = y − x− tJ∇ψ
(
x+ y
2
)
.
Then by (4.2), ∇ψ belongs to Hs+1, which is continuously embedded in Cs−1, such that G
has class Cs−1 and, in addition, for all (t, x) ∈ [0, τ ]×T2,
G(t,Φt(x), x) = 0.
Moreover,
DyG(t,Φt(x), x) = At
(
JY t(x)
)
,
with
(4.4) Y t(x) = ∇2ψ
(
Φt(x) + x
2
)
,
and where, if Y is a 2× 2 square matrix,
(4.5) At(Y ) = I2 −
t
2
Y,
I2 being the identity matrix of M2(R).
Thanks to (4.2),
sup
|α|=2
‖∂αxψ‖L∞(T2) ≤ C ‖ω0‖H2(T2) ,
and thus it is well-known that, if (τ + ε)C ‖ω0‖H2(T2) < 2, At (JY
t(x)) is invertible for all
(t, x) ∈ [0, τ ]×T2 and
(4.6) At
(
JY t(x)
)−1
=
+∞∑
n=0
tn
2n
(
JY t(x)
)n
.
We may assume that this is true, given the assumption on τ, and choosing ε small enough.
As s−1 > 1, we can apply the implicit function Theorem, which shows then that the function
(t, x) 7→ Φt(x) has C
s−1 regularity on ]− ε, τ + ε[×T2.
In addition we are allowed to differentiate the equation
G(t,Φt(x), x) = 0
with respect to x, and it implies that
(4.7) At(JY
t(x))DxΦt(x) = A−t(JY
t(x)),
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Since At(JY
t(x)) and A−t(JY
t(x)) are invertible, then so is DxΦt(x). By the local inverse
Theorem and the open mapping Theorem, Φt(·) is therefore a local diffeomorphism on T
2,
and an open mapping. In particular Φt (T
2) is open, and, by continuity, also compact, thus
closed. By connectedness, we conclude that Φt(·) is onto. It is also one-to-one, since if
Φt(x) = Φt(y), then by the mean-value Theorem
|x− y| =
∣∣∣∣tJ∇ψ
(
x+ Φt(x)
2
)
− tJ∇ψ
(
y + Φt(y)
2
)∣∣∣∣ ≤ tC ‖ω0‖H2(T2)2 |x− y|,
which implies that x = y if t ‖ω0‖H2(T2)C < 2. Thus Φt(·) is a global diffeomorphism on T
2.
It remains to show that it is symplectic, ie that
DxΦt(x)
⊤JDxΦt(x) = J.
Using (4.7), the identity J⊤ = J−1 = −J and the symmetry of the matrix Y t(x), we have
DxΦt(x)
⊤JDxΦt(x) = J
⇔ A−t(JY
t(x))⊤
(
At(JY
t(x))⊤
)−1
J
(
At(JY
t(x))
)−1
A−t(JY
t(x)) = J
⇔
(
At(JY
t(x))⊤
)−1
J
(
At(JY
t(x))
)−1
=
(
A−t(JY
t(x))⊤
)−1
J
(
A−t(JY
t(x))
)−1
⇔ At(JY
t(x))JAt(JY
t(x))⊤ = A−t(JY
t(x))JA−t(JY
t(x))⊤
⇔ At(JY
t(x))JA−t(Y
t(x)J) = A−t(JY
t(x))JAt(Y
t(x)J)
⇔ J = J,
the last line being easily obtained by expanding each sides of the penultimate equality.
Finally, as we have for all x ∈ T2,
Φt(x) = x+ tJ∇ψ
(
x+ Φt(x)
2
)
,
one infers that for all x ∈ T2,
x = Φ−1t (x) + tJ∇ψ
(
x+ Φ−1t (x)
2
)
,
which shows that Φ−1t = Φ−t.
Proof of assertion iii). The mappings Et and E
∗
t are defined by
Et(x) = x+
t
2
J∇ψ(x) and E∗t (x) = x+
t
2
J∇ψ(E∗t (x)).
Thus, using the above notation (4.5),
DxEt(x) = A−t(J∇
2ψ(x)) and At(J∇
2ψ(E∗t (x)))DxE
∗
t (x) = I2,
such that we may repeat the previous arguments (local inverse Theorem, open mapping
Theorem) to conclude that Et and E
∗
t are global diffeomorphisms on T
2.
Moreover, for all t ∈ [0, t], y = E∗t (x) is by definition the unique solution of the equation
y = x+
t
2
J∇ψ(y),
which is also solved by y = x+Φt(x)
2
. Hence E∗t (x) =
x+Φt(x)
2
, and
Φt = Et ◦ E
∗
t .
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Proof of assertion iv). In that part of the proof we shall need the following derivatives of
the function G defined by (4.3):
(4.8)


∂tG(t, y, x) = −J∇ψ
(
x+ y
2
)
DyG(t, y, x) = I2 −
t
2
J∇2ψ
(
x+ y
2
)
DxG(t, y, x) = −I2 −
t
2
J∇2ψ
(
x+ y
2
)
Dx∂tG(t, y, x) = Dy∂tG(t, y, x) = −
1
2
J∇2ψ
(
x+ y
2
)
DxDyG(t, y, x) = −
t
4
J∇3ψ
(
x+ y
2
)
∂2tG(t, y, x) = (0, 0)
⊤.
We will write the second order Taylor-expansion in time of ∂t(Φ−t(x)) ◦ Φt(x), and for that
we will need the expressions of
Φt(x), ∂tΦt(x), ∂t(Φ−t(x)) ◦ Φt(x),
d
dt
[∂t(Φ−t(x)) ◦ Φt(x)]
at time t = 0.
First of all, using (4.3) and (4.8) and evaluating the identities
G(t,Φt(x), x) = 0 and ∂tG(t,Φt(x), x) + DyG(t,Φt(x), x)∂tΦt(x) = 0
at t = 0 gives us
(4.9) Φ0(x) = x and ∂tΦt(x)|t=0 = J∇ψ(x).
In addition, we know that
(4.10) G(−t,Φ−t(x), x) = 0.
Differentiating (4.10) with respect to the time, we obtain
−∂tG(−t,Φ−t(x), x) + DyG(−t,Φ−t(x), x)∂t(Φ−t(x)) = 0.
It holds for all x ∈ T2, and thus, pulling-back by the map x 7→ Φt(x), we infer that
(4.11) − ∂tG(−t, x,Φt(x)) + DyG(−t, x,Φt(x)) [∂t(Φ−t(x)) ◦ Φt(x)] = 0.
Evaluating (4.11) at t = 0 and using (4.8), we obtain
(4.12) [∂t(Φ−t(x)) ◦ Φt(x)]|t=0 = −J∇ψ(x).
Differentiating (4.11) with respect to t we have,
− Dx∂tG(−t, x,Φt(x))∂tΦt(x)− ∂tDyG(−t, x,Φt(x)) [∂t(Φ−t(x)) ◦ Φt(x)]
+ DxDyG(−t, x,Φt(x))∂tΦt(x) · [∂t(Φ−t(x)) ◦ Φt(x)]
+ DyG(t,Φt(x), x)
d
dt
[∂t(Φ−t(x)) ◦ Φt(x)] = 0.
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Evaluating this expression at t = 0 with the help of (4.8), (4.9) and (4.12) gives us
d
dt
[∂t(Φ−t(x)) ◦ Φt(x)]|t=0 = 0.
Using this and (4.12), we conclude by a Taylor expansion that for all t ∈ [0, τ ],
∂t(Φ−t(x)) ◦ Φt(x) = −J∇ψ(x) +
t2
2
R(t, x).
Moreover the Taylor remainder has the regularity of
d2
dt2
[∂t(Φ−t(x)) ◦ Φt(x)] ,
which is Cs−4, as (t, x) 7→ ∂t(Φ−t(x)) is C
s−2 and (t, x) 7→ Φt(x) is C
s−1. 
Remark 4.2. In particular, if a function g has average 0, then the function g ◦ Φt has also
average 0, as Φt preserves the volume.
This justifies our choice of a symplectic integrator, as it implies that at each step of the
scheme (1.4), ωn = S
n
τ (ω0) has average 0, and we may define the divergence-free vector field
J∇∆−1ωn, and thus compute ωn+1, and so on.
4.2. Stability estimates. Our analysis of the stability of the semi-discrete operator defined
by (1.3) is based on the fact that the implicit midpoint rule is the composition of Euler’s
backward and forward methods, with half time-steps, as it was shown in the third point of
Proposition 4.1.
Therefore, to control the regularity (in space) of some function g ◦ Φt, we shall first analyse
the effect of Et (Lemma 4.3 below), and then the effect of E
∗
t (Lemma 4.5 below).
Lemma 4.3. Let s ≥ 3, ω0 ∈ H
s(T2) with average 0, and τ ∈]0, 1[. Let ψ be the solution
of the Poisson equation ∆ψ = ω0, and let Et be the half time-step forward Euler integrator
defined for t ∈ [0, τ ] by the formula
Et(x) = x+
t
2
J∇ψ(x).
There exists two positive constants R0 and R1, independent of ω0, such that, if τ ‖ω0‖H2(T2)R0 <
1, then for all g ∈ Hs(T2) and all t ∈ [0, τ ],
‖g ◦ Et‖Hs(T2) ≤ e
R1t(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖g‖Hs(T2) .
Proof. The idea is to derive a transport equation whose initial data is g and whose final data
is g ◦ Et, and to obtain the conclusion by Lemma 3.2.
Let us consider the transport equation
(4.13)
{
∂tr(t, x)−X(t, x) · ∇r(t, x) = 0
r(0, x) = g(x),
with
(4.14) X(t, x) =
1
2
(
I2 +
t
2
J∇2ψ(x)
)−1
J∇ψ(x).
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Note that the inversion of the above matrix has already been justified in the proof of Propo-
sition 4.1, under the hypothesis τ ‖ω0‖H2(T2)R0 < 1. As
E∗−t(x) = x−
t
2
J∇ψ(E∗−t(x)),
we have
∂t(E
∗
−t(x)) = −X(t, E
∗
−t(x)),
such that for all (t, x) ∈ [0, τ ]×T2,
d
dt
r(t, E∗−t(x)) = 0,
and thus for all (t, x) ∈ [0, τ ]×T2,
r(t, E∗−t(x)) = g(x).
In other words, as E∗−t(x) = E
−1
t (x), we have
r(t, x) = g ◦ Et(x).
That being said, using estimate (3.13) from Lemma 3.2 (with the inequality s ≥ 3), we may
write that for all t ∈ [0, τ ],
d
dt
‖r(t, ·)‖2Hs(T2) ≤ C ‖X(t, ·)‖Hs(T2) ‖r(t, ·)‖
2
Hs(T2) + ‖∇ · X(t, ·)‖L∞(T2) ‖r(t, ·)‖
2
Hs(T2) .
Using Lemma 4.4 below and Gronwall’s Lemma, we infer that
‖r(t, ·)‖Hs(T2) ≤ ‖r(0, ·)‖Hs(T2) e
R1t(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2) ,
which gives the desired conclusion, as r(0) = g and r(t) = g ◦ Et. 
Lemma 4.4. Let s ≥ 3. For t ∈ [−τ, τ ], with τ satisfying the hypothesis τR0 ‖ω0‖H2(T2) < 1
of Proposition 4.1 and Lemma 4.3, and x ∈ T2, let us consider the vector field X(t, x) defined
by (4.14). There exists a constant C > 0 such that
(4.15) ‖X(t, ·)‖Hs(T2) ≤ C
(
1 + |t| ‖ω0‖Hs(T2)
)
‖ω0‖Hs(T2)
and
(4.16) ‖∇ ·X(t, ·)‖L∞(T2) ≤ C
(
1 + |t| ‖ω0‖Hs(T2)
)
‖ω0‖Hs(T2) .
Proof. From definition (4.14), we may write that
2X(t, x) = J∇ψ(x) + F (tJ∇2ψ(x))J∇ψ(x),
where F : U ⊂ M2(R) → M2(R) is a smooth function defined on a sufficiently small
neighborhood U of 02, the zero element of the vector space M2(R), by the formula
F (A) =
(
I2 +
1
2
A
)−1
− I2 =
∞∑
n=1
(−1)n
2n
An.
Since (see (4.2))
|t|
∥∥J∇2ψ∥∥
L∞(T2)
≤ Cτ ‖ω0‖H2(T2) ,
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we way assume, up to a proper modification of R0, that tJ∇
2ψ belongs to U almost every-
where. Applying Lemma 2.1, we infer that
‖X(t, ·)‖Hs(T2) ≤ ‖J∇ψ‖Hs(T2) + Cs
(∥∥tJ∇2ψ∥∥
L∞(T2)
)(
1 +
∥∥tJ∇2ψ∥∥
Hs(T2)
)
‖J∇ψ‖Hs(T2) ,
where Cs : R+ → R+ is an increasing continuous function. In view of the hypothesis
τR0 ‖ω0‖H2(T2) < 1 and of estimate (4.2), we may assume that for all |t| ≤ τ,
Cs
(∥∥tJ∇2ψ∥∥
L∞(T2)
)
≤ C,
for some appropriate constant C. Thus we obtain the estimate
‖X(t, ·)‖Hs(T2) ≤ C
(
1 + |t| ‖ω0‖Hs(T2)
)
‖ω0‖Hs(T2) ,
which is precisely estimate (4.15).
Estimate (4.16) follows quickly using the Sobolev embedding (2.3) as follows
‖∇ · X(t, ·)‖L∞(T2) ≤ C ‖X(t, ·)‖H3(T2) ≤ ‖X(t, ·)‖Hs(T2) ≤ C
(
1 + |t| ‖ω0‖Hs(T2)
)
‖ω0‖Hs(T2) ,
since s ≥ 3.
Lemma 4.5. Let s ≥ 3, ω0 ∈ H
s(T2) with average 0, and τ ∈]0, 1[. Let ψ be the solution
of the Poisson equation ∆ψ = ω0, and let E
∗
t be the half time-step backward Euler integrator
defined for t ∈ [0, τ ] by the formula
E∗t (x) = x+
t
2
J∇ψ(E∗t (x)).
There exists two positive constants R0, R1, independent of ω0, such that, if τR0 ‖ω0‖H2(T2) <
1, then for all g ∈ Hs(T2) and t ∈ [0, τ ],
‖g ◦ E∗t ‖Hs(T2) ≤ e
R1t(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖g‖Hs(T2) .
Proof. Our proof ressembles the proof of Lemma 4.3, as we take advantage of the fact that
one travels from g ◦ E∗t to g along the flow E−t = E
∗
t
−1. Thus, instead of deriving a new
equation that will transport us from g to g ◦E∗t , we shall use once more equation (4.13) (with
the time reversed, essentially), with this time g ◦E∗t for initial data, and g for final data, and
we shall conclude by Lemma 3.2.
Let us indeed consider the transport equation
(4.17)
{
∂σr(σ, t, x) + X(−σ, x) · ∇r(σ, t, x) = 0
r(0, t, x) = g ◦ E∗t (x),
where the auxiliary variable σ belongs to [0, t], and where X was defined by (4.14). Note
that, as
E∗σ(x) = x+
σ
2
J∇ψ(E∗σ(x)),
we have the identity
∂σE
∗
σ(x) = X(−σ, E
∗
σ(x)).
Therefore,
d
dσ
r(σ, t, E∗σ(x)) = 0,
such that for all σ ∈ [0, t] and x ∈ T2,
r(σ, t, E∗σ(x)) = r(0, t, x) = g ◦ E
∗
t (x),
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and thus
r(t, t, x) = g ◦ E∗t ◦ E−t(x) = g(x).
Therefore the transport equation (4.17) has the expected initial and final data. However, it
will be more convenient to deal with the function
u(σ, t, x) = r(−σ, t, x),
with σ ∈ [−t, 0]. (Essentially, we do this to apply Gronwall’s Lemma in its usual statement
at the end of the proof.)
u satisfies on [−t, 0] the transport equation
(4.18)


∂σu(σ, t, x)− X(σ, x) · ∇u(σ, t, x) = 0
u(0, t, x) = r(0, t, x) = g ◦ E∗t (x),
u(−t, t, x) = r(t, t, x) = g(x).
That being said, estimate (3.13) from Lemma 3.2 shows that for any σ ∈ [−t, 0],
d
dσ
‖u(σ, t, ·)‖2Hs(T2) ≤ ‖X(σ, ·)‖Hs(T2) ‖u(σ, t, ·)‖
2
Hs(T2)+‖∇ · X(σ, ·)‖L∞(T2) ‖u(σ, t, ·)‖
2
Hs(T2) .
Gronwall’s Lemma and Lemma 4.4 above imply then that
‖u(σ, t, ·)‖2Hs(T2) ≤ ‖u(−t, t, ·)‖
2
Hs(T2) exp
(∫ σ
−t
2C
(
1 + |θ| ‖ω0‖Hs(T2)
)
‖ω0‖Hs(T2) dθ
)
.
Taking σ = 0 gives us the estimate
‖u(0, t, ·)‖Hs(T2) ≤ ‖u(−t, t, ·)‖Hs(T2) e
R1t(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2),
which gives the desired conclusion, using the second and third lines of (4.18). 
Proposition 4.6. Let s ≥ 3, ω0 ∈ H
s(T2) with average 0, and τ ∈]0, 1[. There exists two
positive constants R0, R1, independent of ω0, such that, if τR0 ‖ω0‖H2(T2) < 1, then for all
t ∈ [0, τ ],
‖St(ω0)‖Hs(T2) ≤ e
R1t(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖ω0‖Hs(T2) ,
where the operator St is defined by formula (1.3).
Proof. As already seen, we may write
St(ω0) = ω0 ◦ Φt = ω0 ◦ Et ◦ E
∗
t ,
with E∗t and Et defined in Proposition 4.1. We shall apply Lemma 4.5 and 4.3. However,
note that in these Lemmas, we derived a bound for g ◦ E∗t (or g ◦ Et) where g is a function
that depends only on x. Hence, to apply these Lemmas, we shall consider the function
f(σ, t, x) = ω0 ◦ Eσ ◦ E
∗
t (x),
with t, σ,∈ [0, τ ].
In view of the hypothesis τR0 ‖ω0‖H2(T2) < 1, we may apply Lemma 4.5, which shows that
for all t, σ ∈ [0, τ ],
‖f(σ, t, ·)‖Hs(T2) ≤ e
Ct(1+t‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖ω0 ◦ Eσ‖Hs(T2) ,
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for some constant C > 0.
Applying now Lemma 4.3, we may also write that for all σ ∈ [0, τ ],
‖ω0 ◦ Eσ‖Hs(T2) ≤ e
R1t(1+σ‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖ω0‖Hs(T2) .
Hence, for all t, σ ∈ [0, τ ],
‖f(σ, t, ·)‖Hs(T2) ≤ e
Ct(2+(t+σ)‖ω0‖Hs(T2))‖ω0‖Hs(T2) ‖ω0‖Hs(T2) .
This gives the result by taking σ = t, and R1 = 2C. 
Corollary 4.7. Let s ≥ 5, and u, v ∈ Hs(T2) with average 0. Let τ ∈]0, 1[. There exists two
positive constants R0, R1, independent of u and v, such that, if
τR0max
(
‖u‖H2(T2) , ‖v‖Hs−3(T2)
)
< 1,
for all t ∈ [0, τ ],
‖St(u)− St(v)‖Hs−4(T2) ≤ ‖u− v‖Hs−4(T2) e
τR1(1+‖u‖Hs−3(T2)) +R1τ
3 ‖u‖Hs−3(T2) .
where the operator St is defined by formula (1.3).
Proof. We may apply Proposition 4.1 and define on [0, τ ] the midpoint integrator associated
with u, namely
Φt(x) = x+ tJ∇∆
−1u
(
x+ Φt(x)
2
)
.
As
St(u) = u ◦ Φt,
we have
d
dt
[St(u) ◦ Φ−t] = 0,
such that St(u) satisfies the transport equation{
∂tSt(u) + Vu(t) · ∇St(u) = 0,
Vu(t, x) = ∂tΦ−t ◦ Φt(x).
Moreover, assertions ii) and iv) from Proposition 4.1 show that Vu has C
s−2 regularity, and
that there exists a Cs−4 vector field Ru(t, x) such that for all (t, x) ∈ [0, τ ]×T
2,
Vu(t, x) = −J∇∆
−1u+ t2Ru(t, x).
With the same arguments, there exists a Cs−2 vector field Vv(t, x) such that{
∂tSt(v) + Vv(t) · ∇St(v) = 0,
Vv(t, x) = −J∇∆
−1v + t2Rv(t, x).
Moreover Rv(t, x) has C
s−4 regularity. Therefore St(u)− St(v) solves the equation
∂t(St(u)− St(v)) + Vu(t) · ∇ (St(u)− St(v)) = (Vv(t)− Vu(t)) · ∇St(v).
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Applying estimate (3.12) from Lemma 3.2, we infer that
d
dt
‖St(u)− St(v)‖
2
Hs−4(T2) ≤ C ‖Vu(t)‖Hs−2(T2) ‖St(u)− St(v)‖
2
Hs−4(T2)
+ ‖∇ · Vu(t)‖L∞(T2) ‖St(u)− St(v)‖
2
Hs−4(T2)
+ 2 ‖(Vv(t)− Vu(t)) · ∇St(v)‖Hs−4(T2) ‖St(u)− St(v)‖Hs−4(T2) .
Since Vu(t) has class C
s−2, with s ≥ 5, we may write that for all t ∈ [0, τ ],
‖Vu(t)‖Hs−2(T2) ≤ C and ‖∇ · Vu(t)‖L∞(T2) ≤ C.
Also, we may find a Cs−4 vector field R(t, x) such that
Vv(t)− Vu(t) = J∇∆
−1u− J∇∆−1v + t2R(t, x).
Using estimate (3.10) from Lemma 3.1, this implies that
‖(Vv(t)− Vu(t)) · ∇St(v)‖Hs−4(T2) ≤ C
(∥∥J∇∆−1u− J∇∆−1v∥∥
Hs−3(T2)
+ t2
)
‖St(v)‖Hs−3(T2)
≤ C
(
‖u− v‖Hs−4(T2) + t
2
)
‖St(v)‖Hs−3(T2) .
Using Proposition 4.6, we may write, under the hypothesis τR0 ‖v‖Hs−3(T2) < 1,
‖St(v)‖Hs−3(T2) ≤ C ‖v‖Hs−3(T2) .
Collecting the previous estimates, and applying Lemma 5.2, we infer that
‖St(u)− St(v)‖Hs−4(T2) ≤ ‖u− v‖Hs−4(T2) +
∫ t
0
C ‖Sσ(u)− Sσ(v)‖Hs−4(T2) dσ
+ Cτ ‖u‖Hs−3(T2)
(
‖u− v‖Hs−4(T2) + τ
2
)
.
Applying Gronwall’s Lemma we conclude that
‖St(u)− St(v)‖Hs−4(T2) ≤ ‖u− v‖Hs−4(T2) (1 + Cτ ‖u‖Hs−3(T2))e
τC + Cτ 3 ‖u‖Hs−3(T2) e
Cτ .
One obtains then the desired conclusion with the inequality
1 + x ≤ ex
that holds for any x ≥ 0, and with an appropriate choice of the constant R1 = R1(C). 
5. Convergence estimates
5.1. Local errors.
Proposition 5.1. Let s ≥ 2 and ω0 ∈ H
s(T2) with average 0. There exists two positive
constants R0, R1 independent of ω0, such that, if τR0 ‖ω0‖Hs(T2) < 1, then for all t ∈ [0, τ ],
‖ϕE,t(ω0)− ϕF,t(ω0)‖Hs−1(T2) ≤ R1τ
2 ‖ω0‖
3
Hs(T2) .
Proof. ϕE,t(ω0) and ϕF,t(ω0) satisfy respectively the transport equations
∂tϕE,t(ω0)− J∇∆
−1ϕE,t(ω0) · ∇ϕE,t(ω0) = 0
and
∂tϕF,t(ω0)− J∇∆
−1ω0 · ∇ϕF,t(ω0) = 0,
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with initial data ω0.
Hence
∂t(ϕE,t(ω0)− ϕF,t(ω0))− J∇∆
−1ϕE,t(ω0) · ∇ (ϕE,t(ω0)− ϕF,t(ω0))
= J∇
(
∆−1ω0 −∆
−1ϕE,t(ω0)
)
· ∇ϕF,t(ω0).
Therefore, using estimate (3.12) from Lemma 3.2, applied with the divergence-free vector
field
X(t) = J∇∆−1ϕE,t(ω0),
which satisfies (using Proposition 6.2)∥∥J∇∆−1ϕE,t(ω0)∥∥Hs+1(T2) ≤ C ‖ϕE,t(ω0)‖Hs(T2) .
we obtain the estimate
d
dt
‖ϕE,t(ω0)− ϕF,t(ω0)‖
2
Hs−1(T2) ≤ C ‖ϕE,t(ω0)− ϕF,t(ω0)‖
2
Hs−1(T2) ‖ϕE,t(ω0)‖Hs(T2)
+ 2
∥∥J∇ (∆−1ω0 −∆−1ϕE,t(ω0)) · ∇ϕF,t(ω0)∥∥Hs−1(T2) ‖ϕE,t(ω0)− ϕF,t(ω0)‖Hs−1(T2) .
In view of the hypothesis τR0 ‖ω0‖Hs(T2) < 1 we may apply Proposition 3.3, which shows
that
‖ϕE,t(ω0)‖Hs(T2) ≤ C ‖ω0‖Hs(T2) .
Also, using estimate (3.10) form Lemma 3.1, and Propositions 3.3 and 6.2, we have∥∥J∇ (∆−1ω0 −∆−1ϕE,t(ω0)) · ∇ϕF,t(ω0)∥∥Hs−1(T2) ≤ C ∥∥∆−1(ω0 − ϕE,t(ω0))∥∥Hs+1(T2) ‖ϕF,t(ω0)‖Hs(T2)
≤ C ‖ω0 − ϕE,t(ω0)‖Hs−1(T2) ‖ω0‖Hs(T2)
However, using once more Proposition 3.3 and estimate (3.10) from Lemma 3.1,
‖ϕE,t(ω0)− ω0‖Hs−1(T2) ≤
∫ t
0
∥∥J∇∆−1ϕE,σ(ω0) · ∇ϕE,σ(ω0)∥∥Hs−1(T2) dσ
≤
∫ t
0
‖ϕE,σ(ω0)‖
2
Hs(T2) ≤ Ct ‖ω0‖
2
Hs(T2) .
Collecting the previous estimates, we infer that
d
dt
‖ϕE,t(ω0)− ϕF,t(ω0)‖
2
Hs−1(T2) ≤ C ‖ω0‖Hs(T2) ‖ϕE,t(ω0)− ϕF,t(ω0)‖
2
Hs−1(T2)
+ C ‖ω0‖
3
Hs(T2) t ‖ϕE,t(ω0)− ϕF,t(ω0)‖Hs−1(T2) .
Using Lemma 5.2 below, we conclude that
‖ϕE,t(ω0)− ϕF,t(ω0)‖Hs−1(T2) ≤ C ‖ω0‖Hs(T2)
∫ t
0
‖ϕE,σ(ω0)− ϕF,σ(ω0)‖Hs−1(T2) dσ
+ C ‖ω0‖
3
Hs(T2)
∫ t
0
σdσ.
Thus, if τC ‖ω0‖Hs(T2) < 1, which we may assume, choosing if necessary R0 > C, we have
sup
t∈[0,τ ]
‖ϕE,t(ω0)− ϕF,t(ω0)‖Hs−1(T2) ≤ R1 ‖ω0‖
3
Hs(T2) τ
2,
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for some appropriate constant R1(C). 
The previous proof uses the following result, inspired by Lemma 2.9 of [11].
Lemma 5.2. Let f : R→ R+ be a continuous function, and y : R→ R+be a differentiable
function satisfying the inequality
∀t ∈ R,
d
dt
y(t) ≤ 2C1y(t) + 2C2
√
y(t)f(t),
where C1 and C2 are two positive constants. Then
∀t ∈ R,
√
y(t) ≤
√
y(0) + C1
∫ t
0
√
y(σ)dσ + C2
∫ t
0
f(σ)dσ.
Proof. For ε > 0, we define yε = y + ε. We have then
d
dt
√
yε(t) =
1
2
√
yε(t)
d
dt
y(t) ≤
C1y(t)√
yε(t)
+
C2
√
y(t)√
yε(t)
f(t).
Therefore √
yε(t) ≤
√
yε(0) + C1
∫ t
0
y(σ)√
yε(σ)
dσ + C2
∫ t
0
√
y(σ)√
yε(σ)
f(σ)dσ.
Taking then the limit ε→ 0 proves the Lemma. 
Proposition 5.3. Let s ≥ 5 and ω0 ∈ H
s(T2), with average 0. There exists two positive
constants R0 and R1, independent of ω0, such that, if τ ‖ω0‖Hs−3(T2)R0 < 1, then for all
t ∈ [0, τ ],
‖ϕF,t(ω0)− St(ω0)‖Hs−4(T2) ≤ R1τ
3 ‖ω0‖Hs−3(T2) .
Proof. In view of the hypothesis τ ‖ω0‖Hs−3(T2)R0 < 1 and s ≥ 5, we may assume that we
are in the frame of Propositions 4.1 and 4.6, and thus that their respective conclusions hold.
That being said, it was shown in the proof of Corollary 4.7 that there exists a Cs−2 vector
field V (t, x) such that St(ω0) solves the equation
∂tSt(ω0) + V (t, ·) · ∇St(ω0) = 0,
on [0, τ ], with initial data ω0. Moreover, it was also shown with the help of Proposition 4.1,
that there exists a Cs−4 vector field R : [0, τ ]×T2 → T2 such that
(5.1) V (t, x) + J∇∆−1ω0(x) = t
2R(t, x).
Meanwhile, ϕF,t(ω0) satisfies the equation
∂tϕF,t(ω0)− J∇∆
−1ω0 · ∇ϕF,t(ω0) = 0.
Hence we have
∂t (ϕF,t(ω0)− St(ω0))− J∇∆
−1ω0 · ∇ (ϕF,t(ω0)− St(ω0)) =
(
V + J∇∆−1ω0
)
· ∇St(ω0).
Therefore, using estimate (3.12) from Lemma 3.2, applied to the vector field
X = J∇∆−1ω0,
that satisfies (using Proposition 6.2)∥∥J∇∆−1ω0∥∥Hs−2(T2) ≤ C ‖ω0‖Hs−3(T2) ,
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we obtain the estimate
d
dt
‖ϕF,t(ω0)− St(ω0)‖
2
Hs−4(T2) ≤ C ‖ω0‖Hs−3(T2) ‖ϕF,t(ω0)− St(ω0)‖
2
Hs−4(T2)
+ 2 ‖ϕF,t(ω0)− St(ω0)‖Hs−4(T2)
∥∥(V + J∇∆−1ω0) · ∇St(ω0)∥∥Hs−4(T2) .
Moreover, using identity (5.1) and the Cs−4 regularity of R, we have∥∥(V + J∇∆−1ω0) · ∇St(ω0)∥∥Hs−4(T2) ≤ Ct2 ‖St(ω0)‖Hs−3(T2) .
By Proposition 4.6 and the hypothesis τR0 ‖ω0‖Hs−3(T2) < 1, we may write that
‖St(ω0)‖Hs−3(T2) ≤ C ‖ω0‖Hs−3(T2) .
Collecting the previous estimates, we infer that
d
dt
‖ϕF,t(ω0)− St(ω0)‖
2
Hs−4(T2) ≤ C ‖ω0‖Hs−3(T2) ‖ϕF,t(ω0)− St(ω0)‖
2
Hs−4(T2)
+ C ‖ω0‖Hs−3(T2) t
2 ‖ϕF,t(ω0)− St(ω0)‖Hs−4(T2) .
Lemma 5.2 gives us then the estimate
‖ϕF,t(ω0)− St(ω0)‖Hs−4(T2) ≤ C ‖ω0‖Hs−3(T2)
∫ t
0
‖ϕF,σ(ω0)− Sσ(ω0)‖Hs−4(T2) dσ
+ Cτ 3 ‖ω0‖Hs−3(T2) .
Therefore, if τC ‖ω0‖Hs−3(T2) < 1, which we may assume, choosing if necessary R0 > C, we
conclude that
sup
t∈[0,τ ]
‖ϕF,t(ω0)− St(ω0)‖Hs−4(T2) ≤ R1τ
3 ‖ω0‖Hs−3(T2) ,
for some appropriate constant R1(C). 
5.2. An a priori global error estimate.
Proposition 5.4. Let s ≥ 5, and ω0 ∈ H
s(T2) with average 0. Let ω(t) ∈ C0 (R+, H
s(T2))
be the unique solution of equation (1.1) with initial data ω0, given by Theorem 2.2. For a
time step τ ∈]0, 1[, let (ωn)n∈N be the sequence of functions starting from ω0 and defined by
formula (1.4) from iterations of the semi-discrete operator (1.3). Assume that there exists a
time T0 > 0 and a constant B > 0 such that
sup
t∈[0,T0]
‖ω(t)‖Hs(T2) ≤ B and sup
tn≤T0
‖ωn‖H2(T2) ≤ 2B.
Then there exists two positive constants R0, R1 such that, if τR0B < 1,
‖ωn − ω(tn)‖Hs−4(T2) ≤ τR(B)tne
R1T0(1+B),
for all tn ≤ T0 + τ, where R : R+ → R+ is an increasing continuous function that satisfies
R(B) ≤ R1
(
B +B3
)
.
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Proof. We shall use the notations introduced previously
ωn = S
n
τ (ω0) and ω(tn) = ϕE,tn(ω0).
We may choose R0 such that, if τR0B < 1, Proposition 4.6 holds when applied to any term of
the sequence Snτ (ω0), for tn ≤ T0. This implies that S
n
τ (ω0) belongs to H
s for all tn ≤ T0+ τ.
That being said, the semi-discrete error is inductively expanded as follows∥∥Sn+1τ (ω0)− ϕE,tn+1(ω0)∥∥Hs−4(T2) ≤ ‖Sτ (Snτ (ω0))− Sτ (ϕE,tn(ω0))‖Hs−4(T2)
+ ‖Sτ (ϕE,tn(ω0))− ϕF,τ (ϕE,tn(ω0))‖Hs−4(T2)
+ ‖ϕF,τ (ϕE,tn(ω0))− ϕE,τ (ϕE,tn(ω0))‖Hs−4(T2) ,
for all tn+1 ≤ T0 + τ.
Applying Corollary 4.7, and using the hypothesis τR0B < 1, we may find a positive constant
R1 such that
‖Sτ (S
n
τ (ω0))− Sτ (ϕE,tn(ω0))‖Hs−4(T2) ≤ e
τR1(1+B) ‖Snτ (ω0)− ϕE,tn(ω0)‖Hs−4(T2) +R1Bτ
3.
Applying now Propositions 5.3 and 5.1, we may moreover write that
‖Sτ (ϕE,tn(ω0))− ϕF,τ (ϕE,tn(ω0))‖Hs−4(T2) ≤ R1Bτ
3
and
‖ϕF,τ (ϕE,tn(ω0))− ϕE,τ (ϕE,tn(ω0))‖Hs−4(T2) ≤ R1B
3τ 2.
Therefore,∥∥Sn+1τ (ω0)− ϕE,tn+1(ω0)∥∥Hs−4(T2) ≤ eτR1(1+B) ‖Snτ (ω0)− ϕE,tn(ω0)‖Hs−4(T2) +R(B)τ 2,
with
R(B) ≤ R1
(
B +B3
)
.
which implies by induction that for all tn ≤ T0 + τ,
‖Snτ (ω0)− ϕE,tn(ω0)‖Hs−4(T2) ≤ R(B)τ
2
n−1∑
i=0
etiR1(1+B) ≤ τR(B)tne
R1T0(1+B),
which concludes the proof. 
5.3. Convergence of the semi-discrete scheme. Here we shall prove our main result,
namely Theorem 2.3. It will be a consequence of Proposition 5.4, and the only remaining
task is to bootstrap controls of the same order on the Hs norm of the exact solution and on
the H2 norm of the numerical solution up to a fixed time horizon.
Proof of Theorem 2.3.
Let T and B = B(T ) be such that
sup
t∈[0,T ]
‖ω(t)‖Hs(T2) ≤ B.
We shall first prove by induction on n ∈ N, with tn ≤ T, that
sup
tk≤tn
‖ωk‖H2(T2) ≤ 2B.
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This clearly holds for n = 0. Let now n ≥ 1, with tn ≤ T, and assume that the following
induction hypothesis holds:
sup
tk≤tn
‖ωk‖H2(T2) ≤ 2B.
By applying Proposition 5.4 with s = 6 and T0 = tn, we may find two positive constants
R0, R1 such that, if τR0B < 1, then for any tk ≤ tn+1,
‖ωk‖H2(T2) ≤ ‖ω(tk)‖H2(T2) + ‖ωk − ω(tk)‖H2(T2) ≤ B + τtke
R1T0(1+B)R(B),
with
R(B) ≤ R1
(
B +B3
)
.
If τ satisfies
τ <
B
TR(B)eTR1(1+B)
,
this yields
‖ωk‖H2(T2) ≤ 2B,
for any tk ≤ tn+1. This concludes the induction and shows that
sup
tn≤T
‖ωn‖H2(T2) ≤ 2B.
One obtains then the conclusion of Theorem 2.3 by applying Proposition 5.4 with T0 = T−τ.
6. Appendix: Solving the Poisson equation
Proposition 6.1. Let f ∈ L2(T2). Assume that∫
T
2
f(x)dx = 0.
Then there exists an unique u ∈ H2(T2) such that

∆u = f∫
T
2
u(x)dx = 0.
Proof. Assume first that u ∈ H(T2) satisfies the equation. Since the average of f on the
torus is 0, we can write
f(x) =
∑
k∈Z2∗
fˆke
ik·x.
Setting also
u(x) =
∑
k∈Z2∗
uˆke
ik·x,
the Poisson equation simply reads
|k|2uˆk = fˆk, k ∈ Z
2.
Reciprocally, if the coefficients uˆk are defined by the above formula (for k ∈ Z
2∗), and if we
set
u(x) =
∑
k∈Z2∗
uˆke
ik·x,
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then u ∈ H(T2) (this will be precisely proven in the next Proposition), has average 0, and
satisfies ∆u = f. 
Proposition 6.2. Assume that u and f satisfy
∆u = f.
Then for all s ≥ 2,
(6.1) sup
0≤|α|≤s
‖∂αxu‖L2(T2) ≤ C ‖f‖Hs−2(T2) .
Proof. For any 0 ≤ |α| ≤ s, we have
‖∂αxu‖
2
L2(T2) =
∑
k∈Z2
|k|2α |uˆk|
2 ≤ C
∑
k∈Z2
|k|2α−4|k|2 |uˆk|
2
≤ C
∑
k∈Z2
〈k〉2s−4
∣∣∣fˆk∣∣∣2 = C ‖f‖2Hs−2(T2) .

References
[1] V. Arnold, Sur la ge´ome´trie diffe´rentielle des groupes de Lie de dimension infinie et ses applications a`
l’hydrodynamique des fluides parfaits, Annales de l’institut Fourier, 16(1):319-361, 1966.
[2] H. Bahouri, J-Y. Chemin & R. Danchin, Fourier Analysis and Nonlinear Partial Differential Equations,
Springer, 2011.
[3] C. Bardos & E. Tadmor, Stability and spectral convergence of Fourier method for nonlinear problems:
on the shortcomings of the 2/3 de-aliasing method, Numer. Math. 129:749-782, 2015.
[4] Y. Brenier, Derivation of the Euler equations from a caricature of Coulomb interaction, Communications
in Mathematical Physics, 212(1):93-104, 2000.
[5] C. Canuto, M. Y. Hussaini, A. Quarteroni & T. A. Zang, Spectral Methods, Fundamentals in Single
Domains, Springer, 2006.
[6] F. Casas, N. Crouseilles, E. Faou & M. Mehrenberger, High-Order Hamiltonian Splitting for Vlasov-
Poisson Equations, preprint arXiv:1510.01841, 2015.
[7] P. Constantin, On the Euler equations of incompressible fluids, Bull. AMS 44 (4), 603-621, 2007.
[8] P. E. Crouch & R. Grossman, Numerical Integration of Ordinary Differential Equations on Manifolds,
J. Nonlinear Sci. Vol. 3: pp. 1-33, 1993.
[9] N. Crouseilles, T. Respaud & E. Sonnendru¨cker, A forward semi-Lagrangian method for the numerical
solution of the Vlasov equation, Computer Physics Communications, Elsevier, 2009, 180 (10), pp. 1730-
1745.
[10] E. Faou, Geometric Numerical Integration and Schro¨dinger equations, European Math. Soc., 2012.
[11] E. Faou & B. Gre´bert, A Nekhoroshev Type Theorem for the Nonlinear Schro¨dinger Equation on the
Torus, Analysis & PDE 6 1243-1262, 2013.
[12] F. Filbet & C. Prouveur, High order time discretization for backward semi-Lagrangian methods, Journal
of Computational and Applied Mathematics, Elsevier, 2016, 303, pp. 171-188.
[13] F. Filbet & L. M. Rodrigues, Asymptotically stable particle-in-cell methods for the Vlasov-Poisson system
with a strong external magnetic field, SIAM Journal on Numerical Analysis, Society for Industrial and
Applied Mathematics, 2016, 54 (2), pp. 1120-1146.
[14] T. Galloue¨t & Q. Me´rigot, A Lagrangian scheme for the incompressible Euler equation using optimal
transport, hal-01425826, 2016.
[15] D. Gottlieb & S. Orzag, Numerical Analysis of Spectral Methods: Theory and Applications, SIAM,
Philadelphia, 1977.
[16] E. Hairer, C. Lubich & G. Wanner, Geometric Numerical Integration, Springer, 2001.
26
[17] R. J. Iorio Jr & V. d. M. Iorio, Fourier Analysis and Partial Differential Equations, Cambridge University
Press, 2001.
[18] M. Mehrenberger, L. S. Mendoza, C. Prouveur & Eric Sonnendru¨cker, Solving the guiding-center model
on a regular hexagonal mesh, ESAIM: Proceedings and Surveys, EDP Sciences, 2015, 53, pp. 149-176.
[19] J-M. Mirebeau, Numerical resolution of Euler equations, through semi-discrete optimal transport, hal-
01237356, 2015.
[20] R. M. Pereira, R. Nguyenvanyen, M. Farge & K. Schneider Wavelet methods to eliminate resonances in
the Galerkin-truncated Burgers and Euler equations, Phys. Rev. E 87, 033017, 2013.
[21] E. Tadmor, Stability analysis of finite-difference, pseudo spectral and Fourier-Galerkin approximations
for time-dependent problems, SIAM Rev. 29, 525-555, 1987.
[22] E. Tadmor, Convergence of spectral methods for nonlinear conservation laws, SINUM 26, 30-44, 1989.
[23] M. E. Taylor, Tools for PDE, Pseudodifferential Operators, Paradifferential Operators and Layer Po-
tentials, Mathematical Surveys and Monographs Vol 81, American Math. Society, 2007.
[24] M. E. Taylor, Partial Differential Equations Vol I, Springer, 2010.
[25] M. E. Taylor, Partial Differential Equations Vol II, Springer, 2010.
[26] M. E. Taylor, Partial Differential Equations Vol III, Springer, 2010.
INRIA-Rennes Bretagne Atlantique and IRMAR (UMR 6625) Universite´ de Rennes I
E-mail address : romainhm24@gmail.com
27
