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UNIFORM REGULARITY AND VANISHING VISCOSITY
LIMIT FOR THE CHEMOTAXIS-NAVIER-STOKES SYSTEM
IN A 3D BOUNDED DOMAIN
ZHIPENG ZHANG
Abstract. We investigate the uniform regularity and vanishing viscosity limit
for the incompressible chemotaxis-Navier-Stokes system in a smooth bounded
domain Ω ⊂ R3. It is shown that there exists a unique strong solution of the
incompressible chemotaxis-Navier-Stokes system in a finite time interval which
is independent of the viscosity coefficient. Moreover, the solution is uniformly
bounded in a conormal Sobolev space, which allows us to take the vanishing
viscosity limit to obtain the incompressible inviscid chemotaxis-Navier-Stokes
system.
1. Introduction
Chemotaxis is a biological process in which cells or bacteria move towards a
chemically more favorable environment. For example, bacteria move towards higher
concentration of oxygen which they consume. A typical model describing chemo-
taxis is the Keller-Segel equations derived by Keller and Segel in [13] which have
been studied extensively. In nature, bacteria often live in a viscous fluid so that a
convective transport of both cells and chemicals is happened through the fluid, and
meanwhile a gravitation effect on the motion of the fluid is produced by the heavier
bacteria. Thus, this interaction become more complicated since we not only pay
attention to chemotaxis and diffusion but also transport and fluid dynamics. To
describe the above biological phenomena, Tuval et al in [29] proposed the following
model
nt + u · ∇n = ǫ1∆n−∇ · (k(c)n∇c), (1.1)
ct + u · ∇c = ǫ2∆c− f(c)n, (1.2)
ut + u · ∇u+∇p = ǫ3∆u− n∇φ, (1.3)
∇ · u = 0 (1.4)
in (0, T ) × Ω. The unknowns in (1.1)–(1.4) are n(t, x), c(t, x), u(t, x) and p(t, x),
denoting the cell density, chemical concentration, velocity field and pressure of the
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fluid, respectively. The pressure p(t, x) in (1.3) can be recovered from n and u via an
explicit Caldern-Zygmund singular integral operator [3]. The nonnegative functions
f(c) and k(c) denote the chemical consumption rate and chemotaxis sensitivity. The
given function φ represents the potential function produced by different physical
mechanism, such as the gravitational force or centrifugal force. ǫi (i = 1, 2) are the
corresponding diffusion coefficients for the cells and chemicals, and ǫ3 is the viscous
coefficient for the fluid.
Due to the significance of the biological background, this model has been studied
extensively and the main focus is on the solvability, see [1, 5, 12, 17, 19, 23, 24] and
the references cited therein. Especially, Lorz [1] showed the local existence of weak
solution for the above model in three bounded domain. Duan, Lorz and Markowich
[24] obtained the global existence of the solution of the system (1.1)-(1.4) and the
time decay rates of the classical solution near constant states in R3. In [17], Chae,
Kang, and Lee proved the local well-posedness and blow up criterion of the smooth
solution for the chemotaxis-Navier-Stokes system in Rd (d = 2, 3) and the global
existence of the classical solution in R2 under some assumptions on the consumption
rate and the chemotaxis sensitivity.
However, the research on the uniform regularity and vanishing viscosity limit
for the system (1.1)-(1.4) is very limited. To the best of knowledge of the author,
the only result is given by Zhang [22]. He proved the the inviscid limit of the 3D
chemotaxis-Navier-Stokes system in the whole space and established the conver-
gence rate. From the biological point of review, it is more interesting to study this
problem in a bounded domain.
The purpose of this paper is to investigate the uniform regularity and vanishing
viscosity limit for the following chemotaxis-Navier-Stokes system
nǫt + u
ǫ · ∇nǫ = ∆nǫ −∇ · (nǫ∇cǫ), (1.5)
cǫt + u
ǫ · ∇cǫ = ∆cǫ − cǫnǫ, (1.6)
uǫt + u
ǫ · ∇uǫ +∇pǫ = ǫ∆uǫ − nǫ∇φ, (1.7)
∇ · uǫ = 0, (1.8)
in (0, T )×Ω. Here, Ω is a smooth bounded domain of R3. The chemotaxis-Navier-
Stokes system (1.5)-(1.8) is considered under the initial condition
(nǫ, cǫ, uǫ)|t=0 = (nǫ0, cǫ0, uǫ0) (1.9)
and the homogeneous boundary condition of Neumann type for nǫ and cǫ
∂nǫ
∂ν
=
∂cǫ
∂ν
= 0, (1.10)
where ν stands for the outward unit normal vector to Ω, and the Navier boundary
condition for uǫ as
uǫ · ν = 0, (Suǫ · ν)τ = −ζuǫτ on ∂Ω, (1.11)
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where ζ is a coefficient measuring the tendency of the fluid to slip on the boundary,
S is the strain tensor defined by
Suǫ =
1
2
(∇uǫ + (∇uǫ)t),
(∇uǫ)t denotes the transpose of the matrix ∇uǫ, and uǫτ stands for the tangential
part of uǫ on ∂Ω, i.e.
uǫτ = u
ǫ − (uǫ · ν)ν.
The boundary condition (1.11) was introduced by Navier in [20] to show that the
velocity is propositional to the tangential part of the stress. It allow the fluid slip
along the boundary and is often used to model rough boundaries.
We point out that when nǫ = cǫ = 0 in the system (1.5)-(1.8), it is reduced to
the classical incompressible Navier-Stokes equations
uǫt + u
ǫ · ∇uǫ +∇pǫ = ǫ∆uǫ, (1.12)
∇ · uǫ = 0. (1.13)
There are lots of results on the inviscid limit to the incompressible Navier-Stokes
equations, see [2,8–11,14–16,18,21,26–28,32] and the references therein. When the
incompressible Navier-Stokes equations (1.12)-(1.13) are supplemented with the
boundary condition
uǫ · ν = 0, ν × ωǫu = 0 on ∂Ω, (1.14)
where ωǫu = ∇ × uǫ, Xiao and Xin [32] obtained the local existence of strong
solution with some uniform bounds in H3(Ω) and the vanishing viscosity limit.
Subsequently, their result was extended to W k,p(Ω) in [8]. The main reason is that
the boundary integrals vanishes on flat portions of the boundary, see also [9, 10].
Later, the results in [8, 32] were generalized by Berselli and Spirito [2] to a general
bounded domain under certain restrictions on the initial data. Recently, Masmoudi
and Rousset [18] considered the uniform regularity and vanishing viscosity limit for
the incompressible Navier-Stokes equations (1.12)-(1.13) with the Navier boundary
condition (1.11) in the anisotropic conormal Sobolev spaces which will be defined
below.
Motivated by the ideas of [18], in this paper, we investigate the uniform regular-
ity of the solution to the problem (1.5)-(1.11) in the anisotropic conormal Sobolev
spaces and take the inviscid limit ǫ → 0 to obtain the following limit system (As-
sume that (nǫ, cǫ, uǫ) converge to (n0, c0, u0) in some sense.)
n0t + u · ∇n0 = ∆n0 −∇ · (n0∇c0), (1.15)
c0t + u · ∇c0 = ∆c0 − c0n0, (1.16)
u0t + u · ∇u0 +∇p0 = −n0∇φ, (1.17)
∇ · u0 = 0, (1.18)
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in (0, T )× Ω with the initial and boundary conditions
(n0, c0, u0)|t=0 = (n0, c0, u0), (1.19)
u0 · ν = 0, ∂n
0
∂ν
=
∂c0
∂ν
= 0 on ∂Ω. (1.20)
Before stating our main results, we first introduce the notations and conventions
used throughout this paper. We assume that Ω has a covering such that
Ω ⊂ Ω0 ∪nk=1 Ωk, (1.21)
where Ω0 ⊂ Ω and in each Ωk there exists a function ψk such that
Ω ∪ Ωk = { x = (x1, x2, x3) |x3 > ψk(x1, x2) } ∪ Ωk,
∂Ω ∪ Ωk = { x = (x1, x2, x3) |x3 = ψk(x1, x2) } ∪ Ωk.
We say that Ω is Cm if the functions ψk are Cm-functions.
To define the conormal Sobolev spaces, we consider (Zk)1≤k≤N , a finite set of
generators of vector fields that are tangent to ∂Ω, and set
Hmco(Ω) :=
{
f ∈ L2(Ω) ∣∣ZIf ∈ L2(Ω) for |I| ≤ m, m ∈ N}, (1.22)
where I = (k1, ..., km), Z
I := Zk1 · · · Zkm . We define the norm of Hmco(Ω) as
‖f‖2m :=
∑
|I|≤m
‖ZIf‖2L2.
We say a vector field, u, is in Hmco(Ω) if each of its components is in H
m
co(Ω) and
‖u‖2m :=
3∑
i=1
∑
|I|≤m
‖ZIui‖2L2
is finite. In the same way, we set
‖f‖m,∞ :=
∑
|I|≤m
‖ZIf‖L∞,
‖∇Zmf‖2 :=
∑
|I|=m
‖∇ZIf‖2L2 ,
and we say that f ∈ Wm,∞co (Ω) if ‖f‖m,∞ is finite. By using the above covering of
Ω, we can assume that each vector field is supported in one of {Ωi}ni=0. Also, we
note that the ‖ · ‖m norm yields a control of the standard Hm norm in Ω0, whereas
if Ωi ∩ ∂Ω 6= ∅, there is no control of the normal derivatives.
Since ∂Ω is given locally by x3 = ψ(x1, x2) (We omit the subscript k for nota-
tional convenience), it is convenient to use the coordinates:
Ψ : (y, z) 7→ (y, ψ(y) + z) = x. (1.23)
A local basis is thus given by the vector fields (∂y1 , ∂y1 , ∂z) where ∂y1 and ∂y2 are
tangent to ∂Ω on the boundary and in general ∂z is usually not a normal vector
field. We sometimes use the notation ∂y3 for ∂z. By using this parametrization, we
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can take suitable vector fields compactly supported in Ωi in the definition of the
‖ · ‖m norms:
Zi = ∂yi = ∂i + ∂iψ∂z , i = 1, 2, Z3 = ϕ(z)∂z ,
where ϕ(z) = z1+z is a smooth and supported function in [0,+∞) and satisfies
ϕ(0) = 0, ϕ′(0) > 0, ϕ(z) > 0 for z > 0.
In this paper, we shall still denote by ∂i, i = 1, 2, 3 or ∇ the derivatives with
respect to the standard coordinates of R3. The coordinates of a vector field u in
the basis (∂y1 , ∂y1 , ∂z) will be denote by u
i, thus
u = u1∂y1 + u
2∂y2 + u
3∂z .
We denote by ui the coordinates in the standard basis of R
3, i.e.
u = u1∂1 + u2∂2 + u3∂3.
The unit outward normal vector ν is given locally by
ν(x) = ν(Ψ(y, z)) :=
1√
1 + |∇ψ(y)|2

∂1ψ(y)
∂2ψ(y)
−1
 , N(x) :=√1 + |∇ψ(y)|2 ν(x)
and denote by Π the orthogonal projection
Π(x)u = Π(Ψ(y, z))u := u− [u · ν(Ψ(y, z))]ν(Ψ(y, z)
which gives the orthogonal projector onto the tangent space of the boundary. Note
that both ν and Π are defined in the whole Ωk and do not depend on z. By using
these notations, the Navier boundary condition (1.11) reads
uǫ · ν = 0, Π∂νuǫ = θ(uǫ)− 2ζΠuǫ, (1.24)
where θ is the shape operator (second fundamental form) of the boundary,
θ(uǫ) := Π((∇ν)uǫ).
For later use and notational convenience, we set
Zα = ∂α0t Zα1 = ∂α0t Zα111 Zα122 Zα133 , (1.25)
and we also use the following notations
‖f(t)‖2Hm :=
∑
|α|≤m
‖Zαf(t)‖2L2x , ‖f(t)‖
2
Hm,∞ :=
∑
|α|≤m
‖Zαf(t)‖2L∞x (1.26)
for smooth time-space function f(t, x).
Throughout the paper, we shall denote by ‖ · ‖Hm and ‖ · ‖Wm,∞ the standard
Sobolev norms in Ω and the notation | · |Hm will be used for the standard Sobolev
norm of functions defined on ∂Ω. Note that this norm involves only tangential
derivatives. ‖ · ‖ stands for the standard L2 norm and (·, ·) for the L2 scalar
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product. The letter D and d are positive numbers which may change from line to
line, but independent of ǫ ∈ (0, 1]. Dm stands for a positive constant independent
of ǫ which depends on the Cm-norm of the functions ψk. P (·) denotes a polynomial
function.
In order to obtain the uniform estimates for the solutions of the chemotaxis-
Navier-Stokes system with the boundary conditions (1.10) and (1.11), we need to
find a suitable functional space. Here, we define the functional space Eǫm(T ) for
functions (nǫ, cǫ, uǫ)(t, x) as follows:
Eǫm(T ) =
{
(nǫ, cǫ, uǫ) ∈ L∞([0, T ], L2) ∣∣ esssup0≤t≤T ‖(nǫ, cǫ, uǫ)(t)‖Eǫm < +∞},
(1.27)
where the norms ‖(·, ·, ·)‖Eǫm is given by
‖(nǫ, cǫ, uǫ)(t)‖Eǫm :=‖(nǫ, cǫ, uǫ)‖Hm + ‖(∇nǫ,∇uǫ)(t)‖Hm−1 + ‖∇cǫ‖Hm
+ ‖(∆nǫ,∆cǫ)‖Hm−1 + ‖∇uǫ‖H1,∞ . (1.28)
Correspondingly, for the initial data (nǫ0, c
ǫ
0, u
ǫ
0), we difine
sup
0<ǫ≤1
‖(nǫ0, cǫ0, uǫ0)‖Eǫm := sup
0<ǫ≤1
{‖(nǫ0, cǫ0, uǫ0)‖Hm + ‖(∇nǫ0,∇uǫ0)‖Hm−1 + ‖∇cǫ0‖Hm
+ ‖(∆nǫ0,∆cǫ0)‖Hm−1 + ‖∇uǫ0‖H1,∞
} ≤ D˜0, (1.29)
where D˜0 is a positive constant independent of ǫ ∈ (0, 1], and the time derivatives
of initial data in (1.29) are defined through the system (1.5)-(1.8). Thus, the initial
data (nǫ0, c
ǫ
0, u
ǫ
0) is assumed to have a higher space regularity and compatibility. We
note that the a priori estimates in Theorem 3.1 below are obtained in the situation
that the approximate solution is sufficiently smooth up to the boundary. Therefore,
in order to obtain a self-contained result, we need to assume the approximated
initial data satisfies the boundary compatibility condition (1.11). For the initial
data (nǫ0, c
ǫ
0, u
ǫ
0) satisfying (1.29), it is not clear if there exists an approximate
sequence (nǫ,δ0 , c
ǫ,δ
0 , u
ǫ,δ
0 ) (δ being a regularization parameter), which satisfy the
boundary compatibilities and ‖(nǫ,δ0 − nǫ0, cǫ,δ0 − cǫ0, uǫ,δ0 − uǫ0)‖Eǫm → 0 as δ → 0.
Thus, we set
EmCNS,ap :=
{
(nǫ, cǫ, uǫ) ∈ C2m+1 × C2m+1 × C2m ∣∣
∂kt n
ǫ, ∂kt c
ǫ, ∂kt u
ǫ, ∂kt∇nǫ, ∂kt ∇cǫ, k = 1, ...,m are defined through
the system (1.5)− (1.11) and ∂kt uǫ, ∂kt∇nǫ, ∂kt∇cǫ, k = 1, ...,m− 1
satisfy the boundary compatibility condition
}
(1.30)
and
EmCNS := The closure of Em,ǫCNS,ap in the norm ‖(·, ·, ·)‖Eǫm . (1.31)
Our first result of this paper reads as follows:
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Theorem 1.1. Let m be an integer satisfying m ≥ 6 and Ω be a Cm+2 domain.
Assume that the initial data (nǫ0, c
ǫ
0, u
ǫ
0) ∈ EmCNS satisfy (1.29), ∇ · uǫ0 = 0 and φ
is a smooth function. Then, there exist T˜0 > 0 and D˜1, independent of ǫ ∈ (0, 1]
and |ζ| ≤ 1, such that there exists a unique solution of the problem (1.5)-(1.11) on
[0, T˜0] that satisfies
sup
0≤τ≤t
(‖(nǫ, cǫ, uǫ)‖2Hm + ‖∇(nǫ, uǫ)‖2Hm−1 + ‖∇cǫ‖2Hm
+ ‖∆(nǫ, cǫ)‖2Hm−1 + ‖∇uǫ‖21,∞) + ǫ
∫ t
0
(‖∇uǫ‖2Hm + ‖∇2uǫ‖2Hm−1) dτ
+
∫ t
0
(‖∇nǫ‖2Hm + ‖∆cǫ‖2Hm + ‖∇∆(nǫ, cǫ)‖2Hm−1) dτ ≤ D˜1, ∀ t ∈ [0, T˜0],
(1.32)
where D˜1 depends only on D˜0, Dm+2 and φ.
Remark 1.1. Since ∆cǫ appear in the equation (1.5), we can not do the same
higher order estimate for ∇nǫ as ∇cǫ. Otherwise, we obtain the term ‖∇∆cǫ‖Hm
in the right-hand side of the energy inequality, which is out of control.
Remark 1.2. When the Navier boundary condition (1.11) is replaced by the fol-
lowing more generalized form
uǫ · ν = 0, ν × ωǫu = [Buǫ]τ on ∂Ω, (1.33)
where B = 2(A− S(ν)) and A is a (1, 1)-type tensor on the boundary ∂Ω, we can
still obtain the same results as those in Theorem 1.1.
Now we give some comments on the proof of Theorem 1.1. We shall follow and
modify some ideas developed in [18]. In fact, due to the strong coupling among nǫ,
cǫ and uǫ, we need to overcome some new difficulties and to face more complicated
energy estimates. The main step of the proof Theorem 1.1 can be stated as follows:
First, we get a conormal energy estimates in Hm for (nǫ, cǫ, uǫ). The second step
is to give the estimates for ‖∇nǫ‖Hm−1 and ‖∇cǫ‖Hm . Since the equation (1.5)
involve the term ∆cǫ, we can not do the same higher order estimate for ∇nǫ as
∇cǫ. In the third step, we show the estimates for ‖∆(nǫ, cǫ)‖Hm−1 . Since the
dissipative terms ∆nǫ and ∆cǫ appear, we can easily deduce the estimates. Next,
we focus on the estimate of ‖∇uǫ‖Hm−1 in the fourth step. In order to obtain this
estimate by an energy method, ∂νu
ǫ is not a convenient quantity, since it does
not vanish on the boundary. However, due to the incompressible condition (1.8),
‖∂νuǫ · ν‖Hm−1 can be easily controlled by the Hm norm of uǫ. Moreover, thank to
the the Nvier boundary conditions (1.11), it is convenient to study ηǫ = (Suǫν +
ζuǫ)τ . We find that η
ǫ satisfy equations with homogeneous Dirichlet boundary
conditions and gives us control of (∂νu
ǫ)τ , and by performing energy estimate on
the equations solved by ηǫ, we can get a control of ‖ηǫ‖Hm−1 . The fifth step
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is to estimate the pressure. In the spirit of [18], we split the pressure into two
parts which satisfy nonhomogeneous elliptic equations with Neumann boundary
conditions. In view of the regularity theory of elliptic equations with Neumann
boundary conditions, we get the estimates of the pressure terms. Finally, we need
to estimate ‖uǫ‖H1,∞ , ‖∇(cǫ, uǫ)‖H1,∞ , ‖(nǫ, cǫ)‖W 2,∞ and ‖∇∆cǫ‖L∞ . By virtue
of the anistropic Sobolev embedding inequality in Lemma 2.3 and the equations
(1.5) and (1.6), we can give the estimates for them, except for ‖∇uǫ‖H1,∞ . In order
to estimate ‖∇uǫ‖H1,∞ , similar to the fourth step, we find equivalent quantities η˜ǫ
which satisfies a homogenous Dirichlet condition and solves a convection-diffusion
equation. The estimate will be obtained by using Lemma 14 in [18].
Based on Theorem 1.1, we justify the vanishing viscosity limit as follows:
Theorem 1.2. Let m be an integer satisfying m ≥ 6 and Ω be a Cm+2 domain.
Consider (n0, c0, u0) ∈ EmCNS and ∇ · u0 = 0 and (nǫ, cǫ, uǫ) the solution of the
system (1.5)-(1.8) with the initial data (n0, c0, u0) and the boundary conditions
(1.10) and (1.11) given by Theorem 1.1. Then, there exists a unique solution of the
system (1.15)-(1.20) with initial value (n0, c0, u0), (n
0, c0, u0) ∈ EmCNS such that
sup
0≤t≤T˜0
(‖uǫ − u0‖L2 + ‖(nǫ, cǫ)− (n0, c0)‖H1
+ ‖uǫ − u0‖L∞ + ‖(nǫ, cǫ)− (n0, c0)‖W 1,∞
)→ 0, (1.34)
when ǫ tends to zero.
The rest of the paper is organized as follows. In the following section, we present
some inequalities that will be used frequently later. In Section 3, we prove a priori
energy estimates. Next, we use the a priori estimates in Theorem 3.1 to give the
proof of Theorem 1.1 in section 4. Finally, we prove Theorem 1.2 in Section 5.
2. Preliminaries
We first introduce the Korn’s inequlity which play an important role in energy
estimates below.
Lemma 2.1 (Korn’s inequality [4]). Let Ω be a bounded Lipschitz domain of R3.
There exists a constant D > 0 depending only on Ω such that
‖u‖H1(Ω) ≤ D (‖u‖L2(Ω) + ‖S(u)‖L2(Ω)), ∀ u ∈ (H1(Ω))3.
Next, we introduce the space
Wm([0, T ]× Ω) = {f(t, x) ∈ L2([0, T ]× Ω)|Zαf ∈ L2([0, T ]× Ω), |α| ≤ m}. (2.1)
Then, we have the following Gagliardo-Nirenberg-Moser type inequality whose proof
can be found in [6].
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Lemma 2.2. Let u, v ∈ L∞([0, T ]× Ω) ∩Wm([0, T ]× Ω), we have∫ t
0
‖Zα1uZα2v‖2dτ ≤ D (‖u‖2L∞t,x
∫ t
0
‖v‖2Hmdτ + ‖v‖2L∞t,x
∫ t
0
‖u‖2Hmdτ),
|α1|+ |α2| = m.
Finally, we need the following anistropic Sobolev embedding and trace estimates.
Lemma 2.3 ([18,30]). Let m1 ≥ 0 and m2 ≥ 0 be integers, u ∈ Hm1co (Ω)∩Hm2co (Ω)
and ∇u ∈ Hm2co (Ω). Then we have
‖u‖2L∞(Ω) ≤ D (‖∇u‖m2 + ‖u‖m2)‖u‖m1, m1 +m2 ≥ 3,
|u|2Hs(∂Ω) ≤ D (‖∇u‖m2 + ‖u‖m2)‖u‖m1, m1 +m2 ≥ 2s ≥ 0.
3. A priori estimates
The main aim of this section is to prove the following a priori estimate which is
the crucial step in the proof of Theorem 1.1. For notational convenience, we drop
the superscript ǫ throughout this section.
Theorem 3.1. For m > 6 and a Cm+2 domain Ω, there exists a constant Dm+2 >
0, independent of ǫ ∈ (0, 1] and |ζ| ≤ 1, such that for any sufficiently smooth
solution defined on [0, T ] of the problem (1.5)-(1.11) in Ω, we have
sup
0≤τ≤t
Nm(τ) + ǫ
∫ t
0
(‖∇u‖2Hm + ‖∇2u‖2Hm−1) dτ +
∫ t
0
(‖∇n‖2Hm + ‖∆c‖2Hm
+ ‖∇∆(n, c)‖2Hm−1) dτ ≤ D˜2Dm+2
{
Nm(0) +
(
1 + P (Nm(t))
) ∫ t
0
P (Nm(τ))dτ
}
,
(3.1)
where D˜2 depends only on φ and
Nm(t) := ‖(n, c, u)‖2Hm + ‖∇(n, u)‖2Hm−1 + ‖∇c‖2Hm + ‖∆(n, c)‖2Hm−1 + ‖∇u‖21,∞.
(3.2)
Since the proof of Theorem 3.1 is quite complicated and lengthy, we divided the
proof into the following subsections.
3.1. Conormal Energy Estimates. In this subsection, we first give the basic L2
energy estimates.
Lemma 3.1. For a smooth solution of the problem (1.5)-(1.11), we have
sup
0≤τ≤t
‖u‖2 + ǫ
∫ t
0
‖∇u‖2dτ ≤ D2
(
‖u0‖2 +
∫ t
0
(‖u‖2 + ‖n∇φ‖2) dτ
)
(3.3)
for every ǫ ∈ (0, 1] and |ζ| ≤ 1.
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Proof. Multiplying (1.7) by u, we obtain
(ut, u) + (u · ∇u, u) = ǫ(∆u, u)− (∇p, u)− (n∇φ, u). (3.4)
Due to (1.8), (1.11) and integration by parts, we find
(∇p, u) =
∫
∂Ω
pu · ν dσ −
∫
Ω
p∇ · u dx = 0, (3.5)
(ǫ∆u, u) = 2ǫ(∇ · Su, u) = −2ǫ‖Su‖2 + 2ǫ
∫
∂Ω
((Su) · ν) · u dσ
= −2ǫ‖Su‖2 − 2ǫζ
∫
∂Ω
|uτ |2 dσ. (3.6)
From (3.4)-(3.6) and Lemma 2.1, we can obtain (3.3). 
Next, we give the basic L2 energy estimate for (n, c).
Lemma 3.2. For a smooth solution of the problem (1.5)-(1.11), we have
sup
0≤τ≤t
‖n‖2 +
∫ t
0
‖∇n‖2dτ ≤ D2
(
‖n0‖2 +
∫ t
0
‖n∇c‖2 dτ
)
(3.7)
for every ǫ ∈ (0, 1] and |ζ| ≤ 1.
Proof. Multiplying (1.5) by n, we obtain
(nt, n) + (u · ∇n, n) = (∆n, n)− (∇ · (n∇c), n). (3.8)
Due to (1.8)-(1.11) and integration by parts, we find
(u · ∇n, n) = 0, (∆n, n) = −‖∇n‖2, (∇ · (n∇c), n) = −(n∇c,∇n). (3.9)
Based on (3.9) and Young’s inequality, we can obtain (3.7). 
Similar to Lemma 3.2, we can easily get the following Lemma, the proof being
omitted.
Lemma 3.3. For a smooth solution of the problem (1.5)-(1.11), we have
sup
0≤τ≤t
‖c‖2 +
∫ t
0
‖∇c‖2dτ ≤ D2
(
‖c0‖2 +
∫ t
0
‖√nc‖2 dτ
)
(3.10)
for every ǫ ∈ (0, 1] and |ζ| ≤ 1.
Now, we turn to the higher order energy estimates of (n, c, u). Set
M(t) := sup
0≤τ≤t
{‖u‖2H1,∞ + ‖∇(c, u)‖2H1,∞ + ‖(n, c)‖2W 2,∞ + ‖∇∆c‖2L∞}. (3.11)
Lemma 3.4. For every m ≥ 0, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
‖u‖2Hm + ǫ
∫ t
0
‖∇u‖2Hmdτ
≤Dm+2
{
‖u0‖2Hm +
∫ t
0
(‖∇2p1‖Hm−1‖u‖Hm + ǫ−1(‖∇p2‖2Hm−1 + ‖p2‖2Hm−1))dτ
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+
(
1 + P (M(t))
) ∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1)dτ + ∫ t
0
‖n∇φ‖2Hmdτ
}
, (3.12)
where the pressure p := p1 + p2. Here, p1 is the“Euler” part of the pressure which
solves  ∆p1 = −∇ · (u · ∇u)−∇ · (n∇φ) in Ω,∂νp1 = −(u · ∇u) · ν − n∇φ · ν on ∂Ω (3.13)
and pǫ2 is the “Navier-Stokes” part of the pressure which solves ∆p2 = 0 in Ω,∂νp2 = ǫ∆u · ν on ∂Ω. (3.14)
Note that here we use the convention that ‖ · ‖Hm = 0 for m < 0.
Proof. The estimate for m = 0 has been given in Lemma 3.1. Now we assume that
Lemma 3.2 holds for |α| ≤ m − 1 and prove that it is still ture for |α| = m. We
apply Zα to (1.7) for |α| = m to obtain
Zαut + u · ∇Zαu+ Zα∇p = ǫZα∆u −Zα(n∇φ) + C1, (3.15)
where
C1 := −[Zα, u · ∇]u = −
∑
|β|≥1,β+γ=α
Dβ,γZβ(u) · Zγ∇u− u · [Zα,∇]u.
Multiplying (3.15) by Zαu and integrating by parts, we have
1
2
d
dt
‖Zαu‖2 + (Zα∇p,Zαu) = ǫ(Zα∆u,Zαu)− (Zα(n∇φ),Zαu) + (C1,Zαu).
(3.16)
First, we estimate the first term in the right-hand side of (3.16). We obtain
ǫ
∫
Ω
Zα∆u · Zαu dx = 2ǫ
∫
Ω
(∇ · ZαSu) · Zαu dx+ 2ǫ
∫
Ω
([Zα,∇·]Su) · Zαu dx.
(3.17)
Now, by integrating by parts, we get from the first term in the right-hand side of
(3.17) that
ǫ
∫
Ω
(∇ · ZαSu) · Zαu dx =− ǫ
∫
Ω
ZαSu · ∇Zαu dx+ ǫ
∫
∂Ω
((ZαSu) · ν) · Zαu dσ
=− ǫ‖S(Zαu)‖2 − ǫ
∫
Ω
[Zα, S]u · ∇Zαu dx
+ ǫ
∫
∂Ω
((ZαSu) · ν) · Zαu dσ. (3.18)
Thanks to Lemma 2.1, there exists a d0 > 0 such that
ǫ
∫
Ω
(∇ · ZαSu)·Zαu dx ≤ −d0ǫ‖∇(Zαu)‖2 +Dm+2‖u‖2Hm
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+Dm+2ǫ‖∇Zαu‖‖∇u‖Hm−1 + ǫ
∫
∂Ω
((ZαSu) · ν) · Zαu dσ.
(3.19)
It remains to estimate the boundary term of (3.19). Before we treat the boundary
term, we have the following observations. Due to the Navier boundary condition
(1.24), we get
|Π∂ν∂α0t u|Hm(∂Ω) ≤ |θ(∂α0t u)|Hm(∂Ω) + 2ζ|Π∂α0t u|Hm(∂Ω) ≤ D |∂α0t u|Hm(∂Ω).
(3.20)
To estimate the normal part of ∂νu, we can use the divergence free condition to
write
∇ · ∂α0t u = ∂ν∂α0t u · ν + (Π∂y1∂α0t u)1 + (Π∂y2∂α0t u)2. (3.21)
Hence, we easily get
|∂ν∂α0t u · ν|Hm−1(∂Ω) ≤ D |∂α0t u|Hm(∂Ω). (3.22)
From (3.20) and (3.22), we have
|∇∂α0t u|Hm−1(∂Ω) ≤ D |∂α0t u|Hm(∂Ω). (3.23)
Thanks to u · n = 0 on the boundary, we immediately obtain that
|(Zαu) · n|H1(∂Ω) ≤ D |∂α0t u|Hm−|α0|(∂Ω), |α| = m. (3.24)
Now we return to deal with the boundary term of (3.19) as follows
ǫ
∫
∂Ω
((ZαSu) · ν) · Zαu dσ =ǫ
∫
∂Ω
Zα(Π(Su · ν)) · ΠZαu dσ
+ ǫ
∫
∂Ω
Zα(∂νu · ν)Zαu · ν dσ + Cb,
where
Cb := ǫ
∫
∂Ω
[Zα,Π](Su · ν) · ΠZαu dσ + ǫ
∫
∂Ω
[Zα, ν](Suǫ · ν)Zαu · ν dσ
+ ǫ
∑
β+γ=α,γ 6=0
Dβ,γ
∫
∂Ω
(ZβSu · Zγν) · Zαu dσ.
Thanks to the Navier boundary condition (1.11), we can easily get∣∣∣ǫ ∫
∂Ω
Zα(Π(Su · ν)) ·ΠZαu dσ
∣∣∣ ≤ ǫDm+2 |∂α0t u|2Hm−|α0|(∂Ω). (3.25)
We also note that Zαu · n and Cb with α = α0 vanish, so we assume α 6= α0. From
(3.23), we obtain that
|Cb| ≤ ǫDm+2 |∇∂α0t u|Hm−1−|α0|(∂Ω)|∂α0t u|Hm−|α0|(∂Ω)
≤ ǫDm+2 |∂α0t u|2Hm−|α0|(∂Ω). (3.26)
By integrating by parts along the boundary, we have that∣∣∣ǫ ∫
∂Ω
Zα(∂νu · ν)Zαu · ν dσ
∣∣∣ ≤ ǫD |∂ν∂α0t u · ν|Hm−1−|α0 |(∂Ω)|Zαu · ν|H1(∂Ω)
INCOMPRESSIBLE CHEMOTAXIS-NAVIER-STOKES SYSTEM 13
≤ ǫD |∂α0t u|2Hm−|α0|(∂Ω). (3.27)
Hence, we get from (3.19) and (3.25)-(3.27) that
ǫ
∫
Ω
(∇ · ZαSu) · Zαu dσ ≤ Dm+2 (‖u‖2Hm + ǫ‖∇Zαu‖‖∇u‖Hm−1
+ ǫ|∂α0t u|2Hm−|α0|(∂Ω))− d0ǫ‖∇(Zαu)‖2. (3.28)
Next, we deal with the second term of the right-hand side of (3.17), i.e.
ǫ
∫
Ω([Zα,∇·]Su) · Zαu dx. We can expand it as a sum of terms under the form
ǫ
∫
Ω
βk∂k(Z α˜Su) · Zαu dx, |α˜| ≤ m− 1.
By using integrations by parts and (3.23), we have
ǫ
∣∣∣ ∫
Ω
βk∂k(Z α˜Su) · Zαu dx
∣∣∣ ≤ Dm+2 ǫ(‖∇u‖Hm‖∇u‖Hm−1 + ‖u‖2Hm
+ |∂α0t u|2Hm−|α0|(∂Ω)
)
. (3.29)
Consequently, from (3.28) and (3.29), we get
ǫ
∣∣∣ ∫
Ω
Zα∆u · Zαu dx
∣∣∣ ≤ Dm+2 {‖u‖2Hm + ǫ‖∇u‖Hm‖∇u‖Hm−1
+ ǫ|∂α0t u|2Hm−|α0|(∂Ω)
}− d0ǫ‖∇(Zαu)‖2. (3.30)
Second, we estimate the term involving the pressure p in (3.16). We note that
(Zα∇p,Zαu) with α = α0 vanishes, so we deal with the case of α 6= α0.∣∣∣ ∫
Ω
Zα∇p · Zαu dx
∣∣∣ ≤‖∇2p1‖Hm−1‖u‖Hm + ∣∣∣ ∫
Ω
Zα∇p2 · Zαu dx
∣∣∣. (3.31)
Now, we focus on the last term in (3.31). By integrating by parts, we obtain that∣∣∣ ∫
Ω
Zα∇p2 · Zαu dx
∣∣∣ ≤ Dm+2 (‖∇p2‖Hm−1‖u‖Hm + ‖∇p2‖Hm−1‖∇Zαu‖
+
∣∣∣ ∫
∂Ω
Zαp2Zαu · ν dσ
∣∣∣). (3.32)
By integrating by parts along the boundary and Lemma 2.3, we get∣∣∣ ∫
∂Ω
Zαp2Zαu · ν dσ
∣∣∣
≤Dm+2 |Z α˜p2|L2(∂Ω)|Zαu · ν|H1(∂Ω)
≤Dm+2 (‖∇p2‖Hm−1 + ‖p2‖Hm−1)(‖∇u‖Hm + ‖u‖Hm), (3.33)
where |α˜| = m− 1. From (3.31)-(3.33), we get∣∣∣ ∫
Ω
Zα∇p · Zαu dx
∣∣∣ ≤Dm+2 ‖∇2p1‖Hm−1‖u‖Hm +Dm+2 (‖∇p2‖Hm−1
+ ‖p2‖Hm−1)(‖∇u‖Hm + ‖u‖Hm). (3.34)
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Finally, we estimate the commutator term. By using Lemma 2.2, we have∫ t
0
‖C1‖2dτ ≤
∑
|β|≥1,β+γ=α
Dβ,γ
∫ t
0
‖Zβ(u) · Zγ∇u‖2 dτ +
∫ t
0
‖u · [Zα,∇]u‖2 dτ
≤D
{
‖Zu‖2L∞x,t
∫ t
0
‖∇u‖2Hm−1dτ + ‖∇u‖2L∞x,t
∫ t
0
‖Zu‖2Hm−1dτ
+ ‖u‖2L∞x,t
∫ t
0
‖∇u‖2Hm−1dτ
}
≤Dm+1M(t)
∫ t
0
(‖∇u‖2Hm−1 + ‖u‖2Hm)dτ, (3.35)
Consequently, from (3.30), (3.34)-(3.35), Lemma 2.3, Young’s inequality and the
assumptions with respect to |α| ≤ m − 1, we get (3.12). This ends the proof of
Lemma 3.2. 
Next, we give the higher order estimate of (n, c).
Lemma 3.5. For every m ≥ 0, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
(‖(n, c)‖2Hm) + d
∫ t
0
‖∇(n, c)‖2Hmdτ
≤Dm+2
{
‖(n0, c0‖2Hm +
(
1 + P (M(t))
) ∫ t
0
(‖(n, c, u)‖2Hm + ‖∇c‖2Hm
+ ‖∇n‖2Hm−1 + ‖∇2c‖2Hm−1
)
dτ + δ
∫ t
0
‖∇2n‖2Hm−1dτ
}
, (3.36)
where δ > 0 is a small enough constant.
Proof. The estimate for m = 0 has been given in Lemmas 3.2 and 3.3. Now we
assume that Lemma 3.5 holds for |α| ≤ m − 1 and prove that it is still true for
|α| = m. We apply Zα to (1.5) for |α| = m to obtain that
Zαnt + u · ∇Zαn = Zα∆n−Zα(∇ · (n∇c)) + C2, (3.37)
where
C2 := −[Zα, u · ∇]n = −
∑
|β|≥1,β+γ=α
Dβ,γZβ(u) · Zγ∇n− u · [Zα,∇]n.
Multiplying (3.37) by Zαn and integrating by parts, we have
1
2
d
dt
‖Zαn‖2 = (Zα∆n,Zαn)− (Zα(∇ · (n∇c)),Zαn) + (C2,Zαn). (3.38)
First, we estimate the first term in the right-hand side of (3.38). By integrating
by parts, we get∫
Ω
Zα∆nZαn dx =
∫
Ω
∇ · (Zα∇n)Zαn dx+
∫
Ω
[Zα,∇·]∇nZαn dx
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=−
∫
Ω
Zα∇n∇Zαn dx+
∫
Ω
[Zα,∇·]∇nZαn dx
+
∫
∂Ω
ν · Zα∇nZαn dσ. (3.39)
Thanks to Lemma 2.3, there exists a constant d > 0 such that∫
Ω
Zα∆nZαn dx ≤ −d‖∇n‖2Hm +DδDm+2(‖n‖2Hm + ‖∇n‖2Hm−1) + δ‖∇2n‖2Hm−1 .
(3.40)
Next, we deal with the second term in the right-hand side of (3.38). By inte-
grating by parts, we get
−
∫
Ω
Zα(∇ · (n∇c))Zαn dx =
∫
Ω
Zα(n∇c)∇Zαn dx−
∫
Ω
[Zα,∇·](n∇c)Zαn dx
−
∫
∂Ω
ν · Zα(n∇c)Zαn dσ. (3.41)
For the last term of (3.41), by using Lemmas 2.2 and 2.3, and (1.10), we obtain
that∣∣∣ ∫ t
0
∫
∂Ω
ν · Zα(n∇c)Zαn dσdτ
∣∣∣ ≤DδDm+2(1 +M(t))∫ t
0
{‖n‖2Hm + ‖∇(n, c)‖2Hm−1
+ ‖∇2c‖2Hm−1
}
dτ + δ
∫ t
0
‖∇n‖2Hm dτ. (3.42)
For the commutator term in (3.41), we can expand it as a sum of terms under the
form ∫
Ω
βk∂kZ α˜(n∇c)Zαn dx, |α˜| ≤ m− 1.
By using Lemma 2.2, we easily get that∣∣∣ ∫ t
0
∫
Ω
[Zα,∇·](n∇c)Zαn dxdτ
∣∣∣ ≤ Dm+1M(t)∫ t
0
(‖n‖2Hm + ‖∇(n, c)‖2Hm−1
+ ‖∇2c‖2Hm−1)dτ. (3.43)
Also, by using Lemma 2.2, we obtain that∣∣∣ ∫ t
0
∫
Ω
Zα(n∇c)∇Zαn dxdτ
∣∣∣ ≤DδDm+2M(t)∫ t
0
(‖n‖2Hm + ‖∇c‖2Hm)dτ
+ δ
∫ t
0
‖∇n‖2Hmdτ. (3.44)
Therefore, from (3.42)-(3.44), we get that∣∣∣ ∫ t
0
∫
Ω
Zα(∇ · (n∇c))Zαn dxdτ
∣∣∣
≤DδDm+2(1 +M(t))
∫ t
0
(‖n‖2Hm + ‖∇n‖2Hm−1
+ ‖∇c‖2Hm + ‖∇2c‖2Hm−1
)
dτ + δ
∫ t
0
‖∇n‖2Hmdτ. (3.45)
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Finally, we estimate the commutator term in (3.38). Similar to (3.35), by using
Lemma 2.2, we have∣∣∣ ∫ t
0
∫
Ω
C2Zαn dxdτ
∣∣∣ ≤Dm+1M(t)∫ t
0
(‖(n, u)‖2Hm + ‖∇n‖2Hm−1)dτ. (3.46)
Similar to n, we apply Zα to (1.6) for |α| = m to obtain
Zαct + u · ∇Zαc = Zα∆c−Zα(nc)) + C3, (3.47)
where
C3 := −[Zα, u · ∇]c.
Multiplying (3.47) by Zαc and integrating by parts, we have
1
2
d
dt
‖Zαc‖2 = (Zα∆c,Zαc)− (Zα(nc),Zαc) + (C3,Zαc). (3.48)
By using Lemma 2.2, we can easily obtain∣∣∣ ∫ t
0
∫
Ω
Zα(nc)Zαc dxdτ
∣∣∣ ≤ Dm+2M(t)∫ t
0
(‖n‖2Hm + ‖c‖2Hm) dτ. (3.49)
Similar to (3.40) and (3.46), we can directly get∫
Ω
Zα∆cZαc dx ≤ −d‖∇c‖2Hm +DδDm+2(‖c‖2Hm + ‖∇c‖2Hm−1) + δ‖∇2c‖2Hm−1 ,
(3.50)∣∣∣ ∫ t
0
∫
Ω
C3Zαc dxdτ
∣∣∣ ≤ Dm+1M(t)∫ t
0
(‖(c, u)‖2Hm + ‖∇c‖2Hm−1)dτ. (3.51)
Consequently, from (3.40), (3.45)-(3.46), (3.49)-(3.51), and the assumptions with
respect to |α| ≤ m− 1, we get (3.36). This ends the proof of Lemma 3.5. 
3.2. Conormal Energy Estimates for ∇n and ∇c. In this subsection, we shall
give some uniform estimates to ‖∇n‖Hm−1 and ‖∇c‖Hm . First, we deal with ∇n.
We have
Lemma 3.6. For every m ≥ 1, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
‖∇n‖2Hm−1 +
∫ t
0
‖∆n‖2Hm−1dτ
≤Dm+2
{
‖∇n0‖2Hm−1 + δ
∫ t
0
‖∇∆n‖2Hm−2dτ + δ
∫ t
0
‖∇∆c‖2Hm−1dτ
+Dδ
(
1 + P (M(t))
) ∫ t
0
(‖(n, u)‖2Hm−1 + ‖∇(n, c, u)‖2Hm−1
+ ‖∇2(n, c)‖2Hm−1
)
dτ
}
, (3.52)
where δ > 0 is a small enough constant.
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Proof. Multiplying (1.5) by ∆n yields that∫
Ω
nt∆n dx+
∫
Ω
u · ∇n∆n dx =
∫
Ω
∆n∆n dx−
∫
Ω
∇ · (n∇c)∆n dx. (3.53)
Integrating by parts and using the boundary condition (1.10), we obtain that∫
Ω
nt∆n dx = −1
2
d
dt
∫
Ω
|∇n|2 dx. (3.54)
Furthermore, by using Young’s inequality, we get
sup
0≤τ≤t
‖∇n‖2 +
∫ t
0
‖∆n‖2 dτ ≤ D
{
‖∇n0‖2 +M(t)
∫ t
0
(‖∇n‖2 + ‖n‖2) dτ
}
.
Hence, the case of |α| = 1 is true.
Next, we consider the higher order estimates. Assume that (3.52) has been
proved for |α| ≤ m − 2, we need to prove it holds for |α| = m − 1. By applying
Zα∇ with |α| = m− 1 to (1.5), we obtain that
Zα∇nt − Zα∇∆n = −Zα∇(∇n · ∇c)−Zα∇(n∆c)−Zα∇(u · ∇n). (3.55)
Multiplying (3.55) by Zα∇n leads to
1
2
d
dt
∫
Ω
|Zα∇n|2 dx−
∫
Ω
Zα∇∆nZα∇n dx
=−
∫
Ω
Zα∇(∇n · ∇c)Zα∇n dx−
∫
Ω
Zα∇(n∆c)Zα∇n dx
−
∫
Ω
Zα∇(u · ∇n)Zα∇n dx.
By using integration by parts and the boundary condition (1.10), we obtain that
−
∫
Ω
Zα∇∆nZα∇n dx
= −
∫
∂Ω
Zα∆nZα∇n · ν dσ +
∫
Ω
|div (Zα∇n)|2 dx
+
∫
Ω
[Zα, div ]∇ndiv (Zα∇n) dx−
∫
Ω
[Zα,∇]∆n · Zα∇n dx.
Hence, we have
1
2
d
dt
∫
Ω
|Zα∇n|2 dx+
∫
Ω
|div (Zα∇n)|2 dx
=−
∫
Ω
Zα∇(∇n · ∇c)Zα∇n dx−
∫
Ω
Zα∇(n∆c)Zα∇n dx
−
∫
Ω
Zα∇(u · ∇n)Zα∇n dx+
∫
∂Ω
Zα∆nZα∇n · ν dσ
−
∫
Ω
[Zα, div ]∇ndiv (Zα∇n) dx+
∫
Ω
[Zα,∇]∆n · Zα∇n dx. (3.56)
First, applying Young’s inequality, we can easily arrive at∣∣∣ ∫ t
0
∫
Ω
[Zα, div ]∇ndiv (Zα∇n) dxdτ −
∫ t
0
∫
Ω
[Zα,∇]∆n · Zα∇n dxdτ
∣∣∣
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≤ δ
∫ t
0
‖∇∆n‖2Hm−2dτ + δ
∫ t
0
‖div (Zα∇n)‖2dτ
+DδDm+1
( ∫ t
0
‖∇2n‖2Hm−2dτ +
∫ t
0
‖∇n‖2Hm−1dτ
)
. (3.57)
Next, using Lemma 2.2, we have∣∣∣ ∫ t
0
∫
Ω
Zα∇(∇n · ∇c)Zα∇n dxdτ
∣∣∣
≤Dm+2P (M(t))
∫ t
0
(‖∇n‖2Hm−1 + ‖∇c‖2Hm−1 + ‖∇2n‖2Hm−1 + ‖∇2c‖2Hm−1) dτ.
(3.58)
Furthermore, based on Lemma 2.2 and Young’s inequality, we obtain∣∣ ∫ t
0
∫
Ω
Zα∇(n∆c)Zα∇n dxdτ ∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1 dτ +DδDm+2P (M(t))
×
∫ t
0
(‖∇n‖2Hm−1 + ‖∆c‖2Hm−1 + ‖n‖2Hm−1) dτ. (3.59)
Now, we turn to estimate the boundary term in (3.56). Note that when |α0| =
m − 1 or |α13| 6= 0, this term vanishes. So we can integrate by parts along the
boundary to deduce that∣∣ ∫ t
0
∫
∂Ω
Zα∆nZα∇n · ν dσdτ ∣∣ ≤ ∫ t
0
|∂α0t Zβy∆n|L2(∂Ω)|Zα∇n · ν|H1(∂Ω)dτ,
(3.60)
where |β| = m− |α0| − 1. Due to Lemma 2.3, we arrive at
|∂α0t Zβy∆n|L2(∂Ω) ≤ Dm+2
(‖∇∆n‖ 12Hm−2 + ‖∆n‖ 12Hm−2)‖∆n‖ 12Hm−2 . (3.61)
With the help of the boundary condition (1.10) and Lemma 2.3, we have
|Zα∇n · ν|H1(∂Ω) ≤ Dm+2(‖∇2n‖
1
2
Hm−1 + ‖∇n‖
1
2
Hm−1)‖∇n‖
1
2
Hm−1 . (3.62)
Based on (3.60)-(3.62) and Young’s inequality, we can get∣∣ ∫ t
0
∫
∂Ω
Zα∆nZα∇n · ν dσdτ ∣∣ ≤ δ ∫ t
0
‖∇∆n‖2Hm−2 dτ +DδDm+2
∫ t
0
(‖∇n‖2Hm−1
+ ‖∇2n‖2Hm−1) dτ. (3.63)
Finally, we deal with the term involving u in (3.56). Integrating by parts leads
to that ∫
Ω
Zα∇(u · ∇n)Zα∇n dx
=
∫
∂Ω
Zα(u · ∇n)Zα∇n · ν dx+
∫
Ω
Zα(u · ∇n)div (Zα∇n) dx
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+
∫
Ω
[Zα,∇](u · ∇n)Zα∇n dx. (3.64)
By using Lemmas 2.2 and 2.3, we get∣∣∣ ∫ t
0
∫
∂Ω
Zα(u · ∇n)Zα∇n · ν dxdτ
∣∣∣
≤Dm+2(1 + P (M(t)))
∫ t
0
(‖∇2n‖2Hm−1 + ‖∇n‖2Hm−1 + ‖u‖2Hm−1 + ‖∇u‖2Hm−1) dτ.
(3.65)
Applying Young’s inequality and Lemma 2.2, we obtain that∣∣∣ ∫ t
0
∫
Ω
Zα(u · ∇n)div (Zα∇n) dxdτ +
∫ t
0
∫
Ω
[Zα,∇](u · ∇n)Zα∇n dxdτ
∣∣∣
≤ δ
∫ t
0
‖div (Zα∇n)‖2 dτ +DδDm+2P (M(t))
∫ t
0
(‖∇n‖2Hm−1 + ‖∇2n‖2Hm−2
+ ‖u‖2Hm−2 + ‖∇u‖2Hm−2
)
dτ. (3.66)
Combination of (3.64)-(3.66) yields that∣∣∣ ∫ t
0
∫
Ω
Zα∇(u · ∇n)Zα∇n dxdτ
∣∣∣
≤ δ
∫ t
0
‖div (Zα∇n)‖2 dτ +Dm+2(1 + P (M(t)))
×
∫ t
0
(‖∇2n‖2Hm−1 + ‖∇n‖2Hm−1 + ‖u‖2Hm−1 + ‖∇u‖2Hm−1) dτ. (3.67)
Based on the elliptic regularity results with Neumann boundary condition, we
obtain that
‖∇2n‖2Hm−1 ≤ Dm+2(‖∇n‖2Hm−1 + ‖∆n‖2Hm−1). (3.68)
Consequently, the combination of (3.56)-(3.58), (3.63), (3.67)-(3.68) and the
inductive assumption yield (3.52). Therefore, we complete the proof of Lemma
3.6. 
Next, we give the uniform estimate to ∇c.
Lemma 3.7. For every m ≥ 0, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
‖∇c‖2Hm +
∫ t
0
‖∆c‖2Hmdτ
≤Dm+2
{
‖∇c0‖2Hm + δ
∫ t
0
‖∇∆c‖2Hm−1dτ + δ
∫ t
0
‖∇n‖2Hmdτ
+Dδ
(
1 + P (M(t))
) ∫ t
0
(‖(n, c, u)‖2Hm + ‖∇c‖2Hm + ‖∇u‖2Hm−1
+ ‖∇2c‖2Hm−1
)
dτ
}
, (3.69)
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where δ > 0 is a small enough constant.
Proof. Multiplying (1.6) by ∆n yields that∫
Ω
ct∆c dx+
∫
Ω
u · ∇c∆c dx =
∫
Ω
∆c∆c dx−
∫
Ω
nc∆c dx. (3.70)
Integration by parts and the boundary condition (1.10) lead to∫
Ω
ct∆c dx = −1
2
d
dt
∫
Ω
|∇c|2 dx. (3.71)
By using Young’s inequality, we arrive at
sup
0≤τ≤t
‖∇c‖2 +
∫ t
0
‖∆c‖2 dτ ≤ D
{
‖∇c0‖2 +M(t)
∫ t
0
(‖∇c‖2 + ‖c‖2) dτ
}
. (3.72)
Hence, (3.69) holds in the case of |α| = 0.
Next, we deal with the higher order estimates. Assume that (3.69) has been
proved for |α| ≤ m − 1, we need to show it still holds for |α| = m. By applying
Zα∇ with |α| = m to (1.6), we obtain that
Zα∇ct −Zα∇∆n = −Zα∇(nc)− Zα∇(u · ∇c). (3.73)
By multiplying (3.73) by Zα∇c, we obtain that
1
2
d
dt
∫
Ω
|Zα∇c|2 dx −
∫
Ω
Zα∇∆cZα∇c dx =−
∫
Ω
Zα∇(nc)Zα∇c dx
−
∫
Ω
Zα∇(u · ∇c)Zα∇c dx.
By integrating by parts and using the boundary condition (1.10), we obtain that
−
∫
Ω
Zα∇∆cZα∇c dx
=−
∫
∂Ω
Zα∆cZα∇c · ν dσ +
∫
Ω
|div (Zα∇c)|2 dx
+
∫
Ω
[Zα, div ]∇cdiv (Zα∇c) dx−
∫
Ω
[Zα,∇]∆c · Zα∇c dx.
Hence, we have
1
2
d
dt
∫
Ω
|Zα∇c|2 dx+
∫
Ω
|div (Zα∇c)|2 dx
=−
∫
Ω
Zα∇(nc)Zα∇c dx−
∫
Ω
Zα∇(u · ∇c)Zα∇c dx+
∫
∂Ω
Zα∆cZα∇c · ν dσ
−
∫
Ω
[Zα, div ]∇cdiv (Zα∇c) dx +
∫
Ω
[Zα,∇]∆c · Zα∇c dx. (3.74)
First, similar to Lemma 3.6, we can easily arrive at∣∣∣ ∫ t
0
∫
Ω
[Zα, div ]∇cdiv (Zα∇c) dxdτ −
∫ t
0
∫
Ω
[Zα,∇]∆c · Zα∇c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1dτ + δ
∫ t
0
‖div (Zα∇c)‖2dτ
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+DδDm+2
(∫ t
0
‖∇2c‖2Hm−1dτ +
∫ t
0
‖∇c‖2Hmdτ
)
. (3.75)
Next, using Lemma 2.2 and Young’s inequality, we have∣∣∣ ∫ t
0
∫
Ω
Zα∇(nc)Zα∇c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇n‖2Hmdτ +DδDm+2P (M(t))
∫ t
0
(‖c‖2Hm + ‖n‖2Hm + ‖∇c‖2Hm) dτ.
(3.76)
Now, we turn to estimate the boundary term in (3.74). Like in Lemma 3.6, when
|α0| = m− 1 or |α13| 6= 0, this term vanishes. Thus, integrating by parts along the
boundary lead to∣∣ ∫ t
0
∫
∂Ω
Zα∆cZα∇c · ν dσdτ ∣∣ ≤ ∫ t
0
|∂α0t Zβy∆c|L2(∂Ω)|Zα∇c · ν|H1(∂Ω)dτ, (3.77)
where |β| = m− |α0| − 1. By virtue of Lemma 2.3, we arrive at
|∂α0t Zβy∆c|L2(∂Ω) ≤ D(‖∇∆c‖
1
2
Hm−1 + ‖∆c‖
1
2
Hm−1)‖∆c‖
1
2
Hm−1 . (3.78)
Based on the boundary condition (1.10) and Lemma 2.3, we can deduce that
|Zα∇c · ν|H1(∂Ω) ≤ D(‖∇2c‖
1
2
Hm + ‖∇c‖
1
2
Hm)‖∇c‖
1
2
Hm . (3.79)
Combining (3.77)-(3.79) and using Young’s inequality, we can get∣∣∣ ∫ t
0
∫
∂Ω
Zα∆cZα∇c · ν dσdτ
∣∣∣ ≤ δ ∫ t
0
‖∇∆c‖2Hm−1 dτ + δ
∫ t
0
‖∇2c‖2Hm dτ
+DδDm+2
∫ t
0
(‖∇c‖2Hm + ‖∇2c‖2Hm−1) dτ.
(3.80)
Finally, we deal with the term involving u in (3.74). By using integration by
parts, it is easy to deduce that∫
Ω
Zα∇(u · ∇c)Zα∇c dx
=
∫
∂Ω
Zα(u · ∇c)Zα∇c · ν dx+
∫
Ω
Zα(u · ∇c)div (Zα∇c) dx
+
∫
Ω
[Zα,∇](u · ∇c)Zα∇c dx. (3.81)
Similar to (3.60), we can integrate by parts along the boundary to deduce that∣∣∣ ∫
∂Ω
Zα(u · ∇c)Zα∇c · ν dx
∣∣∣ ≤ D|∂α0t Zβy (u · ∇c)|L2(∂Ω)|Zα∇c · ν|H1∂Ω, (3.82)
where |β| = m− |α0| − 1. Applying Lemma 2.3, we arrive at
|∂α0t Zβy (u · ∇c)|L2(∂Ω) ≤ D(‖∇(u · ∇c)‖
1
2
Hm−1 + ‖u · ∇c‖
1
2
Hm−1)‖u · ∇c‖
1
2
Hm−1 ,
|Zα∇c · ν|H1∂Ω ≤ D(‖∇2c‖
1
2
Hm + ‖∇c‖
1
2
Hm)‖∇c‖
1
2
Hm .
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By using Lemma 2.2 and Young’s inequality, we obtain that∣∣∣ ∫ t
0
∫
∂Ω
Zα(u · ∇c)Zα∇c · ν dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇2c‖2Hmdτ + (1 + P (M(t)))
×
∫ t
0
(‖∇c‖2Hm + ‖∇2c‖2Hm−1 + ‖u‖2Hm−1 + ‖∇u‖2Hm−1) dτ. (3.83)
In view of Young’s inequality, we can get∣∣∣ ∫ t
0
∫
Ω
Zα(u · ∇c)div (Zα∇c) dxdτ +
∫ t
0
∫
Ω
[Zα,∇](u · ∇c)Zα∇c dxdτ
∣∣∣
≤ δ
∫ t
0
‖div (Zα∇c)‖2 dτ +D(1 + P (M(t)))
∫ t
0
(‖∇c‖2Hm + ‖∇2c‖2Hm−1
+ ‖u‖2Hm + ‖∇u‖2Hm−1
)
dτ. (3.84)
The combination of (3.83) and (3.84) yields that∣∣∣ ∫ t
0
∫
Ω
Zα∇(u · ∇c)Zα∇c dxdτ
∣∣∣
≤ δ
∫ t
0
‖div (Zα∇c)‖2 dτ + δ
∫ t
0
‖∇2c‖2Hmdτ +Dm+2
(
1 + P (M(t))
)
×
∫ t
0
(‖∇c‖2Hm + ‖∇2c‖2Hm−1 + ‖u‖2Hm + ‖∇u‖2Hm−1) dτ (3.85)
Consequently, based on (3.68), (3.75), (3.76), (3.80), (3.85) and the inductive
assumption yield (3.69). Therefore, we complete the proof of Lemma 3.7. 
3.3. Conormal Energy Estimates for ∆n and ∆c. In this subsection, we can
establish some uniform estimates for ‖∆n‖Hm−1 and ‖∆c‖Hm−1. We have the fol-
lowing uniform estimate with respect to n.
Lemma 3.8. For every m ≥ 1, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
‖∆n‖2Hm−1 +
∫ t
0
‖∇∆n‖2Hm−1dτ
≤Dm+2
{
‖∆n0‖2Hm−1 +
(
1 + P (M(t))
) ∫ t
0
(‖(n, c, u)‖2Hm−1
+ ‖∇(n, u)‖2Hm−1 + ‖∇c‖2Hm + ‖∇2(n, c)‖2Hm−1
)
dτ
}
. (3.86)
Proof. Applying ∇ to the equation (1.5) gives
∇nt +∇(u · ∇n) = ∇∆n−∇(n∆c)−∇(∇n · ∇c). (3.87)
By multiplying (3.87) by ∇∆n and integrating over Ω, we obtain that
−
∫
Ω
∇nt · ∇∆n dx+
∫
Ω
|∇∆n|2 dx
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=
∫
Ω
∇(u · ∇n) · ∇∆n dx+
∫
Ω
∇(n∆c) · ∇∆n dx
+
∫
Ω
∇(∇n · ∇c) · ∇∆n dx. (3.88)
By using the integration by parts and the boundary condition (1.10), we get
−
∫
Ω
∇nt · ∇∆n dx = 1
2
d
dt
∫
Ω
|∆n|2 dx. (3.89)
In view of Young’s inequality, we obtain that∣∣∣ ∫ t
0
∫
Ω
∇(u · ∇n) · ∇∆n−∇(n∆c) · ∇∆n−∇(∇n · ∇c) · ∇∆n dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆n‖2 dτ +DδM(t)
∫ t
0
(‖n‖2 + ‖∇n‖2 + ‖∇2n‖2) dτ, (3.90)
where δ is a small enough constant. Therefore, based on (3.88)-(3.90), (3.86) holds
for m = 1.
Now, we turn to do higher order uniform estimates. Assume that (3.86) has been
proved for |α| ≤ m− 2, we need to show that it holds for |α| = m− 1. By applying
Zα with |α| = m− 1 to (3.87), we obtain that
Zα∇nt + Zα∇(u · ∇n) = Zα∇∆n−Zα∇(n∆c)−Zα∇(∇n · ∇c). (3.91)
Multiplying (3.91) by ∇Zα∆n, we get
−
∫
Ω
Zα∇nt · ∇Zα∆n dx+
∫
Ω
Zα∇∆n · ∇Zα∆n dx
=
∫
Ω
Zα∇(u · ∇n) · ∇Zα∆n dx+
∫
Ω
Zα∇(n∆c) · ∇Zα∆n dx
+
∫
Ω
Zα∇(∇n · ∇c) · ∇Zα∆n dx. (3.92)
Due to integration by parts, we have
−
∫
Ω
Zα∇nt · ∇Zα∆n dx =1
2
d
dt
∫
Ω
|Zα∆n|2 dx−
∫
∂Ω
ν · Zα∇nǫtZα∆n dσ
−
∫
Ω
[Zα,∇·]∇ntZα∆n dx, (3.93)∫
Ω
Zα∇∆n · ∇Zα∆n dx =
∫
Ω
|∇Zα∆n|2 dx+
∫
Ω
[Zα,∇]∆n · ∇Zα∆n dx.
(3.94)
Hence, from (3.93) and (3.94), we get
1
2
d
dt
∫
Ω
|Zα∆n|2 dx +
∫
Ω
|∇Zα∆n|2 dx
=
∫
Ω
Zα∇(u · ∇n) · ∇Zα∆n dx+
∫
Ω
Zα∇(n∆c) · ∇Zα∆n dx
+
∫
∂Ω
ν · Zα∇ntZα∆n dσ +
∫
Ω
[Zα,∇·]∇ntZα∆n dx
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−
∫
Ω
[Zα,∇]∆n · ∇Zα∆n dx+
∫
Ω
Zα∇(∇n · ∇c) · ∇Zα∆n dx. (3.95)
First, we deal with the boundary term on the right-hand side of (3.95). Note
that when |α0| = m− 1, this integral vanishes. Hence, we assume |α0| ≤ m− 2. It
is easy to deduce that∣∣ ∫ t
0
∫
∂Ω
ν · Zα∇ntZα∆n dσdτ
∣∣ ≤ ∫ t
0
|ν · Zα∇nt|L2(∂Ω)|Zα∆n|L2(∂Ω) dτ. (3.96)
Based on Lemma 2.3 and the boundary condition (1.10), we get
|ν · Zα∇nt|L2(∂Ω) ≤Dm(‖∇2n‖
1
2
Hm−1 + ‖∇n‖
1
2
Hm−1)‖∇n‖
1
2
Hm−1,
|Zα∆n|L2(∂Ω) ≤Dm(‖∇∆n‖
1
2
Hm−1 + ‖∆n‖
1
2
Hm−1)‖∆n‖
1
2
Hm−1.
Therefore, in view of Young’s inequality, we have∣∣ ∫ t
0
∫
∂Ω
ν · Zα∇ntZα∆n dσdτ
∣∣ ≤ δ ∫ t
0
‖∇∆n‖2Hm−1 dτ +DδDm
∫ t
0
(‖∇2n‖2Hm−1
+ ‖∇n‖2Hm−1
)
dτ. (3.97)
Next, we can use Young’s inequality to get the following estimate directly,∣∣∣ ∫ t
0
∫
Ω
[Zα,∇]∆n · ∇Zα∆n dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆n‖2Hm−1 dτ +Dδ
∫ t
0
‖∇∆n‖2Hm−2 dτ. (3.98)
Also, it is easy to deduce that∣∣∣ ∫ t
0
∫
Ω
[Zα,∇·]∇ntZα∆n dxdτ
∣∣∣ ≤ D ∫ t
0
‖∇2n‖2Hm−1 dτ. (3.99)
Furthermore, by virtue of Lemma 2.2 and Young’s inequality, we obtain that∣∣∣ ∫ t
0
∫
Ω
Zα∇(∇n · ∇c) · ∇Zα∆n dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆n‖2Hm−1 dτ +DδP (M(t))
∫ t
0
(‖∇2n‖2Hm−1 + ‖∇n‖2Hm−1
+ ‖∇2c‖2Hm−1 + ‖∇c‖2Hm−1
)
dτ, (3.100)∣∣∣ ∫ t
0
∫
Ω
Zα∇(u · ∇n) · ∇Zα∆n dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆n‖2Hm−1 dτ +DδP (M(t))
∫ t
0
(‖∇n‖2Hm−1 + ‖∇2n‖2Hm−1
+ ‖∇u‖2Hm−1 + ‖u‖2Hm−1
)
dτ. (3.101)
Finally, because we don’t expect that ‖∇∆c‖2Hm−1 appear in the right-hand side
of energy inequality, we deal with
∫
Ω Zα∇(n∆c) · ∇Zα∆n dx with the help of the
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equation (1.6) and Lemma 2.2. We have∣∣∣ ∫ t
0
∫
Ω
Zα∇(n∆c) · ∇Zα∆n dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆n‖2Hm−1 dτ +DδP (M(t))
∫ t
0
(‖(n, c, u)‖2Hm−1
+ ‖∇(n, u)‖2Hm−1 + ‖∇2c‖2Hm−1 + ‖∇c‖2Hm
)
dτ. (3.102)
Consequently, the combination of (3.68), (3.97)-(3.102) and the inductive assump-
tion yield (3.86). Therefore, we complete the proof of Lemma 3.8. 
Now, we turn to the estimate ‖∆c‖Hm−1 . We have
Lemma 3.9. For every m ≥ 1, a smooth solution of the problem (1.5)-(1.11)
satisfies the estimate
sup
0≤τ≤t
‖∆c‖2Hm−1 +
∫ t
0
‖∇∆c‖2Hm−1dτ
≤Dm+2
{
‖∆c0‖2Hm−1 +
(
1 + P (M(t))
) ∫ t
0
(‖(n, c, u)‖2Hm−1
+ ‖∇(n, c, u)‖2Hm−1 + ‖∇2c‖2Hm−1
)
dτ
}
. (3.103)
Proof. Applying ∇ to the equation (1.6) gives
∇ct +∇(u · ∇c) = ∇∆c−∇(nc). (3.104)
By multiplying (3.104) by ∇∆c and integrating over Ω, we get
−
∫
Ω
∇ct · ∇∆c dx +
∫
Ω
|∇∆c|2 dx =
∫
Ω
∇(u · ∇c) · ∇∆c dx+
∫
Ω
∇(nc) · ∇∆c dx.
(3.105)
Integrating by parts and using the boundary condition (1.10) yield
−
∫
Ω
∇ct · ∇∆c dx = 1
2
d
dt
∫
Ω
|∆c|2 dx. (3.106)
By virtue of Young’s inequality, we get∣∣∣ ∫ t
0
∫
Ω
∇(u · ∇c) · ∇∆c−∇(nc) · ∇∆c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2 dτ +DδM(t)
∫ t
0
(‖c‖2 + ‖∇c‖2 + ‖∇2c‖2) dτ. (3.107)
Therefore, the combination of (3.105)-(3.107) implies that (3.103) holds for m = 1.
Now, we show that (3.103) holds for |α| ≤ m−1 . Assume that (3.103) is proved
for |α| ≤ m− 2, we need to prove it for |α| = m− 1. Applying Zα with |α| = m− 1
to (3.104) gives
Zα∇ct + Zα∇(u · ∇c) = Zα∇∆c−Zα∇(nc). (3.108)
26 ZHIPENG ZHANG
Multiplying (3.108) by ∇Zα∆c, we obtain that
−
∫
Ω
Zα∇ct · ∇Zα∆c dx+
∫
Ω
Zα∇∆c · ∇Zα∆c dx
=
∫
Ω
Zα∇(u · ∇c) · ∇Zα∆c dx+
∫
Ω
Zα∇(nc) · ∇Zα∆c dx. (3.109)
By integrating by parts, we have
−
∫
Ω
Zα∇ct · ∇Zα∆c dx =1
2
d
dt
∫
Ω
|Zα∆c|2 dx−
∫
∂Ω
ν · Zα∇cǫtZα∆c dσ
−
∫
Ω
[Zα,∇·]∇ctZα∆c dx, (3.110)∫
Ω
Zα∇∆c · ∇Zα∆c dx =
∫
Ω
|∇Zα∆c|2 dx +
∫
Ω
[Zα,∇]∆c · ∇Zα∆c dx. (3.111)
From (3.110) and (3.111), we get
1
2
d
dt
∫
Ω
|Zα∆c|2 dx+
∫
Ω
|∇Zα∆c|2 dx
=
∫
Ω
Zα∇(u · ∇c) · ∇Zα∆c dx+
∫
Ω
Zα∇(nc) · ∇Zα∆c dx
+
∫
∂Ω
ν · Zα∇ctZα∆c dσ +
∫
Ω
[Zα,∇·]∇ctZα∆c dx
−
∫
Ω
[Zα,∇]∆c · ∇Zα∆c dx. (3.112)
First, we estimate the boundary term in the right-hand side of (3.112). Note
that when |α0| = m− 1, this integral vanishes. Hence, we assume |α0| ≤ m− 2. It
is easy to deduce that∣∣∣ ∫ t
0
∫
∂Ω
ν · Zα∇ctZα∆c dσdτ
∣∣∣ ≤ ∫ t
0
|ν · Zα∇ct|L2(∂Ω)|Zα∆c|L2(∂Ω) dτ.
Similar to (3.97), by virtue of Lemma 2.3, the boundary condition (1.10) and
Young’s inequality, we get∣∣∣ ∫ t
0
∫
∂Ω
ν · Zα∇ctZα∆c dσdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1 dτ +DδDm
∫ t
0
(‖∇2c‖2Hm−1 + ‖∇c‖2Hm−1) dτ. (3.113)
Next, by using Young’s inequality, we can easy obtain∣∣∣ ∫ t
0
∫
Ω
[Zα,∇]∆c · ∇Zα∆c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1 dτ +Dδ
∫ t
0
‖∇∆c‖2Hm−2 dτ. (3.114)
Also, it is easy to deduce that∣∣∣ ∫ t
0
∫
Ω
[Zα,∇·]∇ctZα∆c dxdτ
∣∣∣ ≤ D ∫ t
0
‖∇2c‖2Hm−1 dτ. (3.115)
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Finally, by virtue of Lemma 2.2 and Young’s inequality, we obtain that∣∣∣ ∫ t
0
∫
Ω
Zα∇(nc) · ∇Zα∆c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1 dτ +DδP (M(t))
∫ t
0
(‖n‖2Hm−1
+ ‖∇n‖2Hm−1 + ‖c‖2Hm−1 + ‖∇c‖2Hm−1
)
dτ, (3.116)∣∣∣ ∫ t
0
∫
Ω
Zα∇(u · ∇c) · ∇Zα∆c dxdτ
∣∣∣
≤ δ
∫ t
0
‖∇∆c‖2Hm−1 dτ +DδP (M(t))
∫ t
0
(‖∇c‖2Hm−1
+ ‖∇2c‖2Hm−1 + ‖∇u‖2Hm−1 + ‖u‖2Hm−1
)
dτ. (3.117)
Consequently, based on (3.68), (3.113)-(3.117) and the inductive assumption, we
can complete the proof of Lemma 3.9. 
It follows from Lemma 3.4 to Lemma 3.9, where δ > 0 is suitably small, that
sup
0≤τ≤t
(‖(n, c, u)‖2Hm + ‖∇n‖2Hm−1 + ‖∇c‖2Hm + ‖∆(n, c)‖2Hm−1)
+ ǫ
∫ t
0
‖∇u‖2Hm dτ +
∫ t
0
(‖∇n‖2Hm + ‖∆c‖2Hm + ‖∇∆(n, c)‖2Hm−1) dτ
≤Dm+2
{
‖(n0, c0, u0)‖2Hm + ‖∇n0‖2Hm−1 + ‖∇c0‖2Hm + ‖∆(n0, c0)‖2Hm−1
+
∫ t
0
(‖∇2p1‖Hm−1‖u‖Hm + ǫ−1(‖∇p2‖2Hm−1 + ‖p2‖2Hm−1))dτ
+
(
1 + P (M(t))
) ∫ t
0
(‖(n, c, u)‖2Hm + ‖∇(n, u)‖2Hm−1 + ‖∇c‖2Hm
+ ‖∆(n, c)‖2Hm−1
)
dτ +
∫ t
0
‖n∇φ‖2Hmdτ
}
. (3.118)
3.4. Normal Derivative Estimates. In this subsection, we provide the estimate
for ‖∇u‖Hm−1. Note that
‖χ∂yiu‖Hm−1 ≤ D ‖u‖Hm for i = 1, 2,
it suffices to estimate ‖χ∂νu‖Hm−1, where χ is compactly supported in one of the
Ωi and with value one in a vicinity of the boundary. We shall thus use the local
coordinates (1.23). Due to (3.21), we immediately obtain that
‖χ∂νu · ν‖Hm−1 ≤ Dm ‖u‖Hm . (3.119)
Thus, it remains to estimate ‖χΠ∂νu‖Hm−1. We define
η := χΠ((∇u + (∇u)t)ν) + 2ζχΠu.
In view of the boundary condition (1.11), we have
η = 0 on ∂Ω.
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Moreover, since η have another form in the vicinity of the boundary ∂Ω:
η = χΠ∂νu+ χΠ(∇(u · ν)−∇ν · u− u× (∇× ν) + 2ζu), (3.120)
we easily get that
‖χΠ∂νu‖Hm−1 ≤Dm+1 (‖η‖Hm−1 + ‖u‖Hm + ‖∂νu · ν‖Hm)
≤Dm+1 (‖η‖Hm−1 + ‖u‖Hm).
Hence, it suffices to estimate ‖η‖Hm−1. We have the following estimates for η.
Lemma 3.10. For every m ≥ 1, we have
sup
0≤τ≤t
‖η‖2Hm−1 + ǫ
∫ t
0
‖∇η‖2Hm−1dτ
≤Dm+2
{
‖u0‖2Hm + ‖∇u0‖2Hm−1 + ǫ−1
∫ t
0
‖∇p2‖2Hm−1dτ + ǫ2
∫ t
0
‖∇u‖2Hm dτ
+
∫ t
0
(‖∇2p1‖Hm−1 + ‖∇p1‖Hm−1)‖η‖Hm−1dτ +
∫ t
0
‖∇2p1‖Hm−1‖u‖Hmdτ
+
∫ t
0
‖∇(n∇φ)‖Hm−1‖η‖Hm−1dτ +
∫ t
0
‖n∇φ‖Hm−1‖u‖Hmdτ
+
(
1 + P (M(t))
) ∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ
}
. (3.121)
Proof. Setting N = ∇u, we get from (1.7) that
Nt − ǫ∆N + u · ∇N = −N 2 −∇2p+∇(n∇φ).
Hence, η solves the equation
ηt − ǫ∆η + u · ∇η = F − 2χΠ(∇2pν), (3.122)
where F := F b + Fχ + Fκ with
F b :=− χΠ(((∇u)2 + ((∇u)t)2)ν)− 2ζχΠ∇p− χΠ((∇(n∇φ))2
− ((∇(n∇φ))t)2)ν),
Fχ :=− ǫ∆χ(ΠSuν + 2ζΠu)− 2ǫ∇χ · ∇(ΠSuν + 2ζΠu) + uǫ · ∇χΠ(Suν + 2ζu),
Fκ :=χ(u · ∇Π)(Suν + 2ζu) + χΠ(Su(u · ∇)ν)− ǫχ(∆Π)(Suν + 2ζu)
− 2ǫχ∇Π · ∇(Suν + 2ζu)− ǫχΠ(Su∆ν + 2∇Su · ∇ν).
Let us start with the case of m = 1. Due to (1.8), we get
1
2
d
dt
‖η‖2 + ǫ
∫
Ω
|∇η|2 dx =
∫
Ω
F · η dx−
∫
Ω
χΠ(∇2pν) · η dx. (3.123)
Now we estimate the right-hand side terms of (3.123). In view of Lemma 2.2, we
easily get∫ t
0
‖F b‖2Hm−1dτ ≤Dm P (M(t))
∫ t
0
‖∇u‖2Hm−1dτ +D
∫ t
0
‖∇(n∇φ)‖2Hm−1dτ
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+Dm
∫ t
0
‖∇p‖2Hm−1 dτ, (3.124)∫ t
0
‖Fχ‖2Hm−1dτ ≤Dm+1
(
1 + P (M(t))
) ∫ t
0
‖u‖2Hmdτ +D ǫ2
∫ t
0
‖∇u‖2Hm dτ,
(3.125)∫ t
0
‖Fκ‖2Hm−1dτ ≤Dm+2
(
1 + P (M(t))
) ∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ
+D ǫ2
∫ t
0
(‖∇u‖2Hm−1 + ‖χ∇2u‖2Hm−1) dτ. (3.126)
Next, we estimate the term involving the pressure p in (3.123). By recalling that
p = p1 + p2, we get∣∣∣ ∫ t
0
∫
Ω
χΠ(∇2pν) · η dxdτ
∣∣∣ ≤ D ∫ t
0
‖∇2p1‖‖η‖dτ +
∣∣ ∫ t
0
∫
Ω
χΠ(∇2p2ν) · η dxdτ
∣∣.
(3.127)
Since η = 0 on the boundary, we can integrate by parts the last term in (3.127) to
obtain ∣∣∣ ∫ t
0
∫
Ω
χΠ(∇2p2ν) · η dxdτ
∣∣∣ ≤ D ∫ t
0
‖∇p2‖(‖∇η‖+ ‖η‖)dτ. (3.128)
Therefore, putting (3.124)-(3.128) into (3.123) and using Young’s inequality , we
obtain that
sup
0≤τ≤t
‖η‖2 + ǫ
∫ t
0
‖∇η‖2dτ
≤D3
{
‖η0‖2 + ǫ−1
∫ t
0
‖∇p2‖2dτ +
∫ t
0
(‖∇2p1‖+ ‖∇p‖+ ‖∇(n∇φ)‖)‖η‖dτ
+ δǫ2
∫ t
0
‖χ∇2u‖2dτ + (1 + P (M(t))) ∫ t
0
(‖u‖2H1 + ‖∇u‖2)dτ
}
. (3.129)
Due to (3.119) and (3.120), we get
ǫ‖χ∇2u‖Hm−1 ≤ Dm+2 ǫ(‖∇η‖Hm−1 + ‖∇u‖Hm + ‖u‖Hm). (3.130)
Furthermore, we have
sup
0≤τ≤t
‖η‖2 + ǫ
∫ t
0
‖∇η‖2dτ
≤D3
{
‖η0‖2 + ǫ−1
∫ t
0
‖∇p2‖2dτ +
∫ t
0
(‖∇2p1‖+ ‖∇p‖+ ‖∇(n∇φ)‖)‖η‖dτ
+ δǫ2
∫ t
0
‖∇u‖2H1dτ +
(
1 + P (M(t))
) ∫ t
0
(‖u‖2H1 + ‖∇u‖2)dτ
}
. (3.131)
Hence, (3.121) holds for m = 1.
Now we assume that Lemma 3.10 is true for |α| ≤ m− 2 and let us consider the
situation of |α| = m− 1. By applying Zα to (3.122), we have
Zαηt − ǫZα∆η + u · ∇Zαη = ZαF −Zα(2χΠ(∇2pν)) + C4, (3.132)
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where
C4 := −[Zα, u · ∇]η.
Multiplying (3.132) by Zαηǫ, we obtain that
1
2
d
dt
‖Zαη‖2 =ǫ
∫
Ω
Zα∆η · Zαη dx− 2
∫
Ω
Zα(χΠ(∇2pν)) · Zαη dx
+
∫
Ω
ZαF · Zαη dx+
∫
Ω
C4 · Zαη dx. (3.133)
First, let us estimate the viscous term. We observe that
ǫ
∫ t
0
∫
Ω
Zα∂iiη · Zαηdxdτ
=− ǫ
∫ t
0
∫
Ω
|∂iZαη|2dxdτ − ǫ
∫ t
0
∫
Ω
[Zα, ∂i]η · ∂iZαηdxdτ
+ ǫ
∫ t
0
∫
Ω
[Zα, ∂i]∂iη · Zαηdxdτ, (3.134)
where i = 1, 2, 3. In order to estimate the last two terms in the right-hand side
of (3.134), we use the structure of the commutator [Zα, ∂i] and the expansion
∂i = β
1∂y1 + β
2∂y2 + β
3∂y3 in the local basis. We have the following expansion
[Zα, ∂i]η =
∑
γ,|γ|≤|α|−1
dγ∂zZγη +
∑
β,|β|≤|α|
dβZβη.
Thus, we have
ǫ
∣∣∣ ∫ t
0
∫
Ω
[Zα, ∂i]η · ∂iZαη dxdτ
∣∣∣
≤Dm ǫ
∫ t
0
‖∇Zm−1η‖(‖∇η‖Hm−2 + ‖η‖Hm−1) dτ, (3.135)
ǫ
∣∣∣ ∫ t
0
∫
Ω
[Zα, ∂i]∂iη · Zαη dxdτ
∣∣∣
≤Dm ǫ
{∫ t
0
‖∇η‖Hm−1‖η‖Hm−1 dτ +
∑
|γ|≤m−2
∣∣∣ ∫ t
0
∫
Ω
Dγ∂zZγ∂iη · Zαη dxdτ
∣∣∣}.
(3.136)
Furthermore, by virtue of Zαηǫ = 0 on ∂Ω and integration by parts, we obtain that
ǫ
∣∣∣ ∫ t
0
∫
Ω
[Zα, ∂i]∂iη · Zαηdxdτ
∣∣∣
≤Dm+1 ǫ
∫ t
0
‖∇η‖Hm−1(‖η‖Hm−1 + ‖∇η‖Hm−2) dτ. (3.137)
Second, we deal with the commutator term C4. Note that
C4 =−
∑
|β|≥1,β+γ=α
2∑
i=1
Dβ,γZβui · Zγ∂yiη
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−
∑
|β|≥1,β+γ=α
Dβ,γZβ(u ·N)Zγ∂zη − u ·N
∑
|β|≤m−2
Dβ∂zZβη. (3.138)
By using Lemma 2.2, we can easily obtain that
∑
|β|≥1,β+γ=α
2∑
i=1
Dβ,γ
∫ t
0
‖Zβui · Zγ∂yiη‖2 dτ
≤Dm+2 P (M(t))
∫ t
0
(‖uǫ‖2Hm + ‖∇uǫ‖2Hm−1) dτ. (3.139)
Since we want to get an estimate independent of ∂zη
ǫ, by using Hardy’s inequality,
we have∑
|β|≤m−2
∫ t
0
‖u ·NDβ∂zZβη‖2dτ ≤
∑
|β|≤m−2
∫ t
0
‖u
ǫ ·N
ϕ(z)
DβZ3Zβη‖2 dτ
≤Dm+2 P (M(t))
∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ.
(3.140)
Also, we note that for |β| ≥ 1, β + γ = α and |α| = m− 1, it holds
Zβ(u ·N)Zγ∂zη = 1
ϕ(z)
Zβ(u ·N) · ϕ(z)Zγ∂zη
=
∑
|β˜|≤β,|γ˜|≤γ
Dβ˜,γ˜Z β˜(
uǫ ·N
ϕ(z)
)Z γ˜(Z3η), (3.141)
where |β˜|+ |γ˜| ≤ m−1, |γ˜| ≤ m−2 and Dβ˜,γ˜ are some smooth bounded coefficient.
By using Hardy’s inequality, we have∑
|β|≥1,β+γ=α
∫ t
0
‖Dβ,γZβ(u ·N)Zγ∂zη‖2 dτ
≤Dm+2 P (M(t))
∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ. (3.142)
Therefore, from (3.139)-(3.142), we get∫ t
0
‖C4‖2dτ ≤Dm+2 P (M(t))
∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1)dτ. (3.143)
Next, it remains to deal with the term involving the pressure p. As above, we
use the split p = p1 + p2 and integrate by parts the term involving p2. We have∣∣∣ ∫ t
0
∫
Ω
Zα(χΠ(∇2pν)) · Zαη dxdτ
∣∣∣
≤Dm+2
∫ t
0
(‖∇2p1‖Hm−1‖η‖Hm−1 + ‖∇p2‖Hm−1(‖∇η‖Hm−1 + ‖η‖Hm−1)) dτ.
(3.144)
32 ZHIPENG ZHANG
Finally, from (3.124)-(3.126) and (3.130), we get∫ t
0
‖F‖2Hm−1dτ ≤Dm+2
(
1 + P (M(t))
) ∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ
+Dǫ2
∫ t
0
(‖∇u‖2Hm + ‖∇η‖2Hm−1) dτ +Dm+2
∫ t
0
‖∇p‖2Hm−1 dτ
+D
∫ t
0
‖∇(n∇φ)‖2Hm−1 dτ. (3.145)
By collecting (3.134), (3.135), (3.137), (3.143)-(3.145), Young’s inequality, and
the inductive assumption, we can get (3.121). Hence, the proof of Lemma 3.10 is
completed. 
3.5. Pressure Estimates. To enclose our a priori estimates, it remains to estimate
the pressure terms and the L∞ norms. The aim of this subsection is to give the
pressure estimates and present the L∞ estimates in next subsection.
Lemma 3.11. For every m ≥ 2, we have the following estimates:∫ t
0
(‖∇p1‖2Hm−1 + ‖∇2p1‖2Hm−1) dτ ≤Dm+2 P (M(t))
∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ
+
∫ t
0
(‖n∇φ‖2Hm + ‖∇(n∇φ)‖2Hm−1) dτ,
(3.146)∫ t
0
(‖p2‖2Hm−1 + ‖∇p2‖2Hm−1) dτ ≤Dm+2ǫ
∫ t
0
(‖u‖2Hm + ‖∇u‖2Hm−1) dτ.
(3.147)
Proof. From (3.13) and (3.14), we obtain that{
∆(∂α0t p1) = −∂α0t ∇ · (u · ∇u)− ∂α0t ∇ · (n∇φ) in Ω,
∂ν(∂
α0
t p1) = −∂α0t (u · ∇u) · ν − ∂α0t (n∇φ) · ν on ∂Ω
(3.148)
and {
∆(∂α0t p2) = 0 in Ω,
∂ν(∂
α0
t p2) = ǫ ∂
α0
t ∆u · ν on ∂Ω.
(3.149)
First, we deal with p1. From the standard elliptic regularity results with Neu-
mann boundary condition, we obtain that
‖∇∂α0t pǫ1‖H|α1|co + ‖∇
2∂α0t p
ǫ
1‖H|α1|co
≤Dm+1
(‖∂α0t ∇ · (u · ∇u+ n∇φ)‖H|α1|co + ‖∂α0t (u · ∇u+ n∇φ)‖
+ |∂α0t (u · ∇u+ n∇φ) · ν|Hm−|α0|− 12 (∂Ω)
)
,
where |α0|+ |α1| = m− 1. Due to u · ν = 0 on ∂Ω and Lemma 2.3, we get
|∂α0t (u · ∇u + n∇φ) · ν|Hm−|α0 |− 12 (∂Ω)
≤Dm+2 (‖∇(u⊗ u)‖Hm−1 + ‖u⊗ u‖Hm + ‖∇(n∇φ)‖Hm−1 + ‖n∇φ‖Hm).
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Using Lemma 2.2, we easily get (3.146).
It remains to estimate p2. By using the standard elliptic regularity results with
Neumann boundary condition again, we obtain that
‖∂α0t p2‖Hm−|α0|−1co + ‖∇∂
α0
t p2‖Hm−|α0|−1co ≤ Dm ǫ |∂
α0
t ∆u
ǫ · ν|
H
m−|α0|−
3
2 (∂Ω)
.
Since
∂α0t ∆u · ν = 2
(
∂α0t ∇ · (Suν)−
∑
j
∂α0t (Su∂jν)j
)
,
we have
|∂α0t ∆u · ν|Hm−|α0|− 32 (∂Ω) ≤ D |∂
α0
t ∇ · (Suν)|Hm−|α0 |− 32 (∂Ω)
+Dm+1 |∂α0t ∇u|Hm−|α0|− 32 (∂Ω).
Due to (3.23), we can further arrive at
|∂α0t ∆u · ν|Hm−|α0 |− 32 (∂Ω) ≤D |∂
α0
t ∇ · (Suν)|Hm−|α0|− 32 (∂Ω)
+ Dm+1 |∂α0t u|Hm−|α0|− 12 (∂Ω).
Let us estimate |∂α0t ∇ · (Suν)|Hm−|α0|− 32 (∂Ω). Thank to (3.21), we get
|∂α0t ∇ · (Suν)|Hm−|α0|− 32 (∂Ω)
≤D |∂ν∂α0t (Suν) · ν|Hm−|α0|− 32 (∂Ω) +D
(|Π∂α0t (Suν)|Hm−|α0 |− 12 (∂Ω)
+ |∇∂α0t u|Hm−|α0|− 32 (∂Ω)
)
.
Also, due to (3.23) and the Navier boundary condition (1.11), we get
|∂α0t ∇ · (Suν)|Hm−|α0|− 32 (∂Ω) ≤D |∂ν∂
α0
t (Suν) · ν|Hm−|α0|− 32 (∂Ω)
+ |∂α0t u|Hm−|α0|− 12 (∂Ω). (3.150)
The first term in the right-hand side of (3.150) can be estimated as
|∂ν∂α0t (Suν) · ν|Hm−|α0|− 32 (∂Ω)
≤D |∂ν∂α0t (∂νu · ν)|Hm−|α0|− 32 (∂Ω) +Dm+1 |∇∂
α0
t u|Hm−|α0|− 32 (∂Ω)
≤D |∂ν∂α0t (∂νu · ν)|Hm−|α0|− 32 (∂Ω) +Dm+1 |∂
α0
t u|Hm−|α0|− 12 (∂Ω).
By taking the normal derivative of (3.21) and using (1.24), we obtain that
|∂ν∂α0t (∂νu · ν)|Hm−|α0 |− 32 (∂Ω)
≤D |Π∂α0t ∂νu|Hm−|α0|− 12 (∂Ω) +Dm+1 |∇∂
α0
t u|Hm−|α0|− 32 (∂Ω)
≤Dm+2 |∂α0t u|Hm−|α0|− 12 (∂Ω).
Consequently, we have
|∂α0t ∆u · ν|Hm−|α0|− 32 (∂Ω) ≤ Dm+2 |∂
α0
t u|Hm−|α0|− 12 (∂Ω).
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By virtue of Lemma 2.3, we finally get (3.147). Therefore, we complete the proof
of Lemma 3.11. 
Substituting (3.121) and (3.146)-(3.147) into (3.118), we can obtain that
sup
0≤τ≤t
(‖(n, c, u)‖2Hm + ‖∇(n, u)‖2Hm−1 + ‖∇c‖2Hm
+ ‖∆(n, c)‖2Hm−1
)
+ ǫ
∫ t
0
(‖∇u‖2Hm + ‖∇2u‖2Hm−1) dτ
+
∫ t
0
(‖∇n‖2Hm + ‖∆c‖2Hm + ‖∇∆(n, c)‖2Hm−1) dτ
≤Dm+2
{
Nm(0) +
(
1 + P (M(t))
) ∫ t
0
Nm(τ)dτ
+
∫ t
0
(‖n∇φ‖2Hm + ‖∇(n∇φ)‖2Hm−1) dτ
}
. (3.151)
3.6. L∞ estimates. In order to close the estimate (3.151), we need to give the L∞
estimates for (n, c, u).
Lemma 3.12. For every m ≥ 4, we have the following estimates:
‖n‖2W 2,∞ ≤D(Nm(t) +N2m(t) +N3m(t)), (3.152)
‖u‖2H2,∞ ≤DNm(t), (3.153)
‖c‖2W 2,∞ ≤D(Nm(t) +N2m(t)), (3.154)
‖∇c‖2H1,∞ ≤DNm(t), (3.155)
‖∇∆c‖2L∞ ≤D(Nm(t) +N2m(t)). (3.156)
Proof. In view of Lemma 2.3 and (3.68), we obtain that
‖n‖2W 1,∞ + ‖∇n‖2H1,∞ + ‖u‖2H2,∞ + ‖∇c‖2H1,∞ + ‖c‖2H1,∞ ≤ DNm(t). (3.157)
Hence, we get (3.153) and (3.155). Also, by virtue of Lemma 2.3 and (3.68), we
have
‖∇2c‖2L∞ ≤D(‖∆c‖2L∞ + ‖∇c‖2H1,∞co )
≤D(‖∇∆c‖2H1co + ‖∆c‖
2
H2co
+ ‖∇c‖2H3co). (3.158)
Due to the equations (1.6) and (3.157), we deduce that
‖∇∆c‖2H1co ≤ D(Nm(t) +N
2
m(t)). (3.159)
The combination of (3.157)-(3.159) yields (3.154). Based on the equation (1.6),
(3.154) and (3.157), we can easily get
‖∇∆c‖2L∞ ≤ D‖∇(ct + u · ∇c+ nc)‖2L∞ ≤ D(Nm(t) +N2m(t)),
which gives (3.156). Finally, similar to (3.158), we have
‖∇2n‖2L∞ ≤D(‖∇∆n‖2H1co + ‖∆n‖
2
H2co
+ ‖∇n‖2H3co). (3.160)
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By virtue of the equation (1.5) and (3.153)-(3.157), we obtain that
‖∇∆n‖2H1co ≤ D(Nm(t) +N
2
m(t) +Nm(t)‖∇∆c‖2H1co). (3.161)
Furthermore, with the help of the equation (1.6), we arrive at
‖∇∆c‖2H1co ≤D(‖∇c‖
2
H2 + ‖∇(u · ∇c)‖2H1co + ‖∇(nc)‖
2
H1co
)
≤D(Nm(t) +N2m(t)). (3.162)
From (3.157) and (3.160)-(3.162), we get (3.152). 
Finally, we prove the estimate for ‖∇u‖H1,∞.
Lemma 3.13. For m ≥ 6, we have the following estimate:
‖∇u‖2H1,∞ ≤D
(
Nm(0) +Nm(t) + (1 + P (Nm(t)))
×
∫ t
0
P (Nm(τ))dτ
)
+ δǫ
∫ t
0
‖∇2u‖2H4 dτ, (3.163)
where δ is a small enough constant.
Proof. We observe that, away from the boundary, the following estimate holds:
‖βi∇uǫ‖2L∞ + ‖βiZ∇uǫ‖2L∞ ≤ D ‖uǫ‖Hm , m ≥ 4,
where {βi} is a partition of unity subordinated to the covering (1.21). In order to
estimate the near boundary parts, we adopt the ideas in the Proposition 21 of [18].
Here, we use a local parametrization in the vicinity of the boundary given by a
normal geodesic system:
Ψν(y, z) =
 y
ψ(y)
 − zν(y),
where
ν(y) =
1√
1 + |∇ψ(y)|2

∂1ψ(y)
∂2ψ(y)
−1
 .
Now, we can extend ν and Π in the interior by setting
ν(Ψν(y, z)) = ν(y), Π(Ψν(y, z)) = Π(y).
We observe ∂z = ∂ν and(
∂yi
) ∣∣∣
Ψν(y,z)
·
(
∂z
) ∣∣∣
Ψν(y,z)
= 0.
Hence, the Riemann metric g has the following form
g(y, z) =
g˜(y, z) 0
0 1
 .
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Consequently, the Laplacian in this coordinate system reads:
∆f = ∂zzf +
1
2
∂z(ln |g|)∂zf +∆g˜f,
where |g| is the determinant of the matrix g and ∆g˜ is defined by
∆g˜f =
1
|g˜| 12
∑
1≤i,j≤2
∂yi(g˜
ij |g˜| 12 ∂yjf). (3.164)
Here, {g˜ij} is the inverse matrix to g and (3.164) only involves the tangential
derivatives.
With these preparation, we now turn to estimate the near boundary parts. By
using Lemma 3.16 and (3.21), we have
‖χ∇u‖H1,∞ ≤ D3 (‖χΠ∂νu‖H1,∞ + ‖u‖Hm + ‖∇u‖Hm−1). (3.165)
Hence, we need to estimate ‖χΠ∂νu‖H1,∞ . To this end, we first introduce the
vorticity
ω = ∇× u.
We find that
Π(ω × ν) = Π(∇u − (∇u)t)ν
= Π(∂νu−∇(u · ν) + (∇ν)tu+ u× (∇× ν)). (3.166)
Consequently, we have
‖χΠ∂νu‖H1,∞ ≤ D3 (‖χΠ(ω × ν)‖H1,∞ + ‖u‖H2,∞). (3.167)
By using (3.165) again, we get
‖χ∇u‖H1,∞ ≤ D3 (‖χΠ(ω × ν)‖H1,∞ + ‖u‖Hm + ‖∇u‖Hm−1). (3.168)
In order to conclude the estimate (3.163), we only need to estimate ‖χΠ(ω ×
ν)‖H1,∞ . By setting in the support of χ
ω˜(y, z) := ωǫ(Ψν(y, z)), u˜(y, z) := u(Ψν(y, z)),
we have
ω˜t + (u˜)
1∂y1 ω˜ + (u˜)
2∂y2 ω˜ + u˜ · n∂zω˜ =ǫ(∂zzω˜ + 1
2
∂z(ln |g|)∂zω˜ +∆g˜ω˜) + F˜1,
u˜t + (u˜)
1∂y1 u˜+ (u˜)
2∂y2 u˜+ u˜ · n∂zu˜ =ǫ(∂zzu˜+ 1
2
∂z(ln |g|)∂zu˜+∆g˜u˜)
− (∇p) ◦Ψν − (n∇φ) ◦Ψν ,
where
F˜1 := F1(Ψ
ν(y, z)), F1 := (ω · ∇)u−∇n×∇φ.
By using (1.24) and (3.166) on the boundary, we have
Π(ω˜ × ν) = 2Π((∇ν)tu˜− ζu˜).
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Consequently, we introduce the following quantity:
η˜(y, z) := χΠ(ω˜ × ν − 2(∇ν)tu˜+ 2ζu˜). (3.169)
We thus get that η˜(y, 0) = 0 and that η˜ solves the equation
η˜t + (u˜)
1∂y1 η˜ + (u˜)
2∂y2 η˜ + u˜ · ν∂z η˜ =ǫ(∂zz η˜ + 1
2
∂z(ln |g|)∂z η˜)
+ χΠ(F˜1 × ν) + F˜u + F˜χ + F˜κ, (3.170)
where
F˜u =2χΠ((∇ν)t(∇p+ n∇φ)− ζ∇p− ζ(n∇φ)) ◦Ψν ,
F˜χ =(((u˜)1∂y1 + (u˜)
2∂y2 + u˜ · ν∂z)χ)Π(ω˜ × ν − 2(∇ν)tu˜+ 2ζu˜)
− ǫ(∂zzχ+ 2∂zχ∂z + 1
2
∂z(ln |g|)∂zχ)Π(ω˜ × ν − 2(∇ν)tu˜+ 2ζu˜),
F˜κ =χ(((u˜)1∂y1 + (u˜)
2∂y2)Π)(ω˜ × ν − 2(∇ν)tu˜+ 2ζu˜) + ǫχΠ(∆g˜ω˜ × ν)
− 2ǫχΠ((∇ν)t∆g˜u˜)− 2χΠ((((u˜)1∂y1 + (u˜)2∂y2)(∇ν)t)u˜)
+ χΠ(ω˜ × ((u˜)1∂y1 + (u˜)2∂y2)ν) − 2ζǫχΠ(∆g˜u˜).
We know that both Π and ν do not dependent the normal variable. Due to ∆g˜ only
involving the tangential derivatives and the derivatives of χ compactly supported
away from the boundary, we easily obtain that
‖χΠ(F˜1 × ν)‖H1,∞ ≤D (∇u‖2H1,∞ + ‖∇n×∇φ‖H1,∞), (3.171)
‖F˜u‖H1,∞ ≤D3 (‖Π∇p‖H1,∞ + ‖Π(n∇φ)‖H1,∞), (3.172)
‖F˜χ‖H1,∞ ≤D3 (‖u‖H1,∞‖u‖H2,∞ + ǫ‖u‖H3,∞), (3.173)
‖F˜κ‖H1,∞ ≤D4 (‖u‖2H1,∞ + ‖∇u‖H1,∞‖u‖H1,∞
+ ǫ‖u‖H3,∞ + ǫ‖∇u‖H3,∞). (3.174)
Therefore, by using Lemmas 2.3 and 3.12, we get that
‖F˜‖2H1,∞ ≤D4
(‖Π∇p‖2H1,∞ + ǫ2‖∇u‖2H3,∞ +Nm(t) +Nm(t)2), (3.175)
where F˜ := χΠ(F˜1 × ν) + F˜u + F˜χ + F˜κ. A crucial estimate towards the proof of
Lemma 3.13 is the following:
Lemma 3.14 ([18]). Consider ρ a smooth solution of
ρt + u · ∇ρ = ǫ∂zzρ+ S, z > 0, ρ(t, y, 0) = 0
for some smooth divergence free vector field u such that u ·ν vanishes on the bound-
ary. Assume that ρ and S are compactly supported in z. Then, we have the estimate
‖ρ‖H1,∞ ≤D‖ρ(0)‖H1,∞ +D
∫ t
0
{
(‖u‖H2,∞ + ‖∂zu‖H1,∞)
× (‖ρ‖H1,∞ + ‖ρ‖Hm0+3) + ‖S‖H1,∞
}
dτ
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for m0 ≥ 2.
In order to use Lemma 3.14, we shall eliminate ∂z(ln |g|)∂z η˜ in (3.170). We set
η˜ :=
1
|g| 14 η = γ η.
We note that
‖η˜‖H1,∞ ∼ ‖η‖H1,∞ , (3.176)
and η solve the equations
ηt + (u˜)
1∂y1η + (u˜)
2∂y2η + (u · n)∂zη − ǫ∂zzη = S, (3.177)
where
S := 1
γ
(
χΠ(F˜1 × ν) + F˜u + F˜χ + F˜κ + ǫ∂zzγ η + ǫ
2
∂z ln |g|∂zγ η − (u˜ · ∇γ)η
)
.
(3.178)
Applying Lemma 3.14 to (3.177), we obtain that
‖η‖H1,∞ ≤ D
{
‖η0‖H1,∞ +
∫ t
0
(
(‖u‖H2,∞ + ‖∂zu‖H1,∞)
×(‖η‖H1,∞ + ‖η‖Hm0+3) + ‖S‖H1,∞
)
dτ
}
. (3.179)
It remains to estimate ‖S‖H1,∞ . Due to Lemmas 2.3, 3.15 and (3.175), we have∫ t
0
‖S‖2H1,∞ dτ ≤ D
∫ t
0
(‖Π∇pǫ‖2H1,∞ + ǫ2‖∇uǫ‖2H3,∞ +Nm(t) +Nm(t)2)dτ
≤ Dm+2
(
1 + P (Nm(t))
) ∫ t
0
P (Nm(τ))dτ + δǫ
∫ t
0
‖∇2u‖2H4 dτ.
(3.180)
By virtue of (3.180) and Lemma 3.17, we get
‖η‖2H1,∞ ≤Dm+2
{
‖η0‖2H1,∞ + (1 + P (Nm(t)))
∫ t
0
P (Nm(τ))dτ
+ δǫ
∫ t
0
‖∇2u‖2H4 dτ
}
. (3.181)
Finally, the combination of (3.165), (3.168), (3.169) and (3.181) yields (3.163).
Therefore, we complete the proof of Lemma 3.14. 
3.7. Proof of Theorem 3.1. It suffices to combine (3.151), Lemma 3.12, and
Lemma 3.13.
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4. Proof of Theorem 1.1
In this section, we will show how to combine our a priori estimates to prove the
uniform existence results. Let us fix m ≥ 6 and consider the initial data satisfy
Im(0) = sup
0<ǫ≤1
‖(nǫ0, cǫ0, uǫ0)‖Em,ǫCNS ≤ D˜3. (4.1)
For such initial data, we are not aware of a local existence result for the problem
(1.5)-(1.11), so we first need to prove the local existence results for (1.5)-(1.11) by
using the energy estimates obtained in Section 3 and a classical iteration scheme.
By virtue of the definition of Em,ǫCNS, there exists a sequence of smooth approximate
initial data (nǫ,δ0 , c
ǫ,δ
0 , u
ǫ,δ
0 ) (δ being a regularization parameter) which has enough
space regularity so that the time derivatives at initial data can be defined by the
chemotaxis-Navier-Stokes system and the boundary compatibility conditions can
be satisfied.
Fixed ǫ ∈ (0, 1], we construct approximate solutions as follows:
(1) Define (n0, c0, u0) = (nǫ,δ0 , c
ǫ,δ
0 , u
ǫ,δ
0 ).
(2) Assume that (nk−1, ck−1, uk−1) has been defined for k ≥ 1. Let (nk, ck, uk) be
the unique solution to the following linearized initial boundary value problem:
nkt −∆nk = −uk−1 · ∇nk −∇ · (nk · ∇ck−1),
ckt −∆ck = −uk−1 · ∇ck − nk−1ck,
ukt − ǫ∆uk + uk−1 · ∇uk +∇pk = nk∇φ,
div uk = 0,
(nk, ck, uk)|t=0 = (nǫ,δ0 , cǫ,δ0 , uǫ,δ0 ).
(4.2)
in (0, T )× Ω with the boundary conditions
∂nk
∂ν
=
∂ck
∂ν
= 0, uk · ν = 0, (Suk · ν)τ = −ζukτ . (4.3)
Since nk, ck and uk are decoupled, the existence of the global smooth solution
(nk, ck, uk) of (4.2) and (4.3) can be obtained by using the classical methods, for
example, see [7, 25, 31].
By using the a priori estimates given in Theorem 3.1 and an induction argument,
we obtain that there exist a uniform time T˜1 and constant D˜4 (independent of ǫ
and δ) such that it holds for (nk, ck, uk), k ≥ 1 that
sup
0≤τ≤t
{‖(nk, ck, uk)‖2Hm + ‖∇(nk, uk)‖2Hm−1 + ‖∇ck‖2Hm
+ ‖∆(nk, ck)‖2Hm−1 + ‖∇uk‖21,∞
}
+ ǫ
∫ t
0
(‖∇uk‖2Hm + ‖∇2uk‖2Hm−1) dτ
+
∫ t
0
(‖∇nk‖2Hm + ‖∆ck‖2Hm + ‖∇∆(nk, ck)‖2Hm−1) dτ ≤ D˜4, ∀ t ∈ [0, T˜1], (4.4)
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where T˜1 and D˜4 depend only on Im(0). In view of the above uniform estimates,
there exists a uniform time T˜2 (independent ǫ and δ) such that (n
k, ck, uk) converges
to a limit (nǫ,δ, cǫ,δ, uǫ,δ) as k → +∞ in the following strong sense:
(nk, ck)→ (nǫ,δ, cǫ,δ) in L∞(0, T˜2;H1),
uk → uǫ,δ in L∞(0, T˜2;L2),
∇uk → ∇uǫ,δ in L2(0, T˜2;L2).
It is easy to deduce that (nǫ,δ, cǫ,δ, uǫ,δ) is a weak solution to the system (1.5)-(1.11)
with the initial data (nǫ,δ0 , c
ǫ,δ
0 , u
ǫ,δ
0 ). Furthermore, due to the lower semi-continuity
of norms, we obtain that
sup
0≤τ≤t
(‖(nǫ,δ, cǫ,δ, uǫ,δ)‖2Hm + ‖∇(nǫ,δ, uǫ,δ)‖2Hm−1 + ‖∇cǫ,δ‖2Hm
+ ‖∆(nǫ,δ, cǫ,δ)‖2Hm−1 + ‖∇uǫ,δ‖21,∞) + ǫ
∫ t
0
(‖∇uǫ,δ‖2Hm + ‖∇2uǫ,δ‖2Hm−1) dτ
+
∫ t
0
(‖∇nǫ,δ‖2Hm + ‖∆cǫ,δ‖2Hm + ‖∇∆(nǫ,δ, cǫ,δ)‖2Hm−1) dτ ≤ D˜4, ∀ t ∈ [0, T˜2].
(4.5)
Based on the uniform estimate (4.5) for (nǫ,δ, cǫ,δ, uǫ,δ), we can pass the limit
δ → 0 to get a strong solution (nǫ, cǫ, uǫ) of the system (1.5)-(1.11) with initial data
(nǫ0, c
ǫ
0, u
ǫ
0) satisfying (4.1) by using a strong compactness arguments. Indeed, it fol-
lows from (4.5) that (nǫ,δ, cǫ,δ, uǫ,δ,∇cǫ,δ) is bounded uniformly in L∞(0, T˜2;Hmco)
while (∇nǫ,δ,∇uǫ,δ, ∂t∇cǫ,δ) is bounded uniformly in L∞(0, T˜2;Hm−1co ), ∂t∇nǫ,δ
is bounded uniformly in L∞(0, T˜2;H
m−2
co ), (∆n
ǫ,δ,∆cǫ,δ) bounded uniformly in
L∞(0, T˜2;H
m−1
co ), and (∂tn
ǫ,δ, ∂tc
ǫ,δ, ∂tu
ǫ,δ) bounded uniformly in L∞(0, T˜2;H
m−1
co ).
Then, we obtain that (nǫ,δ, cǫ,δ, uǫ,δ,∇cǫ,δ) is compact in C(0, T˜2;Hm−1co ) and ∇nǫ,δ
compact in C(0, T˜2;Hm−2co ) by using the strong compactness argument. In par-
ticular, there exists a sequence δk → 0+, (nǫ, cǫ, uǫ,∇cǫ) ∈ C(0, T˜2;Hm−1co ) and
∇nǫ ∈ C(0, T˜2;Hm−2co ) such that
∇nǫ,δk → ∇nǫ in C(0, T˜2;Hm−2co ) as δk → 0+,
(nǫ,δk , cǫ,δk , uǫ,δk ,∇cǫ,δk)→ (nǫ, cǫ, uǫ,∇cǫ) in C(0, T˜2;Hm−1co ) as δk → 0+.
Moreover, applying the lower semi-continuity of norms to (4.5), we obtain the
bounds (4.5) for (nǫ, cǫ, uǫ). In view of (4.5) and Lemma 2.3, we have that
sup
0≤τ≤T˜2
‖(nǫ,δk , cǫ,δk , uǫ,δk ,∇nǫ,δk ,∇cǫ,δk)− (nǫ, cǫ, uǫ,∇nǫ,∇cǫ)‖L∞ → 0. (4.6)
Hence, it is easy to deduce that (nǫ, cǫ, uǫ) is a weak solution of the chemotaxis-
Navier-Stokes equations. The uniqueness of the solution (nǫ, cǫ, uǫ) comes directly
from the Lipschitz regularity of solution. Therefore, the whole family (nǫ,δ, cǫ,δ, uǫ,δ)
converges to (nǫ, cǫ, uǫ). Taking T˜0 = T˜2 and D˜1 = D˜4, we complete the proof of
Theorem 1.1.
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5. The proof of Theorem 1.2
We can use the compactness argument that is almost the same as the one needed
for the proof of Theorem 1.1 to prove Theorem 1.2. Hence we omit the details here.
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