Abstract. A generalized nonlinear Schrödinger equation admits WTC formal solutions as was shown by Clarkson. We show that they are convergent and determine real-analytic solutions near a noncharacteristic, movable singularity manifold.
Introduction
We consider a generalized nonlinear Schrödinger equation (1.1) iu t + u xx = 2|u| 2 u + a(x, t)u in an open set of R 2 x,t . Here a(x, t) is a real-analytic function of the form (1.2) a(x, t) = x 2 1 2 q ′ (t) − q(t) 2 + xp 1 (t) + p 0 (t) + iq(t)
with real-valued real-analytic functions p 0 (t), p 1 (t) and q(t) in an open interval I. Clarkson ( [2] ) constructed a family of formal solutions in the form of a Laurent series (WTC expansion as in [12] ). Let ψ(t) be an arbitrary real-valued real-analytic function in I and set Ψ(x, t) = x + ψ(t). Then he found formal solutions in the form (1.3) u(x, t) = Its convergence is not discussed in [2] . In the present paper, we shall show that this series is convergent and determines a real-analytic solution. It is singular along the curve Σ = {(x, t); t ∈ I, Ψ(x, t) = 0}. In Painlevé parlance ( [1] ), it is a noncharacteristic, movable singularity manifold. The convergence of WTC or related solutions is also discussed in [3] , [4] , [5] , [6] , [7] , [8] , [9] , [11] and [13] . Our main result is the following: Theorem 1.1. For any ψ(t), there exists a family of real-analytic solutions u(x, t) of the form
is an open neighborhood of Σ depending on u and the sum ∞ j=0 u j Ψ j converges locally uniformly in a complex neighborhood of W . The 0-th coefficient u 0 is an arbitrary constant whose absolute value is 1 and the imaginary parts of u 3ū0 and iu 4ū0 are arbitrary. Remark 1.2. The real parts of u 3ū0 and iu 4ū0 have to satisfy (2.5) and (2.13) below respectively.
Formal solutions
Following an idea in [2] , we introduce a system of nonlinear equations:
whereā = a(x, t) is the complex conjugate of a(x, t). Ifū = v holds, then u solves (1.1). We shall construct formal solutions (u, v) to (2.1) satisfying
Basically it shall be just a review of [2] , but we shall lay greater emphasis on complex conjugacy.
Comparing the coefficients of Ψ −3 in (2.1), we find u 0 v 0 = 1. Combining it with u 0 = v 0 , we get |u 0 (t)| = |v 0 (t)| = 1. Maximum Principle implies that u 0 and v 0 are constants.
By elementary computations, we obtain
Here (by u 0 v 0 = 1)
The triple (α, β, γ) ranges over S(j) = {(α, β, γ); α + β + γ = j and α, β, γ < j} in the sum defining B j (u, v). Note that N j = card S(j) = (j − 1)(j + 4)/2. By symmetry, we have
The potential a(x, t) is a polynomial in x of degree 2 and is expanded in the form
.
Then we have
By equating the terms for j = 1, we get
′ /2 (purely imaginary). Then we have
It immediately follows thatū
By equating the terms for j = 2, we get
Later, supplementary formulas like
shall be useful. We encounter a resonance at j = 3. We get
Multiplying these equations by v 0 and u 0 respectively, we obtain
The left hand sides coincide. Let us prove that the compatibility condition r 1 = r 2 is satisfied. By using u 0 v 1 + u 1 v 0 = 0, we obtain
Therefore we have
We see that r 1 is real-valued because a 1 (t) = ∂a/∂x| x=−ψ(t) ∈ R. We have r 1 = r 1 = r 2 . Therefore (2.3) and (2.4) are compatible.
If we assumeū
It has infinitely many real-analytic solutions. We encounter another resonance at j = 4. We obtain
Multiplying these equations by v 0 and u 0 respectively, we find that
The left hand sides coincide up to the factor −1. The compatibility condition is that the sum of the right hand sides is 0, that is, R1 + R2 = 0. We shall show that it is indeed satisfied.
Since
Next, we calculate the part involving B 4 . We have
Therefore, by using u 0 v 1 + u 1 v 0 = 0, we get
Its complex conjugate is u 0 B 4 (v, u) and ϕ is purely imaginary. So we find that
Last, by using a 1 =ā 1 , we can show that
By (2.8), (2.11) and (2.12), we obtain
Under the assumption (1.2), the compatibility condition R1 + R2 = 0 holds. Combining it with R1 = R2, we find that R1 is purely imaginary. We requireū 4 = v 4 . The condition to be satisfied by u 4 is (2.6), that is,
It has infinitely many solutions. When j ≥ 5, we have
where we set
The matrix is invertible (that is, there are no more resonances) and
where
, then we haveū j = v j for j ≥ 5 as well.
Proof. It can be proved by induction. Note thatF j = G j holds. The complex conjugate of B j (u, v) is B j (v, u).
Estimates in the complex domain
To show the convergence of the series in (1.3), we shall prove some estimates on u j . They shall be derived in the complex domain, rather than in the real domain, since Cauchy's estimate and its variant due to Nagumo work in the former. We shall "escape" to a complex neighborhood and then come back to R 2 , whereū = v and (1.1) holds.
The functionā(x, t) is real-analytic and we can extend it to the complex domain as a holomorphic function. Note that its value is not generally the complex conjugate of a(x, t). (If x is real, the complex conjugate of ix is −ix, but for a complex number z, the conjugate of iz is not −iz). Nevertheless, by abuse of notation, we denote byā =ā(x, t) the holomorphic function obtained in this way. Here x and t are complex variables. By this convention, the system (2.1) can be considered in the complex domain.
All we have to is to find a family of holomorphic solutions (u, v) to (2.1) such that Let J ⊂ R be any open bounded interval whose closureJ is contained in I. Let Ω be a bounded domain of C t containingJ ⊂ R ⊂ C. For a point t ∈ Ω, we denote the distance from the boundary of Ω to t by d = d(t).
Fix u 0 , u 3 and u 4 . Then all the other coefficients are determined. By shrinking Ω if necessary, we can assume that u j , v j (j ≤ 4), ψ ′ , p 0 , p 1 and q are holomorphic in a neighborhood of the closure of Ω and hence are bounded in Ω. In particular, there exists such a constant M > 0 that |ψ ′ | ≤ M holds on Ω. Moreover, all the other u j 's and v j 's are holomorphic in the same neighborhood, and each of them is bounded on Ω, although they are not necessarily uniformly bounded. Now we have:
There exists a positive constant C such that for j ≥ 0 we have
on Ω.
Proof. Note that |u 0 | = |v 0 | = 1. There exists a positive integer j 0 ≥ 5 such that j ≥ j 0 implies
is sufficiently large, we have
on Ω. Then (3.1) holds if j ≤ j 0 . Now let us prove (3.1) by induction on j. Assume that the inequality (3.1) holds for u 0 , v 0 , . . . , v j−1 , u j−1 , where j is some integer with j ≥ j 0 . From now on, we only discuss u j , since v j can be estimated in the same (symmetric) way.
If (α, β, γ) ∈ S(j), we have
In order to estimate u ′ j−2 , we employ Nagumo's trick ( [10] ). For t ∈ Ω, we have
. Fix some t ∈ Ω and let Γ t be the circle {s ∈ Ω; |s− t| = d(t)/(j − 1)}. If s ∈ Γ t , then d(s) ≥ (j − 2)d(t)/(j − 1) and
By Cauchy's estimate (with the path Γ t ) and the assumption ed(t)/C 2 ≤ 1, we obtain
Moreover we have estimates In the same way, we obtain
By using (3.3) and (3.4), we have
and induction proceeds.
The series in (1.3) is convergent if |Ψ(x, t)| < d(t)/C. Since the interval J is arbitrary, the proof of Theorem 1.1 has been completed.
