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GUIDING DISTRIBUTION FUNCTION IN THE
CONTINUUM
Here we derive the tilted propagator used for impor-
tance sampling the driven brownian walker in the main
text and discuss the adjoint operator for generating the
Langevin dynamics. The Langevin equation that governs
the overdamped motion of a particle in the presence of
an external force, F (θ), is given by,
∂tθ = F (θ) + η (S1)
As in the main text, the associated Fokker-Planck equa-
tion corresponding to this Langevin equation is
∂tpt(θ) =Wpt(θ) (S2)
where pt(θ) is the probability of observing the particle at
θ at a time t and
W = −∂θ(F − ∂θ) (S3)
is the Fokker-Planck operator. We are interested in
the large deviation function of the entropy production,
s(tN ) = σ(tN )tN , which is proportional to the current
around the ring, unwrapped so that winding numbers
are included,
s(tN ) =
∫ tN
0
fθ˙(τ)dτ = f∆θ(tN ) ≡ fx (S4)
The generating function is related to the probability
p(θ, s, tN ) of finding the particle at θ with entropy pro-
duced s at a time tN by the Laplace transform,
ρ(θ, λ, t) =
∫
ds e−λsp(θ, s, tN ). (S5)
Since we are interested in the behavior of probability dis-
tribution conditioned on x and θ and since both of them
share the same noise source η, we expand the Fokker-
Planck operator via ∂θ → ∂θ + ∂x to obtain:
W˜ =W + (2∂θ − F (θ))∂x + ∂2x (S6)
and the corresponding modified Fokker-Planck equation
is
∂tp(θ, s, t) = W˜p(θ, s, t). (S7)
By differentiating Eq. S5 with respect to t and inserting
Eq. S7 we get
∂tρ(θ, λ, t) =
∫
dse−λsW˜p(θ, s, t). (S8)
Now,∫
dse−λsW˜p(θ, s, t) =
∫
dse−λsWp(θ, s, t)
+
∫
dse−λs(2∂θ − F (θ))∂xp(θ, s, t)
+
∫
dse−λs∂2xp(θ, s, t) (S9)
Performing integration by parts we get:
∂tρ(θ, λ, t) =W
∫
dse−λsp(θ, s, t)
+(2∂θ − F (θ))(fλ)
∫
dse−λsp(θ, s, t)
+(fλ)2
∫
dse−λsp(θ, s, t)
=Wλ
∫
dse−λsp(θ, s, t) = Wλρ(θ, λ, t),
(S10)
where,
Wλ =W + 2fλ∂θ + fλ(fλ− F (θ)), (S11)
is the tilted operator given by Eq. 8 in the main text
used to obtain the modified or tilted dynamics [1]. The
mapping of the second-order differential operator onto a
stochastic diffusion process then follows the well-known
Feynman-Kac theorem [2].
Following the general derivation of importance sam-
pling in the main text, we use the specific form of Wλ to
get
Ξ˜Wλ(Ξ˜−1ρ) = ρ[Ξ˜WλΞ˜−1 + ∂θζ]− ∂θ(ζ − ∂θ)ρ, (S12)
2with ζ = F − 2fλ+ 2∂θ ln Ξ˜. The last term corresponds
to a Fokker-Planck type of operator with a force term
equal to ζ and can be used to generate trajectories. The
first term changes normalization and is, therefore, used
for branching. The equation of motion for θ is obtained
from the adjoint operator W†λ, where,
Ξ˜−1W†λΞ˜ = Ξ˜WλΞ˜
−1 + ∂θζ (S13)
which follows from integration by parts. The specific
form of the branching term following the operators in
the main text is given by
Ξ˜−1W†λΞ˜ =
1
Ξ˜
d2Ξ˜
dθ2
+ (F − 2λf)d ln Ξ˜
dθ
+ fλ(fλ− F (θ)),
(S14)
where F (θ) = f − ∂θV (θ), with f a constant, nonconser-
vative force, and V (θ) = vo cos(θ) is a periodic potential.
As discussed in the text, the exact GDF can be com-
puted by expanding Ξ˜ is plane waves. Specifically, we
express
Ξ˜(θ) =
m∑
n=−m
cne
inθ (S15)
and inserting this expansion into eigenvalue relation, and
using the tilter operator in Eq. S11, we can derive a re-
cursion relationship for the coefficients cn. This yields,
cnan − cn−1b− − cn+1b+ = cnψ(λ) (S16)
with elements
an = in(f + fλ)− n2/2 + λf2 + λ2f2/2
b± = ±vo(−iλf + n± 1)/2
which specifies a tridiagonal matrix that can be di-
agonalized using standard techniques suitable for non-
Hermitian matrices. In practice, we use 2M + 1 basis
functions with M = 50 for the exact calculations. The
instantonic solution is generated using only 1 basis func-
tion. Note that Ref. [3] contains an error in the typeset-
ting of the equations defining the expansion coefficients.
GUIDING DISTRIBUTION FUNCTIONS FROM
DISCRETE MEAN-FIELD SOLUTIONS
In this section we outline the procedure needed to gen-
erate mean-field (MF) and cluster solutions that form
the guiding distribution functions in our discrete models.
We will illustrate the procedure for the SEP but it can
be easily generalized to other models.
For the open boundary SEP the tilted matrix may be
written as:
Wλ = wL +
L∑
i=1
wi + wR (S17)
where the single particle transition matrices {wL, wi, wR}
and their operator representations are given by
wL =
[ −α γeλ
αe−λ −γ
]
wR =
[ −ν βe−λ
νeλ −β
]
(S18)
and
wi =

0 0 0 0
0 −q pe−λ 0
0 qeλ −p 0
0 0 0 0
 (S19)
These matrices can be combined to form a many-body
matrix that in operator notation is written as
Wλ =− α(1− nˆ1) + αe−λcˆ†1 + γeλcˆ1 − γnˆ1 + pe−λcˆ†2cˆ1 − pnˆ1(1− nˆ2)
+
L−1∑
i=2
pe−λcˆ†i+1cˆi − pnˆi(1− nˆi+1) + qeλcˆ†i−1cˆi − qnˆi(1− nˆi−1)
− ν(1− nˆL) + νeλcˆ†L + βe−λcˆL − βnˆL + qeλcˆ†L−1cˆL − qnˆL(1− nˆL−1). (S20)
Here cˆ†i creates a particle at site i, cˆj destroys a particle
at site j, and nˆi counts the number of particles at site
i. The combined operators cˆ†i cˆj correspond to kinetic-
like terms that move a particle from site j to i, and
nˆi(1 − nˆj) represents a hard-core interaction that pre-
vents double occupation of sites. The exact solution is
the usual eigenvalue problemWλ|Ξ〉 = ε|Ξ〉 where (ε, |Ξ〉)
is a particular eigenpair (the inverse eigenvectors {〈Ξ|}
can be constructed from {|Ξ〉}).
An obvious route to explore in constructing approx-
imate GDF is to use a mean-field (MF) solution. The
MF approach is to approximate the many-body state as
a product state. Starting with a product of single site
states, we can systematically improve our results by mov-
3ing to products of cluster states, where interactions in
the cluster are treated explicitly, while the links between
clusters are treated at the MF level. We first illustrate
the procedure for single site clusters and then show how
to generalize to multi-site clusters.
Site-Decoupled Mean-Field and Generalized
Variational Approximation
For the single site clusters we approximate the solu-
tion by the form |Ξ˜〉 = ∏Li=1 |ξi〉, where the single site
state |ξi〉 =
∑1
n=0 ξi(n)|ni〉 is written in a basis of oc-
cupation numbers {|n〉}. Here ξi(n) is a scalar func-
tion dependent on the occupation number n. One sub-
tlety is that because the tilted matrix is not Hermitian
we must distinguish between approximating its left and
its right eigenvector. In this work, we will always ap-
proximate the right eigenvector. The corresponding left
eigenvector is then made of the product of left states
〈ξi| =
∑1
n=0 ξ
′
i(n)〈ni|, where 〈ξi| (and the coefficients ξ′i)
can be obtained from the right states by the biorthogo-
nality condition, 〈ξi|ξj〉 = δij . For the following discus-
sion {|Ξ˜〉, 〈Ξ˜|} represents the biorthogonal pair.
To determine the coefficients ξi(n), we will use a gen-
eralized variational procedure to make the functional
〈Ξ˜|(Wλ − ε)|Ξ˜〉 (S21)
stationary with respect to independent linear variations
in 〈Ξ˜| and |Ξ˜〉. Although stationarity of Eq. S21 does not
give a minimum principle, it leads to a mean-field approx-
imation that approximates the right (or left) eigenvector
equation when projected into an appropriate space, sim-
ilar to the use of collocation to solve a partial differential
equation. For example, considering stationarity with re-
spect to small variations in the left state, we obtain
〈δΞ˜|Wλ − ε|Ξ˜〉 = 0 (S22)
The small variations in the left state take the explicit
form
〈δΞ˜| =
L∑
i=1
〈δξi|
L∏
j 6=i
〈ξj |
=
L∑
i=1
[
1∑
ni=0
δξ′i(n)〈ni|
]
L∏
j 6=i
 1∑
nj=0
ξ′i(n)〈nj |
 (S23)
We then evaluate Eq. S22 with respect to the specific
variations in Eq. S23 to obtain mean-field equations.
Writing Wλ = (Wλ − Vi) + Vi where Vi represents all
terms in Wλ that contains terms involving site i, we ob-
tain the following equation for each i:
〈δΞ˜|Vi|Ξ˜〉 − i〈δξi|ξi〉 = 0, (S24)
which is equivalent to an eigenvalue equation with eigen-
value i, where we have defined
i = ε−
∏
j 6=i
〈ξj |
 (Wλ − Vi)
∏
k 6=i
|ξk〉
 (S25)
As we are interested in the maximal eigen-
value/eigenvector pair of Wλ, we are interested in
the maximal eigenvalue/eigenvector pair for each site i.
For the SEPWλ, Eq. S24 implies solving the following
decoupled eigenvalue equation for i = 1
[(−α− q〈nˆ2〉)(1− nˆ1) + (pe−λ〈cˆ†2〉+ γeλ)cˆ1
+ (αe−λ + qeλ〈cˆ2〉))cˆ†1 + (−γ − p(1− 〈nˆ2〉))nˆ1]|ξ1〉
= ε1|ξ1〉 (S26)
where we have used the shorthand 〈. . .〉 to denote the
expectation value 〈Ξ˜| . . . |Ξ˜〉. For i = L, the eigenvalue
equation is
[(−ν − p〈nˆL−1〉)(1− nˆL) + (qeλ〈cˆ†L−1〉+ βe−λ)cˆL−1
+ (νeλ + pe−λ〈cˆL−1〉))cˆ†L + (−β − q(1− 〈nˆL−1〉))nˆL]|ξL〉
= εL|ξL〉 (S27)
Finally for all other i, the eigenvalue equation is
[(−p〈nˆi−1〉 − q〈nˆi+1〉)(1− nˆi)
+ (pe−λ〈cˆ†i+1〉+ qeλ〈cˆ†i−1〉)cˆi
+ (qeλ〈cˆi+1〉+ pe−λ〈cˆi−1〉)cˆ†i
+ (−p(1− 〈nˆi+1〉)− q(1− 〈nˆi−1〉))nˆi]|ξi〉
= εi|ξi〉 . (S28)
The maximal eigenvalue/eigenvector pair approxima-
tion can be obtained by solving the above equations
for each site i and choosing the set of states {|ξi〉}
corresponding to the largest eigenvalues {i}. Notice
that even when collecting terms involving site i, there
will inevitably be terms involving other sites due to the
two-body interaction present in the matrix (S20). The
natural way to solve this system, thus, requires the use
of a self-consistent procedure. We start with an initial
set of guess values for 〈nˆi〉, 〈cˆi〉 and 〈cˆ†i 〉 and proceed to
solve the individual eigenvalue problems for each site.
At the end of each iteration we use the states {|ξi〉} to
recompute 〈nˆi〉, 〈cˆi〉, and 〈cˆ†i 〉 and use them for the next
iteration. This is continued until {〈nˆi〉, 〈cˆi〉, 〈cˆ†i 〉} do not
change.
Once the solutions have converged it is straightforward
to obtain the MF estimate of the LDF, (λ) = 〈Ξ˜|Wλ|Ξ˜〉.
The MF approximation to the state 〈Ξ˜| is precisely the
GDF that we need to construct the auxiliary process that
will importance sample the LDF. The effective matrices
incorporating the importance sampling are:
4w˜L =
[
−α γeλ ξ1(0)ξ1(1)
αe−λ ξ1(1)ξ1(0) −γ
]
(S29)
w˜i =

0 0 0 0
0 −q pe−λ ξi(0)ξi+1(1)ξi(1)ξi+1(0) 0
0 qeλ ξi−1(1)ξi(0)ξi−1(0)ξi(1) −p 0
0 0 0 0
 (S30)
w˜R =
[
−ν βe−λ ξL(0)ξL(1)
νeλ ξL(1)ξL(0) −β
]
(S31)
Notice that these are not normalized and their renor-
malization determines the branching weights. In the
text, we use a first order Trotterization on the short-
time importance-sampled propagator (〈Ξ˜|edtWλ |Ξ˜〉) to
obtain the Markovian transition probability matrix U˜λ ≡
1+ dt〈Ξ˜|Wλ|Ξ˜〉. Therefore, U˜λ follows directly from the
transformed components of Wλ, and is given by
U˜λ = u˜L +
L∑
i=1
u˜i + u˜R, (S32)
where,
u˜L =
[
1− αdt γeλ ξ1(0)ξ1(1)
αe−λ ξ1(1)ξ1(0) 1− γdt
]
(S33)
u˜i =

1 0 0 0
0 1− qdt pe−λ ξi(0)ξi+1(1)ξi(1)ξi+1(0) 0
0 qeλ ξi−1(1)ξi(0)ξi−1(0)ξi(1) 1− pdt 0
0 0 0 1
 (S34)
u˜R =
[
1− νdt βe−λ ξL(0)ξL(1)
νeλ ξL(1)ξL(0) 1− βdt
]
(S35)
are the associated transition probabilities at the ends
of the lattice, u˜L and u˜R, or in its interior, u˜i. At
every time step or Monte Carlo sweep, the current state
|C〉 = |n1n2...nL〉 that corresponds to a column of U˜λ is
used to propose moves such that the outgoing state |C′〉
has the probability U˜λ(C′, C)/N (C) of being accepted,
where N (C) ≡∑C′ U˜λ(C′, C) is the normalization factor.
Over the course of the short trajectory generated in be-
tween branching steps, a walker’s weight is accumulated
as a product of these normalization factors.
Cluster Approach
The idea of a site-decoupled mean-field can be ex-
tended to multiple sites collected into clusters. The
MF ansatz is then |Ξ˜〉 = ∏L/cLc=1 |ξc〉 where cL is the
number of sites that constitutes a cluster. |ξc〉 is ex-
panded in the occupation basis of the cluster |ξc〉 =∑
{n} ξc(n(c−1)cL+1, ..., nccL)|n(c−1)cL+1, ..., nccL〉. For
each cluster (c), we can write down the analogous Vi
operator which contains all terms in Eq. S20 that involve
sites in the cluster (Vc). All terms involving only sites in-
side the given cluster are treated exactly (i.e. treated as
operators) while terms that involve sites that are inside
two different clusters are split up via the MF approxima-
tion AˆiBˆj ∼ 〈Aˆi〉Bˆj+Aˆi〈Bˆj〉−〈Aˆi〉〈Bˆj〉, where as before
〈Aˆi〉 and 〈Bˆj〉 are determined self-consistently.
More explicitly, the mean-field cluster Vc operator is
Vc = Lˆ(j = cL(c− 1) + 1) + Rˆ(j = cLc− 1)
+
cLc−1∑
j=cL(c−1)+1
pe−λcˆ†j+1cˆj − pnˆj(1− nˆj+1) + qeλcˆ†j cˆj+1 − qnˆj+1(1− nˆj) (S36)
where
Lˆ(j) = −p〈nˆj−1〉(1− nˆj) + qeλ〈cˆ†j−1〉cˆj + pe−λ〈cˆj−1〉cˆ†j − qnˆj(1− 〈nˆj−1〉) for c > 1
Lˆ(j) = −α(1− nˆ1) + αe−λcˆ†1 + γeλcˆ1 − γnˆ1 for c = 1
Rˆ(j) = −q〈nˆj+1〉(1− nˆj) + pe−λ〈cˆ†j+1〉cˆj + qeλ〈cˆj+1〉cˆ†j − pnˆj(1− 〈nˆj+1〉) for c < L/cL
Rˆ(j) = −ν(1− nˆL) + νeλcˆ†L + βe−λcˆL − βnˆL for c = L/cL
5This treatment ensures that all cluster based eigenvalue
problems can be solved separately using only expecta-
tion values to estimate the couplings between clusters.
The latter couplings are calculated separately at the end
of each self-consistent step. This is continued until the
averages do not change. Once the MF calculations con-
verge we will obtain the required GDF 〈Ξ˜| needed to
construct the generator of auxiliary dynamics, similar
to the case for the single site MF. However, now the
ξc(n(c−1)cL+1, ..., nccL) involve multiple sites and thus the
proposal matrix must be updated accordingly to distin-
guish between inter- and intra- cluster states. For in-
stance, for a cluster of size cL = 2 the intra-cluster hop-
ping matrix for hops within a cluster is given by,
u˜c =

1 0 0 0
0 1− qdt pe−λ ξc(0,1)ξc(1,0) 0
0 qeλ ξc(1,0)ξc(0,1) 1− pdt 0
0 0 0 1
 (S37)
For inter-cluster hopping the two matrices u˜c and u˜c+1
must be combined and the hopping between edge sites
nccL and n(c)cL+1 will depend on the state configura-
tion of the two clusters. For e.g. the transition ma-
trix elements given by P (nccL−1, nccL ;nccL+1, nccL+2 →
nccL−1, nccL ;nccL+1, nccL+2) are:
P (i, 0; 0, j → i, 0; 0, j) = 1
P (i, 1; 0, j → i, 0; 1, j) = pe−λ ξc(i, 0)ξc+1(1, j)
ξc(i, 1)ξc+1(0, j)
P (i, 1; 0, j → i, 1; 0, j) = 1− pdt
P (i, 0; 1, j → i, 1; 0, j) = qeλ ξc(i, 1)ξc+1(0, j)
ξc(i, 0)ξc+1(1, j)
P (i, 0; 1, j → i, 0; 1, j) = 1− qdt
P (i, 1; 1, j → i, 1; 1, j) = 1 (S38)
This can be generalized to other cluster sizes.
2D Cluster Approximation
For the 2D WASEP problem that we consider in the
main text, the cluster approach outlined above for 1D
systems can be generalized to 2D. The tilted operator
for this problem is given by,
Wλx,λy =
Lx∑
i=1
Ly∑
j=1
pxe
−λx cˆ†i+1,j cˆi,j − pxnˆi,j(1− nˆi+1,j) + qxeλx cˆ†i−1,j cˆi,j − qxnˆi,j(1− nˆi−1,j)
pye
−λy cˆ†i,j+1cˆi,j − pynˆi,j(1− nˆi,j+1) + qyeλy cˆ†i,j−1cˆi,j − qynˆi,j(1− nˆi,j−1), (S39)
where px, qx, py, qy are transition rates associated with
hopping along ±x,±y directions. Additionally for this
model we use periodic boundary conditions. Here,
(Lx, Ly) are the number of sites in the respective di-
rections. Notice that the biasing parameter is a vector
λ = (λx, λy). Additionally to accommodate the extra di-
mension, operators are now indexed via the coordinates
(i, j). Much like the 1D case the MF solutions can be
constructed as before except now the coupling terms are
defined for the perimeter of the cluster at (cx, cy). Sup-
pose there are (cxL, c
y
L) sites per cluster; then in explicit
terms the cluster MF tilted operator Vcx,cy is given by:
Vcx,cy =
cxLcx−1,cyLcy−1∑
i=cxL(cx−1)+1
j=cyL(cy−1)+1
pxe
−λx cˆ†i+1,j cˆi,j − pxnˆi,j(1− nˆi+1,j) + qxeλx cˆ†i,j cˆi+1,j − qxnˆi+1,j(1− nˆi,j)
+ pye
−λy cˆ†i,j+1cˆi,j − pynˆi,j(1− nˆi,j+1) + qyeλy cˆ†i,j cˆi,j+1 − qynˆi,j+1(1− nˆi,j)
+Lˆ(i = (cx−1)cxL + 1, cy) + Rˆ(i = cxcxL, cy) + Tˆ (cx, j = cycyL) + Bˆ(cx, j = (cy − 1)cyL + 1)
(S40)
where
Lˆ(i, cy) =
cyLcy−1∑
j=cyL(cy−1)+1
pxe
−λx cˆ†i,j〈cˆi−1,j〉 − px〈nˆi−1,j〉(1− nˆi,j) + qxeλx〈cˆ†i−1,j〉cˆi,j − qxnˆi,j(1− 〈nˆi−1,j〉)
6Rˆ(i, cy) =
cyLcy−1∑
j=cyL(cy−1)+1
pxe
−λx〈cˆ†i+1,j〉cˆi,j − pxnˆi,j(1− 〈nˆi+1,j〉) + qxeλx cˆ†i,j〈cˆi+1,j〉 − qx〈nˆi+1,j〉(1− nˆi,j)
Bˆ(cx, j) =
cxLcx−1∑
i=cxL(cx−1)+1
pye
−λy cˆ†i,j〈cˆi,j−1〉 − py〈nˆi,j−1〉(1− nˆi,j) + qyeλy 〈cˆ†i,j−1〉cˆi,j − qynˆi,j(1− 〈nˆi,j−1〉)
Tˆ (cx, j) =
cyLcx−1∑
i=cxL(cx−1)+1
pye
−λy 〈cˆ†i,j+1〉cˆi,j − pynˆi,j(1− 〈nˆi,j+1〉) + qyeλy cˆ†i,j〈cˆi,j+1〉 − qy〈nˆi,j+1〉(1− nˆi,j)
The operators Lˆ, Rˆ, Bˆ and Tˆ are the border terms for the
cluster at (cx, cy). They contain the mean-field coupling
parameters that are enclosed with 〈...〉. These are deter-
mined self-consistently much as in the 1D case. Finally
the determined cluster states can then be used to con-
struct the transformed tilted operator from which moves
can be proposed.
CALCULATION DETAILS FOR RESULTS IN
THE MAIN TEXT
Driven brownian motion: All of the calculations on
the driven brownian walker were accomplished with a
second order stochastic Runge-Kutta integrator with
a timestep of 0.01. Observation times of 20.0 were
needed to converge the calculations and branching steps
attempted every 0.05 unit of time.
1D SEP : For the 1D system consisting of L = 8
sites, clusters were made using cL = 1, 2, 4 sites. All
calculations were done using Nw = 2 × 104 walkers,
with a time step dt = 0.001, observation time tN = 1
with branching occurring at intervals of time tint = 0.01.
In the main text, we have used calculations done with
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FIG. S1. Convergence of the 2D SEP DMC simulations with
integration time step for λ = −6.
cluster size of 0 (“zeroth-order” MF) to indicate a
sampling strategy where the exponential e−λO has been
absorbed directly into the proposed Monte Carlo moves.
This essentially means ξi = 1 for equations S33-S35.
We note that this last way of sampling should always
be used if no higher order MF solutions are available.
For the 2D WASEP system we discuss next, the bare
sampling strategy is to at least use a zeroth-order MF.
Generating trajectories from the unbiased distribution,
i.e., without directly incorporating the exponential in
the proposed Monte Carlo moves makes it impossible to
converge calculations for the range of λ we explore and
the number of walkers we deploy.
2D WASEP : The 2D WASEP system discussed in the
main text is a generalization of the 1D model to an L×L
lattice with periodic boundary conditions. Along the
principal direction, x, particles are subject to biased hop-
ping rates that are scaled by the length of the system
px = e
−E/Lx/2 along x and qx = eE/Lx/2 along −x with
Lx = 12 and E = 10. Along the y direction particles dif-
fuse symmetrically, with rates py = qy = 0.5 [4]. These
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FIG. S2. Systematic error associated with walker population
for 2D SEP DMC simulations for the large deviation function.
Shown in red are the results for no importance sampling and
in blue the results of the cluster GDF. Both were computed
at λ = −5.0.
7calculations are resource intensive so a careful study of
convergence and statistical properties is needed to be able
to compute the susceptibility χ(λ).
Towards this end we determine the time step error as-
sociated with Trotterization as shown in Fig. S1 for the
largest λ value that we wish to access, since this sets the
upper-bound on the error. We find that dt = 0.001 is
sufficient to converge the error.
The second major source of error in these calculations
is the systematic error due to finite walker population.
Since the variance grows exponentially with |λ| [5], it
is sufficient to determine the largest number of walkers
needed for maximal |λ| we use in our simulations. Fig. S2
shows the convergence of ψ(λ) withNw for λ = −5.0 both
using and not using importance sampling. It is evident
that using auxiliary dynamics, even with Nw = 5 × 105
our results would have been sufficiently converged. Com-
paring against calculations without auxiliary dynamics
we have ∼ 4-fold increase in efficiency mirroring the ra-
tio of independent walkers of Fig. 3c in the main text.
Despite the mean field GDF employed for this model not
being particularly good at large |λ|, as the traveling wave
state is not well described by a small single cluster, we
still get a factor of 2-4 reduction in the required number
of walkers to converge results (c.f. Fig. 3c in main text).
Following this analysis, we used Nw = 5 × 105 walk-
ers for λ ≤ −3.0 with tN = 100 where branching was
done every tint = 0.01. For λ > −3.0 simulations used
Nw = 10
6 walkers with tN = 72 and tint = 1.4. In
Fig. 3c of the main text the ratio of independent clones
was determined using independent clone counts at time
t = 0.32tN . Fig. S3 shows a comparison of the fraction
of independent walkers, fI(t), along the entire tN trajec-
tory for λ = −5.0. It highlights the importance of using
GDF for sampling purposes to ensure that that there are
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FIG. S3. Fraction of independent walkers fI(t) as a function
of simulation time for λ = −5.0 using GDF (blue) and not
using GDF (red). Inset shows the ratio of fraction of inde-
pendent walkers with GDF and without as a function of time.
enough uncorrelated contributions to the estimator.
CONNECTION WITH THE ITERATIVE
FEEDBACK METHOD OF NEMOTO ET AL
In their work, Nemoto et al. have outlined an itera-
tive feedback control algorithm by which they attempt to
construct a potential to affect an importance sampling of
the large deviation function[6, 7]. These papers illustrate
their method via two models: diffusion of a particle in a
quartic potential and the FA model[8]. The basic idea in
the context of a lattice model is to modify the transition
rate w(C → F [C]) between configurations C and F [C] via
a auxilary potential U(C) as
w˜(C → F [C]) = e−λw(C → F [C])e 12 [U(C)−U(F [C])]. (S41)
where they biased on the activity, or number of config-
urational changes. Here F [C] is a function that maps
the current configuration C to a new configuration and
λ is a counting field conjugate to the activity. Typi-
cally Nemoto et al. parametrize U(C) iteratively using
the criteria that in the optimum Doob transformed dy-
namics the distribution of order parameter values com-
puted over the full simulation time – the “average distri-
bution” and those constructed from the final “end distri-
bution” must be identical. Of the models they consider
the more complicated many-particle-interacting simula-
tions for the FA case is done by setting U(C)−U(Fi[C]) ≡
ud(ni−d, ..., ni, ..., ni+d). Here Fi simply constitutes a
spin-flip on site i and C represents a 1D lattice of spins.
Nemoto et al. alluded to the relationship between their
potential and the dominant left eigenvector of the tilted
operator, but did not give an explicit expression. From
the formalism presented in the text it is evident that
e
1
2 [U(C)−U(F [C])] =
Ξ˜(F [C])
Ξ˜(C) , (S42)
where Ξ˜(C) is the GDF obtained by approximating the
left eigenvector of the tilted operator, as we have dis-
cussed in the main text. This connection simplifies the
importance sampling in the sense that GDFs with larger
overlap with the exact left eigenvector of the tilted oper-
ator immediately lead to better sampling. The iterative
mechanism outlined by Nemoto et al. may be seen as
an analog of the variation of parameters needed to de-
termine a parametrized GDF. However, since the varia-
tional determination of the GDFs is carried out outside
of the dynamics itself, we expect it to be numerically less
intensive in most situations than the iterative feedback
algorithm.
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