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POINCARE´ DUALITY FOR LOOP SPACES
KAI CIELIEBAK, NANCY HINGSTON, AND ALEXANDRU OANCEA
Abstract. We prove a Poincare´ duality theorem with products
between Rabinowitz Floer homology and cohomology, for both
closed and open strings. This lifts to a duality theorem between
open-closed TQFTs. Specializing to the case of cotangent bun-
dles, we define extended loop homology and cohomology and ex-
plain from a unified perspective pairs of dual results which have
been observed over the years in the context of the search for closed
geodesics. These concern critical levels, relations to the based loop
space, manifolds all of whose geodesics are closed, Bott index it-
eration, level-potency, and homotopy invariance. We extend the
loop cohomology product to include constant loops. We prove a
relation conjectured by Sullivan between the loop product and the
extended loop homology coproduct as a consequence of associativ-
ity for the product on extended loop homology.
Contents
1. Introduction 2
1.1. Puzzles in string topology 2
1.2. Poincare´ duality for free loops 3
1.3. Closed TQFT structures 7
1.4. Puzzles resolved 8
1.5. Length filtration 10
1.6. Poincare´ duality for based loops 12
1.7. Open-closed TQFT structures 14
2. Applications of Poincare´ duality 16
2.1. Critical levels 16
2.2. Hopf-Freudenthal-Gysin formulas 18
2.3. Loop product with the point class 20
2.4. Manifolds all of whose geodesics are closed 21
2.5. String point invertibility and resonances for CROSS 26
2.6. Index growth 27
2.7. Level-Potency 31
2.8. Homotopy invariance 35
3. Poincare´ duality in Rabinowitz Floer homology 36
Date: September 1, 2020.
1
2 KAI CIELIEBAK, NANCY HINGSTON, AND ALEXANDRU OANCEA
3.1. Rabinowitz Floer homology 36
3.2. Poincare´ duality 38
4. Poincare´ duality in symplectic homology 39
4.1. Recollections on Poincare´ duality and exact sequences 39
4.2. TQFT operations on Floer homology 42
4.3. Products and the mapping cone 43
4.4. Poincare´ duality with products 46
4.5. Proof of Theorems 1.1, 1.11, and 1.13 51
4.6. A Morse theoretic description of the Gysin sequence 52
4.7. Canonical splitting of the duality sequence and proof of Theorem 1.4 59
5. Open-closed TQFT structures 67
5.1. Primary open-closed TQFT structure in homology 67
5.2. Canonical operations 68
5.3. Duality of open-closed TQFTs 70
5.4. Topological interpretation of the open-closed and closed-open maps 72
6. BV structures and Poincare´ duality 75
6.1. Twisted BV-structures 75
6.2. BV structure on loop homology 76
6.3. BV structure on extended loop homology 76
Appendix A. Poincare´ duality product on SHă0˚ pV, BV q via homotopies 78
Appendix B. Grading conventions 82
References 84
1. Introduction
1.1. Puzzles in string topology. Let M be a closed connected n-
dimensional manifold. Set S1 “ R{Z and denote by
Λ “ ΛM “ C8pS1,Mq
the free loop space of M . If M is oriented, then both the homology
H˚Λ and the cohomology H
˚pΛ,Λ0q relative to the subspace Λ0 Ă Λ
of constant loops carry natural products:
‚ the loop product ‚ on H˚Λ, which is graded commutative, associa-
tive and unital of degree ´n [15], and
‚ the cohomology product1 ⊛ on H˚pΛ,Λ0q, which is graded commu-
tative and associative of degree n´ 1 [64, 39].
1 The loop product was defined by M. Chas and D. Sullivan in [15] and is
also known as the Chas–Sullivan product. The homology coproduct dual to the
cohomology product was first defined by D. Sullivan in [64]. The cohomology
product was extensively studied in [39] and is often referred to as the Goresky–
Hingston product.
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Subsequent studies of these products revealed striking similarities, but
also notable discrepancies. In particular, the following puzzles arose:
(a) Why is ‚ defined on all of Λ and ⊛ only relative to the constant
loops? Can this asymmetry be removed, e.g. by extending ⊛ to all of
Λ?
(b) Heuristically, it looks as if “the cohomology product is the loop
product on Morse cochains on the space of constant speed loops”. Can
this statement be given precise mathematical sense?
(c) Sullivan [64] has conjectured the following relation between the loop
product µ “ ‚ and the homology coproduct λ on H˚pΛ,Λ0q dual to ⊛:
(1) λµ “ p1b µqpλb 1q ` pµb 1qp1b λq.
Note that this is not a TQFT type relation, but it rather resembles
Drinfeld compatibility for Lie bialgebras. How is this relation to be
interpreted and proved?
(d) The cohomology product has the flavour of a “secondary product”,
e.g. its degree is shifted by 1 with respect to the loop product. Can ⊛
indeed be constructed as a secondary product derived from ‚?
(e) Many results concerning ‚ and ⊛ arise in dual pairs. For example,
the critical levels Cr pXq for X P H˚Λ and crpxq for x P H
˚pΛ,Λ0q
defined in [39] satisfy the dual inequalities
Cr pX ‚ Y q ď Cr pXq ` Cr pY q, crpx⊛ yq ě crpxq ` crpyq.
See Section 2 for more details on this and other pairs of dual results
concerning relations to the based loop space, manifolds all of whose
geodesics are closed, Bott index iteration, level-potency, and homotopy
invariance. Can each such dual pair be derived from one common
result, with a unified proof, via some kind of duality?
1.2. Poincare´ duality for free loops. It turns out that all the puz-
zles get resolved at once by introducing a new player into string topol-
ogy. Given a Riemannian metric on M we consider the unit sphere
bundle S˚M “ tp P T ˚M : }p} “ 1u Ă T ˚M , viewed as the contact
boundary of the Liouville domain D˚M “ tp P T ˚M : }p} ď 1u. We
denote by qH˚Λ “ SH˚pS˚Mq, qH˚Λ “ SH˚pS˚Mq
the Rabinowitz Floer (co)homology [16], or (V-shaped) symplectic (co)
homology [18, 25], of S˚M with coefficients in a fixed principal ideal
domain R. The invariance properties of symplectic homology imply
that these homologies are independent of the choice of Riemannian
metric on M . In the following we call qH˚Λ and qH˚Λ the extended loop
(co)homology.
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It was proved in [25] that qH˚Λ is a Z-graded unital commutative al-
gebra, with a product of degree ´n. We will show in this paper thatqH˚Λ is also a Z-graded unital commutative algebra, with product of
degree n ´ 1, and we have
Theorem 1.1 (Poincare´ duality for free loop spaces). There is a canon-
ical isomorphism of unital algebras
PD : qH˚Λ »ÝÑ qH´˚`1Λ.
The extended loop homology qH˚Λ is related to loop space homology
and cohomology by a long exact sequence
(2) ¨ ¨ ¨H´˚Λ
ε // H˚Λ
ι // qH˚Λ π // H1´˚Λ ¨ ¨ ¨
where ι is a ring map with respect to the loop product onH˚Λ. Here the
coefficients of loop space (co)homology are twisted by a suitable local
system, which allows us to drop the orientability assumption of M (see
Remark 1.3 below). This exact sequence follows from the symplectic
homology exact sequence of the pair pD˚M,S˚Mq in [18, 25], together
with the following isomorphism between symplectic (co)homology of
D˚M and loop space (co)homology.
Theorem 1.2 ([68, 2, 5, 3, 58, 57, 23, 49, 7]). There are isomorphisms
of R-modules
SH˚pD
˚Mq » H˚Λ, SH
˚pD˚Mq » H˚Λ.
The first isomorphism intertwines the pair-of-pants product on sym-
plectic homology with the loop product on loop space homology. 
Remark 1.3 (Grading and local systems). (a) Extended loop homol-
ogy qH˚Λ is graded by the Conley–Zehnder indices of 1-periodic orbits
of Hamiltonians defining V-shaped symplectic homology. These are de-
fined using the canonical trivializations of the tangent bundle of T ˚M
along loops defined in [7], with degrees shifted down by 1 along loops
which are orientation reversing (i.e., along which the pullback bundle
TM is nonorientable). With this grading the maps ε and ι in (2) are
degree preserving.
(b) In this paper we use loop space homology with coefficients twisted
by suitable local systems described in [7] (see also [21, Appendix A]).
Denote ev : Λ Ñ M the evaluation map at the starting point of a
loop and O the orientation local system on M . The loop space Λ
carries two canonical local systems: the orientation local system rO “
ev˚O on components of orientation preserving loops (which is trivial iff
M is orientable), and the spin local system σ (which is trivial iff the
second Stiefel–Whitney class of M vanishes). Then all results in this
paper hold in the following two situations (with corresponding twists
in cohomology):
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(i) H˚Λ is twisted by σ b rO and SH˚pD˚Mq is untwisted;
(ii) H˚Λ is twisted by rO and SH˚pD˚Mq is twisted by σ´1.
The algebraic structures related by the second isomorphism in Theo-
rem 1.2 have not been properly understood so far. As a by-product
of results in this paper we will show that the second isomorphism also
preserves suitably defined ring structures in the case when the Euler
characteristic χpMq is zero.
By Lemma 4.13 below (see also [18] and [21, Appendix A]), the map ε
in (2) lives only in degree 0 and factors as
(3) ε : H0Λ ÝÑ H0pM ; Oq
e
ÝÑ H0pM ; Oq ÝÑ H0Λ.
If M is orientable the map e is multiplication by the Euler character-
istic χpMq. If M is nonorientable then H0pM ; Oq » 2R, the 2-torsion
part of R, and H0pM ; Oq » R{2R, and the map e : 2R Ñ R{2R is
multiplication by the Euler characteristic mod 2. Let us define the
“reduced” loop (co)homology groups
H˚Λ :“ coker ε, H
˚
Λ :“ ker ε.
For example, with (twisted) coefficients in a field K, we have
H˚Λ “
#
H˚pΛ, ˚q if M is orientable and χpMq ‰ 0 in K,
H˚Λ if χpMq “ 0 in K,
H
˚
Λ “
#
H˚pΛ, ˚q if M is orientable and χpMq ‰ 0 in K,
H˚Λ if χpMq “ 0 in K.
Note that the long exact sequence (2) induces a short exact sequence
(4) 0 // H˚Λ
ι // qH˚Λ π // H1´˚Λ // 0.
Theorem 1.4 (Canonical splitting). IfM is orientable, the short exact
sequence (4) canonically splits
(5) 0 // H˚Λ ι
// qH˚Λprr π // H1´˚Λirr // 0
via maps p, i satisfying pι “ id and πi “ id. Moreover, i is a ring map
with respect to a product ⊛ on H
˚
Λ extending the cohomology product.
If M is non-orientable, the short exact sequence (4) admits such a
splitting if the following two conditions hold:
— the map 2RÑ R{χR induced by the inclusion 2R ãÑ R is surjective.
— the map R{χRÑ R{2R induced by multiplication by χ is injective.
In particular, such a splitting exists in each of the following situations:
(i) χ “ 0 in R, (ii) R is 2-torsion, e.g. R “ Z{2.
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On the level of modules this recovers the computation of qH˚Λ in [18].
On the level of products it includes in particular the following corol-
lary, whose part (1) follows from the fact that im ε “ ker ι Ă H˚Λ in
the exact sequence (2) is an ideal, and whose part (2) is contained in
Theorem 1.4.
Corollary 1.5. (1) The loop product on H˚Λ descends to H˚Λ “
coker ε.
(2) The cohomology product on H˚pΛ,Λ0q has a canonical extension to
H
˚
Λ “ ker ε. 
We point out that the extended cohomology product can have nontriv-
ial contributions involving classes of constant loops. This happens for
example for the loop space of S3, see [21].
Theorem 1.4 provides a canonical splitting
(6) qH˚Λ “ H˚Λ‘H1´˚Λ,
where the product on qH˚Λ restricts to the loop product on the subring
H˚Λ, and to the cohomology product on the subring (not containing
the unit) H
1´˚
Λ. More generally, let us denote the product on qH˚Λrns
by m and its components with respect to the splitting by
m`´` : H˚Λrns bH
1´˚
Λrns Ñ H˚Λrns
etc, where the upper indices denote the inputs, the lower index the
output, ` corresponds to H˚Λrns, and ´ to H
1´˚
Λrns. Each of these
maps has degree 0, e.g. m`´` acts as H i`nΛ b H
1´j´n
Λ Ñ H i`j`nΛ.
We denote the loop product by µ and the homology coproduct by λ,
both defined on H˚Λrns. The following result, which is proved in [24],
expresses the product on qH˚Λrns in terms of µ and λ. In the statement
we use the following notation: given f¯ P H
1´˚
Λrns “ H
1´˚´n
Λ, we
denote f P H
´˚
Λrns “ H
´˚´n
Λ the same element with degree shifted
down by 1, i.e. |f | “ |f¯ | ´ 1.
Theorem 1.6 ([24, Theorem 1.2]). Let n ě 3. The components of the
product m on qH˚Λrns with respect to the splitting (6) are, for a, b P
H˚Λrns and f¯ , g¯ P H
1´˚
Λrns, given by
(1) m``` “ µ;
(2) m´´´ “ ⊛, i.e. xm
´´
´ pf¯ , g¯q “ p´1q
|g|xf b g, λpaqy;
(3) m``´ “ 0 and m
´´
` “ 0;
(4) m´`` pf¯ , aq “ ´p´1q
|f |xf b 1, λpaqy, and
m`´` pb, f¯q “ p´1q
|b|xλpbq, 1b fy;
(5) xm´`´ pf¯ , aq, by “ xf, µpa, bqy, and
xa,m`´´ pb, f¯qy “ p´1q
|b|xµpa, bq, fy.
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The grading used in the previous statement has to be understood as
follows, see also [24, Appendix B]. For a homology class a P H˚Λrns
the degree |a| is equal to the geometric degree shifted down by n, with
respect to which the product µ has degree 0. For a cohomology class f P
H
´˚
Λrns “ H
´˚´n
Λ the degree f¯ is minus(geometric degree shifted up
by n), and we denote by f¯ P H
1´˚
Λrns “ H1´˚´nΛ the same class with
degree |f¯ | “ |f | ` 1, i.e. minus(geometric degree shifted up by n´ 1).
With this grading convention the pairing H
´˚
Λrns bH˚Λrns Ñ R has
degree 0 and the coproduct λ : H˚Λrns Ñ H˚Λrns
b2 has odd degree
equal to 1´ 2n.
Theorem 1.6 shows that the product on qH˚Λ has in general mixed
terms with respect to the splitting (6), which is therefore not a direct
sum of rings.
Remark 1.7. The product m on qH˚Λrns is graded commutative (i.e.
m “ m˝τ with τ the graded flip of factors in a tensor product) as a gen-
eral consequence of graded commutativity of the pair-of-pants product
in Hamiltonian Floer theory. From this perspective, the two formu-
las in Theorem 1.6(4) are equivalent to each other as a consequence
of m´`` “ m
`´
` ˝ τ , and so are the two formulas in Theorem 1.6(5)
as a consequence of m´`´ “ m
`´
´ ˝ τ . However, these formulas admit
counterparts for based loops and, in that context, no such automatic
equivalence holds because the product on extended based loop homol-
ogy is not graded commutative. See also §1.6 below.
Remark 1.8. The proof of Theorem 1.4 adapts in order to provide a
canonical splitting of the cohomological counterpart of (2), and there-
fore a decomposition qH1´˚Λ “ H1´˚Λ ‘ H˚Λ. The proof of Theo-
rem 1.1 extends in order to show that the Poincare´ duality isomorphism
PD : qH˚Λ “ H˚Λ‘H1´˚Λ »ÝÑ H1´˚Λ‘H˚Λ “ qH1´˚Λ
simply flips the two factors. We will not give the details of this proof.
In spite of this simple behavior with respect to the canonical splitting
H˚Λ ‘ H
1´˚
Λ, the Poincare´ duality isomorphism is far from being
trivial. Indeed, as we will explain next, it exchanges the ring structure
on qH˚Λ, which is of primary nature, with the ring structure on qH1´˚Λ,
which is of secondary nature.
1.3. Closed TQFT structures. Recall that a closed TQFT structure
on an R-module V is a collection of operations ψS : V
bq Ñ V bp associ-
ated to homeomorphism classes S of compact connected oriented sur-
faces with q ě 0 incoming and p ě 0 outgoing boundary components
satisfying the usual composition rules. A closed noncompact TQFT
8 KAI CIELIEBAK, NANCY HINGSTON, AND ALEXANDRU OANCEA
structure differs from this only by the requirement that each surface
must have at least one outgoing boundary component. Ritter [57] has
proved that the symplectic homology of any Liouville domain carries
a closed noncompact TQFT structure, and by [25] the same holds for
the symplectic homology of any Liouville cobordism, in particular forqH˚Λ. The following result, which is proved in §5, describes this TQFT
structure in more detail and relates it to Poincare´ duality.
Theorem 1.9 (Closed TQFT structures). (a) qH˚Λ carries a primary
closed noncompact TQFT structure with degree ´n product m and co-
product 0. Dually, qH´˚Λ carries a primary closed noncompact TQFT
structure with product 0 and degree ´n coproduct m˚ algebraically dual
to m.
(b) qH˚Λ carries a secondary closed noncompact TQFT structure with
product 0 and degree 1 ´ n coproduct c. Dually, qH´˚Λ carries a sec-
ondary closed noncompact TQFT structure with degree 1 ´ n product
c˚ algebraically dual to c and coproduct 0.
(c) Poincare´ duality PD : qH˚Λ –ÝÑ qH1´˚Λ sends m to c˚ and c to m˚.
The situation is summarized in the following table, where algebraic
duality interchanges the columns, while Poincare´ duality interchanges
the rows as well as columns and shifts degrees by 1.qH˚Λ qH´˚Λ
primary product m product 0
coproduct 0 coproduct m˚
secondary product 0 product c˚
coproduct c coproduct 0
1.4. Puzzles resolved. Now we can resolve the puzzles.
Puzzle (a) is resolved by Corollary 1.5: the cohomology product has
a canonical extension from H˚pΛ,Λ0q to H
˚
Λ. With coefficients in a
field K, ifM is K-orientable this equals H˚pΛ, ˚q if χpMq ‰ 0 in K, and
H˚Λ if χpMq “ 0 in K. If M is not K-orientable (hence charpKq ‰ 2)
this equals H˚pΛq if χpMq “ 0 in K. If M is not K-orientable, such an
extension may not exist if χpMq ‰ 0 in K.
Puzzle (b) is resolved by Theorem 1.6: the loop product has a canonical
extension from H˚Λ (Morse homology on Λ) to a product m on qH˚Λ “
H˚Λ‘H
1´˚
Λ whose restriction to the second summand H
1´˚
Λ (Morse
cohomology of Λ) is the cohomology product.
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Puzzle (c) is resolved by the observation that Sullivan’s relation follows
with field coefficients from associativity of the product m on qH˚Λrns.
Indeed, the ``´` component of the associativity relation mp1bm´mb
1q “ 0 reads
0 “ m``` p1bm
`´
` q`m
`´
` p1bm
`´
´ q´m
`´
` pm
``
` b1q´m
´´
` pm
``
´ b1q,
where the first and the third summands correspond to splitting along
H˚Λrns, and the second and the fourth summands to splitting along
H
1´˚
Λrns. By Theorem 1.6(2) the last summand vanishes. The re-
maining three summands are shown in Figure 1, where inputs from
H˚Λrns and outputs in H
1´˚
Λrns are drawn as positive ends, and out-
puts in H˚Λrns and inputs from H
1´˚
Λrns as negative ends. Now we
evaluate each term on inputs a, b P H˚Λrns and f¯ P H
1´˚
Λrns.
Using Theorem 1.6(1) and (4) the first term becomes
m``` p1bm
`´
` qpa b bb f¯q “ µpabm
`´
` pbb f¯qq
“ p´1q|b|µpab xλpbq, 1b fyq
“ p´1q|b| ¨ p´1q|a|xpµb 1qp1b λqpab bq, 1b fy.
There is no sign involved in the first equality because m`´` has degree
0. The sign p´1q|b| appears in the second equality via formula (4) for
m`´` . The sign p´1q
|a| in the third equality appears because λ has
degree odd degree (equal to 1´ 2n) as a coproduct on H˚Λrns.
Using Theorem 1.6(4) and (5) the second term becomes
m`´` p1bm
`´
´ qpa b bb f¯q “ m
`´
` pabm
`´
´ pbb f¯qq
“ p´1q|a|xλpaq, 1bm`´´ pbb f¯qy
“ p´1q|a| ¨ p´1q|b|xp1b µqpλb 1qpab bq, 1b fy.
There is no sign involved in the first equality because m`´´ has degree
0, whereas the signs p´1q|a| and p´1q|b| appear by the formulas (4) and
(5) for m`´` and m
`´
´ .
Using Theorem 1.6(1) and (4) the third term becomes
m`´` pm
``
` b 1qpab bb f¯q “ m
`´
` pµpab bq b f¯q
“ p´1q|a|`|b|xλµpab bq, 1b fy.
The sign p´1q|a|`|b| appears by formula (4) for m`´` .
Summing up the three terms we find Sullivan’s relation applied to abb
and inserted into 1bf . If we use field coefficients, this implies Sullivan’s
relation.
Remark 1.10. The above proof infers Sullivan’s relation from the asso-
ciativity of the extended loop homology product with field coefficients.
In [21] we prove that it holds with arbitrary coefficients. In the context
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of [24] Sullivan’s relation can be shown to be part of the chain level
A8-structure for the product on the cone.
f¯
ba
b
a
`
a
b
´
a b
f¯
f¯
f¯
Figure 1. Sullivan’s relation.
Puzzle (d) is resolved by Theorem 1.9 restricted to the first summand of
the splitting qH˚Λ “ H˚Λ‘H1´˚Λ: the cohomology product on H˚Λ is
the secondary product derived from a closed noncompact TQFT with
vanishing primary product.
Puzzle (e) is resolved in a somewhat unexpected way: The loop product
‚ on H˚Λ and the cohomology product ⊛ on H
˚
Λ extend to products
m on qH˚Λ and c˚ on qH˚Λ which are dual to each other via Poincare´
duality. However, as explained in Remark 1.8 the Poincare´ duality
isomorphism matches the H˚Λ summands with their loop products on
both sides, rather than relating the loop and cohomology products.
On the other hand, the ring p qH˚Λ, mq contains both pH˚Λ, ‚q and
pH
1´˚
Λ,⊛q as subrings, so each result proved for the productm implies
a dual pair of results for ‚ and ⊛. We will discuss such examples in
Section 2. The discussion requires various extensions of the preceding
results which we will now describe.
1.5. Length filtration. Let us fix a Riemannian metric on M and
denote by Λăa Ă Λďa Ă Λ the subspaces of loops of length ă a resp. ď
a. For a ă b we set
Hpa,bq˚ Λ :“ H˚pΛ
ăb,Λďaq, H˚pa,bqΛ :“ H
˚pΛăb,Λďaq.
These groups form a double filtration in the sense that we have canonical
maps H
pa,bq
˚ Λ Ñ H
pa1,b1q
˚ Λ for a ď a1 and b ď b1 with the obvious
properties, and similarly on cohomology.
Theorem 1.11 (Filtered Poincare´ duality for free loop spaces). A
choice of Riemannian metric on M induces double filtrations qHpa,bq˚ Λ
on qH˚Λ and qH˚pa,bqΛ on qH˚Λ which are compatible with
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‚ the products on homology and cohomology in the sense that
m : qHpa,bq˚ Λb qHpa1,b1q˚ ΛÑ qHpmaxta`b1,a1`bu,b`b1q˚ Λ,
c˚ : qH˚pa,bqΛb qH˚pa1,b1qΛÑ qH˚pa`a1,minta`b1,a1`buqΛ;
‚ Poincare´ duality in the sense that it induces isomorphisms
PDpa,bq : qHpa,bq˚ Λ »ÝÑ qH1´˚p´b,´aqΛ;
‚ the canonical splitting (6) in the sense thatqHpa,bq˚ Λ “ Hpa,bq˚ Λ‘H1´˚p´b,´aqΛ.
For ε ą 0 smaller than the length of the shortest closed geodesic on M
the long exact sequence (2) becomes (by [25] and Poincare´ duality on
M)
¨ ¨ ¨H´˚p´ε,εqΛ
ε //
–

H
p´ε,εq
˚ Λ
ι //
–

qHp´ε,εq˚ Λ π //
–

H1´˚p´ε,εqΛ ¨ ¨ ¨
–

¨ ¨ ¨H´˚pM ; Oq
Yres
// Hn´˚pMq
p˚ // Hn´˚pS˚Mq
p˚ // H1´˚pM ; Oq ¨ ¨ ¨
where the bottom row is the Gysin sequence of the sphere bundle p :
S˚M Ñ M with Euler class res and O is the orientation local system
on M . The products on H
p´ε,εq
˚ Λ and qHp´ε,εq˚ Λ translate into the cup
products on Hn´˚pMq and Hn´˚pS˚Mq, for which p˚ is a ring map.
Poincare´ duality becomes
qHp´ε,εq˚ Λ PDp´ε,εq– //
–

qH´˚`1p´ε,εqΛ
–

Hn´˚pS˚Mq
PD
– // H˚`n´1pS
˚Mq
where the bottom horizontal arrow is the classical Poincare´ duality
isomorphism. From this perspective, the Poincare´ duality theorem 1.1
should be seen as generalizing Poincare´ duality for S˚M (which is al-
ways an orientable manifold), and not as generalizing Poincare´ duality
on M itself.
Remark 1.12. For M orientable, ε ą 0 as above and R-coefficients
the splitting map
i : H
1´˚
pMq – H1´˚p´ε,εqΛÑ
qHp´ε,εq˚ Λ – Hn´˚pS˚Mq
from Theorem 1.4 can be described as follows. Pick a closed n-form e on
M representing the Euler class res with support in a small ball B ĂM
(if res “ 0 we take e “ 0), and a global angular form ψ P Ωn´1pS˚Mq
in the sense of [12, §11] with dψ “ ´p˚e. Then i : H
1´˚
pMq Ñ
Hn´˚pS˚Mq is induced by the wedge product with ψ. Note that this
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map makes sense: if res “ 0 the form ψ is closed, so wedge with
ψ induces a map H1´˚pMq Ñ Hn´˚pS˚Mq; if res ‰ 0 the form dψ
has support in p´1pBq, so wedge with ψ induces a map H
1´˚
pMq “
H1´˚pM,Bq Ñ Hn´˚pS˚Mq. The product of a, b P H
1´˚
pMq is given
by p˚
`
ipaq Y ipbq
˘
.
A similar discussion holds ifM is nonorientable, but the global angular
form must then be twisted by the orientation line bundle of M .
1.6. Poincare´ duality for based loops. The above constructions
have counterparts for the based loop space
Ω “ ΩqM “ tγ P Λ | γp0q “ qu
at a basepoint q P M . Given a Riemannian metric on M consider
the corresponding unit disc/sphere cotangent bundles D˚M , S˚M and
their fibres D˚qM , S
˚
qM at the basepoint. We denote byqH˚Ω :“ SH˚`npS˚qMq, qH˚Ω :“ SH˚`npS˚qMq
the Lagrangian Rabinowitz Floer (co)homology, or Lagrangian symplec-
tic (co)homology of the Legendrian n´1-sphere S˚qM as defined in [25]
(see also [54]). Here Lagrangian symplectic homology and cohomol-
ogy are graded by the Conley-Zehnder index of Hamiltonian chords,
cf. Appendix B. We will also refer to qH˚Ω and qH˚Ω as extended based
loop homology/cohomology. Following [25], the homology group qH˚Ω is
a unital algebra with product of degree 0. In contrast to the free loop
situation, this algebra is not commutative. The arguments in the proof
of Theorem 1.1 adapt verbatim to prove that qH˚Ω has the structure of
a unital algebra with product of degree n´ 1, and moreover we have:
Theorem 1.13 (Poincare´ duality for based loop spaces). There is a
canonical isomorphism of unital algebras
PD : qH˚Ω »ÝÑ qH1´n´˚Ω.
The connection between Floer theory and the topology of based loops
is provided by the following isomorphism theorem, which is the La-
grangian analogue of Theorem 1.2. The isomorphism holds in either of
the following two situations: (i) wrapped Floer homology is untwisted
and based loop homology is twisted by σ|Ω, the restriction of the spin
local system from Remark 1.3 to Ω, and (ii) wrapped Floer homology
is twisted by σ|´1Ω and based loop homology is untwisted.
Theorem 1.14 ([1, 3, 5, 6]). There are isomorphisms of R-modules
SH˚`npD
˚
qMq » H˚Ω, SH
˚`npD˚qMq » H
˚Ω.
The first isomorphism intertwines the half-pair-of-pants product on
wrapped Floer homology with the Pontrjagin product on based loop ho-
mology. 
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As a consequence of results in this paper combined with [21], we show
that the second isomorphism also preserves suitably defined ring struc-
tures. More precisely: (i) the group SH˚`npD˚qMq carries a secondary
product which extends the one on SH˚`ną0 pD
˚
qMq defined in [25], (ii)
the group H˚Ω carries a secondary product which extends the one on
H˚pΩ, tquq defined in [39], and (iii) the second isomorphism intertwines
these two products.
By [25], qH˚Ω is related to the homology and cohomology of the based
loop space by a long exact sequence
¨ ¨ ¨H´n´˚Ω
ε // H˚Ω
ι // qH˚Ω π // H1´n´˚Ω ¨ ¨ ¨
where ι is a ring map with respect to the Pontrjagin product on H˚Ω.
If the coefficients of qH˚Ω are twisted by the spin local system σ|Ω, then
so are the coefficients of H˚Ω and H
˚Ω.
Note that the map ε vanishes for degree reasons, so the long exact
sequence is actually a short exact sequence
(7) 0 // H˚Ω
ι // qH˚Ω π // H1´n´˚Ω // 0.
The next result is the based loop counterpart of Theorems 1.4 and 1.11.
Theorem 1.15 (Canonical splitting for based loop spaces). (a) The
short exact sequence (7) canonically splits to give
(8) qH˚Ω “ H˚Ω‘H1´n´˚Ω,
where the product on qH˚Ω restricts to the Pontrjagin product on the
subring H˚Ω, and to the based cohomology product on the subring (not
containing the unit) H1´n´˚Ω.
(b) All the structures are compatible with the length filtrations on qH˚Ω
and qH˚Ω.
The based loop analogue of Remark 1.8 holds. The cohomological coun-
terpart of (7) admits a canonical splitting which induces a decomposi-
tion qH1´n´˚Ω “ H1´n´˚Ω ‘H˚Ω. The Poincare´ duality isomorphism
from Theorem 1.13 flips the two factors in the splitting.
The splitting (8) and its dual generalize the computation of qH˚Ω andqH˚Ω done by Merry [54] from Z{2 to arbitrary coefficients:
Corollary 1.16 (Merry [54]). For n ě 2 we have
qH˚Ω »
$&% H˚Ω, ˚ ě 0,0, ´n` 1 ă ˚ ă 0,
H´˚`1´nΩ, ˚ ď ´n` 1,
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and similarly
qH˚Ω »
$&% H
˚Ω, ˚ ě 0,
0, ´n` 1 ă ˚ ă 0,
H´˚`1´nΩ, ˚ ď ´n` 1.

By [25], for ε ą 0 small the long exact sequence (7) becomes
0 // H
p´ε,εq
˚ Ω
ι //
–

qHp´ε,εq˚ Ω π //
–

H1´n´˚p´ε,εq Ω
–

// 0
0 // H´˚ptquq
p˚ // H´˚pS˚qMq
p˚ // H1´n´˚ptquq // 0
where the bottom row is the Gysin sequence of the trivial sphere bundle
p : S˚qM Ñ q. The products on H
p´ε,εq
˚ Ω and qHp´ε,εq˚ Ω translate into
the cup products on H´˚ptquq and H´˚pS˚qMq, for which p
˚ is a ring
map. Poincare´ duality becomes
qHp´ε,εq˚ Ω PDp´ε,εq– //
–

qH1´n´˚p´ε,εq Ω
–

H´˚pS˚qMq PD
– // Hn`˚´1pS
˚
qMq
where the bottom horizontal arrow is the classical Poincare´ duality
isomorphism.
1.7. Open-closed TQFT structures. Finally, we extend the results
from Section 1.3 to include the based loop space. The following defini-
tion is taken from [50].
Definition 1.17. Let 2´ Cob` be the cobordism category with objects
the compact 1-dimensional oriented manifolds with boundary and mor-
phisms the 2-dimensional oriented cobordisms with nonempty outgoing
boundary. Let 2 ´ Cob`,c, 2 ´ Cob`,o be the full subcategories with
objects given by finite collections of oriented circles, resp. finite collec-
tions of oriented intervals. (“c” stands for “closed”, and “o” stands
for “open”.)
An open-closed (resp. closed, resp. open) noncompact TQFT is a mono-
idal (i.e., mapping disjoint unions to tensor products) functor from
2´Cob` (resp. 2´Cob`,c, resp. 2´Cob`,o) to the category of graded
R-modules.
Convention. It is on purpose that we did not specify in the definition
whether the functor is covariant or contravariant. In our convention,
covariance corresponds to homology and contravariance corresponds to
cohomology.
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The boundary of a cobordism in 2 ´ Cob` consists of an incoming
part, an outgoing part, and some free boundary part meeting the in-
coming/outgoing boundaries in corners. See Figure 2 for an example.
The adjective “noncompact” in the definition refers to the fact that all
operations are required to have at least one output.
free boundary
` `
´
Figure 2. Morphism of 2 ´ Cob` with 1 outgoing and
2 incoming boundary components.
At the level of objects, an open-closed TQFT is determined by the
module C associated to the oriented circle, and by the module O asso-
ciated to the oriented interval. We refer in this case to the pair pO, Cq
as defining an open-closed noncompact TQFT.
Our next theorem addresses open-closed TQFT structures from the
perspective of Poincare´ duality. It can be seen as a generalization of
previous work of Ritter [57]. Proofs are given in §5.
Theorem 1.18 (Open-closed TQFT structures).
(1) The pair p qH˚Ω, qH˚Λq defines an open-closed noncompact TQFT.
(2) The pair p qH˚Ω, qH˚Λq defines an open-closed noncompact TQFT.
(3) The Poincare´ duality isomorphisms for based and free loops deter-
mine a canonical isomorphism between these two TQFTs.
Structure of the paper and relation to other papers. This is
the “master paper” of a series of six papers on Poincare´ duality for loop
spaces. It is related to the other papers [24, 21, 19, 22, 20] as follows.
In the present paper we introduce extended loop homology and es-
tablish its basic properties: Poincare´ duality, primary and secondary
TQFT structures, relation to loop product and cohomology product,
extension to based loops. All these results are proved in Sections 3–5,
with two exceptions: Theorem 1.6 is proved in [24] as a consequence
of a systematic study of product structures on cones of chain maps;
and the last assertion in Theorem 1.4 is proved in [21] where we relate
various constructions of secondary coproducts.
In Section 2 of this paper we prove several applications of Poincare´
duality. Further applications are contained in the three sequel papers.
In [19] we prove homotopy invariance of the extended loop homology
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algebra, which simultaneously yields homotopy invariance of the loop
product and of the cohomology product. In [22] we compute the BV
algebra structures on loop homology of compact rank one symmetric
spaces, with applications to resonances and a conjecture of Viterbo.
In [20] we study index growth and level nilpotency on extended loop
homology, unifying earlier results on loop homology and cohomology.
Acknowledgements. The second author is grateful for support over
the years from the Institute for Advanced Study, and in particular dur-
ing the academic year 2019-20. The third author acknowledges mem-
bership and financial support from the Institute for Advanced Study
during the first half of the year 2017, when this project got started.
The third author also acknowledges current financial support from the
Agence Nationale de la Recherche under the grants MICROLOCAL
ANR-15-CE40-0007 and ENUMGEOM ANR-18-CE40-0009. The au-
thors thank Matthias Schwarz, who long, long ago pointed out the
concept and importance of nilpotence of products in the context of the
pair-of-pants product.
2. Applications of Poincare´ duality
In this section we present evidence for Poincare´ duality that was col-
lected over the past years by the second author (and got this project
started). In each case, we present a pair of theorems valid in the clas-
sical setting of homology/cohomology of the free loop space. We then
present an extension of that pair of theorems to qH˚ and qH˚ and we
explain that, on the one hand, the extended statements are related via
Poincare´ duality, and on the other hand, the classical statements are
implied by the extended statements.
2.1. Critical levels. Recall from Section 1.5 the length filtered ho-
mology and cohomology groups H
pa,bq
˚ Λ “ H˚pΛ
ăb,Λďaq and H˚pa,bqΛ “
H˚pΛăb,Λďaq with respect to some Riemannian metric on M . In par-
ticular, we obtain an increasing filtration on H˚Λ by
Hp´8,aq˚ Λ “ H˚pΛ
ăaq,
and a decreasing filtration on H˚Λ by
H˚pa,8qΛ “ H
˚pΛ,Λďaq.
Definition 2.1 (Critical levels). (1) Given a homology class X P H˚Λ
denote
Cr pXq “ infta P R : X P im pHp´8,aq˚ ΛÑ H˚Λqu.
In other words, Cr pXq is the infimum of the values of a such that X
is represented by a cycle contained in Λăa, i.e., X is supported in Λăa.
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(2) Given a cohomology class x P H˚Λ denote
Cr pxq “ supta P R : x P im pH˚pa,8qΛÑ H
˚Λqu.
In other words, Cr pxq is the supremum of the values of a such that x is
represented by a cochain that vanishes on all chains contained in Λďa,
i.e., x is supported in Λąa.
Theorem 2.2 (Goresky-Hingston [39]). (1) For any two homology
classes X, Y P H˚Λ we have
Cr pX ‚ Y q ď Cr pXq ` Cr pY q.
(2) For any two cohomology classes x, y P H˚pΛ,Λ0q we have
Cr px⊛ yq ě Cr pxq ` Cr pyq.
We now consider an extension of the previous theorem to the setting ofqH˚ and qH˚. Recall from Theorem 1.11 that our choice of Riemannian
metric determines an increasing filtration qHp´8.aq˚ Λ on qH˚Λ, and a
decreasing filtration qH˚pa,8qΛ on qH˚Λ. As such the following definition
is analogous to Definition 2.1 above.
Definition 2.3. (1) Given a homology class X P qH˚Λ denote
Cr pXq “ infta P R : X P im pHˇp´8,aq˚ ΛÑ Hˇ˚Λqu.
(2) Given a cohomology class x P Hˇ˚Λ denote
Cr pxq “ supta P R : x P im pHˇ˚pa,8qΛÑ Hˇ
˚Λqu.
Let us denote the products on qH˚Λ and qH˚Λ by µpX, Y q “ X ‚ Y and
c˚px, yq “ x⊛ y, respectively. The following extension of Theorem 2.2
is now an immediate consequence of the compatibility of these products
with the filtrations in Theorem 1.11.
Theorem 2.4. (1) For any two homology classes X, Y P Hˇ˚Λ we have
Cr pX ‚ Y q ď Cr pXq ` Cr pY q.
(2) For any two cohomology classes x, y P Hˇ˚Λ we have
Cr px⊛ yq ě Cr pxq ` Cr pyq.
Note that each of the statements (1) and (2) is a consequence of the
other one via the Filtered Poincare´ Duality Theorem 1.11. Moreover,
the Splitting Theorem 1.4 ensures that, except in the homological range
t0, . . . , nu, Theorem 2.2 is a consequence of either of the statements (1)
or (2) in Theorem 2.4.
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2.2. Hopf-Freudenthal-Gysin formulas. 2
Here we discuss the relations between the product structures on the free
and based loop spaces. We denote the Pontrjagin product (of degree 0)
on H˚Ω by ‚Ω, and the based cohomology product (of degree n´ 1) on
H˚Ω by ⊛Ω. The inclusion i : Ω ãÑ Λ induces pushforward/pullback
maps i˚ : H˚Ω Ñ H˚Λ and i
˚ : H˚Λ Ñ H˚Ω, as well as shriek maps
(induced by intersection with the codimension n submanifold Ω Ă Λ)
i! : H˚ΛÑ H˚´nΩ and i
! : H˚ΩÑ H˚`nΛ.
Theorem 2.5 (Goresky-Hingston [39]). (1) For all A,B P H˚Λ and
C P H˚Ω we have
i!pA ‚ Bq “ i!A ‚Ω i!B,
pi˚Cq ‚ A “ i˚pC ‚Ω i!Aq.
(2) For all a, b P H˚Λ and c P H˚Ω we have
i˚pa⊛ bq “ i˚a⊛Ω i
˚b,
pi!cq⊛ a “ i!pc⊛Ω i
˚aq.
The above theorem extends to Hˇ˚ and Hˇ
˚ as follows. We denote the
products on Hˇ˚Λ by ‚ (of degree ´n), on Hˇ˚Ω by ‚Ω (of degree 0),
on Hˇ˚Λ by ⊛ (of degree n ´ 1), and on Hˇ˚Ω by ⊛Ω (of degree n ´
1). The open-closed noncompact TQFT structures on pHˇ˚Ω, Hˇ˚Λq and
pHˇ˚Ω, Hˇ˚Λq from Theorem 1.18 include in particular operations
i! : Hˇ˚ΛÑ Hˇ˚´nΩ, i
! : Hˇ˚ΩÑ Hˇ˚`nΛ,
i˚ : Hˇ˚ΩÑ Hˇ˚Λ, i
˚ : Hˇ˚ΛÑ Hˇ˚Ω.
Here i! is the closed-open map defined by the zipper, i˚ is the open-
closed map defined by the cozipper, and i!, i˚ are their algebraic duals.
See Figure 3.
2 Historical note. The name “Gysin formulas” seems to have been coined by
Fulton in his book on intersection theory [33] in connection with the geometric
interpretation of shriek maps in fibered setups. Gradually, this name came to
designate a variety of algebraic relations involving shriek maps. The ones that
we prove in this section should more appropriately be called “Hopf-Freudenthal
formulas”. The situation is clearly summarized in the Introduction of [27] (but the
reference to Hopf’s paper is wrong). Hopf [48] first defined a “reverse” (umkehr)
homomorphism in singular homology associated to a map between manifolds of the
same dimension, and Freudenthal [32] made the connection to Poincare´ duality and
henceforth extended the definition to maps between manifolds of any dimension.
In particular, Hopf [48, (4)] and Freudenthal [32, (V)] proved the finite dimensional
analogues of the second formulas in Theorem 2.5(1) and (2) below. While these also
appear in the later—and unique—paper of Gysin [41, (11.1)], the new contribution
of that paper is to construct the “Gysin long exact sequence” associated to a sphere
bundle and its salient point is a geometric interpretation of an umkehr map in a
fibered context. This long exact sequence happens to play an important role in
our paper. The umkehr homomorphisms of Hopf-Freudenthal are also referred to
notationally as “shriek” maps.
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zipper cozipper
` `
´´
Figure 3. The zipper and the cozipper.
Theorem 2.6. (1) For all A,B P Hˇ˚Λ and C P Hˇ˚Ω we have
p1.iq i!pA ‚ Bq “ i!A ‚Ω i!B,
p1.iiq pi˚Cq ‚ A “ i˚pC ‚Ω i!Aq.
(2) For all a, b P Hˇ˚Λ and c P Hˇ˚Ω we have
p2.iq i˚pa⊛ bq “ i˚a⊛Ω i
˚b,
p2.iiq pi!cq⊛ a “ i!pc⊛Ω i
˚aq.
Proof. Part (1) is a consequence of the open-closed noncompact TQFT
structure on pHˇ˚Ω, Hˇ˚Λq, see Figure 4: Relation (1.i) holds because
both sides are operations defined by the same punctured surface, namely
the 2-disc with two incoming punctures, both interior, and one outgo-
ing boundary puncture. Relation (1.ii) holds because both sides are
operations defined by the same punctured surface, namely the 2-disc
with two incoming punctures, one interior and one on the boundary,
and one outgoing interior puncture.
Part (2) is a consequence of the open-closed noncompact TQFT struc-
ture on pHˇ˚Ω, Hˇ˚Λq: Relation (2.i) holds because both sides are oper-
ations defined by the same punctured surface, namely the 2-disc with
one positive boundary puncture (cohomologically outgoing) and two
negative interior punctures (cohomologically incoming). Relation (2.ii)
holds because both sides are operations defined by the same punctured
surface, namely the 2-disc with one positive interior puncture (coho-
mologically outgoing), and two negative punctures (cohomologically
incoming), one in the interior and one on the boundary. 
By part (3) of the TQFT Theorem 1.18, statements (1) and (2) in The-
orem 2.6 imply one another via Poincare´ duality. Theorem 2.6 implies
Theorem 2.5 due to Lemma 5.7 below, which asserts that suitable re-
strictions of the maps defined by the zipper and cozipper at the level
of Hˇ˚ and Hˇ
˚ coincide with their topological counterparts through the
isomorphisms of Theorems 1.4 and 1.15.
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i!pA ‚Bq “ i!A ‚Ω i!B
” ”
` ` ` ` ` `
´
” ”
´
´
´
`
``
´
` `
`
´
pi˚Cq ‚A “ i˚pC ‚Ω i!Aq
Figure 4. TQFT proof of the Hopf-Freudenthal-Gysin formulas.
2.3. Loop product with the point class. In the following discussion
we assume thatM is oriented and we use Z-coefficients. The long exact
sequence (2) and the fact that ι is a ring map imply that im ε “ ker ι is
an ideal. By the description (3) of the map ε we have im ε “ ZχpMqrqs,
where rqs P H0Λ is the class of the constant loop at the basepoint q PM .
Since the loop product with rqs is given by the composition
H˚`nΛ
i!ÝÑ H˚Ω
i˚ÝÑ H˚Λ,
we obtain the following refinement of Corollary 1.5(1).
Corollary 2.7 (Tamanoi [65]). If χpMq ‰ 0, then ZχpMqrqs is an
ideal in the ring H˚Λ. Thus χpMqi˚i!a “ χpMqrqs ‚ a is an integer
multiple of χpMqrqs P H0Λ for each a P H˚Λ, in particular it vanishes
whenever deg a ‰ n or a lives in a nontrivial path component of Λ.
The corollary is derived in [65] from the TQFT structure on H˚Λ. Note
that we always have the nontrivial product rqs ‚ rMs “ rqs.
Example 2.8. In this example we use Z-coefficients and the computa-
tions of the loop homology rings in [26].
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(a) For M “ CP n we have
H2n`˚ΛCP
n “ Λrws b Zrc, ss{xcn`1, pn` 1qcns, wcny
with |w| “ ´1, |c| “ ´2 and |s| “ 2n. The point class is rqs “ cn, the
Euler characteristic is pn` 1q, and we see that Z ¨ pn` 1qcn is an ideal.
Note that Z ¨ cn is not an ideal.
(b) For M “ Sn with n even we have
Hn`˚ΛS
n “ Λrbs b Zra, ss{xa2, ab, 2asy
with |a| “ ´n, |b| “ ´1 and |s| “ 2n ´ 2. The point class is rqs “ a,
the Euler characteristic is 2, and we see that Z ¨ 2a is an ideal. Note
that Z ¨ a is not an ideal.
(c) For M “ Sn with n ě 3 odd we have
Hn`˚ΛS
n “ Λras b Zrus “ Hn`˚pS
nq bH˚ΩS
n
with |a| “ ´n and |u| “ n´1. The point class is rqs “ a and the Euler
characteristic is 0. It follows that in the composition
Λras b Zrus
i!ÝÑ Zrus
i˚ÝÑ Λras b Zrus
the first map is the canonical projection and the second one multiplica-
tion with a, so the map i˚i! is the projection (with infinite dimensional
image)
Hn`˚pS
nq bH˚ΩS
n Ñ aH˚ΩS
n – H˚ΩS
n.
(d) Let M “ G be a compact Lie group. Then the Euler characteristic
is zero, since there always exists a nowhere vanishing left-invariant
vector field. To compute the image of the map i˚i! note that we have
ΛG – Gˆ ΩG, so the Ku¨nneth formula gives an injection
H˚GbH˚ΩG ãÑ H˚ΛG.
It follows that in the composition Hn`˚ΛG
i!ÝÑ H˚ΩG
i˚ÝÑ H˚ΛG the
first map is surjective (with right inverse a ÞÑ rGs b a) and the second
one is the canonical inclusion, so the map i˚i! is the projection (with
infinite dimensional image)
Hn`˚ΛG Ą rMs bH˚ΩGÑ H˚ΩG.
2.4. Manifolds all of whose geodesics are closed. Manifolds all of
whose geodesics are closed have a long history of study, see [10]. In [39]
it was observed that the loop and cohomology products have special
properties on such manifolds.
Theorem 2.9. [39] Let M be a closed n-dimensional Riemanian man-
ifold all of whose geodesics are simple and closed of the same primitive
length. Let λ denote their Morse index and set b :“ n ´ 1` λ.
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(a) Let Θ P H2n´1`λΛ be the homology class of the cycle consisting of
all simple closed geodesics. Then the loop product with Θ defines an
injective map
‚Θ : H˚pΛ,Λ0q Ñ H˚`bpΛ,Λ0q.
(b) Let ω P HλpΛ,Λ0q be the Morse cohomology class generated by one
simple closed geodesic. Then the cohomology product with ω defines an
injective map
⊛ω : H˚pΛ,Λ0q Ñ H
˚`bpΛ,Λ0q.
A common generalization of this pair of results arises from the following
special case of a theorem of P. Uebele on Rabinowitz Floer homology.
Theorem 2.10 (Uebele [67]). Consider a Liouville domain W with
2c1pW q “ 0 such that the Reeb flow on BW is T -periodic. (Here T is
the minimal common period, but there can be Reeb orbits of smaller
periods.) Let s P SHn`bpBW q be the class of a principal orbit, corre-
sponding to the maximum on the Bott manifold of Reeb orbits of period
T . Suppose that b ą 0 and all closed Reeb orbits on BW have Conley–
Zehnder index ą 3 ´ n. Then b is even and the following hold with
coefficients in a field K.
(a) The class s is invertible and makes Rabinowitz Floer homology
SH˚pBW q a free and finitely generated module over the ring of Lau-
rent polynomials Krs, s´1s.
(b) This module is (not necessarily freely) generated by the Morse–Bott
classes corresponding to Reeb orbits of period at most T .
(c) SH˚pBW q and SH˚pW q are finitely generated as K-algebras.
Remark 2.11. In [67] the result is stated with Z2-coefficients and un-
der the additional hypothesis π1pBW q “ 0. The hypothesis π1pBW q “ 0
was only imposed in order to have well-defined Conley–Zehnder indices
and can be dropped. The extension to K-coefficients is straightforward
using coherent orientations in Floer theory. The restriction to field co-
efficients is essential because the proof uses the fact that Krs, s´1s is a
principal ideal domain.
Corollary 2.12. LetM be a closed n-dimensional Riemanian manifold
all of whose geodesics are closed of (not necessarily primitive) length ℓ.
Let s P qHn`bΛ be the class of a principal closed geodesic, corresponding
to the maximum on the Bott manifold of Reeb orbits of period ℓ. Sup-
pose that all closed geodesics have index ą 3 ´ n. Then b is even and
the following hold with coefficients in a field K.
(a) The class s is invertible and makes extended loop homology qH˚Λ a
free and finitely generated module over the ring of Laurent polynomials
Krs, s´1s.
(b) This module is (not necessarily freely) generated by the Morse–Bott
classes corresponding to closed geodesics of length at most ℓ.
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(c) In the splitting qH˚Λ “ H˚Λ‘H1´˚Λ, the summand H˚Λ inherits
the structure of a free and finitely generated Krss-module, and H
1´˚
Λ
inherits the structure of a free and finitely generated Krs´1s-module.
(d) qH˚Λ, H˚Λ and H1´˚Λ are finitely generated as K-algebras.
Proof. We apply Theorem 2.10 to the unit disk cotangent bundle W “
D˚M . Note that c1pD
˚Mq “ 0, and by assumption all closed geodesics
have Conley–Zehnder index (“ Morse index) ě 0 ą 3 ´ n. Moreover,
b “ n ´ 1 ` λ ą 0, where λ ą 3 ´ n is the Morse index of a principal
closed geodesic. So the hypotheses of Theorem 2.10 are satisfied, and
parts (a) and (b) follow immediately.
For part (c) consider the induced splitting
(9) H´˚pS˚Mq “ Hn`˚pMq ‘H
1´n´˚
pMq.
on the constant loops, where the first summand is contained in H˚Λ
and the second one in H
1´˚
Λ. Denote by H
p0,ℓs
˚ Λ Ă qH˚Λ the subspace
generated by the positively traversed Reeb orbits of period (or action)
in p0, ℓs. We claim that H˚Λ is the Krss-submodule of qH˚Λ generated
by the K-vector space
V˚ :“ H
n´˚
pMq ‘Hp0,ℓs˚ Λ.
To see this, we use that by construction of the splitting in Section 4.7
the summand H˚Λ is generated by the positively traversed Reeb orbits
and the constant orbits generating H
n´˚
pMq, while H
˚
Λ is generated
by the negatively traversed Reeb orbits and the constant orbits gen-
erating H1´n`˚pMq. In particular, s P H˚Λ. Since H˚Λ Ă qH˚Λ is
a subring, this proves the inclusion KrssV˚ Ă H˚Λ. For the converse
inclusion, we use an argument from [67]. By Theorem 2.10(b), the K-
vector space qH˚Λ is generated by elements of the form ska with k P Z
and a P H
p0,ℓs
˚ Λ. If s
ka P H˚Λ, then by action reasons we must have
k ě ´1. If k ě 0, then ska P KrssH
p0,ℓs
˚ Λ Ă KrssV˚. If k “ ´1, then
ska must belong to the constant part H
n´˚
pMq Ă V˚ and the claim is
proved.
By the claim, H˚Λ is finitely generated as a Krss-submodule. It is
torsion free because qH˚Λ is torsion free as a Krs, s´1s-module. Since
Krss is a principal ideal domain, it follows that the Krss-module H˚Λ
is free. This proves the assertion on H˚Λ. An analogous argument
gives the assertion on H
1´˚
Λ, which is the Krs´1s-submodule of qH˚Λ
generated by the K-vector space
V ˚ :“ H r´ℓ,0q˚ Λ‘H1´n`˚pMq.
Part (d) is an immediate consequence of part (c). 
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Corollary 2.12 requires neither that the geodesics have the same prim-
itive length, nor that they are simple. In order to describe the alge-
bra structure in examples, suppose now that all geodesics are closed
with the same primitive length ℓ. Then the spaces V˚ and V
˚ in the
proof of Corollary 2.12 can be replaced by Hn`˚pMq ‘ sH
1´n´˚
pMq
and s´1Hn`˚pMq ‘H
1´n´˚
pMq, respectively, and we extract from the
proof the following statements:
‚ The Krs, s´1s-module qH˚Λ is (not necessarily freely) generated by
H´˚pS˚Mq “ Hn`˚pMq ‘H
1´n´˚
pMq.
‚ The Krss-submodule Hn`˚Λ is (not necessarily freely) generated byrV˚ :“ Hn`˚pMq ‘ sH1´n´˚pMq.
‚ The Krs´1s-submodule H
1´n´˚
Λ is (not necessarily freely) gener-
ated by rV ˚ :“ s´1Hn`˚pMq ‘H1´n´˚pMq.
Let us introduce the degree shifted algebraqH˚Λ :“ qH˚`nΛ “ H˚`nΛ‘H1´n´˚Λ,
graded by the shifted degree |γ| “ CZpγq ´ n. Then the product has
degree zero and is graded commutative, and the class s above has degree
|s| “ b “ n´ 1` λ ą 0,
where λ is the Morse index of a principal closed geodesic.
Example 2.13 (Spheres). For the loop space of Sn the loop product
and the cohomology product have been computed in [26] and [39], respec-
tively. Corollary 2.12 provides a simple way to derive one product from
the other in the case n ě 3. For this, note first that in this case each
closed geodesic has index at least λ “ n´ 1 ą 3´ n, so Corollary 2.12
is applicable with the generator s of shifted degree
|s| “ n´ 1` λ “ 2n´ 2.
Now we distinguish two cases.
The case n ě 3 odd. In this case the Krs, s´1s-module qH˚ΛSn is
generated by the graded vector space
H´˚pS˚Snq “ span
K
t1, a, b, abu
in degrees
|1| “ 0, |a| “ ´n, |b| “ 1´ n, |ab| “ 1´ 2n,
where 1, a generate the first summand and b, ab the second one in the
splitting (9). For degree reasons there can be no nontrivial relations
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involving different powers of s in span
K
t1, a, b, abubK Krs, s
´1s and we
conclude that qH˚ΛSn “ spanKt1, a, b, abu bK Krs, s´1s
as a Krs, s´1s-module. The preceding discussion then gives
Hn`˚ΛS
n “ span
K
t1, a, u, auu bK Krss, u :“ sb, |u| “ n ´ 1
as a Krss-module, and
H1´n´˚ΛSn “ s´1span
K
t1, a, u, auu bK Krs
´1s
as a Krs´1s-module. Here the reduced (co)homologies are the same
because χpSnq “ 0. To determine the ring structure we use an input
from [26], where it is shown that the ring structure on Hn`˚ΛS
n has
only one additional relation u2 “ s, hence
Hn`˚ΛS
n “ Kra, us{xa2y
as a K-algebra. Since any relation in qH˚ΛSn gives rise under multi-
plication by a large negative power of s to a relation in Hn`˚ΛS
n and
vice versa, it follows thatqH˚ΛSn “ Kra, u, u´1s{xa2y
as a K-algebra. This in turn implies that
H1´n´˚ΛSn “ u´1Kra, u´1s{xa2y
as a K-algebra. Since the classes u´1, u´1a correspond to the constant
loops, the cohomology relative to the constant loops becomes
H1´n´˚pΛSn,Λ0S
nq “ u´2Kra, u´1s{xa2y
as a K-algebra, in accordance with [39].
The case n ě 3 even. If K has characteristic 2 the (co)homology rings
are exactly as in the case n odd. Suppose now that K has characteristic
‰ 2. Then the Krs, s´1s-module qH˚ΛSn is generated by the graded
vector space
H´˚pS˚Snq “ span
K
t1, cu
in degrees
|1| “ 0, |c| “ 1´ 2n,
where 1 generates the first summand and c the second one in the split-
ting (9). Again there can be non nontrivial relations and we conclude
that qH˚ΛSn “ spanKt1, cu bK Krs, s´1s
as a Krs, s´1s-module,
Hn`˚ΛS
n “ span
K
t1, bu bK Krss, b :“ sc, |b| “ ´1
as a Krss-module, and
H
1´n´˚
ΛSn “ s´1span
K
t1, bu bK Krs
´1s
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as a Krs´1s-module. Note that the non-reduced loop space homology
Hn`˚ΛS
n “
´
span
K
t1, bu bK Krss
¯
‘Ka, |a| “ ´n
is not free as a Krs´1s-module because sa “ 0. The ring structure is
again determined in [26], where it is shown that
Hn`˚ΛS
n “ Kra, b, ss{xa2, ab, b2, 2say
as a K-algebra. (Here the factor 2 can be dropped because it is invertible
in K, but the homology as written also gives the correct answer for K
replaced by Z.) From this we again deduce the K-algebrasqH˚ΛSn “ Krb, s, s´1s{xb2y,
Hn`˚ΛS
n “ Krb, ss{xb2y, H
1´n´˚
ΛSn “ s´1Krb, s´1s{xb2y,
H1´n´˚pΛSn,Λ0S
nq “ s´2Krb, s´1s{xb2y,
the last one in accordance with [39].
2.5. String point invertibility and resonances for CROSS. Ex-
ample 2.13 can be generalized to all compact rank one symmetric spaces
(CROSS), i.e., the projective spaces RP n, CP n, HP n, and the Cayley
plane CaP 2. This is carried out in joint work with E. Shelukhin [22]
where we compute for each CROSS the extended loop homology ring
together with its BV operator (see Section 6), and thus by restriction
the BV algebra structures on its loop homology and loop cohomology.
Moreover, we apply these computations to the following two questions.
String point invertibility. Consider a closed manifoldM and denote by
t¨, ¨u the Chas-Sullivan loop bracket on H˚Λ.
3 For any given class a P
H˚Λ, consider the operator Pa : H˚pMq Ñ H˚`deg a´n`1pMq defined
by
Pa “ ev˚ ˝ t¨, au ˝ i˚,
with i : M ãÑ Λ the inclusion of constant loops, and ev : Λ Ñ M the
evaluation. We call M string point invertible if there exists a coeffi-
cient field K such that M is K-orientable, and a collection of classes
a1, . . . , aN P H˚Λ such that
rMs “ PaN ˝ ¨ ¨ ¨ ˝ Pa1prptsq.
This property was introduced by Shelukhin [62], who derived from it
the following conjecture of Viterbo for string point invertible manifolds:
The spectral norm of the pair consisting of the zero-section inside T ˚M
and its image under a Hamiltonian diffeomorphism supported in the
unit disc bundle is uniformly bounded. Moreover, Shelukhin proved
that spheres are string point invertible, and string point invertibility is
preserved under taking products. Generalizing this, we have
3This is defined by tA,Bu “ p´1q|A|∆pABq ´ p´1q|A|p∆AqB ´ A∆B, with ∆
the BV-operator on H˚Λ “ H˚`nΛ (cf. §6).
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Theorem 2.14. [22] (a) LetM be a CROSS modelled on CP d, HP d, or
CaP 2 (set d “ 2 in this last case). Then M is string point invertible
if and only if the Euler characteristic χpMq “ d ` 1 is prime (with
coefficient field K “ Z{pd` 1qZq.
(b) Let M be a CROSS modelled on RP n, n ě 3. Then M is not string
point invertible with Z{2-coefficients.
Resonances. Consider a closed Riemannian manifoldM and fix a coef-
ficient ring R. To (co)homology classes X P HkpΛMq and x P H
kpΛMq
we associate their degrees degpXq “ k, degpxq “ k and critical levels
Cr pXq, Cr pxq as defined in Section 2.1. We say that M is resonant
with R-coefficients if there exists a constant α ą 0 such that
degpXq ´ αCr pXq and degpxq ´ αCr pxq
are uniformly bounded for all X P H˚pΛM ;Rq and x P H
˚pΛM ;Rq.
This property is introduced in [46] and its implications for indices and
lengths of closed geodesics are discussed. Moreover, it is proved in [46]
that spheres of dimension at least 3 are resonant with field coefficients.
Generalizing this, we have
Theorem 2.15. [22] The string point invertible CROSS from Theo-
rem 2.14(a) are resonant with coefficients in the field Z{pd ` 1qZ.
2.6. Index growth. Consider the following result on the index growth
of an iterated closed geodesic.
Theorem 2.16 ([39, Proposition 6.1]). Let γ be a closed geodesic with
index λ and (transverse) nullity ν on a manifold of dimension n. Let
λm and νm denote the index and nullity of the m-fold iterate γ
m. Then
νm ď 2pn´ 1q and
(10) |λm ´mλ| ď pm´ 1qpn´ 1q,
(11) |λm ` νm ´mpλ` νq| ď pm´ 1qpn´ 1q.
These inequalities follow from standard properties of the Bott function
S1 Ñ Z determined by the linearization of the geodesic flow along γ,
see [11, 39]. In the context of the present paper, we wish to explain
that (10) and (11) are dual statements. We proceed as in the previ-
ous sections: first generalize each of these inequalities to a symplectic
setting, then prove a duality theorem for the generalized statements.
The linearization of the geodesic flow along γ determines a path in
Spp2pn ´ 1qq starting at Id, canonically defined up to conjugation.
Based on Bott [11], Long [52] developed an index iteration theory for
general paths of symplectic matrices, not necessarily obtained as lin-
earizations of geodesic flows. To any path P : r0, 1s Ñ Spp2Nq such
that P p0q “ Id is assigned its Bott-Long index
ipP q P Z.
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See [52, Definitions 5.2.7 and 5.4.1]. (In the notation of Long [52] we
have ipP q “ i1pP q.) This is defined to be the Conley-Zehnder index of
the concatenation P#P p1qξ where ξ is a “minus curve”, i.e. a path
of the form tt ÞÑ expptJSq : t P r0, εsu with S a symmetric negative
definite matrix and ε ą 0 small. 4 The nullity of such a path is
νpP q “ νpP p1qq “ dimkerpP p1q ´ Idq.
The key property that is of interest to us regarding the Bott-Long index
is that, if P “ Pγ : r0, 1s Ñ Spp2pn ´ 1qq is the linearized transverse
geodesic flow along a given geodesic γ, then ipPγq equals the Morse
index of γ, cf. [52, Theorem 7.3.4] and [11, Theorem A]. Similarly,
νpPγq equals the nullity of γ (in the transverse direction).
To formulate the iteration inequalities for the Bott-Long index, define
Pm : r0, ms Ñ Spp2Nq by
Pmptq “ P pt´ jqP p1qj, j ď t ď pj ` 1q, j “ 0, . . . , m´ 1.
If P “ Pγ : r0, 1s Ñ Spp2pn ´ 1qq is the linearized transverse geodesic
flow along a given geodesic γ, then Pm is the linearized transverse
geodesic flow along the m-th iterate γm.
The following generalization of Theorem 2.16 is just a reformulation of
a result by Liu and Long. It specializes to Theorem 2.16 if P “ Pγ is
the linearized transverse geodesic flow along some geodesic γ.
Theorem 2.17 (Liu-Long [51]). Let P : r0, 1s Ñ Spp2Nq be a contin-
uous path with P p0q “ Id. Then for all m ě 1 we have
(12) |ipPmq ´mipP q| ď pm´ 1qN,
(13)
ˇˇ
pipPmq ` νpPmqq ´mpipP q ` νpP qq
ˇˇ
ď pm´ 1qN.
Proof. According to [51, Theorem 1.2] (see also [52, Theorem 10.1.3]),
the following inequalities hold for all m ě 1:
m
`
ipP q ` νpP q ´N
˘
`N ´ νpP q
ď ipPmq
ď m
`
ipP q `N
˘
´N ´ pνpPmq ´ νpP qq.
Theorem 2.17 follows directly from these using the additional obvi-
ous inequalities 2N ě νpPmq ě νpP q ě 0. For example, the second
inequality implies
ipPmq ´mipP q ď pm´ 1qN ´ pνpPmq ´ νpP qq ď pm´ 1qN.

Remark 2.18. The proof of Theorem 2.17 ultimately relies on prop-
erties of the Bott function determined by the path P .
4As an example, we have ipP ” Idq “ ´N .
POINCARE´ DUALITY FOR LOOP SPACES 29
The key definition for the duality statement is the following.
Definition 2.19. Given a path P : r0, 1s Ñ Spp2Nq with P p0q “ Id,
the reverse path P : r0, 1s Ñ Spp2Nq is defined by
P ptq “ P p1´ tqP p1q´1, t P r0, 1s.
Note that P p0q “ Id. The motivation for the definition is the following.
Consider a 1-periodic compactly supported Hamiltonian H : R{Z ˆ
R
2N Ñ R and denote ϕt, t P R the flow of the Hamiltonian vector
field X tH , t P R{Z, which solves the equation
d
dt
ϕt “ X
t
H ˝ ϕt with
initial condition ϕ0 “ Id. The 1-periodicity of the Hamiltonian implies
ϕt ˝ ϕ1 “ ϕ1 ˝ ϕt “ ϕ1`t for all t P R. The reverse flow ϕt “ ϕ´t
satisfies the equation ϕt ˝ ϕ1 “ ϕ1´t, and its linearization satisfies the
equation dϕt “ dϕ1´t ˝ dϕ
´1
1 . Thus, reversing the time direction for a
Hamiltonian flow corresponds at the linearized level to reversal of the
path as in Definition 2.19.
Proposition 2.20. Given a path P : r0, 1s Ñ Spp2Nq with P p0q “ Id,
the index of the reverse path P is
(14) ipP q “ ´ipP q ´ νpP q.
Before proving the proposition we first state and prove our duality
theorem for the index.
Theorem 2.21 (Duality for the index). Let P : r0, 1s Ñ Spp2Nq be a
path with P p0q “ Id and P be the reverse path.
(i) The index inequality (12) for P is equivalent to the index+nullity
inequality (13) for P .
(ii) The index+nullity inequality (13) for P is equivalent to the index
inequality (12) for P .
Proof. Since taking the reverse of a path is an involutive operation, as-
sertions (i) and (ii) are equivalent. To prove (ii) we use Proposition 2.20
and the equality P
m
“ Pm to get
mipP q ´ pm´ 1qN ď ipP
m
q ď mipP q ` pm´ 1qN
ô mp´ipP q ´ νpP qq ´ pm´ 1qN ď ´ipPmq ´ νpPmq ď mp´ipP q ´ νpP qq ` pm´ 1qN
ô mpipP q ` νpP qq ` pm´ 1qN ě ipPmq ` νpPmq ě mpipP q ` νpP qq ´ pm´ 1qN.

Proof of Proposition 2.20. We use the Long index for paths P : r0, 1s Ñ
Spp2Nq which do not necessarily start at the identity, cf. [52, Defini-
tion 6.2.9]. We denote it
iLpP q P Z.
The Long index is defined from the Bott-Long index by attaching to
P an arbitrary path ξ starting at Id and ending at P p0q and setting
iLpP q “ ipξ#P q ´ ipξq. Among the properties of the Long index we
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will use additivity under concatenations, vanishing on paths for which
the nullity is constant along the path, and homotopy invariance with
fixed endpoints. Taking into account that ipP ” Idq “ ´N , we see
that the Long index and the Bott-Long index for paths P which start
at the identity are related by the equation
iLpP q “ ipP q `N.
In particular, equation (14) is equivalent to
(15) iLpP q “ ´iLpP q ´ νpP q ` 2N.
To prove (15) we use a method from [18, Lemma 2.3]. Denote P´ptq “
P p1´ tq, so that P “ P´P p1q
´1. We start from the relation P´P
´1
´ ”
Id. Given two paths Q,R starting at the identity, their product QR :
t ÞÑ QptqRptq is homotopic to the concatenation Q#Qp1qR. As a par-
ticular case, the path P´P
´1
´ “ PP p1qP
´1
´ is homotopic to the concate-
nation of P´P p1q
´1 “ P and P p1qP p1qP´1´ “ P
´1
´ . From iLpIdq “ 0
we therefore obtain
iLpP q “ ´iLpP
´1
´ q.
Since the concatenation P#P´ is homotopic with fixed endpoints to
Id, we obtain that iLpP´q “ ´iLpP q. On the other hand, we prove
below that
(16) iLpR
´1q “ ´iLpRq ´ νpRp1qq ` νpRp0qq
for any path R : r0, 1s Ñ Spp2Nq. Then (15) follows:
iLpP q “ ´iLpP
´1
´ q
“ ´p´iLpP´q ´ νpP´p1qq ` νpP´p0qqq
“ ´piLpP q ´ νpP p0qq ` νpP p1qqq
“ ´iLpP q ´ νpP q ` 2N.
Equation (16) follows directly from the definition of the Long index iL
and the equation
(17) ipR´1q “ ´ipRq ´ νpRq
for paths R : r0, 1s Ñ Spp2Nq with Rp0q “ Id. We are thus left to
prove (17).
Denote P˚p2Nq “ tR : r0, 1s Ñ Spp2Nq : Rp0q “ Id, detpRp1q ´
Idq ‰ 0u. We first observe that (17) holds for paths R P P˚p2Nq:
the Bott-Long index ipRq is equal to the Conley-Zehnder index on
P˚p2Nq [52, Definition 5.2.7], and the definition of the Conley-Zehnder
index in terms of the canonical extension ρ : Spp2Nq Ñ Up1q of the
determinant function det : UpNq Ñ Up1q from [59, Theorem 3.1] im-
plies the equality ipR´1q “ ´ipRq for all paths R P P˚p2Nq since
ρpA´1q “ ρpAq for every A P Spp2Nq. Since νpRq “ 0 for any path
R P P˚p2Nq, this proves (17).
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To prove (17) for arbitrary paths we use the following minimizing char-
acterization of the Bott-Long index, which combines Theorem 5.4.1,
Definition 5.4.2, Corollary 6.1.9 and Definition 6.1.10 from [52]:
ipRq “ sup
UPN pRq
inftipBq : B P U X P˚p2Nqu
“ inf
UPN pRq
suptipBq : B P U X P˚p2Nqu ´ νpRq.
Here N pRq is the set of neighbourhoods of R in the space of paths
r0, 1s Ñ Spp2Nq starting at Id. We obtain
ipR´1q “ sup
UPN pR´1q
inftipBq : B P U X P˚p2Nqu
“ sup
UPN pRq
inftipB´1q : B P U X P˚p2Nqu
“ sup
UPN pRq
inft´ipBq : B P U X P˚p2Nqu
“ ´ inf
UPN pRq
suptipBq : B P U X P˚p2Nqu
“ ´ipRq ´ νpRq.
The third equality makes use of (17) for paths in P˚p2Nq. 
2.7. Level-Potency. Let M be a closed Riemannian manifold of di-
mension n whose nonconstant closed geodesics are isolated. Let γ be a
closed geodesic of length L ą 0, and denote by Sγ “ S1¨γ Ă Λ the satu-
ration of the geodesic with respect to the circle action. By local level ho-
mology/cohomology at γ we mean H˚pSγq “ limUĄSγ H˚pΛXU,Λ
ăLX
Uq and H˚pSγq “ limUĄSγH
˚pΛXU,ΛăLXUq, where U is an open set
in Λ containing Sγ. We will denote by HL˚ pΛq “ H˚pΛ
ăL`ε,ΛăLq and
by H˚LpΛq “ H
˚pΛăL`ε,ΛăLq for ε ą 0 small enough the level homol-
ogy/cohomology at level L. See [39, p. 119, 131, 188], especially Prop.
A.6.
Consider the following conditions, where “F” stands for “fast” and
“S” for “slow”, and powers are taken with respect to the loop and
cohomology products, respectively.
Condition 1F. There is a nontrivial cohomology class x P H˚pΛ,Λ0q
that is level-potent; that is,
crpxmq “ mcrpxq
for all m ě 1.
Condition 1S. There is a homology class X P H˚pΛq with Cr pXq ą 0
that is level-potent; that is,
Cr pXmq “ mCr pXq
for all m ě 1.
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Condition 2F. For some L ą 0 and k ě 0 there is a level cohomology
class x P HkLpΛq that is level-potent. That is, the level class
xm P H
mk`pm´1qpn´1q
mL pΛq
is nonzero for all m ě 1.
Condition 2S. For some L ą 0 and k ě 0 there is a level homology
class X P HLk pΛq that is level-potent. That is, the level class
Xm P HmLmk´pm´1qnpΛq
is nonzero for all m ě 1.
Condition 3F. M carries an isolated closed geodesic γ that is a sym-
plectically degenerate minimum (SDmin); that is, it has fastest possible
index growth, and it has nontrivial local level cohomology H˚pSγq with
Z{2-coefficients in the dimension of its index.
Condition 3S. M carries an isolated closed geodesic γ that is a sym-
plectically degenerate maximum (SDMax); that is, it has slowest pos-
sible index+nullity growth, and it has nontrivial local level homology
H˚pSγq with Z{2-coefficients in the dimension of its index+nullity+1.
Condition 4. M has infinitely many closed geodesics.
Theorem 2.22 ([20]). Let M be a compact orientable Riemannian
manifold. Assume that all closed geodesics on M are isolated. Then
the following implications hold.
1F ñ 2F 1S ñ 2S
2F ô 3F 2S ô 3S
3F ñ 4 3S ñ 4
We will see that Theorem 2.22 is a consequence of Theorem 2.24 be-
low. The implications 3S ñ 4 and 3F ñ 4 are essentially the content
of the papers [43, 44]. The notion of symplectically degenerate maxi-
mum/minimum played a key role in the proof of the Conley conjecture,
see [45, 35] for the original proofs and [37] for the current state of the
art. We refer to those papers for explanations on the terminology. Note
also that our local level homology groups are saturated, whereas the
SDMax/min condition is usually phrased in terms of non-saturated lo-
cal level homology [43, 44] or S1-equivariant local level homology [38],
which explains the slight discrepancy in indices. A comparison of these
various points of view will appear in [20].
Our goal here is to explain the S- and F-sides of Theorem 2.22 as
being dual. We proceed as in the previous sections: first generalize the
theorem to a symplectic setting, then prove a duality theorem for the
generalized statement. The key definition is the following.
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Definition 2.23. Let pX, ξq be a contact manifold and α P Ω1pXq a
defining contact form with Reeb vector field Rα. A generalized closed
Reeb orbit for α is either a constant, or a closed orbit of Rα or ´Rα.
By convention, the period of a generalized closed Reeb orbit is negative
for closed orbits of ´Rα, zero for the constants, and positive for closed
orbits of Rα. The generalized period spectrum of α is the set of all
periods of generalized closed Reeb orbits.
Let γ˜ be a nonconstant generalized closed Reeb orbit, i.e. a closed
orbit of ˘Rα. Fix a trivialization τ of the contact distribution along
γ˜. The index of γ˜ with respect to the trivialization τ is denoted ipγ˜ :
τq and is defined to be the Bott-Long index of the symplectic path
given by the linearization of the flow of ˘Rα along γ˜, cf. §2.6. If the
contact distribution admits a global trivialization over X and such a
trivialization has been fixed, we simply denote the index by ipγ˜q.
We focus here on X “ S˚M with its canonical contact form α. The
nonconstant generalized closed Reeb orbits are of two kinds: lifts of
closed geodesics on M on the one hand (these are the closed orbits of
Rα), and their backward parametrizations (closed orbits of ´Rα). Just
like closed Reeb orbits are “seen” by Hamiltonians used in the definition
of symplectic homology SH˚pD
˚Mq » H˚Λ, generalized closed Reeb
orbits are “seen” by Hamiltonians used in the definition of Rabinowitz
Floer homology SH˚pS
˚Mq “ qH˚Λ. We assume that the nonconstant
closed geodesics ofM are isolated, or equivalently that the nonconstant
generalized closed Reeb orbits on S˚M are isolated.
Let γ˜ be a nonconstant generalized closed Reeb orbit of period L ‰ 0.
By local level extended homology/cohomology, denoted qH˚pSγ˜q andqH˚pSγ˜q, we mean symplectic homology/cohomology of S˚M localized
near the isolated set Sγ˜ in the following sense: we choose a Hamil-
tonian H as in the definition of SH˚pS
˚Mq with negative slope ´µ
and positive slope τ such that L P p´µ, τq, and consider local Floer
(co)homology of the isolated fixed point set which corresponds to Sγ˜
in the convex region of H . This is a mild variation on McLean’s defi-
nition of local symplectic homology in [53]. We twist the Floer homol-
ogy groups by the local system η discussed in the Introduction. See
also [20].
By level extended homology/cohomology at level L we mean qHL˚Λ “qHpL´ε,L`εq˚ Λ and qH˚LΛ “ qH˚pL´ε,L`εqΛ, where ε ą 0 is small enough and
we twist again by the local system η.
Consider the following conditions (“s” stands for “symplectic”).
Condition 1Fs. There is a cohomology class x P qH˚Λ with crpxq ‰ 0
that is level-potent; that is,
crpxmq “ mcrpxq
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for all m ě 1.
Condition 1Ss. There is a homology class X P qH˚Λ with CrpXq ‰ 0
that is level-potent; that is,
CrpXmq “ mCrpXq
for all m ě 1.
Condition 2Fs. For some L ‰ 0 and k P Z there is a level cohomology
class x P qHkLΛ that is level-potent. That is, the level class
xm P qHmk`pm´1qpn´1qmL Λ
is nonzero for all m ě 1.
Condition 2Ss. For some L ‰ 0 and k P Z there is a level homology
class X P qHLk Λ that is level-potent. That is, the level class
Xm P qHmLmk´pm´1qnΛ
is nonzero for all m ě 1.
Condition 3Fs. S˚M carries an isolated nonconstant generalized
closed Reeb orbit γ˜ which is a symplectically degenerate minimum (SD-
min); that is, it has fastest possible index growth, and it has nontrivial
local level extended cohomology qH˚pSγ˜q with Z{2-coefficients in the di-
mension of its index.
Condition 3Ss. S˚M carries an isolated nonconstant generalized
closed Reeb orbit γ˜ which is a symplectically degenerate maximum (SD-
Max), that is, it has slowest possible index+nullity growth, and it has
nontrivial local level extended homology qH˚pSγ˜q with Z{2-coefficients
in the dimension of its index+nullity+1.
Condition 4s. S˚M has infinitely many closed Reeb orbits.
Theorem 2.24 ([20]). Let M be a compact orientable Riemannian
manifold. Assume that all closed geodesics on M are isolated. Then
the following implications hold.
1Fs ñ 2Fs 1Ss ñ 2Ss
2Fs ô 3Fs 2Ss ô 3Ss
3Fs ñ 4s 3Ss ñ 4s

We prove below that the F-column in Theorem 2.24 is equivalent to
the S-column. In turn, the S-column admits purely symplectic proofs,
see [20]. The implication 3Ss ñ 4s is akin to [38, Theorem 1.2], which
uses the methods of [35]. The proof of the equivalence 2Ss ô 3Ss can
be essentially extracted from [42, §4] and [36, §5.2]. The implication
1Ss ñ 2Ss is straightforward by setting L “ CrpXq.
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Theorem 2.24 implies Theorem 2.22. This is immediate in view of the
splitting qH˚Λ “ H˚Λ‘H1´˚Λ from Theorem 1.4. Indeed, each of the
conditions involved in Theorem 2.22 is strictly generalized within the
corresponding condition from Theorem 2.24. 
Theorem 2.25. Under the Poincare´ duality isomorphism, the F-column
in Theorem 2.24 is equivalent to the S-column.
Proof. It is enough to prove that the three conditions labeled “-Fs” are
equivalent to the corresponding conditions labeled “-Ss”.
The equivalences 1FS ô 1Ss and 2Fs ô 2Ss are direct consequences
of the fact that Poincare´ duality is a filtered ring isomorphism.
We prove the equivalence 3Fs ô 3Ss. We claim that a generalized
closed Reeb orbit γ˜ satisfies condition 3Fs if and only if the general-
ized closed Reeb orbit γ˜, defined as γ˜ traversed backwards, satisfies
condition 3Ss. This follows from the following two ingredients: (i)
Proposition 2.20 ensures that their indices and nullities are related by
the formula ipγ˜q “ ´ipγ˜q ´ νpγ˜q, so that
1´ ipγ˜q “ ipγ˜q ` νpγ˜q ` 1,
and (ii) the fact that Poincare´ duality specializes to an isomorphismqH˚pSγ˜q » qH1´˚pSγ˜q.

2.8. Homotopy invariance. Ever since the definition of string topol-
ogy operations in [15] people have wondered what structure on a man-
ifold they actually depend on, e.g., whether they depend only on the
homotopy type. Note that homotopy equivalent manifolds must nec-
essarily have the same dimension (since the latter is detected by the
top homology group), so the string topology operations have the same
degree. For the same reason, the manifolds are either both orientable,
or both nonorientable.
In 2008, Cohen, Klein and Sullivan proved that the loop product and
the string bracket are homotopy invariants [28] (see also [40, 29]), while
for other string topology operations the question has remained open.
Using the methods of the present paper, we prove in [19] the following
result.
Theorem 2.26 ([19]). Let M and N be closed connected manifolds
which are homotopy equivalent. Then the rings qH˚pΛMq and qH˚pΛNq
are isomorphic.
In view of the Splitting Theorem 1.4, this implies
Corollary 2.27 ([19]). The rings
`
H˚pΛMq, ‚
˘
and
`
H
˚
pΛMq,⊛
˘
de-
pend only on the homotopy type of M .
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Here Theorem 2.26 perfectly fulfils its role as a bridge between the loop
product and the cohomology product, since it allows us to prove in one
sweep the homotopy invariance of both. Let us mention that homotopy
invariance of the cohomology product was also proved using different
methods by Hingston and Wahl in [47].
3. Poincare´ duality in Rabinowitz Floer homology
Poincare´ duality H˚pΣq – H
m´˚pΣq for an m-dimensional closed ori-
ented manifold Σ is known to be induced by a canonical chain isomor-
phism MC˚pfq – MC
m´˚p´fq between the Morse chain complex of
a Morse function f : Σ Ñ R and the Morse cochain complex of ´f .
In this section we show that this isomorphism canonically extends to
Rabinowitz Floer homology if Σ is the boundary of a Liouville domain.
3.1. Rabinowitz Floer homology. Recall from [16] the definition
of Rabinowitz Floer homology. Consider the completion ppV , λq of a
Liouville domain pV, λq with boundary Σ “ BV . We abbreviate by
L “ C8pS1, pV q the free loop space of pV , where S1 “ R{Z. A defining
Hamiltonian for Σ is a smooth function H : pV Ñ R with regular
level set Σ “ H´1p0q whose Hamiltonian vector field XH (defined by
iXHω “ ´dH) has compact support and agrees with the Reeb vector
field R along Σ. Given such a Hamiltonian, the Rabinowitz action
functional is defined by
AH : Lˆ R Ñ R,
AHpx, ηq :“
ż 1
0
x˚λ´ η
ż 1
0
Hpxptqqdt.
Critical points of AH are pairs px, ηq such that x : S
1 Ñ Σ solves the
equation
9x “ ηXHpxq “ ηRpxq.
So there are three types of critical points: closed Reeb orbits on Σ
which are positively parametrized and correspond to η ą 0, closed
Reeb orbits on Σ which are negatively parametrized and correspond to
η ă 0, and constant loops on Σ which correspond to η “ 0. The action
of a critical point px, ηq is AHpx, ηq “ η.
Pick a smooth family pJtqtPS1 of compatible almost complex structures
on pV that are cylindrical at infinity. It induces a metric g “ gJ
on L ˆ R which at a point px, ηq P L ˆ R and two tangent vectors
pxˆ1, ηˆ1q, pxˆ2, ηˆ2q P Tpx,ηqpLˆ Rq “ ΓpS
1, x˚T pV q ˆ R is given by
gpx,ηq
`
pxˆ1, ηˆ1q, pxˆ2, ηˆ2q
˘
“
ż 1
0
ω
`
xˆ1ptq, Jtpxptqqxˆ2ptq
˘
dt` ηˆ1 ¨ ηˆ2.
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Positive gradient flow lines of the Rabinowitz action functional AH with
respect to this metric are solutions px, ηq P C8pRˆ S1, pV q ˆC8pR,Rq
of the Rabinowitz Floer equation
(18)
"
Bsx` Jtpxq
`
Btx´ ηXHpxq
˘
“ 0,
Bsη `
ş1
0
Hpxptqqdt “ 0.
We fix action values ´8 ă a ă b ă 8 outside the action spectrum of
AH , and we pick an additional small Morse function f on the critical
manifold CritpAHq. Thus f consists of a Morse function fΣ : Σ Ñ R
and Morse functions fγk : impγq Ñ R for each simple closed Reeb orbit
γ and k P Zzt0u, where we assume the latter to have unique minima
mγk and maxima Mγk . Then the chain group RFC
pa,bq
˚ pH, f ; Jq is the
free abelian group generated by the critical points of f with action in
pa, bq and the boundary operator
B : RFCpa,bq˚ pH, f ; Jq Ñ RFC
pa,bq
˚´1 pH, f ; Jq
counts cascades as in [16]. They combine the negative gradient flow
of AH with respect to the metric g and the negative gradient flow of
f with respect to some metric on CritpAHq. As grading we use the
half-integer grading defined in [16]. The resulting filtered Rabinowitz
Floer homology groups
RFHpa,bq˚ pΣ, λq :“ RFH
pa,bq
˚ pH, f ; Jq,
are well-defined and do not depend on the choice of J , H and f , though
they do depend on the contact form λ|Σ. The Rabinowitz Floer homol-
ogy of Σ is defined as the limit
RFH˚pΣq :“ lim
ÝÑ
b
lim
ÐÝ
a
RFHpa,bq˚ pΣ, λq, aÑ ´8, bÑ8.
By [17, Theorem A], this definition is equivalent to the original one
in [16]. By similar direct-inverse limits one defines as in [25] the groups
RFH♥˚ pΣq, ♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u,
with the meaning that RFH∅˚ “ RFH˚.
We define the Rabinowitz Floer cohomology groups by a similar pro-
cedure following [25, §3], using the dual complex RFC˚pa,bqpH, f ; Jq “
RFC
pa,bq
˚ pH, f ; Jq_. The filtered Rabinowitz Floer cohomology groups
are defined as
RFH˚pa,bqpΣ, λq :“ RFH
˚
pa,bqpH, f ; Jq,
and the Rabinowitz Floer cohomology of Σ is the limit
RFH˚pΣq :“ lim
ÝÑ
a
lim
ÐÝ
b
RFH˚pa,bqpΣ, λq,
with variants RFH˚♥pΣq for ♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u.
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These Rabinowitz Floer co/homology groups depend on the contact
structure on Σ (though no longer on the contact form) as well as the
Liouville filling V (up to Liouville homotopy). As in [25] we do not
indicate the filling in the notation; the filling will always be clear from
the context.
3.2. Poincare´ duality. Poincare´ duality results from the following
observation: Under the canonical involution
Lˆ RÑ Lˆ R, px, ηq ÞÑ px¯, η¯q, x¯ptq “ xp´tq, η¯ “ ´η
the Rabinowitz action functional changes sign,
AHpx¯, η¯q “ ´AHpx, ηq.
It follows that the involution maps positive gradient lines of AH to
negative gradient lines of AH , provided that we also replace the family
Jt by J¯t :“ J´t (and the resulting metric accordingly). In other words,
if px, ηq P C8pRˆS1, pV qˆC8pR,Rq solves the Rabinowitz Floer equa-
tion (18) with positive asymptotic px`, η`q and negative asymptotic
px´, η´q, then px¯, η¯q defined by
x¯ps, tq :“ xp´s,´tq, η¯psq :“ ´ηp´sq
solves (18) with positive asymptotic px¯´, η¯´q and negative asymptotic
px¯`, η¯`q.
When applying the involution, we also replace the Morse functions
fΣ : ΣÑ R and fγk : impγq Ñ R by
f¯Σ :“ ´fΣ, f¯γk :“ ´fγk .
Then the preceding discussion shows that the involution px, ηq ÞÑ px¯, η¯q
defines a chain isomorphism between the Rabonowitz Floer chain and
cochain groups
RFCpa,bq˚ pH, f ; Jq
–
ÝÑ RFC´˚p´b,´aqpH, f¯ ; J¯q.
Therefore, we have shown
Theorem 3.1 (Poincare´ duality in Rabinowitz Floer homology). The
involution px, ηq ÞÑ px¯, η¯q induces isomorphisms between filtered Rabi-
nowitz Floer homology and cohomology groups
PD : RFHpa,bq˚ pΣ, λq
–
ÝÑ RFH´˚p´b,´aqpΣ, λq,
and between the Rabinowitz Floer homology and cohomology groups
PD : RFH♥˚ pΣq
–
ÝÑ RFH´˚´♥pΣq
for ♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u. 
Given ♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u, the meaning of ´♥ is that
equalities are preserved and inequalities are reversed, e.g., if ♥ “ ∅
then ´♥ “ ∅, and if ♥ “ “ ě 0” then ´♥ “ “ ď 0”.
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Remark 3.2. Rabinowitz Floer homology has a Lagrangian version
defined in terms of Lagrange multipliers as above, see [54]. Theorem 3.1
has a straightforward counterpart in that setting.
4. Poincare´ duality in symplectic homology
In this section we discuss Poincare´ duality in (V-shaped) symplectic
homology. While being more involved than the one in Rabinowitz Floer
homology, the description in symplectic homology has three additional
fetures which we establish in this section: it is directly related to loop
space (co)homology in the case of cotangent bundles; it is compatible
with the pair-of-pants products; and it carries a canonical splitting in
the case of cotangent bundles.
Much of this section works for general Liouville domains. When applied
to cotangent bundles it leads to the proofs of Theorems 1.1 and 1.11
from the Introduction. For general background on symplectic homology
we refer to [25].
4.1. Recollections on Poincare´ duality and exact sequences.
Let V be a Liouville domain of dimension 2n. The main result in [18]
states that
(19) RFH♥˚´1{2pBV q – SH
♥
˚ pBV q,
where SH♥˚ pBV q denotes the symplectic homology of the trivial cobor-
dism r1
2
, 1s ˆ BV in the sense of [25] (which equals the “V-shaped sym-
plectic homology” in [18]). Here SH♥˚ pBV q is graded as in [25, 18] by
Conley-Zehnder indices. Then Theorem 3.1 has the following formula-
tion in symplectic homology.
Theorem 4.1 (Poincare´ duality in symplectic homology of a triv-
ial cobordism [25], Theorem 9.4). There exist canonical isomorphisms
between the symplectic homology and cohomology groups of a trivial
cobordism
PD : SH♥˚ pBV q
–
ÝÑ SH1´˚´♥ pBV q
for ♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u. 
This isomorphism is constructed in [25] without relying on the connec-
tion between symplectic homology and Rabinowitz Floer homology.
We expect the isomorphisms of Theorems 3.1 and 4.1 to be compatible
with the identification (19). Within the rest of the paper we will refer
to Poincare´ duality for a trivial cobordism as being the isomorphism
in Theorem 4.1.
Remark 4.2 (grading). Poincare´ duality in Theorem 3.1 exhibits a
beautiful symmetry with respect to the half-integer grading from [16],
which is destroyed for the integer grading in Theorem 4.1. On the other
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hand, the latter grading more easily relates to the gradings in singular
cohomology and loop space homology, so we will use this one in the
rest of the paper.
The Poincare´ duality isomorphism has the following properties, see [25].
(A) Compatibility with the exact sequence of the pair pV, BV q.
Theorem 4.3 ([25], Theorem 9.5). For every Liouville domain V and
♥ P t∅,ą 0,ě 0,“ 0,ď 0,ă 0u there exists a commuting diagram
(20)
. . . SH♥˚ pV, BV q
//
–PD

SH♥˚ pV q
//
–PD

SH♥˚ pBV q
//
–PD

SH♥˚´1pV, BV q . . .
–PD

. . . SH´˚´♥pV q
// SH´˚´♥pV, BV q
// SH1´˚´♥ pBV q
// SH1´˚´♥ pV q . . .
where the rows are the long exact sequences of the pair pV, BV q from [25]
and the vertical arrows are the Poincare´ duality isomorphisms from
Theorem 4.1 (the third one) and for pairs as defined in [25] (the other
ones). Moreover, the Poincare´ duality isomorphisms are compatible
with filtration exact sequences. 
(B) Relation to singular homology. Recall from [25] that at action
zero symplectic homology specializes to singular cohomology,
SH“0˚ pV q – H
n´˚pV q,
and similarly for the other versions. Therefore, we obtain
Corollary 4.4 ([25], Corollary 9.7). The commuting diagram in The-
orem 4.3 specializes at action zero to
(21)
. . .Hn´˚pV, BV q //
–PD

Hn´˚pV q //
–PD

Hn´˚pBV q //
–PD

Hn´˚`1pV, BV q . . .
–PD

. . . Hn`˚pV q // Hn`˚pV, BV q // Hn`˚´1pBV q // Hn`˚´1pV q . . .
where the rows are the long exact sequences of the pair pV, BV q and the
vertical arrows are the Poincare´ duality isomorphisms for the closed
manifold BV (the third one) and the manifold-with-boundary V (the
other ones). 
(C) Description of the first map in (20). The following result is simply
a restatement of [18, Proposition 1.3].
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Proposition 4.5. (a) The map SH˚pV, BV q Ñ SH˚pV q in (20) (for
♥ “ ∅) fits into a commutative diagram
(22) SH˚pV, BV q //
c˚ 
SH˚pV q
Hn´˚pV, BV q // Hn´˚pV q
c˚
OO
in which the bottom arrow is the restriction map and the vertical arrows
are compositions of action zero isomorphisms with action truncation
maps
c˚ : H
n´˚pV q – SH“0˚ pV q Ñ SH
ě0
˚ pV q “ SH˚pV q,
c˚ : SH˚pV, BV q “ SH
ď0
˚ pV, BV q Ñ SH
“0
˚ pV, BV q – H
˚`npV, BV q.
(b) The map SH´˚pV q Ñ SH´˚pV, BV q in (20) (for ♥ “ ∅) fits into
a commutative diagram
(23) SH´˚pV q //
c˚ 
SH´˚pV, BV q
Hn`˚pV q // Hn`˚pV, BV q
c˚
OO
in which the bottom arrow is induced by inclusion and the vertical ar-
rows are compositions of action zero isomorphisms with action trunca-
tion maps
c˚ : Hn`˚pV, BV q – SH
´˚
“0 pV, BV q Ñ SH
´˚
ď0 pV, BV q “ SH
´˚pV, BV q,
c˚ : SH´˚pV q “ SH´˚ě0 pV q Ñ SH
´˚
“0 pV q – Hn`˚pV q.
(c) The above two diagrams are isomorphic via the Poincare´ duality
isomorphism PD. 
Remark 4.6 (Lagrangian case). The previous results have Lagrangian
counterparts, with symplectic homology replaced by Lagrangian sym-
plectic homology, or wrapped Floer homology, cf. [25]. We spell out
some of these statements, mainly with the purpose of explaining the
effect of the grading convention described in Appendix B.
Given an exact n-dimensional Lagrangian L which is conical near its
boundary BL, the Poincare´ duality isomorphisms from [25] read
SH˚pL, BLq » SH
n´˚pLq,
and
(24) SH˚pBLq » SH
n´˚`1pBLq.
This fixes the grading for the Lagrangian counterpart of (20).
The action zero part of Lagrangian symplectic homology and cohomol-
ogy is expressed in topological terms as
SH“0˚ pLq » H
n´˚pLq, SH˚“0pLq » Hn´˚pLq,
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where L stands for any of the symbols L, pL, BLq, or BL. This fixes the
grading for the Lagrangian counterpart of (21).
The Lagrangian analogue of (22) is
SH˚pL, BLq //
c˚ 
SH˚pLq
Hn´˚pL, BLq // Hn´˚pLq.
c˚
OO
In particular, if L is a disc the bottom map vanishes for degree reasons,
hence the map SH˚pL, BLq Ñ SH˚pLq vanishes as well.
4.2. TQFT operations on Floer homology. In this subsection we
recall the definition of TQFT operations on Hamiltonian Floer ho-
mology from [60, 57], see also [25, 30]. Consider a punctured Rie-
mann surface S with p negative and q positive punctures and cho-
sen cylindrical ends Z´i “ p´8, 0s ˆ S
1 near the negative punctures
z´i , resp. Z
`
j “ r0,8q ˆ S
1 near the positive punctures z`j . Let
H : S ˆ pV Ñ R be an S-dependent Hamiltonian on a completed Li-
ouville domain pV which is linear outside a compact subset of pV , and
S-independent equal to H˘ℓ near each puncture z
˘
ℓ of S. Pick positive
weights A˘ℓ ą 0 and a 1-form β on S with the following properties:
(i) dSpHβq ď 0;
(ii) β “ A˘ℓ dt in cylindrical coordinates ps, tq P Z
˘
ℓ near the punc-
ture z˘ℓ .
We consider maps u : S Ñ pV that are holomorphic in the sense that
pdu ´XH b βq
0,1 “ 0 and have finite energy Epuq “ 1
2
ş
S
|du ´XH b
β|2volS. They converge at the punctures to 1-periodic orbits x
˘
ℓ of H
˘
ℓ
and satisfy the energy estimate
(25) 0 ď Epuq ď
qÿ
j“1
AA`j H
`
j
px`j q ´
pÿ
i“1
AA´i H
´
i
px´i q.
The signed count of such holomorphic maps yields an operation
ψS :
qâ
j“1
FH˚pA
`
j H
`
j q Ñ
pâ
i“1
FH˚pA
´
i H
´
i q.
of degree np2 ´ 2g ´ p ´ qq which does not increase action. These
operations are graded commutative if degrees are shifted by ´n and
satisfy the usual TQFT composition rules. As they respect the action,
the operations descend to operations between suitable filtered Floer
homology groups and thus to sympletic homology.
POINCARE´ DUALITY FOR LOOP SPACES 43
Suppose now that H : pV Ñ R is S-independent. Then β and the
weights are related by Stokes’ theorem
qÿ
j“1
A`j ´
pÿ
i“1
A´i “
ż
S
dβ.
Conversely, if the quantity on the left-hand side is nonnegative (resp. zero,
resp. nonpositive), then we find a 1-form β with properties (i) and (ii)
such that dβ ě 0 (resp. “ 0, resp. ď 0). Thus for S-independent H we
can arrange conditions (i)–(ii) in the following situations:
(a) H arbitrary, dβ ” 0, p, q ě 1;
(b) H ě 0, dβ ď 0, p ě 1;
(c) H ď 0, dβ ě 0, q ě 1.
Let us now specialize to the case that S is a pair-of-pants with two
positive punctures and one negative puncture. Then the operation ψS
induces a pair-of-pants product on filtered Floer homology
ψS : FH
pa1,b1q
i pA
`
1 Hq b FH
pa2,b2q
j pA
`
2 Hq
ÝÑ FH
pmaxta1`b2,a2`b1u,b1`b2q
i`j´n pA
´
1 Hq.
By taking suitable inverse and direct limits (see [25]) this leads to de-
gree ´n pair-of-pants products on SH˚pV q, SH˚pV, BV q – SH
´˚pV q,
SH˚pBV q, and SH˚pW, BW q – SH
´˚pBV q, where W “ r1
2
, 1s ˆ BV .
More generally, one can consider open-closed TQFT operations in Floer
homology, which mix together Hamiltonian Floer homology inputs/outputs
and Lagrangian Floer homology inputs/outputs. The discussion about
weights carries over without any modification, and we refer to Appen-
dix B for a discussion of gradings in this setting.
4.3. Products and the mapping cone. We consider in this section
an algebraic setup that will help us organize the subsequent geometric
arguments regarding the compatibility of the Poincare´ duality isomor-
phism with product structures.
Consider a chain complex pC, Bq of the form
C “ C´ ‘ C`, B “
ˆ
B´ f
0 B`
˙
.
Thus pC˘, B˘q are chain complexes, C´ is a subcomplex of C, and C
is the cone of the chain map f : C`r1s Ñ C´. We refer to [25] for
conventions on cones and degree shifts (e.g., BC`r1s “ ´B
`).
Assume now that C is acyclic as a consequence of IdC being homotopic
to zero, i.e., there exists K : C Ñ Cr1s such that
IdC “ BK `KB.
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Writing K with respect to the decomposition C “ C´ ‘ C` as
K “
ˆ
k´ h
g k`
˙
,
this is equivalent to the system of four equations$’’&’%
B`g ` gB´ “ 0,
B´k´ ` fg ` k´B´ “ IdC´ ,
B`k` ` gf ` k`B` “ IdC` ,
B´h ` fk` ` k´f ` hB` “ 0.
The first three equations amount to the fact that
g : C´ Ñ C`r1s
is a chain map which is a homotopy inverse for f , the homotopies
between fg and gf and the corresponding identity maps being given
by
k´ : C´ Ñ C´r1s, k` : C` Ñ C`r1s.
We interpret the fourth equation as giving extra information which
we will not use in the sequel. The presence of this extra bit of in-
formation comes from the fact that requiring IdC to be homotopic to
zero is a stronger condition than requiring f to be a chain homotopy
equivalence, which is yet a stronger condition than requiring f to be a
quasi-isomorphism, which is equivalent to acyclicity of C.
Let now pC, Bq be another chain complex of the form
C “ C
´
‘ C
`
, B “
˜
B
´
f
0 B
`
¸
.
The complex C need not be acylic, though an important special case
is C “ C. In the following we will adopt the following conventions for
a linear map φ : C b C Ñ C:
‚ φ`´` is the part of φ mapping C
` b C´ Ñ C
`
, etc;
‚ we abbreviate φ` :“ φ``` and φ
´ :“ φ´´´ ;
‚ rB, φs :“ B ˝ φ´ p´1q|φ|φ ˝ pB b 1` 1b Bq.
Suppose now that we are given a “product” µ : C b C Ñ C of degree
zero satisfying
rB, µs “ 0 and µ´´` “ µ
´`
` “ µ
`´
` “ 0.
Thus µ descends to homology and the subcomplex C´ is a “two-sided
ideal” with respect to µ. 5 It follows that
0 “ rB, µs´´´ “ rB
´, µ´´´ s and 0 “ rB, µs
``
` “ rB
`, µ``` s,
so µ´ “ µ´´´ : C
´ b C´ Ñ C
´
and µ` “ µ``` : C
` b C` Ñ C
`
descend to products on homology.
5I.e., whenever one of the inputs of µ is in C´, the output is in C
´
.
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Remark 4.7. The case of a product of any degree can always be re-
duced to the degree zero case by a shift of the grading on C.
The following lemma is a key result for this paper.
Lemma 4.8. For pC, Bq, K, pC, Bq and µ as above the following hold.
(a) The negative parts ν´, rν´ : C´ b C´ Ñ C´r1s of the maps ν :“
µpK b 1q : C b C Ñ Cr1s and rν :“ µp1bKq satisfy
µ´ “ rB´, ν´s “ rB´, rν´s.
In particular, the primary product µ´ vanishes on the homology of C´.
(b) The negative part σ´ : C´r´1s b C´r´1s Ñ C
´
r´1s of the differ-
ence σ :“ rν´ν satisfies rB´, σ´s “ 0 and thus descends to a secondary
product on the homology of C´r´1s.
(c) The negative part η´ “ η´´´ : C
´r´1s b C´r´1s Ñ C
´
of η :“
µpK bKq satisfies
rB´, η´s “ σ´ ´ fµ`pg b gq.
Thus the secondary product σ´ agrees on homology with the product µ`
transferred from C` to C´r´1s via the chain map f and the homotopy
inverse g of f .
Proof. For part (a) we compute, using rB, µs “ 0 and rB, Ks “ 1,
rB, νs “ BµpK b 1q ` µpK b 1qpB b 1` 1b Bq
“ µrB b 1` 1b B, K b 1s
“ µ
`
rB, Ks b 1
˘
“ µ,
and then take the C´ part
µ´ “ rB, νs
´´
´ “ rB´, ν´s.
Part (b) follows directly from part (a). For part (c) we compute, using
rB, µs “ 0 and rB, Ks “ 1,
rB, ηs “ BµpK bKq ` µpK bKqpB b 1` 1b Bq
“ µrB b 1` 1b B, K bKs
“ µ
´
rB, Ks bK ´K b rB, Ks
¯
“ µp1bK ´K b 1q.
Taking the C´ part the right hand side becomes rν´ ´ ν´ “ σ´, while
the left hand side becomes
rB, ηs´´´ “ rB
´, η´s ` fη´´` “ rB
´, η´s ` fµ`pg b gq.

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4.4. Poincare´ duality with products. As in the previous sections V
is a Liouville domain of dimension 2n, and W “ r1
2
, 1s ˆ BV Ă V is the
trivial cobordism realized by a collar neighbourhood of BV in V . Recall
from Section 4.2 that SH˚pW, BW q carries a product of degree ´n de-
termined by counts of rigid pairs-of-pants in combination with suitable
action truncations. We refer to this product as the primary product on
SH˚pW, BW q. By Poincare´ duality SH˚pW, BW q » SH
´˚pW q, and we
refer to the corresponding degree n pair-of-pants product on SH˚pW q
as the primary product on SH˚pW q “ SH˚pBV q. Recall also that
SH˚pBV q carries a unital pair-of-pants product m of degree ´n.
Theorem 4.9. Let V be a Liouville domain of dimension 2n. Then:
(a) The primary product on SH˚pBV q vanishes. As a consequence,
SH˚pBV q carries a secondary product c˚ of degree n´1, which is graded
commutative and has a unit in degree 1´ n.
(b) The Poincare´ duality isomorphism
PD : SH˚pBV q
»
ÝÑ SH1´˚pBV q
is a ring homomorphism, where SH˚pBV q is endowed with its degree
´n pair-of-pants product m and SH˚pBV q is endowed with its degree
n´ 1 secondary product c˚.
It is interesting to note that our proof of (a) is inseparable from the
proof of (b). In particular, we obtain the following
Corollary 4.10. The secondary product on SH˚pBV q has a unit (in
degree 1´ n). 
The unit is only implicitly defined within the framework of the current
paper. We refer to [24] for an alternative, more direct description,
within the framework of multiplicative structures on cones.
Proof of Theorem 4.9. Let pV be the completion of V , with a canonical
embedding of the symplectization p0,8q ˆ BV Ă pV . Under this em-
bedding the level t1u ˆ BV is canonically identified with BV , and the
restriction of this embedding to p0, 1s ˆ BV takes values in V . Denote
Vδ “ pV zpδ,8q ˆ BV for δ ą 0.
Key to the proof is the following construction. Given τ ą 0 define
the function ℓ´τ : p0,8q Ñ R constant equal to 3τ{4 on the interval
p0, 1
4
s and linear of slope ´τ on r1
4
,8q, so that ℓ´τ p1q “ 0. Fix now
parameters τ 1 ą τ ą 0 and 0 ă ǫ ă 1
2
. Let ǫ1 “ ǫpτ 1 ´ τq{pτ 1 ` τq,
so that 0 ă ǫ1 ă ǫ. Consider the continuous piecewise linear function
h “ h´τ 1,τ,ǫ,ǫ1 : p0,8q Ñ R defined by the following conditions:
‚ h coincides with ℓ´τ on p0, 1´ ǫs.
‚ h is linear of slope ´τ 1 on the interval r1´ ǫ, 1´ ǫ1s
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‚ h is linear of slope τ on the interval r1´ ǫ1, 1s;
‚ hp1q “ 0;
‚ h coincides with ℓ´τ on the interval r1,8q.
We call h “ h´τ 1,τ,ǫ,ǫ1 the p´τ
1, τ, ǫ, ǫ1q-dent on the function ℓ´τ . See
Figure 5.
I
II
III
1
4
1´ ǫ
1´ ǫ1
´τ
τ
1 r
3τ{4
´τ 1
´τ
´ǫ1τ
ǫτ
Figure 5. Hamiltonian profile h´τ 1,τ,ǫ,ǫ1 for Poincare´ duality.
Let h˜ be a smoothing of h with the following properties:
‚ Outside the union of a small neighbourhood of r “ 1
4
with a small
neighbourhood of the closed interval r1´ ǫ, 1s, the function h˜ coin-
cides with h. In particular, h˜ is constant equal to 3τ{4 for r ď 1
4
and is linear of slope ´τ for r ě 1
4
in this range.
‚ Inside the neighbourhood of the closed interval r1´ǫ, 1s, and outside
small neighbourhoods of r “ 1´ǫ, r “ 1´ǫ1, and r “ 1, the function
h˜ is linear of negative slope ´τ 11 smaller but close to ´τ
1, then linear
of positive slope τ1 larger but close to τ .
‚ Inside the neighbourhood of r “ 1
4
where its derivative lies in
p´τ, 0q, the function h˜ is strictly concave.
‚ Inside the neighbourhood of r “ 1 ´ ǫ where its derivative lies in
p´τ 11,´τq, the function h˜ is strictly concave.
‚ In a neighbourhood of r “ 1 ´ ǫ1 the function h˜ is constant equal
to ´ǫ1τ , and is strictly convex as its slope varies in p´τ 11, 0q and
p0, τ1q.
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‚ In a neighbourhood of r “ 1 the function h˜ is constant equal to 0
on some open interval, and is strictly concave as its slope varies in
p0, τ1q and p´τ, 0q.
A function h˜ as above can be interpreted as a Hamiltonian H˜ : pV Ñ R
by extending it as constant equal to 3τ{4 over pV zp0,8q ˆ BV .
Assume now that τ does not belong to the action spectrum of BV .
Since the latter is a closed set in R, we can choose the other parameters
τ 1, τ1, τ
1
1 such that τ ă τ1 ă τ
1 ă τ 11 and such that the whole interval
rτ, τ 11s does not intersect the spectrum. The parameter ǫ is chosen
arbitrarily, and the parameter ǫ1 is determined by ǫ, τ , and τ 1. The
1-periodic orbits of H˜ fall then into three groups.
‚ Group I consists of constants in V 1
4
and nonconstant orbits in the
concavity region near r “ 1
4
.
‚ Group II consists of orbits located in a neighbourhood of r “ 1´ ǫ1,
and these are themselves of three types: constants on the trivial
cobordism which constitutes the minimal level (type II0), noncon-
stant orbits in the convexity region near its negative boundary (type
II´), nonconstant orbits in the convexity region near its positive
boundary (type II`).
‚ Group III consists of orbits located in a neighbourhood of r “ 1, and
these are again of three types: constants on the trivial cobordism
which constitutes the maximal level (type III0), nonconstant orbits
in the concavity region of positive slope near its negative boundary
(type III´), nonconstant orbits in the concavity region of negative
slope near its positive boundary (type III`).
Let H “ Hτ be a C
2-small perturbation of H˜ , time-dependent and sup-
ported near the nonconstant periodic orbits in the concavity or convex-
ity regions, time-independent Morse in the flat regions, and such that
in each flat region the gradient of the Morse perturbation is pointing
outwards along the boundary if the latter is adjacent to a convexity
region, and is pointing inwards along the boundary if the latter is adja-
cent to a concavity region. The orbits of H naturally fall into classes I,
II, III as above, and their action is close to the action of corresponding
orbits of H˜.
Let pa, bq be a fixed action window with ´8 ă a ă 0 ă b ă 8, and
assume τ is large enough so that ´3τ{4 ă a. Then the action of all
orbits in group I lies below the action window pa, bq. Denote by
pCa,b, Bq :“ FC
pa,bq
˚ pHq
the Floer complex in the action window pa, bq. Note that, up to canon-
ical chain homotopy equivalence, this complex does not depend on
H “ Hτ as long as τ ą maxt4|a|{3, bu. The generators of Ca,b are
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orbits of types II and III, and we can write
Ca,b “ C
´
a,b ‘ C
`
a,b,
where C´a,b is the submodule generated by orbits of type III, and C
`
a,b
is the submodule generated by orbits of type II.
It follows from [25, Lemmas 2.2, 2.3, and 2.5] that C´a,b is a subcomplex
if the size of the perturbation H ´ H˜ is small enough. In particular we
can think of Ca,b as the cone Cpfq, where f : C
`
a,b Ñ C
´
a,br´1s is the
part of the differential which maps elements of C`a,b to elements of C
´
a,b.
The Hamiltonian H is homotopic by a monotone homotopy supported
in an open neighbourhood of the region t1 ´ ǫ ď r ď 1u to the Hamil-
tonian L “ Lτ which coincides with H in an open neighbourhood of
V 1
4
and which is linear of slope ´τ outside that neighbourhood. This
homotopy defines a chain map FC
pa,bq
˚ pHq Ñ FC
pa,bq
˚ pLq “ 0.
Choose now ǫ ą 0 small enough so that the Hamiltonians H and L are
C0-close. By [25, Lemma 7.2], the reverse homotopy from L to H then
induces a chain map 0 “ FC
pa,bq
˚ pLq Ñ FC
pa,bq
˚ pHq which is a homotopy
inverse for the previous map. The homotopy of homotopies between
the composition of these two homotopies and the constant homotopy
for H induces a chain homotopy
K : Ca,b Ñ Ca,br1s
such that
IdCa,b “ rB, Ks.
It follows from the discussion in Section 4.3 and the definition of sym-
plectic (co)homology in [25] that the map f : C`a,b Ñ C
´
a,br´1s above
induces on homology the Poincare´ duality isomorphism
f˚ : SH
pa,bq
˚ pBV q
–
ÝÑ SH1´˚p´b,´aqpBV q
from symplectic homology to cohomology in the action window pa, bq.
Consider now the pair-of-pants product
Ca,b b Ca,b Ñ FC
pa`b,2bq
˚ p2Hq
as in Section 4.2, where we use a 1-form β satisfying dβ “ 0 with
positive weights 1 and negative weight 2. The Hamiltonian 2H is of
the type H2τ , C
0-close to the corresponding linear Hamiltonian L2τ .
Thus FC
pa`b,2bq
˚ p2Hq can be identified with Ca`b,2b and we obtain a
degree ´n product
µ : Ca,b b Ca,b Ñ Ca`b,2b.
Note that the target also splits as Ca`b,2b “ C
´
a`b,2b ‘ C
`
a`b,2b, with
C´a`b,2b a subcomplex, and in the notation of §4.3 we have
rB, µs “ 0 and µ´´` “ µ
´`
` “ µ
`´
` “ 0,
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again as a consequence of [25, Lemmas 2.2, 2.3, and 2.5]. Hence we
are in the situation of Section 4.3 with C “ Ca,b and C “ Ca`b,2b. In
the notation of that section, it follows that µ` “ µ``` descends to a
product on homology
µ`˚ : SH
pa,bq
˚ pBV q b SH
pa,bq
˚ pBV q
r´ns
ÝÑ SHpa`b,2bq˚ pBV q.
Moreover, Lemma 4.8 implies:
(a) The primary product µ´ “ µ´´´ vanishes on homology, i.e.
µ´˚ “ 0 : SH
´˚
p´b,´aqpBV q b SH
´˚
p´b,´aqpBV q Ñ SH
´˚
p´2b,´a´bqpBV q.
(b) The vanishing of the primary product in two ways gives rise to a
secondary product
σ´˚ : SH
1´˚
p´b,´aqpBV q b SH
1´˚
p´b,´aqpBV q
r´ns
ÝÑ SH1´˚p´2b,´a´bqpBV q.
(c) The products µ`˚ and σ
´
˚ on homology are related via the Poincare´
duality isomorphism f˚ and its inverse g˚ as
SH
pa,bq
˚ pBV q b SH
pa,bq
˚ pBV q
µ`˚ // SH
pa`b,2bq
˚ pBV q
f˚–

SH1´˚p´b,´aqpBV q b SH
1´˚
p´b,´aqpBV q
g˚bg˚–
OO
σ´˚ // SH1´˚p´2b,´a´bqpBV q.
By construction, the maps in this diagram are compatible with the
action filtrations, so for a ă a1 and b ă b1 the diagram is related to the
corresponding diagram for a1, b1 via the action truncation maps
SHpa,bq˚ pBV q Ñ SH
pa1,b1q
˚ pBV q, SH
1´˚
p´b,´aqpBV q Ñ SH
1´˚
p´b1,´a1qpBV q.
Passing first to the inverse limit as a Ñ ´8 and then to the direct
limit as b Ñ 8, we obtain a degree ´n product m “ µ`˚ on SH˚pBV q
and a degree n´ 1 secondary product c˚ “ σ´˚ on SH
˚pBV q which are
related via the Poincare´ duality isomorphsm PD “ f˚ as
SH˚pBV q b SH˚pBV q
m //
PDbPD –

SH˚pBV q
PD–

SH1´˚pBV q b SH1´˚pBV q
c˚ // SH1´˚pBV q.
This concludes the proof of Theorem 4.9. 
We state the Lagrangian counterpart of Theorem 4.9. The proof is
the same, and gradings are discussed in Appendix B. Given a Liouville
domain V as above, we consider Maslov 0 exact Lagrangians L Ă
V with boundary such that BL “ L X BV and L is conical in the
neighborhood of BL.
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Theorem 4.11. Let V be a Liouville domain of dimension 2n and
L Ă V be an exact Lagrangian as above. Then:
(a) The primary product on SH˚pBLq vanishes. As a consequence,
SH˚pBLq carries a secondary product c˚ of degree ´1, which has a unit
in degree 1.
(b) The Poincare´ duality isomorphism
PD : SH˚pBV q
»
ÝÑ SHn´˚`1pBV q
is a ring homomorphism, where SH˚pBV q is endowed with its degree
´n pair-of-pants product m and SH˚pBV q is endowed with its degree
´1 secondary product c˚. 
4.5. Proof of Theorems 1.1, 1.11, and 1.13. Now we can prove
Theorems 1.1 and 1.11 from the Introduction.
Proof of Theorem 1.1. Applied to the unit disk cotangent bundle V “
D˚M , Theorem 4.9 yields Theorem 1.1 from the Introduction. 
Proof of Theorem 1.11. The existence of the double filtrations on qH˚Λ
and qH˚Λ and their compatibility with the products are immediate
consequences of the existence of the action filtrations SH
pa,bq
˚ pBV q,
SH˚pa,bqpBV q on symplectic (co)homology and their compatibility with
the pair-of-pants products, applied to the unit disc cotangent bundle
V “ D˚M . Compatibility with Poincare´ duality follows directly from
the proof of Theorem 4.9. Compatibility with the canonical splitting
provided by Theorem 1.4 follows from compatibility of the isomor-
phisms SH˚pD
˚Mq – H˚Λ and SH
˚pD˚Mq – H˚Λ with the action
resp. length filtrations explained in the following Remark 4.12. 
Remark 4.12 (filtrations). In this remark we explain the relations
between the filtrations on the various Floer and loop homologies. We
begin with a general Liouville domain V . Let H : pV Ñ R be a Hamil-
tonian on the completion pV “ V Yr1,8qˆBV satisfying Hpr, yq “ hprq
on p0,8q ˆ BV Ă pV . Then 1-periodic orbits t ÞÑ pr, yptqq of XH corre-
spond to (reparametrized) Reeb orbits y of period
ş
y
α “ h1prq and with
Hamiltonian action rh1prq´hprq. Suppose that h : p0,8q Ñ p0,8q and
its derivative h1 : p0,8q Ñ p0,8q are increasing diffeomorphisms, in
particular h2prq ą 0 for all r. Then the function r ÞÑ rh1prq ´ hprq
is strictly increasing, so h determines a diffeomorphism φh : p0,8q Ñ
p0,8q sending h1prq to rh1prq ´ hprq. Now the definition of symplec-
tic homology and a standard Floer continuation argument shows that
filtered symplectic homology is related to filtered Floer homology (by
Hamiltonian action) as
(26) SHpa,bq˚ pV q – FH
pφhpaq,φhpbqq
˚ pHq.
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We apply this to the unit disc cotangent bundle V “ D˚M of a Rie-
mannian manifoldM and the function hprq “ 1
2
r2, so Hpq, pq “ 1
2
|p|2 is
the standard quadratic Hamiltonian on T ˚M . Its Legendre transform
is the standard energy functional Epqq “ 1
2
ş1
0
| 9q|2dt. Let us also intro-
duce the square root energy functional F pqq “
a
2Epqq “ p
ş1
0
| 9q|2dtq1{2.
Then we have the following chain of isomorphisms
SHpa,bq˚ pD
˚Mq – FHpa
2{2,b2{2q
˚ pHq –MH
pa2{2,b2{2q
˚ pEq
–MHpa,bq˚ pF q – H
pa,bq
˚ Λ,(27)
where the Morse homologies MH˚pEq, MH˚pF q are filtered by the
values of the functionals E, F : Λ Ñ R, and H˚Λ is filtered by length
ℓpqq “
ş1
0
| 9q|dt. The first isomorphism follows from (26), and the second
one from [2]. The third isomorphism is obvious, and the last one follows
from the fact that F pqq “ ℓpqq for a critical point of F , i.e., a closed
geodesic q : r0, 1s ÑM parametrized proportionally to arclength.
The filtered isomorphism (27) is to be understood also in view of the
filtered chain map from the Floer complex to the Morse complex con-
structed in [21].
Proof of Theorem 1.13. Applied to a fiber D˚qM of the unit disc cotan-
gent bundle V “ D˚M , Theorem 4.11 yields Theorem 1.13 from the
Introduction. 
4.6. A Morse theoretic description of the Gysin sequence. As
preparation for the next section we discuss here the Gysin sequence in
terms of Morse theory. Consider an pr ´ 1q-sphere bundle π : S Ñ
M with structure group Oprq over a closed, connected, n-dimensional
manifold M . Suppose r ě 2. Pick a Morse function f : M Ñ R with
a unique minimum pmin and a unique maximum pmax. Perturb the
pullback π˚f “ f ˝ π to a Morse function
φ : S Ñ R
with exactly two critical points p˘ for each critical point p of f of
indices
indpp`q “ indppq, indpp´q “ indppq ` r ´ 1,
so p` corresponds to the minimum and p´ to the maximum on the
fibre sphere over p (the reason for this convention will become clear
in the next subsection). Write the Morse cochain complex for φ with
R-coefficients as
C :“MC˚pφq “ C` ‘ C´,
where C˘ is the free R-module generated by the critical points p˘. We
denote OR “ O bZ R, where O is the local system on M determined by
the orientations of the fibres of S.
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Lemma 4.13. The Morse function φ : S Ñ R and the metric on S
can be chosen such that the following holds (see Figure 6).
(a) With respect to the splitting C “ C`‘C´ the Morse codifferential
of φ has the form
B “
ˆ
B` ε
0 B´
˙
.
(b) The short exact sequence 0 Ñ C`
i
Ñ C
p
Ñ C´ Ñ 0 gives rise to a
long exact sequence which is isomorphic to the Gysin sequence of the
sphere bundle π : S ÑM via the commuting diagram
¨ ¨ ¨H˚pC`q
i˚ // H˚pCq
p˚ // H˚pC´q
ε˚ // H˚`1pC`q ¨ ¨ ¨
¨ ¨ ¨H˚pMq
π˚ // H˚pSq
π˚ // H˚`1´rpM ; ORq
YepSq
// H˚`1pMq ¨ ¨ ¨
Here epSq P HrpM ; ORq is the Euler class of the bundle S ÑM .
(c) Suppose that S “ S˚M . The map ε : C´ Ñ C` in the differential is
then trivial except for the term εpp´minq “ χ¨p
`
max, where χ “ xepSq, rMsy
is the Euler characteristic of M .
(d) Suppose that S “ S˚M . Then each algebraic count of index zero
gradient Y-graphs with two cohomological inputs from ker ε Ă C´ and
output in C{ ker ε is zero.
ε
0 n
0
p´
p`
n´ 1
Figure 6. Morse cochain complex for S˚M .
Proof. We work in the Morse-Bott limit using the Morse-Bott complex
with cascades [31, Appendix A], see also [13]. In view of the Morse-
Bott Correspondence Theorem [9, Theorem 1.1], see also [14], this is
equivalent to working with a perturbation φ ´ π˚f that is very small.
We choose on S a horizontal distribution and a metric such that the
horizontal distribution is orthogonal to the canonical vertical one, and
the restriction of the metric to the horizontal distribution is the lift of
the metric on M . The gradient of π˚f with respect to such a metric is
tangent to the horizontal distribution and projects onto the gradient of
f , hence gradient trajectories of π˚f project onto gradient trajectories
of f . As a consequence, the Morse complex C with generators p˘,
p P Critpfq is filtered by the Morse index of p. This is the setup
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considered in [55, §3.3], see also [56, §7.4], in order to describe in Morse
theoretic terms the Leray-Serre spectral sequence. In particular, it is
proved in [55, §3.3.5] that transversality can be achieved generically
using such data.
(a) We claim that under the above assumptions C` is a subcomplex of
C. Arguing by contradiction, suppose there exists a gradient line from
p` P C` to q´ P C´ of index difference
1 “ indpq´q ´ indpp`q “ indpqq ` r ´ 1´ indppq,
i.e. indpqq “ indppq ` 2´ r. We distinguish two cases.
The case r ě 3. We directly obtain a contradiction using the fact that
the Morse codifferential respects the filtration, which forbids indpqq “
indppq ` 2´ r ă indppq.
The case r “ 2. The equality indpqq “ indppq implies p “ q, so
that the only possible cascade configurations are gradient trajectories
entirely contained in the critical fibers. In this situation there are
indeed two gradient trajectories going from p` to p´, but these two
cancel each other algebraically.
(b) To establish the isomorphism between the long exact sequences we
interpret these as special instances of the Leray-Serre spectral sequence.
The filtration on the Morse-Bott complex of π˚f—or, equivalently,
on the Morse complex of φ near the Morse-Bott limit,—determines
a spectral sequence which, for degree reasons, is equivalent to the top
long exact sequence in the diagram in (b). On the other hand, the
Leray-Serre spectral sequence for the fibration S ÑM is equivalent to
the bottom long exact sequence in the diagram in (b). This is proved
in [61, §III.5] for the orientable case, and the non-orientable case is
discussed in [66]. Finally, it is proved in [55, §3] and [56, §7] that
the Leray-Serre spectral sequence is naturally isomorphic to the Morse
spectral sequence for the perturbed lift φ with respect to a suitable
pseudo-gradient. We infer as a particular case the identification of the
two long exact sequences in (b).
(c) Suppose now that S “ S˚M . For index reasons the only possible
contribution to ε is εpp´minq “ κ ¨ p
`
max for some κ P R which we need to
identify. We will show that κ “ χ for an appropriate choice of metric
on S as above. We fix as before the Morse function f : M Ñ R and
work in the Morse-Bott limit.
Pick a section s of D˚M which is transverse to the zero section and
which satisfies the following additional properties: the zero set Z “
s´1p0q does not contain any critical point of f , the section takes values
in S˚M outside a small neighbourhood N of its zero set, and sppq “ p´
for all p P Critpfq. We further specify the horizontal distribution on
S˚M to be tangent to the image of s over M zN and to be integrable
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in its neighbourhood. We also fix trivializations of S over small neigh-
bourhoods of the critical points of f , and assume that the section and
the horizontal distribution are constant in those trivialisations.
With respect to the chosen trivializations in the neighbourhood of the
critical fibers, the gradient of π˚f is the trivial lift of the gradient of f .
We first claim that κ is equal to the signed count of trajectories of∇π˚f
running from p´min to p
`
max. By definition of the Morse-Bott complex the
value of κ is given by the signed count of cascade configurations from
p´min to p
`
max, and we need to show that such cascades necessarily contain
a single level. This is a consequence of the fact that moduli spaces
of gradient trajectories of f between critical points whose difference
of index is smaller than n generically avoid Z. Thus, if a cascade
configuration from p´min to p
`
max involved an intermediate critical level,
the projections of the gradient trajectories of π˚f in the cascade would
connect critical points of f with difference of index smaller than n
and therefore would avoid fixed neighbourhoods of the points in Z. In
particular, the first gradient trajectory of π˚f in the cascade would be
tangent to im psq because it starts at p´min P im psq. The endpoint of
this first gradient trajectory would also belong to im psq and therefore
would be of the form q´ for some q P Critpfq. This is a contradiction
because, by the very definition of cascade configurations, the endpoints
of trajectories of π˚f which lie on an intermediate critical level in a
cascade cannot be critical points of the perturbing function. This shows
that cascades from p´min to p
`
max contain a single level, hence κ equals
the signed count of trajectories of ∇π˚f from p´min to p
`
max.
Each trajectory of ∇π˚f running from p´min to p
`
max projects onto a
trajectory of ∇f running from pmin to pmax, and moreover each such
projected trajectory must necessarily intersect N . The proof of this
fact is a variant of the previous argument: the trajectories issued from
p´min whose projections do not intersect N must be tangent to im psq
and they are therefore asymptotic at the other endpoint to sppmaxq “
p´max ‰ p
`
max.
Without loss of generality we can take N to be a disjoint union of flow
boxes around the points in Z, i.e. N “ \xPZNx withNx “ Dxˆr´1, 1s,
where Dx ” Dx ˆ t´1u is a pn ´ 1q-disc transverse to the flow of f ,
and each segment yˆ r´1, 1s for y P Dx is parametrized by the flow of
f . See Figure 7.
Consider now
Mxpp
´
min, Spmaxq,
the moduli space of gradient lines of π˚f running from p´min to Spmax
and whose projection to M intersects Nx. This is a smooth mani-
fold of dimension n ´ 1 endowed with an endpoint evaluation map
ev : Mxpp
´
min, Spmaxq Ñ Spmax. We have a canonical identification
Mxpp
´
min, Spmaxq ” Dx which associates to a flow line its intersection
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∇f
pmin pmax
p`max
p´
min
Dx
Nx “ Dx ˆ r´1, 1s
x
Spmax
p´max
S
M
π
∇π˚f
Figure 7. Proof of Lemma 4.13(c).
withDx, and, with respect to this identification, we have ev|BDx ” p
´
max.
Denoting
κx “ deg pev : Dx{BDx Ñ Spmaxq
and taking into account that p`max P Spmax is a regular value, we obtain
κ “
ÿ
xPZ
κx.
Similarly, we can express the Euler characteristic as a sum over zeroes
of s, i.e.
χ “
ÿ
xPZ
εx,
where εx “ ˘1 is a sign which records whether the vertical differential
dsvertpxq : TxM Ñ T
˚
xM preserves or not the local orientation. Given
a trivialization S|Nx » Nx ˆ S
n´1, we can alternatively express
εx “ degps : BNx Ñ S
n´1q.
We finally claim the equality
(28) deg pev : Dx{BDx Ñ Spmaxq “ degps : BNx Ñ S
n´1q
for each x P Z, which implies κ “ χ.
To prove this, let us assume without loss of generality that the trivi-
alization of S over Nx “ Dx ˆ r´1, 1s is such that s is constant over
Dx ˆ t˘1u. Consider the map
τ : Nx “ Dx ˆ r´1, 1s Ñ S
n´1, py, tq ÞÑ ϕt`1
∇π˚f pspyqq.
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Then deg τ |BNx “ 0 and, taking into account that τ |BDxˆt1u is constant,
this translates into
deg τ |DxYBDxˆr´1,1s{BDxˆt1u ` deg τ |Dxˆt1u{BDxˆt1u “ 0.
The flow line segments of π˚f contained in S|BDxˆr´1,1s and contained in
flow lines issued from p´min are exactly the sectional lifts of the segments
y ˆ r´1, 1s for y P BDx, hence
deg τ |DxYBDxˆr´1,1s{BDxˆt1u “ deg s|BNx .
On the other hand, by definition of the evaluation map ev : Dx{BDx Ñ
Spmax we have that
deg τ |Dxˆt1u{BDxˆt1u “ ´ deg ev,
where the minus sign comes from the fact that Dx “ Dx ˆ t´1u and
Dxˆt1u inherit opposite boundary orientations fromDxˆr´1, 1s. This
proves (28), and hence the equality κ “ χ.
(d) It is convenient to revert for the proof of (d) to the Morse complex
of φ near the Morse-Bott limit. Suppose that there exists an index 0
gradient Y-graph with inputs a, b P ker ε and output c P C{ ker ε. Since
all indices in ker ε Ă C´ are ě n´1 and all indices in C{ ker ε are ď n,
it follows that
0 “ indpcq ´ indpaq ´ indpbq ď n´ 2pn´ 1q “ 2´ n,
so this is only possible for n ď 2. The case n “ 1 is impossible because
C`, C´ lie in different connected components of S˚S1, so it remains
to consider the case n “ 2. Here for index reasons the only possibility
is a “ αp´min, b “ βp
´
min (of index 1) and c “ γp
`
max (of index 2), with
α, β, γ P R such that αχ “ βχ “ 0.
In this case we argue as follows. Firstly, the Morse product on S
can be computed using Y-graphs for which one incoming half-edge
(say the one with input a “ αp´min) and the outgoing half-edge fit
together into a (parametrized) gradient line of a given Morse function,
and for which the perturbation on the second incoming half-edge is
chosen generically. Secondly, by part (b) the signed count of gradient
trajectories of φ running from αp´min to p
`
max is equal to αχ and therefore
vanishes in R. Thirdly, we claim that we can choose an s-dependent
perturbation on the second incoming half-edge of the Y-graph such
that, for each trajectory p´min Ñ p
`
max, there is a unique Y-graph which
contains that trajectory as the concatenation of its first incoming half-
edge with its outgoing half-edge. As a consequence, up to a global sign
indeterminacy the count of such Y-graphs is the same as the count of
rigid gradient trajectories αp´min Ñ p
`
max and therefore vanishes in R.
The s-dependent perturbation of ∇φ is constructed as follows. The un-
stable manifoldW upp´min,∇φq is 2-dimensional and locally a 2-disc. We
choose an s-dependent perturbation ∇˜φ of ∇φ such thatW upp´min, ∇˜φq
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is locally a graph over W upp´min,∇φq in the transverse direction, ob-
tained by spreading in an S1-family—where S1 is identified to the ori-
ented projectivisation of Tp´minW
upp´min,∇φq—the graph of a smooth
function h : r0,8q Ñ R such that hp0q “ 0, h has vanishing derivatives
at 0, hprq ă 0 for small r ą 0, h has a single transverse zero on p0, 1q,
and h vanishes on r1,8q. See Figure 8. We parametrize the corre-
sponding flow so that the transverse zero of h corresponds to s “ 0
and then extend it arbitrarily beyond a neighbourhood of p´min.
0
h
W upp´min,∇φq
W upp´min, ∇˜φq
p´min
1
Figure 8. The function h and the perturbation ∇˜φ.

Remark 4.14. We gather here a few observations about the proof of
Lemma 4.13.
(1) It is possible to give a direct proof of the isomorphism between the
two long exact sequences in (b) without referring to the Leray-Serre
spectral sequence. Indeed, the proof of (c) constitutes the main step
for S “ S˚M , and it can be adapted in a quite straightforward way
to arbitrary sphere bundles with structure group Oprq. We do not
pursue this discussion since it is outside of the main focus of the paper.
Statement (b) is also proved by Furuta in [34], and there are many
similarities between our proof of (c) and [34].
(2) Statement (a) holds for a much larger class of perturbations if r ě 3.
More precisely, one can choose the Morse function f :M Ñ R such that
indpqq ą indppq implies fpqq ą fppq for all critical points p, q (e.g. f
could be self-indexing), and the perturbation φ ´ f ˝ π to be smaller
than the minimal difference of values of f between critical points of
index difference 1. Under these assumptions C` is a subcomplex of C.
The proof goes by contradiction. Assuming the existence of a gradient
line from p` P C` to q´ P C´ of index difference 1 “ indpq´q ´
indpp`q “ indpqq ` r ´ 1 ´ indppq, we get indpqq “ indppq ` 2 ´ r and
therefore indpqq ă indppq if r ě 3. By the assumption on φ this implies
fpqq ă fppq and φpq´q ă φpp`q, in contradiction with the fact that the
value of φ increases along a gradient trajectory.
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(3) Statement (c) admits a much simpler proof if M is orientable. We
consider the relevant portion of the commuting diagram of exact se-
quences in (b), where the local system O coincides with the orientation
local system on M and is therefore trivial:
Hn´1pC´q
ε˚ // HnpC`q
H0pM ;Rq
YepSq
// HnpM ;Rq.
The composition
R “ H0pM ;Rq
YepSq
ÝÑ HnpM ;Rq – H0pM ;Rq “ R
is given by multiplication with the Euler characteristic χ “ xepSq, rMsy.
On the other hand ε˚ is induced by multiplication with κ, hence κ “ χ.
Unfortunately, this method of proof does not apply if M is not ori-
entable: the last composition is a map 2R Ñ R{2R, where 2R is the
2-torsion subgroup of R. If R has no 2-torsion, we obtain no informa-
tion on κ.
(4) We find it useful to stress that, while it is easy to achieve that
gradient trajectories of π˚f project onto gradient trajectories of f , this
is not true for the gradient trajectories of φ regardless of how small the
perturbation φ ´ π˚f is. This shortcoming of the Morse complex was
circumvented in [55, 56] by using a suitable pseudo-gradient. However,
implanting the pseudo-gradient Morse complex into Floer theoretic ar-
guments is a subtle matter, see [56]. Our approach to the proof of
Lemma 4.13 is to infer the filtration property for the Morse complex of
φ from the filtration property for the Morse-Bott complex of π˚f via
the Morse-Bott Correspondence Theorem [9, Theorem 1.1].
(5) Our final remark concerns the equality
χ “ xepSq, rMsy
for S “ S˚M . While this is discussed in many places for orientable M ,
it is not so easy to find a reference for the non-orientable case. Our
reference is Steenrod [63, Theorem 39.7], which relies on Alexandroff
and Hopf [8, §XIV.4]. Since the Euler class is the primary obstruction
class to the existence of a nowhere vanishing section, it follows that
a closed manifold M , possibly non-orientable, admits a nonvanishing
vector field if and only if its Euler characteristic is zero.
4.7. Canonical splitting of the duality sequence and proof of
Theorem 1.4. Let now V be a Liouville domain of dimension 2n and
recall its duality sequence
(29) ¨ ¨ ¨SH´˚pV q
ε // SH˚pV q
ι // SH˚pBV q
π // SH1´˚pV q ¨ ¨ ¨
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where ι is a ring map with respect to the pair-of-pants products and
the map ε factors as
ε : SH´˚pV q ÝÑ Hn´˚pV, BV q ÝÑ Hn´˚pV q ÝÑ SH˚pV q,
with the middle map being the restriction map. As in the Introduction
we define the “reduced” (co)homology groups
(30) SH˚pV q :“ coker ε, SH
˚
pV q :“ ker ε,
so the long exact sequence induces a short exact sequence
(31) 0 // SH˚pV q
ι // SH˚pBV q
π // SH
1´˚
pV q // 0.
The following theorem, combined with the main result in [21] iden-
tifying the secondary pair-of-pants product on SH
˚
pD˚Mq with the
cohomology product on H
˚
Λ, yields Theorem 1.4 from the Introduc-
tion.
Given a ring R and an integer m, we denote mR “ ta P R : ma “ 0u.
Theorem 4.15 (canonical splitting). Suppose that V “ D˚M is the
unit disk cotangent bundle of a closed connected n-dimensional mani-
fold M .
If M is orientable, the short exact sequence (31) has a canonical split-
ting
(32) 0 // SH˚pV q ι
// SH˚pBV q
p
qq
π
// SH
1´˚
pV q
iqq // 0
with arbitrary coefficients, where i is a ring map with respect to the sec-
ondary product on SH
1´˚
pV q and the pair-of-pants product on SH˚pBV q.
If M is non-orientable, the short exact sequence (31) admits such a
splitting if the following two conditions hold:
— the map 2RÑ R{χR induced by the inclusion 2R ãÑ R is surjective.
— the map R{χRÑ R{2R induced by multiplication by χ is injective.
In particular, such a splitting exists in each of the following situations:
(i) χ “ 0 in R, (ii) R is 2-torsion, e.g. R “ Z{2.
Remark 4.16. One may wonder whether the conditions from Theo-
rem 4.15 in the non-orientable case are also necessary for the existence
of a splitting compatible with products. It seems to us that the appro-
priate framework to address this question is the one from [24]. What
is certain is that these conditions are also necessary for our proof of
Theorem 4.15 to work.
Proof. Pick numbers µ, τ ą 0 not belonging to the action spectrum
of BV and δ, ε P p0, 1{2q. Let H : pV Ñ R be a Hamiltonian on the
completion pV “ V Y r1,8q ˆ BV which is a smoothing and time-
dependent perturbation of the following map, see also Figure 9.
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‚ H ” p1´ ε´ δqµ on Vδ :“ V zpδ, 1s ˆ BV ;
‚ H is linear with slope ´µ on rδ, 1´ εs ˆ BV ;
‚ H is linear with slope τ on r1` ε,8q ˆ BV .
‚ Hpr, yq “ pr ´ 1q2 ´ ε2 ` ψpr, yq on r1 ´ ε, 1 ` εs for a C2-small
function ψ which vanishes near r “ ˘ε and satisfies ψpr, yq “ φpyq
near r “ 0, with a function φ : BV Ñ R as in Section 4.6 (here we
use that BV ÑM is a sphere bundle).
1´ ε´ δ
´µ
r
τ
1
δ
1´ ε 1` ε
Figure 9. Hamiltonian profile for the canonical splitting.
The free R-module underlying the Floer chain complex of H splits as
C :“ FC˚pHq “ CF ‘ CI ,
where CF is generated by the 1-periodic orbits near Vδ, and CI by the
orbits near r1´ε, 1`εsˆBV . The action of orbits in CF isď ´p1´ε´δqµ
and the action of orbits in CI is ě ´p1 ´ εqpµ ´ ηµq, where ηµ ą 0 is
the distance from µ to the action spectrum of BV . Thus all actions in
CF are smaller than all actions in CI provided that
δµ ă p1´ εqηµ,
which we will always arrange for given µ, τ, ε by making δ small. It
follows that CF is a subcomplex of C. The R-module CI splits further
as
CI “ C
´
I ‘ C
`
I ,
where C˘I is generated by the nonconstant 1-periodic orbits near t1 ˘
εuˆBV and the critical points p˘ of φ : BV Ñ R on t0uˆBV . Here we
use the separation of critical points on the sphere bundle BV ÑM into
two groups p˘ from Section 4.6. (Recall that the Floer chain complex
restricts to the Morse cochain complex on the constant orbits.) Note
that all nonconstant orbits in C´I (resp. C
`
I ) have negative (resp. posi-
tive) Hamiltonian action. This observation together with Lemma 4.13
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implies that with respect to the splitting CI “ C
´
I ‘ C
`
I the Floer
differential on CI (viewed as a quotient complex of C) has the form
BI “
ˆ
B´I ˚
εI B
`
I
˙
,
where εI : C
´
I Ñ C
`
I is trivial except for εpp
´
minq “ χ ¨ p
`
max, with
χ “ xepBV q, rMsy the Euler characteristic of M . Define
C
´
I :“ ker εI , C
`
I :“ CI{C
´
I .
Then C
´
I is a subcomplex of pCI , BIq with quotient complex C
`
I , so we
get a commuting diagram of short exact sequences
0

0

0 // CF
ε // CF ‘ C
´
I
ι //
i

C
´
I
//
i

0
0 // CF
ε // C
ι //
p

CI //
p

0
C
`
I

C
`
I

0 0
and an induced diagram of long exact sequences
¨ ¨ ¨

¨ ¨ ¨

HpC
`
I qr1s

HpC
`
I qr1s

¨ ¨ ¨HpCF q
ε˚ // HpCF ‘ C
´
I q
ι˚ //
i˚

HpC
´
I q
π˚ //
i˚

HpCF qr´1s ¨ ¨ ¨
¨ ¨ ¨HpCF q
ε˚ // HpCq
ι˚ //
p˚

HpCIq
π˚ //
p˚

HpCF qr´1s ¨ ¨ ¨
HpC
`
I q HpC
`
I q
Let us compute A :“ HpCF ‘ C
´
I q. By the usual Floer continuation
argument, it can be computed for a Hamiltonian as above whose slope
´µ is so close to zero that the Floer complex reduces to the Morse
cochain complex. Now each critical point p of the Morse function
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f :M Ñ R underlying φ : BV Ñ R (see Section 4.6) gives rise to three
generators of C: p˘ P C˘I located on t1u ˆ BV , and p
F P CF located
on the zero section M Ă V . See Figure 10.
n´ 1
r
τpF
n 2n
0 n
0
p´
p`
1
Figure 10. Profile with small slope µ.
Their indices are
indpp`q “ indppq, indpp´q “ indppq ` n´ 1, indppF q “ indppq ` n,
and the Morse coboundary operator BM satisfies
BMp´min “ p
F
min `
“
BMf ppminq
‰´
` χ ¨ p`max ,
BMp´ “ pF `
“
BMf ppq
‰´
for all p ‰ pmin,
BMp` “
“
BMf ppq
‰`
, BMpF “
“
BMf ppq
‰F
.
Here
“
BMf ppq
‰‹
is a notation for
ř
nqq
‹, where BMf ppq “
ř
nqq and
‹ “ ´,`, F . See Figure 11.
n
n´ 1
ε “ ¨χ
CF
C´I
C`I
0 n
0
Figure 11. Morse cochain complex for a profile with
small slope µ.
We claim that
A “ HpCF ‘ C
´
I q “ pR{χR, 0q
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where χR “ ta P R : χa “ 0u and pR{χR, 0q means that A is isomor-
phic to R{χR living in degree 0. For the computation we consider the
short exact sequence
0Ñ CF,ąmin ‘ C
´
I,ąmin Ñ CF ‘ C
´
I Ñ
¨˝
RpFmin
Ò
χRp
´
min
‚˛Ñ 0,
where CF,ąmin‘C
´
I,ąmin represents the subcomplex generated by critical
points pF , p´ other than pFmin, p
´
min. This complex is identified up to
a shift to the cone of the identity on MC˚ąminpf ; Oq and is therefore
acyclic. Here O is the orientation local system on M and MC˚ąmin
represents the subcomplex generated by critical points p other than
pmin. The claim follows since A is generated by the class rp
F
mins of
Morse index n, hence of Conley–Zehnder index 0.
The group A persists as we pass to the inverse limit as µÑ8 and then
to the direct limit as τ Ñ 8. In the inverse-direct limit HpCF q, HpCq
and HpCIq become SH
´˚pV q, SH˚pV q and SH˚pBV q, respectively. Let
us denote the inverse-direct limits of HpC
`
I q and HpC
´
I q by SH˚pV q
and SH
1´˚
pV q, respectively. Then the diagram in the inverse-direct
limit reads
¨ ¨ ¨

¨ ¨ ¨

SH˚`1pV q

SH˚`1pV q

¨ ¨ ¨SH´˚pV q
ε˚ // A
ι˚ //
i˚

SH
1´˚
pV q
π˚ //
i˚

SH1´˚pV q ¨ ¨ ¨
¨ ¨ ¨SH´˚pV q
ε˚ // SH˚pV q
ι˚ //
p˚

SH˚pBV q
π˚ //
p˚

SH1´˚pV q ¨ ¨ ¨
SH˚pV q SH˚pV q
Let us focus on the commutative square
(33) SH´˚pV q
ε˚ // A
i˚

SH´˚pV q
ε˚ // SH˚pV q.
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At chain level and for finite action this is induced by the diagram
CF
incl // CF ‘ C
´
I

CF
incl // CF ‘ C
´
I ‘ C
`
I C
`
I .„
incloo
The top-right maps induce in degree 0 and at zero action
(34) H0pM ; Oq
incl˚ // A
¨χ

H0pM ; Oq.
That the vertical map is multiplication by χ follows from the fact that
pFmin is homologous in the total complex to χp
`
max. The commutative
square (33) factors therefore in degree 0 as
SH0pV q ” H0Λ // //
ε˚
22H0pM ; Oq // A
¨χ

i˚
~~
H0pM ; Oq

SH0pV q ” H0Λ
ε˚ // SH0pV q ” H0Λ.
(Recall that we are using twisted coefficients on Λ.)
We are seeking conditions under which ε˚ is surjective and i˚ is in-
jective, which is equivalent to the surjectivity of the horizontal map
and injectivity of the vertical map in diagram (34). At this point the
orientable and the non-orientable case need to be discussed separately.
(a) If M is orientable, diagram (34) becomes
R // R{χR
¨χ

R.
The horizontal map is induced by the identity R
Id
ÝÑ R and is therefore
surjective, the vertical map is induced by the multiplication R
¨χ
ÝÑ R
and is therefore injective when the kernel χR is quotiented out. Thus, in
the orientable case, the map ε˚ is surjective and the map i˚ is injective
with arbitrary coefficients.
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(b) If M is non-orientable, diagram (34) becomes
2R // R{χR
¨χ

R{2R.
The horizontal map is induced by the inclusion 2R Ñ R, the vertical
map is induced by the multiplication R
¨χ
ÝÑ R. Thus, surjectivity of
the horizontal map and injectivity of the vertical map are precisely
the conditions from the statement of the theorem. When χ “ 0 in R
we have R{χR “ 0 and the conditions are trivially satisfied. When R
is 2-torsion we have 2R “ R and R{2R ” R, and the conditions are
satisfied just like in the orientable case. Thus, under the conditions
from the statement of the theorem, the map ε˚ is surjective and the
map i˚ is injective.
We can now replace A by im ε˚ Ă SH˚pV q and the diagram becomes
0

0

¨ ¨ ¨SH´˚pV q
ε˚ // im ε˚
0 //
i˚

SH
1´˚
pV q //
i˚

SH1´˚pV q ¨ ¨ ¨
¨ ¨ ¨SH´˚pV q
ε˚ // SH˚pV q
ι˚ //
p˚

SH˚pBV q
π˚ //
p˚

SH1´˚pV q ¨ ¨ ¨
SH˚pV q

SH˚pV q

0 0
From this we read off
SH
´˚
pV q – ker ε˚, SH˚pV q – SH˚pV q{im ε˚
in agreement with our earlier definition (30). It follows that ι˚ in-
duces a map ι˚ : SH˚pV q Ñ SH˚pBV q and the map π˚ : SH˚pBV q Ñ
SH1´˚pV q lands in SH
1´˚
pV q “ ker ε˚, so we have derived the split
short exact sequence (32).
Finally, observe that the subcomplex C
´
I Ă CI is a subring with respect
to the pair-of-pants product. To see this, consider pairs-of-pants with
two inputs a, b P C
´
I and output c P C
`
I . Since all actions of generators
of C
´
I are ď 0 and all actions in C
`
I are ě 0, such pairs-of-pants can
only exist if a, b, c are constant orbits. But in this case they degenerate
to gradient Y-graphs, whose algebraic count is zero by Lemma 4.13.
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It follows that the inclusion i : C
´
I ãÑ CI induces a ring map i˚ :
HpC
´
I q Ñ HpCIq, which in the inverse-direct limit gives a ring map i˚ :
SH
1´˚
pV q Ñ SH˚pBV q. Here SH˚pBV q is equipped with its pair-of-
pants product and SH
1´˚
pV q is equipped with the degree ´n product
induced by the pair-of pants product on HpC
´
I q. By construction, the
latter product equals the restriction to SH
1´˚
pV q of the secondary
product c˚ on SH1´˚pBV q in Theorem 4.9. 
Remark 4.17. In [24] we generalize the class of Weinstein domains
for which Theorem 4.15 holds. The generalization uses mapping cones.
We end the section with a discussion of the Lagrangian setting.
Proof of Theorem 1.15. (a) The proof is similar to that of Theorem 4.15,
with the important simplification that the role of the Gysin sequence
for the bundle S˚M ÑM is now played by the trivial Gysin sequence
of the (trivial) bundle S˚qM Ñ q. The interested reader can trace all
the arguments within the proof of Theorem 4.15.
(b) This is the same as the proof of Theorem 1.11. 
5. Open-closed TQFT structures
In this section we discuss in more detail the open-closed noncompact
TQFT structures from Section 5, and prove Theorem 1.18.
It will be convenient to describe the oriented 2-dimensional surfaces
with boundary and corners which are the morphisms in 2 ´ Cob` in
the following way. Any such surface Σ˜ is identified with the closed
oriented 2-dimensional surface with boundary and punctures 9Σ ob-
tained by collapsing and then discarding the boundary circles and the
boundary intervals of Σ˜ which correspond to objects in 2´Cob`. The
punctures of 9Σ can be either interior punctures or boundary punctures,
and they are labeled by ` if they are incoming, respectively by ´ if
they are outgoing. Conversely, the surface Σ˜ can be reconstructed from
9Σ by performing a real oriented blow-up at the punctures.
5.1. Primary open-closed TQFT structure in homology.
Proof of Theorem 1.18(1). For a Liouville domain V the symplectic ho-
mology SH˚pV q is a closed noncompact TQFT, and for any exact con-
ical Lagrangian L Ă V the Lagrangian symplectic homology SH˚pLq is
an open noncompact TQFT (Ritter [57]). Ritter’s arguments general-
ize directly to show that the pair pSH˚pLq, SH˚pV qq is an open-closed
noncompact TQFT. The case V “ D˚Q and L “ D˚qQ for a base-
point q P Q yields pSH˚pLq, SH˚pW qq » pH˚Ω, H˚Λq and shows in
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particular that there are infinite-dimensional examples of open-closed
noncompact TQFTs.
The arguments in [25, §10] further show that pSH˚pBLq, SH˚pBW qq
is an open-closed noncompact TQFT. Specializing to W “ D˚Q and
L “ D˚qQ, q P Q yields that p qH˚Ω, qH˚Λq is an open-closed noncompact
TQFT. 
5.2. Canonical operations.
5.2.1. Closed-open and open-closed maps.
Definition 5.1 (Lauda-Pfeiffer [50]). The zipper is the disc with one
incoming interior puncture and one outgoing boundary puncture. The
cozipper is the disc with one incoming boundary puncture and one out-
going interior puncture. See Figure 3.
The following definition describes the simplest instances of closed-open
and open-closed maps in Floer theory.
Definition 5.2. Let i : ΩÑ Λ be the inclusion of constant loops. The
homological “shriek” map
i! : qH˚ΛÑ qH˚´nΩ
is the operation defined by the zipper. The homological pushforward
map
i˚ : qH˚ΩÑ qH˚Λ
is the operation defined by the cozipper.
The cohomological “shriek” map
i! : qH˚ΩÑ qH˚`nΛ
is the operation defined by the zipper. The cohomological pullback map
i˚ : qH˚ΛÑ qH˚Ω
is the operation defined by the cozipper.
Proposition 5.3. Poincare´ duality exchanges the operations defined
by the zipper and the cozipper.
Proof. This is a straightforward consequence of the existence of the
open-closed or closed-open map at the level at the acyclic complex
used in the proof of Theorem 1.1. 
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5.2.2. Module and comodule structures. Let Σ be the Riemann surface
given by the closed disc with three punctures as follows: one positive
interior puncture, one positive boundary puncture, and one negative
boundary puncture. See Figure 2. We fix a conformal structure on Σ.
This defines a degree ´n module structure on qH˚Ω over qH˚Λ via the
diagram
SHipS
˚Mq b SHj`npS
˚
qMq // SHi`jpS
˚
qMq
qHiΛb qHjΩ // qHi`j´nΩ.
(The map i! : qHiΛÑ qHi´nΩ can be alternatively described in terms of
this module structure as multiplication with 1 P H0Ω.) This module
structure combines with the algebra structure of qH˚Ω in order to makeqH˚Ω into an algebra over qH˚Λ.
In cohomology, the Riemann surface Σ realizes qH˚Ω as a comodule of
degree n over qH˚Λ. This is expressed by the diagram
SHk`npS˚qMq //
À
i`j“k`n SH
ipS˚Mq b SHj`npS˚qMq
qHkΩ //Ài`j“k`n qH iΛb qHjΩ.
The comodule structure combines with the coalgebra structure of qH˚Ω
in order to make qH˚Ω into a coalgebra over qH˚Λ.
Let Σ_ be the Riemann surface given by the closed disc with three
punctures with opposite signs as those of Σ: one negative interior
puncture, one negative boundary puncture and one positive bound-
ary puncture. We again fix a conformal structure on Σ. This defines a
degree ´n primary comodule structure on qH˚Ω over qH˚Λ which van-
ishes, and a degree ´n` 1 secondary comodule structure expressed by
the diagram
SHk`npS
˚
qMq //
À
i`j“k´n`1 SHipS
˚Mq b SHj`npS
˚
qMq
qHkΩ //Ài`j“k´n`1 qHiΛb qHjΩ.
This combines with the secondary coalgebra structure on qH˚Ω in order
to make qH˚Ω into a coalgebra over qH˚Λ.
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In cohomology, the same Riemann surface Σ_ defines a degree n ´ 1
secondary module structure on qH˚Ω over qH˚Λ expressed by the dia-
gram
SH ipS˚Mq b SHj`npS˚qMq // SH
i`j`2n´1pS˚qMq
qH iΛb qHjΩ // qH i`j`n´1Ω.
(From this perspective, the map i˚ : qH iΛ Ñ qH iΩ is obtained by mul-
tiplication with the unit 1 P qH1´nΩ.) This module structure combines
with the R-algebra structure on qH˚Ω in order to make qH˚Ω into an
algebra over qH˚Λ.
Proposition 5.4. The Poincare´ duality isomorphismsqHiΛ » qH´i`1Λ, qHiΩ » qH´i`1´nΩ
interchange the above module and comodule structures.
Proof. The proof is mutatis mutandis the same as the proof that the
Poincare´ duality isomorphisms interchange the algebra and coalgebra
structures (Theorem 1.1). 
Remark 5.5. Consider the following structures:
(i) qH˚Ω is canonically a coalgebra over qH˚Λ. The comultiplication has
degree ´n ` 1.
(ii) qH˚Ω is canonically a coalgebra over qH˚Λ. The comultiplication
has degree n.
The compatibility of the Poincare´ duality isomorphisms for free and
based loops with these coalgebra structures is expressed by commuta-
tive diagrams
qHkΩ
PDΩ »

//
À
i`j“k´n`1
qHiΛb qHjΩ
PDΛbPDΩ»
qH´k`1´nΩ //Ài`j“k´n`1 qH´i`1Λb qH´j`1´nΩ
5.3. Duality of open-closed TQFTs. We are now ready to prove
Theorem 1.18 and Theorem 1.9.
Proof of Theorem 1.18(2), (3). We start by recalling the structure the-
orem of Lauda-Pfeiffer [50] which singles out generators for the cobor-
dism category that defines open-closed noncompact TQFT’s. More
precisely, the generators are given by the two discs with three punc-
tures not all of the same sign, by the two spheres with three punctures
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not all of the same sign, by the disc with one negative puncture and the
sphere with one negative puncture, by the zipper and by the cozipper.
To prove (2), note that the existence of the Poincare´ duality isomor-
phism implies the existence of an open-closed noncompact TQFT struc-
ture on p qH˚Ω, qH˚Λq induced from the open-closed noncompact TQFT
structure on the pair p qH˚Ω, qH˚Λq. With this definition, point (3) in
the statement of the Theorem is tautological.
However, the point is to show that the induced open-closed noncom-
pact TQFT is generated by the canonical products on qH˚Λ and qH˚Ω,
together with the canonical operations described in §5.2.
That Poincare´ duality exchanges the products/coproducts defined by
discs or spheres was already proved as Theorem 1.1 and Theorem 1.13.
That it exchanges the module/comodule structures defined by discs
with one interior puncture was proved in Proposition 5.4. That it
exchanges the units follows from the definition of the product in coho-
mology. That it exchanges the zipper and the cozipper is the content
of Proposition 5.3. 
The following is a straightforward consequence of the arguments in §4.7.
Corollary 5.6. The pairs pH˚Λ, H˚Ωq and pH
˚
Λ, H˚Ωq define open-
closed noncompact TQFT structures. 
Proof of Theorem 1.9. Apart from the vanishing of the primary co-
product on qH˚Λ and qH˚Ω, the statement of Theorem 1.9 is subsumed
by that of Theorem 1.18.
We only prove the vanishing of the primary coproduct for qH˚Λ since
the proof for qH˚Ω is mutatis mutandis the same. More generally, we
prove the vanishing of the primary coproduct for SH˚pBV q, the sym-
plectic homology of the boundary of an arbitrary Liouville domain V .
This fact is implicit in the description of the secondary product on the
cohomology SH˚pBV q from [24, §4.3], but we give again the argument
here. For λ ă 0 ă µ consider the Hamiltonian Hλ,µ : pV Ñ R which is a
smoothing of the Hamiltonian which is constant equal to |λ|{2 on V 1
2
,
linear with respect to r of slope λ on r1
2
, 1sˆBV , zero at BV ” t1uˆBV ,
and finally linear with respect to r of slope µ on r1,8qˆBV . (Up to a
different choice of parameters this is the shape of Hamiltonian depicted
in Figure 9.) Consider also the Hamiltonian Lλ : pV Ñ R which is a
smoothing of the Hamiltonian which is constant equal to |λ|{2 on V 1
2
and which is linear with respect to r of slope λ on r1
2
,8q ˆ BV . The
primary coproduct
(35) cprimary : SH˚pBV q Ñ SH˚pBV q b SH˚pBV q
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is induced in the inverse-direct limit in homology by the family of
action-truncated coproducts
c
pa,bq
primary : FC
pa,bq
˚ pHλ,µq Ñ FC
pa
2
,b´ a
2
q
˚ pHλ
2
,µ´λ
2
qb2
for ´8 ă a ă 0 ă b ă 8, which are in turn induced by cěaprimary :
FCěa˚ pHλ,µq Ñ FC
ě a
2
˚ pHλ
2
,µ´λ
2
qb2. The point now is that, for a suitable
choice of defining data, the coproduct c
pa,bq
primary factors at chain level as
FC
pa,bq
˚ pHλ,µq //
c
pa,bq
primary **❯❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
❯
FC
pa
2
,b´ a
2
q
˚ pLλ
2
q b FC
pa
2
,b´ a
2
q
˚ pHλ
2
,µ´λ
2
q

FC
pa
2
,b´ a
2
q
˚ pHλ
2
,µ´λ
2
qb2.
If 2λ ă athen all orbits of Lλ
2
fall below the fixed action window pa
2
, b´
a
2
q, so that the Floer complex FC
pa
2
,b´ a
2
q
˚ pLλ
2
q is null. As a consequence
the action-truncated coproduct
c
pa,bq
primary,˚ : FH
pa,bq
˚ pHλ,µq Ñ FH
pa
2
,b´ a
2
q
˚ pHλ
2
,µ´λ
2
qb2
vanishes for λ negative enough, and so does cprimary in (35). 
5.4. Topological interpretation of the open-closed and closed-
open maps. In this section we identify the open-closed and closed-
open maps described above with their topological counterparts, the
topological shriek or pullback/pushforward maps, denoted itop! , i
˚
top
etc. Note that the latter are also well-defined at the level of reduced
(co)homology groups.
Lemma 5.7. With respect to the canonical splittings for qH˚Λ and qH˚Ω
in Theorems 1.4 and 1.15, the following hold:
(1) The shriek map i! : qH˚Λ Ñ qH˚´nΩ restricts to maps H˚Λ Ñ
H˚´nΩ and H
´˚`1
pΛq Ñ H´˚`1Ω which coincide respectively
with the topological shriek map itop! and the cohomological pull-
back map i˚top.
(2) The pushforward map i˚ : qH˚ΩÑ qH˚Λ restricts to mapsH˚ΩÑ
H˚Λ and H
´˚`1´nΩ Ñ H
´˚`1
Λ which coincide respectively
with the topological pushforward map itop˚ and the cohomolog-
ical shriek map i!top.
(3) The shriek map i! : qH˚Ω Ñ qH˚`nΛ restricts to maps H˚Ω Ñ
H
˚`n
Λ and H´˚`1´nΩÑ H´˚´n`1Λ which coincide respectively
with the topological shriek map i!top and the topological pushfor-
ward map itop˚ .
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(4) The pullback map i˚ : qH˚Λ Ñ qH˚Ω restricts to maps H˚Λ Ñ
H˚Ω and H´˚`1Λ Ñ H´˚`1´nΩ which coincide respectively
with the topological pullback map i˚top and the topological shriek
map itop! .
Proof of Lemma 5.7. We prove only assertion (1), the proofs of the
other ones being similar. The topological shriek map itop! : H˚pΛq Ñ
H˚´npΩq descends to i
top
! : H˚pΛq Ñ H˚´npΩq because the class of
a point lies in its kernel for degree reasons. It admits the following
description in Morse theory (see [4, 21]). Consider a smooth Lagrangian
L : S1ˆTM Ñ R which outside a compact set has the form Lpt, q, vq “
1
2
|v|2 ´ V8pt, qq for a smooth potential V8 : S
1 ˆM Ñ R. It induces a
smooth action
SL : ΛÑ R, q ÞÑ
ż 1
0
Lpt, q, 9qqdt,
which we can assume to be a Morse function whose negative flow with
respect to the W 1,2-gradient ∇SL is Morse–Smale.
View Ω Ă Λ as a codimension n Hilbert submanifold and choose the
base point q generic so that all critical points of SL lie outside Ω. Given
a P CritpSLq and b P CritpSL|Ωq set
Mpa; bq :“ W´paq XW`pbq,
where W´paq is the unstable manifold of a with respect to the flow of
´∇SL on Λ, and W
`pbq is the stable manifold of b with respect to the
flow of ´∇pSL|Ωq on Ω. Generically, this is a manifold of dimension
dimMpa, bq “ indpaq ´ indpbq ´ n, where indpaq and indpbq denote the
Morse indices of a and b with respect to SL and SL|Ω, respectively. If
its dimension is zero this manifold is compact and defines the map itop! .
The shriek map i! : H˚ΛÑ H˚´nΩ can alternatively be described using
the usual Hamiltonian profile for the symplectic homology SH˚pT
˚Mq,
i.e. a Hamiltonian that is constant equal to zero on D˚M and linear
of positive slope with respect to the radial coordinate outside D˚M .
We use the isomorphism ΨΛ : SH˚pD
˚Mq
»
ÝÑ H˚Λ from [4, 7]. It
is given by a count of mixed configurations consisting of a disc with
boundary on the zero section and one positive interior puncture, solving
a perturbed Cauchy-Riemann equation, together with a semi-infinite
descending gradient line in Λ starting at the loop determined by the
restriction of the disc to its boundary. Recall that in H˚Λ we use
twisted coefficients as described in Remark 1.3.
We also use the isomorphism ΨΩ : SH˚pD
˚
qMq
»
ÝÑ H˚´nΩ with Ω “
ΩqM , i.e., the Lagrangian counterpart of ΨΛ defined in [4, 7]. It is
given by a count of mixed configurations consisting of a disc with three
boundary punctures, with one boundary component constrained to M ,
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the other two boundary components constrained to T ˚q M , a positive
puncture at the end bordered by the two T ˚q M-components, solving
a perturbed Cauchy-Riemann equation, together with a semi-infinite
descending gradient line in Ω starting at the loop determined by the
restriction of the strip to the boundary component which is constrained
to M . Note that the strip must be asymptotic to q at each of the
punctures bordered by M and T ˚q M , since q is the unique intersection
point of M and T ˚q M .
We need to show that the following diagram commutes
SH˚pD
˚Mq
i! //
ΨΛ »

SH˚pD
˚
qMq
ΨΩ»

H˚Λ
i
top
! // H˚´nΩ.
(Recall that in H˚Λ and H˚´nΩ we use twisted coefficients as described
in Remark 1.3.) We prove that each of the compositions is equal to the
map Γ : SH˚pD
˚Mq Ñ H˚´nΩ induced by the count of moduli spaces
consisting of a disc with boundary on the zero section, one positive
interior puncture, solving a perturbed Cauchy-Riemann equation, such
that the origin of the loop on the boundary is constrained to be equal
to q, together with a semi-infinite descending gradient line in Ω starting
at the loop determined by the restriction of the disc to its boundary.
We first discuss the composition itop! ˝ ΨΛ. After gluing, the compo-
sition is described by an obvious moduli space involving (starting at
the component which contains the positive puncture) a disc, a finite
length descending gradient line in Λ whose lowest energy point is a
loop based at q, and a semi-infinite descending gradient line in Ω. We
bring the length of the intermediate cylinder to zero in a 1-parameter
family. This produces a homotopic operation and we observe that at
the 0-length end of the homotopy we recover the map Γ.
We now discuss the composition ΨΩ˝ i!. After gluing, it is described by
the count of mixed configurations consisting of a disc with one interior
positive puncture, two boundary punctures, one boundary arc con-
strained to M , the other boundary arc constrained to T ˚q M , solving
a perturbed Cauchy-Riemann equation, together with a semi-infinite
descending gradient line in Ω starting at the loop determined by the
restriction of the disc to the boundary arc which is constrained to M .
Note that the disc must be asymptotic to q at each boundary puncture,
since q is the unique intersection point of M and T ˚q M . We vary the
conformal type of the disc in a 1-parameter family within its moduli
space by bringing the two boundary punctures together and shrinking
the boundary arc labeled T ˚q M , see Figure 12. This produces a homo-
topic operation. We find at the other end of the moduli space a nodal
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disc with two irreducible components D1 and D2, together with a semi-
infinite descending gradient line in Ω. The irreducible component D1
of the nodal disc contains the interior puncture, it has the node on its
boundary, and the boundary is labeled M . The irreducible component
D2 contains the two boundary punctures and the node, the boundary
arcs adjacent to the node are labeled M and the third boundary arc is
labeled T ˚q M . On both components D1 and D2 the resulting curves u1
and u2 solve a Cauchy-Riemann equation perturbed by a non-negative
1-form and a Hamiltonian H as in the definition of symplectic homol-
ogy which vanishes near M . The maximum principle forces the curve
u2 to be contained in D
˚M , where the Hamiltonian vanishes, so that
the curve solves a genuine, unperturbed Cauchy-Riemann equation.
Since both M and T ˚q M are exact it follows that u2 is constant, neces-
sarily equal to q. (This fact is akin to [7, Ch. 13, Exercise 5.3].) As a
consequence, the node on the boundary of u1 is sent to the point q and
we find that the count of such moduli spaces defines the map Γ. 
T˚
q
M
q
q
M
T˚
q
M
T˚
q
M
M
q
q
q
q
q
q
T˚
q
M
q
q
M
M
M
M
M
T˚
q
M
T˚
q
M
T˚
q
M
Figure 12. The 1-dimensional moduli space of discs
with 1 interior puncture and 2 boundary punctures.
6. BV structures and Poincare´ duality
For dim M “ n we denoteqH˚Λ “ qH˚`nΛ, H˚Λ “ H˚`nΛ, H˚M “ H˚`nM.
We discuss in this section the BV algebra structure6 on these three
R-modules and the extension of Poincare´ duality in this setting. This
structure plays a crucial role in [22], where we give applications to the
geometry and dynamics of compact rank one symmetric spaces. Since
all results in this section are straightforward adaptations of results in
M. Abouzaid’s article [7], we will only sketch the proofs.
6.1. Twisted BV-structures. Consider an R-module C with a Z-
grading degpaq and an additional Z{2-grading wpaq, a P C.
Definition 6.1 ([7]). A BV structure on C twisted by w consists of
6 “BV” stands for “Batalin–Vilkovisky”.
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‚ a degree 0 bilinear product ‚ : C˚ b C˚ Ñ C˚, a b b ÞÑ a ‚ b
not.
“ ab
which is associative, satisfies wpabq “ wpaq`wpbq, has a two-sided
unit e P C0, and is twisted commutative in the sense that
ab “ p´1qdegpaq degpbq`wpaqwpbqba,
‚ and a degree 1 linear map ∆ : C˚ Ñ C˚`1 satisfying ∆
2 “ 0,
∆peq “ 0, wp∆aq “ wpaq, and the twisted 7-term relation
∆pabcq `∆paqbc ` p´1qdeg aa∆pbqc ` p´1qdeg a`deg bab∆pcq
“ ∆pabqc ` p´1qdeg aa∆pbcq ` p´1qp1`deg aqdeg b`wpaqwpbqb∆pacq.
A BV structure for w “ 0 is called untwisted. A twisted BV structure
can be turned into an untwisted one at the expense of losing the Z-
grading as follows. Combine the Z-grading and the Z{2-grading into
a new Z{2-grading Ądegpaq :“ degpaq ` wpaq mod 2 and define new
operationsr‚pab bq :“ p´1qdegpaqwpbqab, r∆paq :“ p´1qwpaq∆paq.
A straightforward calculation shows that the new operations define an
untwisted BV structure. Note that the new product r‚ has degree 0 with
respect to the new Z2-gradingĄdeg, but this grading will in general not
lift to an integer grading for which r‚ has degree 0.
6.2. BV structure on loop homology. Let nowM be a closed man-
ifold. The S1-action ρ : S1 ˆΛÑ Λ given by reparametrization at the
source gives rise to the BV operator
∆ : H˚ΛÑ H˚`1Λ, ∆paq “ ρ˚prS
1s ˆ aq.
It was already observed by Chas and Sullivan [15] that, in the orientable
case, the homology H˚Λ endowed with the loop product and the oper-
ator ∆ is a BV algebra (untwisted). This extends to the nonorientable
case and local coefficients as
Theorem 6.2 (Abouzaid [7]). Let rO and σ be the orientation and
spin local systems from Remark 1.3. The loop homologies H˚pΛ; rOq and
H˚pΛ; σbrOq both carry BV structures, twisted by the Z{2-grading (36),
consisting of the loop product and the canonical BV operator. 
6.3. BV structure on extended loop homology. In [7] Abouzaid
constructs a BV structure on the Floer homology of asymptotically
linear Hamiltonians on T ˚M , twisted by the Z{2-grading
(36) wpγq “
"
0 if γ preserves the orientation,
1 if γ reverses the orientation
for a loop γ. Following Seidel [60, §8], the BV operator is defined
by the action of the fundamental class of the moduli space of spheres
with two punctures and asymptotic markers at the punctures. This
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moduli space can be naturally identified with the circle S1. Taking
direct limits, this gives rise to a twisted BV structure on symplectic
homology of D˚M . Taking instead direct-inverse limits over V-shaped
Hamiltonians, we obtain part (a) of
Theorem 6.3. (a) The extended loop homology qH˚Λ carries a BV
structure, twisted by the Z{2-grading (36), consisting of the primary
pair-of-pants product and the canonical BV operator.
(b) The extended loop cohomology qH1´n´˚Λ carries a twisted BV struc-
ture, twisted by the Z{2-grading (36), consisting of the secondary pair-
of-pants product and the canonical BV operator.
(c) The Poincare´ duality isomorphism
PD : qH˚Λ »ÝÑ qH1´n´˚Λ
is an isomorphism of BV algebras.
Proof. (b) The BV operator together with the primary pair-of-pants
coproduct defines a twisted co-BV structure at chain level in homol-
ogy. The twisted co-BV relations then automatically follow for the sec-
ondary pair-of-pants coproduct. Equivalently, we obtain a twisted BV
structure on cohomology with respect to the secondary pair-of-pants
product.
(c) The Poincare´ duality isomorphism is given at chain level by a chain
map f whose cone is naturally a Floer complex. The compatibility
between the Floer differential and the BV operator on the cone implies
that the map f commutes with the BV operators on the factors. (This
compatibility between the Floer differential and the BV operator is a
general feature of Hamiltonian Floer homology.) 
The BV operator decreases the action, and therefore induces BV op-
erators on all level homology groups qHpa,bq˚ Λ. In applications, a very
useful feature of the BV structure is the following.
Proposition 6.4. The induced BV operator on the 0-level homologyqH“0˚ Λ vanishes.
Proof. Recall that qH“0˚ Λ “ qHp´ǫ,ǫq˚ Λ for ǫ ą 0 small enough. Consider
a Morse perturbation of the Hamiltonian defining qH˚Λ near its zero
level. When the size of the perturbation is small enough, all Floer
trajectories involved in the definition of the induced BV operator at
level 0 are contained in a collar neighbourhood of the unit cotangent
bundle, where the Hamiltonian is a C2-small Morse function. One can
apply the argument of Salamon-Zehnder [59] to an S1-family of almost
complex structures which is time independent and constant in order
to show that these Floer trajectories are actually independent of time
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and therefore the corresponding moduli spaces are empty. This shows
that the induced BV operator is zero. 
Theorem 6.5. The BV structures on qH˚Λ and qH1´n´˚Λ induce BV
structures on the reduced (co)homology groups H˚Λ and H
1´n´˚
Λ. The
induced BV structure on H˚Λ agrees with the one on H˚Λ from Theo-
rem 6.2 descended to the quotient.
Proof. The factors H˚Λ and H
1´n´˚
Λ are stable under products, as
seen in §4.6, and also stable under reduction/restriction of the BV
operator, as follows from Proposition 6.4. The last assertion follows
from the arguments in [7] for the BV isomorphism between symplectic
homology and loop space homology. 
Appendix A. Poincare´ duality product on SHă0˚ pV, BV q via
homotopies
The definition of the secondary product c˚ of degree n´1 on SH˚pBV q
is based on the algebraic Lemma 4.8. In this Appendix we spell out
the moduli spaces which underlie that Lemma and give an explicit de-
scription of c˚ in terms of pairs-of-pants with suitable Hamiltonian ho-
motopies at the positive punctures. We rephrase the proof of Poincare´
duality with products using those moduli spaces, as summarized in
Figure 14.
For simplicity, we focus on the restriction of c˚ to SH˚ą0pBV q. For an
easier connection to Lemma 4.8, we shall describe the equivalent degree
´n` 1 product on SHă0˚ pV, BV q » SH
´˚
ą0 pBV q, denoted
(37) σPD : SH
ă0
˚ pV, BV q b SH
ă0
˚ pV, BV q Ñ SH
ă0
˚´n`1pV, BV q.
In Lemma 4.8 and the surrounding sections 4.3 and 4.4 we used two
Hamiltonian profiles as in Figure 5: the Hamiltonian L is linear of slope
´τ outside V1{4, and the Hamiltonian H is a “dented” perturbation of
L. We restrict to negative range of the action: for FC
pa,bq
˚ pHq “ C “
C´ ‘ C` we have ´8 ă a ă b ă 0 and b close to 0, so that C´,
which is a subcomplex, is generated by orbits of type III`, and C` is
generated by orbits of type II´.
The chain homotopy K. The key object in Lemma 4.8 is the chain
homotopy K : C Ñ Cr1s such that IdC “ rB, Ks. The map K is
induced by a homotopy of homotopies between the constant homotopy
on H and the deformation H Ñ LÑ H . (The latter induces at chain
level the zero map because FC
pa,bq
˚ pLq “ 0.)
We describe the moduli spaces giving rise to the chain homotopy K.
Given R ą 2 consider a smooth function χR : R Ñ r0, 1s supported
on r0, Rs, constant equal to 1 on r1, R ´ 1s, increasing on r0, 1s and
decreasing on rR ´ 1, Rs. See Figure 13.
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R
χR1
0 1 R ´ 1
Figure 13. The cut-off function χR.
Define the deformation H Ñ LÑ H by the s-dependent Hamiltonian
HRpsq :“ H ` χRpsqpL´Hq, s P R,
and consider the 1-parameter family
Hλ :“ p1´ λqHR ` λH “ H ` p1´ λqχRpsqpL´Hq, λ P r0, 1s.
The map K is determined by the count of elements of 0-dimensional
moduli spaces of solutions to the 1-parametric Floer problem
M1px; yq :“
 
pλ, uq
ˇˇ
λ P r0, 1s, u : Rˆ S1 Ñ pV ,
Bsu` JpuqpBtu´XHλps, uqq “ 0,
lim
sÑ`8
ups, tq “ xptq, lim
sÑ´8
ups, tq “ yptq
(
.
The pC´, C`q-component of K is given by the count of elements of 0-
dimensional moduli spaces M1dim“0px; yq with x P C
´ and y P C` and
is denoted g : C´ Ñ C`r1s. This is a chain homotopy inverse of the
pC`, C´q-component of the Floer differential on C, denoted f : C` Ñ
C´r´1s, which induces the Poincare´ duality isomorphism.
The chain level secondary product. We describe the moduli spaces
which give rise to the chain level product
σPD : C
´ b C´ Ñ C
´
r´n` 1s,
with C “ FC
pa`b,2bq
˚ p2Hq. The latter induces in homology and in the
limit aÑ ´8 the product (37).
Let Σ be a genus 0 Riemann surface with two positive punctures z0`, z
1
`
and one negative puncture z´, endowed with cylindrical ends Z
i
` “
r0,8qˆS1 at the positive punctures zi` and Z´ “ p´8, 0s ˆ S
1 at the
negative puncture z´. We define a 1-parameter family of Σ-dependent
Hamiltonians HλΣ : ΣÑ R, λ P r0, 1s, by
HλΣpzq :“
$’&’%
H2λpsq z “ ps, tq P Z0`, λ P r0, 1{2s,
H2´2λpsq z “ ps, tq P Z1`, λ P r1{2, 1s,
H otherwise.
As usual we pick a 1-form β on Σ satisfying dβ “ 0 with positive
weights 1 and negative weight 2. We also pick a generic almost complex
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structure compatible with the cylindrical ends on Σ and on pV . For
x0, x1 P PIII`pHq and y P PIII`p2Hq, define the moduli space
N 1px0, x1; yq :“
 
pλ, uq
ˇˇ
λ P r0, 1s, u : ΣÑ pV ,
pdu´XHλΣ b βq
0,1 “ 0,
lim
sÑ`8
z“ps,tqÑzi`
upzq “ xiptq, i “ 0, 1,
lim
sÑ´8
z“ps,tqÑz´
upzq “ yptq
(
.
All the elements of this moduli space have image contained in a fixed
compact set and the dimension of the moduli space is
dim N 1px0, x1; yq “ CZpx0q ` CZpx1q ´ CZpyq ´ n ` 1.
The count of elements of 0-dimensional moduli spaces N 1dim“0px
0, x1; yq
with signs determined by a choice of coherent orientations defines
σPD : C
´ b C´ Ñ C
´
r´n` 1s.
If the parameter R ą 0 in the definition of the Hamiltonian HR is
large enough, the moduli spaces N 1λ“1px
0, x1; yq and N 1λ“0px
0, x1; yq are
empty. This implies that σPD is a chain map.
Isomorphism with the primary product on SHă0˚ pBV qr´ns. So
far we have spelled out the geometric content of parts (a) and (b) of
Lemma 4.8. We now spell out Lemma 4.8(c).
With R ą 0 large enough and Hλ, Σ as above, consider the family
of Σ-dependent Hamiltonians Hλ0,λ1Σ parametrized by pλ0, λ1q P r0, 1s
2
defined by
H
λ0,λ1
Σ pzq :“
$’&’%
Hλ0psq, z “ ps, tq P Z0`,
Hλ1psq, z “ ps, tq P Z1`,
H, otherwise.
This is an extension to the square r0, 1s2 of the previous family HλΣ,
which is read on the top and right side of the square, parametrized
by p2λ, 1q for λ P r0, 1{2s and by p1, 2 ´ 2λq for λ P r1{2, 1s. See
Figure 14. As before, we pick a 1-form β on Σ satisfying dβ “ 0
with positive weights 1 and negative weight 2, and we fix a generic 2-
parameter family of almost complex structures J “ Jλ0,λ1 compatible
with the cylindrical ends on Σ and on pV . Given x0, x1 P PIII`pHq and
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y P PIII`p2Hq we consider the moduli space
N 2px0, x1; yq :“
 
pλ0, λ1, uq
ˇˇ
pλ0, λ1q P r0, 1s
2, u : ΣÑ pV ,
pdu´X
H
λ0,λ1
Σ
b βq0,1 “ 0,
lim
sÑ`8
z“ps,tqÑzi`
upzq “ xiptq, i “ 0, 1,
lim
sÑ´8
z“ps,tqÑz´
upzq “ yptq
(
.
All the elements of this moduli space have image contained in a fixed
compact set and the dimension of the moduli space is
dim N 2px0, x1; yq “ CZpx0q ` CZpx1q ´ CZpyq ´ n ` 2.
The count of elements of 0-dimensional moduli spaces N 2dim“0px
0, x1; yq
defines an operation
η´ : C´ b C´ Ñ C
´
r´n` 2s.
When it has dimension 1 the moduli space admits a Floer compactifi-
cation into a manifold with boundary
BN 2dim“1px
0, x1; yq “
ž
x1PP
III`
pHq
CZpx1q“CZpx0q´1
Mpx0; x1q ˆN 2dim“0px
1, x1; yq
>
ž
x1PP
III`
pHq
CZpx1q“CZpx1q´1
Mpx1; x1q ˆN 2dim“0px
0, x1; yq
>
ž
y1PP
III`
p2Hq
CZpy1q“CZpyq`1
N 2dim“0px
0, x1; y1q ˆMpy1; yq
>
ž
y1PP
II´
p2Hq
CZpy1q“CZpyq`1
N 2dim“0px
0, x1; y1q ˆMpy1; yq
>N 2λ0“0,1 or λ1“0,1px
0, x1; yq.
Here N 2λ0“0,1 or λ1“0,1px
0, x1; yq is the set of elements of N 2px0, x1; yq
lying above points pλ0, λ1q P Br0, 1s
2. One argues directly that the
moduli spaces N 2λ0“0px
0, x1; yq and N 2λ1“0px
0, x1; yq are empty, so that
we have a canonical identification
N 2λ0“0,1 or λ1“0,1px
0, x1; yq ” N 1dim“0px
0, x1; yq,
where N 1dim“0px
0, x1; yq is the moduli space that was discussed previ-
ously. The first three lines in the above description of BN 2dim“1px
0, x1; yq
give the commutator of η with the respective boundary operators. Let
us analyze the fourth line. The moduli space Mpy1; yq gives the chain
map f “ f : C
`
Ñ C
´
r´1s. When the length R cylinders in the
positive ends where Hλ0,λ1Σ is supported are close to `8, the elements
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of the moduli space N 2dim“0px
0, x1; y1q are canonically identified with
broken configurations consisting of one rigid Hλ-Floer cylinder with
input x0 P C´ and output y0 P C, one other rigid Hλ-Floer cylinder
with input x1 P C´ and output y1 P C, and one rigid pH, βq-Floer pair-
of-pants with inputs y0, y1 and output y1 P C
`
. Since C´ is an ideal
for the pair-of-pants product, we must have y0, y1 P C`, so the two
cylinders correspond to the map g defined above and the pair-of-pants
corresponds to the primary product µ “ µ` on C`. Putting everything
together, the above description of BN 2dim“1px
0, x1; yq yields the relation
rB´, η´s “ σPD ´ fµ
`pg b gq
from Lemma 4.8(c), where the product σPD is denoted σ
´.
λ0
10
1
λ1
Figure 14. The secondary product σPD is read on the
top and right sides of the parametrizing square.
Appendix B. Grading conventions
Our standing convention is to grade Hamiltonian Floer homology by
the Conley-Zehnder index of orbits, and Lagrangian Floer homology
by the Conley-Zehnder index of chords.
Given a preferred trivialization, the Conley-Zehnder index CZpγq of
a Hamiltonian orbit γ is such that the Fredholm indices of the cap-
ping operators o˘pγq defined on the sphere with one positive/negative
puncture, and with asymptotic behavior at the puncture given by the
linearized Hamiltonian flow along the periodic orbit γ, are given by
(see [30, §4.1] and references therein)
(38) indexpo´pγqq “ n´ CZpγq, indexpo`pγqq “ n` CZpγq.
Given a preferred trivialization, the Conley-Zehnder index CZpcq of a
Hamiltonian chord c is such that the Fredholm indices of the capping
operators o˘pcq defined on the disc with one boundary puncture which
is positive/negative, and with asymptotic behavior at the boundary
puncture given by the linearized Hamiltonian flow along the Hamilton-
ian chord c with endpoints on the Lagrangian, are given by (see [30,
§4.1] and references therein)
(39) indexpo´pcqq “ n ´ CZpcq, indexpo`pcqq “ CZpcq.
POINCARE´ DUALITY FOR LOOP SPACES 83
The case in point is the cotangent fiber L “ D˚qM . This is a Maslov
0 exact Lagrangian. Moreover, there is a preferred trivialization of
TT ˚M along Hamiltonian chords given by the complexification of the
Lagrangian vertical distribution, and this determines a canonical grad-
ing on the symplectic homology and cohomology groups.
The degree of an operation determined by a punctured Riemann surface
is calculated by gluing negative/positive capping operators at the posi-
tive/negative punctures. For example the half-pair-of-pants product on
SH˚pLq is defined by the disc with 2 positive boundary punctures and
one negative boundary puncture, so that it has degree ´n. The half-
pair-of-pants primary coproduct on SH˚pLq is defined by the disc with
one positive boundary puncture and 2 negative boundary punctures,
so that it has degree 0. The half-pair-of-pants secondary coproduct
on SHą0˚ pLq has degree one higher, i.e. `1, because it is defined by
a parametrized Floer problem with one-dimensional parameter space.
Its (algebraic) dual half-pair-of-pants product on SH˚ą0pLq has opposite
degree, i.e. ´1.
We give an explicit sample computation of degrees for the shriek maps
defined in §5. Recall the zipper, which is the closed disc with one inte-
rior positive puncture and one boundary negative puncture. It defines
maps i! : SH˚pD
˚Mq Ñ SH˚pLq and i
! : SH˚pLq Ñ SH˚pD˚Mq and
we now compute their degree to be 0. LetMpγ; cq be the moduli space
of such discs asymptotic to an orbit γ at the positive puncture and to
a chord c at the negative puncture. To compute the Fredholm index
I of the linearized problem we glue to the linearized operator the cap-
ping operators o´pγq at the positive puncture and o`pcq at the negative
puncture. Using additivity of the index under gluing and the fact that
the index of the Cauchy-Riemann problem on a disc with boundary on
a Maslov 0 Lagrangian is equal to n, we obtain
I ` pn ´ CZpγqq ` CZpcq “ n,
so that I “ CZpγq ´ CZpcq and therefore CZpcq “ CZpγq for index 0
moduli spaces. This shows that i! and i
! have degree 0.
By Lemma 5.7, the maps i! and i
! correspond to the topological shriek
maps via the commuting diagrams which involve the isomorphisms
from Theorems 1.2 and 1.14:
SH˚pD
˚Mq
i! //
–

SH˚pLq
–

H˚Λ
i! // H˚´nΩ,
SH˚pLq
i! //
–

SH˚pD˚Mq
–

Hn´˚Ω
i! // H˚Λ.
In these diagrams, if the coefficients for symplectic homology are un-
twisted then the coefficients for loop homologies must be twisted.
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