ABSTRACT. Scheduling algorithms for time shared computing facilities are considered in terms of a queueing theory model. The extremely useful limit of "processor sharing" is adopted, wherein the quantum of service shrinks to zero; this approach greatly simplifies the problem. A class of algorithms is studied for which the scheduling discipline may change for a given job as a function of the amount of service received by that job. These multilevel disciplines form a natural extension to many of the disciplines previously considered.
466
L. KLEINROCK AND R. R. MUNTZ 
The Model
The model we choose to use in representing the scheduling algorithms is drawn from queueing theory. This corresponds to the many previous models studied [1, 2, [4] [5] [6] [7] [8] 18 ], all of which may be thought of in terms of the structure shown in Figure  1 . In this figure we indicate that new requests enter the system queues upon arrival. Whenever the computer's central processing unit (CPU) becomes free, some customer is allowed into the service facility for an amount of time referred to as a quantum. If, during this quantum, the total accumulated service for a customer equals his required service time, then he departs the system; if not, at the end of his quantum, he cycles back to the system of queues and waits until he is next chosen for additional service. The system of queues may order the customers according to a variety of different criteria in order to select the next customer to receive a quantum. In this paper we assume that the only measure used in evaluating this criterion is the amount of attained service (total service so far received).
In order to specify the scheduling algorithm in terms of this model, it is required that we identify the following:
(a) Customer interarrival time distribution. We assume this to be exponential,
i.e.
P[interarrival time _~ t] = 1 -e TM, t _> 0, (2.1)
where ~ is the average arrival rate of customers.
(b) Distribution of required service time in the CPU. This we assume to be arbitrary (but independent of the interarrival times). We thus assume
P[service time ~ x] = B(x). (2.2)
Also assume 1/~ = average service time.
(c) Quantum size. Here we assume a processor shared model in which customers receive an equal but vanishingly small amount of service each time they are allowed into service. For more discussion of such systems, see [4, 6, 7, 18] .
(d) System of queues. We consider here a generalization and consolidation of many systems studied in the past. In particular, we define a set of attained service times {ai} such that 0 = a0 <al ~a2 ~ ... <aN ~aN+l = oo. (2. 3)
The discipline followed for ~ job when it has attained service, r, in the interval a~-I ~ r < ai, i -1, 2, ... ,N ~ 1, (2.4) Processor Sharing Queueing Models 467 will be denoted as Di • We consider D~ for any given level i to be either: First Come First Served (FCFS); Processor Shared-FB, (FB); or Round-Robin Processor Shared (RR). The FCFS system needs no explanation, and the FB system gives service next to that customer who so far has least attained service; if there is a tie (among K customers, say) for this position, then all K members in the tie get served simultaneously (each attaining useful service at a rate of 1/K see/see), this being the nature of processor sharing systems. The RR processor sharing system shares the service facility among all customers present (say J customers) giving attained service to each at a rate of 1/J see/see. Moreover, between intervals, the jobs are treated as a set of FB disciplines (i.e. service proceeds in the ith level only if all levels j < i are empty). See Figure 2 . For example, for N = 0, we have the usual single level case of either FCFS, RR, or FB. For N = 1, we could have any of nine disciplines (FCFS followed by FCFS, ... , RR followed by RR); note that FB followed by FB is just a single FB system (due to overall FB policy between levels).
As an illustrative example, consider the N = 2 case shown in Figure 3 . Any new arrivals begin to share the processor in an RR fashion with all other customers who so far have less than 2 seconds of attained service. Customers in the range of 2 _~ r < 6 may get served only if no customers present have had less than 2 seconds of service; in such a case, that customer (or customers) with the least attained service will proceed to occupy the service in an FB fashion until they either leave, or reach r = 6, or some new customer arrives (in which case the overall FB rule provides that the RR policy at level 1 preempts). If all customers have r > 6, then the "oldest" customer will be served to completion unless interrupted by a new arrival. The history of some customers in this example system is shown in Figure   4 . We denote customer n by Cn. Note that the slope of attained service varies as the number of customers simultaneously being serviced changes. We see that C~ requires 5 seconds of service and spends 14 seconds in system (i.e, response time of 14 seconds).
So much for the system specification. We may summarize by saying that we have an M/G/1 queueing system 2 model with processor sharing and with a generalized multilevel scheduling structure.
The quantity we wish to solve for is
T(t) = E[response time for a customer requiring a total of t seconds of attained service}. (2.5)
We further make the following definitions:
T~(t) = E{time spent in interval i [aT-l, a~] for customers requiring a total of t seconds of attained service}. (2.6)
We note that.
T~(t) = T~(t')
for t,t' ~_ a~. (2.7)
M/G/1 denotes the single-server queueing system with Poisson arrivals and arbitrary service time distribution; similarly M/M/1 denotes the more special case of exponential service time distribution. One might also think of our processor sharing system as an infinite server model with constant overall service rate. Furthermore, we have, for ak_l < t < ak, that k
T(t) = ~ Tdt). (2.8) i=l
Also we find it convenient to define the following quantities with respect to B(t) : 
Results for Multilevel Queueing Systems
We wish to find an expression for T(t), the mean system time (i.e. average response time) for jobs with service time t such that ai-i _~ t ~ ai, i.e. jobs which reach the ith level queue and there leave the system. To accomplish this it is convenient to isolate the ith level to some extent. We make use of the following two facts.
(1) By the assumption of preemptive priority of lower level queues (i.e. FB discipline between levels) it is clear that jobs in levels higher than the ith level can I I i i / I I be ignored. This follows since these jobs cannot interfere with the servicing of the lower levels.
(2) We are interested in jobs that will reach the ith level queue and then depart from the system before passing to the (i + 1) -th level. The system time of such a job can be thought of as occurring in two parts. The first portion is the time from the job's arrival to the queueing system until the group at the ith level is serviced for the first time after this job has reached the ith level. The second portion starts with the end of the first portion and ends when the job leaves the system. It is easy to see that both the first and second portions of the job's system time are unaffected by the service disciplines used in levels 1 through i -1. Therefore we "can assume any convenient disciplines. In fact, all these levels can be lumped into one equivalent level which services jobs with attained service between 0 and ai_l seconds using any service discipline.
From (1) and (2) above it follows that we can solve for T(t) for jobs that leave the system from the ith level by considering a two level system. The lower level services jobs with attained service between 0 and aN-j, whereas the second level services jobs with attained service between ai-~ and a~. Jobs that would have passed to the (i + 1)-th level after receiving a~ seconds of service in the originalsystem are now assumed to leave the system at that point. In other words the service times are truncated at a~.
3.1 iTH LEVEL DISCIPLINE IS FB. Consider the two level system with the second level corresponding to the ith level of the original system. Since we are free to choose this discipline used in the lower level, we can assume that the FB discipline is used in this level as well. Clearly the two level system behaves like a single level FB system with service times truncated at a~. The solution for such a system is known [5, 9] :
(3.1)
3.2 iwn LEVEL DISCIPLINE IS FCFS. Consider again the two level system with breakpoints at a~_~ and a~. Regardless of the discipline in the lower level, a tagged job entering the system will be delayed by the sum of (a) the work currently in both levels ( = Wo~) plus (b) any new arrivals to the lower level queue during the interval [average T(t)] this job is in the system. These new arrivals form a Poisson process with parameter ~ and their contribution to the delay is a random variable whose first and second moments are t<a~--i and ~<,~_~ respectively.
Thus we have and so
T(t) = W~, + kta,_l T(t) + t T(t)
where Wa~ is given by eq. (2.12). It is also possible to use these methods for solving last come first served and random order of service at any level. 3.3 iT~ LEVEL DISCIPLINE IS RR. In this case, our results are limited in the ith interval to service distributions in which The service time distribution F(x) for this ith interval is then 
(3.4')
Thus we permit in this interval service time distributions of the form: 1 minus a polynomial of degree n times an exponential. The analysis of this system appears in Ill]; we make use of these results below. Nevertheless, we develop our analysis as far as possible for the case of general B(x) before specializing to the class given by eqs. (3.3) and (3.4). We start by considering the two level system with breakpoints at a~_l and a~. Consider the busy periods of the lower level. During each such busy period there may be a number of jobs that pass to the higher level. We choose to consider these arrivals to the higher level as occurring at the end of the lower level busy period so that there is a bulk arrival to the higher level at this time. We also choose to temporarily delete these lower level busy periods from the time axis. In effect we create a virtual time axis telescoped to delete the lower level busy periods. Since the time from the end of one lower level busy period to the start of the next is exponentially distributed (Poisson arrivals!), the arrivals to the higher level appear in virtual time to be bulk arrivals at instants generated from a Poisson process with parameter ~,.
Consider a tagged job that required t = a~-i + r seconds of service (0 < r _< a~ -a~_l). Let a~ be the mean real time the job spends in the system until its arrival (at the end of the lower level busy period) at the higher level queue. Let a2(r) be the mean virtual time the job spends in the higher level queue, al can be calculated as follows. The initial delay is equal to the mean work the job finds in the lower level on arrival plus the a~_~ seconds of work that it contributed to the lower level. Therefore If a2(T) is the mean virtual time the job spends in the higher level, we can easily convert this to the mean real time spent in this level. In the virtual time interval a2(T) there are an average of ha2(T) lower level busy periods that have been ignored. Each of these has a mean length of t<a~_l/(1 --P<a~-l)-Therefore, the mean real time the job spends in the higher level is given by Combining these results we see that a job requiring t = a~_l + r seconds of service has mean system time given by
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The only unknown quantity in this equation is a2(r). To solve for a2(r) we must, in general, consider an M/G/1 system with bulk arrival and RR processor sharing. The only exception is the case of RR at the first level which has only single arrivals. Since the higher level queues can be ignored, the solution in this exceptional case is the same as for a round-robin single level system with service times truncated at al • Therefore, from [8] we have for the first level,
(3.8)
Let us now consider the bulk arrival RR system in isolation in order to solve for the virtual time spent in the higher level queue a2(v). The service time distribution for this bulk arrival system is
Note that the utilization factor for this bulk system is p = Xd/ul,
where d is the mean number of arrivals in a bulk and 1/u~ is the mean of the distribution F(x). Let us begin by solving for 5. This we do for the general case a~-i, a~. d is just the mean number of jobs that arrive during a low level busy period and require more than at-1 seconds of service. Therefore d must satisfy the equation
In this equation Xt<~_ 1 is the mean number of jobs that arrive during the service time of the first job in the busy period. Since each of these jobs in effect generates a busy period, there are an average of ht<,~_fl arrivals to the upper level queue due to these jobs. The second term is just the average number of times that the first job in the busy period will require more than a~-i seconds of service. Clearly then
In [11] , an integral equation is derived which defines a2 (T) for the RR bulk arrival system; we repeat that equation below: Qo( (3.17) and where eq. (3.17) has roots (occurring in pairs) x = -%~, , ~m for m = 1, 2, • • • , n + 1 and the notation f(k)(,y) denotes the kth derivative of f with respect to its argument evaluated at a value ~. in the solution for c~2(T) given in eq. (3.13), we are required to compute b (mean number of arrivals with a tagged job). This we do by first deriving an expression for
which is the probability generating function (z-transform) for the bulk size. Either by direct arguments based upon busy periods or by use of the method of collective marks [12], we readily arrive at
In eq. (3.19) the first term is conditioned on the assumption that the customer who preempts service from those at level i reaches the ith level; the second term assumes that he does not reach level i. Equation (3.19) reduces to which is exactly as o~,~ ained by more direct arguments in eq. (3.11). However, we are seeking b. For this we must calculate
Now since the mean group size ( 1 + b) of a tagged customer's group is related to the bulk size distribution as the mean spread is related to the inter-event distribution (namely, the mean spread equals the second moment of the inter-event interval divided by the first moment) [ Having solved for a2(r) we may now substitute back into eq. (3.7) which solves the case when the ith level discipline is RR and service time is of the form given in eqs. (3.3') and (3.4'). [Note that for i = 1, the solution given in eq. (3.
8) is good for any B(x).]
It is instructive to display the solution for T(t) explicitly in a special case for our ith level RR discipline. We choose the multilevel system with M/M/1 and solve for T(a~_~ + r) after substituting a2(r) into eq. (3.7). Note for M/M/1 that q(t) = q0 = 1. Also, from eqs. (3.14)-(3.17), and choosing ~ = #,
thus the roots of Q~(x) are
thus from these and eq. (3.13), we get
Also from eqs. (2.9) and (2.10) we obtain t<~ = #-1(1 --e-"X),
We may substitute these last two equations into eqs. (3.11) and (3.24) to obtain a and b explicitly. Also, we note from eqs. (2.12) and (3.32) that
Finally, we may substitute this expression for W,~_~ and eq. (3.30) which gives (~2(r) into eq. (3.7) which gives us the explicit form for T(r).
Examples
In this section we demonstrate through examples the nature of the results we have obtained. Recall that we have given explicit solutions for our general model in the case M/G/1 with processor sharing where the allowed scheduling disciplines within a given level may be FCFS or FB; if the discipline is RR, it may be at level 1 and if it occurs at level i > 1, must be of the form given in eqs. (3.3') and (3.4').
We begin with four examples from the system M/M/1. As mentioned in Section 2, we have nine disciplines for the case N = 1. This comes about since we allow any Processor Sharing Queueing Models 475 one o£ three disciplines at level 1 and any one of three disciplines at level 2. As we have shown, the behavior of the average conditional response time in any particular level is independent of the discipline in all other levels; thus we have nine disciplines. In Figure 5 we show the behavior of each of the nine disciplines for the system N = 1. In this case we have assumed ~ = 1, X = 0.75, and al = 2. From eq. (3.1) we see that the response time for the FB system is completely independent of the values a~ and therefore the curve shown in Figure 5 for this response time is applicable to all of our M/M/1 cases. Note the inflection point in this curve and that the response time grows linearly as t --~ ~ [a phenomenon not observable from previously published figures but easily seen from eq. (3.1)]. As can be seen from its defining equation, the response time for FCFS is linear regardless of the level; the RR system at level 1 is also linear, but as we see from Figure 5 and from eq. (3.13) the RR at levels i > 1 is Continuing with the case M/M/l, we show in Figure 6 the case for N = 3 where D1 = RR, D2 = FB, D3 = FCFS, and D4 = RR. In this case we have chosen a~ = i and ~ = 1, k = 0.75. We also show in Figure 6 the case FB over the entire range as a reference curve for comparison with this discipline. Note (in general for M/M/1) that the response time for any discipline in a given level must either coincide with FB curve or lie above it in the early part of the interval and below it in the latter part of the interval; this is true due to the conservation law [15] .
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The third example for M/M/1 is for the iterated structure Di = FCFS. Once again we have chosen ~ = 1, k = 0.75, and ai = i. Also shown in Figure 6 is a dashed line corresponding to the FB system over the entire range. Clearly, one may select any sequence of FB and FCFS with duplicates in adjacent intervals, and the be- We note that the mean service time here is again given by l/p; the second moment of this distribution is 3/2~ 2. We calculate system D1 = FCFS, D2 = RR, and D3 = FCFS with a] = ½, a2 = ~, and k = 0.75. The performance of this system is given in Figure 11 . These examples demonstrate the broad behavior obtainable from our results as one varies the appropriate system parameters. In all cases the system discriminates in favor of the short jobs and against the longer jobs.
Conclusion
Our purpose has been to generalize results in the modeling and analysis of time shared systems. The class of systems considered was the processor sharing systems in which various disciplines were permitted at different levels of attained service. The principal results for M/G/1 are the following: (1) the performance for the FB discipline at any level is given by eq. (3.1); (2) the performance for the FCFS discipline is linear with t within any level and is given by eq. (3.2); (3) the performance for the RR discipline at the first level is well known [8] and is given by eq. (3.8) ; (4) an integral equation for the average conditional response time for RR at any level (equivalent to bulk arrival RR) is given by eq. (3.12) and remains unsolved in general; however, for the service distribution given in eqs. (3.3') and (3.4'), we have the general solution given in eq. (3.13) as derived in [11] . We further note that the average conditional response time at level i is independent of the queueing discipline at all other levels.
Examples are given which display the behavior of some of the possible system configurations. From these, we note the great flexibility available in the multilevel systems. From the examples in Section 4, we see that considerable variation from previously studied algorithms is possible so long as the number of levels is less than a small integer (say 5) ; however, we see that as N increases, the behavior of the ML systems rapidly approaches that of the pure FB system.
Examination of the envelope of the multitude of response functions available with the ML system has suggested that upper and lower bounds in system performance exist; this in fact has been established and is reported in [19] .
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ABSTRACT. A stochastic model is developed for the process of dynamic buffering for inbound messages in a computer communications system. For a specific characterization of message traffic, complementary viewpoints--one considering the process as a queueing system, the other considering it as a compound process--lead to the same probability generating function. Two buffer assignment schemes, both dynamic but differing in binding strategy, are compared in terms of optimal buffer size and total buffer pool requirements for a given overflow criterion. A simple model of optimal blocking, earlier proposed by Gaver and Lewis, is extended to cover both buffer strategies and also heterogeneous message sources. Finally, the derived characterization of total storage requirements is compared by numerical example with conservative and nonconservative asymptotic treatments of the process.
Introduction
A design problem of interest arising in computer communication systems concerns the technique employed at the centralized computer facility for buffering inbound messages from a number of communication lines. Static assignment of private storage to each line for message assembly results in costly and inefficient usage of the memory resource by ignoring the stochastic behavior of both message generation and message length. Thus it is commonplace for system designers to capitalize on the orders of magnitude disparity between computer processing speed and line transmission rate and share buffer storage among all the lines by dynamically allocating buffers from a public pool during the message assembly process.
Such dynamic buffering techniques have the usual characteristic that the public pool is segmented into buffer blocks of equal size. As a message arrives at the computer, it is assembled by hardware and software intervention into (generally) noncontiguous blocks allocated piecemeal from the pool. This scatter assembly of a message imposes a storage penalty per block for chaining information to preserve the logical integrity of the data structure.
In this paper we establish means for determining optimal buffer block size and total storage requirements for two buffer assignment schemes, both dynamic but differing in binding strategy. The differences in strategy roughly typify the varying performance constraints imposed by imbedding the line handling function within a high supervisory overhead, general purpose control program, or by placing it in a low overhead, dedicated subsystem characterized by a special purpose front end processor.
To facilitate comparison, we study the inbound message storage process in vacuo, formulating a stochastic model of storage usage with specific distributions imposed on message generation and message length. An interesting study of buffering by Gaver and Lewis [1] is cited, both because their approach somewhat parallels this one and because a simple blocking model they proposed lends itself to generalization and extended application here. They considered the low overhead buffering scheme in more generality with respect to distributional assumptions, and proposed a buffer storage performance criterion based on rate of exceeding buffer limits. Here we develop a model using more restrictive message traffic assumptions, but carry through the analysis of storage overflow without appeal to asymptotic approximations based on the central limit theorem.
Modeling Storage Usage
Consider a computer facility having M communication lines attached. To develop a model of storage usage for message assembly, we make the following assumptions about the input process:
(1) Each of the M lines feeding the computer has identical characteristics, with activity on one line being independent of activity on any other.
(2) Arrival of individual characters belonging to a single message proceeds at a constant rate (r characters per second) from start of message (SOM) through end of message (EOM).
(3) Each line experiences alternating periods of activity and inactivity. Considering the combined process as comprised of two alternating sequences of independent random variables, we describe both by exponential probability distribution functions with parameters # (activity) and X (inactivity). Thus, mean message transmission time is 1/#, while the mean time between EOM and SOM is 1/X.
We are interested in comparing two buffer assignment schemes, described as follows. Scheme 1. A buffer block is assigned instantaneously at the time of its immediate need, e.g. when the first character to enter the block begins to arrive. We call this scheme incremental block binding (IBB).
Scheme 2. One buffer block is preassigned to each line. During an active period, a new buffer block is allocated one "block time" prior to its (potential) need, e.g. when the first character to enter the most recently assigned buffer block begins to arrive. We call this scheme anticipatory incremental block binding (AIBB).
In general, the IBB scheme is possible where little overhead is incurred for performing block allocation, while the AIBB scheme characterizes higher overhead systems [2] . "Instantaneous" block assignment is, of course, a mathematical idealization, but it is realistic when considering the transmission rates of commonly used communication lines. Thus, in typical real systems, "high" overhead may entail only a significant fraction of a single character time.
Two approaches which give complementary insights into the process are suggested. One approach considers the process as a queueing system, while the other conceives it as a compound process. In either case we are interested in the process in equilibrium; that is, we want the probability distribution for the number of storage blocks currently assigned at an arbitrary time, t, to be sufficiently removed from a "zero time" so that any initial condition effects (e.g., all lines idle) have '<worn off,"
To fix the problem more concretely, Figure 1 This simplification is consonant with our intent to isolate the effects on storage usage due to buffering strategy from any confounding effects of post-assembly central processing unit (CPU) delays and processing. It is equivalent to assuming that the CPU pulls out the message immediately on completion of assembly, thereby making the allocated blocks again available for assignment. In certain cases, a model of ) it is also clear that the AIBB scheme simply adds M blocks to that required for IBB. Thus, as far as storage usage is concerned, we can develop a model for both by treating the IBB scheme and extending it to AIBB in a simple fashion. This approach is used in the following derivation.
It is convenient to conceive of the entire process as consisting of M independent
queueing systems (Poisson arrivals, exponential service, single server) where "service time" corresponds to the interval between SOM and EOM (message length). By defining each to be a pure loss system with no waiting room at the server, we can choose the same parameters (h, tt) as given by our earlier assumptions to get a mathematically equivalent characterization. Since the distribution of the time between two consecutive Poisson points (SOMs) is the same as the distribution of the time between an arbitrary point (e.g. EOM) and the next Poisson point (SOM), the lossy aspect upholds the earlier assumption (3) and allows us to ignore the unreal possibility of multiple messages queued on a single line. By the independence assumption, a one-line model extends easily to the M-line process.
For an M/M/1 queueing system with a maximum of one in the system (i.e. the one in service), it is known [3] 
We can use these results first to derive the equilibrium probability for the "age" or elapsed service time of the message (if one) active at an arbitrary time t, and then to obtain the probabilities for the number of storage blocks currently assigned to the line (using assumption (2)). Defining the random variables Ma(t) as the message age at time t, and Ms(t) as the (discrete) number of buffer blocks assigned at time t, we get Pr {Ma(t) = 0} = Pr {system idle} = 1/(1 + p) = Pr {M,(t) = 0}. (3) The presence of a message of age v > 0 at time t means that at time t -v the line changed from idle to active by the arrival of SOM, and the resulting message has length at least as great as v. This is more precisely stated in differential notation as:
Pr {v < Ma(t) < v + dr} = Pr {line idle at time t --v --dr} • Pr {SOM occurs in (t -v --dr, t -v)} • Pr {message length > v} = 1/(1 + p).X dv.e -~
where the parameters are as defined in assumption (3). To get the probability for the number of blocks assigned, we first define buffer block size B = b + c, where c is the number of storage spaces needed for chaining and b is the number of spaces 
Pr {Ms(t) = y} = PREY-1< M=(t)< Y-~
and is zero otherwise. This is the geometric distribution with parameter e -~/=. Thus, using eqs. (3) and (5), the probability generating function, P(s), for the single-line process is (7) and the probability generating function, H(s), for the M-line process becomes
+ ~ P ( -p) p~-ls~ (p = e -~/~) P(s) -+----p ~=~ + p = (--ps + ps --pps)/(+ p)(--ps)
H(s) = [P(s)l M [.1 --ps W ps --ppslU
The queueing theory approach has the advantage that the variables of buffer size, message length, and line speed enter naturally into the treatment. Insights gained from a complementary viewpoint, however, permit more natural derivation of the desired probability distribution and also provide the basis for discussion, in a later section of the paper, of asymptotic processes. Viewing the total process in equilibrium, then, as a compound process [4] , we can relax the assumption on message (SOM) generation, and simply take the event of finding a line active as the outcome of a Bernoulli trial, with activity having probability Q. In this case, we are interested in the sum SN(t) of a sequence {Xk(t)} of mutually independent random variables with the common distribution Pr {Xk(t) ----i} = f~ and generating function F(s) = Zfy. The number N(t) of terms in the sum SN(t) is also a random variable independent of the Xk(t) with distribution Pr {N(t) = n} = g, and generating function G(s) = Zg, s". For the distribution hi} of So(t) we get M ~, = Pr {So(t) = i} = ~ er {N(t) = n} er {X,(t) + .-. + X,(t) = i}. (9) n~0 in terms of our process in equilibrium, we let N(t) correspond to the number of tctive lines, and Xk(t) correspond to the number of buffer blocks currently assigned o the kth active line. To preserve the discrete nature of storage allocation, we Lscribe to Xk(t) the geometric distribution with parameter p. Then f, = pJ-l(1-p), j = 1,2,..., 
G(s) =~ (~) Q"(1-Q)M-"s"= (1-
we find the generating function of the sum SN(t) to be 
H(s) = his' = ~ g,[F(s)l"
i =0 n =0 s(1 -p)l
= G(F(s)) = 1 --Q + Q ~ _~-p-~.j [1-ps -Q W Qs] M
which, with p = e -'/" and Q = p/(1 + p), agrees with (8).
To get the distribution, we make use of eq. (9) to derive for the zero term:
Using (13) we find
and is zero for i < n. Substituting this result, along with that of eq. (11), into eq. (12) we get for i _> 1,
Conforming with conventions [5] for other compound processes, we call the distribution defined by (16) and (19) (or, see [4] , using G(s) and F(s)) allows us to derive the mean and second and third central moments for So(t). Using conventional notation, where t~', is the rth moment (about zero) and ~, is the rth central moment, these are:
Suppose, then, that the concern is to choose ~ finite buffer pool size such that for given parameters some performance criterion is to be met. An obvious approach is to consider the finite storage process to be well characterized by the unconstrained process modeled above. In this case, choosing probability of over,flow as a criterion, for the idealized process we simply find a storage level whose probability of being exceeded matches the overflow criterion. The shortcoming in this matching is inherent in the departure of the real, finite storage process from the unconstrained mathematical idealization at the storage boundary. In actual systems, all blocks assigned to an overflowing message are immediately released at the time of overflow, causing congestion to fall below the critical point. An additional complication is the twofold perturbation in the input process at the boundary due to effective idleness of the source of the violating message until EOM and the subsequent retransmission event. These effects, as well as second order performance criteria based on refined analysis of the unconstrained process as treated (asymptotically) in [1] , are ignored here since they are not crucial to the comparison of buffering schemes. For the purposes of the present study, probability of overflow remains an apt first order performance criterion. Applying such a criterion, eqs. (16) and (19) can be used to find a level S, say, such that Pr {Sic(t) > S} < e or, equivalently, Pr {SN(t) < S} >_ 1 -e, where e is the performance constraint. This yields the number of blocks required in the finite pool to satisfy requirements. For the IBB buffering scheme, the pool consists of S. B characters while, for AIBB, (S Jr M) • B characters comprise the pool.
If buffer pool blocking did not incur a chaining penalty, and if system overhead for dynamic block allocation were not at issue, it is obivous that a one-character block size should be chosen to minimize total storage requirements. The fact that block size, B = B + c, involves a chaining field which is not available for reception of message characters introduces an apparent tradeoff. With too small a block size, a large portion of the pool is devoted to space for chaining fields; while with too large a block size, the earlier binding of available storage lowers the efficiency of storage usage. The latter effect is particularly acute for the AIBB scheme, where an available buffer dangles unused an entire "block time" (b character times) prior to its actual use for incoming characters. Both schemes suffer from an approximate additional half block time early binding per allocated character (on the average) while the block is being filled.
Finding a block size that minimizes overall storage requirements is relatively simple. Holding all other parameters fixed, eqs. (16) Comparisons of required pool sizes and optimal block sizes for the IBB and AIBB binding strategies respectively. Such a procedure can be used to find the block size that minimizes overall pool size for a given constraint. This method has been used to produce the curves shown in Figure 2 . The interesting feature is the difference in sensitivity to block size of the two buffering schemes. For both schemes it is unwise to choose too small a block size; however, the AIBB method is also rather sensitive in the other direction, while the IBB curves experience only mild rise beyond the minimum. This effect, as well as the differences in optimal block size, is readily explained by the differences in binding strategies of the two approaches.
Modeling Storage Blocking
A method of finding "optimal" block size that avoids the computational disadvantages of the technique described above is given by Gaver and Lewis [1] . We generalize their model here to encompass the AIBB scheme as well as the IBB method, and we also extend it by temporarily relaxing the assumption that all lines must be identical.
Begin by considering an individual line i. Suppose on this line the average message length is Ii, while the average line loading, or fraction of time the line is active sending characters, is Q~. While the line is inactive, there are ~ storage spaces wasted for buffering, where/3 = 0 (IBB) or ~ = b + c (AIBB). While the line is active, the number of storage spaces wasted (assignedj but not holding characters) will vary according to the current age, or elapsed service time, of an observed inbound message. The relationship between average message length, l~, and the average observed age, denoted m;, of an inbound message (both in character times) is apparent using results (not dependent on the exponential distribution assumption) from [6] for "backward recurrence time," e.g. mi 7( i + z~/li), where ai 2 is the variance of message length for line i. In the specific case of the exponential distribution, where the mean and standard deviation of message length are equal, m~ = l~.
During activity, then, the expected number of wasted spaces is equal to the scheme-dependent wastage, defined by ~ above, plus the expected wasted spaces in the blocks previously filled and the block currently receiving characters. Including the previously filled blocks as well as the block currently receiving characters, there are an expected c. I-mi/b"l used for chaining, where [-xq denotes the smallest integer greater than or equal to x (the ceiling of x). 
Considering all lines, the expected total wasted space is
Differentiation with respect to b reveals that L is minimized at
where Bopt = C + bo,t • For homogeneous lines, i.e. mi = m (because Ii = l and zi = ~) and Qi = Q (i = 1, 2, ... , M), we get
The result in (27) agrees with that given by Gaver and Lewis in [1] where a further refinement of their model, focussing on loss in the last utilized block and using the distribution function of message length, is posed to show the quality of the approximation leading to (27). The utility of the above model is illustrated in Figure 2 , where the optimal block sizes predicted by (27) and (28) are indicated. It is interesting to compare the two buffering schemes with respect to CPU overhead for chaining operations. Let C i denote the expected chaining overhead (number of chaining interrupts) per message for scheme i where the superscript i = 1 (IBB) or 2 (AIBB). For each scheme we assume that the pool is optimally blocked, 1 2 • with bopt and bopt denoting the optimal values found for IBB and AIBB, respectively.
Then for l, m, c, and Q defined as above:
In the case of the exponential distribution, where l = m,
Asymptotic Processes
Computational considerations, as evidenced by the complexity of eq. (19), commonly lead modelers to seek approximation by a more tractable asymptotic process. It is interesting to contrast the results obtainable from the exact forms derived earlier for the modeled process with results using asymptotic characterizations. Two such approaches, one conservative in approximating storage needs and one nonconservative, are as follows. A nonconservative approximation results from the assumption that the M-line process can be characterized as asymptotically Gaussian in distribution. From our earlier characterization of the M-line process as a compound process, with total storage allocated being the random sum of mutually independent random variables, we note that, for M sufficiently large, a central limit theorem effect applies [7] . Thus we can simplify computation by choosing a normal distribution, with mean and variance the same as for the actual distribution, to characterize the storage process. For a given overflow constraint, e, this approach approximates the total buffer pool requirement, T, by (in storage blocks)
where/a' and #2 are given by eqs. (20) and (21), and 51-~ is the deviation found from a standardized normal distribution table such that 1 -e of the distribution lies to its left.
A conservative approximation, on the other hand, results from the assumption that the number of active lines N(t) with distribution given by eq. (11) can be asymptotically characterized by the Poisson distribution. Thus, with c~ = M. Q,
This leads to characterizing the M-line process by the well-studied geometric Poisson or Pdlya-Aeppli distribution [5] , 1 where eqs. (16) and (19) are replaced by
p ,>1 Q = line loading; M = number of lines; T¢.) = computed total storage required using the normal (N), geometric binomial (GB) or P61ya-Aeppli (PA) distribution• while equivalent forms for (20)- (22) are
The existence of a recurrence relation due to Evans [8] ,
permits ease of computation. Table I gives a flavor for the accuracy of the two approximations compared with exact results using the geometric binomial distribution. The figures were computed choosing average message length as 600, block size B = 79 (with c = 4), ~ = .01, and assuming the IBB scheme. The results in the table show that for small Q the P61ya-Aeppli distribution gives a close approximation even for a small number of 3/2 • lines. Using the conventional ~3/~2 index of skewness, the general behavior of the two approximations is easily predicted.
In general, the normal approximation must be used with caution because it noffconservatively estimates the "tail" of a distribution positively skewed like the geometric binomial. The P61ya-Aeppli distribution, on the other hand, being even more positively skewed, will yield correspondingly pessimistic results for the tail. It is interesting to note in passing that Feller [7] characterizes storage facilities in general as reducing to compound Poisson processes.
Conclusions
Using a simple model of the message assembly process, a comparison has been made between two buffering schemes• The results of the analysis indicate that for IBB the system designer has reasonable latitude in terms of block size, needing only to guard against too small a choice. For AIBB, the analysis indicates there is a greater sensitivity to larger choices of block size, as well as greater CPU overhead for chaining operations than that for IBB when for each scheme block size is optimized to reduce total storage requirements•
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A scheme intermediate in strategy with respect to IBB and AIBB would have obvious appeal for the overhead-encumbered systems. We propose the following.
Scheme 3. To an inactive line assign a smaller "root" block of size d, say. Upon receipt of SOM, allocate a buffer block of (normal) size B from the public pool. Allocate each successive block from the pool when'all but d characters of the currently used block have been filled. We refer to this scheme as rooted incremental block binding (RIBB) .
The choice of the size d would depend only on the tolerance demanded by worstcase overhead considerations, which by the earlier remarks regarding character arrival times common to communication lines, implies d ~< B.
Analytical comparison of RIBB with IBB and AIBB is a simple matter and reveals RIBB to have the basic advantages of IBB. Notice that RIBB requires M. d more storage than IBB; hence storage usage curves for RIBB are those of IBB (cf. Figure 2 23), ~ = d for RIBB, giving an optimal block size identical to that for IBB (because d is a constant). Thus, for optimal blocking, the CPU chaining overhead per message for RIBB is about the same as for IBB. An important feature of RIBB is that, like IBB, it is only mildly sensitive to larger choices of block size. This permits the system designer to make tradeoffs in favor of lower overall system overhead for message assembly without experiencing the heavier storage penalty of the AIBB method.
While the assumption on message length distribution in the paper is somewhat restrictive, it is not uncommon for modelers to employ such an assumption. Moreover, recent results reported by Fuchs and Jackson [9] show that the geometric distribution (the discrete distribution analog of the exponential distribution) can be reasonably fitted to observed statistics for short average message length systems. Similar measurements for longer average message length systems, characterized by CPU-to-CPU communication or "remote buffered" terminal usage, are not yet available in the literature.
It is hoped that the closed form result obtained herein and the perspective on asymptotic processes will be of use for other models as well as for real world applications where the assumptions used are descriptive. ABSTRACT. An inference system is C-linear complete if it is linear (ancestry filter) complete with top clause C, where C is in the original set of clauses and has suitable satisfiability properties. C-linear completeness is important for two reasons: (1) set-of-support refutation completeness is a corollary of C-linear refutation completeness, and previous computer experiments have indicated that the set-of-support strategy is efficient ; (2) the search for a C-linear deduction can be naturally represented by a goal tree, and good techniques are known for searching such trees. A theorem is proved which provides a fairly general approach which, when given only a ground complete inference system, often yields a (nonground) C-linear complete system. This approach can be combined with a previously presented approach whose object is to replace some of the axioms of a given theory by a refutation complete system. The object of the combined approach is to replace some of the axioms by a C-linear refutation complete system.
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Introduction
The purposes of programming a computer to prove theorems concern artificial intelligence [9] , deduction, mathematics, and mathematical logic. See [10] for a discussion. The resolution principle [8] is an inference rule used in automated theorem-proving. Wos et al. [15, 16] , Allen and Luckham [1] , and others have written proof-finding programs embodying the resolution principle. Although quite general, these programs have been so slow that they have proved only a few theorems of any interest.
As a step in coping with this problem, a previous paper [10] presented a fairly general approach which, when given the axioms of some special theory, often yields complete, valid, efficient (in time) rules corresponding to some of the given axioms. The present paper takes another step. A theorem is proved which provides a fairly general approach which, when given only a ground complete inference system, often yields a (nonground) C-linear complete system. The object of the approach obtained by combining these two approaches is to replace some of the axioms by a C-linear refutation complete system. In Sections 6 through 8 the approach developed in Sections 3 through 5 is applied to six combinations of four inference rules. Previously, only two of these systems (resolution [5, 6] and resolution with paramodulation [3] ) had been proved C-linear complete.
C-linear completeness is important for two reasons. First, the search for a C-linear deduction can be naturally represented by a goal tree, and good techniques are known for searching such trees [9] . Second, set-of-support refutation completeness is a corollary of C-linear refutation completeness, and previous computer experiments [16] have indicated that the set-of-support strategy is efficient. We mean set-of-support refutation completeness in the sense of Wos et al. [16] and not in the stronger sense of Slagle [ll] . The difference is discussed in [18] . Table I is a key to symbols used in this paper.
Clauses, Deductions, and Refutations
We start with a vocabulary of individual variables, function symbols, and predicate symbols. Terms, atoms, and literals are introduced next. (See [8, 9] for a full de- we regard a clause as the set of its literals. In particular, the order and multiplicity of the liter~ls in a disjunction is irrelevant. To facilitate matters, we take similar liberties with the nomenclature later, but what is meant will always be clear from the context. The (individual) variables in a clause are considered to be universally quantified. We shall regard a set of clauses as synonymous with a conjunction of all those clauses. By a substitution, we mean a substitution of (not necessarily ground) terms for variables. A clause C1 subsumes a clause C~ if there is a substitution 0 such that C10 ~ C2 • An mgu (most general unifier) t~ for a set of expressions is a substitution with the property that for any two members el and e2 of the set, el~ = e~, and there is no more general substitution with this property. When C is obtained by applying the inference rule r to C~, • • • , C~, we shall say that we have the inference C~, ,.
• , Cp ~ C by r. We assume that every premise C~, • • • , Cp is relevant in the inference. The symbol F-may be read "yields." A deduction may be viewed as consisting of zero or more inferences.
Definitions. If C is a clause with literals k~ and ks which have an mgu #, then (C-kl)t~ is an immediate factor of C. The factors of C are given by the following: C is a factor of C, and an immediate factor of a factor of C is a factor of C. Factoring is the rule by which C yields a factor. It is assumed that factoring is a member of every set of rules used in this paper.
Definitions. The depth of a deduction is the depth of its last clause.
Inference Systems, Linear Deductions, and Linear Liftability
In this and the next section we present three interesting theorems which are used to prove the theorem (Theorem 5 of Section 5) which is the basis of our approach.
Definitian. An inference system is an ordered pair (R, F) where R is a set of (inference) rules, and F is a function which maps a countable set of clauses into a countable set of clauses.
We shall sometimes regard R as the inference system (R, F) where F maps each countable set into the empty set. For an example of an inference system, let R be resolution with paramodulation and, for all S, let F be the {= }-reflexive axioms for S, that is, Ix =x} and the functionally reflexive axioms for S [10] .
Definition. Let the inference system J = (R, F). A deduction (refutation) by J from S is a deduction (refutation) by R from S U F(S).
An instance of a literal form is a literal. We shall not bother to define literal form formally, but shall content ourselves with a few examples. Let a be a variable standing for an atom, and let s and t be variables standing for terms. In this paper, the use of V in k~ Y D~ implies that k~ is not in D~. If k~ might have been in D~, we would have used tJ. A similar convention is used throughout this paper.
Paramodulation [3, 10, 17, 18] is the one-literal rule corresponding to the g.u.r.
k[s], s=t ~-k[t].
Semantic resolution [11, 12] and, in particular, hyperresolution [7] are not one-literal rules, since more than one literal in the nucleus clause may be directly involved in an inference. From now on, when we speak of a rule (except for factoring), we shall mean a one-literal rule corresponding to some g.u.r. We shall use a g.u.r, and its one-literal rule interchangeably. Next we give two equivalent definitions of a linear deduction. The second one uses a figure. In what follows, S is a countable set of clauses. Although seldom remarked upon, the statements and sometimes the proofs of completeness theorems for automated theorem-proving can generally be extended from finite to countable sets [13] . The proofs often fail for uncountable sets.
Definition. A function G that maps countable sets of clauses into countable sets of clauses is additive if it maps unit sets into finite sets and, for all S, we have G(S) = Uc~G({C}).
Definition. F is closed for a set R* of inference rules if F is additive and, for every set S of clauses and for every clause D deducible by (R*, F) from S, we have that F({D}) _c F(S).
Roughly speaking, Theorem 1 states that, if F is closed, local linear liftability implies global linear liftability for linear deductions. In this paper we shall often pass from an individual to a set without making a formal definition. Thus, when in Theorem 1 we say that R* is linearly liftable by J, we mean that every r in R* is linearly liftable by J.
THEOREM 1. If S' is a set of ground instances of clauses in S, if R* is linearly liftable by J = (R*, F), if F is closed for R*, and if there is a C'D'-linear deduction by R* from S', then there is a CD-linear deduction by J from S where C' and D' are ground instances of C and D respectively.
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