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1Chapter: 1
Introduction
________________________________________________________________
1.1 History and Background concepts:
The name magnetism seems to have originated either from its discoverer,
the shepherd Magnes, or from the province of Magnesia where the stone called
lodestone –mineral called magnetite (Fe3O4) was mined. The history of magnetic
materials appears to go with the development of human civilization. The
attractive properties of the mineral magnetite were known to the Greeks in 800
B.C. It appears that magnet and its properties were known quite well even in
Vedic period(several centuries B.C.) in India if we believe a description of the
manufacture of Chumbakamani  a kind of Magnetic gem, given in Vaimanika
Sastra (The science of Aeronautics) written by the sage Bharadwaja [1].  The first
technical use of loadstone as an orienting device, the compass, was attributed to
Chinese in unknown remote past but its introduction into Europe is known to be
in 12th century A.D. William Gilbert (1544- 1603 A.D.) carried out extensive
investigations on the magnets, demonstrated that the Earth is a huge magnet
and the magnetic compass works on this principle [2, 3].
Take a magnetic compass, place it on a table, and watch the needle. It will
jiggle around, oscillate, and finally come to rest pointing north. Therein lie two
mysteries. The first is the origin of the earth’s magnetic field, which directs the
needle. The second is the origin of the magnetism of the needle, which allows it
to be directed. The second mystery ignited the inquisitiveness of human mind to
study the characteristics of magnetic materials. Magnetism is quite an ancient
subject and it is more of an experimental one than the others in the area of
Physics, in the sense that our experimental knowledge far exceeds the
2theoretical understanding of the fundamental properties of matter. To mention
one example, how a high quality magnetic recording tape or disk works is not
much understood but these media are made by trial and error methods. In this
context we remember the work of the humble scientist Michel Faraday who never
wrote an equation in his lifetime but is revered as the greatest experimental
genius of his century.
Many great scientists have contributed in the field of magnetism and the
subject has now become very vast. Magnetism is a science with strong
fundamental and applied aspects, so it is interesting to try to identify the nature of
the knowledge and uses made of it. The desire for discovery and understanding
and the requirement of optimizing practical products have been the twin drivers
of research in magnetic materials. Although magnetism has its roots in a piece of
rock, loadstone, the subject grew through the investigations of the magnetic
properties of metals and alloys. The magnetic materials underwent tremendous
development in the 20th century.
Strictly speaking all substances are magnetic, but only ferromagnetic and
ferrimagnetic substances, which are capable of being magnetized by relatively
weak field, are referred to as magnetic materials. The simplest class of magnetic
material is the elemental magnetic materials; only few like Fe, Co, Ni, Dy and Gd
qualify to be in this category. They are best suited for the study of magnetism
and magnetic phenomena. Alloys containing magnetic elements, Mn, rare earth
elements etc. often show magnetic ordering. Their properties depend a lot on the
elements present, and their composition. These alloys have a broad range of
applications. The well-studied Alnicos steel is widely used as the basic materials
for permanent magnets because of its high coercivity. This ensures that these
materials are not magnetically altered by weak field intensities. The other
important alloy used in heavy current engineering is Fe-Si alloy because of low
eddy current losses. Fe-Al and Fe-Al-Si also fall in this category and are used in
the current engineering. Alloys of Fe-Ni , Fe-Co , Fe-Ni-Mo/Cr/Co/Cr are used as
3core of inductors and transformers. Apart from these there are many alloys,
which can be used as materials for information storage, magneto-mechanical
resonators, temperature compensator in magnetic circuits etc.
The magnetic oxides, especially ferrites are the modern day materials with
uses in transformer cores, magnetic recording and information storage devices,
etc. Ceramic ferrimagnetic materials composed of mixed oxides of inorganic
materials and transition metals, one of which is ferric oxide (Fe2O3) are termed as
ferrites. The rapid expansion of technology had been a great motivation for
research in the field of ferrites. Apart from technological and experimental
research, the developments of theoretical description of magnetic properties of
these oxides have made many advances. The outstanding fact about the ferrites
is that they combine extremely high electrical resistivity with reasonable good
magnetic properties. Thus, the ferrites should have very high electrical
resistivities to eliminate eddy current losses and allow full penetration of
electromagnetic fields throughout the solid. High resistivity is obtained when a
cation has only valence in one lattice site. Very high sintering temperatures and
reducing atmospheres should be avoided whenever possible because these
conditions tend to produce mixtures of high and low valence cations of an
element in the same lattice site, thereby degrading resistivity. Moreover, the
electrical resistivity and dielectric behaviour of a ferrite can be monitored by
cationic substitution and the heat treatment or preparation conditions. The ferrite
materials crystallize with one of the following types of structures: Spinel
(NiFe2O4), Garnet (Y3Fe5O12) Perovskite (SrTiO3), Ilmenite (FeTiO3) and
Magnetoplumbite (BaFe12O19). Out of these, spinel ferrites form a major class.
The ferrites with spinel structure (ferro-spinels) have been drawing
considerable attention and interest for many years from both fundamental and
applied research perspectives. One of the major features associated with ferrites
is the sensitive nature of the structure-property relationship. This is primarily
because of the increased sensitivity of the intrinsic physical properties such as
4magnetic anisotropy, saturation magnetization, permeability, electrical resistivity
to the process variables including the sintering environment, heating and cooling
rates etc. The practical applications of ferrites have been completely utilizing their
advantage like applicability at higher frequencies, lower price, great heat
resistance and higher corrosion resistance. The ferrite materials are recognized
as more important and essential for the further development of electronics than
before. Recent exponential growth in microwave communication through mobile
and satellite communications has further stressed the worldwide need for
extremely low-loss and economical microwave devices using ferrite materials.
Such outstanding properties of ferrite materials can be realized by meticulously
synthesizing the pure and homogeneous final products. The spinel structure is
one of the most frequently encountered with the MM’2X4 compounds. X
represents oxygen or some chalcogenic divalent anion (S2-,Se2-,Te2-). M and M’
are metallic ions ( or a combination of them ) whose valences have to fulfill the
electroneutrality requirements[4]. Ferro-spinels having the chemical formula
MFe2O4 ( M = divalent metal ion ) are widely used magnetic materials having
excellent combination of their high permeability and high electrical resistivity.
Among the concentrated disordered magnetic systems, the magnetic ferro-
spinels are a class of materials very suitable for testing the type of magnetic
ordering. The spinel oxides crystallize in face centred cubic structure with space
group Fd3m. The cations preferentially occupy interstitial lattice sites called
tetrahedral (A) and octahedral (B) to minimize the total crystalline energy. This
site preference of the cations allows a selective magnetic dilution of the interstitial
site in the spinel lattice. Moreover, the competition between inter (A-B) and intra
(A-A or B-B) sublattice superexchange magnetic interactions gives rise to
topological frustration, which is peculiar to the spinel lattice. The frustration is
also inherent in the B-sublattice. Depending upon the relative magnitudes of inter
and intra sublattice interactions the collinear ordering can change to non-collinear
Yafet-Kittel [5] or spiral [6, 7] ordering.
5The selective dilution of the magnetic sublattice can enhance the effect of
frustration, which brings about the non collinearity perturbed order state [8] in the
magnetic structure. In compounds with frustrated magnetic structure, magnetic
order does not permeate the entire volume of the sample but exist only in
isolated spontaneously magnetized regions. In this situation of disordered state
the statistical treatments developed by Geller [9,10] , Rosencwaig [11,12], White
[13] and Dickof [14] should be used. The major factors that control the strength of
magnetic couplings are the magnitude of magnetic moment on each coupling
component, the distance between them and the symmetry of the lattice site. The
factors correspond to the crystal chemistry issues of chemical composition,
lattice constant and coordination environments at the lattice sites.
Majority of the spinel oxides devoid of transition metal ions exhibit
electrical resistivity of the order of 106 ohm.cm even at temperature of 900  0C
[4]. In particular, many oxide spinels with 3dn ions in the tetrahedral positions
only possess a very low conductivity. The same is true for pure stoichiometric
spinels having only one kind of ions on equivalent crystallographic sites such as
the normal spinels. A considerable decrease of the electrical resistivity is usually
connected with the combined effect of disorder and the presence of cations able
to change easily their valence states or actually coexisting with different
valencies in the material. The electrical transport properties of Ferro-spinels and
their solid solutions are most relevant for the scope of the present thesis work.
The dielectric properties of ferrites are sensitive to their microstructure, which
means that any heterogeneity induced in the grain structure severely influences
the frequency dependence of dielectric constant.
1.2 Survey of Literature and Aim of the present work:
The Ni-ferrite (NiFe2O4) is an inverse spinel taken to be collinear
ferrimagnet [15]. The magnetic and electrical properties of co-substituted
NiFe2O4 with trivalent non – magnetic Al3+ and magnetic Cr3+ ions for Fe3+ have
6been studied by number of workers [16, 17, 18]. NiCr2O4 is a normal spinel with a
canted spin structure having Neel temperature of 60K [19]. There are reports on
Mossbauer study of various compositions of Cd2+ substituted NiFe2O4 [20, 21].  It
is known that Cr3+ ions give rise to strong d-orbitals overlap in spinel oxides
particularly in B-sites resulting in anti ferromagnetic direct exchange between two
Cr3+ ions on B-sites [22]. This may originate the large B-B interactions, which in
turn modifies the ferrimagnetic phase of spinel oxides. It has been shown through
neutron diffraction study [23] that the effect of Cr3+ substitution on B-site is similar
to that produced by non-magnetic Zn2+ substitution on A-site. The present thesis
reports the structural and magnetic properties of the spinel system Ni1-xCdxFe2-
xCrxO4 ( x = 0.0 to 0.9, step = 0.1). The aim is to study the influence of
simultaneous substitution of non-magnetic larger cation Cd2+ for Ni2+and
magnetic Cr3+ for Fe3+ on the structural, magnetic and electrical properties of
NiFe2O4.
The crystal structure of Cu2+ containing spinels is sensitive to the thermal
history of the samples. Further, it has been reported that CuFe2O4 is an unique
spinel because it’s cation distribution is strongly temperature dependent and the
presence of Cu2+ ions leads to severe Jahn-Teller type distortion [24]. The
selective dilution of tetrahedral (A) and octahedral (B) sites may lead to canted
spin structure. The introduction of Cr3+ ions gives rise to strong B-B interaction
[22]. There are reports on magnetic properties of Al3+ and Cr3+ substituted for
Fe3+ in Ni ferrites and garnets [25-27]. The structural studies on Al-substituted Cu
ferrites have shown the absence of tetragonal distortion for lower Al- content and
higher B-site occupancy of Al3+ ions [28]. Aim of the present work is to study the
influence of heat treatment or thermal history on the structural and magnetic
properties of Al3+ and Cr3+ co-substituted CuFe2O4.
 Diamagnetically substituted Li-ferrites have attained considerable
importance owing to their attractive magnetic and electrical properties and
potential microwave applications. Therefore, the substituted Li-ferrites are found
7to be good substitutes for Garnets in microwave devices due to their low costs,
high resistivity and low eddy current losses. Among them, Ti and Zn substituted
Li-ferrites are the most widely used materials because their room temperature
magnetization increases with low non-magnetic substitution. The substitution of
other 3d ions in Li-ferrite such as Ni, Cr, or Co plays an important role on the
modifications of its microstructure. The properties of Li-ferrite can be tailor made
by substituting it with different metal ions for device applications. The
crystallographic and magnetic characteristics of the lithium ferrite aluminates
have been investigated [29,30]. The Mossbauer spectroscopic studies [31] of
lithium aluminates have shown the central quadrupole doublet superimposed on
a magnetic sextet and its intensity was sensitive to Al-concentration.  It was
thought to study the magnetic and electrical properties of Li-ferrite with
simultaneous substitution of non-magnetic Al3+ and magnetic Cr3+ for Fe3+. To
our knowledge, such studies have not been carried out earlier.
The present thesis reports the structural, magnetic and electrical
properties of the following spinel oxides systems:
1     Ni1-xCdxFe2-xCrxO4
( x= 0.0 to 0.9 , step=0.1 )
2     CuFe2-2xAlxCrxO4
( x= 0.0 to 1.0 step =0.1 )
3     Li0.5Fe2.5-2xAlxCrxO4
( x= 0.0 to 1.0 step =0.1 )
The polycrystalline samples of all the above-mentioned spinel solid
solutions were synthesized by double sintering ceramic technique. The
compositional stoichiometry of all the final products was ascertained by Energy
Dispersive Analyses of X-rays. The X-ray diffractometry was employed to confirm
8single face spinel structure formation and to deduce the structural parameters.
The knowledge of the cation distribution is essential to understand the physical
properties of spinel ferrites. All the XRD patterns were analyzed and indexed by
using the powder-X software and the distribution of cations in the tetrahedral and
octahedral sites for all the systems was found by XRD intensity analysis using a
computer programme developed in C in our laboratory. The samples were
studied by means of high field & low temperature (< 77K) magnetization, thermal
variation of low field AC susceptibility, Mossbauer spectroscopy, electrical
resistivity and dielectric constant measurements. The high field (60 kOe)
magnetization measurements at 10K and thermal variation of Zero field cooled
and field cooled low field (150 Oe) DC magnetization were recorded for CuFe2-
2xAlxCrxO4 system to study the effect of thermal history on the structural and
physical properties of the quenched (Q) and slow-cooled (SC) powdered
samples of the spinel system.
The samples were also characterized by electrical measurements such as
Thermo-Electric Power, DC and AC conductivity, dielectric constant and
dielectric loss as a function of frequency in the range 100Hz-10MHz using an
impedance analyzer.
____________
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Chapter: 2
Magnetic Interactions in Oxide Spinels
________________________________________________________________
2.1 Crystal Structure and Chemistry:
Spinel structure:
The spinel crystal structure is the most well-known, diverse and useful
example of uncompensated antiferromagnetism. The spinel structure is named
after the mineral spinel (MgAl2O4) and can be represented as M' M"2 X4 , where X
represents oxygen or one chalcogenic bivalent anion (S2- , Se2- , Te2- )and M' and
M" are metallic ions. The valences have to fulfill the electroneutrality
requirements. Due to large electronegativity of Oxygen, the ionic type of bonds
prevails in almost all oxide spinels. The crystallographic structure is formed by a
nearly closed packed face centred cubic (fcc) array of anions with two
inequivalent sites for cations. These differ in oxygen coordination; four oxygen
ions surround tetrahedral cationic sites and octahedral sites by six oxygen ions.
These are also called A and B sites, respectively. In a cubic unit cell, 64
tetrahedral sites and 32 octahedral sites are present. Of which only 8 and 16
respectively are occupied by metal ions. The geometry of the occupied interstitial
sites is shown in Fig. 1, where the primitive cell contains two formula units is
shown [1].
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Fig. 1 The geometry of the occupied interstitial sites in Spinel structure
Tetrahedral (A)  Octahedral (B)
The symmetry of the structure is cubic and belongs to the space group Oh7
(Fd3m). A small displacement defined by a single parameter u of the anions,
from their ideal position is allowed along the corresponding body diagonal which
enables a better matching of anion positions to the relative radii of A and B
cations. For the ideal closed packed anion lattice, u = 3/8, but in real situations it
is more than 3/8. The local symmetry of the cation sites is cubic in the case of
tetrahedral (A) site and trigonal in the case of octahedral (B) site, the trigonal axis
being one of the body diagonals. The trigonal symmetry is due to both the
configurations of neighbouring cations and the distortion of the anion octahedron
if u ≠ 3/8. Each of the body diagonals belongs to just one of the B cations in the
primitive cell. On the other hand the local symmetry of the A positions remain
cubic even if u ≠ 3/8. When considering the aspects for which the local symmetry
is irrelevant, all the A positions may be treated as belonging to one sublattice
13
(tetrahedral or A), and all the B positions may be unified to form another
sublattice (octahedral or B).
Both translational and local symmetries corresponding to the Oh7 space
group strictly apply only if each sublattice contains only one kind of cations, i.e. if
all M’ ions in M' M"2 X4 are in tetrahedral and all M” ions are in octahedral
positions. The spinel is then called normal spinel. We also have so called inverse
spinel structure in which half the cations M” are in A positions and the rest,
together with the M’ ions, are randomly distributed among the B positions. There
are many examples of intermediate cases between a normal and an inverse
spinel where a fraction of M’ and M” ions are inverted, that is M’ occupies B
positions and M” occupies A positions. They are termed as partially inverse
spinels. Therefore, in order to characterize the spinel structure fully, a further
parameter is needed describing the degree of inversion. The formula may be
explicitly written as,
(M'1-δ M" δ) [M'δ M" 2-δ] X4,
where δ is known as  inversion parameter, and is equal to zero in case of normal
spinel spinel and one in case of inverse spinel. As a part of convention, the
cations at tetrahedral (A) sites are written in parentheses and those at octahedral
(B) sites in square brackets.
The electroneutrality leads to three basic types, according to the cation
valency combinations. These are,
M'2+ M''3+O4: (2-3 spinel), e.g. NiFe2O4, CuFe2O4
M'4+ M''2+O4  : (4-2 spinel), e.g. GeFe2O4 , TiFe2O4
M'6+ M''1+O4  :(6-1 spinel), e.g. MoLi2O4 , WAg2O4
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It is found that practically any cation with radius within the limits 0.4 to 1Å may be
incorporated into the spinel structure and most of them can occur in both
octahedral and tetrahedral positions. The smallest cations with valency ≥ 4,
however, are found in the tetrahedral coordination only, while the monovalent
cations occurring mainly in 6-1 spinels are confined to the octahedral sites.
Besides the geometrical factors, the distributions of cations among A and B
positions is influenced by many other factors.
The interstices available for cations in the spinel structure have radii,
Rtetra = (u - 0.25) a (1.73) – r(O2-)
           Rocta = (0.625 – u )a -  r(O2-)
Crystal field splitting of energy levels and John-Teller Effect:
With respect to the magnetic properties, the interest is primarily in
transition metal ions particularly those of 3dn group. The outer d-electrons of
these ions may be regarded as practically localized in almost all oxide spinels so
that the crystal (or ligand) field theory applies. This theory says that the low lying
energy levels are decisive for the magnetic behaviour. The origin of the ligand
field splitting of levels is attributed to both the electrostatic crystal field and the
covalency between the cation and the surrounding anions (ligands).  Both these
effects contribute to the stabilization of cations in the given surrounding. Crystal
or ligand field stabilization energy = lowering of the ground level with respect to
the ground level of the free ion. In an octahedral environment, the five d orbitals
on a transition metal atom are no longer degenerate but split into  two groups,
the t2g group of lower energy and the eg group of higher energy as shown in Fig.2
If possible, electrons occupy orbitals singly, according to Hund’s rule of maximum
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multiplicity. For d4 to d7 atoms or ions, two possible configurations occur, giving
low spin and high spin states; these are shown for a d7 ion in Fig.3 In these, the
increased energy, ∆, required to place an electron in an eg orbital, and hence
maximize the multiplicity, has to be balanced against the repulsive energy or
pairing, P, which arises when two electrons occupy the same t2g orbital. The
magnitude of ∆ depends upon the ligand or anion to which the metal ion is
bonded: for weak field anions (ligands), ∆ is small and the high spin state
configuration occurs, and vice versa for strong field ligands. For magnitude of ∆,
generally ∆(5d)> ∆4(d)> ∆3(d). Consequently the high spin behaviour is rarely
observed in the 4d and 5d series.
In many transition metal compounds, the metal coordination is distorted
octahedral and the distortions are such that the two axial bonds are either shorter
than or longer than the other four bonds. The John-Teller effect [2,3] is
responsible for these distortions in d9, d7 (low-spin) and d4 (high spin) ions.
Consider the d9 ion Cu2+ whose configuration is (t2g)6 (eg)3. One of the eg orbitals
contains two electrons and the other contains one. The singly occupied orbital
can be either dz2 or dx2-y2 and in a free ion situation both would have the same
energy. However, since the metal coordination is octahedral the eg levels, with
one doubly and one singly occupied orbitals, are no longer degenerate. The eg
orbitals are high energy orbitals (relative to t2g) since they point directly towards
the surrounding ligands and the doubly occupied orbital will experience stronger
repulsions and hence have somewhat higher energy than the singly occupied
orbital. This has the effect of lengthening of the metal-ligand bonds in the
directions of the doubly occupied orbital, e.g. if the dz2 orbital is doubly occupied,
the two metal-ligand bonds along the z axis will be longer than the other four
metal-ligand bonds. The energy level diagram for this latter situation is shown in
Fig.4 Lengthening of the metal-ligand bond along the z-axis leads to a lowering
of the dz2 orbital. The distorted structure is stabilized by an amount (½)δ2 relative
to the regular octahedral arrangement and, hence, the distorted structure
becomes the observed, ground state.
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Fig 2 Crystal field splitting of Energy level and spin states in octahedral
         coordination
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Fig. 3 Energy level diagram for the d-levels in an ion experiencing a
           Jahn-Teller distortion
In the oxide spinels, the cooperative Jahn-Teller effect is frequently
encountered. The necessary condition for this to appear is the presence of
transition metal ions which have an orbitally degenerate electronic ground state.
The interaction between the degenerate states and the lattice vibrations leads to
an effective coupling between electronic states on different cations. When this
coupling is sufficiently strong and the concentration of active cations exceeds a
certain critical value, the electronic states order and simultaneous a structural
phase transition from cubic to lower symmetry appears. Thus, Jahn-Teller effect
refers to the condition in which a crystal lattice is distorted from the cubic to
tetragonal configuration as a consequence of the possession of some 3d orbitals
of fewer electrons than other orbitals. This condition results in an electrostatic
imbalance that has the effect of repelling some oxygen anions more than others.
In effect, these anions are pushed further away, thus producing the change from
cubic to tetragonal symmetry. The phase with lower symmetry is stable only
below a critical temperature. In the B-site, there are two ions, namely Mn3+ and
Cu2+ both having doubly degenerate ground state of eg type, which exhibit the
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Jahn-Teller effect. The corresponding distortion is always tetragonal with c/a >1.
The CuFe2O4 having the degree of inversion, 0.06 < δ < 0.24 exhibits Jahn-Teller
effect with c/a ratio ~ 1.06[4].
Chemistry of Ferrites:
The oxide spinels are commonly prepared at elevated temperatures by a
direct solid-state reaction between the simple oxides. The relevant temperature
range is about 800ºC to 1500ºC, depending on the type of cations. The
thermodynamic stability of spinels compared to the constituent oxides is given by
Gibbs free energy of formation (∆G) for the reaction,
M' O + M"2O3 → M' M"2 O4
The largest contribution to the crystal energy in oxide spinels comes from
the Coulomb energy of the charged ions (Madelung energy),
Ec = (-e2 / a) AM
Where, e is the charge of electron, a is the lattice parameter and AM the
Madelung constant. The Madelung constant, AM can be expressed as a function
of the mean electric charge qA of the cations in tetrahedral positions and of the
oxygen parameter u. With increasing AM the stability of the spinel increases.
Therefore, owing to its dependence on qA, the Coulomb energy generally plays
an important role in the equilibrium distribution of cations among tetrahedral and
octahedral positions, even though in some cases other energy contributions may
become important.
According to the formula, (M'1-δ M"δ) [M'δ M"2-δ] O4, oxide spinels may have
various degrees of inversion. If the energy difference between two limiting cases
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δ = 1 and δ = 0 is not very large, we expect the distribution of cations to be
random at high temperatures due to the prevailing influence of entropy term –TS
in the free energy. When the temperature is lowered, the spinel tends to be more
or less normal or inverse depending on the sign and amount of energy
corresponding to the interchange of cations M', M" in different sublattices. The
equilibrium distribution will be given by the requirement that the Gibbs free
energy is minimum, i.e.
dG/dδ ={( dH/dδ) -T(dS/dδ)} = 0
If one restricts to configurational entropy of cations and assumes total
randomization in both sublattices, S may be approximated by,
S = Nk [- δ ln δ + 2 (δ – 1 ) – (δ + 1) ln (δ + 1)]
Defining further ∆P = dH/dδ, we find,
δ (1+δ/(1-δ)2 = exp ( - ∆P/RT )
which determines the equilibrium value of δ at temperature T. Generally, ∆P
depends on δ and frequently a linear expression ∆P = H0 + H1 δ is used to
describe the experimental results. Here, H0 and H0 + H1 may be interpreted as
energies connected with interchange of ions M', M" from different sublattices in
the case completely normal and inverse distribution, respectively.
When ∆P < 5 kCal/mol, a partially inverted spinel is usually observed.
Otherwise, the energy difference between the normal and inverse structures is
sufficient for the spinel to attain either normal or inverse structure. Once again
the main contributions to ∆P come from Madelung energy, Born repulsion energy
and further from polarization and ligand field effects. On the basis of systematic
studies of cation distribution in various spinels it has been   recognized that some
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regularities exist in them pointing to the possibility to connect the distribution to
individual site preference of cations. In such a case, the energy ∆P can be
expressed as a difference ∆P = P(M') – P(M"), of  individual preference energies
P of cations M' and M". Once P(M') and P(M") are known for all relevant cations,
the distribution of ions in arbitrary spinel could be predicted. The values of P(M)
for different spinels are shown in Fig. 4
Fig. 4 Cation site preference energy for various transition metal ions
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Chemistry, crystal structure and microstructure determine the engineering
material characteristics of ferrites. Many desirable combinations of chemical
ingredients and basic structure cannot be obtained because some ions are
incompatible with certain crystal structures despite the best efforts of materials
scientists. Microstructure includes the size and number of voids, size of grains,
and presence of grain boundary phases, grain shape and orientation. In essence,
microstructure is the architecture of the materials that is, how the various phases
and crystallites are put together, their particular patterns and arrangements, and
how these are joined. Ferrite microstructures are extremely sensitive to
processing because the pre-reaction and grinding of raw materials, forming
technique employed, sintering time, and temperature and cooling conditions
influence crystal composition and size, and also the size and volume of pores.
2.2 Magnetic interactions in spinel oxides:
After having reviewed the crystallographic and some other associated
aspects of spinel ferrites, we shall now review their magnetic behaviour, which is
the central theme of the present work
Atomic magnetic moment is due to the motion of electrons in their orbits
and due to their spin motion. Although the orbital motion of electrons may
contribute to the atomic magnetic moment when the atom is in free state, when it
is a part of solids the contribution of orbital motion is often very small and
negligible. For the present case of spinel ferrite, the cations are subjected to the
very intense inhomogeneous electric field which influences the orbital angular
momentum partly due to the large radius of 3d shell and partly due to the lack of
any outer electrostatic shell to screen the 3d shell whose unpaired electrons are
responsible for net magnetic moment. The spin angular momentum is however,
not affected by the influence of anion field.
The quenching of the orbital momentum can be pictured as follows: The
orbital angular momentum assumes definite orientation relative to the crystal
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lattice under the influence of the electric field of anions which has the symmetry
of crystal. This orbit-lattice coupling is so strong that the angular momentum
vector direction and therefore the angular magnetic moment is locked in a
particular direction and does not respond to the applied external magnetic field.
The atom with a resultant spin quantum number S gives the spin magnetic
moment as follows,
B)1s(sg µ+=µ
g = Lende’s splitting factor
Ferromagnetism:
Oxide spinels represent a classical example of a crystal structure, which
allows a special type of magnetic order called ferromagnetism. In fact, Spinels
were the first materials where the existence of such magnetic ordering was
recognized by Neel [5]. He coined the word ferrimagnetism and elaborated the
molecular field theory to account for this type of order. Until the discovery of
ferrimagnetism, the magnetic properties of the few magnetic spinels then known,
such as magnetites, were classified as ferromagnetics. The difficulty, however,
was to understand the low magnetic moments, the deviations from Curie-Weiss
law and some other peculiarities [6, 7]. The departure from the ferromagnetic
behaviour was excellently explained by Neel in his simple yet elegant theory.
Ferrimagnetism can be considered as a special case of antiferromagnetism,
where at least two unequal and antiparallel systems of atomic moments exist
giving rise to spontaneous magnetization.
The simplest case of ferrimagnetism is a system with two sub-lattices,
where all the octahedrally coordinated sites are considered to compose one sub-
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lattice (B) and in similar manner all the tetrahedrally coordinated sites to
compose (A) sub-lattice. These sites are crystallographically nonequivalent and
when both contain paramagnetic ions in sufficiently high concentration the
ferrimagnetism may occur. The ferrimagnetism, however, is a broad class and
includes materials with more than two sub-lattices and other configurations of
moments, rather complicated, like triangular and spiral etc.
The intense short-range electrostatic field causes the interactions, which
are responsible for the magnetic ordering. These interactions are quantum
mechanical in origin and are related to the overlap of the charge distributions of
the atoms concerned.
The exchange interaction coupling the spins of pair of electrons is given
as proportional to the scalar product of two spin vectors.
jiijij SSJ2 ⋅−=ε
where Jij is the exchange constant given as
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where 1,2 refer to two electrons; i,j refer to two atoms; r’s are the distances. The
magnitude and sign of the exchange integral decide the type and strength of the
magnetic ordering. The ferromagnetism results from strong parallel coupling of
spins having large, positive J values. The semi empirical calculations to decide
the type of ordering depending on the type of the ions and distances between
them were given by Slater [5].
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The interactions causing magnetic ordering in spinels, however, are not
the same as described above. In spinels the cations are situated at large
distances and have anions as their nearest neighbours. These anions obscure
the direct overlap of the cations’ orbitals sometimes partially and at times
completely. Moreover, the ratio of the distance between two cations to the
diameter of the concerned electron orbit comes about 2.5 indicating a moderate
to weak positive interaction favouring weak ferromagnetic type of ordering [6].
But experimental evidences favour strong interactions of negative type, as
evident from the observed high magnetic transition temperatures of spinel
ferrites.  So it is unlikely that the interactions are dependent on direct coupling of
cations spins. On the other hand since anions possess no magnetic moment the
direct coupling with anions are also ruled out.
A “superexchange” mechanism was proposed by Kramer [7] for such
cases and was developed by Anderson [8-11] and Van Vleck [12]. The
superexchange mechanism between cations operates via the intermediate
anions. The superexchange mechanism was explained by Anderson considering
a simple example of MnO. In the ground state there cannot be any spin coupling
of oxygen (S = 0) possible with cations. But in the excited state, oxygen gives a p
electron from a 2p pair, which becomes a temporary part of any one of the Mn
ions. The consequence of the process is the emergence of net spin on the
oxygen ion due to which it can then after interact with the other Mn ion by direct
exchange. If the separation is not very large the interaction will be negative
favouring antiparallel arrangement of spins in the two Mn ions. The spinel ferrites
also undergo the same indirect interaction, which is responsible for the strong
negative coupling of the cation spins in the above case. The p orbital of the
oxygen anion overlaps with cation d orbital which accepts an electron from
oxygen’s p shell. The p electron will occupy the next available place in d orbital of
cation according to the Hund’s rule i.e. if 3d is less than half filled the p electron
will be placed parallel to the electrons already present in 3d shell. But if 3d is
equal to or more than half full the later will be placed antiparallel to the net
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magnetization. If both the cations are of same type, the Hund’s rule applying to
both the cations will orient the net spins on both 3d shell antiparallel since 2p
electrons are paired according to Pauli exclusion principle.
The sign and the strength of the super exchange interactions depend,
however, upon the bond angle and the bond distances involving the two cations
and an intermediary anion. The bond angles are the angle formed between the
bonds connecting the intervening anion with two cations. Several authors
including Slater [13], Nagmiya [14], Goodenough [15] and Kanamori [16] have
discussed the various types super exchange interactions considering the
symmetry properties of electron orbitals. Goodenough [17] and Kanamori came
up with some predictions concerning the sign and strength of super exchange
interactions in their semi-empirical rules.
The magnetic orbitals involved in the super exchange interactions in spinel
are the T2g and Eg orbitals of 3d metal ions and Px, Py and Pz orbitals, which are
highly directional, of intermediary anions. The T2g orbitals consist of dxy, dyz and
dzx while Eg orbitals consist of 2zd and 22 yxd − .
The semi empirical rules given by Goodenough and Kanamori are:
a) When the two cations have lobes of magnetic orbitals directed towards the
anion as to involve a reasonably large overlap (i.e. the 3d orbitals are non-
orthogonal with 2zd type orbitals each with one d electron and pointing
directly towards the legand ions in 180° configuration) the exchange is
antiferromagnetic type because the antiparallel electrons gain energy by
spreading into overlapping orbitals.
b) When the participating cation orbitals are of the dxy type, for example,
each with one d electron and interacting with the P orbital of the legand in
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180° configuration, the exchange interaction is antiferromagnetic type but
the strength is not as large as in 1.
c) In 90° configuration of the above orbitals along with 2zd  orbital each with
one electron, the P orbital making σ bond with one cation is making π
bond with another cation in this configuration. One expects strong
overlapping and an antiferromagnetic exchange interaction.
d) When magnetically filled cation orbital is in contact with an empty cation
orbital via the intervening legand ion, the exchange is ferromagnetic. But it
is not as strong as the antiferromagnetic exchange.
Few more qualitative conclusions drawn are:
 i. From the orbital symmetry of cation-anion-cation configuration one yields
Jd8 > Jd5>Jd3 for 180° configuration Jd5 >> Jd8 for 90° configuration. Jd3 can
either be ferro or antiferro in nature.
ii. From the valance state of the cation Jtrivalent > Jdivalent.
The higher charge on any cation increases the covalent nature of bond and
results in greater overlap of orbitals giving stronger exchange interaction. The
role of the legand ion is more obscure but generally it is observed that
exchange interaction decreases with increasing electron negativity.
We refer now ourselves to the possible configurations in the spinel structure.
We can identify basically three types of super exchange interactions to
operate in the spinels:
* JAB exchange interaction namely the inter sub-lattice interaction
between cations on A and B sub-lattices.
* JAA, JBB exchange interaction namely the intra sub-lattice interaction
operating among the cations on A sites and B sites.
27
Fig. 5 gives the possible M-O-M (Where M = A or B) configurations involving
these three exchange interactions. Since the exchange forces are of short range
in character the interactions including the next nearest are only considered. The
hatched circles represent the B-site cations and small circles represent A-site.
Relative magnitude of radii and distances shown are approximately correct. We
point out some configurations on the basis of our discussion so for and knowing
the nature of the exchange forces. Among AB configurations only pqc
configuration is favorable since the (M-O) distance as well as angle (MOM)
(~126°) are favorable for having strong exchange interaction. The other AB
configurations such as pre and tqe have much favorable angle (~154° and 180°
respectively) but with one very large (M-O) distance. So one cannot expect
reasonable exchange interaction between them. Among the B-B configurations,
the (M-O) distance is small for ppb configuration but angle (90°) is unfavorable.
Other configurations are ptb and pab both, the angle and distance, are
unfavorable. For ptb the angle (~126°) is favorable but one (M-O) distance is
unfavorable. Thus, overall BB interactions are expected to stay lower in strength
than AB interactions.
Among the AA configurations, only one configuration is shown, rqd, having
both the (M-O) distances much larger (~3.9 A) than any BB or AB distance.
Besides, for the BB interactions there is a possibility of direct exchange since B-
cations direct their T2g orbitals towards each other which is not the case for AA
interaction. Thus AA is expected to be the weakest of all.
Now let us apply the conclusions of semi empirical rules of Goodenoguh
and Kanamori to the configurations we have pointed out. We see that direct
application is possible only for the BB interactions with M-O-M angle to be 90°.
The case of A-B interaction with   M-O-M angle of 126° is more complicated. The
usual way is to interpolate between the 180° and 90° configurations assuming
rather arbitrarily that the change is smooth. If the sings of the 180° and 90°
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configurations happens to be opposite than the interpolation scheme is not
reliable.
The AA interactions, as we have seen, are the weakest of all and really do
not influence the ordering due to another interactions. This is true, off course,
only when there are sufficient numbers of magnetic ions present on both the sites
and that is implied throughout in our above discussion.
Based upon the G. K. rules and the interpolation, the following tables
predict the interactions between the nearest pairs in the B sub-lattice and inter
sub-lattice interactions between the A and B sub-lattices for different d electron
populations.
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Fig. 5 Near neighbour configurations in spinel lattice
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 JBB (nn) (prediction a 1a G.K.
rules
d3 – d3
d5 – d5
d8 – d8
d3 – d8
d5 – d8
d3 – d5
+ or –*
- weak
+
- weak
+ or –*
- weak
A-B 180° 90° 125° interpolation
d2 – d3
d5 – d3
d5 – d5
d5 – d8
d7 – d3
d7 – d5
d7 – d8
- weak
+ weak
-strong
-strong
+weak
-strong
-strong
-or + weak
- medium(weak)
-medium
- medium(weak)
- medium(weak)
- medium(weak)
-or + weak
Uncertain
- uncertain
-
-
- uncertain
-
-
The above tables are very rough guidelines and should not be relied upon totally.
The best recourse is experiment. The most comprehensive being the Neutron
inelastic scattering by measuring the magnon dispersion curves.
But in general for spinel we find that JAB>>JBB>JAA with JAB, JBB
and JAA all being negative.
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2.3 Types of Magnetic ordering in mixed spinel oxide:
Neel theory of ferrimagnetism:
Consider the simplest case of two sub-lattices, which have anti parallel
and unequal magnetic moments. The inequality may be due to
1. Different elements in different sites
2. Same elements in different ionic states
3. Different crystalline fields leading to different effective moments for
ions having the same spin.
Neel’s model is briefly outlined below which is based on a simplified model
composed of identical magnetic ions divided unequally between the A and B sub-
lattices.
Let there be n identical magnetic ions per unit volume with fraction λ
located on A sites and ν (= 1-λ) on B sites. Let µA and µB the average moments
of an A ion and B ion in the direction of field at temperature T. Though A and B
ions are identical, µA and µB   are not because they feel different fields in different
sites.
Let MA = nµA and MB =nµB
The Molecular field acting on both sub-lattices are
HmA = γAB (λαMA  - νMB)
HmB  = γAB(βνMB - λ MA)
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Where α = γAA/γAB and β = γBB/γAB
     γAA,γAB and γBB are the Weiss constants
The above equations yield the expression for mass susceptibility as follows
which is derived from the solving the equations above Tc
θ′−+χ+=χ T
b1
C
T1
o
where 
o
1
χ = γABρ(2λν - αλ
2 −βν2)
b = γ2ABρ2Cλν[λ(1+α)− ν(1+β)]2
θ′ = γABρCλν(2+α+β)
Where ρ is density and C is Curie constant for the material. From equating χ= 0
in the above equation for negative value of Weiss constants the Neel
temperature can be given as   TN  = γABρC/2 [αλ+βν+{(αλ-βν)2+ 4λν} ½ ]
The equation for the mass susceptibility actually represents a hyperbola
and physically meaningful part of it is shown in Fig.6. The curve cuts the
temperature axis at θp which is called paramagnetic Curie point. It is in good
agreement with the experimental observed susceptibility v/s temperature which
differentiates ferrimagnetics form ferromagnetics.
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1/χ
Fig. 6 Variation of inverse susceptibility with Temperature (K)   below Tc   
In the ferrimagnetic region each sub-lattice is spontaneously magnetized
by the molecular field acing on it. But the two sub-lattice magnetizations are
opposite to each other. The observable magnetization is
M= MB-MA
Each sub-lattice magnetizations
are governed by the same relation
as ferromagnetics. In terms of
specific magnetization, they are
given by


 µ=σ
σ
kt
H,JB mAH
o
A
0
σS
σS
-σSB
σSA
TcT
Compensation
point
Fig. 7 Anomalous Magnetization v/s
temperature curve for ferrimagnets.
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Where k is Boltzman’s constant and B is Brillouin function.
These sub-lattice magnetizations will have different temperature response
because effective molecular field acting on them are different. This suggests the
possibility of having anomalous net magnetization versus temperature curves.
For most ferrimagntics the curves show simple behaviour but in few cases there
may be a compensation point or a maximum in the curve at some temperature.
The shape of the curve depends on γ, λ, ν and α. There is an interesting
possibility of the net magnetization reversing its sign. The situation is depicted in
Fig.7 where, at some temperature below Tc Both the MB=MAand of opposite
sign. So M disappears at that point, which is called compensation point. Gorter
[18] observed these types of behaviour in Li-Cr systems.
Let’s see how beautifully the Neel model explains the observed features of
spinel ferrite. Take the case of Nickel ferrite, where the magnetic moments of Ni
and Fe are reasonably different. It gives observed magnetic moment 2.3 µB. Now
let us predict the cation distribution for it.
According to Neel model if a normal structure is assumed the moment
comes out is 8 µB as follows
M = MB -  MA= [2× 5µB (Fe)]-(1×2µB(Ni)) = 8µB
and an inverse will give 2 µB as follows
M = MB -  MA= [1× 5µB (Fe) + 1×2µB(Ni)]-(1×5µB(Fe)) = 2µB
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The later is near to observed value which allows us to term the Nickel ferrite as
an inverse structure. A nominal observed difference is always present in every
cases and may be ascribed to the following factors
1) g factor may not be exactly 2
2) the structure may not be completely inverse
3) particular ion may have different moments when in different sites.
Shortcomings of the Neel model
1) saturation magnetization values in many ferrites are found to be much
lower than those  predicted by Neel model.
2) Some M v/s T curves have finite slopes at 0º K and cannot be explained by
Neel model.
3) It is based on the assumption that strong negative AB predominates over
AA and BB interactions, which is not applicable to each and every case.
Yafet-Kittel theory of ferrimagnetism:
Yafet-Kittel [19] were the first to find the solution of the difficulties
encountered in Neel model. They considered further sub-divisons of A and B
sites and departure from the notion of co-linear arrangement of spins which was
central in Neel model. They promoted triangular type of spin structure to account
for the observed facts.
In the dilute limit of magnetic concentration, the strong antiferromagnetic
interactions among the anions on B sites further splits the sub-lattice into two
sub-lattices of tilted spins in response of their tendency to be simultaneously anti-
parallel to both their A and B site neighbours. In the simplest case, the moments
on the B site cations will form sub-lattices, in each of which the moments are
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parallel. But moments in one sub-lattice, make an angle with the moments in the
other sub-lattice. The resultant moment is, however, anti-parallel to A site
moments.
The Y-K arrangement can explain   beautifully some observed low value of
magnetization in Zn-Ni and Zn-Mn ferrite. The Yafet-Kittel theory is outlined
briefly as under:
The A and B sub-lattices further are divided into equivalent sub-divisions
to take into account the different magnetic orderings allowed by crystal
symmetry.  The A sites are divided into two sub-divisions and B sites into four
sub-divisions. These four may be, however, lumped together to form two non-
equivalent sub-lattices.
Each Ai ion has 4 nearest neighbours in A sub-lattice and each Bi has 6
nearest neighbours in B sub-lattice, 2 from each of the other two sub-divisions.
Assuming only the same type of magnetic ions present, the Y-K treatment yields
the following results.
HA = n[1/β′ −α]ΜA
HB = n[β′ − β] MB
With  α′β′ = 1 and Where
α′  =γAA′/ γA′B   : α   =γAA / γAB
β′ =γBB′/ γAB′       : β  =γBB / γAB
Final results deduced is
b
a
M
M1sin ⋅β′=Ψ
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Configuration is possible only if 
b
a
M
M>β′
The above equations show that there cannot be formation of angle in A
and B simultaneously.  The values of Ma and Mb are different at different
temperatures, so that transitions between various configurations may occur in the
same substance at different temperatures. It comes out automatically from the Y-
K treatment (Fig. 8) that such transitions need not have a cause in temperature
dependent interactions.
If Mb decreases faster than Ma with increase in
temperature, it may reach where
β′> 1M
M
b
a
and so Neel configuration will appear before
going to paramagnetic state.
The Y-K model yields the following equation for
calculation of net magnetization
M = 2[MBCosΨY.K.]-MA
The Y.K. spin configuration gives rise to a magnetic reflection at normally
forbidden (200) position as well as at normal spinel positions in magnetic Neutron
scattering experiment. So transition to Y-K configuration can be confirmed by
Neutron diffraction experiment. Satyamurthy et. al.[20] found this type ordering in
Ni-Zn ferrites.
Mb1
Mb2
MA
2Ψ
Fig. 8
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Helical and Spiral spin configuration:
Yashomori [21], Villain [22] and Kaplan [23] independently suggested the
possible existence of a helical or spiral spin configuration which is favourable in
some systems in some situation. In such type of configuration, the spin direction
gradually rotates from layer to layer with some definite angle.
Let us consider the simple case of an uniaxial layer lattice (Hexagoanal)
consisting one type of atom alone. Let the unique axis be c axis. If the moments
are constrained to be in xy plane with ferromagnetic interaction. The problem
then reduces to that of linear chain of atoms along c axis.
The nearest and the next nearest neighbour interactions are taken into
consideration and are determined by exchange integrals J1 and J2. The relative
orientations of spins in successive xy planes are determined by strength and sign
of J1 and J2.  The interaction energy is given by
∑∑ ++ ⋅⋅−⋅⋅−= N
1
2ii2
N
1
1ii1 SSJ2SSJ2E
N is the number of atoms in the chain. Since all the atoms are of one type the
equilibrium condition will be the one in which all the atoms have the same
orientation with respect to their neighbours. It means a constant angle between
any two successive planes.
If the angle is ϕ
E = -2NS2 (J1 Cosϕ + J2 Cos2ϕ)
Setting for minimum leads to three possibilities
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1) ϕ = 0 i.e. E = -2NS2 (J1+J2) with ferro magnetic configuration of spins.
2) ϕ = 180º  E = -2NS2 (-J1+J2) with antiferro magnetic configuration of spins.
3) 
2
1
J4
JCos ⋅−=φ  and ( )22212
2
J8J
J4
NSE +⋅=  with helical configuration of spins.
Fig.9 shows the dependence of the energy of the ground state E on a
factor w = 4JBBSb/3JABSA as given by different theory of magnetic ordering in a
spinel. The Neutron diffraction study of some spinels shows there is a
contribution to fundamental spinel reflection due to the axial component of spins
and the rotating components give rise to satellite reflections. Corliss [24] found it
in MnCr2O4.
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Fig. 9 Dependence of the energy of the ground state energy E
on w = 4JBBSB/3JABSA as given by different theories of
magnetic ordering in a spinel.
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An overview of canting spin statistical models:
Soon after the launching of Neel’s two sub-lattice model to explain
ferrimagnetism in spinel ferrites, large number of spinel ferrites were found
having significant departure from the predication of Neel’s model. Those were the
ferrites with non-magnetic substitution.
Neel himself proposed a statistical linkage approach to qualify his arguments
to account for observed variation. The theoretical efforts to account for the
observed facts have since then been continuing and have been diversified into
three major branches of treatment.
1) An exchange linkage approach in which the number of magnetic nearest
neighbours determines whether the given magnetic ions will order and
contribute to the ferrimagnetism (Neel, Gellio).
2) A uniform canting approach (Yafet and Kittle, Kaplan)
3) A localized canting approach in which individual moments on one sub-
lattice are canted at different angles depending on specifics of local
magnetic environment (Geller, Patton and Liv).
We have already discussed the uniform canting models such as Yafet and Kittle
model, Spiral spin configuration model etc. Now we shall briefly review some
statistical models developed so far simultaneously in a different branch of
treatment. First we shall overview the exchange linkage statistical model.
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Statistical theory in substituted ferrites:
A number of ferrimagnetic spinels show the observed value of saturation
magnetization much lower than that predicted by Neel’s theory. The Y.K.
approach explains many of them on the basis of the change in the configuration
of spins. But it is not evident in all the compounds. Many of them do not reflect
any sign of Y.K. type ordering in any of their experimental data.
As early as the time when Neel launched his two sub-lattice model he
soon found the failure of his model to account for the observed value of
saturation magnetization in     Ni-Zn system. In Ni ferrite when Ni is substituted
with Zn, initially the observed moments of Zn substituted Ni ferrite can be
accounted for by the Neel’s model. Neel predicts an inverse structure for Ni
ferrite. When Zn is substituted with Ni, the Zn2+ ions preferentially occupy the A
sites forcing the Fe3+ to occupy B sites replacing Ni2+ ions. So according to Neel
model one expects the resultant moment to increase monotonously from 2 µB to
10 µB (of hypothetical ferromagnetic pure Zn ferrite). But in fact the Neel’s trend
is followed only up to little substitution of Zn in Ni ferrite. A further increase of Zn
causes deviation from the straight line and then total reversal occurs with any
increment of Zn [25]. Neel proposed that qualitatively the observed variation can
be accounted for by assuming that a B site magnetic ion with less than two
linkages with A magnetic ions, did not contribute to ferrimagnetism [26].
Gellio elaborated this basic idea in his treatment. According to him an
indefinitely long chain of MA – O – MB linkages in ferrite breaks with the
incorporation of non-magnetic ions in the lattice. The statistics developed by him
assumes
A magnetic ion that doesn’t form linkage with any other magnetic ion in the
other sub-lattice is excluded from participating in ferrimagnetism.
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1) If a magnetic ion doesn’t interact with at least two magnetic ions in
different coordination, it doesn’t take part in cooperative process.
For the substitutional spinel oxides he derived the following equation after taking
into consideration the above discussed factors in a statistical approach.
m(kA, kB) = 2mB (1-kB)[1-EB(kA)] – mA(1 – kA)[1 – EA(kB)]
  with  EB(kA) = 6 kA5 - 5 kA6
  and  EA(kB) = 12 kB11 - 11 kB12  for spinel ferrite.
where mB, mA are the two sub-lattice magnetizations, kB, kA  are the fraction of
magnetic ions concentrations on two sites.
The limitations of Gilleo model
1) In the derivation of the above expression it is tacitly assumed that the
character of superexchange interactions doesn’t change with the dilution.
So it is valid only when all the magnetic ions are identical and there is no
appreciable changes in lattice dimensions with the substitutions.
2) It doesn’t tell any thing about low temperature effect.
3) It doesn’t throw light on the excluded regions whether they contribute to
paramagnetic behaviour or there is any other type of ordering taking
place.
Now we shall discuss about the localized canting approach as mentioned above.
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Localised Canting Spin approach:
The early model developed by Geller and others [27 – 32] were based on
random canting of localized moment in a given sub-lattice. The central postulate
was of the variation of exchange constants in a local environment.
The basic difference of localized canting treatment of Geller from the
Gellio’s statistical linkage approach and from uniform canting approach of Y.K.
and spiral type of model, is as follows: The Gellio’s statistical model has a basis
in random distribution of incomplete super exchange interactions. So the
observed magnetization is assumed due only to the reason that some magnetic
ions do not take part in super exchange interaction. So the exchange interactions
are not propagated throughout the lattice. An effect of which is measured by
applying statistical approach. But no change in the character of super exchange
interaction is considered due to the presence of the diamagnetic ions. The
uniform canting approach on the other hand does take into consideration the
change in the character of the exchange interaction but it is taken to occur
throughout the lattice in uniform way. This approach also doesn’t take due
consideration of the influence of local environment on exchange interactions.
Geller’s treatment takes into account the essential parts of both the above
treatments. It takes the statistical approach of Gellio along with the due change in
exchange interactions because of local environment.
In the early model of Geller [27] the canting is assumed random. And
randomness of canting essentially should be taken, in his words, in the same
sense that the distribution of ions within the substituted sub-lattice is random.
Rosencwaig [33,34] presented a localized variant of Yafet Kittle calculations and
obtained local effective molecular field and local canting angles. White [35] and
Dickof [36] subsequently refined the Rosencwaig calculation to yield random
average local canting angles. It is given by
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Patton and Liu [37] provided the mathematical formulation of random localized
canting by considering many quantities on a site to site basis, which were taken
on average basis in earlier treatment, and maid it more quantitative. The
treatment yields the result as follows
21
11
.
BBBB
ABAB
AVL Jn
Jn
Cos =⋅
nij denote the magnetic ion concentration on particular sub-lattice sites. They
were able to explain the observed variation in saturation magnetization with
concentration in Li-Zn spinels.
Insulating spin glasses:
As have been mentioned that the type of different magnetic orderings
such as Neel type of ordering, Yafet Kittle type of ordering and Helical ordering
are associated with the most stable state for a particular  system for certain
values of the JBB/JAB ratio which varies with the non-magnetic substitution in the
spinel ferrites.
But all these actually represent the three dimensional long range ordering.
The question then arises is that can there truly exist a long range ordering at a
given dilute limit of magnetic ion concentration for these structures ?
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Villain [38] came forward with a concept of the insulating spin glass in spinel
ferrite due to the presence of frustration. He pointed out that the frustration is
inherent in the spinel lattice arising from strong competing antiferromagnetic
interactions.
The spin galss is characterized from theoretical point of view as connected
to practical impossibility of finding ‘true’ ground state. The frustration is inherent
in B sub-lattice where a B site form a tetrahedra. The frustration is due to the
nearest antiferromagnetic interactions. Many configurations having same
minimum energy are possible leading to highly degenerate ground state, which
prevents a long range ordering. The degeneracy, however, can be raised by
introducing a magnetic inhomogeneity  and a spin glass phase can be stabilized.
He proposed magnetic phase diagram shown in Fig10. Another phase he
brought out is semi-spin-glass phase, where a longitudinal component
contributes in long range ordering whereas transverse components show spin
glass behaviour.
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Fig.10 Schematic Phase diagram of cubic spinel at zero
temperature given by Villain. CA and CB are the
concentrations in magnetic ions on A and B sites
respectively. P, SG, SSG represent the
Paramagnetic, the Spin Glass and the Semi spin
Glass states. The double line represents a
collinear, ferrimagnetic phase  together with
isolated, paramagnetic spins.
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      Chapter: 3
     Materials preparation and methods of characterization
______________________________________________________________
3.1  Synthesis of ferrite materials:
Various methods are available for preparing solids, the method
adopted depending to a certain extent on the form of the desired product. A
crystalline solid may take the form of either a single crystal or polycrystalline
powder. In addition, fine particle (nano-sized) or thin film can also be prepared
by special preparative techniques [1, 2].
The present thesis reports the study of structural and physical
properties of different solid solution series of ferrite materials synthesized by
solid state reaction route [3]. The physical properties of ferrites are sensitive
to their microstructure, which can be controlled by the preparation conditions
and the type of substituents. There are several methods to synthesize ferrite
materials, namely
• Ceramic method (solid-state reaction)
• Wet Chemical method
• Sol-gel method
• Combustion method
• Citrate precursor method
• Hydrothermal synthesis
Out of these methods, probably the most widely used methods for the
preparation of polycrystalline solids (powders) is the direct reaction, in the
solid state (ceramic method) of a mixture of starting materials [4]. In the
ceramic technique it is necessary to heat a mixture of powders to much higher
temperatures, often 1000 0C to 1500 0C for reaction to occur at an appreciable
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rate. This means that both thermodynamic & kinetic factors are important in
solid state reaction; thermodynamic considerations show whether or not a
particular reaction should occur by considering the changed in free energy
that are involved; kinetic factors determine the rate at which the reaction
occurs.
A typical ceramic procedure can be outlined in the following steps:
? Initial mixing of reagents
? Palletizing
? Pre-sintering
? Re-grinding & Re-palletizing
? Final sintering
 For the synthesis of magnetic oxides through solid state reaction, the
oxide powders would be the obvious starting materials to use. These oxide
ingredients should be dried thoroughly prior to weighing, especially
hygroscopic ingredient. Fine-grained materials should be used if possible in
order to maximize surface areas and hence reaction rates. After the reactants
have been weighed out in the required amounts, they are mixed together. For
manual mixing of starting materials, this may be done with an agate mortar
and pestle. Homogenization of the mixture is aided greatly by adding sufficient
amount of a volatile organic liquid like acetone to form a paste. During the
process of grinding and mixing the organic liquid gradually volatizes and after
10 – 15 minutes it has usually evaporated completely.
For the subsequent reaction at high temperatures, it is necessary to
choose a suitable container material, which is chemically inert to the reactants
under the heating conditions used. Various inert refractory inorganic materials
are used for containers, such as crucibles of Al2O3, stabilized ZrO2 & SiO2.
Sometimes these containers are prone to attack at high temperature
especially by Alkali oxides. The heat treatment to be used depends upon the
form and reactivity of reactants. If one or more of the reactants is an oxysalts,
e.g. Li2CO3, the first stage of reaction must be the decomposition of the
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oxysalts and the mixture should be heated first at an appropriate temperature
for a few hours so that decomposition occurs in a controlled manner.
The solid-state reaction is often greatly facilitated by double sintering
method i.e. cooling and grinding the sample periodically. This is because
during heating, sintering and grain growth of both reactant and product
phases, usually occur in addition to the main reaction, causing a reduction in
the surface area of the mixture. The effect of regrinding is to maintain a high
surface area as well as to bring fresh surfaces into contact. The reaction rate
may also be speeded up by palletizing the samples prior to heating, thereby
increasing the area of contact between the grains. It is also possible to speed
up reaction rates, by increasing the temperature but additional problems occur
at high temperatures, especially the volatilization of ingredients. The
volatilization rates depends upon the composition also for instance using
Li2CO3 as a source of Li2O in reaction, melting begins to occur at ~ 7000C and
Li2CO3 evaporates quickly at high temperature when mixed with other
components the evaporation rates may be greatly reduced. All the spinel
ferrites studied in the present thesis have been synthesized by double
sintering ceramic technique.
The spinel ferrites are also prepared by semi-wet process i.e. co
precipitation as a precursor to solid state reaction. In normal ceramic method
the reactants are mixed together manually or mechanically and subsequent
reaction rate depends to a large degree on the particle size of reactants, the
degree of homogenization achieved and the contact between grains as well
as the reaction temperature. By using the wet process (co precipitation
method), it is possible to achieve good homogenization with a small particle
size and there by speed up the reaction rates. In this method the starting
solution is prepared in the form of chlorides, sulphate, nitrates. After
simultaneous precipitation of the hydroxides, precipitates are filtered and
dried. The resulting fine powder is a solid solution that contains the cations
mixed together essentially on atomic scale. The precipitated powders are
calcined in the usual way at high temperature (>10000C) but because of high
degree of homogenization lower reaction temperatures are sufficient for
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reaction to occur. This method is not suitable in cases where (i) the two
reactants have very different solubilities in water (ii) the reactants do not
precipitate at the same rates.
3.2    X-ray diffraction:
The products of solid state reaction or semi-wet route are usually in the
form of a powder or a sintered polycrystalline piece. The important and useful
technique in solid state physics, X- ray diffraction has been in use since the
early part of this century for the finger print characterization of crystalline
materials and for the determination of their crystal structures [5, 6]. X- rays are
electromagnetic radiations of wavelength ~ 1Å. By analogy with the diffraction
of light by an optical grating, crystals with their regularly repeating structure,
should be capable of diffracting radiation that has a wave length similar to the
inter atomic separation ~ 1 Å. Three types of radiations are used for crystal
diffraction studies; X- rays, electrons and neutrons. Of these, X-rays are by far
the most useful but electron and neutron diffraction both have important
specific applications. The X- ray wavelength commonly employed is the
characteristics Kα radiation, λ = 1.5418 Å, emitted by Copper. There are two
approaches used to treat X- ray diffraction by crystals
(i) The Laue equations
(ii)  Bragg’s law
The Laue equations provide a rigorous and mathematically correct way
to describe diffraction by crystals. The drawback is that they are cumbersome.
The alternative theory of diffraction based on Bragg’s law is much simpler and
is used almost universally in Solid State Physics [7]. The Bragg’s law is an
easiest example of scattering yielding structural information through scattering
of X- rays from a set of partially reflecting equally spaced parallel planes, it’s
intensity being modulated by constructive or destructive interference. For an
infinite set of such planes the only surviving reflection is one for which there is
constructive interference between waves reflected by each set of neighboring
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planes. Thus, the difference in path length between waves reflected from
adjacent planes separated by a distance d must be an integral multiple of the
wavelength,  λ. This leads to the Bragg’s law,
n λ  = 2 d sin θ
  where,
                 n   = order of diffraction
                 λ   = wavelength of the target used
                 d   = inter-planner distance
                 θ   = incident and reflection angle
The plane spacing equation for the cubic system is,
2
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where, (h, k, l) are Miller indices and a is lattice constant. By combining the
Bragg’s law with the plane spacing equation for the cubic system,
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where,  s = ( h2 + k2 + l2 )
Since the sum s is always integral and λ2/4a2 is a constant for any one
pattern, the problem of indexing the pattern of a cubic substance is one of
finding a set of integers s , which will yield a constant quotient when divided
one by one into the observed sin2θ values. Once, the proper integers s are
found, the indices (hkl) of each Bragg reflection can be written down by
inspection. A computer program has been developed in our laboratory for
indexing powder X-ray diffraction patterns.
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The basic principles involved in the structure determination have
already been discussed briefly. We saw that the crystal structure of a
substance determines the diffraction pattern of that substance or more
specifically, that the shape and size of the unit cell determine the angular
positions of the diffraction lines and the arrangement of the atoms within the
unit cell determines the relative intensities of the lines. It is interesting to study
the relation between atom position and intensity [8]. The problem is complex
because of the many variables involved. We have to consider how X-rays are
scattered by a single electron, then by an atom, and finally by all the atoms in
the unit cell. In this process we shall define the atomic scattering factor and
structure factor.
   When an electron is subjected to the X-rays, it will undergo the
oscillatory motion, which causes emission of an electromagnetic radiation of
the same frequency as that of the incident X-rays. This is an example of
coherent scattering and scattering intensity is given by the popular Thomson
equation,


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Where, K is a constant 7.94 × 10-30 m2, r is the distance from the scatterer. Let
us calculate the scattered intensity in the forward direction where the
polarization factor is always unity. Suppose that r is 1 cm then Isc/Io ≈ 10-26
which is feeble even in forward directions and it falls off in other directions as
the angle between the incident and scattered radiation increases. It shows
that the scattered intensities are much lesser than the intensity of the incident
radiation. The Thomson equation can give the exact intensity of scattered ray
provided one knows the intensity of the incident ray. Since it is hard to
calculate the exact values of the scattered and incident radiation therefore, for
all practical purposes the relative values of diffracted radiation are considered.
So, except the last term, called polarization factor, others can be omitted. The
polarization factor enters the equation simply because the incident radiation is
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unpolarized. The incoherent scattering which, also take place to some extent
is called the Compton scattering and doesn’t contribute to the interference.
When X-rays interact with an atom, all such contributions from
individual electrons add up to give rise to final intensity. In forward direction, it
is just the simple addition of all the scattered intensities from individual
electrons. But in other directions it is not so. This is because the scattered
rays from different electrons are perfectly in phase in forward direction. But as
the angle increases the phase difference gives rise to only partial interference.
The atomic scattering factor or form factor (fn) is the measure of this
efficiency, therefore,
electronan by  scattered  wave theof Amplitude          
atoman by  scattered  wave theof Amplitude=f
The atomic scattering factor for any atom in forward direction is Z
(atomic number). It decreases with θ. It also depends upon the wavelength of
the incident beam. The shorter the wavelength smaller will be the fn in actual
calculation it involves sinθ rather than θ. It depends on the quantity (sin θ)/(λ).
Its dependence on this quantity for Cu is shown in Fig. 1
Fig. 1 Variation of Atomic Scattering factor as a function
          of (sin θ)/(λ) for copper.
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This scattered rays from an atom combines with the scattered rays
from other atoms in unit cell. We have just seen that scattering from an
individual atom is given by form factor, which is direction dependent. Let us
see how the form factors of the scattered rays from different atoms in a unit
cell combine with each other. It is given by the structure factor,
∑ ++π⋅= N
i
)lzkyhx(i2
hkl eF nf
where, x, y, z are fractional atomic coordinates in a unit cell, fn is atomic
scattering factor of the pertaining atom. The summation is over all the N
atoms in unit cell. In general, F is a complex number and expresses both the
phase as well as amplitude of the resultant scattered wave.
Intensities of the diffracted lines in powder spectra:
In addition to the atomic scattering factor and structure factor there are
several other parameters affecting the relative intensities of Bragg reflection
lines are:
Multiplicity factor (P): It is the number of different planes in a form having
the same spacing. It depends on the crystal system.
Lorentz factor (L): It is defined as follows L = 1/(4sin2θcosθ). It is a
geometrical factor. It combines with the polarization factor and finally we have
a lorentz-polarization factor as θθ
θ
cos.sin
2cos1
2
2+
Temperature factor: It enters because of the thermal vibration of the atoms
at given temperature. For powder sample it is given by e-M, where M is a
factor depending on the mean square displacement of the atom in the
direction noraml to the reflecting planes. It is angle-independent for powder
samples. So for the purpose of relative intensity calculation it can be omitted.
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The final equation for intensity is given as,
I = |F|2.P    1 + cos2 θ    e -M
                  sin2 θ cos θ
The subject is discussed in detail in [6].
Table 3 Structure factors for an ideal spinel
3.3 Magnetic Measurements (Magnetometry):
The aim of magnetometry is to measure the magnetization (either
intrinsic or induced by an applied field) of a material. This can be achieved in
a number of ways utilizing various magnetic phenomena. The various types of
magnetometer fall within two categories:
(i) Measuring the force acting on a sample in an inhomogeneous magnetic
field:
? Magnetic balance
? Magnetic pendulum
(hkl) F
(111) 4 (- √2 bA + 2 bB)
(220) -8bA
(311) 4 (-√2 bA – 2 bB)
(222) 16 (bB – 2b0)
(400) 8 (-bA + 2bB + 4b0)
(331) 4 (√2bA – 2bB)
(422) 8bA
(333), (511) 4 (√2bA + 2bB)
(440) 8 (bA + 2bB + 4b0)
(531) 4 (√2bA – 2bB)
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(ii) Measuring the magnetic field produced by a sample:
? Hysteresis loop technique
? Vibrating Sample Magnetometer (VSM)
? Superconducting Quantum Interference Device (SQUID)
In order to provide background for magnetometry, various magnetic
phenomena are described below:
Magnetic Moments:
A magnet in a field has a potential energy, Ep, relative to the parallel
position given by Ep = -m.H where H is the applied field and m is the magnetic
moment [9]. From this the units of magnetic moment can be seen to be
Joule/Tesla (emu in cgs notation, where emu is an acronym for
Electromagnetic Unit). The origin of atomic magnetic moments is the
incomplete cancellation of electronic magnetic moments. Electron spin and
orbital motion both have magnetic moments associated with them but in most
atoms the electronic moments are oriented so that they cancel giving no net
atomic magnetic moment, leading to diamagnetism. If the cancellation of
electronic moments is incomplete then the atom has a net magnetic moment.
These magnetic atoms can display para-, ferro-, antiferro- or ferrimagnetic
ordering depending upon the strength and type of magnetic interactions and
external parameters such as temperature. The magnetic moments of atoms,
molecules or formula units are often quoted in terms of the Bohr magneton,
which is equal to the magnetic moment due to electron spin µB =  eh/4πme =
9.27 x 10 –24 J / T e.g. the atomic moment is 2.22 µB/atom for metallic iron and
10.34 µB/atom for metallic holmium. The Bohr magneton is derived from three
fundamental constants; electronic charge e , electronic mass me and Planck’s
constant h , the Bohr magneton is a natural unit of magnetic moment in the
same way that e is a natural unit of electric charge.
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Magnetization:
The output from a magnetometer, a single value of magnetic moment
for the sample, is a combination of the magnetic moments on the atoms within
the sample, the type and level of magnetic ordering and the physical
dimensions of the sample itself. The moment is also affected by external
parameters such as temperature and applied magnetic field. The Intensity of
Magnetization, M, is a measure of the magnetization of a body. It is defined as
the magnetic moment per unit volume or M = m/V, with units of Am (emu/cm3
in cgs notation) [9]. A sample contains many atoms and their arrangement
affects the magnetization. In Fig. 2(a) a magnetic moment m is contained in
unit volume. This has a magnetization of m A / m. Fig. 2(b) shows two such
units, with the moments aligned parallel. The vector sum of moments is 2m in
this case, but as the both the moment and volume are doubled M remains the
same. In Fig.2(c) the moments are aligned antiparallel. The vector sum of
moments is now zero and hence the magnetization is zero A/m.
Fig. 2: Effect of moment alignment on magnetization: (a) Single magnetic
moment, m , (b) two identical moments aligned parallel and (c) antiparallel to
each other.
Scenarios (b) and (c) are a simple representation of ferro- and
antiferromagnetic ordering. Hence we would expect a large magnetization in a
ferromagnetic material such as pure iron and a small magnetization in an
antiferromagnet such as α–Fe2O3.
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Magnetic Response:
The response of a material to a magnetic field is quantified by two
quantities: the susceptibility, χ, which is the variation of magnetization, M, with
applied field, H, i.e. χ = M/H and the permeability, µ , the variation of magnetic
induction, B = µ0(H + M), with applied field, µ = B/H. Permeability is often
quoted relative to µ0 =  4π × 10-7H/m , the permeability of a vacuum or (within
a high degree of accuracy) air. The susceptibility and permeability of a
material depends upon its magnetic characteristics.
Hysteresis:
From hysteresis curves, values such as saturation magnetization,
remnant magnetization and coercivity are readily observed. More detailed
curves can give indications of the type of magnetic interactions within the
sample. Hysteresis is a subject, which covers a wide range of behaviour in
materials, both in magnetism and other disciplines.
Diamagnetism and Paramagnetism:
The response of a material to an applied field is an essential tool of
magnetometry. The intensity of magnetization depends upon both the
magnetic moments in the sample and the way that they are oriented with
respect to each other, known as the magnetic ordering.
Diamagnetic materials, which have no atomic magnetic moments, have
no magnetization in zero field. When a field is applied a small, negative
moment is induced on the diamagnetic atoms proportional to the applied field
strength.
In a paramagnet the atoms have a net magnetic moment but are
oriented randomly throughout the sample due to thermal agitation, giving zero
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magnetization. As a field is applied the moments tend towards alignment
along the field, giving a net magnetization which increases with applied field
as the moments become more ordered.  As the field is reduced the moments
become disordered again by their thermal agitation. The M Vs H plots is linear
where u <<kT
Ferromagnetism:
The M Vs H plots for a ferromagnetic material are more complex than
those for diamagnets or paramagnets. The magnetic hysteresis (M Vs H) is
an important tool in magnetometry. The soft and hard magnetic materials give
different types of hysteresis (as it exhibits hysteresis)   Fig. 3 shows the main
features of such a curve for a simple ferromagnet.
Fig. 3: Schematic of a magnetization hysteresis loop in a ferromagnetic
material showing the saturation magnetization, Mx , coercive field, Hc, and
remanent magnetization, Mr. Virgin curves are shown dashed for nucleation (1)
and pinning (2) type magnets.
In the virgin material (point 0) there is no magnetization. The process of
magnetization, leading from point 0 to saturation at M = Mx, is outlined in
63
Figure.5 [9]. Although the material is ordered ferromagnetically it consists of a
number of ordered domains arranged randomly giving no net magnetization.
This is shown in Fig.4 (a) with two domains whose individual saturation
moments, Mx, lie antiparallel to each other.
Fig. 4: The process of magnetization in a demagnetised ferromagnet.
As the magnetic field, H, is applied, (b), those domains which are more
energetically favourable increase in size at the expense of those whose
moment lies more antiparallel to H. There is now a net magnetization, M.
Eventually a field is reached where all of the material is a single domain with a
moment aligned parallel, or close to parallel, with H. The magnetization is now
M = Mx cosθ where θ is the angle between Mx along the easy magnetic axis
and H. Finally Mx is rotated parallel to H and the ferromagnet is saturated with
a magnetization M = Mx.
The process of domain wall motion affects the shape of the virgin
curve. There are two qualitatively different modes of behaviour known as
nucleation and pinning [10] shown in Fig.3 as curves 1 and 2 respectively.
In a nucleation-type magnet saturation is reached quickly at a field much
lower than the coercive field. This shows that the domain walls are easily
moved and are not pinned significantly. Once the domain structure has been
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removed the formation of reversed domains becomes difficult, giving high
coercivity. In a pinning-type magnet fields close to the coercive field are
necessary to reach saturation magnetization. Here the domain walls are
substantially pinned and this mechanism also gives high coercivity.
Remanence:
As the applied field is reduced to 0 after the sample has reached
saturation the sample can still possess a remanent magnetization, Mr. The
magnitude of this remanent magnetization is a product of the saturation
magnetization, the number and orientation of easy axes and the type of
anisotropy symmetry. If the axis of anisotropy or magnetic easy axis is
perfectly aligned with the field then Mr ≅ Ms, and if perpendicular Mr ≅ 0.
At saturation the angular distribution of domain magnetizations is
closely aligned to H. As the field is removed they turn to the nearest easy
magnetic axis. In a cubic crystal with a positive anisotropy constant, K1, the
easy directions are <100>. At remanence the domain magnetizations will lie
along one of the three <100> directions. The maximum deviation from H
occurs when H is along the <111> axis, giving a cone of distribution of 550
around the axis [11]. Averaging the saturation magnetization over this angle
gives a remanent magnetization of 0.832Ms
In a system with uniaxial anisotropy with positive K1 at remanence the
magnetization vectors cover a hemicircle in a two-dimensional system and a
hemisphere in a three-dimensional system. These give Mr ≅ 0.637 and Mr ≅
0.5 respectively [10].
These situations are for ideal cases and can be modified greatly by
further interactions and sample characteristics.
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Coercivity:
The coercive field, Hc, is the field at which the remanent magnetization
is reduced to zero. This can vary from a few A / m for soft magnets to 107A /
m for hard magnets. It is the point of magnetization reversal in the sample,
where the barrier between the two states of magnetization is reduced to zero
by the applied field allowing the system to make a Barkhausen jump to a
lower energy. It is a general indicator of the energy gradients in the sample
which oppose large changes of magnetization.
The reversal of magnetization can come about as a rotation of the
magnetization in a large volume or through the movement of domain walls
under the pressure of the applied field. In general materials with few or no
domains have a high coercivity whilst those with many domains have a low
coercivity. However, domain wall pinning by physical defects such as
vacancies, dislocations and grain boundaries can increase the coercivity.
Fig. 5: Shape of hysteresis loop as a function of θH, the angle between
anisotropy axis and applied field H, for: (a) θH = 00, (b) 450 and (c) 900.
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The loop illustrated in Fig.3 is indicative of a simple bistable system. There
are two energy minima: one with magnetization in the positive direction, and
another in the negative direction. The depth of these minima is influenced by
the material and its geometry and is a further parameter in the strength of the
coercive field. Another is the angle, θH, between the anisotropy axis and the
applied field. Fig. 5 shows how the shape of the hysteresis loop and the
magnitude of Hc varies with θH. This effect shows the importance of how
samples with strong anisotropy are mounted in a magnetometer when
comparing loops.
Antiferromagnetism:
Below TN the two sublattices of an antiferromagnet spontaneously
magnetize in the same way as a ferromagnet but the net magnetization is
zero due to the opposing orientation of the sublattice's magnetization. If an
external field, H, is applied a small net magnetization can be detected. The
resultant magnetization depends upon the orientation of the field with respect
to the magnetization or spin axis. If the field is applied parallel to the spin axis
the zero-field value of magnetization of one sublattice, A, is increased by ∆MA
whilst the other, B, is decreased by ∆MB. The net magnetization in the
direction of the field is then, M = |∆MA| + |∆MB|. If the field is applied
perpendicular to the spin axis each sublattice magnetization is turned from the
spin axis by a small angle, α, as shown in Fig.7 The spins reorient by angle α
given by , 2(HmA sinα ) = H,  where, HmA is the molecular field given by HmA =
2Eex·M, where Eex is the exchange energy and the resultant magnetization is
then equal to M = 2MAsinα . This magnetization is linear with applied field with
no hysteresis.
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Fig. 6: Rotation of sublattice magnetization under an applied field, H,
perpendicular to the spin axis.
Temperature Dependence:
A hysteresis curve gives information about a magnetic system by
varying the applied field but important information can also be gleaned by
varying the temperature. As well as indicating transition temperatures, all of
the main groups of magnetic ordering have characteristic
temperature/magnetization curves. These are summarized in Figs. 8 and 9. At
all temperatures a diamagnet displays only any magnetization induced by the
applied field and a small, negative susceptibility.
The curve shown for a paramagnet is for one obeying the Curie law,
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and so intercepts the axis at T = 0. This is a subset of the Curie-Weiss law,
where θ is a specific temperature for a particular substance (equal to 0 for
paramagnets).
Fig.7: Variation of reciprocal susceptibility with temperature for: (a)
antiferromagnetic, (b) paramagnetic and (c) diamagnetic ordering.
Fig. 8: Variation of saturation magnetization below, and reciprocal
susceptibility above Tc for: (a) ferromagnetic and (b) ferrimagnetic ordering.
Above TN and Tc both antiferromagnets and ferromagnets behave as
paramagnets with 1/χ linearly proportional to temperature. They can be
distinguished by their intercept on the temperature axis,T = θ. Ferromagnetics
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have a large, positive θ , indicative of their strong interactions. For
paramagnetics θ ≅ 0 and antiferromagnetics have a negative θ.
The net magnetic moment per atom can be calculated from the
gradient of the straight line graph of 1/χ versus temperature for a
paramagnetic ion, rearranging Curie's law to give
where A is the atomic mass, k is Boltzmann's constant, N is the number of
atoms per unit volume and x is the gradient.
Ferromagnets below Tc display spontaneous magnetization. Their
susceptibility above Tc in the paramagnetic region is given by the Curie-Weiss
law [11]
where g is the gyromagnetic constant. In the ferromagnetic phase,
magnetization M(T) is given by M(T)/M(0) = 1- AT3/2 , where A is a constant.
The susceptibility of an antiferromagnet increases to a maximum at TN
as temperature is reduced, then decreases again below TN. In the presence of
crystal anisotropy in the system this change in susceptibility depends on the
orientation of the spin axes: X|| decreases with temperature whilst X⊥ is
constant. These can be expressed as
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where, C is the Curie constant and θ is the total change in angle of the two
sublattice magnetizations away from the spin axis, and
where ng is the number of magnetic atoms per gram, B’ is the derivative of the
Brillouin function with respect to its argument a’, evaluated at a0’, µH is the
magnetic moment per atom and γ is the molecular field coefficient.
3.4 Mössbauer Spectroscopy:
Nuclei in atoms undergo a variety of energy level transitions, often
associated with the emission or absorption of a gamma ray. In a free atom the
nucleus recoils, due to conservation of momentum, resulting in the emitted
gamma ray being of lower energy than the nuclear transition energy. The
same is observed in absorption where the absorbing nucleus recoils, meaning
the energy of the resonantly absorbed photon has to be greater than that of
the transition.Thus, in these circumstances, resonant emission or absorption
doesn't occur.
The Heisenberg Natural Linewidth and random thermal motion leads to
line broadening and thus an overlap of the two energies in this simple regime
but the effect is extremely small. In 1957 Rudolph Mössbauer discovered the
phenomenon of Recoil-Free Nuclear Resonance Fluorescence [12]; a
phenomenon later to become commonly known as the “Mössbauer effect''.
The two main obstacles in the path of achieving nuclear resonant
emission and absorption are the recoil energy shift and the thermal Doppler
shift. Fig. 9 shows an isolated atom in the gas phase undergoing a nuclear
transition from an excited state, Ee, to the ground state, Eg.
71
Fig. 9: Recoil in a free nucleus during gamma ray emission.
The recoil kinetic energy of the free nucleus, ER, is proportional to the
mass of the nucleus, M, and the energy of the emitted gamma ray, Eγ, and is
given by,
The gamma ray energy will also be broadened into a distribution by the
Doppler-effect energy, ED = Mv.Vx, which is proportional to the initial velocity,
Vx, from the random thermal motion of the atom, and v from the recoil of the
nucleus. This can be expressed as
where Ek is the mean kinetic energy per translational degree of freedom of a
free atom[13].
Heisenberg Natural Linewidth also broadens the lineshape. The
uncertainty in the mean lifetime of the excited state, ∆t, is related to the
uncertainty in the energy of the excited state, ∆E, by the Heisenberg
uncertainty principle
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Typical values of the linewidth broadening due to this are of the order
of 106 times less than that due to ER and ED for isolated atoms and can be
neglected in this case.
The same equations apply for absorption. This leads to a distribution of
emitted and absorbed gamma ray energies as shown in Fig 10. The
resonance overlap is extremely small and so practically useless as the basis
of a technique.
Fig. 10: Gamma ray energy distributions for emission and absorption in free
atoms. The overlap is shown shaded and not to scale as it is extremely small.
The Mössbauer effect occurs when atoms are in a solid lattice or
matrix. The chemical binding energies in solids (1-10eV) are much greater
than free atom recoil energies, ER. The mass, M, recoiling then becomes
effectively that of the entire crystal, which can be of the order of 1015 greater
than a single atom. It can be seen from equations that ER and ED will now be
negligible in this case.
However, although the nucleus is bound within the lattice it is still free
to vibrate. The recoil energy can still be transferred to the lattice as a
quantised lattice vibration, or phonon. If the recoil energy is less than the
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lowest quantised vibrational mode then a recoil-free event will occur. The
probability of such an event is governed by the recoil-free factor, f, which is
given as
where <x2> is the mean square vibrational amplitude of the emitting or
absorbing nucleus.[13] It can be seen that f decreases exponentially with the
square of the gamma ray energy; this is why the Mössbauer effect is only
detected in isotopes with a very low lying excited state. The other dependent
factor, <x2>, is a function of both the binding strength and temperature. The
optimum f factor, and hence the best signal/noise ratio, is obtained for
isotopes with very low lying excited states at temperatures well below their
Debye Temperature,φD. A good example is 57Fe,  with a Mössbauer gamma
ray energy of 14.41 KeV and a φD of 470K, allowing strong signals to be
recorded at room temperature.
Earlier the Heisenberg Natural Linewidth (HNL) was ignored as being
totally negligible compared to ER. However, in recoil-free events ER is 0 and
hence the HNL becomes the major limit on the resolution of the gamma ray
energies.
This spread in energies of width Γs is 4.67 × 10-9 eV in 57Fe. Compared
to the Mössbauer gamma ray energy of 14.41 KeV for this isotope this gives a
resolution of ~1 in 1012. This is an incredibly high level of energy resolution
and is of the order of nuclear hyperfine interactions. Hence, the Mössbauer
effect can be used to probe the electronic environment of a sample via the
hyperfine interactions.
The technique of Mössbauer spectroscopy involves using the gamma
rays emitted from the nuclei of a radioactive source to probe those in the
sample to be studied. The source contains the parent nucleus of the
Mössbauer isotope, embedded in a rigid matrix to ensure a high f factor. The
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gamma rays emitted from this are passed through the material being
investigated and those transmitted through the absorber are detected and
counted.
If the nuclei in the source and absorber are in the exact same
environment (ie the energy of the nuclear transition is equal in both nuclei) the
gamma rays will be resonantly absorbed and an absorption peak will be
observed.
In order to probe the energy levels in nuclei in different environments
we must scan the energy of the Mössbauer gamma ray. This is achieved by
moving the source relative to the absorber. The Doppler effect produces an
energy shift in the gamma ray energy allowing us to match the resonant
energy level(s) in the absorber.
The simplest case is shown in Fig.11. The spectrum recorded is a plot
of transmission intensity versus source velocity in mms. The x-axis, through
the Doppler effect on the gamma ray energy, is effectively an energy scale.
The lineshape of the recorded peak in a thin sample is theoretically a
Lorentzian, with a FWHM of twice the uncertainty in the energy of the excited
state Γ.
Fig. 11: Example Mössbauer spectrum showing the simplest case of emitter
and absorber nuclei in the same environment. The uncertainty in the energy of
the excited state, Γ, is shown exaggerated.
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Hyperfine Interactions:
The interaction between a nucleus and its surrounding environment is
known as a hyperfine interaction. These interactions are very small compared
to the energy levels of the nucleus itself but the extreme energy resolution of
the Mössbauer effect enables these interactions to be observed. The
hyperfine interactions may shift energy levels or lift their degeneracy. Both of
these variations will affect the shape of a Mössbauer spectrum.
The nuclear Hamiltonian can be expressed as
where H0 represents all of the terms of the Hamiltonian other than the
hyperfine interactions. E0 refers to the electric monopole interactions, M1 the
magnetic dipole interactions and E2 the electric quadrupole interactions.
These effects will be discussed in turn with reference to their physical causes
and their effects on the Mössbauer spectrum lineshapes and positions.
Center Shift:
The Center Shift (CS) of a Mössbauer spectrum, which sets the
centroid of the spectrum, is composed of two factors: the Chemical Isomer
Shift, δ, and the Second Order Doppler Effect (SODS), meaning that
Chemical Isomer Shift (δ):
The Isomer Shift arises due to the non-zero volume of the nucleus and
the electron charge density due to s-electrons within it leading to an electric
monopole (Coulomb) interaction which alters the nuclear energy levels. The
volume of the nucleus in its ground and excited states are different and the s-
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electron densities are affected by the chemical environment. This relationship
between s-electron density and nuclear radius is given by
where <Rg2> and <Re2> are the mean square radii of the ground and excited
nuclear states, |ψs(0)E|2 and |ψs(0)A|2 are the electron densities at the emitting
and absorbing nuclei and Z is the atomic number [13].
Any difference in the s-electron environment between emitter and
absorber thus produces a shift in the resonance energy of the transition. This
shift cannot be measured directly and so a suitable reference is necessary,
such as a specific source or an absorber. In all of the results presented in this
thesis isomer shifts are quoted relative to α-Fe at room temperature (any
isomer shifts quoted from other work which use a different calibration material
are quoted relative to α-Fe in this thesis for consistency).
The Isomer Shift is good for probing the valency state of the
Mössbauer atom. As the wavefunctions of the s-electrons penetrate into outer
shells changes in these shells will directly alter the s-electron charge density
at the nucleus. For example, Fe2+ and Fe3+ have electron configurations of
(3d)6 and (3d)5 respectively. The ferrous ions have less s-electron density at
the nucleus due to the greater screening of the d-electrons. This produces a
positive Isomer Shift greater in ferrous iron than in ferric.
Second Order Doppler Shift (SODS):
The Second Order Doppler Shift (SODS) is a temperature-dependent
effect on the center shift of a Mössbauer spectrum. Above 0 K atoms in a
lattice oscillate about their mean position. The frequency of this oscillation is
of the order of 1012 Hz meaning that the average displacement during the
lifetime of a Mössbauer event is zero. However, the second term in the
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Doppler shift depends on v2 leading to the mean square displacement being
non-zero. This energy shift is given by
For 57Fe in the high temperature limit this gives a change of +0.07 mms-1 for a
decrease of 100K [13].
Electric Quadrupole Splitting:
A nucleus that has a spin quantum number I > ½ has a non-spherical
charge distribution. The magnitude of the charge deformation, Q, is given by
where e is the charge on the proton, ρ is the charge density in a volume
element dτ at a distance r from the center of the nucleus and making an angle
θ to the nuclear spin quantisation axis. The sign of Q indicates the shape of
the deformation. Negative Q is due to the nucleus being flattened along the
spin axis, an elongated nucleus giving positive Q [13].
An asymmetric charge distribution around the nucleus causes an
asymmetric electric field at the nucleus, characterised by a tensor quantity
called the Electric Field Gradient (EFG) ∇E. The electric quadrupole
interaction between these two quantities gives rise to a splitting in the nuclear
energy levels. The interaction between nuclear moment and EFG is
expressed by the Hamiltonian
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where ∇E may be written as
where V is the electrostatic potential.
There are two contributions to the EFG (i) lattice contributions from
charges on distant ions and (ii) valence contributions due to incompletely filled
electron shells. If a suitable coordinate system is chosen the EFG can be
represented by three principal axes, Vxx, Vyy andVzz. If an asymmetry
parameter is defined using these axes as
where |Vxx| ≥ |Vyy| ≥ |Vzz| so that 0 ≤ η ≤ 1, the EFG can be specified by two
parameters: Vzz and η.
The Hamiltonian for the quadrupole interaction can be rewritten as
where I+ and I- are shift operators and Iz is a spin operator[13]
The excited state of 57Fe has a spin I = 3/2. The EFG has no effect on
the I = ½ ground state but does remove degeneracy in the excited state,
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splitting it into two sub-states mI = + ½ and mI = + 3/2 where the mI = + 3/2
states are higher in energy for positive Vxx. The energy eigenvalues for I = 3/2
have exact solutions given by
whilst the energies for higher spin states require analytical methods to
calculate the energies.
The now non-degenerate excited states give rise to a doublet in the
Mössbauer spectrum as illustrated in Fig. 12. The separation between the
lines, ∆, is known as the quadrupole splitting and is given by
with the line intensities being equal for polycrystalline samples. Texture or
orientation effects can lead to asymmetric doublets.
Fig. 12: The effect on the nuclear energy levels for a 3/2 → ½ transition, such as in 57Fe or
119Sn, for an asymmetric charge distribution. The magnitude of quadrupole splitting, ∆ is
shown.
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As the nuclear quadrupole moment is fixed the magnitude and sign of
∆gives information about the sign of the EFG and magnitude of η.
Magnetic Hyperfine Splitting:
Magnetic hyperfine splitting is caused by the dipole interaction between
the nuclear spin moment and a magnetic field ie Zeeman splitting. The
effective magnetic field experienced by the nucleus is a combination of fields
from the atom itself, from the lattice through crystal field effects and from
external applied fields. This can be considered for now as a single field, H,
whose direction specifies the principal z axis.
The Hamiltonian for the magnetic hyperfine dipole interaction is given as
where µN is the nuclear Bohr magneton, µ is the nuclear magnetic moment, I
is the nuclear spin and g is the nuclear g-factor[13].
This Hamiltonian yields eigenvalues of
where mI is the magnetic quantum number representing the z component of I
(ie mI = I, I – 1, ..., -I). The magnetic field splits the nuclear level of spin I into
(2I + I) equispaced non-degenerate substates. This and the selection rule of
∆mI = 0, +1 produces splitting and a resultant spectrum as shown in Fig. 14
for a 3/2 → ½  transition.
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Fig. 14: The effect of magnetic splitting on nuclear energy levels in the
absence of quadrupole splitting. The magnitude of splitting is proportional to
the total magnetic field at the nucleus.
This splitting is a combination of a constant nuclear term and a variable
magnetic term, influenced by the electronic structure. The magnetic field at
the nucleus has several terms associated with it. A general expression is
where H0 is the value of magnetic field at the nucleus due to an external
magnetic field, -DM is the demagnetising field, 4/3 πM is the Lorentz field, Hs
is the Fermi contact term, HL is the orbital magnetic term and HD is the dipolar
term. The demagnetising field and Lorentz field are usually negligible
compared to the other terms.
Hs is produced by the polarisation of electrons whose wavefunctions
overlap the nucleus, ie s-electrons. This polarisation is due to unpaired
electrons in the d or ƒ orbitals and gives an imbalance in spin density at the
nucleus from the difference in interaction between the unpaired electron with
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-electrons of parallel or antiparallel spin to its own. This can be expressed
formally as
HL arises from the net orbital moment at the nucleus caused by the orbital
motion of electrons in unfilled shells and given by
In transition metals L is usually quenched by interactions with the crystal field,
but it can be substantial in Rare Earth ions.
HD arises from the dipolar interaction between the nucleus and the spin
moment of 3d or 4ƒ electrons and can be expressed as
In transition metal compounds with cubic symmetry this has zero magnitude
but can be substantial in Rare Earths.
Combined Magnetic and Quadrupole Interactions:
When dealing with quadrupole or magnetic splitting separately with
chemical isomer shifts the recorded spectrum has uniform shifts of resonance
lines with no change in their relative separations. However, both the
quadrupolar and magnetic interactions depend upon angle and so when they
are both present the interpretation of the spectrum can be complex.
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The situation can be simplified a great deal if two assumptions are made:
1. The electric field gradient is axially symmetric with its principal axis, Vzz, at
an angle θ to the magnetic axis
2. The strength of the quadrupole interaction is much less than the magnetic
interaction, ie e2qQ << µH.
The solution to the Hamiltonian can then be solved by treating the
quadrupole interaction as a perturbation so that the resultant energy levels
are given by
giving a spectrum as in Fig. 14
Fig. 14: The effect of a first-order quadrupole perturbation on a magnetic
hyperfine spectrum for a 3/2 → ½ transition. Lines 2,3,4,5 are shifted relative
to lines 1,6.
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For most 57Fe spectra the result is a shift in the relative position of lines
1,6 with lines 2,3,4,5. For a positive quadrupole splitting lines 1,6 are shifted
positively relative to lines 2,3,4,5 and vice versa. The line separations are
equal when there is no quadrupole effect or when cosθ = 1/√3.
Spectrum Line Intensities:
The hyperfine interactions thus far have given the relative energies of
the various transitions taking place but have not given information on the
relative intensities of these transitions in the recorded spectrum. The
intensities arise from the coupling of two angular momentum states, which
can be expressed as the product of both an angular dependent term and an
angular independent term by
where C2(J) is the transition probability of the γ-ray transition between two
nuclear sub-levels, and Θ(J,θ)is the angular dependence of the radiation
probability at an angle θ to the quantisation axis.
The angular independent term is given by the square of the appropriate
Clebsch-Gordan coefficient
where J is the vector sum J = I1 + I2 and m is the vector sum m = m1 – m2
[13,14], J is the multipolarity of the radiation, J = 1 being dipolar and J = 2
being quadrupolar. As the multipolarity of the radiation increases the transition
probability decreases.
In 57Fe the 14.41 KeV transition is primarily dipolar and values for this
transition are given in Table 3.
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Table 3: Relative probabilities for a dipole 3/2 → ½ transition. C2 and Θ are the
angular independent and dependent terms arbitrarily normalised. Relative
intensities for = θ = 900 and θ = 00 are shown with arbitrary normalisation.
m2                  -m1               m            C            C2                 θ              θ = 900         θ = 00
+3/2       + ½           +1           1              3       1 + cos2θ            3              6
+ ½        + ½           0                  2           2sin2θ               4              0
- ½          + ½         - 1               1         1 + cos2θ            1               2
- 3/2        + ½        - 2       0              0               0                     0                0
+3/2         - ½        + 2       0             0              0                    0                  0
+ ½           - ½       + 1           1       1 + cos2θ               1                 2
- ½          - ½        0              2         2sin2θ                4                    0
-3/2          - ½      - 1     1                3       1 + cos2θ              3                    6
In a magnetic spectrum the intensities of the outer, middle and inner
lines are in a ratio derived from the product C2(J) Θ (J,θ). Using the values
from Table 3 gives
from which it can be seen that the outer and inner lines are always in the ratio
of 3:1 whilst the middle line varies between 0 → 4 with angle. In
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polycrystalline samples there is no angular dependence and thus the intensity
depends only on C2J, giving a sextet of 3:2:1:1:2:3.
Non-magnetic spectra with quadrupole splitting have several
degenerate transitions and the intensity of the two lines are in the ratio
Relaxation Phenomena:
There are many contributions to the hyperfine field at the nucleus as
seen in Equation, but the major contributor for transition metals such as 57Fe,
when in zero applied field, is Hs. This arises from the polarising effect of
unpaired electron spins with the direction of the field being related to that of
the electron spins. However, this direction is not invariant and can flip after a
period of time. This is the relaxation phenomenon. The effects upon the
Mössbauer lineshape depend upon the relative time scales of measurement
and the relaxation mechanism, there being three time scales to consider: the
lifetime of the Mössbauer event, the Larmor precession time and the
relaxation time.
The lifetime of the Mössbauer event, τm, which is also the limiting time
scale of the measurement technique, is determined by the Heisenberg
uncertainty relationship as shown in Equation  For 57Fe this is of the order of
10-7 s.
The second time scale to consider is the minimum time required for the
nucleus to detect the hyperfine field. This is usually assumed to be equal to
the Larmor precession time, τl, which can be considered as the time taken for
a nuclear spin state, I, to split into (2I + 1) substates under the influence of a
hyperfine field. τl is proportional to the magnitude of the hyperfine field (and
hence related to the nuclear energy levels as in Equation  with the following
relation
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where g is the gyromagnetic constant and µn is the nuclear Bohr magneton. In
iron oxides the hyperfine field is ~400 → 500kG giving τl of the order of 10-8 s.
This means that τm >> τl and hence the hyperfine fields are detectable by the
technique.
The final time scale is the relaxation time, τr, associated with the time
dependent fluctuations of the electron spin. For the hyperfine field to be
observed it must remain constant at the nucleus for at least one Larmor
precession period.
There are three regimes which are important when considering the
effect of relaxation on the Mössbauer lineshape:
If τr >> τl then the hyperfine field is static during a single Larmor precession
period. The spectral lines are narrow and Lorentzian in shape.
If τr << τl then the nucleus experiences a time averaged hyperfine field. The
magnitude is less than the value obtained for a static field as the interaction
will have changed many times during a single precession period and tends to
zero as τr decreases. Narrow Lorentzian lines are still observed.
If τr ≈ τl then resonance between the relaxation and the precession occurs
leading to complex spectra and broadened lineshapes. As τl is proportional to
the energy difference between the spectral lines τl for the outer lines will be
less than for the inner lines, causing the inner lines of a sextet to broaden and
disappear before the outer ones[15,16,17].
The two main mechanisms involved in the spin relaxation are Spin-
Spin and Spin-Lattice relaxation.
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Spin-Spin Relaxation:
This involves energy transfer between interacting spins via dipole and
exchange interactions. The relaxation rate depends heavily on the
concentration of paramagnetic ions in the sample. This mechanism is largely
temperature independent. The relaxation rate can be expressed as
where i and ƒ are the initial and final spin states, H is the Hamiltonian of the
mechanism and φ is a phase factor
Spin-Lattice Relaxation:
This mechanism involves energy transfer between the electron spin
and lattice phonons mostly via the spin-orbit interaction but also weakly
through dipolar interactions. The relaxation rate is of the same form as
Equation but with φ now involving the population of phonon modes. This leads
to the spin-lattice contribution to relaxation being strongly temperature
dependent.
3.5 Electrical resistivity, Thermo-Electric power and Dielectric constant:
Most of the oxide spinels not containing transition metal ions are very
good insulators at room temperature [18]. This behaviour may be understood
as due to a large energy gap (often of several eV) between the occupied
valence band primarily formed by the oxygen 2p states and the empty
conduction band. The actual values of electrical conductivity and the
activation energies are then usually controlled by impurity levels within the
gap. With the presence of the transition metal ions additional energy levels
and/or narrow bands are introduced usually also lying in the gap.  This need
not necessarily change the picture of the electronic charge transport very
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much provided that transport within the partly occupied d levels (bands)
themselves does not dominate. In particular, many oxide spinels with 3dn ions
in the tetrahedral positions only possess a very low conductivity. The same is
true for pure stoichiometric spinels having only one kind of ions on equivalent
crystallographic sites such as the normal spinels ZnFe2O4 and CdFe2O4 or
ordered Li0.5Fe2.5O4. A considerable increase of the electrical resistivity is
usually connected with the combined effect of disorder and the presence of
cations able to change easily their valence states or actually coexisting with
different valencies in the material. Typical examples are divalent and trivalent
Fe or Co ions in the octahedral positions. The charge transfer may then be
effectuated by hopping of electrons or holes between equivalent ions (valency
exchange) which is a rather easy process. The sign of Seebeck coefficient
(Thermo-electric power) is often helpful in clarifying the nature of the
dominating charge carriers and the mechanism of their motion.
The electrical transport properties of Fe spinels (ferrites) and their solid
solutions are most relevant for the scope of the present thesis work. The
magnetite Fe3O4 has high value of DC conductivity at room temperature ~ 250
Ω-1cm-1 and peculiar character of the conductivity versus temperature
dependence. The substitution in magnetite may lead to hindrance to the free
motion of electronic charge carriers after exceeding certain critical
concentration of substituent due to Anderson localization [19]. At finite
temperatures they may be thermally activated to hop to other ions and
contribute to the electrical transport. The existence of hopping in the Fe2+ -
Fe3+ pairs in condition of a local potential was demonstrated in Mossbauer
spectra of Ti substituted Zn ferrites.
The range of resistivity values of ferrite and garnet materials is wide
from 10-4 to 109 Ω.m at room temperature [20]. In ferrites, the high value of
resistivity is associated with the simultaneous presence of ferrous and ferric
ions on equivalent lattice sites (usually the octahedral sites). In nickel-zinc
ferrite it was found that the resistivity was about 10 Ω.m when the material
contained 0.42 percent by weight of ferrous oxide but this resistivity increased
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approximately one thousand fold when the specimen was more completely
oxidized [20].
A mechanism of conduction in stoichiometric ferrites is due to thermally
activated electron hopping as mentioned above. The extra electron on a
ferrous ion requires little energy to move to a similarly situated adjacent ferric
ion. The valence states of the two ions are interchanged. Under the influence
of an electric field, these extra electrons can be considered to constitute the
conduction current, jumping or hopping from one iron ion to the next.
Since the materials are semiconductors, their resistivity ρ should
decrease with increase in temperature according to a relation of the form
ρ = ρ0 exp (Eρ/kT)
This relation is indeed often observed and the activation energy Eρ can then
be interpreted as the energy required causing the electron jump referred to
above. The activation energy varies from several hundredths of eV for Fe2+
content to ~ 0.2 eV to 0.6 eV for stoichiometric ferrites. As would be expected
with such a conduction mechanism, the high activation energy is associated
with a high resistivity at room temperature. It has been found that the pre-
exponential factor ρ0 is almost fully determined by the Fe2+ concentration [21].
The ‘small polaron hopping’ model  which is believed to be relevant for the
conduction mechanism of ferrites, the activation energy Eρ is the sum of the
energy needed for removing the electron from an Fe2+ ( i.e. binding energy of
the polaron ) and of the mobility activation energy connected with transferring
an electron between Fe2+ and  Fe3+ ions. Thus, the higher value of electrical
resistivity and activation energy for stoichiometric ferrites is due to lack of Fe2+
ions. This is because the energy levels of M2+ ions in MFe2O4 are usually
situated below those of Fe2+ [18].
The Hall effect and thermo-electric properties are widely used innthe
interpretation of the conduction mechanism in semiconductors. The
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interpretation of Hall effect is more straightforward, it also gives precise
results. However, in the case of low mobility materials such as ferrites, it
difficult to measure the Hall effect; in these circumstances the thermo-electric
power measurement is the only alternative. The sign of the thermo-electric
emf gives vital information about the type of conduction in semiconductors-
whether it is p-type or n-type. Another important significance of thermo emf is
that it enables one to calculate the values of the charge carrier concentration.
The electrostatic interaction between conduction electron (or hole) and
nearby ion may result in a displacement of the latter and hence in polarization
of the surrounding region so that the carrier becomes situated at the centre of
a polarization potential well. The charge carrier is trapped at a lattice site, if
this potential well is deep enough. Its translation to the neighbouring site is
determined by thermal activation i.e. through strong electron-phonon
interaction. This situation is treated by introducing a ‘particle’ called a polaron.
Thus a conduction electron moves through a primarily ionic solid polarizes
and distorts the lattice in its vicinity. A polaron consists of the charge carrier
and the distortion of the lattice induced by the carrier itself. The polaron model
can explain the low mobility, Seebeck coefficient and thermally activated
hopping. In a nut shell, if the hopping electron becomes localized by virtue of
its interaction with phonons, then a small polaron is formed and the electrical
conduction is due to hopping motion of small polarons. The absolute
thermoelectric power (Q) assuming small polaron hopping is given by,
Q = (k/e) [ ln (N/n) + ST/k ]
where, N is the density of states or concentration of the electrical levels
involved in the conduction process, n the carrier concentration, k the
Boltzmann constant, e the charge of electron. ST  is the entropy transport by
the charge carriers, which is very small in oxide materials ( i.e. ~ 10µV/k ).
Therefore, the equation can be written as,
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Q = (k/e) [ ln (N/n) ]
Thus, the charge carrier concentration (n) can be calculated by using the
relation,
n = N exp (- Qe/k)
where, the density of states N in case of ferrites is 1022 /cm3 [25].
The dielectric material reacts to an electric field differently from a free
space because it contains charge carriers that can be displaced and the
charge displacement within a dielectric can neutralize a part of applied field,
which involve the bond charge neutralization by polarization of the dielectric.
There are various possible mechanisms for polarization in a dielectric
material.  One process common to all materials is electronic polarization, the
shift of center of the negative electron cloud in relation to the positive nucleus.
The second mechanism is displacement of positive and negative ions in
relation to one another called the ionic polarization. Then, there are
orientational and space charge polarization.  Thus, the total polarization of the
dielectric can be represented as the sum of the contributions of these
mechanisms,
α = αe + αi + αo+ αs
where  αe = electronic polarizability
 αi = ionic polarizability
 αo = orientational polarizability
 αs = space charge polarizability
In an ideal capacitor the electric charge adjusts itself instantaneously to
any change in voltage. In practice however, there is an inertia-to-charge
moment that shows up as a relaxation time for charge transport.
The polycrystalline ferrites are very good dielectric materials. The
intrinsic dielectric constant values are found to lie between 8 and 20. The very
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high dielectric constants often observed at low frequencies have been
ascribed to the effect of heterogeneity of the samples i.e. pores and/or surface
layers on grains causing poor electrical contact between them. Sometimes
some electronic polarization effect is supposed to be connected with the
conduction hopping mechanism itself, which also could contribute to the low
frequency dispersion of dielectric constant. At higher frequencies the
measured values may be regarded as insensitive to both of these
contributions and they are usually taken as actual intrinsic dielectric constants
corresponding to normal ionic and electronic polarizations. In the frequency
region of the lattice vibrations the ionic polarization becomes slow and damps
out (infrared absorption) while the electronic polarization is fast enough to
persist to the region of electronic excitations in near infrared and visible part of
the spectrum (crystal field and charge transfer transitions). As far as the
temperature dependence is concerned, dielectric constant usually increases
with increasing temperature together with the electrical resistivity.
   The dielectric properties of ferrites are dependent upon several factors
like the method of preparation, chemical composition and grain structure or
size.  When the ferrite powder is sintered under slightly reducing conditions,
the valence state change, the individual cation formed in the sample leads to
high conductivity and when such material is cooled in an oxygen atmosphere,
it is possible to form films of high resistivity over the constituent grains. The
ferrites behave as inhomogeneous dielectric material if the individual grains
are separated by either air gap or low conducting layer. Therefore, the ferrites
possess dielectric constant as high as 105   and are useful in designing
microwave devices such as isolators, circulators, etc. Even at low frequency
(102 Hz – 105Hz) this has aroused considerable interest. The prominent
studies were carried out by Koops [22], Rezlescu [20], Brockman [23] and
Josyulu [24]. In recent times, the polarization studies were further extended to
understand and interpret the earlier theories in a microscopic manner relevant
to different materials. These theories were also extended to interpret the low
frequency dielectric of ceramic materials including ferrites. Koops [22] gave a
phenomenological theory of dispersion based on the Maxwell – Wagner
interfacial polarization model for inhomogeneous dielectric structure. It was
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assumed that the solid consists of well conducting grains separated by poorly
conducting layers. This model explains a strong dispersion in dielectric
constant ε’’ at low frequencies. Thus, it is known that the dielectric constant of
polycrystalline ferrite is related to the average grain size of the specimens of
the same compositions.
_______
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    Chapter:  4
         Experimental Techniques
4.1 Synthesis of the solid solutions by ceramic technique:
The most widely used technique for the synthesis of polycrystalline
ferrite materials is the double sintering ceramic route (detailed discussion
given in the previous chapter), which is adopted for the present study. Three
different ferrite systems were prepared by ceramic technique in the present
study and the synthesis of each one is described below:
(a) Ni1-xCdxFe2-xCrxO4  (x = 0.0 to 0.9, step = 0.1)
The spinel ferrites are usually prepared at elevated temperatures by a
direct solid state reaction between oxide powders. Polycrystalline samples of
this solid solution series were prepared by double sintering ceramic
technique. Ten samples of the spinel system Ni1-xCdxFe2-xCrxO4 (x = 0.0 to
0.9, step = 0.1) were synthesized by the double sintering ceramic technique.
The starting materials were analytical grade powders of Fe2O3, Cr2O3, NiO and
CdO; all 99.9 % pure supplied by Thomas & Backer. The oxides were mixed
thoroughly in stoichiometric proportions to yield the desired compositions,
intensively wet ground and pre-sintered at 900 oC for 12 hrs. The pre-heated
powders were again wet-milled and the resulting powders were then
compressed in the form of pellets. The binder used was the mixture of stearic
acid and acetone, which evaporates at 300 0C. The pellets prepared by
compressing the fine powder with application of the pressure of about three
tones. The pellets were finally sintered in air at 1100 0C for 12 hrs and
furnace-cooled at the rate of 100 0C/hour.
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(b) CuFe2-2xAlxCrxO4  (x = 0.0 to 1.0, step = 0.1)
The samples of the   spinel solid solution series CuAlxCrxFe2-2xO4(x =
0.0 to 1.0, step = 0.1) were prepared by above-mentioned standard ceramic
technique. The starting materials were AR grade oxide powders of the
constituent metals: CuO, Fe2O3 (Thomas & Backer), Cr2O3, Al2O3 (BDH).  One
set of samples (0.2, 0.4, 0.6 and 0.8) was quenched from the final sintering
temperature (1100 0C) to liquid nitrogen temperature and the other one was
furnace-cooled to room temperature.
(c) Li0.5Fe2.5-2xAlxCrxO4  (x = 0.0 to 0.8, step = 0.2)
All the polycrystalline specimen of the spinel oxide series Li0.5Fe2.5-
2xAlxCrxO4 (x = 0.0 to 0.8, step = 0.2) were synthesized by the same double
sintering ceramic method. The ingredients were AR grade oxide powders:
Li2CO3, Fe2O3 (Thomas & Backer), Cr2O3, Al2O3 (BDH). The pre-sintering and
final sintering temperatures were 950 0C and 11000C, respectively.
All the final products were characterized by Energy Dispersive X-ray
Analysis (EDAX) and X-ray diffraction to ascertain purity and surety of their
chemical compositions and formation of single phase spinel structure. The
experimental details for both of these techniques are given in the following
paragraphs.
4.2 EDAX measurements:
If any element is bombard with the X- rays of high enough energy, it
will emit its ‘characteristic lines’. In most cases they are the Kα and Kβ lines.
They are called the characteristic lines to emphasize that the wavelengths of
them are fixed and characteristic to the emitting element. The phenomena are
called the fluorescence. It provides a basis for a method of chemical analysis.
If the different elements in the sample are bombarded with X – rays they will
emit their characteristic lines of different wavelengths thus providing
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identification of the elements. The X–ray spectrometer is used for this purpose
in two different modes:
Wavelength dispersive: In this mode the wavelengths of the emitted
radiation from sample are analyzed by diffracting the radiations through a
single crystal of known d value and obtaining the wavelength distribution.
Energy dispersive: In this mode diffraction of the radiation is not involved in
the process of analyzing the emitted radiation from the sample. The emitted
radiation is analyzed on the basis of their energies rather than their
wavelength.
Fluorescence Spectroscopy:
Suppose that monochromatic primary radiation of constant intensity
and wavelength λ is incident on an element, which has K absorption edge λk.
As we decrease λ, the fluorescence will not occur until λ is just shorter than λk
where the fluorescence intensity will be maximum. For further decrease in λ,
the fluorescence intensity will decrease in much the same manner as
absorption coefficient.
There are many other phenomena occurring along with the
fluorescence. They are ejection of an Auger electron, coherent and incoherent
diffracted radiations. The auger effect plays crucial role when the emitter is
any light element. The probability of fluorescence emission is much less in
such case. The other radiations contribute to the background in energy
dispersive spectrum.
The wavelength range generally used in fluorescence extends from
0.2Å to 20Å. The lower limit is generally imposed by the maximum voltage
that can be applied to the tube. The radiation of 0.2 Å wavelength would
cause the K fluorescence in Hf (Z = 72). For heavier elements than Hf, we can
use the L rather than K fluorescence. The upper limit on wavelength depends
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upon the equipment used. It is imposed due to the large absorption of long
wavelength fluorescence caused by just anything if encounters, such as air,
counter wind etc. The more important is the absorption by the elements it self
in this limit, particularly for the lighter elements. In case of the lighter
elements, the fluorescence radiation comes only from the surface because
the fluorescence radiation coming out from the interior is absorbed by the
element atoms. Thus, the total fluorescence intensity is only meager. This
puts limit on the detection of the lighter elements. Generally, commercial
spectrometer detect F (Z = 13), which is the lower limit of detection of
elements.
Design of the Spectrometer:
The essential parts of the Energy Dispersive spectrometer are shown
in the diagram below. It consists of i). The X – ray tube, ii) Specimen, iii) Si
(Li) counter & a FET preamplifier, both cooled by liquid Nitrogen and iv)
Multichanel Analyzer (MCA).
Energy Dispersive spectrometer
101
The sample specimen is bombarded with X – rays of enough high
energy generated from the X – ray tube. The fluorescence radiation, emitted
by the sample comprising of various wavelengths according to the various
elements present in the sample is analyzed and various wavelengths are
separated on the basis of their energies by means of a Si (Li) counter and a
multichanel analyzer (MCA).
The counter produces the pulses proportional in height to the energies
in the incident beam and MCA sorts out the various pulse heights. The
excellent energy resolution of the Si (Li) counter with FET preamplifier [1] and
the ability of the MCA to perform rapid pulse height analysis makes the
spectrometer to measure the intensities of all the spectral lines from the
sample in about a minute, unless there are elements in very low concentration
are to be determined. The extended treatment of apparatus for energy
dispersion is given elsewhere [1].
Chemical analysis:
The energy dispersive spectrometer is used to make a rapid chemical
analysis qualitatively. It can also be used for a semi quantitative, if not
quantitative, analysis. The energy dispersive spectrum one gets from this
spectrometer is the intensity (in counts) v/s energy spectrum. The energies in
keV cover all the K and L lines emitted by the samples. The analysis is done
with the help of the computer software. There is a table or chart of the
energies of all K and L lines arranged in consequent manner of all the
elements. The information from it is retrieved by the computer for assigning
any energy peak in the diagram with the respective element. Thus, from the
peak energy the elements present in the sample can be detected. The semi
quantitative analysis can be done with calculating the total number of counts
recorded for a particular energy. This examination is difficult to do manually
since all the energy peaks may not be well separated and may be diffused
with each other. Since the analysis needs the total area under the curve and
not the height of the peak, it is difficult to separate the contributions of each
peak. But computer software simulates the peaks with different areas under
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the curve and it checks their resultant effect when merged. It can separate out
the contribution from each peak in this manner. The relative concentrations of
the elements can be known, if not the absolute, from this analysis. All the
samples of the present study were characterized with EDAX at SICART,
V.V.Nagar (Gujarat state, India).
4.3 X-ray diffractometer:
There are several methods of getting the X –ray diffraction using a
crystal specimen, such as Laue method, rotating – crystal diffractometer
method, powder diffractometer method etc. The powder diffractometer in
particular is relevant to the present study. In this method the crystal to be
investigated is in the form of fine powder. Each particle of this powder is a tiny
crystal oriented totally at random with respect to the incident X – ray beam.
The method is of immense importance since it can take polycrystalline
specimen and thus it is not necessary to have a single crystal, which is not
always possible to grow. This method has widened the horizons of the
utilization of X – ray diffraction tool in great number of cases where single
crystals were not available.
The geometrical diagram of the diffractometer based on this method is
in the diagram and three main components are discussed in brief.
 X-ray tube: The X-ray tube is a high vacuum, sealed off unit, usually with a
copper, iron or molybdenum target. During the process of X-ray generation,
the target is cooled by the water circulation. The generated X-rays beam is
passed through thin beryllium window.
Detector: In addition to photographic film, the Geiger counter, the
proportional counter, the scintillation counter and some times semiconductors
are used in X-ray detection. The Scintillation counter is widely used. They
have shortest dead time of around 0.25 µsec and have nearly uniform and
high quantum efficiency throughout the important wavelength region.
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X-ray tube detector
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θ
θ sample
Goniometer
Goniometer: It comprises of two circular tracks. On outer track the X-ray tube
is usually made fixed. Detector is mounted on the arm moving on outer track.
The sample holder is fixed on the inner track. The inner track rotates at half
the angular distance than the outer arm. The movement of both the inner
track and outer arm is controlled by mechanical motors.
Since the mass of powder is equivalent to a single crystal rotated not
only about the one axis but in fact, about all possible axes, it has simplified to
get signature of all the planes in one shot. The specimen for this method is a
flat thin layer of powdered sample on a glass or a silicon single crystal holder.
The randomness in the orientations of small crystals (or crystallites in the
case of polycrystalline material) with respect to each other is such that there is
a presence of all possible orientations of crystals.
X-ray diffractometer
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In other words, there is a presence of a set of all permissible (hkl)
planes with different d value and oriented parallel to flat surface of the
specimen. Assume that the size of each crystal is such that it possesses
enough number of planes necessary for perfect constructive and destructive
interference. Now for any incident X-rays beam at angle θ, the detector is set
at angle 2θ with respect to the incident beam. At a particular value of 2θ, the d
spacing of any of the (hkl) planes fulfilling the Bragg’s condition will give
constructive interference and all other (hkl) planes will give perfect destructive
interference.
If the specimen and detector are now moved in such a way that the
specimen rotates half the angular distance than the detector in the same
angular direction, the incident angle θ can be changed and each time the
presence of Bragg peak can be detected. Thus, whole spectra of diffracted
intensities by various planes at different angles will be traced. The
experimental particulars regarding the X-ray diffractometer along with data
acquisition electronics is discussed at length in [2].
The X-ray diffractograms contained the information regarding the peak
positions and the intensity counts of respective peaks along with the plot and
other instrumental information. The first hand task is to confirm the
monophase structure. The spinel ferrites possess the cubic fcc structure and
so all the peaks are first indexed according to that structure. The indexing
provides instant check of the formation of monophase fcc structure. A
computer program was written in BASIC language for this purpose that does
the indexing of the X-ray peaks according to fcc structure and determines the
cell edge parameter by using the Nelson Relay method [2].
Once single phase is confirmed after indexing, one determines the
distribution of cations among lattice sites in the spinel ferrite structure from the
given X-ray intensity data. The programs developed for the intensity
calculation can extract the required information from the X-ray data to
reasonably good extent particularly when only the peaks positions and relative
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intensities are available.  The total intensity of the peak is an area under the
curve rather than peak height. This fact is more crucial at higher angle peaks
as the peak width increases with increase in 2θ. The relative heights of the
peaks then become misleading.
4.4 Low field AC Susceptibility:
The thermal variation of the low field AC susceptibility of these ferrite
samples was obtained by using the instrument, which consists of (i) magnetic
field unit (ii) magnetization unit and (iii) temperature unit. The magnetic field is
produced by a double coil set up i.e. Helmholtz coil, operating at a frequency
of 263 Hz with rms field varying between 0 to 10 Oe. The two coils are
oppositely wound relative to each other producing uniform magnetic field
along the axis perpendicular to the coils. For the magnetization measurement
a pick up coil is provided at the centre of a Helmholtz coil.
The temperature variation from RT to 800K was achieved using a
platinum wire wound silica tube, which acts as a furnace to heat the sample.
The over heating of the coil is avoided by water circulars system as a
precaution against the burning or leaking of the coil. The temperature was
sensed by Platinum – Rhodium thermocouple calibrated against the current in
the heating element. Variable current was provided to the heating element by
a variable power supply.
The sample tube is held in such a way that the sample material can be
located in the middle of the pick up coil. By applying the current to the
Helmholtz coil, the change in magnetization of the sample produces EMF in
the pick up coil. The signal is then digitized by an analog to digital converter
(ADC) and then fed to a digital panel meter. The block diagram and the
photograph of the susceptibility instrument are shown in the following pages.
The susceptibility measurements in the present study were taken for all the
samples at temperature ranging from RT to 800K.
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Block cum circuit diagram of susceptibility
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Susceptibility Apparatus
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4.5 Hysteresis loop tracer:
An alternating current electromagnet type high field (5 kOe) hysteresis
loop tracer [4, 5] is shown in the form of a photograph and block cum circuit
diagram in the next pages.  The essential components of this loop tracer is a
laminated silicon iron C- core used as an electromagnet that produces the
alternating magnetic field when energized by the main supply . The maximum
pick field obtainable with this type of iron core in a 4 mm pole gap is 5 kOe.
The energizing coil of the electromagnet is wound on a suitable former and
magnet is tuned to the main supply frequency (50 Hz) with fixed capacitor of 1
µF. The pick up coil is made of two rings on which thousand turns with 46
SWG super enameled copper wire are wound. These are held one above the
other in a vertical frame which is fixed vertically on a flat plate that can freely
move in and out of the pole gap. For any desired magnetic field a good
balance of the pick up coil can be achieved by adjusting the potentiometers
connected to the pick up coil circuit. The main advantage of this type of
hysteresis loop tracer is that with a quick transfer of a sample, pre cooled in
liquid nitrogen bath, in to the pick up coil, changes in hysteresis loops of the
sample as it warms up from 77K to room temperature can be watched or
photographed from the oscilloscope screen. Apart from two fixed
temperatures room temperature and 77K, others at which a hysteresis loops
are observed can not be accurately estimated. Distortion free hysteresis loops
can be obtained only for samples that can develop a pick magnetic moment of
1 emu or more. The instrument was calibrated by using Ni- powders and
magnetization per gram in emu/gm for unknown sample was calculated. The
saturation magnetization per formula unit in Bohr magneton (µB) was
calculated by using per gram saturation magnetization and molecular weight
of the composition.
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Hysteresis loop tracer
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4.6 SQUID Magnetometer:
One of the most sensitive forms of magnetometry is SQUID
magnetometry. This uses a combination of superconducting materials and
Josephson junctions to measure magnetic fields with resolutions up to ~ 10-14
T or greater (6). The superconducting quantum interference device (SQUID)
consists of two superconductors separated by thin insulating layers to form
two parallel Josephson junctions. The device may be configured as a
magnetometer to detect incredibly small magnetic fields, small enough to
measure the magnetic fields in living organisms.
 Threshold for SQUID:                           10-14 T
   Magnetic field of heart:                           10-10 T
 Magnetic field of brain:                         10-13 T
 The great sensitivity of the SQUID devices is associated with
measuring changes in magnetic field associated with one flux quantum. One
of the discoveries associated with Josephson junctions was that flux is
quantized in units. As a sample is moved through the superconducting coils,
the sample induces an electric current in the detection coils. The detection
coils, the connecting wires and the SQUID input coils form a closed
superconducting loop, so any change produced is detected and is
proportional to the change in magnetic flux. The superconducting SQUID
functions as a highly linear current-to-voltage converter, so the variations in
SQUID voltage output are proportional to the magnetic moment of the sample.
Since the SQUID is extremely sensitive to magnetic fields, care is
taken to shield it from fluctuation in the ambient magnetic field of the lab and
the large magnetic fields produced by its superconducting magnets. Thus a
superconducting shield is used to provide a volume of relatively low magnetic
fields for the SQUID. While the SQUID does not need to have a low magnetic
field, it does need a stable magnetic field. Thus the shield provides a stable
field for the SQUID to work. To realize why a stable field is needed, remember
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that the SQUID can detect a change of .001 of flux quantum, where flux
quantum is 2.07 x 10-7 G-cm2. The magnetic flux in 1 cm2 of the earth's
magnetic field is about 2 million flux quanta.
The SQUID instrument used for the present study was the MPMS
instrument at the laboratory of magnetism and superconductivity, TIFR,
Mumbai. The specifications of the instrument are summarized as follows:
1)  absolute sensitivity of magnetization: 1 x 10-7 emu to 1 T
2)  external magnetic field: H = 0.05 Oe - 5.0 T
3)  temperature range: 1.9 - 350 K.
The slow cooled and quenched samples of the system CuFe2-
2xAlxCrxO4 with (x = 0.0 , 0.2, 0.4 and 0.8 ) were characterized with M→ H
measurement at peak field of 60 kOe at 10K and ZFC-FC measurements
down to 10K from Room temperature at low DC applied field of 50 Oe. These
are two distinct ways to measure the magnetization with a small DC field by
SQUID magnetometer. The field cooling (FC) method is to apply the field far
above a characteristic temperature Tc and cool the sample in a field to T <<
Tc, all the while recording the magnetization. The zero field cooling (ZFC) is to
cool the sample in zero field to T << Tc, and at this low temperature apply the
field. Then one can heat the sample while measuring M to T >> Tc with the
field constant. For spin glass and cluster glass phases, a highly irreversible,
metastable frozen state may occur below Tf (freezing temperature) without a
usual long-range spatial spin order. The lower DC field, if applied below Tc,
creates a metastable, irreversible state, and Tf is nicely defined by the onset
of these irreversibilities.
4.7 Mössbauer  Spectrometer:
The major components are a radioactive source, an electro-mechanical
transducer (Doppler scanning device), an absorber, an energy sensitive
gamma-ray detector and a data acquisition system. The source is specifically
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prepared using the nuclides appropriate for giving Mössbauer effect. For
example, 57Fe nuclide is widely used nuclide. It’s precursor57Co radioactive
nuclides are embedded in a matrix of crystalline structure of different
elements such as Pd, Rh, Cu, etc.
If the transition energy of the source and the absorber nuclides are
different as a result of different hyperfine interactions in both, its effect will be
to destroy the resonance. To restore the resonance the respective additional
energy must be applied to or subtracted from the gamma radiation of the
source. Relative motion between the absorber and the source adds Doppler
motion energy to the system. The Doppler velocity required to demonstrate
the natural width of 57Fe nuclide is ∆E/E = v/c; v comes out to be 1.4 x 10-2
cm/sec. The velocity is then changed and if the total scan of all intermediate
velocity between 0 and 1.4 x 10-2 cm/sec (in both the directions) is done, a
spectrum demonstrating the natural line width of resonance can be achieved.
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The modern commercial equipments operate in a constant-acceleration
mode rather where a whole range of velocities is scanned from zero to a
preset maximum value. This scanning is accomplished in synchronization with
the multichannnel analyzer. Each channel accumulates the number of
transmitted counts for the same given velocity increment during each cycle.
The device for this includes constant acceleration cams, electromechanical
transducers such as high fidelity loudspeakers.
The Mössbauer deterctors are energy sensitive detectors. Different
types of detectors are used depending on the specifics of the application.
Commonly used detectors are Proportional counters and Scintillation
detectors.
The hyperfine interaction parameters that can be measured through
Mössbauer spectroscopy are discussed in detail in the previous chapter. The
analysis of Mossbauer data is discussed below:
Mössbauer line shape and analysis of spectra:  The Mössbauer line has
the Lorentzian or Breit-Winger shape and can be described by,
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where Γ= 2Γ0 = 2←/τ is the measured line width
E0 = the transition energy
n = the number of resonant nuclides
d = absorber thickness
σ0 = the resonance absorption cross section
fs and fa are the resonace fractions for the source and the absorber.
The analysis of the Mössbauer spectra is done for accurate
determination of line positions, line widths and area under the resonant peak.
This is done using the standard computational method for curve fitting the
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Mössbauer spectra according to constrained least square analysis of the
different parameters of the theoretical model provided. This is done with using
computer software [7-9]
The above equation for Lorentzian profile to account for observed spectrum
can be given by
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Here b is the baseline intensity, Y(0) is the amplitude of the peak
located at resonance energy (or velocity) x(0) which is nothing but Y(0)
= )( 2Γ⋅⋅⋅⋅⋅ dσnff 0as and Γex is the F.W.H.M. for the line. This equation is for
fitting any one Mössbauer line. But for n lines, the equation becomes
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The least square fitting of observed and calculated profile is done as
follows: goodness of fit is given by χ2.
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the function above given. Wr is the inverse of variance for channel r. the q is
the parameter to be corrected for fitting. The least square fitting is then
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This is one iteration, the value of qi are corrected until the change in χ2 is
minimized. The computer software generally does contrained analysis where
the theoretical relationship has been established between various q values
and so the parameters to be controlled by the users are reduced.
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The Mössbauer study was carried out for three systems Ni1-xCdxFe2-
xCrxO4, CuFe2-2xAlxCrxO4 and Li0.5Fe2.5-2xAlxCrxO4. The Mössbauer spectra at
300K were recorded on the Mössbauer spectrometer at Indian Institute of
Tecnology, Kanpur. The spectra were obtained using constant acceleration
transducer and 512 multi-channel analyzer operating in time mode. A gamma
ray source of 57Co in Pd matrix of 25 mCi was used. The spectra were
obtained in transmission geometry and 14.4keV gamma rays were detected
by Xenon-Methane filled proportional detector. The absorbers were made
using the samples in powder form of the thickness around 20 – 30 mg/cm2.
The Mössbauer spectra were analyzed using a NORMOS computer
software. The program is developed by R.A. Brand, Laboratorium fuer
Angewandte Physik, Universitaet Duisburg, Lotharstr. 1, D-4100 Duisburg 1.
The NORMOS programs are for fitting   a wide variety of different Mossbauer
spectra.  There are two versions   NORMOS/SITE is for fitting spectra
composed   of a certain number of discrete sub-spectra. The program uses
nonlinear least-squares minimization with   the Levenberg-Marquardt method.
The program gives the final parameters after best fitting the observed spectra
with the one theoretical generated by it using the parameters provided by user
and then after refined by it. The goodness of fit can be checked by the χ2
value. The refined parameters and the statistical errors in them can be
obtained along with the observed and fitted spectra in format of plot file, which
can be plotted by user. The detailed discussion is given in (10-12).
4.8 Precision L-C-R   meter:
The AC electrical measurements were carried out at Department of
Physics, Sardar Patel University, Vallabh Vidya Nagar, using Hellwett-
Packard Model 4248A precision LCR meter in the frequency range 100 Hz to
1 MHz. The LCR meter had capability of measuring various electrical
parameters Impedance, Inductance, Capacitance, Resistance, Dissipation
factor, Quality factor and phase angle at test frequencies from 20Hz to 1 MHz
117
with an accuracy of + or - 0.01% the LCR meter was interfaced with a
personal computer as this LCR meter has GPIB buffer memory which can
store maximum 128 different values of measurements. This is compatible with
IEEE-488.1 and 488.2. The programming language is HCPL.
The compositional and temperature dependence of d.c. electrical
resistivity for system has been studied. All the samples prepared by ceramic
method were in the form of cylindrical pellets of 10 mm diameter and 2 to 3
mm thickness. In the electrical resistivity measurement a typical sample
holder shown in Figure next page specially designed and fabricated for the
resistivity measurement was used. It consists of two ceramic beads with
supporting metal rods. The electrode E1 and E2 are also shown in this figure.
The spring loaded brass electrode (E2) is introduced into the ceramic beads
and it pressed hard against the surface of the pellets. The brass electrode E is
fixed at the other end.
The resistance of a pellet was measured by two terminal method using
meg-ohm meter supplied by Arun electronics. The sample surfaces were
rubbed by graphite and thin aluminium foils were placed between the
terminals of sample holder with the pellet was placed in a horizontal electric
furnace to study the change in resistivity with temperature. The temperature of
the furnace was controlled by maintaining the current passing through the
heater by means of current controller. The temperature of the sample was
measured with Cr-Al thermocouple. Experimental set-up is shown in the Fig.
2.6. The resistance of the each pellet was measured for raising and falling of
temperature at the gap of 200C. The thickness (1) and diameter of the pellets
were measured by digital vernier calipers. From these observations the
resistivity was found us. Logarithm of resistivity (ρ) was plotted against
reciprocal of temperature (103/T). The activation energies for the ferrimagnetic
region (Ef) and paramagnetic region (Ep) in electron volt (eV) were determined
from the slopes of these plots.
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The dielectric constant is given by the formula,
ε' = C/C0 ;
where, C0 = εo A/d
             C = Measured Capacitance
             εo =  Permittivity of free space
             A = Area
             D = Thickness of the sample
Dielectric constant is associated with the ability of the dielectric material to
store electric energy. The complex dielectric constant  or loss factor is the
dielectric losses that occur in the material. The ε” can be determine from
conductivity and applied frequency by the relation
ε” =σ / ω  εo
The loss tangent (tan δ) is proportional to the ratio of the power lost in
heat to the energy stored per cycle, and therefore is a good measured of how
“lossy” a dielectric material is.
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Precision LCR meter
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4.9 THERMOELECTRIC POWER:
A temperature difference between the two ends of a semiconductor
gives rise to an emf known as thermo emf (Vs). It is found that the generated
thermo emf is proportional to the temperature difference (∆T) and is given by
the relation,
Vs = Q·∆T
where Q is the Seebeck coefficient also often known as the thermo-electric
power.
Hall effect and thermo-electric properties are widely used in the
interpretation of the conduction mechanism in semiconductors. The
interpretation of the Hall effect is more straight forward, and it also gives
precise results. However, in the case of low mobility materials such as ferrites,
it is sometimes difficult to measure the Hall effect; in such cases the thermo-
electric power measurement is the only alternative. The measurement of
thermo-emf is simple and its sigh gives vital information about the type of
conduction in semiconductors whether it is p-type or n-type. Another important
significance of thermo-emf is that, it enables one to calculate the values of
Fermi energy and carrier concentration. A knowledge of Fermi energy helps in
the determination of the various regions viz. impurity conduction, impurity
exhaustion and intrinsic conduction regions of a semiconductor.
The Seebeck coefficient for the ferrite samples under investigations in
the present study have been determined as a function of composition and
temperature by the thermal probe method. The detail of the experimental set
up is briefly given below.
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Experimental set-up used for Thermo electric power measurements
1. Base 2.Insulator 3. Electrode 4. Sample 5. Point contact electrode 6.
Heater 7.Spring loaded arrangement 8. Insulator 9(a) Hot junction
thermocouple 9(b) Cold junction thermocouple 10. Heater supply 11.Knob 12.
Microvoltmeter terminals.
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Thermo-electric Power set-up
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The experimental set-up to determine thermo-emf of ferrite samples is
shown in the figure.  It consists of a point contact probe, which acts as a hot
junction and a base, which acts as a cold junction. Between the two junctions
a ferrite sample is kept. The temperature of the hot probe is raised to a
maximum of around 200˚C with the help of an electric heater, which is wound
on the hot probe.
A pointed hot probe is used here since ferrite samples are very good
thermal conductors; if a pointed probe is not used to upper and the lower
surfaces of the samples will attain almost the same temperature and no
temperature gradient will be maintained between them. The hot probe and
cold base are connected to a digital microvolt meter (model: DMV 001)
supplied by Scientific Equipment & Services for measuring the thermo-emf.
The ferrite specimens having dimensions of approximately 0.3×0.3 sq.cm and
0.2 to 0.3 cm thickness are used in the present investigation. A photograph of
experimental set-up used for thermoelectric power measurements is also
displayed in the figure.
In the case of an n-type semiconducting material, the hot surface
becomes positively charged, as it loses some of its electrons. The cold
surface of the semiconductor becomes negatively charged due to the diffusion
of free electrons from the hot portion. Conversely, in a p-type semiconducting
material, the hot surface becomes negative, and the cold one positive. Thus
the type of conduction in a given semiconducting material can readily be
determined from the sign of the thermo-emf.
The values of the thermo-emf have been noted while cooling, because
the samples will attain sufficient thermal stability while cooling rather than
while heating. The sample is maintained at a given temperature for about 15
to 20 minutes. The temperatures of the two surfaces have been measured
with the help of a copper-constantan thermo-couple.
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     Chapter: 5
 Results and Discussion
______________________________________________________________
(A) Structural and Magnetic Properties
5.1 Ni1-xCdxCrxFe2-xO4 (NCC):
Eleven polycrystalline samples for the spinel solid solution series Ni1-
xCdxCrxFe2-xO4 were prepared by the standard double sintering ceramic
technique, in which finally all the samples were sintered in air at high
temperature (1100 0C) for 12 hrs thereafter slowly furnace cooled at the rate
of 100 0C per hour. The chemical compositions and molecular weights are
given in Table 1.  In the direct ceramic preparation of Cadmium containing
ferrites by high temperature sintering of the mixture of oxide ingredients at
elevated temperatures (~ 1100oC) there is a possibility of volatilization of
Cadmium Oxide [1] which in turn causes loss of stoichiometry of the final
ferrite products.  The reaction rate can be raised by simply increasing the
sintering temperature but sometimes at the expense of stoichiometry. We
know that it is not possible to give specific rules about safe sintering
temperature below which volatilization of ingredients does not occur because
rate of volatilization depends upon chemical composition. Therefore, it is
mandatory to ascertain expected stoichiometry of ceramically synthesized
products. The compositional   stoichiometry of the samples was checked by
energy dispersive X-ray mapping (EDAX) of some regions of the samples.
The EDAX patterns for two representative samples x=0.1 and 0.9 are shown
in Figs. 1 and 2. The results of EDAX characterization are given in Table 2 for
two extreme compositions x=0.1 and 0.9. The EDAX results indicated that the
oxide ingredients have fully undergone the chemical reaction to form the
required ferrite materials. No trace of any impurity was found in the EDAX
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patterns for these samples. The chemical compositions of the samples were
found to be as per the expectations.
After the confirmation of compositional stoichiometry of the specimens,
the next essential characterization was the x-ray diffraction technique. The
formation of mono phase solid solution is equally important to ensure
complete substitution of replacing cations. It becomes a futile exercise to
explain magnetic and electrical behavior without confirming the formation of
single-phase structure. The powder X-ray diffraction (XRD) patterns were
recorded at room temperature using CuKα radiations (λ.=1.5437 Å). The X-
ray diffraction patterns showed sharp Bragg lines corresponding to face
centered cubic spinel structure. The XRD patterns for typical compositions
with x=0.1, 0.3, 0.5, 0.7, 0.9 and 1.0 are depicted in Figs. 3–5. It is seen that
no Bragg’s reflections other than those belonging to a face centered cubic
spinel structure was observed indicating structural purity of the samples. The
XRD Bragg’s lines are very sharp making detection of any impurity phase
easy. All the patterns were indexed for fcc spinel structure by using a
computer programme and finally the lattice constant for each composition was
found by using Nelson-Riley method [2]. Nelson-Riley and Taylor-Sinclair [3]
analyzed the various sources of error rigorously and showed that the Nelson-
Riley function,
F(θ) =( cos2 θ/sin θ) + (cos2 θ/ θ)
can be calculated and the value of accurate cell edge parameter (a) can be
found by plotting ‘a’ against the Nelson-Riley function F(θ), which approaches
zero as θ approaches 90. The plots of ‘a’ against F(θ) for extreme
compositions x=0.1 and 0.9 are depicted in Fig.6
The values of lattice constant for all the compositions are listed in
Table 3. The variation of lattice constant as a function of Cd-Cr content (x) is
shown in Fig.7 It is clear that the lattice constant (a) increases linearly with
increase in Cd-Cr concentration (x). This means that the present system
obeys the Vegard’s law [4], which states that in a solid solution of spinels
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within the miscibility range, a linear change in the lattice constant with the
concentration of the components is observed. Thus, the Vegard’s law predicts
linear change in cell edge parameters for spinel system with substitution of
different ions. The law is based on the change due to the ionic radii of the
replacing and replaced ions. In the present case Ni2+ is smaller ion compared
to Cd2+ ion causing linear increase in the cell edge parameter. Another
important outcome of the Vegard’s law is that the linear variation in lattice
constant as a function of composition supports the assumption that there is no
change in the degree of inversion of NiFe2O4 on substitution of Cadmium.
This also implies that the compositional linear change in lattice constant
confirms complete substitutions of cations Cd2+ and Cr3+ in NiFe2O4. The
increase in lattice constant is attributed to the substitution of larger cation Cd2+
(0.97 Å) for smaller divalent cation Ni2+ (0.69 Å) in the lattice. The substitution
of Fe3+ (0.64 Å) by Cr3+ (0.63 Å) may not cause much significant change in to
the cell volume because of their nearly equal values of ionic radii. The X-ray
density was calculated for each composition by using cell edge parameter
(lattice constant) and molecular weight and the values are given in Table 3.
The X-ray density increases with increase in Cd-Cr content (x) in spite of the
increase in unit cell volume. This suggests that the increase in mass with
increase in Cd-Cr content overtakes the increasing unit cell volume. The x-ray
density values are useful in calculation of volume magnetization (emu/cm3)
and porosity of the samples. The bulk density of each specimen was
calculated from volume measured of a cylindrical sample by traveling
microscope and its weight measured precisely by using an electronic balance.
The porosity of the samples is defined as P = (1-d/ρ) x 100%, where d = bulk
density, ρ = x-ray density. The values of bulk density and porosity (P) of some
samples for which the electrical characteristics are studied, are given in Table
4.
It is well known that the precise knowledge of cation distribution in the
interstitial voids of the face centered cubic spinel structure is essential to
understand the magnetic and electrical behaviour of any ferrite system. The
distribution of the cations in the tetrahedral (A) and octahedral (B) sites of the
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spinel lattice can be estimated through XRD Bragg reflection intensity
analysis. The XRD intensity analysis was commenced by taking recourse to
the information provided by the literature that the initial pristine ferrite sample
NiFe2O4 is an inverse spinel [5]. The preference of the Ni2+ ions for octahedral
site is due to the favourable fit of the charge distribution of this ion in the
crystal field of the octahedral site. On the other hand, the Cd2+ ions have a
marked preference for the tetrahedral sites, the tetrahedral coordination is
favourable to form covalent bonds involving sp3 hybrid orbitals [6].  Similarly,
there are reports that the Cr3+ ions have strong octahedral site preference
[7,8]. According to the reports [9] and the structure factors for the following
Bragg planes, F220 = - 8bA, F422 = 8bA, and F440 = 8(bA + 2bB + 4bO), where, the
bA , bB  and bO are the scattering amplitudes of the A & B sites and oxygen
ions; the intensity ratios of the planes I(220)/ I(440) and I(422) / I(440) are considered
to be sensitive to the tetrahedral site occupancy. Moreover, due to the large
difference in the values of atomic scattering factors of Fe3+ (or Cr3+) and that
of Cd2+, adequate contrast exists for the precise determination of the cation
distribution. The X-ray diffraction intensity of six Bragg reflections (220), (311),
(400) , (422), (511)  and (440) were calculated by using the method discussed
in Chapter-3 . A computer programme for X-ray diffraction intensity calculation
for the fcc spinel structure was developed in C and the results for typical
compositions are shown in Tables 5 (a) to (f) .The variation of intensity ratios
I(220) / I (440) and I (422) / I (440) as a function of Cd-Cr concentration (x) is
shown in Fig.8. It is clear that the intensity of the A-site sensitive Bragg planes
increases with Cd 2+ substitutions. This is attributed to the A-site occupancy of
Cd2+ having highest value of atomic scattering factor of Cd2+ (43.7). The
cation distribution deduced through XRD intensity analysis for the present
system is,
4
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The values of the saturation magnetization (σs) in emu/gram measured
at temperature 77K are listed in the Table 6. It is seen that the value of σs
increases with Cd-Cr concentration(x) for the compositions with x < 0.2, then it
decreases for further addition of Cd-Cr content for x > 0.3 (Fig. 9). According
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to the Neel’s theory [10], in the ferrimagnetic region below the Neel’s
temperature(TN) both the sublattices ( A & B ) are spontaneously magnetized
by the molecular field acting on them with mutually opposite directions and
therefore the Neel’s moment is :
nB =  MB  -  MA
where, the MA & MB are the sublattice magnetizations. The values of the
Neel’s moments for the present system calculated using the cation
distributions deduced through XRD data analysis and the free ion magnetic
moments (in Bohr Magneton, µB ) of Ni2+(2µB), Cr3+(3µB) and Fe3+(5µB)  are
listed in the Table 6 and for the present system  it increases linearly following
the simple relation nB = 2 + 6x. For the initial composition i.e. x=0.0, NiFe2O4,
which is an inverse spinel and a collinear ferrimagnet, the ratio of the intra- to
inter-sublattice superexchange constants JAB/JBB obtained by Neel on the
basis of two-sublattice model [10 ] was 3.57. The strong A-B interaction in
NiFe2O4 has also been found theoretically through three sublattice molecular
field approximation experimentally supported by magnetization and
susceptibility measurements [11].
It is possible to ascertain that the reduction in the saturation moment
compared to the Neel’s moment is not due to the thermal effects at 77K. The
Brillouin function predicts that the magnetization produced in a magnetic
material saturates at much low value of T/TN [12]. The magnetic moment at
absolute zero can be derived by extrapolation method from the measured
moment at 77K by using the T/TN ratio and the Brilliouin function for J=5/2.
Since the values of T/TN ratios for all the samples are below 0.188, the value
of derived moment at absolute zero is found to be almost equal to the
measured moment at 77K.  The substitution of non-magnetic Cd2+ on the
tetrahedral (A) sites reduces the A-B superexchange interactions and in
addition, as mentioned earlier, the Cr3+ ions on octahedral (B) site enhances
the B-B interactions. This induces the non-collinear spin alignment (canted
spin structure) on the B-sites. It is clear from the Table 6 that the discrepancy
between the measured moment at 77K and the Neel’s moment starts at x =
0.3. This means that the compositions with x < 0.2 possess the collinear
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structure while the samples with x > 0.3 have canted spin structure. Since the
actual spin canting depends on the number of non-magnetic nearest
neighbours and spatial arrangement, the statistical model proposed by
Rosencwaig [13, 14] should be used. The uniform canting approach used in
the model given by Yafet-Kittel [15] does take into consideration the character
of exchange interaction but doesn’t take in to account the influence of local
environment on the exchange interactions. Rosencwaig [13, 14] presented a
localized variant of Y-K calculations and obtained local effective molecular
field and local canting angles. The Rosencwaig’s model was refined by White
[16] and Dickof [17] to yield random average local canting angles. According
to this model, the B-site magnetic ions can be considered to be canted with an
average angle <αB>  which, in average nearest neighbour approximation for
the present system by using the cation distribution is estimated to be,
cos < α B > ~ [5(1-x) ] / [(7+x)]   { JAB / JBB }
The JAB and JBB are exchange integrals. The calculated values of the <αB>
agree well with the experimentally determined values (Table 6). The
magneton number nBobs measured at 77K also found to agree with the
calculated value using RCS model nBRCS. It is seen from the Fig.10 that the
compositional variation of magneton number can be fitted with the RCS model
for the exchange integral ratio JAB / JBB ~ 1.78.
Typical plots of thermal variation of low field (0.5 Oe) AC susceptibility
(χ →T) are displayed in Fig. 11. All the specimens showed normal
ferrimagnetic behaviour. The samples with x > 0.5 exhibit ‘tailing’ near the
transition temperature (TN) indicating the evolution of spin clusters this is in
conformity with the random canting of spins type of magnetic ordering in the
samples. The Neel temperatures determined through χ →T plots are listed in
the Table 6. The T/TN ratio for all the compositions are found to be less than
0.188 at T = 77K, which makes magnetic measurements at liquid nitrogen
temperature reliable for the study of magnetic ordering.
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The 57Fe Mossbauer spectroscopy is an important microscopic probe
for ferrites to study the hyperfine interaction parameters, magnetic structure
and to deduce unambiguously the distribution of Fe3+ ions among two
antiferromagnetically coupled sublattices tetrahedral (A) and octahedral(B) of
spinel lattice. The substitution of diamagnetic ions for magnetic atoms gives
rise to magnetic frustration, originating canted spin structure far from the
Neel’s collinear model. The magnetic structure strongly depends upon the
concentration of substituted elements and on the relative magnitudes of the
exchange integrals. The inverse ferrite NiFe2O4 is ferrimagnetic below 860K
whereas the normal CdFe2O4 is antiferromagnetic below 12K implying strong
affinity of Ni2+ for B-sites and of Cd2+ for A-sites [18]. We have already seen
that Cr3+ has strong B-site preference. Therefore, the determination of iron
distribution through Mossbauer spectroscopy will unequivocally endorse the
cation distribution deduced through X-ray diffraction.
The Mossbauer spectra recorded at 300K for the system Ni1-
xCdxCrxFe2-xO4 are displayed in Figs.12 –13.The Mossbauer spectra for the
compositions x = 0.1, 0.3, 0.5 exhibit two superimposed asymmetric Zemann
sextets one due to the Fe3+ ions at tetrahedral (A) sites and other due to Fe3+
ions at octahedral (B) sites and the Mossbauer spectra for x = 0.7 and 1.0
(CdFeCrO4) are similar paramagnetic doublets. The Mossbauer spectra were
analyzed and the hyperfine interaction parameters were refined using
NORMOS computer software using non-linear least-squares minimization with
the Levenberg-Marquardt method, the salient features of the software are
given in the previous chapter. The hyperfine interaction parameters deduced
through Mossbauer spectra are given in Table 7.
We note that the isomer shifts for both the sites appear to show no
significant variation with Cd-Cr concentration(x) thus indicating that the s-
electron charge distribution of the Fe3+ ions is negligibly influenced by Cd-Cr
substitution. The values of isomer shift for both the sites are well within the
range of Fe3+ isomer shift values [19]. The differential isomer shift is roughly
constant, as previously observed on other mixed spinel series. There is
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nevertheless, a small but definite difference between the two isomer shifts, for
the tetrahedral Fe3+ ions being less positive than that for the octahedral Fe3+
ions. This difference can be attributed to the slight sp3 co-valency, which the
tetrahedral ions are known to experience. It has been shown theoretically [19]
that this tetrahedral co-valency is equivalent to ~ 0.02 of 4s electron being
present on the tetrahedral Fe3+ ions.
The electric field gradient or EFG at a 57Fe nucleus may arise from a
non-spherical distribution of the 3d electrons of the ion itself, and from the
charges on neighbouring ions. However, since Fe3+ has a half-filled 3d shell,
the EFG can arise only from the neighbouring ions, and thus exists only at
those sites having non-cubic point symmetry. In a system exhibiting no
chemical disorder, the tetrahedral or A sites have cubic point symmetry and
thus experience no EFG. The octahedral or B-sites, however, have trigonal
symmetry, and thus an EFG exists with principal axis along the (111)
direction. The EFG at the octahedral site arises not only from the metal
cations but also from the oxygen anions, because the size of the tetrahedral
ions in the small A-sites causes an outward displacement of the four
surrounding oxygen anions along the (111) directions. The cubic symmetry of
the A-sites is maintained, but the octahedron of oxygen anions around the B
sites becomes distorted and changes the trigonal component of the
octahedral EFG. The oxygen positions are characterized by the oxygen
parameter ‘u’ which is equal to 3/8 when there is no distortion. In chemically
ordered spinel ferrites exhibiting a magnetic hyperfine Mossbauer pattern, the
octahedral 57Fe nuclei are subjected to both a quadrupole and a magnetic
interaction. When an axially symmetric EFG exists with its principal axis at
angle θ with respect to the magnetic axis, and with the magnetic interaction
much stronger than the quadrupole interaction, then each of the Zeeman lines
is shifted by an amount whose magnitude is given by ,
|ε| = ½ |εo|(3 cos2 θ – 1 )
where |εo| is the magnitude of the shift when the magnetic interaction tends to
zero. It is clear from the Table that there are no observable quadrupole shifts
in these spinel ferrites. It does not mean the absence of EFG. In fact we must
consider the point as well as charge symmetry of the tetrahedral and
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octahedral sites. Those sites which, have non-cubic charge symmetry even
though they have cubic point symmetry, will therefore experience an EFG.
The present system may have chemical disorder i.e. variation in ‘chemical
environment’ of 57Fe nucleus which produces EFG at both tetrahedral and
octahedral sites. The chemical disorder will produce a distribution of electric
field gradients of varying magnitude, direction, sign, and asymmetry. The
resulting distribution of quadrupole shifts |ε| will contribute to the broadening
of the individual resonant line of the Zeeman spectrum. This means that the
co-existence of chemical disorder and overall cubic symmetry causes no net
observable quadrupole shifts in the magnetic sextets.
It can be expected that the tetrahedral Fe3+ ions exhibit no quadrupole
interaction and thus these ions produce a single line spectrum. Although,
there exists a quadrupole splitting for B-sites for higher magnetic dilution
(x>0.5) as seen in the paramagnetic doublets. The value of QS is found to be
higher.
It is seen that (Table 16) the nuclear hyperfine field for A-site is lower
than that of the B-site for compositions x = 0.0 and 0.1 but the rate of
decrease of the B-site hyperfine field is faster than that of the A-site with
increase in magnetic dilution (Cd-Cr content) This happens because the
tetrahedral Fe3+ ions experience a stronger average magnetic bonding with B-
site Ni2+ and Fe3+ ions compared to the octahedral Fe3+ ions for which some
of the bonds are with diamagnetic Cd2+ at A-sites. Therefore, the B-site
hyperfine field becomes lower than that of the A-site for the compositions x =
0.3 and 0.5. The decrease of both the hyperfine fields with increase in Cd-Cr
content is due to the fact that the two sublattices must be treated as a coupled
system and not independently. This implies that the variation of HA and HB is
also influenced by non-collinearity of the spin structure. The iron distribution
parameter δ = Fe3+A/ Fe3+B derived from Mossbauer intensity and X-ray
diffraction are in good agreement (Table 7). The difference observed in the
value of iron distribution parameter, δ found through Mossbauer Lorentzians
area ratio and X-ray diffraction intensity analysis may be thought to be due to
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the significant canting of B-site moments resulting at the B-site having
majority of non-magnetic Cd2+ neighbours [18].
Conclusion:
It is concluded that the site occupancies of the substituting cations Cd2+
and Cr3+ are for A- and B-sites, respectively and simultaneous substitution of
both in the collinear ferrite NiFe2O4 causes significant dilution in the exchange
integral ratio JAB / JBB. The variation of the magnetization as a function of Cd-
Cr concentration (x) can be explained by using random canting of spin (RCS)
model. The Mossbauer spectra at 300K are well-defined tetrahedral (A) and
octahedral (B) Zeeman sextets and the nuclear hyperfine field of octahedral
ferric ions was found to be lower than that of the tetrahedral ferric ions for
higher magnetic dilutions, which is attributed to the variation in magnetic
bonds and non-collinear spin structure. The observed difference in the iron
distribution parameter may be ascribed to the effect of significant canting on
B-sites due to majority of non-magnetic Cd2+ neighbours.
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                    Table: 1 Chemical composition and molecular weight of each
             specimen of the spinel system: Ni1-xCdxCrxFe2-xO4
content
x
Compositions Molecular
Weight (amu)
0.0 NiFeO4 234.41
0.1 Ni0.9Cd0.1Cr0.1Fe1.9O4 239.39
0.2 Ni0.8Cd0.2Cr0.2Fe1.8O4 244.38
0.3 Ni0.7Cd0.3Cr0.3Fe1.7O4 249.36
0.4 Ni0.6Cd0.4Cr0.4Fe1.6O4 254.35
0.5 Ni0.5Cd0.5Cr0.5Fe1.5O4 259.33
0.6 Ni0.4Cd0.6Cr0.6Fe1.4O4 264.31
0.7 Ni0.3Cd0.7Cr0.7Fe1.3O4 269.30
0.8 Ni0.2Cd0.8Cr0.8Fe1.2O4 274.28
0.9 Ni0.1Cd0.9Cr0.9Fe1.1O4 279.27
1.0 CdCrFeO4 284.25
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Table: 2 Results of EDAX characterization for two representative
    members x = 0.1 and 0.9 of the system : Ni1-xCdxCrxFe2-xO4
Composition
x = 0.1 x = 0.9
Element
present
Expected EDAX Expected EDAX
O
Cd
Cr
Ni
Fe
4.00
0.10
0.10
0.90
1.90
3.71
0.89
0.89
1.02
1.96
4.00
0.90
0.90
0.10
1.10
3.61
0.91
0.92
0.12
1.09
Error = ±0.04
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Table: 3 Lattice constant (a) and X-ray density (ρ) for the
                                system: Ni1-xCdxCrxFe2-xO4
Content
x
Lattice
constant
a (Å)
X – ray density
ρ (gm·cm-3)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
8.341
8.387
8.398
8.425
8.470
8.505
8.515
8.554
8.575
8.625
8.651
5.36
5.38
5.48
5.52
5.56
5.56
5.67
5.70
5.78
5.79
5.88
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       Table: 4 Bulk density (d) and Porosity (P) of each sample of the
                                 system: Ni1-xCdxCrxFe2-xO4
Composition
x
Bulk density
 d (gm/cm3)
Porosity (P)
%
0.0 4.21 21.45
0.1 4.17 22.49
0.3 4.58 18.11
0.5 4.41 20.68
0.7 4.20 26.31
0.9 4.08 29.53
1.0 3.94 32.99
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Table: 5 Results of XRD intensity calculations:
        Ni1-xCdxCrxFe2-xO4
(a) composition x = 0.1
Relative intensity (%)2θ (hkl)
Calc. Obs.
30.06
35.45
43.13
53.54
57.11
62.71
220
311
400
422
511
440
39.5
100.0
25.2
10.2
24.6
41.1
41.5
100.0
27.2
10.6
28.7
39.0
4
33
0.1
2
0.9
3
0.9
2
0.1 O]FeCrNi)[Fe(Cd
+++++
(b) composition x = 0.3
Relative intensity (%)2θ (hkl)
Calc. Obs.
29.93
35.26
42.92
53.19
56.71
62.26
220
311
400
422
511
440
43.6
100.0
12.5
12.8
22.9
32.1
41.5
100.0
13.0
12.0
24.9
29.3
4
33
0.3
2
0.7
3
0.7
2
0.3 O]FeCrNi)[Fe(Cd
+++++
                          (c) composition x = 0.5
Relative intensity (%)2θ (hkl)
Calc. Obs.
29.59
34.89
42.44
52.64
56.13
61.60
220
311
400
422
511
440
45.5
100.0
15.5
15.3
29.1
30.5
48.1
100.0
13.2
14.4
31.3
29.3
       4
33
0.5
2
0.5
3
0.5
2
0.5 O]FeCrNi)[Fe(Cd
+++++
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   (d) composition x = 0.7
Relative intensity (%)2θ (hkl)
Calc. Obs.
29.49
34.74
43.29
52.34
55.78
61.26
220
311
400
422
511
440
57.0
100.0
3.2
17.2
28.5
29.2
58.9
100.0
2.3
16.3
30.9
27.2
     4
33
0.7
2
0.3
3
0.3
2
0.7 O]FeCrNi)[Fe(Cd
+++++
   (e) composition x = 0.9
Relative intensity (%)2θ (hkl)
Calc. Obs.
29.29
34.51
41.93
51.99
55.39
60.81
220
311
400
422
511
440
59.3
100.0
3.4
21.2
26.6
31.8
61.7
100.0
3.8
18.3
29.8
29.7
 4
33
0.9
2
0.1
3
0.1
2
0.9 O]FeCrNi)[Fe(Cd
+++++
   (f) composition x = 1.0
Relative intensity (%)2θ (hkl)
Calc. Obs.
29.24
34.44
41.87
51.86
55.40
60.82
220
311
400
422
511
440
60.8
100.0
3.9
19.3
22.5
19.9
61.8
100.0
2.8
19.0
19.6
24.2
         4
332 O]FeCr)[(Cd +++
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Table: 6 Saturation magnetization (σs), Magneton number (nB), canting angle
               <αB> and Neel temperature (TN) for the system : Ni1-xCdxCrxFe2-xO4
nB (µB )
canting angle < ∝B>
(degree)
Content
x
σs
(emu/gm)
(77K) (77K)
Observed
Neel Observed calculated
nB
(RCS)
TN ±
1K
0.0 47 1.97 2.0 00 00 2.00 873
0.1 60 2.57 2.6 00 00 2.60 818
0.2 69 3.00 3.2 13ْ   32′ 08ْ 33′ 3.11 760
0.3 63 2.81 3.8 30ْ 11′ 31ْ 25′ 2.73 700
0.4 53 2.41 4.4 43ْ 01′ 43ْ 00′ 2.41 670
0.5 43 1.99 5.0 53ْ13′ 53ْ 36′ 1.95 600
0.6 36 1.68 5.6 61ْ 02′ 62ْ 04′ 1.56 560
0.7 25 1.22 6.2 69ْ 19′ 69ْ 43′ 1.17 510
0.8 14 0.77 6.8 77ْ 25′ 76ْ 48′ 0.78 475
0.9 07 0.35 7.4 83ْ 49′ 83ْ 32′ 0.39 410
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Table: 7 Nuclear Hyperfine interaction parameters: Hyperfine field (Hnf),
Isomer Shift (I.S.), Quadrupole Splitting (Q.S.), Iron distribution
parameter Fe3+(A)/Fe3+(B) =  δ deduced through Mossbauer spectra at
300K for the system: Ni1-xCdxCrxFe2-xO4
     *with respect to Fe metal
     error: Hnf  ± 2.0 kOe ,  I.S.  ± 0.02 mm/sec, Q.S. ± 0.03 mm/sec
x Hnf  (kOe) *I.S.  (mm/sec) Q.S. (mm/sec) δ
A-site B-site A-site B-site A-site B-site Moss XRD
0.0 491 525 0.27 0.34 0.03 0.04 0.95 1.0
0.1 366 392 0.25 0.32 0.02 0.04 0.86 0.90
0.3 349 342 0.23 0.27 0.03 0.07 0.75 0.70
0.5 317 292 0.21 0.29 0.04 0.05 0.54 0.50
0.7 ----- ---- ---- 0.22 ---- 0.53 ---- ----
1.0 ---- ---- ---- 0.28 ---- 0.59 ----- ----
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   Fig. 1 EDAX pattern for the composition x = 0.1 of the system
             Ni1-xCdxCrxFe2-xO4
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  Fig. 2 EDAX pattern for the composition x = 0.9 of the system
            Ni1-xCdxCrxFe2-xO4
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          Fig. 3 X-ray diffraction patterns: x = 0.1 and 0.3 of the system
                    Ni1-xCdxCrxFe2-xO4, λ = 1.5406 Å
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          Fig. 4   X-ray diffraction patterns: x = 0.5 and 0.7 of the system
          Ni1-xCdxCrxFe2-xO4, λ = 1.5406 Å
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            Fig. 5 X-ray diffraction patterns: x = 0.9 and 1.0 of the system
                      Ni1-xCdxCrxFe2-xO4, λ = 1.5406 Å
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                Fig. 6 Nelson-Riley plots: for x = 0.1 and 0.9 for the system:
                           Ni1-xCdxCrxFe2-xO4
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Fig. 7 Variation of lattice constant (a) as a function of Cd-Cr concentration (x)
                       for the system: Ni1-xCdxCrxFe2-xO4
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Fig. 8 Compositional variation of XRD intensity ratios for
 Ni1-xCdxCrxFe2-xO4 (Solid lines represent the calculated values)
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Fig. 9 Saturation magnetization (σs) and Magneton number (nB) at 77K
          as a function of Cd-Cr content (x) for the system: Ni1-xCdxCrxFe2-xO4
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Fig.10 Magneton number (nB) as a function of Cd-Cr content (x) for
Ni1-xCdxCrxFe2-xO4 (Solid line represents the calculated
values using RCS model)
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Fig. 11Thermal variation of low field (0.5 Oe) AC susceptibility
             for the samples of the system: Ni1-xCdxCrxFe2-xO4
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12. Mossbauer spectrum at 300K for the composition x = 0.1
Solid line through the data points is the result of computer simulation
Fig. 12Mossbauer spectrum at 300K for Ni1-xCdxCrxFe2-xO4 system
           (Solid line through the data points is the result of computer simulation)
Velocity (mm/sec)
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Fig. 14 Mossbauer spectrum at 300K for the composition x = 0.5 and 0.7
Solid line through the data points is the result of computer simulation
Fig. 13Mossbauer spectrum at 300K for the Ni1-xCdxCrxFe2-xO4 system
            (Solid line through the data points is the result of computer simulation)
Velocity (mm/sec)
156
5.2   CuFe2-2xAlxCrxO4 (CAC):
Commonly in magnetically diluted spinel ferrites the Fe3+ ions are
distributed among the octahedral (B) and tetrahedral (A) sites of the lattice
positions. The structural and magnetic environments of these two sites are
quite different. The electro-magnetic properties of ferrites are very sensitive to
the distribution of ferric ions in the interstitial sites of the lattice. Therefore,
these changes in electro-magnetic properties   can provide information on the
kind and the amount of substitution required for obtaining a high quality ferrite
material for any specific application.  The simultaneous substitution of some
trivalent non-magnetic ions such as Al3+ and magnetic ion such as Cr3+ for Fe3+
in spinel ferrites can bring about interesting magnetic and electrical properties.
For the present study, the Copper ferrite, CuFe2O4 was thought to be an
excellent pristine candidate to test the above-mentioned hypothesis based on
two reasons: Firstly, the crystal structure and the cation distribution of Cu2+
containing spinels is sensitive to the thermal history of the samples and
therefore both  are variable and strongly dependent on the preparation
conditions. Secondly, it has been reported that in CuFe2O4 the presence of
Cu2+ ions leads to severe Jahn-Teller type distortion of sites [20]. The
simultaneous introduction of non-magnetic and magnetic ions in CuFe2O4 may
alter the cation distribution, exchange interaction, spin canting, nuclear
hyperfine field and Curie temperature. The selective magnetic dilution of
tetrahedral (A) and octahedral (B) sites may lead to non-collinear spin
structure. The introduction of Cr3+ ions gives rise to strong B-B interaction [21].
There are reports on the magnetic properties of Al3+ and Cr3+ substituted for
Fe3+ in Ni- and Li-ferrites [22-25] and garnets [26]. The structural study on Al3+
substituted Cu-ferrites [27] has shown the absence of tetragonal distortion for
lower Al-content and higher B-site occupancy of Al3+ ions.  The aim of this work
is to study the influence of heat treatment on the structural and magnetic
properties of Al3+ and Cr3+ co- substituted CuFe2O4, such studies have not been
carried out earlier.
As mentioned earlier, the polycrystalline samples of the spinel system
CuAlxCrxFe2-2xO4 with composition x = 0.0 (CuFe2O4) to 0.8 step = 0.1 were
prepared by standard ceramic technique. One set of samples with composition
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x = 0.2, 0.4, 0.6, and 0.8 was quenched to the liquid nitrogen temperature (-196
0C) from its final sintering temperature (1100 0C). Main aim was to study the
effect of thermal history on the structural and magnetic properties of the
compounds. The chemical compositions and molecular weights of the samples
of the spinel system CuAlxCrxFe2-2xO4 are given in the Table 8.
It is always a good practice to confirm the chemical stoichiometry of the
final products before using the sophisticated techniques such as X-ray
diffraction and Mossbauer spectroscopy followed by computer simulation for
the determination of the cation distribution in the voids of the lattice. The
compositional stoichiometry of the compounds was ascertained by EDAX of
some regions of the samples. The EDAX patterns for quenched and slow-
cooled samples of x=0.2 are shown in Figs. 14 – 15.  The results of EDAX
characterization are given in Table 9 for these two compositions x=0.2 and 0.8.
The EDAX results indicated that there is no loss of ingredient in both the cases
of slow-cooled and quenched samples and the oxide ingredients have fully
undergone the chemical reaction to form the required ferrite materials. No trace
of any impurity was found in the EDAX patterns for these samples. The
chemical compositions of the samples were found to be as per the
expectations.
For structural investigations, all the powdered samples of the spinel
system CuAlxCrxFe2-2xO4 were characterized by X-ray diffraction at room
temperature. It has been reported that CuFe2O4 synthesized by co-precipitation
technique and quenched from high sintering temperature exhibit pure fcc spinel
structure [29].  The X-ray diffraction pattern of pure CuFe2O4 (x = 0.0) is
depicted in Fig. 16, which could be indexed as per face centred cubic structure.
On the same line, indexing of the X-ray diffraction patterns of all the slow-
cooled compositions of the Al-Cr co-substituted CuFe2O4  (i.e. the system
CuAlxCrxFe2-2xO4 , x = 0.1 to 1.0)  was commenced by making an educated
guess of the formation of face centered cubic spinel structure.  The positions of
all the Bragg’s peaks were used to obtain the interplaner spacings and these
values were used to index the peaks using the computer software. After proper
indexing all the peaks, the XRD data were analyzed using least square
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program based on the Nelson Riley method(2) to determine the values of lattice
constant. The values of lattice constant and X-ray density are listed in Table 10.
The results of indexing the XRD patterns as per the fcc structural phase are
shown in Table11. It is clear that all the Bragg reflections could not be indexed
by assuming pure fcc phase.
The variation of lattice constant for the slow-cooled and quenched
samples as a function of Al-Cr (x) concentration is depicted in Fig.17. The
linear decrease of lattice constant with an increase in Al-Cr content is due to
the replacement of larger Fe3+  having its Pauling ionic radius 0.064 nm by
smaller Al3+  having its Pauling ionic radius 0.051 nm in the lattice. The ionic
radius of Cr3+ (0.063 nm) is almost same as that of the Fe3+ therefore, it may
not cause significant change in the cell edge parameter. The lower values of
the lattice constant for the quenched samples (Fig. 17) can be understood in
the light of the distribution of the cations in the lattice.
The distribution of the cations in the tetrahedral and octahedral
interstitial sites of the spinel lattice was determined through X-ray diffraction
intensity analysis using the computer program based on the Buerger’s formula
[36]. During the analysis it was assumed that the Cu2+ ions maintains its 90%
degree of inversion as in CuFe2O4 through out the system and the occupancy
of Cr3+ was fixed for octahedral site due to its well-known B-site preference.
The occupancies of the Al3+ and Fe3+ ions were varied and the results of the
calculated and observed XRD intensities were compared repeatedly.
Fortunately, enough contrast exists in the values of atomic scattering factors of
Al3+ and Fe3+ for arriving at unequivocal cation distribution through the XRD
intensity analysis. The results of XRD intensity analysis are shown in Tables
12 (a) to (i). The cation distribution deduced through XRD intensity analysis for
slow-cooled and quenched samples are as follows:
Slow cooled (SC):
(Cu2+0.1 Al3+0.6xFe3+0.9-0.6x)A
[Cu0.92+Al3+0.4xCrx3+Fe3+1.1-1.4x]B O42-
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Quenched (Q):
(Cu2+0.1Al3+xFe3+0.9-x)A
[Cu2+0.9 Cr 3+x Fe3+1.1-x]B O42-
It was found from the above XRD analysis (Tables 11) that some of the
Bragg reflections could not be indexed for the cubic spinel structure. Since
EDAX has confirmed the chemical stoichiometry of all the samples, the
unindexed Bragg reflection indicated the symptom of some kind of structural
deformation.  It is conceivable because the presence of Cu2+ and Cr3+ at
octahedral positions in spinel ferrites makes the structure very much prone to
the Jahn-Teller distortion [34, 35]. The distortion of the fcc spinel lattice to
tetragonal symmetry is thought to be due to a cooperative Jahn-Teller effect of
these ions at octahedral sites [20]. The parent compound CuFe2O4 is an
inverse spinel i.e. the cupric ions populate mainly octahedral sites while the
ferric ions occur at octahedral as well as tetrahedral sites. The degree of
inversion in CuFe2O4 is sensitive to the preparative conditions. The results of
XRD intensity analysis for CuFe2O4 confirmed the 90% degree of inversion
(Table 12 a).
The X-ray diffraction patterns resulted from the computer fit of the XRD
data for the quenched (Q) and the slow-cooled (SC) samples of the
compositions x=0.2, 0.4, 0.6 and 0.8 are depicted in Figs. 18 – 21.  All the XRD
patterns were indexed by using the POWDER-X software for tetragonal
structure [28].
The values of the lattice parameters (a) and (c) and the c/a ratio i.e.
tetragonality are given in Table 14. The values of lattice constant of quenched
samples were found to be lower than those of the slow-cooled samples and the
lattice constant for quenched samples decreases at faster rate compared to
that for slow-cooled samples. This is attributable to the more tetrahedral site
occupancy of Al3+ ions in the case of quenched samples compared to that in
slow-cooled ones.
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The saturation magnetization was measured for the quenched and slow-
cooled samples of the compositions x=0.2, 0.4, 0.6 and 0.8 at temperature 10K
in applied magnetic field of 6 Tesla (60 kOe) on SQUID magnetometer. The
magnetization (M) (emu/g) vs applied magnetic field (H) curves are shown in
Fig.22-23 for the Quenched- and Slow-cooled-samples. The values of
saturation magnetization at 10K are listed in Table 15. The magneton number
nB in Bohr magneton was calculated from saturation magnetization value for
each composition and the values are listed in Table 15.
It is interesting to note that the large coercive force is exhibited (Fig.22-
23) by the composition x= 0.8 for slow-cooled (0.22 T) and quenched samples
(0.35 T). The ZFC and FC magnetizations were measured in the temperature
range 5K to 300K using SQUID magnetometer (model MPMS). These
measurements were carried out in magnetic fields of 50 mT and the plots are
shown in Figs. 24a and b.
The thermal variation of the low field DC magnetization is usually very
sensitive to the ‘cooling history’ of the sample under study. At any temperature,
the measured field cooled magnetization represents the equilibrium of the
system. The DC magnetization measured following ZFC process corresponds
to the ‘metastable state’. Campbell [29] has proposed a general model to study
the weakly interacting systems in random potential, which can be applied with
equal validity to a large number of hysteretic systems. For example: the pinning
of dislocations in the crystals, pinning of domain walls in magnetic system, hard
type-II superconductors and anisotropic spin glasses. The common feature in
all these systems is that the interactions between the units being pinned,
prevent all the pinning centers operating so that not all points can reach their
lowest energy level and there is large number of metastable states close to the
ground state. This situation will lead to the observed ‘metastable’ behavior. It
has also been pointed out by Fert & Levy [30] and Campbell & Senoussi [31]
that the anisotropy can be thought of as a very important source for thermo-
magnetic irreversibility observed in spin-glasses and re-entrant spin glasses.
The TMI may also arise in ferrimagnetic systems from large magneto-
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crystalline anisotropy, which at low external applied magnetic fields effectively
pins the ferro-magnetic domains [32].
The plot of thermal variation of low field (50 mT) ZFC-FC DC magnetization
(Figs. 24a –24b) for x =0.8 shows thermo-magnetic irreversibility (TMI). This
reflects presence of weak anisotropy in the x =0.8 composition. The single ion
anisotropy of Cr3+ ion is very weak because of its 4A2g ground state in
octahedral symmetry lacking in first order spin – orbit coupling. The anisotropy
field may be due to dipole-dipole interaction (9). There are reports [35 and
references there in] on the effect of random fields on the dependence of the
free energy on the orientation of the magnetization in disordered systems
containing Jahn-teller ions like Cu2+ and Cr3+ in octahedral positions. These
random fields are due to strain fields originating from randomly distributed point
defects.  This may account for the observed TMI at higher Cr3+ content i.e. x >
0.7   The observed TMI is due to domain wall pinning, the main sources of
which are point defects, dislocations, structural distortions and grain boundaries
etc., but intrinsic anisotropy plays a dominant role.  It is clear from the Table 15
that the observed values of magneton number do not agree with the Neel’s
moment (nBN) found through the Neel’s formula (10) for collinear spin
arrangement,
nBN = MB-MA,
where, MB and MA are octahedral (B) and tetrahedral (A) sublattice
megnetizations calculated through the cation distributions found from X-ray
diffraction intensity analysis and 57Fe Mossbauer spectroscopy and the free ion
magnetic moments (in Bohr magneton) of the cations involved: m( Fe3+)= 5µB,
m(Cr3+) =3µB, m(Cu2+) = 1µB. This indicates significant canting of octahedral-
site moments. The substitution of non-magnetic Al3+ in CuFe2O4 may lead to
the collapse of long range magnetic ordering and the presence of Cr3+ may
enhance the disorder in the system. Therefore, it was thought appropriate to
apply random canting of spins (RCS) model. Since the actual spin canting
depends upon a number of non-magnetic nearest neighbours and their spatial
arrangement, the statistical model like RCS proposed by Rosencwaig [13, 14]
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should be used. According to this model, the octahedral sites magnetic ions
can be considered to be canted with an average angle <αB> due to non-
magnetic substitution (Al3+) which in the average nearest neighbour
approximation to be,
cos <αB>~ ( MA/MB ) ( JAB/JBB)
The net magnetization per formula unit (magneton number) nBRCS is related to
canting angle <αB> by,
nBRCS  (x) = MB(x)cos<αB> - MA(x)
The values of nBRCS are in very good agreement with the experimentally
found values. The values of canting angle are also shown in the Table 15. The
magnetization data are fitted using the RCS model with values of the exchange
constant ratios for the slow-cooled and quenched samples JAB/JBB = 1.33 (SC)
and 1.64 (Q), respectively. It is clear from Table 15 that the degree of B-site
canting in Q-samples is much greater than that of SC-samples This happens
because in case of Q-samples Al3+ shows marked preference for A-site which
causes strong dilution of A-B super-exchange interactions. The cation
distribution for slow-cooled samples shows partial occupancy of Al3+ for both A
& B sites, which results in simultaneous site dilution.
In order to explore the possibility of magnetic phase transition and to
determine the Neel temperature the plots of thermal variation of low field AC
susceptibility were recorded for slow-cooled and quenched samples and the
same are depicted in Figs.25-26 All the samples show normal ferrimagnetic
behaviour. The pronounced ‘tailing’ near the magnetic transition temperature in
case of the quenched samples with x > 0.4  is quite  conspicuous, which is
absent in the slow-cooled samples. This blur magnetic transition in quenched
samples for higher Al-content is attributed to the more A-site magnetic dilution
giving rise to large canting angles (Table 14) and spin clusters. Furthermore,
the values of the Neel temperatures for Quenched samples were found to be
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lower than those of the slow-cooled samples (Fig.27) which, is ascribed to the
greater tetrahedral site magnetic dilution by Al3+ in Q-samples reducing the A-B
magnetic linkages.
The 57Fe Mössbauer spectroscopy is an important microscopic probe for
ferrites to study the hyperfine interaction parameters, magnetic structure and to
deduce unambiguously the distribution of Fe3+ ions among two
antiferromagnetically coupled sublattices tetrahedral (A) and octahedral (B) of
spinel lattice. The Mossbauer spectra were recorded with a time mode
spectrometer, using constant acceleration drive and a personal computer
analyzer and 57Co in Rh matrix with activity of 20 mCi. Metallic iron spectrum is
used for the calibration of both observed velocities and hyperfine magnetic
fields. The Mossbauer spectra recorded at 300K are shown in Figs. 28-29. The
room temperature Mössbauer spectra (Figs. 28-29) for the Q- and SC- samples
of the compositions x=0.2 and 0.6 were analyzed and the hyperfine interaction
parameters were refined using NORMOS computer software using non-linear
least squares minimization method. The areas of both tetrahedral and
octahedral subspectra of the Fe3+ were used for the determination of the cation
distribution for the compositions. The spectra show resolved Mossbauer
spectra with broadened patterns typical of ferrites, which are analysed into two
Zeeman sextets due to ferric ions at tetrahedral and octahedral sites.  This is
done using a computer program based on N-sextets theory, which builds its
theory curve from N magnetic sextets of Lorentzians. The Mössbauer
parameters deduced are listed in Table 16. The isomer shift doesn’t show
variation for the samples indicating constancy of s-electron charge density at
Fe3+ nucleus in spite of Al-Cr substitution and heat treatment. The values of
Isomer shift at A- and B-sites show that the iron is in the ferric state [37].
No quadrupole shift observed for these samples within the experimental
error, which is general observation for spinel ferrites. The zero quadrupole shift
parameter could be attributed to the chemical disorder in spinel structure, which
produces an electric field gradient of varying magnitude, direction sign and
symmetry. In other words, the EFG at the 57Fe nucleus arises from the
asymmetrical charge distribution surrounding the ion. However, since a Fe3+
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ion has a half-field 3d-shell (3d5), the EFG in this case can arise only from an
asymmetric charge distribution surrounding the iron ion. In the present system
CuAlxCrxFe2-2xO4 with Fe3+ions at both A- and B-sites, the A-site shows a
quadrupole splitting due to the asymmetric charge distribution from the 12 B-
nearest neighbours as a result of substitution of  Al3+ and Cr3+ for Fe3+ at the B-
site with a random distribution. The Fe3+ ion at B-site has trigonal symmetry
and therefore, the B-sublattice exhibits an electric field gradient with its
principal component Vzz along the (111) direction. This EFG may arise from the
departure of the 6 nearest anion neighbours from their ideal octahedral
symmetry and, the non-spherical distribution of charges on the next nearest
cation and anion neighbours of the B-site. In the present case, the presence of
Cr3+ and Al3+ at B-sites and also the tetragonal distortion (detected by XRD
measurements) cause a small distortion of the ideal octahedral symmetry of the
six nearest anions. This distortion results in QS at B-site with values larger than
that of A-site as seen from the Table 16.
The values of nuclear hyperfine field for A- and B-sites at 300K for SC
and Q samples of x =0.2 and 0.6 samples are given in Table 15. As in other
ferrites the sextet with the larger hyperfine field is due to the B-site iron ions
and the pattern with the smaller field arises from iron at A-site. The smaller A-
site field is primarily due to a larger covalency and therefore due to a greater
degree of spin delocalization at the A-site. The decrease in the hyperfine field
for larger Al-Cr content (x =0.6) can be understood on the basis of
supertransferred hyperfine field mechanism due to spin transfer from d-orbitals
of the nearest-neighbour cations belonging to B-sublattice through the ligand
anions to the s-orbitals of the Fe3+ (A) ion under consideration.  Thus, the
supertransferred field at the A-site will depend on the magnetic moment of B-
site and vice versa. Moreover the T/TN effect is dominant at 300K causing
decrease of both the fields with the magnetic dilution. This combined effect
explains as to why the hyperfine fields of Q-samples are found to be lower than
those of SC-samples.
It is important to note that the line width for B-site is found to be larger
than that of the A-site for x=0.2 (Q) and x=0.6 (Q) samples. This is due to the
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increase in the distribution values of hyperfine field for B-sites compared to A-
sites resulting from A-site magnetic dilution by Al3+ occupancy.  Since the only
non-magnetic ion Al3+ in the system enters the tetrahedral sites with its full
content, the internal hyperfine field at octahedral sites is influenced to a greater
extent and this combined with the random canting of the spins gives rise to
more distribution values to the B-site hyperfine field.  Thus the Mossbauer
spectra at 300K shows effect of dilution of A-B interaction i.e. frustration more
in case of Quenched samples compared to the slow-cooled samples. No
transformation of Fe3+ to Fe2+ has been detected unlike the spinel system
CoCr2-xFexO4 [38].  The iron distribution parameter δ = Fe3+ (A) / Fe3+ (B) was
also deduced through Mössbauer spectra for the two compositions and the
values are in good agreement with the values of δ found from XRD intensity
analysis.
Conclusion:
The investigations on the influence of the variation in the preparation
conditions on the structural, magnetic and electrical properties of diamagnetic
Al3+ and magnetic Cr3+ co-substituted Cu-ferrite, i.e. the system with generic
formula CuAlxCrxFe2-2xO4 are summarized as under.
It is found that the slow-cooed and quenched samples of the system
CuAlxCrxFe2-2xO4 exhibit Jahn-Teller structural deformation owing to the
presence of Cu2+ and Cr3+ ions at octahedral sites of the spinel lattice. The
study of quenched and slow-cooled samples of the spinel system CuAlxCrxFe2-
2xO4 reveals that the system exhibits tetragonal distortion and the distribution of
cations among the interstitial sites is sensitive to the thermal history of the
samples. It is found in case of the quenched samples that the tetrahedral sites
are more magnetically diluted due to the presence of A-site Al3+ in larger
content.  Interestingly it is found that the co-existence of Jahn-Teller ions Cu2+
and Cr3+ and also the weak single ion anisotropy lead to the thermo-magnetic
irreversibility in the ZFC-FC low field magnetization for the composition with x =
0.8 which may be explained on the basis of domain wall kinetics. The variation
of saturation magnetization with Al-Cr concentration can be explained by
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invoking the Random Canting of Spins model.  The Neel temperatures for the
Q-samples were found to be lower compared to the SC-samples which is
attributed to the larger tetrahedral occupancy of diamagnetic Al3+ in case of Q-
samples.
Thus, the structural, magnetization and Mössbauer study of the
quenched and slow-cooled samples of the spinel system CuAlxCrxFe2-2xO4
suggests that the distribution of cations and therefore their bulk and
microscopic properties are sensitive to the thermal history of the specimen
which, in turn becomes a decisive factor for synthesizing the ferrites with
desired properties.
__________
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Table: 8 Chemical composition and molecular weight of each specimen of the
               spinel system: CuAlxCrxFe2-2xO4
Content
x
Compositions
Molecular
Weight
(amu)
0.0 CuFeO4 239.24
0.1 CuAl0.1Cr0.1Fe1.8O4 235.97
0.2 CuAl0.2Cr0.2Fe1.6O4 232.69
0.3 CuAl0.3Cr0.3Fe1.4O4 229.42
0.4 CuAl0.4Cr0.4Fe1.2O4 226.15
0.5 CuAl0.5Cr0.5Fe1.0O4 222.88
0.6 CuAl0.6Cr0.6Fe0.8O4 219.61
0.7 CuAl0.7Cr0.7Fe0.6O4 216.34
0.8 CuAl0.8Cr0.8Fe0.4O4 213.07
0.9 CuAl0.9Cr0.9Fe0.2O4 209.79
1.0 CuAlCrFeO4 206.52
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Table: 9 Results of EDAX characterization for the representative samples of
               the system: CuAlxCrxFe2-2xO4
Slow cooled samples
Composition
x=0.2 x=0.8
Element
present
Expected EDAX Expected EDAX
O 4.00 3.93 4.00 3.87
Cu 1.00 0.97 1.00 0.96
Fe 1.60 1.54 0.40 0.37
Cr 0.20 0.19 0.80 0.77
Al 0.20 0.18 0.80 0.75
Quenched samples
Composition
x=0.2 x=0.8
Element
present
Expected EDAX Expected EDAX
O 4.00 3.60 4.00 3.90
Cu 1.00 0.96 1.00 0.98
Fe 1.60 1.57 0.40 0.39
Cr 0.20 0.19 0.80 0.78
Al 0.20 0.19 0.80 0.77
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Table: 10 Lattice constant (a) and X-ray density (ρ) for
                 the system: CuAlxCrxFe2-2xO4
Content
(x)
Lattice constant
a (Å) ± 0.002 Å
X – ray density
ρ (gm. cm-3)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
8.411
8.398
8.393
8.386
8.378
8.358
8.360
8.351
8.343
5.34
5.33
5.26
5.16
5.14
5.10
5.02
4.97
4.90
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Table: 11 Results of Indexing of XRD patterns: CuAlxCrxFe2-2xO4
Result of Indexing x= 0.2
2θ (SC) h k l 2θ (Q)
30.248 220 30.236
31.344 * 31.320
35.629 311 35.605
37.245 222 37.258
40.837 * 40.605
43.284 400 43.274
53.676 422 53.645
57.237 * 57.180
57.360 511 57.320
63.019 440 62.987
72.083 * 72.110
74.356 533 74.501
     Angles in Degrees
171
Result of Indexing x= 0.4 CuAlxCrxFe2-2xO4
2θ (SC) h k  l 2θ (Q)
30.262 220 30.302
31.392 * 31.373
35.758 311 35.691
36.281 * 36.278
37.416 222 37.283
40.772 * 40.754
43.450 400 43.344
53.914 422 53.788
57.462 * 57.338
57.580 511 57.484
63.105 440 62.960
63.280 * 63.141
71.615 * 71.231
74.700 533 74.511
       Angles in Degrees
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Result of Indexing x= 0.6 CuAlxCrxFe2-2xO4
2θ (SC) h k  l 2θ (Q)
30.457 220 30.405
31.436 * 31.420
35.869 311 35.313
36.474 * 36.462
37.416 222 37.430
41.045 * 40.956
43.594 400 43.506
54.070 422 53.978
55.944 * 55.421
57.944 511 57.555
63.321 * 63.201
63.460 440 63.340
65.700 * 65.690
72.230 * 72.180
74.939 533 74.767
      Angles in Degrees
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Result of Indexing x= 0.8 CuAlxCrxFe2-2xO4
2θ (SC)  h k  l 2θ (Q)
30.220 220 30.599
31.457 * *
35.440 311 35.343
36.027 * 36.040
36.597 222 36.594
37.647 * 37.723
41.063 * 41.064
43.796 400 43.814
54.392 422 54.346
56.048 * 56.076
57.928 511 57.947
62.772 * 62.740
63.680 440 63.421
65.320 * 65.129
72.340 * 72.128
74.789 533 74.839
    Angles in Degrees
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Table: 12 Results of XRD intensity calculations: CuAlxCrxFe2-2xO4
Slow cooled samples
(a) Composition x = 0.0
Relative intensity (%)2θ hkl
Calc.% Observed %
30.05 220 29.1 31.8
35.38 311 100.0 100.0
42.99 400 30.7 31.8
53.37 422 12.0 14.1
57.04 511 22.4 21.9
62.63 440 33.4 32.1
(b) Composition x = 0.2(SC)
Relative intensity (%)
2θ hkl
Calc.% Observed %
30.25 220 40.9 41.8
35.63 311 100.0 100.0
43.28 400 33.6 32.3
53.68 422 12.7 13.9
57.36 511 22.6 22.7
63.02 440 27.6 26.8
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(c) Composition x = 0.4(SC) CuAlxCrxFe2-2xO4
Relative intensity (%)
2θ hkl
Calc.% Observed %
30.26 220 36.6 37.3
35.76 311 100.0 100.0
43.45 400 23.8 22.4
53.91 422 8.4 9.4
57.58 511 15.9 16.5
63.10 440 42.1 41.8
(d) Composition x = 0.6(SC)
Relative intensity (%)
2θ hkl
Calc.% Observed %
30.46 220 42.2 42.6
35.87 311 100.0 100.0
43.59 400 24.4 23.9
54.07 422 11.9 12.2
57.94 511 29.8 30.2
63.46 440 36.4 37.8
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(e) Composition x = 0.8 (SC)
Relative intensity (%)
2θ hkl
Calc.% Observed %
30.22 220 44.7 45.4
35.44 311 100.0 100.0
43.80 400 21.6 20.5
54.39 422 11.5 12.6
57.93 511 24.9 25.7
63.68 440 24.9 25.5
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Table: 13 Results of XRD intensity calculations: CuAlxCrxFe2-2xO4
(f) Quenched samples
composition x = 0.2 (Q)
Relative intensity (%)2θ hkl
Calc. % Observed %
30.24 220 39.6 38.4
35.61 311 100.0 100.0
43.27 400 20.6 20.6
53.64 422 11.0 11.4
57.32 511 33.8 34.6
62.99 440 22.8 23.9
(g) Composition x = 0.4(Q)
Relative intensity (%)2θ hkl
Calc.% Observed %
30.30 220 42.9 42.1
35.69 311 100.0 100.0
43.34 400 21.6 20.0
53.78 422 10.0 11.3
57.48 511 28.8 29.3
62.96 440 19.1 19.5
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(h) Composition x = 0.6 (Q)
Relative intensity (%)2θ hkl
Calc.% Observed %
30.41 220 36.2 36.1
35.31 311 100.0 100.0
43.51 400 18.4 19.9
53.98 422 11.8 12.4
57.55 511 27.9 28.4
63.34 440 28.1 27.4
( I ) Composition x = 0.8 (Q)
Relative intensity (%)2θ hkl
Calc.% Observed %
30.60 220 44.8 45.1
35.34 311 100.0 100.0
43.81 400 21.9 20.7
54.35 422 12.5 13.8
57.95 511 28.7 29.0
63.42 440 26.9 27.9
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Table: 14 Lattice constant (a) tetragonality (c/a) and X-ray density (ρ)
                 for the quenched And slow-cooled samples of the
                 system:  CuAlxCrxFe2-2xO4
Composition
x
Sample a
(Å)
c
(Å)
c/a ρ
gm/cm3
SC 8.297 8.564 1.03223 5.250.2
Q 8.318 8.588 1.03254 5.20
SC 8.348 8.616 1.03211 5.010.4
Q 8.347 8.611 1.03158 5.01
SC 8.343 8.642 1.03583 4.850.6
Q 8.338 8.617 1.03345 4.87
SC 8.267 8.603 1.04073 4.820.8
Q 8.282 8.603 1.03872 4.80
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    Table: 15 Saturation magnetization (σs), Magneton number (nB),
                     canting  angle <αB> and Neel temperature (TN) for
                     the system : CuAlxCrxFe2-2xO4
Composition
x
σS
(emu/gm)
ηBObs
(µB)
ηBN
(µB)
ηBRCS
(µB)
<αβ>
degree
TN (K)
SC 32 1.33 1.6 1.32 17ْ  52′ 6500.2
Q 55 2.30 2.4 2.30 10ْ  29′ 560
SC 25 1.01 1.4 1.00 23ْ  16′ 5700.4
Q 39 1.66 3.0 1.65 40ْ  28′ 423
SC 21 0.84 1.2 0.84 24ْ  30′ 4500.6
Q 26 1.03 3.6 1.02 59ْ   62′ 340
SC 18 0.66 1.0 0.66 26ْ  39′ -0.8
Q 12 0.45 4.2 0.45 78ْ   17′ -
SC = slow cooled, Q = quenched, µB = Bohr Magneton
ηBObs = observed value,  ηBN = Neels model , ηBRCS = RCS model
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Table: 16 Various physical parameters: Lattice constant(a),
                 Tetragonality (c/a), Saturation magnetization (σs),
                 magneton number (nB), canting angle (αB),
                 Neel temperature (TN), Nuclear Hyperfine field (Hnf ),
                 Isomer shift (IS), iron distribution parameter (δ) and
                 Mossbauer line width (Γ) for slow-cooled and quenched samples
                 of two compositions of  the spinel system CuAlxCrxFe2-2xO4
x=0.2 x=0.6
Parameter Sample Sample
Slow-cooled Quenched Slow-cooled Quenched
a (Å) 8.393 8.373 8.360 8.313
c/a 1.032 1.033 1.036 1.032
σs (emu/g) 32 55 21 26
nB obs  (µB) 1.33 2.30 0.84 1.03
nBNeel (µB) 1.60 2.40 1.20 3.60
nBRCS (µB) 1.32 2.30 0.84 1.02
αB 170 52’ 10 0 29’ 240 30’ 590 62
Tc (K) 650 560 450 340
Hnf A (kOe) 374 301 269 12.04
Hnf B(kOe) 390 337 313 27.72
*IS A-site
(mm/S)
0.21 0.24 0.25 0.24
*IS B-site
(mm/S)
0.24 0.23 0.24 0.25
δ (Moss) 0.94 0.74 2.01 0.52
δ (XRD) 0.95 0.77 2.08 0.60
Γ A-site
(mm/S)
0.40 0.43 0.62 0.43
Γ B-site
(mm/S)
0.45 0.89 0.59 1.02
*Isomer Shift with respect to Fe metal
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Fig. 14 EDAX pattern for the slow-cooled sample of the composition:
             x = 0.2 of the system CuAlxCrxFe2-2xO4
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Fig. 15 EDAX pattern for the quenched sample of the composition:
             x = 0.2 of the system CuAlxCrxFe2-2xO4
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Fig. 16 X-ray diffraction pattern of CuFe2O4 at 300K
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Fig. 17 Variation of lattice constant as a function of Al-Cr content (x)
             for quenched (Q)and slow-cooled (SC) samples
             of the system: CuAlxCrxFe2-2xO4
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Fig. 18 X-ray diffraction patterns: quenched and slow-cooled samples
             of x = 0.2  the system CuAlxCrxFe2-2xO4, λ = 1.5406 Å
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Fig. 19 X-ray diffraction patterns: quenched and slow-cooled samples
            of x = 0.4  the system CuAlxCrxFe2-2xO4, λ = 1.5406 Å
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Fig. 20 X-ray diffraction patterns: quenched and slow-cooled samples
            of x = 0.6  the system CuAlxCrxFe2-2xO4, λ = 1.5406 Å
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Fig. 21 X-ray diffraction patterns: quenched and slow-cooled samples
             of x = 0.8  the system CuAlxCrxFe2-2xO4, λ = 1.5406 Å
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Fig. 22 High field magnetization plots (M vs H) at 10K for slow-cooled samples
  of CuAlxCrxFe2-2xO4 system
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Fig. 23 High field magnetization plots (M vs H) at 10K for quenched samples
    of CuAlxCrxFe2-2xO4 system
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Fig. 24 Thermal variation of Magnetization at low applied magnetic field
            (50 mT) in ZFC and FC conditions: (a) slow-cooled (b) Quenched
  system: CuAlxCrxFe2-2xO4, x = 0.8 composition
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Fig. 25 Thermal variation of low field (0.5 Oe) AC susceptibility for
             SC-samples of the system: CuAlxCrxFe2-2xO4
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Fig. 26 Thermal variation of low field (0.5 Oe) AC susceptibility for
                        Q-samples of the system: CuAlxCrxFe2-2xO4
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Fig. 27 Variation of Neel temperature as function of Al-Cr content
             for Q-and SC samples of the system: CuAlxCrxFe2-2xO4
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        Velocity (mm/sec)
Fig. 28 Mossbauer spectrum at 300K for SC and Q-samples of the composition
             x = 0.2 Solid line through the data points is the result of computer
             simulation
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              Velocity (mm/sec)
Fig. 29 Mossbauer spectrum at 300K for the SC and Q-samples of composition
             x = 0.6 Solid line through the data points is the result of computer
             simulation
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5.3 LiFe2-2xAlxCrxO4 (LAC):
The studies on previous two spinel systems have shown that the
simultaneous substitution of diamagnetic ion Al3+ and magnetic ion Cr3+ for
magnetic ion Fe3+ affects the exchange interactions in ferrites and results in
random canting of spins. During the last decade the ferrimagnetic Li-Ti-Zn
system was studied because of the relatively high Curie temperature in spite of
high content of diamagnetic ions [39]. In the case of Li-ferrite (Li0.5 Fe2.5 O4),
substitution of Zn has shown to exhibit interesting properties. For example, it
has been shown that the increase in Zn-concentration results in the reduction
of the B-site magnetic moment and some of the Fe3+ ions are rendered
paramagnetic [40]. For large concentration of diamagnetic ion Zn2+ in Li-ferrite
a non-collinear spin structure has been reported [41]. The investigations on Cr-
substituted Li-ferrite have shown that the addition of Cr3+ results in the
reduction of the net magnetic moment and also the Curie temperature [42].It
has been shown through neutron diffraction study on Mg and Zn substituted
Li0.5 Cr0.5Fe5O4 that the reduction in the B-site moment could also be due to the
canted spin structure. In fact, the characteristic reflection (200) of Yafet-Kittel
type magnetic ordering was found absent, the investigators opined that the
absence of (200) reflection does not rule out the possibility of YK ordering [43].
In the present work the focus is on the study of the influence of simultaneous
substitution of trivalent cations Cr3+ and Al3+ in Li0.5 Fe2.5 O4 on its structural,
magnetic and electrical properties through X-ray diffraction, high field
magnetization, low field AC susceptibility, Mossbauer spectroscopy and
resistivity, dielectric and thermoelectric power measurements.
The polycrystalline samples of the spinel solid solution series Li0.5Fe2.5-
2xAlxCrxO4 (x = 0.0 to 0.8, step = 0.2) were prepared by the double sintering
ceramic technique mentioned in chapter-4. The chemical compositions and
molecular weight for the samples are shown in Table 17. Since, one reactant
was an oxysalt, i.e. Li2CO3, the decomposition in a controlled manner was
essential. This compels to check the stoichiometry of the final products. The
chemical stoichiometry of the typical representative samples with x = 0.1 and
0.5 was checked by EDAX and the results are displayed in Table 18. The
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results confirm the expected chemical compositions for the samples and no
trace of any impurity was detected.
The X-ray diffraction (XRD) is generally used for structural phase
identification and to determine cell edge parameters. The X-ray diffraction
patterns recorded using Cu Kα radiations are depicted in Figs.30-31. No
structural phase has been detected in XRD patterns other than the expected
face centred cubic spinel phase.  Thus, the EDAX and XRD characterizations
have ascertained the compositional purity and structural monophasic nature of
the specimens. Both of these properties are essential prerequisites for the
study of structural, magnetic and electrical properties of polycrystalline
materials.
It is clear that the XRD patterns could be indexed for the Bragg’s
reflections pertaining to the face centred cubic structure. The lattice constant
for each sample was determined by using a computer program based on
Nelson-Riley method [2]; two representative N-R plots are shown in Fig. 32.
The values of lattice constant (a) and X-ray density for each specimen of the
system Li0.5Fe2.5-2xAlxCrxO4 are listed in Table 19. The variation of lattice
constant and X-ray density as a function of Al-Cr content is shown in Fig. 33.
The linear decrease in lattice constant with increase in Al-Cr content (x) is due
to the substitution of smaller cations Al3+ (0.51 Å ) and Cr3+ (0.63 Å ) for larger
cation Fe3+ (0.64 Å ) in the system. The linear decrease in cell edge parameter
also confirms the expected substitution of the cations in the lattice. Moreover, it
also implies that the system is governed by the general cation distribution
formula instead of having arbitrary compositional dependence of the site
occupancy of the cations involved. The Lithium ferrite, Li0.5 Fe2.5 O4, x = 0.0, is
an inverse spinel with all Li1+ ions occupying octahedral sites [44]. The cation
distributions for all compositions were determined through X-ray diffraction
intensity calculations using a computer program specially developed on the
basis of the method suggested by Buerger [36]. The normalized X-ray
diffraction intensities, calculated and observed, for different Bragg planes by
assuming various combination of cation distribution based on their site
preferences were compared. The results of the XRD intensity calculations are
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shown in Table 20. It is well known that the Cr3+ ions have marked preference
for octahedral (B) sites and the large difference between the values of atomic
scattering factors of Al3+ and Fe3+ renders good contrast between them and it
enables one to determine accurately the distribution of Al3+ and Fe3+ in the
spinel lattice through XRD intensity analysis. Contrary to the reports, we have
found that the Al3+ ions are almost equally distributed among octahedral and
tetrahedral sites. The general cation distribution formula can be written as:
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The values of saturation magnetization (σs) and the saturation
magnetization per formula unit, i.e. magneton number (nB)obs measured at 77K
and in the peak field of 5kOe are listed in Table 21. The σs value decreases
with increase in Al-Cr content (x). According to the Neel’s two sub-lattice
collinear spin model [10] the magneton number (nB)N is defined as:
 (nB)N = MB(x) - MA(x), where, MB and MA are octahedral and tetrahedral site
moments, respectively. These site moments have been calculated using the
cation distribution and the free ion moments of the cations involved. The
variation of the observed magneton number (nB)obs at 77K temperature as a
function of Al-Cr content (x) follows the Neel’s collinear spin model [10] up to x
= 0.2, thereafter it decreases with faster rate for further magnetic dilution
(Fig.34). The observed decrease in the nB on increasing Al-cr content is
attributed to the fact that the rate of decrease of the B-site moment is faster
than that of the A-site moment. This happens because on B-site, the  Fe3+  ions
with free ion moment of 5µB is replaced simultaneous by  non-magnetic Al3+ ( 0
µB ) and magnetic Cr3+ ( 3 µB ) while an A-site Fe3+ is replaced by Al3+only. The
deviation of (nB)obs  from (nB)N indicates the evolution of the canted (non-
collinear) spin structure for the samples with x  > 0.2 .
The initial composition i.e. x = 0.0; Li0.5 Fe2.5 O4 is an inverse spinel and
a collinear ferrimagnet with the exchange interaction constant ratio (inter-
sublattice to intra-sublattice), JAB /JBB = 3.63 [11]. On Al3+ substitution, the
number of A-B super-exchange interactions is reduced and the BB interaction
201
is made stronger due to the reduction in unit cell dimension [45]. This induces
non-collinear spin alignment in octahedral (B) sites. Since the actual spin
canting depends upon the number of non-magnetic nearest neighbours and the
spatial arrangement, the statistical model proposed by Rosencwaig [13, 14]
should be used. According to his model, the B-site magnetic ions can be
considered to be canted with an average angle <αB>due to non-magnetic
substitution ( Al3+) in A sites which in average nearest neighbour approximation
is estimated to be,
Cos <αB> ~ [(5-2.5x)/ (7.5-4.5x)] {JAB / JBB}
The JAB and JBB are exchange integrals. The experimental values of the canting
angle <αB> have been from the measured nB at 77K and the values are listed in
Table 20. The exchange integral ratio JAB/JBB approaches unity with increase in
magnetic dilution of the system (Table 20).
The plots of thermal variation of low field AC susceptibility for the
compositions x = 0.2, 0.4, 0.5 and 0.6 are shown in Fig. 35. All the samples
show normal ferrimagnetic behaviour. It is clear that the compositions except
for x = 0.2 exhibit ‘tailing’ near magnetic transition temperature i.e. Neel
temperature, which becomes pronounced on increasing magnetic dilution. This
is ascribed to the onset of canted spin structure at x > 0.2 and the formation of
spin clusters due to disorder and magnetic dilution. The values of the Neel
temperatures for all the samples determined from the thermal variation of AC
susceptibility plots ate listed in Table 20. The variation of Neel temperature (TN)
with Al-Cr content (x) is shown in Fig. 36. The linear decrease in TN with
increase in Al-Cr content is due to the dilution in A-B superexchange linkages
on substitution of Al3+ in the A- and B-sites. This indirectly confirms that the
system is eligible to be described by a general cation distribution formula.
The Mossbauer spectra recorded at 300K are displayed in Fig. 37. The
Mossbauer spectum for the composition x = 0.2 is a superposition of two well
defined Zeeman sextets corresponding to Fe3+ ions at tetrahedral A) and
octahedral(B) sites in the spinel lattice. The spectrum for x = 0.5 exhibits little
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paramagnetic contribution through central enhancement superimposed on
magnetic sextets indicating onset of the formation of paramagnetic centres.
The spectrum for the composition x = 0.8 shows features characteristics of
relaxation effects with sharp central enhancement arising from considerable
amount of paramagnetic centres at higher Al-concentrations. The hyperfine
interaction parameters: isomer shift, quadrupole shift and nuclear hyperfine
field deduced from the Mossbauer spectra are given in Table 21. The reported
values of A-site and B-site hyperfine fields at 300K for pure Li0.5 Fe2.5 O4 (x =
0.0) are 480kOe and 495 kOe, respectively [46]. No attempt has been made to
analyze the spectrum for x = 0.8, since it forms a complex spectra due co-
existence of distribution of hyperfine fields (large line widths) and the effects of
the paramagnetic centers. The direct proportionality between the sublattice
magnetization and the nuclear hyperfine field can be exploited, and the net
magnetic moment (nB)M  (nB through Mossbauer study ) by imposing the ratio of
site-hyperfine fields [ Hn(x) / Hn(0) ] on the Neel’s equation, can be deduced. It
has been suggested that [5] the discrepancy between (nB)M and the observed
moment is an indirect indication for the non-collinear spin structure (Table 21).
The iron distribution parameter, δ = Fe3+A/ Fe3+B deduced through the
Mossbauer lorenzian intensity ratio for A-and B-sites for the samples with x =
0.2 and 0.5 was found agreeing well with the value obtained from XRD intensity
calculation. The central doublet may be attributed to those Fe3+ ions which are
magnetically isolated and did not participate in long range magnetic ordering
due to large number of non-magnetic nearest neighbours [47]. In the present
system, the B-site has Li1+ and Al3+ both non-magnetic ions and Fe-
concentration is continuously reduced. Therefore, A-site Fe3+ ions having large
number of non-magnetic ions as its nearest neighbours produced the central
doublet.
203
Conclusion:
The results of structural, magnetic and electrical investigations on the
system Li0.5Fe2.5-2xAlxCrxO4 can be summarized as follows:
The system follows the general cation distribution, which is reflected in
the linear variation of lattice parameter and Neel temperature as a function of
Al-Cr concentration (x). The linear decrease in the cell edge parameter can be
understood on the basis of relative cationic radii of the cations involved. The
variation of magneton number with Al-Cr content (x) is explained by using
Random canting of Spin model. This suggests that the co-substitution of non-
magnetic Al3+ and magnetic Cr3+ for Fe3+ in the Li0.5 Fe2.5 O4 (which contains
only magnetic ion, Fe3+) causes disorder and paramagnetic centres at higher
Al-Cr concentrations as confirmed by appearance of central paramagnetic
enhancement (doublet) superimposed on magnetic sextets in the Mossbauer
spectra. The system enters into the regime of canted spin structure on
increasing Al-Cr content (x) beyond 0.2, which endorses initial hypothesis that
the presence of Cr3+ along with magnetic dilution leads to the randomly canted
spin structure.
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Table: 17 Chemical composition and molecular weight of each
                 specimen of the spinel system: Li0.5Fe2.5-2xAlxCrxO4
Content
X
Chemical
composition
Molecular
weight (amu)
0.0 Li0.5Fe2.5O4 218.11
0.1 Li0.5Fe2.3Al0.1Cr0.1O4 214.83
0.2 Li0.5Fe2.1Al0.2Cr0.2O4 211.55
0.3 Li0.5Fe1.9Al0.3Cr0.3O4 208.27
0.4 Li0.5Fe1.7Al0.4Cr0.4O4 205.00
0.5 Li0.5Fe1.5Al0.5Cr0.5O4 201.72
0.6 Li0.5Fe1.3Al0.6Cr0.6O4 198.44
0.7 Li0.5Fe1.1Al0.7Cr0.7O4 195.17
0.8 Li0.5Fe0.9Al0.8Cr0.8O4 191.89
0.9 Li0.5Fe0.7Al0.9Cr0.9O4 188.62
1.0 Li0.5Fe0.5AlCrO4 185.34
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Table: 18 Results of EDAX characterization for the two representative
                 samples of the system: Li0.5Fe2.5-2xAlxCrxO4.
Composition
x=0.2 x=0.8
Element
present
Expected EDAX Expected EDAX
O 4.00 3.92 4.00 3.89
Al 0.20 0.21 0.80 0.79
Fe 2.10 1.97 0.90 0.87
Cr 0.20 0.19 0.80 0.78
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             Table: 19 Lattice constant (a) and X-ray density (ρ)
                              for the system: Li0.5Fe2.5-2xAlxCrxO4.
Content
 x
a
(Ǻ)
ρ
(gm/cm3)
0.0 8.318 5.07
0.2 8.298 4.95
0.4 8.271 4.84
0.5 8.267 4.74
0.6 8.251 4.59
0.8 8.237 4.56
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  Table: 20 Results of XRD intensity calculations: Li0.5Fe2.5-2xAlxCrxO4.
      (a)composition x = 0.2
Relative Intensity (%)2θ hkl
Calculated Observed
30.52 220 36.4 37.0
35.93 311 100.0 100.0
43.67 400 18.6 16.8
54.17 422 12.6 11.5
57.70 511 22.7 34.3
63.37 440 47.4 43.6
     (b) composition x = 0.4
Relative Intensity (%)2θ hkl
Calculated Observed
30.65 220 45.8 46.1
36.07 311 100.0 100.0
43.85 400 15.1 14.0
54.28 422 6.2 6.7
57.90 511 22.8 21.8
63.59 440 28.9 29.7
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                      (c) composition x = 0.6
Relative Intensity (%)2θ Hkl
Calculated Observed
30.71 220 45.3 42.2
36.15 311 100.0 100.0
43.90 400 16.1 17.3
54.54 422 12.4 12.3
58.08 511 21.8 20.5
63.76 440 27.6 28.1
    
                       (d) composition x = 0.8
Relative Intensity (%)2θ hkl
Calculated Observed
30.79 220 39.5 40.5
36.21 311 100.0 100.0
43.99 400 23.2 20.7
54.59 422 7.1 6.2
58.17 511 22.9 18.5
63.90 440 28.8 24.9
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Table: 21 Saturation magnetization (σs), Magneton number (nB),
                canting  angle <αB>, exchange ratio ( JAB / JBB ) and
                Neel temperature (TN) for the system: Li0.5Fe2.5-2xAlxCrxO4.
X σs (emu/g) nB (µB) Canting
angle <αB>
exchange
ratio
(JAB /JBB )
TN(K)
0.0 2.45 2.5 Collinear - 945
0.2 2.10 2.1 Collinear - 808
0.4 1.45 1.7 17o   2' 1.36 662
0.5 0.93 1.5 26o   57' 1.25 572
0.6 0.75 1.3 27 o  41' 1.21 530
0.8 0.25 0.9 33  o  33' 1.08 398
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Table: 22 Hyperfine field (Hnf),Isomershift (I.S) ,Iron distribution
                 parameter δ(Fe3+A / Fe3+B), Magneton number (nB)
                 for Li0.5Fe2.5-2xAlxCrxO4 system
CompositionParameter
x=0.0 x=0.2 x=0.5
Hnf(A)
(kOe)
480* 432 379
Hnf(B)
(kOe)
495* 460 405
I.S.(A)
mm/sec
0.25* 0.23 0.27
I.S.(B)
mm/sec
0.29* 0.31 0.34
δ(XRD) 0.67 0.75 1.00
δ(Moss) ----- 0.71 0.95
nBN 2.50 2.10 1.50
nBRCS 2.50 2.10 0.93
nBobs 2.45 2.10 0.93
nBMoss 2.50 2.08 1.33
  *ref 46
error: Hnf  ± 2.0 kOe ,  I.S.  ± 0.02 mm / sec
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Fig. 30 X-ray diffraction pattern: x = 0.2 and 0.4
            for Li0.5Fe2.5-2xAlxCrxO4, λ = 1.5406 Å
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Fig. 31 X-ray diffraction pattern: x = 0.6 and 0.8
            for Li0.5Fe2.5-2xAlxCrxO4, λ = 1.5406 Å
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Fig. 32 Nelson-Riley plots for x- 0.2 and 0.6 for Li0.5Fe2.5-2xAlxCrxO4
214
Fig. 33 Variation of lattice constant and X-ray density as a function
             of Al-Cr concentration (x) for Li0.5Fe2.5-2xAlxCrxO4
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Fig. 34 Magneton number (nB) as a function of Al-Cr content (x)
             for  Li0.5Fe2.5-2xAlxCrxO4
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Fig. 35 Thermal variation of low field (0.5 Oe) AC susceptibility for
             the samples of the system: Li0.5Fe2.5-2xAlxCrxO4
217
Fig. 36 Variation of Neel temperature with Al-Cr content for
             the system: Li0.5Fe2.5-2xAlxCrxO4
218
Fig. 37 Mossbauer spectra at 300K for three samples of
             the system: Li0.5Fe2.5-2xAlxCrxO4
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(B) Electrical Properties
DC Resistivity and Thermo-Electric Power studies:
5.4 Ni1-xCdxCrxFe2-xO4 (NCC):
The DC resistivity of pellets of each ferrite prepared at pressure (p) ≈ 2
x 107   Kg / m2   and sintered at 1100oC for 24 hours has been measured as a
function of temperature (300-900 K). The resistivity values for a particular
ferrite do not differ much from sample to sample. Furthermore, for each pellet
no significant difference has been observed in resistivity values during the
heating and cooling cycles. The ρdc values for the series of ferrites lie between
106-108 Ω.cm near room temperature, obviously they will be good insulators at
room temperature. The plots of ρdc variation with temperature for the
compositions x=0.0, 0.1, 0.3, 0.5 and 0.7 are presented in Fig.1 as log10 ρ
against 103/T. For all the compositions log ρ versus reciprocal of temperature
curve consists of two slopes with a single transition, hence there are two
activation energies for the two different ranges. The reason for the two slopes
can be explained as follows: At high temperature, the thermal energy is
sufficiently great to create vacancies and the activation energies represent a
sum of the energies required for vacancies generation and the motion of
electrons into the vacancies. At lower temperature, the thermal energy is only
large enough to allow the migration of electrons into vacancies already
present in the material. A change in the slope may be due to the Neel
temperature [1] or to the change in the conductivity mechanism [2].The
anomaly strongly supports influence of magnetic ordering upon the
conduction process.
The temperature dependence of resistivity is given by the Arhenius equation:
σ = σ o exp (E/kT)
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where k is Boltzman Constant, E is the activation energy and T is the absolute
temperature.
The activation energies for conduction are computed from log ρ versus
103 / T plots and are presented in Table-1. The activation energy increases on
changing from ferrimagnetic (Ef) to paramagnetic (Ep) region. According to the
theory of magnetic semiconductors, one expects such a reduction in the
activation energy as the system undergoes the transition from the
paramagnetic to Ferrimagnetic State. This is due to fact that the ferrimagnetic
state is an ordered state while the paramagnetic state is disordered, thus
charge carriers required more energy for the conduction. The high value of
the activation energy in the paramagnetic state as compared to ferrimagnetic
state is due to the volume expansion of the sample during the magnetic
transition [3, 4]. The activation energies in the ferrimagnetic region are much
higher than the ionization energies (Ei=0.1eV) of donor or acceptor and hence
the possibility of band type conduction is ruled out.
The thermoelectric power α is positive for the samples with x=0.0 - 0.9,
indicating that the majority charge carriers are holes. Thus, the conduction
mechanism for the p-type semiconductor is due to the hole transfer from
Fe4+ ↔  Fe3+, Ni3+ ↔  Ni 2+ and Cr4+ ↔ Cr 3+ at the octahedral sites. The
thermoelectric voltage (∇E) developed across each pellet of the ferrite
material does not significantly depend upon heating and cooling cycles and
reproducible values (within ±10%) are obtained in successive observations.
The seebeck coefficient (α) = ∇E / ∇T (∇T = the temperature difference
across the sample) at different temperatures (300-500K) for the samples
studied is shown in Fig.2. The striking features of the system studied are that
(i) α is positive for all the compositions over the whole range of temperature
(ii) α decreases with increasing temperature. The first observation suggests
that majority charge carriers are holes or p-type conduction is dominant. The
second observation leads to the conclusion that on increasing temperature
the number of Fe4+, Cr4+and Ni3+    decreases.
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The value of charge carriers concentration per unit volume have been
calculated for all the compositions at each temperature by using the values of
the Seebeck coefficient. The plots ln (nc ) versus 103/T for various mixed
ferrites are shown in Fig.3. It can be seen from the figures that the carrier
concentration behaves inversely as compared to the variation of Seebeck
coefficient with temperature. On increasing temperatures generation of holes
which are the majority charge carriers, with increasing temperature may be
expected.
Bashikirav and Liberman [5] have classified ferrites as degenerate
semiconductors, if the thermo emf is independent of temperature and as non-
degenerate semiconductors, if the thermo   emf   depends on temperature. In
the present study, samples are non-degenerate semiconductors.
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Table: 1 Activation energy (E), ∆E = Ep-Ef and Neel temperature (TN) for
NiCdCrFeO4 system.
Composition
x
ρdc (RT) x 106
Ohm·cm
Ep (eV) Ef (eV) ∆E (eV) TN (K)
Resist.
TN (K)
Sus.
0.0 41 0.5715 0.1923 0.379 870 873
0.1 38 0.4620 0.2431 0.219 818 818
0.3 5 0.1824 0.1386 0.044 708 700
0.7 8 0.0792 0.1696 0.090 503 510
0.9 11 0.0742 0.2614 0.187 413 410
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Fig. 1 Electrical Resistivity ρdc versus
reciprocal of Temperature
                      103/T for X=0.0, 0.1, 0.3, 0.7 and 0.9
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Fig. 2 Thermal variation of Seebeck coefficient for
x=0.0, 0.1, 0.3, 0.7 and 0.9, NiCdCrFeO4 system
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Fig.3 variation of charge carrier concentration with temperature
          for x = 0.0, 0.1, 0.3, 0.7 and 0.9, NiCdCrFeO4 system
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5.5 CuFe2-2xAlxCrxO4 (CAC):
The temperature dependence of d.c. electrical resistivity (ρdc) is
illustrated inFig.4 for ferrite with x=0.0, 0.2, 0.4 and 0.6. Fig.4 shows that ρdc
decreases with increasing the temperature like normal semiconductors that
are controlled by the Ahrenius relation. It is interesting to note that the nature
of curve for compositions with x=0.0 and 0.2 is different from that for x ≥ 0.4
samples. For the former ferrites log ρ  versus reciprocal of temperature curve
consist of three distinct regions and two breaks, while for the x = 0.4-0.8 have
two slopes with single transition temperature. The temperature T1
corresponds to transition from region I to II and temperature T2 from region II
to III. Similar type of behaviour has been observed for Li-Cu [6] Zr4+
substituted Cu ferrite. The transition temperature T2 (x=0.0, 0.2) and T1 (0.4,
0.6 and 0.8), is nearly equal to Neel temperature of the ferrites. Ghani et al [7]
observed three regions in the temperature variation of resistivity for Cu-Ni
ferrites. They attributed the conduction mechanism in the first region to the
presence of impurities, in the second region to the phase transition and in the
third region to magnetic disorder. The conduction process in the present
material may be due to grains, grain structure and porosity in region-I, crystal
structure changes in region II and magnetic disorder in region III. The Neel
temperature (TN) deduced for all the compositions from log ρ versus 103/T
plots are listed in Table 2. It is found that the values of TN are in good
agreement to those found experimentally from the susceptibility
measurements [8]
         The thermoelectric voltage (∇E) developed across each pellet of ferrite
specimen does not depend significantly upon heating and cooling cycles and
repeatable values within the accuracy of ±10% are obtained in successive
observations. The results of variation of seebeck coefficient (α) = ∇E / ∇T
(∇T is the temperature difference across the sample) at different hot junction
temperature (T) within temperature range of 300-500 K for all the
compositions studied are shown in Fig. 5.
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The first observation suggests that α is negative for both the set of
samples except (Quenched x=0.0 composition). This indicates that the most
probable conduction mechanism is electron hopping between ferrous (Fe2+)
and ferric (Fe3+) and Cu1+  ↔ Cu2+    ions Of course there may be possibility of
conduction due to holes between Cr3+   ↔ Cr4+    Fe3+  ↔  Fe4+   ions in the
system. In general in the present system following types of conduction may be
expected:
   (1)   Fe2+  ↔  Fe3+ (n type)
   (2)   Cu1+  ↔  Cu2+ (n type)
     (3)     Cr3+  ↔  Cr4+      (p type)
     (4)      Fe3+  ↔  Fe4+    (p type)
These processes are expected to take place between two adjacent
octahedral sites of a spinel lattice. The observed positive sign for x=0.0
composition of Quenched system suggests that conduction process no. (iii)
and (iv) are responsible, on the other hand in this composition Cr3+  ions are
absent, thus responsible conduction process is between Fe3+  ↔  Fe4+  ions.
The second observation is that rate of increase within the temperature
range studied is higher for cooled samples as compared to quenched
samples. The magnitude of 'α' shows random behaviour with Al-Cr content (x)
for both the set of samples. The first phenomenon suggest that quenching
hinders the accumation  the charges and second phenomenon may be due to
random formation of Cr4+ and Fe4+  in the system.
The third observation is that seebeck coefficient increases gradually
with increasing temperature. This variation of α with temperature can be
explained on the basis of the fact that in the case of an n-type semiconducting
material, the hot surface becomes positively charged, as it loses some of its
electrons. The cold surface of the semiconductors becomes negatively
charged due to the diffusion of free electrons form the hot portion. On
increasing temperature conduction mechanism
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Cu1+    + Fe3+   ↔  Cu2+     +     Fe2+
becomes more probable, generate electrons, accumulated on cold surface, as
a result potential difference (∆v) developed, which increases α with
temperature.
Thus, the temperature dependence of dc resistivity curve for 0.0-0.2
consist of three distinct regions and two breaks while for the x=0.4-0.8 have
two slopes with single transition. The values of TN are in good agreement to
those found experimentally from the susceptibility measurements. It is found
that both the set of samples are n-type semiconductors and most probable
conduction mechanism is electron hopping between Fe2+  ↔  Fe3 and
Cu1+  ↔  Cu2+ 
The rate of increase of   α within the temperature range studied is higher for
SC samples as compared to Q-samples, suggests that quenching hinders the
accumulation of charges.
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Table: 2 Neel temperature for CuAlFeCrO4 system from
                      resistivity measurements.
Composition
x
TN  (K)
(Resistivity)
TN  (K)
(Susceptibility)
0.0 725 720
0.2 660 650
0.4 575 570
0.6 430 450
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Fig.4 Electrical Resistivity ρdc versus reciprocal of Temperature
         103/T for x=0.0, 0.2, 0.4, 0.6 and 0.8
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Fig.5 Thermal variation of Seebeck coefficient for x = 0.0, 0.2, 0.4, 0.6 and 0.8
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5.6 LiFe2-2xAlxCrxO4  (LAC):
Compositional variation of d.c. resistivity (ρdc) is given in Table 3. This
shows that the resistivity has minimum value at x=0.2 and then increases for x
> 0.4 compositions. In the present system Fe3+ Cr3+ replaces ions. Therefore,
with increasing Cr3+  content , more number of Fe2+  and Cr4+  bonds are
formed at an octahedral sites, which are more stable and has lower energy
than the  Fe2+ ion hence there is an increase in the resistivity The different
regions with changing slopes have been observed in resistivity  versus 1/T
plots for many ferrites. This is attributed to the changes in the conductivity
mechanism as discussed earlier.
It is interesting to note that for substituted ferrites x=0.2 and 0.4, upto
curie temperature log ρ ?1/T, Fig.6 shows normal behaviour but beyond that
it shows metallic nature, on the other hand for x=0.6 and 0.8 it shows metal to
insulator (M-I) transition at about  360K and 325K respectively. Earlier such
type of transition has been observed by Joshi et al [9] in MgAlxFe2-xO4 system
and by Chhaya et al [10] for NiAlxCrxFe2-2xO4 systems.
The plots of seebeck coefficient (α) with temperature are given in Fig.
7. For the samples with x=0.0, 0.2 alpha values are positive and they remain
positive throughout the temperature range. For the x=0.6 and 0.8 alpha values
changes from negative to positive where as the sample x=0.4 shows only
negative values for alpha throughout the temperature range. The samples
with x=0.6 and 0.8 show n to p- type transition at about 400K. For all the
samples alpha values increases with temperature.
The compositional variation of n to p type conductivity can be related to
the presence of Fe2+ and Cr4+ / Fe4+ ion respectively. The predominant
conduction in Li-Al-Cr-Fe ferrite is due to the presence of Cr-ions in the
octahedral sites, favoring the conduction mechanism such as
Cr3+ + Fe3+ ⇔ Fe2+ + Fe4+ / Cr4+
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Based on this fact one can say that for lower Al- Cr concentration (x)
formation of Fe4+/Cr4+ is quite dominant, while for higher concentration Fe2+
(Ferrous ion) formation becomes dominant.
The charge carrier concentration (ηc) calculated from seebeck
coefficient values as a function of temperature is shown in Fig.8. It is
interesting to note that nature of thermal dependence of nc for x=0.0 and 0.2
concentration is different to that for x=0.4, 0.6 and 0.8 compositions. For
x=0.0 and 0.2, ηc decreases continuously with temperature while for x=0.4 to
0.8 ηc remains independent of temperature initially (300-400 K) while it
decreases with further increasing temperature (T>400K). The behaviour of
ηc?T plots is consistent with temperature dependence of seebeck coefficient
observed increase in Alpha with temperature suggests accumulation of the
charges as a result free charge carrier concentration is expected to decrease.
Thus, the compositional variation of dc resistivity is govern by number
of Fe2+ and Cr4+ bonds that are formed at an octahedral sites. It is found that
x=0.2 and 0.4 compositions show metallic nature beyond curie temperature
while compositions with x=0.6 and 0.8 show M-I transition.
The compositions x=0.0 and 0.2 show p-type conduction while for
x=0.4 conduction is η-type on the other hand for x=0.6 and 0.8 η to p type
transition at about 400K is observed.
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Table: 3 Compositional dependence of Resistivity (ρ) for LiAlCrFeO4
               system at different Temperature.
ρ (ohm · cm) x 106
T (K) x=0.0 x=0.2 x=0.4 X=0.6 x=0.8
395 5.18 3.19 5.46 8.4 7.16
475 5.03 2.66 5.19 6.71 5.44
590 4.58 2.02 5.04 5.96 4.47
675 4.25 1.59 5.38 5.09 4.00
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Fig. 6 Electrical Resistivity ρdc versus reciprocal of Temperature
                     103/T for X=0.2, 0.4, 0.6 and 0.8
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Fig.7 Thermal variation of Seebeck coefficient for x=0.0, 0.2, 0.4, 0.6 and 0.8
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Fig. 8 variation of charge carrier concentration with temperature for
             x = 0.0, 0.2 and 0.4 LiAlCrFeO4 system
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Fig. 8 variation of charge carrier concentration with temperature for
             x = 0.6 and 0.8 LiAlCrFeO4 system
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A.C. Conductivity and dielectric response of these systems:
The dielectric response of solids represents one of the most intensely
researched topics in Physics, the history of which goes back to the 18th
century, and yet in spite of having many theoretical models and efforts based
on the ‘scaling’ and ‘universality’ concepts to elucidate the underlying physical
processes, whose theoretical understanding to this day escapes a satisfactory
solution [11, 12]. This has happened due to the far-reaching complexity of the
many body interactions involved. Broadband dielectric spectroscopy is widely
used to investigate the dielectric properties of ceramics. In the frequency
domain and linear response regime, the dielectric response of the system
subjected to an applied time-varying electric field is completely characterized
by the complex permittivity, ε' (ω) = ε' (ω) + i ε'' (ω), which is a property of the
material alone, where the real and imaginary components represent the
storage and loss, respectively, of energy during each cycle of the electric field.
Therefore, it is common practice to plot experimental data using the
permittivity representation only.
A considerable amount of work has been motivated to develop theories
of AC conduction, with the main focus on either tunneling or hopping models
[13]. In recent times, the polarization studies were further extended to
understand and interpret the earlier theories in microscopic manner relevant
to different materials. These theories were also extended to interpret the low
frequency dielectric dispersion of transition metal oxide based ceramics such
as ferrites. Snock [14] introduced ferrites as high permeability core materials
since they combine high resistivity along with useful magnetic properties so
that in many industries there are no practical alternative materials. The current
expanding interest in ferrites at microwave frequencies has served to
emphasize the need for a studious approach to this field.
The field of ferrites is well cultivated but due to their various potential
applications and interesting physics involved in it, even after more than half a
century, scientists, researchers and engineers are still interested in various
types of ferrite materials, substituted with different cations, prepared by
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different techniques and its various properties as a function of compositions,
temperature, frequency etc. The studies of electric and dielectric behaviour
carry an equal importance as magnetic properties from both applied and
fundamental research point of view.
The crystal of magnetic oxides of technical interest falls in one of the
following four groups:
? Spinel ferrites: Structurally isomorphous  with the mineral spinel MgAl2O4
? Garnet:  R3Fe5O12, R = Yttrium or rare earth
? Magnetoplumbite (Hexagonal): MFe12O19 , M = Ba, Sr
? Orthoferrite : RFeO3 , R = Rare earth, Perovskite type structure
Although, ferrites are crystalline materials, they are considered as
disordered solids since they exist most likely in a polycrystalline structure i.e.
the disorder can be assumed to exist on a macroscopic scale. Moreover,
many authors [15,16,17] have considered ferrites samples as to be formed  of
different regions with different conductivities to interpret their overall
conductivity which increases with frequency according to Maxwell-Wagner
model grain boundaries of poor conductivity (conductivity σ1, dielectric
constant ε1 and thickness d1 which separate grains of higher conductivity (σ2,
ε2, d2 ). Depending upon the respective values of the parameters σi, εi, and di
dielectric dispersion spectra may occur [18]. During the last 40 years a very
large number of researchers have reported AC measurements on disordered
solids like ionic conducting glasses, amorphous and polycrystalline
semiconductors, electron and ion conducting polymers, metal cluster
compounds, transition metal oxides etc. [19]. Experimental data were usually
reported in terms of both frequency and temperature dependence of either the
conductivity (σ* = σ’ + i σ’’), the dielectric function (ε* = ε’ + iε’’), or the electric
modulus (M* = M’ + iM’’). It has been found that most of those studied
materials have AC properties remarkably in common such that it is possible to
fit them into one single master curve after suitable scaling. This implies that
the common physical process governs the dielectric response of the
materials. In view of this, we have attempted to analyze room temperature
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dielectric behaviour of different spinel ferrite systems in the frequency range:
100 Hz to 2 MHz.
The variation of real part of dielectric permittivity (ε’) as a function of
frequency at room temperature (300K) is depicted in Figs. 9-11 (a) for the
following spinel ferrite systems:
? Ni1-x Cdx CrxFe2-xO4  :    (NCC)
? Li0.5AlxCrxFe2.5-2xO4   :    (LAC)
? CuAlxCrxFe2-2xO4       :    (CAC)
The shape of ε’ (f) curves for all the three systems is similar. The
variation reveals the dispersion due to Maxwell-Wegner type interfacial
polarization which is in agreement with Koops phenomenological theory [15],
i.e. the fact that inhomogeneities gives rise to a frequency dependence of the
conductivity because charge carriers accumulate at the boundaries of less
conducting regions, thereby creating interfacial polarization. The large values
of ε’ at lower frequency are due to the predominance of the species like Fe2+ ,
Cu1+ ions, interfacial dislocation pile-ups, oxygen vacancies, grain boundary
effects etc. The values of ε’ decreases with increasing frequency reaching a
constant value for all the compositions. This is obvious because of the fact
that only species contributing to polarizability are bound to be lagging behind
the applied field at higher frequency. According to Novikova et al [20] the
polarization in ferrites is through a mechanism similar to the conduction
process.  In the system under investigation, we can expect following types of
carrier conduction mechanism on octahedral sites.
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NCC:  Ni2+  ↔ Ni3+      (p-type conduction)
 Fe2+ ↔ Fe3+     (p-type conduction)
Cr3+  ↔  Cr4+     (p-type conduction)
Fe2+  ↔  Fe3+     (n-type conduction)
           LAC: Fe3+ ↔ Fe4+       (p-type conduction)
Cr3+  ↔  Cr4+      (p-type conduction)
Fe2+  ↔  Fe3+     (n-type conduction)
CAC :  Fe3+ ↔ Fe4+      (p-type conduction)
Cr3+  ↔  Cr4+      (p-type conduction)
Fe2+  ↔  Fe3+     (n-type conduction)
Cu1+  ↔  Cu2+     (n-type conduction)
The exchange of electrons for CAC and LAC (x=0.4-0.8) systems and holes
for NCC and LAC (x=0.0, 0.2) systems may lead to local displacement of
charge carriers in the direction or opposite direction of the applied field, these
determine the polarization. The explanation of the observed dispersion of the
dielectric constant can be given as follows: In ferrites it is well known that the
samples consist of well conducting grains separated by poorly conducting
grain boundaries [15]. The electrons reach the grain boundary through
hopping and if the resistance of the grain boundary is high enough, electrons
pile up at the grain boundaries and produce polarization. As the frequency of
the applied electric field is increased, the electrons reverse their direction of
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motion more often. This decreases the probability of electrons reaching the
grain boundary and as a result polarization decreases. Therefore, the
dielectric constant decreases with increasing frequency of the applied field.
Thus, the polarization decreases with increasing frequency and then reaches
a constant value due to the fact that beyond a certain frequency of external
field the charge hopping cannot follow the alternating field.
The variation of AC conductivity (log σAC) with log of frequency of the
applied electric field at 300K for the three systems NAC, LAC and CAC
systems is displayed in Figs. 9-11 (b), respectively. In each case the AC
conductivity increases with increase in the frequency from 100Hz to 2 MHz,
which is the normal behaviour of ferrites. The conduction mechanism in
ferrites can be explained on the basis of hopping of charge carriers on the
adjacent octahedral sites. The issue of universal low-frequency behaviour in
the AC hopping conductivity of disordered systems like polycrystalline ferrites
has been attempted to model theoretically [21].   It has been found that the
frequency dependence AC conductivity follows the function σAC/σDC = f ( Aω̃ /
σ̃DC ), where, ω̃ = ω / Ro , Ro is the characteristic hopping  frequency  and σ̃ =
σ/goα, where  go = e2 Ro / kT and α is a constant. The symbols e, k and T are
electronic charge, Boltzman’s constant and temperature, respectively.  It has
also been found that in the low frequency region the variation of σAC is defined
by the relation s(ω) = ∂ ln σ / ∂ ln ω i.e. the rate of increase of  σAC and in the
high frequency limit the equation σAC/σDC = f ( Aω̃ / σ̃DC ) breaks down at  Ro
because the hopping frequency alone determines the frequency at which σAC
saturates. This explains the constancy of σAC at higher frequencies. It has also
been shown that the frequency at which the σAC begins to rise is roughly
proportional to the σDC.
The frequency dependence of dielectric loss for all the three systems
NCC, LAC, and CAC is depicted in Figs. 9-11 (c), respectively. It is clear that
for the LAC and CAC systems the dissipation loss factor shows continuously
decreasing trend with rise in frequency where as the NCC system exhibits a
loss peak for all the three compositions at different frequencies. It is known
that the the frequency dependence of dielectric loss follows the empirical law
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that χ’’( ω ) is proportional to ωn-1 with 0<n<1 over the frequency range starting
from audio to 1 GHz. This is true for the systems with permanent dipoles and
also with hopping charge carriers. This has also found valid for the single
crystal or polycrystalline solids having covalent, ionic, molecular bonds. This
means that the dielectric loss behaviour is independent of the ‘details’ of the
material.
In the present case of ferrites there is enormous value of ‘space
charge’ due to accumulated charges at grain boundaries as mentioned earlier.
There are different sizes of dipoles as well as different levels of
hetrogeneitivity present in these materials interrupt the flow of charge carriers
at the interfaces and lead to the formation of barrier layer. It is assumed that
the dipoles in dielctrics usually interact with neighbouring dipoles and the
orientation of dipoles with applied electric field would be very much dependent
on the dipole-dipole interaction. If this interaction is weak, it will be easier to
orient dipoles and vice-versa.
It is observed that the position of the dielectric loss maxima shifts
towards the lower frequency with increasing Cd-Cr content(x) in NCC system.
According to Debye relaxation theory, the loss peak occurs when applied field
is in phase with the dielectrics and the condition ωт = 1 is satisfied where ω =
2πf, f being the frequency of an applied electric field. It can also be inferred
that the relaxation time increases with increasing content (x) indicating that
various dipoles of different size might have got lower mobility and they
respond slowly to the applied field variations. It is important to note that the
relaxation peak becomes broader on increasing Cd-Cr concentration
emphasizing the dipole-dipole interaction which causes dipole orientations
difficult. This explains delayed relaxation of the dipoles giving rise to a broad
hump around their dielectric anomaly. Furthermore, shifting of the relaxation
peak towards lower frequency side with an increase in content (x), suggests
that on the substitution of Cd-Cr in NiFe2O4, the dipole-dipole interactions
become stronger causing hindrance to the rotation of dipoles. Therefore, on
increasing Cd-Cr content (x) the resonance between rotation of the dipoles
and applied field frequency takes place at lower frequency.
248
References:
 1.   Komar, Bull. Acad.Sci.USSR Ser.Phys.18, 122, (1954)
 2.   K.R.Krishnamurthy, Ph.D.Thesis, IIT Madras, India, (1975)
 3.   J.B.Goodenough, Mater.Res.Bull.8, 423 (1973)
 4.   M.W.Zemanksy,”Heat and Thermodynamics”
       [McGraw Hill, New York, 460 (1968)]
 5.   S.S.Bashikirav, A.B.Liberman and V.V.Parfenov, Inorg.Matter.15, 404, (1979)
 6.   A.B.Naik, S.A.Patil and J.I.Pawar, Ind.J.Pure Apply.phys.27, 149, (1989)
 7.   A.A.Ghani, A.I.Eatah and A.A.Mohmed, ICF-3, Japan 216 (1980)
 8.   U.N.trivedi, K.B.Modi, D.C.Kundaliya, A.G.Joshi, H.H.joshi and S.K.Malik,
       Journal of Alloys and compounds, 369, 58, (2004)
  9.   K.B.Modi, H.H.Joshi and R.G.Kulkarni, J. Mat.Sci. 31, 1311, (1996)
10.   U.V.Chhaya and R.G.Kulkarni, Mate. letters 39, 91, (1999)
11.   K.L.Ngar and C.T.White Phys. Rev. B, 20, 2475, (1979)
12.   A.K.Jonscher, ”Univsersal Relaxation Law”, Chelsea Dielectrics
        Press, London, 1996
13.   S.A.Saafan, A.S.Seoud, R.E.El shater physica B, 365, 27, (2005)
14.   L.G.Van Uttert, Proc.IRE, October 1956, page 1294-1302
15.   C.G.Koops, Phys. Rev. 83 (1), 121, (1951)
16.   Hsiu-Fung cheng, J. Appl. phys. 56(15), 1831, (1984)
17.   M.Guyot, JH.Magn.Magn.Mater 15(18), 925, (1980)
18.   J.C.Dyre, J.Non-cryst.solids 88, 271, (1986)
19.   J.C.Dyre and T.B.Schroder, Rev. Modern Physics 72 (3), 873, (2000)
20.   L.T.Rabinkin and Z.I.Norikova ferrites, Acad.USSR, Minsk, 16, (1960)
21.   S.Summerfreld, Philos.Mag.B, 52, 9, (1985)
249
Fig.9 (a) variation of Dielectric constant (ε') with Frequency
         (b) plot of dielectric loss (D) versus frequency
         (c) Frequency dependent conductivity ofNi1-xCdxCrxFe2-xO4 system
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Fig. 10 (a) variation of Dielectric constant (ε') with Frequency
           (b) plot of dielectric loss (D) versus frequency
(c) Frequency dependent conductivity of CuAlxCrxFe2-2xO4 system
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Fig. 11 (a) variation of Dielectric constant (ε') with Frequency
             (b) plot of dielectric loss (D) versus frequency
  (c) Frequency dependent conductivity of LiAlCrFeO4
                             system
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