Supporting Text: Quantifying selection acting on a complex trait using allele frequency time-series data
I. PRE-PROCESSING DATA -IDENTIFYING REGIONS OF INTEREST
We first screened the data to find loci where there was a successful allele count measurement available for all four time points in order to avoid complications arising from likelihood function having a variable number of parameters depending on the driver location (i.e. in the context of the liberal-drivel model). This gave 20950 segregating sites out of 36195. Overall, our results are robust with respect to this choice. However, the average number of segregating sites within vicinity of a driver focus (see main text Figure 6 ) is 38 using all of the data and 22 using only loci where all four sequencing rounds yielded allele counts. In the main text we report the window ±6 kb and 38 segregating sites as the more conservative estimate.
We pre-screened all these trajectories by analysing them independently and assuming that they evolve either neutrally, i.e. their motion reflects noise from finite depth of sequencing, or under selection as given by Eq. 1. This analysis gave us maximum likelihood values for every locus under the models. Figures S2 and S3 show a genome wide view of the score difference between the two models (∆L = L under selection − L neutral ). We the applied a sliding window of 40 segregating sites to smoothen the data and selected regions where the score difference stayed above a threshold (0.8-0.9) for at least a distance (20kb-40kb). These parameters were chosen heuristically for each chromosome with a goal of not missing any obvious regions of interest. Finally, we extended these regions 20 kb up and downstream. The regions so identified are indicated with blue shading in Figures S2 and S3. Sub-dividing the genome in this manner has the advantage of increasing the speed of subsequent calculations. Such pre-screening makes sense if linkage disequilibrium decays monotonically at least locally. Given that the above procedure includes heuristic steps we verified, a posteriori, the evidence for deviation from neutrality for each region comparing the driver and passengers and the neutral model log-likelihoods. The minimum recorded score difference was 61, and keeping in mind that driver and passengers model has only three extra degrees of freedom (driver location, σ and ρ) we concluded, applying the Akaike information criterion (AIC) [1] , that all 44 candidate regions deviate significantly from the neutral model. It is likely that the genome contains more drivers, evolving under weaker selection, or additional drivers within the pre-screened regions. However, their full analysis, which would require a multi-driver description of the evolution equations, is left to future work.
FIG. S1:
Alleles in the control experiment. a) Ordered score differences ∆L between the unlinked additive drivers and the neutral model (same as Figure 1a but using only time points t0 and t2 to make it comparable to the control experiment data). b) Data from the control experiment propagated without temperature stress (data points t0 and t2). Using the AIC ≥ 10 would call a fraction 0.2 × 10 −3 of loci from the control experiment as evolving non-neutrally, showing that the false positive rate in the six percent estimate for non-neutral trajectories stated in the main text is small. Estimating that the selection acting on an allele starting at frequency 0.5 causes a velocity ∼ 1/4σ (see Eq. 1) and demanding the allele to move a minimum of 1/100 during the experiment (duration 3∆t) in order for it to be detected, we estimate that no allele was under stronger selection than ∼ 0.013(∆t) −1 under the control experiment conditions. driver and passengers liberal-driver and passengers ∆L = L lib. − L stand. chr driver locus i 10 6 × ρ σ chr driver locus i 10 6 TABLE S1 : Maximum likelihood inference results for the 44 studied candidate driver foci. Index i denotes the inferred driver locus in a given focus; for liberal-drivers we report mean selection σ over the three time intervals. The last column reports the log-likelihood difference without a penalty for the two extra degrees of freedom that the liberal-drivers model has. Floating point numbers have been rounded to accuracy of 0.01.
II. ANALYSIS OF DATA FROM A BIOLOGICAL REPLICATE
One great advantage of artificial selection protocols is the opportunity to analyse biological replicates to gauge robustness of inferences made. In the main text we reported only results from replicate R2. Here we extend our analysis to cover the biological replicate experiment R1, which comprised an independent repetition of both the initial crossing and the selection protocol, albeit without the collection of sequence data for time points t 0 and t 1 . We approximated the population at t 0 in the R1 experiment using frequency data at time t 2 in the R1 control experiment. On the basis of the replicate R2 control data, shown in Figure S1b , this is likely to be a good measurement of the allele frequencies in the initial pool just before selection starts. We further note that time point t 3 has a low average read depth in R1. For these reasons the data sets R1 and R2 are not fully equivalent. Nevertheless, the R1 data was sufficient to demonstrate the overall robustness of our analysis of the R2 experiment.
We first performed a global analysis and reproduced Figure 1 , see Figure S6 . Although the results are very similar, the fraction of trajectories identified as evolving non-neutrally (with AIC ≥ 10) was 0.043 (compare 0.058 identified in R2), likely reflecting diminished statistical power resulting from more sparse data. We next investigated R1 data of every one of the 44 candidate driver foci which we identified from the R2 experiment with standard driver and passenger model. Histograms of driver selection strengths and recombination rates are shown in Figure S7 and again they are very similar to ones we reported in Figure 3 for R2 data. We further show scatter plots of candidate driver foci for selection (correlation 0.95) and recombination (correlation 0.55). The larger scatter of recombination estimates most likely reflects that the recombination rate is more difficult to fix overall (the recombination estimates show more noise in simulations presented in the next section). Comparing the distances between driver locations identified respectively in the R1 and R2 data, 28/44 locations are within 12 kb. We get an indication of the statistical power differences between the two replicate data sets by noticing that in the unlinked analysis in R1 we call 74% (100 × 0.043/0.058) of trajectories evolving non-neutrally when compared to R2. However, it is not certain that drivers with locations differing by > 12kb reflect only discrepancies in the amount of data. Instead, they could be false positives caused by, for instance, non-trivial linkage patterns in the initial pool, differing between the replicates, resulting from a finite population size. We show in Figure S9 the allele frequency data for R1 and also the inferred selection profile for both R1 and R2. The selection profiles are in good visual agreement between the two experiments genome wide.
In summary, the overall statistics of selection replicate robustly. The predicted driver locations in R1 that do not match closely with the corresponding driver locations in R2 could reflect either reduced statistical power with R1 data or false positives in the original R2 predictions (most likely a combination of both). In order to get a quantitative idea of the false positive rate of the method we analysed simulated data, as we discuss next.
III. ANALYSIS OF THE SYSTEM BY SIMULATION OF FINITE POPULATIONS
Here we demonstrate that the population size N = 10 7 − 10 8 used in the experiment is large enough for modeling linkage with main text Eq. 4 without drift-generated linkage disequilibrium distorting our analysis. We do this by estimating false positive rates in driver detection for the system for varying N .
Crossing phase. We first simulated the distribution of haploid genomes in the initial pool after the crossing. This was done by a full stochastic simulation with population size N where at the beginning half of the individuals were carrying alleles 0 at all segregating sites and the other half alleles 1. A genome contains 30000 segregating sites at 400 base pair intervals leading to a single chromosome genome of length 12Mb (close to the size of S. cerevisiae genome). The population was put through 12 generations of random mating with uniform recombination rate ρ = 1.6 × 10 −6 (bp × gen) −1 . We drew randomly N/2 pairs of haploid "parent" genomes from the previous generation with replacement. For each such pair we drew a number of recombination events from a Poisson distribution to be randomly distributed across the chromosome. The resulting two haploid recombinant genomes formed two new individuals in the next generation.
Selection phase. We next distributed 44 drivers across the simulated chromosome with locations as for the candidate drivers from the experiment by concatenating all chromosomes to form one large chromosome. The selection strengths were chosen to mimic the maximum likelihood values obtained from the real data under standard driver and passenger model (see Table S1 ). As the unit of time was not in generations in the analysis of the actual experiment we fixed the overall time for the simulation to be 30 generations (using 60 generations instead and halving the selective pressures does not change our results). We scaled the selection strengths so that the highest magnitude was set to 0.2. We used the selection coefficients additively to assign fitness values F k to each individual k. The next generation was drawn from the previous with replacement, with probabilities proportional to e F k , i.e., standard Wright-Fisher sampling. From this process, to model sequencing, we sampled the true allele frequencies at depth 100 at the beginning of the selection phase and every 10 generations giving us four time points of allele counts at segregating sites.
Calling drivers from simulated data -estimating false positive numbers. We executed the simulation protocol in 10 replicate experiments for population sizes N = 10 5 , 10 6 , 10 7 . In Figures S10-S12 we show the allele frequency time-series data for the one replicate for each population size together with selection profiles as inferred using the unlinked method for all ten replicates. These figures clearly show that N = 10 5 would not result in a smooth enough decay in the pattern of linkage during the crossing to facilitate powerful detection of drivers with selection strengths of smaller magnitude. Furthermore, there is clearly a lot of scope to identify "drivers" which are in fact just passengers hitchhiking on alleles which are truly under selection.
In contrast, for population sizes 10 6 and above these stochastic effects are visibly reduced and the selection profiles from the replicate simulations start to collapse to form a single line. Using the heuristic described earlier to call candidate driver regions we estimated false positive rates which are reported in Table S2 . The method has a good performance where N ≥ 10 6 for detecting drivers of the size and density that we find from the real data, with the mean number of false positive foci dropping to 0.6 for N = 10 7 for the simulated driver set of 44 additive drivers. Performance statistics for the set of 44 drivers evaluated from simulations. The heuristic described in Pre-processing data -identifying regions of interest was used to call candidate driver regions from simulations (calling parameters: distance 40kb and mean score difference 0.8). For instance, for N = 10 6 we would call on average 8.5 false positive driver foci, and would miss 4.8 true drivers. Out of the 44 true drivers, 39.2 are within predicted foci. There is a one to one match, in which a focus contains a single driver, for on average 30.7 drivers and predicted foci. Finally, there are 4.2 predicted foci which contain more than one true driver. The last point reflects the inability of the rough pre-screening algorithm which is used to call the regions to cut the nearby drivers to separate regions automatically (it was used supervised for the real data). The regions containing multiple drivers in close proximity, which can cause this problem are visible e.g. in Figure S12 (with the selection profile between the drivers not crossing/touching zero).
Clonal interference. As discussed in the main text clonal interference could possibly result in a dynamics which could be wrongly interpreted as evidence beyond additive models of selection when interpreted using liberal-driver model. We here show that simulated data with the number of drivers (additive in fitness) and their strengths comparable to those inferred from the real experiment would not results in a dynamical behavior similar to the one we see in the real data.
Analysing simulation data for a replicate (N = 10 6 ) with the pre-screening heuristic (same parameters as in Table S2 ) we identified 33 candidate driver foci. We then analysed these foci with the standard driver model. In Figure S13 we show that the inferred driver selection strengths closely match the ones that served as an input for the simulation. We then analysed the foci with liberal-driver model. The inferred selective effects and the dynamics for the drivers under this model are very similar to the ones under standard model. Indeed, the simulated counterpart of main text Figure 5 , given in Figure S14 , does not show the "stopping" of the dynamics and fitness flux effect. We conclude that, if the true drivers were contributing to organismal fitness additively: i) we would infer their fitness effects quantitatively right (false positives and negatives predictions as given in Table S2) , ii) analysing them with the liberal-driver model would not lead to an interpretation similar to that made for the real data. For this reason, (and also because of the genotype data discussed in the main text) we believe that clonal interference is not the underlying cause of the fact that the liberal-driver model is the better model for most of the real data candidate driver regions. Results of the pre-screening for chromosomes I-VIII. Log-likelihood difference between the unlinked additive drivers model and the neutral model (blue thin line raw data, red line the same with averaging over 40 consecutive data points). Regions denoted with a blue shading were identified as described in this SI-text and further analysed using the models introduced in the main text (please note that the y-axis scale is variable). Regions denoted with a blue shading were identified as described in this SI-text and further analysed using the models introduced in the main text (please note that the y-axis scale is variable). c) Log-likelihood difference of liberal-driver and the standard driver models. Total attained score for liberal-driver and passengers model is 166 higher than the score for driver and passengers clearly justifying for the two extra degrees of freedom. The score difference is concentrated near the sweep focus. Data shown is averaged over a sliding window of 5 loci.
FIG. S5:
Global view of the data together with inferred single locus selection coefficients. The outermost ring shows the allele frequency data, thick lines (t0-red, t1-green, t2-blue and t3-black, y-axis range [0, 1] ). The second ring shows selection (blue) as inferred with the additive unlinked model, i.e. using Eq.1 for every locus independently (y-axis range [-2.3,1.0] ). The innermost ring shows chromosomes with red lines denoting candidate driver foci. Averaging over 10 data points was applied to the data. The plot was done using Circos software [2] . ). The second ring shows selection (Red for R1 and blue for R2 data) as inferred with the additive unlinked model, i.e. using Eq.1 for every locus independently (y-axis range [-2.3,1.0] ). The innermost ring shows chromosomes with red lines denoting candidate driver foci as identified from R2 data. Averaging over 10 data points was applied to the data. Note that t3 for R1 has a poor read density at places, e.g. chromosome II driver region at ∼520 kb looks distorted because the averaging over ten points is over ten points from a large genomic segment. The selection profile utilizes data from all time points and would not be affected by fluctuations at t0 allele frequencies -it is in excellent agreement between the replicates R1 and R2 genome wide. The plot was done using Circos software [2].
FIG. S10: Global view of the N = 10 5 population simulations data. The outermost ring shows the allele frequency data for simulation replicate R1, thick lines (t0-red, t1-green, t2-blue and t3-black, y-axis range [0, 1] ). The second ring shows selection (Red for R1 and blue for R2-R10 data) as inferred with the additive unlinked model, i.e. using Eq.1 for every locus independently (y-axis range [-2.3,1.0] ). The innermost ring shows the chromosome with red lines denoting true driver foci (distribution follows real inferred values for R2 data, see table S1). Averaging over 10 data points was applied to the data. Clearly there is quite a bit of room for wrong predictions if linkage were modelled via Eq. 4 because the underlying population is not large enough to create a smooth decay of linkage during the crossing. The plot was done using Circos software [2]. Inferring the selection strengths back from simulated data (N = 10 6 ) a) The input drivers for simulation, selection is here measured in units of (10gen) −1 . b) For every predicted driver we looked for the closest input driver location to pair the predictions and the underlying true values. The scatter plot showing these σ pairings demonstrates that the match is very good (despite a visible false positive event with a small inferred σ that is closest in location to a true driver of strength -1.5). 
