We are occupied with a simple example concerning the limit theory of the OLSE when the innovaon process of the regression has the form of a mar ngale transform the i.i.d. part of which lies in the domain of a rac on of an -stable distribu on, the scalling sequence has a poten ally diverging truncated -moment and the regressor process is asympto cally sta onary. We obtain rates that reflect the stability parameter as well as the slow varia ons present in the aforemen oned sequences and mixtures of stable limits. We also derive asympto c exactness, consistency as well as local asympto c unbiaseness under appropriate local alterna ves for relevant Wald tests derived by subsampling.
Introduc on
In this note we are occupied with a simple example concerning the limit theory of the OLSE when the innova on process of the regression has the form of a mar ngale transform the i.i.d. part of which lies in the domain of a rac on of an -stable distribu on, the scalling sequence has a poten ally diverging truncated -moment and the regressor process is asympto cally sta onary.
1
Our mo va on is twofold. First we are interested in the development of limit theorems to stable limits when the rate contains also informa on about the aforemen oned divergence whilst the scalling sequence itself has a mul plica ve structure. Second we are interested in the ques on of asympto c robustness of Wald tests based on subsampling in such a framework.
The issue of the limit theory for parameter es mators in linear models, autoregressions, moving average processes e.t.c. with heavy tailed innova ons is vast. We incompletely menon only Knight [9] as well as Kokoszka and Taqqu [10] and direct to Hall and Yao [6] (p. 291) for a comprehensive list of references. We note that in the relevant literature the innova on process is usually assumed i.i.d. following a stable distribu on. In the present paper we allow for sta onary mar ngale transforms with marginals that belong to the general domain of a rac on of a stable law. This implies among others that the rates that we obtain are generally more complex. Furthermore, even though our assump on framework does not allow for ARMA type of regressors 1 our framework allows for the extrac on of limits that are mixtures of stable distribu ons with common stability parameters.
The limit theory for regularly varying mar ngale transforms with applica ons to the limit theory of the QMLE in GARCH-type modes, has been the subject of a literature consis ng of papers such as the ones of Hall and Yao [6] , Mikosch and Straumann [11] or Surgailis [15] . There the mar ngale transform is consisted by an i.i.d. process supposed to lie in the domain of (normal in the la er case) a rac on of an -stable distribu on while the scalling process is a sta onary ergodic sequence with either high enough moments and/or obeying some mixing condi on. The limits are stable distribu ons in some cases par ally characterized. Arvani s and Louka [1] generalize the aforemen oned results by retaining only sta onarity for the scalling process while requiring only the moment to exist, albeit with some restric ons to the marginal regular varia on of the i.i.d. process when higher moments do not exist for the scalling process. They obtain mixed -stable distribu ons while they are able to obtain analogous results in some trivial cases of non-sta onarity.
In the present note we rely on a limit theorem par ally involving an analogous transform. We generalize the aforemen oned result in the following ways. First we allow for the scalling process to have itself a mul plica ve structure in order to avoid the i.i.d. assump on for the innova on process of the regression model. Second we allow for the la er process to be in a strong sense only asympto cally sta onary. Third, we allow for the scalling process to have a slowly varying trunctated -moment that is allowed to diverge. In this respect we obtain more complex rates than in the aforemen oned literature. We derive our results by allowing a more restric ve framework for the regular varia on of the i.i.d. sequence in comparison to the aforemen oned paper.
The assump on framework, the aforemen oned limit theorem and the limit theory of the relevant OLSE is presented in the following sec on. In the final one, based on the previous, we derive asympto c exactness, consistency as well as local asympto c unbiaseness under appropriate local alterna ves for relevant Wald type tes ng procedures derived by subsampling.
Assump on Framework and OLSE Limit Theory
We employ the framework of an underlying complete probability space (Ω, ℱ, ℙ). In what follows, we are among others interested in the asympto c behavior of the par al sums of a mar ngale transform type process of the form ( ) ∈ℕ . The assump on framework presented below, essen ally specifies proper es of the cons tuent factor processes.
Assump on 1. ( ) ∈ℕ is sta onary. The log-characteris c func on of 0 has the following representa on locally around zero: The representa on in Assump on 1 holds iff the distribu on of 0 lies in the domain of a rac on of an -stable law (Theorem 2.6.5 of Ibragimov and Linnik [8] ). is the index of stability, the skewness and the scale parameter. The aforemen oned Tauberian theorem implies that , , and the slowly varying func on ℎ represent the asympto c behavior of the tails of the distribu on of 0 . The existence of the pair , is ensured if ℎ belongs to the Zygmund class of slowly varying func ons (see Theorem 1.5.5 of Bingham et. al. [2] ) and ℎ ′ ( ), is Lebesgue almost everywhere bounded. Examples are
In any case the restric ons on the behavior of ℎ imply that 0 does not have moments of order greater or equal to .
Assump on 2. ( ) ∈ℕ is a sta onary, ergodic ℝ ++ -valued process, for which
, ( ) ∈ℕ is (part of) the scaling process of the transform. 0 has a regularly varying tail of index at least − and its moment may not exist. In this case, i.e. when diverges, the covariance summability condi on facilitates the deriva on of a Generalized LLN that extends Theorem 2 in Sec on VII.7 of Feller [4] (see Lemmata 2 and 4 in the Appendix). It is implied by the previous and uniform mixing for the process with summable coefficients, by Theorem 1.4.(b) of Rio [13] . The existence of ( ) ∈ℕ is ensured by the right-con nuity of ℎ ⋆ as in Theorem 2 in Sec on VII.7 of Feller [4] .
Assump on 3.
= + . ( ) ∈ℕ is a sta onary ℝ -valued process and for some Δ > 0,
For ℐ the invariant -field of the process and = ( 0 0 /ℐ)
( ) ∈ℕ is a ℝ -valued process, such that is uniformly integrable and converges to 0 ℙ a.s.
Assump on 3 specifies the asympto cally sta onary regressor process as the poin wise sum of a sta onary process and an asympto cally 2 -degenerate at zero process. The LLN of Doob implies convergence of the mean of the squared sta onary part to the relevant non degenerate condi onal expecta on. The existence of at least the second moment of cannot be easily dispensed, except for the case where = 2, due to the restric on that shoud be imposed on the distribu on of by the aforemen oned Generalized LLN and our interest for the asympto c behavior of 1 ∑ =1
. The condi on on the boundness of the sequence of second moments facilitates among others results on the varia on of the "tails" of the (vector) mar ngale transform ( ) ∈ℕ .
Assump on 4. is independent of ℱ ≑ ( − − − , > 0), and condi onally on ℱ , , , are mutually independent ∀ ∈ ℕ.
Assump on 4 establishes the dependence structure between the processes involved. It enables the use of the Principle of Condi oning of Jakubowski [7] . It does not preclude noncontemporaneous dependence between the ( ) ∈ℕ and the ( ) ∈ℕ processes. Consider ( ) ∈ℕ specified by
where 0 ∈ ℝ . Given the random element ( , ) =1 we are interested in the asympto c behavior of the OLSE for 0 , i.e.
This is established in the following proposi on the basic part of which is essen ally a joint limit theorem for the par al sums of a mar ngale transform and the quadra c varia on of the regressors. In what follows ( , , ) denotes the -stable distribu on on ℝ with , as above and loca on parameter . 2 When = 2, necessarily = 0 and the resul ng distribu on is the ( , 2 ). In such a case and without loss of generality, we assume that = 1 2 . Furthermore the nota on [ ( , , )] denotes the mixture of the distribu ons of ( , , ) w.r.t. ℙ given that we allow (for some of) those parameters to be ℱ-measurable non-constant func ons defined on Ω. Finally, the weak limits appearing below, are mixtures of mulvariate -stable distribu ons where the (random) spectral measures (for their defini on see Paragraph 2 of Mikosch and Straumann [11] ) are characterized by the ac on of the set of nontrivial linear transforma ons on the limi ng random vectors due to Theorem 2.3 of Gupta et. al. [5] . Remark 1. a. The result on the joint weak convergence generalizes current results on stable weak limits of mar ngale transforms, in the sense that it allows for the nonexistence of the -moment of the scalling process of the transform, a fact that is to our knowledge novel in the relevant literature. In this respect the rate contains informa on on the tail proper es of the distribu on of 0 , as well as on the asympto c behavior of ℎ ⋆ . In the special case where ℎ ⋆ , ℎ converge we obtain the standard rate 1/ . The rate of the OLSE also contains the aforemen oned informa on and it is slower than 1/ when ℎ ⋆ and/or ℎ diverge.
b. The existence of ( ) ∈ℕ can be established by analogous arguments to the ones in the proof of Theorem 2.6.5 in Ibragimov and Linnik .
c. The weak limit of the transform is a mul variate mixture of -stable distribu ons. The mixture is trivial iff ℐ is trivial, i.e. ( ) ∈ℕ is ergodic, whence is a constant posi ve definite matrix. When the la er is not trivial, the stability and the loca on parameters of the limit are independent of ℐ. is also independent of 0 . In any case the spectral 2 Which is equivalently defined by its characteris c func on − | | (1 − sgn( ) tan ( 1 2 )). e. It can be easily proven that the results above are valid when ∈ (0, 1) since the local representa on in Assump on 1 holds also in this case. Then a simple inspecon implies that is asympto cally non-ght and thereby inconsistent. The same would be true when = 1 which as a ma er of fact would be a more preplexed case since it would involve a different local representa on as well as a sequence of translating random vectors. Since those cases would not be relevant to the discussion below about the limit proper es of Wald-type tests, 3 we do not pursue them to economize on space.
f. Suppose that for some a result useful for the deriva on of power proper es under local alterna ves for the tes ng procedures discussed below.
Proof. By the "Main Lemma for Sequences" of Jakubowski [7] , the Cramer-Wold device, Doob's LLN, and Assump on 4 for the first result it suffices that
This follows if for all
converges in probability to the cf of 
No ce that for any , > 0, and 
If ℎ diverges since the pair , exists, there exists a > 0,
In every case the result follows from Assump ons 1, 3 and Lemma 4. The second follows from the previous and the CMT.
Applica on: Robust Self-Normalized Subsampling Wald Tests
In the premise of the linear model = + , ∈ ℝ consider for some ⋆ ∈ ℝ the hypothesis structure
Also, given the nota on established in Remark 1.6 consider the local alterna ve hypothesis
No ce that in our Assump on framework the asympto c exactness of the usual Wald test for this structure, based on the asympto c chi-squared distribu on becomes generally invalidated. Proposi on 1 provides with a way to robus fy the procedure as the following Lemma implies. 
Lemma 1. Given Assump on 1, if
where ≑ − , = 1, … , .
Proof. When = 2 we have that ∑ =1 2 2 ⇝ 1 in a similar spirit to the proofs of lemmata 2 and 4. When ≠ 2 the result follows as in the proofs of Theorems 2.1.c,e and 3.1 of Hall and Yao [6] by no ng that ℐ is trivial.
The last result obviously provides with the asympto c distribu on of the self-normalized Wald test under 0 . No ce that if = 2 the limit distribu on is 2 even in the cases where the second moments of both processes do not exist and/or we have mixed normality due to the stochas city of . Hence in this case the classical test remains asympto cally exact and consistent. Furthermore it is easy to see that it is locally asympto cally unbiased but w.r.t. the sequences described in
, . This seizes to be true when ≠ 2. Hence under our assump on framework in order for a feasible tes ng procedure to be established, an approxima on of the relevant quan les of the aforemen oned distribu on is needed. The following algorithm provides the well known modifica on based on subsampling. 1 ( , , ≤ ) and for ∈ (0, 1) calculate
e. Reject at iff > , (1 − ).
In order to derive the asympto c proper es below we finally employ the following standard assump on that restricts the asympto c behaviour of ( ) ∈ℕ . Proof. The first and third result follow by a direct applica on of Theorem 3.5.1.i,iii respecvely of Poli s et al. [12] , and this is enabled by the results of Lemma 1. For the second result no ce that if is true then due to Lemmata 1, 6, = 1, + 2, The results in the previous proposi on imply that the usual subsampling modifica on of the Wald test remains robust under our current assump on framework. More specifically asympto c exactness and consistency remain invariant even when the limi ng distribu ons are stable with > 1, while the rates also involve sequences that are asympto cally equivalent to diverging truncated moments of the scalling processes involved in the relevant marngale transforms. Furthermore the test also remains locally asympto cally unbiased when the sequences of local alterna ves are appropriately modified.
Assump on 5. ( ) ∈ℕ
A possibly interes ng extension would be the deriva on of suchlike results even in cases where the limi ng distribu ons are mixtures and < 2. This would require a non-trivial extension of the results applied in the proof of Theorem 3.1 of Hall and Yao [6] and is thereby le for future research. Proof. See Cline and Samorodnitsky [3] . and the la er probability converges to zero due to Proposi on 1 and Lemma 3.
Appendix-Auxiliary Lemmata

