The Crab nebula pulsar was observed in 2009 January and December with a novel very fast optical photon counter, Iqueye, mounted at the ESO 3.5 m New Technology Telescope. Thanks to the exquisite quality of the Iqueye data, we computed accurate phase coherent timing solutions for the two observing runs and over the entire year 2009. Our statistical uncertainty on the determination of the phase of the main pulse and the rotational period of the pulsar for short (a few days) time intervals are ≈ 1 µs and ∼0.5 ps, respectively. Comparison with the Jodrell Bank radio ephemerides shows that the optical pulse leads the radio one by ∼ 240 µs in January and ∼ 160 µs in December, in agreement with a number of other measurements performed after 1996. A third-order polynomial fit adequately describes the spin-down for the 2009 January plus December optical observations. The phase noise is consistent with being Gaussian distributed with a dispersion σ of ≈ 15 µs in most observations, in agreement with theoretical expectations for photon noise-induced phase variability.
INTRODUCTION
Only a handful of pulsars show optical emission at detectable levels and, among them, only five show pulsations in the optical band: the Crab (PSR B0531+21; PSR J0534+2200) and Vela (PSR B0833-45) pulsars, PSR B0540-69, PSR B0656+14, and Geminga (PSR B0630+17) (see e.g. Mignani 2011 ). The first source in which such pulsations were detected is the Crab nebula pulsar (Cocke, Disney & Taylor 1969; Lynds, Maran & Trumbo 1969) . As such, the study of these pulsars, and in particular of the Crab which is the brightest among them (V ∼ 16.6 mag), is of noticeable importance to understand the optical emission mechanism and to investigate, by comparison with the radio and other wavebands, the geometry of the emission regions and of the magnetic field.
The optical light curve of the Crab pulsar is well known. It is characterized by a double-peak folded profile, separated E-mail: luca.zampieri@oapd.inaf.it in phase by ∼ 0.4 (or ∼ 140 0 ). It is very stable (Zampieri et al. 2011) , although marginal evidence for a secular decrease in luminosity (Nasuti et al. 1996) and weak variations in the pulse shape (Karpov et al. 2007 ) have been reported.
Absolute optical timing of the Crab pulsar light curve has been addressed in some past investigations. For the other optical pulsars, with the sole exception of PSR B0540-69 (Middleditch, Pennypacker, & Burns 1987; Gradari et al. 2011) , the weakness of the targets prevented this type of studies till now. After the early attempts of Nelson et al. (1970) , Papaliolios & Carleton (1970) and Horowitz et al. (1971) , long-term (2 through 10 years) timing solutions for the Crab pulsar in the optical band were obtained by Boynton et al. (1972) , Groth (1975a,b) , and Lohsen (1981) , who found that the pulsar spin-down has a complex behaviour, including a secular slow down accounted for (on average) by a cubic polynomial. Significant phase noise was observed in form of glitches, jumps and random walks in frequency, but their origin remains as yet unknown. From an investigation of the radio timing of a sample of pulsars (not including the Crab) it has been proposed that often this behaviour may be induced by the abrupt change between two different spin-down rates resulting from variations in the pulsars magnetosphere (Lyne et al. 2010) . Recent investigations focused on the delay between the arrival time of the main pulse between the radio and other wavelengths, including the optical (e.g. Oosterbroek et al. 2006 Oosterbroek et al. , 2008 , and showed that the pulses in different energy bands are not aligned. This has profound implications for the geometry of the pulsar emission regions. All these studies have shown the relevance of independent timing studies in the optical (and other energy bands) to understand the pulsar emission mechanism by comparison with the radio. Our observations of the Crab pulsar with Iqueye are aimed at obtaining the most accurate optical timing needed to address these issues.
The plan of the paper is the following. Section 2 presents the Iqueye observations of the Crab pulsar and the adopted data reduction procedure. In Section 3 we show the phase fitting of the 2009 January and December data while, in Section 4, a comparison with the results from the radio ephemerides is presented. Section 5 is devoted to the phase coherent phase fit of the whole year 2009 data (some mathematical details are reported in Appendix A) and Section 6 to some conclusive remarks.
OBSERVATIONS AND DATA REDUCTION
The Crab nebula pulsar was observed with Iqueye mounted at the ESO 3.5 m New Technology Telescope (NTT) telescope in two separate runs during 2009 January (from 15 through 20) and December (from 13 through 16). A log of the 20 observations performed in the two runs is reported in Table 1 . All of them were done in white light. The average net count rate of the Crab pulsar during the observations was ∼ 4000 counts s −1 .
Iqueye is a very fast optical photon counter based on single photon avalanche photodiodes (SPAD) Silicon detectors and equipped with a digital acquisition system that can record the photon arrival times of each single photon, similarly to what is usually done in High Energy and Space Astronomy. The relative/absolute timing accuracy is ∼0.2−0.6/1 ns for half-an-hour long observations. For a detailed description of the optomechanical design, data acquisition and control system, and data flow handling of the instrument we refer to Naletto et al. (2009) . After a split on a four-faced pyramid, Iqueye directs the incoming beam of light to four SPAD detectors. For the present analysis, their counts were summed together, so that the instrumental polarization coming from the four faces reflections was effectively averaged out. We considered also additional polarization-dependent effects possibly introduced by the reflection of the incoming light on the M3 mirror of NTT. However, no significant systematic variations (exceeding the statistical uncertainty) of the 2 s folded pulse profiles used for measuring the phase of the main peak (see Section 3) were noticed during hours long observations. We note that, in order to decrease the Crab nebula background and maximize the signal-to-noise ratio, during the 2009 observing runs Iqueye was operated with an entrance pinhole of 1.5" radius, commensurate with the seeing conditions during the observations.
During the first observing night we carefully checked for possible systematic frequencies in the data induced by telescope guiding and aperture loss effects. We did it by computing Fourier power spectra of several test targets. Apart from a low-frequency component caused by a digitization error of the azimuthal encoder of the telescope and promptly removed by the ESO staff, we found no spurious signals in the frequency range 1-2000 Hz. As a further check, a Fourier analysis of the Crab signal was performed for every observation and compared with that expected on the basis of the radio and our own ephemerides. Finally, we simulated The smoothed pulse shape of the whole data set (see text for details) is beneath the solid one. The two curves are normalized to the maximum of the smoothed pulse shape. The difference between the two curves is shown in the bottom panel. The interval adopted to perform the fit is between -0.07 and 0.54 from the position of the main peak. In this interval the difference is at most 0.006 on the tails of the peaks (where the normalized counts ∼ 0.1), which corresponds to a fractional difference 6%. also the system behaviour assuming small periodic intensity variations of the signal caused by telescope guide, wind shaking and similar effects, which could be amplified by the rather tight match between pinhole size and seeing. We then estimated the high frequency noise possibly induced by a sinusoidal intensity noise of small amplitude (< 10% of the average pulsar signal) and found that it has negligible effects (< a few µs) on the determination of the peak arrival time for sampling frequencies below a few Hz (which includes our adopted light curve sampling time of 2s; see Section 3). However, this additional phase noise may explain the excess width of the distribution of residuals that we noticed in some observations (see Section 5).
The data reduction procedure consists of converting the arrival time tags of each photon in local UTC time by means of our own developed software (QUEST v. 1.1.1; P. Zoccarato, internal technical report). Times are then referred to the Solar system barycentre using the software TEMPO2 0 00 52 .0690 [J2000]), with no correction for proper motion. To perform barycentric corrections, the software also needs an accurate value of the observatory geocentric coordinates (Table 2) . They were measured with a GPS receiver connected to an antenna situated at the dome of the telescope. The final position was referred to the intersection of the telescope azimuth and elevation axes by laser assisted metrology.
PHASE FITTING 2009 JANUARY AND DECEMBER RUNS
Each barycentric corrected time series is divided in short segments 2 s long and folded over a reference period Pinit. In order to cross check the accuracy of our results, in each segment the phase of the main pulse is determined using two different methods: (a) calculating the maximum of the cross-correlation function between the 2 s folded profile and a smoothed pulse shape of the whole data set (see Germanà et al. 2012 ). The latter is a numerical template, obtained by smoothing the distribution generated by the counts of all observations distributed according to their phase of arrival; (b) fitting the main peak and the interpulse in the 2-s folded profile with an analytic template, constructed to provide an accurate representation of the smoothed pulse shape of the whole data set (sum of Lorentzians; see Fig. 1 and Table 3 ). The fitting parameters are the total amplitude p, the background level q, and the centroid of the first Lorentzian x1 3 . The adopted phase bin is 1/300 in method (a) and 1/1000 in method (b). The two algorithms return phase measurements that are in agreement within the errors. The typical spread in phase measurements for 2-s long segments is ∼ 0.005 in phase, or ∼ 17 − 18 µs in time.
Phase measurements of the main peak track pulsar spindown with respect to uniform rotation. If φ is the phase of the pulsar main peak and φ = νinit(t − t0) the phase of a uniform rotator with frequency νinit = 1/Pinit, the actual measured phase is
where t0 is the time (the starting Julian date of the observing run) at which φ and ψ agree up to an integer number of φ turns. ψ represents the difference between the phase of the pulsar and that of the uniform rotator and its fractional part is determined by cross-correlating or fitting the measured pulse shape as described above. The integer part is found as explained below.
Since the pulsar frequency changes only slowly in time, the phase ψ is modelled with a timing solution in the form of a second-order polynomial: Table 3 . Analytic template (16 Lorentzians) adopted to fit the Crab pulse shape (p, q, x 1 free parameters): 
where φ0, ν0,ν0 are the actual pulsar phase, rotational frequency and its first derivative at t0, respectively. The reference time is t J 0 = 54846 MJD for January and t D 0 = 55178 MJD for December. On intervals of a few days, this expression is statistically adequate to describe the phase behaviour. On longer time intervals, higher order terms become important (see Section 5). Fig. 2 shows the timing solutions for January and December 2009 obtained fitting equation (2) to the measured phases by means of a χ 2 minimization procedure. The adopted reference periods Pinit are 0.0336252705350 s and 0.0336371817073 s, respectively, and the reference epochs are those given in Table 4 . Since the correlation/fitting procedure can only give the fractional part of the phase, the integer part of the phase difference between successive nights are found by minimizing χ 2 with respect to integer variations of ψ. The best−fitting parameters are reported in Table 4 , along with the arrival time of the main peak after midnight tarr = φ0Pinit and the pulsar rotational period P0 = 1/ν0 at t0. Quoted errors are purely statistical and correspond to the 2σ confidence level for one interesting parameter.
COMPARISON WITH JODRELL BANK RADIO EPHEMERIDES: OPTICAL−RADIO PHASES
We can compare rotational phases and arrival times of the main peak in the optical with phases and arrival times in the radio, reported in the Jodrell Bank Crab Pulsar Monthly Ephemeris website (JB ephemerides hereafter; Lyne, Pritchard & Graham-Smith 1993, see footnote 2). Radio phases are calculated using equation (2), where the values of φ0,r, ν0,r,ν0,r are computed from the closest available epoch reported in the JB archive (usually day 15 of each month). 29.72900668822 ± 5.2 × 10 −10 ν 0 (s −2 ) −3.714336 × 10 −10 ± 3.2 × 10 −15 P 0 (s) 0.0336371817090 ± 5.8 × 10 −13 tarr (s) c 0.0287063 ± 1.2 × 10 −6 a P init = 0.0336252705350 s b P init = 0.0336371817073 s c Arrival time of the main peak after t 0 : tarr = φ 0 P init statistical error on the optical data, the average difference between the time of arrival of the optical and radio peaks is ∼ 240 µs in January and ∼ 160 µs in December 2009. The total uncertainties (statistical plus systematics) on JB radio ephemerides is 90 µs in January and 200 µs in December. Therefore, the optical−radio difference is significant only for January data, with the optical peak leading the radio one. An independent measurement of the December 2009 optical−radio phase shift (∼ 178 µs), based on the same Iqueye data, was obtained by Collins et al. (2012) using simultaneous JB radio observations and is consistent with that reported here. In addition to the optical−radio phase difference, Fig. 3 also indicates the existence of a phase drift. Considering the optical−radio phase difference from the fit of each observing run separately, they amount to 3.7±0.1 and 17.5±0.2 µs/d −1
for January and December, respectively.
PHASE-COHERENT OPTICAL TIMING SOLUTION IN 2009
The quality of the Iqueye data is such that we can attempt to connect the phases measured several months apart in the optical band, if we assume that the pulsar is slowing down quite regularly according to a simple braking law. We recomputed the phases for all the 2009 observations reported in Table 1 following the approach outlined in Section 3 and taking as common reference period for the two runs Pinit = 0.03362513000000 s. For the sake of comparison with the "local" January and December timing solutions, two different reference epochs are adopted, MJD 54846 and 55178 (see below). On a 1 yr time interval the parabolic spin-down model of equation (2) is no longer adequate to describe the behaviour of the phases. We then adopted a cubic polynomial of the form (e.g. Boynton et al. 1972) :
whereν0 is the second derivative of the rotational frequency at t0. In several spin-down models the pulsar frequency derivativeν is predicted to satisfy the well-known braking index relation:
where K is a constant and n, the braking index, depends on the physical mechanism responsible for the loss of angular momentum and rotational energy of the star. Using this expression and adding the fourth-order term, equation (3) can be cast in the form
We can estimate the importance of the parabolic, cubic and fourth-order terms in the Taylor expansion (5). The spin-down is sensitive to them if they contribute at least a significant number of rotations, say ∆ψ ≈ 10. Assuming ν0 ≈ 30 Hz andν0 ≈ −4 × 10 −10 s −2 , this requires a time ∆t2 = |2∆ψ/ν0| 1/2 ≈ 2.5 d for the parabolic term, ∆t3 = (6∆ψν0/(nν 2 0 )) 1/3 ≈ 180 d for the cubic term, and ∆t4 = |24∆ψν 2 0 /((2n 2 − n)ν 3 0 )| 1/4 ≈ 4 yr for the fourthorder term to become important. Therefore, while it is meaningful to adopt equation (2) for a single observing run, a full timing solution over 1 yr requires a cubic spin-down representation as in equation (3) (e.g. Boynton et al. 1972 ). Higher order terms are needed for longer time intervals.
The phase fit with the cubic spin-down model of equation (3) of all the 2009 (January and December) optical phase measurements has been performed in two different ways. In the first approach, the pulsar phases determined in Section 3 (ψ phases) are directly fitted adding a phase shift to the December data set as described below. In the second approach, the true pulsar rotational phases (φ phases) are reconstructed for each observing run and the fit is performed after determining the integer phase shift between January and December, as explained below. The two approaches return results in agreement within 3σ. They are shown in Table 5. For the sake of comparison with the "local" January and December timing solutions, in the first approach two independent fits of the whole data set are performed, assuming as reference epochs MJD 54846 or 55178, respectively. The quoted errors are purely statistical and correspond to the 2σ confidence level for one interesting parameter.
To perform the fit using the first approach, the two data sets of January and December had to be referred to a common reference periodPinit. Phase folding becomes inaccurate if there is a significant mismatch betweenPinit and the actual pulsar period, which is different in January and December. Therefore, phases were first computed using the reference periods reported in Table 4 and then referred tô Pinit for both the January and December data using the two expressions (see Appendix A):
where
−t0)/Pinit] and fr[ ] denotes the fractional part. Equations (6) and (7) come from the requirement that the time of arrival of a single pulse determined in the two different "temporal gauges" be equal (or, similarly, that the phase φ of the main pulse computed using ψ orψ be equal; see Appendix A). We adopted Pinit = 0.03362513000000 s ( Table 5 ). The phase shiftsψn,J andψn,D are the integer part of the phase difference between successive nights in January and December, respectively, and are found by minimizing χ 2 with respect to integer variations ofψ, as explained in Section 3. An additional integer shift ∆ψn is needed to phase connect together the January and December data sets and is also determined through χ 2 minimization. In the second approach, we express the phase φ using equation (1) for both the January and December data as
4 t P (t) is the time of arrival of the main pulse after time t. where N is an integer phase shift. The union of the two sets of data is fitted to a cubic polynomial with the unknown integer N as a fitting parameter, which is varied to produce the minimum value of χ 2 . Up to third order, the braking index model (equation 5) is essentially indistinguishable from the cubic spin-down model, both having four free parameters. In fact, the pulsar braking index can be determined directly fitting equation (5), truncated to third order, to the data or from the pulsar frequency and its first and second derivatives: n = −ν0ν0/ν 2 0 . The measured value is again reported in Table 5. A phase coherent timing solution for year 2009 can also be derived from the JB radio ephemerides. The calculation is performed in a similar way, fitting equation (3) to the phases reported in the JB archive. The values of radio phase, frequency and its derivatives are usually given at day 15 of each month. They are computed as averages of different measurements performed during the month. From φ0,r, ν0,r,ν0,r at day 15 we extrapolate the phases from ∼ 15 d before through ∼ 15 d after the epoch reported in the ephemerides and match them at the beginning of each month. This is done using equation (3) and approximating ν0,r ≈ 2ν 3 0,rν 2 0,r , as suggested in the explanatory set of notes of the JB ephemerides (see footnote 2). The matching precision at monthly intervals is consistent with the uncertainty reported in the JB archive (∼ 100−200 µs). A single cubic global fit of the radio phases is then performed with equation (3). The χ 2 of the fit is 345 for 12 degrees of freedom, which tells that the assumption of a constant braking law is not valid. Excursions of the radio phases about the cubic fit from the optical data, shown in Fig. 4 , are larger than measurement uncertainties.
The short-term (monthly) radio phase behaviour differs from the one predicted by equations (3) or (5) Table 5 (∆ψn = 152784, N = 852923471). The gray solid line represents a smooth curve joining the average monthly cubic fits of the JB ephemerides. The vertical error bars are the total (statistical plus systematic) uncertainty on the radio phases as quoted in JB ephemerides.
that build up on the radio monthly time-scale, but are not visible on the coarser year-time-scale of our optical observations. However, on average the cubic fit appears to account quite nicely for the long-term phase evolution of the pulsar rotation (see e.g. Groth 1975b ). With the choice of ∆ψn and N described below, the residual timing difference between the radio and optical cubic fits is only a few ms (with small differences also in the frequency, its derivatives, and braking indices). This deviation is at most ∼ 0.1 turns, which amounts to ∼ 10 −10 parts of the phase increment on the time interval sampled by observations. We conclude that the pulsar phase follows the constant braking law quite closely, yet not absolutely precisely.
We also note that the braking index inferred from the radio data differs from that obtained in previous epochs. Taking as reference MJD 55000, close to the middle of the interval, n radio = 2.4585 ± 0.0022. This is smaller than the average value measured in the radio during years 1969 through 1993 (n radio = 2.51±0.01; Lyne, Pritchard & Graham-Smith 1988 , 1993 , indicating a change in the strength of the spindown.
Using the two approaches described above, the integer phase shifts needed to phase connect the December to the January Iqueye data are determined through χ 2 minimization. Four adjacent values of N give a χ 2 which lies in the interval of 90% statistical significance of the χ 2 distribution for 22525 independent variables (the number of phases measured). They are: 852923566, 852923567 (absolute minimum), 852923568, 852923569. We consider all these four fits acceptable. Similarly, four values of ∆ψn lie in the 90% interval of the χ 2 distribution of the fit: 152784, 152785, 152786 (absolute minimum), 152787. As discussed above, because of our limited temporal sampling, we were not in a position to detect monthly phase oscillations that the pulsar made during 2009. Therefore, just from optical data we could not decide between the four different values of N or ∆ψn. Tracking the long-term behaviour with a finer temporal coverage, the radio data allow us to single out the values of ∆ψn (152784) and N (852923469) which have been used to construct the optical fit shown in Fig. 4 . Using these values, the number of pulsar turns between MJD 54846 and 55178 is in agreement with the value calculated from the JB ephemerides. We obtain N φ = int[φD(t (1), (6) and (7).
We note that the uncertainties of the parameters quoted in Table 5 are strictly formal statistical 2σ confidence intervals, calculated with the assumption that a single N or ∆ψn (the one which corresponds to the absolute minimum of the χ 2 ) is the correct solution of the problem. As discussed above, the comparison of radio and optical data reveals that the constant braking law assumption is a good, but not exact, approximation of the pulsar's phase development. Taking this into account, the errors in Table 5 should be revised considering the range of values of the parameters obtained from all the fits that we consider acceptable. They are of the order of 10 −4 for φ0, 10 −9 s −1 for ν0, 10
forν0, 10 −21 s −3 forν0, 10 −1 for n, 10 −12 s for P , 10 −5 s for tarr. The errors inferred from the fits of the January and December runs separately (Table 4 ) are more representative of the actual uncertainty for short (a few days) time intervals.
A consequence of the intrinsic irregularities of the pulsar rotation can be seen comparing the values of φ0, ν0 anḋ ν0 obtained from the 'local' parabolic fits (Table 4 ) and the global 2009 cubic fit (Table 5 ). The differences in some of the fitted parameters (e.g. φ0 and ν0 in December) are larger than the uncertainty. This shows that a few observing nights are sufficient to reduce the statistical error to the point that we become sensitive to effects related to the long-term phase noise of the pulsar (see Section 6). Despite these differences, the optical−radio phase shift observed in January and December is robustly recovered from both the 'local' and global timing solutions, indicating that it is not an effect of radio data long-term averaging.
We studied also the distribution of the phase residuals about their best−fitting polynomials. The residuals are computed with respect to the timing solution reported in Table 5 (solution for t0 = 54846). The optical phase residuals can be satisfactorily fitted with a Gaussian with a dispersion σ between 15 and 22 µs (see Fig. 5 ). The Gaussian distribution provides a good fit of residuals of single observing nights, as well as of residuals with respect to the 2009 coherent timing solution, with a σ = 17.3µs, which is essentially the average value of single night residuals.
The width of the distribution is consistent with that induced by pure photon counting noise, as simulated using a synthetic signal that has the same pulse shape, average count rate, and background level of the Crab pulsar observed with Iqueye at NTT. We note that different observations have slightly different widths, most likely because of the different quality of the sky during the various nights, as discussed in Section 2. 15, 16, 17, 18, 19, 20; December 13, 14, 15, 16. 
DISCUSSION AND CONCLUSIONS
The measurement of the optical−radio phase shift, obtained with Iqueye in 2009 (∼ 240 µs in January; ∼ 160 µs in December), is consistent with that determined in our previous measurement performed with Aqueye in Asiago in 2008 October (∼ 230 µs; Germanà et al. 2012) . The optical pulse always leads the radio one. This is also in agreement with a number of other measurements performed after 1996 (see e.g. Oosterbroek et al. 2008) . Only a couple of previous measurements yielded different results (consistent with no or negative delay; Golden et al. 2000; Romani et al. 2001) , possibly because some systematics were not adequately accounted for (e.g. the difference between the phase of the peak of the main pulse and the phase of the centroid of the main pulse, which is due to the asymmetric pulse shape). Therefore, although it is not possible to exclude a secular change of the phase delay, the available data show that the pulse in the optical leads that in the radio by 150-250µs (see also Strader et al. 2013 ). This can be caused by a different position of the two emitting regions (50−80 km), although this is difficult to understand as electrons close to the pulsar are highly relativistic and any travel time delay between electrons and photons is essentially negligible. Most probably, the optical and radio beams are misaligned (1.5 0 −3 0 ) because at the position where electrons emit optical photons the magnetic field has a slightly different orientation with respect to that where radio emission takes place.
The counting statistics available in the optical band allows us to compute the timing solution with extreme accuracy from a small number of consecutive observing nights, with an error of only ≈ 3×10 −5 in fractional phase or ≈ 1 µs in time (see Table 4 ). The optical timing solution matches the radio phase quite closely, yet in addition to a presumably constant phase shift between optical and radio, we find small ≈ 10 µs d −1 phase drifts between the two solutions, which are consistent with timing noise deduced from radio and optical data and with residuals effects of changing dispersion measures on the radio data.
The distributions of phase residuals are well approxi-mated by Gaussians. The best observations have a dispersion σ ≈ 15 µs (with 2 s sampling), in agreement with theoretical expectations for pure photon noise-induced phase variability. However, a few January and December observations have a slightly larger spread (≈ 20 µs), which is most likely caused by worse quality of the sky. We note that the dispersion of residuals in our data is much smaller than the dispersion of the residuals for Giant Radio Pulses (84 µs) recently reported by Bhat, Tingay, & Knight (2008) . Giving the exquisite precision of the Iqueye data, we were able to phase connect the January and December observing runs, obtaining a global third-order timing solution for year 2009 and an independent measurement of the pulsar braking index. A comparison with the 2009 timing solution in the radio band shows that the pulsar makes small amplitude random excursions/oscillations around the "average" cubic spin-down (with residuals up to a few ms in phase and a jitter up to ∼ 10 −8 Hz in frequency), that are statistically significant. Imposing that the number of optical turns be equal to that in the radio band, the optical and radio phases in January and December are very close, but at intermediate times phase predictions differ. As a consequence, the inferred values of the frequency, its derivatives and braking indices also differ. Therefore, while the thirdorder secular spin-down and braking index model are very good at reproducing the overall evolution of the phases (e.g. Groth 1975b ), an accurate description of the pulsar phase excursions/oscillations requires a frequent monitoring on a monthly time-scale.
The optical observations reported here confirm the third-order secular spin-down and braking index model to a high degree of accuracy. During the period from 2009 January to December, the pulsar has followed a braking index law so closely that, from the two Iqueye sets of observations alone, we were able to count the almost nine hundred million turns that the pulsar has made with an uncertainty of only two turns.
Future and more regular observations taken with both Iqueye and its twin Aqueye, mounted at the Copernico telescope in Asiago, will offer an invaluable means to monitor the optical−radio phase delay, to understand the phase excursions around the braking index model and to pinpoint the deep physical origin of the pulsar spin-down mechanism. the two different temporal gauges. As mentioned above, we assume that the pulsar period changes slowly in time and, as a consequence, the two reference periodsPinit and Pinit are not very different from the actual pulsar period and from each other (|Pinit/Pinit − 1| < phase bin). We definê α(t) = tP −t0
where ∆t = t0 −t0 and the fractional part ofα and α is measured as described in Section 3 (like the ψ phase). As the time of arrival of a single pulse determined in the two different temporal gauges is equal, from the previous equations we obtain:
