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Abstract
We prove that Cohen’s Maass wave form and Li-Ngo-Rhoades’ Maass
wave form are Hecke eigenforms with respect to certain Hecke operators.
As a corollary, we find new identities of the p-th coefficients of these Maass
wave forms in terms of p-th root of unity.
1 Introduction
In his “Lost” Notebook, Ramanujan suggested a lot of surprising formulas with-
out any proofs, which were proved later by other mathematicians. In [1], Andrew
conjectured that the coefficients of following q-series in the notebook
σ(q) = 1 + ∑
n≥1
qn(n+1)/2(1 + q)(1 + q2)⋯(1 + qn) = ∑n≥0S(n)qn= 1 + q − q2 + 2q3 +⋯ + 4q45 +⋯ + 6q1609 +⋯
satisfy
1. lim supn→∞ ∣S(n)∣ =∞,
2. S(n) = 0 for infinitely many n.
These remained conjectures until Andrews, Dyson and Hickerson proved this in
[3]. The authors proved an identity S(n) = TC(24n+1), where TC(n)s are related
to the arithmetic of Q(√6), and proved the conjecture by using the identity.
In [8], using their results, Cohen found connections between the q-series
and certain Maass wave form. He observed that the coefficients TC(n) can be
interpreted as sum of Hecke characters on Q(√6), and proved that the complex
valued smooth function uC(z) on the complex upper half plane H defined as
uC(z) = √y ∑
n≡1 (mod 24)TC(n)K0 (2pi∣n∣y24 ) e2piinx/24, z = x + iy ∈H
is a Maass wave form on Γ0(2) with an eigenvalue 1/4 and a nontrivial multiplier
system νC. (Here H = {z ∈ C ∶ z = x + iy, y > 0} is the complex upper half
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plane and K0(y) is the K-bessel function defined in the following section. The
definition of νC is given in the Theorem 2.2.) In his paper, he mentioned that
uC(z) will be a Hecke eigenform with respect to certain Hecke operators, since
the coefficients TC(n) are multiplicative. However, we can not just apply the
ordinary Hecke operator since uC(z) has a nontrivial multiplier system.
In [20], Zagier defined quantum modular forms which are complex valued
functions defined on Q such that their failure to be modular can be extended as
analytic functions on R, except finitely many points. He gave several examples
of quantum modular forms, and in particular, he proved that there exists a
quantum modular form fC(x) associated with Cohen’s Maass wave form, using
the theory of period functions of Maass wave forms developed by Lewis-Zagier
in [14].
In a previous paper [13], we defined Hecke operator on the space of quan-
tum modular forms with a nontrivial multiplier system, which was previously
defined by Wohlfahrt in [19] in case of modular forms. This Hecke operator has
different domain and codomain. In particular, when the operator acts on certain
modular forms, it changes the multiplier system. Also, Stro¨mberg defined such
Hecke operators on the space of Maass wave forms in his Ph.D. thesis [16] using
Wohlfahrt’s idea. (He studied computational aspects about Maass wave forms.
Also, he concentrated on the special multiplier systems, eta and theta multiplier
systems. For details, see [17], [18].)
Using the explicit formula of TC(n), we prove that the Cohen’s Maass wave
form uC(z) is indeed a Hecke eigenform with respect to the Hecke operators
defined in [13]. We also prove that the two kinds of Hecke operators are com-
patible, i.e. the map attaching quantum modular forms to Maass wave forms is
Hecke-equivariant. As a corollary, Zagier’s quantum modular form fC(x) is also
a Hecke eigenform, which gives us new identities of TC(p) in terms of p-th root
of unity:
±TC(±p) = (−1) p2−124 + 1
2p
p−1∑
j=0
p−1∑
n=0(−1)nζ(n+1− p
2−1
24 )j
p (1 − ζjp)⋯(1 − ζnjp )
for any prime p ≥ 5 with p ≡ ±1 (mod 6). (See the Corollary 3.3.)
In [9], Corson, Favero, Liesinger and Zubairy find another q-series W1(q) and
W2(q) which satisfy similar properties as σ(q) and related to the arithmetic of
Q(√2). Using this q-series, Li, Ngo and Rhoades defined a corresponding Maass
wave form uL(z) on Γ0(4) with an eigenvalue 1/4 and a nontrivial multiplier
system νL which is not a cusp form, and attached a quantum modular form fL(x)
which is defined only on a certain dense subset of Q due to non-cuspidality of uL
at some cusp. We apply our previous arguments for these examples, and obtain
new identities for the p-th coefficients of Corson-Favero-Liesinger-Zaubairy’s q-
series TL(p) in terms of p-th root of unity.
Acknowledgement. This is part of the author’s M.S. thesis paper. The author
is grateful to his advisor Y. Choie for her helpful advice. The author is also
grateful to J. Lovejoy for his comments via email.
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2 Preliminaries
2.1 q-Series and Maass wave forms
2.1.1 Cohen’s Maass wave form
We do not have any explicit examples of Maass cusp forms on Γ (1) = SL2(Z),
although the existence of such a form is guaranteed by the Selberg trace formula
(see [11]). However, there are some known explicit examples of Maass cusp forms
on certain congruence subgroups. Here, we introduce Cohen’s example in [8],
which comes from certain Ramanujan q-series in his notebook.
In [3], the authors proved Andrew’s conjecture by showing that the S(n),
the nth coefficient of σ(q), is related to the arithmetic of the real quadratic field
Q(√6). To introduce this, we first define TC(m) for m ≡ 1 (mod 6) to be the
excess of the number of inequivalent solutions of the Pell’s equation u2−6v2 =m
with u+ 3v ≡ ±1 (mod 12) over the number of them with u+ 3v ≡ ±5 (mod 12).
Note that the two solutions (u, v) and (u′, v′) are equivalent if u′ + v′√6 =±(5 + 2√6)r(u + v√6) for some r ∈ Z.
Theorem 2.1 (Andrew-Dyson-Hickerson, [3]). We have S(n) = TC(24n+1) for
all n ≥ 0 and a q-series identity
σ(q) = ∑
n≥0∣j∣≤n
(−1)n+jqn(3n+1)/2−j2(1 − q2n+1).
Also, the sequence TC(m) is completely multiplicative, i.e. for any two coprime
integer m and n, TC(mn) = TC(m)TC(n) holds. Finally, we have an explicit
formula for TC(pe) as
TC(pe) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if p /≡ 1 (mod 24), e ≡ 1 (mod 2)
1 if p ≡ 13 or 19 (mod 24), e ≡ 0 (mod 2)(−1)e/2 if p ≡ 7 (mod 24), e ≡ 0 (mod 2)
e + 1 if p ≡ 1 (mod 24), TC(p) = 2(−1)e(e + 1) if p ≡ 1 (mod 24), TC(p) = −2
(1)
where p is a prime ≡ 1 (mod 6) or p = −p′ for some prime p′ ≡ 5 (mod 6).
In [8], using the results in [3], Cohen defined a Maass cusp form on Γ0(2)
with a nontrivial multiplier system. Cohen showed the q-series identity
ϕ(q) = q1/24σ(q) + q−1/24σ∗(q) = ∑
n≡1 (mod 24)TC(n)q∣n∣/24
where σ∗(q) is an another q-series defined by
σ∗(q) = 2 ∑
n≥1
(−1)nqn2(1 − q)(1 − q3)⋯(1 − q2n−1) .
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Also, he defined a function uC ∶H → C as
uC(z) = √y ∑
n≡1 (mod 24)TC(n)K0(2pi∣n∣y/24)e2piinx/24, z = x + iy ∈H (2)
where K0 is the K-bessel function
K0(y) = 1
2
∫ ∞
0
e−y(t+t−1)/2 dt
t
and proved the following:
Theorem 2.2 (Cohen, [8]). 1. ∆uC(z) = 14uC(z) for all z ∈H, where
∆ = −y2 ( ∂2
∂x2
+ ∂2
∂y2
)
is the (hyperbolic) Laplacian on H.
2. uC(γz) = νC(γ)uC(z) for all γ ∈ Γ0(2) and z ∈ H, where the multiplier
system νC ∶ Γ0(2) → S1 = {z ∈ C ∶ ∣z∣ = 1} is a homomorphism determined
by
νC ((1 10 1)) = νC ((1 02 1)) = ζ24.
Note that Γ0(2) is generated by two elements
T = (1 1
0 1
) , R = (1 0
2 1
) .
In the paper, Cohen interpreted the coefficients TC(n) as a sum of Hecke char-
acters on the number field Q(√6) defined as
χC(a) ∶= ⎧⎪⎪⎨⎪⎪⎩i
yx−1 ( 12
x
) if y ≡ 0 (mod 2)
iyx
−1+1 ( 12
x
) if y ≡ 1 (mod 2)
for a = (x + y√6) ⊆ Z[√6]. Using this, he showed that the L-function attached
to uC(z) coincides with the L-function of the Hecke character χC , and proved
that uC(z) satisfies the desired properties by using the functional equation of
the L-function.
2.1.2 Li-Ngo-Rhoades’ Maass wave form
In [15], Li, Ngo and Rhoades find similar example as Cohen’s example related to
the field Q(√2), based on the Corson, Favero, Liesinger and Zubairy’s q-series.
In [9], the authors proved that coefficients of two q-series
W1(q) ∶= ∑
n≥0
(q)n(−1)nq n(n+1)2(−q)n = 1 − q + 2q2 − q3 − 2q5 + 3q6 +⋯,
W2(q) ∶= ∑
n≥1
(−1; q2)n(−q)n(q; q2)n = −2q − 2q3 + 2q4 + 2q6 + 2q8 − 2q9 +⋯
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are related to the Hecke character χL on Q(√2), where
χL(a) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if N(a) ≡ ±1 (mod 16)−1 if N(a) ≡ ±7 (mod 16)
0 otherwise
for integral ideals a ⊂ Z[√2]. They proved that the following sum
TL(n) ∶= ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑a⊂Z[√2]
N(a)=∣n∣ χL(a) if n ≡ 1 (mod 8)
0 otherwise.
of Hecke characters appears as coefficients on W1(q) and W2(q):
Theorem 2.3 (Corson-Favero-Liesinger-Zubairy, [9]). We have
qW1(q8) + q−1W2(q8) = ∑
n∈ZTL(n)q∣n∣.
Also, the sequence TL(n) is completely multiplicative, i.e. TL(mn) = TL(m)TL(n)
for any two coprime integers m and n. At last, we have an explicit formula for
TL(pe) as
TL(pe) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
e + 1 if TL(p) = 2, p ≡ 1(8)(−1)e(e + 1) if TL(p) = −2, p ≡ 1(8)(−1) e2 if e ≡ 0(2), p ≡ 5(8)
0 if p = 2 or (e ≡ 1(2), p ≡ 5(8))
(3)
where p is a prime ≡ 1 (mod 4) or p = −p′ for some prime p′ ≡ 3 (mod 4).
Using their results, following the Cohen’s argument, Li, Ngo and Rhoades
proved that there exists a corresponding Maass wave form on Γ0(4) with a
nontrivial multiplier system, which is not a cusp form. They defined a function
uL ∶H → C as
uL(z) = √y∑
n∈ZTL(n)K0(2pi∣n∣y/8)e2piinx/24, z = x + iy ∈H (4)
and proved the following:
Theorem 2.4 (Li-Ngo-Rhoades, [15]). uL(z) is a Maass wave form on Γ0(4)
with an eigenvalue λ = 1
4
and a nontrivial multiplier system νL ∶ Γ0(4) → S1.
More precisely,
1. ∆uL(z) = 14uL(z) for all z ∈H.
2. uL(γz) = νL(γ)uL(z) for all γ ∈ Γ0(4) and z ∈ H, where the multiplier
system νL ∶ Γ0(4)→ S1 is a homomorphism determined by
νL ((1 10 1)) = νL ((1 04 0)) = ζ8, νL ((−1 00 −1)) = 1.
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3. uL(z) vanishes at the cusps 0 and ∞, but does not vanish at the cusp 1/2.
Note that Γ0(4) is generated by three elements
T = (1 1
0 1
) , R′ = (1 0
4 1
) , −I = (−1 0
0 −1) .
2.2 Quantum modular forms
Quantum modular forms were first defined by Zagier in his paper [20]. They
are functions defined on Q with modular properties, which are not modular
but their failure to be modular can be extended as analytic functions on R,
except finitely many points. We will use the following definition of the quantum
modular form, which is slightly different from the original one in [20].
Definition 2.1. Let N be a positive integer, k ∈ 1
2
Z and ν be a multiplier system
on Γ0(N). Then a function f ∶ Q → C is a quantum modular form of weight k
and multiplier system ν on Γ0(N) if for all γ = ( a bc d ) ∈ Γ0(N),the functions
f(x) − (f ∣k,νγ)(x) = hγ(x),
where
(f ∣k,νγ)(x) = ν(γ)−1∣cx + d∣−kf (ax + b
cx + d) , γ = (a bc d) ∈ Γ0(N),
can be extended smoothly on R except finitely many points S ⊂ Q. We letQk(Γ0(N), ν) be the space of weight k quantum modular forms on Γ0(N) with
multiplier system ν.
For example, recall the Ramanujan’s q-series σ(q). One can check that the
following q-series identities hold:
σ(q) = 1 + ∞∑
n=0(−1)nqn+1(1 − q)(1 − q2)⋯(1 − qn)
σ∗(q) = −2 ∞∑
n=0 qn+1(1 − q2)(1 − q4)⋯(1 − q2n).
(The first identity was shown in the Andrew’s paper [2] and the second derived
in a similar way by Cohen.) Both series make sense when ∣q∣ < 1 and q is a root
of unity. When q is a root of unity, two series are related as
σ(q) = −σ∗(q−1).
(For the proof, see [20].) Now define fC ∶ Q→ C as
fC(x) ∶= q1/24σ(q) = −q1/24σ∗(q−1), q = e2piix, x ∈ Q. (5)
In [20], Zagier showed that this function is a quantum modular form of weight
1 with a multiplier system νC on Γ0(2).
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Proposition 2.1 (Zagier, [20]). fC ∶ Q→ C satisfies the functional equation
fC(x + 1) = ζ24fC(x), fC(x) − ζ−124 1∣2x + 1∣fC ( x2x + 1) = hC(x) (6)
for any x ∈ Q, where ζm = e2pii/m is an mth root of unity and hC ∶ R → C is a
smooth function on R which is real-analytic except at x = −1/2.
Proof uses the slightly generalized version of the theory of period functions
of Maass wave forms developed by Lewis-Zagier. (For details, see [20].) By the
similar argument, Li-Ngo-Rhoades showed that there exists a quantum modular
form corresponds to their Maass wave form. By noncuspidality of uL(z), it can
be defined on a certain dense subset of Q, not the whole Q.
Proposition 2.2 (Li-Ngo-Rhoades, [15]). Let
Sι = {x ∈ Q ∶ γx = ι for some γ ∈ Γ0(4)}, ι ∈ Q ∪ {∞}
be subsets of Q. Define fL ∶ S0 ∪ S∞ → C as
fL(x) ∶= ⎧⎪⎪⎨⎪⎪⎩q
1/8W1(q) if x ∈ S0
q1/8W2(q−1) if x ∈ S∞ (7)
Then fL satisfies the functional equation
fL(x + 1) = ζ8fL(x), fL(x) − ζ−18 1∣4x + 1∣fL ( x4x + 1) = hL(x) (8)
for any x ∈ S0 ∪ S∞, where hL ∶ R → C is a smooth function on R which is
real-analytic except at x = −1/4.
Note that in [15], Li, Ngo and Rhoades proved the following q-series identity
W1(q) = ∞∑
n=0
(q; q2)n(−q)n(−q2; q2)n
which makes W1(q) a finite sum whenever x ∈ S0. W2(q) also becomes a finite
sum if x ∈ S∞.
In the case of modular forms, we can also attach quantum modular forms
which are called Eichler integrals (see [5], [20] for some examples). For general
holomorphic automorphic forms on the complex upper-half plane (with com-
plex weight and parabolic cocycles), it is possible to study such integrals as a
cohomological point of view. (For details, see [7].)
Remark 1. In [20], there is a minor erratum : we have to take an absolute
value on 2x + 1.
Remark 2. In [15], there are several problems with the original definition
of fL(x). It should be a quantum modular form of weight 1 on Γ0(4), with a
multiplier system νC, which is ν0 following the notation in [15], not ν1. We fixed
this as above.
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2.3 Hecke operators with nontrivial multiplier system
In case of modular forms with nontrivial multiplier systems (such as theta func-
tion and eta function), Hecke operators acting on such modular forms were
studied by Wohlfahrt in [19] first. By using the same idea, we can also define
Hecke operators on the space of quantum modular forms with a nontrivial multi-
plier system, and this was studied in [13]. We interpreted Wohlfahrt’s definition
in the slightly different way. First, we recall the definition of compatibility of
multiplier systems.
Definition 2.2. Let Γ ≤ SL2(Z) be a finite index subgroup of SL2(Z), ν, ν′ ∶
Γ → S1 be any two multiplier systems, and α ∈ GL+2(Q). We say two multiplier
systems compatible at α if the function cν,ν′ ∶ ΓαΓ → S1 defined by
cν,ν′(γ1αγ2) = ν(γ1)ν′(γ2)
is a well-defined function, i.e. for any element γ1αγ2 = δ1αδ2 in ΓαΓ , we have
ν(γ1)ν′(γ2) = ν(δ1)ν′(δ2).
It is easy to check that ν and ν′ are compatible at α if and only if ν(γ) =
ν′(α−1γα) for every γ ∈ Γ ∩ αΓα−1. Using this function, we can define a Hecke
operator on the space of quantum modular forms which changes multiplier sys-
tem.
Theorem 2.5 (Lee, [13]). Let α ∈ GL+2(Q) and Γ ≤ SL2(Z) be a congruence
subgroup. Let {Γβj = Γαjαα′j}j∈J be the (finite) set of representatives of orbits
Γ /ΓαΓ . Suppose two multiplier systems ν, ν′ ∶ Γ → S1 are compatible at α. Then
we have an operator Tα,ν,ν′ ∶ Qk(Γ, ν)→ Qk(Γ, ν′) defined as
T∞α,ν,ν′f =∑
j
cν,ν′(βj)−1f ∣kβj
for f ∈ Qk(Γ, ν). Here ∣k is a weight k slash operator satisfying f ∣kγ1γ2 =(f ∣kγ1)∣kγ2 for any γ1, γ2 ∈ GL+2(Q).
Proof. See [13].
Especially, we are interested in the case when Γ = Γ0(N) and α = αp ∶=( 1 00 p ) where p ∤ N is a prime. In this case, Γ ∩ αΓα−1 = Γ0(pN) and coset
representatives of Γ /ΓαΓ can be chosen as
β0 = (1 00 p) , β1 = (1 10 p) ,⋯, βp−1 = (1 p − 10 p ) , β∞ = (p 00 1)
(For the proof, see [10].) Using this, we constructed new quantum modular forms
in [13] by applying Hecke operators on Zagier’s quantum modular form fC(x).
Recall that the quantum modular form fC ∶ Q → C is in Q1(Γ0(2), νC). By
using SAGE, we made a program to compute the value of νC(γ) for any given
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γ ∈ Γ0(2). We have checked that νC and ν′ = νpC are compatible at αp for any
prime 5 ≤ p ≤ 757, i.e. νC(γ) = νC(α−1γα)p for any γ ∈ Γ0(2p) by compute its
values on generators of Γ0(2p). From cνC,νpC(β∞) = (−1) p2−124 and cνC,νpC(βj) = ζpj24
for 0 ≤ j ≤ p − 1 (this is proved in Chapter 3 - see Lemma 3.2.), we have the
following corollary.
Corollary 2.1. For the Zagier’s quantum modular form fC ∈ Q1(Γ0(2), νC),
the function
T∞p fC(x) ∶= T∞αp,νC,νpCfC(x) = (−1) p2−124 fC(px) + 1p p−1∑j=0 ζ−pj24 fC (x + jp )
is in Q1(Γ0(2), νpC) for any 5 ≤ p ≤ 757. Here T∞p = T∞αp,νC,νpC .
Actually, in the following chapter, we will show that these are just constant
multiples of fC(x), i.e. fC is a Hecke eigenform with respect to these operators.
In this sense, these quantum modular forms are not new.
In case of Maass wave forms, Stro¨mberg studied such Hecke operators in his
Ph.D. thesis [16] and other papers [17], [18], based on Wohlfahrt’s idea. The
only difference between the Hecke operators on the space of quantum modular
forms and Maass wave forms is just normalization by a constant.
Definition 2.3. Let α ∈ GL+2(Q) and Γ ≤ SL2(Z) be a congruence subgroup. Let{Γβj = Γαjαα′j}j∈J be the set of representatives of orbits Γ /ΓαΓ . Suppose two
multiplier systems ν, ν′ ∶ Γ → S1 are compatible at α. Let Ms(Γ, ν) be a space of
Maass wave forms on Γ with an eigenvalue λ = s(1− s) and a multiplier system
ν. For any u ∈Ms(Γ, ν), define
Tα,ν,ν′u = det(α)−1/2∑
j∈J cν,ν′(βj)−1u∣βj ,
where ∣ is a slash operator defined by
(u∣γ)(z) ∶= u(γz) = u(az + b
cz + d) , γ = (a bc d) ∈ GL+2(Q).
By using the same argument in the proof of the Theorem 4.2 in [13], we can
easily check that the following proposition holds, so we omit the proof. Note
that the Laplacian ∆ commutes with the slash operator.
Proposition 2.3. Tα,ν,ν′ is a linear map from Ms(Γ, ν) to Ms(Γ, ν′). Also,
image of Ss(Γ, ν) is contained in Ss(Γ, ν′), where Ss(Γ, ν) is a space of Maass
cusp forms in Ms(Γ, ν).
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3 Main results
3.1 Cohen’s and Li-Ngo-Rhoades’ Maass wave forms are
Hecke eigenforms
Now we prove that Cohen’s and Li-Ngo-Rhoades’ Maass wave forms defined in
[8] and [15] are Hecke eigenforms with respect to Stro¨mberg’s Hecke operators.
First, we find the candidate ν′ which is the multiplier system compatible with
ν at αp = ( 1 00 p ).
Lemma 3.1. Let p ≥ 5 be a prime and ν′ ∶ Γ0(2) → S1 be a multiplier system.
If νC ∶ Γ0(2) → S1 is the multiplier system associated with uC(z) (see Theorem
2.2) and νC and ν
′ are compatible at αp = ( 1 00 p ), then ν′ = νpC. Also, if they are
compatible at αp, then we have
cνC,νpC(βj) = ζpj24 (0 ≤ j ≤ p − 1),
cνC,νpC(β∞) = (−1) p2−124 .
Proof. Since
β∞ (1 10 1) = (p p0 1) = (1 10 1)p β∞, β0 (1 02 1) = ( 1 02p p) = (1 02 1)p β0,
ν′ should satisfy ν′ (( 1 10 1 )) = νC (( 1 10 1 ))p = ζp24 and ν′ (( 1 02 1 )) = νC (( 1 02 1 ))p = ζp24,
hence the only candidate of ν′ is νpC. If they are compatible, then
cνC,νpC(βj) = cνC,νpC (αp (1 10 1)p) = ζpj24
cνC,νpC(β∞) = cνC,νpC ⎛⎜⎝(1 10 1)
p+1
2 (1 0
2 1
)−1 αp (1 10 1)
p+1
2 (1 0
2 1
)−1⎞⎟⎠ = (−1) p2−124 .
Note that 24∣(p2 − 1) holds for any prime p ≥ 5.
Using this, we define the Hecke operators Tp for p ≥ 5. For some technical
reasons, we have to divide into two cases: p ≡ 1 (mod 6) and p ≡ −1 (mod 6).
Definition 3.1. For a prime p ≥ 5, define the function TpuC ∶H → C as
TpuC(z) ∶= Tαp,νC,νpCuC(z) = 1√p ⎛⎝(−1) p2−124 uC(pz) + p−1∑j=0 ζ−pj24 uC (z + jp )⎞⎠
For p ≡ 1 (mod 6) and
TpuC(z) ∶= (Tαp,νC,νpCuC)(−z) = 1√p ⎛⎝(−1) p2−124 uC(−pz) + p−1∑j=0 ζ−pj24 uC (−z + jp )⎞⎠
for p ≡ −1 (mod 6).
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Note that if u(z) ∈M1/2(Γ0(2), ν) for some multiplier system ν ∶ Γ0(2)→ S1,
then u(−z) ∈ M1/2(Γ0(2), ν−1). For example, T23uC(z) ∈ M1/2(Γ0(2), ν−23C ) =M1/2(Γ0(2), νC).
Theorem 3.1. For any prime p ≥ 5, we have
TpuC(z) = ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ ±1 (mod 24)TC(±p)uC(z) if p ≡ ±1 (mod 24)
Proof. Define Wn(z) ∶= √yK0(2pi∣n∣y)e2piinx for z = x + iy ∈ H and n ∈ Z. Then
we can write the Fourier expansion of uC(z) as
uC(z) = √24 ∑
n≡1(24)TC(n)Wn ( z24) .
We can easily check that the function Wn(z) satisfies the equationsWn(mz) = √mWmn(z), Wn (z + a) =Wn(z)e2piina (a ∈ R).
So for p ≡ 1 (mod 6), we have
TpuC(z) =√24
p
⎡⎢⎢⎢⎢⎣(−1)
p2−1
24
√
p ∑
n≡1(24)TC(n)Wpn ( z24)
+ 1√
p
∑
n≡1(24)TC(n)Wn/p ( z24)⎛⎝
p−1∑
j=0 ζ
(n−p2)j
24p
⎞⎠
⎤⎥⎥⎥⎥⎦ .
We can easily show that
p−1∑
j=0 ζ
(n−p2)j
24p = ⎧⎪⎪⎨⎪⎪⎩0 if n /≡ p
2 (mod 24p)
p if n ≡ p2 (mod 24p)
so the sum is
TpuC(z) = (−1) p2−124 √24 ∑
n≡1(24)TC(n)Wpn ( z24) +√24 ∑n≡p(24)TC(pn)Wn ( z24)= √24 ∑
n≡p(24)((−1) p2−124 TC (np ) + TC(pn))Wn ( z24)
if we define TC(α) = 0 for α /∈ Z. Now recall the formula of TC(n): since it is
multiplicative, TC(n) = TC(pe11 )⋯TC(perr ) where each pi is a prime satisfying
pi ≡ 1 (mod 6) or pi = −qi for some prime qi ≡ 5 (mod 6). (In any case, we have
pi ≡ 1 (mod 6). Also, we have the formula (1) of TC(pe) as
TC(pe) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if p /≡ 1 (mod 24), e ≡ 1 (mod 2)
1 if p ≡ 13 or 19 (mod 24), e ≡ 0 (mod 2)(−1)e/2 if p ≡ 7 (mod 24), e ≡ 0 (mod 2)
e + 1 if p ≡ 1 (mod 24), TC(p) = 2(−1)e(e + 1) if p ≡ 1 (mod 24), TC(p) = −2.
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First assume that p ≡ 1 (mod 6) and p /≡ 1 (mod 24). If n is not a multiple of p,
then TC(n/p) = 0 and TC(pn) = TC(p)TC(n) = 0 by the multiplicative property
of TC(n) and the previous formula. If n is a multiple of p, then n = pkm for
some k ≥ 1 and (m,p) = 1. Then nth coefficient of Tpu(z) is(−1)(p2−1)/24TC(pk−1m)+TC(pk+1m) = [(−1)(p2−1)/24TC(pk−1)+TC(pk+1)]TC(m).
If k is even, then the nth coefficient is zero because of the previous formula
again. If k is odd, we can easily check that (−1)(p2−1)/24TC(pk−1)+TC(pk+1) = 0
for any p /≡ 1 (mod 24). Hence every coefficients vanishes and Tpu(z) ≡ 0.
Now we check for the second case, p ≡ 1 (mod 24). If n is not a multiple of p,
then the nth coefficient of TpuC(z) is TC(pn) = TC(p)TC(n) by the multiplica-
tivity of TC. If n is a multiple of p, we can write n as n = pkm with k ≥ 1 and(m,p) = 1. If TC(p) = 2, then
TC (n
p
) + TC(pn) = TC(pk−1)TC(m) + TC(pk+1)TC(m) = (2k + 2)TC(m)
= 2TC(pk)TC(m) = 2TC(n) = TC(p)TC(n)
and if TC(p) = −2, we have
TC (n
p
) + TC(pn) = TC(pk−1)TC(m) + TC(pk+1)TC(m) = (−1)k−1 (2k + 2)TC(m)
= −2TC(pk)TC(m) = −2TC(n) = TC(p)TC(n).
So for every case, the nth coefficient of TpuC(z) is TC(p)TC(n) and so TpuC(z) =
TC(p)uC(z).
Similarly, if p ≡ 5 (mod 6), we have
TpuC(z) = √24 ∑
n≡−p (mod 24)((−1) p2−124 TC (−np ) + TC(−pn))Wn ( z24)
by using Wn(−z) = W−n(z). We can treat these cases by the same way as
p ≡ 1 (mod 6).
We can use the same argument for Li-Ngo-Rhoades’ Maass wave form.
Lemma 3.2. Let p ≥ 3 be a prime and ν′ ∶ Γ0(4) → S1 be a multiplier system.
If νL ∶ Γ0(4) → S1 is the multiplier system associated with uL(z) (see Theorem
2.4) and νL and ν
′ are compatible at αp = ( 1 00 p ), then ν′ = νpL. Also, if they are
compatible at αp, then we have
cνL,νpL(βj) = ζpj8 (0 ≤ j ≤ p − 1),
cνL,νpL(β∞) = 1.
Proof. Proof for the first statement is almost same as the Cohen’s case. If they
νL and ν
′
L are compatible at αp, then
cνL,νpL(βj) = cνL,νpL (αp (1 10 1)p) = ζpj8 ,
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and cνL,νpL(β∞) = 1 follows from the matrix identities:
p ≡ 1 (mod 4)⇒β∞ = (1 10 1)
p−1
4 (1 0
4 1
)αp (1 10 1)−
p−1
4 (1 0
4 1
)−1
p ≡ −1 (mod 4)⇒β∞ = −(1 10 1)
p+1
4 (1 0
4 1
)−1 αp (1 10 1)
p+1
4 (1 0
4 1
)−1 .
Definition 3.2. For a prime p ≥ 3, define the Hecke operator Tp as
TpuL(z) ∶= Tαp,νL,νpLuL(z) = 1√p ⎛⎝uL(pz) + p−1∑j=0 ζ−pj8 uL (z + jp )⎞⎠
for p ≡ 1 (mod 4) and
TpuL(z) ∶= Tαp,νL,νpLuL(−z) = 1√p ⎛⎝uL(−pz) + p−1∑j=0 ζ−pj8 uL (−z + jp )⎞⎠
for p ≡ −1 (mod 4).
Note that Tαp,νL,νpLu(−z) ∈M1/2(Γ0(4), ν−pL ) because Tαp,νL,νpLu(z) ∈M1/2(Γ0(4), νpL).
Theorem 3.2. For any prime p ≥ 5, we have
TpuL(z) = ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ ±1 (mod 8)TL(±p)uL(z) if p ≡ ±1 (mod 8)
Proof. The proof is almost same as the case of Cohen’s Maass wave form. We
use multiplicativity and the explicit formula (3) of TL(pe).
3.2 Hecke equivariance
Now we have two kinds of Hecke operators: on the space of Maass wave forms
and quantum modular forms. We show that these operators are compatible, and
as a result, we give new formulas of TC(p) and TL(p) in terms of pth roots of
unity.
In [6], by using the Lewis-Zagier theory, Bruggeman showed that one can
associate quantum modular forms with Maass wave forms on SL2(Z) with trivial
multiplier systems. In [4], Bringmann, Lovejoy and Rolen extended Bruggeman’s
result to the more general situation, in case of Maass wave forms on a congruence
subgroup with spectral parameter s = 1/2 and trivial multiplier systems. By the
same argument, we can prove the following result about Maass wave forms with
nontrivial multiplier systems. Since the proof is almost same, we only present
the result.
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Theorem 3.3. Let N be a natural number, I be the set of cusps of Γ0(N),
and ν ∶ Γ0(N) → S1 be a multiplier system. For u(z) ∈ M1/2(Γ0(N), ν), let
f ∶ C/R→ C be a period function of u, i.e. the holomorphic function defined as
f(z) = ⎧⎪⎪⎨⎪⎪⎩∫
i∞
z [u(τ),Rz(τ)1/2] if z ∈H− ∫ i∞z [Rz(τ)1/2, u(τ)] if z ∈H−
where H− = {z = x+ iy ∈ C ∶ y < 0}, [u, v] = [u, v](τ) is a Green’s 1-form defined
as [u, v](τ) = v ∂u
∂τ
dτ + u∂v
∂τ
dτ ,
and Rz(τ) is a function defined as
Rz(τ) = y(x − z)2 + y2 = i2 ( 1τ − z − 1τ − z ) , z ∈ C, τ = x + iy ∈H.
Then f can be continuously extended to a quantum modular form on Γ0(N) of
weight 1 with multiplier system ν, defined on the subset ∪ι∈JSι of Q, where J ⊆ I
is the set of cusps that u(z) vanishes, and
Sι = {x ∈ Q ∶ γx = ι for some γ ∈ Γ0(N)}.
More precisely, the function f ∶ ∪ι∈JSι → C satisfies the functional equations
f(x + 1) = ν(T )f(x), T = (1 1
0 1
) ,
f(x) − ν(γ)−1 1∣cx + d∣f (ax + bcx + d) = ∫ i∞−d/c[u(τ),Rx(τ)1/2]
for every γ = ( a bc d ) ∈ Γ0(N) with c ≠ 0.
Let us denote the above map M1/2(Γ, ν)→ Q1(Γ, ν), u↦ f as Ψν . We show
that Ψν is a Hecke-equivariant map.
Theorem 3.4. Assume that we can choose coset representatives {Γβj} of
Γ /ΓαΓ that satisfy βj(i∞) = i∞, i.e. βj has a form of ( aj bj0 dj ). Then the fol-
lowing diagram commutes:
M1/2(Γ, ν) M1/2(Γ, ν′)
Q1(Γ, ν) Q1(Γ, ν′)
Tα,ν,ν′
Ψν Ψν′
T∞
α,ν,ν′
For the proof, we will use the following simple identity about Rz(τ), which
can be verified as a direct computation.
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Lemma 3.3. For any τ ∈H, z ∈ C and g ∈ GL+2(R), we have
Rgz(gτ) = (cz + d)2
det(g) Rz(τ).
Proof of Theorem 3.4. Let u ∈M1/2(Γ, ν) and write βj = ( aj bj0 dj ). For z ∈H,
T∞α,ν,ν′(Ψνu)(z) =∑
j
cν,ν′(βj)−1(Ψνu)∣βj
=∑
j
cν,ν′(βj)−1 (∫ i∞
z
[u(τ),Rz(τ)1/2]) ∣βj
=∑
j
cν,ν′(βj)−1 1
dj
∫ i∞
βjz
[u(τ),Rβjz(τ)1/2]
and
Ψν′Tα,ν,ν′u(z) = ∫ i∞
z
[Tα,ν,ν′u(τ),Rz(τ)1/2]
= det(α)−1/2 ∫ i∞
z
⎡⎢⎢⎢⎣∑j cν,ν′(βj)−1u(βjτ),Rz(τ)1/2
⎤⎥⎥⎥⎦= det(α)−1/2∑
j
cν,ν′(βj)−1 ∫ i∞
z
[u(βjτ),Rz(τ)1/2]
= det(α)−1/2∑
j
cν,ν′(βj)−1 ∫ i∞
βjz
[u(τ),Rz(β−1j τ)1/2]
= det(α)−1/2∑
j
cν,ν′(βj)−1 ∫ i∞
βjz
[u(τ),Rβjz(τ)1/2]det(βj)1/2dj
=∑
j
cν,ν′(βj)−1 1
dj
∫ i∞
βjz
[u(τ),Rβjz(τ)1/2]
since det(βj) = det(α). Hence we have T∞α,ν,ν′Ψν = Ψν′Tα,ν,ν′ . We can proceed
similarly for z ∈H−.
Now we will concentrate on Cohen’s and Li-Ngo-Rhoades’ examples ((5)
and (7)). In both cases, the assumption of Theorem 3.4 holds, so the diagram
commutes. For the Cohen’s case, since uC(z) is a Hecke eigenform, fC(x) is also
a Hecke eigenform as a corollary.
Corollary 3.1. Define the Hecke operator T∞p ∶ Q1(Γ0(2), νC)→ Q1(Γ0(2), ν±pC )
by
T∞p f(z) ∶= T∞αp,νC,νpCf(z) = (−1) p2−124 f(pz) + 1p p−1∑j=0 ζ−pj24 f (z + jp )
for p ≡ 1 (mod 6) and
T∞p f(z) ∶= T∞αp,νC,νpCf(−z) = (−1) p2−124 f(−pz) + 1p p−1∑j=0 ζ−pj24 f (−z + jp )
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for p ≡ −1 (mod 6). Then fC ∶ Q→ C in (5) is a Hecke eigenform, i.e.
T∞p fC(x) = ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ ±1 (mod 24)±TC(±p)fC(x) if p ≡ ±1 (mod 24)
for any prime p ≥ 5 and x ∈ Q.
Proof. In case of p ≡ 1 (mod 6), the proof is almost direct. By the Theorem 3.4,
we have
T∞p fC(z) = (T∞αp,νC,νpC ○ ΨνCuC)(z)= (Ψνp
C
○ Tαp,νC,νpCuC)(z)= (Ψνp
C
○ TpuC)(z)
= ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ 1 (mod 24)T (p)ΨνpCuC(z) = T (p)fC(z) if p ≡ 1 (mod 24).
We have to deal with the case p ≡ −1 (mod 6) carefully. For any function
u ∶ H → C, define an involution I acts on u as (I ○ u)(z) ∶= u(−z). Similarly,
for any function f ∶ (C/R) ∪Q → C, define another involution I∞ acts on f as(I∞f)(z) ∶= f(−z). Then we can write Tp = I ○Tαp,νC,νpC and T∞p = I∞○T∞αp,νC,νpC
for p ≡ −1 (mod 6). We need a following lemma.
Lemma 3.4. For any congruence subgroup Γ and multiplier system ν ∶ Γ → S1,
we have I∞ ○ Ψν = −Ψν−1 ○ I.
Proof. Let u ∈M1/2(Γ, ν). By definition, we have
(I∞ ○ Ψνu)(z) = (Ψνu)(−z) = ⎧⎪⎪⎨⎪⎪⎩− ∫
i∞−z [R−z(τ)1/2, u(τ)] if z ∈H∫ i∞−z [u(τ),R−z(τ)1/2] if z ∈H−.
We also have
(Ψν−1 ○ Iu)(z) = ⎧⎪⎪⎨⎪⎪⎩∫
i∞
z [u(−τ),Rz(τ)1/2] if z ∈H− ∫ i∞z [Rz(τ)1/2, u(−τ)] if z ∈H−.
Now for convenience, let u0(τ) = u(−τ). Then for z ∈H,
∫ i∞
z
[u0(τ),Rz(τ)1/2] = ∫ i∞
z
∂u0(τ)
∂τ
Rz(τ)1/2dτ + u0(τ)∂Rz(τ)1/2
∂τ
dτ .
Using the change of variable τ ′ = −τ and the identity Rz(−τ) = R−z(τ), we have
∫ i∞−z ∂u0(−τ ′)∂τ ′ ∂τ ′∂τ Rz (−τ ′)1/2 (−dτ ′) + u0 (−τ ′) ∂Rz(−τ ′)∂τ ′ ∂τ ′∂τ (−dτ ′)= ∫ i∞−z ∂u(τ ′)∂τ ′ R−z(τ ′)1/2dτ ′ + u(τ)∂(R−z(τ ′)1/2)∂τ ′ dτ ′= ∫ i∞−z [R−z(τ ′)1/2, u(τ ′)]= −(I∞ ○ Ψνu)(z).
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We can prove the case when z ∈H− similarly.
Now assume p ≡ −1 (mod 6). Then by the Lemma 3.2,
TpfC(z) = (I∞ ○ T∞αp,νC,νpC ○ ΨνCuC)(z)= (I∞ ○ Ψνp
C
○ Tαp,νC,νpCuC)(z)= −(Ψν−p
C
○ I ○ Tαp,νC,νpCuC)(z)= −(Ψν−p
C
○ TpuC)(z)
= ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ −1 (mod 24)−T (−p)Ψν−pC uC(z) = −T (−p)fC(z) if p ≡ −1 (mod 24).
Similarly, we can prove that Li-Ngo-Rhoades’ quantum modular form is also
a Hecke eigenform.
Corollary 3.2. Define the Hecke operator T∞p ∶ Q1(Γ0(4), νL)→ Q1(Γ0(4), ν±pL )
by
T∞p f(z) ∶= T∞αp,νL,νpLf(z) = f(pz) + 1p p−1∑j=0 ζ−pj8 f (z + jp )
for p ≡ 1 (mod 4) and
T∞p f(z) ∶= T∞αp,νL,νpLf(−z) = f(−pz) + 1p p−1∑j=0 ζ−pj8 f (−z + jp )
for p ≡ −1 (mod 4). Then fL ∶ S0 ∪ S∞ → C is a Hecke eigenform, i.e.
T∞p fL(x) = ⎧⎪⎪⎨⎪⎪⎩0 if p /≡ ±1 (mod 8)±TL(±p)fL(x) if p ≡ ±1 (mod 8)
for any prime p ≥ 3 and x ∈ S0 ∪ S∞.
Actually, we can see this using MATLAB. We can plot graphs of the function
hL(x) = fL(x) − ζ−18 1∣4x + 1∣fL ( x4x + 1)
and
HL(x) = T∞7 fL(x) − ζ−18 1∣4x + 1∣T∞7 fL ( x4x + 1)
which are both smooth on R/{−1/4}. Since T∞7 fL(x) = −TL(−7)fL(x) = 2fL(x),
we should have HL(x) = 2hL(x), and we can observe this from the following
graph. Here pink (resp. green) graph shows the real (resp. imaginary) part
of hL(x), and red (resp. blue) graph shows the real (resp. imaginary) part of
HL(x).
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Figure 1: Real and imaginary parts of hL(x) and HL(x)
3.3 New identities for TC(p) and TL(p)
Since fC(x) is a Hecke eigenform, we can get a new identity for the coefficient
TC(p) by considering the value T∞p fC(0).
Corollary 3.3. For any prime p ≥ 5, we have
±TC(±p) = (−1) p2−124 + 1
2p
p−1∑
j=0
p−1∑
n=0(−1)nζ(n+1−
p2−1
24 )j
p (1 − ζjp)⋯(1 − ζnjp )
where p ≡ ±1 (mod 6).
Proof. From T∞p fC(0) = ±TC(±p)fC(0) = ±2TC(±p) with fC(0) = 2, we have
±TC(±p) = 1
2
⎛⎝2(−1) p2−124 + 1p p−1∑j=0 ζ−pj24 fC ( jp)⎞⎠
= (−1) p2−124 + 1
2p
p−1∑
j=0 ζ
−pj
24 ζ
j
24p (1 + p−1∑
n=0(−1)nζ(n+1)jp (1 − ζjp)⋯(1 − ζnjp ))
= (−1) p2−124 + 1
2p
p−1∑
j=0 ζ
− p2−124 j
p + 1
2p
p−1∑
j=0
p−1∑
n=0(−1)nζ(n+1− p
2−1
24 )j
p (1 − ζjp)⋯(1 − ζnjp )
= (−1) p2−124 + 1
2p
p−1∑
j=0
p−1∑
n=0(−1)nζ(n+1− p
2−1
24 )j
p (1 − ζjp)⋯(1 − ζnjp ).
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Here we use ∑p−1j=0 ζ− p2−124 jp = 0, which follows from p ∤ (p2−124 ).
For example, for p = 73,97, we have TC(73) = 2, TC(97) = −2 and we have
2 = 1 + 1
146
72∑
j=0
72∑
n=0(−1)nζ(n−221)j73 (1 − ζj73)⋯(1 − ζnj73 )
−2 = 1 + 1
194
96∑
j=0
96∑
n=0(−1)nζ(n−391)j97 (1 − ζj97)⋯(1 − ζnj97 )
We can apply the same argument for the Li-Ngo-Rhoades’ example. If we
consider the value T∞p fL(0), we obtain the following formula of TL(p).
Corollary 3.4. For any prime p ≥ 3, we have
±TL(±p) = 1 + 1
p
p−1∑
j=0 ζ
− p2−18 j
p
(p−1)/2∑
n=0
(1 − ζjp)(1 − ζ3jp )⋯(1 − ζ(2n−1)jp )(−ζjp)n(1 + ζ2jp )(1 + ζ4jp )⋯(1 + ζ2njp )
where p ≡ ±1 (mod 4).
For example, when p = 7,31, we have TL(−7) = −2, TL(−31) = 2 and
2 = 1 + 1
7
6∑
j=0 ζ
−6j
7
3∑
n=0
(1 − ζj7)(1 − ζ3j7 )⋯(1 − ζ(2n−1)j7 )(−ζj7)n(1 + ζ2j7 )(1 + ζ4j7 )⋯(1 + ζ2nj7 )
−2 = 1 + 1
31
30∑
j=0 ζ
−120j
31
15∑
n=0
(1 − ζj31)(1 − ζ3j31)⋯(1 − ζ(2n−1)j31 )(−ζj31)n(1 + ζ2j31)(1 + ζ4j31)⋯(1 + ζ2nj31 )
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