A testing-based faster-than relation has previously been developed that compares the worst-case efficiency of asynchronous systems. This approach reveals that pipelining does not improve efficiency in general; that it does so in practice depends on assumptions about the user behaviour. Accordingly, the approach was adapted to a setting where user behaviour is known to belong to a specific, but often occurring class of request-response behaviours; some quantitative results on the efficiency of the respective so-called response processes were given. In particular, it was shown that in the adapted setting a very simple case of pipelined process with two stages is faster than a comparable atomic processing. In this paper, we determine the performance of general pipelines, study whether the adapted faster-than relation is compatible with chaining (used to build pipelines) and two other operators, and give results on the performance of the resp. compositions, demonstrating also how rich the request-respond setting is.
Introduction
PAFAS (Process Algebra for Faster Asynchronous Systems) has been proposed as a useful tool for comparing the worst-case efficiency of asynchronous systems [3] . It is a CCS-like process description language [10] where a basic action is atomic and instantaneous but has an associated time bound specifying the maximal delay for its execution. (Time is discrete and, for simplicity, these bounds are always 1 or 0.) As discussed in [3] , these upper time bounds give information on the efficiency of processes, but in contrast to most timed process algebras, time does not influence the functionality (i.e. which actions are performed); so like CCS, PAFAS treats the full functionality of asynchronous systems. Processes are compared via a variant of the testing approach [4] where processes are embedded into a test environment, which can be seen as a user of the process. A quantitative formulation of satisfying a test is given in [2] : the performance of a process is the function assigning to each test the maximal time it might take to satisfy the test or user; one process is faster than another, if it never has a larger performance value. These ideas were originally successfully studied in the Petri net formalism [12, 6] . We refer the reader to [3] for more details and results on PAFAS.
Consider a task that can be performed in two stages. In a sequential architecture, the process performs both stages for such a task and only then starts with the next task. In PAFAS, we can model this process as 2-Seq ≡ µx.in.τ.out.x, where in is the input of data or some other request (the underbar indicating time bound 0), τ is an internal activity corresponding to the first stage, and the second stage is integrated into out, which outputs the result or gives a response to the request and takes time up to 1 as the first stage. Alternatively, one could use a pipelined architecture, where a second task can be accepted already when the first stage is over for the first task. This process is 2-Pipe ≡ ((µx.in.s.x) {s} (µx.s.out.x))/s, where the first processing stage is integrated into the shift-action s in the first component.
Even though these are asynchronous systems, where the times needed by actions are not exactly known, one would expect that 2-Pipe is faster than 2-Seq since it allows more parallelism. But it turns out that 2-Pipe is not faster for the following reason: in the PAFAS-approach, if one system is faster than another, it also functionally refines this other system as in ordinary testing; in particular, it cannot perform new action sequences -but 2-Pipe can perform the sequence in in, which is not possible for 2-Seq.
Obviously, a theory for efficiency should be reconciled with the expectation that the general principle of pipelining improves efficiency in practice. The argument above reveals that the expectation of 2-Pipe being faster is based on some assumptions about the users, e.g. that their coordination will not be disturbed by the new action sequence in in. While a testing approach that considers all possible test environments usually leads to a precongruence, this cannot be expected in a test setting with a restricted class of users (or test environments), and it is not immediately clear what sort of results one can achieve.
In [2], we have adapted the timed testing scenario by considering only users U n that want n tasks to be performed as fast as possible, i.e. possibly in parallel. While this is a severe restriction, the scenario is clearly of practical relevance: users that input a request and then just wait for a response are ubiquitous; one might think of queries to a database, messages being sent, or requiring access to a web page. That the requests are available in parallel corresponds to testing the respective system under heavy load. And from the theoretical perspective, the results and examples of [2] and of the present paper demonstrate that the scenario is still very rich, offering challenging problems. Given a process, its response performance (i.e. the adapted performance function) assigns to each U n the time it takes in the worst case to satisfy U n , i.e. it is essentially a function from natural numbers to natural numbers. For finite-state processes that are functionally correct in a sense to be defined (cf. Definition 9), we proved that the response performance is asymptotically linear, and showed how to determine its factor, which we called the asymptotic performance.
It then turned out that the asymptotic performance of 2-Pipe is indeed better than that of 2-Seq -justifying the expectation that pipelining increases efficiency. While we proved this explicitly, we just claimed that the response performance for 2-Pipe is n + 1, but refrained from giving the proof because already for
