Abstract-Commercial off-the-shelf autonomous underwater vehicles (AUVs) are commonly equipped with short range radios (for high bandwidth, low-cost close range operation) and satellite modems (for low bandwidth, global operation). In a coastal observatory it should thus be possible to exploit an AUVs' proximity to the coast to use the short range radios when vehicles are within useful communication range of coastal base stations, and to use satellite communications otherwise. Measurements in the coastal ocean using a Slocum glider and a network of elevated, coastal base stations show that the useful communication range depends strongly on two parameters 1) the distance between the vehicle and the base station, and 2) the local sea state experienced by the vehicle. Here we describe measurements of communication quality in a coastal setting over 206 glider surfacing events at ranges between 2.4 and 16 km from the base station. The glider was instrumented with an accelerometer. At each surfacing, the accelerations experienced by the glider due to the local sea state were recorded concurrently with communication quality. Analysis of these measurements provides the first evidence that it is possible to predict communication quality from the sea state at a vehicle's location and the distance between the vehicle and the nearest base station. This enables a simple, yet useful, piece of logic that allows onboard decision making on whether the vehicle should use its short range radio or its satellite modem. We discuss how this finding enables online modification of lowlevel communication protocol parameters.
I. INTRODUCTION
Autonomous Underwater Vehicles (AUVs) are helping oceanographers by improving sampling capabilities and acting as an extension to traditional ship-based methods by vastly increasing spatiotemporal sampling resolution. Gliders are a type of low-speed, long-range AUV that use gravity and buoyancy for energy-efficient propulsion [1] , [5] , [6] , [7] , [11] , [12] . These vehicles can be deployed unattended at sea for long periods of time (e.g., several weeks) during which they intermittently communicate with their operators, typically via satellite phone (e.g., Iridium).
Networked coastal observatories are coming online [10] , [14] . When operating these vehicles in coastal regions it is possible to utilize the radio modems on these vehicles [3] , [13] . This reduces operational costs while improving communication speeds (compared to slower satellite-based communication methods). However such a setup requires startup costs related to setting up the coast base stations. A coastal communication framework in the Southern California Bight (SCB) 1 is discussed in our prior work [9] . In this work we reported the development of a lightweight TCP-like communication protocol that performs communication between a glider at the water surface and a network of coastal base stations (each station is equipped with a Freewave radio modem). The primary motivation for doing this was to lower operational cost by reducing Iridium usage which constitutes a significant portion of operational costs for the vehicle. Our protocol allows the transfer of large files at high speed, providing an improvement of ∼24x over Iridium-based communications. This allows the gliders to spend less time at the surface thus improving operational safety; an important consideration in a busy coastal area such as the SCB. The communication protocol was designed from the ground up to handle multiple gliders communicating with multiple Freewave sites -a feature which is not easily possible with the commercial off-the-shelf Slocum gliders. Figure 1 (based on an earlier version in [9] ) shows how a glider at the surface can use either its Iridium satellite phone to communicate directly with a modem connected to the shoreside glider control server or it can communicate with the server via shore-based base stations using its Freewave radio modem. The figure also gives a logical overview of the typical data flow between the glider's main computer and the communication logic running on the glider's secondary computer which we have added to the commercial off-the-shelf system.
In a typical deployment where the glider's antenna is approximately 30 cm above the sea surface during a surfacing, waves near the glider can cut off visibility of the shore based antenna. However there are short periods of time when the glider may be riding the crest of a wave which is locally higher than others, thus giving it line-of-sight (LOS) to the base station. Since sea waves are periodic, we expect to periodically obtain communication between the glider and the base station when the glider is at such locally elevated positions. A long term objective of this research is to exploit the periodicity of these drops in LOS (and hence the link itself) to adapt packet size to improve the link-state protocol between the glider and the base stations. The Freewave modem [15] we use in the experiments described here has in-built buffering and re-transmissions to ensure a reliable modem to modem link. If the link between the modems drops long enough, the modems lose carrier. In this case it takes longer for successful communication to take place.
While our ultimate goal is to determine appropriate communication parameters from test packets and accelerometry, here we discuss progress in the first step towards this goal. We present results from recent field tests to measure the impact of sea state on communications. These measurements establish that the useful terrestrial radio communication range depends strongly on the vehicle to base station distance as well as the local sea state experienced by the vehicle. Our analysis suggests that it is possible to predict communication quality from the sea state at the vehicle's location and the distance between the vehicle and the nearest base station. This, in turn, enables the vehicle to make a decision on whether it should use its short range radio or its satellite modem. We discuss how this finding enables online modification of lowlevel communication protocol parameters (e.g., packet size, in analogy with GSM networks [8] )
II. HARDWARE MODIFICATIONS AND COMMUNICATION PROTOCOL DESIGN
In this section we describe, in brief, modifications performed on a commercial off-the-shelf glider to enable them to use our communication protocol as well as to collect accelerometer data to assess the effect of sea surface conditions on our communication system, in a minimally intrusive manner. Next, we describe the communication protocol used to communicate between a glider and a base-station it is communicating with.
A. Hardware Modifications
Our communication experiments required making minor modifications to the hardware on the glider. We added a lowpower Linux-based computer to the glider called the Gumstix Verdex which sits between the glider's main flight computer (the Persistor) and the radio modem. The Gumstix appears as a Freewave modem to the Persistor. It takes a serial bit stream from the Persistor and packetizes it before sending on to the Freewave radio using the protocol described in [9] . We developed this protocol to enable the operation of multiple gliders in a region where the same base station might end up servicing several gliders at the surface as and when they make (break) connections with it.
We installed a Phidget 3-axis accelerometer on the glider, which is sampled at 50Hz. The accelerometer is interfaced with the Gumstix via USB, and is mounted at the rear of the vehicle (Fig. 4) . The Gumstix shares its power supply with the Freewave modem, and is powered up only when the glider is at the surface and transmitting data. This helps to keep power consumption to a minimum, since the glider does not typically surface very often during normal mission operation.
When the glider detects that it is about to surface, (based on readings from its pressure transducer), it switches on the Freewave modem (and consequently the Gumstix and accelerometer). The Gumstix boots up and executes our communication code, which attempts to look for a carrier on the Freewave modem (indicative that the glider can connect to a shore-based station). Figure 5 shows the typical procedure that the Gumstix performs during a glider surfacing.
We programmed the Gumstix to perform communicationrelated tests over two field deployments conducted in May 2009 and September 2009. During the trials in May 2009, the goal was to test the feasibility of using the shore station-based communication network and to determine file transfer speeds. In September 2009, the goal was to concurrently record accelometry and communication quality (using test packet sequences) and develop some insight into the dependence of communication quality on location and local sea state. In time, we expect to use these data to develop algorithms for modifying communication parameters (e.g., packet size) in real time based on local sea state at each surfacing to improve glider to shore communication. 
B. The Communication Protocol Used on the Vehicle
The communication protocol we have implemented on the glider is a simplified lightweight version of TCP with selective acknowledgement. Outgoing packets are queued for transmission while incoming packets are buffered and analyzed for errors before being processed. Each valid packet contains a header which contains a packet identifier field used to distinguish between data and (various) command packets. In our implementation these could be file transfer packets, console packets, glider status packets, acknowledgement packets or test packets. In the case of some packets we want to ensure reliable transmission. These are placed in a re-transmission packet queue to be re-transmitted in the event of them not being acknowledged before the retransmission timeout (RTO) occurs. The acknowledgement is based on a selective acknowledgement scheme. Packets that need not be reliably transmitted are not copied to the re-transmission queue.
When the modems have difficulty communicating, we reduce the packet sizes to improve the chances of a successful transmission. We refer to this as varying the Maximum Transmission Unit (MTU). Acknowledgement packets provide feedback to vary the MTU and the inter-packet transmission time. Successful transmissions (indicated by acknowledgement packets) are used to increase the MTU while reducing the inter-packet transmission time. On the contrary if we timeout on the acknowledgement of packets, we reduce the MTU and increase the inter-packet transmission time. An increase in the inter-packet transmission time provides the radio modems more time to attempt re-transmission of data using their own internal protocol. The radio modem uses small packet sizes, hence we need to develop our own protocol for communication.
As long as the communicating modems have a persistent LOS this model for communication tends to work fairly well. We have been able to utilize the communications computer (Gumstix) to perform additional processing to zip data files from the glider to reduce file sizes drastically. We can also multiplex file transfers between the glider while simultaneously being able to command the Gumstix to perform other tasks such as compressing data files or retrieving new files from the Glider's computer (Persistor). We point out that since the Gumstix is powered up along with the radio modem, (which happens only at the surface), we still require to transmit data between the glider persistor and the Gumstix. This transmission is relatively fast since there is a reliable wired data link between these two computers. After a single file begins transferring between the glider and a base station, subsequent files can be transferred between the glider and the Gumstix in parallel with transmissions from the Gumstix to the base stations. We have also implemented capabilities to differentially build data files to prevent the need to initiate a new file transfer if the file was partially transmitted during a previous data transfer attempt. This feature (which was already present in the glider Persistor's Z-modem protocol) is extremely useful during file transfers.
File transfers are typically high bandwidth applications and tend to take up most of the bandwidth available on the modems. To ensure fairness as well as the ability to provide higher reliability for important packets (e.g., control packets) we also provide a priority field in the packet header. The packet transmitter sorts the outgoing packets based on priority to attempt to transmit the higher priority packets before the lower-priority packets. File transfer packets are usually assigned a lower priority than command packets. This also provides fairness and improves the interaction with the glider during file transfers by improving the speed of the relay of these packets. As the radio modems move further apart, there is a natural degradation in the signal quality and consequently a reduction in the available bandwidth between the modems. Local surface waves intermittently obscure the LOS between the glider and base station radio antennae. This is primarily due to the glider antenna being too close to the surface of the sea. Finally, we note that the curvature of the earth also affects the LOS and limits or reduces the bandwidth for communication between the modems.
III. DATA COLLECTION AND PROCESSING
We tested the modified glider in the SCB during May 2009 off the Santa Catalina island in California, USA. The goal was to measure coverage and quality, i.e., to build a spatial map of communication quality. We conducted a second set of tests during September 2009 where the glider was modified with the addition of the accelerometer to collect information about the sea state while concurrently measuring communication quality. This section describes the data collection and processing involved to compute features used to classify communication quality based on accelerometer data.
Unlike National Data Buoy Center (NDBC) buoys which generally rely on 20 minute time series at 2 Hz, we collect shorter accelerometer time series during glider surfacings. The surfacing event durations range between 3 and 10 minutes during which we sample the accelerometer at 50 Hz. The glider experiences roll, pitch and yaw at the surface due to its hydrodynamic interactions with the water. In Section III we describe an algorithm for processing accelerometer timeseries to obtain acceleration in the heave axis, from which wave parameters are computed using standard techniques. As reference we compare these estimates with those from the nearest NDBC buoy (approximately 25 km away).
A. Data Gathering at Sea
In the course of the May 2009 tests for communication quality and coverage (primarily file transfers at different surfacing locations) we noticed significant variations in performance at comparable glider to base station distances. This variation led to the hypothesis that sea state was a significant factor that affected communication quality [9] .
A second set of tests were conducted in September 2009 during which the glider was programmed, upon surfacing, to initiate transmission of a special sequence of bytes (described next), before switching back into a regular communication with the base stations using data packets following the communication protocol described in Section II. During these tests accelerometry in all 3 axes was logged onboard the glider.
During the field trials in May 2009, we collected data to build a coverage map of a region around a radio modem base station installed at a height of approximately 70 m on Catalina island. We collected three basic types of communication metrics which are shown in Figs. 6, 7, 8 and 9. These data are interpreted in Section IV.
B. Accelerometer Data Processing Pipe-line
During the September 2009 tests, the glider collected accelerometer data while simultaneously transmitting test sequences on the Freewave radio. The test sequences were designed to allow us to understand the quality of communication between the glider and the base station at various surfacing locations and sea states. Here we describe the steps involved in processing the accelerometer data to arrive at the wave parameters in which we are interested. While this is a standard procedure and is well documented in standard wave mechanics texts for wave gauges and buoys (see [2] ), we include it here to facilitate the reader.
Our accelerometer is programmed to sample each axis if it detects a minimum acceleration of 0.025 g. Since the accelerometer data is sampled asynchronously, we use a zeroorder-hold while resampling the data at 50 Hz to obtain the measured time-series. We smooth the data using a low-pass filter. If we call the smoothed accelerometer time-series data as a(n∆t) where, n is the sample index and ∆t is the timestep between subsequent samples, then we segment this data into J segments of length L. Each segment is a(j, n∆t) where a represents the values in each segment and j is the segment number. The segments are divided as shown below based on the index j.
where
We remove the mean from the accelerometer data for each segment. After the removal of the means, we obtain wave spectra by correcting for roll and pitch using the glider's tilt sensor. Next we perform spectral leakage reduction using a Hanning window, which is a cosine bell taper over each data segment. The bell window is given by
where L is the record or data segment length. The data is then multiplied with the Hanning window
Next, we calculate the Fast Fourier Transform for the data. The Fast Fourier Transform provides the frequency domain representation, A of the measured time-series, a (or a w with the Hanning window).
The real and imaginary parts of A are given by
and
We obtain spectral estimates at Fourier frequencies, m∆f , where the interval between the frequencies is given by
Power Spectral Density (PSD) estimates for the j th segment are obtained from
where A * is the complex conjugate of A. In particular we are interested in the Co-Spectral Density given by
The Final co-spectral estimate is obtained by
Now, we compute some of the standard wave parameters which are usually measured by wave-gauge buoys, which are the significant wave-height, peak time period and average time period. The first of these parameters is the significant wave height (H mo or H s ), which is calculated from the wave elevation variance (also the zero moment, m 0 of a nondirectional wave spectrum) using
The peak time period is given by:
where f p (the peak frequency) is the frequency at which the spectral wave energy density is a maximum. The average period T av is calculated by the following
The spectral moments are given by:
C. Communication parameters processing
During the September 2009 trials, the glider was programmed to begin transmitting a sequence of bytes at the maximum baud-rate possible. It makes five attempts to transmit a sequence of bytes from 0-65535, and 2000 padding bytes around the sequence. We chose this sequence because we were able to detect dropped bytes and by cycling through these bytes, we are able to detect successful and unsuccessful parts of the transmission. While transmitting this data, the glider is simultaneously collecting accelerometry which is used to compute the wave parameters described in Section III-B.
The base station is programmed to continuously monitor its Freewave modem for carrier or incoming data. Any new activity at the base station is assumed to be from the glider, since it has the only Freewave modem programmed to be able to communicate with the base station during the course of the experiment. The base station stores any change to its carrier detect state, as well as logs incoming byte streams with timestamps. We sample bytes collected from the incoming byte stream every 10 ms. The data rate between the radio modem and the base station computer is 115200, which translates into a maximum of 115 bytes being received between any two samples.
If we designate a glider surfacing as the time between obtaining a carrier detect on the modem, and losing carrier detect for the final time (during a particular glider surfacing episode), we can compute the total time carrier detect was high during this period of time. We use this ratio (expressed as a percentage of surfacing time) as one of the indicators for communication quality. Carrier detect is a necessary but not sufficient indicator of successful delivery of the data payload.
The most useful communication parameter we can measure is the link state ratio. This is the ratio of the time we had a persistent communication link between the glider and the base station to the total surfacing time. Since the only way to ensure there is a link between the two is through the exchange of data packets, the granularity of this measure is governed by the maximum time between transmission of any two packets from the glider. If the glider has nothing to transmit during a surfacing (e.g., files or console packets), it tries to transmit a status packet containing health information (e.g., position, battery voltage, mission name etc. ) to the base station every 5 seconds. The link is assumed to be lost if no packet is received from the glider at the base station for more than 10 seconds. For many of the glider surfacings at distances greater than 12 km, despite good carrier detect ratios, the link state percentage is low.
Another indicator of the communication quality is a count of the number of times the modems had a drop on their carrier. Similarly we can also use the number of times the link was lost as an indicator of how poor the communication is. These can be used to indicate poor communication conditions.
From the experiments we performed in September, we perform a correlation of the byte sequences received at the base station, to determine the total correlation, number of bytes dropped or skipped during transmission, as well as the average correlated byte length. This gives us substantial information on how to vary the communication parameters at each transmission time. The average correlated byte length gives us an indicator for the MTU, while we can compute the length of time occupied by the average skipped count to adjust the retransmission timeout (RTO) to a better value for the given conditions.
The wave parameters computed from the acceleration spectra are significant wave height (H s ), peak time period (T p ) and average time period (T avg ). We find that the wave parameters obtained using the accelerometer on the glider show a similar trend to those gathered from the nearest data buoy which is NDBC buoy 96222 which is located approximately 25 km from the region the glider was operated within, (see Fig. 11 ). We trained a linear perceptron classifier (described in [4] ) on a subset of the data collected at surfacing events to assess how well it predicts the communication quality, specifically link percentage ( the ratio of the time a persistent communication link was present to the total time at the surface). We notice from our experiments that values greater than 90% are good for file transfers.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
We present the coverage maps from the May 2009 tests for the Carrier-detect percentage, Link-state percentage and Flowchart for a typical glider surfacing with the Gumstix and accelerometer additions. Figure 10 shows a link state coverage map from the September 2009 tests. Just as we observed for the tests in May, we observe that there are regions of lower performance closer to the base station compared to some regions further away from the base station. Figure 11 compares the significant wave height (H s ) obtained by processing our accelerometer data, with that obtained from NDBC buoy 96222 located 25 km from most of the glider surfacings. This buoy is the nearest reference providing wave data to the region where our glider experiments were performed. At the time of writing this paper, preliminary analysis compares significant wave height at glider surfacing location directly with that at the buoy during the same time Fig. 9 .
Protocol link-state expressed as a percentage vs. distance (km) between the glider and the nearest base station. Our communication protocol gives a link-state of >90% up to 12 km with a base station located at a height of 70 m above the sea surface. We notice that there are instances of poor communication at ranges under 10 km. We hypothesize that these are due to surface conditions that affect communication between the glider and the base station.
interval. An analysis is ongoing to provide better comparisons by incorporating the direction and velocity of the waves. The general trend in the significant wave-height measured at the buoy and the glider is similar, although due to differences in the direction of the sea-waves, significant distance between the observations at the buoy and the glider, as well as the smaller time-window of accelerometer data-collection on the glider, variations may be expected. Figure 12 depicts the scatter plot of the correlated byte length and the distance between glider surfacing locations. We observe that there is a significant drop in the average correlated Fig. 11 . Comparison of Hs from the glider accelerometer and NDBC Buoy 96222 located approximately 25 km away. The general trend in the significant wave-height measured at the buoy and the glider is similar, although due to differences in the direction of the sea-waves, significant distance between the observations at the buoy and the glider, as well as the small time-window of accelerometer data-collection on the glider, variations may be expected. A cubic data fit is shown to highlight the trend followed by the data as distance increases. From the plot it is obvious that there is a sharp drop in correlated byte lengths beyond 3 km. There is considerable spread in the correlation scores between 5 km and 11 km, which we will investigate further. Beyond 12 km, the average correlated byte length is under 300 bytes.
byte length from 2200 bytes at a range of 2.8 km to under 1000 bytes beyond 4 km. The trend from this point onwards is a slow decline beyond 4 km. We notice that there is significant spread in the average correlated byte sequence length between 4 km and 10 km. We speculate that this is related to the conditions at the sea surface affecting the performance of the radio modem on the glider and its antenna. Beyond 8 km, there is a continued drop in the average byte length which falls to approximately 250 bytes beyond 12 km. We see several cases where the average correlated byte length is almost zero beyond 8 km. This time provides us with a figure that includes delays due to transmission errors, modem-modem retransmissions, intermittent losses in carrier detect, line-of-sight between modems and so on. We see an increasing trend (as expected), with a large spread as glidersurfacing locations beyond 8km become progressively more distant from the base station. Figure 13 is a scatter plot of the average time occupied by dropped bytes during the transmission of the correlation sequence. This serves as a measure of how much time is wasted during a typical transmission due to a combination of various factors which may include loss in LOS between the modems, a drop of carrier between modems, errors in reception, delays due to retransmission between modems, bytes dropped due to buffer overruns in the modem and so on. We see an increasing trend (as expected), with a large spread as glider-surfacing locations beyond 8 km become progressively more distant from the base station. Our approach here is to treat the modems as a black box, and this is why we do not explicitly model the effects of each factor that might result in transmission delays.
By looking at Fig. 12 and Fig. 13 , we see that the overall throughput of transmission must drop very quickly with distance. This is because there is a significant increase in the amount of time between successful transmissions of data bytes, while there is a sharp drop in the number of successfully transmitted bytes at increasing distances between the modems. This translates into a sharp drop in data throughput, because the modems begin taking longer to transmit smaller amounts of data. If the glider attempts to transmit large files at the surface, it might risk staying at the surface for an unduly long period of time, which is undesirable. Figure 14 is a scatter plot of the maximum throughput achievable by the glider by measuring the total number of bytes from the transmitted sequence successfully obtained at the base station, without any retransmissions from the glider side. This transmission speed is therefore governed primarily by the maximum transmission rate which the modems can handle, and it goes down with increasing distance. The the- Each data point is based on the achieved throughput at the base station based on the ratio of the total data successfully transmitted in the given time. This is the maximum throughput we can expect to achieve, since the modems cannot be made to transmit any faster. In practice, we have lower throughput because we need to retransmit data packets that have errors in them, due to which the rate goes down.
oretical maximum transmission rate between two Freewave modems such as those on the glider and base station is 11.5 KB/s. In practice, with the glider we have been testing and our base station the maximum throughput we have achieved is approximately 5 KB/s for distances under 3 km. The throughput goes down to approximately 2 KB/s in good sea conditions between 4 km and 9 km. Beyond 9 km, there is a gradual drop in throughput. Tables I, II, III show results of averaging the comparison of 30 trials using a classifier with data from 206 glider surfacings for A -classification with range only, B -classification with T p , T avg , H s only, and C -classification with T p , T avg , H s and range (distance between the base station and the glider). We used 80% of the permuted feature vectors for training the classifier and used the remaining feature vectors to assess its accuracy from the data we already have. We find that given processed wave parameters and a glider's surfacing location, we can determine if we should use Iridium (Link < 30%), send out only a status report, or do transmission of files (Link > 90%). Range plays a major role as is also visible in Fig. 10 .
V. DISCUSSION
Throughput is a good indicator of communication quality. It also serves as a good benchmark to decide where the cutoff between the use of Iridium or Freewave should be, since there is a direct comparison which is possible. The maximum transmission speed on Iridium is 240 byte/s. As we can see from the data, there are several surfacings when the throughput is far lower than this -even at distances of approximately 5 km between the glider and the base station. Hence, although it appears that in general, we can perform file transfers via Freewave all the way up to 14 km, there are times when terrestrial communication is poor enough that Iridium even at a low data rate performs better.
Some other key observations from the trials conducted are that the classifier has a very high accuracy rate in predicting how poor the communication quality is (98.62%), without the use of range in the feature vector for training. Similarly, there is a very high accuracy in predicting a good link quality between the two modems (98.36%) using accelerometer data only. Accelerometer data appears to capture the effect of some of the external conditions that might affect the link quality experienced by the glider during communication. In fact, the use of accelerometer data has a lower predictive error rate than the use of a classifier that uses range alone (as we can see from Table II) .
The use of the communication sequence yielded insights into the trend followed by communication throughput and even provided us with a means of choosing appropriate values of MTU and RTO for use between the glider and the particular base station at Catalina island. Since the range achievable by an antenna is dependent on its elevation (among many other factors), coming up with a generalizable version of this will need further tests with antennas at multiple elevations.
For our antenna which is situated at an elevation of 70 m, the MTU can take the maximum value of 2000 bytes if the glider is closer to the base station than 3 km. Beyond this distance, a safe MTU is below 200 bytes (see Fig. 12 ). Similarly, we find that the RTO can be very high at distances beyond 6 km. Up until 6 km, a reasonable value for the RTO is 1 second. Beyond 6 km, there are occasions when the RTO can be higher than 4 seconds. Such a high RTO is not practical for communication that relies on acknowledgements, while having low bandwidth. Hence, we would likely cap the RTO to a maximum of 2 seconds for acknowledged data transfers.
VI. CONCLUSION
We find that wave parameters are useful in estimating expected quality of communication. The sea state was generally calm during the time our data was collected, with significant wave heights between 0.4 m and 1.7 m, and peak time periods ranging between 2.86 sec and 22.22 sec. By knowing how well we can expect to communicate over the Freewave radio based on the sea state, the time at the surface can be better utilized. If the sea state indicates that the expected communication quality will be poor, file transmissions can be postponed to a future surfacing. Accelerometer time series from the glider at the surface can be utilized to predict the expected quality of communication with shore stations. While range plays a major role in predicting the expected communication quality, Table II shows that for ranges under 8 km, the classifier that relies on acceleration information is more accurate in predicting when the communication quality is expected to be poor. This provides evidence supporting the hypothesis that sea state plays a role in determining the quality of communication and can be used to enhance prediction of communication quality.
VII. FUTURE WORK
We have been able to find evidence supporting the hypothesis that sea state plays a role in determining the quality of communication. We have also been able to obtain some parameters describing sea state from accelerometer data gathered on the vehicle. The next step is to test if we obtain gains from our approach in the course of a real deployment. The goal in these future experiments will be to analyze the accelerometer data in real time on the glider, to determine if the glider should transmit data files or stick to transmitting only status information packets or to give up on attempting a Freewave call and settling to use the Iridium satellite phone instead.
The ability to predict expected communication regimes on the glider will in the future allow us to do better path planning for the glider where we could include a waypoint which might provide the glider with the ability to transmit data files more easily. The glider may also be able to analyze science data and look for values that indicate that there is merit in transmitting data over postponing transmission. While our network is designed to work with multiple gliders, we have tested it with a single glider at a time so far. A natural extension is to ascertain that it is capable of handling multiple gliders simultaneously.
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