INTRODUCTION
The signals encountered in many passive sonar problems consist of a combination of broad-band and narrowband components. The optimum detector clearly uses both in appropriate combination. In practice, however, one can rarely justify implementation of the optimum processor. It therefore becomes pertinent to inquire when detection should rely primarily on the narrow-band components and when the principal reliance should be placed on processing the broad-band signals. Since the narrow-band components, though often characterized by a locally high signal-to-noise ratio, frequently have a total power which is small compared to that of the broad-band components, the answer is not at all obvious. The signal may now be regarded as a sinusoid with unknown phase and analytical treatment becomes once again possible.
Existing analyses of broad
The narrow-band signals of interest to us fall into neither of the above categories.
We certainly can not assume TW>> 1. On the other hand, we do not wish to postulate the extreme degree of frequency stability implied by TW<< 1. We are therefore forced to seek different methods for avoiding the analytical difficulties We make the following assumptions:
(1) Signal and noise are independent stationary Gaussian processes. The signal has a kfiown correlation function R (•).
(2) The noise is white and independent from sensor to sensor. Its spectral density is the constant N.
Under these assumptions the obvious choice for the orthonormal set [4•(t)} is the set of eigenfunetions of the Karhunen-Lobve equation R(t --)4, (-) = 4, (t). (a)
Well-known computational procedures now lead to the structure of the optimum (likelihood ratio) detector.
The detector output is u = N(MA i + N) r , • 
II. CARRIER--SYMMETRIC BANDPASS SIGNALS
The narrow-band signal process we want to model can be assumed to be a bandpass process centered about a carrier frequency co o . We shall further assume that the signal power spectrum is symmetric about the carrier.
The received waveforms are processed as shown in 
III. ERROR PROBABILITIES
The two low-pass processes Zt(t ) and Z•.(t) can be processed separately (since they are independent) and then combined to generate the approximate statistic (see 
The probability density function of u can now be calculafed exactly: 
IV. DETECTION OF NARROW-BAND VERSUS BROAD-BAND SIGNAL COMPONENT
We now turn to the problem which motivated this study.
Consider a narrow-band signal with the low-pass equivalent spectrum = 0, otherwise . 
which, for constant M, is a measure of the signal-tonoise ratio in the signal band. Notice that CA =
In Fig. 4 we plot the probability of detection as a function of C, the normalized TW product. The false-alarm probability is fixed at 10 's in Fig. 4(a) and at 10 'a in Fig. 4(b) . The solid curves in each instance describe system performance for a given normalized signal energy E/N, while the dashed curves specify system performante for a given signal-to-noise ratio A in the sig- The low-signal-energy curves exhibit a negative slope which becomes more pronounced as the signal energy decreases. Thus, there is a threshold value V t above which an increase of bandwidth leads to improved detection performance.
Below the threshold there is a deftnile premium on the use of narrow bandwidth. Now consider the following practical problem. A received signal is known to contain a broad-band component and a narrow-band component. We want to find a simple criterion that will enable us to determine which It should also be mentioned that by focusing attention on the spatial part of the optimum processor, one can pose the parallel problem of determining the detector performance for small BL (spatial bandwidth length of array) products. The analysis and results of this study remain applicable with trivial modifications.
