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Abstract
We give sufficient conditions on a symmetric tensor S ∈ SdFn to sat-
isfy the equality: the symmetric rank of S, denoted as srank S, is equal to
the rank of S, denoted as rank S. This is done by considering the rank
of the unfolded S viewed as a matrix A(S). The condition is: rank S ∈
{rank A(S), rank A(S) + 1}. In particular, srank S = rank S for S ∈ SdCn
for the cases (d, n) ∈ {(3, 2), (4, 2), (3, 3)}. We discuss the analogs of the above
results for border rank and best approximations of symmetric tensors.
Keywords: tensors, symmetric tensors, rank of tensor, symmetric rank of symmetric
tensor, border ranks, best k-approximation of tensors.
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1 Introduction
For a field F let ⊗dFn ⊃ SdFn denote d-mode tensors and the subspace of symmetric
tensors on Fn. Let T ∈ ⊗dFn. Denote by rank T the rank of the tensor T . That
is, for T 6= 0 rank T is the minimal number k such that T is a sum of k rank
one tensors. (rank 0 = 0.) We say that T has a unique decomposition as a sum
rank T rank one tensors if this decomposition is unique up to a permutations of
the summands. Assume that S ∈ SdFn \ {0}. Suppose that |F| ≥ d, i.e. F has at
least d elements. Then it is known that S is a sum of k symmetric rank one tensors
[14, Proposition 7.2]. See [1] for the case |F| = ∞, i.e. F has an infinite number of
elements. The minimal k is the symmetric rank of S, denoted as srank S. Clearly,
rank S ≤ srank S. In what follows we assume that d ≥ 3 unless stated otherwise.
In [20, P15, page 5] P. Comon asked if rank S = srank S over F = R,C. This
problem is also raised in [7, end §4.1, p’ 1263]. This problem is sometimes referred
as Comon’s conjecture. In [7] it is shown that this conjecture holds in the first
nontrivial case: rank S = 2.
For a finite field the situation is more complicated: Observe first that for F = Z2
and the symmetric matrix A =
[
0 1
1 0
]
we have the the inequality rank A = 2 <
srank A = 3. (A is a sum of all three distinct symmetric rank one matrices in
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S2Z22.) Second, it is shown in [14, Proposition 7.1] that over a finite field there exist
symmetric tensors that are not a sum symmetric rank one tensors.
To state our result we need the following notions: For n ∈ N denote [n] =
{1, . . . , n}. Let S = [si1,...,id ]i1,...,id∈[n] ∈ S
d
F
n. Denote by A(S) an n × nd−1 matrix
with entries bαβ where α ∈ [n] and β = (β1, . . . , βd−1) ∈ [n]
d−1. Then bαβ :=
sα,β1,...,βd−1 . (A(S) ∈ F
n×nd−1 is the unfolding of S in the direction 1. As S is
symmetric, the unfolding in every direction k ∈ [d] gives rise to the same matrix.)
Hence rank A(S) ≤ n. If m := rank A(S) < n it means that we can choose another
basis so that S is represented as S ′ ∈ SdFm. Recall that rank S ≥ rank A(S). (See
for example the arguments in [12] for d = 3.). Thus, to study Comon’s conjecture
we can assume without loss of generality that rank A(S) = n.
Denote by Σ(n, d,F) and Σs(d, n,F) the Segre variety of rank one tensors plus
the zero tensor and the subvariety of symmetric tensors of at most rank one in
(Fn)⊗d.
Let Fd,n,k : Σ(n, d,F)
k → (Fn)⊗d be the polynomial map:
Fd,n,k((T1, . . . ,Tk)) :=
k∑
j=1
Tj. (1.1)
Let T = Fd,n,k((T1, . . . ,Tk)). In what follows we say that the decomposition T =∑k
j=1 Tj is unique if rank T = k and any decomposition of T to a sum of r rank one
tensors is obtained by permuting the order of the summands in T =
∑k
j=1 Tj.
Denote by Gd,n,k the restriction of the map Fd,n,k to : Σs(n, d,F)
k. Thus
Fd,n,k(Σ(n, d,F)
k) and Gd,n,k(Σs(n, d,F)
k) are the sets of of d-mode tensors on Fn
tensors of at most rank k and of symmetric tensors of at most symmetric rank k.
Chevalley’s theorem yields that Fd,n,k(Σ(n, d,C)
k) and Gd,n,k(Σs(n, d,C)
k) are
constructible sets. Hence the dimension of Gd,n,k(Σs(n, d,C)
k) is the maximal rank
of the Jacobian of the map Gd,n,k.
S ∈ SdCn is said to have a generic symmetric rank k if the following conditions
hold: First, the dimension of the constructible set Gd,n,k(Σs(n, d,C)
k) is greater than
the dimension of Gd,n,k−1(Σs(n, d,C)
k−1). Second, there exists a strict subvariety
O ⊂ Σ(n, d,C)k, such that S ∈ Gd,n,k(Σs(n, d,C)
k \O). Let
kn,d :=
(
n+d−1
d
)
n
. (1.2)
Chiantini, Ottaviani and Vannieuwenhoven showed recently [5] that if S ∈ SdCn
has a generic symmetric rank k < kn,d then k = rank S. It is much easier to establish
this kind of result for smaller values of k using Kruskal’s theorem. See [14, Theorem
7.6].
The aim of this paper is to establish a much weaker result on Comon’s conjecture,
which does not use the term generic. In particular we show that Comon’s conjecture
holds for symmetric tensors of at most rank 3 and for 3-symmetric tensors of at most
rank 5 over C .
Our main result is
Theorem 1.1 Let d ≥ 3, |F| ≥ 3 and S ∈ SdFn. Suppose that rank S ≤
rank A(S) + 1. Then srank S = rank S.
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We now summarize briefly the content of this paper. In §2 we recall Kruskal’s
theorem on the rank of 3-tensor. In §3 we prove Theorem 1.1 for the case rank S =
rank A(S). In §4 we show that each S ∈ S3F2, where |F| ≥ 3, satisfies srank S =
rank S. In §5 we prove Theorem 1.1 in the case d = 3 and rank S = rank A(S) + 1.
In §6 we prove Theorem 1.1 for d ≥ 4. In §7 we summarize our results for F = C. In
§8 we discuss two other closely related conjectures: The first one conjectures that it
is possible to replace in Comon’s conjecture the ranks with border ranks. We show
that this is true if the border rank of S is two. The second one conjectures that
a best k-approximation of symmetric tensor can be chosen symmetric. For k = 1,
i.e. best rank one approximation, this conjecture holds and it is a consequence of
Banach’s theorem [2].
2 Kruskal’s theorem
We recall Kruskal’s theorem for 3-tensors and any field F. For p vectors x1, . . . ,xp ∈
F
n denote by [x1 x2 · · · xp] the n×pmatrix whose columns are x1, . . . ,xp. Kruskal’s
rank of [x1 x2 · · · xp], denoted as Krank (x1, . . . ,xp) is the maximal k such that
any k vectors in the set {x1, . . . ,xp} are linearly independent. (If xi = 0 for some
i ∈ [p] then Krank (x1, . . . ,xp) = −∞.)
Theorem 2.1 (Kruskal) Let F be a field, r ∈ N and xi ∈ F
m,yi ∈ F
n, zi ∈ F
p
for i ∈ [r]. Assume that
T =
r∑
i=1
xi ⊗ yi ⊗ zi. (2.1)
Suppose that
2r + 2 ≤ Krank (x1, . . . ,xr) + Krank (y1, . . . ,yr) + Krank (z1, . . . , zr). (2.2)
Then rank T = r. Furthermore, the decomposition (2.1) is unique.
Note that max(Krank (x1, . . . ,xr),Krank (y1, . . . ,yr),Krank (z1, . . . , zr)) ≤ r. Hence
(2.2) yields that
min(Krank (x1, . . . ,xr),Krank (y1, . . . ,yr),Krank (z1, . . . , zr)) ≥ 2. (2.3)
In particular, min(m,n, p) ≥ 2.
In what follows we need a following simple corollary of Kruskal’s theorem:
Lemma 2.2 Let 3 ≤ d ∈ N. Assume that xj,1, . . . ,xj,r ∈ F
nj are linearly
independent for each j ∈ [d]. Let
T =
r∑
i=1
⊗dj=1xj,i. (2.4)
Then rank T = r. Furthermore, the decomposition (2.4) is unique.
Proof. Observe first that ⊗pj=1xj,1, . . . ,⊗
p
j=1xj,r linearly independent for p =
1, . . . , d. Clearly, this is true for p = 1 and p = 2. Use the induction to prove this
statement for p ≥ 3 by observing that ⊗pj=1xj,i = (⊗
p−1
j=1xj,i)⊗ xp,i for p = 3, . . . , d.
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Consider T given by (2.4). Suppose first that r = 1. Then T is a rank one tensor
and its decomposition is unique. Assume that r ≥ 2. Consider T as a 3-tensor on
the 3-tensor product Fn1 ⊗ Fn2 ⊗ (⊗dj=3F
nj). Clearly
Krank (x1,1, . . . ,xr,1) = Krank (x1,2, . . . ,xr,2) = (2.5)
Krank (⊗dj=3xj,1, . . . ,⊗
d
j=3xj,r) = r.
As 3r− 2 ≥ 2r, Kruskal’s theorem yields that the rank of T as 3-tensor is r. Hence
rank T as d tensor is r too. Furthermore the decomposition (2.4) of T as a 3-tensor
is unique. Hence the decomposition(2.4) is unique. ✷
In what follows we need the following lemma.
Lemma 2.3 Let d ≥ 3, n ≥ 2 and S ∈ SdFn. Assume that
S =
k∑
i=1
⊗dj=1xj,i. (2.6)
Then S =
∑k
i=1⊗
d
j=1xσ(j),i for any permutation σ of [d] . Suppose that the following
inequality holds:
2k + 2 ≤ K(x1,1, . . . ,x1,k) +K(x2,1, . . . ,x2,k) +
K(⊗dj=3xj,1, . . . ,⊗
d
j=3xj,k). (2.7)
Then rank S = srank S = k, i.e. span(x1,i) = . . . = span(xd,i) for each i ∈ [k].
Furthermore, the decomposition (2.6) is unique.
Proof. Assume that (2.6) holds. Since S symmetric we deduce that S =∑k
i=1⊗
d
j=1xσ(j),i for any permutation σ of [d] . Suppose that (2.7) holds. Kruskal’s
theorem yields that the decomposition of S as a 3-tensor on Fn ⊗ Fn ⊗ (⊗d−2Fn)
is unique. In particular, the decomposition (2.6) is unique. Hence rank S = k.
Let σ be the transposition on [d] satisfying σ(1) = 2, σ(2) = 1. Then S =∑k
i=1⊗
d
j=1xσ(j),i. (2.3) yields that K(⊗
d
j=3xj,1, . . . ,⊗
d
j=3xj,k) ≥ 2. That is, the
rank one tensors ⊗dj=3xj,p and ⊗
d
j=3xj,q are linearly independent for p < q. The
uniqueness of the decomposition (2.6), (up to a permutation of summands), yields
that x1,i ⊗ x2,i ⊗ (⊗
d
j=3xj,i) = x2,i ⊗ x1,i ⊗ (⊗
d
j=3xj,i) for each i ∈ [n]. Hence
x1,i ⊗ x2,i = x2,i ⊗ x1,i. Therefore x1,i and x2,i are linearly dependent nonzero
vectors. Let σ be a transposition on [d] satisfying σ(2) = p, σ(p) = 2 for some
p ≥ 3. (2.3) yields that K(x1,1, . . . ,x1,k) ≥ 2. The uniqueness of the decomposi-
tion (2.6), (up to a permutation of summands), yields that x1,i⊗x2,i⊗ (⊗
d
j=3xj,i) =
x1,i⊗xp,i⊗(⊗
d
j=3xσ(j),i). Therefore x2,i and xp,i are collinear for each i ∈ [n]. Hence
span(x1,i) = . . . = span(xd,i) for each i ∈ [d]. Thus the decomposition (2.6) is a
decomposition to a sum of symmetric rank one tensors. Hence srank S = rank S. ✷
3 The case rank S = rank A(S)
Theorem 3.1 Let d ≥ 3, n ≥ 2 and S ∈ S(d,Fn). Suppose that rank S =
rank A(S). Then srank S = rank S. Furthermore, S has has a unique rank one
decomposition.
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Proof. We can assume without loss of generality that rank A(S) = n. So (2.6)
holds for k = n. Clearly, xj,1, . . . ,xj,n are linearly independent for each j ∈ [d].
Hence K(xj,1, . . . ,xj,n) = n for j ∈ [d]. The proof of Lemma 2.2 yields that
K(⊗dj=3xj,1, . . . ,⊗
d
j=3xj,n) = n. Therefore equality (2.5) holds for r = n. As n ≥ 2
we deduce (2.7) for k = n. Lemma 2.3 yields the theorem. ✷
The following corollary generalizes [7, Proposition 5.5] to any field F:
Corollary 3.2 Let F be a field, S ∈ SdFn \{0}, d ≥ 3. Assume that rank S ≤ 2.
Then srank S = rank S.
Proof. Clearly, rank A(S) ∈ {1, 2}. If rank A(S) = 1 then S = s ⊗d u. Hence
rank S = srank S = 1. If rank A(S) = 2 then rank S = 2 and we conclude the
result from Theorem 3.1. ✷
4 The case S3F2
Theorem 4.1 Let S ∈ S3F2. Assume that |F| ≥ 3. Then rank S = srank S ≤ 3.
For F = C this result follows from the classical description of binary forms in two
variables due Sylvester [23]. More generally, consult with [6] for results on the rank
of tensors in SdF2 for an algebraic closed field F of characteristic zero.
Proof. In view of Corollary 3.2 it is enough to consider the case where
rank S ≥ 3. Let S = [si,j,k]i,j,k∈[2].
1. Assume that s1,1,2s1,2,2 6= 0. Let
S =
3∑
i=1
ti ⊗
3 ui, u1 = (1, b)
⊤, u2 = (1, 0)
⊤, u3 = (0, 1)
⊤. (4.1)
Then
s1,1,2 = t1b, s1,2,2 = t1b
2 ⇒ t1 =
s2
1,1,2
s1,2,2
, b =
s1,2,2
s1,1,2
,
t2 = s1,1,1 − t1, t3 = s2,2,2 − t1b
3.
Hence rank S ≤ 3. Our assumption yields that rank S = 3 and (4.1) is a
minimal decomposition of S to rank one tensors. This decomposition shows
that rank S = srank S.
2. Assume that s1,1,2 = s1,2,2 = 0 then S = s1,1,1 ⊗
3 (1, 0)⊤ + s2,2,2 ⊗
3 (0, 1)⊤.
This contradicts our assumption that rank S ≥ 3.
3. It is left to discuss the case where rank S ≥ 3 and s1,1,2 = 0 and s1,2,2 6= 0.
The homogeneous polynomial of degree 3 corresponding to S is
f(x1, x2) = s1,1,1x
3
1 + s1,2,2x1x
2
2 + s2,2,2x
3
2.
(a) Assume that the characteristic of F is 3. Make the following change of
variables: x1 = y1, x2 = y1 + y2. The new tensor S
′ satisfies 1.
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(b) Assume that the characteristic of F is not 3.
i. Assume that s1,1,1 6= 0. Make the following change of variables:
x1 = y1 + ay2, x2 = y2. Then
f(y1, y2) = αy
3
1+βy
2
1y2+γy1y
2
2+δ, β = 3as1,1,1, γ = s1,2,2+3a
2s1,1,1.
Then choose a nonzero a such that s1,2,2 + 3a
2s1,1,1 6= 0. (This is
always possible if |F| ≥ 4 as we assumed that F 6= Z3 and |F| ≥ 3.)
The new tensor S ′ satisfies 1.
ii. Assume that s1,1,1 = s2,2,2 = 0. Make the following change of vari-
ables: x1 = y1, x2 = (y1+y2). Then we are either in the case 1 if the
characteristic of F is not 2 or in the case 3 (b)i if the characteristic
of F is 2.
iii. Assume that s1,1,1 = 0 and s2,2,2 6= 0. Make the following change of
variables: y2 = s1,2,2x1 + s2,2,2x2, y2 = x2. Then we are in the case
3 (b)ii. ✷
Note that if |F| ≫ 1 then using the change of coordinates and then the above
procedure we obtain that if rank S = 3, rank A(S) = 2 we have many presentation
of S as sum of three rank one symmetric tensors.
Observe next that for F = Z2 not every symmetric tensor S ∈ S
3
Z
2
2 is a sum
of rank one symmetric tensors. The number of all symmetric tensors in S3Z22 is 2
4.
The number of all nonzero symmetric tensors which are sum of rank one symmetric
tensors is 23 − 1. Hence Theorem 4.1 does not hold for F = Z2.
Corollary 4.2 Let S ∈ S3Fn. Assume that |F| ≥ 3 and rank S = 3. Then
srank S = rank S.
Proof. Clearly, rank A(S) ∈ {2, 3}. If rank A(S) = 3 we deduce the corollary
from Theorem 3.1. If rank A(S) = 2 we deduce the corollary from Theorem 4.1. ✷
5 The case d = 3 and rank S = rank A(S) + 1
In this section we prove Theorem 1.1 for d = 3. In view of Theorem 3.1 it is enough
to consider the case rank S = rank A(S) + 1. Furthermore, in view of Theorem 4.1
it is enough to consider the case rank A(S) ≥ 3. We first give the following obvious
lemma:
Lemma 5.1 Let |F| ≥ 3 and S ∈ S(3,Fn). Suppose that rank S = rank A(S) +
1. Assume furthermore that there exists a decomposition of S to rank A(S) + 1
rank one tensors such that at least one of them is symmetric, i.e. s⊗3 u. Let S ′ =
S−s⊗3u. Then rank S ′ = rank S−1 and rank A(S ′) ∈ {rank A(S)−1, rank A(S)}.
Furthermore:
1. If rank A(S ′) = rank A(S) then rank S ′ = rank A(S ′) and rank S ′ = srank S ′.
Hence rank S = srank S.
2. If rank A(S ′) = rank A(S)− 1 then rank S ′ = rank A(S ′) + 1.
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5.1 The case rank A(S) = 3
We now discuss Theorem 1.1 where S ∈ S(3,Fn), where rank S = 4, rank A(S) = 3.
Without loss of generality we can assume that n = 3. Then
S =
4∑
i=1
xi ⊗ yi ⊗ zi. (5.1)
Suppose first that there is a decomposition (5.1) such that xi⊗yi⊗zi is symmetric
for some i ∈ [4]. Then we can use Lemma 5.1. Apply Theorems 3.1 and 4.1 to deduce
that srank S = rank S = 4.
Assume the Assumption: there no is a decomposition (5.1) such that xi⊗yi⊗zi
is symmetric for some i ∈ [4]. The first part of Lemma 2.3 yields:
0 =
4∑
i=1
xi ⊗ (yi ⊗ zi − zi ⊗ yi).
As rank A(S) = 3 we can assume that x1,x2,x3 are linearly independent. Then
x4 =
∑3
j=1 ajxj . Then the above equality yields:
0 =
3∑
j=1
xj ⊗ (yj ⊗ zj − zj ⊗ yj + aj(y4 ⊗ z4 − z4 ⊗ y4)). (5.2)
As x1,x2,x3 are linearly independent it follows that
yj ⊗ zj − zj ⊗ yj = −aj(y4 ⊗ z4 − z4 ⊗ y4) for j ∈ [3]. (5.3)
Assume first that y4 and z4 are collinear. Then yj and zj are collinear for
j ∈ [3]. Hence we w.l.o.g we can assume that yi = zi = ui for i ∈ [4]. So S =∑4
i=1 xi⊗ui⊗ui. Since S is symmetric we can we obtain that S =
∑4
i=1 ui⊗ui⊗xi.
Renaming the vectors we can assume that in the original decomposition (5.1) we
have that xi and yi are collinear for i ∈ [4]. Since we assumed that no rank one
tensor xi ⊗ yi ⊗ zi is not symmetric, we deduce that each pair yi, zi in the original
decomposition (5.1) is not collinear. In particular, it is enough to study the case
where y4 and z4 are not collinear, i.e. y4⊗ z4− z4⊗y4 6= 0. Let U := span(y4, z4).
Then dim U = 2.
Suppose that aj 6= 0 for some j ∈ [3]. Then (5.3) yields that yj and zj are not
collinear and span(yj , zj) = U. Assume that aj = 0. Then yj and zj are collinear.
Assume first that a1a2a3 6= 0. Then the above arguments yields that span(y1, . . . ,y4)
⊆ U, which contradicts the assumption that span(y1, . . . ,y4) = F
3.
So we need to assume that at least one of ai = 0. Assume first that exactly
one ai = 0. Without loss of generality we can assume that in (5.2) a1 = 0
and a2a3 6= 0. This yields that y1 and z1 are collinear. Our Assumption yields
that x1 and y1 are not collinear. Furthermore span(y2, z2) = span(y3, z3) = U.
Hence span(y2,y3,y4) ⊆ U. As span y1,y2,y3,y4 is the whole space, we de-
duce that y1 6∈ span(y2,y3,y4). Similarly y1 6∈ span(z2, z3, z4). Furthermore,
dim span(y2,y3,y4) = 2. Hence span(y2,y3,y4) = U. We now recall that S =∑4
i=1 yi⊗xi⊗zi. Again, by renaming the indices 2, 3, 4 we can assume that y1,y2,y3,
are linearly independent. Since span(y2,y3,y4) = U it follows that y4 = b2y2+b3y3.
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Since S is symmetric we have the equality S =
∑4
i=1 yi ⊗ xi ⊗ zi. Permuting the
last two factors we obtain the equality 0 =
∑4
i=1 yi ⊗ (xi ⊗ zi − zi ⊗ yi). Hence we
have an analogous equality to (5.2):
0 = y1 ⊗ (x1 ⊗ z1 − z1 ⊗ x1) +
3∑
j=2
yj ⊗ (xj ⊗ zj − zj ⊗ xj + bj(x4 ⊗ z4 − z4 ⊗ x4)).
Therefore x1 ⊗ z1 − z1 ⊗ x1 = 0. Thus x1 and z1 are collinear. Recall that we
already showed that y1 and z1 are collinear. Hence x1⊗y1⊗z1 is a symmetric rank
one tensor. So we have a contradiction to our Assumption.
Finally let us assume that ai = aj = 0 for some two distinct indices i, j ∈ [3].
W.l.o.g. we can assume that x4 = x3, i.e. a1 = a2 = 0, a3 = 1. This implies that yi
and zi are collinear for i = 1, 2. Furthermore
C := y3 ⊗ z3 + y4 ⊗ z4 = z3 ⊗ y3 + z4 ⊗ y4.
So C is a symmetric matrix. Note that C is a rank two matrix. Otherwise y3⊗z3 and
y4⊗z4 are collinear. Then x3⊗y3⊗z3+x3⊗y4⊗z4 is a rank one tensor. So rank S ≤
3, contrary to our assumptions. Thus we can assume that C = y3 ⊗ y4 + y4 ⊗ y3
and y3,y4 are linearly independent. Hence we can assume that
S = x1 ⊗ y1 ⊗ y1 + x2 ⊗ y2 ⊗ y2 + x3 ⊗ (y3 ⊗ y4 + y4 ⊗ y3) =
y1 ⊗ x1 ⊗ y1 + y2 ⊗ x2 ⊗ y2 + y3 ⊗ x3 ⊗ y4 + y4 ⊗ x3 ⊗ y3 =
y1 ⊗ y1 ⊗ x1 + y2 ⊗ y2 ⊗ x2 + y3 ⊗ y4 ⊗ x3 + y4 ⊗ y3 ⊗ x3.
Our Assumption yields that the pairs x1,y1 and x2,y2 are linearly independent.
Hence Q := x1 ⊗ y1 − y1 ⊗ x1 6= 0. Subtracting the third expression for S from the
second one we deduce
y1 ⊗ (x1 ⊗ y1 − y1 ⊗ x1) + y2 ⊗ (x2 ⊗ y2 − y2 ⊗ x2) +
y3 ⊗ (x3 ⊗ y4 − y4 ⊗ x3) + y4 ⊗ (x3 ⊗ y3 − y3 ⊗ x3) = 0
As y3,y4 are linearly independent, without loss in generality we may assume that
y2,y3,y4 are linearly independent. So y1 = b2y2 + b3y3 + b4y4. Substitute in the
above equality this expression for y1 only for the y1 appearing in the left-hand side
to obtain
y2⊗(x2⊗y2−y2⊗x2+b2Q2)+y3(x3⊗y4−y4⊗x3+b3Q)+y4(x3⊗y3−y3⊗x3+b4Q) = 0.
Hence
x2⊗y2−y2⊗x2+ b2Q2 = x3⊗y4−y4⊗x3+ b3Q = x3⊗y3−y3⊗x3+ b4Q = 0.
Note that our Assumption yields that b2 6= 0. Hence span(x2,y2) = span(x1,y1).
Suppose first that b3 6= 0. Then span(x3,y4) = span(x1,y1). This contradicts the
assumption that x1,x2,x3 are linearly independent. As x3 = x4, we get also a
contradiction if b4 6= 0. Hence b3 = b4 = 0. So y3,y4 ∈ span(x3). This contradicts
the assumption that y3 and y4 are linearly independent.
In conclusion we showed that our Assumption never holds. The proof of this
case of Theorem 1.1 is concluded. ✷
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5.2 Case rank A(S) ≥ 4
Proof. By induction on r = rank A(S) ≥ 3. For r = 3 the proof follows from
the results above. Assume that Theorem holds for rank S = r+1. Assume now that
rank A(S) = r + 1 and rank S = r + 2. Without loss of generality we can assume
that n = r+ 1. Suppose first that the assumptions of Lemma 5.1 hold. If we are in
the case 1 then srank S = rank S. If we are in the case 2. then we deduce from the
induction hypothesis that srank S = rank S.
As in the proof of the case rank S = 3 we assume the Assumption: There does
not exist a decomposition of S to rank A(S) + 1 rank one tensors such that at least
one of them is symmetric. We will show that we will obtain a contradiction.
Suppose S =
∑n+1
i=1 xi ⊗ yi ⊗ zi. The we have the equality
0 =
n+1∑
i=1
xi ⊗ (yi ⊗ zi − zi ⊗ yi)
and the fact that span of all x’s, y’s and z’s is Fn.
Without loss of generality we may assume that x1, . . . ,xn are linearly indepen-
dent. So xn+1 =
∑n
i=1 aixi. Hence
n∑
i+1
xi ⊗ (yi ⊗ zi − zi ⊗ yi + ai(yn+1 ⊗ zn+1 − zn+1 ⊗ yn+1)) = 0. (5.4)
As in the case n = 3 we can assume that yn+1 and zn+1 are not collinear. Thus if
ai = 0 we deduce that yi and zi are collinear. If ai 6= 0 we deduce that span(yi, zi) =
span(yn+1, zn+1). Since y1, . . . ,yn+1 span F
n we can have at most two nonzero
ai. Since xn+1 6= 0 we must have at least one nonzero ai. Assume first that
n − 1 out of {a1, . . . , an} are zero. We may assume without loss of generality that
a1 = . . . = an−1 = 0 and an = 1. So xn+1 = xn. Without loss of generality we may
assume that
S = xn ⊗ (yn ⊗ zn + yn+1 ⊗ zn+1) +
n−1∑
i=1
xi ⊗ yi ⊗ yi.
Since S is symmetric as in case n = 3 we deduce that yn ⊗ zn + yn+1 ⊗ zn+1 is
symmetric and has rank two. So we can assume that zn = yn+1, zn+1 = yn and
dim span(yn,yn+1) = 2. We now repeat the arguments in the proof of this case for
n = 3 to deduce the contradiction.
Suppose finally that exactly n − 2 out of {a1, . . . , an} are zero. We may as-
sume without loss of generality that a1 = . . . = an−2 = 0 and an−1, an 6= 0. So
span(yn−1, zn−1) = span(yn, zn) = span(yn+1, zn+1). Hence yn−1,yn,yn+1 are
linearly dependent. Since y1, . . . ,yn+1 span the whole space we must have that
dim span(yn−1,yn,yn+1) = 2. Without loss of generality we may assume the fol-
lowing: First, yn,yn+1 are linearly independent and yn−1 = ayn + byn+1. Second
zk = yk for k = 1, . . . , n− 2. So we can assume that
S =
n−2∑
j=1
xj ⊗ yj ⊗ yj +
n+1∑
j=n−1
xj ⊗ yj ⊗ zj =
n−2∑
j=1
yj ⊗ xj ⊗ yj +
n+1∑
j=n−1
yj ⊗ xj ⊗ zj .
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Permuting the las two factors in the last part of the above identity we obtain:
0 =
n−2∑
j=1
yj ⊗ (xj ⊗ yj − yj ⊗ xj) +
n+1∑
j=n−1
yj(xj ⊗ zj − zj ⊗ xj).
Substitute yn−1 = ayn + byn+1 and recall that y1, . . . ,yn−2,yn,yn+1 are linearly
independent. Hence xi and yi are collinear for i = 1, . . . , n−2 ≥ 2. This contradicts
our Assumption. ✷
6 Theorem 1.1 for d ≥ 4
In this section we show Theorem for 1.1 for d ≥ 4. Theorem 3.1 yields that it is
enough to consider the case where rank S = rank A(S) + 1. We need the following
lemma:
Lemma 6.1 Let 2 ≤ d ∈ N. Assume that xj,1, . . . xj,n+1 ∈ F
n \ {0} and
span(xj,1, . . . ,xj,n+1) = F
n for j ∈ [d]. Consider the n + 1 rank one d-tensors
⊗dj=1xj,i, i ∈ [n+ 1]. Then either all of them are linearly independent or n of these
tensors are linearly independent and the other one is a multiple of one of the n
linearly independent tensors.
Proof. It is enough to consider the case where the n + 1 rank one d-tensors
⊗dj=1xj,i, i ∈ [n+1] are linearly dependent. Without loss of generality we may assume
that x1,1, . . . ,x1,n are linearly independent. Hence the n tensors ⊗
d
j=1xj,i, i ∈ [n] are
linearly independent as rank one matrices x1,i⊗ (⊗
d
j=2xj,i) for i ∈ [n]. (I.e., the cor-
responding unfolding of n tensors in mode 1 are linearly independent.) Assume that
x1,n+1 =
∑n
j=1 ajx1,j where not aj are zero. Since we assumed that ⊗
d
j=1xj,i, i ∈
[n + 1] are linearly dependent it follows that ⊗dj=1xj,n+1 =
∑n
i=1 bi ⊗
d
j=1 xj,i. So
we obtain the identity
∑n
i=1 x1,i ⊗ Ti = 0. Here Ti ∈ ⊗
d−1
F
n is a tensor of at
most rank 2. Since x1,1, . . . ,x1,n are linearly independent if follows that each
Ti is zero. Hence if ai 6= 0 it follows that bi is not zero and ⊗j=2xj,n+1 and
⊗j=2xj,i are collinear. Therefore xj,i and xj,n+1 are collinear for j = 2, . . . , d.
Since dim span(xj,1, . . . ,xj,n+1) = n, we can’t have another ak 6= 0. So ⊗
d
j=1xj,n+1
is collinear with ⊗j=1xj,i as we claimed. ✷
Proof of Theorem 1.1 for d ≥ 4 and rank S = rank A(S) + 1. Without
loss of generality we may assume that n = rank A(S) ≥ 2. Assume that S =∑n+1
i=1 ⊗
d
j=1xj,i. Clearly, the assumptions of Lemma 6.1 holds. Consider the d − 2
rank one tensors ⊗j∈[d]\{p,q}xj,i for fixed p 6= q ∈ [d] and i ∈ [n + 1]. Suppose that
these n + 1 rank one tensors are linearly independent. We claim that xp,i and xq,i
are collinear for each i ∈ [n + 1]. Without loss of generality we may assume that
p = 1, q = 2. By interchanging the first two factors in the representation of S as a
rank n+ 1 tensor we deduce:
n+1∑
i=1
(x1,i ⊗ x2,i − x2,i ⊗ x1,i)⊗ (⊗
d
j=3xj,i) = 0.
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As ⊗dj=3xj,i, i ∈ [n+ 1] are linearly independent we deduce that x1,i ⊗ x2,i − x2,i ⊗
x1,i = 0 for each i ∈ [n+ 1]. I.e., x1,i and x2,i are collinear for each i ∈ [n+ 1].
Suppose first that for each pair of integers 1 ≤ p < q ≤ d⊗j∈[d]\{p,q}xj,i, i ∈ [n+1]
are linearly independent. Hence xj,i ∈ span(x1,i) for j ∈ [d] and i ∈ [n+1]. Therefore
⊗dj=1xj,i is a rank one symmetric tensor for each i ∈ [n+1]. Thus srank S = rank S.
Assume now, without loss of generality, that ⊗dj=3xj,i, i ∈ [n + 1] are linearly
dependent. By applying Lemma 6.1 we can assume without loss of generality that
⊗dj=3xj,i, i ∈ [n] are linearly independent and ⊗
d
j=3xj,n+1 = ⊗
d
j=3xj,n. Without
loss of generality we may assume that xj,n+1 = xj,n for j ≥ 3. (We may need to
rescale the vectors x2,n+1, . . . ,xd,n+1.) Hence xj,1, . . . ,xj,n are linearly independent
for each j ≥ 3. Therefore we have the following decomposition of S as a 3-tensor in
(⊗2Fn)⊗ Fn ⊗ (⊗d−3Fn):
S = (x1,n ⊗ x2,n + x1,n+1 ⊗ x2,n+1)⊗ x3,n ⊗ (⊗
d
j=4xj,n) + (6.1)
n−1∑
i=1
(x1,i ⊗ x2,i)⊗ x3,i ⊗ (⊗
d
j=4xj,i) =
n∑
i=1
Ti ⊗ (⊗
d
j=4xj,i).
Clearly, ⊗dj=4xj,1, . . . ,⊗
d
j=4xj,n are linearly independent. Since S is symmetric by
interchanging every two distinct factors p, q ∈ [3] in ⊗dFn we deduce that T1, . . . ,Tn
are symmetric 3-tensors. Consider the symmetric tensor Tn = (x1,n⊗x2,n+x1,n+1⊗
x2,n+1) ⊗ x3,n. As the rank of A(Tn) in the the third coordinate is 1 it follows
that rank A(S) = 1. Hence rank Tn = 1. Therefore rank S ≤ n contrary to our
assumptions. ✷
Corollary 6.2 Let |F| ≥ 3, d ≥ 3, n ≥ 2. Assume that S ∈ SdFn. Then
srank S = rank S under the following assumptions:
1. rank S ≤ 3.
2. srank S ≤ 4.
Proof. It is enough to consider the case where n = rank A(S) ≥ 2.
1. Clearly, rank S ∈ {2, 3}. Theorem 1.1 yields that srank S = rank S.
2. Assume to the contrary that rank S < srank S ≤ 4. Then rank S ≤ 3. Part 1.
implies the contradiction rank S = srank S. ✷
7 Symmetric tensors over C
Recall the known maximal value of the symmetric rank in SdCn, denoted as µ(d, n):
1. µ(d, 2) = d [6], [3, §3.1];
2. µ(3, 3) = 5 [22, §96], [8] and [19];
3. µ(3, 4) = 7 [22, §97];
4. µ(3, 5) ≤ 10 [10];
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5. µ(4, 3) = 7 [17, 9].
Theorem 7.1 Let F = C and S be a symmetric tensor in SdCn. Then srank S =
rank S in the following cases:
1. d ≥ 3, n ≥ 2 and rank S ∈ {rank A(S), rank A(S) + 1}.
2. For n = 2 and d = 3.
3. For n = 2 and d = 4
4. n = d = 3.
5. S ∈ S3Cn and rank S ≤ 5.
6. S ∈ S3Cn and srank S ≤ 6.
Proof. Assume that S ∈ SdCn. Clearly, it is enough to prove the theorem for
the case rank A(S) ≥ 2. Furthermore, we can assume that n = A(S). Thus it is
enough to assume the following conditions:
2 ≤ n = rank A(S) ≤ rank S ≤ srank S ≤ µ(d, n). (7.1)
1. follows from Theorem 1.1.
2. Assume S ∈ S3C2. As µ(3, 2) = 3 we deduce the theorem from 1.
3. Assume that S ∈ S4C2. Suppose that rank S ∈ {2, 3}. Then 1. yields that
srank S = rank S.
Suppose that rank S ≥ 4. As µ(4, 2) = 4 in view of (7.1) it follows that srank S =
rank S = 4.
4. Assume now that S ∈ S3C3. Suppose first that rank A(S) = 2. Then by changing
a basis in C3 we can assume that S ∈ S3C2. Part 2. yields that srank S = rank S.
Suppose that rank A(S) = 3. If rank S ∈ {3, 4} then 1. yields that srank S =
rank S. Suppose now that rank S ≥ 5. (7.1) yields that srank S ≥ 5. The equality
µ(3, 3) = 5 yields that rank S = 5. Hence srank S = rank S = 5.
5. (7.1) yields rank A(S) ≤ 5. If rank A(S) = 2 then 2. yields that srank S =
rank S. If rank A(S) = 3 then 4. yields that srank S = rank S. If rank A(S) ≥ 4
then 1. yields that srank S = rank S.
6. Assume to the contrary that rank S < srank S. So rank S ≤ 5. 5. implies the
contradiction rank S = srank S. ✷
8 Two version of Comon’s conjecture
In this section we assume that F = R,C.
8.1 Border rank
Definition 8.1 Let T ∈ ⊗dFn\{0}. Then the border of T , denoted as brankF T ,
is r ∈ N if the following conditions hold
1. There exists a sequence Tk ∈ ⊗
d
F
n, k ∈ N such that rank Tk = r for k ∈ N and
limk→∞ Tk = T .
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2. Assume that a sequence Tk ∈ ⊗
d
F
n, k ∈ N converges to T . Then
lim infk→∞ rank Tk ≥ r.
Clearly, brankF T ≤ rank T . For d = 2 it is well known that brankF T = rank T .
Hence
rank A(T ) ≤ brankF T . (8.1)
For d > 2 one has examples where brankF T < rank T [7]: Assume that x,y ∈ F
n
are linearly independent. Let
S = x⊗ x⊗ y+ x⊗ y⊗ x+ y⊗ x⊗ x, S = lim
ǫ→0
1
ǫ
(⊗3(x+ ǫy)−⊗3x). (8.2)
It is straightforward to show that rank S = 3,brankF S = 2. (See the proof of
Theorem 8.3.)
Assume that S ∈ SdFn \ {0}. Then the symmetric border rank of S, denoted as
sbrankF S, is r ∈ N if the following conditions hold
1. There exists a sequence Sk ∈ S
d
F
n, k ∈ N such that srank Sk = r for k ∈ N
and limk→∞ Sk = S.
2. Assume that a sequence Sk ∈ S
d
F
n, k ∈ N converges to S. Then
lim infk→∞ srank Sk ≥ r.
Clearly, srank S ≥ sbrankF S and sbrankF S ≥ brankF S. Thus we showed
rank A(S) ≤ brankF S ≤ sbrankF S ≤ srank S. (8.3)
The analog of Comon’s conjecture is the equality brankF S = sbrankF S. See
[4]. The analog of Theorem 1.1 will be the following conjecture:
Conjecture 8.2 Let d ≥ 3, F = R,C and S ∈ SdFn. Suppose that brankF S <
rank S and brankF S ≤ rank A(S) + 1. Then sbrankF S = brankF S.
The following theorem proves the first nontrivial case of this conjecture:
Theorem 8.3 Let S ∈ SdFn for F = R,C, d ≥ 3, n ≥ 2. Then brankF S = 2 <
rank S if and only if there exist two linearly independent x,y ∈ Fn and a, b ∈ F, b 6= 0
such that
S = a⊗d x+ b
d−1∑
j=0
(⊗jx)⊗ y ⊗ (⊗d−j−1x) (8.4)
In particular brankF S = sbrankF S.
8.2 Proof of Theorem 8.3
Lemma 8.4 Let F = R,C and assume that A = [ai,j ]i∈[M ],j∈[N ] ∈ F
M×N , r =
rank A. Suppose that the sequence Ak =
∑q
i=1 xi,ky
⊤
i,k, k ∈ N satisfies the following
conditions:
lim
k→∞
Ak = A, lim
k→∞
xi,k = xi for i ∈ [q]. (8.5)
1. Assume that q = r. Then there exists a positive integer K, such that for k ≥ K
the two sets of vectors x1,k, . . . ,xr,k and y1,k, . . . ,yr,k are linearly independent.
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2. Assume that x1, . . . ,xq are linearly independent. Then
lim
k→∞
yi,k = yi for i ∈ [q] and A =
q∑
i=1
xiy
⊤
i . (8.6)
Furthermore, dim span(y1, . . . ,yq) = r. In particular, if q = r then y1, . . . ,yr
are linearly independent.
Proof. Clearly, rank Ak ≤ q. The first condition of (8.5) yields that q ≥ r.
1. Suppose q = r. Hence rank Ak = r for k ≥ K. Hence the two sets of vectors
x1,k, . . . ,xr,k and y1,k, . . . ,yr,k are linearly independent.
2. Complete x1, . . . ,xq to a basis x1, . . . ,xM in F
M . Let z1, . . . , zN be a ba-
sis in FN . Hence xiz
⊤
j , i ∈ [M ], j ∈ [N ] is a basis in F
M×N . Therefore Ak =∑
i∈[M ],j∈[N ] aij,kxiz
⊤
j for k ∈ N. The first equality of (8.5) yields that limk→∞ aij,k =
aij for i ∈ [M ], j ∈ [N ]. The second equality of (8.5) yields that x1,k, . . . ,xq,k,xq+1, . . . ,xM
is a basis in FM for k ≥ K. In what follows we assume that k ≥ K. Let
Qk ∈ GL(M,F) be the transition matrix from the basis [x1, . . . ,xq,xq+1, . . . ,xM ]
to the basis
[x1,k, . . . ,xq,k,xq+1, . . . ,xM ]. Clearly, limk→∞Qk = IM . Then
Ak =
∑
i∈[M ],j∈[N ]
bij,kxi,kzj .
Compare this equality with the assumption that Ak =
∑q
i=1 xi,ky
⊤
i,k to deduce that
bij,k = 0 for i > q and yi,k =
∑
j∈[N ] bij,kzj for i ∈ [q]. Let A˜k = [aij,k], Bk = [bij,k] ∈
F
M×N . Then Bk = QkA˜k. Hence limk→∞Bk = limk→∞QkAk = A˜ = [aij ]. This
shows (8.6). Since rank A = r it follows that dim span(y1, . . . ,yq) = r. Thus if
q = r y1, . . . ,yr are linearly independent. ✷
Assume the assumptions of Definition 8.1. Without loss of generality we can
assume that
Tk =
r∑
i=1
⊗dj=1xi,j,k, ‖xi,j,k‖ = 1, i ∈ [r], j ∈ [d− 1], k ∈ N. (8.7)
By considering a subsequence of k ∈ N without loss of generality we can assume
that
lim
k→∞
xi,j,k = xi,j i ∈ [r], j ∈ [d− 1]. (8.8)
(Here ‖x‖ is the Euclidean norm on Fn.)
Lemma 8.5 Let S ∈ SdFn, d ≥ 3, n ≥ 2. Assume that 1 < r = rank A(S) =
brankF S < rank S. Let Tk ∈ ⊗
d
F
n, k ∈ N be a sequence of the form (8.7)
satisfying (8.8). Assume furthermore that limk→∞ Tk = S. Then the tensors
⊗d−1j=1x1,j , . . . ,⊗
d−1
j=1xr,j are linearly dependent.
Proof. Assume to the contrary that the tensors ⊗d−1j=1x1,j, . . . ,⊗
d−1
j=1xr,j are lin-
early independent. Lemma 8.4 yields that limk→∞ xi,d,k = xi,d for i ∈ [r]. Hence
S =
∑r
i=1⊗
d
j=1xi,j. Thus rank S ≤ r which contradicts our assumptions. ✷
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Lemma 8.6 Let A ∈ FM×N be a matrix of rank two. Assume that Ak = akb
⊤
k −
ckd
⊤
k , k ∈ N converges to A. Suppose furthermore that
lim
k→∞
1
‖ak‖
ak = a, lim
k→∞
1
‖ck‖
ck = c, c = αa for |α| = 1, (8.9)
lim
k→∞
1
‖bk‖
bk = b, lim
k→∞
1
‖dk‖
dk = d.
Then
b = αd, lim
k→∞
‖ak‖‖bk‖ = lim
k→∞
‖ck‖‖dk‖ =∞, lim
k→∞
‖ck‖‖dk‖
‖ak‖‖bk‖
= 1. (8.10)
Furthermore A = af⊤ + gb⊤, where span(a,g) = Range A and span(b, f) =
Range A⊤. In particular, g and f are limits of linear combinations of ak, ck and
bk,dk respectively.
Proof. Observe that
A⊤k = (
1
‖bk‖
bk)(‖bk‖‖ak‖)(
1
‖ak‖
a⊤k )− (
1
‖dk‖
dk)(‖dk‖‖ck‖)(
1
‖ck‖
c⊤k ). (8.11)
Suppose first that span(b) 6= span(d). Then b and d are linearly independent.
Lemma 8.4 yields that A⊤ = aba⊤ + cda⊤. Hence rank A = 1 which contradicts
our assumptions. As ‖c‖ = ‖d‖ = 1 it follows that b = βd for some scalar β of
length 1.
We next observe that a ∈ Range (A) and b ∈ Range A⊤. Indeed, without loss of
generality, we can assume that rank Ak = 2 for k ∈ N. Hence ak ∈ Range (Ak),bk ∈
Range (A⊤k ). As limk→∞Ak = A the assumptions (8.10) yield that a ∈ Range A,b ∈
Range A⊤.
Assume that the sequence {‖ak‖‖bk‖}, k ∈ N contains a bounded subsequence
{nk}, k ∈ N. Since limk→∞Ak = A it follows the subsequence ‖cnk‖‖dnk‖, k ∈ N is
also bounded. Taking convergent subsequences of the above two subsequences we
deduce that A = γab⊤. This contradicts our assumption that rank A = 2. Hence
the second equality of (8.10) holds. Rewrite (8.11) as
Ak = ‖ak‖‖bk‖((
1
‖ak‖
ak)(
1
‖bk‖
b⊤k )− (
‖ck‖‖dk‖
‖ak‖‖bk‖
)(
1
‖ck‖
ck)(
1
‖dk‖
d⊤k )).
Use the assumptions that limk→∞Ak = A, where rank A = 2, the facts that ‖a‖ =
‖b‖ = ‖c‖ = ‖d‖ = 1 and c = αa,b = βd to deduce the third and the the first part
of (8.10).
It is left to show that A = af⊤ + gb⊤. Choose orthonormal bases x1, . . . ,xN
and y1, . . . ,yN in F
M and FN respectively with the following properties:
x1 = a, span(x1,x2) = Range A, y1 = b, span(y1,y2) = Range A
⊤.
In what follows we assume that k ≫ 1. Choose orthonormal bases x1,k,x2,k and
y1,k,y2,k in Range Ak and Range A
⊤
k respectively such that
x1,k =
1
‖ak‖
ak, y1,k =
1
‖bk‖
bk, lim
k→∞
x2,k = x2, lim
k→∞
y2,k = y2.
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Observe next that {x1,k,x2,k,x3, . . . ,xM} and {y1,k,y2,k,y3, . . . ,yN} are bases in
F
M and FN which converge to bases x1, . . . ,xN and y1, . . . ,yN respectively.
In the bases {x1,k,x2,k,x3, . . . ,xM} and {y1,k,y2,k,y3, . . . ,yN} the rank one
matrices akb
⊤
k , ckd
⊤
k are represented by the following block diagonal matrices: C˜k =
Ck ⊕ 0, D˜k = Dk ⊕ 0 where
Ck =
[
ak 0
0 0
]
, Dk =
[
bk ck
dk ek
]
.
Note that ak = ‖ak‖‖bk‖. Hence limk→∞ ak = ∞. As limk→∞Ak = A the argu-
ments of the proof of Lemma 8.4 yield that limk→∞Ck − Dk = E = [eij ] ∈ F
2×2.
Hence limk→∞ bk = ∞. Therefore Dk = bkukv
⊤
k , where u
⊤
k = (1, uk),v
⊤
k = (1, vk).
Furthermore
lim
k→∞
bkuk = e21 ⇒ lim
k→∞
uk = 0, lim
k→∞
bkvk = e12 ⇒ lim
k→∞
vk = 0.
Finally, observe that e22 = limk→∞ bkukvk = 0. This yields that E = (1, 0)
⊤u⊤ +
v(1, 0) for some choice of u,v ∈ F2. Hence A = af⊤ + gb⊤ as claimed.
As rank Ak = 2 and limk→∞Ak = A it follows that g and f are limits of linear
combinations of ak, ck and bk,dk respectively. ✷
Proof of Theorem 8.3. Assume first that S is of the form (8.4) where b 6= 0.
Without loss of generality we can assume that b = 1. Clearly, Range A(S) =
span(x,y) Hence rank A(S) = 2. Let T (ǫ) := a⊗dx+ 1
ǫ
(⊗d(x+ǫy)−⊗dx) for ǫ 6= 0.
Then rank T (ǫ) = 2 for ǫ−1 6= a. Clearly, limǫ→0 T (ǫ) = S. Hence brankF S = 2.
As T (ǫ) ∈ SdFn it follows that sbrankF S = 2. We claim that rank S > 2. We can
assume without loss of generality that n = 2 and x = e1 = (1, 0)
⊤,y = e2 = (0, 1)
⊤.
Assume first that d = 3. So S = [si,j,k] where
s1,1,1 = a, s1,1,2 = s1,2,1 = s2,1,1 = 1, s1,2,2 = s2,1,2 = s2,2,1 = s2,2,2 = 0.
Let
F = [si,j,1]i,j∈[2] =
[
a 1
1 0
]
, G = [si,j,2]i,j∈[2] =
[
1 0
0 0
]
.
Then rank S = 2 if and only if the matrix GF−1 is diagonalizable, see e.g. [13].
Clearly, GF−1 =
[
0 1
0 0
]
is not diagonalizable. Hence rank S > 2. It is easy to
show straightforward that rank S = 3.
Assume now that d > 3. Let φ : F2 → F be the linear functional such that
φ(e1) = φ(e2) = 1. Consider the following map ψ : (F
2)d → ⊗3F2: ψ((u1, . . . ,ud)) =
(
∏d
j=4 φ(uj))⊗
3
i=1uj . Clearly, ψ is a multilinear map. The universal lifting property
of the tensor product yields that ψ lifts to the linear map Ψ : ⊗dF2 → ⊗3F2 such
that
Ψ(⊗dj=1ui) = (
d∏
j=4
φ(uj))⊗
3
i=1 uj.
Observe that a rank one tensor is mapped to either rank one tensor or zero tensor.
Clearly, the image of a symmetric rank one tensor is a symmetric tensor of at most
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rank one. Hence Ψ : SdF2 → S3F2. Assume that S of the form (8.4), where x = e1
and y = e2. Then
Ψ(S) = (a+ (d− 3)b)x ⊗ x⊗ x+ b(y ⊗ x⊗ x+ x⊗ y ⊗ x+ x⊗ x⊗ y).
Assume to the contrary that rank S = 2. Then rank Ψ(S) ≤ 2. This contradicts
our proof that rank Ψ(S) = 3. Hence rank S ≥ 3.
Assume now that S ∈ SdFn and 2 = rank A(S) = brankF S < rank S. Let
Tk ∈ ⊗
dFn be a sequence of tensors of rank two converging to S. So Tk = ⊗
d
j=1xj,k−
⊗dj=1yj,k. Since rank A(S) = 2 we can assume without loss of generality: First, xj,k
and yj,k are linearly independent for j ∈ [d], k ∈ N. Second,
lim
k→∞
1
‖xj,k‖
xj,k = xj , lim
k→∞
1
‖yj,k‖
yj,k = yj for j ∈ [d].
Lemma 8.5 yields that⊗d−1j=1xj and⊗
d−1
j=1yj are linearly dependent. Hence span(xj) =
span(yj) for j ∈ [d − 1]. Lemma 8.6 yields that xd and yd linearly dependent. So
span(xd) = span(yd). Apply Lemma 8.6 to A = A(S)
⊤, Ak = A(Tk)
⊤, k ∈ N. It
then follows that S = (⊗d−1j=1xj) ⊗ z + F ⊗ xd for some F ∈ ⊗
d−1Fn. Furthermore
span(xd, z) = Range A(S). As xd and z are linearly independent and S symmetric it
follow that⊗d−1j=1,F ∈ S
d−1
F
n. Hence span(x1) = · · · = span(xd−1) = span(x). Thus
⊗d−1j=1xj = t⊗
d−1 x. By considering the unfolding of S in another mode we deduce
that span(xd) = span(x). Observe next that rank F > 1. Otherwise rank S ≤ 2
which contradicts our assumptions. Lemma 8.6 yields that F is a limit of linear
combinations of ⊗d−1j=1xj,k and ⊗
d−1
j=1yj,k. Hence brankFF ≤ 2. As rank F > 1 it
follows that brankF F = 2. In summary we showed:
S = ⊗d−1x⊗ z+ F ⊗ x, (8.12)
span(x, z) = Range A(S), F ∈ Sd−1Fn, brankF F = 2.
We now prove the following claim: Assume that S ∈ SdFn, rank A(S) = 2 <
rank S. Suppose furthermore S is a limit of linear linear combinations of⊗dj=1xj,k,⊗
d
j=1yj,k,
where the the following limit exist and satisfy:
lim
k→∞
1
‖xj,k‖
xj,k, lim
k→∞
1
‖yj,k‖
yj,k ∈ span(x) for j ∈ [d]. (8.13)
Then (8.4) holds.
We prove the claim by induction on d. Assume first that d = 3. Observe first
that two dimensional subspace Range A(S)⊤ = span(a, c), as given by Lemma 8.6, is
in S2Fn. i.e. the space of symmetric matrices. Lemma 8.6 yields that F is a limit of
linear combinations of x1,k⊗x2,k and y1,k⊗y2,k. As limk→∞
1
‖x1,k‖‖x2,k‖
x1,k⊗x2,k =
tx ⊗ x it follows that Range A(S)⊤ contains rank one matrix x ⊗ x. Lemma 8.6
yields that Range A(S)⊤ contains a rank two matrix of the form x⊗ f+g⊗x. Since
this matrix is symmetric it is of the form cx ⊗ x+ x⊗ u+ u⊗ x for some scalar c
and u ∈ Fn which is linearly independent of x. Hence F = dx⊗x+x⊗v+v⊗x for
v = du, d 6= 0. As rank A(S) = 2 it follows that span(x,v) = span(x, z). Therefore
we showed that
S = ax⊗ x⊗ x+ bx⊗ x⊗ v+ c(x⊗ v + v ⊗ x)⊗ x.
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Interchange the last two factors in S to deduce that 0 = (b−c)(x⊗x⊗v−x⊗v⊗x).
Hence b = c and (8.4) holds for d = 3.
Assume now that (8.4) holds for d = p and suppose that d = p + 1. Consider
(8.12). Suppose first that 2 < rank F . Then the induction hypothesis applies to F .
Hence F is of the form (8.4) and
S = ⊗px⊗ z+ (a⊗p x+ b
p−1∑
j=0
⊗jx⊗ y ⊗ (⊗p−1−jx))⊗ x, b 6= 0.
Note that Range A(S) = span(x,y) = span(x, z). Hence
S = a′ ⊗p+1 x+ c⊗p x⊗ y + b
p−1∑
j=0
⊗jx⊗ y ⊗ (⊗p−jx).
Interchange the last two factors in S to deduce that (c−b)⊗p−1x(x⊗y−y⊗x) = 0.
Hence b = c and S is of the form (8.4).
It is left to consider the case where F is a symmetric tensor of rank two. So
rank F = 2. Hence rank A(F) = 2. Theorem 3.1 yields that F = s ⊗p u +
t ⊗d v, were s, t = ±1, and this decomposition is unique. (The ± are needed if
F = R and p is even.) Clearly, span(u,v) = Range A(S). It is enough to assume
that n = 2. Recall that A(F) is a limit of a linear combinations of two rank one
matrices: x1,k(⊗
p
j=2xj,k)
⊤,y1,k(⊗
p
j=2yj,k)
⊤, k ∈ N. The assumption (8.13) implies
that we can use Lemma 8.6. Hence F = x⊗ G + g ⊗ (⊗p−1x). Therefore ⊗p−1x ∈
span(⊗p−1u,⊗p−1v). We claim that this possible if and only if either span(x) =
span(u) or span(x) = span(v). Suppose to the contrary that span(x) 6= span(u) or
span(x) 6= span(v). So ⊗p−1x = s⊗p−1u+ t⊗p−1v. Clearly st 6= 0. Let φ : F2 → F
be a nonzero linear functional such that φ(x) = 0. Let Ψ : ⊗p−1F2 → ⊗p−2F2 be
the linear mapping of the form given above: Ψ(⊗p−1j=1wj) = φ(w1)⊗
p−1
j=2 wj. So
0 = Ψ(⊗p−1x) = sφ(u)⊗p−2 u+ tφ(v)⊗p−2 v.
This is impossible since u and v are linearly independent. Thus we can assume that
span(v) = span(x), T = s⊗p u+ t′ ⊗p x and z ∈ span(u,x). Thus
S = a⊗p+1 x+ b⊗p x⊗ u+ s⊗p u⊗ x.
As rank S = 3 it follows that S ′ := S − a ⊗p+1 x is a symmetric tensor of rank
two. Theorem 3.1 claims that the decomposition S ′ = b ⊗p x ⊗ u + s ⊗p u ⊗ x is
unique and ⊗px ⊗ u,⊗pu⊗ x are symmetric tensors. So span(u) = span(x) which
contradicts our assumption that u and x are linearly independent. ✷
8.3 Approximation of symmetric tensors
Define on ⊗dFn the standard inner product:
〈P,Q〉 :=
∑
ij∈[n],j∈[d]
pi1,...,idqi1,...,id , P = [pi1,...,id ],Q = [qi1,...,ip ] ∈ ⊗
d
F
n.
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Observe that 〈⊗dj=1xj ,⊗
d
j=1yj〉 =
∏d
j=1〈xj ,yj〉. Assume that k ∈ [1, d− 1]. Denote
by Gr(k,Fn) the Grasmannian manifold of k-dimensional subspace in Fn. Let
Gr(k, d,Fn) := {⊗dj=1Uj , Uj ∈ Gr(k,F
n), j ∈ [d]}.
For a given ⊗dj=1Uj denote by P⊗dj=1Uj
: ⊗dFn → ⊗dj=1Uj the orthogonal projection
of ⊗dFn on ⊗dj=1Uj . A best k-approximation of T ∈ ⊗
d
F
n is each tensor T ⋆
satisfying
min
⊗dj=1Uj∈Gr(k,d,F
n)
‖T −P⊗dj=1Uj
(T )‖ = ‖T −T ⋆‖, T ⋆ = P⊗dj=1U⋆j
(T ),⊗dj=1U
⋆
j ∈ Gr(k, d,F
n).
See [14, 16]. The results of [15] yield that T ⋆ is unique for T outside of a semi-
algebraic set of dimension less than the real dimension of ⊗dFn. The analog of
Comon’s conjecture is:
Conjecture 8.7 Let n − 1, d − 1 ∈ N, k ∈ [d − 1] and S ∈ SdFn. Then a best
k-approximation of S can be chosen to be a symmetric tensor.
This conjecture is known to hold in the following cases: For d = 2 it is a consequence
of Singular Value Decomposition. For k = 1 and d > 2 it follows from Banach’s the-
orem [2]. See [13] for F = R. Similar arguments combined with Banach’s theorem
yield the case F = C. It is shown in [14] that for F = R there is a semi-algebraic set
in SdRn of dimension dim SdRn for which the conjecture holds.
Acknowledgment : I thank Lek-Heng Lim for bringing my attention to Comon’s
conjecture, to Joseph M. Landsberg and the anonymous referees for their useful
comments.
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