Abstract. This paper presents error patterns built on the basis of our comparative analysis of American English and Mexican Spanish phonemes and allophones which can be applied in designing the error detection module of a Computer Assisted Pronunciation Training (CAPT) System for teaching American English pronunciation to Mexican Spanish speakers. Error identification is important for an adequate choice of correcting techniques which improves English pronunciation acquisition and helps learners to develop less accented speech. Since automatic individual error detection remains a highly complex computational task, error patterns can enhance the system performance and improve its precision. To the best of our knowledge, error patterns in American English speech generated by Mexican Spanish speakers has not been defined in previous work which was done mainly for Castilianoriginated standard Spanish.
Introduction
In second language (L2) learning, it is very important to acquire reasonably correct pronunciation. We consider reasonably correct pronunciation because, speaking in terms of general public, it is very hard to develop perfect, native-like L2 pronunciation. Usually, some accent is acceptable whenever the speech of an L2 learner is comprehensible to L2 native speakers. Correct pronunciation is important not only for L2 learners to be understood adequately, but also for them to understand L2 native speakers. It is a typical problem in L2 learning process that a learner can speak and read, but it becomes a real pain in the neck when it comes to listening comprehension of real-life everyday speech which is usually characterized by high speech, sound reduction, and phonetic variation. Here, the acquisition of correct pronunciation can help since the articulatory and auditory systems are interconnected. A learner is hardly able to recognize a sound which she has never produced due to its absence in her first language (L1). So if a learner has acquired the correct articulation of an L2 sound in its isolate position and in combinations, and has devoted sufficient time to practicing its production, she will be able to recognize it in fluent L2 speech. present error patterns determined on the basis of our comparative analysis of AE and MS phonemes and allophones, and Section 7 outlines conclusions and future work.
Errors in the Process of Second Language Acquisition
Traditional language courses teach pronunciation and auditory recognition of second language phonemes using four basic steps listed as follows, each step is termed twice: first, using general pedagogic terminology, and second, referring to the processes in an intelligent tutor system designed to implement these steps. At
Step 1, which may be called explanation (input), the teacher describes what position the articulatory organs must take and how they must move in order to produce the target sound or sound combination. At Step 2, imitation (output), the learner listens to words with the target sound and repeats them. At Step 3, adjustment (feedback), the teacher identifies, explains, and corrects errors of the learner with relevant exercises until production of the target sound is appropriate depending on the orientation of the course and the learner's level. At Step 4, recognition (assessment), the learner listens to input and discriminates words with the target sound and words without it.
Special attention is paid to correcting the learner's errors at Step 3. Making first articulatory attempts in L2, learners almost always make errors, especially if the phoneme they are practicing at the moment is not present in their L1. In fact, committing and correcting errors is a common aspect of the language learning process. Therefore, it is important for a human teacher or a computer tutoring system to identify errors in the learners' speech, to explain the causes of such error and to offer adequate corrective exercises.
Speaking about intelligent tutor systems, we should mention that their error detecting capacity remains an open question in computer science. Notwithstanding the impressive technological advance we are witnessing now, CAPT systems still require further improvement. The system's capacity to detect errors in the speech of the learner and to offer a relevant feedback -activities performed at Step 3 of the teaching/learning process-is an issue of ongoing research.
In this paper, we focus on this important challenge and address it by defining error patterns to be implemented in the error detection module of a CAPT system to teach American English (AE) pronunciation to native speakers of Mexican Spanish (MS). On the other hand, the same error patterns can be used in the tutor module of a CAPT system in the manner which prevents possible errors and develops new sound generation and auditory recognition skills on the foundation of similar L1 sounds. We believe that such approach will make the process of pronunciation acquisition conscious at all stages (important mostly for adult learners) and free of stress and awkward feelings caused by the fact that learners face the necessity of generating sounds completely alien to them.
CAPT Systems
As it was mentioned in the Introduction, Computer Assisted Language Learning (CALL) in general and Computer Assisted Pronunciation Training (CAPT) in particular expand to a great degree opportunities for learners to study independently in a non-judgmental context at their own pace and their preferred location, to view and/or review any part of the materials, to enjoy a variety of practice and to get an individualized corrective feedback.
In this work we are interested in CAPT applications oriented at teaching English as a second language. Although the advantages of such applications are beyond doubt, there are some issues which have not been efficiently resolved yet [9] . These problems include a lack of pedagogical foundation, an emphasis on practicing pronunciation of individual words outside of their context and not in connected speech, insufficient training of suprasegmental features of pronunciation (stress, tone, word juncture) as well as a poor quality of feedback.
The main reason why computer feedback sometimes fails to provide meaningful and relevant assistance to learners is a high complexity of the task which a system has to solve: it must be able to process the learner's speech, identify the pronounced words/phrases and detect errors in them. The area of computer science which deals with these and similar tasks is called Automatic Speech Recognition (ASR), and automatic error detection is a part of ASR.
Quite a lot of research effort has been devoted to solve speech recognition problems; the interested reader may consult some recent ASR advances in [4, 17] . Also, there have been a number of attempts to apply ASR results in CAPT systems perusing the two-sided objective: phonemic recognition of the learner's speech and overall pronunciation assessment or individual error detection [6, 16] ; the results obtained at this step are used by the system to generate corrective instructions to the learner. In spite of a progress in improving the quality of computer produced feedback, it is still not as satisfactory as it is expected to be. This work is another attempt to deal with the issue of automatic error detection in CAPT systems in order to improve the precision of the CAPT system feedback.
Usually, in the architecture of CAPT systems, the function of error detection is represented by a separate module. Now we will describe the overall design of such system, explain the functions of each basic module of the system and in Section 5 devoted to error detection we will discuss state of the art techniques implemented in the error detection module of modern CAPT systems.
The basic architecture of a CAPT system includes four principal modules shown in Figure 1 . The modules of the system interact with the human learner through interface.
The tutor module simulates the English teacher; its functions are as follows: determine the level of the user (Mexican Spanish speaking learner of English pronunciation in our work); choose a particular training unit according to the learner's prior history stored in the learner's module as data introduced previously via the learner's personal account in the system; present the sound or group of sounds corresponding to the chosen training unit and explain its articulation using comparison and analogy with similar sounds in Mexican Spanish; perform the training stage supplying the learner with training exercises, determining her errors, generating necessary feedback, and selecting appropriate corrective drills; evaluate the learner's performance; store the learner's scores and error history in the learner's module.
The learner module models the human learner of English; it contains the learner's data base which holds the following information on the learner's prior history: training units studied; scores obtained; errors detected during the stage of articulation training and the auditory comprehension stage. The domain module contains the knowledge base consisting of two main parts: patterns of articulation and pronunciation and auditory perception error patterns characteristic of MS speakers as well as individual error samples; presentation and explanations of sounds, exercises for training articulation and auditory comprehension.
The ASR module is responsible for recognition of the learner's speech. The error detection module processes the output of the ASR module and identifies pronunciation errors.
Automatic Speech Recognition in CAPT Systems
The basic goal of Automatic Speech Recognition (ASR) is to take an acoustic waveform as input and produce a string of words as output. Such analysis involves segmentation of fluent speech into units called phones.
A phone is a speech segment with distinct physical and perceptual (articulatory, acoustic, auditory) features which is a basic unit of phonetic speech analysis, in other words, as we view it, it is a speech sound. The term phone is preferred to sound in ASR literature although in our opinion both words denote the same entity.
To represent phones, a phonetic alphabet is used. There exist a number of phonetic alphabets, and in this work we use the IPA (International Phonetic Association) phonetic alphabet; see Handbook of the International Phonetic Association [8] . The official website of IPA is at http://www.langsci.ucl.ac.uk.
Another important concept used in ASR is a phoneme which is a "contrastive segment" of speech. The word contrastive means that one segment (a phoneme) contrasts with other segments "to make a change in meaning" [3: Automatic speech recognition is a complex process consisting of several stages. In summary, a speech signal is first processed to be represented in a computer (this part is called signal processing), and then such representation is analyzed with the purpose of determining to which word or words a given signal corresponds (this part is called signal decoding). Now, in a more detailed overview, the ASR process can be described by four steps which we are going to discuss now. Each step is considered in a separate subsection. Figure 2 presents a diagram of the four ASR steps.
4.1
Step 1: Speech Waveform Segmentation
At the first stage, a speech signal -an acoustic waveform-is processed to be represented in a computer system. For speech processing, various methods, analog and digital, are used. A common approach is to view a speech signal as a function of time.
However, there are many factors involved in speech production, and speech characteristics change constantly. But if we cut a speech signal into very small intervals of 5 to 25 ms, speech characteristics can be viewed as constants, and intervals of analysis can be mapped to individual phones (at the next stage of ASR).
So at the stage of signal processing, an acoustic waveform is segmented into small pieces called frames. The length of a frame is called the window length. The latter is a parameter, it can be set depending on what information we want to extract from a signal. Also, at this stage which is called the segmentation stage, slices are made in such a way that there is usually a 50% of overlap between two succeeding frames.
4.2
Step 2: Speech Parametrization
At the second stage, each frame is represented by means of a speech vector, or a spectral feature vector. The purpose of this step is to present the speech waveform under analysis in a compact form and to extract information necessary and sufficient to distinguish one phone (of the inventory, usually about 40 for the English language) from another and filter out acoustic information characteristic of individual speakers.
Fig. 2. Automatic speech recognition basic steps
Here we are interested in creating the general acoustic image of a phone "on average", independent of peculiarities of individual pronunciation. This stage of speech processing is called the speech parametrization stage, or the encoding stage.
Various algorithms exist for speech parametrization; the most frequently used of them as well as the simplest one is the procedure based on Mel-frequency cepstral coefficients (MFCCs). The output of this algorithm is a feature vector whose dimensionality is about 40.
4.3
Step 3: Phone Recognition
At the third stage of ASR, speech vectors are mapped to phones or groups of phones; therefore, this stage is called the phone recognition stage. Here, statistical techniques are used such as neural networks or Gaussian models. However, the most common technique used for estimation phone likelihoods is Hidden Markov Models. The underlying idea is to calculate the probabilities for each frame to correspond to each phone in the inventory.
Step 4: Decoding
The final stage of ASR is called the decoding stage. Now, the probabilities calculated at the previous stage are used to determine to which word in the dictionary a given signal corresponds. At this stage a Viterbi Decoder or a Stack Decoder is used. The input to the decoder is an acoustic model of the utterance to be recognized, a pronunciation dictionary, and a language model. Language model is usually an ngram model built on a sufficiently large text corpus. The output of the decoder is the recognized word or words.
Error Detection in CAPT Systems
In modern CAPT systems, there are two approaches to the learner's pronunciation evaluation and error detection [6] . According to the first approach, the system performs an overall learner's pronunciation evaluation and calculates a measure of pronunciation assessment. Within the frame of the second approach, called individual error detection, the system detects particular errors of a learner which is a much more difficult issue compared to the first approach due to computational complexity of the ASR task in general and unresolved problems of individual sound recognition in particular, so this issue is still an open question and an area of ongoing research.
Pronunciation Assessment
Pronunciation assessment is an evaluation of overall impression of the L2 learner's fluent speech. The best known measure is Goodness of Pronunciation (GOP) proposed by Witt [24] . GOP gives a score for each phone of an utterance. To calculate the scores, the GOP algorithm uses the orthographic transcription of the pronounced utterance under analysis and a set of Hidden Markov Models which determine the likelihood ( ( ) | ) of the acoustic segment ( ) corresponding to each phone . Then, the quality of pronunciation for any phone is the duration normalized log of the posterior probability ( | ( ) ) that the speaker uttered phone given the corresponding acoustic segment ( ) :
where is the set of all phone models and ( ) is the number of frames in the acoustic segment ( ) . If it is assumed that the likelihood of all phones is the same, i.e., ( ) = ( ), and that the sum ∑ ( ( ) | ) ∈ ( ) can be approximated by its maximum, the formula becomes
Individual Error Detection
Up to now, attempting to develop a good performance technique for individual error detection, researches have suggested a number of strategies, most representative of which are briefly reviewed in this section. Weigelt et al. [22] used decision trees to discriminate between voiceless fricatives and voiceless plosive using three measures of the waveform. The authors did not apply their results directly to error detection although such application was implied. Later, this method was applied by Truong et al. [21] to identify errors in three Dutch sounds /A/, /Y/ and /x/, often pronounced incorrectly by L2-learners of Dutch. The classifiers used acoustic-phonetic features (amplitude, rate of rise, duration) to discriminate correct realizations of these sounds. Truong et al. [21] also used classifiers based on Linear Discriminant Analysis (LDA) obtaining good results. Strik et al. [20] is another work which experimented with the method in [22] and compared it to other three methods, namely, Goodness of Pronunciation, Linear Discriminant Analysis with acoustic-phonetic features, and Linear Discriminant Analysis with melfrequency cepstrum coefficients. The analysis was done for the same three Dutch sounds as in [21] .
Error detection task was studied for languages other than Dutch. Zhao et al. [26] used Support Vector Machines with structural features to identify Chinese pronunciation errors of Japanese learners. Decision tree algorithm was used in the work of Ito et al. [10] to identify English pronunciation errors in the speech of Japanese native speakers. The same task was pursued for Korean learners of English in the work of Yoon et al. [25] using a combination of confidence scoring at the phone level and landmark-based Support Vector Machines. Menzel et al. [14] used the confidence scores provided by a HMM-based speech recognizer to localize English pronunciation error of Italian and German speakers.
It is natural that English as a second language attract attention of researchers who are speakers of other languages. In our work, we are interested in error detection to be implemented in an L2-English pronunciation training system for Mexican Spanish native speakers. For the error detection module of the system we have chosen an approach of error pattern definitions on the basis of comparative analysis of the sound systems of the two languages. Since errors in the patterns have higher probability of occurrence, this fact can improve the overall accuracy of the automatic error detection which by now is not at all satisfactory in state of the art pronunciation training software (see criticism of CAPT systems by Neri et al. [16] ).
Error Patterns for CAPT Systems
Meanwhile the task of individual error detection in any language remains highly complex and not resolved to a satisfactory degree, most state of the art CAPT systems have been designed for pairs of languages, of which one language is usually the native language of a learner, and the other is the second language she is mastering with the help of the CAPT system. In such case, individual error detection is facilitated by the knowledge of typical errors the learner can make. Typical errors can be encountered theoretically and/or empirically. Theoretical error identification is performed by means of a comparative phonetic analysis of sounds, usually phonemes, and empirical error detection is done based on a study of learner corpora [7] .
For example, English learner corpora include recorded interviews, read texts, conversations and other samples of spoken English produced by non-native English speakers. A recognized and oft-used English learner corpus is Louvain International Database of Spoken English Interlanguage (LINDSEI, at http://www.uclouvain.be/ en-cecl-lindsei.html). This corpus contains oral data produced by advanced learners of English from several mother tongue backgrounds including Bulgarian, Chinese, Dutch, French, German, Greek, Italian, Japanese, Polish, Spanish, and Swedish. It includes almost 800,000 words produced by learners, which represents 554 interviews corresponding to more than 130 hours of recording.
In this paper, we define error patters according to the comparison of American English and Mexican Spanish sounds at the level of allophones which takes into account phonetic processes in both languages. In state of the art works on this theme, analyses are made typically at the level of phonemes only. However, a speaking person does not produce phonemes (abstract units with the capability of distinguishing meaning), but allophones, i.e., realizations of phonemes in real speech.
Certainly, there exist a very big number of allophones due to language variability depending on phonetic processes, individual articulatory characteristics of a person, his or her educational level, social status, location, age, etc., and it is not feasible to identify all of such allophones and use them in CAPT systems. However, concerning allophones and their acquisition in the process of L2 learning, most frequently met allophones in standard speech should be selected. For American English, General American accent is considered most standard, neutral and free of regional, ethnic or socioeconomic features; it is spoken in many American movies, news, television productions, commercial advertisements, radio programs. Concerning Mexican Spanish pronunciation, the language spoken in university auditoriums, theatre, and mass media is also accepted as the standard accent.
In the next subsection we present the inventory of most frequent allophones of American English (AE) and Mexican Spanish in their standard accents mentioned above, indicating phonemes as well since they are a commonly used tool in L2 pronunciation teaching. Phoneme symbols are given in forward slashes and allophone symbols are put in brackets. Allophones which are pronounced exactly as phonemes are not given, so the sound pronounced as a phoneme can be viewed as the principal allophone of the phoneme. After each phoneme followed by an example word, we give only those most common allophones which acquire additional articulatory and auditory features and thus differ to various degrees from the principal allophone.
The AE and MS phonemes are grouped according to two usual categories, i.e., vowels and consonants; each category is given in its respective subsection. Within each subsection, the phonemes are ordered according to their characteristics, not according to language. This is done with the purpose to show similarities and differenced between AE and MS phonemes and allophones.
We compiled this inventory of phonemes and allophones based on our study of the state of the art works on English and Spanish phonology and phonetics by Whitley [23] , Avery and Ehrlich [1] , Edwards [5] , Quilis [19] , Moreno de Alba [15] , Pineda, Castellanos, Cuétara, Galescu, Juárez, Llisterri, Pérez and Villaseñor [18] . 
Inventory of AE and MS Vowel Phonemes and Allophones

Vowels
 MS high-front /i/
Error Patterns
In this section we give error patterns (which can be called pronunciation variations or error rules as well) which may operate in English speech generated by a L2 English learner whose mother tongue is Mexican Spanish. We built the rules given below based on a comparative analysis of American English and Mexican Spanish phonemes and allophones. This analysis is theoretic; in future we plan to validate these rules empirically by means of a comparative phonetic analysis of words/texts read by American English native speakers and L2 English learners with L1 Mexican Spanish.
Errors can be made due to similarities and/or differences of the spelling rules of two languages. In this work we considered only phonetic aspects without taking into account orthographic stereotypes of MS learners of AE.
The rules are given in two subsections, one for the vowels and the other for the consonants. The rules are represented according to the following patterns: on the lefthand side of a rule an AE sound is given; then, on the right-hand side of a rule, after an arrow, the MS sounds are given which may substitute the AE sound in English pronunciation of an MS speaker. If there is more than one MS sound which can substitute an AE sound, then such MS sounds are separated by a vertical bar (|). If two or more MS sounds are used to substitute an AE allophone, these MS sounds are combined using a plus (+) symbol. If in the latter combination of MS sounds one or more sounds can vary, the variation are separated by a vertical bar (|).
In some cases, an AE sound on the left-hand side of a rule looks exactly the same as an MS sound on the ride-hand side of the rule; for example, "Voiced bilabial nasal /m/ → voiced bilabial nasal /m/" (rule No. 22 in Section 6.2.2). Speaking in practical terms of acceptable pronunciation, it can be said, than the /m/ sound is pronounced correctly by an MS speaker. However, the MS /m/ is not exactly the same as the AE /m/, since the overall position of the speech organs are different in AE and MS. In spite of that, for teaching purposes, the AE /m/ can be considered the same as the MS /m/. 
Conclusions and Future Work
In this article, we presented error patterns built on the basis of our comparative analysis of American English and Mexican Spanish phonemes and allophones. These error patterns (or error rules) can be applied in designing the error detection module of a Computer Assisted Pronunciation Training (CAPT) System for teaching American English pronunciation to Mexican Spanish speakers. Since individual error detection or localization for any language in general is a very difficult computational task in the area of automatic speech recognition, our error rules can help to improve the precision of error identification in intelligent tutor systems for teaching American English pronunciation.
To the best of our knowledge, error patterns in American English speech generated by Mexican Spanish speakers has not been defined in previous work which was done mainly for Castilian-originated standard Spanish. Moreover, the state of the art analysis was done for phonemes, and in this work we performed our analysis for the most common allophones of the phonemes. It is a significant contribution to the field, as allophones, not phonemes, are sounds generated in real-life speech, and a good mastering of allophones is what produces a less accented speech of an L2 English learner.
Also, error patterns can be implemented in automatic less-accented speech generation as well as in automatic error correction systems.
In future, we plan to empirically verify the theoretically derived error patterns in this work on the material of an English learner corpus including speech generated by Mexican Spanish native speakers.
