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plex plane
of polynomials known to have a curved majorant on a given elH'pse.
These so-called Bernstein type inequalities are closely connected with certain constrained Chebyshev approximation problems on ellipses.
We also present some new results t'or approximation problems of tiffs type.
INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
A classical result due to Bernstein [1] is Ip(c)l_<JI1 -c_l 2 R'_+_ + foran c --c(-r,R).
Here c 6 C \ [-1,1] is arbitrary and parametrized in the form 1(1) i (1) .
(1.5) c=c(7,R):=_ n-_ cos7+_ R-_ s,n7, 0<7<2_, R> 1.
Here and in the sequel, 
PRELIMINARIES
In this section, we introduce some further notation and list some auxiliary results.
In the sequel, it is always assumed that k = 0, 1,... and , > 1. Moreover, let n E IN 
Finally, we collect some discrete orthogonality relations which will be used in the next section.
Roland Freund and Bernd Fischer
Proof. The proofs of a) -c) and e) are straightforward. For example, in view of
Parts b), c), and e) follow similarly. For part d), apply the well-known identity (see e.g.
[15,p. 75])
.+1 -
for _ = k¢/(n + 1). • 
A WEIGHTED
is optimal for (3.1).
For purely imaginary c and, again, r = 1, Freund [5] showed that the extremal polynomial for (3.1) is a suitable combination of u,_(z;e),u,_x(z;c), and u,__z(z; c) (compare (1.7) and (1.6)). We are not aware of any other cases for which the solution of (3.1) is explicitly known.
In this section, we will derive conditions for the polynomials (3.3) to be optimal for (3.1) in the general case r > 1 and c E C \ £r. Our main tool is mvlin and Shapiro's characterization [14] of the best approximation for general linear approximation problems.
Recall (see (2.5) and (2.6)) that II_'cu,lle, is attained just for the points zz, I = 0,... ,2n+l, is two dimensional and given by with d_ defined in (2.2).
Note that the sign of al still depends on the choice of the free parameters # and _" in (3.8 ,_(z; c) is optimal for all R > r. In accordance with these observations, we obtained the following results.
Theorem

3.7.
Let n E /IV, r > 1, and c = c(7, R) . H R > r(65r' -1)/(r' -1), then un(z; c) is the unique optimal poIynornial t'or (3.1).
Theorem
3.8.
Let n E IV, and c = c(7, R ). There exists a number r*(n) > 1 such that, for an 7 = 7-, = (m + l/2)_/(n + 1), m = 0,1,...,2n + 1, =d R > _ >__ r*(n), u,(z; c) is the unique optimal polynomlal t'or (3.1) .
Note that for fixed 7m the points Finally, for the special case of real c, we will prove in the next section the following 1 "
/,From (4.6) one easily deduces that for the derivatives of ft 2sin2((m-1)Tr/(2(n + l))) ifm-/isodd. F_,(c) := 4c2a,,a,,+l -4ea_,a,,+2 + a,,+,(a,,+2 -a_) > 0, v = 1,2,...,n-1.
One easily verifies that c* is larger than the zeros of Fv, and this completes the proof of part a).
Finally, we turn to the proof of part b). Let a > 1 be arbitrary, but fixed. Using Thus, tjk < 0 if j > (n + 1/2)/2 (e.g. j = n), k < (n -1/2)/2 (e.g. k = 0), a sufficiently large, and e.g. c -a < 1. This concludes the proof. • ACKNOWLEDGEMENT Part of this work was done while the authors were visiting the Computer Science Department of Stanford University. We would llke to thank Gene Golub for his warm hospitality.
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