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Abstract
The present paper studies concentration phenomena of semiclassi-
cal approximation of a massive Dirac equation with general nonlinear
self-coupling:
−i~α · ∇w + aβw + V (x)w = g(|w|)w .
Compared with some existing issues, the most interesting results ob-
tained here are twofold: the solutions concentrating around local min-
ima of the external potential; and the nonlinearities assumed to be
either super-linear or asymptotically linear at the infinity. As a con-
sequence one sees that, if there are k bounded domains Λj ⊂ R3 such
that −a < minΛj V = V (xj) < min∂Λj V , xj ∈ Λj , then the k-families
of solutions wj
~
concentrates around xj as ~ → 0, respectively. The
proof relies on variational arguments: the solutions are found as criti-
cal points of an energy functional. The Dirac operator has a continu-
ous spectrum which is not bounded from below and above, hence the
energy functional is strongly indefinite. A penalization technique is
developed here to obtain the desired solutions.
Mathematics Subject Classifications (2000): 35Q40, 49J35.
Keywords: Dirac equation, semi-classical states, concentration.
1 Introduction and main result
This paper is motivated by some works appeared in recent years concerning
the nonlinear Dirac equation
(1.1) − i~∂tψ = ic~
3∑
k=1
αk∂kψ −mc
2βψ −M(x)ψ + f(x, |ψ|)ψ
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for (t, x) ∈ R × R3. Here c is the speed of light, ~ is Planck’s constant, m
is the mass of the electron and α1, α2, α3 and β are 4 × 4 complex Pauli
matrices:
β =
(
I 0
0 −I
)
, αk =
(
0 σk
σk 0
)
, k = 1, 2, 3,
with
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The external fields M(x) and f(x, |ψ|) in (1.1) arise in mathematical models
of particle physics, especially in nonlinear topics. They are inspired by ap-
proximate descriptions of the external forces involve only functions of fields.
The nonlinear self-coupling f(x, |ψ|), which describes a self-interaction in
Quantum electrodynamics, gives a closer description of many particles found
in the real world. Typical examples can be found in the self-interacting scalar
theories, where the nonlinear function f can be both polynomial and non-
polynomial (that includes the cases: |ψ|λ, sin |ψ| etc.). Various nonlinearities
are considered to be possible basis models for unified field theories (see [19],
[20], [23] etc. and references therein).
Owning to the representation of (1.1), we are interested in solutions
of the form ψ(t, x) = exp(iξt/~)ϕ(x) which are called the standing waves
(stationary states). It is easily checked a ψ of this form satisfies equation
(1.1) if and only if ϕ solves
(1.2) − ic~
3∑
k=1
αk∂kϕ+mc
2βϕ+
(
M(x) + ξ
)
ϕ = f(x, |ϕ|)ϕ .
Dividing (1.2) by c, we are led to study the equation of the form
(1.3) − i~
3∑
k=1
αk∂kϕ+mcβϕ+ V (x)ϕ = g(x, |ϕ|)ϕ .
Initiated by [10], the case V (x) ≡ 0 and g(x, |ϕ|) = P (x)|ϕ|p−2 for p ∈ (2, 3)
with a given external potential P (x) is considered and a global variational
technique is developed to show the least energy solution exists provided that
~ is sufficiently small and the solution concentrates around the maxima point
of P as ~ → 0. This method and result were later generalized jointly with
co-authors in [11, 12, 13] to competing potentials and critical nonlinearities,
that is
(1.4) V (x) 6≡ 0 , min
x∈R3
V (x) < lim inf
|x|→∞
V (x) ,
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and g(x, |ϕ|) ∼ P (x)(|ϕ|p−2 + |ϕ|) for p ∈ (2, 3). As was shown in [11,
12, 13], the semi-classical solutions concentrate around some certain points
that depend on both linear and nonlinear potentials. Further investigations
on the existence of solutions concentrating at certain points to nonlinear
Dirac equations (including Maxwell-Dirac systems and Klein-Gordon-Dirac
systems) under different conditions have also appeared in [15, 16, 17].
The method mentioned above basically depends on the global condition
of the external potentials (see for example (1.4)). An interesting question,
which motivates the present work, is whether one can find solutions which
concentrate around local minima (or maxima) of a external potential.
As we will see, the answer is (or at least partially) affirmative. For small
~, the solitary waves are referred to as semi-classical states. The physical
interpretation of such states is the following. One of the basic principles
of quantum mechanics is the correspondence principle, according to which
when ~→ 0, the laws of quantum mechanics must reduce to those of classical
mechanics. To describe the transition from quantum to classical mechan-
ics, the existence of solutions ϕ~, ~ small, possesses an important physical
interest. In the present paper, denoted by ε = ~, α = (α1, α2, α3) and
α · ∇ =
∑3
k=1 αk∂k, we are concerned with the following stationary nonlin-
ear Dirac equation
(1.5) − iεα · ∇w + aβw + V (x)w = g(|w|)w , for w ∈ H1(R3,C4)
where a = mc > 0 is constant.
Let us assume the external linear potential satisfies
(V1) V is locally Hölder continuous and max |V | < a.
And for the nonlinear fields, by writing G(s) :=
∫ s
0 g(t)t dt, we begin with
the sup-linear case:
(g1) g(0) = 0, g ∈ C
1(0,∞), g′(s) > 0;
(g2) (i) there exist p ∈ (2, 3), c1 > 0 such that g(s) ≤ c1(1 + s
p−2) for
s ≥ 0;
(ii) there exists θ > 2 such that 0 < G(s) ≤ 1θg(s)s
2 for all s > 0;
(g3) the function s 7→ g
′(s)s+ g(s) is nondecreasing.
Our first result is as follows
Theorem 1.1. Suppose (V1) and (g1)-(g3) are satisfied. Assume additionally
that there is a bounded domain Λ in R3 such that
(1.6) c := min
Λ
V < min
∂Λ
V .
Then for all ε > 0 small,
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(i) a solution wε ∈ ∩q≥2W
1,q(R3,C4) to (1.5) exists;
(ii) |wε| possesses a (global) maximum point xε in Λ such that
lim
ε→0
V (xε) = c ,
and
|wε(x)| ≤ C exp
(
−
c
ε
|x− xε|
)
for certain constants C, c > 0;
(iii) setting vε(x) = wε(εx + xε), as ε→ 0, we have vε converges in H
1 to
a least energy solution of
−iα · ∇v + aβv + c v = g(|v|)v .
We mention that if (1.4) is assumed, then (1.6) is satisfied naturally.
So Theorem 1.1 can be seen as a local (or even a stronger) version of the
consequences proved in [12].
Our next result is concerned with the asymptotically linear case. Denoted
by Ĝ(s) := 12g(s)s
2 −G(s), the hypothesis (g2) will be replaced by
(g′2) (i) there exists b > max |V |+ a such that g(s)→ b as s→∞ ;
(ii) Ĝ(s) > 0 if s > 0, and Ĝ(s)→∞ as s→∞.
Our result reads as
Theorem 1.2. Suppose (V1), (g1), (g
′
2) and (g3) are satisfied. Let (1.6) be
satisfied for some bounded domain Λ ⊂ R3. Then for all ε > 0 small,
(i) a solution wε ∈ ∩q≥2W
1,q(R3,C4) to (1.5) exists;
(ii) |wε| possesses a (global) maximum point xε in Λ such that
lim
ε→0
V (xε) = c ,
and
|wε(x)| ≤ C exp
(
−
c
ε
|x− xε|
)
for certain constants C, c > 0;
(iii) setting vε(x) = wε(εx + xε), as ε→ 0, we have vε converges in H
1 to
a least energy solution of
−iα · ∇v + aβv + c v = g(|v|)v .
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To our knowledge Theorem 1.2 is the first concentrating result concerned
with asymptotically linear Dirac equation. Moreover, as mentioned before,
our assumption (1.6) is rather weak: no restriction on the global behavior
of V is required other than (V1). In particular, the behavior of V outside
Λ is irrelevant. On the other hand, hypotheses (g1)-(g3) are satisfied by a
large class of nonlinearities, which may appear in the self-interacting scalar
theories, including:
1. G(s) = sp with p ∈ (2, 3) for the super-linear case;
2. G(s) = b2s
2
(
1− 1ln(e+s)
)
for the asymptotically linear case.
Due to the above observations, we have an immediate consequence of our
main theorems:
Corollary 1.3. Suppose (V1), (g1), (g3) and either (g2) or (g
′
2) are satis-
fied. If there exist mutually disjoint bounded domains Λj j = 1, . . . , k and
constants c1 < c2 < · · · < ck such that
(1.7) cj := min
x∈Λj
V (x) < min
x∈∂Λj
V (x) .
Then for all ε > 0 small,
(i) there exist at least k solutions wjε ∈ ∩q≥2W
1,q(R3,C4) to (1.5), j =
1, . . . , k;
(ii) |wjε| possesses a (global) maximum point x
j
ε in Λj such that
lim
ε→0
V (xjε) = cj ,
and
|wjε(x)| ≤ C exp
(
−
c
ε
|x− xjε|
)
for certain constants C, c > 0;
(iii) setting vjε(x) = w
j
ε(εx+ x
j
ε), as ε→ 0, we have v
j
ε converges in H1 to
a least energy solution of
−iα · ∇v + aβv + cjv = g(|v|)v .
We remark here that in Corollary 1.3 the solutions can be separated
provided ε is small since Λj are mutually disjoint. Furthermore, if c1 in
(1.7) is a global minimum of V , then Corollary 1.3 describes a multiple
concentrating phenomenon generalizing the results in [12].
It is standard that (1.5) is equivalent to, by letting u(x) = w(εx),
(1.8) − iα · ∇u+ aβu+ Vε(x)u = g(|u|)u
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where Vε(x) = V (εx). We will in the sequel focus on this equivalent prob-
lem. The proofs of Theorem 1.1 and Theorem 1.2 are variational, and rely
upon a reduction argument and a linking structure of the energy functional
associate to (1.8). Since the functional is strongly indefinite, we have to
recover a compactness condition at some minimax level when ε is small. All
we do is to build a modification of the energy functional. In such a way, the
functional is proved to satisfy the so-called Cerami compactness condition.
And then, for ε sufficiently small, a solution associate to the linking level
is indeed a solution to the original equation. The modification of the func-
tional corresponds to a penalization technique "outside Λ", and this is why
no other global assumptions are required for V .
There have been enormous investigations on existence and concentra-
tion phenomenon of semi-classical states of nonlinear Schrödinger equation
arising in the non-relativistic quantum mechanics:
(1.9) ~2∆w − V (x)w + f(w) = 0 w ∈ H1(Rn) .
It is the first time, Floer and Weinstein, in [21], proved in the one dimensional
case and for f(w) = w3 that a single spike solution concentrating around
any given non-degenerate critical point of the potential V (x). Oh [28, 29]
extended this result in higher dimension and for f(u) = |u|p−1u (1 < p <
N + 2/N − 2). The arguments in [21, 28, 29] are based on a Lyapunov-
Schmidt reduction and rely on the uniqueness and non-degeneracy of the
ground state solutions of the autonomous problems:
−∆v + V (x0)v = f(v) v ∈ H
1(Rn) (x0 ∈ R
n) .
Subsequently, variational methods were found suitable to such issues and
the existence of spike layer solutions in the semi-classical limit has been
established under various conditions of V (x). Particularly, initiated by Ra-
binowitz [31], the existence of positive solutions of (1.9) for small ~ > 0 is
proved whenever
lim inf
|x|→∞
V (x) > inf
x∈Rn
V (x) .
And these solutions concentrate around the global minimum points of V
when ~→ 0, as was shown by Wang [34]. It should be pointed out that M.
Del Pino and P. Felmer in [7] firstly succeeded in proving a localized version
of the concentration behaviour of semi-classical solutions. In [7], assuming
inf V = V0 > 0 and (1.6) for some bounded domain Λ, the authors showed the
existence of a single-peak solution which concentrates around the minimum
points of V in Λ. Their approach depends on a penalization argument and
Mountain-pass theorem. Note that, since the Schrödinger operator −∆+ V
is bounded from below, techniques based on the Mountain-pass theorem are
well applied to the investigation. For further related results, we refer the
readers to [2, 3, 4, 5, 8, 24] and their references, moreover, for certain results
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on solutions with multiple spike patterns for Hamiltonian elliptic systems we
refer to [26].
It is quite natural to ask if certain similar results can be obtained for non-
linear Dirac equations arising in the relativistic quantum mechanics. Math-
ematically, the problems in Dirac equations are difficult because they are
strongly indefinite in the sense that both the negative and positive parts of
the spectrum of Dirac operator are unbounded and consist of essential spec-
trums. To this end, instead of the "Mountain-pass structure", we need a deep
insight into the linking structure of strongly indefinite functional ([30]). To
illustrate this point, we will see in Section 3 how local properties of V lead
to an essential linking structure of the strongly indefinite energy functional.
An outline of this paper is as follows: Section 2 is devoted to define the
modification of the functional needed for the proof of our main results, and
prove some preliminary results. In Section 3, we prove some auxiliary results
and linking structure. Theorem 1.1 and Theorem 1.2 are proved in Section
4.
2 The variational framework
In the sequel, by | · |q we denote the usual Lq-norm, and (·, ·)2 the usual
L2-inner product. Let H0 = −iα ·∇+aβ denote the self-adjoint operator on
L2 ≡ L2(R3,C4) with domain D(H0) = H1 ≡ H1(R3,C4). It is well known
that σ(H0) = σc(H0) = R\(−a, a) where σ(·) and σc(·) denote the spectrum
and the continuous spectrum. Thus the space L2 possesses the orthogonal
decomposition:
(2.1) L2 = L+ ⊕ L−, u = u+ + u−
so that H0 is positive definite (resp. negative definite) in L+ (resp. L−).
Let E := D(|H0|1/2) = H1/2 be equipped with the inner product
〈u, v〉 = ℜ(|H0|
1/2u, |H0|
1/2v)2
and the induced norm ‖u‖ = 〈u, u〉1/2, where |H0| and |H0|1/2 denote re-
spectively the absolute value of H0 and the square root of |H0|. Since
σ(H0) = R \ (−a, a), one has
(2.2) a|u|22 ≤ ‖u‖
2 for all u ∈ E.
Note that this norm is equivalent to the usual H1/2-norm, hence E embeds
continuously into Lq for all q ∈ [2, 3] and compactly into Lqloc for all q ∈ [1, 3).
It is clear that E possesses the following decomposition
(2.3) E = E+ ⊕ E− with E± = E ∩ L±,
orthogonal with respect to both (·, ·)2 and 〈·, ·〉 inner products. And remark-
ably, this decomposition of E induces also a natural decomposition of Lq for
every q ∈ (1,+∞):
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Proposition 2.1. Let E+ ⊕E− be the decomposition of E according to the
positive and negative part of σ(H0). Then, set E
±
q := E
±∩Lq for q ∈ (1,∞),
there holds
Lq = clq E
+
q ⊕ clq E
−
q
with clq denoting the closure in L
q. More precisely, there exists dq > 0 for
every q ∈ (1,∞) such that
dq|u
±|q ≤ |u|q for all u ∈ E ∩ L
q.
In Lq’s (for q 6= 2), by ⊕ we mean the topologically direct sum. Before
proving Proposition 2.1 we would like to introduce the following definition
for Multipliers (see [32, Chapter 4]) which plays an important role in our
arguments.
Definition 2.2. Let m be a bounded measurable function on Rn, we as-
sociate a linear operator Tm on L2 ∩ Lq by (Tmu)ˆ (ξ) = m(ξ)uˆ(ξ) where
uˆ denotes the Fourier transform of u. We say that m is a multiplier for
Lq (1 ≤ q ≤ ∞) if whenever u ∈ L2 ∩ Lq then Tmu ∈ Lq (notice it is
automatically in L2), and Tm is bounded, that is,
(2.4) |Tmu|q ≤ A · |u|q, u ∈ L
2 ∩ Lq (with A independent of u).
Observe that if (2.4) is satisfied, and p < ∞, then Tm has a unique
bounded extension to Lq, which again satisfies the same inequality.
Proof of Proposition 2.1. First we remark that in this context, the spatial
domain is R3. Now recall the definitions for the matrices σk, k = 1, 2, 3 (see
Pauli matrices), and let us study H0 = −iα · ∇ + aβ. It is a differential
operator with constant coefficients. In the Fourier domain ξ = (ξ1, ξ2, ξ3), it
becomes the operator of multiplication by the matrix
Hˆ0(ξ) =
(
0
∑3
k=1 ξkσk∑3
k=1 ξkσk 0
)
+
(
a 0
0 −a
)
.
By classical calculus we have that Hˆ0(ξ) has two eigenvalues: ±
√
a2 + |ξ|2.
Now, denote P± the projections on E with kernel E∓. We see that in
the Fourier domain, P± are multiplication operators by bounded smooth
matrix-valued functions of ξ:
(P+u)ˆ (ξ) =
(1
2
+
a
2
√
a2 + |ξ|2
)( I Σ(ξ)
Σ(ξ) A(ξ)
)(
Uˆ
Vˆ
)
(P−u)ˆ (ξ) =
(1
2
+
a
2
√
a2 + |ξ|2
)( A(ξ) −Σ(ξ)
−Σ(ξ) I
)(
Uˆ
Vˆ
)
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with I being the 2× 2 identity matrix and
A(ξ) =
√
a2 + |ξ|2 − a
a+
√
a2 + |ξ|2
· I, Σ(ξ) =
3∑
k=1
ξkσk
a+
√
a2 + |ξ|2
.
Here we have used the notation uˆ = (Uˆ , Vˆ ) ∈ C4 and Uˆ = (uˆ1, uˆ2) ∈ C2,
Vˆ = (uˆ3, uˆ4) ∈ C
2.
In order that P± are multipliers for Lq, we need to use the Marcinkiewicz
multiplier theorem on R3 (see [32, Chapter 4, Theorem 6’]). A direct cal-
culation shows that, for each component, the absolute value of all k-th
(0 < k ≤ 3) order partial derivatives for the multiplication functions are
bounded by B/|ξ|k for some constant B > 0. And hence, as an immedi-
ate consequence, P± are multipliers for Lq for all q ∈ (1,∞). This im-
plies that P± are continuous with respect to the Lq-norms. By noting that
P±(E∓) = {0}, one easily sees that P± extend to continuous projections on
Lq (still denoted by P±) with P±(clqE∓q ) = {0}. And this completes the
proof.
Remark 2.3. It is of great importance for the projections from H1/2 :=
E = E+⊕E− onto E+ (or E−) to be continuous in the Lq’s and not only in
H1/2. This is not the case for every direct sum in H1/2. In fact, the proof of
Proposition 2.1 implies on the splitting of Lq’s that: For every q ∈ (1,∞),
Lq can be split into topologically direct sum of two (infinite dimensional)
subspaces which, accordingly, are the positive and negative projected spaces
of the Dirac operator H0.
To introduce the variational formulation of problem (1.8), we define the
"energy" functional
(2.5)
Φε(u) =
1
2
∫
R3
H0u · u¯+
1
2
∫
R3
Vε(x)|u|
2 −
∫
R3
G(|u|)
=
1
2
(
‖u+‖2 − ‖u−‖2
)
+
1
2
∫
R3
Vε(x)|u|
2 −Ψ(u)
for u = u++u− ∈ E. Standard arguments show that, under our assumptions,
Φε ∈ C
2(E,R) and any critical point of Φε is a (weak) solution to (1.8).
Next, we introduce a modification of (2.5), afterwards, we will prove the
modified functional satisfies the (C)c condition. Choose ξ > 0 be the value
at which g′(ξ)ξ + g(ξ) = a−|V |∞2 . Let us consider g˜ ∈ C
1(0,∞) such that
d
ds
(
g˜(s)s
)
=

g′(s)s+ g(s) if s < ξ
a− |V |∞
2
if s > ξ
,
and define
(2.6) f(·, s) = χΛg(s) + (1− χΛ)g˜(s) ,
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where Λ is a bounded domain as in the assumptions of Theorem 1.1 and χΛ
denotes its characteristic function. One should keep in mind here that Λ has
to be rescaled when we consider the modified rescaled equation (1.8).
It is standard to check that (g1) and (g3) implies that f is a Caratheodory
function and it satisfies
(f1) fs(x, s) exists everywhere, f(x, s)s = o(s) uniformly in x as s→ 0;
(f2) 0 ≤ f(x, s)s ≤ g(s)s for all x;
(f3) 0 < 2F (x, s) ≤ f(x, s)s
2 ≤ a−|V |∞2 s
2 for all x 6∈ Λ and s > 0;
(f4) (i) if (g2) is satisfied, then 0 < F (x, s) ≤
1
θf(x, s)s
2 for all x ∈ Λ
and s > 0,
(ii) if (g′2) is satisfied, then F̂ (x, s) > 0 if s > 0;
(f5)
d
ds
(
f(x, s)s
)
≥ 0 for all x and s > 0;
(f6) either (g2) or (g
′
2) is satisfied, F̂ (x, s)→∞ as s→∞ uniformly in x.
Here we used the notation F (x, s) =
∫ s
0 f(x, t)t dt and F̂ (x, s) =
1
2f(x, s)s
2−
F (x, s). Now, we define the modified functional Φ˜ε : E → R as
Φ˜ε(u) =
1
2
(
‖u+‖2 − ‖u−‖2
)
+
1
2
∫
R3
Vε(x)|u|
2 −Ψε(u) ,
where Ψε(u) =
∫
R3
F (εx, |u|). Then, we see that Φ˜ε ∈ C2(E,R).
We show next Φ˜ε satisfies the compactness condition. In virtue of (f4)(i),
we have
(2.7) F̂ (x, s) ≥
θ − 2
2θ
f(x, s)s2 ≥
θ − 2
2
F (x, s) > 0
for all x ∈ Λ and s > 0 provided (g2) is satisfied. Recall that, by (f1) and
(f2), there exist r1 > 0 small enough and a1 > 0 such that
(2.8) f(x, s) ≤
a− |V |∞
4
for all s ≤ r1, x ∈ R
3
and if (g2) is satisfied, for s ≥ r1, f(x, s) ≤ a1sp−2, so
(
f(x, s)s
)σ0−1 ≤ a2s
with
σ0 :=
p
p− 1
,
which, jointly with (f4)(i), yields (see (2.7))
(2.9)
(
f(x, s)s
)σ0 ≤ a2f(x, s)s2 ≤ a3F̂ (x, s) for all s ≥ r1 and x ∈ Λ.
Lemma 2.4. For each ε > 0, let {un} be a sequence such that Φ˜ε(un) is
bounded and (1+‖un‖)Φ˜
′
ε(un)→ 0. Then {un} has a convergent subsequence.
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Proof. We first show that the sequence {un} is bounded in E. In fact, the
representation of Φ˜ε implies that there is C > 0 such that
(2.10) C ≥ Φ˜ε(un)−
1
2
Φ˜′ε(un)un =
∫
F̂ (εx, |un|)
and
(2.11)
o(1) = Φ˜′ε(un)(u
+
n − u
−
n )
= ‖un‖
2 + ℜ
∫
Vε(x)un · (u
+
n − u
−
n )
−ℜ
∫
f(εx, |un|)un · (u
+
n − u
−
n ) .
Case 1. (f4)(i) occurs.
By the definition of f and (2.11), we have
(2.12)
‖un‖
2 − |V |∞
∫
|un| · |u
+
n − u
−
n |
≤
∫
f(εx, |un|)|un| · |u
+
n − u
−
n |+ o(1)
≤
∫
Λε
f(εx, |un|)|un| · |u
+
n − u
−
n |+
a− |V |∞
2
∫
|un| · |u
+
n − u
−
n |
+ o(1) ,
where Λε := {x ∈ R3 : εx ∈ Λ}. Thus, from (2.8) and (2.9), we easily check
that
a− |V |∞
4a
‖un‖
2
≤
∫
{x∈Λε:|un(x)|≥r1}
f(εx, |un|)|un| · |u
+
n − u
−
n |+ o(1)
≤
(∫
{x∈Λε:|un(x)|≥r1}
(
f(εx, |un|)|un|
)σ0)1/σ0 · |u+n − u−n |p
+ o(1) .
It follows from (2.7), (2.10) and E embeds continuously into Lp, we find
a− |V |∞
4a
‖un‖
2 ≤ C1‖un‖+ o(1) .
Then {un} is bounded in E as desired.
Case 2. (f4)(ii) occurs.
Assume contrarily that ‖un‖ → ∞ as n → ∞ and set vn = un/‖un‖.
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Then |vn|22 ≤ C2 and |vn|
2
3 ≤ C3. It follows from (2.2) and (2.11) that
o(1) = ‖un‖
2
(
‖vn‖
2 + ℜ
∫
Vε(x)vn · (v
+
n − v
−
n )
−ℜ
∫
f(εx, |un|)vn · (v
+
n − v
−
n )
)
≥‖un‖
2
(
a− |V |∞
a
−ℜ
∫
f(εx, |un|)vn · (v
+
n − v
−
n )
)
.
Thus
(2.13) lim inf
n→∞
ℜ
∫
f(εx, |un|)vn · (v
+
n − v
−
n ) ≥ ℓ :=
a− |V |∞
a
.
To get a contradiction, let us first set
d(r) := inf
{
F̂ (εx, s) : x ∈ R3, and s > r
}
,
Ωn(ρ, r) :=
{
x ∈ R3 : ρ ≤ |un(x)| < r
}
,
and
crρ := inf
{
F̂ (εx, s)
s2
: x ∈ R3, and ρ ≤ s ≤ r
}
.
By (f6), d(r)→∞ as r→∞ and by definition
F̂
(
εx, un(x)
)
≥ crρ|un(x)|
2 for all x ∈ Ωn(ρ, r) .
From (2.10), we have
C ≥
∫
Ωn(0,ρ)
F̂
(
εx, un(x)
)
+ crρ
∫
Ωn(ρ,r)
|un|
2 + d(r)|Ωn(r,∞)| .
Observe that |Ωn(r,∞)| ≤ C/d(r) → 0 as r → ∞ unformly in n, and, for
any fixed 0 < ρ < r,∫
Ωn(ρ,r)
|vn|
2 =
1
‖un‖2
∫
Ωn(ρ,r)
|un|
2 ≤
C
crρ‖un‖
2
→ 0
as n→∞.
Now let us choose 0 < δ < ℓ/3. By (f1) there is ρδ > 0 such that
|f(εx, s)| < δC2 for all s ∈ [0, ρδ ]. Consequently,∫
Ωn(0,ρ)
|f(εx, |un|)| · |vn| · |v
+
n − v
−
n | ≤
δ
C2
|vn|
2
2 ≤ δ
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for all n. Recall that, by (g1), (g′2) and (2.6), f(εx, s) ≤ b for all (x, s). Using
Hölder inequality we can take rδ large so that∫
Ωn(rδ ,∞)
|f(εx, |un|)| · |vn| · |v
+
n − v
−
n |
≤ b
∫
Ωn(rδ ,∞)
|vn| · |v
+
n − v
−
n |
≤ b · |Ωn(rδ,∞)|
1/6 · |vn|2 · |v
+
n − v
−
n |3
≤Cb|Ωn(rδ ,∞)|
1/6 ≤ δ
for all n. Moreover, there is n0 such that∫
Ωn(ρδ ,rδ)
|f(εx, |un|)| · |vn| · |v
+
n − v
−
n |
≤ b
∫
Ωn(ρδ ,rδ)
|vn| · |v
+
n − v
−
n |
≤ b · |vn|2
(∫
Ωn(ρδ ,rδ)
|vn|
2
)1/2
≤ δ
for all n ≥ n0. Therefore, for n ≥ n0,∫
f(εx, |un|)|vn||v
+
n − v
−
n | ≤ 3δ < ℓ ,
which contradicts (2.13).
To prove the compactness, we recall some direct observations: since E
embeds compactly into Lqloc for all q ∈ [1, 3), the boundedness of {un} implies
that there exists u ∈ E satisfying (after passing to a subsequence if necessary)
un ⇀ u in E, un → u in L
q
loc
for q ∈ [1, 3). Set zn = un − u, we remark that {zn} is bounded and zn ⇀ 0
in E and zn → 0 in L
q
loc as n→∞ for q ∈ [1, 3).
We conclude from {un} is a bounded (P.S.) sequence that
(2.14) o(1) =
〈
u+n , z
+
n
〉
+ ℜ
∫
Vε(x)un · z
+
n −ℜ
∫
f(εx, |un|)un · z
+
n ,
(2.15) 0 =
〈
u+, z+n
〉
+ ℜ
∫
Vε(x)u · z
+
n −ℜ
∫
f(εx, |u|)u · z+n ,
(2.16) o(1) = −
〈
u−n , z
−
n
〉
+ ℜ
∫
Vε(x)un · z
−
n −ℜ
∫
f(εx, |un|)un · z
−
n ,
(2.17) 0 = −
〈
u−, z−n
〉
+ ℜ
∫
Vε(x)u · z
−
n −ℜ
∫
f(εx, |u|)u · z−n .
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On the other hand, we find
(2.18)

ℜ
∫
f(εx, |u|)u · z+n = o(1) ,
ℜ
∫
f(εx, |u|)u · z−n = o(1) ,
ℜ
∫
f(εx, |un|)u · (z
+
n − z
−
n ) = o(1) .
Therefore, again with the definition of f , we deduce from (2.14)-(2.18) that
a− |V |∞
4a
‖zn‖
2 ≤ ℜ
∫
Λε
f(εx, |un|)zn · (z
+
n − z
−
n ) + o(1) .
Since Λε is bounded for any fixed ε, we have ‖zn‖ = o(1) as n →∞, which
completes the proof.
The pervious lemma makes it possible to use the critical point theory to
find critical points of Φ˜ε. We will formulate an appropriate minimax level
for Φ˜ε.
First set, for r > 0, Br = {u ∈ E : ‖u‖ ≤ r}, and for e ∈ E+ \ {0}
Ee := E
− ⊕ R+e
with R+ = [0,+∞). It follows from (g1) and (f2) that there exists C > 0
such that
(2.19) F (x, s) ≤
a− |V |∞
4
s2 + Csp for all s ≥ 0 .
So we have:
Lemma 2.5. There are r > 0 and τ > 0, both independent of ε, such that
Φ˜ε|B+r ≥ 0 and Φ˜ε|S+r ≥ τ , where
B+r = Br ∩ E
+ = {u ∈ E+ : ‖u‖ ≤ r},
S+r = ∂B
+
r = {u ∈ E
+ : ‖u‖ = r}.
Proof. Recall that |u|pp ≤ Cp‖u‖p for all u ∈ E by Sobolev’s embedding
theorem. The conclusion follows easily because, for u ∈ E+
Φ˜ε(u) =
1
2
‖u‖2 −
1
2
∫
Vε(x)|u|
2 −Ψε(u)
≥
1
2
‖u‖2 −
|V |∞
2
|u|22 −
(
a− |V |∞
4
|u|22 + C|u|
p
p
)
≥
a− |V |∞
4a
‖u‖2 − C ′‖u‖p
with C,C ′ > 0 independent of u and p > 2 (see (2.19)).
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Let Kε :=
{
u ∈ E \ {0} : Φ˜′ε(u) = 0
}
be the critical set of Φ˜ε. By virtue
of Lemma 2.4, using the same iterative argument of [18, Proposition 3.2] and
[15, Lemma 3.19], we obtain the following
Lemma 2.6. If u ∈ Kε with |Φ˜ε(u)| ≤ C. Then, for any q ≥ 2, u ∈
W 1,q(R3,C4) with ‖u‖W 1,q ≤ Cq, where Cq depends only on C and q;
Remark 2.7. Let Lε be the set of all least energy solutions of Φ˜ε. Let
u ∈ Lε, then |Φ˜ε(u)| ≤ C for some constant C > 0 (this will be proved in
Lemma 3.9). Therefore, as a consequence of Lemma 2.6, we see (together
with the Sobolev embedding theorem) that there exist C∞ > 0 independent
of ε such that
|u|∞ ≤ C∞ for all u ∈ Lε .
3 Some auxiliary results
Firstly, it is easily checked that, for any x0 ∈ R3, setting V˜ε(x) = V
(
ε(x +
x0)
)
, if u˜ is a solution of
−iα · ∇u˜+ aβu˜+ V˜ε(x)u˜ = g(|u˜|)u˜
then u(x) = u˜(x− x0) solves (1.8). Thus, without loss of generality, we can
assume that 0 ∈ Λ and V (0) = minΛ V .
3.1 Functional reduction
Let us mention here that a reduction of an strongly indefinite functional to
a functional on E+ is well know under stronger differentiability conditions,
see for example [1, 26, 27] and the papers concerned with Dirac operator. In
[26, 27] a reduction in two steps has been performed: first to E+ and then
to a Nehari manifold on E+.
Motivated by the above papers, we shall use the reduction approaches to
find critical points of Φε. Suppose (f1)-(f6) are satisfied, for a fixed u ∈ E+,
let φu : E− → R defined by φu(v) = Φ˜ε(u+ v). We infer
(3.1) φu(v) ≤
a+ |V |∞
2a
‖u‖2 −
a− |V |∞
2a
‖v‖2 .
Moreover, we have, for any v,w ∈ E−,
(3.2)
φ′′u(v)[w,w] = − ‖w‖
2 −
∫
Vε(x)|w|
2 −Ψ′′ε(u+ v)[w,w]
≤ −
a− |V |∞
a
‖w‖2 .
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Indeed, a direct calculation shows that
Ψ′′ε(u+ v)[w,w] =
∫ [
fs(εx, |u+ v|)|u + v|
(
(u+ v) · w
|u+ v| · |w|
)2
+ f(εx, |u+ v|)
]
|w|2 dx .
Then, it follows from (f5) and
(
(u+v)·w
|u+v|·|w|
)2
≤ 1 that Ψ′′ε(u+ v)[w,w] ≥ 0. As
a consequence of (3.1) and (3.2) (that is anti-coercion and concavity), there
exists a unique hε : E+ → E− such that
Φ˜ε(u+ hε(u)) = max
v∈E−
Φ˜ε(u+ v) .
From the definition of hε, we have
(3.3)
0 ≤ Φ˜ε
(
u+ hε(u)
)
− Φ˜ε(u)
= −
1
2
‖hε(u)‖
2 +
1
2
∫
Vε(x)|u+ hε(u)|
2 −Ψε
(
u+ hε(u)
)
−
1
2
∫
Vε(x)|u|
2 +Ψε(u)
≤ −
a− |V |∞
2a
‖hε(u)‖
2 +
|V |∞
a
‖u‖2 +Ψε(u)
for all u ∈ E+. Hence the boundedness of Ψε implies that of hε. Set
π : E+ ⊕ E− → E− by
π(u, v) = P− ◦ R ◦ Φ˜′ε(u+ v) ,
where P− : E → E− is the projection and R : E∗ → E denotes the isomor-
phism induced from the Riesz representation theorem. Noting that for every
u ∈ E+, we have
(3.4) π
(
u, hε(u)
)
= 0 .
Since πv(u, v) = P−◦R◦Φ˜′′ε (u+v)
∣∣
E−
, from (3.2) it follows that πv
(
u, hε(u)
)
is an isomorphism with
(3.5)
∥∥πv(u, hε(u))−1∥∥ ≤ a
a− |V |∞
for every u ∈ E+. So (3.4) and (3.5) together with the implicit function
theorem imply the uniquely defined map hε : E+ → E− is C1 smooth with
(3.6) h′ε(u) = −πv
(
u, hε(u)
)−1
◦ πu
(
u, hε(u)
)
,
where πu(u, v) := P− ◦ R ◦ Φ˜′′ε(u+ v)
∣∣
E+
. Define
Iε : E
+ → R , Iε(u) = Φ˜ε(u+ hε(u)) .
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We see directly that critical points of Iε and Φ˜ε are in one-to-one correspon-
dence via the injective map u 7→ u+ hε(u) from E+ into E.
It is clear that for any u ∈ E+ and v ∈ E−, by setting z = v−hε(u) and
l(t) = Φ˜ε(u+hε(u)+ tz), one has l(1) = Φ˜ε(u+v), l(0) = Φ˜ε(u+hε(u)) and
l′(0) = 0. Hence we deduce l(1)− l(0) =
∫ 1
0 (1− s)l
′′(s)ds. Consequently, we
have
Φ˜ε(u+ v)− Φ˜ε(u+ hε(u))
=
∫ 1
0
(1− s)Φ˜′′ε(u+ hε(u) + sz)[z, z] ds
= −
∫ 1
0
(1− s)
(
‖z‖2 +
∫
Vε(x)|z|
2 dx
)
ds
−
∫ 1
0
(1− s)Ψ′′ε(u+ hε(u) + sz)[z, z] ds ,
which implies
(3.7)
∫ 1
0
(1− s)Ψ′′ε(u+ hε(u) + sz)[z, z] ds
+
1
2
‖z‖2 +
1
2
∫
Vε(x)|z|
2 = Φ˜ε(u+ hε(u))− Φ˜ε(u+ v) .
3.2 The limit equation
For µ ∈ (−a, a), assume (g1),(g3) and either (g2) or (g′2) are satisfied, let us
consider the equation
(3.8) − iα · ∇u+ aβu+ µu = g(|u|)u, u ∈ H1(R3,C4) .
Its solutions are critical points of the functional
Tµ(u) :=
1
2
(
‖u+‖2 − ‖u−‖2
)
+
µ
2
∫
|u|2 −Ψ(u)
defined for u = u+ + u− ∈ E = E+ ⊕ E−. Denote the critical set, the least
energy and the set of least energy solutions of Tµ as follows
Kµ := {u ∈ E : T
′
µ(u) = 0},
γµ := inf{Tµ(u) : u ∈ Kµ \ {0}},
Rµ := {u ∈ Kµ : Tµ(u) = γµ, |u(0)| = |u|∞}.
And as before, we introduce the following notations:
Jµ : E
+ → E−, Tµ
(
u+ Jµ(u)
)
= max
v∈E−
Tµ(u+ v) ;
Jµ : E
+ → R, Jµ = Tµ
(
u+ Jµ(u)
)
.
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Remark that, from the definition of Jµ, we have
(3.9) T ′µ
(
u+ Jµ(u))z = 0 for all z ∈ E
− .
And, similar to (3.3), there holds
(3.10) ‖Jµ(u)‖
2 ≤
2|µ|
a− |µ|
‖u‖2 +
2a
a− |µ|
Ψε(u) .
3.2.1 The super-linear case
The following lemma is from [9] (see also [14])
Lemma 3.1. For the equation (3.8) we have:
(i) Kµ \ {0} 6= ∅, γµ > 0 and Kµ ⊂ ∩q≥2W
1,q;
(ii) γµ is attained and Rµ is compact in H
1(R3,C4);
(iii) there exist C, c > 0 such that
|w(x)| ≤ C exp(−c|x|)
for all x ∈ R3 and w ∈ Rµ.
Observe that assumption (g2)(ii) implies that for any δ > 0 there is a
constant cδ > 0 such that
G(s) ≥ cδs
θ − δs2 for all s ≥ 0.
Directly, for v ∈ E−, u = te+ v ∈ Ee, we have that
Tµ(u) =
t2
2
‖e‖2 −
‖v‖2
2
+
µ
2
∫
|te+ v|2 −
∫
G(|te+ v|)
≤
a+ |µ+ 2δ|
2a
t2‖e‖2 −
a− |µ + 2δ|
2a
‖v‖2 − cδ
∫
|te+ v|θ.
And hence, by Proposition 2.1,
Tµ(u) ≤
a+ |µ + 2δ|
2a
t2‖e‖2 −
a− |µ+ 2δ|
2a
‖v‖2 − Cδ,θt
θ|e|θθ on Ee.
As a consequence of the above estimates we have the following lemma, the
specific proofs can be found in [12] (see also [10, 14])
Lemma 3.2. There hold the following properties:
(1) For any e ∈ E+ \ {0}, we have Tµ(u) → −∞ provided u ∈ Ee and
‖u‖ → ∞.
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(2) Set Γµ =
{
ν ∈ C([0, 1], E+) : ν(0) = 0, Jµ(ν(1)) < 0
}
, we have
γµ = inf
ν∈Γµ
max
t∈[0,1]
Jµ(ν(t)) = inf
u∈E+\{0}
max
t≥0
Jµ(tu) .
(3) If µ1 > µ2, then γµ1 > γµ2 .
Notice that, similar to (3.7), we have for u ∈ E+, v ∈ E− and z =
v −Jµ(u)
(3.11)
∫ 1
0
(1− s)Ψ′′(u+ Jµ(u) + sz)[z, z] ds
+
1
2
‖z‖2 +
µ
2
∫
|z|2 = Tµ(u+ Jµ(u))−Tµ(u+ v) .
3.2.2 The asymptotically linear case
Firstly, let (Es)s∈R denote the spectral family of H0 := −iα ·∇+aβ. Choose
a number a + |V |∞ < κ < b. Since H0 is invariant under the action of Z3,
the subspace Y0 := (Eκ − E0)L2 is infinite-dimensional, and
(3.12) a|u|22 ≤ ‖u‖
2 ≤ κ|u|22 for all u ∈ Y0 .
Take an element e ∈ Y0 arbitrarily, we have
Lemma 3.3. There holds the following:
(1) supTµ(Ee) < +∞, and Tµ(u)→ −∞ provided u ∈ Ee and ‖u‖ → ∞.
(2) For any u ∈ E+ \ {0}, taking t → ∞, then either Jµ(tu) → +∞ or
Jµ(tu)→ −∞.
Proof. For the proof of (1), we refer [9, Lemma 7.7]. To show (2), let us
first assume supt≥0 Jµ(tu) = M < +∞. Following (3.9), a direct calculation
shows
(3.13)
d
dt
Jµ(tu) =
1
t
J ′µ(tu)tu =
1
t
T ′µ
(
tu+ Jµ(tu)
)(
tu+ J ′µ(tu)tu
)
=
1
t
T ′µ
(
tu+ Jµ(tu)
)(
tu+ Jµ(tu)
)
=
2Jµ(tu)
t
−
2
t
∫
Ĝ
(
|tu+ Jµ(tu)|
)
.
For r > 0, we infer
(3.14)
∫
Ĝ
(
|tu+ Jµ(tu)|
)
≥
∫{
x∈R3:|u+Jµ(tu)/t|≥r
} Ĝ(|tu+ Jµ(tu)|)
≥ Ĝ(rt) ·meas
{
x ∈ R3 : |u+ Jµ(tu)/t| ≥ r
}
.
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Since the family {Jµ(tu)/t}t>0 ⊂ E− is bounded (due to (3.10) and (g′2)(i)),
we must have meas
{
x ∈ R3 : |u + Jµ(tu)/t| ≥ r
}
≥ δ¯ with some δ¯ > 0 for
all t > 0 provided r > 0 is small. Indeed, if such δ¯ does not exist, we then
have
Jµ(tju)/tj ⇀ −u in E
for some sequence {tj}. However, this will imply u = 0 since u ∈ E+, which
is a contradiction. Now, from (3.14) and (g′2)(ii), we deduce that
d
dt
Jµ(tu) ≤
2Jµ(tu)
t
− 2δ¯ ·
Ĝ(rt)
t
≤
2Jµ(tu)
t
−
3M
t
≤ −
M
t
for t sufficiently large. Thus we have Jµ(tu) =
∫ t
0
d
dtJµ(tu) → −∞ as t →
+∞.
As in Lemma 3.2, let us consider the family
Γµ =
{
ν ∈ C([0, 1], E+) : ν(0) = 0, Jµ(ν(1)) < 0
}
,
and the minimax schemes
d1µ = inf
ν∈Γµ
max
t∈[0,1]
Jµ(ν(t)) and d
2
µ = inf
u∈E+\{0}
max
t≥0
Jµ(tu) .
Lemma 3.4. For the asymptotically linear equation (3.8), there holds:
(1) Kµ \ {0} 6= ∅, γµ > 0 and Kµ ⊂ ∩q≥2W
1,q;
(2) γµ is attained and γµ = d
1
µ = d
2
µ;
(3) if µ1 > µ2, then γµ1 > γµ2 .
Proof. Since (1) is a direct consequence of [9, Theorem 7.3], we only need to
prove (2) and (3).
To show (2), assume {un} ⊂ Kµ \ {0} such that Tµ(un) → γµ. Clearly
{un} is a (C)c sequence, hence is bounded. As is proved in [9], {un} is
non-vanishing. Since Tµ is Z3-invariant, up to a translation, we can assume
un ⇀ u ∈ Kµ \ {0}. Observe that, by Fatou’s lemma,
γµ ≤ Tµ(u) = Tµ(u)−
1
2
T ′µ(u)u =
∫
Ĝ(|u|)
≤ lim inf
n→∞
∫
Ĝ(|un|) = lim inf
n→∞
(
Tµ(un)−
1
2
T ′µ(un)un
)
= γµ ,
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we find γµ is attained. By noting that γµ is also the least energy of Jµ, it is
standard to check that γµ ≤ d1µ ≤ d
2
µ. To prove d
2
µ ≤ γµ we first note that
if s > 0, by virtue of (g1), g′(s)s > 0. Hence, if u ∈ E \ {0} and v ∈ E, we
have (
Ψ′′(u)[u, u] −Ψ′(u)u
)
+ 2
(
Ψ′′(u)[u, v] −Ψ′(u)v
)
+Ψ′′(u)[v, v]
=
∫
g(|u|)|v|2 +
∫
g′(|u|)|u|
(
|u|+
ℜu · v
|u|
)2
> 0 .
As a consequence of [1, Theorem 5.1], if z ∈ E+\{0} satisfies J ′µ(z)z = 0 then
J ′′µ(z)[z, z] < 0. Therefore, let u ∈ E
+ \{0}, we find the function t 7→ Jµ(tu)
has at most one nontrivial critical point t = t(u) > 0. So, denoted by
Mµ :=
{
t(u)u : u ∈ E+ \ {0}, t(u) <∞
}
,
we have Mµ 6= ∅ due to γµ is attained. Meanwhile, we notice
d2µ = inf
z∈Mµ
Jµ(z) .
Hence we have d2µ ≤ γµ since u
+ ∈ Mµ provided u ∈ Rµ.
Finally, (3) comes directly because, if u ∈ Rµ1 , we already have u
+ is a
critical point of Jµ1 and γµ1 = Jµ1(u
+) = maxt≥0 Jµ1(tu
+). Let τ > 0 such
that Jµ2(τu
+) = maxt≥0 Jµ2(tu
+), we deduce
γµ1 = Jµ1(u
+) = max
t≥0
Jµ1(tu
+)
≥ Jµ1(τu
+) = Tµ1
(
τu+ + Jµ1(τu
+)
)
≥ Tµ1
(
τu+ + Jµ2(τu
+)
)
≥ Tµ2
(
τu+ + Jµ2(τu
+)
)
+
µ1 − µ2
2
∣∣τu+ + Jµ2(τu+)∣∣22
= Jµ2(τu
+) +
µ1 − µ2
2
∣∣τu+ + Jµ2(τu+)∣∣22
≥ γµ2 +
µ1 − µ2
2
∣∣τu+ + Jµ2(τu+)∣∣22 ,
which ends the proof.
3.3 Some technical results
We remark that, by (V1), Vε(x) → V (0) uniformly on bounded sets of R3
as ε → 0. We will make use of this property and the results just proved in
Subsection 3.2 to prove some technical results that seem to be useful in the
sequel.
Denote V0 = V (0), set V 0(x) = V (x) − V (0) and V 0ε (x) = V
0(εx), we
soon have
(3.15) Φ˜ε(u) = TV0(u) +
1
2
∫
V 0ε (x)|u|
2 −
∫ (
F (εx, |u|) −G(|u|)
)
.
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Lemma 3.5. Let (f1)-(f5) be satisfied, for each u ∈ E
+, we have hε(u) →
JV0(u) as ε→ 0.
Proof. By (3.15), we deduce that
(3.16)
(
Φ˜ε(zε)− Φ˜ε(w)
)
+
(
TV0(w) −TV0(zε)
)
=
1
2
∫
V 0ε (x)
(
|zε|
2 − |w|2
)
+
∫ (
G(|zε|)−G(|w|)
)
−
∫ (
F (εx, |zε|)− F (εx, |w|)
)
where zε = u+ hε(u), w = u+JV0(u). Denoted by vε = zε − w, we find∫
V 0ε (x)
(
|zε|
2 − |w|2
)
=
∫
V 0ε (x)|vε|
2 + 2ℜ
∫
V 0ε (x)w · vε
and ∫ (
G(|zε|)−G(|w|)
)
−
∫ (
F (εx, |zε|)− F (εx, |w|)
)
=ℜ
∫
g(|w|)w · vε −ℜ
∫
f(εx, |w|)w · vε
+
∫ 1
0
(1− s)Ψ′′(w + svε)[vε, vε] ds
−
∫ 1
0
(1− s)Ψ′′ε(w + svε)[vε, vε] ds .
Remark that, similar to (3.7) and (3.11), we infer∫ 1
0
(1− s)Ψ′′ε(zε − svε)[vε, vε] ds
+
1
2
‖vε‖
2 +
1
2
∫
Vε(x)|vε|
2 = Φ˜ε(zε)− Φ˜ε(w)
and ∫ 1
0
(1− s)Ψ′′(w + svε)[vε, vε] ds
+
1
2
‖vε‖
2 +
V0
2
|vε|
2
2 = TV0(w)−TV0(zε) .
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Then we get from (3.16) (jointly with the definition of f and (2.19))
(3.17)
‖vε‖
2 + V0|vε|
2
2 ≤ℜ
∫
V 0ε (x)w · vε + ℜ
∫
g(|w|)w · vε
−ℜ
∫
f(εx, |w|)w · vε
≤
∫
|V 0ε (x)| · |w| · |vε|+ c1
∫
R3\Λε
|w| · |vε|
+ c1
∫
R3\Λε
|w|p−1 · |vε|
+
a− |V |∞
2
∫
R3\Λε
|w| · |vε|
≤
(∫
|V 0ε (x)|
2|w|2
)1/2
|vε|2
+ c2
(∫
R3\Λε
|w|2
)1/2
|vε|2
+ c1
(∫
R3\Λε
|w|p
)(p−1)/p
|vε|p .
Since V 0ε (x)→ 0 uniformly on bounded sets of R
3 as ε→ 0, we easily have∫
|V 0ε (x)|
2|w|2 = o(1) .
Moreover, by noting that w decays at infinity in the sense for q = 2, p,
lim sup
R→∞
∫
|x|≥R
|w|q = 0 .
We find (due to 0 ∈ Λ) ∫
R3\Λε
|w|2 = o(1) ,∫
R3\Λε
|w|p = o(1) ,
as ε → 0. Thus (3.17) leads to ‖vε‖ = ‖hε(u) − JV0(u)‖ = o(1) as ε → 0.
So we have the lemma proved.
Lemma 3.6. Assume that (f1)-(f6) are satisfied, for ε > 0 small enough,
Iε possesses the mountain-pass structure:
(1) Iε(0) = 0 and there exist r > 0 and τ > 0 (both independent of ε) such
that Iε|S+r ≥ τ .
(2) there exists u0 ∈ E
+ (independent of ε) such that ‖u0‖ > r and
Iε(u0) < 0.
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Proof. Since we have Iε(u) ≥ Φ˜ε(u) for all u ∈ E+, (1) follows easily from
Lemma 2.5.
To check (2), let w = w+ + w− ∈ RV0 be the least energy solution to
−iα · ∇u+ aβu+ V0u = g(|u|)u
with |w(0)| = maxR3 |w(x)|. Following Lemma 3.2 (2) and Lemma 3.4 (2),
we have
γV0 = inf
γ∈Γ0
max
t∈[0,1]
JV0(γ(t)) = inf
e∈E+\{0}
max
t≥0
JV0(tu) ,
where Γ0 :=
{
γ ∈ C([0, 1], E+) : γ(0) = 0, JV0(γ(1)) < 0
}
. From Lemma
3.2 (1) and Lemma 3.3 (2), we see that there exists t0 > 0 (large enough)
such that
JV0(t0w
+) =
1
2
(
‖t0w
+‖2 − ‖JV0(t0w
+)‖2
)
+
V0
2
∫
|t0w
+ + JV0(t0w
+)|2
−
∫
G
(
|t0w
+ + JV0(t0w
+)|
)
< −1 .
Hence, there is R0 > 0 such that
(3.18)
1
2
(
‖t0w
+‖2 − ‖JV0(t0w
+)‖2
)
+
V0
2
∫
|t0w
+ + JV0(t0w
+)|2
−
∫
BR0
G
(
|t0w
+ + JV0(t0w
+)|
)
≤ −
1
2
.
Recall that Vε(x) → V0 uniformly on bounded sets of R3, it follows from
Lemma 3.5 and (3.18) that
Iε(t0w
+) =
1
2
(
‖t0w
+‖2 − ‖hε(t0w
+)‖2
)
+
1
2
∫
Vε(x)|t0w
+ + hε(t0w
+)|2
−
∫
F
(
εx, |t0w
+ + hε(t0w
+)|
)
≤
1
2
(
‖t0w
+‖2 − ‖hε(t0w
+)‖2
)
+
1
2
∫
Vε(x)|t0w
+ + hε(t0w
+)|2
−
∫
Λε
G
(
|t0w
+ + hε(t0w
+)|
)
≤
1
2
(
‖t0w
+‖2 − ‖JV0(t0w
+)‖2
)
+
V0
2
∫
|t0w
+ + JV0(t0w
+)|2
−
∫
BR0
G
(
|t0w
+ + JV0(t0w
+)|
)
+ o(1)
≤ −
1
2
+ o(1) as ε→ 0 .
Therefore, there is ε0 > 0 such that Iε(t0w+) < 0 for all ε ∈ (0, ε0], ends the
proof.
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Lemma 3.7. Assuming (f1)-(f6), for each ε > 0, Iε satisfies the (C)c-
condition.
Proof. Firstly, it follows from the definition of hε that
(3.19) Φ˜′ε
(
u+ hε(u)
)
z = 0 for all u ∈ E+ and z ∈ E− .
Hence a direct calculation shows
(3.20)
I ′ε(u)u = Φ˜
′
ε
(
u+ hε(u)
)
(u+ h′ε(u)u)
= Φ˜′ε
(
u+ hε(u)
)
(u+ hε(u))
= Φ˜′ε
(
u+ hε(u)
)
(u− hε(u)) .
Now let {wn} ⊂ E+ be a (C)c sequence for Iε and set un := wn +
hε(wn), we check easily (from the proof of Lemma 2.4) that {un} possesses a
convergent subsequence. Therefore, we have Iε satisfies the (C)c condition.
Define
cε := inf
ν∈Γε
max
t∈[0,1]
Iε(ν(t)) ,
where Γε :=
{
ν ∈ C([0, 1], E+) : ν(0) = 0, Iε(ν(1)) < 0
}
. Then τ ≤ cε <∞
is a well-defined critical value for Iε (also for Φ˜ε).
Lemma 3.8. cε = infu∈E+\{0}maxt≥0 Iε(tu).
Proof. Indeed, set dε = infu∈E+\{0}maxt≥0 Iε(tu), we have dε ≥ cε by virtue
of (f6) and the proof of Lemma 3.3 (2). To prove the other inequality we first
note that if s > 0, by virtue of (g1), (g3) and the definition of f , fs(x, s)s > 0.
Hence, if u ∈ E \ {0} and v ∈ E, we have(
Ψ′′ε(u)[u, u] −Ψ
′
ε(u)u
)
+ 2
(
Ψ′′ε(u)[u, v] −Ψ
′
ε(u)v
)
+Ψ′′ε(u)[v, v]
=
∫
f(εx, |u|)|v|2 +
∫
fs(εx, |u|)|u|
(
|u|+
ℜu · v
|u|
)2
> 0 .
As proved in [1], if z ∈ E+ \ {0} satisfies I ′ε(z)z = 0 then I
′′
ε (z)[z, z] < 0.
Therefore, let u ∈ E+ \ {0}, we find the function t 7→ Iε(tu) has at most one
nontrivial critical point t = t(u) > 0. So, denoted by
N :=
{
t(u)u : u ∈ E+ \ {0}, t(u) <∞
}
,
we have N 6= ∅ due to Lemma 3.6 and Lemma 3.7 (In general, we remark
that N is not the Nehari manifold since N is not defined for all directions
in E+ for the asymptotically linear case). Meanwhile, we notice
dε = inf
z∈N
Iε(z) .
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Thus we only need to show that given ν ∈ Γε there exists t¯ ∈ [0, 1] such that
ν(t¯) ∈ N . Assuming contrarily we have ν([0, 1]) ∩N = ∅. In virtue of (f1)
and Lemma 2.5
I ′ε(ν(t))ν(t) > 0 for t > 0 small .
Since the function t 7→ I ′ε(ν(t))ν(t) is continuous and I
′
ε(ν(t))ν(t) 6= 0 for all
t ∈ (0, 1], we have
I ′ε(ν(t))ν(t) > 0 for all t ∈ (0, 1] .
Then, we find for all t ∈ [0, 1]
Iε(ν(t)) =
1
2
I ′ε(ν(t))ν(t) +
∫
F̂
(
εx, |ν(t) + hε(ν(t))|
)
≥
1
2
I ′ε(ν(t))ν(t) > 0 ,
and this contradicts the definition of Γε. Consequently, by noting that ν(t)
crosses N provided ν ∈ Γε, we have dε ≤ cε.
Lemma 3.9. cε ≤ γV0 + o(1) as ε→ 0.
Proof. Again, let w = w++w− ∈ RV0 , set t0 > 0 such that JV0(t0w
+) ≤ −1.
By virtue of Lemma 3.5 and Lemma 3.8, it sufficient to prove
(3.21) Iε(tw
+) = JV0(tw
+) + o(1) uniformly in t ∈ [0, t0]
as ε→ 0.
To this end, we only need to show the family {Hε} ⊂ C([0, t0])
(3.22) Hε : [0, t0]→ R, t 7→ Iε(tw
+)− JV0(tw
+)
is equicontinuous. Observe that the boundedness of hε and Φ˜′′ε imply the
boundedness of h′ε due to (3.5) and (3.6), we conclude the derivatives of the
family defined in (3.22) are uniformly bounded. Then the proof ends with a
trivial application of Arzelà-Ascoli theorem.
4 Proof of the main results
We are now presenting the proof of the main results on the nonlinear Dirac
equation:
(4.1) − iα · ∇u+ aβu+ Vε(x)u = g(|u|)u .
Except for the hypotheses in Theorem 1.1 and Theorem 1.2, without loss of
generality, we may assume that the boundary of Λ is smooth, and that 0 ∈ Λ
such that V (0) = V0 := minΛ V .
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Thanks to the preparatory results already proved in Section 3, we will
give an unified prove cover both super-linear and asymptotically linear cases.
As mentioned before, in order to localize the desired solutions, we consider
the modification of the function g given by f in (2.6) and the associated
equation
(4.2) − iα · ∇u+ aβu+ Vε(x)u = f(εx, |u|)u .
For ease of notations, let us denote
A =
{
x ∈ Λ : V (x) = V0
}
.
And for the later use, letting D = −iα · ∇, we rewrite (4.2) as
Du = −aβu− Vε(x)u+ f(εx, |u|)u .
Acting the operator D on the two sides of the above representation and
noting that D2 = −∆, we find
∆u =
(
a2 − V 2ε (x)
)
u− f2(εx, |u|)u +D
(
Vε(x)− f(εx, |u|)
)
u .
Letting
sgnu =

u¯
|u|
if u 6= 0,
0 if u = 0,
by the Kato’s inequality [6], there holds
∆|u| ≥ ℜ[∆u · (sgn u)] .
Observe that
ℜ
[
D
(
Vε(x)− f(εx, |u|)
)
u ·
u¯
|u|
]
= 0 ,
hence
(4.3) ∆|u| ≥
(
a2 − V 2ε (x)
)
|u| − f2(εx, |u|)|u| .
We remind that (4.3) together with the regularity results for u (see Lemma
2.6) imply there is M > 0 (independent of ε) satisfying
∆|u| ≥ −M |u|.
It then follows from the sub-solution estimate [22, 33] that
(4.4) |u(x)| ≤ C0
∫
B1(x)
|u(y)|dy
with C0 > 0 independent of x, ε and u ∈ Lε.
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Lemma 4.1. Assuming (f1)-(f6) and , for all ε sufficiently small, let uε ∈
Lε, then |uε| possesses a (global) maximum xε ∈ Λε such that
lim
ε→0
V (εxε) = V0 = min
x∈Λ
V (x) .
Moreover, by setting vε(x) = uε(x+ xε), we must have |vε| decays uniformly
at infinity and {vε} converges in H
1 to a ground state solution to
−iα · ∇v + aβv + V0v = g(|v|)v .
Proof. Let uε ∈ E be the critical point so that Φ˜ε(uε) = cε. We have {uε}
is a bounded set in E.
Step 1. {uε} is non-vanishing.
Suppose contrarily that
sup
x∈R3
∫
BR(x)
|uε|
2 dx→ 0 as ε→ 0
for all R > 0. Then, by Lion’s concentration principle [25], |uε|q → 0 for
q ∈ (2, 3). Since {uε} is bounded in E, we have meas{x ∈ R : |uε(x)| ≥ r}
is uniformly bounded for all ε > 0 provided r > 0 is fixed. So we find∫
{x∈R: |uε(x)|≥r}
|uε|
2 dx→ 0
as ε→ 0. Now, we have
cε = Φ˜ε(uε)−
1
2
Φ˜′ε(uε)uε =
∫
F̂ (εx, |uε|) = o(1) ,
which contradict to the fact cε ≥ τ > 0 (see Lemma 3.6).
Step 2. {χΛε · uε} is non-vanishing.
Indeed, if {χΛε ·uε} vanishes, by virtue of Step 1 we have {(1−χΛε) ·uε}
is non-vanishing, that is (together with the fact that each uε is decaying
at infinity) there exist xε ∈ R3 and constants R > 0 and δ > 0 such that
BR(xε) ⊂ R
3 \ Λε and ∫
BR(xε)
|uε|
2 ≥ δ .
Set vε(x) = uε(x+ xε), then vε satifies
(4.5) − iα · ∇vε + aβvε + Vˆε(x)vε = f(ε(x+ xε), |vε|)vε ,
where Vˆε(x) := V (ε(x + xε)). Additionally, vε ⇀ v in E and vε → v in L
q
loc
for q ∈ [1, 3). Now assume without loss of generality that V (εxε) → V∞,
using ψ ∈ C∞c (R
3,C4) as a test function in (4.5), one gets
0 = lim
ε→0
∫ (
− iα · ∇vε + aβvε + Vˆε(x)vε − f(ε(x+ xε), |vε|)vε
)
ψ
=
∫ (
− iα · ∇v + aβv + V∞v − g˜(|v|)v
)
ψ .
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Hence v satisfies
(4.6) − iα · ∇v + aβv + V∞v = g˜(|v|)v .
However, using the test function v+ − v− in (4.6), we have (with (f3))
0 = ‖v‖2 + V∞
∫
v · (v+ − v−)−
∫
g˜(|v|)v · (v+ − v−)
≥ ‖v‖2 −
|V |∞
a
‖v‖2 −
a− |V |∞
2a
‖v‖2
=
a− |V |∞
2a
‖v‖2 .
Therefore, we have v = 0 a contradiction.
Step 3. Let xε ∈ R3 and R, δ > 0 be such that∫
BR(xε)
|χΛε · uε|
2 ≥ δ .
Then εxε → A .
To prove this, clearly, we may first choose xε ∈ Λε, i.e. εxε ∈ Λ. Suppose
that, up to a subsequence if necessary, εxε → x0 ∈ Λ¯ as ε → 0. Again, set
vε(x) = uε(x+ xε), we have vε ⇀ v in E and v satisfies
(4.7) − iα · ∇v + aβv + V (x0)v = f∞(x, |v|)v ,
where f∞(x, s) = χ∞ ·g(s)+ (1−χ∞) · g˜(s) and χ∞ is either a characteristic
function of a half-space of R3 provided
lim sup
ε→0
dist(xε, ∂Λε) < +∞
or χ∞ ≡ 1 (since Λ is an open set with smooth boundary, this can be see by
the fact χΛ(ε(·+xε)) converges pointwise a.e. on R3 to χ∞(·) and xε ∈ Λε).
Denote S∞ to be the associate energy functional to (4.7):
S∞(u) :=
1
2
(
‖u+‖2 − ‖u−‖2
)
+
V (x0)
2
|u|22 −Ψ∞(u) ,
where
Ψ∞(u) :=
∫
F∞(x, |u|) and F∞(x, s) =
∫ s
0
f∞(x, τ)τ dτ .
By noting that Ψ∞(u) ≤ Ψ(u) (thanks to (f2)), we have
S∞(u) ≥ TV (x0)(u) = TV0(u) +
V (x0)− V0
2
|u|22 for all u ∈ E .
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Furthermore, if s > 0 we find from (g1), (g3) and the definition of g˜ that
g˜′(s)s > 0. Hence, if u ∈ E \ {0} and v ∈ E, we have(
Ψ′′∞(u)[u, u] −Ψ
′
∞(u)u
)
+ 2
(
Ψ′′∞(u)[u, v] −Ψ
′
∞(u)v
)
+Ψ′′∞(u)[v, v]
=
∫
f∞(x, |u|)|v|
2 +
∫
∂sf∞(x, |u|)|u|
(
|u|+
ℜu · v
|u|
)2
> 0 .
Now let us define (as before) h∞ : E+ → E− and I∞ : E+ → R by
S∞
(
u+ h∞(u)
)
= max
v∈E−
S∞(u+ v) ,
I∞(u) = S∞
(
u+ h∞(u)
)
.
It is standard to see that: if z ∈ E+ \ {0} satisfies I ′∞(z)z = 0, then
I ′′∞(z)[z, z] < 0 (see [1]). Since we already have v 6= 0 is a critical point of
S∞, we then infer v+ is a critical point of I∞ and I∞(v+) = maxt≥0 I∞(tv+).
Let τ > 0 such that JV0(τv
+) = maxt≥0 JV0(tv
+), we infer
(4.8)
S∞(v) = I∞(v
+) = max
t≥0
I∞(tv
+)
≥ I∞(τv
+) = S∞
(
τv+ + h∞(τv
+)
)
≥ S∞
(
τv+ + JV0(τv
+)
)
≥ TV0
(
τv+ +JV0(τv
+)
)
+
V (x0)− V0
2
∣∣τv+ +JV0(τv+)∣∣22
≥ γV0 +
V (x0)− V0
2
∣∣τv+ + JV0(τv+)∣∣22 .
On the other hand, by Fatou’s lemma, we deduce
cε = Φ˜ε(uε)−
1
2
Φ˜′ε(uε)uε
=
∫
F̂ (εx, |uε|) =
∫
F̂ (ε(x+ xε), |vε|)
≥
∫
F̂∞(x, |v|)
= S∞(v)−
1
2
S′∞(v)v = S∞(v) ,
where F̂∞(x, s) := 12f∞(x, s)s
2 − F∞(x, s) for (x, s) ∈ R3 × R+. Therefore,
together with (4.8), we have cε ≥ γV0 and cε > γV0 provided V (x0) 6= V0.
Therefore, by virtue of Lemma 3.9, we soon have x0 ∈ A and χ∞ ≡ 1.
Step 4. Let vε be defined in Step 3, then vε → v in E.
It sufficient to prove that there is a subsequence {vεj} such that vεj → v
in E. Recall that, as the argument shows, v is a ground state solution to
(4.9) − iα · ∇v + aβv + V0v = g(|v|)v ,
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and
lim
ε→0
∫
F̂ (ε(x+ xε), |vε|) =
∫
Ĝ(|v|) .
Let η : [0,∞) → [0, 1] be a smooth function satisfying η(s) = 1 if s ≤ 1,
η(s) = 0 if s ≥ 2. Define v˜j(x) = η(2|x|/j)v(x). One has
(4.10) ‖v˜j − v‖ → 0 and |v˜j − v|q → 0 as j →∞
for q ∈ [2, 3]. Set Bd :=
{
x ∈ R3 : |x| ≤ d
}
for d > 0. We have that there
possesses a subsequence {vεj} such that, for any δ > 0 there exists rδ > 0
satisfying
lim sup
j→∞
∫
Bj\Br
|vεj |
q ≤ δ
for all r ≥ rδ (see an argument of [9, Lemma 5.7]). Here we will use
q =
{
p for the super-linear case,
2 for the asymptotically linear case,
where p ∈ (2, 3) is the constant in condition (g2)(i). Denote zj = vεj − v˜j ,
we remark that {zj} is bounded in E and
(4.11)
lim
j→∞
∣∣∣∣ ∫ F (εj(x+ xεj), |vεj |)− F (εj(x+ xεj ), |zj |)
− F
(
εj(x+ xεj), |v˜j |
)∣∣∣∣ = 0
and
(4.12)
lim
j→∞
∣∣∣∣ ∫ [f(εj(x+ xεj), |vεj |)vεj − f(εj(x+ xεj), |zj |)zj
− f
(
εj(x+ xεj), |v˜j |
)
v˜j
]
ϕ
∣∣∣∣ = 0
uniformly in ϕ ∈ E with ‖ϕ‖ ≤ 1 (see [9, Lemma 7.10]). Using the decay
of v and the fact that Vˆεj(x) → V0, F (εj(x + xεj), s) → G(s) as j → ∞
uniformly on any bounded set of x, one checks easily the following
ℜ
∫
Vˆεj(x)vεj · v˜j →
∫
V0 · |v|
2 ,
∫
F
(
εj(x+ xεj), |v˜j |
)
→
∫
G(|v|) .
Let us denote Φˆε to be the associate energy functional of (4.5), then we have
Φˆεj(zj) = Φˆεj(vεj )− S∞(v)
+
∫
F
(
εj(x+ xεj ), |vεj |
)
− F
(
εj(x+ xεj), |zj |
)
− F
(
εj(x+ xεj ), |v˜j |
)
+ o(1)
= o(1)
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as j →∞, which implies that Φˆεj(zj)→ 0. Similarly,
Φˆ′εj(zj)ϕ =ℜ
∫ [
f
(
εj(x+ xεj ), |vεj |
)
vεj − f
(
εj(x+ xεj), |zj |
)
zj
− f
(
εj(x+ xεj), |v˜j |
)
v˜j
]
ϕ+ o(1)
= o(1)
as j →∞ uniformly in ‖ϕ‖ ≤ 1, which implies Φˆ′εj(zj)→ 0. Therefore,
(4.13) o(1) = Φˆεj(zj)−
1
2
Φˆ′εj(zj)zj =
∫
F̂
(
εj(x+ xεj), |zj |) .
Owning to (f6) and the regularity result, for any fixed r > 0, one has∫
F̂
(
εj(x+ xεj), |zj |
)
≥ Cr
∫
{x∈R3:|zj(x)|≥r}
|zj |
2
for some constant Cr depends only on r. Hence∫
{x∈R3:|zj(x)|≥r}
|zj |
2 → 0
as j →∞ for any fixed r > 0. Notice {|zj |∞} is bounded, as a consequence,
we get (
1−
|V |∞
a
)
‖zj‖
2 ≤‖zj‖
2 + ℜ
∫
Vˆεj(x)zj · (z
+
j − z
−
j )
= Φˆ′εj(zj)(z
+
j − z
−
j )
+ ℜ
∫
f
(
εj(x+ xεj), |zj |
)
zj · (z
+
j − z
−
j )
≤ o(1) +
a− |V |∞
2a
‖zj‖
2
+ C∞
∫
{x∈R3:|zj(x)|≥r}
|zj | · |z
+
j − z
−
j |
≤ o(1) +
a− |V |∞
2a
‖zj‖
2 ,
that is, ‖zj‖ → 0 as j →∞. Together with (4.10) we get vεj → v in E.
Step 5. vε(x)→ 0 as |x| → ∞ uniformly for all small ε.
Assume by contradiction that there exist δ > 0 and yε ∈ R3 with |yε| →
∞ such that
δ ≤ |vε(yε)| ≤ C0
∫
B1(yε)
|vε(y)| dy .
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Since vε → v in E, we obtain, as ε→ 0,
δ ≤ C0
( ∫
B1(yε)
|vε|
2
)1/2
≤ C0
( ∫
|vε − v|
2
)1/2
+C0
(∫
B1(yε)
|v|2
)1/2
→ 0,
a contradiction.
By virtue of Step 5 it is clear that one may assume the sequence {xε} in
Step 3 to be the maximum points of |uε|. Moreover, from the above argument
we readily see that, any sequence of such points satisfies εxε converging to
some point in A as ε→ 0.
Finally, in order to verify that vε → v in H1, we first deduce from (4.5)
and (4.9) that
H0 (vε − v) = f
(
ε(x+ xε), |vj |
)
vj − g(|v|)v −
(
Vˆε(x)vj − V (x0)v
)
.
Using Step 4 and the uniform estimate in Remark 2.7, it is easy to check
that |H0 (vε − v)|2 → 0 as ε → 0. Therefore vj → v in H1(R3,C4), ending
the proof.
The Step 5 in the previous lemma shows an uniform decay estimate, not
surprisingly, the decay rate can be shown to be exponential:
Lemma 4.2. There exist C > 0 such that for all ε > 0 small
|uε(x)| ≤ Ce
−c0|x−xε|
where c0 =
√(
a2 − |V |2∞
)
.
Proof. The uniform decay estimate together with (4.3) allow us to take R > 0
sufficiently large such that
∆|vε| ≥
(
a2 − |V |2∞
)
|vε|
for all |x| ≥ R and ε > 0 small. Let Γ(y) = Γ(y, 0) be a fundamental
solution to −∆ +
(
a2 − |V |2∞
)
. Using the uniform boundedness, we may
choose that |vε(y)| ≤
(
a2 − |V |2∞
)
Γ(y) holds on |y| = R for all ε > 0 small.
Let zε = |vε| −
(
a2 − |V |2∞
)
Γ. Then
∆zε = ∆|vε| −
(
a2 − |V |2∞
)
∆Γ
≥
(
a2 − |V |2∞
)(
|vε| − (a
2 − |V |2∞)Γ
)
= (a2 − |V |2∞)zε.
By the maximum principle we can conclude that zε(y) ≤ 0 on |y| ≥ R. It is
well known that there is C ′ > 0 such that Γ(y) ≤ C ′ exp(−c0|y|) on |y| ≥ 1,
we see that
|vε(y)| ≤ C
′′e−c0|y|
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for all y ∈ R3 and all ε > 0 small, that is
|uε(x)| ≤ Ce
−c0|x−xε|
as claimed.
Now, we are ready to prove our main theorems.
Unified proof of Theorem 1.1 and Theorem 1.2. Define
wε(x) = uε(x/ε) and yε = εxε .
Then wε is a solution of
−iεα · ∇w + aβw + V (x)w = f(x, |w|)w
for all ε > 0. Since yε is a maximum point of |wε|, due to Lemma 4.1 and
Lemma 4.2, we have
|wε(x)| ≤ Ce
−
c0
ε
|x−yε|
and yε → A as ε→ 0. From the assumption
min
Λ
V < min
∂Λ
V ,
we conclude that δ := dist(A , ∂Λ) > 0. Hence, for ε sufficiently small, one
find actually |wε(x)| ≤ C exp(−
c0δ
2ε ) < ξ if x 6∈ Λ. Therefore, f(x, |wε|) =
g(|wε|) for all ε > 0 small enough, and the proof of the theorems is thereby
completed.
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