Singular locally-scalar representations of quivers in Hilbert spaces and
  separating functions by Redchuk, I. K. & Roiter, A. V.
ar
X
iv
:m
at
h/
03
07
16
6v
2 
 [m
ath
.R
T]
  7
 Se
p 2
00
3
Singular Locally-Scalar
Representation of Quivers
in Hilbert Spaces
and Separating Functions
I.K. Redchuk ∗, A.V. Roiter ∗∗
∗ Institute of Mathematics of National Academy of Sciences of Ukraine,
Tereshchenkovska str., 3, Kiev, Ukraine, ind. 01601
E-mail: red@imath.kiev.ua
∗∗ Institute of Mathematics of National Academy of Sciences of Ukraine,
Tereshchenkovska str., 3, Kiev, Ukraine, ind. 01601
E-mail: roiter@imath.kiev.ua
In the classical works [1], [2] representations of quivers (in the category of finite-dimensional
vector spaces) were considered and their connection with root systems of corresponding graphs
was established, which developing further in the works [3]–[6]. Repeatedly attempts were made
to generalize representations of quivers to metric and, in particular, Hilbert spaces, but at
that mentioned connection was lost. In [7] a restriction of local scalarity was imposed on
representations of graphs in Hilbert spaces, and after that it was managed to generalize the
results of [1], [2] in a natural way by constructing, analogous to Coxeter functors, functors of
even and add reflections, moreover it turned out that just these representations are of interest
of functional analysis and in some particular cases in other terms in fact were considered in
[8]–[9].
In this paper we will consider a connection of locally-scalar representations of extended
Dynkin graphs with function ρ considered in [10], and also functions ρk playing analogous part
for more wide class of graphs.
1 Standard singular representations of extended Dynkin
graphs.
We will widely use denotations and definitions of the article [7].
All considered graphs will be supposed finite, connected and acyclic (i. e. woods).
Multiplicity µ(g) of a vertex g ∈ Gv is |Mg| (Mg = {gi ∈ Gv | gi − g} [7]).
Hypothesis 1. All indecomposable locally-scalar representation of a graph G are finite-
dimensional, if and only if G is a Dynkin graph or extended Dynkin graph.
In this paper we will consider only finite-dimensional representations.
Let us fix a separation of set of the vertices Gv of graph G to even
◦
Gv and odd ones
•
Gv
[7] and a numeration g1, . . . , gn, numbering (in an arbitrary order) at first odd g1, g2, . . . , gp
and then even vertices gp+1, gp+2, . . . , gn. Let x ∈ VG, (x : Gv → C) xi = x(gi), c — Coxeter
1
transformation on VG, c = σgnσgn−1 · · ·σg1 , (σgi(x))i = −xi +
∑
j, gj∈Mgi
xj , (σgi(x))j = xj when
j 6= i. It is clear that σ2i = id (i = 1, n). Therefore c−1 = σg1 · · ·σgn .
Vector x ∈ V +G is regular if ct(x) ∈ V +G for any t ∈ Z and singular in a contrary case
(terminology traces back to [12]).
The main part in our study will play extended Dynkin graphs (D˜n, E˜6, E˜7, E˜8). Their
connection with Coxeter transformations can be characterized by the following well-known
statement.
Lemma 1.1. If G is a wood, uG = u ∈ V +G and c(u) = u, then G is an extended Dynkin graph
and (up to the common multiplier) uG looks like:
Graph D˜n
1
2 22
1
. . .
1
2
1
...
Graph E˜6
1 2 3 2 1
2
1
Graph E˜7
1 6 4 7 2
23
8 5
Graph E˜8
2 4 6 2 14 35
3
Proof.
c(u) = u implies σgi(u) = u (and this is equivalent to the statement, that when i = 1, n
2u(gi) =
∑
g∈Mgi
u(g)) and ui > 0 when i ∈ 1, n. Vertex g is the point of branching if µ(g) > 2;
g — point of weak branching if µ(g) = 3 and |Mg| = {a, b, c} where µ(a) = µ(b) = 1. σgi = u
implies:
1) if a− b then u(a) ≥ 1
2
u(b), at that u(a) = 1
2
u(b) only if µ(a) = 1;
2) if µ(g) > 2, g − a then u(a) ≤ u(g), at that u(g) = u(a) only if Mg = {a, b, c} and
µ(b) = µ(c) = 1 (it follows from 1));
3) if a− b− c and u(b) ≤ (a) then u(c) ≤ u(b), and if u(b) < u(a) then u(c) < u(b).
If Gv contains 2 points of branching x and y, x−z1−· · ·−zt−y (t ≥ 0) and z1, . . . , zt are not
points of branching then u(x) ≥ u(z1) ≥ . . . u(zt) ≥ u(y) and u(y) ≥ u(z1) ≥ . . . u(zt) ≥ u(x).
Thus, 2) implies x and y are points of weak branching and G = D˜n.
2
If there is only one point of branching z in G then it is easy to see that only the cases E˜6,
E˜7, E˜8 and listed above uG are possible, and the case of missing of the points of branching is
impossible. ✷
Note that the vector uG for extended Dynkin graphG is its (unique up to common multiplier)
imaginary root. Clearly, u is regular.
It is well-known that if G is a Dynkin graph (An, Dn, E6, E7, E8) then all vectors from VG are
singular [2]. Converse is also true: for all other woods there exist also regular vectors. Indeed,
if G — extended Dynkin graph then uG is regular. From the root theory of the arbitrary graph
[11] it is follows that any imaginary root is regular (we will obtain it also as a corollary from
the proposition 1.5). However, also real roots can be regular: for instance, if G = E˜6, v ∈ V +G ,
vi = 1 for i = 1, 7.
Locally-scalar representation pi of graph a G is singular if pi is indecomposable and finite-
dimensional, and d(pi) is a singular vector; regular if pi is indecomposable, finite-dimensional
and not singular.
Hypothesis 2. If G is an extended Dynkin graph, pi — its regular representation then d(pi) ≤
uG.
In [7] for (arbitrary) graph G were considered: a category Rep (G,H) of representations of
G in the category of Hilbert spaces, a category Rep (G) of locally-scalar representations, its
(full) subcategory Rep (G, d, f) of representations with fixed dimension d and character f , and,
finally, Rep (G,
∐
) — a union of the categories Rep (G, d, f) satisfying the condition di+fi > 0,
i ∈ 1, n.
Note that all listed categories, except Rep(G,H), are not additive.
If vector f is such that fi > 0 when i = p+ 1, n then in [7] it was constructed a functor
◦
Fdf : Rep (G, d, f) → Rep (G, d+,
◦
fd) which is equivalence (d
+ =
◦
c (d)). At that d+i = di when
gi ∈
•
G, d
+
i = σi(d) when gi ∈
◦
G; (
◦
fd)i = fi when gi ∈
◦
G, and if gi ∈
•
G then (
◦
fd)i = σi(f) when
di 6= 0 and (
◦
fd)i = fi when di = 0. Analogously functors
•
Fdf : Rep (G, d, f) → Rep (G, d−,
•
fd)
are constructed (d− =
•
c (d)).
For d ∈ V +G define Gd = {g ∈ Gv|d(g) > 0, }. We will need slightly another con-
struction of functors
◦
Φdf : Rep (G, d, f) → Rep (G, d+,
◦
f ′d) on condition that f(gi) > 0 for
gi ∈ (Gd
⋃
M(Gd))
⋂ ◦
G. These functors, as functors
◦
F df , results from functors
◦
FX,δ by the
selection of other δ (corresponding to
◦
f ′d). Here (
◦
f ′d)i = fi when gi ∈
◦
G, and if gi ∈
•
G then
when di = 0, gi ∈ M(Gd) or d+i = 0, gi ∈ M(Gd+) we define (
◦
f ′d)i = fi, and in other cases
(
◦
f ′d)i = σi(f).
Functoriality of
◦
Φdf folows from the reasonings analogous to mentioned in [7] during the
proof of functoriality of
◦
Fdf from Rep (G, d, f) to Rep (G, d
+,
◦
fd)).
Analogously, of course, functor
•
Φdf is constructed.
Let S ′ = {(d, f) ∈ ZG × VG | f(g) > 0 when g ∈ M(Gd)},
◦
S ′= {(d, f) ∈ S ′ | f(g) > 0 when
g ∈ Gd⋂ ◦G}, •S ′= {(d, f) ∈ S ′ | f(g) > 0 when g ∈ Gd⋂ •G}.
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Let us construct a category Rep(G,
∐′) = ∐
(d,f)∈S′
Rep(G, d, f). So, objects of Rep(G,
∐′) are
pairs (pi, f) where pi is a locally-scalar representation, f is its character (which is completely
determined by the representation pi only if pi is faithful; dimension d, of course, is always
determined by the representation pi). Morphisms between objects from ObRep(G, d1, f1) and
ObRep(G, d2, f2) match with morphisms in ObRep(G, d1, f1) when (d1, f1) = (d2, f2) and are
missing on the pairs of object such that (d1, f1) 6= (d2, f2).
A category Rep◦(G,
∐′) ⊂ Rep(G,∐′) is a full subcategory of f -representations, for which
(d, f) such that f(g) > 0 when g ∈ (M(Gd)⋃Gd)⋂ •G (analogously a category Rep•(G,∐′) is
defined).
It is easy to check that if (d, f) ∈
◦
S ′ then (d+,
◦
f ′) ∈
◦
S ′ and if (d, f) ∈
•
S ′ then (d+,
•
f ′) ∈
•
S ′.
Thus, a functor
◦
Φ: Rep◦(G,
∐′) → Rep◦(G,∐′) — a union of functors ◦Φdf , and a functor•
Φ: Rep•(G,
∐′)→ Rep•(G,∐′) — a union of functors •Φdf are determined (analogously ◦F and•
F in [7]).
◦
Φ2∼= Id and
•
Φ2∼= Id. Therefore, ◦Φ (
•
Φ) is an equivalence in Rep◦ (G,
∐′) (Rep• (G,∐′)).
Let us introduce denotations:
•
c= σgp · · ·σg1 ,
◦
c= σgn · · ·σgp+1. Let ct = · · ·
•
c
◦
c
•
c︸ ︷︷ ︸
t
when t > 0,
ct = · · · ◦c•c◦c︸ ︷︷ ︸
t
when t < 0 and c0 = id.
Operators ci generate in the group of invertible operators in VG a subgroup isomorphous to
dihedral group; crcs = ct, where t = (−1)sr + s.
Let Rep1 (G,
∐′) = Rep◦ (G,∐′)⋂Rep• (G,∐′), functors ◦Φ, •Φ are defined on Rep1 (G,∐′)
with values in Rep (G,
∐′). Let us construct in Rep (G,∐′) a sequence of full subcategories
Rep (G,
′∐
) ⊃ Rep1 (G,
′∐
) ⊃ . . . ⊃ Repk (G,
′∐
) ⊃ . . .
such that ObRepi+1 (G,
∐′) = {X ∈ ObRepi (G,∐′) | ◦Φ∈ Repi (G,∐′), •Φ∈ Repi (G,∐′)}.
Thus, on Repk (G,
∐′) functors ◦Φ, •Φ with values in Repk−1 (G,∐′) are defined. Hence for each
k ∈ N functors
Φk : Rep
k (G,
′∐
)→ Rep (G,
′∐
), Φk = · · ·
•
Φ
◦
Φ
•
Φ︸ ︷︷ ︸
k
,
Φ−k : Rep
k (G,
′∐
)→ Rep (G,
′∐
), Φ−k = · · ·
◦
Φ
•
Φ
◦
Φ︸ ︷︷ ︸
k
are defined.
Formulas listed above imply that if Φt(pi, f) = (pit, ft) then d(pit) = ct(d(pi)).
Let G — extended Dynkin graph, uG = (uk). Let us construct a linear form
LG(x) =
∑
gi∈
•
G
uixi −
∑
gj∈
◦
G
ujxj , x ∈ VG.
Following statement takes place:
4
Lemma 1.2. For any x ∈ VG LG(c1(x)) = LG(c−1(x)) = −LG(x).
Proof.
Denote as S(xi) = (σgi(x))i + xi.
LG(c1(x)) + LG(x) =
∑
gi∈
•
G
ui(σgi(x))i −
∑
gi∈
◦
G
uixi +
∑
gi∈
•
G
uixi −
∑
gi∈
◦
G
uixi =
∑
gi∈
•
G
ui((σgi(x))i +
xi)− 2
∑
gi∈
◦
G
uixi =
∑
gi∈
•
G
uiS(xi)− 2
∑
gi∈
◦
G
uixi =
∑
gi∈
◦
G
xi(S(ui)− 2ui) =
∑
gi∈
◦
G
xi((σgi(ui))i − ui) = 0.
A case LG(c−1(x)) is examined analogously. ✷
Let u =
•
u +
◦
u where (
•
u)i = ui when i ≤ p and (◦u)i = ui when i > p. Let then u|k|◦ = ck(◦u)
when k ≥ 0 and u|k|• = ck(•u) when k ≤ 0 and, finally, u˜k = αuk where min
i=1,n
(u˜k)i = 1.
Character of the representation pi is said to be odd (resp. even) standard if it equals u˜k• (resp.
u˜k◦). Characters u˜
0
◦ and u˜
0
• are said to be primary standard.
Locally-scalar f -representation of an extended Dynkin graph G is said to be standard if f is
a standard character.
In [10] (increasing) function ρ: ρ(n) = 1+ n−1
n+1
, n ∈ N0 is defined. (It is naturally to consider
ρ(∞) = 2). We will give an explicit formula for the standard characters in terms of ρ and will
show for each singular root exactly one standard representation corresponds.
Proposition 1.3. Let G — extended Dynkin graph. Let u˜0• = (w1, . . . , wp, 0, . . . , 0) and u˜
0
◦ =
(0, . . . , 0, wp+1, . . . , wn). Then
u˜2m• = (w1, . . . wp, ρ(2m)wp+1, . . . ρ(2m)wn),
u˜2m+1• = (w1, . . . wp, (4− ρ(2m))wp+1, . . . (4− ρ(2m))wn),
u˜2m◦ = (w1, . . . wp, (4− ρ(2m− 1))wp+1, . . . (4− ρ(2m− 1))wn),
u˜2m+1◦ = (w1, . . . wp, ρ(2m+ 1)wp+1, . . . ρ(2m+ 1)wn),
m ∈ N0.
Proof is carried out separately for each extended Dynkin graph. We will illustrate the proof
by the example of graph E˜7 for character u˜
0
•.
(In the picture numbers mean order numbers of vertices.)
1 6 4 7 2
23
8 5
In this case u˜0• = (1, 1, 2, 3, 3, 0, 0, 0), u˜
0
◦ = (0, 0, 0, 0, 0, 1, 1, 2).
Let us carry out an induction for l = 2m.
The base of induction is evident.
Let c2m(u˜
0
•) = (1, 1, 2, 3, 3, ρ(2m), ρ(2m), 2ρ(2m)). Hence c2m+2(u˜
0
•) = (3 − ρ(2m), 3 −
ρ(2m), 6 − 2ρ(2m), 9 − 3ρ(2m), 9 − 3ρ(2m), 4 − ρ(2m), 4 − ρ(2m), 8 − 2ρ(2m)). Dividing all
coordinates by 3−ρ(2m) we will obtain a vector (1, 1, 2, 3, 3, ρ(2m+2), ρ(2m+2), 2ρ(2m+2)).
Now u˜2m+1• =
◦
c (u˜2m• ) = (1, 1, 2, 3, 3, (4− ρ(2m)), (4− ρ(2m)), (8− 2ρ(2m))).
Object (pi, f) ∈ Rep (G,∐′) is singular if pi is singular. Simplest object in the category
Rep (G,
∐′) is a pair (Πg, f¯) (d(Πg) = g¯, g ∈ Gv, then f¯(g) = 0 and f¯(x) > 0 when x ∈Mg).
5
Proposition 1.4. Each singular object of the category Rep (G,
∐′) can be obtained in the form
of Φm(Πg, f¯) where (Πg, f¯) — simplest object (m ≥ 0 when g ∈
◦
G and m ≤ 0 when g ∈
•
G). At
that each faithful singular representation G corresponds (up to equivalence) to unique singular
object Rep (G,
∐′).
Proof is carried out by the induction on |t| where t(d(pi)) is minimal in absolute value
number, for which ct(d(pi)) 6∈ V +G .
Let |t| = 1. For definiteness ◦c (d(pi)) 6∈ V +G . Hence ∃g ∈ Gpi
⋂ ◦
G, f(g) = 0 (in the
contrary case we can apply to pi the functor
◦
FX,δ where X = G
pi, δ is arbitrary, and will obtain
d(
◦
FX,δ (pi)) =
◦
c (d(pi)) ∈ V +G ). Then indecomposability of pi and lemma 3.5 [7] imply Gpi = {g},
i. e. pi = Πg, (pi, f) is a simplest object.
Let the statement is true with |t| < k. Let (pi, f) — singular object Rep (G,∐′), ck(d(pi)) 6∈
V +G ; since pi is not a simplest representation then f is positive on G
pi. Hence either ck−1(d(
◦
FX,δ
(pi))) 6∈ V +G or ck−1(d(
•
FX,δ (pi))) 6∈ V +G and we cane make use of the inductive presumption. ✷
Corollary 1.5. Let x is a singular root of extended Dynkin graph G. Then x is a real root in
G.
Proposition 1.6. Let G — extended Dynkin graph. In order to root x ∈ VG to be singular it
is necessary and sufficiently that LG(x) 6= 0.
Proof.
Necessity. If x is singular then by the proposition 1.4 x = ct(g¯) where g¯ is a simple root in
G. Since L(g¯) 6= 0 then, using the lemma 1.2, we will obtain the required.
Sufficiency. Consider along with LG(x) a linear form L
+
G(x) =
∑
gi∈
•
G
uixi +
∑
gj∈
◦
G
ujxj .
Reckon for definiteness LG(x) > 0. Since LG(c1(x)) = −LG(x) (lemma 1.2) then
∑
gj∈
•
G
ujxj −
∑
gj∈
•
G
uj(σ(xj))j > 0, and, consequently, L
+
G(c1(x)) < L
+
G(x). Analogously L
+
G(c2(x)) < L
+
G(c1(x))
etc. Thus, for the finite number of steps t we will obtain L+G(x) < 0, which means a singularity
of x. ✷
Proposition 1.7. If G — extended Dynkin graph then the presentation of each singular object
of the category Rep (G,
∐′) in the form of Φm(Πg, f¯) is unique. ((Πg, f¯) is a simplest object,
m ≥ 0 when g ∈ ◦G and m ≤ 0 when g ∈
•
G).
It follows from propositions 1.4 and 1.6. ✷
Proposition 1.8. If G — extended Dynkin graph, d — singular root in G then there exists a
unique standard representation pi with the dimension d.
Proof.
Proposition 1.4 imply x = ct(g¯). Let for definiteness t ≥ 0. Hence Ft(Πg, u˜0•) = (pi, αu˜t•).
Let pi′ = 1√
α
pi (i. e. we multiply by 1√
α
each operator in the representation pi). Then u˜t• is a
character of the representation pi′.
Uniqueness pi follows from the proposition 1.7. ✷
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2 Generalization of function ρ.
Let V˜ — set of infinite nonincreasing sequences of the integer nonnegative numbers v =
(v1, v2, . . . , vi, . . .) such that vs = 0 from the certain s. Define on V˜ a partial order: v ≤ w, if
vi ≤ wi for all i ∈ N.
Function ρ can be defined on set V˜ : for v ∈ V˜ ρ(v) =
m∑
i=1
ρ(vi), ρ(0) = 0. Hence if v ≤ w
then ρ(v) ≤ ρ(w).
Width ω(v) of a vector v ∈ V˜ is a number of its nonzero components.
Let us introduce two following lists of vectors from V˜ :
K = {(1, 1, 1, 1), (2, 2, 2) (3, 3, 1) (5, 2, 1)};
K̂ = {(1, 1, 1, 1, 1), (2, 1, 1, 1) (3, 2, 2) (4, 3, 1) (6, 2, 1)}.
(Here and further, writing vectors from V˜ , we will write only their nonzero components.)
In the applications [10] one often encounter with conditions
ρ(v) = 4, (1)
ρ(v) > 4. (2)
Proposition 2.1. [10]
All solutions of the equation (1) are exhausted by the list K; all minimal solutions of the
inequality (2) are exhausted by the list K̂.
Proposition 2.2. If ρ(w) > 4 for w ∈ V˜ then ∃v ∈ V˜ | v < w and ρ(v) = 4.
Proof follows from that fact that for any v̂ ∈ K̂ (v̂ ≤ w) there exists such v ∈ K that v < v̂.
✷
Let us find out, what in propositions 2.1 and 2.2 is elementary and what is connected with
the specificity of function ρ.
Let ϕ : N→ R+ is an arbitrary function. We will say that ϕ is convex if ϕ(n + 1)− ϕ(n) <
ϕ(m + 1) − ϕ(m) when n > m and normalized if ϕ(1) = 1. (ρ possess these properties.) Let
ϕ(z1, . . . , zt) =
t∑
i=1
ϕ(zi), K(ϕ, n) = {v ∈ V˜ |ϕ(v) = n} and N(ϕ, k) to consist of the minimal
solutions of inequality ϕ(v) > k. For each x ∈ V˜ correspond x̂ ∈ V˜ where x̂1 = x1 + 1 and
x̂i = xi when i 6= 1. Let 〈s〉r = s, . . . , s︸ ︷︷ ︸
r
. Let X ⊂ V˜ , |X| < ∞, ω(X) = max
x∈X
ω(x) and
X̂ = {x̂ | x ∈ X}⋃{〈1〉ω(X)+1}.
Following proposition is proved elementary.
Proposition 2.3. Let n ∈ N. If ϕ is increasing then K(ϕ, n) and N(ϕ, n) are finite. If,
besides, ϕ is convex and normalized then K̂(ϕ, n) ⊂ N(ϕ, n), and at that each vector from
K̂(ϕ, n) larger than precisely one vector from K(ϕ, n). If K̂(ϕ, n) = N(ϕ, n) and m < n then
K̂(ϕ,m) = N(ϕ,m).
Increasing, convex and normalized function ϕ is said to be n-separating (n ∈ N) if N(ϕ, n) =
K̂(ϕ, n). It is equal to the following: if ϕ(w) > n, w ∈ V˜ then there exists v < w such that
ϕ(v) = n.
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Thus, ρ is 4-separating.
Let v ∈ V˜ , t ∈ N. Let v〈t〉 = (v〈t〉)i where (v〈t〉)i = v1 when i ≤ t, and (v〈t〉)i = vi−t when
i > t. For X ⊂ V˜ let X〈t〉 = {x〈t〉} when x ∈ X .
Let us show that when n > 4 ρ is not n-separating and for n = 4+i we construct n-separating
functions ρi, such that K(ρi, 4+ i) = K(ρ, 4)
〈i〉 which (see§ 3) also connected with locally-scalar
representations of quivers.
Consider an inequality
ρ(v) ≥ 5. (3)
Distinguish several cases.
1. ω(v) > 5. Minimal vector satisfying this condition is vector w = (1, 1, 1, 1, 1, 1), ρ(w) > 5.
Since when v < w ρ(v) ≤ 5 then w ∈ N(ρ, 5).
2. ω(v) = 5. Under this condition ρ(v) ≥ 5 and ρ(v) = 5 only if v = (1, 1, 1, 1, 1) (v — the
lowest vector in this case), i. e. (1, 1, 1, 1, 1) ∈ K(ρ, 5). Then, obviously, (2, 1, 1, 1, 1) ∈ N(ρ, 5).
3. ω(v) = 4. Let v = (v1, v2, v3.v4). If v4 ≥ 2 then ρ(v) ≥ 4ρ(2) = 513 > 5. Hence
(2, 2, 2, 2) ∈ N(ρ, 5). If v4 = 1, v3 ≥ 2 then ρ(v) ≥ ρ(1) + 3ρ(2) = 5, in this case we obtain
(2, 2, 2, 1) ∈ K(ρ, 5), (3, 2, 2, 1) ∈ N(ρ, 5). If v3 = v4 = 1 then the inequality reduces to
ρ(v1) + ρ(v2) ≥ 3. When v2 = 2 we obtain (5, 2, 1, 1) ∈ K(ρ, 5) and (6, 2, 1, 1) ∈ N(ρ, 5). When
v2 ≥ 3 we obtain (3, 3, 1, 1) ∈ K(ρ, 5) and (4, 3, 1, 1) ∈ N(ρ, 5).
4. ω(v) = 3. Let v = (v1, v2, v3). Using reasonings, analogous to previous, we obtain:
a) when v3 ≥ 5 (5, 5, 5) ∈ K(ρ, 5) and (6, 5, 5) ∈ N(ρ, 5);
b) when v3 = 4 (9, 4, 4) ∈ K(ρ, 5) and {(10, 4, 4), (7, 5, 4)} ⊂ N(ρ, 5);
c) when v3 = 3 {(19, 4, 3), (11, 5, 3)} ⊂ K(ρ, 5) and {(20, 4, 3), (12, 5, 3), (9, 6, 3)} ⊂ N(ρ, 5);
d) when v3 = 2 {(41, 6, 2), (23, 7, 2), (17, 8, 2), (14, 9, 2), (11, 11, 2)⊂ K(ρ, 5)};
{(42, 6, 2), (24, 7, 2), (18, 8, 2), (15, 9, 2), (12, 11, 2), (13, 10, 2)⊂ N(ρ, 5)};
e) when v3 = 1 we have ρ(v) < ρ(1) + 2ρ(∞) = 5.
5. The case ω(v) ≤ 2 does not give any solutions, because ρ(v) < 2ρ(∞) = 4 < 5.
Thus, the following proposition takes place:
Proposition 2.4. K(ρ, 5) = {(1, 1, 1, 1, 1), (2, 2, 2, 1), (3, 3, 1, 1), (5, 2, 1, 1), (41, 6, 2), (23, 7, 2),
(17, 8, 2), (14, 9, 2), (11, 11, 2), (19, 4, 3), (11, 5, 3), (7, 7, 3), (9, 4, 4), (5, 5, 5).}. N(ρ, 5) =
K̂(ρ, 5)
⋃{(9, 6, 3), (7, 5, 4), (2, 2, 2, 2), (13, 10, 2)}
Let us fix t ∈ N and define a recurrent sequence {ui} in the following way:
u0 = 0, u1 = 1, ui+2 = tui+1 − ui. (4)
Then, let us define a function ρt−2(n):
ρt−2(n) = 1 +
un−1
un + 1
when n ∈ N; ρt−2(0) = 0. (5)
With t = 2 from (4) it is follows that un = n and ρ0(n) = 1+
n−1
n+1
= ρ(n), i. e. ρ0(n) = ρ(n).
Let then k = t− 2, k ∈ N0.
Let us find a general formula for n-th member of sequence {un}. For that we solve a
characteristic equation
λ2 − (k + 2)λ+ 1 = 0.
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Its roots are λ = k+2+
√
k2+4k
2
, λ = k+2−
√
k2+4k
2
.
Then formula of the n-th member (when t 6= 2) has the form
un = C1λ
n + C2λ
n
.
From the entry conditions we obtain C1 =
1√
k2+4k
, C2 = − 1√k2+4k .
Finally
un =
1√
k2 + 4k
(λn − λn).
After trivial transformations from the formula (5) we obtain
ρk(n) = 1 +
λn − λ
λn+1 − 1 , k 6= 0. (6)
Let us calculate
ρk(∞) = lim
n→∞
ρk(n) = 1 + λ = 1 +
2
k + 2 +
√
k2 + 4k
. (7)
Let us also show that the function ρk(n) is increasing on N. Using formula (6), the inequality
ρk(n) < ρk(n + 1) reduces to the equivalent one λ
3 + 1 > λ2 + λ which is true due to λ > 1.
Define with k > 0 a function ρk(n) on V˜ analogously to the function ρ: for v ∈ V˜ let
ρk(v) = ρk(v1, . . . , vs) =
s∑
i=1
ρk(vi). Since ρk is increasing on N0 it is increasing also on V˜ .
Consider an inequality
ρk(v) ≥ k + 4 (8)
Let us show that the results will be analogous to results obtained for function ρ.
Lemma 2.5. For any k, n ∈ N0 the following inequality is correct:
ρk(n) + kρk(∞) < (k + 1)ρk(n+ 1) (9)
Proof.
When k = 0 the inequality reduces to the evident one ρ(n) < ρ(n + 1). Let k > 0. Using
formulas (6) and (7), after transformations we obtain that the inequality (9) is equivalent to
inequality
(λ2 − 1)(λn+2 − (k + 1)λn+1 + k) > 0,
which is true since λ = k+2+
√
k2+4k
2
> k + 1 when k > 0. ✷
Proposition 2.6. Function ρk is (k + 4)-separating, K(ρk, 4 + k) = K
〈k〉 (K = K(ρ, 4)).
K(ρk, 4 + k) = {(〈1〉k+4); (〈2〉k+3); (〈3〉k+2, 1); (〈5〉k+1, 2, 1)};
Proof.
On the ground of formula (5) we will find sequentially ρk(1) = 1, ρk(2) = 1 +
1
k+3
, ρk(3) =
1 + 1
k+2
, ρk(4) = 1 +
k+3
k2+5k+5
, ρk(5) = 1 +
k+2
k2+4k+3
.
Consider inequality (8).
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1. Let ω(v) > k+4. Then ρk(v) ≥ ρk(〈1〉k+5). Minimal vector among vectors with this width
is vector w = (〈1〉k+5). It is clear that for any v < w (8) is correct, therefore w ∈ N(ρk, k + 4).
2. ω(v) = k + 4. ρk(v) ≥ ρk(〈1〉k+4) = k + 4, and at that the equality here will be only if
v = (〈1〉k+4). Therefore, (〈1〉k+4) ∈ K(ρk, k+4). Minimal vector in this case is w = (2, 〈1〉k+3).
The same way as in the previous case, for any v < w will be ρk(v) ≤ k+4, hence w ∈ N(ρk, k+4).
3. ω(v) = k + 3. Let v = (v1, . . . , vk+3).
a) Assume vk+3 ≥ 2. Hence ρk(v) ≥ (k + 3)ρk(2) ≥ k + 4. Then the equality will be only if
v = (〈2〉t+1) ∈ K(ρk, k + 4), minimal vector is vector w = (3, 〈2〉t) ∈ N(ρk, k + 4).
b) Let vk+3 = 1 and vk+2 ≥ 2. If vk+2 ≥ 3 then ρk(v) ≥ ρk(1) + (k + 2)ρk(3) = k + 4. So:
(〈3〉k+2, 1 ∈ K(ρk, k + 4)), (4, 〈3〉k+1, 1 ∈ N(ρk, k + 4)). Now consider vk+2 = 2. The initial
inequality reduces to the following: ρk(v1)+ . . .+ρk(vk+1)+
1
k+3
≥ k + 2. The equality is correct
here if all vj = 5, j = 1, k + 1. Let us show that for all other vectors v = (v1, . . . , vk+1, 2, 1)
in the case vk+1 < 5 will be ρk(v) < ρk(〈5〉k+1, 2, 1). Indeed, by the lemma 2.5 ρk(v) <
ρk(1) + ρk(2) + ρk(4) + kρk(∞) < ρk(1) + ρk(2) + (k + 1)ρk(5) = ρk(〈5〉k+1, 2, 1). And if
vk+1 ≥ 5 then vector (〈5〉k+1, 2, 1) will be, obviously, minimal. Thus, in this case we have
(〈5〉k+1, 2, 1) ∈ K(ρk, k + 4) and (6, 〈5〉k, 2, 1) ∈ N(ρk, k + 4).
c) vk+3 = vk+2 = 1. ρk(v) < ρk(〈∞〉k+1, 1, 1) = 2 + (n− 1)ρk(∞). Hence by the formula (7)
ρk(v) < k + 3 +
k+1
λ
< k + 4.
4. ω(v) ≤ k + 2. ρk(v) < (k + 2)ρk(∞) ≤ k + 4 since ρk(∞) = 1 + 1λ ≤ 1 + 2k+2 . In this case
there are no solutions.
We considered all possible cases and, accordingly, we obtained that
K(ρk, k + 4) = {(〈1〉k+4), (〈2〉k+3), (〈3〉k+2, 1), (〈5〉k+1, 2, 1)};
N(ρk, k + 4) = {(〈1〉k+4), (2, 〈1〉k+3), (3, 〈2〉k+2), (4, 〈3〉k+1, 1), (6, 〈5〉k, 2, 1)}.
✷
Let α ∈ R+. Consider functions ρα(v), v ∈ V˜ with this assumption, defining them by the
same rules (4) and (5) (α + 2 = t). Now let us fix v = (v1, . . . , vs), v ∈ V˜ and consider an
equation
ρα(v) = α + 4 (10)
where α is unknown.
Proposition 2.7. Equation (10) has no rational non-integer solutions.
Proof.
Formula (4) by induction evidently implies that un has a form un = t
n−1+an−2tn−1+ . . .+a0,
ai ∈ Z, i ∈ N0. Let v = (v1, . . . , vs). Hence the equation (10) (taking into account (5)) will
have a form
s∑
i=1
(1 +
uvi−1
uvi + 1
) = t + 2
s∑
i=1
(
tn−2 + b(i)n−3t
n−3 + . . .+ b(i)0
tn−1 + a(i)n−2tn−1 + . . .+ a
(i)
0 + 1
) = t+ 2− s (a(i)j , b(i)j ∈ Z).
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After reduction to the common denominator we obtain an equation P (t) = 0 where P (t) is
a polynomial with coefficients from Z, which leading coefficient equals 1. Consequently, P (t)
over field R has either integer or irrational roots. ✷
Remark 1. Proposition 2.7 is not true if assume vi ∈ N
⋃{∞}. For instance, ρ0,5(1, 1, 1,∞) =
4, 5.
So, when α ∈ Q+, the equality ρα(v) = α+4 is possible only with integer α (proposition 2.7);
for any α ∈ N0 there exists a list of vectors satisfying this equality (proposition 2.6).
3 Standard representations of star graphs.
Graph G is said to be a star graph or a graph of type (n1, . . . , ns) (ni ∈ N , i = 1, s, s > 1), if
G is a wood and G has exactly one vertex of multiplicity s (nodal), s vertices of multiplicity
1 (extreme), and the other vertices have multiplicity 2, at that the number of edges between
nodal vertex and extreme ones equal n1, . . . , ns. The set of such graphs we denote S.
Let now S0 ⊂ S — the set of graph of the type (n1, . . . , ns) such that ρk(n1, . . . , ns) = k+4,
k ∈ N0. The constitution of the set S0 is determined by the proposition 2.6. Note that in S0
extended Dynkin graphs D˜n, E˜6, E˜7, E˜8 are contained (they correspond to the case k = 0).
Let us consider locally-scalar representations of a graph from S0. Further we will obtain a
result analogous to the proposition 1.3. Below we specify for each family of graphs from S0 even
and odd standard characters. (In the pictures numbers mean the order number of vertices.)
1. G = (〈1〉k+4).
. . .
1
2
k+5
k+4
k+3
u˜0•(k) = (〈1〉k+4, 0); u˜0◦(k) = (〈0〉k+4, 1).
2. G = (〈2〉k+3).
1
2
k+4 2 +7k k+3k+5
k+6
u˜0•(k) = (〈1〉k+3, (k + 3), 〈0〉k+3); u˜0◦(k) = (〈0〉k+4, 〈1〉k+3).
3. G = (〈3〉k+2, 1).
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k+2
1
k+3
2
k+4
k+5
2 +5k
2 +6k
2 +7k
3k+7
3k+8
u˜0•(k) = (〈1〉k+2, k + 2, 〈k + 3〉k+2, 〈0〉k+3); u˜0◦(k) = (〈0〉k+2, 〈1〉k+3, k + 2).
4. G = (〈5〉k+1, 2, 1).
4 +7k
4 +8k 4 +9k
5 +8k5 +9k2 +4k k+1
2
1
2 +2k
k+2
3 +6k
3 +7k
4 +6k
k+3
2 +3k
2 +5k
2 +6k
3 +5k
u˜0•(k) = (〈1〉k+1, 〈k + 3〉k+1, (k2 + 4k + 3), (k2 + 5k + 4), 〈k2 + 5k + 5〉k+1, 〈0〉2k+2); u˜0◦(k) =
(〈0〉3k+2, 〈1〉k+1, (k + 1), 〈k + 2〉k+1, (k2 + 4k + 3)).
Hence the following proposition, analogous to the proposition 1.3, takes place.
Proposition 3.1. Let G ∈ S0, u˜0•(t) = (w1, . . . , wp, 0, . . . , 0) and u˜0◦(t) =
(0, . . . , 0, wp+1, . . . , wn). Then:
u˜2m• (t) = (w1, . . . wp, ρt(2m)wp+1, . . . ρt(2m)wn),
u˜2m+1• (t) = (w1, . . . wp, (t+ 2− ρt(2m))wp+1, . . . (t+ 2− ρt(2m))wn),
u˜2m◦ (t) = (w1, . . . wp, (t+ 2− ρt(2m− 1))wp+1, . . . (t + 2− ρt(2m− 1))wn),
u˜2m+1◦ (t) = (w1, . . . wp, ρt(2m+ 1)wp+1, . . . ρt(2m+ 1)wn),
m ∈ N0.
Proof is carried out analogous to the proof of the proposition 1.3 by the induction on l = 2m
separately for each family of graphs from S0.
Formula for standard characters immediately implies
Proposition 3.2. If f is a standard character then
◦
f and
•
f are standard character too. If
(pi, f) is a standard object of the category Rep (G,
∐′) then ◦F (pi, f) is a standard object if
pi 6= Πg, where g ∈
◦
G, and
•
F (pi, f) is a standard object if pi 6= Πg, where g ∈
•
G.
12
Proposition 3.3. If G is a star graph and ρk(n1, . . . , ns) = k+4, d — singular root in G then
there exists an unique singular f -representation pi with dimension d, where f is a standard
character.
Proof of the existence is analogous to the proposition 1.8. The uniqueness folows from the
proposition 3.2. ✷
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