Deconstructing transport-distribution reconstruction in the nuclear-pore complex To the Editor -Nuclear-pore complexes (NPCs) span the nuclear envelope and mediate bidirectional transport between the nucleus and cytoplasm. Macromolecules (> 40 kDa) require transport receptors to transit the NPC efficiently, whereas smaller molecules diffuse through the NPC passively 1 . The mechanism through which the semipermeable barrier at the center of the NPC regulates selective transport is unknown. Aiming to elucidate this mechanism, Yang and colleagues have investigated spatial cargo distribution within the NPC 2 by using single-point edge-excitation subdiffraction (SPEED) microscopy [2] [3] [4] [5] [6] .
SPEED microscopy features innovations in optical microscopy as well as data processing. The potential of SPEED to obtain pseudotomographic data prompted us to systematically analyze the technical aspects of the data-processing method. Through a series of simulations, we examined the data requirements (including precision, dataset size, and symmetry constraints) and the limits to which reconstructed transport densities can be interpreted with confidence.
The SPEED process uses 2D singlemolecule localizations obtained by high-speed fluorescence microscopy to reconstruct a 3D density distribution. This back-projection transformation assumes that the transported particles are distributed in a cylindrically symmetrical manner, requiring just a single 'perspective' to reconstruct the spatial distribution. The symmetry constraint has two important implications: (i) if the underlying transport distribution is not fully cylindrically symmetric, then the reconstructed 3D density does not correspond to the actual 3D density; and (ii) if the 2D localization data used to obtain the 3D density do not reflect the underlying cylindrical symmetry (for example, because of small dataset size or limited localization precision), the accuracy of the reconstructed 3D density will diminish. As such, 3D SPEED does not meet the definition of tomography and is not guaranteed to provide accurate or unique reconstructions (Supplementary Note 1).
We simulated idealized localization datasets with known underlying distributions, performed the SPEED transformation, and compared the reconstructed distributions to the ground-truth input distributions ( Fig. 1a-f ). The resulting comparisons ( Fig. 1g -i) revealed that the quality of reconstruction depends strongly on the size of the dataset and the overall precision of the transport particle localization: average success rates above 75% typically require at least a few hundred localizations and a localization precision below 5 nm for the distributions that we simulated. Registration precision (chromatically and between separate datasets), the precision of ) in which the central channel accommodates transport of molecules through its center, periphery, or both. Simul. locs., simulated locations. c-f, To quantify the ability of SPEED to distinguish among central, peripheral, bimodal, or uniform distributions, we generated a simulated dataset of transport localizations for each distribution pattern (step 1; shown in color in c). Simulated measurement uncertainty was added (step 2), and the localizations were projected to 2D (step 3; gray dots in c) to mimic data acquired by microscopy. The projected density profiles were extracted in d and e (the effect of simulated measurement uncertainty differs between e and d). The back-projection transformation was subsequently applied (step 4) to the projected density profile in e to reconstruct a radial density profile in f, which was then fitted to a radial distribution (step 5) and compared with the four model distributions (step 6). The most significant fit was compared to the input distribution of the simulated dataset, thus revealing either successful identification or failure. g-i, Bottom charts, success rates (percentage correctly identified, n = 100 unique simulations) for each combination of distribution type (central, peripheral, bimodal, and uniform), dataset size (10 2 , 10 3 , and 10 4 localizations) and precision (σ = 2, 4, 6, 10 nm). Top charts, identities of the incorrectly designated reconstructions (opaque colors) assigned by the SPEED data-processing algorithm for each dataset size at σ = 10 nm, revealing that reconstructions fail mainly because of a lack of data points in small datasets and insufficient localization precision in large datasets. detection of NPC rotation, and the degree of symmetry of the transport distribution also critically affected the quality of the reconstruction (Supplementary Notes 2 and 3). Our results indicate that, under the reported experimental conditions (~100 localizations and localization precision of 10-13 nm) 2-7 , the SPEED technique is unable to reliably distinguish among uniform, central, peripheral, and bimodal transport in the central channel of the NPC. Increasing the dataset size and improving localization precision would improve the reliability of SPEED, but to do so would require precision enhancements that are currently out of reach in highly timeresolved live-cell optical microscopy.
In response to our analysis, Yang and colleagues have stressed the importance of bin-size optimization and have presented a different method of distribution characterization. We note that these procedures were not described in their previous publications. Although the choice of bin size is not trivial, especially for small datasets, varying the bin size does not significantly improve overall performance according to our simulations ( Supplementary Note 2, Fig. S7 ). Moreover, by comparing the reconstructed distribution to the exact input distributions, Yang and colleagues incorporate a priori knowledge of the ground-truth distributions used to simulate their dataset. Such information would not be available for experimentally obtained data. Therefore, we believe that our categorization procedure conveys more realistic expectations with regard to the technique's limitations. ❐
reporting summary
Further information on experimental design is available in the Nature Research Reporting Summary linked to this paper. 1 explore the mathematical principles and the reliability of the 2D-to-3D transformation in SPEED microscopy that we have developed 2-8 . The authors have validated the mathematical principle, but they argue that the SPEED technique is unable to reliably distinguish among peripheral, central, bimodal, and uniform distributions of molecules within the nuclear-pore complex (NPC) unless thousands of high-precision singlemolecule locations are collected. We disagree with this conclusion and present a categorization routine and accompanying bin-size optimization that readily distinguish those distributions with high reliability (> 90%) after collection of only a few hundred single-molecule locations, with localization precisions comparable to those in our previous publications 2-8 .
Li-Chun
To provide a more direct comparison with the analysis by Tu et al. 1 , we also simulated datasets from the four distinct distributions mentioned above, then compared the reconstructed distributions to the ground-truth input distributions via our categorization routine (Fig. 1 ). There are several differences in our approaches. First, instead of a regime of Gaussian fitting and statistical analysis, our routine calculates the sum of the absolute-valued residuals (SAR) between each trial and the ground-truth input distributions (Fig. 1e) . Second, before each simulation, the routine dynamically calculates an optimal categorization bin size for each set of parameters via a minimized chi-square error algorithm ( Fig. 1b and Supplementary Fig. 1 ). The source code for our categorization routine and accompanying simulations is provided in Supplementary Note and at https://github. com/andrewruba/YangLab/. Importantly, this optimized bin size (≥ 10 nm under the simulation conditions in Fig. 1 ) was typically much larger than the bin size of 1.5-5 nm used in the simulations performed by Tu et al. ( Supplementary  Fig. 1h,i) . Bin-size optimization contributed to the robustness of our routine against statistical variation and is important in experimental settings in which hundreds of single-molecule locations are typically collected. Moreover, our optimization routine can be performed without any prior knowledge of the single-molecule distribution. With these measures, ~100 locations allowed us to reach > 90% successful categorization for peripheral, central, and uniform distributions within the NPC, when the single-molecule localization precision was set to 5 nm. A bimodal distribution requires more localizations for accurate categorization, but nonetheless only ~200 locations were sufficient to achieve > 90% successful categorization (Fig. 1g-s) . When the simulation was applied to the case of Life Sciences Reporting Summary Nature Research wishes to improve the reproducibility of the work we publish. This form is published with all life science papers and is intended to promote consistency and transparency in reporting. All life sciences submissions use this form; while some list items might not apply to an individual manuscript, all fields must be completed for clarity. Sample sizes were taken from the published literature on 3D SPEED and extended as much as needed to reach significance. All samples were simulated data to allow comparison against ground truth.
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