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Introduction
Object Request Broker (ORB) middleware has shown promise in meeting the functional and real-time performance requirements of distributed real-time and embedded (DRE) systems built using common-off-theshelf (COTS) hardware and software. DRE systems such as avionics mission computing, flight control systems, and autonomous aerial surveillance increasingly rely on real-time ORB middleware to meet challenging requirements such as communication and processing timeliness among distributed application components.
Several kinds of middleware are emerging as fundamental building blocks for these kinds of systems. Low-level frameworks such as ACE [20] provide portability across different operating systems and hardware platforms. Resource management frameworks such as Kokyu [6] use low-level elements to configure scheduling and dispatching mechanisms in higher-level middleware. Real-Time ORBs such as TAO [21] and nORB [23] are geared toward providing predictable timing of end-to-end method invocations. ORB services such as the TAO Real-Time Event Service [9] and TAO Scheduling Service [6] offer higher-level services for managing functional and real-time properties of interactions between application components. Finally, higher-level middleware services such as RTARM [10] and QuO [29] provide integration of real-time resource management in complex vertically layered DRE applications.
However, before it can fully deliver its promise, ORB middleware still faces two key challenges.
• Provide real-time performance portability: A key advantage of middleware is supporting portability on different OS and hardware platforms. However, although the functionality of applications running ORB middleware is readily portable, real-time performance can differ significantly across different platforms and ORBs. Consequently, an application that meets all of its timing constraints on a particular platform may violate the same constraints on another platform. Significant time and cost must then be incurred to test and re-tune an application for each platform on which it is deployed. Hence DRE applications are not strictly portable even when developed using today's ORB middleware. Thus, the lack of robust real-time performance portability detracts from the benefits of deploying DRE applications on current-generation ORB middleware.
• Handle unpredictable workloads: The task execution times and resource requirements of many DRE applications are unknown a priori or may vary significantly at run time -often because their executions are strongly influenced by the operating environment. For example, the execution time of a visual tracking task may vary dramatically as a function of the number of location of potential targets in a set of received camera images.
A key reason that existing ORB middleware cannot deal with the above challenges is that common sched-uling approaches are based on open-loop algorithms (e.g., Rate Monotonic Scheduling (RMS) or Earliest Deadline First (EDF) [13] ) that depend on accurate knowledge of task execution times to provide real-time performance guarantees. However, when workloads and platforms are variable or simply not known a priori, open-loop scheduling algorithms either result in extremely underutilized systems based on pessimistic worst-case estimation, or in systems that fail when workloads or platform characteristics vary significantly from design-time expectations.
Our solution is to integrate a Feedback Control realtime Scheduling (FCS) framework [17] with ORB middleware, to provide portable real-time performance and robust handling of unpredictable workloads. In contrast to earlier research on real-time scheduling that was concerned with statically assured avoidance of undesirable effects such as overload and deadline misses, FCS algorithms are designed to handle such effects dynamically based on periodic performance feedback. More importantly, FCS algorithms offer an analytic framework to provide real-time performance guarantees without underutilizing the system, even when the task execution times are unknown or vary significantly at run-time. While FCS algorithms have been previously analyzed and evaluated through simulations, this paper presents 1) the first incarnation of FCS in a scheduling service for ORB middleware, and 2) the first performance evaluation of FCS on a physical Linux testbed.
FCS/nORB provides key scheduling support that makes DRE software performance portable across OS and hardware platforms and more robust against workload variations when tasks have negotiable QoS parameters that can be adjusted. The FCS service we have implemented in this work automatically adjusts the rates of method invocations on remote application objects, based on measured performance feedback. Our choice of this adaptation mechanism is motivated by the fact that in many DRE applications, e.g., digital feedback control loops [5] [22], sensor data display, and video streaming [3] , task rates can be adjusted on-line without causing instability or system failure. Other QoS adaptation mechanisms such as online task admission control can also be incorporated easily into the FCS/nORB service.
Specifically, this paper makes three main contributions:
• Design documentation of a FCS service at the ORB middleware layer, that provides real-time performance portability and robust performance guarantees in face of workload variations,
• Implementation of a feedback control loop in an distributed ORB middleware that dynamically adjust the rates of remote method invocations (RMI) transparently to the application (subject to the limitations specified by the application), and • Results of empirical performance evaluations on a physical testbed that demonstrate the efficiency, robustness and limitations of applying FCS at the ORB middleware layer.
The rest of this paper is structured as follows. We first review previous work on FCS in Section 2. Section 3 describes the design and implementation of our FCS service for nORB. We present results of our performance evaluation on a Linux testbed in Section 4. Section 5 surveys related work in the areas of real-time scheduling, software performance control, and adaptive resource management in middleware. Finally, Section 6 summarizes the contributions of this paper, and describes planned future work.
Feedback Control Real-Time Scheduling
Recent research has shown that FCS algorithms can provide performance guarantees in terms of deadline miss ratios and CPU utilization even when actual task execution times are unknown or vary at run time. In this section, we describe abstractly our instantiations of three existing FCS algorithms for the nORB middleware. Details of the algorithms, and their control analyses and simulation evaluations can be found in [17] .
Task Model
We first describe the task model used by our FCS service. With ORB middleware, applications typically execute using remote method invocations on objects distributed across multiple endsystems. Invocation latency for remote methods includes latency on the client, the server, and the communication network. Furthermore, each method invocation may be subject to an end-to-end deadline. An established approach for handling timeliness of remote method invocations is through end-to-end scheduling [14] . In this approach, an end-to-end deadline is divided into intermediate deadlines on the server, client, and communication, and the problem of meeting the end-to-end deadline is transformed to the problem of meeting every intermediate deadline. In this paper, we focus on the problem of meeting intermediate deadlines on the server. We assume that the client and server are not collocated on the same processor. Such a configuration is common in networked digital control applications that run multiple control algorithms on a server processor that interacts with several other client processors attached to sensors and actuators. Server delays often dominate in DRE systems that are equipped with high-speed network interfaces. Furthermore, our current solution makes progress toward an end-to-end scheduling service to be developed as future work.
In the rest of this paper, we use the term task to refer to the execution of a remote method on the server. Specifically, we assume the following task model on a server. Each task T i is described by the following attributes: 
A key property of our task model is that it does not require accurate knowledge of task execution times.
The execution time of a task may be significantly different from its estimation and may vary at run time.
FCS Algorithms
The core of any FCS algorithm is a feedback control loop that periodically monitors and controls its controlled variables by adjusting a QoS parameter (e.g., task rate). Candidate controlled variables include the total (CPU) utilization and the (deadline) miss ratio. The utilization, U(k), is defined as the percentage of time when the CPU is busy in the k th sampling period. The miss ratio, M(k), is the number of deadline misses divided by the total number of completed tasks in the k th sampling period. Performance references represent the desired values of the controlled variables, i.e., the desired miss ratio M s or the desired utilization U s . For example, a particular system may require a miss ratio M s = 1.5% or a utilization U s = 70%. The goal of an FCS algorithm is to enforce the performance references specified by application, via run-time QoS adaptation. Three FCS algorithms have been developed based on the choice of different sets of controlled variables. The FC-U and FC-M algorithms each control U(k) or M(k), respectively, and the FC-UM algorithm controls both U(k) and M(k) at the same time.
The feedback control loop in each FCS algorithm is composed of one or more Monitors, a Controller, and a QoS (Rate) Actuator. The Utilization and Miss Ratio Monitors measure the controlled variables, U(k) and M(k), respectively. At the end of each sampling period, the Controller compares the controlled variable with its corresponding performance reference (U s or M s ), and computes B(k+1), the total estimated utilization for the subsequent sampling period. To enforce the total estimated utilization on the server, i.e., B(k+1) = i (EE i * R i (k+1)), the Rate Actuator then computes a new set of task rates and instructs each client to adjust its invocation rate accordingly. It is important to note that B(k) can be different from U(k) due to the difference between the estimated and actual task execution times. We now briefly describe the three FCS algorithms, which were previously published in [17] .
FC-U
FC-U embodies a feedback loop to enforce a specified utilization. Pseudo code for the FC-U algorithm is shown in Figure 1 . FC-U is appropriate for systems with a known (schedulable) utilization bound. In such systems, FC-U can guarantee a zero miss ratio in steady state if U s is lower than the utilization bound. However, FC-U is not applicable for systems whose utilization bounds are unknown or highly pessimistic. 
Figure 2. Pseudo code of FC-M
Compared with FC-U, the advantage of FC-M is that it does not depend on any knowledge about the utilization bound. It may also achieve a higher CPU utilization than FC-U, whose utilization reference (based on a theoretical utilization bound) is often pessimistic. However, as analyzed in [17] , because miss ratio does not indicate the extent of underutilization when M(k)=0, FC-M must have a positive miss ratio reference (i.e., M s > 0). Consequently, it will have a small but non-zero miss ratio even in steady state. FC-M is only applicable to soft real-time systems that can tolerate sporadic deadline misses in steady state.
FC-UM
FC-UM integrates miss-ratio control and utilization control to combine their advantages 3 . Pseudo code for the FC-UM algorithm is shown in Figure 3 . 
Figure 3. Pseudo code of FC-UM
The advantage of FC-U is its ability to meet all deadlines (M(k)=0) in steady state if the utilization reference is lower than the utilization bound. The advantage of FC-M is that it can achieve a low (but non-zero) miss ratio and higher utilization even when the utilization bound is unknown or pessimistic. Through integrated control, FC-UM aims to achieve the advantages of both the FC-U and FC-M algorithms. In a system with a FC-UM scheduler, the system administrator can simply set the utilization reference U s to a value that causes no deadline misses in the nominal case (e.g., based on system profiling or experience), and set the miss ratio reference M s according to the application's miss ratio requirement. FC-UM can guarantee zero deadline misses in the nominal case while also guaranteeing that the miss ratio stays close to M s even if the utilization reference becomes lower than the (unknown) utilization bound of the system.
Control Analyses
Different from earlier heuristics-based adaptive scheduling techniques, the FCS framework is based on a control theoretic foundation. In [17] , we established mathematical models of the scheduling system, and analytically designed and tuned the above FCS algorithms using a control methodology. Control analyses proved that the FCS algorithms can guarantee stability and achieve their performance references (miss ratio or utilization) in steady state even when task execution times are several times of their estimations and vary at run-time. Due to space limitations, the detailed analyses are not repeated in the paper. Readers are referred to [17] for details. 
FCS Architecture on nORB
In this section, we present the architecture of an FCS service that instantiates the FCS algorithms described in Section 2.2, on an ORB called nORB, as illustrated in Figure 4 . We first give an overview of our extensions to nORB for use with FCS, and then describe the design and implementation of the FCS service.
Extensions to nORB for FCS
nORB [23] is a light-weight ORB designed to support networked embedded systems. Both nORB and the new FCS service are based on ACE [20] . nORB currently only supports fixed priority scheduling. To avoid priority inversion at the communication layer, a separate TCP connection called a lane [19] is established between a server and a client for each priority level that is used for method invocation requests. The basic priority lane approach in nORB assumes preemptive thread priority enforcement by an underlying real-time operating system, so that RMS properties are preserved using FIFO queuing (e.g., by TCP/IP) in each lane. Further details of nORB are presented in [23] .
While FIFO queuing in each static priority lane is sufficient for many applications, to support the continuous adaptation of priorities needed by FCS we had to extend the basic nORB queuing capabilities as shown in Figure 4 . An FCS/nORB client has a number of timer threads and connection threads. Each pair of timer/connection threads (connected through a buffer) is assigned a priority and submits method invocation requests to the server at this priority. Each timer thread is associated with a timer that generates periodic timeout interrupts to initiate method invocation requests at a specified rate. In this study, we apply the RMS policy [13] to assign task priorities. A basic FCS/nORB server has several worker threads and connection threads. Each pair of worker/connection threads is assigned a priority and is responsible for processing method invocation requests at that priority. Connection threads receive method invocation requests from clients, and worker threads invoke the corresponding methods and send the results back to clients.
Configuration Interface
Application developers can specify a set of scheduling parameters in a configuration file that is used to initialize the FCS service when the system is started. Configuration parameters include the specific FCS algorithm to run, the performance references, the sampling period, and two parameters, G A and G M . According to the analysis in [17] , G A and G M determine the value of the control parameters and affect the range of platform and workload variability that FCS can handle.
Applications can register their tasks in a task description file. Each task T i is described by a tuple (EE i , R min,i , R max,i ) as described in Section 2.1.
Feedback Control Loop
The FCS service on a server includes a utilization monitor, a miss ratio monitor, a controller, a rate allocator, and a pair of FCS/connection threads The FCS service on a client includes a rate modulator and a pair of FCS/connection threads. All FCS/connection threads in the FCS service are assigned the highest priority so that the feedback control loop can run in overload conditions, when it is needed most. The FCS/connection threads on the server are connected with each client connection thread through a TCP connection we call a feedback lane. We now present the details of each component.
Utilization Monitor:
The utilization monitor uses the /proc/stat file in Linux to estimate the CPU utilization in each sampling period. The /proc/stat file records the number of jiffies (each 1/100 of a second) since the system start time, when the CPU is in user mode, user mode with low priority (nice), system mode, and when used by the idle task. At the end of each sampling period, the utilization monitor reads the counters, and estimates CPU utilization by dividing the number of jiffies used by the idle task in the last sampling period by the total number of jiffies in the same period. We note that the same technique is used by the benchmarking tool, NetPerf [18] .
Deadline Miss Monitor:
The deadline miss monitor measures the percentage of completed tasks that miss their deadlines on the server in each sampling period. FCS/nORB maintains two counters for each pair of connection/worker threads on the server. One counter records the number of completed tasks in the current sampling period, and the other records the number of tasks that missed their deadlines in the same period. Each connection thread timestamps every method invocation request when it arrives from its nORB lane. The worker thread checks whether a completed task has missed its deadline and updates the counters after it sends the invocation result to the client. At the end of each sampling period, the deadline miss monitor aggregates the counters of all worker/connection threads, and computes the deadline miss ratio in the sampling period. Note that FCS/nORB maintains separate counters for each pair of connection/worker threads instead of shared global counters, to reduce contention among threads updating the counters. This use of threadspecific storage is important because contention among worker threads could cause priority inversions.
Controller:
The controller implements the control function presented in Section 2.2. Each time its periodically scheduled timer fires, it invokes the utilization and/or deadline miss monitors, computes the total estimated utilization for the next sampling period, and then invokes the rate assigner.
Rate Assigner: The rate assigner on the server and the rate modulator on its clients together serve as actuators in the feedback control loop. The rate assigner computes the new task rates to enforce the total estimated utilization computed by the controller. Different policies can be applied to assign task rates. Our rate assigner currently implements a simple policy that is called Proportional Rate Adjustment (PRA) in this paper. Assuming that the initial rate of task T i is R i (0), the initial total estimated utilization B(0) = i (EE i R i (0)), and the total estimated utilization for the following (k th ) sampling period is B(k), the PRA policy assigns the new rate to task T i as follows:
It can be proven that PRA enforces the total estimated utilization, i.e., B(k)= i (EE i R i (k)), in every sampling period if no task rates reach their lower or upper limits.
The PRA policy treats all the tasks "fairly" in the sense that the relative rates among tasks always remain the same if no tasks reach their rate limits. When an application runs on a faster platform, the rates of all tasks will be increased proportionally. Similarly, when the application runs on a slower platform, the rates of all tasks will be decreased proportionally. A side effect of the PRA policy is that priorities of tasks will not change at run-time under RMS because the relative order of task rates remains the same. This reduces overhead on the clients because they do not need to change task deadlines on the fly. However, since PRA potentially changes the rate of every task in each sampling period, it can introduce relatively high overhead for resetting all the timers on the clients. We are currently developing a light-weight timer management technique to reduce such overhead. This technique has not been integrated with FCS/nORB.
Note that the PRA policy is based on the assumption that all tasks are "equally important". More precisely, it assumes that all tasks' values to the application are uniformly proportional to their execution times. When this assumption is not true, the rate assigner needs to optimize the total system value under the constraint of the total estimated utilization. Although the value optimization problem is not a focus of this study, we note that several existing algorithms, e.g., [12] , could be used in the rate assigner to address this problem.
Rate Modulator: A Rate Modulator is located on each client. It receives the new rates for its remote method invocation requests from the rate assigner on the server through the feedback lane, and resets the interval of the timer threads whose request rates have been changed. 
Implementation

Empirical Evaluations
In this section, we present the results of three sets of experiments run on a Linux testbed. Experiment I measured the overhead introduced by FCS. Experiment II evaluated the performance portability of applications on FCS/nORB on two different server platforms. On both platforms, we ran the same steady workload whose task execution times were significantly different from their estimations (the same estimations were used in all experiments). Finally, Experiment III stresstested FCS/nORB's ability to provide robust performance guarantees with a workload whose task execution times varied dramatically at run-time. 
Experimental Set-up
Workload:
The workload used in all experiments comprised 12 tasks on the client that periodically submitted method invocation requests to the server. Each task invoked one of three methods (shown in Table 1 ) of an application object. All the tasks invoking the same method shared the same maximum rate, but their minimum rates were randomly chosen from a range listed in the "minimum rate" column in Table 1 . Since we focus on unpredictable workload and platform portability, the estimated execution times were different from the actual execution times in each experiment. Note that the same estimated execution times are used in all experiments despite the fact that they used different platforms and had different actual task execution times. With FCS, re-profiling of task execution times was not needed to provide performance guarantees. 
FCS Configuration:
The configuration parameters of FCS are shown in Table 2 . To demonstrate the robustness of feedback control, the same configuration was used in all experiments even though they were performed on different platforms and tested with different task execution times. The Controller parameters were computed using control theory based on G A and G M , which determine the robustness of FCS [17] . The utilization reference of FC-U is chosen to be 70%, slightly lower than the RMS schedulable utilization bound for 1/12 -1) = 71%. FC-UM had a higher utilization reference (75%) because of the existence of miss ratio control as we discussed in Section 2. 
Experiment I: Overhead Measurement
The feedback control loop for each FCS algorithm introduces overhead. The overhead is caused by several factors including the timer associated with FCS, the utilization and miss ratio monitoring, the control computation in the controller, and the rate calculation and communication overhead with the clients in the rate assigner. FCS is a viable middleware service only if the overhead it introduces is sufficiently low.
To quantify overhead of the FCS algorithms, we compared the average CPU utilization under different scheduling algorithms when the same workload is applied to the system running on Server A. To limit the overhead caused by the utilization monitoring for OPEN and FC-M, average CPU utilizations were measured by setting the sampling period of the utilization monitor to the duration of the entire run, i.e., the utilization monitor is only invoked twice for each run with FC-M and OPEN -once in the beginning of the run, and once at the end of the run. The average CPU utilization of FC-U and FC-UM was measured by averaging the utilization of each sampling period, since they need to execute the utilization monitor periodically. To keep the application workload constant, we disabled the rate modulator on the clients so that all tasks always ran at constant rates.
The results of the overhead measurements are shown in Table 3 . Each value in the first row is the mean of average utilization in 8 repeated runs and its 90% confidence interval. Each run lasted for 800 seconds, a total of 200 sampling periods. The second row shows the overhead of each FCS algorithm in terms of CPU utilization (computed by subtracting OPEN's utilization from each FCS algorithm's utilization). The 90% confidence interval of the most efficient algorithm, FC-U, actually overlapped with that of OPEN, which meant that there were no statistical evidence with 90% confidence that FC-U had a higher utilization than OPEN.
FC-M and FC-UM, however, had statistically higher utilizations than OPEN. Over a 4 second sampling period, all three FCS algorithms introduced overhead of less than 1% of CPU utilization. We also estimated the execution time of each FCS algorithm by multiplying its utilization overhead with the sampling period (shown in the bottom row of Table 3 ). The overhead of all FCS algorithms was less than 36 msec per sampling period. FC-U introduced less overhead indicating that the utilization monitor was more efficient than the miss ratio monitor. While the utilization monitor only needs to read the /proc/stat file once every sampling period, the miss ratio monitor requires time-stamping every method invocation twice. FC-UM's overhead is slightly less than the summation of the overheads by FC-M and FC-U because FC-UM ran both monitors. These experiments showed that FCS overhead is sufficiently small for a broad range of applications. 
Experiment II: Performance Portability
In Experiment II, the execution time of each task on Server A remained approximately twice of its estimation throughout each run. The purpose of this set of experiments was to evaluate the performance of the FCS algorithms and OPEN when task execution times vary significantly from estimated values, either due to the difference between a new deployment platform and the original platform on which the tasks were profiled, or to inaccuracy in task profiling.
Our first experiment emulates the common engineering practice based on open loop scheduling. We first tuned task rates based on the estimated execution times so that the total estimated utilization is 70%. However, when we ran the tasks at the rates according to the predicted rates, the server crashed. This is not surprising: since the estimated execution times were inaccurate, the actual total requested utilization by all nORB threads reached approximately 140% and caused the Linux kernel to freeze. This was because all nORB threads ran at real-time scheduling priorities that are higher than kernel priorities on Linux. When the utilization of nORB threads exceeded 100%, no kernel activities were be able to execute. To avoid this problem, all the tasks would need to be re-profiled for each platform on which the application is deployed. Hence, the open loop approach can cost developers significant time to tune the workload to achieve the same performance on different platforms. This lack of performance portability is an especially serious problem when there is a large number of potential platforms (e.g., in a product line) or if a potential platform is unknown at development time. We now examine the experimental result for the FCS algorithms themselves. As an example, the sampled utilization U(k), miss ratio M(k), and the total estimated utilization B(k) computed by the controller in a typical run under FC-U is illustrated in Figure 5 . All tasks started from their lowest rates. The feedback control loop gradually increased U(k) by raising task rates (proportional to B(k)). At the 5 th sampling point, the U(k) reached 67.7% and settled in a steady state around 70%. This result showed that FC-U can self-tune task rates to achieve the specified CPU utilization even when task execution times were significantly different from estimated values. The results were consistent with the control analysis presented in [17] .
The performance results of FC-U, FC-M, and FC-UM on Server A are summarized in Figures 6(a-c) . The performance metrics we used included the miss ratio and utilization in steady state, and the settling time. The steady-state miss ratio is defined as the average miss ratio in a steady state. The steady-state utilization is similarly defined as the average utilization in a steady state. Both metrics measure the performance of a system after its adaptation process settles down to a steady state. Settling time represents the time it takes the system to settle down to a steady state. The settling time can be viewed as the duration of the self-tuning period after an application is ported to a new platform. It is difficult to determine the precise settling time on a noisy, real system. As an approximation, we considered that FC-U and FC-M entered a steady state at the first sampling instant when U(k) reached 0.99U s , and FC-M entered a steady state at the first sampling instant when U(k) reached 99% of the utilization in the last sampling period of the experiment. Each data point in Figures 6(a-c) is the mean of three repeated runs, and each run took 800 seconds. The standard deviations in miss ratio, utilization, and settling time are below 0.01%, 0.03%, and 6.11 sec (i.e., 1.53 sampling period), respectively. From Figure 6 (a), we can see that both FC-U and FC-UM caused no deadline misses in steady-states. FC-M's steady-state miss ratio is 1.49% -compared to the miss ratio reference (1.5%). At the same time, the steady-state utilizations of FC-U and FC-UM are 70.01% (compared to a utilization reference of 70.00%) and 74.97% (compared to a utilization reference of 75%), respectively. The result of FC-UM is because the utilization control dominated in steady state due to the fact that its steady state utilization is lower than the miss ratio control. In contrast, FC-M achieved a higher utilization (98.93%) in the steady state at the cost of a slightly higher miss ratio.
As shown in Figure 6 (C), FC-M and FC-UM both had significantly longer settling times than FC-U due to the saturation of miss ratio control in underutilization. This means that FC-M and FC-UM need more selftuning time before they can reach steady states. Note that the settling times of FC-M and FC-UM are related to the initial task rates. In our experiments, all tasks started from their lowest possible rates in the beginning of the self-tuning phase. The settling times can be reduced by increasing the initial task rates. For example, we may choose the initial rates as the desired rates on the slowest platform in a product line.
To further evaluate the performance portability of FCS/nORB, we re-ran the same experiments on Server B. A typical run of FC-U, FC-UM, and FC-M are shown in Figures 7, 8 , and 9, respectively. Each run takes 1200 seconds. As the case on Server A, all the algorithms successfully enforced their utilization or miss ratio references in steady state. The difference is that all tasks ran at a higher rate (proportionally to B(k)) on Server B than Server A because Server B is faster than Server A. In addition, all algorithms had longer settling times on Server B than Server A. This is consistent with our control analyses in [17] . In summary, Experiment II demonstrated that FCS/nORB can provide desired utilization or miss ratio even when 1) applications were ported to different platforms and 2) task execution times were significantly different from their estimations. Therefore, FCS/nORB represented a way to perform automatic performance tuning on a new platform.
In addition, we note that a combination of FCS and open-loop scheduling can be used to achieve both selftuning and run-time efficiency for applications with steady workloads. When an application is ported to a new platform, it is initially scheduled using the FCS algorithm to converge to a steady state with desired performance. Then the feedback control loop can be turned off and the applications can continue to run at the correct rates under open-loop scheduling.
Experiment III: Varying Workload
In this set of experiments, we evaluate the performance of FCS/nORB and OPEN on Server A when task execution times vary significantly at run-time.
We first study the performance of OPEN. A typical run of OPEN is illustrated in Figure 10 . We initially hand tuned the application rates to achieve a utilization of approximately 75%. In the beginning of the 50 th sampling period (200 sec), however, the execution times of method 1 (invoked by 6 tasks -see Table 1 ) suddenly increased, which caused the CPU utilization to reach almost 100% and deadline misses. Note that the system would have crashed (as in Experiment II) should the execution time of method 1 increased slightly more. At 900 sec, the execution time of method 1 suddenly decreased causing the CPU utilization to drop to approximately 40%. This experiment shows that even fine-tuned applications can not always achieve acceptable performance under OPEN. When the actual execution times exceed the initial execution time used for tuning, the system can be overloaded and even crash. On the other hand, if the actual execution times become lower than those used at tuning time, the CPU is underutilized when task could have run at higher rates (QoS).
In contrast, both FC-U and FC-UM maintained specified CPU utilizations (70% and 75%, respectively) in steady states despite the variations in task execution times (as illustrated in Figures 11 and 12Figure , respectively). Both algorithms effectively adapted task rates (proportionally to B(k)) in response to changes of system load. FC-UM had a long settling time in the underutilized condition. However, its settling time is significantly shorter in the overload condition. The short settling time under overload is important because adaptation is much more important in overload conditions than that in underload conditions. Interestingly, FC-M caused the system to crash when the execution times increased. This is inconsistent with previous OS-level simulation results [17] that showed FC-M could handle such varying workload. This is because that FC-M achieved a high utilization (more than 90%) before the execution time increased at time 200 sec. The utilization then increased to 100% due to the increase in execution times and the system crashed due to kernel starvation. In general, FCS/nORB cannot handle varying workload that transiently increased the utilization to 100% due to the starvation of the kernel under such conditions. This result shows that limitation of middleware implementation on top of common general purpose operating systems (e.g., Linux, Windows, and Solaris) in which realtime scheduling priorities are higher than kernel priorities. On such platforms, the range of variation in utilization that a FCS algorithm can handle is limited by its steady-state utilization before the variation occurs. For example, with a utilization reference of U s , FC-U can only handle a utilization increase of no more than (1-U s ) in order to provide robust utilization guarantees. Therefore, the utilization reference of FC-U and FC-UM should consider this safety margin in face of varying workload. Since FC-M usually achieves a high utilization and does not have control over its (already small) safety margins, a middleware implementation of FC-M is less appropriate for time varying workload.
In summary, Experiment III demonstrated that, FC-U and FC-UM can provide robust performance guarantees even when task execution times vary (within the aforementioned safety margin) at run-time.
Related Work
The control theoretic approach has been applied to various computing and networking systems. A survey of feedback performance control for software services is presented in [1] . Recent research on applying control theory to real-time scheduling is directly related to this paper. For example, Steere, et al., developed a feedback based CPU scheduler [25] that coordinated the CPU allocation to consumer and supplier threads, to guarantee the fill level of buffers. Abeni, et al., presented analysis of a reservation-based feedback scheduler in [2] . In our previous work [15] [16] [17] , a Feedback Control real-time Scheduling framework and algorithms were developed to provide deadline miss ratio and utilization guarantees for real-time applications with unknown task execution times. Feedback control real-time scheduling has also been extended to handle distributed systems [24] . The difference between the work presented in this paper and the related work is that we describe the design and evaluation of a FCS service at the ORB middleware layer, while the related work is based either on simulation or kernel level implementation. ORB middleware is an attractive vehicle to implement FCS because of its ability to support portable real-time applications on COTS platforms.
Another project that is closely related to FCS/nORB is ControlWare [28] , which is also an incarnation of software performance control at the middleware layer. The difference is that ControlWare embodies adaptation mechanisms (such as server process allocation in the Apache server) that are tailored for Quality of Service provisioning on Internet servers, while FCS/nORB integrates Feedback Control real-time Scheduling with remote method invocation mechanisms for distributed real-time embedded systems.
WSOA [4] is a large-scale demonstration of adaptive resource management at multiple architectural levels in a realistic distributed avionics mission computing environment. The WSOA application is in essence a networked ad hoc control system, with adaptation of image tile compression to meet download deadlines. Our work integrating FCS with nORB dispatching seeks to add rigor to middleware-based resource management by applying control theory within the middleware itself.
In doing so, we seek to complement other middleware projects for DRE systems, and increase the capabilities offered by DRE middleware as a whole.
Conclusions and Future Work
In summary, we have designed and implemented a Feedback Control real-time Scheduling service on an ORB middleware for distributed real-time embedded systems. Performance evaluation on a physical testbed has shown that 1) FCS/nORB can guarantee specified miss ratio and CPU utilization even when task execution times deviate significantly from the estimation and change at run-time; 2) FCS/nORB can provide the same performance guarantees on platforms with different processing capabilities; and 3) the middleware layer instantiation of performance control loops only introduces a small amount of processing overhead on the server. These results demonstrate that a combination of FCS and ORB middleware is a promising approach to achieve robust real-time performance guarantees and performance portability for DRE applications. In the future, we will develop a distributed FCS service on an ORB middleware that provide end-to-end delay guarantees. We will also investigate and integrate other adaptation mechanisms such as task reallocation into the FCS service, and will integrate our work on FCS with our other research on multi-level scheduling aspects [7] and QoS-aware component middleware [26] .
