1] Estimating long-lead time precipitation under the stress of increased climatic variability is a challenging task in the field of hydrology. A modified Support Vector Machine (SVM) based framework is proposed to estimate annual precipitation using oceanic-atmospheric oscillations. Oceanic-atmospheric oscillations, consisting of Pacific Decadal Oscillation (PDO), North Atlantic Oscillation (NAO), Atlantic Multidecadal Oscillation (AMO), and El Niño-Southern Oscillation (ENSO) for a period of 1900-2008, are used to generate annual precipitation estimates with a 1 year lead time. The SVM model is applied to 17 climate divisions encompassing the Colorado River Basin in the western United States. The overall results revealed that the annual precipitation in the Colorado River Basin is significantly influenced by oceanic-atmospheric oscillations. The long-term precipitation predictions for the Upper Colorado River Basin can be successfully obtained using a combination of PDO, NAO, and AMO indices, whereas coupling AMO and ENSO results in improved precipitation predictions for the Lower Colorado River Basin. The results also show that the SVM model provides better precipitation estimates compared to the Artificial Neural Network and Multivariate Linear Regression models. The annual precipitation estimates obtained using the modified SVM modeling framework may assist water managers in statistically understanding the hydrologic response in relation to large scale climate patterns within the Colorado River Basin.
Introduction

Background
[2] Climatic fluctuations and increasing water demand in growing regions have captured the attention of scientific communities. This has led to the need for estimating regional and global precipitation of interannual and longer time scales [Karl and Knight, 1997; Hidalgo and Dracup, 2003] . Although precipitation is predominantly episodic, variability in precipitation results in such catastrophic events as floods and drought. The impact of these catastrophic events on water resources planning [Qaiser et al., 2011; Dawadi and Ahmad, 2012] ; water management Simonovic, 2001, 2006] , water infrastructure [Forsee and Ahmad, 2011; Simonovic, 2000, 2004] , human settlements [Mosquera-Machado and Ahmad, 2007; Simonovic and Ahmad, 2005] , and the environment [Venkatesan et al., 2011a [Venkatesan et al., , 2011b Shrestha et al., 2011 Shrestha et al., , 2012 have been studied by many researchers. Considering the impacts of floods and droughts on humans and environment and growing water demand in many parts of the world, efforts have increased to study and predict regional and global precipitation variation. Interannual, decadal, and multidecadal climatic signals, such as oceanic-atmospheric oscillations provide an exciting opportunity to estimate precipitation at longer lead-times. Oceanic-atmospheric oscillations, often termed as teleconnections, have been used by researchers across the world to study their relationship with precipitation over land surfaces at interannual and longer time scales ; this relationship, in turn, controls such key components as streamflow, soil moisture, and evaporation of the hydrological cycle [Diaz and Kiladis, 1992; Dracup and Kahya, 1994; Rajagopalan and Lall, 1998; Diaz et al., 2001; Gutzler et al., 2002; Viles and Goudie, 2003; Hidalgo and Dracup, 2003; Xu et al., 2004; Hu and Feng, 2001; Stephen et al., 2010; Puri et al., 2011] . The main objective of this study is to estimate annual precipitation using oceanic-atmospheric oscillations.
Oceanic Variability and Precipitation
[3] It is well established that the year-to-year variability of precipitation is primarily associated with the sea surface temperature (SST) anomalies in the tropical Pacific Ocean, known as the El Niño-Southern Oscillation (ENSO) [Ropelewski and Halpert, 1986; Redmond and Koch, 1991; Piechota and Dracup, 1996; Kane, 1999; Barlow et al., 2002] . Wang et al. [2000] observed positive anomalies of precipitation in the central Pacific and eastern Asia during extreme phases of ENSO cycles. Lau and Wu [2001] found that ENSO accounts for 30% of climate-related variability in Asian summer monsoon rainfall. Hu and Feng [2001] revealed that warmer phases of ENSO are related to increased summer precipitation within the central United States. A pseudo El Niño phenomenon, known as the El Niño Modoki, has been significantly linked to temperature and precipitation over many parts of the world, including Japan, Korea, New Zealand, and even the West Coast of the United States Weng et al., 2007] .
[4] In the southwestern United States, particularly in the Colorado River Basin (CRB), various types of teleconnections are found to be related with the hydrologic variability [Pulwarty and Melis, 2001] . Piechota and Dracup [1996] used Palmer Drought Severity Index (PDSI) to relate the major dry and wet spells with historic ENSO events in the Lower Colorado River Basin (LCRB). Kahya and Dracup [1993] described 1941 and 1983 heavy rainfall events with ENSO phases in the southwestern U.S., including the CRB. Cayan et al. [1998] showed that there has been a change in the pattern and amount of precipitation within the CRB. Merideth [2000] observed wet periods during the start and end of 20th century, whereas dry periods during the midcentury in the Colorado Basin. Moreover, the National Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center (CPC) routinely monitors the correlation between ENSO and southwest U.S. precipitation [California Dep. of Water Resources, 2005] .
[5] While many studies have related ENSO with precipitation, there are other modes of atmospheric oscillations, for instance, Pacific Decadal Oscillation (PDO), Interdecadal Pacific Oscillation (IPO), North Atlantic Oscillation (NAO), Atlantic Multidecadal Oscillation (AMO), Arctic Oscillation (AO), Indian Ocean Dipole (IOD), and Pacific North American (PNA) indices. These also are important indicators of climate variability, and have been linked with precipitation both individually and in conjunction with ENSO [Bjerknes, 1966; Hurrell, 1995; Giannini et al., 2001; Gershunov and Barnett, 1998; Higgins et al., 2000; Brito-Castillo et al., 2002; McCabe et al., 2004; Wang and Swail, 2001; Dickson et al., 2000; Qian et al., 2000; Ashok et al., 2001 Ashok et al., , 2003 Wedgbrow et al., 2002; Kiem and Franks, 2004; Pui et al., 2011] . Compared to ENSO and PDO, the AMO and NAO indexes exhibit considerable long-term variability [Cancelliere et al., 2007; McCabe et al., 2007] .
Artificial Intelligence Models
[6] From the past studies, it is evident that oceanicatmospheric oscillations do influence precipitation. In fact, there have been attempts to use oscillations as predictors to estimate precipitation. However, due to the complex interaction between precipitation and oceanic oscillation, it is difficult to construct a physically based mathematical model [Lin et al., 2009 ]. An attractive alternative are the artificial intelligence (AI) models, also referred to as machine-learning or data-driven models. AI-type models are constructed by employing flexible and adaptive model structures in an empirical format and can be used to determine the relationship between inputs and outputs. By far, the most popular AI-type of model is the Artificial Neural Network (ANN). Several researchers have used different types of ANN algorithms to forecast precipitation [Raman and Sunilkumar, 1995; Kuligowski and Barros, 1998; Tokar and Johnson, 1999; Hsu et al., 1995 Hsu et al., , 1997 Tokar and Markus, 2000] . A detailed review of the ANN applications in hydrology is available from the work of the ASCE Task Committee [2000b] .
[7] Although ANNs are powerful mathematical structures, they have certain drawbacks that include getting trapped in local minima and subjectivity in selection of model architecture [Suykens, 2001 , Lin et al., 2009 . Due to these drawbacks, there is a need for a more sophisticated AI-type data-driven model that is capable of efficiently representing the multifaceted interaction between oceanicatmospheric oscillations and precipitation.
[8] Another type of data-driven model becoming popular in ANN-dominated fields is the Support Vector Machine (SVM). SVM is based on the structural risk minimization (SRM) principle, which helps it to efficiently relate the relative input to the desired output and perform better on unseen data [Vapnik, 1995 [Vapnik, , 1998 ]. In other words, SVM is a statistical tool that approaches the problem of training polynomial functions, radial basis functions, or neural network regression estimators in a way that is similar to neural networks; however, at the same time, it uses a new approach [Liong and Sivapragasam, 2002] .
[9] In comparing SVMs and ANNs, there are two major differences. First, ANN is constructed based on the principle of empirical risk minimization (ERM), whereas SVMs are based on the SRM principle. The ERM principle only minimizes the total error (empirical risk), whereas the SRM principle minimizes empirical risk and addresses the model complexity against its success at fitting the training data set in order to avoid over fitting [Haykin, 2003] . This results in a better capability for generalization. Second, quadratic optimization problem is used to express the architecture and weight of SVM. The optimization problem can be solved using standard programming algorithms. Due to the set of weights used in SVM, useful information is revealed to the user in terms of model error and global optimum is guaranteed. Contrary to this, the weight and architecture of ANN is determine by trial and error procedure, which is iterative and time consuming. For these reason, SVM models have been applied successfully in hydrology to forecast streamflow Lin et al., 2010; Kalra and Ahmad, 2009; Asefa et al., 2006; Yu and Liong, 2007; Liong and Sivapragasam, 2002; Dibike et al., 2001] , precipitation [Lin et al., 2009; Tripathi et al., 2006] , and soil moisture Gill et al., 2006] . The majority of these applications have shown the superiority of SVM modeling over the traditional ANN modeling approach.
[10] However, even though SVMs are considered superior to ANNs and other regression methods, they still are statistical data-driven models. A number of factors determine the accuracy of an SVM [Boser et al., 1992; Guyon et al., 1993; Schölkopf et al., 1997; Smola et al., 1998 ]:
(1) the choice of kernel, which is responsible for the data transformation into the high-dimensional space in which SVM performs regression ; (2) the determination of the hyper-parameters used in the model, which can result in overfitting or underfitting and can affect the accuracy of the model's predictions. To overcome these issues, several algorithms and methods have been developed, and are available in the literature [Smola and Schölkopf, 2004] .
Motivation for Current Research
[11] As evident from the documented literature, the qualitative relationship between oceanic-atmospheric oscillations and precipitation has been studied extensively [Ropelewski and Halpert, 1986; Redmond and Koch, 1991; Hurrell, 1995; Piechota and Dracup, 1996; Cayan et al., 1998; McCabe and Dettinger, 1999; Wang et al., 2000; Giannini et al., 2001; McCabe et al., 2004] . However, little attention has been paid to statistically understanding the coupled impact of oscillations on precipitation for the Colorado River Basin by using an AI-type data driven model. This current study uses the four oceanic-atmospheric oscillations-PDO, NAO, AMO, and ENSO-to estimate annual precipitation with a 1 year lead time for 17 climate divisions encompassing the Colorado River Basin. These are the only four oceanic indices for which reconstructed data have been developed by using tree ring information; data are available from the National Climate Data Network website http://www.ncdc.noaa.gov/paleo/recons.html [Carrier et al., 2011] . These oscillations have been studied by numerous researchers, using different time scales to show their interaction with the western U.S. hydroclimatology, particularly the Colorado River Basin [Piechota and Dracup, 1996; McCabe et al., 2004; Webb et al., 2004; Kim et al., 2006 Kim et al., , 2008 Ellis et al., 2010] . Hydroclimatic variability within the CRB, using PDO and ENSO as climate indices, has been reported extensively [Kahya and Dracup, 1993; Piechota and Dracup, 1996; Mantua et al., 1997; Cayan et al., 1999; Pulwarty and Melis, 2001] . PDO in combination with AO and PNA has been studied to improve the lead times for streamflow and precipitation [Coulibaly et al., 2000; Coulibaly, 2006; Kim et al., 2006 Kim et al., , 2008 ; however, the coupled impact of PDO and NAO for the Upper Basin has not been explored. Attempts have been made to study the relationship between AMO and the hydrologic conditions within the CRB [Webb et al., 2004] . Contrary to this, the NAO primarily has been studied in relation to changes in mean sea level pressures (SLP) over the Arctic Ocean [Walsh et al., 1996] , trends in surface wave heights over the North Atlantic [Kushnir et al., 1997] , and predicting storm activity and shifts in storm tracks in the Atlantic Ocean [Hurrell, 1995] . Lesser attention has been given to the changes in precipitation in relation to NAO within the Colorado River Basin. Majority of the literature suggests that tropical Pacific drives the hydrologic variability over CRB. However, there have been attempts to study the relationship between Atlantic SST and Colorado River Basin [Kim et al., 2006 [Kim et al., , 2008 Ellis et al., 2010] . Although, it is well established that tropical Pacific modes of climate, i.e., PDO and ENSO are related to the hydrologic conditions in the western U.S.; there are other Atlantic climate patterns that are also believed to be statistically connected with the western U.S. hydroclimatology [Pulwarty and Melis, 2001] . The physical reason of the relationship between Atlantic SST's and western U.S. hydroclimatology is uncertain; it is still necessary to investigate both Pacific and Atlantic climate modes [McCabe et al., 2007; Thomas, 2007; Kim et al., 2008] .
[12] The use of climate oscillation information has the potential to improve hydrologic forecasts within a basin [Piechota and Dracup, 1996; Cayan et al., 1998; Coulibaly et al., 2000; Kim et al., 2008; Kalra and Ahmad, 2009; Pui et al., 2011] . This research is an attempt to perform a statistical analysis, by incorporating oceanic-atmospheric oscillations in a SVM model, to estimate annual precipitation with a 1 year lead time for the Colorado River Basin. Once the annual precipitation with a 1 year lead time has been estimated, such stochastic techniques as K Nearest Neighbor (KNN) can be used to temporally disaggregate the precipitation into seasonal, or monthly rainfall, depending on the need of the end user Lall, 1998, 1999; Kalra and Ahmad, 2011] . Furthermore, annual precipitation estimates are helpful in analyzing the sediment yield within the basin, which varies as a function of annual precipitation [Wilson, 1973] . Although there have been attempts to increase the precipitation lead time, whatever modest skills a climatologist may have at predicting a 3-9 month lead time arises from ENSO and its effect [California Dep. of Water Resources, 2005; Kim et al., 2006 Kim et al., , 2008 .
[13] This current study aims to provide annual precipitation totals with a 1 year lead time by using oceanic-atmospheric indices in a data-driven model. It should be noted that when estimating annual cumulative precipitation, as done in the current study, the standard definition of ''lead time,'' i.e., lags between the predictors and the predictand, may not be appropriate. The current study uses values for the previous year's oceanic oscillations, and estimates annual precipitation totals for the current year; this is referred to as a 1 year lead time. Thus, on 1 January of the current year, the cumulative total precipitation for the entire current year can be known using the proposed modeling approach.
[14] Generally, in any SVM type regression problem, the time series of the data is split into specific training and testing data sets. The model is trained on only one data set and tested on the other unseen data set. We propose a modified framework of SVM modeling approach, in which a data point is held out and the model is trained on the remaining data and then tested on the held out data. This process is repeated for the entire length of the data by moving the model forward in time. This SVM approach has been previously applied in evaluating contaminants in groundwater by Khalil et al. [2005] but has never been used in a climate related research. This is the first attempt to use this modified SVM predictive framework in a hydrologic forecasting study incorporating large-scale climate patterns.
[15] Along with extending the forecast lead time by using four oceanic-atmospheric oscillations, current research performs a rigorous sensitivity analysis to statistically determine the coupled impact and also the individual impact of each oscillation mode with respect to annual precipitation. Additionally, the robustness of the SVM approach is verified using a bootstrapped cross validation technique.
[16] Furthermore, the SVM precipitation estimates are compared with a feed-forward, back-propagation ANN model as well as a Multivariate Linear Regression (MLR) model. All models are evaluated using root-mean-square error (RMSE), mean error (ME), RMSE-observation standard deviation ratio (RSR), correlation coefficient (R), Nash Sutcliffe coefficient of efficiency (NSE), percent bias (Pbias), and linear error in probability space (LEPS) skill score (SK). It should be noted that an exhaustive comparison between different methods for estimating precipitation, under different circumstances, is not the goal of this study. Instead, the results of the SVM model were compared to ANN and MLR models to explore how well each model was able to estimate precipitation within CRB by using oceanic-atmospheric oscillations.
[17] This paper is organized as follows. Section 2 presents the description of the study region. The precipitation data for the climate divisions is described in section 3. The description of the SVM modeling approach for estimating precipitation, and the performance measures used to evaluate the model performance are given in section 4. Section 5 describes the statistical properties of oscillations and annual precipitation. Section 6 provides a discussion of the SVM modeling results. A comparison of the SVM precipitation estimates is presented with estimates obtained from the ANN and MLR models. Section 7 summarizes and concludes the paper.
Study Region
[18] The Colorado River is the most regulated river in the United States, and is governed by the ''Law of the River'' [Sax et al., 2000] . It encompasses seven states, and is a major source of water to the southwestern United States (Figure 1a ). It provides industrial and municipal water to nearly 25 million people by means of existing reservoirs, Lake Powell, and Lake Mead [Sax et al., 2000] . It provides agriculture water for nearly 3 million acres, and produces 11.5 billion kilowatt-hours of hydroelectric power. The Colorado River Basin is composed of the Upper Basin (Wyoming, Colorado, Utah, and New Mexico) and the Lower Basin (California, Nevada, and Arizona). The flow demand between the upper and the lower basin is established by the flow at Lee's Ferry (depicted by a triangle in Figure 1a ), which acts as the hydrologic divide. The majority of the flow, nearly 90%, is generated in the Upper Basin from the spring-summer snowmelt [Prairie and Callejo, 2005] . Based on the flow contribution, the Upper Basin is subdivided further into eight subbasins ( Figure 1b ).
[19] The United States is divided into 344 climate divisions, based on the climatic boundaries (available at http:// www.esrl.noaa.gov/psd/data/usclimate/map.html). The Colorado River Basin encompasses 29 climate divisions. Out of these 29 climate divisions, 17 divisions have greater than 30% of their area within the Colorado River Basin (Figure 1a ). For the purpose of this study, the climate divisions have been sorted according to different states, and have been numbered from 1-17. Table 1 show the nomenclature used to identify each climate division within a particular state. Divisions 1-7 and 10-12 are within the Lower Basin, and Divisions 8-9 and 13-17 encompass the Upper Basin. An area-weighted method was employed in the Geographic Information System to compute the flow contribution from each of the Upper Basin climate divisions. The climate divisions were merged with the subbasins of the Upper Basin (Figure 1b ) to compute the percentage contribution of each subbasin within that respective division. This resulted in a maximum flow generated by Climate Division 8 ($57%), followed by Climate Division 17 ($14%), and 16 ($11%), as shown in Figure 1c . The remaining divisions in the Upper Basin generate less than 6% flow, individually. It should be noted that portions of the San Juan and Dirty Devil subbasins do not intersect with any of the Upper Basin climate divisions, and therefore were not included in the calculations. This accounts for approximately 5% of the flow. Therefore, the total flow percentage in Figure  1c adds up to less than 100%. In the LCRB, majority of the average annual streamflow occurs in the winter and spring seasons. The northwestern and central regions of LCRB generate approximately 70% flow, whereas approximately 35% flow is generated in the southern LCRB [Thomas, 2007] .
Data
[20] The data sets used to estimate annual precipitation are the oceanic-atmospheric modes of the Pacific and the Atlantic Oceans ( Figure 2 ) as well as the precipitation time series ( Figure 3) . A brief description of the precipitation data is provided in this paper. The oscillation data used in the current analysis is similar to the authors' previous work; a detailed description can be found in the work of Kalra and Ahmad [2009] .
[21] The precipitation data used in this study is the average monthly time series data for 17 climate divisions, covering a period from 1901-2008. The monthly data set is added to obtain the annual precipitation time series for each of the climate division. This data is obtained from the National Climate Data Center (NCDC) http://www.esrl.noaa. gov/psd/cgi-bin/data/timeseries/timeseries1.pl. The NCDC prepares the data over each climate division by taking an average of temperature and precipitation from stations within a division, reported by the National Weather Service (NWS) Cooperative Observer Program (COOP). The data set is corrected for time bias by adjusting for the variations in average monthly mean temperatures, as described in the work of Karl et al. [1986] . The divisional averages are computed starting 1931 to present, whereas each station value was computed directly within a state from 1895 -1930 [Guttman and Quayle, 1996 . Therefore the count and distribution of the stations within COOP have changed over time. This may be considered a limitation in the data set, but the data corresponds well both spatially and temporally to large-scale historic climate anomalies, such as drought [Guttman and Quayle, 1996] .
[22] It should be noted that the CRB is composed of highly varied elevations and climate regimes, and it is difficult to integrate all precipitation contributions into a single time series that is representative of the entire basin precipitation. Therefore, the climate division data used in the analysis is helpful in representing the temporal and spatial variation of precipitation within CRB. The annual spread of the input data for each climate division is shown in vertical box plots in Figure 3 . The horizontal line inside each box shows the median value. The box represents the 25th and 75th percentile (interquartile range) values, and the whiskers extend from 5th to 95th percentile values. The dot inside the box shows the historic mean of the input data.
[23] The box plots show that the annual precipitation within the CRB exhibits a higher degree of variability, as indicated by wider box plots for the majority of the climate divisions. Estimating this variability by using oceanic-atmospheric oscillations is a challenging task. It is noteworthy that the division with maximum flow in the upper basin, Climate Division 8 (Figure 1b ), does not correspond to the largest precipitation, as shown in Figure 3 . The division with a lower flow, Climate Division 14, experiences large precipitation amounts ( Figure 3 ). The most probable cause for this difference is the effective precipitation, that is, precipitation that is realized as runoff. Precipitation in Climate Division 8 mostly is seen as upper elevation snowpack that gradually melts and contributes significantly to streamflow [Hamlet et al., 2005; Feng and Hu, 2007] . The precipitation in Climate Division 14 probably is due to lower elevation rainstorms, which are more susceptible to infiltration, evaporation, etc.; as a result, this water does not end up contributing significantly to the Colorado River Basin flow [Colle, 2004] . This emphasizes the fact that there is not a linear correlation between precipitation and streamflow within Colorado River Basin. 
Method
[24] This section describes the modified SVM modeling framework abstracted from Kalra [2012] and also provides a description of the model evaluation performance measures.
SVM Modeling
[25] This section provides a brief explanation of the underlying principles of SVM abstracted from Vapnik [1995] .
A more detailed discussion on the subject can be found in the work of Vapnik [1995 Vapnik [ , 1998 . The concept of Support Vector Regression (SVR) is to nonlinearly map the input data x into a higher dimensional feature space such that:
(1)
[26] In equation (1) È(x i ) is an input feature and both w and b are coefficients that are estimated by minimizing the regularized risk function,
Subject to
[27] In equations (2) and (3), C is the cost, K is the number of support vectors; and " is called the Vapnik's insensitive loss function. The Vapnik's "-insensitive loss functions act as a threshold in the sense that errors less than " are not considered. Additionally, i and Ã i are the slack variables. If errors are larger than ", the slack variables are used to determine the degree to which samples will be penalized.
Interested readers are referred to Kalra and Ahmad [2009] for the working mechanism as well as an example of the SVM modeling approach.
[28] As mentioned in the work of Twarakavi et al. [2006] , a typical modeling framework of any AI model consists of the following four steps: (1) preparation of specific training and testing data suitable for model, (2) training the model using the specific trained data set, (3) testing the trained model using the testing data set, and (4) crossvalidating the model using the entire data set.
Step 1 is essential in every data-driven modeling application.
Step 2 fits the model and step 3 is used to evaluate the model performance on unseen data.
Step 4 is applied at the end to show the robustness of the model: it tests to see if different training and testing datasets do not yield different results that lead to different conclusions. To make the SVM modeling approach more robust and to improve the efficiency of the SVM approach as a better forecasting tool, the current research proposes a modified SVM modeling framework. The proposed modification tests the model for each sample in the data and is not limited to only single training and testing sample. Additionally, the robustness of the modified SVM prediction framework is verified using a bootstrapping cross validation technique.
Modified SVM Framework
[29] The modified SVM approach framework is a special case of the k-fold cross validation technique [Geisser, 1975; Stone, 1974] in which k ¼ 1. Each data point in the time series is held out in turn; the model is trained on the remaining data set (N-k, where N is the number of observations in the data set) and tested on the held-out data point, i.e., k. This process is repeated for the entire length of data (k ¼ N).
[30] Let i represent the current instance, which is also representative of the testing instance (i ¼ 1). For each instance i, the training set will consist of [1, i) U (I, N]. This will train the model on all instances, except for instance i, and will test the model on instance i only. This process is repeated for all instances and stops when i ¼ N þ 1. A brief description of the step-by-step algorithm is described below.
[31]
Step 1. Let [Xi] represent the data matrix comprising of all observations used in the study of length N, where i is the featured instance and varies from 1:N.
[32]
Step 2 [34]
Step 4. Repeat steps 1-3 for all the featured instances.
[35]
Step 5. Evaluate model performance for all instances (pooled) of [Bi] .
[36] Step 6. Apply steps 1-5 for other climate divisions.
Bootstrap Cross Validation
[37] To establish the robustness of the SVM approach, it is necessary to determine that different training and testing samples does not yield different results. For this purpose a cross validation approach is needed to determine the performance of the predictive model. Several cross validation approaches, i.e., k-fold, leave out, bootstrapping etc. have been documented in available literature [Khalil et al., 2005; Asefa et al., 2006; Twarakavi et al., 2006; Chowdhury and Sharma, 2009; Lin et al., 2009; Li et al., 2010] . All of the cross validation approaches have their advantages and disadvantages but help in assessing how the results of a statistical analysis will generalize on an independent data set. The current study used a bootstrap cross validation technique to test the stability of the SVM model results. Bootstrap or bagging is a statistical procedure that uses intensive resampling, with replacement to reduce the uncertainties in the data [Efron, 1979] . The bootstrap method is used to generate different realizations of the measured data that can be used to assess the mean and the variability of the estimates. In this study each SVM model is trained on a set of bootstrap samples and tested on the entire measured data set. The resampling procedure is repeated 100 times and results in 100 ensembles for each 
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[38] Based on the modeling approach described, four SVM models are developed using annual oceanic-oscillations PDO, NAO, AMO, and ENSO for time step ''t'' in order to estimate precipitation at ''t þ 1'' (t is in year) for 17 climate divisions encompassing the CRB. Each climate division is considered independent, and separate SVM models are developed for each division. The SVM models are developed by using the standard software package included in the Comprehensive R Achieve Network (available at http://www.r-project.org/). Model I is termed as the ''base case,'' and uses all four oceanic modes to estimate annual precipitation. To estimate precipitation, Models II and III use a combination of 3 and 2 oscillation modes, respectively. Model IV uses a single oscillation mode to estimate precipitation. The major reason for developing Models II-IV is to evaluate the role of individual and coupled oceanic-oscillations in estimating precipitation within the basin.
[39] Based on equation (2), the performance of any SVR formulation depends on the selection of hyper-parameters: cost (C), insensitivity value ("), and the radial basis kernel width (). Previous studies have used the following three procedures to estimate hyper-parameters in any SVR formulation: (1) user expertise, (2) grid based search, and (3) using the statistical properties of the training data in an analytical approach. In the current study, a grid-based search was adopted to compute the hyper-parameters. In grid based search every possible combination within a feasible hyper-parameters space is considered and prediction error is computed for each combination. The feasible parameter space for each hyper-parameter is constructed using the minimum and maximum possible values that are given a priori (0.001 < C < 1000, 0.001 < < 100, and 0 < " < 1). An increment of 0.01 is selected that helps in ensuring the optimality and computational efficiency of the grid based approach. The hyper-parameters, which result in minimal mean square error, are selected as optimal values. It should be noted that the hyper-parameters for all years are not exactly the same (as training data changes) but correspond to a tight cluster. A number of previous studies have used similar approach Gill et al., 2006; Kalra and Ahmad, 2009; Twarakavi et al., 2006 Twarakavi et al., , 2009 . Furthermore, the performance of SVM depends on the choice of kernel as being a kernel's parameterization problem. In this study, a radial basis kernel is used in the SVM model; this has performed better when compared with other kernels, such as linear, polynomial, sigmoid or spline, as evident in the past studies [Schölkopf et al., 1997; Smola et al., 1998; Dibike et al., 2001; Yu and Liong, 2007] .
[40] Additionally, the performance of SVM model is compared with the two other hydrologic time series modeling approaches, i.e., ANN and MLR. A feed-forward backpropagation ANN model with one input layer, one hidden layer, and one output layer containing a single node was used in the current study. A tan sigmoid transfer function was used to transfer the input signal to the output through the hidden layer neurons. A linear transfer function was used at the output node. Furthermore, this ANN-type model has been used in other modeling studies involving different hydroclimatic variables [Raman and Sunilkumar, 1995; Kuligowski and Barros, 1998; Tokar and Johnson, 1999; Hsu et al., 1995; Ahmad and Simonovic, 2005; Melesse et al., 2011] . A more detailed description on the theoretical aspects of ANN is available in the work of the ASCE Task Committee [2000a] . The other type of model developed is the parametric Multivariate Linear Regression model, which consists of oceanic-oscillations as the predictors and annual precipitation as the predictand. The modeling approach used to develop the corresponding ANN model and MLR model is similar to the SVM approach.
Model Performance Evaluation
[41] The current study uses seven performance measures: RMSE, ME, RSR, R, NSE, Pbias, and LEPS SK. Lower RMSE and ME represent better model performance [Singh et al., 2005] . R determines the linear association between the measured and predicted value. [Legates and McCabe, 1999] . RSR standardizes RMSE by using the standard deviation of observations [Singh et al., 2004] ; it is calculated as the ratio of RMSE and standard deviation of observed data. Singh et al. [2004] published the guidelines for RSR based on lower RMSE values. An RMSE value of less than half the standard deviation of observation is considered low. Therefore, Moriasi et al. [2007] used the recommended value (per Singh et al. [2004] ) of less than 0.5 RSR to categorize model performance as ''very good,'' and suggested a less stringent rating of 10% points and 20% points greater than 0.5 RSR to be ''good'' and ''satisfactory.'' RSR as mentioned in the work of Moriasi et al. [2007] can be statistically expressed as
[42] NSE is used to access predictive power of hydrological models [Nash and Sutcliffe, 1970] . NSE is computed as
[43] NSE ranges from À1 to 1, where NSE of 1 corresponds to a perfect match between the observed and predicted values. As reported in the work of Moriasi et al. [2007] , Pbias measures the average tendency of the estimated data in comparison with the observed values and is computed as
[44] The optimal value of Pbias is 0. Underestimation and overestimation of prediction bias is given by positive W06527
KALRA AND AHMAD: PRECIPITATION VARIATION AND OCEANIC OSCILLATIONS W06527
and negative values [Gupta et al., 1999] . In equations 4-6, Y obs is the measured precipitation, Y est is the estimated precipitation, and Y mean is the long-term mean of the measured data.
[45] The model-estimated precipitation is compared against the ''climatology,'' using the LEPS score. According to Potts et al. [1996] LEPS score measures the distance between the estimated value and the observed value in terms of their cumulative probability distributions. The LEPS score is defined as:
[46] In equation (7), P f and P o are the estimated and observed cumulative probabilities. The LEPS score, which is computed for all the data points, shows the good and bad forecast years. A higher skill score is obtained when accurately forecasting values farther from the mean. Therefore, if the forecast is for a value near the mean, then it will have a lower skill (bad forecast) and a correct forecast farther from the mean will have a higher skill (good forecast). The average skill SK based on the LEPS score is defined as:
where summation S is the sum of all years of LEPS score. If S is positive, then summation S m is the sum of the best possible forecast, with P f ¼ P o . If S is negative, then summation S m is the sum of worst forecast computed by P f ¼ 1 or 0. SK ranges from -100 to 100, where a SK of 0 represents the climatological score or equivalently, random data. LEPS SK is considered ''good'' if it is greater than 10 [Potts et al., 1996] . To evaluate the accuracy of the predictions, i.e., typical forecast error at each climate division, cumulative absolute forecasts errors are computed using the nonexceedence plots.
[47] Table 2 , which is abstracted from Moriasi et al. [2007] , shows the ratings for performance measures for RSR, NSE, R, and Pbias for estimating streamflow at a monthly time step. Based on Table 2 , the model performance can be judged satisfactory if RSR 0.70 and NSE > 0.5 [Moriasi et al., 2007] . Moriasi et al. [2007] recommended a value of R > 60.5 for a model performance to be considered satisfactory; however, the current study used a much greater verification metric than the recommended measures and considered the model performance as satisfactory when R was >0.7.
[48] It should be noted that the variable evaluated in the current analysis is precipitation at the annual time step. Moriasi et al. [2007] suggested performance measures for evaluating model performance for estimating streamflow at a monthly time step. Precipitation exhibits greater variability than streamflow, so it becomes questionable to use monthly streamflow performance measures for evaluating annual precipitation estimates. Having said this, the selection of model evaluation guidelines depends on the scope and magnitude of the research problem. Stricter guidelines are needed for projects involving significant consequences, such as congressional testimony or the development of new laws [Moriasi et al., 2007] . Moderate performance ratings would suffice the purpose for explanatory research or technology assessment where no litigation is involved (U.S. EPA, 2002) . Furthermore, U.S. Environmental Protection Agency [2002] has indicated that the measures used to accept, reject, or qualify model results should be documented before evaluating the model. Also, the annual precipitation used in the analysis has reduced variability compared to monthly precipitation values. Therefore, the stricter performance measures mentioned above are adequate to evaluate the SVM, ANN, and MLR models.
Statistical Properties of Annual Precipitation and Its Relation With Oscillation Modes
[49] First, the linear correlation coefficients were computed between the oscillation modes and lag 1 precipitation to evaluate the persistence over time of the different oscillations and precipitation for the CRB. The correlation coefficients generally are computed to examine the potential predictors [Grantz et al., 2005; Singhrattna et al., 2005] . Table 3 shows linear correlation coefficient of lag 1 between the oscillation modes and annual precipitation for 17 climate divisions encompassing the CRB. Significant correlation for each of the combinations is highlighted in bold, and the lowest and the highest correlation values for a particular set are also presented. The performance measure for R is greater than the recommended measure. The lowest and highest correlation values for each subset.
[50] When correlating the PDO index with the 17 climate divisions for a 1 year lead time, the correlation values resulted in 11 climate divisions exceeding 90% significance, with Climate Division 10 having the highest correlation and Climate Division 14 having the lowest correlation. Five of these divisions are in the Upper Basin, and the remaining six are in the Lower Basin. In the case of NAO, 8 climate divisions exceeded the 90% significance, with Division 17 having the highest correlation and Division 14 having the lowest correlation. Seven of these divisions are in the Lower Basin, and the remaining division is in the Upper Basin. When relating AMO and ENSO, Climate Divisions 12 and 7, respectively, exceeded the 90% significance. PDO showed statistically significant correlation with the Upper Basin precipitation, whereas AMO showed a comparable stronger correlation with the Lower Basin precipitation. On the other hand, NAO and ENSO did not show statistically significant correlation with the CRB precipitation (Table 3) . Additionally, among the predictors, as expected, only the combinations of PDO-ENSO (60.50) and NAO-AMO (60.41) had significant correlations at 90% significance level.
[51] However, to form the basis for a skillful forecast, coefficient values could not be considered alone. Correlations analysis was a first step to verify the potential predictors for each climate division that showed significant relationships with annual precipitation in the CRB. Furthermore, each climate index individually and in combination was analyzed by means of the SVM model; the results are discussed in the ensuing section.
Results and Discussion
[52] First, 1 year lead time precipitation estimates for the 17 climate divisions encompassing the CRB, using the SVM Model I (base case), are discussed. Second, the coupled and individual effects of oscillations on annual precipitation (Models II-IV) are analyzed. Lastly, the annual precipitation estimates obtained using the SVM model is compared with the ANN and MLR model estimates.
Model I
[53] In Model I, all four oscillations modes are used to estimate annual precipitation with a lead time of 1 year. Figure 4 shows the scatter plots between the measured and estimated annual precipitation for the 17 climate divisions for the period of record . A good match is obtained between the measured and estimated annual precipitation for the majority of the Upper Basin climate divisions compared to the Lower Basin. This is evident by the sample points following the 45 bisector line for majority of the Upper Basin Climate Divisions, indicating a good model fit. For Climate Divisions 1, 5, 6, 11, and 12 in the Lower Basin, the model does fairly well at the low values; however, a few of the high values are scattered away from the bisector, indicating that the model was not able to capture them satisfactorily. The correlation values are greater than 0.70 for all the climate divisions. Although, satisfactory correlation values are achieved, it is noticed that for some climate divisions, estimated values are not different for different years; however the observed values are different, evident from the values saturated along a horizontal line. This is mostly witnessed in the Lower Basin climate divisions.
[54] Based on Table 2, Figure 5 shows the spatial map of the 17 climate divisions, depicting the three performance measures of RSR, R, and NSE. Based on RSR, the model shows good precipitation estimates for the majority of the climate divisions (except climate divisions 13 and 14) in the Upper Basin, and satisfactory estimates (except climate division 1) for the climate divisions in the Lower Basin.
[55] Based on Figure 1c , climate divisions generating more than 90% of the Upper Basin flow had RSR error statistics in the range of 0.51-0.60 (good estimates per Table 2 ). All the divisions in the Lower Basin, except Division 1, had RSR in the satisfactory range (0.61-0.70). The RSR measure indicated that the model performed unsatisfactorily in estimating precipitation for Climate Division 1 (RSR > 0.7). The correlation statistics R agreed with the results of RSR, indicating that a good correlation (0.81 < R < 85) was achieved between the measured and estimated precipitation for the Upper Basin climate divisions and a satisfactory value (R > 0.7) for the climate divisions in the Lower Basin. In case of NSE error statistics, the climate divisions that generate approximately 60% of the Upper Basin flow had good precipitation estimates (NSE > 0.65). The remaining Upper Basin divisions had satisfactory estimates (0.51-0.65), and the Lower Basin's divisions were in the satisfactory range, except for Division 1. Overall, the SVM model was able to provide satisfactory estimates for all the climate divisions, except for Division 1. It should be noted that even in the case of Climate Division 1, results are only slightly below or above the satisfactory levels, with RSR, R, and NSE values of 0.71, 0.71 and 0.49, respectively.
Similar results were noticed for RMSE and ME error statistics, as evident in Table 4 . A Pbias of approximately 62% was achieved for all the climate divisions. A lower value of Pbias signifies that there is less bias in the estimated values and majority of the estimated values are similar to the measured values. Although, there are some values that are overestimated and underestimated, still the values are within a tolerance level having lesser bias and may be considered good. The LEPS SK value ranged between 53% and 64% (Table 4) . A LEPS SK score greater than 10% indicates a ''good'' model. Therefore, the precipitation estimates obtained using the SVM model is much better than the climatology.
[56] Based on Model I result, the SVM model performs satisfactorily in capturing the variability in annual precipitation for a 1 year lead time. The scatter plots (Figure 4 ) and the spatial maps of the performance measures ( Figure 5 ) show that the model produced good precipitation estimates for the Upper Basin divisions generating two-thirds of the flow; satisfactory estimates were obtained for the Lower Basin divisions, except for Climate Division 1.
[57] Overall, annual precipitation estimates for the CRB are in the range of satisfactory to good for Model I at ''t þ 1'' when using all the four oscillation indices. Additionally, the estimates serve as a better predictor than the ''climatology.'' Although, Model I results indicated that all four oscillations have some influence on the hydroclimatology of the CRB, this needs to be further investigated to evaluate the coupled and individual effects of each oscillation mode. Moreover, the coupled and individual impacts of the oscillations in relation to precipitation may vary within the Upper and Lower Basins.
Coupled and Individual Response of Oscillation in Relation to Annual Precipitation
[58] To analyze the coupled and individual response of oscillation in relation to annual precipitation, separate SVM models (Models II-IV) were created for each climate division. Precipitation estimates obtained using Model I are used as a baseline to compare precipitation estimates obtained from Models II-IV. This will help to better understand the coupled and individual responses of oscillation modes in relation to precipitation within the two regions of the CRB. Similar to Figure 5 spatial maps depicting the three performance measures RSR, R, and NSE were created for Models II-IV.
[59] In Model II, one oscillation was dropped every time, and the remaining three oscillations were used to predict annual precipitation. This resulted in four models for each climate division; the results are shown in Figure 6 [Thomas, 2007] in the Lower Basin. Deterioration in RSR, R, and NSE error statistics was noted only for Climate Division 13 in the Upper Basin, generating approximately 2% of the flow. Climate Division 14 showed no change in error statistics compared to Model I results. Based on the flow contribution, the precipitation estimates were in the range of ''very good'' for the Upper Basin and good for the Lower Basin.
[60] Dropping AMO and using the combination of PDO, NAO, and ENSO as input resulted in improvement in RSR, NSE and R for five climate divisions in the Upper Basin. Whereas, for the Lower Basin, RSR and NSE improved in two climate divisions and R in one climate division (Climate Division 10). The divisions showing improvement in the Upper Basin generated approximately 27% of the flow in the Colorado River. No significant improvements were noted for the Lower Basin climate divisions. The results for the Upper Basin were in the range of ''good'' whereas satisfactory estimates were obtained for the Lower Basin.
[61] Dropping NAO and using combination of PDO, AMO, and ENSO as input, the three error statistics showed deterioration for majority of the climate division in the Upper Basin (five); however, no significant improvements were noticed for the climate divisions of the Lower Basin. Dropping PDO and using combination of NAO, AMO, and ENSO as inputs, significant improvement in error statistics was noticed for Lower Basin climate divisions. Nine out of ten divisions showed improvement in all the three performance measures (Figure 6 ). Precipitation estimates for the Lower Basin were ''good'', compared to ''satisfactory'' Model I estimates.
[62] To quantify the improvement in performance measures, Table 5 is presented that highlights the percent change in NSE error statistics compared to Model I results. Table 5 clearly indicated that overall the best estimates for the Upper Basin were obtained using a combination of PDO, NAO, and AMO, with six climate divisions showing improvement compared to Model I results. By coupling NAO, AMO, and ENSO precipitation estimates improved for the Lower Basin for a 1 year lead time, with nine climate divisions showing improvement ( Table 5 ). The worst precipitation estimates for the upper basin were obtained when NAO is dropped from the model whereas; dropping AMO resulted in worst estimates for the lower basin (Table 5 ). Based on Table 2 , ''very good'' precipitation estimates were obtained for the Upper Basin, and ''good estimates'' were obtained for the Lower Basin climate divisions. Very good precipitations estimates within the UCRB may be helpful for the water managers because, on average, 90% of the streamflow is generated in the Upper Basin above Lees Ferry. These results also indicated that statistically ENSO has a weak association with Upper Basin precipitation and NAO has a strong association (Table 5) . Moreover, removing PDO from the model may provide better precipitation estimates for the Lower Basin; whereas deterioration in precipitation estimates is witnessed when AMO is dropped from the model (Table 5 ).
[63] The spatial map ( Figure 6) shows the error statistics between the measured and estimated precipitation for Model II, based on the performance ratings established in Table 2 . Figure 7 demonstrates the capability of the proposed modeling framework in relation to capturing high and low annual precipitation values by using the best Model II estimates, with PDO, NAO, and AMO indices, for the Upper Basin. The divisions selected for visualizing the results were Climate Divisions 8, 9, and 16. These climate divisions, which contribute approximately 73% flow to the Colorado River, indicated good-to-very good annual precipitations estimates ( Figure 6) . The scatterplot shows a close match between the measured and estimated annual precipitations (Figures 7a-7c ). The majority of the points are saturated around the 45 bisector, indicating good model fit. Higher R value was achieved. A positive Pbias of less than a half percent was achieved for Climate Division 8, and a negative Pbias of less than a half percent was achieved for Climate Divisions 9 and 16, indicating very good estimates (Table 2) . A smaller value of ME is achieved indicating a good match between the measured and estimated precipitation values. 
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[64] The variability (Figures 7d-7f ) and probabilistic error (Figures 7g-7i ) of the estimated precipitation values, compared to the measured values, also were analyzed. Figures 7d-7f shows the box plot between measured and estimated annual precipitation for three climate divisions : 8, 9, and 16. The span of the box represents interquartile range (25th-75th percentile) with horizontal line inside the box indicating the median (50th percentile) value. The whiskers extend from the box to 5th and 95th percentile on the lower and upper side, respectively. It was noticed that the model was able to capture the extreme (high and low values) for Climate Divisions 9 ( Figure 7e ) and 16 (Figure 7f ), but missed the high values for Climate Division 8 (Figure 7d) . The model performed reasonably well in representing the variability exhibited by annual precipitation. This was evident by the similarity in the interquartile range of the measured and estimated precipitation values. Overall, the model performed satisfactorily in capturing the low values compared to the high values.
[65] Probabilistic cumulative error between the measured and estimated annual precipitation was computed for the selected divisions in the Upper Basin (Figures 7g-7i ). It was noticed that for approximately 60% of the predictions, a negligible error-close to 1%-is achieved. Approximately 80% predictions have a 10% error. Based on past research that addressed difficulties in estimating precipitation [Bell, 1987; Olsson, 1998; Guenni and Bardossy, 2002] , an error of less than 10% for approximately 80% of the estimates shows the robustness of the SVM approach in capturing the variability in annual precipitation in relation to large-scale climate patterns. Furthermore, it was seen that a SK value of greater than 10% was achieved for the selected divisions, indicating ''skillful'' forecasts. Overall, the model performed better in capturing the low values compared to the high values.
[66] In Model III, oscillations were dropped in pairs, and the remaining two oscillation modes were used to predict annual precipitation. The three performance measures are shown on a spatial map in Figure 8 . Based on RSR (Figure 8a the Colorado River. The estimates were in the range of ''good'' to ''very good.'' [67] Additionally, coupling NAO and AMO also showed improvement for five climate divisions in the Upper Basin, compared to Model I results. These divisions generate approximately 27% of the flow in the Upper Basin. Overall, coupling NAO and AMO resulted in ''good'' precipitation estimates for the majority of the Upper Basin climate divisions. For the majority of the Upper Basin climate divisions, all other combinations resulted in deterioration of error statistics compared to Model I results. In indicating that NAO has a stronger presence in the Upper Basin, Model III results agreed with Model II results. This was evident by NAO being one of the inputs in the best Model III estimates for the Upper Basin, based on the three error statistics. The best predictions were obtained using a combination of NAO and AMO, whereas combination of PDO and ENSO resulted in worst predictions for majority of the upper basin climate divisions (Table 5 ). Overall, none of the combinations resulted in better predictions for the majority of the climate divisions, compared to Model II best results using PDO-NAO-AMO for the Upper Basin.
[68] All the three error statistics were in agreement in indicating that best precipitation estimates for the Lower Basin climate divisions are obtained by using a combination of AMO and ENSO, compared to Model I results. All three performance measures showed improvement in the climate divisions covering the north central portion of LCRB, which region generates 70% of the flow in the lower basin. The estimates for the majority of the climate divisions were in the range of ''very good,'' compared to ''satisfactory'' estimates for Model I and ''good'' estimates for the best combination of Model II. This implies that a combination of AMO and ENSO had statistically a stronger influence on precipitation in the LCRB compared to any other combination of indices. Additionally, it was noticed that a combination of PDO and ENSO resulted in unsatisfactory estimates for the majority of the Lower Basin divisions, as compared to the Upper Basin (Table 5 ).
[69] The visual inspection of results of the best Model III precipitation estimates using AMO and ENSO for the Lower Basin are shown in Figure 9 . The divisions selected to show the results are Climate Divisions 2, 3, and 6. The scatterplot shows a match between measured and estimated precipitation for the selected climate divisions (Figures 9a-9c ). The majority of the points for the selected divisions follow the 45 bisector, indicating good model fit. The sample points are aligned vertically along the diagonal, suggesting different Figure 9 . (a-c) scatterplot, (d-f) box plot, and (g-i) nonexceedance probability plots between the measured and estimated precipitation for selected climate divisions in the LCRB using AMO and ENSO oscillation indices for Model III. estimated precipitation values for different years, which have different measured precipitation values. Higher correlation is achieved between measured and estimated precipitation. A positive Pbias ranging from 0.67% to 1.84% and smaller ME is achieved for the selected divisions indicating a good match between the measured and estimated precipitation.
[70] The model is able to perform well for low values, as the 5th percentile whiskers of estimated values match the measured values better compared to such high values as the 95th percentile (Figures 9d-9f) . The model has negligible error for approximately 60% of the predictions (Figures  9g-9i) ; approximately 80% of the predictions have an error close to 10%. This is similar to the Upper Basin results and shows the robustness of the modified SVM modeling approach in capturing the variability in precipitation in relation to oceanic-atmospheric oscillations.
[71] In Model IV, each oscillation was used individually to estimate precipitation for each climate division. Figure 10 shows the spatial map representing the three performance measures, i.e., RSR (Figure 10a ), R (Figure 10b ), and NSE (Figure 10c ). A satisfactory correlation (Figure 10b ) between measured and estimated precipitation was achieved for majority of the Upper Basin climate divisions and also for a few Lower Basin divisions using AMO as the sole input in the model. It is noticed that none of the oscillations, when used individually, resulted in improved precipitation estimates for CRB, as compared to Model I results. This is in agreement with findings from previous studies, where researchers showed that a qualitative understanding of the relationship between oscillations and precipitation within the CRB could be enhanced by evaluating the coupled response of oscillation indices rather than by using an individual oscillation mode [Kim et al., 2006 [Kim et al., , 2008 Canon et al., 2007; Hidalgo and Dracup, 2003; McCabe et al., 2007] .
[72] To evaluate and show the robustness of the proposed SVM approach, a bootstrap cross validation technique was used. Input data was resampled 100 times, and for each sample the SVM model was fitted and then tested on the entire data set. The final estimated value was the mean of these 100 ensembles. Figure 11 shows the time series plot between the measured, estimated and bootstrapped precipitation for the selected Upper Basin (Figure 11a ) and Lower Basin (Figure 11b ) climate divisions for the best model combinations. The time series plots show that estimated and boot strapped precipitation values were close to the measured values for the selected climate divisions. The [73] The cross validation results highlighted the robustness of proposed SVM framework. The results showed that the model is stable and findings are not altered using different training and testing data sets. The estimated and bootstrapped time series have a close match and exhibit similar pattern.
[74] Overall, based on Model II-IV results and bootstrapping cross validation analysis, it can be inferred that a combination of PDO, NAO, and AMO (Model II) has statistically the strongest association with the annual precipitation for a 1 year lead time for the majority of the UCRB. Interdecadal hydroclimatic variations in the UCRB that are related to possible PDO influences have been investigated by Hidalgo and Dracup [2003] . Their study indicated that the shifts in the mean of precipitation and streamflow within UCRB are related with decadal PDO changes. Similar to our findings, Hidalgo and Dracup [2003] concluded that ENSO associations are not always consistent, and may not be linked with the hydrologic fluctuations in UCRB. On the other hand, documented literature has shown the linkages between NAO and precipitation over the Europe and the Mediterranean basin [Hurrell, 1995; Qian et al., 2000] ; however, little attention has been given to NAO's association with precipitation in the western United States, particularly to the CRB [Kim et al., 2008] . Our results indicate that NAO, coupled with other indices, can improve the precipitation estimates in the UCRB. Furthermore, Webb et al. [2004] indicated that a combination of AMO and PDO may help to explain more thoroughly the long-term fluctuations in streamflow within the Colorado River Basin. AMO usually reflects the conditions in the Atlantic Ocean that may affect the climate in North America [Enfield et al., 2001] . The findings of the current study are in partial agreement with the other studies that showed that PDO and AMO in combination with other indices can serve as useful predictors, to some extent, for extending lead times of different hydroclimatic variables-in this case, precipitation within the Upper Basin [Hidalgo and Dracup, 2003; Webb et al., 2004; Kim et al., 2006 Kim et al., , 2008 McCabe et al., 2007] .
[75] In the case of the Lower Basin, best estimates are obtained using the combination of AMO and ENSO (Model III). This finding is in agreement with the available literature, indicating that ENSO effects are more pronounced in the Lower Basin than in the Upper Basin [Redmond and Koch, 1991; Webb and Betancourt, 1992; Kahya and Dracup, 1993; Piechota and Dracup, 1996] . ENSO has been linked to the occurrence of floods in the Lower Basin [Webb and Betancourt, 1992] . Additionally, Thomas [2007] identified that AMO-both individually and in combination with PDO and ENSO-can explain the streamflow variability in the Lower Basin. Furthermore, Ellis et al. [2010] indicated that much of drought variance in the Lower Basin can be explained using AMO compared to other indices. The dominance of AMO over PDO in influencing CRB droughts have become more in phase during the later half of 20th century. The three teleconnections, AMO, PDO, and ENSO, can be used to explain much of the hydrologic variability within the Lower Basin compared to the Upper Basin [Ellis et al., 2010] . This is in partial agreement with the current findings. The physical significance of the combined effect of AMO and ENSO on the hydrologic conditions in the Lower Basin is yet to be explored.
[76] It is evident from the literature that various features of climate are interrelated in a complicated fashion [Webb et al., 2004; McCabe et al., 2007] . Their interrelationship depends on the variability both in space and time. There may be additional, yet unidentified, factors that may contribute to the interrelationship of climate patterns [California Dep. of Water Resources, 2005; Webb et al., 2004; McCabe et al., 2007] . Though many studies have demonstrated that ENSO and PDO are mainly teleconnnected with monthly, seasonal, and annual precipitation variability in the U.S., it still is necessary to investigate the influence of other climate indices [Ropelewski and Halpert, 1986; Ropelewski and Jones, 1987; Redmond and Koch, 1991; Kahya and Dracup, 1993; Webb et al., 2004] .
Comparison of SVM With ANN and MLR Models
[77] The SVM model results also were compared with ANN and MLR model results. The scatter plots between measured and estimated precipitation for ANN and MLR models, using all four oscillations indices, are shown in Figure 12 . Table 6 shows the comparison of different performance measures between the measured and estimated precipitation for ANN and MLR. The scatter plots for ANN ( Figure 12a ) and MLR (Figure 12b ) models show that for the majority of the climate divisions, the model estimates the mean of the measured data. Low correlation values were obtained for all climate divisions, indicating the inability of the model to capture the extremes. In general, the model estimates are parallel to the x axis instead of following the bisector line, showing poor prediction capability. The LEPS score SK was less than 10%, for majority of the climate divisions indicating an unsatisfactory forecast. This implies that model estimates are worse than the ''climatology''.
[78] The performance measures obtained from ANN and MLR are in the unsatisfactory range (Table 6) . Although the SVM model outperforms both the ANN and MLR models, all three models perform comparatively better for the climate divisions within the Upper Basin compared to the Lower Basin divisions. Similar to Model I, Model II-IV (results not shown) was also created, and the results showed a better performance of SVM over both the ANN and MLR models.
[79] Based on the results, it was noticed that SVM outperformed both MLR and ANN models. There has been sufficient evidence from other studies in different fields of hydrology that show the superiority of SVM over the regular ANN and MLR modeling approaches [Lin et al., 2009 [Lin et al., , 2010 Kalra and Ahmad, 2009; Gill et al., 2006; Asefa et al., 2006; Dibike et al., 2001] . This is because the SVM model has a better ability to generalize, relating the input to the desired output. In addition, the optimization algorithm used in SVM is more robust than the one used in regular ANN models. In case of MLR, the models are based on the assumption of normality, and can be used efficiently to relate simple processes. In case of hydrological processes where the data does not follow the usual normal distribution, MLR models fail to capture the variability. The feed-forward back-propagation algorithm used for ANN in the current analysis is simple and widely used. There are other ANN architectures and activation functions [see Dibike et al., 1999] that may be able to better capture the relationship between precipitation and oceanatmospheric indices. An exhaustive comparison of methods was not the focus of our work.
Summary and Conclusion
[80] In this study we explored the association between individual and coupled oceanic-atmospheric indices and precipitation in the Colorado River Basin. We used an AI-type model to capture the relationship between oceanicatmospheric indices and precipitation, and used this model to extend the lead time for precipitation estimation up to 1 year. For this purpose, a modified Support Vector Machine predictive framework incorporating oceanic-atmospheric oscillations was constructed for the 17 climate divisions encompassing the Colorado River Basin. The oceanic-atmospheric oscillations used in this study were PDO, NAO, AMO, and ENSO.
[81] Annual precipitation within CRB is variable both at the temporal and spatial scales. It is difficult to construct a single precipitation time series that is representative of the entire basin. For this reason, monthly time series data for the climate divisions were used that extend more than a century in record and spatially cover the entire basin. Currently, CPC issues 3 month forecast for lead times of 0.5 to 12.5 months with modest skill for 3-9 month lead time based on ENSO and its indices. Forecasts are termed ''skillful'' if they show improvement over the long-term averages of the precipitation record used in the analysis. In general, they have no skill for summer precipitation during ENSO years and no skill for winter precipitation during non-ENSO years [California Dep. of Water Resources, 2005; Regonda et al., 2006] . During ENSO years, the precipitation forecast is higher in the southern part of the basin (LCRB) and has no skill in the headwaters that generate majority of the runoff in the Colorado River [Redmond and Koch, 1991] . Therefore, obtaining accurate estimates of precipitation within the CRB is a formidable challenge. However, the advancement along several scientific fronts has opened doors for statistical forecast possibilities. In an attempt to address this challenge, we evaluated the link between individual and coupled oceanic-atmospheric indices and temporal variability in precipitation, and developed a data driven model to estimate annual precipitation with a lead time of 1 year. It should be noted that the precipitation estimates obtained in the current study are not compared with the CPC estimates as both have different temporal resolution. The current work contributes to the existing literature on the use of statistical approaches for estimating precipitation.
[82] Multiple SVM models incorporating individual and coupled oceanic-atmospheric oscillations were developed. Results indicate that coupled PDO, NAO, and AMO have a statistically stronger association with precipitation in the Upper Basin. This combination resulted in very good precipitation estimates for climate divisions that contribute approximately 67% (two-thirds) of the flow in Colorado River. Coupled AMO and ENSO have a statistically stronger association with precipitation in majority of the Lower Basin. The estimates for the majority of the Lower Basin divisions were in the range of ''very good;'' these divisions account for generating approximately 70% of flow in the Lower Basin. The findings of the SVM approach were confirmed using a bootstrapped cross validation approach. The cross validation analysis indicated that the results are stable and do not change with different training and testing data sets. Overall, the results showed that the SVM approach does better in capturing the low precipitation values compared to the higher values. The inability of SVM model in estimating some high precipitation values may be attributed to fitting of outliers in the training phase. This drawback associated with SVM under the condition of non-Gaussian 
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KALRA AND AHMAD: PRECIPITATION VARIATION AND OCEANIC OSCILLATIONS W06527 outliers has been indicated in prior studies 2006; Gill et al., 2006; Twarakavi et al., 2006] . Therefore, removing the outliers may result in improving the model performance. Also, there are other SVM machines such as the simple Least Square Support Vector Machine (LS-SVM) or robust LS-SVM that have shown to improve model performance in case of noisy data and outliers [Suykens, 2001; Twarakavi et al., 2006] . The results also indicated that the SVM approach performed better in capturing the interaction of oscillation indices and precipitation when compared with ANN and MLR.
[83] The major contributions of this research are as follows. First, there is no single oscillation that can be used to explain the climate variability within CRB. It is evident that various oscillations are interrelated and can be used in combination to improve annual precipitation forecasting with a 1 year lead time within CRB [Webb et al., 2004; Kim et al., 2008] . Second, NAO coupled with other indices can improve the precipitation estimates in the UCRB. This requires further attention and should be investigated. Third, the modified SVM predictive framework showed statistically significant results; conclusions drawn from this analysis are cross validated and are not specific to any particular period. The approach uses the entire data and may be used in situation when limited data is available. Fourth, the analysis performed is comprehensive in nature and spatially covers the entire CRB. There have been attempts to estimate precipitation within CRB, but no other study has attempted to utilize a data driven model coupled with major Pacific and Atlantic Ocean climate patterns to estimate annual precipitation for the entire Colorado River Basin.
[84] There are also some limitations associated with the current work. The study used climate division precipitation data and does not differentiate between precipitation as rainfall and snowfall. Second, the current research used the four most common climate indices ; there are other indices, such as IPO, PNA, and predefined SST regions that potentially can be used to improve the results. Although, the proposed modeling framework does not suffer from the so-called ''curse-of-dimensionality,'' if more predictors and a longer data set are involved, the trade-off in computation time and accuracy will need to be considered.
[85] The current study was able to successfully estimate precipitation using SVM approach, there is still some unexplained variability, which cannot be addressed using the statistical approach. These variations were seen with a particular predictor combination resulting in different hydrological response among adjacent climate divisions. For example, a combination of NAO and ENSO had stronger associations with Climate Divisions 14 and 17 precipitation but not for Climate Divisions 8 and 15. The cause for this variability may be somewhat explained through Table 3 , which highlighted that climate indices are correlated differently with the CRB precipitation. The indices individually show different hydrologic response to climate divisions in higher elevations compared to lower elevation. Also, this response varies among regions having snowfall as their primary precipitation compared to rainfall. Besides climate other topographic features can also alter this response. Furthermore, when coupled response of indices is evaluated in relations to any hydrologic variable, understanding the dynamics becomes even more challenging. Therefore, it should be noted that the results presented in this study are statistical in nature, and the physical mechanisms that drive these relationships are not fully understood at this time.
[86] The results from the current research help in statistically understanding the association between different oceanic-atmospheric indices and precipitation in the Upper and Lower CRB. Using the modified SVM predictive framework, cumulative precipitation totals for the current year can be made available as early as 1 January of that year. The annual precipitation values can be disaggregated into seasonal or monthly resolution depending on the need of end user [Lall and Sharma, 1996; Sharma et al., 1997; Rajagopalan and Lall, 1999; Ahmad and Prashar, 2010; Kalra and Ahmad, 2011] for other applications. The predictive framework incorporates global climate information therefore can be potentially used in other catchments and river basins. However, the predictive potential of model will vary depending on the strength of connections between input climate indices and precipitation in the region. Besides precipitation, the proposed SVM framework may be applied to estimate other hydrological variables such as streamflow, groundwater levels, and soil moisture.
[87] Water managers have considered past climate variability over different time scales for water resources planning and management [Vedwan et al., 2008] . With the projections of future climate being uncertain, multiple plausible options need to be considered. Simple, robust, and parsimonious statistical techniques can serve as good predictor of hydroclimatology. Overall, the SVM model used in this study provides very good precipitation estimates that have the potential to improve water management within the basin.
