INTRODUCTION
Let Z and N denote the integers and non-negative integers. If S and T are subsets of Z then a tiling of T by S is a partition of T into disjoint sets each of which is congruent (directly or reflectivity) to S, i.e., a translation of S or of -S= {-nln~S}.
We will always take S to be finite and call a set congruent to it a tile. We will denote the ith tile in a tiling by Si and its smallest and largest elements by xi and zi, where the order is by smallest element, and let A, denote Ui, j Sj.
The set (0, 2, 3, 5) can easily be seen to tile Z but not N. On the other hand, there is the open Question. If S tiles N must it tile some finite interval [0, n]?
In the following we will consider the case ISJ = 3. With appropriate changes in terminology, [ 11 and later [2] showed that every 3-set of R tiles R. From the latter proof it follows that every 3-set tiles Z. In [3] an algorithm is given which yields the stronger result that every 3-set tiles N. An elegant non-constructive argument in [4] shows that this algorithm applied to S = (0, n, m + H} tiles an interval of length at most 3.2"+"-' and suggests that the correct length might be O(nm). In this paper we examine this algorithm and show that it gives fairly orderly tilings provided m > 3n. In this case we give an exact description of the resulting tilings and their lengths which are in fact just about 3nm. The patterns which arise also give alternate tilings for smaller values of m. This provides a constructive proof that every 3-set tiles a finite interval. Using another approach, [5] gives a tiling of an interval of length at most 6(n + m) and shows that it is shortest possible in certain cases.
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AAROND.MEYEROWlTZ 2. THE ALGORITHM Let S = { 0, n, n + m}, where n and m are positive integers with n < m. We are concerned with tiling intervals by translates of S and of S* = (0, m, n + m}. An algorithm for doing this is given in [4] , which provides greater detail. It is described by recursively defining sets Si= {xi, yi, zi} as follows: (x,,y,,z,)={O,n,n+m}. (1)
Step (4) of the definition above is justified by showing that xi+ i + m is never in Ai. This shows that the sets Si are disjoint. Clearly, each is a translation of S or S*. This procedure can be carried out to provide a tiling of N or else until the first time that A, is the interval [0, 3i-11. As [4] shows, there is some O<i~2"+"-~ for which Ai is an interval. Let f(n, m) be the smallest such i and let t(n, m) denote the tiling.
In the case S= {0,2, 5} ('. 1 e., n = 2, m = 3), the algorithm successively yields the tiles s = (0, L5>, S+ 1 = (1, 3, 6}, s*+4={4,7,9), S+8={8,10,13), S*+ll={ll,14,16}, S*+12={12,15,17}. Thus A, = [0, 171 and f(2, 3) = 6.
Clearly some notation is needed to compactly describe tilings. Assume that n #m so that S #S* (the case n = m is easily handled below). Say that Sj is in orientation A if it is a translate of S and in orientation B if it is a translate of S*. Then any tiling of an interval is unambiguously described by a sequence 0, . . . Oi, where Oj is A or B in accordance with the orientation of S,. Greater concision is attained by using an exponential notation A'lB"ZA '3 . . . and even greater economy by only listing the exponents . . 1112 ". when it is clear that O1 = A. Thus the tiling above, t(2, 3), would be specified by the sequence 2 1 12.
If (n, m) = d, it is almost immediate that t(n, m) is described by taking the sequence for t(n/d, m/d) and multiplying each number by d. Thus we may restrict attention to the case of n and m being relatively prime. It is easy to program the algorithm. Examination of the resulting sequences leads to several observations. It is helpful to group together the cases with a fixed value of n. The results for II = 5 are fairly typical and are given in Table I . The cases m < 3n seem anomalous. Discarding them temporarily, the remaining data organize well according to the congruence class of m 3 1 2 8 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 9 1 1 9 10 10 10 10 10 10 8 1 2 9 10 10 9 2 1 8 10 10 10 10 9 3 1 7 8 2 2 8 7 1 3 9 10 10 11 11 10 3 1 8 9 2 2 9 8 1 3 10 11 11 12 12 10 1 2 11 11 1 1 11 11 2 1 10 12 12 13 13 12 2 1 11 12 1 1 12 11 1 2 12 modulo 2n. The sequences fall naturally into blocks of the forms x x and x-a b a x -b, where x is fixed for each pair. It turns out that the sequences for n < 3m which would best fit with the rest, such as 5 5 5 5 5 5 5 5 5 5 for (n, m) = (5, 6), do describe legitimate tilings. 
ANALYSIS
At any stage, Ai is a subset of some interval [0, zi] and that interval consists of sub-intervals which are alternately in and not in A;. A list of the lengths of these successive sub-intervals provides a convenient description of Ai and of other sets considered as subsets of some interval. For clarity, the length of a sub-interval contained in a set under consideration is enclosed in parentheses. Thus the set S = (0, n, n + m} would be described by the list (l)n-1 (l)m-1 (1). In case m=2kr?+n+r, the first three lines of Table IIa use this list notation to describe the sets formed from several translates of S. These would be Ai for i = p, i = n, and i = kn. They, and their reflections, are also basic units for describing later stages of the tilings.
The tiling described in the theorem invites special inspection at the partial stages A,,, J 'ust before the addition of the 2x tiles represented by the block T(j). The key result is that, for 0 < j < n, before the tiles of T(j) are added, the partial tiling has either the form (q) s (n -s) s (n -3) or the form (q) s (n-s) s (n-s) s (n-s) according as case (i) or (ii) holds. Here, 
(r-s)(2n+s-r)r-s(2kn-Zn+s)(r-s)n+s-r(r-s) (r-s)(2kn-2n+r)n+s-r(r-s)n+s-r(r-s)n+s-r(r-s) as in the theorem, &rj= s mod n and (q) represents some initial filled segment. We establish this by induction on j; examining the tiles in T(j) we see that, starting with a partial tiling of this form (or the empty set for j= 0), they go on to transform it to one of the same form where s is replaced by the appropriate value for j+ 1. Thus, after T(n -l), the (now complete) tiling has s = 0, i.e., is an interval. The work needed to establish this appears in Tables IIa and IIb A"-' (n-s)r(s-r)(n-s)(s)n+r(n-s) B (r)(n-r++)n+r-s((r)s-r(n-s)(r) B"-'-' (n+r-s)(r)~-r((n+r-S)S-r((n+r-s)s-r(n+r-s) r=%s<n verities that for each j, starting with the assumed form for AzXj, T(j) does represent a collection of disjoint tiles which end up leaving A2xj+2x in the correct form. This is straightforward, if a bit time-consuming. To obtain T(j) from the tables, drop any terms of the form A0 or B" and consolidate adjacent terms representing the same orientation. To establish the last claim of the theorem it suffices to further verify that at each step, orientation B is used only when orientation A cannot be.
For n < 3m, more must be done. In case (i), k = 0 and there is no additional difficulty in verifying the first observation above. However, the described tiling is not t(n, n + Y). The two tilings both begin A' A"-' B' leaving (r) (n) (r) n-r (r) but then t(n, n + r) continues with A"-' for (n-r) (Y) (n-r) 2r (n-r) and not with B"-' for (n-r) (r) Y (n-r) Y (n -r) as the tiling of the theorem does. For k > 0, A"-' cannot be used. In case (ii), k = 1 and, while the subcase s < r needs no new treatment, the line for (An)k-2 when r < s is problematic. In this subcase a slightly different analysis is needed. Here T(j) is r + s s -r n -s n + 2r -S. Table III gives the detailed expansion of this. Finally, it is easy to verify that while t(n, 2n + r) does begin A" A' B"-' B' leaving (r) (2~ -r) r (r) n -r (r), it does not continue with B' but rather with either A' or B2'-" A"-' according as r <n -r or not. This completes the proof.
It is worth noting that this result provides an independent proof of the theorem that every 3-set in Z tiles an interval.
We close with another question. The algorithm above can be adapted to show that every 3-set from Iw tiles lRf.
Question. Does every 3-set from R tile an interval?
