Henningson (1998) for boundary layers and by Malik, Alam & Dey (2006) for nonisothermal plane Couette flow. Still, to the authors' knowledge, the problem of the optimal perturbations in the case of inviscid incompressible flow with an arbitrary profile has not been further analysed in the literature.
Here we solve the problem of the optimal longitudinal (streamwise independent) perturbations for an arbitrary inviscid shear flow. In § 2, we recall first the solution for inviscid longitudinal perturbations to plane parallel flow. Then, using the time invariance of the governing equations, we derive a generic property of the optimal linear perturbations to any stationary base flow. We use this property to reformulate the optimization problem in the whole phase space into an optimization in a codimension-1 subspace and in an initial time phase along trajectories passing through points in that subspace. The reformulated optimization problem leads to a differential eigenvalue problem in one dimension whose solutions provide an orthogonal basis to describe the evolution of the optimal and sub-optimal perturbations. In § 3 we consider plane Couette flow, a specific shear layer profile (introduced for its exact solution), and plane Poiseuille flow as examples, and we provide the exact solutions allowing the construction of the inviscid optimal perturbation for any optimization time. In § 4 we consider arbitrary plane parallel shear flow by performing a local approximation around the maximum shear, which may be localized either at a wall (wall-bounded shear flow) or far away from it (free shear flow). In both cases we provide asymptotic solutions for the eigenmode for large k z , giving estimates of the optimal amplification and of the localization width of the optimal perturbation around the maximum shear. The asymptotic predictions for free and wall-bounded shear flows agree, for large k z , with the optimal perturbations to a tanh profile solved directly by the direct-adjoint technique implemented on a three-dimensional pseudospectral code, and with the exact optimal perturbations to Poiseuille flow given in § 3. The effect of viscosity is considered in § 5, where we show that the optimal gain for a given optimization time T may be derived from the inviscid case and that the viscous optimal perturbations approach our inviscid prediction as Re → ∞ for free shear flow, whereas for wall-bounded flow the optimal perturbation differs only by the occurrence of a boundary layer next to a wall required to satisfy the no-slip boundary conditions. Finally in § 6 we draw our conclusions.
Formulation
We consider infinitesimal perturbations u = Re{ [u, v, w] exp(ik x x + ik z z)} to parallel inviscid flow U = U(y)e x with shear S(y) = U (where (·) denotes the y-derivative). In the case of longitudinal perturbations k x = 0, the linearized Euler equations classically reduce to (Schmid & Henningson 2001) ∂ t u(y, t) = −S(y)v(y, t), (2.1a)
∂ t v(y, t) = 0, (2.1b)
∂ t w(y, t) = 0, (2.1c)
∂ y v(y, t) + ik z w(y, t) = 0, (2.1d) where the domain is y ∈ (y 1 , y 2 ) and infinite in x and z. Free-slip boundary conditions are imposed so that v(y 1 , t) = v(y 2 , t) = 0. (2.2) 390 C. Arratia and J.-M. Chomaz The general solution of (2.1) is u(y, t) = u o (y) − S(y)v o (y)t, (2.3a)
v(y, t) = v o (y), (2.3b) w(y, t) = iv o (y)/k z , (2.3c)
where u o (y) and v o (y) denote, respectively, the streamwise and cross-stream velocities at t = 0. The entire phase space P can be reduced to the (u, v)-space since w is given by v, which in turn stays constant giving trajectories embedded in the subspace wherein v = v o . Thus, once v o is given, this solution may be represented by a trajectory in the u-space only.
The energy E of solution (2.3) is where (·) * denotes complex conjugation. From now on we will assume Sv o = 0 since this case is degenerate with Sv o = 0 everywhere, solution (2.3) stationary and constant energy E o , see (2.4).
We can define a shifted time variablet ≡ t +t o , wherē 6) such that the energy along the trajectory passing through the initial condition
which is minimized att = 0 with a minimumĒ o given by is the streamwise velocity at the new time origint = 0, which corresponds to t = −t o and may be negative or positive, i.e. in the past or in the future relative to the initial condition, now att =t o in the shifted time variable. We stress thatĒ o E(t) for all t. Accordingly, the streamwise kinetic energy reaches its minimum ū o 2 /2 att = 0 (equivalently at t = −t o ). It can also be noted that Re{ ū o , Sv o } = 0, meaning that att = 0 the streamwise velocity u =ū o is orthogonal to its time-varying part Sv o t (equation (2.3a)) with respect to the inner product [f r g r + f i g i ] dy = Re{ f , g }, which corresponds to the two-dimensional Euclidean inner product considering the complex functions f (y) and g(y) as real vector fields of two components of the form f = (f r , f i ) FIGURE 1. Schematic representation of different trajectories in phase space P and the codimension-1 subspace S ⊥ of theū o such that Re{ ū o , Sv o } = 0, i.e. such thatū o and Sv o are orthogonal in the two-dimensional Euclidean inner product. The trajectory passing through the initial condition u o in (2.10) intersects S ⊥ at t = −t o , at the pointū o of (2.11).
with f r = Re(f ) and f i = Im(f ). To distinguish the two inner products we will hereafter call f , g the complex inner product and Re{ f , g } the two-dimensional Euclidean inner product.
Reformulating the optimization problem
Consider the problem of computing the optimal gain at a finite time T: 10) where P represents the set of all perturbations u o satisfying the incompressibility condition (2.1d) and is therefore, as already stated, determined by the two-component vector field (u, v) varying in y and fulfilling the boundary condition (2.2). The optimization problem (2.10) is equivalent to 11) meaning that any element of P can be defined by a starting timet o and a shifted condition att = 0,
.e. such thatū o and Sv o are orthogonal in the two-dimensional Euclidean inner product. As illustrated in figure 1, since the base flow is stationary, any initial condition u o in (2.10) belongs to a unique trajectory passing through a pointū o in S ⊥ at the time t = −t o (ort = 0). Equation (2.11) is a decomposition of the optimization problem in the whole phase space into the optimization among trajectories defined by their intersection with the codimension-1 subspace S ⊥ and a C. Arratia and J.-M. Chomaz time phaset o defining the position of the initial condition along the trajectory. This procedure is valid for systems with time-invariant evolution equations (a condition which corresponds here to the requirement of a steady base flow). The subspace S ⊥ can then be thought of as a Poincaré section allowing the labelling of trajectories by their crossing of the section, although in this case each trajectory crosses the section only once so the concept of the return map does not apply here.
We shall now maximizeĒ(T +t o )/Ē(t o ). Note first that, fort opt achieving the maximum (2.11), the derivative with respect tot o should vanish, i.e. 12) implying that the instantaneous growth rate of the perturbation, 13) should be equal at the initial and final times, i.e.
(2.14)
Condition (2.14) is only a necessary condition. It generalizes to any linear optimization problem (2.10) with time-independent equations of motion, since at the maximum of E(T +t o )/Ē(t o ) along a single trajectory, the gain should not vary when the starting point along the trajectory is infinitesimally varied. For a stationary flow, linear optimal perturbations at any finite optimization time T should be such that the initial and final instantaneous growth rates are equal, which may seem somewhat counter-intuitive. On any trajectory, (2.14) will in general be fulfilled only on a discrete set of points t o =t n oσ , allowing for the optimization along the trajectories to be solved first. In nonlinear cases, (2.14) is still valid if the optimal gain is to be determined without imposing the energy of the initial perturbation, but in practice this initial energy is often fixed and the final energy maximized. In that case, the fixed energy of the initial condition will constrain the available starting points along trajectories, and (2.14) will not be in general satisfied.
In the present simple case, the necessary condition (2.14) indeed allows us to solve for possiblet o before solving forū o . For any element of S ⊥ , (2.14) is attained for two particular values oft o :t 15) where τ = 2Ē o / Sv o 2 is the time at which the instantaneous growth rate σ (t = τ ) = 1/2τ is maximum along each trajectory. The optimal initial condition for a givenū o ∈ S ⊥ is given by the upper + sign, the − sign corresponding to an evolution interval [t oσ ,t oσ + T] in the negativet domain in whichĒ(t ) decays according to (2.7). The − sign solutiont − oσ satisfies the necessary condition (2.14) but corresponds to the minimum of the gain along each trajectory, not to the maximum.
Replacingt o →t + oσ in the optimization problem (2.11) yields 
Equations (2.16) show that all the degrees of freedom, i.e. theū o ∈ S ⊥ , enter the optimization problem through a single parameter τ. For a given optimization time T, the gainḠ oσ is a decreasing function of τ and the optimization problem therefore reduces to findingū o ∈ S ⊥ which minimizes τ . Note also that minimizing τ will single out the trajectory in which the maximum growth rate over the entire phase space σ max = max(σ ) occurs. In terms of the components ofū o , we have 17) requiring thatū o = 0 for the optimal perturbations (minimizing τ ). Therefore, for any v o the optimization overū o givesū o = 0 and the optimal perturbation problem is now reduced to the variational problem of finding the v o that minimizes
This is a standard variational problem, which can be formulated by writing the functional τ 19) with boundary conditions (2.2). Equation (2.19) is a key result of the paper that will allow us to find new exact solutions and predict scaling laws for the optimal perturbations. It is valid for the longitudinal optimal perturbations to any shear profile S(y) and for any optimization time T. Therefore, the wall-normal optimal velocity v opt is independent of T and so is the w component given by w opt = iv opt /k z . Accordingly, the optimal perturbations for different optimization time T all belong to the same trajectory in phase space. The only dependence on T is through the phase shiftt opt given directly by (2.15) with τ = τ opt ast 20) which induces a change only in the u component of the optimal perturbation
The optimal gain for optimization time T is then given by (2.16b) as (Teschl 2012, § 5) , with the time scale τ opt as the eigenvalue and the optimal perturbation v opt (y) as the eigenfunction. Since the equation coefficients and the independent variable y are real, we can consider real solutions without loss of generality. In general, there is an infinite countable set of eigenvalues τ n with its corresponding set of eigenfunctions {v n } forming an orthogonal basis of functions localized where S(y) = 0. In appendix A we show how the {v n } basis can be used to construct an orthogonal decomposition of the evolution of general perturbations. A physical interpretation of (2.19) is given by analogy to the Schrödinger equation governing the energy eigenstates of a quantum particle of mass m. Indeed, the optimal perturbation v opt corresponds to the ground state wavefunction of a particle with energy −1 in a negative potential −τ 2 opt S(y) 2 . Because the energy of the particle must be larger than the minimum of the potential, we have
where S 2 max is the maximum of S 2 . In the quantum particle analogy, k 2 z is replaced by 2m/h 2 , which indicates that increasing k z corresponds to decreasingh or increasing the mass. This suggests that increasing k z allows for a more 'concentrated' v opt (in the sense of a more localized eigenfunction) around the maximum of the shear (the minimum of the potential −τ 2 opt S 2 ), in agreement with what one may expect for the lift-up mechanism. It is interesting to note that the nth eigenfunction of (2.19) corresponds to a quantum bound state of a particle whose energy is always −1, but in the n-dependent potential well −τ 2 n S 2 , whose depth increases with n. This remark is relevant for the case in which S(y) = 0 in part of the domain, and explains why in the present case the discrete and infinite eigenmodes are always localized in the region with shear (inside the potential well), whereas in an analogous quantum potential there would only be a finite number of localized bound states (with negative energy). A specific example of this is shown in § 3.2 below.
3. Base flow examples: Couette, free shear layer and Poiseuille flow 3.1. Couette
We consider plane Couette flow in the region y ∈ [0, 1]. For plane Couette flow the shear rate S is constant and (2.19) has infinitely many solutions of the form
for n = 1, 2, . . . , ∞. The optimal cross-stream velocity v opt = v 1 is then obtained by evaluating (3.1a) at n = 1. Similarly, the eigenvalue leading to the optimal amplification is given by
Exact optimal perturbations for inviscid lift-up 395 which, after substitution in (2.22), yields the optimal gain at time T
where λ = 2π/k z is the spanwise wavelength of the perturbation. From (2.21), the optimal initial streamwise velocity is given by
Equation (3.4) is similar to the expression given by Farrell & Ioannou (1993, equation (19) ) for the optimal initial condition in the constant shear case. Their expression within square brackets reduces to ours in (3.4) if one requires that their crossstream wavenumber (which we would call k y ) satisfies the boundary conditions for v. However, they do not give explicitly the ratio between the amplitudes of the different components of the flow, so a full comparison with their solution can not be made directly. Still, the correspondence of the two square brackets confirms, up to a multiplicative constant, the dependence of u opt | t=0 on the different parameters.
A free shear layer example
We consider an example of a free shear or mixing layer that gives rise to exact analytical solutions, a velocity profile given by U(y) = 2U o arctan(tanh(y/2L)), which we will refer to as the arcttanh profile. This profile connects two semi-infinite regions at |y| 1 with different constant velocities U(y → ±∞) = ±πU o /2. The shear associated to the arcttanh velocity profile is
where
with v(y → ±∞) → 0 as boundary conditions. A similar problem has been treated in the quantum mechanics textbook of Landau & Lifshitz (1977, at the end of § 23). Solutions satisfying the boundary conditions are given by
, n 1 is an integer and F(a, b; c; ξ ) is the hypergeometric function (in the notation of Abramowitz & Stegun 1964, § 15) , which in this case of a = −n + 1 becomes a polynomial in ξ of order n − 1. Note that the prefactor [1 − tanh 2 (y/L)] /2 localizes v n around the shear layer at y = 0. The eigenvalues are determined by the condition
where has to be positive. For the quantum mechanical case treated in Landau & Lifshitz (1977) , the eigenvalues (energy levels) are determined through with s fixed by the binding potential; therefore the condition (3.8) yields a finite number of solutions (bound states). In the present case, the eigenvalues τ n are determined through s with > 0 fixed; therefore, condition (3.8) yields an infinite set of eigenvalues which, after replacement, is given by
where n = 1, 2, . . . , ∞. Thus, as anticipated in § 2.2, there is an infinite number of eigenfunctions which are all localized around the shear layer. For the optimal perturbation the leading solution is for n = 1, which gives
and
Given the right choice of U o and L for the arcttanh profile, solution (3.10) provides an excellent approximation for v opt and the optimal gain for a tanh profile, which is commonly used as a simple model of mixing layers. This is shown in appendix B.
Plane Poiseuille flow
We consider plane Poiseuille flow U(y) = 1 − y 2 for y ∈ [−1, 1]. Equation (2.19) can be written as
and the boundary conditions are
The even solutions of (3.11a), corresponding to τ m with m odd and such that v(ȳ) = v(−ȳ), are given by 12) where M(a, b, z) is the confluent hypergeometric function of the first kind (also called Kummer's function: see Abramowitz & Stegun 1964, § 13) . For a given α, the corresponding τ 2n−1 and k z are obtained as
where ι n is the nth zero of M(−i(i + α)/4, 1/2, iȳ 2 ). The computation of the first zero ι 1 and the evaluation of (3.12) were performed with the commercial software Mathematica, allowing us to obtain the optimal perturbations subsequently plotted with MATLAB. Figure 2 shows the initial condition of the optimal perturbation for spanwise wavenumber k z = 2.5685 (figure 2a) and k z = 11.5574 (figure 2b), and for various optimization times T. The wall-normal (v opt , black solid lines) and spanwise (w opt , dash-dotted lines) velocity components of the optimal perturbations do not evolve in time and are the same for any optimization time T. The thin grey lines show FIGURE 2. Components of the velocity of the optimal initial perturbation to Poiseuille flow for different T and for (a) k z = 2.5685 and (b) k z = 11.5574. The different fields are normalized so that max(v opt ) = 1. Only half of the domain with y 0 is shown, since all fields are antisymmetric about zero except for v opt which is symmetric. The thin grey lines correspond, from top to bottom, to the streamwise velocity u of the optimal initial condition for T = 0.1, 0.5, 1, 2, 3, 5, 10 and 100. The symbols (a) and (b) indicate the initial condition of the optimal perturbation u opt (0) for T = 10, whose corresponding optimal responses are shown in figure 3 below.
the initial streamwise velocity u opt (t = 0) for different optimization times decreasing from T = 100 to T = 0.1 going from bottom to top. As the optimization time T decreases to zero, u opt (t = 0) approaches u τ ≡ −Sv opt τ opt (black dashed line) which corresponds to the (initial and final) optimal streamwise velocity in the limit T → 0. Accordingly, u τ is the streamwise velocity corresponding to the maximum instantaneous growth rate σ max = 1/2τ opt . For any finite optimization time T, the streamwise component of the optimal perturbation evolves from the initial condition u opt (0) = −Sv opttopt at t = 0, passes through u τ at the time t = τ opt −t opt ∈ [0, T] of maximum instantaneous growth rate, and ends at u opt (T) = −Sv opt (t opt + T) at time t = T. For T = 10, the optimal initial conditions for the two k z shown in figure 2 are marked by the symbols (a) and (b), and the corresponding optimal responses (the optimal perturbations at the final time t = T) are shown in figure 3 . In the present linear inviscid case, all qualitative properties of the optimal perturbations described in figures 2 and 3 are independent of the optimization time T. Perturbations experience algebraic growth which goes unbounded as time increases, and so does the optimal gain G opt as the optimization time T goes to infinity. Equation (2.22) implies that as T → ∞, the optimal gain is asymptotic to 14) meaning that
is the coefficient of algebraic growth of the inviscid optimal perturbation. Figure 3 shows the optimal response for k z = 2.5685 (a) and k z = 11.5574 (b) for T = 10 (indicated in figure 2 by (a) and (b)) and makes apparent the periodic spanwise variation of u opt . The arrows represent the (v opt , w opt ) field in the (y, z) plane, and the black (respectively grey) lines show positive (respectively negative) contour levels of u opt (t = T = 10). Positive (respectively negative) contours are usually referred to as high (respectively low) speed streaks, and coincide with regions where the wallnormal velocity moves towards (respectively away from) the wall. This corresponds to the transport of base flow momentum by the perturbation, characteristic of the lift-up mechanism and similar to the optimal perturbations to Poiseuille flow computed previously by Butler & Farrell (1992) in the viscous case. The comparison between k z = 2.5685 (a) and k z = 11.5574 (b) in figures 2 and 3 is straightforward: while the overall structure of both optimal perturbations is similar, their spatial localization is different and for the larger k z in figures 2(b) and 3(b), u opt is more concentrated close to the walls where the shear is maximum. The more localized perturbation is considerably more efficient in extracting energy from the base flow, with a coefficient of algebraic growth τ Figure 4(a) shows the wall-normal velocity of the optimal perturbations v opt (y) for y > 0 (since v opt (y) is symmetric) and different k z . As k z increases, the maximum of v opt approaches the wall and, for k z sufficiently large, v opt (y) vanishes in the centre of the domain and gets localized at the wall. The dependence of the algebraic growth coefficient τ −1 opt on k z is shown by the continuous line in figure 4(b) , and the different symbols correspond to the v opt of figure 4(a). It can be observed that the algebraic growth or asymptotic gain coefficient τ −1 opt (and therefore the optimal gain for all T) increases monotonically with k z .
Therefore, as the spanwise wavenumber k z increases, the inviscid optimal perturbations to Poiseuille flow become more efficient in extracting energy from the base flow as they become increasingly localized around the maximum shear. It seems from figure 4(a) that v opt adopts a self-similar limit shape as k z goes to infinity. At that point, the optimal perturbation should become insensitive to the details of the base flow profile, and the next section is devoted to deriving the asymptotics for this large k z regime. Consider the case of an infinite domain where the shear is maximum at a y location taken to be y = 0. Then S 2 can be approximated around that maximum as 
Equation (4.2) is equivalent to the equation for the energy eigenstates of a quantum harmonic oscillator, and is treated in standard quantum mechanics textbooks (e.g. Ballentine 1998 ). In our variables, the quantization condition is
3) for n = 1, 2, . . . etc. Solving the quadratic equation (4.3) for τ > 0 yields 
which in turn yields an estimate for G opt from (2.22). The solutions of the approximate equation (4.2) are given by the corresponding set of eigenfunctions
where γ n = τ n |k z S o S o | and H n−1 is the Hermite polynomial of degree n − 1 (Abramowitz & Stegun 1964) . For the leading mode n = 1, the optimal perturbation v opt reduces to a Gaussian
Expression (4.7) provides the asymptotic localization of the eigenfunction around the inflection point (maximum of S 2 ) as k z → ∞. Indeed, as k z goes to infinity, γ 1 in (4.7b) tends to k
1/4 and the optimal perturbation becomes 8) implying that the optimal perturbation becomes increasingly localized in a region whose width scales as k −1/2 z . We compare these asymptotic predictions with completely independent computations of the inviscid optimal perturbations for a tanh profile U(y) = tanh(y), which is commonly used to model free shear layers. For this, a pseudospectral code for the direct numerical simulation of the Navier-Stokes equations (NSE) linearized around a tanh profile has been used to compute the evolution of infinitesimal perturbations in the inviscid limit. The continuous adjoint NSEs have been implemented on the same code in order to retrieve the optimal perturbations through a power iteration algorithm that consists in solving the direct NSEs followed by the adjoint NSEs backwards in time (code and methodology as in Arratia et al. 2013) .
The circles ( ) in figure 5 show the optimal gain for T = 7 as a function of k z for a tanh profile U(y) = tanh(y), as obtained by the direct-adjoint optimization algorithm. The dashed grey line shows the corresponding estimate given by (4.5) ( ) perturbations to a tanh profile, numerically computed using a direct-adjoint technique implemented in a pseudospectral code (Arratia, Caulfield & Chomaz 2013) . The dashed grey line shows the estimate from (4.5) and the dashed black line shows the approximation of the viscous optimal gain obtained from (5.2) with the inviscid optimal gain for a tanh profile as G inv . The inset shows the inviscid data in the low k z region. with δ m = √ 2/|k z | (the appropriate value for U(y) = tanh(y)) substituted into (2.22). The estimate (4.5) yields the asymptotic behaviour of the optimal gain as k z → ∞, which is nevertheless apparently a good approximation even for small k z .
Exact optimal perturbations for inviscid lift-up
The v opt (y) computed for the tanh profile are shown in figure 6(a) for k z = 2π, 4π, 8π and 16π, as indicated in the figure. Remarkably, as in the Poiseuille flow case of § 3.3, the optimal perturbations shown in figure 6(a) tend to become increasingly concentrated around the maximum shear (now at the inflection point y = 0) as k z → ∞. This is the limit at which (4.2) becomes relevant. Figure 6(b) shows the same numerically computed v opt as in figure 6(a), but normalized and plotted as a function of the rescaled coordinate k
1/4 y. It can be seen that the asymptotic optimal perturbation given by (4.8) (grey line in figure 6b ) constitutes a remarkably good approximation to the computed v opt , becoming increasingly accurate as k z increases. These results support the appropriateness of the local approximation considered here.
In principle, the present, strictly local estimate may be turned into a full asymptotic solution by introducing an inner layer around the inflection point scaling as k −1/2 z where the solution is given by (4.6), matched with two surrounding outer layers where the solution is evanescent. This solution should be a good approximation around the inflection point even in a confined domain, provided the maximum is not at the wall.
Bounded flow with maximum shear at a wall
Consider now the domain y ∈ [0, ∞) such that S 2 (y) has its maximum at y = 0. Close to the boundary, S ). Equation (4.10) can be solved in terms of Airy functions Ai(Ȳ) (Abramowitz & Stegun 1964) . The Airy function Ai(Ȳ) decays to zero whenȲ > 0 and is oscillatory forȲ < 0. The boundary condition at the wall requires −b/a 2/3 to be a zero of Ai(Ȳ) i.e. z and α n < 0 is the nth zero of the Airy function. Condition (4.12) is a cubic equation for τ 2 n whose roots are known by standard formulae (Abramowitz & Stegun 1964) . It is, however, more instructive to consider a small δ expansion around the real solution τ substitution into (4.12). Solving for the leading-order terms of this expansion, we obtain in the case of Poiseuille flow where the maximum shear is at the wall with S o = 2 and S o = 2. The agreement is excellent even when k z is small. It should be noted, however, that some error cancellation occurs for such good agreement, since the approximation obtained by directly solving (4.12) is slightly less accurate, as shown by the solid grey line in figure 4(b) . Now considering the localization of the perturbation near the wall, a comparison between the v opt predicted by the present asymptotic model and the exact v opt for Poiseuille flow is presented in figure 7 . The continuous black lines show the v opt for Poiseuille flow and different k z already shown in figure 4(a) . The dashed grey lines show Ai(Ȳ s ), the asymptotic optimal perturbation solution of (4.10) with
given from (4.11) asȲ, but with y replaced by 1 − y to match the wall at 1. The optimal parameter τ opt = τ 1 is obtained by solving (4.12) numerically for each of the k z . The asymptotic optimal wall-normal velocity v opt approaches the exact one as k z increases, especially close to the wall where the approximation (4.9) is valid. Thus, the local model given by (4.9)-(4.11) correctly describes the localization of the inviscid optimal perturbation next to the wall as k z → ∞. To determine how the localization of the perturbation scales with k z , we substitute the leading-order solution of τ 1 from (4.13) into the coordinate rescaling parameter a defined in (4.11b), yielding a = k 
z , the optimal perturbations localize in an inner layer scaling as k −2/3 z . As for the free shear flow, the present local estimate may be turned into a full asymptotic solution by introducing an inner layer where the wall-normal FIGURE 8. Instantaneous growth rate σ (t) of the optimal perturbation to a tanh profile for T = 7 and k z = 4π, computed with the direct-adjoint method described in Arratia et al. (2013) . coordinate is rescaled by k −2/3 z , in which the inner layer solution is the Airy function vanishing at the wall and evanescent at infinity, as imposed by the matching condition with the outer layer.
Viscous effects
Except for condition (2.14), which only requires the stationarity of the base flow, the analysis presented in § 2 is strictly valid only in the inviscid case. However, since the nature of the lift-up mechanism is inviscid, we expect some of the results to remain relevant for large Reynolds number in the viscous cases, for which the lift-up mechanism is known to lead to large but finite energy growth. Figure 8 compares the instantaneous growth rate σ (t) of the optimal perturbations to a tanh profile for an inviscid case (which we will denote by σ inv (t)) and for three viscous cases with different viscosities. In all cases T = 7 and k z = 4π, and the optimal perturbations are computed numerically with the direct-adjoint method described previously in § 4.1. The section of trajectory realized by the inviscid optimal perturbation is such that σ inv (0) = σ inv (T = 7) according to condition (2.14). The condition (2.14) of equality between initial and final growth rate must also be satisfied in the viscous case, i.e. σ ν (0) = σ ν (T) where σ ν is the instantaneous growth rate of the viscous optimal perturbations. This is well verified by the σ ν (t) obtained from the direct numerical computation of the viscous optimal perturbations for Re = 10 5 , 10 4 and 10 3 , where Re is the Reynolds number given by Re = ν −1 , with ν the kinematic viscosity in non-dimensionalization units (since U(y) = tanh(y)). For Re = 10 5 (dashed light-grey line), the growth rate σ ν (t) is coincident with the inviscid one. For Re = 10 and final stage of the optimization interval. Despite the noticeable differences in growth rate for different Re, all the σ ν (t) curves show a variation which is similar to the inviscid one: a sharp initial increase in σ (t) leads to a maximum instantaneous growth rate just before t = 1 that is followed by a slow decrease. The main difference between the cases is that the growth rate decreases as Re decreases, consistent with the intuitive damping effect of viscosity on inviscid instability mechanisms.
For each of the σ ν (t) shown by thick lines in figure 8, thin lines (with the same line styles) show the difference between the inviscid and viscous optimal instantaneous growth rates σ inv (t) − σ ν (t). The curves are almost perfectly horizontal lines for Re = 10 5 (dashed light-grey line) and Re = 10 4 (dash-dotted dark-grey line), and only a small vertical variation can be barely seen in the Re = 10 3 (dotted black line) case. This indicates that the main effect of viscosity on the instantaneous growth rate of the optimal perturbations is to add an approximately constant dissipation rate.
One way to model the damping effect of viscosity is to approximate the viscous instantaneous growth rate σ ν by σ vis made from its inviscid counterpart σ inv with a viscous correction
(5.1)
For the plane wave solutions considered in this study, approximation (5.1) takes into account exactly the effect of viscous diffusion in the z direction, while neglecting it completely in the y direction. The validity of this approximation implicitly relies on the assumption that at leading order for large Re, the shape of the optimal perturbation is that of the inviscid case. Using this shape assumption and the fact that the inviscid optimal perturbation is localized around the maximum of the shear with a thickness in the cross-stream direction scaling like k figure 9 are coincident with the inviscid result, and only for Re = 10 3 do the diffusive effects become noticeable. The shape assumption is then legitimate for large Re, since the optimal cross-stream velocity v opt does not change at leading order with the Reynolds number.
When integrated over a time interval T, the viscous correction given by (5.1) provides an approximation G vis (T) of the viscous gain G ν (T) from its inviscid counterpart G inv (T) given by
(5.2) The viscous optimal gain as a function of k z for a tanh profile and T = 7 is shown in figure 5 as numerically computed for Re = 10 6 ( ) and as approximated from (5.2) (dashed black line) with G inv given by the (numerically computed) inviscid optimal perturbation. For this large Re and optimization time T = 7, the agreement of (5.2) with the viscous direct computation is excellent in the whole range of k z .
It is important to note that for the validity of the shape assumption implicit in (5.1) and (5.2), it is required that the optimization time T be short compared to T ν , where T ν is the time scale for diffusion in the y direction. For large k z in the free shear layer case, this diffusive time scale will be dimensionally given by
1/2 /k z ν according to the asymptotic optimal perturbation solution of § 4.1. Therefore, approximation (5.1) should be valid for non-dimensional optimization time
z in the case of free shear layers. For the case of wall-bounded shear flow, formulas (5.1) and (5.2) can be expected to be valid since the inviscid asymptotic solution predicts that the wall-normal (crossstream) extent of the optimal perturbation scales like k −2/3 z , which means that the spanwise variation leads the dissipation in this case too. Assuming as in the previous case that the shape of the optimal perturbation is given by the inviscid solution, the asymptotic results of § 4.2 imply that the time scale for diffusion in the wall-normal direction is now given by . However, as we shall see, the shape assumption cannot be fully satisfied because of the boundary condition at the wall. computed values as Re increases. Thus, the inviscid optimal perturbations are relevant to the viscous case for Poiseuille flow as well.
Still, given the short optimization time T = 0.1 considered, the differences between the approximated and the numerically computed viscous results in figure 10(a) are important, especially for Re = 10 3 . This is not surprising since the viscous optimal perturbation must satisfy no-slip boundary conditions in the presence of a wall. Figure 10(b) shows v opt at t = 0 for the viscous optimal perturbations with k z = 11.5574 (marked with solid symbols in figure 10a ) and the corresponding inviscid optimal perturbation (also shown in figure 3b and marked with a in figures 4(a) and 7). For Re = 10 3 (dotted line), the shape of v opt is similar to the inviscid one (continuous line) but slightly displaced from the wall situated at y = 1. For Re = 10 4 and Re = 10 5 (dash-dotted and dashed line respectively), the v opt are still a little displaced but very close to their inviscid counterpart, getting closer as Re gets larger. The inset shows a closer look at the shape of the different v opt near the wall. While the inviscid v opt starts with a constant slope from the wall, the curves of the viscous v opt start with a zero slope from the wall and rapidly turn to become parallel to the inviscid curve after a small distance from the wall. Thus, the difference originates at the wall where the viscous streamwise velocity must also satisfy v opt = 0 as the boundary condition, which is required to enforce the no-slip boundary condition on w opt .
We may also note that the streamwise velocity of the inviscid optimal perturbation u opt satisfies the no-slip boundary condition, so no extra boundary conditions are required on the inviscid optimal perturbations besides v opt = 0. Therefore, in order to uniformly approximate the viscous optimal perturbation in the presence of a wall, one may start from the inviscid v opt plus a viscous boundary layer next to the wall in order to impose the extra condition v opt = 0. Using the viscosity ν, the maximum shear S o and the length scale of the inviscid optimal perturbation near the wall a −1/3 (see 408 C. ), the width δ ν of the boundary layer of the viscous optimal perturbation can be estimated as δ ν ∼ νk
Once a viscous approximation of the crossstream velocity has been determined, the remaining components of the approximated optimal perturbation will follow from v opt as in the inviscid case. The construction of such an approximation goes beyond the scope of the present paper.
Conclusion
We have formally solved the optimal perturbation problem for longitudinal (streamwise independent) perturbations to arbitrary inviscid parallel flow at arbitrary optimization time. The key to this derivation was the use of the time invariance of the governing equations. For every problem invariant under time translation, the optimization over all initial conditions can be decomposed into an optimization of the time phase along trajectories and an optimization on a transverse codimension-1 subspace (S ⊥ ) crossed by all trajectories. Here, S ⊥ is chosen as the plane wherein u and Sv o are orthogonal in the Euclidean inner product. Then, optimizing first along trajectories imposes (2.14), requiring that the instantaneous energy growth rate must be equal at the initial and final times σ (0) = σ (T). This property is generic to any linear optimization problem requiring only the stationarity of the base flow. It is also valid for nonlinear equations if no extra conditions such as a prescribed magnitude for the initial energy are imposed.
For the simple case of longitudinal perturbations to parallel shear flow considered here, the equality of initial and final growth rates for a given T can be explicitly determined on each trajectory. We have then shown that, for each trajectory, the maximum amplification for any optimization time T depends on a single real parameter τ which corresponds to the inverse of the slope of the algebraic growth, and which must be minimized to find the optimal perturbation. The optimization is then first solved forū o givingū o = 0, and then for v o . Remarkably in this case, the optimal perturbations for any optimization time T belong to the same trajectory in phase space. We have provided the expression of the optimal gain G opt (T) as a function of τ, which appears as the eigenvalue in an eigenvalue problem which is independent of T and also yields the shape of the optimal perturbation and a set of sub-optimal perturbations.
We have solved this eigenvalue problem to provide exact analytical solutions for the inviscid longitudinal optimal perturbations for plane Couette flow, a shear layer profile of the form 2U o arctan(tanh(y/2L)), and plane Poiseuille flow. For Poiseuille flow, the prediction of this novel inviscid solution compares well with the optimal gain and perturbations computed in the viscous case for large Reynolds number by solving numerically the singular value decomposition (Jerome et al. 2012 ). Asymptotic approximations in the limit k z → ∞ have been determined in two generic cases: inflectional shear and wall-bounded shear with the maximum at the wall. For inflectional shear (with a maximum within the domain), the y-extension of the optimal perturbation scales as k −1/2 z , becoming increasingly localized at the inflection point as k z increases. For maximum shear at a wall, the localization of the optimal perturbation at the wall is stronger, with the size along the wall-normal direction scaling as k −2/3 z . In both cases, asymptotic estimates of the optimal gain are given as a function of the maximum shear and its first (respectively second) derivative at the wall (respectively at the inflection point). Both asymptotic predictions have been tested: in the free shear layer case by comparing to the directly computed optimal gain and optimal perturbations to a tanh profile using the direct-adjoint method (Arratia et al. 2013) , and by comparing to the optimal perturbations and to the slope of the algebraic growth rate for Poiseuille flow, derived in the present paper, in the case of wall-bounded shear flow.
We have also studied the relevance of our results to the viscous case and shown that the viscous optimal perturbations approach the inviscid ones as Re increases. The main effect of viscous damping is strongly dependent on k z , and most of this dependence on the optimal gain can be captured with a simple correction of the inviscid result, justified by the asymptotic shape of the optimal perturbations and in particular the estimate of the typical variation scale in y (k −1/2 z for free shear and k −2/3 z for wallbounded flow). The effect of viscosity on the optimal perturbation remains important at a wall, an effect that might be included in the inviscid optimal perturbation by adding a viscous boundary layer in order to impose that v opt = 0 as the boundary condition. and the total energy of the perturbation is
Equations (A 1) and (A 3) show that the set of eigenfunctions of (2.19) provides a complete orthogonal basis to describe the time-evolving part of an arbitrary perturbation.
