INTRODUCTION
Let Q be a bounded, smooth domain in RN, N > 1. We consider the problem of finding nontrivial solutions to the elliptic boundary value problem (0.1) Au + Au = h(x)IuIP"'u in Q, (0.2) u = 0 on aQ, where h is a nonnegative, not identically zero Holder continuous function defined on Q and p > 1, A are constants.
Ouyang [5] studied existence and uniqueness of positive solutions to problem (0.1 )-(0.2) and also of its corresponding analogue on a compact Riemannian manifold. That paper mainly focused on studying the effect of vanishing of the function h, a question originally raised by Kazdan and Warner [4] who considered the problem on a compact manifold and proved, among other results, that for strictly positive h there is a unique positive solution for any A > 0. Similarly, a unique positive solution to (0.1 )-(0.2) exists for any A > AI (Q) , where AI (Q) denotes the first Dirichlet eigenvalue of the Laplacian in Q2. An integration by parts easily yields that this condition is also necessary for existence of a nontrivial solution to (0.1 )-(0.2).
Let Qo denote the interior of the set where h vanishes in Q. We will assume henceforth that Qo is nonempty and that h > 0 a.e. on Ql\Q2o. Then the following result holds; see [5] and also [3] for an alternative proof.
Theorem 0.1. There exists a unique positive solution uA to problem (0.1 )-(0.2) if AI()<A < AI (Qo). Moreover, liM IIuAIIL2 =+00
A, (AI o) and no positive solution exists in case that A. > Al (20o)
Ouyang actually proves that the set of all pairs (A, u) with u a positive solution of (0.1 )-(0.2) is constituted exactly by the first bifurcation branch starting at (Al (a), 0) and that this branch continues to exist until A reaches Al (Ao) where it blows up. We should remark that a very different behavior of this branch takes place in case that h changes sign (see [6] ). Now, it follows from standard bifurcation theory that a branch of nontrivial solutions of (0.1 )-(0.2) starts at each eigenvalue of the Laplacian, provided that this eigenvalue is e.g. simple. Thus, the natural question arises: Will branches associated with higher eigenvalues exhibit a similar behavior to that of the first one? This paper is mainly motivated by this question. Giving a complete answer may be very hard. However, our first result, Theorem 0.2 below, partially recovers the picture of the first branch: it shows, in particular, that if the Dirichlet eigenvalues of both 92 and Q20 are simple, then for each positive integer k there exists a family of pairs (A, ?uk) with uk a nontrivial solution of (0.1)-(0.2), defined for A E ('k(Q) , )k( O)), with the property that jluAk1IL2 blows up as A approaches Ak () . Moreover, these "branches" do not intersect each other in the sense that, if . belongs to j intervals of the form (0k(Q), Ak(90)) then at least j pairs of nontrivial solutions exist. To state our first result in the general case, we consider the sequences of Dirichlet eigenvalues for Q and Q0, Al (Q) < A22(Ql) < 23 (Q) < Al4 (Q)< Al (Qo) < A2(Q2o) < A33(QO) ?< where a given eigenvalue in the above sequences appears as many times as its multiplicity indicates. If flo is a general open subset of Q2, with no regularity assumed on its boundary, its Dirichlet eigenvalues can be naturally defined considering the closed subspace H. (Q20) Observe that among the assumptions of the above result we may also include, without loss of generality, As+ (Q) > is(Q) and Ak(Qo) <)Ak+1(QO), in which case the number of families predicted by the theorem becomes maximal.
Let us notice that if the eigenvalues of lo are simple, this result provides, for each k > 1, a family of pairs of nontrivial solutions ul, defined for Ak(fi) < A. < Ak (lo), which blows up in L2-norm as ) approaches Ak( 2o) .
It is natural to ask what happens if ) does not belong to any interval of the real line covered by the above theorem. It is maybe a little surprising that a full answer is possible in this situation: no nontrivial solution of (0. It is standard to check that JA is of class C1 on X and that its critical points correspond exactly to the solutions of (0.1)-(0.2). We should remark that the positive solutions correspond precisely to global minimizers of this functional as established in [3] . If A > Al (n0) the functional becomes unbounded below.
We will take advantage of the even character of the functional JA in order to establish existence of multiple critical points under the assumptions of Theorem 0.2. Properties (i) and (ii) will follow from appropriate min-max characterizations of the associated critical values. Actually, these characterizations give that JA(U) -0 c as A approaches Akk+I (Qo), in case (i) and remains locally uniformly bounded for A in the range given by (ii).
On the other hand, the result of Theorem 0.3 actually holds true for a much larger class of nonlinearities. In particular, no symmetry is required. See Remark 1.1 below.
The rest of this paper will be devoted to the proof of the above results. Its outline is as follows. In ? 1 we prove the nonexistence result of Theorem 0.3. In ?2 we show that JA satisfies the Palais-Smale condition for any value of A, a necessary step for the proof of Theorem 0.2, which we carry out in ? 3. In what remains of this paper X will always denote the space given by (0.6) with its associated norm. In the space Ho' (Q) we consider the usual inner product
and denote by 11 * I IH its associated norm. Correspondingly, we denote by 11 -IIL2 the usual norm in L2(Q). We also choose orthogonal bases of Ho (Q) and H. (n0) respectively denoted by {JJ},1 and {+o}90 such that yi is an eigenfunction associated to Aj (Q) and q$ an eigenfunction for Ai(Qo), normalized so that II0ilIL2 = Ik1tiIIL2 = 1.
PROOF OF THEOREM 0.3
In this section we shall prove that if for some k > 1 one has (1.1) Ak(Q2o) < A <? Ak+I (Q), then no nontrivial solution of (0.1)-(0.2) exists. We begin with a preliminary result. Proof. First we prove (a). We need to choose functions ?1, *--, with
IIiIH < e such that if we set q/if = yi + 1i , then the matrix
is invertible. Observe that we can find numbers Aij with E j j A; arbitrarily small, so that the matrix with coefficients (yi , 4j) + ij is invertible. Let us set -E _ )qij,j . For appropriately chosen Aij, the ?1e defined in this way will clearly satisfy the desired properties. For the proof of part (b), we need to find functions n,..., E E H1 (Q2o) with ?jnljH' < e such that the matrix with coefficients (y/j, qj + nje) is invertible. Note first that the matrix with coefficients fao y'yi/j is invertible. Indeed, this is a consequence of the fact that the functions yg1, ..., yvk are linearly independent on Q20, as follows from the unique continuation property for a linear combination of them. Now choose functions @1,..., @k E Co (Qo) such that the matrix with coefficients ffQ iVj~j is still invertible. Finally, as in part (a), ni defined as some linear combination of the @/j's with sufficiently small coefficients will satisfy the desired requirement. Let u = v + j be a cntical point of JA . We will show that u-O. To do this, we see that, for each fixed y E Y, the functional v JA (v + y) has a unique critical point v = w (y) = Ek t1(y)4i where
Thus, we must have v = w(j). Moreover, y must be a critical point of the functional (1.5) y21' JA(w(y)+y) = JA(y)+ E (VOVy -A4oy) 2 We will check that the above functional is strictly convex if e is chosen sufficiently small. To do this, it clearly suffices to show that the quadratic functional
is strictly convex on Y, which is equivalent to verifying that IA(Y) > 0 for Combining (1.7), (1.8) and (1.9) we obtain, for e sufficiently small,
It follows that the functional (1.5) has y = 0 as its unique critical point, so that x = 0 and hence u = 0, as desired. Next let us assume that A = Akk(Q2o) and let q be the multiplicity of 2k( 2). In this case, for each y E Y, the functional v ?-4 JA(y + v) has a critial point if and only if | VOVy -A oy = 0, k <1 < k-q+ 1.
And in such case the critical points are given by the q-parameter family
where ti(y) is as in (1.4). Then if ui = v; + j is a critical point of JA , then v= vs(9) for some s E Rq , and j must be a critical point of the functional y --JA(y + vs(y)) . But, similarly as in the previous case, an appropriate choice of e yields that y = 0 is the only critical point of this functional. Thus,
is a critical point of JA and hence satisfies In this section we will show that the Palais-Smale condition holds for JA for any value of A. Lemma 2.1. JA satisfies the Palais-Smale condition for any A; that is, any sequence {u,I} C X such that JA(u,) is bounded and JA(u,) --0 in X* possesses a convergent subsequence in X.
Proof. As a first step we show that the sequence {u,} as in the statement of the lemma is bounded in X. Assume Jk(u,) -+ C E R or
We also have But =_ 0 on KI\Q0 ; thus the unique continuation property of the solutions of (2.7) implies u _ 0 on Q. This is a contradiction since I|I|UIL2 = 1; then {u,n} is bounded in Ho (Q). Thus we can assume that the sequence {u,} is weakly convergent in Ho (2), strongly in L2(Q), and also a.e., to some u E Ho (2) . In order to show that the sequence converges in X it suffices to show that uIIulix converges to IlulIx. For this purpose we will use a variant of a result of Clark [2] ; see also Rabinowitz [7] . Actually the result we need is a version of a theorem of Benci, Theorem 0.1 in [1] . For the reader's convenience we recall the notion of the genus, enumerate its main properties and sketch the proof of the critical point theorem.
We consider the Banach space X. We denote by 9' the class of closed subsets A of X\{O} that are symmetric in the sense that x E A implies -x E A. If For a proof of these properties we refer the reader to [7, Chapter 7] . Using these properties the following lemma can be proved (see Lemma 2.6 in [1] ). On the other hand, using monotonicity and subadditivity we obtain y(A) < y(Al) + y(A2) < y(N) + y(A2) < y(A) -s + s, a contradiction from which the result follows. o Next we formulate the critical point theorem to be used in our specific situation. Proof. Since the proof is rather standard, we will be sketchy. First we define a class of sets. Given 1 < I < m we consider the classes X defined as follows:
A Es if and only if A = h(S)\K such that h e f, y(K) ? m -l and K e F is compact. By the monotonicity property of genus we have that Am C Am -I C c-Ca1 -For 1 < I < m we define the numbers (3.2) cl = inf sup I(u).
AES UEA
Since the classes X are ordered, we have cl ? c2 < *--< cm. First we see that cl > -oo. From the intersection assumption (4) and the subadditivity property we have that, for 1 < I < m, A E V implies A = h(S)\K and y(A n Y) = y(,5'h\K) > 1. This and assumption (2) yield cl > -o0. It is also clear that cm < 0, since we can take S E S?m . In order to show that the numbers cl are critical values we proceed from here in the standard way. Only note that the Deformation Lemma will provide an odd homeomorphism ?1: E -+ E and if h E F, then ?I 0 h also belongs to IF. See [7] . 0
In what follows we will prove that in our situation we can use Theorem 3.1.
For a small number e > 0, to be fixed later, we choose VI'k, -, as in which, by the variational characterization of the eigenvalues, implies A > Ak+I(20) . This contradicts our hypothesis (3.1) and (1) is therefore proved.
Next we prove (2) . Let Hence, letting Iw 12 Es= t2 we obtain (3.7)
JA(W) < -C1 WI2 + C2eIW12 + C31WIP+1 for certain positive constants cl, c2 and C3, independent of e. From (3.7), the result of (2) readily follows after choosing E sufficiently small. 0
In the rest of this section we will denote Sp = {w E V1 E V2IIIwIlx = P} where p is chosen as in Lemma 3.2. First we define the class of functions r = {h: Sp --+ X\{O}Ih is continuous and odd}. We note that if i: X --X is an odd homeomorphism, then n o h E r for all h E r .
The next lemma gives an intersection result that implies hypothesis (4) in Theorem 3. 1. For the proof of Claim 1, we need some estimates for JA which we carry out next. In the rest of the proof we will assume q = q < s -k, the other case being similar.
Note that the functions 1k+, ... k+q are not solutions of the equation VhEF where 50h,q = h(Sp) n Yq . Consequently, for I > q + 1 we will have that y(h(Sp)\K n Yq) > I -q > 1.
Thus, for every A E X there is y E A such that y E Yq. Following the estimates that led us to Lemma 3.2, part (1) we will find that JA is bounded below by a constant independent of A, for A satisfying (0.4). Thus cl(A) > c for all q + 1 < I < s if A < Ak+i(Q2o), as desired. Thus Claim 2 is established, and the theorem follows. 0 Remark 3.1. It should be noticed that the above proof does not require homogeneity of the nonlinearity, and will therefore apply to the more general problem (1.14)-(1.15) as long as f is odd, increasing and satisfies appropriate polynomial growth restrictions near 0 and 00.
