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Abstract: In this study, a new method called supervised fuzzy discretization (SFD), which can be used without having
expertise on data, is proposed for classifying time series datasets. Because an ECG signal has a partially stationary
characteristic, its classification process is more diﬃcult than it would be for completely stationary signals. On the other
hand, because the method proposed can be used without having expertise on the data, comprehensive data like ECG
signals are enough to introduce one such method. To prove the eﬃcacy of the SFD, RR intervals selected from a common
ECG database are used in the classification experiments. Some parameters, such as the coeﬃcients of discretization,
equal time slicing, learning rate, and momentum, are analyzed for the highest level of success in classification. A new
mechanism called an inconsistency detector is suggested for increasing the level of success in supervised learning by
adjusting the learning rate. The best results of the SFD method are compared with those of other studies in the same
database, which hopefully establishes the proposed method as worth investigating in other areas because of its projected
success.
Key words: Supervised fuzzy discretization, inconsistency detector, time series, electrocardiograph, congestive heart
failure

1. Introduction
Time series are datasets with continuous and quantitative characteristics that are encountered in real-world
applications in areas like medicine, biology, and economics [1–8]. These continuous attributes are recorded as
discrete signals by means of digital systems. In the last decade particularly, many studies have focused on
the discretization of already discrete signals for the discovery of knowledge [9–15]. There are two parameters
that aﬀect results in discretization: the number of cut points and their locations. Although there are several
unsupervised algorithms in the literature focusing on the adjustment of these parameters [16–23], there is not
an absolute answer for the question of which one is the best algorithm, because each one of those algorithms
can attain the best result for diﬀerent problems. However, this claim is not correct for a supervised technique,
since it tries to adapt itself to input data.
Discretization methods are classified by various taxonomies according to point of view: supervised/unsupervised, crisp/fuzzy, static/dynamic, local/global, top-down/bottom-up, and direct/indirect [10,23]. The most
frequently used methods, in contrast to the one used in this study, belong to the unsupervised and crisp groups,
and the best known methods are equal width and equal frequency discretization methods [9,24,25]. Although
many researchers have conducted studies in this area, there is no single method in the literature used for the
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classification of a time series. Before the classification procedure, a time series, especially in an automated
system, is put through a number of steps, such as denoising, signal improvement-enhancement, and feature
extraction. The discretization implementations applied to time series are intended to enhance the input signal.
The eﬀects of discretization methods on the improvement of time series are analyzed in terms of entropy in
some studies [17,26]. Because the discretization procedure raises the possibility of repetition in the values of the
time series, as a natural consequence, it reduces the entropy value of the signal. It increases intraclass similarity
and thus the possibility of obtaining high classification success.
The frequencies of the amplitude values in time series are used as the features of the input signal in some
studies [27,28]. In those studies aiming to extract the most meaningful features of a signal, a probability term
is used to represent the likelihood of having an amplitude value in any discrete interval. On the other hand,
the probability density values can also be considered as fuzzy memberships, indicating how much of a signal
belongs to any discrete interval.
When the powerful and meaningful features of a time series are extracted, there are some studies showing
that very powerful classifiers are not needed for classification [29]. However, the supervised discretization
methods known in the literature [17,30–40] are not suitable for the classification of time series without using
any classifier method together. Thus, this study aims to put forward a time series adapted neural network
method (in other words, a new supervised discretization classifier) that does not need an extra classifier and
adjusts discretization steps by using class labels of the input signals.
Although to say a proposed method may be applicable to every time series is possible in theory, to
claim its eﬃcacy requires proof obtained through serious experimentation in several fields. In this study, the
method recommended for classification of time series is introduced in the use of ECG signals to detect a heart
disease, congestive heart failure (CHF). CHF is often determined through waveform analysis on ECG segments.
However, there is also a study with a time-slicing step that proposes the recognition of some special RR intervals
in ECG signals in order to detect the disease [29]. Therefore, the signals used in this study were subjected to
the preliminary step of time slicing.
In this study, RR intervals for three datasets (training, validation, and test) were prepared by random
trimming from long-term ECG signals in the Physiobank archive [41], then aligned and normalized into the
[0 1] region. The results of experiments are examined in order to determine the eﬀects of some important
parameters on classification success. Since there is no equivalent method in the literature, the results of the
proposed method were compared with the results of the studies that previously classified the same signals. The
rest of the study is organized as follows: the used dataset, the supervised fuzzy discretization (SFD) method,
the results of the experiments performed, and lastly the conclusion. To understand the proposed approach, its
general architecture is shown in Figure 1.
2. ECG dataset
This study used the Normal Sinus Rhythm (NSR) and the Congestive Heart Failure (CHF) databases from
Physiobank [41], which were downloaded from its website. The main reason to use ECGs in the experiments is
that the signal represents more general areas on account of its partial stationary characteristic. Long-term ECG
recordings in the databases are composed of 15 in CHF at 250 Hz and 18 in NSR at 128 Hz. For preparing the
dataset of RR intervals, segments with a length of 1 s were randomly chosen from each long-term ECG record.
All of them were aligned to the maximum amplitude value (R peak) in the middle of the segment. According
to the health situation (NSR or CHF) of the subject, the RR intervals chosen from the subject’s record were
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classified without using the class information of the RR interval labeled by experts. In order to provide equal
opportunity in comparison, all signals were resampled into 250 Hz and also normalized into [0 1] at amplitude
axis. Thus, each segment was made independent from maximum and minimum values. Two diﬀerent RR
intervals selected from the dataset prepared by cutting from ECG segments are shown below.

Figure 1. Architecture of the proposed approach.

In Figure 2, the diﬀerence between two RR intervals can be visually discerned without any prior knowledge, but physicians usually analyze ECG signals via their (P, Q, R, S, T) waves. Therefore, some parameters
of these waves, such as the duration and the amplitude values, are important in decision making. Because a
method independent from expertise on data is desired, more general features should be used, like equal time
slicing [29]. In this study, the RR intervals were divided into some parts to simulate a classical waveform
analysis, but to avoid determining the duration of each slice, the time axis was divided into slices with the
same duration. Thus, each slice can be interpreted as independent from the waves of (P, Q, R, S, T). Then the
segment in each slice was entered into the proposed method. In other words, equal time slicing is not a part of
the SFD method. Instead, a time-frequency analysis could also be utilized.
0

800

–50

600
400

–100
200
–150
0
–200
–250
0

–200
–400
50

100

150

200

250

0

50

100

150

200

250

Figure 2. RR intervals selected from the datasets: (a) CHF, (b) NSR.

3. SFD method
The classification of the time series was mostly performed in two phases: feature extraction and classification.
For both phases, there are many diﬀerent possible methods. According to the selected problem area, the
researcher should choose the most suitable method from the several that are available. In this study, a time series
adapted neural network model, which can be used without having expertise on data, is proposed by combining
a feature extraction method [27,28] and a conventional single layer perceptron classifier. This combination is a
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new entity like a chemical compound. Because each component (feature extraction and classifier) updates its
own parameters by using knowledge from each other in training, as compounds they behave diﬀerently.
Fuzzy discretization is a method that converts a continuous signal into a discrete one, and it can represent
a signal with some membership values. It can be implemented on discrete signals for acquiring certain types of
information, but if it is used on a signal classification problem, it will be meaningless because of unsupervised
discretization. Thus, it must be supervised during renovation. For this matter, the perceptron model is utilized,
and discretization intervals are determined by using updated information from backpropagation. The proposed
network has a simple architecture with two layered neurons, as shown in Figure 3.

Figure 3. Symbolic representation of SFD with one output and three neurons in the discretization layer.

In Figure 3, S(t) is the input signal and y is the estimation (or class) value. The discretization layer
determines fuzzy memberships ( µi ) from the input signal by discretizing and then these values are sent to the
perceptron layer. The perceptron layer behaves similarly to a classical perceptron model. The neuron in the
perceptron layer sums the incoming weighed inputs (µi × wi ) and sends the summation into its activation
function. Three activation functions were used in this study: the step, the sigmoid, and the hyperbolic-tangent.
Each neuron in the discretization layer includes an interval width value (ωi ) , and the discretization layer
produces some membership values according to the position of samples in the input signal and the interval
width values in neurons. In fact, the number of the neurons in the discretization layer also represents the
number of discretization coeﬃcients (k). After the discretization, the amplitude axis is divided into k discrete
intervals. The membership values are calculated by:

µi =

|S ∩ Di |
i = 1, 2, . . . k
|S|

(1)

where S and Di represent the input signal and discrete intervals, respectively. |S ∩ Di | is the number of samples
of the S signal in the Di interval, and |S| is the number of samples of the S signal. For a signal divided into
k intervals by SFD, the discrete intervals (Di ) and interval width values (ωi ) are shown in Figure 4.
Producing an output value by the network is called feedforward. In a feedforward operation, the output
value of the network is calculated by:
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Figure 4. A discretization representation of a signal into two discrete intervals by SFD.

(
y=f

∑

)
µi wi +b

(2)

i

where µi is the ith feature of the input signal, wi is the weight of the i th feature, b is the bias, and f is an
activation function in order to provide nonlinear solutions. The delta rule was preferred for this study, as it is
the most frequently used training algorithm. In delta training, the procedure depends on the level of error in
the output. According to the output error, the weights are updated by:
∆wi (t)=α∆wi (t − 1)−η

∂E(t)
∂wi (t)

(3)

where E(t) is the energy of the output error, ∆wi (t) is the updated amount of the weight, ∆wi (t – 1) is the
updated amount of the weight in the previous iteration, α is the momentum coeﬃcient, and η is the learning
rate. Taking inspiration from the delta rule, the training phase of the SFD method, which is special to this
study, is performed by the equation below.
∆µi (t)=α∆µi (t − 1)−η

∂E(t)
∂µi (t)

(4)

Because the essential aim is to update interval width values, the relations between ωi and µi should be
analyzed correctly. In the proposed method, while determining µi values, each amplitude value of the S signal
is considered as an element of the interval in which it comes. Since a wide interval includes more elements
(samples of the signal), interval width values and the membership values produced by the help of these intervals
are in direct proportion. Also according to Eq. (1), the relationship between ωi (width value of interval Di )
and µi is seen as a direct proportion again. Therefore, the updating amount in each µi shows the required
updating amount in each ωi value, and thus Eq. (4) is transformed as below.
∆ωi (t)=α∆ωi (t − 1)−η

∂E(t)
∂µi (t)

(5)

Then, since the sum of membership values must be one, the interval-width values (ωi ) are normalized
after each iteration performed.
During the training procedure, the success ratio is expected to increase consistently. In some observations
of experiments, however, oscillations in the success ratio were monitored, and it was deduced that this situation
did not allow for the optimum parameters for the best chance of success. To prevent the oscillations, a mechanism
called an “inconsistency estimator” was constructed. The mechanism analyzes two diﬀerent values (diﬀerence
of long–short time averages and diﬀerence of short–long time variances) in success on the validation set.
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• Mean(L–S): Diﬀerence of long–short time averages
• Var(S–L): Diﬀerence of short–long time variances
If the values of both Mean(L–S) and Var(S–L) are equal, the mechanism gives an inconsistency alarm. When the
inconsistency alarm is given, the gradient descent coeﬃcient (η) is multiplied by 0.5. Each time, the situation
of the existing inconsistency is tested, and the training continues. When the inconsistency is still maintained
in sequential fifth controls, the training is stopped. The fifth check represents a long period for inconsistency.
Both training and validation sets are analyzed for this control: the training set for updating weights, and the
validation set for adjusting parameters. Thus, the training is maintained for a longer time in consistency, and
the optimization of parameters presenting the best chance of success is guaranteed. To understand the proposed
model easily, its algorithm steps are described below.
1. Normalization: Signal datasets (training, validation, and test) are prepared by normalizing all of them
in [0 1] and separating them into subsegments by equal time slicing coeﬃcient (c ). According to the entered
discretization coeﬃcient ( k ), all interval-width values (ωi ) are set to 1/k initial value (i = 1, 2, , k).
2. Discretization: Each segment in the training set is discretized by fuzzy discretization with ωi and µi
values, which are calculated by Eq. (1).
3. Feedforward: By using Eq. (2), the network output (y) is computed for each segment in the training set.
The network error is then determined, and also classification success is computed on the validation set.
4. Update: According to Eq. (3), the weights in the network are updated, and the required update amounts
in interval widths are determined by using Eq. (5). After updating the widths, all widths are normalized so
that the sum of all widths equals 1.
5. Inconsistency test: According to classification success computed on the validation set, inconsistency
analysis begins. Until the inconsistency estimator gives a fifth sequential alarm or the iteration number reaches
the maximum value, go to step 2; otherwise, stop the algorithm and compute the success of the method on the
test set.
In addition to its algorithm, training in the SFD approach is shown in Figure 5.
Normalization

Feed forward and
Update weights

Discretization

Other

Fifth
Yes
Inconsistency
test

Stop

Figure 5. Training procedure of SFD approach.

The optimum value of the learning rate (η) supplies a stable increase in the classification success ratio
as well as a decrease in entropy level. To measure the quality of discretization, an entropy analysis of the signal
is necessary. The entropy value of the signal s is calculated by the Shannon equation below:
E(s)= −

∑

P (si ).log 2 P (si )

(6)

i

where si is the value of the i th amplitude in signal s and P (si ) is the existing frequency of the valuesi in a
signal.
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According to the characteristics of the studied signal, the signal may also be subjected to time slicing or
time-frequency decomposition. The proposed method can be applied to every new signal obtained as described
above. As a result of fragmentation (time slicing or decomposition), the structure of the SFD network applied
to a signal is divided into two segments as S1 and S2 as shown below.
As shown in Figure 6, the architecture of the proposed method is applied as one discretization layer
for each segment in the case of maintaining only one perceptron layer. In applications performed using this
architecture, the memberships are normalized in the same discretization layer. Therefore, the summation of
memberships in the same layer should equal 1. In this study, a novel method concerning the disintegration of
the input signal by time slicing or time-frequency decomposition into subsegments was not recommended, and
RR intervals in training, validation, and test sets were divided into subsegments by equal-width time slicing.

Figure 6. SFD network with one output and two discretization layers for two segments.

4. Experimental results
Because of their partially stationary characteristic, ECG signals were preferred for the classification experiments
in the study. Thus, the results obtained from the ECG can also be generalized for stationary signals. The ECG
database used in the experiments is a benchmark database with free access on the Internet, and it was utilized
in many studies [29,42–44]. In the preparation of the datasets, 20 segments with lengths of 1 s were cut from
random locations in each long-term signal and then aligned. According to random subsampling cross-validation,
the big dataset with 660 segments was divided into three sets (training, validation, and test) where each one had
balanced class ratios: 264 segments for the training, 66 for the validation, and 330 for the test. The classification
results were obtained on the test set.
With regard to measurement in binary classification problems, there are many measures that have been
introduced in the literature. Although correct classification accuracy is the most popular one, probability
excess was chosen for the study because of its independency of the relative class frequency. It can be concisely
represented by sensitivity + specificity – 1. Sensitivity and specificity show the correct classification accuracies
for each one of the two classes.
In neural network models, the biggest fear is overfitting, and some techniques are implemented to prevent
overfitting. The best known of them, which is also used in multilayered perceptron network applications, is the
use of the validation set as the stop criterion for training. In this study, it was used to avoid determination of
a specific solution from the training set. On the other hand, although the coeﬃcients of discretization (k) and
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equal time slicing ( c) might naturally to lead to overfitting, in an interesting manner, the proposed network
model was determined to be self-protected against overfitting. When k and c values continued to increase after
reaching the optimum value, the classification success of the network decreased or stayed stable.
In the training procedure, there are some parameters that need to be managed, such as learning rate and
momentum coeﬃcient. In addition, the activation function for the neurons should be selected according to the
problem. Since all of these replaceable parameters can improve the performance of the system, the network
should be tested by the diﬀerent values of these parameters. According to the trial-and-error method, the
various options of these three parameters (learning rate, momentum coeﬃcient, and activation function) were
tried, but the contributions of both the momentum coeﬃcient and activation function did not have any positive
eﬀect on the success ratio. The eﬀect of momentum coeﬃcient ( α) values on the success is shown in the figure
below.
As seen in Figure 7, the momentum coeﬃcient has no positive eﬀect on the classification success. On the
contrary, it has a negative eﬀect in many points. Only when α = 0.21 does the classification success reach the
same ratio as α =0 in fewer iterations. The results are presented in the figure below.
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Figure 7. The relation between the classification success and momentum coeﬃcient (for k = 5, c = 32, and η = 0.006).

As seen in Figure 8, while the iteration number exceeds 300 for α = 0, the iteration number stays under
250 for α =0.21. There is basically no diﬀerence in the success, the entropy, or the inconsistency because of
the inconsistency alarm. Therefore, the momentum coeﬃcient and activation function are regarded as α =0.21
and the sigmoid activation function in the experiments.
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Figure 8. The performance results of the experiments for α = 0 (a) and α = 0.21 (b).
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All classification experiments were performed ten times with diﬀerent datasets (training, validation, and
test sets). According to the best results obtained, the variation in the classification success ratio for diﬀerent
values of the coeﬃcients of discretization (k) and equal time slicing ( c) is shown in the figure below.
According to the best results in Figure 9, the optimum values of the coeﬃcients of discretization and
equal time slicing are k = 5 and c = 32, respectively. The classification experiments performed another ten
times on diﬀerent datasets using the parameters k and c provided the best success, and the result is given in
the Table for comparison with the results of some studies that used the same database and presented with a
validation method.

Figure 9. The eﬀects of k and c coeﬃcients on the success for α = 0.21 and η = 0.006.

As seen in the Table, the success of the proposed study is in a good position among those of the studies
on the same database. When we focus on the proposed method and Orhan’s EFiA-EWiT method [29], this
result may change the features used. Because their cut points of discrete intervals are diﬀerent from each other,
discretized signals produced by the proposed method and EFiA-EWiT have diﬀerent statistical features. In
addition to diﬀerent statistical features and thus classification success, the proposed method is better than EFiA3995
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EWiT with regard to computational complexity. Orhan’s EFiA-EWiT approach first obtains some features by
using a discretization method that sorts samples of every ECG signal in the dataset. Then the approach classifies
the features with a multilayered perceptron network. Thus, it spends most of its time in both sorting samples
and training the network. On the contrary, the SFD approach simultaneously deals with training its perceptron
layer and adjusting its discretization layer. As a theoretical result, SFD has less computational complexity
than EFiA-EWiT. However, since the studies did not present any time information, we could not compare the
methods with respect to computational time.
Table. The comparison of the best successes of the proposed model and other studies using the same databases.

Model
Proposed study
Orhan [29]
Isler and Kuntalp [42]
Asyali [43]
Narin et al. [44]

Sensitivity (%)
99.44
99.36
82.76
81.82
82.75

Specificity (%)
99.33
99.30
100.00
98.08
96.29

Probability excess (%)
98.77
98.66
82.76
79.90
79.04

5. Conclusion
The study presents the first application of the SFD approach for time series without having expertise on
data. Although the approach seems like a simple combination of a known feature extraction method and a
conventional classifier, it is a new technique that behaves diﬀerently because each method depends on each
other in the training procedure. Since the proof of a new method is a diﬃcult process that requires many test
procedures, this new method is introduced by carrying out classification experiments using a time series. The
chosen database includes only ECG signals. Because an ECG signal has a partially stationary characteristic,
its classification process is more diﬃcult than it would be for completely stationary signals. On the other
hand, because the proposed method can be used without having expertise on data, comprehensive data like
ECG signals are enough to introduce one such method. Usually ECG signals are interpreted according to the
characteristics of their waves (P, Q, R, S, T), but detection of these waves and their features need ECG signal
expertise. When a method independent of data is desired, more general features should be used, as in this
study.
To perform the experiments, a dataset was prepared from an ECG database with two classes composed
of both healthy subject and patient patterns. All classification experiments based on the SFD method were
performed on this dataset. The SFD method has an algorithm that discretizes time signals by using class
information. As in all kinds of neural network models, some of the parameters used in the SFD method
proposed in this study for the first time required analysis for the most appropriate values. In addition to the
coeﬃcient discretization and equal time slicing, the experiments were repeated several times by changing the
momentum coeﬃcient and the learning rate. In the analyses, some details were detected about the parameters.
For instance, the momentum coeﬃcient had no eﬀect on the rate of success, and additionally the learning rate
was more useful if it was reduced in the moments of discrepancy in the achievement. The success assessment in
the experiments was performed by probability excess criterion, and the results were compared with the results of
other studies that had used the same database. Even if it did not have the highest success in the comparison, it
would be still regarded as substantial because it does not need any other method and it is also independent from
expertise on data. However, in order to guarantee success, measurements and tests on time series from diﬀerent
areas are needed. Determination of optimum values of coeﬃcients by trial and error is another handicap of the
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method. However, when looking at the successful results obtained using the proposed method, it is expected to
be useful in various academic fields.
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