According to a result of H. Cartan, the homotopy of a simplicial commutative algebra is equipped with divided power operations. In this article, we show how to extend this result to other kinds of algebras. For instance, we prove that the homotopy of a simplicial Lie algebra is equipped with the structure of a restricted Lie algebra.
Introduction
According to a result of H. Cartan (cf. [5] ), the homotopy of a simplicial commutative algebra is equipped with divided power operations. In this paper, we provide a general approach to the construction of such operations in the context of simplicial algebras over an operad. To be precise, we work over a fixed field F, and we consider operads in the category of F-modules. An operad is an algebraic device that specifies a type of algebras. There are operads Com, As, Lie, and Pois, whose algebras are respectively commutative algebras, associative algebras, Lie algebras and Poisson algebras. In general, if P denotes an operad, then we call P-algebras the associated algebras.
First, we generalize the notion of a divided power in the context of algebras over an operad. This is done as follows. Recall that the free commutative algebra is given by the formula
If we replace the coinvariants by the invariants in this construction, then it is known that we obtain the free divided power algebra
Now, an operad P consists of a sequence of S n -modules P(n) equipped with a certain product structure. The free P-algebra T (P, V ) has the following expansion:
Equivalently, the functor T (P, −) defined by the formula above is a monad which has the P-algebras as associated algebras. We show that the functor Γ(P, −) defined Let M i , i = 1, . . . , r, be an S αi -module. The tensor product M 1 ⊗ · · · ⊗ M r is an S α -module. We may identify the tensor x 1 ⊗ · · · ⊗ x r ∈ M 1 ⊗ · · · ⊗ M r with its image in the induced module Ind Sn Sα M 1 ⊗ · · · ⊗ M r . Moreover, if σ ∈ S n , then σ · x 1 ⊗ · · · ⊗ x r denotes the action of σ on x 1 ⊗ · · · ⊗ x r in Ind Sn Sα M 1 ⊗ · · · ⊗ M r . Hence, σ · x 1 ⊗ · · · ⊗ x r is the tensor
0.5. Place permutation. Let V be an F-module. The symmetric group S r acts on V ⊗r by place permutation. If v 1 ⊗ · · · ⊗ v r ∈ V ⊗r , then we denote
If V is graded, then we insert the appropriate signs in these formulas. 0.6. Operads. In the sequel, an operad denotes an operad in the monoidal category of F-modules (Mod F , ⊗) (cf. 1.1.10). Furthermore, any operad P is tacitly assumed to be connected (explicitly, P(0) = 0). We use the language of monads (following the terminology of [23, Chapter VI]). In the literature, a monad is also known as a triple (cf. [1, Chapter 3] ).
1. Algebras with divided symmetries 1.1. Operads and associated monads.
1.1.1. On symmetric sequences and associated functors. A symmetric sequence of F-modules M is a sequence of S n -modules M (n), n ≥ 0. We say that M is connected if M (0) = 0. A morphism of symmetric sequences f : M −→ N is a sequence of morphisms of S n -modules f : M (n) −→ N (n). We denote the category of symmetric sequences by Mod S F . The notation x ∈ M (n) may be abbreviated to x ∈ M . The degree of x, denoted by |x|, is the integer n. In this article, we follow the terminology of [20] . A symmetric sequence is also known as a collection (cf. [16] ), and as an S-module (cf. [15] , [14] ).
Recall In characteristic 0, we have a natural isomorphism Tr : T − − → Γ given by the norm map (cf. 1.1.14) . But, in positive characteristic, the functors T and Γ are distinct. To be more explicit, as a remark, we mention the following result. where Tr : T −→ Γ denotes the norm map (cf. 1.1.14) .
A symmetric sequence M is projective if each S n -module M (n) is a projective representation.
We do not prove this proposition here; we just mention that the main ingredient of the proof is given by the polynomial filtrations of the functors T (M ) and Γ(N ) (cf. [19] ).
1.1.3. The structure of the category of functors on F-modules. Let S, T ∈ F(Mod F ). The tensor product of S and T is the functor defined by
The composition product of S and T is the functor defined by
Clearly, the tensor product of functors
is a unital, associative and symmetric bifunctor. Namely, (F (Mod F ), ⊗) form a symmetric monoidal category (see [23, Chapter XI]). The composition product of functors
is a unital and associative (but not symmetric) bifunctor. Namely, (F (Mod F ), •) form a (nonsymmetric) monoidal category (see [23, Chapter VII]). In the sequel, we show that the functors T : Mod S F −→ F (Mod F ) and Γ : Mod S F −→ F (Mod F ) reflect the tensor product and the composition product of functors.
1.1.4. The tensor product of symmetric sequences. Let M and N be symmetric sequences. The tensor product of M and N is the symmetric sequence given by the formula
The tensor product of symmetric sequences
is a unital, associative and symmetric bifunctor. Thus, (Mod S F , ⊗) form a symmetric monoidal category (cf. [20, Section 2] ). Let us specify the unit and the symmetry isomorphism of ⊗. The unit is the symmetric sequence 1, which is concentrated in degree 0, and has 1(0) = F. The symmetry operator
where τ (i, j) ∈ S n is the block transposition defined in (0.4).
1.1.5.
Remark. Recall that a symmetric sequence is equivalent to a functor from the category of finite sets and bijections to the category of F-modules (cf. [16] , [15] ). If M is a symmetric sequence, then the associated functor is given by the formula
where n is the cardinal of the set I. If we start from this numbering-free definition and consider a symmetric sequence as a functor, then the definition of the tensor product of symmetric sequences becomes simpler: we have
(the sum ranges over the set of ordered partitions of I).
Section 2]).
Proposition. The functors T : Mod
Furthermore, these natural isomorphisms preserve the symmetry isomorphisms.
1.1.7. The tensor power of a symmetric sequence. Since the tensor product of symmetric sequences is symmetric, the r-th tensor power of a symmetric sequence is equipped with an S r -action. Explicitly, let M be a symmetric sequence. Then, any s ∈ S r yields a morphism of symmetric sequences
Furthermore, we have (st) * = t * s * . In the sequel, we shall also consider the transformation s * := (s −1 ) * .
Let us make the structure of M ⊗r more explicit. We have the identity
where s(α 1 , . . . , α r ) ∈ S n is the block permutation defined in (0.4). The composition product of M and N with divided symmetries is the symmetric sequence
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The composition product of symmetric sequences and the composition product of symmetric sequences with divided symmetries
are both unital and associative (but not symmetric) bifunctors. In fact, the symmetric sequence I, which is concentrated in degree 1 and has I(1) = F, is a unit for both of these composition products.
1.1.9. Proposition. The functors T : Mod S F −→ F (Mod F ) and Γ : Mod S F −→ F (Mod F ) reflect the composition product of functors. More precisely, we have isomorphisms
Operads. An operad P is a symmetric sequence equipped with an associative product µ : P•P −→ P together with a unit η : I −→ P (cf. [15] ). By construction of the composition product of symmetric sequences, it is equivalent to give products
which are associative, unital, and equivariant in some natural sense (cf. [26, Chapter 1]). The image of p ⊗ q 1 ⊗ · · · ⊗ q n ∈ P(n) ⊗ P(α 1 ) ⊗ · · · ⊗ P(α n ) under the operad product is denoted by p(q 1 , . . . , q n ). The element 1 ∈ P(1) represents the unit of the operad.
1.1.11. Algebras over an operad. By the last proposition, µ induces a unital and associative product T (P)•T (P) −→ T (P). Hence, T (P) is equipped with a monad structure (cf. [26, Chapter 2] ). An algebra over T (P), also known as a P-algebra, is an F-module A together with a product λ : T (P, A) −→ A, which is associative and unital with respect to the monad structure. It is equivalent to equip A with S n -invariant products
which are associative and unital with respect to the operad structure. The image of p ⊗ a 1 ⊗ · · · ⊗ a n ∈ P(n) ⊗ A ⊗n under the P-algebra product is denoted by p(a 1 , . . . , a n ). By definition, T (P, V ) is the free P-algebra generated by V . Recall that we can extend the functor T (P, −) to the category of graded F-modules. Therefore, we have a notion of a graded P-algebra.
1.1.12. Connected operads and augmented P-algebras. Recall that an operad P is connected if P(0) = 0. If P is not connected, then let K = P(0). Furthermore, let P be the connected operad such that P(n) = 0, if n = 0, P(n), otherwise.
Clearly, K is a P-algebra. Moreover, the structure of a P-algebra is equivalent to the structure of a P-algebra under K. Recall that a P-algebra under K is a Palgebra A equipped with a fixed P-algebra morphism η A : K −→ A. Conversely, a P-algebra is equivalent to a P-algebra over K. Recall that a P-algebra over K is a P-algebra A equipped with a fixed P-algebra morphism A : A −→ K. This morphism A is also known as an augmentation, and a P-algebra over K is also known as an augmented P-algebra.
In the sequel, if P is an operad, then we tacitly assume that P is connected. We concentrate on connected operads, because the divided power structure of a commutative algebra A is carried by the augmentation ideal of A (see 1.2.2). Furthermore, the connectedness hypothesis is required to equip the functor Γ(P, −) with a monad structure (see proposition 1.1.15), and hence, to generalize the notion of a divided power algebra.
1.1.13. Examples. As mentioned in the introduction, there are operads Com, As, Lie and Pois, whose algebras are, respectively, commutative algebras, associative algebras, Lie algebras and Poisson algebras. We follow the notation of Ginzburg and Kapranov (cf. [16] ). Thus, the operads Com, As, Lie and Pois are connected and their algebras have no unit. We denote by Com + , As + and Pois + the associated operads for unital algebras. If P = Com, As or Pois, then we have
In characteristic 2, a Lie bracket is just assumed to be antisymmetric. We do not have necessarily [x, x] = 0. In fact, we cannot encode such a relation in the structure of an algebra over an operad, because this relation is not linear. Recall that the free associative algebra is the tensor algebra
and the free commutative algebra is the symmetric algebra
The free Lie algebra is more difficult to describe (see [27] ). The Poisson operad is the composite Pois = Com • Lie (cf. 1.2.17). As a consequence, we have
).
An element of the S n -module P(n) can be regarded as a multilinear polynomial in n-variables X 1 , . . . , X n for the algebra structures associated to P. The symmetric group S n acts on P(n) by permutation of the variables. For example, we have As(n) = Span X s(1) · · · X s(n) ; s ∈ S n ,
. . ], X s(n) ]; s ∈ S n and s(1) = 1 .
We use this representation in the calculations of the next section.
To complete this section, we compare the functors T and Γ. In particular, if P is a connected operad, then we show that Γ(P) is equipped with a monad structure. For M a symmetric sequence and V an F-module, we have a natural transformation
given by the norm map above. Similarly, if M and N are symmetric sequences, then we have a morphism of symmetric sequences
In general, the norm map Tr : X Sr −→ X Sr is not an isomorphism. In particular, Tr M,V :
is not an isomorphism of functors. Nevertheless, for symmetric sequences, we have 1.1.15. Proposition. Let M , N be symmetric sequences. If N is connected, then the norm map
This proposition is an immediate consequence of the following lemma.
Lemma.
If N is connected, then S r acts freely on the symmetric sequence N ⊗r . More precisely, there are S n -modules G(n), n ≥ 0, such that we have S r -S nbimodule identities
The lemma is immediate, if one calls for the equivalent definition of the tensor product of symmetric sequences, which is given in remark 1.1.5. Nevertheless, we give another proof because we need insights into the proposition.
Fix an integer n. Below, we define a groupoid G α , whose objects are indexed by the set of r-tuples of positive integers α = (α 1 , . . . , α r ) such that α 1 + · · · + α r = n. The groups S r and S α embed into the morphisms of G α . Furthermore, we have an S r -S n -module identity
The lemma is an immediate consequence of the fact 1.1.17 below.
The object indexed by α is set to be the set G α = S n . The morphisms of the groupoid are the composites of the following bijections:
-Let σ i ∈ S αi , i = 1, . . . , r. The right translate by σ 1 ⊕ · · · ⊕ σ r gives rise to
-Let s ∈ S r . We denote by α s the r-tuple (α s (1) , . . . , α s(r) ). The right translate by s(α 1 , . . . , α r ) gives rise to
If s, t ∈ S r , then t * s * = (st) * . Moreover, for s, σ 1 , . . . , σ r as above, we have
Thus, any morphism u : G α −→ G β has a decomposition of the form
The following fact implies that such a decomposition is unique.
1.1.17. Fact. Let s, σ 1 , . . . , σ r be as above. If s * (σ 1 ⊕ · · · ⊕ σ r ) * w = w for some w ∈ G α , then s = 1, and σ 1 = 1, . . . , σ r = 1.
1.1.18. Algebras with divided symmetries. Now, if P is a connected operad, then there is a product: µ : P • P −→ P. If µ : P • P −→ P is the operad product, then µ is the composite
Observe that µ is unital and associative, because µ is, and because the norm map Tr M,N is "associative" in an appropriate sense. As a consequence, the functor Γ(P) is equipped with a monad structure. Let us recapitulate the definition of the monad product
We compose the following morphisms. First, we interchange Γ with the tensor power
Then, we have the identities
These operations compose the canonical isomorphism
We compose this isomorphism with the inverse of the norm map
Finally, we apply the operad product
We define a P-algebra with divided symmetries (a ΓP-algebra for short) to be an algebra over the monad Γ(P). In general, T (P) and Γ(P) are distinct functors. Therefore, the ΓP-algebras and the P-algebras are not equivalent structures.
Nevertheless, the next lemma implies that the norm map
is a morphism of monads. Because of this property, we have a forgetful functor from the category of ΓP-algebras to the category of P-algebras. Explicitly, if A is a ΓP-algebra, then the composite of the norm map with the ΓP-algebra product
equips A with a P-algebra product.
Lemma. The obvious diagram
is commutative.
Proof. The squares in the foreground and in the background commute by naturality of the norm map. The commutativity of the whole diagram follows from a straightforward verification.
1.1.20. The P-algebra structure of the free ΓP-algebra. As an example, the free ΓP-
The lemma implies also that the norm map T (P, V ) −→ Γ(P, V ) is a P-algebra morphism. Let p ∈ P(r), γ 1 , . . . , γ r ∈ Γ(P, V ). We write down an explicit formula for the product p(γ 1 , . . . , γ r ) in Γ(P, V ). Assume that γ k is the tensor
(1) · · · v ir (r) ∈ V ⊗n , and if s ∈ S n , then by place permutation we obtain the word denoted by
Examples.
In this section, we give an explicit description of the structure of a ΓP-algebra for the classical operads P = Com, As, Lie, P ois. In each case, a ΓP-algebra is just a P-algebra equipped with additional operations.
1.2.1. The case of a projective operad. Let P be an operad. If P is projective as a symmetric sequence (for example, if P = As), then the norm map Tr : T (P, V ) −→ Γ(P, V ) is an isomorphism. In other words, in this case, a ΓP-algebra does not carry more structure than a P-algebra. 
and
(By convention γ 0 (x) := 1, ∀x ∈ A.) In the graded case, the divided powers γ i are supposed to multiply the degree by i and in the case p = 2 to vanish in odd degree. The next proposition is well known (cf. [5] , [28] ).
Proposition.
The free nonunital (graded) divided power algebra functor is given by
As a consequence, a (graded) Γ Com-algebra is nothing but a (graded) divided power algebra. Let A be a Γ Com-algebra. The i-th divided power γ i (a) of a ∈ A is the image of a ⊗i ∈ Γ(Com, A) under the Γ Com-algebra product λ : Γ(Com, A) −→ A.
Restricted Lie algebras.
Recall that a (graded) restricted Lie algebra is a (graded) Lie algebra g equipped with a Frobenius F : g −→ g. In the graded case, F is supposed to multiply the degree by p and to vanish in odd degree in the case p = 2. We denote by Lp(V ) the free (graded) restricted Lie algebra generated by V .
Recall that As + denotes the operad of unital associative algebras (cf. 1.1.13). We have
Thus,
Furthermore, observe that Γ(As + , V ) = T (As + , V ) = T (V ). As a consequence, Γ(As + , −) is equipped with a monad structure, despite the fact that As + is nonconnected. The operad embedding Lie −→ As + induces a monad embedding
On the other hand, any unital (graded) associative algebra A has a structure of a restricted Lie algebra; the Lie bracket is given by [a, b] := ab − ba, ∀a, b ∈ A, and the Frobenius by F (a) := a p , ∀a ∈ A. As a consequence, we have a morphism of monads Lp(V ) −→ T (V ). Furthermore, it is well known that this morphism is an embedding (cf. [21, Section V.7]).
Theorem. The sub-monads
For simplicity, we work with ungraded objects. First, we prove that Γ(Lie, V ) is stable under the Lie bracket and the Frobenius in T (V ). These assertions follow respectively from the lemma 1.2.6 and from the lemma 1.2.7 below. As a consequence, we obtain Lp(V ) ⊆ Γ(Lie, V ). The tensor algebra T (V ) is equipped with a coproduct known as the shuffle coproduct. Furthermore, it is known that
, and the theorem follows. Let us mention that the second assertion of the theorem is an immediate consequence of the first one.
This last expression is equal to
Lemma.
Let V be the F-module generated by x. We have x p ∈ Γ(Lie, V ).
Proof. By (1.1.20), the p-th power of x in Γ(As + , V ) is given by the formula
Thus, we have to show that s∈Sp X s(1) · · · X s(p) is a Lie polynomial. This follows from the Jacobson relation: If X and Y are noncommutative variables, then (X +Y ) p −X p −Y p is a sum of Lie polynomials (cf. [21, Section V.7]). By an immediate induction, the product s∈Sp X s(1) · · · X s(p) , which is the multilinear part of (X 1 + · · · + X p ) p − X p 1 − · · · − X p , is a Lie polynomial. 1.2.8. Remark. It is possible to write down an explicit formula for the Frobenius. In fact, after an elementary enumeration exercise, one may show the identity
Hence, the image of x ∈ V under the Frobenius in Γ(Lie, V ) is given by the formula
1.2.9. Remark. Notice that if g is a 2-restricted Lie algebra (in our sense), then we have [x, x] = 2F (x) = 0, ∀x ∈ g. Now, we prove that Γ(Lie, V ) is primitive in T (V ). For this purpose, we introduce the following notion:
1.2.10. Hopf algebras in the monoidal category of symmetric sequences. One may define the structure of an associative algebra, the structure of a cocommutative algebra and the structure of a Hopf algebra in any symmetric monoidal category (see [23, 26, Chapter VII], [14, Appendix A]). Explicitly, let M be a symmetric monoidal category. We denote the tensor product of M by ⊗ and the unit of ⊗ by 1. An associative algebra in M is an object A ∈ M equipped with a unit η : 1 −→ A and a product µ : A ⊗ A −→ A. Moreover, the product µ is assumed to be associative and has a unit given by η. More explicitly, we have the classical relations:
Similarly, a cocommutative coalgebra in M is an object C ∈ M equipped with an augmented coassociative and cocommutative coproduct ∆ : C −→ C ⊗ C. The augmentation is a morphism : C −→ 1. Thus, we have
A cocommutative Hopf algebra in M is an object H ∈ M equipped with both a structure of an associative algebra and a structure of a cocommutative coalgebra. Furthermore, as for classical Hopf algebras, these structures are supposed to be compatible. Explicitly, we have
We consider a Hopf algebra H in the category of symmetric sequences equipped with the tensor product of symmetric sequences. We say that H is a connected Hopf algebra if H(0) = F. In this case, the unit and the augmentation of H are the identity on H(0) = 1(0). (Recall that the unit for the tensor product of symmetric sequences is concentrated in degree 0 and has 1(0) = F.)
The functors T : Mod S F −→ F (Mod F ) and Γ : Mod S F −→ F (Mod F ) preserve the tensor product. Therefore, if H is a Hopf algebra in (Mod S F , ⊗), then T (H) and Γ(H) are Hopf algebras in (F (Mod F ), ⊗). Equivalently, by definition of the tensor product of functors, the F-modules T (H, V ) and Γ(H, V ) are equipped with a structure of a (cocommutative) Hopf algebra which is natural in V ∈ Mod F . Explicitly, the product and the coproduct of T (H, V ) are the composite:
If H is a connected Hopf algebra, then the unit and the augmentation of T (H, V ) are given by the identification of F with the degree 0 component of T (H, V ). The Hopf algebra structure of Γ(H, V ) is similar.
1.2.11. The Hopf algebra structure of the associative operad As + . We have mentioned that T (V ) is equipped with a structure of a cocommutative Hopf algebra.
The coproduct of (v 1 , . . . , v n ) ∈ T (V ) (known as the shuffle coproduct) is given by the formula:
) .
(The sum inside the brackets ranges over all (i, j)-shuffles.)
We claim that this Hopf algebra structure is induced by a Hopf algebra structure on the symmetric sequence As + . Let P s ∈ As + (n), s ∈ S n , denote the monomial X s(1) · · · X s(n) . We have the identity s · P t = P st , s, t ∈ S n . In this paragraph, we denote also the unit of S n by 1 n in order to distinguish between them. Recall that (As + ⊗ As + )(n) = i+j=n Ind Sn Si×Sj As + (i) ⊗ As + (j).
The product µ : As + ⊗ As + −→ As + is characterized by
As + (2) ⊗ As + (i) ⊗ As + (j) −→ As + (i) ⊗ As + (j).
By equivariance, for a tensor σ · P s ⊗ P t ∈ Ind Sn Si×Sj As + (i) ⊗ As + (j), we obtain
The coproduct ∆ : As + −→ As + ⊗ As + is characterized by
Hence, if σ ∈ S n , then, in i+j=n Ind Sn Si×Sj As + (i) ⊗ As + (j), we have the identity:
The unit and the augmentation of As + are the identity on As + (0) = F (hence, As + is a connected Hopf algebra). It should be clear that the product µ : As + ⊗ As + → As + induces the canonical algebra product on T (V ). On the other hand, it is not hard to verify that the map induced by ∆ on T (V ) is the shuffle coproduct. 
where τ * is the symmetry operator as defined in (1.1.4). We have the following fact, which is well known in the classical theory of Hopf algebras: 
under the operad product
As + (2) ⊗ As + (i) ⊗ As + (j) −→ As + (i + j).
In fact, by definition, µ(P s ⊗ P t ) is the image of X 1 X 2 ⊗ P s ⊗ P t under the operad product. Moreover, in As + (2), we have X 2 X 1 = τ · X 1 X 2 . Therefore, by equivariance, the operad product maps (τ · X 1 X 2 ) ⊗ P s ⊗ P t to µ(τ * (P s ⊗ P t )). Let P ∈ As + belong to the image of the operad embedding Lie −→ As + . From the observation above, we deduce that P is a sum of iterated commutators of X 1 ∈ As + (1) by itself. Thus, from the fact 1.2.13 above, we conclude: Hence, for H = As + , we obtain the inclusion
Now, the proof of theorem 1.2.5 is complete, because, to recapitulate,
In addition, since we have Γ(Lie, V ) = Γ(Prim As + , V ), we can deduce:
Proposition. If the symmetric sequence
As + is equipped with the Hopf algebra structure defined above (cf. 1.2.11), then the operad embedding Lie −→ As + identifies Lie with Prim As + ⊆ As + .
Poisson algebras.
As mentioned earlier, the Poisson operad is the composite of the commutative operad with the Lie operad. In fact, we have a more precise result. The Poisson operad Pois may be built from the commutative operad and the Lie operad by the process of distributive laws (cf. [24] ). Explicitly, as a symmetric sequence, Pois is the composite Com • Lie. The operad product Pois • Pois −→ Pois is the composite of a certain distributive law ρ : Lie • Com −→ Com • Lie with the operad product of Com and Lie, explicitly:
The distributive law describes how the composite of a Lie operation with a commutative operation may be written as the composite of a commutative operation with a Lie operation. In our case, the commutative operad is generated by the operation X 1 X 2 ∈ Com(2) and the Lie operad by the operation [X 1 , X 2 ] ∈ Lie(2) (cf. [16] ). Therefore, it is sufficient to specify the image of [X 1 , X 2 ] ⊗ (X 1 X 2 ⊗ X 1 ) ∈ Lie(2) ⊗ (Com(2) ⊗ Com(1)) under the distributive law ρ. This image is given by the Poisson relation
There is a similar process for monads (cf. [1, Section 9.2]). As an example,
is a distributive law of monads. In the same way, Γ(Pois) is the composite Γ(Com) • Γ(Lie) and Γ(ρ) is a distributive law, which gives the monad structure of Γ(Pois). Therefore, a Γ Pois-algebra is the "composite" of a Γ Com-algebra with a Γ Lie-algebra. The calculation of Γ(ρ) determines the distributivity relations between these structures. In characteristic 2, we obtain: 1.2.18. Theorem. Fix a ground field F of characteristic 2. A (graded) Γ Poisalgebra is an F-module equipped with the structure of a (graded) divided power algebra, and with the structure of a (graded) restricted Lie algebra, such that the following distributivity relations are satisfied: (The letter F denotes the Frobenius operation of the restricted Lie algebra structure.)
Proof. For simplicity, we work with ungraded objects. The Lie bracket and the Frobenius generate the Lie operations. The commutative product and the second divided power generate the commutative operations. Therefore, it is sufficient to write down the distributivity relations for these operations. Relation (1) is clear. The problem is to show relations (2), (3), and (4). We calculate the image under the operad product
of the left-hand side and of the right-hand side of each equation. We check that these images agree.
Proof of relation (2) . It is sufficient to prove the relation in Γ(Pois, V ), for V = Span x, y .
In Γ(Pois, V ), we have γ n (x) = X 1 · · · X n ⊗ x ⊗n . By (1.1.20), we obtain
In this sum, the coefficient of the word x ⊗n ⊗ y, is the polynomial
By S n+1 -invariance, the other terms of the sum can be deduced from this one. On the other hand, we have [x, y] = [X 1 , ⊗ x) , and hence, by (1.1.20) ,
The (n−1, 2)-shuffles form a set of representatives of S n+1 /S n−1 ×S 2 . An (n−1, 2)shuffles such that s * (x ⊗n−1 ⊗ x ⊗ y) = x ⊗n ⊗ y is specified by s(n) = i < n + 1, s(n + 1) = n + 1. There is no (n − 1, 2)-shuffle such that s * (x ⊗n−1 ⊗ y ⊗ x) = x ⊗n−1 ⊗ x ⊗ y, because this identity would imply s(n) = n + 1. Therefore, the coefficient of x ⊗n ⊗ y in the expansion of γ n−1 (x)[x, y] is the sum
where s ranges over the set of (n − 1, 2)-shuffles, which fix n + 1.
Finally, the coefficients of x ⊗n ⊗ y in [γ n (x), y] and γ n−1 (x)[x, y] are equal and identity (2) follows by S n+1 -invariance. (3) . Once again, it is sufficient to prove the relation in Γ(Pois, V ), for V = Span x, y .
Proof of relation
Let us calculate F (xy) in Γ(Pois, V ). In Γ(Pois, V ), the product xy is given by the formula xy = X 1 X 2 ⊗(x⊗y +y ⊗x) and F (xy) is the image of [X 1 , X 2 ]⊗(xy) ⊗2 under the monad product Γ(Pois, Γ(Pois, V )) −→ Γ(Pois, V ).
We go back to the definition of this monad product (cf. 1.1.18 ). We obtain
(We consider the embedding S 2 −→ S 4 , which maps s to the block permutation s (2, 2) .) Let G be the subgroup of permutations, which fix the tensor 2 4) is the block transposition τ (2, 2), and hence, 1, (1 3) is a set of representatives of G/S 2 . Thus, we obtain
On the other hand, by (1.1.20) , xy [x, y] , which is the product of
is given by the formula s∈S4/S1×S1×S2
As representatives of S 4 /S 1 × S 1 × S 2 , we take the (1, 1, 2)-shuffles. The permutations s = 1, (1 3), (1 3)(2 4) are the (1, 1, 2)-shuffles, which fix x ⊗ y ⊗ x ⊗ y, and s = (2 4 3) is the unique (1, 1, 2 
Therefore, the coefficient of x⊗y⊗x⊗y in the expansion of xy[x, y] is the polynomial
As in the proof of relation (2), by S 4 -invariance, it follows that F (xy) = xy[x, y]. (4) . We prove the relation in Γ(P, V ), where V = Span x . As in the proof of relation (3), going back to the definition of the monad product, we obtain
where s ranges over the set of (2, 2)-shuffles such that s(1) < s (3) . Thus, s = 1, (2 3), or (2 4 3). We have
and by an immediate calculation, one may check the identity
On Γ Pois-algebras in odd characteristic. In odd characteristic, we have again But it is more difficult to write down relation (3) explicitly. As in [6] , one may show that we have a distributivity relation of the form
where Γ i,j are products of Lie polynomials in x and y. Furthermore, these polynomials verify the relations
(see [6, pp. 336-337] ).
Homotopy operations

General theory and classical results.
We recall some classical results on the nonlinear derived functors of Dold and Puppe. In particular, we show that the derived functor of a monad is equipped with a canonical monad structure. This gives us the right framework for the construction of homotopy operations from algebraic structures. Let V be a simplicial module. We denote the associated chain complex by C(V ) and the normalized chain complex by N (V ). By definition
We denote by π * (V ) the homotopy of V , which is defined as the homology of the chain complex C(V ), or equivalently as the homology of the chain complex N (V ).
Recall that we have a canonical decomposition
Moreover, N provides an equivalence between the category of simplicial Fmodules and the category of chain complexes. The inverse equivalence is denoted by K (see [10] or [25, Chapter V]).
2.1.1. The "derived functor" of a nonadditive functor. Any functor T : Mod F → Mod F extends to a functor T : s Mod F → s Mod F . We denote by T * : n Mod F → n Mod F the functor defined by T * (V ) := π * T (KV ). (Recall that s Mod F denotes the category of simplicial modules and n Mod F the category of graded modules.) The functor T * , also known as the derived functor of T , was introduced by Dold and Puppe in [10] (see also [2] , [3] ). [8, Remark 4.5] ). Let T : Mod F −→ Mod F be a functor. There is an isomorphism φ T,X : T * (π * (X)) − − → π * (T (X)), which is natural in T ∈ F(Mod F ) and in X ∈ s Mod F .
Theorem (See
2.1.3. The natural isomorphism φ T,X . We specify such a natural isomorphism φ T,X . Let V be a graded module. We have a canonical isomorphism V − − → π * (KV ). We set φ T,KV to be the composite T * (π * (KV )) ← − − T * (V ) = π * (T (KV )).
This property uniquely determines the natural isomorphism φ T,X . More specifically, we shall use the following observation (see fact 2.1.6 below). Let X be a simplicial module. Let C be a graded module equipped with a map c : C −→ π * (X). Fix a morphism of chain complexes c : C −→ N (T (KV )) which induces c in homotopy. Then, c is equivalent to a morphism of simplicial modules c : KV −→ X. Now, φ T,X is supposed to be natural in X. It follows that the diagram
φT,X / / π * (T (X)) commutes. S * π * (T X)
Proposition. Let S, T : Mod
for each simplicial module X. Moreover, a S,T is unital and associative; we have a I,T = a T,I = 1 and a S,T U · S * a S,T = a ST,U · a S,T U * . We claim that the diagram
aS,T (V ) / / π * (S(T (KV ))) commutes.
2.1.7. Homotopy operations arising from algebraic structures. If T is a monad, then the previous proposition implies that T * is also a monad. If A is a simplicial Talgebra, then π * (A) is a T * -algebra. There is an explicit description of the structure of a T * -algebra in the following cases:
-T is the free commutative algebra functor (see [11] , [18] and [17, Section II.2] for the case Char F = 2, and [3] , for the general case); -T is the free restricted Lie algebra functor (see [4] and [7] ). Assume Char F = 2. If A is a simplicial commutative algebra, then there are nontrivial operations
Moreover, as mentioned in the introduction, π * (A) is equipped with a structure of a divided power algebra. In fact, the δ-operations are also known as higher divided squares, because the top δ-operation δ n : π n (A) −→ π 2n (A) is the divided square γ 2 of π * (A). Similarly, if g is a 2-restricted simplicial Lie algebra, then there are non-trivial operations λ i : π n (g) −→ π n+i (g) for 0 ≤ i ≤ n.
Moreover, π * (g) is equipped with a structure of a 2-restricted Lie algebra. In fact, the top λ-operation λ n : π n (g) −→ π 2n (g) is the Frobenius of π * (g).
By the Künneth formula, we have π * T (As, V ) = T (As, π * (V )). Hence, we have T (As) * = T (As). (Recall that T (As) extends to a functor on the category of graded F-modules.) More generally, if P is projective as a symmetric sequence, then there are no nontrivial homotopy operations for simplicial P-algebras.
Similarly, the structure of a coalgebra gives rise to homotopy operations known as Steenrod operations (see [9] ). If H is a simplicial Hopf algebra, then π * (H) is equipped with both operations arising from its algebra structure and Steenrod operations arising from its coalgebra structure. The distributivity relations between these operations have been calculated (cf. [29] ).
To conclude, let us mention that many spectral sequences in algebraic topology are equipped with a compatible action of operations of the nature above (see [12] , [30]).
Homotopy operations for simplicial algebras over an operad.
We study the structure of the derived functor of T (M, −), where M denotes a symmetric sequence. The main point is to understand the symmetries inherent to the shuffle map.
2.2.1. The shuffle map. Let V 1 , . . . , V r be simplicial modules. The shuffle map is a natural chain equivalence
which is strictly associative and commutative (cf. [22, Chapter 8] or [10] ). Let us state precisely the facts which are used in this paper.
Let I = (I(1) , . . . , I(r)) be an ordered partition of some ordinal {0, . . . , n − 1}. Below, we associate to I a natural transformation
Recall that an ordered partition I = (I(1), . . . , I(r)) which has #I(1) = α(1), . . . , #I(r) = α(r) is equivalent to an (α(1), . . . , α(r))-shuffle. The sign of the partition I, denoted by sgn(I), is the signature of the associated shuffle. The shuffle map is defined as the sum
where I ranges over the set of all ordered partitions.
Let I be as above. In fact, we define a map
and we set the map ∇ I to be zero on the other components. For p = 1, . . . , r, the complement of I(p) in {0, . . . , n − 1} is denoted by I (p). Let C = {c 1 < · · · < c t } be any I (1), . . . , I (r). We denote by σ C the composite σ c1 · · · σ ct in the simplicial category. We define ∇ I as the tensor product σ * I (1) ⊗ · · · ⊗ σ * I (r) .
2.2.2.
The operad of ordered partitions. In the sequel, we denote by Π(r) the set of ordered partitions of all finite ordinals into r components. In the next paragraphs, we show that Π is equipped with a kind of operad structure.
Composition of partitions and associativity of the shuffle map.
We have mentioned that the shuffle map is associative. Nevertheless, in order to prove certain associativity relations (see lemma 2.2.15), we need a stronger result, which we express as follows.
There is a (partially defined) composition product Π(r) × Π(s 1 ) × · · · × Π(s r ) / / _ _ _ Π(s 1 + · · · + s r ).
The composite K = I(J 1 , . . . , J r ) is defined as follows. We assume that I = (I(1), . . . , I(r)) is an ordered partition of {0, . . . , n − 1} such that #I(p) = α(p). We assume that J p = (J p (1), . . . , J p (s p )) is an ordered partition of {0, . . . , α(p)−1} such that #J p (q) = β p (q). Then K = (K(1, 1) , . . . , K(1, s 1 ) , . . . , K(r, 1) , . . . , K(r, s r ))
is an ordered partition of {0, . . . , n − 1} such that #K(p, q) = β p (q). If I(p) = {i(1) < · · · < i(α)} and J p (q) = {j(1) < · · · < j(β)}, then we define K(p, q) := {i(j(1)) < · · · < i(j(β))}. In fact, if s (resp. t 1 , . . . , t r ) is the shuffle associated to the partition I (resp. J 1 , . . . , J r ). then s · t 1 ⊕ · · · ⊕ t r is a shuffle and I(J 1 , . . . , J r ) is the partition associated to this shuffle. Now, the associativity of the shuffle map follows from the following fact:
Fact.
Whenever it makes sense, we have the identity ∇ I · (∇ J1 ⊗ · · · ⊗ ∇ Jr ) = ∇ I(J1,... ,Jr) .
2.2.5.
Invariance under the action of the symmetric group. The set of ordered partition Π(r) is equipped with the obvious action of the symmetric group S r : if I = (I(1) , . . . , I(r)) ∈ Π(r) and σ ∈ S r , then σ * I is the partition σ * I = (I(σ(1) ), . . . , I(σ(r)) ). In fact, if s is the (α(1) , . . . , α(r))-shuffle associated to I, then the composite
is an (α(σ(1)), . . . , α(σ(r)))-shuffle and σ * I is the partition associated to this shuffle. Recall that
denote the natural transformations given by place permutation.
We have mentioned that the shuffle map is commutative. This property follows from the following fact: The next lemma follows from the associativity of the shuffle map. We do not give the proof of this lemma which is similar to the proof of lemma 2.2.15 below. 
As a consequence, we obtain 2.2.9. Proposition. Let P be a connected operad. 1) The natural transformation ∇ * : T (P, V ) −→ T (P) * (V ) (respectively, ∇ * : Γ(P, V ) −→ Γ(P) * (V )) is a morphism of monads.
2) If A is a simplicial P-algebra (respectively, ΓP-algebra), then π * A is equipped with the structure of a graded P-algebra (resp. ΓP-algebra).
In fact, if A is a simplicial P-algebra, then the P-algebra structure of π * (A) should be clear. The P-algebra product of π * (A) is induced by the composite of the P-algebra product of A with the shuffle map
The product P(r) ⊗ π * (A) ⊗r −→ π * (A) is associative and S r -invariant because the shuffle map is. If A is a ΓP-algebra, then it is less obvious that π * (A) is a ΓP-algebra, because there is no direct map from (P(r) ⊗ π * (A) ⊗r ) Sr to π * (P(r)
then it is not hard to see that T (P) * (V ) is 2-reduced. Therefore, T (P) * restricts to a monad on the category of the 2-reduced graded modules. If V is a simplicial module, then π * ≥2 (V ) denotes the graded module i≥2 π i (V ).
The following theorem is the main result of this paper. The proof of this theorem is postponed to the end of this section. Recall that Tr : T (P, V ) −→ Γ(P, V ) is the morphism of monads given by the norm map. In homotopy, the norm map induces a morphism of monads Tr * : T (P) * (V ) −→ Γ(P) * (V ). It is easy to see that the solid part (the frame) of the diagram of the theorem commutes.
Corollary. If
A is a simplicial P-algebra, then the P-algebra structure of π * ≥2 (A) extends to a structure of a graded ΓP-algebra.
As an immediate consequence, by theorem 1.2.5 and theorem 1.2.3, we obtain
Corollary. 1) If
A is a simplicial commutative algebra, then π * ≥2 (A) is equipped with a structure of a graded divided power algebra.
2) If g is a connected simplicial Lie algebra, then π * ≥2 (g) is equipped with a structure of a graded restricted Lie algebra.
In the case of commutative algebras, we recover the divided power operations introduced by Cartan in [5] .
It follows from theorem 2.2.10 that the morphism ∇ * : T (P, V ) −→ T (P) * (V ) is not an embedding in general; the next proposition implies that the morphism ∇ 0 * : Γ(P, V ) −→ T (P) * (V ) is. 2.2.13. Proposition. Let M be a symmetric sequence. The morphism
is an embedding.
Proof. Fix γ ∈ Γ(M, V ). In regard to the proposition, we may assume that γ is homogeneous. Explicitly, γ ∈ (M (n) ⊗ V ⊗n ) Sn , where n ∈ N. Furthermore, we may assume that γ has an expansion of the form
where v 1 , . . . , v r are linearly independent elements of V and x ∈ M (n) Sα . In this way, the S n -module generated by (v ⊗α1
. Let Kv i ⊆ KV denote the image of the F-module generated by v i under the K functor. Clearly, ∇(γ) is an invariant tensor in the S n -module generated by
Furthermore, γ has degree α 1 |v 1 |+· · ·+α r |v r |. Now, observe that the chain complex N t (Kv 1 ) ⊗α1 ⊗· · ·⊗(Kv r ) ⊗αr vanishes in degree t > α 1 |v 1 |+· · ·+α r |v r |. Hence, if ∇ * (γ) vanishes in π * (Γ(M, KV )), then ∇(γ) is null in N Γ(M, KV ) . To conclude, observe that
(Recall that v 1 , . . . , v n are supposed to be linearly independent.) Theorem 2.2.10 is an immediate consequence of the next lemmas. More precisely, lemma 2.2.14 shows the existence of the map ∇ 0 * : Γ(P, V ) −→ T (P) * (V ) and lemma 2.2.15 implies that ∇ 0 * is a monad morphism. Let γ ∈ Γ(M, V ). We may assume γ =
Recall that ∇(γ) ∈ Γ(M, V ) is given by the formula
By hypothesis, we have |v i (k) | ≥ 1. Therefore, the observation above implies that ∇(γ) belongs to a submodule of M (r) ⊗ (KV ) ⊗r on which the symmetric group acts freely. As a consequence, there is a unique ∇ 0 (γ) ∈ T (M, KV ) such that Tr ∇ 0 (γ) = ∇(γ). Explicitly, we have ∇ 0 (γ) = I∈Π(r)/Sr sgn(I) · x i ⊗ ∇ I (v i (1) ⊗ · · · ⊗ v i (r) ) (I ranges over any set of representatives of the quotient Π(r)/S r ). It remains to prove that ∇ 0 (γ) is cancelled by the face operators d t . This is clear if t = 0 and we assume t > 0. Let I be a partition. If we have t − 1, t ∈ I(k) for some k, then t − 1, t ∈ I (k) and it follows that d t ∇ I (γ) vanishes. Now assume that t − 1, t belongs to different components of the partition I (say t − 1 ∈ I(p), t ∈ I(q)). Define I 0 as the partition I with t − 1 and t transposed (explicitly, t ∈ I 0 (p), t − 1 ∈ I 0 (q)). In this manner, we have where x ∈ M (n) Sα , and γ 1 , . . . , γ r ∈ Γ(N, V ). We use the same notation as in (1.1.20) for the expansion of γ k :
where y (k) ∈ N (s k ) and v (k) ∈ V ⊗s k . By definition of ∇ 0 , using the fact 2.2.6, for γ ∈ π * T (M, Kπ * T (N, V ) ) , we obtain the expansion γ = I∈Π(n)/Sα x ⊗ ∇ I (∇ 0 (γ 1 ) ⊗α1 · · · ∇ 0 (γ r ) ⊗αr ).
Let us calculate γ ∈ π * (T (M • N, V )). We denote t = α 1 s 1 + · · · + α r s r . The wreath product S α1 S s1 × · · · × S αr S sr is the semi-direct product S α1 · S ×α1 s1 × · · · × S αr · S ×αr sr . We have a canonical embedding S α1 S s1 × · · · × S αr S sr −→ S t , which maps σ ∈ S α k to the obvious block-permutation. By concatenation, we obtain the word (1) · · · y ⊗αr (r) ) ⊗ σ * v ⊗α1 (1) · · · v ⊗αr (r) ,
where σ ranges over S t /S α1 S s1 × · · · × S αr S sr . Hence, by definition of ∇ 0 , using the fact 2.2.6, we obtain γ = x ⊗ (y ⊗α1 (1) · · · y ⊗αr (r) ) ⊗ ∇ I (v ⊗α1 (1) · · · v ⊗αr (r) ), where I ranges over Π(r)/S α1 S s1 × · · · × S αr S sr .
We now prove that γ and γ correspond under the associativity isomorphism We shall use the fact 2.1.6. Let C be the graded module freely generated by e 1 , . . . , e r , with |e 1 | := |γ 1 |, . . . ,|e r | := |γ r |. Let c : C −→ N (T (N, KV )) be the morphism, which maps e i to ∇ 0 (γ i ), for i = 1, . . . , r. As in (2.1.6), c : C −→ π * (T (N, KV ) ) is the map induced in homotopy, and c : KC −→ T (N, KV ) denotes the associated simplicial morphism. Then, c induces c * : π * (T (M, KC)) −→ π * (T (M, Kπ * T (N, KV ))), and c induces c * : π * (T (M, KC)) −→ π * (T (M, T (N, KV ))).
Consider the element e ∈ π * (T (M, KC)) represented by the cycle I∈Π(n)/Sα
x ⊗ ∇ I (e ⊗α1 1 · · · e ⊗αr r ).
On one hand, we have c * (e) = I∈Π(n)/Sα
x ⊗ ∇ I (∇ 0 (γ 1 ) ⊗α1 · · · ∇ 0 (γ r ) ⊗αr ).
Hence, c * (e) = γ . On the other hand, we have: c * (e) = x ⊗ (y ⊗α1 (1) · · · y ⊗αr (r) ) ⊗ ∇ I ∇ J1 (v ⊗α1 (1) ) ⊗ · · · ⊗ ∇ Jr (v ⊗αr (r) ) , where I ranges over Π(n)/S α and J k , k = 1, . . . , r, ranges over Π(s k )/S s k . Then, using the fact 2.2.4, it is easy to see that c * (e) = γ . Finally, we can deduce the identity a T (M),T (N ) (V )(γ ) = γ from the fact 2.1.6.
