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Abstract
Granular materials can consume large amounts of kinetic energy through deformation of their
inherently complex meso-structure. Little is understood about what effect the geometrical varia-
tions such as particle size and shape have on their response to shock loading. With this in mind,
this thesis attempts to measure the effects that particle size has on the compaction curve of brittle
granular materials.
Three monodisperse and one polydisperse samples of soda-lime glass microspheres were chosen
for this study. A quartz sand was also investigated to determine if the microspheres were a suffi-
cient analogue whilst additionally introducing morphological differences. Beds of these materials
were subjected to quasi-static loading therefore measuring the stress-density compaction response.
Post-loading analysis of the samples revealed a strong dependence on particle size and morphology.
The macro-scale shock compaction responses of the granular samples were measured using plate
impact techniques and piezo-resistive stress gauge diagnostics. Similar trends were observed in the
quasi-static loading behaviour. Smaller particles appeared to have higher strength in the macro-
scale which, due to scaling effects at boundaries, contradicted trends from meso-scopic fracture
tests. It was concluded that beds composed of smaller, spherical particles show the greatest
resistance to shock and quasi-static compaction.
For convenience, a single Hugoniot relationship is typically used to represent the shock response
of granular materials. This assumption was challenged in this thesis. Identical incident shock
loading produced different loading states with a changing bed thickness. The terminal loading
states varied considerably with bed thickness in the samples of larger microspheres. The majority
of this variation was due to dispersion within the initial portion of the wave.
The study concludes that particle size has a significant effect on the shock response of granu-
lar materials if the particle geometry is suited to inducing a total-fracture particle densification
mechanism.
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Chapter 1
Introduction
For over a century, naturally occurring aggregates have been exploited for their shock absorbing
properties in both civil and military applications. The most common examples are sand bags and
fortified structures to protect against blast waves and ballistic impacts. It is without question
that these structures evolved through convenience and the builders had no knowledge of the
energy absorbing properties particular to granular materials. Granular materials are extremely
well suited to consuming large amounts of kinetic energy through deformation of their inherently
complex meso-structure. In addition, granular materials have also been found to change the
shape and amplitude of pressure waves through the complex inter-grain wave interactions therefore
introducing the concept of granular acoustic lenses.
Given the variety and complexity of granular materials’ internal structure, little is understood
about what effect the geometrical variations such as particle size and shape have on their response
to shock loading. With this in mind, this thesis attempts to measure the effects that particle size
has on the compaction curve of brittle granular materials.
In chapter 3, five granular materials are characterised with scanning electron microscopy and laser
particle size analysis. Three monodisperse and one polydisperse soda-lime glass microspheres
were chosen to pronounce the effects of particle size on the macro-scale compaction response.
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A quartz sand was also investigated to determine if the microspheres were a sufficient analogue
whilst additionally introducing a morphological difference. Beds of these materials were subjected
to quasi-static loading therefore measuring the stress-density compaction response. Post-loading
analysis of the samples revealed a strong dependence on particle size and morphology.
The macro-scale shock compaction response of the granular samples was measured in chapter 4
through a program of plate impact experiments using piezo-resistive stress gauge diagnostics.
Similar trends were observed in the quasi-static loading behaviour. Smaller particles appeared to
exhibit more strength in the macro-scale which, due to scaling effects at boundaries, contradicted
trends from meso-scopic fracture tests. It was concluded that beds composed of smaller, spherical
particles show the greatest resistance to shock and quasi-static compaction.
It is often assumed that there is a single compaction response for a granular material and this
is not dependent on the size of the sample in question. This assumption was challenged in
chapter 5 where identical incident shock loading produced different loading states with respect to
the thickness of the granular sample. Significant variation in the loading states was experienced
within the large microsphere beds where the smallest particles were identical to within error. The
majority of this variation was due to dispersion within the initial portion of the wave although
experimental uncertainties had a significant impact.
The study concludes that particle size has a significant effect on the shock response of granular
materials if the particle geometry was suited to inducing a particle densification mechanism that
favoured the complete fracture of particles. If any of the secrets of meso-scopic densification
mechanisms are to be unlocked then meso-sensitive diagnostics and simulations should be used in
conjunction to directly investigate particle-level processes.
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Chapter 2
Background
2.1 Granular Materials
Granular materials are interacting systems of discrete solid particles, the motion of which are
relatively unsusceptible to changes in temperatures [1]. It has been shown, however, that an
increase in temperature can affect the wave propagation characteristics of the material [2] [3].
Particles can be composed single or multiple matrix materials. It is commonly accepted that the
lower size limit of these particles is ca. 1 µm due to the existence of Brownian motion caused by
thermal agitation in the nano-scale [1]. There is no upper size limit for granular materials and the
terminology has been extended to systems composed of large bodies such as icebergs and asteroids.
Granular materials are considered a separate state of matter altogether but can behave in a manor
resembling solids, liquids and gases [4] depending on the kinetic energies of the individual particles
and the porosity of the system. For this reason, granular materials have seen particular scientific
interest due to their unique physical qualities and therefore unusual behaviour. With low particle
kinetic energy and porosity, the granular material will exhibit solid-like properties and this, initial,
scenario is the focus of this study.
The unique properties of granular materials are revealed when considering simple cases. For
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Figure 2.1: Force chains in a loaded 2-dimensional array of photo-elastic discs. Image taken from
www.phy.duke.edu, published in [5].
example, in a gravitational field the force at the lower surface of a container containing a solid or
a liquid scales linearly with the height of the contents due to the increase in mass per unit height.
A container of particles will not follow this relationship due to the effects of stress bridging between
the particles and the vertical confining walls of the vessel. Instead, as height increases, the stress
at the lower surface will plateau as a continued amount of force is supported by a grain contact
network interacting with the container walls [4]. The concept of stress transmission within granular
materials through networks of force arraying contacts has been well established and leads to a
large distribution in contact forces at boundaries therefore creating a heterogeneous distribution
of stress within the granular system. Figure 2.1 demonstrates this concept in a 2-dimensional
array of loaded photo-elastic discs.
A uniform stress distribution that can be approximated for a homogenous system therefore cannot
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be applied to a granular systems where force is transmitted through chains of particles based on
their favourable geometric position in relation to their neighbours. The network is dominated by
inter-particle friction and therefore is very dependent on particle morphology. The non-uniformity
of the inter-granular loading results in a large distribution of intra-particle loading scenarios thus
creating a complex statistically based macro-scale material response. Given this problem, it is
not possible to simply infer macro-scale compaction behaviour assuming a granular material has
the same response to mechanical stimuli as the matrix material is it composed of. The effect that
particle morphology has on the granular force transmission network and therefore behaviour of
individual particles is still a complicated and ongoing area of investigation.
Granular materials are abundant in the natural world in the forms of silts, clays, soils and sands.
Sands are of particular interest as they are the basis of concrete and are therefore a large component
of most man-made structures. Sand is defined as a naturally occurring, non-cohesive, granular
material with particle sizes in the range of 63 - 2000 µm [6]. Sand can be composed of a number
of different matrix materials: the most abundant being quartz.
Due to the fracture-dominated processes involved in the natural formation of sand, particles
are typically irregularly shaped and the inter-particle arrangements are complex and variable
depending on the source of the aggregate. It is therefore understood that the macro-scale physical
properties are dominated by, not only the mechanical properties of the matrix material but, are a
complex function of grain size, shape and therefore internal fabric of the bed [7].
2.2 Shock Compression
A stationary shock wave is a travelling disturbance across which a discontinuous, adiabatic jump in
state variables (P, T, V ) occurs. A shock process assumes the process is instantaneous and therefore
the states within the material are immediately changed from state 0 to state 1 in figure 2.2 (a). It
is also assumed that mass, momentum and energy are conserved across the jump and the material
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Figure 2.2: Typical shock and release profile showing infinitesimal shock front thickness (a) and
P-ρ principal Hugoniot showing Rayleigh Line (b).
behind the jump is thus in a state of one-dimensional strain.
In reality it takes a finite time for the state variables to reach the shocked state: this is referred
to as “rise-time”. The characteristic shape of the shock wave rise-time is controlled by the shock
stability criteria [8]:
da
dP
> 0 (2.1)
a+ up ≥ Us (2.2)
Us > a0 (2.3)
where Us is the velocity of the shock front, up is the particle velocity behind the front and a is the
sound speed in the material. Shock waves have small rise-times due to increasing sound speed with
pressure (equation 2.1). Therefore a ramped wave-front will increase in gradient due to higher
pressure wavelets travelling faster than ones of lower pressure. In practice, this “shocking up”
causes high stress wave rise-times to decrease until the shock rise is infinitesimal. Lower stress
shock profiles have significant rise-times caused by the relative magnitude of the effects that energy
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dissipation mechanisms have on broadening the front compared to the effect of increasing sound
speed with pressure. In stable shock fronts a balance is eventually reached and the wave-front
becomes steady and unchanging.
Conservation equations for a state jump produced by the transit of a stationary shock wave
were constructed by Stokes and Poisson as a result of the works of Rankine and Hugoniot [9].
Therefore the three conservation laws of mass, momentum and energy are collectively known as
the Rankine-Hugoniot Jump Conditions:
Conservation of Mass:
ρ0Us = ρ1(Us − up) (2.4)
Conservation of Momentum:
P1 = ρ0Usup (2.5)
Conservation of Energy
E1 =
1
2
(P1 + P0)(V0 − V1) (2.6)
In an investigation into the shock response of sand, the suitability for the jump condition ap-
proximation for granular materials was considered; it is likely that the single jump condition
(P1 = ρ0Usup) is a poor approximation [10]. This is due to the possibility that the stress state
within the granular material is not uniaxial: one of the 1-dimensional jump equation assumptions.
This question is valid when considering the meso-scopic densification mechanisms that occur dur-
ing the compaction of granular materials, however, their suitability require additional investigation
to validate this theory.
An empirical relationship is used to represent the equilibrium jump states obtained by a material
during a single shock transition (see figure 2.2 (b)). The Hugoniot curve is particular to the
initial condition of the material and called the principal Hugoniot at ambient initial conditions.
Typically a linear relationship is quoted but the Hugoniot can take the form of a polynomial:
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Us = Co + S1up + S2u
2
p + . . . (2.7)
where C0 is the longitudinal sound speed of the material and S1 & S2, are empirical constants.
The Hugoniot can be referred to the shock adiabat therefore relying on the assumption that there
is insufficient time for heat to be lost within the jump. At low pressures, where limited permanent
change occurs within the material, the shock jump is often assumed reversible and therefore can be
approximately isentropic. The actual P −V path, or loading path, taken by the material during a
shock jump is controlled by the Rayleigh line (equation 2.5) and not the Hugoniot. The Hugoniot
is a line of final equilibrium states reached by stationary shock waves and transient states are not
likely to be in equilibrium. Hugoniot parameters for particular materials are widely available in
publications.
The Hugoniot of Porous Materials
The Hugoniot of porous and granular materials can significantly differ from the Hugoniots of their
matrix materials due to the significant energy consumption involved in the compaction process
which becomes a function of initial porosity [11]. Initially, material has density ρ00 which is related
to porosity or void volume:
φ =
ρ00
ρ0
(2.8)
where φ is porosity as a fraction of matrix density ρ0. During the compression of porous materials,
initial densification is caused by porosity removal from the system. Once the material has reached
φ=1, densification of the compacted material occurs. The Hugoniot for a porous material assumes
that porosity is removed with zero pressure and is therefore isentropic. Hence Hugoniots of porous
materials are the responses of a porous materials at theoretical maximum density (TMD) (φ=1)
and therefore do not capture the compaction response. A reliable theory exists to predict the
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Hugoniot of a porous material based upon the initial porosity ratios of the material [11]:
PH =
[2V − (γ0/V )(V0V − V 2)]C2(V0 − V )
[2V − (γ0/V0)(V00V − V 2)][V0 − S(V0 − V )]2 (2.9)
where γ is the Gru˝neisen parameter for the matrix material and, V00, V0 and V are the specific
volumes of the initial porous, initial solid and shocked solid materials. Therefore the porous
Hugoniot is controlled by the initial density (ρ00) of the material and a range of responses are
produced as a result of initial porosity [12]. An example of a porous Hugoniot is in figure 2.3 that
shows as porosity tends to φ=1, the response tends towards the Hugoniot of the matrix material.
The porosity typically exceeds ρ0 after transit by low stress shock waves but high stress waves can
produce Hugoniots that do not reach full compaction. These are typically referred to as anomalous
responses where the density can decrease with stress [8].
In real porous and granular materials, there is significant strength within the un-compacted ma-
terial and therefore substantial energy is required to remove the porosity. The certain irreversible,
in-elastic mechanisms involved in the material compaction processes mean the porosity removal
can never be isentropic. Therefore the density states reached during compaction occur at finite
stress. These states are typically called the compaction curve.
2.3 Shock Compaction Models
The compaction curve defines the pressure-density response of a granular material during the
processes involving porosity removal. The most important shock-wave applications for sand-like
granular materials involve their energy absorbing properties. The shape of this curve controls the
amount of energy absorbed during shock-wave transmission for states of incomplete compaction.
The earliest attempts at developing numerical representations to the shock compaction of porous
materials took place in the 1960s. For several years, the simple ‘snowplow’ model was adopted
12 Chapter 2. Background
Figure 2.3: Porous Hugoniots for three initial porosities: ρ00′ , ρ00′′ and ρ00′′′ assuming isentropic
compaction behaviour.
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as it required no knowledge of the compaction process (see figure 2.4). This was based upon the
assumption that the process was isentropic and porosity removal took place at zero pressure. For
reasons described earlier, this model can not be a good representation of the energy absorbed
during the incomplete compaction of a granular material. Therefore a model that captured a
realistic energy absorption was needed.
The development started when Fowles and Curran showed experimentally that a porous material
could support elastic stress before compaction [13]. A model was then developed by Rempel et al.
to support this theory by dividing the compaction process into phases; an initial elastic region,
elastic unloading after compaction, compaction, compression and expansion [14]. This model was
fairly successful at low stresses [15] [16] but did not account for the compression of the material
beyond matrix density.
In 1965, Thouvenin developed an explanation of a shock wave moving through a porous solid. This
model worked on the simplification of a series of solid plates with voids in between to simulate a
porous material [17]. Thouvenin’s theory was later proved to be inaccurate by Hoffman et al. due
to the crudeness of the multiple shocking scenarios in the model [18]. This lead to the creation
of Herrman’s well known model for the dynamic compaction of ductile porous materials - the
“Porous Alpha Model” (P-α) [16]. Improvements have been made to the popular P-α model by
several studies such as Carol & Holt [19] and the more recent ε−α [20]. Recent modeling interests
have focused on simplifying continuum models with results such as the P-λ [21].
The P − α model centres around the parameter α referred to as distention or porosity compared
to the material at an equivalent pressure state on the porous Hugoniot:
α =
Vφ
Vs
=
ρs
ρφ
≥ 1 (2.10)
where subscripts φ and s refer to porous and solid respectively. The model defines three distinct
regions as shown in figure 2.4. It is convenient to assume a linear relation ship for αe > α > αp due
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Figure 2.4: Porous alpha (P − α) model.
the response being primarily elastic. For the region αp > α > 1, many different fitting equations
have been applied to represent the shape of the main densification curve depending on the quality
of fit produced.
The p−α appears to be favoured by the granular-compaction community due its wide availability
in most commercial hydrocodes and to the fact that no superior alternative exists. The model
was developed to represent metal foams with low initial porosity (ca. 5 %) and encapsulates
the loading features of metal foams outlined by Fowles and Curran [13]: elasticity and plasticity
dominated densification. However, within brittle granular materials, the densification mechanisms
and therefore the shape of the compaction curve differ from those of ductile metal foams which
lead to the limited success of fitting this model to sand-like materials [22]. The problems were the
2.4. Meso-scopic Densification Mechanisms 15
limited existence of the elastic loading portion of the curve and the inability to distinguish when
complete compaction had occurred.
One study brittle porous materials discovered a measurable value of Pp during the Hugoniot
measurement of alumina ceramic [23]. This was determined from a precursor wave during the
initial rise of the main shock-front that, in metals, is referred to as the Hugoniot elastic limit
(HEL). The exact meso-scopic densification mechanisms within this wave were not specified but
the authors concluded that porosity removal was responsible due to the associated change in
sample porosity.
Most of the previous investigations have focused on determining Hugoniot relationships for brittle,
sand-like granular materials above the compaction pressure (Ps) and these Us − up relationships
miss the details of the compaction processes [24] [25] [26] [27] [28] [29]. Therefore, to determine
if this model can represent the compaction of brittle granular materials, a study of the low stress
compaction regime must be made to produce incomplete shock-induced compaction states.
2.4 Meso-scopic Densification Mechanisms
The energy dissipated during the shock compression of granular materials is initially due to poros-
ity removal accompanying the compaction process. Meyers provides a comprehensive description
of the possible energy dissipation mechanisms that occur during the shock compression of pow-
dered materials [30] shown in figure 2.5.
Benson et al. highlight two densification regimes experienced during the shock compaction of
granular materials [31]: quasi-static and dynamic. These two regions are controlled by meso-scopic
energy dissipation mechanisms that occur in these regions being present in the quasi-static regime
or only present in the dynamic regime. Quasi-static densification mechanisms certainly exist in
the dynamic regime but are coupled with dynamic densification mechanisms. The equilibrium
states that lie upon the compaction curve are unlikely to be caused by dynamic densification
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Figure 2.5: Various modes of energy dissipation in shock compression of powders [30].
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mechanisms due to the relatively low pressures required to fracture brittle grains. Therefore, most
of Meyers’ energy dissipation mechanisms can be discernibly eliminated as possible densification
mechanisms to the low stress compaction of brittle granular materials. Reaction bonding energy is
a phenomenon associated with powders that chemically react during shock compression and this
is not within the scope of this study. Void collapse energy describes the energy that is required to
remove porosity through particle plasticity which is unlikely to be significant in brittle particles.
Therefore it is safe to assume that the energy dissipated within a system of compacting brittle
granular materials is caused by particle friction, particle fracture and defect.
An investigation by Tsembelis et al. [32] consisted of six plate impact experiments with velocities
ranging 200-969ms−1. The sand was encapsulated in a copper cell with longitudinal stress gauges
embedded in front of and behind the sand sample. Gauge traces showed a sharp stress pulse
within the copper cover plate and a ramped series of pulses leaving the sand sample within the
copper backing. The stress profiles that passed through the sand were analysed: “an initial fast
wave that transmits through the force chains followed by slower waves that remove the majority
of the porosity”. The stress in the sand partially released and this, in the author’s opinion, was
due to fracturing of sand grains. Therefore they described three distinct densification mechanisms
they hypothesise are dominant within the shock front within a granular bed of sand: inter-particle
rearrangement, intra-particle fracture and fragment comminution. This suggests that maybe the
dominant densifications during the compaction of brittle granular materials are fracture and re-
arrangement. However, this hypothesis was not supported by any quantifiable evidence and the
shock impedance mismatch would likely perturb the transmitted wave profiles.
The effect that particle size has on the shock compaction curve of brittle granular materials
has not been exhaustively studied. It is logical to assume, however, that any difference in the
macro-scale response would be controlled by the effects that particle size has on the meso-scopic
densification mechanisms listed in figure 2.5. Several studies that have varied particle sizes within
brittle granular materials suggest there could be a significantly different response between beds
composing different sized particles in the shock compaction regime.
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During the shock consolidation of diamond powders, authors noticed that there was a shift in
the dominant densification mechanism from fracture-based to plasticity-based with a decreasing
particle size [33]. When incident shock loading was applied (c.100 GPa), beds of larger particles
were found to densify more than bed composed of smaller particles. The authors suggest this was
linked to relative densification mechanisms preferred by different particle sizes: larger particles
favoured fracture while smaller particles deformed plastically. Evidence of material phase-change
was also observed at particle interfaces. The particle size within this study was small (¡60 µm)
compared to the definition of sand-sized particles and the dominant densification mechanisms are
therefore not likely to be directly comparable to sand-like systems.
Several studies have found particle size to have no effect in the compaction regime where only
effects on the quasi-static to dynamic transition point was found to be influenced by this length
scale [34] [31]. However, these experiments and simulations were conducted using metal powders
and therefore are insensitive to the likely effects that size has on the fracture strength of brittle
particles.
The importance of fracture as a densification mechanism in the shock compaction of brittle gran-
ular materials is emphasised in many studies e.g. Akashi [33], Chunan [35] and Benson [31]. The
effect that size has upon the fracture strength of particles within a bed is likely to be significant.
It has been well proven that the size of brittle specimens dominates the fracture strength due to
the presence of microscopic flaws within small specimens being statistically less than the critical
size required to induce fracture [36]. Therefore it is expected that larger particles statistically
fracture at lower stresses than smaller particles.
Shih, Meyers and Nesterenko observed comminution within dynamic shear-bands of dynamically
compacted silicon carbide [37]. The majority of this occurred within the samples containing
the largest particle sizes when the smallest particles did not fracture. Instead smaller particles
densified through plastic deformation and rearrangement. The shear loading induced within this
study significantly differs from planar shock loading.
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In theory, there is a minimum particle diameter (dcrit) at which fracture will cease to be a failure
mechanism and plasticity will control densification [38]:
dcrit =
32ER
3Y 2
(2.11)
where E is the elastic modulus, R is the fracture energy and Y is the yield strength of the
material. This likely explains why the diamond powders in [35] shifted densification mechanisms
with varying particle size. It is possible that void collapse energy may become significant when
particle size tends towards dcrit. Initially, sand sized particles are large (63 - 2000 µm) compared
to the nanometer values of dcrit for silica polymorphs indicating void collapse energy is unlikely to
be significant in the compaction region where a significant amount of larger particles still exist.
It is clear from the present literature that particle size may play a significant role in the dynamic
compaction of brittle granular materials by controlling the fracture of particles. Ductile powders
appear less likely to be affected by the grain size however as the favoured densification mechanism
is one of void-collapse rather than fracture.
Particle fracture modes are likely significant in the magnitude of densification experienced within
the granular bed. Figure 2.6 shows the three fracture modes observed within brittle particles.
Total-fracture is defined as fracture through the grain’s thickness producing many self-similar
fragments. Abrasion and attrition are more gentle modes of fracture where rubbing and chipping
are induced by the grain’s geometry and smaller, dissimilar fragments are produced as a result.
Cooper and Beaux found strong evidence of all three fracture modes during ballistic studies on
quartz sand [39]. It has not been investigated whether particle size affects the dominant fracture
mode of particles and therefore the amount of energy consumed in the creation of new surfaces.
The mode is more likely morphology dependent as irregularly shaped particles will likely favour
abrasion and attrition fracture mechanisms due to the extreme point-contact loads experienced
within fragile force chains.
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Figure 2.6: Particle fracture modes. Original reference [40], taken from [39].
Inter-particle rearrangement is a proven densification mechanism within brittle granular materials
[41]. Particle rearrangement would inevitably involve energy dissipation through friction energy
as the particles become interlocked and slide past neighbours. The amount of rearrangement
that can occur within a bed of mono-disperse spheres can be limited by the theoretical maximum
porosity of a random close-packed bed of hard spheres φ=0.6366 [42]. If the initial porosity is less
than this value, it is possible that rearrangement could occur in a bed of monodisperse, spherical
particles. Beyond initial compaction, there is likely to be a significant amount of particle fracture
and therefore fragments could rearrange and friction would become an important densification
mechanism. Therefore significant contributions from frictional energy could be present in the
compaction regime.
Frictional forces in granular beds have been proven to be functions of particle morphology where
surface roughness and grain angularity show a significant increase in inter-particle friction [43].
However, the particle size distribution within a particular bed show no effect on the frictional
strength of the bed [44]. The effects of dynamic friction on the compaction of granular materials
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has limited understanding so effects are typically difficult to infer.
2.5 Research Objectives
The effect that particle size has upon the shock compaction of brittle granular materials has been
investigated on several occasions but several important matters still remain the subject of debate:
1. Does the compaction curve vary if composed of different particle size distributions and is
the curve dominated by quasi-static or dynamic processes?
2. Are there any measurable features present within the shock-wave transmitted through a
granular material in the compaction regime? And, if so, are these features affected by the
particle size distribution of the granular bed?
3. What are the dominant densification mechanisms within the compaction curve and does the
particle size distribution have a significant effect on them?
4. Are the Rankine Hugoniot jump conditions appropriate for inferring densification states
within a granular material?
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Chapter 3
Characterisation and Quasi-static
Compression of Granular Materials.
3.1 Summary
The particle size distributions and morphological features of five brittle granular materials were
measured and the quasi-static stress-density compaction responses were determined up to stresses
of 1.8 GPa. SEM microscopy and laser particle size analysis were conducted on the samples
recovered from the loading tests. Samples consisted of three monodisperse particle size distribu-
tions of soda-lime glass microspheres (porosity, φ = 40%), a polydisperse mixture of microspheres
(φ = 37%) and a quartz sand (φ = 41%). During the loading tests, none of the granular sam-
ples reached matrix density (φ = 0%). The microsphere beds displayed a region of significant
elastic strength, indicated by the absence of particle fracture, the magnitude of which increased
with decreasing particle size. The sand did not produce such a response indicating the irregu-
lar particle-morphology favoured abrasion and attrition fracture-mechanisms involved in particle
rearrangement. Microsphere samples exhibited total-fracture failure due to the rigidity of the
granular structure caused by the spherical particle morphology. The fracture strength of individ-
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ual microspheres were also investigated suggesting a dissimilar trend of increasing strength with
increasing particle size. This dissimilar trend strongly disagreed with other studies and is an area
of ongoing investigation. Therefore the trend of increasing macro-scale strength with decreasing
particle size is likely to be caused by an increased number of load bearing contacts within the
granular structure per unit area.
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3.2 Sample Description
Glass Microspheres
Glass microspheres were purchased from Whitehouse Scientific Ltd, Whitchurch Road, Waverton,
Chester CH3 7PB, UK. Particle size segregation was performed by the manufacturer using a
sonically driven sieve. Three sieve fractions within the ISO definition of sand sized particles [6]
were selected for this study: 63-75 µm, 180-212 µm and 425-500 µm [45]. The manufacturer
published composition and mechanical properties of the matrix material used to manufacture the
microspheres as shown in table 3.1. The shock Hugoniot of soda-lime glass was measured by Grady
[46]. Although small, the differences between this data and other data published on soda-lime
glass is likely to be caused by differences in the glass’s chemical composition and manufacturing
techniques. A fourth sample set of microspheres was constructed by mixing 180-212 µm and 425-
500 µm sieve fractions at a 50/50 ratio by mass. This sample set was mixed in small amounts and
stirred thoroughly to ensure this ratio was homogenous throughout any particular test sample.
During the handling of all test samples, mechanical agitation was kept to a minimum to limit
the effects of vibrational particle size segregation through granular convection (“the Brazil Nut
Effect”).
Quartz Sand
The quartz sand was sourced from the Air Force Research Laboratory, Eglin Airforce Base, Florida,
FL 32542, USA. An extensive study has measured the composition and mechanical properties
of individual grains [47]. The relevant data is presented in table 3.1. Within this study, x-ray
diffraction (XRD) was performed on a random selection of different sized grains. The authors state
that the 212 µm sand grain diffraction pattern can almost fully match the diffraction pattern of
quartz sourced from the International Centre for Diffraction Data. However, further inspection
of the data for other sized grains reveals that 150, 300, 425, 500 and 600 µm grains did not
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Property Symbol Microspheres Sand
Material - Soda-Lime Glass [48] Quartz [47]
Elastic Modulus E 68.9 GPa [48] 76.5 [49]
Bulk Modulus K 42 GPa [48] 37 GPa [49]
Poisson Ratio v 0.21 [48] 0.23 [49]
Matrix Density ρ0 2.49 g cm
−3 [48] 2.65 [50]
Sound Speed C0 2.01 [46] 3.68 [51]
S 1.7 [46] 2.12 [51]
Gruneissen Gamma Γ0 1.27 [46] 0.9 [50]
Table 3.1: Mechanical and shock properties of matrix materials composing granular test samples.
match the XRD pattern for quartz as well as the 212 µm grains. This indicates that the sand
is predominantly composed of quartz grains but a substantial amount of other components are
present that adds to the material’s heterogeneity.
3.2.1 Particle Size Analysis
A Malvern(TM) Mastersizer 2000 laser diffraction particle size analyser was used to provide sta-
tistical measurements of particle diameter within the granular samples. This technique requires
the granular sample to be suspended in a fluid, in this case distilled water, and passed through
a monochromatic, collimated laser beam. When the particles interact with the light, scattering
occurs and the resulting light is focused by a lens onto a bank of photodetectors. The lens fo-
cusses the light scattered by particles of similar size onto a corresponding detector position hence
producing a measurement of light intensity as a function of position. The detector positions pro-
vide bins where different size fractions of particles can be determined and their fractional volume
corresponds to the light intensity [52].
This method strictly measures the volume of a particle thereby assuming the particle diameter is
simply a function of the volume (volume equivalent spherical diameter). This assumption holds
for a perfect sphere and was appropriate for measuring samples of virgin glass microspheres but
in the case of the sand, and fractured particles, the diameter must be assumed as a function of
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volume and not associated with any actual linear dimension.
The volume of sample within the suspension has a critical effect on the accuracy of the analysis.
A sample with small volume does not represent the granular material in the macro-scale whilst a
sample of large volume can lead to a phenomenon called multiple scattering. Multiple scattering is
the effect of the scattered light produced by a particle being re-scattered by one or more particles
before it reaches the detector. Whilst this effect cannot be eliminated, Provder and Texter suggest
that any spray will have a degree of multiple scattering at obscurations of 20%. For this reason,
obscurations were kept to a maximum of 10% as detailed by the manufacturer, Malvern.
The granular materials used for this study were sampled three times, each from different positions
within the container, to reduce the effect of sample bias. Each sample of granular material was
measured 5 times to reduce the effect of multiple scattering.
Figure 3.1 shows particle size distribution, per volume fraction, of the granular materials within
this study. It is clear from these measurements that the distributions are normal and a high degree
of monodispersity is present in the 63-75 µm, 180-212 µm and the 425-500 µm microspheres. The
quartz sand and polydisperse microspheres have much broader distributions with a much reduced
volume of modal size indicating a larger range of particle sizes are abundant.
3.2.2 Microscopic Analysis
A JSM5610LV, Scanning Electron Microscope (SEM) was used to image the virgin granular sam-
ples. Samples were viewed between X35 - X600 magnification in the first instance to investigate
shape and surface characteristics of the particles. SEM was chosen over optical microscopy tech-
niques due to its superior depth of field, field of view and its ability to visualise surface topology
features. An attempt to view the microspheres using optical microscopy was made but the trans-
parent nature of glass made visualising surface features impossible. SEM specimens must be
electrically grounded and therefore electrically conductive.
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Figure 3.1: Particle diameter distributions based upon volumetric equivalent spherical diameters
for 63-75 µm, 180-212 µm, 425-500 µm, poly-disperse mixture and Eglin quartz-sand. Columns
represent amount of sample present in discrete “detector bins” and lines show fits to this data.
Samples were attached to an aluminium fixture using a graphite impregnated adhesive tape to
provide electrical grounding. The upper surface of the tape was dipped into the granular sample
so particles could adhere to the surface. Excess particles were blown off with compressed air. The
particle surface of the fixture was then plasma coated with 5-10 nm of gold to provide electrical
conductivity across the surface of the insulating particles. This thickness of gold was negligible
compared to the surface defects of interest.
The analysis of the 63-75 µm sieve fraction showed an amount of irregularly shaped particles
as shown in figure 3.1 (a). The sphericity of the particles is very regular which supports the
validity of the particle size analysis data. The defects present in the spheres shown in 3.1 (b)
show relatively few surface defects compared to the larger sieve fractions. These could represent
fracture nucleation sites although the cause of these defects is not known. In addition to the surface
defects, some spheres were fused with smaller spheres. This was almost certainly an artefact of the
manufacturing process and, in abundance, would likely have a dramatic effect on packing fraction
and therefore porosity. In addition to this, there were larger irregularly shaped particles (figure
3.2. Sample Description 29
Figure 3.2: Scanning Electron Microscopy (SEM) images of virgin samples of granular materials:
(a) 63-75 µm sieve fraction showing large proportion of irregular shaped particles, (b) magnified
63-75 µm sieve fraction showing a small amount of surface defects, (c) 180-212 µm sieve fraction,
(d) magnified 180-212 µm sieve fraction with surface flaws and surface porosity, (e) 425-500 µm
sieve fraction, (f) 425-500 µm sieve highlighting large surface flaws, (g) sample of poly-disperse
sample set indicating reliable mixing and (h) sample of Eglin quartz sand.
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3.1 (a)) that existed in this sieve fraction. The source of these particles is not clear although it is
likely they are also composed of soda-lime glass.
The 180-212 µm sieve fraction samples (figure 3.1 (c) and (d)) had similar sphericity to the 63-75
µm sieve fraction. The amount, and size, of surface defects were larger and more abundant. The
spheres within the 180-212 µm sieve fraction had a high amount of smaller spheres fused to the
particles. The size of the fused spheres were 20-80 µm which is comparable to the size of the
smallest sieve fraction.
Figure 3.1 (e) and (f) show the largest fraction of microspheres (425-500 µm). No evidence of
sphere fusing was found in this sieve fraction whilst the size and abundance of surface defects
increased. The sphericity of the microspheres in this fraction continued to increase in regularity.
This is also clear from figure 3.1 (g) that shows a sample of the poly-disperse mixture of micro-
spheres. From the image, it appears that the spheres mixed well although this may be biased by
the sampling technique.
Figure 3.1 (h) shows a sample of Eglin quartz sand. The particles appear typically sand shaped
and mostly comprise of single quartz crystals. The image shows mostly large grains (circa 100s of
µm) which is symptomatic of the sampling and imaging techniques. Smaller grains lying on top of
the larger grains would not adhere to the graphite tape. They may be present closer to the tape’s
surface although are likely to lie within the shadows of the larger grains. It is clear from the shape
of these grains that the method of particle sizing by volume equivalent spherical diameter is not
best suited to measuring these sand particles. The method does, however provide a qualitative
estimate of the range of particle volumes that are contained within this sand. Measurements of
Ferret or sieve diameter cannot be deduced from the distribution shown in figure 3.1.
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3.3 Quasi-static Compression of Granular Beds
3.3.1 Methodology
The quasi-static compaction of the sample materials were measured to determine their stress-
density response and to observe the meso-structural damage present at different density states.
During high strain-rate compaction, granular materials can almost be expected to undergo a state
of uniaxial stress but this loading state is not achievable in lower strain rate loading regimes. The
timescales involved are sufficiently large to allow stress states within the sample to equilibrate
with boundaries therefore causing a reaction stress from the confining walls of the test appara-
tus. Whilst not directly comparable, these quasi-static states allow insight into the dominant
densification mechanisms at play.
Figure 3.3 (a) shows a schematic of the apparatus used to quasi-statically load the granular samples
based on the design by Vogler et al. [53]. The apparatus consisted of a granular sample confined
in an annulus (figure 3.3). Loads were transmitted to and from the sample by two 10.000 ±
0.001 mm diameter tool-steel punch blanks (Din 1.3343, 60-62 HRC, sourced from AW Precision
Limited, Cosford Lane, Rugby, CV21 1QN, UK ). The annulus was made from maraging steel
and the inside diameter reamed to 10.01 ± 0.01 mm to ensure a close fit around the punches.
After machining, the annulus was heat treated to increase the yield strength and elastic modulus
to withstand high radial stresses acting on the walls. The elastic modulus of this material was
assumed to be similar to C300 maraging steel [54] (E = 195GPa).
The annulus was filled with a sample mass (± 0.01 g) that would approximately produce a sample
length of 20 mm. This large value was chosen to minimise the effects of random-errors in initial
and measured sample length. The sample length (x0) was calculated by measuring the height of
the upper punch before and after filling and was accurate to ± 0.01 mm. After the granular sample
was poured into the annulus, the assembly was gently tapped 20 times to allow the particles to
order and settle. The upper punch was then gently inserted into the annulus until it contacted
32 Chapter 3. Characterisation and Quasi-static Compression of Granular Materials.
Figure 3.3: Quasi-static compression apparatus showing (a) a schematic of the punch and annulus
assembly highlighting the loads of interest and (b) photograph of InstronTM 600KPX with quasi-
static loading assembly in place.
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the granular sample.
A 100 kN annular load cell was positioned beneath the annulus to measure the force generated
by friction between the walls and the sample (FFriction) (± 1 %). Previous studies have shown
that these forces are substantial and can lead to non-uniform sample loading and erroneous net
loading measurements [55]. Therefore, friction effects were simply subtracted from the measured
axial load to calculate the force transmitted through the sample by the relation:
FTransmitted = FAxial − FFriction (3.1)
The above loads are detailed in figure 3.4 (a). During the testing, it was discovered that the
friction load transmitted through the sample/annulus interface composed up to 80 % of the axial
load. This was due to stress bridging within the sample causing a dense plug to be formed that
transmitted load directly into the annulus walls. For the successive tests, a layer of 25 µm teflon
was placed around granular sample to lubricate this interface in an attempt to reduce friction.
The volume of the teflon layer was accounted for in the sample volume and density calculations.
The effects of teflon lubrication are shown in figure 3.4.
During compaction, the annulus walls radially strained by a small amount caused by internal
radial stress on the annulus. This strain was measured with a 350 Ω strain gauge mounted on the
outside surface of the annulus at a height equal to the midpoint of the fully compressed sample.
The voltage change was measured across a Wheatstone bridge that was balanced by an identical
unstrained gauge. A calibration formula was then applied to this data to convert the changing
voltage to a hoop strain measurement (εθ,2). The radial stress σr on the internal surface of the
cylinder was calculated using the following relationship from [56]:
σr,1 =
E(r21 − r22)εθ
2r22
(3.2)
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Figure 3.4: Axial loading data showing the effects of sample-annulus interfacial lubrication. With-
out lubrication, low transmitted stresses are caused by an accumulation of friction.
Figure 3.5: Assumed sample deformation during quasi-static compression of granular samples.
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where R1 and R2 are the internal and external radii of the maraging steel annulus respectively.
Therefore the hoop stress on the internal surface of the cylinder σθ,1 could be calculated, again
from [56]:
σθ,1 =
σr,1R
2
1
R22 −R21
− R
2
2R
2
1(σr,2 − σr,1)
R21(R
2
2 −R21)
(3.3)
where the radial stress on the outer surface of the annulus σr,2 = 0. Therefore using Hook’s law,
the hoop strain on the internal surface could be calculated:
εθ,1 =
σθ,1
E
(3.4)
A linear variable differential transformer (LVDT) was placed as shown in figure 3.3 (b) to measure
the axial length (x) to ± 0.02 mm. Changes in volume and therefore density were assumed to be
proportional to the change in x after accounting for the change in volume due to the radial strain
of the annulus (see figure 3.5). The hoop strain on the outer and inner surfaces were assumed to
be equal therefore:
εθ,1 = pi(r + ∆r) (3.5)
therefore,
V = (x0 − x) pi 2r
2 + (r + ∆r)2
3
(3.6)
Equation 3.6 assumes that the new volume has similar shape to that shown in figure 3.5 and is
therefore an approximation for the actual shape of the deformation. The axial position of the
strain gauge is unlikely to be at the maximum point of εθ,2 thus adding to the uncertainty of this
measurement. In the highest stress experiments, ∆r did not exceed 5 ± 2 µm. This causes an
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almost negligible increase in volume of approximately 0.6 %. This volume measurement was used
to calculate density.
An Instron(TM) 600KPX universal testing machine was used to axially load the quasi-static as-
sembly up to 160 kN at a rate of 0.02 mm s−1. Maximum loads within each test were varied
to allow samples from intermittent compaction states to be recovered. Axial load was measured
within the testing machine to an accuracy of 1 %. Figure 3.6 shows the stress-density response of
the five granular sample materials tested.
After each loading test, particle size analysis and SEM were again completed to determine the
effect that loading had on the size distribution and morphology of the particles.
3.3.2 Results
Compaction Curve Measurements
Figure 3.6 shows the results from the quasi-static uniaxial loading tests on all five granular samples.
Also plotted is the equivalent matrix material response calculated from the values of bulk moduli in
table 3.1. The compaction profiles are typical of granular compaction: initially, the loose granular
material has density ρ00 and as stress is applied, a non-linear increase in density occurs until the
comminuted material approaches zero porosity compared to the density of the compressed matrix
material. Beyond this point (σs,qs) densification occurs by compression of the fully compacted
material. As stress is removed from the sample, the material unloads to a different density that
is indicative of inelastic deformation.
One interesting feature present in figures 3.6 (a) - (d) is the transition of loading gradient in
the initial portion of the loading curve (σp,qs) from a steep curve to a plateau. This feature
is present in the loading behaviour of ductile powders below which was proven to be a region
where the dominant densification mechanism is due to intra-particle elastic behaviour [41]. This
feature is subtle in the 63-75 µm samples but more pronounced in the 180-212 µm, 425-500 µm
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Figure 3.6: Quasi-static uniaxial loading data shown in stress-density space: (a) 63-75 µm sieve
fraction, (b) 180-212 µm sieve fraction, (c) 425-500 µm sieve fraction (d) Polydisperse microsphere
mixture, (e) Eglin quartz sand and (f) all compaction data shown for comparison. Errors are shown
for the profiles of largest magnitude only for clarity.
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and the polydisperse mixture. The magnitude of the inelastic transition point (σp,qs) decreases
with increasing particle size for all of the monodisperse beds (0.15 GPa (63-75 µm), 0.09 GPa
(180-212 µm)and 0.05 GPa (425-500 µm)). The polydisperse mixture had magnitude of σp,qs =
0.07 GPa which was half way between those of the constituent distributions 180-212 µm and
425-500 µm. The quartz sand loading curve showed no evidence of an inelastic loading transition.
Several microsphere experiments were loaded to stresses below σp,qs with the aim of measuring the
stress release profile and therefore determine if significant densification had occurred. For all the
microsphere beds, the beds densified by no more than 7% causing the packing fraction to increase
from approximately 0.63 to 0.64. Therefore this densification must be caused by inter particle
rearrangement as it agrees with the random close packing fraction for spheres of 0.6366 to within
experimental error [42].
It is evident from figure 3.6 (f) that the general behaviour of the granular materials were similar
beyond the in-elastic transition point. Initially, the increase in densification is large compared to
the increase in stress applied but this gradient decreases as the material approaches matrix density
(ρ0). Therefore it appears that the smallest sieve fraction (63-75 µm) showed a significantly higher
resistance to compaction compared to the larger microsphere beds.
A trend of decreasing macro-scale strength with increasing particle size continues through the
180-212 µm and 425-500 µm microsphere beds. The compaction response of the polydisperse
mixture appears to follow that of the 425-500 µm beds. The increase in densification with respect
to increase in axial stress remains constant throughout the curve and any differences in inferred
densification are within experimental error.
The stress (σs,qs) at which the particle beds reached equivalent density to the matrix material,
inferred through linear extrapolation produced no apparent trend between the different particle
sizes.
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Figure 3.7: Three-dimensional representation of changing particle-size distributions with increas-
ing longitudinal stress for (a) 63-75 µm sieve fraction, (b) 180-212 µm sieve fraction, (c) 425-500
µm sieve fraction (d) Polydisperse microsphere mixture and (e) Eglin quartz sand. In-elastic tran-
sition stress (σp,qs) is shown as a green line of constant stress. Surface features were produced by
linear interpolations.
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Particle Size Analysis
Figure 3.7 shows three-dimensional plots from the particle size analysis conducted on the com-
pacted granular beds. Initial distributions are shown on the right of the plots in bold colour with
final distributions on the left. Intermediate distributions are shown as black lines of constant stress
that have been linearly interpolated by a surface. Increments in stress are too large to assume
a linear interpolation is suitable for this data but a lack of intermittent measurements cannot
suggest another interpolation method may be more appropriate. Inelastic transition stress (σp,qs)
are shown as a green line.
Initially all samples had normal size distributions (3.1). As sample stress increased, the particle
size distributions of all microsphere beds remained constant until σp,qs was reached. This suggests
limited, if any, particle fracture occurred before this stress. The particle size distribution of the
quartz sand, however, appears to continually change as stress is applied to the bed: the volume of
the modal size decreases in addition to a downward shift in the position of the modal size. This, in
addition to no measurable value for σp,qs, indicates there is not a region where sand particles behave
purely elastically and some particle fracture mechanism is occurring even at minute stresses.
The modal particle size of all the microsphere beds remained constant throughout the range of
transmitted stresses. This unshifting modal size means that a significant amount of particles
remained intact and therefore fracture did not occur in all particles. This has been seen in other
granular compaction studies where the granular structure remained persistent throughout the
compaction process [57]. Conversely, the constant downward shift in the modal and mean particle
size of the sand must be due to the majority of the original particles changing volume by a small
amount. The irregular morphology of the sand grains is likely to favour abrasion and attrition
fracture mechanisms therefore causing a relatively small volume change compared to that of total-
fracture. Likewise, the negligible change in modal particle size of the microspheres suggests that
the dominant fracture mechanism is total-fracture. This theory is supported by the secondary
peak that emerges past σp,qs in figures 3.7 (a)-(d). Total fracture has been shown to produce self-
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similar fragments [39] and this peak suggests that a large amount of smaller, similar sized particles
are being created. The volume of the secondary peak increases around a constant modal particle
size during a decrease in volume of the main modal particle size. This peak is most apparent in the
63-75 µm and 180-212 µm microsphere data. The results from sand do not contain the secondary
peak as seen in the microsphere data. This supports the abrasion/attrition fracture mechanism
theory as these mechanisms would probably not produce self similar fragments therefore spanning
the entire lower portion of the size regime.
The volume of the modal particle size appears to increase within the 180-212 µm, 425-500 µm
and polydisperse microsphere beds as matrix density is approached. A potential theory to explain
this increase is agglomeration by plastic deformation. If the void space within the bed is filled
with comminuted particles, an increasing load could cause the particles to bond to one another
causing larger agglomerated particles to be formed.
In all of the granular samples tested, it is clear that the majority of particle volume change occurs
within the initial stages of loading and remains relatively unchanged toward matrix-density stress
(σs,qs). Particularly in the microsphere samples, the initial volume change develops around the
inelastic transition point (σp,qs).
Microscopy
Figure 3.8 shows a collection of SEM microscopy images taken from the recovered granular samples.
Maximum sample stress increases down the page showing pristine samples at the top and fully
dense samples at the bottom. Inelastic transition stress is highlighted in green.
Microsphere samples loaded to stress below σp,qs showed no evidence of particle fracture in the
images from all four samples. In all microsphere samples, it is clear that some particles exhibited
total-fracture soon after σp,qs. This can be seen from the images directly below the σp,qs line in
figure 3.8. The amount of fragmented material in the 63-75 µm image is limited due the sample
being loaded in close proximity to σp,qs. These observations agree with the particle size analysis
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in figure 3.7 and the limited densification in figure 3.6 concluding that the particles do indeed
behave elastically within this region.
At the maximum loading stresses, that approached σs,qs, all microsphere samples contained whole
particles agreeing with the unshifting mean peak in the particle size analysis measurements in
figure 3.7. This is likely due to the void closure within the granular bed caused by the initial
fracture of load bearing particles. This would increase the amount of contact points on the
remaining whole particles therefore homogenising the stress within these particles. With increased
stress homogeneity, the likelihood of any tensile stresses accumulating within the whole particles
decreases therefore making fracture less likely as the sample approaches matrix density. Therefore
the fracture mode after σp,qs is very likely to be dominated by abrasion and attrition of the
fragments of the spherical particles.
The way in which the microspheres initially total-fracture differs between the sieve fractions. In
both the 63-75 µm and 180-212 µm particles, it appears that the particles exhibit total fracture as
the fragments appear as a dust of similar size. This dust likely has mean size (volumes) similar to
the secondary peak seen in figure 3.7 (a) and (b). However, in the 425-500 µm and polydisperse
particles, there appears to be a significant number of particles with a small number of fracture
surfaces resulting in larger, hemispherical particles. The remaining fragments appear to have
widely varying particle sizes which explains why the secondary peaks in the particle size data are
not present in figures 3.7 (c) and (d). Due to the high amount of surface defects present in the
425-500 µm particles, it is likely that these particles have different fracture properties to other
microsphere samples (3.2 (f)). No evidence was found in any of the 63-75 µm and 180-212 µm
micrographs of particles with small numbers of fracture surfaces which supports the surface defect
observation. The larger fractured particles should have an effect on the dominant fracture mode,
beyond σp,qs, in the 425-500 µm and polydisperse samples: if particles from the largest sieve
fractions not producing small self-similar particles then it is very likely that total fracture still
exists in the latter stages of compaction. There was very limited evidence of total-fracture of the
sand grains in the micrographs supporting the theory of abrasion and attrition being the dominant
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Figure 3.8: SEM micrographs of recovered quasi-statically loaded granular samples from 63-75 µm,
180-212 µm, 425-500 µm, polydisperse sieve fractions and quartz sand ordered by increasing longi-
tudinal stress. Inelastic transition stress (σp,qs) and matrix-density strength (σs,qs) are represented
as boundaries between micrographs.
44 Chapter 3. Characterisation and Quasi-static Compression of Granular Materials.
Figure 3.9: Micrographs of (a) microsphere exhibiting total-fracture, (b) fragments surrounding
whole microspheres, (c) agglomerated particles and (d) sand particle exhibiting whole fracture.
fracture modes. However, it is believed that a small number of sand particles could be loaded to a
condition that would favour total-fracture as can be seen in figure 3.9 but this mode is not likely
the dominant one.
It is not clear why some particles are prone to fracture compared to their neighbours. A potential
explanation for this is that some particles are weaker than others causing them to fracture under
lower stresses. The strength of brittle materials it typically represented by a Weibull distribution
due to the statistical presence of flaws that ultimately lead to fracture. Therefore, there is a
distribution of particle strength within the bed. Another explanation is the non-uniform particle
loading caused by the presence of force chains. This will lead to single particles experiencing
higher loads than their neighbours thus increasing the likelihood of fracture occurring within that
particle. It likely that both mechanisms contribute to the fracture of load-bearing particles but it
is not clear if one is more important than the other.
In the micrographs from the high stress experiments in figure 3.8 there is evidence of frag-
ment/particle agglomeration. Figure 3.9 shows this effect more clearly. Evidence of this coales-
cence of particle fragments could explain why the volume of the mean particle diameter increases
in the particle size analysis of figure 3.7 (a), (c) and (d). It is not clear why this effect was not
measured in the 180-212 µm sieve fraction experiments although it is likely due to sample biasing.
This observation correlates with the presence of particle surface defects where a rough surface
would aid bonding between particles. No evidence of agglomeration was present in the sand sam-
ples. This is likely due to the higher amounts of abrasion and attrition present in the early stages
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of compaction that could aid more effective filling of void space.
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3.4 Fracture of Single Microspheres
To further understand the strength of the microsphere samples, single spheres were loaded quasi-
statically to measure the force at which they fractured (Fc). Although the stress distribution
within a bed of spherical particles is complex and variable, an insight could be gained into how
the strength of a single sphere compares to the values of inelastic transition point (σp,qs) for the
microsphere beds measured in the previous section.
3.4.1 Methodology
Single microspheres were chosen randomly from the 63-75 µm, 180-212 µm and 425-500 µm bulk
samples. Sand samples were not chosen for this series of tests due to the very broad particle size
distribution and irregularity of shape and therefore loading stress therefore making the determi-
nation of stress related to particle size very difficult. Microspheres were placed upon a mylar
sheet of 25 ± 1 µm thickness and adhered with a thin later of LoctiteTM 9483 low-viscosity epoxy
resin (see figure 3.10 (b)). A spatula was used to wipe the majority of the resin from the MylarR
leaving a film of approximately 50 µm that the sphere was then placed upon. This provided a
low strength support material that enabled the sphere to be handled easily during the measure-
ment and testing. The ultimate tensile strengths of mylar and epoxy resin are approximately
210 and 57 MPa respectively [58] [59] making them significantly weaker than the soda-lime glass
microspheres. The effects on sphere contact area were assumed insignificant.
During the process of mounting the microspheres to the support material, a measurement of
particle diameter was made using an optical microscope. The thickness of piece of wire was used
to calibrate the microscope image. The wire was measured three times with a digital micrometer
producing an average thickness 121 ± 1 µm. When photographed with a digital SLR camera,
through the microscope, at fixed focal distance, the wire was 220.7± 0.5 pixels across the diameter.
This ration was used to convert the diameter of the microspheres in pixies to µm to ± 2 µm.
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Figure 3.10: (a) Microscopy image used to measure the diameter of a microsphere showing un-
certainty present in image blurring and (b) diagram of loading assembly showing tungsten anvils
applying force to the microsphere-matrix assembly.
There was a substantial amount of blurring (see figure 3.10 (a)) around the circumference of the
microspheres present in the microscopy images due to the difference in focal depth associated with
the spherical geometry. Several images were taken at different focal depths to estimate the error
associated with this thus producing an uncertainty in the diameter of ± 20 µm.
An Instron 5585H electromechanical testing system was used to perform the compression tests.
The microsphere-matrix assembly was positioned between two 25 mm x25 mm tungsten anvils
(E=411 GPa) to transmit force to and from the microsphere as shown in figure 3.10 (b)) .
The tungsten anvils were sandwiched between two steel platens that interfaced with the testing
machine. The axial load applied to the microspheres was measured by a load cell within the
machine to an accuracy of ± 1 %. Axial displacement was also measured by the machine but no
attempt was made to remove the effects of apparatus compliance within this measurement so the
uncertainty is not quantifiable.
Compressive loads were applied to the assembly at a displacement rate of 1 µm s−1 until failure was
observed in the microsphere specimen (see figure 3.11 (a)). Loads and displacement were sampled
at 100 Hz using the inbuilt digital data acquisition system. Attempts were made to compress the
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63-75 µm microsphere samples but the elastic indentation of the tungsten anvils caused the anvil
surfaces to contact therefore reducing the load transmitted through the microsphere.
Due to the elastic deformation of the microsphere and the tungsten anvils, the contact area (a)
over which the axial force (F ) was applied to the sphere (radius R) was determined by the Hertzian
equation [60]:
a =
(
3FR
4E∗
) 2
3
(3.7)
where E ∗ is related to the Poisson ratios (ν) and elastic moduli (E ) of the microsphere (g) and
anvils (W ):
1
E∗
=
1− ν2g
Eg
+
1− ν2W
EW
(3.8)
Force-displacement records could then be converted to stress-displacement records:
σ1 =
F
a
(3.9)
where σ1 is the average normal contact compression stress applied to one particle and therefore
σc,1 is the stress required to fracture a single particle.
3.4.2 Results
Figure 3.11 (a) shows a typical force displacement record from one of the compression tests. These
data have similar features: a ramp followed by a plateau caused by the in-elastic behaviour of
the support materials preceding a steeper ramp caused by the compression of the microsphere.
The stress peaks at the end of the ramp followed by an immediate release due to the fracture
of the microsphere. It is well known that brittle materials are significantly more likely to fail in
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Figure 3.11: (a) a typical force-displacement plot from a microsphere compression test showing the
point of fracture and (b) stress to fracture a monolayer of microspheres (σc, n) and force required
to fracture a single sphere (Fc,1) against particle diameter.
tension than compression and brittle spheres typically fail along the longitudinal axis in diametric
compression test [61] [62].
Figure 3.11 (b) shows the difference in fracture force (Fc,1) required to break spheres of differing
diameter. There is a clear trend in this data where the 180-212 µm microspheres fracture at a much
lower force than the 425-500 µm . The calculated values for σc,1 show a similar trend where the
force has been normalised against contact area, i.e: stress (see table 3.2). This significant difference
in σc,1 disagrees with the trends in σp,qs observed during the compaction of the microsphere beds
where a increase in strength with a decrease in microsphere size was observed. In addition, this
trend disagrees with the reported trends of increasing strength with decreasing stressed volume
expected from these microsphere samples. Typically a smaller material sample will fracture at
higher stresses due to the reduced probability of a sufficient flaw size being present that will initiate
the fracture process [63] [36].
The reasons behind this disagreement are likely caused by a unique factor associated with this
study. All microsphere samples were sourced from the same supplier who claims they were made
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Sample Diameter Fc,1 σc,1 n σc,n σp,qs
(µm) (N) (MPa) x106m−2 (GPa) (GPa)
425-500 µm - 1 584 ± 10 129.8 ± 0.1 1.70 ± 0.04 3.4 ± 0.1 0.44 ± 0.03 0.05
425-500 µm - 2 666 ± 10 115.2 ± 0.1 1.58 ± 0.03 2.6 ± 0.1 0.30 ± 0.02 0.05
425-500 µm - 3 566 ± 10 79.6 ± 0.1 1.25 ± 0.03 3.6 ± 0.1 0.29 ± 0.02 0.05
425-500 µm - 4 583 ± 10 46.3 ± 0.1 0.86 ± 0.01 3.4 ± 0.1 0.16 ± 0.01 0.05
425-500 µm - 5 543 ± 10 66.2 ± 0.1 1.10 ± 0.02 3.9 ± 0.1 0.26 ± 0.02 0.05
425-500 µm - 6 481 ± 10 59.2 ± 0.1 1.08 ± 0.03 5.0 ± 0.1 0.29 ± 0.02 0.05
425-500 µm - 7 521 ± 10 86.9 ± 0.1 1.40 ± 0.03 4.2 ± 0.1 0.37 ± 0.03 0.05
425-500 µm - 8 502 ± 10 109.3 ± 0.1 1.60 ± 0.05 4.6 ± 0.1 0.50 ± 0.04 0.05
180-212 µm - 1 233 ± 10 35.7 ± 0.1 0.99 ± 0.07 21 ± 1 0.76 ± 0.05 0.09
180-212 µm - 2 257 ± 10 37.7 ± 0.1 0.99 ± 0.06 18 ± 1 0.66 ± 0.05 0.09
180-212 µm - 3 213 ± 10 23.9 ± 0.1 0.76 ± 0.05 25 ± 1 0.60 ± 0.04 0.09
180-212 µm - 4 212 ± 10 20.1 ± 0.1 0.69 ± 0.05 25 ± 1 0.51 ± 0.04 0.09
180-212 µm - 5 227 ± 10 34.5 ± 0.1 0.98 ± 0.07 22 ± 1 0.77 ± 0.05 0.09
180-212 µm - 6 218 ± 10 21.1 ± 0.1 0.99 ± 0.05 24 ± 1 0.51 ± 0.04 0.09
180-212 µm - 7 213 ± 10 22.2 ± 0.1 0.74 ± 0.05 25 ± 1 0.64 ± 0.04 0.09
Table 3.2: Measured and calculated values of the single microsphere compression experiments
showing single particle fracture force (Fc,1), single particle fracture stress (σc,1), number of particles
in a monolayer (n) and monolayer fracture stress (σc,n).
from identical material. This may not be the case; the samples may have come from different
batches of material that have subtly different compositions. In addition, the manufacturing tech-
nique may cause different microstructures in different particle sizes that would affect the amount
of flaws in each particle. It is likely that the microsphere samples were not made in the same batch
and may have been subjected to different conditions that ultimately result in different strengths.
The exact cause of this difference is unknown but is likely due to inconsistencies between samples.
A possible explanation for the difference in σp,qs observed in the microsphere beds is a scaling of
the number of particles in contact with a boundary with particle size. The area fraction for a
regular hexagonal arrangement of uniform circles, or a monolayer of spheres, covering an area is
given by [64]:
pi√
12
≈ 0.90690 (3.10)
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so, using the measured diameter of microspheres, a total number of spheres can be estimated per
unit area, n:
n =
pi√
12
.
1
piR2
(3.11)
where R is the radius of a sphere. Table 3.2 shows the results from these calculations where n
increases with a decreasing particle size. If every particle on the theoretical monolayer fractures
then the total stress (σc,n) required to fracture the monolayer using axial force only must be:
σc,n = nFc,1 =
Fc,1pi√
12
.
1
piR2
(3.12)
Figure 3.11 (b) and table 3.2 show calculated values for σc,n for the single microspheres tested. It
is clear that, unlike the behaviour of Fc,1, there is an increase in σc,n with a decreasing particle
diameter. This simple estimate is, however, limited and this can be seen in the comparison between
σp,qs and σc,1.
Firstly, the single particle fracture stress (σc,1) is several orders of magnitude less than the mea-
sured values of σp,qs in the bed experiments. The simple diametric loading of spheres in this study
does not represent the complicated loading of spheres in a granular bed: typically, in a bed of
monodisperse spheres, coordination numbers can average as high as 8.2 at packing fractions com-
parable to those measured in this study [65]. With a higher coordination number, particles are
supported in more orientations preventing tensile stresses from accumulating. Therefore a higher
stress can be reached before particle fracture occurs.
Secondly, the packing fraction of a monolayer of irregular monodisperse spheres will be less than
that of a monolayer of uniform spheres due to the reduced amount of order. Therefore the value of
n will be less causing a lower value of σc,n due to n being calculated for a single particle diameter.
Finally, the distributions of particle sizes will cause disorder within the bed and force chains will be
formed that transmit load. Therefore, not all spheres in the theoretical monolayer will be exposed
to the same magnitude of loading causing a stress distribution across a boundary. The ratio of
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Figure 3.12: Monolayers of microspheres showing likely scaling of load bearing particles for (a)
layer composed of 200 µm spheres and (b) layer composed of 500 µm spheres.
load carrying particles to non load carrying particles should supposedly be consistent throughout
beds of different particle size if the degree of monodispersity is the same. Therefore, as n increases
and particle diameter decreases, the amount of load carrying contacts will increase thus producing
an increase in the apparent stress (σc,1) at a boundary as shown in figure 3.12.
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Figure 3.13: Proposed quasi-static loading curves for spherical and irregular particles. Particle
damage within three distinct regions are shown in SEM micrographs.
3.5 Conclusions
Five samples of granular materials were chosen to measure the effects of particle-size morphology
on the quasi-static compaction of brittle granular materials: three monodisperse and one polydis-
perse sieve fractions of soda-lime glass microspheres and a polydisperse quartz sand. Samples were
loaded in a uniaxial compression apparatus to longitudinal forces up to 160 kN. SEM microscopy
and laser particle size analysis were conducted on pristine and loaded samples to measure the
effects of compression.
During the transition from initial density (ρ00) to equivalent matrix density, the compaction of
brittle granular beds can be split into two or three distinct regions depending on particle shape
morphology as summarised in figure 3.13.
In the early stages of compaction microsphere samples exhibited a transition in the loading path.
An initial region where particles behaved elastically was determined by: i) negligible densification
after unloading, ii) no evidence of fracture in SEM micrographs and iii) no significant change in the
particle size distribution. The stress (σp,qs) of this transition point varied between the microsphere
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samples and was found to decrease with increasing particle size. There was no measurable inelastic
transition point for the sand samples.
Beyond the inelastic transition point (σp,qs) particles within the microsphere samples began to ex-
hibit total-fracture. In this region small increases in stress resulted in large sample densifications
where the dominant fracture mechanisms shifted to abrasion and attrition. Sand behaved simi-
larly throughout its entire compaction where a constant shift in mean particle size was observed
indicating that the majority of particles were changing volume by abrasion and attrition fracture
modes.
Immediately after σp,qs, a distribution of smaller, self-similar fragments was produced in the mi-
crosphere beds as seen by the particle size analysis techniques. This distribution was only present
in the 63-75 µm and 180-212 µm particles where it became clear that the 425-500 µm and polydis-
perse distributions produced a larger size range of fragments caused by the high number of initial
surface defects present in particles from the larger sieve fraction.
In the microsphere beds, fragmented particles continued to exhibit abrasion and attrition fracture
modes until void closure occurred bringing sample density to matrix-density due to the irregular
shape of the fragments from the initial total-fracture mode at σp,qs . No change in the modal
particle size of the microspheres throughout this regime was observed and the majority of volume
was composed of whole particles that were being prevented from fracturing by stress equilibration
caused by the surrounding pre-fractured material.
Close to the inferred values of matrix-density stress (σs,qs), particle agglomeration was observed
in the microsphere samples with both SEM and particle size analysis techniques. This indicated
the final stage of compaction where very few voids exist and the favoured densification mechanism
is that of plasticity within the fragmented material. No agglomeration was observed in the sand
as it is believed that the initial abrasion and attrition of the virgin material aided in filling voids
more effectively. However, the agglomeration mechanism cannot be eliminated as a densification
mechanism in sand.
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Quasi-static loading-to-fracture of single microspheres from the 180-212 µm and 425-500 µm was
completed to measure the axial fracture strength of single particles. The experiments on the 63-75
µm particles were not successful due to the elastic indentation of the tungsten loading anvils.
The axial load (Fc,1) required to fracture particles increased with increasing particle diameter.
When normalised to Hertzian contact stress (σc,1), this trend remained and appeared contradictory
to [63] [36] that demonstrated an increasing strength with decreasing particle diameter. The
measured values of σp,qs showed an increase in strength with decreasing particle diameter. By
assuming a hexagonal packing of spheres in a monolayer, the number of spheres increases with
increasing particle size. Therefore the axial stress required to fracture the total number of spheres
(n) in an monolayer of uniform microspheres (σc,n) increases with decreasing particle diameter.
The assumptions made to calculate σc,n include an axial loading state and a complete uniformity
of spheres in a theoretical monolayer. This, however is definitely not the case in a real bed of
microspheres.
Therefore the calculated values of σc,n do not agree with measured values of σp,qs due, mainly,
to the effect of 3-dimensional packing on the number of load carrying spheres in a monolayer to
bed. The number of load carrying spheres will always be less than the total number of spheres
but the proportion should remain constant with particle size. Therefore the magnitude σp,qs is
more likely dependent on the number of spheres per unit area and therefore the number of force
carrying contacts per unit area.
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Chapter 4
Experiments to Measure the Shock
Compaction Curve
4.1 Summary
The experiments within this chapter aimed to measure the macro-scale compaction behaviour of
beds composed of the brittle granular materials described in chapter 3. Two 50 mm single-stage
light-gas guns were used to conduct the series of plate impact experiments. An encapsulation
assembly was designed to support the granular bed during the shock-loading event that allowed
longitudinal stress to be measured in front of and behind the bed. Manganin longitudinal stress
gauges (LSG) were embedded within the PMMA encapsulation assembly to measure the incident
and transmitted shock-wave profiles. With this measurement of stress and wave transit time,
Rankine-Hugoniot jump conditions were applied to infer densification within the sample: the
validity of this assumption is discussed in chapter 5
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4.2 Methodology
Plate impact testing is a robust technique for subjecting materials to controlled and well-defined
stress pulses. A flyer plate is driven into a target material where, upon impact, shock pulses
are transmitted through the material. The magnitude of transmitted pulses are controlled by
the Hugoniot relationships of the impacting materials. Many proven techniques are available to
diagnose the transient and equilibrium state variables (Us, up, σx,y, ρ, T ) of loaded sample materials.
Plate impact experiments were conducted on granular samples between impact velocities of 230-
1080 ms−1 with longitudinal stresses (σx) of the incident shockwave ranging from 0.3 - 4.2 GPa in
order to measure a selection of incomplete density states including several states along the porous
Hugoniot to determine if complete compaction had been achieved. In addition to this, granular
bed thickness was varied to determine wether time-dependent wave evolution was occurring and
therefore if the wave was steady.
Sample Encapsulation
Figure 4.1 shows the sample confinement assembly. A flyer plate impacted the cover plate assembly
upstream of the granular bed. Within the cover plate assembly, a LSG (G1) was embedded to
measure the magnitude of the incident shock-wave and to provide a datum time (t0) for the shock
velocity measurement. The granular bed was confined by an aluminium ring. Predominantly
confinement rings had thickness xs = 4 mm but this dimension was varied between 2 and 6
mm to change the thickness of the granular bed to investigate wave evolution. Downstream of
the granular bed, an 11 mm thick backing assembly allowed the shock to be freely transmitted
through another LSG (G2) hence measuring the transmitted wave profile.
Poly(methyl methacrylate) (PMMA) was selected to confine the bed and hence transmit stress
waves to and from the microspheres. This choice was made for two reasons. Firstly, manganin
piezo-resistive longitudinal-stress gauges (LSG) were employed to measure longitudinal stress and
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Figure 4.1: Exploded view of the 50 mm confinement assembly showing position of front and
rear gauge assemblies. The thickness of the aluminium capsule ring was changed to vary the bed
thickness.
wave time of arrival (TOA) within the structure of the containment material. Insulation within
the gauge layer was required to prevent the gauge’s electrical contacts from shorting. This, coupled
with the need for a bonding agent, can lead to a thick gauge encapsulation assembly (circa. 100
µm) with a low shock impedance. With high impedance surrounding materials, stress waves
reverberate within this low impedance interface until an equilibrated stress state is achieved. The
resulting transmitted wave profile is therefore distorted by the reverberations at the interface and
will significantly increase the uncertainty in shock-wave TOA measurement. A study investigating
the effects of the gauge surrounding material impedance has found the apparent response time of
the gauge to be an order of magnitude higher when the impedance difference is high [66]. The
difference between the shock impedance of PMMA and the gauge bonding is negligible resulting
in an immeasurable amount of transient-wave perturbations.
Secondly, the aim of this study was to subject granular beds to stresses that corresponded to
equilibrium states of incomplete compaction. Therefore, is was necessary for the incident stress
wave to be of relatively low magnitude compared to states of complete compaction. The range
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of impact velocities available at local facilities dictated that a low shock-impedance encapsulation
material was required to generate the sub GPa stresses that were needed to explore the compaction
behaviour of the microspheres.
Discs (circa, 90 mm diameter) were cut from clear, cast acrylic PMMA sheet (CLEARX, Bay
Plastics Ltd, NE29 7UZ). The plates were then fly-cut to thickness to ensure the surfaces were
parallel to ± 2 µm. The thickness at the centre of the PMMA plates was measured to ± 1 µm.
After bonding, the front and rear plate assemblies were measured to determine the thickness of
the gauge encapsulation.
The LSGs were bonded between the plates with LoctiteTM 9483 low-viscosity epoxy resin. Stress
was applied around the gauge element to force air pockets away from the area. Any voids around
the gauge element would cause erroneous data or destroy the element during loading. Teflon
discs of similar thickness to the gauge element (87 ± 5 µm) were placed around the outer edge of
the encapsulation layer. This assured there was minimal bending within the 1 mm PMMA plate
during the epoxy curing process. Constant pressure was applied over the plates and the epoxy
was allowed to cure for 24 hours. Once cured, the plates were cleaned with acetone to remove any
excess resin.
The whole containment assembly was screwed to an aluminium alignment ring that mated to a
target alignment ring within the gas gun. The assembly was then measured along the longitudinal
axis to ± 1 µm . The thicknesses of the gauge layers (xG1 & xG2) and the granular bed (xs+ ∆xs)
were then calculated:
xG1 = xF − x1 − x2 (4.1)
xG2 = xR − x4 − x5 (4.2)
∆xS = xTot − xF − xR − x3 (4.3)
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Figure 4.2: (a) Exploded view and (b) assembled view of the 50 mm confinement assembly showing
position of front and rear gauge assemblies. The thickness of the aluminium capsule ring was
changed to vary the bed thickness.
Due to a small amount of flexure of the PMMA plates when the assembly was constructed, the
capsule ring ceased to be a good measure of bed thickness. Therefore the entire assembly was
measured (xTot) and the bed thickness calculated by equation 4.3. The additional volume created
by the flexure was assumed to be geometry similar to a section of a sphere (spherical cap) with
base radius equal to the radius of the confining ring. Therefore the total volume of the assembly
could be calculated:
V = pir2x3︸ ︷︷ ︸
CylindricalGeometry
+
1
3
pi∆xS(3r
2 + ∆x2S)︸ ︷︷ ︸
SphericalCapGeometry
(4.4)
where r is the radius of the aluminium ring. Once assembled, the volume was filled with glass
microspheres. A cutout in the side of the ring allowed filling. The mass of the granular sample
added was measured to ± 0.001 g. Periodically, during filling, the complete assembly was carefully
tapped 50 times with a plastic rod to gently excite the sample. The purpose of this was to cause
the granular sample to reach a packing fraction of random close-packed spheres [42]. Mechanical
vibration has been shown to cause a random loose-packed granular assembly to tend toward the
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random close-packed state [67]. This packing fraction was chosen as it is the most reproducible
initial sample state without deformation of the particles and to reproduce the packing state of
samples in chapter 3. In addition, the amount of possible inter-particle rearrangement during the
experiment was reduced. The cutout used for filling was then sealed with fast curing epoxy resin
to prevent the packing fraction and, therefore, density from changing.
Plate Impact Testing with Light-Gas Guns
A typical gas gun is shown in figure 4.3. High pressure gas is stored in a reservoir then released
to drive the projectile into the target. The pressure of the gas is selected to control the velocity
of the projectile and hence the impact conditions. The reservoir pressure is released by either a
fast-acting valve or double diaphragm method. This pressure acts upon the rear of the projectile
causing it to continuously accelerate throughout the barrel until it enters the expansion tank.
Before firing, the barrel and expansion assembly are held at vacuum (<25 mbar) for two reasons:
to increase the effective volume of the tank to ensure the firing gases create a minimal pressure
increase and to prevent a shock-wave forming in the gas ahead of the sabot. Gas-shocks preload
target materials which detract from the desired loading conditions.
Facilities at Cambridge University [68] and Cranfield University [69] were used for the 50 mm plate
impact experiments. Figure 4.3 shows the simplified configuration of the 50 mm single-stage light-
gas guns used to subject granular beds to shock pulses. The front face of the aluminium alignment
ring (figure 4.1) was mated to a target-alignment ring within the target chamber of the gun. At
the Cambridge facility, the rear face of the target alignment ring was aligned normal to the barrel
using three adjustment screws on an outer diameter. A linear variable differential transformer
(LVDT) jig was used to control the distance between different circumferential positions on the
target-alignment ring and the end of the barrel to less than ± 2 µm. This alignment (“tilt”)
was accurate to approximately ± 2 mrad although no diagnostics were implemented to confirm
the combination the impact tilt between the flyer plate and the cover plate assembly. At the
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Figure 4.3: (a) 50 mm single-stage light-gas gun showing target alignment assembly and sabot
in-flight and (b) impact of target occurs after velocity of a PMMA flyer plate is measured using
shorting pins.
Cranfield facility, a fixture was used to mount the target alignment ring to the end of the barrel.
This method is less accurate than the LVDT method but is likely more consistent. Again, no
diagnostics were implemented to measure the impact tilt and the alignment tilt is unknown.
Projectiles consisted of a flyer plate attached to either a nylon or polycarbonate sabot. PMMA
flyer plates were used to achieve impact stress up to 1.5 GPa. Above this stress, a oxygen-free
high thermal conductivity copper flyer plates were used. The flyer plates were fixed to the sabot
using superglue after which the impacting surface was skimmed on a lathe to ensure the face was
normal to the sabot body. This aimed to reduce the amount of tilt between the flyer plate and
the target cover plate. A aluminium ring was fixed to the circumference of the PMMA flyer plates
to provide a conducting surface to short the velocity pins. This ring had internal diameter of 46
mm and thickness of 1 mm to maximise the effective diameter of the PMMA flyer plate.
Flyer plate velocity was measured with four pairs of electrical shorting pins positioned between
the muzzle and the target. As the flyer plate makes contact with a pair of pins, an electrical signal
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is generated and measured with an oscilloscope. The known distance between pin pairs is divided
by the time difference between the four signals to calculate flyer plate velocity. At the Cambridge
facility, this method is accurate to approximately ± 1 % due to the uncertainty in the distance
between the pins. At the Cranfield facility, the accuracy it likely to exceed 5 % due to the larger
uncertainty of pin position. The pins were either made of graphite or brass depending on the
expected velocity of the flyer plate. The pins were also used to trigger the gauge-power supply
and the diagnostic oscilloscopes.
Manganin Stress Gauges
Figure 4.4: Manganin lon-
gitudinal stress gauge (LM-
SS-125CH-048) showing ac-
tive grid and solder pads.
Manganin piezoresistive longitudinal stress gauges (LM-SS-125CH-
048, Vishay Precision Ltd, 63 Lancaster Avenue, Malvern,
PA,19355-2120, USA) were employed to measure the incident and
transmitted stress-wave profiles to and from the granular bed (fig-
ure 4.4). The gauge element consisted of a manganin foil element
(thickness 50 µm ± 1%) deposited onto a glass-fibre-reinforced
epoxy-phenolic substrate (thickness 50 µm ± 1%) [70]. The stress
sensitive area, or active grid area, was 14.11 mm2 ± 1%. This
large area provided a spatially-averaged, macro-scale stress mea-
surement that was not susceptible to the local heterogeneity caused
by the granular bed. Assuming a regular packing of particles at the
capsule/particle interface, approximately 56 of the largest particles
would cover the area of the gauge element.
Strips of brass foil (thickness 25 µm) were soldered to the solder pads on the LSG to allow voltage
across the gauge element to be measured. Power was supplied to the gauge with a CK 2-50/0.050-
300 pulse power supply module (Dynasen Inc, 20 Arnold Pl. Goleta, CA, 93117, USA) [71].
Internally, the gauge was connected to a Wheetstone bridge where the compensating resistance
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was adjusted to match the gauge resistance prior to the experiment. Upon triggering, the supply
delivered 100 V to the gauge element for a duration of approximately 150 µs. The voltage across
the gauge element was measured using a Tektronix 7054 oscilloscope running at 250 MS/s or
similar. During wave transmission through the gauge element, the piezoresistive properties of the
manganin element caused a change in voltage that was measured with the oscilloscope.
The voltage-time wave profiles were reduced to longitudinal stress profiles using the empirical
calibration of Rosenberg et al. [72]. In manganin, there exists a elastic-plastic transition at 1.5
GPa. Therefore the calibration consists of two distinct regions: below 1.5 GPa, equation 4.5
is suitable and from 1.5 - 65 GPa a fourth order polynomial (equation 4.6) converts a change in
resistance (∆R) to a change in longitudinal stress. Prior to the construction of the gauge assembly,
the initial resistance (∆R0) of the gauge element was measured using a Keithley 2100 multimeter
to ± 0.01 Ω.
σx = 50
(
∆R
R
)
(4.5)
σx = A0 + A1
(
∆R
R
)
+ A2
(
∆R
R
)2
+ A3
(
∆R
R
)3
+ A4
(
∆R
R
)4
(4.6)
where σx is longitudinal stress within the gauge layer and A0, A1, A2, A3, and A4 are empir-
ical coefficients defined in [72]. After the power supply, and therefore Wheetstone bridge, was
connected to the gauges, a resistive shunt box was used to incrementally simulate the resistance
change across the gauge during the shock transmission. This voltage change was used to calculate
a second-order fit of voltage change vs resistance change to convert the experimentally measured
changes in voltage (∆V) to changes in resistance (∆R).
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Figure 4.5: Lagrangian x-t plots and typical gauge traces showing incident and transmitted wave
profiles from (a) two-wave and (b) one-wave structure of transmitted wave profile. Also shown
are the linear fits to wave profiles used to measure time and stress data.
4.3 Data Interpretation
Table 4.1 summarises the details of the experiments, where data were obtained, used to measure the
shock compaction of the granular samples. Included within these data are the relevant experiments
from chapter 5.
From these experiments, longitudinal stress-time profiles were obtained that are presented in
appendix A. Two distinct gauge profiles emerged from the experiments: those with one or two
waves present in the transmitted (G2) wave profiles shown in figures 4.5 (b) and (a) respectively.
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Figure 4.6: Hugoniots in stress-particle velocity space showing loading scenarios for (a) low stress
experiments where two-jump calculations were performed and (b) high stress experiments using
a copper impactor with a single jump.
The incident shock wave passing through the upstream PMMA gauge assembly can be seen in
the left hand portion of the G1 trace. A difference of impedance at the PMMA-granular sample
interface causes a release wave to be propagated in the PMMA which is evident both the G1
stress profiles (see 4.5). After a period of wave reflections, an equilibrium state is achieved in the
upstream PMMA that other authors have used as the Hugoniot stress within the granular sample
(e.g.:[25]). Measurement of this state within the front gauge package is complex to interpret
as it requires a good understanding of PMMA’s release properties and, crucially, the unloading
characteristics of the manganin gauge element.
It was assumed the incident wave entering the granular sample had similar rise-time to the wave
measured within the front PMMA gauge assembly therefore assuming a single wave TOA at the
PMMA-granular interface (t0). Arrival time, t
′
0, was measured at a point in the rise of the incident
shock wave where longitudinal stress was half that of σi to remove uncertainty associated with
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gauge noise. Therefore, by using the Hugoniot of PMMA, an estimation of t0 could be made:
t0 − t′0 =
x2
Us,f
=
x2
C0 + Sup,f
(4.7)
where Us,f and up,f are the shock velocity and particle velocity respectively within the PMMA
plate behind the front gauge package of thickness x2. The measured velocity of the flyer plate was
used to calculate up,f by intersection of the flyer and cover plate materials’ Hugoniots (figure 4.6).
For the symmetric impact condition involving a PMMA flyer, up,f was assumed to be half of the
impact velocity (Vi).
The downstream gauge (G2) measured the wave profile after it had formed in the granular sample.
Similarly, it was necessary to correct the wave arrival times to account for the time taken to pass
through the rear PMMA plate. It was not suitable to assume a single time correction for this wave
due to the significant rise time and wave structure. Therefore the measured time was corrected
incrementally for every measurement point on the data trace (t):
t = t′ − x4
Us,w
= t′ − x4
C0 + Sup,w
(4.8)
where t′ is the time measured at the gauge element, x4 is the thickness of the rear PMMA plate,
US,w and up,w are shock and particle velocities respectively along the gauge trace calculated from
Hugoniot parameters C0 and S from the measured stress within the PMMA. Treating this time
correction incrementally also removed the “shocking up” effect due to the increase in wavelet
velocities with increasing stress in PMMA.
The wave within the sample was assumed stationary and therefore Rankine Hugoniot Jump con-
ditions were applied to the wave structures to infer sample densification states. This assumption
is unlikely to be valid and is discussed in chapter 5. Shock velocity within the first wave was
calculated by assuming a single wave travelling at Us1 measured with TOA at a midpoint shown
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in figure 4.5:
Us1 =
xs
t01 +
1
2
(t1 − t01)− t0 (4.9)
where xs is the sample thickness and t1 & t01 are described in figure 4.5 but are corrected to
remove the effects of the rear PMMA plate. Longitudinal stress was then calculated within the
sample (σ1) using an impedance matching technique [73] assuming particle velocity was constant
at the PMMA-granular interface:
σ1 =
ρ00Us1 − ρ0,wUs,w
ρ0,wUs,w
. σw (4.10)
where ρ00Us1 and ρ0,wUs,w is the shock impedance of the granular sample and PMMA respectively
during precursor wave transition. Particle velocity and density within the sample could then be
calculated using the conservation of momentum and mass jump conditions:
up1 =
P1
ρ00Us1
(4.11)
ρ1
ρ00
= 1− up1
Us1
(4.12)
Similar techniques were used to calculate the states within the second jump. Eulerian forms of
the jump conditions were applied to allow for the non-zero states created by the first jump caused
by the precursor wave. Therefore the shock velocity measured within the manganin gauge was
Lagrangian (C2), i.e: with respect to the material that was moving at up1 after the first jump.
Therefore the Eulerian shock velocity Us2 was calculated by:
Us2 =
C2ρ00
ρ1
+ up1 =
xs
t02 +
1
2
(t2 − t02)− t0 .
ρ00
ρ1
+ up1 (4.13)
Particle velocity (up2) at the intersection between the sample Rayleigh line and the reversed
PMMA Hugoniot could then be calculated by solving a quadratic at state 2 and state 1 shown in
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figure 4.6 (a) and (b) respectively:
σ1 + ρ1(Us2 − up1)(up2 − up1)︸ ︷︷ ︸
Sample Rayleigh Line
= ρ0p(C0p + Sp(2upf − up2))(2upf − up2)︸ ︷︷ ︸
Reverse PMMA Hugoniot
(4.14)
therefore . . .
up2 =
−b±√(b2 − 4ac)
2a
(4.15)
where . . .
a = ρ0pSu
2
p1
b = −ρ0pC0p − 4ρ0pSupf − ρ1Us2 − ρ1up1
c = ρ0pC0p + 4ρ0pSupf − P1 − ρ1u2p1 + ρ1Us2up1
Subscript p refers to values for PMMA. By obtaining a value for up2, Eulerian jump conditions
could be applied to calculate σ2 and ρ2:
σ2 = σ1 + ρ1(Us2 − up1)(up2 − up1) (4.16)
ρ2
ρ1
= 1− up2 − up1
Us2 − up1 (4.17)
The specific internal energy within the sample was calculated using the jump condition:
E =
1
2
[(σ1 + σ0) (V0 − V1) + (σ2 + σ1) (V1 − V2)] (4.18)
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Code x2 xs x4 Flyer ρ0 Vi σi
(mm) (mm) (mm) (g cm−1) (mm µs−1) (GPa)
63-75 µm Soda-lime Glass Microspheres
CAV 32a 1.050 2.005 1.034 PMMA 1.542 0.381 0.65
CAV 33a 1.050 3.998 1.020 PMMA 1.471 0.394 0.68
CAV 39a 1.048 6.001 1.035 PMMA 1.476 0.385 0.66
CAV 38a 0.998 4.000 1.001 PMMA 1.468 0.591 1.07
CAV 40b 1.000 4.001 1.000 Aluminium 1.492 0.508 1.55
CAV 41a 1.001 3.997 1.000 Copper 1.529 0.596 2.17
CAV 37a 0.999 4.000 0.999 Copper 1.516 0.790 3.08
ISP 3c - 3.955 1.000 PMMA 1.502 - -
ISP 3c - 6.027 0.998 PMMA 1.502 - -
ISP 3c - 7.965 0.998 PMMA 1.502 - -
ISP 3c - 12.084 0.995 PMMA 1.502 - -
180-212 µm Soda-lime Glass Microspheres
CAV13a 1.000 2.006 1.002 PMMA 1.472 0.289 0.483
CAV 18a 1.001 3.989 1.002 PMMA 1.515 0.230 0.38
CAV 13a 1.000 2.006 1.001 PMMA 1.472 0.289 0.48
CAV 23a 1.000 4.003 1.000 PMMA 1.485 0.394 0.48
CAV 4a 0.996 1.999 0.998 PMMA 1.495 0.394 0.67
CAV 6a 0.992 4.000 0.994 PMMA 1.490 0.394 0.67
CAV 2a 1.000 4.000 1.001 PMMA 1.504 0.394 0.67
CAV 9a 1.002 5.998 1.001 PMMA 1.564 0.394 0.67
CAV 16a 0.999 3.988 1.000 PMMA 1.520 0.394 1.06
CAV 14a 0.998 6.000 0.994 PMMA 1.520 0.394 1.07
CAV 5a 0.996 2.001 0.998 PMMA 1.503 0.394 1.50
CAV 7a 0.996 3.998 0.998 PMMA 1.550 0.394 1.47
CAV 19a 1.001 3.986 0.999 Copper 1.529 0.394 2.15
CAV 22a 1.004 4.001 1.005 Copper 1.506 0.394 3.09
CAV 52b 1.009 3.929 0.997 Copper 1.490 0.394 3.64
ISP 0c - 3.759 0.996 PMMA 1.509 0.393 0.68
ISP 0c - 5.804 0.995 PMMA 1.509 0.393 0.68
ISP 0c - 7.732 1.002 PMMA 1.509 0.393 0.68
ISP 0c - 12.069 .996 PMMA 1.509 0.393 0.68
425-500 µm Soda-lime Glass Microspheres
CAV 48a 1.008 3.959 1.005 PMMA 1.487 0.237 0.39
CAV 67a 1.000 3.960 1.004 PMMA 1.493 0.299 0.50
CAV 35a 1.000 2.002 1.000 PMMA 1.578 0.393 0.68
CAV 36a 0.997 6.005 1.000 PMMA 1.501 0.391 0.67
CAV 31a 1.003 4.001 1.000 PMMA 1.510 0.589 1.07
CAV 29a 1.000 3.998 0.998 PMMA 1.504 0.799 1.53
CAV 25a 2.001 4.001 1.000 Copper 1.498 0.599 2.18
72 Chapter 4. Experiments to Measure the Shock Compaction Curve
Code x2 xs x4 Flyer ρ0 Vi σi
(mm) (mm) (mm) (g cm−1) (mm µs−1) (GPa)
CAV 28a 0.999 3.999 1.000 Copper 1.505 0.790 3.07
CAV 42b 1.000 3.996 1.001 Copper 1.523 0.923 3.74
ISP 1c - 3.852 1.001 PMMA 1.508 0.400 0.69
ISP 1c - 5.673 0.999 PMMA 1.508 0.400 0.69
ISP 1c - 7.716 0.999 PMMA 1.508 0.400 0.69
ISP 1c - 11.758 0.999 PMMA 1.508 0.400 0.69
ISP 2c - 3.852 1.000 PMMA 1.515 0.401 0.69
ISP 2c - 6.119 1.005 PMMA 1.515 0.401 0.69
ISP 2c - 8.004 1.001 PMMA 1.515 0.401 0.69
ISP 2c - 12.109 1.004 PMMA 1.515 0.401 0.69
Polydisperse Soda-lime Glass Microspheres
CAV 62a 1.003 3.947 0.999 PMMA 1.579 0.417 0.72
CAV 61a 0.997 3.951 1.000 PMMA 1.565 0.660 1.21
CAV 60a 1.000 3.945 0.999 PMMA 1.559 0.833 1.60
CAV 34a 1.005 3.949 1.008 Copper 1.559 0.605 2.21
CAV 56a 0.999 3.966 1.004 Copper 1.559 0.817 3.20
CAV 43a 1.997 3.962 1.006 Copper 1.554 0.906 3.65
ISP 4c - 3.788 1.005 PMMA 1.565 0.400 0.69
ISP 4c - 5.861 1.002 PMMA 1.565 0.400 0.69
ISP 4c - 8.134 1.001 PMMA 1.565 0.400 0.69
ISP 4c - 11.914 1.004 PMMA 1.565 0.400 0.69
Quartz Sand
CAV 58a 1.000 3.943 1.000 PMMA 1.563 0.236 0.39
CAV 49a 1.004 3.948 1.004 PMMA 1.541 0.297 0.50
CAV 65b 1.003 3.930 0.999 PMMA 1.555 0.390 0.67
CAV 51b 1.014 3.940 1.008 PMMA 1.533 0.673 1.24
CAV 64b 0.999 3.944 1.001 PMMA 1.529 0.849 1.63
CAV 59b 1.000 3.925 1.001 Copper 1.549 0.513 1.87
CAV 53b 1.009 3.938 0.997 Copper 1.534 0.910 3.68
Table 4.1: Summary of shock compaction experiments
showing relevant dimensions of the encapsulation assem-
bly, flyer material and velocity. Experiments were com-
pleted at three plate-impact facilities: Cambridge Uni-
versity a, Cranfield University b and Imperial College
London c. Uncertainties are quoted in the text.
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4.4 Results
Wave Profiles
Figure 4.7 shows the transmitted compaction-wave profiles from the microsphere shock compaction
experiments. The magnitude of stress has been corrected to show stress within the granular bed
by the method of Asay et al. [74]. The application of this method is described in chapter 5. These
waves have been colour coded to highlight the differences in wave with respect to particle size and
TOA has been adjusted to highlight differences in wave-front thickness. In the transmitted wave
profiles below 1 GPa, a precursor wave existed that was attached to the main compaction wave.
In the higher stress experiments, this wave was overtaken by the larger compaction wave to form
a single wave. The resulting waves consisted of only a ramped front with no discernible structure.
The largest rise time was observed in the lowest stress experiments on samples composed of 425-
500 µm bed (¿ 4 µs). With such a long rise time, the suitability of the “2-jump” method is called
into question as uncertainties associated with applying linear fits to wave structures are likely to
be relatively large.
The rise time of the waves appear to be dominated by particle size. The waves within 63-75 µm
particles have the shortest rise time and a trend of increasing wave rise-time with increasing particle
size clearly occurs with respect to the waves within 180-212 µm, 425-500 µm and polydisperse
microsphere beds. It is important to note that these waves were measured within the gauge
encapsulation layer and therefore the magnitude will be affected by wave superposition on the
PMMA/sample interface.
The 180-212 µm and polydisperse wave profiles show the closest agreement in rise time. Where
there is no precursor present, there is very little observable difference between the rise time of
these two waves. When a precursor is present, the difference in total rise time seems to be caused
by the precursor alone.
Figure 4.8 shows the transmitted wave profiles of three comparable bed thicknesses of experiments
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Figure 4.7: Transmitted wave profiles showing effect on wave structure with longitudinal stress
σx measured after 4.000 ± 0.050 mm. Wave TOAs have been adjusted so waves of similar stress
arrive at the same time.
Figure 4.8: Transmitted wave profiles from experiments on 63-75 µm, 180-212 µm and 425-500
µm microspheres measured after varying bed thickness at Vi ≈ 0.4 mm µs−1.
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on 63-75 µm, 180-212 µm and 425-500 µm microspheres. A constant impact velocity (Vi) of 0.4
mm µs−1 was used for all 9 experiments. The differences in Vi are evident in the transmitted
wave profiles in figure 4.8 as the final equilibrium stress varies considerably between experiments.
To compare these profiles and enable measurements of the differing transient states within the
precursor would require applying correction factors to the entire wave profile. This would not be a
good assumption and therefore it is not possible to make quantifiable comparisons regarding these
wave profiles as they are of dissimilar waves. An experiment that measured many transmitted
wave profiles simultaneously is required to complete this analysis.
There is a clear difference between the rise time and magnitude with respect to particle size of
the precursor waves present in the transmitted wave profiles in figure 4.8. The precursor wave
in the 63-75 µm microspheres is subtle and difficult to distinguish from the main wave front.
The waves do not appear to change with bed thicknesses indicating the wave is steady and non-
dispersive. The waves transmitted by the 180-212 µm and 425-500 µm change considerably at
the different bed thicknesses investigated within this study. In both of the larger monodisperse
microspheres, the precursor wave is dispersive and therefore increases in rise time. In the ca. 2
mm bed thicknesses, the wave transmitted by 180-212 µm particles exhibits a precursor wave but
the wave transmitted by the 425-500 µm particles does not. This is likely due to the relative scale
between the bed thickness and the particle size. The bed thickness is likely to consist of 10 of the
180-212 µm spheres but only 4 of the 425-500 µm spheres. Therefore the wave structure does not
have sufficient time to develop into a stationary wave within this small distance for the case of
the 425-500 µm spheres assuming that the processes occurring within the wave are dominated by
the scale of the particles.
It is possible that the stability of waves transmitted by the 63-75 µm microspheres is also due to
the relative scale between the bed thickness and the particle size. If the wave is developing and
reaching a steady state depending on the amount of particles it has transited then it could be
possible that there is a critical number of particles required to achieve this. This number must
be at least the number of particles that were passed in the 2.005 ± 0.008 mm bed of 63-75 µm.
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Therefore assuming a modal particle size (dm), a planar wave and the hexagonal-close-packed bed
of spheres, the number of spheres (N) requited to reach stability is at least:
N =
xs
dm
=
2.005
75× 10−3 ≈ 27 (4.19)
Therefore the theoretical critical bed thickness required to produce a steady wave within the 180-
212 µm and 425-500 µm should be 5.3 mm and 13.4 mm respectively. The largest bed thickness
achievable with the 50 mm light gas gun was ≈ 6 mm indicating a gun with larger bore would be
required to test this hypothesis.
A repeat of the 180-212 µm microsphere bed was conducted to determine whether experiments
were repeatable given the large variability of the measured properties associated with porous
materials. Both experiments were conducted on 4.000 ± 0.008 mm bed thickness and impacted
at Vi = 0.394 ± 1 % mm µs−1. Transmitted profiles from these experiments are shown as the
solid and dotted blue lines in figure 4.8. There is negligible difference between the profiles and any
variation falls within the translated effects from the associated uncertainties in ρ00, xs + ∆xs and
Vi. This gives confidence in the data from the other experiments by indication the experimental
technique is consistent for measuring transmitted wave profiles from granular materials. The
repeated experiment and the inferred stress and density states from the variable bed thicknesses
agreed well to within error.
The wave profiles transmitted by the quartz sand are shown in figure 4.9 (b). None of the profiles
exhibit an obvious precursor wave and the profiles appear vary ramped. It is possible that a small
precursor wave exists within the profile but it is likely that its presence would be masked by the
electrical noise that was present in all raw gauge data from sand. Figure 4.9 (a) shows one of
the voltage /time data traces obtained from a sand experiment. It was therefore necessary to
apply a smoothing algorithm to remove this noise so stress and time data could be accurately
extracted. The likely cause of this noise is the piezoelectric properties of quartz so when stress is
applied to the grains, a charge is produced that will be picked up by the gauge element and its
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Figure 4.9: (a) Effect of smoothing gauge traces from sand data and (b) wave profiles transmitted
through quartz sand showing effect on wave structure with longitudinal stress σx measured after
4.000 ± 0.050 mm. Wave TOAs have been adjusted so waves of similar stress arrive at the same
time.
connecting wires. Similar to the microsphere compaction waves, the waves within the sand bed
became steeper as stress increased.
Compaction Data
The calculated stress and density data for the compaction of the five granular samples are presented
in figure 4.10. In addition to these data, the theoretical porous Hugoniot has also been plotted
with values from table 3.1 in chapter 3.
The low-stress transmitted waves, exhibiting a precursor, were analysed assuming a densification
jump occurred within each wave. The results from this analysis are apparent in figures 4.10
(a) - (d) where the measured stress states around σp,s relates to the initial jump resulting from
the precursor wave. It was clear from the wave profile data that the magnitude of this wave
increased with decreasing particle size. In the analysed data, there is again a significant difference
in the magnitude of this initial jump (see table 4.2) once a shock state had been inferred. This
feature is qualitatively similar to the in-elastic transition (σp,qs) point seen in the quasi-static data
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Figure 4.10: Shock loading states in stress-density space with theoretical porous Hugoniots in
dashed lines for (a) 63-75 µm microspheres, (b) 180-212 µm microspheres, (c) 425-500 µm micro-
spheres (d) polydisperse microspheres (e) Eglin quartz sand and (f) all microsphere samples for
comparison.
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Sample ρ00 σp,s ρ1 PF1
63-75 µm 1.50 ± 0.02 g cm−3 0.16 ± 0.02 GPa 1.62 ± 0.06 g cm−3 0.65 ± 0.01
180-212 µm 1.51 ± 0.02 g cm−3 0.11 ± 0.01 GPa 1.60 ± 0.06 g cm−3 0.64 ± 0.01
425-500 µm 1.51 ± 0.02 g cm−3 0.07 ± 0.01 GPa 1.59 ± 0.06 g cm−3 0.64 ± 0.01
Polydisperse 1.56 ± 0.02 g cm−3 0.11 ± 0.01 GPa 1.66 ± 0.06 g cm−3 0.67 ± 0.01
Table 4.2: Stress-density states resulting from the precursor wave compaction.
from chapter 3 and is therefore possible that the same mechanism is causing densification in the
shock compaction data, i.e: the total fracture of load bearing microspheres within the bed. This
hypothesis is supported by the inferred packing fraction resulting from this jump. The maximum
packing fraction after the first jump in the mono-disperse microsphere beds was 0.65 ± 0.01 which
is similar to the close random packing fraction 0.6366 [67]. Therefore for a packing fraction close
to the maximum value for whole spheres, it can be assumed that there is a minimal amount of
fracture present in this precursor wave.
In all microsphere compaction curves, a large densification occurred with a relatively minor stress
increase after the state at σp,s. The fit applied to these data increases exponentially during this
compaction region from σp,s to σs,s:
σ = ea+bρ+cρ
2
(4.20)
The empirical fit varied between the differing microsphere sizes. This effect is most evident
in figure 4.10 (f). The smallest (63-75 µm) microspheres gave the highest resistance to shock
compression although data at the low stress portion of the compaction region is limited. The fit
data from the 180-212 µm samples did not differ significantly from the polydisperse samples in the
low stress portion of the compaction region (σp,s to σs,s) although there are significantly less data
in this region from the polydisperse samples compared to the other microspheres. The largest
microspheres (425-500 µm) had the weakest response. There was little relation between the data
from the polydisperse and 425-500 µm samples in the compaction region of the shock data despite
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the polydisperse mixture containing 50% of 425-500 µm microspheres by mass.
The intersection between the shock data fit and the theoretical porous Hugoniot (σs,s) varied
between the microsphere samples. There appears to be a trend of decreasing σs,s with decreasing
particle size. The value of σs,s for the polydisperse mixture did not appear to mimic any of
the values for its constituent parts: 180-212 µm or 425-500 µm microspheres. The uncertainty
associated with the measurement of σs,s is approximately ± 0.1 GPa due to the subjective variation
involved in the fitting process. The difference between values of σs,s is within this variance therefore
it can be assumed that this trend is valid although more experiments are necessary to obtain an
accurate measurement of σs,s.
All data from microsphere samples agreed with the theoretical porous Hugoniot within error.
However, higher stress data from 63-75 µm microsphere samples are limited beyond the inferred
value of σp,s which hinders any conclusions. The agreement indicates that the material within
these experiments reached 100% theoretical maximum density therefore concluding the entire
stress regime of the microsphere compaction curves had been measured.
The quartz sand showed a significantly different compaction response to the microsphere data that
can be seen in figure 4.10. The same fit (equation 4.20)was applied to these data as the microsphere
data which provided an adequate representation of the data. There was no measurable precursor
wave within the sand data therefore not making it possible to determine an initial jump state and
therefore no measurable value of σp,s.
The sand shock compaction data agrees very well with the data from Brown et al. [24] indicating
the method used to measure it was as correct as Browns’. There is no agreement with the shock
data and the theoretical porous Hugoniot calculated from the properties for quartz in table 3.1 in
chapter 3. At this stress, the lines appear to be on divergent paths. The exact cause for this is
unknown but it is likely due to the stress achieved within this set of compaction experiments not
being of sufficient magnitude to completely compact the sample. In addition to this, incomplete
chemical composition data were published for the Eglin sand in [47] and it is likely that the actual
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composition differs from that of pure crystalline quartz. This could have a dramatic effect on the
calculated Hugoniot shown in the figure.
Comparison with Quasi-static Compression Data
Figure 4.11 shows the stress-density response of the shock and quasi-static bed compaction.
The differences between the quasi-static data and shock data are mostly subtle for the cases of
the microsphere samples. The only significant difference is between the magnitude of σp,qs and
σp,s that is present throughout the microsphere samples (summarised in table 4.3). The largest
difference was in the polydisperse microspheres where the difference was 60 % but in the 63-75
µm microspheres, the difference was only 10 %. The cause of this is unknown.
The sand behaved very differently in the quasi-static and dynamic regimes (figure 4.11 (e)). The
initial portion of the curves are similar within error with neither curves displaying any measurable
values of σp,qs or σp,s. Beyond the initial compaction, the quasi-static stress states exhibited higher
densification than the equivalent stress states in the shock regime. It is not clear why the quartz
sand behaved in this way compared to the excellent agreement between the microsphere shock
and quasi-static data.
The data from Brown et al. shown in figure 4.10 (e) is a plot of the Hugoniot quoted in [24]
(Us = 0.243 + 2.348up) which appears to be a suitable representation for sand in this stress
regime.
The internal energy within the shock compacted sample was calculated by equation 4.18. The
energy consumed by the sample during quasi-static densification was approximated by assuming
all energy applied to the system was transferred to volume change only:
E = PdV ' σxdV (4.21)
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Figure 4.11: Comparison between quasi-static and shock loading states in stress-density space
with theoretical Hugoniots for (a) 63-75 µm microspheres, (b) 180-212 µm microspheres, (c) 425-
500 µm microspheres (d) polydisperse microspheres (e) Eglin quartz sand and (f) all microsphere
samples for comparison.
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Figure 4.12: Comparison between quasi-static and shock loading states in stress-internal energy
space for (a) 63-75 µm microspheres, (b) 180-212 µm microspheres, (c) 425-500 µm microspheres
(d) polydisperse microspheres and (e) Eglin quartz sand. Loading regimes produce similar energy
states at low stresses.
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where E is the energy consumed by the sample. Specific energy was calculated by dividing the
energy by the mass of the quasi-static sample. Figure 4.12 shows the energy consumed by the
sample during quasi-static and shock compression.
The internal energy in the shock compacted sample and the energy consumed by the quasi-static
sample were the same to within error in the lower stress microsphere experiments. The difference
in energy increased with stress indicating there may be significant dynamic effects occurring at
higher dynamic loads. The stress-density plots also differed at higher stresses that supports with
the difference in energy. This therefore implies that the energy dissipated by quasi-static processes
is the same in the early portion of the stress regime but, at higher stresses, energy dissipation by
dynamic-only processes occurs.
The energy consumed in the quasi-static and dynamic tests on the sand samples agreed throughout
the applied loads. This agreement is contradictory to the significant disagreement that can be
seen in stress-density space in figure 4.11 (e). The explanation for this effect may be complicated.
If the energy dissipated by quasi-static processes remained constant throughout the loading rates,
there would likely be a difference in energy when dynamic-only dissipation processes occurred.
This is not the case, indicating either that the compaction composes only of quasi-static energy
dissipation mechanisms or that dynamic-only energy dissipation mechanisms have similar effect
to the quasi-static mechanisms. It is clear that shock compaction of sand is not dominated by
quasi-static energy dissipation due to the large differences in stress-density responses therefore it
is likely that the shock compaction is dissipating similar energy due to dynamic-only processes.
However, this agreement may be a coincidence as the PdV approximation is likely incorrect as it
does not account for any energy dissipated elsewhere in the compaction system such as friction in
the assembly.
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Sample σp,qs σp,s σp,s/σp,qs
63-75 µm 0.15 ± 0.01 GPa 0.16 ± 0.02 GPa 1.1
180-212 µm 0.09 ± 0.01 GPa 0.11 ± 0.01 GPa 1.2
425-500 µm 0.05 ± 0.01 GPa 0.07 ± 0.01 GPa 1.4
Polydisperse 0.07 ± 0.01 GPa 0.11 ± 0.01 GPa 1.6
Table 4.3: Measured values of σp,qs and σp,s for the microsphere samples.
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4.5 Conclusions
The four microsphere distributions and quartz sand were subjected to shock impulses ranging from
0.3-4.2 GPa using the technique of plate impact loading. Manganin longitudinal stress gauges,
embed within a poly(methyl methacrylate) encapsulation assembly, measured wave transit time
over the granular sample beds. Granular bed thickness was also varied on selected experiments to
capture the effects of compaction wave evolution within the granular samples. Jump conditions
were applied to infer densification within the sample. Shock compaction data was also compared
against quasi-static data from chapter 3. Experimental consistency was demonstrated through
repeated experiments and analysis of the transmitted wave profiles where bed thickness was varied.
In all microsphere experiments at low stresses, transmitted wave profiles had a precursor wave at-
tached to the main wave. The densification jump associated with this wave produced a compaction
profile similar to the quasi-static data indicating a similar densification mechanism is likely to be
responsible for the cause of this precursor wave: the initial fracture of load bearing particles within
the granular bed. The magnitude of the inferred densification jump σp,s qualitatively agreed with
the trend of decreasing magnitude with increasing particle size discovered in the quasi-static data.
However, the measured values of σe,qs were found to be between 10 and 60 % lower than the
inferred values of σp,s indicating a strain-rate dependence associated with the fracture of the load
bearing microspheres. The wave profiles transmitted by the sand did not exhibit any discernible
precursor waves agreeing with the lack of any measurable value for σp,qs in the quasi-static data.
The transmitted wave profiles varied considerably with particle size and longitudinal stress. The
microsphere profiles showed a trend of increasing rise-time with increasing particle size. The
polydisperse microsphere samples showed most resemblance with the 180-212 µm microsphere
profiles. It appears that the size of the particles is the dominant factor in controlling wave rise-
time. The experiments conducted at similar impact velocity on the 180-212 µm and 425-500
µm particle beds revealed that the precursor wave was dispersing. The waves in the 63-75 µm
beds appeared to be steady indicating a critical number of particles and bed thickness required
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to develop a wave for a given particle size. This hypothesis was used to calculate the minimum
number of particles for larger diameter particles. The uncertainty in this hypothesis is currently
very large and further investigation is required. The slight variation in Vi caused large variation
in longitudinal stress within the wave profiles and to investigate the phenomenon of precursor
wave dispersion, single experiments with multiple bed thicknesses are required to eliminate the
variation in incident loading conditions. Experiments varying the bed thickness in the polydisperse
microspheres and sand were not conducted.
Compaction curves were generated by shock velocity measurements from the incident and trans-
mitted wave profiles. Either one or two densification jumps were calculated from transmitted
wave profiles that contained single or double waves respectively. The microsphere compaction
curves were similar in shape but differed with particle size producing a similar trend as seen in the
quasi-static data: an increasing resistance to densification with decreasing particle size. All curves
met the porous Hugoniot within the regime tested concluding the complete compaction regime
had been exceeded within this study. The intersection σs,s did not show any agreement with the
interpolated values of σs measured in the quasi-static testing. There was a trend of increasing σs,s
with increasing particle size for the monodisperse microsphere samples. The value of σs,s for the
polydisperse microspheres was higher than both the values for it’s constituent distributions.
Exponential fits to the microsphere shock compaction data showed good agreement to the quasi-
static data to within error. The main differences were the magnitude of σe and the upper region
approaching the porous Hugoniot although data at the low stress regime was limited in the micro-
sphere experiments due to the limitations imposed by the test facilities and experimental failures.
This indicates that a quasi-static analysis is a good approximation for the shock compaction of
the microspheres tested within this study although more investigation is needed to determine the
cause of the discrepancy in the measured values of σe.
The quasi-static and shock data differed significantly for the quartz sand. The shock data fit did
not approach the theoretical porous Hugoniot so no value of σp was measured. This is likely either
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due to uncertainties in the composition of the sand or the stress of the experiments in this study
did not achieve full compaction within the sand. Density states within the quasi-static data were
significantly higher compared to similar shock stress states indicating a strain-rate dependence in
sand. The exact cause of this is unknown and requires additional investigation. The shock data
from this study agreed well with the published Hugoniot for this sand by Brown et al. indicating
a consistency in both shock measurement techniques.
Chapter 5
Compaction-Wave Evolution within a
Granular Bed
5.1 Summary
Wave dispersion was measured within granular beds of soda-lime glass microspheres ranging from
4 - 12 mm thickness. A 100 mm single-stage light-gas gun was used to subject the beds to identical
incident shock pulses of ca. 0.7 GPa. Frequency shifted photonics Doppler velocimetry (PDV)
measured wave profiles transmitted by the granular samples in PMMA windows. Lagrangian
impedance matching techniques were applied to transmitted wave profiles to infer transient load-
ing paths. Precursor wave dispersion was highlighted as a significant contributing factor to the
difference in loading path with bed thickness.
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5.2 Methodology
The results from chapter 4 demonstrated that time-dependent dispersion was occurring within the
compaction waves transiting the microsphere beds. Multiple experiments were conducted with a
varying bed thickness to simulate the effects of run-distance on the transmitted stress wave profiles.
Inevitably there was variation in the impact conditions that prevented the accurate recreation of
incident waves within the varying bed thicknesses. Therefore, a need to measure the transmitted
wave within the same experiment was realised.
Experiments within this chapter aimed to measure the transmitted wave evolution within a granu-
lar bed given constant incident loading conditions. For this purpose, the 100 mm-bore single-stage
light-gas gun facility at The Institute of Shock Physics, Imperial College London was used to load
the samples. The large diameter of the bore provided a number of opportunities that were ex-
ploited during this series of experiments. Firstly, an increased bed thickness could be subjected to
a state of one-dimensional loading compared to that of a smaller gun for the reasons described in
chapter 2. This allowed investigation into the critical bed thickness theory by testing beds larger
than the inferred critical thickness for the 180-212 µm microspheres of ≈ 5.3 mm. Secondly, a
large loading area was available (4 times that of a 50 mm flyer plate) that provided space for
multiple diagnostics that enabling many bed thicknesses to be tested within each experiment.
The 100 mm microsphere target is shown in figure 5.1. The assembly consisted of a poly(methyl
methacrylate) (PMMA) capsule of 160 mm diameter containing a 95 ± 0.02 mm diameter granular
sample. A PMMA cover plate was attached to the front of the capsule of 2 mm thickness measured
across circumferentially and axially varying positions to ± 0.002 mm. Impact occurred at the
surface of this cover plate with a PMMA flyer plate, of thickness 30 ± 2 mm, attached to a
Delrin sabot. A PMMA symmetrical impact provided the low stress incident wave required to
develop a two-wave structure within the microsphere sample. Behind the granular sample, four
PMMA windows protruded into the microsphere bed to enable time-resolved particle velocity of
the transmitted wave profile to be measured at a reflective layer. Four, frequency shifted photonic
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Figure 5.1: 100 mm target assembly: (a) target mounted in gun showing position of diagnostics, (b)
cutaway view of target cell without granular sample and (c) position of windows within granular
bed highlighting wave profile (A-C), velocity (V) and tilt (1) PDV positions.
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Doppler velocimetry (PDV) fibre channels were used to measure the wave profiles as shown in
figure 5.1 labeled A - D.
PDV is a robust technique for measuring Eulerian surface velocity first developed by Strand et
al. [75]. Monochromatic light of wavelengths close to 1550 nm is used to illuminate a surface of
interest. When the surface is moving, the reflected light is Doppler shifted causing a frequency
change that is velocity dependent. The frequency change is subtle and direct measurements are
impossible with current techniques. Therefore the reflected light is mixed with a reference light
source to cause interference that is of low enough frequency to be measured with a digitiser. The
reference light source can either be the light from the same source as the Doppler shifter light
(non-frequency shifted) or from a different source (frequency shifting). Diagrams of the different
PDV systems are shown in figure 5.2. With non-frequency shifting, no interference occurs before
the surface of interest begins moving due to zero frequency difference between the emitted and
reflected light. In the case of frequency shifting, both light sources (laser 1 & 2) always have
a frequency difference and therefore interference is created with zero surface velocity. This is
advantageous when measuring low surface velocities due to the increased number of interference
fringes per unit velocity and therefore improved velocity resolution. The advantages of non-
frequency shifting allows a very accurate (ca. 1 ns) measurement of the time of the initial velocity
event to be made from where the first interference fringe occurs. This accuracy in TOA cannot
be made from frequency shifted PDV.
It was decided to implement frequency shifted PDV to measure the low velocity wave profiles
transmitted by the granular beds and non-frequency shifted PDV to measure the shock breakout
TOAs from the rear surface of the cover plate.
The windows consisted of 20 mm diameter cylinders cut from the cast PMMA described in chap-
ter 4. An aluminium layer of approximately 500 nm was placed on the upstream surface of the
window, normal to the shock direction, using the method of thermal thin film vapour deposition.
This layer was thin enough to assume that it had no effect on the shock transition through the
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Figure 5.2: PDV fibre probe and PMMA window arrangement. A 1 mm protective plate was
bonded to a reflective layer on the upstream window surface. A kinematic mount was used to
control the path of the light as shown.
window. A 1 mm PMMA plate was bonded, with Loctite 9483 epode resin, to the front of the
reflective layer to ensure the layer remained intact throughout the experiment. This also provided
a geometry that was similar to the manganin gauge assembly in the previous series of experiments.
The axial dimensions of the windows were controlled to cause the effective depth of the granular
bed to be varied (xA − xD).
The downstream transparent surface of the window was 70 from parallel to the upstream surface
(see figure 5.3). Light from the PDV probes was required to pass the transparent surface. An
inevitable reflection occurs from this surface, that if normal to the PDV probe, causes a large
intensity of unshifted light to be present in the PDV signal. Therefore to eliminate this effect, this
surface was angled to direct the reflected light away from the probe acceptance area. Kinematic
mounts were used to position the probe to resemble the optical path shown in figure 5.3.
The distance from the upstream surface of the window assembly to the cover plate recess was
measured to ± 4 µm therefore providing values of bed thickness (xA − xD). The flatness of the
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Figure 5.3: PDV fibre probe and PMMA window arrangement. A 1 mm protective plate was
bonded to a reflective layer on the upstream window surface. A kinematic mount was used to
control the path of the light as shown.
cover plate was not determined either before or after the assembly was filled with the granular
sample. It likely an unknown amount of flexure was present in the cover plate, therefore causing
uncertainty in the values of bed thickness and initial density (ρ00).
The volume of the granular capsule was calculated from the internal dimensions of the cavity. Due
to the large number of measurements, the uncertainty of this value is significant (ca. 3%). The
mass of granular sample added was measured to ± 0.01 g and the assembly was filled in the same
manner as in chapter 4. Therefore initial density (ρ00) could be calculated.
Due to the radial and circumferential positions of the windows with respect to the longitudinal
axis of the gun barrel, the tilt angle (θi) (see figure 5.1 (c)) at which impact occurred became a
significant factor in the measurement of impact TOA and therefore the determination of shock
velocity (Us). When impact occurs between the flyer and cover plates with tilt θi, different radial
and circumferential positions across the surface of the cover plate experience impact at differing
times. This caused a similar effect in the angle at which the shock front reached the rear surface
of the cover plate (θs). To measure this tilt, fibre PDV probes were mounted to measure the time
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at which the shock reached the rear surface of the cover at equispaced circumferential positions.
Four probes were mounted on PCD 95 mm spaced at 900 as shown in figure 5.1 (a). Their angular
position with respect to the datum shown in figure 5.4 (a) was measured to ± 10. To increase the
reflectivity of the rear surface of the cover plate an aluminium film was applied using the same
technique mentioned previously.
A piezo-electric pin (Dynasen CA-1136) was mated parallel to the impacting surface of the cover
plate to provide an impact trigger source (figure 5.1 (b)). An additional non-frequency shifted
PDV probe was placed within the cover plate facing the impacting surface of the flyer plate to
measure impact velocity to ± 0.1% (figure 5.1 (c)). Both the pin and the velocity PDV probe
were mounted on PCD 95 mm.
5.3 Data Interpretation
Shock Breakout Tilt Data
Figure 5.4 (a) shows the position of the four PDV tilt sensors 0-3. The method by Mitchell &
Nellis [76] was used to calculate the tilt and therefore time correction values. It would have been
advantageous to measure the difference in TOA at varying points across the axis of the cover plate
but, due to the nature of the experiment, tilt sensors would need to be placed within the granular
sample thus disturbing wave transmission. Therefore an estimation of impact flatness could not
be made.
Figure 5.5 (a) shows typical data from one of the non-frequency shifted PDV tilt sensors. The red
box outlines the interference or beat frequency from free-surface velocity of the rear surface of the
cover plate. This area has been enlarged in figure 5.5 (b) to show the position the measurement
of tj,i was made where i is the sensor number and j is the plane at which the sensor is positioned.
The value of i bears no relation to the sensor number shown in figure 5.1 (a), instead it is the
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Figure 5.4: Tilt analysis showing position of windows and PDV tilt sensors (a) and the sinusoidal
fit applies to TOA data (b).
Figure 5.5: Signal from a non-frequency shifted PDV tilt sensor (a) showing impact event in total
signal in red box and (b) zoomed area around impact event showing measurement position of tj,i.
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first sensor to respond and values increase in a clockwise order over the remaining 3 sensors.
Measurements of wave TOA from the reduced wave profile data has uncertainty of 100 ns which
can be as much as 50 % of the difference in TOAs between sensors hence the raw data are used.
The value of tj,i corresponded to the time when a beat frequency appeared in the digitiser signal
as shown in figure 5.5 (b). From the measurements of tj,i, an average TOA (tj,0) can be calculated
which represents the time of shock breakout in the centre of the cover plate:
tj,0 =
1
2
[
tj,1 + tj,3
2
+
tj,2 + tj,4
2
]
(5.1)
The deviation from this average shock breakout time was calculated and plotted in figure 5.4 (b).
The deviating data was fit to the following equation to obtain values for shock breakout tilt (θs)
and angle between the first responding detector and the axis of tilt (α0):
tj,i − tj,0 = −Rj tanθs cos(α0 + 90i)
Us,f
(5.2)
where Rj is the radius of sensors on the j
th plane, 90i is the sensor position and Us,f is the shock
velocity in the cover plate assuming a symmetrical impact at velocity Vi:
Us,f = C0,p +
SpVi
2
(5.3)
where C0,p and Sp are Hugoniot parameters for PMMA taken from [77]. Time correction factors
for each wave profile measurement could then be calculated by using equation 5.2 where values
of 90i and R were replaced by window positions. in some experiments, only three tilt sensors
recorded data. In these situations, a plane was fitted to the three time points to find the value of
t0.
The impact tilt (θi) and shock breakout tilt (θs) were calculated by the following relationship:
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Figure 5.6: Typical frequency shifted PDV data showing (a) raw signal of interference pattern
with area containing wave profile highlighted and (b) spectrogram in up − t space where colours
represent dominance of frequency.
tanθs
Us,f
=
tanθi
Vi
(5.4)
Calculated values for θs and θi are listed in table 5.1.
Wave Profile Measurements from PDV Data
As described earlier, frequency shifted PDV was used to measure the transient particle velocities
of an interfacial layer within the window material. A typical data series from the frequency shifted
PDV is shown in figure 5.6 (a) where the large amplitude signal at the left of the plot represents
the zero surface-velocity interference pattern. For interest, the portion that contains the wave
profile of interest is highlighted.
A preexisting PDV data analysis tool (HetVtool version.2.03) was used to produce the spectro-
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grams from the raw signal data: an example is shown in figure 5.6. The program uses Fourier
analysis to separate the multiple frequency components present in the digitiser data. The output
is a spectrogram that represents the frequencies present in the trace as a function of time. The
higher intensity frequencies should be related to the velocity of the surface of interest and are
therefore distinguishable from other frequency components. Therefore a region of interest can be
defined within the spectrogram and a velocity profile can be extracted by interpolation of the
intensity maxima.
There is a distinct frequency present in figure 5.6 (b) that appears as a zero velocity baseline.
The magnitude of this frequency is caused by the amount of reflectance of non-Doppler shifted
light interfering with the reference light. The angled downstream surface in the window design
mitigated this effect. This minimal amount of reflectance is typical of the components within the
system but higher intensity reflectance can cause uncertainties in the measurement of low velocities
through overlap of the spectral peaks in the low and zero velocity frequency components.
Wave Profile Analysis
The measured wave profiles within the PMMA took matching paths to the waves from the previous
experiments shown in the x-t diagram in figure 4.6 (a). As mentioned earlier, t0 was directly
measured from shock breakout at the rear surface of the cover plate. The transit time taken to
traverse the PMMA window protection plate of thickness x4 was calculated in the same manner
as chapter 4:
t = t′ − x4
Us,w
= t′ − x4
C0 + Sup,w
(5.5)
where t′ is the time point on the wave corresponding to a measured value of particle velocity on the
wave profile within the window material. Data in chapter 4 were analysed using subjective fits to
wave profiles. It was decided to apply a Lagrangian impedance matching method technique to the
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evolving waves within this chapter to remove this subjectivity. This method assumed every time
increment within the wave profile was an individual jump. This enabled a measurement of the
changing loading path as a function of time and additionally removed the uncertainty associated
with the fitting process. The method was published by Asay et al. [74].
Lagrangian shock velocity (C) was calculated incrementally along the profile where bed thickness
(h) remained constant in the Lagrangian reference frame:
C =
h
t
(5.6)
where values of h were the measured bed thicknesses xA−xD. This enabled the incremental particle
velocity jumps within the microsphere sample (dup,s) to be calculated for each wave profile:
dup,s =
1
2
(
dup,w +
dσw
ρ00C
)
(5.7)
or . . .
up,s2 = up,s1 +
1
2
(
up,w2 − up,w1 + σs,2 − σs,1
ρ00C
)
(5.8)
where ρ00 is the initial density of the microsphere sample and subscripts s and w refer to sample
and window respectively. The longitudinal stress (σw) within the window material was calculated
assuming states matched the Hugoniot relationship of Marsh:
σw = ρ0,w (C0 + Sup,w)up,w (5.9)
Lagrangian impedance matching analysis of the stress-time profiles in chapter 4 was completed
by a similar method:
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dσs =
1
2
(dσw + ρ00Cdup,w) (5.10)
Engineering strain (e) was calculated to infer densification (ρ) within the sample using the method
from [74]:
de =
dσs
ρ00C2
(5.11)
ρ =
ρ00
1− e (5.12)
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Code Sample ρ00 θi θs Vi
(g cm−3) mrad mrad mm µs−1
ISP 3 63-75 µm 1.50 ± 0.1 1.1 ± 0.3 7.5 ± 0.4 0.40 ± 0.01
ISP 0 180-212 µm 1.51 ± 0.1 0.7 ± 0.2 5.0 ± 0.4 0.393 ± 0.001
ISP 1 425-500 µm 1.51 ± 0.1 1.0 ± 0.2 10.5 ± 0.4 0.400 ± 0.001
ISP 2 425-500 µm 1.52 ± 0.1 1.8 ± 0.2 13.0 ± 0.4 0.401 ± 0.001
ISP 4 Polydisperse 1.57 ± 0.1 0.6 ± 0.2 4.5 ± 0.4 0.400 ± 0.001
Table 5.1: Description of experiments to measure transmitted wave evolution.
5.4 Results
A summary of the experiments undertaken to measure the evolution of low stress compaction waves
through granular beds is shown in table 5.1. Calculated values of impact tilt θi were significant
but small enough to assume the tilt correction is still valid.
One experiment (ISP 1) was conducted using non-frequency shifted PDV to measure wave profiles
within the window. The resolutions of the low velocity waves were not sufficient to conduct wave
profile analysis so data has been omitted from the Lagrangian impedance matching analysis. Data
from this experiment was analysed using the Eulerian jump method and compaction states are
included in chapter 4.
Transmitted wave profiles from the successful experiments are shown in figure 5.7. The time
scales of the profiles are corrected for the effects of variation in shock-breakout tilt and PMMA
transit time. The profiles of some transmitted waves differ considerably from those measured
by the LSGs in chapter 4. The transmitted profiles appear to display miniature peaks in both
the precursor wave and the main compaction wave. The number and magnitude of these peaks
increase with increasing particle size indicating these features are likely caused by the relative
sizes of the diagnostic active area. It was estimated that the spatially heterogeneous shock front
would equilibrate within the 1 mm PMMA plate upstream of the diagnostic interfacial layer. In
the case of the manganin stress gauges, the profiles were repeatable and it was therefore assumed
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that the shock front equilibrated to form a smooth, homogenous wave. This does not appear
to be a correct assumption due to the artefacts seen in the PDV wave profiles. The size of the
laser spot produced by the PDV was approximately 200 µm (0.03 mm2), orders of magnitude
smaller than the 14.15 mm2 active area of the manganin gauge element. When compared to the
size of the microspheres, this area is very small and therefore makes the assumption of a macro-
scale measurement questionable. The heterogeneity effects are substantial in the 425-500 µm (see
figure 5.7) but the 180-212 µm and polydisperse profiles appear to agree with the manganin stress
gauge data.
It is clear that the transmitted wave profiles are developing throughout the range of bed thick-
nesses. To understand the extent of this evolution further, a more quantifiable analysis technique
was required.
Figure 5.8 (left hand side) shows time-resolved transmitted stress-wave profiles with changing
Lagrangian bed thickness. Included within this data are profiles from chapter 4. Stress magnitudes
were calculated using the analysis shown in equation 5.7. Profile time-bases have been adjusted
to cause TOA of the profile from the thinnest bed to be t0,1 = 0. Calculated wave profiles (gauge
lines) were plotted along constant lines of constant Lagrangian thickness (h).
Lines joining points within the wave that share constant longitudinal stress have been plotted at
intervals of 0.1 GPa. The effect is a line that represents the changing velocity of a point of stress
termed path lines. Points were fitted using a second order polynomial to smooth the effects of
uncertainties in wave TOA. In figure 5.8 (right hand side) these lines have been plotted in h − t
space to show path line movement with respect to wave run distance.
Within the 63-75 µm beds, there continues to be no wave dispersion throughout the total 12
mm bed thickness. This is deduced from the parallel path lines visible in figure 5.8 and agrees
with the results from chapter 4. Therefore it can be assumed that this wave reached the steady
state condition within the first 4 mm of microsphere sample. It possible that the length scale
of the particles produce dispersion effects that are not measurable with the current experimental
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Figure 5.7: Transmitted wave profiles measured with PDV after ca. 4, 6, 8 and 12 mm bed
thicknesses. Profiles time-bases have been adjusted to remove the effects of shock-breakout tilt
and PMMA transit time.
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Figure 5.8: Transmitted wave profiles displayed in σ − h − t space (left) and h − t space (right)
showing gauge and path lines.
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assembly.
Within all three of the larger microsphere transmitted wave profiles, there is clear divergence of
the path lines fitted to points within the precursor wave. This indicates that the precursor wave
has not become steady within this range of bed thicknesses. The hypothesis of a critical bed
thickness required to produce a steady wave therefore appears to be invalid.
If wave dispersion is occurring, the assumption of a distinct equilibrium compaction state for these
microspheres would no longer be valid. Time dependent wave dispersion would cause a range of
compaction states to be produced as the wave transited a bed. Therefore the concept of a single
stress-density compaction curve could be fictitious.
The heterogeneity peaks in the wave profiles transmitted by the 425-500 µm microspheres were
responsible for the high degree of non linearity in the precursor path lines within this sample. A
diagnostic with larger sampling area is required to spatially average this heterogeneity to measure
a true macro-scale particle velocity.
Dispersion within the wave profiles appears to be limited to the precursor wave. Beyond the
magnitude of this, path lines associated with the second wave are parallel to within error. The
jump caused by the second wave is responsible for the bulk of the densification so it is probable
that the final compaction state is more dependent on the effects of this wave. If this larger wave is
more steady than the precursor, it is possible the effects of precursor dispersion are overshadowed
by this wave.
The results from the incremental impedance matching method of Asay are displayed in figure 5.9.
The Lagrangian loading path represents the incremental densification jumps that were experi-
enced within the wave profile. The uncertainties associated with the subjective wave profile
fitting process are removed in this analysis therefore improving the accuracy of the shock velocity
measurements. Therefore, lines are a path through the transient states the material experienced
during wave transition.
5.4. Results 107
Re-analysed data from chapter 4 are shown in the left column. The loading paths intersect the
states calculated by the 1-2 jump method of chapter 4 to within error. This indicates the two
methods are consistent with each other. It is evident that the low-stress loading paths follow the
linear interpolation between initial density (ρ00) and the state inferred from the precursor jump.
The effects of overdriving the sample are clear as the precursor state ceases to be passed. Instead
the loading path bypasses the precursor state which can be seen in the wave profiles exhibiting a
single wave structure.
The point at which the loading path terminates should be representative of the final compaction
state achieved as a result of the wave transition. Instead the loading paths exceed the states
calculated by the 1-2 jump method by a substantial amount in the majority of the experiments.
This is likely caused by the effects of wave superposition due to the long wave rise time at the
granular sample/window interface. The 1-2 jump method assumed the wave only had velocity
and hence magnitude was ignored in the calculation of the PMMA release state (see figure 4.6).
Despite this overshoot, the loading path passes the states calculated by the 1-2 jump method to
within error.
The right hand column of figure 5.9 shows the results of the Lagrangian impedance matching
analysis applied to the transmitted waves measured after approximately 4, 6, 8 and 12 mm bed
thicknesses and the associated states calculated by the 1-2 jump method. Again the Lagrangian
loading paths pass the shock-velocity states to within error.
The Lagrangian loading paths from the 63-75 µm beds show only a difference that is clearly within
error. In addition to this there was negligible dispersion measured within these beds so it is safe
to assume that the wave being transmitted by these particles was steady.
The loading paths generated from waves transmitted by the other microsphere samples do not
agree to within error either but the distribution between the paths from different bed thickness is
considerably larger. The shock-breakout tilt within these experiments was comparable with the
63-75 µm experiment suggesting that these differences do not arise as a result of excessive impact
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Figure 5.9: Data from the Lagrangian impedance matching analysis showing data from ca. 4 mm
beds from chapter 4 (left) and data from 4, 6, 8 and 12 mm beds.
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tilt.
The major source of the error associated with the Lagrangian analysis was due to the uncertainty
of the shock-breakout tilt correction applied to the wave TOAs. This would cause a random error
that would have a differing effect on each wave profile depending on the angular separation of
the window it was measured in. Therefore the window on the longitudinal axis (D, ca. 12 mm
bed thickness) has the least uncertainty associated with wave TOA due to tilt. An inaccurate tilt
measurement is likely to produce a distribution of loading paths around the 12 mm median path.
It it likely that this inaccuracy is having a significant effect on the distribution of the loading
paths in the data in figure 5.9 (right hand column). However, the axial TOA, and therefore shock
velocity, measurements represented in the data in the left hand column are not susceptible to the
uncertainties in impact tilt correction.
Notable differences in the early portion of the loading paths, between differing bed thicknesses in
the 425-500 µm and polydisperse microspheres, suggest there is a significant effect resulting from
dispersion within the precursor wave. Therefore it is likely that some of the differences in the later
stages of loading are caused by this initial precursor dispersion. The differences in initial loading
are separated by differences larger than error suggesting they are measurable differences.
Some of the discrepancy in the later stages of the loading paths from the 425-500 µm microspheres
is certainly due to the increasing peak stress with bed thickness that is evident in figure 5.7. It is
likely that the inconsistent loading state generated by the dispersing precursor wave is causing this
effect. This is speculation and the exact cause cannot be determined but it seems limited to the
waves within the 425-500 µm microsphere samples. A characteristic analysis method could be used
to remove the effects of the reflected wave components at the window interface but these methods
require the assumption that the material behaves isentropically during release from the shocked
state. This can not be assumed for the compaction of granular materials due to the certain
irreversibility of the fracture process. Meso-scopic hydrocode simulations could be a suitable
method for removing the effects of superposition. Measured wave profiles could be compared with
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simulated states within the compacting bed to determine the magnitude of the compaction wave
and eliminate uncertainties associated with impact tilt corrections.
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5.5 Conclusion
Waves transmitted by the microsphere samples were measured after 4, 6, 8 and 12 mm bed thick-
nesses to measure the extent of wave dispersion. Photonic Doppler velocimetry (PDV) measured
the particle velocity within a PMMA window downstream of the granular sample. Lagrangian
impedance matching methods [74] were applied to wave profile data to infer a stress-density loading
path.
The PDV wave profile data did not agree with the manganin gauge profile data from chapter 4 for
the 425-500 µm microsphere samples. It believed that this was due to the relative sizes between
the microspheres and the sampling area illuminated by the PDV fibre probe. The wave data
showed interference from the meso-scale variations in particle velocity therefore preventing a true
macro-scale wave measurement from being made. This increased the validity of the loading path
analysis method by producing inherently different wave transmitted wave profiles. The manganin
gauge data did not display any symptoms of heterogeneous variation in longitudinal stress due
to a relatively large sampling area therefore creating a spatially averaged stress measurements.
Therefore diagnostic techniques with suitable spatial averaging should be chosen to eliminate these
effects in wave profiles transmitted by heterogeneous media.
There was no measurable dispersion within the wave profiles transmitted by the 63-75 µm micro-
sphere samples. The wave remained steady throughout the range of bed thicknesses and there
were no measurable differences between the Lagrangian loading paths with respect to bed thick-
ness. It is likely that wave evolution is occurring within the transmitted wave profiles but the
effects are probably immeasurable due to the relatively small scale particles within these beds.
Waves transmitted by the 180-212 µm, 425-500 µm and polydisperse microsphere samples showed
measurable amounts of wave dispersion throughout the range of bed thicknesses apparent from
divergent stress path lines. The dispersion was limited to the precursor wave where the larger
succeeding compaction wave remained steady throughout increasing bed thickness to within ex-
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perimental uncertainty. Variation was present between Lagrangian loading paths calculated from
measurements after different bed thicknesses. Although the uncertainties in the tilt corrections
are likely to have a considerable effect on the loading paths, the variation was significant. The
apparent cause in this variation was precursor wave dispersion that induced a significant variation
in the lower stress region of the loading profile. By influencing the initial loading state, it is
possible that the effects of these differences were still significant in the higher stress region.
The analysis of this data is currently limited. The uncertainties in identical incident loading
conditions have a small but significant effect on the inferred loading paths. In addition, the effects
of wave superposition have currently not been accounted for which is increasing uncertainty in
shock velocity measurements and likely to obscure trends in loading path termination states. To
gain further insight into the evolution of these waves, data should be coupled with meso-scopic
simulations that capture the relative differences in scale between particles and beds and to attempt
to remove the effects of wave superposition at the granular/window interface.
Chapter 6
Conclusion
6.1 Summary of Thesis Achievements
The purpose of this thesis was to begin to understand the role that particle size plays in the
shock compaction of brittle granular materials. This study has concluded that the macro-scale
quasi-static and shock induced compaction of brittle granular materials is greatly influenced by
particle morphology and size.
Quasi-static compaction curves complimented with post-loading meso-scopic morphology analysis
revealed three distinct regimes where particle morphology was critical to the macro-scale material
behaviour; intra-particle elasticity, particle fracture and fragment/particle agglomeration. Spher-
ical particles, arranged in an ordered packing will behave elastically at significant loads due to
their regulated contacts and reduced geometric weaknesses. Beds of irregularly shaped particles
have inherent fragility in their contact network due to potential high loads being transmitted
through weak surface irregularities. These irregularities inevitably fail at relatively low applied
loads causing significant, irreversible densification. Therefore a distinct dependence on particle
shape occurs during initial densification.
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The stress that a bed of spherical particles could support during the intra-particle elasticity regime
proved to be dominated by the effects of particle size. The stress at which load-bearing particles
fractured increased as particle size decreased. This was contradictory to the trend of increasing
strength with increasing particle size observed during the testing of single, axially loaded spheres
and it likely due to the number of load-bearing particles in contact with a surface. This trend does
agree with many other investigations [63] [36], however, and the values of single sphere strength
may not be representative of the material on the macro-scale. However, this mechanism is limited
to the case of spherical particles due to the difference in dominant fracture modes. Within the
particle fracture region, regular spherical particles exhibited catastrophic failure while irregular
sand particles abraded and attrited indicating a strong dependance on particle morphology. Not
all particles within the granular beds fractured during the quasi-static tests suggesting that once
fragments surrounded the intact particles and homogenised the intra-particle loading, the total-
fracture mode ceased.
The shock compaction curves showed excellent agreement with the quasi-static curves indicat-
ing the densification mechanisms within this region were indeed quasi-static as Nesterenko and
Lazaridi describe [78]. Although experiments were in different strain-rate regimes, it is likely
that the same meso-scopic densification mechanisms are acting in a similar manner in both. The
intra-particle elasticity regime was inferred through the magnitude of a precursor wave attached
to the main shock front. The magnitude of stress showed the same trend with particle size as seen
in the quasi-static data indicating that granular beds can support more stress, elastically, when
composed of smaller particles.
The stability of the waves transmitted by the granular microsphere beds was investigated through-
out a number of bed thicknesses. The smallest particle sized beds showed no wave dispersion
throughout 2-12 mm bed thicknesses indicating the particle length scale was important when es-
tablishing a steady wave within a bed. When compared against other particles, in larger scale
experiments, this did not appear to be a valid assumption.
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Lagrangian loading paths were constructed for waves measured at different positions throughout
a microsphere bed. There was substantial difference in the transient and terminal loading states
between different waves for all microsphere distributions except the smallest particle size. This
suggests that the dispersing nature of brittle granular materials may prevent macro-scale assump-
tions such as compaction curve and Hugoniot, from being made due to the unsteadiness of the
compaction waves.
6.2 Future Work
Findings from this study have revealed that whilst the idea of an inferred macro-scale response for
a brittle granular material may be convenient for the purpose of generating compaction models,
it is unlikely that the assumptions of a steady compaction wave, and therefore a single material
response, are valid on this particle scale and shock pressure. Therefore future efforts should be
directed towards investigating the meso-scopic densification mechanisms that contribute to this
unsteadiness.
The diagnostics implemented in this study showed two different responses: the stress gauges
showed a macro-scale response that was averaged over hundreds of particles where the PDV
showed the meso-scopic variations only visible in a small sampling area. The meso-scopic response
therefore has the potential to me measured and when complimented with meso-sensitive models,
would enable more assumptions to be made about the inter-particle densification mechanisms that
are significant in the shock regime.
The crucial way to ultimately understand the meso-scale densification mechanisms is to conduct
post-shock sample recovery that could be compared with meso-scopic simulations of well charac-
terised microstructured.
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Appendix A
Longitudinal Stress Data from 50 mm Plate Impact Experiments
Figure A.1: Gauge trace - CAV 32. Figure A.2: Gauge trace - CAV 33.
Figure A.3: Gauge trace - CAV 39. Figure A.4: Gauge trace - CAV 38.
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Figure A.5: Gauge trace - CAV 40. Figure A.6: Gauge trace - CAV 41.
Figure A.7: Gauge trace - CAV 37. Figure A.8: Gauge trace - CAV 33.
Figure A.9: Gauge trace - CAV 13. Figure A.10: Gauge trace - CAV 18.
119
Figure A.11: Gauge trace - CAV 23. Figure A.12: Gauge trace - CAV 4.
Figure A.13: Gauge trace - CAV 6. Figure A.14: Gauge trace - CAV 2.
Figure A.15: Gauge trace - CAV 9. Figure A.16: Gauge trace - CAV 16.
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Figure A.17: Gauge trace - CAV 14. Figure A.18: Gauge trace - CAV 5.
Figure A.19: Gauge trace - CAV 7. Figure A.20: Gauge trace - CAV 19.
Figure A.21: Gauge trace - CAV 22. Figure A.22: Gauge trace - CAV 52.
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Figure A.23: Gauge trace - CAV 48. Figure A.24: Gauge trace - CAV 67.
Figure A.25: Gauge trace - CAV 35. Figure A.26: Gauge trace - CAV 36.
Figure A.27: Gauge trace - CAV 17. Figure A.28: Gauge trace - CAV 31.
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Figure A.29: Gauge trace - CAV 29. Figure A.30: Gauge trace - CAV 25.
Figure A.31: Gauge trace - CAV 28. Figure A.32: Gauge trace - CAV 42.
Figure A.33: Gauge trace - CAV 62. Figure A.34: Gauge trace - CAV 61.
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Figure A.35: Gauge trace - CAV 60. Figure A.36: Gauge trace - CAV 34.
Figure A.37: Gauge trace - CAV 56. Figure A.38: Gauge trace - CAV 43.
Figure A.39: Gauge trace - CAV 49. Figure A.40: Gauge trace - CAV 65.
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Figure A.41: Gauge trace - CAV 51. Figure A.42: Gauge trace - CAV 64.
Figure A.43: Gauge trace - CAV 59.
Appendix B
Raw Data from 100 mm Plate Impact Experiments
Figure B.1: Raw signal - ISP 0, Tilt 1. Figure B.2: Spectrogram - ISP 0, Tilt 1.
Figure B.3: Raw signal - ISP 0, Tilt 2. Figure B.4: Spectrogram - ISP 0, Tilt 2.
125
126 Appendix B. Raw Data from 100 mm Plate Impact Experiments
Figure B.5: Raw signal - ISP 0, Tilt 3. Figure B.6: Spectrogram - ISP 0, Tilt 3.
Figure B.7: Raw signal - ISP 0, Tilt 4. Figure B.8: Spectrogram - ISP 0, Tilt 4.
Figure B.9: Raw signal - ISP 0, 4 mm. Figure B.10: Spectrogram - ISP 0, 4 mm.
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Figure B.11: Raw signal - ISP 0, 6 mm. Figure B.12: Spectrogram - ISP 0, 6 mm.
Figure B.13: Raw signal - ISP 0, 8 mm. Figure B.14: Spectrogram - ISP 0, 8 mm.
Figure B.15: Raw signal - ISP 0, 12 mm. Figure B.16: Spectrogram - ISP 0, 12 mm.
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Figure B.17: Raw signal - ISP 0, Impact
Velocity.
Figure B.18: Spectrogram - ISP 0, Impact
Velocity.
Figure B.19: Raw signal - ISP 1, Tilt 1. Figure B.20: Spectrogram - ISP 1 Tilt 1.
Figure B.21: Raw signal - ISP 1, Tilt 2. Figure B.22: Spectrogram - ISP 1, Tilt 2.
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Figure B.23: Raw signal - ISP 1, Tilt 3. Figure B.24: Spectrogram - ISP 1, Tilt 3.
Figure B.25: Raw signal - ISP 1, Tilt 4. Figure B.26: Spectrogram - ISP 1, Tilt 4.
Figure B.27: Raw signal - ISP 1, 4 mm. Figure B.28: Spectrogram - ISP 1, 4 mm.
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Figure B.29: Raw signal - ISP 1, 6 mm. Figure B.30: Spectrogram - ISP 1, 6 mm.
Figure B.31: Raw signal - ISP 1, 8 mm. Figure B.32: Spectrogram - ISP 1, 8 mm.
Figure B.33: Raw signal - ISP 1, 12 mm. Figure B.34: Spectrogram - ISP 1, 12 mm.
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Figure B.35: Raw signal - ISP 1, Impact
Velocity.
Figure B.36: Spectrogram - ISP 1, Impact
Velocity.
Figure B.37: Raw signal - ISP 2, Tilt 1. Figure B.38: Spectrogram - ISP 2, Tilt 1.
Figure B.39: Raw signal - ISP 2, Tilt 2. Figure B.40: Spectrogram - ISP 2, Tilt 2.
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Figure B.41: Raw signal - ISP 2, Tilt 3. Figure B.42: Spectrogram - ISP 2, Tilt 3.
Figure B.43: Raw signal - ISP 2, Tilt 4. Figure B.44: Spectrogram - ISP 2, Tilt 4.
Figure B.45: Raw signal - ISP 2, 4 mm. Figure B.46: Spectrogram - ISP 2, 4 mm.
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Figure B.47: Raw signal - ISP 2, 6 mm. Figure B.48: Spectrogram - ISP 2, 6 mm.
Figure B.49: Raw signal - ISP 2, 8 mm. Figure B.50: Spectrogram - ISP 2, 8 mm.
Figure B.51: Raw signal - ISP 2, 12 mm. Figure B.52: Spectrogram - ISP 2, 12 mm.
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Figure B.53: Raw signal - ISP 2, Impact
Velocity.
Figure B.54: Spectrogram - ISP 2, Impact
Velocity.
Figure B.55: Raw signal - ISP 3, Tilt 1. Figure B.56: Spectrogram - ISP 3, Tilt 1.
Figure B.57: Raw signal - ISP 3, Tilt 2. Figure B.58: Spectrogram - ISP 3, Tilt 2.
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Figure B.59: Raw signal - ISP 3, Tilt 3. Figure B.60: Spectrogram - ISP 3, Tilt 3.
Figure B.61: Raw signal - ISP 3, Tilt 4. Figure B.62: Spectrogram - ISP 3, Tilt 4.
Figure B.63: Raw signal - ISP 3, 4 mm. Figure B.64: Spectrogram - ISP 3, 4 mm.
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Figure B.65: Raw signal - ISP 3, 6 mm. Figure B.66: Spectrogram - ISP 3, 6 mm.
Figure B.67: Raw signal - ISP 3, 8 mm. Figure B.68: Spectrogram - ISP 3, 8 mm.
Figure B.69: Raw signal - ISP 3, 12 mm. Figure B.70: Spectrogram - ISP 3, 12 mm.
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Figure B.71: Raw signal - ISP 3, Impact
Velocity.
Figure B.72: Spectrogram - ISP 3, Impact
Velocity.
Figure B.73: Raw signal - ISP4, Tilt 1. Figure B.74: Spectrogram - ISP4, Tilt 1.
Figure B.75: Raw signal - ISP4, Tilt 2. Figure B.76: Spectrogram - ISP4, Tilt 2.
138 Appendix B. Raw Data from 100 mm Plate Impact Experiments
Figure B.77: Raw signal - ISP4, Tilt 3. Figure B.78: Spectrogram - ISP4, Tilt 3.
Figure B.79: Raw signal - ISP4, Tilt 4. Figure B.80: Spectrogram - ISP4, Tilt 4.
Figure B.81: Raw signal - ISP4, 4 mm. Figure B.82: Spectrogram - ISP4, 4 mm.
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Figure B.83: Raw signal - ISP4, 6 mm. Figure B.84: Spectrogram - ISP4, 6 mm.
Figure B.85: Raw signal - ISP4, 8 mm. Figure B.86: Spectrogram - ISP4, 8 mm.
Figure B.87: Raw signal - ISP4, 12 mm. Figure B.88: Spectrogram - ISP4, 12 mm.
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Figure B.89: Raw signal - ISP4, Impact
Velocity.
Figure B.90: Spectrogram - ISP4, Impact
Velocity.
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