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Abstract
We construct explicit resolutions of Weyl modules by divided pow-
ers and of co-Specht modules by permutational modules. We also
prove a conjecture by Boltje-Hartmann [BH10] on resolutions of co-
Specht modules.
Introduction
Schur algebras are fundamental tools in the representation theory of the gen-
eral linear group GLn (R) and of the symmetric group. In fact, over infinite
fields, the category of homogeneous polynomial representations of degree r
of GLn (R) is equivalent to the category of finite-dimensional modules for the
Schur algebra SR (n, r). If r ≤ n, the use of the Schur functor (see [Gre07,
§6]) allows us to relate these categories to the category of finite-dimensional
representations of the symmetric group Σr.
Introduced by I. Schur in his doctoral dissertation [Sch01] in 1901, for
the field of complex numbers, Schur algebras were generalized for arbitrary
infinite fields by J.A. Green in [Gre07]. The Schur algebra SR (n, r), for a
∗The second author’s work is supported by the FCT Grant SFRH/BPD/31788/2006.
Financial support by CMUC/FCT gratefully acknowledged by both authors.
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commutative ring R with identity, was introduced by K. Akin and D. Buchs-
baum in [AB88] and by Green in [Gre93].
If R is a noetherian commutative ring, SR (n, r) is quasi-hereditary. So
it is natural to ask for the construction of projective resolutions of Weyl
modules, which are the standard modules in that case.
In their work on characteristic-free representation theory of the general
linear group [ABW82], [AB85], [AB88], Akin, Buchsbaum, and Weyman
study the problem of constructing resolutions of Weyl modules in terms of
direct sums of tensor products of divided powers of Rn. Moreover, they ask
for these resolutions to be finite and universal (defined over the integers).
This task was accomplished for Weyl modules associated with two-rowed
partitions in [AB85] and three-rowed (almost) skew-partitions in [BR01].
Using induction, and assuming these resolutions are known for m-rowed (al-
most) skew-partitions, for allm < n, such resolutions are presented in [BR01]
for all n-rowed (almost) skew-partitions. But, in general, no explicit descrip-
tion of such complexes is known.
In this paper we use the theory of Schur algebras to give an answer to
the above construction problem for an arbitrary partition.
Denote by Λ (n; r) (respectively Λ+ (n; r)) the set of all compositions (re-
spectively partitions) of r into at most n parts. For each λ ∈ Λ+ (n; r)
write WRλ for the Weyl module over SR (n, r) associated to λ. The Schur
algebra SR (n, r) has a decomposition of the identity as a sum of orthogo-
nal idempotents ξµ, where µ ∈ Λ (n; r). The projective module SR (n, r) ξµ
is isomorphic as a GLn (R)-module to the tensor product of divided powers
Dµ1 (R
n) ⊗R · · · ⊗R Dµn (R
n). Hence, the construction of a universal pro-
jective resolution of the Weyl module WRλ in terms of direct sums of the
projective modules SR (n, r) ξµ will give an answer to the problem posed by
Akin and Buchsbaum.
The Borel-Schur algebra S+R (n, r) is a subalgebra of SR (n, r) introduced
by Green in [Gre93] (see also [Gre90]). It is an algebra with interesting
properties. All the idempotents ξµ are elements of S
+
R (n, r) and we have
SR (n, r)⊗S+
R
(n,r) S
+
R (n, r) ξµ
∼= SR (n, r) ξµ.
Moreover, for every λ ∈ Λ+ (n, r) there exists a rank one S+R (n, r)-module
Rλ such that SR (n, r)⊗S+
R
(n,r) Rλ
∼= WRλ .
Woodcock [Woo94b] proved that if R is an infinite field then the mod-
ules Rλ, λ ∈ Λ
+ (n, r), are acyclic with respect to the induction functor
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SR (n, r) ⊗S+
R
(n,r) −. The first author proved in [San93] that the modules
S+R (n, r) ξµ are principal projective modules in this case. Therefore, applying
the induction functor to a projective resolution of Rλ we obtain a resolution
of WRλ by direct sums of modules SR (n, r) ξµ.
In Theorem 5.2 we show that the modules Rλ are acyclic with respect
to the induction functor SR (n, r)⊗S+
R
(n,r) − in the case of an arbitrary com-
mutative ring R. Then we construct a universal resolution of Rλ by direct
sums of modules S+R (n, r) ξµ, µ ∈ Λ (n; r). Applying the induction functor
we obtain a universal resolution of the Weyl module by direct sums of the
modules SR (n, r) ξµ, µ ∈ Λ (n; r).
For λ ∈ Λ+ (n; r), a complex
(
C˜λk , k ≥ −1
)
was constructed in [BH10].
In this complex, C˜λ−1 is the co-Specht module associated with λ and C˜
λ
k are
permutational modules over Σr for k ≥ 0. Boltje and Hartmann conjectured
that C˜λ∗ is exact and thus gives a permutational resolution for the co-Specht
module.
In Theorem 7.2 we will show that if we apply the Schur functor to our
resolution of the Weyl module SR (n, r) ⊗S+
R
(n,r) Rλ, we obtain C˜
λ
∗ . As the
Schur functor is exact, this proves Conjecture 3.4 in [BH10].
It should be noted that several other results are known if we look for
resolutions of Weyl modules by divided powers in the case R is a field. In
[Zel87], [Aki88] and [Woo94a] such resolutions are described if R is a field
of characteristic zero. Their proofs use the BGG-resolution. Also in this
case, resolutions are given in [AB10], for three-rowed (almost) skew-partitions
using the technique developed in [BR01].
If R is a field of positive characteristic, projective resolutions of the simple
S+R (n, r)-modules Rλ are constructed in [Yud08], for the cases n = 2 and
n = 3. Using the induction functor, one gets resolutions of the corresponding
Weyl modules by divided powers for n = 2, 3.
The present paper is organized as follows. In Section 1 we introduce the
combinatorial notation. In Section 2 we recall the definition of Schur algebra
and give a new version of the formula for the product of two basis elements
of SR (n, r), which seems to be well suited to our work with divided powers.
Section 3 is technical and is included for the convenience of the reader.
It explains what the reduced bar construction looks like for augmented al-
gebras in the monoidal category of S-bimodules, where S is an arbitrary
commutative ring.
Section 4 is dedicated to the Borel-Schur subalgebra S+R (n, r). We apply
3
the reduced bar construction to obtain a projective resolution for every rank
one module Rµ, µ ∈ Λ (n; r).
Section 5 contains the main result (Theorem 5.2) of the paper.
In Sections 6 and 7 we explain how our results prove Conjecture 3.4
in [BH10].
In an appendix we show that the Schur algebra definition used in this
paper is equivalent to the one given in [Gre93]. Then we construct an ex-
plicit isomorphism between Dλ (R
n) and SR (n, r) ξλ, as this seems to be
unavailable in published form. We also recall the theory of divided powers.
1 Combinatorics
In this section we collect the combinatorial notation used in the paper. We
will give general definitions which include as partial cases the usual tools in
the subject such as multi-indices, compositions, etc.
We denote by R a commutative ring with identity e, and n and r are
arbitrary fixed positive integers. For any natural number s we denote by s
the set {1, . . . , s} and by Σs the symmetric group on s. Given a finite set X ,
we write:
• µ = (µx)x∈X and |µ| =
∑
x∈X µx, for each map µ : X → N0 given by
x 7→ µx.
• Λ (X, r) := {µ : X → N0 | |µ| = r}.
• wt (u) ∈ Λ (X, r), for the map defined by
wt (u)x = # { s |us = x, s = 1, . . . , r} ,
for each u ∈ Xr.
The symmetric group Σr acts on the right of X
r in the usual way:
(x1, . . . , xr) σ =
(
xσ(1), . . . , xσ(r)
)
.
Identifying wt (u) with the Σr-orbit of u ∈ X
r, we can think of Λ (X, r) as
the set of Σr-orbits on X
r. We will write u ∈ ω if wt (u) = ω.
Next we consider several particular cases of the definitions given above.
We write I (n, r) for nr. The elements of I (n, r) are called multi-indices and
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will be usually denoted by the letters i, j. We identify the sets (n× n)r and
I (n, r)× I (n, r) via the map
((i1, j1) , . . . , (ir, jr)) 7→ ((i1, . . . , ir) , (j1, . . . , jr)) .
Similarly (n× n× n)r will be identified with I (n, r)× I (n, r)× I (n, r).
The sets Λ (n, r), Λ (n× n; r), and Λ (n× n× n; r) will be denoted by
Λ (n; r), Λ (n, n; r), and Λ (n, n, n; r), respectively. We can think of the ele-
ments of Λ (n; r) as the compositions of r into at most n parts, and we will
write Λ+ (n; r) for those (λ1, . . . , λn) ∈ Λ (n; r) that verify λ1 ≥ · · · ≥ λn
(the partitions of r into at most n parts). The elements of Λ (n, n; r) are
functions from n× n to N0 and can be considered as n× n matrices of non-
negative integers (ωs,t)
n
s,t=1 such that
∑n
s,t=1 ωst = r. Similarly, the elements
of Λ (n, n, n; r) can be interpreted in terms of 3-dimensional n×n×n tensors.
Note that the weight function on I (n, r) coincides with the one defined
in [Gre07]. Now, given ω = (ωst)
n
s,t=1 ∈ Λ (n, n; r) and θ = (θs,t,q)
n
s,t,q=1 ∈
Λ (n, n, n; r) we will define ω1, ω2 ∈ Λ (n; r) and θ1, θ2, θ3 ∈ Λ (n, n; r) by
(
ω1
)
t
, =
n∑
s=1
ωst,
(
ω2
)
s
=
n∑
t=1
ωst;
(
θ1
)
tq
=
n∑
s=1
θstq,
(
θ2
)
sq
=
n∑
t=1
θstq,
(
θ3
)
st
=
n∑
q=1
θstq.
Remark 1.1. If i, j, k ∈ I (n, r) then it can be seen from the definition of
the weight function that
wt (i, j)1 = wt (j) , wt (i, j)2 , = wt (i) ;
wt (i, j, k)1 = wt (j, k) , wt (i, j, k)2 = wt (i, k) , wt (i, j, k)3 = wt (i, j) .
2 The Schur algebra SR (n, r)
In this section we recall the definition of the Schur algebra SR (n, r) over a
commutative ring and give a new version of the formula for the product of
two basis elements of this algebra (cf. [Gre07, (2.3.b)] and [Gre90, (2.6)]).
Let { es | 1 ≤ s ≤ n} be the standard basis of R
n. For every i ∈ I (n, r)
define ei = ei1 ⊗ · · · ⊗ eir . Then { ei | i ∈ I(n, r)} is a basis for (R
n)⊗r and
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EndR
(
(Rn)⊗r
)
has basis { ei,j | i, j ∈ I(n, r)}, where the map ei,j is defined
by
ei,jek := δjkei, i, j, k ∈ I(n, r).
The action of Σr on I (n, r) extends on (R
n)⊗r to eiσ := eiσ and turns (R
n)⊗r
into a right RΣr-module.
Definition 2.1. The Schur algebra SR (n, r) is the endomorphism algebra of
(Rn)⊗r in the category of RΣr-modules.
The action of Σr on (R
n)⊗r induces a Σr-action on EndR
(
(Rn)⊗r
)
by
(fσ) (v) := f (vσ−1) σ. On the basis elements this action is ei,jσ = eiσ,jσ. We
have, by Lemma 2.4 in [Fei82], SR (n, r) ∼=
(
EndR (R
n)⊗r
)Σr
.
For ω ∈ Λ (n, n; r) define ξω ∈ SR (n, r) by
ξω :=
∑
(i,j)∈ω
ei,j.
Since Λ (n, n; r) is identified with the set of Σr-orbits on I (n, r)× I (n, r) via
wt, the set { ξω |ω ∈ Λ (n, n; r)} is a basis for SR (n, r).
Remark 2.2. The definition of Schur algebra we use is equivalent to the one
given by J.A. Green in [Gre93] (cf. Theorem A.1). Note that Green writes
ξi,j where we have ξwt(i,j) for i, j ∈ I (n, r). In the case R is an infinite field,
this definition of SR (n, r) is also equivalent to the one given in [Gre07].
For λ ∈ Λ (n; r) we write ξλ for ξdiag(λ). It is immediate from the definition,
that
∑
λ∈Λ(n;r) ξλ is an orthogonal idempotent decomposition of the identity
of SR (n, r).
Next we will deduce a product formula for any two basis elements of
SR (n, r). Let θ ∈ Λ (n, n, n; r). We write [θ] ∈ N0 for the product of binomial
coefficients:
n∏
s,t=1
(
(θ2)st
θs1t, θs2t, . . . , θsnt
)
.
Proposition 2.3. For any ω, π ∈ Λ (n, n; r) we have
ξωξπ =
∑
θ∈Λ(n,n,n;r): θ3=ω, θ1=π
[θ] ξθ2. (1)
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Proof. We have
ξωξπ =
 ∑
(i,j)∈ω
ei,j
 ∑
(l,k)∈π
el,k
 = ∑
(i,j,k): (i,j)∈ω, (j,k)∈π
ei,k.
Note that the right hand side of the above formula is Σr-invariant.
From Remark 1.1 it follows that if wt (i, j, k) = θ ∈ Λ (n, n, n; r), then
(i, j) ∈ ω if and only if ω = θ3, and (j, k) ∈ π if and only if π = θ1. Thus
ξωξπ =
∑
θ : θ3=ω, θ1=π
∑
(i,j,k)∈θ
ei,k.
Let us fix θ ∈ Λ (n, n, n; r) such that θ1 = π and θ3 = ω. Then (i, j, k) ∈ θ
implies that (i, k) ∈ θ2. Thus
∑
(i,j,k)∈θ ei,k is a multiple of ξθ2, where the
multiplicity is given by the number
# { j | (i, j, k) ∈ θ}
for each pair (i, k) ∈ θ2. Now we fix (i, k) ∈ θ2 and define the sets Xsq by
Xsq := { 1 ≤ t ≤ r | it = s, kt = q} .
For every j such that (i, j, k) ∈ θ and 1 ≤ s, q ≤ n we define the function
Jsq : Xsq → n
t 7→ jt.
Then defining wt (Jsq) by
wt (Jsq)v = # { t ∈ Xsq | Jsq = v} ,
we get wt (Jsq) = (θs1q, . . . , θsnq). On the other hand if we have a collection
of functions (Jsq)
n
s,q=1 such that wt (Jsq) = (θs1q, . . . , θsnq), then we can define
j ∈ I (n, r) by jt = Jsq (t) for t ∈ Xsq. Since r is the disjoint union of the
sets Xsq the multi-index j is well defined. Moreover,
wt (i, j, k)stq = # { 1 ≤ v ≤ r | iv = s, jv = t, kv = q} = wt (Jsq)t = θstq.
Thus (i, j, k) ∈ θ. This gives a one-to-one correspondence between the set
of those j ∈ I (n, r) such that (i, j, k) ∈ θ and the set of collections of
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functions (Jsq)
n
s,q=1, Jsq : Xsq → n such that wt (Jsq) = (θs1q, . . . , θsnq) for all
1 ≤ s, q ≤ n. The number of possible choices for each Jsq is(
θs1q + · · ·+ θsnq
θs1q, . . . , θsnq
)
=
(
(θ2)sq
θs1q, . . . , θsnq
)
.
Since the choices of Jsq for different pairs (s, q) can be done independently
we get that the number of elements in { j | (i, j, k) ∈ θ} is given by [θ].
Remark 2.4. Given ω, π ∈ Λ (n, n; r) if there is θ ∈ Λ (n, n, n; r) such that
θ3 = ω and θ1 = π then
ω1 =
(
θ3
)1
=
(
θ1
)2
= π2.
Thus if ω1 6= π2 then ξωξπ = 0. From this and the definition of ξλ it follows
that
ξλξω =
{
ξω, λ = ω
2
0, otherwise
ξωξλ =
{
ξω, λ = ω
1
0, otherwise.
3 The reduced bar construction
In this section we recall the construction of the reduced bar resolution. This
is a partial case of the construction described in Chapter IX, §7 of [ML63].
We will use in this section a slightly different notation, namely we write i, j,
k for natural numbers.
Let A be a ring with identity e and S a subring of A. We assume that
in the category of rings there is a splitting p : A → S of the inclusion map
S → A. We denote the kernel of p by I. Then I is an S-bimodule. Denote by
p˜ the map fromA to I given by a 7→ a−p (a). Obviously p˜ is a homomorphism
of S-bimodules and the restriction of p˜ to I is the identity map.
For every left A-module M we define the complex Bk (A, S,M), k ≥ −1,
as follows. We set B−1 (A, S,M) = M , B0 (A, S,M) = A ⊗ M and for
k ≥ 1, Bk (A, S,M) = A ⊗ I
⊗k ⊗ M , where all the tensor products are
taken over S. Next we define A-module homomorphisms dkj : Bk (A, S,M)→
Bk−1 (A, S,M), 0 ≤ j ≤ k, and S-module homomorphisms sk : Bk (A, S,M)→
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Bk+1 (A, S,M) by
d0,0 (a⊗m) := am
dk,0 (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) := aa1 ⊗ a2 ⊗ · · · ⊗ ak ⊗m
dk,j (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) := a⊗ a1 ⊗ . . . ajaj+1 ⊗ . . . ak ⊗m 1 ≤ j ≤ k − 1
dk,k (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) := a⊗ a1 ⊗ · · · ⊗ ak−1 ⊗ akm
s−1 (m) := e⊗m
sk (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) := e⊗ p˜ (a)⊗ a1 ⊗ · · · ⊗ ak ⊗m 0 ≤ k.
It is easy to see that
dk,idk+1,j = dk,j−1dk+1,i 0 ≤ i < j ≤ k
sk−1dk,j = dk+1,j+1sk 1 ≤ j ≤ k.
Moreover for k ≥ 0
d0,0s−1 (m) = d0,0 (e⊗m) = m
dk+1,0sk (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) = p˜ (a)⊗ a1 ⊗ · · · ⊗ ak ⊗m
dk+1,1sk (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) = e⊗ p˜ (a) a1 ⊗ · · · ⊗ ak ⊗m
s−1d0,0 (a⊗m) = s−1 (am) = e⊗ am
sk−1dk,0 (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) = e⊗ aa1 ⊗ a2 ⊗ · · · ⊗ ak ⊗m.
Note that in the last identity we used the fact that aa1 ∈ I which implies
p˜ (aa1) = aa1. From the formulas above we have d0,0s−1 = idM and, taking
into account that p˜ (a) = a− p (a) and p (a) ∈ S,
(dk+1,0sk − dk+1,1sk + sk−1dk,0) (a⊗ a1 ⊗ · · · ⊗ ak ⊗m) =
= a⊗ a1 ⊗ · · · ⊗ ak ⊗m− e⊗ p (a) a1 ⊗ · · · ⊗ ak ⊗m
− e⊗ aa1 ⊗ a2 ⊗ · · · ⊗ ak ⊗m+ e⊗ p (a) a1 ⊗ a2 ⊗ · · · ⊗ ak ⊗m
+ e⊗ aa1 ⊗ a2 · · · ⊗ ak ⊗m
= a⊗ a1 ⊗ · · · ⊗ ak ⊗m.
Thus dk+1,0sk − dk+1,1sk + sk−1dk,0 = idBk(A,S,M), k ≥ 0.
Define dk : Bk (A, S,M)→ Bk−1 (A, S,M) by
dk :=
k∑
t=0
(−1)t dk,t.
The above computations show that
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Proposition 3.1. The sequence (Bk (A, S,M) , dk)k≥−1 is a complex of left
A-modules. Moreover
d0s−1 = idB−1(A,S,M)
dk+1sk + sk−1dk = idBk(A,S,M) 0 ≤ k.
Thus sk, k ≥ −1, give a splitting of B∗ (A, S,M) in the category of S-
modules. In particular, (Bk (A, S,M) , dk)k≥−1 is exact.
Definition 3.2. The complex (Bk (A, S,M) , dk)k≥−1 is called the reduced
bar resolution.
4 Borel-Schur algebras
In this section we introduce the Borel-Schur algebra S+R (n, r) and apply the
results of the previous section to the construction of the reduced bar resolu-
tion for the irreducible S+R (n, r)-modules. We should remark that S
+
R (n, r)
can be identified with the Borel subalgebra S (B+) defined in [Gre93, §8 ].
In case R is an infinite field the algebra S+R (n, r) can be also identified with
the algebra S (B+) used in [Gre90], [San93], and [Woo94b].
On the set I (n, r) we define the ordering ≤ by
i ≤ j ⇔ i1 ≤ j1, i2 ≤ j2, . . . , in ≤ jn.
We write i < j if i ≤ j and i 6= j. Note that ≤ is Σr invariant. Denote by
Λs (n, n; r) the set
Λs (n, n; r) =
ω ∈ Λ (n, n; r)
∣∣∣∣∣∣∣∣∣
ω is upper triangular and∑
1≤k≤l≤n
(l − k)ωkl ≥ s
 .
Remark 4.1. Clearly i ≤ j and i < j are equivalent to wt (i, j) ∈ Λ0 (n, n; r)
and wt (i, j) ∈ Λ1 (n, n; r), respectively.
For s ≥ 0 denote by JRs (n, r) the R-submodule of SR (n, r) spanned by
the set { ξω |ω ∈ Λ
s (n, n; r)}. Note that for s > r(n− 1) the set Λs (n, n; r)
is empty, therefore JRs (n, r) is zero for s≫ 0.
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Proposition 4.2. If ω ∈ Λs (n, n; r) and π ∈ Λt (n, n; r), then ξωξπ ∈
JRs+t (n, r).
Proof. By Proposition 2.3 ξωξπ is a linear combination of the elements ξθ2 for
θ ∈ Λ (n, n, n; r) satisfying θ3 = ω and θ1 = π. For any such θ the condition
ωkq = 0 for k > q implies that θkql = 0 for k > q, and the condition πql = 0
for q > l implies θkql = for q > l. Therefore for any q and for k > l we have
θkql = 0. Hence θ
2 is upper triangular. Moreover,
∑
k≤l
(l − k)
(
θ2
)
kl
=
∑
k≤l
n∑
q=1
(l − k) θkql =
∑
k≤q≤l
(l − k) θkql
=
∑
k≤q≤l
(l − q) θkql +
∑
k≤q≤l
(q − k) θkql
=
∑
q≤l
(
n∑
k=1
(l − q) θkql
)
+
∑
k≤q
(
n∑
l=1
(q − k) θkql
)
=
∑
q≤l
(l − q)
(
θ1
)
ql
+
∑
k≤q
(q − k)
(
θ3
)
kq
=
∑
q≤l
(l − q)πql +
∑
k≤q
(q − k)ωkq ≥ t+ s.
Define S+R (n, r) := J
R
0 (n, r) and JR = JR (n, r) := J
R
1 (n, r). Then for
every λ ∈ Λ (n; r) we have ξλ ∈ S
+
R (n, r). In particular the identity of
SR (n, r) is in S
+
R (n, r). Now it follows from Proposition 4.2 that S
+
R (n, r) is
a subalgebra of SR (n, r) and JR (n, r) is a nilpotent ideal of S
+
R (n, r).
Definition 4.3. The algebra S+R (n, r) is called the Borel-Schur algebra.
Let Ln,r =
⊕
λ∈Λ(n,r)Rξλ. Then Ln,r is a commutative R-subalgebra of
S+R (n, r), and S
+ (n, r) = Ln,r ⊕ JR (n, r). Since JR (n, r) is an ideal in
S+R (n, r), this direct sum decomposition implies that the natural inclusion
of Ln,r has a splitting in the category of R-algebras. So we can apply to
S+R (n, r) and Ln,r the reduced bar construction described in Section 3.
For every λ ∈ Λ (n; r) we have a rank one module Rλ := Rξλ over Ln,r.
Note that ξλ acts on Rλ = Rξλ by identity, and ξµ, µ 6= λ, acts by zero. We
will denote in the same way the module over S+R (n, r) obtained from Rλ by
inflating along the natural projection of S+R (n, r) on Ln,r.
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Note that if R is a field the algebra Ln,r is semi-simple, and so JR (n, r)
is the radical of S+R (n, r) . In this case {Rλ |λ ∈ Λ (n, r)} is a complete set
of pairwise non isomorphic simple modules over S+R (n, r). For more details
the reader is referred to [San93].
For λ ∈ Λ (n; r) we denote the resolution B∗ (S
+ (n, r) , Ln,r, Rλ) defined
in Section 3 by B+∗ (Rλ). Then
B+k (Rλ) := S
+
R (n, r)⊗ JR (n, r)⊗ · · · ⊗ JR (n, r)⊗ Rλ, (2)
where all tensor products are over Ln,r and there are k factors JR (n, r).
Let M be a right Ln,r-module and N a left Ln,r-module. It follows from
Corollary 9.3 in [ML63] that M ⊗Ln,r N =
⊕
λ∈Λ(n;r)Mξλ ⊗Rξλ ξλN . Hence
M ⊗Ln,r N
∼=
⊕
λ∈Λ(n;r)Mξλ ⊗R ξλN .
Therefore B+k (Rλ) is the direct sum over all sequences µ
(1), . . . , µ(k+1) ∈
Λ (n; r) of the S+ (n, r)-modules
S+R (n, r) ξµ(1) ⊗ ξµ(1)JR (n, r) ξµ(2) ⊗ · · · ⊗ ξµ(k)JR (n, r) ξµ(k+1) ⊗ ξµ(k+1)Rλ,
(3)
where all tensor products are over R. Since ξµ(k+1)Rλ = 0 unless µ
(k+1) = λ,
the summation is in fact over the sequences µ(1), . . . , µ(k) ∈ Λ (n, r).
Recall that it is said that ν ∈ Λ (n; r) dominates µ ∈ Λ(n; r) if
t∑
s=1
νs ≥
t∑
s=1
µs
for all t. If ν dominates µ we write ν D µ. If ν strictly dominates µ we write
ν ⊲ µ. Note that if i, j ∈ I (n, r) and i ≤ j or i < j, then wt (i) D wt (j) or
wt (i) ⊲ wt (j), respectively.
Proposition 4.4. Let ν, µ ∈ Λ (n; r). Then ξνJR (n, r) ξµ = 0 unless ν ⊲ µ.
If ν ⊲ µ then {
ξω
∣∣ω ∈ Λ1 (n, n; r) , ω1 = µ, ω2 = ν}
is an R-basis of the free R-module ξνJR (n, r) ξµ.
Proof. From Remark 2.4 it follows that the set{
ξω
∣∣ω ∈ Λ1 (n, n; r) , ω1 = µ, ω2 = ν}
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is an R-basis for ξνJR (n, r) ξµ. Suppose this is not empty. Then there is
ω ∈ Λ1 (n, n; r) with ω1 = µ and ω2 = ν. Let (i, j) ∈ ω. Then by Remark 4.1
we know that i < j. Therefore, we have wt (i) ⊲ wt (j). By Remark 1.1 we
get
ν = ω2 = wt (i, j)2 = wt (i) ⊲ wt (j) = wt (i, j)1 = ω1 = µ.
Corollary 4.5. Let N be the length of the maximal strictly decreasing se-
quence in (Λ (n; r) , ⊲). Then B+k (Rλ) = 0 for k > N .
We conclude that the resolutions B+∗ (Rλ) are finite, for all λ ∈ Λ (n; r).
We also have B+0 (Rλ)
∼= S+R (n, r) ξλ, and for k ≥ 1
B+k (Rλ) =
⊕
µ(1)⊲...⊲µ(k)⊲λ
S+R (n, r) ξµ(1) ⊗R ξµ(1)JRξµ(2) ⊗R · · · ⊗R ξµ(k)JRξλ,
where all µ(s), 1 ≤ s ≤ k, are elements of Λ (n; r). Given µ ⊲ λ we denote by
Ω+k (λ, µ) the set{
(ω1, . . . , ωk) ∈ Λ
1 (n, n; r)k
∣∣∣∣ (ω1)2=µ,(ωk)1=λ(ω1)1=(ω2)2,...,(ωk−1)1=(ωk)2
}
.
Then
B+0 (Rλ)
∼= S+R (n, r) ξλ
B+k (Rλ)
∼=
⊕
µ⊲λ
(
S+R (n, r) ξµ
)#Ω+
k
(λ,µ)
, k ≥ 1 (4)
as S+R (n, r)-modules. In particular, B
+
k (Rλ) is a projective S
+
R (n, r)-module
for any k ≥ 0. So we have the following result
Proposition 4.6. Let λ ∈ Λ (n; r). Then B+ (Rλ) is a projective resolution
of the module Rλ over S
+
R (n, r).
Define
bk (λ) :=
{
(ω0, ω1, . . . , ωk)
∣∣ω0 ∈ Λ0 (n, n; r) , (ω1, . . . , ωk) ∈ Ω+k (λ, (ω0)1)} .
Then the set {
ξω0 ⊗ · · · ⊗ ξωk
∣∣∣ (ωj)kj=0 ∈ bk (λ)}
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is an R-basis of B+k (Rλ). The differential ∂ of B
+
∗ (Rλ) in terms of this basis
looks like
∂k (ξω0 ⊗ · · · ⊗ ξωk) =
k−1∑
t=0
(−1)t ξω0 ⊗ · · · ⊗ ξωtξωt+1 ⊗ · · · ⊗ ξωk . (5)
Let R′ be another commutative ring with identity and φ : R → R′ a homo-
morphism of rings. It is now clear that
B+∗ (Rλ)⊗R R
′ ∼= B+∗ (R
′
λ)
as chain complexes of R′-modules.
5 Induction and Woodcock’s theorem
In this section we explain how the results of Woodcock [Woo94b] can be
applied to prove that the S+R (n, r)-module Rλ, λ ∈ Λ
+ (n, r), is acyclic for the
induction functor S+R (n, r) -mod→ SR (n, r) -mod. We start with a definition.
Definition 5.1. For λ ∈ Λ+ (n, r) the SR (n, r)-moduleW
R
λ := SR (n, r)⊗S+
R
(n,r)
Rλ is called the Weyl module for SR (n, r) associated with λ.
It follows from Theorem 8.1 in [Gre93] that this definition is equivalent
to the definition of Weyl module given in that work. It is proved in Theo-
rem 7.1(ii) of [Gre93] that WRλ is a free R-module. In fact in this theorem an
explicit description of an R-basis forWRλ is given. It turns out that this basis
does not depend on the ring R but only on the partition λ. Moreover the
coefficients in the formulas for the action of SR (n, r) on W
R
λ are in Z and do
not depend on R. This implies that if φ : R → R′ is a ring homomorphism
then there is an isomorphism of SR′ (n, r)-modules
WR
′
λ
∼= WRλ ⊗R R
′. (6)
For each λ ∈ Λ+ (n; r) define the complex
B∗
(
WRλ
)
:= SR (n, r)⊗S+
R
(n,r) B
+
∗ (Rλ) .
Note that B−1
(
WRλ
)
= WRλ . Now, for any µ ∈ Λ (n; r)
SR (n, r)⊗S+
R
(n,r) S
+
R (n, r) ξµ
∼= SR (n, r) ξµ
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is a projective SR (n, r)-module. From (4) it follows that for k ≥ 1 the
SR (n, r)-moduleBk
(
WRλ
)
is isomorphic to a direct sum of modules SR (n, r) ξµ,
µ ⊲ λ. Also B0
(
WRλ
)
∼= SR (n, r) ξλ. Thus Bk
(
WRλ
)
is a projective SR (n, r)-
module for k ≥ 0.
Denote by b˜k (λ) the set{
(ω0, ω1, . . . , ωk)
∣∣ω0 ∈ Λ (n, n; r) , (ω1, . . . , ωk) ∈ Ω+k (λ, (ω0)1)} .
Then B0
(
WRλ
)
has an R-basis { ξω |ω ∈ Λ (n; r) , ω
1 = λ}. For k ≥ 1
Bk
(
WRλ
)
=
⊕
µ(1)⊲...⊲µ(k)⊲λ
µ(s)∈Λ(n;r), 1≤s≤k
SR (n, r) ξµ(1) ⊗R ξµ(1)JRξµ(2) ⊗R · · · ⊗R ξµ(k)JRξλ
has an R-basis{
ξω0 ⊗ ξω1 ⊗ · · · ⊗ ξωk
∣∣∣ (ω0, . . . , ωk) ∈ b˜k (λ)} .
The differential ∂ of B∗
(
WRλ
)
in the terms of these bases is given again by
(5). From these facts it follows that, if φ : R′ → R is a homomorphism of
rings, then
B∗
(
WRλ
)
⊗R R
′ ∼= B∗
(
WR
′
λ
)
. (7)
Theorem 5.2. Let λ ∈ Λ+ (n; r). The complex B∗
(
WRλ
)
is a projective
resolution of WRλ over SR (n, r).
Proof. Fix λ ∈ Λ+ (n; r) and denote the complex B∗
(
WRλ
)
by X (R). Then
all R-modules in X (R) are free R-modules. Moreover we know from (7) that
X (Z) ⊗Z R ∼= X (R). Now by the Universal Coefficient Theorem (cf. for
example Theorem 8.22 in [Rot79]) we have a short exact sequence
0→ Hk (X (Z))⊗Z R→ Hk (X (R))→ Tor
Z
1 (Hk−1 (X (Z)) , R)→ 0. (8)
Thus to show that the complexes X (R) are acyclic it is enough to check that
the complex X (Z) is acyclic. Now Hk (X (Z)) is a finitely generated abelian
group. Therefore
Hk (X (Z)) ∼= Z
t ⊕
⊕
p prime
⊕
s≥1
(
Z
/
psZ
)tps
,
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where only finitely many of the integers t, tps are different from zero. For
every prime p denote by Fp the algebraic closure of Fp. Then we get
Hk (X (Z))⊗Z Fp ∼= F
∑
s≥1 tps
p
and also
Hk (X (Z))⊗Z Q ∼= Q
t.
Hence if we show that Hk (X (Z)) ⊗Z Fp = 0 for all prime numbers p and
Hk (X (Z))⊗Z Q = 0, this will imply that Hk (X (Z)) = 0.
Let K be one of the fields Fp, p prime, or Q. Then, by the Univer-
sal Coefficient Theorem, Hk (X (Z)) ⊗Z K is a submodule of Hk (X (K)).
Therefore it is enough to show that Hk (X (K)) = 0. For this we use The-
orem 5.1 in [Woo94b]. That result can be applied because K is an infinite
field.
Note that the algebra SR (n, r) has an anti-involution J : SR (n, r) →
SR (n, r) defined on the basis elements by J : ξω 7→ ξωt . The image of
S+R (n, r) under J is the subalgebra S
−
R (n, r) of SR (n, r). Now for each
S+K (n, r)-moduleM we define a structure of J
(
S+K (n, r)
)
-module onM∗ :=
HomK (M,K) by (ξθ) (m) := θ (J (ξ)m), for θ ∈ M∗, ξ ∈ J
(
S+K (n, r)
)
.
This induces a contravariant equivalence of categories J∗ : S
+
K (n, r) -mod→
S−K (n, r) -mod. There is also a similarly defined contravariant auto-equivalence
functor J∗ : SK (n, r) -mod→ SK (n, r) -mod. By Theorem 7.1 in [San93] the
functors
J∗ ◦ HomS−
K
(n,r) (SK (n, r) ,−) ◦J∗ : S
+
K (n, r) -mod→ SK (n, r) -mod
SK (n, r)⊗S+
K
(n,r) − : S
+
K (n, r) -mod→ SK (n, r) -mod
are isomorphic. Now since J∗ is a contravariant equivalence of abelian
categories, J∗ (B (Kλ)) is an injective resolution of J∗ (Kλ). By Theo-
rem 5.1 of [Woo94b] the complex
HomS−
K
(n,r) (SK (n, r) , J∗ (B∗ (Kλ)))
is exact. Applying J∗ we get that also the complex X (K) is exact.
Corollary 5.3. Let λ ∈ Λ+ (n; r) and P → Rλ be a projective resolution of
Rλ over S
+
R (n, r). Then SR (n, r)⊗S+(n,r) P → W
R
λ is a projective resolution
of WRλ over SR (n, r).
16
Proof. The homology groups of the complex SR (n, r)⊗S+(n,r) P → 0 are the
tor-groups Tor
S+(n,r)
k (SR (n, r) , Rλ). But these groups are zero for k ≥ 1 by
Theorem 5.2. And in degree zero we get WRλ .
From Theorem A.4 it follows that the resolution B∗
(
WRλ
)
is a resolution
of WRλ by divided power modules over GLn (R). Moreover, this resolution is
universal in the sense of Akin and Buchsbaum. Namely, we have
B∗
(
WRλ
)
= B∗
(
W Zλ
)
⊗Z R.
So this resolution answers the question posed by Akin and Buchsbaum re-
ferred in the introduction of the paper.
6 The Schur algebra and the symmetric group
In this section we recall the connection which exists between the categories of
representations of the symmetric group Σr and of the Schur algebra SR (n, r).
Good references on this subject are [Gre07] and [Jam98].
Suppose that n ≥ r. Then there is δ = (1, . . . , 1, 0, . . . , 0) ∈ Λ (n; r). For
every σ ∈ Σr we denote by ω (σ) the element of Λ (n, n; r) defined by
ω (σ)st :=
{
1, 1 ≤ t ≤ r, s = σt
0, otherwise.
This gives a one-to-one correspondence between Σr and the elements ω of
Λ (n, n; r) such that ω1 = ω2 = δ. It follows from the Proposition 2.3 that
the map
Σr → ξδSR (n, r) ξδ
σ 7→ ξω(σ)
is multiplicative. In fact, if θ ∈ Λ (n, n, n; r) is such that θ3 = ω (σ1) and
θ1 = ω (σ2), then
θstq =
{
1, 1 ≤ q ≤ r, s = σ1t, t = σ2q
0, otherwise
.
Such θ is unique and for this θ we have θ2 = ω (σ1σ2) and [θ] = 1. There-
fore ξω(σ1)ξω(σ2) = ξω(σ1σ2). We can consider ξδSR (n, r) ξδ as an algebra
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with identity ξδ. Then σ 7→ ω (σ) induces an isomorphism of algebras
φ : RΣr
∼=
→ ξδSR (n, r) ξδ. It is obvious that if M is an SR (n, r)-module
then ξδM is an ξδSR (n, r) ξδ-module. In fact the map M 7→ ξδM is functo-
rial. Now we can consider ξδM as RΣr-module via φ. The resulting functor
S : SR (n, r) -mod→ RΣr-mod was named Schur functor in [Gre07]. This
terminology should not be mixed up with Schur functors in [ABW82]. It is
obvious that S is exact.
Given λ ∈ Λ+ (n; r), we can apply the functorS to the complex B∗
(
WRλ
)
.
We obtain an exact sequence S
(
B∗
(
WRλ
))
, which is a resolution by permu-
tation modules of the co-Specht module corresponding to λ. This will be
explained in more detail in the next section.
7 The Boltje-Hartmann complex
In this section we show that for λ ∈ Λ+ (n; r) the complex S
(
B∗
(
WRλ
))
is
isomorphic to the complex constructed in [BH10]. Thus we prove Conjec-
ture 3.4 of [BH10].
We start by summarizing notation and conventions of [BH10].
Let λ ∈ Λ (n; r). The diagram of shape λ is the subset of N2
[λ] = { (s, t) | 1 ≤ t ≤ λs, 1 ≤ s ≤ n} ,
and a tableau of shape λ or λ-tableau is a map T : [λ] → N. The content
c (T ) of T is defined by
c(T )t = # { (s, q) ∈ [λ] |T (s, q) = t} .
If all values of T are no greater than n we consider c (T ) as an element
of Λ (n; r). For every pair λ, µ ∈ Λ (n; r), denote by T (λ, µ) the set of
tableaux of shape λ and content µ. We say that a tableau T ∈ T (λ, µ) is
row semistandard if for every 1 ≤ s ≤ n
T (s, 1) ≤ T (s, 2) ≤ · · · ≤ T (s, λs) .
The set of row semistandard tableaux of shape λ and content µ will be
denoted by T rs (λ, µ). Following [BH10] we denote by T (λ) (respectively
T rs (λ)) the set T (λ, δ) (respectively T rs (λ, δ)), where δ = (1r, 0n−r) like
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in the previous section. Note that every element t of T (λ) is a bijection
from [λ] to r. Therefore we can define a left action of Σr on T (λ) by
Σr × T (λ)→ T (λ)
(σ, t) 7→ σt.
Define the projection r : T (λ)→ T rs (λ) that turns t ∈ T (λ) into the row
semistandard tableau obtained from t by rearranging the elements of each
row of t in increasing order. Then
Σr × T
rs (λ)→ T rs (λ)
(σ, t) 7→ r (σt)
is a left transitive action of Σr on T rs (λ), and the stabilizer of
tλ :=
1 . . . . . . . . . λ1
λ1 + 1 . . . . . . λ1 + λ2
...
...
...
λ1 + · · ·+ λn−1 + 1 . . . λ1 + · · ·+ λn
is Σλ = Σλ1 × · · · × Σλn . Following [BH10], we define the left permutational
Σr- module M
λ as the linear span over R of the elements in T rs (λ), with
the action induced on Mλ by the formula above.
Let Vλ = ξλ
(
(Rn)⊗r
)
=
⊕
i∈λRei. Then Vλ is a right Σr-submodule
of (Rn)⊗r. We will consider Vλ as a left Σr-module via the transitive Σr-
action σei = eiσ−1 on the basis { ei | i ∈ λ}. Obviously, Vλ is a permutational
module. Let l (λ) := (1λ1, . . . , nλn). Then the stabilizer of el(λ) is Σλ, and so
the Σr-modules M
λ and Vλ are isomorphic. Let us describe the isomorphism
induced by el(λ) → tλ explicitly.
For every i ∈ λ, we define t (i) ∈ T rs (λ) as the row semistandard λ-
tableau whose row s contains the λs integers q satisfying iq = s, s ∈ n.
We have t (l (λ)) = tλ. Next we check that the correspondence ei 7→ t (i)
is Σr-invariant.
Let i ∈ λ, σ ∈ Σr and 1 ≤ s ≤ n. Suppose s occurs at positions
ν1 < · · · < νλs in i. Then
s = iνq = iσ−1(σ(νq)), 1 ≤ q ≤ λs.
Hence s occurs at the positions σ (ν1), . . . , σ (νλs) in iσ
−1. Since s is arbitrary
we get t (iσ−1) = r (σt (i)). Therefore the map ei 7→ t (i) is Σr-invariant, and
defines the Σr-isomorphism between Vλ and M
λ referred above.
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As a consequence, for λ, µ ∈ Λ (n; r) we get an isomorphism HomRΣr
(
Mµ,Mλ
)
→
HomRΣr
(
V µ, V λ
)
. Since (Rn)⊗r ∼=
⊕
λ∈Λ(n;r) Vλ these isomorphisms can be
assembled into an isomorphism of algebras⊕
λ,µ∈Λ(n;r)
HomRΣr
(
Mµ,Mλ
) ∼=
−→ SR (n, r) , (9)
where we consider the direct sum on the left hand side as an algebra, with
the product of two composable maps given by their composition, and the
product of two non-composable maps is defined to be zero.
We will describe (9) explicitly below. Let
Ω (λ, µ) =
{
ω ∈ Λ (n, n; r)
∣∣ω1 = µ, ω2 = λ} .
Then there is a bijection between the sets T rs (λ, µ) and Ω (λ, µ). To prove
this, we define for each T ∈ T rs (λ, µ) the matrix ω (T ) ∈ Λ (n, n; r) by
ωst := # { (s, q) ∈ [λ] |T (s, q) = t} = (number of t’s in row s of T ) .
Clearly ω (T )2 = λ and ω (T )1 = µ. Thus ω (T ) ∈ Ω (λ, µ). Conversely, if
ω ∈ Ω (λ, µ) we define T (ω) as the tableau of shape λ whose s-th row is
the sequence (1ωs1, . . . , nωsn). Then T (ω) is row semistandard. Moreover, t
occurs in T exactly (ω1)t = µt times, and so T (ω) has content µ. It is easy
to see that these constructions are mutually inverse.
For every T ∈ T rs (λ, µ) Boltje and Hartmann define a map θT : M
µ →
Mλ by the rule: for t ∈ T rs (µ) the element θT t ∈Mλ is equal to the sum of
all λ-tableaux s ∈ T rs (λ) with the following property, for each 1 ≤ s ≤ n:
if the s-th row of T contains precisely q entries equal to t then the s-th row
of s contains precisely q entries from the t-th row of t.
We can reformulate this rule in terms of ω (T ) as follows: the element θT t
is the sum of those s ∈ T rs (λ) that, for each 1 ≤ s, t ≤ n, the s-th row of s
contains precisely ω (T )st entries from the t-th row of t.
The set { θT |T ∈ T
rs (λ, µ)} is an R-basis of HomRΣr
(
Mµ,Mλ
)
. On the
other hand { ξω |ω ∈ Ω (λ, µ)} is an R-basis of ξλSR (n, r) ξµ. Now we have
the following result.
Proposition 7.1. Under (9) θT , T ∈ T rs (λ, µ), corresponds to ξω(T ).
Proof. Let T ∈ T rs (λ, µ) and j ∈ µ. Then
ξω(T )ej =
∑
(i,j)∈ω(T )
ei.
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Now for all 1 ≤ s, t ≤ n
# { 1 ≤ q ≤ r | iq = s, jq = t} = wt (i, j)st = ω (T )st .
Thus ξω(T )ej is the sum of ei, for those i ∈ λ such that i is obtained from
j by replacing ω (T )st occurences of t by s. Therefore t (i) is obtained from
t (j) by moving exactly ω (T )st elements from the t-th row of t (j) to the s-th
row of t (i).
Moreover, if s ∈ T rs (λ) is obtained from t (j) by moving exactly ω (T )st
elements from the t-th row of t (j) to s-th row of s, then for the corresponding
i = i (s) ∈ λ we have (i, j) ∈ ω (T )st. This proves the proposition.
Boltje and Hartmann define Hom∧RΣr
(
Mµ,Mλ
)
as the R-span of those
elements θT with T ∈ T rs (λ, µ) such that for every 1 ≤ s ≤ n the s-th row
of T does not contain any entry smaller than s. This is equivalent to the
requirement that ω (T ) is an upper triangular matrix. Therefore, under (9)
the subspace Hom∧RΣr
(
Mµ,Mλ
)
is mapped to ξλS
+ (n, r) ξµ, since we know
that ξλS
+
R (n, r) ξµ is the R-linear span of
{ ξω |ω is upper triangular and ω ∈ Ω (λ, µ)} .
As S+R (n, r)
∼= JR (n, r) ⊕ Ln,r, we have Hom
∧
RΣr
(
Mµ,Mλ
)
∼= ξλJR (n, r) ξµ
if µ ⊲ λ.
In Section 3.2 of [BH10] there is defined the complex C˜λ∗ as follows. C˜
λ
−1
is the co-Specht module that corresponds to the partition λ ∈ Λ+ (n; r),
C˜λ0 = HomR
(
Mλ, R
)
. For k ≥ 1 the RΣr-module C˜
λ
k is defined as the direct
sum over all sequences µ(1) ⊲ . . . ⊲ µ(k) ⊲ λ
HomR
(
Mµ
(1)
, R
)
⊗R Hom
∧
RΣr
(
Mµ
(2)
,Mµ
(1)
)
⊗R · · · ⊗R Hom
∧
RΣr
(
Mλ,Mµ
(k)
)
.
(10)
The differential dk, k ≥ 1, in C˜
λ
∗ is given by the formula
dk (f0 ⊗ f1 ⊗ · · · ⊗ fk−1) =
k∑
t=0
(−1)t f0 ⊗ · · · ⊗ ftft+1 ⊗ . . . fk−1. (11)
Note that we have arranged the factors in the definition of C˜λk in a different
order from the one used in [BH10].
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Theorem 7.2. For λ ∈ Λ+ (n; r), the complex C˜λ∗ is isomorphic to SB∗
(
WRλ
)
.
Proof. We will establish the isomorphism only in non-negative degrees. The
isomorphism in the degree −1 will follow, since the complex SB∗
(
WRλ
)
is
exact, and the complex C˜λ∗ is exact in degrees 0 and −1 by Theorems 4.2
and 4.3 in [BH10].
We define the complex Ĉλ∗ in the same way as the complex C˜
λ
∗ with the
only difference that the summands (10) are replaced by
HomRΣr
(
Mµ
(1)
,M δ
)
⊗R Hom
∧
RΣr
(
Mµ
(2)
,Mµ
(1)
)
⊗R
⊗R · · · ⊗R Hom
∧
RΣr
(
Mλ,Mµ
(k)
)
.
Then it is straightforward that the isomorphism (9) induces an isomorphism
between the complexes SB∗
(
WRλ
)
and Ĉλ∗ in non-negative degrees.
To show that the complexes Ĉλ∗ and C˜
λ
∗ are isomorphic in the non-
negative degrees it is enough to find for every ν ∈ Λ (n; r) an isomorphism
of Σr-modules φν : HomRΣr
(
Mν ,M δ
)
→ HomR (M
ν , R), such that for all
µ ∈ Λ (n; r), f ∈ HomRΣr
(
Mν ,M δ
)
, and h ∈ HomRΣr (M
µ,Mν) we have
φµ (fh) = φν (f)h.
Note that the action of Σr on HomRΣr
(
Mν ,M δ
)
is given by composition
with θT (ω(σ)), σ ∈ Σr. The action of Σr on HomR (M
ν , R) is given by the
formula (σf) (m) = f (σ−1m), for f ∈ HomR (M
ν , R), m ∈Mν , and σ ∈ Σr.
Let f ∈ HomRΣr
(
Mν ,M δ
)
, m ∈ Mν . We define φν (f) (m) to be the
coefficient of tδ in f (m). Note that f can be recovered from φν (f) in a
unique way. In fact, {σtδ |σ ∈ Σr} is an R-basis of M
δ. Now the coefficient
of σtδ in f (m) is the same as the coefficient of tδ in σ
−1f (m) = f (σ−1m),
and so equals φν (f) (σ
−1m). This shows that φν is injective.
Now let g ∈ HomR (M
ν , R). We define ψν (g) ∈ HomRΣr
(
Mν ,M δ
)
by
m 7→
∑
σ∈Σr
g
(
σ−1m
)
(σtδ).
We have to check that ψν (g) is Σr-invariant. Let σ
′ ∈ Σ. Then
ψν (g) (σ
′m) =
∑
σ∈Σr
g
(
σ−1σ′m
)
(σtδ)
(σ′′)−1=σ−1σ′
=========
∑
σ′′∈Σr
g
(
(σ′′)
−1
m
)
(σ′σ′′tδ)
= σ′ (ψν (g) (m)) .
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Since all the elements σtδ, σ ∈ Σr, are linearly independent, we get that
φν (ψν (g)) (m) = g (m) for all g ∈ HomR (M
ν , R) and m ∈ Mν . Therefore
φν is surjective.
Now we check that φν is a homomorphism of Σr-modules. For this we
have to see that for all σ ∈ Σr, f ∈ HomRΣr
(
Mν ,M δ
)
, and m ∈ Mν there
holds
φν
(
θT (ω(σ))f
)
(m) = φν (f)
(
σ−1m
)
. (12)
We will show that θT (ω(σ)) acts by permutation on the basis {σ
′
tδ |σ
′ ∈ Σr}
of M δ. Then φν
(
θT (ω(σ))f
)
(m) will be the coefficient of some σ′tδ in f (m).
Let σ′ ∈ Σr. Then σ
′
tδ is obtained from tδ by applying σ
′ to every entry
of tδ. Thus σ
′
tδ is a δ-tableau with the entry σ
′ (s) in the row s.
We know that ω (σ)st is non-zero only if t = σ
−1s. Now by our refor-
mulation of Boltje-Hartmann rule, θT (ω(σ)) (σ
′
tδ) is the sum of those s for
which the s-th row of s contains precisely one entry from the σ−1s row of
σ′tδ. Of course such s is unique and the entry in the row s is σ
′ (σ−1s). Thus
θT (ω(σ)) (σ
′
tδ) = σ
′σ−1tδ.
Therefore the coefficient of tδ in θT (ω(σ))f (m) is the same as coefficient of
σtδ in f (m), which is also the coefficient of tδ in f (σ
−1m). So (12) holds.
It is left to check that for every ν, µ ∈ Λ (n; r), and h ∈ HomRΣr (M
µ,Mν),
f ∈ HomRΣr
(
Mν ,M δ
)
, we have φµ (fh) = φν (f)h. But this is immediate
since both φµ (fh) (m) and φν (f) (h (m)) are the coefficients of tδ in fh (m),
for every m ∈Mµ.
A Appendix
In this appendix we discuss the connection between the general linear group
and Schur algebras as they are defined in this paper. We start with the
proof that our definition of Schur algebra is equivalent to the one given in
Green [Gre93].
We define AR (n) to be the commutative ring R [cs,t : s, t ∈ n] in the in-
determinates cst.
For every i, j ∈ I (n, r) we denote by ci,j the product ci1,j1 . . . cir ,jr . Then
(i, j) and (i′, j′) ∈ I (n, r) × I (n, r) are on the same Σr-orbit if and only if
ci,j = ci′,j′. We will write cω for ci,j if (i, j) ∈ ω.
Denote by AR (n, r) the R-submodule of AR (n) of all homogeneous poly-
nomials of degree r in the cst. Then { cω |ω ∈ Λ (n, n; r)} is an R-basis of
23
AR (n, r) and An =
⊕
r≥0AR (n, r). It is well known (see [Gre93]) that
AR (n, r) has the structure of a coassociative coalgebra with the structure
maps given by
△ (ci,j) :=
∑
k∈I(n,r)
ci,k ⊗ ck,j, ε (ci,j) := δi,j.
The Schur algebra SGrR (r, n) in the sense of Green is the R-algebra dual to
the coalgebra AR (n, r). Let
{
ξ̂ω
∣∣∣ω ∈ Λ (n, n; r)} be the R-basis of SGrR (n, r)
dual to { cω |ω ∈ Λ (n, n; r)}. Define a map φ from S
Gr
R (n, r) to EndR
(
(Rn)⊗r
)
by
φ (f) ej :=
∑
i∈I(n,r)
f (ci,j) ei.
Theorem A.1. The map φ provides an R-algebra isomorphism between
SGrR (n, r) and SR (n, r).
Proof. Clearly φ maps the identity of SGrR (n, r) into the identity map of
EndR
(
(Rn)⊗r
)
. Let f1, f2 ∈ S
Gr
R (n, r). Then the product (see [Gre07]
or [Gre93]) of f1 and f2 is defined by
(f1f2) (ci,j) =
∑
k∈I(n,r)
f1 (ci,k) f2 (ck,j) .
Therefore
φ (f1f2) ej =
∑
i∈I(n,r)
∑
k∈I(n,r)
f1 (ci,k) f2 (ck,j) ei.
On the other hand
φ (f1)φ (f2) ej = φ (f1)
∑
k∈I(n,r)
f2 (ck,j) ek =
∑
k∈I(n,r)
∑
i∈I(n,r)
f2 (ck,j) f1 (ci,k) ei.
Therefore φ (f1f2) = φ (f1)φ (f2). We have also φ
(
ξ̂ω
)
= ξω. In fact
φ
(
ξ̂ω
)
ej =
∑
i∈I(n,r)
ξ̂ω (ci,j) ei =
∑
i∈I(n,r): (i,j)∈ω
ei = ξωej.
Thus the result follows.
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To each cs,t ∈ AR (n) we can associate a function c˜s,t : GLn (R) → R
defined by c˜s,t(g) = gst, g = (gs,t)
n
s,t=1 ∈ GLn (R). The correspondence
cs,t 7→ c˜s,t induces an algebra homomorphism ψ from AR (n) to the algebra
of maps from GLn (R) to R. The homomorphism ψ is injective if R is an
infinite field, but this is not true for arbitrary commutative rings or even
finite fields. We write c˜ω for ψ (cω), ω ∈ Λ (n, n; r). Then for all g ∈ GLn (R)
and (i, j) ∈ ω we have
c˜ω (g) =
n∏
s,t=1
gωstst , c˜i,j (g) =
r∏
q=1
giq,jq . (13)
Next we give an overview of the functor of divided powers and explain
the relation between divided powers and principal projective modules over
the Schur algebra SR (n, r).
We start by recalling the definition of the algebra of divided powers D (M)
associated to an R-module M . A good reference on this subject is [Rob63].
We denote by D (M) the free algebra over R generated by variablesX(m,k),
m ∈ M and k ∈ N. Now D (M) is defined as the quotient of D (M) by the
ideal generated by
X(m,0) − 1 (m ∈M)
X(am,k) − a
kX(m,k) (a ∈ R, m ∈M, k ≥ 0)
X(m,k)X(m,l) −
(
k + l
k
)
X(m,k+l) (m ∈M, k, l ≥ 0) (14)
X(m1+m2,l) −
l∑
k=0
X(m1,k)X(m2,l−k) (m1, m2 ∈M, l ≥ 0) .
We will denote the image of X(m,k) in D (M) by m
(k). Then, besides the
relations determined by (14), it also holds
0(k) = 0, k ≥ 1
m(k1) . . .m(ks) =
(
k1 + · · ·+ ks
k1, . . . , ks
)
m(k1+···+ks), m ∈M ; k1, . . . , ks ≥ 0
(m1 + · · ·+ms)
(k) =
∑
k1+···+ks=k
m
(k1)
1 . . .m
(ks)
s , m1, . . . , ms ∈M ; k ≥ 0.
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If M and N are two R-modules and f : M → N is a homomorphism of R-
modules, we can define an R-algebra homomorphim D (f) : D (M)→ D (N)
by D (f)
(
m(k)
)
= (f (m))(k), m ∈M , k ≥ 0. Note that the rings D (M) are
graded, with deg
(
X(m,k)
)
= k, m ∈ M , k ≥ 0. As all the relations (14) are
homogeneous, the ringD (M) is graded as well. Now the mapD (f) preserves
the grading for any map of R-modules f . Therefore D is a functor from the
category of R-modules to the category of graded R-algebras. We denote by
Dk (M) the k-th homogeneous component ofD (M). Given a homomorphism
of R-modules f : M → N we define Dk (f) to be the restriction of D (f) to
Dk (M). In this way we obtain the endofunctor Dk on the category of R-
modules.
Define the map τk : GL (M) → EndR (Dk (M)) by τk (f) := Dk (f).
This map is obviously multiplicative and thus extends to a representation
τk : RGL (M)→ EndR (Dk (M)) of the group GL (M). Thus we get a struc-
ture of GL (M)-module on Dk (M). As the category of GL (M)-modules is
monoidal we can define for every λ = (λ1, . . . , λn) ∈ Λ (n; r) the GL (M)-
module Dλ (M) by
Dλ (M) = Dλ1 (M)⊗R · · · ⊗R Dλn (M) .
Now we shall give a more explicit description of Dλ (M) in the case M = R
n.
Recall that {e1, . . . , en} denotes the standard basis of R
n. By Theo-
rem IV.2 in [Rob63]{
e
(k1)
1 . . . e
(kn)
n
∣∣∣∣∣ kt ∈ N,
n∑
t=1
kt = k
}
is a basis of Dk (R
n) for k ≥ 0. Thus the set{
e(π)
∣∣ π ∈ Λ (n, n; r) , π1 = λ} ,
where e(π) =
⊗n
t=1
∏n
s=1 e
(πst)
s , is an R-basis of the R-module Dλ (R
n).
Proposition A.2. Let λ ∈ Λ (n; r). Then the action of GLn (R) on Dλ (R
n)
is given by
ge(π) =
∑
θ∈Λ(n,n,n;r): θ1=π
[θ] c˜θ3 (g) e
(θ2), π ∈ Λ (n, n; r) , π1 = λ, g ∈ GLn (R) .
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Proof. Let g = (gst)
n
s,t=1 ∈ GLn (R) and π ∈ Λ (n, n; r) such that π
1 = λ.
Then
ge(π) =
n⊗
t=1
n∏
s=1
(ges)
(πst) =
n⊗
t=1
n∏
s=1
(
n∑
q=1
gqseq
)(πst)
=
n⊗
t=1
n∏
s=1
∑
ν∈Λ(n;πst)
n∏
q=1
gνqq,se
(νq)
q
=
∑
ν : n×n→Λ(n)
n⊗
t=1
n∏
s,q=1
g
ν(s,t)q
q,s e
(ν(s,t)q)
q ,
where the summation is over the set X (π) of functions
ν : n× n→ Λ (n) =
⋃
r≥0
Λ (n; r)
such that ν (s, t) ∈ Λ (n; πst). There is a one-to-one correspondence between
X (π) and the set Y (π) := { θ ∈ Λ (n, n, n; r) | θ1 = π}. In fact, let θ ∈ Y (π).
Then we can define ν : n× n→ Λ (n) by
(s, t) 7→ (θ1st, . . . , θnst) .
Since (θ1)st = πst we get ν (s, t) ∈ Λ (n; πst) for all 1 ≤ s, t ≤ n. Now let
ν ∈ X (π). Then we can define θ ∈ Λ (n, n, n; r) by θqst = ν (s, t)q. Since
ν (s, t) ∈ Λ (n; πst) we get that θ
1 = π. Thus θ ∈ Y (π). It is easy to see that
these constructions are mutually inverse. Therefore
ge(π) =
∑
θ∈Λ(n,n,n;r): θ1=π
n⊗
t=1
n∏
s,q=1
gθqstq,s e
(θqst)
q .
Since R is a commutative ring it is left to show that for every θ ∈ Y (π) we
have
n∏
t,s,q=1
gθqstqs = c˜θ3 (g) ,
n⊗
t=1
n∏
s,q=1
e(θqst)q = [θ] e
(θ2).
For the first formula we have
n∏
t,s,q=1
gθqstqs =
n∏
s,q=1
g
∑n
t=1 θqst
qs =
n∏
s,q=1
g
(θ3)
qs
qs
(13)
= c˜θ3 (g) .
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For the second identity we fix t ∈ n and compute the product
n∏
s,q=1
e(θqst)q =
n∏
q=1
(
n∏
s=1
e(θqst)q
)
=
n∏
q=1
(
(θ2)qt
θq1t, . . . , θqnt
)
e
(
(θ2)
qt
)
q .
Now the result follows.
The group GLn (R) acts naturally onR
n, by multiplication. Thus GLn (R)
acts on (Rn)⊗r diagonally. Denote by ρn,r the corresponding representation of
GLn (R). Since for every g ∈ GLn (R) the endomorphism ρn,r (g) commutes
with the action of Σr on (R
n)⊗r, we get that Im (ρn,r) ⊂ SR (n, r).
Proposition A.3. Let g ∈ GLn (R). Then ρn,r (g) =
∑
ω∈Λ(n,n;r) c˜ω (g) ξω.
Proof. Let i ∈ I (n, r). Then we have
gei = gei1 ⊗ · · · ⊗ geir
=
∑
j∈I(n,r)
(gj1,i1 . . . gjr,ir) ej1 ⊗ · · · ⊗ ejr
(13)
=
∑
j∈I(n,r)
c˜wt(j,i) (g) ej =
∑
ω∈Λ(n,n;r)
c˜ω (g)
∑
j : (j,i)∈ω
ej =
∑
ω∈Λ(n,n;r)
c˜ω (g) ξωei.
As the set { ei | i ∈ I (n, r)} is a basis of (R
n)⊗r, we see that ρn,r (g) =∑
ω∈Λ(n,n;r) c˜ω (g) ξω.
Theorem A.4. Let λ ∈ Λ (n, r) and consider SR (n, r) ξλ as a GLn (R)-
module via the homomorphism ρn,r. Then the map
ψ : Dλ (R
n)→ SR (n, r) ξλ
e(π) 7→ ξπ
is an isomorphism of GLn (R)-modules.
Proof. It is clear that ψ is an isomorphism of R-modules. Thus it is enough
to show that ψ commutes with the action of GLn (R). Let g ∈ GLn (R) and
π ∈ Λ (n, n; r), π1 = λ. Then by Proposition A.2 we have
ψ
(
ge(π)
)
=
∑
θ∈Λ(n,n,n;r): θ1=π
[θ] c˜θ3 (g)ψ
(
e(θ
2)
)
=
∑
θ∈Λ(n,n,n;r): θ1=π
[θ] c˜θ3 (g) ξθ2.
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On the other hand by Proposition A.3 and Proposition 2.3
gψ
(
e(π)
)
=
 ∑
ω∈Λ(n,n;r)
c˜ω (g) ξω
 ξπ
=
∑
ω∈Λ(n,n;r)
c˜ω (g)
∑
θ∈Λ(n,n,n;r): θ3=ω, θ1=π
[θ] ξθ2
=
∑
θ∈Λ(n,n,n;r): θ1=π
[θ] c˜θ3 (g) ξθ2.
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