multisets of tokens in Petri nets, it seems to be a natural extension to do it by multisets of timed tokens in timed Petri nets. Temporal linear logic based methods for timed Petri nets were introduced and studied by Tanabe (Tanabe, 1997) and Hirai (Hirai, 1999; Hirai, 2000) . In (Tanabe, 1997) , a relationship between a timed Petri net and a temporal linear logic was discussed based on quantale models with the soundness theorem for this logic. In (Hirai, 1999; Hirai 2000) , a reachability problem for a timed Petri net was solved syntactically by extending Kanovich's result (Kanovich, 1994) with an extended temporal intuitionistic linear logic. In the present paper, a kind of temporal linear logic, called linear-time linear logic, is used to describe timed Petri nets with timed tokens. This logic is formalized using a natural "lineartime" formalism which is widely used in the standard linear-time temporal logic based on the classical logic rather than linear logics.
Linear-time temporal logic
Linear-time temporal logic (LTL) has been studied by many researchers, and also been used as a base logic for verifying and specifying concurrent systems (Clarke et al., 1999; Emerson, 1990; Kröger, 1977; Lichtenstein & Pnueli, 2000; Pnueli, 1977; Vardi, 2001; Vardi, 2007) bacause of the virtue of the "linear-time" formalism (Vardi, 2001) . LTL is thus known as one of the most useful modal logics based on the classical logic. Sequent calculi for LTL and its neighbors have been introduced by extending the sequent calculus LK for the classical logic (Kawai, 1987; Baratella and Masini, 2004; Paech, 1988; Pliuškevi ius, 1991; Szabo, 1980; Szalas, 1986) . A sequent calculus LT for LTL was introduced by Kawai, and the cutelimination and completeness theorems for this calculus were proved (Kawai, 1987) . A 2-sequent calculus 2S for LTL, which is a natural extension of the usual sequent calculus, was introduced by Baratella and Masini, and the cut-elimination and completeness theorems for this calculus were proved based on an analogy between LTL and Peano arithmetic with -rule (Baratella and Masini, 2004) . A direct equivalence between Kawai's LT and Baratella and Masini's 2S was shown by Kamide introducing the functions that preserve cut-free proofs of these calculi (kamide, 2006b) . In the present paper, (intuitionistic) linear logic-based versions of LT and 2S are considered.
Temporal linear logic
Linear logic, which was originally introduced by Girard (Girard, 1987) , is known as a resource-aware refinment of the classical and intuitionistic logics, and useful for obtaining more appropriate specifications of concurrent systems (Okada, 1998; Troelstra, 1992) . In order to handle both resource-sensitive and time-dependent properties of concurrent systems, combining linear logics with temporal operators has been desired, since the (classical) linear logic (as a basis for temporal logics) is more expressive and appropriate than the classical logic. For this purpose, temporal linear logics have been proposed by Hirai (Hirai, 2000) , Tanabe (Tanabe, 1997) , and Kanovich and Ito (Kanovich & Ito, 1998 ). Hirai's intuitionistic temporal linear logic (Hirai, 2000) is known as useful for describing a timed Petri net (Hirai, 1999) and a timed linear logic programming language (Tamura et al., 2000) . Extensions of Hirai's logic were proposed by Kamide (Kamide, 2004; Kamide, 2006a) as certain spatio-temporal linear logics combined with the idea of handling spatiality in Kobayashi, Shimizu and Yonezawa's modal (spatial) linear logic (Kobayashi et al., 1999 ). Tanabe's temporal linear logic (Tanabe, 1997 ) is used as a base logic for timed Petri net specifications. Kanovich and Ito's temporal linear logics (Kanovich & Ito, 1998 ) are a result of combining linear logic with linear-time temporal operators.
Linear-time linear logic
Linear-time (temporal) linear logics and their usefulness have already been presented by Kanovich and Ito (Kanovich & Ito, 1998) . Classical and intuitionistic linear-time linear logics were introduced as cut-free sequent calculi, and the strong completeness theorems for these logics were shown using the algebraic structure of time phase semantics. Although in (Kanovich & Ito, 1998) , the phase semantic methods for both classical and intuitionistic cases were intensively investigated, other semantic methods and their applications to concurrency theory for the intuitionistic case have yet to be studied su ciently. In this paper, an intuitionistic linear-time temporal linear logic, calld also here linear-time linear logic, is introduced as cut-free sequent calculi based on the ideas of Kawai's LT (Kawai, 1987) and Baratella and Masini's 2S (Baratella & Masini, 2004) . It is shown that the logic based on thses calculi derives intuitive linear-time, informational and Petri net interpretations using Kripke semantics with the completeness theorem. The Kripke semantics presented is introduced based on the exsisting Kripke semantics by Došen (Došen, 1988) , Kamide (Kamide, 2003) , Kobayashi, Shimizu and Yonezawa (Kobayashi et al., 1999) , Hodas and Miller (Hodas & Miller, 1994) , Ono and Komori (Ono & Komori, 1985) , Urquhart (Urquhart, 1972) and Wansing (Wansing, 1993a; Wansing, 1993b) . 1
Organization of this paper
This paper is organized as follows. In Section 2, the linear-time linear logic is introduced as two cut-free Gentzen-type sequent calculi LT and 2LT, and show their equivalence using the method posed in (Kamide, 2006b ). The sequent calculi LT and 2LT are regarded as the linear logic based versions of Kawai's LT and Baratella and Masini's 2S , respectively. In Section 3, Kripke semantics with a natural timed Petri net interpretation is introduced for LT, and the completeness theorem w.r.t. the semantics is proved as the main result of this paper. The completeness theorem is the basis for obtaining a natural relationship between LT and a timed Petri net. In Section 4, a timed Petri net with timed tokens is introduced as a structure, and the correspondence between this structure and Kripke frame for LT is observed. An illustrative example for verifying the reachability of timed Petri nets is also addressed based on LT. In Section 5, this paper is concluded, and some remarkes are given.
Linear-time linear logic
2.1 LT Before the precise discussion, the language used in this paper is introduced. Formulas are constructed from propositional variables, 1 (multiplicative constant), (implication), (conjunction), (fusion), (exponential), temporal operators X (next) and G (globally). Lower-case letters p, q,... are used for propositional variables, Greek lower-case letters , ... are used for formulas, and Greek capital letters are used for finite (possibly empty) multisets of formulas. For any , an expression is used to denote the multiset . The symbol is used to denote equality as sequences (or multisets) of symbols. The symbol or N is used to represent the set of natural numbers. An expression for any is used to denote , e.g and . An expression means and means . An expression means if and means 1 if is empty. Lower-case letters i, j and k are used to denote any natural numbers. A sequent is an expression of the form (the succedent of the sequent is not empty). It is assumed that the terminological conventions regarding sequents (e.g. antecedent, succedent etc.) are the usual ones. If a sequent S is provable in a sequent system L, then such a fact is denoted as L S or S. The parentheses for is omitted since is associative, i.e.
for any formulas . In the following, the linear-time linear logic LT is introduced as a sequent calculus. This is regarded as a linear logic version of Kawai's LT (Kawai, 1987) .
Definition 1 (LT) The initial sequents of LT are of the form:
It is remarked that (Gright) has infinite premises. It is noted that the cases for i = k = 0 in LT derive the usual inference rules for the intuitionistic linear logic. Although a proof is not given in this paper, the following cut-elimination theorem can be proved by a phase semantic method (Kamide, 2007) . Theorem 2 (Cut-elimination for LT) The rule (cut) is admissible in cut-free LT. An expression means the sequents . Then, the following sequents are provable in LT for any formulas and any :
The last sequent above corresponds to the linear logic version of the temporal induction axiom:
, and an LT-proof of this sequent is as follows. . where for any is shown by mathematical induction on as follows. The base step, i.e.
, is obvious using (!we). The induction step can be shown using (!co) as follows.
2LT
A 2-sequent calculus 2LT for the linear-time linear logic is introduced below. This calculus is a linear logic version of Baratella and Masini's 2-sequent calculus 2S (Baratella & Masini, 2004) . The language of 2LT and the notations used are almost the same as those of LT.
Definition 3 An expression ( is a formula and ) is called an indexed formula. Let be an indexed formula and be finite (possibly empty) multiset of indexed formulas. Then an expression
is called a 2-sequent. An expression is used to denote the multiset of i-indexed formulas.
Definition 4 (2LT)
The initial sequents of 2LT are of the form:
The cut rule of 2LT is of the form:
The logical inference rules of 2LT are of the form:
An expression is used to denote the fact that is provable in a 2-sequent calculus L. Definition 5 Let be the set of formulas of LT and be the set of indexed formulas of 2LT.
It is remark that and hold for any formula . Theorem 6 (Equivalence between LT and 2LT) (1) for any 2-sequent
Proof We show only (1) by induction on a proof P of in 2LT. We show only the following case.
Case (Xleft): The last inference of P is of the form:
By the hypothesis of induction, we obtain LT , and hence obtain LT Q.E.D. By Theorems 2 and 6, the following theorem is obtained. Theorem 7 (Cut-elimination for 2LT) The rule (cut2) is admissible in cut-free 2LT.
Proof Suppose 2LT
for a 2-sequent . Then we have by Theorem 6 (1). By Theorem 2, we obtain . We thus obtain by Theorem 6 (2). Therefore . Conversely, by Theorem 7 and an appropriate modification of Theorem 6, a proof of Theorem 2 is also derived. Q.E.D.
Kripke semantics

Kripke model and soundness
The following definition (except the existence of N) of the Kripke frame is the same as that for the (fragment of) intuitionistic linear logic (Kamide, 2003 (Urquhart, 1972) and Wansing (Wansing, 1993a; Wansing, 1993b) . M is a set of information pieces, is the addition of information pieces, is the infinite addition of information pieces, and is the empty piece of information. Then the forcing relation can read as "the resource is obtained at the time i by using the information piece x." Theorem 12 (Soundness) Let C be a class of Kripke frames for and Proof It is su cient to prove the following: for any sequent S, if S is provable, then S is valid in any frame . This is proved by induction on a proof P of S. We distinguish the cases according to the last inference rules and initial sequents in P . Let be a valuation on F . In the following, we sometimes use implicitly the fact that is a preorder, is a commutative monoid with the identity , is monotonic, and has the hereditary condition (Proposition 10). We show some cases.
Case (!left): It is shown that L(C) is closed under (!left), i.e. for any formula and any multiset of formulas, if is valid in F then so is . In the following, we consider only the case that is nonempty (the empty case can be shown similarly). Suppose that . We will show . By (2), there exist such that and . By (4), there exists such that By (6), the frame condition C1 and the transitivity of , we have . Moreover, by (8) and the monotonicity of ·, we have By (9), (3) and the transitivity of , we have . Thus, by (10), (7) and (5), we obtain the following: there exist such that . Hence, by (1) we have .
Case (!right): It is shown that L(C) is closed under (!right), i.e. for any formula
and any multiset of formulas, if is valid in F then so is . We only show the case that is nonempty (the empty case can easily be shown using the frame condition C0). Suppose (1) for any and (2) . We will show . By (1), we have that there exist such that (3) , and (4) . Then, by (4), we have that for any , there exists such that (5) and (6) . By (6), the frame condition C1 and the hereditary condition of , we obtain (7)
. Thus we have that there exists (because M is closed under , and there exists ) such that (by the frame condition C2) and (by (7)). This means that (8) for any . Further we have (9) since is reflexive. Hence we have that there exist such that (8) and (9). This means , i.e. (10) . By the hypothesis (2) and the fact (10), we have (11) . By the facts (3), (5), the monotonicity of · and the frame conditions C2, C3, we have (12) Hence we obtain the following: there exist (because M is closed under ·) such that (by (12) and the transitivity of ) and (by (11)). This means . Case (!co)): It is shown that L(C) is closed under (!co), i.e. for any formulas and any multiset of formulas, if is valid in F then so is . In the following we consider only the case that is nonempty (the empty case can be shown similarly). Suppose (1) for any and (2) . We will show . By (1), there exist such that (3) , (4) and (5) . By (4), we have that there exists such that (6) and (7)
. By (3), (6) and the monotonicity of ·, we have (8) . On the other hand, we have that there exists such that (by the frame condition C4), (because, by (7), the frame conditions C1, C2 the hereditary condition of , we have that there exists such that . This means (9) . Further we have that there exist such that (by (8) and the transitivity of ), (by (9)) and (by (5)). This means (10) . By the hypothesis (2) and the fact (10), we obtain . Case (!we): It is shown that L(C) is closed under (!we), i.e. for any formulas and any multiset of formulas, if is valid in F then so is . In the following we consider only the case that is nonempty (the empty case can be shown similarly). Suppose (1) for any and (2) . We will show . By (1), we have that there exist such that (3) , (4) and (5) . By (4), we have that there exists such that (6) . Then we obtain (7) since we have by (3), (6), the monotonicity of , the transitivity of and the frame condition C5. Hence, by (7), (5) 
Completeness
In order to prove the completeness theorem, constructing a canonical model is needed, and the resulting canonical model will be used to show the relationship between a timed Petri net and LT. 
Timed Petri net interpretation
The following definition of timed Petri net is roughly the same as that in (Tanabe, 1997 2. The reachability of a timed Petri net corresponds to the provability of a sequent in LT, i.e. corresponds to . Then we have the remained question: "What is the Petri net interpretation of the exponential operator?" The following example is an answer from the idea of Ishihara and Hiraishi (Ishihara & Hiraishi, 2001 
Concluding remarks
In this paper, a new logic, called linear-time linear logic, was introduced as two equivalent cut-free sequent calculi LT and 2LT, which are the linear logic versions of Kawai's LT and Baretella and Masini's 2S for the standard linear-time temporal logic. The completeness theorem w.r.t. the Kripke semantics with a natural timed Petri net interpretation was proved for LT as the main result of this paper. By using this theorem, a relationship between LT and a timed Petri net with timed tokens was clarified, and the reachability of such a Petri net was transformed into the provability of LT and also 2LT. This means that the timed Petri net can naturally be expressed as the proof-theoretic framework by LT. In the following, some technical remarks are given. The Kripke semantics presented is similar to the Kripke semantics (or resource algebras) with location interpretations by Kobayashi, Shimizu and Yonezawa (Kobayashi et al., 1999) ) and Kamide (Kamide, 2004) . The sequent calculi and Kripke semantics for LT can also be adapted to Lafont's (intuitionistic) soft linear logic (Lafont, 2004) by using the framework presented in (Kamide, 2004) . The framework posed in this paper can be extended to a rich framework with the first-order universal quantifier ,based on the technique posed in (Kamide, 2004) . It is known in (Lilius, 1992) that the linear logic framework with the first-order quantifiers correspond to a high-level Petri net framework.
