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Abstract
In this paper, a predator–prey system with cross-diffusion, representing the tendency of predators to avoid the group defense
by a large number of prey or diffuse in the direction of higher concentration of the prey species, under homogeneous Dirichlet
boundary condition, is considered. Using the method of upper and lower solutions developed by Pao [C.V. Pao, Strongly coupled
elliptic systems and applications to Lotka–Volterra models with cross-diffusion, Nonlinear Anal. 60 (2005) 1197–1217], sufficient
conditions for the existence of positive solutions are provided when the induced cross diffusion coefficient is sufficiently small.
Furthermore, the investigation of non-existence of positive solutions is also presented.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are interested in the following Lotka–Volterra predator–prey system with cross-diffusion:⎧⎨
⎩
−u = u(a1 − u − b12v),
−Du − v = v(a2 + b21u − v) in Ω ,
(u, v) = (0,0) on ∂Ω ,
(1.1)
where Ω ⊆ RN is a bounded domain with smooth boundary ∂Ω ; u and v stand for the densities of the prey and
predator; the given coefficients ai , b12 and b21 are positive constants; and the constant D may be positive or negative.
Here D is referred to as cross diffusion. Cross diffusion expresses the population fluxes of predators resulting from
the presence of prey species.
In recent years, there has been considerable interest in being able to reveal the dynamics of strongly coupled
reaction–diffusion systems with cross diffusion. We point out that most efforts have concentrated on the Lotka–
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to [3,5,7,8,11,12] and the references therein. As for the predator–prey interaction, little attention has been given to
studying the effects of cross diffusion. One of the reasons is the meaning of the induced cross diffusion when D > 0
in (1.1). Biologically, in system (1.1), the positive cross diffusion D represents the tendency of predators to avoid
group defense by a large number of prey species; that is, exploiters diffuse away from their victims. On the contrary,
a negative cross diffusion D stands for the tendency of predators to diffuse in the direction of higher concentration
of the prey species; that is, predators get closer to the prey. More biological background can be found in [1,4,9]. In
the authors’ view, another reason why the system (1.1) has not been studied thoroughly is the lack of knowledge of
mathematical methods to apply to this system. Usually in studying a classical Lotka–Volterra predator–prey system,
the method of decomposing operators, bifurcation theory, and fixed point index theory have been widely used. To
apply such methods, it is necessary to understand some eigenvalue problems which have not been studied well.
The main goal of our work described in this paper is to provide sufficient conditions for the existence and non-
existence of positive solutions to (1.1) where the cross diffusion, D, may be either positive or negative. Apparently,
system (1.1) seems to be simple. Even so, there are many difficulties in investigating the existence of positive solutions.
Therefore, in our work, as the first step toward studying the system (1.1), we investigate sufficient conditions for the
existence of positive solutions to (1.1) by using the method of upper and lower solutions developed by Pao [11]. The
existence of positive solutions for a predator–prey system with general cross diffusion, including the cross diffusion
coefficient which is induced on the prey by predators, will be treated in a forthcoming paper.
In view of the result, it turns out that (1.1) has at least one positive solution under some conditions for a sufficiently
small cross diffusion. More precisely, we have the following theorem. Let λ1 > 0 be the principal eigenvalue of −
under homogeneous Dirichlet boundary condition. It is well known that the principal eigenfunction φ corresponding
to λ1 does not change sign in Ω and φ ∈ C2,α(Ω) for some 0 < α < 1.
Theorem. If min{ai, a2 +b21a1, a1 −b12(a2 +b21a1)} > λ1, then there exists a sufficiently small D := D(ai, b12, b21)
such that (1.1) has at least one positive solution for any |D|D.
In the above theorem, note that the assumption min{ai, a2 + b21a1, a1 − b12(a2 + b21a1)} > λ1 is also a sufficient
condition for positive solutions to the Lotka–Volterra predator–prey system with D = 0.
This paper is organized as follows. In Section 2, the existence theorem of solutions for a general class of strongly
coupled elliptic systems is presented using the method of upper and lower solutions. In Section 3, sufficient conditions
for the existence and non-existence of positive solutions of (1.1), which represent the tendency of predators to avoid
group defense by a large number of the prey, are investigated. In Section 4, the predator–prey system (1.1) with
negative cross diffusion D := −d < 0 is considered representing the tendency of predators to get closer to the prey.
2. The existence theorem for general elliptic systems
In this section, the existence theorem for solutions for a general class of strongly coupled elliptic systems is pre-
sented using the method of upper and lower solutions in [11].
For the scalar equation{−u = u(a − u) in Ω ,
u = 0 on ∂Ω , (2.1)
the following lemma can be found in [2,6,10].
Lemma 2.1. If a > λ1, then (2.1) has a unique positive solution Θ[a] satisfying Θ[a] a. In addition, the solution
Θ[a] is increasing with respect to a.
In the remaining parts of this section, consider the strongly coupled elliptic system
⎧⎨
⎩
−u = f1(u, v),
−[D(u, v)]= f2(u, v) in Ω , (2.2)
(u, v) = (0,0) on ∂Ω ,
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(H1) D(0,0) = 0; and D(u, v) is C2-function and fi(u, v) is C1-function in (u, v).
(H2) The map G(u,v) := (w, z) has a continuous inverse, where w = u and z =D(u, v).
In the hypothesis (H2), denote the inverse of G(u,v) by G−1(w, z) = (w,I(w, z)), then (2.2) is rewritten as⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−w + K1w = f1(u, v) + K1u,
−z + K2z = f2(u, v) + K2D(u, v),
(u, v) = (w,I(w, z)) in Ω ,
(w, z) = (0,0) on ∂Ω,
(2.3)
for some non-negative constants K1 and K2.
Definition 2.2. A pair of functions (u˜, v˜, w˜, z˜) and (uˆ, vˆ, wˆ, zˆ) in C(Ω)∩C2(Ω) are called upper and lower solutions
of (2.3) provided that they satisfy the relation (u˜, v˜, w˜, z˜) (uˆ, vˆ, wˆ, zˆ) and the inequalities⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−w˜ + K1w˜  f1(u˜, vˆ) + K1u˜,
−z˜ + K2z˜ f2(u˜, v˜) + K2D(u˜, v˜),
−wˆ + K1wˆ  f1(uˆ, v˜) + K1uˆ,
−zˆ + K2zˆ f2(uˆ, vˆ) + K2D(uˆ, vˆ),
u˜ w˜, v˜  I(wˆ, z˜),
uˆ wˆ, vˆ  I(w˜, zˆ) in Ω ,
w˜  0 wˆ, z˜ 0 zˆ on ∂Ω .
(2.4)
To investigate the existence of solutions for (2.3), the following three hypotheses are additionally assumed when
(2.3) has upper and lower solutions (u˜, v˜, w˜, z˜) and (uˆ, vˆ, wˆ, zˆ):
(H3) The function I is non-increasing in w and non-decreasing in z for w,z ∈ Cα(Ω) with exponent 0 < α < 1.
(H4) There exists a non-negative constant Ki such that (f1(u, v)+K1u,f2(u, v)+K2D(u, v)) is a mixed monotone
function in [uˆ, u˜] × [vˆ, v˜], that is, for (u, v) ∈ [uˆ, u˜] × [vˆ, v˜], f1(u, v) + K1u is non-decreasing in u and is
non-increasing in v; and f2(u, v) + K2D(u, v) is non-decreasing in u and v.
In view of Theorem 3.2 in [11], under assumptions (H1)–(H4), if (2.3) has upper and lower solutions, then (2.3)
has at least one solution (u, v,w, z) satisfying the relation (uˆ, vˆ, wˆ, zˆ) (u, v,w, z) (u˜, v˜, w˜, z˜). Note that, if u˜, v˜,
uˆ and vˆ satisfy
u˜ = w˜, v˜ = I(wˆ, z˜), uˆ = wˆ, vˆ = I(w˜, zˆ),
that are equivalent to
w˜ = u˜, z˜ =D(uˆ, v˜), wˆ = uˆ, zˆ =D(u˜, vˆ), (2.5)
then (2.4) is reduced to⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u˜ f1(u˜, vˆ),
−D(uˆ, v˜) + K2D(uˆ, v˜) f2(u˜, v˜) + K2D(u˜, v˜),
−uˆ f1(uˆ, v˜),
−D(u˜, vˆ) + K2D(u˜, vˆ) f2(uˆ, vˆ) + K2D(uˆ, vˆ) in Ω ,
u˜ 0 uˆ, v˜  0 vˆ on ∂Ω .
(2.6)
Definition 2.3. A pair of functions (u˜, v˜), (uˆ, vˆ) in C(Ω) ∩ C2(Ω) are called upper and lower solutions of (2.2)
provided that they satisfy the relation (u˜, v˜) (uˆ, vˆ) and the inequalities in (2.6).
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Theorem 2.4. Assume that (2.2) has coupled upper and lower solutions (u˜, v˜) and (uˆ, vˆ) with D(u˜, vˆ)  D(uˆ, v˜),
and the hypotheses (H1)–(H4) hold. Then there exists at least one solution (u, v) of (2.2) satisfying the relation
(uˆ, vˆ) (u, v) (u˜, v˜).
3. The tendency of predators to avoid the group defense of the prey
In this section, sufficient conditions for the existence and non-existence of positive solutions of (1.1), which repre-
sent the tendency of predators to avoid the group defense by a large number of the prey, are investigated by applying
Theorem 2.4. To this end, we basically assume D := d > 0 in (1.1). In this case, observe that the functions D(u, v)
and fi(u, v) in (2.2) are given by
D(u, v) = du + v, f1(u, v) = u(a1 − u − b12v), f2(u, v) = v(a2 + b21u − v),
compared to (1.1). It is easy to see that the hypotheses (H1)–(H3) are satisfied and G(u,v) has the continuous inverse
G−1(w, z) := (w,I(w, z)), where I(w, z) = z − dw. To show the existence of Ki which satisfies the hypothesis (H4),
we now obtain an a priori bound for positive solutions of (1.1).
Theorem 3.1. Any positive solution (u, v) of (1.1) with D = d > 0 has an a priori bound, that is,
u(x) a1 and v(x)R + da1,
where R := a2 + b21a1.
Proof. Since the proof for u(x) a1 follows easily from the strong maximum principle, we only prove that v(x)
R + da1. Let (u, v) be a positive solution of (1.1). Assume that du(x)+ v(x) attains its positive maximum at x0 ∈ Ω .
Then it easily follows that
−[du(x0) + v(x0)]= v(x0)(a2 + b21u(x0) − v(x0)) 0.
This implies a2 + b21u(x0) − v(x0)  0, so that v(x0)  a2 + b21u(x0)  a2 + b21a1. Therefore, the desired result
obviously follows from the fact that v(x)maxx∈Ω{du(x) + v(x)} = du(x0) + v(x0). 
In the next theorem, for d  0 sufficiently small, we seek a pair of upper and lower solutions which satisfies the
hypothesis (H4) in the form
(u˜, v˜) = (Θ[a1],Θ[M]) and (uˆ, vˆ) = (ρ1φ,ρ2φ),
where M and ρi are some positive constants with M  R + da1 and ρi sufficiently small; Θ[a1] and Θ[M] are the
unique positive solutions of (2.1) with a = a1 and a = M if they exist, respectively; and φ is the (normalized) principal
eigenfunction corresponding to λ1. Observe that, to guarantee the existence of Θ[a1] and Θ[M], it is necessary to
assume that a1 > λ1 and M > λ1.
Remark 3.2. For any constant M with M > a22 , let K1 := a1 +b12M and K2 := 2M−a2, then using Lemma 2.1, it can
be shown that (f1(u, v)+K1u,f2(u, v)+K2D(u, v)) is a mixed monotone function in [ρ1φ,Θ[a1]]× [ρ2φ,Θ[M]].
More precisely, for all (u, v) ∈ [ρ1φ,Θ[a1]] × [ρ2φ,Θ[M]], it is easy to check that[
f1(u, v) + K1u
]
u
= a1 − 2u − b12v + K1  a1 − 2Θ[a1] − b12Θ[M] + K1  a1 − 2a1 − b12M + K1  0,[
f1(u, v) + K1u
]
v
= −b12u 0,[
f2(u, v) + K2D(u, v)
]
u
= b21v + K2d  0,[
f2(u, v) + K2D(u, v)
]
v
= a2 + b21u − 2v + K2  a2 − 2Θ[M] a2 − 2M + K2  0.
In view of Remark 3.2, it is easy to see that (H4) is satisfied. In addition, to be a pair of upper and lower solutions
of (2.2), the relation (u˜, v˜, w˜, z˜) (uˆ, vˆ, wˆ, zˆ) in Definition 2.2 must be satisfied, where w˜ = u˜, wˆ = uˆ, z˜ = duˆ+ v˜ and
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dρ1φ + Θ[M] in Ω . Then, by applying Theorem 2.4, we can have the following existence theorem which provides
sufficient conditions for the existence of positive solutions of (1.1) with D = d > 0.
Theorem 3.3. If min{ai,R,a1 − b12R} > λ1, then there exists a sufficiently small d¯ := d¯(ai, b12, b21) such that (1.1)
with D = d > 0 has at least one positive solution for any d  d¯ .
Proof. First, take a sufficiently small constant ρ2 such that
(a) ρ2φ Θ[R] and ρ2φ(λ1 − a2 + ρ2φ) < 0 in Ω .
Next, choose sufficiently small constants, δ and ρ1 := ρ1(δ), satisfying the following conditions:
(b-4) ρ2φ(λ1 − a2 + ρ2φ)−δΘ[a1] in Ω ;
(c-3) a1 − b12(R + δa1) − ρ1φ > λ1 in Ω ;
(d) ρ1φ Θ[a1] in Ω .
Observe that the above choices of ρi and δ are possible since min{ai,R,a1 − b12R} > λ1. Let M := R + δa1. Then,
there is a sufficiently small constant d¯ := d¯(ai, b12, b21) such that
(e) d¯  δ;
(f) dΘ[a1] + ρ2φ  dρ1φ + Θ[M] for all d  d¯ ;
(g-2) K2dΘ[a1] δa1Θ[M] for all d  d¯ ;
(h-4) d(a1 − Θ[a1] + K2) δ for all d  d¯ .
Since (Θ[a1],Θ[M]) = (ρ1φ,ρ2φ) = (0,0) on ∂Ω and (Θ[a1],Θ[M]) (Θ[a1],Θ[R]) (ρ1φ,ρ2φ) in Ω , it suf-
fices to show that (u˜, v˜) = (Θ[a1],Θ[M]) and (uˆ, vˆ) = (ρ1φ,ρ2φ) satisfy the inequalities in (2.6) for all d  d¯ by
Theorem 2.4. In fact, for all d  d¯ , the inequalities in (2.6) can easily be verified
−u˜ − f1(u˜, vˆ) = Θ[a1]b12ρ2φ  0,
−D(uˆ, v˜) + K2D(uˆ, v˜) − f2(u˜, v˜) − K2D(u˜, v˜)
= dρ1λ1φ + K2dρ1φ + Θ[M]
(
M − a2 − b21Θ[a1]
)− K2dΘ[a1]
Θ[M](M − a2 − b21a1) − δa1Θ[M] 0,
−uˆ − f1(uˆ, v˜) = ρ1φ
(
λ1 − a1 + ρ1φ + b12Θ[M]
)
 ρ1φ(λ1 − a1 + ρ1φ + b12M) 0
and
−D(u˜, vˆ) + K2D(u˜, vˆ) − f2(uˆ, vˆ) − K2D(uˆ, vˆ)
= dΘ[a1]
(
a1 − Θ[a1] + K2
)+ ρ2φ(λ1 − a2 − b21ρ1φ + ρ2φ) − K2dρ1φ
Θ[a1]
(
d(a1 − Θ[a1] + K2) − δ
)
 0.
In the above conditions (a)–(h-4), the symbol (∗-i) means that the condition is used in the derivation of the ith
inequality in (2.6). Note that the others are the basic conditions required to apply Theorem 2.4. 
Before closing this section, the non-existence of positive solutions of (1.1) with D = d > 0 are investigated through
the following theorem.
Theorem 3.4. If one of the following conditions is satisfied, then (1.1) with D = d > 0 has no positive solution.
(i) λ1  a2 + b21a1 + db12a1;
(ii) λ1  a1;
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(iv) b12 < 1 < a1a2 and
1+b21
d
 λ1
R+db12a1 < 1.
Proof. Multiplying u and v to the first and second equations in (1.1), and then integrating these equations on Ω , we
have ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 =
∫
Ω
u2(a1 − u − b12v)dx −
∫
Ω
|∇u|2 dx,
d
∫
Ω
∇u∇v dx =
∫
Ω
v2(a2 + b21u − v)dx −
∫
Ω
|∇v|2 dx,
∫
Ω
∇u∇v dx =
∫
Ω
uv(a2 + b21u − v)dx − d
∫
Ω
|∇u|2 dx,
∫
Ω
∇u∇v dx =
∫
Ω
uv(a1 − u − b12v)dx.
(3.1)
(i) Suppose, by contradiction, that (1.1) has a positive solution (u, v), then the second and fourth equations in (3.1)
yield ∫
Ω
v3 dx + d
∫
Ω
uv(a1 − u)dx = −
∫
Ω
|∇v|2 dx +
∫
Ω
v2(a2 + b21u + db12u)dx. (3.2)
Since u a1 by Theorem 3.1, the left-hand side of (3.2) must be positive. On the other hand, the Poincaré inequality,
‖∇v‖2
L2
 λ1‖v‖2L2 for v ∈ W 12 (Ω), and the given assumption show the following contradiction:
−
∫
Ω
|∇v|2 dx +
∫
Ω
v2(a2 + b21u + db12u)dx  (−λ1 + a2 + b21a1 + db12a1)
∫
Ω
v2 dx  0.
(ii) Applying the Poincaré inequality to the first equation in (3.1), the following contradiction follows:
0 =
∫
Ω
u2(a1 − u − b12v)dx −
∫
Ω
|∇u|2 dx  (a1 − λ1)
∫
Ω
u2 dx −
∫
Ω
u2(u + b12v)dx < 0.
(iii) A contradiction argument is also used assuming that (1.1) has a positive solution (u, v). Adding the first
equation to the second equation, and then subtracting a1
∫
Ω
u2 dx + ∫
Ω
v2(a2 + b21u)dx from the both sides, the
following identity is obtained:∫
Ω
|∇u|2 dx + d
∫
Ω
∇u∇v dx +
∫
Ω
|∇v|2 dx − a1
∫
Ω
u2 dx −
∫
Ω
v2(a2 + b21u)dx
= −
∫
Ω
u2(u + b12v)dx −
∫
Ω
v3 dx. (3.3)
Since 2∇u∇v = |∇(u + v)|2 − |∇u|2 − |∇v|2 and (1 − d2 )λ1 max{a1, a2 + b21a1}, the Poincaré inequality shows
that the left-hand side of (3.3) must be non-negative, more precisely,∫
Ω
|∇u|2 dx + d
∫
Ω
∇u∇v dx +
∫
Ω
|∇v|2 dx − a1 dx
∫
Ω
u2 dx −
∫
Ω
v2(a2 + b21u)dx
=
(
1 − d
2
)∫
Ω
|∇u|2 dx + d
2
∫
Ω
∣∣∇(u + v)∣∣2 dx +
(
1 − d
2
)∫
Ω
|∇v|2 dx
− a1
∫
u2 dx −
∫
v2(a2 + b21u)dx
Ω Ω
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[(
1 − d
2
)
λ1 − a1
]∫
Ω
u2 dx + d
2
∫
Ω
∣∣∇(u + v)∣∣2 dx +
[(
1 − d
2
)
λ1 − (a2 + b21a1)
]∫
Ω
v2 dx
 0.
However, this results in a contradiction since the right-hand side of (3.3) is clearly strictly negative by the positivity
of u and v.
(iv) Since λ1 < R + db12a1 from the assumption, the existence of Θ[R + db12a1] follows from Lemma 2.1.
Contrariwise, assume that (1.1) has a positive solution (u, v), then we have
−v = v(a2 + b21u − v) − du(a1 − u − b12v)
= v(a2 + (b21 + db12)u − v)− du(a1 − u)
 v
(
a2 + (b21 + db12)u − v
)
 v
(
a2 + (b21 + db12)a1 − v
)
in Ω from (1.1) since u  a1 by Lemma 3.1. Therefore it follows easily from the comparison principle that v 
Θ[R + db12a1]R + db12a1. In addition, from the third and fourth equations in (3.1), we have∫
Ω
uv
(
a1 − a2 + (1 − b12)v
)
dx = (1 + b21)
∫
Ω
u2v dx − d
∫
Ω
|∇u|2 dx. (3.4)
Since a1 > a2 and b12 < 1, the left-hand side of (3.4) is positive, but using the given assumption dλ1  (1 + b21)(R +
db12a1) and Poincaré inequality, it is concluded that
(1 + b21)
∫
Ω
u2v dx − d
∫
Ω
|∇u|2 dx  ((1 + b21)(R + db12a1) − dλ1)
∫
Ω
u2 dx  0
since v R + db12a1. This contradiction completes the proof. 
4. The tendency of predators to get closer to the prey
In this section, the predator–prey system (1.1) with the basic assumption D := −d < 0 is considered, representing
the tendency of predators to get closer to the prey. To investigate sufficient conditions for the existence and non-
existence of positive solutions of (1.1), the following equivalent reaction–diffusion system is considered throughout
this section:⎧⎨
⎩
−u = u(a1 − u − b12v),
−du − v = v(a2 + b21u − v) + 2du(a1 − u − b12v) in Ω ,
(u, v) = (0,0) on ∂Ω .
(4.1)
Observe that (1.1) has a positive solution if and only if (4.1) has a positive solution.
First, an a priori bound for positive solutions of (4.1) is obtained to apply Theorem 2.4.
Theorem 4.1. Any positive solution (u, v) of (4.1) has an a priori bound, that is,
u(x) a1 and v(x)Q,
where Q := da1 + a2+b21a1+
√
(a2+b21a1)2+8da21
2 .
Proof. Let (u, v) be a positive solution of (4.1), then u  a1 follows clearly from the strong maximum principle,
so that only v(x) M is proved. To this end, assume that maxx∈Ω{du(x) + v(x)} = du(x0) + v(x0) > 0 for some
x0 ∈ Ω . Then it is easy to see that
v(x0)
(
a2 + b21u(x0) − v(x0)
)+ 2du(x0)(a1 − u(x0) − b12v(x0)) 0
which yields
(a2 + b21a1)v(x0) − v2(x0) + 2da2  0,1
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v(x0)
a2 + b21a1 +
√
(a2 + b21a1)2 + 8da21
2
.
Since v(x)maxx∈Ω{du(x) + v(x)} = du(x0) + v(x0)Q, the desired result follows. 
For the predator–prey model (4.1), the functions D(u, v) and fi(u, v) in (2.2) are given by
D(u, v) = du + v,
f1(u, v) = u(a1 − u − b12v), f2(u, v) = v(a2 + b21u − v) + 2du(a1 − u − b12v).
It is easy to see that G(u,v) has the continuous inverse G−1(w, z) = (w,I(w, z)), where I(w, z) = z − dw. In
addition, I is non-increasing in w and non-decreasing in z. To construct a pair of upper and lower solutions of the
form
(u˜, v˜) = (Θ[a1],Θ[M]) and (uˆ, vˆ) = (ρ1φ,ρ2φ),
where M and ρi are some positive constants with ρi sufficiently small, choose
K1 := a1 + b12M
and
K2 := max
{
2(a1 + b12M),b122da1 + 2M − a2
}
.
Then, it follows that f1(u, v) + K1u and f2(u, v) + K2D(u, v) is a mixed monotone function in [ρ1φ,Θ[a1]] ×
[ρ2φ,Θ[M]] as in Remark 3.2.
In the next theorem, which provides sufficient conditions for the existence of positive solutions, recall that R =
a2 + b21a1.
Theorem 4.2. If min{ai,R,a1 − b12R} > λ1, then there exists a sufficiently small d¯ := d¯(ai, b12, b21) such that (1.1)
with D = −d < 0 has at least one positive solution for any d  d¯ .
Proof. Similarly as in the proof of Theorem 3.3, take some constants ρi , δ and d¯ := d¯(ai, b12, b21) satisfying the
following conditions:
(a) ρ2φ Θ[R] and ρ2φ(λ1 − a2 + ρ2φ) < 0 in Ω ;
(b′-4) ρ2φ(λ1 − a2 + ρ2φ)−δΘ[a1] and 2ρ1φ(ρ1φ + b12ρ2φ) δΘ[a1] in Ω ;
(c′-3) a1 − b12R − ρ1φ > λ1 in Ω ;
(d) ρ1φ Θ[a1] in Ω ;
(e) d¯  δ;
(f) dΘ[a1] + ρ2φ  dρ1φ + Θ[M] for all d  d¯ ;
(g′-2) K2dΘ[a1] (M − a2 − b21a1 − δ)Θ[M] for all d  d¯ ;
(g′′-2) 2dΘ[a1](Θ[a1] + b12Θ[M]) δΘ[M] for all d  d¯ ;
(h′-4) d(a1 − Θ[a1] + K2 + δ) δ for all d  d¯ ,
where M := δa1 + a2+b21a1+
√
(a2+b21a1)2+8δa21
2 . The proofs for the first and third inequalities in (2.6) are the same as
in the proof of Theorem 3.3. Furthermore, using the above conditions, the second and fourth inequalities are easily
checked
−D(uˆ, v˜) + K2D(uˆ, v˜) − f2(u˜, v˜) − K2D(u˜, v˜)
= dρ1λ1φ + K2dρ1φ + Θ[M]
(
M − a2 − b21Θ[a1]
)+ 2dΘ[a1](a1 − Θ[a1] − b12Θ[M])− K2dΘ[a1]
Θ[M](M − a2 − b21a1) − 2dΘ[a1]
(
Θ[a1] + b12Θ[M]
)− K2dΘ[a1] 0
and
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= dΘ[a1]
(
a1 − Θ[a1] + K2
)+ ρ2φ(λ1 − a2 − b21ρ1φ + ρ2φ) − K2dρ1φ + ρ1φ2d(−a1 + ρ1φ + b12ρ2φ)
 dΘ[a1]
(
a1 − Θ[a1] + K2
)+ ρ2φ(λ1 − a2 + ρ2φ) + d · 2ρ1φ(ρ1φ + b12ρ2φ)
Θ[a1]
(
d
(
a1 − Θ[a1] + K2 + δ
)− δ) 0. 
Finally, the non-existence of positive solutions of (1.1) with D = −d < 0 is investigated through the following
theorem.
Theorem 4.3. If one of the following conditions is satisfied, then (1.1) with D = −d < 0 has no positive solution.
(i) λ1  a1;
(ii) a1  a2 and b12  1;
(iii) b21
b12
 d  b21 and λ1  a1 + a2.
Proof. Suppose, by contradiction, that (1.1) has a positive solution (u, v), then similarly as in Theorem 3.4, it is easy
to derive the following identities:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 =
∫
Ω
u2(a1 − u − b12v)dx −
∫
Ω
|∇u|2 dx,
−d
∫
Ω
∇u∇v dx =
∫
Ω
v2(a2 + b21u − v)dx −
∫
Ω
|∇v|2 dx,
∫
Ω
∇u∇v dx =
∫
Ω
uv(a2 + b21u − v)dx + d
∫
Ω
|∇u|2 dx,
∫
Ω
∇u∇v dx =
∫
Ω
uv(a1 − u − b12v)dx.
(4.2)
(i) The proof is the same as that of Theorem 3.4(ii).
(ii) From the third and fourth equations in (4.2), it is easy to derive that
0 d
∫
Ω
|∇u|2 dx =
∫
Ω
uv
(
a1 − a2 − (1 + b21)u − (b12 − 1)v
)
dx < 0,
a contradiction.
(iii) Since d  b21, it follows from the strong maximum principle that du(x) v(x) in Ω . To show this, assume
that −du(x) + v(x) attains its minimum at x0 ∈ Ω and this minimum is negative, then we have −[−du(x0) +
v(x0)] = v(x0)(a2 + b21u(x0)− v(x0)) 0, so that a2 + b21u(x0)− v(x0) 0. On the other hand, since d  b21 and
−du(x0) + v(x0) < 0, the following contradiction is derived:
a2 + b21u(x0) − v(x0) a2 + du(x0) − v(x0) > 0.
Therefore, using the second and fourth equations in (4.2) together with the given assumption b21
b12
 d , it can be
derived that
I :=
∫
Ω
|∇v|2 dx − a1
∫
Ω
duv dx − a2
∫
Ω
v2 dx
= −d
∫
Ω
uv(u + b12v)dx +
∫
Ω
v2(b21u − v)dx
=
∫
v2
(
(b21 − db12)u − v
)
dx − d
∫
u2v dx < 0.Ω Ω
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I  (λ1 − a1 − a2)
∫
Ω
v2 dx  0
since du(x) v(x) in Ω and λ1  a1 + a2. This contradiction completes the proof. 
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