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Binaural integration in the central nucleus of inferior
colliculus (ICC) plays a critical role in sound localiza-
tion. However, its arithmetic nature and underlying
synaptic mechanisms remain unclear. Here, we
showed in mouse ICC neurons that the contralateral
dominance is created by a ‘‘push-pull’’-like mecha-
nism, with contralaterally dominant excitation and
more bilaterally balanced inhibition. Importantly,
binaural spiking response is generated apparently
from an ipsilaterally mediated scaling of contralateral
response, leaving frequency tuning unchanged. This
scaling effect is attributed to a divisive attenuation
of contralaterally evoked synaptic excitation onto
ICC neurons with their inhibition largely unaffected.
Thus, a gain control mediates the linear transforma-
tion from monaural to binaural spike responses.
The gain value is modulated by interaural level dif-
ference (ILD) primarily through scaling excitation to
different levels. The ILD-dependent synaptic scaling
and gain adjustment allow ICC neurons to dynami-
cally encode interaural sound localization cues while
maintaining an invariant representation of other
independent sound attributes.
INTRODUCTION
The central nucleus of the inferior colliculus (ICC) is a critical cen-
ter for binaural processing. In addition to intracollicular synaptic
inputs, ICC neurons receive ascending inputs from nearly all
auditory brainstem nuclei (Casseday et al., 2002; Grothe et al.,
2010; Pollak, 2012). By integrating contralaterally and ipsilater-738 Neuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc.ally evoked inputs, ICC neurons can perform multiple functional
tasks in parallel: the processing of sound attributes per se, such
as frequency and intensity, and the processing of binaural sound
localization cues such as interaural time and level differences
(ITD and ILD, respectively). Despite many previous studies, the
arithmetic nature of binaural integration, namely, the transfer
function between monaural and binaural spike responses, re-
mains not well defined. Most binaural studies have focused on
neural tuning for the spatial location of sound sources, or have
varied the acoustic parameters that contribute most to sound
localization (Chase and Young, 2005; Delgutte et al., 1999; Irvine
and Gago, 1990; Kelly and Phillips, 1991; Kuwada et al., 1987;
Semple and Kitzes, 1985; Wenstrup et al., 1988). In this study,
we reveal the monaural-to-binaural spike response transforma-
tion by examining the complete auditory receptive fields under
contralateral, ipsilateral, and binaural stimulation conditions.
Most ICC neurons are driven strongly by contralateral sound
sources, due to the major contralateral excitatory projections
from cochlear nuclei and lateral superior olive (LSO) (Adams,
1979; Brunso-Bechtold et al., 1981; Ross and Pollak, 1989). Ipsi-
laterally presented sound can suppress, have no effect on, or in
some cases enhance the binaural spike response relative to the
response driven contralaterally alone (Irvine and Gago, 1990;
Roth et al., 1978; Semple and Aitkin, 1979; Wenstrup et al.,
1988). These interaural interactions can potentially be described
with three simple arithmetic forms when the generation of
binaural frequency tuning is considered (Figure 1A; Experimental
Procedures): (1) a summation or subtraction between contralat-
eral and ipsilateral spike responses; (2) a thresholding effect on
the contralateral spike response, with the ipsilateral input serving
to increase or decrease the effective spike threshold; and (3) a
multiplicative or divisive normalization (i.e., gain modulation) of
the contralateral spike response. These three types of response
transformation will have different impacts on auditory process-
ing. Both the summation/subtraction and thresholding effects
would change the spectral processing by altering the sharpness
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serves the frequency tuning regardless of changes in spike
rate. In addition, from the transfer function between contralateral
and binaural spike responses, we can clearly define the role of
ipsilateral input in binaural processing. To determine the transfer
function underlying the binaural processing of spectral informa-
tion, we compared the frequency-intensity tonal receptive fields
(TRFs) of spike responses driven monaurally and binaurally. We
found in both anesthetized and awake mice that binaural
responses resulted from a scaling of contralateral responses,
with ipsilateral input serving as a gain control. In addition, we
provided evidence that the gain value was modulated by ILD.
Thus, it can potentially be employed to represent sound source
location.
For a thorough understanding of the monaural-to-binaural
spike response transformation, it is essential to reveal the
underlying synaptic mechanisms with intracellular recordings.
Because the output response is primarily determined by the
excitatory and inhibitory synaptic interplay, the potential modu-
lations of binaural spike response could be due to changes in
excitatory input, inhibitory input, or a combination of both. A
small number of intracellular studies (Covey et al., 1996; Kuwada
et al., 1997; Li et al., 2010; Nelson and Erulkar, 1963; Peterson
et al., 2008) reported membrane potential responses evoked
by contralateral, ipsilateral, and binaural stimulation, based on
which potential circuit interactions have been proposed. How-
ever, due to the difficulty in deriving the absolute levels of exci-
tation and inhibition from the recorded membrane potential
responses, the excitatory and inhibitory synaptic mechanisms
for binaural integration remain unclear. In this study, we applied
in vivo whole-cell voltage-clamp recordings to dissect the con-
tralaterally, ipsilaterally, and binaurally evoked excitatory and
inhibitory synaptic inputs. Our results indicated that the ipsilat-
eral input mediated gain modulation was achieved primarily
through an ILD-dependent scaling of excitatory synaptic input.
RESULTS
Monaural Frequency Representation of Mouse ICC
Neurons
We first characterized the monaural frequency representation of
mouse ICC neurons by presenting sound to the contralateral and
ipsilateral ears separately (see Experimental Procedures). In vivo
loose-patch cell-attached recordings were made from ICC neu-
rons to examine their spike responses to tone pips of different
frequencies and intensities presented to the contralateral or ipsi-
lateral ear in a random sequence (see Experimental Procedures).
Spike TRFs were reconstructed from responses to contralateral
and ipsilateral stimuli (Figure 1B). The contralateral TRF was not
only broader than the ipsilateral TRF, but also had a lower inten-
sity threshold and higher spike rates. Thus, the cell showed a
contralateral bias. To quantify the monaurality of ICC neurons,
we used an aural dominance index (ADI), which was defined as
the difference between contralateral and ipsilateral responses
summed across the entire TRF, divided by their sum
([Contra  Ipsi]/[Contra + Ipsi]). A total of 105 ICC neurons
were recorded. Among these cells, 33% (35 out of 105) exhibited
spiking responses to contralateral stimuli only, resulting in an ADIof 1 (Figure 1C). The rest of the neurons exhibited both contra-
lateral and ipsilateral spike responses, but the contralateral
response was stronger than the ipsilateral response, as indi-
cated by the result that all ADI values were positive (Figure 1C).
This result is consistent with previous observations in various
species that most of ICC neurons are more strongly driven by
contralaterally presented sound (Kelly et al., 1991; Kuwada
et al., 1997; Popescu and Polley, 2010; Semple and Aitkin,
1979). In our recorded ICC neurons, a great majority had an
ADI higher than 0.5 (Figure 1C) and a broader contralateral
TRF than the ipsilateral counterpart (Figure 1D), indicating a
strong contralateral bias in the mouse ICC. For cells that had
both contralateral and ipsilateral TRFs, the ipsilateral intensity
threshold was usually higher than the contralateral threshold
(Figure 1E), and the onset latency of the ipsilateral response
was usually longer than that of the contralateral response (Fig-
ure 1F). Despite these differences, contralateral and ipsilateral
TRFs displayed about the same characteristic frequency (CF)
(Figure 1G), indicating a matched tonotopic map between
contralateral and ipsilateral stimulation (Popescu and Polley,
2010). In a few cells, spontaneous membrane rupture occurred,
allowing us to record spike and subthreshold responses simulta-
neously. As shown in an example monaural cell (Figure 1H), ipsi-
lateral stimulation clearly evoked synaptic responses, although
only spike responses to contralateral stimulation were observed.
This observation is consistent with reports of previous intracel-
lular studies (Kuwada et al., 1997; Li et al., 2010), indicating
that monaural cells can in fact receive binaural synaptic inputs
and that spike threshold has greatly enhanced the monaurality
of output responses (Liu et al., 2010; Priebe, 2008).
Synaptic Inputs Underlying the Contralateral Aural
Dominance
To further examine the synaptic inputs underlying contralaterally
and ipsilaterally evoked spike responses, we made whole-
cell voltage-clamp recordings from ICC neurons (see Experi-
mental Procedures). Excitatory and inhibitory synaptic currents
were dissected by clamping the cell’s membrane potential
at70 mV and 0 mV, respectively. From the example cell shown
in Figure 2A, three salient properties of synaptic inputs were
observed. First, the contralateral excitatory input was stronger
than the ipsilateral counterpart. This contralateral bias of excit-
atory input likely underlies the aural preference of most ICC neu-
rons (Figure 1C). Second, the inhibitory TRF was much broader
than its excitatory counterpart, and this is the case for both
contralateral and ipsilateral stimulation. That inhibition is broader
than excitation is consistent with a recent report in the rat ICC
(Kuo and Wu, 2012). Third, the difference between amplitudes
of contralateral and ipsilateral synaptic responses was less
striking for inhibition compared to excitation.
We recorded from 18 ICC neurons. One cell did not show ipsi-
laterally evoked excitatory or inhibitory responses (i.e., purely
monaural). The rest displayed both contralaterally and ipsilater-
ally evoked synaptic responses. In 14 of these neurons, a
complete set of excitatory and inhibitory synaptic TRFs to both
contralateral and ipsilateral stimulation were obtained. We sum-
marized the amplitude relationship between the contralateral
and ipsilateral responses taken around the best frequency andNeuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc. 739
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Figure 1. Monaural Frequency Representation of Mouse ICC Neurons
(A) Three potential forms of binaural interaction. Curves shown are schematic frequency tuning curves of binaural response (spike) resulting from a summation/
subtraction between ipsilateral and contralateral responses, from a thresholding effect on the contralateral response, aswell as from amultiplicative scaling of the
contralateral response. Black curve: binaural tuning equivalent to contralateral tuning alone. Gray curve: ipsilateral tuning alone.
(B) Spike TRFs of an example ICC neuron driven by tones presented to the contralateral and ipsilateral ear respectively. Each small trace represents a post-
stimulus spike time histogram (PSTH, ten trials) for recorded spikes within 50 ms after the tone onset, at a given frequency-intensity combination. The color map
below depicts the average spike number per trial within the 50 ms window.
(C) Distribution of the aural dominance index (ADI). Cells with ADI = 1 only exhibit contralaterally evoked spike responses.
(D) Distribution of the ratio between monaural TRF bandwidths (ipsi/contra).
(E) Distribution of the intensity threshold difference between monaural TRFs (ipsi-contra). ‘‘NS’’ represents cells that did not show ipsilaterally evoked spike
responses.
(F) Distribution of the difference between response onset latencies (ipsi-contra), measured around the best frequency and at 70 dB sound pressure level (SPL).
Monaural cells are excluded.
(legend continued on next page)
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Figure 2. Synaptic Inputs Underlying the
Contralateral Aural Dominance of ICC
Responses
(A) Whole-cell voltage-clamp recording from an
example ICC neuron. Left, TRF of excitatory cur-
rent recorded at 70 mV. Right, TRF of inhibitory
current recorded at 0 mV. Scale, 200 pA, 350 ms.
Color map depicts the peak amplitude of synaptic
current (averaged for two repetitions). Below the
color map is an enlargement of the CF-tone-
evoked synaptic response (350 ms record). Arrow
points to the tone onset.
(B) The measurement of binaural balance for
excitation and inhibition with aural dominance
index (ADI). Response amplitudes to tones at three
frequencies centered on the best frequency and at
70 dB SPL were averaged for this analysis. Data
points for the same cell are connected with a line.
Solid symbols represent mean ± SEM. **p < 0.001,
paired t test, n = 14. Similar tests and labels apply
to (C) and (D).
(C) Excitation/inhibition (E/I) ratio for contralateral
and ipsilateral stimulation.
(D) Average bandwidths of excitatory and inhibi-
tory TRFs at 60 dB SPL.
See also Figure S1.
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Gain Control Underlying Binaural Computationat 70 dB sound pressure level (SPL). The contralateral bias of
synaptic amplitude was significantly greater for excitation than
for inhibition as measured by ADI (Figure 2B) and contralateral-
ipsilateral difference (Figure S1A available online). Notably, the
average ADI of inhibition was much closer to zero compared to
excitation, indicating that inhibitory responses were more
binaurally balanced. Due to the differential aural dominance of
excitation and inhibition, the excitation/inhibition (E/I) ratio was
significantly lower for ipsilateral than contralateral stimulation
(Figure 2C). Therefore, the stronger contralateral excitation
and relatively stronger ipsilateral inhibition (analogous to a
‘‘push-pull’’ pattern) can both contribute to the contralateral
dominance of ICC spiking responses. Finally, we summarized
the bandwidths of contralateral and ipsilateral synaptic TRFs
(Figure 2D). For both excitation and inhibition, the contralateral
TRF was broader than the ipsilateral counterpart. In addition,
the inhibitory TRF was broader than the corresponding excit-
atory TRF, for both contralateral and ipsilateral stimulation (Fig-
ure 2D). Such broad inhibition may contribute to the inhibitory
sidebands revealed by the effects of GABAergic manipulations
on extracellularly recorded unit spikes (Vater et al., 1992; Yang
et al., 1992). The contralateral and ipsilateral synaptic TRFs
had the same CF, and the excitatory and inhibitory TRFs for
the same ear stimulation also exhibited the same CF (Figures
S1B–S1D).(G) The CF of ipsilateral TRF versus that of contralateral TRF. The black line i
r is marked.
(H) An example recording in which both spike and subthreshold responses were o
the spike TRF with the color representing the average spike number, and the m
ipsilaterally evoked spiking response, but did show ipsilaterally evoked subthresA Linear Transformation of the Contralateral into
Binaural Spike Response
We next examined how monaural spike responses are trans-
formed into a binaural spike response. By presenting the same
set of tones contralaterally, ipsilaterally, and binaurally in a
random order, we reconstructed three spike TRFs for each
recorded cell. As a starting point, we set the binaural stimuli to
have the same intensity at both ears (i.e., ILD = 0 dB), which
mimics the ILD for a sound source originated on the midline.
As shown by an example cell (Figure 3A), the binaural TRF clearly
resembled the contralateral TRF, whereas the ipsilateral TRF
appeared much smaller. To quantify the relationship between
the binaural and contralateral TRFs, we plotted the binaural
response level against the corresponding contralateral spike
response level (Figure 3B). It became clear that the binaural
responses linearly correlated with the contralateral responses,
with a correlation coefficient (r) as high as 0.96 (Figure 3B,
whole). The binaural spike response was suppressed relative
to the contralateral spike response, as evidenced by the <1 slope
of the linear fitting, indicating that the cell was an EI neuron (e.g.,
the influence of ipsilateral input is inhibitory) (Irvine and Gago,
1990; Kelly et al., 1991; Kuwada et al., 1997; Semple and Kitzes,
1985; Wenstrup et al., 1988). Interestingly, the slope of linear
fitting was almost the same when only the responses within
the effective frequency-intensity region where there were nos the best-fit linear regression line (slope = 0.97). The correlation coefficient
bserved. Each trace is a 50 ms record. Below, color map on the left represents
ap on the right represents the subthreshold TRF. Note that the cell had no
hold responses.
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Figure 3. A Gain Modulation for Transform-
ing Monaural into Binaural Response
(A) Contralateral, binaural, and ipsilateral spike
TRFs of an example ICC neuron. Data presenta-
tion is the same as in Figure 1B.
(B) Binaurally evoked spike number versus con-
tralaterally evoked spike number under the same
tone, plotted for the cell shown in (A). Whole
(black), responses from the entire TRF; w/o ipsi
(red), responses from the TRF region where there
were no ipsilateral spiking responses. r is 0.96 for
both fittings. Bootstrapped slope for the entire TRF
is 0.91 ± 0.02 (mean ± SD).
(C) Distribution of correlation coefficients in the
recorded population. Bin size = 0.1.
(D) Distribution of gain values. The gain is equiva-
lent to the slope of linear fitting of binaural versus
contralateral response. Black, binaural cells; red,
monaural cells. Inset, the gain value plotted as a
function of the strength of the ipsilateral response
(to CF tone at 60 dB SPL), which is normalized by
the strength of the contralateral response.
(E) The gain measured for responses within the
effective frequency-intensity region where there
were no ipsilateral spiking responses plotted
against that measured within the entire TRF. Black
line is the best-fit linear regression line. Dash lines
mark the 99% confidence interval.
(F) The CF of binaural TRF versus that of the cor-
responding contralateral TRF. Dotted line is the
best-fit linear regression line.
(G) The bandwidth of binaural TRF versus that of
the corresponding contralateral TRF. Bandwidth
was measured at 20 dB above the intensity
threshold. Black line is the best-fit linear regres-
sion line.
See also Figure S2.
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Gain Control Underlying Binaural Computationipsilateral spiking responses were considered (Figure 3B, w/o
ipsi). Collectively, these results suggest that despite the frank
spike response evoked by the ipsilateral ear input alone, its pri-
mary contribution to binaural tuning is to modulate the con-
tralateral response. More example cells are shown in Figures
S2A–S2D.
We found a strong linear correlation between the levels of
binaural and contralateral spike responses in all the neurons
examined, with their correlation coefficients allR0.8 (Figure 3C,
black). In contrast, the correlation between binaural and ipsilat-
eral spike responses was much weaker (Figure 3C, red). This
result suggests that the binaural spike response can be viewed
as being scaled from the contralateral spike response, with the
scaling factor (i.e., slope/gain) controlled by the ipsilateral ear
input. Figure 3D shows the distribution of gain values for
monaural cells (i.e., cells that do not show ipsilateral spike
responses, red) and binaural cells (calculated for responses in
the entire TRF, black). The distribution was similar for monaural
and binaural neurons. For binaural neurons, no correlation was
observed between gain value and the relative strength of ipsilat-
eral spike response (Figure 3D, inset). These results suggest that
the gain modulation effect was independent of presence of
ipsilateral spike responses. For the majority of cells, the gain
was lower than 1, consistent with previous observations that EI
neurons are the largest population in the ICC (Casseday et al.,742 Neuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc.2002; Grothe et al., 2010; Pollak, 2012). For the binaural neurons,
we further compared the gain values calculated for responses in
the entire effective frequency-intensity space, and those in TRF
regions without displaying ipsilateral spike responses. As shown
in Figure 3E, gain values measured in the two ways were similar
to each other, again supporting the notion that ipsilateral ear
input plays a modulatory role. To assess the statistical accuracy
of the measured gain value, we applied bootstrap method
(Carandini et al., 1997; Efron and Tibshirani, 1993) for each cell.
The measured gain value matched closely to the mean of boot-
strapped gain values, deviating from it by no more than 2% (Fig-
ures S2E–S2G). In addition, the variation of bootstrapped gain
values was small, mostly less than 10% (Figure S2H). This anal-
ysis supports the statistical accuracy of the measured gain
values. Consistent with the notion of a scaling of contralateral
spike responses, the binaural TRF exhibited the same CF (Fig-
ure 3F) and a similar bandwidth (Figure 3G) as that of the contra-
lateral TRF. With multiple linear regression (see Experimental
Procedures), we statistically determined on a single-cell basis
that there was no significant contribution (p > 0.05) from the ipsi-
lateral spike response to the binaural spike response in 123 out of
131 recorded neurons (104 from anesthetized, and 27 from
awake animals) and that there was no significant thresholding
effect (p > 0.05; see Experimental Procedures) in 127 out
of 131 neurons (the p values for the other cells are larger
Neuron
Gain Control Underlying Binaural Computationthan 0.01). In contrast, the contralateral response was found to
be highly significantly correlated with the binaural response
(p < 1015) in all the 131 neurons. Together, these results further
suggest that binaural spike responses can be best described as
a scaling up/down of contralateral spike responses, with the
ipsilateral ear input providing the gain control.
Synaptic Mechanisms for the Gain Control Effect
How is the ipsilateral input-mediated gain control achieved?
To further understand binaural integration at the synaptic level,
we recorded excitatory and inhibitory synaptic TRFs to both
monaural and binaural stimulation. As shown by an example
cell in Figure 4A, the cell received stronger excitatory inputs
driven contralaterally than ipsilaterally, whereas its inhibitory
inputs driven contralaterally and ipsilaterally in large part had
similar amplitudes. From the synaptic amplitudes, it is clear
that the binaural synaptic response was neither a subtraction
nor a summation between the contralateral and ipsilateral
responses. Similar to the analysis of spiking responses, we
plotted the binaural synaptic amplitude against the contralateral
synaptic amplitude to the same tone stimulus (Figure 4B). The
correlation coefficient was high for both the excitatory and inhib-
itory synaptic responses, indicating a strong linear relationship.
The slope of linear fitting was 0.81 for excitation, but 0.98 for
inhibition. This indicates that the binaural excitatory input was
significantly scaled down from the contralateral excitatory input,
whereas the binaural inhibitory input was not very different from
its contralateral counterpart. A second example cell is shown in
Figures S3A and S3B.
As summarized for 11 similarly recorded cells, the linear corre-
lation between binaural and contralateral synaptic responses
was strong, with the r mostly larger than 0.8 for both excitation
and inhibition (Figure 4C). On average, the contralateral excit-
atory synaptic response (measured around the best frequency
and at 70 dB SPL) was stronger than the binaural excitatory
response (p < 0.01, paired t test), whereas the contralateral inhib-
itory synaptic response was not different from its binaural coun-
terpart (p > 0.2, paired t test) (Figure 4D). In contrast, ipsilateral
excitatory and inhibitory inputs were both weaker than their
binaural counterparts (p < 0.01, paired t test), but the difference
was far smaller for inhibition than excitation (Figure 4D). Figure 4E
plots the scaling factor for the contralateral-to-binaural synaptic
response transformation. In all the recorded cells, the scaling
factor for excitation was below 1, indicating a suppressive effect
despite the fact that ipsilateral stimulation alone evoked excita-
tion. The scaling factor for inhibition was close to 1, indicating
amuch weaker modulation of inhibition by ipsilateral stimulation.
As for receptive field shape, binaural synaptic TRFs closely
resembled their contralateral counterparts, as demonstrated
by their similar bandwidths (Figure 4F) and CFs (Figures S3C
and S3D). On the other hand, ipsilateral synaptic TRFs were
significantly narrower than their binaural counterparts (Figure 4F).
Together, these summaries strengthen the notion that ipsilateral
ear input serves a modulatory function in generating binaural
spike responses primarily by scaling down contralaterally
evoked excitatory input.
To test whether the observed scaling of excitatory input
contributes to the apparent linear transformation of the contra-lateral into binaural spike response, we employed a conduc-
tance-based neuron model (Liu et al., 2011; Zhou et al.,
2012a, 2012b; Sun et al., 2013). Figures 5A and 5B show
the tone-evoked excitatory and inhibitory synaptic inputs at
70 dB SPL for a typical ICC neuron. We fit the frequency distri-
bution of synaptic response amplitudes with a Gaussian func-
tion (Figures 5C and 5D). The normalized Gaussian functions
for binaural and contralateral synaptic responses superim-
posed well (Figures 5C and 5D, inset), indicating little difference
in tuning shape and again supporting the notion of scaling. We
utilized these Gaussian fits to simulate frequency tuning of
excitatory and inhibitory synaptic inputs in our model. For
simplicity, the best frequencies of excitation and inhibition
were chosen to be the same (see Figures S3C and S3D), and
their tuning shapes were both symmetric (Figure 5E). Tone-
evoked excitatory and inhibitory conductances (Figure 5E,
inset) were simulated by fitting experimental data with an alpha
function (see Experimental Procedures). Each tone-evoked
membrane potential (Vm) response was then derived by inte-
grating the corresponding excitatory and inhibitory conduc-
tances in the neuron model (see Experimental Procedures),
with their amplitudes varied at different tone frequencies
according to their corresponding frequency tuning curves. We
scaled the excitatory synaptic amplitude by a factor of
0.8–1.2, while keeping the inhibitory response amplitude un-
changed (see Figure 4E). Figure 5F shows the frequency tuning
curves of peak Vm responses at different excitatory scaling fac-
tors. To derive spiking response from the peak Vm response,
we utilized a power-law function in describing the relation
between Vm and spike rate (Atallah et al., 2012; Liu et al.,
2011; Miller and Troyer, 2002; Priebe, 2008) (see Experimental
Procedures). As shown in Figure 5G, the scaling of excitatory
response amplitudes resulted in negligible changes in the
shape of spike tuning, although the spike rate could be modu-
lated by as much as 50%. Within the experimentally observed
range of changes of spike rate (0.4- to 1.4-fold, see Figure 1D),
excitation was scaled within a range of 0.78- to 1.12-fold, and
spike tuning width only varied between a narrow range of 0.93-
to 1.03-fold (Figure 5H). Similar, as previously reported (Atallah
et al., 2012), scaling of inhibition can also achieve an approxi-
mate gain control of spike responses (Figure 5I). The gain mod-
ulation by scaling excitation was not affected much by the
inhibitory tuning shape, as similar effects on spike tuning
were achieved under inhibition cotuned with excitation, more
broadly tuned than excitation, or inhibition with a flat tuning
(Figure 5J).
The Gain Value Is Modulated by Interaural Level
Difference
Previous studies have demonstrated that the amplitude of
binaural spike response can be modulated by interaural level/
intensity difference (ILD), a spatial location cue (Irvine and
Gago, 1990; Kuwada et al., 1997; Li et al., 2010; Pollak, 2012;
Semple and Kitzes, 1985; Wenstrup et al., 1988). In the exper-
iments described thus far, ILD was set as zero to simulate a
sound source originating on the auditory midline. To test
whether a linear transformation of the contralateral into binaural
spike response also applies to other binaural hearingNeuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc. 743
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Figure 4. Synaptic Inputs Underlying Binaural Interaction
(A) Excitatory and inhibitory synaptic TRFs of an example ICC neuron under contralateral, binaural, and ipsilateral stimulation respectively. Data are displayed in
the same manner as in Figure 2A. Scale: 150 pA, 350 ms. The reconstructed dendritic morphology of the recorded cell is shown in the middle inset, which is
consistent with the reported disc-shaped cell (Oliver et al., 1991). D, dorsal; M, medial.
(B) Binaural synaptic response amplitude versus the corresponding contralateral response amplitude, plotted for the cell as shown in (A). The best-fit linear
regression lines are shown. Slope: 0.81 ± 0.03 for excitation; 0.98 ± 0.01 for inhibition (mean ± SD, bootstrapping).
(C) Accumulative fraction of the correlation coefficient calculated between binaural and contralateral synaptic responses.
(legend continued on next page)
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Figure 5. Scaling of Excitation Can Lead to a
Gain Modulation Effect
(A and B) An enlargement of tone-evoked excit-
atory (A) and inhibitory (B) responses at 70 dB SPL
under contralateral and binaural stimulation. Each
small trace (350 ms record) represents the
response to a given tone frequency.
(C and D) Plot of the response amplitudes at
different frequencies for the same cell. Curves are
Gaussian fits of the data. Inset, the Gaussian
functions are normalized and superimposed for
comparison.
(E) Simulated frequency tuning curves for excita-
tion and inhibition. The tuning curves are centered
on the same characteristic frequency. The inhibi-
tory tuning curve is broader than the excitatory
tuning curve. Inset, temporal profiles of the simu-
lated tone-evoked excitatory and inhibitory con-
ductances. Scale, 0.5 ns, 40 ms.
(F) Tuning curves of peak membrane depolariza-
tion resulting from the integration of the modeled
synaptic conductances. Excitatory responses
were scaled by a factor of 0.8–1.2 while fixing
the inhibitory responses. The resting membrane
potential is set at 60 mV.
(G) Tuning curves of spike rate under different
scaling factors for manipulating excitatory
strength. Spike rate was calculated from the peak
Vm response based on a power-law function.
Inset, spike tuning curves are normalized and
superimposed for comparison.
(H) Normalized CF-tone-evoked firing rate (blue)
and spike tuning width (black) at different scaling
factors for scaling excitatory strength. Note that
within the physiological range of firing rate
changes (0.4–1.4), there is only a very small vari-
ation in spike tuning width (0.93–1.03).
(I) Normalized firing rate and spike tuning width
at different scaling factors for scaling inhibition
(0.5–2), with the excitation fixed.
(J) Normalized spike tuning width at different
scaling factors for scaling excitation. The inhibitory
tuning shape was varied. Cotuned, excitation and
inhibition have the same tuning shape; constant,
inhibitory tuning is flat.
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Gain Control Underlying Binaural Computationconditions, we varied ILD to simulate different sound source
locations. As shown by an example cell in Figure 6A, the
binaural TRFs at several different ILDs all resembled the TRF
under contralateral stimulation alone. At each ILD tested, a
strong linear correlation between binaural and contralateral
spike responses was observed (Figures 6B and 6C). Notice-
ably, the gain value decreased as ILD became increasingly
ipsilaterally dominant, suggesting the progressively increasing
influence of ipsilaterally mediated suppression at more ipsilater-(D) Percentage difference of contralateral and ipsilateral response amplitudes fr
tones at three frequencies centered on the best frequency and at 70 dB SPL were
tests and labels apply as in (E) and (F).
(E) The overall scaling factor measured for responses within the entire synaptic T
(F) Average bandwidths synaptic TRFs at 60 dB SPL.
See also Figure S3.ally dominant ILDs (Figure 6C). In a total of 24 similarly recorded
neurons, except for two cells exhibiting enhancement, the ma-
jority of cells showed a reduction of binaural spike response
with decreasing ILD (Figure 6C). The linear correlation between
binaural and contralateral spike responses was similarly strong
(r close to 1) at all testing ILDs and in all the cells examined (Fig-
ure 6E), indicating that gain modulation is a general phenome-
non. We measured the rate of modulation between 0 and 20
dB ILD (Figure 6F). The gain value is modulated roughlyom the corresponding binaural response amplitude. Response amplitudes to
averaged for this analysis. Bar = SEM. **p < 0.005, paired t test, n = 11. Similar
RF (Bi versus Contra). Data points for the same cell are connected with a line.
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Figure 6. ILD-Dependent Gain Modulation
(A) Contralateral TRF and binaural TRFs at different ILDs of an example ICC neuron. The ILD is presented as contralateral tone intensity-ipsilateral tone intensity.
(B)Plot of binaurally evokedspike number versuscontralaterally evokedspike number for thesamecell as shown in (A). Thebest-fit linear regression lines areshown.
(C) Plot of gain (mean ± SD, 1,000 bootstrap samplings) versus ILD for the same cell as in (A).
(D) Plot of the mean of bootstrapped gains at different ILDs for 24 cells recorded. Data from the same cell are connected with a line.
(E) Plot of the correlation coefficient for binaural versus contralateral responses at different ILDs for the same 24 cells.
(F) The rate of modulation versus the gain at20 dB ILD. Themodulation rate is measured by the change of gain from 0 dB to20 dB ILD divided by 20 dB. Black
line is the best-fit linear regression line. The distribution of modulation rates and gains at 20 dB ILD in all the recorded neurons are shown on the top and right
respectively.
(G) Plot of gain value (at ILD = 20 dB) versus CF.
(H) CF of binaural TRF versus CF of the corresponding contralateral TRF at different ILDs (labeled with different colors) for all the recorded cells. Dotted line is the
best-fit linear regression line.
(I) Bandwidth of binaural TRF at different ILDs versus that of the corresponding contralateral TRF. Bandwidth wasmeasured at 20 dB above the intensity threshold.
(J) Intensity threshold of binaural TRF versus that of the corresponding contralateral TRF.
See also Figure S4.
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Gain Control Underlying Binaural Computationmonotonically by ILD. There was no significant correlation
between the gain value (at 20 dB ILD) and the CF of the
recorded cell (Figure 6G). Finally, for every ILD tested, the
binaural TRF resembled the contralateral TRF, as reflected by
their similar CFs, 20 dB bandwidths and intensity thresholds
(Figures 6H–6J).746 Neuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc.Synaptic Mechanisms Underlying the ILD-Dependent
Gain Modulation
We further examined synaptic changes underlying the ILD-
dependent gain modulation. We recorded binaurally evoked
excitation and inhibition to CF tones while varying ILD. The
binaural synaptic responses were compared to the response
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Figure 7. Synaptic Responses Underlying
ILD-Dependent Gain Modulation
(A) Superimposed CF-tone-evoked synaptic re-
sponses of five repetitions under contralateral
stimulation only and binaural stimulation at
different ILDs in an example cell. Scale: 450 pA
(left)/100 pA (right), 50 ms.
(B) The mean ± SD of peak synaptic response
amplitude at different ILDs for the cell shown in (A).
(C) The mean ± SD of peak excitatory response
amplitudes for contralateral stimulation and
binaural stimulation at different ILDs in seven cells.
Each color represents one individual cell.
(D) The mean ± SD of peak inhibitory response
amplitudes for the same seven cells.
(E) The rate of modulation (/dB). It is calculated by
subtracting the level of binaural response at ILD =
0 dB from that at ILD =20 dB and then divided by
20. Solid symbols represent mean ±SD. **p < 0.01,
paired t test.
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Gain Control Underlying Binaural Computationevoked by contralateral stimulation alone. As shown by an
example cell in Figure 7A, as ILD became increasingly ipsilater-
ally dominant, the excitatory synaptic response was gradually
reduced in amplitude, whereas the inhibitory synaptic response
was not apparently changed (Figure 7B). This trend was
observed in seven similarly recorded cells (Figures 7C and 7D).
From the summary ofmodulation rate, calculated as the percent-
age difference of the binaural response at the lowest ILD tested
compared to that at the highest ILD tested (Figure 7E), we
concluded that binaurally evoked synaptic excitation was sig-
nificantly reduced at more ipsilaterally dominant ILDs, whereas
synaptic inhibition was not significantly affected by varying
ILD. Thus, the ILD-dependent gain modulation is primarily
achieved by modulating excitatory input amplitude.
Binaural Integration in Awake Conditions
Does the linear transformation of the contralateral into binaural
spike response observed in anesthetized animals also occur
in awake conditions? To address this issue, we developed a
head-fixed awake recording system (Figure 8A) and carried
out loose-patch recordings. As shown by an example cell in Fig-
ure 8B, the spike TRFs recorded in the awake ICC were well
tuned and V-shaped, similar to those from anesthetized ani-
mals. The contralateral TRF was stronger than the ipsilateral
TRF, and the binaural TRF resembled the contralateral TRF.
Similar to the anesthetized condition, the binaural spike
response (at ILD = 0 dB) linearly correlated with the contralateral
response (Figure 8C). In all the 27 cells successfully recorded,
the linear correlation between binaural and contralateral spike
responses was strong, as evidenced by the r higher than 0.8
(Figure 8D). The distribution of gain values of these cells (Fig-Neuron 79, 738–753ure 8E) was also consistent with that un-
der anesthesia, with the majority of cells
exhibiting a suppressive gain. In a subset
of cells, we varied ILD. As shown by an
example cell in Figure 8F, the binaural
TRFs with different ILDs all resembledthe contralateral TRF. The gain value decreased with
decreasing ILD, whereas the linear correlation between binaural
and contralateral spike responses remained as strong (Figures
8F and 8G). In the recorded population, all neurons except
two exhibited an ILD-dependent increase in suppressive gain
(Figure 8H). In all the neurons, the r remained close to 1 across
different testing ILDs (Figure 8I). Similar as in anesthetized con-
ditions, the binaural TRF resembled the contralateral TRF at
every ILD tested, in terms of CF, bandwidth and intensity
threshold (Figures 8J–8L). Altogether, our data demonstrate
that ipsilaterally mediated gain modulation does prevail in
awake conditions.
DISCUSSION
In this study, we systematically investigated several funda-
mental aspects of binaural processing in the mouse ICC: (1)
the synaptic mechanisms for the contralateral dominance of
ICC spike responses; (2) the arithmetic function for the tran-
sformation of monaural into binaural spike responses; (3) the
synaptic mechanisms underlying this transformation; (4) the
modulation of the monaural-to-binaural spike response trans-
formation by ILD. By examining binaural and monaural spike
responses to a broad variety of tone stimuli, our study proposes
a gain control mechanism for binaural integration, i.e., binaural
spike response results from a scaling of the contralateral spike
response, with the ipsilateral ear input functioning as the gain
modulation. With in vivo whole-cell voltage-clamp recordings,
we further concluded that the ipsilaterally mediated gain control
is mainly achieved through a scaling of contralaterally evoked
excitatory inputs, with inhibitory inputs relatively constant, August 21, 2013 ª2013 Elsevier Inc. 747
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Figure 8. Binaural Interaction in the Awake ICC
(A) A schematic drawing of our awake recording setup. R, recording electrode; P, metal post for head fixation; S, tube for enclosed sound delivery, which is
coupled to a speaker. The mouse is allowed to run freely on a rotatable plate.
(B) Contralateral, binaural (ILD = 0 dB), and ipsilateral spike TRFs of an example neuron in the awake ICC. Data presentation is the same as in Figure 1B.
(legend continued on next page)
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Gain Control Underlying Binaural Computationunder monaural and binaural hearing conditions. In addition, we
showed that the gain value is modulated by ILD, a spatial local-
ization cue for high-frequency sound, and that the modulation is
primarily achieved through an ILD-dependent scaling of excit-
atory input.
An Inhibitory Mechanism Contributes to Contralateral
Aural Dominance
Most cells in the ICC respond more strongly to sounds in the
contralateral field. This can be attributed to a crossed pattern
of major excitatory pathways to the ICC, e.g., LSO and CN pro-
jections from the contralateral side (Casseday et al., 2002).
Although the difference between excitation driven by contralat-
eral and ipsilateral projections can directly lead to a contralat-
eral preference, our study reveals that an inhibitory mechanism
also contributes significantly to the contralateral aural domi-
nance. Instead of exhibiting a similar contralateral dominance,
inhibitory inputs to the ICC are more binaurally balanced in
terms of synaptic amplitude, with a significantly lower ADI
than excitation. This may reflect the diverse feedforward inhib-
itory projections that impinge upon the ICC. For example, ICC
receives inhibition bilaterally from the dorsal nucleus of lateral
lemniscus (DNLL), in addition to inhibition from LSO neurons
on the same side and IC neurons on the opposite side (Casse-
day et al., 2002; Helfert and Aschoff, 1997; Moore et al., 1998).
The contralaterally stronger excitation and bilaterally more
balanced inhibition results in a larger E/I ratio for the contralat-
erally driven input, which would further enhance the difference
between contralateral and ipsilateral spiking responses under
the spike thresholding effect (Liu et al., 2010; Priebe, 2008).
The sharp difference in binaurality between the excitation and
inhibition to ICC neurons is consistent with the distinct crossed
and uncrossed pathways of excitatory and inhibitory
projections.
Differential Binaural Integration of Excitation
and Inhibition
The ICC receives innervations from almost all the lower brain-
stem auditory nuclei, some of which are monaural while others
are binaural (Kudo and Nakamura, 1987; Pollak and Casseday,
1989; Helfert and Aschoff, 1997; Casseday et al., 2002; Grothe
et al., 2010; Pollak, 2012). Parsing the unique contribution of
each feedforward circuit to binaural processing in the ICC re-
mains a major challenge. In this study, the revealed
monaural-to-binaural spike response transformation and its
synaptic underpinning may illuminate the principal anatomical
determinants of complex signal integration in the ascending
projections to the ICC neurons. Here, we propose the most(C) Plot of binaurally evoked spike number versus the contralaterally evoked spik
(D) Distribution of the correlation coefficient for binaural (at ILD = 0 dB) versus co
(E) Distribution of the mean of bootstrapped gain values. n = 27 cells.
(F) Contralateral TRF and binaural TRFs at different ILDs of another example cell. T
plot of binaurally evoked spike number versus contralaterally evoked spike num
(G) The mean ± SD of bootstrapped gain values at different ILDs for the cell sho
(H) The mean of bootstrapped gain values at different ILDs plotted for 15 record
(I) Plot of correlation coefficients at different ILDs for 15 recorded cells.
(J–L) Comparison of CF (J), tuning bandwidth (K), and intensity threshold (L) betwparsimonious explanation for the observed binaural integration
of excitatory input, based on the current understanding of audi-
tory brainstem circuits. In all the recorded cells, the binaurally
evoke excitatory current was much smaller than the summation
of ipsilaterally and contralaterally evoked excitatory currents. In
addition, the gain value does not correlate with the strength of
ipsilateral response. These findings directly demonstrate that at
least some binaural interactions are shaped within the brain-
stem and are preserved in the afferent input to the ICC neurons
reported here. As reported in previous studies, the superior oli-
vary complex is the first stage to extract detailed information
relating interaural time and level differences (Casseday et al.,
2002; Kavanagh and Kelly, 1992; Moore and Caspary, 1983).
The fact that binaurally evoked excitation is weaker than that
obtained with contralateral stimulation alone can likely be attrib-
uted a fundamental transformation of the afferent signal pro-
vided by feedforward inhibition from the medial nucleus of the
trapezoid body (MNTB) onto LSO neurons (Cant and Casseday,
1986; Casseday et al., 2002; Moore and Caspary, 1983; Pollak,
2012). MINTB inhibition may also be responsible for the nearly
complete silencing of ipsilateral excitatory inputs generated by
MSO and LSO neurons, thereby scaling down the contralateral
excitatory input under binaural stimulation conditions. Thus, the
apparent gain modulation of spike responses of ICC neurons
may largely reflect a decoding of the binaural computation per-
formed in binaural nuclei prior to the ICC (e.g., LSO). However,
it is worth noting that ICC neurons also receive excitatory input
from other sources under binaural stimulation, e.g., monaural
inputs (both contralateral and ipsilateral; e.g., Li and Pollak,
2013) and the top-down modulatory inputs. Due to these addi-
tional inputs, it is possible that ICC neurons can perform addi-
tional binaural computation.
Compared to excitation, inhibition to most ICC neurons is
relatively unchanged by binaural stimulation. This again may
be attributed to more or less balanced inhibitory projections
from contralateral and ipsilateral sides. The origins of these pro-
jections are mostly binaural nuclei (e.g., DNLL, LSO, ICC), with
most of their neurons exhibiting EI properties (Casseday et al.,
2002). Perhaps under binaural hearing conditions at 0 dB ILD,
projections representing each side are both suppressed equally,
resulting in a summed inhibitory current relatively unchanged
compared to the currents evoked unilaterally. It is worth noting
that the small decrease in inhibition by binaural stimulation
observed in some cells (Figure 4E) may underlie the facilitative
binaural interaction occurring in a small portion of ICC neurons
(see Figure 3D). Compared to excitatory pathways, the current
understanding of inhibitory circuits is more limited (Casseday
et al., 2005). The potential circuitry mechanism underlying thee number for the cell shown in (B).
ntralateral responses. n = 27 cells.
op, color map depicts the average evoked spike number per stimulus. Bottom,
ber for the corresponding hearing condition.
wn in (F).
ed cells.
een binaural and contralateral TRFs.
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Gain Control Underlying Binaural Computationcomplex signal integration in the ICC remains to be explored in
future experiments.
Ipsilaterally Mediated ILD-Dependent Gain Modulation
By varying the ILD of CF tones or noise, the sensitivity to ILD of
ICC neurons has been characterized extensively (e.g., Irvine and
Gago, 1990; Semple and Kitzes, 1987). In this study, the applica-
tion of a broad variety of tone stimuli allowed us to more defini-
tively determine the role of ipsilateral input in binaural integration
under different hearing conditions. The ipsilateral input provides
a gain modulation of the contralateral input. This is further evi-
denced by the result that the same gain value was obtained in
different regions of the binaural receptive field. For most of ICC
neurons, the gain value decreases as ILD becomes increasingly
ipsilaterally dominant, consistent with the reported property of EI
cells (Irvine and Gago, 1990; Kuwada et al., 1997; Li et al., 2010;
Pollak, 2012; Semple and Kitzes, 1985; Wenstrup et al., 1988).
Interestingly, the gain value is modulated by ILD in a relatively
linearmanner, and the rate of gain change is specific to individual
cells. These observations raise a hypothesis that the azimuthal
location of sound sources is encoded by the gain in individual
ICC neurons, and that higher order neurons can extract this infor-
mation based on the population activity of these cells.
Our whole-cell recording data suggest that the modulation of
gain by ILD is achieved primarily through modifying the excit-
atory input amplitude, whereas the inhibitory input amplitude
remains relatively constant across different ILDs. This difference
again may be explained by the more balanced contralateral and
ipsilateral projections for inhibitory input and the binaural proper-
ties of inhibitory neuron sources. Perhaps as sound source
becomes more peripheral, inhibition from contralateral and ipsi-
lateral sources exhibits symmetric changes in the opposite
directions, resulting in a largely unchanged summed inhibitory
current.
Gain Control and Parallel Processing
Gain control is known to play a critical role in many aspects of
sensory processing (Salinas and Sejnowski, 2001). For example,
a gain modulation allows invariant tuning properties regardless
of changes in stimulus intensity (Atallah et al., 2012; Olsen
et al., 2012; Rabinowitz et al., 2011). Recently, it has been re-
ported in the mouse visual cortex that changing the activity level
of specific inhibitory neurons results in an approximate scaling
up/down of orientation tuning curves of excitatory neurons with
negligible changes in tuning width (Atallah et al., 2012; Lee
et al., 2012; Olsen et al., 2012; Wilson et al., 2012). In principle,
modulating either excitatory or inhibitory synaptic input may
produce a gain change (Chance et al., 2002). Our experimental
data and modeling results demonstrate that scaling excitation
alone can result in an approximate gain modulation of spike
responses. For auditory processing, gain modulation in the
monaural-to-binaural spike response transformation provides a
foundation for preserving the representation of location-inde-
pendent acoustic attributes (e.g., sound frequency) in individual
cells under monaural and binaural hearing conditions. This is
likely a general multiplexing strategy for neurons to simulta-
neously extract, transform, and transmit multiple embedded
stimulus attributes.750 Neuron 79, 738–753, August 21, 2013 ª2013 Elsevier Inc.EXPERIMENTAL PROCEDURES
Anesthetized Animal Preparation and Sound Stimulation
All experimental procedures used in this study were approved by the Animal
Care and Use Committee of the University of Southern California and Southern
Medical University of China. Experiments were carried out in a sound attenu-
ation booth. Female adult mice (12–16 weeks, C57BL/6) were sedated with
chlorprothixene (0.05 ml of 4 mg/ml) and anesthetized with urethane
(1.2 g/kg). Heartbeat rate, respiration rate, and body temperature were moni-
tored throughout each experiment. Body temperature was maintained at
37.5C using a homeothermic system (Harvard Instruments). After opening
the right part of occipital bone above the IC, the dura was removed. The IC sur-
face was covered with an artificial cerebrospinal fluid (ACSF; in mM: 124 NaCl,
1.2 NaH2PO4, 2.5 KCl, 25 NaHCO3, 20 glucose, 2 CaCl2, 1 MgCl2). Tone pips
(50 ms duration, 3 ms ramp) of various frequencies (2–32 kHz, at 0.1 octave
interval) and intensities (0–70 sound pressure level, at 10 dB interval) were
presented to the contralateral, ipsilateral ear separately or simultaneously to
both ears in a randomized sequence via a calibrated closed acoustic delivery
system comprising two TDT EC1 speakers with couplers. By monitoring extra-
cellular responses in the cochlear nucleus, we found that the interaural atten-
uation was >45 dB for all test frequencies. Sound was generated with custom
softwares (LabView, National Instrument) controlled by a National Instrument
interface. The IC area was first mapped by recording multiunit spikes with a
parylene-coated tungsten electrode (2 MU, FHC), which were evoked by
contralateral stimulation only. Electrode signals were amplified and band-
pass filtered between 300 and 6,000 Hz (Plexon). A customized LabView
software was used for data acquisition and preprocessing such as online
extracting of spike times and plotting of receptive fields. The ICC region was
identified based on short response latencies (6–10 ms for noise response),
sharply tuned tonal receptive fields as well as a dorsal-to-ventral gradient of
characteristic frequency (from low to high) (Stiebler and Ehret, 1985; Willott,
1984; Yu et al., 2005).In Vivo Whole-Cell and Loose-Patch Recordings
Whole-cell and loose-patch recordings were performed with an Axopatch
200B amplifier (Molecular Devices), as previously described (Sun et al.,
2010; Wu et al., 2008, 2011; Zhou et al., 2010). The patch pipette (Kimax)
had a tip opening of about 1.5 mm (4–6MU). For whole-cell recording, the intra-
pipette solution contained (in mM): 125 Cs-gluconate, 5 TEA-Cl, 4 MgATP, 0.3
GTP, 8 phosphocreatine, 10 HEPES, 10 EGTA, 2 CsCl, 1 QX-314, 0.75 MK-
801, 1% biocytin (pH 7.25). The pipette capacitance and whole-cell capaci-
tance were compensated completely, and the series resistance (20–40 MU)
was compensated by 50%–60% (at 100 ms lag). An estimated junction poten-
tial of 11 mV was corrected. Only neurons with relatively stable series resis-
tance (<15% change during the recording) were used for further analysis.
Histology was performed as previously described (Wu et al., 2008; Zhou
et al., 2010). For loose-patch recordings, glass electrodeswith the same open-
ing size containing a K+-based solution (130 K-gluconate, 2 KCl, 1 CaCl2,
10 HEPES, 11 EGTA [pH 7.25]) were used.Data Analysis
Tone-Evoked Responses
Spike TRFs were mapped for at least ten repetitions, and synaptic TRFs were
mapped for two to three repetitions. Tone-driven spikes were counted within a
0–60 ms time window after the tone onset. The average number of evoked
spikes for each tone was used for plotting the spike TRF. The boundaries of
spike TRFs were defined with a custom-written software in MATLAB, following
previous descriptions (Sutter and Schreiner, 1991; Schumacher, et al., 2011).
The spike response latency was defined as the lag between the stimulus onset
and the negative peak of the first evoked spike. Synaptic response traces
evoked by the same test stimuli were averaged, and the onset latency was
identified at the time point in the rising phase of the response waveform, where
the amplitude exceeded the baseline current by two SDs. Only excitatory
responses with an onset latency of 5–15 ms were considered in this study.
For each cell, bootstrap sampling (bootstrp, MATLAB, 1,000 times) was
applied to determine the statistics of the gain value.
Neuron
Gain Control Underlying Binaural ComputationSynaptic Conductances
Excitatory and inhibitory synaptic conductances were derived (Anderson
et al., 2000; Borg-Graham et al., 1998; Sun et al., 2010; Wu et al., 2008;
Zhou et al., 2010) according to DI = Ge*(V-Ee) + Gi*(V-Ei). DI is the amplitude
of the synaptic current at any time point after subtracting of the baseline cur-
rent; Ge and Gi are the excitatory and inhibitory synaptic conductance; V is
the holding voltage, and Ee (0 mV) and Ei (70 mV) are the reversal poten-
tials. The clamping voltage V was corrected from the applied holding voltage
(Vh): V = Vh – Rs*I, where Rs is the effective series resistance. By holding the
recorded cell at two different voltages (the reversal potentials for excitatory
and inhibitory current respectively), Ge and Gi could be resolved from the
equation.
Modeling
The synaptic inputs to a pyramidal neuron in ICC were simulated by the
following equation (Zhou et al., 2012a):
GeðtÞ= a,Hðt  t0Þ,

1 eðtt0Þ=trise,eðtt0Þ=tdecay
GiðtÞ=b,Hðt  t0Þ,

1 eðtt0Þ=trise,eðtt0Þ=tdecay
Ge(t) and Gi(t) are the modeled synaptic conductances; a and b are the
amplitude factors. a is a Gaussian function with sigma = 0.5 octave and b is
a Gaussian with sigma = 1 octave. H(t) is the Heaviside step function; t0 is
the onset delay of synaptic input. trise and tdecay define the shape of the rising
phase and decay of the synaptic current. The values for trise and tdecay were
chosen by fitting the average shape of the recorded synaptic responses with
the above function. The onset difference between excitatory and inhibitory
conductances was set as 2 ms based on our experimental observation. Mem-
brane potential was derived from the simulated synaptic conductances based
on an integrate-and-fire model:
Vmðt +dtÞ=  dt
C
½GeðtÞ  ðVmðtÞ  EeÞ+GiðtÞ  ðVmðtÞ  EiÞ
+GrðVmðtÞ  ErÞ+VmðtÞ
where Vm(t) is the membrane potential at time t, C the whole-cell capacitance,
Gr the resting leakage conductance, Er the resting membrane potential
(65 mV). C was measured during experiments, and Gr was calculated based
on the equation Gr = C*Gm/Cm, where Gm, the specific membrane conduc-
tance is 2 3 105 S/cm2, and Cm, the specific membrane capacitance is 1 3
106 F/cm2 (Hines, 1993; Stuart and Spruston, 1998). A power-law spike
thresholding scheme (Liu et al., 2011; Miller and Troyer, 2002) was applied as:
RðVmÞ= k½Vm  VrestP+
where R is the firing rate, k is the gain factor (set as 9 3 105 to obtain experi-
mentally observed firing rates), and p ( = 3) is the exponent. The ‘‘+’’ indicates
rectification, i.e., the values below zero are set as zero. Varying the p value
from 2 to 5 did not qualitatively change our conclusion.
Arithmetic Functions and Multiple Linear Regression
Three arithmetic transformation functions examined in this study were: (1) a
summation/subtraction between ipsilateral and contralateral responses
(Rbi = Rcontra +/ Ripsi); (2) a thresholding of the contralateral response (Rbi =
Rcontra +/ k); (3) a multiplicative scaling of the contralateral response (Rbi =
k * Rcontra). Multiple linear regression was applied to model the relationship
between the binaural response (Rbi) and the contra- and ipsilateral responses
(Rcontra and Ripsi, respectively). The recorded spike responses in the TRF
of each neuron were fit with the following function: Rbi = a* Rcontra + b* Ripsi +
g. The p values for each variable for each neuron were corrected with Bonfer-
roni correction for multiple tests. Statistical tests indicated that neitherRipsi nor
g contributed significantly to Rbi, and that a multiplicative scaling best
described the data.
Awake-Animal Preparation
One week before recording, mice were anesthetized with 1.5% isoflurane. The
scalp was removed. A screw was mounted on the skull with dental cement.
Animals were injected subcutaneously with 0.1 mg/kg buprenorphine and
put back in the home cage to recover. During the recovery period, micewere trained to be accustomed to the head fixation on the recording setup.
To fix the head, the screw was tightly clamped onto a metal post. The animal
was able to run freely on a plastic plate rotating around its center as described
in a recent study (Olsen et al., 2012). On the day of recording, surgery was
performed in the sound-attenuation booth. Mice were anesthetized with
1.5% isoflurane. The head was fixed to the metal post. A craniotomy over
the IC was made. The dura was removed. The animal was allowed to recover
from isoflurane for at least 30 min. Recording was started after the animal
exhibited normal running. The recording session lasted for about 2–4 hr. The
animal was given drops of 5% glucose through a pipette every hour.SUPPLEMENTAL INFORMATION
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