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Geometrically frustrated Ising-Heisenberg spin model on expanded Kagomé lattice
Onofre Rojas
Departamento de Física, Universidade Federal de Lavras, CP 3037, 37200-000, MG, Brazil
Here we consider the Ising-Heisenberg model in the expanded Kagomé lattice, also known as
triangle-dodecagon (3-12) or star lattice. This model can still be understood as a decorated honey-
comb lattice. Assuming that the Heisenberg spins are at the vertices of the triangle while other spins
are of the Ising type. Thus, this model is equivalent to an effective Kagomé Ising lattice, through
the decoration transformation technique. Thus this means that the model is exactly solvable so we
can study the most relevant properties of this model. Like the phase diagram at zero temperature,
exhibiting a frustrated phase, a ferromagnetic phase, a classical ferrimagnetic phase and a quantum
ferrimagnetic phase. We observed that Heisenberg spin exchange interaction influences the frus-
trated phase, but we rigorously verify that the magnitude and origin of the frustration emerge in a
similar way to antiferromagnetic Ising Kagomé lattice. Likewise, the thermodynamic properties of
the model can also be obtained, such as the critical temperature as a dependence of the Hamiltonian
parameters and the spontaneous magnetization of the model. Besides, we investigated the entropy
of the model, identifying its residual entropy in the frustrated region. Even we analyze the specific
heat behavior as a temperature dependence, to deal with the phase transition.
Keywords: Exactly solvable modes, Decoration
transformation, Kagomé lattice, 2D Ising model, Ising-
Heisenberg model.
I. INTRODUCTION
One of the most relevant topics in statistical physics is
the search for exactly solvable models. In general, spin
models in statistical physics can not be solved exactly,
so most of them can only be studied numerically. Thus,
the exact solutions were obtained only for limited cases.
After the solution found by Onsager for two-dimensional
Ising model[1], it inspired several attempts to solve other
similar models. Such as the honeycomb lattice[2, 3],
whose exact solution of a honeycomb lattice with an ex-
ternal magnetic field was provided by Wu[4]. Besides,
Kagomé lattice was also widely discussed in the litera-
ture [5, 6] and reference there in.
Typically geometric frustration arises in spin triangu-
lar structures. When the competing antiferromagnetic
interactions cannot be satisfied simultaneously, leading
to a considerable degeneracy of ground states. In such
a way, frustrated magnets have been attracted great sci-
entific interest because of quantum spin liquid in two-
dimensional systems, which has been proposed to play a
striking role in high-temperature superconductors. Fur-
thermore, theoretical investigations have confirmed that
spin-1/2 Kagomé compounds are one of the natural can-
didates for obtaining a quantum spin liquid ground state.
This means, due to the strong quantum fluctuation and
geometric frustration would be responsible for extin-
guishing the classical long-range magnetism at low tem-
perature.
The importance of investigations for geometrically
frustrated kagomé lattice compound is a great challenge.
But there are few materials with spin-1/2 kagomé struc-
ture that exhibit the quantum spin liquid state in zero
temperature. One of the typical illustrative examples
could be ZnCu3(OH)6Cl2[7, 8], which shows a regu-
lar kagomé lattice. Using the single crystal sample of
ZnCu3(OH)6Cl2 were observed several relevant charac-
teristics of the quantum spin liquid phase. Besides, in-
vestigations of spin-1/2 systems are quite relevant in an-
other context. Such discussed the magnetic properties
through canonical ensemble thermodynamic potentials of
magnetic systems[9]. And the study of spin-1/2 bilayer
system with the Glauber-type stochastic dynamic behav-
ior using the effective-field theory approach[10].
Several decorated spin models can be transformed by
applying the well-known decoration transformation es-
tablished in the 1950’s by M. E. Fisher[11] and Syozi[12].
Later generalized in reference [13–15], for arbitrary spins,
such as the classical or quantum spin models. This
transformation is essential because we can map cum-
bersome models into a simple or exactly solvable mod-
els. Below we mention few typical examples where this
approach was successfully applied. Geometrical frus-
trated Cairo pentagonal lattice Ising model[16]. The
Blume-Emery-Griffiths (BEG)[17] model on the honey-
comb lattice, further investigated by Horiguchi[2], Wu
[18], Tucker[19] and Urumov[20], applying the stan-
dard decoration transformation[11, 12] and satisfying the
Horiguchi’s condition[2]. As well as XXZ-Ising model on
the triangular Kagomé lattice with spin-1/2, was studied
using analytical[21, 22] and Monte Carlo simulations[21].
On the other hand low-dimensional square-hexagon
(denoted for simplicity by 4-6) Ising with spin-1/2 model
was discussed by Lin and Chan[23] using the eight-vertex
models mapping, later generalized as XXZ-Ising model
on a square-hexagon (4–6) lattice with spin-1/2, which
was investigated using the same approach[26]. Similarly,
the 3-12 lattice also known in the literature[24, 25], as the
star lattice, Fisher lattice, expanded Kagomé lattice, or
even triangular honeycomb lattice. Motivated the study
of this kind of model due to its closely relation with ge-
ometrically frustrated magnetic material polymers[27].
The present work is organized as follows. In Sec. 2, we
2present the expanded Kagomé Ising-Heisenberg model.
In Sec. 3, we discuss the phase transition at zero tem-
perature. While in Sec. 4, we give the mapping of ex-
panded Kagomé Ising-Heisenberg model into the Kagomé
Ising model. Furthermore, in Sec. 5, we discuss the
thermodynamics of the models, such as critical temper-
ature, spontaneous magnetization entropy, and specific
heat. Finally, in sec. 6 we offer our conclusions.
II. EXPANDED KAGOMÉ LATTICE
HAMILTONIAN
The Ising-Heisenberg expanded Kagomé lattice is built
up by triangles and dodecagons (3-12). Where thick solid
line in triangles structure between small circles represents
the Heisenberg spin exchange bonds (see Fig. 1). Like-
wise, the remaining couplings (thin solid line) connecting
small and large circles correspond to Ising type exchange
interactions as illustrated in Fig.1. This lattice can even
be identified as a decorated star lattice[27, 28], which syn-
thesizes a chemical compound. Besides, Fig.1 illustrates
the unit cell of expanded Kagomé lattice by a parallelo-
gram. Thus, each unit cell is composed of 3 Heisenberg
spins and 6 Ising spins.
si
J1
σj
J2
Figure 1: Schematic lattice representation of expanded
Kagomé Ising-Heisenberg model. Small circles represent the
Heisenberg spins, while large circles denote the Ising spins,
thick lines represent the Heisenberg coupling while thin lines
correspond to the Ising coupling. The parallelogram is sym-
bolizing the expanded Kagomé lattice unit cell.
The Hamiltonian that describes the expanded Kagomé
lattice can be expressed by
H = −J1
∑
<i,j>
(σi,σj)∆ − J2
∑
<k,l>
σzksl, (1)
here by σα we denote the Heisenberg spins operator
with α = {x, y, z}, whereas si denotes the Ising spin
si = ±1/2. The first summation corresponds to the
anisotropic Heisenberg coupling between the nearest
Figure 2: Zero temperature phase diagram in the plane
J1/|J2| - ∆/|J2|.
neighbor, which is explicitly given by
J1(σi,σj)∆ = J1
(
σxi σ
x
j + σ
y
i σ
y
j
)
+∆σzi σ
z
j , (2)
where J1 is the Heisenberg exchange interaction in xy
component and ∆ correspond to Heisenberg exchange in-
teraction in z component.
While the second summation represents the sum of the
nearest Ising and Heisenberg spins coupling and J2 de-
notes the Ising spin exchange interaction parameter.
III. PHASE DIAGRAM
The phase diagram at zero temperature is illustrated in
units of |J2| as shown in Fig.2. Thus the diagram exhibits
a ferromagnetic (FM) phase for J2 > 0 and a ferrimag-
netic (FIM) phase for J2 < 0, with the corresponding
ground state energy per unit cell given by
E = −3|J2|
2
− 3∆
2
, with
{
FM ; for J2 > 0
FIM ; for J2 < 0
. (3)
This ground state configuration per unit cell is
schematically depicted in Fig.3a, where the correspond-
ing eigenstates can also be expressed as follows
|FM〉 =|++〉 ⊗ |++⊲+ 〉 ⊗ |+〉 ⊗ |+⊳++〉, (4)
|FIM〉 =|++〉 ⊗ |−−⊲− 〉 ⊗ |+〉 ⊗ |−⊳−−〉. (5)
Clearly, (4) and (5) are invariant under total spin inver-
sion.
The total magnetization per unit cell of expanded
Kagomé lattice is given by
mt =
mI + 2mH
3
, (6)
3(c)(b)(a)
FM (J2 > 0)
FIM (J2 < 0) QFI (J2 < 0)
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Figure 3: Ground state configurations per unit cell. (a) Clas-
sical Ferromagnetic (Ferrimagnetic), (b) quantum ferrimag-
netic (QFI) phase and in (c) frustrated (FRU) phase.
with mI being the Ising spins magnetization per Ising
spin sites, and mH denotes the Heisenberg spins magne-
tization per Heisenberg spin sites.
Using this setting, the Ising spin magnetization is given
by mI = 1/2 and the Heisenberg spin magnetization is
mH = 1/2. Therefore, for J2 > 0 arises the FM phase
(here we denote s = σ = +) with a total magnetization
per unit cell is mt = 1/2.
Whereas for J2 < 0 the system is in FIM phase
(s = −σ = +, by + we mean +1/2) with Ising spin
magnetization mI = 1/2, while Heisenberg spin magne-
tization is mH = −1/2 and the total magnetization per
unit cell becomes mt = −1/6.
The other state illustrated in Fig.3 is the quantum fer-
rimagnetic (QFI) phase, which is represented schemati-
cally in Fig.3b. This state can be written explicitly as
follows,
|QFI〉 = |ss〉 ⊗ |ϑσ〉 ⊗ |s〉 ⊗ |ϑ˜σ〉, (7)
with
|ϑσ〉 = 1√3
(|σσ⊲σ¯ 〉+ |σ¯σ⊲σ 〉+ |σσ¯⊲σ 〉) , (8)
|ϑ˜σ〉 = 1√3
(| σ¯⊳σσ〉+ | σ⊳σσ¯〉+ | σ⊳σ¯σ〉) , (9)
here, by σ¯ we mean σ¯ = −σ. A particular case of QFI
state becomes
|QFI〉 =


|++〉 ⊗ |ϑ+〉 ⊗ |+〉 ⊗ |ϑ˜+〉, J2 > 0
|++〉 ⊗ |ϑ−〉 ⊗ |+〉 ⊗ |ϑ˜−〉, J2 < 0
. (10)
Since the corresponding ground state energy is given by
EQFI =− |J2|
2
+
∆
2
− 2J1. (11)
In QFI phase, there are also two possible total magneti-
zations: (i) When J2 > 0 the spin configuration satisfy
s = σ = +, whose Ising spin magnetization mI = 1/2
and Heisenberg spin magnetization mH = 1/6 and its
corresponding total magnetization is mt = 5/18. (ii)
When J2 < 0 the spin configuration satisfy s = −σ, thus
the Ising spin magnetization mI = 1/2, Heisenberg spin
magnetization mH = −1/6 and the total magnetization
for this configuration is given by mt = 1/18.
In Fig.2 is also reported a frustrated (FRU) phase, at
zero temperature. A schematic spin configuration dis-
played in Fig. 3c, whose state is expressed below
|FRU〉 =


|s1s2〉⊗|ζτ 〉⊗|s3〉⊗|ζ˜τ¯ 〉, J2 > 0
|s1s2〉⊗|ζτ¯ 〉⊗|s3〉⊗|ζ˜τ 〉, J2 < 0
, (12)
and denoting the Heisenberg spins states by
|ζτ 〉 = 1√2+a2
(
a |σ1σ2⊲σ3 〉+ |σ3σ1⊲σ2 〉+ |σ2σ3⊲σ1 〉
)
, (13)
|ζ˜τ 〉 = 1√2+a2
(
a | σ1⊳σ3σ2〉+ | σ3⊳σ2σ1〉+ | σ2⊳σ1σ3〉
)
. (14)
Where Ising spins are restricted to s1 + s2 + s3 = τ ,
analogously we have σ1 + σ2 + σ3 = τ , with τ restricted
to τ = ± (here ±1/2), and defining for convenience τ¯ =
−τ . The frustrated state (12) illustrated in Fig. 3c are
equivalent through Heisenberg spin inversion.
Whereas the coefficients is given by
a =


u
1,+
= − 12 + J2J1 +
J−
2J1
, J2 > 0
u
2,+
= − 12 − J2J1 +
J+
2J1
, J2 < 0
. (15)
with J
±
=
√
4J22 + 9J
2
1 ± 4J1J2 (denoted just for conve-
nience).
The corresponding ground state energy of a frustrated
state is given by
EFRU =


−J22 +
∆−J1−J−
2 , J2 > 0
J2
2 +
∆−J1−J+
2 , J2 < 0.
. (16)
It is worth to mention that the magnetizations of Ising
spins and Heisenberg spins in the frustrated region are
null. So the only one responsible for generating frustra-
tion is Ising spins, as discussed in Ref. [29].
A straight line ∆/|J2| = − 12+J1/|J2| gives the bound-
ary between FM(FIM) phase and QFI phase. It deserves
to remark that the interface between (FIM or FM) and
QFI only occur at zero temperature. While the bound-
ary between FM(FIM) phase and FRU phase is described
by the curve ∆|J2| = − 12 +
J1+J−
4|J2| , and this phase transi-
tion persist at finite temperature which will be discussed
later. Afterward, the phase transition between QFI and
FRU is plainly given by a J1/|J2| = 1, this interface also
remains at finite temperature.
4IV. EXPANDED KAGOMÉ LATTICE ON
ISING-HEISENBERG MODEL
Now let us consider a three-leg hybrid-star system as
schematically depicted in Fig.4(left), where the three
Heisenberg spins localized at the vertex of a triangle cor-
responding to the system decoration. In which the inter-
nal bond J1 is of the Heisenberg-type interaction since
the outer legs are of Ising-type interaction J2 as shown in
Fig. 4(left side). This system can be mapped in a triangle
with the Ising spin coupling K through a direct decora-
tion transformation approach[15] or using the standard
decoration transformation[11–14], which is shown in Fig.
4(right).
J
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J
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Figure 4: Decoration transformation of 3-leg star hybrid-spin
and triangle Ising spin.
Let us define the following operator
V({σ, s}) = exp
{
β
3∑
i=1
[J1(σi,σi+1)∆ + J2σ
z
i si]
}
.
(17)
Thus the Boltzmann factors of decorated hybrid-spin
model become
w({s}) = tr{σ}
(
V({σ, s})
)
, (18)
the index of spin sl in Hamiltonian (1), was re-indexed
by si (same index of σi ) just for simplicity imposing no
restriction.
The inner triangle system (decorated) is expressed as
Heisenberg coupling, and it provides two configurations
for Ising spins (legs), these correspond to the following
configurations {↑↑↑} and {↑↑↓}. So defining ς = s1 +
s2+ s3, the pair configurations become ς = 3/2 and 1/2.
Therefore, we get the following Boltzmann factors defined
by w(1/2) = w1 and w(3/2) = w3, and then we find that
w1 =
(
z3+z−1x−2
)(
y+y−1
)
+xz−1
(
y−1v
+
+ y v
−
)
, (19)
w3 =z
3
(
y3 + y−3
)
+ z−1
(
x4 + 2x−2
) (
y + y−1
)
. (20)
Here we have introduced the following notations x =
e
βJ1
4 , y = e
βJ2
4 , z = e
β∆
4 and v
±
= 2 cosh
(
βJ
±
4
)
, just
as a shorthand way of writing the Boltzmann factors.
Now let us assume that the Hamiltonian of effective
Kagomé lattice Ising model can be expressed as follows
Heff = −K0 −K
∑
<i,j>
sisj , (21)
where K0 is “constant” energy andK is effective coupling
parameter of the Kagomé lattice Ising model, while the
summation runs over nearest neighbor interactions.
After carrying out the direct decoration
transformation[15], the effective Kagomé lattice Ising
model also has only the same couple of configurations
{↑↑↑} and {↑↑↓}, which correspond to ς = 3/2 and
ς = 1/2, respectively. Therefore, both models must
be equivalent. That means w˜(ς) = w(ς), we have two
algebraic equations with two unknown parameters K0
and K, thus we are able to solve the algebraic system
equations,
eβK0 exp (−βK/4) =w1 = w˜1, (22)
eβK0 exp (3βK/4) =w3 = w˜3. (23)
Thereafter, the unknown parameters in the effective
Kagomé Ising model could be expressed in terms of
all arbitrary parameters of the expanded Kagomé Ising-
Heisenberg spin model [see Eq. (1)],
K =
1
β
ln
(
w3
w1
)
, (24)
K0 =
1
4β
ln
(
w31w3
)
, (25)
where w1 and w3 are given by (19) and (20) respectively.
V. THERMODYNAMICS
Now we are going to study the thermodynamics of the
present model, so we need to get the free energy per unit
cell of the model that can be written as
fEK = −2K0 + fK . (26)
With fK being the effective Kagomé lattice Ising model
free energy[12, 29, 30] andK0 corresponds to the effective
"constant" energy of the effective Kagomé lattice. The
factor 2 in K0 comes from unit cell, note that we have
two decorated systems per each unit cell.
The free energy of effective Kagomé lattice per unit cell
[12, 29, 30] can be expressed using a single integral[31],
as follows
fK = − T
4pi
∫ 2pi
0
ln
[
A(φ) +
√
Q(φ)
]
dφ, (27)
where A(φ) and Q(φ) are defined by
A(φ) =12r
4 + 9r2 + 12r + 212 − 2(r − 1)
(
r2 − 1) cos(φ),
Q(φ) =A(φ)2 − 8(r − 1)2(r2 − 1)2 [1 + cos(φ)] ,
with r = w3
w1
. Thus, the free energy per unit cell of ex-
panded Kagomé lattice becomes
fEK=−2T ln(w1)− T
4pi
∫ 2pi
0
ln
[
A(φ)+
√
Q(φ)
]
dφ. (28)
5Before continuing studying the thermodynamics prop-
erties, we need to remark three interesting points.
First concerning to a residual entropy in FRU region,
occurs when T → 0 and w3 < w1, this implies that r =
w3
w1
→ 0, then the elements of integral reduce to
A(φ) =2 cosh(φ) + 212 , (29)
Q(φ) =
[
2 cosh(φ) + 212
]2
+ 8 [1 + cos(φ)] , (30)
both functions are independent of T and r. Therefore,
the free energy (28) can be solved numerically for (29)
and (30), getting fEK ≈ −1.50549949T ; thus, the resid-
ual entropy becomes S ≈ 1.50549949, as expected inde-
pendent of temperature. This result complies with the
frustrated region found in reference [29]. We recognized
that Heisenberg spin exchange interaction influences the
frustrated (FRU) phase, but the origin of frustration and
the magnitude arise in a similar way to antiferromagnetic
Ising Kagomé lattice[29].
Second, the condition for w3
w1
= r = 1 and T → 0,
occurs in the interface of QFI and FRU states, so we
have A(φ) = 25 and Q(φ) = 210; thus the free energy
reduces to
fEK = −2T ln (w1)− T
4pi
∫ 2pi
0
ln
(
26
)
dφ, (31)
this implies that the residual entropy merely becomes as
S = 3 ln(2) ≈ 2.07944.
Third, when w3 > w1 and T → 0, then r → ∞, so we
have
A(φ) ≈2r3 cos(φ) + 12r4 ∼ 12r4, (32)
Q(φ) ≈ 14r8 − 8r6(1 + cos(φ)) ∼ 12r8. (33)
Consequently, the free energy reduces to
fEK≈− 2T ln(w1)− T
4pi
∫ 2pi
0
ln
(
1
2r
4+
√
1
4r
8
)
dφ,
≈− 2T ln(w1)− 2T ln
(
w3
w1
)
,
≈− 2T ln(w3) . (34)
In addition, as expected, there is no frustration in this
region FM(FIM) or QFI because there is no residual en-
tropy (S = 0 ) when T = 0.
Once the free energy is obtained, we can analyze
the thermodynamic properties of the expanded Kagomé
Ising-Heisenberg model.
A. Critical temperature
In the following, we will discuss one of the essential
properties of the two-dimensional lattice models, the crit-
ical behavior of temperature. It is well established that
the critical temperature for the Kagomé lattice is given
by K
Tc
= ln
(
3 + 2
√
3
)
[12, 32]. As an alternative, we
T
T
J 1
∆
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Figure 5: (Left panel) Critical temperature Tc against J1, for
several values of∆. (Right panel) Critical temperature Tc as a
function of ∆, for a range of values in J1. (Bottom) The phase
diagram in the plane ∆ − J1 for several critical temperature
values. In all panels a fixed J2 = 1 was considered.
are able to write the critical temperature as a ratio of
Boltzmann factor:
wc3
wc1
= rc = 3 + 2
√
3, (35)
where wc1 and w
c
3 refer to the Boltzmann factors at a
critical temperature, which is given by (19) and (20) at
T = Tc, respectively.
After some algebraic manipulation, this condition can
be rewritten more explicitly as
z4c =
(
x6c + 2
)
(3 + 2
√
3)− 1− y
−1
c v
c
+
+ycv
c
−
x
−3
c (yc+y−1c )
x2c
(
1− (y2c − 1 + y−2c ) (3 + 2√3)) . (36)
In Fig.5(left) is illustrated the critical temperature Tc
as a function of J1 for several values of ∆ and fixing
J2 = 1. The dashed line corresponds to ∆ = 0.5, which
is a special curve with two critical points at zero temper-
ature (for detail see Fig.2). For larger value of ∆ > 0.5
only occurs one critical point at zero temperature, while
for 0 < ∆ < 0.5, there are three critical points at zero
temperature. However, for ∆ < 0 only appears one crit-
ical point at zero temperature, which always occurs at
J1 = 1 and is independent of ∆. This curve agrees with
the zero temperature phase diagram shown in Fig. 2.
6Similarly, Fig.5(right) shows the critical temperature
Tc as a function of ∆ and for several values of J1. For
∆ < 0, the critical temperature is independent of ∆.
Likewise, for ∆ → ∞, the critical temperature also
becomes independent of ∆, and in this limit, we have
Tc → 0.25. While, in Fig.5(bottom) the phase diagram
at fixed critical temperature Tc in the J1 − ∆ plane is
reported and for different critical temperature Tc values.
When Tc → 0, this phase diagram leads to a zero tem-
perature phase diagram (see the solid line in Fig.2), since
there is no evidence of phase transition between FM and
QFI phase at zero temperature. It is worth noting that,
for J2 = −1, the curves become identical, the only dif-
ference is that, instead of FM phase we have an FIM
phase.
Using this expression, we can obtain the critical tem-
perature in the limit of J1/|J2| → ∞, leading to
Tc =
|J2|
6 ln
(
2+
√
3+
√
6+4
√
3
) = 0.0836826082|J2|. (37)
While for ∆/|J2| → ∞, the critical temperature leads
to Tc/|J2| = 0.25.
B. Spontaneous Magnetization
Another relevant quantity to analyze here is the spon-
taneous magnetization of the present model. Therefore,
it is pertinent to examine the magnetization of the ex-
panded Kagomé Ising-Heisenberg lattice. The Ising spin
magnetization mI = 〈s〉, can be determined concerning
the effective Kagomé Ising lattice magnetization, while
the magnetization of Heisenberg spins can be obtained
using the decoration transformation approach[11–13, 15]
〈σz1〉 = η〈s1〉+
γ
3
〈s1s2s3〉, (38)
which linearly combines single and triple Ising spin aver-
age 〈s〉 and 〈s1s2s3〉.
To find the coefficients η and γ we use the following
relation[11–13, 15]
ζ({s}) = [η(s1 + s2 + s3) + γs1s2s3]w({s}). (39)
In a similar way, we define
ζ˜({s}) = tr{σ}
[(
3∑
i=1
σzi
)
V({σ, s})
]
. (40)
On the other hand, the spin coupling configurations
{↑↑↑} and {↑↑↓}, is denoted merely as ζ˜(1/2) = ζ˜1 and
ζ(3/2) = ζ3. Therefore, we have
ζ˜3 =tr{σ}
[
U3
(
3∑
i=1
σzi
)
U
−1
3 D3
]
, (41)
ζ˜1 =tr{σ}
[
U1
(
3∑
i=1
σzi
)
U
−1
1 D1
]
, (42)
where D3 and D1 are the diagonalized matrix represen-
tation of V for each sector, and these are given by
D3 = diag{ 32y3z3, −12zyx2 , −12zyx2 , x
4
2zy ,
−x4
2zy ,
y
2zx2 ,− 32y−3z3} (43)
and
D1 = diag{32yz3, 12zyx2 , xy2zv
−
,
xyv
−
2z ,− x2zyv
+
,
−xv
+
2zy ,
y
2zx2 ,− 32y−1z3}. (44)
The orthogonal matrices U3 and U1 are obtained
straightforwardly for each configuration {↑↑↑} and {↑↑↓}
respectively, which are expressed below
U3 =


1 0 0 0 0 0 0 0
0 0 0 1 0 −1 − 12 0
0 0 0 1 0 1 − 12 0
0 −1 − 12 0 1 0 0 0
0 0 0 1 0 0 1 0
0 0 1 0 1 0 0 0
0 1 − 12 0 1 0 0 0
0 0 0 0 0 0 0 1


, (45)
and
U1 =


1 0 0 0 0 0 0 0
0 0 u
1,−
u
1,+
0 0 0 0
0 −1 1 1 0 0 0 0
0 0 0 0 −1 1 1 0
0 1 1 1 0 0 0 0
0 0 0 0 1 1 1 0
0 0 0 0 0 u
2,−
u
2,+
0
0 0 0 0 0 0 0 1


, (46)
where u1,± = − 12 + J2J1 ±
J−
2J1
and u2,± = − 12 − J2J1 ±
J+
2J1
.
Consequently, the relations (41) and (42) after some
algebraic manipulation, simply becomes as
ζ˜3 =
3
2z
3
(
y3 − y−3)+ z−1 ( 12x4 + x−2) (y − y−1) , (47)
ζ˜1 =
(
y − y−1) ( 32z3 − 12x−2z−1)
+ 12
(
v
−
y − v
+
y−1
)
xz−1. (48)
From Eq. (39) we also have the following relations
ζ3 =
(
3
2
η +
1
8
γ
)
w3, (49)
ζ1 =
(
1
2
η − 1
8
γ
)
w1. (50)
From where we obtain the unknown coefficients
η =
1
2
(
ζ3
w3
+
ζ1
w1
)
, (51)
γ =2
(
ζ3
w3
− 3 ζ1
w1
)
, (52)
7where ζ3 = ζ˜3 and ζ1 = ζ˜1, with ζ˜3 and ζ˜1 given by Eqs.
(47) and (48).
Using the relations for the correlation functions ob-
tained by Barry et al.[32] (see Eq.(2.9a) of Ref. [32]).
Now we need to relate the three spin thermal average
and single spin average
〈s1s2s3〉 = R(r) 〈s1〉, (53)
where R(r) after some algebraic manipulation becomes
R(r) =
r3 − 3r2 − r − 5
4(r − 1)3 . (54)
Moreover, the single Heisenberg spins average can be
written as
〈σz〉 =
[
η +
γ
3
R(r)
]
〈s1〉. (55)
On the other hand, the thermal average of Ising spin
〈s1〉[32] is given by
〈s1〉 =
(
r2 − 6 r − 3) 18 G(r), (56)
where G(r) is defined as in reference [32], For the present
model G(r) has been adapted as a function of r, which
is expressed as
G(r) =
(
r+3
r−1
) 1
4 (r2+2 r+5)
3
8
2(r+1) . (57)
We emphasize that G(r) is always a positive amount.
Furthermore, the factor 2 in the denominator is included
because we are considering the Ising spin eigenvalues as
±1/2. For our case, the thermal average of Ising spin and
Heisenberg spin, are defined as mI = 〈s〉 and mH = 〈σ〉
respectively.
Notice that the magnetization exponent satisfies the
same universality class of that Kagomé lattice (same crit-
ical exponent 1/8).
Hence, the total magnetization per spin can be ex-
pressed using the Eq.(6), so we have
mt =
〈s〉+ 2〈σz〉
3
. (58)
In Fig.6 is illustrated the magnetization of Ising spin
as a function of J1 and ∆, considering fixed parameter
J2 = 1 and temperature T = 0.01. Fig.6a displays the
Ising spin magnetization, and we observe the regions FM
and QFI have the magnetization leading to 〈s〉 → 0.5,
whereas in FRU region the magnetization becomes null.
In the interface between FM and QFI, there is no spon-
taneous magnetization for Ising spin, this means there
is no phase transition at finite temperature, but there is
only a zero temperature phase transition.
Analogously Fig.6b displays Heisenberg spin magneti-
zation, here we can see clearly the magnetization in re-
gion FM leads to 〈s〉 → 0.5, while the magnetization in
m
t
m
I
m
H
(a) (b) (c)
J1J1 J1
∆∆∆
Figure 6: Magnetization as a function of J1 and ∆, assuming
T = 0.01 and J2 = 1. (a) Ising spin magnetization. (b)
Heisenberg spin magnetization. (c) Total spin magnetization
per unit lattice.
S
(T
)
U
(T
)
C
(T
)
T
S
(T
)
U
(T
)
C
(T
)
T
(a)
(b)
(f)(e)
(d)(c)
J1 = 0.9
J1 = 1.0
J1 = 1.1
∆ = −0.5
∆ = 0.5
∆ = 0.1
Figure 7: In left panel is considered fixed parameters ∆ =
−0.5 and J1 is given in (a). In right panel is assumed fixed
J1 = 0.0 and∆ is given in (b). (a-b) Internal energy as a func-
tion of temperature for fixed parameters. (c-d) Entropy as a
function of temperature. (e-f) Specific heat as a dependence
of temperature.
QFI region becomes 〈s〉 → 1/6, and naturally, in FRU
region the magnetization becomes null. Whereas the to-
tal magnetization is depicted in Fig.6c: thus in region
FM mt → 0.5, in QFI region mt → 1/3 and for FRU
region the total magnetization readily is null.
C. Entropy and specific heat
To complete our investigation concerning this model,
let us discuss the thermodynamic properties, which can
be obtained straightforwardly from the free energy fEK ,
such as entropy S = −∂fEK/∂T , internal energy U =
fEK + TS and specific heat C = T∂S/∂T .
In Fig.7a is displayed the internal energy as a func-
tion of temperature considering fixed parameter J1 as
8described in the panel (a): for J1 = 0.9 and J1 = 1.0
the curves increases smoothly, but J1 = 1.1 there is a
tiny jump at Tc ≈ 0.082. In Fig.7b is depicted the inter-
nal energy as a dependence of temperature, for ∆ = 0.5
and ∆ = 0.1 there is a strong change of curvature at
Tc ≈ 0.186 and Tc ≈ 0.0537 respectively, whereas for
∆ = −0.5 there is no evidence of phase transition at fi-
nite temperature. The next panel (c) in Fig.7 reports
the entropy for the same set of parameters as in (a), for
J1 = 0.9 the residual entropy leads to S = 1.5055, while
for J1 = 1.0 (equivalently r = 1) also exhibits another
residual entropy given by S = 3 ln(2) = 2.07944, but for
J1 = 1.1 there is no residual entropy because the sys-
tem leads to QFI phase. Similarly, in Fig.7d we show
the entropy as a function of temperature for the set of
parameters of the panel (b). Once again for ∆ = 0.5
and ∆ = 0.1, there is a sudden change close to the criti-
cal temperature, but for ∆ = −0.5 the entropy increases
smoothly indicating the absence of phase transition. Fi-
nally, in Fig.7f confirms the critical temperature for the
same set of parameters described in panel (b) as a diver-
gence in specific heat.
VI. CONCLUSIONS
Several materials have exotic structures such as honey-
comb lattice, a triangular lattice, Kagomé lattice among
others. Hence it is worth to investigate the magnetic
properties and geometric frustration of these kinds of
models. Therefore, in this work was considered the Ising-
Heisenberg model on expanded Kagomé lattice, that we
could also name as triangle-dodecagon (3-12) lattice, this
model can even be viewed as a decorated star lattice.
Considering all spins located in triangles as Heisenberg
spins while remaining spins are of Ising type spins. Con-
sequently, this model is equivalent to an effective Kagomé
Ising lattice, through a direct decoration transformation
technique[15]. This model allows us to study zero tem-
perature magnetic properties of the 3-12 lattice, such as
the phase diagram at zero temperature, where we found
four phases, a frustrated (FRU) phase, a ferromagnetic
(FM) phase, a classical ferrimagnetic (FIM) phase and
a quantum ferrimagnetic (QFI) phase. We remarked
that Heisenberg spin exchange interaction strongly influ-
ences the frustrated phase; however, we rigorously ver-
ified that the magnitude and origin of the frustration
turn out in the same fashion as that of the antiferromag-
netic Ising Kagomé lattice.[29]. We also obtain the free
energy of the model which permit us to explore, the criti-
cal temperature and the spontaneous magnetization were
also considered as a dependence of Hamiltonian parame-
ters. In addition, we have investigated the entropy where
we observed a residual entropy in the frustrated region
S ≈ 1.5055. As well as in the interface between QFI and
FRU the residual entropy is given by S = 3 ln(2). Be-
sides, we also studied the specific heat divergence as a
function of temperature to handle the phase transition.
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