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Résumé
Une approche efficace pour la résolution de problèmes inverses consiste à définir le signal
(ou l’image) recherché(e) par minimisation d’un critère pénalisé. Ce dernier s’écrit souvent sous
la forme d’une somme de fonctions composées avec des opérateurs linéaires. En pratique, ces
fonctions peuvent n’être ni convexes ni différentiables. De plus, les problèmes auxquels on doit
faire face sont souvent de grande dimension. L’objectif de cette thèse est de concevoir de nouvelles
méthodes pour résoudre de tels problèmes de minimisation, tout en accordant une attention
particulière aux coûts de calculs ainsi qu’aux résultats théoriques de convergence.
Une première idée pour construire des algorithmes rapides d’optimisation est d’employer
une stratégie de préconditionnement, la métrique sous-jacente étant adaptée à chaque itération.
Nous appliquons cette technique à l’algorithme explicite-implicite et proposons une méthode,
fondée sur le principe de majoration-minimisation, afin de choisir automatiquement les matrices
de préconditionnement. L’analyse de la convergence de cet algorithme repose sur l’inégalité de
Kurdyka-Łojasiewicz.
Une seconde stratégie consiste à découper les données traitées en différents blocs de dimension
réduite. Cette approche nous permet de contrôler à la fois le nombre d’opérations s’effectuant à
chaque itération de l’algorithme, ainsi que les besoins en mémoire, lors de son implémentation.
Nous proposons ainsi des méthodes alternées par bloc dans les contextes de l’optimisation non
convexe et convexe. Dans le cadre non convexe, une version alternée par bloc de l’algorithme
explicite-implicite préconditionné est proposée. Les blocs sont alors mis à jour suivant une règle
déterministe acyclique. Lorsque des hypothèses supplémentaires de convexité peuvent être faites,
nous obtenons divers algorithmes proximaux primaux-duaux alternés, permettant l’usage d’une
règle aléatoire arbitraire de balayage des blocs. L’analyse théorique de ces algorithmes stochas-
tiques d’optimisation convexe se base sur la théorie des opérateurs monotones.
Un élément clé permettant de résoudre des problèmes d’optimisation de grande dimension
réside dans la possibilité de mettre en œuvre en parallèle certaines étapes de calculs. Cette
parallélisation est possible pour les algorithmes proximaux primaux-duaux alternés par bloc que
nous proposons : les variables primales, ainsi que celles duales, peuvent être mises à jour en
parallèle, de manière tout à fait flexible. A partir de ces résultats, nous déduisons de nouvelles
méthodes distribuées, où les calcul sont répartis sur différents agents communiquant entre eux
suivant une topologie d’hypergraphe.
Finalement, nos contributions méthodologiques sont validées sur différentes applications en
traitement du signal et des images. Nous nous intéressons dans un premier temps à divers pro-
blèmes d’optimisation faisant intervenir des critères non convexes, en particulier en restauration
d’images lorsque l’image originale est dégradée par un bruit gaussien dépendant du signal, en dé-
mélange spectral, en reconstruction de phase en tomographie, et en déconvolution aveugle pour
la reconstruction de signaux sismiques parcimonieux. Puis, dans un second temps, nous abordons
des problèmes convexes intervenant dans la reconstruction de maillages 3D et dans l’optimisation
de requêtes pour la gestion de bases de données.

Abstract
An efficient approach for solving an inverse problem is to define the recovered signal/image as
a minimizer of a penalized criterion which is often split in a sum of simpler functions composed
with linear operators. In the situations of practical interest, these functions may be neither convex
nor smooth. In addition, large scale optimization problems often have to be faced. This thesis is
devoted to the design of new methods to solve such difficult minimization problems, while paying
attention to computational issues and theoretical convergence properties.
A first idea to build fast minimization algorithms is to make use of a preconditioning stra-
tegy by adapting, at each iteration, the underlying metric. We incorporate this technique in the
forward-backward algorithm and provide an automatic method for choosing the preconditioning
matrices, based on a majorization-minimization principle. The convergence proofs rely on the
Kurdyka-Łojasiewicz inequality.
A second strategy consists of splitting the involved data in different blocks of reduced dimen-
sion. This approach allows us to control the number of operations performed at each iteration
of the algorithms, as well as the required memory. For this purpose, block alternating methods
are developed in the context of both non-convex and convex optimization problems. In the non-
convex case, a block alternating version of the preconditioned forward-backward algorithm is
proposed, where the blocks are updated according to an acyclic deterministic rule. When additio-
nal convexity assumptions can be made, various alternating proximal primal-dual algorithms are
obtained by using an arbitrary random sweeping rule. The theoretical analysis of these stochastic
convex optimization algorithms is grounded on the theory of monotone operators.
A key ingredient in the solution of high dimensional optimization problems lies in the possi-
bility of performing some of the computation steps in a parallel manner. This parallelization is
made possible in the proposed block alternating primal-dual methods where the primal variables,
as well as the dual ones, can be updated in a quite flexible way. As an offspring of these results,
new distributed algorithms are derived, where the computations are spread over a set of agents
connected through a general hypergraph topology.
Finally, our methodological contributions are validated on a number of applications in signal
and image processing. First, we focus on optimization problems involving non-convex criteria,
in particular image restoration when the original image is corrupted with a signal dependent
Gaussian noise, spectral unmixing, phase reconstruction in tomography, and blind deconvolution
in seismic sparse signal reconstruction. Then, we address convex minimization problems arising
in the context of 3D mesh denoising and in query optimization for database management.

Chapitre 1
Introduction générale
1.1 Contexte
Au cours de cette dernière décennie, de nombreuses applications, parmi lesquelles l’ima-
gerie médicale et satellitaire, le traitement de maillages 3D de grande tailles, ou la gestion
de bases de données, ont conduit à traiter des données dont la dimension est de plus en plus
grande. Il devient alors nécessaire de développer des méthodes permettant un traitement
rapide de ces grandes masses de données.
La plupart de ces applications font intervenir un problème inverse visant à estimer des
données inconnues à partir d’une version dégradée de ces dernières. Une méthode eﬃcace
consiste à déﬁnir l’estimée comme étant une solution d’un problème d’optimisation, où
l’objectif est de minimiser un critère composé de fonctions qui ne sont ni nécessairement
diﬀérentiables, ni nécessairement convexes. Dans cette thèse, nous élaborerons plusieurs
stratégies qui vont nous permettre d’obtenir des méthodes de minimisation rapides, tout
en réduisant les coûts de calculs et les besoins en mémoire.
La première stratégie, permettant d’accélérer la convergence d’algorithmes d’optimisa-
tion, consiste à utiliser une technique de préconditionnement se basant sur une modiﬁcation
de la métrique sous-jacente au cours des itérations. Un aspect intéressant de notre étude
concerne le choix des matrices de préconditionnement. Nous proposerons une méthode,
basée sur une stratégie de majoration-minimisation (MM), permettant de les choisir eﬃ-
cacement. Cette méthode fera l’objet des chapitres 3 et 5. Nos résultats théoriques seront
validés par des exemples numériques dans les chapitres 4 et 6.
La seconde stratégie, permettant d’optimiser les besoins en mémoire lors de l’implé-
mentation d’algorithmes d’optimisation est de diviser les données traitées en diﬀérents
blocs de dimension plus petite. Ainsi, chaque bloc peut être mis à jour séparément. Dans
certains domaines du traitement de données de grande taille, par exemple en astronomie,
l’image est partitionnée en plusieurs blocs, qui sont traités indépendamment les uns des
autres. L’inconvénient de cette approche est qu’elle introduit des artefacts au niveau des
frontières des blocs. Aﬁn d’éviter ces eﬀets indésirables, on peut introduire une étape em-
pirique de lissage, et/ou considérer des blocs pouvant se chevaucher. Dans cette thèse, des
méthodes rigoureuses opérant par blocs seront proposées dans le cadre de l’optimisation
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non convexe dans le chapitre 5, et convexe pour les méthodes primales-duales élaborées
dans le chapitre 7. Nous montrerons, de plus, dans le chapitre 6 que les stratégies par bloc
peuvent également permettre, en plus d’une réduction de l’occupation mémoire, d’accélérer
la vitesse de convergence des algorithmes.
Enﬁn, une dernière stratégie permettant de résoudre eﬃcacement les problèmes d’op-
timisation de grande taille consiste à implémenter en parallèle certaines tâches des al-
gorithmes. En raison des progrès technologiques actuels, la conception d’algorithmes pa-
rallèles permettant de bénéﬁcier de systèmes multicœurs est souvent d’une importance
primordiale pour obtenir des mises en œuvre rapides. Les algorithmes proximaux, ba-
sés sur des méthodes primales-duales développés ces dernières années en sont d’excellents
exemples. Dans ces méthodes, les calculs des opérateurs proximaux et les étapes de gra-
dient peuvent être eﬀectués en parallèle. Cependant, lorsque le nombre de processeurs
disponibles est inférieur au nombre d’opérations à eﬀectuer en parallèle, la plupart des
algorithmes proximaux parallèles existants deviennent alors d’un intérêt limité. Dans le
chapitre 7 nous proposerons une méthode par bloc permettant de surmonter cette limita-
tion en réduisant de manière ﬂexible le nombre d’opérations eﬀectuées à chaque itération.
D’autre part, dans le chapitre 8 nous traiterons un exemple applicatif en bases de données
à l’aide d’algorithmes parallèles.
1.2 Collaborations
Certains travaux présentés dans cette thèse ont été réalisés dans le cadre de collabora-
tions :
• Une première collaboration avec Gabriele Steidl de l’Université de Kaiserslautern
(Allemagne) dans le cadre du Labex Bezout a eu pour objectif de développer des
méthodes basées sur les opérateurs proximaux et les projections épigraphiques pour
traiter des fonctions quotient dans le cadre de l’optimisation de requêtes dans les
systèmes de gestion de bases de données. Cette collaboration m’a amenée à passer
un mois dans le laboratoire de mathématiques de l’Université de Kaiserslautern. Les
résultats obtenus sont présentés dans le chapitre 8.
• Une seconde collaboration avec Laurent Duval de L’IFP Énergies Nouvelles a permis
de développer une méthode pour traiter des problèmes de déconvolution aveugle de
signaux sismiques parcimonieux. Cette collaboration m’a amené à travailler avec Mai
Quyen Pham, doctorante à l’université de Paris-Est et à l’IFP Énergies Nouvelles.
Les résultats que nous avons obtenus sont présentés dans le chapitre 6.
• Enﬁn une dernière collaboration s’est déroulée dans le cadre du projet ANR GRAPH-
SIP (Graph Signal Processing) démarré ﬁn 2014, au cours de laquelle nous avons
développé des algorithmes primaux-duaux permettant de résoudre des problèmes de
débruitage de maillages 3D. Les résultats obtenus sont présentés dans le chapitre 7.
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1.3 Organisation du document
Chapitre 2 : Généralités sur les problèmes inverses et l’optimisa-
tion
Le deuxième chapitre sera divisé en trois grandes parties. Tout d’abord, nous expli-
querons brièvement comment, partant d’un problème inverse, on peut être conduit à un
problème d’optimisation, en utilisant une interprétation de type Maximum a Posteriori
(MAP). Dans la seconde partie, nous donnerons les principales notations et outils mathé-
matiques qui seront utilisés tout au long de cette thèse. En particulier, nous nous intéres-
serons aux opérateurs proximaux de fonctions non nécessairement convexes et à l’inégalité
de Kurdyka-Łojasiewicz. Pour ﬁnir, dans la dernière partie de ce chapitre, un état de l’art
des algorithmes usuels existants permettant de résoudre des problèmes de minimisation
sera présenté. En particulier, nous y évoquerons des méthodes telles que les algorithmes
de gradient, les algorithmes proximaux, les algorithmes de Majoration-Minimisation, et les
méthodes primales-duales.
Chapitre 3 : Algorithme explicite-implicite à métrique variable
Une méthode usuelle permettant de minimiser une somme de deux fonctions, l’une étant
diﬀérentiable et l’autre convexe, est l’algorithme explicite-implicite, qui alterne, à chaque
itération, une étape de gradient sur la fonction diﬀérentiable et une étape proximale sur la
fonction convexe. Un inconvénient majeur de cet algorithme est sa vitesse de convergence,
qui peut se révéler très lente en pratique. Dans ce chapitre nous proposerons donc d’en
accélérer la convergence, en changeant, à chaque itération, la métrique sous-jacente, par
l’introduction d’une métrique variable. Cette métrique sera choisie en se basant sur une
stratégie de Majoration-Minimisation. Nous fournirons une analyse de la convergence de cet
algorithme basée sur l’inégalité de Kurdyka-Łojasiewicz. De plus, une version inexacte de
l’algorithme sera proposée, permettant de prendre en compte des erreurs de calcul pouvant
apparaître au cours des itérations.
Chapitre 4 : Application de l’algorithme explicite-implicite à mé-
trique variable à un bruit gaussien dépendant du signal
Dans ce chapitre nous allons nous intéresser au problème de restauration d’un signal
dégradé par un bruit gaussien dépendant. Un tel bruit peut s’observer dans divers systèmes
d’imagerie, dans lesquels les acquisitions sont dégradées à la fois par un bruit gaussien
dépendant lié au comptage des photons, et par un bruit électronique indépendant du
signal d’origine. Nous montrerons que l’interprétation MAP de ce modèle de bruit conduit
à une fonction d’attache aux données non convexe. Nous proposerons donc de résoudre
le problème de minimisation associé à ce modèle grâce à l’algorithme explicite-implicite
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à métrique variable, développé au chapitre précédent. L’intérêt d’utiliser une métrique
variable sera illustrée sur un exemple pratique en restauration d’images.
Chapitre 5 : Algorithme explicite-implicite à métrique variable
alterné par bloc
Dans de nombreuses applications, telles que la résolution de problèmes de déconvo-
lution aveugle, ou lorsque les données considérées sont de très grande dimension, il est
intéressant de considérer des méthodes de minimisation alternée. Dans ce chapitre, nous
proposerons donc une version alternée par bloc de l’algorithme explicite-implicite à mé-
trique variable développé dans le troisième chapitre. Nous étudierons la convergence et la
vitesse de convergence de l’algorithme proposé, dans des versions exacte et inexacte, en
considérant une règle de mise à jour acyclique des blocs.
Chapitre 6 : Quelques applications de l’algorithme explicite-implicite
à métrique variable alterné par bloc
Aﬁn d’illustrer les bonnes performances pratiques de l’algorithme explicite-implicite
à métrique variable alterné par bloc, nous donnerons dans ce chapitre trois exemples de
simulation. Dans le premier exemple, nous considérerons un problème de démélange spec-
tral, une application en reconstruction de phase pour un problème de tomographie, et un
exemple de déconvolution aveugle pour la restauration de signaux sismiques parcimonieux.
Ces applications nous permettrons d’illustrer l’intérêt pratique de l’algorithme proposé
au chapitre précédent. En particulier, nous montrerons que l’utilisation d’une métrique va-
riable et d’une règle acyclique de mise à jour des blocs conduit à des méthodes de résolution
rapides pour les trois problèmes considérés.
Chapitre 7 : Algorithmes primaux-duaux alternés et distribués
pour les opérateurs monotones
Dans les chapitre précédents nous avons présenté des méthodes d’optimisation eﬃcaces
pour la résolution de problèmes non convexes. Cependant, lorsque le critère fait intervenir
des fonctions convexes non lisses composées avec des opérateurs linéaires, ces méthodes
requièrent des sous-itérations qui peuvent s’avérer coûteuses.
Dans ce chapitre, nous nous plaçons dans le cadre de l’optimisation convexe, et nous
nous intéressons à la classe des algorithmes primaux-duaux. Ces méthodes permettent de
traiter des opérateurs linéaires apparaissant dans le problème, sans passer par leur inver-
sion ni par des sous-itérations. Nous nous intéresserons plus généralement aux algorithmes
primaux-duaux permettant de résoudre des problèmes d’inclusion monotone. Nous propo-
serons deux classes de nouveaux algorithmes stochastiques primaux-duaux, permettant de
ne mettre à jour, à chaque itération, qu’une sous-partie des données globales sélectionnées
de façon aléatoire. Nous analyserons la convergence presque sûre des variables aléatoires
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générées par les algorithmes proposés. Un exemple applicatif de débruitage de maillage
3D sera considéré. De plus, dans une seconde partie du chapitre, nous déduirons des mé-
thodes précédentes des algorithmes stochastiques distribués, dans lesquels les étapes de
calculs sont réparties sur diﬀérents agents communiquant entre eux suivant un schéma
d’hypergraphe.
Chapitre 8 : Opérateur proximal de fonctions quotient
Dans ce chapitre nous nous intéresserons à l’application des algorithmes proximaux
primaux-duaux à l’estimation de requêtes dans les systèmes de gestion de bases de don-
nées. Les problèmes sous-jacents dans ce type d’application requièrent la manipulation de
fonctions q1 et q∞, respectivement déﬁnies comme étant les normes ℓ1 et ℓ∞ de fonctions
quotients. Nous montrerons d’une part que l’opérateur proximal de la fonction q1 corres-
pond à un opérateur de seuillage. D’autre part, nous formulerons les problèmes faisant
intervenir la fonction q∞ comme des problèmes avec contraintes épigraphiques. Pour cela,
nous étudierons l’opérateur de projection sur l’épigraphe de q∞. Pour ﬁnir, nous illustrerons
les performances des méthodes proposées par un exemple numérique.
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Chapitre 2. Généralités sur les problèmes inverses et l’optimisation
2.1 Introduction
Ce chapitre a pour but, dans un premier temps, d’introduire les problèmes inverses
en traitement du signal et des images, puis, dans un second temps, de déﬁnir les outils
fondamentaux d’analyse et d’optimisation qui seront utilisés tout au long de cette thèse
pour résoudre ces problèmes.
Les problèmes inverses et leurs liens avec les problèmes variationnels seront présentés
dans la section 2.2. Puis dans la section 2.3 nous introduirons les outils fondamentaux
d’analyse et d’optimisation. Enﬁn, dans la section 2.4 nous donnerons des exemples d’al-
gorithmes utilisant ces outils pour résoudre des problèmes variationnels.
2.2 Problèmes inverses
2.2.1 Introduction
De nombreuses applications en traitement du signal et des images se ramènent à la réso-
lution de problèmes inverses. Cette résolution consiste en l’estimation d’un signal original
inconnu, à partir d’une version dégradée (ou incomplète) de celui-ci. Mathématiquement,
le signal original peut être représenté par un vecteur x ∈ RN , et l’observation dégradée que
l’on a de ce signal par un vecteur z ∈ RM lié à x par la relation
z = Hx + w, (2.1)
où H ∈ RM×N est une matrice modélisant une dégradation (en traitement des images,
cet opérateur peut, par exemple, représenter un ﬂou apparaissant lors de la capture de
l’image), et w ∈ RM est une réalisation d’une variable aléatoire w, représentant un bruit
d’acquisition et/ou une erreur de modèle. L’objectif est alors de produire une estimée
x̂ ∈ RN du signal original x à partir de z et H. La ﬁgure 2.1 donne deux exemples de
problèmes inverses. L’exemple du haut correspond à un problème de restauration d’image,
et celui du bas correspond à un problème de restauration de maillage 3D.
Une méthode usuelle pour trouver x̂ est de le déﬁnir comme étant un minimiseur d’une
somme de deux fonctions [Demoment, 1989] :
x̂ ∈ Argmin
x∈RN
h(x) + g(x), (2.2)
où h : RN →] −∞,+∞] est le terme d’attache aux données qui contient les informations
directement liées au problème traité (par exemple, un estimateur statistique lié à la loi de
w), et g : RN →]−∞,+∞] est le terme de régularisation (ou de pénalisation) permettant
d’introduire des informations que l’on connaît a priori sur le signal recherché (par exemple,
parcimonie de la solution, contraintes variées).
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(a) (b) (c)
(d) (e) (f)
Figure 2.1 – (a) Image originale peppers x. (b) Image dégradée z par un flou. (c) Image
estimé xˆ. (d) Maillage 3D original bunny x. (e) Maillage bruité z. (f) Maillage estimé xˆ.
Comme nous le verrons dans le chapitre 4, dans certains cas, la matrice H est elle aussi
inconnue. Le problème inverse considéré est alors appelé problème aveugle, et l’objectif est
de reconstruire à la fois x et H à partir de z. Pour cela, on déﬁnit les estimées (x̂, Ĥ) ∈
RN × RM×N de (x,H) comme des solutions du problème variationnel :
(x̂, Ĥ) ∈ Argmin
(x,H)∈RN×RM×N
h(x,H) + g1(x) + g2(H), (2.3)
où h : RN × RM×N →] −∞,+∞] est le terme de ﬁdélité, et g1 : RN →] −∞,+∞] (resp.
g2 : RM×N →]−∞,+∞]) est le terme de régularisation associé au signal x (resp. à la matrice
H). Notons cependant que dans la suite de cette section nous ne nous intéresserons qu’au
cas où H est connue.
Nous allons tout d’abord donner dans la section 2.2.2 une interprétation bayésienne
du problème d’estimation (2.1) conduisant à un choix du terme d’attache aux données
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dans (2.2), et dans la section 2.2.4 nous donnerons quelques exemples de fonctions de
régularisation.
Remarque 2.1. Dans ce manuscrit, nous utiliserons des caractères droits pour représen-
ter les variables déterministes et des caractères italiques pour les variables aléatoires. De
plus, les lettres en gras représenteront des vecteurs de variables tandis que les lettres fines
représenteront généralement des variables scalaires.
Par exemple, le vecteur x = (x(n))16n6N ∈ RN sera une réalisation du vecteur aléatoire
x = (x(n))16n6N .
2.2.2 Estimateur du Maximum A Posteriori
Dans cette section, nous allons nous intéresser au choix de la fonction d’attache aux
données h pour résoudre le problème inverse modélisé par l’équation (2.1). Une approche
pour choisir cette fonction est de se baser sur une formulation bayésienne du problème.
Supposons que z et x soient des réalisations de vecteurs aléatoires z et x absolument
continus. En utilisant une approche de type Maximum A Posteriori (MAP), nous pouvons
déﬁnir une estimée x̂ de x par
x̂ ∈ Argmax
x∈RN
fx|z=z(x), (2.4)
où fx|z=z est la densité de probabilité a posteriori de x sachant que z = z.
Propriété 2.1. Soit z ∈ RM défini par l’équation (2.1). Supposons que x est indépendant
de w. Une solution x̂ du problème (2.4) est donnée par
x̂ ∈ Argmin
x∈RN
h(x) + g(x), (2.5)
où h : RN →]−∞,+∞] et g : RN →] −∞,+∞] sont respectivement les termes d’attache
aux données et de régularisation définis par
(∀x ∈ RN)
h(x) = − log fw(z−Hx)g(x) = − log fx(x), (2.6)
où fx est la densité de probabilité de x.
Démonstration. Soit z ∈ RM tel que fz(z) 6= 0. D’après la règle de Bayes, on a
(∀x ∈ RN) fx|z=z(x) = fz|x=x(z)fx(x)
fz(z)
. (2.7)
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Ainsi, (2.4) se réécrit
x̂ ∈ Argmax
x∈RN
fz|x=x(z)fx(x). (2.8)
Par monotonicité de la fonction logarithme, on obtient alors
x̂ ∈ Argmin
x∈RN
{
− log fz|x=x(z)− log fx(x)
}
. (2.9)
En utilisant le modèle (2.1), on a w = z −Hx. Ainsi, pour tout x ∈ RN ,
(∀z ∈ RM) fz|x=x(z) = fw|x=x(w), (2.10)
où w = z−Hx. Or, x et w étant indépendants, on a
(∀w ∈ RM) fw|x=x(w) = fw(w). (2.11)
Le résultat s’obtient en combinant les deux dernières inégalités et en les injectant dans
(2.9).
Remarque 2.2. L’hypothèse d’indépendance entre x et w revient à supposer que le signal
et le bruit additif sont indépendants entre eux. Cependant, en pratique cette hypothèse
n’est pas toujours vérifiée. En particulier, nous verrons au chapitre 4 une application en
restauration d’image où le bruit de mesure dépend du signal.
La propriété 2.1 nous indique qu’en utilisant une interprétation de type MAP, le choix
de la fonction d’attache aux données h dépend du type de bruit considéré, tandis que le
choix de la fonction de régularisation dépend des caractéristiques des données à estimer.
2.2.3 Fonction d’attache aux données
Bruit gaussien corrélé : Soit w la variable aléatoire modélisant le bruit additif dans
(2.1). Plaçons-nous dans le cas où w suit une loi normale d’espérance nulle et de matrice
de covariance déﬁnie positive Γ ∈ RM×M :
w ∼ N (0M ,Γ). (2.12)
Sa densité de probabilité est alors donnée par
(∀w ∈ RM) fw(w) =
(
2MπM det(Γ)
)−1/2
exp
(
−1
2
w⊤Γ−1w
)
, (2.13)
où det(Γ) désigne le déterminant de la matrice Γ, et (·)⊤ l’opérateur de transposition.
D’après la propriété 2.1, la fonction d’attache aux données h correspond à
(∀x ∈ RN) h(x) = − log fw(z−Hx)
=
1
2
(y−Hx)⊤Γ−1(y−Hx) + κ, (2.14)
13
Chapitre 2. Généralités sur les problèmes inverses et l’optimisation
où κ =
1
2
log
(
2MπM det(Γ)
)
∈ R est une constante ne dépendant pas de x. On peut donc
choisir comme terme d’attache aux données dans (2.5) la fonction
(∀x ∈ RN) h(x) = 1
2
(y−Hx)⊤Γ−1(y−Hx). (2.15)
Bruit blanc gaussien : On dit que le vecteur aléatoire w modélise un bruit blanc
gaussien s’il suit une loi normale d’espérance nulle, et ses composantes sont indépendantes,
identiquement distribuées, de variance égale à σ2. On se place donc dans un cas particulier
de (2.12) où Γ = σ2 IM , IM étant la matrice identité de RM×M . Ainsi, la fonction d’attache
aux données associée se réduit à
(∀x ∈ RN) h(x) = 1
2σ2
‖y−Hx‖2. (2.16)
2.2.4 Fonction de régularisation
Comme nous l’avons mentionné dans la section 2.2.2, le terme de régularisation g permet
de prendre en compte des caractéristiques connues des données à estimer. De manière
plus générale, la fonction g peut s’écrire comme une somme de plusieurs fonctions de
régularisation :
(∀x ∈ RN) g(x) =
J∑
j=1
λjgj(x), (2.17)
où, pour tout j ∈ {1, . . . , J}, λj ∈ [0,+∞] est appelé paramètre de régularisation et
gj : RN →]−∞,+∞]. L’utilisation de plusieurs fonctions de régularisation permet d’espérer
de meilleurs résultats de reconstruction, puisque chacune d’elles permet de contraindre
l’estimée à vériﬁer une caractéristique particulière.
Les paramètres de régularisation (λj)16j6J sont à ﬁxer de façon à obtenir la meilleure
qualité de reconstruction possible. Notons que ﬁxer λj = 0, pour tout j ∈ {1, . . . , J},
revient à trouver une solution x̂ non régularisée :
trouver x̂ ∈ Argmin
x∈RN
h(x). (2.18)
Au contraire, faire tendre λj vers +∞, pour tout j ∈ {1, . . . , J}, revient généralement à
trouver une solution x̂ ne prenant en compte que le terme de régularisation :
trouver x̂ ∈ Argmin
x∈RN
g(x). (2.19)
Il faut donc régler les paramètres de régularisation de manière à obtenir un compromis entre
le terme d’attache aux données et le terme de régularisation. En pratique, ces paramètres
peuvent être réglés de manière à minimiser l’erreur entre les données originales x et leurs
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estimations x̂. Par exemple, on peut utiliser l’erreur quadratique moyenne (EQM) ou le
rapport signal sur bruit (RSB) déﬁnis par
EQM(x̂, x) =
1
N
‖x̂− x‖2 et RSB(x̂, x) = 20 log10
( ‖x‖
‖x̂− x‖
)
, (2.20)
où ‖ · ‖ désigne la norme euclidienne usuelle. Dans le cas où les données originales ne
sont pas disponibles, on peut avoir recours à des estimateurs d’erreur [Chaux et al., 2008;
Deledalle et al., 2013, 2014].
Dans cette section, nous allons donner quelques exemples de fonctions de régularisation
souvent rencontrés dans le domaine des problèmes inverses.
2.2.4.1 Contraintes
Le problème de minimisation variationnel (2.2) permet de prendre en compte des
contraintes lorsque la fonction de régularisation g correspond à la fonction indicatrice
(donnée dans la déﬁnition 2.3(viii)) d’un sous-ensemble C de RN :
(∀x ∈ RN) g(x) = λ ιC(x) = ιC(x), (2.21)
(le paramètre de régularisation λ > 0 est “absorbé” par la fonction indicatrice). Ici, C repré-
sente un ensemble de contraintes, qui peut s’écrire comme une intersection de contraintes
distinctes. Par exemple, on peut considérer des contraintes de type
C =
{
x ∈ RN
∣∣∣ a 6 L(x) 6 b}, (2.22)
où L : RN → RM et (a, b) ∈ [−∞,+∞[M×] −∞,+∞]M 1. Remarquons qu’en choisissant
a = b, on peut considérer des contraintes d’égalité.
Exemple 2.1. Pour une image en niveaux de gris codée sur 8 bits, l’intensité de chaque
pixel est comprise entre 0 et 255. Ainsi, si la variable x ∈ RN représente une image réor-
ganisée sous forme de vecteur, on peut utiliser la fonction de régularisation g = ι[0,255]N .
Cela correspond à la contrainte présentée ci-dessus où L est la fonction identité et, pour
tout n ∈ {1, . . . , N}, (a(n), b(n)) = (0, 255).
En utilisant des contraintes pour régulariser l’estimée, nous n’avons plus besoin d’op-
timiser le paramètre de régularisation, ce qui peut être utile dans les cas où nous n’avons
pas accès aux estimateurs de type (2.20). Cependant, il faut connaître une estimation des
paramètres (a, b).
1. La notation a 6 L(x) 6 b signifie que L(x)− a ∈ [0,+∞[M et b− L(x) ∈ [0,+∞[M .
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2.2.4.2 Parcimonie
Un vecteur x ∈ RN est dit parcimonieux si la plupart de ses composantes sont (ap-
proximativement) nulles.
Certains signaux sont parcimonieux dans leur domaine d’observation, par exemple les
signaux sismiques sont parcimonieux dans le domaine temporel (c.f. ﬁgure 2.2). D’autres
1 100 200 300 400 500 600 700
−0.8
−0.4
0
0.4
Figure 2.2 – Signal sismique parcimonieux.
signaux sont parcimonieux après une représentation linéaire appropriée, c’est-à-dire après
avoir subi une transformation par un opérateur. Dans ce cas, on considèrera une fonction
de régularisation de la forme
(∀x ∈ RN) g(x) =
S∑
s=1
gs(Fsx), (2.23)
où, pour tout s ∈ {1, . . . , S}, Fs ∈ RMs×N et gs : RMs →] −∞,+∞]. Ici, l’objet x ∈ RN
est supposé parcimonieux après application des matrices (Fs)16s6S, c’est-à-dire que, pour
tout s ∈ {1, . . . , S}, Fsx a un nombre important de coeﬃcients égaux à zéros.
Exemples de pénalisations renforçant la parcimonie : Il existe plusieurs choix de
fonctions gs permettant de promouvoir la parcimonie d’un objet estimé. Nous en donne-
rons ici quelques exemples. Intuitivement, la fonction permettant de favoriser au mieux la
parcimonie d’un vecteur x ∈ RN est la “pseudo-norme” ℓ0 [Donoho et al., 1995] qui compte
le nombre de coeﬃcients non nuls de x :
(∀x = (x(n))16n6N ∈ RN) ℓ0(x) = ‖x‖0 =
N∑
n=1
χ(x(n)), (2.24)
où la fonction χ : R→ {0, 1} est déﬁnie par
(∀x ∈ R) χ(x) =
0 si x = 0,1 sinon. (2.25)
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De façon plus générale, les fonctions ℓα [Bouman et Sauer, 1996], pour 0 6 α < 1, sont des
fonctions de régularisation permettant de promouvoir la parcimonie d’un objet :
(∀x = (x(n))16n6N ∈ RN) ℓα(x) = ‖x‖α =
(
N∑
n=1
|x(n)|α
)1/α
, (2.26)
quand α 6= 0. Cependant, ces fonctions ne sont ni diﬀérentiables, ni convexes. Elles peuvent
donc se révéler diﬃciles à optimiser en pratique. Une façon usuelle de réduire la diﬃculté
du problème est d’utiliser la norme ℓ1 [Bect et al., 2004; Donoho, 2006; Figueiredo et al.,
2007] comme approximation convexe des pénalisations ci-dessus :
(∀x = (x(n))16n6N ∈ RN) ℓ1(x) = ‖x‖1 =
N∑
n=1
|x(n)|. (2.27)
La ﬁgure 2.3 représente diﬀérentes fonctions ℓα, pour 0 6 α 6 1. Nous pouvons voir que
plus α tend vers 0, moins les coeﬃcient proches de 0 seront pénalisés.
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
x
‖x
‖ α
 
 
α = 1
α = 1/2
α = 1/3
α = 1/5
α = 1/10
α = 0
Figure 2.3 – Fonctions ℓα pour α ∈ {0, 1/10, 1/5, 1/3, 1/2, 1}.
Bien que l’utilisation de la norme ℓ1 permette de s’aﬀranchir de la non-convexité de la
régularisation, cette fonction est non diﬀérentiable. Dans certains cas pratiques, il peut être
plus avantageux d’utiliser des approximations lisses de la fonction ℓ1, comme par exemple la
fonction de Huber [Huber, 1981] déﬁnie par x = (x(n))16n6N ∈ RN 7→ g(x) = ∑Nn=1 ϕδ(x(n)),
où δ > 0 et
(∀x ∈ R) ϕδ(x) =

x2
2δ
si |x| 6 δ,
|x| − δ
2
sinon.
(2.28)
Enﬁn, des fonctions de type quotient ou diﬀérence de normes peuvent aussi être utilisées
pour favoriser la parcimonie de données. Ces fonction ne sont, généralement, ni convexes ni
diﬀérentiables. Dans le chapitre 6, nous déﬁnirons une approximation lisse mais non convexe
de la pénalisation ℓ1/ℓ2, et nous l’utiliserons dans une application de déconvolution aveugle
de signaux sismiques.
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Variation totale : Une des fonctions de régularisation les plus utilisées en traitement
des images est la Variation Totale introduite dans [Rudin et al., 1992] pour des données
continues. La version discrète proposée notamment dans [Chambolle, 2004] est déﬁnie par :
Définition 2.1. Soit x ∈ RN1×N2 une matrice modélisant une image de dimension N =
N1 ×N2. La variation totale (TV) de x est donnée par
g(x) = tv(x) =
N1∑
i=1
N2∑
j=1
√
([∇vx](i,j))2 + ([∇hx](i,j))2, (2.29)
où ∇vx ∈ RN1×N2 et ∇hx ∈ RN1×N2 sont les gradients verticaux et horizontaux de x =
(x(i,j))16i6N1, 16j6N2 définis par
(∀(i, j) ∈ {1, . . . , N1} × {1, . . . , N2}) [∇vx](i,j) =
x
(i+1,j) − x(i,j) si i < N1,
0 sinon,
[∇hx](i,j) =
x
(i,j+1) − x(i,j) si j < N2,
0 sinon.
Remarque 2.3. Dans la définition 2.1 nous avons fait l’hypothèse que les coefficients se
trouvant sur les bords droit et inférieur de l’image sont égaux à 0. Cependant, d’autres choix
sont possibles pour la valeur de ces coefficients (par exemple, l’hypothèse de périodicité ou
de symétrie miroir).
Un exemple de gradients verticaux et horizontaux d’une image en niveaux de gris est
donné dans la ﬁgure 2.4.
Notons que l’équation (2.29) peut se réécrire de la façon suivante :
(∀x ∈ RN1×N2) g(x) =
N∑
n=1
gn(Fnx), (2.30)
où N = N1 × N2, et, pour tout n ∈ {1, . . . , N}, Fn = [∇v,∇h]⊤. Comme il l’est souligné
dans [Chouzenoux et al., 2013], diverses fonctions (gn)16n6N peuvent être considérées pour
pénaliser plus ou moins la parcimonie des gradients de l’image.
La variation totale a été généralisée à l’emploi de gradients non locaux. Cette méthode a
été introduite dans [Gilboa et Osher, 2008], et dans ce cas, on parle de Variation Totale Non
Locale (NLTV). La principale diﬀérence entre la TV et la NLTV réside dans la déﬁnition
des voisins d’un pixel. Pour la TV, les voisins d’un pixel d’indice (i, j) ∈ {2, . . . , N1− 1}×
{2, . . . , N2 − 1} sont les pixels d’indices
(i− 1, j) (i+ 1, j)
(i, j − 1) (i, j + 1).
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(a) (b) (c)
Figure 2.4 – (a) Image originale clock de dimension N1 = N2 = 256, (b) gradients
verticaux, et (c) gradients horizontaux.
Tandis que pour la NLTV, les voisins d’un pixel sont déﬁnis selon leur degré de simila-
rité. Une illustration est donnée dans la ﬁgure 2.5. Ainsi, on peut utiliser la fonction de
régularisation (2.30), avec, pour tout n ∈ {1, . . . , N}, Fn = [ω1nF1n, . . . , ωMnn FMnn ]⊤ où Mn
détermine le nombre d’orientations considérées au n-ème pixel et les (ωmn )16m6Mn sont des
poids à ﬁxer dans une phase de prétraitement. Il a été montré expérimentalement que cette
régularisation permettait d’améliorer les résultats de reconstruction dans certains cas de
ﬁgure [Chierchia et al., 2013a; Peyré, 2011; Werlberger et al., 2010].
Opérateurs de trames : On considère le cas où la fonction de régularisation s’écrit
sous la forme (2.23), où pour tout s ∈ {1, . . . , S}, Fs = F est un opérateur de trame déﬁni
par
F : RN → RK : x 7→ Fx = (〈x, ek〉)16k6K , (2.31)
où (ek)16k6K est un dictionnaire de signaux de RN constituant une trame [Mallat, 2009,
Chap. 5], i.e., vériﬁant la condition suivante :
(∃(µ, µ) ∈]0,+∞[2) tel que (∀x ∈ RN) µ‖x‖2 6
K∑
k=1
|〈x, ek〉|2 6 µ‖x‖2. (2.32)
Notons que dans RN , l’existence de la borne supérieure est toujours garantie, ce qui n’est
pas toujours le cas en dimension inﬁnie. Lorsque µ = µ, on dit que la trame est ajustée.
L’adjoint de l’opérateur de trame est donné par
F∗ : RK → RN : y = (y(k))16k6K 7→ F∗y =
K∑
k=1
y(k)ek. (2.33)
Soit x ∈ RN un signal donné, on notera alors y = Fx ses coeﬃcient de trames.
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(a) (b)
Figure 2.5 – Détail de l’image clock. (a) Voisins locaux (carrés bleus) verticaux et ho-
rizontaux d’un pixel donné (carré rouge). (b) Voisins non locaux (carrés bleus) du même
pixel (carré rouge). Dans le deuxième cas, les voisins sont sélectionnés de façon à ce que
l’intensité des pixels bleus soit similaire à l’intensité du pixel rouge.
Des cas particuliers des opérateurs de trames sont les opérateurs d’ondelettes. Un
exemple de transformée en ondelettes, utilisant une ondelette de Haar est donné dans
la ﬁgure 2.6. Plus précisément, la ﬁgure 2.6(b) représente une décomposition sur une base
d’ondelettes de l’image clock (ﬁgure 2.6(a)) sur un niveau de résolution. Les coeﬃcients
de cette décomposition se trouvant dans la partie supérieure gauche sont appelés coeffi-
cients d’approximations de la ﬁgure 2.6(a), tandis que le reste de l’image est composée de
coefficients de détails. Ce sont les coeﬃcients de détails qui sont les plus parcimonieux. La
ﬁgure 2.6(c) représente aussi une décomposition en ondelettes de l’image mais sur deux
niveaux de résolution, i.e. la décomposition est itérée une seconde fois sur les coeﬃcients
d’approximations.
Notons que l’approche que nous avons décrite ici s’appelle approche à l’analyse, c’est à
dire que l’on cherche à estimer directement l’image via le problème variationnel :
trouver x̂ ∈ Argmin
x∈RN
h(x) + g(Fx). (2.34)
Nous verrons un exemple de cette approche dans le chapitre 4. Une autre façon d’utiliser
des trames est de considérer une approche à la synthèse. Dans ce cas, on cherche à estimer
les coeﬃcients de trame en résolvant le problème variationnel :
trouver ŷ ∈ Argmin
y∈RN
h(F∗y) + g(y), (2.35)
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(a) (b) (c)
Figure 2.6 – (a) Image originale clock. Décomposition sur une base d’ondelettes sur 1
niveau de résolution (b) et sur 2 niveaux de résolution (c) avec une ondelette de Haar.
où ŷ = Fx̂ sont les coeﬃcients de trame de l’image estimée. L’image est ensuite déduite
en utilisant l’adjoint de l’opérateur de trame x̂ = F∗ŷ. Un exemple de cette approche sera
présenté dans le chapitre 6.
2.3 Outils d’analyse variationnelle
2.3.1 Notations et définitions
Nous allons, dans un premier temps, donner nos notations et rappeler des déﬁnitions
d’analyse qui nous seront utiles dans la suite de ce manuscrit.
Soit H un espace de Hilbert réel, muni d’un produit scalaire noté 〈·, ·〉 et d’une norme
notée ‖·‖ =
√
〈·, ·〉. Nous noterons B(H,G) l’ensemble des opérateurs linéaires bornés de H
dans G, où G est un espace de Hilbert réel, S(H) l’ensemble des opérateur linéaires auto-
adjoints 2 bornés de H dans H, et S+(H) l’ensemble des opérateurs de S(H) fortement
positifs 3. Remarquons que si H = RN , alors SN := S(RN ) désigne l’ensemble des matrices
symétriques de RN×N , et S+N := S+(RN) correspond à l’ensemble des matrices symétriques
déﬁnies positives (notées SDP) de RN×N . De plus, notons Id l’opérateur identité de H, et
IN la matrice identité de RN×N . On déﬁnira l’ordre partiel de Loewner sur H comme suit :
Définition 2.2. Soient U1 et U2 deux opérateurs de S(H). L’ordre partiel de Loewner sur
2. U ∈ B(H) = B(H,H) est auto-adjoint si U∗ = U.
3. U ∈ S(H) est fortement positif s’il existe α ∈ ]0,+∞[ tel que (∀x ∈ H) 〈x | Ux〉 > α‖x‖2.
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H vérifie
U1 < U2 ⇔ (∀x ∈ H) 〈x | U1x〉 > 〈x | U2x〉.
Nous noterons le produit scalaire et la norme pondérés, relativement à U ∈ S+(H), de
la façon suivante :
(∀x ∈ H) (∀y ∈ H) 〈x | y〉U := 〈x | Uy〉 et ‖x‖U := 〈x | Ux〉1/2. (2.36)
Remarquons que lorsque U est égal à Id , alors ‖ · ‖Id = ‖ · ‖.
Définition 2.3. Soit h : H →]−∞,+∞].
(i) Le domaine de la fonction h est défini par
dom h :=
{
x ∈ H
∣∣∣ h(x) < +∞}.
(ii) La fonction h est dite propre si dom h est non vide.
(iii) Soit δ ∈ R. L’ensemble des lignes de niveau δ de h est donné par
lev6δ h :=
{
x ∈ H
∣∣∣ h(x) 6 δ}.
(iv) La fonction h est dite coercive si
lim
‖x‖→+∞
h(x) = +∞.
(v) Le graphe de h est défini par
Graph h :=
{
(x, ξ) ∈ H ×R
∣∣∣ ξ = h(x)}.
(vi) L’épigraphe de h est défini par
epi h :=
{
(x, ξ) ∈ H× R
∣∣∣ h(x) 6 ξ}.
(vii) La fonction h est semi-continue inférieurement (s.c.i) en x0 ∈ H si
lim inf
x→x0
h(x) > h(x0).
La fonction h est semi-continue inférieurement si elle est s.c.i en tout point x0 ∈ H.
(viii) Soit E un sous-ensemble de H. La fonctions indicatrice ιE : H →]−∞,+∞] de cet
ensemble est définie par
(∀x ∈ H) ιE(x) =
0 si x ∈ E,+∞ sinon.
22
2.3. Outils d’analyse variationnelle
(ix) Soit g : H →]−∞,+∞]. L’ inﬁmale convolution de h et g est définie par
h g : H → [−∞,+∞] : x 7→ inf
y∈H
(h(y) + g(x− y)) .
L’élément neutre de l’infimale convolution est la fonction indicatrice de l’ensemble
{0}, où 0 représente le vecteur nul de H :
(∀x ∈ H) h ι{0}(x) = h(x).
Une représentation graphique des déﬁnitions 2.3(i) et (iii) est donnée dans la ﬁgure 2.7.
De même, une représentation graphique de la déﬁnition 2.3(vi) est donnée dans la ﬁgure 2.8.
lev6δ ψ
domψ
R
R
δ
ψ
Figure 2.7 – Illustration du domaine et de l’ensemble des lignes de niveau δ > 0 d’une
fonction ψ : R→ R.
RN
R
h
epi h
Figure 2.8 – Illustration de l’épigraphe d’une fonction h : RN → R.
Lorsqu’une fonction associe à un point un ensemble, elle est dite multivaluée. La déﬁ-
nition suivante généralise la notion de graphe pour ce type de fonctions.
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Définition 2.4. Soit L : H → 2G une fonction multivaluée où G est un ensemble de Hilbert
séparable réel. Le graphe de L est défini par
Graph L :=
{
(x, y) ∈ H× G
∣∣∣ y ∈ L(x)}.
Les deux théorèmes suivants mettent en avant des relations existantes entre certaines
des notions données dans la déﬁnition 2.3.
Théorème 2.1. [Rockafellar, 1970, Thm. 1.6][Bauschke et Combettes, 2011, Lem. 1.24]
Soit h : H →] −∞,+∞]. La fonction h est semi-continue inférieurement si et seulement
si, pour tout δ ∈ R, les ensembles lev6δ h sont fermés dans H. De plus, si h est coercive,
alors lev6δ h est un ensemble borné.
Théorème 2.2. [Rockafellar, 1970, Thm. 1.9] Soit h : RN →] − ∞,+∞] une fonction
propre, semi-continue inférieurement et coercive. L’ensemble des minimiseurs de h est non
vide et compact.
La déﬁnition suivante introduit la notion de conjuguée d’une fonction. En particulier,
cette notion peut se révéler utile lors de la résolution de certains problèmes inverses.
Définition 2.5. [Bauschke et Combettes, 2011; Rockafellar, 1974] Soit h : H →]−∞,+∞]
une fonction propre. La conjuguée (de Legendre-Fenchel) h∗ : H →]−∞,+∞] de la fonction
h est définie par
(∀x ∈ H) h∗(x) := sup
y∈H
〈y | x〉 − h(y).
Remarque 2.4. [Bauschke et Combettes, 2011; Komodakis et Pesquet, 2014] Soient
h : H →] − ∞,+∞], g : G →] − ∞,+∞], où G est un ensemble de Hilbert réel, et L ∈
B(H,G). On appellera problème primal le problème de minimisation
trouver x̂ ∈ Argmin
x∈H
h(x) + g(Lx), (2.37)
et problème dual
trouver v̂ ∈ Argmin
v∈G
h∗(−L∗v) + g∗(v). (2.38)
Les solutions du problème (2.37) sont alors appelées solutions primales, et les solutions du
problème (2.4) sont les solutions duales.
2.3.2 Analyse convexe
Dans cette section, nous nous intéresserons plus particulièrement à une sous-discipline
de l’analyse variationnelle, fondamentale en optimisation, qui est l’analyse convexe.
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Définition 2.6. [Bauschke et Combettes, 2011, Déf. 3.1] Soit C un sous-ensemble de H.
L’ensemble C est convexe si
(∀λ ∈]0, 1[)(∀(x, y) ∈ C2) λx + (1− λ)y ∈ C.
Définition 2.7. Une fonction f : H →]−∞,+∞] est dite
(i) [Bauschke et Combettes, 2011, Prop. 8.4] convexe si elle vérifie(
∀λ ∈]0, 1[
)(
∀(x, y) ∈ (dom f)2
)
f(λx + (1− λ)y) 6 λf(x) + (1− λ)f(y).
(ii) [Bauschke et Combettes, 2011, Déf. 8.6] strictement convexe si elle vérifie
(
∀λ ∈]0, 1[
)(
∀(x, y) ∈ (dom f)2
)
x 6= y ⇒ f(λx + (1− λ)y) < λf(x) + (1− λ)f(y).
(iii) [Bauschke et Combettes, 2011, Déf. 10.5] fortement convexe de constante β si f −
(β/2)‖ · ‖2 est convexe.
(iv) [Bauschke et Combettes, 2011, Déf. 10.18] quasi-convexe si ses lignes de niveaux(
lev6ξ f
)
ξ∈R
sont convexes.
Remarque 2.5. Si f : H →] −∞,+∞] est une fonction convexe, alors son domaine est
convexe.
Dans la suite nous noterons Γ0(H) l’ensemble des fonctions de H dans ] − ∞,+∞]
convexes, propres et semi-continues inférieurement.
Proposition 2.1. [Bauschke et Combettes, 2011] Si ϕ ∈ Γ0(H), alors les assertions sui-
vantes sont vérifiées :
(i) epiϕ est un ensemble non vide, convexe et fermé.
(ii) ϕ∗ ∈ Γ0(H) et ϕ∗∗ = (ϕ∗)∗ = ϕ.
La proposition suivante nous permet d’assurer l’existence de minimiseurs d’une somme
de fonctions de Γ0(H).
Proposition 2.2. [Bauschke et Combettes, 2011, Cor. 11.15] Soient f et g des fonctions
de Γ0(H). Supposons que dom f ∩ dom g 6= ∅, que f est coercive et que g est bornée infé-
rieurement. La somme f + g est alors coercive et admet un minimiseur sur H.
Notons qu’il existe d’autres conditions d’existence de minimiseurs de fonctions convexe,
données par exemple dans [Bauschke et Combettes, 2011, Sec. 11.4] et dans [Combettes,
2013, Prop. 5.3].
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Définition 2.8. [Bauschke et Combettes, 2011, Déf. 16.1] [Rockafellar, 1970, Sec. 23] Soit
f ∈ Γ0(H). Le sous-diﬀérentiel de Moreau de f en x ∈ dom f est défini par
∂f(x) :=
{
t ∈ H
∣∣∣∣ (∀y ∈ H) f(y)− 〈y− x | t〉 > f(x)}
Ainsi, les minimiseurs globaux d’une fonction de Γ0(H) peuvent être caractérisés par
la règle de Fermat :
Théorème 2.3. [Bauschke et Combettes, 2011, Thm. 16.2] Soit f ∈ Γ0(H). L’ensemble
des minimiseurs globaux de f vérifie alors
Argmin f =
{
x ∈ H
∣∣∣ 0 ∈ ∂f(x)}.
Comme nous l’avons vu dans la section 2.2, la résolution de problèmes inverses passe
souvent par la minimisation d’une fonction f. Le théorème ci-dessus nous permet donc
d’établir un lien entre la solution de ce problème et le sous-diﬀérentiel de f. Nous allons
cependant voir que d’autres déﬁnitions du sous-diﬀérentiel sont possibles.
2.3.3 Calcul sous-différentiel
Dans la section 2.2 nous avons vu que les fonctions apparaissant dans les problèmes
variationnels associés aux problèmes inverses peuvent être non diﬀérentiables et/ou non
convexes. Dans cette section, nous donnerons donc les notions de base de sous-diﬀérentiabilité
pour les fonctions non nécessairement convexes. Ainsi nous pourrons faire le lien entre les
points critiques d’une fonction et son sous-diﬀérentiel.
2.3.3.1 Sous-différentiel
Nous considérerons dans cette section que H = RN .
Définition 2.9. [Rockafellar et Wets, 1997, Def. 8.3],[Mordukhovich, 2006, Sec.1.3] Soit
f : RN →]−∞,+∞] une fonction propre et soit x ∈ dom f.
– Le sous-diﬀérentiel de Fréchet (ou sous-différentiel régulier) de f en x correspond à
l’ensemble suivant
∂̂f(x) :=
tˆ ∈ RN
∣∣∣∣ lim infy→x
y 6=x
1
‖x− y‖
(
f(y)− f(x)−
〈
y− x, tˆ
〉)
> 0
 .
Si x 6∈ dom f, alors ∂̂f(x) = ∅.
– Le sous-diﬀérentiel (limite) de f en x correspond à l’ensemble suivant
∂f(x) :=
{
t ∈ RN
∣∣∣∣ ∃yk → x, f(yk)→ f(x), t̂k ∈ ∂̂f(yk)→ t} .
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Dans le cas où la fonction f : RN →]−∞,+∞] est convexe et propre, alors pour tout
x ∈ RN les sous-diﬀérentiels ci-dessus coïncident avec le sous-diﬀérentiel utilisé en analyse
convexe [Rockafellar et Wets, 1997, Prop. 8.12].
Définition 2.10. Soit f : RN →] − ∞,+∞] une fonction propre. L’ensemble des points
critiques de f correspond aux zéros de ∂f.
Remarque 2.6. Lorsque f ∈ Γ0(RN), les points critiques de f correspondent à ses mini-
miseurs globaux.
Lorsque f : RN →] − ∞,+∞] n’est pas nécessairement convexe, la règle de Fermat
donnée par le théorème 2.3 n’est pas valable. Cependant, une des implications reste vraie :
Proposition 2.3. Si f : RN →]−∞,+∞] est une fonction propre, alors on a
x ∈ Argmin f ⇒ 0 ∈ ∂f(x).
Le théorème suivant permet de faire le lien entre la notion de sous-diﬀérentiel d’une
fonction propre et la notion de cône normal :
Théorème 2.4. [Rockafellar et Wets, 1997, Thm. 8.9] Soit f : RN →] − ∞,+∞] une
fonction propre. Pour tout x ∈ dom f, on a
∂f(x) =
{
t ∈ RN
∣∣∣ (t,−1) ∈ Nepi f(x, f(x))},
où Nepi f est le cône normal de l’ensemble epi f.
Remarque 2.7. Ce théorème permet de se représenter graphiquement le sous différentiel
d’une fonction propre non nécessairement convexe. Un exemple est donné dans la figure 2.9
dans le cas d’une fonction f : R→]−∞,+∞].
La propriété suivante, de fermeture du graphe de ∂f, est une conséquence directe de la
proposition 6.6 de [Rockafellar et Wets, 1997] et du théorème 2.4 précédent :
Proposition 2.4. Soit (xk, tk)k∈N une suite de l’ensemble Graph ∂f. Si (xk, tk) converge
vers (x, t) et f(xk) converge vers f(x), alors (x, t) ∈ Graph ∂f.
Notons que cette propriété est utile pour démontrer la convergence de suites générées
par des algorithmes minimisant des critères non convexes [Attouch et al., 2010a, 2011; Bolte
et al., 2013]. Cependant, comme il est indiqué dans [Rockafellar et Wets, 1997, Chap. 6],
elle n’est vériﬁée que pour le sous-diﬀérentiel limite, mais pas pour le sous-diﬀérentiel de
Fréchet.
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epi f
b b
b
(x, f(x))
Nepi f(x, f(x))
t ∈ ∂f(x)
Figure 2.9 – Cônes normaux de l’épigraphe d’une fonction f : R→]−∞,+∞].
2.3.3.2 Sous-différentiel partiel
Dans le chapitre 5 nous nous intéresserons à la minimisation de fonctions séparables
par blocs, déﬁnies en dimension ﬁnie. Nous allons donc donner ici les règles de sous-
diﬀérentiation de ces fonctions.
Soit f : RN →] −∞,+∞] une fonction séparable par bloc. Plus précisément, soit J ∈
{1, . . . , N}, on peut alors décomposer tout vecteur x ∈ RN de la façon suivante
x = (x(j))16j6J ∈ RN1 × . . .× RNJ , (2.39)
où
∑J
j=1Nj = N , et on suppose que la fonction f peut s’écrire
(∀x ∈ RN) f(x) =
J∑
j=1
fj(x(j)), (2.40)
avec, pour tout j ∈ {1, . . . , J}, fj : RNj →]−∞,+∞].
La proposition suivante nous donne les règles de base de sous-diﬀérentiation d’une
fonction séparable.
Proposition 2.5. [Rockafellar et Wets, 1997, Prop. 10.5] Soit f : RN →] −∞,+∞] une
fonction propre séparable vérifiant (2.40). On a alors
(∀x = (x(j))16j6J ∈ dom f) ∂f(x) = ∂f1(x(1))× . . .× ∂fJ (x(J)).
2.3.3.3 Gradient
Lorsque la fonction f : H →] −∞,+∞] (avec H = RN si f est non convexe) est diﬀé-
rentiable au point x ∈ H, on a
∂f(x) = {∇f(x)}.
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La notion suivante sera utile pour analyser la convergence des algorithmes d’optimisa-
tion que nous étudierons par la suite :
Définition 2.11. Une fonction différentiable f : H →] −∞,+∞] est dite de gradient β-
Lipschitz sur un sous-ensemble E de H, pour β > 0, si(
∀(x, y) ∈ E2
)
‖∇f(x)−∇f(y)‖ 6 β‖x− y‖.
Lorsqu’une fonction f : RN →] − ∞,+∞] est la somme d’une fonction diﬀérentiable
et d’une fonction non diﬀérentiable, la règle de diﬀérentiation est alors donnée par la
proposition suivante :
Proposition 2.6. [Rockafellar et Wets, 1997, Ex. 8.8] Soit f : RN →] − ∞,+∞] une
fonction propre telle que, pour tout x ∈ RN , f(x) = f1(x) + f2(x), où f1 est une fonction
propre différentiable sur dom f et f2 est une fonction propre. On a alors
(∀x ∈ dom f) ∂f(x) = ∇f1(x) + ∂f2(x).
2.3.4 Opérateurs proximaux
2.3.4.1 Définition
L’opérateur proximal en un point x ∈ H a été déﬁni dans [Moreau, 1965] pour une
fonction f ∈ Γ0(H) comme étant l’unique minimiseur de la fonction f + 12‖ · −x‖2. On a
ainsi, pour γ > 0,
proxγf : H → H : x 7→ proxγf(x) := argmin
y∈H
f(y) +
1
2γ
‖y− x‖2. (2.41)
Cet opérateur a été largement étudié pour des fonctions convexes usuelles du traitement
du signal, par exemple dans [Chaux et al., 2007; Combettes et Pesquet, 2007b, 2010;
Combettes et Wajs, 2005; Parikh et Boyd, 2013]. Cette déﬁnition peut être généralisée
pour des fonctions f : H →]−∞,+∞] non nécessairement convexes dans le cas de normes
pondérées (c.f. [Hiriart-Urruty et Lemaréchal, 1993, Sec. XV.4] et [Attouch et al., 2011;
Chouzenoux et al., 2014b; Combettes et Vu˜, 2013]) :
Définition 2.12. Soient f : H →]−∞,+∞] une fonction propre et semi-continue inférieu-
rement, U ∈ S+(H), et x ∈ H. L’opérateur proximal de f en x relativement à la métrique
induite par U est l’ensemble défini par
proxU,f(x) = Argmin
y∈H
f(y) +
1
2
‖y− x‖2U. (2.42)
Par abus de notation, lorsque cet ensemble est égal à un singleton, on note proxU,f(x) son
unique élément.
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Remarque 2.8.
(i) Si U = γ−1Id , pour γ > 0, et f ∈ Γ0(H), alors proxγ−1Id ,f ≡ proxγf correspond à
l’opérateur proximal (2.41) de [Moreau, 1965]. De plus, pour tout x ∈ H, proxγf(x)
est unique.
(ii) Si H = RN et U = γ−1 I, pour γ > 0, alors proxγf est l’opérateur proximal défini
dans [Rockafellar et Wets, 1997, Déf. 1.22] et utilisé dans [Attouch et al., 2011; Bolte
et al., 2013].
(iii) Notons que, pour H = RN et U ∈ S+N ,
(∀x ∈ RN) proxU,f(x) = U−1/2 proxf◦U−1/2(U1/2x). (2.43)
En dimension ﬁnie, lorsque H = RN et f : H →] − ∞,+∞] est une fonction non
nécessairement convexe, la question d’existence de l’opérateur proximal de f se pose. Nous
allons donc énoncer un ensemble de conditions permettant d’assurer que, pour tout x ∈ RN ,
l’ensemble proxγf(x) soit non vide.
Définition 2.13. [Rockafellar et Wets, 1997, Déf. 1.23] Soit f : RN →] − ∞,+∞] une
fonction propre et semi-continue inférieurement. On dit que f est prox-bornée s’il existe
γ > 0 tel que
(∃x ∈ RN ) inf
y∈RN
f(y) +
1
2γ
‖y− x‖2 > −∞. (2.44)
De plus, on note γf = sup
{
γ > 0
∣∣∣ (2.44) est satisfaite} et f est dite γf-prox-bornée.
Théorème 2.5. [Rockafellar et Wets, 1997, Thm. 1.25] Si f : RN →] −∞,+∞] est une
fonction propre, semi-continue inférieurement et γf-prox-bornée, de seuil γf > 0, alors,
pour tout γ ∈]0, γf [ et tout x ∈ RN , l’ensemble proxγf(x) est non vide et compact.
En particulier, si γf = +∞, alors pour tout γ > 0 l’ensemble proxγf(x) est non vide et
compact.
Proposition 2.7. [Rockafellar et Wets, 1997, Ex. 1.24] Soit f : RN →]−∞,+∞] une fonc-
tion propre et semi-continue inférieurement. Les assertions suivantes sont équivalentes :
(i) f est prox-bornée.
(ii) Il existe une fonction polynomiale q de degré inférieur ou égal à 2 tel que f > q.
(iii) Il existe λ ∈ R tel que inf f + λ
2
‖ · ‖2 > −∞.
(iv) lim inf‖x‖→+∞
f(x)
‖x‖2 > −∞.
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Remarque 2.9. Remarquons que si λf est l’infimum des λ vérifiant (iii) alors le seuil de
f est γf = 1/max{0, λf} (avec 1/0 = ∞). En particulier, si f est bornée inférieurement,
i.e. inf f > −∞ et donc λf = 0, alors f est γf-prox-bornée, avec γf = +∞, et donc, pour
tout γ > 0 et x ∈ RN , proxγf(x) 6= ∅.
2.3.4.2 Propriétés
L’opérateur proximal étant très utilisé dans la résolution de problèmes variationnels
par le biais d’algorithmes proximaux, il a largement été étudié ces dernières années, en
particulier pour des fonctions f ∈ Γ0(H) dans le cadre de la métrique usuelle euclidienne
[Chaux et al., 2007; Combettes et Pesquet, 2007b, 2010; Combettes et Wajs, 2005] et de
métriques pondérées [Combettes et Vu˜, 2013, 2014] (voir aussi [Becker et Fadili, 2012] en
dimension ﬁnie). Nous listons dans cette section quelques propriétés utiles des opérateurs
proximaux de fonctions de Γ0(H), et donnons leur équivalent, lorsque cela est possible,
pour des fonctions non convexes quand H = RN .
Dans cette section,H désigne soit un espace de Hilbert réel lorsque les fonctions étudiées
sont convexes, soit RN lorsque les fonction ne sont pas nécessairement convexes.
(i) Caractérisation :
Soient U ∈ S+(H), x ∈ H et f : H →]−∞,+∞] une fonction propre, semi-continue
inférieurement, telle que proxU,f(x) 6= ∅. On a alors
• Si p ∈ proxU,f(x), alors x− p ∈ U−1∂f(p).
• Si f est convexe, alors
p = proxU,f(x) ⇔ x− p ∈ U−1∂f(p). (2.45)
(ii) Point fixe :
Soient U ∈ S+(H) et f : H →]−∞,+∞] une fonction propre, semi-continue inférieu-
rement, telle que pour tout x ∈ RN proxU,f(x) 6= ∅. On a alors
• Si x ∈ proxU,f(x), alors x est un point critique de f.
• Si f est convexe, alors
x = proxU,f(x) ⇔ x ∈ Argmin f.
(iii) Translation :
Soient U ∈ S+(H), x0 ∈ H et g : H →]−∞,+∞] une fonction propre, semi-continue
inférieurement, telle que pour tout x ∈ H proxU,g(x) 6= ∅. Soit f = f(· − x0). Pour
tout x ∈ H, proxU,f(x) 6= ∅ et on a alors
proxU,f(x) =
{
x0 + p
∣∣∣ p ∈ proxU,g(x− x0)} = x0 + proxU,g(x− x0).
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(iv) Changement d’échelle :
Soient U ∈ S+(H), α ∈ R∗ et g : H →]−∞,+∞] une fonction propre, semi-continue
inférieurement, telle que pour tout x ∈ H proxU,g(x) 6= ∅. Soit f = g(·/α). Pour tout
x ∈ H, proxU,f(x) 6= ∅ et on a alors
proxU,f(x) = α proxU,g/α2(x/α).
(v) Perturbation quadratique :
Soient U ∈ S+(H), A ∈ S+(H) et g : H →] −∞,+∞] une fonction propre, semi-
continue inférieurement, telle que pour tout x ∈ H proxU,g(x) 6= ∅. Déﬁnissons
f = g +
1
2
‖ · ‖2A + β〈· | x0〉+ γ, où (β, γ) ∈ R2 et x0 ∈ H. On a alors
(∀x ∈ H) proxU,f(x) = proxA+U,g
(
(A + U)−1(Ux− βx0)
)
. (2.46)
Une démonstration de cette propriété est donnée dans l’annexe 2.A.
Remarquons que si U = Id , A = αId , où α ∈ ]0,+∞[, et si g ∈ Γ0(H) dans (2.46),
on retrouve l’égalité énoncée dans [Combettes et Wajs, 2005] :
(∀x ∈ H) proxf(x) = proxg/(α+1)
(
x− βx0
α + 1
)
.
(vi) Décomposition de Moreau :
Soient f ∈ Γ0(H) et U ∈ S+(H). On a alors [Combettes et Vu˜, 2014, Ex. 3.9]
(∀x ∈ H) x = proxU,f∗(x) + U−1 proxU−1,f (Ux) . (2.47)
Remarquons que lorsque U = αId , pour α ∈]0,+∞[, dans l’égalité (2.47), on retrouve
la décomposition de Moreau usuelle [Bauschke et Combettes, 2011, Thm. 14.3] :
(∀x ∈ H) x = proxαf(x) + α proxα−1f∗(α−1x).
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(vii) Fonction additivement séparables :
Soient (Hn)16n6N des espaces de Hilbert et H leur somme directe. Soient, pour tout
n ∈ {1, . . . , N}, U(n) ∈ S+(Hn), x = (x(n))16n6N 7→ Ux =
(
Unx
(n)
)
, et f : H →
]−∞,+∞] une fonction additivement séparable, i.e. vériﬁant
(∀x = (x(n))16n6N ∈ H) f(x) =
N∑
n=1
fn(x(n)). (2.48)
Supposons que, pour tout n ∈ {1, . . . , N}, fn : Hn →] −∞,+∞] soit une fonction
semi-continue inférieurement, propre, et telle que, pour tout x ∈ Hn , proxfn(x) 6= ∅.
On a alors
(∀x ∈ H) proxU,f(x) = (p(n))16n6N , (2.49)
où, pour tout n ∈ {1, . . . , N}, p(n) = proxUn,fn(x(n)).
Lorsque H = RN et, pour tout n ∈ {1, . . . , N}, fn ∈ Γ0(R), un résultat plus général
a été énoncé dans [Becker et Fadili, 2012] :
Proposition 2.8. [Becker et Fadili, 2012, Cor. 9] Soient f ∈ Γ0(RN) une fonction
additivement séparable et U = Diag
(
u(1), . . . , u(n)
)
+ vv⊤ où v ∈ RN et, pour tout
n ∈ {1, . . . , N}, u(n) > 0. On a alors
(∀x ∈ RN) proxU,f(x) = (p(n))16n6N , (2.50)
où
(∀n ∈ {1, . . . , N}) p(n) = proxfn/u(n)
(
x(n) − α
∗v(n)
u(n)
)
, (2.51)
et α∗ est l’unique zéro de la fonction
α ∈ R 7→
〈
v, x−
(
proxfn/u(n)(x
(n) − αv(n)/u(n))
)〉
+ α.
2.3.4.3 Cas particuliers
Dans cette section nous donnerons quelques exemples utiles d’opérateurs proximaux de
fonctions usuelles pour la résolution de problèmes inverses.
(i) Opérateur de projection :
Définition 2.14. Soit E un sous-ensemble de H. La projection de x ∈ H sur E est
définie par
ΠE(x) ∈ Argmin
y∈E
‖y− x‖. (2.52)
En d’autres termes, un élément de ΠE(x) est un point de E tel que sa distance à x
soit minimale.
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Remarquons que l’opérateur proximal peut être vu comme une généralisation de
l’opérateur de projection au sens où, pour tout sous-ensemble E de H,
ΠE = proxιE , (2.53)
où ιE désigne la fonction indicatrice de E.
Proposition 2.9. [Bauschke et Combettes, 2011, Thm 3.14] Si C est un sous-
ensemble convexe fermé non vide de H, alors la projection ΠC(x) de x ∈ H sur
C existe et est unique.
(ii) Opérateurs proximaux de fonctions puissances :
Dans ce paragraphe, nous allons donner les opérateurs proximaux des fonctions
fα : RN →]−∞,+∞] : x 7→
N∑
n=1
|x(n)|α, (2.54)
pour diﬀérents α ∈ [0,+∞[. Notons que f étant additivement séparable, dans la suite
nous n’étudierons que les opérateurs proximaux des fonctions ψα : x ∈ R 7→ |x|α.
• Lorsque α ∈ {0, 1}, l’opérateur proximal de ψα est appelé opérateur de seuillage.
En particulier, lorsque α = 1 nous parlerons de seuillage doux [Combettes et
Pesquet, 2010], et lorsque α = 0 (en utilisant la convention 00 = 0), nous parlerons
de seuillage dur [Blumensath et Davies, 2008] (voir ﬁgure 2.10).
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Figure 2.10 – Opérateurs de seuillage doux (courbe rouge discontinue) et de seuillage
dur (courbe noire continue).
34
2.3. Outils d’analyse variationnelle
Définition 2.15.
(a) Soit γ > 0. On définit l’opérateur de seuillage doux de seuil γ comme suit :
(∀x ∈ R) softγ(x) = sign(x)max{|x| − γ, 0} (2.55)
=

x − γ si x > γ,
0 si x ∈ [−γ, γ],
x + γ si x < −γ.
(2.56)
(b) Soit γ > 0. On définit l’opérateur de seuillage dur de seuil γ comme suit :
(∀x ∈ R) hardγ(x) =
0 si |x| 6 γ,x sinon. (2.57)
Le résultat suivant permet de construire d’autres opérateurs de seuillage à partir
de l’opérateur de seuillage doux :
Proposition 2.10. [Combettes et Pesquet, 2007b, Prop. 3.6] Soit ϕ ∈ Γ0(R) une
fonction différentiable en 0 telle que ψ′(0) = 0. Soit
φ : R→]−∞,+∞] : x 7→ ϕ(x) + γ|x|,
pour γ > 0. On a alors
proxφ = proxϕ ◦ softγ . (2.58)
• Lorsque α ∈ [1,+∞[, l’opérateur proximal de ψα est donné par la proposition
suivante.
Proposition 2.11. [Chaux et al., 2007; Combettes et Pesquet, 2010] Soient α > 1
et γ > 0. L’opérateur proximal de ψα est donné par
(∀x ∈ R) proxγψα(x) = sign(x)p, (2.59)
où p > 0 et satisfait p + αγpα−1 = |x|.
Cette proposition permet d’obtenir une caractérisation de l’opérateur proximal de
la fonction ψα, pour α > 1. Cependant, seules certaines valeurs de α conduisent
à une forme explicite de cet opérateur. En voici quelques exemples [Chaux et al.,
2007, Ex. 4.2 et 4.3] :
(∀x ∈ R) proxγψα(x) =

softγ(x) si α = 1,
x
1 + 2γ
si α = 2,
sign(x)
√
1 + 12γ|x| − 1
6γ
si α = 3,(
t + x
8γ
)1/3
−
(
t− x
8γ
)1/3
où t =
√
x2 + 1/(27γ) si α = 4.
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Remarquons en particulier que l’on retrouve l’opérateur de seuillage doux lorsque
α = 1. Une illustration de ces opérateurs proximaux ainsi que des fonctions asso-
ciées est donnée dans la ﬁgure 2.11.
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Figure 2.11 – (a) Fonction ψα pour α ∈ {1, 2, 3, 4}. (b) Opérateur proximal proxγψα pour
γ = 1 et α ∈ {1, 2, 3, 4}.
• Lorsque α ∈]0, 1[, l’opérateur proximal de la fonction | · |α correspond à un seuillage
et doit être calculé de façon itérative [Antoniadis et al., 2002; Marjanovic et Solo,
2012].
• Nous allons maintenant introduire la fonction de Huber généralisée ϕδ,α : R→ R+,
pour α ∈]0, 1] et δ > 0, déﬁnie par
ϕδ,α(x) =

x2
2δ
si |x| 6 δ1/(2−α),
|x|α
α
−
( 1
α
− 1
2
)
δα/(2−α) sinon.
(2.60)
Remarquons que, si α = 1, ϕδ,1 = ϕδ est la fonction de Huber déﬁnie par (2.28).
De plus, la fonction de Huber généralisée peut être vue comme une approximation
lisse de la fonction ψα = | · |α, pour α ∈]0, 1[, et, en particulier, elle n’est pas
convexe. Une illustration de cette fonction est donnée dans la ﬁgure 2.12 pour
diﬀérentes valeurs de α. Dans [Chartrand, 2012], cette fonction est utilisée pour
déﬁnir un opérateur de seuillage, que nous utiliserons dans le chapitre 6 dans une
application en reconstruction de données hyperspectrales. Ce seuillage est donné
dans la proposition suivante.
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Figure 2.12 – Fonction de Huber généralisée pour α ∈ {1/10, 1/5, 1/2, 1}, avec (a)
δ = 1/5 et (b) δ = 1/20.
Proposition 2.12. [Chartrand, 2012] Soient α ∈]0, 1], δ > 0, et ̺δ,α ∈ Γ0(R)
définie par
(∀x ∈ R) ̺δ,α(x) = x
2
2
− δϕδ,α(x). (2.61)
L’opérateur proximal de la fonction φδ,α : R→]−∞,+∞] définie par
(∀x ∈ R) φδ,α(x) = ̺∗δ,α(x)−
x2
2
, (2.62)
est un seuillage donné par
(∀x ∈ R) proxφδ,α(x) =

max {0, |x| − δ|x|α−1} x|x| si x 6= 0,
0 si x = 0.
(2.63)
Les fonctions ̺δ,α, φδ,α et proxφδ,α , déﬁnies dans la proposition 2.12, sont tracées
dans la ﬁgure 2.13.
2.3.5 Inégalité de Kurdyka-Łojasiewicz
2.3.5.1 Motivation
Soit f : RN → R une fonction diﬀérentiable. On considère la dynamique du gradient
donnée par (∀t ∈ ]0,+∞[) x˙(t) = −∇f(x(t)),x(0) = x0.
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Figure 2.13 – Fonctions ρ1,α (haut), φ1,α (centre), et proxφ1,α (bas), pour α ∈
{1/10, 1/5, 1/2, 1}.
La résolution de cette équation diﬀérentielle génère une trajectoire de gradient t ∈ ]0,+∞[ 7→
x(t) partant de x0 et suivant une trajectoire changeant à chaque intersection avec une ligne
de niveau de f de façon à prendre la direction orthogonale à la ligne de niveau croisée. La
solution x(t) générée assure que t ∈ ]0,+∞[ 7→ f(x(t)) soit décroissante. Cette dynamique
peut être vue comme une version continue de l’algorithme de descente de gradient donné
par
(∀k ∈ N) xk+1 = xk − µk∇f(xk),
où µk > 0.
Considérons une trajectoire de gradient x(t) (resp. une suite (xk)k∈N) bornée. On vou-
drait pouvoir assurer la convergence de x(t) (resp. une suite (xk)k∈N) lorsque t → +∞ (resp.
k → ∞), vers un point critique de f, i.e. assurer que la trajectoire x(t) soit de longueur
38
2.3. Outils d’analyse variationnelle
ﬁnie.
Dans [Absil et al., 2005; Palis et De Melo, 1982] (voir aussi [Bolte et al., 2007, Ex. 1]),
des contre-exemples ont été exhibés proposant des fonctions inﬁniment dérivables de R
ou de R2 dont la courbe de gradient x(t) est bornée, mais de longueur inﬁnie (elle tourne
indéﬁniment autour du cercle unité). Il a été démontré dans ces mêmes références que
les fonctions vériﬁant l’inégalité de Kurdyka-Łojasiewicz ne présentaient pas ce type de
problème.
2.3.5.2 Inégalité de Łojasiewicz
L’inégalité de Kurdyka-Łojasiewicz (KL) apparaît ainsi comme un outil fondamental
en optimisation non convexe qui permet de démontrer la convergence de suites minimisant
des fonctions non nécessairement convexes. Cette inégalité a été proposée en premier dans
[Łojasiewicz, 1963], et il a été démontré qu’elle est satisfaite par toute fonction analytique
réelle :
Propriété 2.2. (Inégalité de Łojasiewicz) Soient f : RN → R une fonction analytique
réelle, et x̂ un point critique de cette fonction. Il existe θ ∈ [1/2, 1[ et κ ∈ ]0,+∞[ tels que
f satisfait l’ inégalité de Łojasiewicz dans un voisinage V(x̂) de x̂, i.e. :
(∀x ∈ V(x̂)) |f(x)− f(x̂)|θ 6 κ‖∇f(x)‖. (2.64)
Cette inégalité a été utilisée pour démontrer la convergence d’algorithmes de descente
de gradient pour la minimisation de fonctions diﬀérentiables non nécessairement convexe
[Absil et al., 2005], elle permet d’assurer que la courbe de gradient générée par ce type
d’algorithme est de longueur ﬁnie [Absil et al., 2005] (voir aussi [Bolte et al., 2010]).
2.3.5.3 Inégalité de Kurdyka-Łojasiewicz
L’inégalité de Łojasiewicz a été généralisée dans [Kurdyka, 1998] pour les fonctions
diﬀérentiables déﬁnissables dans une structure o-minimale (pour les structures o-minimales,
voir par exemple [Coste, 1999; Van den Dries et Miller, 1996]). On parlera alors d’inégalité
de KL. Plus récemment, dans [Bolte et al., 2006a,b, 2007] il a été démontré que l’inégalité de
KL peut être généralisée pour des fonctions non nécessairement diﬀérentiables en utilisant
les sous-diﬀérentiel donné dans la déﬁnition 2.9. Cette inégalité, plus générale que (2.64),
s’écrit de la façon suivante :
Définition 2.16. [Attouch et al., 2010a, Déf. 7] La fonction f : RN →]−∞,+∞] satisfait
l’ inégalité de Kurdyka-Łojasiewicz en x̂ ∈ dom ∂f s’il existe ξ ∈]0,+∞], un voisinage V(x̂)
de x̂, et une fonction ϕ : [0, ξ[→ [0,+∞[ concave tels que
(i) ϕ(0) = 0,
(ii) ϕ est continue en 0 et continument différentiable sur ]0, ξ[,
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(iii) pour tout u ∈]0, ξ[, ϕ′(u) > 0,
(iv) ϕ′ (f(x)− f(x̂)) dist(0, ∂f(x)) > 1, pour tout x ∈ E tel que f(x̂) 6 f(x) 6 f(x̂) + ξ, où
dist(0, ∂f(x)) = infu∈∂f(x) ‖u‖.
Cette propriété a permis, entre autres, de démontrer la convergence d’algorithmes proxi-
maux [Attouch et Bolte, 2009], et d’algorithmes proximaux alternés [Attouch et al., 2010a]
pour des fonctions non nécessairement convexes.
2.3.5.4 Fonctions satisfaisant l’inégalité de Kurdyka-Łojasiewicz
Il a été démontré que l’inégalité de Kurdyka-Łojasiewicz est satisfaite par les fonctions
déﬁnissables dans une structure o-minimale, et plus particulièrement par les fonctions semi-
algébriques et analytiques réelles [Attouch et al., 2010a; Bolte et al., 2006a, 2007, 2010].
Les structures o-minimales réelles, introduites dans [Van den Dries, 1998], sont déﬁnies
comme suit :
Définition 2.17. [Attouch et al., 2010a, Déf. 13] Soit O = {ON}N∈N tel que, pour tout
N ∈ N, ON est une collection de sous-ensembles de RN . On dit que la famille O est une
structure o-minimale sur R si les axiomes suivants sont vérifiés :
(i) Chaque ensemble ON est une algèbre booléenne, i.e. ∅ ∈ ON et, pour tout A, B dans
ON , les ensembles A ∪ B, A ∩B, et RN \ A sont dans ON .
(ii) Pour tout A dans ON , A×R et R× A sont dans ON+1.
(iii) Pour tout A dans ON+1,
{
(x1, . . . , xN) ∈ RN
∣∣∣ (x1, . . . , xN , xN+1) ∈ A} ∈ ON .
(iv) Pour tout (m,n) ∈ {1, . . . , N}2 tel que m 6= n,
{
(x1, . . . , xN) ∈ RN
∣∣∣ xm = xn} ∈ ON .
(v) L’ensemble
{
(x1, x2) ∈ R2
∣∣∣ x1 < x2} est dans O2.
(vi) O1 coïncide exactement avec l’ensemble des unions finies d’intervalles.
Nous pouvons en déduire la déﬁnition d’ensembles et de fonctions déﬁnissables :
Définition 2.18. Soit O = {ON}N∈N une structure o-minimale.
(i) Un ensemble E est déﬁnissable dans O si E ⊂ ON .
(ii) Une fonction f : RN →]−∞,+∞] est déﬁnissable dans O si son graphe est définis-
sable.
Pour certains cas particuliers de structures o-minimales, la forme de la fonction ϕ de
l’inégalité de KL est connue [Attouch et al., 2010a, Sec. 4.3]. Plus particulièrement, dans
la suite de cette thèse nous nous intéresserons aux fonctions semi-algébriques réelles (dont
la déﬁnition est donnée ci-dessous) et analytiques réelles.
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Définition 2.19. [Attouch et al., 2011; Bochnak et al., 1998; Shiota, 1997]
(i) Un sous-ensemble S de RN est un ensemble semi-algébrique réel s’il existe un nombre
fini de fonctions polynomiales pi,j, qi,j : RN → R, pour i ∈ {1, . . . , p} et j ∈ {1, . . . , q},
telles que
S = ∪pj=1 ∩qi=1
{
x ∈ RN
∣∣∣ pi,j(x) = 0, qi,j(x) < 0}.
(ii) Une fonction f : RN →] − ∞,+∞] est semi-algébrique si son graphe est un sous-
ensemble semi-algébrique de RN+1.
Remarque 2.10. [Bolte et al., 2006b] La classe des ensembles semi-algébriques est stable
pour les opérations de réunion finie, d’intersection finie, de produit cartésien, par passage
au complémentaire et par projection (principe de Tarski-Seidenberg [Bochnak et al., 1998]).
Pour les fonctions semi-algébriques réelles et analytiques réelles, la fonction ϕ de l’in-
égalité de KL est de la forme ϕ : u ∈ [0, ξ[ 7→ u1−θ, pour θ ∈ [0, 1[ :
Définition 2.20. [Attouch et Bolte, 2009] La fonction f : RN →]−∞,+∞] satisfait l’in-
égalité de Kurdyka-Łojasiewicz si, pour tout ξ ∈ R, et, pour tout sous-ensemble borné E de
RN , il existe trois constantes κ > 0, ζ > 0 et θ ∈ [0, 1[ telles que
(
∀t ∈ ∂f(x)
)
‖t‖ > κ|f(x)− ξ|θ,
pour tout x ∈ E tel que |f(x)− ξ| 6 ζ (avec la convention 00 = 0).
Cette forme de l’inégalité de KL est utilisée pour démontrer des résultats de convergence
dans [Attouch et Bolte, 2009], et permet d’obtenir de plus des résultats de vitesse de
convergence [Attouch et Bolte, 2009; Attouch et al., 2010a; Frankel et al., 2014].
Remarque 2.11. Comme souligné dans [Attouch et al., 2010a], les fonctions logarithme
et exponentielle sont définissables. Il existe donc une fonction ϕ telle que l’inégalité de KL
dans sa forme la plus générale (définition 2.16) soit satisfaite. Cependant, ces fonctions ne
sont ni semi-algébriques réelles, ni analytiques réelles, et elles ne satisfont pas l’inégalité
donnée dans la définition 2.20.
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2.4 Algorithmes d’optimisation
Cette section a pour but de donner un rapide survol des méthodes d’optimisation de
base permettant de résoudre des problèmes variationnels usuels.
2.4.1 Algorithmes de gradient et de sous-gradient
Dans un premier temps, nous allons nous intéresser au problème d’optimisation suivant :
trouver x̂ ∈ Argmin
x∈H
h(x), (2.65)
où h ∈ Γ0(H), et H est un espace de Hilbert réel. D’après la règle de Fermat, x̂ est une
solution de (2.65) si et seulement si 0 ∈ ∂h(x̂).
Algorithme de gradient
Dans le cas particulier où h est une fonction diﬀérentiable et de gradient β-Lipschitz
(β > 0), cette condition devient alors
0 = ∇h(x̂). (2.66)
On peut donc trouver une solution explicite du problème de minimisation (2.65) pour
des fonctions h assez simples. Cependant, un tel x̂ peut se révéler diﬃcile à trouver dès
lors que h a une forme plus compliquée et que l’on ne sait plus résoudre (2.66). Dans ce
cas, il faut déﬁnir la solution du problème de minimisation comme étant la limite d’une
suite construite itérativement, par le biais d’algorithmes. Une méthode permettant de
trouver une solution itérative du problème de minimisation (2.65) est connue sous le nom
d’algorithme du gradient (ou de descente de gradient) [Bertsekas, 1999, Chap. 1] et est
donnée par l’algorithme 2.1.
Algorithme 2.1 Algorithme du gradient
Initialisation : Soient x0 ∈ RN et, pour tout k ∈ N, γ 6 γk 6 (2 − γ)β−1, avec
(γ, γ) ∈]0,+∞[2.
Itérations :
Pour k = 0, 1, . . .⌊
xk+1 = xk − γk∇h(xk).
Algorithme de sous-gradient
Lorsque h n’est pas diﬀérentiable, une méthode permettant de résoudre le problème (2.65)
consiste à utiliser un algorithme de sous-gradient [Bertsekas, 1999, Chap. 6], donné par l’al-
gorithme 2.2.
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Algorithme 2.2 Algorithme de sous-gradient
Initialisation : Soient x0 ∈ RN et, pour tout k ∈ N, γk ∈]0,+∞[ tels que∑k∈N γk = +∞
et
∑
k∈N γ
2
k < +∞.
Itérations :
Pour k = 0, 1, . . .⌊
xk+1 = xk − γktk, où tk ∈ ∂h(xk).
La convergence de la suite (h(xk))k∈N générée par cet algorithme, vers une solution du
problème 2.65, est assurée lorsque le pas (γk)k∈N satisfait une condition de carré sommable
[Shor, 1985] (voir aussi [Bertsekas, 1999, Ex. 6.3.14] et [Boyd et al., 2003]). Notons que cette
hypothèse peut se révéler contraignante en pratique, puisqu’elle peut freiner la convergence
et poser des problèmes numériques.
Algorithme proximal
Un moyen pour pallier le problème énoncé dans le paragraphe précédent, est de déﬁnir,
à chaque itération k ∈ N, tk comme étant un élément du sous-diﬀérentiel de h au point
xk+1 :
(∀k ∈ N) xk+1 = xk − γktk, où tk ∈ ∂h(xk+1), (2.67)
ce qui peut sembler contre-intuitif puisque xk+1 n’est pas encore construit à l’itération k.
De façon équivalente, l’équation (2.67) se réécrit
(∀k ∈ N) xk − xk+1 ∈ γk∂h(xk+1). (2.68)
Autrement dit, d’après la propriété (2.45), pour trouver l’itérée xk+1 telle que (2.67) soit
satisfaite, il suﬃt de la déﬁnir comme étant l’opérateur proximal de γkh en xk. Ainsi on
obtient l’algorithme du point proximal [Rockafellar, 1976] donné par l’algorithme 2.3.
Algorithme 2.3 Algorithme du point proximal
Initialisation : Soient x0 ∈ H et, pour tout k ∈ N, γk ∈]0,+∞[.
Itérations :
Pour k = 0, 1, . . .⌊
xk+1 ∈ proxγkh(xk).
Lorsque h est convexe, rappelons que l’opérateur proximal de h est univalué. Un des
résultats de convergence les plus généraux est alors donné par le théorème suivant :
Théorème 2.6. [Bauschke et Combettes, 2011, Thm. 27.1] Soit h ∈ Γ0(H) telle que
Argmin h 6= ∅. Supposons que (xk)k∈N est une suite générée par l’algorithme 2.3, et que
(γk)k∈N soit telle que
∑
k∈N γk = +∞.La suite (xk)k∈N converge alors vers une solution du
problème 2.65.
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Remarquons que ce résultat de convergence autorise l’emploi de pas (γk)k∈N ne conver-
geant pas vers 0.
Il a été démontré récemment dans [Attouch et al., 2011] que, lorsque H = RN , la suite
(xk)k∈N générée par l’algorithme 2.3 converge lorsque l’opérateur proximal est calculé de
façon approchée et la fonction h n’est pas nécessairement convexe mais satisfait l’inégalité
de KL :
Théorème 2.7. [Attouch et al., 2011, Thm. 4.2] Soit h : RN →] −∞,+∞] une fonction
propre, s.c.i., et bornée inférieurement, satisfaisant l’inégalité de KL. On suppose de plus
que h est continue sur son domaine. Si (xk)k∈N est une suite bornée générée par l’algo-
rithme 2.3, et (γk)k∈N est tel que γ 6 γk 6 γ, pour (γ, γ) ∈]0,+∞[, alors
(i) la suite (xk)k∈N converge vers un point critique x̂ de h ;
(ii) la suite (xk)k∈N est de longueur finie, i.e.
∑
k∈N
‖xk+1 − xk‖ < +∞. (2.69)
2.4.2 Algorithme explicite-implicite
Algorithme
Dans la section précédente, nous avons présenté des algorithmes permettant de mini-
miser une fonction convexe, diﬀérentiable ou non. Nous allons maintenant nous intéresser
au cas où la fonction à minimiser est éclatée en une somme de deux fonctions, l’une étant
diﬀérentiable tandis que l’autre ne l’est pas nécessairement :
trouver x̂ ∈ Argmin
x∈H
(f(x) = h(x) + g(x)) , (2.70)
où h ∈ Γ0(H) est diﬀérentiable de gradient β-Lipschitz, pour β > 0, g ∈ Γ0(H), et H est
un espace de Hilbert réel.
Proposition 2.13. [Combettes et Wajs, 2005, Prop. 3.1] Soient x̂ ∈ H et γ ∈]0,+∞[. Les
assertions suivantes sont équivalentes :
(i) x̂ est une solution du problème (2.70).
(ii) x̂ = proxγg(x̂− γ∇h(x̂)).
D’après cette caractérisation de point ﬁxe, une idée intuitive pour déﬁnir un algorithme
itératif permettant de trouver une solution du problème (2.70) est :
(∀k ∈ N) xk+1 = proxγg(xk − γ∇h(xk)), (2.71)
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pour un certain γ > 0 bien choisi. À chaque itération k ∈ N∗, la suite (xk)k∈N est donc
déﬁnie comme étant la composition d’une étape de gradient sur la fonction diﬀérentiable
h (appelée étape explicite), et d’une étape proximale sur la fonction non lisse g (appelée
étape implicite).
De manière plus rigoureuse, un algorithme permettant de résoudre le problème (2.70)
est l’algorithme explicite-implicite (ou forward-backward en anglais) générant une suite de
H notée (xk)k∈N, grâce aux itérations suivantes [Chen et Rockafellar, 1997; Tseng, 1998] :
Algorithme 2.4 Algorithme explicite-implicite
Initialisation : Soient x0 ∈ H et, pour tout k ∈ N, (γk, λk) ∈]0,+∞[2.
Itérations :
Pour k = 0, 1, . . . yk ∈ proxγkg(xk − γk∇h(xk)),
xk+1 = xk + λk(yk − xk).
La suite des itérées (xk)k∈N générée par l’algorithme 2.4 converge vers une solution du
problème (2.70) :
Théorème 2.8. [Combettes et Wajs, 2005, Thm. 3.4] Supposons que h ∈ Γ0(H) est dif-
férentiable et de gradient β-Lipschitz, pour β > 0, et g ∈ Γ0(H). Supposons de plus que
Argmin (h + g) 6= ∅. Soit (xk)k∈N une suite générée par l’algorithme 2.4. Si
• 0 < inf l∈N γl 6 supl∈N γl < 2β−1,
• (∀k ∈ N) 0 < inf l∈N λl 6 λk 6 1,
alors, (xk)k∈N converge vers une solution du problème (2.70).
Récemment, dans le cas où H = RN , les propriétés de convergence de l’algorithme
explicite-implicite ont été étendues au cas où les fonctions h et g sont non nécessairement
convexes dans [Attouch et Bolte, 2009; Attouch et al., 2011], lorsque λk ≡ 1. Ces résultats
de convergence reposent principalement sur l’hypothèse que la fonction f satisfait l’inégalité
de KL :
Théorème 2.9. [Attouch et al., 2011, Thm. 5.] Supposons que f est une fonction propre,
semi-continue inférieurement, bornée inférieurement, satisfaisant l’inégalité de KL. Suppo-
sons de plus que h : RN → R est différentiable, de gradient β-Lipschitz, pour β > 0, et que
g : RN →]−∞,+∞] est continue sur son domaine. Si (xk)k∈N est une suite bornée générée
par l’algorithme 2.4, λk ≡ 0, et (γk)k∈N vérifie 0 < infℓ∈N γℓ 6 ∑ℓ∈N γℓ < β−1, alors
(i) la suite (xk)k∈N converge vers un point critique x̂ de f ;
(ii) la suite (xk)k∈N est de longueur finie, i.e.∑
k∈N
‖xk+1 − xk‖ < +∞. (2.72)
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Versions inexactes de l’algorithme explicite-implicite
En pratique, l’opérateur proximal de la fonction g n’a pas nécessairement une forme
explicite et doit être calculé de façon itérative. Il existe plusieurs méthodes permettant de
prendre en compte des termes d’erreurs éventuels.
L’une d’elles, donnée dans l’algorithme 2.5, consiste à considérer des termes d’erreurs
sommables.
Algorithme 2.5 Algorithme explicite-implicite inexact (erreurs additives)
Initialisation : Soient x0 ∈ H et, pour tout k ∈ N, (γk, λk) ∈]0,+∞[2, ak ∈ H et
bk ∈ H.
Itérations :
Pour k = 0, 1, . . . yk = xk + λk (proxλkg (xk − γk∇h(xk) + bk) + ak − xk) ,
xk+1 = xk + λk(yk − xk).
Dans cet algorithme, pour tout k ∈ N, ak ∈ H est une terme d’erreur pouvant apparaitre
lors du calcul de l’opérateur proximal, et bk ∈ H est un terme d’erreur pouvant apparaitre
lors du calcul du gradient. Il a été démontré dans [Combettes et Wajs, 2005] que, lorsque
h et g sont des fonctions convexes, si
∑
k∈N ‖ak‖ < +∞ et
∑
k∈N ‖bk‖ < +∞, alors le
théorème 2.8 reste valide.
Une autre méthode modélisant un calcul approché de l’opérateur proximal de la fonction
g est donnée dans l’algorithme 2.6.
Algorithme 2.6 Algorithme explicite-implicite inexact (erreurs relatives)
Initialisation : Soient x0 ∈ RN , a ∈]β,+∞[ et b ∈]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
trouver xk+1 ∈ RN et rk+1 ∈ ∂g(xk+1) tels que
g(xk+1) + 〈xk+1 − xk,∇h(xk)〉+ a2‖xk+1 − xk‖
2 6 g(xk),
‖rk+1 +∇h(xk)‖ 6 b‖xk+1 − xk‖.
Dans cet algorithme, la première inégalité est appelée condition de décroissance suffi-
sante, et la seconde est appelée condition d’optimalité. Il a été démontré dans [Attouch
et al., 2011] que le théorème 2.9 reste valide pour l’algorithme 2.6, lorsque l’on considère
des fonctions h et g non nécessairement convexes.
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Remarque 2.12. L’algorithme 2.6 peut être interprété comme une version inexacte de
l’algorithme 2.4. En effet, d’une part, par définition de l’opérateur proximal, on a
(∀k ∈ N) g(xk+1) + 〈xk+1 − xk,∇h(xk)〉+ 12γk ‖xk+1 − xk‖
2 6 g(xk), (2.73)
ainsi la condition de décroissance suffisante est satisfaite pour a = (supℓ∈N γℓ)
−1 (puisque
γ−1k > (supℓ∈N γℓ)
−1 > β, où β est la constante de Lipschitz de ∇h). D’autre part, d’après
la caractérisation de l’opérateur proximal, il existe rk+1 ∈ ∂g(xk+1) tel que
rk+1 = −∇h(xk) + γ−1k (xk − xk+1). (2.74)
Ainsi, la condition d’optimalité est obtenue pour b = (infℓ∈N γℓ)−1.
2.4.3 Principe de Majoration-Minimisation
Définitions et algorithme
Revenons au problème d’optimisation (2.65), où h est supposée diﬀérentiable. Un autre
algorithme permettant d’aborder ce problème est l’algorithme de Majoration-Minimisation
(MM), qui consiste à trouver une solution du problème (2.65) de façon itérative en mini-
misant à chaque itération k ∈ N une approximation tangente majorante de h.
Définition 2.21. Soit E un sous-ensemble non vide de RN . Soient h : RN →]−∞,+∞] et
y ∈ E. La fonction q : RN ×RN →]−∞,+∞] est une approximation tangente majorante
de la fonction h en y sur E si (∀x ∈ E) h(x) 6 q(x, y)h(y) = q(y, y). (2.75)
L’algorithme général MM proposé dans [Ortega et Rheinboldt, 1970] (voir aussi [Hunter
et Lange, 2004]) est donné par l’algorithme 2.7.
Algorithme 2.7 Algorithme de Majoration-Minimisation
Initialisation : Soit x0 ∈ RN .
Itérations :
Pour k = 0, 1, . . .⌊
xk+1 ∈ Argmin
x∈RN
q(x, xk).
Une illustration graphique de cet algorithme pour N = 1 est donnée dans la ﬁgure 2.14.
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xkxk+1
q(·, xk)
h
Figure 2.14 – Illustration de l’algorithme de Majoration-Minimisation pour la minimi-
sation d’une fonction h : R→]−∞,+∞]. À une itération donnée k ∈ N, on construit une
majorante q(·, xk) de h au point xk, puis on définit l’itérée xk+1 comme étant le minimiseur
de cette majorante.
L’avantage de cet algorithme est de pouvoir remplacer un problème d’optimisation qui
peut être diﬃcile à résoudre par une suite de problèmes plus simples, à partir du moment
où la fonction q est facile à minimiser. Pour s’assurer que ce soit le cas, l’approximation
tangente majorante q est souvent choisie quadratique :
Définition 2.22. Soit E un sous-ensemble non vide de RN . Soient h : RN →]−∞,+∞]
et y ∈ E. La fonction quadratique définie par
(∀x ∈ RN) q(x, y) := h(y) + 〈x− y,∇h(y)〉+ 1
2
‖x− y‖2A(y), (2.76)
où A(y) ∈ S+N , est une approximation majorante quadratique de h en y sur E si
(∀x ∈ E) h(x) 6 q(x, y). (2.77)
Remarquons que l’utilisation d’une majorante quadratique strictement convexe permet
d’assurer l’unicité des solutions des sous-problèmes de l’algorithme 2.7. Dans ce cas, la
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minimisation de q(·, xk), pour tout k ∈ N, dans l’algorithme MM a une forme explicite,
donnée dans l’algorithme 2.8.
Algorithme 2.8 Algorithme de Majoration-Minimisation Quadratique
Initialisation : Soit x0 ∈ RN .
Itérations :
Pour k = 0, 1, . . .⌊
xk+1 = xk − A(xk)−1∇h(xk).
Lorsque h est de gradient Lipschitz, l’existence de la matrice A(y) satisfaisant (2.76)-
(2.77) est assurée par le lemme suivant :
Lemme 2.1. Soit E un sous-ensemble convexe non vide de RN . Soient h : RN → R une
fonction différentiable de gradient β-Lipschitz sur E, et Ak(y) = α IN , où α > β. La
fonction q : RN × RN →] −∞,+∞] définie par (2.76) est une approximation majorante
quadratique de h en y sur E.
Démonstration. La fonction h étant de gradient β-Lipschitz sur l’ensemble convexe E, on
peut appliquer le Lemme de Descente [Bertsekas, 1999, Prop.A.24], qui s’exprime par :
(
∀(x, y) ∈ E2
)
h(x) 6 h(y) + 〈x− y,∇h(y)〉+ β
2
‖x− y‖2.
Par conséquent, lorsque Ak(y) = α IN , l’inégalité (2.77) est satisfaite.
Le lemme précédent permet d’assurer l’existence des matrices (A(xk))k∈N et de les choi-
sir facilement pour eﬀectuer les itérations de l’algorithme 2.7. Cependant, intuitivement, à
chaque itération k ∈ N, plus la majorante quadratique q(·, xk) sera proche de la fonction
h dans le voisinage de xk, meilleure sera l’itérée suivante xk+1. En particulier, lorsque la
fonction h est deux fois diﬀérentiable, ceci équivaut à choisir A(xk) proche de la matrice
hessienne ∇2h(xk), pour tout k ∈ N.
Des techniques utiles de construction de telles matrices sont proposées dans [De Pierro,
1995; Erdogan et Fessler, 1999; Geman et Reynold, 1992; Geman et Yang, 1995; Hunter et
Lange, 2004; Idier, 2001; Lange et Fessler, 1995; Sotthivirat et Fessler, 2002; Zheng et al.,
2004] pour certaines classes particulières de fonctions h. Nous en proposerons également
dans les chapitres 4 et 6.
Par ailleurs, notons qu’il existe des algorithmes de Majoration-Minimisation faisant
intervenir des majorantes non nécessairement quadratiques [Bolte et Pauwels, 2014; Fuchs,
2007; Ochs et al., 2015].
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Lien avec les algorithmes semi-quadratiques
On s’intéresse au cas où la fonction h est de la forme
(∀x ∈ RN) h(x) = 1
2
‖Hx− z‖2 +
P∑
p=1
φ([Vx](p)), (2.78)
où z ∈ RM , H ∈ RM×N , V ∈ RP×N et φ : R →] − ∞,+∞] est une fonction continu-
ment diﬀérentiable. On considère les majorantes quadratiques déﬁnies dans la proposition
suivante :
Proposition 2.14. [Allain et al., 2006; Chan et Mulet, 1999] Soit y ∈ RN . On considère
la fonction quadratique
(∀x ∈ RN) q(x, y) = h(y) + 〈x− y,∇h(y)〉+ 1
2
‖x− y‖2A(y).
(i) Si φ est de gradient Lipschitz, alors q(·, y) est une fonction majorante de h en y pour
A(y) = H⊤H +
V⊤V
α
,
avec 0 < α <
1
β
.
(ii) Si φ est paire, φ(
√·) est concave sur [0,+∞[, et, pour tout t ∈ R, 0 < φ˙(t)/t < +∞,
alors q(·, y) est une fonction majorante de h en y pour
A(y) = H⊤H + V⊤Diag (ω(Vy))V,
avec, pour tout t ∈ R, ω(t) = φ˙(t)/t.
L’algorithme 2.8 peut alors être interprété comme un algorithme semi-quadratique en
remplaçant à chaque itération k ∈ N, la matrice A(xk) par :
• la matrice donnée dans la proposition 2.14(i), on retrouve alors l’algorithme semi-
quadratique de Geman & Yang [Geman et Yang, 1995].
• la matrice donnée dans la proposition 2.14(ii), on retrouve alors l’algorithme semi-
quadratique de Geman & Reynolds [Geman et Reynold, 1992].
Le résultat de la proposition 2.14(ii) se généralise [Allain et al., 2006; Chouzenoux et al.,
2011, 2013] à la minimisation de fonctions de la forme
(∀x ∈ RN) h(x) = ψ(Hx− z) + ‖V0x‖2 +
S∑
s=1
φs(‖Vsx− cs‖), (2.79)
où z ∈ RM , H ∈ RM×N , ψ : RM → R, V0 ∈ RP0×N , et, pour tout s ∈ {1, . . . , S}, Vs ∈
RPs×N , cs ∈ RPs, et φs : R→ R. On suppose que les assertions suivantes sont satisfaites :
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• ψ est diﬀérentiable, de gradient β-Lipschitz,
• (∀s ∈ {1, . . . , S}) φs est diﬀérentiable,
• (∀s ∈ {1, . . . , S}) φs(
√·) est concave sur [0,+∞[,
• (∀s ∈ {1, . . . , S}) il existe ωs ∈ [0,+∞[ tel que (∀t ∈]0,+∞[) 0 6 ωs(t) 6 ωs, où
ωs(t) = φ˙s(t)/t,
• lim
t→0,t6=0
ωs(t) ∈ R.
Pour tout y ∈ RN , q(·, y) est alors une fonction majorante quadratique de h en y pour
A(y) = αH⊤H + 2V⊤0 V0 + V
⊤Diag (b(y))V, (2.80)
où α ∈ [β,+∞[, V = [V1| . . . |VS] et b(y) = (bi(y))16i6SP avec P =
∑S
s=1 Ps et (∀i ∈
{1, . . . , SP}) bi(y) ∈ R est déﬁni par
(∀s ∈ {1, . . . , S})(∀p ∈ {1, . . . , Ps}) bP1+...+Ps−1+p(y) = ωs(‖Vsy− cs‖). (2.81)
Lien avec l’algorithme explicite-implicite
Comme souligné dans [Beck et Teboulle, 2009; Chaâri et al., 2011], notons qu’il existe
un lien étroit entre l’algorithme MM et l’algorithme explicite-implicite.
Considérons l’algorithme 2.4 où les fonctions h et g ne sont pas nécessairement convexes,
et λk ≡ 1. En utilisant la déﬁnition de l’opérateur proximal, on a
(∀k ∈ N) xk+1 ∈ proxγkg(xk − γk∇h(xk))
= Argmin
x∈RN
g(x) +
1
2γk
‖x− xk + γk∇h(xk)‖2
= Argmin
x∈RN
g(x) +
1
2γk
(
‖x− xk‖2 + 2γk〈x− xk,∇h(xk)〉+ ‖γk∇h(xk)‖2
)
= Argmin
x∈RN
g(x) + h(x) + 〈x− xk,∇h(xk)〉+ 12γk ‖x− xk‖
2
︸ ︷︷ ︸
:=qγk (x,xk)
. (2.82)
D’après le théorème 2.9, si
(∀k ∈ N) 0 < inf
ℓ∈N
γℓ 6 γk 6 sup
ℓ∈N
γℓ < β
−1, (2.83)
où β est la constante de Lipschitz de h, alors la suite (xk)k∈N converge vers un point critique
de h + g. Or, sous cette hypothèse, on a, pour tout k ∈ N, γ−1k > β, et donc
(∀x ∈ RN) qγk(x, xk) > h(x) + 〈x− xk,∇h(xk)〉+
β
2
‖x− xk‖2. (2.84)
Donc, d’après le lemme 2.1, la fonction x ∈ RN 7→ qγk(x, xk) majore la fonction h en xk :
(∀x ∈ RN ) qγk(x, xk) > h(x). (2.85)
Dans le chapitre 3, nous nous servirons de cette interprétation MM de l’algorithme
explicite-implicite pour en accélérer la convergence.
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2.4.4 Algorithmes primaux-duaux
Nous avons vu dans la section 2.2.4 que certaines fonctions de régularisation (par
exemple, la variation totale) sont la composition d’une fonction non diﬀérentiable et d’un
opérateur linéaire. Nous allons donc nous intéresser dans cette partie au problème de mi-
nimisation suivant :
trouver x̂ ∈ Argmin
x∈H
f(x) + h(x) + g(Lx), (2.86)
où f ∈ Γ0(H), g ∈ Γ0(G), L ∈ B(H,G), h ∈ Γ0(H) est une fonction diﬀérentiable de
gradient Lipschitz, H et G sont des espaces de Hilbert réels. Un tel problème peut être
traité en utilisant, par exemple, l’algorithme explicite-implicite et en calculant l’opérateur
proximal de f + g ◦ L de façon approximative (à l’aide de sous-itérations). C’est ce que
nous ferons dans la suite de cette thèse lorsque les fonctions ne sont pas nécessairement
convexes. Cependant, lorsqu’elles sont convexes, ce problème peut être résolu en traitant à
la fois le problème primal (2.86) et le problème dual correspondant [Komodakis et Pesquet,
2014] :
trouver v̂ ∈ Argmin
v∈G
(f∗h∗)(−L∗v) + g∗(v). (2.87)
Remarquons que les problèmes (2.86)-(2.87) peuvent être reformulés de façon à obtenir
un problème de recherche de point selle du Lagrangien [Bauschke et Combettes, 2011,
Chap. 19] :
trouver (x̂, v̂) ∈ Argmin
x∈H
(
Argmax
v∈G
h(x) + f(x)− g∗(v) + 〈Lx, v〉
)
. (2.88)
Ainsi, si le couple (x̂, v̂) vériﬁe la condition de Karush-Kuhn-Tucker
− L∗v̂−∇h(x̂) ∈ ∂f(x̂) et Lx̂ ∈ ∂g∗(v̂), (2.89)
alors x̂ est une solution du problème primal (2.86), v̂ est une solution du problème dual (2.87),
et (x̂, v̂) est une solution du problème (2.88).
D’autre part, dans la suite de cette section, nous supposerons que
(i) le problème (2.86) admet au moins une solution ;
(ii) ri (dom g) ∩ L(dom f) 6= ∅ 4 (ou dom g ∩ ri
(
L(dom f)
)
6= ∅) sont satisfaites.
Ces conditions permettent d’assurer l’existence d’une solution du problème dual (2.87)
[Komodakis et Pesquet, 2014] (notons que d’autres conditions peuvent être considérées,
c.f. [Bauschke et Combettes, 2011, Chap. 15]). De plus, l’égalité suivante sera satisfaite
f(x̂) + h(x̂) + g(Lx̂) = −
(
(f∗ h∗)(−L∗v̂) + g∗(v̂)
)
, (2.90)
puisqu’il n’y a pas de saut de dualité.
4. ri (E) désigne l’intérieur relatif de l’ensemble E.
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Les algorithmes proximaux primaux-duaux peuvent être décomposés en trois classes :
• des méthodes basées sur l’algorithme explicite-implicite [Chambolle et Pock, 2010;
Condat, 2013; Pock et al., 2009; Vu˜, 2013] : ces méthodes alternent à chaque itération
une étape de gradient et une étape proximale.
• des méthodes basées sur l’algorithme explicite-implicite-explicite [Boţ et Hendrich,
2014; Briceños Arias et Combettes, 2011; Combettes, 2013; Combettes et Pesquet,
2011] : en comparaison aux approches précédentes, ces méthodes ajoutent une étape
de gradient supplémentaire à chaque itération. Ce sont cependant les premières mé-
thodes primales-duales qui ont été proposées dans la littérature permettant de ré-
soudre (2.86) en exploitant le caractère lisse de h.
• des méthodes basées sur des projections [Alotaibi et al., 2014] : il s’agit de la classe
la plus récente, dont le principal avantage, comparativement aux autres méthodes,
est de ne pas avoir besoin de connaître la norme de l’opérateur linéaire L.
Dans la suite, nous nous intéresserons à la première classe de ces méthodes.
Algorithme ADMM
Comme indiqué dans [Komodakis et Pesquet, 2014], l’algorithme ADMM (Alternating
Direction Method of Multipliers) [Boyd et al., 2011; Fortin et Glowinski, 1983; Gabay et
Mercier, 1976] peut être vu comme un algorithme primal-dual. Cette méthode permet de
résoudre les problèmes (2.86)-(2.87), lorsque L∗L est un isomorphisme, grâce aux itérées
rappelées dans l’algorithme 2.9.
Algorithme 2.9 Algorithme ADMM
Initialisation : Soient (y0, z0) ∈ G × G et γ ∈]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
xk = argmin
x∈RN
1
2
‖Lx− yk + zk‖2 +
1
γ
(f(x) + h(x)) ,
sk = Lxk,
yk+1 = proxg/γ(zk + sk),
zk+1 = zk + sk − yk+1.
On a alors le résultat de convergence suivant :
Théorème 2.10. [Komodakis et Pesquet, 2014] Supposons que L∗L soit un isomorphisme.
La suite (xk, γzk)k∈N générée par l’algorithme 2.9 converge alors faiblement vers un couple
de solutions (x̂, v̂) des problèmes (2.86)-(2.87).
Remarquons que cet algorithme est équivalent à l’algorithme de Douglas-Rachford
[Combettes et Pesquet, 2007a; Eckstein et Bertsekas, 1992] lorsque ce dernier est appliqué
au problème dual (2.87).
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Bien que cet algorithme soit beaucoup utilisé en traitement du signal [Afonso et al.,
2011; Figueiredo et Bioucas-Dias, 2010; Figueiredo et Nowak, 2009; Giovannelli et Coulais,
2005; Goldstein et Osher, 2009; Tran-Dinh et al., 2014], en pratique, il peut être diﬃcile
à mettre en œuvre. En eﬀet, lorsque la matrice L est de grande taille et/ou n’a pas une
structure simple, le calcul de xk à l’itération k peut se révéler coûteux. D’autre part, la
diﬀérentiabilité de la fonction h n’est pas exploitée de façon explicite dans cette méthode.
Algorithme primal-dual de Condat-Vu˜
Une autre méthode permettant de minimiser à la fois le problème primal (2.86) et
le problème dual (2.87) est l’algorithme de Condat-Vu˜ proposé dans [Condat, 2013; Vu˜,
2013]. Ses itérées sont données dans l’algorithme 2.10.
Algorithme 2.10 Algorithme primal-dual [Condat, 2013; Vu˜, 2013]
Initialisation : Soient (x0, v0) ∈ H × G, (σ, τ) ∈]0,+∞[2 et, pour tout k ∈ N, λk ∈
]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
yk = proxτ f
(
xk − τ(∇h(xk) + bk + L∗vk)
)
+ ak,
uk = proxσg∗
(
vk + σL(2yk − xk)
)
+ ck,
xk+1 = λkyk + (1− λk)xk,
vk+1 = λkuk + (1− λk)vk.
Remarquons que, contrairement à l’algorithme 2.9 présenté dans le paragraphe précé-
dent, ici la matrice L n’a pas besoin de satisfaire de condition particulière.
Dans l’algorithme 2.10, pour tout k ∈ N, ak, bk et ck représentent des termes d’erreurs
pouvant apparaitre lors des calculs de l’opérateur proximal de τ f, du gradient de h et de
l’opérateur proximal de σg∗. Remarquons que, lorsque L = 0, et g∗ est identiquement nulle,
alors on retrouve l’algorithme explicite-implicite vu dans la section 2.4.2.
La convergence de la suite (xk, vk)k∈N générée par l’algorithme 2.10 est assurée par le
théorème suivant :
Théorème 2.11. [Condat, 2013, Thm. 3.1] Supposons que les assertions suivantes soient
vérifiées :
(i) τ−1 − σ‖L‖2 > β/2, où β est la constante de Lipschitz de h,
(ii) pour tout k ∈ N, λk ∈]0, λ[, où λ = 2− β(τ−1 − σ‖L‖2)−1/2 ∈ [1, 2[,
(iii)
∑
k∈N λk(λ− λk) = +∞,
(iv)
∑
k∈N λk‖ak‖ < +∞,
∑
k∈N λk‖bk‖ < +∞, et
∑
k∈N λk‖ck‖ < +∞.
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La suite (xk, vk)k∈N générée par l’algorithme 2.10 converge alors faiblement vers un couple
de solutions (x̂, v̂) des problèmes (2.86)-(2.87).
Notons que le problème primal (2.86) et le problème dual (2.87) ont une structure sy-
métrique. Ainsi, une alternative à l’algorithme 2.10, ayant les mêmes propriétés de conver-
gence que ce dernier, est obtenue en intervertissant les variables primales et duales. Cette
méthode est donnée dans l’algorithme 2.11.
Algorithme 2.11 Algorithme primal-dual (forme symétrique) [Condat, 2013; Vu˜, 2013]
Initialisation : Soient (x0, v0) ∈ RN × RM , (σ, τ) ∈]0,+∞[2 et, pour tout k ∈ N,
λk ∈]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
uk = proxσg∗
(
vk + σLxk
)
+ ck,
yk = proxτ f
(
xk − τ
(
∇h(xk) + bk + L∗(2uk − vk)
))
+ ak,
xk+1 = λkyk + (1− λk)xk,
vk+1 = λkuk + (1− λk)vk.
On peut remarquer que l’algorithme présenté dans [Chambolle et Pock, 2010; Pock
et al., 2009] est un cas particulier de l’algorithme 2.10. En eﬀet, lorsque h ≡ 0, et les
termes d’erreurs (ak)k∈N, (bk)k∈N et (ck)k∈N sont tous nuls, l’algorithme 2.10 se réduit à
l’algorithme 2.12.
Algorithme 2.12 Algorithme primal-dual simpliﬁé [Chambolle et Pock, 2010]
Initialisation : Soient (x0, v0) ∈ H × G, (σ, τ) ∈]0,+∞[2 et, pour tout k ∈ N, λk ∈
]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
yk = proxτ f
(
xk − τL∗vk
)
,
uk = proxσg∗
(
vk + σL(2yk − xk)
)
,
xk+1 = λkyk + (1− λk)xk,
vk+1 = λkuk + (1− λk)vk.
Une version de cet algorithme incluant des termes d’erreur pour le calcul des opérateurs
proximaux est donné dans [Condat, 2013]. Notons de plus que, dans ce cas, les conditions
de convergences sont moins restrictives que dans le théorème 2.11.
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Théorème 2.12. [Condat, 2013, Thm. 3.3] Supposons que les assertions suivantes soient
vérifiées :
(i) τσ‖L‖2 6 1
(ii) pour tout k ∈ N, λk ∈ [ε, 2− ε], où ε > 0.
La suite (xk, vk)k∈N générée par l’algorithme 2.12 converge alors faiblement vers un couple
de solutions (x̂, v̂) des problèmes (2.86)-(2.87).
De même, on peut réécrire l’algorithme 2.11 lorsque h ≡ 0, les termes d’erreurs sont
nuls et le paramètre de relaxation λk ≡ 0. On obtient alors l’algorithme 2.13, dont la
convergence est assurée par le théorème 2.12.
Algorithme 2.13 Algorithme primal-dual simpliﬁé (forme symétrique) [Chambolle et
Pock, 2010]
Initialisation : Soient (x0, v0) ∈ H × G, (σ, τ) ∈]0,+∞[2 et, pour tout k ∈ N, γk ∈
]0,+∞[.
Itérations :
Pour k = 0, 1, . . . vk+1 = proxσg∗ (vk + σLxk),
xk+1 = proxτ f
(
xk − τL∗(2vk+1 − vk)
)
.
En utilisant le théorème de décomposition de Moreau, en eﬀectuant le changement
de variable (∀k ∈ N) pk = vk/σ puis en réarrangeant les mises à jours des variables, on
obtient alors l’algorithme 2.14 [Burger et al., 2014; Esser et al., 2010] lorsque θ = 1 (lorsque
0 < θ < 1 on obtient une sous-relaxation de la variable (zk)k∈N [Burger et al., 2014]).
Algorithme 2.14 Algorithme primal-dual simpliﬁé (forme symétrique modiﬁée) [Cham-
bolle et Pock, 2010]
Initialisation : Soient (x0, p0) ∈ H × G, z0 = p0, (τ, σ) ∈]0,+∞[2 et θ ∈]0, 1].
Itérations :
Pour k = 0, 1, . . .
xk+1 = proxτ f(xk − στL∗zk),
yk+1 = proxg/σ(pk + Lxk+1),
pk+1 = pk + Lxk+1 − yk+1,
zk+1 = pk+1 + θ(pk+1 − pk).
56
2.5. Conclusion
On a alors le résultat de convergence suivant :
Corollaire 2.1. [Burger et al., 2014] Supposons que τσ‖L‖2 < 1. La suite (xk, θpk)k∈N
générée par l’algorithme 2.14 converge alors faiblement vers un couple de solutions (x̂, v̂)
des problèmes (2.86)-(2.87).
Nous utiliserons ce dernier algorithme dans le chapitre 8.
Par ailleurs, dans le chapitre 7, nous généraliserons ces algorithmes primaux-duaux
au cadre stochastique. Nous revisiterons les conditions de convergence dans ce cadre plus
général. Cela nous permettra de traiter une classe de problèmes plus large que (2.86)-(2.87).
2.5 Conclusion
Une méthode rigoureuse pour trouver une solution d’un problème inverse, est de la
déﬁnir comme le minimiseur d’un problème variationnel faisant intervenir une fonction
d’attache aux données et une fonction de régularisation. Comme nous l’avons vu dans ce
chapitre, les fonctions à minimiser peuvent présenter des propriétés mathématiques diﬀé-
rentes. Cela nécessite la construction d’algorithmes permettant d’exploiter ces diﬀérentes
propriétés. En particulier, nous avons donné dans la section précédentes des algorithmes
usuels permettant de minimiser des fonctions (non) diﬀérentiables et/ou (non) convexes.
Deux aspects importants sont à prendre en compte lors de l’utilisation de ces algo-
rithmes pour des applications du traitement du signal et des images : leur vitesse de
convergence et leur coût d’implémentation. L’objectif de cette thèse sera de proposer des
algorithmes à la fois peu coûteux à implémenter et dont la convergence est assurée et rapide.
Ainsi dans un premier temps nous proposerons dans le chapitre suivant une méthode d’ac-
célération de l’algorithme explicite-implicite basée sur l’utilisation d’une métrique variable
qui sera choisie grâce au principe MM.
2.A Démonstration de la propriété (v) de pertur-
bation quadratique de l’opérateur proximal
Soient x ∈ H et p = proxA+U,g ((A + U)−1(Ux− βx0)). D’après la déﬁnition 2.12 de
l’opérateur proximal, on a
p = Argmin
y∈H
g(y) +
1
2
q(y),
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où
q(y) =
∥∥∥y− (A + U)−1(Ux− βx0)∥∥∥2
A+U
=
〈
y− (A + U)−1(Ux− βx0)
∣∣∣∣∣ (A + U) (y− (A + U)−1(Ux− βx0))
〉
.
Aﬁn de démontrer l’égalité (2.46), il suﬃt de montrer que
(∀y ∈ H) g(y) + 1
2
q(y) = f(y) +
1
2
‖y− x‖2U + κ, (2.91)
avec κ ∈ R. Pour tout y ∈ H, on a
q(y) =
〈
y− (A + U)−1Ux + (A + U)−1βx0
∣∣∣∣∣ (A + U)y−Ux + βx0
〉
=
〈
y− (A + U)−1Ux | (A + U)y−Ux
〉
+ 2β
〈
(A + U)−1x0 | (A + U)y−Ux
〉
+ β2
〈
(A + U)−1x0 | x0
〉
=
〈
y− (A + U)−1Ux | (A + U)y−Ux
〉
+ 2β〈y | x0〉+ κ1, (2.92)
où κ1 = −2β〈(A + U)−1x0 | Ux〉+ β2〈(A + U)−1x0 | x0〉 est une constante par rapport à la
variable y. Remarquons que〈
y− (A + U)−1Ux | (A + U)y−Ux
〉
=
〈
(y− x) +
(
x− (A + U)−1Ux
) ∣∣∣∣∣U(y− x) + Ay
〉
= ‖y− x‖2U + ‖y‖2A − 〈x | Ay〉+
〈
x− (A + U)−1Ux | (A + U)y
〉
+ κ2, (2.93)
où κ2 = 〈(A + U)−1Ux− x | Ux〉 est indépendant de y. Remarquons de plus que〈
x− (A + U)−1Ux | (A + U)y
〉
= 〈x | Ay + Uy〉 − 〈Ux | y〉
= 〈x | Ay〉. (2.94)
On peut alors déduire (2.91) en combinant les équations (2.92)-(2.94) et en posant
κ = 1
2
(κ1 + κ2)− γ.
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Chapitre 3
Algorithme explicite-implicite à métrique
variable
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3.1 Introduction
Dans ce chapitre, nous considérerons un problème de minimisation faisant intervenir
une somme de deux fonctions dont l’une est diﬀérentiable de gradient Lipschitz, tandis
que l’autre est convexe mais éventuellement non lisse. Dans ce cadre, une approche usuelle
consiste à utiliser l’algorithme proximal explicite-implicite 2.4 [Chen et Rockafellar, 1997;
Tseng, 1998]. Cette méthode alterne, à chaque itération, une étape de gradient sur la fonc-
tion diﬀérentiable et une étape proximale sur la seconde fonction. Récemment, la conver-
gence de cet algorithme a été démontrée lorsque les fonctions à minimiser ne sont pas
nécessairement convexes mais satisfont l’inégalité de KL (théorème 2.9).
Dans le contexte de problèmes de grande taille, tels que ceux rencontrés en restauration
d’images, un des enjeux principaux est de pouvoir produire de bons résultats numériques
en un temps de calcul raisonnable. L’algorithme explicite-implicite est caractérisé par un
faible coût de calcul à chaque itération. Cependant, comme la plupart des méthodes de
minimisation de premier ordre, il peut converger relativement lentement [Chen et Ro-
ckafellar, 1997]. Deux grandes familles de stratégies d’accélérations de cet algorithme se
distinguent dans la littérature. La première repose sur une accélération de sous-espaces
[Beck et Teboulle, 2009; Bioucas-Dias et Figueiredo, 2007; Kowalski, 2010; Nesterov, 2007;
Ochs et al., 2014] : c’est-à-dire que la vitesse de convergence va être accélérée en utilisant
les informations obtenues lors des itérations précédentes pour construire la nouvelle esti-
mée. La seconde stratégie d’accélération est basée sur l’introduction d’une métrique variant
au cours des itérations [Becker et Fadili, 2012; Bonnans et al., 1995; Burke et Qian, 1999;
Chen et Rockafellar, 1997; Combettes et Vu˜, 2014; Lotito et al., 2009; Parente et al., 2008].
Cette métrique est obtenue grâce à une matrice de préconditionnement. L’algorithme que
l’on obtient alors est appelé algorithme explicite-implicite à métrique variable (ou Variable
Metric Forward-Backward (VMFB)). La convergence de cet algorithme dans le cas où les
fonctions à minimiser sont convexes a été démontrée dans [Combettes et Vu˜, 2014; Lee
et al., 2012; Tran-Dinh et al., 2014].
Dans ce chapitre, nous allons nous poser la question de l’extension de ces résultats de
convergence au cadre non convexe. La démonstration de ces résultats reposera d’une part
sur l’inégalité de KL, et d’autre part sur un choix original des matrices de précondition-
nement basé sur une stratégie de Majoration-Minimisation. Enﬁn, comme nous l’avons vu
dans le chapitre 2, l’opérateur proximal n’est pas toujours calculable de façon explicite.
Nous rechercherons un algorithme robuste aux erreurs pouvant apparaître lors du calcul
de l’opérateur proximal.
Le plan de ce chapitre est le suivant : nous allons tout d’abord présenter dans la sec-
tion 3.2 le problème de minimisation étudié. Puis, dans la section 3.3, nous proposerons
une version exacte et inexacte de l’algorithme VMFB. Enﬁn, nous donnerons les résultats
de convergence ainsi que leurs démonstrations dans la section 3.4. Dans le chapitre 4, nous
présenterons une application de cette méthode pour la résolution d’un problème inverse en
traitement d’images.
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3.2 Problème de Minimisation
Nous nous intéressons au problème de minimisation suivant :
trouver x̂ ∈ Argmin
x∈RN
f(x), (3.1)
où f : RN →] − ∞,+∞] est une fonction coercive. De plus, nous supposons que f peut
s’écrire de la façon suivante :
f = h + g, (3.2)
où h est une fonction diﬀérentiable et g est une fonction propre et s.c.i. Un algorithme
permettant de résoudre ce problème est l’algorithme explicite-implicite donné par l’algo-
rithme 2.4. Ses propriétés de convergence ont été données dans le chapitre 2.
Dans la suite de ce chapitre, nous nous intéresserons au problème de minimisation de
la forme (3.1)-(3.2) où les fonctions h et g satisfont les hypothèses suivantes :
Hypothèse 3.1.
(i) g : RN →]−∞,+∞] est une fonction convexe, propre, semi-continue inférieurement
et dont la restriction à son domaine dom g est continue.
(ii) h : RN → R est une fonction différentiable sur RN de gradient β-Lipschitz sur dom g,
où β > 0.
(iii) f, définie par (3.2), est coercive.
Les remarques suivantes concernant l’hypothèse 3.1 seront utiles par la suite.
Remarque 3.1.
(i) L’hypothèse 3.1(ii) sur h est moins contraignante que l’hypothèse de gradient Lipschitz
adoptée en général pour démontrer la convergence de l’algorithme explicite-implicite
[Attouch et al., 2011; Combettes et Wajs, 2005]. En particulier, si le domaine de g
est compact et h est deux fois continument différentiable, alors l’hypothèse 3.1(ii) est
satisfaite.
(ii) D’après l’hypothèse 3.1(ii), dom g ⊂ dom h. Par conséquent, en utilisant l’hypo-
thèse 3.1(i), dom f = dom g est non vide et convexe.
(iii) D’après l’hypothèse 3.1, f est une fonction propre et semi-continue inférieurement,
dont la restriction à son domaine est continue. Ainsi, par coercivité de f, pour tout
x ∈ dom g, lev6f(x) f est un ensemble compact. De plus, l’ensemble des minimiseurs
de f est non-vide et compact.
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3.3 Méthode proposée
3.3.1 Algorithme explicite-implicite à métrique variable
L’algorithme explicite-implicite à métrique variable a été introduit dans [Becker et Fa-
dili, 2012; Bonnans et al., 1995; Burke et Qian, 1999; Chen et Rockafellar, 1997; Combettes
et Vu˜, 2014; Lotito et al., 2009; Ochs et al., 2014; Parente et al., 2008] dans le but d’accé-
lérer la convergence de l’algorithme (2.4).
Algorithme 3.1 Algorithme explicite-implicite à métrique variable
Initialisation : Soient x0 ∈ dom g et (∀k ∈ N) (γk, λk) ∈]0,+∞[2 et Ak(xk) ∈ S+N .
Itérations :
Pour k = 0, 1, . . . yk = proxγ−1k Ak(xk),g(xk − γkAk(xk)−1∇h(xk)),
xk+1 = xk + λk(yk − xk).
Remarque 3.2.
D’après l’hypothèse 3.1(i), dom g est convexe. Donc, pour tout k ∈ N, si λk ∈ [0, 1], xk et
yk sont dans dom g.
Certains liens avec des méthodes existantes peuvent être établies concernant l’algo-
rithme 3.1. D’une part, lorsque Ak(xk) ≡ IN , l’algorithme 3.1 est équivalent à l’algorithme
explicite-implicite usuel donné par l’algorithme 2.4. D’autre part, lorsque g ≡ 0, l’algo-
rithme 3.1 correspond à un algorithme de gradient préconditionné.
La convergence de l’algorithme 3.1 a été étudiée dans divers travaux. Le résultat le plus
général est donné dans [Combettes et Vu˜, 2014] : les auteurs ont démontré la convergence
de la suite des itérés (xk)k∈N vers une solution du problème (3.1)-(3.2) lorsque h et g sont
convexes et qu’il existe une suite (ηk)k∈N positive bornée telle que, pour tout k ∈ N,
(1 + ηk)Ak+1(xk+1) < Ak(xk). (3.3)
D’autres résultats de convergences existent dans la littérature dans le cas particulier où
g est une fonction indicatrice sur un ensemble convexe [Bertsekas, 1982; Birgin et al.,
2000; Bonettini et al., 2009] ou lorsque h est localement fortement convexe avec un hessien
Lipschitz continu et g est convexe [Lee et al., 2012]. Récemment la convergence de l’algo-
rithme 3.1 a aussi été établie dans [Tran-Dinh et al., 2014] lorsque g est convexe, h est une
fonction lisse auto-concordante, et, pour tout k ∈ N, Ak(xk) est soit le hessien de h en xk
(ou une version approchée de celui-ci), soit une matrice diagonale. Cependant, dans aucun
des travaux précédents, l’étude de la convergence de l’algorithme 3.1 n’est menée dans le
cas où la fonction h est non-convexe. C’est ce que nous nous proposons d’étudier.
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3.3.2 Choix de la métrique
L’algorithme 3.1 que nous étudions dans ce chapitre est accéléré grâce à l’introduction
d’une métrique variable induite par les matrices (Ak(xk))k∈N. L’une des contributions de ce
chapitre est la proposition d’une méthode constructive pour choisir les matrices permettant
de déﬁnir cette métrique. Pour cela, nous allons nous baser sur une stratégie de type MM.
Plus précisément, considérons une suite (xk)k∈N de dom g. Nous déﬁnissons alors la suite
de matrices (Ak(xk))k∈N dans S+N satisfaisant l’hypothèse suivante :
Hypothèse 3.2.
(i) Pour tout k ∈ N, la fonction quadratique définie par
(∀x ∈ RN) q(x, xk) := h(xk) + 〈x− xk,∇h(xk)〉+ 12‖x− xk‖
2
Ak(xk)
,
est une majorante de h en xk sur dom g.
(ii) Il existe (ν, ν) ∈]0,+∞[2 tel que
(∀k ∈ N) ν IN 4 Ak(xk) 4 ν IN .
Cette hypothèse permet de faire le lien entre l’algorithme 3.1 et le principe MM. En
eﬀet, remarquons que, d’après l’algorithme 3.1 et l’hypothèse 3.1(i), lorsque (∀k ∈ N)
γk = 1, on a
yk = proxAk(xk),g(xk − Ak(xk)−1∇h(xk))
= argmin
x∈RN
g(x) +
1
2
‖x− xk + Ak(xk)−1∇h(xk)‖2Ak(xk)
= argmin
x∈RN
g(x) + q(x, xk),
où q(·, xk) est la majorante quadratique de h déﬁnie par l’hypothèse 3.2(i).
Remarque 3.3. D’après le lemme 2.1 du chapitre 2, l’existence de telles matrices
(Ak(xk))k∈N est assurée. En effet, d’après l’hypothèse 3.1, dom g est convexe et h est de
gradient β-Lipschitz sur dom g. Par conséquent, si, pour tout k ∈ N, Ak(xk) = β IN ,
l’hypothèse 3.2 est satisfaite avec ν = ν = β.
Bien que la remarque précédente permette de choisir facilement les matrices (Ak(xk))k∈N,
comme il l’a été précisé dans [Becker et Fadili, 2012; Lee et al., 2012; Tran-Dinh et al., 2014]
(voir aussi le chapitre 2), l’obtention de bonnes performances de l’algorithme 3.1 dépend
fortement de l’exactitude de l’approximation de second ordre caractérisant la métrique.
Plus précisément, il faut construire (Ak(xk))k∈N de telle façon que, pour tout k ∈ N, la
fonction quadratique q(·, xk) soit aussi proche que possible de h au voisinage de xk, tout en
satisfaisant l’hypothèse 3.2. Comme nous l’avons remarqué dans la section 2.4.3 du cha-
pitre 2, il existe des techniques de construction de telles métriques dans la littérature pour
certaines classes particulières de fonctions h [Erdogan et Fessler, 1999; Geman et Reynold,
1992; Geman et Yang, 1995; Hunter et Lange, 2004].
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3.3.3 Algorithme inexact à métrique variable
De manière générale, l’opérateur proximal relatif à une métrique quelconque n’a pas
d’expression simple explicite. Aﬁn de pallier cette diﬃculté, nous proposons de résoudre le
problème (3.1) grâce à une version inexacte de l’algorithme explicite-implicite à métrique
variable, s’inspirant de l’algorithme inexact explicite-implicite donné par l’algorithme 2.6,
proposé dans [Attouch et al., 2011, Sec. 5] :
Algorithme 3.2 Algorithme inexact explicite-implicite à métrique variable
Initialisation : Soient x0 ∈ dom g, α ∈]0,+∞[ et (∀k ∈ N) (γk, λk) ∈]0,+∞[2 et
Ak(xk) ∈ S+N .
Itérations :
Pour k = 0, 1, . . .
trouver yk ∈ RN et rk ∈ ∂g(yk) tels que
g(yk) + 〈yk − xk,∇h(xk)〉+ γ−1k ‖yk − xk‖2Ak(xk) 6 g(xk),
‖∇h(xk) + rk‖ 6 α‖yk − xk‖Ak(xk),
xk+1 = xk + λk(yk − xk).
De même que pour l’algorithme 2.6, dans l’algorithme 3.2, la première inégalité corres-
pond à une condition de décroissance suﬃsante, et la seconde peut être interprétée comme
une condition inexacte d’optimalité.
Nous supposerons que le pas (γk)k∈N et le paramètre de relaxation (λk)k∈N présents
dans les algorithmes 3.1 et 3.2 satisfont les deux hypothèses suivante :
Hypothèse 3.3.
(i) Il existe λ ∈]0,+∞[ telle que, pour tout k ∈ N, λ 6 λk 6 1.
(ii) Il existe (η, η) ∈]0,+∞[2 tel que, pour tout k ∈ N, η 6 λkγk 6 2− η.
Hypothèse 3.4.
Il existe τ ∈]0, 1] telle que, pour tout k ∈ N, le paramètre de relaxation λk satisfait
f((1− λk)xk + λkyk) 6 (1− τ)f(xk) + τ f(yk).
Remarque 3.4.
(i) En posant τ = 1, on retrouve la condition de décroissance usuelle :
(∀k ∈ N) f((1− λk)xk + λkyk) 6 f(yk). (3.4)
(ii) Dans la section suivante, nous montrerons que l’hypothèse 3.4 peut être simplifiée
dans le cas où f est une fonction convexe. Cependant, notons que même dans le cas
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général, il existe au moins une suite (λk)k∈N satisfaisant l’hypothèse 3.4 (il suffit de
prendre, pour tout k ∈ N, λk = τ = 1).
Remarque 3.5.
Comme nous l’avons dit précédemment, sous condition que les hypothèses 3.1, 3.2, 3.3 et
3.4 soient satisfaites, l’algorithme 3.2 peut être interprété comme étant une version inexacte
de l’algorithme 3.1. Soient (xk)k∈N et (yk)k∈N des suites générées par l’algorithme 3.1. Soit
k ∈ N, en utilisant à la fois la caractérisation variationnelle de l’opérateur proximal et la
convexité de g, il existe rk ∈ ∂g(yk) tel querk = −∇h(xk) + γ
−1
k Ak(xk)(xk − yk),
〈yk − xk, rk〉 > g(yk)− g(xk),
(3.5)
ce qui conduit à
g(yk) + 〈yk − xk,∇h(xk)〉+ γ−1k ‖yk − xk‖2Ak(xk) 6 g(xk). (3.6)
On obtient donc la condition de décroissance de l’algorithme 3.2.
D’autre part, d’après les hypothèses 3.2(ii) et 3.3, on a
‖∇h(xk) + rk‖ = γ−1k ‖Ak(xk)(xk − yk)‖ 6 γ−1ν1/2‖xk − yk‖Ak(xk). (3.7)
La condition d’optimalité de l’algorithme 3.2 est alors obtenue en posant α = γ−1ν1/2.
3.4 Analyse de convergence
3.4.1 Propriétés de décroissance
Dans cette section nous allons donner quelques résultats techniques sur le comporte-
ment des suites
(
f(xk)
)
k∈N
et
(
f(yk)
)
k∈N
générées par l’algorithme 3.2. Ces propriétés nous
permettront ensuite d’étudier la convergence de cet algorithme.
Lemme 3.1. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Il existe µ1 ∈
]0,+∞[ tel que, pour tout k ∈ N,
f(xk+1) 6 f(xk)− µ12 ‖xk+1 − xk‖
2 (3.8)
6 f(xk)− λ2µ12 ‖yk − xk‖
2, (3.9)
où les suites (xk)k∈N et (yk)k∈N sont générées par l’algorithme 3.2.
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Démonstration. Pour tout k ∈ N, la relaxation
xk+1 = (1− λk)xk + λkyk, (3.10)
l’hypothèse 3.3(i) et la convexité de g nous donnent
f(xk+1) 6 h(xk+1) + (1− λk)g(xk) + λkg(yk).
De plus, en utilisant l’hypothèse 3.2(i), on obtient
f(xk+1) 6 h(xk)+〈xk+1 − xk,∇h(xk)〉+12‖xk+1−xk‖
2
Ak(xk)
+(1−λk)g(xk)+λkg(yk). (3.11)
En reformulant (3.10), nous obtenons
xk+1 − xk = λk(yk − xk). (3.12)
En combinant la première inégalité de l’algorithme 3.2 et (3.12), on obtient
〈xk+1 − xk,∇h(xk)〉 6 −γ−1k λ−1k ‖xk+1 − xk‖2Ak(xk) + λk
(
g(xk)− g(yk)
)
. (3.13)
Les équations (3.11) et (3.13) nous permettent de déduire que
f(xk+1) 6 f(xk)− (γ−1k λ−1k −
1
2
)‖xk+1 − xk‖2Ak(xk)
6 f(xk)− 12
η
2− η‖xk+1 − xk‖
2
Ak(xk)
,
où la dernière inégalité est obtenue en utilisant l’hypothèse 3.3(ii). Par conséquent, la
borne inférieure dans l’hypothèse 3.2(ii) nous permet de déduire l’équation (3.8) en posant
µ1 =
νη
2− η > 0. L’inégalité (3.9) résulte ensuite de (3.12) et de l’hypothèse 3.3(i).
Le corollaire suivant, permettant de réécrire l’hypothèse 3.4 sous une forme diﬀérente,
est une conséquence du lemme 3.1.
Corollaire 3.1. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Alors l’hy-
pothèse 3.4 est satisfaite si et seulement si il existe τ ∈]0, 1] tel que, pour tout k ∈ N,
(∃τk ∈ [τ , 1]) f(xk+1) 6 (1− τk)f(xk) + τkf(yk). (3.14)
Démonstration.
(i) Supposons que l’hypothèse 3.4 soit satisfaite. En utilisant l’étape de relaxation donnée
par (3.10), l’inégalité (3.14) est satisfaite en posant τk = τ , pour tout k ∈ N.
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(ii) Montrons maintenant la réciproque du point précédent. Soit k ∈ N, l’inégalité (3.14)
est équivalente à
τk(f(xk)− f(yk)) 6 f(xk)− f(xk+1). (3.15)
Si l’inégalité ci-dessus est satisfaite pour τk ∈ [τ , 1], alors on peut distinguer deux
situations :
• Cas où f(xk) 6 f(yk). D’après le lemme 3.1, on a f(xk+1) 6 f(xk). D’où
τ(f(xk)− f(yk)) 6 0 6 f(xk)− f(xk+1).
• Cas où f(xk) > f(yk). L’équation, (3.15) nous donne alors
τ(f(xk)− f(yk)) 6 τk(f(xk)− f(yk)) 6 f(xk)− f(xk+1).
Ce qui permet de montrer que, si (3.14) est satisfaite, alors, l’hypothèse 3.4 l’est
aussi.
Le lemme qui suit permet de retrouver des hypothèses standards sur le paramètre de
relaxation (λk)k∈N, sous certaines conditions :
Corollaire 3.2. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Si f est
convexe sur [xk, yk], pour tout k ∈ N, alors l’hypothèse 3.4 est satisfaite.
Démonstration. D’après l’hypothèse 3.3, pout tout k ∈ N, λk ∈]0, 1]. Si f est convexe sur
[xk, yk] pour tout k ∈ N, alors
f
(
(1− λk)xk + λkyk
)
6 (1− λk)f(xk) + λkf(yk).
En utilisant le Corollaire 3.1 et le fait que, pour tout k ∈ N, λk est bornée inférieurement
par λ > 0, on peut conclure que l’hypothèse 3.4 est satisfaite.
Le résultat suivant va nous permettre d’évaluer les variations de f entre les points xk
et yk, à chaque itération k ∈ N de l’algorithme 3.2.
Lemme 3.2. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Il existe µ2 ∈ R
tel que
(∀k ∈ N) f(yk) 6 f(xk)− µ2‖yk − xk‖2.
Démonstration. D’après l’hypothèse 3.2(i) et la première inégalité de l’algorithme 3.2, on
a
h(yk) 6 q(yk, xk) 6 h(xk) + g(xk)− g(yk)− (γ−1k −
1
2
)‖yk − xk‖2Ak(xk),
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ce qui, en utilisant l’hypothèse 3.3, nous conduit à
f(yk) 6 f(xk)− (
λ
2− η −
1
2
)‖yk − xk‖2Ak(xk).
Le résultat découle ensuite de l’hypothèse 3.2(ii) en posant
µ2 =

ν
(
λ
2− η −
1
2
)
, si 2λ+ η > 2,
ν
(
λ
2− η −
1
2
)
, sinon.
3.4.2 Résultat de convergence
Notre démonstration de convergence repose sur le résultat préliminaire suivant :
Lemme 3.3. Soient (uk)k∈N, (vk)k∈N, (v′k)k∈N et (∆k)k∈N des suites de réels positifs. Soit
θ ∈]0, 1[. Supposons que :
(i) Pour tout k ∈ N, u2k 6 vθk∆k.
(ii) (∆k)k∈N est une suite sommable.
(iii) Pour tout k ∈ N, vk+1 6 (1− α)vk + v′k, avec α ∈]0, 1].
(iv) Pour tout k > k∗, (v′k)
θ 6 εuk, où ε > 0 et k∗ ∈ N.
La suite (uk)k∈N est sommable.
Démonstration. En utilisant la sous-additivité de la fonction t 7→ tθ, lorsque θ ∈]0, 1[,
d’après l’assertion (iii), pour tout k ∈ N, on a
vθk+1 6 (1− α)θvθk + (v′k)θ.
De plus, en utilisant (iv), on obtient
(∀k > k∗) vθk+1 6 (1− α)θvθk + εuk,
ce qui implique que, pour tout K > k∗,
K∑
k=k∗+1
vθk 6 (1− α)θ
K−1∑
k=k∗
vθk + ε
K−1∑
k=k∗
uk, (3.16)
et de manière équivalente, on obtient alors
(
1− (1− α)θ
) K−1∑
k=k∗
vθk 6 v
θ
k∗ − vθK + ε
K−1∑
k=k∗
uk. (3.17)
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D’autre part, l’assertion (i) peut être reformulée de la façon suivante :
(∀k ∈ N) u2k 6
(
ε−1
(
1− (1− α)θ
)
vθk
)(
ε
(
1− (1− α)θ
)−1
∆k
)
.
En utilisant l’inégalité
(
∀(t, t′) ∈ [0,+∞[2
) √
tt′ 6 (t + t′)/2 et puisque, pour tout k ∈ N,
uk > 0, on obtient
(∀k ∈ N) uk 6 12
(
ε−1
(
1− (1− α)θ
)
vθk + ε
(
1− (1− α)θ
)−1
∆k
)
. (3.18)
On peut alors déduire des équations (3.17) et (3.18) que, pour tout K > k∗,
K−1∑
k=k∗
uk 6
1
2
( K−1∑
k=k∗
uk + ε−1(vθk∗ − vθK) + ε
(
1− (1− α)θ
)−1 K−1∑
k=k∗
∆k
)
,
et par conséquent,
K−1∑
k=k∗
uk 6 ε
−1vθk∗ + ε
(
1− (1− α)θ
)−1 K−1∑
k=k∗
∆k.
Il en découle la sommabilité de la suite (uk)k∈N en utilisant (ii).
Nous pouvons maintenant énoncer le résultat principal de ce chapitre concernant la
convergence des suites (xk)k∈N et (yk)k∈N générées par l’algorithme 3.1 ou sa version in-
exacte, i.e. l’algorithme 3.2. Pour cela, en plus des hypothèses utilisées jusqu’ici dans ce
chapitre, nous allons supposer que la fonction f satisfait l’inégalité de Kurdyka-Łojasiewicz
(c.f. Chapitre 2).
Théorème 3.1. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Suppo-
sons de plus que la fonction f satisfasse l’inégalité de Kurdyka-Łojasiewicz donnée dans la
définition 2.20. Les assertions suivantes sont alors satisfaites :
(i) Les suites (xk)k∈N et (yk)k∈N générées par l’algorithme 3.1 ou l’algorithme 3.2 conver-
gent toutes les deux vers un point critique x̂ de f.
(ii) Ces deux suites satisfont
+∞∑
k=0
‖xk+1 − xk‖ < +∞ et
+∞∑
k=0
‖yk+1 − yk‖ < +∞.
(iii) Les suites
(
f(xk)
)
k∈N
et
(
f(yk)
)
k∈N
convergent vers f(x̂). De plus,
(
f(xk)
)
k∈N
est dé-
croissante.
Remarque 3.6. La démonstration de ce théorème est donnée dans l’annexe 3.A. Elle est
constituée de trois étapes principales :
69
Chapitre 3. Algorithme explicite-implicite à métrique variable
(i) La première étape consiste à se servir des propriétés de décroissances présentées dans
la section 3.4.1 pour montrer que les suites
(
f(xk)
)
k∈N
et
(
f(yk)
)
k∈N
convergent vers
un réel ξ, et que
(
f(xk)
)
k∈N
est décroissante.
(ii) En utilisant l’inégalité de KL et le lemme 3.3, on montre dans la seconde étape que
les suites
(
‖xk+1 − xk‖
)
k∈N
(
‖yk+1 − yk‖
)
k∈N
sont sommables, et donc que les suites
(xk)k∈N et (yk)k∈N sont de Cauchy et convergent vers un point x̂ ∈ RN .
(iii) La dernière étape consiste à montrer que x̂ est un point critique de f, en utilisant la
proposition 2.4.
Le théorème de convergence précédent assure que les suites (xk)k∈N et (yk)k∈N convergent
vers un point critique de f. De plus, la décroissance de la suite (f(xk))k∈N implique que ce
point critique ne sera pas un maximum de f. Cependant, en théorie, les algorithmes 3.1
et 3.2 peuvent converger vers un minimum local de f, ou bien un point selle. Le corollaire
qui suit nous permet d’aﬃrmer que, si les algorithmes 3.1 et 3.2 sont initialisés avec un
point x0 suﬃsamment proche d’un minimum global de f, alors les suites (xk)k∈N et (yk)k∈N
convergeront vers cette solution.
Corollaire 3.3. Supposons que les hypothèses 3.1, 3.2 et 3.3 soient satisfaites. Supposons
de plus que la fonction f satisfait l’inégalité de Kurdyka-Łojasiewicz. Soient (xk)k∈N et
(yk)k∈N des suites générées par l’algorithme 3.2. Il existe υ > 0 tel que, si
f(x0) 6 inf
x∈RN
f(x) + υ, (3.19)
alors les suites (xk)k∈N et (yk)k∈N convergent toutes les deux vers une solution du pro-
blème (3.1).
Démonstration. D’après la remarque 3.1(iii), on a
ξ = inf
x∈RN
f(x) < +∞.
Soit E = lev6ξ+δ f, où δ > 0. Cet ensemble est borné d’après l’hypothèse 3.1(iii). Puisque
f satisfait l’inégalité de KL, il existe trois constantes κ > 0, ζ > 0 and θ ∈ [0, 1[ telles que(
∀r ∈ ∂g(x)
)
κ|f(x)− ξ|θ 6 ‖∇h(x) + r‖, (3.20)
pour tout x ∈ E tel que |f(x) − ξ| 6 ζ . En d’autres termes, f(x) 6 ξ + ζ puisque, par
déﬁnition de ξ, f(x) > ξ est toujours vraie. Nous posons maintenant υ = min{δ, ζ} > 0
et choisissons x0 de façon à satisfaire (3.19). Le théorème 3.1(iii) implique que, pour tout
k ∈ N,
f(xk) 6 ξ + υ.
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La restriction de f à son domaine de déﬁnition étant continue, d’après le théorème 3.1(i),
les suites (xk)k∈N et (yk)k∈N convergent vers x̂, où x̂ est tel que f(x̂) 6 ξ + υ. L’inégalité de
KL est donc satisfaite en x̂ :
(∀t ∈ ∂f(x̂)) ‖t‖ > κ|f(x̂)− ξ|θ.
De plus, x̂ étant un point critique de f, on a 0 ∈ ∂f(x̂), et
|f(x̂)− ξ|θ 6 0.
Pour conclure, nous obtenons f(x̂) = infx∈RN f(x).
Remarque 3.7.
(i) Remarquons que, bien que la constante de Lipschitz β n’apparaisse pas explicitement
dans nos algorithmes, l’hypothèse de Lipschitz différentiabilité est indispensable dans
les démonstrations de nos théorèmes de convergence.
(ii) Nous pouvons remarquer que la convergence de l’algorithme 3.2 a été démontrée dans
[Attouch et al., 2011] dans le cas non préconditionné, i.e. lorsque Ak(xk) ≡ β IN dans
le théorème 2.9.
3.5 Conclusion
Dans ce chapitre nous avons proposé de minimiser une fonction f = h + g où h est
une fonction diﬀérentiable non-nécessairement convexe, g est une fonction convexe non-
nécessairement diﬀérentiable, et f est une fonction coercive satisfaisant l’inégalité de KL.
Pour cela, nous avons donné une version accélérée de l’algorithme explicite-implicite. Cette
accélération est basée sur l’introduction d’une métrique variant à chaque itération, choisie
grâce au principe de Majoration-Minimisation. Enﬁn, nous avons démontré la convergence
de l’algorithme itératif proposé vers un point critique de la fonction à minimiser. Plus
précisément, nous avons démontré :
• un résultat de convergence global, aﬃrmant que les suites générées par l’algorithme
explicite-implicite à métrique variable convergent vers un point critique de la fonc-
tion f,
• et un résultat de convergence local, montrant qu’en initialisant judicieusement l’al-
gorithme, alors les suites générées convergent vers un minimum global de h.
Aﬁn d’illustrer l’intérêt de l’utilisation de métriques variables, nous traiterons dans le
chapitre 4 une application en reconstruction d’images.
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3.A Démonstration du théorème 3.1
Dans cette annexe, nous allons établir le théorème 3.1 en montrant successivement les
étapes (i)-(iii) décrites dans la remarque 3.6.
(i) D’après le lemme 3.1, on a
(∀k ∈ N) f(xk+1) 6 f(xk),
donc (f(xk))k∈N est une suite décroissante. De plus, les remarques 3.1(iii) et 3.2 as-
surent que les éléments des suites (xk)k∈N et (yk)k∈N sont dans un sous-ensemble
compact E de lev6f(x0) f ⊂ dom g et que f est bornée inférieurement. Par conséquent,(
f(xk)
)
k∈N
converge vers un réel ξ, et
(
f(xk)−ξ
)
k∈N
est une suite positive convergeant
vers 0.
En outre, le lemme 3.1 nous donne
(∀k ∈ N) λ2µ1
2
‖yk − xk‖2 6 (f(xk)− ξ)− (f(xk+1)− ξ). (3.21)
Ainsi, la suite (yk − xk)k∈N converge vers 0.
D’autre part, la relaxation
(∀k ∈ N) xk+1 = (1− λk)xk + λkyk, (3.22)
et l’hypothèses 3.4 impliquent que, pour tout k ∈ N,
f(xk+1)− ξ 6 (1− α)(f(xk)− ξ) + α(f(yk)− ξ).
L’inégalité précédente combinée avec le lemme 3.2, nous donne alors, pour tout k ∈ N,
α−1
(
f(xk+1)− ξ − (1− α)(f(xk)− ξ)
)
6 f(yk)− ξ 6 f(xk)− ξ − µ2‖yk − xk‖2.
Ainsi, puisque (‖yk − xk‖)k∈N et (f(xk)− ξ)k∈N convergent vers 0, la suite (f(yk))k∈N
converge vers ξ.
(ii) Revenons à l’équation (3.21). Soit ψ : [0,+∞[→ [0,+∞[ : t 7→ t1/(1−θ), où θ ∈ [0, 1[,
une fonction convexe à laquelle nous appliquons l’inégalité de gradient suivante
(∀(t, t′) ∈ [0,+∞[2) ψ(t)− ψ(t′) 6 ψ˙(t)(t− t′).
Après un changement de variable, cette inégalité peut être réécrite comme suit
(∀(t, t′) ∈ [0,+∞[2) t− t′ 6 (1− θ)−1tθ(t1−θ − t′1−θ).
En prenant t = f(xk)− ξ et t′ = f(xk+1)− ξ, on a alors
(∀k ∈ N)
(
f(xk)− ξ
)
−
(
f(xk+1)− ξ
)
6 (1− θ)−1
(
f(xk)− ξ
)θ
∆′k,
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où
(∀k ∈ N) ∆′k =
(
f(xk)− ξ
)1−θ − (f(xk+1)− ξ)1−θ.
En combinant l’inégalité ci-dessus avec (3.21) on obtient
(∀k ∈ N) ‖yk − xk‖2 6 2λ−2µ−11 (1− θ)−1
(
f(xk)− ξ
)θ
∆′k. (3.23)
Par ailleurs, puisque E est borné, f satisfait l’inégalité de KL et comme h est diﬀé-
rentiable, il existe trois constantes κ > 0, ζ > 0 et θ ∈ [0, 1[ telles que(
∀r ∈ ∂g(x)
)
κ|f(x)− ξ|θ 6 ‖∇h(x) + r‖, (3.24)
pour tout x ∈ E tel que |f(x)−ξ| 6 ζ . La suite
(
f(yk)
)
k∈N
convergeant vers ξ, il existe
k∗ ∈ N, tel que, pour tout k > k∗, |f(yk)− ξ| < ζ . Ainsi, on a, pour tout rk ∈ ∂g(yk),
(∀k > k∗) κ|f(yk)− ξ|θ 6 ‖∇h(yk) + rk‖.
Soit rk donné dans l’algorithme 3.2. On a alors
κ|f(yk)− ξ|θ 6 ‖∇h(yk)−∇h(xk) +∇h(xk) + rk‖
6 ‖∇h(yk)−∇h(xk)‖+ ‖∇h(xk) + rk‖
6 ‖∇h(yk)−∇h(xk)‖+ τ‖xk − yk‖Ak(xk). (3.25)
Donc, en utilisant les hypothèses 3.1(ii) et 3.2(ii), on obtient
|f(yk)− ξ|θ 6 κ−1(β + τ
√
ν)‖xk − yk‖. (3.26)
De plus, d’après l’hypothèse 3.4,
f(xk+1)− ξ 6 (1− α)(f(xk)− ξ) + |f(yk)− ξ|. (3.27)
Par ailleurs, nous pouvons remarquer que
+∞∑
k=k∗
∆′k =
+∞∑
k=k∗
(
f(xk)− ξ
)1−θ − (f(xk+1)− ξ)1−θ
=
(
f(xk∗)− ξ
)1−θ
,
ce qui montre que (∆′k)k∈N est une suite sommable. Posons
(∀k ∈ N)

uk = ‖yk − xk‖,
vk = f(xk)− ξ > 0,
v′k = |f(yk)− ξ| > 0,
ε = κ−1(β + τ
√
ν) > 0,
∆k = 2λ
−2µ−11 (1− θ)−1∆′k.
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En utilisant l’équation (3.23), la sommabilité de (∆′k)k∈N et les équations (3.26) et
(3.27), le lemme 3.3 nous permet d’aﬃrmer que (‖yk−xk‖)k∈N est une suite sommable
dès que θ 6= 0. Dans le cas où θ = 0, puisque xk − yk → 0, il existe k∗∗ > k∗ tel que
(∀k > k∗∗) κ−1(β + τ√ν)‖xk − yk‖ < 1.
Ainsi, d’après l’équation (3.26) (rappelons que nous utilisons la convention 00 = 0),
on a nécessairement f(yk) = ξ, pour tout k > k
∗∗. Alors, d’après (3.23), pour tout
k > k∗∗, xk = yk. Ceci prouve que (‖yk − xk‖)k∈N est sommable.
D’autre part, en utilisant l’équation (3.22) et l’hypothèse 3.3(i), on a
(∀k ∈ N) ‖xk+1 − xk‖ = λk‖yk − xk‖ 6 ‖yk − xk‖.
Par conséquent, la suite (xk)k∈N satisfait
+∞∑
k=0
‖xk+1 − xk‖ < +∞. (3.28)
Cela implique que (xk)k∈N est une suite de Cauchy. Elle converge donc vers un point
que l’on notera x̂. Puisque (xk − yk)k∈N converge vers 0, (yk)k∈N converge de même
vers x̂. De plus, on a
(∀k ∈ N) ‖yk+1 − yk‖ 6 ‖yk+1 − xk‖+ ‖xk − yk‖
6 ‖yk+1 − xk+1‖+ ‖xk+1 − xk‖+ ‖xk − yk‖,
ainsi, (yk)k∈N satisfait
+∞∑
k=0
‖yk+1 − yk‖ < +∞. (3.29)
(iii) Il ne nous reste plus qu’à démontrer que la limite x̂ est un point critique de f. Pour
cela, posons
(∀k ∈ N) tk = ∇h(yk) + rk,
tel que (yk, tk) ∈ Graph ∂f, où rk est donné dans l’algorithme 3.2. En raisonnant de
façon analogue au cheminement suivi pour l’obtention de l’équation (3.26), on a
(∀k ∈ N) ‖tk‖ 6 (β + τ
√
ν)‖xk − yk‖.
Étant donné que les suites (xk)k∈N et (yk)k∈N convergent toutes les deux vers x̂,
(yk, tk)k∈N converge vers (x̂, 0). Par ailleurs, la remarque 3.1(iii) nous permet d’af-
ﬁrmer que la restriction de f à son domaine est continue. Ainsi, puisque (∀k ∈ N)
yk ∈ dom f, la suite (f(yk))k∈N converge vers f(x̂). Au ﬁnal, ∂f étant fermé (c.f. pro-
position 2.4), (x̂, 0) ∈ Graph ∂f. Autrement dit, x̂ est un point critique de f.
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4.1 Introduction
Dans ce chapitre, nous nous intéressons à un problème de restauration/reconstruction
d’image où l’objectif est de trouver une estimée d’une image originale à partir d’une version
dégradée de celle-ci. Plus précisément, nous nous intéressons au cas où l’image observée
peut s’écrire comme la somme de l’image originale dégradée par un opérateur linéaire et
d’un bruit gaussien dépendant. Notons que ce modèle d’observation se rencontre dans de
nombreux systèmes d’imagerie [Healey et Kondepudy, 1994; Janesick, 2007; Tian et al.,
2001] dans lesquels les acquisitions sont dégradées par un bruit gaussien dépendant lié
au comptage de photons, et un bruit électronique indépendant. Le bruit gaussien dépen-
dant peut être également vu comme une approximation au second ordre du bruit Poisson-
gaussien fréquemment considéré en astronomie, biologie et imagerie médicale [Foi et al.,
2008; Jezierska et al., 2012; Li et al., 2012].
Nous verrons que le problème de minimisation associé à ce modèle, issu du MAP, n’est
pas convexe. Nous proposerons donc d’utiliser l’algorithme explicite-implicite à métrique
variable, étudié dans le chapitre précédent, pour trouver une solution de ce problème. Cela
nous permettra de comparer, sur un exemple pratique, notre algorithme avec sa version
non préconditionnée.
Le plan de ce chapitre sera le suivant : nous allons étudier le modèle de bruit gaussien
dépendant dans la section 4.2. Puis nous appliquerons l’algorithme développé dans le cha-
pitre précédent à ce modèle dans la section 4.3 et donnerons des résultats de simulations
dans la section 4.4. Enﬁn, nous conclurons dans la section 4.5.
4.2 Bruit gaussien dépendant du signal
4.2.1 Estimateur du Maximum A Posteriori
On s’intéresse à l’estimation x̂ ∈ RN d’une image originale x ∈ RN à partir d’une image
observée z ∈ RM de la forme z = y + w,y = Hx, (4.1)
où H ∈ RM×N est une matrice modélisant la dégradation subie par l’image (par exemple, un
opérateur de convolution) et w ∈ RM est une réalisation d’un vecteur aléatoire absolument
continu w modélisant un bruit additif.
Supposons que z et x soient des réalisations des vecteurs aléatoires z et x. Comme nous
l’avons vu dans le chapitre 2, on peut alors utiliser une approche de type MAP pour déﬁnir
l’estimée x̂ de x :
x̂ ∈ Argmax
x∈RN
fx|z=z(x), (4.2)
76
4.2. Bruit gaussien dépendant du signal
où fx|z=z est la densité de probabilité a posteriori de x sachant z = z. Dans la propriété 2.1
nous avons exprimé le problème variationnel associé au modèle (4.1) lorsque le bruit est
indépendant de l’image.
Bruit dépendant du signal. Dans ce chapitre, nous nous intéressons au cas où le bruit
et l’image originale sont inter-dépendants. Dans ce cas, la proposition suivante est vériﬁée :
Proposition 4.1. Soit z ∈ RM défini par l’équation (4.1). Une solution x̂ du problème (4.2)
est donnée par
x̂ ∈ Argmin
x∈RN
h(x) + g(x), (4.3)
où h : RN →]−∞,+∞] et g : RN →] −∞,+∞] sont respectivement les termes d’attache
aux données et de régularisation définis par
(∀x ∈ RN)
h(x) = − log fw|y=Hx(z−Hx),g(x) = − log fx(x), (4.4)
où y = Hx.
Démonstration. Il suﬃt de reprendre les équations (2.9) et (2.10) de la démonstration de
la propriété 2.1. En les combinant, on obtient
x̂ ∈ Argmin
x∈RN
{
− log fw|Hx=Hx(z−Hx)− log fx(x)
}
. (4.5)
Bruit gaussien dépendant du signal. Supposons maintenant que la variable aléatoire
w, modélisant le bruit additif dans le modèle (4.1), suive une loi normale de moyenne nulle
et de matrice de covariance Γ(y) ∈ RM×M , telle que Γ(y) ≻ 0, dépendant de la réalisation
y = Hx du vecteur aléatoire y = Hx :
w|y = y ∼ N (0M ,Γ(y)) . (4.6)
Le problème variationnel associé à ce modèle s’écrit alors de la façon suivante :
Lemme 4.1. On considère le modèle (4.1), où w est une réalisation du vecteur aléatoire
w dont la loi sachant y = y est donnée par (4.6) avec Γ(y) ∈ RM×M , telle que Γ(y) ≻ 0.
Une solution x̂ du problème (4.2) est alors donnée par
x̂ ∈ Argmin
x∈RN
1
2
(z−Hx)⊤Γ(Hx)−1(z−Hx) + 1
2
log
(
det
(
Γ(Hx)
))
+ g(x), (4.7)
où g : RN →] −∞,+∞] est une fonction de régularisation dépendant des caractéristiques
physiques de l’image originale.
77
Chapitre 4. Algorithme explicite-implicite : application à un bruit gaussien dépendant
Démonstration. La fonction de densité de probabilité de w sachant y = y est donnée par
(∀w ∈ RM) fw|y=y(w) = 1(2π)N/2(detΓ(y))1/2 exp
(
−1
2
w⊤Γ(y)−1w
)
. (4.8)
Il suﬃt alors de combiner cette équation à la proposition 4.1.
Bruit gaussien décorrélé et dépendant du signal. Dans la suite de ce chapitre, nous
nous intéresserons au cas particulier où les coeﬃcients de l’image originale x et de la matrice
de dégradation H sont positifs. De plus, nous supposerons que la matrice de covariance
Γ(Hx), dépendant de l’image Hx = ([Hx](m))16m6M ∈ [0,+∞[M , est une matrice diagonale
donnée par
Γ(Hx) = Diag
((
σm([Hx](m))2
)
16m6M
)
, (4.9)
où, pour tout m ∈ {1, . . . ,M},
σm : [0,+∞[ → ]0,+∞[
y 7→
(
α(m)y + β(m)
)1/2
,
(4.10)
avec (α(m), β(m)) ∈ [0,+∞[×]0,+∞[.
Dans ce cadre, le modèle (4.1) peut se réécrire
(∀m ∈ {1, . . . ,M}) z(m) = [Hx](m) + σm
(
[Hx](m)
)
v(m), (4.11)
où, pour tout m ∈ {1, . . . ,M}, v(m) est une réalisation d’une variable aléatoire v(m) suivant
une loi normale de moyenne nulle et de variance égale à 1.
Remarque 4.1.
(i) Lorsque, pour tout m ∈ {1, . . . ,M}, αm = 0 et βm = σ2 ∈]0,+∞[, le bruit gaussien
dépendant se réduit au bruit blanc gaussien (c.f. section 2.2.3 du chapitre 2).
(ii) En pratique, afin d’assurer la positivité de l’estimée x̂, on peut utiliser comme terme
de régularisation la fonction indicatrice sur l’orthant positif :
(∀x ∈ RN ) g(x) = ι[0,+∞[N (x). (4.12)
Dans la ﬁgure 4.1, une comparaison est faite entre une image bruitée par un bruit blanc
gaussien (ﬁgures 4.1(b) et (c)) et une image bruitée par un bruit dépendant gaussien (ﬁ-
gures 4.1(d) et (e)). L’image originale (ﬁgure 4.1(a)) correspond à l’image phantom générée
à l’aide de Matlab.
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(a) (b) (c)
(d) (e)
Figure 4.1 – (a) Image originale phantom de dimension 256× 256. (b) Bruit gaussien
dépendant de l’image originale avec α(m) ≡ 0.1 et β(m) ≡ 0.001. (c) Image bruitée avec
le bruit dépendant gaussien. (d) Bruit blanc gaussien de variance σ = 0.1154. (e) Image
bruitée avec le bruit blanc gaussien. Les images bruitées (c) et (e) ont le même RSB de 6.6
dB.
Proposition 4.2. On considère le modèle (4.11), où H ∈ [0,+∞[M×N et x ∈ [0,+∞[N .
L’estimée x̂ de x associée au MAP est définie par
x̂ ∈ Argmin
x∈[0,+∞[N
{h1(x) + h2(x) + g(x)} , (4.13)
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où h1 et h2 sont des fonctions de [0,+∞[N vers ]−∞,+∞], données par
(∀x ∈ [0,+∞[N) h1(x) =
M∑
m=1
φm([Hx](m)) et h2(x) =
M∑
m=1
ψm([Hx](m)) (4.14)
avec, pour tout m ∈ {1, . . . ,M},
(∀y ∈ [0,+∞[) φm(y) = 12
(z(m) − y)2
α(m)y + β(m)
, (4.15)
ψm(y) =
1
2
log
(
α(m)y + β(m)
)
, (4.16)
et g : RN →]−∞,+∞] une fonction de régularisation dépendant des caractéristiques phy-
siques de l’image.
Démonstration. Ce résultat est obtenu en injectant les équations (4.9) et (4.10) dans le
lemme 4.1.
4.2.2 Fonction d’attache aux données
Dans cette section, nous étudions les propriétés des fonctions h1 et h2 déﬁnies dans la
proposition 4.2. Pour cela nous déﬁnissons les fonctions
(∀y ∈ [0,+∞[) χm(y) = φm(y) + ψm(y), (4.17)
(∀H ∈ [0,+∞[M×N)(∀x ∈ [0,+∞[N) h(x) = h1(x) + h2(x) =
M∑
m=1
χm([Hx](m)). (4.18)
Pour tout m ∈ {1, . . . ,M}, les dérivées premières et secondes des fonctions φm et ψm en
y ∈ [0,+∞[ 1 sont données par
φ˙m(y) =
(y − z(m))(α(m)y + α(m)z(m) + 2β(m))
2(α(m)y + β(m))2
, φ¨m(y) =
(α(m)z(m) + β(m))2
(α(m)y + β(m))3
, (4.19)
ψ˙m(y) =
α(m)
2(α(m)y + β(m))
, ψ¨m(y) = − (α
(m))2
2(α(m)y + β(m))2
. (4.20)
Ainsi, les dérivées première et seconde de la fonction χm sont données par
χ˙m(y) =
(y − z(m))(α(m)y + α(m)z(m) + 2β(m))
2(α(m)y + β(m))2
+
α(m)
2(α(m)y + β(m))
, (4.21)
χ¨m(y) =
(α(m)z(m) + β(m))2
(α(m)y + β(m))3
− 1
2
(
α(m)
α(m)y + β(m)
)2
. (4.22)
1. On considèrera la dérivée à droite lorsque y = 0.
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Convexité. D’une part, pour tout m ∈ {1, . . . ,M}, d’après (4.19), on peut remarquer
que la fonction φ¨m est positive sur [0,+∞[, et donc φm est convexe sur [0,+∞[. Par
conséquent, la fonction h1 est convexe sur [0,+∞[N .
D’autre part, pour tout m ∈ {1, . . . ,M}, d’après (4.20), la fonction ψ¨m est négative sur
[0,+∞[, et donc ψm est concave sur [0,+∞[. Par conséquent, la fonction h1 est concave
sur [0,+∞[N .
Ainsi, la fonction h est une diﬀérence de fonctions convexes sur [0,+∞[N . Dans la
proposition suivante, nous allons étudier plus en détails la courbure de la fonction χm.
Proposition 4.3. Soit m ∈ {1, . . . ,M}. Posons
y(m)max =
1
α(m)
(
2
(
α(m)z(m) + β(m)
α(m)
)2
− β(m)
)
, (4.23)
où α(m), β(m) sont définis dans (4.10) et z(m) correspond au m-ème élément de l’image
observée z définie par (4.11). La fonction χm définie par (4.17) est convexe sur [0, y(m)max] et
concave sur ]y(m)max,+∞[.
Démonstration. Soit m ∈ {1, . . . ,M}. D’après (4.22), la dérivée seconde de χm est donnée
par
(∀y ∈ [0,+∞[) χ¨m(y) = 2(α
(m)z(m) + β(m))2 − (α(m))2(α(m)y + β(m))
2(α(m)y + β(m))3
.
La fonction χm est donc convexe pour tout y ∈ [0,+∞[ satisfaisant χ¨m(y) > 0, ce qui est
équivalent à
2
(
α(m)z(m) + β(m)
α(m)
)2
> α(m)y + β(m).
Cette inégalité est vériﬁée lorsque y 6 y(m)max.
Constantes de Lipschitz. Comme nous l’avons vu dans les chapitres précédents, une
propriété intéressante permettant de construire des algorithmes d’optimisation est la pro-
priété de gradient Lipschitz. C’est ce que nous allons étudier dans ce paragraphe.
Proposition 4.4. Soit m ∈ {1, . . . ,M}. La dérivée χ˙m donnée par (4.21) de χm est une
fonction µ(m)-Lipschitzienne sur [0,+∞[, où µ(m) est donnée par
µ(m) = max
{
1
(βm))2
(
(α(m)z(m) + β(m))2
β(m)
− (α
(m))2
2
)
,
1
2
(α(m))6
27(α(m)z(m) + β(m))4
}
. (4.24)
La démonstration de cette proposition est donnée dans l’annexe 4.A. On peut en déduire
la constante de Lipschitz du gradient de la fonction d’attache aux données h :
Proposition 4.5. La fonction h est de gradient Lipschitz, de constante
L = ‖H⊤Diag(µ)H‖, (4.25)
où µ = (µ(m))16m6M , avec, pour tout m ∈ {1, . . . ,M}, µ(m) la constante donnée par (4.24).
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4.3 Application de l’algorithme explicite-implicite
à métrique variable
4.3.1 Problème d’optimisation
Dans cette section, nous considérons un problème inverse où une version dégradée
z = (z(m))16m6M d’une image originale x ∈ [0,+∞[N est observée suivant le modèle (4.10)-
(4.11), où H ∈ [0,+∞[M . Notre objectif est de produire une extimation x̂ ∈ [0,+∞[N de
l’image originale x à partir des données observées z.
Comme nous l’avons vu dans la proposition 4.2, x peut être estimée en résolvant le
problème de minimisation (4.13). Ce problème faisant intervenir la fonction diﬀérentiable
non convexe h déﬁnie par (4.18), nous proposons une solution utilisant l’algorithme 3.1
explicite-implicite à métrique variable.
Remarque 4.2.
D’après le théorème 3.1, afin d’assurer la convergence de l’algorithme 3.1 (ou de sa version
inexacte donnée par l’algorithme 3.2), la fonction
(∀x ∈ RN) f(x) = h1(x) + h2(x) + g(x), (4.26)
où h1, h2 sont définies par (4.14), doit satisfaire l’inégalité de Kurdyka-Łojasiewicz donnée
dans la définition 2.20. Comme indiqué dans la remarque 2.11, ce n’est pas le cas de la
fonction logarithme. Nous remplacerons donc, pour tout m ∈ {1, . . . ,M}, la fonction ψm
donnée dans (4.16) par la fonction
(∀y ∈ [0,+∞[) ψ̂m(y) = 12 l̂og(α
(m)y + β(m)). (4.27)
Dans l’équation (4.27), l̂og est une approximation semi-algébrique du logarithme définie
sur ]0,+∞[, qui, comme la fonction originale, est concave et de gradient Lipschitz sur tout
intervalle [β,+∞[, avec β ∈]0,+∞[. Ce type d’approximation est souvent utilisée pour
l’implémentation numérique de la fonction logarithme [Dahlquist et Bjorck, 2003, Chap.4].
Ainsi, la fonction h sera la somme de la fonction h1 définie dans (4.14) et de la fonction
(∀x ∈ [0,+∞[N) ĥ2(x) =
M∑
m=1
ψ̂m([Hx](m)). (4.28)
D’autre part, nous considérons une fonction de pénalisation hybride, composée de deux
termes g = g1 + g2. Pour le premier terme, aﬁn de contraindre la dynamique de l’image
originale x, nous déﬁnissons
(∀x ∈ RN) g1(x) = ι[xmin,xmax]N (x), (4.29)
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où xmin ∈ [0,+∞[ et xmax ∈]xmin,+∞[ sont, respectivement, les valeurs minimales et maxi-
males des composantes de x. Le second terme sera choisi, dans un premier exemple de
simulation, comme étant une régularisation de type NLTV [Gilboa et Osher, 2008], puis
dans un second exemple nous considèrerons une régularisation parcimonieuse dans une
approche de type trame à l’analyse [Chaâri et al., 2009; Elad et al., 2007; Pustelnik et al.,
2012]. Comme nous l’avons vu dans la section 2.2.4.2, ces deux termes de régularisation
s’écrivent
(∀x ∈ RN) g2(x) =
J∑
j=1
g2,j(Fjx), (4.30)
où, pour tout j ∈ {1, . . . , J}, g2,j est une fonction semi-algébrique et Fj correspond soit à
l’opérateur de gradient non local intervenant dans la NLTV, soit à un opérateur de trame
ajusté. Ainsi, dans les deux cas, l’hypothèse 3.1 et l’inégalité de KL sont bien vériﬁées.
4.3.2 Construction de la majorante
L’accélération des algorithmes 3.1 et 3.2 repose sur l’utilisation de majorantes quadra-
tique approximant la fonction h autour de l’itérée courante, et dont les matrices de courbure
(Ak(xk))k∈N sont simples à implémenter. Dans cette section, nous proposons une technique
de majoration qui combine des stratégies proposées dans [Hunter et Lange, 2004] et [Er-
dogan et Fessler, 1999], aﬁn de construire des matrices diagonales (Ak(xk))k∈N satisfaisant
l’hypothèse 3.2.
Comme nous l’avons remarqué dans la section 4.2.2, sur son domaine de déﬁnition, h
est la somme d’une fonction convexe h1 déﬁnie par (4.14) et d’une fonction concave ĥ2
déﬁnie par (4.28). Nous allons majorer ces deux termes séparément.
Pour tout k ∈ N, soit xk la k-ème itérée générée par l’algorithme 3.2. Une fonction
majorant ĥ2 sur [0,+∞[N en xk est
(∀x ∈ RN) q2(x, xk) = ĥ2(xk) +
〈
x− xk,∇ĥ2(xk)
〉
, (4.31)
où ∇ĥ2(xk) désigne le gradient de ĥ2 en xk.
Le lemme suivant nous permet de construire une majorante quadratique de la fonction
h1 en xk. Pour cela, nous avons besoin de déﬁnir, dans un premier temps, la fonction
multivaluée
Ω: [0,+∞[M→ RM : (y(m))16m6M 7→
(
ωm(y(m))
)
16m6M
,
où, pour tout m ∈ {1, . . . ,M},
(∀y ∈ [0,+∞[) ωm(y) =
φ¨m(0), si y = 0,2 φm(0)−φm(y)+yφ˙m(y)
y2
, si y > 0,
(4.32)
et φm est déﬁnie par (4.15).
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Lemme 4.2. Soit h1 définie par (4.14) où H =
(
H(m,n)
)
16m6M,16n6N
∈ [0,+∞[M×N . Pour
tout k ∈ N, on pose
Ak(xk) = Diag
(
P⊤Ω(Hxk)
)
+ ε IN , (4.33)
où ε ∈ [0,+∞[ et P =
(
P(m,n)
)
16m6M,16n6N
est la matrice dont les éléments sont donnés
par
(∀m ∈ {1, . . . ,M})(∀n ∈ {1, . . . , N}) P(m,n) = H(m,n)
N∑
p=1
H(m,p). (4.34)
La fonction q1 définie par
(∀x ∈ RN) q1(x, xk) = h1(xk) + 〈x− xk,∇h1(xk)〉+ 12‖x− xk‖
2
Ak(xk)
, (4.35)
est alors une majorante quadratique de h1 sur [0,+∞[N en xk.
Démonstration. Pour tout m ∈ {1, . . . ,M}, φm est convexe et inﬁniment dérivable sur
[0,+∞[. On pose
(∀(x, x′) ∈ [0,+∞[2)
ρm(x, x′) = φm(x′) + (x − x′)φ˙m(x′) + 12ωm(x
′) (x − x′)2, (4.36)
où les fonctions φ˙m et ωm sont déﬁnies, respectivement, par (4.15) et (4.32).
Si α(m) = 0, alors φm est une fonction quadratique et on a
(∀(x, x′) ∈ [0,+∞[2) φm(x) = ρm(x, x′).
Supposons maintenant que α(m) ∈]0,+∞[. La dérivée troisième de φm est donnée par
(∀x ∈ [0,+∞[) ...φm(x) = −3α(m)
(α(m)z(m) + β(m))2
(α(m)x + β(m))4
,
et est strictement négative. Il apparaît alors que φ˙m est une fonction strictement concave
sur [0,+∞[. En utilisant une version simpliﬁée de la démonstration donnée dans [Erdogan
et Fessler, 1999, Annexe B], nous allons démontrer la positivité de la fonction ρm(·, x′)−φm
sur [0,+∞[, pour tout x′ ∈]0,+∞[. La dérivée seconde de cette dernière fonction est donnée
par
(∀x ∈ [0,+∞[) ρ¨m(x, x′)− φ¨m(x) = ωm(x′)− φ¨m(x). (4.37)
De plus, d’après la formule de Taylor de second ordre, il existe x˜ ∈]0, x′[ tel que
φm(0) = φm(x′)− x′φ˙m(x′) + 12 x
′2 φ¨m(x˜).
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Ainsi, en utilisant les équations (4.32) et (4.37), on obtient
(∀x ∈ [0,+∞[) ρ¨m(x, x′)− φ¨m(x) = φ¨m(x˜)− φ¨m(x). (4.38)
Or, puisque
...
φm est strictement négative, φ¨m est strictement décroissante, et (4.38) implique
que ρ˙m(·, x′)−φ˙m est d’abord strictement décroissante sur ]0, u˜[, puis strictement croissante
sur ]u˜,+∞[. D’une part, (4.32) et (4.36) nous donnent ρm(x′, u′)− φm(u′) = 0,ρm(0, u′)− φm(0) = 0. (4.39)
Ainsi, d’après le théorème des valeurs intermédiaires, il existe x∗ ∈]0, x′[ tel que ρ˙m(x∗, x′)−
φ˙m(x∗) = 0. D’autre part, d’après l’équation (4.36), on a
ρ˙m(x′, x′)− φ˙m(x′) = 0.
Par conséquent, par monotonie de la fonction ρ˙m(·, x′) − ρ˙(m)1 , on peut déduire que x∗ est
l’unique zéro de cette fonction sur ]0, u′[, et
ρ˙m(x, x′)− φ˙m(x′) > 0, ∀x ∈ [0, x∗[,
ρ˙m(x, x′)− φ˙m(x′) < 0, ∀x ∈]x∗, x′[,
ρ˙m(x, x′)− φ˙m(x′) > 0, ∀x ∈]x′,+∞[.
(4.40)
L’équation (4.40) implique que ρm(·, x′)−φm(·) est strictement croissante sur [0, x∗[, stricte-
ment décroissante sur ]x∗, x′[ et strictement croissante sur ]x′,+∞[. Par conséquent, d’après
(4.39),
(∀(x, x′) ∈ [0,+∞[×]0,+∞[) φm(x) 6 ρm(x, x′). (4.41)
De plus, d’après l’expression de φ¨m dans (4.19), on peut en déduire qu’elle est maximale
en zéro, et les équations (4.32) et (4.36) montrent que
(∀x ∈ [0,+∞[) φm(x) 6 ρm(x, 0). (4.42)
Ainsi, en combinant les équations (4.41) et (4.42), on obtient
(∀(x, x′) ∈ [0,+∞[2) φm(x) 6 ρm(x, x′), (4.43)
qui, comme nous l’avons souligné précédemment, reste satisfaite lorsque α(m) = 0.
La majoration donnée dans (4.43) implique que, pour tout k ∈ N,
(∀x ∈ [0,+∞[N) h1(x) 6 h1(xk) + 〈x− xk,∇h1(xk)〉
+
1
2
〈
Hx−Hxk,Diag
(
Ω(Hxk)
)
(Hx−Hxk)
〉
.
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On déﬁnit la matrice (Λ(m,n))16m6M,16n6N ∈ [0,+∞[M×N telle que
(∀(m,n) ∈ {1, . . . ,M} × {1, . . . , N}) Λ(m,n) =

0, si H(m,n) = 0,
H(m,n)∑N
p=1 H
(m,p)
, si H(m,n) > 0.
D’après l’inégalité de Jensen et (4.34), pour tout m ∈ {1, . . . ,M} et pour tout x ∈
[0,+∞[N , (
[Λ(m,1), . . . ,Λ(m,N)](x− xk)
)2
6
N∑
n=1
Λ(m,n)
(
x(n) − x(n)k
)2
,
ce qui est équivalent à(
[H(m,1), . . . ,H(m,N)](x− xk)
)2
6
N∑
n=1
P(m,n)
(
x(n) − x(n)k
)2
.
Puisque la convexité de φm, pour tout m ∈ {1, . . . ,M}, implique la positivité de ω(m) sur
[0,+∞[, on peut en déduire que〈
Hx−Hxk,Diag
(
Ω(Hxk)
)
(Hx−Hxk)
〉
6
〈
x− xk,Diag
(
P⊤Ω(Hxk)
)
(x− xk)
〉
.
La fonction q1(·, xk) déﬁnie par (4.35) est donc une majorante quadratique de h1 sur
[0,+∞[N en xk.
Nous pouvons donc déduire de l’équation (4.31) et du lemme 4.2 que l’hypothèse 3.2(i)
est satisfaite pour q = q1 + q2.
Notons que, pour tout m ∈ {1, . . . ,M}, la dérivée de ωm en x′ ∈]0,+∞[ est donnée par
ω˙m(x
′) = 2
x′2φ¨m(x
′)− 2
(
φm(0)− φm(x′) + x′φ˙m(x′)
)
x′3
= 2
φ¨m(x
′)− φ¨m(x˜)
x′
,
où x˜ ∈]0, x′[. Or, la dérivée troisième de φm étant négative, ωm est une fonction po-
sitive strictement décroissante. De plus, d’après l’expression de la fonction g, dom g =
[xmin, xmax]
N , donc son image
{
Hx
∣∣∣ x ∈ dom g} est un ensemble compact. Ainsi, pour tout
m ∈ {1, . . . ,M} et pour tout x = (x(m))16m6M , la fonction x(m) 7→ ωm([Hx](m)) admet un
minimum noté ωm > 0 sur dom g. Ainsi, l’hypothèse 3.2(ii) est satisfaite pour les matrices
(Ak(xk))k∈N déﬁnies par (4.33) avec
ν = ε+ min
16n6N
∑M
m=1 P
(m,n) ωm,
ν = ε+ max
16n6N
∑M
m=1 P
(m,n) φ¨m(0).
(4.44)
Remarque 4.3.
Si aucune des colonnes de la matrice H n’est nulle, nous pouvons choisir ε = 0 dans
l’équation (4.44). Dans le cas contraire, il faut choisir ε > 0.
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4.3.3 Implémentation de l’étape proximale
Dans la section suivante nous donnerons deux exemples de simulations pour lesquelles,
comme nous l’avons indiqué, nous utiliserons deux régularisations diﬀérentes. La première
sera une régularisation NLTV et l’autre une régularisation de type trame à l’analyse. Dans
les deux cas, à chaque itération k ∈ N, il nous faut calculer la variable yk de l’algorithme 3.1
correspondant à l’opérateur proximal de la fonction g au point x˜k = xk − γkAk(xk)∇h(xk),
relativement à la métrique induite par γ−1k Ak(xk), i.e.
yk = argmin
x∈RN
{ J∑
j=1
g2,j(Fjx) + ι[xmin,xmax]N (x) +
1
2
‖x− x˜k‖2γ−1
k
Ak(xk)
}
. (4.45)
En raison de la présence des opérateurs linéaires (Fj)16j6J , il n’est pas possible d’obtenir
une expression explicite de yk. Cependant, dans le chapitre 3, nous avons montré que
la convergence de l’algorithme 3.1 reste assurée lorsque l’opérateur proximal est calculé
de façon approchée. Ainsi, nous calculerons (4.45) à l’aide de sous-itérations. Pour cela,
remarquons que l’équation (4.45) est équivalente à
yk = γ
1/2
k Ak(xk)
−1/2argmin
x∈RN
{
1
2
‖x− γ−1/2k Ak(xk)1/2x˜k‖2
+ γ
1/2
k
J∑
j=1
g2,j(FjAk(xk)
−1/2x) + ι[xmin,xmax]N (γ
1/2
k Ak(xk)
−1/2x)
}
.
Il existe divers algorithmes permettant de résoudre ce problème d’optimisation. Les résul-
tats numériques présentés dans la section suivante ont été obtenus en utilisant l’algorithme
explicite-implicite dual de [Combettes et al., 2011].
4.4 Résultats de simulation
Nous allons maintenant évaluer les performances de notre algorithme sur deux exemples
de simulations. Dans le premier exemple, nous traiterons une application en restauration
d’image et, dans le second exemple, une application en reconstruction d’image en tomo-
graphie.
4.4.1 Restauration d’image
Dans le premier scénario considéré, l’image originale x correspond à l’image standard
Peppers de taille 256×256 (http://sipi.usc.edu/database/). Cette image est dégradée
par un opérateur de ﬂou H dont le noyau correspond à un ﬂou gaussien d’écart type 1 et
de taille 7× 7. De plus, l’image résultante Hx est bruitée par un bruit gaussien dépendant
du signal tel que décrit par le modèle (4.11) où, pour tout m ∈ {1, . . . ,M}, α(m) = 0.5 et
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β(m) = 1. Dans ce cas, xmin = 0, xmax = 255, et la constante de Lipschitz de ∇h est égale à
L = 18668.
Dans cette application, on considère comme terme de régularisation la NLTV [Gilboa et
Osher, 2008] (voir aussi le paragraphe sur la TV dans la section 2.2.4.2). Ainsi, la fonction
g2 est donnée par (4.30) avec J = N et
(∀n ∈ {1, . . . , N})(∀x ∈ RN)
g2,n(x) = θℓ2(Fnx),Fn = [ω(1)n F(1)n , . . . , ω(Jn)n F(Jn)n ]⊤, (4.46)
où θ ∈]0,+∞[ est choisi de façon à maximiser le RSB entre x et x̂ déﬁni par (2.20),
(ω(j)n )16j6Jn ∈ RJn sont des poids déterminés par un prétraitement [Bresson, 2009; Jezierska
et al., 2013], Jn détermine le nombre de voisins non locaux considérées au n-ème pixel, et
ℓ2 correspond à la norme euclidienne.
La ﬁgure 4.2(a) représente l’image originale et la ﬁgure 4.2(b) l’image dégradée cor-
respondant au modèle décrit ci-dessus, dont le RSB est de 21.85 dB. Nous présentons en
ﬁgure 4.2(c) l’image restaurée en utilisant la méthode proposée. Le RSB est égal à 27.11
dB.
Aﬁn de montrer l’intérêt d’utiliser une métrique variable, nous proposons de comparer
l’algorithme 3.1 avec sa version non préconditionnée donnée par l’algorithme 2.4 et une ver-
sion visant à l’accélérer appelée FISTA (Fast Iterative Shrinkage-Thresholding Algorithm)
développée par [Beck et Teboulle, 2009]. Notons que, bien que peu de résultats théoriques
existent concernant la convergence de FISTA dans le cadre non convexe, nous n’avons pas
observé de divergence de l’algorithme lors de nos simulations. Pour les algorithmes 3.1 et
2.4 nous avons choisi λk ≡ 1, et deux valeurs du pas (γk)k∈N ont été testées : γk ≡ 1
et γk ≡ 1.9. Remarquons que pour ces valeurs de (λk)k∈N et (γk)k∈N, l’hypothèse 3.3 est
satisfaite. De plus, d’après la remarque 3.4(ii), l’hypothèse 3.4 est aussi vériﬁée.
La ﬁgure 4.3 illustre les variations de
(
f(xk) − f∗
)
k
et
(
‖xk − x̂‖
)
k
en fonction du
temps de calcul, obtenues par les algorithmes 3.1, 2.4 et FISTA, pour des tests réalisés sur
une machine Intel(R) Xeon(R) CPU X5570 cadencé à 2.93GHz, implémenté à l’aide de
Matlab 7. La solution optimale x̂ a été calculée au préalable, pour chacun des algorithmes,
avec un grand nombre d’itérations. D’autre part, f∗ représente le minimum des (possibles)
diﬀérentes valeurs f(x̂) obtenues pour chaque algorithme. Nous pouvons remarquer que
notre méthode est la plus rapide dans cet exemple, autant pour la convergence du critère
que pour la convergence des itérées.
4.4.2 Reconstruction d’image
Dans ce second scénario, x correspond à une coupe du fantôme Zubal [Zubal et al.,
1994] de dimension 128 × 128, et H modélise M = 16384 projections parallèles à partir
d’acquisitions de 128 lignes et 128 angles. Ce type de modèle se rencontre, par exemple, en
tomographie par rayons X [Slaney et Kak, 1988]. Le vecteur Hx est ensuite bruité par un
bruit gaussien dépendant du signal d’après le modèle (4.11) où, pour tout m ∈ {1, . . . ,M},
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(a) (b) (c)
Figure 4.2 – Restauration : (a) Image originale Peppers. (b) Image dégradée par un
bruit gaussien dépendant du signal, RSB=21.85 dB. (c) Image reconstruite par la méthode
proposée, RSB=27.11 dB.
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Figure 4.3 – Restauration : Comparaison de la vitesse de convergence de l’algo-
rithme 3.1 explicite-implicite à métrique variable avec γk ≡ 1 (lignes fines continues) et
γk ≡ 1.9 (lignes épaisses continues), de l’algorithme 2.4 explicite-implicite avec γk ≡ 1
(lignes fines discontinues) et γk ≡ 1.9 (lignes épaisses discontinues), et de FISTA (lignes
pointillés).
α(m) = 0.01 et β(m) = 0.1. Dans cette conﬁguration, xmin = 0, xmax = 1, et la constante de
Lipschitz de ∇h est égale à L = 6.0× 106.
Nous utilisons une approche à l’analyse pour le terme de régularisation g2 donné par
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(4.30) avec
(∀j ∈ {1, . . . , j})
g2,j = θ
(j)| · |,
Fj = [W·](j),
(4.47)
où (θ(j))16j6J ∈]0,+∞[J et W correspond à une transformation redondante en ondelettes
de Daubechies d’ordre 8 sur 3 niveaux de résolution. Cette décomposition correspond à une
trame à l’analyse ajustée (tight frame) de constante égale à 64. Les paramètres (θ(j))16j6J
sont choisis de façon à maximiser le RSB entre x et x̂.
La ﬁgure 4.4(a) représente l’image originale, (b) les projections bruités correspondantes,
(c) l’image reconstruite par la méthode standard de rétro-projection ﬁltrée [Slaney et Kak,
1988], et (d) l’image reconstruite par la méthode proposée.
Comme dans l’exemple précédent, nous comparons la vitesse de convergence de la mé-
thode que nous proposons, donnée par l’algorithme 3.1, avec sa version non précondition-
née, donnée dans l’algorithme 2.4, ainsi qu’avec FISTA. Nous choisissons le paramètre de
relaxation λk égal à 1 pour tout k ∈ N, et nous testons deux valeurs diﬀérentes pour le pas
γk : γk ≡ 1 et γk ≡ 1.9.
La ﬁgure 4.5 illustre les variations de
(
f(xk)−f∗
)
k
et
(
‖xk−x̂‖
)
k
en fonction du temps de
calcul, en utilisant les trois algorithmes. Les solutions optimales x̂ et f∗ sont calculées de la
même façon que dans la section précédente. Dans cet exemple, nous pouvons observer que
FISTA et l’algorithme 2.4 ont des comportements similaires. Cependant, contrairement
à l’exemple précédent, le choix du pas (γk)k∈N inﬂue de façon sensible sur la vitesse de
convergence des algorithmes 3.1 et 2.4. Prendre (γk)k∈N le plus proche possible de sa borne
supérieure permet ici d’accélérer la convergence des critères et des itérées.
4.5 Conclusion
Dans ce chapitre nous nous sommes intéressés à la restauration d’une image dégradée
par un bruit gaussien dépendant du signal. Pour cela nous avons étudié dans un premier
temps les propriétés du terme d’attache aux données issu du MAP associé à ce modèle
de bruit. En particulier, nous avons démontré la non-convexité et le caractère gradient
Lipschitz de ce critère.
Dans un deuxième temps, nous avons traité deux exemples applicatifs en traitement
des images. Le premier était une application en restauration et le second un problème
de reconstruction en tomographie. Dans les deux cas, les images étaient dégradées par
un opérateur linéaire puis bruitées par un bruit gaussien dépendant. Nous avons utilisé
l’algorithme 3.1 explicite-implicite à métrique variable proposé dans le chapitre 3 pour
trouver des solutions de ces problèmes inverses. Des simulations ont montré que notre
algorithme se compare très favorablement à l’algorithme explicite-implicite usuel et à ses
formes accélérées telles que FISTA. En eﬀet, nous avons vu que l’utilisation d’une métrique
variable permet d’accélérer fortement la convergence du critère et des itérées.
90
4.5. Conclusion
(a) (b)
(c) (d)
Figure 4.4 – Reconstruction : (a) Image originale Zubal. (b) Image dégradée par
un bruit gaussien dépendant du signal. (c) Image reconstruite par rétro-projection filtrée,
RSB=7 dB. (d) Image reconstruite par la méthode proposée, RSB=18.9 dB.
Dans le chapitre 5, nous proposerons de combiner cette méthode d’accélération à une
méthode de minimisation par bloc aﬁn de réduire le coût de calcul par itération lorsque
l’on traite des données de grande taille.
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Figure 4.5 – Reconstruction : Comparaison de la vitesse de convergence de l’algo-
rithme 3.1 explicite-implicite à métrique variable avec γk ≡ 1 (lignes fines continues) et
γk ≡ 1.9 (lignes épaisses continues), de l’algorithme 2.4 explicite-implicite avec γk ≡ 1
(lignes fines discontinues) et γk ≡ 1.9 (lignes épaisses discontinues), et de FISTA (lignes
pointillés).
4.A Démonstration de la proposition 4.4
Soit m ∈ {1, . . . ,M}. Rappelons que la constante de Lipschitz de χ˙m sur [0,+∞[ est
déﬁnie par
µ(m) = sup
y∈[0,+∞[
|χ¨m(y)|.
Or, d’après la proposition 4.3, la fonction χm est convexe sur [0, y(m)max] et concave sur
]y(m)max,+∞[. Par conséquent, sa dérivée seconde vériﬁe χ¨m(y) > 0 pour tout y ∈ [0, y(m)max],
et χ¨m(y) 6 0 pour tout y ∈]y(m)max,+∞[. Ainsi, on a
µ(m) = max{µ(m)1 , µ(m)2 }, (4.48)
où µ(m)1 (resp. µ
(m)
2 ) est la constante de Lipschitz de χ˙m sur [0, y
(m)
max[ (resp. sur ]y
(m)
max,+∞[) :
µ
(m)
1 = sup
y∈[0,y
(m)
max[
χ¨m(y)
µ
(m)
2 = sup
y∈]y
(m)
max,+∞[
−χ¨m(y) = − inf
y∈]y
(m)
max,+∞[
χ¨m(y).
Nous allons donc étudier les variations de la fonction y ∈ [0,+∞[ 7→ χ¨m(y). La dérivée
de χ¨m est donnée par
(∀y ∈ [0,+∞[) ...χm(y) = −3α(m) (α
(m)z(m) + β(m))2
(α(m)y + β(m))4
+
(
α(m)
α(m)y + β(m)
)3
.
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On peut donc en déduire que la fonction y ∈ [0,+∞[ 7→ χ¨m(y) est décroissante sur
[
0, θ(m)
]
,
et croissante sur
[
θ(m),+∞
[
, avec
θ(m) =
1
α(m)
(
3
(
α(m)z(m) + β(m)
α(m)
)2
− β(m)
)
. (4.49)
.
(i) Remarquons d’une part que
χ¨m(0) =
1
(βm))2
(
(α(m)z(m) + β(m))2
β(m)
− (α
(m))2
2
)
limy→+∞ χ¨m(y) = 0.
Donc la borne supérieure de χ¨m sur [0,+∞] (et donc sur [0, y(m)max]) est atteinte en 0,
et on a alors
µ
(m)
1 = χ¨m(0) =
1
(βm))2
(
(α(m)z(m) + β(m))2
β(m)
− (α
(m))2
2
)
. (4.50)
(ii) D’autre part, remarquons que θ(m) > y(m)max. Ainsi, la borne inférieure de χ¨m est
atteinte en θ(m), et, d’après (4.22), on a alors
µ
(m)
2 = −χ¨m(θ(m))
= −2(α
(m)z(m) + β(m))2 − (α(m))2(α(m)θ(m) + β(m))
2(α(m)θ(m) + β(m))3
.
Or, d’après (4.49), on a
α(m)θ(m) + β(m) = 3
(
α(m)z(m) + β(m)
α(m)
)2
.
En combinant les deux dernières équations, on obtient
µ
(m)
2 =
3(α(m)z(m) + β(m))2 − 2(α(m)z(m) + β(m))2
2
(
3
(α(m)z(m) + β(m)
α(m)
)2)3
=
1
2
(α(m))6
27(α(m)z(m) + β(m))4
.
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Chapitre 5. Algorithme explicite-implicite à métrique variable alterné par bloc
5.1 Introduction
Dans ce chapitre, nous considérons un problème d’optimisation consistant à minimiser
un critère f : RN →]−∞,+∞] qui peut s’écrire comme la somme d’une fonction h diﬀéren-
tiable de gradient Lipschitz et d’une fonction g séparable par bloc et non nécessairement
lisse (voir la section 2.3.3.2).
L’hypothèse de séparabilité suggère l’utilisation d’une stratégie d’optimisation alternée,
où à chaque itération, un seul bloc est mis à jour tandis que les autres restent inchangés. Ce
type de stratégie permet de réduire le coût de calcul par itération. La plus simple d’entre
elles est l’algorithme de minimisation alternée par bloc (Block Coordinate Descent (BCD)
algorithm) qui minimise, à chaque itération, de façon exacte la fonction f par rapport à
un bloc donné [Bertsekas, 1999; Luenberger, 1973; Ortega et Rheinboldt, 1970; Zangwill,
1969]. Une autre méthode pouvant être utilisée est la version proximale de l’algorithme
BCD, introduite par [Auslender, 1992], qui, à chaque itération, eﬀectue une étape proximale
sur la fonction f relativement à un bloc donné. Cependant, aucune de ces deux méthode
ne permet d’exploiter la propriété de gradient Lipschitz de h. Une méthode pouvant en
tirer parti est l’algorithme explicite-implicite alterné par bloc (Block Coordinate Forward-
Backward (BC-FB) algorithm [Luo et Tseng, 1992a,b]). Notons que la convergence dans le
cas où f n’est pas nécessairement convexe n’a été démontrée que pour l’algorithme proximal
alterné par bloc et pour l’algorithme BC-FB (voir [Attouch et al., 2010a, 2011] et [Bolte
et al., 2013; Xu et Yin, 2013] lorsque f satisfait l’inégalité de KL).
Dans ce chapitre nous nous intéressons plus particulièrement au troisième algorithme.
Nous avons vu dans le chapitre 4 que l’utilisation d’une métrique variable permet d’ac-
célérer la vitesse de convergence de l’algorithme explicite-implicite. Nous nous proposons
d’étendre cette technique d’accélération au cas de l’algorithme BC-FB. Nous analyserons la
convergence de cette méthode (ainsi que de sa version inexacte) dans le cas où la fonction
f n’est pas nécessairement convexe.
Le reste du chapitre est organisé comme suit : nous formalisons le problème étudié et
introduisons nos notations dans la section 5.2. Puis nous dressons, dans la section 5.3, un
état de l’art des méthodes alternées par bloc aﬁn de situer notre travail. Dans la section 5.4
nous proposons des versions exacte et inexacte de l’algorithme explicite-implicite à métrique
variable alterné par bloc. Nous étudions leurs propriétés de convergence et de vitesse de
convergence dans la section 5.5. Une conclusion sera fournie dans la section 5.6. Dans le
chapitre 6 nous donnerons des exemples applicatifs de cet algorithme aﬁn d’en illustrer son
intérêt pratique.
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5.2 Problème de minimisation
Dans ce chapitre, nous nous intéressons au problème d’optimisation suivant :
trouver x̂ ∈ Argmin
x∈RN
(f(x) = h(x) + g(x)), (5.1)
où f : RN →]−∞,+∞] est une fonction coercive, h est une fonction diﬀérentiable et g est
une fonction propre, semi-continue inférieurement et séparable par bloc. De façon formelle,
on notera (Jj)16j6J une partition de {1, . . . , N} formée de J > 2 sous-ensembles, et, pour
tout j ∈ {1, . . . , J}, Nj 6= 0 désignera le cardinal de Jj. Tout vecteur x = (x(n))16n6N ∈ RN
peut alors se décomposer par blocs :
x =
(
x(j)
)
16j6J
∈ RN1 × . . .× RNJ , (5.2)
où, pour tout j ∈ {1, . . . , J}, x(j) =
(
x(n)
)
n∈Jj
∈ RNj et l’hypothèse de séparabilité sur g
s’écrit
(∀x ∈ RN) g(x) :=
J∑
j=1
gj(x
(j)), (5.3)
où, pour tout j ∈ {1, . . . , J}, gj : RNj →]−∞,+∞].
Dans le reste de ce chapitre, nous utiliserons les notations suivantes. Pour tout j ∈
{1, . . . , J}, on notera  l’ensemble complémentaire de {j} dans {1, . . . , J}, i.e.  := {1, . . . , J}\
{j}. Ainsi, pour tout x ∈ RN , x() :=
(
x(1), . . . , x(j−1), x(j+1), . . . , x(J)
)
. De plus, pour tout
x() ∈×i∈RNi , la fonction hj(·, x()) : RNj → R désignera la fonction h restreinte au j-ème
bloc, en x(), déﬁnie par
(∀y ∈ RNj) hj(y, x()) := h(x(1), . . . , x(j−1), y, x(j+1), . . . , x(J)). (5.4)
Dans la suite, pour tout x ∈ RN et j ∈ {1, . . . , J}, on notera ∇jh(x) ∈ RNj le gradient
partiel de h par rapport à x(j) calculé en x.
Le principe des méthodes alternées par blocs réside en la mise à jour de façon alternée
au cours des itérations de chacun des blocs (x(j))16j6J . Plus précisément, à chaque itération
k ∈ N de l’algorithme, un indice jk ∈ {1, . . . , J} est sélectionné : le bloc x(jk) est alors mis
à jour, tandis que tous les autres blocs x(k) restent inchangés. Les principales règles de
sélection des blocs sont données dans la déﬁnition suivante :
Définition 5.1.
Soit (jk)k∈N la suite d’indices des blocs mis à jour au cours des itérations k ∈ N.
(i) Les blocs sont mis à jour selon une règle cyclique si
(∀k ∈ N) jk − 1 = k mod (J). (5.5)
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(ii) Les blocs sont mis à jour selon une règle essentiellement cyclique s’il existe une
constante K > J telle que,
(∀k ∈ N) {1, . . . , j} ⊂ {jk, . . . , jk+K−1}. (5.6)
(iii) Les blocs sont mis à jour selon une règle aléatoire uniforme si, pour tout k ∈ N, jk
est une réalisation d’une variable aléatoire suivant une loi uniforme sur {1, . . . , J}.
La règle quasi-cyclique donnée par la déﬁnition 5.1(ii) a été introduite par [Luo et
Tseng, 1992a] et utilisée sous le nom de règle essentiellement cyclique dans [Tseng, 2001]
pour la mise à jour des blocs de l’algorithme BC-FB. Elle peut être interprétée de la façon
suivante : les blocs peuvent être mis à jour dans un ordre arbitraire à partir du moment où
ils sont tous mis à jour au moins une fois sur un nombre ﬁni d’itérations. En particulier,
sous l’hypothèse de mise à jour essentiellement cyclique, les blocs peuvent être sélectionnés
suivant un ordre arbitraire changeant toutes les K itérations. Ainsi, on comprend que la
règle cyclique donnée par (i) est un cas particulier de la règle (ii).
En outre, pour toute itération k ∈ N et pour tout indice de bloc j ∈ {1, . . . , J}, on
notera
lk,j = min
{
l ∈ {0, . . . , K − 1} | jk+l = j}, (5.7)
la première fois où le j-ème bloc est mis à jour après la k-ème itération. Par exemple,
lorsque la règle cyclique est utilisée, on a lk,j = j mod (J). Nous allons de plus introduire la
permutation σk : {1, . . . , J} → {1, . . . , J} qui assure que la suite (lk,σk(i))16i6J est croissante.
Ces deux notations seront particulièrement utiles pour nous permettre de manipuler la règle
de mise à jour essentiellement cyclique dans notre analyse de convergence.
5.3 État de l’art
Nous résumons dans cette section les principales méthodes alternées existants dans la
littérature aﬁn de pouvoir situer notre travail et souligner ses avantages par rapport à
celles-ci.
5.3.1 Algorithme de minimisation alternée par bloc
Une approche standard pour résoudre le problème (5.1) est d’utiliser l’algorithme de
minimisation alternée par bloc donné par l’algorithme 5.1.
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Algorithme 5.1 Algorithme de minimisation alternée par bloc
Initialisation : Soit x0 ∈ RN .
Itérations :
Pour k = 0, 1, . . .
soit jk ∈ {1, . . . , J},
x
(jk)
k+1 ∈ Argmin
y∈R
Njk
(
hjk(y, x
(k)
k ) + gjk(y)
)
,
x
(k)
k+1 = x
(k)
k .
Cette méthode peut aussi être vue comme une généralisation de l’algorithme de Gauss-
Seidel permettant de résoudre les systèmes linéaires [Golub et Van Loan, 1996]. Elle est
d’ailleurs désignée dans certains ouvrages comme algorithme non-linéaire de Gauss-Seidel
(nonlinear Gauss-Seidel method [Bertsekas, 1999, Chap.2], [Ortega et Rheinboldt, 1970,
Chap.7]). Dans la plupart des ouvrages de référence tels que [Bertsekas, 1999; Luenberger,
1973; Ortega et Rheinboldt, 1970; Zangwill, 1969], la mise à jour des blocs dans l’algo-
rithme 5.1 se fait selon une règle cyclique (c.f. déﬁnition 5.1(i)). Cependant, l’analyse de
convergence eﬀectuée dans [Tseng, 2001]suppose seulement que les blocs sont mis à jour
selon une règle essentiellement cyclique (c.f. déﬁnition 5.1(ii)). Les résultats de conver-
gence présentés dans [Tseng, 2001] semblent de plus être les plus généraux concernant cet
algorithme. Ils assurent la convergence de la suite (xk)k∈N dès lors que
• la fonction f est quasi-convexe et hemivariée 1 en chaque bloc,
• soit la fonction f est pseudo-convexe 2 sur chaque paire de blocs, soit elle admet au
moins un minimum par rapport à chacun des blocs.
Cependant, comme il est souligné dans [Tseng, 2001], la deuxième hypothèse peut être
contraignante au sens où l’algorithme 5.1 risque de ne pas converger si l’on suppose unique-
ment la convexité de f par rapport à chaque bloc (c.f. [Powell, 1973] pour une illustration).
5.3.2 Algorithme proximal alterné par bloc
Pour pallier les problèmes de convergence rencontrés avec l’algorithme 5.1, une ver-
sion proximale de ce dernier a été introduite par [Auslender, 1992]. Elle est déﬁnie par
l’algorithme 5.2.
1. Une fonction f : D ⊂ RN → R est hemivariée sur un sous-ensemble D0 de D si elle n’est constante
sur aucun segment de D0, i.e. il n’existe pas de couple (x, y) ∈ D20 tel que x 6= y, et, pour tout t ∈ [0, 1],
(1− t)x + ty ∈ D0 et f
(
(1 − t)x + ty) = f(x) [Ortega et Rheinboldt, 1970, Déf. 14.1.1].
2. Une fonction différentiable f : RN → R est pseudo-convexe si, pour tout (x, y) ∈ (RN )2 tel que
〈x − y,∇f(x)〉 > 0, on a f(y) > f(x) [Mangasarian, 1969, Chap. 9.3]. Cette notion peut-être généralisée au
cas où la fonction f n’est pas différentiable en considérant les éléments de son sous-différentiel [Hadjisavvas
et Schaible, 2009].
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Algorithme 5.2 Algorithme proximal alterné par bloc
Initialisation : Soit x0 ∈ RN . Soient, pour tout k ∈ N, γk ∈]0,+∞[ et Ajk(xk) ∈ S+Njk .
Itérations :
Pour k = 0, 1, . . .
soit jk ∈ {1, . . . , J},
x
(jk)
k+1 ∈ proxγ−1
k
Ajk (xk),hjk (·,x
(k)
k
)+gjk
(
x
(jk)
k
)
,
x
(k)
k+1 = x
(k)
k .
La convergence de la suite (xk)k∈N générée par l’algorithme 5.2 vers une solution du
problème (5.1) a été étudiée dans [Auslender, 1992] dans le cas où :
• la fonction h est une fonction diﬀérentiable, de gradient Lipschitz,
• les fonctions (gj)16j6J sont convexes, propres, semi-continues inférieurement,
• pour tout ℓ ∈ N, Ajk(xk) = INjℓ .
Récemment, la convergence vers un point critique de f, des itérées de l’algorithme 5.2 a
été établie dans [Attouch et al., 2010a] dans le cas où les fonctions h et (gj)16j6J ne sont
pas nécessairement convexes et, pour tout k ∈ N, Ajk(xk) = INjk . Ces résultats ont été
généralisés dans [Attouch et al., 2011] pour des matrices (Ajk(xk))k∈N SDP quelconques.
Notons que les études de convergences faites dans [Attouch et al., 2010a, 2011] reposent
sur l’hypothèse que la fonction f satisfait l’inégalité de Kurdyka-Łojasiewicz. Dans les trois
études citées ci-dessus, la mise à jour des indices de blocs (jℓ)ℓ∈N se fait selon la règle
cyclique.
Notons que la convergence de l’algorithme 5.2 a été étudiée dans [Bauschke et al., 2006]
dans le cadre des opérateurs de projection de Bregman, dans le cas où J = 2, h est la
distance de Bregman et g1, g2 sont des fonctions convexes. D’autre part, nous pouvons
remarquer que le célèbre algorithme POCS (Projection Onto Convex Sets - algorithme de
projection sur des ensembles convexes) introduit par [Bregman, 1965] peut être vu comme
un cas particulier de l’algorithme 5.2 lorsque h ≡ 0 et, pour tout j ∈ {1, . . . , J}, gj est une
fonction indicatrice sur un ensemble convexe.
Une des diﬃcultés majeures rencontrées lors de la mise en application de l’algorithme 5.2
est le calcul, à chaque itération k ∈ N, de l’opérateur proximal de la fonction hjk(·, x(k)k ) +
gjk . En eﬀet, même dans le cas où les opérateurs proximaux des fonctions hjk(·, x(k)k ) et gjk
ont des formes simples, rien ne permet d’aﬃrmer que l’opérateur proximal de hjk(·, x(k)k )+
gjk aura une forme explicite. Ainsi, [Attouch et al., 2011] ont proposé une forme inexacte
de l’algorithme 5.2 aﬁn de calculer de façon approchée l’opérateur proximal.
5.3.3 Algorithme explicite-implicite alterné par bloc
Une autre stratégie permettant de pallier la possible diﬃculté rencontrée lors du calcul
des opérateurs proximaux dans l’algorithme 5.2 est de remplacer à chaque itération l’étape
proximale par une étape explicite-implicite (c.f. algorithme 2.4). Les itérées obtenues sont
100
5.4. Méthode proposée
décrites dans l’algorithme 5.3.
Algorithme 5.3 Algorithme explicite-implicite alterné par bloc
Initialisation : Soient x0 ∈ RN et, pour tout k ∈ N, γk ∈]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
soit jk ∈ {1, . . . , J},
x
(jk)
k+1 ∈ proxγkgjk
(
x
(jk)
k − γk∇jkh(xk)
)
,
x
(k)
k+1 = x
(k)
k .
Cette méthode a tout d’abord été proposée par [Censor et Lent, 1987] aﬁn de minimiser
la fonction entropique de Burg sous des contraintes linéaires. Elle a ensuite été généralisée
dans [Luo et Tseng, 1992a,b] au cas où la fonction h est convexe diﬀérentiable de gradient
Lipschitz et les indices (jk)k∈N sont mis à jour selon la règle essentiellement cyclique.
Récemment, une étude de convergence de l’algorithme 5.3 a été menée dans [Combettes
et Pesquet, 2015] dans le cas où h est convexe de gradient Lipschitz, g est convexe, les
blocs sont mis à jour suivant une règle aléatoire, et plusieurs blocs peuvent être mis à jours
simultanément à chaque itération. La suite des itérées générée par l’algorithme 5.3 est alors
une suite de vecteurs aléatoires, et les auteurs en ont démontré la convergence presque sûre
vers un minimiseur de f.
Finalement, les propriétés de convergence de l’algorithme 5.3 ont été étudiées dans
[Xu et Yin, 2013] lorsque h est une fonction diﬀérentiable de gradient Lipschitz, g est
non nécessairement lisse, et les deux fonctions sont convexes par rapport à chaque bloc.
Les auteurs ont démontré que les suites (xk)k∈N générées par l’algorithme 5.3 convergent
vers un point critique de f. Ces résultats de convergence ont été généralisés dans [Bolte
et al., 2013] dans le cas où h et g ne sont pas nécessairement convexes. Dans cet article,
l’algorithme 5.3 est dénommé algorithme Proximal Alternating Linearized Minimization
(PALM). Dans les deux travaux [Bolte et al., 2013; Xu et Yin, 2013], les démonstrations
de convergence reposent sur l’hypothèse que f satisfait l’inégalité de KL, et que les blocs
sont mis à jour selon la règle cyclique.
5.4 Méthode proposée
5.4.1 Algorithme explicite-implicite à métrique variable alterné
par bloc
Comme nous l’avons vu dans le chapitre 3, l’introduction d’une métrique variant au
cours des itérations permet d’accélérer la vitesse de convergence de l’algorithme explicite-
implicite. Ainsi, nous proposons de faire de même pour l’algorithme 5.3. Les itérées de cette
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méthode sont données dans l’algorithme 5.4, et est appelé algorithme explicite-implicite à
métrique variable alterné par bloc (Block Coordinate Variable Metric Forward-Backward
(BC-VMFB) algorithm).
Algorithme 5.4 Algorithme explicite-implicite à métrique variable alterné par bloc
Initialisation : Soient x0 ∈ RN , et, pour tout k ∈ N, γk ∈]0,+∞[ et Ajk(xk) ∈ S+Njk .
Itérations :
Pour k = 0, 1, . . .
soit jk ∈ {1, . . . , J},
x
(jk)
k+1 ∈ proxγ−1
k
Ajk (xk),gjk
(
x
(jk)
k − γk (Ajk(xk))−1∇jkh(xk)
)
,
x
(k)
k+1 = x
(k)
k ,
L’algorithme 5.4 (ainsi qu’une version inexacte de ce dernier) a été étudié dans [Richtá-
rik et Talác, 2014] (resp. [Tappenden et al., 2013]) lorsque les blocs sont mis à jour suivant
une règle aléatoire uniforme (donnée dans la déﬁnition 5.1(iii)). Les auteurs ont établi la
convergence de la suite (f(xk))k∈N lorsque les fonctions h et gj sont convexes au sens où,
pour tout δ > 0 et ǫ > 0, il existe k0 ∈ N tel que la probabilité d’avoir f(xk0)− f(x̂) 6 ǫ est
supérieure à 1− δ.
Par ailleurs, comme il l’est indiqué dans [Razaviyayn et al., 2013], lorsque les matrices
de préconditionnement (Ajk(xk))ℓ∈N sont choisies judicieusement, l’algorithme 5.4 peut être
vu comme un algorithme MM alterné par bloc. Ce type d’approche a été proposée dans
[Fessler, 1997; Saquib et al., 1995; Sotthivirat et Fessler, 2002] dans un contexte de recons-
truction d’image. Ainsi, certaines propriétés de convergence de l’algorithme 5.4 peuvent
être directement déduites de celles énoncées dans [Jacobson et Fessler, 2007] dans le cas où
les fonctions gj sont des fonctions indicatrices de sous-ensembles convexes fermés de RNj ,
et de celles énoncées dans [Razaviyayn et al., 2013] lorsque les fonctions gj sont non lisses
et convexes. Cependant, notons que dans [Jacobson et Fessler, 2007; Razaviyayn et al.,
2013], la convergence des itérées (xk)k∈N vers une solution du problème (5.1) est démon-
trée seulement sous des hypothèses spéciﬁques. En particulier, il faut que la solution du
problème (5.1) soit unique, et que chaque fonction hj(·, x()) + gj n’admette qu’un unique
minimiseur, pour x() ﬁxé.
Remarque 5.1. Lorsque J = 1 et N1 = N , si g = g1 est convexe, on retrouve l’algo-
rithme 3.1 étudié dans le chapitre 3 dans le cas où il n’y a pas d’étape de relaxation dans
ce dernier (i.e., pour tout k ∈ N dans l’algorithme 3.1, λk = 1).
5.4.2 Hypothèses
Dans le reste de ce chapitre, nous nous intéresserons aux fonctions f, h et g satisfaisant
les hypothèses suivantes :
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Hypothèse 5.1.
(i) Pour tout j ∈ {1, . . . , J}, gj : RNj →] − ∞,+∞] est une fonction propre, semi-
continue inférieurement, bornée inférieurement par une fonction affine et sa restric-
tion à son domaine de définition est continue.
(ii) La fonction h : RN → R est différentiable, et h est de gradient β-Lipschitzien sur
dom g, avec β > 0.
(iii) La fonction f est coercive.
La remarque suivante sera utile dans la suite du chapitre, en particulier pour l’étude
de convergence de l’algorithme 5.4.
Remarque 5.2.
(i) L’hypothèse 5.1(ii) est moins contraignante que l’hypothèse de Lipschitz différentia-
bilité de h utilisée en général pour démontrer la convergence de l’algorithme explicite-
implicite [Attouch et al., 2011; Combettes et Wajs, 2005]. En particulier, si dom g
est compact et h est deux fois continument différentiable, l’hypothèse 5.1(ii) est alors
satisfaite.
(ii) D’après l’hypothèse 5.1(ii), dom g ⊂ dom h = RN . Ainsi, en conséquence de l’hypo-
thèse 5.1(i), dom f = dom g est non vide.
(iii) Si l’hypothèse 5.1 est satisfaite, alors f est une fonction propre, semi-continue
inférieurement, et sa restriction à son domaine de définition est continue. Ainsi,
la fonction f étant coercive, pour tout x ∈ dom g, lev6f(x) f est un ensemble compact.
De plus, l’ensemble des minimiseurs de f est non vide et compact.
(iv) Si, pour tout j ∈ {1, . . . , J}, la fonction gj est propre, semi-continue inférieurement
et convexe, alors elle est bornée inférieurement par une fonction affine.
Comme nous l’avons montré dans les chapitres 3 et 4, les matrices de précondition-
nement (Ajk(xk))k∈N, induisant une métrique variable, jouent un rôle central dans l’algo-
rithme 5.4. Nous proposons de les choisir suivant une stratégie MM. Plus précisément, soit
k ∈ N une itération de l’algorithme 5.4, xk ∈ dom g l’itérée associée, et jk ∈ {1, . . . , J} l’in-
dice du bloc sélectionné. La matrice Ajk(xk) ∈ S+Njk sera alors choisie de façon à satisfaire
la condition de majoration suivante :
Hypothèse 5.2.
(i) La fonction quadratique définie par
(∀y ∈ RNjk ) qjk(y, xk) := h(xk) +
〈
y− x(jk)k ,∇jkh(xk)
〉
+
1
2
〈
y− x(jk)k ,Ajk(xk)(y− x(jk)k )
〉
,
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est une fonction majorante de hjk(·, x(k)k ) en x(jk)k sur dom gjℓ, i.e.,
(∀y ∈ dom gjk) hjk(y, x(k)k ) 6 qjk(y, xk).
(ii) Il existe (ν, ν) ∈]0,+∞[2 tel que
(∀ℓ ∈ N) ν INjℓ 4 Ajk(xk) 4 ν INjℓ .
Remarque 5.3.
(i) Remarquons qu’il n’est pas nécessaire de construire des majorantes quadratiques de
hj(·, x()) sur dom gj pour tout j ∈ {1, . . . , J} et pour tout x() ∈×i∈ dom gi. Il suffit
que la majorante soit construite aux points (xk)k∈N.
(ii) Supposons que, pour tout x′ ∈ dom g, une fonction majorante quadratique de h sur
dom g soit donnée par
(∀x ∈ RN) q(x, x′) := h(x′) + 〈x− x′,∇h(x′)〉+ 1
2
〈x− x′,B(x′)(x− x′)〉 , (5.8)
où B(x′) =
(
B(xk)
(n,n′)
)
(n,n′)∈{1,...,N}2
∈ S+N . L’hypothèse 5.2(i) est alors satisfaite
lorsque Ajk(xk) =
(
B(xk)
(n,n′)
)
(n,n′)∈J2jk
. De plus, s’il existe (ν, ν) ∈]0,+∞[2 tel que,
pour tout x′ ∈ dom g, νIN 4 B(x′) 4 νIN , alors l’hypothèse 5.2(ii) est aussi satisfaite.
(iii) D’après la lemme 2.1, si dom g est convexe, l’existence de la fonction majorante (5.8)
est assurée lorsque h satisfait l’hypothèse 5.1(ii).
D’autre part, aﬁn d’assurer que chaque bloc soit mis à jour une inﬁnité de fois au cours
des itérations de l’algorithme 5.4, nous allons considérer la règle de mise à jour des blocs
suivante [Luo et Tseng, 1992b; Tseng, 2001] :
Hypothèse 5.3.
Les indices (jk)k∈N des blocs sont mis à jour selon la règle essentiellement cyclique donnée
dans la définition 5.1.
Pour ﬁnir, nous supposerons que, pour tout k ∈ N, le pas γk utilisé dans l’algorithme 5.4
satisfait l’hypothèse suivante :
Hypothèse 5.4.
L’une des assertions suivantes est vérifiée :
(i) il existe (γ, γ) ∈]0,+∞[2 tel que, pour tout k ∈ N, γ 6 γk 6 1− γ ;
(ii) pour tout j ∈ {1, . . . , J}, gj est une fonction convexe et il existe (γ, γ) ∈]0,+∞[2 tel
que, pour tout k ∈ N, γ 6 γk 6 2− γ.
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5.4.3 Version inexacte de l’algorithme explicite-implicite à mé-
trique variable alterné par bloc
De la même façon que dans le chapitre 3, nous proposons une version inexacte de
l’algorithme 5.4 pour résoudre le problème (5.1) dans le cas où les opérateurs proximaux
des fonctions (gj)16j6J n’ont pas de forme explicite :
Algorithme 5.5 Algorithme inexact explicite-implicite à métrique variable alterné par bloc
Initialisation : Soient x0 ∈ RN , α1 ∈]1/2,+∞[, α2 ∈]0,+∞[. Soient, pour tout k ∈ N,
γk ∈]0,+∞[ et Ajk(xk) ∈ S+Njk .
Itérations :
Pour k = 0, 1, . . .
soit jk ∈ {1, . . . , J},
trouver x(jk)k+1 ∈ RNjk et r(jk)k+1 ∈ ∂gjk(x(jk)k+1) tels que
gjk(x
(jk)
k+1) +
〈
x
(jk)
k+1 − x(jk)k ,∇jkh(xk)
〉
+ α1‖x(jk)k+1 − x(jk)k ‖2Ajk (xk) 6 gjk(x
(jk)
k ),
‖∇jkh(xk) + r(jk)k+1‖ 6 α2‖x(jk)k+1 − x(jk)k ‖Ajk (xk),
x
(k)
k+1 = x
(k)
k .
Dans l’algorithme 5.5, la première inégalité est une condition de décroissance suﬃsante
et la seconde inégalité correspond à une condition d’optimalité.
La remarque suivante explique en quoi l’algorithme 5.5 peut être interprété comme une
version inexacte de l’algorithme 5.3.
Remarque 5.4.
Soient (xk)k∈N et (jk)k∈N des suites générées par l’algorithme (5.3).
(i) Dans un premier temps, supposons que l’hypothèse 5.4(i) soit satisfaite. D’une part,
par définition de l’opérateur proximal, on a, pour tout k ∈ N,
gjk(x
(jk)
k+1) +
〈
x
(jk)
k+1 − x(jk)k ,∇jkh(xk)
〉
+
γ−1k
2
‖x(jk)k+1 − x(jk)k ‖2Ajk (xk) 6 gjk(x
(jk)
k ),
ainsi, la condition de décroissance suffisante de l’algorithme 5.5 est satisfaite pour
α1 = (1 − γ)−1/2 (puisque γ−1k > (1 − γ)−1 > 1). D’autre part, en considérant la
caractérisation variationnelle de l’opérateur proximal, il existe r(jk)k+1 ∈ ∂gjk(x(jk)k+1) tel
que
r
(jk)
k+1 = −∇jkh(xk) + γ−1k Ajk(xk)(x(jk)k − x(jk)k+1).
Sous les hypothèses 5.2(ii) et 5.4(i), on obtient alors
‖r(jk)k+1 +∇jkh(xk)‖ = γ−1k ‖Ajk(xk)(x(jk)k − x(jk)k+1)‖ 6 γ−1
√
ν‖x(jk)k − x(jk)k+1‖Ajk (xk),
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qui correspond à la condition d’optimalité donnée par la seconde inégalité de l’algo-
rithme 5.5 pour α2 = γ−1
√
ν.
(ii) Supposons maintenant que l’hypothèse 5.4(ii) soit satisfaite. Soit k ∈ N. D’après la
caractérisation variationnelle de l’opérateur proximal ainsi que la convexité de gjk , il
existe r(jk)k+1 ∈ ∂gjk(x(jk)k+1) tel que r
(jk)
k+1 = −∇jkh(xk) + γ−1k Ajk(xk)(x(jk)k − x(jk)k+1)〈
x
(jk)
k+1 − x(jk)k , r(jk)k+1
〉
> gjk(x
(jk)
k+1)− gjk(x(jk)k ),
ce qui implique
gjk(x
(jk)
k+1) +
〈
x
(jk)
k+1 − x(jk)k ,∇jkh(xk)
〉
+ γ−1k ‖x(jk)k+1 − x(jk)k ‖2Ajk (xk) 6 gjk(x
(jk)
k ),
ainsi, la condition suffisante de décroissance de l’algorithme 5.5 est satisfaite pour
α1 = (2− γ)−1 (puisque γ−1k > (2− γ)−1 > 1/2). La condition d’optimalité inexacte
est obtenue par un raisonnement similaire à celui de (i).
5.5 Analyse de convergence
5.5.1 Propriétés de descente
Dans cette section, nous donnons des résultats techniques concernant le comportement
asymptotique de la suite
(
f(xk)
)
k∈N
générée par l’algorithme 5.5. Ces résultats préliminaires
nous permettrons ensuite de démontrer la convergence de la méthode proposée.
Lemme 5.1. Soit (xk)k∈N une suite générée par l’algorithme 5.5. Supposons que les hypo-
thèses 5.1 et 5.2 sont vérifiées. Il existe µ ∈]0,+∞[ tel que, pour tout k ∈ N,
f(xk+1) 6 f(xk)− µ
2
‖x(jk)k+1 − x(jk)k ‖2 = f(xk)−
µ
2
‖xk+1 − xk‖2. (5.9)
Démonstration. Soit k ∈ N. On a
f(xk+1) = h(xk+1) + g(xk+1).
D’une part, d’après l’hypothèse 5.2(i),
h(xk+1) 6 h(xk) +
〈
x
(jk)
k+1 − x(jk)k ,∇jkh(xk)
〉
+
1
2
‖x(jk)k+1 − x(jk)k ‖2Ajk (xk). (5.10)
D’autre part, d’après l’algorithme 5.5, on a
(∀j ∈ k) x(j)k+1 = x(j)k , (5.11)
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ainsi
g(xk+1) = gjk(x
(jk)
k+1) +
∑
j∈k
gj(x
(j)
k+1)
= gjk(x
(jk)
k+1) +
∑
j∈k
gj(x
(j)
k )
= g(xk) +
(
gjk(x
(jk)
k+1)− gjk(x(jk)k )
)
.
Alors, la première inégalité de l’algorithme 5.5 nous donne
g(xk+1) 6 g(xk)−
〈
x
(jk)
k+1 − x(jk)k ,∇jkh(xk)
〉
− α1‖x(jk)k+1 − x(jk)k ‖2Ajk (xk). (5.12)
Par conséquent, en combinant (5.10) et (5.12), on obtient
f(xk+1) 6 f(xk)−
(
α1 − 1
2
)
‖x(jk)k+1 − x(jk)k ‖2Ajk (xk). (5.13)
Pour conclure, (5.9) découle de l’hypothèse 5.2(ii), en posant µ = ν(2α1 − 1) (puisque
α1 ∈]1/2,+∞[), et en utilisant l’équation (5.11).
Soit (χk)k∈N la suite déﬁnie par
(∀k ∈ N) χk = (xk+l+1 − xk+l)06l6K−1 ∈ (RN)K , (5.14)
où (xk)k∈N est une suite générée par l’algorithme 5.5 etK est la constante positive désignant
le nombre d’itérations maximal au cours desquelles chaque bloc doit être mis à jour (d’après
l’hypothèse 5.3). On a alors
‖χk‖2 =
K−1∑
l=0
‖xk+l+1 − xk+l‖2,
et la propriété suivante est satisfaite.
Lemme 5.2. Soit (xk)k∈N une suite générée par l’algorithme 5.5. Supposons que les hypo-
thèses 5.1, 5.2 et 5.3 sont satisfaites. Pour tout k ∈ N,
f(xk+K) 6 f(xk)− µ
2
‖χk‖2,
où µ ∈]0,+∞[ est la même constante que celle donnée dans le lemme 5.1.
Démonstration. Soit k ∈ N. D’après le lemme 5.1, on a
f(xk+K) 6 f(xk+K−1)− µ
2
‖xk+K − xk+K−1‖2
6 f(xk+K−2)− µ
2
(
‖xk+K−1 − xk+K−2‖2 + ‖xk+K − xk+K−1‖2
)
...
6 f(xk)− µ
2
K−1∑
l=0
‖xk+l+1 − xk+l‖2.
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5.5.2 Théorème de convergence
Dans cette section nous allons énoncer deux théorèmes de convergence :
• Le premier assure la convergence de la suite (xk)k∈N générée par l’algorithme 5.5 vers
un point critique de f.
• Le second est un résultat de convergence local assurant que si l’algorithme 5.5 est
initialisé de façon judicieuse, alors la suite (xk)k∈N converge vers une solution du
problème 5.1.
Pour cela, nous allons, dans un premier temps, donner deux lemmes qui nous permet-
trons de manipuler la règle de mise à jour des bloc essentiellement cyclique.
Lemme 5.3. Soit (xk)k∈N une suite générée par l’algorithme 5.5. Soit k0 ∈ N. On définit
Jk0 comme étant un sous-ensemble de {1, . . . , J} tel que jk0 ∈ Jk0. On suppose que les
hypothèses 5.1 et 5.2 sont satisfaites. Alors, on a
∑
j∈Jk0
‖∇jh(xk0+1) + r(j)k0+1‖2 6 2
(
β2 + α22ν
)
‖xk0+1 − xk0‖2
+ 2
∑
j∈Jk0\{jk0}
‖∇jh(xk0) + r(j)k0 ‖2, (5.15)
où r
(jk0 )
k0+1
est donné par l’algorithme 5.5 et, pour tout j ∈ Jk0 \ {jk0}, r(j)k0+1 ∈ ∂gj(x(j)k0+1) et
r
(j)
k0
∈ ∂gj(x(j)k0 ).
Démonstration. Soit k0 ∈ N. D’après l’inégalité de Jensen, on a
∑
j∈Jk0
‖∇jh(xk0+1) + r(j)k0+1‖2 6 2
∑
j∈Jk0
‖∇jh(xk0+1)−∇jh(xk0)‖2
+ 2
∑
j∈Jk0
‖∇jh(xk0) + r(j)k0+1‖2. (5.16)
D’une part, puisque
J∑
j=1
‖∇jh(xk0+1)−∇jh(xk0)‖2 = ‖∇h(xk0+1)−∇h(xk0)‖2, d’après l’hy-
pothèse 5.1(ii) on a
∑
j∈Jk0
‖∇jh(xk0+1)−∇jh(xk0)‖2 6 β2‖xk0+1 − xk0‖2. (5.17)
D’autre part, puisque jk0 ∈ Jk0,
∑
j∈Jk0
‖∇jh(xk0) + r(j)k0+1‖2 = ‖∇jk0h(xk0) + r
(jk0 )
k0+1
‖2 + ∑
j∈Jk0\{jk0}
‖∇jh(xk0) + r(j)k0+1‖2.
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Par ailleurs, pour tout j ∈ Jk0\{jk0}, on a x(j)k0+1 = x(j)k0 . Ainsi, d’après la deuxième inégalité
de l’algorithme 5.5 et l’hypothèse 5.2(ii), on a
∑
j∈Jk0
‖∇jh(xk0) + r(j)k0+1‖2 6 α22ν‖xk0+1 − xk0‖2 +
∑
j∈Jk0\{jk0}
‖∇jh(xk0) + r(j)k0 ‖2. (5.18)
Pour conclure, (5.15) peut être déduite en combinant les équation (5.16), (5.17) et (5.18).
Lemme 5.4. Soit (xk)k∈N une suite générée par l’algorithme 5.5. Soient k0 ∈ N et k′0 ∈ N
deux itérations telles que k0 6 k′0. On définit le sous-ensemble Jk0,k′0 de {1, . . . , J} tel que,
pour tout k ∈ {k0, . . . , k′0}, jk ∈ Jk0,k′0. On suppose que les hypothèses 5.1 et 5.2 sont
satisfaites. On a alors
∑
j∈Jk0,k′0
‖∇jh(xk′0+1) + r
(j)
k′0+1
‖2
6
(
β2 + α22ν
) k′0∑
k=k0
2k
′
0+1−k‖xk+1 − xk‖2 + 2k′0+1−k0
∑
j∈Jk0,k′0
\{jk0}
‖∇jh(xk0) + r(j)k0 ‖2,
où r
(jk′
0
)
k′0+1
est donné par l’algorithme 5.5, pour tout j ∈ Jk0,k′0 \ {jk′0}, r
(j)
k′0+1
∈ ∂gj(x(j)k′0+1) et,
pour tout j ∈ Jk0,k′0 \ {jk0}, r
(j)
k0
∈ ∂gj(x(j)k0 ).
Démonstration. Soit (k0, k′0) ∈ N2 tel que k0 6 k′0. Sous les hypothèses considérées, on
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peut appliquer successivement le lemme 5.3 pour k′0, k
′
0 − 1, . . . , k0. Ainsi, on obtient∑
j∈Jk0,k′0
‖∇jh(xk′0+1) + r
(j)
k′0+1
‖2
6
(
β2 + α22ν
)
2‖xk′0+1 − xk′0‖2 + 2
∑
j∈Jk0,k′0
\{jk′
0
}
‖∇jh(xk′0) + r
(j)
k′0
‖2
6
(
β2 + α22ν
)
2‖xk′0+1 − xk′0‖2 + 2
∑
j∈Jk0,k′0
‖∇jh(xk′0) + r
(j)
k′0
‖2
6
(
β2 + α22ν
)(
2‖xk′0+1 − xk′0‖2 + 22‖xk′0 − xk′0−1‖2
)
+ 22
∑
j∈Jk0,k′0
\{jk′
0
−1}
‖∇jh(xk′0−1) + r
(j)
k′0−1
‖2
6
(
β2 + α22ν
)(
2‖xk′0+1 − xk′0‖2 + 22‖xk′0 − xk′0−1‖2 + 23‖xk′0−1 − xk′0−2‖2
)
+ 23
∑
j∈Jk0,k′0
\{jk′
0
−2}
‖∇jh(xk′0−2) + r
(j)
k′0−2
‖2
...
6
(
β2 + α22ν
) k′0∑
k=k0
2k
′
0+1−k‖xk+1 − xk‖2
+ 2k
′
0+1−k0
∑
j∈Jk0,k′0
\{jk0}
‖∇jh(xk0) + r(j)k0 ‖2.
Nous pouvons maintenant énoncer notre résultat principal concernant la convergence
de l’algorithme 5.5 :
Théorème 5.1. Soit (xk)k∈N une suite générée par l’algorithme 5.5. Supposons que les
hypothèses 5.1-5.3 sont satisfaites. De plus, supposons que la fonction f satisfait l’inégalité
de Kurdyka-Łojasiewicz donnée dans la définition 2.20. Alors, les assertions suivantes sont
vérifiées :
(i) La suite (xk)k∈N converge vers un point critique x̂ de f.
(ii) Cette suite vérifie
+∞∑
k=0
‖xk+1 − xk‖ < +∞.
(iii) La suite
(
f(xk)
)
k∈N
est décroissante et converge vers f(x̂).
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La démonstration du théorème 5.1 est donnée dans l’annexe 5.A. On peut en déduire
le corollaire suivant, énonçant la convergence locale de l’algorithme 5.5 vers un minimiseur
global de f.
Corollaire 5.1. Soit (xk)k∈N une suite générée par l’algorithme (5.5). Supposons que les
hypothèses 5.1-5.3 sont satisfaites. De plus, supposons que f satisfait l’inégalité de Kurdyka-
Łojasiewicz. Il existe υ ∈]0,+∞[ tel que, si
f(x0) 6 inf
x∈RN
f(x) + υ,
alors, (xk)k∈N converge vers une solution du problème (5.1).
Démonstration. La démonstration de ce corollaire se fait de façon analogue à la démons-
tration du Corollaire 3.3 du chapitre 3.
5.5.3 Borne supérieure sur la vitesse de convergence
D’après le théorème 5.1, la limite x̂ de la suite (xk)k∈N générée par l’algorithme (5.5) est
un point critique de la fonction f, dès lors que les hypothèses 5.1-5.3 sont vériﬁées et que
f satisfait l’inégalité de KL. Ainsi, en procédant de la même façon que pour l’obtention de
l’équation (5.29), il existe ζ ∈]0,+∞[, κ ∈]0,+∞[ et θ ∈ [0, 1[ tels que ((ii)) soit vériﬁée
pour tout x ∈ RN satisfaisant G(x) 6 G(x̂)+ζ . La valeur θ est alors appelée un exposant de
Łojasiewicz de G en x̂. Comme d’autres algorithmes basés sur l’inégalité de KL [Attouch
et Bolte, 2009; Attouch et al., 2010a], la vitesse de convergence locale de l’algorithme 5.5
dépend de cet exposant.
Le lemme ci-dessous nous sera utile pour déterminer la vitesse de convergence de l’al-
gorithme 5.5 :
Lemme 5.5. [Attouch et Bolte, 2009] Soit (Λm)m∈N une suite positive réelle qui décroit
vers 0. Supposons qu’il existe m∗ ∈ N∗ et C ∈]0,+∞[ tels que, pour tout m > m∗,
Λm 6 (Λm−1 − Λm) + C(Λm−1 − Λm) 1−θθ , (5.19)
où θ ∈]0, 1[. On observe deux cas :
(i) Si θ ∈]1
2
, 1[, alors il existe λ ∈]0,+∞[ tel que
(∀m > 1) Λm 6 λm−
1−θ
2θ−1 .
(ii) Si θ ∈]0, 1
2
], alors il existe λ ∈]0,+∞[ et τ ∈ [0, 1[ tels que
(∀m ∈ N) Λm 6 λτm.
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Théorème 5.2. Soit (xk)k∈N une suite générée par l’algorithme (5.5). Supposons que les
hypothèses 5.1-5.3 sont satisfaites et que f satisfait l’inégalité de KL. Soit θ l’exposant de
Łojasiewicz de G au point limite x̂ de la suite (xk)k∈N. Les propriétés suivantes sont alors
satisfaites :
(i) Si θ ∈]1
2
, 1[, alors il existe (λ′, λ′′) ∈]0,+∞[2 tel que
(∀k > K) ‖xk − x̂‖ 6 λ′
(
k
K
− 1
)− 1−θ
2θ−1
, (5.20)
(∀k > 2K) G(xk)−G(x̂) 6 λ′′
(
k
K
− 2
)− 1−θ
θ(2θ−1)
. (5.21)
(ii) Si θ ∈]0, 1
2
], alors il existe (λ′, λ′′) ∈]0,+∞[2 et τ ′ ∈ [0, 1[ tels que
(∀k ∈ N) ‖xk − x̂‖ 6 λ′(τ ′)k, (5.22)
G(xk)−G(x̂) 6 λ′′(τ ′) kθ . (5.23)
(iii) Si θ = 0, alors la suite (xk)k∈N converge en un nombre fini d’itérations.
La démonstration du théorème 5.2 est donnée dans l’annexe 5.B.
Remarque 5.5.
(i) Remarquons que, lorsque f est fortement convexe, l’exposant de Łojasiewicz θ de f est
égal à 1/2. Dans ce cas, x̂ est un minimiseur global de f et les suites (‖xk − x̂‖)k∈N
et (f(xk)− f(x̂))k∈N convergent linéairement.
(ii) On remarque que, si θ ∈]0, 1/2], alors, pour m suffisamment grand, (5.19) implique
Λm 6 (1 + C)(Λm−1 − Λm),
et donc la constante τ ′ apparaissant dans les équations (5.22)-(5.23) peut être choisie
égale à ((1 + C)/(2 + C))1/K où C est donné par (5.40).
Remarquons, d’autre part, que la convergence et la vitesse de convergence de l’algo-
rithme 5.4 ont aussi été étudiés par [Frankel et al., 2014]. Les auteurs ont démontré la
convergence de l’algorithme pour la résolution d’une classe de problèmes non-convexes
incluant celui étudié dans ce chapitre. La principale diﬀérence existant entre ces deux tra-
vaux réside dans la règle de mise à jour des blocs. En eﬀet, dans [Frankel et al., 2014], les
auteurs présentent des propriétés de convergence de l’algorithme 5.4 lorsque les blocs sont
mis à jour selon une règle cyclique. Les démonstrations de convergence ne sont donc pas les
mêmes que celles présentées dans la section 5.5. De plus, nous verrons dans le chapitre 4
une application pour laquelle il s’est révélé très intéressant numériquement d’utiliser une
règle essentiellement cyclique.
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5.6 Conclusion
Dans ce chapitre nous avons proposé une méthode d’optimisation permettant de mini-
miser la somme d’une fonction diﬀérentiable h et d’une fonction non nécessairement lisse g
additivement séparable par bloc. La méthode repose à la fois sur un algorithme explicite-
implicite à métrique variable et sur une stratégie alternée par bloc. Nous avons vu dans les
chapitres 3 et 4 que la métrique variable permet d’accélérer en pratique la convergence de
l’algorithme explicite-implicite. Combiner cette méthode avec un principe de minimisation
par bloc nous permet en plus de traiter des données de grande taille en réduisant le coup
de calcul ainsi que l’allocation de mémoire par itération.
De plus, nous avons proposé une méthode basée sur le principe MM pour choisir la
métrique et nous avons donné une règle générale acyclique de mise à jour des blocs. La
convergence des suites (xk)k∈N générées par l’algorithme proposé, ainsi que par sa version
inexacte, et du critère associé a été démontrée en utilisant l’inégalité de KL. Enﬁn, nous
avons étudié la vitesse de convergence de (xk)k∈N et du critère (f(xk))k∈N en fonction de
l’exposant de Łojasiewicz de la fonction f = h + g.
Aﬁn de montrer l’intérêt pratique de l’algorithme 5.4 (et de sa version inexacte), nous
en présenterons plusieurs exemples d’application dans le chapitre 6. En particulier, nous
verrons que la mise à jour des blocs de façon acyclique permet dans certains cas d’accélérer
de manière signiﬁcative la convergence de l’algorithme.
5.A Démonstration du théorème 5.1
La démonstration du théorème 5.1 se fait en trois étapes : une première étape pour
montrer que la suite (f(xk))k∈N est convergente, une seconde étape pour démontrer la
convergence de la suite (xk)k∈N vers un point x̂ ∈ RN , et une dernière étape permettant de
s’assurer que x̂ est un point critique de f.
(i) D’après le lemme 5.1, on a
(∀k ∈ N) f(xk+1) 6 f(xk),
donc, (f(xk))k∈N est une suite décroissante. De plus, puisque x0 ∈ dom g, d’après la
remarque 5.2(iii), les éléments de la suite
(
xk
)
k∈N
sont dans le sous-ensemble compact
E = lev6f(x0) f de dom g, et f est bornée inférieurement. Ainsi,
(
f(xk)
)
k∈N
converge
vers un réel noté ξ, et
(
f(xk)− ξ
)
k∈N
est une suite positive convergeant vers 0.
(ii) Par ailleurs, d’après le lemme 5.2, on a
(∀k ∈ N) µ
2
‖χk‖2 6 (f(xk)− ξ)− (f(xk+K)− ξ). (5.24)
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Soit ψ : [0,+∞[→ [0,+∞[ : u 7→ u 11−θ une fonction convexe, où θ ∈ [0, 1[. L’inégalité
de gradient nous donne
(∀(u, v) ∈ [0,+∞[2) ψ(u)− ψ(v) 6 ψ˙(u)(u− v),
qui, après un changement de variable, peut être réécrite
(∀(u, v) ∈ [0,+∞[2) u− v 6 (1− θ)−1uθ(u1−θ − v1−θ).
En utilisant l’inégalité ci-dessus avec u = f(xk)− ξ et v = f(xk+K)− ξ, on obtient
(∀k ∈ N)
(
f(xk)− ξ
)
−
(
f(xk+K)− ξ
)
6 (1− θ)−1
(
f(xk)− ξ
)θ
∆k,
où
(∀k ∈ N) ∆k =
(
f(xk)− ξ
)1−θ − (f(xk+K)− ξ)1−θ.
Donc, en combinant cette dernière inégalité avec l’équation (5.24), on a
(∀k ∈ N) ‖χk‖2 6 2µ−1(1− θ)−1
(
f(xk)− ξ
)θ
∆k. (5.25)
Posons
(∀k ∈ N) tk =
(
∇jh(xk) + r(j)ℓ
)
16j6J
∈ RN1 × . . .×RNJ , (5.26)
où, pour tout j ∈ {1, . . . , J}, r(j)k ∈ ∂gj(x(j)k ). La règle de diﬀérentiabilité pour les
fonctions séparables nous donne
rk =
(
r
(j)
k
)
16j6J
∈ ∂g(xk). (5.27)
Ainsi, pour tout k ∈ N,
tk ∈ ∂f(xk). (5.28)
Puisque E est borné, d’après l’inégalité de KL, il existe trois constantes κ > 0, ζ > 0
et θ ∈ [0, 1[ telles que
(∀t ∈ ∂f(x)) κ|f(x)− ξ|θ 6 ‖t‖,
pour tout x ∈ E tel que |f(x) − ξ| 6 ζ . La suite
(
f(xk)
)
k∈N
convergeant vers ξ, il
existe k∗ ∈ N, tel que, pour tout k > k∗, |f(xk)− ξ| < ζ . Par conséquent, on a
(∀k > k∗) κ|f(xk)− ξ|θ 6 ‖tk‖, (5.29)
où tk est donné par (5.26). Soit K, déﬁni par la déﬁnition 5.1(ii), le nombre maximal
d’itérations au cours desquelles chaque bloc doit être mis à jour au moins une fois.
Pour tout k ∈ N,
‖tk+K‖2 =
∥∥∥ (∇jh(xk+K) + r(j)k+K)16j6J ∥∥∥2 =
J∑
j=1
∥∥∥∇jh(xk+K) + r(j)k+K∥∥∥2.
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Soit lk,σk(J) donné par (5.7). Pour tout l ∈ {k + ll,σk(J), . . . , k + K − 1}, soit r(jl)l+1 ∈
∂gjl(x
(jl)
l+1) déﬁni par l’algorithme 5.5. On peut alors appliquer le lemme 5.4 avec
k0 = k + lk,σk(J), k
′
0 = k +K − 1 et Jk0,k′0 = {1, . . . , J} :
‖tk+K‖2 6 (β2 + α22ν)
k+K−1∑
l=k+lk,σk(J)
2k+K−l‖xl+1 − xl‖2
+ 2K−lk,σk(J)
J∑
j=1
j 6=σk(J)
‖∇jh(xk+lk,σk(J)) + r
(j)
k+lk,σk(J)
‖2.
En appliquant une nouvelle fois le lemme 5.4 à la somme
J∑
j=1
j 6=σk(J)
‖∇jh(xk+lk,σk(J)) + r
(j)
k+lk,σk(J)
‖2
avec k0 = k + lk,σk(J−1), k
′
0 = k + lk,σk(J) − 1 et Jk0,k′0 = {1, . . . , J} \ {σk(J)}, on
obtient
‖tk+K‖2 6
(
β2 + α22ν
) k+K−1∑
l=k+lk,σk(J)
2k+K−l
∥∥∥xl+1 − xl∥∥∥2
+
(
β2 + α22ν
) k+lk,σk(J)−1∑
l=k+lk,σk(J−1)
2k+K−l
∥∥∥xl+1 − xl∥∥∥2
+ 2K−lk,σk(J−1)
J∑
j=1
j 6=σk(i),i∈{J−1,J}
∥∥∥∇jh(xk+lk,σk(J−1)) + r(j)k+lk,σk(J−1)
∥∥∥2.
En réitérant le procédé de façon similaire pour i ∈ {1, . . . , J − 2}, on a
‖tk+K‖2 6
(
β2 + α22ν
) k+K−1∑
l=k+lk,σk(J)
2k+K−l
∥∥∥xl+1 − xl∥∥∥2
+
(
β2 + α22ν
) J−1∑
i=1
k+lk,σk(j+1)−1∑
l=k+lk,σk(j)
2k+K−l
∥∥∥xl+1 − xl∥∥∥2, (5.30)
où l’on a utilisé le fait que {1, . . . , J} \ {σk(1), . . . , σk(J)} = ∅. Ainsi
J∑
j=1
j 6=σk(i),i∈{1,...,J}
∥∥∥∇jh(xk) + r(j)k ∥∥∥2 = 0.
Comme lk,σk(1) = 0 et, pour tout l ∈ {k, . . . , k +K − 1}, 2k+K−l 6 2K , il découle de
(5.14) et (5.30) que
(∀k ∈ N) ‖tk+K‖2 6 2K
(
β2+α22ν
) k+K−1∑
l=k
∥∥∥xl+1−xl∥∥∥2 = 2K(β2+α22ν)‖χk‖2. (5.31)
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En combinant les équations (5.25), (5.29) et (5.31) on obtient
(∀k > max{k∗, K}) ‖χk‖2 6 2µ−1(1− θ)−1κ−12K/2
(
β2 + α22ν
)1/2‖χk−K‖∆k.
En utilisant l’inégalité
(∀(u, v) ∈ [0,+∞[2) (uv)1/2 6 1
2
(u + v),
et en posant u = ‖χk−K‖ et v = 2µ−1(1− θ)−1κ−12K/2(β2 + α22ν)1/2∆k, on obtient
(∀k > max{k∗, K}) ‖χk‖ 6
1
2
‖χk−K‖+ µ−1(1− θ)−1κ−12K/2(β2 + α22ν)1/2∆k.
(5.32)
Par ailleurs, remarquons que
+∞∑
k=k∗
∆k =
+∞∑
k=k∗
(
f(xk)− ξ
)1−θ − (f(xk+K)− ξ)1−θ
=
k∗+K−1∑
k=k∗
(
f(xk)− ξ
)1−θ
.
On peut donc en déduire que (∆k)k∈N est une suite sommable. De plus, (‖χk‖)k>max{k∗,K}
satisfaisant l’inégalité (5.32), (‖χk‖)k∈N est aussi une suite sommable. Enﬁn, d’après
l’équation (5.14),
(∀k ∈ N) ‖xk+1 − xk‖ 6 ‖χk‖,
donc (‖xk+1 − xk‖)k∈N est une suite sommable.
Par conséquent, la suite (xk)k∈N satisfait l’assertion (ii). De plus, cette condition
implique que (xk)k∈N est une suite de Cauchy. Ainsi, on peut en déduire qu’elle
converge vers un point x̂.
(iii) Il nous reste à démontrer que la limite x̂ est un point critique de f. D’après (5.28),
on a, pour tout k ∈ N,
(xk, tk) ∈ Graph ∂f.
Par ailleurs, la suite (‖χk‖)k∈N étant sommable, elle converge vers 0. De plus, l’équa-
tion (5.31) implique que
(∀k ∈ N) ‖tk‖ 6 2K/2(β2 + α22ν)1/2‖χk−K‖,
donc (xk, tk)k∈N converge vers (x̂, 0). D’autre part, la remarque 5.2(iii) assure que la
restriction de f à son domaine de déﬁnition est continue. Ainsi, puisque, pour tout
k ∈ N, xk ∈ dom f, la suite (f(xk))k∈N converge vers f(x̂). Finalement, en utilisant
la propriété de fermeture de ∂f (c.f. remarque 2.4), on peut conclure que (x̂, 0) ∈
Graph ∂f i.e., x̂ est un point critique de f.
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5.B Démonstration du théorème 5.2
Nous utiliserons dans cette démonstration les mêmes notations que dans la démonstra-
tion du théorème 5.1.
SoitK donné par la déﬁnition 5.1(ii). Pour tout k ∈ N, il existem ∈ N et l ∈ {0, . . . , K−
1} tels que k = mK + l. D’après l’inégalité triangulaire, on a alors
‖xk − x̂‖ 6 ‖xmK − x̂‖+ ‖xk − xmK‖. (5.33)
En utilisant une nouvelle fois l’inégalité triangulaire, on obtient
‖xmK − x̂‖ =
∥∥∥ +∞∑
p=m
(
x(p+1)K − xpK
) ∥∥∥
=
∥∥∥ +∞∑
p=m
K−1∑
l′=0
(xpK+l′+1 − xpK+l′)
∥∥∥
6
+∞∑
p=m
∥∥∥K−1∑
l′=0
(xpK+l′+1 − xpK+l′)
∥∥∥, (5.34)
et selon l’inégalité de Jensen et (5.14),
(∀p > m)
∥∥∥K−1∑
l′=0
(xpK+l′+1 − xpK+l′)
∥∥∥2 6 K‖χpK‖2. (5.35)
Pour tout m′ ∈ N, soit Λm′ =
+∞∑
p=m′
‖χpK‖, qui est une somme ﬁnie d’après le théorème 5.1.
Par conséquent, en combinant les deux inégalités ci-dessus, on obtient
‖xmK − x̂‖ 6
√
KΛm. (5.36)
En appliquant de nouveau l’inégalité de Jensen, on a
‖xmK − xk‖2 =
∥∥∥ l−1∑
l′=0
(xmK+l′+1 − xmK+l′)
∥∥∥2
6 l
l−1∑
l′=0
∥∥∥xmK+l′+1 − xmK+l′∥∥∥2 6 (K − 1)‖χmK‖2. (5.37)
En combinant les équations (5.33), (5.36), et (5.37), on obtient alors
(∀k ∈ N) ‖xk − x̂‖ 6
√
KΛm +
√
K − 1‖χmK‖ 6 2
√
KΛm. (5.38)
D’après l’équation (5.32), on a, pour tout m > max{k∗/K, 1},
‖χmK‖ 6
1
2
‖χ(m−1)K‖+ µ−1(1− θ)−1κ−12K/2(β2 + α22ν)1/2∆mK ,
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où ∆mK =
(
f(xmK) − f(x̂)
)1−θ − (f(x(m+1)K) − f(x̂))1−θ. Ainsi, puisque (f(xk) − f(x̂))
k∈N
est une suite positive qui converge vers 0, on obtient
Λm 6 (Λm−1 − Λm) + 2µ−1(1− θ)−1κ−12K/2(β2 + α22ν)1/2
(
f(xmK)− f(x̂)
)1−θ
.
Supposons maintenant que θ 6= 0. Selon les équations (5.29) et (5.31), on a
κ
(
f(xmK)− f(x̂)
)θ
6
(
2K(β2 + α22ν)
)1/2‖χ(m−1)K‖,
ce qui implique
(
f(xmK)− f(x̂)
)1−θ
6 κ−
1−θ
θ
(
2K(β2 + α22ν)
) 1−θ
2θ ‖χ(m−1)K‖
1−θ
θ . (5.39)
Donc, en posant
C = 2µ−1(1− θ)−1κ− 1θ
(
2K(β2 + α22ν)
) 1
2θ , (5.40)
nous obtenons, pour tout m > max{k∗/K, 1},
Λm 6 (Λm−1 − Λm) + C‖χ(m−1)K‖
1−θ
θ .
Ainsi, (5.19) est satisfaite.
Par conséquent, d’après le lemme 5.5 et l’équation (5.38), si θ ∈]1
2
, 1[, il existe λ ∈
]0,+∞[ tel que
(∀k > K) ‖xk − x̂‖ 6 2
√
Kλm−
1−θ
2θ−1 6 2
√
Kλ
(
k
K
− 1
)− 1−θ
2θ−1
,
où m correspond à la partie entière inférieure de k/K. L’inégalité (5.20) est alors obtenue
en posant λ′ = 2
√
Kλ. De façon analogue, si θ ∈]0, 1
2
], alors il existe λ ∈]0,+∞[ et τ ∈ [0, 1[
tels que
(∀k > K) ‖xk − x̂‖ 6 2
√
Kλτm 6 2
√
Kλτk/K−1.
Ainsi, si τ 6= 0, (5.22) est satisfaite en posant λ′ = 2√Kλ/τ et τ ′ = τ 1/K , tandis que si
τ = 0, (5.22) est vériﬁée de façon immédiate.
De plus, comme
(
f(xk)− f(x̂)
)
k∈N
est une suite décroissante, pour tout k ∈ N,
f(xk)− f(x̂) 6 f(xmK)− f(x̂),
oùm correspond à la partie entière inférieure de k/K. D’après (5.39), sim > max{k∗/K, 1},
alors
f(xk)− f(x̂) 6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ ‖χ(m−1)K‖1/θ
6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ Λ
1/θ
m−1.
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Ainsi, si θ ∈]1
2
, 1[, en appliquant de nouveau le lemme 5.5, il existe λ ∈]0,+∞[ tel que,
pour tout m > 2,
f(xk)− f(x̂) 6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ λ(m− 1)− 1−θθ(2θ−1)
6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ λ
(
k
K
− 2
)− 1−θ
θ(2θ−1)
.
Par conséquent, on peut trouver λ′′ ∈]0,+∞[ tel que, pour tout k > 2K, (5.21) soit vériﬁée.
D’autre part, d’après le lemme 5.5, si θ ∈]0, 1
2
], il existe λ ∈]0,+∞[ et τ ∈ [0, 1[ tels que
f(xk)− f(x̂) 6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ λτ
m−1
θ
6 κ−1/θ
(
2K(β2 + α22ν)
) 1
2θ λτ
k/K−2
θ .
On peut donc trouver λ′′ ∈]0,+∞[ tel que, pour tout k ∈ N, (5.23) soit vériﬁée.
Nous allons maintenant démontrer la propriété (iii) en supposant que θ = 0. Posons
L = {k ∈ N | xk 6= x̂}. Soit k ∈ L tel que k > max{k∗, K}. D’après les lemmes 5.1 et 5.2,
f(xk+1) 6 f(xk)− µ
2
‖xk+1 − xk‖2 6 f(xk−K)− µ
2
‖χk−K‖2.
En utilisant l’équation (5.31), on obtient alors
f(xk)− f(x̂)− µ
2
‖xk+1 − xk‖2 6 f(xk−K)− f(x̂)− µ
′
2
‖tk‖2,
où µ′ ∈]0,+∞[. Puisque θ = 0, en combinant l’inégalité ci-dessus avec (5.29), on a
f(xk)− f(x̂)− µ
2
‖xk+1 − xk‖2 6 f(xk−K)− f(x̂)− µ
′
2
κ2|f(xk)− f(x̂)|0,
c’est-à-dire,
f(xk)− f(x̂)− µ
2
‖xk+1 − xk‖2 6 f(xk−K)− f(x̂)− µ
′
2
κ2.
Comme lim
k→+∞
f(xk) = f(x̂), cette dernière inégalité implique que L est un ensemble ﬁni. La
propriété (iii) en découle alors de façon immédiate.
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Chapitre 6. Quelques applications de l’algorithme explicite-implicite à métrique variable alterné par bloc
6.1 Introduction
Nous avons proposé dans le chapitre précédent un algorithme permettant de minimiser
la somme d’une fonction diﬀérentiable de gradient Lipschitz et d’une fonction séparable par
bloc. Cette méthode combine une technique d’accélération utilisant une métrique variable
et un principe de minimisation alternée par bloc. Nous allons maintenant appliquer cet
algorithme à la résolution de problèmes inverses faisant intervenir un critère non lisse et
non convexe, aﬁn d’étudier son comportement pratique. En particulier nous allons montrer
l’utilité de la métrique variable pour accélérer la vitesse de convergence de la méthode.
Nous allons également étudier l’inﬂuence du choix de la taille des blocs ainsi que de l’ordre
de leur mise à jour.
Pour cela, nous allons considérer trois exemples applicatifs diﬀérents. La première ap-
plication présentée dans la section 6.2, est un problème de démélange spectral. Ensuite,
la section 6.3 traitera d’une application en reconstruction de phase. Enﬁn, dans la sec-
tion 6.4, nous présenterons un exemple de déconvolution aveugle de signaux sismiques.
Nous conclurons dans la section 6.5.
6.2 Problème de démélange spectral
6.2.1 Formulation du problème
Considérons un ensemble de données hyperspectrales, noté Y ∈ RS×M , modélisant un
ensemble d’images de RM (réorganisées en colonnes avec M = M1 ×M2), acquises en S
diﬀérentes bandes spectrales. On suppose que l’on observe le modèle de mélange linéaire
suivant :
Y = U V + E, (6.1)
où les colonnes de U ∈ RS×P représentent les spectres des P composantes distinctes pré-
sentes dans l’image, V ∈ RP×M leurs proportions respectives (abondances) en chaque pixel,
et E ∈ RS×M le bruit d’acquisition. Ce type de modèle se rencontre dans diverses appli-
cations telles que la télédétection [Asner et Heidebrecht, 2002], la planétologie [Themelis
et al., 2012], le contrôle alimentaire [Gowen et al., 2007], ou la spectromicroscopie [Dobi-
geon et Brun, 2012]. Une illustration de ce modèle est donnée dans la ﬁgure 6.1. L’objectif
du problème de démélange spectral est d’estimer U et V à partir des données observées Y
[Bioucas-Dias et al., 2012].
Les méthodes standards de démélange spectral reposent sur des approches supervisées,
au sens où les spectres composant U sont supposés être issus d’un dictionnaire connu ou
bien avoir été préalablement estimés par un algorithme d’extraction de spectres [Bioucas-
Dias et al., 2012; Chouzenoux et al., 2014a; Keshava et Mustard, 2002; Ma et al., 2014;
Moussaoui et al., 2012]. Cependant, il existe un intérêt croissant pour des méthodes permet-
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Figure 6.1 – Illustration du problème de démélange spectral. L’objectif est d’estimer U
et V à partir d’un ensemble de données hyperspectrales Y.
tant d’estimer conjointement U et V basées sur la factorisation de matrices non-négative
(Nonnegative Matrix Factorization (NMF)) [Ma et al., 2014; Tomazeli Duarte et al., 2014].
Dans l’approche standard de NMF, les estimations de U et V sont déﬁnies comme
étant des solutions du problème de minimisation du critère de moindres carrés associé au
modèle (6.1) sous des contraintes de positivité sur les éléments des deux matrices [Paatero
et Tapper, 1994] :
trouver
(
Û, V̂
)
∈ Argmin
(U,V)∈RS×P×RP×M
{
1
2
‖UV−Y‖2+ι[0,+∞[S×P (U)+ι[0,+∞[P×M (V)
}
. 1 (6.2)
Le critère à minimiser n’est pas convexe et présente des minimas locaux [Lee et Seung,
2001], ainsi, les contraintes de positivité sur les matrices U et V ne sont pas toujours
suﬃsantes pour obtenir des résultats corrects [Chu et al., 2004]. Cependant, comme il est
souligné dans [Jia et Qian, 2009; Ma et al., 2014], une nette amélioration de leurs qualités
peut être obtenue lorsque des connaissances a priori sur les matrices U et V sont introduites
dans le problème de minimisation (6.2).
1. Ici ‖ · ‖ désigne la norme de Frobenius.
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Dans cette section, nous nous focaliserons sur le cas où chaque spectre composant
les colonnes de U est une combinaison linéaire de quelques spectres de référence issus
d’un grand dictionnaire de taille Q > P , que nous noterons Ω ∈ RS×Q. Ainsi, le modèle
d’observation (6.1) est ré-exprimé de la façon suivante :
Y = ΩT V + E, (6.3)
où T ∈ RQ×P est une matrice supposée parcimonieuse donnant les coeﬃcients de la com-
binaison linéaire permettant d’obtenir U = ΩT.
Nous déﬁnissons les estimées T̂ et V̂ de T et V comme étant des solutions du problème
trouver
(
T̂, V̂
)
∈ Argmin
(T,V)∈RQ×P×RP×M
h(T,V) + g1(T) + g2(V), (6.4)
où h : RQ×P ×RP×M → R correspond au critère de moindre carré associé au modèle (6.3)
déﬁni par (
∀(T,V) ∈ RQ×P ×RP×M
)
h(T,V) =
1
2
‖ΩTV−Y‖2, (6.5)
et la fonction g1 : RQ×P →] − ∞,+∞] (resp. g2 : RP×M →] −∞,+∞]) est une fonction
de régularisation propre et semi-continue inférieurement, incorporant des informations a
priori sur T̂ (resp. V̂).
Aﬁn de promouvoir la parcimonie de T̂, nous proposons de choisir
(
∀T = (T(q,p))16q6Q,16p6P ∈ RQ×P
)
g1(T) =
Q∑
q=1
P∑
p=1
(
ι[Tmin,Tmax](T
(q,p)) + φδ,β(T
(q,p))
)
, (6.6)
où (δ,Tmin,Tmax) ∈]0,+∞[3 et φδ,β est la fonction de régularisation donnée dans la pro-
position 2.12 [Chartrand, 2012] de paramètre β ∈]0, 1]. Rappelons que cette fonction est
convexe si et seulement si β = 1, i.e. lorsque φδ,β correspond à la fonction valeur absolue.
D’autre part, on déﬁnit
g2 = ιV , (6.7)
où V ⊂ RP×M est donné par
V =
{
V = (V(p,m))16p6P,16m6M ∈ RP×M
∣∣∣∣(∀m ∈ {1, . . . ,M}) P∑
p=1
V(p,m) = 1,
(∀p ∈ {1, . . . , P})(∀m ∈ {1, . . . ,M}) V(p,m) > Vmin
}
,
avec Vmin > 0.
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6.2.2 Mise en œuvre de l’algorithme
Nous proposons d’appliquer l’algorithme 5.4, donné dans le chapitre 5, au problème de
minimisation (6.4). Pour cela, il nous faut déﬁnir, pour tout (T˜, V˜) ∈ dom g1 × dom g2,
des fonctions quadratiques q1(· | T˜, V˜) et q2(· | T˜, V˜) majorant, respectivement, h(·, V˜) en
T˜ et h(T˜, ·) en V˜. D’après (6.6) et (6.7), les éléments des matrices T˜ et V˜ sont strictement
positifs. Ainsi, on peut déduire des fonctions quadratiques majorantes proposées dans [Lee
et Seung, 2001] dans le contexte de la NMF, les fonctions quadratiques majorantes données
par la proposition suivante :
Proposition 6.1. [Lee et Seung, 2001] Soit (T˜, V˜) ∈ dom g1 × dom g2. Une fonction
quadratique majorant h(·, V˜) en T˜ est donnée par
(∀T ∈ RQ×P ) q1(T | T˜, V˜) = h(T˜, V˜) + Tr
(
(T− T˜)∇1h(T˜, V˜)⊤
)
+
1
2
Tr
((
(T− T˜)⊙A1(T˜, V˜)
)(
T− T˜
)⊤)
,
et une fonction quadratique majorant h(T˜, ·) en V˜ est donnée par
(∀V ∈ RP×M) q2(V | T˜, V˜) = h(T˜, V˜) + Tr
(
(V− V˜)∇2h(T˜, V˜)⊤
)
+
1
2
Tr
((
(V− V˜)⊙A2(T˜, V˜)
)(
V− V˜
)⊤)
,
avec
A1(T˜, V˜) =
((
Ω⊤Ω
)
T˜
(
V˜V˜
⊤))⊘ T˜, (6.8)
A2(T˜, V˜) =
((
ΩT˜
)⊤
ΩT˜V˜
)
⊘ V˜, (6.9)
où Tr(·) désigne l’opérateur trace, et ⊙ (resp. ⊘) le produit (resp. division) de Hadamard
entre deux matrices de même taille.
Dans ce cas particulier, l’algorithme 5.4 se réduit à l’algorithme 6.1.
Algorithme 6.1 Algorithme explicite-implicite à métrique variable alterné par bloc ap-
pliqué au problème de NMF
Initialisation : Soient T0 ∈ dom g1, V0 ∈ dom g2, et, pour tout k ∈ N, γk ∈]0,+∞[,
A1(Tk,Vk) et A2(Tk+1,Vk) déﬁnies par (6.8) et (6.9).
Itérations :
Pour k = 0, 1, . . .
T˜k = Tk − γk∇1h(Tk,Vk)⊘ A1(Tk,Vk),
Tk+1 = proxγ−1
k
A1(Tk,Vk),g1
(
T˜k)
)
,
V˜k = Vk − γk∇2h(Tk,Vk)⊘ A2(Tk+1,Vk),
Vk+1 = proxγ−1
k
A2(Tk+1,Vk),g2
(
V˜k)
)
.
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Dans l’algorithme 6.1, pour tout k ∈ N, les matrices de préconditionnement A1(Tk,Vk)
et A2(Tk+1,Vk) sont appliquées terme à terme. Ainsi, si les matrices (Tk)k∈N et (Vk)k∈N
étaient réorganisées en vecteurs colonnes, les matrices A1(Tk,Vk) et A2(Tk+1,Vk) seraient
des matrices diagonales. La fonction g1 étant additivement séparable, son opérateur proxi-
mal (voir section 2.3.4.2 propriété (vii)) est donné par
(∀k ∈ N) Tk+1 = (T(q,p)k+1 )16q6Q,16p6P (6.10)
avec
(∀(q, p) ∈ {1, . . . , P} × {1, . . . , Q})
T
(q,p)
k+1 = Π[Tmin,Tmax]
(
proxγ−1
k
A1(Tk,Vk)(q,p),φδ,β
(
T˜
(q,p)
k )
))
, (6.11)
où Π[Tmin,Tmax] désigne l’opérateur de projection dans l’ensemble [Tmin,Tmax], et l’opérateur
proximal de la fonction φδ,β est donné dans la proposition 2.12 (chapitre 2). D’autre part,
pour tout k ∈ N, l’opérateur proximal donnant Vk+1 dans l’algorithme 6.1 correspond à la
projection dans l’ensemble V relativement à la métrique γ−1k A2(Tk+1,Vk). Cette projection
peut être calculée de façon exacte grâce à l’algorithme itératif donné dans [Michelot, 1986].
6.2.3 Résultats de simulation
Aﬁn de simuler des données hyperspectrales réalistes, nous composons le dictionnaire
Ω d’une sélection non redondante de Q = 62 spectres de S = 224 bandes spectrales,
allant de 383 nm à 2508 nm, à partir de la bibliothèque disponible sur http://www.lx.
it.pt/~bioucas (U.S. Geological Survey library [Clark et al., 1993]). La matrice U est
composée de P = 5 spectres distincts résultant d’une combinaison pondérée de quelques
(typiquement 3) spectres purs sélectionnés de façon aléatoire parmi les colonnes de Ω,
les poids étant stockés dans la matrice T. Chaque ligne de la matrice d’abondance V est
Figure 6.2 – Transposée de la matrice T. Chaque ligne p ∈ {1, . . . , P} contient les poids
de la combinaison pondérée formant le p-ème spectre de U. Les carrés noirs correspondent
aux coefficients nuls.
construite comme étant la superposition de gaussiennes 2D composées de M = 128× 128
pixels, d’espérances et de variances aléatoires, normalisées aﬁn d’assurer la contrainte de
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somme à un. Finalement, on déﬁnit la matrice E comme une réalisation d’un vecteur
aléatoire gaussien centré et dont la variance est choisie de manière à ce que le RSB (c.f.
équation (2.20)) soit égal à 20 dB. La ﬁgure 6.2 représente la matrice de coeﬃcients T, et
les abondances V sont représentées dans la ﬁgure 6.3.
(a) (b) (c)
(d) (e)
Figure 6.3 – Cartes d’abondance V. Image correspondant à la première ligne (a),
deuxième ligne (b), troisième ligne (c), quatrième ligne (d) et cinquième ligne (e) de la
matrice V.
Les paramètres (δ, β) sont choisis de façon à maximiser le RSB des estimations T̂ et
V̂. En particulier, nous avons pu observer que β = 0.1 donne les meilleurs résultats de
reconstruction.
Dans la ﬁgure 6.4 nous donnons les spectres exacts U = ΩT et reconstruits Û = ΩT̂.
Dans cet exemple, la norme résiduelle r(T̂) entre T̂ et T (resp. r(V̂) entre V̂ et V)
127
Chapitre 6. Quelques applications de l’algorithme explicite-implicite à métrique variable alterné par bloc
0.5 1 1.5 2 2.50
0.5
1
1.5
2
2.5
longueur d’onde (µm)
Figure 6.4 – Spectres exacts U = ΩT (lignes continues noires) et reconstruits Uˆ = ΩTˆ
(lignes discontinues rouges).
est égal à 1.1 × 10−3 (resp. 7.5 × 10−5). En comparaison, en appliquant la méthode de
NMF proposée dans [Lee et Seung, 2001] au modèle (6.1) on obtient r(V̂) = 5 × 10−4
(après renormalisation des colonnes de V̂). La ﬁgure 6.5 illustre les variations de (r(Tk))k
0 200 400 6001
2
3
4
5 x 10
−3
Temps (s.)
r(
T
k
)
Figure 6.5 – Comparaison de la vitesse de convergence de l’algorithme 6.1 (ligne discon-
tinue rouge) et de l’algorithme PALM (ligne continue noire).
en fonction du temps de calcul obtenues avec l’algorithme 6.1 pour γk ≡ 0.99, ou avec
l’algorithme PALM proposé dans [Bolte et al., 2013]. Pour obtenir l’algorithme PALM, on
remplace, pour tout k ∈ N, dans l’algorithme 6.1 les matrices A1(Tk,Vk) et A2(Tk+1,Vk)
par
A1(Tk,Vk) = ‖Ω‖2‖Vk‖21Q×P , (6.12)
A2(Tk+1,Vk) = ‖ΩTk+1‖21P×M , (6.13)
où, pour tout (N,M) ∈ N∗ × N∗, 1N×M désigne la matrice de dimension N × M dont
tous les coeﬃcients sont égaux à 1. Nous pouvons observer que, dans cet exemple, la
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métrique variable permet d’accélérer la vitesse de convergence de l’algorithme 6.1 en terme
de décroissance de l’erreur résiduelle.
6.3 Reconstruction de phase
6.3.1 Formulation du problème
6.3.1.1 État de l’art
Bien que la reconstruction de phase ne soit pas un problème inverse nouveau, il reste
l’un de ceux les plus ardus à résoudre en traitement d’images. Il consiste à produire une
estimation ŷ d’un signal original y à partir de l’acquisition de son module dégradé |Hy|
(pouvant être bruité) où H est un opérateur linéaire à valeurs complexes. Un tel problème
peut se rencontrer dans beaucoup de domaines d’applications en traitement d’images, en
particulier en cristallographie [Harrison, 1993], en imagerie optique [Walther, 1963], en
tomographie par contraste de phase [Bauschke et al., 2005], et en imagerie par diﬀraction
cohérente [Shechtman et al., 2013].
Les méthodes les plus populaires permettant d’estimer y sont probablement l’algorithme
de Gerchberg-Saxton (GS) [Gerchberg et Saxton, 1972] ansi que sa version relaxée, l’algo-
rithme de Fienup [Fienup, 1982]. Introduites initialement pour résoudre le cas particulier
où H est une matrice modélisant une transformée de Fourier, ces algorithmes alternent
entre une projection sur l’image de H et une projection sur l’ensemble non convexe des
vecteurs ayant un module égal à |Hy|. Remarquons que, puisque cet ensemble est non
convexe, les algorithmes de GS et Fienup ne bénéﬁcient pas des garanties de convergence
de l’algorithme POCS (Projections Onto Convex Set) [Bauschke et al., 2002]. Des versions
plus générales de ces algorithmes, plus rapides et donnant de meilleurs résultats de re-
construction, sont présentées dans [Bauschke et al., 2003, 2005]. Des relaxations convexes
du problème de reconstruction de phase basées sur des formulation de programmation
semi-déﬁnie (Semi-Definite-Programming, SDP) ont été récemment proposées dans [Can-
dès et al., 2013; Waldspurger et al., 2013]. Les algorithmes résultant sont appelés algo-
rithme PhaseLift [Candès et al., 2013] et algorithme PhaseCut [Waldspurger et al., 2013].
Ces deux méthodes permettent d’obtenir de meilleurs résultats que les algorithmes GS et
Fienup dans un certain nombre d’applications [Fogel et al., 2013].
Les méthodes citées ci-dessus ont cependant tendance à ne pas être robustes lorsque les
données sont bruitées et/ou à perdre en eﬃcacité lorsque l’on traite des cas sous-déterminés
[Shechtman et al., 2014]. De telles diﬃcultés sont souvent dues au caractère mal posé du
problème de reconstruction de phase, et une méthode permettant de les contourner (ou
les amoindrir) est d’incorporer des informations a priori dans le processus de reconstruc-
tion. Certains algorithmes basés sur la relaxation SDP [Jaganathan et al., 2012], sur les
projections alternées [Mukherjee et Seelamantula, 2012] et sur les méthodes gloutonnes
[Shechtman et al., 2014], ont récemment été proposées, pour résoudre le problème de re-
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construction de phase sous l’hypothèse que le signal original y a une représentation par-
cimonieuse dans un certain dictionnaire (qui peut être redondant). Cependant, à notre
connaissance, ces approches peuvent rapidement devenir trop coûteuses lorsque la dimen-
sion du problème augmente. Cela est particulièrement vrai pour les méthodes SDP et de
projections alternées lorsque la pseudo-inverse de H n’a pas de forme explicite (comme cela
est souvent le cas pour des mesures qui ne sont pas faites dans le domaine de Fourier), et
pour la méthode gloutonne de [Shechtman et al., 2014] lorsque le degré de parcimonie des
données n’est pas suﬃsant.
Dans cette section, nous allons introduire une nouvelle stratégie de reconstruction de
phase reposant sur la minimisation d’un critère pénalisé. Ce critère est composé de (i) une
diﬀérence de fonctions convexes réalisant une approximation lisse du terme d’attache aux
données non convexe de moindres carrés usuel, et (ii) d’un terme de régularisation convexe
non nécessairement lisse additivement séparable par bloc. Pour résoudre le problème va-
riationnel résultant, nous utilisons l’algorithme 5.4 donné dans le chapitre 5.
6.3.1.2 Problème d’optimisation
Soient y ∈ RM un signal original inconnu et H ∈ CS×M une matrice d’observations
dont les éléments sont à valeurs complexes. On suppose que les observations z ∈ [0,+∞[S
sont liées au signal d’origine suivant le modèle :
z = |Hy|+ w, (6.14)
où | · | désigne l’opérateur de module terme à terme, et w ∈ [0,+∞[S est une réalisation
d’un bruit additif.
Remarque 6.1. Il est important de remarquer que le modèle (6.14) permet aussi de traiter
le cas où le signal original y est à valeurs complexes. En effet, dans ce cas, le vecteur
d’observations s’écrit
z =
∣∣∣∣∣∣[HR + iHI | −HI + iHR]
 yR
yI
∣∣∣∣∣∣+ w, (6.15)
où i2 = −1 et (·)R (resp. (·)I) désigne la partie réelle (resp. imaginaire) de son argument.
L’objectif est alors de produire une estimée ŷ ∈ RM du signal original y à partir des
données observées z.
Soit W ∈ RM×N , M 6 N , un opérateur de trame à la synthèse (par exemple, un
opérateur d’ondelettes qui peut être redondant) [Mallat, 2009] tel que y = Wx, avec x ∈ RN
le vecteur contenant les coeﬃcients de trame. En considérant une approche à la synthèse
(voir section 2.2.4.2 du chapitre 2) le signal estimé s’écrit ŷ = Wx̂ où x̂ ∈ RN est obtenu
en minimisant la somme d’une fonction d’attache aux données h et d’une fonction de
régularisation g, i.e.
x̂ ∈ Argmin
x∈RN
{f(x) = h(x) + g(x)}. (6.16)
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Dans un contexte de reconstruction de phase, un choix usuel de terme d’attache aux don-
nées h est le critère non lisse et non convexe de moindres carrés [Fienup, 1982; Shechtman
et al., 2014] :
(∀x ∈ RN) h(x) =
S∑
s=1
ϕs
(∣∣∣[HWx](s)∣∣∣), (6.17)
où, pour tout s ∈ {1, . . . , S},
(∀u ∈ [0,+∞[) ϕs(u) = 1
2
(u− z(s))2 = 1
2
(
u2 + (z(s))2
)
− uz(s). (6.18)
Nous nous proposons de remplacer cette fonction par une approximation de façon à générer
une approximation lisse de la fonction non lisse h. Nous déﬁnissons l’approximation de ϕs
comme la somme d’une fonction convexe et d’une fonction concave, paramétrée par une
constante δ > 0 :
(∀u ∈ [0,+∞[) ϕ̂s(u) = ϕs,1(u) + ϕs,2(u), (6.19)
où, pour tout s ∈ {1, . . . , S},
(∀u ∈ [0,+∞[) ϕs,1(u) = 1
2
(
u2 + (z(s))2
)
, (6.20)
ϕs,2(u) = −z(s)
(
u2 + δ2
)1/2
. (6.21)
Pour tout s ∈ {1, . . . , S}, les dérivées premières et secondes de ϕs,1 et ϕs,2 en u ∈ [0,+∞[ 2
sont données par
ϕ˙s,1(u) = u, ϕ¨s,1(u) = 1,
ϕ˙s,2(u) = −z(s)u(u2 + δ2)−1/2, ϕ¨s,2(u) = −z(s)δ2(u2 + δ2)−3/2. (6.22)
Ainsi, on obtient une approximation de la fonction d’attache aux données (6.17) séparée
en deux fonctions ĥ = h1 + h2, déﬁnies par
(∀x ∈ RN ) h1(x) =
S∑
s=1
ϕs,1
(∣∣∣[HWx](s)∣∣∣), (6.23)
h2(x) =
S∑
s=1
ϕs,2
(∣∣∣[HWx](s)∣∣∣). (6.24)
Nous pouvons remarquer que dans le cas limite où δ = 0, on retrouve la fonction de
moindres carrés standard (6.18).
Concernant le terme de régularisation, nous nous focalisons sur le cas où g est une fonc-
tion additivement séparable par bloc. Plus précisément, déﬁnissons une partition (Jj)16j6J
de l’ensemble des indices des coeﬃcients de trames {1, . . . , N} en J > 2 sous-ensembles de
dimensions (non nulles) (Nj)16j6J . On suppose alors que la fonction g peut s’écrire
(∀x ∈ RN) g(x) =
J∑
j=1
gj(x
(j)), (6.25)
2. On considèrera la dérivée à droite lorsque u = 0.
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où, pour tout j ∈ {1, . . . , J}, gj : RNj →] − ∞,+∞] est une fonction semi-algébrique
satisfaisant l’hypothèse 5.1(i).
La structure du problème (6.16) nous permet donc d’utiliser l’algorithme 5.4 pour
résoudre le problème de reconstruction de phase décrit dans la section 6.3.1.2. Dans la suite
nous utiliserons les mêmes notations que dans la section 5.2. Par ailleurs, nous introduisons
l’opérateur linéaire T = HW = (T(s,n))16s6S,16n6N ∈ CS×N .
6.3.2 Mise en œuvre de l’algorithme
Comme nous l’avons vu dans le chapitre 4, la vitesse de convergence de l’algorithme
explicite-implicite à métrique variable repose sur le choix des matrices induisant la mé-
trique. Il en va de même pour sa version alternée par bloc donnée par l’algorithme 5.4.
L’eﬃcacité des simulations numériques repose sur l’utilisation de majorantes quadratiques
donnant, à chaque itération k ∈ N de l’algorithme 5.4, de bonnes approximations de la
fonction hjk(·, x(k)k ) 3 en x(jk)k , dont les matrices de courbure (Ajk(xk))k∈N sont simples à
implémenter.
Déﬁnissons, pour tout k ∈ N, les fonctions h1,jk(·, xkk ) et h2,jk(·, xkk ) respectivement
associées à h1 et h2. Nous proposons de majorer ces deux fonctions séparément.
D’une part, nous avons remarqué que, pour tout s ∈ {1, . . . , S}, ϕs,2 est concave. Ainsi,
pour tout k ∈ N, h2,jk(·, xkk ) peut être majorée en x(jk)k par son approximation de premier
ordre :
(∀y ∈ RNjk ) q2,jk(y, xk) = h2(xk) +
〈
y− x(jk)k ,∇jkh2(xk)
〉
. (6.26)
Il nous reste donc à construire des matrices SDP (Ajk(xk))k∈N telles que, pour tout
k ∈ N,
(∀y ∈ RNjk ) q1,jk(y, xk) = h1(xk) +
〈
y− x(jk)k ,∇jkh1(xk)
〉
+
1
2
‖y− x(jk)k ‖2Ajk (xk) (6.27)
soit une fonction majorant h1,jk(·, xkk ). Dans la proposition suivante, nous donnons une
matrice B ∈ S+N nous permettant de construire des approximations majorantes de h1 en xk
pour tout k ∈ N.
Proposition 6.2. Soit x˜ ∈ RN . Une fonction quadratique majorant h1 en x˜ est donnée par
(∀x ∈ RN) q1(x, x˜) = h1(x˜) + 〈x− x˜,∇h1(x˜)〉+ 1
2
‖x− x˜‖2B, (6.28)
où B = Diag
(
Ω⊤1S
)
+ ε IN , 1S étant le vecteur unité de RS, ε > 0, et
Ω =
(
Ω(s,n)
)
16s6S,16n6N
∈ RS×N est définie par
(∀s ∈ {1, . . . , S})(∀n ∈ {1, . . . , N})
Ω(s,n) = |T(s,n)R |
N∑
n′=1
|T(s,n′)R |+ |T(s,n)I |
N∑
n′=1
|T(s,n′)I |. (6.29)
3. Pour tout k ∈ N, la fonction hjk(·, x(k)k ) est définie par l’équation (5.4)
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Démonstration. Soit x˜ ∈ RN . Pour tout s ∈ {1, . . . , S}, on a,
(∀x ∈ RN ) ϕ1,s
(
|T(s)x|
)
= ϕ1,s
(
|T(s)x˜|
)
+
〈
x− x˜,
[
(T(s))∗T(s)
]
R
x˜
〉
+
1
2
|T(s)(x− x˜)|2,
où T(s) désigne la ligne s de la matrice T, et (·)∗ est l’opérateur de conjugué de matrice.
En sommant sur s ∈ {1, . . . , S}, on obtient alors
(∀x ∈ RN) h1(x) = h1(x˜) + 〈x− x˜,∇h1(x˜)〉+ 1
2
|||T(x− x˜)|||2, (6.30)
où ||| · ||| est la norme hermitienne de CS.
Soient (V(s,n)R )16s6S,16n6N ∈ [0,+∞[S×N et (V(s,n)I )16s6S,16n6N ∈ [0,+∞[S×N déﬁnis tels
que, pour tout s ∈ {1, . . . , S},∑
n∈S
(s)
R
V
(s,n)
R = 1, et
∑
n∈S
(s)
I
V
(s,n)
I = 1
où
S(s)R =
{
n ∈ {1, . . . , N}
∣∣∣∣ V(s,n)R 6= 0} = {n ∈ {1, . . . , N} ∣∣∣∣ T (s,n)R 6= 0} ,
S(s)I =
{
n ∈ {1, . . . , N}
∣∣∣∣ V(s,n)I 6= 0} = {n ∈ {1, . . . , N} ∣∣∣∣ T (s,n)I 6= 0} .
D’après l’inégalité de Jensen, pour tout s ∈ {1, . . . , S}, on a∣∣∣∣∣
N∑
n=1
T(s,n)(x(n) − x˜(n))
∣∣∣∣∣
2
=
(
N∑
n=1
T
(s,n)
R (x
(n) − x˜(n))
)2
+
(
N∑
n=1
T
(s,n)
I (x
(n) − x˜(n))
)2
=
 ∑
n∈S
(s)
R
V
(s,n)
R
T(s,n)R
V
(s,n)
R
(x(n) − x˜(n))


2
+
 ∑
n∈S
(s)
I
V
(s,n)
I
T(s,n)I
V
(s,n)
I
(x(n) − x˜(n))


2
6
∑
n∈S
(s)
R
(T
(s,n)
R )
2
V
(s,n)
R
(x(n) − x˜(n))2 + ∑
n∈S
(s)
I
(T
(s,n)
I )
2
V
(s,n)
I
(x(n) − x˜(n))2. (6.31)
En particulier, nous pouvons choisir
(∀(s, n) ∈ {1, . . . , S} × {1, . . . , N}) V(s,n)R =

0 si T(s,n)R = 0,
|T(s,n)R |∑N
n′=1 |T(s,n
′)
R |
sinon,
V
(s,n)
I =

0 si T(s,n)I } = 0,
|T(s,n)I |∑N
n′=1 |T(s,n
′)
I |
sinon.
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On peut alors déduire de (6.31) que, pour tout s ∈ {1, . . . , S},
∣∣∣∣∣
N∑
n=1
T(s,n)(x(n) − x˜(n))
∣∣∣∣∣
2
6
N∑
n=1
(
|T(s,n)R |
N∑
n′=1
|T(s,n′)R |
)
(x(n) − x˜(n))2
+
N∑
n=1
(
|T(s,n)I |
N∑
n′=1
|T(s,n′)I |
)
(x(n) − x˜(n))2.
On obtient ainsi
|||T(x− x˜)|||2 6
〈
x− x˜,Diag
(
Ω⊤1S
)
(x− x˜)
〉
, (6.32)
où Ω est déﬁnie par (6.29). Pour ﬁnir, en combinant les équations (6.30) et (6.32), on en
déduit que la fonction h1 peut être bornée par la majorante (6.28).
En utilisant le lemme 6.2 et la remarque 5.3(ii), nous pouvons maintenant construire,
pour tout k ∈ N, une majorante quadratique de h1,jk(·, xkk ) en xk de la forme de (6.27) avec
(∀k ∈ N) Ajk(xk) = Diag
(
Ω⊤jk1S
)
+ ε INjk , (6.33)
où Ωjk ∈ RS×Njk est la matrice obtenue en extrayant de la matrice Ω déﬁnie par (6.29) les
colonnes dont les indices sont dans Jjk. Remarquons que l’hypothèse 5.2(ii) est satisfaite
pour les matrices (6.33) avec 
ν = ε+ min
n∈Jjk
∑S
s=1Ω
(s,n),
ν = ε+ max
n∈Jjk
∑S
s=1Ω
(s,n).
(6.34)
Si aucune colonne de T n’est nulle, alors on peut choisir ε = 0 dans (6.34). Sinon, il faut
prendre ε > 0.
6.3.3 Résultats de simulation
Nous allons maintenant présenter nos résultats de simulation. Considérons une image
originale y ∈ CM à valeurs complexes (voir ﬁgure 6.6) de dimension M = 128 × 128.
Nous observons une version dégradée z ∈ RS de cette image, suivant le modèle (6.15).
La matrice de dégradation H ∈ CS×M correspond à la composition de deux opérateurs,
le premier étant une matrice de projection modélisant S = 23400 projections de Radon
à partir de 128 lignes d’acquisition parallèles et 180 angles équidistants sur [0, π[, et le
second correspond à un opérateur de ﬂou à valeurs complexes. Pour modéliser l’opérateur
de ﬂou, nous avons utilisé un noyau de convolution 1D de longueur 3, agissant séparément
sur chaque angle d’acquisition. Ce modèle s’inspire de la version linéarisée d’un problème
de tomographie par contraste de phase proposé dans [Davidoiu et al., 2012; Guigay et al.,
2007] dans le cas 3D. D’autre part, on suppose que le vecteur w est une réalisation d’un
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(a) (b)
Figure 6.6 – Parties réelle (a) et imaginaire (b) de l’image originale y
vecteur aléatoire suivant une loi normale centrée et de variance égale à 0.025 (tronquée de
façon à garantir la positivité des observations).
L’opérateur de trame W ∈ RM×N est choisi de façon à ce que N = 8M et que chaque
vecteur x ∈ RN soit la concaténation de deux vecteurs (xR, xI) ∈ R4M × R4M , où xR =
(x
(p)
R )16p64M (resp. xI = (x
(p)
I )16p64M) correspond à une décomposition de Haar redondante
de yR (resp. yI) sur un niveau de résolution. Un exemple de décomposition de la partie
réelle de y est donné dans la ﬁgure 6.7(a).
La fonction de régularisation g est déﬁnie par
(∀x ∈ R8M) g(x) =
4M∑
p=1
gp(x
(p)
R , x
(p)
I ), (6.35)
avec, pour tout p ∈ {1, . . . , 4M},
(∀u ∈ R2) gp(u) =

ϑp‖u− ωp‖κp2 si p /∈ E,
0 si p ∈ E et u = 0,
+∞ sinon,
(6.36)
où E correspond à l’arrière plan de l’objet (donné dans la ﬁgure 6.7(b) pour les coef-
ﬁcients correspondants à la partie réelle de l’image). Aﬁn de promouvoir la parcimonie
des coeﬃcients de détails de x̂ nous choisissons κp = 1 et ϑp = ϑd ∈]0,+∞[ lorsque
p ∈ {M + 1, . . . , 4M}. Pour les coeﬃcients d’approximation, nous choisissons κp = 2 et
ϑp = ϑ
a ∈]0,+∞[ lorsque p ∈ {1, . . . ,M}. Le paramètre ωp ∈ R2 correspond à une valeur
moyenne des coeﬃcients de trame. Dans nos simulations nous avons pris ωp = (0.4, 0.6)
pour les coeﬃcients d’approximation, et ωp = 0 sinon. Ainsi, la fonction de régularisation
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donnée par (6.35)-(6.36) satisfait l’hypothèse 5.1(i) et est semi-algébrique. De plus, son
opérateur proximal a une forme explicite (voir section 2.3.4).
(a) (b) (c)
Figure 6.7 – Seuls les coefficients de trame correspondants à la partie réelle de l’image
yR sont représentés dans les trois figures. (a) Exemple de décomposition de trame de yR.
(b) Masque E permettant de forcer les coefficients de l’arrière plan de l’objet à être égaux
à 0. (c) Indices d’un bloc x(j) pour Q = 32.
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Figure 6.8 – (a) Temps de reconstruction nécessaire pour satisfaire le critère d’arrêt
‖xk − x̂‖/‖x̂‖ 6 0.025 avec l’algorithme 5.4 en fonction de Q. (b) Profil de convergence
de l’algorithme 5.4 (ligne continue) et de l’algorithme PALM de [Bolte et al., 2013] (ligne
discontinue), obtenu en utilisant Matlab 7 sur une machine Intel(R) Core(TM) i7-3520M
@ 2.9GHz.
Dans nos simulations, les paramètres ϑa, ϑd et δ sont ajustés de façon à maximiser le
RSB entre l’image originale y et l’image reconstruite ŷ. Dans l’algorithme 5.4, pour tout
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j, x(j) correspond à un vecteur, de dimension ﬁxe 8Q, faisant intervenir 8 blocs extraits à
la fois des approximations et des détails des parties réelles et imaginaires de l’image. Une
illustration pour la partie réelle est donnée dans la ﬁgure 6.7(c). À chaque itération k ∈ N,
jk est choisi aléatoirement de façon à ce que chaque bloc soit mis à jour au moins une fois
toutes les J itérations. En pratique, nous observons que le temps de reconstruction varie
en fonction du paramètre Q. La ﬁgure 6.8(a) donne le temps de reconstruction nécessaire
(a) (b)
 
 
(c) (d)
Figure 6.9 – Parties réelle (a) (resp. (c)) et imaginaire (b) (resp. (d)) de l’image recons-
truite yˆ en utilisant l’algorithme 5.4, RSB = 21.27 dB (resp. l’algorithme de projections
alternées régularisé de [Mukherjee et Seelamantula, 2012], RSB = 14.45 dB).
à l’algorithme 5.4 pour atteindre le critère d’arrêt ‖xk − x̂‖/‖x̂‖ 6 0.025 en fonction du
paramètre Q, où la solution optimale x̂ a été calculée préalablement pour un grand nombre
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d’itérations. Dans cet exemple, le meilleur choix en terme de vitesse de convergence semble
être Q = 2.
La ﬁgure 6.8(b) illustre la décroissance de (‖xk − x̂‖/‖x̂‖)k (en échelle logarithmique)
obtenue en utilisant l’algorithme 5.4 et l’algorithme PALM de [Bolte et al., 2013] avec
γk ≡ 1.9 et Q = 2, où x̂ correspond à la solution optimale obtenue pour chaque algorithme.
Nous pouvons observer que, dans cet exemple, le préconditionnement permet d’accélérer
la vitesse de convergence des itérées.
Dans la ﬁgure 6.9(a)-(b) nous donnons les parties réelle et imaginaire de l’image re-
construite en utilisant la méthode proposée dans cette section. Nous donnons aussi dans la
ﬁgure 6.9(c)-(d) les parties réelle et imaginaire de l’image reconstruite obtenue en utilisant
une version améliorée la méthode de projections alternée proposée par [Mukherjee et Seela-
mantula, 2012], où la non-inversibilité de la matrice H a été prise en compte. Remarquons
de plus qu’il faut compter un temps 10 fois plus long avec la méthode de [Mukherjee et
Seelamantula, 2012] que le temps mis avec l’algorithme 5.4, pour obtenir une valeur de
RSB stable. Notons qu’en raison de la grande dimension du problème traité, les approches
SDP de [Candès et al., 2013; Jaganathan et al., 2012; Waldspurger et al., 2013] ainsi que la
méthode gloutonne de [Shechtman et al., 2014] ne peuvent pas être mises en œuvre. D’autre
part, l’algorithme standard de GS ne donne pas des résultats de qualité acceptable.
6.4 Déconvolution aveugle de signaux sismiques
6.4.1 Formulation du problème
6.4.1.1 État de l’art
Dans cette section, nous cherchons à estimer un signal sismique inconnu x ∈ RN à
partir d’observations z ∈ RN obtenues par le modèle :
z = k ∗ x + w, (6.37)
où k ∈ RS représente une réponse impulsionnelle (par exemple, la réponse linéaire d’un
capteur, ou un noyau de convolution modélisant un ﬂou), et w ∈ RN est une réalisation d’un
vecteur aléatoire modélisant un bruit additif. Un exemple de signal sismique x ∈ RN ainsi
que de son observation faite au travers du modèle (6.37) sont donnés dans la ﬁgure 6.10.
L’utilisation d’approches standards, telles que le ﬁltre de Wiener [Wiener, 1949] ou des
extensions de type SURELET [Pesquet et al., 2009], permettent de trouver une estimée x̂ ∈
RN du signal original x en minimisant un critère basé sur le carré de la norme euclidienne
‖ · ‖2. Cependant, d’une part l’utilisation seule d’une fonction d’attache aux données de
moindres carrés ne permet pas de débruiter correctement le signal, et d’autre part, en
ajoutant une régularisation ‖ · ‖2 on obtient souvent des estimations trop lisses du signal
de départ.
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Figure 6.10 – (Haut) Signal sismique inconnu x. (Bas) Observations z.
Dans cette section, nous nous intéresserons au cas de la déconvolution aveugle, c’est à
dire lorsque le noyau k est lui aussi inconnu, et doit être estimé conjointement au signal
x. Ce type de problème peut se rencontrer dans diverses applications telles que les com-
munications (égalisation ou estimation de canal) [Haykin, 1994], le contrôle non destructif
[Nandi et al., 1997], la géophysique [Kaaresen et Taxt, 1998; Pham et al., 2014; Takahata
et al., 2012], le traitement des images [Ahmed et al., 2014; Kato et al., 1999; Kundur et
Hatzinakos, 1996a,b], l’imagerie médicale et la télédétection Campisi et Egiazarian [2007].
Le problème de déconvolution aveugle étant un problème très sous-déterminé, il requiert
l’utilisation d’hypothèses supplémentaires sur le signal et le noyau à estimer. Une approche
usuelle est de déﬁnir les estimées (x̂, k̂) ∈ RN × RS de (x, k) comme les minimiseurs de la
somme d’une fonction d’attache aux données et des termes de régularisation sur le signal
et sur le noyau de convolution (voir section 2.2.1). Le problème de déconvolution aveugle
étant sujet à des ambiguïtés d’échelles, et les fonctions de régularisation servant à la fois à
prendre en compte des connaissances sur les objets originaux et assurant la stabilité de la
solution, il peut être intéressant de les choisir invariantes par échelle [Comon, 1996; Moreau
et Pesquet, 1997].
La fonction ℓ1/ℓ2, introduite dans [Gray, 1978] pour traiter des problèmes de décon-
volution en géophysique, posséde de telles propriétés. Elle a été utilisée plus récemment
comme mesure de parcimonie dans [Barak et al., 2014; Hoyer, 2004; Hurley et Rickard,
2004; Zibulevsky et Pearlmutter, 2001] pour résoudre des problèmes de NMF (Nonnega-
tive Matrix Factorization) [Mørup et al., 2008], des problèmes de traitement d’image en
utilisant une décomposition en ondelettes [Ji et al., 2012], ou pour la reconstruction de
signaux parcimonieux [Demanet et Hand, 2014]. Il est de plus souligné dans [Benichoux
et al., 2013] que cette fonction de régularisation peut être eﬃcace pour les problèmes de
déconvolution aveugle de signaux parcimonieux.
Récemment, [Krishnan et al., 2011] a proposé un algorithme de minimisation alternée
permettant d’utiliser la fonction de régularisation ℓ1/ℓ2. Les auteurs proposent de transfor-
mer le problème régularisé par la fonction non convexe ℓ1/ℓ2 en une famille de problèmes
régularisés par la fonction convexe ℓ1. Pour cela, à chaque itération, le résultat obtenu est
pondéré en le divisant par la norme ℓ2 de l’itérée précédente. Le problème régularisé par ℓ1
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peut être résolu en utilisant l’algorithme explicite-implicite (aussi appelé ISTA (Iterative
Shrinkage-Thresholding Algorithm) lorsque la fonction non lisse est la norme ℓ1 [Beck et
Teboulle, 2009]). Bien que la convergence de cette méthode n’aie pas été établie, elle semble
très eﬃcace en pratique. Une autre méthode, basée sur un algorithme de gradient projeté
avec changement d’échelle, a été proposée dans [Esser et al., 2013] pour résoudre une ap-
proximation lisse de la fonction ℓ1/ℓ2. Cependant, cette approche ne permet de résoudre
que des problèmes traitant des signaux parcimonieux à valeurs positives.
L’objectif de cette section est de proposer un algorithme eﬃcace permettant de prendre
en compte une approximation lisse de la pénalisation ℓ1/ℓ2 pour des problèmes traitant des
données à valeurs réelles signées.
6.4.1.2 Problème d’optimisation
On déﬁnit les estimées (x̂, k̂) ∈ RN ×RS de (x, k) comme les minimiseurs de la fonction
(∀(x, k) ∈ RN × RS) f(x, k) = h1(x, k) + h2(x) + g1(x) + g2(k), (6.38)
où h1 : RN × RS →] −∞,+∞] correspond au critère de moindres carrés associé au mo-
dèle (6.37) déﬁni par
(∀(x, k) ∈ RN × RS) h1(x, k) = 1
2
‖k ∗ x− z‖2, (6.39)
g1 : R
N →] − ∞,+∞] et g2 : RS →] − ∞,+∞] sont respectivement des termes de régu-
larisation sur x et k non nécessairement lisses, et h2 : RN →] −∞,+∞] est une fonction
de régularisation diﬀérentiable de gradient Lipschitz sur x. Nous supposons de plus que
g1 et g2 sont des fonctions semi-algébriques satisfaisant l’hypothèse 5.1(i) donnée dans le
chapitre 5, et nous notons, pour tout (x, k) ∈ RN ×RS, h(x, k) = h1(x, k) + h2(x) la partie
diﬀérentiable du critère (6.38).
Concernant la fonction de régularisation h2, cette dernière doit à la fois promouvoir
la parcimonie de x, et être simple à implémenter numériquement. Nous avons vu que
la fonction de régularisation non convexe ℓ1/ℓ2 [Slavakis et al., 2013], déﬁnie comme le
quotient des normes
(∀x ∈ RN) ℓ1(x) =
N∑
n=1
|x(n)| et ℓ2(x) =
(
N∑
n=1
(x(n))2
)1/2
,
permet de traiter eﬃcacement les problèmes de déconvolution aveugle. Cependant, n’étant
ni diﬀérentiable, ni convexe, elle se révèle compliquée à optimiser.
Nous proposons donc de remplacer cette fonction non lisse par une approximation lisse
de celle-ci qui sera plus facilement maniable. Pour cela, rappelons que des approximations
lisses de ℓ1 et ℓ2, notées ℓ1,α (parfois appelée pénalisation ℓ1-ℓ2-hybride ou hyperbolique)
et ℓ2,η, sont déﬁnies par
(∀x ∈ RN) ℓ1,α(x) =
N∑
n=1
(√
(x(n))2 + α2 − α
)
et ℓ2,η(x) =
√√√√ N∑
n=1
(x(n))2 + η2, (6.40)
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où (α, η) ∈]0,+∞[2. Remarquons que dans le cas limite où α = η = 0, on retrouve les
normes usuelles ℓ1 et ℓ2. Nous déﬁnissons alors notre approximation lisse de la fonction
ℓ1/ℓ2 de la façon suivante :
(∀x ∈ RN) h2(x) = λ log
(
ℓ1,α(x) + β
ℓ2,η(x)
)
, (6.41)
avec (λ, β, α, η) ∈]0,+∞[4.
D’une part, remarquons que la fonction log permet non seulement de rendre la fonction
plus facile à manier, mais aussi de mieux faire ressortir la parcimonie. Un exemple en est
donné dans la ﬁgure 6.11 où h2 est comparée à d’autres fonctions permettant de promouvoir
la parcimonie.
(a) (b) (c)
(d) (e)
Figure 6.11 – (a) Fonction ℓ0. (b) Fonction ℓ1. (c) Fonction ℓ1/2. (d) Fonction ℓ1,α/ℓ2,η.
(e) Fonction h2 = log
(
(ℓ1,α + β)/ℓ2,η
)
.
D’autre part, notons que f correspond à la fonction Lagrangienne associée à la minimi-
sation de h1 + g1 + g2 sous la contrainte
(∀x ∈ RN) log
(
ℓ1,α(x) + β
ℓ2,η(x)
)
6 log(ϑ), (6.42)
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pour un certain ϑ > 0. D’après la monotonie de la fonction log, (6.42) est équivalente à
(∀x ∈ RN) ℓ1,α(x) + β
ℓ2,η(x)
6 ϑ, (6.43)
qui, d’après (6.41), peut être interprétée comme une formulation sous contrainte d’une
approximation lisse de la fonction ℓ1/ℓ2, dès que β est assez petit.
Pour ﬁnir, soulignons que la fonction h2 est de gradient Lipschitz sur tout sous-ensemble
compact de RN . Ainsi, la fonction h satisfait l’hypothèse 5.1(ii).
6.4.2 Mise en œuvre de l’algorithme
Pour minimiser la fonction (6.38), nous allons utiliser l’algorithme 5.4 en alternant sur
les variables x et k. Pour cela, nous avons besoin de déﬁnir, pour tout (x˜, k˜) ∈ RN × RS,
des matrices A1(x˜, k˜) ∈ S+N et A2(x˜, k˜) ∈ S+S satisfaisant l’hypothèse 5.2. De telles matrices
sont données dans la proposition suivante.
Proposition 6.3. Pour tout (x˜, k˜) ∈ RN × RS, soient
A1(x˜, k˜) =
(
L1(k˜) +
9λ
8η2
)
IN +
λ
ℓ1,α(x˜) + β
Aℓ1,α(x˜),
A2(x˜, k˜) = (L2(x˜) + ε) IS,
où
Aℓ1,α(x˜) = Diag
(((
(x˜(n))2 + α2
)−1/2)
16n6N
)
, (6.44)
ε > 0 et L1(k˜) (resp. L2(x˜)) est une constante de Lipschitz de ∇1h1(·, k˜) (resp. ∇2h1(x˜, ·)). 4
La fonction définie par
(∀x ∈ RN) q(x | x˜, k˜) = h(x˜, k˜) + 〈x− x˜,∇1h(x˜, k˜)〉+ 1
2
‖x− x˜‖2
A1 (˜x,˜k)
, (6.45)
est une fonction quadratique majorant h(·, k˜) en x˜, et
(∀k ∈ RN) q(k | x˜, k˜) = h(x˜, k˜) + 〈k− k˜,∇1h(x˜, k˜)〉+ 1
2
‖k− k˜‖2
A2(˜x,˜k)
, (6.46)
est une fonction quadratique majorant h(x˜, ·) en k˜.
Démonstration. Soit x˜ ∈ RN . Décomposons h2 en une somme de deux fonctions h(1)2 et h(2)2
où
(∀x ∈ RN)
h
(1)
2 (x) = λ log (ℓ1,α(x) + β) ,
h
(2)
2 (x) = −λ log (ℓ2,η(x)) .
(6.47)
Il nous suﬃt alors de montrer que
4. La fonction h1 étant choisie quadratique, ces constantes de Lipschitz s’obtiennent facilement.
142
6.4. Déconvolution aveugle de signaux sismiques
(i) la fonction
(∀x ∈ RN ) q˜(x | x˜) = h(1)2 (x˜) + 〈x− x˜,∇h(1)2 (x˜)〉+
1
2
‖x− x˜‖2
A
h
(1)
2
(˜x), (6.48)
est une fonction majorante de h(1)2 en x˜ pour
A
h
(1)
2
(x˜) =
λ
ℓ1,α(x˜) + β
Aℓ1,α(x˜), (6.49)
(ii) une constante de Lipschitz du gradient de h(2)2 est égale à µ =
9λ
8η2
.
D’une part, posons
(∀x ∈ RN) l(x) = ℓ1,α(x) + β. (6.50)
D’après [Allain et al., 2006], on a alors, pour tout x ∈ RN ,
l(x) 6 l(x˜) + (x− x˜)⊤∇l(x˜) + 1
2
‖x− x˜‖2
Aℓ1,α (˜x)
, (6.51)
où Aℓ1,α(l) est donnée par (6.44).
D’autre part, pour tout (u, v) ∈]0,+∞[2,
log v 6 log u +
v
u
− 1 = log u + v − u
u
. (6.52)
En posant v = l(x) > 0 et u = l(x˜) > 0, et en combinant (6.51) et (6.52), on obtient
h
(1)
2 (x) 6 h
(1)
2 (x˜) +
〈
x− x˜, λ
τ(x˜)
∇l(x˜)
〉
+
1
2
〈
x− x˜, λ
τ(x)
Aℓ1,α(x˜)(x− x˜)
〉
.
Ainsi, l’assertion (i) est vériﬁée en remarquant que
∇h(1)2 (x˜) =
λ
l(x˜)
∇l(x˜) et A
h
(1)
2
(x˜) =
λ
l(x˜)
Aℓ1,α(x˜).
D’autre part, le Hessien de h(2)2 est donné par
(∀x ∈ RN) ∇2h(2)2 (x) =
2λ
ℓ42,η(x)
xx⊤ − λ
ℓ22,η(x)
IN .
En remarquant que, pour tout x ∈ RN , ℓ22,η(x) = ‖x‖2 + η2, et en appliquant l’inégalité
triangulaire, on obtient
‖∇2h(2)2 (x)‖ 6
2λ‖x‖2
(‖x‖2 + η2)2 +
λ
‖x‖2 + η2 = χ(‖x‖),
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où
χ : u ∈ [0,+∞[ 7→ λ 3u
2 + η2
(u2 + η2)2
.
La dérivée de χ est donnée, pour tout u ∈ [0,+∞[, par
χ˙(u) = λ
2u
(u2 + η2)3
(η2 − 3u2),
donc χ est une fonction croissante sur [0, η/
√
3] et décroissante sur ]η/
√
3,+∞[. De plus,
on a supu∈[0,+∞[ χ(u) = χ
(
η/
√
3
)
= 9λ
8η2
. On obtient alors l’assertion (ii).
Dans le cas particulier de la minimisation de la fonction (6.38), l’algorithme 5.4 se réduit
à l’algorithme 6.2. Les propriétés de convergence de cet algorithme sont données dans le
Algorithme 6.2 Algorithme explicite-implicite à métrique variable alterné par bloc ap-
pliqué au problème de déconvolution aveugle.
Initialisation : Pour tout k ∈ N, soient Jk ∈ N∗, Ik ∈ N∗ et soient (γk,jx )06j6Jk−1 ∈
]0,+∞[Jk et (γk,ik )06i6Ik−1 ∈]0,+∞[Ik. Soient x0 ∈ dom g1 et k0 ∈ dom g2.
Iterations :
Pour k = 0, 1, . . .
xk,0 = xk, kk,0 = kk,
Pour j = 0, . . . , Jk − 1 x˜k,j = xk,j − γk,jx A1(xk,j, kk)−1∇1h(xk,j, kk),
xk,j+1 = prox(γk,jx )−1A1(xk,j ,kk),g1 (x˜k,j) ,
xk+1 = xk,Jk.
Pour i = 0, . . . , Ik − 1 k˜k,i = kk,i − γk,ik A2(xk+1, kk,i)−1∇2h(xk+1, kk,i),
kk,i+1 = prox(γk,i
k
)−1A2(xk+1,kk,i),g2
(
k˜k,i
)
,
kk+1 = kk,Ik.
théorème 5.1. Remarquons que dans l’algorithme 6.2, pour tout k ∈ N, les entiers Ik et Jk
permettent de mettre à jour plusieurs fois de suite les vecteurs xk et kk. Cela est possible
grâce à l’hypothèse de mise à jour quasi-cyclique des blocs donnée dans la déﬁnition 5.1(ii).
Nous montrerons l’intérêt de cette règle de mis à jour dans la section suivante.
6.4.3 Résultats de simulation
Le signal sismique parcimonieux x, de longueur N = 784, donné en haut de la ﬁ-
gure 6.10, est composé d’une suite de “pics” appelés coeﬃcients de réﬂectivité primaire
[Walden et Hosken, 1986]. Ces séries de réﬂectivités indiquent le temps de parcours d’une
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onde sismique entre deux réﬂecteurs sismiques, et l’amplitude des évènements sismiques
réﬂéchis vers le capteur. La trace sismique observée z, donnée en bas de la ﬁgure 6.10,
suit le modèle (6.37). Dans ce contexte, le noyau k est lié à la source sismique générée.
Nous utilisons ici une onde sismique passe-bande de “Ricker" (appelée aussi chapeau Mexi-
cain [Ricker, 1940]) de taille S = 41 (voir ﬁgure 6.13(2)) dont les fréquences de spectre
sont concentrées entre 10 et 40 Hz. Le bruit additif w est une réalisation d’un bruit blanc
gaussien de variance σ2.
Les séries de réﬂectivité étant parcimonieuses, mais limitées en amplitude, nous choi-
sissons comme fonction de régularisation
(∀x ∈ RN) g1(x) = ι[xmin,xmax]N (x), (6.53)
où (xmin, xmax) ∈ R2 sont les amplitudes minimale et maximale de x. De même, l’onde
sismique étant d’énergie ﬁnie, on choisit
(∀k ∈ RS) g2(k) = ιC(k), (6.54)
où C = {k ∈ [kmin, kmax]S | ‖k‖ 6 δ}, avec δ > 0, et kmin (resp. kmax) la valeur minimale
(resp. maximale) de k.
La ﬁgure 6.12 donne les temps de reconstruction obtenus, en secondes, en utilisant
l’algorithme 6.2, en fonction du nombre d’itérations internes Jk ≡ J , en ﬁxant Ik ≡ 1,
γk,ix ≡ 1, γk,jk ≡ 1.9 et le niveau de bruit σ = 0.03. Les temps de reconstruction donnés
correspondent au temps nécessaire pour que le critère d’arrêt ‖xk−xk−1‖ 6
√
N×10−6 soit
vériﬁé. On peut observer que le meilleur compromis en terme de vitesse de convergence
est obtenu pour une valeur intermédiaire d’itérations internes sur xk égale à J = 71.
D’autre part, nous avons pu remarquer que le choix de J inﬂue très peu sur la qualité de
reconstruction.
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Figure 6.12 – Temps de reconstruction en fonction du nombre d’itérations internes
Jk ≡ J effectuées dans l’algorithme 6.2 (moyennes obtenues pour 30 réalisations de bruit).
La méthode proposée dans cette section est comparée à celle de [Krishnan et al., 2011].
Les deux algorithmes sont initialisés de la même manière : x0 est un signal constant vériﬁant
‖x0‖ 6 max{|xmin|, |xmax|}, et k0 est un ﬁltre gaussien centré appartenant à l’ensemble
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Figure 6.13 – (1) Erreur résiduelle x − xˆ pour le signal estimé xˆ obtenu en utilisant
[Krishnan et al., 2011] (a) et l’algorithme 6.2 (b). (2) Noyau original k (ligne fine continue
bleue), estimé kˆ par l’algorithme 6.2 (ligne épaisse continue noire) et par [Krishnan et al.,
2011] (ligne discontinue épaisse verte).
C. Dans les tables 6.1 et 6.2 nous présentons, respectivement, les moyennes et variances
obtenues pour trois niveaux de bruit σ ∈ {0.01, 0.02, 0.03}, moyennés sur 200 réalisations
de bruit chacun. Les paramètres de régularisation de [Krishnan et al., 2011] et (λ, α, β, η) ∈
]0,+∞[4 apparaissant dans (6.41) sont choisis de manière à minimiser la norme ℓ1 entre le
signal original x et le signal estimé x̂. De plus, pour l’algorithme 6.2, nous prenons, pour
tout k ∈ N, Jk = 71 et Ik = 1. Bien que les deux méthodes donnent de bons résultats de
reconstruction en terme d’erreurs ℓ1 et ℓ2, l’algorithme 6.2 donne de meilleurs résultats,
pour tous les niveaux de bruits, autant pour la reconstruction de x que de h. D’autre part,
d’après la table 6.2, nous pouvons remarquer que les variances des erreurs ℓ1 et ℓ2 sont du
même ordre de grandeur pour les deux méthodes (autour de 10% de l’erreur moyenne), ce
qui permet de conﬁrmer statistiquement la stabilité des résultats présentés dans la table 6.1.
On peut remarquer de plus que, bien que les variances soient légèrement plus élevées avec
l’algorithme 6.2 qu’avec [Krishnan et al., 2011] pour l’estimation de x, le comportement
inverse est observé pour l’estimation de k. Enﬁn, l’algorithme 6.2 est signiﬁcativement plus
rapide en moyenne, et sa vitesse de convergence est plus stable que [Krishnan et al., 2011].
Finalement, nous donnons dans la ﬁgure 6.13 un résultat de reconstruction pour σ =
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Niveau de bruit (σ) 0.01 0.02 0.03
Erreur sur le signal observé z
ℓ2 (×10−2) 7.14 7.35 7.68
ℓ1 (×10−2) 2.85 3.44 4.09
Erreur sur le signal estimé x̂
[Krishnan et al., 2011]
ℓ2 (×10−2) 1.23 1.66 1.84
ℓ1 (×10−3) 3.79 4.69 5.30
Algorithme 6.2
ℓ2 (×10−2) 1.09 1.63 1.83
ℓ1 (×10−3) 3.42 4.30 4.85
Erreur sur le noyau estimé k̂
[Krishnan et al., 2011]
ℓ2 (×10−2) 1.88 2.51 3.21
ℓ1 (×10−2) 1.44 1.96 2.53
Algorithme 6.2
ℓ2 (×10−2) 1.62 2.26 2.93
ℓ1 (×10−2) 1.22 1.77 2.31
Temps de reconstruction (s)
[Krishnan et al., 2011] 106 61 56
Algorithme 6.2 56 22 18
Table 6.1 – Moyennes sur 200 réalisations de bruit, pour chaque niveau de bruit, des
résultats obtenus pour l’estimation de x et k en utilisant [Krishnan et al., 2011] et l’algo-
rithme 6.2 (Matlab 8 sur une machine Intel(R) Xeon(R) CPU E5-2609 v2@2.5GHz).
Niveau de bruit (σ) 0.01 0.02 0.03
Erreur sur le signal observé z
ℓ2 (×10−4) 3.52 7.02 10.42
ℓ1 (×10−4) 2.98 5.55 8.06
Erreur sur le signal estimé x̂
[Krishnan et al., 2011]
ℓ2 (×10−3) 1.35 2.35 2.09
ℓ1 (×10−4) 2.17 3.36 3.49
Algorithme 6.2
ℓ2 (×10−3) 2.92 3.44 2.74
ℓ1 (×10−4) 3.88 4.81 4.07
Erreur sur le noyau estimé k̂
[Krishnan et al., 2011]
ℓ2 (×10−3) 2.65 6.24 6.36
ℓ1 (×10−3) 1.99 3.96 4.35
Algorithme 6.2
ℓ2 (×10−3) 2.94 2.75 3.43
ℓ1 (×10−3) 2.04 2.25 2.86
Temps de reconstruction (s)
[Krishnan et al., 2011] 54 45 46
Algorithme 6.2 11 4 6
Table 6.2 – Variances sur 200 réalisations de bruit, pour chaque niveau de bruit, des
résultats obtenus pour l’estimation de x et k en utilisant [Krishnan et al., 2011] et l’algo-
rithme 6.2.
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0.03. La ﬁgure 6.13(1) illustre l’erreur résiduelle de l’estimation parcimonieuse du signal
x − x̂, pour une réalisation de bruit donnée, où x̂ est estimée par [Krishnan et al., 2011]
dans (a), et avec l’algorithme 6.2 dans (b). De même, nous donnons dans la ﬁgure 6.13(2)
l’estimation de k pour la même réalisation de bruit.
6.5 Conclusion
Dans ce chapitre nous avons traité trois problèmes inverses en traitement du signal,
que nous avons résolus en utilisant l’algorithme explicite-implicite à métrique variable
alterné par bloc présenté dans le chapitre 5. Nous avons vu que cet algorithme permet de
résoudre des problèmes où deux objets sont à estimer conjointement (NMF et déconvolution
aveugle), et permet également de traiter des problèmes de grande dimension tel que celui
de reconstruction de phase présenté dans la section 6.3. Nous avons montré, sur les trois
exemples de simulation, que notre méthode se compare favorablement à celles existantes.
Nous avons montré de plus que, la métrique variable permet d’accélérer la convergence de
l’algorithme explicite-implicite alterné par bloc dans les exemples traités. Pour ﬁnir, nous
avons vu dans le dernier exemple l’intérêt d’utiliser la règle essentiellement cyclique pour
la mise à jour des blocs, lorsque ces derniers ne sont pas de même nature.
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7.1 Introduction
Ces dernières années, les méthodes primales-duales ont suscité un intérêt croissant. Elles
permettent de minimiser des sommes de fonctions convexes (voir section 2.4.4 et [Komoda-
kis et Pesquet, 2014]) mais aussi de trouver le zéro d’une somme d’opérateurs monotones
[Bauschke et Combettes, 2011]. Lorsque plusieurs opérateurs linéaires apparaissent dans la
formulation du problème étudié, résoudre conjointement les formes primales et duales per-
met de construire des stratégies d’optimisation où les opérateurs linéaires n’ont pas besoin
d’être inversés, ce qui oﬀre un avantage indéniable en terme de complexité algorithmique
lorsque l’on traite des problèmes de grande taille (voir par exemple [Becker et Combettes,
2014; Couprie et al., 2013; Harizanov et al., 2013; Jezierska et al., 2012; Pustelnik et al.,
2014; Repetti et al., 2012; Teuber et al., 2013]).
Dans la section 2.4.4, nous avons vu qu’il existe plusieurs classes d’algorithmes primaux-
duaux. Nous nous concentrerons sur la première classe, basée sur l’algorithme explicite-
implicite, déjà étudiée dans de nombreux travaux [Chambolle et Pock, 2010; Chen et al.,
2013; Combettes et al., 2014, 2010; Combettes et Vu˜, 2014; Condat, 2013; Esser et al., 2010;
Goldstein et al., 2013; He et Yuan, 2012; Loris et Verhoeven, 2011; Pock et Chambolle, 2011;
Vu˜, 2013]. Nous avons vu que pour minimiser une somme de fonctions convexes, ces algo-
rithmes exploitent les gradients des fonctions diﬀérentiables et les opérateurs proximaux
des autres fonctions. Dans le cas des opérateurs monotones, cela signiﬁe que l’opérateur
est appliqué de façon explicite s’il est cocoercif, sinon sa résolvante est utilisée.
La plupart des algorithmes proposés dans les travaux mentionnés ci-dessus consistent
à éclater le problème original en une somme de termes plus simples dont les opérateurs
associés peuvent être traités individuellement, de façon parallèle, à chaque itération de
l’algorithme. Notre objectif dans ce chapitre est de rendre plus ﬂexible les algorithmes
primaux-duaux existants, en s’autorisant à activer, à chaque itération, une sous-partie
seulement des opérateurs impliqués. Pour cela, nous nous baserons sur les travaux récents
de [Combettes et Pesquet, 2015], proposant des approches basées sur des techniques de
balayage aléatoire applicables à des algorithmes générant des suites (quasi-)Fejér mono-
tones. Les algorithmes résultants de ces approches aléatoires sont tolérants à des erreurs
stochastiques satisfaisant une condition de sommabilité.
Dans ce chapitre, nous donnerons des versions alternées par bloc de deux variantes d’al-
gorithmes primaux-duaux basés sur l’approche explicite-implicite. Comme nous l’avons vu
dans les chapitres 5 et 6, les méthodes par bloc présentent des avantages algorithmiques
en terme de vitesse de convergence et d’allocation de mémoire. Nous verrons de plus dans
ce chapitre qu’elles permettent de développer des stratégies distribuées. Plus précisément,
nous allons nous intéresser à des problèmes multi-agents où les mises à jours peuvent être
eﬀectuées de manière asynchrone sur le voisinage d’un nombre limité d’agents. Nous mon-
trerons que les algorithmes développés permettent de traiter des problèmes variationnels et
d’inclusion monotone, et nous ferons le lien avec les méthodes existantes. Notons que, dans
le cas variationnel, des méthodes primales-duales distribuées existent, mettant en œuvre
des étapes de sous-gradients [Chang et al., 2014; Yuan et al., 2011] (voir aussi [Towﬁc et
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Sayed, 2014] pour des applications à des réseaux de données). D’une manière générale, les
méthodes de sous-gradients convergent sous la condition que le pas tend vers zero (voir
section 2.4.1). Cependant, l’utilisation de l’opérateur proximal, qui peut être vu comme
une étape implicite du sous-gradient, permet d’avoir des hypothèses moins restrictives sur
le pas. Par exemple, la convergence des itérées peut être établie pour des pas constants.
La suite du chapitre est organisée de la façon suivante : dans la section 7.2 nous ferons
des rappels sur la théorie des opérateurs monotones et donnerons nos notations. Dans la
section 7.3, nous proposerons des algorithmes primaux-duaux alternés par bloc appliqués
à des problèmes d’inclusion monotone et à des problèmes variationnels. Dans la section 7.4
nous traiterons une application en reconstruction de maillage 3D. Nous développerons
ensuite des algorithmes distribués dans la section 7.5, permettant de résoudre des problèmes
d’inclusion monotone et des problèmes variationnels. Finalement, nous donnerons quelques
conclusions dans la section 7.6.
7.2 Opérateurs monotones et optimisation
Nous ne donnerons dans cette section que les déﬁnitions et propriétés qui seront utiles
pour notre étude. Pour de plus amples informations sur les opérateurs monotones, le lecteur
peut se référer à [Bauschke et Combettes, 2011], et pour les notions de probabilités, à
[Fortet, 1995].
7.2.1 Notations
Dans ce chapitre, nous notons (Ω,F,P) l’espace de probabilité sous-jacent. Soit H un
espace de Hilbert réel séparable. On note B sa σ-algèbre de Borel. Une variable aléatoire
de H est une application mesurable x : (Ω,F) → (H,B). La plus petite σ-algèbre générée
par une famille Φ de variables aléatoires est noté σ(Φ). De plus, l’espérance est notée E(·).
Soit G un espace de Hilbert réel. Soit L ∈ B(H,G) 1, on note son opérateur adjoint L∗,
son inverse L−1 et sa racine carrée L1/2. Si L ∈ S+(H) 2, alors L est un isomorphisme et son
inverse L−1 est aussi dans S+(H).
Nous notons 2H l’ensemble des parties de l’ensemble H. Soit A : H → 2H. Si, pour tout
x ∈ H, Ax est un singleton, alors A est un opérateur univalué.
Définition 7.1. Soit A : H → 2H.
(i) L’ensemble des zéros de A est donné par
zerA =
{
x ∈ H
∣∣∣ 0 ∈ Ax}.
1. Rappelons que B(H,G) correspond à l’ensemble des opérateurs linéaires bornés de H vers G.
2. Rappelons que S(H) correspond à l’ensemble des opérateurs L ∈ B(H) = B(H,H) auto-adjoints. De
plus, S+(H) est l’ensemble des opérateurs L ∈ S(H) fortement positifs.
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(ii) L’ inverse de A est défini par
A−1 : H 7→ 2H : u 7→
{
x ∈ H
∣∣∣ u ∈ Ax}.
(iii) On dit que A est un opérateur monotone si
(∀(x, y) ∈ H2)(∀u ∈ Ax)(∀v ∈ Ay) 〈x − y | u− v〉 > 0.
(iv) On dit que A est un opérateur maximal monotone s’il est monotone et s’il n’existe
pas d’autre opérateur monotone dont le graphe est inclus dans celui de A.
(v) On dit que A est un opérateur β-fortement monotone, pour β ∈ ]0,+∞[, si
(∀(x, y) ∈ H2)(∀u ∈ Ax)(∀v ∈ Ay) 〈x − y | u− v〉 > β‖x − y‖2.
(vi) La résolvante de A est définie par
JA : H → 2H : x 7→ JAx = (Id + A)−1x.
(vii) Soit C : H → 2H. La somme parallèle entre A et C est définie par
AC = (A−1 + C−1)−1.
L’élément neutre de la somme parallèle est le cône normal à {0}, noté N{0}.
Définition 7.2. Soit B un opérateur univalué de H dans H.
(i) L’opérateur B est dit β-cocoercif, pour β ∈ ]0,+∞[, si
(∀(x, y) ∈ H2) 〈x − y | Bx − By〉 > β‖Bx − By‖2.
(ii) L’opérateur B est dit fermement contractant s’il est 1-cocoercif.
(iii) L’opérateur B est dit α-moyenné, pour α ∈]0, 1[, si
(∀(x, y) ∈ H2) ‖Bx − By‖2 6 ‖x − y‖2 − 1− α
α
‖(Id − B)x − (Id − B)y‖2
La propriété suivante permet de faire le lien entre certaines des déﬁnitions données
ci-dessus.
Propriété 7.1.
(i) Soient B : H → H et β ∈ ]0,+∞[. L’opérateur B est β-cocoercif si et seulement si
B−1 : H → 2H est β-fortement monotone.
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(ii) Un opérateur A : H → 2H est maximal monotone si et seulement si sa résolvante est
un opérateur fermement contractant de H vers H.
Dans le chapitre 2 nous avons énoncé le théorème de Moreau pour les fonctions de
Γ0(H). Le théorème suivant le généralise au cas des opérateurs maximaux monotones.
Théorème 7.1. (Formule de décomposition de Moreau)[Combettes et Vu˜, 2014, Ex.
3.9] Soient A : H → 2H un opérateur maximal monotone, U ∈ S+(H) et γ ∈ ]0,+∞[. On
note alors JγUA : H → H la résolvante de A relativement à γU, et on a
JγUA = U
1/2JγU1/2AU1/2U
−1/2 = Id − γUJγ−1U−1A−1(γ−1U−1·). (7.1)
Nous allons maintenant nous intéresser aux liens existants entre les opérateurs mono-
tones et les fonctions convexes.
Propriété 7.2. Soit f : H → ]−∞,+∞].
(i) Si f ∈ Γ0(H), le sous-différentiel de Moreau ∂f donné par la Définition 2.8 est un
opérateur maximal monotone.
(ii) Si f est une fonction propre et β-fortement convexe, pour β ∈ ]0,+∞[, alors ∂f est
β-fortement monotone.
(iii) Théorème de Baillon-Haddad. Soit β ∈ ]0,+∞[. Si f est différentiable et
convexe, alors le gradient de f, ∇f, est β−1-Lipschitz si et seulement s’il est β-
cocoercif.
(iv) Soit U ∈ S+(H). Si f ∈ Γ0(H), alors proxU,f = JU−1∂f.
Soient (Gi)16i6m des espaces de Hilbert réels. Nous notons G = G1⊕· · ·⊕Gm leur somme
directe de Hilbert, i.e. l’espace produit muni du produit scalaire :
(∀x = (x(i))16i6m ∈ G)(∀y = (y(i))16i6m ∈ G) (x, y) 7→
m∑
i=1
〈
x(i) | y(i)
〉
,
où, pour tout i ∈ {1, . . . , m}, x(i) ∈ Gi et y(i) ∈ Gi.
De plus, nous déﬁnissons Dm = {0, 1}m r {0} l’ensemble des codes binaires non nuls
de longueur m.
7.2.2 Algorithme explicite-implicite alterné aléatoirement par bloc
Dans un premier temps nous allons rappeler les résultats principaux présentés dans
[Combettes et Pesquet, 2015] sur lesquels nous nous baserons dans ce chapitre.
On suppose que K1, . . . ,Km sont des espaces de Hilbert réels séparables, où m ∈ N∗, et
K = K1 ⊕ · · · ⊕ Km correspond à leur somme directe de Hilbert.
On déﬁnit, pour tout k ∈ N,
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• Sk : H → H un opérateur βk-moyenné, pour βk ∈]0, 1[,
• et Tk : H → H : z 7→ (Ti,kz)16i6m un opérateur αk-moyenné, pour αk ∈]0, 1[, avec
(∀i ∈ {1, . . . , m}) Ti,k : H →Hi.
L’objectif est de trouver
z ∈ Z˜ = ⋂
k∈N
Fix (Tk ◦ Sk) . (7.2)
Une méthode permettant de résoudre le problème (7.2) est donnée par l’algorithme 7.1.
Algorithme 7.1 [Combettes et Pesquet, 2015, Algo. (4.1)]
Initialisation : Soient z0, (ak)k∈N et (bk)k∈N des variables aléatoires à valeurs dans K.
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dm. Soit,
pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
rk = Skzk + bk,
pour i = 1, . . . , m⌊
z
(i)
k+1 = z
(i)
k + λkε
(i)
k
(
Ti,krk + a
(i)
k − z(i)k
)
.
Le théorème suivant, issu de [Combettes et Pesquet, 2015, Thm. 4.1], donne les garanties
de convergence de l’algorithme 7.1.
Théorème 7.2. [Combettes et Pesquet, 2015, Thm. 4.1] Soit (zk)k∈N la suite générée par
l’algorithme 7.1. Supposons que Z˜ est non vide, supk∈N αk < 1 et supk∈N βk < 1. De plus,
supposons que, pour tout k ∈ N, λk ∈]0, 1] et que infk∈N λk > 0. Posons, pour tout k ∈ N,
Ek = σ(εk) et Zk = σ(z0, . . . , zk). Si
(i)
∑
k∈N
√
E(‖ak‖2 |Zk) < +∞ et ∑k∈N√E(‖bk‖2 |Zk) < +∞ P-presque sûrement,
(ii) pour tout k ∈ N, Ek et Zk sont indépendants, et (∀i ∈ {1, . . . , m}) P[ε(i)0 = 1] > 0,
on a alors P-presque sûrement
(∀z ∈ Z˜) Tk(Skzk)− Skzk + Skz → z, (7.3)
(∀z ∈ Z˜) zk − Skzk + Skz → z. (7.4)
De plus, si
(iii) l’ensemble des points de faible adhérence séquentielle de (zk)k∈N est inclus dans Z˜
P-presque sûrement,
alors, (zk)k∈N converge faiblement P-presque sûrement vers une variable aléatoire à valeurs
dans Z˜.
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Les algorithmes présentés dans ce chapitre sont issus des itérations de l’algorithme
explicite-implicite pour la résolution de problèmes d’inclusions monotones [Combettes et
Wajs, 2005] (voir [Attouch et al., 2010b] pour des exemples de problèmes pouvant être
résolus par cette méthode). Une version alternée aléatoirement par bloc a récemment été
proposée dans [Combettes et Pesquet, 2015, Sec. 5.2] (une version pour le cas variationnel
a aussi été proposée dans [Necoara et Patrascu, 2014; Richtárik et Talác, 2014]). Nous
allons montrer comment inclure des opérateurs de préconditionnement dans l’algorithme
explicite-implicite alterné aléatoirement par bloc grâce à un changement de métrique.
Soient Q : K → 2K un opérateur maximal monotone et R : K → K un opérateur
cocoercif. On veut trouver
z ∈ Z = zer (Q + R).
Nous proposons d’utiliser l’algorithme 7.2 ci-dessous pour résoudre ce problème d’inclusion,
où nous posons, pour tout V ∈ S+(K) et pour tout k ∈ N, JγkVQ : z 7→ (Ti,kz)16i6m avec
(∀i ∈ {1, . . . , m}) Ti,k : K → Ki.
Algorithme 7.2 Algorithme préconditionné explicite-implicite alterné aléatoirement par bloc
Initialisation : Soient z0, (sk)k∈N et (tk)k∈N des variables aléatoires à valeurs dans K et
V ∈ S+(K). Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs
dans Dm. Soient, pour tout k ∈ N, λk ∈ ]0,+∞[ et γk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
rk = VRzk,
pour i = 1, . . . , m⌊
z
(i)
k+1 = z
(i)
k + λkε
(i)
k
(
Ti,k(zk − γkrk + sk) + t(i)k − z(i)k
)
.
Les garanties de convergence de l’algorithme 7.2 sont données dans la proposition sui-
vante, dont la démonstration se déduit du théorème 7.2 et de la démonstration de [Com-
bettes et Pesquet, 2015, Prop. 5.9].
Proposition 7.1. Soit (zk)k∈N la suite générée par l’algorithme 7.2. Supposons que Z est
non vide, et que V1/2RV1/2 est ϑ-cocoercif, avec ϑ ∈ ]0,+∞[. Supposons, de plus, que
infk∈N γk > 0, supk∈N γk < 2ϑ, et que, pour tout k ∈ N, λk ∈]0, 1] et infk∈N λk > 0. Posons
(∀k ∈ N) Ek = σ(εk) et Zk = σ(z0, . . . , zk). Si
(i)
∑
k∈N
√
E(‖sk‖2 |Zk) < +∞ et ∑k∈N√E(‖tk‖2 |Zk) < +∞ P-presque sûrement,
(ii) pour tout k ∈ N, Ek et Zk sont indépendants et (∀i ∈ {1, . . . , m}) P[ε(i)0 = 1] > 0,
alors (zk)k∈N converge faiblement P-presque sûrement vers une variable aléatoire à valeurs
dans Z.
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Démonstration. On a Z = zer (VQ + VR) 6= ∅. Puisque V ∈ S+(K), on peut changer la
métrique de la norme de K :
(∀z ∈ K) ‖z‖V−1 =
√〈
z | V−1z
〉
.
Notons de même 〈· | ·〉V−1 le produit scalaire associé. Dans cet espace renormé, VQ est
maximal monotone. De plus,
(
∀(z, z′) ∈ K2
)
‖VRz−VRz′‖2V−1 = ‖V1/2Rz− V1/2Rz′‖2
6 ϑ−1
〈
V−1/2z− V−1/2z′ | V1/2Rz− V1/2Rz′
〉
= ϑ−1〈z− z′ | Rz− Rz′〉
= ϑ−1〈z− z′ | VRz− VRz′〉V−1 ,
ce qui montre que VR est ϑ-cocoercif dans (K, ‖·‖V−1). On peut alors utiliser un algorithme
explicite-implicite pour trouver un élément de Z en itérant, pour tout k ∈ N,
zk+1 = JγkVQ (zk − γkVRzk) .
Dans (K, ‖ · ‖V−1), l’opérateur Tk = JγkVQ est fermement contractant (et donc 1/2-
moyenné), l’opérateur Sk = Id − γkVR est γk/(2ϑ)-moyenné [Bauschke et Combettes,
2011, Prop. 4.33], et on a Z =
⋂
k∈N FixTk ◦ Sk [Bauschke et Combettes, 2011, Prop.
25.1(iv)]. L’algorithme 7.2 apparaît alors comme un cas particulier de l’algorithme 7.1.
Remarquons que la condition (i) induit
∑
k∈N
√
E(‖sk‖2V−1 |Zk) 6
√
‖V−1‖∑
k∈N
√
E(‖sk‖2 |Zk) < +∞
∑
k∈N
√
E(‖tk‖2V−1 |Zk) 6
√
‖V−1‖∑
k∈N
√
E(‖tk‖2 |Zk) < +∞
et que la convergence faible au sens de 〈· | ·〉 et 〈· | ·〉V−1 sont équivalentes.
Aﬁn d’appliquer le théorème 7.2, il reste à démontrer la condition (iii) de ce théorème.
Pour cela, il suﬃt d’utiliser un raisonnement analogue à celui de la démonstration de
[Combettes et Pesquet, 2015, Thm. 5.9]. Les résultats (7.3) et (7.4) assurent l’existence de
Ω˜ ∈ F vériﬁant P(Ω˜) = 1 et
(∀ω ∈ Ω˜)(∀z ∈ Z˜)
Tk(Skzk(ω))− Skzk(ω) + Skz → zSkzk(ω)− zk(ω)− Skz → −z.
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Par conséquent, puisque infk∈N γk > 0 et V ∈ S+(K),
(∀ω ∈ Ω˜)(∀z ∈ Z˜)
JγkVQ(zk(ω)− γkVRzk(ω))− zk(ω) = Tk(Skzk(ω))− zk(ω)→ 0Rzk(ω)→ Rz.
(7.5)
Posons, de plus,
(∀k ∈ N)
yk = JγkVQ(zk − γkVRzk)uk = γ−1k V−1(zk − yk)− Rzk. (7.6)
Nous pouvons alors déduire de (7.5) que
(∀ω ∈ Ω˜)(∀z ∈ Z˜)
zk(ω)− yk(ω)→ 0uk(ω)→ −Rz. (7.7)
Pour établir la condition (iii) il est alors suﬃsant de ﬁxer z ∈ Z, ẑ ∈ K, de déﬁnir une
sous-suite (nk)k∈N de N strictement croissante, de poser ω ∈ Ω˜ tel que znk(ω) ⇀ ẑ et de
montrer que ẑ ∈ Z.
Nous déduisons de (7.5) que Rznk(ω) ⇀ Rz. Ainsi, d’après [Bauschke et Combettes,
2011, Ex. 20.28] R étant maximal monotone, on peut déduire de [Bauschke et Combettes,
2011, Prop. 20.33(ii)] que Rz = Rẑ. Nous pouvons de plus déduire de (7.7) que ykn(ω) ⇀ ẑ
et unk ⇀ −Rẑ = −Rz. L’équation (7.6) assure que (∀k ∈ N)
(
ynk(ω),unk(ω)
)
∈ GraphQ.
On déduit alors de [Bauschke et Combettes, 2011, Prop. 20.33(ii)] que −Rẑ ∈ Qẑ, i.e.
ẑ ∈ Z.
Remarque 7.1.
(i) Soient K˜ un espace de Hilbert réel séparable, L ∈ B(K, K˜), et R˜ : K˜ → K˜ un opé-
rateur ϑ˜-cocoercif, avec ϑ˜ ∈ ]0,+∞[. Si R = L∗R˜L, alors V1/2RV1/2 est ϑ-cocoercif
pour tout V ∈ S+(K) vérifiant
ϑ‖LVL∗‖ = ϑ˜.
En effet, si R˜ est ϑ˜-cocoercif alors pour tout (x, y) ∈ K2,〈
x− y | R˜x− R˜y
〉
> ϑ˜‖R˜x− R˜y‖2
⇔
〈
LV1/2x− LV1/2y | R˜LV1/2x− R˜LV1/2y
〉
> ϑ˜‖R˜LV1/2x− R˜LV1/2y‖2.
On obtient donc〈
x− y | V1/2RV1/2x−V1/2RV1/2y
〉
> ϑ‖V1/2L∗‖2‖R˜LV1/2x− R˜LV1/2y‖2
> ϑ‖V1/2L∗
(
R˜LV1/2x− R˜LV1/2y
)
‖2 = ϑ‖V1/2RV1/2x− V1/2RV1/2y‖2.
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(ii) Soit k ∈ N une itération de l’algorithme 7.2. Les variables aléatoires sk et tk peuvent
être vues comme des termes d’erreurs apparaissant dans les calculs respectifs de R
et JγkVQ. Notons que la possibilité de considérer des termes d’erreurs stochastiques
aléatoires offre des degrés de liberté plus importants que l’hypothèse d’erreur déter-
ministe sommable généralement faite dans la littérature (voir section 2.4.2). Remar-
quons cependant qu’il existe aussi des modèles prenant en compte des erreurs relatives
[Monteiro et Svaiter, 2010; Solodov et Svaiter, 2001; Svaiter, 2014].
(iii) Soit k ∈ N∗. D’après l’algorithme 7.2, Ek et Zk sont indépendants si εk est indépen-
dant de
(
z0, (εk′, sk′, tk′)06k′<k
)
.
7.3 Algorithmes primaux-duaux alternés aléatoire-
ment par bloc
Soient p et q des entiers strictement positifs, et (Hj)16j6p, (Gl)16l6q des espaces de
Hilbert réels séparables. De plus, on note respectivement H = H1 ⊕ · · · ⊕ Hp et G =
G1 ⊕ · · · ⊕ Gq les sommes directes de Hilbert de (Hj)16j6p et (Gl)16l6q. Enﬁn, notons K
l’espace produit H⊕ G.
7.3.1 Problème
Le problème suivant, mettant en œuvre des opérateurs monotones, a été beaucoup
étudié ces dernières années (voir, par exemple dans [Boţ et Hendrich, 2013; Briceño-Arias,
2012; Combettes, 2013; Combettes et Pesquet, 2011; Pesquet et Pustelnik, 2012; Raguet
et al., 2013.]). Il jouera un rôle central tout au long de ce chapitre.
Problème 7.1. Pour tout j ∈ {1, . . . , p} et pour tout l ∈ {1, . . . , q}, soient Aj : Hj → 2Hj
un opérateur maximal monotone, Cj : Hj → Hj un opérateur cocoercif, Bl : Gl → 2Gl un
opérateur maximal monotone, Dl : Gl → 2Gl un opérateur maximal et fortement monotone,
et Ll,j ∈ B(Hj,Gl). Supposons que
(∀l ∈ {1, . . . , q}) Ll =
{
j ∈ {1, . . . , p}
∣∣∣ Ll,j 6= 0} 6= ∅, (7.8)
(∀j ∈ {1, . . . , p}) L∗j =
{
l ∈ {1, . . . , q}
∣∣∣ Ll,j 6= 0} 6= ∅, (7.9)
et que l’ensemble F de solutions du problème
trouver x(1) ∈ H1, . . . , x(p) ∈ Hp tels que
(∀j ∈ {1, . . . , p}) 0 ∈ Ajx(j) + Cjx(j) +
q∑
l=1
L∗l,j(BlDl)
( p∑
j′=1
Ll,j′x
(j′)
)
(7.10)
158
7.3. Algorithmes primaux-duaux alternés aléatoirement par bloc
est non vide. On note, de plus, F∗ l’ensemble de solutions du problème dual :
trouver v(1) ∈ G1, . . . , v(q) ∈ Gq tels que
(∀l ∈ {1, . . . , q}) 0 ∈ −
p∑
j=1
Ll,j(A
−1
j C
−1
j )
(
−
q∑
l′=1
L∗l′,jv
(l′)
)
+ B−1l v
(l) + D−1l v
(l). (7.11)
L’objectif est de trouver un couple (x̂, v̂) de variables aléatoires à valeurs dans F× F∗.
Le problème 7.1 peut être réécrit comme la recherche du zéro d’une somme de deux
opérateurs maximaux monotones dans l’espace produit K comme indiqué ci-dessous.
Proposition 7.2. [Vu˜, 2013] Posons
A : H → 2H : x 7→
p×
j=1
Ajx
(j) B : G → 2G : v 7→
q×
l=1
Blv
(l)
C : H → H : x 7→ (Cjx(j))16j6p D : G → 2G : v 7→
q×
l=1
Dlv
(l)
L : H → G : x 7→
( p∑
j=1
Ll,jx
(j)
)
16l6q
et introduisons les opérateurs
Q : K → 2K
(x, v) 7→ (Ax + L∗v)× (−Lx + B−1v) (7.12)
et
R : K → K
(x, v) 7→
(
Cx,D−1v
)
. (7.13)
Les assertions suivantes sont alors vérifiées
(i) Q est un opérateur maximal monotone et R est un opérateur cocoercif.
(ii) Z = zer (Q + R) est non vide.
(iii) Un couple (x̂, v̂) de variables aléatoires est une solution du problème 7.1 si et seule-
ment si (x̂, v̂) est à valeurs dans Z.
D’après la propriété ci-dessus, nous pouvons donc utiliser l’algorithme 7.2 pour résoudre
le problème 7.1. De plus, plusieurs algorithmes peuvent en être déduits selon le choix fait
pour les opérateurs de préconditionnement.
Dans la suite, L ∈ B(H,G) sera déﬁni comme dans la proposition 7.2.
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7.3.2 Première sous-classe d’algorithmes
Nous donnons dans un premier temps deux résultats préliminaires qui nous seront utiles
pour développer les algorithmes proposés dans cette section.
Lemme 7.1. Soient W ∈ S+(H) et U ∈ S+(G) tels que ‖U1/2LW1/2‖ < 1.
(i) L’opérateur défini par
V′ : K → K
(x, v) 7→
(
W−1x− L∗v,−Lx + U−1v
)
(7.14)
appartient à S+(K). Son inverse donné par
V : K → K
(x, v) 7→
(
(W−1 − L∗UL)−1x + WL∗(U−1 − LWL∗)−1v,
(U−1 − LWL∗)−1(LWx + v)
)
(7.15)
est aussi un opérateur de S+(K).
(ii) Soient C : H → H, D : G → 2G, et R : K → K les opérateurs définis dans la propo-
sition 7.2. Si W1/2CW1/2 est µ-cocoercif, avec µ ∈ ]0,+∞[, et U1/2D−1U1/2 est ν-
cocoercif, avec ν ∈ ]0,+∞[, alors, pour tout α ∈ ]0,+∞[, V1/2RV1/2 est ϑα-cocoercif,
avec
ϑα = (1−‖U1/2LW1/2‖2)min
{
µ(1+α‖U1/2LW1/2‖)−1, ν(1+α−1‖U1/2LW1/2‖)−1
}
.
(7.16)
La démonstration du lemme 7.1 est donnée dans l’annexe 7.A.
Remarque 7.2.
(i) Dans (7.16), un choix simple est de prendre α = 1, ce qui conduit à la constante de
cocoercivité
ϑ1 = (1− ‖U1/2LW1/2‖)min{µ, ν}.
Un autre choix possible de cette constante est ϑα̂ où α̂ est le maximiseur de α 7→ ϑα
sur ]0,+∞[. On obtient alors
α̂ =
µ− ν +
√
(µ− ν)2 + 4µν‖U1/2LW1/2‖2
2ν‖U1/2LW1/2‖ .
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(ii) Lorsque D−1 = 0, la constante positive ν peut être choisie arbitrairement grande.
Une constante de cocoercivité de V1/2RV1/2 est alors donnée par
lim
α→0
α>0
ϑα = (1− ‖U1/2LW1/2‖2)µ.
Lemme 7.2. Soient A : H → 2H, B : G → 2G, C : H → H, D : G → 2G, Q : K → 2K, et
R : K → K. Soient W ∈ S+(H) et U ∈ S+(G) tels que ‖U1/2LW1/2‖ < 1. Soit V ∈ S+(K)
défini par (7.15). Pour tout z = (x, v) ∈ K et (c, e) ∈ K, on posey = JWA(x−W(L
∗v + Cx + c))
u = JUB−1(v + U(L(2y− x)−D−1v + e)).
(7.17)
On a alors, (y, u) = JVQ(z−VRz + s) où
s =
(
(W−1 − L∗UL)−1(L∗Ue− c), (U−1 − LWL∗)−1(e− LWc)
)
.
Démonstration. Soient z = (x, v) ∈ K et s = (c′, e′) ∈ K. On a les équivalences suivantes :
(y, u) = JVQ(z− VRz + s)
⇔ z− VRz + s ∈ (Id + VQ)(y, u)
⇔ V−1(z + s− (y, u))− Rz ∈ Q(y, u)
⇔
W
−1(x− y + c′)− L∗(v + e′)− Cx ∈ Ay
U−1(v− u + e′) + L(2y− x− c′)−D−1v ∈ B−1u
(7.18)
⇔
x + c
′ −W(L∗(v + e′) + Cx) ∈ (Id + WA)y
v + e′ + U(L(2y− x− c′)−D−1v) ∈ (Id + UB−1)u
⇔
y = JWA
(
x + c′ −W(L∗(v + e′) + Cx)
)
u = JUB−1
(
v + e′ + U(L(2y− x− c′)−D−1v)
)
,
où, pour obtenir (7.18), on a utilisé l’expression de Q donnée par (7.12) et l’expression de
V donnée par (7.14).
Aﬁn de conclure, remarquons que, puisque ‖U1/2LW1/2‖ < 1, nous avons montré dans
la démonstration du lemme 7.1(i) que W−1−L∗UL et U−1−LWL∗ sont des isomorphismes
(en conséquence de (7.73) et (7.74)). Ainsi, pour tout (c, e) ∈ K,Wc = WL
∗e′ − c′
Ue = e′ −ULc′
⇔
c
′ = (W−1 − L∗UL)−1(L∗Ue− c)
e′ = (U−1 − LWL∗)−1(e− LWc).
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Nous pouvons maintenant donner un premier algorithme primal-dual alterné aléatoi-
rement par bloc pour résoudre le problème 7.1. Ses itérations sont décrites dans l’algo-
rithme 7.3.
Algorithme 7.3 Algorithme primal-dual alterné aléatoirement par bloc (version 1)
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans
H, et soient v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout
j ∈ {1, . . . , p}, soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient
(εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour
tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour j = 1, . . . , p y
(j)
k = ε
(j)
k
(
JWjAj
(
x
(j)
k −Wj(
∑
l∈L∗j
L∗l,jv
(l)
k + Cjx
(j)
k + c
(j)
k )
)
+ a
(j)
k
)
,
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k ),
pour l = 1, . . . , q u
(l)
k = ε
(p+l)
k
(
JUlB−1l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(2y
(j)
k − x(j)k )− D−1l v(l)k + d(l)k )
)
+ b
(l)
k
)
,
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k ).
En utilisant les lemmes 7.1 et 7.2, nous obtenons la proposition suivante établissant la
convergence de l’algorithme 7.3.
Proposition 7.3. Considérons l’algorithme 7.3. Supposons que, pour tout j ∈ {1, . . . , p},
W
1/2
j CjW
1/2
j est µj-cocoercif, avec µj ∈ ]0,+∞[, et, pour tout l ∈ {1, . . . , q}, U1/2l D−1l U1/2l
est νl-cocoercif, avec νl ∈ ]0,+∞[. Supposons que
(∃α ∈ ]0,+∞[) 2ϑα > 1 (7.19)
où ϑα est défini par (7.16) avec µ = min{µ1, . . . , µp}, ν = min{ν1, . . . , νq} et
W : H → H : x 7→ (W1x(1), . . . ,Wpx(p)) et U : G → G : v 7→ (U1v(1), . . . ,Uqv(q)). (7.20)
Supposons que les éléments de la suite (λk)k∈N sont dans ]0, 1] et que infk∈N λk > 0. Posons
(∀k ∈ N) Ek = σ(εk) et Xk = σ(xk′,vk′)06k′6k, et supposons de plus que les assertions
suivantes sont vérifiées :
(i)
∑
k∈N
√
E(‖ak‖2 |Xk) < +∞, ∑k∈N√E(‖bk‖2 |Xk) < +∞, ∑k∈N√E(‖ck‖2 |Xk) <
+∞, et ∑k∈N√E(‖dk‖2 |Xk) < +∞ P-presque sûrement,
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(ii) pour tout k ∈ N, Ek et Xk sont indépendants, et (∀l ∈ {1, . . . , q}) P[ε(p+l)0 = 1] > 0,
(iii) pour tout j ∈ {1, . . . , p} et k ∈ N, ⋃l∈L∗j {ω ∈ Ω ∣∣∣ ε(p+l)k (ω) = 1} ⊂ {ω ∈ Ω ∣∣∣ ε(j)k (ω) = 1}.
La suite (xk)k∈N converge alors faiblement P-presque sûrement vers une variable aléatoire
à valeurs dans F, et (vk)k∈N converge faiblement P-presque sûrement vers une variable
aléatoire à valeurs dans F∗.
La démonstration de la proposition 7.3 est donnée dans l’annexe 7.B. Un certain nombre
d’observations peuvent être faites sur cette proposition.
Remarque 7.3.
(i) Les variables aléatoires booléennes (ε(i)k )16i6p+q indiquent les variables (x
(j)
k )16j6p et
(v
(l)
k )16l6q qui sont activées à chaque itération k de l’algorithme 7.3. D’un point de vue
algorithmique, lorsque certaines de ces variables sont nulles, les variables associées
n’ont pas besoin d’être mises à jour. Remarquons que, en accord avec la condition (iii),
pour tout j ∈ {1, . . . , p}, y(j)k n’est pas seulement mis à jour lorsque x(j)k est activée,
mais aussi lorsqu’il existe l ∈ {1, . . . , q} tel que v(l)k est activé et Ll,j 6= 0.
(ii) Pour tout n ∈ N, j ∈ {1, . . . , p}, et l ∈ {1, . . . , q}, a(j)k , b(l)k , c(j)k , et d(l)k sont des
erreurs stochastiques pouvant apparaitre, à l’itération k de l’algorithme 7.3, lors des
calculs respectifs de JWjAj , JUlB−1l , Cj, et D
−1
l .
(iii) En utilisant l’inégalité triangulaire et l’inégalité de Cauchy-Schwarz, on obtient
(x ∈ H) ‖U1/2LW1/2x‖2 =
q∑
l=1
∥∥∥∥ p∑
j=1
U
1/2
l Ll,jW
1/2
j x
(j)
∥∥∥∥2
6
q∑
l=1
( p∑
j=1
‖U1/2l Ll,jW1/2j ‖‖x(j)‖
)2
6
q∑
l=1
( p∑
j=1
‖U1/2l Ll,jW1/2j ‖2
)( p∑
j=1
‖x(j)‖2
)
,
ce qui implique que
‖U1/2LW1/2‖ 6
( p∑
j=1
q∑
l=1
‖U1/2l Ll,jW1/2j ‖2
)1/2
. (7.21)
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Pour tout j ∈ {1, . . . , p}, soit µ˜j ∈ ]0,+∞[ une constante de cocoercivité de Cj et,
pour tout l ∈ {1, . . . , q}, soit ν˜k ∈ ]0,+∞[ une constante de forte monotonicité de
Dl. On peut alors choisir
µ = min{(‖Wj‖−1µ˜j)16j6p}, ν = min{(‖Ul‖−1ν˜l)16l6q}. (7.22)
Par conséquent, en utilisant la remarque 7.2(i), une condition suffisante pour que
(7.19) soit satisfaite avec α = 1 est
1− ( p∑
j=1
q∑
l=1
‖U1/2l Ll,jW1/2j ‖2
)1/2min{(‖Wj‖−1µ˜j)16j6p, (‖Ul‖−1ν˜l)16l6q} > 1
2
.
(7.23)
Lorsque D−1 = 0, en accord avec la remarque 7.2(ii), cette condition peut être rem-
placée par
1− p∑
j=1
q∑
l=1
‖U1/2l Ll,jW1/2j ‖2
min{(‖Wj‖−1µ˜j)16j6p} > 1
2
. (7.24)
(iv) L’algorithme 7.3 généralise plusieurs résultats existants dans le cas déterministe,
lorsque p = 1 et que la mise à jour des variables duales n’est pas aléatoire. Dans
la plupart de ces travaux, W1 = τ Id et, pour tout l ∈ {1, . . . , q}, Ul = ρlId avec
(τ, ρ1, . . . , ρq) ∈ ]0,+∞[q+1. En particulier, dans [Vu˜, 2013], une condition suffisante
pour que (7.23) soit satisfaite est utilisée, tandis que dans [Condat, 2013] une condi-
tion similaire à (7.24) est utilisée dans un cadre variationnel qui correspondrait au
cas où D−1 = 0. L’algorithme proposé généralise aussi les résultats donnés dans
[Combettes et Vu˜, 2014, Sec. 6] lorsqu’une métrique constante est considérée.
Les problèmes 7.10 et 7.11 étant symétriques, les rôles des variables primales et des
variables duales des deux problèmes peuvent être échangées. Cela nous conduit à une
forme symétrique de l’algorithme 7.3, donnée dans l’algorithme 7.4.
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Algorithme 7.4 Algorithme primal-dual alterné aléatoirement par bloc (version 1 symétrique)
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans
H, et soient v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout
j ∈ {1, . . . , p}, soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient
(εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour
tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour l = 1, . . . , q u
(l)
k = ε
(p+l)
k
(
JUlB−1l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,jx
(j)
k − D−1l v(l)k + d(l)k )
)
+ b
(l)
k
)
,
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k ),
pour j = 1, . . . , p y
(j)
k = ε
(j)
k
(
JWjAj
(
x
(j)
k −Wj(
∑
l∈L∗j
L∗l,j(2u
(l)
k − v(l)k ) + Cjx(j)k + c(j)k )
)
+ a
(j)
k
)
,
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k ).
Proposition 7.4. Considérons l’algorithme 7.4, W et U définis par (7.20) et (µ, ν) donnés
dans la proposition 7.3. Supposons que (7.19) est vérifiée où ϑα est défini par (7.16).
Supposons que les éléments de la suite (λk)k∈N sont dans ]0, 1] et que infk∈N λk > 0. De
plus, supposons que la condition (i) de la proposition 7.3 est vérifiée où (∀k ∈ N) Ek = σ(εk)
et Xk = σ(xk′,vk′)06k′6k , et que les assertions suivantes sont satisfaites :
(ii) pour tout k ∈ N, Ek et Xk sont indépendants, et (∀j ∈ {1, . . . , p}) P[ε(j)0 = 1] > 0.
(iii) pour tout l ∈ {1, . . . , q} et k ∈ N, ⋃
j∈Ll
{
ω ∈ Ω
∣∣∣ ε(j)k (ω) = 1} ⊂ {ω ∈ Ω ∣∣∣ ε(p+l)k (ω) = 1}.
La suite (xk)k∈N converge alors faiblement P-presque sûrement vers une variable aléatoire
à valeurs dans F, et (vk)k∈N converge faiblement P-presque sûrement vers une variable
aléatoire à valeurs dans F∗.
7.3.3 Seconde sous-classe d’algorithmes
Dans cette section, nous considérons que l’opérateur V a une forme diagonale, et nous
procédons par une approche similaire à celle suivie dans la section 7.3.2.
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Lemme 7.3. Soient W ∈ S+(H) et U ∈ S+(G) tels que ‖U1/2LW1/2‖ < 1.
(i) L’opérateur défini par
V : K → K
(x, v) 7→
(
Wx, (U−1 − LWL∗)−1v
)
(7.25)
est dans S+(K).
(ii) Soient C : H → H, D : G → 2G, et R : K → K les opérateurs définis dans la pro-
position 7.2. Si W1/2CW1/2 est µ-cocoercif, avec µ ∈ ]0,+∞[, et U1/2D−1U1/2 est
ν-cocoercif, avec ν ∈ ]0,+∞[, alors V1/2RV1/2 est ϑ-cocoercif, où
ϑ = min
{
µ, ν(1− ‖U1/2LW1/2‖2)
}
. (7.26)
Démonstration.
(i) Tout d’abord, remarquons que, comme nous l’avons montré dans (7.74), si ‖U1/2LW1/2‖ <
1, alors U−1 − LWL∗ est un opérateur fortement positif de B(G) et est donc un isomor-
phisme. Ainsi, pour tout (x, v) ∈ K,
〈(x, v) | V(x, v)〉 = 〈x | Wx〉+
〈
v | (U−1 − LWL∗)−1v
〉
> ‖W−1‖−1‖x‖2 + ‖U−1 − LWL∗‖−1‖v‖2
> min
{
‖W−1‖−1, ‖U−1 − LWL∗‖−1
}
(‖x‖2 + ‖v‖2).
Donc, V ∈ S+(K).
(ii) Soient z = (x, v) ∈ K et z′ = (x′, v′) ∈ K. On a
‖Rz− Rz′‖2V
= 〈Cx− Cx′ | W(Cx− Cx′)〉+
〈
D−1v−D−1v′ | (U−1 − LWL∗)−1(D−1v−D−1v′)
〉
6 ‖Cx− Cx′‖2W + ‖(Id −U1/2LWL∗U1/2)−1‖‖D−1v−D−1v′‖2U
6 µ−1〈x− x′ | Cx− Cx′〉+ ν−1(1− ‖U1/2LW1/2‖2)−1
〈
v− v′ | D−1v−D−1v′
〉
6 max
{
µ−1, ν−1(1− ‖U1/2LW1/2‖2)−1
}
〈z− z′ | Rz− Rz′〉,
ce qui, en utilisant la remarque faite au début de la démonstration du lemme 7.1(ii), montre
que V1/2RV1/2 est ϑ-cocoercif.
Lemme 7.4. Soient B : G → 2G, C : H → H, D : G → 2G, Q : K → 2K, et R : K → K.
On suppose que l’opérateur A défini dans la proposition 7.2 est nul. Soient W ∈ S+(H)
et U ∈ S+(G) tels que ‖U1/2LW1/2‖ < 1. Soit V ∈ S+(K) défini par (7.25). Pour tout
z = (x, v) ∈ K et (e1, e2) ∈ K, posons
166
7.3. Algorithmes primaux-duaux alternés aléatoirement par bloc

u = JUB−1
(
v + U
(
L(x−W(Cx + L∗v))−D−1v + e2
))
y = x−W(Cx + L∗u + e1).
(7.27)
On a alors (y, u) = JVQ(z− VRz + s) où
s =
(
−We1, (U−1 − LWL∗)−1(e2 + LWe1)
)
. (7.28)
Démonstration. Soient z = (x, v) ∈ K et s = (e′1, e′2) ∈ K. On a les équivalences suivantes :
(y, u) = JVQ(z− VRz + s)
⇔ V−1(z + s− (y, u))− Rz ∈ Q(y, u)
⇔
W
−1(x− y + e′1)− L∗u− Cx = 0
(U−1 − LWL∗)(v− u + e′2) + Ly−D−1v ∈ B−1u
⇔
y = x−W(Cx + L
∗u) + e′1
v + e′2 + U
(
L
(
x−W(Cx + L∗v + L∗e′2) + e′1
)
−D−1v
)
∈ (Id + UB−1)u
⇔
u = JUB−1
(
v + e′2 + U
(
L
(
x−W(Cx + L∗v + L∗e′2) + e′1
)
−D−1v
))
y = x−W(Cx + L∗u) + e′1,
qui implique (7.27) pour
−We1 = e
′
1
Ue2 = UL(e
′
1 −WL∗e′2) + e′2.
Puisque U−1 − LWL∗ est un isomorphisme, ces égalités sont équivalentes à (7.28).
D’après les lemmes 7.3 et 7.4, on peut déduire un second type d’algorithme pour ré-
soudre le problème 7.1 lorsque A = 0.
Soient W et U déﬁnis par (7.20). Nous proposons de résoudre le problème 7.1 lorsque
A = 0 en utilisant l’algorithme 7.5.
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Algorithme 7.5 Algorithme primal-dual alterné aléatoirement par bloc (version 2)
Initialisation : Soient x0, et (ck)k∈N des variables aléatoires à valeurs dans H, et soient
v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout j ∈ {1, . . . , p},
soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient (εk)k∈N des
variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour tout k ∈ N,
λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour j = 1, . . . , p η(j)k = max {ε(p+l)k ∣∣∣ l ∈ L∗j}
w
(j)
k = η
(j)
k
(
x
(j)
k −Wj(Cjx(j)k + c(j)k )
)
pour l = 1, . . . , q u
(l)
k = ε
(p+l)
k
(
JUlB−1l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(w
(j)
k −Wj
∑
l′∈L∗j
L∗l′,jv
(l′)
k )− D−1l v(l)k + d(l)k )
)
+ b
(l)
k
)
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k )
pour j = 1, . . . , p⌊
x
(j)
k+1 = x
(j)
k + λkε
(j)
k
(
w
(j)
k −Wj
∑
l∈L∗j
L∗l,ju
(l)
k − x(j)k
)
.
Proposition 7.5. Considérons l’algorithme 7.5, (µ, ν) donnés dans la proposition 7.3, et
W défini par (7.20). Supposons que
min
{
µ, ν(1− ‖U1/2LW1/2‖2)
}
>
1
2
, (7.29)
et que les éléments de la suite (λk)k∈N sont dans ]0, 1] et vérifient infk∈N λk > 0. Posons
(∀k ∈ N) Ek = σ(εk) et Xk = σ(xk′,vk′)06k′6k, et supposons de plus que l’assertion
suivante est vérifiée
(i)
∑
k∈N
√
E(‖bk‖2 |Xk) < +∞, ∑k∈N√E(‖ck‖2 |Xk) < +∞, et ∑k∈N√E(‖dk‖2 |Xk) <
+∞ P-presque sûrement,
et que les condition (ii)-(iii) de la proposition 7.4 sont satisfaites.
Si, dans le problème 7.1, (∀j ∈ {1, . . . , p}) Aj = 0, alors (xk)k∈N converge faiblement
P-presque sûrement vers une variable aléatoire à valeurs dans F, et (vk)k∈N converge fai-
blement P-presque sûrement vers une variable aléatoire à valeurs dans F∗.
La démonstration de la proposition 7.5 est donnée dans l’annexe 7.C.
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Remarque 7.4.
(i) Pour tout j ∈ {1, . . . , p}, une constante de cocoercivité de Cj est donnée par µ˜j ∈
]0,+∞[ et, pour tout l ∈ {1, . . . , q}, une constante de forte monotonie de Dl est
donnée par ν˜l ∈ ]0,+∞[. En utilisant (7.21)-(7.22), une condition nécessaire pour
que (7.29) soit satisfaite est
min
{
(‖Wj‖−1µ˜j)16j6p,
(
1−
p∑
j=1
q∑
l=1
‖U1/2l Ll,jW1/2j ‖2
)
(‖Ul‖−1ν˜k)16l6q
}
>
1
2
. (7.30)
(ii) Dans le cas où, pour tout l ∈ {1, . . . , q}, D−1l = 0, nous pouvons utiliser une condition
moins restrictive que la condition (7.29) donnée par‖U
1/2LW1/2‖2 < 1
µ > 1
2
.
(7.31)
De plus, une condition nécessaire pour que (7.30) soit satisfaite est alors
p∑
j=1
q∑
l=1
‖U1/2l Ll,jW1/2j ‖2 < 1
min
{
(‖Wj‖−1µ˜j)16j6p
}
> 1
2
.
Notons que cette condition est moins restrictive que (7.24).
De la même façon que dans la section 7.3.2, remarquons nous pourrions trouver une
forme symétrique de l’algorithme 7.5. En eﬀet, les rôles des variables primales et duales
des problèmes (7.10) et (7.11) peuvent être échangées en choisissant, dans le problème
dual (7.11), (∀l ∈ {1, . . . , q}) B−1l = 0 à la place de (∀j ∈ {1, . . . , p}) Aj = 0 dans le
problème primal (7.10).
7.3.4 Application aux problèmes variationnels
Dans cette section nous allons montrer que les résultats obtenus dans la section 7.3 nous
permettent de construire des algorithmes proximaux primaux-duaux alternés par bloc pour
résoudre un ensemble de problèmes d’optimisation convexe non nécessairement lisses.
Nous considérons la classe de problèmes d’optimisation suivante :
Problème 7.2. Pour tout j ∈ {1, . . . , p}, soit fj ∈ Γ0(Hj), soit hj ∈ Γ0(Hj) une fonction
différentiable de gradient Lipschitz, et, pour tout l ∈ {1, . . . , q}, soit gl ∈ Γ0(Gl), soit
ll ∈ Γ0(Gl) une fonction fortement convexe, et soit Ll,j ∈ B(Hj,Gl). Supposons que (7.8) et
(7.9) sont satisfaites, et qu’il existe (x(1), . . . , x(p)) ∈ H1 ⊕ · · · ⊕ Hp tels que
(∀j ∈ {1, . . . , p}) 0 ∈ ∂fj(x(j)) +∇hj(x(j)) +
q∑
l=1
L∗l,j(∂gl∂ll)
( p∑
j′=1
Ll,j′x
(j′)
)
. (7.32)
169
Chapitre 7. Algorithmes primaux-duaux alternés et distribués pour les problèmes d’inclusion monotone
et d’optimisation convexe
Soit F˜ l’ensemble défini par
F˜ = Argmin
x(1)∈H1,...,x(p)∈Hp
p∑
j=1
(
fj(x
(j)) + hj(x
(j))
)
+
q∑
l=1
(gl ll)
( p∑
j=1
Ll,jx
(j)
)
(7.33)
et soit F˜
∗
l’ensemble des solutions du problème dual associé défini par :
F˜
∗
= Argmin
v(1)∈G1,...,v(q)∈Gq
p∑
j=1
(f∗j  h
∗
j )
(
−
q∑
l=1
L∗l,jv
(l)
)
+
q∑
l=1
(
g∗l (v
(l)) + l∗l (v
(l))
)
. (7.34)
L’objectif est de trouver un couple de variables aléatoires (x̂, v̂) tel que x̂ soit à valeurs
dans F˜ et v̂ soit à valeurs dans F˜
∗
.
Notons que sous certaines hypothèses peu contraignantes, on peut assurer que la condi-
tion d’inclusion dans le problème 7.2 est satisfaite :
Proposition 7.6. [Combettes, 2013, Prop. 5.3] Considérons le problème 7.2, et supposons
que (7.33) admet une solution. L’existence de (x(1), . . . , x(p)) ∈ H1 ⊕ · · · ⊕ Hp vérifiant
(7.32) est garantie dans chacun des cas suivants :
(i) Pour tout j ∈ {1, . . . , p}, fj est à valeurs réelles et, pour tout l ∈ {1, . . . , q}, (x(j))16j6p 7→∑p
j=1 Ll,jx
(j) est surjective.
(ii) Pour tout l ∈ {1, . . . , q}, gl ou ll est à valeurs réelles.
(iii) (Hj)16j6p et (Gl)16l6q sont de dimension finie et (∀j ∈ {1, . . . , p}) (∃ x(j) ∈ ri dom fj)
tel que (∀l ∈ {1, . . . , q}) ∑pj=1 Ll,jx(j) ∈ ri dom gl + ri dom ll.
Nous proposons de résoudre le problème 7.2 en utilisant l’algorithme 7.6 déduit de
l’algorithme 7.3.
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Algorithme 7.6 Algorithme primal-dual (version 1) appliqué dans un cadre variationnel
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans
H, et soient v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout
j ∈ {1, . . . , p}, soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient
(εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour
tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour j = 1, . . . , p y
(j)
k = ε
(j)
k
(
proxW−1j ,fj
(
x
(j)
k −Wj(
∑
l∈L∗j
L∗l,jv
(l)
k +∇hj(x(j)k ) + c(j)k )
)
+ a
(j)
k
)
,
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k ),
pour l = 1, . . . , q u
(l)
k = ε
(p+l)
k
(
proxU−1
l
,g∗
l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(2y
(j)
k − x(j)k )−∇l∗l (v(l)k ) + d(l)k )
)
+ b
(l)
k
)
,
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k ).
Le résultat de convergence suivant, concernant l’algorithme 7.6, se déduit de la propo-
sition 7.3 :
Proposition 7.7. Considérons l’algorithme 7.6 et W et U définis par (7.20). Supposons
que, pour tout j ∈ {1, . . . , p}, le gradient de hj ◦W1/2j est µ−1j -Lipschitz, avec µj ∈ ]0,+∞[,
et que, pour tout l ∈ {1, . . . , q}, le gradient de l∗l ◦U1/2l est ν−1l -Lipschitz, avec νl ∈ ]0,+∞[.
Supposons de plus que (7.19) est satisfaite où ϑα est défini par (7.16), µ = min{µ1, . . . , µp},
et ν = min{ν1, . . . , νq}. Supposons que les éléments de (λk)k∈N sont dans ]0, 1] et vérifient
infk∈N λk > 0. Posons (∀k ∈ N) Ek = σ(εk) et Xk = σ(xk′,vk′)06k′6k et supposons que les
conditions (i)-(iii) de la proposition 7.3 sont vérifiées.
La suite (xk)k∈N converge alors faiblement P-presque sûrement vers une variable aléatoire
à valeurs dans F˜, et (vk)k∈N converge faiblement P-presque sûrement vers une variable
aléatoire à valeurs dans F˜
∗
.
La démonstration de la proposition 7.7 est donnée dans l’annexe 7.D.
De même que pour obtenir l’algorithme 7.4, les problèmes (7.33) et (7.34) étant sy-
métriques, les rôles des variables primales et duales peuvent être échangées dans les deux
problèmes. On obtient alors l’algorithme 7.7, dont la démonstration de convergence se dé-
duit en remplaçant les conditions (ii)-(iii) de la proposition 7.3 par les conditions (ii)-(iii)
de la proposition 7.4.
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Algorithme 7.7 Algorithme primal-dual (version 1 symétrique) appliqué dans un cadre varia-
tionnel
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans
H, et soient v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout
j ∈ {1, . . . , p}, soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient
(εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour
tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour l = 1, . . . , q u
(l)
k = ε
(p+l)
k
(
proxU−1
l
,g∗
l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,jx
(j)
k −∇l∗l v(l)k + d(l)k )
)
+ b
(l)
k
)
,
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k ),
pour j = 1, . . . , p y
(j)
k = ε
(j)
k
(
proxW−1j ,fj
(
x
(j)
k −Wj(
∑
l∈L∗j
L∗l,j(2u
(l)
k − v(l)k ) +∇hjx(j)k + c(j)k )
)
+ a
(j)
k
)
,
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k ).
Proposition 7.8. Considérons l’algorithme 7.7, et W et U définis par (7.20) et supposons
que, pour tout j ∈ {1, . . . , p}, le gradient de hj ◦W1/2j est µ−1j -Lipschitz, avec µj ∈ ]0,+∞[,
et que, pour tout l ∈ {1, . . . , q}, le gradient de l∗l ◦U1/2l est ν−1l -Lipschitz, avec νl ∈ ]0,+∞[.
Supposons de plus que (7.19) est satisfaite où ϑα est défini par (7.16), µ = min{µ1, . . . , µp},
et ν = min{ν1, . . . , νq}. Supposons que les éléments de (λk)k∈N sont dans ]0, 1] et vérifient
infk∈N λk > 0. Posons (∀k ∈ N) Ek = σ(εk) et Xk = σ(xk′,vk′)06k′6k et supposons que
la condition (i) de la proposition 7.3 et les conditions (ii)-(iii) de la proposition 7.4 sont
vérifiées.
La suite (xk)k∈N converge alors faiblement P-presque sûrement vers une variable aléatoire
à valeurs dans F˜, et (vk)k∈N converge faiblement P-presque sûrement vers une variable
aléatoire à valeurs dans F˜
∗
.
De façon similaire, l’algorithme 7.5 nous permet d’obtenir l’algorithme 7.8, et nous
pouvons déduire de la proposition 7.5 le résultat de convergence suivant.
Proposition 7.9. Considérons l’algorithme 7.8, W et U définis par (7.20) et (µ, ν) définis
par la proposition 7.7. Supposons que la condition (7.29) est satisfaite et que les éléments
de (λk)k∈N sont dans ]0, 1] et vérifient infk∈N λk > 0. Posons (∀k ∈ N) Ek = σ(εk) et
Xk = σ(xk′,vk′)06k′6k et supposons que la condition (i) de la proposition 7.5, les condi-
tions (ii)-(iii) de la proposition 7.4 sont satisfaites.
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Si, dans le problème 7.2, (∀j ∈ {1, . . . , p}) fj = 0, alors (xk)k∈N converge faiblement
P-presque sûrement vers une variable aléatoire à valeurs dans F˜, et (vk)k∈N converge fai-
blement P-presque sûrement vers une variable aléatoire à valeurs dans F˜
∗
.
Algorithme 7.8 Algorithme primal-dual (version 2) appliqué dans un cadre variationnel
Initialisation : Soient x0, et (ck)k∈N des variables aléatoires à valeurs dans H, et soient
v0, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G. Pour tout j ∈ {1, . . . , p},
soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient (εk)k∈N des
variables aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour tout k ∈ N,
λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour j = 1, . . . , p η(j)k = max {ε(p+l)k ∣∣∣ l ∈ L∗j}
w
(j)
k = η
(j)
k
(
x
(j)
k −Wj(∇hj(x(j)k ) + c(j)k )
)
pour l = 1, . . . , q
u
(l)
k = ε
(p+l)
k
(
proxU−1
l
,g∗
l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(w
(j)
k −Wj
∑
l′∈L∗j
L∗l′,jv
(l′)
k )
−∇l∗l (v(l)k ) + d(l)k )
)
+ b
(l)
k
)
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k )
pour j = 1, . . . , p⌊
x
(j)
k+1 = x
(j)
k + λkε
(j)
k
(
w
(j)
k −Wj
∑
l∈L∗j
L∗l,ju
(l)
k − x(j)k
)
.
Dans la remarque suivante nous donnons les liens existants entre les algorithmes proxi-
maux alternés par bloc proposés dans cette section et les travaux existants dans la littéra-
ture.
Remarque 7.5.
(i) En pratique, il est souvent intéressant de considérer le cas particulier du problème (7.2)
où (∀l ∈ {1, . . . , q}) ll = ι{0}, i.e. l∗l = 0. Dans ce cas, l’ensemble F˜ se réécrit
F˜ = Argmin
x(1)∈H1,...,x(p)∈Hp
p∑
j=1
(
fj(x
(j)) + hj(x
(j))
)
+
q∑
l=1
gl
( p∑
j=1
Ll,jx
(j)
)
.
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(ii) L’algorithme 7.6 généralise les approches déterministes proposées dans [Chambolle et
Pock, 2010; Condat, 2013; Esser et al., 2010; He et Yuan, 2012; Vu˜, 2013] présentant
le cas où p = 1, en y introduisant un balayage aléatoire des blocs et en considérant
des erreurs stochastiques.
De façon similaire, l’algorithme 7.8 généralise les algorithmes présentés dans [Chen
et al., 2013; Loris et Verhoeven, 2011], développés dans le cas déterministe ne prenant
en compte aucun terme d’erreur, dans le cas particulier où p = q = 1, H1 et G1 sont
des espaces de dimension finie, l1 = ι{0}, W1 = τ Id U1 = ρId , avec (τ, ρ) ∈ ]0,+∞[2,
sans relaxation (λk ≡ 1) ou bien avec une relaxation constante (λk ≡ λ0 < 1).
Récemment, ces travaux ont été généralisés au cas où les espaces de Hilbert peuvent
être de dimension infinie, pour p = 1 et q > 1, en utilisant des opérateurs de précon-
ditionnement arbitraires, et en prenant en compte des termes d’erreurs déterministes
et sommables [Combettes et al., 2014].
L’intérêt pratique d’utiliser des opérateurs de préconditionnement pour des méthodes
primales-duales, afin d’en accélérer la convergence, a été démontré dans [Combettes
et al., 2014; Pock et Chambolle, 2011; Repetti et al., 2012].
(iii) Dans [Combettes et Pesquet, 2015, Cor. 5.5], un autre algorithme primal-dual alterné
aléatoirement par bloc a été proposé pour résoudre un cas particulier du problème 7.2,
obtenu lorsque (∀j ∈ {1, . . . , p}) hj = 0 et (∀l ∈ {1, . . . , q}) ll = ι{0}. Cet algorithme
est obtenu en se basant sur les itérations de l’algorithme de Douglas-Rachford. On
peut aussi mentionner l’algorithme ADMM aléatoire développé pour des espaces de
dimensions finies dans [Iutzeler et al., 2013]. Remarquons cependant que l’algorithme
donné dans [Combettes et Pesquet, 2015, Cor. 5.5] requiert l’inversion de Id + LL∗
ou Id +L∗L (voir [Combettes et Pesquet, 2015, Rmq. 5.4]), contrairement aux algo-
rithmes 7.6 et 7.8 qui ne nécessitent aucune inversion d’opérateur linéaire.
Le diagramme donné dans la ﬁgure 7.5, présentée à la ﬁn de la section 7.4, résume les
liens existants entre les algorithmes proposés dans les sections 7.3 et 7.4.
7.4 Application de l’algorithme primal-dual alterné
aléatoirement par bloc
7.4.1 Description du problème
Considérons un maillage surfacique représenté par ses p nœuds de coordonnées spatiales
x = (x(j))16j6p ∈ Rp×3, où, pour tout j ∈ {1, . . . , p}, x(j) = (x(Xj), x(Yj), x(Zj)) ∈ R3
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représente les coordonnées spatiales du j-ème nœud, ainsi que par sa matrice d’adjacence 3
A ∈ Rp×p.
Nous nous intéressons au problème d’estimation de ce maillage à partir d’une observa-
tion inexacte de celui-ci, ayant la même “topologie” (i.e. la même matrice d’adjacence A),
mais dont la position des nœuds est connue de façon imprécise selon le modèle
z = (z(X ), z(Y), z(Z)) = x + b, (7.35)
où b = (bj)16j6p ∈ Rp×3 est une réalisation d’une variable aléatoire modélisant les incerti-
tudes des positions spatiales des nœuds du maillage. Une méthode permettant de produire
une estimée x̂ ∈ Rp×3 de x, est de la déﬁnir comme une solution du problème (7.2), en
prenant (∀l ∈ {1, . . . , q}) ll ≡ ι{0}, avec les fonctions (fj)16j6p, (hj)16j6p et (gl)16l6q choisies
de façon à incorporer des informations concernant le modèle d’observation ainsi que des
connaissances a priori sur la position des nœuds du maillage [Couprie et al., 2013; Shuman
et al., 2013].
Nous proposons d’utiliser un terme d’attache aux données nous permettant d’obtenir
une estimation robuste, correspondant à la somme sur j ∈ {1, . . . , p} des fonctions déﬁnies
par :
(∀x(j) = (x(Dj))D∈{X ,Y ,Z} ∈ R3) hj(x(j)) =
∑
D∈{X ,Y ,Z}
ϕj(x
(Dj) − z(Dj)), (7.36)
où, pour tout j ∈ {1, . . . , p}, ϕj est la fonction de Huber paramétrée par δ(j) ∈]0,+∞],
déﬁnie par (2.28), qui est diﬀérentiable et de gradient Lipschitz.
De plus, aﬁn d’obtenir un maillage estimé lisse, nous proposons d’utiliser comme fonc-
tion de régularisation une variation totale isotrope [Elmoataz et al., 2008; Grady et Poli-
meni, 2010] déﬁnie, pour tout x ∈ Rp×3, par
p∑
l=1
gl(Llx) =
p∑
l=1
β(l)
∑
D∈{X ,Y ,Z}
‖(x(Dl) − x(Di))i∈Vl‖2, (7.37)
avec, en particulier,
(∀l ∈ {1, . . . , p}) Ll : Rp×3 → Rκl×3 : x 7→
p∑
j=1
Ll,jx
(j) =
(
x(l) − x(i)
)
i∈Vl
, (7.38)
gl : R
κl×3 → R : u → β(l) ∑
D∈{X ,Y ,Z}
‖uD‖2, (7.39)
où, pour tout l ∈ {1, . . . , p}, β(l) ∈]0,+∞[, et Vl, de cardinal κl, désigne l’ensemble des
voisins du nœud l (c’est-à-dire l’ensemble des indices i ∈ {1, . . . , p} tels que A(i,l) = 1). Les
ensembles déﬁnis par (7.8) et (7.9) sont alors
(∀l ∈ {1, . . . , p}) Ll = {l} ∪ Vl,
(∀j ∈ {1, . . . , p}) L∗j =
{
l ∈ {1, . . . , p}
∣∣∣ l = j ou j ∈ Vl}.
3. La matrice d’adjacence A = (A(j,j
′))16j,j′6p ∈ Rp×p vérifie A(j,j
′) = 1 lorsque les nœuds j et j′ (pour
j 6= j′) sont connectés, et A(j,j′) = 0 sinon.
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Finalement, nous ajoutons un terme de contrainte de façon à s’assurer que les nœuds
estimés soient compris dans un hypercube paramétré par des positions spatiales minimales
et maximales données (x(D)min, x
(D)
max)D∈{X ,Y ,Z} ∈ (R3)2 :
(∀j ∈ {1, . . . , p}) fj(x(j)) =
∑
D∈{X ,Y ,Z}
ι
[x
(D)
min,x
(D)
max]
(x(Dj)). (7.40)
7.4.2 Méthodes proposées
Nous proposons de tester indépendamment les deux versions des algorithmes que nous
avons proposées dans la section 7.3.4 aﬁn de résoudre le problème décrit ci-dessus. Pour
cela, nous allons proposons des versions simpliﬁées des algorithmes 7.4 et 7.8 déﬁnies
respectivement par les algorithmes 7.9 et 7.10.
7.4.2.1 Première méthode
Dans un premier temps, nous proposons d’utiliser l’algorithme 7.9.
Algorithme 7.9 Algorithme primal-dual (version 1 symétrique simplifiée) appliqué dans un
cadre variationnel
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans H, et
soient v0, et (bk)k∈N des variables aléatoires à valeurs dans G. Pour tout j ∈ {1, . . . , p},
soit Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient (εk)k∈N des
variables aléatoires identiquement distribuées à valeurs dans Dp. Soit, pour tout k ∈ N,
λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour l = 1, . . . , q
η
(l)
k = max16j6p
{
ε
(j)
k
∣∣∣ l ∈ L∗j}
u
(l)
k = η
(l)
k
(
proxU−1
l
,g∗
l
(
v
(l)
k + Ul
∑
j∈Ll
Ll,jx
(j)
k
)
+ b
(l)
k
)
,
v
(l)
k+1 = v
(l)
k + λkη
(l)
k (u
(l)
k − v(l)k ),
pour j = 1, . . . , p y
(j)
k = ε
(j)
k
(
proxW−1j ,fj
(
x
(j)
k −Wj(
∑
l∈L∗j
L∗l,j(2u
(l)
k − v(l)k ) +∇hjx(j)k + c(j)k )
)
+ a
(j)
k
)
,
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k ).
Notons que, pour tout k ∈ N et pour tout l ∈ {1, . . . , q}, le choix
η
(l)
k = max16j6p
{
ε
(j)
k
∣∣∣ l ∈ L∗j}
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dans l’algorithme 7.9 permet d’assurer que la condition (iii) de la Proposition 7.4 soit
satisfaite. Ainsi, la convergence de l’algorithme 7.9 est assurée par la Proposition 7.8.
Cet algorithme requiert de choisir les matrices (Wj)16j6p et (Ul)16l6q. Dans notre
exemple nous prendrons simplement q = p, pour tout j ∈ {1, . . . , p}, Wj ≡ τ I3 et, pour
tout l ∈ {1, . . . , p}, Ul ≡ ρ Iκl, où (τ, ρ) sont des constantes positives vériﬁant la condition
de convergence
2min{(µj)16j6p}
(
1− ‖W1/2LU1/2‖2
)
= 2min{(µj)16j6p}
(
1− τρ‖L‖2
)
> 1, (7.41)
obtenue lorsque ll ≡ ι{0} et où L : x ∈ Rp×3 7→ (Llx)16l6p. De plus, si, pour tout j ∈
{1, . . . , p}, µ˜−1j est la constante de Lipschitz de hj, alors la contrainte ci-dessus est satisfaite
en choisissant (τ, ρ) ∈ ]0,+∞[2 vériﬁant
min{(µ˜j)16j6p}(τ−1 − ρ‖L‖2) > 1/2. (7.42)
7.4.2.2 Seconde méthode
Algorithme 7.10 Algorithme primal-dual (version 2 simplifiée) appliqué dans un cadre varia-
tionnel
Initialisation : Soient x0 et (ck)k∈N des variables aléatoires à valeurs dans H, et soient
v0 et (bk)k∈N des variables aléatoires à valeurs dans G. Pour tout j ∈ {1, . . . , p}, soit
Wj ∈ S+(Hj), et, pour tout l ∈ {1, . . . , q}, soit Ul ∈ S+(Gl). Soient (εk)k∈N des variables
aléatoires identiquement distribuées à valeurs dans Dp+q. Soit, pour tout k ∈ N, λk ∈
]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour j = 1, . . . , p η(j)k = max {ε(p+l)k ∣∣∣ l ∈ L∗j}
w
(j)
k = η
(j)
k
(
x
(j)
k −Wj(∇hj(x(j)k ) + c(j)k )
)
pour l = 1, . . . , q
ε
(p+l)
k = max
{
ε
(j)
k
∣∣∣ j ∈ Ll}
u
(l)
k = ε
(p+l)
k
(
proxU−1
l
,g∗
l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(w
(j)
k −Wj
∑
l′∈L∗j
L∗l′,jv
(l′)
k )
)
+ b
(l)
k
)
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k )
pour j = 1, . . . , p⌊
x
(j)
k+1 = x
(j)
k + λkε
(j)
k
(
w
(j)
k −Wj
∑
l∈L∗j
L∗l,ju
(l)
k − x(j)k
)
.
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Dans l’algorithme 7.10, pour tout k ∈ N et pour tout l ∈ {1, . . . , q}, la condition
ε
(p+l)
k = max
{
ε
(j)
k
∣∣∣ j ∈ Ll} permet d’assurer que la condition (iii) de la proposition 7.4 est
satisfaite. Ainsi, la convergence de l’algorithme 7.10 est assurée par la proposition 7.9.
Aﬁn d’appliquer ce second algorithme au problème décrit dans la section 7.4.1, nous po-
sons q = 2p et nous déﬁnissons, pour tout l ∈ {1, . . . , p}, (∀x ∈ Rp×3) gp+l(∑pj=1 Lp+l,jx(j)) =
fl(x
(l)), où fl est déﬁnie par (7.40). Donc, pour tout l ∈ {1, . . . , p},
gp+l = fl et (∀j ∈ {1, . . . , p}) Lp+l,j =
I3 si j = l03 sinon.
Dans cet algorithme, nous choisissons, pour tout j ∈ {1, . . . , p}, Wj ≡ τ I3, Uj ≡
ρ1 Iκj et Up+j ≡ ρ2 I3, où (τ, ρ1, ρ2) sont des constantes positives vériﬁant la condition de
convergence (7.31) donnée dans la remarque 7.4, obtenue lorsque ll ≡ ι{0} :
τ
2
< min{(µ˜j)16j6p}
τ (ρ1‖L‖2 + ρ2) < 1,
(7.43)
où (∀l ∈ {1, . . . , p}) Ll est donnée par (7.38) et, (∀j ∈ {1, . . . , p}) µ˜−1j est la constante de
Lipschitz de hj.
7.4.2.3 Implémentation
Puisque, pour tout l ∈ {1, . . . , p}, gl correspond à une somme de normes ℓ2, proxU−1
l
,g∗
l
a une forme explicite [Combettes et Pesquet, 2010]. De plus, pour tout j ∈ {1, . . . , p},
l’opérateur proximal de fj relatif à la métrique induite par W−1j correspond à un simple
opérateur de projection sur [x(X )min, x
(X )
max]× [x(Y)min, x(Y)max]× [x(Z)min, x(Z)max].
Remarquons que, pour les deux algorithmes, les boucles internes sur les l ∈ {1, . . . , q}
et les j ∈ {1, . . . , q} peuvent être calculées en parallèle. D’autre part, lorsque l’on traite
de très grandes quantités de données, nous risquons d’être rapidement limités en terme
de mémoire, et le temps de calcul peut devenir secondaire. Cette limitation de mémoire
implique que seule une partie des variables globales peuvent être manipulées à chaque
itération de l’algorithme.
7.4.3 Résultats numériques
7.4.3.1 Premier exemple
Dans ce premier exemple numérique, nous avons utilisé l’algorithme 7.13 pour ré-
soudre le problème décrit dans la section 7.4.1. Dans nos simulations nous avons uti-
lisé le maillage surfacique Bunny, disponible sur http://graphics.stanford.edu/data/
3Dscanrep/, composé de p = 8171 nœuds, illustré en Figure 7.1(a). Le maillage bruité z, re-
présenté dans la Figure 7.1(b), résulte du modèle d’observation décrit dans la section 7.4.1.
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(a) (b)
(c) (d)
Figure 7.1 – (a) Maillage original x, (b) maillage bruité z avec EQM = 5.45× 10−6, et
maillage reconstruit x̂ en utilisant (c) l’algorithme 7.9 avec EQM = 8.89×10−7, et (d) une
méthode de lissage du Laplacien avec EQM = 1.29× 10−6.
Plus précisément, nous déﬁnissons deux ensembles de nœudsN1 etN2, de cardinaux respec-
tifs N1 et N2, vériﬁant N1+N2 = p. On suppose que les éléments de (bj)j∈N1 modélisent un
bruit blanc gaussien de moyenne nulle et d’écart-type σ1 = 10−3, tandis que les éléments
de (bj)j∈N2 sont indépendants et identiquement distribués selon une loi normale mixte,
comprenant deux composantes de mélange pondérées par des poids (π, 1− π) (π = 0.98),
de moyennes nulles, et d’écart-types respectifs σ2 = 5 × 10−3 et σ′2 = 1.5 × 10−2. Dans
notre application, nous avons choisit N2, de cardinal N2 = 1327, comme étant l’ensemble
des nœuds situés au niveau des oreilles et de la queue du lapin. Nous montrons dans la
Figure 7.1(c) le maillage restauré obtenu en utilisant l’algorithme 7.9 avec λk ≡ 1. Les pa-
ramètres de régularisation (β(l))16l6p et (δ(j))16j6p sont choisis diﬀéremment suivant qu’ils
correspondent à l’ensemble N1 ou N2, de façon à minimiser l’EQM (déﬁni par (2.20)) du
maillage restauré. De plus, nous avons comparé le maillage obtenu après reconstruction par
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la méthode proposée, avec le maillage restauré par une méthode de ﬁltrage de l’état de l’art
[Taubin et al., 1996], donné dans la Figure 7.1(d). Notons que, comme il l’a été remarqué
dans [Couprie et al., 2013], l’utilisation d’une méthode régularisée permet d’obtenir une
amélioration en terme d’EQM par rapport à la méthode de [Taubin et al., 1996].
L’algorithme 7.9 permet de sélectionner, à chaque itération, de façon ﬂexible, les nœuds
qui sont mis à jour. Aﬁn de prendre en compte les variations spatiales du bruit, nous
proposons de choisir, pour tout k ∈ N et j ∈ {1, . . . , p}, ε(j)k comme étant une variable
aléatoire suivant une loi de Bernoulli de probabilité pj telle que pj = 1 si j ∈ N2, et
pj = p ∈]0, 1] sinon. Remarquons que, pour p = 1, on retrouve l’algorithme déterministe
primal-dual de [Condat, 2013; Vu˜, 2013]. Pour diﬀérentes valeurs de p, on évalue l’indicateur
de performance déﬁni par
C(p) = k
pN1 +N2
N1 +N2 , (7.44)
où k ∈ N∗ correspond à la première itération de l’algorithme 7.9 pour laquelle
‖xk − xk−1‖ 6 10−6
√
3p.
Pour une probabilité p ﬁxée, C(p) peut être interprété comme le nombre d’itérations né-
cessaires pour atteindre la convergence, pondéré par le nombre de nœuds mis à jour. Nous
montrons dans la Figure 7.2 l’évolution de l’indicateur C(p), moyenné sur dix exécutions
de l’algorithme 7.9 (correspondant à dix réalisations diﬀérentes des variables aléatoires
(εk)k∈N). Nous observons alors que la valeur minimale de C(p) est obtenue pour p = 0.33,
ce qui montre que la stratégie optimale de l’algorithme 7.9 en terme de proﬁl de conver-
gence est obtenue lorsque seule une fraction des nœuds de l’ensemble N1 (correspondant
aux nœuds dont la position est aﬀectée par le bruit le plus faible) est mise à jour à chaque
itération.
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Figure 7.2 – Indicateur C(p) obtenu pour différentes valeurs de la probabilité p (moyenné
sur dix exécutions de l’algorithme 7.9).
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(a) (b)
(c) (d)
Figure 7.3 – (a) Maillage original x, (b) maillage bruité z avec EQM = 2.89× 10−6, et
maillage reconstruit x̂ en utilisant (c) l’algorithme 7.10 avec EQM = 8.09 × 10−8, et (d)
une méthode de lissage du Laplacien avec EQM = 5.23× 10−7.
7.4.3.2 Second exemple
Dans ce second exemple numérique, nous avons utilisé l’algorithme 7.10 pour résoudre
le problème décrit dans la section 7.4.1. Nous avons considéré le maillage surfacique
Dragon de plus grande dimension disponible sur http://graphics.stanford.edu/data/
3Dscanrep/, composé de p = 100250 nœuds, illustré en Figure 7.3(a). Les coordonnées du
maillage original sont dégradées par un bruit distribué suivant un mélange de gaussiennes.
Le maillage observé est donné dans la ﬁgure 7.3(b). Le maillage restauré obtenu en utili-
sant l’algorithme 7.10, avec λk ≡ 1 est représenté dans la ﬁgure 7.3(c). Les paramètres de
régularisation (β(l))16l6q et (δ(j))16j6p sont choisis de façon à minimiser l’EQM du maillage
restauré. Aﬁn d’avoir un élément de comparaison en terme de qualité de restauration, nous
donnons dans la ﬁgure 7.3(d) le maillage restauré en utilisant la méthode de [Taubin et al.,
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1996].
Dans cette application, nous divisons le maillage en une partition de p/r blocs, où
chaque bloc est composé de r 6 p nœuds. Nous choisissons, à chaque itération k ∈ N,
les variables booléennes (ε(j)k )16j6p de façon à ce que seuls les éléments liés aux r nœuds
sélectionnés soient mis à jour à la k-ème itération. Ainsi, (ε(j)k )16j6p satisfait
∑p
j=1 ε
(j)
k = r.
La ﬁgure 7.4 représente à la fois le temps nécessaire pour atteindre le critère d’arrêt
‖xk− x̂‖ 6 10−3‖x̂‖, où x̂ a été calculé au préalable pour un grand nombre d’itérations, et
la mémoire nécessaire pour l’exécution de l’algorithme avec Matlab R2013a, en fonction du
nombre de blocs p/r. Nous pouvons remarquer que le temps minimum de reconstruction
(égal à 5s.) est obtenu lorsque p = 1, i.e. avec une stratégie déterministe. Cependant, choi-
sir des blocs plus petits permet de réduire l’occupation mémoire, au dépend d’une vitesse
d’exécution plus lente. L’avantage de la méthode présentée ici pour des données de grande
dimension, est qu’elle permet à l’utilisateur de choisir la stratégie qui lui permettra d’obte-
nir un temps de reconstruction minimal, sans dépasser la capacité de mémoire disponible
sur sa propre architecture d’ordinateur.
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Figure 7.4 – Temps de reconstruction (cercles) et mémoire nécessaire (carrés) pour
différents nombres de blocs p/r.
Remarque 7.6. Le diagramme donné dans la figure 7.5 résume les liens existants entre les
différents algorithmes développés dans les sections 7.3 et 7.4. Bien que seul l’algorithme 7.9
ait été présenté avec un choix simplifié des variables booléennes (εk)k∈N, un choix similaire
peut être appliqué aux autres algorithmes. Les cadres verts renvoient aux problèmes traités
(problèmes 7.1 et 7.2) ainsi qu’à leurs cas particuliers (vert clair), et les ellipses bleues
donnent les algorithmes permettant de les traiter.
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Résolution du problème 7.1
Première sous-classe d’algorithmes primaux-duaux
Algorithme 7.3
→֒ prop. 7.3
Symétrie
Algorithme 7.4
→֒ prop. 7.4
Deuxième sous-classe d’algorithmes primaux-duaux
avec (∀j ∈ {1, . . . , p}) Aj = 0
Algorithme 7.5
→֒ prop. 7.5
X Conditions moins strictes pour le choix des préconditionneurs
Deuxième sous-classe d’algorithmes primaux-duaux
avec (∀j ∈ {1, . . . , p}) fj = 0
Algorithme 7.8
→֒ prop. 7.9
X Conditions moins strictes pour le choix des préconditionneurs
(∀l ∈ {1, . . . , q}) ll = ι{0}
Algorithme 7.10
→֒ prop. 7.9
X Choix simpliﬁé des (εk)k∈N
Cadre variationnel :
Résolution du problème 7.2
Première sous-classe d’algorithmes primaux-duaux
Algorithme 7.6
→֒ prop. 7.7
Symétrie
Algorithme 7.7
→֒ prop. 7.8
(∀l ∈ {1, . . . , q}) ll = ι{0}
Algorithme 7.9
→֒ prop. 7.8
X Choix simpliﬁé des (εk)k∈N
Figure 7.5 – Diagramme résumant les algorithmes primaux-duaux alternés par bloc développés dans les sections 7.3 et
7.4 pour résoudre les problèmes 7.1 et 7.2.
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7.5 Algorithmes distribués
7.5.1 Problème et notations
Dans cette section, H, G1, . . . ,Gm sont des espaces de Hilbert réels séparables, et on
note G = G1 ⊕ · · · ⊕ Gm. On considère le problème suivant :
Problème 7.3. Pour tout i ∈ {1, . . . , m}, soient Ai : H → 2H un opérateur maximal mo-
notone, Ci : H → H un opérateur cocoercif, Bi : Gi → 2Gi un opérateur maximal monotone,
Di : Gi → 2Gi un opérateur maximal et fortement monotone, et Mi un opérateur non nul de
B(H,Gi). On suppose que l’ensemble F̂ de solutions du problème :
trouver x ∈ H tel que 0 ∈
m∑
i=1
Aix + Cix + M
∗
i (BiDi)(Mix) (7.45)
est non vide. Notre objectif est de trouver une variable aléatoire x̂ à valeurs dans F̂.
Aﬁn d’obtenir des algorithmes parallèles servant à trouver le zéro d’une somme d’opé-
rateurs maximaux monotones [Combettes et Pesquet, 2008; Pesquet et Pustelnik, 2012],
ou bien pour traiter des problèmes de concensus [Boyd et al., 2011; Nedić et Ozdaglar,
2010], le problème (7.45) peut être reformulé dans l’espace produit Hm comme suit
trouver (x(1), . . . , x(m)) ∈ Λm tel que 0 ∈
m∑
i=1
Aix
(i) + Cix
(i) + M∗i (BiDi)(Mix
(i)) (7.46)
où
Λm =
{
(x(1), . . . , x(m)) ∈ Hm
∣∣∣ x(1) = . . . = x(m)}.
Pour construire des algorithmes distribués, la contrainte linéaire apparaissant dans le
problème (7.46) est divisée en un ensemble de contraintes similaires, chacune d’entre elles
faisant intervenir un sous ensemble réduit de variables. Chaque indice i ∈ {1, . . . , m} corres-
pond alors à un agent distinct, et il s’agit de modéliser les relations topologiques existantes
entre chaque agent. Pour ce faire, on déﬁnit des sous-ensembles non vides (Vℓ)16ℓ6r de
{1, . . . , m}, de cardinaux (κ(ℓ))16ℓ6r, vériﬁant l’hypothèse suivante :
Hypothèse 7.1. Pour tout x = (x(i))16i6m ∈ Hm,
x ∈ Λm ⇔ (∀ℓ ∈ {1, . . . , r}) (x(i))i∈Vℓ ∈ Λκ(ℓ).
Remarque 7.7. Notons que l’hypothèse 7.1 est satisfaite dans les cas particuliers suivants
• si r = 1 et V1 = {1, . . . , m},
• si r = m− 1 et (∀ℓ ∈ {1, . . . , m− 1}) Vℓ = {ℓ, ℓ+ 1}.
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De manière plus générale, si les ensembles (Vℓ)16ℓ6r correspondent aux hyper-arêtes d’un
hypergraphe de sommets {1, . . . , m}, alors l’hypothèse 7.1 est équivalente à supposer que
l’hypergraphe est connecté.
Pour la suite de cette section, nous avons besoin d’introduire les notations suivantes :
H = Hκ(1) ⊕ · · · ⊕ Hκ(r), Λ = Λκ(1) ⊕ · · · ⊕ Λκ(r),
A =
m×
i=1
Ai, C =
m×
i=1
Ci,
B =
m×
i=1
Bi, D =
m×
i=1
Di,
S : Hm → H : x 7→ (Sℓx)16ℓ6r, M : Hm → G : x 7→ (Mix(i))16i6m,
où, pour tout ℓ ∈ {1, . . . , r},
Sℓ : Hm →Hκ(ℓ) : x 7→ (x(i))i∈Vℓ = (x(i(ℓ,j)))16j6κ(ℓ) (7.47)
et i(ℓ, 1), . . . , i(ℓ, κℓ) désignent les éléments de Vℓ ordonnés dans un ordre croissant. Notons
que, pour tout ℓ ∈ {1, . . . , r}, l’opérateur adjoint de Sℓ est donné par
S∗ℓ : Hκ
(ℓ) →Hm : z(ℓ) = (z(ℓ,j))16j6κ(ℓ) 7→ (x(i))16i6m (7.48)
où
(∀i ∈ {1, . . . , m}) x(i) =
z(ℓ,j) si i = i(ℓ, j) avec j ∈ {1, . . . , κ(ℓ)}0 sinon. (7.49)
L’opérateur adjoint de S est alors donné par
S∗ : H → Hm : (z(ℓ))16ℓ6r 7→
r∑
ℓ=1
S∗ℓz
(ℓ) = (x(i))16i6m (7.50)
où, pour tout i ∈ {1, . . . , m},
x(i) =
∑
(ℓ,j)∈V∗i
z(ℓ,j) (7.51)
avec
V
∗
i =
{
(ℓ, j) ∈ {1, . . . , r} × {1, . . . , κ(ℓ)}
∣∣∣ i(ℓ, j) = i}.
En conséquence de l’hypothèse 7.1, le cardinal de V∗i (correspondant au nombre d’ensembles
(Vℓ)16ℓ6r qui contiennent l’indice i) est non nul.
Un exemple d’hypergraphe connecté est donné dans la ﬁgure 7.6. Il est composé de
m = 6 nœuds (ou agents) et r = 4 hyper-arêtes modélisant les relations topologiques entre
ces agents.
Le lien entre les problèmes 7.3 et 7.1 est mis en évidence dans la proposition suivante :
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Figure 7.6 – Exemple d’hypergraphe connecté avec r = 4 et m = 6. Ici, par exemple,
le nœud 3 est à la fois dans les hyper-arêtes V1 = {i(1, 1), i(1, 2), i(1, 3)} et V2 =
{i(2, 1), i(2, 2)}. De plus, les voisins du nœud 3 = i(1, 3) = i(2, 1) sont les nœuds
1 = i(1, 1) = i(3, 1), 2 = i(1, 2) et 4 = i(2, 2) = i(3, 2) = i(4, 1), et on a V∗3 = {(1, 3), (2, 1)}.
Proposition 7.10. Sous l’hypothèse 7.1, le problème (7.46) est équivalent à
trouver x ∈ Hm tel que 0 ∈ Ax + Cx + M∗(BD)(Mx) + S∗NΛ(Sx). (7.52)
Démonstration. Pour tout x ∈ Hm, on a les équivalences suivantes :0 ∈
∑m
i=1 Aix
(i) + Cix
(i) + M∗i (BiDi)(Mix
(i))
x ∈ Λm
⇔

(∀i ∈ {1, . . . , m}) 0 ∈ Aix(i) + Cix(i) + M∗i (BiDi)(Mix(i)) + u(i)
x ∈ Λm
m∑
i=1
u(i) = 0
⇔

0 ∈ Ax + Cx + M∗(BD)(Mx) + u
x ∈ Λm
u ∈ Λ⊥m
⇔ 0 ∈ Ax + Cx + M∗(BD)(Mx) + S∗NΛ(Sx),
où l’on a utilisé le fait que NΛm = ∂ιΛm = ∂(ιΛ◦S) = S∗∂ιΛS = S∗NΛS puisque Λ+ran (S)
est un sous-espace fermé de H [Bauschke et Combettes, 2011, Prop. 6.19 & 16.42].
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Remarque 7.8. Si nous reformulons (7.52) avec les notations du problème 7.1, nous
pouvons voir que les problèmes 7.3 et 7.1 sont équivalent en posant p = m, q = m + r,
H1 = . . . = Hm = H, (∀ℓ ∈ {1, . . . , r}) Gm+ℓ = Hκ(ℓ), Bm+ℓ = NΛ
κ(ℓ)
, Dm+ℓ = N{0}, et
(
∀(k, i) ∈ {1, . . . , m}2) Lk,i =
Mi si k = i0 sinon,
(∀ℓ ∈ {1, . . . , r})(∀x ∈ Hm)
m∑
i=1
Lm+ℓ,i x
(i) = Sℓx
(ainsi, (7.8) et (7.9) sont satisfaites).
7.5.2 Algorithme distribués asynchrones pour les problèmes d’in-
clusion monotone
Notre objectif est maintenant de résoudre le problème 7.3. Pour cela, nous allons dé-
velopper des algorithmes distribués asynchrones au sens où, à chaque itération, seul un
nombre limité d’opérateurs (Ai)16i6m, (Bi)16i6m, (Ci)16i6m,et (Di)16i6m est activé, et ce,
de façon aléatoire. Nous déﬁnissons donc l’algorithme 7.11.
La convergence faible presque sûre de l’algorithme 7.11 vers une solution du pro-
blème 7.3 est assurée par la proposition 7.11. Ce résultat est obtenu en se basant sur
la remarque 7.8 et en utilisant l’algorithme 7.4 et la proposition 7.4.
Proposition 7.11. Considérons l’algorithme 7.11. Supposons que, pour tout i ∈ {1, . . . , m},
W
1/2
i CiW
1/2
i est µi-cocoercif, avec µi ∈ ]0,+∞[, et U1/2i D−1i U1/2i est νi-cocoercif, avec νi ∈
]0,+∞[. Posons
θi =
∑
ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
θ(ℓ). (7.53)
Supposons que
(∃α ∈ ]0,+∞[) (1− χ)min{µ(1 + α√χ)−1, ν(1 + α−1√χ)−1} > 1
2
(7.54)
où
χ = max
i∈{1,...,m}
‖U1/2i MiW1/2i ‖2 + θi‖Wi‖, (7.55)
avec µ = min{µ1, . . . , µm}, et ν = min{ν1, . . . , νm}. Supposons que les éléments de la
suite (λk)k∈N soient dans ]0, 1] et vérifient infk∈N λk > 0. Posons (∀k ∈ N) Ek = σ(εk) et
Xk = σ(xk′,vk′)06k′6k, et supposons de plus que les assertions suivantes sont vérifiées :
(i)
∑
k∈N
√
E(‖ak‖2 |Xk) < +∞, ∑k∈N√E(‖bk‖2 |Xk) < +∞, ∑k∈N√E(‖ck‖2 |Xk) <
+∞, et ∑k∈N√E(‖dk‖2 |Xk) < +∞ P-presque sûrement.
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Algorithme 7.11 Algorithme distribué asynchrone (version 1)
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm,
et soient (v(i)0 )16i6m, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G.
Pour tout ℓ ∈ {1, . . . , r}, soit v(m+ℓ)0 = (v(m+ℓ,j)0 )16j6κ(ℓ) une variable aléatoire à valeurs
dans Hκ(ℓ), x(ℓ)0 = 1κ(ℓ)
∑
i∈Vℓ x
(i)
0 , et θ
(ℓ) ∈ ]0,+∞[.
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H) et Ui ∈ S+(Gi).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans D2m+r.
Soit, pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r
u
(ℓ)
k = ε
(2m+ℓ)
k
(
1
κ(ℓ)
κ(ℓ)∑
j=1
v
(m+ℓ,j)
k + θ
(ℓ) x
(ℓ)
k
)
,
pour j = 1, . . . , κ(ℓ)⌊
w
(ℓ,j)
k = ε
(2m+ℓ)
k
(
2(θ(ℓ) x
(i(ℓ,j))
k − u(ℓ)k ) + v(m+ℓ,j)k ),
pour i = 1, . . . , m
u
(i)
k = ε
(m+i)
k
(
JUiB−1i
(
v
(i)
k + Ui
(
Mix
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
,
y
(i)
k = ε
(i)
k
(
JWiAi
(
x
(i)
k −Wi(M∗i (2u(i)k − v(i)k ) +
∑
(ℓ,j)∈V∗i
w
(ℓ,j)
k + Cix
(i)
k + c
(i)
k )
)
+ a
(i)
k
)
,
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k ),
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ),
pour ℓ = 1, . . . , r
v
(m+ℓ)
k+1 = v
(m+ℓ)
k +
λk
2
ε
(2m+ℓ)
k (w
(ℓ)
k − v(m+ℓ)k ),
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ},
x
(ℓ)
k+1 = x
(ℓ)
k + η
(ℓ)
k
(
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k+1 − x(ℓ)k
)
.
(ii) Pour tout k ∈ N, Ek et Xk sont indépendants, et (∀i ∈ {1, . . . , m}) P[ε(i)0 = 1] > 0.
(iii) Pour tout k ∈ N,
(∀i ∈ {1, . . . , m})
{
ω ∈ Ω
∣∣∣ ε(i)k (ω) = 1} ⊂ {ω ∈ Ω ∣∣∣ ε(m+i)k (ω) = 1} (7.56)
et
(∀ℓ ∈ {1, . . . , r}) ⋃
i∈Vℓ
{
ω ∈ Ω
∣∣∣ ε(i)k (ω) = 1} ⊂ {ω ∈ Ω ∣∣∣ ε(2m+ℓ)k (ω) = 1}. (7.57)
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Sous l’hypothèse 7.1, pour tout i ∈ {1, . . . , m}, (x(i)k )k∈N converge faiblement P-presque
sûrement vers une variable aléatoire x̂ à valeurs dans F̂ et, pour tout ℓ ∈ {1, . . . , r}, (x(ℓ)k )k∈N
converge faiblement P-presque sûrement vers x̂.
La démonstration de la proposition 7.11 est donnée dans l’annexe 7.E.
Remarque 7.9.
(i) La k-ème itération de l’algorithme (7.11) est composé de deux types d’opérations :
d’une part, la mise à jour de certaines des variables (x(i)k )16i6m et (v
(i)
k )16i6m en
utilisant les opérateurs (JWiAi)16i6m, (JUiB−1i )16i6m, (Ci)16i6m, et (D
−1
i )16i6m, d’autre
part, des étapes de fusion effectuées sur les ensembles (Vℓ)16ℓ6r. Dans ce contexte, un
choix simple pour que les variables aléatoires booléennes (ε(l)k )m+16l62m+r satisfassent
la condition (iii) est de prendre, pour tout k ∈ N,
(∀i ∈ {1, . . . , m}) ε(m+i)k = ε(i)k , (7.58)
(∀ℓ ∈ {1, . . . , r}) ε(2m+ℓ)k = η(ℓ)k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ}. (7.59)
(ii) D’après (7.92), nous pouvons remarquer que, pour tout k ∈ N et ℓ ∈ {1, . . . , r},
ΠΛ
κ(ℓ)
u
(m+ℓ)
k = 0, ce qui implique que la relation de récursivité suivante est satisfaite :
κ(ℓ)∑
j=1
v
(m+ℓ,j)
k+1 = (1− λkε(2m+ℓ)k )
κ(ℓ)∑
j=1
v
(m+ℓ,j)
k . (7.60)
En particulier, si l’initialisation (v(m+ℓ)0 )16ℓ6r est choisie de façon à satisfaire la condi-
tion suivante :
(∀ℓ ∈ {1, . . . , r})
κ(ℓ)∑
j=1
v
(m+ℓ,j)
0 = 0, (7.61)
alors l’algorithme 7.11 peut se simplifier et on obtient l’algorithme 7.12.
(iii) De la même manière que pour la remarque 7.3(iii), une condition suffisante pour que
(7.54) soit satisfaite est obtenue en posant α = 1 :
(1−√χ)min{µ, ν} > 1
2
. (7.62)
(iv) Lorsque, pour tout i ∈ {1, . . . , m}, D−1i = 0, une condition moins contraignante est
de prendre
(1− χ)µ > 1
2
. (7.63)
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Algorithme 7.12 Algorithme distribué asynchrone (version 1 simpliﬁée)
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm,
et soient (v(i)0 )16i6m, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G.
Pour tout ℓ ∈ {1, . . . , r}, soit v(m+ℓ)0 = (v(m+ℓ,j)0 )16j6κ(ℓ) une variable aléatoire à valeurs
dans Hκ(ℓ) vériﬁant ∑κ(ℓ)j=1 v(m+ℓ,j)0 = 0, soit x(ℓ)0 = 1κ(ℓ) ∑i∈Vℓ x(i)0 , et soit θ(ℓ) ∈ ]0,+∞[.
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H) et Ui ∈ S+(Gi).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans D2m+r.
Soit, pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r pour j = 1, . . . , κ(ℓ)⌊
w
(ℓ,j)
k = ε
(2m+ℓ)
k
(
2θ(ℓ) (x
(i(ℓ,j))
k − x(ℓ)k ) + v(m+ℓ,j)k ),
pour i = 1, . . . , m
u
(i)
k = ε
(m+i)
k
(
JUiB−1i
(
v
(i)
k + Ui
(
Mix
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
,
y
(i)
k = ε
(i)
k
(
JWiAi
(
x
(i)
k −Wi(M∗i (2u(i)k − v(i)k ) +
∑
(ℓ,j)∈V∗i
w
(ℓ,j)
k + Cix
(i)
k + c
(i)
k )
)
+ a
(i)
k
)
,
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k ),
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ),
pour ℓ = 1, . . . , r
v
(m+ℓ)
k+1 = v
(m+ℓ)
k +
λk
2
ε
(2m+ℓ)
k (w
(ℓ)
k − v(m+ℓ)k ),
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ},
x
(ℓ)
k+1 = x
(ℓ)
k + η
(ℓ)
k
(
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k+1 − x(ℓ)k
)
.
De plus, si (∀i ∈ {1, . . . , m}) Bi = 0, les (‖Mi‖)16i6m peuvent être choisis aussi petits
que l’on veut, et ainsi on peut poser
χ = max
i∈{1,...,m}
θi‖Wi‖. (7.64)
Dans ce cas, l’algorithme 7.12 peut être simplifié, en remarquant que, pour tout k ∈ N,
les variables (u(i)k )16i6m et (v
(i)
k )16i6m ne sont plus utiles. En imposant les condi-
tions (7.59) et (7.61), et en posant
(∀n ∈ N)(∀ℓ ∈ {1, . . . , r}) v˜(ℓ)k = v(m+ℓ)k , (7.65)
on obtient l’algorithme 7.13
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Algorithme 7.13 Algorithme distribué asynchrone (version 1 simplifiée dans le cas où (∀i ∈
{1, . . . ,m}) D−1i = 0 et Bi = 0)
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm.
Pour tout ℓ ∈ {1, . . . , r}, soit v˜(ℓ)0 = (v˜(ℓ,j)0 )16j6κ(ℓ) une variable aléatoire à valeurs dans
Hκ(ℓ) vériﬁant ∑κ(ℓ)j=1 v˜(ℓ,j)0 = 0, soit x(ℓ)0 = 1κ(ℓ) ∑i∈Vℓ x(i)0 , et soit θ(ℓ) ∈ ]0,+∞[.
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dm. Soit,
pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ}
pour j = 1, . . . , κ(ℓ)⌊
w
(ℓ,j)
k = η
(ℓ)
k
(
2θ(ℓ)(x
(i(ℓ,j))
k − x(ℓ)k ) + v˜(ℓ,j)k )
pour i = 1, . . . , m y
(i)
k = ε
(i)
k
(
JWiAi
(
x
(i)
k −Wi(
∑
(ℓ,j)∈V∗i
w
(ℓ,j)
k + Cix
(i)
k + c
(i)
k )
)
+ a
(i)
k
)
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k )
pour ℓ = 1, . . . , r
v˜
(ℓ)
k+1 = v˜
(ℓ)
k +
λk
2
η
(ℓ)
k (w
(ℓ)
k − v˜(ℓ)k )
x
(ℓ)
k+1 = x
(ℓ)
k + η
(ℓ)
k
(
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k+1 − x(ℓ)k
)
.
Nous pouvons déduire de la section 7.3.3 un autre type d’algorithme distribué, lorsque,
pour tout i ∈ {1, . . . , m}, Ai = 0. En se basant sur l’algorithme 7.5, nous obtenons alors
l’algorithme 7.14, dont la convergence vers une solution du problème 7.3, lorsque Ai = 0
pour tout i ∈ {1, . . . , m}, est assurée par la proposition 7.12. La démonstration de ce
résultat est basée sur la proposition 7.5.
Proposition 7.12. Considérons l’algorithme 7.14. Supposons que, pour tout i ∈ {1, . . . , m},
W
1/2
i CiW
1/2
i est µi-cocoercif, avec µi ∈ ]0,+∞[, et U1/2i D−1i U1/2i est νi-cocoercif, avec νi ∈
]0,+∞[. Soient µ, ν, et χ définis par la proposition 7.11, et supposons que
min
{
µ, ν(1− χ)
}
>
1
2
. (7.66)
Supposons que les éléments de la suite (λk)k∈N sont dans ]0, 1] et vérifient infk∈N λk > 0.
De plus, posons (∀k ∈ N) Ek = σ(εn) and Xk = σ(xk′,vk′)06n′6n et supposons que
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Algorithme 7.14 Algorithme distribué asynchrone (version 2 simpliﬁée)
Initialisation : Soient x0, et (ck)k∈N des variables aléatoires à valeurs dans Hm, et
soient (v(i)0 )16i6m, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G.
Pour tout ℓ ∈ {1, . . . , r}, soit v(m+ℓ)0 = (v(m+ℓ,j)0 )16j6κ(ℓ) une variable aléatoire à valeurs
dans Hκ(ℓ) vériﬁant ∑κ(ℓ)j=1 v(m+ℓ,j)0 = 0, et soit θ(ℓ) ∈ ]0,+∞[.
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H) et Ui ∈ S+(Gi).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans D2m+r.
Soit, pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour i = 1, . . . , m
η
(i)
k = max
{
ε
(m+i)
k , (ε
(2m+ℓ)
k )ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
}
w
(i)
k = η
(i)
k
(
x
(i)
k −Wi(Cix(i)k + c(i)k )
)
w˜
(i)
k = η
(i)
k
(
w
(i)
k −Wi(M∗i v(i)k +
∑
(ℓ,j)∈V∗i
v
(m+ℓ,j)
k )
)
u
(i)
k = ε
(m+i)
k
(
JUiB−1i
(
v
(i)
k + Ui(Miw˜
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k )
pour ℓ = 1, . . . , r
w
(ℓ)
k = ε
(2m+ℓ)
k
θ(ℓ)
κ(ℓ)
∑
i∈Vℓ
w˜
(i)
k
pour j = 1, . . . , κ(ℓ)⌊
u
(m+ℓ,j)
k = ε
(2m+ℓ)
k
(
v
(m+ℓ,j)
k + θ
(ℓ) w˜
(i(j,ℓ))
k − w(ℓ)k
)
v
(m+ℓ)
k+1 = v
(m+ℓ)
k + λkε
(2m+ℓ)
k (u
(m+ℓ)
k − v(m+ℓ)k )
pour i = 1, . . . , m⌊
x
(i)
k+1 = x
(i)
k + λkε
(i)
k
(
w
(i)
k −Wi
(
M∗iu
(i)
k +
∑
(ℓ,j)∈V∗i
u
(m+ℓ,j)
k
)
− x(i)k
)
.
(i)
∑
k∈N
√
E(‖bk‖2 |Xk) < +∞, ∑k∈N√E(‖ck‖2 |Xk) < +∞, et ∑k∈N√E(‖dk‖2 |Xk) <
+∞ P-presque sûrement
et que les conditions (ii)-(iii) de la proposition 7.11 sont satisfaites.
Sous l’hypothèse 7.1, si (∀i ∈ {1, . . . , m}) Ai = 0 dans le problème 7.3, alors, pour tout
i ∈ {1, . . . , m}, (x(i)k )k∈N converge faiblement P-presque sûrement vers une variable aléatoire
x̂ à valeurs dans F̂.
La démonstration de la proposition 7.12 est donnée dans l’annexe 7.F.
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Remarque 7.10. Lorsque (∀i ∈ {1, . . . , m}) D−1i = 0, la condition (7.66) peut être réécrite
de la façon suivante
(∀i ∈ {1, . . . , m}) ‖U1/2i MiW1/2i ‖2 + θi‖Wi‖ < 1 et µi > 1/2. (7.67)
7.5.3 Application aux problèmes variationnels
Nous proposons maintenant d’appliquer les résultats présentés dans la section 7.5.2 à
la résolution de problèmes variationnels pouvant s’exprimer de la façon suivante :
Problème 7.4. Pour tout i ∈ {1, . . . , m}, soient fi ∈ Γ0(H), hi ∈ Γ0(H) une fonction
différentiable de gradient Lipschitz, gi ∈ Γ0(Gi), li ∈ Γ0(Gi) une fonction fortement convexe,
et Mi un opérateur non nul de B(H,Gi). Supposons qu’il existe x ∈ H vérifiant
0 ∈
m∑
i=1
∂fi(x) +∇hi(x) + M∗i (∂gi∂li)
(
Mix
)
. (7.68)
Soit Fˇ l’ensemble défini par
Fˇ = Argmin
x∈H
m∑
i=1
fi(x) + hi(x) + (gi li)(Mix). (7.69)
L’objectif est de trouver une variable aléatoire x̂ à valeurs dans Fˇ.
Une méthode proximale, déduite de l’algorithme 7.12, permettant de résoudre le pro-
blème 7.4 est donnée dans l’algorithme 7.15. Ses résultats de convergence, donnés dans la
proposition 7.13, découlent de la proposition 7.11.
Proposition 7.13. Considérons l’algorithme 7.15. Supposons que, pour tout i ∈ {1, . . . , m},
le gradient hi ◦ W1/2i est µ−1i -Lipschitz, avec µi ∈ ]0,+∞[, et l∗i ◦ U1/2i est ν−1i -Lipschitz,
avec νi ∈ ]0,+∞[. Soient µ = min{µ1, . . . , µm}, ν = min{ν1, . . . , νm}, soit χ défini par
la proposition 7.11, et supposons que(7.54) est vérifiée. Supposons que les éléments de la
suite (λk)k∈N sont dans ]0, 1] et vérifient infk∈N λk > 0. Posons, (∀k ∈ N) Ek = σ(εk) et
Xk = σ(xk′,vk′)06k′6k et supposons que les conditions (i)-(iii) de la proposition 7.11 sont
vérifiées.
Sous l’hypothèse 7.1, pour tout i ∈ {1, . . . , m}, (x(i)k )k∈N converge faiblement P-presque sû-
rement vers une variable aléatoire x̂ à valeurs dans Fˇ et, pour tout ℓ ∈ {1, . . . , r}, (x(ℓ)k )k∈N
converge faiblement P-presque sûrement vers x̂.
Démonstration. Dans la proposition 7.11, pour tout i ∈ {1, . . . , m}, posons Ai = ∂fi,
Bi = ∂gi, Ci = ∇hi, et D−1i = ∇l∗i . D’après (7.68) et [Bauschke et Combettes, 2011,
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Algorithme 7.15 Algorithme distribué asynchrone (version 1 simplifiée) appliqué dans un
cadre variationnel
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm,
et soient (v(i)0 )16i6m, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G.
Pour tout ℓ ∈ {1, . . . , r}, soit v(m+ℓ)0 = (v(m+ℓ,j)0 )16j6κ(ℓ) une variable aléatoire à valeurs
dans Hκ(ℓ) vériﬁant ∑κ(ℓ)j=1 v(m+ℓ,j)0 = 0, soit x(ℓ)0 = 1κ(ℓ) ∑i∈Vℓ x(i)0 , et soit θ(ℓ) ∈ ]0,+∞[.
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H) et Ui ∈ S+(Gi).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans D2m+r.
Soit, pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r pour j = 1, . . . , κ(ℓ)⌊
w
(ℓ,j)
k = ε
(2m+ℓ)
k
(
2θ(ℓ) (x
(i(ℓ,j))
k − x(ℓ)k ) + v(m+ℓ,j)k ),
pour i = 1, . . . , m
u
(i)
k = ε
(m+i)
k
(
proxU−1i ,g∗i
(
v
(i)
k + Ui
(
Mix
(i)
k −∇l∗i (v(i)k ) + d(i)k )
)
+ b
(i)
k
)
,
y
(i)
k = ε
(i)
k
(
proxW−1i ,fi
(
x
(i)
k −Wi(M∗i (2u(i)k − v(i)k ) +
∑
(ℓ,j)∈V∗i
w
(ℓ,j)
k
+∇hi(x(i)k ) + c(i)k )
)
+ a
(i)
k
)
,
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k ),
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ),
pour ℓ = 1, . . . , r
v
(m+ℓ)
k+1 = v
(m+ℓ)
k +
λk
2
ε
(2m+ℓ)
k (w
(ℓ)
k − v(m+ℓ)k ),
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ},
x
(ℓ)
k+1 = x
(ℓ)
k + η
(ℓ)
k
(
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k+1 − x(ℓ)k
)
.
Prop. 16.5], on a
0 ∈
m∑
i=1
Aix + Cix + M
∗
i (BiDi)
(
Mix
)
⊂ ∂
( m∑
i=1
fi + hi + (gi li) ◦Mi
)
(x), (7.70)
ce qui montre que ∅ 6= F̂ ⊂ Fˇ. Nous pouvons donc conclure en appliquant la proposi-
tion 7.11 et en utilisant la remarque 7.9(ii).
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Remarque 7.11.
(i) De façon similaire, un second algorithme distribué d’optimisation convexe peut être
déduit de la proposition 7.12.
(ii) Dans le cas où, pour tout ℓ ∈ {1, . . . , r}, κ(ℓ) = 2, les variables (x(ℓ)k )16ℓ6r sont mises
à jour à chaque itération k ∈ N, i.e.
(∀k ∈ N)(∀ℓ ∈ {1, . . . , r}) x(ℓ)k =
1
2
(x
(i(ℓ,1))
k + x
(i(ℓ,2))
k ),
et (7.58)-(7.59) sont satisfaites, une version simplifiée de l’algorithme 7.15 est donnée
par l’algorithme 7.16.
Algorithme 7.16 Algorithme distribué (version 1 simplifiée) sur un graphe non orienté
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm,
et soient (v(i)0 )16i6m, (bk)k∈N, et (dk)k∈N des variables aléatoires à valeurs dans G.
Pour tout ℓ ∈ {1, . . . , r}, soient θ(ℓ) ∈ ]0,+∞[, v(m+ℓ,1)0 une variable aléatoire à valeurs
dans H et v(m+ℓ,2)0 = −v(m+ℓ,1)0 .
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H), Ui ∈ S+(Gi), et θi déﬁni par (7.53).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans D2m+r.
Soit, pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ},
v
(ℓ,1)
k+1 = v
(m+ℓ,1)
k +
λk
2
η
(ℓ)
k θ
(ℓ) (x
(i(ℓ,1))
k − x(i(ℓ,2))k ),
v
(m+ℓ,2)
k+1 = −v(m+ℓ,1)k+1 ,
pour i = 1, . . . , m
u
(i)
k = ε
(i)
k
(
proxU−1i ,g∗i
(
v
(i)
k + Ui
(
Mix
(i)
k −∇l∗i (v(i)k ) + d(i)k )
)
+ b
(i)
k
)
,
y
(i)
k = ε
(i)
k
(
proxW−1i ,fi
(
(1−Wiθi)x(i)k −Wi(M∗i (2u(i)k − v(i)k )
+
∑
(ℓ,j)∈V∗i
(v
(m+ℓ,j)
k − θ(ℓ)x(i(ℓ,))k ) +∇hi(x(i)k ) + c(i)k )
)
+ a
(i)
k
)
,
v
(i)
k+1 = v
(i)
k + λkε
(i)
k (u
(i)
k − v(i)k ),
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ),
En effet dans ce cas, pour tout k ∈ N et ℓ ∈ {1, . . . , r}, on a
(∀j ∈ {1, 2}) w(ℓ,j)k = η(ℓ)k
(
θ(ℓ)(x
(i(ℓ,j))
k − x(i(ℓ,))k ) + v(m+ℓ,j)k
)
,
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où, pour tout j ∈ {1, 2},  = 3− j. Par conséquent, puisque (7.61) est satisfaite,
(∀k ∈ N)(∀ℓ ∈ {1, . . . , r}) v(m+ℓ,1)k+1 = v(m+ℓ,1)k +
λk
2
η
(l)
k θ
(ℓ)(x
(i(ℓ,1))
k − x(i(ℓ,2))k ),
v
(m+ℓ,2)
k+1 = −v(m+ℓ,1)k+1 .
En remarquant que puisque κℓ ≡ 2, pour tout i ∈ {1, . . . , m}, pour tout (ℓ, j) ∈ V∗i ,
x
(i(ℓ,j))
k = x
(i)
k , et en utilisant (7.53), on a
(∀i ∈ {1, . . . , m}) ε(i)k
∑
(ℓ,j)∈V∗i
w
(ℓ,j)
k = ε
(i)
k
( ∑
(ℓ,j)∈V∗i
(
v
(m+ℓ,j)
k + θ
(ℓ)(x
(i(ℓ,j))
k − x(i(ℓ,))k )
))
= ε
(i)
k
(
θix
(i)
k +
∑
(ℓ,j)∈V∗i
(
v
(m+ℓ,j)
k − θ(ℓ)x(i(ℓ,))k
))
.
Ainsi, en réarrangeant les différentes étapes de l’algorithme 7.15, on obtient l’algo-
rithme 7.16. Dans ce cas, les ensembles (Vℓ)16ℓ6r peuvent être vus comme les arêtes
d’un graphe connecté non orienté dont les nœuds sont indicés par i ∈ {1, . . . , m}.
(iii) Si (∀i ∈ {1, . . . , m}) gi = 0 et li = ι{0}, (∀ℓ ∈ {1, . . . , r}) κ(ℓ) = 2, et (7.59) est
satisfaite, alors on peut prendre les (Mi)16i6m aussi petit qu’on le souhaite et l’algo-
rithme 7.16 se réduit à l’algorithme 7.17. Pour cela, nous posons (∀i ∈ {1, . . . , m})
v
(i)
0 = 0, (∀k ∈ N) v˜k = (v˜(ℓ)k )16ℓ6r = (v(m+ℓ)k )16ℓ6r, et bk = dk = 0. Notons que,
dans ce cas particulier, d’après la remarque 7.9(iv), il suffit que les conditions (7.63)
et (7.64) soient satisfaites pour que (7.54) soit vérifiée.
Notons, pour tout i ∈ {1, . . . , m}, κ∗i le cardinal de l’ensemble V∗i (ce qui correspond
au degré du nœud i). Dans le cas particulier où H est un espace euclidien, qu’aucun
terme d’erreur n’est pris en compte, que
(∀k ∈ N) λk = 1,
(∀ℓ ∈ {1, . . . , r}) θ(ℓ) = θ ∈ ]0,+∞[ ,
(∀i ∈ {1, . . . , m}) Wi = τiId
avec
(∀i ∈ {1, . . . , m}) τi = τ/κ∗i ,
et τ ∈ ]0,+∞[, on retrouve l’algorithme distribué développé dans [Bianchi et al.,
2014]. D’après (7.53), pour tout i ∈ {1, . . . , m}, θi = κ∗i θ. L’expression (7.64) s’écrit
alors
χ = max
i∈{1,...,m}
(θκ∗i τi) = θ max
i∈{1,...,m}
(κ∗i τ/κ
∗
i ) = θτ.
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Algorithme 7.17 Algorithme distribué (version 1 simplifiée) sur un graphe non orienté lorsque
(∀i ∈ {1, . . . ,m}) gi = 0 et li = ι{0}
Initialisation : Soient x0, (ak)k∈N et (ck)k∈N des variables aléatoires à valeurs dans Hm.
Pour tout ℓ ∈ {1, . . . , r}, soient θ(ℓ) ∈ ]0,+∞[, v˜(ℓ,1)0 une variable aléatoire à valeurs dans
H et v˜(ℓ,2)0 = −v˜(ℓ,1)0 .
Soient, pour tout i ∈ {1, . . . , m}, Wi ∈ S+(H) et θi déﬁni par (7.53).
Soient (εk)k∈N des variables aléatoires identiquement distribuées à valeurs dans Dm. Soit,
pour tout k ∈ N, λk ∈ ]0,+∞[.
Itérations :
Pour k = 0, 1, . . .
pour ℓ = 1, . . . , r
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ},
v˜
(ℓ,1)
k+1 = v˜
(ℓ,1)
k +
λk
2
η
(ℓ)
k θ
(ℓ) (x
(i(ℓ,1))
k − x(i(ℓ,2))k ),
v˜
(ℓ,2)
k+1 = −v˜(ℓ,1)k+1 ,
pour i = 1, . . . , m
y
(i)
k = ε
(i)
k
(
proxW−1i ,fi
((
1−Wiθi
)
x
(i)
k −Wi
( ∑
(ℓ,j)∈V∗i
(v˜
(ℓ,j)
k − θ(ℓ) x(i(ℓ,))k ),
+∇hi(x(i)k ) + c(i)k
))
+ a
(i)
k
)
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ).
De plus, pour tout i ∈ {1, . . . , m}, µ−1i étant une constante de Lipschitz du gradient
de hi ◦ W1/2i , la constante de Lipschitz de hi est alors égale à µi = κ∗i /(µiτ). Ainsi
µi = κ
∗
i /(µiτ), et la condition (7.63) se réécrit
(∀i ∈ {1, . . . , m}) τ−1 − θ > 1
2mini∈{1,...,m}(κ∗i /µi)
. (7.71)
La condition de convergence donnée dans [Bianchi et al., 2014, Thm. 6] est
τ−1 − θ > µ
2κ∗
, (7.72)
où µ = maxi∈{1,...,m} µi et κ
∗ = mini∈{1,...,m} κ
∗
i . Or, puisque
min
i∈{1,...,m}
(κ∗i /µi) >
(
min
i∈{1,...,m}
κ∗i
)(
min
i∈{1,...,m}
1/µi
)
=
κ∗
µ
,
on a alors
µ
2κ∗
>
1
2mini∈{1,...,m}(κ
∗
i /µi)
.
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On en déduit ainsi que la condition (7.72) donnée dans [Bianchi et al., 2014, Thm.
6] est plus restrictive que la condition (7.71) que nous déduisons de nos résultats de
convergence.
Remarque 7.12. Le diagramme représenté dans la figure 7.7 donne les différents algo-
rithmes distribués développés dans cette section. Les cadres verts foncés renvoient aux pro-
blèmes traités (problèmes 7.3 et 7.4), les cadres verts clairs indiquent les cas particuliers
de ces problèmes, et les ellipses bleues donnent les algorithmes permettant de les traiter.
7.6 Conclusion
Dans ce chapitre nous avons proposé plusieurs algorithmes permettant de résoudre des
problèmes d’inclusion monotone ou des problèmes de minimisation de fonctions convexes.
Ces algorithmes combinent des méthodes primales-duales, utiles pour traiter des sommes
d’opérateurs (ou de fonctions) composés avec des opérateurs linéaires, et des stratégies
alternées aléatoirement par blocs proposées dans [Combettes et Pesquet, 2015]. Notons
que dans aucun des algorithmes proposés il n’est nécessaire d’inverser des opérateurs li-
néaires, ce qui peut se révéler utile en pratique lorsque ces derniers sont mal conditionnés
ou de très grande dimension. De plus, les algorithmes primaux-duaux proposés peuvent
être accélérés grâce à l’utilisation d’opérateurs de préconditionnement. Nous avons montré
les performances de la stratégie alternée aléatoirement par bloc au travers d’un exemple
applicatif de reconstruction d’un maillage 3D. Les divers algorithmes alternés aléatoire-
ment par bloc sont donnés dans le diagramme de la ﬁgure 7.5 Enﬁn, nous avons déduit
de ces algorithmes primaux-duaux alternés par bloc des algorithmes distribués permet-
tant de résoudre des problèmes d’inclusion monotone (ou des problèmes de minimisation
de fonctions convexe) en utilisant une topologie générale d’hypergraphes. Un diagramme
résumant les liens existants entre les diﬀérents algorithmes distribués proposés est donné
dans le ﬁgure 7.7.
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Résolution du problème 7.3
sur un hypergraphe
(∀i ∈ {1, . . . , m})
Ai = 0
Algorithme 7.14
→֒ prop. 7.12
X Issu de l’algorithme 7.5
X Conditions moins strictes pour
le choix des préconditionneurs
Algorithme 7.11
→֒ prop. 7.11
X Issu de l’algorithme 7.4
X Algorithme distribué de forme
la plus générale
Cas particulier d’initialisation des
variables (v(m+ℓ)0 )16ℓ6r
(∀ℓ ∈ {1, . . . , r}) ∑κℓj=1 v(m+ℓ,j)0 = 0
(∀i ∈ {1, . . . , m})
D−1i = 0 et Bi = 0
Algorithme 7.13
→֒ rq. 7.9(iv)
(∀i ∈ {1, . . . , m})
gi = 0 et li = ι{0}
Algorithme 7.12
→֒ rq. 7.9(ii)
Cadre variationnel
Résolution du problème 7.4
sur un hypergraphe
Algorithme 7.15
→֒ prop. 7.13
Cadre variationnel
Résolution du problème 7.4
sur un graphe
Algorithme 7.16
→֒ rq. 7.11(ii)
(∀i ∈ {1, . . . , m})
gi = 0 et li = ι{0}
Algorithme 7.17
→֒ rq. 7.11(iii)
Figure 7.7 – Diagramme résumant les algorithmes développés dans la section 7.5.
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7.A Démonstration du lemme 7.1
(i) Les opérateurs W−1 et U−1 étant linéaires, bornés et auto-adjoints, V′ est aussi linéaire,
borné et auto-adjoint. De plus, pour tout (x, v) ∈ K,〈
x | (W−1 − L∗UL)x
〉
=
〈
W−1/2x | (Id −W1/2L∗ULW1/2)W−1/2x
〉
=
〈
x | W−1x
〉
−
〈
W−1/2x | W1/2L∗ULW1/2W−1/2x
〉
> (1− ‖W1/2L∗ULW1/2‖)
〈
x | W−1x
〉
> (1− ‖U1/2LW1/2‖2)‖W‖−1‖x‖2 (7.73)
et 〈
v | (U−1 − LWL∗)v
〉
> (1− ‖U1/2LWL∗U1/2‖)
〈
v | U−1v
〉
> (1− ‖U1/2LW1/2‖2)‖U‖−1‖v‖2. (7.74)
On peut donc en déduire que
〈(x, v) | V′(x, v)〉 =
〈
x−WL∗v | W−1(x−WL∗v)
〉
+
〈
v | (U−1 − LWL∗)v
〉
> (1− ‖U1/2LW1/2‖2)‖U‖−1‖v‖2
et, de façon similaire,
〈(x, v) | V′(x, v)〉 > (1− ‖U1/2LW1/2‖2)‖W‖−1‖x‖2.
Les deux inégalités ci-dessus nous donnent
〈(x, v) | V′(x, v)〉 > (1− ‖U1/2LW1/2‖2)min{‖W‖−1, ‖U‖−1}max{‖x‖2, ‖v‖2}
>
1
2
(1− ‖U1/2LW1/2‖2)min{‖W‖−1, ‖U‖−1}(‖x‖2 + ‖v‖2),
Ce qui montre que V′ est un opérateur fortement positif. C’est donc un isomorphisme et
son inverse appartient à S+(K).
D’autre part, (7.73) (resp. (7.74)) montre que W−1− L∗UL (resp. U−1− LWL∗) est un
isomorphisme puisqu’il appartient à S+(H) (resp. S+(G)). L’expression de l’inverse de V′
peut être obtenue par un calcul direct.
(ii) Soit α ∈ ]0,+∞[. Montrer que V1/2RV1/2 est ϑα-cocoercif est équivalent à montrer que(
∀(z, z′) ∈ K2
) 〈
z− z′ | V1/2RV1/2z− V1/2RV1/2z′
〉
> ϑα‖V1/2RV1/2z−V1/2RV1/2z′‖2
⇔
(
∀(z, z′) ∈ K2
)
〈z− z′ | Rz− Rz′〉 > ϑα‖Rz− Rz′‖2V.
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Soit z = (x, v) ∈ K et z′ = (x′, v′) ∈ K. On a, d’une part
‖Rz− Rz′‖2V =
〈
Cx− Cx′ | (W−1 − L∗UL)−1(Cx− Cx′)
〉
+
〈
D−1v−D−1v′ | (U−1 − LWL∗)−1(D−1v−D−1v′)
〉
+ 2
〈
Cx− Cx′ | WL∗(U−1 − LWL∗)−1(D−1v−D−1v′)
〉
. (7.75)
D’autre part,〈
Cx− Cx′ | (W−1 − L∗UL)−1(Cx− Cx′)
〉
=
〈
W1/2(Cx− Cx′) | (Id −W1/2L∗ULW1/2)−1W1/2(Cx− Cx′)
〉
6 ‖(Id −W1/2L∗ULW1/2)−1‖ ‖Cx− Cx′‖2W
= (1− ‖U1/2LW1/2‖2)−1‖Cx− Cx′‖2W , (7.76)
〈
D−1v−D−1v′ | (U−1 − LWL∗)−1)(D−1v−D−1v′)
〉
6 (1− ‖U1/2LW1/2‖2)−1‖D−1v−D−1v′‖2U , (7.77)〈
Cx− Cx′ | WL∗(U−1 − LWL∗)−1)(D−1v−D−1v′)
〉
6 ‖W1/2(Cx− Cx′)‖‖W1/2L∗U1/2(Id −U1/2LWL∗U1/2)−1‖
× ‖U1/2(D−1v−D−1v′)‖
6 ‖U1/2LW1/2‖(1− ‖U1/2LW1/2‖2)−1‖Cx− Cx′‖W‖D−1v−D−1v′‖U
6
1
2
‖U1/2LW1/2‖(1− ‖U1/2LW1/2‖2)−1
× (α‖Cx− Cx′‖2W + α−1‖D−1v−D−1v′‖2U). (7.78)
En combinant les équations (7.75) à (7.78) et en utilisant la cocoercivité de W1/2CW1/2 et
de U1/2D−1U1/2, on obtient la suite d’inégalités :
‖Rz− Rz′‖2V 6 (1− ‖U1/2LW1/2‖2)−1
(
(1 + α‖U1/2LW1/2‖)‖Cx− Cx′‖2W
+ (1 + α−1‖U1/2LW1/2‖)‖D−1v−D−1v′‖2U
)
6 (1− ‖U1/2LW1/2‖2)−1
(
µ−1(1 + α‖U1/2LW1/2‖)〈x− x′ | Cx− Cx′〉
+ ν−1(1 + α−1‖U1/2LW1/2‖)
〈
v− v′ | D−1v−D−1v′
〉)
6 ϑ−1α 〈z− z′ | Rz− Rz′〉.
7.B Démonstration de la proposition 7.3
D’après la condition (iii), pour tout j ∈ {1, . . . , p}, max
{
ε
(j)
k , (ε
(p+l)
k )l∈L∗j
}
= ε
(j)
k . De
plus, pour tout l ∈ {1, . . . , q}, j ∈ Ll ⇔ l ∈ L∗j . Les itérations de l’algorithme 7.3 sont
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donc équivalentes à
pour k = 0, 1, . . .
pour j = 1, . . . , p
η
(j)
k = max
{
ε
(j)
k , (ε
(p+l)
k )l∈L∗j
}
y
(j)
k = η
(j)
k
(
JWjAj
(
x
(j)
k −Wj(
q∑
l=1
L∗l,jv
(l)
k + Cjx
(j)
k + c
(j)
k )
)
+ a
(j)
k
)
x
(j)
k+1 = x
(j)
k + λkε
(j)
k (y
(j)
k − x(j)k )
pour l = 1, . . . , q u(l)k = ε(p+l)k
(
JUlB−1l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(2y
(j)
k − x(j)k )− D−1l v(l)k + d(l)k )
)
+ b
(l)
k
)
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k ).
(7.79)
D’autre part, d’après la proposition 7.2(i)-(ii), Q est maximal monotone, R est cocoer-
cif, et Z = zer (Q + R) 6= ∅. On peut remarquer que (7.16) et (7.19) impliquent que
‖U1/2LW1/2‖ < 1. Ainsi, d’après le lemme 7.2, l’algorithme (7.79) peut être réécrit sous la
forme de l’algorithme 7.2, où m = p+ q, V est déﬁni par (7.15) et, pour tout k ∈ N,
zk = (xk,vk), (7.80)
γk = 1, (7.81)
JVQ : z 7→ (Ti,kz)16i6m, (7.82)
(∀j ∈ {1, . . . , p}) Tj,k : K → Hj, (7.83)
(∀l ∈ {1, . . . , q}) Tp+l,k : K → Gl, (7.84)
tk = (ak, bk), (7.85)
sk =
(
(W−1 − L∗UL)−1(L∗Uek − ck), (U−1 − LWL∗)−1(ek − LWck)
)
, (7.86)
ek = 2Lak + dk. (7.87)
Puisque W ∈ S+(H) et U ∈ S+(G) vériﬁent ‖U1/2LW1/2‖ < 1, le lemme 7.1(i) assure que
V ∈ S+(K). De plus, pour tout (x, x˜) ∈ H2,
〈
x− x˜ | W1/2CW1/2x−W1/2CW1/2x˜
〉
=
p∑
j=1
〈
x(j) − x˜(j) | W1/2j CjW1/2j x(j) −W1/2j CjW1/2j x˜(j)
〉
>
p∑
j=1
µj‖W1/2j CjW1/2j x(j) −W1/2j CjW1/2j x˜(j)‖2
>µ‖W1/2CW1/2x−W1/2CW1/2x˜‖2.
Donc W1/2CW1/2 est µ-cocoercif, et en procédant de façon similaire, on déduit que U1/2D−1U1/2
est ν-cocoercif. En conséquence du lemme 7.1(ii), V1/2RV1/2 est donc ϑα-cocoercif, et nos
hypothèses garantissent que 1 = supk∈N γk < 2ϑα. D’autre part, nous pouvons déduire de
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la condition (i) et des équations (7.85)-(7.87) que
∑
k∈N
√
E(‖tk‖2 |Xk) 6
∑
k∈N
√
E(‖ak‖2 |Xk) +
∑
k∈N
√
E(‖bk‖2 |Xk) < +∞,
∑
k∈N
√
E(‖sk‖2 |Xk)
6 ‖(W−1 − L∗UL)−1‖
(∑
k∈N
√
E(‖ck‖2 |Xk) + 2‖L∗UL‖
∑
k∈N
√
E(‖ak‖2 |Xk)
+ ‖L∗U‖∑
k∈N
√
E(‖dk‖2 |Xk)
)
+ ‖(U−1 − LWL∗)−1‖
(
2‖L‖∑
k∈N
√
E(‖ak‖2 |Xk)
+
∑
k∈N
√
E(‖dk‖2 |Xk) + ‖LW‖
∑
k∈N
√
E(‖ck‖2 |Xk)
)
< +∞.
De plus, puisque nous avons supposé que, pour tout j ∈ {1, . . . , p}, L∗j 6= ∅, (ii) et (iii)
garantissent que la condition (ii) de la proposition 7.1 est aussi vériﬁée. Par conséquent,
toutes les hypothèses de la proposition 7.1 sont satisfaites, ce qui nous permet d’établir
la convergence presque sûre de (xk,vk)k∈N vers une variable aléatoire à valeurs dans Z.
Finalement, la proposition 7.2(iii) nous assure que la limite est à valeurs dans F× F∗.
7.C Démonstration de la proposition 7.5
Tout d’abord, remarquons que, d’après la condition (iii) de la proposition 7.4, puisque
(∀j ∈ {1, . . . , p}) L∗j 6= ∅, les itérations de l’algorithme 7.5 sont équivalentes à
pour k = 0, 1, . . .
pour l = 1, . . . , q⌊
ζ
(l)
k = max
{
ε
(p+l)
k , (ε
(j)
k )j∈Ll
}
pour j = 1, . . . , p η(j)k = max {ε(j)k , (ζ (l)k )l∈L∗j}
w
(j)
k = η
(j)
k
(
x
(j)
k −Wj(Cjx(j)k + c(j)k )
)
pour l = 1, . . . , q
u
(l)
k = ζ
(l)
k
(
JUlB−1l
(
v
(l)
k + Ul(
∑
j∈Ll
Ll,j(w
(j)
k −Wj
∑
l′∈L∗j
L∗l′,jv
(l′)
k )
−D−1l v(l)k + d(l)k )
)
+ b
(l)
k
)
v
(l)
k+1 = v
(l)
k + λkε
(p+l)
k (u
(l)
k − v(l)k )
pour j = 1, . . . , p⌊
x
(j)
k+1 = x
(j)
k + λkε
(j)
k
(
w
(j)
k −Wj
∑
l∈L∗j
L∗l,ju
(l)
k − x(j)k
)
.
(7.88)
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De plus, la condition (7.29) implique que ‖U1/2LW1/2‖ < 1. Ainsi, le lemme 7.4 nous
assure l’équivalence entre les algorithmes (7.88) et 7.2 lorsque V est donné par (7.25), Q
est donné par (7.12) (avec A = 0), et R est donné par (7.13), dès lors que, pour tout k ∈ N,
(7.80)-(7.84) sont satisfaites et que
tk = (0, bk),
sk =
(
−We1,k, (U−1 − LWL∗)−1(LWL∗bk + dk)
)
,
e1,k = L
∗bk + ck.
Dans la démonstration de la proposition 7.3, nous avons vu que W1/2CW1/2 est µ-cocoercif
et U1/2D−1U1/2 est ν-cocoercif. D’après le lemme 7.3(ii), V1/2RV1/2 est donc ϑ-cocoercif,
où ϑ est donné par (7.26), et (7.29) assure que 1 = supk∈N γk < 2ϑ. De plus,∑
k∈N
√
E(‖tk‖2 |Xk) =
∑
k∈N
√
E(‖bk‖2 |Xk) < +∞,
∑
k∈N
√
E(‖sk‖2 |Xk)
6 ‖WL∗‖∑
k∈N
√
E(‖bk‖2 |Xk) + ‖W‖
∑
k∈N
√
E(‖ck‖2 |Xk)
+ ‖(U−1 − LWL∗)−1‖
(
‖LWL∗‖∑
k∈N
√
E(‖bk‖2 |Xk) +
∑
k∈N
√
E(‖dk‖2 |Xk)
)
< +∞.
Puisque nous avons supposé que, pour tout l ∈ {1, . . . , q}, Ll 6= ∅, les conditions (ii)-(iii)
de la proposition 7.4 assurent que la condition (ii) de la proposition 7.1 est satisfaite. La
convergence est obtenue en appliquant cette proposition.
7.D Démonstration de la proposition 7.7
Posons
(∀j ∈ {1, . . . , p}) Aj = ∂fj , Cj = ∇hj,
(∀l ∈ {1, . . . , q}) Bl = ∂gl, D−1l = ∇l∗l .
On peut alors remarquer que, pour tout j ∈ {1, . . . , p} et l ∈ {1, . . . , q},
JWjAj = proxW−1j ,fj
et JUlB−1k = proxU−1l ,g∗l ,
et que les hypothèses de Lipschitz-diﬀérentiabilité faites sur hj et l∗l sont équivalentes aux
hypothèses que W1/2j CjW
1/2
j est µj-cocoercif et U
1/2
l D
−1
l U
1/2
l est νl-cocoercif [Bauschke et
Combettes, 2011, Cor. 16.42 & 18.16]. La proposition 7.3 nous assure donc que (xk)k∈N
converge faiblement P-presque sûrement vers une variable aléatoire à valeurs dans F et que
(vk)k∈N converge faiblement P-presque sûrement vers une variable aléatoire à valeurs dans
F∗, où F et F∗ sont déﬁnis dans le problème 7.1.
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Il nous reste à montrer que la première limite est une variable aléatoire à valeurs dans
F˜, et que la seconde est une variable aléatoire à valeurs dans F˜
∗
. On déﬁnit les fonctions
séparables f ∈ Γ0(H), h ∈ Γ0(H), g ∈ Γ0(G), et l ∈ Γ0(G) par
f : x 7→
p∑
j=1
fj(x
(j)), h : x 7→
p∑
j=1
hj(x
(j)),
g : v 7→
q∑
l=1
gl(v
(l)), l : v 7→
q∑
l=1
ll(v
(l)).
D’après [Bauschke et Combettes, 2011, Prop. 16.8], (7.32) peut être réécrite comme suit
0 ∈ ∂f(x) +∇h(x) + L∗(∂g∂l)(Lx). (7.89)
Par [Bauschke et Combettes, 2011, Prop. 16.38 & 17.26], puisque dom h = H, on a ∂f +
∇h = ∂(f +h), et puisque dom l∗ = G, d’après [Bauschke et Combettes, 2011, Prop. 24.27]
on a ∂g∂l = ∂(g l). L’équation (7.89) implique que L
(
dom(f + h)
)
∩ dom(g l) 6= ∅
(d’après [Bauschke et Combettes, 2011, Prop. 16.3(i)]) et on peut déduire de [Bauschke et
Combettes, 2011, Prop. 16.5] que
(∀x ∈ H) ∂f(x) +∇h(x) + L∗(∂g∂l)(Lx) ⊂ ∂
(
f + h + (g l) ◦ L
)
(x).
En utilisant (7.10) et la règle de Fermat [Bauschke et Combettes, 2011, Thm. 16.2], nous
pouvons conclure que
F = zer
(
∂f +∇h + L∗(∂g∂l)L
)
⊂ zer (∂
(
f + h + (g l) ◦ L
)
) = F˜.
Par des arguments similaires, le fait que F∗ = zer
(
− L(∂f∗∂h∗)(−L∗) + ∂g∗+∇l∗
)
6= ∅
nous permet de montrer que F∗ ⊂ F˜∗.
7.E Démonstration de la proposition 7.11
En utilisant la proposition 7.10, la remarque 7.8, les équations (7.47), (7.50)-(7.51), en
posant
(∀ℓ ∈ {1, . . . , r}) Um+ℓ = θ(ℓ)Id (7.90)
(∀k ∈ N) b(m+ℓ)k = d(m+ℓ)k = 0, (7.91)
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et en remarquant que JUm+ℓN−1Λ
κ(ℓ)
= Id − θ(ℓ)ΠΛ
κ(ℓ)
(·/θ(ℓ)) = Id −ΠΛ
κ(ℓ)
(d’après la formule
de Moreau (7.1)), l’algorithme 7.4 pour résoudre le problème (7.46) se réécrit
pour k = 0, 1, . . .
pour i = 1, . . . , m u(i)k = ε(m+i)k
(
JUiB−1i
(
v
(i)
k + Ui
(
Mix
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k )
pour ℓ = 1, . . . , r u(m+ℓ)k = ε(2m+ℓ)k (v(m+ℓ)k + θ(ℓ) (x(i)k )i∈Vℓ − ΠΛκ(ℓ) (v(m+ℓ)k + θ(ℓ) (x(i)k )i∈Vℓ))
v
(m+ℓ)
k+1 = v
(m+ℓ)
k + λkε
(2m+ℓ)
k
(
u
(m+ℓ)
k − v(m+ℓ)k
)
pour i = 1, . . . , m
y
(i)
k = ε
(i)
k
(
JWiAi
(
x
(i)
k −Wi(M∗i (2u(i)k − v(i)k ) +
∑
(ℓ,j)∈V∗i
(2u
(m+ℓ,j)
k − v(m+ℓ,j)k )
+Cix
(i)
k + c
(i)
k )
)
+ a
(i)
k
)
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ).
(7.92)
Or, pour tout ℓ ∈ {1, . . . , r}, la projection dans l’espace vectoriel Λκ(ℓ) a une forme explicite
donnée par
(∀k ∈ N) ΠΛ
κ(ℓ)
(v
(m+ℓ)
k + θ
(ℓ) (x
(i)
k )i∈Vℓ) =
1
κ(ℓ)
( κ(ℓ)∑
j=1
v
(m+ℓ,j)
k + θ
(ℓ)
∑
i∈Vℓ
x
(i)
k
)
.
Ainsi, l’algorithme (7.92) se réécrit
pour k = 0, 1, . . .
pour i = 1, . . . , m u(i)k = ε(m+i)k
(
JUiB−1i
(
v
(i)
k + Ui
(
Mix
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k )
pour ℓ = 1, . . . , r
u
(ℓ)
k = ε
(2m+ℓ)
k
1
κ(ℓ)
( κ(ℓ)∑
j=1
v
(m+ℓ,j)
k + θ
(ℓ)
∑
i∈Vℓ
x
(i)
k
)
pour j = 1, . . . , κ(ℓ)⌊
u
(m+ℓ,j)
k = ε
(2m+ℓ)
k
(
v
(m+ℓ,j)
k + θ
(ℓ) x
(i(ℓ,j))
k − u(ℓ)k
)
v
(m+ℓ)
k+1 = v
(m+ℓ)
k + λkε
(2m+ℓ)
k
(
u
(m+ℓ)
k − v(m+ℓ)k
)
pour i = 1, . . . , m
y
(i)
k = ε
(i)
k
(
JWiAi
(
x
(i)
k −Wi(M∗i (2u(i)k − v(i)k ) +
∑
(ℓ,j)∈V∗i
(2u
(m+ℓ,j)
k − v(m+ℓ,j)k )
+Cix
(i)
k + c
(i)
k )
)
+ a
(i)
k
)
x
(i)
k+1 = x
(i)
k + λkε
(i)
k (y
(i)
k − x(i)k ).
(7.93)
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Posons, pour tout k ∈ N et pour tout ℓ ∈ {1, . . . , r},
x
(ℓ)
k =
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k , (7.94)
w
(ℓ)
k = ε
(2m+ℓ)
k
(
2u
(m+ℓ)
k − v(m+ℓ)k
)
, (7.95)
η
(ℓ)
k = max
{
ε
(i)
k
∣∣∣ i ∈ Vℓ}. (7.96)
En utilisant (7.57) et l’étape de mise à jour
x
(ℓ)
k+1 = x
(ℓ)
k + η
(ℓ)
k
(
1
κ(ℓ)
∑
i∈Vℓ
x
(i)
k+1 − x(ℓ)k
)
,
les itérations de l’algorithme 7.11 sont obtenues en réordonnant les étapes dans (7.93).
Aﬁn d’appliquer la proposition 7.4, il nous faut maintenant démontrer que la condi-
tion (7.19), où ϑα est déﬁni par (7.16), est satisfaite. Soit
W : Hm → Hm : x 7→ (Wix(i))16i6m et U : G ⊕H → G ⊕H : v 7→ (Ulv(l))16l6m+r.
D’après la remarque 7.8 et l’équation (7.90), on a
(∀x ∈ Hm) U1/2LW1/2x = (U1/21 MW1/2x,U1/22 SW1/2x)
où U1 : G → G : (v(i))16i6m 7→ (Uiv(i))16i6m et U2 : H → H : (v(m+ℓ))16ℓ6r 7→ (θ(ℓ)v(m+ℓ))16ℓ6r.
On en déduit que
‖U1/2LW1/2x‖2 = ‖U1/21 MW1/2x‖2 + ‖U1/22 SW1/2x‖2
=
m∑
i=1
‖U1/2i MiW1/2i x(i)‖2 +
〈
W1/2x | S∗U2SW1/2x
〉
.
En utilisant (7.47) et (7.50)-(7.51), on peut de plus remarquer que
S∗U2S : Hm →Hm : (x(i))16i6m 7→ (θix(i))16i6m
ce qui implique
‖U1/2LW1/2x‖2 =
m∑
i=1
‖U1/2i MiW1/2i x(i)‖2 +
m∑
i=1
θi‖W1/2i x(i)‖2
6
m∑
i=1
(‖U1/2i MiW1/2i ‖2 + θi‖Wi‖)‖x(i)‖2 6 χ‖x‖2,
et on en déduit donc que ‖U1/2LW1/2‖2 6 χ. Ainsi, (7.54) implique (7.19).
De plus, la condition (iii) de la proposition 7.4 se réécrit sous la forme de la condition (iii)
de l’actuelle proposition. On peut donc déduire des propositions 7.4 et 7.10 que, pour tout
i ∈ {1, . . . , m}, (x(i)k )k∈N converge faiblement P-presque sûrement vers une variable aléatoire
x̂ à valeurs dans F̂. En conséquence de (7.94), pour tout ℓ ∈ {1, . . . , r}, (x(ℓ)k )k∈N converge
aussi faiblement P-presque sûrement vers x̂.
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7.F Démonstration de la proposition 7.12
En choisissant (Um+ℓ)16ℓ6r comme dans (7.90) et en considérant des termes d’erreur
nuls comme dans (7.91), l’algorithme 7.5 pour résoudre le problème (7.46) peut être réécrit
de la façon suivante :
pour k = 0, 1, . . .
pour i = 1, . . . , m
η
(i)
k = max
{
ε
(m+i)
k ,
(
ε
(2m+ℓ)
k
)
ℓ∈{ℓ′∈{1,...,r}|i∈Vℓ′}
}
w
(i)
k = η
(i)
k
(
x
(i)
k −Wi(Cix(i)k + c(i)k )
)
w˜
(i)
k = η
(i)
k
(
w
(i)
k −Wi(M∗i v(i)k +
∑
(ℓ,j)∈V∗i
v
(m+ℓ,j)
k )
)
u
(i)
k = ε
(m+i)
k
(
JUiB−1i
(
v
(i)
k + Ui(Miw˜
(i)
k − D−1i v(i)k + d(i)k )
)
+ b
(i)
k
)
v
(i)
k+1 = v
(i)
k + λkε
(m+i)
k (u
(i)
k − v(i)k )
pour ℓ = 1, . . . , r u(m+ℓ)k = ε(2m+ℓ)k (v(m+ℓ)k + θ(ℓ) (w˜(i)k )i∈Vℓ − ΠΛκ(ℓ) (v(m+ℓ)k + θ(ℓ) (w˜(i)k )i∈Vℓ))
v
(m+ℓ)
k+1 = v
(m+ℓ)
k + λkε
(2m+ℓ)
k (u
(m+ℓ)
k − v(m+ℓ)k )
pour i = 1, . . . , m⌊
x
(i)
k+1 = x
(i)
k + λkε
(i)
k
(
w
(i)
k −Wi
(
M∗iu
(i)
k +
∑
(ℓ,j)∈V∗i
u
(m+ℓ,j)
k
)
− x(i)k
)
.
Le reste de la démonstration est identique à celle de la proposition 7.11.
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Chapitre 8. Opérateur proximal de fonctions quotient
8.1 Introduction
Le but du travail présenté dans ce chapitre est l’optimisation des requêtes dans les
Systèmes de Gestion de Bases de Données (SGBD ou DBMS en anglais pour Database
Management Systems). Dans ce contexte, le plan d’exécution des requêtes optimales dépend
de la précision de l’estimation des sélectivités (la sélectivité correspond à la proportion de n-
uplets satisfaisants les prédicats d’une requête). Les modèles pour l’estimation des n-uplets,
tels que ceux présentés dans [Markl et al., 2007], requièrent la résolution d’un problème
de faisabilité. Plus précisément, soient A ∈ RN×N , x ∈ RN et b ∈ RN . Nous considérons
un système linéaire sous-déterminé Ax = b n’admettant pas de solution positive ou nulle.
Nous allons alors rechercher à remplacer b par un élément b̂ qui soit “correct” au sens
où le système Ax = b̂ admette une solution positive ou nulle. Bien que les problèmes de
faisabilité aient été étudiés dans divers travaux (voir [Chinneck, 2008; Combettes, 1996], et
les références associées), notre approche sera diﬀérente de celles existantes par le critère que
l’on va proposer de minimiser. Les approches existantes s’intéressent à la minimisation des
diﬀérences des éléments b̂(n) et b(n), pour tout n ∈ {1, . . . , N}, tandis que nous minimiserons
leurs quotients max{b̂(n)/b(n), b(n)/b̂(n)}. L’intérêt d’utiliser les quotients par rapport aux
diﬀérences a été mis en évidence dans [Moerkotte et al., 2009]. Ainsi, dans ce chapitre, nous
proposons d’étudier la somme de ces quotients, désignée par q1, ainsi que leur maximum,
noté q∞.
Nous proposons d’appliquer un algorithme primal-dual pour résoudre les problèmes
faisant intervenir les fonctions quotient qν , ν = 1,∞. Pour cela, nous allons dans un
premier temps analyser les opérateurs proximaux des fonctions quotient qν , ν = 1,∞. Nous
démontrerons que l’opérateur proximal de la somme des quotients, q1, est une fonction de
seuillage. Nous verrons que cette fonction est un peu plus complexe que la fonction de
seuillage doux, correspondant à l’opérateur proximal de la norme ℓ1, car son calcul fait
intervenir une équation du troisième degré. Concernant l’opérateur proximal du maximum
des quotients q∞, nous montrerons qu’il peut être calculé de façon itérative grâce à un
algorithme primal-dual en utilisant des projections épigraphiques terme à terme [Chierchia
et al., 2013a]. Nous utiliserons les résultats obtenus pour résoudre le problème de faisabilité
décrit ci-dessus, et donnerons un exemple d’application numérique.
Le reste du chapitre sera organisé comme suit : Dans la section 8.2, nous introduirons
les distances quotient entre des éléments positifs puis nous les utiliserons pour déﬁnir les
fonctions quotient de vecteurs d’éléments positifs. Ensuite, dans la section 8.3, nous nous
intéresserons à la détermination de l’opérateur proximal des fonctions quotient. Nous pro-
poserons dans la section 8.4 une méthode utilisant ces opérateurs proximaux pour résoudre
des problèmes de faisabilité apparaissant, notamment, dans les estimations de n-uplets né-
cessaires pour l’optimisation de requêtes en SGBD. Après avoir décrit le problème d’esti-
mation des n-uplets, nous proposerons un algorithme de minimisation primal-dual pour le
résoudre et illustrerons ses performances par un exemple numérique. Nous conclurons dans
la section 8.5.
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8.2 Fonctions quotient
Nous déﬁnissons la fonction quotient q par
q : ]0,+∞[2 → [0,+∞[
(x, y) 7→ q(x, y) := max(x, y)
min(x, y)
.
(8.1)
Remarquons que la fonction (x, y) ∈ ]0,+∞[2 7→ q(x, y) − 1 vériﬁe deux des conditions
déﬁnissant une distance :
• elle est symétrique ((∀(x, y) ∈ ]0,+∞[2) q(x, y) = q(y, x)),
• elle vériﬁe q(x, y)− 1 = 0 si et seulement si x = y (puisque q(x, y)− 1 = |x−y|
min(x,y)
).
Cependant, elle ne satisfait pas l’inégalité triangulaire. Une fonction similaire à la fonction
quotient, appelée distance relative généralisée, déﬁnie par
(x, y) ∈ R∗ × R∗ 7→ |x − y|
max(x, y)
, (8.2)
a été utilisée dans [Coutinho et Figueiredo, 2005; Griesel, 1974; Metcalf, 1976; Ziv, 1982].
Le lien entre ces deux fonctions (8.1) et (8.2) a été étudié dans [Setzer et al., 2010]. D’autre
part, la fonction quotient (8.1) a été utilisée comme une mesure de contraste en traitement
d’image dans [Palma-Amestoy et al., 2009] en raison de sa propriété d’homogénéité, i.e.
(∀(x, y) ∈ ]0,+∞[2)(∀λ > 0) q(λx, λy) = q(x, y) (8.3)
Soit b ∈ ]0,+∞[ ﬁxé, on se propose d’étendre la fonction q(·, b) à l’ensemble de l’axe
des réels de la façon suivante :
q(·, b) : R → [0,+∞[
x 7→ q(x, b) :=

x
b
si b 6 x,
b
x
si 0 < x < b,
+∞ sinon.
(8.4)
Notons que cette fonction est convexe et semi-continue inférieurement, et que, de plus,
d’après (8.3), on a
(∀x ∈ R) q(x, b) = q(x/b, 1). (8.5)
Dans la suite du chapitre nous noterons
(∀x ∈ R) θ(x) := q(x, 1). (8.6)
Soit b = (b(n))16n6N ∈]0,+∞[N . Nous nous intéressons d’une part à la somme de
fonctions quotient q1(·, b) : RN → [0,+∞] et d’autre part à leur maximum q∞(·, b) : RN →
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[0,+∞]. Ces deux fonctions sont déﬁnies par
(∀x ∈ RN) q1(x, b) :=
N∑
n=1
q(x(n), b(n)), (8.7)
q∞(x, b) := max
16n6N
q(x(n), b(n)). (8.8)
De plus, pour ν ∈ {1,∞}, nous posons (∀x ∈ RN) θν(x) := qν(x, 1N), où 1N est le vecteur
unitaire de RN . Notons B = Diag(b) la matrice diagonale de RN×N dont les éléments
diagonaux correspondent aux éléments du vecteur b = (b(n))16n6N . D’après (8.5), on a
alors
(∀x ∈ RN) qν(x, b) = θν
(
B−1x
)
, (8.9)
8.3 Opérateur proximal de fonctions quotient
Dans cette section, nous nous intéressons aux opérateurs proximaux des fonctions
convexes q1(·, b) et q∞(·, b), pour b ∈]0,+∞[N ﬁxé. D’après l’équation (8.9) on a, pour
ν ∈ {1,∞},
(∀γ ∈ ]0,+∞[)(∀x ∈ RN) proxγqν(·,b)(x) = argmin
y∈RN
qν(y, b) +
1
2γ
‖x− y‖2
= argmin
y∈RN
θν
(
B−1y
)
+
1
2γ
‖x− y‖2
= B argmin
y′∈RN
θν(y
′) +
1
2γ
〈
B−1x− y′
∣∣∣∣∣ B2(B−1x− y′)
〉
= B argmin
y′∈RN
θν(y
′) +
1
2γ
‖B−1x− y′‖2B2
= B proxγ−1B2,θν
(
B−1x
)
, (8.10)
où, pour tout α ∈ R, Bα = Diag
((
(b(n))α
)
16n6N
)
. Par conséquent, il nous suﬃt d’étudier
l’opérateur proximal :
(∀γ ∈ ]0,+∞[)(∀x ∈ RN) proxU,θν(x) = argmin
y∈RN
θν(y) +
1
2
‖x− y‖2U, (8.11)
où ν ∈ {1,∞} et U = Diag(u) pour u ∈]0,+∞[N .
8.3.1 Opérateur proximal de la somme des fonctions quotient
Pour ν = 1, la fonction θ1 étant additivement séparable, l’argument minimal de (8.11)
peut être calculé terme à terme, i.e.,
(∀x ∈ RN ) proxU,θ1(x) =
(
proxθ/u(n)(x
(n))
)
16n6N
. (8.12)
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Ainsi, il nous suﬃt d’étudier
(∀x ∈ RN ) proxγθ(x) = argmin
y∈R
θ(y) +
1
2γ
(x − y)2, (8.13)
pour γ > 0. L’expression de cet opérateur proximal est donnée dans la proposition suivante.
Proposition 8.1. Soient γ > 0 et x ∈ R. L’opérateur proximal de la fonction quotient
définie par (8.4)-(8.6) est donné par
proxγθ(x) =

ζ∗ si x < 1− γ,
1 si x ∈ [1− γ, 1 + γ],
x − γ si x > 1 + γ,
(8.14)
où ζ∗ est l’unique solution dans ]0, 1] du polynôme de degré trois
r(ζ) = ζ3 − xζ2 − γ = 0. (8.15)
Démonstration. Soit γ ∈]0,+∞[. Nous allons appliquer la proposition 2.10 aﬃrmant que,
pour toute fonction ψ ∈ Γ0(R) diﬀérentiable en 0 telle que ψ˙(0) = 0, on a proxψ+γ|·| =
proxψ ◦ softγ 1. Pour cela, nous allons décomposer la fonction θ de la façon suivante :
(∀y ∈ R) θ(y) = 1 + φ(y − 1), (8.16)
où (∀z ∈ R) φ(z) := ψ(z) + |z| avec
ψ(z) :=

+∞ si z 6 −1,
z +
1
1 + z
− 1 si z ∈]− 1, 0],
0 si z > 0.
Notons que la fonction ψ est dans Γ0(R), elle est diﬀérentiable en zéro et vériﬁe ψ˙(0) = 0.
Ainsi, (∀z ∈ R) ψ(z) > 0. Intéressons nous à l’opérateur proximal de γψ :
(∀x ∈ R) proxγψ(x) = argmin
z∈R
{ϕ(z) := ψ(z) + 1
2γ
(z− x)2}. (8.17)
• Étudions le cas où x ∈ ]0,+∞[. D’une part, la fonction z ∈ R 7→ ψ(z) est convexe
et sa valeur minimale, égale à 0, est atteinte dès que z ∈ ]0,+∞[. D’autre part, la
fonction z ∈ R 7→ 1
2
(z − x)2 atteint son minimum en z = x ∈ ]0,+∞[, et sa valeur
minimale est égale à zéro. Ainsi, la fonction z ∈ R 7→ ϕ(z) est strictement convexe et
(∀z ∈ R) ϕ(z) > 0 = ϕ(x).
1. softγ désigne la fonction de seuillage doux définie par (2.56).
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• Étudions le cas où x ∈ ]−∞, 0]. L’expression de ϕ est donnée par
(∀z ∈ R) ϕ(z) =

+∞ si z 6 −1,
z +
1
1 + z
− 1 + 1
2γ
(z− x)2 si − 1 < z 6 0,
1
2γ
(z− x)2 si 0 < z.
(8.18)
Cette fonction est strictement convexe, et sa dérivée est donnée par
(∀z ∈ R) ϕ˙(z) =

+∞ si z 6 −1,
1− 1
(1 + z)2
+
z− x
γ
si − 1 < z 6 0,
z− x
γ
si 0 < z.
(8.19)
Ainsi ϕ est strictement décroissante sur ]− 1, z∗[, strictement croissante sur ]z∗, 0], et
strictement croissante sur ]0,+∞[, où z∗ ∈]− 1, 0] est la solution de
0 = (1 + z∗)3 − (x + 1− γ)(1 + z∗)2 − γ. (8.20)
On peut donc en déduire que
(∀x ∈ R) z∗ = proxγψ(x) = argmin
z∈]−1,0]
ϕ(z) (8.21)
est l’unique solution de (8.20) sur ]− 1, 0].
On peut donc en conclure que
(∀x ∈ R) proxγψ(x) =
x si x > 0,z∗ sinon, (8.22)
où z∗ ∈]− 1, 0] est l’unique solution de (8.20).
D’après la proposition 2.10, on peut alors en déduire que
(∀x ∈ R) proxγφ(x) =

x − γ si x > γ,
0 si x ∈ [−γ, γ],
t∗ si x < −γ,
(8.23)
où t∗ est solution de
(1 + t∗)3 − (x + 1)(1 + t∗)2 − γ = 0. (8.24)
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Par conséquent, en utilisant l’équation (8.16) on obtient
proxγθ(x) = argmin
y∈R
1 + φ(y − 1) + 1
2γ
(y − x)2
= 1 + argmin
y∈R
φ(y) +
1
2γ
(y − (x − 1))2
= 1 + proxγφ(x − 1)
=

x − γ si x > 1 + γ,
1 si x ∈ [1− γ, 1 + γ],
1 + y∗ si x < 1− γ,
(8.25)
où y∗ est l’unique solution dans ]0, 1] de
(1 + y∗)3 − (1 + y∗)2x − γ = 0.
En posant ζ := 1 + y on retrouve alors (8.14)-(8.15).
Remarque 8.1.
(i) La racine ζ∗ ∈]0, 1[ du polynôme de troisième degré r, donné dans (8.15), peut être
calculée en utilisant la méthode de Newton [Hanke-Bourgeois, 2002], ou bien, de façon
alternative, en utilisant la formule de Cardan [Tignol, 2001].
(ii) Une illustration graphique de la fonction proxγθ, pour plusieurs valeurs de γ, est
donnée en figure 8.1.
Notons que, par un raisonnement similaire à celui utilisé pour obtenir (8.10), on a
(∀γ ∈ ]0,+∞[)(∀x ∈ R) proxγq(·,b)(x) = b proxγb−2θ(x/b), (8.26)
où b ∈ ]0,+∞[ est ﬁxé. Ainsi, le corollaire suivant, qui donne l’opérateur proximal de
q(·, b), pour b ∈ ]0,+∞[, est une conséquence directe de la proposition 8.1 :
Corollaire 8.1. Soient γ > 0, b ∈]0,+∞[ et x ∈ R. L’opérateur proximal de q(·, b) en x
est donné par
proxγq(·,b)(x) =

x − γ
b
si x > b + γ
b
,
b si x ∈ [b− γ
b
, b + γ
b
],
ζ∗ si x < b− γ
b
,
où ζ∗ est l’unique solution sur ]0, b] du polynôme de troisième degré
ζ3 − xζ2 − γb = 0.
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Figure 8.1 – Fonction proxγq(·,1) pour différents γ.
8.3.2 Opérateur proximal du maximum des fonctions quotient
Nous allons maintenant nous intéresser à
(∀x ∈ RN) proxU,θ∞(x) = argmin
y∈RN
θ∞(y) +
1
2
‖x− y‖2U. (8.27)
Nous proposons de réécrire ce problème de minimisation sous la forme d’un problème de
minimisation sous contrainte épigraphique. Ce type d’approche a été introduite dans [Chier-
chia et al., 2013a] et a été utilisée, par exemple, dans [Chierchia et al., 2013b; Harizanov
et al., 2013].
En utilisant la déﬁnition 2.3(vi) de l’épigraphe, le problème de minimisation (8.27) peut
se réécrire comme suit :
(∀x ∈ RN) proxU,θ∞(x) = argmin
y∈RN , ξ∈R
ξ +
1
2
‖x− y‖2U
tel que (∀n ∈ {1, . . . , N}) (y(n), ξ) ∈ epi θ. (8.28)
Le problème sous contraintes épigraphiques (8.28) peut être réécrit en faisant intervenir la
fonction indicatrice donnée dans la déﬁnition 2.3(viii) :
proxU,θ∞(x) = argmin
(y,ξ)∈RN+1, (s,η)∈R2N
ξ +
1
2
‖x− y‖2U +
N∑
n=1
ιepi θ(s
(n), η(n))
tel que s = y et ξ1N = η. (8.29)
Le problème (8.29) peut être résolu, par exemple, en utilisant ADMM, décrit dans le cha-
pitre 2 par l’algorithme 2.9. Les itérations de cette méthode appliquées au problème (8.29)
sont données dans l’algorithme 8.1.
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Algorithme 8.1 ADMM pour le calcul de proxγθ∞(x), où x ∈ RN
Initialisation : Soient µ > 0,
s0
η0
 ∈ R2N et
py,0
pξ,0
 ∈ R2N .
Itérations :
Pour k = 0, 1, . . .
yk+1
ξk+1
 = argmin
(y,ξ)∈RN+1
ξ +
1
2
‖x− y‖2U +
µ
2
(
‖y− sk + py,k‖2 + ‖ξ1N − ηk + pξ,k‖2
)
,
pour n = 1, . . . , N s(n)k+1
η
(n)
k+1
 = Πepi θ(
y(n)k+1 + p(n)y,k+1
ξ
(n)
k+1 + p
(n)
ξ,k+1
),py,k+1
pξ,k+1
 =
py,k
pξ,k
+
 yk+1
ξk+11N
−
sk+1
ηk+1
 .
Notons que dans la première étape de l’algorithme 8.1, on peut eﬀectuer la minimisation
séparément par rapport à la variable y et par rapport à la variable ξ :
(∀k ∈ N)

yk+1 = argmin
y∈RN
1
2
‖x− y‖2U +
µ
2
‖y− sk + py,k‖2
ξk+1 = argmin
ξ∈R
ξ +
µ
2
‖ξ1N − ηk + pξ,k‖2.
(8.30)
On veut donc trouver, pour tout k ∈ N, (yk+1, ξk+1) tels que
0N = U(yk+1 − x) + µ(yk+1 − sk + py,k)
0 = 1 +Nµξk+1 − µ
N∑
n=1
(η
(n)
k − p(n)ξ,k),
(8.31)
où 0N est le vecteur nul de RN . On obtient alors
yk+1 =
(
IN +µU
−1
)−1 (
x + γµ(sk − py,k)
)
ξk+1 =
1
N
(
N∑
n=1
(η
(n)
k − p(n)ξ,k)−
1
µ
)
.
(8.32)
Rappelons que U = Diag (u) avec u = (u(n))16n6N ∈]0,+∞[N . Ainsi, pour tout n ∈
{1, . . . , N}, on a
y
(n)
k+1 =
1
1 + µ(u(n))−1
(
x(n) + µ(u(n))−1
(
s
(n)
k − p(n)y,k
))
. (8.33)
D’autre part, pour tout k ∈ N, et pour chacune des composantes n ∈ {1, . . . , N}, nous
devons projeter
(
y
(n)
k+1 + p
(n)
y,k , ξk+1 + p
(n)
ξ,k
)
dans l’ensemble epi θ. Cette projection est donnée
par la proposition suivante :
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Proposition 8.2. Soit b > 0. La projection Πepi q(·,b)(u, ζ) de (u, ζ) ∈ R2 dans l’épigraphe
de q(·, b) est donné par
Πepi q(·,b)(u, ζ) :=

(u, ζ) si u > 0 et max{u
b
, b
u
} 6 ζ,
bu+ζ
1+b2
(b, 1) si 1 + b2 − bu < ζ < u
b
,
(b, 1) si ζ 6 min{1 + b2 − bu, 1− b2 + bu},
(t∗, b
t∗
) si 1− b2 + bu < ζ et ζ < b
u
pour u > 0,
(8.34)
où t∗ est l’unique racine dans ]0, b[ du polynôme du quatrième ordre
r(t) = t4 − ut3 + ζbt− b2. (8.35)
Démonstration. Soit b > 0. Aﬁn de déﬁnir la projection sur l’épigraphe de q(·, b), nous
devons trouver les fonctions perpendiculaires 2 aux fonctions u ∈]0, b] 7→ q1(u, b) := b/uu ∈ [b,+∞[ 7→ q2(u, b) := u/b (8.36)
au point (b, 1).
(i) Soit u ∈]0, b]. La fonction perpendiculaire à q1(u, b) en (b, 1), que nous noterons
π1(u) := α1u + β1, où (α1, β1) ∈ R2, satisfait
〈(u, ζ)− (t, ̺), (1,−b/t2)〉 = 0,
(t, ̺) = (b, 1),
ζ = π1(u),
ce qui implique
〈(u, ζ)− (b, 1), (1,−1/b)〉 = 0,
soit, de façon équivalente,
bu− b2 + 1 = ζ = π1(u).
Ainsi, la perpendiculaire π1 est donnée par
π1(u) = bu + 1− b2.
2. Une fonction π est dite perpendiculaire à une fonction q : E → R, pour E ⊂ R, en un point (b, ζ) ∈
E × R si les vecteurs directeurs de leurs tangentes au point (b, ζ) sont orthogonaux.
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(ii) Soit u ∈ [b,+∞[. La fonction perpendiculaire à q2(u, b) en (b, 1), notée π2(u) satisfaitπ2(u) = −bu + β2,π2(b) = 1,
où β2 ∈ R. Donc π2(u) = −bu + β2,−b2 + β2 = 1,
et de façon équivalente
π2(u) = −bu + 1 + b2.
D’après (i) et (ii), les ensembles sont alors déﬁnis par
A1 =
{
(u, ζ)
∣∣∣ u > 0 et ζ 6 max{u/b, b/u}},
A2 =
{
(u, ζ)
∣∣∣ 1 + b2 − bu < ζ < u/b},
A3 =
{
(u, ζ)
∣∣∣ ζ 6 min{1− b2 + bu, 1 + b2 − bu}},
A3 =
{
(u, ζ)
∣∣∣ ζ > 1− b2 + bu et (ζ < b/u si u > 0)}.
Ces ensembles sont représentés sur la ﬁgure 8.2 dans le cas où b = 1.
• Cas où (u, ζ) ∈ A1. On remarque que A1 = epi q(·, b). Ainsi,
(∀(u, ζ) ∈ A1) Πepi q(·,b)(u, ζ) = (u, ζ). (8.37)
• Cas où (u, ζ) ∈ A2. La projection orthogonale (t, ̺) = Πepi q(·,b)(u, ζ) satisfait
̺ = t/b,〈u
ζ
−
t
̺
 ,
 1
1/b
〉 = 0.
Donc, t = b
1+b2
(bu + ζ).
• Cas où (u, ζ) ∈ A3. On remarque que A3 correspond au cône normal de epi q(·, b)
en (b, 1). Ainsi,
(∀(u, ζ) ∈ A3) Πepi q(·,b)(u, ζ) = (b, 1). (8.38)
• Cas où (u, ζ) ∈ A4. Dans ce cas, la projection orthogonale se fait sur t ∈]0, b[ 7→
τ(t) := (t, b/t). La direction de la tangente de τ est (1,−b/t2), donc (t, ̺) = Πepi q(·,b)(u, ζ)
satisfait 
̺ = t/b,〈u
ζ
−
t
̺
 ,
 1
1/b
〉 = 0.
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Figure 8.2 – Division de R2 en quatre sous-espaces pour calculer la projection épigra-
phique dans epi q(·, b) pour b = 1.
Par conséquent, Πepi q(·,b)(u, ζ) = (t, t/b), où t ∈]0, b[ est la solution unique de r(t) = 0,
r étant le polynôme de quatrième ordre déﬁni par (8.35). L’unicité est garantie puisque
q(·, b) étant convexe, son épigraphe est un ensemble convexe fermé non vide (proposi-
tion 2.1). Par conséquent, la projection sur cet ensemble est unique (proposition 2.9).
8.4 Application à l’estimation de la sélectivité
Le but de cette section est de résoudre le problème de minimisation suivant
trouver x̂ = argmin
x∈C
qν (Ax, b) , (8.39)
où ν ∈ {1,∞}, A ∈ RM×N , b ∈ RM , et
C =
{
x = (x(n))16n6N ∈ [0,+∞[N
∣∣∣ N∑
n=1
x(n) 6 1
}
. (8.40)
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Ce type de problème apparaît, notamment, dans l’estimation des sélectivités pour l’opti-
misation des requêtes basées sur les coûts en SGBD (c.f. [Markl et al., 2007; Moerkotte
et al., 2009]). Une brève description de cette application est donnée dans le paragraphe
suivant.
8.4.1 Estimation de la sélectivité en SGBD
La sélectivité indique la proportion de n-uplets dans une base de donnée satisfaisant les
prédicats dans une requête. La précision de l’estimation des sélectivités est cruciale pour la
conception de plans d’exécution des requêtes optimales. Cependant, en pratique, cette es-
timation est faite de façon inexacte, introduisant des erreurs dans le modèle. Une question
se pose alors : Comment ces erreurs inﬂuencent l’optimisation des plans de requêtes ? Dans
[Moerkotte et al., 2009], l’erreur de propagation de mauvaises estimations de sélectivités
a été examinée au moyen d’une requête optimisée appropriée. Il est apparu que l’erreur
de propagation est multiplicative (voir aussi [Ioannidis et Christodoulakis, 1991]). Il a de
plus été démontré que les pires bornes d’erreurs pouvant être atteintes par la fonction de
coût d’un plan optimal basé sur des sélectivités erronées, sont liées à la fois à la fonction
de coût d’un plan optimal basé sur des sélectivités exactes, et au quotient des sélectivités
erronées et exactes. Par conséquent, il semble que la fonction quotient d’erreur de sélecti-
vités donnera de meilleures estimations que d’autres mesures d’erreurs (en particulier, on
aura de meilleurs résultats que pour les erreurs additives).
8.4.2 Formulation du problème
Soit N le nombre de prédicats possibles d’une requête, PN = 2IN l’ensemble des parties
de IN = {1, . . . , N}. On suppose que l’on connaît une famille
{
pn
∣∣∣ n ∈ IN} de prédicats
simples. De la même manière que dans [Markl et al., 2007], nous allons modéliser les sélec-
tivités de prédicats par une distribution de probabilités. Nous allons donc les représenter
sous Forme Normale Disjonctive (FND), dont les principaux symboles sont résumés dans
la Table 8.1.
Symbole logique déﬁnition
∧ et
∨ ou
¬ non
Table 8.1 – Grammaire pour la FND
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Exemple 8.1. Soit N = 3, les prédicats p1 et p1 ∧ p2 ont pour FND :
p1 = (p1 ∧ ¬p2 ∧ ¬p3) ∨ (p1 ∧ p2 ∧ ¬p3) ∨ (p1 ∧ ¬p2 ∧ p3) ∨ (p1 ∧ p2 ∧ p3),
p1 ∧ p2 = (p1 ∧ p2 ∧ ¬p3) ∨ (p1 ∧ p2 ∧ p3).
Pour la FND du prédicat p1 ∧ p2, nous rappelons que :
• p1 ∧ p2 est appelée conjonction de prédicats (ici des prédicats p1 et p2).
• v = (p1 ∧ p2 ∧ ¬p3) est une proposition de la FND du prédicat p1 ∧ p2.
Nous utilisons les notations suivantes :
(i) Nous représentons chaque ensemble de PN par une chaîne binaire β ∈ {0, 1}N , où,
pour tout n ∈ IN , β(n) = 1 si et seulement si n est dans l’ensemble considéré. Alors,
β = 0N correspond à l’ensemble vide, tandis que β = 1N correspond à l’ensemble
IN complet. On déﬁnit de plus P∗N = {0, 1}N\{0N}.
(ii) Nous indexons les sélectivités sβ de prédicats par les étiquettes binaires β ∈ {0, 1}N ,
où, pour tout n ∈ IN , β(n) = 1 si et seulement si le prédicat pn est dans la conjonction.
(iii) Les sélectivités xβ des propositions v de la FND sont indexées par des chaînes binaires
β ∈ {0, 1}N , où, pour tout n ∈ IN , β(n) = 1 si et seulement si pn ∈ v et β(n) = 0 si
¬pn ∈ v.
Exemple 8.2. Les FND de l’exemple 8.1 sont représentées de la façon suivante :
s100 = x100 + x110 + x101 + x111,
s110 = x110 + x111.
Les prédicats étant des probabilités, nous avons alors∑
β∈{0,1}N
xβ = 1.
Les données xβ peuvent être interprétées comme les probabilités d’apparition des propo-
sitions correspondantes. Notons que x0N n’est un terme de la somme de sβ que lorsque
β = 0N .
Remarquons que seule une petite partie des sélectivités sβ, où β ∈ J ⊂ P∗N , tel que
M = ♯J ≪ 2N , des conjonctions de prédicats peut être mémorisée comme statistiques
multivariées en SGBD.
Déﬁnissons alors b = (sβ)β∈J , x = (xβ)β∈P∗N et A = (aβ,β′)β∈J ,β′∈P∗N ∈ {0, 1}M×N , où
(
∀(β ∈ J ,β′ ∈ P∗N )
)
aβ,β′ =
1 si (∀ i ∈ In) βi = 1⇒ β ′i = 1,0 sinon. (8.41)
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Si, pour tout β ∈ J , sβ était connu de façon précise, les xβ satisferaient alors Ax = b. Dans
[Markl et al., 2007], les auteurs proposent d’estimer (xβ)β∈P∗
N
(et par conséquent, toutes
les sélectivités) en maximisant l’entropie
max
x∈RN
∑
β∈{0,1}N
−xβ log xβ tel que

Ax = b,
x > 0,∑
β∈{0,1}N
xβ = 1.
(8.42)
Si ce problème d’optimisation convexe est réalisable, i.e. admet une solution, il est alors
possible de le résoudre en utilisant diverses méthodes. Par exemple, on peut utiliser la
méthode de Newton en l’appliquant au problème dual (c.f. [Fletcher, 2000, p. 222-223]),
ou bien une méthode itérative avec changement d’échelle comme il l’a été proposé dans
[Markl et al., 2007].
Cependant, en pratique, les inexactitudes présentes dans les sélectivités sβ mémorisées
rendent le problème (8.42) non réalisable, au sens où Ax = b n’admet pas de solution
x ∈ RN vériﬁant x > 0. Une solution pour pallier ce problème pourrait être d’ajouter un
nouveau terme de régularisation au terme d’entropie à maximiser, pénalisant l’erreur entre
Ax et b. Néanmoins, cela introduirai un paramètre de régularisation qu’il faudrait optimiser
par la suite. Par conséquent, nous proposons de traiter ce problème en deux étapes. Dans
un premier temps, pour les raisons que nous avons données dans la section 8.4.1, nous
allons minimiser le quotient de Ax par b, i.e., nous allons résoudre le problème (8.39) de
façon à rendre le problème réalisable. Nous pourrons alors résoudre le problème (8.42) dans
un deuxième temps en remplaçant la variable b apparaissant dans ce problème par Ax̂, où
x̂ est est la solution du problème (8.39), et en utilisant les méthodes précédemment citées.
Dans ce chapitre, notre étude se focalisera sur la première étape.
8.4.3 Solution du problème en SGBD
Nous allons maintenant nous intéresser à la résolution du problème (8.39). Une ap-
proche, déjà présentée dans [Setzer et al., 2010], est d’utiliser une méthode SOCP (Second
Order Cone Programming [Lobo et al., 1998]). Cependant, dans cette section nous propo-
sons de résoudre ce problème à l’aide d’un algorithme primal-dual. Ce type d’algorithme
présente l’avantage de pouvoir eﬀectuer certaines étapes, telles que le calcul de l’opérateur
de seuillage proxq(·,b) ou des projections épigraphiques, en parallèle à chaque itération.
8.4.3.1 Algorithmes proposés
Pour ν ∈ {1,+∞}, nous reformulons le problème (8.39) comme suit :
trouver x̂ = argmin
x∈RN ,y∈RM
qν (y, b) + ιC(x) tel que Ax = y. (8.43)
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• Lorsque ν = 1, le problème d’optimisation (8.43) peut être résolu par divers algo-
rithmes primaux-duaux (voir section 2.4.4).
Dans notre approche, nous proposons d’utiliser l’algorithme 2.14 donné dans la sec-
tion 2.4.4, qui se réécrit sous la forme de l’algorithme 8.2 pour résoudre le problème
trouver x̂ = argmin
x∈RN ,y∈RM
q1 (y, b) + ιC(x) tel que Ax = y. (8.44)
Algorithme 8.2 Algorithme primal-dual pour résoudre le problème (8.44)
Initialisation : Soient x0 ∈ RN , p0 = z0 ∈ RM , (µ, σ) ∈]0,+∞[2, et λ ∈]0, 1].
Itérations :
Pour k = 0, 1, . . .
xk+1 = ΠC
(
xk − µσA⊤zk
)
yk+1 = proxq1(·,b)/σ(pk + Axk+1)
pk+1 = pk + Axk+1 − yk+1
zk+1 = pk+1 + λ
(
pk+1 − pk
)
Les propriétés de convergence de cet algorithme ont été énoncées dans le corollaire 2.1.
L’étape de mise à jour des (yk)k∈N nécessite le calcul de l’opérateur proximal de la
fonction q1(·, b). Ce dernier peut-être eﬀectué en calculant terme à terme, pour tout
m ∈ {1, . . . ,M}, le seuillage de q(·, b(m)) décrit dans le corollaire 8.1.
• Lorsque ν =∞, pour b = (b(m))16m6M , le problème (8.43) se réécrit comme suit
trouver (x̂, ξ̂, ŷ, η̂) ∈ Argmin
(x,ξ)∈RN+1, (y,η)∈R2M
ξ +
M∑
m=1
ιepi q(·,b(m))(y
(m), η(m)) + ιC(x)
tel que
Ax = y,ξ1M = η. (8.45)
Pour résoudre ce problème, on peut de nouveau utiliser l’algorithme 2.14. On obtient
alors les itérations données dans l’algorithme 8.3, où
(∀(x, ξ) ∈ RN+1) f(x, ξ) = ξ + ιC(x).
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Algorithme 8.3 Algorithme primal-dual pour résoudre le problème (8.45)
Initialisation : Soient x0 ∈ RN , ξ0 ∈ R, px,0 = zx,0 ∈ RM , pξ,0 = zξ,0 ∈ RM , (µ, σ) ∈
]0,+∞[2, et λ ∈]0, 1].
Itérations :
Pour k = 0, 1, . . .
xk+1
ξk+1
 = proxµf
xk
ξk
− µσ
A⊤zx,k
1
⊤
Mzξ,k

pour m = 1, . . . ,M y(m)k+1
η
(m)
k+1
 = Πepi q(·,b(m))/σ
p(m)x,k + [Axk+1](m)
p
(m)
ξ,k + ξk+1
px,k+1
pξ,k+1
 =
 px,k + Axk+1 − yk+1
pξ,k + 1Mξk+1 − ηk+1

zx,k+1
zξ,k+1
 =
px,k + λ (px,k − px,k+1)
pξ,k + λ
(
pξ,k − pξ,k+1
)
Soit k ∈ N une itération de l’algorithme 8.3. Dans la première étape, xk+1 est donné
par la projection de xk − µσA⊤zx,k sur le simplexe C, et ξk+1 est donné par
ξk+1 = ξk − µσ1⊤Mzξ,k − µ. (8.46)
La deuxième étape requiert la projection épigraphique calculée terme à terme du
n-uplet
(
[px,k + Axk+1]
(m), [pξ,k + 1Mξk+1]
(m)
)
sur l’épigraphe de q(·, b(m)), pour tout
m ∈ {1, . . . ,M}. Cette dernière peut être calculée en exploitant le corollaire 8.2.
8.4.3.2 Exemple numérique
Nous allons maintenant présenter un exemple numérique aﬁn d’illustrer notre méthode.
Considérons le système d’équations suivant :

1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1
0 0 1 0 0 0 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1


x001
x010
x011
x100
x101
x110
x111

=

0.2114
0.6331
0.6312
0.5182
0.9337
0.0035

=

s001
s010
s100
s011
s101
s110

(8.47)
n’admettant pas de solution x positive. On résout le problème (8.39) pour ν = 1 en utilisant
l’algorithme 8.2, et pour ν =∞ avec l’algorithme 8.3. Nous utilisons comme critère d’arrêt
‖Axk − yk‖∞ < ǫ, où la matrice A ∈ RM×N est donnée par (8.47) et ǫ = 10−5 (resp.
ǫ = 10−4) pour l’algorithme 8.2 (resp. pour l’algorithme 8.3).
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Remarquons que dans l’algorithme 8.2, le calcul de l’opérateur proximal de la fonction
q1(·, b) (resp. dans l’algorithme 8.3, le calcul de la projection épigraphique) nécessite de
trouver le zéro d’un polynôme du troisième degré (resp. du quatrième degré). Bien qu’il
soit possible de trouver analytiquement ces zéros, dans nos simulations nous utilisons la
méthode de Newton qui semble être plus rapide en pratique (comme nous l’avons vu dans la
section 2.4.4, l’algorithme primal-dual utilisé est robuste aux erreurs numériques pouvant
être introduites par cette méthode de calcul).
Nous comparerons nos solutions à celles obtenues en résolvant le problème suivant,
faisant intervenir une norme d’une fonction additive :
trouver x̂ ∈ Argmin
x∈C
‖Ax− b‖α, (8.48)
où α ∈ {1, 2} en utilisant, respectivement, des méthodes de programmation linéaire et de
programmation quadratique de l’outil MOSEK [MOS].
Pour chaque solution x̂ obtenue avec chacun des quatre algorithmes, nous calculons
ensuite b̂ = Ax̂. Notons que le vecteur x̂ n’est ici d’aucun intérêt puisque, comme nous
l’avons expliqué à la ﬁn de la section 8.4.2, il sera estimé au cours d’une seconde étape
(par exemple, dans une application en base de données, par minimisation entropique), non
traitée dans ce chapitre. L’erreur q∞(b̂, b) pour les quatre vecteurs résultants b̂ est donnée
dans la table 8.2.
méthode (8.39) pour ν =∞ (8.39) pour ν = 1 (8.48) pour α = 1 (8.48) pour α = 2
q∞(b̂, b) 2.61 3.65 75.65 74.85
Table 8.2 – Erreur q∞ obtenue pour l’exemple (8.47).
Ces résultats reﬂètent de manière qualitative ce qui a pu être observé sur divers autres
exemples. Pour des raisons évidentes, la méthode (8.39) pour ν = ∞ donne la valeur
minimale de l’erreur q∞(b̂, b), puisque la méthode a été conçue dans le but de minimiser
cette erreur. Le modèle (8.39) avec ν = 1 donne une erreur q∞(b̂, b) plus élevée mais
cependant très proche de l’erreur minimale. Puisque cette méthode, n’ayant pas recourt
aux projections épigraphiques, est plus rapide que la première, elle peut apparaitre comme
un bon compromis. Pour ﬁnir, les méthodes (8.48) pour α ∈ {1, 2} conduisent toutes les
deux à des erreurs q∞(b̂, b) beaucoup plus importantes.
Dans cet exemple, nous ne donnons que la valeur de l’erreur q∞, puisque, comme nous
l’avons expliqué précédemment, c’est celle qui nous intéresse dans cette application, de par
son inﬂuence sur la conception des demandes de plans d’exécution.
8.5 Conclusion
Dans ce chapitre nous avons d’une part déterminé l’opérateur proximal de la somme de
fonctions quotients de vecteurs positifs, et d’autre part donné une méthode pour calculer
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l’opérateur proximal du maximum de ces fonctions quotients. Ces opérateurs proximaux
peuvent être utilisés pour trouver les solutions de problèmes divers. Ici, nous avons consi-
déré un problème de faisabilité intervenant dans l’estimation des sélectivités pour l’opti-
misation de requêtes. Dans ce type d’application, les fonctions quotient se révèlent d’un
intérêt évident en tant que mesure d’erreur lorsqu’elles sont comparées avec des mesures
d’erreur additives. Aﬁn de résoudre le problème sous-jacent, nous avons proposé d’utiliser
un algorithme primal-dual, permettant de traiter les opérateurs proximaux des fonctions
quotients.
Dans le cadre de l’optimisation des requêtes dans les SGBD, il serait intéressant de
mettre en œuvre une implémentation parallèle de certaines étapes de l’algorithme primal-
dual ainsi que de l’algorithme permettant de résoudre le problème (8.42). De plus, une
comparaison détaillée de plusieurs méthodes, en particulier en ce qui concerne les temps
d’exécution, doit être faite. Ces deux points pourront être traités dans de futurs travaux.
Nous souhaiterions par ailleurs appliquer les fonctions quotients dans des problèmes pou-
vant apparaître en traitement d’images, comme par exemple pour la correction d’illumi-
nation dans le modèle Retinex, dans lesquels une image est supposée être le résultat d’un
produit terme à terme de l’illumination et de la réﬂectivité d’une scène (c.f. [Gonzalez et
Woods, 2002]).
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Chapitre 9
Conclusions et perspectives
9.1 Bilan
Dans cette thèse, nous avons mis en œuvre des méthodes d’optimisation permettant de
résoudre des problèmes faisant intervenir de grands volumes de données. En particulier,
nous nous sommes intéressés à des problèmes inverses intervenant en traitement du signal
et des images. Nous avons vu que ces problèmes peuvent être résolus en passant par la
minimisation d’un critère s’écrivant comme la somme de fonctions non nécessairement
convexes, non nécessairement diﬀérentiables, et pouvant être composées avec des opérateurs
linéaires non nécessairement inversibles.
Dans un premier temps, nous nous sommes focalisés sur la minimisation d’une somme
de deux fonctions, dont l’une était diﬀérentiable et l’autre était convexe.
Une méthode qui permet de résoudre ce problème, pour des données de grande taille, est
l’algorithme explicite-implicite, qui alterne, à chaque itération une étape de gradient sur
la fonction diﬀérentiable et une étape proximale sur la deuxième fonction. Cependant, en
pratique, cet algorithme peut converger très lentement. Cela est dû, notamment, au pas
apparaissant dans l’algorithme qui dépend de l’inverse de la constante de Lipschitz du gra-
dient du terme diﬀérentiable. Ainsi, lorsque cette constante est très grande, le pas devient
très petit et freine la convergence.
Une méthode permettant d’accélérer la convergence de l’algorithme explicite-implicite
consiste à remplacer, à chaque itération, le pas par une matrice de préconditionnement.
L’algorithme résultant correspond alors à l’algorithme explicite-implicite à métrique va-
riable, ainsi nommé car à chaque itération la métrique sous-jacente est adaptée à l’itérée
en cours. Ce type d’algorithme a déjà été proposé dans la littérature pour minimiser une
somme de fonctions convexes. Cependant nous avons généralisé cette approche au cadre non
convexe, et nous avons, de plus, proposé une méthode, basée sur le principe de majoration-
minimisation, permettant de choisir eﬃcacement la métrique à chaque itération.
Nous avons démontré la convergence des itérées de l’algorithme proposé vers un point cri-
tique du critère grâce à l’utilisation de l’inégalité de Kurdyka-Łojasievicz. De plus, nous
avons montré que la convergence restait assurée lorsqu’une étape de relaxation convexe
était incorporée dans la méthode.
Chapitre 9. Conclusions et perspectives
Lorsque l’on est amenés à gérer un très grand nombre de données, il peut être intéres-
sant, du point de vue de l’implémentation de l’algorithme, de ne traiter à chaque itération
que des sous-parties de ces données, sous la forme de blocs. Les algorithmes adoptant une
telle stratégie permettent de ne réaliser, à chaque itération, qu’un nombre réduit d’opéra-
tions correspondant à la dimension du bloc traité.
Dans une seconde partie de cette thèse, nous avons proposé de combiner cette stratégie
alternée par bloc à l’algorithme explicite-implicite à métrique variable. Nous avons démon-
tré la convergence des itérées de l’algorithme résultant, vers un point critique du critère à
minimiser. Dans ce travail, nous nous sommes intéressés au cas où ce critère s’écrit comme
la somme de deux fonctions dont l’une est diﬀérentiable non nécessairement convexes et
l’autre n’est ni nécessairement diﬀérentiable, ni nécessairement convexe.
La stratégie de minimisation alternée proposée permet de mettre à jour les blocs selon une
règle acyclique, autorisant de choisir les blocs suivant un ordre arbitraire et de mettre à
jour certains d’entre eux plus souvent que d’autres. Notons que cette règle de mise à jour
est beaucoup plus ﬂexible que la règle cyclique qui est généralement adoptée lors de la mise
en place de stratégies alternées par bloc.
Dans une troisième partie de cette thèse, nous nous sommes intéressés au cas où le
critère à minimiser s’écrit comme la somme de plusieurs fonctions dont certaines ne sont
pas nécessairement diﬀérentiables et peuvent être composées avec des opérateurs linéaires.
Ce type de critère ne peut pas être minimisé par un algorithme de type explicite-implicite
sans faire appel à des sous-itérations. Cependant, lorsque toutes les fonctions intervenant
dans le critère sont convexes, il existe des méthodes eﬃcaces de type primal-dual permet-
tant de résoudre ce problème.
Nous avons proposé de combiner ces algorithmes primaux-duaux à une stratégie alternée
par bloc. Les méthodes que nous avons développées permettent de ne mettre à jour, à
chaque itération, qu’un certain nombre de blocs, choisis de façon aléatoire suivant une loi
arbitraire. L’un des avantages de cette règle de mise à jour aléatoire, par rapport à la
règle acyclique, réside en la possibilité de mettre à jour plusieurs blocs en même temps en
parallèle, à chaque itération.
Notons de plus que les algorithmes primaux-duaux alternés par bloc que nous avons pro-
posés s’apparentent à des méthodes stochastiques permettant de prendre en compte des
erreurs aléatoires.
Nous avons démontré la convergence presque sûre de ces algorithmes vers un couple de
variables aléatoires solution du problème primal et du problème dual.
Enﬁn, les algorithmes primaux-duaux alternés aléatoirement par bloc nous ont permis de
développer des algorithmes stochastiques distribués, dans lesquels les étapes de calculs sont
réparties sur diﬀérents agents communiquant entre eux.
Les contributions méthodologiques de cette thèse ont été étayées par divers tests nu-
mériques sur des applications du traitement du signal et des images.
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Dans un premier temps nous nous sommes intéressés à la restauration d’images dé-
gradées par un bruit gaussien dépendant du signal, apparaissant dans certains systèmes
d’imagerie. Nous avons étudié ce modèle de bruit à travers une interprétation MAP. Nous
avons montré que le problème de minimisation qui en résulte n’est pas convexe, et nous
avons appliqué l’algorithme explicite-implicite à métrique variable aﬁn de le résoudre. Au
travers de cet exemple nous avons pu montrer numériquement que l’introduction d’une mé-
trique variable permet d’accélérer de manière signiﬁcative la convergence de l’algorithme
explicite-implicite.
Nous avons ensuite appliqué la version alternée par bloc de l’algorithme explicite-
implicite pour traiter trois exemples diﬀérents en traitement du signal.
Dans le premier exemple, nous nous sommes intéressés à un problème de démélange spec-
tral, s’apparentant à un problème de NMF (nonnegative matrix factorization ou factori-
sation de matrices positives), où le but était d’estimer simultanément deux ensembles de
données : les spectres apparaissant dans l’image hyperspectrale d’origine ainsi que leur
abondance. Nous avons écrit ce problème sous la forme d’une minimisation d’un critère
non diﬀérentiable et non convexe. Nous avons montré au travers d’un exemple numérique
que notre méthode permettait de résoudre eﬃcacement ce problème, et que la métrique
variable permettait d’accélérer considérablement la vitesse de convergence de l’algorithme.
Nous avons ensuite présenté une application en reconstruction de phase pour un problème
de tomographie. Dans cet exemple, l’image d’origine considérée ainsi que la matrice d’ob-
servation étaient à valeurs complexes, cependant seul le module des observations était
accessible. Ainsi, le problème associé au modèle considéré était non convexe. De plus, les
données étant de grande dimension, nous les avons divisées en blocs de dimensions plus
petites. Nous nous sommes intéressés à l’inﬂuence du choix de la taille de ces blocs sur la
vitesse de convergence. Nous avons montré, grâce à un exemple numérique, que l’utilisation
de blocs combinée avec celle d’une stratégie de préconditionnement permettait d’accélérer
signiﬁcativement la vitesse de convergence.
Finalement, nous avons proposé un exemple de déconvolution aveugle pour la restauration
de signaux sismiques parcimonieux. Dans cette application nous avons reconstruit de façon
simultanée le signal sismique et le noyau de convolution. Aﬁn de modéliser la parcimonie
du signal estimé, nous avons proposé d’utiliser une fonction de régularisation non convexe
s’écrivant comme le logarithme du quotient d’une norme ℓ1 et d’une norme ℓ2. Dans cette
application, nous avons montré, en particulier, l’intérêt pratique d’utiliser une règle acy-
clique de mise à jour des blocs. En eﬀet, nous avons pu observer que la possibilité de
mettre à jour plusieurs fois de suite le signal pour une seule mise à jour du noyau rendait
la convergence de l’algorithme plus rapide. Ceci peut s’expliquer, d’une part, par le fait
que la taille du signal à estimer était beaucoup plus grande que celle du noyau, et d’autre
part par le fait que le signal était plus compliqué à estimer que le noyau du fait de sa
parcimonie.
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Les algorithmes primaux-duaux alternés par blocs nous ont permis de développer des
méthodes algorithmiques permettant de reconstruire des maillages 3D lorsque la position
des nœuds de ces derniers est connue de façon approximative. Ce type de problème peut
s’écrire sous la forme d’un problème inverse où l’objectif est d’estimer la position des nœuds
du maillage original à partir d’une version dégradée par un bruit additif. Dans cet exemple
nous avons montré l’intérêt d’utiliser des méthodes par blocs en terme d’occupation de la
mémoire. En eﬀet, ce type de méthode permet de limiter le nombre de calculs qui est fait
à chaque itération, en fonction de l’architecture de calcul dont on dispose.
Finalement, nous nous sommes intéressés au problème d’optimisation de requêtes dans
les systèmes de gestion de bases de données. Dans ce type d’application, des norme ℓ1 et ℓ∞
de quotients de fonctions sont utilisées aﬁn de déﬁnir des problèmes réalisables. Nous avons
proposé des méthodes basées sur les algorithmes primaux-duaux pour résoudre ce type de
problèmes. Pour cela, nous avons montré que l’opérateur proximal de la norme ℓ1 d’un
quotient de fonctions correspond à un opérateur de seuillage. Concernant la norme ℓ∞, son
opérateur proximal n’a pas de forme explicite. Nous avons donc reformulé le problème de
façon à faire intervenir des projections épigraphiques, et nous avons proposé un algorithme
permettant de le résoudre.
9.2 Perspectives
Certains travaux futurs, se plaçant dans la continuité de ce qui a été présenté dans cette
thèse, peuvent être envisagés.
Choisir une métrique dans les algorithmes primaux-duaux
Dans les chapitres 3 et 5, nous avons proposé des algorithmes de type explicite-implicite
accélérés grâce à l’introduction d’une métrique variant au cours des itérations. La méthode
que nous avons donné pour choisir la métrique se base sur une interprétation MM de ce der-
nier de l’algorithme explicite-implicite. Bien que les algorithmes primaux-duaux proposés
dans le chapitre 7 ne fassent intervenir qu’une métrique constante au cours des itérations, il
serait possible d’y faire apparaitre une métrique variable. Cependant un problème majeur
concerne le choix de cette métrique dans ce type d’algorithmes [Repetti et al., 2012].
Une perspective intéressante est alors de proposer une méthode permettant de choisir une
métrique (constante ou variant au cours des itérations) appropriée pour le préconditionne-
ment des algorithmes primaux-duaux. Nous pouvons supposer que trouver un lien entre les
algorithmes primaux-duaux et les stratégies MM permettrait de développer une méthode
eﬃcace pour le choix des préconditionneurs dans les méthodes primales-duales.
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Proposer une version stochastique de l’algorithme explicite-implicite
pour l’optimisation non convexe
Dans cette thèse, nous avons proposé des algorithmes alternés par bloc où les blocs
mis à jours à chaque itération sont choisis selon deux règles diﬀérentes. Dans le cas de
l’algorithme explicite-implicite alterné par bloc, les blocs sont prédéﬁnis de façon à former
une partition des données globales. Au cours des itérations, les blocs sont ensuite choisis
un à un pour être mis à jour selon une règle acyclique. Dans le cas des algorithmes stochas-
tiques primaux-duaux, les blocs sont aussi prédéﬁnis, mais plusieurs d’entre eux peuvent
être choisis aléatoirement à chaque itération. Ainsi, la mise à jour peut se faire de façon
plus générale qu’avec la règle acyclique puisque les blocs peuvent se superposer et être
traités en parallèles pendant une même itération.
Il serait donc intéressant d’uniﬁer ces résultats et d’étudier la convergence presque sûre d’al-
gorithmes explicite-implicite stochastiques à métrique variable dans le cadre non convexe,
ce qui permettrait de mettre à jour en parallèle les blocs sélectionnés à chaque itération.
Étendre les travaux réalisés sur les algorithmes primaux-duaux
Dans le chapitre 7, deux types d’algorithmes ont été proposés : des algorithmes alternés
par blocs, et des algorithmes distribués. Les deux permettent de traiter des problèmes
de minimisation convexe faisant intervenir un opérateur linéaire grâce à une formulation
primale-duale du problème. Certaines perspectives concernant ces algorithmes peuvent être
dressées :
• Dans le chapitre 8, nous avons traité un problème d’optimisation de requêtes dans
les systèmes de gestion de bases de données en utilisant un algorithme primal-dual
usuel [Chambolle et Pock, 2010]. L’exemple qui a été traité est de très petite di-
mension, et une extension naturelle serait de considérer un plus grand nombre de
requêtes, pour des bases de données plus conséquentes, et d’appliquer un algorithme
primal-dual alterné par bloc à ce problème.
• Nous avons montré dans la remarque 7.11 que les algorithmes distribués que nous
avons proposés sont plus généraux que les méthodes récemment proposées dans la
littérature dans le domaine de l’apprentissage. Ainsi, une seconde perspective concer-
nant ce travail serait d’appliquer nos algorithmes distribués à des problèmes d’ap-
prentissage régularisés tels que ceux abordés dans des cas particuliers dans [Bianchi
et al., 2014; Jaggi et al., 2014].
• Les problèmes de minimisation pouvant être résolus par les algorithmes distribués
que nous avons proposés sont de la forme
trouver x̂ ∈ Argmin
x∈H
m∑
i=1
φi(x),
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oùH est un espace de Hilbert réel, et (∀i ∈ {1, . . . , m}) les fonctions φi sont convexes,
et peuvent s’écrire comme une somme de fonctions (non) diﬀérentiables qui peuvent
être composées avec des opérateurs linaires. Ainsi, nous pouvons voir que lorsque les
φi correspondent à des indicatrices d’ensembles convexes fermés non vides Ci ⊂ H,
le problème de minimisation peut être reformulé de la façon suivante :
trouver x̂ ∈
m⋂
i=1
Ci,
ou, de façon plus générale,
trouver x̂ tel que (∀i ∈ {1, . . . , m}) Lix̂ ∈ Ci,
où (∀i ∈ {1, . . . , m}) Li est un opérateur linéaire. Ce type de problème peut être
résolu grâce à des algorithmes de projections alternées. Une perspective intéressante
serait donc de faire le lien entre les algorithmes distribués proposés dans le chapitre 7
et les méthodes de projections alternées existantes (e.g. [Bauschke et Borwein, 1996;
Combettes, 1994; Pesquet et Combettes, 1996]).
Généraliser la régularisation ℓ1/ℓ2
Plusieurs extensions peuvent être envisagées concernant la pénalisation de type ℓ1/ℓ2
proposée dans le chapitre 6.
• La première serait d’appliquer notre algorithme de minimisation alternée à métrique
variable à des problèmes de déconvolution aveugle dans le cadre de la restauration
d’images. La pénalisation ℓ1/ℓ2 permettant de promouvoir la parcimonie du signal
auquel on l’applique, il suﬃrait dans ce cas de l’appliquer aux gradients verticaux et
horizontaux de l’image à estimer (à l’instar de la variation totale). Cette méthode a
été proposée dans [Krishnan et al., 2011]. Les auteurs de cet article ont montré son
eﬃcacité sur plusieurs exemples de reconstruction d’image. Notre méthode oﬀrant de
solides résultats de convergence et se comparant favorablement à la méthode proposée
dans [Krishnan et al., 2011] pour des signaux 1D, il serait intéressant de comparer
les deux méthodes pour des signaux 2D. On pourrait de plus envisager d’améliorer la
méthode de [Krishnan et al., 2011] en appliquant la pénalisation ℓ1/ℓ2, par exemple,
à des gradients de l’image calculés sur un voisinage non local.
• Le problème de déconvolution aveugle est un problème non convexe, et introduire
dans celui-ci une pénalisation non convexe rend le problème très diﬃcile à résoudre.
Nous avons pu remarquer, en particulier, que certains “pics” du signal estimé sont
décalés, indiﬀéremment vers la droite ou vers la gauche, par rapport aux “pics” du
signal original. Les signaux reconstruits correspondent alors à des minimiseurs locaux
du problème.
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Ainsi, un second point important qui pourrait être développé concerne l’initialisation
de l’algorithme, qui permettrait d’augmenter les chances de trouver des minimiseurs
globaux.
• Enﬁn, il pourrait être intéressant d’étudier une version plus générale de la régularisa-
tion ℓ1/ℓ2 aﬁn de développer une classe de pénalisations qui pourraient s’adapter au
mieux à d’autres applications. L’algorithme de minimisation alternée à métrique va-
riable utilisé dans le chapitre 6 permet de traiter des fonctions diversiﬁées qui peuvent
être ni convexes, ni diﬀérentiables. Le but serait alors de développer une méthode
eﬃcace permettant d’utiliser un large spectre de pénalisations servant à promou-
voir la parcimonie, en donnant des formules explicites aﬁn de calculer facilement les
métriques variables.
Traiter des problèmes de dominance stochastique
Nous avons montré que les algorithmes stochastiques présentés dans le chapitre 7 sont
robustes aux erreurs pouvant apparaitre lors des calculs des gradients et des opérateurs
proximaux. De plus, nous avons montré que ces termes d’erreurs sont des variables aléa-
toires. Dans les applications qui ont été présentées dans le chapitre 7, l’avantage de ces
erreurs aléatoires n’a pas été exploité.
Une perspective intéressante serait d’étudier un problème pratique où ce type d’erreurs est
utile. C’est en particulier le cas pour les problèmes de dominance stochastique [Dentcheva
et Ruszczyn`ski, 2014; Shapiro et al., 2009] apparaissant, par exemple, en apprentissage
ou pour la gestion de portefeuille, où le critère à minimiser fait intervenir des espérances
probabilistes.
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