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Grandes valeurs et nombres champions de la
fonction arithme´tique de Kalma´r
M. Dele´glise, M. O. Hernane, J.-L. Nicolas
Abstract
The Kalma´r function K(n) counts the factorizations n = x1x2 . . . xr with
xi ≥ 2, (1 ≤ i ≤ r). Its Dirichlet series is ∑∞n=1 K(n)ns = 12−ζ(s) where ζ(s)
denotes the Riemann ζ function. Let ρ = 1.728 . . . the root greater than 1
of the equation ζ(s) = 2. Improving on preceding results of Kalma´r, Hille,
Erdo¨s, Evans, and Klazar and Luca, we show that there exist two constants
C5 and C6 such that, for all n, K(n) ≤ ρ log n − C5(log n)
1
ρ / log log n holds,
while, for infinitely many n′ s, we have K(n) ≥ ρ log n−C6(log n)
1
ρ / log log n.
An integer N is called a K-champion number if M < N =⇒ K(M) <
K(N). Several properties of K-champion numbers are given, mainly about
the size of the exponents and the number of prime factors in the standard
factorization into primes of a large enough K-champion number.
The proof of these results is based on the asymptotic formula of K(n)
given by Evans, and on the solution of a problem of optimization.
Keywords : Kalma´r’s function, factorisatio numerorum, highly composite num-
bers, champion numbers, optimization.
2000 Mathematics Subject Classification : 11A25, 11N37, 49K10.
1 Introduction
Soit τr(n) le nombre de solutions de l’e´quation diophantienne
x1x2 . . . xr = n. (1.1)
On a
τ0(n) =
1 si n = 10 si n ≥ 2, τ1(n) = 1, τ2(n) =∑d|n 1, τr(n) =
∑
d|n
τr−1(d).
La se´rie ge´ne´ratrice est
∞∑
n=1
τr(n)
ns
= ζ(s)r
ou` ζ(s) = ∑∞n=1 1ns est la fonction de Riemann.
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La fonction de Kalma´r ou « factorisatio numerorum » compte le nombre de
solutions de (1.1) pour tout r, mais avec la restriction que chaque facteur xi doit
ve´rifier xi ≥ 2. Ainsi les factorisations 12 = 6 × 2 = 4 × 3 = 3 × 4 = 3 × 2 × 2 =
2× 6 = 2× 3× 2 = 2 × 2 × 3 donnent K(12) = 8. On pose K(1) = 1. Pour n ≥ 2, la
fonction de Kalma´r satisfait
K(n) =
∑
d|n, d≥2
K
(
n
d
)
=
1
2
∑
d|n
K
(
n
d
)
. (1.2)
La se´rie de Dirichlet est ∞∑
n=1
K(n)
ns
=
1
2 − ζ(s) · (1.3)
Elle est relie´e aux fonctions τr par la formule
K(n) = 1
2
∞∑
r=0
τr(n)
2r
· (1.4)
La fonction K(n) a e´te´ introduite par L. Kalma´r en 1931, dans [15] et [16], ou` il
montre que, lorsque x → ∞, ∑
n≤x
K(n) ∼ −1
ρζ′(ρ) x
ρ
(ρ = 1.728 . . . est la racine positive de ζ(ρ) = 2) et donne une majoration du reste.
Ceci a e´te´ pre´cise´ par Ikehara [14] et H.-K. Hwang [13].
La majoration tre`s simple K(n) ≤ nρ, (n ≥ 1), obtenue dans [3] et [4] a
e´te´ re´cemmement ame´liore´e par Klazar et Luca [19] qui ont de´montre´ K(n) ≤
nρ/2, (n ≥ 2), en utilisant l’ine´galite´ K(nn′) ≥ 2K(n)K(n′) vraie pour tout (n, n′)
satisfaisant 2 ≤ n ≤ n′. On trouvera d’autres informations sur la fonction de Kalma´r
dans [19], paragraphe 5.
Nous nous proposons dans cet article d’e´tudier les grandes valeurs de la fonc-
tion K(n). Ce sujet a de´ja e´te´ aborde´ par Kalma´r [15], [16], Erdo¨s [7], Hille [12],
Evans [8] (Th. 6 et 7) et Klazar et Luca [19].
Soit f une fonction arithme´tique re´elle ; appelons f -champion un nombre N tel
que n < N =⇒ f (n) < f (N). Les nombre τ2-champions ont e´te´ appele´s “highly
composite” par Ramanujan qui les a e´tudie´s dans sa the`se [26].
La fonction O(n) d’Oppenheim (cf. [23], [25], [1], [10]) a la meˆme de´finition
que celle de Kalma´r mais cette fois l’ordre des facteurs ne compte pas ; 12 n’a plus
que les factorisations 12 = 6 × 2 = 4 × 3 = 3 × 2 × 2 et O(12) = 4. Ainsi O(n)
compte le nombre de partitions multiplicatives de n en parts ≥ 2. Les nombres O-
champions, appele´s “highly factorable” ont e´te´ e´tudie´s dans [1] et [17]. A la fin de
l’article [1], le proble`me 5 demande quel est l’ordre maximum de la fonction K(n),
et a` quoi ressemblent les champions de K(n). Les the´ore`mes 4, 5, 6, apportent des
e´le´ments de solutions a` ce proble`me.
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Soit A ⊂ {2, 3, 4, . . . } ; dans [12] et [7] (cf. aussi [20] et [21]) Hille et Erdo¨s
ont ge´ne´ralise´ la fonction de Kalma´r en de´finissant la fonction KA(n) qui compte
le nombre de solutions de (1.1) pour tout r avec la restriction que chaque xi doit
appartenir a` A.
Dans l’article [11], sont e´tudie´es les grandes valeurs de la fonction KP(n), ou`
P = {2, 3, 5, 7, 11, . . . } est l’ensemble des nombres premiers, et quelques proprie´te´s
des nombres KP-champions. Il est facile de voir que si la de´composition de n en
facteurs premiers est n = qα11 . . . q
αk
k alors
KP(n) =
(
α1 + α2 + · · · + αk
α1, α2, . . . , αk
)
=
(α1 + α2 + · · · + αk)!
α1!α2! . . . αk!
· (1.5)
La formule (1.5) ne s’e´tend pas a` la fonction de Kalma´r. La formule ci-dessous
est due a` Mac-Mahon [24], n◦ 80, (cf. aussi [22], formule (4))
K(qα11 qα22 . . . qαkk ) =
α1+α2+···+αk∑
j=1
j−1∑
i=0
(−1)i
( j
i
) k∏
h=1
(
αh + j − i − 1
αh
)
,
mais elle ne permet pas d’e´tudier les grandes valeurs de K(n). Cependant, a` par-
tir de (1.4), Evans a donne´ dans [8] une tre`s jolie formule asymptotique pour
K(qα11 qα22 . . . qαkk ) lorsque Ω(n) = α1 + α2 + · · · + αk tend vers l’infini. C’est a`
partir de cette formule asymptotique que nous obtiendrons tous nos re´sultats.
Soit λ > 1. L’article de Evans [8] (cf. aussi [9]) conside`re une fonction Kλ(n)
plus ge´ne´rale dont la se´rie ge´ne´ratrice est
λ − 1
λ − ζ(s) =
∞∑
n=1
Kλ(n)
ns
·
Lorsque λ = 2, K2(n) est la fonction de Kalma´r K(n). Les nombres Kλ(n)
sont les nombres eule´riens ge´ne´ralise´s. Le nombre eule´rien A(n, k) qui compte le
nombre de permutations de n objets avec k monte´es est relie´ aux nombres eule´riens
ge´ne´ralise´s par la formule
n∑
k=0
A(n, k)λk = Kλ(q1q2 . . . qn)
ou` q1, q2, . . . , qn sont des nombres premiers distincts (cf. [2]).
Les re´sultats de cet article pourraient s’e´tendre en remplac¸ant K(n) par Kλ(n) ;
dans un souci de clarte´ nous nous sommes limite´s a` λ = 2.
Dans le paragraphe 2, nous rappelons la formule asymptotique d’Evans, et nous
donnons quelques proprie´te´s qui nous seront utiles par la suite.
Dans le paragraphe 3, le the´ore`me 2 donne un encadrement de K(n) a` l’aide
de la fonction F. Le proble`me d’optimisation (3.11) a e´te´ re´solu par Evans [8],
lemme 6, a` l’aide des multiplicateurs de Lagrange. Mais, afin de pre´ciser les com-
portement de F au voisinage du maximum, nous de´terminons la forme quadratique
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des de´rive´es secondes, dont le calcul pre´sente, curieusement, des simplifications
exceptionnelles.
Au paragraphe 4, le the´ore`me 3 ame´liore les the´ore`mes 3.1 et 4.1 de [19] et
pre´cise l’ordre maximum du logarithme de la fonction de Kalma´r.
Les proprie´te´s des nombres K-champions sont donne´es au paragraphe 5 par les
the´ore`mes 4, 5, 6 et 7. Une table de ces nombres figure en annexe.
La de´monstration des the´ore`mes 3, 4, 5, 6 et 7 suit d’assez pre`s la preuve
des the´ore`mes correspondants de [11]. Cependant, le remplacement de la formule
exacte (5) pour la fonction KP par la formule asymptotique de Evans (the´ore`me
1) pour la fonction K complique les de´monstrations. Ceci est particulie`rement net
dans la preuve du the´ore`me 6.
Nous avons plaisir a` remercier L. Rifford pour l’aide apporte´e a` la re´solution
du proble`me d’optimisation e´tudie´ au paragraphe 3.
Notations On utilisera les notations suivantes.
1. Pour toute suite x = (xi)1≤i≤̟ de re´els de longueur ̟, finie ou infinie, on
note Ω(x) = ∑̟i=1 xi (lorsque cette somme a un sens) et ∥∥∥x∥∥∥ = ∑̟i=1 |xi|.
Si x = (x1, x2, . . . , xk) ∈ Rk+ et y = (y1, y2, . . . , yℓ) ∈ Rℓ+, on de´finit x′ =
(x′1, x′2, . . . ) par x′i = xi pour 1 ≤ i ≤ k, et x′i = 0 pour i > k et de meˆme
y′ = (y′1, y′2, . . . ) par y′i = yi pour i ≤ ℓ et y′i = 0 pour i > ℓ. Par de´finition on
pose
∥∥∥∥x − y∥∥∥∥ = ∥∥∥∥x′ − y′∥∥∥∥.
2. On note A l’ensemble des suites de re´els positifs ou nuls telle que 0 ≤
Ω(x) < +∞, 0 = (0, 0, 0, . . . ), et A⋆ = A \
{
0
}
3. Si x ∈ A⋆ on note ̟(x) = sup
{
j ∈ N ; x j , 0
}
.
4. pk repre´sente le ke`me nombre premier. Par le the´ore`me des nombres premiers
on sait que pk ∼ k log k lorsque k → ∞.
5. Pour n entier, de de´composition en facteurs premiers n = qα11 q
α2
2 . . . q
αk
k , on
note
ω(n) = k et Ω(n) =
k∑
i=1
αi.
2 L’estimation de Evans
2.1 La fonction c
La fonction c(x) de´finie ci-dessous a e´te´ introduite par Evans dans [8] lorsque
x est de longueur ̟ finie. Nous l’e´tendrons ici aux suites infinies.
De´finition 2.1 Soit x ∈ A⋆ et ̟ = ̟(x). Il existe un unique c = c(x) > 0 tel que
+̟∏
j=1
(
1 +
x j
c
)
= 2. (2.1)
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De plus, pour tout λ > 0,
c(λx1, λx2, . . . ) = λc(x1, x2, . . . ) (2.2)
et
Ω(x) ≤ c(x) ≤ Ω(x)
log 2
≤ 3Ω(x)
2
· (2.3)
De´monstration : Pour tout t > 0 on note
H(x, t) =
̟∑
j=1
log
(
1 +
x j
t
)
≤ 1
t
∥∥∥x∥∥∥ .
La fonction t 7→ H(x, t) de´croıˆt de +∞ a` 0 lorsque t croıˆt de 0 a` +∞. Ceci assure
l’existence et l’unicite´ de c. La proprie´te´ (2.2) est imme´diate. Prouvons l’encadre-
ment (2.3). Pour t = Ω(x) = Ω,
H(x,Ω) = log
̟∏
j=1
(
1 +
x j
Ω
)
≥ log
1 + ̟∑
j=1
x j
Ω
 = log 2.
Ceci montre que c ≥ Ω. La majoration de c(x) re´sulte de
log 2 =
̟∑
j=1
log
(
1 +
x j
c
)
≤
̟∑
j=1
x j
c
=
Ω
c
·

Remarque : On ve´rifie imme´diatement que si ̟ est fini on a
c(x1, x2, . . . , x̟, 0) = c(x1, x2, . . . , x̟) (2.4)
et que la suite infinie x′ de´finie par x′i = xi pour i ≤ ̟ et x′i = 0 pour i > ̟ est un
e´le´ment de A et c(x′) = c(x1, x2, . . . , x̟). Notons aussi que c est syme´trique en les
xi, et que c’est une fonction croissante de chaque variable xi. Par convention, on
pose c(0) = 0.
Lemme 2.2 Soit x = (x1, x2, . . . ) ∈ A⋆, c = c(x) et, pour tout k ≥ 1
ck = c(x1, x2, . . . , xk, 0, 0, . . . ).
Alors
lim
k→∞
ck = c.
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De´monstration : La suite ck, croissante et majore´e par c
(
car
∏k
j=1
(
1 + x j
c
)
< 2
)
admet une limite cˆ. Comme
∏k
i=1
(
1 + xit
)
converge uniforme´ment vers
∏+∞
i=1
(
1 + xit
)
,
sur tout intervalle [u,+∞[, u > 0, on a
+∞∏
i=1
(
1 + xi
cˆ
)
= lim
k→+∞
k∏
i=1
(
1 + xi
ck
)
= 2 =
+∞∏
i=1
(
1 + xi
c
)
,
et cela donne cˆ = c. 
Lemme 2.3 Soit x ∈ A⋆. Pour tout entier i ≥ 1, c admet une de´rive´e partielle par
rapport a` xi, qui est donne´e par
∂c(x)
∂xi
=
1
T (x)
c(x)
c(x) + xi , avec T (x) =
∞∑
i=1
xi
c(x) + xi · (2.5)
De´monstration : Puisque c est une fonction syme´trique de ses arguments on peut
supposer i = 1. Fixons x2, x3, . . . , xk, . . . , et supposons les d’abord non tous nuls.
Posons x = (x1, x2, . . . , xk, . . . ). L’application x1 7→ c(x) est une bijection crois-
sante de [0,+∞[ sur [c0,+∞[, avec c0 = c(0, x2, x3, . . . ) > 0, car, par de´finition, x1
s’explicite en fonction de c par
x1 =
2c
Π
− c avec Π =
∞∏
j=2
(
1 +
x j
c
)
·
La convergence de la se´rie ∑∞j=2 x j entraine que logΠ = ∑∞j=2 log (1 + x jc ) est une
fonction de´rivable de c sur [c0,+∞[ et que l’on a
dΠ
Πdc = −
1
c
∞∑
j=2
x j
c + x j
= −1
c
(
T (x) − x1
c + x1
)
·
Il en re´sulte que c 7→ x1 est une bijection croissante et continuˆment de´rivable de
[c0,+∞[ sur [0,+∞[ et que l’on a, puisque Π =
2c
c + x1
,
dx1
dc =
2
Π
− 2c
Π2
dΠ
dc − 1 =
2
Π
(
1 + T (x) − x1
c + x1
)
− 1 =
(
c + x1
c
)
T (x)· (2.6)
Par le theore`me d’inversion c est une fonction continuˆment de´rivable de x1 et (2.6)
implique (2.5).
Si 0 = x2 = x3 = . . . , la de´finition (2.1) donne c(x) = x1 et le re´sultat est encore
vrai. 
Lemme 2.4 Soit (γi)i≥1 une suite de re´els ve´rifiant 0 ≤ γi < 1 et ∑+∞i=1 γi < +∞.
Alors
+∞∏
i=1
(1 − γi) ≥ 1 −
+∞∑
i=1
γi.
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De´monstration : Notons S n =
∑+∞
i=1 γ
n
i . Le re´sultat est e´vident si S 1 > 1. Suppo-
sons donc S 1 ≤ 1. Alors, pour tout n, on a S n ≤ S n1 et
log
+∞∏
i=1
(1 − γi) =
+∞∑
i=1
log(1 − γi) = −
+∞∑
i=1
+∞∑
n=1
γni
n
= −
+∞∑
n=1
S n
n
≥ −
+∞∑
n=1
S n1
n
tandis que
log
(
1 −
+∞∑
i=1
γi
)
= log(1 − S 1) = −
+∞∑
n=1
S n1
n
·

Lemme 2.5 Pour tout x ∈ A⋆, la quantite´ T (x) = ∑+∞i=1 xic(x)+xi ve´rifie
1
2
≤ T (x) ≤ 1.
Et chaque de´rive´e partielle de c ve´rifie
0 ≤ ∂c(x)
∂xi
≤ 1
T (x) ≤ 2.
De´monstration : L’encadrement (2.3) donne la majoration
T (x) =
+∞∑
i=1
xi
c + xi
≤
+∞∑
i=1
xi
c
=
Ω
c
≤ 1.
Pour la minoration, notons γi = xic+xi . Alors, par la de´finition 2.1 de c,
∞∏
i=1
(1 − γi) =
∞∏
i=1
c
c + xi
=
1
2
·
Le lemme 2.4 donne alors
T (x) =
∞∑
i=1
γi ≥ 1 −
∞∏
i=1
(1 − γi) = 1 − 12 =
1
2
·
Pour le deuxie`me point, le lemme 2.3 entraıˆne
∂c(x)
∂xi
=
1
T (x)
c(x)
c(x) + xi ≤
1
T (x) ≤ 2.

Lemme 2.6 Soit x et x′ ∈ A. Alors
∣∣∣c(x′) − c(x)∣∣∣ ≤ 2 +∞∑
i=1
∣∣∣x′i − xi∣∣∣ = 2 ∥∥∥x′ − x∥∥∥ .
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De´monstration :
1. Si x′ et x sont tous deux de meˆme longueur finie k on note
F(t) = c(x + t(x′ − x)).
Alors c(x′) − c(x) = F(1) − F(0). De plus, F est de´rivable sur l’intervalle
(0, 1), de de´rive´e
F′(t) =
k∑
i=1
(x′i − xi)
∂c
∂xi
(
x + t(x′ − x)).
Par le the´ore`me des accroissements finis et le lemme 2.5, il vient∣∣∣c(x) − c(x′)∣∣∣ = |F(1) − F(0)| ≤ sup
0<t<1
∣∣∣F′(t)∣∣∣ ≤ 2 k∑
i=1
∣∣∣x′i − xi∣∣∣ .
2. Revenons maintenant au cas ge´ne´ral. Pour tout k ≥ 1, notons
ck = c(x1, x2, . . . , xk, 0, 0, . . . ) et c′k = c(x′1, x′2, . . . , x′k, 0, 0, . . . )
Par le premier point, on a
∣∣∣c′k − ck ∣∣∣ ≤ 2 ∑ki=1 ∣∣∣x′i − xi∣∣∣ ≤ 2 ∥∥∥x′ − x∥∥∥ . Avec le
lemme 2.2 on en de´duit∣∣∣c′ − c∣∣∣ = lim
k→∞
∣∣∣c′k − ck∣∣∣ ≤ 2 ∥∥∥x′ − x∥∥∥ .

Lemme 2.7 Soit x, x′ ∈ A. Notons Ω = Ω(x) et Ω′ = Ω(x′). Pour la fonction T
de´finie en (2.5), on a la majoration∣∣∣T (x′) − T (x)∣∣∣ ≤ 3
max(Ω,Ω′)
∥∥∥x′ − x∥∥∥ .
De´monstration : Notons c = c(x) et c′ = c(x′) et supposons Ω′ ≥ Ω. Alors
T (x′) − T (x) =
+∞∑
i=1
[
x′i
c′ + x′i
− xi
c + xi
]
=
+∞∑
i=1
cx′i − c′xi
(c′ + x′i)(c + xi)
=
∞∑
i=1
c(x′i − xi)
(c′ + x′i)(c + xi)
+
∞∑
i=1
(c − c′)xi
(c′ + x′i)(c + xi)
.
et, en utilisant le lemme 2.6 et (2.3),∣∣∣T (x′) − T (x)∣∣∣ ≤ +∞∑
i=1
∣∣∣x′i − xi∣∣∣
c′ + x′i
+
+∞∑
i=1
xi |c′ − c|
(c′ + x′i)(c + xi)
≤
+∞∑
i=1
∣∣∣x′i − xi∣∣∣
Ω′
+
∣∣∣c′ − c∣∣∣ +∞∑
i=1
xi
ΩΩ′
=
∥∥∥x′ − x∥∥∥
Ω′
+
|c′ − c|
Ω′
≤ 3
Ω′
∥∥∥x′ − x∥∥∥ .

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2.2 Approximation de K(n)
Les de´finitions suivantes ont e´te´ introduites par Evans (cf. [8]).
De´finition 2.8 Pour x = (x1, x2, . . . , xk) ∈ R⋆k+ on de´finit
A(x) = 1
2
√
2
e−Ω(x)
k∏
i=1
(c(x) + xi)xi
Γ(xi + 1) · (2.7)
De´finition 2.9 Pour x = (x1, x2, . . . , xk) ∈ R⋆k+ on de´finit
B(x) =
 12c(x)
k∑
i=1
xi
c(x) + xi

− 12
=
√
2c(x)
T (x) · (2.8)
Du lemme 2.5, il re´sulte imme´diatement le suivant
Lemme 2.10 Pour x ∈ R⋆k+ , on a√
2c(x) ≤ B(x) ≤ 2√c(x). (2.9)
On trouvera e´galement dans [8] la de´monstration du the´ore`me suivant.
The´ore`me 1 [Evans] Pour tout η, 0 ≤ η < 1/2, il existe Ω0 et C0 tels que, pour
tout entier n dont la de´composition en facteurs premiers n = qα11 qα22 . . . qαkk satisfait
Ω(n) = α1 + α2 + · · · + αk ≥ Ω0, on a, en posant α = (α1, α2, . . . , αk),
K(n) = √πA(α)B(α)(1 + R(α)) avec
∣∣∣R(α)∣∣∣ ≤ C0 (Ω(α))−η.
Remarque : La de´monstration d’Evans est effective, et permettrait d’expliciter des
valeurs de Ω0 et C0 pour une valeur donne´e de η. Le calcul est cependant technique
et nous ne le ferons pas.
Lemme 2.11 Il existe deux constantes absolues C1 et C2 telles que, pour tout en-
tier n ≥ 2, de de´composition en facteurs premiers n = qα11 qα22 . . . qαkk , on ait avec
α = (α1, α2, . . . , αk)
C1
√
πA(α)B(α) ≤ K(n) ≤ C2
√
πA(α)B(α). (2.10)
De´monstration : Choisissons, par exemple η = 1/4, et ε > 0 arbitraire ; par le
the´ore`me 1 il existe unΩ1 tel que le rapport K(n)/(
√
πA(α)B(α)) diffe`re de 1 de au
plus ε, pourvu que Ω(n) = Ω(α) ≥ Ω1. Pour tous les entiers n avec 1 ≤ Ω(n) < Ω1,
le nombre des valeurs de α est fini. 
Remarque : Nous avons calcule´, pour chaque r ∈ {1, 2, . . . , 20}, et pour tous les
n tels que Ω(n) = r, le rapport K(n)/(√πA(α)B(α)). Nous avons ve´rifie´ que ce
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rapport est minimum lorsque α = (r), c’est a` dire lorsque n est une puissance de
nombre premier, n = pr. Il atteint son maximum lorsque α = (1, 1, . . . , 1), c’est
a` dire lorsque n est un produit de r facteurs premiers distincts. Il est raisonnable
de penser que cette proprie´te´ est encore vraie pour toutes les valeurs de r ≥ 20.
Ceci donne la conjecture suivante : la valeur optimale de C2 est 1.084 437 552 . . . ,
atteinte pour α = (1), c’est a` dire lorsque n est premier. Et la valeur optimale de
C1 est 1, approche´e par les entiers sans facteurs carre´s, lorsque le nombre de leurs
facteurs premiers tend vers l’infini.
2.3 Les constantes ρ, ρk, a et ak
Les constantes ρ, ρk, a, ak ont e´te´ introduites par Hille [12], Evans ([8], p. 169)
et Klazar et Luca [19]. Dans ce paragraphe nous rappelons et pre´cisons leur com-
portement.
De´finition 2.12 Soit ζ(s) = ∏p (1 − 1ps )−1 = ∑+∞n=1 1ns la fonction de Riemann, et
pour tout k ≥ 1, posons ζk(s) =∏kj=1 (1 − 1psj )−1.
On de´finit ρ = 1.728647238998 . . . , et pour tout k ≥ 1, ρk > 0 par
ζ(ρ) = 2, ζk(ρk) = 2. (2.11)
Pour s > 1, on de´finit L(s) = − log ζ(s), de sorte que
L′(s) = − dds (log ζ(s)) =
+∞∑
i=1
log pi
psi − 1
,
et Lk(s) = − log ζk(s). On de´finit a = 1.100020011 . . . et ak par
1
a
=
+∞∑
i=1
log pi
pρi − 1
= L′(ρ) et 1
ak
=
k∑
i=1
log pi
pρki − 1
= L′k(ρk). (2.12)
La figure 1 donne la valeur des premiers termes des suites (ρk) et (ak).
Lemme 2.13 La suite (ρk)k≥1 est croissante et limk→+∞ ρk = ρ. De plus, lorsque k
tend vers l’infini,
ρ − ρk ∼
2
(−ζ′(ρ))(ρ − 1)kρ−1(log k)ρ =
1.509 . . .
kρ−1(log k)ρ · (2.13)
Ce lemme est de´montre´ en [19], paragraphe 2. En introduisant l’exponentielle
inte´grale E1(x) =
∫ ∞
x
e−t
t dt, il est possible de de´montrer, comme dans [11], (3.16)
ρ − ρk = 2E1((ρ − 1) log pk)−ζ′(ρ) +
Ou(1)
kρ−1(log k)u
pour tout u > 0.
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k = 1 2 3 10 100 1000 ∞
ρk = 1.00000 1.43527 1.56603 1.69972 1.72658 1.72843 1.72864
ak = 1.44269 1.44336 1.36287 1.19244 1.11279 1.10196 1.1000200
Fig. 1 – Quelques valeurs de ρk et ak
Lemme 2.14 Soient ak et a de´finis en (2.12). La suite (ak) est de´croissante et,
lorsque k tend vers l’infini, on a l’e´quivalence
ak − a ∼ a
2
ρ − 1
1
(k log k)ρ−1 ·
De´monstration : La de´croissance de la suite (ak) re´sulte de la croissance de (ρk) et
de (2.12). Lorsque k → ∞, il re´sulte de (2.12) et de lim ρk = ρ (lemme 2.13) que
lim ak = a et
1
a
− 1
ak
=
ak − a
aak
∼ ak − a
a2
· (2.14)
Calculons un e´quivalent de 1/a − 1/ak. Les de´finitions (2.12) donnent
1
a
− 1
ak
= L′(ρ) − L′k(ρk) = L′(ρ) − L′k(ρ) + L′k(ρ) − L′k(ρk). (2.15)
Estimation de L′(ρ) − L′k(ρ) On part de
L′(ρ) − L′k(ρ) =
+∞∑
i=k+1
log pi
pρi − 1
· (2.16)
Les e´quivalences (cf., par exemple, [5], (3.11.10), (3.11.6) et (3.10.5))
+∞∑
i=k+1
log pi
pρi − 1
∼
∞∑
i=k+1
log(i log i)
(i log i)ρ ∼
∞∑
i=k+1
1
iρ(log i)ρ−1 ∼
∫ ∞
k
dt
tρ(log t)ρ−1
∼ 1(ρ − 1)
1
k(ρ−1)(log k)ρ−1
donnent avec (2.16)
L′k(ρ) − L′(ρ) ∼
1
(ρ − 1)
1
k(ρ−1)(log k)ρ−1 · (2.17)
Estimation de L′k(ρ) − L′k(ρk) La de´finition de la de´rive´e et (2.13) donnent
L′k(ρ) − L′k(ρk) ∼ (ρ − ρk)L′′k (ρ) ∼ −
2L′′k (ρ)
(ρ − 1)ζ′(ρ)
1
kρ−1(log k)ρ
∼ − 2L
′′(ρ)
(ρ − 1)ζ′(ρ)
1
kρ−1(log k)ρ · (2.18)
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(2.15), (2.17) et (2.18) donnent 1/a − 1/ak ∼ 1(ρ−1)(k log k)(ρ−1) , ce qui, avec (2.14),
termine la preuve. 
Lemme 2.15 Il existe une constante positive C9 telle que, pour tout k ≥ 2, et tout
nombre premier p, ∣∣∣∣∣ akpρk − 1 − apρ − 1
∣∣∣∣∣ ≤ C9 log ppρ2 1(k log k)ρ−1 · (2.19)
De´monstration : Par le the´ore`me des accroissements finis applique´ a` la fonction
t 7→ 1/(pt − 1), il existe θ, ρk < θ < ρ, tel que∣∣∣∣∣ akpρk − 1 − apρ − 1
∣∣∣∣∣ = ( 1pρk − 1 − 1pρ − 1
)
ak +
ak − a
pρ − 1
=
pθ log p
(pθ − 1)2 (ρ − ρk)ak +
ak − a
pρ − 1 · (2.20)
On a 1 < ρ2 ≤ ρk ≤ θ ≤ ρ ≤ 2. La de´croissance de x 7→ x/(x − 1)2 donne
pθ
(pθ − 1)2 ≤
pρ2
(pρ2 − 1)2 ≤
C
pρ2
ou` C ne de´pend ni de p ni de k. De meˆme il existe D tel que
1
pρ − 1 ≤
1
pρ2 − 1 ≤
D
pρ2
≤ D log p
pρ2 log 2 ≤
3D log p
2pρ2
·
Et donc, puisque la suite (ak) est majore´e par 3/2, par (2.20) on a∣∣∣∣∣ akpρk − 1 − apρ − 1
∣∣∣∣∣ ≤ 3 log p2pρ2 (C(ρ − ρk) + D(ak − a))
et l’on conclut en utilisant les propositions 2.13 et 2.14. 
3 Un proble`me d’optimisation
3.1 La fonctions F
De´finition 3.1 Pour x = (x1, x2, . . . , xk) ∈ R∗k+ on de´finit
F(x) =
k∑
j=1
x j log
(
1 +
c(x)
x j
)
=
k∑
j=1
(x j log(x j + c(x)) − x j log x j). (3.1)
Remarque : La fonction F se prolonge par continuite´ sur Rk+ en posant 0 log 0 = 0.
Notons que, par (2.4), on a F(x1, x2, . . . , xk, 0) = F(x1, x2, . . . , xk) et F(0) = 0.
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Lemme 3.2 La fonction F est concave dans Rk+.
De´monstration : Par (3.1) et (2.5) pour tout x ∈ R∗k+ , on a
∂F
∂xi
(x) =
 k∑
j=1
x j
c(x) + x j
 ∂c∂xi (x) + log(c(x) + xi) + xic(x) + xi − log xi − 1
=
c(x)
c(x) + xi +
xi
c(x) + xi + log
(
c(x) + xi
xi
)
− 1
= log
(
c(x) + xi
xi
)
. (3.2)
On a ensuite
∂2F
∂x2i
(x) = ∂
∂xi
(log(c(x) + xi) − log(xi))
=
(
1
c(x) + xi
) (
∂c
∂xi
(x) + 1
)
− 1
xi
=
c(x)
(c(x) + xi)2 T (x)
+
1
c(x) + xi −
1
xi
(3.3)
et, pour j , i,
∂2F
∂xi∂x j
=
∂
∂x j
(log(c(x) + xi) − log(xi))
=
(
1
c(x) + xi
)
∂c
∂x j
(x) = c(x)(c(x) + xi)(c(x) + x j)T (x) · (3.4)
La forme quadratique des de´rive´es secondes de F s’e´crit donc, pour x ∈ R⋆k+ ,
F′′(x) · (h1, h2, . . . , hk) =
c(x)
T (x)
 k∑
i=1
hi
c(x) + xi

2
−
k∑
i=1
c(x)h2i
xi(c(x) + xi) · (3.5)
L’ine´galite´ de Cauchy-Schwarz donne k∑
i=1
hi
c(x) + xi

2
=
 k∑
i=1
√
xi
c(x) + xi
hi√
xi(c(x) + xi)

2
≤ T (x)
k∑
i=1
h2i
xi(c(x) + xi) ,
ce qui, avec (3.5), prouve la concavite´ de F dans l’adhe´rence Rk+ de R⋆k+ . 
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3.2 Proximite´ de A(x) et de exp(F(x)).
Le lemme suivant montre que F est une assez bonne approximation de log A
(cf. de´finition 2.8).
Lemme 3.3 Soit x ∈ R∗k+ ; on a
A(x) = 1
2
√
2
exp(F(x))
k∏
j=1
1
s(xi) , ou` s(xi) =
Γ(xi + 1)
x
xi
i e
−xi (3.6)
est le terme correctif de la formule de Stirling Γ(x + 1) = xxe−x s(x), de l’ordre de
grandeur de
√
2πx. Plus pre´cise´ment on a l’encadrement
√
2πx ≤ s(x) ≤ e√x, x ≥ 1. (3.7)
De´monstration : De la de´finition 2.8, il suit
A(x) = 1
2
√
2
exp(−Ω(x))
k∏
j=1
(c(x) + xi)xi
Γ(xi + 1) =
1
2
√
2
k∏
j=1
(c(x) + xi)xi
x
xi
i
x
xi
i e
−xi
Γ(xi + 1) ·
La formule (3.7) se re´duit a` l’encadrement classique de Γ(x + 1), xxe−x √2πx ≤
Γ(x + 1) ≤ xxe−xe√x. 
De la de´finition de s( j) re´sulte imme´diatement le lemme suivant.
Lemme 3.4 Pour tout j ∈ N, on a
s( j + 1)
s( j) = e
( j
j + 1
) j
, (3.8)
et lorsque j tend vers l’infini
s( j + 1)
s( j) = 1 +
1
2 j + O
(
1
j2
)
·
3.3 Maximisation de F
Pour k ≥ 2, entier, pk est le ke`me nombre premier. Soit A > 0 re´el, et k ≥ 2 on
conside`re le domaine D(A) ⊂ R∗k+ , de´fini par
x1 log 2 + x2 log 3 + · · · + xk log pk ≤ A. (3.9)
Par (3.2) la fonction F de´finie par (3.1) est croissante par rapport a` chaque variable,
le proble`me d’optimisation x ∈ D(A)max F(x). (3.10)
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a donc meˆme solution que le proble`mex1 log 2 + x2 log 3 + · · · + xk log pk = Amax F(x1, x2, . . . , xk). (3.11)
Ce proble`me a e´te´ re´solu dans [8], lemme 6, par la me´thode des multiplicateurs de
Lagrange. Le multiplicateur de Lagrange est la constante ρk de´finie en (2.11).
Lemme 3.5 L’unique solution x⋆ = (x⋆1 , x⋆2 , . . . , x⋆k ) du proble`me (3.10) satisfait
x⋆1 log 2 + x
⋆
2 log 3 + · · · + x⋆k log pk = A, (3.12)
∂F
∂xi
(x⋆) = ρk log pi. (3.13)
c(x⋆) = akA (3.14)
x⋆i =
akA
pρki − 1
, i = 1, 2, . . . , k (3.15)
F(x⋆) = ρkA. (3.16)
Lemme 3.6 Soit k ≥ 2, α = (α1, α2, . . . , αk) ∈ D(A) de´fini par (3.9), x⋆ de´fini par
(3.15) et F de´finie par (3.1). Alors on a
F(α) ≤ F(x⋆) − 1
4A log pk
k−1∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi

2
(3.17)
≤ F(x⋆) − 1
4A log pk
k−1∑
i=1
(αi − x⋆i )2(log pi)2. (3.18)
De´monstration : De´finissons y = (y1, y2, . . . , yk) par
y1 = α1, y2 = α2, . . . , yk−1 = αk−1, et
k∑
i=1
yi log pi = A. (3.19)
Comme α ∈ D(A), on a αk ≤ yk et la croissance de F par rapport a` chacune des
variables (cf. (3.2)) entraine
F(α) ≤ F(y). (3.20)
Posons hi = yi − x⋆i . On a par (3.19), (3.15) et (2.12),
k∑
i=1
hi log pi =
k∑
i=1
yi log pi −
k∑
i=1
x⋆i log pi = A − A = 0. (3.21)
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La formule de Taylor applique´e a` F entre les points y et x⋆ donne
F(y) − F(x⋆) =
k∑
i=1
hi
∂F
∂xi
(x⋆) + 1
2
F′′(ξ) · (h), (3.22)
avec ξ = θy + (1 − θ)x⋆ et 0 < θ < 1. On a donc ξ = (ξ1, ξ2, . . . , ξk) ∈ R⋆k+ . Par
(3.13) et (3.21) il vient
k∑
i=1
hi
∂F
∂xi
(x⋆) = ρk
k∑
i=1
hi log pi = 0. (3.23)
(3.21) et l’ine´galite´ de Cauchy-Schwarz donnent k∑
i=1
hi
c(ξ) + ξi

2
=
 k∑
i=1
hi
c(ξ) + ξi
1 − (c(ξ) + ξi) log pi2c(ξ) log pk


2
=

k∑
i=1
√
ξi
c(ξ) + ξi
hi√
ξi(c(ξ) + ξi)
1 − (c(ξ) + ξi) log pi2c(ξ) log pk


2
≤ T (ξ)
 k∑
i=1
h2i
ξi(c(ξ) + ξi)
1 − (c(ξ) + ξi) log pi2c(ξ) log pk
2
 · (3.24)
Par (2.3), pour tout i, 1 ≤ i ≤ k, on a 0 < ξi ≤ Ω(ξ) ≤ c(ξ). En notant ti =
(c(ξ)+ξi) log pi
2c(ξ) log pk , on a donc 0 < ti ≤ 1, puis (1 − ti)2 ≤ 1 − ti. La majoration (3.24) et
(3.5) donnent alors
F′′(ξ) · h ≤
k∑
i=1
h2i c(ξ)
ξi(c(ξ) + ξi)
1 − (c(ξ) + ξi) log pi2c(ξ) log pk − 1

≤ −
k∑
i=1
log pi
log pk
h2i
2ξi
·
Avec l’ine´galite´ de Cauchy-Schwarz sous la forme k∑
i=1
|hi| log pi

2
=
 k∑
i=1
√
ξi log pi
|hi|
√
log pi√
ξi

2
≤ A
k∑
i=1
h2i log pi
ξi
(car par (3.19) et (3.12), ∑ki=1 ξi log pi = A), cela donne
F′′(ξ) · h ≤ − 1
2A log pk
 k∑
i=1
|hi| log pi

2
≤ − 1
2A log pk
k−1∑
i=1
|hi| log pi

2
ce qui avec (3.20), (3.22), (3.23) et (3.19), comple`te la preuve du lemme 3.6. 
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The´ore`me 2 Il existe deux constantes C3 et C4 telles que, pour tout entier n ≥ 2,
avec n = 2α1 3α2 . . . pαkk avec α1, α2, . . . , αk ≥ 1 et α = (α1, α2, . . . , αk) on ait
C3
exp(F(α))
ek
√
α1α2 . . . αk
≤ K(n) ≤ C4
exp(F(α))
πk/2
≤ C4 exp(ρk log n)
πk/2
· (3.25)
De´monstration : On part de l’encadrement donne´ par (2.10),
C1
√
πA(α)B(α) ≤ K(n) ≤ C2
√
πA(α)B(α).
Avec les encadrements de B, (2.9), et de c, (2.3), ceci donne
C1
√
2πΩ(α)A(α) ≤ K(n) ≤ C2
√
6π
√
Ω(α)A(α).
On remplace A(α) par le second membre de (3.6),
C1
2
√
πΩ(α) exp(F(α)
k∏
j=1
1
s(α j) ≤ K(n)
≤ C2
√
3π
2
√
Ω(α) exp(F(α)
k∏
j=1
1
s(α j) ·
L’encadrement (3.7) de s(x) donne alors
C1
2
√
πΩ(α) 1
ek
√
α1α2 . . . αk.
exp(F(α)) ≤ K(n)
≤ C2
√
3π
2
√
Ω(α)∏k
i=1 2παi
exp(F(α))· (3.26)
La premie`re ine´galite´ dans (3.25) est obtenue en minorant Ω(α) par 1 et en po-
sant C3 = C1
√
π
2 . Puisque chacun des entiers 2αi est supe´rieur ou e´gal a` 2, leur
somme 2Ω(n) est majore´e par leur produit ∏ki=1(2αi). On obtient donc la deuxie`me
ine´galite´ de (3.25) en choisissant C4 = C2
√
3π
2 .
La dernie`re ine´galite´ dans (3.25) se re´duit a` F(α) ≤ ρk log n ; elle s’obtient en
appliquant le lemme 3.5, avec A = log n, ce qui assure l’appartenance de α au
domaine D(A). 
4 Grandes valeurs de la fonction K
The´ore`me 3 Il existe deux constantes positives C5 et C6 telles que :
1. Pour tout entier n suffisamment grand on a
log K(n) ≤ ρ log n −C5 (log n)
1/ρ
log log n
· (4.1)
2. Pour tout n suffisamment grand il existe m ≤ n tel que
log K(m) ≥ ρ log n −C6 (log n)
1/ρ
log log n ≥ ρ log m −C6
(log m)1/ρ
log log m · (4.2)
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Preuve de (4.1) Soit n = qα11 qα22 . . . qαkk la de´composition de n en facteurs pre-
miers. Lorsque k = 1, on calcule par re´currence avec la formule (1.2), K(n) =
K(qα11 ) = 2α1−1 ≤ n et (4.1) est ve´rifie´e pour tout C5 et n assez grand.
Nous supposerons maintenant k ≥ 2. On pose N = pα11 pα22 . . . pαkk ≤ n. D’apre`s
la de´finition de K on a K(n) = K(N), et α1 log 2+α2 log 3+ · · ·+αk log pk = log N.
L’encadrement (3.25) donne
log K(n) = log K(N) ≤ ρk log N − k2 log π + log C4,
qui, avec log N ≤ log n, donne
log K(n) ≤ ρk log n − k2 log π + log C4
= ρ log n −
[
(ρ − ρk) log n + k2 log π − log C4
]
. (4.3)
Supposons n ≥ 16 ce qui assure log log n > 1. Vue (2.13), il existe une constante
positive γ1 telle que ρ − ρk ≥ γ1/(kρ−1(log k)ρ). Alors
1. Si 2 ≤ k ≤ (log n)
1/ρ
log log n < log n, on a
ρ − ρk ≥ γ1kρ−1(log k)ρ ≥
γ1(
(log n)1/ρ
log log n
)ρ−1
(log log n)ρ
= γ1
(log n)1/ρ−1
log log n
·
2. Si k > (log n)
1/ρ
log log n , on a alors
k
2
log π ≥ k
2
>
1
2
(log n)1/ρ
log log n
·
Dans les deux cas, le crochet de (4.3) ve´rifie[
(ρ − ρk) log n + k2 log π − log C4
]
≥ min
(
γ1,
1
2
) (log n)1/ρ
log log n − log C4
≥ C5 (log n)
1/ρ
log log n
pour n assez grand, avec C5 > 0. Ceci termine la de´monstration de (4.1). Avant de
de´montrer (4.2), rappelons le lemme suivant qu’on trouvera dans [11].
Lemme 4.1 Soit k un entier positif ; on range les 2k diviseurs de n = p1 p2 . . . pk
par ordre croissant : 1 = d1 < d2 < · · · < d2k = n. Alors, pour tout i, 1 ≤ i ≤ 2k −1,
on a di+1 ≤ 2di.
18
Preuve de (4.2) On applique le lemme 3.5 avec A = log n et
k =
⌊
κ
(log n)1/ρ
log log n
⌋
(4.4)
ou` κ est une constante positive satisfaisant
κ < ρa1/ρ = 1.82 . . . (4.5)
et a est de´fini en (2.12). Par le lemme 3.5 le maximum de F est atteint en
x⋆ = (x⋆1 , x⋆2 , . . . , x⋆k ) avec x⋆i =
ak log n
pρki − 1
, i = 1, 2, . . . , k, (4.6)
ou` les ak sont donne´s par (2.12). On rappelle que, par (3.12),
k∑
i=1
x⋆i log pi = log n. (4.7)
Lorsque n → ∞, on a, en utilisant la de´croissance de (ak) (cf. lemme 2.14), puis
(4.4) pour obtenir un e´quivalent de k,
x⋆1 > x
⋆
2 > · · · > x⋆k =
ak log n
pρkk − 1
>
a log n
pρk
∼ a log n(k log k)ρ ∼
aρρ
κρ
> 1, (4.8)
la dernie`re ine´galite´ provenant de (4.5).
Construction de m. k e´tant de´fini par (4.4) et x par (4.6) on pose m0 =∏ki=1 p⌊x⋆i ⌋i .
Par (4.7) on a
n
p1 p2 . . . pk
=
k∏
i=1
px
⋆
i −1
i < m0 ≤
k∏
i=1
px
⋆
i
i = n.
Soit d le plus grand diviseur de p1 p2 . . . pk ve´rifiant d ≤ n/m0 < p1 p2 . . . pk. On
pose m = m0d. Par de´finition de d et par le lemme 4.1 on a n/m0 < 2d, et donc
1 ≤ n
m
=
n
m0d
< 2. (4.9)
On e´crit d =∏ki=1 pεii , avec εi ∈ {0, 1}. On a alors
m =
k∏
i=1
pαii (4.10)
avec
αi =
⌊
x⋆i
⌋
+ εi, εi ∈ {0, 1} . (4.11)
Avec (4.8), (4.11) donne
1 ≤
⌊
x⋆i
⌋
≤ αi ≤
⌊
x⋆i
⌋
+ 1 ≤ x⋆i + 1 ≤ 2x⋆i , 1 ≤ i ≤ k. (4.12)
et, par (4.9), (4.7) et (4.10) il vient
− log 2 ≤ log m
n
=
k∑
i=1
(αi − x⋆i ) log pi ≤ 0. (4.13)
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Fin de la preuve de (4.2) La formule de Taylor et l’expression (3.5) de la forme
quadratique de´rive´e seconde de F donnent
F(α) = F(x⋆) +
k∑
i=1
(αi − x⋆i )
∂F
∂xi
(x⋆) +
c(ξ)
T (ξ)
 k∑
i=1
αi − x⋆i
c(ξ) + ξi

2
−
k∑
i=1
c(ξ)(αi − x⋆i )2
ξi(c(ξ) + ξi) (4.14)
avec, pour 1 ≤ i ≤ k, ξi = θαi + (1 − θ)x⋆i , 0 < θ < 1 et ξ = (ξ1, ξ2, . . . , ξk). Par
(4.12) on a
ξi ≥ θ
⌊
x⋆i
⌋
+ (1 − θ)
⌊
x⋆i
⌋
=
⌊
x⋆i
⌋
≥ 1. (4.15)
Par (4.11), le quatrie`me terme du second membre de (4.14) satisfait donc
−
k∑
i=1
c(ξ)(αi − x⋆i )2
ξi(c(ξ) + ξi) ≥ −
k∑
i=1
(αi − x⋆i )2 ≥ −k. (4.16)
Le troisie`me terme est positif. Le second terme, par (3.13), (4.13) puis le lemme
2.3 satisfait
k∑
i=1
(αi − x⋆i )
∂F
∂xi
(x⋆) = ρk
k∑
i=1
(αi − x⋆i ) log pi = ρk log
m
n
≥ −ρk log 2 ≥ −ρ log 2. (4.17)
De (4.14), (4.16) et (4.17) on de´duit
F(α) ≥ F(x⋆) − ρ log 2 − k. (4.18)
Vue la de´composition en facteurs premiers de m (4.10), l’encadrement (3.25) donne
log K(m) ≥ F(α) − k − 1
2
k∑
i=1
logαi + log C3. (4.19)
Avec (4.18) cela donne
log K(m) ≥ F(x⋆) − 2k − 1
2
k∑
i=1
log αi + log C3 − ρ log 2. (4.20)
Par (3.16) il vient
F(x⋆1 , x⋆2 , . . . , x⋆k ) = ρ log n − (ρ − ρk) log n, (4.21)
d’ou`
log K(m) ≥ ρ log n − (ρ − ρk) log n − 2k − 12
k∑
i=1
logαi + log C3 − ρ log 2. (4.22)
20
Il reste a` montrer que, a` part ρ log n, les termes du second membre de (4.22) sont
tous des O(log(n)1/ρ/ log log n) = O(k). Pour le terme (ρ − ρk) log n cela re´sulte
de l’e´quivalence (2.13) et de (4.4) Il reste donc a` de´montrer que ∑ki=1 logαi est
un O(k) c’est-a` dire que 1k
∑k
i=1 log αi est un O(1) lorsque k tend vers l’infini. Par
(4.12),
1
k
k∑
i=1
log αi ≤ 1k
k∑
i=1
log(2x⋆i ) ≤ log 2 +
1
k
k∑
i=1
log x⋆i .
Vu le lemme suivant, cela termine la preuve de (4.2) et du the´ore`me 3. 
Lemme 4.2 Avec le choix de k, (4.4), on a, lorsque n tend vers l’infini
1
k
k∑
i=1
log x⋆i = O (1) .
De´monstration : Puisque A = log n, la formule (4.6) donne
1
k
k∑
i=1
log x⋆i = log ak + log log n −
1
k
k∑
i=1
log(pρki − 1)
= log ak + log log n −
k∑
i=1
ρk
k log pi −
1
k
k∑
i=1
log
1 − 1pρki

= log log n − ρkk
k∑
i=1
log pi + O(1).
En utilisant le de´veloppement asymptotique de pk (cf. [18], §57)
pk = k(log k + log log k + O (1))
et le the´ore`me des nombres premiers sous la forme ∑p≤x log p = x + O (x/ log x)
(cf. [6], the´ore`me 4.7) on obtient
k∑
i=1
log pi = pk + O
(
pk
log pk
)
= k(log k + log log k + O (1)).
D’ou`
1
k
k∑
i=1
log x⋆i = log log n − ρk[log k + log log k] + O(1). (4.23)
En notant log3 x = log log log x, il re´sulte de la de´finition (4.4) de k que
log k = 1
ρ
log log n − log3 n + O(1), log log k = log3 n + O(1),
et ρ(log k + log log k) = log2 n + O (1). Avec (4.23) cela donne
1
k
k∑
i=1
log x⋆i = (ρ − ρk)(log k + log log k) + O(1) = O(1)
car, par l’e´quivalence (2.13), (ρ − ρk)(log k + log log k) tend vers 0 quand n tend
vers l’infini. 
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5 Proprie´te´s des nombres K-champions
Comme la fonction K ne de´pend que des exposants de la de´composition en
facteurs premiers de n, il est clair que tout nombre K-champion N est de la forme
N = 2α1 3α2 . . . pαkk , avec α1 ≥ α2 ≥ · · · ≥ αk ≥ 1. (5.1)
Il re´sulte de l’ine´galite´ (4.2) du the´ore`me 3 que
lim sup
n→∞
K(n) = +∞,
et donc il existe une infinite´ de nombres K-champions. K(n) est le nombre de solu-
tions en entiers plus grands que 1 de
n = d1d2 . . . dr.
Chaque telle factorisation de n donne une factorisation non triviale de 2n, 2n =
2d1d2 . . . dr. Comme 2n admet aussi la factorisation triviale 2n = (2n), on a, pour
n ≥ 2, K(2n) > K(n). Il en re´sulte que si l’on range les nombre K-champions dans
l’ordre croissant
N1 = 1 < N2 = 4 < N3 = 6 < · · · < Ni < Ni+1 < · · · (5.2)
on a
Ni+1 ≤ 2Ni. (5.3)
5.1 Encadrement de ω(N)
The´ore`me 4
1. Soit N un nombre K-champion assez grand. Alors
log K(N) ≥ ρ log N −C6 (log N)
1/ρ
log log N
(5.4)
ou` ρ est de´fini en (2.11) et C6 dans le the´ore`me 3.
2. De plus, il existe trois constantes positives C7, C8 et N0 telles que, pour tout
K-champion N ≥ N0, on ait
C7
(log N)1/ρ
log log N ≤ ω(N) ≤ C8
(log N)1/ρ
log log N · (5.5)
Preuve de (5.4) Pour le premier point, on utilise l’ine´galite´ (4.2) du the´ore`me 3.
Il existe m ≤ N ve´rifiant K(m) ≥ ρ log N − C6(log N)1/ρ/ log log N. Puisque N est
un K-champion, on a K(N) ≥ K(m).
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Preuve de (5.5) Posons k = ω(N). L’ine´galite´ (3.25) donne
log K(N) ≤ ρk log N − k log π2 + log C4
≤ ρ log N − (ρ − ρk) log N − k log π2 + log C4. (5.6)
Vue (5.4) cela donne, quand N → +∞,
(ρ − ρk) log N ≤ C6 (log N)
1/ρ
log log N + log C4 ≤ C6(1 + o(1))
(log N)1/ρ
log log N · (5.7)
Par l’e´quivalence (2.13), il existe donc C > 0 tel que,
kρ−1(log k)ρ ≥ C(log N)1−1/ρ log log N. (5.8)
Mais la fonction y = f (t) = tρ−1(log t)ρ tend vers l’infini avec t, et est croissante
pour t ≥ 1. Sa fonction re´ciproque satisfait
f −1(y) ∼ (ρ − 1) ρρ−1
(
y
(log y)ρ
) 1
ρ−1
≍
(
y
(log y)ρ
) 1
ρ−1
, (y → ∞).
et (5.8) entraıˆne
k ≥ f −1
(
C(log N)1− 1ρ log log N
)
≍ (log N)
1/ρ
log log N ·
Ceci donne la minoration de k = ω(N) dans (5.5). La comparaison de (5.6) et (5.4)
donne aussi
k log π
2
≤ C6
(log N)1/ρ
log log N + log C4 ≪
(log N)1/ρ
log log N
d’ou` l’on de´duit la majoration de ω(N) dans (5.5). 
Lemme 5.1 Soit N un nombre K-champion dont la de´composition en facteurs pre-
miers est donne´e par (5.1). On applique le lemme 3.5 avec k = ω(N) et A = log N.
Soit x⋆ de´fini par (3.15). Alors, lorsque N → +∞, on a
log pk ∼ 1
ρ
log log N, ou` ρ est de´fini en (2.11), (5.9)
et
k∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi = O ((log N)δ) avec δ = (1 + 1/ρ)/2 = 0.789 243 . . .
(5.10)
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De´monstration : L’ine´galite´ (5.4) du the´ore`me 4 et ρ ≥ ρk (cf. lemme 2.13)
donnent
log K(N) ≥ ρ log N −C6 (log N)
1/ρ
log log N ≥ ρk log N −C6
(log N)1/ρ
log log N · (5.11)
L’e´quation (3.16) du lemme 3.5 donne F(x⋆) = ρk log N. Appliquons maintenant
le lemme 3.6, avec α = (α1, α2, . . . , αk). La majoration (3.17) s’e´crit
F(α) ≤ ρk log N − 14 logN log pk
k−1∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi

2
· (5.12)
Par l’encadrement (5.5) du the´ore`me 4, k = ω(N) tend vers l’infini avec N. En
utilisant (3.25), il en re´sulte que, pour N assez grand,
log K(N) ≤ F(α) + log C4 − k2 log π ≤ F(α).
Cette ine´galite´, avec (5.11) et (5.12) donne
1
4 logN log pk
k−1∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi

2
≤ C6 (log N)
1/ρ
log log N
· (5.13)
Par les ine´galite´s (5.5) du the´ore`me 4, k = ω(N) ≍ (log N)1/ρlog log N , ce qui entraıˆne, lorsque
N → +∞,
log pk ∼ log(k log k) ∼ log k ∼ 1
ρ
log log N.
et cela prouve (5.9). De (5.13) et (5.9) on de´duit
k−1∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi = O ((log N)δ) (5.14)
avec δ donne´ par (5.10). Pour prouver que ∑ki=1 ∣∣∣αi − x⋆i ∣∣∣ log pi = O ((log N)δ),
ce qui terminera la preuve du lemme, il reste a` ve´rifier que
∣∣∣(αk − x⋆k ) log pk∣∣∣ =
O
(
(log N)δ
)
. La de´finition A = log N et (3.12) donnent
log N =
k∑
i=1
αi log pi =
k∑
i=1
x⋆i log pi.
Il en re´sulte
k∑
i=1
(αi − x⋆i ) log pi = 0 (5.15)
et donc, avec (5.14),
∣∣∣(αk − x⋆k ) log pk∣∣∣ ≤ k−1∑
i=1
∣∣∣αi − x⋆i ∣∣∣ log pi = O ((log N)δ) . 
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5.2 Exposants des petits facteurs premiers
The´ore`me 5 Soit N un nombre K-champion dont la de´composition en facteurs
premiers est donne´e par (5.1), et ρ et a de´finis en (2.11) et (2.12). Lorsque N →
+∞, on a
Ω(N) = α1 + α2 + · · · + αk = b log N + O
(
(log N)δ
)
, (5.16)
avec δ de´fini en (5.10),
βi =
a
pρi − 1
et b =
+∞∑
i=1
βi = 0.8612985 . . . (5.17)
De plus, pour 1 ≤ i ≤ k, on a uniforme´ment en i,
αi = βi log N + O
( (log N)δ
log pi
)
. (5.18)
De´monstration de (5.16) Pour prouver (5.16) il suffit de de´montrer la majoration
un peu plus forte
k∑
i=1
∣∣∣αi − βi log N∣∣∣ + +∞∑
i=k+1
βi log N = O
(
(log N)δ
)
. (5.19)
On applique le lemme 3.5 avec k = ω(N) et A = log N. On e´crit alors,
k∑
i=1
∣∣∣αi − βi log N∣∣∣ ≤ k∑
i=1
∣∣∣αi − x⋆i ∣∣∣ + k∑
i=1
∣∣∣x⋆i − βi log N∣∣∣
ou` les x⋆i sont de´finis par (3.15). Le lemme 5.1 donne
k∑
i=1
∣∣∣αi − x⋆i ∣∣∣ ≤ O ((log N)δ) . (5.20)
En utilisant le lemme 2.15 (car, par (5.5), k ≥ 2)
k∑
i=1
∣∣∣x⋆i − βi log N∣∣∣ = log N k∑
i=1
∣∣∣∣∣∣ akpρki − 1 − apρi − 1
∣∣∣∣∣∣
≤ C9 log N(k log k)ρ−1
k∑
i=1
log pi
pρ2i
= O
(
log N
kρ−1
)
· (5.21)
Par la minoration (5.5) de ω(N) = k, il vient
log N
kρ−1
= O
(
(log N)1/ρ(log log N)ρ−1
)
= O
(
(log N)δ
)
(5.22)
car 1/ρ < δ. Il vient ensuite
+∞∑
i=k+1
βi =
+∞∑
i=k+1
a
pρi − 1
≤
∞∑
i=k+1
2a
pρi
≤
∞∑
i=k+1
2a
iρ
≤
∫ ∞
k
2adt
tρ
=
2a
(ρ − 1)kρ−1 (5.23)
ce qui, avec (5.21) et (5.22) comple`te la preuve de (5.19) et (5.16).
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De´monstration de (5.18) Pour tout i, 1 ≤ i ≤ k, on a∣∣∣αi − βi log N∣∣∣ ≤ ∣∣∣αi − x⋆i ∣∣∣ + ∣∣∣x⋆i − βi log N∣∣∣ . (5.24)
Par le lemme 5.1 on a ∣∣∣αi − x⋆i ∣∣∣ ≪ 1log pi (log N)δ. (5.25)
Les de´finitions (3.15) et (5.17) de βi et x⋆i et le lemme 2.15 donnent, pour tout i,∣∣∣x⋆i − βi log N∣∣∣ ≤ C9 log pipρ2i log N(k log k)ρ−1 = 1log pi O
(
log N
kρ−1
)
.
En utilisant (5.22), il vient∣∣∣x⋆i − βi log N∣∣∣ ≪ 1log pi (log N)δ,
qui, avec (5.25) et (5.24), termine la preuve de (5.18). 
5.3 Exposants des grands facteurs premiers
Lemme 5.2 Soit N = 2α1 3α2 . . . pαkk un K-champion tendant vers l’infini, α =
(α1, α2, . . . , αk), et δ de´fini par (5.10).
1. Soit a = 1.100020011 . . . la constante de´finie en (2.12) ; alors
c(α) = a log N + O
(
(log N)δ
)
, (5.26)
2. Soit T0 =
∑∞
j=1
1
pρj
= 0.62035 . . . . Alors on a
T (α) = T0 + O
(
(log N)δ−1
)
. (5.27)
3. Soit B0 =
√
2a
T0 = 1.883 . . . . Alors on a
B(α) = B0
√
log N
(
1 + O
(
(log N)δ−1
))
. (5.28)
4.
K(N) = B0
√
π
√
log N A(α)
(
1 + O
(
(log N)δ−1
))
. (5.29)
De´monstration de (5.26) Soit β = (βi)i≥1 ou` les βi sont de´finis en (5.17). L’e´galite´
(2.2), le lemme 2.6 et la majoration (5.19) donnent∣∣∣∣c(α) − c(β) log N∣∣∣∣ = ∣∣∣∣c(α) − c(β log N)∣∣∣∣ ≤
≤ 2
k∑
i=1
∣∣∣αi − βi log N∣∣∣ + 2 +∞∑
i=k+1
βi log N = O
(
(log N)δ
)
.
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Il reste a` ve´rifier que c(β) = a. Or, par de´finition de ρ,
2 =
∞∏
i=1
1
1 − 1pρi
=
∞∏
i=1
pρi
pρi − 1
=
∞∏
i=1
1 + 1pρi − 1
 ·
Par la formule (2.1) qui de´finit c, cela s’e´crit c
(
1
2ρ − 1 ,
1
3ρ − 1 , · · ·
)
= 1. Puisque
βi = a/(pρi − 1), on obtient c(β) = a en multipliant les deux termes de cette e´galite´
par a (graˆce a` (2.2)).
De´monstration de (5.27) Par la de´fintion (5.17), on a βi/(a + βi) = 1/pρi . L’esti-
mation (5.18), ou` le O
(
(log N)δ−1
)
est uniforme en i, et (5.26) donnent alors
T (α) =
k∑
i=1
αi
c(α) + αi =
k∑
i=1
βi log N
(
1 + O
(
(log N)δ−1
))
(a + βi) log N (1 + O ((log N)δ−1))
=
k∑
i=1
1
pρi
(
1 + O
(
(log N)δ−1
))
=
k∑
i=1
1
pρi
+ O
(
(log N)δ−1
)
= T0 −
∞∑
i=k+1
1
pρi
+ O
(
(log N)δ−1
)
,
ce qui prouve (5.27), car, par (5.22) et (5.23), on a
∞∑
i=k+1
1
pρi
= O
(
1
kρ−1
)
= O
(
(log N)δ−1
)
.
De´monstration de (5.28) La formule (5.28) est une conse´quence de la de´finition
(2.8) de B, de (5.26) et de (5.27).
De´monstration de (5.29) Choisissant η = 1− δ dans le the´ore`me 1 (the´ore`me de
Evans) on obtient
K(N) = √πB(α)A(α)
(
1 + O
(
(Ω(N))δ−1
))
·
On conclut avec (5.28) et (5.16). 
De´finition 5.3 Soit N = 2α1 3α2 . . . pαkk un K-champion tendant vers l’infini, et M
un entier de´pendant de N, M = 2α′1 3α′2 . . . pα
′
k
k′ , avec α
′
i ≥ 1 pour 1 ≤ i ≤ k′. On
pose α′ = (α′1, α′2, . . . , α′k′), et µ = δ − 1/ρ = 0.210 . . . . On dira que M est voisin
de N si, avec la notation 1,∥∥∥α′ − α∥∥∥ = O ((log N)µ) = O ((log N)δ−1/ρ) .
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Lemme 5.4 Si M = 2α′1 3α′2 . . . pα
′
k
k′ est un voisin de N, on a
log M = log N + O
(
(log N)δ
)
. (5.30)
Ω(M) = b log N + O
(
(log Nδ
)
, α′i = βi log N + O
(
(log N)δ
)
(1 ≤ i ≤ k′).
(5.31)
De´monstration de (5.30) Posons k1 = max(k, k′). On a
∣∣∣log M − log N∣∣∣ = ∣∣∣∣∣∣∣
k1∑
i=1
(α′i − αi) log pi
∣∣∣∣∣∣∣
≤
k1∑
i=1
∣∣∣α′i − αi∣∣∣ log pi ≤ ∥∥∥α′ − α∥∥∥ log pk1 .
Par (5.5), k = ω(N) = O
(
(log N)1/ρ
log log N
)
. Puisque M est voisin de N, on a 0 ≤ k1 − k ≪
(log N)µ. Par (5.5), on a donc k1 = ω(N) + O ((log N)µ) = O ( (log N)1/ρlog log N ). Par le
the´ore`me des nombres premiers pk1 ∼ k1 log k1 = O
(
(log N)1/ρ
)
, et, par hypothe`se,∥∥∥α′ − α∥∥∥ = O ((log N)δ−1/ρ), d’ou` (5.30).
De´monstration de (5.31) L’e´galite´ (5.16) et la majoration e´vidente
|Ω(M) −Ω(N)| ≤
∥∥∥α′ − α∥∥∥ = O ((log N)δ)
donnent la premie`re e´galite´ dans (5.31). Pour i satisfaisant i ≤ min(k, k′), l’esti-
mation (5.18) et
∣∣∣α′i − αi∣∣∣ ≤ ∥∥∥α′ − α∥∥∥ = O ((log N)δ) donnent la deuxie`me e´galite´.
Lorsque k < i ≤ k′, on e´crit∣∣∣α′i − βi log N∣∣∣ ≤ α′i + βi log N ≤ ∥∥∥α′ − α∥∥∥ + βi log N.
On termine en remarquant que βi =
a
pρk − 1
≤ 2a
pρk
= O
(
1
(log N)1+o(1)
)
, vu (5.9) 
Le lemme 5.5 ci-dessous e´tend aux voisins d’un champion les proprie´te´s des
nombres K-champions e´nonce´es dans le lemme 5.2.
Lemme 5.5 Avec les notations de la de´finition 5.3, soit N un K-champion qui tend
vers l’infini et M = 2α′1α′1 3α′2 . . . pα
′
k′
k′ un voisin de N, et α
′ = (α′1, α′2, . . . , α′k′), (ou
plus ge´ne´ralement, α′ ∈ R⋆k′+ avec
∥∥∥α′ − α∥∥∥ = O ((log N)µ)). Soit δ, a,T0 et B0 les
constantes figurant dans le lemme 5.2. Alors on a
1.
c(α′) = a log N + O
(
(log N)δ
)
, (5.32)
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2.
T (α′) = T0 + O
(
(log N)δ−1
)
, (5.33)
3.
B(α′) = B0
√
log N
(
1 + O
(
(log N)δ−1
))
, (5.34)
4.
K(M) = B0
√
π
√
log N A(α′)
(
1 + O
(
(log N)δ−1
))
. (5.35)
De´monstration de (5.32) Vu (5.26), il suffit de montrer que
∣∣∣c(α′) − c(α)∣∣∣ =
O
(
(log N)δ
)
. Le lemme 2.6 et la de´finition 5.3 donnent∣∣∣c(α′) − c(α)∣∣∣ ≤ 2 ∥∥∥α′ − α∥∥∥ = O ((log N)δ) .
De´monstration de (5.33) Vu (5.27), il suffit de montrer que
∣∣∣T (α′) − T (α)∣∣∣ =
O
(
(log N)δ−1
)
. Le lemme 2.7 donne
∣∣∣T (α′) − T (α)∣∣∣ ≤ 3 ∥∥∥α′ − α∥∥∥
max(Ω(N),Ω(M)) ·
Par (5.16) et (5.31) on a Ω(M) ∼ Ω(N) ∼ a log N, et avec la de´finition 5.3, on en
de´duit ∣∣∣T (α′) − T (α)∣∣∣ = O ( (log N)δlog N
)
= O
(
(log N)δ−1
)
.
De´monstration de (5.34) La formule (5.34) se de´duit de la de´finition (2.8) de B,
de (5.32) et de (5.33).
De´monstration de (5.35) En choisissant η = 1− δ dans le the´ore`me 1 on obtient
K(M) = √πB(α′)A(α′)
(
1 + O
(
(Ω(M))δ−1
))
On conclut avec (5.34) et (5.31). 
Lemme 5.6 Soit N = 2α1 3α2 . . . pαkk un K-champion tendant vers l’infini et α =
(α1, α2, . . . , αk). Soit alors x ∈ R⋆ℓ+ de´pendant de N, tel que
∥∥∥x − α∥∥∥ = O ((log N)δ).
Alors, pour tout i tel que pρi = o
(
(log N)1−δ
)
on a
∂F(x)
∂xi
= ρ log pi + O
(
pρi (log N)δ−1
)
. (5.36)
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De´monstration : Par (5.17), on a βi ≍ 1pρi . Par le lemme 2.6, (5.18), (5.26) et la
de´finition de βi dans (5.17), il vient
c(x) + xi
xi
=
c(α) + αi + O
(
(log N)δ
)
αi + O
((log N)δ)
=
a log N + βi log N + O
(
(log N)δ
)
βi log N + O
((log N)δ)
=
(a + βi)
(
1 + O
(
(log N)δ−1
))
βi
(
1 + O
(
pρi (log N)δ−1
))
= pρi
(
1 + O
(
pρi (log N)δ−1
))
,
et donc, par la formule (3.2),
∂F
∂xi
(x) = log
(
pρi
(
1 + O
(
pρi (log N)δ−1
)))
= ρ log pi + O
(
pρi (log N)δ−1
)
.

Le lemme pre´ce´dent pre´cise la variation de F(α) lorsque on multiplie un cham-
pion N = 2α1 3α3 . . . pαkk par un petit facteur premier. Le lemme suivant pre´cise la
variation de F(α′) lorsque l’on multiplie M′ = 2α′1 3α′2 . . . pα
′
k′
k′ , voisin d’un cham-
pion, par un grand facteur premier.
Lemme 5.7 Soit N = 2α1 3α2 . . . pαkk un K-champion tendant vers l’infini et M′ =
2α′1 3α′2 . . . pα
′
k′
k′ un voisin de N. Soit i un indice tel que p
ρ
i ≫ (log N)1−δ et i ≤
k′ + 1. Soit M′′ = M′pi = 2α
′′
1 3α′′2 . . . pα
′′
k′′
k′′ avec k
′′ = max(i, k′). En posant α′′ =
(α′′1 , α′′2 , . . . , α
′′
k′′) et α′ = (α′1, α′2, . . . , α
′
k′). Lorsque i = k′ + 1, on pose α′k′+1 = 0 et
α′ = (α′1, α′2, . . . , α′k′ , 0). On a alors
F(α′′) − F(α′) = 1 + log a + log log N
− (α′i + 1) log(α′i + 1) + α′i logα′i + O
(
(log N)δ−1
)
(5.37)
en convenant que α′i log α
′
i = 0 pour α
′
i = 0.
De´monstration Commenc¸ons par remarquer que M′′ est aussi un voisin de M.
1. Il re´sulte de pρi ≫ (log N)1−δ, de (5.18) et de la de´finition 5.3 que l’on a
α′i = O
(
(log N)δ
)
. (5.38)
Notons c′′ = c(α′′) et c′ = c(α′). Montrons que
c′′ − c′ = 1
T0
+ O
(
(log N)δ−1
)
. (5.39)
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On conside`re la fonction G(t) de´finie par G(t) = c(α′ + t(α′′ − α′)). Elle est
de´rivable et, par le the´ore`me des accroissements finis, c′′−c′ = G(1)−G(0) =
G′(t), avec t ∈]0, 1[. Notons γ = α′ + t(α′′ − α′). Par le lemme 2.3, (5.32),
(5.33) et (5.38) il vient
G′(t) = ∂c(x)
∂xi
(γ) = 1
T (γ)
c(γ)
c(γ) + α′i + t
=
1
T0 + O
((log N)δ−1) a log N + O
(
(log N)δ
)
a log N + O ((log N)δ)
=
1
T0
+ O
(
(log N)δ−1
)
ce qui de´montre (5.39).
2. Ecrivons, par la de´finition 3.1
F(α′′) − F(α′) =
k′′∑
j=1, j,i
α′j log
c′′ + α′j
α′j
−
k′′∑
j=1, j,i
α′j log
c′ + α′j
α′j
+ (α′i + 1) log
(
c′′ + α′i + 1
α′i + 1
)
− α′i log
(
c′ + α′i
α′i
)
soit
F(α′′) − F(α′) = S 1 + S 2 + α′i log α′i − (α′i + 1) log(α′i + 1) (5.40)
avec
S 1 =
k′′∑
j=1, j,i
α′j log
1 + c′′ − c′c′ + α′j
 (5.41)
et
S 2 = (α′i + 1) log(c′′ + α′i + 1) − α′i log
(
c′ + α′i
)
. (5.42)
Par (5.31) et (5.32), c′ + α′j ≍ log N, ce qui entraıˆne par (5.39),
log
1 + c′′ − c′c′ + α′j
 = c′′ − c′c′ + α′j + O (1)(log N)2 = 1T0 1c′ + α′j + O
(
(log N)δ−2
)
·
Il en re´sulte que
S 1 =
k∑
j=1, j,i
α′j log
c′′ + α′j
c′ + α′j
=
1
T0
k∑
j=1, j,i
α′j
c′ + α′j
+
 k∑
j=1, j,i
α′j
O ((log N)δ−2) ·
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Puis, en utilisant (2.5), (5.33), (5.31) et (5.38)
S 1 =
1
T0
(
T (α′) − α
′
i
c′ + α′i
)
+(Ω(M′)−α′i )O
(
(log N)δ−2
)
= 1+O
(
(log N)δ−1
)
·
(5.43)
3. La de´finition (5.42) de S 2 donne
S 2 = log(c′′ + α′i + 1) + α′i log
c′′ + α′i + 1
c′ + α′i
= log(c′′ + α′i + 1) + α′i log
(
1 + c
′′ − c′ + 1
c′ + α′i
)
·
Avec (5.32), (5.39) et (5.38) on en de´duit
S 2 = log
(
a log N(1 + O(log N)δ−1)
)
+ O
(
(log N)δ
)
O
(
(log N)−1
)
= log a + log log N + O
(
(log N)δ−1
)
·
Avec (5.40) et (5.43) on en de´duit (5.37). 
Lemme 5.8 Soit N = 2α1 3α2 . . . pαkk un K-champion tendant vers l’infini et M′ =
2α′1 3α′2 . . . pα
′
k′
k′ un voisin de N.
1. Soit pi un nombre premiet tel que pi = O
((log N)η), avec
O ≤ η < 1 − δ
ρ
= 0.12192 . . . (5.44)
Soit u petit entier, u = O
((log log N)), et M′′ = pui M′. Alors, lorsque N tend
vers l’infini,
K(M′′)
K(M′) = p
ρu
i
(
1 + O
(
log log N
(log N)1−δ−ηρ
))
· (5.45)
2. Si pi ≫ (log N)(1−δ)/ρ et i ≤ k′ + 1 alors, lorsque N → ∞, on a, en posant
α′k′+1 = 0,
K(M′′)
K(M′) =
a log N
α′i + 1
(
1 + O
(
(log N)δ−1
))
· (5.46)
De´monstration :
1. Posons α′′j = α
′
j pour j , i, α′′i = α′i + u et α′′ = (α′′1 , α′′2 , . . . , α′′k′). Comme
M′′ et M′ sont des voisins de N, par (5.35), il vient
K(M′′)
K(M′) =
A(α′′)
A(α′)
(
1 + O
(
(log N)δ−1
))
·
et, par (3.6), on a
A(α′′)
A(α′) = exp
(
F(α′′) − F(α′)
) s(α′i)
s(α′i + u)
· (5.47)
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Par (5.17) et l’hypothe`se pi = O ((log N)η) on a
βi =
a
pρi − 1
≥ a
pρi
≫ a(log N)ηρ ·
Par (5.18), (5.44), et la de´finition 5.3, pour tout j, 0 ≤ j ≤ u, on a α′i+ j+1 ≫
(log N)1−ηρ, puis par le lemme 3.4,
s(α′i + j)
s(α′i + j + 1)
= 1− 1
2(α′i + j + 1)
+O
( 1α′i + j + 1
)2 = 1+O ( 1(log N)1−ηρ
)
.
De u = O
(
log log N
)
il re´sulte alors
s(α′i )
s(α′i + u)
=
u−1∏
j=0
s(α′i + j)
s(α′i + j + 1)
= 1 + O
(
log log N
(log N)1−ηρ
)
quand N tend vers l’infini, et avec (5.47),
A(α′′)
A(α′) = exp
(
F(α′′) − F(α′)
) (
1 + O
(
log log N
(log N)1−ηρ
))
· (5.48)
Par le the´ore`me des accroissements finis, il existe t ∈]0, 1[, tel que
F(α′′) − F(α′) = u∂F(x)
∂xi
(α′ + t(α′′ − α′)).
Puisque
∥∥∥α′′ − α′∥∥∥ = |u| = O (log log N), on en de´duit avec (5.36)
F(α′′) − F(α′) = uρ log pi + O
(
(log log N)pρi (log N)δ−1
)
= uρ log pi + O
(
log log N
(log N)1−δ−ηρ
)
,
puis (5.45), a` l’aide de (5.44).
2. Lorsque pi est grand, on a, comme dans le point 1,
K(M′′)
K(M′) =
A(α′′)
A(α′)
(
1 + O
(
(log N)δ−1
))
·
et, par (5.37)
F(α′′) − F(α′) = 1 + log a + log log N
− (α′i + 1) log(α′i + 1) + α′i logα′i + O
(
(log N)δ−1
)
.
De cette e´galite´, et de (5.47) (avec u = 1), on de´duit en utilisant (3.8)
A(α′′)
A(α′) =
a log N
α′i + 1
e
(
α′i
α′i + 1)
)α′i s(α′i)
s(α′i + 1)
(
1 + O
(
(log N)δ−1
))
=
a log N
α′i + 1
(
1 + O
(
(log N)δ−1
))
·
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The´ore`me 6 Soit N = 2α1 3α2 . . . pαkk un K-champion.
1. Pour N suffisament grand, on a αk = 1.
2. Pour j ≥ 1, un entier fixe´. On de´signe par P j le plus grand nombre premier
tel que P jj divise N (en particulier P1 = pk). Lorsque N tend vers l’infini
P j ∼
(
a log N
j
) 1
ρ
∼ j−1/ρP1. (5.49)
3. Lorsque N tend vers l’infini,
ω(N) ∼ ρa1/ρ (log N)
1/ρ
log log N · (5.50)
Remarque : Le calcul des 761 premiers nombres K-champions laisse penser que
le nombres de champions tels que αk > 1 est 111, et que le plus grand d’entre eux
est le 390e`me champion
N390 = 2283105472 = 485 432 135 516 160 000.
De´monstartion du point 1 On suppose αk ≥ 2 et on pose M = N pk+1 pk+22pk−1 pk .
Lorsque N tend vers l’infini, k tend vers l’infini. Pour N suffisament grand on a
donc M < N, et puisque N est un champion K(M) < K(N). On pose M(0) = N,
M(1) = Npk , M
(2) = Npk−1 pk
, M(3) = N pk+1pk−1 pk , M
(4) = N pk+1 pk+2pk−1 pk
et M(5) = M. Ces
nombres sont des voisins de N, et, par (5.5), on a pk−1 ≫ (log N)(1−δ)/ρ. En appli-
quant 5 fois le lemme 5.8, lorsque N tend vers l’infini, on a
1 > K(M)
K(N) =
4∏
i=0
K(M(i+1))
K(M(i)) ∼
αk−1αk
2ρ × 1 × 1 · (5.51)
On a donc pour N assez grand (αk−1αk)/2ρ . 1, et, a fortiori,
α2k ≤ αk−1αk . 2ρ = 3.314.
Puisque αk est un entier, il est plus petit que 2, il y a contradiction.
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De´monstration de (5.49) Soit i, de´pendant de N, le plus grand indice tel que
αi ≥ j. Cet entier i est caracte´rise´ par αi ≥ j > αi+1. Notons j′ = αi et j′′ =
αi+1. D’apre`s (5.18), il existe une constante C telle que j > αi+1 ≥ βi+1 log N −
C(log N)δ ≥ apδi+1 log N − C(log N)
δ
. Cela implique pi+1 ≫ (log N)(1−δ)/ρ, et donc
aussi pi ≫ (log N)(1−δ)/ρ.
Le nombre log 3/ log 2 e´tant irrationnel, si l’on ordonne l’ensemble des 2u3v
en une suite croissante (xn)n≥1, on a lim xn+1/xn = 1. En conse´quence, pour tout
ε > 0, il existe Nε tel que, pour tout champion N ≥ Nε, il existe des entiers
u′, v′, u′′, v′′ ≥ 0 avec
(1 − ε)pi ≤ 2u′3v′ < pi < pi+1 < 2u′′3v′′ < pi+1(1 + ε) < pi(1 + 2ε). (5.52)
De l’encadrement ci-dessus, de pi ≤ pk et de (5.9) il re´sulte que
u′, v′, u′′, v′′ = O (log log N) . (5.53)
Soit
M′ = N2u
′3v′/pi < N et M′′ = N
pi+1
2u′′3v′′
< N. (5.54)
Comme N est un K-champion on a K(M′) < K(N) et K(M′′) < K(N). Par le lemme
5.8 on a, comme en (5.51)
K(M′)
K(N) ∼
2ρu′3ρv′ j′
a log N
et
K(M′′)
K(N) ∼
a log N
2ρu′′3ρv′′ ( j′′ + 1) ·
Et donc, puisque 2u′3v′ ≥ (1 − ε)pi,
(1 − ε)ρpρi
j′
a log N .
K(M′)
K(N) < 1.
soit
P j = pi .
1
1 − ε
(
a log N
j′
) 1
ρ
≤ 1
1 − ε
(
a log N
j
) 1
ρ
·
De meˆme, la majoration K(M′′)/K(N) < 1 avec 2u′′3v′′ ≤ pi(1 + 2ε) donne
P j = pi &
1
(1 + 2ε)
(
a log N
j′′ + 1
) 1
ρ
≥ 1(1 + 2ε)
(
a log N
j
) 1
ρ
·
De´monstration de (5.50) Choisissant j = 1 dans (5.49) on obtient
pk = P1 ∼
(
a log N
)1/ρ
,
puis, par le the´ore`me des nombres premiers, k log k ∼ (a log N)1/ρ et log k ∼
1
ρ
log log N et cela donne(5.50). .
Remarque : En utilisant les re´sultats connus sur les approximations diophan-
tiennes de log 3/ log 2 (cf. [27]), on peut rendre plus pre´cises les ine´galite´s (5.52)
et obtenir un terme de reste pour les formules (5.49) et (5.50).
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5.4 Estimation de Q(X)
Soit Q(X) le nombre de K-champions au plus e´gaux a` X. Par les proprie´te´s
(5.1) et (5.3), nous avons, comme en [11], paragraphe 6.4
log X ≪ Q(X) ≤ exp
(1 + o(1)) 2π√3
√
log X
log log X

et l’on peut montrer
The´ore`me 7 1. Pour X assez grand, on a
Q(X) ≥ (log X)1.07.
2. Lorsque X tend vers l’infini
log Q(X) = O
(
(log X)δ/2
)
ou` δ = 0.788 . . . a e´te´ de´fini en (5.10).
De´monstration de 1 La preuve est tre`s voisine de celle de la proposition 7.1 de
[11]. Soit N un nombre K-champion assez grand et η = 3/40 = 0.075. Notons que
cela entraine 1−δ−ηρ = 0.0811 . . . > η+0.006. On montre d’abord que le nombre
K-champion N′ suivant N ve´rifie
N′ ≤ N
(
1 +
2η log log N
(log N)η
)
(5.55)
ce qui, comme dans [11], entraıˆne le point 1. Pour prouver (5.55) on construit deux
nombres premiers conse´cutifs pr et pr+1 ve´rifiant (cf. [11])
(log N)η ≤ pr < pr + 2 ≤ pr+1 < 2(log N)η (5.56)
et
pr < pr + 2 ≤ pr+1 ≤ pr + 2η log log N. (5.57)
On pose M = pr+1pr N ; on s’assure par (5.18) que l’exposant αr de pr dans N tend
vers l’infini, et que N/pr et M sont des voisins de N, puis, par l’e´galite´ (5.45) du
lemme 5.8
K(M)
K(N) =
(
pr+1
pr
)ρ (
1 + O
(
log log N
(log N)1−δ−ηρ
))
=
(
pr+1
pr
)ρ (
1 + O (1)(log N)η+0.006
)
(5.58)
Mais par (5.56),(
pr+1
pr
)ρ
≥
(
1 +
2
pr
)ρ
≥
(
1 +
1
(log N)η
)ρ
≥ 1 + ρ(log N)η
ce qui, avec (5.58), montre que K(M) > K(N). Cela implique N′ ≤ M et, par
(5.57),
N′ ≤ M = N pr+1
pr
≤ N
(
1 + 2η log log N
pr
)
qui, avec (5.56), de´montre (5.55).
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De´monstration de 2 Soit N = 2α1 3α2 . . . pαkk , et J un entier. On pose
TJ = TJ(N) =
k∑
i=J+1
αi.
Il re´sulte de (5.19) que ∑ki=J+1 ∣∣∣αi − βi log N∣∣∣ = O ((log N)δ), et cela implique
TJ =
k∑
i=J+1
βi log N + O
(
(log N)δ
)
=
 k∑
i=J+1
a
pρi − 1
 log N + O ((log N)δ) .
Mais on a
k∑
i=J+1
a
pρi − 1
≤
k∑
i=J+1
2a
pρi
≤
k∑
i=J+1
2a
iρ
≤
∫ ∞
J
2a dt
tρ
=
2a
(ρ − 1)Jρ−1
ce qui entraıˆne
TJ = O
(
log N
Jρ−1
)
+ O
(
(log N)δ
)
. (5.59)
On choisit
J =
⌊(log X)γ⌋
avec
γ =
1 − δ
ρ − 1 =
1
2ρ
= 0.289 . . .
Alors, pour tous les nombres K-champions N ≤ X, on a par (5.59)
TJ(N) = O
(
(log X)δ
)
.
La preuve du point 2 se termine alors comme dans [11]. .
5.5 Table des champions
Nous avons vu (5.1) que les nombres K-champions sont de la forme
N = 2α1 3α2 . . . pαkk , avec α1 ≥ α2 ≥ · · · ≥ αk ≥ 1.
Pour e´nume´rer tous les K champions infe´rieurs a` X on construit, par « backtra-
cking » tous les nombres N de cette forme jusqu’a` X. Le bactracking n’e´nume`re
pas ces nombres par ordre croissant. Chaque fois qu’un tel N est obtenu, la valeur
K(N) est calcule´e en utilisant la formule (1.5) et le couple (N, K(N)) est me´morise´.
Une fois cette construction termine´e, on range ces couples par valeurs croissantes
de N, et on e´limine ceux qui ne sont pas champions. Nous avons calcule´ tous les
champions jusqu’a` X = 557 940 830 126 698 960 967 415 390. Nous avons obtenu
340 884 nombres de la forme (5.1). Parmi ceux-ci 761 sont des champions. La
figure 2 donne les 40 premiers champions. 1
1 On trouvera une table plus comple`te sur l’une ou l’autre des deux pages personnelles
http://math.univ-lyon1.fr/˜deleglise
http://math.univ-lyon1.fr/˜nicolas
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i Ni K(Ni) αi K(Ni) =
1 1 1 [] 1
2 4 2 [2] 2
3 6 3 [1, 1] 3
4 8 4 [3] 22
5 12 8 [2, 1] 23
6 24 20 [3, 1] 23 × 5
7 36 26 [2, 2] 2 × 13
8 48 48 [4, 1] 23 × 3
9 72 76 [3, 2] 22 × 19
10 96 112 [5, 1] 24 × 7
11 120 132 [3, 1, 1] 22 × 3 × 11
12 144 208 [4, 2] 24 × 13
13 192 256 [6, 1] 28
14 240 368 [4, 1, 1] 24 × 23
15 288 544 [5, 2] 25 × 17
16 360 604 [3, 2, 1] 22 × 151
17 432 768 [4, 3] 28 × 3
18 480 976 [5, 1, 1] 24 × 61
19 576 1376 [6, 2] 25 × 43
20 720 1888 [4, 2, 1] 25 × 59
21 864 2208 [5, 3] 25 × 3 × 23
22 960 2496 [6, 1, 1] 26 × 3 × 13
23 1152 3392 [7, 2] 26 × 53
24 1440 5536 [5, 2, 1] 25 × 173
25 1728 6080 [6, 3] 26 × 5 × 19
26 1920 6208 [7, 1, 1] 26 × 97
27 2160 7968 [4, 3, 1] 25 × 3 × 83
28 2304 8192 [8, 2] 213
29 2880 15488 [6, 2, 1] 27 × 112
30 3456 16192 [7, 3] 26 × 11 × 23
31 4320 25440 [5, 3, 1] 25 × 3 × 53
32 5760 41792 [7, 2, 1] 26 × 653
33 6912 41984 [8, 3] 210 × 41
34 8640 76864 [6, 3, 1] 26 × 1201
35 11520 109568 [8, 2, 1] 210 × 107
36 17280 222528 [7, 3, 1] 26 × 3 × 19 × 61
37 23040 280576 [9, 2, 1] 211 × 137
38 25920 331776 [6, 4, 1] 212 × 34
39 30240 333984 [5, 3, 1, 1] 25 × 3 × 72 × 71
40 34560 622592 [8, 3, 1] 215 × 19
Fig. 2 – Table des 40 premiers K-champions
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5.6 Proble`mes ouverts
Les proble`mes liste´s a` la fin de l’article [11] au sujet de la fonction KP (de´finie
en (1.5)) peuvent se poser a` peu pre`s dans les meˆmes termes pour la fonction de
Kalma´r K.
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