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Uma Abordagem Evolutiva para o Problema de
Custo Me´dio a Longo Prazo com Saltos
Na˜o-Observados
C.A. SILVA1, D.C. BORTOLIN2, E.F. COSTA3, Departamento de Matema´tica Apli-
cada e Estat´ıstica, ICMC/USP - Sa˜o Carlos, Caixa Postal 668, 13560-970 Sa˜o Car-
los, SP.
Resumo. Neste artigo propomos uma adaptac¸a˜o de um algoritmo baseado na
evoluc¸a˜o biolo´gica para a obtenc¸a˜o do controle o´timo do problema do custo me´dio
a longo prazo para sistemas lineares com saltos markovianos. Na˜o ha´ na literatura
um me´todo que fornec¸a, comprovadamente, o controle o´timo do problema, nem
estudos comparativos de diferentes me´todos. O algoritmo empregado diferencia-se
dos algoritmos gene´ticos ba´sicos por substituir os operadores evolutivos por um
sorteio de acordo com uma distribuic¸a˜o probabil´ıstica. Comparamos o algoritmo
proposto com um me´todo bastante utilizado para esta classe de problema, levando
em considerac¸a˜o a relac¸a˜o entre os custos obtidos, o tempo de CPU e a quantidade
de problemas em que o crite´rio de parada estabelecido foi atingido.
Palavras-chave. Sistemas com saltos markovianos, algoritmo evolutivo, problema
de controle.
1. Introduc¸a˜o
Neste artigo tratamos de sistemas lineares com saltos markovianos (SLSM) em
tempo discreto [4], os quais representam uma classe de sistemas estoca´sticos que
apresentam modos de operac¸a˜o que se alternam de acordo com as probabilidades de
uma cadeia de Markov. Desta forma, estes sistemas apresentam variac¸o˜es repentinas
nos paraˆmetros, chamadas de “saltos”. Dizemos que os saltos dos sistemas sa˜o
observados quando estes sa˜o acess´ıveis em cada instante de tempo, caso contra´rio
sa˜o denominados na˜o-observados.
Inu´meras aplicac¸o˜es podem ser modeladas como um SLSM, como controle para
aeronaves [1, 15], pol´ıticas moneta´rias [17, 2], sistemas robo´ticos [13], entre outros.
Ale´m dos aspectos pra´ticos, o fato dos SLSM generalizarem sistemas lineares deter-
min´ısticos e apresentarem resultados fortes que recuperam propriedades de sistemas
lineares cla´ssicos, os torna alvo de trabalhos que abordam um estudo mais teo´rico.
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Destacam-se resultados sobre noc¸o˜es de estabilidade [16], filtragem [14], soluc¸a˜o
o´tima para custo finito e infinito quadra´tico [7], entre outros. Apesar das va´rias
pesquisas envolvendo os SLSM, ainda existem algumas lacunas, como a determina-
c¸a˜o do controle o´timo para o custo me´dio a longo prazo (CMLP). O controle indica
uma determinada ac¸a˜o (representada por uma varia´vel) sobre um sistema dinaˆmico,
a fim de “controlar” o sistema. A expressa˜o “controlar”, no contexto do artigo, re-
presenta encontrar valores para o controle que minimizem o custo representado pelo
CMLP.
O CMLP representa o ı´ndice de desempenho do SLSM quando ha´ presenc¸a de
ru´ıdo aditivo no sistema, ou seja, quando a trajeto´ria do sistema sofre perturbac¸o˜es,
possivelmente de alguma forc¸a exo´gena. Neste contexto, estamos interessados em
obter o controle o´timo de um SLSM em que haja presenc¸a de ru´ıdo aditivo e que
na˜o se tenha acesso a` informac¸a˜o do estado da cadeia, pois para o cena´rio onde
pode-se observar o estado da cadeia de Markov, a soluc¸a˜o o´tima e´ obtida na forma
de ganhos de realimentac¸a˜o linear, por meio das soluc¸o˜es das equac¸o˜es alge´bricas
de Riccati (EAR) [4].
No cena´rio sem observac¸a˜o ou com observac¸a˜o incompleta do estado da cadeia
de Markov, onde um u´nico ganho refere-se a todos os estados em cada instante
de tempo, na˜o se tem resultados que permitam calcular um controle tal que o
CMLP seja um mı´nimo global. Apenas dispo˜e-se de um resultado em que se formula
uma expressa˜o, assumindo o controle na forma de realimentac¸a˜o linear (compat´ıvel
com o cena´rio observado). Em [6] e´ apresentado um algoritmo para os problemas
relacionados aos SLSM sem ru´ıdo, o qual foi estendido para o problema do CMLP
por [19].
Neste trabalho propomos uma adaptac¸a˜o de um algoritmo evolutivo, Univariate
Marginal Distribution Algorithm (UMDA), e comparamos o seu desempenho com o
me´todo variacional (MV) desenvolvido por [19], analisando a relac¸a˜o entre os custos
obtidos pelos me´todos. Em ambos os algoritmos e´ feita uma aproximac¸a˜o do CMLP
via o custo de horizonte finito (CHF) como descrito em [5].
O artigo esta´ organizado da seguinte forma: na Sec¸a˜o 2. sa˜o apresentados alguns
resultados preliminares e a formulac¸a˜o matema´tica do problema de otimizac¸a˜o, bem
como o MV. O algoritmo proposto, UMDA, e´ detalhado na Sec¸a˜o 3.. Na Sec¸a˜o 4.
e´ apresentado um exemplo que ilustra a aplicabilidade dos SLSM e a utilizac¸a˜o dos
me´todos descritos para o problema do CMLP. Ale´m disso, na Sec¸a˜o 5. e´ apresentada
a comparac¸a˜o do desempenho dos algoritmos implementados. Por fim, concluso˜es
do trabalho encontram-se na Sec¸a˜o 6..
2. Notac¸o˜es e Resultados Preliminares
Seja S = {1, . . . , S} um conjunto finito e Mr,s(Mr) a representac¸a˜o de um espac¸o
linear formado por todas as matrizes de dimensa˜o r × s (r × r). Definimos Mr,s =
{U = (U1, . . . ,US) : Ui ∈ M
r,s, i ∈ S}. Denotamos por U ′ a matriz transposta de
U e tr{·} o operador trac¸o. O espac¸o Mr,s equipado com o produto interno, como
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definido abaixo, forma um espac¸o de Hilbert,
〈U,V 〉 =
S∑
i=1
tr{U ′iVi}.
Seja (Ω,F,P ) um espac¸o de probabilidade fundamental. Consideremos Θ =
{θk, k ≥ 0} uma cadeia de Markov homogeˆnea tal que as probabilidades de tran-
sic¸a˜o sa˜o dadas por P (θk+1 = j|θk = i) = pij para todo i,j ∈ S, com o vetor de
distribuic¸a˜o inicial π0 ∈ M
1,S. Neste contexto, consideramos o SLSM,
Φ :
{
xk+1 = Aθkxk +Bθkuk +Gθkwk, ∀k ≥ 0,
yk = x
′
kCθkxk + u
′
kDθkuk, θ(0) ∼ π(0),
(2.1)
onde xk ∈ M
n,1 e´ usualmente chamado de estado do sistema, yk ∈ M
1 representa
um ı´ndice de desempenho associado ao esta´gio k e uk ∈ M
m,1 e´ o controle ou ac¸a˜o de
entrada no sistema, que pode ser representada por uma varia´vel cujo valor podemos
definir ou projetar de forma a minimizar o ı´ndice de desempenho. Neste artigo,
wk ∈ M
q,1 representa um ru´ıdo, o qual forma um processo aleato´rio independente
e identicamente distribu´ıdo (iid) com me´dia zero e covariaˆncia E{wkw
′
k} = Σ, com
E{·} representando o valor esperado usual.
A cada instante k, dado θk = i, tem-se Aθk = Ai e similarmente para as demais
matrizes em (2.1), onde Ai ∈ M
n, Bi ∈M
n,m, Gi ∈ M
n,q, Ci ∈M
n, com C = C′ ≥
0, e Di ∈ M
m, com D = D′ > 0 (veja o exemplo na Sec¸a˜o 4.).
Note que xk forma um processo estoca´stico, de tal maneira que yk como definido
em (2.1) e´ uma varia´vel aleato´ria. Por isso, definimos o custo de horizonte T ,
tambe´m chamado de custo de T esta´gios para o SLSM da seguinte forma:
J
T =
T−1∑
k=0
E{yk}.
Neste artigo consideramos que o controlador tem acesso somente a xk em cada
instante de tempo k e a varia´vel θk na˜o e´ observada. Assumimos uma lei de controle
na forma de realimentac¸a˜o linear dada por
uk = Kxk,
pois o ganho esta´tico, K ∈ Mm,n, em geral, e´ mais simples de implementar que o
ganho dependente no tempo (Kk), podendo ser utilizado em va´rias aplicac¸o˜es.
Para a colec¸a˜o de matrizes U ∈Mn e V ∈ Mn, definimos o operador TU : M
n →
M
n tal que
TU,i(V ) :=
S∑
j=1
pjiUjVjU
′
j, ∀i ∈ S,
onde T0(V ) = V e para t ≥ 1 temos a recursa˜o Tt(V ) = T(Tt−1(V )).
A Proposic¸a˜o 2.1 e´ uma adaptac¸a˜o dos resultados de [4] e apresenta uma ex-
pressa˜o determin´ıstica que facilita o ca´lculo do custo de T esta´gios.
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Proposic¸a˜o 2.1. Seja X ∈Mn, Q ∈Mn e Σ ∈Mn definidos por Qi = Q e Σi = E¯,
para todo i ∈ S. Enta˜o,
JT (X(0)) =
T−1∑
k=0
〈
X(k),Q
〉
,
onde X(k) = Tk
A
(X(0))+
∑k−1
ℓ=0 T
k−1−ℓ
A
(Σ) para todo i ∈ S com Xi(0) = πi(0)x(0)x(0)
′
e Ai = Ai +BiK ∈ M
n.
A partir deste resultado, podemos formular o seguinte problema de otimizac¸a˜o
para o CMLP, cuja varia´vel de interesse e´ o ganho K do controle a ser determinado,
min
K
J = lim
T→∞
sup
T
JT (X(0))
T
.
Quando consideramos o horizonte de tempo infinito (T =∞), o problema torna-se
mais complexo, no sentido que J finito na˜o assegura que o sistema controlado seja
esta´vel, como pode ser verificado em [12].
2.1. Me´todo Variacional
Em [19] e´ proposto um me´todo variacional para tratar de problemas de controle de
SLSM com ru´ıdo aditivo, o qual sera´ descrito de forma breve.
Seja o conjunto Sr = {U ∈ Mr : Ui = U
′
i ≥ 0, i ∈ S} a representac¸a˜o do espac¸o
linear formado pelas matrizes semi-definidas positivas. Definimos os operadores
E ,L : Sn → Sn, para todo i ∈ S, tal que
Ei(φ) =
S∑
j=1
pij ,
Li(k) = Ci + g
′
kDigk + (Ai +Bigk)
′
Ei (L(k + 1)) (Ai +Bigk) , (2.2)
onde φ ∈ Sn e Li(T ) = 0.
O Teorema 2.1 apresenta uma condic¸a˜o de otimalidade sob o ganho gk ∈M
m,n.
Teorema 2.1. [19] Suponha que a sequeˆncia de ganhos g = {g0, . . . , gT−1} fornece
o mı´nimo global do problema do custo T esta´gios. Enta˜o g satisfaz, para cada
k = 0, . . . ,T − 1,
S∑
i=1
[
(Di +B
′
iE (L(k + 1))Bi) gk +B
′
iE (L(k + 1))Ai
]
Xi(k) = 0. (2.3)
Observac¸a˜o 1. Em [6] e´ apresentado um me´todo para obter a soluc¸a˜o da equac¸a˜o
alge´brica (2.3).
No Algoritmo 1 esta´ apresentado o me´todo variacional que, de acordo com [18],
determina o CMLP pela seguinte aproximac¸a˜o: JT /T → J quando T → ∞, onde
K = gT/2. Ale´m disso, pode-se garantir por [18] que a sequeˆncia de ganhos g =
{g0, . . . ,gT−1} obtida pelo Algoritmo 1 e´ um ponto de mı´nimo local para o problema
de controle de T esta´gios.
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Algoritmo 1 Me´todo Variacional
Passo 0: Inicie o processo com η = 0. Gere aleatoriamente uma sequeˆncia inicial
de ganhos g(η).
Passo 1: Determine X(η)(k). Fac¸a η = η + 1. Para cada k = T − 1, T − 2, . . . , 0,
determine g
(η)
k resolvendo (2.3) e calcule L
(η) pela equac¸a˜o (2.2).
Crite´rio de parada:
∣∣JT (X(0),g(η))− JT (X(0),g(η−1))∣∣ /JT (X(0),g(η−1)) < ǫ,
para ǫ ∈ R+ dado. Se o crite´rio na˜o for satisfeito, retorne a (1).
Passo 2: JV = J
T (X(0), g
(η)
T/2)/T .
3. Me´todo UMDA
O me´todo UMDA, proposto por [10], e´ um algoritmo de estimac¸a˜o de distribuic¸a˜o
no qual na˜o existem os operadores de cruzamento e mutac¸a˜o como nos algoritmos
gene´ticos convencionais. Ale´m disso, este me´todo assume que as varia´veis sa˜o inde-
pendentes entre si. Em cada gerac¸a˜o do algoritmo e para cada varia´vel, buscamos a
func¸a˜o densidade de probabilidade normal que melhor representa esta varia´vel. Para
isso utilizamos os valores da me´dia e do desvio padra˜o do conjunto de elementos da
populac¸a˜o compostos pelas varia´veis de cada ganho.
Para gerar a populac¸a˜o inicial utilizamos a soluc¸a˜o da EAR para o cena´rio
observado. Esta estrate´gia foi adotada com sucesso em um algoritmo evolutivo
aplicado ao SLSM como descrito em [12]. Assim, a partir dos ganhos o´timos
L1, . . . ,LS da EAR, podemos definir a populac¸a˜o inicial do UMDA por K
ℓ =
α1L1 + . . . + αSLS, ℓ = 1, . . . ,np, onde np e´ o tamanho da populac¸a˜o inicial e
αi, i ∈ S, sa˜o varia´veis gaussianas iid com me´dia zero e matriz de covariaˆncia arbi-
tra´ria. Ale´m disso, para garantir a variabilidade gene´tica, cada elemento do ganho
e´ dado por uma func¸a˜o f : Rp → R,
Kℓ(i,j) = f(βℓ1, . . . ,β
ℓ
p), (3.1)
onde p e´ a quantidade de genes de cada cromossomo. Para a inicializac¸a˜o de cada
elemento da populac¸a˜o, Kℓ, geramos aleatoriamente βℓ1(i,j), . . . , β
ℓ
p−1(i,j) com dis-
tribuic¸a˜o uniforme entre -1 e 1, e definimos βℓp(i,j) = K
ℓ(i,j) − f(βℓ1(i,j)
1 + . . . +
βℓp−1(i,j)
p−1).
Neste artigo, adotamos f da Equac¸a˜o 3.1 na forma polinomial, pois deste modo
e´ poss´ıvel obter uma quantidade maior de genes, o que, apesar de levar a um maior
custo computacional, tambe´m acarreta uma maior variabilidade gene´tica e conse-
quentemente permite explorar o espac¸o de soluc¸o˜es.
Para a selec¸a˜o dos melhores indiv´ıduos, os quais representam os ganhos do con-
trole associados aos menores valores do CMLP, utilizamos o conhecido me´todo de
Torneio [8]. Este me´todo oferece a vantagem de na˜o exigir a comparac¸a˜o entre todos
os indiv´ıduos da populac¸a˜o e a de na˜o-gerac¸a˜o de “super-indiv´ıduos” [11].
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Atrave´s dos N ganhos selecionados pelo me´todo do torneio, K1, . . . ,KN , calcu-
lamos a me´dia e desvio padra˜o pelas equac¸o˜es
µi,j =
N∑
ℓ=1
Kℓ(i,j)
N
e σi,j =
√∑N
ℓ=1 (K
ℓ(i,j)− µℓ,j)2
N
. (3.2)
A nova populac¸a˜o (novos ganhos Kℓ) sa˜o gerados por uma func¸a˜o densidade de
probabilidade normal, Kℓ(i,j) ∼ N(µℓi,j ,σ
ℓ
i,j). O procedimento do UMDA e´ apre-
sentado no Algoritmo 2.
Algoritmo 2 Me´todo UMDA
Passo 0: Inicie o processo com o nu´mero de gerac¸o˜es ng = 0, e com o contador
de gerac¸o˜es sem melhora do custo c = 0. Determine a populac¸a˜o inicial,
Pop = {Kℓ, ℓ = 1, . . . , np}, de acordo com (3.1). Fac¸a F = K
j
ng tal que
J(Kjng ) ≤ J(K
ℓ
ng), ∀ℓ.
Passo 1: Selecione os indiv´ıduos pelo me´todo do Torneio [8]. Calcule µℓ,j e σ
2
ℓ,j
por (3.2) e atualize Pop = {Kℓ, ℓ = 1, . . . , N}.
Passo 2: Determine o ganho F¯ = Kjng tal que J(K
j
ng ) ≤ J(K
ℓ
ng ), ∀ℓ.
Passo 3: Se J(F¯ ) < J(F ) enta˜o F = F¯ e c = 0, caso contra´rio, c = c + 1. Fac¸a
ng = ng + 1.
Crite´rio de parada: ng < c. Se o crite´rio na˜o for satisfeito, retorne a (1).
Passo 4: JU = J(F ).
4. Exemplo Ilustrativo
Nesta sec¸a˜o apresentamos um exemplo que consiste em uma adaptac¸a˜o de [3], que
ilustra a aplicac¸a˜o do SLSM e a utilizac¸a˜o dos me´todos variacional e UMDA.
Considere um sistema de produc¸a˜o de uma indu´stria que fabrica dois tipos de
produtos. A demanda por estes produtos no tempo k sera´ representada por um
sequeˆncia de vetores bi-dimensionais aleato´rios {wk, k ≥ 0} iid para todo k. A in-
du´stria deseja que a sua produc¸a˜o satisfac¸a toda a demanda pelos produtos. No
entanto, devemos considerar que o sistema de produc¸a˜o esta´ sujeito a falhas, e por-
tanto, podemos ter dois poss´ıveis estados de Markov: sistema de produc¸a˜o operando
(estado 1) ou na˜o operando (estado 0). Podemos representar este processo pelo se-
guinte diagrama (Figura 1), onde esta˜o apresentadas as probabilidades de transic¸a˜o
de cada estado:
Sejam xk, uk e wk, o estoque, a produc¸a˜o total e a demanda dos produtos no
tempo k, respectivamente. Logo, temos que o estoque do produto no tempo k + 1
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Figura 1: Diagrama de estados da cadeia de Markov.
e´ dado por
xk+1 = Aθkxk +Bθkuk +Gθkwk, (4.1)
onde A0 = A1 = I
2, G0 = G1 = −I
2, onde In denota a matriz identidade de
dimensa˜o n× n , e B0 = [0 0]
′ e B1 = [1 1]′. A matriz de transic¸a˜o desse processo
e´ denotada por P = [pij ], i,j = 0,1, com pij ∈ (0,1). O problema consiste em
controlar a produc¸a˜o uk no tempo k de modo a minimizar o custo da produc¸a˜o
yk = x
′
kCθ(k)xk + u
′
kDθ(k)uk, (4.2)
onde C0 = C1 = ρ
krI2 e D0 = D1 = ρ
k com r > 0 e ρ ∈ (0,1).
De acordo com [3] podemos reescrever (4.1) e (4.2) de modo a obter um problema
equivalente com os seguintes paraˆmetros para o SLSM: A0 = A1 = ρ
0,5 I2, G0 =
G1 = −ρ
0,5 I2, B0 = [0 0]
′, B1 = ρ0,5[1 1]′, C0 = C1 = r I2 e D0 = D1 = 1.
Aplicaremos os me´todos variacional e UMDA4 no SLSM equivalente para encontrar
uma aproximac¸a˜o para o problema do CMLP. Para tal, consideramos os seguintes
paraˆmetros:
r = 0,8, ρ = 0,99, x0 = [0 0]
′, π(0) = [0,8066 0,1934] e P =
[
0,1 0,9
0,05 0,95
]
.
O MV foi iniciado com a sequeˆncia de ganhos g(0) tal que g
(0)
k = [0 0], para
todo k = 0, . . . , T − 1. Ja´ o UMDA, foi iniciado com os ganhos L1 ≈ [0 0] e
L2 ≈ [−0,3515 − 0,3515], obtidos pela EAR. Ale´m disso, consideramos a func¸a˜o
f : Rp → R dada em (3.1) na forma polinomial
Kℓ(i,j) = f(βℓ1, . . . ,β
ℓ
p) = β
ℓ
1(i,j)
1 + βℓ2(i,j)
2 + . . .+ βℓp(i,j)
p.
Visto que para cada cada βℓi temos um efeito com poteˆncia i na composic¸a˜o do ganho
K, o que na pra´tica mostrou ser eficiente em termos de desempenho do me´todo.
O ganho obtido pelo UMDA para T = 100 e´ KU ≈ [−0,1950 − 0,2139] com
custo associado JU ≈ 51,1664. O MV obteve um ganho KV ≈ [−0,3468 − 0,3468]
com custo associado JV ≈ 51,1184.
Na Figura 2 esta˜o apresentados os CMLP obtidos para cada horizonte de tempo
T . Note que conforme o horizonte aumenta o valor do custo converge, permanecendo
constante, ou tendo pequenas variac¸o˜es ao longo do tempo.
4O me´todo variacional (Algoritmo 1) e o me´todo UMDA (Algoritmo 2) foram implementados
no software MATLABr.
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Figura 2: CMLP ao longo do horizonte T .
5. Experimentos Computacionais
Para avaliar a eficieˆncia dos me´todos apresentados, utilizamos um conjunto de pro-
blemas testes com 1000 SLSM, cujos paraˆmetros foram gerados aleatoriamente.
Nos Algoritmos 1 e 2 aproximamos o CMLP via o CHF, ou seja, consideramos um
horizonte de tempo finito T suficientemente grande para aproximar o problema de
CMLP. A determinac¸a˜o do horizonte T para cada SLSM foi feita da seguinte forma:
seja X˜ ∈ Sn a trajeto´ria do sistema associada a` colec¸a˜o de ganhos L obtida pela EAR
e ǫ¯ um escalar suficientemente pequeno. Para cada k = 0, 1, . . . ,k¯, determinamos o
valor de X˜(k) ate´ que este satisfac¸a a condic¸a˜o ||X˜(k¯+1)−X˜(k¯)|| ≤ ǫ¯, considerando
T = 2k¯. Ale´m disso, utilizamos o horizonte T para calcular o custo obtido pelo
UMDA e 2T para calcular o custo do MV, pois a soluc¸a˜o deste me´todo considera o
ganho no instante 2T/2 = T .
Analisando os dados obtidos pelo MV temos que para 846 problemas, o Algo-
ritmo 1 foi executado e atendeu ao crite´rio de parada estabelecido dentro de um
nu´mero ma´ximo de iterac¸o˜es (fixado em 500). Para os dados obtidos pelo me´todo
UMDA temos que todos os problemas atenderam o crite´rio de parada estabelecido,
sendo que o nu´mero de gerac¸o˜es sem melhora do custo foi fixado em c = 50. As-
sim, as comparac¸o˜es entre os me´todos foram realizadas considerando apenas os 846
problemas em que ambos os me´todos atingiram o crite´rio de parada.
A Figura 3(a) mostra o custo do MV em relac¸a˜o ao custo do UMDA. Na Figura
3(b) e´ apresentado o tempo de CPU do MV, TV , em relac¸a˜o ao tempo do UMDA,
TU . Pode ser observado que a partir desses gra´ficos na˜o podemos afirmar qual dos
me´todos obteve o melhor desempenho. Desse modo, utilizamos o teste de hipo´tese
[9] para formular uma suposic¸a˜o sobre a me´dia da raza˜o dos custos e outra sobre a
me´dia da raza˜o dos tempos de CPU considerando os 846 SLSM.
Teste de Hipo´tese 1. Deseja-se testar se a me´dia µ¯, raza˜o entre custo em escala
logar´ıtmica do MV e do UMDA, e´ igual a 1, contra a alternativa de ser maior que
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(b) Tempo do MV versus o do UMDA.
Figura 3: Relac¸a˜o entre os dados obtidos.
1. Inferimos atrave´s das amostras (custos obtidos) que o desvio padra˜o do custo e´
dado por σ ≈ 1,7727. As duas hipo´teses sobre a me´dia da amostra sa˜o denotadas
por H0 (Hipo´tese Nula) e Ha (Hipo´tese Alternativa), respectivamente. Assim,
H0 : µ¯ = 1 (JV ≤ JU ) Ha : µ¯ > 1 (JV > JU ).
O erro ao rejeitar a hipo´tese H0 quando, na realidade, H0 e´ verdadeira e´ dado por
α = P [rejeitar H0|H0 verdadeira] = P [X¯ > xc|H0] = P
[
Z >
xc − µ¯
S
]
,
onde Z = X¯−µ¯S com Z ∼ N(0,1) e S =
σ√
846
(estamos aproximando a distribuic¸a˜o
de Z por uma normal pois o nu´mero de amostras e´ grande). Logo, considerando o
valor cr´ıtico xc igual a 1,02, temos
α = P
[
Z >
0,02
0,0609
]
≈ P [Z > 0,3282] ≈ 37,13%.
O valor obtido para a me´dia foi µ¯ = 1,1273, de forma que µ¯ > xc implica em
rejeitar a Hipo´tese Nula e concluir que o UMDA obteve custos menores que o MV.
A probabilidade de estarmos enganados nesta conclusa˜o e´ de α = 37,13%.
Pelo Teste de Hipo´tese 1 verificamos que JU < JV com n´ıvel de significaˆncia
α = 37,13%. Para uma ana´lise mais detalhada deste fato, dividimos o conjunto
de resultados em duas classes, sendo que a primeira e´ formada pelos problemas em
que JV < 10
40 e a segunda pelos problemas em que JV ≥ 10
40. De acordo com
[4] o sistema (2.1) e´ MS-esta´vel se, e somente se, o raio espectral do operador TA
e´ menor que 1. Caso contra´rio, consideraremos o sistema insta´vel. Analisando a
MS-estabilidade para a primeira classe, constatamos que 54,36% dos problemas sa˜o
esta´veis e desse total para apenas 2,67% temos que o UMDA obteve custos menores.
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Para os 45,64% problemas insta´veis temos que o UMDA obteve custos menores para
5,18%. Para a segunda classe, 100% dos problemas sa˜o insta´veis, sendo que para
51,01% temos que JU < JV .
Teste de Hipo´tese 2. Deseja-se testar se a me´dia µ¯, raza˜o entre tempo de CPU
do MV e o tempo do UMDA, e´ igual a 0,1, contra a alternativa de ser maior que
0,1. Inferimos atrave´s das amostras (tempos obtidos) que o desvio padra˜o do tempo
e´ dado por σ ≈ 0,7461. As duas hipo´teses sobre a me´dia da amostra sa˜o denotadas
por H0 e Ha, respectivamente. Assim,
H0 : µ¯ = 0,1 (TU = 10 TV ) Ha : µ¯ > 0,1 (TU > 10 TV ).
O erro ao rejeitar a hipo´tese H0 quando, na realidade, H0 e´ verdadeira e´ dado por
α = P [rejeitar H0|H0 verdadeira] ≈ P [Z > 0,3898] ≈ 34,83%,
onde Z = X¯−µ¯S com Z ∼ (0,1) e S =
σ√
846
(estamos aproximando a distribuic¸a˜o
de Z por uma normal pois o nu´mero de amostras e´ grande) e considerando o valor
cr´ıtico xc igual a 0,11. O valor obtido para a me´dia foi µ¯ = 0,1311, de forma que
µ¯ > xc implica em rejeitar a Hipo´tese Nula e concluir que a o tempo de CPU do
UMDA e´ maior que 10 vezes o tempo de CPU do MV. A probabilidade de estarmos
enganados nesta conclusa˜o e´ de α = 34,83%.
6. Concluso˜es
Neste artigo apresentamos dois me´todos aplica´veis ao problema de custo me´dio a
longo prazo para sistemas lineares com saltos markovianos sem observac¸a˜o da cadeia
de Markov, onde um e´ baseado na metodologia dinaˆmica variacional e o outro na
metodologia heur´ıstica evolutiva.
O algoritmo evolutivo UMDA difere-se dos algoritmos gene´ticos ba´sicos por na˜o
possuir os operadores de cruzamento e mutac¸a˜o, sendo substitu´ıdos por um sorteio
de acordo com uma distribuic¸a˜o probabil´ıstica. Para este me´todo, propomos uma
representac¸a˜o polinomial para os ganhos (genes) de controle, permitindo uma maior
variabilidade gene´tica e, consequentemente, uma maior explorac¸a˜o do espac¸o de
soluc¸o˜es. Para avaliar o desempenho deste algoritmo na obtenc¸a˜o do controle o´timo
do problema de custo me´dio a longo prazo, comparamos-o com um me´todo cla´ssico
da literatura, me´todo variacional, sendo que na implementac¸a˜o consideramos uma
aproximac¸a˜o do custo de horizonte finito para empregar o custo me´dio a longo prazo.
Os resultados obtidos nos experimentos computacionais (Sec¸a˜o 5.), considerando
apenas os problemas em que o me´todo variacional atendeu o crite´rio de parada,
sugerem que para um percentual de problemas o UMDA despende um tempo com-
putacional maior quando comparado com o me´todo variacional (Teste de Hipo´tese
2). No entanto, para uma parcela significativa de problemas os custos obtidos pelo
UMDA e´ menor que os obtidos pelo me´todo variacional (Teste de Hipo´tese 1), prin-
cipalmente para os problemas que consideramos como insta´veis. Este fato indica
que o me´todo variacional pode na˜o ter um bom desempenho em situac¸o˜es em que e´
muito dif´ıcil, numericamente, encontrar uma sequeˆncia de ganhos inicial com custos
relativamente baixos.
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Abstract. In this paper we propose an adaptation of an algorithm based on biolo-
gical evolution to obtain optimal control for the long run average cost problem for
Markov jump linear systems. There is no in the literature a method that provides,
proven, the optimal control of the problem, nor comparatives studies of different
methods. The algorithm employed differs from the genetic algorithms to replace
the basic operators for rolling a drawing according to a probability distribution.
Comparing the proposed algorithm with a widely used method for this class of pro-
blem, leading into account the cost obtained, CPU time and amount of problems
in which the stopping criterion set has been reached.
Keywords. Markov jump systems, evolutive algorithm, control problem.
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