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1. INTRODUCTION 
Let R denote a commutative Noetherian ring with identity. If M is a 
finitely generated R-module we let ,LL(M) denote the cardinality of a minimal 
generating set for M. The conormal bundle of an ideal I in a ring is the 
group l/J2 viewed as an R/I-module. It has been observed that the algebraic 
properties of this module are closely connected with those of the ideal 1. For 
instance, the fact that ,@/I”) <p(I) &p(I/I*) + 1 (which is easy to prove) 
shows this to be the case for the number of generators. Which of the above 
inequalities is an equality then becomes the question of interest. In this paper 
we are concerned with the attaining of equality with the lower bound for 
ideals in poiynomial rings with coefficients in a regular local ring. In the rest 
of this introduction let A denote a regular local ring of dimension d an 
R = A [T, ,.~., a,,] be a polynomial ring. We prove the following results. 
(1) Suppose A is a formal power series ring over a field. Let 1 be an 
If ht(1) > minjd, n) and ,~(1/1’) > dim(I) 4 2, then ~(1) =,~@/1’). 
(2) Suppose that the residue field L of A is infinite and that A 
contains a field K such that A is a localization of an affine K-algebra and L 
is a finite separable extension of K. Let I be an ideal in W. If ht(H) > 
min{$, n + 2} and ,~@/1*) > dim(l) + 2, then ~(1) =~(1/1’). Further, in case 
1 is a prime ideal in 17 such that ht(1) > min{d, IE + l! and ~(1/1’) > 
dim(P) -t 2, then ,L@) = ,~(1/1’). 
(3) Let (D, (n)> b e a discrete valuation ring with infinite residue field. 
Suppose A is the local ring of D[X,,..., X,-,1 at the maximal ideal 
b, XI 9..*, IK,_,). Then every maximal ideal in R is a complete intersection 
The results (1) and (2) generalize the following theorem of 
1131. 
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MOHAN KUMAR'S THEOREM. Let k be afield and let R = k[T ,,..., T,]. If 
I is an ideal in R with ~(1/1’) > dim(I) + 2, then p(I) = p(1/12). 
As applications of our results we obtain that if R is a regular polynomial 
ring of the types described in (1) and (2) above, then maximal ideals in R 
are complete intersections. This settles a few important cases of the following 
conjecture due to Davis and Geramita. 
Conjecture. Let R = A [T, ,..., T,] be a polynomial ring in n variables, 
where A is a regular local ring of dimension d. Then maximal ideals in R are 
complete intersections. 
It was primarily in this setting that our investigations began and the 
results of this paper took shape. The result (3) above cites some other 
instances where the conjecture is true. In [3] it was shown that if n > 1 then 
the conjecture is valid. Also, if dim(A) < 2 then the conjecture is true as was 
the content of [4]. 
Bhatwadekar [2] has also independently proved that the conjecture is true 
when A is a formal power series ring over a field and also when A is a 
localization of an affine algebra over an infinite perfect field. 
The methods to establish our results are via projective modules. The idea 
behind our proofs is to obtain projective R-modules of the “desired” ranks to 
map onto the ideals under consideration. We know that when R is a regular 
polynomial ring of the types mentioned in (l), (2) and (3) above, then all 
finitely generated projective R-modules are free [ 10, 11, 151. We first record 
Mohan Kumar’s theorem in a general form, Theorem 1.2. Then we 
axiomatise techniques related to those which were used by Lindel in [8-lo] 
to prove his extensions of the Quillen-Suslin results. We divide this paper 
into three sections. In Section 1 we develop the techniques and establish the 
preliminary results needed for the main theorems. The main theorems are 
proved in Section 2. Section 3 is devoted to some of the applications of our 
results. 
1. PRELI&ARY RESULTS 
In this section we prove some preliminary results needed to establish the 
main theorems. All rings we consider are commutative and Noetherian with 
identity. By the dimension of a ring we mean the Krull dimension and we 
shall be concerned with only rings of finite dimension. If R is a ring and I is 
an ideal in R, then we shall use ht(1) and dim(I) to denote the height of I 
and the dimension of the ring R/I, respectively. 
DEFINITION 1.1. Let R be a ring and let M be a finitely generated R- 
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module. define ,LL(M) to be the least number of eiements in M required to 
generate as an R-module. 
As mentioned in the Introduction we record 
the general form. The proof can be found in [ 6, Theorem 4 1. 
THEOREM 1.2. Let R =A [T, )...) ITS] be a poly~~o~i~l ring over a ritzg A. 
Suppose 1 is an ideal in R which contains a ~~~yrn0~~~~ mionic in 0ne of the 
variables. If ,@/I’) > dim(l) + 2, then I is the ,~o~o~~~~~~~ image of a 
projective R-module P of rmk equal to p(I/I’>. 
Let R be a ring and ipI be a subring of R. Let j’f 0 be an 
such that f is a non-zero divisor in R. 
orphism alongf if R , /(S) N 
, =fll. We shall be using either of these form~l~t~o~s as 
follows easily that if I?, c R is an analytic isomorphism along 
c R is an analytic isornorphism along s” as well for any positive 
integer II, 
The following is the key proposition which makes it possible for us to use 
Theorem 1.2 in estabiishing our main results. 
PROPoSIFrON 1.3. Let R, be a subring of a ring R. If Sp is an ideal ip? 
let I1 = 1 CT 80,. Suppose there is an element j in I, such that 
analytic ~s~~0r~hisl~ along J: Then: 
and fE I, it is clear that 
Further, from (2) we have ~(1) <,L@,). If ~(1,) =,L(I~/I:) then ~(1) < 
P = ,u(I, /I:) =&I/12) < ~(1) and so ~(1) = @/I’). 
e now sttady some properties of polynomial rings. 
EFlNITlON 1.4. Let (A, m) be a local ring. We say that a monk 
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polynomial f in A [T] is a Weierstrass polynomial of degree n if f = T” + 
a, T”-’ + ..= + a,, , with a, E m for i = 1, 2 ,..., n. 
PROPOSITION 1.5. Let (A, m) be a local ring and R = A[T] be a 
polynomial ring. IffE R is a Weierstrass polynomial then f is comaximal to 
every element in the multiplicative set 9 = R - (,m, T). 
ProoJ: It is sufficient to show that (mm, T> is the only maximal ideal in R 
that contains J So let M be a maximal ideal in R that containsf: Sincef is a 
manic polynomial, it follows that Mn A is a maximal ideal in A. As (A, m) 
is a local ring, we must have M n A = +VZ. Thus T E M and hence 
M = (m, T). 
Remark 1.6. Let A be a ring and .Y be a multiplicative set in A. As 
customary, we denote by A, the localization of A at 9. If Y = A -p for a 
prime ideal p in A then we write A, = A,. 
PROPOSITION 1.7. Let (A, nz) be a local ring and let R = A[T] be a 
polynomial ring. Suppose f E R is a Weierstrass polyomial then R c R, m,Tj is 
an analytic isomorphism along J? 
Proof. Since the multiplicative set Y = R - (m, T) in R contains no 
zero-divisors, we may regard R as a subring of R(,,,, . Now for any h in ki”, 
by Proposition 1.5, (f, h) = R. Therefbre l/h is in R +jR,,,,, and so we 
conclude that RC,,Tj = R +JR(,,,,. 
Suppose a W%,.,, n R. Then a =f(g/h), where g E R and h E 9. As 
a E R and 9 contains no zero-divisors in R, it follows that h divides fg in R. 
Then, since (f, h) = R, h must divide g in R. Hence a Efl and we are 
through. 
In the rest of this section we investigate local rings and analytic 
isomorphisms therein. 
DEFINITION 1.8. Let B = A [X, ,..., X,] be a polynomial ring over a ring 
A. We shall say that a form F in B represents a unit in A if there exist 
elements a 1 ,..., a, in A such that F(a, ,..., a,) is a unit in A. 
PROPOSITION 1.9. Let (A, m) be a local ring and let B = A [X, ,..., X,]. 
Let M denote the the maximal ideal (~2, X, ,..., Xm) of B. Given a form F in 
B that represents a unit in A. Then the local ring B, contains a subring B, 
with the following properties: 
(1) B, is a localization of B, at a maximal ideal. 
(2) B, is a polynomial ring in one variable over a local ring and B is 
contained in B, . 
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(3) There is a manic polynomial f in B 1 CT FBI such that B, c 
an analytic isomorphism along jI 
ProoJ: Let a,,..., a, be elements in A such that P(a,,..., a,) = u, where M 
is a unit in A. Since A is a local ring, at least one of the ais, say, a r, must be 
unit in A. We apply the following homogeneous change of coordinates to 8: 
X, =a,Y,, Xi = a, Y, + Yi fix i = 2,..., m. 
Then F(X, )..., X,) = F(a, Y,, a2 Y, + Y2 ,-.) a, Y, + Y,) = G(Y, ,#.~) Ym) is a 
form in B =A [Y, ,..., Y,]. Now G(I, O,..., 0) =F(a,,..., a,) = u. Dividing C 
by u and calling the Yi’s as Xi’s we have G(Xr;..., X,) = 
x:$a,x~-‘+ .a. + an, where n is the degree of G and each ai is either 
zero or a form of degree i in the ring A [X, ,..., X,], for i = I, i,..., ti. 
We now construct B, with the required properties. Let B’ =A IX?,..., X,1 
and let M’ = (M, XI,..., X,). Set B, = Bb,[X,]. Bbviousiy B, is the 
localization of B, at the maximal ideal (M’,X,). As the m~~t~p~~cat~ve set 
B, - (M’, X,) in B, contains no zero-divisors, B, is a subring of B,. By 
similar reasoning B is a subring of B,. Also 3, is a polynomial ring over the 
local ring B&,. Finally, we set f = G. Then S becomes a Weierstrass 
polynomial in 3,. Hence, by Proposition 1.7, ! CB, is an analytic 
Ksomorphism alongx Thus properties (I), (2) and (3) hold for 
Remark 1.10. Suppose J is an ideal in B that contains a form, say: F, 
representing a unit in A. Then we notice in the proof ab that C E J, and 
hencefE J. This observation will be used later to apply position 1.3. 
ROPOSIPION 1.1 1. Let A be a ring and let B = A[X, ,..., X,]. Then 
every ideal I of height >2 in B contains a non-zero form in B. 
ProoJ If some power of X, is in I then we are through. So we 
suppose that .fc f11= #, where ,Y is the multiplicative set {Xf}iao in B. 
Then I,? is an ideal of height >2 rn B -r = A [X, 9..., X,, Xl ‘j = 
AjX,/X, )...? X,/X,][X,, XT’]. Since A[X,/X, ,...,X,/X,][X,] is a 
polynomial ring over A[X,/X,,..., X,/X,] = B, we conclude that the ideal 
I,, I? B, in B, has height 21 and hence I, n B, # (0). Let 0 #-fE I, f~ B, I 
If t is the total degree off as a polynomial in B, then X: j’= P is a form in B 
and P E 6, n B. This implies XiF E I for some i as desired. 
OPOSITION 1.12. Let (A, (T)) be a discrete valuation ring and let 
X,]. Suppose I is an ideal in B with M(l) > 3. Then 1 contains 
a form in B outside rcB. 
PrcoJ: It is easy to see that we may assume I is a prime ideal in with 
ht(1) > 3. Now the following two cases arise. 
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Case I. z & I. By Proposition 1.11 I contains a form, say, F, in B. We 
write F = z’F,, with F1 a form in B such that at least one coefficient of F, is 
a unit in A. Since I is a prime ideal in B and 71 G I, we have F, E I. F, is a 
form in B outside zB. 
Case II. z E I. Let k = A/(n) be the residue field of A. Let I= I/(n): 
Then f is an ideal in k[X,,..., X,] with ht(I) > 2. By Proposition 1.11 I 
contains a non-zero form, say, IF, in k[X, ,..., X,]. By lifting F to B we obtain 
a form in I outside nB. 
Remark 1.13. As we will need it later, we notice that in the proof above 
if I is a prime ideal in B with ht(I) > 2 and if 7t 6Z I, then I contains a form in 
B outside 7tB. 
Remark 1.14. Suppose (A, (n)) is a discrete valuation ring with infinite 
residue field. Then every form in B = A[X,,..., X,] outside ;I~B represents a
unit in A. 
We may as well cite that the requirement on the residue field to be infinite 
is necessary. For example, let F, = Z/(2) and A = F,[T](,, . Then 
f = XY(X + Y) . 1s a form in B = A(X, Y] outside TB. As 7 in B/TB = 
F,[X, Y] vanishes everywhere, f cannot represent a unit in A. 
We conclude this section by recalling some facts about formal power 
series rings. The proof may be found in 171. 
DEFINITION 1.15. Let A = k[ [X, ,..., X,]] be a formal power series ring 
over a field k. A non-zero element f in A is called regular of order s < co in 
the variable X, if Xi is the smallest power of X, (with non-zero coefficient in 
k) that occurs inJ: 
LEMMA 1.16. Given a non-zero element f in A = k[ [X1,..., X,]], there is 
always a k-automorphism IS of A such that a(f) is regular (of some positive 
order) in X, . 
THEOREM 1.17 (Weierstrass Preparation Theorem). Let f be a non-zero, 
non-unit power series in A = k[ [X, ,..., Xd]]. Suppose f is regular of order 
s > 0 in X,. Then there exists a unique unit u in A such that fu = XT + 
a$-’ + ... + as, where ai E k[ [X2 ,..., X,]] and ai(O, 0 ,..., 0) = 0 for all i. 
Thus fu is a Weierstrass polynomial in k[ [X1,..., X,]] [X,]. 
PROPOSITION 1.8 (Weierstrass Division Theorem). Let f f 0 in 
A = k[ [X, ,.a., X,]] be regular of order s in X,. For any g E A, there exist 
unique elements q, in A, and r, in the polynomial ring k[ [X,,...,X,]][X,], 
such that g = fq + r, where either r = 0 or deg,, r ( s. 
We obtain the following important corollary. 
EFFICIENT GENERATION OF DEALS 292 
Pp1ooJ If f is a Weierstrass polynomial in A 1 of degree, say, s thenSE A 
is regular of order s in X,. So, by Proposition l.i8, A =A, +fl. Now 
suppose that g ESA f? A, ~ Since f is a manic polynomial in A I ) we can use 
divisi’sility n-r A r to write g =fq + r, where q, r CA 1 and either I = 0 or 
gree of y < s. Moreover, g =fq’ for some q/ EA. Using uniqueness in 
oposition I. 18 we conclude that i” = 0 and q’ = q E A I ~ Hence g Efl I and 
so A, c A is an analytic isomorphism along J: 
In this section the main theorems of this paper are proved. e shall deal 
with polynomial rings with coefficients in a regular local ring. We organise 
the section in the following way. First we dispose of polynomial rings with 
coefficients in a formal power series ring over a field. Then we consider the 
cases where the coefficient rings are localizations of affine algebras. In prin- 
ciple, the method of proof in each of these theorems is quite similar. To 
avoid repeating the arguments, we start with an easy application of Mohan 
umar’s theorem. 
LEMMA 2.1. Let R =AIT1,..., T,,], where A is a ring of d~~en~~o~ d. 
Suppose I is an ideal in R such that ht(I) > d and p(I/I’) > dim(I) + 2. ;rizen 
I is the homomorphic image of a projective -module P of raflk eqzkal to 
p(I/I’)~ Ifin addition A is regular local then ,u(l) =y(I/i*)- 
ProoJ Since ht(1) > d = dim(A), by [ 1, Section 4, Lemma 5], possibly 
after a change of variables, I contains a polynomial manic in one of the 
variables. So, by Theorem 1.2, I is the homomorphic image of a projective 
R-AmoduIe P of rank equal to ,u(‘/I”). Moreover, if A is regular local then P is 
extended from A as rank(P) > d 1151 and hence free. Thus ~(1) =p(I/I*). 
THEOREM 2.2. Let A = k[ [X, ,..‘, Xd]] be a fo~~~~~owe~ series ring over 
aJeld k and let R = A[T,,..., T,,] be a polynomial ring. IfI is an ideal in R 
such that m(l) > minjd, n} and ,u(I/I*) > dim(I) + 2, then ~(1) =p(I/I’). 
ProoJ In view of Lemma 2.1, we may as well assume that n < d. 
ht(l-) > n + 1. Bt follows that In A # (0) If 0 # g In A, then, by Le 
1. E 6 and Theorem 1.17, we can assume that g is a eierstrass polynomial in 
A, = k;[PT,,..., X,] ] [X,]. By Corollary 1.19, A, CA is an analytic 
isomo~~h~~rn along J By letting R, = A,[ T, ,..., T,] and I, = I/7 R, , we 
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observe that R1 c R is an analytic isomorphism along f andSE I,. Thus, by 
Proposition 1.3, it is enough to show that ,@i) =,LL(I,/I:). 
Now the ideal I, contains the polynomial f manic in one of the variables. 
Moreover, D(I,/I:) > dim(l) + 2 = dim(I,) + 2, by (1) in Proposition 1.3. By 
Theorem 1.2, there is a projective RI-module of rank equal to ,@i/I:) 
mapping onto I,. Since finitely generated projective R,-modules are free 
[ 1 I], we obtain ~(1,) = p(I,/I$ as required. 
As a corollary, in the case of one polynomial variable, we obtain the 
following: 
COROLLARY 2.3. Let A = k[ [X, ,..., X,]] be a formal power series ring 
over afield k and let R = A[T] be the polynomial ring in one variable. If I is 
an ideal in R with ,@/I’) > dim(I) + 2, then p(I) =&/I’). 
Proof: If d = 0, then A = k is a field and there is nothing much to prove 
as R is a principal ideal domain. Therefore, we suppose that d > 1. Then 
min{d, 1) = 1. Now for an ideal I in R with ht(I) > 2, Theorem 2.2 is 
applicable. Thus we need consider the case of an ideal I in R with ht(I) = 1. 
Since unmixed height 1 ideals in a unique factorization domain are principal, 
we may as well suppose that I is mixed. Now write I = AI’ for some L E R, 
where I’ is an ideal in R with ht(I’) > 2. It is obvious that ,u(I) =,u(I’). 
Multiplication by 1 gives an isomorphism of R-modules: I’/I’* 3 I/II’. 
Also there is a surjective homomorphism of R-modules: I/I* + I/II’. Hence 
it follows that ,D(I’/I”) = ,D(I/II’) < p(I/12). Now, since the assumption 
4vw <N/I’> easily gives that ~(1) = ~((rir’), we just consider the case 
,LL(I’/I”) = ,u(I/I’). By the hypothesis, (I’/,‘*) >, dim(I) + 2 > dim@‘) + 2, 
and so, by Theorem 2.2, we conclude that ~(1’) = #‘/I’2). Hence ~(1) = 
PW2). 
The following proposition is used in the proofs of Theorem 2.5 and 
Proposition 3.1. 
PROPOSITION 2.4. Let (D, m) be a local ring and let B = D[X, ,..., X,] 
be a polynomial ring. Let M be the maximal ideal (+X1,..., X,) of B. 
Suppose I is an ideal in the polynomial ring R = B,[T,,..., T,] such that 
(i) ,a(I/I’) > dim(I) + 2, and 
(ii) If’ B contains a form in B that represents a unit in D. Then there 
is a projective R-module of rank equal to p(I/I*) mapping onto I. 
Proof. The ideal J = I f7 B in B contains a form representing a unit in D. 
By Proposition 1.9, we obtain a subring B, of B, satisfying (l), (2) and (3) 
therein. Also, by Remark 1.10 we may assume that f E J. Now we let 
R,=B,[T1,..., T,] and I1 = In R r . Then R r c R is an analytic isomorphism 
alongf and f E I,. Using (3) and (1) of Proposition 1.3, we have ,LL(I,/I:) = 
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p(I/P2) > dim(I) + 2 = dim@,) + 2. As the ideal I, in , contains a 
~olyn~rnia~, viz.,f, manic in one of the variables, by Theorem 1.2 we get a 
le P of rank equal to p(I, ing alto I,. since R is 
a localization of r (B is a localization of ,R = I, it foilows that 
there is a projective R-module of the desired rank mapping unto I, as we 
wanted. 
~HEBREM 2.5. Let K be an infinite field and let C =KIXl,...,Xd]. Let 
M denote the maximal ideal (f (X,), X2,..., XJ of C, where f is LI monk 
irreducibie porFynomial in K[X,]. Let A = C, and set = A [T, )-, T,]. Then.: 
(4) 1’ I is an ideal in R with ht(I) > min{d, n t 21 and p(I/I*) > 
dim(i) + 2, then ,u(B) =/Q/I’). 
(2) If I is a prime ideal in R with k(I) > minjd, n + 11 and p(P/12) > 
dim(I) + 2, then p(I) = p(I/12). 
Proofi (1) If minjd, n + 2} = d then ht(1) > d = dim(A) and so we get 
the desired conclusion by Lemma 2.1. Thus we may assume that 
minjd, pz + 2) = IZ t 2. Then ht(1) > n + 3 and it follows that ht(dnA) > 3. 
We look at A as: A =D[XZ9 . . . . Xd]C,,K, ,,.., xdjY is the discrete 
valuation ring K[X,]CfCx,jj with uniformizing 
X,19 then it is easy to check that the 
B has the same height as In A. Hence ht(J) > 
contains a form, say, F, in B outside zB. Since 
infinite we have, by Remark 1.14, that P repr 
Proposition 2.4 completes the proof as all finite 
modules are free (] IO] or [ 151). 
(2) As done in the proof of (1) we assume that mm{ d, n $ I } = IZ + I. 
Then ht(1) > n + 2. Since (1) is applicable for ht(1) > iz + 2, we need only 
consider the case when ht(1) = it + 2. This gives that ht(Bn A j > 2. NOW we 
consider the following two cases. 
Case I. f(X,)@InA. As before, A =D[X2,...,Xd](n,Xz,,,.,Xd), where D 
is the discrete valuation ring KIXl]cfcx,jj with uniformizing parameter 
f(X:) = z, and = D[X,,.*., X,]. Since If’ A is a prime ideal in 
22, J = In B is a prime ideal in B with ht(J) > 2. Now ?i @ J. 
1.13, 9 contains a form in B outside rcB. The rest of the argument 
as that given in (1). 
Case II. f(X1)EInA. We now look at A as: A =B[X,]iMfCX 
B = K[X, )...) Xd] and M is the maximal ideal (X2,..., Xd> of 
J(Xr)) is the only maximal ideal in B,,[X,] that contains f (X1>, 
by arguments similar to those given in the proof of Propositi 
BM[Xp] CA is an analytic isomorphism along ,C 
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R 1 = B,[X, > T, >..., T,] and I,=InR,, we obtain that R, c R is an 
analytic isomorphism along f withfE I,. By Proposition 1.3, it is sufficient 
to show that ~(1,) =,@i/lf). W e now note that the ideal I, contains a 
polynomial manic in one of the variables and we appeal to arguments similar 
to those given in the proof of Theorem 2.2 and so complete the proof. 
Remark 2.6. We retain the notation of the previous theorem. 
(a) If I is any ideal in R such that ,@/12) > dim(l) + 2, we observe, in 
the proof of Case II above, that ,u(l) = p(1/r2) if I n A contains f(Xi) (in fact 
any power off(X,)). M oreover, if I n A contains any power or any product 
of X2 ,.., X,, then Proposition 2.4 can be used to conclude that ~(1) = p(1/J2). 
(b) We do not know if the restriction on the height of I in Theorem 
2.5 (also in Theorem 2.2) is necessary. 
One might even consider the following extension of Mohan Kumar’s 
theorem. 
Problem. Let A be a regular local ring of dimension d and let R = 
A [T, ,-..> T,] be a polynomial ring. If I is any ideal in R such that ~(1/1’) > 
dim(l) + 2, is it true that ~(1) = &/1”)? 
We know of no case where the desired equality fails. The conjecture due 
to Davis and Geramita mentioned in the Introduction is a special case of this 
problem. 
We now shall use Theorem 2.5 to prove result (2) cited in the 
Introduction. 
Let A be a local ring. We shall say that A is a local algebra with a ground 
field if A is a localization of a k-algebra of finite type for some field k. In 
this context k will be called a ground field for A. A local algebra with a 
ground field may very well possess more than one ground field as the 
following example shows. 
EXAMPLE 2.7. Let B = k(X, Y] be a polynomial ring over a field k and 
let p = (X). Since A = B, = k[X, Y](x) = k( Y)[X] (x), we see that k and k(Y) 
are both ground fields for A. 
Of special interest will be the situation when a regular local algebra A 
with a ground field possesses a ground field K such that the residue field of 
A is a finite separable and hence simple extension of K. If that is the case we 
shall refer to A as a regular local algebra with a separating groundfield. For 
such a kind of algebras we prove the following theorem. 
THEOREM 2.8. Let A be a regular local algebra with a separating 
ground field K. Let dim(A) = d and let m denote the maximal ideal of 4. 
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of the type (f(X,), X2:...; Xd), where f is a manic 
(2) There exists an element h in S IC? aA such that S CA is an 
analytic i~a~~~~~is~ along h. 
ProoJ: We choose elements X,, X3 9...) Xd in PL synch that a, X2,...> X, is a 
system of parameters in A and X2,..., X, are a part of a ~~~~~~a1 generating 
set for m (mod HZ’>. Since A is a regular local ring we have that a, X,,...,X, 
is a regular sequence in A. The field M is contained in A. Therefore 
a, x, ,I..> X, are algebraically independent over K. Thus C, = K[a, X2 ,..‘, Xdi 
is a polynomial ring contained in A. Let B be the integral closure of C, in A 
and iet ml = PZ n B. Since m, contracts to the maximal ideal (a: X, ,...? Xd) 
of C, and is integral over C,, it follows that ml is a maximal ideal in 
Claim. A = Et,,. 
e first observe that A and B have the same fields of fractions. 
et frac(A) and frac(C,) denote the fields of fractions of A and 
Cl, respectively. Both of these fields have the same transcendence degree, 
viz., G!, over K. Since frac(C,) is a subfield of frac(A), we must have that 
frac(A) is algebraic over frac(C,). As B is the integral closure of C, ina A, we 
conclude that the field of fractions of B is frac(A)- 
We cow show that B is a Noetherian ring. In fact we show more by 
proving that B is a finite Cl-module. As A is a localization of a K-algebra of 
finite type, frac(A) is a finitely generated field extension of K a priori of 
frac(C,). Hence frac(A) is a finite algebraic extension of frac(C,). e ring 
Ci is a pseudo-geometric ring [ 14, Theorem 35.5 j, therefore B is a te cl- 
module. 
Now the rmal local ring B,, is analytically irreducible as the 
completion 0 Al is contained in the completion of A which is a domain. 
Further, the ideal eIA in A is primary to m and hence A/nIA is a finite 
B/9BI-moduie. As dim(BB,l) = dim(A), by Zariski’ main theorem j14, 
Theorem 37.41 we conclude that A = I?,, and the claim is proved. 
In order to simplify the forthcoming notation, let us refer to A as 
WC2 ay as well rename m, as +92. 
the given hypothesis, k = residue field of A = = K(G) for some a 
in D Let f denote the minimal polynomial of E over .ThenS(n) E gz. As L 
is a separable extension of K we get thatf’(a) @ 4~. 
choose X, =a in wch a way that 
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Proox Note that M is a regular maximal ideal in B and ht(m) = d. The 
elements X,,..., X, are a part of a minimal generating set for m (mod m2). It 
is easy to see that we can replace (r by CL + Y for some suitable Y in +VZ if 
necessary, to assume that f(a), X2 ,..., X, is a minimal generating set for 992 
(mod m2). Hencef(cr), X, ,..., X, generate m in A = B,. 
Now there may be several (but finite in number) maximal ideals in B that 
lie over the maximal ideal (a, X2,..., X,) of C,. Let them be 
%x1 = Hz) cm2 )...) 99zr. Choose X, in B such that X, E a(mod 4x2) and X, E 0 
(mod mJ, for i = I&..., r. Then the ideal generated by a, f(Xi), X2 ,..., X, in B 
is contained in KZ only. Since f(X,) -f(a) (mod +vz~), f(Xi), X1,..., X, 
generate m in A. It now follows that +E = (a,f(XJ,..., X,) and the claim is 
proved. 
Further, as X, is integral over K[a, X2,..., X,], replacing Xi by X + aj for 
some integer j large enough, we may even assume that a is integral over 
K[X, ,...> X,]. We now define C = K[X, ,..., X,] and M = (f(Xi), X2 ,..., X,). 
Set S=C,. Note that m n C = M. We look at the ring C[a] and the 
maximal ideal (M, a) of C[a]. As (M, a) generates m in B, B is a finite 
C[a]-module and B/H. = L N C[a]/(M, a), we conclude, using Nakayama’s 
lemma, that A = B, = C[a],,,,,. 
Since A/aA = C[a](,,,,/aC[a](,,,, = S/S f? aA, we get A = S + aA. We 
define a C-algebra homomorphism CJ: C[T] + C[a] by a(T) =,a. As a is 
integral over C, there is an irreducible manic polynomial in C[T], 
such that a@(r)) =F(a) = 0. Thus 1, = -a(,?, + 3L,a + ..a + A,_Ia”-2). If 
we knew that A1 &M, then A, +A,a + ..a +/Inplan-2 fZ (M,a) and hence 
a4 =&,A. By setting h = & we would have that A = S + hA and 
h E S n aA. To see Ai 66 M, we observe that A = C[a](,,,, and M generates 
the maximal ideal of A. 
Finally, in order to conclude that S n A is an analytic isomorphism along 
h we must show that S n U = hS. For this it is enough to remark that A is 
a faithfully flat S-algebra [ 12, 4.~1. Observe that S[a] is a free S-module of 
finite rank and hence S[a] is a flat S-module. Since A is a localization of 
S[a] (at the maximal ideal (M, a)), A is a flat S[a]-module. By transitivity 
of flatness [ 12, 3.b], A is a flat S-module. As S is a local ring, A is a 
faithfully flat S-algebra and we are through. 
Now we are in a position to use Theorem 2.5 and prove: 
THEOREM 2.9. Let A be a d-dimensional regular local algebra with a 
separating ground Jield K. Let R = A[T,,..., T,,] be a polynomial ring. 
Suppose that the residue field of A is infinite. Then: 
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(I) If I is an ‘d 1 E ea in R with ht(1) > min{dg n t 2j and y(I/‘12) > 
dim(I) + 2, then #u(I) = ,a(I/I’). 
(2) If I is a prime ideal in R such lhat M(I) > min(d, n + I ] and 
,a(I/P) > dim(I) + 2, then ~(1) = ~(I/I”). 
ProoJ: We reduce the proof to the case of Theorem 2.5. If I’ = I nA 
then 1’ is a non-zero ideal in A. With the help of Theorem 2.8, we can get a 
local subring S of A such that 5’ is a localization of the polynomial ring 
K[X, ,*-‘v X,] at a maximal ideal of the type (f(X*), X, ,..19 .Xd) wit 
irreducible manic polynomial in K[X,] and that S c 
isomorphism along h for some element h in I’ n S. We set 
R, ~ Then R r c R is an analytic isomor~h~sm along h and 
oposition 1.3, p(I,/IT> =,@/I”>. If we knew that ht(1,) = m(I), 
min{d, n + 2) or ht(1,) > minjd, n + I}, as the case would be 
for ht(I), and so we would be in the situation of Theorem 2.5. Thus, we need 
only show that ht(1,) = ht(1). 
We have R/AR =R,/hR1 and I/hR -1,/h , (as ~lh~ or R,/hR,- 
modules). Thus we can identify the rings R/hR and l/hR I. So the idea! 
tified with the ideal 4 R I /hR 1. Therefore, 
oreover, hR, and hR pal ideals in unique 
factorization domains, and we conclude that ht(1,) = bt(~~/~~~) + ! = 
ht(I/hR) + 9 = ht(I), and so we are through. 
The following lemma is due to Lindel 191. It gives a sufficient condition 
for a local domain to be a local algebra with a separating ground field. 
LEMMA 2.10. Let A be a local domain. Suppose that A is a local algebra 
with a ground field k and that k is a finitely ge~er~ted~e~~ extemion of a 
perfect jeM k, . Then A is a local algebra with a separating ground jieid. 
Pro06 Since the local domain A is a Iocalization of an affme k-algebra 
and k is a finitely generated extension of k,, it turns out that R is a 
localization of an affrne k,-domain. So we choose an affine k,-domam 
B = k,[t, )-, r,] and a prime ideal p in . The residue faeid 
L of A equals k,(x, )~.,, x,), where xi 1, 2,..., n. Since k, 
is a perfect field and L over k, is finitely generated, by [ 16, Vol. I, 
Theorem 3 11 I. is separably generated over k,. Let 7-r. d L/K0 = r. 
104, Theorem 301, we may even assume that x1,x2,..., 
separating transcendence basis of e over k,. It then follsws t 
is a polynomial subring of B and ko[t, ,..., t,] fTp = ( j. Let K = ko(t, ,-, 1,). 
Mow A = Cq9 where C = K[t,+, ,,.., t,] and q =pC. As L is a finite separable 
extension of K, we obtain that K is a separating ground field for A. 
We do not know whether every local algebra with a ground field is a local 
algebra with a separating ground field. 
48 l/85/2-4 
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3. SOME APPLICATIONS 
As mentioned in the Introduction in this section we give a few applications 
of the techniques and the results proved in the previous sections. 
Let R be a ring. An ideal I in R is called a weak complete intersection if I 
can be generated by ht(1) elements. If I can be generated by a regular 
sequence (necessarily of length equal to ht(l)) then 1 is called a complete 
intersection. In case R is a Cohen-Macaulay ring both these notions coincide 
[S, 11.19, 11.111. 
We start with result (3) cited in the Introduction. We may as well state 
this in a slightly general form. 
PROPOSITION 3.1. Let (D, (z)) be a discrete valuation ring with infinite 
residue field and let B = D[X, ,..., Xd-,] be a polynomial ring. Let 
A=B (n,X ,,.,., Xd-,), (dim(A) = d) and set R = A[T, ,..., T,]. Then: 
(1) If I is an ideal in R with ht(1) > min{d, n + 2) and ,u(I/I*) > 
dim(l) -t 2, then ,u(I) = ,a(I/I’). 
(2) Every maximal ideal in R is a complete intersection. 
Proof. We first note that all finitely generated R-modules are free. This 
can be seen as follows. A well-known result of Quillen and Suslin [7, p. 134, 
Theorem 2.71 says that all finitely generated projective modules over 
B [T, ,..., T,] = D[X, ,..., Xd--l, T, ,..., T,] are free, and hence extended from 
B. We now use Roitman [ 15, Proposition 2] to conclude that every finitely 
generated projective R-module is extended from A and hence free. 
(1) This case can be treated exactly the same way as (1) in Theorem 
2.5 was proved and so we leave it. 
(2) Let M be any maximal ideal in R. By [4], we may even assume 
that d > 3. Since M is a maximal ideal in a polynomial ring in n variables 
over a local ring of dimension d, it follows that ht(M) is either d + n or 
d + n - 1. If n > 2, then ht(M) > d > min{d, n + 2} and so we conclude that 
p(M) = ,a(M/M2) = ht(M) @Vi’ .1s a regular maximal ideal). Therefore, we 
may suppose that n = 1. Then, since ht(M) > d > 3 = min{d, n + 2}, we just 
consider the situation ht(M) = d = 3 otherwise (1) would be applicable. We 
consider the following two possibilities: 
(i) 7[ E-M. Let %!-= M/(n). Then fi is a maximal ideal in 
R = R/(n) +[T], -h w ere A = A/(n) is a regular local ring of dimension 2. 
By [4], p(M) = ht(M) = 2. Hence p(M) = 3 as desired. 
(ii) 7t &M. We now can follow the same argument as that given in 
Case I of (2) in Theorem 2.5 and so complete the proof. 
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PRoPOSITrQN 3.2. Let A = k[ [Xl )..., X,]] be a power series ring over a 
J%efd and let R = A [T, ,~.., T,,] be a polynomial ring. Suppose I is an ideal in 
R such that I/I2 is a free R/I-module or rank > dim(l) + 2. Then I is sk 
complete intersection. In particular, every maxima! ideal in R is a complete 
inter§e~tio~. 
ProoJ As 1 is an ideal in R such that I/I2 is a free R/I-module, it 
follows that rank (I/I*) = ht(l), say, t 16, Lemma X]. 
t > dim(l) + 2. Moreover, as R is a catenarian ring and every maximal ideal 
in R has height at least dim(R) - 1, it follows that dim(I) > dim(R) - 1 - t. 
Eus, t>d+n-l-t+2 or 2t>,d+n+l. Now it is obvious that 
t > min{$, H) and hence, by Theorem 2.2, ~(1) = y(I/I*) = t. Since 
Cohen-Macaulay (in fact regular) I is a complete intersection. 
PROPOSITION 3.3. Let (A, HZ) be an equi-characteristic regular local ring 
of dimension d. Let R = A[T, ,...) TmJ be a polynomial ring over A. If (A, &) 
denotes the ,m-adic completion of (A, m), then let R * = a[Tl ,-..) Tn]. For an 
let I* = IR *. Suppose I is an ideal in 
‘of rank > dim(I) + 2, then I* is a co 
uch that I/I* is a free 
e intersection in R** 
PVOOJ? Since (2, &) is an equi-characteristic complete regular iocai ring 
imension a”, a = k[ [X1,..., Xd]], where k 2: A/wz 116, Vol. 11, g. 3 
I” = IR * and the rings R and R * are Cohen-Macauley and also R * is 
extension of R [ 12, 3.~1, we conclude that ht(1) < ht(I*). Also, as I/I* 
is a free R/I-module, say, of rank t, it follows that I is an ideal of height 1 in 
R. Further, it is easy to see that ,u(I*/I**) < ,LJ((~/.?‘), and so ,~(&*/1*~) < !< 
ht(I*). But ,u(I*/I*~) > ht(l*), hence we conclude that p(B*/I**) = ht(Il*) = 
t = p(I/I”). 
Claim. p(I*/I* ‘) > dim(P) + 2. 
ProoJ As ,u(I/I~) > dim(l) + 2, it is enough to show that dim(I) > 
dim(P). Now dim(I) is either d + n -I or d + n - t - 1. HE dim(I) = 
d + n - -f, then dim(l) = d + n - t = dim(R *) - ht(I*) > dim(l*). So we 
consider the possibility dim(I) = d + n - t - 1. This happens only when I is 
contained in no maximal ideal of height d + in in R *> as it is easy to verify 
eal of height d + n in R * contracts to a maximal ideai of 
Thus, dim(l) = d + n - t - I > dim(I*) and the claim is 
proved. 
Now I* is an ideal in a polynomial ring over a power series ring, and 
;u(I’*/I*‘) = ht(l*) > dim@*) + 2, we appeal to the argument given in the 
proof of Proposition 3.2 (in fact P/P2 is a free */I*-module of rank t) to 
conclude that p(I*) =,~u(I*/l*~). As R * is Cohen- acaulay, 1” is a 
compiete intersection. 
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Remark 3.4. It would be quite interesting to know if I itself is a 
complete intersection in R. 
Finally, we state 
PROPOSITION 3.5. Let A be a d-dimensional regular local algebra with a 
separating ground field. Suppose that the residue Jield of A is infinite. Then 
every maximal ideal iti R = A [T, ,..., T,,] is a complete intersection. 
ProoJ: This follows from Theorem 2.9. 
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