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Poglavlje 1
Uvod
Glavna motivacija za uvodenje pojma Brownovo gibanje je nasumicˇno gibanje cˇestica flu-
ida. Sˇkotski botanicˇar Robert Brown je 1820. godine otkrio da se cˇestice peluda rasprsˇene
u tekuc´ini neprekidno nasumicˇno gibaju. Po njemu je ta pojava i dobila naziv Brownovo
gibanje. U statistici, Brownovo gibanje definiramo kao slucˇajan proces X , za koji vrijedi da
je s vjerojatnosˇc´u 1 X(0) = 0 te ima nezavisne i normalno distribuirane priraste.
Pionir fraktalne geometrije je poljsko-americˇki matematicˇar B. Mandelbrot koji je ra-
zvio granu matematike koja proucˇava neregularne i fragmentirane uzorke, odnosno fraktale.
Mandelbrot je fraktal definirao kao skup za koji Hausdorffova dimenzija strogo prelazi to-
polosˇku. Mozˇemo uocˇiti da graf Brownovog gibanja ima fraktalnu strukturu. Osim fraktalne
dimenzije, fraktali imaju svojstvo samoslicˇnosti, odnosno kod svakog povec´anja postoji dio
objekta koji je slicˇan cjelini. Mandelbrot je 1982. objavio svoju poznatu knjigu The fractal
geometry of nature [11] u kojoj nas uvodi u svijet fraktala, fraktalne dimenzije, fraktalnog
Brownovog gibanja i dr.
Brownovo gibanje je proces koji je vrlo znacˇajan za modeliranje velikog niza pojava.
Kod onih pojava gdje vjerojatnost ekstremnih dogadaja nije zanemariva, Brownovo gibanje
viˇse nije pogodno. Stoga postoje dvije njegove varijacije, a to su stabilni procesi i fraktalno
Brownovo gibanje. Glavni cilj ovog rada je definirati i analizirati fraktalno Brownovo giba-
nje, njegova svojstva i primjenu.
U prvom poglavlju proucˇavamo osnovne pojmove teorije vjerojatnosti koje nam sluzˇe kao
pozadina za razumijevanje rada. Potom definiramo Brownovo gibanje te dokazujemo nje-
govo postojanje. Kako je Brownovo gibanje vazˇan primjer martingala, navodimo i definiciju
martingala te pokazujemo da je Brownovo gibanje zaista martingal.
U drugom poglavlju se upoznajemo s fraktalima. Osim sˇto ih definiramo, pokazat c´emo
da su njihova osnovna svojstva fraktalna dimenzija te samoslicˇnost. Navodimo nekoliko pri-
mjera fraktala i slikovitim prikazom prikazujemo kako nastaju i izgledaju.
U trec´em poglavlju definiramo fraktalno Brownovo gibanje, pokazujemo njegova osnovna
svojstva te proucˇavamo stabilne procese. Spominjemo i fraktalne Brownove povrsˇine koje se
koriste za kreiranje racˇunalno generiranih krajolika te pokazujemo dva takva primjera.
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U cˇetvrtom poglavlju primjenjujemo koncepte prethodnih poglavlja na financijsko trzˇiˇste,
odnosno proucˇavamo primjenu fraktalnog Brownovog gibanja. Kako bi pokazali da je priroda
trzˇiˇsta fraktalna dajemo Mandelbrotovu analizu cijene pamuka. On je 1963. godine uocˇio
da kretanje cijena pamuka ne prati normalnu distribuciju i da su pokazali veliku frekvenciju
ekstremnih varijacija. Pojasnit c´emo pojam multifraktala, multifraktalnog vremena, i to
preko teorema kojeg Mandelbrot naziva ”The baby theorem”.
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Poglavlje 2
Teorija vjerojatnosti
2.1 Prostor elementarnih dogadaja i definicija vjero-
jatnosti
Uvedimo prvo osnovne pojmove teorije vjerojatnosti koje su nam potrebne za razumijevanje
rada. Kao temeljni objekt teorije vjerojatnosti definiramo neprazan skup Ω koji zovemo
prostor elementarnih dogadaja. Taj skup predstavlja sve ishode nekog slucˇajnog pokusa te
c´emo njegove elemente zvati elementarni dogadaji. Definirat c´emo dovoljno bogatu familiju
podskupova od Ω koja c´e biti temelj definicije vjerojatnosti. Takvu familiju podskupova od
Ω zovemo familijom dogadaja i oznacˇavamo s F . Sljedec´om definicijom su dani zahtjevi koje
familija F mora ispunjavati.
Definicija 1. Neka je dan neprazan skup Ω. Familija F podskupova skupa Ω jest σ-algebra
skupova na Ω ako vrijedi:
(i) Ø ∈ F,
(ii) ako je A ∈ F, onda je i Ac ∈ F,
(iii) ako je dana prebrojiva familija skupova An ⊆ F , n ∈ N, onda F sadrzˇi i njihovu uniju,∞⋃
n=1
An ∈ F.
Postoje dvije trivijalne σ-algebre na Ω. Najmanja je ona koja se sastoji od samo dva
elementa, tj. F0 = {Ø, Ω}. Najvec´a je ona koja sadrzˇi sve podskupove skupa Ω, tj. partitivni
skup od Ω u oznaci P(Ω). Vrijedi spomenuti da za neki skup S vrijedi: |P (S)| = 2n, gdje je
n broj elemenata od S.
Definicija 2. Neka je F σ-algebra na skupu Ω. Uredeni par (Ω, F) prostora elementarnih
dogadaja zove se izmjerivi prostor.
Definirajmo sada vjerojatnost na odabranoj familiji dogadaja.
Definicija 3. Funkcija P: F → R definirana na σ-algebri F skupa elementarnih dogadaja Ω
je vjerojatnost na Ω ako zadovoljava sljedec´e zahtjeve:
(i) Nenegativnost vjerojatnosti: P(A)≥0, ∀A∈F.
(ii) Normiranost vjerojatnosti: P(Ω)=1.
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(iii) σ-aditivnost vjerojatnosti: Ako je dana prebrojiva familija medusobno disjunktnih sku-
pova (Ai, i ∈ I) ⊆ F, I ⊆ N, odnosno Ai ∩ Aj za i6=j, tada je P(
⋃
i∈I
Ai) =
∑
i∈I
P (Ai).
Definicija 4. Neka je Ω neprazan skup, F σ-algebra dogadaja na njemu, a P vjerojatnost
na Ω. Uredenu trojku (Ω, F, P) zovemo vjerojatnosni prostor.
Navedimo sada neka svojstva vjerojatnosti.
(i) Vjerojatnost suprotnog dogadaja.
Neka je (Ω, F, P) vjerojatnosni prostor i A ∈ F dogadaj. Komplement dogadaja A je
njemu suprotan dogadaj te vrijedi P(Ac) = 1− P (A).
(ii) Vjerojatnost praznog skupa.
Neka je (Ω, F, P) vjerojatnosni prostor. Tada je P(Ø)=0.
(iii) Monotonost vjerojatnosti.
Neka je (Ω, F, P) vjerojatnosni prostor te neka su A,B ∈ F takvi da je A ⊆ B. Tada
vrijedi P(A) ≤ P(B).
(iv) Vjerojatnost unije dogadaja.
Neka je (Ω, F, P) vjerojatnosni prostor te neka su A,B ∈ F. Tada je
P (A ∪B) = P (A) + P (B)− P (A ∩B).
(v) σ-subaditivnost vjerojatnosti.
Neka je (Ω, F, P) vjerojatnosni prostor te neka je (Ai, i ∈ I) ⊆ F, I ⊆ N prebrojiva
familija dogadaja tog prostora. Tada vrijedi P (
⋃
i∈I
Ai) ≤
∑
i∈I
P (Ai).
(vi) Neprekidnost vjerojatnosti u odnosu na rastuc´u familiju dogadaja.
Neka je (Ω, F, P) vjerojatnosni prostor te neka je (An, n ∈ N) ⊆ F rastuc´a familija
dogadaja, odnosno vrijedi An ∈ F za sve n ∈ N te A1 ⊆ A2 ⊆ · · · ⊆ An ⊆ An+1 · · · i
vrijedi P (
⋃
n∈N
) = lim
n→∞
P (An).
(vii) Neprekidnost vjerojatnosti u odnosu na padajuc´u familiju dogadaja.
Neka je (Ω, F, P) vjerojatnosni prostor i (An, n ∈ N) ⊆ F padajuc´a familija dogadaja,
odnosno An ∈ F za sve n ∈ N te A1 ⊇ A2 ⊇ · · · ⊇ An ⊇ An+1 · · · ; tada vrijedi
P (
⋂
n∈N
) = lim
n→∞
P (An).
2.2 Slucˇajna varijabla
U prethodnom poglavlju smo uveli pojam vjerojatnosnog prostora koji je osnovni objekt u
teoriji vjerojatnosti. Upoznajmo se s vjerojatnosnim prostorom cˇiji je prostor elementarnih
dogadaja Ω konacˇan skup.
Neka je Ω konacˇan prostor elementarnih dogadaja. Takve skupove c´emo oznacˇiti kao:
Ω = {Ωi : i ∈ IΩ}, IΩ ⊆ N, IΩ nam oznacˇava skup indeksa. U ovom slucˇaju je dovoljno
promatrati vjerojatnosti koje su definirane na partitivnom skupu P (Ω).
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Vjerojatnosni prostor kod kojega je Ω konacˇan skup, a pridruzˇena σ-algebra P (Ω), c´emo
zvati diskretan vjerojatnosni prostor. Na tako zadanom prostoru mozˇemo za svaki pojedini
ωi ∈ Ω izracˇunati vjerojatnost pi = P ({ωi}). Sada ako iskoristimo navedeno svojstvo σ-
aditivnosti, pomoc´u tako dobivenog niza (pi, i ∈ IΩ), IΩ ⊆ N mozˇemo izracˇunati vjerojatnost
bilo kojeg dogadaja A = {ωi : i ∈ IA}, gjde je IA⊆ IΩ skup indeksa elemenata od A
P (A) = P (
⋃
i∈IA
{ωi}) =
∑
i∈IA
P ({ωi}) =
∑
i∈IA
pi.
Uocˇimo josˇ da niz (pi, i ∈ IΩ) ima svojstva:
(i) pi ≥ 0, za sve i ∈ IΩ, (1)
(ii)
∑
i∈IΩ
pi = 1. (2)
Sada mozˇemo rec´i da vrijedi sljedec´a tvrdnja.
Neka je s (pi, i ∈ I), I ⊆ N zadan niz realnih brojeva sa svojstvima (1)-(2) te neka je Ω bilo
koji skup koji ima k(I) elemenata. Tada je izrazom
P (A) =
∑
i∈IA
pi, A ⊆ Ω,
gdje je IA skup indeksa elemenata iz Ω koji pripadaju skupu A, dobro definirana vjerojatnost
na (Ω, P (Ω)).
Prostor elementarnih dogadaja takoder mozˇe sadrzˇavati neki interval pa c´emo sada defi-
nirati vjerojatnost na takvom vjerojatnosnom prostoru.
Neka je f realna funkcija, f : R→ R, takva da vrijedi:
(i) f(x) ≥ 0, x ∈ R,
(ii)
∞∫
−∞
f(x)dx = 1.
Nadalje neka je B najmanja σ-algebra podskupova od R koja sadrzˇi sve intervale. Tada je
vjerojatnost dana izrazom
P (A) =
∫
A
f(x)dx, A ∈ B.
Sada mozˇemo definirati slucˇajnu varijablu na diskretnom te potom na neprekidnom pros-
toru.
Definicija 5. Neka je dan diskretan vjerojatnosni prostor (Ω, P (Ω), P ). Svaku funkciju
X : Ω→ R zvat c´emo diskretna slucˇajna varijabla.
Skup svih vrijednosti koje mozˇe poprimiti diskretna slucˇajna varijabla X c´emo oznacˇiti
kao R(X) = {xi, i ∈ I}, I ⊆ N, a pripadne vjerojatnosri nizom brojeva (pi, i ∈ I) tako da
vrijedi
pi = p({ω ∈ Ω : X(ω) = xi}) = P{X = xi}, i ∈ I.
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Slucˇajnu varijablu X mozˇemo prikazati u obliku tablice koju nazivamo zakon razdi-
obe, tablica distribucije ili jednostavno distribucija slucˇajne varijable X, a zapisujemo je na
sljedec´i nacˇin
X =
(
x1 x2 · · · xn
p1 p2 · · · pn
)
.
Definicija 6. Neka je dan vjerojatnosni prostor (Ω, F, P ) i funkcija X : Ω → R za koju
vrijedi sljedec´e:
(i) {ω ∈ Ω : X(ω) ≤ x} = {X ≤ x} ∈ F , za svaki x ∈ R,
(ii) postoji nenegativna realna funkcija realne varijable takva da je
P{ω ∈ Ω : X(ω) ≤ x} = P{X ≤ x} =
x∫
−∞
f(t)dt, ∀x ∈ R.
Funkciju X zovemo apsolutno neprekidna slucˇajna varijabla na skupu Ω, a funkciju f zovemo
funkcija gustoc´e vjerojatnosti od X.
Funkcija gustoc´e neprekidne slucˇajne varijable ima sljedec´a svojstva:
(i) Nenegativnost: f(x) ≥ 0, za sve x ∈ R.
(ii) Normiranost:
∞∫
−∞
f(x)dx = 1.
(iii) Neka je f funkcija gustoc´e slucˇajne varijable X. Vjerojatnost da X primi vrijednosti
iz intervala (a, b] jednak je
P{a < X ≤ b} = P{X ∈ (a, b]} =
b∫
a
f(x)dx.
Definicija 7. Neka je dan vjerojatnosni prostor (Ω, F, P ) te X neka slucˇajna varijabla.
Funkciju F : R→ [0, 1] za koju je
F (x) = P{ω ∈ Ω : X(ω) ≤ x} = P{X ≤ x},
odnosno koja realnom broju x pridruzˇuje vjerojatnost da slucˇajna varijabla bude manja ili
jednaka tom broju zovemo funkcija distribucije slucˇajne varijable X.
Definicija 8. Neka je dan vjerojatnosni prostor (Ω, F, P ) i B(R) Borelova σ-algebra na R.
Funkcija X : Ω→ R za koju vrijedi da je {ω ∈ Ω : X(ω) ∈ B} = {X ∈ B} = X−1(B) ∈ F ,
∀B ∈ B(R) zove se slucˇajna varijabla na Ω.
Pojam slucˇajne varijable mozˇemo generalizirati i na Rn i tako dolazimo do definicije
slucˇajnog vektora.
Definicija 9. Neka je dan vjerojatnosni prostor (Ω, F, P ) i X : Ω → Rn. Kazˇemo da je X
n-dimenzionalni slucˇajni vektor (na Ω) ako vrijedi: X−1(B) ∈ F , ∀B ∈ B(Rn)
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Definirajmo josˇ i osnovno numericˇko svojstvo slucˇajne varijable, a to je matematicˇko
ocˇekivanje.
Definicija 10. Neka je dan diskretan vjerojatnosni prostor (Ω, P (Ω), P ) i X neka slucˇajna
varijabla na njemu. Ako red
∑
ω∈Ω
X(ω)P{ω} apsolutno konvergira, tada slucˇajna varijabla X
ima matematicˇko ocˇekivanje, a broj
E(X) =
∑
ω∈Ω
X(ω)P{ω}
zovemo matematicˇko ocˇekivanje slucˇajne varijable X.
Definicija 11. Neka je dana neprekidna slucˇajna varijabla X te f njena funkcija gustoc´e.
Ako je integral
∞∫
−∞
|x|f(x)dx
konacˇan, onda slucˇajna varijabla X ima matematicˇko ocˇekivanje te piˇsemo
E(X) =
∞∫
−∞
xf(x)dx.
2.3 Brownovo gibanje
Prije nego sˇto definiramo i dokazˇemo postojanje Brownovog gibanja navesti c´emo pojmove
koji c´e nam u tome koristiti.
U teoriji vjerojatnosti izravan rad s funkcijama distribucije izbjegavamo koriˇstenjem od-
govarajuc´ih karakteristicˇnih funkcija sˇto nam omoguc´ava da se prilikom rjesˇavanja problema
vezanih za funkcije distribucije koristimo svojstvima karakteristicˇnih funkcija. Navedimo
sada njenu definiciju.
Definicija 12. Karakteristicˇna funkcija slucˇajne varijable X, odnosno njezine funkcije dis-
tribucije FX , je funkcija ϕX : R→ C definirana na sljedec´i nacˇin
ϕX(t) =
∞∫
−∞
eitxdFX(x) =
∞∫
−∞
cos(tx)dFX(x) + i
∞∫
−∞
sin(tx)dFX(x), t ∈ R.
Za svaki t ∈ R funkcija x `> eitx je neprekidna i buduc´i da je |eitx| = 1, ϕX je dobro
definirana, odnosno imamo ϕX : R→ C. Vrijedi
ϕX(t) =
∞∫
−∞
eitxdFX(x) = E[e
itx], t ∈ R.
Ako je X diskretna slucˇajna varijabla sa zakonom razdiobe P{X = xk} = pk, k = 1, 2, ...,
onda slijedi
ϕX(t) =
∑
k
eitxkpk, t ∈ R.
Ako je X neprekidna slucˇajna varijabla s gustoc´om fX , onda vrijedi
ϕX(t) =
∞∫
−∞
eitxfX(x), t ∈ R.
Sada c´emo iskazati teorem koji nam pokazuje kako se funkcija distribucije, ili u specijalnom
slucˇaju gustoc´a, mogu ekplicitno prikazati pomoc´u svoje karakteristicˇne funkcije.
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Teorem 13. Teorem inverzije
(i) Ako je ϕX karakteristicˇna funkcija od FX te ako su a, b proizvoljne tocˇke neprekidnosti
od F takve da je a < b, onda vrijedi
F (b)− F (a) = lim
T→∞
1
2pi
T∫
−T
e−iat−e−ibt
it
ϕX(t)dt.
(ii) Ako je
∞∫
−∞
|ϕX(t)|dt <∞, onda funkcija distribucije F ima gustoc´u f , odnosno
F (x) =
x∫
−∞
f(y)dy, za sve x i vrijedi
f(x) = 1
2pi
∞∫
−∞
eitxϕX(t)dt.
Sljedec´i nam teorem daje karakterizaciju nezavisnosti pomoc´u karakteristicˇnih funkcija.
Teorem 14. Slucˇajne varijable X1, ..., Xn su nezavisne ako i samo ako vrijedi
ϕX1,...,Xn(t1, ..., tn) =
n∏
k=1
ϕXk(tk), (t1, ..., tn) ∈ Rn.
Navedimo sada definiciju slucˇajnog procesa.
Definicija 15. Pod pojmom slucˇajan proces smatramo familiju slucˇajnih varijabli
(Xt, t ∈ T0) na istom vjerojatnosnom prostoru (Ω, F, P ), gdje je T0 ⊆ R.
Od posebnog interesa su sljedec´a dva skupa koja su vezana uz slucˇajan proces (Xt, t ∈ T0):
(i) Skup stanja: Skup svih moguc´ih vrijednosti slucˇajnih varijabliXt, oznacˇimo ga sa S ⊆ R.
(ii) Skup indeksa: Elemente skupa indeksa T0 ⊆ R razmatramo kao vremenske trenutke i
interpretiramo kao vrijeme.
Za proizvoljan konacˇan podskup {t1, ..., tn} od T neka je Ft1,...,tn funkcija distribucije
slucˇajnog vektora (Xt1 , ..., Xtn). Familija {Ft1,...,tn} svih takvih funkcija distribucije je fami-
lija konacˇnodimenzionalnih distribucija slucˇajnog procesa. Izrec´i c´emo josˇ teorem koji kazˇe
da svaka suglasna familija funkcija distribucije je familija konacˇno dimenzionalnih distri-
bucija barem jednog slucˇajnog procesa. Navedimo prvo uvjete uz koje je familija funkcija
distribucije suglasna.
Definicija 16. Za n ∈ N i t1, ..., tn ∈ T neka je Ft1,...,tn n-dimenzionalna funkcija distribu-
cije. Familija {Ft1,...,tn : n ∈ N, t1, ..., tn ∈ T} je suglasna ako vrijede sljedec´u uvjeti:
(i) Za proizvoljnu permutaciju (i1, ..., in) od (1, ..., n) vrijedi
Fti1 ,...,tin (xi1 , ..., xin) = Ft1,...,tn(x1, ..., xn).
(ii) Za sve m < n vrijedi
Ft1,...,tm(x1, ..., xm) = Ft1,...,tn(x1, ..., xm,∞, ...,∞).
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Teorem 17. Neka je T = R, ili je T interval na R, te neka je {Ft1,...,tn} zadana suglasna
familija funkcija distribucije. Tada je {Ft1,...,tn} familija konacˇnodimenzionalnih distribucija
barem jednog slucˇajnog procesa.
Sada c´emo definirati Brownovo gibanje te uz pomoc´ prethodno navedenih pojmova i
teorema dokazati njegovo postojanje.
Definicija 18. Neka je (Ω, F, P ) vjerojatnosni prostor. Brownovo gibanje je slucˇajan proces
X = {X(t), t ≥ 0} koji zadovoljava sljedec´a svojstva:
(i) P{X(0) = 0} = 1.
(ii) X ima nezavisne priraste, tj. za svaki n ∈ N i sva vremena t0, t1, ..., tn ∈ [0,∞)
takva da je 0 = t0 < t1 < · · · < tn vrijedi da su prirasti (X(t1) − X(t0), (X(t2) −
X(t1),· · · ,(X(tn)−X(tn−1)) medusobno nezavisni.
(iii) Za svaki t ≥ 0 i za svaki h > 0 prirast (X(t + h) −X(t)) je normalno distribuiran s
ocˇekivanjem 0 i varijancom h, tj. (X(t+ h)−X(t)) ∼ N (0, h).
Dakle, mozˇemo rec´i da je Brownovo gibanje slucˇajan proces koji krec´e iz 0 te ima neza-
visne i normalno distribuirane priraste. Pokazˇimo da takav proces zaista postoji.
Teorem 19. Postoji vjerojatnosni prostor (Ω, F, P ) i slucˇajn proces X = {X(t), t ≥ 0}
definiran na njemu, koji je Brownovo gibanje za dano σ2 > 0.
Dokaz. Neka je n ∈ N proizvoljan i neka su t0, t1, ..., tn proizvoljni realni brojevi takvi da je
0 = t0 < t1 < ... < tn < ∞. Neka su X1, X2, ..., Xn nezavisne slucˇajne varijable (definirane
na nekom vjerojatnosnom prostoru (Ω′, F ′, P ′)) takve da je Xt ∼ N (0, (tj − tj−1)σ2) za
j = 1, 2, ..., n. Za svako n i t0, t1, ..., tn definirajmo sljedec´e funkcije
Ft0(X) =
{ 0, ako je x < 0
1, ako je x ≥ 0,
Ft1,...,tn(x1, ..., xn) = P (
n⋂
j=1
{Sj ≤ xj), (x1, ..., xn) ∈ Rn,
gdje je Sj = X1 + · · · + Xj, za j = 1, 2, ..., n. Vrijedi da je Sj ∼ N (0, tjσ2). Neka je sada
K familija svih funkcija {Ft0,...,tn} dobivenih za ovako sve n ∈ N i sve {t0, t1, ..., tn} takve
da je 0 = t0 < t1 < ... < tn < ∞. Sada nam slijedi iz teorema 17 da postoje vjerojatnosni
prostor (Ω, F, P ) i slucˇajan proces X = {X(t), t ≥ 0} definiran na njemu, takvi da za sve
Ft1,...,tn ∈ K vrijedi
Ft1,...,tn(x1, ..., xn) = P (
n⋂
j=1
{Xj ≤ xj), (x1, ..., xn) ∈ Rn.
Dokazat c´emo da je X(t) Brownovo gibanje. Prvi uvjet iz definicije je ocˇigledno ispunjen.
Da bi dokazali drugi uvjet iz definicije c´emo staviti Yj = X(tj)−X(tj−1), za j = 1, 2, ..., n.
Neka su X1, X2, ..., Xn nezavisne slucˇajne varijable (definirane na nekom drugom vjerojat-
nosnom prostoru (Ω′, F ′, P ′)) takve da je Xt ∼ N (0, (tj − tj−1)σ2) za j = 1, 2, ..., n. Neka je
sada ϕt1,...,tn karakteristicˇna funkcija slucˇajnog vektora (X(t1), ..., X(tn)).
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Tada za (x1, ..., xn) ∈ Rn vrijedi
E[exp(i
n∑
j=1
xjYj)] =
= E{exp[i((x1−x2)X(t1) + (x2−x3)X(t2) + · · ·+ (xn−1−xn)X(tn−1) +xnX(tn))]}
= ϕt1,...,tn(x1 − x2, x2 − x3, ..., xn−1 − xn, xn).
Nadalje, obzirom da (S1, ..., Sn) i (X(t1), ..., X(tn)) imaju jednake funkcije distri-
bucije imamo
E[X] = E{exp[i((x1 − x2)X1 + (x2 − x3)(X1 +X2) + · · ·+ (xn−1 − xn)(X1 + · · ·+
Xn−1) + xn(X1 + · · ·+Xn))]}
= E[exp(i(x1X1 + x2X2) + · · ·+ xnXn)].
Buduc´i da su X1, ..., Xn nezavisne slijedi
E[exp(i
n∑
j=1
xjYj)] =
n∏
j=1
E[exp(ixjXj)].
Dalje imamo
E[exp(ixjXj)] = E{exp[i(xj(X1 + · · ·+Xj)− xj(X1 + · · ·+Xj−))]}
= ϕt1,...,tn(0, ..., 0,−xj, xj, 0, ..., 0),
gdje se −xj pojavljuje na (j − 1)-voj koordinati.
Zakljucˇujemo
E[exp(ixjXj)] = ϕt(j−1),tj(−xj, xj) = ϕYj(xj).
E[exp(i
n∑
j=1
xjYj)] =
n∏
j=1
ϕYj(xj), (x1, ..., xn) ∈ Rn,
pa na osnovi teorema 14 mozˇemo zakljucˇiti da su Y1, ..., Yn nezavisne, odnosno vrijedi drugo
svojstvo.
Da bi dokazali i trec´e svojstvo iz definicije primjetimo da vrijedi
ϕYj(xj) = ϕtj−1,tj(−xj, xj) = ϕSj−1,Sj(−xj, xj) = ϕXj(xj).
Iz teorema inverzije 13 slijedi Yj ∼ N (0, (tj − tj−1)σ2), odnosno vrijedi i trec´e svojstvo
definicije Brownovog gibanja.
Brownovo gibanje je vazˇan primjer martingala te c´emo sada navesti definiciju martingala
i dokazati da je Brownovo gibanje zaista martingal. Prvo definirajmo sˇto je to filtracija te
kada kazˇemo da je neki slucˇajan proces adaptiran na svoju filtraciju.
Definicija 20. Familija (Ft, t ≥ 0) σ-algebri na Ω zovemo filtracija ako vrijedi Fs ⊂ Ft,
∀s ∈ [0, t).
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Definicija 21. Za slucˇajan proces (Xt, t ≥ 0) kazˇemo da je adaptiran na filtraciju
(Ft, t ≥ 0) ako je σ(Xt) ⊂ Ft, ∀t ≥ 0, tj. ako je Xt Ft-izmjeriva slucˇajna varijabla.
Neka je (Ω, F, P ) vjerojatnosni prostor i (T,≺) parcijalno ureden skup. Nadalje, neka je
Ft filtracija na Ω.
Definicija 22. Kazˇemo da je slucˇajan proces M = (Mt, t ∈ T ) martingal u odnosu na
filtraciju (Ft, t ≥ 0) ako su ispunjeni sljedec´i uvjeti:
(i) E[|Mt|] ≤ ∞,
(ii) M je adaptiran na filtraciju Ft, odnosno σ(Mt) ⊂ Ft, ∀t ≥ 0,
(iii) E[Mt|Fs] = Ms, ∀s ∈ [0, t).
Za M kazˇemo da je submartingal ako u zadnjem svojstvu prethodne definicije stoji ne-
jednakost ” ≥ ”, a ako umjesto ” = ” stoji ” ≤ ” kazˇemo da je supermartingal.
Teorem 23. Brownovo gibanje (Xt, t ≥ 0) je martingal (s obzirom na filtraciju za to
Brownovo gibanje).
Dokaz. Neka je (Xt, t ≥ 0) Brownovo gibanje te (Ft, t ≥ 0) pripadna filtracija. Pokazˇimo da
je ono martingal tako sˇto c´emo pokazati da za njega vrijede svi uvjeti iz definicije martingala.
(i) Prvo svojstvo Brownovog gibanja je ocˇito, odnosno zaista vrijedi da je E[|Xt|] ≤ ∞, jer
je Xt ∼ N (0, t).
(ii) Brownovo gibanje jest adaptirano na svoju prirodnu filtraciju (Ft, t ≥ 0), gdje je
Ft = σ({Xs : 0 ≤ s ≤ t})
(iii) E[Xt|Fs] = E[Xt −Xs|Fs] + E[Xs|Fs] = E[Xt −Xs] +Xs = E[Xt−s] +Xs = Xs.
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Poglavlje 3
Fraktali
3.1 Konstrukcija fraktala i Hausdorffova dimenzija
Klasicˇna geometrija ne mozˇe opisati oblike poput oblaka, krosˇnje drveta, planine ili obale.
Znameniti poljsko-americˇki matematicˇar B. Mandelbrot (1924.− 2010.) smatra se pionirom
fraktalne geometrije. Svoju znamenitu knjigu [11] The Fractal Geometry of Nature, B. Man-
delbrot zapocˇinje rijecˇima ”Oblaci nisu sfere, planine nisu stosˇci, obale nisu krugovi, lavezˇ
nije gladak niti munja putuje ravnom linijom”. Ova grana matematike bavi se opisom ne-
regularnih i fragmentiranih uzoraka, koje nazivmo fraktalima. Sam pojam fraktal datira iz
1975. godine, a dolazi od latinskog ”fractus”.
Kako bi proucˇili matematiku fraktala, moramo spomenuti pojam mjere. Teorija mjere
je matematicˇka disciplina koja se bavi proucˇavanjem duljine, povrsˇine i volumena, i to pod
zajednicˇkim nazivom mjera. Mjera je nacˇin pripisivanja numericˇke velicˇine nekom skupu.
Rec´i c´emo da je µ mjera na Rn ako ona dodjeljuje nenegativan broj svakom podskupu
od Rn tako da:
(i) µ(Ø) = 0,
(ii) µ(A) ≤ µ(B), ako je A ⊂ B,
(iii) Ako su A1, A2,... konacˇni nizovi skupova onda
µ(
∞⋃
i=1
Ai) ≤
∞∑
i=1
µ(Ai), (*)
pri cˇemu jednakost
µ(
∞⋃
i=1
Ai) =
∞∑
i=1
µ(Ai), (**)
vrijedi ako su Ai disjunktni Borelovi skupovi. U Borelove skupove ubrajamo otvo-
rene, zatvorene, poluotvorene, neogranicˇene intervale, jednocˇlane skupove i prebrojive
podskupove skupa R.
Tada µ(A) zovemo mjerom skupa A, za A ⊂ Rn.
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Ako je A ⊂ B, onda se A mozˇe izraziti kao disjunktna unija A = B ∪ (A \ B), tako da
neposredno iz svojstva (**) vrijedi
µ(A \B) = µ(A)− µ(B).
Slicˇno, ako je A1 ⊂ A2 ⊂ · · · rastuc´i niz Borelovih skupova onda
lim
i→∞
µ(Ai) = µ(
∞⋃
i=1
Ai).
Primjetimo da je uz disjunktnu uniju
∞⋃
i=1
Ai = A1 ∪ (A2 \ A1) ∪ (A3 \ A2) ∪ · · · vrijedi
µ(
∞⋃
i=1
Ai) = µ(A1) +
∞∑
i=1
(µ(Ai+1)− µ(Ai))
= µ(A1) + lim
k→∞
k∑
i=1
(µ(Ai+1)− µ(Ai)) = lim
k→∞
µ(Ak).
Opc´enito slijedi da, ako su za δ > 0, Aδ Borelovi skupovi koji rastu kako se δ smanjuje,
tj. Aδ′ ⊂ Aδ za 0 < δ < δ′, onda vrijedi
lim
δ→0
µ(Aδ) = µ(
⋃
δ>0
Aδ).
Kako bi mogli razumjeti matematicˇku podlogu fraktala nuzˇno je i poznavanje Hausdorf-
fove mjere i dimenzije. U daljnjem tekstu c´emo definirati ove pojmove.
Ako je U neprazan podskup n-dimenzionalnog Euklidskog prostora Rn, promjer od U je
definiran kao |U | = sup{|x − y| : x, y ∈ U}, odnosno najvec´a udaljenost izmedu bilo kojeg
para tocˇaka iz U . Ako je {Ui} konacˇna kolekcija skupova promjera najviˇse δ koja pokriva
F , tj. F ⊂
∞⋃
i=1
Ui, gdje je 0 < |Ui| ≤ δ, za svaki i, kazˇemo da je {Ui} δ-pokrivacˇ od F .
Pretpostavimo da je F podskup od Rn i s je nenegativan broj. Za bilo koji δ > 0 definiramo
Hsδ(F ) = inf{
∞∑
i=1
|Ui|s : {Ui} je δ-pokrivacˇ od F}.
Mozˇemo pisati
Hs(F ) = lim
δ→0
Hsδ(F ).
Ovaj limes postoji za bilo koji podskup F od Rn. Hs(F ) zovemo s-dimenzionalna Hausdor-
ffova mjera od F . Posebice, Hs(Ø) = 0, ako je E sadrzˇan u F tada Hs(E) ≤ Hs(F ), te ako
je {Fi} prebrojiva kolekcija disjunktnih Borelovih skupova, onda je
Hs(
∞⋃
i=1
Fi) =
∞∑
i=1
Hs(Fi).
Hausdorffova mjera generalizira vec´ poznate ideje duljine, povrsˇine ili volumena. Svojstva
skaliranja duljine, povrsˇine ili volumena su dobro poznata. Na povec´anju za faktor λ, duljina
duzˇine je pomnozˇena s λ, povrsˇina je pomnozˇena s λ2, a volumen tijela s λ3. Analogno tome,
s-dimenzionalna Hausdorffova mjera skalira se faktorom λs. Formaliziranje ovog koncepta
vodi do pojma Hausdorffove dimenzije.
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Propozicija 24. Ako je F ⊂ Rn i λ > 0, onda
Hs(λF ) = λsHs(F ),
gdje je λF = {λx : x ∈ F}, tj. skup F skaliran faktorom λ.
Dokaz. Ako je {Ui} δ-pokrivacˇ od F , onda je {λUi} λδ-pokrivacˇ od λF . Stoga je
Hsλδ(λF ) ≤
∑ |λUi|s = λs∑ |Ui|s ≤ λsHsδ(F ),
jer ovo vrijedi za bilo koji δ-pokrivacˇ od {Ui}. Ako δ → 0, onda Hs(λF ) ≤ λsHs(F ). Ako
zamijenimo λ sa 1/λ te F sa λF dobivamo i obratnu nejednakost.
Slicˇan argument daje sljedec´u procjenu efekta generalnije transformacije Hausdorffove
mjere skupova.
Propozicija 25. Neka je F ⊂ Rn i f : F → Rm tako da je
|f(x)− f(y)| ≤ c|x− y|α, x, y ∈ F
za konstante c > 0, α > 0. Tada za svaki s
Hs/α(f(F )) ≤ cs/αHs(F ).
Dokaz. Ako je {Ui} δ-pokrivacˇ od F , onda, zbog |f(F ∩ Ui)| ≤ c|Ui|α, slijedi {f(F ∩ Ui)}
je -pokrivacˇ od f(F ), gdje je  = cδα. Stoga
∑
i
|f(F ∩ Ui)|s/α ≤ cs/α
∑
i
|Ui|s, tako da
Hs/α (f(F )) ≤ cs/αHsδ(F ). Kad δ → 0, → 0, sˇto nam daje nasˇu nejednakost.
Ako se vratimo na jednadzˇbu s pocˇetka, Hsδ(F ) = inf{
∞∑
i=1
|Ui|s : {Ui} je δ-pokrivacˇ od F},
vidimo da za bilo koji skup F i δ < 1, Hsδ(F ) ne raste sa s, pa tako i Hs(F ) = lim
δ→0
Hsδ(F ) ne
raste. Tocˇnije, ako je t > s i Ui je δ-pokrivacˇ od F imamo∑
i
|Ui|t ≤ δt−s
∑
i
|Ui|s,
stoga Htδ(F ) ≤ δt−sHsδ(F ). Ako δ → 0 vidimo da, ako Hs(F ) < ∞, onda Ht(F ) = 0, za
t > s. Stoga graf od Hs(F ) nasuprot s, slika 3.1, pokazuje da postoji kriticˇna vrijednost
od s na koju Hs(F ) skocˇi s ∞ na 0. Upravo ta kriticˇna vrijednost se naziva Hausdorffova
dimenzija od F , i piˇsemo dimH F .
∞
Hs(F )
dimH F ns0
Slika 3.1: Graf od Hs(F ) nasuprot s.
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Mozˇemo pisati
dimH F = inf{s : Hs(F ) = 0} = sup{s : Hs(F ) =∞},
tako da je
Hs(F ) =
{ ∞, ako je s < dimH F
0, ako je s > dimH F .
Ako je s = dimH F , onda Hs(F ) mozˇe biti nula ili beskonacˇno, ili mozˇe zadovoljavati
0 < Hs(F ) <∞.
Borelovi skupovi koji zadovoljavaju zadnji uvjet se nazivaju s-skupovi. Npr., neka je F ravni
disk jedinicˇnog promjera u R3. Slijedi da je H1(F ) = duljina(F ) = ∞, 0 < H2(F ) = 1
4
pi∗
povrsˇina(F ) <∞ i H3(F ) = 4
3
pi∗ volumen(F ) = 0. Stoga dimH F = 2, uz Hs(F ) =∞, ako
je s < 2 te Hs(F ) = 0, ako je s > 2.
Navedimo josˇ osnovna svojstva Hausdorffove dimenzije.
(i) Otvoreni skupovi: Ako je F ⊂ Rn otvoren, onda je dimH F = n, jer F sadrzˇi kuglu
pozitivnog n-dimenzionalnog volumena.
(ii) Glatki skupovi: Ako je F glatka (odnosno neprekidno diferencijabilna) m-dimenzionalna
povrsˇina iz Rn, onda je dimH F = m. Posebno, glatke krivulje imaju dimenziju 1, a
glatke povrsˇine dimenziju 2.
(iii) Monotonost: Ako je E ⊂ F , onda je dimHE ≤ dimH F . Ovo dolazi neposredno iz
svojstva mjere da je za svaki s Hs(E) ≤ Hs(F ).
(iv) Prebrojiva stabilnost: Ako je F1, F2, ... (prebrojiv) niz skupova, onda je
dimH
∞⋃
i=1
Fi = sup
1≤i<∞
{dimH Fi}. Vrijedi svakako da je dimH
∞⋃
i=1
≥ dimH Fj, za svaki j iz
prethodnog svojstva. S druge strane, ako je s > dimH Fi, za sve i, onda je Hs(Fi) = 0,
tako da je Hs(
∞⋃
i=1
Fi) = 0 dajuc´i time obratnu nejednakost.
(v) Prebrojivi skupovi: Ako je F prebrojiv, onda je dimH F = 0. Ako je Fi jedna tocˇka,
H0(Fi) = 1 i dimH Fi = 0, pa po prethodnom svojstvu dimH
∞⋃
i=1
Fi = 0.
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3.2 Primjeri fraktala
B. Mandelbrot, u knjizi [11] The Fractal Geometry of Nature, definira fraktal na sljedec´i
nacˇin: ”Fraktal je po definiciji skup za koji Hausdorffova dimenzija strogo prelazi topolosˇku”.
Takoder navodi da svaki skup koji ima Hausdorffovu dimenziju koja nije cijeli broj je frak-
tal. Naime, fraktal mozˇe imati Hausdorffovu dimenziju koja je cijeli broj te kao primjer
uzimamo put Brownovog gibanja, gdje je dimH F = 2, dok je topolosˇka dimenzija jendnaka
1, tj. dim = 1. Zbog toga se cˇesto Hausdorffova dimenzija naziva fraktalna dimenzija, gdje
ona mozˇe biti cijeli broj koji je manji od n, ako se nalazimo u Rn, te nuzˇno vec´a od topolosˇke
dimenzije.
Osim fraktalne dimenzije, fraktali imaju svojstvo samoslicˇnosti. Oni su formirani itera-
tivnim postupkom gdje se u svim mjerilima pojavljuje isti tip strukture, odnosno kod svakog
povec´anja postoji manji dio objekta koji je slicˇan cjelini. Samoslicˇnost je koncept koji nastaje
iz fraktalne geometrije, sˇto nam govori recˇenica iz cˇasopisa [1] The American Mathematical
Monthly : ” Self-similarity, in one form or another, has been intensely studied over the past
few decades, arising in the areas of fractal geometry, Markov partitions, symbolic dynamics,
radix representations, and wavelets”.
Pokazˇimo nekoliko primjera fraktala kako bismo ilustrirali dosad navedene pojmove.
Primjer 1. Kochova krivulja
Kochova krivulja je matematicˇka krivulja te jedna od prvih fraktala koji su opisani, a cˇovjek
zasluzˇan za to je Helge von Koch u 1904. Ona zapocˇinje s ravnom linijom. Kada se ta
linija podijeli na tri jednaka dijela srednji se dio zamijeni s dvije stranice jednakostranicˇnog
trokuta iste duzˇine, kao uklonjeni segment. Odnosno, prva iteracija tada sadrzˇi 4 duzˇine
jednake 1/3 prijasˇnje duljine. Postupak se nastavlja dalje na isti nacˇin. Uzmemo svaku od
4 duzˇine, podijelimo ju na 3 jednaka dijela i opet srednji segment zamijenimo sa stranicama
jednakostranicˇnog trokuta. Postupak mozˇemo vidjeti na slici 3.2. Josˇ c´emo samo spomenuti
da je fraktalna dimenzija Kochove krivulje je
ln4
ln3
≈= 1.26186. (3.1)
Slika 3.2: Konstrukcija Kochove krivulje.
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Tri kopije Kochove krivulje, koje su smjesˇtene izvana sa svake strane jednakostranicˇnog
trokuta, formiraju zatvorenu krivulju koja postavlja granicu za Kochovu pahuljicu, a tri kopije
smjesˇtene iznutra jednakostranicˇnog trokuta formiraju Kochovu anti-pahuljicu, sˇto vidimo na
slici 3.3.
Slika 3.3: Kochova pahuljica i anti-pahuljica.
Postoje razne varijacije Kochove krivulje, a sada c´emo navesti jednu od njih. Sama
konstrukcija varira o velicˇini izbrisanog srednjeg segmenta ili ako umjesto jednostranicˇnog
trokuta stavimo pravilan polinom s viˇse strana. Konstrukcija (n, c)-Kochove krivulje pocˇinje
sa linijom duljine l i pozitivnim brojem c < 1. Zamijenimo srednji cl dio segmenta sa
stranama pravilnog polinoma s n strana cˇija je duljina cl. Ovo rezultira s n + 1 novom
linijom segmenta. Rekurzivno ponavljamo postupak na svaku novu liniju. Granica ovog
iterativnog procesa je (n, c)-Kochova krivulja. Slikom 3.4 su prikazana tri primjera.
Slika 3.4: Kochove (n, c)-krivulje.
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Primjer 2. Julijin skup
Julijin skup je fraktal koji nam daje predivne ilustracije kako naizgled jednostavan proces mozˇe
dovesti do jako zamrsˇenih skupova. Funkcije kompleksne ravnine C, jednostavne kao f(z) =
z2 + c, gdje je c konstanta, dovodi do fraktala egzoticˇnog izgleda. Ovdje se nec´emo previˇse
baviti matematicˇkom podlogom ovakvog skupa, nego c´emo pokusˇati pokazati i shvatiti kako
se generira i kako on izgleda. Ovakav skup obicˇno je generiran inicijalizacijom kompleksnog
broja z = x + yi, gdje je i2 = −1, a x i y su koordinate u rasponu od −2 do 2. Tada je z
ponovo azˇuriran koristec´i z = z2 +c, gdje je c neki drugi kompleksan broj koji daje specificˇan
Julijin skup. Nakon odredeno mnogo iteracija, ako je velicˇina od z manja od 2, kazˇemo da
se tocˇka nalazi u skupu i obojamo ju skladno prema tome. Na slici 3.5 mozˇemo vidjeti jedan
takav skup.
Slika 3.5: Julijin skup.
Ovaj proces c´emo mozˇda bolje razumjeti vizualno ako konstantno transformiramo oblik ko-
ristec´i jednadzˇbu z =
√
z − c. Korijen kompleksnog broja raspolavlja kut i korjenuje velicˇinu.
Raspolavljajuc´i kut nekog oblika je kao urusˇavanje punog kruga na pola, sa 360◦ na 180◦.
Druga polovica kruga se popuni jednakim polukrugom. Nakon sˇto opet korjenujemo velicˇinu
dolazi do kontrakcije prema promjeru 1. Na slici 3.6 mozˇemo vidjeti jednu iteraciju ovakve
transformacije koja je primjenjena na krug promjera 2 s polarnom resˇetkom nacrtanom preko
njega.
Slika 3.6: Konstrukcija Julijinog skupa.
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Nakon sˇto ovakvu transformaciju primjenimo iznova i iznova, javlja se fraktalan oblik.
Slika 3.7 pokazuje sljedec´u iteraciju nasˇeg procesa. Neki koraci su ovdje preskocˇeni da bi se
dosˇlo brzˇe do 3., 6., 20. iteracije.
Slika 3.7: Neke druge iteracije Julijinog skupa.
Za svaku transformaciju oblik se duplicira u svaku polovicu dobivenog oblika te tako dobiva
dvostruku kolicˇinu detalja ili broja petlji u obliku. Neka podrucˇja oblika se mogu smanjiti
ili malo rotirati kako bi se dobile spirale, dok se druga podrucˇja pomaknu da bi se dobile
ponavljajuc´e fraktalne kopije. Slikom 3.8 su prikazane transformacije iteracije 100. i 101.
Slika 3.8: 100. i 101. iteracija Julijinog skupa.
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Poglavlje 4
Fraktalno Brownovo gibanje
4.1 Karakteristike Brownovog gibanja
Brownovo gibanje, X = {X(t), t ≥ 0}, smo u poglavlju 2.3 definirali kao slucˇajan proces
takav da je P{X(0) = 0} = 1 te ima nezavisne i normalno distribuirane priraste. Slikom
4.1 je prikazan graf uzorka Brownovog gibanja. U ovom poglavlju cilj je definirati vjerojat-
nosnu mjeru na prostoru funkcija, takvih da putovi koji se mogu pojaviti slicˇe promatranom
Brownovom gibanju. Proucˇavat c´emo fraktalne oblike klasicˇnog Brownovog gibanja te po-
kazati neke varijante koje se koriste za modeliranje velikog izbora pojava.
Slika 4.1: Graf funkcije uzorka Brownovog gibanja.
Definiciju Brownovog gibanja lako prosˇirimo s prostora R na Rn. Kazˇemo da je funk-
cija X : [0,∞) → Rn n-dimenzionalno Brownovo gibanje na nekom vjerojatnosnom pros-
toru, ako je svaka komponenta Xi(t) vektora X(t) = (X1(t), · · · , Xn(t)) jednodimenzionalno
Brownovo gibanje te X1(tt), ..., Xn(tn) su nezavisne za bilo koji skup vremena t1, ..., tn. Uzo-
rak puta Brownovog gibanja u Rn je prikazano slikom 4.2. Po definiciji, projekcije od X(t)
na osi koorodinatnog sustava predstavljaju jednodimenzionalno Brownovo gibanje. Za n-
dimenzionalno Brownovo gibanje mozˇemo rec´i da je izotropno, odnosno da ima jednaka
svojstva u svim smjerovima.
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Slika 4.2: Simulacija Brownovog puta u Rn.
Pretpostavimo da je X(t) = (X1(t), ..., Xn(t)) n-dimenzionalno Brownovo gibanje. Kako
Xi(t+ h)−Xi(t) ima za svaki i nezavisne normalne distribucije, vrijedi da na [ai, bi]
P (Xi(t+ h)−Xi(t) ∈ [ai, bi]) = (2pih)−1/2
bi∫
ai
exp
(
− x2i
2h
)
dxi.
Ako je E paralelopiped za [a1, b1]× · · · × [an, bn], onda
P (X(t+ h)−X(t) ∈ E) =
n∏
i=1
[
(2pih)−1/2
bi∫
ai
exp
(
− x2i
2h
)
dxi
]
= (2pih)−n/2
∫
E
exp
(
− |x|2
2h
)
dx,
gdje je x = (x1, ..., xn). Ponekad se kazˇe da X(t+h)−X(t) ima multidimenzionalnu normalnu
distribuciju. Stoga, uzimajuc´i E kao kuglu Bρ(0) vrijedi
P (X(t+ h)−X(t) ≤ ρ) = ch−n/2
ρ∫
r=0
rn−1 exp
(
− r
2
2h
)
dr, (4.1)
gdje je c konstanta koja ovisi samo o n.
Jedno od osnovnih svojstava Bownovog gibanja je da, s vjerojatnosˇc´u 1, zadovoljava
Ho¨lderov uvjet eksponenta λ, za svaki λ < 1
2
.
Propozicija 26. Pretpostavimo da je 0 < λ < 1
2
. Brownova funkcija X : [0, 1] → Rn s
vjerojatnosˇc´u 1 zadovoljava
|X(t+ h)−X(t)| ≤ b|h|λ, (|h| < H0) (4.2)
za neke H0 > 0, gdje b ovisi samo o λ.
Dokaz. Ako je h > 0, imamo
P (|X(t+ h)−X(t)| > hλ) = ch−n/2
∞∫
hλ
rn−1 exp
(
−r2
2h
)
dr
= c
∞∫
hλ−1/2
un−1 exp
(
−u2
2
)
du
≤ c1
∞∫
hλ−1/2
exp(−u)du
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= c1 exp(−hλ−1/2)
≤ c2h−2 (4.3)
nakon substitucije u = rh−1/2 i procjene gdje c1 i c2 ne ovise o h ili t. Uzimajuc´i za
[t, t+ h] binarni interval [(m− 1)2−j,m2−j] imamo
P (|X((m− 1)2−j)−X(m2−j)| > 2−jλ za neke j ≥ k i 1 ≤ m ≤ 2j)
≤ c2
∞∑
j=k
2j2−2j = c22−k+1.
Stoga, s vjerojatnosˇc´u 1, postoji cijeli broj K takav da je
|X((m− 1)2−j)−X(m2−j)| ≤ 2−jλ
za sve j > K i 1 ≤ m ≤ 2j. Ako je h < H0 = 2−K interval [t, t + h] se mozˇe izraziti kao
prebrojiva unija susjednih intervala oblika [(m−1)2−j,m2−j], gdje je 2−j ≤ h i s najviˇse dva
intervala bilo koje duljine. Uzmimo sada sve binarne intervale iz [t, t+ h] koji nisu sadrzˇani
niti u jednom drugom takvom intervalu. Tada, ako je k najmanji cijeli broj takav da je
2−k ≤ h, vrijedi
|X(t)−X(t+ h)| ≤ 2
∞∑
j=k
2−jλ
= 2
−kλ2
(1−2−λ) <
2hλ
(1−2−λ) .
Teorem 27. S vjerojatnosˇc´u 1, uzorak Brownovog puta u Rn, n ≥ 2, ima Hausdorffovu
dimenziju jednaku 2.
Dokaz. Za svaki λ < 1
2
funkcija X : [0, 1] → Rn, s vjerojatnosˇc´u 1, zadovoljava Ho¨lderov
uvjet (4.2) pa je dimH X([0, 1]) ≤ 1λ dimH [0, 1] < 1λ . Dakle, Brownov put gotovo sigurno ima
dimenziju najviˇse 2.
Za donju granicu uzmimo da je 1 < s < 2. Za dani t i h neka p(ρ) predstavlja izraz (4.1).
Tada imamo
E(|X(t+ h)−X(t)|−s) =
∞∫
0
r−sdp(r)
= ch−n/2
∞∫
0
r−s+n−1 exp
(−r2
2h
)
dr
= 1
2
ch−s/2
∞∫
0
w(n−s−2)/2 exp
(
−w
2
)
dw
= c1h
−s/2
nakon substitucije w = r2/h, gdje je c1 nezavisan od h i t. Tada, zbog s < 2
E
(
1∫
0
1∫
0
|X(t)−X(u)|−sdtdu
)
=
1∫
0
1∫
0
E|X(t)−X(u)|−sdtdu
=
1∫
0
1∫
0
c1|t− u|−s/2dtdu
<∞. (4.4)
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Postoji nacˇin definiranja funkcije µx puta f , odnosno µf (A) = L{t : 0 ≤ t ≤ 1, f(t) ∈ A},
gdje je L Lebesgueova mjera. Tada ∫ g(x)dµf (x) = 1∫
0
g(f(t))dt, za bilo koju funkciju g. Tada
izraz (4.4) postaje
E
(∫ ∫ |x− y|−sdµx(x(dµx(y)) <∞.
Ako je s < 2, onda
∫ ∫ |x− y|−sdµx(x)dµx(y) <∞ gotovo sigurno, gdje je µx funckija X(t)
pa je dimH X([0, 1]) ≥ s.
Slicˇno mozˇemo pokazati i za Brownove grafove.
Teorem 28. S vjerojatnosˇc´u 1 graf Brownove funkcije X : [0, 1] → R ima Hausdorffovu
dimenziju 11
2
.
Dokaz. Iz uvjeta (4.2) je ocˇito da, s vjerojatnosˇc´u 1, X ima Hausdorffovu dimenziju najviˇse
2 − λ, za svaki λ < 1
2
. Odnosno, dimenzija mu je najviˇse 11
2
. Za donju granicu, kao u
prethodnom teoremu 27 vrijedi
E((|X(t+ h)−X(t)|2 + h2)−s/2) =
∞∫
0
(r2 + h2)−s/2dp(r)
= ch−1/2
∞∫
0
(r2 + h2)−s/2 exp
(−r2
2h
)
dr
= 1
2
c
∞∫
0
(uh+ h2)−s/2u−1/2 exp
(−u
2
)
du
≤ 1
2
c
h∫
0
(h2)−s/2u−1/2du+ 1
2
c
∞∫
h
(uh)−s/2u−1/2du
≤ c1h1/2−s.
Neka je sada µf (A) = L{t : 0 ≤ t ≤ 1, (t, f(t)) ∈ A}, gdje je L Lebesgueova mjera. Tada
koristec´i Pitagorin teorem vrijedi
E
(∫ ∫ |x− y|−sdµx(x)dµx(y))
=
1∫
0
1∫
0
E(|X(t)−X(u)|2 + |t− u|2)−s/2dtdu
≤
1∫
0
1∫
0
c1|t− u|1/2−sdtdu
≤ ∞
ako je s < 11
2
. Stoga je µx na grafu X pozitivna i konacˇna te vrijedi dimH X ≥ 112 .
Ako, s vjerojatnosˇc´u 1, graf od X na bilo kojem intervalu ima dimenziju 11
2
, onda
Brownove funkcije, iako neprekidne, nisu neprekidno diferencijabilne. Vrijedi da, s vjero-
jatnosˇc´u 1, Brownove funkcije su nigdje diferencijabilne.
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4.2 Fraktalno Brownovo gibanje
Brownovo gibanje je slucˇajan proces vrlo znacˇajan za modeliranje niza pojava. Medutim,
to nec´e biti slucˇaj kod pojava kod kojih vjerojatnost ekstremnih dogadaja nije zanemariva.
Brownova uzoracˇka funkcija se cˇesto smatra tipicˇnom slucˇajnom funkcijom iako njen graf
ima dimenziju 11
2
gotovo sigurno. Naime, ovakve slucˇajne funkcije s grafovima neke druge
dimenzije su bitne za raznovrsne svrhe modeliranja.
Brownov proces ima jedinstvenu vjerojatnosnu distribuciju funkcije s nezavisnim priras-
tima koji su stacionarni i konacˇne varijance. Postoje dvije njegove uobicˇajene varijacije.
Fraktalno Brownovo gibanje ima priraste koji su normalno distribuirani, ali viˇse nisu neza-
visni, dok stabilni procesi izostavljaju svojstvo konacˇne varijance.
Definicija 29. Fraktalno Brownovo gibanje s indeksom α na nekom vjerojatnosnom pros-
toru, za 0 < α < 1, definiramo kao slucˇajan proces X : [0,∞)→ R tako da vrijedi:
(i) S vjerojatnosˇc´u 1, X(t) je neprekidan i X(0) = 0,
(ii) Za sve t ≥ 0 i h > 0 prirast X(t+ h)−X(t) ima normalnu distribuciju s ocˇekivanjem
0 i varijancom h2α tako da
P (X(t+ h)−X(t) ≤ x) = (2pi)−1/2h−α
x∫
−∞
exp
(−u2
2h2α
)
du. (4.5)
Vidimo da su prirasti X(t+h)−X(t) stacionarni. Medutim, distribucija ovako definirane
funkcije ne mozˇe imati nezavisne priraste, osim u Brownovom slucˇaju za α = 1
2
. Po drugom
svojstvu definicije slijedi da je E((X(t+ h)−X(t))2) = h2α, odakle se mozˇe pokazati da
E(X(t)(X(t+ h)−X(t))) = 1
2
[(t+ h)2α − t2α − h2α]
je razlicˇito od nula za α 6= 1
2
. Stoga, E((X(t)−X(0))(X(t+ h)−X(t))) je pozitivno ili ne-
gativno, ovisno o tome je li α > 1
2
ili α < 1
2
. Time prirasti nisu nezavisni, ako je α > 1
2
onda
su X(t)−X(0) i X(t+ h)−X(t) jednakog predznaka, tako da se X(t) povec´a u buduc´nosti
ako ima sklonost povec´anju u prosˇlosti. Slicˇno, ako je i α < 1
2
onda su X(t) − X(0) i
X(t+ h)−X(t) razlicˇitog predznaka.
Dimenzija grafa fraktalnog Brownovog gibanja se mozˇe odrediti na slicˇan nacˇin kao u
Brownovom slucˇaju.
Propozicija 30. Neka je 0 < λ < α. S vjerojatnosˇc´u 1, Brownova uzoracˇka funkcija s
indeksom α, X : [0, 1]→ R zadovoljava
|X(t+ h)−X(t)| ≤ b|h|λ, (4.6)
ako je |h| < H0, za neke H0 > 0 i b > 0.
Ideja dokaza. Ako je λ < 1
2
, dokaz ide kao u propoziciji 26, gdje se umjesto izraza (4.1)
koristi izraz (4.5). Ako je α > λ ≥ 1
2
, onda to vodi do procjene c2h
1/2−α na mjesto (4.3).
Tada se mozˇe pokazati da Ho¨lderov uvjet (4.6) vrijedi uniformno za sve t.
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Teorem 31. S vjerojatnosˇc´u 1, Brownova uzoracˇka funkcija s indeksom α, X : [0, 1] → R,
ima graf s Hausdorffovom dimenzijom 2− α.
Ideja dokaza. Neka je f : [0, 1]→ R neprekidna funkcija tako da |f(t)− f(u)| ≤
c|t− u|2−s, (0 ≤ t, u ≤ 1), gdje je c > 0 i 1 ≤ s ≤ 2. Tada Hs(F ) <∞ i dimH grafa(f) ≤
dimB grafa(f) ≤ s. Ovo vrijedi za |t − u| < δ, za δ > 0. Ovaj uvjet zajedno s izrazom
(4.6) pokazuju da je dimenzija gotovo sigurno najviˇse 2− α. Donja granica se dobije kao u
teoremu koristec´i vjerojatnosnu distribuciju (4.5).
Pogodno je pretpostaviti da je X definiran za sva vremena, odnosno X : (−∞,∞)→ R.
Ovaj uvjet zahtjeva malu izmjenu u definiciji fraktalnog Brownovog gibanja. Kako varijanca
E(|X(t+ h)−X(t)|2) tezˇi u beskonacˇnost s h, imamo
lim
T→∞
E
(
1
2T
T∫
−T
X(t)2dt
)
=∞
pa uzoracˇke funkcije tezˇe beskonacˇnom kvadratnom ocˇekivanju. Sˇtoviˇse,
E
(
1
2T
T∫
−T
(X(t+ h)−X(t))2dt
)
= 1
2T
T∫
−T
E(X(t+ h)−X(t))2dt = h2α.
Mozˇe se zakljucˇiti da u prosjeku uzoracˇke funkcije zadovoljavaju
1
2T
T∫
−T
(X(t+ h)−X(t))2dt ' ch2α,
pa se mozˇe zakljucˇiti da ovo odgovara grafu dimenzije 2− α.
Zbog korelacije izmedu prirasta simulacija fraktalnog Brownovog gibanja s indeksom α
mozˇe biti nezgodno. Ako uzmemo da X(k2−j) ima normalnu distribuciju varijance 22αj
za neparan k i nezavisan za svaki k i j, rezultirajuc´a funkcija nema stacionarne priraste.
Moguc´e je aproksimirati X slucˇajnom sˇetnjom koristec´i odredene sume normalnih slucˇajnih
varijabli. Takva formula je pak jako komplicirana.
Alternativna metoda konstrukcije funkcije s karakteristikama slicˇnim α Brownovim funk-
cijama je sljedec´a. Promotrimo slucˇajnu funkciju
X(t) =
∞∑
k=1
Ckλ
−αk sin(λkt+ Ak) (4.7)
gdje je λ > 1 i Ck su nezavisne slucˇajne varijable normalne distribucije s ocˇekivanjem
0 i varijancom 1, dok su Ak nezavisne s uniformnom distribucijom na [0, 2pi). Ocˇito je
E(X(t+ h)−X(t)) = 0. Osim toga
E(X(t+ h)−X(t))2 = E
( ∞∑
k=1
Ckλ
−αk2 sin(1
2
λkh) cos(λk(t+ 1
2
h) + Ak)
)2
= 2
∞∑
k=1
λ−2αk sin2(1
2
λkh),
koristec´i da je E(CkCj) = 1 ili 0, ovisno o tome je li k = j ili ne, te da je ocˇekivanje od
cos2(a+ Ak) =
1
2
. Ako odaberemo N takav da je λ−(N+1) ≤ h < λ−N , onda je
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E(X(t+ h)−X(t))2 ' 1
2
N∑
k=1
λ−2αkλ2kh2 + 2
∞∑
K=N+1
λ−2αk
' cλ−2αN
' ch−2α
gdje je 0 < c1 ≤ E(X(t + h) −X(t))2/h2α ≤ c2 < ∞, za h < 1. Stoga (4.7) ima odredena
statisticˇka svojstva slicˇna α fraktalnom Brownovom gibanju sˇto nam pruzˇa korisne metode
za crtanje slucˇajnog grafa raznih dimenzija. Takve funkcije su cˇesto koriˇstene u fraktalnom
modeliranju. Na primjer, za vrijednost α = 0.8 dobijemo graf dimenzije 1.2, sˇto odgovara
horizontu planine.
4.3 Svojstva fraktalnog Brownovog gibanja
Neka varijabla t predstavlja vrijeme, kao i do sada, za −∞ < t < ∞, te neka je ω ∈ Ω.
Standardno Brownovo gibanje je slucˇajna funkcija s nezavisnim Gaussovim prirastima, tako
da X(t2, ω) − X(t1, ω) ima ocˇekivanje nula i varijancu |t2 − t1| te ako se intervali (t1, t2) i
(t3, t4) ne preklapaju, onda X(t2, ω)−X(t1, ω) je nezavisno od X(t4, ω)−X(t3, ω). Cˇinjenica
da je standardna devijacija prirasta X(t + T, ω) − X(t, ω) za T > 0 jednaka T 1/2 se cˇesto
naziva zakon T 1/2.
Definicija 32. Neka je 0 < α < 1, te neka je b0 proizvoljan realan broj. Slucˇajnu funk-
ciju Xα(t, ω) nazivamo reducirano fraktalno Brownovo gibanje s parametrom α i pocˇetnom
vrijednosˇc´u b0 za vrijeme t = 0. Za t > 0, Xα(t, ω) je definirano kao
Xα(0, ω) = b0
Xα(t, ω)−Xα(0, ω) = 1Γ(α+1/2)
{
0∫
−∞
[(t−s)α−1/2−(−s)α−1/2]dB(s, ω)+
t∫
0
(t−s)α−1/2dB(s, ω)
}
.
Analogno vrijedi i za t < 0. Primjetimo da, ako je b0 = 0, onda je X1/2(t, ω) = X(t, ω).
Za druge vrijednosti α, Xα(t, ω) zovemo fraktalni derivat fraktalnog integrala od X(t, ω).
Definicija 33. Zapis {X(t, ω)} ∆= {Y (t, ω)} nam oznacˇava da slucˇajne funkcije X(t, ω) i
Y (t, ω) imaju jednake konacˇnodmenzionalne distribucije.
Definicija 34. Prirasti slucˇajne funkcije X(t, ω) definirane za −∞ < t <∞ su samoslicˇni
s eksponentom α ≥ 0 ako za bilo koji h > 0 i bilo koji t0
{X(t0 + τ, ω)−X(t0, ω)} ∆= {h−α[X(t0 + hτ, ω)−X(t0, ω)]}.
Sljedec´i teorem je dao motivaciju za fraktalno Brownovo gibanje.
Teorem 35. Prirasti od Xα(t, ω) su stacionarni i samoslicˇni s parametrom α.
Korolar 1. Tα zakon za standardnu devijaciju od Xα naveden je kako slijedi,
E(Xα(t+ T, ω)−Xα(t, ω))2 = T 2αVα
gdje je
Vα = [Γ(α + 1/2)]
−2
{
0∫
−∞
[(1− s)α−1/2 − (−s)α−1/2]2ds+ 1
2α
}
.
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Definicija 36. Neka je X(t, ω) realna slucˇajna funkcija. Njen kumulativni raspon je defini-
ran na sljedec´i nacˇin
M(t, T, ω) = sup
t≤s≤t+T
[X(s, ω)−X(t, ω)]− inf
t≤s≤t+T
[X(s, ω)−X(t, ω)].
Korolar 2. Tα zakon za sekvencijanlni raspon procesa sa samoslicˇnim prirastima je dan na
sljedec´i nacˇin: ako Xα(t, ω) ima samoslicˇne priraste s parametrom α tada
M(T, ω)
∆
= TαM(1, ω).
Propozicija 37. Ako X(t, ω) ima samoslicˇne i stacionarne priraste te je neprekidna u
srednje kvadratnom smislu, tada 0 ≤ α < 1.
Dokaz. Koristec´i nejednakost Minkowskog za bilo koji τ1 i τ2 > 0 vrijedi{
E[X(t+τ1+τ2)−X(t)]2
}1/2
≤
{
E[X(t+τ1+τ2)−X(t+τ1)]2
}1/2
+
{
E[X(t+τ1)−X(t)]2
}1/2
.
Prema hipotezi postoji konsanta V takva da je
E[X(t+ τ, ω)−X(t, ω)]2 = V τ 2α.
Stoga slijedi da je
V 1/2[τ1 + τ2]
α ≤ V 1/2[τα1 + τα2 ],
sˇto implicira da je α < 1. Neprekidnost u srednje kvadratnom smislu zahtijeva da je α ≥ 0.
Propozicija 38. Ako je X(t, ω) Gaussova slucˇajna funkcija koja zadovoljava uvjete propo-
zicije 37 te nije konstanta, onda ona mora biti fraktalno Brownovo gibanje.
Znamo da je fraktalno Brownovo gibanje za parametar α 6= 0.5 karakterizirano kao
Gaussovo sa stacionarnim prirastima te svojstvom samoslicˇnosti. Odnosno mozˇemo rec´i da
vrijedi:
(i) Gaussov je proces.
(ii) Prirasti Xα(t)−Xα(t−δ), definirani kada je t viˇsekratnik od δ, konstruiraju stacionaran
slucˇajan proces.
(iii) Samoslicˇni su u smislu da ako se vrijeme mijenja u omjeru r, onda reskalirana fukcija
r−α[Xα(tr)−Xα(0)] ima jednaku distribuciju kao originalna funkcija Xα(t)−Xα(0).
Navedimo sada tri korolara koja se ticˇu svojstva samoslicˇnosti fraktalnog Brownovog
gibanja.
Prvi korolar slijedi iz cˇinjenice da je varijanca od δ−α[Xα(t+ δ)−Xα(t)] nezavisna od t i δ.
Stoga,
E[Xα(t+ δ)−Xα(t)]2 = E[∆Xα]2 = Cαδ2α
za svaki t i δ i konstantu Cα.
Korolar 3 (Prvi korolar samoslicˇnosti fraktalnog Brownovog gibanja). Standardna devija-
cija od Xα(t+ δ)−Xα(t) =
√
Cαδ
α, za svaki t i svaki δ.
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Drugi korolar se ticˇe raspona Rp(t, δ) = max
0≤u≤δ
[Xα(t+u)−Xα(t)]− min
0≤u≤δ
[Xα(t+u)−Xα(t)].
Korolar 4 (Drugi korolar samoslicˇnosti fraktalnog Brownovog gibanja). Distribucija vari-
jable Rp(t, δ)δ
−α je nzavisna od t i δ.
Ovo je uniformni δα zakon za raspon stanovniˇstva. Posebice, kako je konstanta Dα
razlicˇita od Cα, vrijedi
E[Rp(t, δ)] = Dαδ
α, za svaki t i δ.
Korolar 5 (Trec´i korolar samoslicˇnosti fraktalnog Brownovog gibanja). Distiribucija vari-
jable R(t, δ)δ−α je nezavisan od t i δ.
4.4 Stabilni procesi
Alternativna generalizacija Bownovog gibanja daje stabilne procese koje nam je predsta-
vio Le´vy. Stabilan proces je slucˇajna funkcija X : [0,∞) → R sa stacionarnim prirastima
X(t+ h)−X(t), odnosno distribucija im ovisi samo o h, te nezavisnim prirastima, odnosno
X(t2) −X(t1), ..., X(t2m) −X(t2m−1) nezavisni ako 0 ≤ t1 ≤ t2 · · · < t2m. Stabilni procesi,
osim u specijalnom slucˇaju kao sˇto je Brownovo gibanje, imaju beskonacˇnu varijancu i s
vjerojatnosˇc´u 1 nisu neprekidni.
Distribucija slucˇajne varijable Y se mozˇe prikazati pomoc´u svoje karakteristicˇne funkcije,
odnosno Fourierove transformacije E(exp(iuY )), za u ∈ R. Uzmimo prikladnu funkciju
ψ : R→ R tako da prirasti X(t+ h)−X(t) zadovoljavaju
E(exp(iu(X(t+ h)−X(t)))) = exp(−hψ(u)) (4.8)
gdje su X(t2)−X(t1), ..., X(t2m)−X(t2m−1) nezavisni za 0 ≤ t1 ≤ t2 · · · < t2m. Prirasti su
ocˇito stacionarni. Ova definicija je konzistentna u sljedec´em smislu. Neka je t1 < t2 < t3,
tada vrijedi
E(exp(iu(X(t3)−X(t1)))) = E(exp iu((X(t3)−X(t2)) +X(t2)−X(t1)))
= E(exp iu(X(t3)−X(t2)))E(exp iu(X(t2)−X(t1)))
= exp(−(t3 − t2)ψ(u)) exp(−(t2 − t1)ψ(u))
= exp(−(t3 − t2)ψ(u))).
Ako uzmemo da je ψ(u) = c|u|α, za 0 < α ≤ 2, dobijemo simetricˇne stabilne procese
indeksa α. Zamijenimo li h s γh te u s γ−1/α u izrazu (4.8), desna strana jednadzˇbe c´e
ostati nepromijenjena pa slijedi da γ−1/αX(γt) ima istu distribuciju kao X(t). Slucˇaj kada
je α = 2 je standardno Brownovo gibanje. Navesti c´emo teorem vezan za Hausdorffovu
dimenziju simentricˇnih stabilnih procesa.
Teorem 39. S vjerojatnosˇc´u 1, graf stabilnog simetricˇnog procesa indeksa α ima Hausdorf-
fovu dimenziju {1, 2− 1/α}.
Ako je α < 1, gotovo sigurno je dimH grafa(X) = 1.
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4.5 Brownove povrsˇine
Kratko c´emo spomenuti fraktalne Brownove povrsˇine koje se koriste za kreiranje racˇunalno
generiranih krajolika. Zamijenimo varijablu vremena t s koordinatama (x, y) tako da se
slucˇajna varijabla X(x, y) mozˇe smatrati kao visina povrsˇine na mjestu (x, y).
Za 0 < α < 1 definiramo α Brownovu funkciju X : R2 → R kao slucˇajnu funkciju tako
da vrijedi sljedec´e:
(i) S vjerojatnosˇc´u 1, X(0, 0) = 0 i X(x, y) je neprekidna funkcija od (x, y).
(ii) Za (x, y), (h, k) ∈ R2 prirasti visine X(x+h, y+k)−X(x, y) imaju normalnu distribuciju
s ocˇekivanjem nula i varijancom (h2 + k2)α, stoga
P (X(x+ h, y + k)−X(x, y) ≤ z)
= (2pi)−1/2(h2 + k2)−α/2
z∫
−∞
exp
( −r2
2(h2 + k2)α
)
dr. (4.9)
α Brownovu povrsˇinu definiramo izrazom
{(x, y,X(x, y)) : (x, y) ∈ R2}.
Slikom 4.3 su prikazana dva primjera takvih povrsˇina.
Slika 4.3: α fraktalne Brownove povrsˇine za indekse α = 0.95 i α = 0.8, dimenzije 2.20.
Ako usporedimo 4.9 s distribucijom 4.5 vidimo da je graf dobiven presijecanjem X(x, y)
s bilo kojom vertikalnom ravninom 1− dimenzionalna Brownova funkcija s indeksom α.
Iskazˇimo sada teorem vezan za Hausdorffovu dimenziju ovakvih povrsˇina.
Teorem 40. S vjerojatnosˇc´u 1, Brownova povrsˇina s indeksom α ima Hausdorffovu dimen-
ziju jednaku 3− α.
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Poglavlje 5
Fraktalna priroda trzˇiˇsta
Ovim poglavljem c´emo koncepte navedene do sad primjeniti na financijsko trzˇiˇste. Pokazat
c´emo da su financijska trzˇiˇsta fraktalne prirode te da je to jedna od najbitnijih karakteristika
za razumijevanje financijskog rizika.
Financijsko trzˇiˇste je mjesto na kojemu se susrec´u ponuda i potrazˇnja financijskih sred-
stava. Promet na ovom trzˇiˇstu odvija se koriˇstenjem financijskih instrumenata, a oni su
ugovori kojima su sadrzˇana prava i obveze iz nekog financijskog odnosa. Financijska trzˇiˇsta
usmjeravaju sˇtednju, koja vec´im dijelom dolazi od stanovniˇstva i privrede, onim pojedin-
cima i institucijama koji u nekom trenutku trebaju viˇse sredstava za potrosˇnju nego sˇto
im omoguc´uje njihov raspolozˇivi dohodak. Ona odreduju volumen raspolozˇivih zajmova,
privlacˇe sˇtednju, te se njima temeljem sila ponude i potrazˇnje odreduje kamatna stopa i ci-
jene vrijednosnih papira. Najvazˇnija podjela ovog trzˇiˇsta se temelji na rocˇnosti instrumenata
kojima se na njima trguje pa tako razlikujemo trzˇiˇste novca i trzˇiˇste kapitala. Na trzˇiˇstu
novca trguje se kratkorocˇnim financijskim sredstvima, cˇija su dospijec´a obicˇno do godinu
dana. Trzˇiˇste kapitala obuhvac´a trgovinu vrijednosnim papirima s duzˇim dospijec´ima.
5.1 Mandelbrotova analiza cijena pamuka
Kao motivaciju za ovo poglavlje c´emo navesti Mandelbrotovu analizu cijena pamuka. Godine
1963. Mandelbrot analizira varijacije cijena pamuka u vemenskom nizu pocˇevsˇi od 1900.
godine. Svojim proucˇavanjima uocˇio je dva bitna svojstva. Prvo je da kretanje cijena pamuka
nije pratilo normalnu distribuciju nego su podaci pokazali znacˇajnu frekvenciju ekstremnih
varijacija. Drugo opazˇanje je da su varijacije cijena pratile uzorke koje su bile indiferentne
prema skali, odnosno krivulja opisana promjenama cijena za jedan dan je bila slicˇna krivulji
za jedan mjesec i to je upravo svojstvo samoslicˇnosti koje je prikazano slikom 5.1. Vidimo da
su krivulje, koje opisuju mjesecˇne i dnevne promjene cijena slicˇne, u usporedbi s teorijskom
krivuljom.
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Slika 5.1: Usporedba mjesecˇnih i dnevnih promjena cijena.
Mandelbrot je svoju fraktalnu teoriju koristio kako bi objasnio prisutnost ekstremnih
dogadaja na Wall Streetu. Godine 2004. objavljuje svoju poznatu knjigu [12] o ”losˇem
ponasˇanju” financijskih trzˇiˇsta. Osnovna je ideja da je vjerojatnost dozˇivljavanja ekstremnih
fluktuacija vec´a od onoga sˇto se vjerovalo, sˇto pruzˇa bolju viziju rizika u svijetu financija.
Srediˇsnji cilj financijskih trzˇiˇsta je povec´anje prihoda za odredenu razinu rizika. Standardni
modeli za to se temelje na pretpostavci da je vjerojatnost ekstremnih varijacija u cijenama
imovine vrlo niska. Ovi se modeli oslanjaju na pretpostavku da su fluktuacije cijena rezultat
dobrog ponasˇanja slucˇajnog ili stohasticˇkog procesa. Iz tog razloga, poznati modeli, poput
Black-Scholes modela, se baziraju na normalnim probabilisticˇkim distribucijama kako bi
opisali kretanje cijena. Medutim, analiza cijena pamuka, a kasnije i brojne slicˇne analize,
pokazale se da distribucija kretanja cijena nije normalna, vec´ da slijedi distribucije s tesˇkim
repom.
5.2 Multifraktali
U poglavlju 3 Fraktali upoznali smo se s pojmom fraktala te njegovim osnovim svojstvima.
Rekli smo da je fraktal objekt koji se mozˇe razlozˇiti na manje dijelove tako da je svaki od
njih, makar priblizˇno, umanjena kopija cjeline te kazˇemo da je takav lik sam sebi slicˇan. Mul-
tifraktal je sustav koji je fraktalan na viˇse nacˇina. On je generalizacija fraktalnog sustava
u kojem jedan eksponent (fraktalna dimenzija) nije dovoljan da opiˇse njegovu dinamiku.
Umjesto toga potreban je kontinuirani spektar eksponenata, tzv. singularitetni spektar.
Razlika izmedu fraktala i multifraktala je ta sˇto fraktale mozˇemo definirati kao objekte koji
se mogu prikazati kao crno-bijeli dok multifraktali ukljucˇuju polutonove te nijanse sive.
Opc´enito, pri razvoju modela tezˇimo da on bude konceputalno sˇto jednostavniji pa se
stoga vrac´amo na fraktalne skice. One postoje da budu manje realisticˇne od preferiranog
modela, ali dovoljno sposobne da zadrzˇe bit svakog tipa trzˇiˇsnog efekta, od Brownovog gi-
banja do Noinog ili Josipovog ucˇinka. Pojasnimo sada ove pojmove.
Noin efekt je sklonost da postojani vremenski niz ima nagle i diskontinuirane promjene.
Normalna distribucija podrazumijeva kontinuirane promjene u sutavu. Medutim, vremenski
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niz koji pokazuje svojstva Hurst statistike mozˇe naglo promijeniti razinu, preskacˇuc´i vrijed-
nosti ili prema gore ili prema dolje. Hurstov eksponent je mjera pristranosti u fraktalnom
Brownovom gibanju.
Josipov efekt je sklonost da vremenski niz, u kojem je vrijednost varijable na odredeni
datum usko povezana s prethodnom vrijednosˇc´u, ima trendove i cikluse. Dvije njegove te-
meljne mjere su autokovarijanca i koeficijent autokorelacije.
Skica financijskog trzˇiˇsta zapocˇinje rastuc´om, ravnom linijom. Preko linije se uklapa
generator oblika munje. Nadalje, svaki put kada se pojavi ravna linija, interpolira se mala
kopija generatora na njeno mjesto. Sve se ponovi u sve manjem i manjem mjerilu. Postepeno
dobijemo oblik cik-cak grafa. Raznolike oblike dobivamo kada se mijenjaju generatori jer
njegov precizan oblik jako utjecˇe na ishod zbog toga sˇto mozˇemo promijeniti koordinate pri-
jelomnih tocˇaka, kao i broj tocˇaka koji idu cik-cak od dvije na tri ili viˇse. Brownov graf ima
preciznu vezu izmedu duzˇine i sˇirine svakog intervala generatoru, takvu da je jedna velicˇina
kvadratni korijen druge. Odabirom nekog drugog stupnja korjenovanja mozˇemo generirati
graf koji pokazuje razlicˇite stupnjeve dugorocˇne ovisnosti. Ako dodamo npr. vertikalne sko-
kove, mozˇemo proizvesti grafove s tesˇkim repovima. Moguc´e je napraviti beskonacˇan broj
raznovrsnih grafova. Neki od njih c´e biti jako neuredni i nec´emo u njima moc´i prepoznati
pravi graf cijena, dok c´e neki pak biti jako realisticˇni.
Slikom 5.2 c´emo rekonstruirati razlicˇite varijante Brownovog modela. Svaka od njih je
dobivena mijenjanjem oblika cik-cak generatora. Kada su prijelomne tocˇke najudaljenije,
kao u prvom stupcu, vidimo jako velike fluktuacije basˇ kao na stvarnom grafu nekih cijena.
Kada su tocˇke blizu, i dalje imamo fluktuacije, ali su manje realisticˇne.
Slika 5.2: Panorama financijskih multifraktala.
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5.3 Multifraktalno vrijeme
Moguc´e je dizajnirati generator koji naslijeduje svojstva neka druga dva generatora. Poka-
zati c´emo kako dva roditeljska generatora, otac i majka, stvaraju generator dijete koji ima
karakteristike oba roditelja. Ovo nas vodi do svestranosti u proizvodnji financijskih frak-
tala. Na slici 5.3, na osima dijagrama lezˇe oznake t za vrijeme, P (Price) za cijenu i θ nam
oznacˇava pomoc´no mjerilo koje nazivamo vrijeme trgovanja.
Slika 5.3: Konstrukcija multifraktala, kojeg Mandelbrot naziva ”The baby theorem”.
Ova ”obitelj” zapocˇinje s roditeljima. Majka standardno vrijeme promijeni u cijenu, dok
otac vrijeme promijeni u vrijeme trgovanja. Spojeni zajedno tvore dijete koje uzima ocˇevo
vrijeme trgovanja i mijenja ga u cijenu, i to po pravilima koje majka dozvoljava. Na kraju
mozˇemo uzeti generator dijete te napraviti puni graf cijena koji je varijanta jednog od ranije
pokazanih sa slike. Ovime smo upravo pokazali realisticˇan financijski graf koji je dobiven
raspodjelom vremena.
Slika 5.4 dodatno ilustrira prethodno opisano. Na lijevom zidu ove kocke se nalazi frak-
talan graf kojeg generira majka. Ono je upravo varijanta skice modela Brownovog gibanja
za kretanje cijena. Nazubljeni put na podu po dijagonali predstavlja oca te prikazuje kako
se standardno vrijeme deformira u multifraktalno vrijeme trgovanja. Kada se povuku bocˇne
linije od majke vertikalno od oca te projiciraju duzˇ desnog bocˇnog zida dobijemo financij-
ski graf nastao od generatora koji je naslijedio svojstva prethodna dva generatora, ”oca” i
”majke”.
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Slika 5.4: Kocka fraktalnog trzˇiˇsta.
Spomenuli smo termin raspodjele vremena, odnosno rekli smo da otac deformira stan-
dardno vrijeme pa c´emo sada to objasniti. Prije svega navedimo citat Benoit Mandelbrota i
Richarda Hudsona iz knjige [12]: “Time does not run in a straight line, like the markings on
a wooden ruler. It stretches and shrinks, as if the ruler were made of balloon rubber. This
is true in daily life: We perk up during high drama, nod off when bored. Markets do the
same.”. U prijevodu, Mandelbrot kazˇe da vrijeme ne ide ravnom linijom, vec´ se prosˇiruje i
smanjuje. Ovo vrijedi u svakodnevnom zˇivotu jer smo i mi uzˇurbani kad smo pod pritiskom i
stresom, a kad imamo vremena smo smireni, modeli trzˇiˇsta rade istu stvar. Nastavimo sada
s objasˇnjavanjem raspodjele vremena. Matematicˇki proces koji ovo objasˇnjava se naziva
multiplikativna kaskada. Ovo je termin za tip fraktalne/multifraktalne distribucije tocˇaka
koje su proizvedene putem iterativnog i multiplikativnog slucˇajnog procesa.
Zamislimo sad vrijeme kao neku materiju, specificˇno zlatnu rudu. Zlato nije jednako
distribuirano sˇirom svijeta. Grupira se na pojedinim dijelovima, kao sˇto se akcije na finan-
cijskom trzˇiˇstu grupiraju u razlicˇitim vremenskim razmacima. Ovaj efekt mozˇemo oponasˇati
matematicˇki. Pogledamo li mapu bogatstva zlata Juzˇne Afrike, posebice presjek duzˇ pravca
istok-zapad, vidjet c´emo da 60% rude lezˇi na zapadnoj polovici, a 40% na istocˇnoj. Pogle-
damo li josˇ blizˇe i ako prepolovimo ove dvije polovice 60% c´e lezˇati u najzapadnijoj cˇetvrtini,
ili 36% od ukupnog udjela. Ako ovako nastavimo dobiti c´emo dosta neravnomjernu raspo-
djelu, neki dijelovi c´e biti bogati rudom, dok drugi nec´e sadrzˇavati gotovo niˇsta zlata. Isti
princip se mozˇe primjeniti za grupiranje vremena u nepravilno razmaknute segmente. Slika
5.5 nam objasˇnjava prethodno recˇeno.
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Slika 5.5: Binomna raspodjela vremena.
Gornji pravokutnik je prva aproksimacija, pokazuje 60% zlata lijevo te 40% desno. Ako
sada prepolovimo ova dva dijela i nastavimo istim nacˇinom dobijemo nepravilni graf, kao
na slici, koji mjestimicˇno ima visoku, a mjestimicˇno nisku koncentraciju zlatne rude. Ako
zamislimo da se umjesto rude dijeli vrijeme, dobivamo proces raspodjele vremena o kojem
smo pricˇali.
5.4 Multifraktalan model
Prema Mandelbrotu najbolja je prezentacija i objasˇnjenje nacˇina funkcioniranja trzˇiˇsta frak-
talno Brownovo gibanje multifraktalnog vremena, koje se josˇ naziva i Multifraktalan model
povrata sredstava. Osnovna ideja vezˇe se na sve sˇto je recˇeno ovim poglavljem. Skica
Brownovog gibanja se zamijeni jednadzˇbom koju racˇunalo mozˇe izracˇunati. Proces trgova-
nja vremena se izrazˇava preko druge matematicˇke funkcije f(α) koja se mozˇe podesiti da
odgovara sˇirokom rasponu ponasˇanja trzˇiˇsta. Ove dvije funkcije zajedno rade skladno, ci-
jena je funkcija vremena trgovanja, koja je je funkcija stvarnog vremena. Kao u prethodnim
slucˇajevima sada se mozˇe dobiti dijete te krajnji produkt ima velike fluktuacije, skokove i
tesˇke repove, koje smo vidjeli i u primjeru cijena pamuka. Pokazuje se da skaliranje, koje
naziva momenti, sˇto je termin za osnovne statisticˇke karakteristike niza cijena, prati skalira-
nje koje je zahvac´eno funkcijom f(α). Dosadasˇnja istrazˇivanja su pokazala da je ovaj model
tocˇan.
Prvo testiranje primjenjivosti modela proveli su u svome doktoratu dva Mandelbrotova
studenta, Laurent Calvet i Adlai Fisher. Oni su se fokusirali na globalno trzˇiˇste razmjene
njemacˇke marke i dolara. Kao sˇto je to bilo kod primjera pamuka, ovaj je takoder jako
privacˇio ekonomiste jer je njegovo znacˇenje za globalnu ekonomiju jako veliko. Takoder, nje-
govi zapisi su dugacˇki, obilni, pouzdani te lako dostupni. Za istrazˇivanje su koristili stvarne
podatke koje je prikupila konzultantska tvrtka iz Zuricha, Olsen and Associates. Prikupili
su 1472241 podatka o cijeni unutar jedne godine, i to 1992. − 1993. Model je prosˇao test,
epizode brzih akcija su razasute s intervalima sporog i dosadnog trgovanja. Ako povec´amo
brze epizode, vidimo da oni imaju podgrupe, odnosno subklastere brzih i sporih podintervala
i nastavljajuc´i tako dalje imamo klasicˇan uzorak multifraktala. Ovo skaliranje se protezˇe i
prati uzorak od 2 sata pa sve do 180 dana. Na krac´im vremenskim intervalima javlja se
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novi uzorak, poznat kao trzˇiˇsna mikrostruktura. Na intervalima duzˇim od 180 dana drugi
efekt mijenja tok podataka, Noin efekt blijedi te se varijabilnost cijena smiruje. Ove dvije
tocˇke nazivaju se prijelomne tocˇke te su cˇeste u stvarnim, za razliku od teorijskih podataka.
Testiranje su ponovili i s podacima Americˇke savezne uprave kako bi se uvjerili da prethodni
rezultati nisu slucˇajnost te su opet dobili iste rezultate. Zatim je dosˇlo u pitanje, da li se to
dogada samo na tim trzˇiˇstima? Odgovor je bio ne. Testirali su i druga trzˇiˇsta. Dionice Arc-
her Daniel Midlandsa, Lockheeda, Motorole i United Continental Holdingsa su bile fraktali
kao po knjizi. Dionice General Motorsa, U.S. Broad Market Index i tecˇaj dolar-yen su se
pokazali multifraktalima.
Kako bi sve ove ideje mogli pretocˇiti u stvarni svijet, prvo se jednadzˇbe trebaju unijeti u
racˇunalo te model mora raditi u dva smjera. Prvi je unaprijed, sˇto znacˇi da bi trebali moc´i
konstruirati umjetni graf cijena iz fraktalnog sjemena, kao sˇto smo to napravili sa skicama
prije. Drugi smjer je unazad, a po njemu bi trebali moc´i pomoc´u analiziranja cijena podataka
na racˇunalu procijeniti kljucˇne parameter koje zahtijeva fraktalni model. S ovim vrijednos-
tima mozˇemo pomoc´u racˇunala rekonstruirati trzˇiˇste, da bi generirali umjetne nizove cijena
koje se razlikuju od pravih, ali prate iste statisticˇke uzorke. Upravo to se i radi s racˇunalnim
simulacijama, poput Monte Carlo. Rezultati pomoc´u ove simulacije statisticˇki su relevantni,
odnosno prate iste statisticˇke uzorke.
Da bi mogli donjeti dobre financijske odluke moramo imati dovoljno dobar model za
financijsko modeliranje. Ako mozˇemo pronac´i susˇtinu ponasˇanja dionice General Electric
kompanije zadnjih 20 godina, mozˇemo to primjeniti na financijski inzˇenjering. Mozˇemo
procijeniti rizik drzˇanja dionice u iduc´ih 20 godina. Mozˇemo izracˇunati koliki udio trebamo
kupiti za nasˇ portfelj, kolika je prava vrijednost opcije s kojom zˇelimo trgovati na trzˇiˇstu.
Mandelbrot kazˇe da je po njemu najbolji ucˇinak multifraktala to sˇto jedan skup pravila
mozˇe proizvesti veliku raznolikost ponasˇanja, ovisno uvjetima. Kazˇe da je cilj rec´i puno s
jako malo informacija. No, vec´ina financijskih modela govori malo, s puno informacija. Daje
se previˇse podataka, parametara, dugo je vrijeme racˇunanja. Kada nakon takvih izracˇuna
propadnu, u smislu gubitka novca, rijetko c´e odbaciti taj model, promijeniti c´e ga i probati
popraviti. Tako c´e on postajati sve kompliciraniji i kompliciraniji. Ali malo po malo, od
losˇeg pocˇetka se napravi model koji zadovoljava neke potrebe. No, ovim modelom se i
dalje gubi novac i to ne bi trebalo biti neko veliko iznenadenje. Kao suprotnost ovome,
multifraktalan model zapocˇinje s nepromijenjivim, fundamentalnim cˇinjenicama ponasˇanja
trzˇiˇsta. On je ekonomicˇan, fleksibilan i oponasˇa stvaran svijet. Mandelbrot kazˇe da se nada
kako c´e multifraktalna analiza narasti i da c´e ju prepoznati kao najbolji nacˇin upravljanja
svjetskim novcem i ekonomijom.
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Poglavlje 6
Sazˇetak
U radu se bavimo Brownovim gibanjem, slucˇajnim procesom nazvanim po Robertu Brownu,
koji je otkrio da se cˇestice peluda rasprsˇene u tekuc´ini nasumicˇno gibaju. Osnovna karak-
teristika ovog slucˇajnog procesa su nezavisni i normalno distribuirani prirasti. Premda su
primjene i implikacije Brownovog gibanja brojne i znacˇajne, ono nije pogodno za mode-
liranje pojava s nezanemarivom vjerojatnosˇc´u ekstremnih dogadaja. To je motivacija za
uvodenje fraktalnog Brownovog gibanja, kao generalizacije Brownovog gibanja i modela za
stabilne procese. U radu razmatramo pojmove fraktala i fraktalne dimenzije. Na primjerima
pokazujemo samoslicˇnost kao jedno od osnovnih svojstava fraktala. Razmatramo primjenu
fraktalnog Brownovog gibanja na financijsko trzˇiˇste. Najprije razmatramo povijesni problem
cijena pamuka, na kojem je zapazˇena samoslicˇnost u vremenskim nizovima cijena. Benoit
Mandelbrot je uocˇio da cijene pamuka ne prate normalnu distribuciju vec´ jednu od distribu-
cija s tesˇkim repom. Definiramo pojmove multifraktala i multifraktalnog vremena, na osnovu
kojih izvodimo multifraktalni model trzˇiˇsta.
Kljucˇne rijecˇi: fraktal, Hausdorffova dimenzija, samoslicˇnost, Brownovo gibanje, frak-
talno Brownovo gibanje, multifraktalno vrijeme, multifraktalan model
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Poglavlje 7
Abstract
In this thesis we study Brownian motion, a random process named by Robert Brown who
discovered that the pollen particles dispersed in the liquid move constantly and randomly.
The basic characteristics of this random process are independent and normally distributed
increments. Even though the applications and implications of Brownian motion are nume-
rous and significant, it is not suitable for modeling a phenomenon with an unimaginable
probability of extreme events. This is the motivation for introducing fractal Brownian mo-
tion, as a generalization of Brownian motion and model for stable processes. In the thesis we
discuss the concepts of fractal and fractal dimensions. In examples, we show self similarity as
one of the basic characteristics of a fractal. We consider the application of fractal Brownian
motion to the financial market. First of all we consider the historical problem of cotton
prices which is characterized by self similarity in time series of prices. Benoit Mandelbrot
noticed that cotton prices do not follow the normal distribution but one of the distributions
with the heavy tail. We also define terms multifractal and multifractal time, on the basis of
which we are conducting a multifractal model of the market.
Keywords: fractal, Hausdorff dimension, self similarity, Brownian motion, fractal Brownian
motion, multifractal time, multifractal model
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Zˇivotopis
Rodena sam 27. svibnja 1990. u Vukovaru. U Osijeku sam pohadala osnovnu sˇkolu ”Dobriˇsa
Cesaric´” te 3. gimnaziju Osijek. 2014. godine zavrsˇavam preddiplomski studij na Odjelu za
matematiku Sveucˇiliˇsta J. J. Strossmayera u Osijeku. Zavrsˇni rad, pod nazivom Osnovni
teorem aritmetike, sam radila pod mentorstvom doc. dr. sc. I. Matic´a. Nakon toga upisujem
diplomski studij financijske matematike i statistike na Odjelu za matematiku u Osijeku. U
sklopu predmeta Strucˇna praksa odradila sam praksu u Kreditnoj uniji NOA.
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