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1. INTRODUCTION 
In this note, we consider some simple models of a long railway track which is elastically supported 
at regular points distance h apart, and which is subjected to an axial load. Our models will also 
admit both external (viscous) and internal (Kelvin-Voigt) damping mechanisms. The length of 
rail is very much bigger than h, and elastic deformations of the rail are to be investigated for 
which the local radius of curvature of the rail is also much larger than h. The model is formulated 
by making a suitable discretization of a comparable continuous problem governed by a partial 
differential equation. Our analysis includes ome stimulating interplay between continuous and 
discrete models of a given physical phenomenon, beginning with the continuous case. Some well- 
established theories concerning eigenvalues of the continuous and discretized models (see [1], and 
references therein) do not apply here because we do not admit the limiting procedure h ~ 0. 
In Section 2, a track of infinite length is considered and it is shown that the eigenvalues are 
solutions of a quadratic haracteristic equation with coefficients depending on a parameter #
taking any value in (-4h -2, 0). In Sections 3 and 4, a finite track is considered with different 
sets of boundary conditions. In some important cases the parameter #takes discrete values in 
[-4h-2,0] and some exceptions to this statement are discussed. In Sections 5 and 6, ranges of 
physical parameters for the track are established which produce unstable solutions, and stable 
solutions without oscillations, respectively. Finally, in Section 7, the location of nonreal eigen- 
values in the complex plane is discussed and an interesting bifurcation phenomenon is observed 
when both axial load and elastic supports are included in the model. 
We first consider the equation governing transverse displacements u(x, t) of a beam in the form 
02u 0 b(x)u+ I(xlS-o-~x2 ~ + L )-~x) +K(x)u=O" p(x)-O-~ +-~ a-~x2 + l(x)E~-~Cx2 
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Here, p(x) is the mass per unit length, b(x) and a are coefficients of external and internal damping, 
respectively, I(x)E is the bending stiffness, P(x) represents the axial load, and K(x) is the elastic 
coefficient of the support. 
Assuming that the beam is uniform and introducing a scaled time variable T ---- (IE/p)l/2t, 
the equation reduces to 
07" ---~ + -~T + a Ox 4 j + ~ + I---E Ox ---~ + -~u =0. 
Define new parameters 
b I/////~ P K 
~ - ~ ,  ~=aV- -  ~-, p=-~,  k=T~,  
and make the separation hypothesis u(x, ~-) = eAry(A, x). Then we obtain a quadratic equation 
for the eigenvalue parameter A: 
The eigenfunctions y(x) are supposed to be sufficiently smooth and bounded at infinity. 
It will be useful to rewrite the differential problem in operator form. For this purpose note 
that the differential expressions 
L l :=f~+c~ ~xx ' L2:= ~xx +P +k 
define closed linear operators on i:oo (R) with the common domain 
7) := ( f E L:oo: f(3) is absolutely continuous on compact intervals, and f(4) E L:2(R) } 
(see [2, p. 128]). Note also that for any g E L:2(R) a preimage for g under L1 or L2 can be 
determined by Fourier transform methods. 
Now for any A E C define the operator function L(A) on 7) by 
L(A) = A2I + ALl + L2, (1.2) 
and equation (1.1) takes the form L(A)y = 0. 
2. TRACK REST ING ON SLEEPERS 
Turning to the problem concerning a track elastically supported (on "sleepers") at points with 
a uniform spacing, h, the equation (1.1), or L(A)y = 0, is to be suitably discretized. Replace y(x) 
by the sequence (yi}j°°=_oo where yj = y(jh) and the sleepers are supposed to be located at the 
points x = jh, j = 0, ±1, ±2, . . . .  Suppose also that the inertial, damping, and elastic forces are 
also concentrated (or "lumped") at these points. 
The second x-derivative in (1.1) is replaced by the difference operator 
1 
y(2) _.~ h-~ (Yj+I - 2yj + Yj-1), (2.1) 
which generates the tridiagonal matrix operator Ad with elements ajj = -2 /h  2, a~j = 1/h 2 if 
I i - J l  = 1 and a~j = 0 otherwise. The corresponding difference operator for the fourth derivative 
is given by 
1 
y(4) __+ h-~ (yj+2 - 4yj+l + 6yj - 4yj-1 + yj-2), (2.2) 
and generates the (infinite) symmetric pentadiagonal matrix A~. 
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Both Ad and A~ define bounded linear operators on the Banach space loo of sequences 
y oo { j}j=-oo. It is a nice exercise to examine these operators in terms of the left-shift opera- 
tor Z on loo (Z{yj} = {Yj+I}). It is clear that Z is bounded with norm one and is invertible. 
Its inverse is the right-shift, Z T. Thus, ZZ T = zTz  = I on loo. Also, it is easily seen that the 
spectrum of Z is just the unit circle. 
Now any band Toeplitz matrix operator T on loo is defined by a scalar (rational) polynomial, 
say p(z) = ~ j=-s  aJ zj such that T = p(Z). Furthermore (see [3, p. 279]), the spectrum of T is 
just 
a(T) : {p(z): [z[ = 1}. (2.3) 
The matrix T is hermitian if and only if p is a symmetric polynomial in the sense that s = r and 
a_j : aj, j : 0, 1, 2 , . . . ,  r. In this case p(z) = p(z) when [z I = 1 and it follows that a(T) C N. 
For our problem Ad : p2(Z), A~ = p4(Z) where 
p2(z) = z -  2 + z -1, p4(z) = z 2 - 4z + 6 -  4z -1 + z -2, 
and both are symmetric polynomials in the above sense. It follows from (2.3) that Ad and A 2 
have real spectrum. To be precise, 
a (Ad) = [-4, 0], a (A~) : [0, 16]. (2.4) 
The polynomial p, where T = p(Z), is known as the symbol of T. The analysis here is easy 
because we consider doubly infinite sequences. On the space of sequences {Yj}j~--0, Z is no longer 
invertible and the situation is much more complicated and interesting (see [4], for example). 
Returning to our discretized ifferential problem, define the matrix function Ld on loo x C by 
Ld(A ) = A2I + l (flI + aA2d) + (A2d + pAd + kI) . (2.5) 
The eigenvalues of Ld are those I 6 C for which Ld(A){yj} = 0 for a nonzero sequence {yj} 
in loo. As Ld is a scalar polynomial function of Ad, the eigenvalues of Ld are just the solutions of 
A2 + A (Z + 0 ,  2) + (,2 _ p ,  + k) = 0, (2.6) 
where -# is an eigenvalue of Ad. 
To find eigenvalues of Ad we are to solve Ad{y} = (--#){y}, or 
Y j+ I  - -  (2 - -  #h 2) y j  n a Y j -1  = 0, j --= 0, =t=1, - t -2 , . . . ,  
under the condition that all solutions are bounded as j --~ +cx~. This is the case if and only if 
-2  <: 2 -  #h 2 < 2; i.e., 
4 
-h-- ~ < -# < 0. (2.7) 
Thus, all negative numbers in this interval are eigenvalues of Ad. 
For one of these eigenvalues -#,  the corresponding eigenvectors have the form 
Yj = 7 cos (jO•) + ~ sin (jO,), j = 0, +1, -[-2,..., (2.8) 
where 0, = arecos(1 - (1/2)#h 2) and ~/,~ are arbitrary real numbers. Note that these are 
eigenvectors for both Ad and Ld. It also follows from (2.8) that there are two linearly independent 
real eigenvectors for each eigenvalue (i.e., each eigenvalue has geometric multiplicity two). Note 
also that, as our model is based on the assumption that radii of curvature of the track are large 
compared to h, the physically meaningful eigenvalues will, in some sense, correspond to the 
smaller values of I#l in (2.7). 
It is interesting to compare these results with corresponding statements for the differential 
d 2 operator ~ and the function L(),) of (1.2) defined on 7:). It is easily verified that the whole 
d 2 negative real axis consists of eigenvalues of h-~-~x, and this is suggested by (2.7) if we take the limit 
as h --* 0. Also, for # > 0 the functions 
y(x) = 7 cos (x/-fi x) + e sin(v ~ x) (2.9) 
are eigenfunctions of (1.2) and (2.8) and (2.9) are consistent in the sense that, to first order in h, 
0, = v/-fih- 
"~1-4/541 
204 P. LANCASTER AND P. ROZSA 
3. PER IODIC  BOUNDARY CONDIT IONS FOR A F IN ITE  RA IL  
Let us now admit that a rail must have finite length, although this length, l, will be assumed 
to be large compared to the spacing of the sleepers, h, and that I = nh for an integer n. As in 
Section 2, the problem is discretized with a fundamental interval h, and the boundary conditions 
now require more care. We consider several cases and it will be seen that, in every case, results 
are obtained which, to some degree, reflect the spectral properties described in Section 2 for the 
discretized infinite rail. 
Let us first consider boundary conditions which are "periodic": 
y(O) = y(l), y'(0) = y'(/), y"(0) = y"(/), y"(0)  = y"( / ) .  (3.1) 
A heuristic justification for this can be made by imagining the rail to be joined at the ends to 
form a circle and then letting the radius of this circle tend to infinity. Thus, as l --* c~ and h is 
held fixed we expect o recover some of the results of Section 2. 
As both ends of the rail are to be treated in a symmetrical way it is natural to use centred 
difference formulae consistently (as in (2.1) and (2.2)). For example, at the end x = 0 we replace 
y(r)(0), r = 0, 1, 2, 3, 4 by the respective xpressions: 
Yl - Y-1 Yl - 2y0 + Y-1 
Yo, 2h ' h 2 ' 
Y2 - 2yl + 2y-1 - Y-2 Y2 - 4yl + 6y0 - 4y-1 + Y-2 
2h 3 ' h 4 
The periodic boundary conditions lead to n x n circulant matrices as coefficients of the algebraic 
system of equations obtained by the discretization. Introducing the notation 
-2  1 1 
1 -2  1 
1 -2  
A -- . , (3.2) 
1 
1 1 -2  
for the operator corresponding to the second differences (and blank spaces imply zero entries), 
the operator for the fourth differences turns out to be just 
6 -4  1 1 -4  
-4  6 -4  1 1 
1 -4  6 -4  1 
A 2 = . (3.3) 
1 
-4  1 1 -4  6 
Thus equation (1.1) and boundary conditions (3.1) yield the equation 
A2I+A(ZI+-~A )+ AU+-~pA+kI y=0.  (3.4) 
Since the eigenvalues and eigenvectors of A and A 2 are well known, performing an appropriate 
unitary transformation with the help of the modal matrix, the system (3.4) splits into n equations 
determining the possible values of A. 
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Introducing the simple unitary circulant matrix [01  
a = . .  , (3 .5 )  
it is easy to see that 
A = -2 I  + 12 + f2 -1 . 
Since the eigenvalues of 12 are the n th roots of unity: e (2k~/n)i (i = 0 ,1 ,2 , . . . ,n  - 1), the 
eigenvalues of A and A 2 can easily be obtained. Let us denote the eigenvalues of (1/h2)A by -/~k 
and we get 
h2,k = 2--e(2kTr/n)~--e(-2k~r/n)i =4sin2 (k-~) k =O, 1,...,n- l. (3.6) 
Equation (3.4) leads once again to the A-equation (2.6), but now #k is restricted to the finite 
set of values of (3.6). However the #k are all contained in the interval (2.7) predicted by the case 
of a discretized infinite rail. Furthermore, (3.6) shows that, as l --* cx) (or n --* oo) and h remains 
fixed, the eigenvalues of (3.6) become more and more dense in the interval (2.7). 
Note that, as sin(Tr - 0) = sin 0, most of the eigenvalues of (3.6) are repeated. 
4.  OTHER END CONDIT IONS FOR F IN ITE  RA IL  
Now let us retain the model of Section 3 except that the boundary conditions are changed to 
represent simple supports. Thus, 
y(0) = y"(0) = 0, y(1) = y"(l) = 0. (4.1) 
It is found that, in this case, we have only to replace the n × n matrices A and A 2 of Section 3 
by B and B 2 (of size (n - 1)) where 
1 -2  1 6 -4  1 
1 -2  1 B = B2 = -4  6 -4  1 
" ' ,  ' ' ,  ' 1 " 
1 6 
1 -2  1 -4  
The eigenvalues of h-2B are known to be the numbers -# j  for which 
Izj=~---~sin2(J~nn), j=l ,2, . . . ,n-1 (4.2) 
(see [4, Exercise 4.14.15], for example). As in Section 3, all eigenvalues are in the interval (2.7) 
and their density increases as n -* c~ for fixed h. However, in this case we do not get repetitions 
of the eigenvalues (cf. (3.6)), and they are more "dense." 
To explain this fact one might argue that, among the harmonic motions, the boundary con- 
ditions (4.1) admit only sine solutions (as functions of x). In contrast, the periodic boundary 
conditions of Section 3 admit eigenfunctions of both sine and cosine types (cf. equation (2.8)). 
This explanation is reinforced on examination of boundary conditions which are, in a sense, 
complementary, and consistent with cosine modes; namely, 
y'(0) = y'"(0) = 0, y'(1) = y"'(1) = 0. 
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Using the same techniques again it is found that, with these boundary conditions, the n x n 
matrices A and A 2 of Section 3 are replaced by (n + i) x (n + I) matrices C and C 2 where 
-2 2 0 6 -8 2 
I -2  1 -4  7 -4  I 
1 -2  1 1 -4  6 -4  1 
C = , C 2 = 
' '  "- 1 
1 -4  
2 -2  2 -8  6 
Interestingly enough, the eigenvalues of h-2C can also be calculated by elementary methods and 
are found to be numbers -v j ,  where 
4 uJ=l~_sin2 ~ ' j=O,  1 , . . . ,n ,  
i.e., exactly the eigenvalues of (4.2) (now with eigenfunctions of cosine type) together with the 
extreme igenvalues 0 and -4 /h  2. Furthermore, all eigenvalues are simple. Note that the coin- 
cidence of the eigenvalues for B and C depends on the shift in their sizes--from n - 1 to n + 1, 
respectively• 
The smallest positive eigenvalue predicted by the finite models of Sections 3 and 4 are also of 
interest. Equation (3.6) gives #1 = (4/h 2) sin2(~), and hence, #1 /2 (.~)2 as n --+ oo (and l is 
fixed). With simply supported ends, (4.2) gives #1 = (4/h 2) sin2(2--~) so that, as n ~ oo 
Thus, #1 is dependent on the choice of boundary conditions, but the interval ( -4 /h  2, 0) which 
determines the extreme igenvalues does not depend on the boundary conditions examined so 
far. 
In view of the uncertainty in end-conditions which may prevail with adjacent rails in and out of 
contact, let us investigate this more closely. First, our model requires that the matrix representing 
the fourth x-derivative with boundary conditions should be the square of the corresponding 
d 2 matrix for the second x-derivative. If we consider the difference representation f ~ with the 
more general boundary conditions 
ay(O) + by'(O) = O, ay(t) + by'(g) = O, (4.4) 
d 4 it is easily verified that we have this "squared" property if and only if ~ is linked with the 
boundary conditions 
ay(O) + by'(O) = O, ay'l(o) + by"'(O) = O, 
ay(e) + by'(g) = O, ay"(g) + by'"(t) = O. 
Matrices B and C above are just the special cases b = 0 and a = 0, respectively. 
d 2 Introduce the parameter d = 2h(a/b). It is found that the matrix representing ~ with 
conditions (4.4) is 
] -2  1 h-2Ca = h -2 1 -2  1 . (4.5) 
". 1 
2 -2+d 
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Thus, we have Cd = C when a = d = 0 and, in the limit as d ~ oo (or b ~ 0), the eigenvalues 
of B are obtained. We examine the dependence of the eigenvalues of Cd on d in more detail. 
PROPOSITION.  
(a) I f  4n -1 < d then Ca has two positive eigenvalues and n - 1 eigenvalues in (-4,0).  
(b) IfO < d < 4n -1 then Cd has one positive eigenvalue and n eigenvalues in (-4,0).  
(c) I f -4n  -1 < d < 0 then Cd has one eigenvalue l ss than -4  and n eigenvalues in (-4,0).  
(d) I f  d < -4n-1 then Cd has two eigenvalues less than -4  and n - 1 eigenvalues in (-4, 0). 
PROOF. Observe first of all that Cd is similar to a real symmetric matrix so that all eigenvalues 
are real and, furthermore, they depend continuously on d. 
A determinantal calculation allows us to write down the characteristic polynomial of Cd ex- 
plicitly: 
d 2sinnt? (4.6) cd(A) := det (AI - Cd) = -4s in0s inn0 - 4dcosn0 + sin0 
where 0 = arccos((1/2)A + 1). (Each term in 0 is also easily expressed in terms of Chebyshev 
polynomials in A.) When d = 0, the zeros of sinOsinnO reproduce the eigenvalues of C and the 
coefficient of d 2 (as a function of A) has the eigenvalues of B for its zeros. Also, 
Cd(O) -= -4d  + nd 2, (4.7) 
Cd(--4) = (--l) n+l (4d + rid2). (4.8) 
Consider statements (a) and (b). It is apparent from Gershgorin's theorem that, for sufficiently 
large d > 0, Cd has exactly two positive eigenvalues. Since (--1)n+lcd(O) is just the product of 
the eigenvalues of Cd, all the eigenvalues are distinct and lie in [-4, 0] for d = 0, and (from (4.7)) 
cd(O) changes ign only at d = 0 and d -- 4n -1. It follows by continuity that just one eigenvalue 
changes ign from negative to positive as d increases through zero and through 4n-1. Statements 
(a) and (b) follow from this. 
Statements (c) and (d) follow similarly using equation (4.8). | 
For the case d < 0 the smallest eigenvalue in absolute value traverses the segment from 
( -4 /h  2) sin2(2-~) to zero monotonically as d increases from -co to 0. 
The fact that Cd may have eigenvalues greater than zero is simply the finite difference analogue 
d 2 of the fact that the differential operator ~ with the boundary conditions (4.4) may be indefinite 
when a/b > O. 
5. UNSTABLE SOLUTIONS 
(a) For the infinite track, equation (2.8) determines the dependence ofeigensolutions on x and, 
as u(x, t) = e~ty(x), the time dependence is determined by the nature of the two solutions of 
equation (2.6) at the corresponding it values. So we now consider that equation: 
As + A (~ + ~it2) + (its _ pit + k) - 0 (5.1) 
more closely, under the hypotheses that ~,/3,p, k are nonnegative, and a + t3 ¢ 0. The solutions 
are 
= -5  +  its) 4- +  its)  _ (its _ pit + k),  (5.2) 
and yield unstable solutions (i.e., which are unbounded for t E [0,co)) if and only if A+ > 0. 
Thus, for the continuous model based on L(A) instability occurs if #2 _ pit + k < 0 and this is 
equivalent to 
p2 > 4k. (5.3) 
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When this is the case the unstable #-interval is 
1 i l  1 ~-p 
~p__ ~p2_k<#< ~p+ 2_k .  (5.4) 
Considering the discrete model based on Ld()~ ) (of Section 2) we see (as in Figure 1) that there 
is instability if and only if 
i 4 p2>4k and lp_  lp  2 -k<~-~.  (5.5) 
Observe that there is no instability if the axial load (and hence, p) is zero. Also, there is always 
instability ifp > 0 and k = 0; i.e., there is an axial load but no elastic support. 
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Root 4/h 
Figure 1. Conditions producing instability for an infinite track. 
(b) The hypothesis of finite length, l, for the rail introduces a qualitatively different phenom- 
enon. It is possible that/11, the smallest positive eigenvalue (of -h-2A or -h-2Cd) satisfies 
~p + p2 _ k < #1 (5.6) 
and so ensures stability even though p, k produce the potentially unstable zone of Figure 1. 
Recall that the boundary conditions of Sections 3 and 4 produce different estimates of the small- 
est positive eigenvalue #1, for example, 4(~) 2 for the periodic boundary conditions of Section 3, 
and (~)2 (the Euler buckling load) for the two cases d = 0, and d = cx) of Section 4. 
6. STABLE SOLUTIONS WITHOUT OSCILLAT IONS 
Now let us formulate conditions under which all solutions are necessarily exponentially decaying 
--and possibly undesirable transient phenomena cannot arise. In this case, a(Ld) (or a(L)) 
consists entirely of negative real numbers, and the corresponding solutions will be called stable 
(thus excluding the case A = 0 as well). Thus, from (5.2) and (5.3) we have either 
p2 < 4k, (6.1) 
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Figure 2. Solutions without oscillations. 
as in Figure 2a, or as in Figure 2b 
4 I ~/1 
p2>ak and ~-~ <~p-  ~p2_k .  (6.2) 
Several different possibilities arise depending on the relative sizes of a,/3,p and k. Some of 
these are indicated in Figure 3 where graphs of g(#) := #2 _ p# + k and f (#)  := (1/4)(/3 + c~#2)  
are sketched. 
Obviously, oscillatory solutions are prevented at low values of # by the classical discriminant 
condition (1/4)/32 > k and instability is also prevented if we have (from (5.5)) 
/32 > k > ~p . (6.3) 
The possibility of oscillatory solutions at higher values of # is prevented if (in equation (5.2)) 
we have (1/4)(/3 + ~#2)2 >_ ~2 _ p~ + k; i.e., 
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The minimal value of ~ is obtained when the equality has a double positive root. Then the 
Euclidian algorithm, started from the polynomial and its derivative (with respect o #), leads to 
the equation 
~2 4k) 
-3p  2 1+ (2-~Z)  ~ ] (3p)2 +2(2-~z) (z  2-4k)  3 ~ =0. (6.4) 
/ 
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I 
f • 
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s 
s S 
o s J J  
beta 2_~4__ . . . . - -~""~'~ 
k - -  
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Y 
/ 
I 
I 
/ 
S # 
s S 
f ss 
~ g 
k ~,~" 
b_e~a - . . . . . . .  
4 
, g 
<-- Osci l ]at iens --><-- Decay --> 
(b) 
Figure 3. Oscillating and decaying solutions. 
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Figure 3. (cont.) 
In the special case p = 0, this reduces to koz 2 -/~o~ -t- 1 = 0, and hence, 
> v/9 -ak  (6.5) 
- 2k 
(Note that the root c~ = 03 + ~ - 4k ) /2k  is not admissible as this would imply #2 < 0.) 
Another tractable special case arises when f~2 = 4k. The equality case of (6.4) is then a cubic 
equation in ~-1/3: 
These two special cases may be considered as critical ones representing the limits when oscillatory 
solutions are prevented. They are illustrated in Figure 4. 
y 
IS I 
beta2 ~ ~  
2 k i P = 
_b~t_~ : k . . . . . . . . .  ', P 
4 doub le  root doub le  root  
Figure 4. Two critical cases. 
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7. SOLUT IONS WITH OSCILLAT IONS 
Assume that there is some internal damping (~ ~ 0) and let us consider those eigenvalues 
A = x + iy for which y # 0. The real and imaginary parts of equation (2.6) (or (5.1)) determine 
a locus of points in the (x, y) plane in terms of the real parameter #. These relations can be used 
to show that 
A+ 12  13 = a -2 - a -  + p# + k. (7.1) 
Let us make the physically sensible assumption that a/3 < 1 + a2k. Then if in addition p = 
0, the locus of points (x, y) obtained as above is just the circle with centre -a  -1 and radius 
(a -2 - a-1/~ q- k)1/2; i.e., all nonreal eigenvalues lie on this circle (this idea has been utilized 
in [5], for example). 
Y 
P 1!I 
/i 4 
-20 -15 - i0 -5 ! 
(a) 
Y 
i0 
= 
. . . .  i . . . .  , . . . .  
-20 -15 - i0 -5 ! 
(b) 
Figure 5. Loci of nonre&l eigenvalues. 
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-i -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1 
(c) 
Figure 5. (cont.) 
When p > 0 (there is an axial load) the locus of points in the (x, y) plane is more complicated. 
A set of loci when ~ - 0.i, /3 = 0, and k = 0 (there is no elastic support) is illustrated in 
Figure 5a where A is written in Cartesian form, A = x + iy. When k ~t 0 and p # 0 there is a 
singularity in ~ at x = 0. This is apparent in the graphs of Figure 5b in which a = 0.1, ~ = 0 
and k = 10. (Clearly, for any p, we have A --+ ik 1/2 as x --~ 0.) It is to be expected that  increasing 
the axial load, p, will inhibit oscillatory phenomena, and this is supported by the results shown in 
Figure 5. A "close-up" of the interesting bifurcation on the imaginary axis is shown in Figure 5c. 
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