ABSTRACT. We introduce new generalizations of the Bernoulli, Euler, and Genocchi polynomials and numbers based on the Carlitz-Tsallis degenerate exponential function and concepts of the Umbral Calculus associated with it. Also, we present generalizations of some familiar identities and connection between these kinds of Bernoulli, Euler, and Genocchi polynomials. Moreover, we establish a new analogue of the Euler identity for the degenerate Bernoulli numbers.
INTRODUCTION
The Bernoulli, Euler, and Genocchi numbers and polynomials are closely connected to each other [7] . Their study attracts attention of many researchers (see [3, 8, 10, 13] and reference therein). Besides the classical versions there exist their different q-analogues and parameterized versions [1, 2, 8, 13] . The degenerate versions of the Bernoulli and Euler numbers were defined and studied by Carlitz. They are based on a degenerate exponential function e λ,µ (t) = (1 + λt) µ . In this way the degenerate Bernoulli numbers of Carlitz are defined by a generating function
β n (λ) t n n! , (1.1) with condition λµ = 1. Degenerate versions of the Bernoulli, Euler, and Genocchi polynomials were studied by different researchers (see [9, 15] and references therein). The umbral calculus was one of the methods used for study of these polynomials. However, those degenerate polynomials were defined in terms of versions exponential functions with classical additive property and studied by techniques of the classical umbral calculus. For example, the degenerate Bernoulli polynomials studied in [15] are defined as
where the degenerate Bernoulli numbers are evaluated, as usually, as β n (λ) = β n (λ, 0). In this work we define a new degenerate Bernoulli, Euler, and Genocchi polynomials and numbers and study them by applying non-classical umbral calculus. They are based on degenerated, or, in other words, deformed exponential function that their additive property is deformed too. Our results generalize many of well known identities for classical case. Moreover, we bring a new analogue of the Euler identity for the Bernoulli numbers and establish connections between degenerate versions of the Bernoulli, Euler, and Genocchi polynomials. This paper is organized as following. We start from some definitions and useful theorems of umbral calculus. Each one from the following three sections considers, respectively, the degenerate Bernoulli, Euler, and Genocchi polynomials and numbers. The last section considers connections between these polynomials and shows a way to find connections with other polynomials.
BACKGROUND AND DEFINITIONS
Let us consider the umbral calculus associated with the deformed exponential function
defined by Carlitz in [6] with substitution λ = 1 − q and by Tsallis in [14] . It is easy to see that this CarlitzTsallis exponential function (2.1) is an eigenfunction of the operator D q;x ≡ (1 + (1 − q)x) d dx , where d/dx is the ordinary Newton's derivative. This exponential function has the following extension as formal power series (see [5] ):
where Q n (q) = 1 · q(2q − 1) . . .(nq − (n − 1)). Let us define a sequence c n; q as following
Therefore, by using this notation, we can write
Define x ⊕ q y = x + y + (1 − q)xy (see, Borges [4] ) and (x + y) n c = ∑ n k=0 c n; q c k; q c n−k; q x k y n−k . Now we can state the following Proposition.
Proposition 2.1. For any x, y ∈ C it holds that
t n c n; q .
Proof. It follows from (2.2) that e q (xt)e q (yt) = t n c n; q = e q ((x + y) c t), (2.3)
From another side we have e q (xt)e q (yt) = (1 + (1 − q)xt)
Therefore, by comparing (2.3) with (2.4), we obtain that e q (xt ⊕ q yt) = e q ((x + y) c t), or, in more detailed notation,
t n c n; q , which completes the proof.
From here and on we will define n k c; q = c n; q c k; q c n−k; q . Clearly, (x + y) n c = ∑ n k=0 n k c; q x k y n−k .
Let P be the algebra of polynomials in a single variable x over the field C and P * be the vector space of all linear functionals on P. The notation L|p(x) denotes the action of a linear functional L on a polynomial p(x), and the vector space operations on P * are defined by
Let F denote the algebra of formal power series in a single variable t over the field C:
The formal power series f (t) defines a linear functional on P by setting (2.5) f (t)|x n = c n; q a n , ∀n ≥ 0, and in particular t k |x n = c n; q δ n,k , for all n, k ≥ 0, where δ n,k is the Kronecker delta function.
is a vector space isomorphism from P * onto F . Henceforth, F denotes both the algebra of formal power series in t and the vector space of all linear functionals in P (see [11] ), so that F is an umbral algebra, and the umbral calculus is the study of the umbral calculus. Note that the umbral calculus considered here is non-classical because it is associated with the sequence c n; q instead of classical n!. From (2.2)-(2.5) one can easily see that e q (yt)|x n = y n and, respectively, e q (yt)|(p(x) = p(y). For all f (t) ∈ F and for all polynomials p(x) ∈ P we have
For f 1 (t), . . . , f m (t) ∈ F , we have (see [11, 12] )
Let us define a linear operator D c q ;t as following D c q ;t t n = c n; q c n−1; q t n−1 , for integer n ≥ 1, 0, n = 0.
Therefore for any polynomial p(x) = ∑ n j=0 a j x j we have t k |p(x) = c k; q a k = D k c q ; x p(0), and, in particular,
For any f (t) ∈ F the linear operator f (t) on F is defined by (see [11] ) f (t)x n = ∑ n k=0 c n; q c k; q c n−k; q a k x n−k , which leads to
is called invertible and has a multiplicative inverse denoted by f −1 (t) or 1/ f (t). If o( f (t)) = 1 then the series f (t) is called delta series and has a compositional inversef (t) satisfying f (f (t)) =f ( f (t)) = t.
For a delta series f (t) ∈ F and an invertible series g(t) ∈ F we say that a polynomial sequence s n (x) is a Sheffer sequence for the pair (g(t), f (t)) and denote it by s n (x) ∼ (g(t), f (t)) if for all n, k ≥ 0 it holds that g(t) f (t) k |s n (x) = c n; q δ n,k . Thus, s n (x) ∼ (g(t), f (t)) if and only if
for all y ∈ C (see [12] ). The following statements are equivalent
Moreover, the following theorem holds.
Moreover, a sequence s n (x) ∼ (g(t), f (t)) for some invertible g(t), if and only if
for all constants y, where p(x) ∼ (1, f (t)) (The Sheffer Identity, Theorem 6.2.8 in [12] ).
Let us define now an inverse operator for operator D c q ; x as following
BERNOULLI POLYNOMIALS
Let us define degenerate Bernoulli polynomials B n;q (x) and numbers B n;q as
The first few values of degenerate Bernoulli polynomials and numbers are listed in Table 1 . Let us denote n B n;q (x) B n;q 0 1 1 by B q the umbra of the Bernoulli numbers sequence, that is, t e q (t) − 1 = e q (B q t) =⇒ t = e q (B q t)e q (t) − e q (B q t). n−k t n c n;q , and, by extracting the coefficients of t n c n;q , we get an analogue of the well known identity for the Bernoulli polynomials.
Proposition 3.1. For all n ∈ N, the degenerated Bernoulli polynomials B n;q (x) defined by (3.1) satisfy
Moreover, for all n ≥ 0 and x ∈ C, it holds that B n;q (x) = (B q + x) n c and B n;q (1) − B n;q = δ 1,n . Note that the identity of the Proposition 3.1 can be obtained immediately from noticing that B n;q (x) ∼ ( e q (t)−1 t ,t) and applying Theorem 2.2(ii). From (2.9), we obtain
By applying (2.8), we get tB n;q (x) = c n; q c n−1; q B n−1;q (x). By linearity, we complete the proof.
By applying this Lemma to the polynomials B n;q (x) and using (3.3), we obtain 1 0 B n;q (u)d c q u = e q (t) − 1 t B n;q (x) = 1 e q (t) − 1 t B n;q (x) = 1|x n = t 0 |x n = c n; q δ n,0 . Hence, by comparing (3.5) with (3.7) and bringing into consideration that c 1; q = 1, we can state the following result. 
One of the very important aspects in the theory of orthogonal polynomials is a connection between different kinds of polynomials. Let us consider the equation (3.3). It can be rewritten as
Therefore, by (2.6), we obtain
Thus we can state the following result. 
+ B n;q ((x + y) c ) + (1 − q) c n; q c n−1; q B n−1;q ((x + y) c ),
where B n;q (u) = ∑ n k=0 n k c; q kB n−k;q u k .
Proof. Let b(t) = t e q (t)−1 . Therefore
where b ′ (t) = d dt b(t). By multiplying both sides by e q (xt)e q (yt) and replacing b ′ (t)e q (ut) = (b(t)e q (ut)) ′ − b(t)e ′ q (ut) in accordance with Leibniz rule, we obtain b(t) 2 e q (xt)e q (yt) = (1 − qt)b(t)e q ((x + y) c t) − nB n;q ((x + y) c ) − c n; q c n−1; q (1 − q)(n − 1)B n−1;q ((x + y) c )
Rearranging the summation indexes, denoting B n;q (u) = ∑ n k=0 n k c; q kB n−k;q u k , and gathering the similar terms complete the proof.
An analogue of the Euler identity for the degenerate Bernoulli numbers follows immediately from the previous Theorem by assuming x = y = 0 and noting that B n;q (0) = 0 for all integer n ≥ 0. Theorem 3.7. For all integer n ≥ 2, the degenerate Bernoulli numbers defined by (3.2) satisfy n ∑ k=1 n k c; q B k;q B n−k;q = −nB n;q − nB n−1;q
.
EULER POLYNOMIALS
Let us define degenerate Euler polynomials E n;q (x) and values E n;q = E n;q (0) as
The first five degenerate Euler polynomials and their special values are listed in Table 2 . It is easy to see that E n;q (x) ∼ e q (t)+1 2 ,t . Therefore, by (2.8), we obtain tE n;q (x) = c n; q c n−1; q E n−1;q (x) and D k c q ; x E n;q (x) = c n; q c n−k; q E n−k;q (x).
From (2.9), we have 2 e q (t) + 1 x Let us denote by E q the umbra of the Euler values sequence, that is, 2 e q (t) + 1 = e q (E q t) =⇒ 2 = e q (E q t)e q (t) + e q (E q t).
By applying (2.3), we obtain 2 = ∑ ∞ n=0
(E q +1) n c t n c n; q + ∑ ∞ n=0 E n;q t n c n; q . Thus, (E q + 1) n c + E n;q = 2δ 0,n , which is a generalization of a well-known identity for the classical case. From (4.1)-(4.2), we get
c n; q c k; q c n−k; q E n−k;q x k t n c n; q , which leads to the following proposition.
Proposition 4.1. For all n ∈ N, the degenerated Euler polynomials E n;q (x) defined by (4.1) satisfy
Moreover, for all n ≥ 0 and x ∈ C, E n;q (x) = (E q + x) n c and E n;q (1) + E n;q = 2δ 0,n .
From the Theorem 2.2, by assuming y = 1, we obtain e q (t)E n;q (x) = ∑ n k=0 c n; q c k; q c n−k; q E k;q (x). Applying this identity to (4.3) leads to the next result. Proposition 4.2. For all integer n ≥ 0, it holds that
Moreover, for all n ≥ 0, [x n ]E n;q (x) = 1.
By substituting x = 0 into the statement of the Proposition (4.2) and rearranging the terms, we obtain the following result. Corollary 4.3. For all integer n ≥ 1, it holds that −2E n;q = ∑ n−1 k=0 n k c; q E k;q .
GENOCCHI POLYNOMIALS
Let us define degenerate Genocchi polynomials G n;q (x) and numbers G n;q as 2t e q (t) + 1 e q (xt) = ∞ ∑ n=0 G n;q (x) t n c n;q , (5.1)
The first few values of degenerate Genocchi polynomials and numbers are listed in Table 3 . It is easy to see n G n;q (x) G n;q 0 0 0 that G n;q (x) ∼ e q (t)+1 2t ,t . Moreover, by comparing (4.1) with (5.1), one can immediately conclude that deg(G n;q (x)) = n − 1. Therefore, by (2.8), we obtain tG n;q (x) = c n; q c n−1; q G n−1;q (x) and D k c q ; x G n;q (x) = c n; q c n−k; q
From (2.9), we have 2t
Let us denote by G q the umbra of the Genocchi numbers sequence, that is, 2t e q (t) + 1 = e q (G q t) =⇒ 2t = e q (G q t)e q (t) + e q (G q t).
By applying (2.3), we get that 2t = ∑ ∞ n=0
(G q +1) n c t n c n; q + ∑ ∞ n=0 G n;q t n c n; q . So, (G q + 1) n c + G n;q = 2δ 1,n , which is a generalization of a well-known identity for the classical case.
From the definitions of degenerate Genocchi numbers and polynomials (5.1)-(5.2), we obtain
c n; q c k; q c n−k; q G n−k;q x k t n c n; q , and we can state the following proposition.
Proposition 5.1. For all n ∈ N, the degenerated Genocchi polynomials G n;q (x) defined by (5.1) satisfy G n;q (x) = ∑ n k=0 n k c; q G n−k;q x k . Moreover, for all n ∈ N and x ∈ C, G n;q (x) = (G q + x) n c and G n;q (1) + G n;q = 2δ 1,n .
From the Theorem 2.2 with y = 1, we obtain e q (t)G n;q (x) = ∑ n k=0 c n; q c k; q c n−k; q Moreover, for all n ≥ 0, [x n ]G n+1;q (x) = c n+1; q c n; q .
By substituting x = 0 into the statement of the Proposition (4.2) and rearranging the terms, we have the following corollary. 
CONNECTIONS BETWEEN POLYNOMIALS
We already have shown a connection between monomials p(x) = x n and degenerated Bernoulli B n;q (x), degenerated Euler E n;q (x), and degenerated Genocchi G n;q (x) polynomials. Let us assume now that a polynomial p(x) ∈ P of degree n can be expressed as a linear combination of the deformed Bernoulli polynomials p(x) = ∑ Proof. Let us assume that E n;q (x) = ∑ On the other side, by Proposition 6.1, we have b k = c n; q c k; q c n−k+1; q 2δ 0,n−k+1 − 2E n−k+1;q .
