Abstract-In this technical note, the globally exponential stabilization problem is investigated for a general class of stochastic systems with both Markovian jumping parameters and mixed time-delays. The mixed modedependent time-delays consist of both discrete and distributed delays. We aim to design a memoryless state feedback controller such that the closedloop system is stochastically exponentially stable in the mean square sense. First, by introducing a new Lyapunov-Krasovskii functional that accounts for the mode-dependent mixed delays, stochastic analysis is conducted in order to derive a criterion for the exponential stabilizability problem. Then, a variation of such a criterion is developed to facilitate the controller design by using the linear matrix inequality (LMI) approach. Finally, it is shown that the desired state feedback controller can be characterized explicitly in terms of the solution to a set of LMIs. Numerical simulation is carried out to demonstrate the effectiveness of the proposed methods.
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I. INTRODUCTION
It is now well known that time-delays are frequently encountered in practical systems such as engineering and biological systems, and their existence may induce instability, oscillation, and poor performances [1] , [4] , [5] . Time delays may also arise in several signal processing areas such as multipath propagation, telemanipulation systems, data communication in high-speed internet and network control systems [2] . According to the way time-delays occur, they can be classified as discrete (point) delays [16] and distributed delays [10] . In the past few years, considerable attention has been devoted to the robust stabilization and H 1 control problem for linear and nonlinear time-delay systems, and a great number of papers have appeared on this general topic, see [2] for a survey.
Markovian jump systems (MJSs) involve both time-evolving and event-driven mechanisms, which can be employed to model the abrupt phenomena such as random failures and repairs of the components, changes in the interconnections of subsystems, sudden environment changes, etc. The issues of stability, stabilization, control and filtering have been well investigated, see e.g. [1] , [3] , [7] , [9] , [13] , [15] , [16] , [19] . On another research forefront, since stochastic phenomenon typically exhibits in many branches of science and engineering applica- tions, a great deal of attention has been devoted to the stochastic systems governed by Itô stochastic differential equations, and a variety of works have been published with respect to the stability and stabilization of Itô-type stochastic systems. Naturally, stochastic systems with Markovian jumping parameters have also received considerable research attention, see e.g. [11] , [16] , [18] , [19] . Although the stabilization problem for stochastic Markovian jumping systems with discrete time-delays has been well investigated, there has been very little literature on the mixed mode-dependent (MDD) time-delays comprising distributed ones. MDD time-delays are of practical significance since the signal may switch between different modes and also propagate in a distributed way during a certain time period with the presence of an amount of parallel pathways. It is, therefore, the purpose of this technical note to close such a gap by making one of the first few attempts to deal with the control problem for a class of stochastic systems with MDD delays. The main contributions of this technical note lie in the following aspects: 1) mode-dependent distributed delays are introduced in the system model; 2) a new Lyapunov-Krasovskii functional is proposed to account for the mode-dependent distributed delay; 3) a unified delay-dependent LMI framework is developed that tackles the "complexity" consisting of Markovian jumping parameters, MDD time-delays, external disturbances and Itô-type Brownian motions.
Notations: Throughout this technical note, n and n2m denote, respectively, the n dimensional Euclidean space and the set of all n 2 m real matrices. The superscript "T " denotes the transpose and the nota- 1] is the space of square integrable vector. Moreover, let (; F; fF t g t0 ; P) be a complete probability space with a filtration fFtg t0 satisfying the usual conditions (i.e., the filtration contains all P-null sets and is right continuous). Denote by L p F ([0h; 0]; n ) the family of all F 0 -measurable C([0h; 0]; n )-valued random variables = f() : 0h 0g such that sup 0h0 j()j p < 1 where f1g stands for the mathematical expectation operator with respect to the given probability measure P.
II. PROBLEM FORMULATION
Let r(t) (t 0) be a right-continuous Markov chain on the probability space (; F; fF t g t0 ; P) taking values in a finite state space S = f1; 2; . . . ; Ng with generator 5 = (ij ) N2N given by P fr(t + 1) = jjr(t) = ig = ij 1 + o(1);
Here 1 > 0 and ij 0 is the transition rate from i to j if i 6 = j while ii = 0 j6 =i ij. Consider, on a probability space (; F; fF t g t0 ; P), the following stochastic system with mode-dependent mixed time delays and Markovian switching of the form:
f (x(s)) ds +g x(t); x t 0 1;r(t) ; t + D (r(t)) u(t) dt + x(t); x t 0 1;r(t) ; t; r(t) dw(t);
where x(t) = [x1(t); x2(t); 111 ; xn(t)] T 2 n is the state vectors; the n 2 n matrices A(i), B(i), C(i) and n 2 q matrices D(i) (i 2 S) are known constant matrices; f(1) : n ! n is a nonlinear vector function and g(1; 1; 1) : n 2 n 2 ! n serves as an external, mode-dependent, nonlinear disturbance. In (1a), (1b), u(t) 2 q is the control input; 1;r(t) stands for the discrete mode-dependent time-delay, while 2;r(t) describes the distributed mode-dependent time-delay; := maxf i;j ji = 1; 2; j = 1; 2; . . . ; Ng and In this technical note, we make the following assumptions:
j (x; y; t; r(t))j jxj; (0; 0; 0; r(t)) 0
jg(x; y; t)j 2 jG 1 xj 2 + jG 2 yj 2 ; g(0; 0; 0) 0
where is a positive scalar constant and F 1 , F 2 , G 1 and G 2 are known constant matrices. Note that the sector-like nonlinear description in (3) is quite general that includes the usual Lipschitz conditions as a special case [8] .
According to (3) , (4), it can be deduced that f(0) = g(0; 0; t) = 0, and then the system (1) admits a trivial solution, i.e., x(t) 0 corresponding to the initial data = 0.
Definition 1:
The system (1) with u(t) 0 is said to be exponentially stable in mean square sense if there exist positive constants > 0 and > 0 such that every solution x(t; ) of (1) Let u(t) = K(r(t))x(t) be the state feedback controller where K(i) 2 q2n (i 2 S) are controller gains to be designed. Then, the closed-loop system can be given as follows:
f (x(s)) ds +g x(t); x t 0 1;r(t) ; t dt + x(t); x t 0 1;r(t) ; t; r(t) dw(t); (5a) x(t) = (t); t 2 [0; 0]:
Definition 2: The system (1) is said to be exponentially stabilizable in the mean square sense if there exists a state controller u(t) = K(r(t))x(t) such that the closed-loop (5) is exponentially stable in the mean square sense.
The main purpose of this technical note is to deal with the stability analysis and the exponential stabilization problems for a class of nonlinear system with Markovian jump parameters and mode-dependent mixed time-delays. (6) Before proceeding, it is worth pointing out that the joint process (x(t); r(t)) is not Markovian. By definition, a Markov process is a stochastic process which assumes that, in a series of random events, the probability of an occurrence of each event depends only on the immediately preceding outcome. This captures the idea that its future state is independent of its past states. However, from (1a), (1b), it is easy to see that the derivative of the system state x at time t is expressed in terms of x at t and earlier instants. Consequently, the evolution of the system state x is dependent on not only its present state (at time t) but also its past states (over the interval [t 0 t]). Therefore, the joint process (x(t); r(t)) is not a Markov process.
III. EXPONENTIAL STABILITY
Let us now consider the exponential stability of the system (1) 
As discussed previously, f(x(t);r(t));t 0g is not a Markov process.
In order to cast our model into the framework for a Markov system, let us define a new Markov process f(xt; r(t)); t 0g with xt(s) = x(t + s), 0 s 0 [14] , where the evolution of x t is dependent on its present state only. Note that xt is fundamentally different from x(t) in that x t is a functional but x(t) is a function of t. Let L be the weak infinitesimal generator of the random process f(x t ; r(t)); t 0g along the system (1) with u(t) = 0 (see [11] , [18] ). Then, we have 
Also, it is not difficult to see that 
Furthermore, it follows readily from (2) and (7) that T (x(t); x(t 0 1;i ); t; i) P i (x(t); x(t 0 1;i ); t; i) max(Pi) T (x(t); x(t 0 1;i); t; i) 2 (x(t); x(t 0 1;i ); t; i) 3
Substituting (14)- (21) into (13) Moreover, we can obtain from (3) and (4) 
In order to deal with the exponential stability of (1) 
From (3), it can be inferred that there exists a constant % such that f T (x(t))f(x(t)) %x 
%max(R):
Since < 0 and c 0 > 0, we can always choose a constant small enough such that the following inequalities hold:
+ 0 < 0; 0c 0 + % 0 < 0:
As a result, it follows from (27), (28) and (29) 
It is obvious that V (x t ; t; r(t)) 0 jx(t)j 2 . Then, from (32) and ( 
which completes the proof of Theorem 1.
In order to facilitate the controller design problem, we provide a variation of Theorem 1 as follows.
Theorem 2: System (1) with u(t) 0 is exponentially stable in the mean square sense if there exist a set of positive scalar constant fi; i 2 Sg, two positive definite matrices Z and R, and a set of positive definite matrices fX i ; i 2 Sg such that the following LMIs hold:
Xi > iI 
and 1 i is defined in Theorem 1.
Proof: By Schur Complement, the inequality (36) is equivalent
Also, it follows from the matrix inversion lemma that: which, by Schur Complement, implies that the inequality P i i P i < 0 is equivalent to (8) , that is to say, i < 0 is equivalent to (8) . On the other hand, the inequality (35) is equivalent to the inequality (7) . Therefore, by Theorem 1, the system (1) is exponentially stable in the mean square sense, and the proof of this theorem is complete. In Theorem 2, LMI-based conditions are provided for synthesis purpose for the open-loop system. Next, we aim to characterize the controller gain in Theorem 3, which is an easy consequence of Theorem 2, and therefore the proof of Theorem 3 is omitted.
Theorem 3: System (1) 
Remark 1:
The features of the main results can be summarized as follows: 1) a new Lyapunov-Krasovskii functional is introduced to account for the mode-dependent distributed delay; 2) a sector-like nonlinearity is imposed on the function concerning the distributed delays; and 3) a new delay-dependent approach is developed to obtain the LMI-based stabilizability conditions.
IV. A NUMERICAL EXAMPLE
In this section, an example is presented here to demonstrate the effectiveness of our main results. Consider the system (1), where the nominal system matrix A is taken from the linearized model of an F-404 aircraft engine system in [17] A ( 
With the above parameters and by using Matlab LMI Toolbox, we solve the LMIs (44) and (45) to obtain a feasible solution for X1, X2, Y1, Y2, Z, R, 1, 2 (the values are omitted for space saving). Therefore, it follows from Theorem 3 that the stochastic system (1) with the given parameters is exponentially stabilizable in the mean square sense, and the resulting feedback gain matrices are (48) and (49), implies that the less is F 2 0F 1 , the less is LV (xt; t; i), which is better for the system (1) to maintain its stability.
