Most neuroscience cognitive experiments involve repeated presentations of various stimuli across several minutes or a few hours. It has been observed that brain responses, even to the same stimulus, evolve over the course of the experiment. These changes in brain activation and connectivity are believed to be associated with learning and/or habituation. In this paper, we present two general approaches to modeling dynamic brain connectivity using electroencephalograms (EEGs) recorded across replicated trials in an experiment. The first approach is the Markovian regime-switching vector autoregressive model (MS-VAR) which treats EEGs as realizations of an underlying brain process that switches between different states both within a trial and across trials in the entire experiment. The second is the slowly evolutionary locally stationary process (SEv-LSP) which characterizes the observed EEGs as a mixture of oscillatory activities at various frequency bands. The SEv-LSP model captures the dynamic nature of the amplitudes of the band-oscillations and cross-correlations between them. The MS-VAR model is able to capture abrupt changes in the dynamics while the SEv-LSP directly gives interpretable results. Moreover, it is nonparametric and hence does not suffer from model misspecification. For both of these models, time-evolving connectivity metrics in the frequency domain are derived from the model parameters for both functional and effective connectivity. We illustrate these two models for estimating cross-trial connectivity in selective attention using EEG data from an oddball paradigm auditory experiment where the goal is to characterize the evolution of brain responses to target stimuli and to standard tones presented randomly throughout the entire experiment. The results suggest dynamic changes in connectivity patterns over trials with inter-subject variability.
Introduction
A common design in human and animal neuroscience experiments is to repeatedly present a set of stimuli across many trials. These experiments are designed to study cognitive tasks such as learning a new motor skill (Wu et al., 2014) ; learning a temporal sequence of odor in an olfaction experiment (Allen et al., 2016) ; behavioral adaptation (Sheth et al., 2012; Gorrostieta et al., 2012) ; learning to distinguish between target and standard auditory tones Ho et al., 2008 ). Brain signals recorded over a single trial or an epoch display symptoms of nonstationarity. For example, the cross-correlation between channels or regions of interest could evolve even within a short period of time. Many methods have been proposed for examining dynamic changes in brain functional connectivity. These include the sliding-window procedure (Chang and Glover, 2010; Allen et al., 2012; Hutchison et al., 2013; Leonardi et al., 2013; Zalesky et al., 2014) ; the time-varying parameter models (Havlicek et al., 2010; Lindquist et al., 2014; Samdin et al., 2015) ; hidden Markov models (Baker et al., 2014; Vidaurre et al., 2016; Samdin et al., 2017; Taghia et al., 2017) ; change-point detection methods (Cribben et al., 2012; Jeong et al., 2016; Schr€ oder and Ombao, 2017) ; and representations based on localized transforms (Nason et al., 2000 , Ombao et al., 2001 , 2005 . It is well known that the sliding window approach has major drawbacks in estimating dynamic connectivity, including fixing the window size that is arbitrarily chosen. This leads to the difficulty in simultaneously capturing both smooth and abrupt changes in connectivity. The time-varying parametric methods offer a more parsimonious modeling of the dynamic correlations and change-point methods both provide a data-driven procedure to the temporal partitioning of the connectivity structure into segments of flexible length. However, both methods lack a mechanism for detecting recurring connectivity patterns where future time-blocks could be related to the previous blocks with the same connectivity state. Combining information from different time blocks helps improve the mean-squared error of the connectivity estimator. More importantly, while the above-mentioned studies has already taken into account nonstationarity within a single trial (or separate single trials), the evolution of the connectivity across trials has yet to be fully explored.
To analyze brain signals from multiple trials the standard approach performs some averaging across trials in the experiment (Turetsky et al., 1988; Amaro and Barker, 2006) . This approach of global averaging of features in brain signals over trials can increase the signal-to-noise ratio and is fully justified if the signals are realizations of some underlying process that is the same across trials (of the same condition) across the experiment. However, variations across trials in an experiment has been reported in different data modalities: in neuronal spike trails (Czanner et al., 2008) , local field potentials (Truccolo et al., 2002) , electroencephalograms and magnetoencephalograms (Gasser et al., 1983) , and functional magnetic resonance imaging (Duann et al., 2002) . While global averaging often (but not always) leads to increased signal-to-noise ratio and higher statistical power for performing tests of hypotheses, one should exercise caution when combining information since variations across trials could be due to systematic changes that may arise from, e.g., habituation or changes that accompany learning (Duann et al., 2002; Fiecas and Ombao, 2016) .
In this paper, we present statistical models that capture both systematic changes as well as the natural variation of signals across epochs in the entire experiment. The variation across trials in these brain signals could manifest as changes in the mean level, in the variance or in the amplitude of the signals, in the power spectrum of the signal, or in the dependence structure between the signals obtained from different regions of the brain. In fact ignoring these intra-trial and inter-trial variation could lead to decreased statistical power and incorrect characterization of underlying brain processes. The focus of the models in this paper will be on changes in the power spectrum and in the dependence structures of the EEG signals across both local (within trial) and global (across trials) time scales.
Our scientific aim is to investigate changes in the functional brain connectivity in EEG over trials, elicited by infrequent, unexpected changes in stimulus events, specifically by presentation of a series of frequent (standard) acoustic tones interspersed with unpredictable deviant (target) tones. It is well-known that a time-locked, fronto-central negative peak (called the mismatch negativity (MMN)) will occur in the event-related potential (ERP) in response to the deviant tones compared with standard tones. This MMN evoked response is believed to be generated from the lateral temporal auditory and frontal cortices (Alho, 1995; Kujala and N€ a€ at€ anen, 2010) , and often associated with the neurocognitive functions of automatic auditory discrimination and short-term auditory memory. Motivated by recent studies (Garrido et al., 2008; Nicol et al., 2012) , we analyze the changes in connectivity of the fronto-temporal network that underlies the MMN response besides the widely-studied changes in amplitude, based on principled statistical modeling framework.
In this article, we present two general frameworks for rigorous modeling of the evolution of connectivity in brain signals across the entire experiment. The first framework, the Markovian regime-switching vector autoregressive model (MS-VAR), treats EEGs as realizations of an underlying brain process that switches sequentially between a set of discrete states, and is able to capture recurring connectivity regimes both within and across trials. The second framework is the slowly evolutionary locally stationary process (SEv-LSP) which represents the observed EEGs as a mixture of oscillatory activities at various frequencies (or frequency bands). The amplitude and cross-correlations of these band oscillations are allowed to vary within a trial and also across the trials in the entire experiment. By combining trial-specific localized spectral information, the model can quantify smooth changes in coherence across trials. We illustrate these two models by analyzing EEG data from an oddball paradigm auditory experiment where the goal is to model the evolution of brain responses to target stimuli and to standard tones both of which were randomly presented throughout the entire experiment.
The remainder of this paper is organized as follows. In Section 2, we present the two models and discuss the relative merits of each. In Section 3, these two models are demonstrated in an EEG data to study the evolution of connectivity (as measured by coherence and partial directed coherence) during the auditory experiment.
Methods

Data acquisition and processing
We applied the MS-VAR and SEv-LSP models to analyze dynamic connectivity in multiple-trial EEG dataset recorded during auditory selective attention (see Azlan et al., 2016) . The dataset consists of 8 healthy subjects. All protocols of the data collection were approved by the Research Ethics Committee, Universiti Kebangsaan Malaysia Medical Centre, Malaysia with the approval number UKM 1.5.3.5/244/FF-2015-321. All participants provided a written informed consent prior to the experiment. Twelve channels of scalp EEG signals were recorded by using TMSi Porti amplifier with the sampling rate of 512 Hz. The recording system is equipped with True Active Signal Shielding technology that ensures clean signals and data completely free of mains interference and cable movement artifacts. The placement of the electrodes is according to international 10 À 20 system referenced on the right earlobe.
The auditory oddball paradigm was used where the target tone was a pure tone signal with frequency 2 KHz which comprised 20% of all tones presented. The remaining 80% were called 'frequent tones' which were signals with frequencies 1 KHz and 1.5 KHz. The tones were presented in random order with randomized inter-stimulus interval (ISI) of 1-3 s. Subjects were asked to click a mouse button each time a target tone was heard.
The data were pre-processed for artifact removal and low-pass filtered at 30 Hz using the Butterworth filter. The EEG data were segmented according to stimuli into non-overlapping single trials of 1 s resulting in a total of 90 trials for each subject. Each EEG trial was detrended by fitting a polynomial of the third degree. Independent components analysis (ICA) was used to remove extra brain artifacts from the EEG. Epochs were visually inspected for contamination by overt muscle activity (e.g., from neck or cheek movements) and removed from further analysis. EEG data underwent an Infomax ICA decomposition (EEGLAB, Delorme and Makeig, 2004) . Components that only occurred in one channel were automatically rejected. From the remaining components, amplitude topography, frequency spectra and component time series were inspected to identify eye blinks, eye movements and heart rhythms which were then removed from the EEGs. To illustrate the models, 4 channels (T3, T4, Fp1 and Fp2 from the temporal-frontal regions typically associated with auditory attention) were selected for analysis.
Switching VAR models for cross-trial dynamic states
Our first approach to modeling evolving brain signals is via the Markovian regime-switching vector autoregressive (MS-VAR) framework. Under this model, changes in brain signals are expressed through the states that switch within a trial and across the EEG trials. We now present the MS-VAR model. Define X t;r ¼ ½X t;r;1 ; …; X t;r;P 0 to be a P Â 1 vector of EEG recordings over P channels at time point t ¼ 1; …; T r within trial r. The total number of samples within trial r is denoted by T r (or simply T if we assume that the number of samples across all trials is identical); and the total number of trials in an entire experiment is R. The observed brain signal X t;r follows a MS-VAR model of order L, MS-VAR(L) if it can be expressed as a mixture of K independent VAR processes where only one of the states is active at any given point. More formally, we write the model as follows:
where fS t;r g is the indicator variable for the regime that is active at trial r time j (here S t;r 2 fj ¼ 1; …; Kg). Moreover, fΦ ½j ℓ ; ℓ ¼ 1; …; Lg are P Â P VAR coefficient matrices (at different lags) which uniquely determine each of the underlying states. Finally, E t;r ¼ ½E t;r;1 ; …; E t;r;P 0 is a P Â 1 Gaussian white noise random vector with zero mean and covariance matrix Σ E . We assume that the associated state-dependent coefficient matrices Φ ½j to vary slowly across trials corresponding to the same stimulus. Moreover, the regime indicator S t;r is allowed to evolve according to a K-state discrete Markov process with a K Â K transition matrix Π with elements ½π ij ; 1 i; j K π ij ¼ PðS t;r ¼ j S tÀ1;r ¼ iÞ defined to be the transition probability from state i at time t À 1 to state j at t. In this work, we assume π ij to be invariant over trials but future studies could extend this to the more general setting where the transition probability could evolve across the entire experiment. The elements of the coefficient matrices Φ ½j characterize effective connectivity between channels (or regions). In this paper, we shall use state-specific partial directed coherence (PDC) as the measure of effective connectivity proposed in Baccala and Sameshima (2001) . The formal definition of PDC (from channel q → channel p at frequency ω) is as follows. Let ϕ ½j pq ðωÞ be the (pq)-th element of the Fourier transform of the VAR coefficient
PDC is interpreted as the impact of past ω-oscillatory activity of channel q to future activity at channel p relative to the impact of the activity in channel q to all channels. It has been utilized to analyze brain signals in Vidaurre et al. (2016) ; Samdin et al. (2017) and Hu et al. (2017) among many others. Estimation. The connectivity measure PDC will be estimated by first estimating the elements of the coefficient matrices Φ ½j . To estimate the state parameters, the EEGs across the entire experiment trials are concatenated over windows of trials. A global analysis concatenates all the R trials whereas an extremely local analysis uses a window with only a single trial. We are developing a procedure that automatically selects the window size based on the prediction squared error criterion based on the principles in Ombao and van Bellegem (2008) . This criterion will take into account the interplay between bias and variance of the state parameters: a small window will lead to lower bias but a larger window will produce more stable estimates (lower variance). We employ the state-space approach for estimating dynamic effective brain connectivity states based on the MS-VAR model (see Samdin et al., 2017) . It enables reliable and online estimation of latent connectivity regimes from the brain signals under the presence of noise. Let ½X 1 ; …; X M be a P Â MT matrix of EEGs concatenated over M trials, where X r ¼ ½X 1;r ; …; X T;r is the observed EEGs during trial r. The concatenation across trials r is equivalent to the concatenation across time points t as Y ¼ ½Y 1 ; …; Y N with Y n ¼ X t;r , where n ¼ rT þ t is time index of the concatenated data with mapping from ðt; rÞ and N ¼ MT. We first consider a MS-VAR model for the concatenated trials
where S n ¼ S t;r and E n ¼ E t;r . We formulate this model in a state-space form to estimate the latent time-evolving states S n and connectivity matrices Φ ½j . Let z n be an unobserved latent
MS-VAR(L) process of the concatenated EEGs
process plus noise in a switching linear Gaussian state-space form (see Kim, 1994) as follows
The latent MS-VAR(L) process is rewritten as an MS-VAR(1) in the state equation (3), where w n ¼ ½E 0 n ; 00; …; 000 is PL Â 1 state noise, and A ½Sn is a PL Â PL state-dependent transition matrix containing the coefficient matrices of all lags, given by
Under the state-space representation in Equations (3)- (4), one objective is to estimate the temporal dynamics of the underlying connectivity states fS n g given the noisy observations Y 1 ; …; Y N . The state sequence is inferred by computing the filtered probabilities PðS n jY 1:n Þ sequentially in time using the switching Kalman filter (Kim, 1994; Murphy, 1998) , given the signal observations up to time n, Y 1:n ¼ fY 1 ; …; Y n g. Regime estimation is further refined via the smoothed probabilities PðS n jY 1:N Þ computed using the Kalman smoother, given the available entire set of observations Y 1:N ¼ fY 1 ; …; Y N g. The hard assignment of states at time point n is defined by b S n ¼ arg max j PðS n jY 1:N Þ which indicates the most probable active state at each time point. Using the concatenated approach, inference of the current state S n ¼ S t;r is conditioned on data from previous trials up to time t at current trial r. Compared to trial-specific estimation based on independent models for each trial, the estimates obtained over trials tend to be more accurate because of the pooling of more data, and allow for common, recurring states across trials. As noted, an optimal approach would be to develop an objective criterion that selects the size of concatenated trials (pooled together to obtain estimate the model parameters).
To infer the connectivity graphs for each state, we will consider two different schemes to estimate the unknown VAR coefficient matrices and the noise covariance matrices of MS-VAR model, as in Samdin et al. (2017) . (1) (Murphy, 1998) . (2) Least-squares (LS) estimator ðΦ ½j ℓ ;Σ ½j w Þ by fitting independent state-specific stationary VAR models to EEG segments cor-
where T j is the number of samples for each regime. Note that for suffi- On the choice of L and K. To determine the optimal model order L, we considered two model selection criteria: the Bayesian information criterion (BIC) and the corrected Akaike information criterion (AIC-c, a bias-corrected version of classical AIC Hurvich and Tsai, 1993 ) among a set of candidate orders L 2 f1; 2; …; L max ¼ 8g, by fitting of stationary VAR model to the concatenated trials. Table 1 shows the selected orders for each subject. The BIC as expected tends to select low orders of P ¼ 1 for all subjects, however, the AIC-c suggests P ¼ 2 for subjects 1, 6 and 8. We chose the higher order P ¼ 2 because model overfitting has less effects on the connectivity detection since the coefficients of the over-fitted lags will be re-estimated as small values in the subsequent EM estimation of MS-VAR or set to zero by statistical significance testing. In contrast, underestimation with a lower order might risk losing some information. Moreover, PDC will combine connectivity information from the VAR coefficient matrices of all lags into a single frequency-specific summary connectivity metric. Thus, PDC avoids complication from interpreting results from a model with a high order.
To determine the number of connectivity states K, which is typically unknown a priori, and to obtain preliminary regime identification we adopt a data-driven procedure via cluster analysis of the time-evolving connectivity metrics (e.g. AR or correlation coefficients) as developed in Allen et al. (2012) ; Ma et al. (2014) and Samdin et al. (2017) . We applied the K-means clustering algorithm to coefficient matrices of time-varying VAR (TV-VAR) model (with the selected order P ¼ 2), extracted from the concatenated trials using the Kalman smoother (Samdin et al., 2017) . The optimal number of clusters, which serves as an estimate of the number of states K, was chosen using two cluster validity indexes: the silhouette width criterion (SWC) (Kaufman and Rousseeuw, 2009 ) and the Davies-Bouldin index (DBI) (Davies and Bouldin, 1979) . These criteria are common measures for evaluating clustering algorithms such as the K-means clustering, and have been widely used for identifying number of dynamic connectivity states and parcellation of the brain based on neuroimaging data (see, e.g., Shakil et al., 2016; Ma et al., 2014; Samdin et al., 2017; Tungaraza et al., 2015; . The estimation results for a range of evaluated candidates K 2 f1; 2; …; K max ¼ 8g are given in Table 1 . SWC selected K ¼ 2 consistently for all subjects, while DBI gave different values of K. In order to compare results across different trials within a subject and across different subjects and to avoid missing interesting information on connectivity by using only a few states, we chose the common number K ¼ 3 (as opposed to K ¼ 2) which is the average of the selected values of K by the DBI across all subjects.
Selecting the number of states is a delicate issue in fitting these models. The choice is dictated by the desired level of "resolution" between different connectivity states but at the same time being cognizant of the fact that there should be sufficient data to estimate the VAR parameters associated with each state. As the number of states increases, the resolution of the connectivity structure also increases as new states (or "sub-states") appear. This is especially critical when the sub-states give interesting information on connectivity that would be missed by fitting a simpler model with fewer number of states. When the number of states is underestimated then some distinct states are forced to be lumped into a single state. Of course, one must exercise caution since refinement of resolution in states comes at a heavy price of having more parameters to estimate.
Slowly-evolving locally stationary processes
Another framework for characterizing the evolution of the statistical properties (autospectra and cross-coherence) of the observed signals X t;r is the slowly-evolving locally stationary processes (SEv-LSP) originally developed in (Fiecas and Ombao, 2016) . Under the SEv-LSP framework, the observed signals X t;r has representation using the Fourier complex exponentials (sinusoidal functions) as the building blocks, i.e.,
where A r R ; t T ; ω is the transfer function for trial r that is allowed to change over rescaled time t=T within trial r, and fdZ r ðωÞg are complexvalued random vectors with zero mean, covariance matrix equal to the identity matrix, and are uncorrelated across the entire frequency range.
Note that Aðr=R; t=T; ωÞdZ r ðωÞ represents the vector of random amplitudes for all channels at trial r associated with the Fourier waveform expði2πωtÞ. This vector of amplitudes at each frequency ω captures the dependence between the different channels with respect to the ω-frequency oscillatory activity. SEv-LSPs extend the locally stationary process models in Dahlhaus (2000) by modeling two sources of nonstationarity, namely (i.) over time within a trial, and (ii.) across the trials over the entire duration of the experiment. Thus, SEv-LSPs allow for the stochastic properties of the signals (e.g., power spectra and coherence) to slowly change across the trials of the experiment. Indeed, SEv-LSPs assume that the properties of the data in neighboring trials are very similar, but in general the properties of the data are potentially different between distinct trials. In other words, instead of averaging our statistics of interest across the entire experiment, we perform some averaging across neighboring trials to capture the global changes of the properties of the data over the course of the experiment. Using the stochastic representation in Equation (6), the spectral matrix for trial r defined on frequency ω and rescaled time t=T (within a trial r) is fðr=R; t=T; ωÞ ¼ Aðr=R; t=T; ωÞA Ã ðr=R; t=T; ωÞ: where ð*Þ denotes the complex conjugate transpose. From the spectral matrix above, we can extract the auto-spectrum of the p-th channel f pp ðr=R; t=T; ωÞ, the crossspectra between channels p and q denoted f pq ðr=R; t=T; ωÞ, and the coherence between channels p and q, defined to be We now describe our approach to estimating these spectral quantities. Estimation. We now describe how to estimate the auto-spectra and cross-coherence of the brain signals under the SEv-LSP model. The estimation approach proceeds in two stages, where the first stage takes into account the nonstationarity within each trial and the second stage takes care of the nonstationarity across trials over the entire experiment. First, we decompose the time axis (within-trial) into potentially overlapping subintervals B j ⊂½1; T. These subintervals denote the window of time that we are willing to assume that X t;r is approximately stationary across t for any r. That is, the autospectra and cross-coherence in this window are approximately constant. Let u j be the midpoint of B j . Without loss of generality, we assume that the number of time points in subinterval B j , denoted, B j , is even. For each trial r, we take the discrete Fourier transform of X t;r restricted to the j-th subinterval, i.e., let transpose, be the periodogram matrix localized to the j-th subinterval in trial r. These localized periodograms capture the time-varying (within a trial) properties of X t;r for each trial r. Since we assume that these properties are similar across neighboring trials for any subinterval B j and frequency ω. Thus, in the second stage of the estimation procedure, we smooth the periodograms across the trials. Denote the smoothed periodogram matrix to be
where M is a smoothing parameter that controls the amount of smoothing across the trials. The spectral properties of X t;r , such as power and coherence, are obtained via plug-in estimates using the appropriate entries of b f ðr=T; u j =T; ωÞ.
The Choice of Smoothing Parameters. This estimation procedure required us to set parameters (in particular M and the B j 's) that can affect the smoothness of the spectral estimates, both across time within a trial and across trials. The parameters used in ths EEG analysis were as follows. For the subintervals B 1 ; …; B J , we picked subintervals with 128 time points, and with 87:5% overlap between consecutive subintervals. This ensures that our estimates are smooth over time within a trial, and that we are able to capture the oscillations of up to 64 Hz. Other choices for these subintervals yielded results with varying levels of smoothness across time within a trial, but did not affect our overall conclusions. The smoothing parameter M is selected using the automatic bandwidth selection developed in Fiecas and Ombao (2016) and Ombao et al. (2001) .
Results
We fitted a three-state MS-VAR(2) model for each subject to predict the temporal order of latent states within and across trials and to estimate coefficient matrices. In this study, we will focus on a global analysis for the MS-VAR modeling, by concatenating all trials where M ¼ R. We computed the PDC from the significant AR coefficients tested based on asymptotic normality in Equation (5) (at α ¼ 0:05 with Bonferroni correction) and then averaged over frequencies on the range 1-50 Hz. In Fig. 1 , we show the inferred states from all trials using the Kalman smoother for each of four control subjects. From the plots, we see pronounced dynamic changes in effective connectivity states for both within ("horizontally" in the figure) and across ("vertically" in the figure) trials. In addition to current findings of dynamic functional connectivity states over single time courses in fMRI data (Allen et al., 2012; Cribben et al., 2012) , our results offer further insights on the cross-trial connectivity changes in replicated brain signals, such as EEG trials. The pattern of changes in connectivity states vary considerably across subjects. Subjects 2 and 3 exhibit greater within-trial and cross-trial fluctuations in effective connectivity, characterized by rapid transitions between states. In contrast, slower dynamics are observed in Subjects 1 and 4, whose connectivity is more stable across trials and assigned to particular states for long periods within trials or over many trials. For example, the first 50 trials of Subject 1 are dominated by state 2 and the rest by state 3. Interestingly, these subjects experienced sudden changes in the stable states, e.g. the obvious regime breaks at 50-th trial in Subject 1 and 70-th trial in Subject 4. Fig. 2 shows the state factional occupancy (Baker et al., 2014) , i.e. the frequency of time points spent in a particular state, for each subject. We can see some common distributional behavior of the state occurrences across subjects, despite the fair amount of subject-to-subject variability. Notably, states 2 and 3 are visited much more frequently compared to state 1, with state 2 having the highest occurrence in most subjects.
The directed connectivity matrix for each state as measured by the PDC between channels is given in Fig. 3 . The results indicate significant difference in connectivity patterns across different brain states and across subjects in both the strength and directionality of the connections. Despite the between-subject variability, we found some consistent patterns that appear to be reproducible across subjects. Generally, we observe that most subjects have enhanced information flow between the frontal channels (Fp1 and Fp2) and from the frontal to the temporal channels (T3 and T4), relative to other connections within each subject. These are particularly evident in state 1 and to some extent in state 2. The strongest and densest connectivity occur in state 1 followed by state 2, with weak and sparse connectivity in state 3 as seen consistently for all subjects. It is interesting to note that state 2 with the moderate connectivity strength (between strong state 1 and weak state 3) has the highest temporal occupancy. It might be attributed to some background or baseline cognitive states that are present over the course of experiment. In contrast, state 1 with the highest connectivity (except Subject 2 where state 2 is stronger) has the lowest occurrences. While the prolonged dynamic structures of state 1, e.g. in Subject 4 may reflect the neurallyrelevant events of elevated interactions between brain regions, the random short-lived periods e.g. in Subject 3 is possibly due to noise or artifacts. The estimated state sequence and PDC for additional four subjects are given in Supplementary Figs. S1 -S3, which also exhibit similar patterns of regime changes across trials as the first set of subjects.
The dynamic states with distinct connectivity profiles (with different strength and directionality) evolve across trials. These cross-trial transitions may be elicited by the presentation of sequence of different stimulus. To examine the association of these brain states with the underlying stimulus over trials, we computed the state factional occupancy for each stimulus type. Fig. 1 . Time-trial plots of dynamic connectivity states in EEG trials during selective attention for four subjects, estimated using a three-state MS-VAR(2) model.
where Q is a set of indices of the trials presented with a particular tone (either the frequent standard tones or infrequent target tones). The results for each subjects are given in Fig. 4 . The fraction of time spent in state 3 over trials in response to target tones is markedly higher than that of the standard tones, consistently observed for all subjects. In contrast, the brain activity dwells more frequently in state 2 when stimulated by the standard tones, compared to the target tones. This implies that presenting different stimuli across trials could induce changes in the brain connectivity states, and our method can identify these states which are stimulus-dependent. These results agree with the recent finding by Nicol et al. (2012) suggesting fast re-organization of the brain functional network topology as measured by magnetoencephalography (MEG), in response to rapid changes in auditory inputs between the standard and deviant tones.
We further investigated the impact of reduced number of concatenated trials on the within-trial and across-trial variability in effective connectivity. The switching VAR method was applied to the concatenated data after down-sampling the number of trials by factor of 2. The results for Subjects 1 and 4 as illustrative examples are given in Fig. 5 . We can see that the overall pattern of state transitions across trials is reasonably preserved after the data reduction. This is evident not only within segments where the concatenated trials belong to the same state (e.g. trials 70-90 in Subject 4), but also at change points of sudden transition between states (e.g. trial 50 in Subject 4), despite interruption by intervals of missing trials. This suggests the robustness or adaptability of the proposed procedure in detecting cross-trial regime changes in data with varying sampling frequencies, probably owing to the sequential estimation scheme in the Kalman smoothing algorithm making use of data from both the past and future trials.
In Fig. 6 , we show the estimates of coherence between T3 and the other channels, averaged across the frequency band 1 À 50 Hertz, as it evolves over time within a trial and also across the trials of the experiment. The x-axis for each plot corresponds to time within the trial and the y-axis corresponds to the trial indices. Similarly with the MS-VAR model, the evolution in either direction behave differently across the subjects and also across different channel pairs within each subject. In particular, for Subject 1 we see an increase in the T3-Fp1 coherence and a drop in T3-Fp2 coherence in the second half of the experiment, consistent with the state changes in the MS-VAR model. However, we do not observe this change in coherence across trials in the other subjects, similar to the different state sequences across subjects for the MS-VAR model. We show results for coherence between other EEG channel pairs and also for other subjects in Supplementary Figs. S4-S6 .
Discussion
In summary, we presented two approaches to characterizing dynamic connectivity patterns in brain signals across replicated trials in a designed experiment. The first model, MS-VAR, is a parametric model that has the ability to identify fast changing dynamics of effective connectivity, switching sequentially between a set of latent transient brain states. The second model, SEv-LSP, is a non-parametric model that represents brain signals in terms of the Fourier oscillations. It captures smooth changes in functional connectivity over trials by data-adaptively combining trialspecific localized connectivity patterns. In this multiple-trial EEG data with auditory attention task, our approaches provide preliminary evidence for the apparent nonstationarity of frequency-specific connectivity between oscillatory brain activities both within a trial and across trials (as revealed by directed and undirected time-evolving coherence estimates). The results suggest heterogeneity across trials which could possibly be due to transient cognitive processes, e.g., the decreasing auditory attentiveness (habituation) over the experiment. We also provide evidence for changes in connectivity patterns in the fronto-temporal network (as indicated by transient states with different connectivity strength and directionality) in response to changes in the auditory stimulus across EEG trials.
Comparison of the two models. The main advantage of the MS-VAR model is that it is able to capture the statistical properties of the brain signals through the VAR coefficients matrices Φ ½St driven by re-occurring states. The model assumes that there is a finite number of states (which is estimated from the data) and that the brain process switches between these states. Connectivity patterns are considered to remain constant or vary very slowly within the same state (or regime) or may change rapidly across different regimes depending on the VAR coefficient matrix. These changes are modulated by the Markov transition probabilities π ij .
While brain processes are more likely to fluctuate across a continuum of states -rather than across a finite number -many of these states are highly similar and may not be distinguishable from the available data. Thus, the MS-VAR model, which gives a representation in terms of a few number of states, implicitly groups together the various states that show similarity. Consequently, it characterizes brain dynamics only through the VAR parameters from the states. One immediate benefit to this reduction of parameter space in the MS-VAR model is that it allows for detection of abrupt changes in the brain signals. Moreover, since the brain signals fluctuate across only a small number of states, the method pools together the data from time points that are estimated to belong to the same states. Compared to methods that do not pool data, the Fig. 6 . Time-trial plots of the evolving coherence, using the SEv-LSP model, between select EEG channel pairs (along the rows) for four subjects (across the columns).
estimation method in MS-VAR produces better estimates of the VAR parameters (lower bias and variance) and hence also better estimates of connectivity.
One limitation of the MS-VAR model is that it characterizes brain dynamics using a parametric model (VAR). Thus, it can suffer from model misspecification if the true brain signals show a large deviation from the VAR structure. Another related limitation is the use of a finite number of states in its representation. Moreover, the VAR coefficients are not directly interpretable but will be relevant when computing the timeevolving connectivity which depends on these coefficients. Despite its limitations, the MS-VAR model is an attractive tool due to its ability to capture abrupt changes, potential for modeling dynamics in high dimensional signals (Hu et al., 2017) and inherent simplicity in depicting dynamics using only a few number of states. The challenge here will be to map each state according to known network associated with cognitive processes and/or resting state. Moreover, the MS-VAR model also provides a unified way to simultaneously quantify the time-evolving structure and identify the consistent, reproducible connectivity patterns in contrast to the windowing approaches which do not combine patterns from different points in time.
The second approach, SEv-LSP, is completely nonparametric. It represents signals in terms of oscillations with random amplitudes that are allowed to evolve across a trial and over the course of an experiment. The SEv-LSP model gives a mathematically elegant representation of signals using the Fourier waveforms as the stochastic building blocks. It is a natural extension of the modeling framework that already exists for analyzing the spectral properties of nonstationary signals (Dahlhaus, 2000; Ombao et al., 2005; Nichols and Holmes, 2001) . Unlike the MS-VAR that needs the number of regimes (or states) to be set a priori, the SEv-LSP framework simply assumes that neighboring trials have similar properties.
The SEv-LSP model can be considered as a process with many states and each state is not constrained to have a VAR process. Being nonparametric, SEv-LSP can flexibly capture complex dynamics without suffering from model misspecification which is a limitation for parametric models such as MS-VAR. Spectral quantities such as the autospectrum and cross-coherence give intuitive interpretations in terms of cross-correlations between the oscillatory activity at different channels (see, e.g., Ombao and van Bellegem, 2008) . One weakness of this approach is that it does not allow for pooling of non-neighboring data within a trial even when they are generated by the same underlying process. Another is that SEv-LSP is completely in the spectral domain and has yet to be extended to the time domain. Thus, the SEv-LSP framework can only yield the spectral features of the data, unlike the MS-VAR framework which can yield both time domain and spectral domain features.
Limitations and future directions. There are limitations of this work for addressing a broader challenge in analyzing cross-trial connectivity. We discuss potential future directions for further improvements. The first implication of our findings that is worthy of further investigations is the between-subject variability in the cross-trial dynamic connectivity patterns. Future works could consider incorporating mixed-effect modeling to account for variations across subjects (Gorrostieta et al., 2013) . Secondly, our modeling framework is restricted by the simplifying assumption that the trials are uncorrelated, as in the SEv-LSP model. Despite its convenience for deriving statistical theory, uncorrelated trials may not be valid in some experimental settings when stimuli are presented in rapid succession which trigger overlapping responses, and in most situations where the cognitive states of subjects persist continuously across trials. The concatenated MS-VAR approach might account for this effect, but rather implicitly and at the cost of less flexibility and increased computation in parameter estimation. In addition, capturing correlations between trials in very short intervals is as challenging as correlations across different scans or sessions. The current models could be extended to a hierarchical framework to capture correlations at multiple time-scales (both within-trial and between-trials) in a unified manner.
In this study, we focus on analyzing a small number of channels from few regions of interest. The next challenge is the scalability of the procedures to high-dimensional data, for estimating dynamic connectivity between large number of channels for full-brain analysis. Though both models take into account interactions between all channels simultaneously, the parameter estimates are no longer accurate in highdimensional settings, due to large number of parameters (in the spectral matrix of SEv-LSP and the coefficient matrix of MS-VAR) that need to be estimated relative to a small sample size. For example, it would be possible for the SEv-LSP approach to have N ¼ 256 channels but this would require estimating a 256 Â 256 spectral matrix for each frequency. Thus, estimating the spectral matrix of signals with large N will require having large time points so that the subintervals B j 's need to have thousands of time points. Hence it would be advisable to reduce the number of channels in some reasonable way (e.g., guided by information on the anatomical structure). Various dimensionality reduction approaches such as principal component analysis (PCA) (Ting et al., 2014; Wang et al., 2016) or independent component analysis (ICA) could be used to project the large connectivity matrix onto a lower dimensional subspace, via a finite number of representative signals instead of direct modeling the high-dimensional observed signals. For example, the identification of regimes in the MS-VAR model can be performed based on the lower-dimensional factor time series as in our recent work (Ting et al., 2017b) . Another strategy is to group the channels according to cortical regions on which they project; perform some dimension reduction on each cortical region; then conduct evolutionary connectivity studies between these cortical regions (see Wang et al., 2016; Ting et al., 2017a) .
Finally, one has to be careful that the connectivity estimates in the scalp EEG sensor space could be affected by the confounding effects of instantaneous correlation between channels due to volume conduction. This could be mitigated by first estimating the cortical source space signals and then applying the presented dynamic connectivity models to these estimated signals. These cortical source space signals can be estimated using data-adaptive methods such as the ICA; source imaging methods based on optimizing a complexity-penalized reconstruction error such as LORETA (Pascual-Marqui, 1999b , 2002 ; methods based on biophysical models (Pascual-Marqui (1999a) ).
