The Surjective H-Colouring problem is to test if a given graph allows a vertex-surjective homomorphism to a fixed graph H. The complexity of this problem has been well studied for undirected (partially) reflexive graphs. We introduce endo-triviality, the property of a structure that all of its endomorphisms that do not have range of size 1 are automorphisms, as a means to obtain complexity-theoretic classifications of Surjective H-Colouring in the case of reflexive digraphs. Chen [2014] proved, in the setting of constraint satisfaction problems, that Surjective H-Colouring is NP-complete if H has the property that all of its polymorphisms are essentially unary. We give the first concrete application of his result by showing that every endo-trivial reflexive digraph H has this property. We then use the concept of endo-triviality to prove, as our main result, a dichotomy for Surjective H-Colouring when H is a reflexive tournament: if H is transitive, then Surjective H-Colouring is in NL, otherwise it is NP-complete. By combining this result with some known and new results we obtain a complexity classification for Surjective H-Colouring when H is a partially reflexive digraph of size at most 3.
Introduction
The classical homomorphism problem, also known as H-Colouring, involves a fixed structure H, with input another structure G, of the same signature, invoking the question as to whether there is a function from the domain of G to the domain of H that is a homomorphism from G to H. The H-Colouring problem is an intensively studied problem, which has additionally attracted attention in its guise of the constraint satisfaction problem (CSP), especially since the seminal paper of Feder and Vardi [14] . Their well-known conjecture, recently proved by Bulatov [5] and Zhuk [32] , stated that every CSP(H) has complexity either in P or NP-complete, omitting any Ladner-like complexities in between. This paper concerns the computational complexity of the surjective homomorphism problem, also known in the literature as Surjective H-Colouring [15, 16] and H-Vertex-Compaction [30] . This problem requires the homomorphism to be surjective. It is a cousin of the list homomorphism problem and is even more closely related to the retraction and compaction problems. Indeed, the H-Compaction problem, hitherto defined only for graphs H, takes as input a graph G and asks if there exists a function f from V (G) to V (H) so that for each non-loop edge (x, y) ∈ E(H) (i.e. with x = y), there exists u, v ∈ V (G) so that ??:4 Surjective H-Colouring over Reflexive Digraphs vertex are the number of its forward-neighbours and backward-neighbours, respectively. A vertex with out-degree and in-degree both 0 is said to be isolated. A vertex with a self-loop is reflexive and otherwise it is irreflexive. A digraph is (ir)reflexive if all its vertices are (ir)reflexive.
The directed path on k vertices is the digraph with vertices u 0 , . . . , u k−1 and edges (u i , u i+1 ) for i = 0, . . . , k − 2. The directed cycle on k vertices is obtained from the directed path on k vertices after adding the edge (u k−1 , u 0 ). A digraph G is strongly connected if for all u, v ∈ V (G) there is a directed path in E(G) from u to v (note that we take this to include the situation u = v, but for reflexive graphs the distinction is moot). A digraph is weakly connected if its symmetric closure (underlying undirected graph) is connected. A double-edge in a digraph G consists in a pair of distinct vertices u, v ∈ V (G), so that (u, v), (v, u) ∈ E(G). A digraph G is semicomplete if for every two distinct vertices u and v, at least one of (u, v), (v, u) belongs to E(G). A digraph G is a tournament if for every two distinct vertices u and v, exactly one of (u, v), (v, u) belongs to E(G). We demand our tournaments have more than one vertex (to rule out certain trivial cases in proofs). A reflexive tournament G is transitive if for every triple of vertices u, v, w with (u, v), (v, w) ∈ E(G), also (u, w) belongs to E(G). A digraph F is a subgraph of a digraph G if V (F) ⊆ V (G) and E(F) ⊆ E(G). It is induced if E(F) coincides with E(G) restricted to pairs containing only vertices of V (F). A subtournament is an induced subgraph of a tournament (note that this is a fortiori a tournament). All subgraphs we consider in this paper will be induced.
A homomorphism from a digraph G to a digraph H is a function f :
We say that f is (vertex)-surjective if for every vertex x ∈ V (H) there exists a vertex u ∈ V (G) with f (u) = x. Let H be a digraph. A homomorphic image of H is a digraph H so that there is a surjective homomorphism h : H → H in which, for all (x , y ) ∈ E(H ) there exists (x, y) ∈ E(H) so that x = h(x) and y = h(y). That is, h is vertex-and edge-surjective.
The direct product of two digraphs G and H, denoted G × H, has vertex set V (G) × V (H) and edges ((x, y) , (x , y )) exactly when (x, x ) ∈ E(G) and (y, y ) ∈ E(H). This product is associative and commutative, up to isomorphism, and spawns a natural power. A k-ary polymorphism of G is a function f : G k → G so that when (x 1 , y 1 ), . . . , (x k , y k ) ∈ E(G) then (f (x 1 , . . . , x k ), f (y 1 , . . . , y k )) ∈ E(G). A polymorphism of G can be seen as a homomorphism from the kth (direct) power of G, G k , to G. A polymorphism f is idempotent if for all x ∈ V (G), f (x, . . . , x) = x. The k-ary ith projection, for i ∈ [k], is the polymorphism π i k given by π i k (x 1 , . . . , x k ) = x i . A k-ary operation f is called essentially unary if there exists a unary operation g and i ∈ [k] so that f (x 1 , . . . , x k ) = g(x i ) for all (x 1 , . . . , x k ) ∈ G k .
Let G be a digraph. An endomorphism of G is a homomorphism from G to itself. An endomorphism e of G is a constant map if there exists a vertex v ∈ V (G) such that e(u) = v for all u ∈ V (G). The endomorphism digraph G G has as its vertices the endomorphisms of G, and there is an edge (f, g) ∈ E(G G ) between endomorphisms f and g if and only if for every edge (x, y) ∈ E(G), we have that (f (x), g(y)) ∈ E(G). We note that G G is reflexive when G is reflexive and also make two more observations. The first one follows directly from the definition of G G as well. The second one can, for example, be found in Section 5.2 of [21] .
Lemma 2.
Let G and H be two digraphs. Let ϕ be a homomorphism from H×G to G. Then the function ψ defined by
A bijective endomorphism whose inverse is a homomorphism is an automorphism. An A tournament on six vertices (self-loops are not drawn), which retracts to the directed 3-cycle (in black) on the right-hand side, but not to the one on the left-hand side (in black as well). However, there is no endomorphism that maps the left-hand one isomorphically to the right. We can use this tournament to build a structure that is a counterexample to the generalisation of Lemma 5 stating that endo-trivial and retract-trivial coincide. Let us label the vertices in the tournament: α, β, γ (left-hand DC * 3 , clockwise from bottom) and 0, 1, 2 (right-hand DC * 3 , clockwise from bottom). Let us build a structure B by augmenting a new 6-ary relation with tuples in {(α, β, γ, 0, 1, 2), (α, α, α, α, β, γ), (α, α, α, α, α, α)}. The structure B is retract-trivial but is not endo-trivial, since it has an interesting endomorphism that takes (α, β, γ, 0, 1, 2) to (α, α, α, α, β, γ).
endomorphism is non-trivial if it is neither an automorphism nor a constant map. A digraph, all of whose endomorphisms are automorphisms, is termed a core. An endomorphism e of a digraph H fixes a subset S ⊆ V (H) if e(S) = S, that is, e(x) ∈ S for all x ∈ S, and it fixes a subgraph F of H if e(F) = F. It fixes an induced subgraph F up to automorphism if e(F) is an automorphic copy of F (this is a stronger condition than e(F) being isomorphic to F). An endomorphism r of G is a retraction of G if r is the identity on the image r(G) (thus a retraction must have at least one fixed point).
Endo-triviality and Retract-triviality. We now define the key concept of endo-triviality and the closely related concept of retract-triviality.
Definition 3.
A digraph is endo-trivial if all of its endomorphisms are automorphisms or constant maps.
The concept of endo-triviality also arises from the perspective of the algebra of polymorphisms. An algebra is called minimal if its unary polynomials are either constants or the permutations (see Definition 2.14 in [17] ). For reflexive digraphs, polynomials and polymorphisms coincide. In other words, a reflexive digraph is endo-trivial if and only if its associated algebra of polymorphisms is minimal.
We will also need the following closely related concept.
Definition 4.
A digraph is retract-trivial if all of its retractions are the identity or constant maps.
The concept of retract-triviality also appears in the algebraic theory but has, as far as we are aware, not been studied in a combinatorial setting. An algebra is term-minimal if the only retractions in its clone of terms are the identity and constants (see [26] ). A reflexive digraph is retract-minimal if its associated algebra of polymorphisms is term-minimal. It follows that on reflexive digraphs, the concepts of retract-minimality and retract-triviality coincide.
We note that every endo-trivial structure is also retract-trivial. However, the reverse implication is not necessarily true: in Figure 2 we give an example of a structure that is ??:6 Surjective H-Colouring over Reflexive Digraphs retract-trivial but not endo-trivial. This example is based on a digraph but is not itself a digraph. It is also possible to construct a retract-trivial digraph that is not endo-trivial [25] , but on reflexive tournaments both concepts do coincide.
Lemma 5. A reflexive tournament is endo-trivial if and only if it is retract-trivial.
Proof. (Forwards.) Trivial. (Backwards.) By contraposition, suppose e is a non-trivial endomorphism of a reflexive tournament H. Consider e(H) and build some function e −1 from e(H) to H by choosing e −1 (y) = x if e(x) = y arbitrarily. Since H is a (reflexive) tournament, e −1 is an isomorphism, whereupon e −1 • e is the identity automorphism when restricted to some subtournament H 0 of H. Hence e −1 • e is a non-trivial retraction of H (to H 0 ).
Essential Unarity and a Dichotomy for Reflexive Directed Cycles
In this section we give the first concrete application, of which we are aware, of the aforementioned result of Chen, formally stated below.
Theorem 6 (Corollary 3.5 in [7] ). Let H be a finite structure whose universe V (H) has size strictly greater than 1. If each polymorphism of H is essentially unary, then Surjective H-Colouring is NP-complete.
In order to this, we make use of the endomorphism graph and a result from Mároti and Zádori [23] . Let id H denote the identity map on a digraph H.
The following lemma is crucial and will be of use in the next section as well. (2) A reflexive digraph that is not weakly connected may be retracted onto a 2-vertex digraph. So we may safely assume H is weakly connected. If H is not strongly connected, then H has an edge (a, b) such that a and b are in different strong components, that is, there is no directed path from b to a. We define a retraction of H onto the subgraph induced by {a, b} as follows: let r(x) = a if there exists a directed path from x to a and r(x) = b otherwise. As r(a) = a and r(b) = b, it remains to check if r is an endomorphism. Let (x, y) be an edge. If r(y) = a, then there exists a directed path from y to a, and thus a directed path from x to a implying that r(a) = a. If r(y) = b, then r(x) = a and r(x) = b are both allowed.
(3) We first prove that no constant map is adjacent to an automorphism in H H . Suppose for a contradiction that there exists an automorphism σ backwards-adjacent to some constant (the case of forwards-adjacent is dual). Thus without loss of generality we may assume that (σ, c) ∈ E(H H ) for some constant map c, say for all u ∈ V (H), c(u) = v for some v ∈ V (H). By composing sufficiently many times via Lemma 1, we obtain that (id H , c) ∈ E(H H ). Since H is strongly connected, every vertex u ∈ V (H) has out-degree at least 1. Hence (u, v) ∈ E(H) for all u ∈ V (H). Since v has out-degree at least 1, this means that H contains a double edge, contradicting statement (1) . Now suppose that there exists an automorphism σ that is backward-adjacent to some endomorphism f = σ (the case of forwards-adjacent is dual). Thus, without loss of generality we have (σ, f ) ∈ E(H H ). Apply σ −1 to both sides of the edge to obtain that (id H , g) ∈ E(H H ) for some g = id H . By the preceding lemma, and the fact that H is retract-trivial, this means g is a constant map, contradicting the claim above.
We use Lemma 8 to obtain the following structural result. Theorem 9. Let H be an endo-trivial reflexive digraph with at least three vertices. Then every polymorphism of H is essentially unary.
Proof. Since H is endo-trivial, H is retract-trivial. Hence, By Lemma 8, H is strongly connected, and furthermore the automorphisms of H are isolated vertices of H H . As H is endo-trivial, this means that H H is the disjoint union of a copy of H that corresponds to the constant maps and a set of isolated vertices, one for each automorphism of H. Suppose for a contradiction that there exists an an n-ary polymorphism f of H which is not essentially unary. We may without loss of generality assume that f depends on all of its n variables, where n ≥ 2. By Lemma 2, the mapping F : H n−1 → H H defined by F (x 1 , . . . , x n−1 )(y) = f (x 1 , . . . , x n−1 , y) is a homomorphism. Since H is strongly connected, so is H n−1 , and hence so is the image of F in H H . Thus this image is either contained in the component of constants, in which case f does not depend on its last variable, else it is a singleton, in which case f does not depend on any of its first n − 1 variables.
Combining Theorems 6 and 9 yields the main result of this section.
Corollary 10. If H is an endo-trivial reflexive digraph on at least three vertices, then
Surjective H-Colouring is NP-complete.
For k ≥ 3, let DC * k denote the reflexive directed cycle on k vertices, which is readily seen to be endo-trivial. Corollary 10 yields the following dichotomy for reflexive directed cycles after noting that Surjective DC * k -Colouring is trivial for k ≤ 2.
It is not difficult to construct endo-trivial reflexive tournaments other than reflexive directed cycles. In the next section though we give a combinatorial NP-hardness proof for Surjective H-Colouring whenever H is any non-transitive reflexive tournament. As DC * 3 is such a digraph, this proof also can be used for the case H = DC * 3 . However, it does not extend to Surjective DC * k -Colouring for k ≥ 4.
A Dichotomy for Reflexive Tournaments
In this section we prove our main result, namely a dichotomy of Surjective H-Colouring for reflexive tournaments H by showing that transitivity is the crucial property for tractability.
In the next subsections we prove that Surjective H-Colouring is NP-complete when H is a non-transitive tournament.
Two Elementary Lemmas
It is well-known that every strongly connected tournament has a directed Hamilton cycle [6] . Hence we derive the following corollary to Lemmas 5 and 8 Part 2.
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Figure 3
The gadget Cyl * m in the case m := 4 (self-loops are not drawn). We usually visualise the right-hand copy of DC * 4 as the "bottom" copy and then we talk about vertices "above" and "below" according to the red arrows.
Lemma 12. If H is a reflexive tournament that is endo-trivial, then H contains a directed Hamilton cycle.
We will also need the following lemma.
Lemma 13.
If H is a reflexive tournament that is endo-trivial, then any homomorphic image of H of size 1 < n < |V (H)| possesses a double edge.
Proof. Suppose H has a homomorphic image of size 1 < n < |V (H)| without a double edge. By looking at the equivalence classes of vertices identified in the homomorphic image, we can deduce a non-trivial retraction, namely by mapping each of the vertices in an equivalence class to any particular one of them.
The NP-Hardness Gadget
We now introduce the gadget Cyl * m drawn in Figure 3 . We take m disjoint copies of the directed m-cycle DC * m arranged in a cylindrical fashion so that there is an edge from i in the jth copy to i in the j + 1th copy (drawn in red), and an edge from i in the j + 1th copy to i + 1 in the jth copy (drawn in green). We consider DC * m to have vertices {1, . . . , m}. A key role will be played by Hamilton cycles HC m in a strongly connected reflexive tournament on m vertices. We consider this cycle also labelled {1, . . . , m}, in order to attach it to the gadget Cyl * m . The gadget Cyl * m is an alteration of a gadget that appears in [9] for proving that List H-Colouring is NP-complete when H is an undirected cycle on at least four vertices, but our proof is very different.
The following lemma follows from induction on the copies of DC * m , since a reflexive tournament has no double edges.
Lemma 14.
In any homomorphism h from Cyl * m , with bottom cycle DC * m , to a reflexive tournament, if |h(DC * m )| = 1, then |h(Cyl * m )| = 1. We will use another property, denoted ( †), of Cyl * m , which is that the retractions from Cyl * m to its bottom copy of DC * m induce on the top copy precisely the set of automorphisms of DC * m . The reason is that in such a retraction, the (j + 1)th copy may either map under the identity to the jth copy, or rotate one edge of the cycle clockwise, and Cyl * m consists of sufficiently many (namely m) copies of DC * m . Now let H be a reflexive tournament that contains a subtournament H 0 on m vertices that is endo-trivial. By Lemma 12, we find that H 0 contains at least one directed Hamilton Proof. Let G be an instance of H 0 -Retraction. We build an instance G of Surjective H-Colouring in the following fashion. First, take a copy of H together with G and build G by identifying these on the copy of H 0 that they both possess as a subgraph. Let m be the size of H 0 and consider its Hamilton cycle HC 0 . We build G from G by augmenting a new copy of Cyl * m for every vertex
Vertex v is to be identified with any vertex in the top copy of DC * m in Cyl * m and the bottom copy of DC * m is to be identified with HC 0 in H 0 according to the identity function. See Figure 5 for an example. We claim that G retracts to H 0 if and only if there exists a surjective homomorphism from G to H.
First suppose that G retracts to H 0 . Let h be a retraction from G to H 0 . We extend h as follows. Firist we map the copy of H in G to itself in H by the identity. This will ensure surjectivity. We then map the various copies of Cyl * m in G . This is always possible: because H retracts to H 0 , we have Spill m (H[H 0 , HC 0 ]) = V (H) due to Lemma 15. Hence, if h(x) = y for two vertices x ∈ V (G ) \ V (H 0 ) and y ∈ V (H 0 ), we can always find a retraction of the graph F(H 0 , HC 0 ) to H 0 that maps x to y, and we mimic this retraction on the corresponding subgraph in G . The crucial observation is that this can be done independently for each vertex in V (G ) \ V (H 0 ), as two vertices of different copies of Cyl * m are only adjacent if they both belong to G . This leads to a surjective homomorphism from G to H. Now suppose that there exists a surjective homomorphism h from G to H. If |h(H 0 )| = 1, then by Lemma 14, |h(Cyl * m )| = 1 for all copies of Cyl * m in G . This means that |h(G )| = 1 and h is not surjective, a contradiction. Now, 1 < |h(H 0 )| < m is not possible either due to Lemma 13. Thus, |h(H 0 )| = m and indeed h maps H 0 to a copy of itself in H which we will call H 0 = i(H 0 ) for some isomorphism i.
We claim that Spill m (H[H 0 , i(HC 0 )]) = V (H). In order to see this, consider a vertex y ∈ V (H). As h is surjective, there exists a vertex x ∈ V (G ) with h(x) = y. By construction, x belongs to some copy of DC * m , and thus also belongs to some copy of DC * m in F(H 0 , HC 0 ). We can extend i −1 to an isomorphism from the copy of Cyl * m (which has i(HC 0 ) as its bottom cycle) in the graph F(H 0 , i(HC 0 )) to the copy of Cyl * m (which has HC 0 as its bottom cycle) in the graph F(H 0 , HC 0 ). We define a mapping r * from F(H 0 , i(HC 0 )) to H by r * (u) = h•i −1 (u) if u is on the copy of Cyl * m in F(H 0 , i(HC 0 )) and r * (u) = u otherwise. We observe that the copy of Cyl * m from V (H) \ V (H 0 ), this means that r * is a retraction from F(H 0 , i(HC 0 )) to H. We find that r * maps i(x) to h • i −1 (i(x)) = h(x) = y. Moreover, as x is in some copy of DC * m in F(H 0 , HC 0 ), we have that i(x) is in some copy of DC * m in F(H 0 , HC 0 ). We may assume without loss of generality that i(x) belongs to the top copy (cf. Remark 1). We conclude that y always belongs to Spill m (H[H 0 , i(HC 0 )]) (cf. Remark 1).
As Spill m (H[H 0 , i(HC 0 )]) = V (H), we find, by assumption of the lemma, that there exists a retraction r from H to H 0 . Now i −1 • r • h ia the desired retraction of G to H 0 .
We now need to deal with the situation in which we have an isomorphic copy H 0 = i(H 0 ) of H 0 in H with Spill m (H[H 0 , i(HC 0 )]) = V (H), such that H does not retract to H 0 (see Figure 6 for an example). We cannot deal with this case in a direct matter and first show another base case. For this we need the following lemma and an extension of endo-triviality that we discuss afterwards.
Lemma 17.
Let H be a reflexive tournament, containing a subtournament H 0 so that any endomorphism of H that fixes H 0 is an automorphism. Then any endomorphism of H that maps H 0 to an isomorphic copy H 0 = i(H 0 ) of itself is an automorphism of H.
Proof. For contradiction, suppose there is an endomorphism h that maps H 0 to an isomorphic copy H 0 = i(H 0 ) of itself that is not an automorphism of H. In particular, |h(H)| < |V (H)|. Choose h −1 in the following fashion. We let h −1 of h(H 0 ) be the natural isomorphism of h(H 0 ) to H 0 (that inverts the isomorphism given by h from H 0 to H 0 ). Otherwise we choose h −1 arbitrarily, such that h −1 (y) = x only if h(x) = y. Since H is a reflexive tournament, h −1 is an isomorphism. Moreover, h −1 • h is an endomorphism of H that fixes H 0 and that is not an automorphism, a contradiction.
Let H 0 be an induced subgraph of a digraph H. We say that the pair (H, H 0 ) is endo-trivial if all endomorphisms of H that fix H 0 are automorphisms. Proof. Let G be an instance of H-Retraction. We build an instance G of Surjective H-Colouring in the following fashion. First we build G from G by augmenting a new copy of Cyl * m for every vertex v ∈ V (G) \ V (H 0 ). Vertex v is to be identified with any vertex in the top copy of DC * m in Cyl * m and the bottom copy of DC * m is to be identified with HC 0 in H 0 according to the identity function. We claim that G retracts to H if and only if there exists a surjective homomorphism from G to H. First suppose G retracts to H. Let r be a retraction from G to H. Then any extension of r from G to G is surjective. As Spill m (H[H 0 , HC 0 ]) = V (H) and two vertices in different copies of Cyl * m are only adjacent if both of them are in G, we can in fact extend r to a surjective homomorphism from G to H. Now suppose there exists a surjective homomorphism h from G to H. If |h(H 0 )| = 1, then Lemma 14 tells us that |h(Cyl * m )| = 1 for all copies of Cyl * m in G , and then we derive |h(G )| = 1, contradicting the surjectivity of h. Moreover, 1 < |h(H 0 )| < m is not possible either due to Lemma 13. Thus, |h(H 0 )| = m and h maps H 0 to a copy of itself. As (H, H 0 ) is endo-trivial, Lemma 17 tells us that the restriction of h to H is an automorphism of H, which we call α. The required retraction from G to H is now given by α −1 • h.
Generalising the Base Cases
We now generalise the two base cases to more general cases via some recursive procedure. Afterwards we will show how to combine these two cases to complete our proof. We will first need a slightly generalised version of Lemma 17, which nonetheless has virtually the same proof.
Lemma 19. Let H 2 ⊃ H 1 ⊃ H 0 be a sequence of strongly connected reflexive tournaments, each one a subtournament of the one before. Suppose that any endomorphism of H 1 that fixes H 0 is an automorphism. Then any endomorphism h of H 2 that maps H 0 to an isomorphic copy H 0 = i(H 0 ) of itself also gives an isomorphic copy of H 1 in h(H 1 ).
Proof. For contradiction, suppose there is an endomorphism h of H 2 that maps H 0 to an isomorphic copy H 0 = i(H 0 ) of itself that does not yield an isomorphic copy of H 1 . In particular, |h(H 1 )| < |V (H 1 )|. We proceed as in the proof of the Lemma 17. Choose h −1 in the following fashion. We let h −1 of h(H 0 ) be the natural isomorphism of h(H 0 ) to H 0 (that inverts the isomorphism given by h from H 0 to H 0 ). Otherwise we choose h −1 arbitrarily, such that h −1 (y) = x only if h(x) = y. Since H 2 is a reflexive tournament, h −1 is an isomorphism. And h −1 • h is an endomorphism of H 2 that fixes H 0 that does not yield an isomorphic copy of H 1 in h(H 1 ), a contradiction.
The following two lemmas generalize Lemmas 16 and 18.
Lemma 20 (General Case I). Let H 0 , H 1 , . . . , H k , H k+1 be reflexive tournaments, the first k of which have Hamilton cycles HC 0 , HC 1 , . . . , HC k , respectively, so that
Assume that H k+1 retracts to H k and also to every isomorphic copy Proof. Let G be an instance of H k -Retraction. We will build an instance G of Surjective H k+1 -Colouring in the following fashion. First, take a copy of H k+1 together with G and build G by identifying these on the copy of H k that they both possess as a subgraph. We now build G as follows. First we augment G with a new copy of Cyl * a k for every vertex v ∈ V (G ) \ V (H k ). Vertex v is to be identified with any vertex in the top copy of DC * a k in Cyl * a k , and the bottom copy of DC * a k is to be identified with HC k according to the identity function. Then, for each i ∈ [k + 1], and v ∈ V (H i ) \ V (H i−1 ), add a copy of Cyl * ai−1 , where v is identified with any vertex in the top copy of DC * ai−1 in Cyl * ai−1 and the bottom copy of DC * i−1 is to be identified with H i−1 according to the identity map of DC * ai−1 to HC i−1 . We claim that G retracts to H k if and only if there exists a surjective homomorphism from G to H k+1 .
First suppose that G retracts to H k . Let h be a retraction from G to H k . Extend h mapping H k+1 according to the identity to ensure the final mapping is surjective. Finally, we map the various copies of Cyl * ai−1 in G in any suitable fashion, which will always exist due to our assumptions and the fact that Spill a k (H k+1 [H k , HC k ]) = V (H k+1 ), which follows from our assumption that H k+1 retracts to H k and Lemma 15. Now suppose that if there exists a surjective homomorphism h from G to H k+1 . Suppose that |h(H 0 )| = 1. Then |h(Cyl * a0 )| = 1 by Lemma 14. Now we follow the chain of spills to deduce that |h(H k+1 )| = 1, which is not possible. Now, 1 < |h(H 0 )| < a 0 is not possible either due to Lemma 13. Thus, |h(H 0 )| = |V (H 0 )| and indeed h maps H 0 to a copy of itself in H k+1 which we will call H 0 = i(H 0 ). We now apply Lemma 19 as well as our assumed endo-trivialities to derive that h in fact maps H k by the isomorphism i to a copy of itself in H k+1 which we will call H k . Since h is surjective, we can deduce that First suppose that G retracts to H k+1 . Let h be a retraction from G to H k+1 . Then we can extend h by mapping G in some suitable fashion, which is possible due to the spill assumptions. Now suppose that there exists a surjective homomorphism h from G to H k+1 . Suppose that |h(H 0 )| = 1. Then |h(Cyl * a0 )| = 1 by Lemma 14. Now we follow the chain of spills to deduce that |h(H k+1 )| = 1, a contradiction. Now, 1 < |h(H 0 )| < a 0 is not possible either due to Lemma 13. Thus, |h(H 0 )| = |V (H 0 )| and indeed h maps H 0 to a copy of itself in H k+1 which we will call H 0 = i(H 0 ). We now apply Lemma 19 as well as our assumed endo-trivialities to derive that h in fact maps H k by the isomorphism i to a copy of itself in H k+1 , which we will call H k . Now we can deduce, via Lemma 17, that h(H k+1 ) is an automorphism of H k+1 , which we call α. The required retraction from G to H k+1 is now given by α −1 • h.
Final Steps for Hardness for Non-Transitive Reflexive Tournaments
We first prove, by using the lemmas from Section 4.4, that Surjective H-Colouring is NP-complete if H is a non-transitive reflexive tournament that is strongly connected. For our discourse it is not necessary to know precisely what is a Taylor operation, but we will use the following result. Proof. As H is is a strongly connected reflexive tournament, which has more than one vertex by our definition, H is not transitive. Note that H-Retraction is NP-complete, since non-transitive reflexive tournaments omit Taylor polymorphisms [19] , following Theorem 22. Thus, if H is endo-trivial, the result follows from Lemma 16 (note that we could also have used Corollary 10).
Suppose H is not endo-trivial. Then, by Lemma 5, H is not retract-trivial either. This means H has a non-trivial retraction to some subtournament H 0 . We may assume that H 0 is endo-trivial, as otherwise we will repeat the argument until we find a retraction from H to an endo-trivial subtournament.
If H 0 ) and H 0 are endo-trivial. We now continue iterating this method, which will terminate because our structures are getting strictly larger.
In order to deal with reflexive tournaments that are not strongly connected we need the following strengthened version of Corollary 23.
Corollary 24.
Let H be a strongly connected reflexive tournament. Then Surjective H-Colouring is NP-complete even for strongly connected digraphs.
Proof. We need to argue that the instances of Surjective H-Colouring that we have constructed before can be assumed to be strongly connected. Noting that H and the gadgets Cyl * m are strongly connected, this is clear once we can assume the inputs to our Retraction problems are strongly connected. For H -Retraction, where H is a strongly connected reflexive tournament, we can surely assume our inputs are strongly connected. If they were not, then we add individual directed paths of length |V (H )| between the relevant vertices. This will not affect the truth of an instance and the result follows.
When G is a reflexive tournament, we may break it up into strongly connected components G(1), . . . , G(k) so that, for all i = j ∈ [k], for all x ∈ G(i) and for all y ∈ G(j), (x, y) ∈ E(G). This is the standard decomposition, inducing a standard order on the connected components, that we will use.
We are now ready to prove our main hardness result. Proof. For strongly connected tournaments, the result follows from Corollary 23. Let H instead have k > 1 strongly connected components H(1), . . . , H(k). Since H is not transitive, one of these strongly connected components, H(i), must be of size greater than 1, whereupon we know from Corollary 24 that Surjective H(i)-Colouring is NP-complete, even when restricted to strongly connected inputs.
Let us reduce Surjective H(i)-Colouring to Surjective H-Colouring by taking a strongly connected input G for the former and building G by adding a copy of H restricted to V (H(1)), . . . , V (H(i − 1)), where every vertex here has an edge to every vertex of G, and adding a copy of H restricted to V (H(i + 1)), . . . , V (H(k)), where every vertex there has an edge from every vertex of G. Note that G has k strongly connected components G (1), . . . , G (k), where G (h) is isomorphic to H (h) for h = 1, . . . , k, h = i. We claim that there exists a surjective homomorphism from G to H(i) if and only if there exists a surjective homomorphism from G to H.
(Forwards.) Map the additional vertices in G in the obvious fashion (by the "identity") to extend a surjective homomorphism from G to H i so that it is surjective from G to H.
(Backwards.) In any surjective homomorphism s from G to H, we have that s(V (G (i))) ⊆ V (H(i)) for i = 1, . . . k.
We now prove our dichotomy result.
Corollary 26.
Let H be a reflexive tournament. If H is transitive, then Surjective H-Colouring is in NL; otherwise it is NP-complete.
Proof. For the transitive case we can say that H-Retraction is in NL from [8] , since H enjoys the ternary median operation as a polymorphism (this has been observed, inter alia, in [19] ). It follows of course that Surjective H-Colouring is in NL also. The non-transitive case follows from Theorem 25.
Conclusion
We have given the first significant classification results for Surjective H-Colouring where H comes from a class of digraphs (that are not graphs). To do this, we have developed both a novel algebraic method and a novel recursive combinatorial method. Below we discuss some directions for future research. Let 3NRC be the hypergraph with vertex-set {r, g, b} and hyperedge-set {r, g, b} \ {(r, g, b), (r, b, g), (g, b, r), (g, r, b), (b, r, g), (b, g, r)}. Then 3-No-Rainbow-Colouring is the problem Surjective 3NRC-Colouring, in which one looks for a surjective colouring of the vertices, such that no hyperedge is rainbow-coloured (i.e. uses all colours). We recall that the complexity of this problem is open since it arose (under a different name) in [18] , see also Question 3 in [2] . The Surjective DC * 3 -Colouring problem is the digraph problem most closely related to 3-No-Rainbow-Colouring. To explain this, when looking for digraphs with a similar character to 3NRC, we would insist at least that the automorphism group is transitive. This leaves just the reflexive and irreflexive directed 3-cycles and the reflexive and irreflexive 3-cliques, that is, 3-cycles with a double edge between every pair of vertices (admittedly, the cycles have only some of the automorphisms of the cliques). If H is the reflexive 3-clique, then H-Retraction and Surjective H-Colouring are trivial. If H is the irreflexive directed 3-cycle, then H has a majority polymorphism, which shows that H-Retraction, and thus Surjective H-Colouring (see Figure 1 ), can be solved in polynomial time [1] . If H is the irreflexive 3-clique, then Surjective H-Colouring is NPcomplete, as there exists a straightforward reduction from 3-Colouring. Hence H = DC * 3 was indeed the only case for which determining the complexity of Surjective H-Colouring was not immediately obvious.
It would be great to extend our results to larger reflexive digraph classes. Reflexive digraphs with a double edge are not endo-trivial and further fail to be endo-trivial in the worse way, since Surjective DC * 2 -Colouring is nearly trivial. Thus, our methods are likely only to be applicable to reflexive oriented digraphs, that is, those without a double edge. On the way, a natural question arising is exactly which reflexive digraphs are endo-trivial?
Finally, there is the question as to whether the assumption of endo-triviality can be weakened to that of retract-triviality in Theorem 9. Endo-triviality is used right at the beginning of the proof to show that G G is the disjoint union of a copy of G (the constant maps) and isolated automorphisms. We do not know if retract-triviality is here sufficient.
A A Dichotomy for Partially Reflexive Digraphs of Size at Most 3
In this section we prove the following result. The NP-hard cases from Figure 1 in [13] We are not aware of a published classification for H-Retraction, when H is a partially reflexive digraph of size at most 3, though we know of one for List H-Colouring from [13] . Our starting point is therefore Theorem 3.1 from [13] , and in particular the sporadic digraphs drawn in Figure 7 that are precisely those for which List H-Colouring is not in P. Bearing in mind that membership in P for List H-Colouring gives this a fortiori for H-Retraction and Surjective H-Colouring, these sporadic digraphs are the only ones we need to consider. Note that the principal objects of study in [13] are trigraphs and the reference to complement in that paper's Theorem 3.1 is to trigraph complement, which is different from the various notions of (di)graph complement.
We will need two lemmas to deal with two of the cases from Figure 7 . Proof. We can follow the arguments from Section 3 and in particular Lemma 8. Parts 1 and 2 of that lemma hold and we can deduce as in Part 3 that no constant map is adjacent to an automorphism in H H . However, we can not apply Lemma 7, since H is not reflexive. Thus, we need still to argue that the automorphisms of H are isolated vertices in H H , which is now trivial since H has only the identity automorphism. Indeed, H is endo-trivial and H H has three vertices coresponding to the identity automorphism and two constant maps. In any case, we have the prerequisites for the argument of Theorem 9 and we can conclude all polymorphisms of H are essentially unary.
An operation t : D k → D is a weak near-unanimity operation if t satisfies t(x, . . . , x) = x, and t(y, x, . . . , x) = t(x, y, x, . . . , x) = · · · = t(x, . . . , x, y). Proof. Let H be given over vertex-set {0, 1, 2} with edge-set {(0, 0), (2, 2), (0, 1), (1, 0), (0, 2), (2, 0), (2, 1)}.
