Abstract-One of the fundamental and significant distinctiveness of an image is that, adjacent pixels are extremely correlated. The spatial information in the image improves the quality of clustering which is not utilized in the standard Fuzzy C-Means (FCM). FCM algorithm is not robust against noise. In this paper, we proposed an enhanced version of Fuzzy C-Means algorithm that incorporates spatial information into the membership function for clustering of brain MR images. The modified Fuzzy C-Means finds optimal clusters in an automatic way with the help of some cluster validity criteria. Additionally, spatial weighted information is incorporated in the spatial FCM. The spatial function is the weighted summation of the membership function in the neighborhood of each pixel under consideration. The advantages of this new method are: (a) it yields regions more homogeneous than those of other methods and (b) it removes noisy spots. It is less sensitive to noise as compared to other techniques. We tested our method on various brain MR images, and the technique has proved as a powerful method in the segmentation of noisy images.
I. INTRODUCTION
The process of dividing a digital image into a number of non-overlapping and constituent regions each with distinct properties is referred as image segmentation. Separation of the Region of Interests (ROI) for the analysis purpose is the main task of the segmentation. Generally, tissue classes in the brain like White Matter (WM), Gray Matter (GM) and Cerebrospinal Fluid (CSF) constitutes to the region of interests. Whole pixels or objects in the region are similar with respect to some characteristics such as color, texture or intensity. Neighboring regions have significant dissimilarities with respect to the same characteristics. Variations in the composition of these tissue classes within specific regions or in the whole volume can be used to characterize disease severity.
Medical imaging is the main area of application of image segmentation used to find tumors, to measure tissue volumes, computer-guided surgery, a treatment arrangement and other pathology.
Since MR images contain the characteristics of uncertainty and ambiguity, hence fuzzy clustering segmentation has aroused comprehensive attenuation [1] . In the last decade, there have been proposed many different varieties of fuzzy clustering algorithms to solve the segmentation problem. FCM is the most popular fuzzy clustering algorithm.
The main objective of this study is to develop a mechanism to utilize the spatial information in the standard FCM algorithm to increase the performance of this.
A. Magnetic Resonance Imaging (MRI)
The speedy development of technologies like medical imaging now routinely allows living organs and organisms to be explored non invasively. Medical images for various applications are acquired that includes surgical simulation, image guided surgery, therapy evaluation and nano-science studies. While working with medical images, i.e. MRI, X-Ray, Computed Tomography (CT) and Ultrasound images, etc., it is frequent to delineate the areas and volumes of interest.
MRI is a well established diagnostic medical imaging technique that does not involve puncturing the skin or body and based on the nuclear magnetic resonance phenomenon [2] . MRI is used in the field of radiology to visualize the interior structure of the body. MRI supplies a deep information about soft tissue anatomy of the human brain. It uses radio waves and a magnetic field to construct detailed images of the structure of an organ. The resulting data from a MRI machine is shifted to a computer, which interprets the information and translates it into images. Echo Planer Imaging (EPI) is the most common technique used for the fast MRI. Fast and single-shots acquisitions make scanning very sensitive to magnetic susceptibility differences at air/tissue interfaces in the brain. Blurring effects and geometric distortions in EPI in spiral imaging caused by field inhomogeneity severely affect predictions about the brain of subject [3] problems, there are huge chances of incorrect mapping of the region of interests as faced by medical experts face in characterizing or finding abnormalities within such images [2] .
B. Fuzzy C-Means (FCM) Algorithm
Fuzzy C-means clustering (FCM) [4] [5] [6] is an unsupervised data clustering method in which each data point belongs to a cluster to a degree specified by a membership value. This algorithm is used successfully in many applications in feature analysis, clustering, image segmentation and classifier designs fields such as medical imaging, target recognition, astronomy, geology. An image can be symbolized in numerous feature spaces. The FCM divides a collection of n data points into c groups, and it finds a centre of the cluster in each group. A cost function of dissimilarity is minimized and is dependent on the distance of the pixels to the cluster centers in the feature domain. Fuzzy C-means is simply an iterative method.
Fuzzy C-means clustering has been applied in several medical areas because it is a simple, easy and well-improved tool. Like in all other optimization procedures, there is no guarantee that FCM converges to an optimum solution. However, in C-means algorithm which look for the global minimum of a function, there is the possibility to come into a local minima. Therefore, the results obtained from this classification has to be considered as the optimum solution with a determined degree of accuracy.
C. Spatial FCM (sFCM)
One of the significant features of an image that adjacent pixels have high chances of correlation and these adjacent pixels hold similar characteristic values, and hence the probability of those pixels being in the same cluster is high.
A spatial function is used to utilize the spatial information where the neighborhood constitutes a squared window which is centered at the pixel in a spatial domain. A square window of size 5x5 was used throughout this work. Same like the membership function, represents the probability of the pixel being into the i th cluster. If the majority of neighbors of a pixel belongs to similar clusters then the spatial function of a pixel for a cluster is high.
II. RELATED WORK
Chengzhong et al. [4] proposed a curve tracing method by combing the FCM and level set method. He modified the level set method to overcome the problem of re-initialization of iteration, but there is no specific criteria for clusters validity defined in the formation of correct clusters, and in the resulting some noisy pixels were included in the candidate boundary. The algorithm was tested on some selected internet taken images not on real data.
Ahmed et al. [5] proposed a modification in the original objective function of FCM by introducing a term that allows the labeling of a voxel to be influenced by the labels in its immediate neighborhood. This effect act as a regularizer Szilagyi et al. [6] proposed some modifications in [2] 's BCFCM objective function by firstly apply local filtering to each voxel and then amending some more parameters in the objective function. These modifications generated some improved results but the segmented images contain some noise in the images and performance in time is slow.
Min Li et al. [7] proposed an Improved Fast Fuzzy CMeans Algorithm by combining the Otsu algorithm et al. [8] and Fast Fuzzy C-Means (FFCM) algorithm et al. [9] . The Otsu algorithm is used to find the global threshold that separates the pixel of the image into two regions and FFCM algorithm calculates the membership matrix of the dataset to search the actual cluster centre. It gives some improved speed performance over the standard FCM.
Ramaswamy Reddy et al. [10] proposed a new spatial FCM. This method first find membership information by standard FCM and then the membership information is mapped to the spatial domain. This method specifies the number of clusters taken manually and number of criteria defined for the fitness of clusters.
Jobin et al. [11] proposed an adaptive mean-shift algorithm for MRI brain segmentation. This method finds the number of clusters in an automatic way, but it loses some local spatial information and its performance is slow.
The FCM has the following main problems and we proposed the solution of these problems.
 FCM is sensitive to the noise.  It requires the optimal number of clusters in advance manually.
With the use of some noise removal mechanisms, validity functions and spatial information, Conventional FCM can be utilized for the purpose of segmentation of brain MRI. This paper is arranged as: Section II describes related work. Section III describes the detailed Methodology. Section IV includes the implementation notes. Section V describes our technique's results. Section VI is about future work, and finally the conclusion.
III. METHODOLOGY

A. FCM Clustering
FCM clustering [4] [5] [6] [11] also called ISODATA is an unsupervised data clustering method which permits one part of data to be in the true position into two or more clusters to a degree specified by a membership rank. This algorithm (Dunn developed o r i g i n a l l y t h i s in 1973 and Bezdek improved this in 1981) is often used in classification, image segmentation, patterns recognition, etc. FCM begins with an initial estimation for the centers of clusters to point the mean location of each cluster. The initial estimation is most likely incorrect for these cluster centers. FCM allocates each data point a degree of membership for each cluster. By updating the membership scores and cluster centers for each data point, FCM iteratively shifts the cluster centers to its accurate place within a dataset. The iterative procedure is based on the minimization of a cost function that represents the distance from any given object to a center of cluster weighted by that data point's membership degree.
By using fuzzy membership grades, the fuzzy C-means algorithm allocates elements to every class. Suppose X (x l , x 2 ,., x N ) be N points representing an image to be partitioned into the number of c clusters, where represents multispectral (features) data. The algorithm is aimed at an iterative optimization that minimizes cost/objective function defined as follows:
(1) Where represents the membership degree of pixel in the i th cluster, is the centre of i th cluster, is a norm metric representing the Euclidean distance, and m is a real constant greater than 1 w h i c h controls the fuzziness of the resulting partition (here m=2 is used in this study as it was the special case presented by Dunn in 1974). This m controls the weight of fuzziness for the partition. When pixels become closed to the centers of their clusters, cost function is minimized and high membership values are allotted to these closed pixels. Low membership values are allotted to pixels with data far from the centers. Fuzzy Cmeans membership function constitutes the probability that a pixel belongs to a particular cluster. In Fuzzy C-means method, the probability is completely dependent on the distance between each individual cluster center and the pixel in the feature domain. The cluster centers and membership functions are revised by the functions as given below:
and (3) With an initial estimation as beginning step for every center o f the cluster, FCM converges to a solution for v i representing the local minimum or a saddle point of the cost function. By comparing the changes in the membership function or the cluster center at two consecutive iteration steps, convergence can be detected.
B. Directional Weighted Spatial FCM Clustering (dwsFCM)
Spatial Fuzzy C-means (sFCM) is a clustering approach which places a chunk of data to two or more classes which deserve this data to be in true position. Neighboring pixels are exceedingly correlated, which makes an image as significantly distinct. In other words, neighboring pixels posses similar features, and the probability belonging to the same cluster becomes large. Such relationship of spatial information plays an important role in the clustering, however, this spatial information is not utilized in the standard FCM algorithm. To develop a spatial information a spatial function is defined as: (4) Where NBH stands for a squared window which is centered at the pixel in the spatial domain and i, j are data points.
are the weights that has been incorporated in the spatial neighborhood in such a way that: 2, 3, 4) represents a set of coordinates aligned with k th centered at (0, 0) i.e Then let \ (0, 0) for all k from 1 to 4. In a 5x5 window centered at (i, j), for each direction, define as the sum of all absolute differences of gray-level values between and with (s, t) . Considering that for two pixels with spatial distance is small, their gray-level values should be close, we will weight the absolute differences between the two closest pixels with a larger value , before we calculate the sum. But if is very large, it will cause that is mainly decided by the differences corresponding to . So let = 2, the reciprocal of distance ratio. Thus, we have
We name as a direction index. Each direction index is sensitive to the edge aligned with a given direction. A 5x5 window was used throughout this feat. Similarly to the membership function, the spatial function stands for the probability that a pixel belongs to i th cluster. The spatial function of a pixel for a cluster is high, if the bulk of its neighborhood belongs to the same cluster. The spatial function is included into the membership function as:
Where p and q are parameters to control the relative importance of both functions and i, j are data points. The spatial function simply strengthens the original membership in a homogenous region and results of clustering stays unaffected. Though, for a disturbed or noisy pixel, this formula lowers the weighting of a noisy cluster by labels of its neighboring pixels. Therefore, misclassified pixels from noisy zones or spurious spots can be adjusted easily. It is noted that the is identical to the conventional FCM. As clustering is two-pass process, the first pass is same as that in standard FCM to calculate the membership function in spectral domain. In the second pass, the membership information of each pixel is mapped to the spatial domain, and the spatial function that is incorporated with the spatial function. The algorithm's iteration is terminated when the maximum difference between two cluster centers at two successive iterations is less than a threshold (we set the termination threshold criteria 0.02). After the convergence, defuzzification is applied to assign each pixel to a specific cluster for which the membership is maximal.
B. Cluster Validity Functions
To determine the clustering performance in numerous clustering methods, two kinds of validity functions for clusters, fuzzy partition and feature structure methods are often used. The fuzzy partition functions are partition coefficient and partition entropy . These are described as given below:
and The main scheme of such functions for validity is that samples having less fuzziness which would mean improved performance. As an effect, the finest results of clustering are achieved when the value of is the greatest or the value of is the least. Disfavors of and only measure the fuzzy partition. Other functions for validity based on the structures of feature can be found in [14] . For instance, Xie and Beni [13] function to validate clusters are defined as:
Well-clustered results produce samples that are compacted within a same cluster and well-separated between different clusters. The minimized value of directs to a better clustering. Validity function Xie and Beni is considered to be as a better procedure amongst others as given in the table 1. Fig. 4(c1) .
IV. IMPLEMENTATION
The proposed method is implemented using the Matlab® R2009a tool and the process model for the whole procedure is expressed in Fig.1 . The Brain MR Image is given as system input and standard FCM algorithm is applied to obtain the optimal number of clusters. To verify and validate the optimal number of clusters, we employed the clusters validity functions similar to Xie and Beni [13] . After selecting the optimal clusters, we passed these clusters to the standard FCM and in the first pass, simple FCM algorithm is applied for calculating the fuzzy memberships. In the second pass, the directional weighted spatial information is incorporated in the calculated fuzzy membership. A 5x5 window is used throughout this effort for incorporating the directional weighted spatial information. In Fig. 2 , the behaviors of objective functions by both standard FCM and dwsFCM are shown. The objective function of standard FCM is iteratively decreasing but in dwsFCM, this objective function is first increased and after reaching to an extreme point it becomes decreased. When the system is converged, the objective function becomes stable, and it does not show any reduction or change in it. 
V. RESULTS
Since we have tested our algorithm over a wide variety of MR images with varying range of complexity, however, here we showed the experimental results for few images only. Visual results can be seen in Fig. 4 . We have also tested our algorithm on noisy environments and for this purpose we first added the noise type salt and pepper in the images as shown in Fig. 4(a2, b2, c2,d2) . Results of our algorithm are given in Fig. 4(a4, b4, c4, d4 ) and this generates good results. We have tested our proposed method to verify the number of clusters in the images. We have also compared proposed method with FCM and spatial FCM. The results in Table 1 shows that the proposed method works well as compared to existing FCM and spatial FCM. We have validated the number of clusters by three different methods partition coefficient PC, partition entropy PE and Xie & Beni XB. The value at which PC is at maximum, are the best number of clusters. At an image (a1), FCM shows 2 clusters but spatial FCM and proposed method both shows the correct 3 clusters, but Table 1 shows that dwsFCM shows more correct values as compared to spatial FCM. Similarly on the image (c1) results shows that all methods shows correct clusters but dwFCM shows good values as compared to other methods. Fig. 2 also shows the behavior of these validity functions when applied on image c1. We have also tested some more images that verifies that dwsFCM method has good results as compared to other methods. We have also compared our proposed method dwsFCM with other methods by using number of iterations. Fig. 5 shows compared results graphically. This graph shows that proposed method complete in less number of iterations as compared to other methods. Fig. 3 shows the behaviors of objective functions of FCM and dwsFCM graphically. The bahavior of objective function of dwsFCM first grows up but at some peak point it tends downward rapidly, which means that dwsFCM converges to local minima rapidly.
VI. CONCLUSION AND FUTURE WORK
In this study, We have proposed the enhanced version of the FCM by incorporating spatial information in the membership function. Spatial information is the summation of weighted neighborhood pixels in the window. This weighted information plays an important role in cluster validity. The proposed method also works well in the case of noisy environment.
Since the technique is robust against noise and results of segmentation are very much acceptable as well, however, many improvements have to be done to become this work as a component of some automated systems. In our presented technique, cost function behavior fluctuates and no decision can be made on the basis of statistical values of objective function in dwsFCM. The objective function initially increase and then decreases continuously. There is need to develop a mechanism to evaluate the segmentation techniques on the statistical basis, so that quantifiable results can be obtained.
