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Abstract
Both compressible and incompressible Navier–Stokes solvers can be used and are used to solve incompressible
turbulent flow problems. In the compressible case, the Mach number is then considered as a solver parameter
that is set to a small value, M ≈ 0.1, in order to mimic incompressible flows. This strategy is widely used for
high-order discontinuous Galerkin discretizations of the compressible Navier–Stokes equations. The present
work raises the question regarding the computational efficiency of compressible DG solvers as compared to
a genuinely incompressible formulation. Our contributions to the state-of-the-art are twofold: Firstly, we
present a high-performance discontinuous Galerkin solver for the compressible Navier–Stokes equations based
on a highly efficient matrix-free implementation that targets modern cache-based multicore architectures.
The performance results presented in this work focus on the node-level performance and our results suggest
that there is great potential for further performance improvements for current state-of-the-art discontinuous
Galerkin implementations of the compressible Navier–Stokes equations. Secondly, this compressible Navier–
Stokes solver is put into perspective by comparing it to an incompressible DG solver that uses the same
matrix-free implementation. We discuss algorithmic differences between both solution strategies and present
an in-depth numerical investigation of the performance. The considered benchmark test cases are the three-
dimensional Taylor–Green vortex problem as a representative of transitional flows and the turbulent channel
flow problem as a representative of wall-bounded turbulent flows.
Keywords: Navier–Stokes equations, turbulent flows, discontinuous Galerkin, high-order methods,
matrix-free implementation, high-performance computing
1. Motivation
Immense progress has been made in developing discontinuous Galerkin discretizations for the numerical
solution of the compressible Navier–Stokes equations, see for example [1, 2, 3, 4, 5, 6] for recent applications
to transitional and turbulent flow problems as well as references therein for details on the discretization
methods. In these works, compressible DG solvers are used to also solve incompressible turbulent flow
problems by using low Mach numbers. So far, a tentative conclusion might be that (explicit) compress-
ible solvers are computationally more efficient than high-order discontinuous Galerkin formulations of the
incompressible Navier–Stokes equations when applied to the solution of turbulent incompressible flow prob-
lems. However, discontinuous Galerkin discretizations of the incompressible Navier–Stokes equations that
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are robust in the under-resolved regime have not been available for a long time and, hence, applicability
of these methods to turbulent flows has been limited. Only recently, significant progress has been made in
this direction [7, 8, 9, 10, 11]. Recent results in [12] for the three-dimensional Taylor–Green vortex problem
indicate that using an incompressible DG formulation allows to reduce the computational costs by more than
one order of magnitude as compared to state-of-the-art DG implementations of the compressible Navier–
Stokes equations. On the one hand, this result demonstrates that significant progress is possible in this
field, e.g, by using efficient matrix-free implementations. On the other hand, this result raises the question
whether there is an intrinsic performance advantage of an incompressible formulation over well-established
compressible DG solvers. This topic is highly unexplored in the DG community and requires detailed
investigations. The present work extends our previous work on DG discretizations of the incompressible
Navier–Stokes equations [11, 12] towards the compressible Navier–Stokes equations and represents the first
work using optimal-complexity and hardware-aware implementations for complex geometries that addresses
the question regarding the computational efficiency of compressible versus incompressible high-order DG
solvers when applied to the solution of under-resolved turbulent incompressible flows.
In our opinion, it is time to give particular attention to computationally efficient implementations of
high-order discontinuous Galerkin discretization methods designed for and making use of modern computer
hardware. While parallel scalability is often used as a motivation for DG methods [13], we recall that a
primary goal in high-performance computing is optimizing the serial performance [14]. Accordingly, our
focus lies on the node-level performance in the present work. In the field of computational fluid dynamics,
DG methods have the potential to replace well-established discretization methods like finite volume methods
and finite element methods mainly due to the fact that discontinuous Galerkin methods extend naturally to
high-order of accuracy (for smooth solutions and well-resolved situations) while retaining appealing stability
properties of finite volume methods [15]. To render high-order methods computationally efficient, a matrix-
free evaluation of spatially discretized finite element operators is inevitable [16, 17]. In the present work,
we propose a high-performance discontinuous Galerkin spectral element approach for the solution of the
compressible Navier–Stokes equations based on a generic matrix-free implementation with a focus on the
solution of under-resolved turbulent incompressible flows. The matrix-free implementation used in this
work has been shown to exhibit outstanding performance characteristics [18, 19, 20]. High-performance
implementations for high-order DG discretizations have also been proposed recently in [21], and matrix-free
implementations for continuous spectral element methods are discussed for example in [22, 23, 24, 25].
The present work is restricted to explicit Runge–Kutta time integration schemes [26, 27, 28] for discretiz-
ing the compressible Navier–Stokes equations in time. Explicit time integration methods for the compressible
Navier–Stokes equations are attractive since they only require evaluations of the spatially discretized op-
erator in order to advance in time without the need to solve (non-)linear systems of equations, see for
example [13]. For the solution of the incompressible Navier–Stokes equations, we consider splitting-type
solution methods with mixed implicit/explicit treatment of viscous/convective terms for efficient time inte-
gration. Several factors have an impact on the computational efficiency of compressible solvers as compared
to discretizations of the incompressible Navier–Stokes equations, the three most important ones are:
• Differences in time step sizes: Time step restrictions due to the CFL condition arising from an explicit
formulation of the convective term are more restrictive in the compressible case than the incompressible
case, i.e., the time step size is approximately inversely proportional to the Mach number M = uc
(where u is the velocity of the fluid and c the speed of sound) in case of a compressible solver. Since
a small Mach number has to be used to mimic incompressible flows, e.g., M ≈ 0.1, one can expect
that the maximum possible time step sizes differ significantly between compressible and incompressible
solvers.
• Solution of one time step: For incompressible solvers even with an explicit treatment of the convective
term, one has to at least solve linear systems of equations due to the coupling of the momentum
equation and the continuity equation via the incompressibility constraint (which does not contain a
time derivative term). Accordingly, the discretized finite element operators have to be applied in every
solver iteration and, hence, several times within one time step. Additionally, preconditioners have to be
applied (which should be realized in a matrix-free way to obtain an algorithm that is efficient for high
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polynomial degrees). Instead, for explicit formulations of the compressible Navier–Stokes equations it
is sufficient to evaluate the operator once per time step or per Runge–Kutta stage in order to advance
in time.
• Complexity of discretized finite element operators: Discrete operators are more complex for the com-
pressible than for the incompressible Navier–Stokes equations. The compressible Navier–Stokes equa-
tions form a system of d+2 coupled equations in d space dimensions involving transformations between
conserved and derived quantities as well as more complex flux computations. Nonlinearities of the equa-
tions require dealiasing strategies like over-integration that increase computational costs. In contrast,
for incompressible solvers a significant amount of computational costs is spent in evaluating rather
simple discrete operators such as the Laplace operator applied to a scalar quantity in the pressure
Poisson equation, e.g., when using splitting methods for discretization in time.
Note that apart from these aspects other factors might have an impact on the overall performance as
well, e.g., data reuse/locality and caches, parallelization and communication patterns that potentially differ
for compressible and incompressible solvers (explicit vs. implicit/iterative solvers). Comparative studies
potentially suffer from the fact that the methods of investigation are not completely comparable, e.g., due
to different implementation frameworks or computer hardware. Hence, we put an emphasis on using the
same setup in order to provide information as valuable as possible. Both the compressible solver and the
incompressible solver analyzed here make use of the same implementation framework and especially the
same matrix-free kernels. Moreover, the simulations are performed on the same hardware to enable a direct
comparison of the computational efficiency of both approaches.
The contribution of the present work is twofold: i) Firstly, a high-performance implementation for
the compressible Navier–Stokes equations is proposed and its computational efficiency is demonstrated for
under-resolved turbulent flows with a significant gain as compared to state-of-the-art solvers; ii) Considering
the differences discussed above, the question regarding which approach is more efficient appears to be
unanswered. Hence, a second major concern of the present work is to perform a detailed comparison
of the efficiency of compressible and incompressible high-order DG solvers for the solution of turbulent
incompressible flows. We remark that performance improvements by implicit-in-time formulations are also
highly relevant and should be considered as part of future work. This aspect is, however, beyond the scope
of the present study.
As numerical test cases we consider the three-dimensional Taylor–Green vortex problem and the turbulent
channel flow problem. We selected these test cases for two reasons. On the one hand, these benchmark
problems are well-established test cases to assess transitional and turbulent flow solvers and are available
in almost every CFD code due to the simple geometry of these flow problems. Hence, we expect that many
groups can directly compare their results against ours without the need to invest a lot of effort into pre-
or postprocessing. On the other hand, the Taylor–Green vortex problem and the turbulent channel flow
problem are two of the few turbulent test cases that allow a quantitative assessment of results and are
therefore well-suited for benchmarking.
The outline of the remaining of this article is as follows: In Section 2, we discuss aspects related to the
temporal discretization and spatial discretization of the compressible Navier–Stokes DG solver, as well as the
matrix-free implementation. We briefly summarize the incompressible Navier–Stokes DG solver in Section 3,
which is used as a reference method in the present work. In Section 4, we discuss efficiency models for the
compressible solver as well as the incompressible solver and highlight differences between both formulations
in terms of computational efficiency. Detailed numerical investigations demonstrating the high-performance
capability of the compressible solver on the one hand and its efficiency as compared to the incompressible
solver on the other hand are presented in Section 5. Finally, we conclude this article with a summary of our
results in Section 6.
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2. Compressible Navier–Stokes DG solver
2.1. Mathematical model
We seek numerical solutions of the compressible Navier–Stokes equations consisting of the continuity
equation, the momentum equation, and the energy equation
∂ρ
∂t
+∇ · (ρu) = 0 , (1)
∂ρu
∂t
+∇ · (ρu⊗ u) +∇p−∇ · τ = f , (2)
∂ρE
∂t
+∇ · (ρEu) +∇ · (pu)−∇ · (τ · u) +∇ · q = f · u , (3)
where f denotes the body force vector, ρ the density of the fluid, u the velocity vector, p the pressure, E
the total energy per unit mass, τ the viscous stress tensor, and q the heat flux. We assume a Newtonian
fluid with zero bulk viscosity
τ (∇u) = µ
(
∇u+ (∇u)T − 2
3
(∇ · u) I
)
, (4)
and assume that the heat flux vector q can by described by Fourier’s law of heat conduction
q(∇T ) = −λ∇T , (5)
where λ is the thermal conductivity. The above d + 2 equations contain d + 4 unknowns (ρ,u, E, p, T ),
where d denotes the number of space dimensions. Hence, two additional equations are necessary to close
the system of equations. These equations are the equation of state and an equation for the specific energy.
We assume an ideal gas law, p = ρRT , as well as a calorically perfect gas, E = e + u2/2 = cvT + u
2/2,
where cv = R/(γ − 1) is the specific heat at constant volume with the specific gas constant R and the ratio
of specific heats γ = cp/cv. Using the vector U of conserved variables
U =
 ρρu
ρE
 ∈ Rd+2 , (6)
the compressible Navier–Stokes equations can be written in a compact form as
∂U
∂t
+∇ · Fc (U)−∇ · Fv (U ,∇U) = Frhs , (7)
where the convective flux, the viscous flux, and the right-hand side vector are
Fc (U) =
 (ρu)Tρu⊗ u+ pI
(ρE + p)uT
 , Fv (U ,∇U) =
 0τ (∇u)
(τ (∇u) · u)T − q (∇T )T
 , Frhs =
 0f
f · u
 . (8)
The following derivations of the weak discontinuous Galerkin formulation make use of the fact that the
viscous flux depends linearly on the gradient of the conserved variables U , i.e.,
Fv (U ,∇U) = G (U) : ∇U , (9)
using a tensor G as introduced in [29].
2.2. Discontinuous Galerkin formulation
For discretization in space we use a high-order discontinuous Galerkin approach, see for example [15].
The Lax–Friedrichs flux is used to discretize the convective term and the symmetric interior penalty method
for the viscous term. For reasons of brevity, a detailed description of the imposition of boundary conditions
is omitted since we mainly consider problems with periodic boundary conditions in this work and since we
want to focus on algorithmic aspects of the Navier–Stokes solver.
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2.2.1. Notation
The computational domain Ωh =
⋃Nel
e=1 Ωe with boundary Γh = ∂Ωh approximating the physical do-
main Ω ⊂ Rd is composed of Nel non-overlapping quadrilateral/hexahedral elements. When using discontin-
uous Galerkin discretizations, the solution is approximated by polynomials inside each element. We define
the space Vh of test functions Vh ∈ Vh and trial functions Uh ∈ Vh as
Vh =
{
Uh ∈ [L2(Ωh)]d+2 : Uh (x(ξ)) |Ωe = U˜ eh(ξ)|Ω˜e ∈ Veh = [Pk(Ω˜e)]d+2 , ∀e = 1, . . . , Nel
}
. (10)
Here, Ω˜e = [0, 1]
d is the reference element with reference coordinates ξ. The mapping from reference space to
physical space is denoted by xe(ξ) : Ω˜e → Ωe, and Pk(Ω˜e) is the space of polynomials of tensor degree ≤ k.
To construct multidimensional shape functions as the tensor product of one-dimensional shape functions, we
use a nodal basis with Lagrange polynomials based on the Legendre–Gauss–Lobatto (LGL) support points.
We also introduce the space
Rh =
{
Wh ∈ [L2(Ωh)](d+2)×d : Wh (x(ξ)) |Ωe = W˜ eh (ξ)|Ω˜e ∈ [Pk(Ω˜e)](d+2)×d , ∀e = 1, . . . , Nel
}
(11)
for the auxiliary variable Qh ∈ Rh and the corresponding weighting functions Rh ∈ Rh that are needed
in the following when deriving the discontinuous Galerkin formulation. We use an element-based notation
of the weak formulation using the common abbreviations (v, u)Ωe =
∫
Ωe
v  u dΩ for volume integrals
and (v, u)∂Ωe =
∫
∂Ωe
v  u dΓ for surface integrals. To define numerical fluxes on a face f = ∂Ωe− ∩ ∂Ωe+
between two adjacent elements e− and e+ we introduce the average operator {{u}} = (u− + u+)/2 and the
jump operator JuK = u− ⊗ n− + u+ ⊗ n+. The generic operator  symbolizes inner products, e.g. v · u
for rank-1 tensors and v : u for rank-2 tensors, while ⊗ denotes tensor products. Moreover, (·)− denotes
interior information, (·)+ exterior information from the neighboring element, and n the outward pointing
unit normal vector.
2.2.2. Derivation of weak DG formulation
The derivation of the weak formulation and especially the symmetric interior penalty method used to
discretize the viscous term follows [29]. In a first step, the system of equations containing second derivatives
is written as a system of first order equations, see also [15]. By introducing the auxiliary variable Q =
Fv (U ,∇U) we obtain
∂U
∂t
+∇ · Fc (U)−∇ ·Q = Frhs , (12)
Q = Fv (U ,∇U) . (13)
In a second step the equations are multiplied by weighting functions Vh ∈ Vh and Rh ∈ Rh and integrated
over Ωh. Subsequently, integration by parts is performed and numerical fluxes (·)∗ are introduced to obtain(
Vh,
∂Uh
∂t
)
Ωe
− (∇Vh,Fc (Uh))Ωe + (Vh,F ∗c (Uh) · n)∂Ωe
+ (∇Vh,Qh)Ωe − (Vh,Q∗h · n)∂Ωe = (Vh,Frhs)Ωe ,
(14)
and for the auxiliary variable
(Rh,Qh)Ωe = (Rh,Fv (Uh,∇Uh))Ωe = (Rh : G (Uh),∇Uh)Ωe
= − (∇ · (Rh : G (Uh)),Uh)Ωe + (Rh : G (Uh),U∗h ⊗ n)∂Ωe
= (Rh : G (Uh),∇Uh)Ωe + (Rh : G (Uh), (U∗h −Uh)⊗ n)∂Ωe
= (Rh,Fv (Uh,∇Uh))Ωe + (Rh,Fv (Uh, ((U∗h −Uh)⊗ n)))∂Ωe .
(15)
As usual when deriving the interior penalty formulation, the above equation with the auxiliary variable is
integrated by parts twice, where the numerical flux is used in the first integration by parts step and the
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interior flux is used in the second integration by parts step. Choosing Rh = ∇Vh, equation (15) can be
inserted into equation (14) to obtain the primal formulation: Find Uh ∈ Vh such that(
Vh,
∂Uh
∂t
)
Ωe
− (∇Vh,Fc (Uh))Ωe + (Vh,F ∗c (Uh) · n)∂Ωe + (∇Vh,Fv (Uh,∇Uh))Ωe
− (Vh,Q∗h · n)∂Ωe + (∇Vh,Fv (Uh, [(U∗h −Uh)⊗ n]))∂Ωe = (Vh,Frhs)Ωe ,
(16)
for all Vh ∈ Veh and for all elements e = 1, ..., Nel. We use the local Lax–Friedrichs flux for the convective
term [15]
F ∗c (Uh) = {{Fc (Uh)}}+
Λ
2
JUhK , (17)
where Λ = max
(‖u−h ‖+ c−h , ‖u+h ‖+ c+h ) with the speed of sound ch = √|γRTh| = √|γph/ρh|. For the
viscous term, the interior penalty method [30] is used
Q∗h = {{Fv (Uh,∇Uh)}} − τIPJUhK , (18)
U∗h = {{Uh}} . (19)
As in [29], the diagonal penalization matrix τIP is chosen as a scaled identity matrix, τIP = τIPI, with a
scalar penalty parameter τIP using the definition according to [31]
τIP,e = ν(k + 1)
2A (∂Ωe \ Γh) /2 +A (∂Ωe ∩ Γh)
V (Ωe)
, (20)
where V (Ωe) =
∫
Ωe
dΩ is the element volume and A(f) =
∫
f⊂∂Ωe dΓ the surface area. On interior faces,
the penalty parameter τIP is obtained by taking the maximum value of both elements adjacent to face f .
Note that we multiply the penalty factor by the kinematic viscosity ν = µ/ρ0 with a reference density ρ0
to obtain consistent physical units. By inserting the numerical fluxes into the primal formulation (16) we
arrive at the following weak discontinuous Galerkin formulation: Find Uh ∈ Vh such that(
Vh,
∂Uh
∂t
)
Ωe
− (∇Vh,Fc (Uh))Ωe +
(
Vh,
(
{{Fc (Uh)}}+ Λ
2
JUhK) · n)
∂Ωe
+ (∇Vh,Fv (Uh,∇Uh))Ωe
− (Vh, ({{Fv (Uh,∇Uh)}} − τIPJUhK) · n)∂Ωe − 12 (∇Vh,Fv (Uh, JUhK))∂Ωe = (Vh,Frhs)Ωe ,
(21)
for all Vh ∈ Veh and for all elements e = 1, ..., Nel.
2.2.3. Numerical calculation of integrals
To implement the above discontinuous Galerkin method, the volume and surface integrals occurring in the
weak formulation (21) have to be evaluated numerically. For these derivations we restrict our presentation
to the terms involved in the Euler equations for reasons of simplicity, i.e., the viscous term is neglected,∫
Ωe
Vh · ∂Uh
∂t
dΩ−
∫
Ωe
∇Vh : Fc (Uh) dΩ +
∫
∂Ωe
Vh · (F ∗c (Uh) · n) dΓ =
∫
Ωe
Vh · FrhsdΩ . (22)
In a first step, the integrals are transformed from pyhsical space x to reference space ξ∫
Ω˜e
Vh(ξ) · ∂Uh(ξ)
∂t
|detJe(ξ)|dξ −
∫
Ω˜e
(∇ξVh(ξ) · (Je)−1(ξ)) : Fc (Uh(ξ)) |detJe(ξ)|dξ
+
∫
∂Ω˜e
Vh(ξ) · (F ∗c (Uh(ξ)) · n(ξ)) ‖det(Je(ξ))(Je)−T (ξ) · nξ‖dξf
=
∫
Ω˜e
Vh(ξ) · Frhs(ξ)|detJe(ξ)|dξ ,
(23)
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where Je = ∂xe/∂ξ is the Jacobian matrix of the mapping xe(ξ) and nξ the normal vector in reference
space ξ. For the numerical calculation of integrals in reference space we apply Gaussian quadrature ensuring
exact integration of polynomials up to degree 2nq − 1 when using nq Gauss–Legendre quadrature points in
one space dimension. The integrals in equation (23) can be written as a sum over all quadrature points,
which gives
Nq,e∑
q=1
Vh(ξq) · ∂Uh(ξq)
∂t
|detJe(ξq)|wq −
Nq,e∑
q=1
(∇ξVh(ξq) · (Je)−1(ξq)) : Fc (Uh(ξq)) |detJe(ξq)|wq
+
Nfaces∑
f=1
Nq,f∑
q=1
Vh(ξq) · (F ∗c (Uh(ξq)) · n(ξq)) ‖det(Je(ξq))(Je)−T (ξq) · nξ‖wq
=
Nq,e∑
q=1
Vh(ξq) · Frhs(ξq)|detJe(ξq)|wq .
(24)
For the calculation of the mass matrix term and the body force term we use nq = k+1 quadrature points. The
mass matrix term contains polynomials of degree 2k as long as the geometry terms are constant. While this
term is integrated exactly on affine element geometries, a quadrature error due to geometrical nonlinearities
is introduced on more complex element geometries. However, the geometry is typically well-resolved so
that geometrical nonlinearities are typically less of a concern as compared to nonlinearities arising from the
equations such as the nonlinearity of the convective term and the viscous term, see also [32]. A major concern
for compressible spectral element solvers is therefore the selection of the number of quadrature points for
the integration of the convective and viscous terms, see for example [3, 33] in the context of discontinuous
Galerkin discretizations of the compressible Navier–Stokes equations, [32, 34] in the context of continuous
spectral element methods, and [15] for a more general discussion of the concepts. Since these terms contain
nonlinearities, a standard quadrature with k+1 quadrature points introduces quadrature errors, also known
as aliasing, that might lead to instabilities especially for under-resolved situations. While techniques such
as filtering [33, 35, 36] and split form DG methods [37, 38] can be used as dealiasing strategies, we entirely
focus on consistent integration (also known as over-integration or polynomial dealiasing) in the present
work as a mechanism to avoid aliasing effects, see for example [3, 33]. Using this strategy, the number
of quadrature points is increased, nq > k + 1, in order to eliminate or minimize quadrature errors. This
approach is straight forward for the incompressible Navier–Stokes equations since the nonlinear terms are
still polynomials (of higher degree) in this case. For the compressible Navier–Stokes equations, however, the
nonlinear terms involve rational functions (one has to divide by the density to obtain derived quantities such
as the temperature or the pressure) rendering an exact integration with a finite number of quadrature points
difficult. Accordingly, a pragmatic approach is in order to keep the computational costs for the evaluation
of integrals feasible. Assuming that the density is constant, ρ = const, one can show that the compressible
Navier–Stokes equations contain at most cubic nonlinearities of degree 3k, so that nq = d 4k+12 e = 2k + 1
quadrature points would be sufficient for exact integration. However, numerical results [3] give evidence
that a 3/2-dealiasing strategy is already sufficient for problems where the density variations are small such
as the incompressible flow problems considered in the present work. Hence, we apply this latter strategy
in the present work and use nq = d 3k+12 e quadrature points (3/2-rule) that would be necessary to exactly
integrate quadratic nonlinearities of degree 2k. However, to demonstrate the computational efficiency and
the additional costs due to over-integration we will analyze the performance of the present matrix-free
implementation for a standard quadrature rule with k + 1 points as well as over-integration strategies
with d 3k+12 e and 2k + 1 points. Let us remark that despite consistent over-integration, instabilities might
still occur in some cases, see for example [38, 39] in the context of the inviscid Taylor–Green vortex problem.
Since we also use a 3/2-dealiasing strategy for the integration of the nonlinear terms of the incompressible
solver, this setup allows a fair comparison of the computational efficiency of the compressible and the
incompressible DG formulations.
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2.3. Matrix-free implementation of weak forms
To obtain an efficient compressible Navier–Stokes solver based on high-order DG methods it remains to
discuss how to implement equation (24) in an algorithmically and computationally efficient way. In this
context, the discretized operators are evaluated by means of matrix-free operator evaluation using sum-
factorization, a technique developed by the spectral element community in the 1980s [16]. An important
observation is that all terms in equation (24) exhibit the same structure composed of three main steps:
i) Evaluate the solution (or its gradient in reference coordinates) in all quadrature points by summation
over all shape functions (nodes) of an element (or face). This step makes use of the sum-factorization
technique in order to reduce operation counts by exploiting the tensor product structure of the shape
functions for quadrilateral/hexahedral elements. Here, we examplary show the evaluation of the solu-
tion in all quadrature points in 3D
∀q : U eh(ξq) =
k+1∑
i1=1
li1(ξ1,q1)
k+1∑
i2=1
li2(ξ2,q2)
k+1∑
i3=1
li3(ξ3,q3)U
e
i1i2i3 , (25)
where the one-dimensional shape functions li(ξ) are Lagrange polynomials with the LGL nodes as
support points. The multi-indices (i1, i2, i3) and (q1, q2, q3) are associated to node i and quadrature
point q, respectively, using the tensor product structure of the shape functions and the quadrature
rule.
ii) Perform operations on all quadrature points q, e.g., apply geometry terms arising from the transfor-
mation of integrals from reference space to physical space, evaluate (numerical) fluxes, forcing terms
on the right hand side of the equations, or boundary conditions for boundary face integrals.
iii) Multiply by the test function (or its gradient in reference coordinates) and perform the summation
over all quadrature points. This step has to be done for all test functions of an element (or face).
Indeed, this step is very similar to step i), except that the role of quadrature points and interpolation
points is interchanged. Accordingly, sum-factorization is used as in step i).
Below, we briefly summarize the main building blocks and distinctive features of our matrix-free implemen-
tation and refer to [20] for a detailed discussion.
Generality and design choices. The implementation is generic and offers full flexibility regarding the choice
of interpolation points and quadrature points. We explicitly mention that the present implementation of
the compressible Navier–Stokes equations does not use a collocation approach, i.e., the interpolation points
for the Lagrange polynomials and the quadrature points do not coincide. Accordingly, the mass matrix
is block-diagonal but can be inverted exactly in a matrix-free way [40]. We will give evidence in this
work that the (inverse) mass matrix operator is memory-bound for our implementation for moderately high
polynomial degrees, rendering this approach as efficient as inverting a diagonal mass matrix. Hence, there
is no performance advantage in using a collocation approach for the present matrix-free implementation.
For a more detailed performance analysis of the mass matrix inversion in comparison to the Runge–Kutta
vector operations in the setting of acoustics we refer to [41].
Sum-factorization. The sum-factorization kernels are highly optimized. Equation (25) involves the appli-
cation of d kernels, each of which is a dense matrix–matrix product of the 1D shape value matrix with the
matrix containing the solution coefficients. When evaluating the gradient of the solution, the number of 1D
kernels can be reduced from d2 to 2d by factoring out the above 1D matrices li(ξq) for interpolating the
solution onto the quadrature points. This technique can be interpreted as a transformation to a collocation
basis and a subsequent evaluation of the gradient in the collocation basis [20]. In addition, the number of
arithmetic operations for the 1D kernels can be further reduced by exploiting the symmetry of the nodal
shape functions, a technique known as even-odd decomposition [17]. Moreover, the length of the loops over
1D nodes and quadrature points is a template parameter allowing the compiler to produce optimal code,
e.g., by loop unrolling.
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Vectorization. The computations to be performed in equation (24) are the same for all elements. The
only difference is that different elements operate on different degrees of freedom. Hence, the algorithm
can be vectorized over several elements according to the SIMD paradigm in order to exploit all levels of
parallelism offered by modern computer hardware. The granularity is therefore not one cell but rather a
batch of cells that are processed concurrently. Hence, the basic data type is not double but a small array
of doubles, called VectorizedArray<double> in our implementation. The number of data elements in this
array depends on the register width of the CPU, e.g., 4 doubles for AVX2 instruction set extensions and
8 doubles for AVX512. While this strategy increases the pressure on caches due to larger temporary data
arrays, it is shown in [20] that this strategy pays off as compared to vectorization within a single element
for moderately high polynomial degrees.
Complexity. For cell integrals the number of operations scales as O(kd+1), i.e., the complexity is linear in k
per degree of freedom. Similarly, face integrals have a complexity of O(kd) due to the lower dimensionality
of faces, df = d− 1. Solution coefficients have to be stored per degree of freedom and geometry information
per quadrature point. Accordingly, the memory requirements and data transfers to/from main memory scale
as O(kd), i.e., the complexity is constant per degree of freedom. As a result, it is unclear whether the overall
efficiency of the implementation shows a complexity that is constant or linear in k. The behavior depends
on the relative costs of cell integrals compared to face integrals as well as the hardware under consideration,
i.e., whether the method can be characterized as compute-bound or memory-bound. On modern multi-core
CPU architectures, the efficiency of our approach is in fact almost independent of k for moderately high
polynomial degrees k ≤ 10, see [12, 20]. Numerical evidence for this behavior in the context of the present
compressible DG solver is given in Section 5.
The present compressible Navier–Stokes code is implemented in C++ and makes use of the object-oriented
finite element library deal.II [42] as well as the generic interface for matrix-free evaluation of weak forms [18,
20]. While the focus is on the node-level performance of the matrix-free implementation in the present
work, we mention that our approach is also well-suited for massively-parallel computations on modern
HPC clusters. For parallel runs on large-scale supercomputers the implementation uses an efficient MPI
parallelization where parallel scalability up to O(105) cores has been shown in [9, 43].
2.4. Temporal discretization
We consider explicit Runge–Kutta time integration methods for discretization in time [26, 27, 28]. The
explicit treatment of convective terms and viscous terms sets an upper bound on the time step size in order
to maintain stability. As discussed below and thoroughly investigated in this work, the time step limitation
related to the viscous term is less restrictive than the convective one for flow problems characterized by low
viscosities and coarse spatial resolutions. Moreover, for the type of flow problems considered in this study one
typically observes that the time step limitations arising from the CFL condition are restrictive in the sense
that significantly larger time steps would be possible from an accuracy point of view and, hence, would
be desirable in terms of efficiency. Accordingly, when developing explicit Runge-Kutta time integration
methods for such problems, the main aim is to maximize the region of linear stability. In this respect,
additional parameters originating from additional stages of the Runge–Kutta method are used to maximize
the domain of linear stability. The system of ordinary differential equations arising from discretization in
space is
dU
dt
= M−1 (−F c (U, t)− F v (U, t) + F rhs (U, t)) = M−1 (−F (U, t) + F rhs (U, t)) = L (U, t) . (26)
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Using an explicit, s-stage Runge-Kutta time integration scheme in Butcher notation, the time discrete
problem is given as
k(i) = L
Un + ∆t i−1∑
j=1
aijk
(j), tn + ci∆t
 , i = 1, ..., s ,
Un+1 = Un + ∆t
s∑
i=1
bik
(i) ,
(27)
with ci =
∑s
j=1 aij and aij = 0 for j ≥ i. We implemented and tested Runge-Kutta methods developed
in [26, 27, 28]. While the methods developed in [26] are generic in the sense that they are not designed for a
specific class of discretization methods, the methods proposed in [27, 28] aim at maximizing the critical time
step size in view of discontinuous Galerkin discretization methods. Furthermore, the low-storage Runge–
Kutta methods developed in [27] have the advantage that they involve less vector update operations per
time step as compared to the strong-stability preserving RK methods (SSPRK) of [28]. For this reason, and
in agreement with our numerical experiments, the low-storage explicit Runge–Kutta methods of [27] appear
to be the most efficient time integration schemes. Hence, we use the third order p = 3 low-storage explicit
Runge–Kutta method with s = 7 stages of [27] that resulted in the best performance in our preliminary
tests, i.e., it allows time step sizes as large as for SSPRK methods but requires less memory and less vector
update operations. We strengthen, however, that the differences in performance between these different
time integration schemes are rather small and that choosing any other time integration scheme within the
class of explicit Runge–Kutta methods mentioned above would not change the conclusions drawn in this
work. For the low-storage Runge-Kutta method used in this work, one additional vector has to be stored
apart from the solution vectors Un and Un+1.
Both the convective term and the viscous term are integrated explicitly in time, introducing restrictions
of the time step size according to [15, Chapter 7.5]
∆tc =
Cr
ke
hmin
‖u‖max + c , ∆tv =
D
kf
h2min
ν
, (28)
where Cr is the Courant number and D the respective non-dimensional quantity for the viscous time step
restriction. Moreover, ‖u‖max denotes an estimate of the maximum velocity, c = ‖u‖max/M the speed of
sound, and hmin is a characteristic element length scale computed as the minimum vertex distance. In
order to guarantee stability, the overall time step size ∆t is chosen as the minimum of both time step
restrictions, ∆t = min (∆tc,∆tv). The exponents e and f describe the dependency of the time step size as
a function of the polynomial degree. Values of e = 2 and f = 4 are specified in [15]. However, numerical
results shown in Section 5 give evidence that e = 1.5 and f = 3 model the relation between polynomial
degree and maximal possible time step size more accurately for the problem considered here, allowing to
use an almost constant Cr number or D number over a wide range of polynomial degrees 1 ≤ k ≤ 15. In
our experience, e = 2 and f = 4 appear to be conservative estimates but we also mention that these values
might well depend on the problem or other parameters such as the Reynolds number. From a practical
point of view, exact values of e and f are desirable to avoid the necessity of re-adjusting the Cr number
or D number for different polynomial degrees, and to perform simulations for different polynomial degrees
with maximal computational efficiency. An important question is which of the two time step restrictions is
the limiting one
∆tc
∆tv
=
Cr
D
‖u‖max
‖u‖max + c
ν
‖u‖maxhmin/kf−e =
Cr
D
M
1 + M
1
Reh,k
. (29)
The critical Cr number is typically significantly larger than the critical D number, Crcrit/Dcrit  1 and
the Mach number is M = O(10−1) for the low-Mach number problems considered in the present work.
Accordingly, we expect that the factor in front of the element Reynolds number is approximately O(1).
For highly under-resolved situations, the element Reynolds number is Reh,k  1. In this regime, one can
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expect that the convective time step size is more restrictive than the viscous time step size. Only for well-
resolved situations which are numerically viscous dominated, Reh,k ≤ 1, the viscous term is expected to limit
the time step size according to the above relation. Since this is typically only the case for computations
with DNS-like resolutions, one can expect the convective time step restriction to be the relevant one for
strongly under-resolved LES computations. Apart from these theoretical considerations, we will verify these
assumptions by means of numerical investigations in Section 5.
The computational costs per time step mainly originate from the evaluation of the nonlinear compressible
Navier–Stokes operator, equation (26), that has to be evaluated once within every stage of the Runge-Kutta
method. For Runge–Kutta methods with s stages, we therefore define the quantity
∆ts =
∆t
s
(30)
to measure the efficiency of the time integration scheme. Similarly, we introduce a Courant numbers that is
normalized by the number of Runge–Kutta stages s
Crs =
Cr
s
. (31)
According to the above relations, a Runge–Kutta scheme with a larger number of stages is only more efficient
if it allows to use a larger time step per Runge–Kutta stage, i.e., a larger ∆ts or Crs.
3. Reference method: incompressible Navier–Stokes DG solver
As a reference method, we consider a high-performance DG solver for the incompressible Navier–Stokes
equations consisting of the momentum equation and the continuity equation
∂u
∂t
+∇ · (u⊗ u)− ν∆u+∇pk = f , (32)
∇ · u = 0 , (33)
where u is the velocity, pk the kinematic pressure, and f the body force vector. The incompressibility
constraint, ∇ ·u = 0, requires discretization techniques in both space and time differing from those used to
discretize the compressible Navier–Stokes equations.
3.1. Temporal discretization
For discretization in time, our reference incompressible DG solver uses the dual splitting scheme [44]
γ0uˆ−
∑J−1
i=0
(
αiu
n−i)
∆t
= −
J−1∑
i=0
(
βi∇ ·
(
un−i ⊗ un−i))+ f (tn+1) , (34)
−∇2pn+1k = −
γ0
∆t
∇ · uˆ , (35)
ˆˆu = uˆ− ∆t
γ0
∇pn+1k , (36)
γ0
∆t
un+1 − ν∆un+1 = γ0
∆t
ˆˆu . (37)
The dual splitting scheme belongs to the class of projection methods [45] which are widely used to obtain
efficient time integration algorithms for incompressible flows. Projection methods have in common that a
Poisson equation has be solved for the pressure, see equation (35), and that a divergence-free velocity is
obtained by projection, equation (36). For this reason, the viscous term is typically formulated implicitly,
equation (37), to avoid time step restrictions arising from the discretization of terms involving second
derivatives. Note that one has to solve a linear system of equations – the pressure Poisson equation – in
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every time step anyway. Hence, formulating the viscous term implicitly increases the costs per time step only
moderately. The convective term is treated explicitly in case of the dual-splitting scheme, equation (34), so
that this scheme can be denoted as a semi-implicit or mixed implicit-explicit method with respect to the
formulation of the viscous term and the convective term. As a consequence of formulating the convective
term explicitly, the time step size is restricted according to the CFL condition. Adopting the notation in [12]
we obtain
∆tinc =
Crinc
ke
hmin
‖u‖max , (38)
where e = 1.5 was found to be a tight fit for the incompressible Navier–Stokes DG solver [12]. The Mach
number does not occur in the incompressible case, leading to significantly larger time step sizes for the
incompressible solver as discussed in Section 4.
3.2. Spatial discretization
The discretization of the above equations in space is based on high-order discontinuous Galerkin methods
similar to the compressible Navier–Stokes solver. The Lax–Friedrichs flux is used for the convective term and
the symmetric interior penalty method for the viscous term and the pressure Poisson operator. Central fluxes
are used for the discretization of the velocity divergence term and the pressure gradient term, see also [10]
for a detailed discussion regarding the DG discretization of these terms in the context of splitting methods.
Additionally, consistent penalty terms enforcing the continuity equation are applied in the projection step,
which were found to be essential components to render the DG discretization method a robust discretization
scheme in the regime of under-resolved turbulent flows [11]. Our DG discretization makes use of fully-
discontinuous function spaces for velocity and pressure unknowns using polynomial shape functions of one
degree higher for the velocity than for the pressure for reasons of inf–sup stability. From the point of view
of finite element function spaces, the use of penalty terms might also be interpreted as a realization of
divergence-free H(div) elements in a weak sense. For reasons of brevity, we do not specify the details of the
spatial discretization approach but refer to [10, 11] and references therein for a detailed discussion of these
aspects. Standard quadrature with ku|p + 1 quadrature points is used for numerical integration except for
the convective term for which we use a 3/2-dealiasing strategy due to the quadratic nonlinearities of the
convective term.
3.3. Fully-discrete problem
After discretization in space, the following sub-steps have to be solved within each time step to obtain
the solution un+1 and pn+1
k
[11]
γ0uˆ−
∑J−1
i=0
(
αiu
n−i)
∆t
= M−1
(
−
J−1∑
i=0
(
βiC
(
un−i
))
+ f(tn+1)
)
, (39)
Lhom p
n+1
k
= − γ0
∆t
D uˆ− Linhom , (40)
(M +AD +AC)
ˆˆu = M uˆ− ∆t
γ0
G pn+1
k
, (41)( γ0
∆t
M + V hom
)
un+1 =
γ0
∆t
M ˆˆu− V inhom , (42)
While the first sub-step involves operations similar to the explicit compressible Navier–Stokes solver pre-
sented above, a linear system of equations has to be solved in each of the remaining three sub-steps. Efficient
preconditioning strategies for these symmetric, positive-definite problems in the context of high-order DG
discretizations have been developed in [9] that are completely based on matrix-free operations and that
achieve optimal complexity with respect to mesh refinement. While our approach uses the inverse mass
matrix as preconditioner for the projection step and the visous step, we apply geometric multigrid methods
with efficient matrix-free smoothing to obtain mesh-independent convergence also for the pressure Poisson
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equation. It is worth noting that the inverse mass matrix operation is realized in a matrix-free way [40].
In terms of compute performance, this operation is a memory-bound operation so that applying the inverse
mass matrix is as expensive as applying a diagonal mass matrix although the mass matrix is block-diagonal
and is inverted exactly. Let us emphasize that realizing all solver components in a matrix-free way is an
essential prerequisite to allow a fair comparison with the explicit compressible DG solver.
4. Discussion of efficiency of compressible and incompressible flow solvers
4.1. Efficiency model
Following [12], we define the efficiency E of a numerical method as
E =
accuracy
computational costs
=
accuracy
wall time · number of cores , (43)
i.e., a method is more efficient if it obtains a more accurate solution within a given amount of computational
costs or if it allows to reduce computational costs reaching the same level of accuracy. Moreover, the
product of wall time and the number of cores used for a simulation is defined as a measure of computational
costs. From this macroscopic point of view it is difficult to trace differences in efficiency between the
compressible and the incompressible flow solver. Hence, we factor out the above equation into the main
algorithmic components of the numerical method for the compressible flow solver on the one hand and the
incompressible flow solver on the other hand.
For the compressible DG solver with explicit Runge–Kutta time integration, each time step consists of
several Runge–Kutta stages where the computational costs per Runge–Kutta stage mainly stem from the
evaluation of the spatially discretized compressible Navier–Stokes operator
Ecomp =
accuracy
DoFs︸ ︷︷ ︸
spatial discretization
· 1
time steps · RK stages︸ ︷︷ ︸
temporal discretization
· DoFs · time steps · RK stages
computational costs︸ ︷︷ ︸
implementation
.
(44)
The above equation identifies the spatial discretization, the temporal discetization, and the implementation
as the factors that determine the overall efficiency of the numerical method. The spatial discretization
approach is efficient if it is accurate for a given number of unknowns. Similarly, an efficient time integration
method is characterized by a large stability region allowing to use a large time step ∆ts per Runge–Kutta
stage. The last factor quantifies how many degrees of freedom can be processed/updated per time step and
per Runge–Kutta stage within a given amount of computational costs. We denote this quantity also as
throughput of the matrix-free evaluation of discretized operators. In the literature, the performance index
(PID) is used to quantify the efficiency of the implementation, see [46]. The performance index PID 1 is
defined as the time needed to update the d+ 2 unknowns corresponding to one scalar degree of freedom on
one core per time step and per Runge–Kutta stage
PID =
wall time · number of cores
scalar DoFs · time steps · RK stages =
computational costs
scalar DoFs · time steps · RK stages .
Note that the number of scalar degrees of freedom refers to the number of nodes of the DG discretization
in the above definition, i.e., it does not include the factor d+ 2 for the number of conserved variables.
In case of the incompresssible Navier–Stokes solver and in contrast to the compressible flow solver, each
time step is composed of several substeps than can be solved explicitly (convective step) or for which a linear
system of equations has to be solved (pressure, projection, and viscous steps). Since the convective term
1We mainly use the efficiency of the implementation in terms of degrees of freedom processed per second per core instead
of the performance index PID, since the performance index would be larger for less efficient implementations and since the
throughput directly occurs as a multiplicative factor in the overall efficiency of the method. Accordingly, measuring the
efficiency in terms of DoFs/(sec · core) seems to be a more intuitive definition.
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has to be evaluated only once within each time step, this step is negligible in terms of costs [12] and the
efficiency of the incompressible solver depends on how fast one can solve the linear systems of equations in
the remaining three sub-steps
Einc =
accuracy
DoFs︸ ︷︷ ︸
spatial discretization
· 1
time steps︸ ︷︷ ︸
temporal discretization
· 1
iterations︸ ︷︷ ︸
iterative solvers
· DoFs · time steps · iterations
computational costs︸ ︷︷ ︸
implementation
.
(45)
Due to several operators involved in case of the incompressible flow solver, see equations (39), (40), (41), (42),
the efficiency of the implementation (throughput) can not be expressed as a single number as for the com-
pressible solver. The factor labeled iterations does not only include evaluations of the discretized operators
but also preconditioners of different complexity (inverse mass matrix versus geometric multigrid) so that
this quantity should be understood as an effective number of operator evaluations per time step, see also
the discussion in [12]. We can now discuss expected differences in efficiency between the compressible and
the incompressible flow solvers serving as a model for the efficiency measurements performed in Section 5.
4.2. Spatial discretization
With respect to the efficiency of the spatial discretization we expect the differences between both solvers
to be small. High-order discontinuous Galerkin discretizations with Lax–Friedrichs flux for the convective
term and the symmetric interior penalty method for viscous terms are expected to show a similar performance
for both the compressible and the incompressible solver. However, to draw precise conclusions a numerical
investigation of this aspect has to be performed.
4.3. Temporal discretization
The temporal discretization or, more precisely, time step restrictions arising from an explicit treatment
of the convective term (and the viscous term) pose a major difference between the compressible solver and
the incompressible solver. Here, we assume that the convective term results in a more restrictive time step
size than the viscous term in case of the compressible solver. This assumption is valid for the flow problems
considered in this work and will be verified in Section 5. The time integration methods used for both
solvers have different stability regions resulting in different critical Cr numbers. More importantly, the CFL
condition involves the speed of sound (or the Mach number) in case of the compressible solver
∆ts,comp
∆tinc
=
Crcomp
s ke
hmin
‖u‖max+c
Crinc
ke
hmin
‖u‖max
=
Crs,comp
Crinc
‖u‖max
‖u‖max + c =
Crs,comp
Crinc
M
1 + M
M1≈ Crs,comp
Crinc
M . (46)
For small Mach numbers (M ≈ 0.1 is used in this work to mimic incompressible flows) this results in a
significantly smaller time step size for the compressible solver assuming that Crs,comp ≤ Crinc. The term on
the right-hand side of the above equation poses a potential performance penalty of the compressible solver.
In Section 5, we determine the critical Courant numbers numerically for both solvers and the respective
time integration methods.
4.4. Iterative solution of systems of equations
Apart from the time step limitations discussed above, the need to solve linear systems of equations when
using the incompressible solver is the second major algorithmic difference to the compressible solver. We
explicitly mention, however, that all solver components and preconditioners in case of the incompressible
solver are realized in a matrix-free way using the same implementation kernels to allow a fair comparison to
the compressible DG solver. Moreover, we use an explicit treatment of the convective term for both solution
approaches. Of course, fully implicit formulations constitute a potential performance improvement but this
topic is beyond the scope of the present study.
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4.5. Throughput of matrix-free operator evaluation
The incompressible solver involves comparably simple operators such as the scalar Laplace operator
in case of the pressure Poisson equation. The compressible solver involves significantly more complex
operators which can be seen by comparing equations (7) and (8) for the compressible solver to equa-
tions (34), (35), (36), (37) for the incompressible solver. For this reason, we expect the compressible flow
solver to reach a lower throughput for the matrix-free evaluation of finite element operators as compared to
the incompressible solver. Again, it is difficult to quantify this difference from a theoretical point of view.
Instead, we prefer a detailed numerical investigation of this aspect in Section 5. As will be shown in the
following, differences in throughput have a significant impact on the relative performance of both solvers.
To avoid aliasing effects [15], we use an over-integration strategy, i.e., an increased number of quadra-
ture points for the numerical integration of nonlinear terms in the weak formulation, in order to obtain
nonlinear stability. For the incompressible flow solver with an explicit treatment of the convective term,
this potential decrease in compute performance is practically not visible since the computational costs of
the convective step are small as compared to the other sub-steps of the splitting scheme. On the contrary,
the increased complexity due to an increased number of quadrature points directly impacts the performance
of the compressible DG solver. Theoretically, the complexity increases by a factor of (nq,over/(k + 1))
d
in
case of over-integration with nq,over quadrature points compared to standard integration with k + 1 points.
The impact of overintegration on the throughput of the matrix-free implementation is also subject of our
numerical investigations in Section 5.
5. Numerical results
As mentioned above, many aspects discussed in this work can only be analyzed by means of numerical
investigation. We extensively document performance results for the proposed compressible high-order DG
solver and thoroughly compare the efficiency of this approach in relation to an incompressible high-order
DG solver based on the same implementation framework. The considered test cases are well-established
benchmark problems for transitional and turbulent flows, the 3D Taylor–Green vortex problem and turbulent
channel flow.
5.1. Efficiency of matrix-free operator evaluation
In this section, we quantify the efficiency of the matrix-free implementation for the compressible Navier–
Stokes equations in terms of degrees of freedom processed per second for several operators. We investigate
the convective operator F c in equation (26), the viscous operator F v in equation (26), and the combination
of both the convective operator and the viscous operator F in equation (26). Apart from the convective and
viscous operators, the inverse mass matrix operator M−1 and vector update operations such as U = αU+βV
are important operations in the explicit Runge–Kutta time integrator that are considered in the following.
Finally, the whole operator L on the right-hand side of equation (26) is investigated.
All performance measurements are performed on SuperMUC Phase 2 in Garching, Germany. This
system is based on Intel Haswell processors (Intel Xeon CPU E5-2697 v3) with the AVX2 instruction set
extension. A node consists of 28 cores running at 2.6 GHz and the bandwidth to main memory per node
is 137 GByte/sec. The simulations are run on one fully loaded node by using 28 MPI ranks. As usual, a
Cartesian mesh with periodic boundary conditions is considered to measure the performance of the matrix-
free implementation unless specified otherwise. Additionally, we also discuss the performance on general
unstructured meshes. To make sure that the solution vectors have to be streamed from main memory and
can not reside in the cache, the refinement level of the uniform Cartesian grid is l = 7 for k = 1, l = 6
for k = 2, 3, l = 5 for k = 4, ..., 7, and l = 4 for k = 8, ..., 15, resulting in (1.5− 8.4) · 107 degrees of freedom.
For example, approximately 0.9 · 107 double precision values would fit into the L3 cache of size 70 MB. The
measured wall time twall is the wall time averaged over 100 operator evaluations and the minimum wall time
out of ten consecutive runs is used.
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Figure 1: Efficiency of matrix-free operator evaluation on a Cartesian mesh in 3D with k + 1 quadrature points (standard
quadrature). Performance results obtained on a non-Cartesian mesh are shown as dashed lines for comparison. The performance
measurements are performed on a fully-loaded node with 28 cores. The throughput in DoFs/sec is shown on the left and the
efficiency of the implementation in DoFs/(sec · core) on the right.
5.1.1. Standard quadrature with k + 1 quadrature points
In a first step, we investigate the efficiency of the matrix-free implementation for a standard quadrature
rule with nq = k + 1 quadrature points in order to allow a direct comparison to the performance of the
matrix-free kernels of the incompressible Navier–Stokes DG solver published in [12]. In Figure 1, performance
measurements are shown for the six operations mentioned above in terms of throughput in DoFs/sec and
in terms of the efficiency of the implementation in DoFs/(sec · core). The vector update operation is
memory-bound (only one floating point operation per double precision value transferred to/from main
memory), achieving a throughput of approximately 4.9 · 109 DoFs/sec which corresponds to 85% of the
theoretical memory bandwidth of 137 GByte/sec. The inverse mass matrix operator is also memory-bound
for moderate polynomial degrees k ≤ 5. The input vector and the output vector are the same in case of the
inverse mass matrix operator, U = M−1U , so that two vectors have to be read from or written to memory
achieving a throughput of approximately 6.0 · 109 DoFs/sec which is even higher than for the vector update
operation. The throughput reaches approximately 70% of the theoretical memory bandwidth for low and
moderate polynomial degrees. For very high polynomial degrees the performance decreases slightly due to
the theoretical complexity of cell integrals of order O(kd+1) so that the operator tends to become more
and more compute bound. The convective operator achieves a throughput of up to 1 · 109 DoFs/sec for
polynomial degrees in the range k = 3, ..., 6. For the viscous operator, the maximum throughput is close
to 6 · 108 DoFs/sec. The reduced throughput compared to the convective term can be explained by the
fact that the viscous term involves more expensive terms in the weak form than the convective term, e.g.,
both the values and the gradients of the solution have to be evaluated for the viscous term, while only the
values of the solution are needed for the convective term. The throughput for the combined operator F is
very close to the performance of the viscous operator. Scaling the vector by the factor −1 and applying
the inverse mass matrix operator to evaluate L introduces almost no additional costs, so that the overall
operator L reaches a similar performance with a throughput of up to 4.5 · 108 DoFs/sec.
Compared to the performance results for the matrix-free kernels of the incompressible Navier–Stokes
splitting solver published in [12], the throughput is in a similar range for the present compressible Navier–
Stokes DG solver when using standard quadrature with nq = k + 1 quadrature points. The throughput is
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(a) Over-integration with nq = d 3k+12 e quadrature points compared to standard quadrature (dashed lines) with k+1 quadrature
points.
(b) Over-integration with nq = d 4k+12 e = 2k+ 1 quadrature points compared to standard quadrature (dashed lines) with k+ 1
quadrature points.
Figure 2: Efficiency of matrix-free operator evaluation on a Cartesian mesh in 3D: Over-integration vs. standard quadrature
(the performance of the inverse mass matrix operator with k + 1 quadrature points as well as the vector update operation are
shown for comparison).
somewhat higher for the incompressible Navier–Stokes solver which can be explained by the fact that the
dual splitting scheme used for the incompressible solver consists of comparably simple operators while the
compressible Navier–Stokes operator involves more complex operations applied to a system of d+ 2 coupled
equations, as already mentioned above.
Evaluating the operator on more complex meshes with deformed elements increases the memory transfer
compared to the Cartesian case since the Jacobian matrix is stored for all quadrature point and has to be read
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from memory. However, since the compressible Navier–Stokes operator is mainly compute bound, evaluating
the operator on an unstructured mesh has almost no impact on the performance. This is illustrated in
Figure 1 where the efficiency of the matrix-free evaluation for deformed element geometries is shown as
dashed lines in addition to the results on the Cartesian mesh. The performance is almost the same for
the Cartesian mesh and the unstructured mesh. This might be seen as a positive side effect of the more
complex compressible DG operators compared to the incompressible case. For example, the scalar Laplace
operator applied during the solution of the pressure Poisson equation in case of the incompressible Navier–
Stokes solver already tends to be memory-bound on complex meshes for moderate polynomial degrees for the
present matrix-free implementation [20]. Since it can be expected that the peak performance will increase
relative to the memory bandwidth on future hardware [14], e.g., AVX512 enabling 8-wide vectorization for
double precision values, this effect might improve the performance of the compressible solver relative to the
incompressible solver on future hardware.
5.1.2. Impact of over-integration on performance
Next, we analyze the performance of the matrix-free implementation for an increased number of quadra-
ture points (over-integration). We consider a 3/2-dealiasing strategy with nq = d 3k+12 e quadrature points
for quadratic nonlinearities and a more expensive quadrature rule with nq = d 4k+12 e = 2k + 1 quadrature
points for cubic nonlinearities. Results are shown in Figure 2. The saw tooth behavior visible for the 3/2-
dealiasing strategy is due to the ratio of quadrature points to the number of degrees of freedom when
taking the integer part of 3k/2. For 3/2-dealiasing, the efficiency is reduced to 60 − 70 % of the efficiency
with standard quadrature for degrees 2 ≤ k ≤ 9, and to 40 − 50 % for k ≥ 10. Using over-integration
with nq = 2k + 1 quadrature points reduces the efficiency to 30 − 40 % of the efficiency with standard
quadrature for degrees 2 ≤ k ≤ 7, and to 20 − 25 % for k ≥ 8. The drop in efficiency particularly visible
for nq = 2k + 1 quadrature points at polynomial degrees k = 8 (and also identifiable for 3/2-dealiasing
at k = 10 for the convective term) can be explained by the fact that the temporary data arrays required for
the cell integrals do no longer fit into the L3 cache. The memory required to store the data arrays for the
cell integrals can be estimated as ndq · (d+ 2) · (d+ 1) · 4 · 8, where the factors correspond to the number of
quadrature points ndq , d+2 solution fields for the compressible Navier–Stokes equations to be stored for each
quadrature point, the fact that both the values and the gradients (factor d+ 1) are needed to evaluate the
convective and viscous terms, and the fact that our code is vectorized over elements with 4 double precision
values (of 8 byte each) fitting into the AVX2 registers. Accordingly, the critical value of 2.5 MByte of cache
size per processor is reached at polynomial degree k = 15 in case of standard integration, at k = 10 for
3/2-dealiasing, and at k = 8 for 2k + 1 quadrature points. As a result, some of the temporary data is
evicted to main memory and has to be read again causing a significant increase in data transfer to/from
main memory and a decrease in throughput. Although over-integration reduces the efficiency, we note that
the slowdown due to over-integration is less severe than the theoretical value (nq,over/(k + 1))
d
. This might
be explained by the fact that the sum-factorization steps play a decisive role for which the complexity does
not increase with (nq,over/(k + 1))
d
. We expect that the slowdown due to over-integration is even less severe
on future hardware characterized by an increased Flop/Byte ratio [14]. Efforts have been made in the past
to avoid costly over-integration, e.g., by using filtering [33, 36]. These measures can be expected to cause
a loss of accuracy as compared to consistent over-integration, see for example [33], which has to be taken
into account when evaluating the overall efficiency of a discretization scheme. From a pratical point of view,
a 3/2-dealiasing strategy is often sufficient, see for example [3] and Section 5.2 below, and causes an increase
in costs by at most a factor of roughly 1.5 for moderately high polynomial degrees according to our results.
Hence, using over-integration along with an efficient implementation appears to be highly competitive. As
for the standard quadrature rule with nq = k + 1 quadrature points, the throughput reduces only slightly
on complex meshes with deformed elements.
Finally, we compare absolute performance numbers for our implementation to results published in recent
literature. In [46], a performance index of PID ≈ 1 · 10−6 sec·coreDoF is achieved for a polynomial degree
of k = 6 using a collocation approach with k + 1 quadrature points. Moreover, a performance index
of PID = (1.4− 1.5) · 10−6 sec·coreDoF is specified for a 3/2-dealiasing strategy and a polynomial degree of k = 7.
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Table 1: Performance index (PID) in 10−6 sec·core
DoF
for present matrix-free implementation of the compressible Navier–Stokes
equations for different quadrature rules and for selected polynomial degrees k = 2, 3, 5, 7, 11, 15.
k = 2 k = 3 k = 5 k = 7 k = 11 k = 15
nq = k + 1 0.35 0.31 0.31 0.34 0.43 0.70
nq = d 3k+12 e 0.53 0.43 0.47 0.51 0.87 1.33
nq = 2k + 1 0.78 0.79 0.84 1.02 2.19 2.74
The hardware used in [46] is also an Intel Haswell system (Intel Xeon CPU E5-2680 v3) as in the present
study so the performance numbers should be directly comparable. In Table 1 we list the performance index
of the present implementation for a standard quadrature rule with k+ 1 points and for the over-integration
strategies discussed above. Hence, our compressible Navier–Stokes implementation is approximately a factor
of 3 faster compared to the results published in [46]. Once more, these results highlight the importance to
use the same implementation for a comparative study to be meaningful. The considerable increase in the
performance index (decrease in efficiency) for nq = 2k+ 1 quadrature points and k = 11, 15 is again related
to the L3 cache behavior discussed above.
5.2. 3D Taylor–Green benchmark problem
We analyze the 3D Taylor–Green vortex problem [47] which is a well-established benchmark problem,
see for example [48], to assess the accuracy as well as the computational efficiency of turbulent flow solvers.
5.2.1. Problem description
The problem is solved on a unit cube Ωh = [−piL, piL]3 with periodic boundary conditions and is char-
acterized by the following initial condition
u1(x, t = 0) = U0 sin
(x1
L
)
cos
(x2
L
)
cos
(x3
L
)
,
u2(x, t = 0) = −U0 cos
(x1
L
)
sin
(x2
L
)
cos
(x3
L
)
,
u3(x, t = 0) = 0 ,
p(x, t = 0) = p0 +
ρ0U
2
0
16
(
cos
(
2x1
L
)
+ cos
(
2x2
L
))(
cos
(
2x3
L
)
+ 2
)
.
The parameters are chosen as in [48]: The Reynolds number is Re = ρ0U0L/µ = 1600, the Prandtl number
is Pr = µcp/λ = 0.71, the ratio of specific heats is γ = cp/cv = 1.4, and the Mach number is M = U0/c0 = 0.1.
Setting ρ0 = 1, U0 = 1, L = 1, and R = 287, the dynamic viscosity µ and thermal conductivity λ can be
obtained from the above equations. A uniform temperature T (x, t = 0) = T0 with T0 = c
2
0/(γR) is
presribed, so that the pressure constant is given as p0 = ρ0RT0. The density is then given as ρ(x, t =
0) = p(x, t = 0)/(RT0), and the energy as E(x, t = 0) = cvT (x, t = 0) + u
2(x, t = 0)/2. The problem is
simulated over the time interval 0 ≤ t ≤ tf = 20t0 with t0 = L/U0. We use a uniform Cartesian grid for
all computations related to this problem with Nele = N
d
ele,1D = (Nele,1D,l=02
l)d elements, where Nele,1D,l=0
is the number of elements on the coarsest mesh in one spatial dimension (Nele,1D,l=0 = 1 unless specified
otherwise) and l the refinement level. To compare results between different discretization approaches and
polynomial degrees, it is appropriate to introduce an effective mesh resolution, which is defined as the number
of nodes ((k+1)Nele,1D)
d for the present high-order nodal DG approach. In case of the compressible Navier–
Stokes equation, the number of unknowns is d + 2 times the effective resolution. As mentioned above, we
use nq = d 3k+12 e quadrature points for all simulations unless otherwise specified.
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Table 2: Experimental determination of critical Cr number and critical D number as a function of the polynomial degree k
using exponents of e = 1.5 and f = 3.0 in equation (28). The number of cells is chosen such that the effective resolution
is either 603 or 643, i.e., Nele,1D,l=0 = 1 for k = 3, 7, 15 and Nele,1D,l=0 = 5 for k = 2, 5, 11. For completeness, the critical
Courant numbers Crinc specified in [12] for the incompressible Navier–Stokes solver are also listed.
Polynomial degree
k = 2 k = 3 k = 5 k = 7 k = 11 k = 15
Crcomp stable 0.68 0.74 0.76 0.72 0.64 0.58
Crcomp unstable 0.70 0.76 0.78 0.74 0.66 0.60
D stable 0.032 0.036 0.036 0.034 0.026 0.022
D unstable 0.034 0.038 0.038 0.036 0.028 0.024
Crinc stable 0.20 0.21 0.22 0.19 0.22 0.18
Crinc unstable 0.21 0.22 0.23 0.20 0.23 0.19
5.2.2. Selection of time step size
To prepare the following performance measurements, the critical Cr number and the critical D number
are determined. More importantly, the exponents e and f modeling the dependency on the polynomial
degree k are verified to allow a fair comparison of the overall computational efficiency for different polynomial
degrees. For this experiment, we consider polynomial degrees k = 2, 3, 5, 7, 11, 15 with the corresponding
number of cells 203, 163, 103, 83, 53, 43, resulting in an effective resolution of either 603 or 643. To determine
the critical Cr number, a convection-dominated problem with large Reynolds number, here Re = 1600, is
considered. However, a viscous dominated problem for which the viscous time step restriction is the limiting
factor, here Re = 1, is used to determine the critical D number. For the Re = 1 test case, we reduce
the end time of the simulation to tf = t0 in order to reduce costs. Based on our experience, we assume
exponents of e = 1.5 and f = 3.0 in equation (28) and verify this assumption numerically. In Table 2,
values of Cr and D are listed for which the simulation becomes unstable as well as slightly smaller values
for which the simulation successfully completed until the final time tf . The fact that the critical Cr and D
numbers are almost independent of the polynomial degree confirm our assumption regarding the choice of the
exponents e, f . Hence, all the following computations will be performed with e = 1.5 and f = 3.0, allowing
to use constant Cr and D numbers over a wide range of polynomial degrees. Note that an exponent of 1.5
for the convective time step restriction has been found to be appropriate also for the incompressible Navier–
Stokes solver in [12]. The following simulations for the Taylor–Green problem are simulated using Cr = 0.5
and D = 0.02 to ensure stability for all spatial resolutions. For comparison, Crinc = 0.125 has been used
in [12] for all polynomial degrees. Hence the ratio between critical Courant number and the Courant number
selected for the simulations is approximately the same for the compressible solver and the incompressible
solver, allowing a fair comparison between both approaches in terms of computational costs. One can easily
verify that the convective time step restriction is the limiting one for all spatial resolutions considered here.
For example, the break-even point at which the viscous time step restriction becomes the limiting one would
be refine level l = 11 for k = 2, l = 10 for k = 3, l = 8 for k = 7, and l = 7 for k = 15 corresponding to effective
resolutions of 61443, 40963, 20483, and 20483, respectively. Evaluating equation (46) with Crcomp = 0.5, s =
7, M = 0.1, and Crinc = 0.125 used for the incompressible DG solver yields ∆tinc = 19.25 ·∆ts,comp. While
a significantly larger time step size is a potential performance advantage of the incompressible formulation,
it is unclear whether this advantage of the incompressible solver pays off in terms of overall computational
costs. This aspect will be analyzed in the following.
5.2.3. Accuracy of discretization scheme
As usual, we consider the temporal evolution of the kinetic energy ek, the kinetic energy dissipation
rate ε, and the numerical dissipation εnum to assess the accuracy of the numerical results. Since we use the
compressible DG solver to compute incompressible flow problems, these quantities are calculated as for the
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(a) Effective resolution of 643 for different combinations of refinement level l and polynomial degree k.
(b) Effective resolution of 1283 for different combinations of refinement level l and polynomial degree k.
Figure 3: 3D Taylor–Green vortex problem at Re = 1600: Assessment of accuracy in terms of rate of change of kinetic energy,
molecular dissipation, and numerical dissipation for effective resolutions of 643 and 1283 and for polynomial degrees k = 3, 7, 15.
Results for the incompressible flow solver published in [12] are also shown for the same spatial resolutions.
incompressible case [11]
ek =
1
VΩh
∫
Ωh
1
2
uh · uh dΩ , ε = ν
VΩh
∫
Ωh
∇uh : ∇uh dΩ , εnum = −dek
dt
− ε .
Figure 3 shows results for the temporal evolution of these quantities for polynomial degrees k = 3, 7, 15.
The refinement level is chosen such that the effective resolution is the same for all polynomial degrees.
To put the results for the compressible DG solver into perspective, we additionally plot the results for the
incompressible DG solver published in [12] for a direct comparison of the accuracy of both solution strategies.
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Figure 4: 3D Taylor–Green vortex problem at Re = 1600: Efficiency of spatial discretization approach of compressible DG
solver in terms of accuracy versus number of unknowns for polynomial degrees k = 2, 3, 5, 7, 11, 15.
For an effective resolution of 643, the compressible DG solver appears to be slightly more accurate than
the incompressible solver exhibiting larger values for the dissipation rate ε slightly closer to the reference
curve and a slightly reduced numerical dissipation as compared to the incompressible formulation. For an
effective resolution of 1283, no noticable differences can be observed between both formulations. Overall,
both DG solvers predict the results accurately and convergence towards the (incompressible) reference
solution. Moreover, we compute relative L2-errors of −dek(t)dt and ε(t) as defined in [11] for an objective
and quantitative assessment of the accuracy of high-order discretizations. A detailed h-convergence study
for various polynomial degrees k = 2, 3, 5, 7, 11, 15 is presented in Figure 4, where the relative L2-errors
are shown as a function of the number of unknowns. The results are in agreement with those published
in [11, 12] for the incompressible DG solver. The accuracy (efficiency of spatial discretization scheme)
continuously improves for higher polynomial degrees k. For very large polynomial degrees k ≥ 5, however,
the differences are rather small and the accuracy of high-order methods somehow stagnates which can be
explained by the under-resolution of the considered flow problem for the considered spatial resolutions, i.e.,
the relative errors are in the range of 10−2− 100 and we expect that asymptotic rates of convergence would
only be observable for significantly finer DNS-like resolutions. Finally, let us note that a more relevant
metric regarding the efficiency of high-order methods is the overall efficiency of the method in terms of
accuracy over computational costs which will be analyzed in Section 5.2.4.
Remark For high polynomial degrees k = 7, 11, 15 we detected instabilities for the compressible DG solver
on the coarest possible mesh with only one cell. These simulations blew up even for very small Cr numbers
or when using nq = 2k + 1 quadrature points as dealiasing strategy to account for the cubic nonlinearities
of the equations. For k = 7 and l = 1, the simulation remains stable but we detected significant negative
values of the numerical dissipation. For example, this particular resolution crashed for a different Mach
number, M = 0.2. Note that a similar lack of robustness as detected here has also been reported in [38, 39]
for high-order DG discretizations of the compressible Navier–Stokes equations in the sense that consistent
over-integration does not prevent instabilities for all meshes and Reynolds numbers. This is an aspect that
could be addressed as part of future work.
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5.2.4. Computational costs and overall efficiency
As mentioned above, we are finally interested in the overall efficiency of the proposed compressible DG
solver. Figure 5 shows the efficiency of the compressible DG solver in terms of accuracy versus computational
costs for polynomial degrees k = 2, 3, 5, 7, 11, 15. The results for polynomial degrees k = 5, 7 significantly
Figure 5: 3D Taylor–Green vortex problem at Re = 1600: Overall efficiency of compressible DG solver in terms of accuracy
versus computational costs for polynomial degrees k = 2, 3, 5, 7, 11, 15.
improve the overall efficiency as compared to k = 2, 3 and achieve the best overall efficiency. For very high-
order methods with k = 11, 15 the efficiency can not be further improved compared to k = 5, 7 as has been
observed in a similar manner in [12] for the incompressible formulation. Instead, the efficiency is slightly
worse for very high-order methods which is mainly due to the time step restriction of the convective term
according to the k1.5 relation on the one hand and the decrease in efficiency of the matrix-free implementation
for very large polynomial degrees on the other hand. These effects render high-order methods k = 11, 15 less
efficient than methods with moderately large polynomial degree k = 5, 7 for this under-resolved turbulent
flow. As a conclusion, a significant improvement of very high-order methods in terms of the accuracy of the
discretization scheme is a necessary prerequisite for high-order methods to be more efficient. An efficient
matrix-free implementation with costs per degree of freedom almost independent of the polynomial degree k
as demonstrated in Section 5.1 is also a key factor with respect to the efficiency of high-order methods
(consider for example a matrix-free implementation with a theoretical complexity of O(k) per degree of
freedom or even a method relying (partially) on a matrix-based variant with complexity O(kd) per degree
of freedom and the impact this would have on the overall performance). For a more detailed discussion we
refer to [12] where these aspects are thoroughly investigated for the incompressible DG solver.
To put the compressible DG solver into perspective, let us compare the overall computational costs to the
incompessible formulation. As shown above, the time step size for the incompressible solver is significantly
larger than the time step per Runge–Kutta stage for the compressible solver. However, we recall that
three linear systems of equations (pressure Poisson, projection, and Helmholtz-like equations) have to be
solved for the incompressible solver, while one only has to evaluate the nonlinear Navier–Stokes operator
per ∆ts,comp in case of the compressible solver. At the same time, the matrix-free operator evaluation
can be performed at a higher speed for the incompressible solver due to simpler operators and due to
over-integration reducing the efficiency of the compressible solver, see Section 5.1. In Table 3, we list the
computational costs of the compressible DG solver for various spatial resolutions and compare the overall
computational costs to the incompressible formulation [12] in the last column. The simulations have been
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Table 3: Performance results for polynomial degrees k = 2, 3, 5, 7, 11, 15 and different mesh refinement levels l = 3, ..., 8. The
time interval is 0 ≤ t ≤ tf with end time tf = 20t0 = 20 LU0 . The Courant number is Cr = 0.5 for all computations. The overall
computational costs (including postprocessing) are compared to the incompressible solver in the last column that represents
the speed-up of the incompressible solver against the compressible one, i.e., a value ≥ 1 indicates that the incompressible solver
is faster.
k l resolution NDoFs N∆t twall [s] Ncores costs [CPUh] speed-up (inc vs. comp)
2 3 243 6.9 · 104 1585 1.4 · 101 8 3.0 · 10−2 2.3
4 483 5.5 · 105 3170 6.1 · 101 28 4.8 · 10−1 2.1
5 963 4.4 · 106 6339 9.4 · 102 28 7.3 · 100 2.6
6 1923 3.5 · 107 12677 1.5 · 104 28 1.2 · 102 2.2
7 3843 3.5 · 107 25353 3.1 · 104 224 2.0 · 103 2.1
8 7683 2.3 · 109 50706 6.6 · 104 1792 3.3 · 104 2.1
3 3 323 1.6 · 105 2912 4.3 · 101 8 9.6 · 10−2 2.2
4 643 1.3 · 106 5823 2.0 · 102 28 1.6 · 100 2.1
5 1283 1.0 · 107 11645 3.4 · 103 28 2.6 · 101 2.0
6 2563 8.4 · 107 23289 2.7 · 104 56 4.1 · 102 1.8
7 5123 6.7 · 108 46577 5.5 · 104 448 6.9 · 103 1.8
5 3 483 5.5 · 105 6264 3.5 · 102 8 7.7 · 10−1 2.4
4 963 4.4 · 106 12528 1.7 · 103 28 1.3 · 101 2.1
5 1923 3.5 · 107 25055 2.5 · 104 28 2.0 · 102 1.7
6 3843 2.8 · 108 50109 5.2 · 104 224 3.2 · 103 1.6
7 3 643 1.3 · 106 10376 1.5 · 103 8 3.4 · 100 1.9
4 1283 1.0 · 107 20752 7.1 · 103 28 5.5 · 101 1.6
5 2563 8.4 · 107 41503 2.8 · 104 112 8.7 · 102 1.5
6 5123 6.7 · 108 83005 1.1 · 105 448 1.4 · 104 1.5
11 3 963 5.5 · 105 20439 1.5 · 104 8 3.4 · 101 1.8
4 1923 4.4 · 106 40878 6.9 · 104 28 5.4 · 102 1.6
5 3843 3.5 · 107 81755 1.4 · 105 224 8.7 · 103 1.6
15 2 643 1.3 · 106 16274 1.8 · 104 1 4.9 · 100 1.3
3 1283 1.0 · 107 32547 8.4 · 104 8 1.9 · 102 1.5
4 2563 8.4 · 107 65093 1.4 · 105 84 3.2 · 103 1.4
Table 4: Sensitivity of computational costs with respect to numerical solver parameters such as the chosen relative solver toler-
ance reltol for the incompressible flow solver and the chosen Mach number M for the compressible flow solver. Computational
costs in CPUh are specified for polynomial degree k = 7 and refinement levels l = 2, ..., 6 for different values of the parameters.
Costs for incompressible solver [CPUh] Cost for compressible solver [CPUh]
k l reltol=1e-2 reltol=1e-3 reltol=1e-6 M = 0.3 M = 0.2 M = 0.1
7 2 2.8 · 10−2 3.9 · 10−2 6.4 · 10−2 6.0 · 10−2 8.2 · 10−2 1.5 · 10−1
3 8.0 · 10−1 1.0 · 100 1.8 · 100 1.3 · 100 1.9 · 100 3.4 · 100
4 1.5 · 101 2.0 · 101 3.4 · 101 2.2 · 101 3.0 · 101 5.5 · 101
5 2.6 · 102 3.3 · 102 5.9 · 102 3.4 · 102 4.7 · 102 8.7 · 102
6 4.0 · 103 5.3 · 103 9.4 · 103 6.8 · 103 7.6 · 103 1.4 · 104
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performed on the same hardware (Intel Xeon CPU E5-2697 v3) for both solvers allowing a direct comparison
of computational costs. For lower polynomial degrees, the incompressible solver is approximately a factor
of 2 faster than the compressible solver and a factor of 1.5 towards very high polynomial degrees. This result
is interesting with respect to several aspects: Although the compressible and incompressible formulations
differ significantly regarding the number of time steps and the computational costs per time step, the two
effects seem to counterbalance each other so that both approaches allow to solve the problem with a similar
amount of overall computational costs. Recalling that ∆tinc is approximately 20 times larger than ∆ts,comp,
this implies that solving one time step for the incompressible solver is approximately 10 − 13 times more
expensive than evaluating one Runge–Kutta stage for the compressible solver. One might argue that these
numbers point to a significant advantage of the incompressible formulation but one should keep in mind
that there are numerical solver parameters that have a significant impact on the overall performance of
both solvers. These parameters are mainly the solver tolerances selected for the solution of linear systems
of equations in case of the incompressible solver and the selected Mach number in case of the compressible
solver. For example, it is often argued that the compressible formulation can not be competitive due to the
severe time step restrictions in case of small M numbers. Since we use a compressible formulation to solve
incompressible flow problems, the Mach number can be considered as a numerical solver parameter rather
than a physical quantity as long as the Mach number is small enough and does not deteriorate the accuracy
of the results. In order to demonstrate the sensitivity of the overall computational costs with respect to
these parameters, we present in Table 4 results for different values of the relative solver tolerances 2 (for the
incompressible solver) and the Mach number (for the compressible solver). We repeated the simulations for
the most efficient polynomial degree k = 7 for larger solver tolerances of reltol=1e-2 and reltol=1e-3
(compared to reltol=1e-6) and for larger Mach numbers of M = 0.3 and M = 0.2 (compared to M = 0.1).
For M = 0.3 a slightly smaller Courant number of Cr = 0.4 had to be used for the finest mesh with l = 6
to obtain stability. Under idealized assumption one would expect a reduction of computational costs by
a factor of three or two. Our numerical results in fact reveal the large impact of these parameters on
computational costs. Depending on the solver parameters, there is now an overlap in computational costs
between the compressible formulation and the incompressible formulation as can be seen from Table 4. At
the same time, it has to be verified that changing the solver parameters does not deteriorate the accuracy
of the results. Figure 6 shows an h-convergence plot for k = 7 for different values of the solver parameters.
While the incompressible solver is more efficient with respect to the rate of change of the kinetic energy on
coarse meshes, the compressible solver is more efficient regarding the dissipation rate ε on coarse meshes.
These results also demonstrate that a small Mach number is necessary to ensure that the compressible
solver converges to the same reference solution as the incompressible solver. For larger Mach numbers, the
convergence of the compressible solver levels off due to the modelling error that becomes dominant over the
discretization error. Hence, a compromise between accuracy and computational efficiency has to be found for
the compressible Navier–Stokes solver with respect to the choice of the parameter M. For the incompressible
solver, however, increasing the relative solver tolerance has almost no impact on the accuracy of the results.
These results show that the value of reltol=1e-6 used in [12] appears to be too conservative and that the
costs for the incompressible solver can be reduced by at least a factor of two without impacting the accuracy
of the results. Reconsidering the results in Table 3, we note that a solver tolerance of reltol=1e-3 would
result in a speed-up by a factor of 2 − 4 for the incompressible solver. We conclude that the compressible
solver can be competitive for this flow problem (as it is also a matter of solver parameters which approach
is computationally cheaper) but that we also observe an advantage for the incompressible solver in terms of
overall runtime.
Compared to results published recently in the literature for high-order DG discretizations of the com-
pressible Navier–Stokes equations applied to the 3D Taylor–Green vortex problem, our approach achieves
a significant improvement in computational costs. Compared to the results in [49] for a 2563 resolution
with polynomial degree k = 3, where costs of 6.4 · 103 CPUh are specified for tf = 10, our approach is
2The term “relative solver tolerance” means that the residual of the linear system of equations is reduced by a factor
of reltol compared to the initial residual where the initial guess of the solution is based on a second order extrapolation of
the solution from previous instants of time.
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Figure 6: 3D Taylor–Green vortex problem at Re = 1600: Comparison of efficiency of compressible DG solver to incompressible
DG solver and sensitivity of solver parameters.
approximately 30 times faster, see costs of 4.1 ·102 CPUh for this specific resolution and end time tf = 20 in
Table 3. Using l = 2 and k = 15 along with 2k+1 quadrature points to reproduce the simulations in [33] with
computational costs of 83.2 CPUh for tf = 10, the present approach requires costs of 12.9 CPUh for tf = 20,
hence achieving a speedup by a factor of approximately 13. One should of course take into account that the
results from literature have been obtained on different computer hardware that might be a factor of 2 − 4
slower compared to the one used in the present study. Nevertheless, these results are encouraging in the
sense that many high-order DG implementations offer great potential for further performance improvements
by means of code optimization, see also the discussion of results presented in Table 1.
5.3. Turbulent channel flow
In the previous section, we compared the performance of both solvers for a geometrically simple problem
on a uniform Cartesian mesh with cells of aspect ratio 1. An interesting question remains whether the
situation regarding the convective and viscous time step restrictions changes on more complex meshes with
large aspect ratios such as wall-bounded flows for which the mesh is typically refined towards the walls in
order to resolve steep gradients occurring for large Reynolds numbers. The turbulent channel flow problem
is an ideal test case for this investigation since it is a wall-bounded flow and at the same time one of the few
turbulent test cases that is well-suited for a quantitative assessment of results.
5.3.1. Problem description
The turbulent channel flow problem is solved on a rectangular domain with dimensions (L1, L2, L3) =
(2piδ, 2δ, piδ) where periodic boundary conditions are applied in streamwise (x1) and spanwise (x3) directions
and no-slip boundary conditions at the channels walls (x2 = ±δ). The flow is driven by a constant body
force f1 in x1-direction. With the friction Reynolds number defined as Reτ = uτδ/ν and the wall friction
velocity uτ =
√
τw/ρ, a balance of forces in x1-direction yields f1 = ρu
2
τ/δ. We use the parameters δ =
1, f1 = ρ = 1 as in [11], which implies uτ = 1, and ν = 1/Reτ . As in the previous section we use Pr =
µcp/λ = 0.71, γ = cp/cv = 1.4, and R = 287. The Mach number is set to M = ‖u‖max/c = 0.1 to
mimic incompressible flows, where the mean centerline velocity is used as an estimation of the maximum
velocity, ‖u‖max = 〈u1〉 (x2 = 0). This velocity is known from the DNS reference results (e.g., 〈u1〉 (x2 =
0) = 18.3 for Reτ = 180 and 〈u1〉 (x2 = 0) = 22.4 for Reτ = 950) and is used for the estimation of the
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convective time step restrictions in equations (28) and (38). A uniform density field ρ(x, t = 0) = ρ0 = 1
is prescribed as initial condition as well as a uniform temperature field T (x, t = 0) = T0 = c
2/(γR)
with c = ‖u‖max/M. At the channel walls, homogeneous Neumann boundary conditions are prescribed for
the density and homogeneous Dirichlet boundary conditions for the temperature, T (x2 = ±δ) = T0. The
velocity field is initialized with the mean flow u1 = ‖u‖max
(
1− (x2/δ)6
)
and additional small perturbations
to initiate a turbulent flow state at t = 0. As in the previous example we use a Cartesian grid with refinement
level l = 0 and Nele,1D,l=0 = 1 elements per coordinate direction on the coarsest level l = 0. As already
indicated, the mesh is refined towards the no-slip walls according to the function f : [0, 1]→ [−δ, δ]
x2 7→ f(x2) = δ tanh(C(2x2 − 1))
tanh(C)
, (47)
which has been used for example in [9, 11]. In the present work, we use a grid stretch factor of C = 1.8 for
all simulations and use an isoparametric mapping of degree k. As illustrated in [12] for various refinement
levels, this mesh deformation results in thin element layers with a high aspect ratio close to the walls. The
maximum aspect ratio is hx1/hx2 = 3.1 for refine level l = 1, hx1/hx2 = 6.5 for l = 2, hx1/hx2 = 10.2
for l = 3, and hx1/hx2 = 12.8 for l = 4.
We define the characteristic time scale t0 = L1/‖u‖max as the flow-through time based on the mean
centerline velocity. The simulations are performed over a time intervall of tf = 200t0, where the sam-
pling of statistical results is performed over the time intervall 100t0 ≤ t ≤ 200t0. Statistical data is
collected every 10th time step. The statistical quantities considered in the following are the mean stream-
wise velocity u+1 = 〈u1〉 /uτ , the rms-velocities (u′i)+ = rms(ui)/uτ =
√〈
u′i
2
〉
/uτ , and the Reynolds shear
stress (u′1u
′
2)
+ = 〈u′1u′2〉 /u2τ . The dimensionless wall normal coordinate is given as x+2 = (x2 + 1)/l+
where l+ = ν/uτ .
Based on the results in Section 5.2, a relative solver tolerance of reltol=1e-3 appears to be sufficient
for the incompressible solver and will be used for the following simulations. The results in Section 5.2 also
revealed that a small Mach number has to be used for the compressible solver to enable an accurate solution
close to the incompressible formulation. For this reason, we use M = 0.1 for all computations. This value
has for example also been used in [4] for a high-order compressible DG solver applied to turbulent channel
flow and is the default value used in [3] for various turbulent test cases.
5.3.2. Time step restrictions
Since the selection of the time step size has a large impact on the overall computational costs, we
investigate the time step restrictions for both the compressible solver and the incompressible solver as a
prerequisite for the performance measurements detailed below. On the one hand, it is unclear whether the
convective time step restriction or the viscous time step restriction is the limiting one for the channel flow
problem with stretched elements. On the other hand, we want to investigate whether the stretched mesh has
an impact on the convective time step restriction for the compressible solver in relation to the incompressible
solver. Since very high-order methods were found to be less efficient than moderate high-order methods for
the Taylor–Green vortex problem in Section 5.2, we focus on polynomial degrees k ≤ 7 in this section.
Table 5 shows results of a stability experiment in which the critical Cr and D numbers are determined.
The polynomial degrees considered for this experiment are k = 2, 3, 5, 7 for refinement level l = 3 (the
corresponding effective mesh resolutions are 243, 323, 483, and 643) and the exponents are set to e = 1.5
and f = 3.0. To determine the critical Cr numbers we consider the Reτ = 180 test case. To obtain the
critical D values a viscous dominated problem with ν = 1 is used and the end time is set to tf = 1 for
this laminar test case to reduce computational costs. For the compressible solver, the critical Cr number is
approximately a factor of 10 larger than the critical D number as has been observed in a similar manner
for the Taylor–Green example in Section 5.2. For the incompressible solver, the critical Courant number is
as large as for the compressible solver. This differs from the results for the Taylor–Green vortex problem
where Crinc has been noticably smaller than Crcomp. An explanation could be that the acoustic waves in the
compressible case are isotropic in nature so that the minimum vertex distance is relevant for the time step
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Table 5: Turbulent channel flow problem: Experimental determination of critical Cr number and critical D number as a function
of the polynomial degree k using exponents of e = 1.5 and f = 3.0. The refinement level is l = 3 with Nele,1D,l=0 = 1 for all
polynomial degrees k = 2, 3, 5, 7.
Polynomial degree
k = 2 k = 3 k = 5 k = 7
Crcomp stable 1.5 1.6 1.5 1.3
Crcomp unstable 1.6 1.7 1.6 1.4
D stable 0.15 0.16 0.15 0.13
D unstable 0.16 0.17 0.16 0.14
Crinc stable 1.3 1.7 1.8 1.8
Crinc unstable 1.4 1.8 1.9 1.9
restriction. Since the flow in x1-direction is aligned with the elements being stretched in streamwise direction,
the relevant mesh size for the incompressible solver is larger than the minimum vertex distance in wall-normal
direction. Since these element-local effects relevant for the incompressible solver can not be represented by
the global Courant criterion (38) selected in the present work for didactical reasons, the measured critical
Courant numbers are problem dependent. To obtain problem independent critical Courant numbers, more
sophisticated Courant criteria can be used, e.g., by evaluating the Courant condition element-wise taking
into account the local velocity and the local mesh size in combination with adaptive time stepping [50,
Appendix D]. For example, using such an advanced criterion we obtain critical Courant numbers for the
incompressible solver in the range 0.16− 0.19 for Reτ = 180 (and 0.14− 0.2 for Reτ = 950) for polynomial
degrees k = 2, 3, 5, 7. These numbers agree very well with those shown in Table 2 for a uniform mesh and the
global Courant criterion. Since the focus of the present work is on the performance of the compressible solver
relative to the incompressible solver, the global Courant criteria used here are well-suited to characterize
the differences in efficiency between both solution approaches. As commented below, using adaptive time
stepping techniques has only a small to moderate impact on the overall costs for this statistically steady
problem and would not change the conclusions drawn in this work.
It turns out that the viscous time step restriction in case of the compressible solver is less of a concern
for this specific problem and the applied mesh stretching despite the h2 and k3 dependency for the viscous
time step limitation (as compared to h and k1.5 for the convective term). The reason is the small viscosity
and the fact that the flow is under-resolved for all practical computations. The convective time step is one
to two orders of magnitude smaller than the critical viscous time step for the spatial resolutions listed in
Table 5. This implies that the viscous time step restriction would only become relevant for significantly
finer meshes resulting in highly-resolved DNS resolutions. The situation is the same for the LES simulations
performed below for a larger Reynolds number of Reτ = 950 and we expect that this holds true also for
very large Reynolds numbers. To obtain accurate results for the turbulent channel flow problem a rule of
thumb is that the node closest to the wall fulfills ∆x+2 = ∆x2/l
+ ≈ const ≈ 1. This implies hmin ∼ l+ ∼ ν.
Accordingly, in the limit ν → 0, the viscous time step restriction depends linearly on h (or ν) according to
equation (28) just as the convective time step restriction.
5.3.3. Accuracy of numerical results for Reτ = 180 and Reτ = 950
To assess the accuracy of the present solvers for the turbulent channel flow problem, we perform a k-
refinement study for the two Reynolds numbers Reτ = 180 and Reτ = 950 and compare the results to
accurate DNS reference data from [51, 52] denoted as DNS MKM99 and DNS AJZM04 in the following.
An h-refinement study for the same Reynolds numbers has been shown in [11] for the incompressible flow
solver. Since every discretization scheme and every LES model has its limitations, in our opinion it is a
necessity to explicitly demonstrate the limit in resolution at which the results start to deviate substantially
from the reference solution. We also mention that both the compressible and the incompressible DG solvers
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are generic and parameter-free turbulent flow solvers and that the same setup is used for all computations.
For the lower Reynolds number of Reτ = 180 we consider refinement level l = 3 with Nele,1D,l=0 = 1 and
increasing polynomial degrees k = 2, 3, 5, 7. The corresponding effective mesh resolutions are 243, 323, 483,
and 643. For the higher Reynolds number of Reτ = 950 the refinement level is set to l = 4, resulting in
effective mesh resolutions of 483, 643, 963, and 1283 for the different polynomial degrees k = 2, 3, 5, 7.
(a) Compressible solver.
(b) Incompressible solver.
Figure 7: Turbulent channel flow at Reτ = 180: Assessment of accuracy of results for polynomial degrees k = 2, 3, 5, 7 with
effective mesh resolutions of 243, 323, 483, and 643. For clarity, the profiles of
(
u′1
)+
and
(
u′2
)+
are shifted in vertical direction
by 2 and 1.5, respectively.
Figure 7 shows results of statistical quantities for both the compressible and the incompressible solver
at Reτ = 180. The results converge towards the reference solution for increasing polynomial degree for both
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(a) Compressible solver.
(b) Incompressible solver.
Figure 8: Turbulent channel flow at Reτ = 950: Assessment of accuracy of results for polynomial degrees k = 2, 3, 5, 7 with
effective mesh resolutions of 483, 643, 963, and 1283. For clarity, the profiles of
(
u′1
)+
and
(
u′2
)+
are shifted in vertical direction
by 3 and 2, respectively.
the compressible solver and the incompressible solver. While the results for the low-order method k = 2 devi-
ate substantially from the reference solution, the profiles are captured very well for polynomial degrees k ≥ 3.
Interestingly, the compressible DG solver appears to be more dissipative than the incompressible DG solver
especially for k = 2. While the profile for the mean streamwise velocity is below the DNS reference data
for the incompressible solver, it is above the reference solution for the compressible solver indicating a too
dissipative method. The results for Reτ = 950 are shown in Figure 8. A similar trend can be observed
between the compressible formulation and the incompressible formulation for degree k = 2. Also for k = 3,
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Table 6: Turbulent channel flow problem: Comparison of computational efficiency of compressible high-order DG solver as
compared to incompressible solver. The computational costs (without costs for postprocessing and sampling of statistical
results) are specified in CPUh per flow-through time t0.
Reτ = 180, refine level l = 3 Reτ = 950, refine level l = 4
k = 2 k = 3 k = 5 k = 7 k = 2 k = 3 k = 5 k = 7
Crcomp 1.5 1.6 1.5 1.3 1.6 1.8 1.8 1.6
Crinc 1.3 1.7 1.8 1.8 1.3 1.1 0.8 0.9
∆tinc/∆ts,comp 67 82 92 107 63 47 34 43
costs comp [CPUh/t0] 0.031 0.099 0.81 3.7 0.66 2.1 17 96
costs inc [CPUh/t0] 0.0042 0.012 0.11 0.56 0.15 0.53 5.8 34
speed-up (inc vs. comp) 7.4 8.3 7.4 6.6 4.4 4.0 2.9 2.8
the incompressible formulation is more accurate than the compressible one, which can be seen from the
profiles of the mean streamwise velocity and the Reynolds shear stress. For the finer meshes with larger
polynomial degrees k = (3, )5, 7 the results agree very well with the reference solution. We conclude that
the incompressible solver tends to be more accurate for this flow problem but that both methods produce
accurate results given the coarse resolutions and the fact that the turbulent flow solvers are parameter-free.
5.3.4. Comparison of computational efficiency
Finally, we investigate the computational costs for both solution strategies. The turbulent channel flow
simulations have been performed on an Intel Haswell system (Intel Xeon CPU E5-2680 v3) for both the com-
pressible solver and the incompressible solver. In Table 6 we list the computational costs for the Reynolds
numbers and spatial resolutions considered in the previous section. Since the overall computational costs
depend linearly on the time interval tf and different time intervals are used in literature, the computational
costs shown here are normalized to one flow-through time t0 and are specified without the costs for post-
processing and sampling of statistical results. The Courant number has been selected as large as possible
for the different polynomial degrees in order to optimize the computational costs for the individual simula-
tions. Accordingly, the potential gain in performance by using Courant numbers even closer to the critical
Courant number can be expected to be very small and less than 15%. To explain the observed differences
in computational costs, we also list the ratio ∆tinc/∆ts,comp. As explained above, this ratio is significantly
larger for the turbulent channel flow problem as compared to the Taylor–Green vortex example. In terms
of overall computational costs, the incompressible solver is a factor of 6.6− 8.3 faster for Reτ = 180 and a
factor of 2.8− 4.4 for Reτ = 950. The speed-up is smaller for Reτ = 950 mainly due to the smaller Courant
numbers in the range 0.8− 1.3 required for the incompressible solver at Reτ = 950 as compared to Courant
numbers in the range 1.3−1.8 at Reτ = 180. The results in Table 6 reveal that solving one time step for the
incompressible solver is approximately one order of magnitude more expensive than evaluating one Runge–
Kutta stage for the compressible solver. All in all, the incompressible solver is significantly more efficient
than the compressible solver for the turbulent channel flow problem characterized by stretched elements
with large aspect ratios.
Remark We repeated the simulations for the incompressible solver using an adaptive time stepping tech-
nique with a local evaluation of the CFL condition according to [50] in order to estimate the possible
performance improvement by using more advanced time stepping and Courant criteria. For Reτ = 180, the
gain in performance is marginal and not more than approximately 5%. For Reτ = 950, we could improve
the overall computational costs by approximately 20%− 50% for the different polynomial degrees. This can
be explained by the fact that the global Courant criterion used here has to yield a time step size that is
stable for the whole simulation time, e.g., also for the initial transient from a prescribed initial condition to
a developed turbulent flow, while the adaptive time stepping technique optimizes the time step size at every
time t. For the compressible solver, however, the gain in performance by applying adaptive time stepping
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can be expected to be even smaller than for the incompressible solver for small Mach numbers due to the
more isotropic nature of the acoustic waves and the fact that the speed of sound (which is a function of the
temperature) is approximately constant in space and time.
6. Summary
We have proposed a high-performance implementation for high-order discontinuous Galerkin discretiza-
tions of the compressible Navier–Stokes equations where the focus lies on the solution of turbulent in-
compressible flow problems in the present work. The solver is based on explicit time integration and a
highly-efficient matrix-free implementation characterized by fast sum-factorization kernels and vectorization
over several elements. We have analyzed the throughput of this implementation in terms of degrees of free-
dom processed per second demonstrating the high efficiency of our approach as compared to state-of-the-art
implementations. The performance analysis reveals that the efficiency of the implementation is almost inde-
pendent of the polynomial degree up to moderately high polynomial degrees suggesting that this approach
is very efficient for discontinuous Galerkin spectral element simulations. We quantified the additional costs
related to over-integration and showed that the corresponding performance penalty is significantly lower
than expected theoretically. Accuracy and efficiency of this solver have been demonstrated for the 3D
Taylor–Green vortex problem and the turbulent channel flow problem. To put the proposed approach into
perspective, it has been compared to an incompressible Navier–Stokes solver using the same implementation
framework. We introduced simple efficiency models to discuss the algorithmic differences between both for-
mulations and the main ingredients impacting the performance of both approaches. We performed detailed
and thorough numerical investigations to quantify the efficiency as well as the performance characteristics
for practical computations. Our results indicate a clear performance advantage of several times for the
incompressible formulation. This result is very interesting in the sense that mainly DG discretizations of
the compressible Navier–Stokes equations have been used to solve incompressible turbulent flows so far.
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