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Re´sume´-Abstract
Re´sume´ : Dans cette the`se, on e´tudie un syste`me diffe´rentiel re´gi par deux dynamiques : l’une de type varie´te´
centrale et l’autre de type oscillation rapide pe´riodique. On cherche a` obtenir des informations sur le comportement
qualitatif du syste`me et a` l’approcher efficacement.
Dans le premier chapitre, on de´montre l’existence d’une varie´te´ centrale pe´riodique rapidement oscillante. Ensuite,
on montre que le comportement asymptotique de la solution est entie`rement de´crit par le flot sur cette varie´te´
centrale et on en obtient une approximation a` tout ordre. Des re´sultats de moyennisation sont alors utilise´s pour
ge´rer la dynamique rapidement oscillante. Finalement, on obtient un syste`me approche´ dans lequel la raideur et les
oscillations rapides ont disparu.
Dans le deuxie`me chapitre, on applique ces re´sultats a` un syste`me de dynamique des populations sur N sites.
Le mode`le conside´re´ meˆle des interactions proies-pre´dateurs locales en temps long (de type Lotka-Volterra) et des
migrations rapides, a` coefficients pe´riodiques, entre les sites. Dans un premier temps, on proce`de a` des changements
de variables pour se ramener au syste`me e´tudie´ dans la premie`re partie, puis on applique les re´sultats. On en de´duit
des de´veloppements explicites des approximations aux premiers ordres : a` l’ordre 0, le syste`me limite est de type
Lotka-Volterra et ses coefficients sont des moyennes en espace et en temps des coefficients du syste`me de de´part.
Les termes d’ordre supe´rieur peuvent de´stabliser cet e´quilibre et de´terminent le comportement qualitatif. Enfin, on
illustre ces re´sultats qualitatifs et nume´riques sur un exemple.
Dans le dernier chapitre, on adapte la the´orie des B-se´ries a` l’e´tude d’une version simplifie´e du syste`me. Cette
utilisation des se´ries formelles nous permet dans un premier temps d’obtenir des de´veloppements formel a` tout
ordre des quantite´s lie´es a` la varie´te´ centrale introduites dans le chapitre 1. Cela nous donne donc des informations
sur la dynamique asymptotique du syste`me. Dans un second temps, on montre que le syste`me est approche´ pour
tout temps par la compose´e d’un changement de variable et de la solution d’un syste`me diffe´rentiel partiellement
de´couple´. Ces re´sultats sont ensuite illustre´s sur deux exemples.
Abstract : In this thesis, we study a differential system regulated by two phenomena: a center manifold dy-
namics and a periodic fast oscillating dynamics. We want to analyse the qualitative behaviour of the system, and to
approximate the solution efficiently.
In the first chapter, we prove the existence of a fast oscillating center manifold. Then, we prove that the asymptotic
behaviour of its solution is given by the shadowed solution on the center manifold, and that it can be approximated
up to every order. We use averaging results in order to handle the fast oscillating dynamics. Eventually, we derive
a smooth approximated system, without fast oscillations, with the same asymptotic dynamics as the solution of the
initial problem.
In the second chapter, previous results are applied to a prey-predator system overN distinct sites. The model mixes
long time prey-predator interaction (Lotka-Volterra) and fast migrations among sites, with periodic coefficients. A
first step is to apply two changes of variables in order to bring this system back to the formalism of the first part. In a
second step, we use the results of the first chapter and we derive explicit expansions of the first order approximated
systems. At lowest order, it is still of Lotka-Volterra type, with average coefficients, and the terms of higher order
perturb this equilibrium. Eventually, these results (both qualitative and quantitative) are illustrated on an example.
In the last chapter, we adapt the B-series theory to the study of a simplified version of the system. Firstly, we obtain
formal expansions for all the quantities related to the center manifold introduced in the first chapter : this gives
informations about the asymptotic behaviour of the system. Secondly, we approximate the solution of the initial
system for every time as the composition of a change of variables and the solution of a partially decoupled system.
Eventually, we illustrate these results on two examples.
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Introduction
ix
x INTRODUCTION
L’objet de cette the`se est l’e´tude d’un syste`me diffe´rentiel du type :
x˙ = F
(
x, z, tε
)
, x(0) = x0 ∈ Rn
z˙ = 1εB
(
t
ε
)
z +G
(
x, z, tε
)
, z(0) = z0 ∈ Rm
, (0.0.1)
avec ε un petit parame`tre, B une matrice dont la re´solvante est exponentiellement de´croissante, F et G des fonc-
tions re´gulie`res1 et toutes les fonctions de tε pe´riodiques en cette variable. On veut de´crire le comportement de la
solution dans la limite ε tend vers 0.
Deux dynamiques apparaissent dans ce syste`me : une dynamique de convergence vers une varie´te´ invariante
(due au terme raide 1ε ) et une dynamique rapidement oscillante (due aux de´pendances en
t
ε ). L’e´tude de la premie`re
suppose l’utilisation de techniques de type varie´te´ centrale, alors que la seconde fait appel a` des me´thodes de
moyennisation. Notons que ces deux caracte´ristiques du syste`me le rendent difficile a` re´soudre nume´riquement :
la dynamique temporelle oscillant a` l’e´chelle de temps ε, de meˆme que la de´rive´e de z, il est ne´cessaire de choisir
un pas de discre´tisation ∆t de l’ordre de ε. Ici, on cherche a` e´tudier la dynamique limite ε → 0, ce qui rend cette
approche tre`s couˆteuse. On va ramener l’e´tude de (0.0.1) a` celle d’un syste`me se preˆtant mieux a` une re´solution
nume´rique.
0.1 Une dynamique de varie´te´ centrale
0.1.1 The´orie des varie´te´s centrales
Dans un premier temps, nous nous sommes focalise´s sur l’aspect ”varie´te´ centrale” de ce syste`me et nous avons
de´montre´ l’existence d’une varie´te´ centrale rapidement oscillante pe´riodique. Dans cet objectif, nous avons adapte´
certains re´sultats du livre de J. Carr [Car81] qui pose les bases de la the´orie des varie´te´s centrales. Pour mettre
en avant les enjeux de ce domaine, nous pre´sentons ici le contexte et les re´sultats de [Car81], ainsi que diffe´rentes
ge´ne´ralisations ([Mie86], [Sak90], [AW96]). Nous expliciterons ensuite les re´sultats que nous avons obtenus et la
direction dans laquelle ils nous ont mene´s.
Une varie´te´ centrale au voisinage d’un point d’e´quilibre en dimension finie
Dans [Car81], les syste`mes diffe´rentiels de la forme{
x˙ = Ax+ f (x, z) , x(0) = x0 ∈ Rn
z˙ = Bz + g(x, z), z(0) = z0 ∈ R
m , (0.1.1)
sont e´tudie´s au voisinage du point d’e´quilibre (0, 0). Les matricesA etB sont des matrices constantes posse´dant les
proprie´te´s spectrales suivantes : les valeurs propres de A sont toutes de partie re´elle nulle alors que celles de B sont
toutes de partie re´elle strictement ne´gative. Les fonctions f et g sont de classe C2, avec f(0, 0) = 0, f ′(0, 0) = 0,
g(0, 0) = 0 et g′(0, 0) = 0. Le syste`me (0.0.1) pourrait s’y ramener en prenantA = 0, mais on ne peut pas choisir
B = − 1εB
(
t
ε
)
, puisque B ne peut pas de´pendre du temps. La pre´sence du parame`tre ε dans le syste`me (0.0.1)
introduit une autre diffe´rence avec (0.1.1), puisqu’elle permet de ne pas faire d’hypothe`ses sur F (0, 0) et G(0, 0).
De´finition 0.1.1 Une varie´te´ (x, h(x)) est invariante pour le syste`me (0.1.1) lorsque z0 = h(x0) entraıˆne
∀t ∈ R, z(t) = h(x(t)).
De´finition 0.1.2 Si (x, h(x)) est une varie´te´ invariante pour le syste`me (0.1.1), avec h une fonction re´gulie`re telle
que h(0) = 0 et h′(0) = 0, alors h est une varie´te´ centrale associe´e a` (0.1.1).
Graˆce a` un the´ore`me de point fixe, on montre l’existence d’une telle varie´te´ au voisinage du point d’e´quilibre 0.
The´ore`me 0.1.3 Il existe une varie´te´ centrale pour (0.1.1) : z = h(x) pour |x| < δ, avec h ∈ C2 (Rn).
1Dans cette introduction, les mots ”fonction re´gulie`re” de´signeront une fonction de classe C∞ en toutes ses variables. Dans le reste de la
the`se, on travaillera parfois avec des fonctions de classe Cr pour r ∈ N∗. Le contexte sera toujours pre´cise´.
0.1. UNE DYNAMIQUE DE VARIE´TE´ CENTRALE xi
Ide´e de preuve: La preuve se de´compose en plusieurs e´tapes :
1. Soit ε > 0, on utilise une fonction de troncature pour localiser l’e´tude sur B(0, ε). Concre`tement, des fonc-
tions F et G re´gulie`res qui coı¨ncident sur B(0, ε) avec f et g, nulles en dehors de B(0, 2ε) sont introduites.
On travaille sur le syste`me :{
x˙ = Ax+ F (x, z) , x(0) = x0 ∈ Rn
z˙ = Bz +G(x, z), z(0) = z0 ∈ Rm
. (0.1.2)
E´tant donne´ que le re´sultat cherche´ est local en x, ce n’est pas une restriction.
2. Soient p > 0 et p1 > 0, on de´finit l’espace fonctionnel
X = {h : Rn → Rm lipschitzienne, de constante de lipschitz p1, borne´e par p, h(0) = 0}.
Muni de la norme sup adapte´e (sup sur h et surDxh),X est un espace complet.
3. Soient x0 ∈ Rn et h ∈ X fixe´s. On de´finit x(s, x0, h) comme la solution du syste`me diffe´rentiel :
x˙ = Ax+ F (x, h(x)) , x(0, x0, h) = x0 ∈ R
n.
4. On cherche a` re´soudre
z˙(t) = B z(t) +G(x(t, x0, h), h(x(t, x0, h))).
La formule de Duhamel donne
z(t) = z(t0)e
B(t−t0) +
∫ t
t0
eB(t−s)G(x(s, x0, h), h(x(s, x0, h)))ds. (0.1.3)
On cherche une solution z borne´e sur R et B a toutes ses valeurs propres de partie re´elle strictement ne´gative,
donc la limite t0 → −∞ dans (0.1.3) donne
z(t) =
∫ t
−∞
eB(t−s)G(x(s, x0, h), h(x(s, x0, h)))ds.
Pour t = 0, on obtient
z(0) =
∫ 0
−∞
e−BsG(x(s, x0, h), h(x(s, x0, h)))ds = h(x0). (0.1.4)
Ainsi, si h est une varie´te´ centrale pour (0.1.2), l’e´quation (0.1.4) montre que h doit eˆtre un point fixe de
l’ope´rateur
T : h 7→ T h avec T h(x0) =
∫ 0
−∞
e−BsG(x(s, x0, h), h(x(s, x0, h)))ds.
On montre qu’inversement tout point fixe de T est une varie´te´ centrale pour (0.1.2).
5. On montre que pour p, p1 et ε assez petits T : X → X .
6. On montre que pour p, p1 et ε assez petits T est une contraction. On obtient alors l’existence d’un unique
point fixe h ∈ X .
7. On montre la re´gularite´ de h.

Remarque 0.1.4 On n’a pas unicite´ des varie´te´s centrales. Conside´rons l’exemple suivant, avec n = m = 1:{
x˙ = x2, x(0) = x0 ∈ R
z˙ = −z, z(0) = z0 ∈ R
.
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Ce syste`me admet comme solution explicite:
∀t ∈
[
0,
1
x0
[
, x(t) =
x0
1− tx0
, z(t) = z0e
−t.
Pour toute constante C ∈ R, la fonction h de´finie par h(x) = Ce
1
x pour x 6= 0 et h(0) = 0 est une varie´te´
invariante. En effet, h(x(t)) = Ce
1
x0 e−t, donc si on part de z0 = h(x0) = Ce
1
x0 , on a z(t) = h(x(t)).
Ainsi, la solution de (0.1.1) avec condition initiale (x0, h(x0)) est (xh(t), h(xh(t))), ou` xh est re´gi par une
e´quation diffe´rentielle ordinaire:
x˙h = Axh + f(xh, h(xh)), (0.1.5)
qui n’est autre que le flot sur la varie´te´ centrale. Que peut-on dire dans le cas ou` la condition initiale (x0, z0) n’est
pas sur la varie´te´ centrale (i.e. (x0, z0) 6= (x0, h(x0))) ?
The´ore`me 0.1.5 1. On suppose que la solution nulle de (0.1.5) est stable (resp. asymptotiquement stable, resp.
instable). Alors la solution nulle de (0.1.1) est stable (resp. asymptotiquement stable, resp. instable).
2. On suppose que la solution nulle de (0.1.5) est stable. Soit (x(t), z(t)) solution de (0.1.1) avec x0 et z0
suffisamment petits. Alors il existe une solution xh(t) de (0.1.5), il existe µ > 0 tels que pour t → +∞, on
ait :
x(t) = xh(t) +O (e−µt) ,
z(t) = h(xh(t)) +O (e−µt) .
(0.1.6)
Lemme 0.1.6 Soit (x(t), z(t)) solution de (0.1.2) avec |(x0, z0)| assez petit. Alors il existe c ≥ 0 et µ > 0 telles
que :
∀t > 0, |z(t)− h(x(t))| ≤ ce−µt|z0 − h(x0)|.
Le The´ore`me (0.1.5) se prouve a` partir du Lemme (0.1.6) en utilisant un the´ore`me de point fixe.
L’e´galite´ (0.1.6) montre que le comportement asymptotique de la solution de (0.1.1) est la dynamique sur la
varie´te´, d’ou` l’inte´reˆt de se ramener a` l’e´tude d’une varie´te´ centrale.
La preuve d’existence d’une varie´te´ centrale ne donne pas d’expression explicite. On cherche alors a` approcher
h. On dispose d’une information : h ve´rifie l’e´quation aux de´rive´es partielles
h′(x)[Ax + f(x, h(x))] = Bh(x) + g(x, h(x)). (0.1.7)
ou` h′(x) = Dh(x) la jacobienne de h. On le montre en de´rivant z(t) = h(x(t)) et en utilisant la deuxie`me e´quation
de (0.1.1). Une fonction solution h de l’e´quation aux de´rive´es partielles (0.1.7) et ve´rifiant les conditions h(0) = 0
et h′(0) = 0 est une varie´te´ centrale pour le syste`me (0.1.1). La re´solution de (0.1.7) n’est pas plus simple que
celle du syste`me initial, mais c’est elle qui permet d’approcher h.
De´finition 0.1.7 Soit V0 un voisinage de l’origine dans R
n. Pour toute application Φ : V0 → Rm de classe C1, on
de´finit
MΦ(x) = Φ′(x)[Ax + f(x,Φ(x))] −BΦ(x)− g(x,Φ(x)).
The´ore`me 0.1.8 Soit Φ une application de classe C1 d’un voisinage de l’origine de Rn dans Rm, avec Φ(0) = 0
et Φ′(0) = 0. On suppose queMΦ(x) =
|x|→0
O (|x|q) avec q > 1. Alors
|h(x)− Φ(x)| =
|x|→0
O (|x|q) .
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Ide´e de preuve:
1. Comme dans la preuve du The´ore`me 0.1.3, on travaille avec des fonctions localise´es sur une boule au voisi-
nage de |x| = 0.
2. On conside`re l’ope´rateur T de´fini dans la preuve du The´ore`me 0.1.3 et on introduit :
S : z → T (z +Φ)− Φ.
Comme T , l’application S est une contraction.
3. SoitK > 0, on pose Y = {z ∈ X, |z(x)| ≤ K|x|q} et on montre qu’il existe unK > 0 tel que :
S : Y → Y.
4. Pour z = 0 ∈ Y , on obtient alors :
|Sz(x)| = |T (Φ)(x)− Φ(x)| ≤ K|x|q.
Ainsi, on a successivement :
|h(x)− Φ(x)| = |T h(x) − Φ(x)| car h est le point fixe de T
≤ |T h(x) − T Φ(x)|+ |T Φ(x)− Φ(x)|
≤ c|h(x)− Φ(x)| + |T Φ(x)− Φ(x)| ou` 0 < c < 1 est la constante de contraction de T
≤
1
1− c
|T Φ(x)− Φ(x)|
≤
K
1− c
|x|q .

Une varie´te´ centrale au voisinage d’un point d’e´quilibre en dimension infinie
Toujours dans [Car81], J. Carr de´montre les meˆmes re´sultats pour un syste`me de dimension infinie. Soit X un
espace de Banach, on conside`re le syste`me
w˙ = Cw +N(w), w(0) ∈ X. (0.1.8)
On suppose que N : X → X est C2 et que sa de´rive´e seconde est uniforme´ment continue, avec N(0) = 0 et
N ′(0) = 0. De plus, C est le ge´ne´rateur d’un semi-groupe S(t) fortement continu sur X , et on suppose qu’il a les
proprie´te´s spectrales suivantes :
– X = V ⊕ Y ou` V est de dimension finie et Y est ferme´,
– V est C-invariant et si on note A la restriction de C a` V , alors toutes les valeurs propres de A sont de partie
re´elle nulle,
– En notant U(t) la restriction de S(t) a` Y , Y est U(t)-invariant et
∃c1, µ > 0, ∀t ≥ 0, ‖U(t)‖ ≤ c1e
−µt.
Dans ce contexte, une varie´te´ centrale est de´finie comme une varie´te´ invariante pour (0.1.8) qui est tangente a`
V en l’origine.
De tre`s nombreux articles prolongent et e´tendent ces premiers re´sultats dans des contextes varie´s. Nous citons
quelques uns de ces re´sultats, sans volonte´ d’exhaustivite´. Le livre de Tony Roberts [Rob14] pre´sente un large panel
d’applications des techniques de varie´te´s centrales pour les sciences applique´es.
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Une varie´te´ centrale pour une e´quation non autonome
Dans [Mie86], A. Mielke e´tudie les solutions borne´es d’e´quations diffe´rentielles non autonomes du type
x˙− Lx = f(t, λ, x)
dans un espace de Banach infini X , avec t ∈ R et λ ∈ Λ un ouvert de Rn. L’ope´rateur L est line´aire non borne´ et
posse`de les proprie´te´s suivantes :
– X = X1 × X2 avec X1 de dimension finie et la restriction de L a` X1 ne posse`de que des valeurs propres
imaginaires pures.
– La restriction de L a` X2 a une re´solvante exponentiellement de´croissante.
De plus, f est re´gulie`re telle que (λ0 ∈ Λ e´tant fixe´) pour tout t ∈ R, f(t, λ0, 0) = 0 et ∂xf(t, λ0, 0) = 0. Dans
un premier temps, l’existence d’une varie´te´ centrale de dimension finie est de´montre´e. Ensuite, la transmission de
la pe´riodicite´ (ou presque-pe´riodicite´) de f par rapport a` t a` la varie´te´ centrale est prouve´e.
Une varie´te´ centrale au voisinage d’une courbe d’e´quilibre en dimension finie
Dans [Sak90], la dynamique d’une varie´te´ centrale au voisinage d’une courbe d’e´quilibre est e´tudie´e par K. Sakamoto.
Le syste`me diffe´rentiel est le suivant :{
x˙ = εf (x, z, ε) , x(0) = x0 ∈ Rn
z˙ = g(x, z, ε), z(0) = z0 ∈ Rm
, (0.1.9)
avec les hypothe`ses :
– Il existe r ∈ N∗ tel que f et g soient Cr-borne´es en tant que fonctions de (x, y, ε) et il existe h(x) une
fonction aux de´rive´es borne´es jusqu’a` l’ordre r (sauf la fonction elle-meˆme) telle que
∃ε0, ∀x ∈ R
n, ∀0 < ε < ε0, g(x, h(x), ε) = 0.
(x, h(x), 0) est alors une courbe d’e´quilibre pour (0.1.9), puisque pour ε = 0, z(t) = h(x(t)) correspond a`
z˙(t) = x˙(t)︸︷︷︸
0
h(x(t)) = 0 = g(x(t), h(x(t)), 0)
– Soit µ ∈ R∗+ fixe´.
∃k ∈ N, 0 ≤ k ≤ n tel que ∀(x, z) ∈ Rn × Rm les matrices Dzg(x, z, 0) ont k valeurs propres de partie
re´elle plus petite que−2µ, et n− k valeurs propres de partie re´elle plus grande que 2µ.
Alors, au voisinage de (x, h(x), ε), le syste`me (0.1.9) admet une varie´te´ centrale (x, hε(x), ε), telle que
‖hε − h‖∞ =
ε→0
O(ε).
De plus, cette fonction hε(x) peut eˆtre approche´e a` tout ordre en ε.
Une varie´te´ centrale pour des fonctions discontinues
Dans [AW96], B. Aulbrach et T. Wanner ont ge´ne´ralise´ l’e´tude de varie´te´s centrales dans un espace de Banach infini
X pour des syste`mes diffe´rentiels non autonomes de la forme
x˙ = A(t)x + f(t, x),
au cas ou` les fonctions sont seulement mesurables en la variable t. Ces hypothe`ses de faible re´gularite´ permettent
de traiter des discontinuite´s.
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0.1.2 Une varie´te´ centrale pe´riodique rapidement oscillante (Re´sume´ du chapitre 1)
Une varie´te´ centrale pe´riodique rapidement oscillante
Dans le cadre de cette the`se, nous avons ge´ne´ralise´ les re´sultats de [Car81] au cas d’une dynamique rapidement
oscillante pe´riodique. Dans le chapitre 1, nous adaptons la preuve d’existence de J. Carr pour de´montrer l’existence
d’une varie´te´ centrale pe´riodique en tε de la forme
z(t) = hε
(
x(t),
t
ε
)
pour le syste`me diffe´rentiel (0.0.1).
De plus, pour R > 0 fixe´, il existe ε0 > 0 tel que pour tout ε < ε0, pour tout (x0, z0) ∈ B(0, R) ⊂ Rn × Rm,
on ait le re´sultat de convergence
∀t ≥ 0,
∥∥∥∥z(t)− hε(x(t), tε
)∥∥∥∥ = O (e−µ tε) .
La varie´te´ centrale nous permet donc de de´crire la dynamique asymptotique de z(t). En revanche, si (x0, z0) est
quelconque, x(t) ne converge pas vers la solution de
˙˜x = F
(
x˜, hε
(
x˜, tε
)
, tε
)
, x˜(0) = x0 ∈ Rn.
En effet, comme le montre la Figure 1, la fonction x˜(t) ne repre´sente pas le comportement asymptotique de
x(t). Ce comportement n’est pas spe´cifique au cas d’une varie´te´ centrale rapidement oscillante, ce proble`me est
de´ja` pre´sent dans les travaux de J.Carr [Car81].
x
t
x(t)
x˜(t)
x0
Figure 1: x˜(t) ne de´crit pas la dynamique asymptotique de x(t).
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Pour capter cette dynamique asymptotique, il faut conside´rer xh(t) solution de
x˙h = F
(
xh, hε
(
xh,
t
ε
)
, tε
)
, xh(0) = x
ε
0 ∈ R
n, (0.1.10)
avec xε0 choisi comme le repre´sente la Figure 2, en re´solvant de T∞ a` 0 un syste`me du type
˙¯x = F
(
x¯, hε
(
x¯, tε
)
, tε
)
, x¯(T∞) = x(T∞),
avec T∞ > 0 un temps quelconque, puis en prenant x
ε
0 = x¯(0). Cette technique est celle utilise´e dans [Sak90] par
K.Sakamoto pour re´soudre ce proble`me dans son contexte.
x
t
x(t)
x¯(t)
x0
xε0
T∞
Figure 2: Construction de xε0 avec x¯(t).
Remarque 0.1.9 Notons que T∞ = +∞ n’est pas ne´cessaire. En effet, on a l’approximation suivante :
∀t ∈ [0, T∞], ‖x(t)− xh(t)‖ = O
(
e−µ
t
ε
)
,
qui donne des informations pour t grand uniquement. Si on choisit T∞ fini assez grand, mais fini, x(t) n’a pas
encore parfaitement converge´ vers sa dynamique limite et n’est donc pas exactement sur la varie´te´. Cependant,
l’erreur duˆe a` cet e´cart est incluse dans le O
(
e−µ
t
ε
)
de cette estimation.
La solution (x(t), z(t)) de (0.0.1) avec condition initiale (x0, z0) converge exponentiellement rapidement vers(
xh(t), hε
(
xh(t),
t
ε
))
avec condition initiale (xε0, hε(x
ε
0, 0)). La dynamique est donc celle illustre´e par la Figure 3.
La preuve de notre version rapidement oscillante du the´ore`me de varie´te´ centrale ne donne pas d’expression
explicite d’une varie´te´ centrale. Cependant, hε est solution de l’e´quation aux de´rive´es partielles :
1
ε
(
∂θhε(x, θ)−B(θ)hε(x, θ)
)
= G(x, hε(x, θ), θ) − ∂xhε(x, θ)F (x, hε(x, θ), θ) , (0.1.11)
et cela donne acce`s a` une approximation de hε. La fonction h
[r]
ε solution de (0.1.11) a` l’ordre εr est construite
sous la forme d’un de´veloppement en puissance de ε : h
[r]
ε = h0 + εh1 + ε2h2 + · · · + εrhr. C’est alors une
approximation de hε :
‖hε − h
[r]
ε ‖∞ =
ε→0
O
(
εr+1
)
.
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z
x
z0
x0
xε0
hε(x
ε
0, 0)
(x(t), z(t))
(
xh(t), hε
(
xh(t),
t
ε
))
Figure 3: La convergence de (x(t), z(t)) vers une varie´te´ centrale
(
xh (t) , hε
(
xh(t),
t
ε
))
.
Notation 0.1.10 L’approximation d’ordre 0 en ε vaut h0 = 0, donc
hε(x, θ) = O (ε) .
A` partir de maintenant, on note la varie´te´ centrale
εh(x, θ)
pour mettre en e´vidence cette caracte´ristique. Il s’agit d’un abus de notations, puisque la fonction h(x, θ) de´pend
de ε.
La dynamique sur la varie´te´ est re´gie par l’e´quation diffe´rentielle (0.1.10), qui n’a pas le caracte`re raide que
pre´sentait le syste`me (0.1.1), mais qui conserve le caracte`re hautement oscillant. Pour e´tudier (0.1.10), il faut ge´rer
cette dynamique rapidement oscillante de la varie´te´ centrale. Des me´thodes de moyennisation sont alors utilise´es,
qui permettent de caracte´riser la dynamique limite et ses perturbations d’ordre supe´rieur.
Moyennisation d’e´quations rapidement oscillantes
On cherche a` approcher nume´riquement la solution d’une e´quation diffe´rentielle rapidement oscillante du type :
x˙(t) = F ε
(
x(t),
t
ε
)
, x(0) = x0 ∈ R
n, (0.1.12)
avec F ε(x, θ) une fonction re´gulie`re en (ε, x, θ) et T -pe´riodique en θ.
Puisque la dynamique oscille a` l’e´chelle de temps ε, il est ne´cessaire de choisir un pas de discre´tisation ∆t
de l’ordre de ε. Si c’est la dynamique limite ε → 0 que l’on cherche a` approcher, cette technique devient tre`s
couˆteuse, voire irre´alisable. L’ide´e des me´thodes de moyennisation est de remplacer l’e´tude de (0.1.12) par celle
d’une e´quation autonome via un changement de variable. L’esprit d’une me´thode de moyennisation est donne´ dans
la proposition suivante, issue de [Cha13].
Proposition 0.1.11 Pour tout T∞ > 0, il existe ε0 > 0 tel que pour tout ε < ε0, il existe un changement de
variables
Φ˜εt = Id +O(ε)
et une fonction F˜ ε de´finie sur Rn satisfaisant la relation
∀t ∈ [0, T∞] , ‖x (t)− Φ˜
ε
t
ε
◦ Ψ˜εt (x0)‖ ≤ Cε
r
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ou` Ψ˜εt est le flot de l’e´quation diffe´rentielle
˙˜x = F˜ ε(x˜). (0.1.13)
Le principe d’une me´thode de moyennisation est donc celui repre´sente´ sur la Figure (4).
x0 x˜(t)
x(t)
Ψ˜εt Flot de (0.1.13)
Flot de (0.1.12) Changement de variables Φ˜εt
ε
Figure 4: La moyennisation d’un syste`me rapidement oscillant
Les formules donnant les premiers ordres du de´veloppement de F˜ ε et du changement de varbiales Φ˜εt sont
connues.
Remarque 0.1.12 Les formules suivantes sont de´montre´es dans [Cha13] :
F˜0(x) =
1
T
∫ T
0
F0(x, θ) dθ,
F˜1(x) =
1
T
∫ T
0
F1(x, θ) dθ −
1
2T
∫ T
0
∫ θ
0
[F0(x, θ
′), F0(x, θ)] dθ
′ dθ
ou` le crochet de Lie signifie
[F0(x, θ
′), F0(x, θ)] := F
′
0(x, θ
′)F0(x, θ) − F
′
0(x, θ)F0(x, θ
′).
Avec les notations de la Remarque 0.1.12, le syste`me diffe´rentiel autonome associe´ a` (0.1.12) est
˙˜x = F˜0 (x˜) ,
a` l’ordre 0 et
˙˜x = F˜0(x˜) + εF˜1(x˜),
a` l’ordre 1 en ε.
Dans la deuxie`me partie du chapitre 1, ces re´sultats classiques de moyennisation sont utilise´s pour terminer
l’e´tude du syste`me diffe´rentiel (0.0.1). Ainsi, le caracte`re raide et le caracte`re hautement oscillant du syste`me ini-
tial ont disparus. Les premiers ordres de l’e´quation diffe´rentielle autonome sont calcule´s explicitement.
Pour re´sumer, on peut ramener l’e´tude de (0.0.1), qui est un syste`me couple´, a` celle (0.1.10), puis re´soudre ce
dernier en utilisant des techniques de moyennisation. Mais cette approche n’est imple´mentable qu’a` condition de
savoir comment trouver xε0 a` partir de x0, z0 et ε. Cette question est donc fondamentale pour trouver des sche´mas
nume´riques adapte´s a` l’e´tude de (0.0.1). La the´orie des B-se´ries permet d’obtenir des de´veloppements formels a`
tout ordre de solutions d’e´quations diffe´rentielles et d’e´tudier les sche´mas qui les approchent. Nous l’avons adapte´e
pour obtenir un de´veloppement en se´rie formelle de xε0 en fonction de ε, x0 et z0. Mais avant d’expliquer ces
prolongements, commenc¸ons par appliquer les re´sultats pre´ce´dents a` un proble`me de dynamique des populations.
0.1.3 Application a` un proble`me de dynamique des populations (Re´sume´ du chapitre 2)
Avant d’expliquer ce qu’est la the´orie des B-se´ries et les re´sultats auxquels elle nous a mene´s, il faut pre´ciser le
cheminement qu’a suivi cette the`se. En effet, le proble`me pose´ initialement n’e´tait pas (0.0.1), mais un proble`me
de dynamique des populations avec migrations.
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Lemode`le conside´re´ prend en compte a` la fois les interactions entre les espe`ces et leurs migrations. Il s’agit donc
d’une complexification de mode`les e´cologiques plus stantards, de´pendants uniquement du temps. Dans ce chapitre,
on suit l’exemple des e´quations de Lotka-Volterra concernant l’interaction de´mographique proie-pre´dateur (mais
n’importe quel autre mode`le non line´aire d’interaction de´mograhique entre populations conviendrait). On suppose
une diffe´rence d’e´chelle de temps entre les deux phe´nome`nes : l’e´volution de´mographique se de´roule a` l’e´chelle de
la semaine ou du mois alors que les migrations spatiales ont lieu a` l’e´chelle de l’heure ou de la journe´e. Le ratio ε
entre ces deux e´chelles de temps est introduit. La question sur le comportement qualitatif est la suivante : comment
des migrations spatiales rapides perturbent la dynamique lente de type Lotka-Volterra (et en particulier les cycles
lie´s). On verra que cette se´paration des e´chelles de temps fait que la re´partition des populations tend, a` une e´chelle
de temps rapide, vers un ”presque-e´quilibre” spatial, qui a son tour de´pend du temps, mais cette fois a` une e´chelle
de temps lente.
L’espace est discre´tise´ enN sites, on introduit pε le vecteur dont la coordonne´e i repre´sente le nombre de proies
sur le site i et qε le vecteur repre´sentant les pre´dateurs.
Hypothe`ses 0.1.13 Les hypothe`ses concernant les migrations sont les suivantes :
– Les espe`ces peuvent se de´placer de n’importe quel site vers n’importe quel autre a` tout instant.
– Les coefficients de migration sont suppose´s pe´riodiques en la variable rapide tε . C’est par exemple le cas du
plancton, dont les de´placements de´pendent de la luminosite´ et donc de l’heure.
– Le nombre d’individus est pre´serve´ lors des migrations (ils ne meurent pas pendant qu’ils migrent).
Quand la de´pendance temporelle des ope´rateurs de migration est gele´e, l’e´tude du syste`me a e´te´ mene´e dans
[Pog98] pour le cas de deux sites et dans [CHL09] pour le cas continu en espace.
Hypothe`ses 0.1.14 Concernant l’interaction proie-pre´dateur, le point crucial est l’he´te´roge´ne´ite´ spatiale induite
par des coefficients qui diffe`rent d’un site a` l’autre. Ces diffe´rences te´moignent par exemple de la pre´sence de plus
de nourriture sur un site, ou de plus d’endroits ou` se cacher pour les proies, deux situations qui entraıˆnent une
pression de pre´dation plus faible.
La dynamique et les hypothe`ses sont donc celles illustre´es par la Figure 5.
Migrations a` coefficients
pe´riodiques en t
ε
Nombre d’individus pre´serve´
Interaction
Lotka-Volterra :
Parame`tres
du site i
Interaction
Lotka-Volterra :
Parame`tres
du site j
Site i Site j
Figure 5: La dynamique du proble`me d’interaction proie-pre´dateur avec migrations rapides.
Le syste`me est mode´lise´ par
dpε(t)
dt
= 1εKp
(
t
ε
)
pε(t) + f (pε(t), qε(t)) , pε(0) = p0
dqε(t)
dt
= 1εKq
(
t
ε
)
qε(t) + g (pε(t), qε(t)) , qε(0) = q0
, (0.1.14)
ou` pε de´signe les proies, qε les pre´dateurs, f et g traduisent la dynamique d’interaction locale, ici une interaction
de type Lotka-Volterra. Les migrations sont de´crites par des ope´rateurs de Blotzmann line´airesKp etKq, avec
(Kp(θ))i,j = σ
p
i,j(θ) for i 6= j, (Kp(θ))i,i = −
N∑
k=1
σpk,i(θ),
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ou` σpi,j(θ) de´signe le taux de proies migrant du site j vers le site i au temps θ et les de´finitions e´quivalentes pour
Kq . C’est en cherchant une varie´te´ centrale pour (0.1.14) que nous en sommes venus a` conside´rer (0.0.1).
Dans le chapitre 2, les proprie´te´s spectrales des ope´rateursKp etKq sont e´tablies. Elles donnent le changement
de variable naturel pour se´parer le terme raide (rapidement oscillant) line´aire (a` spectre ne´gatif) des termes non
raides et non line´aires. En effectuant ce premier changement de variables
(pε, qε)→ (xε, yε),
on obtient un syste`me de la forme:
dxε(t)
dt
= F
(
xε(t), yε(t), tε
)
dyε(t)
dt
= 1εB
(
t
ε
)
yε(t)− 1εϕ
(
xε(t), tε
)
+G
(
xε(t), yε(t), tε
)
.
avec xε ∈ R2 et yε ∈ R2N−2. Il est presque du type (0.0.1), mais un terme inde´sirable− 1εϕ
(
xε(t), tε
)
est apparu.
Pour re´gler ce proble`me, un deuxie`me changement de variables est effectue´ : une fonction h0
(
x, tε
)
re´gulie`re et
pe´riodique en la variable de temps rapide est introduite. On pose
zε(t) = yε(t)− h0
(
xε(t),
t
ε
)
,
tel que (xε(t), zε(t)) soit solution d’un syste`me du type (0.0.1).
Les re´sultats du chapitre 1 sont alors applique´s a` ce syste`me. On montre l’existence d’une varie´te´ centrale telle
que tout se rame`ne a` l’e´tude de :
x˙h = F
(
xh, εh
(
xh,
t
ε
)
, tε
)
, xh(0) = x
ε
0 ∈ R
n
zh(t) = εh
(
u(t), tε
) . (0.1.15)
Un premier avantage de cette me´thode apparaıˆt ici : on se rame`ne a` l’e´tude de xh ∈ R
2, d’ou` une re´duction des
dimensions. Des de´veloppements explicites du syste`me (0.1.15) sont calcule´s aux premiers ordres. De meˆme, les
premiers ordres de l’e´tape de moyennisation sont explicite´s. Tout cela donne des informations sur le comportement
qualitatif de la solution de (0.1.14) : on montre que le syste`me limite a` l’ordre 0 en ε est de type Lotka-Volterra
et que ses coefficients sont des moyennes en espace et en temps des coefficients originaux. L’e´tude des ordres
supe´rieurs montre que les migrations peuvent entraıˆner une de´stabilisation de ce cycle limite. De plus, on montre
que la me´thode ”naive” consistant a` moyenner les ope´rateurs Kp et Kq puis a` appliquer la the´orie classique de
varie´te´ centrale peut mener a` la pre´diction d’un comportement qualitatif faux, contrairement a` notre approche.
Pour finir, tous ces calculs sont mene´s sur un exemple de manie`re a` illustrer les ordres de convergence obtenus
the´oriquement.
0.2 Une approche utilisant les se´ries formelles
Nous avons adapte´ l’e´tude de syste`mes diffe´rentiels via les B-se´ries a` l’e´tude d’une version simplifie´e de notre
syste`me : 
x˙ = F (x, z) , x(0) = x0 ∈ Rn
z˙ = − 1εz +G (x, z) , z(0) = z0 ∈ R
m
. (0.2.1)
Nous allons pre´senter dans un premier temps les bases de la the´orie de B-se´ries2, avant d’en lister diffe´rentes
extensions. Nous expliquerons ensuite comment nous l’avons adapte´e a` notre proble`me pour trouver des expressions
explicites de xε0 et de la varie´te´ centrale.
2La the´orie des word-series aurait pu eˆtre utilise´e. Cependant, les B-series sont plus adapte´es a` l’e´tude de me´thodes nume´riques ge´ne´rales.
De plus, les particularite´s pre´sente´es par les arbres dits dans le chapitre 3 de norme ‖ ‖ nulle sont fondamentales pour notre e´tude et n’auraient
pas d’e´quivalent avec les word-series.
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0.2.1 La the´orie des B-se´ries
Les arbres a` une couleur
J.C. Butcher a de´veloppe´ une the´orie alge´brique sur des objets appele´s arbres (introduits dans [Cay57], [Mer57]),
particulie`rement adapte´e a` l’e´tude des sche´mas nume´riques ([But72], [But87]). Il s’agissait en effet de simpli-
fier l’e´criture des conditions de compatibilite´ des coefficients de sche´mas de Runge-Kutta a` l’aide du groupe de
Butcher. De ces premiers travaux, une the´orie sur des se´ries formelles a e´te´ tire´e dans [HW74]. Ces se´ries sont
appele´es Butcher-series, ou encore B-series. Nous nous basons sur la pre´sentation propose´e dans [HW74] pour la
suite de cette partie.
Pour un petit parame`tre ε, on conside`re le syste`me diffe´rentiel
dty = εf(y), y(t0) = y0, (0.2.2)
ou` dt =
d
dt .
Les premie`res de´rive´es de y s’e´crivent:
dty = εf(y),
d2ty = ε
2f ′(y)dty,
d3ty = ε
3[f ′′(y) (dty, dty) + f
′(y)d2ty],
d4ty = ε
4
[
f (3)(y) (dty, dty, dty) + 3f
′′(y)
(
d2ty, dty
)
+ f ′(y)d3ty
]
,
(0.2.3)
et en remplac¸ant successivement y et ses de´rive´es par leurs expressions dans le membre de droite de (0.2.3), les
de´rive´es de y s’e´crivent uniquement a` partir des de´rive´es de f :
dty = εf(y),
d2ty = ε
2f ′(y)f(y),
d3ty = ε
3(f ′′(y) (f(y), f(y)) + f ′(y)f ′(y)f(y)),
d4ty = ε
4(f (3)(y) (f(y), f(y), f(y)) + 3f ′′(y) (f ′(y)f(y), f(y))
+f ′(y)[f ′′(y) (f(y), f(y)) + f ′(y)f ′(y)f(y)]).
Pour plus de clarte´, on re´e´crit ces expressions sans expliciter la de´pendance en y :
dty = εf,
d2ty = ε
2f ′f,
d3ty = ε
3[f ′′ff + f ′f ′f ],
d4ty = ε
4[f (3)fff + 3f ′′f ′ff + f ′f ′′ff + f ′f ′f ′f ].
(0.2.4)
Pour automatiser ces de´veloppements, on associe un arbre a` chacun de ces e´le´ments diffe´rentiels.
De´finition 0.2.1 L’ensemble T des arbres a` racines est de´fini de manie`re re´cursive :
1. Le graphe •, compose´ d’un unique point, appele´ la racine, appartient a` T .
2. Si u1, . . . , un ∈ T , alors le graphe obtenu en reliant les racines de u1, . . . , un a` un meˆme point • est aussi
un e´le´ment de T , note´ [u1, . . . , un], et c’est ce point commun qui est la racine du nouvel arbre.
Exemple 0.2.2 En prenant u1 = u2 = • ∈ T , l’e´le´ment note´ [•, •] correspond a` l’arbre , qui appartient donc
a` T .
De´finition 0.2.3 L’ordre d’un arbre, note´ |u| pour u ∈ T , est le nombre de points de son graphe. Il est de´fini
re´cursivement par
1. | • | = 1,
2. Si u = [u1, . . . , un] ∈ T , |u| = 1 + |u1|+ . . .+ |un|.
Des e´le´ments diffe´rentiels sont associe´s a` ces arbres.
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De´finition 0.2.4 Soit f : R → R une fonction re´gulie`re. Pour tout u ∈ T , on note Fu l’e´le´ment diffe´rentiel de´fini
par :
1. F•(y) = f(y)
2. Si u = [u1, . . . , un] ∈ T , Fu(y) = f (n)(y)[Fu1(y), . . . ,Fun(y)].
Les arbres permettent d’e´tablir des re´sultats sur des me´thodes nume´riques en comparant le de´veloppement de
Taylor de la solution exacte de (0.2.2) au voisinage de t0 et la solution d’un sche´ma nume´rique. En utilisant (0.2.4),
le de´veloppement de Taylor de y(t) au voisinage de t0 s’e´crit :
y(t0 +∆t) = y(t0) + ∆t dty(t0) +
∆t2
2
d2ty(t0) +
∆t3
6
d3ty(t0) +O(∆t
4)
= y(t0) + ε∆tf(y(t0)) +
ε2∆t2
2
f ′(y(t0))f(y(t0))
+
ε3∆t3
6
[f ′′(y(t0))(f(y(t0)), f(y(t0))) + f
′(y(t0))f
′(y(t0))f(y(t0))] +O(∆t
4)
= y(t0) + ε∆tF•(y(t0)) +
ε2∆t2
2
F (y(t0))
+
ε3∆t3
6
[
F (y(t0)) + F (y(t0))
]
+O(∆t4), (0.2.5)
et l’e´tude de y(t) se rame`ne donc a` l’e´tude de cette se´rie. Les B-se´ries ont e´te´ introduites pour e´tudier de tels objets.
Pour les de´finir correctement, il nous manque encore une notion : le coefficient de syme´trie. En effet, au cours
des calculs, des termes du type f ′′(x)(f(x), f(x)) apparaissent (repre´sente´ par l’arbre ). Ils pre´sentent une
syme´trie, dont il faut tenir compte pour de´nombrer correctement les arbres.
De´finition 0.2.5 Le coefficient de syme´trie σ d’un arbre est de´fini par re´currence
1. σ• = 1,
2. Pour u = [uµ11 , . . . , u
µp
p ] ∈ T ou` les branches ui sont suppose´es distinctes et ou` µi de´signe le nombre
d’occurences de la branche ui :
σu =
p∏
i=1
µi! (σui)
µi .
Exemple 0.2.6 Pour calculer le coefficient de syme´trie de l’arbre , on remarque que
= [•, •] = [•2], puis on obtient σ = 2! (σ•)2 = 2.
De´finition 0.2.7 Une B-se´rie est une se´rie formelle de la forme
B(a, y) = a∅y +
∑
u∈T
ε|u|
σu
auFu(y),
avec a une application de T ∪ {∅} dans R et ∅ l’arbre vide.
Remarque 0.2.8 Le de´veloppement en B-se´ries d’une fonction ϕ(t) est de la forme ϕ(t) = B(a(t), ϕ(0)). Par
de´rivation de la se´rie formelle, celui de dtϕ(t) vaut B(dta(t), ϕ(0)).
En revenant a` (0.2.5), on remarque que les premiers termes du de´veloppement en B-se´ries de y(t) y ont e´te´
calcule´s. En effet, en prenant t0 = 0, on a
y(t) = B(a(t), y0), (0.2.6)
et par identification, les premiers coefficients valent :
a∅(t) = 1, a•(t) = t, a (t) =
t2
2
, a (t) =
t3
3
, a (t) =
t3
6
. (0.2.7)
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En t = 0, (0.2.6) devient :
y(0) = B(a(0), y0)
y0 = a∅(0)y0 +
∑
u∈T
ε|u|
σu
au(0)Fu(y0)
d’ou` a∅(0) = 1 et ∀u ∈ T , au(0) = 0.
De´finition 0.2.9 La fonction 1 : T ∪ {∅} → R est de´finie par
1∅ = 1, ∀u ∈ T , 1u = 0.
Ainsi, on a
a(0) = 1 . (0.2.8)
La composition des B-se´ries permet de calculer directement au pour tout u ∈ T . L’ensemble des arbres muni
de la loi de composition des B-se´ries forme un groupe, appele´ Butcher-group.
The´ore`me 0.2.10 Soient a, b : T ∪ {∅} → R deux applications, avec a∅ = 1 et soient B(a, y) et B(b, y) les deux
B-se´ries associe´es. Alors leur composition est encore une B-se´rie
B(b, B(a, y)) = B(a ∗ b, y),
avec a ∗ b de´fini par :
∀u ∈ T , (a ∗ b)u = bu +
∑
p∈Pu
bp
∏
p˜∈u\p
ap˜ + b∅au, (0.2.9)
ou` Pu est l’ensemble des sous-arbres 3 de u et pour p ∈ Pu, u\p est l’ensemble des branches laisse´es de coˆte´ par
ce de´coupage.
Remarque 0.2.11 1 est l’e´le´ment neutre pour la composition.
Exemple 0.2.12 Soit u = , il y a trois manie`res de le couper
– Couper la branche de gauche, alors p = et u\p = {•},
– Couper la branche de droite, alors p = et u\p = {•},
– Couper les deux branches, alors p = • et u\p = {•, •}.
Ainsi, la loi de composition (3.3.3) s’e´crit
(a ∗ b) = b + 2b a• + b•(a•)
2 + b∅a .
La loi de composition permet de trouver le de´veloppement en B-se´ries (0.2.6) de y(t) solution de (0.2.2). On
commence par chercher le de´veloppement en B-se´rie de εf(y), qui apparaıˆt dans (0.2.2). Comme εf(y) = εF•(y),
on a εf(y) = B(b, y) avec b• = 1 et pour tout arbre u ∈ T ∪ {∅}\{•}, bu = 0. Ainsi, en de´rivant (0.2.6), on
obtient successivement
dty = εf(y)
B(dta(t), y0) = εf(B(a(t), y0))
B(dta(t), y0) = B(b, B(a(t), y0))
B(dta(t), y0) = B(a(t) ∗ b, y0)
dta(t) = a(t) ∗ b, (0.2.10)
et a(0) = 1 par (0.2.8). Comme b∅ = 0, on peut calculer tous les coefficients a(t) par re´currence sur l’ordre des
arbres.
3Un sous-arbre de u est un arbre qui posse`de la meˆme racine que u, obtenu en coupant une ou plusieurs branches selon les de´coupages
admissibles, de´finis dans [CK98].
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Exemple 0.2.13 Pour les arbres d’ordre infe´rieur a` 3, l’e´quation (0.2.10) donne
– a˙∅(t) = 0 donc a∅(t) = a∅(0) = 1,
– a˙•(t) = b• + b∅︸︷︷︸
0
a•(t) = 1 donc a•(t) = t,
– a˙ (t) = b + b•a•(t) + b∅a (t) = t donc a (t) =
t2
2 ,
– a˙ (t) = b + 2b a•(t) + b•a•(t)
2 + b∅a (t) = t
2 donc a (t) = t
3
3 ,
a˙ (t) = b + b a•(t) + b•a (t) + b∅a (t) =
t2
2 donc a (t) =
t3
6 .
Il s’agit des coefficients obtenus dans (0.2.7) en calculant le de´veloppement de Taylor. Ici, ils sont obtenus par une
simple re´currence.
Remarque 0.2.14 Les coefficients a qui de´finissent la B-se´rie sont totalement inde´pendants de la fonction f du
syste`me (0.2.2). Une fois l’e´tude the´orique mene´e, a est de´termine´ et la B-se´rie peut eˆtre e´value´e pour n’importe
quelle fonction f . Changer la fonction revient a` changer les e´le´ments diffe´rentiels, mais pas les coefficients de la
B-se´rie.
La loi de composition donne acce`s a` l’inverse d’une B-se´rie.
Proposition 0.2.15 Soit a : T ∪{∅} → R une application telle que a∅ = 1. Alors la B-se´rie B(a, y) est inversible,
d’inverse B(a−1, y), avec :
∀u ∈ T , a−1u =
∑
p partition de u
(−1)#p
∏
u˜∈p
au˜, (0.2.11)
ou` une partition de u est un ensemble du type {v, u\v} avec v ∈ Pu et u\v l’ensemble des branches correspondant
au de´coupage.
Exemple 0.2.16 Soit u = et a : T ∪ {∅} → R une application telle que a∅ = 1. Les partitions de u sont les
suivantes :
– Partition a` 1 e´le´ment : { },
– Partitions a` 2 e´le´ments : {•, } et { , •},
– Partition a` 3 e´le´ments : {•, •, •}.
Ainsi, par (0.2.11), on obtient
a−1 = −a + 2a a• − a
3
•.
Les B-se´ries permettent d’expliciter les solutions de syste`mes bien plus complique´s que (0.2.2) et de les com-
parer avec leur approximation par un sche´ma nume´rique. Nous donnons ici quelques exemples de prolongements.
Les arbres a` deux couleurs
Syste`mes partitionne´s: Les B-se´ries ont e´te´ adapte´es par E. Hairer dans [Hai81] en une the´orie des P-se´ries, conc¸ue
pour des syste`mes partitionne´s du type : {
x˙ = f1 (x, y)
y˙ = f2(x, y)
.
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On suit ici la pre´sentation de [CHV10]. On de´finit deux sortes de noeuds : soient T• l’ensemble des arbres
a` racine en • = f1, T◦ l’ensemble des arbres a` racine en ◦ = f2 et ∅•, ∅◦ les arbres vides correspondants. Les
e´le´ments diffe´rentiels sont de´finis pour u1, . . . , up ∈ T• et v1, . . . , vq ∈ T◦ par
F[u1,...,up,v1,...,vq ]•(x, y) = ∂
p
x∂
q
yf1(x, y)[Fu1(x, y), . . . ,Fvq(x, y)],
F[u1,...,up,v1,...,vq ]◦(x, y) = ∂
p
x∂
q
yf2(x, y)[Fu1(x, y), . . . ,Fvq(x, y)].
Les se´ries associe´es a` ces arbres a` deux couleurs, appele´es P-se´ries, sont de´finies par
P (a, (x, y)) =
a∅•x+
∑
u∈T•
ε|u|
σu
auFu(x, y)
a∅◦y +
∑
v∈T◦
ε|v|
σv
avFv(x, y)
 .
En reprenant la de´finition des partitions d’un arbre pre´sente´e dans le cas d’arbres a` une couleur pour la trans-
poser aux arbres a` deux couleurs, on montre que la re`gle de composition est inchange´e.
Syste`mes splitte´s: La the´orie des B-se´ries a e´te´ adapte´e dans [AMSS] a` l’e´tude de syste`mes diffe´rentiels du type:
y˙ = f1 (t, y) + f2(t, y), y(0) = y0 ∈ Rd.
On de´finit a` nouveau deux sortes de noeuds : • pour f1 et ◦ pour f2. On obtient ainsi des arbres de la forme
• correspond a` F•(y) = f1(y),
◦ correspond a` F◦(y) = f2(y),
correspond a` F (y) = f ′2(y)f1(y).
(0.2.12)
Soit T l’ensemble des arbres a` deux couleurs. Les e´le´ments diffe´rentiels associe´s sont
F[u1,...,un]•(y) = f
(n)
1 (y)[Fu1(y), . . . ,Fun(y)],
F[u1,...,un]◦(y) = f
(n)
2 (y)[Fu1(y), . . . ,Fun(y)].
A` nouveau, la loi de composition est inchange´e.
On peut de´finir des B-se´ries pour ces arbres a` deux couleurs :
B(a, y) = a∅ y +
∑
u∈T
ε|u|
σu
auFu(y).
Elles sont par exemple utilise´es pour de´montrer la formule de Baker-Campbell-Haussdorf, lie´e aux me´thodes
nume´riques de splitting.
Les arbres indice´s
Syste`mes rapidement oscillants : L’un des objets de cette the`se est l’adaptation de la the´orie des B-se´ries a` l’e´tude
des techniques d’approximation d’ordre e´leve´ pour le syste`me (0.2.1). Ce travail s’inspire des re´sultats obtenus
dans [CMSS10] et [CMSS12b] pour l’e´tude de me´thodes de moyennisation sur des syste`mes rapidement oscillants
du type
∀t ∈ [0, L/ε], y˙ = εf(y, tω), y(0) = y0 ∈ R
d. (0.2.13)
La fonction f est suppose´e 2pi-pe´riodique en la seconde variable (i.e. sur chacune des composantes scalaires de sa
seconde variable) et ω ∈ Rd est un vecteur de fre´quences non re´sonnant, i.e. :
∃ c, ν > 0, ∀k ∈ Zd\{0}, |(k, w)| ≥ c |k|−ν .
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La de´composition en se´rie de Fourier de f s’e´crit
f(y, θ) =
∑
k∈Z
eikθ fˆk(y), (0.2.14)
ou` fˆk(y) est une fonction complexe telle que fˆk(y) = fˆ−k(y). Les arbres indice´s •k d’ordre 1, k ∈ Z, sont associe´s
aux e´le´ments diffe´rentiels
F•k(y) = fˆk(y).
Plus ge´ne´ralement, les e´le´ments diffe´rentiels sont de´finis par
∀u1, . . . , un ∈ T , F[u1,...,un]•k (y) = fˆ
(n)
k (y)[Fu1(y), . . . ,Fun(y)],
et la loi de composition reste inchange´e.
L’e´quation (0.2.14) peut eˆtre re´e´crite en termes de B-se´ries :
εf(y, θ) = ε
∑
k∈Z
eikθF•k(y)
=
∑
k∈Z
εβ•k(θ)F•k(y)
= B(β(θ), y),
avec ∀k ∈ Z, β•k(θ) = e
ikθ et β = 0 sinon. En e´crivant y solution de (0.2.13) sous forme de B-se´rie
y(t) = B(α(t), y0), (0.2.15)
on montre que α est solution de l’e´quation diffe´rentielle
α˙(t) = α(t) ∗ β, α(0) = 1 . (0.2.16)
Une e´tude de (0.2.16) donne l’existence d’une fonction γ(t, θ) polynomiale en (t, eiθ) telle que
∀t ≥ 0, α(t) = γ(t, tω).
On montre alors que γ ve´rifie l’e´quation de transport
∀t ≥ 0, ∀θ ∈ [0, 2pi]d, ∂tγ(t, θ) + ω.∇θγ(t, θ) = γ(t, θ) ∗ β(θ), γ(0, 0) = 1 . (0.2.17)
En utilisant l’unicite´ de la solution de (0.2.17), une loi de groupe sur γ est de´montre´e
∀t, t′ ≥ 0, γ(t′, 0) ∗ γ(t, 0) = γ(t+ t′, 0),
∀t ≥ 0, ∀θ ∈ [0, 2pi]d, γ(t, 0) ∗ γ(0, θ) = γ(t, θ). (0.2.18)
L’e´galite´ (0.2.18) donne en fait les de´veloppements en B-se´ries des fonctions Φ˜εθ et Ψ˜
ε
t introduites dans la
Proposition 0.1.11 comme e´tant le changement de variables et le flot de l’e´quation autonome lie´s a` la moyennisation
du syste`me rapidement oscillant. En effet, par la Proposition 0.1.11 adapte´e au contexte Rd, on a
y(t) = Φ˜εθ ◦ Ψ˜
ε
t (y0), (0.2.19)
avec θ = tω. Introduisons les B-se´ries lie´es a` ces objets :
Φ˜εθ(y) = B(λ(θ), y), Ψ˜
ε
t (y) = B(µ(t), y). (0.2.20)
En utilisant les de´finitions de B-se´ries (0.2.15) et (0.2.20), l’e´quation (0.2.19) devient successivement
y(t) = Φ˜εθ ◦ Ψ˜
ε
t (y0),
B(γ(t, θ), y0) = B(λ(θ), B(µ(t), y0))
= B(µ(t) ∗ λ(θ), y0),
γ(t, θ) = µ(t) ∗ λ(θ). (0.2.21)
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Si on compare les e´quations (0.2.18) et (0.2.27), on remarque que
µ(t) = γ(t, 0), λ(θ) = γ(0, θ).
On connaıˆt donc explicitement les de´veloppements en B-se´ries (a` tout ordre) de Φ˜εθ et Ψ˜
ε
t . Ces de´veloppements
permettent d’e´tudier les proprie´te´s des me´thodes d’approximation nume´rique utilisant la moyennisation.
Remarque 0.2.17 Le cas de fonctions f presque-pe´riodiques est traite´ dans [CMSS12b].
Remarque 0.2.18 Une e´tude d’erreur peut eˆtre re´alise´e sur ces B-se´ries, voir [CMSS12a] pour le cas pe´riodique
et [CMSS15] pour le cas presque-pe´riodique.
0.2.2 Les arbres indice´s a` deux couleurs (Re´sume´ du chapitre 3)
La dernie`re partie de cette the`se, pre´sente´e dans le chapitre 3, a consiste´ a` adapter toutes ces extensions des B-se´ries
a` l’e´tude de (0.2.1) : 
x˙ = F (x, z) , x(0) = x0 ∈ Rn
z˙ = − 1εz +G (x, z) , z(0) = z0 ∈ R
m
.
On ne travaille pas directement avec z(t), mais plutoˆt avec y(t) = e
t
ε z(t). On remarque que y(0) = y0 = z0.
Le syste`me diffe´rentiel (0.2.1) devient alors :
x˙ = F
(
x, e−
t
ε y
)
, x(0) = x0 ∈ Rn
y˙ = e
t
εG
(
x, e−
t
ε y
)
, y(0) = y0 ∈ Rm
. (0.2.22)
Si on renormalise (0.2.22) en posant t← tε , on obtient finalement le syste`me diffe´rentiel :
x˙ = ε Ft (x, y) , x(0) = x0 ∈ R
n
y˙ = ε Gt (x, y) , y(0) = y0 ∈ Rm
, (0.2.23)
ou` Ft(x, y) = F (x, e
−ty) et Gt(x, y) = e
tG (x, e−ty). On conserve cette normalisation pour toute la suite du
chapitre.
Des arbres a` deux couleurs et a` indice sont introduits. En ce qui concerne les couleurs, il s’agit comme dans le
cas des syste`mes partitionne´s d’associer les noeuds de type • a` F et ceux de type ◦ a` G.
Pour ce qui est des indices, ils apparaissent dans le cas desme´thodes demoyennisation du fait d’un de´veloppement
en se´rie de Fourier et l’indice k fait re´fe´rence a` l’exponentielle eikθ . Ici, c’est un de´veloppement de Taylor autour
de z = 0 joue ce roˆle et l’indice k fait re´fe´rence a` e−kt. Nous voulons approcher la dynamique limite de la solution
de (0.2.1). Nous avons vu dans l’introduction du chapitre 1 que pour toute condition initiale
z(t) = εh (x(t), t) +O
(
e−µt
)
.
Ainsi, obtenir un de´veloppement de z(t) en puissances de e−t nous donne une information sur la varie´te´ centrale
εh. Nous ne donnons pas plus de de´tails dans l’introduction sur la de´finition des e´le´ments diffe´rentiels associe´s aux
arbres. La de´marche est pre´sente´e au de´but du chapitre 3.
Pour e´tudier (0.2.23), on de´finit α : R× T → R telle que :
(
x(t)
y(t)
)
= B(α(t), (x0, y0)) =
α∅•(t) x0 +
∑
u∈T•
ε|u|
σu
αu(t)Fu(x0, y0)
α∅◦(t) y0 +
∑
v∈T◦
ε|v|
σv
αv(t)Fv(x0, y0)
 .
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On montre alors que α ve´rifie une e´quation diffe´rentielle ordinaire du type (0.2.16) avec α(0) = 1 . On en
de´duit l’existence de γ(t, τ) fonction polynomiale4 en (t, e−τ ) telle que
∀t ≥ 0, α(t) = γ (t, t) . (0.2.24)
Alors γ est solution d’une e´quation de transport de type (0.2.17) avec condition initiale γ(0, 0) = 1 . Nous nous
inte´ressons au comportement asymptotique de la solution et donc a` une condition initiale en (0,+∞), dans laquelle
la solution a de´ja` converge´ vers la varie´te´ centrale. Cependant, il n’y pas unicite´ des solutions polynomiales de cette
e´quation de transport avec condition initiale en (0,+∞).
Le de´faut d’unicite´ vient du fait que la condition initiale est prise en (0,+∞) pour tous les arbres. En effet, la
meˆme e´quation de transport avec condition initiale en (0,+∞) sur T• et en (0, 0) sur T◦ admet une unique solution
polynomiale. On note δ l’unique solution polynomiale de cette e´quation de transport avec condition initiale :
∀u ∈ T•, δu(0,+∞) = 1u, ∀v ∈ T◦, δv(0, 0) = 1v.
Pour comprendre le lien qui unit γ et δ, on de´finit γ˜ : R× T → R comme :
γ˜|T¯• (t) = γ|T¯• (t,+∞) et γ˜|T¯◦ (t) = γ|T¯◦ (t, 0). (0.2.25)
On note Φ0 l’application (x, y) 7→ Φ0(x, y) := B(γ˜−1(0), (x, y)). Alors l’application inverse ve´rifie
Φ−10 : (x0, y0)→ (x
ε
0, y0).
Le passage de x0 a` x
ε
0 est donc explicite, ce qui est le premier pas pour approcher nume´riquement la solution de
(0.2.1) par une dynamique sur une varie´te´ centrale.
Remarque 0.2.19 Cette question avait de´ja` e´te´ e´tudie´e dans des articles comme [Rob89], qui donne une me´thode
de calcul pour les premiers ordres sur diffe´rents exemples.
On montre alors que B(δ(t, τ), (xε0, y0)) correspond a` B(γ(t, τ), (x0, y0)) :
δ(t, τ) = γ˜−1(0) ∗ γ(t, τ),
et δ repre´sente donc (x(t), y(t)) solution de (0.2.23) a` un changement de condition initiale pre`s.
Ensuite, on utilise l’unicite´ dans l’e´quation de transport pour de´montrer une loi de groupe sur δ :
∀t, t′ ∈ R, ∀τ ∈ R, δ(t+ t′, τ) = δ˜(t′) ∗ δ(t, τ),
ou` δ˜ est de´fini a` partir de δ comme γ˜ a` partir de γ dans (0.2.25).
Nous e´tudions le comportement asymptotique de la solution, une fois que les e−kτ ont converge´ vers 0 et la
solution vers la varie´te´ centrale. Pour c¸a, on de´finit :
δ∞(t) = lim
τ→+∞
δ(t, τ)5.
On montre alors que la varie´te´ centrale (x, εh(x)) est de´crite parΠ(x) = B(δ∞(0), x). Sur la varie´te´, la dynamique
est re´gie par : {
x˙∞(t) = εF
(
x∞(t), εh(x∞(t))
)
z∞(t) = εh(x∞(t))
, (0.2.26)
et toutes ces fonctions posse`dent des de´veloppements en B-se´ries explicites. Cette e´tude est re´sume´e dans la Figure
6.
4Il s’agit ici d’une de´finition un peu modifie´e du terme ”polynomiale”, voir De´finition (3.2.6).
5La de´finition exacte distingue les arbres appartenant a` T• de ceux de T◦.
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Φ−10 Π
(x0, z0) −→ (xε0, z0) −→ (x
ε
0, εh(x
ε
0))
Flot de (0.2.1)
y y Flot de (0.2.26)
(x(t), z(t)) (x∞(t), z∞(t))
Figure 6: Varie´te´ centrale et e´quation exacte.
La dynamique sur la varie´te´ centrale ne correspond a` celle de la solution que pour t grand, puisque l’erreur est
en O (e−µt). Comme pour les me´thodes de moyennisation, on aimerait approcher la solution de (0.2.1) pour tout
temps.
On de´finit alors
δ˜(t) = γ˜−1(0) ∗ γ˜(t),
qui ve´rifie la loi de groupe :
δ˜(t+ t′) = δ˜(t′) ∗ δ˜(t).
L’e´quivalent de l’e´quation (0.2.18) est alors :
δ(t, τ) = δ˜(t) ∗ δ(0, τ). (0.2.27)
L’e´quation (0.2.27) montre qu’il existe un champ de vecteurs G˜ et un changement de variables Φt tels que la
solution (x∞(t), z˜(t)) du syste`me partiellement de´couple´{
x˙∞ = εF
(
x∞, εh(x∞)
)
˙˜z = εG˜(x∞, z˜)
, (0.2.28)
ve´rifie la relation :
(x(t), z(t)) = Φt(x
∞(t), z˜(t)).
Les de´veloppements explicites en B-se´ries de toutes ces fonctions sont connus. Ces re´sultats sont repre´sente´s sur la
Figure 7.
Φ−10
(x0, z0) −→ (x
ε
0, z0)
Flot
y de (0.2.1) Floty de (0.2.28)
(x(t), z(t)) ←− (x∞(t), z˜(t))
Φt
Figure 7: Forme normale et e´quation exacte.
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Ensuite, nous expliquons comment imple´menter le calcul de coefficients de B-se´ries en Maple, c’est-a`-dire
comment calculer une compose´e ou un inverse de B-se´ries, de manie`re a` e´valuer syste´matiquement les coefficients
qui apparaissent dans l’e´tude de (0.2.1) mene´e ci-dessus.
Enfin, ces re´sultats sont illustre´s par deux exemples : l’un avec n = m = 1, l’autre avec n = 2 et m = 1. Les
B-se´ries sont tronque´es a` l’ordre 3. Le changement de condition initiale Φ−10 est calcule´, puis (x
∞(t), z∞(t)) la
solution sur la varie´te´ centrale est imple´mente´e et compare´e a` (x(t), z(t)). L’erreur est de la formeO
(
e−µt + ε4
)
.
Ensuite, la forme normale (x∞(t), z˜(t)) est calcule´e, ainsi que le changement de variable Φt et on montre que
Φt(x
∞(t), z˜(t)) est une approximation en O(ε4) de (x(t), z(t)).
Chapter 1
A fast time dependent center manifold
1
2 CHAPTER 1. A FAST TIME DEPENDENT CENTER MANIFOLD
1.1 A fast time dependent center manifold theorem: existence and approx-
imation results
We study a differential system of the form:
x˙ = F
(
x, z, tε
)
, x(0) = x0 ∈ Rn
z˙ = 1εB
(
t
ε
)
z +G
(
x, z, tε
)
, z(0) = z0 ∈ Rm
, (1.1.1)
with F and G smooth functions1, with a smooth dependence in ε. The transport operator B is related to an expo-
nentially decreasing resolvent. The functions are T -periodic in θ = tε , and we denote T = [0, T ].
In subsection 1.1.1 we prove (Theorem 1.1.2) that, associated with any system of the form (1.1.1), there is a
fast time dependent center manifold. This means that for ε small enough there exists a function hε = hε(x, θ),
periodic in θ = tε , such that if z(0) = hε(x(0), 0) (i.e. z(0) belongs to the center manifold initially) then for all
subsequent times t we have z(t) = hε
(
x(t), tε
)
(i.e. z(t) belongs to the tε -dependent center manifold for all times).
The θ-dependent set {(x, z) ∈ Rn×Rm such that z = hε(x, θ)} is called the fast time dependent central manifold,
owing to the fact that it is a center manifold which varies with the fast time θ = tε .
In subsection 1.1.2 (Theorem 1.1.4) we prove that the central manifold in fact attracts all solutions to the above
system, with an exponentially small convergence rate of size exp(−c tε ) for some c > 0. In other words, even if
the initial data do not satisfy the relation z(0) = hε(x(0), 0), the solution (x, z) will nevertheless be exponentially
close, to within exp(−c tε ), to a solution (xh, zh) to the reduced system
x˙h = F
(
xh, hε
(
xh,
t
ε
)
, tε
)
, xh(0) = x
ε
0
zh = hε
(
xh,
t
ε
) ,
with xε0 an altered initial data. We have thus removed the stiffness and reduced dimensionality of the problem, the
only remaining unknown being xh.
Remark 1.1.1 The obtention of an explicit expansion for xε0 will be one of the motivations of the work of Chap. 3.
In the first two chapters, we do not deal with this issue.
In subsection 1.1.3 we prove (Theorem 1.1.6) that hε can be approximated as
hε(x, θ) = h
0(x, θ) + ε h1(x, θ) + · · ·+ εrhr(x, θ) +O(εr+1) := h[r]ε (x, θ) +O(ε
r+1)
to within any order r+1, and the formulae can bemade explicit. Naturally, the solution (x, z) isO
(
exp(−c tε ) + ε
r+1
)
-
close to a solution (xh[r] , zh[r]) to the reduced system
x˙h[r] = F
(
xh[r] , h
[r]
ε
(
xh[r] ,
t
ε
)
, tε
)
, xh[r](0) = x
ε
0
zh[r] = h
[r]
ε
(
xh[r] ,
t
ε
) .
Subsection 1.1.4 is devoted to deriving the explicit values of the first few terms h0, h1, h2 in the above expansion.
1.1.1 Existence of a fast time dependent center manifold
Theorem 1.1.2 (Existence of a fast time dependent center manifold) Consider a differential system of the form
x˙ = F (x, z, θ) , x(0) = x0
θ˙ = 1ε , θ(0) = θ0
z˙ = 1ε B(θ)z +G (x, z, θ) , z(0) = z0,
(1.1.2)
1Throughout this text, the word ”smooth” will refer to a C∞ dependence in the relevant variables. In places however, we may sometimes
deal with Cr functions for some fixed integer r ≥ 1. This point will be discussed whenever it appears in the text.
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where the functions F and G are defined and C1 on Rn × Rm × T, the operator B(θ) on Rm is C1 and periodic,
and its resolvent R(t, s) satisfies
∀t ≥ s, ‖R(t, s)‖ ≤ C0 e
−µ0(t−s),
for some constants C0 ≥ 1 and µ0 > 0. In addition, assume that F and G are bounded, with bounded first
derivatives in (x, z, θ). Last, assume that F and G belong to C0(T;Cr(Rn × Rm) for some given integer r ≥ 1,
and that F , G have bounded derivatives w.r.t. (x, z) up to order r.
Then, there exists ε0 > 0, and a function hε(x, θ) ∈ C1(Rn×T)∩C0(T;Cr(Rn)), defined for all 0 < ε < ε0,
with the following property. For all x0 ∈ Rn and θ0 ∈ T, the solution (x(t), θ(t), z(t)) of (1.1.1) with initial
conditions
x(0) = x0, θ(0) = θ0, z(0) = hε(x0, θ0),
satisfies the relation, for all t,
z(t) = hε
(
x(t), θ0 +
t
ε
)
.
Proof:[of Theorem 1.1.2]
Our proof closely follows that of [Car81] in the case where the fast time dependence is not present. It also is
inspired by [Sak90]. Throughout this proof we denote byM and L real numbers such that
‖F (x, z, θ)‖ ≤M, ‖G(x, z, θ)‖ ≤M,
‖∂(x,z)F (x, z, θ)‖ ≤ L, ‖∂(x,z)G(x, z, θ)‖ ≤ L,
for any (x, z, θ), where ∂(x,z) denotes the Jacobian matrix with respect to (x, z).
First step. Center manifold as the fixed-point of an operator T .
Fix a smooth function
(x, θ) ∈ Rn × T 7→ h(x, θ).
Take initial values (x0, z0, θ0) ∈ Rn × Rm × T and denote by θ ≡ θ(t) ≡ θ(t, θ0), xh ≡ xh(t) ≡ xh(t, x0, θ0),
and zh ≡ zh(t) ≡ zh(t, x0, θ0), the solution components of the differential system
x˙h = F (xh, h(xh, θ), θ), xh(0, x0, θ0) = x0,
θ˙ = 1ε , θ(0, θ0) = θ0,
z˙h =
1
ε B(θ)zh +G(xh, h(xh, θ), θ), zh(0, x0, θ0) = z0.
(1.1.3)
Given that xh can be obtained independently of zh, zh can in turn be obtained as follows. UsingR(t, s) the resolvent
of the operator B(θ), and defining for brevity
Gh(s, x0, θ0) := G(xh(s, x0, θ0), h(xh(s, x0, θ0), θ0 + s/ε), θ0 + s/ε) (1.1.4)
the Duhamel formula provides
zh(t, x0, θ0) = R
(
θ0 +
t
ε
, θ0
)(
z0 + ε
∫ t
ε
0
R(θ0, θ0 + u)Gh(εu, x0, θ0) du
)
. (1.1.5)
Now, if we look for a center manifold, then the functionh is such that zh(t, x0, θ0) coincideswith h(xh(t, x0, θ0), θ0+
t
ε ) for all values of t, x0 and θ0. Therefore, the function zh(t, x0, θ0), whenever h is the seeked center manifold,
should be in particular bounded for all times provided xh(t, x0, θ0) is, and provided h(x, θ) is smooth in x and
periodic w.r.t. θ. As a consequence, the initial datum z0 in (1.1.5) can not be chosen freely but should rather be
an initial value that makes zh(t, x0, θ0) bounded for all times. The boundedness when t → +∞ is automatically
ensured (thanks to the exponential decay of the resolvent R), yet the boundedness as t → −∞ selects a unique
initial datum, namely2,
z0 = ε
∫ 0
−∞
R(θ0, θ0 + u)Gh(εu, x0, θ0) du (1.1.6)
2Note that here we implicitely use the Floquet Theorem for the resolvent R.
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and accordingly we recover
zh(t, x0, θ0) = ε
∫ t
ε
−∞
R
(
θ0 +
t
ε
, θ0 + u
)
Gh(εu, x0, θ0) du. (1.1.7)
All in all we finally define T h as the function which maps (x0, θ0) ∈ Rn × T to
(T h)(x0, θ0) = ε
∫ 0
−∞
R(θ0, θ0 + u)Gh(εu, x0, θ0) du, (1.1.8)
where Gh is given by formula (1.1.4), and T is now defined as an operator on functions h. We have shown up to
now that if h defines a center manifold, then h necessarily is a fixed point of T .
Let us show conversely that if h is a fixed point of T , then the initial relation zh(0, x0, θ0) = h(x0, θ0) implies
zh(t, x0, θ0) = h(xh(t, x0, θ0), θ0 +
t
ε ) for all subsequent times t. To this aim, we fix x0 and θ0 and use the
definition of T to rewrite the identity h = T h, namely
h
(
xh(t, x0, θ0), θ0 +
t
ε
)
= ε
∫ 0
−∞
R
(
θ0 +
t
ε
, θ0 +
t
ε
+ u
)
Gh
(
εu, xh(t, x0, θ0), θ0 +
t
ε
)
du.
Owing to the group law
∀(t, t′), xh
(
t′, xh(t, x0, θ0), θ0 +
t
ε
)
= xh(t+ t
′, x0, θ0),
we have, using the definition (1.1.4) of Gh, the relation
Gh
(
εu, xh(t, x0, θ0), θ0 +
t
ε
)
= Gh(εu+ t, x0, θ0),
which leads to
h
(
xh(t, x0, θ0), θ0 +
t
ε
)
= ε
∫ 0
−∞
R
(
θ0 +
t
ε
, θ0 +
t
ε
+ u
)
Gh (εu+ t, x0, θ0) du
= ε
∫ t
ε
−∞
R
(
θ0 +
t
ε
, θ0 + u
)
Gh(εu, x0, θ0) du
= zh(t, x0, θ0),
and the last equality follows from (1.1.7).
Second step. The operator T maps F to F .
Define F as the functional space
F =
{
h ∈ C1(Rn × T;Rm), such that ‖h‖∞ ≤ 1 and ‖∂xh‖∞ ≤ 1
}
where ‖∂xh‖∞ = ‖∂xh‖L∞(Rn×T,L(Rn,Rm)). We want to show that T maps F to itself.
Given h ∈ F and the definition (1.1.8) of T h, we have for all (x0, θ0) ∈ Rn × T
‖T h(x0, θ0)‖ ≤ ε
∫ 0
−∞
‖R(θ0, θ0 + u)‖ ‖Gh(εu, x0, θ0)‖ du
≤ ε
∫ 0
−∞
C0 e
µ0u ‖G(xh(εu, x0, θ0), h(xh(εu, x0, θ0), θ0 + u), θ0 + u)‖ du
≤ ε
∫ 0
−∞
C0 e
µ0uM du = C0 ε
M
µ0
≤ 1,
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provided ε ≤ µ0/(C0M).
On the other hand, since h, F , andG are periodic w.r.t. θ, it is clear that xh andGh are periodic w.r.t. θ0. Since
R(θ0, θ0 + u) is periodic w.r.t. θ0, it comes that T h is periodic w.r.t. θ0. Similarly, the C1 smoothness of T h,
provided h ∈ C1, is clear.
It remains to prove that ‖∂x(T h)‖∞ ≤ 1. To this aim, we first estimate the Jacobian of the flow ∂x0xh(t, x0, θ0).
From the variational equation we have
(∂x0xh)(t, x0, θ0) = Id +
∫ t
0
(
∂xF (xh, h(xh, θ0 + s/ε), θ0 + s/ε)) · ∂x0xh
+ ∂zF (xh, h(xh, θ0 + s/ε), θ0 + t/ε) · (∂xh)(xh, θ0 + s/ε) · ∂x0xh
)
ds.
Therefore, it follows
‖(∂x0xh)‖ ≤ 1 + 2L
∫
[0,t]
‖∂x0xh‖ ds,
(here [0, t] denotes either [0, t] if t ≥ 0 or [t, 0] if t ≤ 0) which, owing to Gronwall’s Lemma, leads to
∀t ∈ R, ‖∂x0xh(t, ., .)‖ ≤ e
2L|t|. (1.1.9)
Substituting this estimate into the equation obtained by differentiating T h we get
‖∂x0T h(x0, θ0)‖ ≤ C0ε
∫ 0
−∞
eµ0u‖∂xG · ∂x0xh + ∂zG · ∂xh · ∂x0xh‖ du,
where all arguments of h, xh, F and G are as in (1.1.8) and have been omitted for the sake of clarity. Using (1.1.9)
it then follows that
‖∂x0T h(x0, θ0)‖ ≤ 2C0 εL
∫ 0
−∞
eµ0ue2εL|u|du =
2C0 ε L
µ0 − 2 ε L
≤ 1,
provided µ0 − 2 ε L > 0, that is ε < µ0/(2L), and provided ε ≤ µ0/[(2C0 + 1)L].
Third step 3. Operator T is a contraction on F .
Consider h1 and h2 two functions belonging toF . The corresponding functions xh1 and xh2 satisfy the estimate
‖(xh1 − xh2)(t, x0, θ0)‖ ≤ L
∫
[0,t]
(
‖xh1 − xh2‖+ ‖h1(xh1 , θ0 + u)− h2(xh2 , θ0 + u)‖
)
du
where, once again, the arguments (u, x0, θ0) of xh1 and xh2 on the r.h.s have been omitted for brevity. It is
straightforward to write, say with θ = θ0 + u, that
‖h1(xh1 , θ)− h2(xh2 , θ)‖ ≤ ‖h1(xh1 , θ)− h1(xh2 , θ)‖ + ‖h1(xh2 , θ)− h2(xh2 , θ)‖
≤ ‖xh1 − xh2‖+ ‖h1 − h2‖∞.
Hence, we recover
‖(xh1 − xh2)(t, x0, θ0)‖ ≤ L |t| ‖h1 − h2‖∞ + 2L
∫
[0,t]
‖xh1 − xh2‖ du,
and by Gronwall’s Lemma we obtain
‖xh1(t, x0, θ0)− xh2(t, x0, θ0)‖∞ ≤ L |t| e
2L|t| ‖h1 − h2‖∞.
Consequently, we have
‖T h1(x0, θ0)− T h2(x0, θ0)‖ ≤ C0 ε L
∫ 0
−∞
eµ0u
(
‖xh1(εu, x0, θ0)− xh2(εu, x0, θ0)‖
+ ‖h1(xh1 (εu, x0, θ0), θ0 + u)− h2(xh2(εu, x0, θ0), θ0 + u)‖
)
du
≤ C0 ε L ‖h1 − h2‖∞
∫ 0
−∞
eµ0u
(
2L ε |u|e2εL|u| + 1
)
du
≤ C0 ε L
( 1
µ0
+
2L ε
(µ0 − 2εL)2
)
‖h1 − h2‖∞, (1.1.10)
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so that T : F → F is a contraction for small enough values of ε.
Hence T possesses a unique fixed point hε = hε(x, θ) ∈ C1, as asserted in Theorem 1.1.2.
Fourth step. Smoothness of hε.
The idea is to repeat the proof of the third step. We introduce the set
Fr = {h ∈ C0(T;Cr(Rn)), such that ‖h‖∞ ≤ 1 and ‖∂
k
xh‖∞ ≤ 1 for all k = 1, . . . , r}
Since all derivatives up to order r of F and G are bounded, inequality (1.1.10) is simply replaced by
‖∂kx(T h1(x0, θ0)− T h2(x0, θ0))‖
≤ C ε
(
‖h1 − h2‖∞ + ‖∂x(h1 − h2)‖∞ + . . .+ ‖∂
k
x(h1 − h2)‖∞
)
,
where C is a constant that does ont depend on ε, and the norm used is the induced norm on k-linear functions.
By choosing ε small enough, we again obtain a contraction map. The smoothness of the fixed point hε in x thus
follows. 
Remark 1.1.3 The function hε also depends smoothly on ε, as it is obtained as the limit of the convergent iteration
hε = limk→∞ T kh0 from a ε-independent h0. It is thus C∞ w.r.t. ε.
1.1.2 Exponential convergence of all solutions towards the fast time dependent center
manifold
In this section we prove that when the initial conditions do not fulfill the requirement z(0) = hε(x(0), 0), then the
exact solution of the differential system (1.1.2) nevertheless goes exponentially fast to the center manifold. The
precise statement is the following.
Theorem 1.1.4 (Error relative to the center manifold) Consider the system (1.1.2) in Theorem 1.1.2, and assume
all assumptions in this Theorem are fulfilled. For any 0 < ε ≤ ε0, where ε0 is as in Theorem 1.1.2, denote by x(t)
and z(t) the solutions of system (1.1.2) with prescribed initial values (x0, z0, θ0). Fix some µ > 0 such that µ < µ0.
Then, there is an ε1 satisfying 0 < ε1 ≤ ε0, there exists a constant C > 0 (independent of ε and T∞ below),
such that for any 0 < ε ≤ ε1, the following holds.
1. Exponential convergence towards the center manifold.
∀t ≥ 0,
∥∥∥∥z(t)− hε(x(t), θ0 + tε
)∥∥∥∥ ≤ C e−µt/ε.
2. Shadowing principle.
Pick up an arbitrary T∞ > 0. There exists an altered initial data x
ε
0 (implicitely depending on T∞), such
that the solution components of the reduced system
dxh
dt
= F
(
xh, hε
(
xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
xh(0) = x
ε
0
zh(t) = hε
(
xh(t), θ0 +
t
ε
)
satisfy the following error estimate
∀t ∈ [0, T∞], ‖z(t)− zh(t)‖ + ‖x(t)− xh(t)‖ ≤ Ce
−µt/ε.
Moreover, if the original solution x(t) to (1.1.2) turns out to be bounded on R+, we can take T∞ = +∞ in
the above estimate.
Remark 1.1.5 The stiff, fast-oscillating, n+m dimensional system (1.1.2), with unknowns (x(t), z(t)), coincides
up to exponentially small terms with the above reduced system with unknown xh, a non-stiff, n dimensional system,
where the fast oscillations are kept (eventually they will be taken care of through standard averaging techniques).
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Proof:[of Theorem 1.1.4]
Proof of the first statement.
By construction of the functionhε, we know that any solution (x˜(t), z˜(t), θ˜(t)) to (1.1.2)with z˜(0) = hε(x˜(0), 0)
satisfies z˜(t) = hε
(
x˜(t), θ˜(0) + tε
)
for all times. Hence, differentiating this last expression w.r.t. time immediately
gives the relation
∂t
(
hε
(
x˜(t), θ˜(0) +
t
ε
))
=
1
ε
B
(
θ˜(0) +
t
ε
)
z˜(t) +G
(
x˜(t), z˜(t), θ˜(0) +
t
ε
)
and, inserting the differential equation satisfied by x(t), next letting the initial data (x0, θ0) take any value inR
n×T,
eventually provides that for any x ∈ Rn and any θ ∈ T, we have
1
ε
∂θhε(x, θ) + ∂xhε(x, θ)F (x, hε(x, θ), θ) =
1
ε
B(θ)hε(x, θ) +G(x, hε(x, θ), θ). (1.1.11)
Coming back to the selected solution (x(t), z(t)) to (1.1.2) that is referred to in Theorem 1.1.4, we compute the
time derivative of the function hε(x(t), θ0 +
t
ε ). Using the above relation immediately gives
d
dt
[
hε
(
x(t), θ0 +
t
ε
)]
=
1
ε
B
(
θ0 +
t
ε
)
hε
(
x(t), θ0 +
t
ε
)
+G
(
x(t), hε
(
x(t), θ0 +
t
ε
)
, θ0 +
t
ε
)
.
The Duhamel formula then leads to
z(t)− hε
(
x(t), θ0 +
t
ε
)
= R
(
θ0 +
t
ε
, θ0
)
(z0 − hε (x0, θ0))
+ ε
∫ t
ε
0
R
(
θ0 +
t
ε
, θ0 + u
)
∆G(εu) du
where we define
(∆G)(εu) := G(x(εu), z(εu), θ0 + u)−G(x(εu), hε (x(εu), θ0 + u) , θ0 + u).
Using the fact that G is globaly Lipschitz in z (with Lipschitz constant L), together with the exponential decay of
the resolventR (with constants C0 and µ0), we then obtain the following inequality∥∥∥∥z(t)− hε(x(t), θ0 + tε
)∥∥∥∥ ≤ C0 e−µ0 tε ‖z0 − hε(x0, θ0))‖+ C0ε ∫ tε
0
e−µ0(
t
ε−u) ‖(∆G)(εu)‖ du
≤ C0 e
−µ0
t
ε ‖z0 − hε(x0, θ0))‖
+ C0 L ε
∫ t
ε
0
e−µ0(
t
ε−u)‖z(εu)− hε(x(εu), θ0 + u)‖ du.
The Gronwall Lemma applied to the function e+µ0
t
ε ‖z(t)− hε(x(t), θ0 +
t
ε )‖ provides∥∥∥∥z(t)− h(x(t), tε
)∥∥∥∥ ≤ C0 exp(−(µ0 − C0 ε L) tε
)
‖z0 − hε(x0, θ0)‖.
The first statement of the Theorem follows, upon taking 0 < µ < µ0 − εCL with 0 < ε < µ/(C0 L).
Proof of the second statement.
We fix T∞ > 0. We denote
x∞ := x(T∞),
where (x(t), z(t)) is, as before, the selected solution to (1.1.2) that is referred to in Theorem 1.1.4. The function
x 7→ F (x, hε(x, θ), θ) being globally Lipschitz w.r.t. x, the backwards system, with initial datum at t = T∞,
x˙h = F
(
xh, hε
(
xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
, xh(T∞) = x∞, (1.1.12)
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possesses a unique (global) solution xh(t). We set
xε0 := xh(0),
with xh(t) as above. In this perspective, xh(0) is thus deduced from a scattering solution, whose initial datum is
defined from its value at the final time T∞. With these definitions at hand, proving the second part of the Theorem
reduces to proving that x(t) − xh(t) is exponentially small. To do so, we rewrite the differential equation satisfied
by x(t) as
x˙(t) = F
(
x(t), hε
(
x(t), θ0 +
t
ε
)
, θ0 +
t
ε
)
+ δ(t)
where
δ(t) := F
(
x(t), z(t), θ0 +
t
ε
)
− F
(
x(t), hε
(
x(t), θ0 +
t
ε
)
, θ0 +
t
ε
)
.
According to the – already proved – first statement of Theorem 1.1.4, we have
‖δ(t)‖ ≤ L ‖z(t)− hε(x(t), θ0 +
t
ε
)‖ ≤ C L e−µt/ε,
for some C > 0, where 0 < µ < µ0 is fixed. Thus, writing
x˙− x˙h = F
(
x, hε
(
x, θ0 +
t
ε
)
, θ0 +
t
ε
)
− F
(
xh, hε
(
xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
+ δ(t),
using the initial datum x(T∞) = xh(T∞) at t = T∞, and integrating backwards from T∞ to t whenever 0 ≤ t ≤
T∞, provides
‖x(t)− xh(t)‖ ≤ L
∫ T∞
t
[
(1 + ‖∂xhε‖∞) ‖x(u)− xh(u)‖+ C L e
−µu/ε
]
du
≤ C1
∫ T∞
t
‖x(u)− xh(u)‖ du+ C2 ε e
−µt/ε,
for some constants C1, C2, independent of ε and T∞. The Gronwall Lemma provides
‖x(t)− xh(t)‖ ≤ C2 ε e
−µt/ε + C1
∫ T∞
t
eC1(t−s) C2 ε e
−µs/ε ds
≤ C2 ε
(
e−µt/ε +
C1 ε
µ+ C1 ε
eC1t e−(µ+C1 ε)
t
ε
)
.
It follows, taking some 0 < ν < µ, that there is a constant C > 0, independent of ε and T∞, such that, for any
t ∈ [0, T∞], we have as desired
‖x(t)− xh(t)‖ ≤ C e
−ν tε .
Now, in the special case where the original solution x(t) to (1.1.2) is bounded on [0,+∞[, we can somewhat
pursue the above analysis, as follows. Taking a sequence of values of T∞ that go to +∞, we may assume that the
sequence of values x(T∞) converges towards some x∞. This produces a sequence of functions xh,T∞(t) as above,
whose dependence on T∞ is stressed explicitely, and we have for each T∞ the relation
∀t ∈ [0, T∞], ‖x(t)− xh,T∞(t)‖ ≤ C e
−ν tε ,
where 0 < ν < µ0 is fixed but arbitrary. This produces a sequence of values xh,T∞(0) that is automatically
bounded, thanks to the above estimate. We may therefore assume that xh,T∞(0) goes to some x
ε
0 as T∞ →∞. We
now set xh(t) as the solution to the differential system
x˙h = F
(
xh, hε
(
xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
, xh(0) = x
ε
0. (1.1.13)
It is clear that xh,T∞(t) goes to xh(t) on compact sets. We deduce (upon fixing the value of t, e.g.) that
∀t ≥ 0, ‖x(t)− xh(t)‖ ≤ C e
−ν tε ,
where the constants C and ν are unchanged. The result follows in the case T∞ = +∞. 
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1.1.3 Approximation of the center manifold
In this section, we show that the function hε can be expanded in powers of ε up to every order k ≤ r, where each
coefficient-function can be computed recursively.
Theorem 1.1.6 (Approximation of hε) Under the assumptions and notations of Theorem 1.1.2 and 1.1.4, the fol-
lowing statements hold true.
1. The function hε satisfies the following partial differential equation for all x ∈ Rn and all θ ∈ T
1
ε
(
∂θhε(x, θ) −B(θ)hε(x, θ)
)
= G(x, hε(x, θ), θ) − ∂xhε(x, θ)F (x, hε(x, θ), θ) . (1.1.14)
2. The terms of the formal expansion hε = εh
1 + ε2h2 + · · · of hε, where the h
n’s are independent of ε, are
defined in a unique way by an equation of the form
∀n ∈ N, (∂θ −B(θ)) h
n+1 = Jn(x, θ)
where Jn depends only on derivatives of F andG up to order n, whenever n ≤ r. Furthermore, the function
h[r]ε := εh
1 + ε2h2 + · · ·+ εrhr
satisfies equation (1.1.14) up to an error term of size εr and one has the following estimate for some positive
constant Cr
‖hε − h
[r]
ε ‖∞ ≤ Cr ε
r+1. (1.1.15)
Proof:[of Theorem 1.1.6]
The validity of PDE (1.1.14) has been already established in the course of the proof of Theorem 1.1.4, see
(1.1.11). Hence only the second statement is to be proved.
We now look for an expansion of hε in powers of ε of the form
hε(x, θ) = h
0(x, θ) + εh1(x, θ) + · · ·+ εnhn(x, θ) + · · ·
To obtain candidate functions hn’s, we insert the previous expression into equation (1.1.14) and equate like powers
of ε. At order ε−1, this gives the homologic equation
B(θ)h0(x, θ) = ∂θh
0(x, θ).
To solve this equation, and forthcoming analogous equations satisfied by the hn’s, we argue as follows. This is an
homogeneous linear differential equation in θ, whose solution can be expressed as h0(·, θ) = R(θ, 0)h0(·, 0). The
initial condition h0(·, 0) is a priori not prescribed, however h0 is assumed periodic in θ. Therefore we necessarily
have (Id − R(T, 0))h0(., 0) = 0. The estimate ‖R(θ, 0)‖ ≤ C0e
−µ0θ provides the invertibility of the operator
(Id−R(T, 0)). We deduce
h0 ≡ 0. (1.1.16)
We next proceed to derive the equation satisfied by h1. It reads
B(θ)h1(x, θ) +G(x, 0, θ) = ∂θh
1(x, θ),
which implies h1(·, θ) = R(θ, 0)h1(·, 0)+
∫ θ
0
R(θ, ϕ)G(x, 0, ϕ) dϕ. For h1 to be periodic with period T , we need
(Id − R(T, 0))h1(·, 0) =
∫ T
0
R(T, ϕ)G(x, 0, ϕ) dϕ. This selects the only possible choice for h1(.0). After easy
computations we recover
h1(·, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ)G(x, 0, ϕ) dϕ. (1.1.17)
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In other words, introducing the nonlocal operator
S : v = v(θ) 7→ S(v)(θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ) v(ϕ) dϕ, (1.1.18)
we have
h1(x, θ) = S (G(x, 0, ·)) (θ).
We may informally write
S = (∂θ −B(θ))
−1
,
in that for each periodic function v, operator S selects the unique periodic solution w to (∂θ −B(θ))w = v.
More generally, assuming h1, . . ., hn are known, the function hn+1 satisfies an equation of the form
B(θ)hn+1(x, θ)− ∂θh
n+1(x, θ) = Jn(x, θ)
where Jn contains various derivatives of F and G up to order n w.r.t. x only, and is periodic w.r.t. θ. The same
arguments as above allow to conclude that
hn+1(·, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ T
θ−T
R(0, ϕ)Jn(x, ϕ) dϕ,
or, in other words,
hn+1(·, θ) = S (Jn(x, ·)) (θ),
which, given the assumptions on F andG, provides a function hn+1 which is bounded and has bounded derivatives
w.r.t. x up to order r − n.
Consider now the truncated expansion h
[r]
ε = εh1+ . . .+εrhr of hε, where r is fixed. The function h
[r]
ε satisfies
the partial differential equation (1.1.14)
1
ε
B(θ)h[r]ε (x, θ) +G(x, h
[r]
ε (x, θ), θ) = ∂xh
[r]
ε (x, θ)F
(
x, h[r]ε (x, θ), θ
)
+
1
ε
∂θh
[r]
ε (x, θ) + δε(x, θ), (1.1.19)
up to a defect δε(x, θ) which is a continuous function fromR
n×T intoRm thanks to the previous observations, and
which is by construction bounded byC εr for some constantC > 0 independent of ε, in the norm of continuous and
bounded functions of (x, θ). Let us now introduce xh(t) ≡ xh(t, x0, θ0) as the solution on the central manifold,
i.e. the solution of equation (1.1.3), and consider zh[r](t) := h
[r]
ε (xh(t), θ0 +
t
ε ), seen as an approximation of
zh(t) := hε(xh(t), θ0 +
t
ε ) defined in (1.1.3). We have, using (1.1.19) and the chain rule,
dzh[r](t)
dt
=
1
ε
B
(
θ0 +
t
ε
)
zh[r](t) +G (xh(t), zh[r](t))− δε
(
xh(t), θ0 +
t
ε
)
, (1.1.20)
where we have omitted the arguments (t, x0, θ0) of xh for brevity. Proceeding as in Theorem 1.1.2 (both h and h˜
are bounded by construction), i.e. using the Duhamel formula in (1.1.20) to express zh[r](t) as a function of zh[r](0),
and expressing the necessary boundedness of zh[r](t) as t→ −∞, eventually provides, as in (1.1.6), the relation
zh[r](0) = ε
∫ 0
−∞
R(θ0, θ0 + u) [G (xh(εu), zh[r](εu))− δε (xh(εu), θ0 + u)] du.
Remembering the analogous relation
zh(0) = ε
∫ 0
−∞
R(θ0, θ0 + u) [G (xh(εu), zh(εu))] du,
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using zh[r](0) = h
[r]
ε (x0, θ0) and zh(0) = hε(x0, θ0), and taking differences, eventually provides
‖∆hε(x0, θ0)‖ := ‖hε(x0, θ0)− h
[r]
ε (x0, θ0)‖
≤ C0 ε
∫ 0
−∞
eµ0s [L ‖zh(εu)− zh[r](εu)‖+ C ε
r] du
≤ C C0 µ
−1
0 ε
r+1 + C0 L ε
∫ 0
−∞
eµ0s ‖hε(xh(εu))− h
[r]
ε (xh(εu))‖ du
≤ C C0 µ
−1
0 ε
r+1 + C0 Lµ
−1
0 ε ‖∆hε‖∞.
Therefore, providedC0 Lµ
−1
0 ε < 1 we recover
‖hε(x0, θ0)− h
[r]
ε (x0, θ0)‖ ≤
C C0 µ
−1
0
1− C0 Lµ
−1
0 ε
εr+1.
Estimate (1.1.15) of the Theorem follows. 
Associated with the previous Theorem, the following convergence result is natural.
Theorem 1.1.7 (Shadowing principle for the truncated system) Under the asumptions and notation of Theorem
1.1.4, pick up T∞ > 0 and take the associated modified initial data x
ε
0. Let (x(t), z(t)) be the solution of (1.1.2).
Define xh[r] as the solution of following differential system, called ”truncated system” in the sequel,
dxh[r]
dt
= F
(
xh[r] , h
[r]
ε
(
xh[r] , θ0 +
t
ε
)
, θ0 +
t
ε
)
,
xh[r](0) = x
ε
0,
and define zh[r](t) = h
[r]
ε
(
xh[r](t),
t
ε
)
, where h
[r]
ε = εh1 + · · ·+ εrhr is as in Theorem 1.1.6.
Then, we have the following estimate
∀t ∈ [0, T∞], ‖z(t)− zh[r](t)‖+ ‖x(t)− xh[r](t)‖ ≤ C
(
εr+1 + e−µt/ε
)
,
where C > 0 and 0 < µ < µ0 are constants independent of t and ε. Moreover, if the solution x is bounded on R
+,
we can take T∞ = +∞ in the above estimate.
Proof: The result follows directly from Theorem 1.1.4 and from estimate (1.1.15). 
1.1.4 Derivation of the first few terms of the expansion in the general case
In this subsection, we derive the explicit expressions of the first two terms h1 and h2 of the expansion of hε =
εh1 + ε2h2 + · · · .
We have already shown in the course of Theorem 1.1.6 that h0 ≡ 0 and that h1 is given, see (1.1.17), by the
equation
h1(x, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ)G(x, 0, ϕ) dϕ,
or, in other words,
h1(x, θ) = S (G(x, 0, ·)) (θ),
where the nonlocal operator S = (∂θ −B(θ))
−1
is defined in (1.1.18).
Now, the equation at order 1 in ε gives
∂θh
2 = B(θ)h2 + ∂zG(x, 0, θ) · h
1 − ∂xh
1 · F (x, 0, θ)
=: B(θ)h2 + J1(x, θ),
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where we use the notation of the proof of Theorem 1.1.6, and we define
J1(x, θ) = ∂zG(x, 0, θ) · h
1(x, θ) − ∂xh
1(x, θ) · F (x, 0, θ). (1.1.21)
Eventually we arrive at
h2(x, θ) = R(θ, 0)(Id−R(T, 0))−1
∫ θ
θ−T
R(0, ϕ)J1(x, ϕ) dϕ,
or, in other words,
h2(x, θ) = S (J1(x, ·)) (θ),
where J1 is given by (1.1.21), or equivalently by
J1(x, θ) = ∂zG(x, 0, θ) · S (G(x, 0, ·)) (θ) − S (∂xG(x, 0, ·)) (θ) · F (x, 0, θ).
Associated with these values of h0, h1, and h2, we are now in position to write the few first reduced systems
associated with the original (1.1.2), i.e. associated with x˙ = F (x, z, tε ), z˙ =
1
εB(
t
ε )z + G(x, z,
t
ε ). They read as
follows.
The zeroth order reduced system is  x˙(t) = F
(
x(t), 0,
t
ε
)
,
with z(t) = 0.
It provides a dynamics which approximates that of (1.1.2) to within O(ε+ exp(−µ tε )).
The first order reduced system is
x˙(t) = F
x(t),
=ε h1(x(t), tε )︷ ︸︸ ︷
ε S (G(x(t), 0, ·))
(
t
ε
)
,
t
ε
 ,
with z(t) = ε S (G(x(t), 0, ·))
(
t
ε
) (
= ε h1(x(t), tε )
)
,
with S = (∂θ −B(θ))
−1
, see (1.1.18). It provides a dynamics which approximates that of (1.1.2) to within
O(ε2 + exp(−µ tε )).
The second order reduced system is
x˙(t) = F
(
x(t), ε h1
(
x(t),
t
ε
)
+ ε2 h2
(
x(t),
t
ε
)
,
t
ε
)
,
with z(t) = ε h1
(
x(t),
t
ε
)
+ ε2 h2
(
x(t),
t
ε
)
,
where h1(x, θ) = S (G(x, 0, ·)) (θ) and h2(x, θ) = ∂zG(x, 0, θ)·S (G(x, 0, ·)) (θ)−S (∂xG(x, 0, ·)) (θ)·F (x, 0, θ),
and S = (∂θ −B(θ))
−1
, see (1.1.18). It provides a dynamics which approximates that of (1.1.2) to within
O(ε3 + exp(−µ tε )).
1.2 Averaging out the remaining oscillations
Up to now we have successively reduced our original model (1.1.1)
dx
dt
= F
(
x, z,
t
ε
)
,
dz
dt
=
1
ε
B
(
t
ε
)
+G
(
x, z,
t
ε
)
,
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to a system of the reduced form
dxh
dt
= F
(
xh, hε
(
xh,
t
ε
)
,
t
ε
)
.
We are thus left with a differential system with periodic, fastly oscillating coefficients. This is amenable to a
(standard) averaging procedure. Note in passing that, since hε can be expanded as h
0+εh1+ · · ·+εrhr+O(εr+1),
we may as well expand the right-hand-side of the above equation F (x, hε(x,
t
ε ),
t
ε ) = F0(x,
t
ε )+εF1(x,
t
ε )+ · · ·+
εr−1 Fr−1(x,
t
ε ) +O(ε
r), with the assumed Cr smoothness of the coefficients.
In this section we prove that our system can be approximated by an autonomous system of the form
dxav
dt
= F˜ε(xav),
where F˜ε = F˜0+ ε F˜1+ ε
2 F˜2+ · · · can be computed explicitely. Though this is an easy result now, it nevertheless
is the final result of our analysis: we have eventually removed both stiffness and fast oscillations in our original
model (1.1.1). Besides, we provide explicit formulae for the first few terms of this expansion.
1.2.1 The averaging theorem
The following averaging Theorem is standard.
Theorem 1.2.1 (Averaging Theorem – borrowed from [Cha13]) Consider a highly oscillatory differential sys-
tem of the form of the form
dx
dt
= Fε
(
x,
t
ε
)
, x(0) = x0, (1.2.1)
where Fε(x, θ) is smooth in the sense that for each ε we have Fε(x, θ) ∈ C0(θ ∈ T;Cr(x ∈ Rn)), for some given
r ≥ 1, with globally bounded derivatives up to order r. Lastly, assume Fε can be expanded in powers of ε as
Fε(x, θ) = F0(x, θ) + εF1(x, θ) + . . .+ ε
r−1Fr−1(x, θ) +O(ε
r),
where the remainder term holds in the topology of C0(T;C1(Rn)).
Then, the following holds. For all T∞ > 0, there exists ε0 > 0 such that for all ε < ε0, there exists a change
of variables Φ˜εθ = Id + O(ε) ∈ C
0(T;Cr(Rn)), and a function F˜ ε(x) = F˜0(x) + ε F˜1(x) + . . ., belonging to
Cr(Rn), with bounded derivatives up to order r, such that the following holds. Introduce xav(t) as the solution to
dxav
dt
= F˜ε(xav), xav(0) = x0.
We have
∀t ∈ [0, T∞] , ‖x (t)− Φ˜
ε
t
ε
(xav(t)) ‖ ≤ C ε
r, (1.2.2)
for some C > 0 independent of ε. The expansions Φ˜εθ = Id + εΦ˜
1
θ + · · · and F˜
ε = F˜0 + ε F˜1 + · · · can be
explicitely performed up to orderO(εr) in the topology of C0(T;C1(Rn)) resp. C1(Rn).
Remark 1.2.2 There are variants of this statement which lead to exponentially small errors terms of the size
O(exp(−c/ε)) for some c > 0. We do not dwell on that aspect later. We simply refer to [Cha13] for the cor-
responding averaging statements.
Remark 1.2.3 The following formulae are proved in [Cha13]
F˜0(x) =
1
T
∫ T
0
F0(x, θ) dθ,
F˜1(x) =
1
T
∫ T
0
F1(x, θ) dθ −
1
2T
∫ T
0
∫ θ
0
[F0(x, θ
′), F0(x, θ)] dθ
′ dθ
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where the Lie-bracket stands for
[F0(x, θ
′), F0(x, θ)] := ∂xF0(x, θ
′)F0(x, θ) − ∂xF0(x, θ)F0(x, θ
′).
With this notation, the approximate differential system naturally associated with
dx
dt
= Fε
(
x,
t
ε
)
, is thus
dxav
dt
= F˜0 (xav) , to zero order, and
dxav
dt
= F˜0(xav) + εF˜1(xav), to first order in ε.
1.2.2 Application to (1.1.1)
Combining Theorems 1.2.1, 1.1.7, 1.1.6, 1.1.4, and 1.1.2 eventually gives the following.
Theorem 1.2.4 (Averaging out the fast time dependent central manfold) Under the assumptions and notation
of Theorem 1.1.2, consider the system
x˙ = F (x, z, θ) , x(0) = x0
θ˙ = 1ε , θ(0) = θ0
z˙ = 1ε B(θ)z +G (x, z, θ) , z(0) = z0,
Pick up 0 < ε ≤ ε0, 0 < µ < µ0, 0 < T∞ < +∞, and define x
ε
0 as in Theorem 1.1.4.
Then, there is an ε1 satisfying 0 < ε1 ≤ ε0, there exists a constant C > 0, independent of ε. such that for any
0 < ε ≤ ε1, the following holds.
There exists a change of variables Φ˜εθ = Id +O(ε) on R
n, and a function F˜ ε(x) = F˜0(x) + ε F˜1(x) + . . . +
εr−1 F˜r−1(x), such that the solution of the reduced system
dxav
dt
= F˜ ε(xav), xav(0) = x
ε
0
satisfies the following error estimate
∀t ∈ [0, T∞], ‖x(t)− Φ˜
ε
t
ε
(xav(t)) ‖ ≤ C
(
e−µt/ε + εr
)
.
As a consequence of all the previously derived formulae we have, with the above notation
F˜0(x) =
1
T
∫ T
0
F (x, 0, θ) dθ, (1.2.3)
F˜1(x) =
1
T
∫ T
0
∂zF (x, 0, θ) [S (G(x, 0, .))] (θ) dθ
−
1
2T
∫ T
0
∫ θ
0
[F (x, 0, θ′), F (x, 0, θ)] dθ′ dθ (1.2.4)
where we recall that S = (∂θ −B(θ))
−1
and the Lie-bracket is
[F (x, 0, θ′), F (x, 0, θ)] := ∂xF (x, 0, θ
′)F (x, 0, θ)− ∂xF (x, 0, θ)F (x, 0, θ
′).
Here we have used the relation hε(x, θ) = εh
1(x, θ) + O(ε2) with the identity h1(x, θ) = S (G(x, 0, .)) (θ), and
we have written the first ordrer expansion F (x, hε(x), θ) = F (x, 0, θ) + ε∂zF (x, 0, θ)h
1(x, θ) +O(ε2).
Chapter 2
Application to a time dependent problem
of mixed migrations and population
dynamics
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2.1 Introduction
This chapter is concerned with the analytical study of the dynamics of a prey-predatormodel with spatial migrations
and is a follow-up of [CHL09], an article which itself had been motivated by the work [Pog98]. The model under
consideration takes into account both interactions between species and spatial migrations, and as such it is a strict
elaboration of more standard, purely time dependent ecological models, such as the Lotka-Volterra equations, which
we take as a paradigm throughout the present paper (but any nonlinear model for the basic demography on each site
would do). The key point is, we superimpose spatial migrations to the mere temporal demographic evolution. In
particular, a fundamental feature of the operating dynamics that we wish to mention right away is the occurrence of
two time-scales, accounting for the fact that spatial evolutions are vastly faster than demographical ones. The qual-
itative question is: how do the fast spatial migrations perturb the overall underlying slow Lotka-Volterra dynamics
(in particular the underlying cycles).
In this still simplified version, the space is discretized intoN distinct sites amongst which species move rapidly
(i.e. change from one site to another within, say, a few hours). These migrations are described by two linear
operators – of the linear Boltzmann type – corresponding to migrations of preys, on the one hand, and of predators,
on the other hand. We also assume, and this is a key point here, that the coefficients involved in the migrations
operators depend periodically on time in a highly-oscillatory way. One may think of preys and predators migrating
on the time scale of an hour, say, with migrations rates which vary on the same time scale, due to dayly variations
of the environment. This is typically the case for plancton, whose motion in the vertical direction depends on the
light brought by the sun during the day. In addition, and lastly, these operators are assumed to preserve the numbers
of individuals, so that migration and demographic terms remain independent in the equations (individuals can not
die while migrating). Note that the case when the time dependence of these coefficients is frozen is dealt with in
[Pog98] in the case of 2 sites, as well as [CHL09] in the case of continuously many sites.
Concerning the predator-prey interactions, we choose to describe the basic demographic evolution on each site
through a term of Lotka-Volterra type. The point is, the coefficients involved in the Lotka-Volterra system are
assumed to differ from one site to another, that is to say, spatial characteristics may vary (for instance owing to
more abundant food or more spots to hide implying a lower predation pressure, or so). Naturally, the overall effect
of demography only becomes apparent over intervals of time that can be gauged in weeks or months, say, rather than
the previously mentionned time-scale of several hours. For this reason, we introduce at once the small parameter ε
defined as the ratio between the two time-scales (time-scale of migrations vs. time-scale of demography).
The complete model shall be presented with full details in section 2.2. However, in this introductory section, it
is enlightening to describe it in an abstract and concise form as follows
d
dt
(populations)(t) =
1
ε
(migration term)
(
t
ε
)
· (populations)(t)+(predator− prey interactions)(t),
(2.1.1)
where the migration term is periodic in t/ε.
The aim of this work is to conduct an analysis of the dynamics in the limit ε→ 0 and to draw conclusions from
the resulting asymptotic model.
To do so, the qualititative difficulty is the following. The migration term tends to bring the population to an
”almost-equilibrium” that is reached within the fast time-scale t/ε, corresponding to vanishing migratory fluxes,
yet the underlying equilibrium in turn depends on the fast time-scale in a periodic way, and keeps on oscillating
while never being actually reached.
Our results are as follows. Mathematically speaking, and to deal with this specific situation, we first reduce the
original equations through several changes of variables to a form which is amenable to center manifold techniques.
This apparently harmless step turns out to be crucial in order to identify the dominant term in a kind of center
manifold approach (see section 2.3). More precisely, the point here is to separate a stiff, fast-oscillating, linear
term, with negative spectrum, and various non-stiff, nonlinear terms (possibly fast oscillating as well), which act at
higher order from a central manifold perspective.
Once this is done, and in a second step (see section 2.4), we use the Center Manifold Theorem proved in chapter
1 (see section 1.1) to deduce that the overall dynamics is roughly dictated by a reduced, fast time-dependent and
periodic differential system, governing the mere evolution of the total number of preys and predators (irrespective
of the sites).
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As a third step, we use the previous results to study the qualitative behaviour of the solution (see section 2.5). The
first terms of the expansion in ε are explicitely computed. The averaging techniques of section 1.2 are applied to this
example. The limiting dynamics is then computed, as well as its correctors at first orders. Eventually, a qualitative
analysis of the zero and first order averaged systems is performed.
In the last section, the full methodology is worked through for an example implying two sites (see section 2.6) . The
limit equations are shown to be of Lotka-Volterra type, with coefficients that are appropriate averages in space and
time of the original Lotka-Volterra coefficients and of the transfer operators. The lower order dynamics therefore
possesses cycles, and we show using the first order corrector that the cycles may be naturally destabilized in the
original fast-oscillating system. This eventually shows that fast spatial migrations may destabilize the underlying
Lotka-Volterra dynamics. Lastly, we show that the ”naive” methods consisting in taking the original system (2.1.1),
first averaging out (in time) the transfer operators, then performing a standard central manifold technique to obtain
a limiting dynamics, may give the wrong prediction in terms of the qualitative behaviour of the whole system as ε
goes to zero. In other words, the time-dependent manifold technique we develop here, followed by an averaging
procedure in time, are the necessary steps in order to recover the correct qualitative prediction in terms of ecological
aspects (e.g. extinction of survival of the species at hand).
2.2 Description of the model
We consider prey and predators evolving in a spatial domain that is the union ofN ∈ N∗ subdomains, usually called
”patches” in the ecological literature. We pick up a small dimensionless parameter ε expressing the ratio between
the time-scales of migrations and of demographic evolution, and denote by pεi (t), i ∈ [[1, N ]], the number of preys
occupying the ith site at time t, and by qεi (t), i ∈ [[1, N ]] the corresponding number of predators. Introducing the
vectors
pε(t) = (pε1(t), · · · , p
ε
N (t))
T ∈ RN and qε(t) = (qε1(t), · · · , q
ε
N (t))
T ∈ RN ,
the initial-value problem can be written as
dpε(t)
dt
=
1
ε
Kp
(
t
ε
)
pε(t) + f (pε(t), qε(t)) , pε(0) = p0,
dqε(t)
dt
=
1
ε
Kq
(
t
ε
)
qε(t) + g (pε(t), qε(t)) , qε(0) = q0,
(2.2.1)
whereKp andKq are time-dependent transport matrices defined by
(Kp(θ))i,j = σ
p
i,j(θ) for i 6= j, (Kp(θ))i,i = −
N∑
k=1
σpk,i(θ),
and by similar equations forKq . Here, the transfer rates σ
p
i,j(θ) and σ
q
i,j(θ) are the proportions of preys, respectively
predators, moving from site j to site i at time θ. These functions are assumed to satisfy the following key assumption
∀i 6= j, σpi,j(θ) is T -periodic with T = 2pi, (2.2.2)
∀i 6= j, ∀θ, σpi,j(θ) > 0, (2.2.3)
while σpi,j is assumed smooth in θ. The similar assumptions are made for σ
q
i,j(θ). Note that, as a direct conse-
quence of these assumptions, the vector 1 = (1, . . . , 1)T ∈ RN is a left-eigenvector of both Kp and Kq , namely
1
TKp(θ) = 1
TKq(θ) = 0. This translates the conservation of mass along spatial migrations: individuals do not
die along their spatial migrations. Besides, the periodicity assumption (2.2.2) corresponds to diurnal variations of
the migration coefficients, while the positivity assumption (2.2.3) ensures that populations actually migrate from
any site i to any site j at any time, a fact that evenually ensures existence of a (unique, time-dependent) equilibrium
repartition on the sites for each time θ, i.e. a unique right-eigenvector satisfying Kp(θ) peq(θ) = 0 and similarly
with ”q”, for each θ, as proved below – see Section 2.3.1.
As for the functions f and g, they model non-linear interactions of Lotka-Volterra type between species, namely
f = (f1, . . . , fN)
T , g = (g1, . . . , gN)
T ,
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where, for each site index 1 ≤ i ≤ N , we have
fi (p
ε(t), qε(t)) = ap,i p
ε
i (t)− bp,i p
ε
i (t) q
ε
i (t),
gi (p
ε(t), qε(t)) = −aq,i q
ε
i (t) + bq,i p
ε
i (t) q
ε
i (t). (2.2.4)
Here, coefficient ap,i is the birth-rate of preys on site i, while aq,i is the death-rate of predators on site i, and in the
same way, bp,i is the death-rate of preys on site i caused by the predators, while bq,i is the birth-rate of predators due
to the presence of preys. All those quantities are assumed non-negative. We also assume for simplicity that these
quantities do not depend on time, a harmless assumption. We will sometimes write (2.2.4) in the shorthand form
f (pε(t), qε(t)) = ap p
ε(t)− bp p
ε(t) qε(t),
g (pε(t), qε(t)) = −aq q
ε(t) + bq p
ε(t) qε(t),
where the notation app
ε, bpp
εqε, and so on, implicitely denote the componentwise vector products
ap p
ε := (ap,ip
ε
i )
N
i=1 ∈ R
N , bp p
ε qε := (bp,ip
ε
i q
ε
i )
N
i=1 ∈ R
N , and so on. (2.2.5)
The rest of this chapter is devoted to the analysis of the limit ε→ 0 in (2.2.1), under the above assumptions.
Note in passing that the mere existence of solutions to (2.2.1) is obvious for each fixed value of ε, in the sense
that for any ε > 0 there is a solution (pε(t), qε(t)) defined on some time interval [0, Tε] with Tε > 0. The fact that
there is a common T > 0 such that solutions to (2.2.1) exist on [0, T ] uniformly in ε is not clear at once. This fact
comes below as a byproduct of our analysis – see Corollary 2.3.6.
Remark 2.2.1 For the sake of simplicity, interactions between species are modeled here with constant coefficients
for the species interactions, namely ap,i does not depend on the slow time t nor on the fast periodic time t/ε, etc.
However, our results would remain truemutatis mutandis with time-dependent coefficients, that is in the case where
ap.i ≡ ap,i(t, t/ε), where ap.i(t, θ) is smooth on R× T,
and similarly for the other birth/death rates.
In the similar spirit, note that we retain here and throughout this chapter the Lotka-Volterra interaction terms
(2.2.4) as a paradigm which we fully analyze. Needless to say, any other basic nonlinear predator-prey model,
based on fixed smooth nonlinear interaction-terms f(p, q) and g(p, q), whose underlying ecological coefficients are
then assumed to both depend on the site i as well as on the slow time t and the fast time t/ε in a smooth and periodic
fashion, could be analyzed along the similar techniques. We do not dwell on that aspect later.
2.3 Analysis and reduction of the system
In this section we transform the original equations (2.2.1) into a form that is amenable to the center manifold
approach presented in Section 1.1, separating a fast variable for which relaxation to an almost-equilibrium occurs,
and a slow variable which eventually carries the global demographic evolution.
2.3.1 Main properties of the linear part of the system
In this subsection, we present the spectral properties of the transport operatorsKp andKq. They translate the above
mentionned relaxation towards an almost-equilibrium. Our main result in this paragraph is Proposition 2.3.2. It is
obtained using the generalized entropy method [Per07].
Proposition 2.3.1 (Spectral decomposition associated withKp andKq) For all θ ∈ T, the operator Kp(θ) ad-
mits 0 as a simple eigenvalue, while all other eigenvalues ofKp(θ) have a negative real part. The right-eigenvector
peq(θ) associated to 0 can be chosen as a smooth function w.r.t. θ, with positive entries, satisfying 1
T peq = 1.
Moreover the following property holds true, namely
∃β > 0, ∀θ ∈ T, ∀λ ∈ Sp(Kp(θ)) \ {0}, ℜ(λ) ≤ −2β.
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Besides, denoting
E0 = {z ∈ R
N , 1T z = 0} = {z ∈ RN ,
N∑
i=1
zi = 0},
we have
∀θ ∈ T, E0 ⊕ Span(peq(θ)) = R
N ,
and E0 is stable upon the action ofKp(θ).
The same properties hold for matrixKq , where the right-eigenvector associated with the simple eigenvalue 0 is
denoted by qeq(θ), and E0 is again a stable supplementary space.
Proposition 2.3.2 (Exponential decay of the resolvent ofKp andKq) Following the previous Proposition, de-
fine for each θ
K˜p(θ) : E0 → E0
as the linear operator induced byKp(θ) on the stable subspace E0. DefineRp(t, s) as the resolvent associated with
the variable coefficients matrix K˜p(θ), namely as the solution to
d
dt
Rp(t, s) = K˜p(t)Rp(t, s), Rp(s, s) = Id, (2.3.1)
Then, there exists µp > 0 and Cp ≥ 1 such that for any t ≥ s we have
‖Rp(t, s)‖ ≤ Cp e
−µp(t−s). (2.3.2)
The similar statements hold true for matrix K˜q(θ) and its resolvent Rq(t, s).
Remark 2.3.3 Note that Proposition 2.3.2 provides a reinforced version of Proposition 2.3.1, in that Proposition
2.3.1 asserts the fact that K˜p(θ) has a spectrum lying in {ℜ(z) ≤ −2β < 0} for any θ, while Proposition 2.3.2
asserts that the resolvent of K˜p(θ) has exponential decay.
Note also that Proposition 2.3.1 by no means implies Proposition 2.3.2, despite the fact that there is a fixed
supplementary space E0, independent of θ, which carries all negative eigenvalues of Kp(θ). The oscillations of
the equilibrium eigenspace Span(peq(θ)) as θ varies may destroy the expected exponential decay of the resolvent
Rp(t, s) in general. Only the specific structure of the migration operatorKp(θ) allows to recover Proposition 2.3.2,
thanks to the generalized entropy method [Per07],
Proof:[of Proposition 2.3.1]
The proof is classical. Fix θ ∈ T and denoteKp ≡ Kp(θ).
Relation 1TKp = 0 ∈ RN (conservation of mass) proves that 1 is an eigenvector of KTp associated with the
eigenvalue 0. On the other hand, taking λ > 0 large enough, matrix λId +KTp possesses only positive entries (due
to the positivity of the σpi,j’s). Besides, using again relation 1
TKp = 0 ∈ RN we deduce that for any i, the sum
of the entries of KTp on line i vanishes, so that the (positive) entries of λId + K
T
p on line i sum up to λ. Hence
the spectral radius ρ(λId + KTp ) is ≤ λ, and the previous observation provides ρ(λId + K
T
p ) = λ. The Perron-
Frobenius Theorem then asserts that ρ(λId +KTp ) = λ is a simple eigenvalue of λId +K
T
p . As a consequence,
removing the term λId, matrixKTp admits 0 as a simple eigenvalue, and all other eigenvalues ofK
T
p have real part
≤ −2β < 0 for some β > 0. Removing the transposition provides that 0 is a simple eigenvalue of Kp, and all
other eigenvalues have real part ≤ −2β < 0 as well. Lastly, applying again the Perron-Frobenius Theorem, we
observe that λId+Kp only possesses positive entries, and we deduce that the eigenspace ofKp associated with the
eigenvalue 0 is generated by some vector peq which only possesses positive entries, and which we may normalize
so as to ensure 1T peq = 0.
This proves the first part of the above statement for each fixed value of θ.
The smooth dependence of peq upon θ then stems form the smooth dependence ofKp upon θ, together with the
fact that the eigenvalue 0 has constant multiplicity 1 for any θ. The uniformity of the upper bound β above also
comes from the continuity ofKp upon θ ∈ T.
Lastly, the spectral decomposition E0 ⊕ Span(peq(θ)) = RN is obvious, since relation 1TKp = 0 ∈ RN
implies that for any x ∈ RN we haveKpx ∈ E0. 
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Proof:[of Proposition 2.3.2]
We use the generalized entropy method, see [Per07]. The proof is in several steps.
First step. Construction of a Floquet eigenproblem.
We first apply the Floquet theorem to Kp(θ), which is T -periodic in θ. The resolvent of Kp(θ), denoted
R(Kp)(t, s) to avoid confusion with the resolvent Rp(t, s) of K˜p(θ), is of the form P (t − s) exp((t − s)Ap) for
some T -periodic and invertible matrix P (θ) satisfying P (0) = Id, and for some constant coefficients matrix Ap.
Besides, standard ODE considerations show that the resolvent of Kp(θ) preserves componentwise positivity of
vectors in RN (this is a standard fact concerning linear Boltzmann-like operators). Therefore the Perron-Frobenius
theory applies and the spectral radius of R(Kp)(T, 0), namely of the resolvent of Kp(θ) over one period, is a
simple eigenvalue of R(Kp)(T, 0), for which there exists a unique associated eigenvector having positive entries
which sum up to one. Let µper be this spectral radius, and pper the associated eigenvector. We have by definition
µper = ρ(R(Kp)(T, 0)) = ρ(exp(TAp)).
Let us now prove that µper = 1. From the equality 1
TKp(θ) = 0, valid for any θ, it comes 1
T exp(TAp) = 1
T
and 1 is an eigenvalue of exp(TAp). Besides, taking λ > 0 large enough, the matrix Kp(θ) + λ has pos-
itive entries, uniformly in θ, hence so does the resolvent R(Kp + λId)(t, s) = R(Kp)(t, s) exp(λ(t − s)).
In particular exp(TAp) = R(Kp)(T, 0) has positive entries. Therefore by the Gershgorin Theorem we have
µper ≤ maxi
(
1
T exp(TAp)
)
i
and we deduce, using the equality 1T exp(TAp) = 1
T , that µper = 1.
From this comes the existence of a (unique) T -periodic solution p(θ) to the direct problem
d
dθ
p(θ) = Kp(θ) p(θ), with the normalization
∫ T
0
N∑
i=1
pi(θ)dθ = 1.
Indeed p(θ) is (up to normalization) equal to R(Kp)(θ, 0) pper, where pper is the above mentionned eigenvector
associated with µper = 1. The vector p(θ) has positive entries for any θ. Similarly, by a simple transposition, there
exists a (unique) T -periodic solution φ(θ) to the dual problem
d
dθ
φ(θ) = φ(θ)Kp(θ), with the normalization
∫ T
0
N∑
i=1
pi(θ)φi(θ) dθ = 1.
We actually have φ(θ) = 1T for any θ, and φ(θ) has positive entries for any θ as well.
In particular and for later convenience note that there is a constant c0 > 0 such that for any t ∈ [0, T ] and any
index i we have
0 < c0 ≤ pi(t) ≤ 1/c0 and 0 < c0 ≤ φi(t) ≤ 1/c0. (2.3.3)
Second step. The generalized entropy inequality.
The key point is to use the generalized entropy equality. It asserts, amongs others, that any solution x(t) to
dx(t)/dt = Kp(t)x(t), satisfies the equality
d
dt
(
N∑
i=1
φi(t) pi(t)
[
x˜i(t)
pi(t)
]2)
= −
N∑
i, j = 1,
i 6= j
φi(t) (Kp(t))i,j pj(t)
[
x˜j(t)
pj(t)
−
x˜i(t)
pi(t)
]2
, (2.3.4)
upon setting
x˜i(t) = xi(t)− ρpi(t), and ρ =
∫ T
0
N∑
i=1
xi(t)φi(t)
(
= T
N∑
i=1
xi(0)
)
. (2.3.5)
We refer to [Per07] for the proof, which turns out to be an explicit computation (the difficult point here is to introduce
the correct convex functional of interest, here the weighted, time-dependent l2 norm ‖.‖2 :=
∑
i φi(t)pi(t) (./pi(t))
2
,
that is based on the periodic solutions p(t) and φ(t)). In (2.3.5) we used φ(t) = 1T .
From (2.3.4) we deduce, setting c1 = mini6=j
(
mint∈[0,T ] σ
p
i,j(t)
)
> 0, (see assumptions (2.2.2)-(2.2.3)), the
bound
d
dt
(
N∑
i=1
φi(t) pi(t)
[
x˜i(t)
pi(t)
]2)
≤ −c1
N∑
i,j=1
φi(t) pj(t)
[
x˜j(t)
pj(t)
−
x˜i(t)
pi(t)
]2
. (2.3.6)
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Note that the vector x˜(t) in (2.3.6) satisfies the normalisation
∫ T
0
N∑
i=1
x˜i(t) dt = 0, thanks to the conditions satisfied
by p(t) and φ(t).
Next, we assert that there is a c2 > 0 such that any solution x(t) to dx(t)/dt = Kp(t)x(t) satisfies, with the
above notation, and for any t ∈ [0, T ] (i.e. over one period), the lower bound
N∑
i,j=1
φi(t) pj(t)
[
x˜j(t)
pj(t)
−
x˜i(t)
pi(t)
]2
≥ c2
(
N∑
i=1
φi(t) pi(t)
[
x˜i(t)
pi(t)
]2)
. (2.3.7)
We postpone the proof of (2.3.7) for the time being.
Putting together (2.3.6) and (2.3.7) provides, thanks to the Gronwall Lemma, that for any t ∈ [0, T ] and for any
solution to dx(t)/dt = Kp(t)x(t) we have(
N∑
i=1
φi(t) pi(t)
[
x˜i(t)
pi(t)
]2)
≤ exp(−c1 c2 t)
(
N∑
i=1
φi(0) pi(0)
[
x˜i(0)
pi(0)
]2)
. (2.3.8)
Iterating this estimate over [T, 2T ]with the new initial datum x(T ) and so on eventually provides that for any t ≥ 0
and for any solution to dx(t)/dt = Kp(t)x(t), estimate (2.3.8) holds true.
Third step. Proof of Proposition 2.3.2.
We now pick up an arbitrary solution x(t) to dx(t)/dt = Kp(t)x(t) with x(0) ∈ E0. Since by Proposition
2.3.1 the subspace E0 is stable under the action ofKp(θ) for any θ, it comes that x(t) actually satisfies dx(t)/dt =
K˜p(t)x(t) with x(0) ∈ E0. Hence x(t) = Rp(t, 0)x(0) with the notation of the Proposition.
On the other hand, inequality (2.3.8) implies, using the fact that x(t) ∈ E0, which in turn implies x˜(t) ≡ x(t),
that for any t ≥ 0 we have(
N∑
i=1
φi(t) pi(t)
[
xi(t)
pi(t)
]2)
≤ exp(−c1 c2 t)
(
N∑
i=1
φi(0) pi(0)
[
xi(0)
pi(0)
]2)
.
Using the uniform bound (2.3.3) then provides(
N∑
i=1
[xi(t)]
2
)
≤
exp(−c1 c2 t)
(c0)4
(
N∑
i=1
[xi(0)]
2
)
.
Estimate (2.3.2) follows.
Fourth step. Proof of the Poincare´ inequality (2.3.7).
We argue by contradiction. In the case where (2.3.7) is not valid, there is a sequence of solutions x(k)(t) to
dx(k)(t)/dt = Kp(t)x
(k)(t), and a sequence of times t(k) ∈ [0, T ], with
N∑
i=1
φi(t
(k)) pi(t
(k))
[
x˜
(k)
i (t
(k))
pi(t(k))
]2
= 1
for each k, together with the convergence
N∑
i,j=1
φi(t
(k)) pj(t
(k))
[
x˜
(k)
j (t
(k))
pj(t(k))
−
x˜
(k)
i (t
(k))
pi(t(k))
]2
→ 0 as k → ∞.
Under these circumstances, and thanks to the bounds (2.3.3), it comes that the sequence of functions x˜(k)(t),
defined over [0, T ], is bounded in C0([0, T ],RN), uniformly in k. On the other hand, an elementary computation
shows that dx˜(k)(t)/dt = Kp(t) x˜
(k)(t), for any k. Hence x˜(k)(t) is uniformly bounded in C1([0, T ],RN), and
actually in Cn([0, T ],RN) for any integer n. Therefore, possibly taking subsequences, and using the Ascoli-Arzela
Theorem, we may assume t(k) → t∗ for some t∗, and that the sequence of x˜(k)(t) converges towards some function
y(t) in, say, C1([0, T ],RN). Naturally, the function y(t) satisfies dy(t)/dt = Kp(t) y(t). Besides, passing to
the limit in the various relations satisfied by the sequence x˜(k)(t), we obtain
∫ T
0
∑
i
yi(t) dt = 0, together with
N∑
i=1
φi(t∗) pi(t∗)
[
yi(t∗)
pi(t∗)
]2
= 1, and
N∑
i,j=1
φi(t∗) pj(t∗)
[
yj(t∗)
pj(t∗)
−
yi(t∗)
pi(t∗)
]2
= 0. The third relation implies
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that yi(t∗)/pi(t∗) does not depend on i, hence y(t) = λp(t∗) for some λ. Using uniqueness of the solution
to dy(t)/dt = Kp(t) y(t) then gives that for any t ∈ [0, T ] we have y(t) = λ p(t) for the same λ. Relation∫ T
0
∑
i
yi(t) dt = 0, and the normalisation satisfied by p(t), then give λ = 0. This contradicts the relation
N∑
i=1
φi(t∗) pi(t∗)
[
yi(t∗)
pi(t∗)
]2
= 1. 
2.3.2 Reduction of the system
Starting from differential system (2.2.1), we are now in position to develop a time dependent center manifold
approach to analyze the limit ε→ 0.
This is a natural procedure. Indeed, according to the previous paragraph, our transport matrices Kp(θ) and
Kq(θ), which carry the stiff factor 1/ε in (2.2.1), possess a spectral decomposition such that the eigenspace associ-
ated with the zero eigenvalue has constant dimension, and there is a stable supplementary space (here E0, but this
space could possibly depend on θ if necessary) such that the eigenvalues of the correspondingly induced matrices
have all eigenvalues with real part ≤ −2β < 0. Even more, the resolvent of the associated differential equation is
exponentially decaying. For that reason, it is natural to look for a θ-dependent change of variables (p, q) 7→ (x, z)
in (2.2.1), where variable x (the ”slow” variable) is roughly associated with the zero eigenvalues of our transport
matrices, while z (the ”fast” variable) is roughly associated with the eigenvalues with negative real part, and such
that the whole nonlinear system (2.2.1) may be recast in the form
dx
dt
= F
(
x, z,
t
ε
)
,
dz
dt
=
1
ε
B
(
t
ε
)
z +G
(
x, z,
t
ε
)
, (2.3.9)
where the θ-dependent matrix B(θ) is periodic, has eigenvalues with negative real part, and possesses an exponen-
tially decaying resolvent.
The main result of this paragraph is the following
Proposition 2.3.4 (Reduction of the original system to a normalized form) Consider the system (2.2.1), with un-
knowns (pε(t), qε(t)) ∈ R2N . Set the macroscopic variable (we drop the ε-dependence for convenience)
x(t) = (xp(t), xq(t))
T ∈ R2, where xp(t) =
N∑
i=1
pεi (t) (=total number of preys),
and xq(t) =
N∑
i=1
qεi (t) (=total number of predators),
Set also the linear operator (we use the notation of Proposition 2.3.2)
B(θ) =
(
K˜p (θ) 0
0 K˜q (θ)
)
,
acting on E0×E0. According to Proposition 2.3.2, the resolvent ofB(θ), denoted byR(t, s) for convenience, decays
exponentially with time, in that there is a µ0 > 0 and a C0 ≥ 1 such that for any t ≥ s we have
‖R(t, s)‖ ≤ C0 e
−µ0(t−s).
With this notation, there exists a one-to-one linear mappingΦ
(
t
ε
)
: R2N → R2×(E0)
2
, that depends smoothly
and periodically in the variable t/ε, and there exist smooth and explicitely computable functions F (x, z, θ) and
G(x, z, θ), defined on R2 × (E0)
2 × T, such that, defining the change of variables
Φ
(
t
ε
)
:
(
pε
qε
)
∈ RN × RN 7→
(
x
z
)
∈ R2 × E20
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the system (2.2.1) transforms into
dx(t)
dt
= F
(
x(t), z(t),
t
ε
)
,
dz(t)
dt
=
1
ε
B
(
t
ε
)
z(t) +G
(
x(t), z(t),
t
ε
)
.
(2.3.10)
Remark 2.3.5 Once system (2.2.1) is recast as (2.3.10), we shall use the results of Section 1.1.
Proof:[of Proposition 2.3.4]
Our strategy of proof is the following. Given that matrix Kp(θ) has a simple eigenvector peq(θ) associated to
0 and other eigenvalues lower than a constant −β (Proposition 2.3.1), our first step consists in treating separately
the equation projected on peq(θ) and the equations projected on E0 = {z ∈ RN , zT1 = 0}, and similarly for
the index ”q”. Our second step consists in removing the remaining stiff term through a time-dependent change of
variables. This is the key non-trivial step.
First step. Projecting on the natural almost-equilibrium.
In view of the spectral decompositions Span(peq(θ))⊕ E0 = R
N , together with Span(qeq(θ))⊕ E0 = R
N , we
introduce the decomposition
xp(t) = 1
T pε(t) ∈ R and yp(t) = p
ε(t)− xp(t)peq
(
t
ε
)
∈ E0,
and similarly for qε(t). Needless to say, xp(t) and xq(t) denote, respectively, the total number of preys resp.
predators, over all sites i = 1, ..., N . The supplementary variables yp(t) and yq(t) simply denote the difference
with the natural almost-equilibrium repartition pε(t) = xp(t) peq
(
t
ε
)
, and similarly for the ”q” index.
We have the identities
pε(t) = xp(t)peq
(
t
ε
)
+ yp(t) ∈ Span
(
peq
(
t
ε
))
⊕ E0,
qε(t) = xq(t)qeq
(
t
ε
)
+ yq(t) ∈ Span
(
qeq
(
t
ε
))
⊕ E0,
In the same spirit, we also introduce the decomposition
fx1 (xp, xq, yp, yq, θ) = 1
T f (xppeq (θ) + yp, xqqeq (θ) + yq) ∈ R,
fy1 (xp, xq, yp, yq, θ) = f (xppeq (θ) + yp, xqqeq (θ) + yq)
− fx1 (xp, xq, yp, yq, θ) peq (θ) ∈ E0,
and similarly for gx1 and g
y
1 . With obvious shorthand notation we have
f (pε(t), qε(t)) = fx1 peq
(
t
ε
)
+ fy1 ∈ Span
(
peq
(
t
ε
))
⊕ E0,
g (pε(t), qε(t)) = gx1 qeq
(
t
ε
)
+ qy1 ∈ Span
(
qeq
(
t
ε
))
⊕ E0.
Still in the same direction, we observe that the relation 1T peq(θ) = 1, valid for any θ, leads upon differentiation to
∀θ, p˙eq(θ) ∈ E0,
and similarly for q˙eq(θ), where the dot denotes differentiation.
Projecting system (2.2.1) according to the spectral decompositionsSpan(peq(θ))⊕E0 = R
N , and Span(qeq(θ))⊕
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E0 = RN , clearly leads to (see Proposition 2.3.2)
x˙p = f
x
1
(
xp, xq, yp, yq,
t
ε
)
,
y˙p =
1
ε
K˜p
(
t
ε
)
yp −
1
ε
xpp˙eq
(
t
ε
)
+ fy1
(
xp, xq, yp, yq,
t
ε
)
,
x˙q = g
x
1
(
xp, xq, yp, yq,
t
ε
)
,
y˙q =
1
ε
K˜q
(
t
ε
)
yq −
1
ε
xq q˙eq
(
t
ε
)
+ gy1
(
xp, xq, yp, yq,
t
ε
)
.
(2.3.11)
Second step. Getting rid of the additional stiff terms.
System (2.3.11) still is not of the desired form (2.3.10). We need to get rid of the stiff terms in
1
ε
xpp˙eq and
1
ε
xq q˙eq . This is the reason why we now introduce a change of variables yp 7→ zp, of the form
zp(t) := yp(t)− h
0
p
(
xp(t),
t
ε
)
(2.3.12)
(and similarly for the index ”q”), where the – still unknown – function h0p(x, θ) is required to be periodic in θ (and
we assume for the time being that h0p(x, θ) ∈ E0 for any x ∈ R and θ ∈ T). The aim is to obtain, for the variable
zp, a differential equation of the form
z˙p(t) =
1
ε
K˜p
(
t
ε
)
zp(t) + fˆ
(
xp, xq, zp, zq,
t
ε
)
,
where fˆ is a function without any pre-factor 1/ε.
We readily stress the point that the change of variables (2.3.12) in fact is guided by a central manifold point of
view, and the seeked function h0p may be interpreted as a first order expansion of a center manifold for the (fast)
variable yp in (2.3.11).
In any circumstance, starting from the Ansatz (2.3.12), and differentiating w.r.t time t, leads to
z˙p(t) = y˙p(t)− ∂xh
0
p
(
xp(t),
t
ε
)
x˙p(t)−
1
ε
∂θh
0
p
(
xp(t),
t
ε
)
=
1
ε
K˜p
(
t
ε
)
zp(t)− ∂xh
0
p
(
xp(t),
t
ε
)
fx1
(
xp, xq, yp, yq,
t
ε
)
+ fy1
(
xp, xq, yp, yq,
t
ε
)
−
1
ε
∂θh
0
p
(
xp(t),
t
ε
)
+
1
ε
K˜p
(
t
ε
)
h0p
(
xp(t),
t
ε
)
−
1
ε
xpp˙eq,
from which it becomes clear that h0p(x, θ) should be taken as a periodic solution of the following equation
∂θh
0
p (x, θ) = K˜p (θ) h
0
p (x, θ)− x p˙eq(θ).
In order to solve the previous equation, we use the resolventRp(t, s) associated with the operator K˜p (θ) acting
on E0. The Duhamel formula provides
h0p(x, θ) = Rp(θ, 0)h
0
p(·, 0)−
∫ θ
0
Rp(θ, ϕ)x p˙eq(ϕ)dϕ.
Since h0p is assumed T -periodic with period T , the following relation is necessary
(Id−Rp(T, 0))h
0
p(x, 0) = −
∫ T
0
Rp(T, ϕ)x p˙eq(ϕ)dϕ.
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Since Id−Rp(T, 0) is invertible (because of the spectral properties of Rp(T, 0) obtained in Proposition 2.3.2), the
only solution of the previous equation is given by
h0p(x, 0) = −(Id−Rp(T, 0))
−1
∫ T
0
Rp(T, ϕ)x p˙eq(ϕ)dϕ ∈ E0.
This leads us to define h0, for any (x, θ) ∈ R× T as
h0p(x, θ) := −x
[
Rp(θ, 0)(Id−Rp(T, 0))
−1
∫ T
θ−T
Rp(0, ϕ)p˙eq(ϕ)dϕ
]
,
or, in other words
h0p(x, θ) := −x Sp (p˙eq) (θ), where we introduce the nonlocal operator Sp
Sp : v = v(θ) 7→ Sp(v)(θ) :=
[
Rp(θ, 0)(Id −Rp(T, 0))
−1
∫ T
θ−T
Rp(0, ϕ)v(ϕ)dϕ
]
.
Note that Sp maps C
0(T) to C0(T), but also that Sp maps C
0 (T; E0) to C0 (T; E0). Since p˙eq(θ) ∈ E0 for any θ,
this provides that Sp(p˙eq)(θ) ∈ E0 as well. In some sense we have
Sp =
(
∂θ − K˜p(θ)
)−1
,
in that for each periodic function v, operator Sp computes the unique periodic solution w to
(
∂θ − K˜p(θ)
)
w = v.
In any case, all this defines the quantity h0p(x, θ) ∈ E0 and the operator Sp and we obviously introduce the analogous
quantities for the index ”q”.
Eventually, the change of variables yp(t) 7→ zp(t) and yq(t) 7→ zq(t), from E0 to E0, that we introduce now is
zp(t) = yp(t) + xp(t)Sp (p˙eq)
(
t
ε
)
, zq(t) = yq(t) + xq(t)Sq (q˙eq)
(
t
ε
)
. (2.3.13)
With this new set of variables, the system (2.3.11) becomes
x˙p = f
x
2
(
xp, xq, zp, zq,
t
ε
)
,
z˙p =
1
ε
K˜p
(
t
ε
)
zp + f
y
2
(
xp, xq, zp, zq,
t
ε
)
,
x˙q = g
x
2
(
xp, xq, zp, zq,
t
ε
)
,
z˙q =
1
ε
K˜q
(
t
ε
)
zq + g
y
2
(
xp, xq, zp, zq,
t
ε
)
,
(2.3.14)
and the following definitions are used
fx2 (xp, xq, zp, zq, θ) = f
x
1
(
xp, xq, zp + h
0
p(xp, θ), zq + h
0
q(xq, θ), θ
)
,
fy2 (xp, xq, zp, zq, θ) = f
y
1
(
xp, xq, zp + h
0
p(xp, θ), zq + h
0
q(xq, θ), θ
)
+ fx2 (xp, xq, zp, zq, θ) Sp (p˙eq) (θ),
together with the equivalent definitions for gx2 and g
y
2 . Lastly, denoting
x = (xp, xq)
T , z = (zp, zq)
T ,
and introducing the abuse of notation
fx2 ≡ f
x
2 (x, z, θ), f
y
2 ≡ f
y
2 (x, z, θ), g
x
2 ≡ g
x
2 (x, z, θ), g
y
2 ≡ g
y
2(x, z, θ),
26 CHAPTER 2. APPLICATION TO A PROBLEM OF POPULATION DYNAMICS
as well as the notation
F (x, z, θ) =
(
fx2 (x, z, θ)
gx2 (x, z, θ)
)
∈ R2, G(x, z, θ) =
(
fy2 (x, z, θ)
gy2 (x, z, θ)
)
∈ E0 × E0,
system (2.3.14) may be written in the shorter form
x˙ = F
(
x, z,
t
ε
)
, x (t0) = x0,
z˙ =
1
ε
B
(
t
ε
)
z +G
(
x, z,
t
ε
)
, z (t0) = z0.
Third step. Summarizing.
All in all, the t/ε-dependent change of variables (pε, qε) ∈ R2N 7→ (x, z) ∈ R2 × (E0)
2
that transforms (2.2.1)
into the reference system (2.3.10) reads, with the above notation
x = (xp, xq), z = (zp, zq), with (2.3.15)
xp = 1
T pε =
N∑
i=1
pεi , zp = p
ε − xp
[
peq
(
t
ε
)
− Sp (p˙eq)
(
t
ε
)]
,
and similarly for ”q”. The inverse mapping reads
pε = zp + xp
[
peq
(
t
ε
)
− Sp (p˙eq)
(
t
ε
)]
,
and similarly for ”q”. We recall the definition, valid for any periodic function v(θ),
Sp(v)(θ) :=
[
Rp(θ, 0)(Id−Rp(T, 0))
−1
∫ T
θ−T
Rp(0, ϕ)v(ϕ) dϕ
]
, (2.3.16)
and similarly for ”q”, which in some sense means Sp =
(
∂θ − K˜p(θ)
)−1
. These formulae entirely define the
isomorphism Φ
(
t
ε
)
: R2N → R2 × E20 that is referred to in the statement of Proposition 2.3.4, as well as its
inverse. It depends smoothly and periodically in the variable t/ε, and is entirely based on the linear operator B(θ)
and on associated spectral objects.
With this notation the nonlinearities F and G in (2.3.10) simply are conjugated to the original nonlinearities f
and g in (2.2.1) through the isomorphism Φ, through the relation(
F
G
)
(x, z, t/ε) = Φ
(
t
ε
)−1
◦
(
f
g
)
◦ Φ
(
t
ε
)
(pε, qε).
Since the original nonlinearities are smooth, so are F and G. In a case where the original nonlinearities f and g
would have limited Cr smoothness, then so would have F and G as well. 
Proposition 2.3.4 has the following immediate corollary, which we state here for convenience.
Corollary 2.3.6 (Existence of solutions to the original system on a uniform time interval) Fix R > 0. Then,
there exists ε0 = ε0(R) such that the following holds.
There exists a T (R) > 0, such that for any 0 < ε < ε0(R), and for any initial data (p
ε(0), qε(0)) in (2.2.1)
satisfying ‖(pε(0), qε(0))‖ ≤ R, the unique solution (pε(t), qε(t)) to (2.2.1) associated with the initial choice
(pε(0), qε(0)) is well-defined on the time-interval [0, T (R)], independently of ε.
Proof:[of corollary 2.3.6]
TakeR > 0. Proposition 2.3.4 asserts that we may equivalently argue on the reduced system (2.3.10). Therefore
we may assume that the initial datum (x(0), z(0)) in (2.3.10) belongs to the ball Bc1R of radius c1R in R
2 × E20 ,
where c1 > 0 is a constant that only depends on the functionB(θ) through the isomorphism Φ
(
t
ε
)
. Let assume for
sake of brevity that c1 = 1. Denote byM =M(R) a bound on the function (F,G)(x, z, θ) on B2C0 R × T, where
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C0 is the constant in Proposition 2.3.4. As long as the solution (x(t), z(t)) to (2.3.10) belongs to the ball B2C0 R,
we may write, using the Duhamel formula and the exponential smallness of the resolventR(t, s),
‖z(t)‖ ≤ C0 e
−µ0t/εR+
∫ t
0
C0 e
−µ0(t−s)/εM ds
≤ C0R+ C0 µ
−1
0 εM ≤ 2C0R
as long as we choose ε ≤ µ0/M. On top of that, we may as well estimate
‖x(t)‖ ≤ R +
∫ t
0
M ds ≤ R+M t ≤ 2C0R
as long as we choose 0 ≤ t ≤ C0/M. The result follows. 
Remark 2.3.7 A technically important consequence of the above corollary, besides the existence of a common time
interval on which all solutions (pε(t), qε(t)) to (2.2.1) are well-defined, is the following. For any given R > 0,
up to restricting our attention on a certain, fixed, possibly small, time interval [0, T (R)], we may always assume
that the function (pε(t), qε(t)) to (2.2.1), or equivalently (x(t), z(t)) to (2.3.10), belongs to the ball of radiusR for
all times. Note that it may happen that T (R) = +∞ if the structure of the equations makes sure that the solution
remains in the ball of radius R for all times.
In particular, given R > 0, we may always introduce a smooth truncation χR on the space of variables
(pε(t), qε(t)), or equivalently in the variables (x, z), a truncation which is one on the ball of radius R, and zero
outside the ball of radius 2R, and consider the truncated nonlinearities (f, g) or (F,G) that coincide with the
original nonlinearities on the ball of radius R, and vanish outside the ball of radius 2R. With that truncation in
mind, we see that the functions (pε(t), qε(t)), or (x(t), z(t)) may always be seen as the restrictions, on the time
interval [0, T (R)] for some 0 < T (R) ≤ +∞, of solutions to a system of the form (2.2.1) or (2.3.10) that are
defined on the whole time interval [0,+∞[, and are associated with nonlinearities that are bounded as well as all
their derivatives, globally.
2.4 A center manifold approach
In this section, we apply the theoretical results of Section 1.1 to the system (2.3.10):
x˙ = F
(
x, z,
t
ε
)
, x (t0) = x0,
z˙ =
1
ε
B
(
t
ε
)
z +G
(
x, z,
t
ε
)
, z (t0) = z0,
where x = (xp, xq) ∈ R2 is the number of preys and predators, irrespective of the site. We have separated a slow
and a fast variable, and the linear operatorB has an exponentially small resolvent.
We apply Theorem 1.1.2 to (2.3.10). We refer to Remark 2.3.7: though the functions F and G stemming from
our original equations (2.2.1) do not satisfy the boundedness assumptions listed in the present Theorem, we may
nonetheless apply the Theorem in this case, on any restricted time interval [0, T (R)] where we can ensure that the
solution belongs to a given ball of radius R.
Hence, there exists ε0 > 0, and a function εh(x, θ) ∈ C1(Rn × T) ∩ C0(T;Cr(Rn)) (which is an O(ε)), defined
for all 0 < ε < ε0, with the following property. For all x0 ∈ Rn and θ0 ∈ T, the solution (x(t), θ(t), z(t)) of
(2.3.10) with initial conditions
x(0) = x0, θ(0) = θ0, z(0) = εh(x0, θ0),
satisfies the relation, for all t,
z(t) = εh
(
x(t), θ0 +
t
ε
)
. (2.4.1)
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Remark 2.4.1 In the previous section, we have first introduced an intuitive new variable y, and then defined z in
(2.3.12) to get rid of additional stiff terms. Hence,
y(t) = z(t) + h0
(
x(t),
t
ε
)
.
Then, using (2.4.1) (with θ0 = 0), we have :
y(t) = h0
(
x(t),
t
ε
)
+ εh
(
x(t),
t
ε
)
.
This equality explains the choice of the name h0 : this function may be interpreted as a zero order expansion of a
center manifold.
Then, Theorem 1.1.4 shows the exponential convergence of (x(t), z(t)) towards the center manifold, up to a
change of initial condition x0 to x
ε
0. Indeed, for any fixed T∞ > 0, the solution components of the reduced system
x˙h = F
(
xh, εh
(
xh, θ0 +
t
ε
)
, θ0 +
t
ε
)
, xh(0) = x
ε
0
zh(t) = εh
(
xh(t), θ0 +
t
ε
)
satisfy the following error estimate
∀t ∈ [0, T∞], ‖z(t)− zh(t)‖ + ‖x(t)− xh(t)‖ ≤ Ce
−µt/ε.
Hence, we can reduce the stiff dynamics of the 2N unknowns (pε(t), qε(t)), to a non-stiff dynamics, with fast
oscillating coefficients, of the 2 unknowns (xp(t), xq(t)), the total number of preys and predators.
Moreover, according to Theorem 1.1.6, the center manifold εh can be approximate to every order in ε. For all
r ≥ 1, there exists
h[r]ε (x, θ) := εh
1(x, θ) + ε2h2(x, θ) + · · ·+ εrhr(x, θ),
with h1(x, θ), . . . , hr(x, θ) periodic in θ, such that
‖εh− h[r]ε ‖∞ ≤ Cr ε
r+1.
Eventually, we apply Theorem (1.2.4) to average the fast dynamics.
2.5 Qualitative behaviour
2.5.1 Derivation of the first terms of the expansion
Applying the results of Section 1.1.4 to our initial Lotka-Volterra system with fast migrations (2.2.1), we come up
with the following formulae.
The zeroth order reduced system associated with (2.2.1) is
x˙p(t) = A
0
p
(
t
ε
)
xp(t)−B0p
(
t
ε
)
xp(t)xq(t),
x˙q(t) = −A0q
(
t
ε
)
xq(t) +B
0
q
(
t
ε
)
xp(t)xq(t),
(2.5.1)
with
yp(t) = −xp(t)Sp (p˙eq)
(
t
ε
)
, yq(t)(t) = −xq(t)Sq (q˙eq)
(
t
ε
)
.
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Here we have defined the coefficients
A0p(θ) = 1
T (ap p˜eq(θ)) , B
0
p(θ) = 1
T (bp p˜eq(θ) q˜eq(θ)) ,
A0q(θ) = 1
T (aq q˜eq(θ)) , B
0
q (θ) = 1
T (bq p˜eq(θ) q˜eq(θ)) ,
and we set
p˜eq(θ) = peq(θ)− Sp (p˙eq) (θ), q˜eq(θ) = qeq(θ)− Sq (p˙eq) (θ).
We also used as in (2.2.5) the convention that app˜eq etc. denote the componentwise vector products (ap,ip˜eq,i)
N
i=1 ∈
RN etc.
The first order reduced system associated with (2.2.1) is
x˙p(t) =
(
A0p + εA
1
p
)( t
ε
)
xp(t)−
(
B0p + εB
1
p
)( t
ε
)
xp(t)xq(t)
+εC1p
(
t
ε
)
xp(t)
2 xq(t) + εD
1
p
(
t
ε
)
xp(t)xq(t)
2,
x˙q(t) = −
(
A0q + εA
1
q
)( t
ε
)
xq(t) +
(
B0q + εB
1
q
)( t
ε
)
xp(t)xq(t)
−εC1q
(
t
ε
)
xq(t)
2 xp(t)− εD
1
q
(
t
ε
)
xq(t)xp(t)
2,
(2.5.2)
with 
yp(t) = −xp(t)Sp (p˙eq)
(
t
ε
)
+ ε
[
xp(t)E
1
p
(
t
ε
)
− xp(t)xq(t)F 1p
(
t
ε
)]
,
yq(t)(t) = −xq(t)Sq (q˙eq)
(
t
ε
)
+ ε
[
−xq(t)E1q
(
t
ε
)
+ xp(t)xq(t)F
1
q
(
t
ε
)]
.
(2.5.3)
Here we have introduced the following coefficients. On the one hand we defined
E1p(θ) = Sp
[
Πp˜eq(θ) (app˜eq(θ))
]
(θ),
F 1p (θ) = Sp
[
Πp˜eq(θ) (bpp˜eq(θ)q˜eq(θ))
]
(θ),
E1q (θ) = Sq
[
Πq˜eq(θ) (aq q˜eq(θ))
]
(θ),
F 1q (θ) = Sq
[
Πq˜eq(θ) (bqp˜eq(θ)q˜eq(θ))
]
(θ),
where we have defined the projections on E0 parallel to p˜eq(θ) resp. parallel to q˜eq(θ)
Πp˜eq(θ) : v ∈ R
N 7→ v −
(
1
T v
)
p˜eq(θ),
Πq˜eq(θ) : v ∈ R
N 7→ v −
(
1
T v
)
q˜eq(θ).
Note that the θ-dependent coefficientsE1p , F
1
p ,E
1
q and F
1
q all belong to E0 for each θ. On the other hand we defined
A1p(θ) = 1
T
(
apE
1
p(θ)
)
,
B1p(θ) = 1
T
(
bp
[
−p˜eq(θ)E
1
q (θ) + q˜eq(θ)E
1
p(θ)
]
+ ap F
1
p (θ)
)
,
C1p(θ) = 1
T
(
−bp p˜eq(θ)F
1
q (θ)
)
, D1p(θ) = 1
T
(
bp q˜eq(θ)F
1
p (θ)
)
,
as well as
A1q(θ) = 1
T
(
−aq E
1
q (θ)
)
,
B1q (θ) = 1
T
(
bq
[
−p˜eq(θ)E
1
q (θ) + q˜eq(θ)E
1
p(θ)
]
− aq F
1
q (θ)
)
,
C1q (θ) = 1
T
(
bq q˜eq(θ)F
1
p (θ)
)
, D1q(θ) = 1
T
(
−bq p˜eq(θ)F
1
q (θ)
)
.
System (2.5.2) is a fast time dependent Lotka-Volterra system, wuth cubic corrective terms of size ε, in the variables
(xp(t), xq(t)). As we shall see below, the cubic corrections carry the key qualitative feature of the asymptotic
dynamics.
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2.5.2 Application of the averaging results
In the case where we start from system (2.2.1), the formulae of Section 1.2.2 take the following form.
The zeroth order averaged reduced system associated with (2.2.1) is{
x˙p(t) = 〈A0p〉xp(t)− 〈B
0
p〉xp(t)xq(t),
x˙q(t) = 〈A0q〉xq(t)− 〈B
0
q 〉xp(t)xq(t),
(2.5.4)
with
〈A0p〉 =
1
T
∫
T
0
A0p(θ) dθ,
and similarly for the other coefficients. At zero order, the averaged system is thus simply the zero order reduced
system (2.5.1), where the oscillatory coefficientsA0p(θ) etc. are averaged out. Needless to say, equation (2.5.4) is a
Lotka-Volterra system on the global predator-prey populations (xp, xq), whose coefficients 〈A0p〉 etc. are obtained
as appropriate averages, both in the sites i = 1, . . . , N and in the fast ocillating variable θ ∈ T, of the original
Lotka-Volterra dynamics. It is implicit here that the actual repartition of preys over the sites is, at zero order, given
by the relation yp = xp Sp(p˙eq)
(
t
ε
)
, and similarly for ”q”, see (2.5.3).
The first order averaged reduced system associated with (2.2.1) is
x˙p(t) =
(
〈A0p〉+ ε 〈A
p
1〉
)
xp(t)−
(
〈B0p〉+ ε 〈B
1
p〉+ εB
1
p
)
xp(t)xq(t)
+ε
(
〈C1p 〉+ C
1
p
)
xp(t)
2 xq(t) + ε 〈D
1
p〉xp(t)xq(t)
2,
x˙q(t) = −
(
〈A0q〉+ ε 〈A
q
1〉
)
xq(t) +
(
〈B0q 〉+ ε 〈B
1
q 〉+ εB
1
q
)
xp(t)xq(t)
−ε
(
〈C1q 〉+ C
1
q
)
xq(t)
2 xp(t)− ε 〈D
1
q〉xq(t)xp(t)
2,
(2.5.5)
where as before 〈.〉 means averaging out in θ, and we have defined the new coefficients
B1p =
1
2T
∫ T
0
∫ θ
0
[
B0p(θ
′)A0q(θ) −A
0
q(θ
′)B0p(θ)
]
dθ′ dθ,
B1q = −
1
2T
∫ T
0
∫ θ
0
[
B0q (θ
′)A0p(θ)−A
0
p(θ
′)B0q (θ)
]
dθ′ dθ,
C1p =
1
2T
∫ T
0
∫ θ
0
[
B0p(θ
′)B0q (θ)−B
0
q (θ
′)B0p(θ)
]
dθ′ dθ,
C1q = −
1
2T
∫ T
0
∫ θ
0
[
B0q (θ
′)B0p(θ) −B
0
p(θ
′)B0q (θ)
]
dθ′ dθ = C1p
As in (2.5.2), the first order averaged and reduced system (2.5.5) is a Lotka-Volterra system, wuth cubic corrective
terms of size ε, in the variables (xp(t), xq(t)), whose coefficients are obtained as appropriate averages of the
original coefficients in both the index i and the variable θ. The cubic corrections carry the key qualitative feature of
the asymptotic dynamics.
2.5.3 Qualitative analysis of the zero and first order averaged reduced systems
At zero order, the global dynamics of (2.2.1) is thus foreseen to be described by (2.5.5). Qualitatively, this means
that the global predator-prey populations oscillate around an equilibrium point in a periodic fashion.
The important point is now the effect of the first order corrective terms. The corrections intervening in terms
of degree one and two in (2.5.5) do not modify the global dynamics (which still is of Lotka-Volterra type as far as
these terms are concerned), as foreseen by the zero order asymptotic model (2.5.4). yet the cubic terms do rule out
this qualitative property: though the implicit function theorem still foresees the existence of an equilibrium point, in
general the cycles around the equilibrium point will be broken. And the question is: do we observe a stabilization
or a destabilization of the cycles foreseen at zero order?
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In other words, we need to qualify the stability of system (2.5.5) around its equilibrium. This we do in the spirit
of Poggiale discussion in [Pog98].
Indeed, the system being posed in dimension two, a standard geometric criterion applies, for small values of
ε > 0. Writing (2.5.4) as x˙ = F˜0(x) and system (2.5.5) as x˙ =
(
F˜0 + εF˜1
)
(x), since (2.5.4) has an equilibrium
point F˜0(x0) = 0 at some x0 = (x
0
p, x
0
q)
T ∈
(
R∗+
)2
(whose exact value is inessential), it is clear that (2.5.5) has an
equilibrium point at some xε ∈
(
R∗+
)2
(whose exact value is inessential as well). Now, since x0 is actually a center
for the vector field F˜0, we have
Tr
(
∂xF˜0
)
(x0) = 0.
This is beacause (2.5.4) is a Lotka-Volterra system. Therefore we know that
Tr
(
∂x
[
F˜0 + εF˜1
])
(xε) = λ ε+O(ε
2),
for some given real coefficient λ. In two dimension the following criterion therefore applies:
if λ > 0, system (2.5.5) has an unstable focus at xε,
if λ < 0, system (2.5.5) has a stable focus at xε.
We cannot conclude if λ = 0.
On the other hand, an easy computation provides
λ = x0p x
0
q
[(
〈C1p〉+ C
1
p
)
−
(
〈C1q 〉+ C
1
q
)]
=: x0p x
0
q σ.
This serves as a definition for
σ = 〈C1p 〉 − 〈C
1
q 〉,
and all in all we have the value
σ = −1T
[
bpp˜eqSqΠq˜eq bq p˜eq q˜eq + bq q˜eqSpΠp˜eq bp p˜eq q˜eq
]
.
We conclude that
if σ > 0, system (2.5.5) has an unstable focus at xε,
if σ < 0, system (2.5.5) has a stable focus at xε.
And the above Theorems allow to conclude that this stability resp. instability criterion holds as well for the total
populations (xp, xq) in the original model (2.2.1).
It is important to note that the naive method to deal with the original model (2.2.1), consisting in first freezing
the coefficients of the matricesKp(θ) andKq(θ), say to their mean value 〈Kp〉 and 〈Kq〉, and next performing the
natural central manifold analysis, leads to a system of the form (2.5.5) yet with the wrong value of σ. The original
model (2.2.1) may very well be stable for small values of ε while the modified model with frozen coefficients may
be unstable, and conversely. We give an example below.
2.6 One example with N = 2 sites
We apply the above method on one simple example with two sites. Our starting equation is
dpε
dt
=
1
ε
Kp
(
t
ε
)
pε + f(pε, qε),
dqε
dt
=
1
ε
Kq
(
t
ε
)
qε + g(pε, qε),
an equation that is posed in two dimensions, i.e. pε and qε both belong to R
2.
Stability issues.
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Here we choose
K˜p = −1, K˜q = −1, peq(θ) =
(
1− a(θ)
a(θ)
)
, qeq =
(
1− b
b
)
,
which meansKp(θ) =
(
−a(θ) 1− a(θ)
a(θ) −(1− a(θ))
)
, Kq(θ) =
(
−b 1− b
b −(1− b))
)
,
together with a(θ) = a0 + a1 cos(θ) + a−1 sin(θ),
and bp =
(
b1p
b2p
)
, bq =
(
b1q
b2q
)
.
An easy computation provides, in this particular case,
〈C1p〉 = −b (1− b)
[ [
b1p (1− a0)− b
2
p a0
] [
b1q (1− a0)− b
2
q a0
]
+
(b1p + b
2
p) (b
1
q + b
2
q)
8
(a21 + a
2
−1)
]
,
〈C1q 〉 =
[
b1p (1− b)− b
2
p b
] [
b1q (1− b)− b
2
q b
] [
a0 (1− a0)−
(a21 + a
2
−1)
4
]
.
Next we select the following simple values, leaving b2p as the only variable for the time being, namely a0 = b = 1/2,
a1 = 0.1, a−1 = 0.37, b
1
p = 0.2, b
1
q = 0.5, b
2
q = 1.5.
We have σ = 0.0036 > 0 if b2p = 0.4, meaning instability of the equilibrium point in that case, while σ =
−0.0055 < 0 if b2p = 0.7, meaning stability.
In the similar spirit, note that if one uses the wrong procedure consisting in first replacing Kp and Kq by their
mean value, next performing the central manifold approach, one obtains a wrong prediction σwrong whose value is
σwrong = −b (1− b)
[
b1p (1 − a0)− b
2
p a0
] [
b1q (1− a0)− b
2
q a0
]
−
[
b1p (1 − b)− b
2
p b
] [
b1q (1− b)− b
2
q b
]
a0 (1− a0),
With the same choice of parameters as above, we have σ = −0.0055 < 0 if b2p = 0.7, meaning stability of the orig-
inal system, while σwrong = 0.0075 > 0 for the same value of b
2
p, meaning that freezing the oscillatory coefficients
at once wrongly predicts instability of the system.
Here, we present an explicit computation of the sign of the coefficients σ and σwrong in that case.
According to the previous calculus:
σ = 〈C1p 〉 − 〈C
1
q 〉
= −b (1− b)
[
b1p − (b
1
p + b
2
p) a0
] [
b1q − (b
1
q + b
2
q) a0
]
− a0 (1− a0)
[
b1p − (b
1
p + b
2
p) b
] [
b1q − (b
1
q + b
2
q) b
]
+
a21 + a
2
−1
4
[
−2 b (1− b) (b1p + b
2
p) (b
1
q + b
2
q) +
[
b1p − (b
1
p + b
2
p) b
] [
b1q − (b
1
q + b
2
q) b
]]
.
We fix b2p = λb
1
p and b
2
q = µb
1
q . The equation becomes:
σ = −b (1− b) [1− (1 + λ) a0] [1− (1 + µ) a0]
− a0 (1 − a0) [1− (1 + λ) b] [1− (1 + µ) b]
+
a21 + a
2
−1
4
[−2 b (1− b) (1 + λ) (1 + µ) + [1− (1 + λ) b] [1− (1 + µ) b]] .
To simplify the notations, we introduce:
A =
1− a0
a0
(donc a0 =
1
1 +A
), B =
1− b
b
, R2 = a21 + a
2
−1 < a
2
0.
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We obtain the following equivalence, where∼ denotes the fact that σ is equal, up to positive factors, to the term on
the right:
σ ∼ −B b2 a20 [A− λ] [A− µ]−Aa
2
0 b
2 [B − λ] [B − µ]
+
b2R2
4
[−2B (1 + λ) (1 + µ) + [B − λ] [B − µ]] .
We rewrite it as:
σ ∼ −
(
[λ−A] [µ−A] +
A
B
[λ−B] [µ−B]
)
+
R2
4Ba20
(
[λ−B] [µ−B]− 2B (1 + λ) (1 + µ)
)
.
To simplify the computation, we choose A = B and we introduce
α = R2/(4Ba20) < 1/(4B) = 1/(4A).
Eventually, we obtain:
σ ∼ − (2− α) [λ−A] [µ−A]− 2αA (λ+ 1) (µ+ 1),
σwrong ∼ −2 [λ−A] [µ−A] .
Hence, the sign of σwrong changes each time λ = A or µ = A are crossed. Concerning σ, we have σ < 0 when:
λ−A
λ+ 1︸ ︷︷ ︸
=x
µ−A
µ+ 1︸ ︷︷ ︸
=y
>
2αA
α− 2
if α < 2
<
2αA
α− 2
if α > 2
without condition if α = 2
We remark that:
−A ≤ x = 1−
1 +A
λ+ 1
≤ 1, −A ≤ y ≤ 1.
To find the conditions for a change of sign for σ, we plot the hyperboles: there is possibility when one branch of
the hyperbole is in the square x ∈ [−A, 1], y ∈ [−A, 1]. In Fig. 2.1 (left), the case α < 2 is illustrated : there is a
change of sign for σ when α < 23 . In Fig. 2.1 (right), the case α > 2 is illustrated : there is a change of sign for σ
when α(1− 2A) > 2 or α(A − 2) > 2A.
We illustrate this on an example :
A = B = 1, µ = 3, α = 1/10.
Here, we have σ > 0 if and only if λ < 15/23 when σwrong > 0 if and only if λ < 1. Hence, for
15/23 < λ < 1,
we have σ < 0 while σwrong > 0.
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y
x−A
−A
1
1
xy = 2αA
α−2
y
x
−A
−A
1
1
xy = 2αA
α−2
Figure 2.1: The situation when α < 2 (left) and when α > 2 (right).
Numerical issues. We still work on this example, with the following parameters :
ap =
(
0.4
0.3
)
, bp =
(
0.2
0.1
)
, aq =
(
0.1
0.2
)
, bq =
(
0.5
0.3
)
,
b = 0.3, a0 = 0.4, a1 = 0.3, a−1 = 0.2.
We compute the exact solution using a Runge-Kutta method of order 4 with initial condition p0 =
(
0.1
0.2
)
and
q0 =
(
0.3
0.4
)
. We represent on Fig. 2.2 the exact solution and the corresponding phase portrait for ε = 0.1 and on
Fig. 2.3 for ε = 0.01.
Then, we compute explicitly all the coefficientsA0p, A
1
p, etc, and we define h
0 and h1 such that h˜ε = h0 + εh1
is an approximation up to order ε2 of the central manifold. The shape of the functions is given on Fig. 2.4 for
xp = xq = 1.
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Figure 2.2: Direct approximation of the solution p1, p2, q1 and q2 for ε = 0, 1 and the corresponding phase portrait.
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Figure 2.3: Direct approximation of the solution p1, p2, q1 and q2 for ε = 0, 01 and the corresponding phase
portrait.
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Figure 2.4: The shape of h0 and h1 as functions of θ.
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Figure 2.5: Approximation of the solution p1, p2, q1 and q2 for ε = 0, 1 and the error with the exact solution.
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Figure 2.6: Approximation of the solution p1, p2, q1 and q2 for ε = 0, 01 and the error with the exact solution.
Then, we use the center manifold to approximate the solution of the initial problem by the solution on the center
manifold with initial condition (xε0, εh(x
ε
0, 0)). The error is theoretically an O
(
e−µ
t
ε + ε2
)
. The approximate
solution and the error with the exact solution are plotted on Fig. 2.5 for ε = 0.1 and 2.6 for ε = 0.01.
On Fig. 2.7, we zoom on small times to illustrate the phase of exponential decrease of the error.
Eventually, we illustrate the evolution of the error as a function of ε. We compute the error between exact and
approximate solution with an initial condition on the center manifold. Hence, the error is theoretically a O
(
ε2
)
.
We illustrate this rate of convergence in Fig. 2.8.
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Figure 2.7: The error for small times for ε = 0.1 and ε = 0.01.
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Chapter 3
A formal series approach to the center
manifold theorem
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3.1 Introduction
In the neighborhood of an equilibrium point of a dynamical system, the center manifold is made of orbits which
are neither attracted by the stable manifold nor repulsed by the unstable one. A preliminary step when studying
equilibria is usually to linearize the system: the phase-space can then be decomposed as the direct sum of the stable
and unstable eigenspaces of the linear operator. The former corresponds to eigenvectors associated with eigenvalues
having negative real parts whereas the latter is formed by eigenvectors associated with eigenvalues having positive
real parts. If the equilibrium under consideration is hyperbolic (i.e. if all eigenvalues have nonzero real parts), the
behavior of the dynamical system is fully characterized. If not however, i.e. if some eigenvalues have null real parts,
then the corresponding eigenvectors give rise to a center manifold. If these eigenvalues not only have null real parts
but are zero, then the center manifold is called a slow manifold. This is the situation we consider in this paper and
which appears, for instance, in a number of applications to population dynamics1 [AR94, CHL09]. More precisely,
we are concerned with partitioned systems of differential equations of the form{
x˙ = εf (x, z)
z˙ = −Λz + εg(x, z)
, (3.1.1)
with initial condition (x(0), z(0)) = (x0, z0) ∈ Rn × Rm and where Λ ∈ Rm×m is a diagonal matrix with strictly
positive diagonal elements λi, i = 1, . . . ,m. In essence, existing theorems from the literature address the possibility
that the λi are different. In this first paper however, we analyze the technically less demanding situation where all
λi coincide. Besides and without additional loss of generality, we fix to 1 their common value.
3.1.1 A statement of the center manifold theorem
The celebrated center-manifold theorem -see for instance [Car81]- assumes here the following wording:
Theorem 3.1.1 (Center manifold theorem and shadowing principle) Let BR ⊂ Rn × Rm be the ball of radius
R centered at the origin. For all R > 0, there exists ε∗ > 0 and T > 0 such that the solution (x(t), z(t)) of (3.1.1)
exists for all 0 < ε < ε∗ , all 0 ≤ t ≤ T/ε and all initial condition (x0, z0) ∈ BR. Moreover, there exists a
(ε-dependent) function h : Rn → Rm, defined for all 0 < ε < ε∗, such that
M = {(x, z) ∈ Rn × Rm; z = εh(x)}
is an invariant manifold of (3.1.1) in the following sense: if (x0, z0) ∈ M ∩ BR, then (x(t), z(t)) ∈ M for all
t ∈ [0, T/ε]. Denoting ϕt the exact flow of the reduced equation
u˙ = εf(u, εh(u)) (3.1.2)
one can assert that there exists µ > 0 such that for all (x0, z0) ∈ BR
∀t ∈
[
0,
T
ε
]
, z(t) = ε h (ϕt(x0)) +O
(
e−µt
)
.
Furthermore, there exists a modified initial data xε0 ∈ R
n such that
∀t ∈
[
0,
T
ε
]
, x(t) = ϕt(x
ε
0) +O
(
e−µt
)
and z(t) = εh(ϕt(x
ε
0)) +O
(
e−µt
)
. (3.1.3)
Finally, if T = +∞ for some R, then equations (3.1.3) are satisfied for all t ≥ 0.
The interest of the center manifold theorem is apparent: provided the function h and the value of xε0 are known, the
dynamics of (3.1.1) is asymptotically described by the reduced system{
x˙∞ = εf
(
x∞, εh(x∞)
)
z∞ = εh(x∞)
with modified initial condition x∞(0) = xε0. Besides, it is not hard in our setting to obtain a formal ε-expansion of
h from the partial differential equation
ε∂xh(x) f
(
x, εh(x)
)
= −h(x) + εg
(
x, εh(x)
)
. (3.1.4)
1A number of recent publications consider the more involved situation where the matrix Λ exhibits additionally a periodic dependency in
time [PA96, CCS].
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3.1.2 Scope of the paper
Theorem 3.1.1 states the existence of a function h, and a perturbed initial condition xε0, allowing for a reformulation
of the dynamics of (3.1.1) with an asymptotically exponentially small discrepancy. Nevertheless, whereas h may
be approached iteratively through (3.1.4), nothing is said on how to construct xε0. Obtaining an expression of
xε0 in terms of x0 and z0 is hence clearly part of our motivation, as it appears as a prerequisite for obtaining an
exponentially-close x-approximation. An additional strong motivation for this work stems from the need for a
better approximation of the transient phase, that is to say the “small” interval of time close to the initial time where
the solution (x(t), z(t)) undergoes a rapid variation. From this point of view, Theorem 3.1.1 is indeed largely
unsatisfactory given that e−µt ≈ 1 for small values of t. Our main contribution in this work is to show that it
is possible to complement the reduced center-manifold equation in x∞ with a second equation in y˜, leading to a
system
{
x˙∞ = εf
(
x∞, εh(x∞)
)
˙˜y = εG(x∞, y˜)
,
whose solution for the initial condition (x∞(0), y˜(0)) = (xε0, y0) can then be used to compute the solution
(x(t), z(t)) of (3.1.1) exactly for all time. All the transformations required to prove this result are obtained via
B-series, introduced as such in [HW74] and pioneered by J.C. Butcher [But72, But87]. B-series are series ex-
pansions in powers of ε, which allow for the effective explicit computation of, for instance, the exact solution of
(3.1.1). They involve two types of terms: on the one hand, scalar coefficients2 which are universal (in the sense that
they are independent of the specific functions f and g) and encode the intrinsic properties of the class of systems
being studied, and on the other hand, so-called elementary differentials (composed of various derivatives of f and
g and constructed in a very simple way) . This type of representation has proved to be very helpful to construct
modified equations [CHV10] or to analyze highly-oscillatory differential equations [CMSS10, CMSS12b]. The
B-series approach may also be applied to the derivation of estimates for the remainder (the terms O (e−µt) of The-
orem 3.1.1, see for instance [CMSS15, CMSS12a]). This aspect will be the subject of a forthcoming paper and
will not be to addressed any longer here. It is worth mentioning that word-series, though less general than B-series,
constitute an appealing alternative to B-series, as they are much simpler to compose. In a recent series of papers
[MSS16a, MSS16b, MSS16c], A. Murua and J.M. Sanz-Serna resort to word-series to compute normal forms of
a large class of systems including (3.1.1). Their works share many similarities with the present one: in particular
[MSS16a] considers the same transport equation as in Section 3.2.4 of this paper, or Section 2.4 of [CMSS12b].
However, it differs in that the adjoined initial conditions are not prescribed at the same time. This choice mani-
fests itself in the resulting normal equations (and will be discussed in greater details in Remark 3.2.26): the form
obtained here in Theorem 3.2.25 and sketched above is close to the standard one of Theorem 3.1.1 and retains its
main advantage, i.e. the reduction of dimensionality: starting from a problem posed in Rn × Rm, the normal form
obtained here is a partially decoupled system.
The main ideas of the paper are exposed in Section 3.2. At first, we shall motivate in Subsection 3.2.1 the use
of B-series, with a direct attempt at deriving the formal expansions of the solution of (3.1.1). We will then present,
in Subsection 3.2.2, the trees and elementary differentials required in this context and introduce Taylor-indexed
B-series in Subsection 3.2.3, together with some of their features which are essential to the subsequent analysis.
Subsection 3.2.4 is devoted to the main properties of the B-series coefficients of the exact solution of (3.1.1). In
particular, it is shown therein that they are amenable to a time-scale separation after which they obey a transport
equation. The transformation that maps x0 to x
ε
0 is also explicitly defined in this part. Equations of the center-
manifold dynamics are then derived in Subsection 3.2.5, where a theorem similar to Theorem 3.1.1 is given. We
conclude this second section with the statement of the main result of the paper in Subsection 3.2.6.
In Section 3.4, we illustrate numerically the main outcomes of our analysis on two simple examples. For both
systems, we derive a third-order approximation of all transformations considered and show that the results of our
theorems are indeed valid up to errors of fourth-order with respect to (w.r.t.) ε.
2The coefficients we consider here are time-dependent.
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3.2 Center manifold via B-series
In [CMSS10] and [CMSS12b], where highly-oscillatory systems are studied, the analysis leans on a Fourier expan-
sion of the periodic vector field. Here, the corresponding ad-hoc tool is a Taylor expansion in the neighbourhood of
z = 0. We hereafter explain how to proceed.
Through the change of variable z(t) = e−tΛy(t), system (3.1.1) can be equivalently rewritten as{
x˙ = εf
(
x, e−tΛy
)
:= εFtΛ(x, y)
y˙ = εetΛg(x, e−tΛy) := εGtΛ(x, y)
, (3.2.1)
with initial condition (x(0), y(0)) = (x0, z0). Assuming that both f and g are real-analytic w.r.t. the y-variable, we
have the Taylor expansions
f(x, z) = f(x, 0) +
∑
k∈Nm
1
k!
Dkz f(x, 0) z
k, (3.2.2)
g(x, z) = g(x, 0) +
∑
k∈Nm
1
k!
Dkz g(x, 0) z
k, (3.2.3)
where k! = k1! · · · kn! and where[
Dkz f(x, 0) z
k
]
i
=
∂|k|fi(x, 0)
∂zk11 · · · ∂z
kn
n
zk11 . . . z
kn
n with |k| = k1 + . . .+ kn
and similarly for g. In particular, one has
Dkz f(x, 0) (e
−tΛy)k = e−t(k·λ)Dkz f(x, 0) y
k with k · λ =
n∑
i=1
kiλi,
so that one can eventually write
FtΛ(x, y) = f(x, 0) +
∑
k∈Nm
e−t(k·λ)
k!
Dkz f(x, 0) y
k,
GtΛ(x, y) = e
tΛg(x, 0) +
∑
k∈Nm
e−t(k·λ)
k!
etΛDkz g(x, 0) y
k,
expressions which can be further simplified by taking into account that all λi are assumed to be equal to 1
Ft(x, y) = f(x, 0) +
∑
k∈Nm
e−t|k|
k!
Dkz f(x, 0) y
k,
Gt(x, y) = e
tg(x, 0) +
∑
k∈Nm
e−t(|k|−1)
k!
Dkz g(x, 0) y
k.
To sum up, the equations analyzed throughout this paper are of the following form{
x˙(t) = = εFt(x, y) := ε
∑∞
k=0 e
−ktfk(x, y), x(0) = x0
y˙(t) = = εGt(x, y) := ε
∑∞
k=0 e
−(k−1)tgk(x, y), z(0) = z0
(3.2.4)
where we have denoted3
fk(x, z) =
∑
k∈Nm, |k|=k
1
k!
(Dkz f)(x, 0) z
k and gk(x, z) =
∑
k∈Nm, |k|=k
1
k!
(Dkz g)(x, 0) z
k.
Since we shall not study the convergence of the series manipulated in this paper4, we will furthermore assume that
the series in (3.2.4) are finite, i.e. that f and g are polynomials.
3Note that for all λ ∈ R, fk(x, λz) = λ
kfk(x, z) and similarly for gk .
4This will be done in a forthcoming paper.
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3.2.1 Expansion of the transient solution
In order to motivate the introduction of trees and B-series in next subsection, we first derive a few terms of the
formal ε-expansion of the components (x(t), y(t)) of the solution and this is done by considering equations (3.2.4)
in their integral form:
x(t) = x0 + ε
∫ t
0
∑
k≥0
e−ksfk(x(s), y(s))ds = x0 +O(ε),
y(t) = y0 + ε
∫ t
0
∑
k≥0
e−(k−1)sgk(x(s), y(s))ds = y0 +O(ε).
Introducing these expressions in the right-hand side of the equations, we now obtain
x(t) = x0 + ε
∑
k≥0
(∫ t
0
e−ksds
)
fk(x0, y0) +O(ε
2),
y(t) = y0 + ε
∑
k≥0
(∫ t
0
e−(k−1)sds
)
gk(x0, y0) +O(ε
2).
Omitting the argument (x0, y0) of the various functions, a third iteration then leads to
x(t) = x0 + ε
∑
k≥0
(∫ t
0
e−ksds
)
fk + ε
2
∑
k,r
(∫ t
0
e−ks
∫ s
0
e−rσdσds
)
(∂xfk)fr
+ε2
∑
k,r
(∫ t
0
e−ks
∫ s
0
e−(r−1)σdσds
)
(∂yfk)gr +O(ε
3), (3.2.5)
y(t) = y0 + ε
∑
k≥0
(∫ t
0
e−(k−1)sds
)
gk + ε
2
∑
k,r
(∫ t
0
e−(k−1)s
∫ s
0
e−rσdσds
)
(∂xgk)fr
+ε2
∑
k,r
(∫ t
0
e−(k−1)s
∫ s
0
e−(r−1)σdσds
)
(∂ygk)gr +O(ε
3). (3.2.6)
It is clear that this procedure a` la Picard can be iterated to obtain the ε3, ε4, ... terms of the expansions of x(t) and
y(t). However, the growing complexity of the expressions arising in the process impedes a systematic construction.
This is the reason why we shall use Taylor-indexed rooted trees and associated elementary differentials as a mean
to derive the sought-after series with explicit inductions.
3.2.2 Taylor-indexed bicoloured trees and elementary differentials
We consider bi-coloured rooted trees where black vertices refer to function f , white vertices to function g and where
each vertex has been labelled with a index k ≥ 0 associated to the k-th terms fk and gk in the Taylor expansions of
f and g. For the sake of simplicity, we use hereafter the word tree.
Definition 3.2.1 The set of Taylor-index bicoloured trees (or simply trees) T = T• ∪ T◦ is defined recursively as
follows:
1. For any index k ∈ N, the tree with a single indexed vertex •k belongs to T• and the tree with a single indexed
vertex ◦k belongs to T◦.
2. For any index k ∈ N, any (p, q) ∈ N × N with q ≤ k, any (u1, . . . , up) ∈ T
p
• and (v1, . . . , vq) ∈ T
q
◦ , the
tree [u1, . . . , up, v1, . . . , vq]•k obtained by connecting the roots of u1, . . . , up, v1, . . . , vq to a new root •k,
belongs to T•. Similarly, [u1, . . . , up, v1, . . . , vq]◦k ∈ T◦.
For homogeneity, the empty trees ∅x and ∅y will sometimes be used to denoteF∅x(x, y) = x andF∅y(x, y) = y,
and we shall write accordingly T¯• = T•∪{∅x}, T¯◦ = T◦∪{∅y} and T¯ = T¯•∪T¯◦. Trees with a number of branches
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q in T◦ strictly greater than the index k carried by the root are not permitted. This comes from the fact that the q-th
derivatives of fk and gk with respect to y vanish identically for q > k, given that both fk and gk are k-linear maps
with respect to y. For instance,
1
1 ∈ T• but
0
1 /∈ T•. This will become completely clear with Definition 3.2.3.
The order of a treew ∈ T , denoted |w|, is its number of vertices. The symmetry factor measures how symmetric
the tree looks like and is defined as follows: note that vertices with different labels are distinguished.
Definition 3.2.2 The symmetry factor is defined recursively on T as follows:
1. For all k ∈ N, σ•k = σ◦k = 1.
2. Let w be of the form either [uµ11 , . . . , u
µp
p , v
ν1
1 , . . . , v
νq
q ]•k or [u
µ1
1 , . . . , u
µp
p , v
ν1
1 , . . . , v
νq
q ]◦k , where trees ui
and vj are assumed to be pairwise distinct, and where exponents µi and νj indicate that ui and vj are
repeated µi and νj times. Then
σw =
p∏
i=1
µi!σ
µi
ui
q∏
j=1
νj !σ
νj
vj .
Finally, to each tree we associate an elementary differential, i.e. a function from Rn × Rm to either Rn or Rm,
depending on whether the root is black or white. The label of the root then determines which function is differenti-
ated.
Definition 3.2.3 The elementary differentials associated to trees of T are defined recursively as follows:
1. For all k ∈ N, F•k(x, y) = fk(x, y) and F◦k(x, y) = gk(x, y).
2. If u = [u1, . . . , up, v1, . . . , vq]•k , then
Fu(x, y) = (∂
p
x∂
q
yfk)(x, y)
(
Fu1(x, y), . . . ,Fup(x, y),Fv1(x, y), . . . ,Fvq (x, y)
)
,
and if v = [u1, . . . , up, v1, . . . , vq]◦k , then
Fv(x, y) = (∂
p
x∂
q
ygk)(x, y)
(
Fu1(x, y), . . . ,Fup(x, y),Fv1(x, y), . . . ,Fvq(x, y)
)
.
According to previous definitions, the truncated expansions (3.2.5) and (3.2.6) can be rewritten as
x(t) = x0 +
∑
u∈T•,|u|≤2
ε|u|
αu(t)
σu
Fu(x0, y0) +O(ε
3),
y(t) = y0 +
∑
v∈T◦,|v|≤2
ε|v|
αv(t)
σv
Fv(x0, y0) +O(ε
3),
with
α•k(t) =
∫ t
0
e−ksds, α
k
r (t) =
∫ t
0
∫ s
0
e−ks−rσdσds, α
k
r (t) =
∫ t
0
∫ s
0
e−ks−(r−1)σdσds,
and
α◦k(t) =
∫ t
0
e−(k−1)sds, α
k
r (t) =
∫ t
0
∫ s
0
e−(k−1)s−rσdσds, α
k
r (t) =
∫ t
0
∫ s
0
e−(k−1)s−(r−1)σdσds.
3.2.3 Taylor-indexed partitioned B-series
In this subsection, we now consider Taylor-indexed partitioned B-series, which will constitute the main tool em-
ployed in this paper. For brevity again, we shall simply call them B-series.
Definition 3.2.4 A Taylor-indexed partitionned B-series (or simply B-series) with coefficients a : T¯ → C, is a
formal expansion of the form
B(a, (x, y)) =
(
a∅xx+
∑
u∈T•
ε|u|
σu
auFu(x, y), a∅yy +
∑
v∈T◦
ε|v|
σv
avFv(x, y)
)
.
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We shall incidentally write
B•(a, (x, y)) = a∅xx+
∑
u∈T•
ε|u|
σu
auFu(x, y)
for the component x of B(a, (x, y)) and accordingly B◦(a, (x, y)) for the component y. Although this is not
reflected in the notations, a B-series depends on the functions fk and gk, and thus on f and g, through the ele-
mentary differentials F . According to this definition and to equations (3.2.4), we can write the function (x, y) 7→
(εFt(x, y), εGt(x, y)) as a B-series
(εFt(x, y), εGt(x, y)) = B(β(t), (x, y)) (3.2.7)
with coefficients β depending on t and defined as follows:
β•k = e
−kt, β◦k = e
−(k−1)t, βw = 0 for all w ∈ T¯ \{•k, ◦k, k ∈ N}.
Two B-series with coefficients a and b such that a∅x = a∅y = 1 can be composed to form a new B-series with
coefficients c, that is to say
B(b, B(a, (x, y)) = B(c, (x, y)) with c = a ∗ b.
More precisely, each cw is an explicitly known polynomial of the aw′ and bw′′ . The star product is non-commutative
and the set of near-identity mappings a ∈ CT¯ with a∅x = a∅y = 1 is a non-commutative group G, named Butcher
group, with unit element 1 , defined by 1∅x = 1∅y = 1 and 1w = 0 for all w ∈ T . In particular, every element
a ∈ G has an inverse a−1 ∈ G such that a ∗ a−1 = 1 = a−1 ∗ a. Note that more generally, the star product a ∗ b is
well defined for a ∈ G and b ∈ CT¯ . For the sake of illustration, we give the terms of the star-product for some trees
of order less than, or equal to, 3, where j, k, l are three positive integers:
c∅x = b∅x c∅y = b∅y
c•j = b∅xa•j + b•j c◦j = b∅ya◦j + b◦j
c
j
k = b∅xa
j
k + b•ja•k + b
j
k c
j
k = b∅ya
j
k + b◦ja•k + b
j
k
c
j
k = b∅xa
j
k + b•ja◦k + b
j
k c
j
k = b∅ya
j
k + b◦ja◦k + b
j
k
It is apparent that the color of vertices does not play a specific role, so for the trees of order 3, we content ourselves
in this brief exposition with the following mono-coloured trees:
c
j
kl = b∅xa
j
kl + b•ja•ka•l + b
j
k a•l + b
j
l a•k + b
j
kl
c
j
k
l = b∅xa
j
k
l + b•ja
j
k + b
j
k a•l + b
j
l a•k + b
j
k
l
A property worth mentioning is the right-linearity of the ∗-product: if a ∈ G, and b and b′ are in CT¯ , then one has
a ∗ (b + b′) = a ∗ b+ a ∗ b′. (3.2.8)
A further immediate property that one can easily infer from the formulae above and that we shall frequently use in
the sequel is the fact that
(a ∗ b)|T• = a ∗
(
b|T•
)
and (a ∗ b)|T◦ = a ∗
(
b|T◦
)
.
To conclude this subsection, we now re-derive the expansion of the transient solution (x(t), y(t)) by using the
star-product. Denoting (x(t), y(t)) = B(α(t), (x0 , y0)), the differential equations (3.2.1) can be rewritten in terms
of B-series as
d
dt
B(α(t), (x0, y0)) = B(α(t) ∗ β(t), (x0, y0))
B(α(0), (x0, y0)) = B(1 , (x0, y0))
Of course, this may be translated as a Cauchy problem in terms of the coefficients α ∈ GR as
d
dt
α(t) = α(t) ∗ β(t), α(0) = 1 , (3.2.9)
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where β is defined in (3.2.7). Note that since β vanishes for trees of orders greater than 1 and owing to the
expression of the star-product, we hereby obtain for all k ∈ N
d
dt
α•k(t) = β•k(t),
d
dt
α◦k(t) = β◦k(t),
and for all u = [u1, . . . , up, v1, . . . , vq]•k ∈ T• and v = [u1, . . . , up, v1, . . . , vq]◦k ∈ T◦,
d
dt
αu(t) = β•k(t)
p∏
i=1
αui(t)
q∏
i=1
αvi(t),
d
dt
αv(t) = β◦k(t)
p∏
i=1
αui(t)
q∏
i=1
αvi(t), (3.2.10)
which, together with the initial conditions αw(0) = 0, give the formulae of Subsection 3.2.1. Since z0 = y0, we
can also write
x(t) = x0 +
∑
u∈T•
ε|u|
σu
αu(t)Fu(x0, z0), (3.2.11)
z(t) = e−tz0 +
∑
v∈T◦
ε|v|
σv
(e−tαv(t))Fv(x0, z0). (3.2.12)
The first coefficients α(t) for trees of orders less than or equal to 2 are given in Tables 3.1, 3.2.
u •0 •k
0
0
0
r
r ≥ 1
αu t
1−e−kt
k
t2
2
−1+rt+e−rt
r2
u
k
r
1
0
k
1
k
r
r ≥ 1 (k, r) 6= (1, 0), r 6= 1
αu
r−(r+k)e−kt+ke−(r+k)t
rk(r+k) −1 + t+ e
−t 1−e
−kt(1+kt)
k2
r−1−(k+r−1)e−kt+ke−(k+r−1)t
(r−1)k(k+r−1)
Table 3.1: Coefficients α for trees u ∈ T• with |u| ≤ 2 and k ≥ 1.
v ◦1 ◦k
1
0
1
r
k
r
0
1
r 6= 0 r 6= 0
αv t
1−e−k
′t
k′
t2
2
−1+rt+e−rt
r2
r−(k′+r)e−k
′t+k′e−(k
′+r)t
rk′(k′+r) −1 + e
t − t
v
1
1
1
r
2
0
k
1
k
r
r 6= 1 k ≥ 2 r 6= 1, k ≥ 2, k + r 6= 2
αv
t2
2
−1+r′t+e−r
′t
(r′)2 t − 1 + e
−t
1−(1+k′t)e−k
′t
(k′)2
r′−(k′+r′)e−k
′t+k′e−(k
′+r′)t
r′k′(k′+r′)
Table 3.2: Coefficients α for trees v of T◦ with |v| ≤ 2, k 6= 1, k′ = k − 1 and r′ = r − 1.
3.2.4 The transport equation
This subsection contains all the technical results used to state and prove the main results of the paper. In the spirit
of Lemma 2.4 and Definition 2.5 of [CMSS12b], we define polynomial functions by separating the slow-time t and
fast-time τ variables. This requires here a little bit more care than in [CMSS12b], since we wish to keep track of
the fact that coefficients α(t) involve exponential terms of the form e−kt with k ≥ −1 only. Whereas in quasi-
stroboscopic averaging as in [CMSS12b], the value at τ = 0 of coefficients γ(t, τ) was playing a major role, this is
the value at τ = +∞ which here becomes central to the analysis.
Lemma 3.2.5 Let w : (t, τ) ∈ R × R 7→ w(t, τ) ∈ R be a continuous function which, for each fixed τ , is a
polynomial in t and for each fixed t, is a polynomial in e−τ . If for all t ∈ R, w(t, t) = 0, then for all (t, τ) ∈ R×R,
w(t, τ) = 0.
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Definition 3.2.6 We say that a function w : R× R → R is a polynomial function if there exists a real polynomial
P ∈ R[X1, X2] in 2 variablesX1, X2, such thatw(t, τ) = P (t, e−τ ). Furthermore, η : R×R→ G is a polynomial
map, if
(i) ηw is a polynomial function for each w ∈ T•;
(ii) e−τηw is a polynomial function for each w ∈ T◦.
Proposition 3.2.7 There exists a unique polynomial map γ : R× R→ G such that
α(t) = γ(t, t), (3.2.13)
where α is the solution of equation (3.2.9).
Proof: The proof proceeds by induction on the order of trees. For order 1, the assertion of the proposition can be
straightforwardly checked. Now, consider u = [u1, . . . , up, v1, . . . , vq]•k ∈ T• and v = [u1, . . . , up, v1, . . . , vq]◦k ∈
T◦, then by definition of α (see equations (3.2.9) and (3.2.10)), we have
αu(t) =
∫ t
0
e−ks
p∏
i=1
αui(s)
q∏
i=1
αvi(s)ds and αv(t) =
∫ t
0
e−(k−1)s
p∏
i=1
αui(s)
q∏
i=1
αvi(s)ds.
Using the induction hypothesis and taking into account that the set of polynomial functions is an algebra which is
stable by derivation and integration (w.r.t. both t and τ ), since q ≤ k the function
e−ks
p∏
i=1
αui(s)
q∏
i=1
αvi(s) = e
−(k−q)
p∏
i=1
αui(s)
q∏
i=1
(e−sαvi(s))
is also of the form w(t, τ)|τ=t for some polynomial function w, and so is αu(t). A similar conclusion holds for
αv(t) if q ≤ k − 1. Now if q = k, we write w(t, τ) = P (t) + e−τ w˜(t, τ) where P (t) = limτ→+∞w(t, τ) is
polynomial in t and w˜ another polynomial function. DenotingQ the unique polynomial such that Q′ +Q = P , we
have
αv(t) =
∫ t
0
(esP (s) + w˜(s, s))ds = etQ(t) +
∫ t
0
w˜(s, s)ds
so that e−tαv(t) is again a polynomial function. 
For instance, according to Table 3.1 and Table 3.2, we have
α
k
0 (t) =
1− e−kt
k2
−
te−kt
k
and α
1
0 (t) = −t+ et − 1,
so that by substituting t by τ in exponential terms, we obtain
γ
k
0 (t, τ) =
1− e−kτ
k2
−
te−kτ
k
and γ
1
0 (t) = −1− t+ eτ .
The values of γ for trees or orders less than or equal to 2 are given in tables 3.3 and 3.4.
u •0 •k
0
0
0
r
r ≥ 1
γu t
1−e−kτ
k
t2
2
−1+rt+e−rτ
r2
u
k
r
1
0
k
1
k
r
r ≥ 1 (k, r) 6= (1, 0), r 6= 1
γu
r−(r+k)e−kτ+ke−(r+k)τ
rk(r+k) −1 + t+ e
−τ 1−e
−kτ (1+kt)
k2
r−1−(k+r−1)e−kτ+ke−(k+r−1)τ
(r−1)k(k+r−1)
Table 3.3: Coefficients γ for trees u ∈ T• with |u| ≤ 2 and k ≥ 1.
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v ◦1 ◦k
1
0
1
r
k
r
0
1
r 6= 0 r 6= 0
γv t
1−e−k
′τ
k′
t2
2
−1+rt+e−rτ
r2
r−(k′+r)e−k
′τ+k′e−(k
′+r)τ
rk′(k′+r) −1 + e
τ − t
v
1
1
1
r
2
0
k
1
k
r
r 6= 1 k ≥ 2 r 6= 1, k ≥ 2, k + r 6= 2
γv
t2
2
−1+r′t+e−r
′τ
(r′)2 t − 1 + e
−τ
1−(1+k′t)e−k
′τ
(k′)2
r′−(k′+r′)e−k
′τ+k′e−(k
′+r′)τ
r′k′(k′+r′)
Table 3.4: Coefficients γ for trees v of T◦ with |v| ≤ 2, k 6= 1, k′ = k − 1 and r′ = r − 1.
Proposition 3.2.8 If γ ∈ GR×R is defined as in (3.2.13), then γ(0, 0) = 1 and
∀(t, τ) ∈ R× R, ∂tγ(t, τ) + ∂τγ(t, τ) = γ(t, τ) ∗ β(τ). (3.2.14)
Proof: By virtue of the chain rule and equation (3.2.9) , equation (3.2.14) is satisfied for τ = t. The mapping γ
being polynomial, Lemma (3.2.5) allows to assert that equation (3.2.14) is actually satisfied for all (t, τ). Finally,
γ(0, 0) = α(0) = 1 . 
In contrast with the general situation where equation (3.2.14) may have infinitely many solutions with the mere
initial condition γ(0, 0) = 1 , the polynomial nature of γ ensures here that there is only one. Actually, uniqueness
can be ensured by prescribing the value of γ at (0, 0), as in [CMSS12b], or at (0, τ0), as in [MSS16a]. Since the
asymptotic dynamics of B•(γ(t, τ), (x0, y0)) is here attained for τ = +∞, we have to address the question of
uniqueness of the solution of (3.2.14) in the two situations of Lemma 3.2.9 and Lemma 3.2.10.
Lemma 3.2.9 Given a polynomial function w : R× R→ R, c1 ∈ R and c2 ∈ R, there exists a unique polynomial
solution of
∂tϕ(t, τ) + ∂τϕ(t, τ) = w(t, τ), ϕ(0, 0) = c1 or ϕ(0,+∞) = c2.
Proof: Writing w(t, τ) =
∑j
k=0 e
−kτWk(t) and ϕ(t, τ) =
∑r
k=0 e
−kτϕk(t), the differential equation becomes
r∑
k=0
e−kτ (ϕ′k(t)− kϕk(t)) =
j∑
k=0
e−kτWk(t).
For k = 1, . . . , j, there exists a unique polynomial solution of ϕ′k − kϕk = Wk, while for k > j, ϕ
′
k − kϕk = 0
implies ϕk = 0. As for k = 0, we get ϕ0(t) =
∫ t
0
W0(s)ds + C where C is then uniquely defined by ϕ(0, 0) =∑n
k=1 ϕk(0) + C = c1 or by ϕ(0,+∞) = C = c2. 
Lemma 3.2.10 Given a polynomial function w : R × R → R and c ∈ R, there exists a unique solution ϕ(t, τ) =
eτψ(t, τ), with ψ a polynomial function, of :
∂tϕ(t, τ) + ∂τϕ(t, τ) = e
τw(t, τ), ϕ(0, 0) = c
Proof: Writing w(t, τ) =
∑j
k=0 e
−kτWk(t) and ϕ(t, τ) = e
τ
∑r
k=0 e
−kτϕk(t), the differential equation becomes
r∑
k=0
e(1−k)τ (ϕ′k(t) + (1 − k)ϕk(t)) =
j∑
k=0
e(1−k)τWk(t).
For k = 0, 2, . . . , j, there exists a unique polynomial solution of ϕ′k + (1 − k)ϕk = Wk, while for k > j,
ϕ′k − kϕk = 0 implies ϕk = 0. As for k = 1, we get ϕ1(t) =
∫ t
0
W1(s)ds + C, where C is then uniquely defined
by ϕ(0, 0) = ϕ0(0) + C +
∑n
k=2 ϕk(0) = c. 
Proposition 3.2.11 1. There exists a unique polynomial map γ ∈ GR×R solution of (3.2.14) satisfying γ(0, 0) =
1 .
2. There exists a unique polynomial map δ ∈ GR×R solution of
∂tδ(t, τ) + ∂τ δ(t, τ) = δ(t, τ) ∗ β(τ) (3.2.15)
satisfying both conditions δ|T¯• (0,+∞) = 1 |T¯• and δ|T¯◦ (0, 0) = 1 |T¯◦ .
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Proof: Both assertions can be proved along the same lines and we thus concentrate on the second one. The proof
proceeds by induction on the order of trees. For u = •k ∈ T•, k ≥ 0, equation (3.2.15) with the considered initial
conditions gives
∂tδ•k(t, τ) + ∂τδ•k(t, τ) = e
−kτ and lim
τ→+∞
δ•k(t, τ) = 0,
which, owing to Lemma 3.2.9, has a unique polynomial solution. For v = ◦k ∈ T◦, k ≥ 0, we can conclude
similarly by Lemma 3.2.10. Now, consider u = [u1, . . . , up, v1, . . . , vq]•k ∈ T• a tree of order n ≥ 2. As δ is a
solution of (3.2.14), we have
∂tδu(t, τ) + ∂τδu(t, τ) = (δ(t, τ) ∗ β(τ))u = e
−(k−q)τ
p∏
i=1
δui(t, τ)
q∏
j=1
(e−τδvj (t, τ)) := w(t, τ)
where, by induction hypothesis, δui(t, τ) and e
−τδvj (t, τ) are polynomial, so that w(t, τ) is also a polynomial
function. The assumption on the initial conditions and Lemma 3.2.9 thus imply that δu(t, τ) is uniquely defined.
For a tree v = [u1, . . . , up, v1, . . . , vq]◦k ∈ T◦ of order n ≥ 2, we can conclude similarly using Lemma 3.2.10. 
As we shall see below, the map δ embeds the dynamics on the center manifold. Its values for trees or orders less
than or equal to 2 are given in tables 3.5 and 3.6.
u •0 •k
0
0
0
r
r ≥ 1
δu t
−e−kτ
k
t2
2
e−rτ
r2
u
k
r
1
0
k
1
k
r
r ≥ 1 (k, r) 6= (1, 0), r 6= 1
δu
e−(r+k)τ
r(r+k) t+ e
−τ −e
−kτ (1+kt)
k2
−(k+r−1)e−kτ+ke−(k+r−1)τ
(r−1)k(k+r−1)
Table 3.5: Coefficients δ for trees u ∈ T• with |u| ≤ 2 and k ≥ 1.
v ◦1 ◦k
1
0
1
r
k
r
0
1
r 6= 0 r 6= 0
δv t
1−e−k
′τ
k′
t2
2
−1+e−rτ
r2
−1+e−(k
′+r)τ
r(k′+r) −1 + e
τ − t
v
1
1
1
r
2
0
k
1
k
r
r 6= 1 k ≥ 2 r 6= 1, k ≥ 2, k + r 6= 2
δv
t2
2
−1+r′t+e−r
′τ
(r′)2 t − 1 + e
−τ
1−(1+k′t)e−k
′τ
(k′)2
r′−(k′+r′)e−k
′τ+k′e−(k
′+r′)τ
r′k′(k′+r′)
Table 3.6: Coefficients δ for trees v of T◦ with |v| ≤ 2, k 6= 1, k′ = k − 1 and r′ = r − 1.
Prior to the next proposition, which states the main result of this subsection, we introduce the following key
change of variables of the center-manifold theory.
Definition 3.2.12 Let γ˜ : R→ G be defined by
γ˜|T¯• (t) = γ|T¯• (t,+∞) and γ˜|T¯◦ (t) = γ|T¯◦ (t, 0).
We denote by Φ0 the map (x, y) 7→ Φ0(x, y) := B(γ˜−1(0), (x, y)).
Note that by definition, γ˜|T¯◦ (0) = 1 |T¯◦ , so that y is left unchanged by Φ
−1
0 . The values of γ˜|T• (0) for trees or
order less or equal to 2 are given in Table 3.7.
Remark 3.2.13 Denoting x(t, τ) = B•(γ(t, τ), (x0, y0)), the solution x(t,+∞) in the limit τ → +∞ lies on
the center manifold and x(0,+∞) is nothing but the modified initial condition xε0. In other words, (x
ε
0, y0) =
Φ−10 (x0, y0).
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u •0 •k
0
0
0
r
r ≥ 1
γu(0,+∞) 0
1
k 0
−1
r2
u
k
r
1
0
k
1
k
r
r ≥ 1 (k, r) 6= (1, 0), r 6= 1
γu(0,+∞)
1
k(r+k) −1
1
k2
1
k(k+r−1)
Table 3.7: Coefficients γ˜(0) for trees u ∈ T• with |u| ≤ 2 and k ≥ 1.
Proposition 3.2.14 The following relations hold true for all (t, t′, τ) ∈ R× R× R:
γ(t+ t′, τ) = γ˜(t′) ∗ γ˜−1(0) ∗ γ(t, τ), (3.2.16)
γ(t, τ) = γ˜(t) ∗ γ˜−1(0) ∗ γ(0, τ), (3.2.17)
γ˜(t+ t′) = γ˜(t′) ∗ γ˜−1(0) ∗ γ˜(t), (3.2.18)
γ(t+ t′, τ) = γ(t′, 0) ∗ γ(t, τ), (3.2.19)
γ(t, τ) = γ(t, 0) ∗ γ(0, τ), (3.2.20)
γ(t+ t′, 0) = γ(t′, 0) ∗ γ(t, 0). (3.2.21)
Proof: Premultiplying (3.2.14) by γ˜−1(t′) and using the right-linearity of the ∗-product, one sees that γ˜−1(t′) ∗
γ(t+ t′, τ) also satisfies an equation of the form (3.2.15) with(
γ˜−1(t′) ∗ γ(t′,+∞)
)∣∣
T¯•
= γ˜−1(t′) ∗ γ|T¯• (t
′,+∞) = 1 T¯•
and (
γ˜−1(t′) ∗ γ(t′, 0)
)∣∣
T¯◦
= γ˜−1(t′) ∗ γ|T¯◦ (t
′, 0) = 1 T¯◦.
By Proposition 3.2.11, the solution is unique and is thus independent of t′. In particular, one has
γ˜−1(t′) ∗ γ(t+ t′, τ) = γ˜−1(0) ∗ γ(t, τ) = δ(t, τ) (3.2.22)
which proves (3.2.16). Equation (3.2.17) is then obtained from (3.2.16) by taking t = 0 and renaming t′ by t while
(3.2.18) follows from (3.2.16) by putting τ = +∞ for trees in T• and τ = 0 for trees in T◦. The last three equations
are obtained similarly by noticing that γ−1(t′, 0) ∗ γ(t+ t′, τ) also satisfies equation (3.2.14) with initial condition
γ−1(t′, 0) ∗ γ(t′, 0) = 1 and invoking again Proposition 3.2.11. 
We emphasize that, in passing, we have obtained (see (3.2.22) the relation δ(t, τ) = γ˜−1(0) ∗ γ(t, τ). Hence, the
solution of the original problme can be recovered from δ(t, t) simply by starting from the modified initial condition
B(δ(t, t),Φ−10 (x0, y0)) = B(γ(t, t), (x0, y0)),
where Φ0 has been introduced in Definition 3.2.12.
3.2.5 Dynamics on the center manifold
The map δ, being a polynomial map, can be decomposed as
δ|T• (t, τ) = δ
∞|T• (t) + e
−τ δR
∣∣
T•
(t, τ) and δ|T◦ (t, τ) = e
τ δ∞|T◦ (t) + δ
R
∣∣
T◦
(t, τ). (3.2.23)
Definition 3.2.15 The norm ‖ · ‖ is defined recursively on T as follows: for all k ∈ N, ‖ •k ‖ = ‖ ◦k ‖ = k and for
w = [u1, . . . , up, v1, . . . , vq]•k or w = [u1, . . . , up, v1, . . . , vq]◦k , then
‖w‖ = k − q +
p∑
i=1
‖ui‖+
q∑
i=1
‖vi‖.
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Remark 3.2.16 Trees with zero norm are distinctive for the corresponding elementary differentials do not depend
on y. This stems from the very definition of fk(x, y) and gk(x, y) as k-linear maps w.r.t. the variable y, and from the
fact that, in a tree with zero norm, all functions fk or gk appearing are differentiated exactly k times. It is also worth
mentioning that in a tree of zero norm, the index carried by any vertex is exactly equal to the number of upcoming
◦ branches. In this sense, the set of zero norm indexed partitioned trees is isomorphic to the set of partitioned trees
with no label. For the sake of illustration, consider for instance the zero-norm tree u = [•0, •0, ◦0, ◦0, ◦0]•3 . Since
∂3yf3(x, y) =
1
3!∂
3
y
(
(∂3yf)(x, 0) y
3
)
= (∂3yf)(x, 0), we have
Fu(x, y) = (∂
2
x∂
3
yf)(x, 0)
(
F•0(x, y),F•0(x, y),F◦0(x, y),F◦0(x, y),F◦0(x, y)
)
= (∂2x∂
3
yf)(x, 0)
(
f(x, 0), f(x, 0), g(x, 0), g(x, 0), g(x, 0)
)
.
Proposition 3.2.17 For all u = [u1, . . . , up, v1, . . . , vq]•k ∈ T• and all v = [u1, . . . , up, v1, . . . , vq]◦k ∈ T◦ such
that q = k, the following relations
δ˙∞u (t) =
p∏
i=1
δ∞ui (t)
q∏
j=1
δ∞vj (t), δ
∞
u (0) = 0
and δ˙∞v (t) + δ
∞
v (t) =
p∏
i=1
δ∞ui (t)
q∏
j=1
δ∞vj (t) (3.2.24)
are satisfied. Furthermore, if w ∈ T is such that ‖w‖ > 0, then δ∞w (t) = 0 for all t ∈ R.
Proof: By definition of δ, we have (∂t + ∂τ )δ(t, τ) = δ(t, τ) ∗ β(τ) with δ∞|T• (0) = δ|T• (0,+∞) = 1 |T• .
Hence, for all u = [u1, . . . , up, v1, . . . , vq]•k ∈ T•, one has
e−(k−q)τ
p∏
i=1
δ∞ui (t)
q∏
j=1
δ∞vj (t) + e
−τw(t, τ) = δ˙∞u (t) + e
−τ w˜(t, τ) (3.2.25)
where w and w˜ are polynomial functions. Similarly, for all v = [u1, . . . , up, v1, . . . , vq]◦k ∈ T◦, one has
e−(k−1−q)τ
p∏
i=1
δ∞ui (t)
q∏
j=1
δ∞vj (t) + w(t, τ) = e
τ (δ˙∞v (t) + δ
∞
v (t)) + w˜(t, τ). (3.2.26)
For k = q, this clearly proves equations (3.2.24).
Now, suppose that ‖u‖ > 0 and ‖v‖ > 0 respectively: then either k < q or k = q and at least one amongst
the branches ui or vj has a strictly positive norm. In the first case, we obtain respectively δ˙
∞
u (t) = 0 and δ˙
∞
v (t) +
δ∞v (t) = 0 (according to (3.2.25) and (3.2.26)), so that δ
∞
u (t) = 0 owing to the initial condition δ
∞
u (0) = 0, and
δ∞v (t) = 0 owing to the fact that δ
∞
v (t) is polynomial in t. In the second case, relation (3.2.24) is satisfied with a
right-hand side that vanishes owing to an induction argument, and we can conclude similarly. 
Remark 3.2.18 Note that the initial condition δ∞ |T◦( 0) is not known a priori. It is actually determined by solving
equation (3.2.24). This is accordance with the fact that δ∞ are the B-series coefficients of the asymptotic dynamics
of (x(t), z(t)), the solution of (3.2.1).
Relation (3.2.16) can be rewritten as
δ(t+ t′, τ) = γ˜−1(0) ∗ γ˜(t′) ∗ δ(t, τ).
Furthermore, it is clear that
δ∞|T• (t) = δ|T• (t,+∞) = γ˜
−1(0) ∗ γ|T• (t,∞) = γ˜
−1(0) ∗ γ˜|T• (t),
and that
δ∞|T◦ (t) = limτ→∞
e−τ δ|T◦ (t, τ).
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Passing to the appropriate limits, we thus obtain
δ∞(t+ t′) =
(
γ˜−1(0) ∗ γ˜(t′)
)
∗ δ∞(t).
Given now that δ∞w ≡ 0 if ‖w‖ > 0, the left term in the star product of the right-hand side is evaluated only for
trees of T•, and since
(γ˜−1(0) ∗ γ˜(t′)) |T• = γ˜
−1(0) ∗ γ˜ |T• (t
′) = δ∞ |T• (t
′),
we may write
δ∞(t+ t′) = δ∞(t′) ∗ δ∞(t), (3.2.27)
or
δ∞(t+ t′) = δ∞ |T• (t
′) ∗ δ∞(t), (3.2.28)
at the price of a slight abuse of notations (we have indeed here δ∞∅y (t
′) = 0, in contrast with the definition of the
∗-product in Subsection 3.2.3). The perfectly rigorous way to write (3.2.27) would be
δ∞(t+ t′) = (1z + δ∞(t′)) ∗ δ∞(t)
where 1zw = 0 for all w /∈ T¯• ∪ T◦ and 1
z
∅y
= 1, where the addition of the term 1z is harmless and only technical,
since it does not appear in the effective computations of the star product.
Remark 3.2.19 Note that the B-series B(δ∞(t), (x, y)) is of the form (x + O(ε),O(ε)), since for all t ≥ 0,
δ∞∅z (t) = 0. Besides, since δ
∞
w ≡ 0 for ‖w‖ > 0, that it does not depend on z, that is to say
B(δ∞(t), (x, y)) = B(δ∞(t), (x, 0)).
As a consequence, the asymptotic behaviour depends on z0 = y0 only through the modified intial condition x
ε
0.
In the sequel, we shall denote
(x∞(t), z∞(t)) = B(δ∞(t), (xε0, 0)), (3.2.29)
where (xε0, y0) = Φ
−1
0 (x0, y0). It may be seen as the trajectory
(x(t, τ), z(t, τ)) =
(
B•(δ(t, τ), (x
ε
0, z0)), B◦(e
−τδ(t, τ), (xε0, z0))
)
in the limit τ = +∞, i.e. as the shadow solution of (x(t), y(t)) on the center manifold. We are now in position to
identify the center-manifold function εh and the vector field εF of the slow dynamics in the variable x.
Proposition 3.2.20 Consider the two functions h and F defined by their B-series expansions
εh(x) := B◦(δ
∞(0), (x, 0)) and εF (x) := B•(δ˙
∞(0), (x, 0)).
The following relations hold true
εf(x, εh(x)) = B•
(
δ˙∞(0), (x, 0)
)
and εg(x, εh(x))) = B◦
(
δ˙∞(0) + δ∞(0), (x, 0)
)
. (3.2.30)
In particular, one has F (x) = f(x, εh(x)).
Proof: By definition of β, we have
(
εf(x, z), εg(x, z)
)
= B(β(0), (x, z)). Besides, we can write
(x, εh(x)) = B(δ∞(0), (x, 0)) = B(1z + δ∞(0), (x, 0)),
so that, using the star-product, we get
(εf(x, εh(x)), εg(x, εh(x))) = B
(
(1z + δ∞(0)) ∗ β(0), (x, 0)
)
.
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To sum up, we wish to prove that
B•
(
(1z + δ∞(0)) ∗ β(0), (x, 0)
)
= B•(δ˙
∞(0), (x, 0)),
B◦
(
(1z + δ∞(0)) ∗ β(0), (x, 0)
)
= B◦(δ˙
∞(0) + δ∞(0), (x, 0)).
Now, given that Fw(x, z)|z=0 = 0 whenever ‖w‖ > 0, all we have to prove is that for all w ∈ T with ‖w‖ = 0,
one has (
(1z + δ∞(0)) ∗ β(0)
)
w
= δ˙∞w (0) if w ∈ T•,(
(1z + δ∞(0)) ∗ β(0)
)
w
= δ˙∞w (0) + δ
∞
w (0) if w ∈ T◦
Consider a tree w ∈ T either of the form [u1, . . . , up, v1, . . . , vq]•q or [u1, . . . , up, v1, . . . , vq]◦q . According to
Proposition 3.2.17 on the one hand, and by definition of the ∗-product on the other hand, we indeed have
δ˙∞w (0) =
p∏
i=1
δ∞ui (0)
q∏
j=1
δ∞vj (0) = [(1
z + δ∞(0)) ∗ β(0)]w if w ∈ T•,
δ˙∞w (0) + δ
∞
w (0) =
p∏
i=1
δ∞ui (0)
q∏
j=1
δ∞vj (0) = [(1
z + δ∞(0)) ∗ β(0)]w if w ∈ T◦,
where we used the explicit definition of β (as in (3.2.10)). 
Theorem 3.2.21 The solution (x∞(t), z∞(t)) defined in (3.2.29) satisfies the following center-manifold system{
x˙∞(t) = εF (x∞(t)) = εf
(
x∞(t), εh(x∞(t))
)
z∞(t) = εh(x∞(t))
, (3.2.31)
with initial condition (x∞(0), z∞(0)) = (xε0, εh(x
ε
0)).
Proof: For trees of T◦, relation (3.2.28) becomes
δ∞ |T◦ (t+ t
′) = δ∞ |T• (t) ∗ δ
∞ |T◦ (t
′),
so that, by choosing t′ = 0, one has
δ∞ |T◦ (t) = δ
∞ |T• (t) ∗ δ
∞ |T◦ (0),
which proves the second part of (3.2.31).
As for the first part of the statement, we consider equation (3.2.28) for trees of T•, differentiate it w.r.t. t′, then
evaluate at t′ = 0 and obtain
δ˙∞ |T• (t) = δ
∞ |T• (t) ∗ δ˙
∞ |T• (0).

Example 3.2.22 The first terms of the expansion of εh(x) are computed in Table 3.8, where, for conciseness, we
have omitted the argument (x, 0) of all functions and used obvious simplified notations for derivatives. Collecting
◦0
0
0
1
0
0
00
1
00
2
00
0
0
0
1
0
0
1
1
0
0
1
0
1 −1 1 2 −1 1 1 −2 1 −1
g gx f gz g gxx(f, f) gxz(f, g) gzz(g, g) gx fxf gz gx f gz gz g gx fz g
Table 3.8: Coefficients δ∞(0) for trees u of T◦ with |u| ≤ 3.
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u ∈ T• •0
0
0
1
0
0
0
0
1
0
0
1
1
0
0
1
0
0
00
1
00
2
00
δ˙∞(0) 1 0 1 0 −1 1 0 0 0 1
v ∈ T◦ ◦0
0
0
1
0
0
00
1
00
2
00
1
0
0
1
1
0
0
1
0
0
0
0
δ˙∞(0) 0 1 0 −2 1 0 1 0 1 −1
Table 3.9: Coefficients δ˙∞(0) for trees of T with order≤ 3.
all terms up to order 3 in ε, we thus obtain
εh(x) = εg(x, 0) + ε2
(
− gx(x, 0) f(x, 0) + gz(x, 0) g(x, 0)
)
+ ε3
(
gxx(x, 0)
(
f(x, 0), f(x, 0)
)
+ gx(x, 0) fx(x, 0) f(x, 0)− gxz
(
f(x, 0), g(x, 0)
)
+
1
2
gzz(x, 0)
(
g(x, 0), g(x, 0)
)
− 2gz(x, 0) gx(x, 0) f(x, 0) + gz(x, 0) gz(x, 0) g(x, 0)− gx(x, 0) fz(x, 0) g(x, 0)
)
+O(ε4).
In next proposition, we prove that the center-manifold function εh obtained here satisfies the familiar partial differ-
ential equation (3.2.32)5.
Proposition 3.2.23 The function h satisfies the following partial differential equation
εh′(x)f(x, εh(x)) = −h(x) + εg(x, εh(x)). (3.2.32)
Proof: Differentiating (x∞(t), z∞(t)) = B(δ∞(t), (xε0, 0)) w.r.t. t, we have (x˙
∞(t), z˙∞(t)) = B(δ˙∞(t), (xε0, 0)).
From Theorem 3.2.21, we also have
(x˙∞(t), z˙∞(t)) =
(
εF (x∞(t)), ε2h′(x∞(t))F (x∞(t))
)
which, for t = 0, gives
ε2h′(xε0)F (x
ε
0) = B◦(δ˙
∞(0), (xε0, 0)).
To sum up, the following three relations hold for all x
(i) ε2h′(xε0)F (x
ε
0) = B◦(δ˙
∞(0), (x, 0)),
(ii) εh(x) = B◦(δ
∞(0), (x, 0)),
(iii) εg(x, εh(x)) = B◦(δ˙
∞(0) + δ∞(0), (x, 0)),
from which we can straightforwardly conclude. 
Remark 3.2.24 Note that if one defines the B-series map Π : (x, z) 7→ Π(x, z) := B(δ∞(0), (x, z)) and Φ−10 :
(x, z) 7→ Φ−10 (x, z) := B(γ˜(0), (x, z)), then the relations
Π ◦Π = Π and Φ−10 ◦Π = Π,
hold true. These two relations guarantee the two consistency requirements that: (i) the B-series B(δ∞(0), (x, z)),
mapping (x, z) to (x, εh(x)) ∈ M, is a projection (onto the manifold, perpendicularly to the x-axis); (ii) the
change of variables Φ0 coincides with the identity map when acting on the manifoldM.
The overall results of this subsection are sketched in Figure 3.1. The main novelty here is the map Φ−10 , whose
expansion in powers of ε we derive, and which tells us how to transform the initial condition.
5This equation is documented in almost every book on the center manifold theorem, see for instance [Car81].
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Φ−10 Π
(x0, z0) −→ (xε0, z0) −→ (x
ε
0, εh(x
ε
0))
flow of (3.2.4) Ψ
(f,g)
t
y
(x(t), y(t))
y Ψ(F,h)t flow of (3.2.31)y
(x(t), e−ty(t)) ←−−−−→
same asymptotic behaviour
(x∞(t), z∞(t))
Figure 3.1: Center-manifold and exact equations.
3.2.6 Reduction to normal form
The center manifold theorem, whether in its standard enunciation 3.1.1 or in its B-series variation 3.2.21, decouples
the asymptotic dynamics into a slow variable x -which obeys a nonstiff reduced model- and an enslaved variable
z -which becomes a direct function of x. In the transient phase (for small values of t), this remains unsatisfactory
since we have no way to recover the full exact solution from the reduced model. The information provided by the
initial condition z0 is indeed lost as soon as Π is applied (see Figure 3.1). If we wish to recover the exact solution
of (3.2.1) (through a decoupled -although not reduced- model), we may further exploit Proposition 3.2.14. To this
aim, we thus consider the map
δ˜(t) = γ˜−1(0) ∗ γ˜(t),
which is, roughly speaking, an “unprojected” version of δ∞(t). On the one hand, composing (3.2.17) from the left
by γ˜−1(0), we obtain
δ(t, τ) = δ˜(t) ∗ δ(0, τ) = γ˜−1(0) ∗ γ(t, τ) (3.2.33)
which means that δ˜(t) describes completely the dynamics of the exact solution, characterized by γ(t, t), up to
changes of variables at initial time and time t. As a matter of fact, we have
γ(t, t) = γ˜(0) ∗ δ˜(t) ∗ δ(0, t). (3.2.34)
On the other hand, it follows by composing (3.2.18) by γ˜−1(0) that
δ˜(t+ t′) = δ˜(t′) ∗ δ˜(t), (3.2.35)
which constitutes a group law for δ˜. Interestingly enough,
δ˜
∣∣∣
T•
(t) = lim
τ→+∞
γ˜−1(0) ∗ γ˜|T• (t, τ) = δ
∞|T• (t),
so that, using Remark 3.2.19
B•(δ˜(t), (x
ε
0, y0)) = B•(δ
∞(t), (xε0, y0)) = B•(δ
∞(t), (xε0, 0)) = x
∞(t).
Theorem 3.2.25 Let us define the B-series vector field and map
εG(x, y) = B◦
( ˙˜
δ(0), (x, y)
)
and Φt(x, y) = B(δ(0, t), (x, y)),
and let us denote by Ψ
(F,G)
t the flow of the differential system{
x˙∞ = εF (x∞)
˙˜y = εG(x∞, y˜)
. (3.2.36)
Then the following relation holds true
Ψ
(f,g)
t (x0, y0) =
(
Φt ◦Ψ
(F,G)
t ◦ Φ
−1
0
)
(x0, y0). (3.2.37)
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Proof: As already noticed above, we have B•(δ˜(t), (x
ε
0, y0)) = B•(δ
∞(t), (xε0, 0)) = x
∞(t), which is known to
satisfy the first equation of (3.2.36). The second equation of (3.2.36) is obeyed by (x∞(t), y˜(t)) = B(δ˜(t), (xε0, y0)),
as can be seen by differentiating equation (3.2.35) w.r.t. t and evaluating at t = 0. Now relation (3.2.37) is just a
rewriting of (3.2.34). 
Remark 3.2.26 The last three relations of Proposition 2.13, namely (3.2.19), (3.2.20) and (3.2.21), are also derived
in [MSS16a] (see Example 1 pp. 28 and Theorem 9). They can be used as well to bring the original system to a
normal form which however differs from the one obtained here: mutadis mutandis, system (3.2.36) transforms -via
(3.2.19), (3.2.20) and (3.2.21)- into a coupled system in both variables and the gain of working in lower dimension
is lost. The corresponding vector field is indeed the B-series with coefficients
dγ(t,0)
dt
∣∣∣
t=0
whose first terms can be
written as follows
B•
( dγ(t, 0)
dt
∣∣∣∣
t=0
, (x, y)
)
= εf(x, 0) + ε2∂yf(x, 0)g(x, 0)
+ε2
∑
k≥1
1
k!
(
1
k
∂xf(x, 0)∂
k
y f(x, 0)y
k − ∂kz f(x, 0)
(
yk−1, ∂yg(x, 0)y
))
+O(ε3)
for component x˙ and
B◦
( dγ(t, 0)
dt
∣∣∣∣
t=0
, (x, y)
)
= εg(x, 0) + ε2
(1
2
∂x∂
2
yg(x, 0)
(
y2, f(x, 0)
)
− ∂xg(x, 0)∂yf(x, 0)y
)
+ε2
∑
k≥1
1
kk!
(
∂x∂yg(x, 0)
(
y, ∂kyf(x, 0)y
k
)
− ∂k+1y g(x, 0)
(
yk, ∂yg(x, 0)y
))
+O(ε3)
for component y˙. These expansions make apparent the dependence w.r.t. both x and y of both components, in
contrast with (3.2.36), which may be thought of as a triangularization.
In order to impart to Theorem 3.2.25 its practical value, we list coefficients δ(0, t), relative to Φt, for all trees of
orders less than or equal to two, in Table 3.10 and Table 3.11. We further illustrate Theorems 3.2.21 and 3.2.25
u •0 •k
0
0
0
r
r ≥ 1
δu(0, t) 0
−e−kt
k 0
e−rt
r2
u
k
r
1
0
k
1
k
r
r ≥ 1 (k, r) 6= (1, 0), r 6= 1
δu(0, t)
e−(r+k)t
r(r+k) 0
−e−kt
k2
−(k+r−1)e−kt+ke−(k+r−1)t
(r−1)k(k+r−1)
Table 3.10: Coefficients δ(0, t) for trees u ∈ T• with |u| ≤ 2 and k ≥ 1.
v ◦1 ◦k
1
0
1
r
k
r
0
1
r 6= 0 r 6= 0
δv(0, t) 0
1−e−k
′t
k′ 0
−1+e−rt
r2
−1+e−(k
′+r)t
r(k′+r) 0
v
1
1
1
r
2
0
k
1
k
r
r 6= 1 k ≥ 2 r 6= 1, k ≥ 2, k + r 6= 2
δv(0, t) 0
−1+e−r
′t
(r′)2 −1 + e
−t 1−e
−k′t
(k′)2
r′−(k′+r′)e−k
′t+k′e−(k
′+r′)t
r′k′(k′+r′)
Table 3.11: Coefficients δ(0, t) for trees v of T◦ with |v| ≤ 2, k 6= 1, k′ = k − 1 and r′ = r − 1.
schematically in Figure 3.2.
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Φ−10 Π
(x0, y0) −−−−→ (xε0, y0) −−→ (x
ε
0, εh(x
ε
0))
flow of ↓ (3.2.4)Ψ
(f,g)
t Ψ
(F,G)
t flow ↓ of (3.2.36)
Φt
(x(t), y(t)) ←−−−− (x∞(t), y˜(t)) Ψ
(F,h)
t
y flow of (3.2.31)
↓
(x(t), e−ty(t)) ←−−−−−−−−−−−−−−→
same asymptotic behaviour
(x∞(t), z∞(t))
Figure 3.2: Center-manifold and normal-form equations.
3.3 Numerical implementation of B-series
To implement numerically B-series, one key point is to compute the composition and the inverse among B-series.
The definitions of the introduction (see Definitions 0.2.10 and 0.2.15) use partition of trees, which is not an easy
notion to implement. In this section, the theory of Hopf algebras of trees is introduced in order to define the
composition and the inverse of B-series in a computable way.
3.3.1 Hopf algebra of trees
Definition 3.3.1 AHopf algebraH is a bialgebra , i.e an (unital associative) algebra and a (counital coassociative)
coalgebra. Moreover, it is equipped with an antiautomorphism called the antipode S : H → H , such that the
following diagram is commutative :
∆ ∆
H ⊗H ←− H −→ H ⊗H
Id⊗ S
y y S ⊗ Id
H ⊗H −→ H ←− H ⊗H
µ µ
with ∆ : H → H ⊗H the coproduct and µ : H ⊗H → H the multiplication.
The composition law can be described using a Hopf algebra introduced by Connes and Kreimer. To explain the
notions, the trees with one color and no index are considered. We are back in the initial case of the introduction,
where we wanted to describe in terms of B-series the solution of the simple differential system : dty = εf(y).
Definition 3.3.2 A forest is a set of trees in T ∪ {∅}. The forest regrouping the elements w1, . . . , wn ∈ T ∪ {∅}
(with potential repetitions) is denoted w1 . . . wn.
Definition 3.3.3 H is the set of linear combinations of forests in T ∪ {∅}.
To attach H a commutative R-algebra structure, we define a scalar multiplication ., an addition + and a multi-
plication µ : H⊗H → H.
Example 3.3.4 We have :
µ
(
( + 3 )⊗
(
2 −
))
= 2 + 6 − − 3 ,
which is a linear combination of forests and so belongs toH.
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Proposition 3.3.5 The unit element for the multiplication µ is the empty forest ∅ :
∀w ∈ T , µ(∅ ⊗ w) = w.
In order to make H a bialgebra, a coproduct compatible with the algebras laws is defined. This coproduct is
denoted∆ : H → H⊗H and it is coassociative :
(Id⊗∆) ◦∆ = (∆⊗ Id) ◦∆.
The bialgebraH is a Hopf algebra if there exists in addition an antipode S : H → H satisfying :
µ ◦ (S ⊗ Id) ◦∆ = µ ◦ (Id⊗ S) ◦∆ = 1 .
The map S will be used to compute the inverse in the Butcher group.
The coproduct of Connes and Kreimer
The elements of the Butcher group a ∈ G are such that a∅ = 1 and they can be extended to unital algebra maps by
linearity and by the property :
∀ w1, . . . , wn ∈ T , aw1...wn = aw1 . . . awn .
Hence, a : T ∪ {∅} → R is extended to a : H → R.
Example 3.3.6 Let a : T ∪ {∅} → R be an element of G. The map a is extended to H by :
a
(
+ 3
)
= a
( )
+ 3 a ( )
= a ( ) a
( )
+ 3 a ( ) .
In order to define the coproduct of Connes and Kreimer, the following two functions are introduced.
Definition 3.3.7 For w = [w1, . . . , wn]• ∈ T , the functionsB− : T → H and B+ : H → T are defined as:
• B−(w) = w1 . . . wn ,
• B+(w1 . . . wn) = [w1, . . . , wn]•.
Example 3.3.8 For w = = [•, •]• :
B−(w) = • •, B+(• •) = w.
Using the extension of the Butcher-group elements to unital algebra maps, the definition of the coproduct is the
following one.
Definition 3.3.9 The coproduct is defined recursively by∆∅ = ∅ ⊗ ∅ and
∀w ∈ T , ∆w = w ⊗ ∅+
(
IdH ⊗B
+
)
◦∆ ◦B−(w). (3.3.1)
Example 3.3.10 For trees of order lower or equal to 3, the coproduct gives :
∆• = • ⊗ ∅+ ∅ ⊗ •
∆ = ⊗ ∅+ • ⊗ •+ ∅ ⊗
∆ = ⊗ ∅+ • • ⊗ •+2 • ⊗ + ∅ ⊗
∆ = ⊗ ∅+ ⊗ •+ • ⊗ + ∅ ⊗
Then, the antipode is defined to complete the construction of Connes and Kreimer Hopf-algebra.
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Definition 3.3.11 The antipode S is given by :
∀w ∈ T , Sw =
∑
p∈P(w)
(−1)#P(w)
∏
ω∈P(w)
w.
Example 3.3.12 For trees of order lower or equal to 3, this yields to :
S∅ = ∅
S• = −
S = − + 2
S = − + 2 − 3
S = − + 2 t − 3
Proposition 3.3.13 The inverse in the Butcher group is expressed using the antipode :
∀a ∈ G, ∀w ∈ T , a−1w = (a ◦ S)w . (3.3.2)
Composition of B-series
The main point of this section is the use of the following proposition. The coproduct of Connes and Kreimer is used
in an alternative definition of the composition of B-series.
Proposition 3.3.14 Consider a, b : T ∪ {∅} → R with a∅ = 1 and B(a, y), B(b, y) the related B-series. The
composition of the B-series B(b, B(a, y)) is the B-series of coefficients a ∗ b with :
∀w ∈ T , (a ∗ b)w = µ ◦ (a⊗ b) ◦∆(u) (3.3.3)
This characterization of the composition of two B-series, without partitions and subtrees, is the one that we
implement on Maple.
3.3.2 The numerical implementation
Define a global ordered set of trees
To work numerically with trees, they need to be ordered. In a first step, we work with unindexed bicoloured trees.
Definition 3.3.15 The concatenation of two trees u and v, denoted by u.v, is the tree obtained by connecting the
root of v to the root of u by a branch.
Example 3.3.16 The concatenation of and ◦ is : .◦ = .
Definition 3.3.17 The global order ≺ is defined recursively as :
• The tree is of rank 1 and ◦ of rank 2.
• We assume that we have created a set of global ordered trees with all the trees of order ≤ n. They all have a
rank in the global order ≺ and the last tree has a rank r.
To create the first tree of order n + 1, we concatenate the tree of rank 1, namely , with the first tree if
order n, namely wn : this gives .wn of rank r + 1 in the global order.
Then, we concatenate with every other tree of order n, according to their rank in the global order and
we attribuate the following rank to the new tree.
Once it is done, we have created rn new trees. We define the r+rn+1
th element of the forest by concatening
◦ (of rank 2) with wn, etc.
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Example 3.3.18 The first trees are the following :
1) • 2) ◦ 3) 4) 5) 6) .
If we create the trees as explained above, we will create the same tree several times. Indeed, we have :
. = and . = ,
which represent the same differential element. We add the condition that a tree is uniquely represented by the tree
w = [w1, . . . , wn]• or ◦ with w1 ≺ . . . ≺ wn. In the previous example, the tree is uniquely represented by :
= [ , ]•.
We define a function GenerateTree(n) which creates all the trees of order lower or equal than n.
To do so, we need to represent the trees in a way that Maple can understand.
Notation 3.3.19 We write o for a root in • and x for a root in ◦. Each unindexed tree will be represented using the
following model : w = [type of the root, list of branches, rank in the global order, order].
Example 3.3.20 Hence, we have the following definitions :
• = [o, o, 1, 1]
◦ = [x, x, 2, 1]
= [o, [o, o, 1, 1], 3, 2]
= [o, [x, x, 2, 1], 4, 2]
= [x, [o, o, 1, 1], 5, 2]
= [x, [x, x, 2, 1], 6, 2]
= [o, [o, [o, o, 1, 1], 3, 2], 7, 3]
= [o, [o, o, 1, 1], [o, o, 1, 1], 15, 3]
Notation 3.3.21 A tree is defined by an unindexed tree generated by GenerateTree and a vector of index. The first
index is the index of the root, and then the indexes are distributed among each branches, one branch after another,
from the left to the right. Hence, a bicolored indexed tree is written as :
w = [bicoloured unidexed tree, index].
Example 3.3.22 • The tree
k
l is represented by [ , [k, l]] and for Maple it is [[o, [o, o, 1, 1], 3, 2], [k, l]].
• The tree
k
ml
n
is represented by [ , [k, l,m, n]], or in Maple by
[o, [o, o, 1, 1]︸ ︷︷ ︸
branch 1
, [o, [o, o, 1, 1], 3, 2]︸ ︷︷ ︸
branch 2
, 49, 4], [k, l,m, n]].
Compute the coproduct
To compute the composition of B-series, we need to calculate the coproduct ∆ defined as in (3.3.1), but with a
small adaptation (due to the presence of bicoloured trees). We modify the Definition 3.3.7.
Definition 3.3.23 For w = [w1, . . . , wn]• or ◦ ∈ T , the functionsB−, B+• and B
+
◦ are defined as :
• B−(w) = w1 . . . wn,
• B+• (w1 . . . wn) = [w1, . . . , wn]• and B
+
◦ (w1 . . . wn) = [w1, . . . , wn]◦.
This yields to the coproduct :
∀w ∈ T , ∆w = w ⊗ ∅+
(
IdH ⊗B
+
type of root of w
)
◦∆ ◦B−(w). (3.3.4)
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Notation 3.3.24 In Maple, a forest w1 . . . wn will be denoted [w1, . . . , wn].
To construct B− in Maple, the difficult part lies in the manipulation of indexes. Indeed, we have a direct access
to the branches of the tree, but we need to associate each index to the right branch. For example, with the tree
k
ml
n
,
we have
B− (
k
ml
n
) = l
m
n .
In fact, the definition of the index vector is well suited : we read the list of branches and the list of indexes (starting
with the second index) and we associate to a branch the number of indexes corresponding to its order.
Example 3.3.25 With the example above, the tree is written as [[o, [o, o, 1, 1], [o, [o, o, 1, 1], 3, 2], 49, 4], [k, l,m, n]],
so the branches are [o, o, 1, 1] and [o, [o, o, 1, 1], 3, 2].
The tree [o, o, 1, 1] is of order 1, so we associate the second index l.
The tree [o, [o, o, 1, 1], 3, 2] is of order 2, so we have the indexes [m,n].
Hence, the result of B− is : [ [[o, o, 1, 1], [l]], [[o, [o, o, 1, 1], 3, 2], [m,n]] ].
We define B+ as a function of a forest, a type of root and an index of root. The only point is to find the rank of
the new tree in the global order. For that, we compare it with the list of ordered trees.
Now, the coproduct ∆ can be defined. It is done recursively, as in (3.3.4). The map ∆ gives an element of
H⊗H, with on each side a sum of forests. The point here is to take into account the sum of the elements forests⊗
forests.
Notation 3.3.26 In Maple, the result of∆ is denoted as :
Forest 1⊗ Forest 2 + . . .+ Forest n1 ⊗ Forest n2 = [ [[Forest 1], [Forest 2]], . . . , [[Forest n1], [Forest n2]] ].
As ∆ is defined recursively, we have to multiply such sums of forest between them, a multiplication of forests
being the concatenation of the forests. We create a function multiplication to do that. Hence, we have all the ele-
ments to compute the coproduct.
The composition of B-series α∗β is computed using (3.3.3) and we create a function compose(α,β,arbre), with
time coefficients if α and β are t or (t, τ) dependent.
Compute the inverse of a B-series
The only difficulty that remains is to compute the inverse of a B-series. We start by rewriting the formula of the
composition of two B-series (0.2.10) and the formula of the inverse of a B-series (3.3.2) for w ∈ T :
(α ∗ β)w = βu +
∑
p∈P(u)
βp
∏
p˜∈u\p
αp˜ + β∅αu,
α−1w =
∑
P partition of w
(−1)#P
∏
wi∈P
αwi
The formula to compute the inverse looks like the composition formula for α ∗α, with the addition of (−1)#P .
Example 3.3.27 For the tree :
(α ∗ β) = β + 2β α• + β•(α•)
2 + α β∅
α−1 = −α + 2α α• − α•(α•)
2
Looking at the example, we realise that we have to take care of something else : in the inverse, the partitions , ∅
and ∅, are the same. So we have to check if the partition was not already used. We adapt the definition of the
composition to add those two points and the function inverse is defined.
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Compute all the coefficients
Step1:
We compute β(t):
β•k = e
−kt, β◦k = e
−(k−1)t, βw = 0 for all w ∈ T• ∪ T◦ ∪ {∅x, ∅y}\{•k, ◦k, k ∈ N}.
Step 2:
We define α(t) recursively as
αu(t) =
∫ t
0
[α(s) ∗ β(s)]uds.
Step 3:
We define γ(t, τ) the polynomial map such that α(t) = γ(t, t). To do so, we replace in the expression of α(t) all
the e−kt by e−kτ .
Step 4:
We define γ˜(t) as:
∀u ∈ T•, γ˜u(t) = γu(t,+∞), ∀v ∈ T◦, γ˜v(t) = γu(t, 0).
Step 5:
We define the coefficients γ˜−1(t). Hence, we have access to Φ−10 (x, y) = B(γ˜(0), (x, y)), the change of variables
which sends (x0, y0) on (x
ε
0, y0).
Step 6:
We define δ(t, τ) = γ˜−1(0) ∗ γ(t, τ).
Step 7:
We define δ∞(t) as:
δ∞w (t) = limτ→+∞
δw(t, τ) if w ∈ T•
= lim
τ→+∞
e−τδw(t, τ) if w ∈ T◦ (3.3.5)
Hence, we have access to (x∞(t), z∞(t)) = B(δ∞(t), (xε0, 0)) and to the center manifold
εh(x) = B(δ∞(0), (xε0, 0)).
Step 7:
We define δ˜(t) as:
δ˜(t) = γ˜−1(0) ∗ γ˜(t).
Hence, we have access to (x∞(t), y˜(t)).
Step 8:
We define the change of variables Φt(x, y) = B(δ(0, t), (x, y)). Hence, we can approximate the exact solution
(x(t), y(t)) for any t.
3.4 Numerical illustration of the results
For the sake of illustration, we next compute the various expansions considered in Theorem 3.2.25 in two simple
examples. All expansions are truncared at ε3, i.e. ε4-terms and smaller are neglected.
3.4.1 Two coupled scalar equations
The first system we consider is of the form x˙ = −εx
3
(
z − z
3
3
)
z˙ = −z + εx
(
1− z
2
2
) , (3.4.1)
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with initial conditions x0 = 0.8 and z0 = 0.05. Its exact solution
6 for ε = 0.01 is drawn on the left of Figure 3.3.
Functions f and g being polynoms of respective degrees 3 and 2 in z, all functions fk and gk vanish identically,
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0.05
Direct approximation for ε=0.01
 
 
x(t)−x0
z(t)
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0
0.01
0.02
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0.04
0.05
Solution on the center manifold for ε=0.01
 
 
x[3]
∞
(t)−x0
ε
ε h(x[3]
∞
(t))
Figure 3.3: Solution (x(t), y(t)) of (3.4.1) (left) and solution (x
[3]
∞ (t), z
[3]
∞ (t)) of (3.4.2) (right).
except the following ones:
f1(x, z) = ∂zf(x, 0)z = −x
3z, f3(x, z) =
1
6
∂3zf(x, 0)z
3 =
1
3
x3z3,
g0(x, z) = g(x, 0) = x, g2(x, z) =
1
2
∂2zg(x, 0)z
2 = −
1
2
xz2.
As a result, only ten trees in T• of orders less than or equal to 2 have to be considered. Their corresponding
coefficients γ˜(0) can be read from Table 3.7 and are listed in Table 3.12 together with their associated elementary
differentials. The second-order truncated expansion of xε0, defined by (x
ε
0, y0) = Φ
−1
0 (x0, y0), is thus of the form
u ∈ T• •1 •3
1
3
3
1
1
1
3
3
1
0
1
2
3
0
3
2
γ˜u(0) 1 1/3 1/4 1/12 1/2 1/18 −1 1/2 1/6 1/12
Fu(x, y) −x3y
1
3x
3y3 −x5y4 −x5y4 3x5y2 13x
5y6 x4 12x
4y2 x4y2 − 12x
4y4
Table 3.12: Coefficients γ˜(0) and elementary differentials for trees of T• with order≤ 2.
x0 + εX1 + ε
2X2, with
X1 = −x
3
0y0 +
1
9
x30y
3
0 and X2 = −
1
3
x50y
4
0 +
3
2
x50y
2
0 +
1
54
x50y
6
0 + x
4
0 +
5
12
x40y
2
0 −
1
24
x40y
4
0 .
Getting the third-order term requires a few more calculations that we do not reproduce here:
X3 =
(
5
6
y0 −
7
36
y30 +
1
60
y50
)
x50 +
(
−
7
2
y0 −
695
504
y30 +
33
100
y50 −
1
60
y70
)
x60
+
(
−
5
2
y30 +
5
6
y50 −
5
54
y70 +
5
1458
y90
)
x70.
Much fewer terms are present in the expansion of εh(x), as coefficients δ∞(0) vanish for all trees with a non-zero
norm. Truncating once again at order 3, we indeed obtain
εh[3](x) := εx+ ε3
(
−
1
2
x3 + x4
)
= ε h(x) +O(ε4).
6It is actually obtained as the result of a very high-precision simulation.
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Figure 3.3 (right) then represents the solution of the following system, which is a third-order approximation of the
center-manifold system (3.2.31) {
x˙
[3]
∞ = εf
(
x
[3]
∞ , εh[3](x
[3]
∞)
)
z˙
[3]
∞ = εh[3](x
[3]
∞)
(3.4.2)
with initial condition x
[3]
∞(0) = xε0. Figure 3.4 presents simultaneously x(t) and x
[3]
∞(t) (on the left), z(t) and
ε h(x
[3]
∞(t)) (on the right). Finally, the differences x(t) − x
[3]
∞(t) (left) and z(t)− ε h(x
[3]
∞ (t)) (right) are drawn on
Figure 3.5 for several values of ε, from which it can be fairly inferred that numerical results are in perfect agreement
with the expected errorO (e−µt) +O
(
ε4
)
.
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Figure 3.4: Comparison between x(t) and x
[3]
∞ (t) (left) and between z(t) and ε h(x
[3]
∞ (t)) (right).
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Figure 3.5: Comparison between x(t) and x
[3]
∞ (t) (left) and between z(t) and ε h(x
[3]
∞ (t)) (right).
Eventually, we simulate numerically the solution of the truncated normal form derived in Theorem 3.2.25. More
precisely, Figure 3.6 represents the solution of the following system x˙
[3]
∞ = ε f
(
x
[3]
∞ , εh[3](x
[3]
∞)
)
˙˜y[3] = ε G[3]
(
x
[3]
∞ , y˜[3]
) (3.4.3)
with initial conditions x∞(0) = xε0, y˜(0) = z0, z˜
[3](t) = e−ty˜[3](t), and where εG[3] denotes the third-order
truncation of εG. Note that, in order to write down εG[2], only eight trees of orders less than or equal to 2 have to
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be considered and their corresponding coefficients
˙˜δ(0) and elementary differentials computed: they are listed in
Table 3.13. Getting the terms of order 3 is totally straightforward, though definitely more painful:
v ∈ T◦ ◦0 ◦2
0
1
0
3
2
1
2
3
2
0
2
2
˙˜
δv(0) 0 0 −1 0 0 0 1 0
Fv(x, y) x
1
2xy
2 −x3y 13x
3y3 12x
3y3 − 16x
5y5 −x2y 12x
2y3
Table 3.13: Coefficients
˙˜δ(0) and elementary differentials for trees of T◦ with order≤ 2.
εG[3](x, y) = ε2(x3y − x2y) + ε3
(
2x3 −
1
2
x3y2 − 2x4
)
= εG(x, y) +O
(
ε4
)
.
According to Theorem 3.2.25, it remains to approximate the change of variables Φt up to order 3 in ε, a task that
0 5 10 15 20 25 30 35−0.01
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Solution of the normal form for ε = 0.01
 
 
x
[3]
∞(t) − xε0
z˜ [3](t)
Figure 3.6: Solution (x
[3]
∞ (t), z˜[3](t)) of (3.4.3) for x0 = 0.8, z0 = 0.05 and ε = 0.01.
necessitates the values of coefficients δ(0, t), presented in Table 3.14 for trees of orders less than or equal to 2. We
shall omit the other details of the calculations and define
u ∈ T• •1 •3
1
3
3
1
1
1
3
3
δu(0, t) −e−t −1/3 e−3t 1/12 e−4t 1/4 e−4t 1/2 e−2t 1/12 e−6t
Fu(x, y) −x3y 13 x3y3 −x5y4 −x5y4 3x5y2 13x5y6
w ∈ T
1
0
1
2
3
0
3
2
2
0
2
2
δw(0, t) e−t 12 e−2t − e−t 13 e−3t − 12 e−2t 14 e−4t − 13 e−3t e−t − 1 12 + 12 e−2t − e−t
Fw(x, y) x4 12x4y2 x4y2 − 12x4y4 −x2y 12x2y3
v ∈ T◦ ◦0 ◦2
0
1
0
3
2
1
2
3
δv(0, t) −1 + et 1 − e−t 0 − 16 (1 − e−2t) − 12 (1 − e−2t) − 112 (1 − e−4t)
Fv(x, y) x 12xy2 −x3y 13x3y3 12x3y3 − 16 x5y5
Table 3.14: Coefficients δ(0, t) and elementary differentials for trees of T with order≤ 2.
Φ
[3]
t = Φt +O
(
ε4
)
.
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Denoting
(x[3](t), y[3](t)) = Φ
[3]
t ◦ (x
[3]
∞ (t), y˜
[3](t)) = (x(t), y(t)) +O
(
ε4
)
,
and z[3](t) = e−ty[3](t), we are finally in a position to represent the differences x(t)−x[3](t) (left) and z(t)−z[3](t)
(right) on Figure 3.7 for various values of ε. A fourth-order (in ε) error is clearly observed for all time in accordance
with what Theorem 3.2.25 predicts.
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Figure 3.7: Comparison between x(t) and x[3](t) (left) and between z(t) and z[3](t) (right).
3.4.2 A slow manifold with oscillatory dynamics
The second system we consider has higher dimension (3) and is written x˙ = ε(1− z)
(
0 −1
1 0
)
x
z˙ = −z + εx21x
2
2
(3.4.4)
with x0 =
(
0.1
0.7
)
and z0 = 0.05. Figure 3.8 (left) represents the different components of its exact solution for
ε = 0.01. The complete trajectory and its projection onto the (x1, x2)-plane are represented on Figure 3.9. As for
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∞
Figure 3.8: Exact solution for ε = 0.01, x0 = (0.5; 0.7)
T and z0 = 0.05 (left) and solution (x
[3]
∞(t), z
[3]
∞ (t)) of
(3.4.5) (right).
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Figure 3.9: Exact trajectory and its projection onto the (x1, x2)-plane.
previous example, all functions fk and gk vanish at the exception of
f0(x, z) = f(x, 0) =
(
0 −1
1 0
)
x, f1(x, z) = ∂zf(x, 0)z = −z
(
0 −1
1 0
)
x
g0(x, z) = g(x, 0) = x
2
1x
2
2.
Proceeding as for previous example, we obtain the elements of Table 3.15, where we have denoted J =
(
0 −1
1 0
)
,
and upon computing third-order terms in a similar way we arrive at the following truncated expansion of xε0
u ∈ T• •0 •1
0
0
0
1
1
0
1
1
1
0
γ˜u(0) 0 1 0 −1 1 1/2 −1
Fu(x, y) Jx −y Jx −x y x y x −y2 x −x21x
2
2 Jx
Table 3.15: Coefficients γ˜(0) and elementary differentials for trees of T• with order≤ 2.
xε0 =
(
1−
ε2
2
y20 +
ε3
2
x20,1x
2
0,2 y0
)
x0 +
[
− εy0 + ε
2x20,1x
2
0,2
+ ε3
(
1
6
y30 + 2(1 + 2y0)(x0,1x
3
0,2 − x
3
0,1x0,2)
)]
Jx0 +O
(
ε4
)
.
The center manifold is simply here
ε h[3](x) := εx21x
2
2 − 2ε
2(x31x2 − x
3
2x1) + ε
3(−4x1x2 + 2(x
3
1x2 − x
3
2x1) + 2(x
4
1 − 4x
2
1x
2
2 + x
4
2))
= εh(x) +O(ε4).
On the right of Figure 3.8 is represented the exact solution of the system{
x˙
[3]
∞ = εf
(
x
[3]
∞ , εh[3](x
[3]
∞ )
)
z
[3]
∞ = ε h[3](x
[3]
∞ )
(3.4.5)
with initial condition x
[3]
∞(0) = xε0. Finally, Figure 3.10 represents the quantities x1(t) − x
[3]
∞,1(t) and x2(t) −
x
[3]
∞,2(t), while Figure 3.11 draws the difference z(t) − εh
[3](x
[3]
∞(t)), for several values of ε. They demonstrate a
clear-cut numerical confirmation of Theorem 3.2.21.
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Figure 3.10: Error between x1(t) and x
[3]
∞,1(t), and between x2(t) and x
[3]
∞,2(t).
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Figure 3.11: Error between z(t) and ε h(x
[3]
∞(t)) (left) and solution (x
[3]
∞ (t), z˜(t)) of (3.4.6) for ε = 0.01, x0 =
(0.5; 0.7)T and z0 = 0.05 (right).
Computing the numerical solution of the truncated normal form of Theorem 3.2.25 leads to Figure 3.11, which
represents the components of the following system
{
x˙
[3]
∞ = ε f
(
x
[3]
∞ , εh[3](x
[3]
∞ )
)
˙˜y[3] = ε G[3](x
[3]
∞ , y˜[3])
(3.4.6)
with initial conditions x∞(0) = xε0, y˜(0) = z0 and z˜
[3](t) = e−ty˜[3]. The coefficients ˙˜δ(0) associated with εG[2]
are listed in Table 3.16 and further computations lead to
ε G[3](x, y) = −2ε2(x1x
3
2 − x
3
1x2)(1 + y) + 2ε
3(x21x
2
2(2 + x1x
3
2 − x
3
1x2)− x
4
1 + 4x
2
1x
2
2 − x
4
2).
Finally, coefficients δ(0, t) and elementary differentials required for the expansion ofΦt are presented in Table 3.17
for trees of orders less than or equal to 2. The differences x1(t)− x
[3]
1 (t) (left) and x2(t)−x
[3]
2 (t) (right) are drawn
on Figure 3.12, while the difference z(t)− z[3](t) is plot on Figure 3.13, for several values of ε. Again, numerical
experiments clearly support the assertion of Theorem 3.2.25.
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v ∈ T◦ ◦0
0
0
0
1
˙˜δv(0) 0 1 −1
Fv(x, y) x21x
2
2 −2(x1x
3
2 − x
3
1x2) 2(x1x
3
2 − x
3
1x2)y
Table 3.16: Coefficients
˙˜
δ(0) and elementary differentials for trees of T◦ with order≤ 2.
u ∈ T• •0 •1
0
0
0
1
1
0
δu(0, t) 0 −e−t 0 e−t −e−t
Fu(x, y) Jx −y Jx −x y x y x
w ∈ T◦
1
1
1
0 ◦0
0
0
0
1
δw(0, t)
1
2e
−2t e−t −1 + et 1− et 0
Fw(x, y) −y2 x −x21x
2
2 Jx x
2
1x
2
2 −2(x1x
3
2 − x
3
1x2) 2(x1x
3
2 − x
3
1x2)y
Table 3.17: Coefficients δ(0, t) and elementary differentials for trees of T with order≤ 2.
3.5 Future work
In the process of reduction of (3.1.1) to its center-manifold form, it is of paramount importance to determine the
correct new initial condition xε0. Furthermore, if some information is to be extracted from this reduced system in
the transient phase, it is necessary to add a complementary equation and then to apply an appropriate change of
variables. All the transformations introduced to this aim in this paper have been developed in terms of B-series, the
convergence of which is usually not ensured. It is thus our intention to analyze truncation errors and their impact
in a future paper. Of much interest also, in our opinion, is the extension of these results to the situation where
problem (3.1.1) involves different eigenvalues λi. Finally, we think that a better understanding of the structure of
the center-manifold equations will lead to new numerical schemes7 and this is the reason why B-series, which can
represent virtually all numerical methods, have been preferred here to word-series.
7In the same way that [CMSS10] has paved the way for [CCMSS11, CMMV15].
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Figure 3.12: Comparison between x1(t) and x
[3]
1 (t) (left) and between x2(t) and x
[3]
2 (t) (right).
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Figure 3.13: Comparison between z(t) and z[3](t).
Bibliography
[AMSS] A.L. Arau`jo, A. Murua, and J.M. Sanz-Serna. Symplectic methods based on decompositions. SIAM
J. Numer. Anal., 34.
[AR94] P. Auger and R. Roussaries. Complex ecological models with simple dynamics : from individual to
populations. Acta Biotheoretica, 42:111–136, 1994.
[AW96] B. Aulbrach and T. Wanner. Integral manifold for Caratheodory type differential equations in Banach
spaces. Six lectures on dynamical systems. World Scientific, 1996.
[But72] J.C. Butcher. An algebraic theory of integration methods. Computational mathematics, 26:79–106,
1972.
[But87] J.C. Butcher. The numerical analysis of ordinary differential equations. Wiley-Interscience Publica-
tion, 1987.
[Car81] J. Carr. Applications of Centre Manifold Theory, volume 35 of Applied Mathematical Sciences Series.
Springer-Verlag, 1981.
[Cay57] A. Cayley. On the theory of the analytic forms called trees. Philos. Mag., XIII(2):172–176, 1857.
[CCMSS11] M.P. Calvo, P. Chartier, A. Murua, and J.M. Sanz-Serna. Numerical experimentswith the stroboscopic
method. Appl. Numer. Math., 61:1077–1095, 2011.
[CCS] F. Castella, P. Chartier, and J. Sauzeau. Analysis of a time-dependent problem of mixed migration
and population dynamics.
[Cha13] P. Chartier. Inte´gration ge´ome´trique nume´rique des e´quations diffe´rentielles ordinaires. Lecture given
at University Rennes 1. 2013.
[CHL09] F. Castella, J.P Hoffbeck, and Y. Lagadeuc. A reduced model for spatially structured predator-prey
systems with fast spatial migrations and slow demographic evolutions. Asymptotic Analysis, 61(3-
4):125–175, 2009.
[CHV10] P. Chartier, E. Hairer, and G. Vilmart. Algebraic structure of B-series. Foundations of Computational
Mathematics, 10:407–427, 2010.
[CK98] A. Connes and D. Kreimer. Hopf algebras, renormalization and noncommutative geometry. Commun.
Math. Phys., 199(1):202–242, 1998.
[CMMV15] P. Chartier, J. Makazaga,M. Murua, and G. Vilmart. Multi-revolution composition methods for highly
oscillatory differential equations. Numerische Mathematik, 128(1):167–192, 2015.
[CMSS10] P. Chartier, A. Murua, and J.M. Sanz-Serna. Higher order averaging, formal series and numerical
integration i: B-series. Foundations of Computational Mathematics, 10:695–727, 2010.
[CMSS12a] P. Chartier, A. Murua, and J.M. Sanz-Serna. A formal series approach to averaging: exponentially
small error estimates. Discrete ans Continuous Dynamical Systems, 32:3009–3027, 2012.
71
72 BIBLIOGRAPHY
[CMSS12b] P. Chartier, A. Murua, and J.M. Sanz-Serna. Higher order averaging, formal series and numerical
integration ii: the quasi-periodic case. Foundations of Computational Mathematics, 12:471–508,
2012.
[CMSS15] P. Chartier, A. Murua, and J.M. Sanz-Serna. Higher order averaging, formal series and numerical
integration iii: error bounds. Foundations of Computational Mathematics, 15:591–612, 2015.
[Hai81] E. Hairer. Order conditions for numerical methods for partitioned ordinary differential equation.
Numerische Mathematik, 36:431–445, 1980-81.
[HW74] E. Hairer and G. Wanner. On the Butcher group and general multi-value methods. Computing, 13:1–
15, 1974.
[Mer57] R.H. Merson. An operational method for the study of integration processes. Proc. Symp. Data,
Processing Weapons Research Establishment, pages 110–1–110–25, 1957.
[Mie86] A. Mielke. A reduction principle for non autonomous systems in infinite dimensional spaces. Journal
of Differential Equations, 65:68–88, 1986.
[MSS16a] A. Murua and J.M. Sanz-Serna. Averaging and computing normal forms with word series algorithms.
2016.
[MSS16b] A. Murua and J.M. Sanz-Serna. Computing normal forms and formal invariants of dynamical systems
by means of word series. Nonlinear Analysis, Theory, Methods and Applications, 2016.
[MSS16c] A. Murua and J.M. Sanz-Serna. Word series for dynamical systems and their numerical integrators.
Foundations of Computational Mathematics, 2016.
[Mur06] A. Murua. The Hopf algebra of rooted trees, free Lie algebras, and Lie series. Foundations of
Computational Mathematics, 6:387–426, 2006.
[PA96] J.C. Poggiale and P. Auger. Fast oscillating migations in a predator-preymodel. Mathematical models
and methods in applied sciences, 6(2):271–226, 1996.
[Per68] L.M. Perko. Higher order averaging and related methods for perturbed periodic and quasi-periodic
systems. SIAM J. Appl. Math., 17:698–724, 1968.
[Per07] B. Perthame. Transport equations in biology. Frontiers in Mathematics. Birkha¨user, 2007.
[Pog98] J.C. Poggiale. Lotka-Volterra’s model and migrations: Breaking of the well-known center. Math.
Comp. Modelling, 27(4):51–61, 1998.
[Rob89] A.J. Roberts. Appropriate initial conditions for asymptotic descriptions of the long term evolution of
dynamical systems. J. Austral. Math. Soc, 31:48–75, 1989.
[Rob14] A.J. Roberts. Model Emergent Dynamics in Complex Systems. Mathematical Modeling and Compu-
tation. SIAM, 2014.
[Sak90] K. Sakamoto. Invariant manifolds in singular perturbation problems for ordinary differential equa-
tions. Proceedings of the Royal Society of Edinburgh: Section A Mathematics, 116:45–78, 1 1990.
Re´sume´ :
Dans cette the`se, on e´tudie un syste`me diffe´rentiel re´gi par deux dynamiques : l’une de type varie´te´ centrale et
l’autre de type oscillation rapide pe´riodique. On cherche a` obtenir des informations sur le comportement qualitatif
du syste`me et a` l’approcher efficacement.
Dans le premier chapitre, on de´montre l’existence d’une varie´te´ centrale pe´riodique rapidement oscillante. Ensuite,
on montre que le comportement asymptotique de la solution est entie`rement de´crit par le flot sur cette varie´te´
centrale et on en obtient une approximation a` tout ordre. Des re´sultats de moyennisation sont alors utilise´s pour
ge´rer la dynamique rapidement oscillante. Finalement, on obtient un syste`me approche´ dans lequel la raideur et les
oscillations rapides ont disparu.
Dans le deuxie`me chapitre, on applique ces re´sultats a` un syste`me de dynamique des populations sur N sites.
Le mode`le conside´re´ meˆle des interactions proies-pre´dateurs locales en temps long (de type Lotka-Volterra) et des
migrations rapides, a` coefficients pe´riodiques, entre les sites. Dans un premier temps, on proce`de a` des changements
de variables pour se ramener au syste`me e´tudie´ dans la premie`re partie, puis on applique les re´sultats. On en de´duit
des de´veloppements explicites des approximations aux premiers ordres : a` l’ordre 0, le syste`me limite est de type
Lotka-Volterra et ses coefficients sont des moyennes en espace et en temps des coefficients du syste`me de de´part.
Les termes d’ordre supe´rieur peuvent de´stabliser cet e´quilibre et de´terminent le comportement qualitatif. Enfin, on
illustre ces re´sultats qualitatifs et nume´riques sur un exemple.
Dans le dernier chapitre, on adapte la the´orie des B-se´ries a` l’e´tude d’une version simplifie´e du syste`me. Cette
utilisation des se´ries formelles nous permet dans un premier temps d’obtenir des de´veloppements formel a` tout
ordre des quantite´s lie´es a` la varie´te´ centrale introduites dans le chapitre 1. Cela nous donne donc des informations
sur la dynamique asymptotique du syste`me. Dans un second temps, on montre que le syste`me est approche´ pour
tout temps par la compose´e d’un changement de variable et de la solution d’un syste`me diffe´rentiel partiellement
de´couple´. Ces re´sultats sont ensuite illustre´s sur deux exemples.
Abstract :
In this thesis, we study a differential system regulated by two phenomena: a center manifold dynamics and a
periodic fast oscillating dynamics. We want to analyse the qualitative behaviour of the system, and to approximate
the solution efficiently.
In the first chapter, we prove the existence of a fast oscillating center manifold. Then, we prove that the asymptotic
behaviour of its solution is given by the shadowed solution on the center manifold, and that it can be approximated
up to every order. We use averaging results in order to handle the fast oscillating dynamics. Eventually, we derive
a smooth approximated system, without fast oscillations, with the same asymptotic dynamics as the solution of the
initial problem.
In the second chapter, previous results are applied to a prey-predator system overN distinct sites. The model mixes
long time prey-predator interaction (Lotka-Volterra) and fast migrations among sites, with periodic coefficients. A
first step is to apply two changes of variables in order to bring this system back to the formalism of the first part. In a
second step, we use the results of the first chapter and we derive explicit expansions of the first order approximated
systems. At lowest order, it is still of Lotka-Volterra type, with average coefficients, and the terms of higher order
perturb this equilibrium. Eventually, these results (both qualitative and quantitative) are illustrated on an example.
In the last chapter, we adapt the B-series theory to the study of a simplified version of the system. Firstly, we obtain
formal expansions for all the quantities related to the center manifold introduced in the first chapter : this gives
informations about the asymptotic behaviour of the system. Secondly, we approximate the solution of the initial
system for every time as the composition of a change of variables and the solution of a partially decoupled system.
Eventually, we illustrate these results on two examples.
