Introduction
Objecting tracking is a fundamental task in computer vision with wide applications, such as video surveillance and human computer interaction. As a useful visual tracking algorithm, it should be real-time and be designed to handle cases in unconstrained environments for a long duration. The common challenges are usually due to appearance changes, partial occlusions, cluttered backgrounds, and illumination changes.
As a classic tracker, to overcome these problems, it's usually researched from two aspects: representation and tracking strategy. Especially tracking strategy has become more and more popular. In [1] , some of the best trackers [2, 3, 4] belong to this "tracking strategy" level. Most of them focus on a tracking by detection model with an adaptive learning process. TLD [2] gives good performance in many datasets because of its adaptive P-N learning based on a randomized forest classifier. Struck [3] proposes an improved SVM to rebuild the tracking framework, while MIL [4] offers an online multiple instance boosting to lead its tracker. Their works concentrate on "tracking strategy" level and lack improvements from representation level, which also play a major role in visual tracking and are potentially complementary for them. TLD's feature is only based on 2 bits LBP. Struck and MIL features are limited to Haar-like and raw features. They can't preform very well in a blur environment where the local features lose their edge, as shown in Fig.1 . Besides the representation problem, the learning process causes the low computing speed. So these trackers are difficult to meet the real-time requirement. So this paper pays attention to representation level.
Since an appropriate appearance model plays a crucial role in visual tracking, this paper focuses on how to learn an effective appearance model at each frame. Traditional algorithms always split this process into two steps: feature extraction and modeling. However, in recent years, many "representation-level" trackers [5, 6, 7, 8, 9 , 10] combines these two steps together. They use some machine learning methods to build their models, e.g. Sparse or PCA. So their inputs are just the raw feature (grayscale). Their good performance is due to the high efficiency of machine learning algorithms. In real scenes, affected by low resolution and lack of illumination, the target is always somewhat blurred and the raw feature is not as discriminative as wanted. Under this situation, using raw features directly is hard to get the valid information of the target. For this problem, the proposed method extracts high-level features, e.g. Color, HOG [11] , LBP [12] and Haar [13] , instead of raw feature and focus on the feature invariance as the valid information to represent the target.
To build appearance model, the key is to combine multiple high-level features together effectively and form a more suitable representation [14, 15, 16, 17] , so that combination of multiple features can achieve more robust tracking than any single feature. There are some important issues: how to combine multiple high-level features and how to determine the contribution of each feature. Collins et al. [14] uses a feature pool to select the distinctive feature from background. Kwon and Lee [15] integrate multiple features together and apply SPCA (Sparse Principal Component Analysis) to compute the dissimilarities among different models. These methods are robust to the bad drift problem by emphasizing the distinction property of features [18, 19, 20] . However, discrimination of objects can decrease for low resolutions, lack of illumination or cluttered environments in real scenes. In this case, distinction should not be the most useful information extracted from the high-level features. As a result, the proposed method concentrates on the feature invariance instead. This feature invariance provides a contribution for robust tracking in this "undistinctive" situation. Park et al. [21] and Jepson et al. [22] update the appearance model adaptively by invariance, which lead to a stable model for target estimation. In this paper, the invariance property of high-level features is adopted as a measure to represent the target and update their weights frame by frame.
An adaptive updating process is not only important but also necessary for a robust tracker. Many trackers [2, 10, 23, 24, 25, 26] use this adaptation to update the appearance model. But most of them with an adaptive model are likely to meet a problem of "updating dilemma". The reason is that current model is updated under the assumption that the previous model and tracking results are correct. Unfortunately, this assumption may not always hold because the interference always exists. So, due to this problem, a confidence value is brought in, which reflects the tracking accuracy to control the updating rate.
In general, this paper presents a new adaptive combina- tion of multiple features in terms of feature invariance for robust tracking. Given a set of features, an adaptive integrated feature (AIF) is formed by combining of these features (denoted as Sub-f) with dynamic weights determined by the invariance degree of Sub-fs frame by frame. The Sub-f model is updated based on the accuracy of tracking results to tackle the "updating dilemma". As a result, the appearance model represented by AIF is also adaptively updated.
It is worth mentioning that in this paper, unlike other algorithms, Incremental principal component analysis (IPCA) is not used for a simple dimensionality reduction. The proposed method takes advantage of an IPCA process to establish a subspace (by its principal components), which is considered to represent the main structure of the target from previous frames. As a result, the corresponding eigenvalues can be seen as a description of the target previous state. To obtain the current state, the current frame is projected onto the main structure. The similarity between the current state and the previous state (the eigenvalues got from IPCA) represents the feature invariance. So the IPCA process plays a crucial role in computing the invariance of Sub-fs.
This paper contributes to the research of adaptive tracking in the following ways: (1) An adaptive integrated feature, which emphasizes the property of invariance, is proposed; (2) The updating process partly avoids the problem of "updating dilemma" by adaptively updating the Sub-f model according to the accuracy of tracking results; (3) This method makes real-time tracking in unconstrained environments for a long duration possible.
The rest of the paper is organized as follows. The AIF structure is described in Section 2.1. In Section 2.2 and 2.3, the invariance of each Sub-f is computed and AIF is updated respectively. The target is estimated in Section 2.4. The experimental results and conclusions are given in Section 3 and Section 4.
The proposed method
In this section the proposed method is presented in detail. First, the structure of the AIF is introduced. Next, it is explained that how to calculate the invariance of each Sub-f by IPCA. Then this invariance is applied to update the Sub-fs' weights. At last, a particle filter tracker is used to estimate the target and the Sub-fs are updated according to the accuracy of tracking results.
An illustration of the proposed method is presented in Fig.2. 
Establishing AIF
It is assumed that the Sub-fs are independent; therefore, the AIF is consisted of a series of the Sub-fs. The structure of AIF is listed as below,
where f i is the Sub-f with a length of D, f i ⊂ R D * 1 , n is the number of Sub-fs, w i is the weight, and ∑ n i=1 w i = 1. All Sub-fs have the same dimension.
In the initialization, the default setting is w i = 1/n(i = 1, ..., n).
Computing invariance of sub-features
The invariance of Sub-f is the key to improve the AIF in this method. An IPCA process is used to compute the principal components of each Sub-f in previous frames, and get the subspace of basis vectors and the corresponding eigenvalues. Then the Sub-f of current frame is projected onto this subspace to obtain the vector of projection values. The correlation between eigenvalues and projection values is used to evaluate the invariance. The details are described as follows:
2.2.1 Initialization stage. In the beginning of tracking, there's not enough positive samples. As a result, an initialization stage is needed. In the first t frames, k samples are produced from every frame, and Q = k * t samples are obtained as our positive samples. These samples X are produced by varying the target scales and rotations:
Based on the training samples, the eigenvectors U of the Sub-fs can be easily got.
2.2.2 Updating feature space. The covariance-free IPCA [27] is adopted to update the eigenvectors directly according to previous eigenvectors and a new observation image. It has the advantage of real time, and the IPCA process is shown as follows:
where v(N ) is the updated eigenvector when the new sample x N is added in. α is the updating rate, reflecting the accuracy of the new data (see Section 2.4). The updating process is more reasonable through the adjusting of the rate α instead of a constant. In a constant updating, the model at the current time is updated by the current tracking result, but this result actually may be far from the right model, and thus deviating the adaptation and failing the tracker. Therefore, in order to mend this problem, constrains of the new data in updating need to be enforced. In Eq.4, the feature space updating is constrained by the accuracy of tracking, which decreases the deviation caused by bad results and partially avoids the problem of "updating dilemma".
Eq.4 is used to update the eigenvectors of Sub-f iteratively, and v(0) = u.
Extracting principal component.
When obtaining a new eigenvector v, its corresponding eigenvalue λ = ∥v∥ is also available. All the eigenvectors are ordered by their eigenvalues to find the first d principal components which compose the Sub-f's subspace V .
where β is a threshold to obtain the principle components and set to 0.9. It is used to remove some noise in subspace V . Then, the subspace V and the vector of corresponding eigenvalues Λ are obtained as follows:
2.2.4 Obtaining invariance. When a new frame t + 1 comes, the vector Γ of its projection values on the subspace
The similarity S (t+1) between Γ and Λ is measured by the correlation coefficient.
This correlation S (t+1) reflects the similarity between the pervious state and the current state of the target. It is assumed that the feature invariance means the ability of the feature to keep the original state. This similarity indicates how many stable components exist in both previous and current states. And as the same idea of Jepson et al. [22] , these stable components are exactly the invariance of the feature.
AIF updating
w, as the weight of Sub-f in AIF, is updated frame by frame. It reflects the invariance of Sub-f in the current frame, which means the Sub-f with a higher w is more stable. As a result, AIF not only covers all the Sub-fs' ability of representation, but also provides a more robust description than any Sub-f or their simple combination. w is updated as follows:
where η is the updating rate of w, and w
is the normalized weight of the ith Sub-f. Through the updated w, the more invariant Sub-f is more predominant in AIF.
When a target comes into view with strong interference on a certain Sub-f, the invariance of the Sub-f decreases. With the updating of w, the more robust Sub-f takes a higher ratio and the invariance of AIF is also enhanced for robust tracking.
Target estimation
In this stage, AIF is embedded in a particle filter tracking system [28] , which uses a set of observations to estimate the true target position, and obtains the tracking results. To tackle the problem of "updating dilemma", the correlation of current AIF with the set of observations is used to evaluate the accuracy of tracking results and update the feature space of Sub-f. It's an average similarity between current target and all the observations. The only different in this paper from [28] is that the feature used in particle filter tracking in this paper is the variable AIF. So the updating rate α in Eq.4 can be figured out via Eq.10 below:
where O is the set of observations, andÔ is the current AIF, m is the number of observations used in particle filtering.
Experimental results
The experiments in this paper are conducted to three sets of experiments. The first two sets are designed to test the AIF tracker performance vs the single Sub-fs and some state-of-the-art methods in existed public sequences, which well represent the various visual attributes such as occlusion, illumination variation, motion blur and fast motion. The third set of experiments is tested on pedestrian tracking in real scenes with two selected trackers from the second experiment set. The pedestrian tracking is difficult but a crucial problem in surveillance, for there are many complex situations in real scenes, such as illumination changes, cluttered environment or low resolution. The head-shoulder part is taken as target instead of the whole body, which can partly avoid occlusions, and the whole body rectangle in figures is for clarity.
In experiments, gradient descriptor (HOG), texture descriptors (8bits LBP and Haar) and color descriptor (Color histogram) are integrated as Sub-fs. Each Sub-f has a length of 256, and the length of AIF is 4*256. The updating rate of weights η is set to 10 experientially. In the initialization stage, all the weights of Sub-fs are set to 1. And the first twenty frames are used for initialization and 25 samples (5 scales {0.25, 0.5, 1, 2, 4} and 5 rotations {−10
• , −5
• } ) are extracted from every frame. In tracking, object scale is fixed according to the scene prior. All programs are implemented in C++ on a PC with Intel i7 3770 CPU (3.4GHz). Table 2 . Success plots of TRE in 1st set of experiments. Overlap threshold = 0.5. Bold font means the two best scores.
Both of the first two experiments contain the same 9 sequences from [1] . The performances are referred as spatial robustness evaluation (TRE) [1] from two aspects (precision plot and success plot). As the representative precision score for each tracker, the threshold for the score is set to 20 pixels. And in success plot, the representative threshold for tracker evaluation is t 0 = 0.5. In the first set of experiments, the AIF is compared with the single Sub-f and a simple series combination (SSC) of Sub-fs respectively under a framework of particle filtering. As shown in Table.1  and Table. 2, the SSC tracker gives a better performance than each single Sub-f, but still has a certain gap compared with the proposed AIF tracker. Fig.3 offers some key frames where the switch of the main Sub-f happens. The color of head-shoulder rectangle indicates the most invariant Sub-f in current frame (red-Color, blue-HOG, greenRaw, sapphire-LBP, yellow-Haar). From Sequence Basketball (1st row) and Sequence Subway (3rd row) of Fig.3 , it is obvious that the HOG and Color features play a major role in human tracking, especially under a distinctive environment. But when the similar-color target approaches (Sequence Deer ♯14 and ♯53; Sequence Basketball ♯296; Sequence Subway ♯50), the AIF switch the main Sub-f to local feature (such as LBP or Haar) to avoid the bad drift. What's more, to an occlusion problem, the AIF can partly handle it by adjust feature weights. As known the occlusion always happens in a temporary rush, which may cause a rapid change in features. The aim of AIF is to find the most invariant feature with the least change, so this feature will take a leading role in tracking to reduce the impact of occlusions. Some occlusion results are shown in Sequence Basketball ♯18 and Sequence Subway ♯50 in Fig.3 .
AIF TLD Struck MIL VTS
In the second set, TLD tracker [2] , Struck tracker [3] , MIL tracker [4] , Frag tracker [29] and VTS tracker [15] are cited to compare with the AIF tracker. The precision plot and success plot of the performances are shown in Table.3  and Table. 4. VTS is a recent method using multi-sample, not only features but also image blocks, to search the appropriate trackers in each frame. So its representation can be considered as an advanced feature selection mixed with blocks. The comparison with VTS shows the effectiveness and robustness of the AIF tracker. TLD, Struck and MIL AIF TLD [2] Struck [3] MIL [4] VTS [15] Table 4 . Success plots of TRE in 2nd set of experiments. Overlap threshold = 0.5. Bold font means the two best scores.
Color HOG LBP SSC AIF frames 102 247 189 311 455 Table 6 . Average valid frames compared with each Sub-f in 3rd set of experiments are some of the best trackers so far in [1] . As mentioned before, their works emphasize improving the tracker strategy, a detection tracking or an improved learning framework instead of feature extraction and representation. While the proposed method focuses on feature-level. So the proposed approach is somewhat complementary for them. That also explains why the AIF tracker is not as good as Struck in some specific sequences, such as Sequence Deer. Because in this sequence, the local feature is more robustness than other general features. The average FPS of tracking speed is shown in Table. 5. The purpose of these comparisons is to show a good performance even vs the best trackers in visual tracking.
In the third set of experiments, 30 video sequences are collected from the real surveillance video under different scenes, the total pedestrians used in tracking is more than 100. The performance of trackers is evaluated by the average valid tracking frames (tracking result having over 50% AIF TLD VTS frames 455 317 287 Table 7 . Average valid frames compared with other trackers in 3rd set of experiments overlap with the ground truth is taken as valid). The reason why this set of experiments doesn't choose the tracking accuracy (compare with ground truth) as the evaluation method is that success or lose of target tracking is more concerned than the accuracy of tracking in surveillance in real scenes. The proposed method is still compared with each Sub-f and some state-of-the-art methods (TLD and VTS) in some difficult conditions, i.e, appearance changes (people turning round) and drastic illumination changes. The results are listed in Table.6 and Table. 7, from which it can be seen that the AIF tracker can follow the target much longer than others. In the rest of this section, several typical sequences are selected to present for illustration. One of the sequences in the 3rd set is shown in Fig.4 , which contains a person turning round and an intense interference in background. The LBP tracker loses target in frame ♯66 for a similar texture arising nearby and the SSC tracker fails in frame ♯268 for the person turning round in cluttered background. However, the AIF tracker can handle these problems effectively. From the 3rd row of Fig.4 , it's clear that the AIF tracker has a better performance. It switches to color feature adaptively to follow target during the person turning round in frame ♯170 to overcome the appearance changes. And while an intense gradient interference coming in frame ♯268, the tracker changes to LBP as a major feature instead of HOG dynamically where the SSC tracker fails. Fig.5 and Fig.6 are part results of the third set. Fig.5 , the results of VTS lost target in frame ♯41 when the target gets into the shadow. TLD also fails in frame ♯148 during the person turning round. The appearance changes and the high gradient interference from drastic illumination changes caused these failures. The AIF tracker effectively track the target till the target goes out of the scene. Fig.6 is a person turning round frequently. TLD and VTS separately fails in frame ♯116 and ♯191. The proposed method overcomes it with a dynamic adjustment of different Sub-fs. At the beginning, the HOG descriptor is the main feature for tracking. Then the LBP descriptor arises instead of HOG gradually when the target goes into a high gradient background. During the person turning round, both HOG and LBP become instable and AIF switches to Color descriptor adaptively for robust tracking. 
Conclusions
A novel object tracking algorithm based on an adaptive integrated feature is proposed. It integrates features in terms of invariance and establishes an adaptive target representation for robust tracking in low quality real scenes. An IPCA process is utilized to find the invariance of subfeatures for time efficiency, and is updated by the accuracy of tracking results to solve the problem of "updating dilemma" in adaptive tracking. This algorithm is general, robust and computationally efficient. Experiments on challenging datasets show that AIF tracker can handle complex appearance changes of objects and camouflage environments. The future work is to improve the AIF to handle the occlusions of multiple objects.
