Bifurcation analysis in an approachable haematopoietic stem cells model  by Wan, Aying & Wei, Junjie
J. Math. Anal. Appl. 345 (2008) 276–285Contents lists available at ScienceDirect
J. Math. Anal. Appl.
www.elsevier.com/locate/jmaa
Bifurcation analysis in an approachable haematopoietic stem cells
model✩
Aying Wan a,b, Junjie Wei a,∗
a Department of Mathematics, Harbin Institute of Technology, Harbin, China
b Department of Mathematics, Hulunbeir College, Hailar, China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 20 November 2007
Available online 11 April 2008
Submitted by P.G.L. Leach
Keywords:
Cells model
Delay
Stability
Hopf bifurcation
A haematopoietic stem cells model (HSC) with one delay is considered. At ﬁrst, we
investigate the stability and existence of Hopf bifurcations by analyzing the distribution of
the roots of associated characteristic equation. Then an explicit formula for determining
the stability and the direction of periodic solutions bifurcating from Hopf bifurcations
is derived, using the normal form theory and center manifold argument. Finally, some
numerical simulations are carried out for supporting the analytic results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The population of haematopoietic stem cells (HSC) give rise to all of the differentiated elements of the blood: the white
blood cells, red blood cells, and platelets; which may be either actively proliferating or in a resting phase. After entering the
proliferating phase, a cell is committed to undergo cell division at a ﬁxed time τ later. The generation time τ is assumed
to consist of four phases, G1 the pre-synthesis phase, S¯ the DNA synthesis phase, G2 the post-synthesis phase and M the
mitotic phase. Just after the division, both daughter cells go into the resting phase called G0-phase. Once in this phase, they
can either return to the proliferating phase and complete the cycle or die before ending the cycle. The dynamics of the
(HSC) are governed by the coupled differential delay equations (see [2–5,19]):
dN(t)
dt
= −δN(t) − β(N(t))N(t) + 2e−γ τ β(Nτ )Nτ ,
dP (t)
dt
= −γ P (t) + β(N(t))N(t) − e−γ τ β(Nτ )Nτ , (1.1)
where β is a monotone decreasing function of N and has the explicit form of a Hill function:
β(N) = β0 θ
n
θn + Nn .
The symbols in Eq. (1.1) have the following interpretation: N is the number of cells in non-proliferative phase, Nτ = N(t−τ ),
P the number of cycling proliferating cells, γ the rate of cells loss from proliferative phase, δ the rate of cells loss from
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proliferative phase, β0 the maximum recruitment rate, θ and n the control shape of the feedback function, respectively. We
know that the model (1.1) is from the following evolution equations (see Mackey [12] or Pujo-Menjouet and Mackey [13])
dN(t)
dt
= −δ(N)N(t) − β(N)N(t) + 2e−γ τ β(N)Nτ ,
dP (t)
dt
= −γ P (t) + β(N)N(t) − e−γ τ β(N)Nτ . (1.2)
(1.1) follows when the feedback function β is supposed to depend upon N only. Denote S = P + N as the total population
of hematopoietic stem cell, and suppose that β depends upon S , and γ = δ. Then one can get the following equations (see
Crauste [8]),
dN(t)
dt
= −δN(t) − β(S(t))N(t) + 2e−δτ β(S(t − τ ))N(t − τ ),
dS(t)
dt
= −δS(t) + e−δτ β(S(t − τ ))N(t − τ ). (1.3)
Clearly, Eqs. (1.1) and (1.3) are different even taking
β(S) = β0 θ
n
θn + Sn
in (1.3). Crauste [8] has determined a necessary and suﬃcient condition for the global stability of the ﬁrst steady state of
the model (1.3), which describes the population’s dying out, and he or she obtained the existence of a Hopf bifurcation for
the only nontrivial positive steady state.
Recently, Alaoui and Yaﬁa [4] studied the stability and Hopf bifurcation to the models (1.1) and (1.3), respectively. In [4],
the authors made the following hypotheses:
(P0) δ <
β0
2 ;
(P1) a(τ ) < 0 and |b(τ )| < −a(τ ) for all τ > 0;
(P2) τa(τ ) < 1 and |a(τ )| |b(τ )| for all τ > 0.
Here
a(τ ) = δ + α′(N∗), b(τ ) = −2e−γ τ α′(N∗),
α′
(
N∗
)= δ
β0(2e−γ τ − 1)2
[
β0(1− n)
(
2e−γ τ − 1)+ nδ],
and (N∗, P∗) is the positive equilibrium of (1.1). Denote τˆ = 1γ ln( 21+ 2δ
β0
). Their main results are the following.
Theorem A. For Eq. (1.1), suppose that (P0) is satisﬁed. Then:
(1) The trivial equilibrium (0,0) is unstable for 0< τ < τˆ .
(2) (i) If a and b satisfy (P1), the positive equilibrium is asymptotically stable for 0 < τ < τˆ .
(ii) If a and b satisfy (P2) and n is suﬃciently large and γ close to 0, there exists a unique τ0 in (0, τˆ ) such that the positive
equilibrium is asymptotically stable when τ ∈ (0, τ0) and unstable when τ ∈ (τ0, τˆ ).
Meanwhile, the authors of [4] have given certain conditions to ensure the existence of Hopf bifurcation to Eq. (1.1).
The purpose of the present paper is to investigate Eq. (1.1) also. Using the method introduced by Beretta and Kuang [6]
we analyze the distribution of the roots of the characteristic equation of Eq. (1.1) and get the existence of stability switches
and Hopf bifurcation when the delay varies. Then by using the center manifold theory and normal form method, we derive
an explicit algorithm for determining the direction of the Hopf bifurcation and the stability of the bifurcating periodic
solutions. On the stability and existence of Hopf bifurcation to system (1.1), we improve the results of Alaoui and Yoﬁa [4],
where we only need the assumption δ < β0, and τ¯ = 1γ ln( 21+ δ
β0
).
The rest of this paper is organized as follows. In Section 2, we ﬁrstly focus mainly on the positive equilibrium and
analyze its stability. This analysis is performed through the study of a characteristic equation, which takes the form of a
ﬁrst-degree exponential polynomial with delay-dependent coeﬃcients. Using the approach of Beretta and Kuang [6], we
show that the positive steady-state can be destroyed through a Hopf bifurcation. In Section 3, we investigate the stability
and direction of bifurcating periodic solutions by using the normal form theory and center manifold theorem presented in
Hassard et al. [10]. In Section 4, we illustrate our results by numerical simulations.
We would like to mention that there are several articles focus on the bifurcation and stability analysis in some population
model with stage structure and delays, for example, see [1,7,8,11,14,16,17,19] and the references therein.
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We copy the system (1.1) as
dN
dt
= −δN − α(N(t))+ 2e−γ τ α(N(t − τ )),
dP
dt
= −γ P + α(N(t))− e−γ τ α(N(t − τ )), (2.1)
where α(N) = β(N)N . For convenience, denote τ¯ = 1γ log( 21+ δ
β0
), and make the following assumption:
(H0) δ < β0.
Clearly, (H0) implies that τ¯ > 0 and β0(2e−γ τ − 1) > δ when τ ∈ [0, τ¯ ).
It is straightforward to see that the system (2.1) has a trivial equilibrium (0,0) and a unique positive equilibrium (N∗, P∗)
(
N∗, P∗
)= (θ(β0(2e−γ τ − 1) − δ
δ
) 1
n
,
δN∗(1− e−γ τ )
γ (2e−γ τ − 1)
)
,
when τ ∈ [0, τ¯ ).
Now we consider the stability of the equilibria.
1) Consider E0 = (0,0)
Linearizating Eq. (2.1) around the origin (0,0), we obtain the characteristic equation given by
(λ + γ )(λ + δ + β0 − 2e−γ τ β0)= 0.
Its roots are given by
λ1 = −γ and λ2 = −δ + β0
(
2e−γ τ − 1).
Clearly, λ1 < 0 and λ2 > 0 when τ ∈ [0, τ¯ ), as well as λ2 < 0 when τ > τ¯ . Hence, we have the following conclusions.
Theorem 2.1. Suppose that (H0) is satisﬁed. Then the equilibrium E0 = (0,0) is unstable for 0 τ < τ¯ and asymptotically stable for
τ > τ¯ .
The ﬁrst conclusion of Theorem 2.1 has been obtained by Alaoui and Yaﬁa [4].
2) Now we consider the positive equilibrium E1 = (N∗, P∗). Linearizing Eq. (2.1) around (N∗, P∗) yields
dN
dt
= (−δ − α′(N∗))N(t) + 2e−γ τ α′(N∗)N(t − τ ),
dP
dt
= α′(N∗)N(t) − γ P (t) − e−γ τ α′(N∗)N(t − τ ), (2.2)
whose characteristic equation is given by
(λ + γ )(λ + a(τ ) + b(τ )e−λτ )= 0, (2.3)
where
a(τ ) = δ + α′(N∗), b(τ ) = −2e−γ τ α′(N∗), (2.4)
and
α′
(
N∗
)= δ
β0(2e−γ τ − 1)2
[
β0(1− n)
(
2e−γ τ − 1)+ nδ].
Let us consider the equation
λ + a(τ ) + b(τ )e−λτ = 0,
which takes the general form
P (λ, τ ) + Q (λ, τ )e−λτ = 0, (2.5)
with
P (λ, τ ) = λ + a(τ ), Q (λ, τ ) = b(τ ). (2.6)
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β0
).
Proof. From (2.4) it follows that
a(τ ) + b(τ ) = δ + (1− 2e−2γ τ )α′(N∗)= nδ(1− δ
β0(2e−γ τ − 1)
)
.
One can obtain β0(2e−γ τ − 1) > δ from τ < τ¯ . Hence, the conclusion follows. 
Proposition 2.2. The positive equilibrium (N∗, P∗) of Eq. (2.1) is asymptotically stable when τ = 0.
Proof. When τ = 0, the roots of Eq. (2.3) are given by λ1 = −γ and λ2 = −(a(0) + b(0)). By Claim 1 we have λ2 < 0. This
means that all roots of Eq. (2.3) with τ = 0 have negative real parts. Hence the conclusion follows. 
From Proposition 2.2 above and Theorem A due to Alaoui and Yaﬁa [4], we have the following stability results immedi-
ately.
Theorem 2.3. Suppose that (P0) is satisﬁed, and set τˆ = 1γ ln( 21+ 2δ
β0
). Then the following results hold.
(i) If a(τ ) and b(τ ) satisfy (P1), then the positive equilibrium is asymptotically stable for 0 τ < τˆ ;
(ii) If a and b satisfy (P2) and n is suﬃciently large and γ close to 0, then there exists a unique τ0 in (0, τˆ ) such that the positive
equilibrium is asymptotically stable when τ ∈ [0, τ0) and unstable when τ ∈ (τ0, τˆ ).
In the following, we shall obtain the ﬁner results on the stability of the positive equilibrium of the system (2.1) by
using the method introduced by Beretta and Kuang [6]. Now we investigate the existence of purely imaginary roots λ = iω
(ω > 0) to Eq. (2.5) which takes the form of a ﬁrst-degree exponential in λ, with all the coeﬃcients of P and Q depending
on τ . Beretta and Kuang [6] established a geometrical criterion which gives the existence of purely imaginary roots of a
characteristic equation with delay-dependent coeﬃcients.
In order to apply the criterion due to Beretta and Kuang [6], we need to verify the following properties for all τ ∈ [0, τ¯ ].
(i) P (0, τ ) + Q (0, τ ) = 0;
(ii) P (iω,τ ) + Q (iω,τ ) = 0;
(iii) limsup{| Q (λ,τ )P (λ,τ ) |; |λ| → ∞,Reλ 0} < 1;
(iv) F (ω, τ ) := |P (iω,τ )|2 − |Q (iω,τ )|2 has a ﬁnite number of zeros;
(v) each positive root ω(τ) of F (ω, τ ) = 0 is continuous and differentiable in τ whenever it exists.
Here P (λ, τ ) and Q (λ, τ ) are deﬁned as (2.6).
Clearly, by the deﬁnitions of P and Q and Claim 1, (i) and (ii) are satisﬁed.
From (2.6) and (2.4), we know that
lim|λ|→∞
∣∣∣∣ Q (λ, τ )P (λ, τ )
∣∣∣∣= 0.
Therefore (iii) follows.
Let F be deﬁned as in (iv). From
∣∣P (iω,τ )∣∣2 = ω2 + a2(τ ) and ∣∣Q (iω,τ )∣∣2 = b2(τ ),
we have F (ω, τ ) = ω2 + a2(τ ) − b2(τ ). It is obvious that property (iv) is satisﬁed, and by Implicit Function Theorem, (v) is
also satisﬁed.
Let λ = iω (ω > 0) be a root of Eq. (2.5). By substituting it into Eq. (2.5) and separating the real and imaginary parts, we
can obtain
sinωτ = ω
b(τ )
,
cosωτ = −a(τ )
b(τ )
, (2.7)
where we deliberately omit the dependence of the parameter on τ .
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sinωτ = Im
(
P (iω,τ )
Q (iω,τ )
)
and cosωτ = −Re
(
P (iω,τ )
Q (iω,τ )
)
,
which derives∣∣P (iω,τ )∣∣2 = ∣∣Q (iω,τ )∣∣2.
That is,
F (ω, τ ) = ω2 + a2(τ ) − b2(τ ) = 0.
For convenience, similar to the assumption (H2) in [4] (see (P2) above), set
I = {τ ∣∣ τ ∈ [0, τ¯ ), ∣∣a(τ )∣∣< ∣∣b(τ )∣∣}.
Proposition 2.4. If τ ∈ [0, τ¯ ) \ I , then F (ω, τ ) = 0 has no positive roots. If τ ∈ I , then F (ω, τ ) = 0 has a unique positive root given
by ω =√b2(τ ) − a2(τ ).
Claim 2. If n >max{ 4β03(β0−δ) ,2}, then I is nonempty.
The proof is not diﬃcult, so we omit it.
For τ ∈ I , there exists ω = ω(τ) > 0 such that F (ω(τ ), τ ) = 0. Then, let θ(τ ) ∈ (0,2π ] be deﬁned for τ ∈ I by
sin θ(τ ) = ω(τ)
b(τ )
,
cos θ(τ ) = −a(τ )
b(τ )
. (2.8)
Since F (ω(τ ), τ ) = 0, for τ ∈ I , it follows that θ(τ ) is well and uniquely deﬁned for all τ ∈ I.
From ω(τ)τ = θ(τ ) + 2nπ , one can check that iω∗ , with ω∗ = ω(τ ∗) > 0, is a purely imaginary root of Eq. (2.5) if and
only if τ ∗ is a zero of the function Sn deﬁned by
Sn(τ ) = τ − θ(τ ) + 2nπ
ω(τ )
, τ ∈ I with n ∈ N. (2.9)
The following theorem is due to Beretta and Kuang [6].
Theorem 2.5. Assume that the function Sn(τ ) has a positive root τ ∗ ∈ I , for some n ∈ N. Then a pair of simple purely imaginary roots
±iω(τ ∗) of Eq. (2.5) exists at τ = τ ∗ , and
Sign
{
dRe(λ)
dτ
∣∣∣∣
λ=iω(τ ∗)
}
= Sign
{
∂ F
∂ω
(
ω
(
τ ∗
)
, τ ∗
)}× Sign{dSn(τ )
dτ
∣∣∣∣
τ=τ ∗
}
. (2.10)
Since ∂ F
∂ω (ω, τ ) = 2ω, (2.10) is equivalent to
δ
(
τ ∗
)= Sign{dRe(λ)
dτ
∣∣∣∣
λ=iω(τ∗)
}
= Sign
{
dSn(τ )
dτ
∣∣∣∣
τ=τ ∗
}
.
Therefore, this pair of simple conjugate purely imaginary roots crosses the imaginary axis from left to right if δ(τ ∗) > 0,
and crosses the imaginary axis from right to left if δ(τ ∗) < 0.
We can easily observe that Sn(0) < 0. Moreover, for all τ ∈ I , Sn(τ ) > Sn+1(τ ) with n ∈ N . Therefore, if S0 has no zero
in I , then the function Sn have no zero in I . And if the function Sn(τ ) has positive zeros τ ∈ I for some n ∈ N , there exists
at least one zero satisfying dSn(τ )dτ > 0.
Furthermore, by using (2.8), we can compute and obtain the following result: when τ → τ¯ , ω(τ) → 0, while sin θ(τ ) → 0
and cos θ(τ ) → 1, therefore, θ(τ ) → 0. Using (2.9), we obtain
Sn(τ ) → −∞, when τ → τ¯ .
From the analysis above, we know that, for ﬁxed n, the number of the zeros of Sn(τ ) is even when S ′n(τ0) = 0 for each
root τ0 of Eq. (2.9). This implies that the number of roots of Eq. (2.9) is even.
Applying Proposition 2.2 and Theorem 2.5 above and Corollary 2.4 in Ruan and Wei [15], we have the following conclu-
sion.
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{τ1, τ2, . . . , τm} with τ j < τ j+1, (2.11)
and S ′n j (τ j) = 0, then m is an even number, and all the roots of Eq. (2.5) have negative real parts when τ ∈ [0, τ1) ∪ (τm, τ¯ ), and
Eq. (2.5) has at least a pair of roots with positive real parts when τ ∈ (τ1, τm), where n j ∈ N such that Sn j (τ j) = 0. Furthermore, all
other roots of Eq. (2.5), except a pair of purely imaginary roots, have negative real parts when τ = τ1 and τm.
Applying Lemma 2.6 above and the Hopf bifurcation theorem for functional differential equations (see Hale [9, Chapter 11,
Theorem 1.1]), we can conclude the existence of a Hopf bifurcation as stated in the following theorem.
Theorem 2.7. For the system (2.1), suppose that (H0) is satisﬁed. Then the following conclusions hold:
(i) If either I is empty or the function S0(τ ) has no positive zero in I , then the equilibrium (N∗, P∗) is asymptotically stable for all
0 τ < τ¯ ;
(ii) If Eq. (2.9) has positive roots in I denoted by (2.11), and S ′n j (τ j) = 0, then the equilibrium (N∗, P∗) is asymptotically stable for
τ ∈ [0, τ1) ∪ (τm, τ¯ ), and unstable when τ ∈ (τ1, τm), with a Hopf bifurcation occurring when τ = τ j , j = 1,2, . . . ,m.
3. The direction and stability of Hopf bifurcation
In the previous section, we have already obtained some suﬃcient conditions ensuring the system (2.1) undergoes a
Hopf bifurcation at E1 = (N∗, P∗). In this section, we shall use the center manifold and normal form theories presented
by Hassard, Kazarinoff and Wan [10] to study the direction of Hopf bifurcation and the stability of the bifurcating periodic
solutions from E1 under the conditions of Theorem 2.7(2)(ii).
By normalizing the delay τ by the time scaling t → tτ , effecting the change of variables u(t) = N(tτ ) and v(t) = P (tτ ),
the system (2.1) is transformed into
u˙(t) = τ [−δu(t) − α(u(t))+ 2e−γ τ α(u(t − 1))],
v˙(t) = τ [−γ v(t) + α(u(t))− e−γ τ α(u(t − 1))]. (3.1)
Without loss of generality, we let τ ∗ be the critical value of τ at which system (2.1) undergoes a Hopf bifurcation at (u∗, v∗).
Setting τ = τ ∗ + μ, then μ = 0 is Hopf bifurcation value of Eq. (3.1).
We let u1(t) = u(t)+ u∗ , v1(t) = v(t)+ v∗ , and still denote u1(t), v1(t) by u(t), v(t), so that system (3.1) can be written
in the following form:(
u˙(t)
v˙(t)
)
= τC(τ )
(
u(t)
v(t)
)
+ τ B(τ )
(
u(t − 1)
v(t − 1)
)
+ τ f (u, v), (3.2)
where
C(τ ) =
(−δ − α′(u∗) 0
α′(u∗) −γ
)
, B(τ ) =
(
2 0
−1 0
)
e−γ τ α′
(
u∗
)
,
f (u, v) =
(−α′′(u∗)2 u2(t) − α′′′(u∗)6 u3(t) + 2e−γ τ ( α′′(u∗)2 u2(t − 1) + α′′′(u∗)6 u3(t − 1)) + O (u4(t),u4(t − 1))
α′′(u∗)
2 u
2(t) − α′′′(u∗)6 u3(t) − e−γ τ ( α
′′(u∗)
2 u
2(t − 1) + α′′′(u∗)6 u3(t − 1)) + O (u4(t),u4(t − 1))
)
.
The linearization of the system (3.2) around the origin is given by
x˙(t) = τC(τ )u(t) + τ B(τ )u(t − 1),
where x(t) = (u(t), v(t)).
For φ = (φ1, φ2)T ∈ C([−1,0], R2), deﬁne
Lμ(φ) =
(
τ ∗ + μ)(C(τ ∗ + μ)φ(0) + B(τ ∗ + μ)φ(−1)).
By the Riesz representation theorem, there exists a 2 × 2 matrix, η(θ,μ) (−1  θ  0), whose elements are of bounded
variation functions such that
Lμ(φ) =
0∫
−1
[
dη(θ,μ)
]
φ(θ), for φ ∈ C([−1,0], R2). (3.3)
In fact, we can choose
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⎧⎨
⎩
(τ ∗ + μ)C(τ ∗ + μ), θ = 0,
0, θ ∈ (−1,0),
−(τ ∗ + μ)B(τ ∗ + μ), θ = −1.
Then Eq. (3.3) is satisﬁed.
For φ ∈ C1([−1,0], R2), deﬁne the operator A(μ) as
A(μ)φ(θ) =
{ dφ(θ)
dθ , θ ∈ [−1,0),∫ 0
−1[dη(ξ,μ)]φ(ξ), θ = 0.
(3.4)
For φ = (φ1, φ2)T ∈ C([−1,0], R2), let
h(μ,φ) = (τ ∗ + μ)
(−α′′(u∗)2 u2(t) − α′′′(u∗)6 u3(t) + 2e−γ τ ( α′′(u∗)2 u2(t − 1) + α′′′(u∗)6 u3(t − 1)) + O (u4(t),u4(t − 1))
α′′(u∗)
2 u
2(t) − α′′′(u∗)6 u3(t) − e−γ τ ( α
′′(u∗)
2 u
2(t − 1) + α′′′(u∗)6 u3(t − 1)) + O (u4(t),u4(t − 1))
)
(3.5)
and
R(μ)φ(θ) =
{
0, θ ∈ [−1,0),
h(μ,φ), θ = 0. (3.6)
Then the system (3.2) is equivalent to the following operator equation:
x˙t = A(μ)xt + R(μ)xt , (3.7)
where x(t) = (u(t), v(t))T , xt = x(t + θ), for θ ∈ [−1,0].
For ψ ∈ C1([0,1], (R2)∗), deﬁne
A∗ψ(s) =
{− dψ(s)ds , s ∈ (0,1],∫ 0
−1 ψ(−ξ)dη(ξ,0), s = 0,
and a bilinear form
〈
ψ(s),φ(θ)
〉= ψ¯(0)φ(0) −
0∫
−1
θ∫
ξ=0
ψ¯(ξ − θ)dη(θ)φ(ξ)dξ,
where η(θ) = η(θ,0). Then A(0) and A∗ are adjoint operators.
From the discussion in Section 2, we know that ±iω∗τ ∗ are eigenvalues of A(0) and therefore they are also eigenvalues
of A∗ .
It is not diﬃcult to verify that the vector q(θ) = (q1,q2)T eiω∗τ ∗θ (θ ∈ [−1,0]) and q∗(s) = 1D¯ (q∗1,q∗2)eiω
∗τ ∗s (s ∈ [0,1]) are
the eigenvectors of A(0) and A∗ corresponding to the eigenvalue iω∗τ ∗ and −iω∗τ ∗ , respectively, where
(q1,q2)
T =
(
1,−1− e
−(γ−iω∗)τ ∗
iω∗τ ∗ + γ α
′(u∗)),
(
q∗1,q∗2
)= (1, iω∗τ ∗ + δ − α′(u∗)(1− 2e−γ τ ∗+iω∗τ ∗ )
α′(u∗)(1− e(−γ+iω∗)τ ∗ )
)
.
Let
D = (q¯∗1q1 + q¯∗2q2)−
0∫
−1
θ∫
ξ=0
q¯∗(ξ − θ)dη(θ)q(ξ)dξ = q¯∗1
(
q1 + τ ∗e−iω∗τ ∗
2∑
j=1
c1 jq j
)
+ q¯∗2
(
q2 + τ ∗e−iω∗τ ∗
2∑
j=1
c2 jq j
)
,
where ci j (i = 1,2) represents the element of row i and column j in matrix B(τ ). Then 〈q∗(s),q(θ)〉 = 1 and
〈q∗(s), q¯(θ)〉 = 0.
Following the algorithms given in [10] and using a computation process similar to that in [18], we can obtain the
coeﬃcients which will be used in determining the important quantities:
g20 = τ
∗α′′(u∗)
D
[−1+ 2e−(γ+2iω∗)τ ∗ + q¯∗2q22(1− e−(γ+2iω∗)τ ∗)],
g11 = τ
∗α′′(u∗)
D
[−1+ 2e−γ τ ∗ + q¯∗2|q2|2(1− e−γ τ ∗)],
g02 = τ
∗α′′(u∗) [−1+ 2e−(γ+2iω∗)τ ∗ + q¯∗2q22(1− e−(γ+2iω∗)τ ∗)],D
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∗(α′′(u∗) + α′′′(u∗))
D
[−(W (1)20 (0) + 2W (1)11 (0))+ 2e−γ τ ∗(W (1)20 (−1)eiω∗τ ∗ + 2W (1)11 (−1)e−iω∗τ ∗)
+ q¯∗2
(
W (1)20 (0)q¯2 + 2W (1)11 (0)q2
)− q¯∗2e−γ τ ∗(W (1)20 (−1)q¯2eiω∗τ ∗ + 2W (1)11 (−1)q2e−iω∗τ ∗)], (3.8)
where
W20(θ) = ig20
ω∗τ ∗
q(θ) + i g¯02
3ω∗τ ∗
q¯(θ) + E1e2iω∗τ ∗θ ,
W11(θ) = − ig11
ω∗τ ∗
q(θ) + i g¯11
ω∗τ ∗
q¯(θ) + E2,
and
E1 = τ ∗α′′
(
u∗
)(2iω∗τ ∗ + δ + α′(u∗)(1− 2e−2iω∗τ ∗−γ τ ∗ ) 0
α′(u∗)(1− e−2iω∗τ ∗−γ τ ∗ ) 2iω∗τ ∗ + γ
)−1( −1+ 2e−2iω∗τ ∗−γ τ ∗
q22(1− e−2iω
∗τ ∗−γ τ ∗ )
)
,
E2 = −τ ∗α′′
(
u∗
)(−δ − α′(u∗) + 2e−γ τ ∗α′(u∗) 0
α′(u∗)(1− e−γ τ ∗) −γ
)−1( −1+ 2e−γ τ ∗
|q2|2(1− e−γ τ ∗)
)
.
Consequently, gij in (3.8) can be expressed by the parameters and delay in the system (3.1). Thus, we can compute the
following quantities:
c1(0) = i
2ω∗τ ∗
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
,
μ2 = − Re(c1(0))
Re(λ′(τ ∗))
,
β2 = 2Re
(
c1(0)
)
,
T2 = − Im(c1(0)) + μ2 Im(λ
′(τ ∗))
ω∗τ ∗
, (3.9)
which determine the properties of bifurcating periodic solutions at the critical value τ ∗ , i.e., μ2 determines the directions of
the Hopf bifurcation: if μ2 > 0 (μ2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic
solutions exist for τ > τ ∗ (τ < τ ∗); β2 determines the stability of bifurcating periodic solutions: the bifurcating periodic
solutions on the center manifold are stable (unstable) if β2 < 0 (β2 > 0); and T2 determines the period of the bifurcating
periodic solutions: the period increases (decreases) if T2 > 0 (T2 < 0).
From the discussion in Section 2, we know that Re(λ′(τ ∗)) > 0, therefore we have the following results.
Theorem 3.1. The Hopf bifurcation of the system (3.1) at the positive equilibrium (x∗, Y ∗) when τ = τ ∗ with τ ∗ = τ1 is supercritical
(respectively subcritical), i.e., there exists ε > 0 such that the system (3.1) has a periodic solution when τ ∈ (τ ∗, τ ∗ + ε) (respec-
tively τ ∈ (τ ∗ − ε, τ ∗)), and the bifurcating periodic solutions are stable (respectively unstable) if Re(c1(0)) < 0 (respectively > 0);
and when τ = τ ∗ with τ ∗ = τm the Hopf bifurcation is subcritical (respectively supercritical), i.e., there exists ε > 0 such that the
system (3.1) has a periodic solution when τ ∈ (τ ∗ − ε, τ ∗) (respectively τ ∈ (τ ∗, τ ∗ + ε)), and the bifurcating periodic solutions
are stable (respectively unstable) if Re(c1(0)) < 0 (respectively > 0); and the period of the bifurcating periodic solution increases
(respectively decreases) if T2 > 0 (respectively T2 < 0).
4. Numerical simulations
In the previous section, we have derived an explicit algorithm for determining the direction of the Hopf bifurcations and
stability of the bifurcating periodic solutions by using the center manifold theory and normal form method. In this section,
we shall carry out some numerical simulations for supporting our theoretical analysis.
Our model involves 5 parameters, including the delay τ . In the following, we choose a set of parameters.
(a) β0 = 0.6, θ = 0.6, n = 6, δ = 0.2, γ = 0.1.
For the parameters given in (a), we draw the graph of S0 and S1 versus τ on I = [0, τ¯ ) in Fig. 1. In this case, τ¯ ≈ 4.0547,
and a scenario occurs. One can see that there are two critical values of the delay τ , denote τ ∗ , τ ∗∗ . In fact, under the
set of parameters in (a), we have τ ∗ ≈ 1.1452 and τ ∗∗ ≈ 3.1106. Hence the positive equilibrium is asymptotically stable
for τ ∈ [0, τ ∗) ∪ (τ ∗∗, τ¯ ) and is unstable for τ ∈ (τ ∗, τ ∗∗). These are shown in Figs. 2 and 3. In Fig. 2(A1) τ = 1.1 and in
Fig. 2(A2), τ = 3.15.
By using Theorem 2.7, we know that, under the set of parameters in (a), when τ = τ ∗ ≈ 1.1452, Hopf bifurcation oc-
curs. Furthermore, we can obtain Re(c1(0)) = −7.3008 < 0, μ2 = 12.7414 > 0, β2 = −14.6016 < 0 by using (3.8) and (3.9).
Therefore, the Hopf bifurcation of the system (3.1) with the data (a) at the positive equilibrium is supercritical and the
bifurcating periodic solutions exist for τ > τ ∗ and are orbitally asymptotically stable (see Fig. 3(B1), where τ = 1.2 >
284 A. Wan, J. Wei / J. Math. Anal. Appl. 345 (2008) 276–285Fig. 1. Graph of functions S0 and S1 for τ ∈ [0, τ¯ ) with parameters given in (a).
(A1) (A2)
Fig. 2. The numerical simulations show that the positive equilibrium is asymptotically stable when τ ∈ [0, τ ∗)∪ (τ ∗∗, τ¯ ). Here τ = 1.1 < τ ∗ .= 1.1452 in (A1),
and τ = 3.15 > τ ∗∗ .= 3.1106 in (A2).
(B1) (B2)
Fig. 3. The numerical simulations show that the bifurcating periodic solutions from the positive equilibrium are orbitally asymptotically stable. Here
τ = 1.2 > τ ∗ .= 1.1452 in (B1), and τ = 3.05 < τ ∗∗ .= 3.1106 in (B2).
A. Wan, J. Wei / J. Math. Anal. Appl. 345 (2008) 276–285 285τ ∗ ≈ 1.1452). When τ = τ ∗∗ ≈ 3.1106, Hopf bifurcation occurs also. Furthermore, we can obtain Re(c1(0)) = −137.65 < 0,
μ2 = −306.3655 > 0, β2 = −275.30 < 0 by using (3.8) and (3.9). Therefore, the Hopf bifurcation of the system (3.1) at the
positive equilibrium is subcritical and the bifurcating periodic solutions exist for τ < τ ∗∗ and are orbitally asymptotically
stable (see Fig. 3(B2), where τ = 3.05 < τ ∗∗ ≈ 3.1106).
5. Discussions
In the present paper, employing the method due to Beretta and Kuang [6], by analyzing the distribution of the eigenval-
ues we obtain the conditions to ensure that the positive equilibrium of the haematopoietic stem cells model (HSC) (1.1) is
asymptotically stable, and Hopf bifurcations occur when the delay passes through some critical values. We not only improve
the results of Alaoui and Yaﬁa [4] on the stability of the positive equilibrium of (1.1) but also derive an explicit algorithm
for determining the direction of the Hopf bifurcations and stability of the bifurcating periodic solutions by using the cen-
ter manifold theory and normal form method. Meanwhile, we ﬁnd out that the model possesses the stability switches as
delay varies. Some numerical simulations are carried out supporting the analytical results. The results proposed in this pa-
per should hopefully improve the understanding of the qualitative properties of the description delivered by model (1.1).
Particularly, one can see the inﬂuence of delays terms to the dynamics of model (1.1).
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