Abstract. A well-known theorem of Lax and Wendroff states that if the sequence of approximate solutions to a system of hyperbolic conservation laws generated by a conservative consistent numerical scheme converges boundedly a.e. as the mesh parameter goes to zero, then the limit is a weak solution of the system. Moreover, if the scheme satisfies a discrete entropy inequality as well, the limit is an entropy solution. The original theorem applies to uniform Cartesian grids; this article presents a generalization for quasiuniform grids (with Lipschitz-boundary cells) uniformly continuous inhomogeneous numerical fluxes and nonlinear inhomogeneous sources. The added generality allows a discussion of novel applications like local time stepping, grids with moving vertices and conservative remapping. A counterexample demonstrates that the theorem is not valid for arbitrary non-quasiuniform grids.
Introduction
Consider the Cauchy problem for systems of first-order conservation laws 
where R For the analysis of initial-value problems it is common to separate the time variable and the spatial variable(s); however, for the purposes of the Lax-Wendroff theorem there is no benefit in distinguishing them. For brevity of notation we collect them in the single vector y = (t, x ) ∈ R d+1
+ . x will be used for coordinates in R d , V resp. S for the (d + 1)-dimensional resp. d-dimensional Hausdorff measure.
It is well-known that even for smooth initial values u 0 , there need not exist a smooth solution to (1) for all y 0 > 0. It is necessary to extend the search to weak solutions, i.e. to u ∈ L 1 (R d+1 + ; P ) that satisfy 
for all φ ∈ C ∞ c (R d+1 + ). Since there can be more than one weak solution, an entropy condition is needed to select the "physical" one: let η = (η 0 , . . . , η d ) , η i : P × 
which is meant to hold in the weak sense, i.e. for all nonnegative φ ∈ C ∞ c (R 
(Note: whether this entropy condition is sufficient to guarantee uniqueness is not known, except for some special cases.)
The rest of this section is limited to the case of conservation laws without sources; the presence of sources, as in reactive flow, poses additional difficulties.
The classical proof that a sequence (u h ) of numerical approximations to (1) converges to an entropy solution proceeds as follows: the properties of the numerical scheme (e.g. a monotone conservative scheme with consistent homogeneous (i.e. yindependent) fluxes on a uniform Cartesian grid, see [HHL76] , [CM80] and [CT80] ) guarantee that (u h ) is bounded in L ∞ and T V (the space of functions with bounded variation in the sense of Tonelli-Cesari). This implies that some subsequences converge pointwise almost everywhere (in the presence of uniform L ∞ boundedness equivalent to L 1 loc convergence); the Lax-Wendroff theorem (see [LW60] ) proves that the limits of these subsequences are indeed weak solutions of (1). Moreover, if the u h satisfy discrete entropy inequalities, then the limits must be entropy solutions of (1). Whenever entropy solutions are unique, the entire sequence (u h ) must converge to the entropy solution. Positive uniqueness results are available in special cases (see [Kru70] for scalar conservation laws in multiple dimensions or [BL97] for 1D system entropy solutions with small total variation and some other restrictions), but see [Ell03] for a possible counterexample for 2D Euler system solutions.
In many cases, L 1 loc precompactness is difficult to prove -and might be false -, e.g. for unstructured grids or higher-order schemes for scalar conservation laws, not to mention schemes for systems of conservation laws. (For this reason, techniques based on measure-valued solutions which require L ∞ boundedness, but not L 1 loc precompactness, have been developed and successfully applied to the scalar case in [CL91] , [CL93] ; see also [Noe95] for irregular grids.) However, [CCL94] have generalized earlier work by [Kuz75] (see also [San83] ) to a large class of unstructured grids. They prove L 1 convergence of order 1 4 to the entropy solution, for monotone numerical fluxes with antidiffusive modifications; the modifications allow for higher order in regions where the entropy solution is smooth. Although these Kuznetsovtype proofs yield convergence without resort to the Lax-Wendroff theorem, they demonstrate that the preconditions of the Lax-Wendroff theorem are satisfied more often than previously thought.
More importantly, while rigorous proofs of convergence are limited to special cases, observing actual output of good numerical schemes suggests that bounded a.e. convergence is rather common, even for important systems like compressible gas dynamics. In this sense, the Lax-Wendroff theorem has important heuristic value: it guarantees that the limit, if there is one, is a weak solution; moreover, in the presence of a discrete entropy condition, it guarantees that the limit is an entropy solution. Finally, the Lax-Wendroff theorem serves as a theoretical motivation for focusing on conservative schemes with consistent fluxes (however, occasionally nonconservative schemes are used in practice).
While the Kuznetsov-type proof in [CCL94] applies to a large class of unstructured meshes, it relies strongly on special properties of scalar conservation laws; the same holds for techniques based on weak convergence and measure-valued solutions. It seems that only the Lax-Wendroff theorem provides at least a partial result for systems.
The original Lax-Wendroff theorem requires a 1D uniform Cartesian grid, continuous fluxes, L [GR96] ; it might be possible to extend their proof technique to polygonal meshes. With straightforward modifications to statement and proof, all of these results and proofs apply to an arbitrary number of dimensions; however, none of them seem to generalize into other directions easily. This article considers a quasiuniform mesh with no other geometric restrictions, (uniformly) continuous inhomogeneous numerical fluxes and nonlinear inhomogeneous source terms.
Only the Cauchy problem is discussed; boundary conditions pose many open research problems, both theoretically and numerically. Even in benign cases where the flux is completely prescribed and independent of the solution near the boundary (as in supersonic inflow), one needs to make additional assumptions about the convergence of the numerical solution near the boundary which are not implied by mere boundedly a.e. convergence. Section 2 introduces the grids, numerical fluxes and numerical sources and the conditions imposed on them; this rather abstract framework is illustrated by a simple example in Section 2.6. Section 3 contains statement and proof of the generalized Lax-Wendroff theorem (Theorem 1). Section 4 provides a counterexample that explains why Theorem 1 does not always hold for non-quasiuniform grids. The newfound generality enables theoretical discussion of some numerical techniques and applications in Section 5.
Notation and assumptions
2.1. Landau symbols. Two sequences of grids will be used: unstructured grids with parameter h, and uniform Cartesian grids with parameter H. An expression A is said to be O(B) (B some other expression) if there is some constant c, independent of C, N, F, h, H, , ρ, k, w, so that A ≤ cB as long as h, H ∈ (0, 1] and as long as
A is said to be Ω(B) if B is O(A).
We say that an expression is o ρ, (1) if, for any fixed values of ρ, > 0 (and h := ρH) it converges to 0 as H ↓ 0.
2.2. Grids. For any h > 0, let C h be a system of closed subsets (called cells) of
with pairwise disjoint interiors so that
We require the cells to have Lipschitz boundaries; this is more than weak enough for all conceivable numerical meshes. For C, N ∈ C h with S(C ∩ N ) > 0, let C→N denote the ordered pair (C, N ); depending on the context it will refer to C ∩ N instead. The unit normal n C→N (y) in each point y ∈ C ∩ N is fixed as pointing into N . The C→N are called interior faces; the other class of faces consists of initial faces C→∂, ∂→C (where C ∩ ({0} × R d ) = ∅). ∂→C will sometimes refer to C ∩ ({0} × R d ), with unit normal (1, 0, . . . , 0) ; C→∂ will refer to the same surface with opposite unit normal. DefineĈ h := C h ∪ {∂}. Let F h be the set of interior faces,F h the set of all faces.
To "define" the mesh parameter h, require
this implies V (C) ≤ h d+1 . On the other hand, the mesh must be quasiuniform in the following sense:
Moreover, the cell surface measure must be controlled:
Let B h be the σ-algebra generated by
2.3. Numerical fluxes. Over every face F ∈F h there is a numerical flux E F :
(Note: the following definitions make sense for numerical entropy fluxes. The usual numerical fluxes can be reduced to this case; see Section 2.6.)
The following requirements are imposed on numerical fluxes over interior faces.
1. Consistency: For w ∈ P , letŵ be the constant grid function with value w (i.e.ŵ C = w for all C ∈ C h ). We require
2. Uniform continuity: There is a function δ E : (0, ∞) → (0, ∞) so that
(again,ŵ denotes the constant grid function with value w). 3. Uniform boundedness: for any
5. Bounded stencil: define the stencil of F ∈ F h as
For initial faces, we impose the numerical initial condition
2.4. Numerical sources. The source terms in (6) are approximated by numerical sources:
The numerical sources must satisfy the following conditions (that are very similar to the ones for numerical fluxes):
1. Consistency:
(whereŵ is the constant grid function with value w ∈ R m ). 2. Uniform continuity: there is a function δ G : (0, ∞) → (0, ∞) so that
3. Uniform boundedness: for any sequence (w h ) h>0 ,
4. Bounded stencil: define the stencil of C ∈ C h as
2.5. Result.
Theorem 1. If a sequence (u h ) h>0 of grid functions satisfies the discrete scalar inequalities
and converges almost everywhere to u, then u satisfies (6).
2.6. An example. For illustration, the Lax-Friedrichs scheme (for a system u t + f (u) x = 0 with initial condition u(0, x) = u 0 (x) on a uniform 1D grid with cell size h and uniform time steps λh (0 < λ ≤ 1 constant)) is fit into the abstract framework in the previous sections.
Numerical fluxes: for j ∈ Z, n ∈ N 0 ,
Numerical sources: all = 0. It is easy to check the numerical fluxes satisfy all conditions, in particular consistency. The numerical solutions
which is exactly the literature definition, using different notation.
(27) is a system of R m -valued equations for u h , but it can obviously be converted into 2 · m systems of scalar inequalities of the type (21); Theorem 1 applied to each of them separately implies (3), i.e. that u is a weak solution.
In a similar fashion, it can be verified that the limit is an entropy solution. For
2 ), it is sufficient to prove the entropy inequality for the Kružkov family of entropies and entropy fluxes,
where a ∈ R is the family parameter. The numerical entropy fluxes
(see [CM80] ) are consistent with η and satisfy the discrete entropy inequality (21), so Theorem 1 asserts that u is an entropy solution (in the sense (6)).
Proof of Theorem 1
The proof is based on two essential ideas: first, the original proof in [LW60] uses summation by parts (in analogy to the integration by parts used to derive the concept of weak solution); this requires a Cartesian grid. This obstacle is bypassed by approximating cubes with sidelength H in a uniform Cartesian grid by cells in an unstructured grid with parameter h; see Figure 1 . Summation by parts is carried out for these cubes.
, u and u h will be "close" and "nearly constant" in a suitable neighbourhood of "almost all" cubes (for h ↓ 0), so the continuity and consistency properties of numerical fluxes and sources can be exploited. For the "few" remaining "bad" cubes, one can use uniform boundedness of numerical fluxes and sources. The proof will be completed by first fixing a sufficiently small ratio ρ to minimize geometric errors and then choosing a sufficiently small H > 0 to control integral errors.
3.1. Cubes. Let e (i) ∈ Z d+1 (with i ∈ {0, . . . , d}) be the standard basis vectors, with ith component = 1, all other components = 0. Omitting the parameter H for readability, define the closed cubes
with faces
note that the interiors of the I k are pairwise disjoint and that
moreover
3.2. Cube approximation. For given H, h > 0 (h < H/2) and k ∈ N 0 × Z d , we select an approximationĨ k ⊂ C h to I k by requiring that
and that the setsĨ k form a partition of C h . (These conditions need not determinẽ I k uniquely; the particular choice is not important. (34) admits the existence of suchĨ k because the
Note that
is not true in general (see Lemma 3) because some faces belong to "corners" rather than sides of the approximated cubes (see Figure 1) . 
Proof. These are immediate consequences of (8) and of (34), (35) resp. (36).
sup
for all k ∈ N 0 × Z d and i ∈ {0, . . . , d},
Proof. 
Figure 1. A cube I k (checkerboard-shaded grid) is approximated by a cluster (thick boundary) of grid cells (thin triangles).
Hence by Lemma 2, at most O(
(43): from (39) derive
Hence Lemma 2 shows that at most O( The following lemma states that, for small ρ, "most" of ∂Ĩ k is composed of the ∂Ĩ i± k (i = 0, . . . , d), i.e. we can ignore the "corners" of I k . Lemma 3. Define the "half-cylinders"
(see Figure 2 ). Then
Moreover,
Proof. (See Figure 2. ) Let F = C→N ∈ ∂Ĩ is k for some i ∈ {0, . . . , d}, s ∈ {+, −} (or F = C→∂). By (39), whenever F ∩ Z is k = F , then F (and hence C) meets
However, it is easy to verify that
By Lemma 2, at most
cells can meet R. By (10), their total surface measure is
this implies (45).
Regarding (46): whenever C→N ∈ ∂Ĩ k (with C ∈Ĩ k ) is not contained in any ∂Ĩ i± k , then C→N belongs to a "corner", i.e. N ∈Ĩ k+m for some m ∈ Z d+1 with |m| ∞ = 1, 
Proof. (See Figure 3 .)
The first summand in (49) equals
where R 1 , R 2 are contained in . Since φ has compact support, it is sufficient to consider the finite subsets Define
Proof. Due to bounded stencils (15) resp. (20), bounded diameters (8) and ρ ≤ 1 2 (see (7)),
We need to show that u, u h are "almost constant" and "close" on "most" cubes. We introduce a new parameter > 0. Again omitting , ρ, H > 0 from the symbols for readability, define
B contains the "bad", G the "good" cube indices.
Lemma 6. For any choice of , ρ > 0
(58)
Proof. B 1 and B 2 are treated separately. First B 2 : let w ∈ C ∞ (R d+1 + ) be arbitrary (it will approximate u); define
and because
for y ∈ I k , by smoothness of w. For each k ∈ B 2 ,
by definition (56) of B 2 , so (59) implies that
By first choosing w ∈ C ∞ (R d+1 + ) with sufficiently small u − w L 1 ( k∈K I k ) and then choosing an upper bound for H, the right-hand side can be made arbitrarily small.
For each k ∈ B 1 ,
so (62) (with (9)) shows
By first choosing a suitable w and then choosing an upper bound for H, the righthand side can be made arbitrarily small. Now we can finish the proof of Theorem 1. Sum (21) over C ∈Ĩ k , multiply with φ(Hk) (≥ 0) and sum over k ∈ K:
(here we used the conservation property (14) to eliminate F ∈ k∈K ∂Ĩ k , i.e. F = C→N with C, N ∈Ĩ k for the same k).
Collecting the terms on the right-hand side of (63) where F is an initial face yields
using (16) and smoothness plus compact support of φ.
There are at most two terms per interior face in (63); they can be written (using (14)) as
where
Note that the φ difference is O(H) (by smoothness of φ), and that for each k ∈ K, (46) allows to drop all terms for interior faces that do not belong to some ∂Ĩ i± k , at the cost of terms of size
Moreover, by Lemma 6 the number of bad cubes is o ρ, (1)H −(d+1) , and due to uniform boundedness (13), (10) and (43),
Since the φ difference supplies an extra O(H), the sum of terms in (65) where
Hence the interior face part of (63) is
(using smoothness and compact support of φ)
(using the definition (57) of G in uniform continuity (12), combined with (43))
(using consistency (11))
(using smoothness in y of η (note (39), (7)) with (43) and (10))
(using the definition (57) of G and smoothness in y and u of η)
It remains to treat the left-hand side of (63). As for the flux integrals, we may omit the terms for k ∈ B, at a cost of o ρ, (1)
3.5. Conclusion. Combining (64), (66) and (67), we get
Now, we can first make the O( + ρ) term arbitrarily small by choosing appropriate and ρ; after that, the o term can be made arbitrarily small as well by picking H. Therefore, u satisfies (6); the proof is complete.
A counterexample for non-quasiuniform grids
While most assumptions in this paper are rather weak, an important exception is quasiuniformity (in the sense of (9)). Unfortunately, there is a strong counterexample to Theorem 1 for non-quasiuniform grids (see Figure 4 ):
Example 1 (Staggered Lax-Friedrichs). Consider the trivial problem
We discretize it naïvely with the staggered Lax-Friedrichs scheme, for flux f = 0, taking ∆ t = h 3 where h > 0 is the spatial cell size: let C h contain the cells
x, j t, n Figure 4 . Staggered Lax-Friedrichs with ∆t = h 3 , ∆x = h: excessive refinement in t direction causes oversmoothing and convergence to a non-solution.
Define
It is easy to check that the numerical fluxes are consistent and satisfy the initial condition; all other requirements are satisfied as well. However, the (uniquely determined) solutions (u h ) h>0 at a fixed time t approximate G(
, where G is the heat kernel (this is easy to prove by considering two steps of the numerical scheme:
this is a well-known finite difference scheme for u t = 1 h u xx , so standard theory applies). However, The example is so "economical" that it rules out any conceivable relaxation of the quasiuniformity requirement: the cells are identical rectangles (in particular they are convex and have well-behaved surfaces) with sides parallel to the coordinate axes, numerical fluxes through a face depend only on one of the directly adjacent cells, the numerical solutions u h are uniquely defined. The only "violation" is that cells become small in time direction faster than in space direction.
The example reflects a problem that does not appear in discretizations of semidiscrete schemes with artificial viscosity; while the viscosity coefficient of Lax-Friedrichs type schemes is αh 2 /∆ t (for some constant α), it is typically αh for semidiscrete methods, so no harm can be done by choosing ∆ t too small.
Note that [Noe95] presents a related counterexample, namely the Lax-Friedrichs scheme on a uniform Cartesian (non-staggered) grid with ∆t/h ↓ 0 as h ↓ 0. In contrast to staggered Lax-Friedrichs, this counterexample does not serve our purposes: for such a scheme, the flux between two intervals in a time step is not O(∆t), as required by uniform boundedness (13), but O(1).
The restriction to quasiuniform grids is a serious one; results for non-quasiuniform grids are highly desirable because such grid sequences are produced by adaptive refinement and/or adaptive time integration. However, Theorem 1 probably remains true in a special case: tensor products of quasiuniform grids, i.e.
where each C h α is a grid of the type defined in Section 2.2 (for α = 1, the grid has to cover R d1 + , for α > 1 the grid covers R dα ). The case of semidiscrete schemes can be reduced to the tensor grid case. These questions will be explored in forthcoming work (see [Ella] ).
For arbitrary non-quasiuniform grids, on the other hand, it is necessary to impose stronger conditions on the numerical scheme. For example, one could study the error estimators that are used by adaptive schemes to determine where to refine the grid or decrease the time step, in order to derive additional smoothness or convergence information about (u h ) h>0 . If sufficiently weak assumptions can be made about a large class of error estimators, it might be possible to derive a Lax-Wendroff type result for non-quasiuniform grids that is general enough to be interesting.
Novel applications
5.1. Local time stepping. In order to resolve shocks or contact discontinuities well, it is necessary to refine the grid near them. The time step is limited by the CFL condition in small cells near these discontinuities and might be unnecessarily small for other parts of the domain. For this reason, it can be efficient to use different time steps in different regions; some schemes in this spirit have been proposed in [OS83] or [Ell00] Chapter 4. Theorem 1 is not limited to spatially unstructured grids; grids can be unstructured in space-time, as long as they are quasiuniform in the sense of (9).
Moving vertices.
Another use for the generalized Lax-Wendroff theorem is the large class of numerical methods with unsteady grids (see [Ell00] Section 2.1 for adaptation of classical approximate Riemann solvers to this case). These are important because some applications have moving domain boundaries, e.g. due to wing flutter or rotating turbine blades. Moreover, it is often natural or (for high Mach number supersonic flow) more efficient to use Lagrangian methods (grid vertices move along with the fluid). To accomodate these methods is straightforward: instead of a tensor product of time axis partition and fixed spatial grid, a grid with moving cells is used; faces are no longer either perpendicular or parallel to the time axes. (However, whether Theorem 1 is applicable depends on other details of the scheme as well.) 5.3. Conservative remapping. In numerical computations, it is sometimes necessary to change grids (remapping), for example because the old grid has developed singularities (especially common for Lagrangian schemes when there is strong vorticity in the flow field). See [Duk84, DK87, Gra99, Jon99, DB00] for remapping algorithms and applications. The remapping step should be conservative, for the same reasons that numerical schemes are conservative, and conservative quantities should not be "transported" during the remapping step more than necessary. A simple way to achieve this is to set
where N is a cell in the new grid, O runs over the cells in the old grid and u O , u N are densities of conserved quantities in each. (However, to achieve higher orders of accuracy, it might be necessary to compute polynomial or spline reconstructions v(x) from the cell averages u O and to set It is not clear whether remapping can prevent an otherwise fine numerical scheme from converging to the entropy solution. However, Theorem 1 can be applied to answer this question for conservative remapping: the remapping step is interpreted as an extra hyperplane of faces (perpendicular to the time axis), with numerical fluxes defined depending on the remapping algorithm. The following requirements are weak enough to cover most existing methods: By the assumptions, F has bounded stencil, is consistent, uniformly continuous and uniformly bounded; defining F N →O := −F O→N renders it conservative. Moreover, it is clear that if the old and new grid satisfy the requirements outlined in the introduction and if the remapping steps are at least Ω(h) apart, then the resulting space-time grid is quasiuniform. This technique will be discussed in more detail in future work (see [Ellb] ).
5.4. Selfsimilar flow. Selfsimilar solutions, i.e. those that satisfy u(t, x) = u(st, sx) for all s > 0, arise in many important circumstances, such as shocks, contacts or rarefaction waves Riemann problems, or in [Ell03] . A selfsimilar solution to u t + div f (u) = 0 satisfies the system div ξ (f (u) − ξu) = −du where ξ = x t are called similarity coordinates. To find asymptotically stable selfsimilar solutions, one can solve
(where τ is a time-marching "pseudo-time" without physical significance). Adding the source term −du to numerical schemes in a conservative and consistent way (as defined in Section 2.4) is easy; achieving stability is not difficult either. Theorem 1 states that such a scheme delivers entropy solutions as long as it converges.
