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Abstract 
Rapid change in the business environment, including change to goals, techniques, and 
resources, presents both a threat to and opportunity for the success of projects conducted across all 
industries. The threat occurs when unavoidable change events arise at a higher rate than it is 
practical to re-plan projects. At the same time, these events present an opportunity to optimise the 
project output. This challenge, hereafter referred to as dynamism, has been acknowledged as a key 
unresolved issue in project management. Traditional prescriptive approaches to management, which 
are orientated around process control, are considered sub-optimal in addressing the issue of 
dynamism. While many smaller projects face the challenge of dynamism, larger higher impact 
projects costing billions of dollars and having national security impact also face this challenge. To 
date, there is no information available on how practitioners manage dynamism in projects. The 
views and experiences of practitioners in the field are needed to develop a theoretical framework to 
guide improvements in practice. The results of this research will inform future project management 
practices and research to capitalise upon the opportunities afforded by dynamism, and reduce the 
negative impact of dynamism upon projects. 
The aim of this research was to explore the problem of rapid change during the planning and 
execution of projects from the perspectives of successful practitioners in the field. To achieve this 
aim, the objectives were to identify project management approaches that can be used to manage the 
problems caused by rapid change, and develop a theory for how to manage projects in dynamic 
environments. In this research a qualitative approach was employed in order to build a grounded 
theory in an under-researched area, from the perspective of people involved in projects. Building 
the grounded theory involved conducting in-depth interviews and focus groups with a broad range 
of project managers who were challenged by dynamism. In Study One of the research, 37 
interviews were conducted with 31 project managers. These interviews were analysed qualitatively 
for content themes. In Study Two, three focus group interviews were conducted with 16 project 
managers in order to verify and expand upon the findings of Study One and further develop the 
emerging grounded theory. The two studies included practitioners across ten industries: defence, 
community development, construction, technology, pharmaceutical, film production, scientific 
startups, venture capital, space, and research). The final grounded theory for managing dynamism in 
projects considered planning styles, culture, communication, and leadership in dynamic 
environments. Based upon the results of the two studies, a theoretical model entitled Model for 
Managing Dynamism in Projects was developed to represent the interrelated variables explaining 
how practitioners currently manage project dynamism. The grounded theory for managing 
   - 3 - 
dynamism in projects unified and explained the main concepts emanating from the data collected in 
this empirical study. 
In projects challenged by rapid change, management techniques optimised for speed and 
flexibility can be used to provide a better overall result. The findings of this research demonstrate 
that projects challenged by dynamism may benefit from: (a) emergent iterative planning and 
procurement, (b) guideline controls, (c) flexible leadership and rapid decision-making, (d) timely 
and efficient communication, and (e) egalitarian and goal orientated culture.   
The Model for Managing Dynamism in Projects, theory, and inventory of approaches are 
grounded in the problems and solutions identified by practitioners in the field. As such, the findings 
are readily applicable to real-world contemporary projects and project-management training 
environments. The model and theory are useful for practitioners seeking an in-depth understanding 
of project management tailored to the increasing challenge of rapid change. Organisations with 
long-standing traditional methodologies currently encountering rapid change can adapt the Model 
for Managing Dynamism in Projects to optimise their processes for the mitigation of dynamism.  
The model also fills a gap in project management literature regarding the management of projects 
that require learning, that have loosely defined goals and methods, that involve the development of 
new technologies, and that have high degrees of newness.  
This thesis answers the call for empirical research on the actuality of project management 
practice. It is the first study of its kind to define and specifically investigate the dimension of 
dynamism in project management practice. The findings of this research will inform future research 
expanding upon and testing the theoretical developments in dynamism. Future research includes the 
mapping of uptake, use, and impact of the methods described in this research on project outcomes 
across industries, cultures, and communities.  
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The greatest enemy of a good plan is the dream of a perfect plan. 
 (Clausewitz, 1873, p. 617paraphrased) 
 
 
 
 
 
 
 
 
 
Dilbert’s Project Plan - Used with permission (Adams, 2009) 
 
 
 
 
 
 
 
 
In his writings a wise Italian says that the best is the enemy of the good.  
(Voltaire, 1772) 
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Synopsis 
This thesis documents the output of a research project designed to build a grounded theory 
for managing projects challenged by rapid change. Figure 0.1 represents the thesis structure, linking 
each chapter to a research phase and publication. The thesis is divided into ten chapters, which 
incorporate journal and conference proceedings that were generated to enhance academic rigour 
through the blind, peer-review process.   
In Chapter 1, Introduction, the threat and challenges created by the dimension of dynamism 
are presented. This chapter shows how dynamism is an increasingly prevalent problem for project 
management across all industries, providing specific examples, including the Australian Submarine 
Project. The chapter concludes that the challenge of rapid change for project managers is a 
significant, and under-researched issue. The goal is set to explore the problem of  rapid change 
during the planning and execution of projects, finding out what problems are caused by rapid 
change, and what project management approaches can be used to manage the problems caused by 
rapid change, thereby creating a theory for managing dynamism in projects. A number of relevant 
definitions are provided, and an illustration of the problems caused.  
In Chapter 2, Literature Review, a range of established or proposed project management 
approaches that relate to dynamism are presented. The chapter is principally an adaptation of the 
paper “Project Management Approaches for Dynamic Environments”, but is expanded and updated. 
The literature surveyed includes subjects such as dynamic capabilities, planning approaches, 
lifecycle strategies, management control, culture, categorisation, leadership, very large projects, 
complex projects, agility, innovation, change management and evolution. While a number of 
promising approaches are uncovered, none specifically or comprehensively consider the problem of 
dynamism in projects. In compliance with grounded theory principles, the literature review was one 
of the data sources integrated into the constant comparative analysis (Glaser & Holton, 2004). Care 
was taken to avoid importing preconceived ideas and allowing them to influence this study. The 
initial literature review was used to locate the study within the relevant literatures, to build a 
conceptual framework, and to help justify the study, but, most importantly, to ensure the study 
would build on emerging theory.  
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Chapter 3, Theoretical Background to the Methodology, provides the theoretical justification 
for the selection of the qualitative research design in order to build a theory in a new field. It 
explains why the grounded theory methodology was chosen to construct a new theory, and why it 
employed in-depth interviews and focus groups. The key elements of good grounded theory are 
identified, including a set of concepts and their relationships that can be used to explain or predict 
phenomena; close fit with data;  usefulness; durability over time; modifiability; explanatory power; 
parsimony; and utility (Charmaz, 2006, p. 5). Utility is taken to mean the theory’s ability to: (a) 
advance scientific knowledge, (b) guide research, and (c) contribute to professional practice (Van 
de Ven & Poole, 1995). 
Chapter 4, Method, provides a detailed description of how the research method was 
employed. It covers participant selection, interview format, transcription and analysis. In line with 
grounded theory, purposeful sampling was employed in order to identify those senior practitioners 
significantly challenged by dynamism and most likely to be able to contribute to an emerging 
theory. The interviews and focus groups were used to explore the problem of dynamism and 
identify possible solutions. Participants were encouraged to elaborate and explore their 
understanding and reveal the mitigation strategies they have found successful in practice. Constant 
comparison was used to draw interpretations and refine concepts from one participant to the next.  
In total, 37 interviews were conducted across 31 participants, followed by three focus groups across 
16 participants from 10 industries (defence, community development, construction, technology, 
pharmaceutical, film production, scientific startups, venture capital, space, and research).  
Chapter 5, Study 1: Interview Results – Project Planning Styles in Dynamic Environments, 
is principally an adaption of the paper “Aim, Fire, Aim: Project Planning Styles in Dynamic 
Environments - Theory in Practice”.  It presents the results of the interview phase of data collection 
as they relate to project planning and control approaches.  The ‘make static’ approach was rejected. 
Other approaches were expanded or fine-tuned, including emergent planning; framework planning; 
staged releases; competing experiments; input and output control.  
Chapter 6, Study 1: Interview Results – Project Culture, Communication and Leadership in 
Dynamic Environments, is principally an adaption of the paper “The Quick and the Dead: Culture, 
Communication and Leadership in Dynamic Environments” (Collyer, 2013), which has been 
submitted to a tier A journal. This chapter presents the results of the interview phase of data 
collection as they relate to the culture, communication, and leadership styles used. The results 
indicate that project managers may be able to manage dynamism by encouraging a culture that is 
egalitarian, supports innovation, uses communication that is rapid and frequent, develops leadership 
that is collaborative, and delegates decisions. New approaches identified during the interview phase 
   - 22 - 
are also presented in this chapter, including devolved responsibility, directive control, and rapid 
decision-making. 
Chapter 7, Study 2: Focus Groups Results, presents the results of the focus group phase to 
further develop the results of the interviews. This focus group phase further explored the results of 
the interview and literature review phases. Key new themes presented in this chapter include: 
counting the cost of delay; using staging to enhance change management; shared leadership; and 
dynamic resource allocation.  
Chapter 8, Theory for Managing Dynamism in Projects, presents the grounded theory and 
model for managing dynamism in projects, unifying the main concepts emanating from the data 
collected in this empirical study. The theory represents a set of concepts and their relationships, and 
constitutes a framework that explains the project management approaches used by project managers 
to manage rapid change. In this theory, speed, flexibility, and dynamism emerged as the core 
concepts. For projects challenged by rapid change, management techniques optimised for speed and 
flexibility can be used to provide a better overall result within limited windows of opportunity. The 
Theory for Managing Dynamism in Projects proposes using project management approaches that 
optimise speed and flexibility to manage dynamism. Finally, the Model for Managing Dynamism in 
Projects is scrutinised to demonstrate how it fulfils all of the requirements for good theory. 
Chapter 9, Discussion, discusses the results, implications, limitations, and directions for 
future research. The discussion investigates the environments in which the Theory for Managing 
Dynamism in Projects best applies, and gives examples of exceptions. Contributions and 
implications for practice and literature are discussed. Limitations are then noted, including the 
transferability to other industries. Further studies are proposed including one to confirm the results 
using larger groups or longitudinal methods. 
Chapter 10, Conclusion, posits that, in many circumstances, rapid change in the project 
environment needs to be embraced rather than resisted. Potential problems with this approach are 
listed, including changing materials, resources, tools, techniques and component interdependence. 
The conclusion offers that a unified theory and practical approaches has now been identified to 
assist project managers manage dynamism. The theory posits that projects challenged by dynamism 
will benefit from: (a) emergent iterative planning and procurement, (b) guideline controls, (c) 
flexible leadership and rapid decision-making, (d) timely and efficient communication, (e) 
egalitarian and goal orientated project team culture.  Practitioners will be invited to consider the 
approaches as a means of mitigating dynamism; noting the limitations of the study. Further studies 
have the potential to help us understand how often these approached are being used across different 
industries, their benefits and considerations. 
Chapter 1 Introduction 
1.1 The Challenge of Rapid Change 
Rapid change in the project environment is an increasing threat to projects across all 
industries (Rothwell & Zegveld, 1985; Perrino & Tipping, 1991; Sugden, 2001; Dodgson, 2004; G. 
R. Jones, 2004a; CSIRO, 2007). While management researchers have begun to investigate this 
phenomena (Eisenhardt & Martin, 2000; Cicmil, Williams, Thomas, & Hodgson, 2006; Menon, 
2008; Ambrosini & Bowman, 2009), the problem remains largely unaddressed, with notable 
exceptions from Petit (2012) and Laufer (2007). Project management, as defined by the bodies of 
knowledge, is focused mostly on a “management-as-planning” view of control (Johnston & 
Brennan, 1996; Koskela & Howell, 2002; Williams, 2004, p. 6; Cicmil et al., 2006), which is 
appropriate for projects with clear goals and methods (J. R. Turner & Cochrane, 1993). But, as 
Koskela and Howell (2002, p. 301) argue, for speedy projects, “traditional project management is 
simply counterproductive; it creates self-inflicted problems that seriously undermine performance”. 
The problem is that events arise at a higher rate than it is practical to re-plan (Sachs & Meditz, 
1979; Ashton, Johnson, & Cook, 1990; Sugden, 2001; Williams, 2004). Traditional prescriptive 
approaches, orientated around process control, are considered sub-optimal for dynamic 
environments (Sachs & Meditz, 1979; Ashton et al., 1990; Sugden, 2001; Koskela & Howell, 2002; 
Williams, 2004). The challenges faced by projects conducted in uncertain environments is a key 
unresolved issue (Gray & Larson, 2003), and, while projects are regarded as a tool for 
implementing change, little attention has been given to how projects themselves can best adapt to 
rapid change. 
Even as far back as 1985, Rothwell and Zegveld (1985) argued that we were in the midst of 
a technology explosion, with 90% of our technical knowledge being generated in the previous 55 
years; they rightly predicted that technical knowledge would continue to increase exponentially. 
Later, Perrino and Tipping (1991, p. 87) reported “the pace of technology is accelerating, raising 
the stakes and risks for managing innovation, and requiring early warning and shorter response 
time”.  Technology breaks down traditional barriers to entry, such as start-up costs and the need for 
economies of scale. Furthermore, globalisation rapidly spreads change in one part of the world to 
many others. Consider how social media, mass marketing, international trade, and global travel now 
spread change very quickly. For example, the SARS epidemic had a rapid international effect on 
economies (Lee & Warner, 2006; Vicziany, 2008). 
The pace of change is also accelerating (Pascale, Millemann, & Gioja, 1997). According to 
Graetz et al. (2006), change itself is undergoing a metamorphosis from incremental change in the 
pre-to-mid-1970s to revolutionary change today, which is driven by deregulation, the information 
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age, globalisation, and technology. All industries are challenged by this problem and some 
industries are challenged by it almost continuously (Pascale, Millemann, & Gioja, 2002; Callan, 
Latemore, & Paulsen, 2004). This thesis argues that adjustments to project management techniques 
and capability are required (Stace & Dunphy, 1996) to cope with this new reality. 
A relatively recent project that illustrates these challenges is the US $6 billion Iridium 
satellite network. Despite the project’s success – from a time, cost, and quality perspective – its 
management failed to adapt to rapid developments in terrestrial cell phone networks (Highsmith, 
2004; Lim, Klein, & Thatcher, 2005), and the network was eventually sold for US $25 million. A 
further example is the US $5 billion Australian Submarine project, which was challenged by 
developments in the information technology (IT) industry that occurred between the design phase 
and final sea trials. The McIntosh and Prescott review concluded that “the main problem is the 
extremely rapid rate of technological change, which can give rise to new technologies which could 
do the job far better emerging during the course of the contract” (McIntosh & Prescott, 1999, p. 6), 
which led to systems incapable of performing at the required level for military operations. Over the 
life of the project, text-based computer interfaces evolved into graphical interfaces. What previously 
required 49 keystrokes on the systems available at the design stage could be completed with a single 
click of a mouse on those systems available at the time of launch. Furthermore, the structure of the 
construction contract prevented adequate adaptation to the rapidly changing environment. The 
project was argued to be ‘on time’ and ‘on budget’ despite the deliverable being largely obsolete. 
The central problem of the combat system cost US $900 million to rectify (Hawthorne, 2007) and 
compromised a nation’s ability to deter regional instability (McIntosh & Prescott, 1999).   
In considering how to investigate the challenge of rapid change during the course of 
projects, I was drawn to the call for more empirical research on the ‘actuality’ of project 
management practice in the field (Hodgson & Cicmil, 2006; Ramadan & Tu, 2012). In particular, 
Cicmil et al. (2006, p. 675) note: 
… what is needed to improve project management in practice is not more research on what 
should be done or the frequency and/or use of traditional project management practices. We 
argue that while a great deal is written about traditional project management we know very 
little about the ‘actuality’ of project based working and management. 
Cicmil et al. (2006) argue for a better understanding of what actually happens on projects, including 
the social processes. They argue this would be valuable because it will: (a) inform theoretical 
developments and practical applications, and (b) lead to more satisfactory outcomes on 
contemporary projects. They highlight the findings of a number of studies that question: (a) the gap 
between project management experience and project management doctrine; (b) the effectiveness of 
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traditional techniques; and (c) the assumptions the traditional techniques are based on (Cicmil et al., 
2006). This study seeks to capture the views, experiences, and practices of successful practitioners 
currently managing dynamic projects. Competent practitioners may have a more comprehensive and 
complex understanding of project management than the discourse embedded in traditional bodies of 
knowledge or described within the current literature. To date, little is known about how 
practitioners view or respond to dynamism in projects.  
The strict meaning of ‘dynamism’ is rapid change (Oxford Reference Online, 2008); in this 
thesis, dynamism is taken to be the dimension of a project that represents the extent to which a 
project is necessarily influenced by changes in the environment in which it is conducted. It is 
acknowledged that dynamism is a dimension of both operational and project work but in this thesis 
only its effect on projects is considered. Projects challenged by dynamism are taken to be distinct 
from rapid deployment projects in that, while they both may have limited windows of opportunity, 
the dynamically challenged project continues to be challenged by rapid change through all phases of 
the project and immediately afterwards.  
In this thesis, it is argued that dynamism is not a simple binary dimension where a project is 
either dynamic or not, but rather, dynamism applies in varying degrees to all projects. Therefore, a 
given project is neither ‘dynamic’ nor ‘not dynamic’. Dynamism is argued to be at least a linear 
dimension and some cases much greater than linear, where a change in one area triggers multiple 
further changes and so on, as depicted in Figure 2.1. It can be argued that all projects are dynamic to 
a degree.  Dynamism is not held to be a new dimension but rather one that is increasingly common.  
This thesis also argues that dynamism is only one of many dimensions of a project that may be 
taken into account when selecting the appropriate project management approach for a project. It is 
assumed that in any given project the practitioner decides the relative strengths of each dimension 
and adapts their approach accordingly. Because all projects are dynamic to an extent, the needs of 
other dimensions may outweigh those of dynamism. For the sake of simplicity, however, for the 
remainder of this thesis, it is worth defining a ‘dynamic project’. A dynamic project is taken to be 
one with sufficiently high levels of change – owing to the environment in which it is conducted – to 
warrant consideration of the management of this dimension. This change rate may mean there are 
many unknowns at the start of the project, but, more importantly, new unknowns introduced at a 
rapid rate as the project progresses. In the words of one of the study’s participants, “we have 40% 
uncertainty in planning [a mission] because what you have to do depends on what happens in orbit” 
(PartA-FG1).  
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1.2 An Illustration 
To help illustrate the kinds of challenges faced by project managers managing dynamic 
environments, the following section provides a comparison of two contrasting project types. Two 
sub-units of a parent organisation were selected on the basis that they reported contrasting levels of 
change. Both sub-units had a mix of project types, but each appeared to have a higher proportion of 
one type. One sub-unit had a higher proportion of projects using the ‘instructionist’ approach, based 
on the classical PMBOK
®
 Guide, and the other more using the ‘learning’ approach, which regards 
the project as more ambiguous with changing objectives (Pich, Loch, & De Meyer, 2002). The first 
one will be referred to as the ‘static environment’ and the other as the ‘dynamic environment’, as a 
means to represent the relative levels of dynamism in each. The following is a description of 
challenges encountered by the higher levels of change in the dynamic environment. These 
challenges may also apply to other types of projects and may not necessarily have been caused by 
dynamism alone.  
 Product Lifespan: The mean time to failure (MTTF) was three to four years compared to several 
decades in the static environment. This meant that in a given year, one-third of the products had 
to be replaced. There was very little that could be called ‘operational’. At any given point, more 
than half of the environment was either being replaced or being planned for replacement. The 
lifespan challenge presented the significant risk that materials would expire before the final 
product was fully operational. 
 Rate of Introduction of New Materials: Most materials had only become available in the last 
three or four years, and were completely unknown less than a decade before. By contrast, most 
materials used in the static environment had been well understood for several decades, 
centuries, or even millennia, and the implementation methods were well understood and tuned.  
 Difficulty Sourcing and Managing Skilled Labour: Change led to a perpetually low level of 
knowledge about the properties of new materials, and how they should be implemented 
(methods), and therefore difficulty finding qualified resources. A significant amount of study 
and re-certification was required to maintain competencies in using an endless stream of new 
materials. Finding currently certified staff was difficult because the pool was reset to zero every 
time a new certification was required. Practitioners could only maintain the onerous 
recertification for a limited number of years before becoming ‘burnt out’.  It was regarded as 
almost impossible to stay simultaneously qualified and perform effectively as a manager. Staff 
promoted to management could not remain technical leaders. The role of technical leader and 
manager were necessarily separate. Managers had to learn to manage in collaboration with a 
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technical leader, and without understanding the detail of what their staff were doing. This 
disconnect made it more challenging to manage, understand issues, and gauge performance. 
 Level of Integration with Customer Industry: While some organisations can execute relatively 
standard products for a range of contrasting clients, projects in the dynamic environment 
required significant customisation and understanding of the client business. 
 Changing Goals: Because customers were also operating in an environment of uncertainty and 
change, their requirements also had a tendency to change rapidly.  
 Effect on Planning: In the dynamic environment, new events that compromised plans arose 
rapidly throughout project delivery. The increasing occurrence of change made detailed plans 
difficult to maintain. In the time it took to adjust the plan, additional changes would occur. 
Analysis and decision-making had to be conducted more rapidly than the emergence of new 
changes. Plans with excessive detail were found to be misleading and abandoned in favour of a 
higher level or rolling wave approach. Even in the static environment, there could be too many 
unknowns at the start to be resolved by the deadline, so the rapid introduction of new unknowns 
in the dynamic environment was doubly challenging.  
 Morale: In the dynamic environment, well before a product or service was produced, thoughts 
had turned to the next generation, making the current goal seem less valuable or important. In 
turn, this made it difficult to maintain quality focus, or celebrate end points for reward and 
recognition, which affected job satisfaction, morale and motivation. Also, lower product quality 
meant that deployed products required regular changes to continue their usefulness and 
reliability. By comparison, the visible achievement of a building lasts decades after its 
completion. 
 Project Interdependence: Projects were often intertwined with other projects and an existing 
dynamic environment. A change in one project had significant impact on other projects. The 
highly integrated nature of the environment, combined with high rates of change, made forward 
planning very challenging. 
 Unit Interdependence: Dependency on business units with much lower levels of dynamism who 
therefore may not respond as quickly, or understand the challenges being faced. 
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1.3 Problem Statement 
We are in the midst of a veritable explosion of accelerating technological advances. Change 
itself is undergoing a metamorphosis from incremental to revolutionary, driven by deregulation, the 
information age, globalisation, and technology. Rapid change in the project environment is an 
increasing threat to projects across all industries. Many small projects face this challenge, but so do 
large, high-impact projects, some of which cost billions of dollars and have significant impacts on 
national security. The challenge of rapid change for project managers is a significant and under-
researched problem. This thesis presents the results of a study to identify project management 
approaches that can be used to manage the problem of dynamism in project, portfolio and program 
management. 
1.4 Research Aim 
The aim of this research was to explore the problem of rapid change during the planning and 
execution of projects from the perspectives of successful practitioners in the field. This aim will be 
achieved via the following objectives: a) to identify project management approaches that can be 
used to manage the problems caused by rapid change; and b) to develop a theory for how to manage 
projects in dynamic environments.  
The studies will employ in-depth interviews and focus groups with project managers 
challenged by dynamism, from ten different industries (defence, community development, 
construction, technology, pharmaceutical, film production, scientific startups, venture capital, space, 
and research). The interviews will be analysed for content themes to inform a grounded theory and 
a model for managing dynamism in projects, based on the perspective of people involved in 
projects.
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Chapter 2 Literature Review 
2.1 Introduction to the Literature Review 
This chapter provides an overview of the existing research relating to project dynamism.  It 
is partially adapted from the published paper “Project Management Approaches for Dynamic 
Environments” (Collyer & Warren, 2009), but has been expanded as the study progressed to reflect 
the data collected. In line with Glaser and Holton’s (2004) view of grounded theory, the literature 
review was one of the sources of data integrated into the constant comparative analysis. As well as 
contextualising the study within the relevant literatures, the aim of the literature review was to build 
a conceptual framework, to justify the study, and to take account of previous and emerging theory 
that might relate to dynamism. Data collection, however, was viewed as a new opportunity to gather 
the views of the participants without allowing preconceived notions of dynamism to overly 
influence what might be discovered (Glaser & Holton, 2004).  
2.2 Introduction to the Literature 
While there are a number of general management approaches emerging today that 
incorporate the ideas of agility and dynamism, the focus of this review was on identifying unique 
approaches that specifically dealt with the issue of rapid change for project managers. For example, 
Supply Chain Agility (LLC Research, 2012) refers to the need to be agile but adds little in the way 
of actual techniques, and is only indirectly relevant to project management. Thus, the review began 
with an exploration of the problems from a theoretical point of view. Gray and Larson (2003, p. 
548) argued that projects conducted in highly uncertain environments were a key unresolved issue 
in project management, and present the following challenges: 
 planning for uncertain outcomes; 
 balancing flexibility with reliability and accountability; 
 balancing decision quality against decision speed; and 
 difficulty freezing design or scope during rapid change. 
Pich, Loch and De Meyer (2002) describe a type of project that encounters unknown 
unknowns and how it is best suited to what they called a ‘learning’ strategy, which involves 
scanning, problem solving and flexibility. They argued that this is distinct from projects conducted 
in well-understood environments that are suited to ‘instructionism’ and distinct from ‘selectionism’, 
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where the most fruitful initiative is chosen after a pool of trials.  Pich, Loch and De Meyer (2002) 
described the key distinguishing feature of the learning project type as follows: 
This evidently requires that the team be flexible. Unlike in contingency planning, where 
“flexible” actions are predetermined and then either “triggered” by signals or “used up” as 
design slack (S. Thomke, 1998), here the exact changes required cannot, by definition, be 
anticipated. Thus, it involves a greater level of flexibility than that required by contingency 
planning (Pich et al., 2002, p. 1014) 
Turner and Cochran (1993, p. 95) espouse the “goals and methods matrix” that describes four 
different types of project according to how well defined the methods and goals are. Projects can 
have poorly defined goals (‘fire’), or poorly defined methods (‘water’), or both (‘air’).  Shenhar and 
Wideman (2000) describe a type of project that involves high levels of uncertainty, using 
technologies together for the first time. They call these uncertain projects ‘high tech’ (Shenhar & 
Wideman, 2000). They also described a type of project that actually creates new technologies, 
‘super high tech’. Shenhar (2001a, p. 252) describes how ‘low technology’ projects are typically 
performed in construction, production and utilities, and high technology projects in the computer, 
aerospace and electronics industries. He offers building and bridge construction as examples of low 
technology projects. The key difference to Shenhar is the level of development work involved, in 
that low technology projects have little, and high technology projects have considerable levels and 
usually require prototyping. Shenhar and Wideman (2000) argue that another key difference is the 
number of design cycles. They assert that in low technology projects, there is typically only one 
cycle with a freeze before development, and with high technology there are at least two, typically 
three, cycles. In response to the above findings, I would assert (and Shenhar may agree) that, in 
many cases, construction projects can be very innovative and involve a large number of design 
cycles and be regarded as ‘high technology’. 
 Cioffi (2006) suggests that ‘projects’ be placed on a spectrum of ‘newness’ from 
operational to project. This idea has been adapted in Figure 2.1 below, which is the pre-study 
proposal of the sliding scale of unknowns that applies to projects. The term ‘unknowns’ in this 
sense refers to any aspect of the project, including the methods to achieve it, the objective, and the 
environment it has to operate in. In the final theory this concept is updated to Figure 8.4. The Race 
to Resolve Project Unknowns – Escalating Effect. 
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Figure 2.1  The Race to Resolve Project Unknowns 
The Guide to the Project Management Body of Knowledge (PMBOK® Guide) (PMI, 2004, 
p. 6) defines “progressive elaboration” as planning that is developed in greater detail as a project 
progresses. Using progressive elaboration to fill knowledge gaps, it might be possible to move a 
project to the left in Figure 2.1, thereby achieving the objective in a more predictable fashion. 
However, rapid changes in the environment, including tools, methods, and attempts to innovate, act 
to push the project to the right, increasing unknowns. Throughout the project, the two forces of 
exploration and change continuously act against each other. The challenge is to explore and resolve 
at a greater rate than the emergence of environmental change. The resolution process also needs to 
take into account that a solution in one area may trigger multiple changes in other areas. Therefore, 
it is also important to ensure that the amount of change created by the exploration and 
implementation is not counterproductive overall. An example of Project A in Figure 2.1 might be a 
production line where there only unknown might be the colour required, and this is quickly resolved 
at the start. Project B might be a house construction where there are more unknowns at the start but 
most are resolved in the planning process before execution. Project C might be a software 
development project, or a military campaign, or a disaster-response project. In project C, changes 
occur at a rapid rate and a change in one area creates change in other areas, yet there is a clear goal 
and a limited window of opportunity in which to achieve it. 
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Projects conducted in environments with higher levels of dynamism may be more likely to 
pose some of the attributes of Shenhar’s (2001a) high technology or super high technology 
categories with uncertainty at the start, but also include even more challenging high levels of 
change along the way.  In dynamic project environments, significant proportions of the methods and 
goals are changed by external forces out of the project’s control. The effort to resolve unknowns at 
the start of the project is severely challenged by the introduction of additional unknowns along the 
way, because what is learned can become obsolete in less time than it takes to learn. Materials, 
methods and goals are always moving, making projects more akin to stacking worms than stacking 
bricks. In Table 2.1 below I propose the differentiation between operational work, classic projects 
and projects with a strong dynamic dimension. 
Table 2.1.  Work Categories 
Work Category Description 
Operational Few unknowns 
Classic Project Unknowns largely resolved at the start 
Dynamic Project Unknowns mostly resolved during execution 
 
The rate of resolving unknowns is especially critical in dynamic projects. As soon as a 
project manager engages in adjusting a scope to suit an uncontrollable environment, he or she runs 
the risk of ‘resolution lag’. The rate at which unknowns are resolved must not only be sufficient to 
deal with those that existed at the start, but also those that appear during execution. For instance, 
assuming linear production and resolution of unknowns, the resolution rate must at least be equal to 
the appearance rate, and enough to resolve unknowns that existed at the start (i.e., the number at the 
start divided by the duration). The appearance rate will be quite high in a highly dynamic 
environment. Furthermore, unknowns may appear in inconvenient bursts, and certainly after 
planning is ‘complete’. Therefore, the rate of unknown resolution is a particular hazard for projects 
conducted in dynamic environments. 
The intention here is to review literature to provide a broad overview of approaches that 
might be used to better deal with dynamic environments. Management approaches in the following 
categories were found to have relevance to the dimension: 
 environment manipulation, making dynamic static;  
 planning approaches for dynamic environments; 
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 scope control for dynamic environments; 
 controlled experimentation; 
 lifecycle strategies; 
 management controls, including Input, Behaviour, Output, Diagnostic, Belief, Interactive and 
Boundary; 
 culture and communication; 
 categorisation; and  
 leadership style. 
2.3 Definitions 
In this thesis, control refers to the mechanisms through which resources are managed to 
achieve objectives (Ouchi, 1979, p. 833), and is different to the PMBOK
®
 Guide ‘technique’ (PMI, 
2004, p. 355), which, according to Williams (2005), is strictly focused on bringing activities in line 
with a plan. In this research, a project refers to a temporary body of work requiring management 
processes or resources beyond what an organisation provides operationally. General management 
refers to the process of controlling things or people (Oxford English Dictionary2008) …… Project 
management refers to a specialist subset of general management regarded as helpful in dealing with 
this kind of work. The term dynamic is taken to mean something characterised by constant change 
(Oxford Reference Online, Oxford University Press, 2008). In the project management context, 
dynamism refers to a dimension of a project that represents the extent to which a project is 
necessarily influenced by changes in its environment. Therefore, the findings of this research may 
be applied in varying degrees to any project. While dynamism also applies to general management, 
this research considers specifically how it applies in the project management context.  However, it 
is expected that many of the approaches could be well adapted for application to general 
management in order to manage rapid change. 
2.4 Existing Methodologies 
Turner (1999) identified that recognising problems with traditional project management 
gave rise to more emergent management methodologies, often identified by words such as “lean” or 
“agile”, and these approaches would seem to be the most obvious contenders for use in a dynamic 
environment. According to the Agile Manifesto (Fowler & Highsmith, 2001), the agile movement 
aims to discover better ways of developing software. Highsmith (2005) claims that “agility is the 
ability to both create and respond to change in order to profit in a turbulent business environment”, 
and that agile planning and requirements analysis can take as much time as in a conventional serial 
phase approach, but the activities are spread across multiple iterations. To Highsmith (2004) agility 
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is about balancing flexibility and stability. With the establishment of Agile, a plethora of similar 
new approaches have arisen, including SCRUM, Lean Development, and Extreme Programming. 
More recently, PRINCE2 and PMI incorporated Agile approaches. PMI now has an Agile 
certification, and PRINCE2 incorporated Agile principles, such as welcoming change and high-
frequency iterations.  
While the founders of the Agile movement were, like practitioners in other industries, 
frustrated with traditional approaches agile is founded in a variety of problems related to software 
development, and dynamism is a generic dimension that applies in many different industries. 
Dynamism may cause problems in some industries that don't exist in software development, and 
Agile may solve problems that don't exist in other industries. Because Agile is not grounded in a 
single dimension, it is more challenging for practitioners or researchers to work out under what 
circumstances Agile methods should be applied in other industries. While elements of Agile are no 
doubt useful in other industries, it can be difficult to say definitively which ones. Agile alone is 
therefore not adequate or suitable to address the problem of dynamism. A clearly stated single 
dimension permits ongoing enhancement of a range of testable approaches. Rather than presenting 
practitioners with a black and white choice between readymade approaches like waterfall and agile, 
it is more useful to allow practitioners to reflect on the individual standout dimensions of their 
particular project, and manage them accordingly (Cicmil et al., 2006). In this research I began by 
defining the single clear dimension of dynamism, and then look for empirical evidence of different 
management approaches used in practice to deal with this dimension.  
While Agile is inadequate as a solution for dynamism, it is very relevant. Agile encourages 
change rather than discourages it, so while it is aimed at software development, some of the 
approaches are likely to be useful in dynamic environments. An example is the focus on reducing 
the cost of change by producing the first batch of code early, keeping it simple, and improving with 
iterations (Highsmith & Cockburn, 2001). Another relevant concept is dynamic prioritisation using 
techniques like story cards where the client gets to re-prioritise the next features to be added after 
each iteration. Agile approaches also advocate the collection of constant feedback to adjust scope 
and priorities, and small co-located teams with high rates of interaction (Highsmith & Cockburn, 
2001). It will be shown later in this thesis how some Agile approaches are used by practitioners in 
non-software industries. 
2.5 Dynamic Capabilities 
Dynamic Capability, a term discussed in organisational literature, is generally agreed to 
mean an organisation’s ability to adapt resources or activities to match environmental change 
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(Ambrosini & Bowman, 2009, p. 1107). In this context, ‘dynamic’ refers to the environment rather 
than the capability (Ambrosini & Bowman, 2009). Many once-successful firms struggle or fail as 
their environments change as they are unable to adapt successfully (Harreld, 2007). Teece et al. 
(1997, p. 515) recognise that it is essential to consider the changing nature of the external 
environment and hence the role of strategic management, which is principally about “adapting, 
integrating and reconfiguring internal and external organisational skills, resources and functional 
competencies toward the changing environment”.  
Included in dynamic capabilities are research and development acquisitions, alliances and 
product innovation, absorptive capacity, organisational structure reconfiguration and resource 
divestment (Ambrosini & Bowman, 2009). While there is some overlap with project environment 
dynamism, this thesis focuses primarily on project management approaches rather than operational 
or organisational approaches. Furthermore, the actual dynamic capabilities presented so far are 
largely illustrative examples and not supported by empirical studies or applied to project 
management specifically (Ambrosini & Bowman, 2009; O'Reilly & Tushman., 2011). Ambrosini 
and Bowman (2009) argue that “although there have been theoretical advances in this field, there 
are still rather too many incompletely answered or unanswered questions. This reduces the field’s 
ability to impact management practice” (Ambrosini & Bowman, 2009, p. 30).  
 
For the purposes of this thesis, it was considered the dynamic capabilities identified in this 
field were adequately covered by the project management approaches studied.  
2.5.1 Some Definitions of Dynamic Capability 
To gather a broader view of what dynamic capabilities mean, the following definitions are 
offered. Teece, Pisano, & Shuen (1997) relate it to rapid change, describing dynamic capability as 
“the firm’s ability to integrate, build, and reconfigure internal and external competences to address 
rapidly changing environments” (Teece et al., 1997, p. 516). Wang and Ahmed (2007) also link it to 
a changing environment, describing it as “a firm’s behavioural orientation constantly to integrate, 
reconfigure, renew and recreate its resources and capabilities and, most importantly, upgrade and 
reconstruct its core capabilities in response to the changing environment to attain and sustain 
competitive advantage” (Wang & Ahmed, 2007, p. 35). Eisenhardt and Martin (2000) also relate it 
to a firm’s ability to manipulate resources to match market change. Various other authors, however, 
simply define dynamic capability as a firm’s ability to adapt for the purposes of general 
optimisation (Zollo & Winter, 2002; Shaker. A. Zahra, Sapienza, & Per Davidsson, 2006; Helfat et 
al., 2007). From this list of definitions, a reasonable consensus definition of dynamic capabilities 
might be an organisation’s ability to optimally adapt to business environment changes.  
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2.5.2 Categories of Dynamic Capabilities  
Collis (1994) attempts to further clarify dynamic capabilities by comparing it to other 
capabilities, including: 
 “an ability to perform the basic functional activities of the firm” (Collis, 1994, p. 145), also 
called operational ordinary capabilities, which he defines as those that permit the firm to 
earn a living in the present (Winter, 2003); 
 dynamic improvements to the activities of the firm; 
 dynamic improvement, but specifically about being able “to recognise the intrinsic value of 
other resources or to develop novel strategies before competitors” (Collis, 1994, p. 145); and 
 “higher order” or “metacapabilities”, relating to learning-to-learn capabilities. 
2.6 Environment Manipulation: Making Dynamic Environments Static 
One of the more salient approaches for dealing with the challenges of a dynamic environment is to 
make it more static by resisting change, as is sometimes carried out in the construction industry 
(Sauer, Liu, & Johnston, 2001). This could be achieved by: 
 freezing objectives and design, rejecting change requests;  
 reducing or delaying adoption of new (especially unproven) technologies or techniques; and 
 extending the life of existing systems. 
 
In highly dynamic environments, the benefits of the ‘make static’ approach are countered by 
its associated challenges when applied to a dynamic environment, including: 
 lost opportunities through delayed implementation of new approaches, materials or business 
objectives that provide significant benefits, despite the challenges; 
 reducing business competitiveness, especially when competing organisations offer, or make 
use of, new systems that are often more effective; 
 reducing business compatibility when an organisation falls too far behind best practice, and 
finds it difficult to recruit staff familiar with their environment. Sometimes technology used 
on a previous project simply does not exist anymore, and new ones have to be used.  
Indeed, the make static approach can conflict with low material life-spans (low MTTF) and life-
cycles (the period before manufacture ceases permanently). Most materials, and therefore 
products, have to be replaced within three to four years with a next generation material/product. 
Next generation materials/products usually have differing properties to the original, and this has 
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a flow-on effect to dependant products.  While standards may be used extensively, some 
variations in properties are deemed necessary to achieve improvements. 
 
An industry with a strong public safety requirement may be attracted to the ‘make static’ 
approach. A safety imperative can help justify funds to test and implement strategies, and this can 
mitigate the reliability disadvantages of early adoption; the medical and the aircraft construction 
industries are good examples of industries in which this occurs. Conversely, the IT industry cannot 
easily leverage public safety to justify higher costs, so it trades reliability for faster delivery of new 
functionality at lower costs. Jones argues that technology-product lifecycles are now measured in 
months, compared to the car industry, which is measured in years (about five), and in the 
construction industry, where “change in product technology is very limited and products such as 
steel girders and electrical cable may remain in the mature stage indefinitely” (G. R. Jones, 2004b, 
p. 406). Although the ‘make static’ approach has merits, it also has limitations, and so other 
approaches are a necessary part of the mix. 
2.7 Planning Approaches for Dynamic Environments 
As previously claimed, traditional project management is focused mostly on a  
“management-as-planning” view of control (Johnston & Brennan, 1996; Koskela & Howell, 2002; 
Williams, 2004, p. 6), and appears to be an appropriate approach for projects with clear goals and 
methods (J. R. Turner & Cochrane, 1993).  However as mentioned earlier, Koskela and Howell 
(2002, p. 301) have argues that for speedy projects, “traditional project management is simply 
counterproductive; it creates self-inflicted problems that seriously undermine performance”. The 
problem is that events arise at faster rates than that at which it is practical to re-plan (Sachs & 
Meditz, 1979, p. 1081; Ashton et al., 1990; Sugden, 2001; Williams, 2004). Attempting detailed 
long-term planning for these projects can waste time and resources, and lead to false expectations.  
High levels of detail in a plan may in fact discourage adjusting to a changing environment. 
Mintzberg and Lampel (1999) describe the emergent or learning version of strategy. It would 
appear that the type of project discussed in this thesis is more suited to the emergent approach 
(Lewis, Welsh, Dehler, & Green, 2002).   
Payne and Turner (1998) suggest different levels of planning according to project type, and 
have developed a project categorisation system called the Goals and Methods Matrix, represented in 
Table 2.2. They describe how to adjust planning according to project type (Payne & Turner, 1998).  
Projects are categorised based on two variables: (i) how well known the goals are, and (ii) how well 
known the methods are.  
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Table 2.2. Turner and Cochrane’s Goals and Methods Matrix  
Task Programmability (Understanding of Methods) 
 Goals Well Defined Goals Not Well Defined 
Methods Not Well 
Defined  
Product development “Water” Research & organisational 
change “Air” 
Methods Well 
Defined 
Engineering “Earth” 
 
Systems Development  
“Fire” 
 
 
While they agree that projects with well-understood methods and goals lend themselves to 
detailed up-front planning (e.g. some bridge constructions), they argue that using this approach for 
projects with changeable goals or methods will increase the chance of failure (Payne & Turner, 
1998). They found that for projects with unknown goals and unknown methods, planning ought to 
include: 
 a high level project definition report, with a level of detail proportional to project size; 
 a milestone plan and project responsibility chart where milestones represent the lifecycle; and 
 lower level detail developed using an iterative approach. 
To use a high-profile example, the movie star Matt Damon (2007) relates the issues faced 
when filming The Bourne Ultimatum on the streets of Tangiers, where traditional  crowd control 
was not possible. The goal was defined in broad terms and the means were adaptable. The director 
made a basic plan, which could easily be changed, anticipating there would be problems that could 
be rectified either during execution or in later iterations, e.g. in post-production editing. So, a high-
level plan was developed and then high levels of communication were used during execution, in 
multiple iterations, with expectations of unpredictability. 
Snowden (2005) laments the dominant ideology in organisations holds there are reliable 
relationships between cause and effect that are “discoverable or approximated in such a way that the 
future can be planned on the basis of desired outcomes” (Snowden, 2005, p. 47). He argued that 
manage science shows human interactions are less ordered and structured, but its not as simple as 
the difference between order and chaos. He described the four environments shown in Table 2.3, of 
which the two ‘un-ordered’ ones required an explorative-experimental approach, verses exploitation 
for the ordered ones. The decision model recommended for the chaos environment was “act-sense-
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respond”, and for the complex environments it was “probe-sense-respond” (Snowden, 2005, p. 51). 
In those environments management had to be decisive-directive, and informational-consensual 
respectively. Using the Cynefin model the rapid change of dynamism would likely push the state 
back from known, to knowable, or chaos. For the knowable environment, which would seem a 
common place for a project manager to attempt to hold ground, Snowden’s (2005) decision model 
is “sense-analyse-respond”, with an oligarchic-consensual management approach (Snowden, 2005, 
p. 51). Kurtz and Snowden (2003) describe the ‘knowable’ domain as follows: 
In general, relationships are separated over time and space in chains that are difficult to fully 
understand. Everything in this domain is capable of movement to the known domain. The 
only issue is whether we knowable to the known; in general, we cannot and instead rely on 
expert opinion, which in turn creates a key dependency on trust between expert advisor and 
decision maker. This is the domain of systems thinking, the learning organization, and the 
adaptive enterprise, all of which are too often confused with complexity theory. In the 
knowable domain, experiment, expert opinion, fact-finding, and scenario- planning are 
appropriate (Kurtz & Snowden, 2003, p. 468). 
 
Table 2.3. Cynefin Domains, adapted from (Snowden, 2005) and (Kurtz & Snowden, 2003) 
Complex Un-order – “Complex” 
Cause and effect coherent in retrospect 
Probe-sense-respond 
Hidden Order - “Knowable” - Complicated 
Cause and effect discoverable 
Sense-analyse-respond 
Chaotic Un-order - “Chaos” - Chaotic 
No perceivable cause and effect 
Act-sense-respond 
Visible Order - “Known” - Simple 
Cause and effect readily apparent 
Sense-categorise-respond 
 
Reinertsen (1992) writes about concurrent engineering as a way to deal with a rapidly 
changing environment, and argues that locking down the design before execution (design freezing) 
is impractical because it is essential to adapt to environmental changes after execution begins. He 
recommends managers do just enough planning to begin design and then complete planning in time 
to inform key design decisions. His advice is to: 
 avoid a detailed plan at the start, and to avoid “micro scheduling” in favour of milestones; 
 keep the specifications adaptable and progressively finalise them; 
 rather than aiming for a perfect design, quickly implement a partial solution; 
 be willing to test a flawed product;  
 empower the team, do not over control them; and 
 to develop faster, simply start earlier (Reinertsen, 1992, p. 50) 
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2.8 Scope Control for Dynamic Environments 
Failure rates are known to increase with project size (Standish-Group, 1994; C. Jones, 
2003), and, in this thesis, I argue that large projects are challenged further by dynamic 
environments. As mentioned in the introduction, the main problem on the Australian Submarine 
Project was the extremely rapid rate of technological change, which gave rise to superior and more 
efficient technologies emerging during the course of the contract (McIntosh & Prescott, 1999).  For 
a dynamic environment, breaking the project into stages – starting with the smallest possible scope 
in the first stage – mitigates the negative impacts of environmental change. A simple and quickly 
released first stage tests the concept (proof of concept), which is important in an uncertain and 
changing environment.  Finally, this approach allows different parts of the project to be run in 
different ways. Less-variable components can be run using a more detailed planning approach, 
while components subject to higher change can use the learning approach where exploration is 
started early and the design is frozen as late as possible. Perhaps a much later design freeze would 
have allowed the Submarine project to leverage a more current range of technologies.  
2.9 Controlled Experimentation 
Organisations in environments with high levels of unknowns should benefit from 
experimentation, discovery and selection processes. In Snowden and Boone’s (2007) discussion of 
the Cynefin model, they advocate experiments to expose patterns of behaviour in complicated or 
complex environments. Pich, Loch and De Meyer (2002, p. 1020) relate how NASA used this 
approach to develop the lunar module in the 1960s. More recently, Cleland (1999) relates how 
Kmart initiated a package of low-cost probes, monitoring progress and then switching resources to 
the most promising projects once feasibility had been evaluated. The key advantage here is the 
ability to confirm an approach with feedback from the real world, allowing either customisation or 
cancellation, thereby optimising resourcing. Sobek et al. (1999, p. 75) report that car manufacturers 
develop a number of prototypes in parallel, choosing the ones that give the best market reaction. 
Pfizer’s disappointing heart medication, Viagra, turned into a success because the company took the 
time to investigate its side effects (Kling, 1998). The ubiquitous AK-47 assault rifle was designed 
through a contest, which was a common management technique preferred by Stalin in the Soviet 
Union because it created a sense of urgency that resulted in rapid development. According to 
McCarthy (2010), “rival teams were given a set of specification and deadlines, and through a series 
of stages, the teams presented prototypes” that were tested and ranked in the field. Design 
convergence was an essential part of the process, allowing teams to mix and match features from 
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different submissions, with more ideas available at each cycle. At the end of the process, the best 
features were assembled into a new whole. Therefore, the weapon came about not through 
individual epiphany or entrepreneurship but through state-led group design.  
Rogerson (1994) writes that parallel design initiatives (parallelism) are typically achieved 
by running a design competition, incentivised through the awarding of a single sources production 
contract with the winner. Ergas and Menezes (2004) argue that “parallelism” is relatively rare in 
Western defence acquisition projects, but is most widespread in earlier stages of acquisition (during 
system development), particularly in circumstances where the fixed costs involved in design are not 
very large. Fixed costs are often high for these projects and full-scale competition requires 
duplication of these fixed costs.  
Clearly, researchers cannot merely sit down and write a plan guaranteed to deliver a cure for 
a disease; rather, they experiment, identify likely possibilities, and methodically eliminate dead 
ends. Importantly, the time spent testing the ideas that don’t work is just as vital as the time spent 
testing the ones that do. The ability to select more promising ideas is enhanced by the elimination of 
others. Sometimes, as in the case of Viagra, researchers start with a completely different objective, 
but keep in mind alternate applications (Kling, 1998). A perpetual portfolio of initiatives (fixed-
scope experiments) can test ideas and eliminate dead ends.  
This fundamental principle underpins species survival, where natural selection provides 
gene mutations, which are in effect experiments allowing us to adapt to a changing environment 
(De Meyer, Loch, & Pich, 2002).  In the case of management, however, teams working on projects 
that are not ultimately selected for completion should not be punished but rather share in the 
rewards, fostering motivation and information sharing. At the very least, they should not be 
punished for failure due to uncontrollable events (De Meyer et al., 2002, p. 1018). The key to 
controlled probing is shared reward, clear limits in the form of an agreed deliverable (e.g. feasibility 
report), time limit, and stage-gate in the form of a review meeting. The gates allow management to 
cancel or refocus as required, before excess effort is wasted (G. R. Jones, 2004b).  
Figure 2.2 provides an illustration of the low-cost probes approach. A number of initiatives 
are started in parallel, with strict stage gates used to review progress and refocus limited resources 
to the most promising initiatives until the best solution is found. 
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Figure 2.2  Low Cost Probes for Controlled Experimentation 
2.10 Lifecycle Strategies 
Many researchers argue that the project management approach should be tailored to project 
type (Payne & Turner, 1998, p. 58; Cardinal, 2001, p. 19; Sharma, 2001; Shenhar, 2001b; 
Archibald, 2004, p. 43; Crawford & Pollack, 2004, p. 645; Highsmith, 2004).  Molin (2003) 
distinguishes between the ‘planning approach’ to projects, where a well-definable path to 
predetermined goals is assumed, and the ‘learning approach’, where the project is more ambiguous 
and has changing methods and objectives as the project proceeds. Thus, the ‘planning approach’ 
relies on a directive style of control where a plan is developed and execution is controlled using it, 
while the learning approach uses a more participative style (Lewis et al., 2002). This view suggests 
that the optimum approach for a project is therefore chosen according to environment and the type 
of project being undertaken. Clearly, the types of project discussed in this thesis would favour the 
emergent ‘learning’ approach, which appears to be more adaptable, but the literature has not gone 
so far as to elaborate the project management actual approaches that would apply in any great 
detail. 
The waterfall lifecycle has strictly limited overlap between phases, meaning no planning is 
done during execution. Waterfall therefore employs high levels of planning and process control. 
This is suitable for projects with a well-understood scope that use proven technologies. This 
approach is favoured in the construction industry. In unpredictable environments, waterfall does not 
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allow sufficient adaptability to permit maximisation of benefits.  Novice managers might believe 
this approach is lower in risk but in environments with high levels of unknowns it can have a higher 
failure risk because of the required time and effort needed before environmental incompatibility is 
discovered. High levels of control inhibit the adaptability needed to maximise business benefits in 
dynamic environments. 
Shenhar  (2001b) explains how engineers deal with uncertainty using repeated design cycles 
followed by a design freeze. He found that projects in his “high technology” category were 
“characterized by long periods of development, testing, and redesign” (Shenhar, 2001b, p. 402) with 
two or three design cycles, before a freeze in the second or even the third quarter of the project's 
duration. This is a version of ‘iterative’ where only the design, prototype or pilot cycles are 
repeated, and the main execution phase (to build the production product) is only carried out once. 
For example, during Heathrow airport’s Terminal Five project, the contractors used physical 
prototyping and testing of component and subsystems prior to erection on site (Davies, Gann, & 
Douglas, 2009). 
In the “rolling wave” approach, the plan for each phase is completed at the end of the 
preceding phase. This allows for improved environmental adaptation. With the “iterative” approach, 
all phases run in order many times over. Successive releases evolve into a more complete product 
(Brooks, 1975; Boehm, 1988). This is a good way to reveal unknowns and adapt to a changing 
environment. Iterative is also known as “spiral” or “incremental”, as illustrated in Figure 2.3 and 
Figure 2.5. When there is limited knowledge about how a product might interact with its 
environment, an ‘iterative’ approach is an effective way to test and collect that information, and 
minimising resource expenditure on bad choices. Some versions of the iterative approach use 
feedback as the primary control mechanism, rather than planning (Fowler & Highsmith, 2001). The 
feedback is driven by regular tests and releases of the evolving product. Agile development, for 
instance, tries to keep scope small, and to deliver early and often (Fowler & Highsmith, 2001). It  
focuses more on communication than process (Fowler & Highsmith, 2001). The Standish-Group 
claimed their research indicated this approach will increase project success rate (Standish-Group, 
1994).  
Highly dynamic environments pose a design freeze dilemma.  Rapid and perpetual 
environmental changes tempt excessive design adjustments. As military leaders lament, striving too 
long for a perfect plan can result in the endeavour being overrun by circumstances, before anything 
useful is produced  (Clausewitz, 1873; Province, 1983). Some key approaches are as follows: 
 Proceed first with the components least subject to change. Finalise the most variable 
components last (Laufer, 1997).  
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 Use fast and repeated design/development cycles allowing the project to adapt at a higher speed 
than environmental changes (refer to the previous discussion (Shenhar, 2001b)). 
 Have the discipline to freeze the design in time to meet the overall objective. Break into stages 
if required and defer unmet requirements to later stages (Shenhar, 2001b). 
 Build in maximum flexibility so the product can be further adapted in later stages (1995, p. 1; S. 
H. Thomke, 1997; Shenhar & Wideman, 2000; Shenhar, 2001b; Gray & Larson, 2003, p. 548). 
 
Figure 2.3. The Spiral Lifecycle 
2.11 Management Controls: Behaviour, Input and Output 
Snell (1992) describes three types of management control: behaviour, output, and input. 
Traditional project management, as defined by the various bodies of knowledge, is focused on 
behaviour control as a way of directing and regulating actions from above (Williams, 2004, p. 3). 
For instance, a project plan is developed as a control, and adherence to the process is monitored, 
and deviations corrected. This works best if a well understood and stable process can be created, so 
its effectiveness is dependent on what is described as “task programmability” (Kirsch, 1996). 
Bonner, Ruekert and Walker (2002) found that excessive behaviour control can reduce productivity. 
Sometimes the cost of surveillance is simply greater than the benefits of adherence (Sachs & 
Meditz, 1979, p. 1081; Ashton et al., 1990; Sugden, 2001; Williams, 2004, p. 11). Enforcement of 
strict behaviour controls can offend workers, thereby affecting morale, or restricting creativity 
(Bonner et al., 2002). 
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Stage gates prevent 
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redirection or cancellation. 
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Behaviour control can be less helpful when such controls cannot be created. Consider how 
implausible it would be to define the instructions to deliver a unique work of art, or ground-
breaking research. Another problem can occur when the behaviour controls are inappropriate, 
resulting in unexpected and counterproductive behaviour. Managers may lack the knowledge or 
experience to develop the right controls. In order to achieve the measured objectives of the control 
(plan), workers with limited time may bypass other less measurable, but more important, objectives. 
If the control is flawed – even if the employee can see it is flawed – it may be difficult to correct if 
their performance is measured by adherence to the plan. Burdening workers with onerous processes 
and few incentives could discourage adaptation to a fast changing environment. Other control 
techniques, not covered well in the various bodies of knowledge, also need to be considered 
(Shenhar, 2001b; Williams, 2004, p. 6).   
Another form of control described by Snell (1992) is output or outcome control. Targets are 
set, thereby providing direction and discretion for staff. Rewards are developed to reinforce 
achievement of the targets. Where behaviour control is difficult to define, or expensive to monitor, 
output control may serve well. While there is no way to define for the researcher the steps required 
to achieve the solution, the result is clearly defined and contains rewards that guide and motivate 
the researcher to the desired outcome. It may be sufficient to set a goal and offer a reward for 
achievement. This is the model that applies for sales staff, artists and researchers, for instance. One 
danger with output control is that mistakes are harder to prevent early as they are not discovered 
until the output is produced and measured.  Another problem is that sometimes outputs can be 
difficult to measure. An example might be trying to measure improved morale. However, for 
project management in fast changing environments, a simple statement of the goals, deliverables or 
milestones, combined with appropriate motivation may be a more effective approach than the 
development and following of a highly detailed project plan.  
If process and output controls are unattractive for the reasons described above, then input 
control might be considered (Eisenhardt, 1985, p. 135; Snell, 1992). In dynamic environments, 
where defining behaviour or measuring output is difficult, an organisation might be better to 
evaluate staff on values, motivation and compliance with traditions (Ouchi, 1979, p. 845), which 
George and Jones (2002) confirm. Snell (1992) described input control as “the knowledge, skills, 
abilities, values and motives” of employees (p. 297). Examples include staff selection, training and 
socialisation (Eisenhardt, 1985). For instance, a university will not have a step-by-step checklist to 
achieve ground-breaking research, and will not even be able to predict exactly what research results 
are achievable, but they generally select academics with a track record of achievement. The ‘science 
of sales’ may be elusive but an agency can have success selecting sales professionals with a 
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successful sales history. An advertising company can provide training and induction and then allow 
staff freedom to achieve.  
According to George and Jones (2002, p. 549), although it would be viable to create 
behaviour controls for simple roles like a warehouse picker, it would require a very complex system 
to achieve the same for the foreman’s position, which is more subtle. A better approach might be to 
select foremen for the job who have previously demonstrated a high level commitment to the 
organisation’s objectives. Input control minimises ‘divergence of preference’ thereby enhancing the 
ability of employees to work together (Eisenhardt, 1985). The same could be applied to project 
work. Rather than attempting to control staff with a complex and detailed project plan, it may be 
better to select staff who have experience with the work and demonstrate a commitment to 
achieving the company’s objectives.  Figure 2.4 provides guidance on control selection. The project 
manager should optimize the mix of controls according to their viability. For instance, academia has 
evolved to have a mix of input control (selecting academics with a track record), lower levels of 
process control (to give them freedom), and higher levels of output control, in the form of self-
satisfaction, and recognition for publications and discoveries.  
Ouchi (1979) argues that in reality, management “do[es] not transmit control with any 
accuracy from top to bottom” (p. 845) and therefore coordination is a more appropriate description 
of the process. Careful selection of controls may involve an acceptance that managers have less 
control than they would like, but that it is better to optimize than focus on a single unrealistic 
approach.  
 
Figure 2.4. Control Selection – Derived from Ouchi (1979) and Eisenhardt (1985)  
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Anderson and McMillan (2003) describe how insect colonies do very little long-term 
planning, but rather continually monitor the current situation, searching for problems and seeking 
new opportunities. They argued this was also the approach for highly successfully innovative 
companies, such as 3M.  They argued that embarrassingly simple algorithms employed by insect 
societies have been used very successfully in companies, referring to a  new field known as swarm 
intelligence (Anderson & McMillan, 2003). 
 
2.12 Management Controls: Diagnostic, Belief, Interactive and Boundary 
Simons (1995) addresses the difficulty of controlling work in organisations that demand 
flexibility, innovation, and creativity. He describes four types of management control, including 
diagnostic controls, which are formal feedback systems to monitor outcomes and correct deviations 
from goals to keep performance within limits. He argues that belief systems, in the form of mission 
and value statements and strategic goals, can supplement diagnostic control. He also describes 
interactive control, which constitutes formal strategic discussion based on data, which he argues is 
good for fast-changing environments because they are monitored constantly and discussed in 
regular face-to-face meetings. Interactive controls are most useful where there is strategic 
uncertainty, or when data, assumptions and plans need to be continually challenged and debated 
(Simons, 1995).  
Finally, Simons (1995) describes boundary control systems that allow innovation within set 
limits; they might include codes of conduct, workplace health and safety regulations, gender equity 
and anti-racism regulations. Boundary controls are useful for projects with many unknowns as a 
way of allowing staff flexibility of behaviour within reasonable boundaries.  
2.13 Culture and Communication for the Dynamic Environment 
Greenberg (2003) reported how most technology organisations have a communal culture 
with high sociability and solidarity, and that they share and communicate well. Hauck et. al. (2004) 
reported that “traditional, hierarchical organizational structures do not promote the type of 
communication among equals necessary to succeed in a collaborative environment” (Hauck et al., 
2004, p. 147).  Walker (2002) rather argued that culture must “support flexibility by valuing and 
encouraging opinion diversity”, and  encourage risk, “provided that lessons are learned from 
mistakes and near misses as well as from success”(Walker & Shen, 2002, p. 35). These values can 
be supported if management empowers teams, and team interaction, and provides of appropriate 
reward systems (Walker & Shen, 2002).  For example, a culture that is timid or punishes 
experimentation and learning from mistakes inhibits the motivation for increased flexibility if it 
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requires risk taking  (Argyris and Schön, 1978; Senge et al., 1999). In Snowden and Boone’s (2007) 
discussion of the Cynefin model, they advocate increased levels of communication and interaction 
as a way to deal with complicated or complex environments. 
There is evidence dynamic projects might benefit from a particular type of culture that: 
 is organic and informal, supplementing formal culture (Burns & Stalker, 1961; Maidique & 
Hayes, 1985, p. 48; Shenhar, 2001b; George & Jones, 2002, pp. 552, 563); 
 is egalitarian with a flat management hierarchy  (Porter & Siegel, 1965, p. 379; Marschan, 
Welch, & Welch, 1996; Donaldson & Hilmer, 1998; Hauck et al., 2004; G. R. Jones, 2004b, p. 
163; Mayer, 2007; Mills, 2007); 
 values experimentation and the elimination of ‘dead ends’ (Harvard Business School Press 
Books, 2001; Mayer, 2007)); 
 share rewards for experimentation (De Meyer et al., 2002); and 
 is tolerant of failure (Maidique & Hayes, 1985). 
 
2.14 Categorisation 
While there is some merit in a standardised approach, such as consistent reporting, resource 
management, and training, there is an increasing belief that customisation according to project type 
(category), makes projects more successful (Payne & Turner, 1998, p. 58; Cardinal, 2001, p. 19; 
Sharma, 2001; Shenhar, 2001b; Archibald, 2004, p. 43; Crawford & Pollack, 2004, p. 645; 
Highsmith, 2004). Payne and Turner’s (1998) study shows that managers tailoring their procedures 
reported better results. Simply identifying the project as having significant levels of dynamism is a 
worthwhile prerequisite to applying the approaches outlined in this thesis. Some of the measures 
that might be applied to identify high levels of dynamism might include product life-spans, the rate 
of introduction of new materials or methods, the rate of necessarily changing requirements, and 
levels of interdependence with other projects and an existing environment.  
2.15 Leadership Style 
There is evidence that dynamic projects may benefit from selecting their project manager 
according to how well suited they are to the type of project in question (J. R. Turner & Muller, 
2005, p. 57). Specifically, they would benefit from managers with flexibility, the ability to trade-off 
extensively, and the ability to identify problems, even if they are not readily apparent (Shenhar & 
Wideman, 2000; Shenhar, 2001b). If a project involves high levels of new material then the project 
manager’s subject-matter knowledge needs to be correspondingly high (2006). Hands-on managers 
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are valuable to innovative projects, even if to the extent of meddling (Maidique & Hayes, 1985). 
Snowden and Boone (2007) give an excellent account of leadership techniques for complicated, 
complex and chaotic environments, based on their Cynefin model. For complicated environments 
Snowden (2005) recommends a “sense-analyse-respond” decision model, based on an oligarchic-
consensual management approach (Snowden, 2005, p. 51). For complex environments probing, 
experiments and higher levels of communication are required (Snowden & Boone, 2007). 
2.16 Very Large Projects (VLPs) 
Orr (2004) argues that very large projects often start with problems, with the underlying cause 
typically being attributable to a conflict between the egos of the sponsor and the project manager. 
Sometimes the project manager is not hired until after the bad decisions have been made, and “this 
means that the project manager is willing to accept the mission impossible and make it happen” 
(Orr, 2004, p. 7). So Orr (2004) notes that most of the critical bad decisions on large, failed IT 
projects are made early on, and project managers are often assigned to pre-failed IT projects. They 
hope with some bravado that if they are smart enough and work hard enough, they can overcome 
any obstacle. A project’s fate is often determined before it is even officially a “project”. Orr (2004) 
believes that failed projects are often managed by those who are inexperienced in managing VLPs. 
The key to success is to have the right people with the right skills in the right positions. The sponsor 
can recruit people who have experience building something of a certain scale, or a team that has 
already used the technology. Recruiting people who have completed planning and architecture 
design on a large scale/type would be helpful as would be building-in contingency. Orr (2004) 
recommends that the practitioner not believe that ‘advanced’ technologies and methodologies can 
magically overcome major project management problems (e.g., time, cost, and personnel). The 
sponsor should make sure the project manager has experienced failure, and knows why a project 
failed. The sponsor cannot afford their project to be someone’s disaster learning experience, and 
one simply does not learn enough from success. Orr (2004) says that VLPs require both an 
experienced project architect and an experienced project manager. Either one can be the leader. One 
should primarily focus on the system being developed and the technology being used to install it 
(the project architect), and the other to worry primarily about communicating with management, 
producing the appropriate reports, and tracking the team’s progress (the project manager). Orr 
(2004) recommends the scope not be fixed too early, because the initial scope is never right, and 
that many people believe “hard-headed” project management consists of deciding on project scope 
early and then religiously fighting to avoid scope creep. Orr argues that this does not work and one 
should be prepared to revise plans frequently. Other advice offered by Orr includes “all large failed 
projects have Gantt/PERT charts, and none are up to date when things go South”; “If you don’t 
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know where you are, a map won’t help”; and “a Gantt chart is what you show management while 
you’re doing something else” (Orr, 2004, p. 13). 
Orr (2004) describes how during the first year of a big project, project charts are religiously 
updated and status reports are completed on time, but as the project begins to fall behind, the 
scheduled updates become more sporadic and the charts less reflective of “the plan”. One of the 
reasons is that catch-up strategies are often introduced, and it becomes too involved, not to mention 
embarrassing, to actually update the schedules and dependencies to reflect the revised situation. 
Project managers and their bosses can go to great lengths to avoid telling top management the actual 
situation. Most VLPs are not cancelled; they simply slip away, avoiding the admission of failure 
and the wasting of millions of dollars and years of time. All but the most visible VLPs are labelled 
“partial successes.” 
2.17 Project Complexity 
Williams (1999)  proposes that complexity is one of the leading causes of project failure, 
and that it is made up of two dimensions; firstly, structural complexity, based on the number of 
interdependent elements (Baccarini, 1996), and, secondly, the dimension of uncertainty in goals or 
means (J. R. Turner & Cochrane, 1993). In this thesis I postulate that the dimension of dynamism is 
a key and increasing cause of this second dimension of complexity. 
Williams (2004) also describes the Bodies of Knowledge for project management (BOKs) as 
focused around “management-as-planning”. He also relates how Johnston and Brennan (1996) 
report the underlying assumption of this approach is that  management could draw up plans and 
there would then be a “largely autonomous causal loop between sensing and acting”, which  in 
reality “are seldom valid in reasonably complex or changing environment”. Furthermore, Williams 
(2004, p. 6) points out the similarities with warnings in the field of operations management by  
Machin and Wilson (1979) who argue that planning is artificial and removed from the real situation. 
Williams (2004) also supports Johnston and Brennan’s (1996) suggestion that, in general, 
management should move from “management-as-planning” to “management-by-organising”, 
whereby the manager acts more like a coordinator/enabler of otherwise autonomous activities. 
Bodies of knowledge such as the PMBOK
®
 Guide (PMI, 2008) would be considered to be in the 
first category, while the second category is likely to be suitable for projects exhibiting uncertainty. 
This leads to the agile approach where the project emerges rather than starts as fully planned. The 
leading domain for the development of the agile approach is the software industry because of the 
highly dynamic and variable environment.  In summary, the PMBOK
®
 Guide (PMI, 2008) planning 
style approach is unsuited to projects under high uncertainty because “frequently events arise that 
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compromise the plan at a faster rate than that at which it is practical to re-plan” (Ashton et al., 1990; 
Williams, 2004).   The study documented in this thesis steered away from the dimension of 
complexity, and thus ‘complexity’ theory, because of the ambiguity and disagreement over the 
concept (Whitty & Maylor, 2009), and because it does not describe the key challenge this study, 
which is rapid change, or dynamism. By comparison, dynamism is a more clearly definable term 
that is easier and more fruitful to study. 
2.18 Project Portfolios in Dynamic Environments 
The first paper published from  this thesis, “Project Management in Dynamic 
Environments” (Collyer & Warren, 2009) has informed research into the effect of dynamism on 
project portfolios (Petit, 2009). Petit and Hobbs (2010b, 2010a, 2012) produced research based on 
cases studies and, more recently, a book. Their findings include the ideas that: (a) there are many 
different types of uncertainty and change, (b) organisations can plan flexibility, and (c) in uncertain 
environments portfolios can be managed as a series of functionality stages rather than as project that 
are selected or cancelled. In “Project Portfolios: Trains not Funnels” (Petit & Hobbs, 2010b), they 
describe how, in one organisation (using the codename Soft), 
the project portfolios are conceived as a sequence of  projects delivering product at regular 
intervals despite the high level of uncertainty. In the case of Soft the concept of project 
selection and termination is almost inexistent. The question is not so much which project to 
select but which functionality to develop in which project. This is analogous to publishing a 
train schedule with unspecified wagon content (Petit & Hobbs, 2010b, p. 18) 
2.19 Contract Approaches 
It is worth reiterating Laufer’s (1997) view that it is best to proceed first with the 
components least subject to change, followed by the most variable components. It might be 
assumed this also applies to project contracts and may have been a better approach for the Collins 
Submarine project, by delaying the weapons system contract until later in the project. Beyond that 
advice, there is ongoing debate on the relative benefits of fixed price versus cost-plus contracts. On 
the one hand, the rigidity of the fixed price Collins submarine contract was believed to have 
contributed to the installation of obsolete computer systems that required immediate replacement at 
great cost (McIntosh & Prescott, 1999).  On the other hand, there is a belief that cost-reimbursement 
contracts create inducements to inflate costs, or avoid cost reduction measures. As McIntosh and 
Prescott (1999, p. 5) asserted:  
For a relatively routine product or one where the specifications are clear and unambiguous 
and where payment is made mostly on delivery, (a fixed price contract)…can work well. 
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However, for a large, complex and new project, for which a design does not exist in detail 
and for which generous up-front payments are made, its effect can be deleterious. 
Particularly in the later stages, it can encourage the supplier to contest the specifications, and 
their interpretation, and to avoid responsibility wherever possible to protect profit… 
 
For U.S. defence projects, where technological advances are an increasing challenge, design 
competitions have often been used, leading to a single source contract for the winner (Ergas & 
Menezes, 2004). Unfortunately, once the production phase begins, there is little incentive to pass on 
savings or innovations until the next design competition, which is usually years away (Rogerson, 
1994).  The innovation cycle is therefore slowed down significantly overall. 
To maintain innovation and timeliness in a dynamic environment, an option proposed by 
Ergas and Menzes (2004) is to reduce the spacing between successive generations of the product, 
creating a kind of parallelism where the new version is pitted against its current iteration. This 
requires a willingness to develop new systems before current versions reach end of life. Ergas and 
Menezes (2004) also argue that for complex innovation projects there is now a trend towards hybrid 
contracts, citing Drezner and Leonard (2002) and Ingols and Brem (1998). This approach involves 
defining desired outputs and giving suppliers greater control over how those outputs are achieved. 
Systems development is subject to cost reimbursement, and suppliers are made aware of a ‘must 
cost’ cap above which the project is cancelled.  The cap is defined by the perceived value of the 
likely end product. 
Davies et al. (2009) analyse British Airport Authority’s (BAA) research, concluding that 
poor performance was associated with fixed-price or Private Finance Initiative (PFI) contracts that 
tended to result in “disputes, adversarial practices, and protracted legal battles between clients and 
contractors” (Davies et al., 2009, p. 108). For their US $8.5 billion Terminal 5 project, the BAA 
chose a cost-plus incentive contract in which the client paid the constructor the costs incurred plus a 
profit margin, and the BAA assumed full responsibility for the risk and worked collaboratively in 
integrated project teams with first-tier suppliers to create innovative solutions. Supporting this 
approach was Woolner’s (2009, p. 65) assessment of the Australian Submarine project: 
Far more significant to the course of the project was the belief underlying the fixed price 
model that a contractor’s signature would see it taking responsibility for the risks and the 
obligations required to discharge the contract.  The assumption proved to be by no means 
guaranteed, as developments during the life of the project proved capable of defeating the 
intent of any legal obligation, regardless of earlier agreement between the participants. 
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Therefore, while the intent of fixed price is to transfer risk and increase the chances of the project 
being on time and on budget, this is not necessarily so, and the model does not easily allow for 
adaptation to changing needs and applications. The new Australian approach is to make better use 
of performance based contracts (PBC) with a view to gaining better value for money while 
maintaining reliable profits for suppliers (Department of Defence, 2010). There is an argument that 
all contract types, including fixed price, cost reimbursement, or target cost incentive, can be 
structured as a PBC by adding performance payments linked to KPIs.  An attempt to describe 
different contract types and their implications for dynamic environments is included in the theory 
chapter of this thesis.  
 
2.20 Innovation 
The constant change and emergence of problems in dynamic environments can be mitigated to 
some extent by innovation. Dodgson (2005) suggests the essential ingredients of innovation are 
thinking - option-creating; playing - choosing/selecting; and doing - implementing. Acha, Gann and 
Salter’s (2005) study of four cases proposes there are managerial precepts for the management of 
research and development in project-based environments, including: 
 attaching small amounts of research work to “safe” projects; 
 using high-profile projects to attract talent; 
 using supplementary liaison devices to fill gaps in organisational structure for specialist skills 
groups (e.g. skill group meetings, mentoring programs, incentives); 
 creating time off to build and integrate capabilities; and 
 developing separate career structures to encourage capability development in both management 
and technology. 
2.21 Evolutionary Theory 
As argued by Graetz et al., the business world has much in common with the natural world 
where constant change in reaction to  environmental circumstances is normal (Witt, 2004; 2006, p. 
9). Just as industries evolve and adapt to their environments (Van de Ven & Poole, 1995), so might 
projects. In fact, some of the key planning approaches mentioned above, including emergent 
planning, experimentation, and feedback loops, are similar to components of Darwinian evolution 
theory, and suggests this might inform principles that could be applied to dynamic project 
management (Darwin, 1890). Some researchers go so far as to say that project management 
techniques have evolved significantly for their emotional value, as opposed to their ability to 
achieve organisational goals (Whitty, 2011).  
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In both the natural and the business environments, different approaches are tested with the 
advantageous ones being adopted  (Ayala, 1978). The theory of evolution and more recently that of 
complex adaptive systems (CAS) suggest that in rapidly changing environments any process that 
facilitates adaptation will offer advantages. According to Highsmith (2004), this process of adaption 
begins with multiple potential solutions (experiments), and then explores, tests and adapts to 
feedback. While this approach involves some level of duplication of effort, it can be argued to have 
a lower overall cost when uncertainty is high, in comparison to the alternative approach of 
optimisation, that settles too early on a solution, and stifles innovation (Highsmith, 2004). 
2.22 Change Management Theory 
Traditional change management follows a planned linear step by step process with one 
popular example being Kotter’s (1996, pp. 59-67) eight-step process: (1) create a sense of urgency, 
(2) build a guiding coalition, (3) get the vision right, (4) communicate, (5) empower action, (6) 
create short-term wins, (7) do not let up, and (8) make it stick. As in project management theory, 
change management researchers are cautioning over-reliance on this planned approach in rapidly 
and continuously changing environments (Pascale et al., 2002; Tsoukas & Chia, 2002; Callan et al., 
2004). Callan et al (2004) suggest managers continue to plan change but also plan for uncertainty. 
They argue that:  
… managers need to develop capabilities in themselves and in their employees that allow 
them to cope with the uncertainty and complexity that is an integral part of any major 
change process, irrespective of how well it is managed or lead. It is this capacity that will 
allow organisations and people to respond to emergent opportunities. (Callan et al., 2004, p. 
12) 
2.23 Summary  
To summarise, problems caused by project dynamism include those related to: (a) difficulty 
planning, (b) shortened timeframes, (c) high levels of interdependence between projects, (d) high 
levels of customisation, (e) the need to plan for uncertain outcomes, (f) the need to balance 
flexibility with reliability and accountability, (g) the need to balance decision quality against 
decision speed, and (h) timing of the scope freeze during rapid change (Baccarini, 1996; Williams, 
1999; Collyer & Warren, 2009). It is accepted that dynamism is one of many project dimensions. It 
also one of increasing importance, but as yet is not one not well studied in project management 
theory.  Traditional project management approaches are planning orientated and these approaches 
perform poorly in dynamic environments. While rapid change has been identified as a significant 
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problem for project management, it is not yet known which approaches are actually used by project 
managers to good effect in dynamic environments.  An obvious source of information on useful 
management techniques would be managers within organisations currently operating in dynamic 
competitive environments. Organisations coping with rapid change might appear chaotic in their 
approach, but through natural selection in a tough business environment, they consciously or 
unconsciously adopt a range of approaches ideally adapted to this type of environment. An in-depth 
qualitative investigation could identify some of the approaches best suited to managing dynamism 
in projects.  
In line with the grounded theory process, the initial literature review was much smaller than 
documented in this chapter. To summarise, from the literature I surveyed, the skeleton approaches 
derived for mitigating dynamism in the project environments included the following: 
 Environmental manipulation (Make Static), which is about resisting change in the project and 
the industry generally to better allow traditional waterfall style detailed planning (Collyer & 
Warren, 2009). This involves active efforts to reduce the amount of dynamism in the general 
project environment. 
 Emergent planning informed with feedback, also known as rolling wave or iterative  (Collyer & 
Warren, 2009). This approach involves starting with a high level framework plan and then 
filling the details in as they are made available. The details can be obtained through the use of 
testing, prototyping, pilots and parallel experiments. The PMBOK
®
 Guide (fourth edition) 
recognises the need for emergent planning in its description of “What Is Project Management?” 
(PMI, 2008, p. 7). It cautions that many processes are iterative and make use of progressive 
elaboration. The more that is learnt about a project the greater the level of detail with which it 
can be managed. The fourth edition (PMI, 2008) uses the word ‘iterative’ thirteen times, 
‘prototype’ twelve times, but ‘emergent, ‘pilot’, ‘experiment’, ‘staged’, ‘freeze’ are not defined 
or explained. The use of ‘prototype’ is up from five mentions in the third edition (PMI, 2004).  
In a non-participant example, the head of Intel, Andy Grove, advises that “the biggest failures 
that you may encounter is not that your plan fails but you fail to depart from that plan” (Grove 
& Ellis, 2001). While useful as a guide, excessive detail in the early stages of a project may be 
problematic and misleading in a dynamic environment (Collyer & Warren, 2009) and counter-
productive to maintain. Grove & Ellis (2001) had previously advised that “plans are highly 
overrated“ and that “plans are a baseline, in my opinion; a model of a life that you depart from 
as you go on” (Grove & Ellis, 2001). 
 Staged releases with the smallest possible scope in Stage One to reduce risk and allow proof of 
concept (Collyer & Warren, 2009). This approach involves releasing smaller pilot and 
production versions to the market to test and secure feedback before adding functionality or 
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more capable versions. This scope reduction approach makes the first stage as small as possible 
in order to quickly obtain feedback that will allow the work to be brought in line with reality 
more rapidly.  
 
Figure 2.5. Iterative Approach in a Dynamic Environment 
 Using competing experiments to more quickly identify the optimal approach, as outlined Figure 
2.6 (Collyer & Warren, 2009).  
 
Gate: Is this right? What next? 
Stage gates allow rapid 
optimisation. Like a car 
steering wheel. 
 
Approaches for management of 
dynamism 
 Guide with goals and 
framework plans 
 Gather regular feedback 
 Use multiple cycles.  
 Adjust quickly and 
incrementally 
Plan 
Build 
Test & gather feedback 
Cyclic approach 
 Compare options on paper 
 Pilot options with real feedback 
Iterative Approach in a Dynamic Environment  
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Figure 2.6. Competing Experiments  
 Using alternate controls to detailed process controls that assume a predictable environment. 
Alternate controls includes a greater focus on input and output controls such as team 
selection and clear goals and reward (Collyer & Warren, 2009). In this thesis, control refers 
to how resources are managed to achieve objectives (Ouchi, 1979, p. 833), as opposed to the 
technique discussed in the PMBOK® Guide (fourth edition) (PMI, 2008, p. 430). There is 
increasing evidence from a range of authors reviewed by Collyer and Warren (2009) that 
shifting the control approach from process control to other approaches could be of benefit in 
dynamic environments. Traditional project management has focused on formal process 
control, making used of detailed plans, but dynamic environments may benefit more from 
complementing formal with informal forms of control (Kirsch, 1997; Williams, 2005; 
Susilo, Heales, & Rohde, 2007; Collyer & Warren, 2009). The Project Management Body of 
Knowledge (PMI, 2004) focuses on process control as opposed to other forms of control, 
and does not specifically deal with the challenge of dynamism (Williams, 2005). Change 
control as described by the PMBOK® Guide—Fourth Edition (PMI, 2008) is a detailed and 
bureaucratic process that does not include strategies specifically for keeping pace with rapid 
change.  
Initiative 1 
Initiative 2 
Initiative 4 
Initiative 3 
Initiative 5 
X 
X 
X 
 
 
More testing/ 
planning 
More testing/ 
planning 
Completion 
X 
 
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 
Initiative 6 
Redirect resources 
for a new initiative 
Identify the best approach using 
low cost probes with clear limits 
(gates) and deliverables 
Competing Experiments 
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 Suitable culture, communication and leadership styles, such as collaborative leadership with 
a greater focus on faster more informal communication, and rapid decision-making (Collyer 
& Warren, 2009).  
 
Table 2.4 summarises some of the project management approaches currently available, which, with 
some adaptation, might be used to deal with dynamic environments. 
Table 2.4. Approaches for Dynamic Projects 
Approach Description 
Environment 
manipulation 
(Make Static) 
 
Make static if viable, or else develop a static core that permits 
higher rates of change around the edges. 
Scope Break into stages that are as small as possible. 
Planning 
Approach 
 
The emergent exploratory approach is more suitable. 
Controlled 
Experimentation 
 
Consider multiple low cost trials with information sharing, and 
shared rewards. For each, used strict fixed scope and stage gates. 
Refocus resources into most promising initiatives. 
Lifecycle 
 
Try multiple design cycles with freeze, pilots and prototypes. 
Consider iterative development with client feedback looping back 
into design improvements for subsequent versions or stages. 
Controls  
 
Avoid over relying on process control. Supplement output control 
if measurable, and input control.  
Culture 
 
Promote flexibility and experimentation. Use flat structure.  
Communication 
 
Implement concrete measures that promote faster, more open and 
less formal communication as a supplement. 
Leadership Style 
 
Use of leaders with high levels of subject knowledge. Use fast 
informal and participatory style.  
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2.24 The Gap in the Literature 
Despite some evidence in the literature of project management approaches that may be 
suitable for dynamic environments, there is little evidence of practitioners implementing these 
approaches in practice as required by Cicmil et al. (2006), nor studies that specifically address the 
dimension of dynamism.  Cioffi (2006) proposes the spectrum of newness, Loch, Pick & De Meyer 
(2000) propose the learning approach, Payne and Turner (1998) the goals and methods matrix, 
Shenhar (2001b) high-tech and super-high-tech projects, but no one has elaborated extensively on 
the specific dimension of dynamism (with the exception of Petit & Hobbs (2012) on portfolios as a 
consequence of this study), nor identified specific approaches in use by practitioners that might help 
manage dynamism in projects. 
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Chapter 3 Theoretical Background to Methodology 
This chapter explains why I used grounded theory as the methodology for this research, 
employing in-depth interviews and focus groups. It then provides a brief theoretical background to 
that methodology.  The following chapter will then provide a detailed description of how the 
method was employed in the two studies detailed in this thesis. 
Crotty (1998, p. 2) argues there are four key elements to a research design: 
 Epistemology is the theory of knowledge informing the theoretical perspective. 
 Theoretical Perspective is the paradigm that informs the methodology. 
 Methodology is the design describing how the method was selected to achieve the desired 
outcome. 
 Method is the actual data gathering and analysis technique. 
Crotty’s (1998, p. 5) examples of these elements are detailed in Table 3.1 below, with the 
chosen approaches underlined. 
 
Table 3.1. Research Proposal Elements  
Epistemology Theoretical 
Perspective 
Methodology Method 
 Objectivism 
 Constructionism 
 Subjectivism 
 
 Positivism 
 Interpretivism 
 Critical inquiry 
 
 Experimental 
research 
 Survey research 
 Ethnography 
 Phenomenological 
research 
 Grounded theory 
 Heuristic theory 
 Action research 
 Discourse analysis 
 
 Sampling 
 Measurement and 
scaling 
 Questionnaire 
 Observation 
 Interview 
 Focus group 
 Case study 
 Narrative 
 Statistical analysis 
 
 
3.1 Epistemology and Theoretical Perspective 
If objectivism is the “notion that truth and meaning resides in objects independently of any 
conscious” (Crotty, 1998, p. 42), then the epistemological position used in this study is 
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constructionism, which is that “knowledge is contingent upon human practices, and constructed out 
of interaction between human beings and their world” (Crotty, 1998, p. 42). Traditional project 
management ontology is positivist in that it holds that a project plan is logically derivable from an 
objective world and management largely involves achieving the plan, independently of the 
environment (Williams, 2005; Cicmil et al., 2006).  I agree that research into traditional ‘hard 
projects’ lends itself to a positivist approach (Crawford & Pollack 2004). However, while the 
physical materials used and managed in projects might adhere to naturalistic laws, project 
management includes social behaviour and human consciousness. In reality, project management 
encompasses variables driven by personal, cultural, political, ethical and moral issues (Cicmil & 
Hodgson 2006; Shanks, Rouse & Arnott 1993). While observable empirical evidence is desirable, it 
is not sufficient, because humans have a will and react to unspoken internal motivations driving a 
variety of behaviour. I have therefore selected the epistemological position of constructionism, and 
a theoretical perspective of interpretivism.  
3.2 Methodology 
Singleton & Straights (2005, p. 68) describe the stages of research as follows: 
 The exploratory stage is where little is known about the subject so one must start with a general 
description of the phenomenon. 
 The descriptive stage is where the study fact-finds, focused on a well-defined entity. 
 The explanatory stage is where relationships between variables are tested. 
The research stages across different research techniques are shown in Table 3.2 below. According 
to Shanks et al. (1993), when choosing an approach, considerations should include: audience, 
epistemological position, purpose (exploration, description, explanation), stage of the research cycle 
(theory building, theory testing, refinement).  
 
Table 3.2. Research Approaches (adapted from Shanks et al. (1993, p. 41)) 
 Experimental 
Research 
Survey Action 
Research 
Phenon. 
Study 
Grounded 
Theory 
Exploratory No Maybe Yes Yes Yes 
Descriptive No Yes Yes Yes Yes 
Explanatory Yes Maybe No Maybe No 
 
For this study, considerations included the academic audience, constructionist 
epistemological position, exploratory purpose and the theory building stage of the research 
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lifecycle.  According to Creswell (2003), the three considerations for selecting the research 
approach are: (a) the research problem, (b) the experiences of the researcher, and (c) the audience. 
Different social problems call for different approaches.  The research problem in this case is the 
phenomenon of rapid change in the project management environment. It has been established that 
the problem is little understood. My experiences with qualitative and quantitative approaches were 
approximately equal at the outset and therefore allowed the most appropriate approach to be 
selected. Both qualitative and quantitative methods are well accepted in management research, so it 
was therefore decided that the audience did not need to be considered in the selection.   
 Therefore, it was decided to allow the problem to inform the methodological approach. To 
explore the problem further, the aim of this study was to explore rapid change during the planning 
and execution of projects and the following research questions arose from the literature review: 
 What project management problems are caused by rapid change? 
 What project management approaches can be used to manage the problems caused 
by rapid change? 
Blaxter et al. (2004, p. 65) argue that quantitative paradigms seek replicable data under a 
stable reality whereas qualitative paradigms are concerned with describing and understanding 
behaviour. Quantitative procedures presuppose establishment of firm definitions of the phenomena 
before studying them. Qualitative research is exploratory and particularly useful when the 
researcher does not know the important variables to examine (Creswell, 2003). It would therefore 
make sense in this study to initially be exploratory and then descriptive because dynamism is a 
little-understood dimension of projects. At this stage of the research, I needed to identify mitigation 
approaches before measuring the frequency of use (descriptive study) or their merits (explanatory 
study).  Therefore, the early stage of this research lends itself to a qualitative approach. 
In response to Cicmil et al.(2006), my aims were to investigate the reality of project 
management, encompassing emotions, social responsibility, judgement, the operation of dominant 
discourses, power knowledge relationships, culture and identity ,amounting to a “practical wisdom 
which are rarely captured by conventional methodologies” (Cicmil et al. 2006; Clegg, Stewart & 
Ross-Smith 2003). Thus, open-ended in-depth interviews were deemed appropriate as a means to 
explore personal observations and encourage reflective thoughts. Verbal data collection was desired 
in order to maximise the response rate (Blaxter, Hughes & Tight 2004), and also to allow 
exploration of responses. Verbal data collection methods include focused interview, semi-
standardised interview, problem-centred interview, expert interview, ethnographic interview, 
narrative interview, episodic interview, group discussion, focus group and joint narratives (Flick 
2006, p. 206).  
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One factor I considered in selecting an interview approach was the need to ask practitioners 
to understand a relatively new concept. Thus, an expert interview approach was considered 
preferable because the interviewee is “of less interest as a (whole) person than their capacities of 
being an expert for a certain field of activity” (Flick, 2006, p. 165).  The provided information can 
be restricted using an interview guide. Cases can be integrated into the study according to the 
pattern of gradual sampling. Schönberger and Kardorf (2004) use this approach in their study of the 
effects of cancer, which allowed them to narrow down their survey sample to 25 case subjects for 
interview according to specific criteria.  
A collaborative-cooperative approach was also considered preferable to allow an interaction 
between practical experience and systematic thought (Calori 2002). This involves the researcher 
and the subject sharing time and space for reflection in order to generate knowledge. This allows 
the researcher and the participants to think more deeply about the topic, and its implications on 
interested parties. The key advantage of grounded theory is that the problems and solutions are 
more realistic and valid in that they are defined by the practitioners themselves (Mullen & 
Reynolds, 1978).  Furthermore, a qualitative research design based upon grounded theory 
methodology is best suited to a field about which little is known (Denzin & Lincoln, 1994b; Strauss 
& Corbin, 1999). Grounded theory especially lends itself to the practice of theory development 
(Creswell, 2003). In support of this approach, Cicmil et al. (2006) argue that: 
A better understanding or project actuality – that is of complex social processes that go on at 
various levels of project working, will inform equally beneficially the intended theoretical 
developments in the project management field and practical action in project environments, 
and will contribute to more satisfactory outcomes of contemporary projects (Cicmil et al., 
2006, p. 675) 
In summary, a qualitative research design based upon grounded theory using in-depth 
interviews and focus groups was selected as most suitable for addressing the aims of this research 
for four primary reasons: (1) dynamism in project management is an area about which little is 
known; (2) the researcher was seeking an in-depth understanding on the perspectives of project 
managers in actual environments, and qualitative research methods are most suited to understanding 
the complexity of human behaviour and perceptions in naturalistic environments (Denzin & 
Lincoln, 1994a); (3) it was important that the findings contributed to an emerging theory that was 
built from within the data rather than reflect previously held positions or theories that historically 
have not considered the impact of change (Creswell, 2003); and (4) it was considered that group 
interaction and debate would refine and triangulate the results of the in-depth interviews, generating 
a better hypothesis (Catterall & Maclaran, 1997), (Morgan, 1988), (Merton, Fiske, & Kendall, 
1956). 
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3.3 Method 
As described above, this research used two integrated qualitative methods, in-depth 
interviews and focus groups, to collect qualitative data on the project management methods used by 
practitioners in dynamic environments. In order to be confident of the research outcomes, it was 
important to select complementary methods, where one builds upon the results of the other. Using 
multiple complementary methodologies: (a) reduces the potential for misrepresentation, (b) enables 
triangulation of the results, and (c) strengthens the qualitative research outcomes (Denzin, 1989; 
Patton, 2005). Focus groups and in-depth interviews are often used in combination as each method 
adds important insights to the other. Individual interviews allow greater in-depth exploration of the 
issues and focus groups increase the breadth of the research (Morgan, 1996). Following in-depth 
interviews with focus groups allows researchers to broaden the focus and to generate new ideas that 
might not have arisen in discussion individually with all of the participants (Kitzinger, 1994). 
Comparing and combining the perspectives and interpretations of the participants in each of the 
methods allowed the identification consistencies and inconsistencies in the data (Patton, 2005) and 
enriched the study through additional insights.   
I will now discuss the participant selection employed in each phase of the research. 
Sampling techniques were taken from Blaxter, Hughes & Tight (2004), Singleton & Straights 
(2005), Flick (2006) and Charmaz (2006). For the in-depth interviews, the sample size was 
determined by stopping when saturation was reached in stories, themes, issues, and topics (Boyce & 
Neale, 2006). Theoretical sampling for the focus groups was used to assist in development of the 
emerging theory, rather than to find participants representative of a wider population (Charmaz 
(2006). As reported by Charmas (2006, p. 100) “initial sampling in grounded theory is where you 
start, whereas theoretical sampling directs you where to go”. The sampling goals and associated 
sampling method are reflected in Table 3.3. 
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Table 3.3. Sampling Methods Employed 
Goal Sampling Method 
Employed 
How Employed 
 
To identify cases clearly 
challenged by dynamism 
 
Purposive 
 
 
Participants were required to: 
(a) have at least 10 years project management  
(b) work for an organisation that had been 
doing projects for at least 10 years (to 
increase the chance that the project 
approaches used must have been 
successful) 
(c) be able to demonstrate they were 
significantly challenged by dynamism 
 
To identify cases most 
relevant to the state of the 
evolving grounded theory 
 
Purposive 
 
 
As the theory emerged, new participants were 
selected who had experience with or could 
provide insights on an emerging idea 
 
To identify cases clearly 
challenged by dynamism 
 
Snowball/Referral/ 
Network/ 
Opportunistic 
 
Participants were sought, identified and 
recruited through snowballing from an initial 
based sources from: 
(a) Personal industry contacts 
(b) Invitations at practitioner conferences 
(c) Blog invitations 
(d) LinkedIn invitations 
 
To identify methods that 
may be employed in one 
industry but not heard of 
in others 
 
Maximum Variation – 
Stratified 
 
Participants were found across 10 different 
industries 
 
Snowball quota sampling was used to select participants according to their own assessment 
of the level of dynamism they operate in. Finally, maximum variation sampling allowed a selection 
of participants who were genuinely challenged by dynamism, but were from a variety of industries 
so that a fuller range of approaches could be identified. This process built the sample frame that led 
to the rich range of project management approaches, from interview to interview. The bulk of the 
sample of participants in this research comprised managers within international organisations 
operating in dynamic environments. While the practitioners were initially asked to identify 
approaches used without being led, follow-on questions listed approaches from theory and from 
previous interviews for them to consider. It was important to determine how long the organisation 
had been operating in this environment as a rough guide to how well-evolved their approaches 
might be.    
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Summary of Method 
 Relevance: Intended audience is both practitioners and researchers interested in project 
management in fast-changing environments.  
 Purpose: To describe approaches used in practice (descriptive) and focus on the methods used 
in the most dynamic environments, in order to build a usable framework for these environments.  
 Unit of Analysis: The object under study and being described is the project management 
approach used by organisations conducting project management in dynamic environments.  This 
includes approaches used by both individual project management practitioners and by the 
organisation as a whole. This is in line with grounded theory where the unit of analysis is more 
commonly the incident as opposed to the person (Glaser & Strauss, 1967).  
 Stage of research cycle: Exploratory/descriptive    
 Epistemological Position: Constructionism 
 Theoretical Perspective: Interpretivism 
 Methodology: Grounded theory 
 Method: In-depth interviews and focus groups 
3.4 Background to Method 
3.4.1 Definition of Qualitative Research 
In this thesis, I understand ‘qualitative research’ as defined by Holloway (1997), Denzin & Lincoln 
(1994) and Strauss & Corbin (1999). Holloway defines qualitative research as being: 
a form of social inquiry that focuses on the way people interpret and make sense of their 
experiences and the world in which they live.  A number of different approaches exist within 
the wider framework of this type of research, but most of these have the same aim: to 
understand the social reality of individuals, groups and cultures.  Researchers use qualitative 
approaches to explore the behaviour, perspectives and experiences of the people they study.  
The basis of qualitative research lies in the interpretive approach to social reality (Holloway, 
1997, p. 2)  
Denzin and Lincoln (1994b) define qualitative research as follows: 
Qualitative research is multi-method in focus, involving interpretive, naturalistic approach to 
its subject matter. This means that qualitative researchers study things in their natural 
settings, attempting to make sense of or interpret phenomena in terms of the meanings 
people bring to them. Qualitative research involves the studied use and collection of a 
variety of empirical materials – case study, personal experience introspective,  life story, 
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interview, observational, historical, interactional, and visual texts – that describe routine and 
problematic moments and meanings in individuals’ lives (Denzin & Lincoln, 1994b, p. 2) 
Strauss and Corbin (1999)  define qualitative research as “any kind of research that produces 
findings not arrived at by means of statistical procedures or other means of quantification” (p. 17). 
 
The Aim of Qualitative Research 
 Qualitative research aims to describe and interpret meaning from events. In a qualitative 
study where each participant brings an individual perspective to the research question, the aim is not 
to determine the average or most frequently occurring experience or to determine objectively what 
happened, but to discover participants’ perspectives of what happened to them and the meaning 
they ascribe to these events in their lives (Minichiello, Aroni, Timewell, & Alexander, 1995).  
People have unique experiences as well as unique interpretations of those experiences (Stake, 
1995). The aim of qualitative approaches is to collect descriptive data to help represent those 
experiences (Manen, 1997).  Rather than measuring experiences according to predetermined 
categories, as is done in quantitative surveys, qualitative researchers seek to explore and discover 
the perspectives of a sub-group to better understand them. 
 Therefore, qualitative methods are not employed to discover a single empirical truth or 
reality of a situation that may be observed or measured by an independent observer. Qualitative 
researchers contend and accept that there is no one single truth to a phenomenon and that the 
observer’s own perspective will influence the ‘view’ obtained in the research. As Denzin and 
Lincoln (2003) note: 
There are no objective observations, only observations socially situated in the worlds of – 
and between – the observer and the observed. Subjects, or individuals, are seldom able to 
give full explanations of their actions or intentions; all they can offer are the accounts, or 
stories, about what they did and why. No single method can grasp all of the subtle variations 
in ongoing human experience.  Consequently, qualitative researchers deploy a wide range of 
interconnected interpretive methods, always seeking better ways to make more 
understandable the worlds of experience they have studied. (p. 31) 
 
Van Manen (1997, p. 181) describes human science as interpreting “meaningful expressions of the 
active inner, cognitive, or spiritual life of human beings in social, historical or political contexts”.   
There has been some debate as to whether quantitative concepts of quality are applicable to 
qualitative research (Rice & Ezzy, 1999; Denzin & Lincoln, 2003).  The language of positivist 
research is not appropriate for qualitative work; terms such as validity, reliability, and 
generalizability do not transfer directly to the interpretive environment (Patton, 2005). Lincoln and 
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Guba (1985) thus propose more appropriate terms, such as trustworthiness, credibility, 
transferability, dependability and confirmability.  
3.4.2 Establishing Quality in Qualitative Research 
Qualitative research is fundamentally interpretive and therefore subject to bias because of 
the researcher’s involvement as an instrument in data collection and analysis (Creswell, 1994; 
Crotty, 1998; Patton, 2005). The researcher necessarily influences the results with their own 
experiences, perspectives and understanding of the context. While this may enhance their 
“awareness, knowledge and sensitivity” (Creswell, 1994, p. 164), it can bring “certain biases”. I will 
now define some key terminology for qualitative research.  
Credibility: Credibility begins with the selection of participants ‘qualified’ to comment on 
matter of investigation. Participants should have adequate experience in the phenomena being 
studied. Credibility influences the extent to which the research findings are plausible, reasonable or 
probable to others. The credibility of participants can be established by including enough 
description of their experience as to justify their selection in the study (Patton, 2005). 
 Sample Size: Qualitative methods involve purposive sampling techniques designed to 
collect data from small samples of a population for in-depth analysis, and this necessarily limits 
generalizability to other members of the population  (Patton, 2005). The smaller sample size 
however allows a more detailed analysis of each case (Elliot, 2005; Patton, 2005). The greater detail 
allows the findings to be extrapolated to other similar but not necessarily identical cases (Patton, 
2005).  Because the sampling methods will determine the strength of the data within the theoretical 
framework of the study it must be selected carefully and be appropriate for the research method 
(Patton, 2005; Onwuegbuzie & Leech, 2007). Different methods are appropriate for different stages 
of inquiry. For instance, convenience sampling may be useful when entering the field of inquiry; 
purposeful sampling can be used to refine information and theoretical sampling to seek participants 
in accordance with a developing theory; and extreme case sampling may be useful for the purpose 
of comparison (Sandelowski, 1995; Onwuegbuzie & Leech, 2007). Patton argues that sample size 
choice might be determined by responsive research methods that evolve as data is collected (Patton, 
2005). Specifically, the sample needs to be large enough to support the claims but not so large that 
in-depth analysis is disabled (Sandelowski, 1995; Onwuegbuzie & Leech, 2007). Patton (2005) 
suggests that the sample size adequacy be opened to peer review by being described and justified. 
The researcher should discuss the impact of the sample size and avoid over-generalising from a 
purposive sample.  
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Sample size will vary according to the research method used. Narrative research employs a 
range of sizes from a single participant (Onwuegbuzie & Leech, 2007) to more than 30 participants. 
In focus group research, sample size includes the number of focus groups held (Morgan, 1997; 
Kitzinger & Barbour, 1999). Morgan (1997, p. 44) suggests a group size of six to ten participants, 
and three to five focus groups as being optimal for supporting an active group discussion, gathering 
opinions and providing “a trustworthy answer to the research question”. 
Triangulation: Triangulation involves the application of a combination of different methods 
or data sources to improve the quality of the result. Denzin (1989) distinguishes four types of 
triangulation. Data Triangulation refers to the use of different data sources. Within data 
triangulation it is possible to vary the sources by time, space and people. Investigator triangulation 
is about using different observers or interviewers, in order to minimise observer bias. As well as 
division of labour this involves a comparison of influences and results. Theory triangulation 
involves approaching the data with different hypothesis in mind. Methodological triangulation 
applies different methods, for example combining a questionnaire with a semi-structured interview. 
Triangulation is employed to clarify the meaning and increase the accuracy of interpretations as 
well as overcome the bias that exists in having a single observer make interpretations using a single 
method (Denzin, 1989). 
Verifiability: In qualitative research, the process of verifying research outcomes is vital to 
determining the weight to attach to evidence (Lincoln & Guba, 1985; Creswell, 1994; Patton, 2005).  
The reflexive nature of qualitative research demands some level of verification to confirm the 
research outcomes. Examples of verification include checking with participants that interpretations 
of raw data reflect their own perspectives. This can be done in real time during data collection as 
well as during analysis of the data, through further interviews or discussions with the participant, 
about the data and the analysis (Riessman, 1993).  
Confirmability: Confirmabilty is the extent to which the findings can be confirmed though 
other means. Interpretations should be made transparent at all stages of ‘re-representation’ of the 
original text. This allows others to decide how the findings may be confirmed. Confirmability is 
achieved by making detailed, descriptive memos or field notes and providing sufficient detail in 
reports, along with excerpts and quotes from the preliminary data, so that others can understand 
how the researcher came to interpret the information.  
Ultimately, evaluating the quality of a qualitative study requires an understanding of the 
methodology itself (Lincoln & Guba, 1985).  Increasingly qualitative research draws on in-depth 
interviews and focus group interviews (Charmaz, 2006). These are the two methods used in this 
study. Therefore, the remaining sections of this chapter will present the theoretical background to 
in-depth interview and focus group methodology.  
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3.4.3 Grounded Theory 
The main premise of the grounded theory methodology is that theories should be developed 
from research grounded in data, rather than deduced from existing theories and then tested (Glaser 
& Strauss, 1967). As Charmaz (2006) describes, grounded theory is: 
… a method for of conducting qualitative research that focuses on creating conceptual 
frameworks or theories through building inductive analysis from the data. Hence, the 
analytic categories are directly ‘grounded’ in the data. This method favours analysis over 
description, fresh categories over preconceived ideas and extant theories, and systematically 
focused sequential data collection over large initial samples. 
 Charmaz (2006, p. 187) 
Alternatively, Creswell (2003, p. 14) postulates that in grounded theory, “the researcher attempts to 
derive a general, abstract theory of a process, action, or interaction grounded in the views of 
participants in a study”. Creswell (2003) describes how two primary characteristics of grounded 
theory are constant comparison of data with emerging categories and theoretical sampling of 
different groups to highlight similarities and differences. The circularity of the research process in 
the model of grounded theory is a central feature of the approach (Flick, 2006). 
Flick (2006, p. 98) describes the grounded theory process as follows:  
 
Theories should not be applied to the subject being studied but are “discovered” and 
formulated in working with the field and the empirical data to be found in it.  Studied 
subjects are selected for their relevance to the research topic. They are not selected for 
constructing a (statistically) representative sample of a general population.  
Grounded theory appears to operate in reverse compared to traditional approaches. Rather than 
beginning with a hypothesis, data is collected and coded to inform a hypothesis at the end. The 
hypothesis can then be tested using alternate research methodologies.  Glaser and Strauss (Glaser & 
Strauss, 1967) outline the essential elements of grounded theory as follows: 
 Simultaneous data collection and analysis, using constant comparison during each, which in 
turn leads to ongoing theory development through each phase. 
 Codes and categories are constructed from data, not from a preconceived hypothesis. 
 Memos are written to elaborate categories and their relationships, and to identify gaps. 
 Sampling occurs for theory construction, not population representativeness.  
 The literature review is conducted after independent analysis. 
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Shannak and Aldhmour (2009) summarise the key processes for grounded theory analysis as 
open coding, selective coding and theoretical coding. Charmaz (2006) describes the phases as initial 
coding, focused coding and theoretical coding into content themes. While there are different stages 
and names given to different stages of the coding process, Lehmann (2011) argues that they all 
amount to descriptive, interpretive and pattern coding (as seen in Table 3.4). Grounded theory 
differs from quantitative logic, which applies preconceived categories to the data.  Codes should 
therefore emerge as the data is scrutinised. This is a constructivist process because the codes are our 
choice and therefore our view, resulting from our actions and understandings. Lehmann’s model of 
grounded theory (2011), shown in Figure 3.1, Figure is the one used in this thesis.  
Charmaz (2006) describes the initial (open) coding process as the one that allows new ideas 
to emerge, breaking the interview text into segments called incidents, and labelling each incident. 
Incidents may be a few words or a sentence, and are compared to other incidents, to discover and 
develop relevant codes. During initial coding, the goal is to remain open to all possible theoretical 
directions, without a preconceived set of codes. The codes chosen should answer the question 
‘What is happening here?’ and stay close to the data, and not contain abstract concepts or 
theoretical ideas. Other questions to ask include: (a) what is this data a study of?; (b) what does the 
data suggest?; (c) from whose point of view is it?; and (d) what theoretical category does this data 
indicate? (Charmaz, 2006 p47) 
The writing of theoretical memos should start in parallel with open coding. In grounded 
theory, memos are continuously generated during the analysis, capturing the thoughts of the 
analysts while they progress. Memos raise the theoretical level via a continuous process of 
comparison and conceptualisation. 
As more interviews are conducted and the bank of open codes and memos grows, the 
researcher will start to perceive relationships between them. This may be because some codes 
appear more frequently, and/or seem to be the most significant. This process, called focused coding, 
conceptualises the interrelation of substantive codes by generating hypotheses for integration into a 
theory. Theoretical coding involves perceiving relationships between open codes and memos 
conceptualised the interrelation of substantive codes by generating hypotheses for integration into a 
theory. Theoretical coding can reorganise the data. Further sampling and data collection can occur 
at this stage.  Data should be collected using theoretical sampling to refine, strengthen and elaborate 
the categories emerging from open coding (Shannak & Aldhmour, 2009). 
Finally, theoretical coding applies an increased depth of focus to identify and select the core 
phenomena or core variables emerging from theoretical coding. Selective coding is more focused 
and uses the most significant or frequent initial codes to sort, synthesize, integrate, and organise 
large amounts of data. This process delimits the theory to a small number of core variables that act 
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as a guide for further data collection and analysis (Glaser, 1978; Charmaz, 2006).  The research is 
focused on one of the several basic social process or conditions that are present in the data.  The 
delimitation of the  analysis to those significant variables affecting the core variable contributes to 
parsimonious theory (Glaser & Strauss, 1967). At this stage in the process, the extant literature 
plays more of a role because the researcher needs to acquire sensitivity and knowledge on grounded 
concepts.  The literature is therefore read as a source of more data to be compared with existing 
grounded data.   
Theoretical saturation is achieved when the main question of the research can be accounted 
for, and further sampling fails to add significant value to the study (i.e. new categories or 
properties). At this point, the theory is considered to be dense with concepts and enriched by 
relevant extant literature, and therefore the researcher has ‘discovered’ a substantive theory.  
Substantive theories are applicable to the particular area of empirical enquiry from where they 
emerge (Glaser & Strauss, 1967).  They can be classified as “middle-range” theories—that is, 
between “minor working hypotheses” and “grand theories”—and they are relevant to the people 
concerned and are readily modifiable (Glaser & Strauss, 1967).    
 
Table 3.4 Lehmann’s Coding Model Comparison (Lehmann, 2011, p. 16) 
Generic Coding Levels Glaser & Strauss 
(1967) 
Strauss & Corbin 
(1990) 
Charmaz (2006) 
Descriptive Open coding Open coding Open coding 
Focused coding 
Axial coding 
Interpretive Theoretical Axial Theoretical coding 
Pattern Selective coding 
Selective coding 
 
 
 
 
   - 73 - 
 
Figure 3.1. Lehmann’s Model of Grounded Theory (Lehmann, 2011, p. 17) 
Discovering grounded theory (Glaser & Strauss, 1967) was revolutionary because it 
challenged the mainstream views of qualitative research in a number of ways, including: 
 the view that qualitative research does not have sufficient rigour, and can only be valid as a 
precursor to more rigorous quantitative methods of inquiry; 
 it created a division between theory and research; 
 it created a division between data and analysis; and 
 it established the assumption that qualitative research cannot produce theory. 
Glaser (1967) originally argued that the researcher gains optimal freedom to develop theory 
in a pure and uncontaminated way if they refrain from taping interviews, doing a pre-research 
literature review, and talking about the research before it is written up. The intent is to avoid 
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importing preconceived ideas and letting them influence the work. As pointed out by Charmaz 
(2006), other scholars disagree with this approach, arguing that all researchers have a history, and a 
literature review may be necessary to locate the study within the relevant literatures, justify the 
study, and, most importantly, to build on emerging theory. Glaser and Holton (2004) later argued 
that the literature review can be used as another source of data to be integrated into the constant 
comparative analysis. In this study I employed a literature review using the later approach, and 
adopted the stance of “theoretical agnosticism” as a means to reduce contamination (Henwood & 
Pidgeon, 2003).  
 
The Variety of Grounded Theory 
Grounded theory methodology was developed at a time when positivist quantitative methods 
were favoured over qualitative methodologies. Quantitative methods emphasise generality, 
replication of research findings, and falsification of competing hypothesis, and were favoured over 
qualitative methodologies (Denzin & Lincoln, 2003; Charmaz, 2006). Consequently, qualitative 
methods often adopt a positivistic framework, attempting to explain causal relationships and make 
predictions about the world. Qualitative research has been criticised as impressionistic, anecdotal, 
unsystematic and biased. Quantitative research has been criticised for the priority it gives to 
replication and verification, and how it ignores human problems and research questions that do not 
fit positivist design. Quantitative methods have also been thought to focus on refining existing 
theory rather than construct new theory. Quantitative researchers only use interview and 
observation to design more precise quantitative instruments such as surveys. Grounded theory 
therefore arose out of a positivistic framework, but as a challenge to the quantitative methods. The 
philosophies of both Glaser and Strauss are therefore imbued with positivist and objectivist 
principles. They both regard truth and reality as directly observable and able to be objectively 
portrayed. Of the two, Glaser’s is more positivist and objectivist, embracing: (a) the assumption that 
reality can be objectified and externalised; (b) the assumption that data is discovered by a neutral 
observer; (c) a reductionist approach to problem solving can be applied within research; and (d) 
data is to be rendered objectively (Charmaz, 2006). Glaser also brought to the grounded theory 
approach rigour and explicit instructions for systematically coding and analysing qualitative 
research.    
By comparison, Strauss’s philosophy is more flexible, influenced by the pragmatist 
philosophical tradition (Glaser, 1998; Strauss & Corbin, 1998; Charmaz, 2006). Strauss aims to 
accurately capture the voice of participants, and discover how their views of reality differ to those 
of researchers (Charmaz, 2003). Strauss regards humans as active agents in their own lives and thus 
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dynamic contributors to the creation of actions, meanings and interpretations. While Glaser 
proceeded along positivist lines, Strauss increasingly adopted post-positivisism, working with Juliet 
Corbin to create a new variation of grounded theory (Strauss & Corbin, 1990). The resulting 
Straussian grounded theory method (Stern, 1994), is highly prescriptive, stresses description over 
conceptualisation, views the interviewee as an active agent in the generation of data, contends with 
the troubling notion of accuracy of data representation and emphasises verification of theory (Stern, 
1994; Charmaz, 2006). More recently, Charmaz (2006) has advocated for the inclusion of 
constructivism within a grounded theory framework. Charmaz (Charmaz, 2006,p11) writes:  
Unlike Glaser and Strauss (Glaser & Strauss, 1967), I assume that neither data nor theories 
are discovered. Rather, we are part of the world we study and the data we collect. We 
construct our grounded theories through our past and present involvements and interactions 
with people, perspectives and research practices. My approach explicitly assumes that any 
theoretical rendering offers an interpretive portrayal of the studied world, not an exact 
picture of it. 
 Charmaz (2006) essentially follows the original grounded theory method while emphasising 
theoretical sensitivity, theoretical sampling, treatment of the literature, constant comparative 
methods, coding, memoing and diagramming. Charmaz’s key variation is a constructivist view. 
Constructivist grounded theorists assume that both data and analyses are social constructions that 
reflect what their production entailed (Bryant, 2002). Constructivists regard the researcher and 
interviewee as collaborators in the generation of data. In contrast, objectivist grounded theorists, 
like Glaser and Strauss, follow the positivist tradition, taking data to be real without accounting for 
the process of its production, including its social context and the influence of the researcher and 
participants. Objectivists regard the researcher as an unbiased objective observer The objectivist 
theorist ‘discovers’ the external reality, and records it in an unbiased way (Charmaz, 2006). 
However, the constructivist theorist considers how, when, and to what extent the studied experience 
is influenced by hidden situations, positions or relationships, including their own. Constructivists 
seek to be aware of their own preconceptions and how they themselves affect the research. I support 
the constructivist view and therefore adopted Charmaz’s constructivist grounded theory 
methodology and epistemological position for these studies in order to better understand the 
management methods used by my practitioner participants. 
3.4.4 In-depth Interviews 
In-depth interviewing is a qualitative research technique employing intensive interviews 
with a small number of participants individually, “to explore their perspectives on a particular idea, 
program, or situation” (Boyce & Neale, 2006, p. 3). This approach is particularly useful for 
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exploring new issues in detail in order to discover a participant’s behaviour and thoughts on a 
matter. The rich background information obtained in each interview can be used to check 
information already obtained and shape further questions relevant to the topic (Singleton & 
Straights, 2005). Boyce and Neale (2006) outline the advantages and considerations of in-depth 
interviewing as follows: (a) they provide much more detailed information than for other techniques, 
for example a survey; (b) they can provide a more relaxed, frank and open atmosphere; (c) they are 
very time intensive; (d) the interviewer needs to beware of bias where the participant is selling an 
agenda; and (e) results are not generalisable due to small sample sizes. 
The in-depth interview process involves identification of the information sought, selection 
of participants, interview conduct, and analysis. Key characteristics of the in-depth semi-structured 
interview include open-ended questions. Questions should be worded to evoke more than a yes/no 
response. They should give respondents the freedom to answer the questions using their own words. 
Although there needs to be some level of pre-planning, the interview should also be conversational.  
The initial questions can be informed by previous interview responses, further informing following 
questions. The interviewer should seek understanding and interpretation as the interview progresses. 
The responses should typically be audio-recorded and complemented with written notes by the 
interviewer. These field notes may include observations of both verbal and non-verbal behaviours. 
Key references used for assisting semi-structured in-depth interviews include the Interview 
Protocol which outlines the pre-, during and post-interview process. The Interview Guide 
documents the introduction and lists the questions or issues to be explored. Some level of structure 
should be used to prompt exploration, clarification and confirmation of participants’ views on 
challenges and strategies (Kvale, 1996; Creswell, 2003; Flick, 2006). The analysis should include 
transcription and review for themes. In line with grounded theory, this must also include discussion 
with research colleagues, clarification of points with subjects and constant comparison where each 
interview is used to inform and clarify and build on the theory, thereby informing the next 
interview. 
According to Kvale (1996), quality is attained through the pursuit of “spontaneous, rich, 
specific, and relevant answers” (p. 145) using a conversational tone. The interviewer should steer 
the discussion and keep it on topic. The interviewer should pursue short questions and long 
answers. The interviewer should keep the flow of the conversation going using brief questions 
combined with active listening. Interpretation should occur as the interview progresses. Adherence 
to proper ethical standards should be maintained including maintenance of confidentiality, obtaining 
consent and avoiding any possible harm. 
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3.4.5 Focus Group Research  
Focus-group research is well established as a method across many disciplines (Krueger, 
1994; Morgan, 1997), especially for grounded theory construction (Charmaz, 2006), although the 
development of focus-group research in the social sciences represents a departure from the 
traditional interview and survey approaches (Morgan, 1988). Early proponents of focus-group 
research in the social sciences were Robert Merton and his colleagues (Merton et al., 1956). Morgan 
(1997) describes how focus groups may be used as a supplementary source of data to in-depth 
interviews. 
Defining Focus Groups  
Morgan (1998) describes the four purposes of focus groups in research as generating (a) 
research questions, (b) research design, (c) data collection, and (d) data analysis. Various 
researchers discuss the beneficial effects of focus groups in developing theory, including Catteral & 
Maclaran (1997), Morgan (1988), and Merton et. al. (1956). These effects include the following: 
 Group interaction widens the range of responses, activating forgotten details of experience, 
and releasing inhibitions that may otherwise discourage participants from disclosing 
information; 
 It facilitates idea snowballing, allowing the practitioners to build on each other's ideas and 
the ideas collected from the interviews to provide a more refined theory; 
 It gathers new interpretations of existing data; 
 Focus groups help provide deeper insights into the results in the practitioner’s own words; 
 The participants of focus groups check the plausibility of each other’s statements, improving 
the quality of the ideas or theory; 
 It assists in generating a hypothesis based on participants’ insights; 
 It brings out subconscious reasons for behaviour; 
 It can release inhibitions due to the group environment (Merton et al., 1956).  
The aim of the focus group is therefore to capitalise on group interaction in order to generate 
new ideas or more accurate insights (Krueger, 1994; Morgan, 1996).  Focus groups in social science 
research usually consist of five to ten participants across three to five focus groups (Morgan, 1997; 
Kitzinger & Barbour, 1999; Johnson & Christensen, 2004).  However, researchers also advocate 
smaller groups of three to five members to gain deeper insights into participants’ views (Kitzinger 
& Barbour, 1999). It should be pointed out that there does not appear to be clear evidence as to how 
these recommendations were arrived at (Onwuegbuzie & Leech, 2007). Group composition is 
considered important in determining the success of the group interaction (Kitzinger, 1994; Morgan, 
1997).  The comfort and interaction advantages of homogeneity should be balanced against the 
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stimulatory advantages of differences between participants (Kitzinger, 1994; Morgan, 1996).  
Consideration should also be given to how group interaction may adversely suppress discussion, 
when, for instance, one member dominates, or a minority view is suppressed or not expressed 
(Morgan, 1988). These considerations highlight the important role of the moderator in generating 
balanced and productive interactions while gathering relevant data in sufficient detail (Morgan, 
1997).  A number of texts are available to help guide moderators in this role (Krueger, 1994; 
Morgan, 1998; Morgan & Krueger, 1998), including guidance on selecting questions and a topic 
guide for structuring group interactions. 
In summary, focus groups are especially good for generating qualitative data from groups of 
people who share a common background to give new insights into the topics discussed. The design 
features that distinguish the focus group method from other qualitative research methods (i.e. group 
interaction) carry both strengths and weaknesses. Attention to the selection of participants, 
questions and the role of the moderator are of vital importance in designing a rigorous study.  
3.4.6 Generation of Theory 
Positivist definitions understand theory as a statement of relationships between abstract 
concepts that cover a range of empirical observations (Charmaz, 2006). To a positivist, a theoretical 
concept is a variable that has definable relationships that are testable in replicable ways. Positivists 
aim for generality and universality for the purposes of explanation and prediction. The disadvantage 
is that positivist theories can result in narrow, overly simplistic explanations. The theoretical 
perspective adopted in this thesis is interpretivism, which is focused more on understanding than 
explanation, and where understanding depends on the theorist’s interpretation. Strauss and Corbin 
(1998, p. 15) recognise that interpretive views mean that researchers necessarily interpret data. 
According to Charmaz (2006), “interpretive theories allow for indeterminacy rather than seek 
causality and give priority to showing patterns and connections rather than to linear reasoning” (p. 
125).  
For Strauss and Corbin (1998, p. 15), theory means “a set of well-developed concepts 
related through statements of relationship, which together constitute an integrated framework that 
can be used to explain or predict phenomena”. According to Glaser (1998), a theory is a set of 
probability statements about the relationship between concepts. Glaser (1992, p. 116) emphasises 
the “development of theoretical categories that serve as variables”. This view of grounded theory 
aligns with general views about what constitutes a theory. For example, Bacharach (1989, p. 498) 
defines theory as “a statement of relationships between units observed (variables) or approximated 
(constructs) in the empirical world”, which “aims to answer questions of how, when, and why”.  
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Charmaz (2006) postulates that grounded theory should meet the following criteria: “as 
close fit with data; usefulness, conceptual density, durability over time, modifiability, and 
explanatory power” (p. 5). Eisenhardt (1989) proposes that “a strong theory-building study yields 
good theory (that is, parsimonious, testable, and logically coherent theory) which emerges at the 
end, not beginning, of the study” (p. 548). Glaser (1992) emphasises the goal of “parsimony and 
scope in explanatory power” (p. 116). Parsimony is the quality of simplicity and efficiency (K. De 
Queiroz & Poe, 2001).  Eisenhardt (1989) adds two more dimensions also accepted by Glaser and 
Strauss (1967): (a) that, while not precise, a theory building study should give the reader confidence 
that the theory offers a reasonable fit with empirical data; and (b) it should provide new insights that 
have utility value.   
Propositions emerging from grounded theory are more likely to be internally valid due to the 
inductive nature of the grounded theory method. Data fitness is achieved by following proper 
grounded theory method so that the theory naturally fits the world from which it was inducted. To 
ensure data fit, I took care not to rely on logical deduction from extant literature to construct the 
theoretical model. The literature was included progressively according to its fitness with the 
observed data, enriching but not distorting the theory’s grounding (e.g. evolutionary theory).  A 
theory that closely fits the substantive data can be adopted and adapted by practitioners to their 
particular situations and requirements; therefore, it gives utility to the theory, which was the final 
characteristic mentioned above.  A good theory has utility when it: (a) advances scientific 
knowledge, (b) guides research to critical questions, and (c) contributes to enlightening professional 
practice (Van de Ven & Poole, 1995).   
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Chapter 4 Method 
This chapter outlines the actual method used for the studies described in this thesis. This 
research employed grounded theory using two complimentary integrated qualitative methods: in-
depth interviews and focus groups.  In keeping with grounded theory methodology, information was 
gathered from a variety of sources to triangulate findings and to inform developing the Theory for 
Managing Dynamism in Projects. 
4.1 Method for Study 1 - Interviews 
4.1.1 Objective and Aims 
The objective of this phase was to discover how project managers approach projects in 
dynamic environments, and to refine the theory of how best to manage projects significantly 
challenged by dynamism. The aims were to: a) determine what project managers perceive to cause 
dynamism in their projects; (b) identify whether, how, and why experienced managers across a 
range of industries encountering dynamic environments use five of the approaches proposed by 
Collyer and Warren (2009); (c) determine in which contexts project managers perceive five 
previously proposed project management planning approaches to be effective in practice when 
dealing with dynamic projects; and (d) identify new practical coping strategies employed in 
dynamic environments specifically to achieve management optimisation in those environments. I 
sought feedback, clarification, and constantly compared responses to confirm interpretations and 
build theory progressively from one participant to the next (Creswell, 2003; Yin, 2003). The spread 
of participants across diverse industries ensured that a broad range of approaches to managing 
dynamic environments were explored and commonalities identified.  
4.1.2 Participant Selection 
In line with grounded theory, sampling was aimed at theory construction not population 
representativeness (Charmaz, 2006, p. 5). Purposive and theoretical sampling techniques were 
employed to recruit 31 project managers to participate in the study. Participants represented ten 
different industries (construction, aerospace, international community development, 
pharmaceutical, defence, film production, scientific startups, venture capital, research, information 
technology). Purposeful sampling was used to minimise collection of novice or less proven 
strategies and to identify the most relevant participants. Participants were required to have the 
following attributes: (a) be senior project management practitioners or process designers, (b) have at 
least ten years experience, (c) be working in an organisation that had been operating for at least ten 
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years, and (d) demonstrate they were significantly challenged by the dimension of dynamism with 
reasonable examples. The spread of participants across diverse industries ensured that a broad range 
of approaches to managing dynamic environments could be discovered, and any commonalities 
identified. Any identifying information was removed from transcripts. Participants’ labels, 
descriptions, and roles are presented in Table 4.1.  
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Table 4.1. Interview Participant Information (Part1/3) 
Label Industry 
 
Example Project  and Role Interview Type 
Const1 Construction 
 
Planning engineer for joint 
venture road tunnel 
construction 
1 face-to-face 
1 via email 
Const2 Construction 
 
Project office manager for 
green-power generation  
1 face-to-face 
Space1 Aerospace 
 
Project management leader 
for government space agency 
1 face-to-face 
Aid1 International 
Community 
Development 
Post-conflict-reconstruction 
project manager for 
international aid agency 
1 via email 
Aid2 International 
Community 
Development 
Community development 
project manager for aid 
agency in Middle East 
1 via email 
Aid3 International 
Community 
Development 
International post-disaster 
recovery-aid project manager 
2 via email 
Pharm1 Pharmaceutical Manager of a program of 
drug-development projects  
2 via email 
 
Pharm2 Pharmaceutical Manager of a drug 
development project  
1 face-to-face 
DefSvc1 Defence Military campaign manager - 
regional assistance (post-state 
collapse – Solomon Islands) 
2 face-to-face 
DefSvc2 Defence Military campaign manager - 
regional assistance (post- 
conflict – Timor) 
1 face-to-face 
DefSvc3 Defence Military procurement 
program manager – fighter 
jets, warships, etc. 
1 via telephone 
Film1 Film Production Documentary film production 1 face-to-face 
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manager 
Table 4.1. Interview Participant Information (Part2/3) 
Label Industry 
 
Example Project  and Role Interview Type 
Film2 Film Production Feature film director. 1 face-to-face 
Film3 Film Production Feature film producer and 
director 
1 face-to-face 
Startup1 Startup in 
Science/Technol
ogy 
Manager of a project to 
develop new power-storage 
technology 
1 face-to-face 
Startup2 Startup in 
Construction 
Manager of a series of 
projects to develop new 
power-generation 
technologies 
1 face-to-face 
VentCap1 Venture Capital Manager of a program of 
venture capital projects 
1 via email 
Research1 Research Manager of a research 
program 
1 via email 
Research2 Research Manager of several research 
projects 
1 via email 
1 face-to-face 
ITSvc1 Information 
Technology 
Information technology 
project manager 
1 via email 
ITSvc2 Information 
Technology 
Information technology 
software development project 
manager 
2 via email 
 
ITSvc3 Information 
Technology 
Project manager of new data-
centre design and 
construction 
1 via email 
 
ITSvc4 Information 
Technology 
Project manager of IT 
infrastructure provision  
1 face-to-face 
ITScvc5 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc6 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
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Table 4.1. Interview Participant Information (Part3/3) 
Label Industry 
 
Example Project  and Role Interview Type 
ITSvc7 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc8 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc9 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc10 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc11 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
ITSvc12 Information 
Technology 
Project manager of IT 
infrastructure provision 
1 face-to-face 
 
Participants n=31; Interviews n=37; Face-to-face n=22; Via Email n=14; Via Telephone n=1; Second 
Interviews n=6 
4.1.3 Conduct of the Interviews 
In-depth interviews were employed to explore, clarify, and confirm participants’ views on 
challenges and strategies in dynamic environments (J. Creswell, 2003; Flick, 2006). Thus, 
interviews allowed the participants to elaborate on their understanding of the related issues and 
explore their understanding of the problem and the relevance of strategies used in addressing 
change in project management environments. Ethical approval for this study was made by the 
Ethics Committee of the University of Queensland School of Geography, Planning and Architecture 
on 10 December 2008. Interviews were conducted during 2009 in the participants’ workplaces. 
Participants were given an Information for Participants guide and asked to sign Interview Consent 
Forms. 
In total I conducted 37 interviews with the 31 participants. Of these interviews, 22 were 
conducted face-to-face with participants, which allowed issues to be immediately clarified and 
explored; 14 were conducted via email exchange; and one was conducted via telephone. The 
various modes of interviews enabled the research to include project managers who were 
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geographically distant, time poor, or otherwise unable to attend a face-to-face interview. Following 
an analysis of the interviews, and because of the depth of the interviews, only six of the participants 
required a second interview in order to verify and expand upon their responses and to confirm or 
clarify my interpretation of the data. The face-to-face interviews generally allowed more in-depth 
exploration of the issues than the other interviews. 
In the interviews, participants were asked to discuss their experiences of rapid change as 
well as give theoretical methods for managing change, and to illustrate their responses to questions 
with pertinent examples. Each interview began with the open question, “what do you think are the 
causes of dynamism in your industry, and the project management challenges created in managing 
this dynamism?” Participants were asked about forms of management control they use to align work 
with an objective, and to identify approaches that they believe have been useful for dealing with 
rapid change in their project environments. 
In line with grounded theory, interview transcripts and field notes were analysed as data 
collection progressed. This constant comparison involved continuously drawing interpretations and 
refining concepts from one participant to the next (Taylor & Bogdan, 1998; Creswell, 2003; Yin, 
2003). The results of each interview were fed into the subsequent interview to develop and refine 
the emerging theory of how to manage rapid change. 
4.1.4 Document Search  
A background document search was conducted on each participant’s company to investigate 
project management approaches described in publicly available documents. This involved using 
internet searches on the company’s name, reviewing the company’s own website and any news or 
academic items on the company’s projects. A review of these items helped to contextualise the 
stories provided by participants in their interviews. 
4.1.5 Field Notes  
During and after interviews, the researcher took field notes of their interpretations and 
impressions of the data given. The field notes were used to help guide subsequent interviews, 
promote a constant comparative analysis (Taylor & Bogdan, 1998), and formed the basis of 
discussions to verify interpretations. 
4.1.6 Transcription of the Data 
All digitally recorded face-to-face interviews were transcribed verbatim with identifying 
information deleted or changed and all written email responses were de-identified and inserted into 
Word documents. In the transcripts and documents, participant names and company names and any 
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information that might potentially identify participants was deleted or replaced with general 
descriptors (e.g. city, company, director). Clarifications are included inside round parentheses in the 
transcription. Words that were audibly emphasised are capitalised. Participants were sent written 
summaries of their interviews with an invitation to amend or add to the information. 
4.1.7 Data Analysis 
Interview transcripts and field notes were analysed and coded according to incident as data 
collection progressed in line with the grounded theory method. This constant comparison involved 
continuously drawing interpretations and refining concepts and questions from one participant to 
the next (Taylor & Bogdan, 1998; Creswell, 2003; Yin, 2003; Charmaz, 2006). Transcripts were 
read and re-read for codes and concepts relating to the research questions. Memos were written in 
parallel with initial coding. The data was explored for any possible alternative interpretations (Flick, 
2006). Due to the complexity of the concepts and the small sample sizes, software-based text-
analysis tools were considered unnecessary. Interview transcripts were coded according to the 
content themes that were then organised into broader categories of meaning and themes as they 
emerged (Creswell, 2003). The unit of analysis was the project-management approach used by 
organisations conducting project management in dynamic environments. The constant comparative 
analysis of interview data facilitated the analysis across multiple participants and comparison across 
industries.  
4.1.8 Verifying and Confirming Interpretations from the Data 
Participants were sent transcripts and interpretations with an invitation to amend or add to 
the information. This procedure enabled the researchers to verify that the themes identified were an 
accurate representation of the participants’ intended meaning (Creswell, 2003). 
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4.2 Method for Study 2 – Focus Groups 
4.3 Objective 
In line with grounded theory, focus groups were employed to extend on the results of the 
first study and use them to generate new ideas and more accurate insights (Krueger, 1994; Morgan, 
1996; Flick, 2006) and to provide a level of triangulation.  The study was designed based on 
traditional focus group research methods (Patton, 2005).  Patton defines a focus group interview as 
being one with a small group (of six to eight people) on a specific topic lasting for one-half to two 
hours (2005).  
4.3.1 Participant Selection 
Purposeful sampling was employed to identify participants who were experienced 
practitioners or process designers with at least 10 years of experience from organisations that had 
been operating for at least 10 years. They needed to provide examples of how they were being 
challenged by a strong dimension of dynamism in projects. Three focus groups were conducted 
using a total of 16 practitioners, as described in Table 4.2 and Table 4.3. Three focus groups were 
run to allow triangulation of results and to mitigate the effects of face-to-face versus on-line. The 
three groups were undertaken in this way: 
 1 international face-to-face focus group in Washington, U.S. 
 1 local face-to-face focus group in Brisbane, Australia 
 1 international online focus group using a web conferencing application. 
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Table 4.2. Focus Group Type, Technique, Number of Participants, and Location 
Code Focus Group 
Type 
Technique #Participants Date & Location 
FG1 International Face-to-face 4 June 2010 
Washington, U.S. 
FG2 National Face-to-face 7 June 2011 Brisbane, 
Australia 
FG3 International Online 5 July 2011 Online 
convened from 
Brisbane, Australia 
 TOTAL  
16 
 
 
Table 4.3. Focus Group Participant Descriptions 
Label Industry  Example Project and Role Focus 
Group 
PartA-FG1 Aerospace Product development for a space launch 
company 
FG1 
PartB-FG1 R&D R&D project to develop new ways of doing 
air-conditioning 
FG1 
PartC-FG1 Generic Author of project management guide for 
international aid projects 
FG1 
PartD-FG1 Healthcare Software development of new healthcare 
system 
FG1 
PartG-FG2 IT -Generic Software development in IT FG2 
PartH-FG2 IT - Software Software development in IT FG2 
PartI-FG2 IT - Networks Adoption of new type of email service FG2 
PartJ-FG2 IT - Generic Software development in IT FG2 
PartK-FG2 Software 
Development 
iPhone and Android app development FG2 
PartL-FG2 IT Networks Rapid large-scale wireless network rollout FG2 
PartM-FG2 ICT Rapid HR system deployment FG2 
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PartO-FG3 Engineering New traffic control system deployment FG3 
PartP-FG3 Humanitarian 
Aid 
Post-conflict reconciliation project FG3 
PartQ-FG3 Post Conflict 
Reconstruction 
Post-conflict reconstruction project FG3 
PartR-FG3 Humanitarian 
Aid 
Disaster aid project FG3 
PartS-FG3 Aerospace New space vehicle development FG3 
 
4.3.2 Conduct of the Focus Groups 
All of the focus groups were moderated by myself. I began by explaining dynamism, giving 
example challenges, and then encouraging participants to discuss their experience with such 
challenges and offer their solutions. Participants were asked to respond expansively, without 
restraint, so as to encourage open attitudes towards new ideas and tolerance of preconceived and 
diverse views. The results of the previously held in-depth interviews were also used to guide 
discussion and gain more accurate insights and as examples to prompt new ideas. Moderators 
sought to obtain the views of all participants, trying to ensure that dominant individuals’ views did 
not overshadow others’ but taking note of any dominant views emerging out of consensus and 
discussion. Reserved participants were encouraged to give their views and expand upon the points 
made by more active participants. Moderators tried to keep discussions on topic and allow issues to 
be explored (Morgan, 1998), taking field notes during the discussions. All focus groups were 
digitally audio-recorded for later transcription. Ethical approval for this focus group study was 
granted by the University of Queensland Business School Ethics Committee on 2 August 2010. 
Participants with given an Information for Participants guide and signed Focus Group Consent 
Forms. 
4.3.3 Transcription of the Focus Groups 
Recordings were transcribed verbatim. To protect the identity of participants, all identifying 
information was removed. General descriptor labels were applied, using the format illustrated by 
the example PartA-FG1, which refers to a focus-group participant who is from focus group one. 
Clarifications are included inside round parentheses in the transcription. Words that were audibly 
emphasised are capitalised. Each participant was sent a copy of their focus group transcript with an 
invitation to amend or add to the information, none of whom did so. 
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4.3.4 Data Analysis 
Focus-group transcripts were analysed and highlighted for themes (Morgan, 1988), with 
areas of consensus and disagreement noted. Due to the complexity of the concepts and the small 
sample sizes, software-based text-analysis tools were considered unnecessary. Microsoft Word was 
used to add comments and highlight key parts of the text. I coded the transcripts according to 
content themes, identifying initial codes and writing memos. The resulting Word documents were 
reviewed by my three supervising colleagues who added their own interpretations in the comments 
feature of Word so as to reach consensus on interpretations. An example is provided in Figure 4.1 
with initial descriptive codes identified to each researcher using their initials. My supervisors and I 
then met to discuss the data and their interpretations, to arrive at consensus over the content themes 
arising within and across the focus groups. Based on the reading and re-reading of transcripts, field 
notes, and discussion with colleagues, I wrote a summary of the content themes of each focus group 
that reflected the content themes (Krueger, 1994). Initial codes were translated into focused codes 
and finally theoretical codes, which in turn were used to write the results section of the relevant 
papers or thesis. 
 
Figure 4.1. Example of Focus Group Thematic Analysis 
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4.3.5 Verifying and Confirming Interpretations from the Data 
Each participant was sent a summary of the combined analysis of the three focus groups and 
invited to comment on whether they were a fair representation of their views.  Seven of the sixteen 
participants sent emails that provided feedback on the analysis of the focus-group transcripts: one 
from FG1, four from FG2, and two from FG3. Three of those participants provided multiple 
subsequent clarifications on their responses. This procedure enabled the researchers to verify that 
their identification of themes accurately represented the participants’ intended meaning (Creswell, 
2003).  
4.4 Procedures to Enhance Quality in the Study 
Verification of Findings: Procedures were built in to allow verification of findings at various 
stages of the theory development (Denzin, 1989), including: (a) drawing information from a variety 
of sources; (b) using a variety of methods in collecting the data (in-depth interviews and focus 
groups); and (c) involving a number of researchers verifying interpretations of the data (four 
supervising researchers).  
Expert Interviewer: Grounded theory considers the researcher’s experience in the field of 
enquiry as facilitating the research, because it makes the researcher: (a) more sensitive to what is 
going on, and (b) more effective in extracting information from participants (Glaser, 1998).  This 
was relevant due to my professional experience in the field under research. Additionally, the 
grounded theory method facilitates the capture of the researchers’ experience while reducing any 
bias this might bring. I had a background as a practicing project manager with 20 years’ experience 
on a variety of project types. I therefore informed the research as an expert interviewer, alert to 
many of the issues facing the project managers, using this to help ensure interviews were both 
relevant and extensive in capturing new ideas.  
In line with the constructivist grounded theory approach (Charmaz, 2006), I was sensitive to 
my own experiences and influences that would be likely to affect my analysis. I am a project 
manager practitioner with 20 years of theoretical and practical experience. I have predominantly 
worked in the IT industry but have also managed a number of construction projects. I have a 
Masters degree in project management and a number of project management qualifications, 
including PMP and PRINCE2 Practitioner. Although my knowledge awareness and views may have 
influenced my role in the interviews, the impact of this upon participants’ discussion was minimised 
as I did not discuss my own experience or any pre-existing views during the interviews. 
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In-situ verification and confirmation of interpretations: Throughout the interviews and focus 
groups, the researcher checked and clarified meanings with the participants in order to achieve a 
shared understanding of the issues (Riessman, 1993).  
The audit trail – Transcription and field notes: Just as there is a gap between a person’s 
interpretation of an experience and their recounting of the experience, there can be a gap between 
the telling of an experience and the textual representation of it (Riessman, 1993). Therefore, 
transcription was treated as an important part of the analysis. Interviews were audio-taped and 
transcribed verbatim to provide texts that reflected the discussions that took place in the interviews 
and focus groups as accurately as possible. The transcriptions were also checked carefully for 
accuracy and combined with the interviewer’s perceptions, which were in the form of field notes 
recorded during the interviews. As well as recording the researcher’s responses to the data, these 
notes allowed the researcher to capture possible new themes, which would then provide a means to 
stimulate thought and discussion (Strauss & Corbin, 1999). Memo-writing was used to facilitate the 
process of looking at codes, categories and concepts and the relationships that exist between them. 
Memos were written at all stages of the data collection, including during initial coding, 
focussed coding, expansion of categories and particularly in the latter stages to enhance the 
development of my theory. The ‘freewriting’ technique (Charmaz, 2006) was used to get ideas 
down on paper as quickly as possible without concern for grammar or logical organisation. The tone 
of the writing was informal with an emphasis on free flow of ideas rather than refined arguments. 
As the study progressed, the memos became more focussed and drew more heavily on evolving 
codes and categories. The raw data (transcripts) combined with the field notes and memos provided 
a means for supervisors to confirm or comment on the interpretations of the data. The example of a 
memo shown in Figure 4.2 was written early in the study at a point where I was considering how 
the participants embraced change. 
 
Memo – Embracing Change, 5 May 2009 
The construction participants appear to be more resistant to change… This may be because they 
have much higher costs and implications for cancellations or changes. Their culture seems to have 
more bravado so that may also be a factor. Another factor could be the physical safety risk.. if a 
building collapses that will usually have more implications than a software program failing. 
Possibly there is a relationship between safety and change aversion. 
 
Figure 4.2. Memo on Embracing Change 
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Verifying interpretations with participants: For all the data collected, the researchers’ 
interpretations were verified with the participants who had the opportunity to refute, confirm or 
adjust interpretations (Lincoln & Guba, 1985). The active dialogue with colleagues proceeded 
through all phases of the study, from reviewing the literature to data collection and analysis and 
writing up the research results. In writing the results of this study, I aimed to accurately represent 
the perspective of the participants and make contributions to the field by analysing their 
perspectives according to the established theoretical frameworks. In reports on the findings, 
excerpts of raw data were used to illustrate the findings and allow the reader to judge the 
plausibility of the conclusions. 
4.5 Anticipated Limitations 
The approach used in this study relies upon participants’ own perceptions of dynamism. 
While meeting the aims of this qualitative study, the results cannot be generalised to all project 
managers within each of the participants' industries.  Therefore, results on project management 
approaches for dynamic environments will require further investigation within and across specific 
industries to inform the extent to which the approaches are used and their relative merit. 
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Chapter 5 Study 1, Part A: Interview Results – Project Planning Styles in Dynamic 
Environments 
5.1 Introduction 
The first study involved interviews with practitioners, and followed a topic guide that 
included categories of approach taken from the literature review to identify approaches used in 
practice. This chapter contains the first half of the results of the first study, those relating to 
planning (‘Part A’). The results relating to culture, communication and leadership (‘Part B’) are 
presented in the next chapter. 
Results relating to planning included environmental manipulation, emergent planning, 
staged releases, competing experiments, and alternate controls. This chapter includes raw data 
extracts from the focus-group transcripts to illustrate content themes. In order to reduce replication 
across the chapter, results and elements of discussion are presented together (Patton, 2005; 
American Psychological Association, 2010). The chapter incorporates the published paper “Aim 
Fire Aim – Planning Styles in Dynamic Environments” (2010b) in presenting some of the results of 
the interviews. The resist-change approach was considered more appropriate for static 
environments. Most participants reported that their organisation needed to embrace dynamism in 
order to remain viable. I will now present and discuss each of the approaches along with any 
clarifications. Change drivers identified by the participants included competition, the market 
including customer requirements, and technology, with its effect on tools and materials.  
5.2 Change Causes 
From the participants’ responses, the three main themes associated with change causes were: 
(a) changing materials tools and inputs; (b) changing relationships with other related projects, 
services or products; and (c) changing goals. 
5.2.1 Changing materials, resources, tools and techniques during the project lifecycle 
Research1 reported a complete environmental turnover every six to ten years and how the 
unpredictability of their materials or resources made planning extremely difficult. Startup1 reported 
“we have no option but to change the material, and we are inventing techniques as we go”. The IT 
participants highlighted how popular software products are updated and change characteristics on 
an almost weekly basis. 
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Traditional approaches to project management planning use progressive elaboration to break 
complex goals into smaller components. If the properties of the materials change on a weekly basis, 
the process can become counter-productive (Collyer & Warren, 2009). ITSVC2 described how “the 
size of the learning curve is not predictable; expertise is ‘lumpy’ which creates resourcing/ 
scheduling issues; Testing of all aspects of new technology is difficult and time consuming”.  
Startup2 reported “we are leading the way in a new industry. There are many unknowns. Essentially 
we don’t know what’s down there until we get in and do it”. 
 
5.2.2 Changing relationships with other related projects, services or products 
Managing multiple interdependent dynamic projects could amplify the planning problem for 
each project significantly.  A change in one project can create a change in another. Rapid changes in 
all projects make prediction difficult. ITSVC2 cited high levels of system interdependence. The 
interrelationships were so complicated that representations were considered to be almost as complex 
as the product systems, and just as time-consuming to maintain. The ITSVC participants 
highlighted how they have to run an IT project to replace a running service with ones still being 
written by a vendor, interacting with several other services in very complicated ways, where each 
interacting service was also changing rapidly. Detailed planning in these circumstances seemed to 
be a significant challenge. 
5.2.3 Changing Goals 
An example of changing goals was given by Film2 who reported that “film making is such a 
fickle business, because it’s partly determined by the whim of the broadcasters and what they might 
have determined they need for a particular year”. Film3 lamented significant changes in government 
policy that affected investment. DefSvc1 summarised the impact of competition on goals by saying 
“the enemy is constantly trying to figure out what your intent is and seeking to undermine it”.  
ITSVC3 reported how “in volatile environments, such as the current global economic crisis, 
business strategies often change quickly in order to meet the market conditions at the time”. 
These results provide insight into how practitioners perceive the causes of change, and that 
they believe it is necessary for projects to respond and adapt to these causes and embrace rapid 
change in some project environments (Rothwell & Zegveld, 1985; Perrino & Tipping, 1991, p. 87; 
Sugden, 2001; Dodgson, 2004; G. R. Jones, 2004b; CSIRO, 2007). 
5.3 Strategies to Optimise Planning in Dynamic Environments  
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In the following section, results related to planning approaches for managing the dimension 
of dynamism (Collyer & Warren, 2009) are presented. Approaches included: make static; emergent 
planning; staged releases – scope reduction; competing experiments; alternate controls. 
5.4 Make Static Approach 
One approach to dealing with rapid change in the project environment is to attempt to make 
it static and shield the project from environmental impacts (Collyer & Warren, 2009).  Study 
participants were asked to comment on and provide examples of this approach. Two participants 
provided support for this strategy as being effective in their environment. Const1 described why 
they resisted change vigorously and said “change leads to chaos. There should be order and 
discipline”. Similarly, Aid1 indicated that this approach, although suboptimal, was entrenched in 
the organisation, as “the large bureaucratic structure tends to view enacting process as the way to 
mitigate risk on projects as opposed to relying on people to mitigate risk (i.e. recruitment of expert 
managers)”. 
All other participants did not support the ‘make static’ approach and indicated a preference 
for strategies that actively embrace changes more rapidly in the project in response to changes in the 
project environment. These participants generally argued the ‘make static approach’ would be 
counter-productive, and that embracing change was necessary for the survival of the organisation 
and for the success of the project. Participants argued some forces could not be contained by the 
‘make static’ approach. For example, Defsvc1 illustrated the impact of competition in mitigating 
any efforts to maintain a static environment. The participant described how, despite high levels of 
planning, in the battlefield environment, “plans only survive the first shot”. Pharm2, Const2 and 
ITsvc3 all argued that their organisation’s very existence was dependent on them adjusting projects 
to suit a dynamic market. Film3 reported that production would not work if they did not make many 
changes due to the sheer number of factors that cannot be determined until filming commences. The 
venture capital participant reported “we have to be responsive to the external environment at all 
times. This includes both the technology environment and the investment environment”. 
Both defence service participants related how their organisations had been forced, over 
decades, to change strategy from resisting change to embracing it. They offered examples of how 
the resistance to changing materials had been used in the past to maximise the reliability and 
predictability on its endeavours. For example, the main battle rifle remained static for two decades 
thereby helping achieve reliable storage, maintenance, distribution, and training processes. Since 
then, the services have been forced to embrace higher rates of change in order to stay competitive, 
and the average soldier now carries US $20,000 worth of high technology into campaigns 
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(including night-vision and laser-targeting scopes). The loss of precise control, reliability and 
predictability that came from embracing rapid change was considered a more fruitful strategy than 
the loss of the competitive edge that came from resisting it. Adaptability is regarded to be the key 
capability in a dynamic environment. 
In summary, all but two of the participants reported they must embrace the rapid change to 
achieve their goals. For these participants it was more effective to employ strategies that quickly 
and efficiently embrace change in the project environment rather than resist or precisely control the 
changes. This conclusion is consistent with previous discourse, which states that changes can occur 
at rates that make traditional change management a disadvantage (Sachs & Meditz, 1979, p. 1081; 
Ashton et al., 1990; Sugden, 2001; Williams, 2004).   
5.5 Emergent Planning Approach 
The strategy ‘emergent planning’ was strongly supported across the interviews, with all but 
one participant (Const1) giving detailed examples of its use. Indeed, when considering all of the 
strategies discussed, emergent planning attracted the greatest consensus across participants in the 
group who claimed to be challenged by dynamism. For example, ITSVC1 reported “I like to lay out 
the major phases / deliverables / milestones at the outset, but only plan the detail for the phase I'm 
about to start”. Ventcap1 related how “while an overall plan was in place to start with, the 
individual stages are often revised”. Contrasting one of the construction participants with the 
defence participants regarding safety may illuminate an interesting factor in deciding whether to 
embrace or resist change. For each one of these participants, the embrace-change strategy carried 
very high risks, but for the defence case, the risks of resisting change were even higher. The defence 
participants reported that embracing and adapting to change during a military campaign reduced 
overall risk. They therefore employed rapid adaptation principles, such as delegated control and 
management by objective.  
For the construction participants, embracing change increased financial and physical 
security risk while providing little advantage of any kind. This led them to adopt principles that 
resisted change, such as strict centralised control implemented against detailed static plans. In the 
construction example, the planner described how they strongly resisted change unless it was 
necessary to bring work back in line with the plan. The construction-planning engineer said: “If an 
order is wrong it’s better to follow that order to avoid chaos”. It may be that the construction 
industry achieves its safety and financial imperatives adequately through strict management of and 
resistance to change. Indeed, this may also be possible in an industry where there are relatively slow 
rates of change in tools and techniques, offering little advantage to those who embrace them in the 
course of a project. Where the benefits of embracing change do not outweigh the benefits of making 
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static, the preference in some industries may be to maintain order and make static in order to obtain 
other benefits such as financial predictability and safety. 
In emergent planning, time is of the essence. DefSvc1 paraphrased General Patton who 
served in World War 2, by saying “a reasonable plan executed in a timely fashion is better than a 
perfect plan hatched in a prison camp” (Province, 1983, p. 165). The participant also referred to a 
quote commonly attributed to Prussian General Karl von Clausewitz, that “the greatest enemy of a 
good plan is the dream of a perfect plan” (Clausewitz, 1873) to illustrate how in a dynamic 
environment excessive expenditure attempting a flawless/riskless plan overlooks the much larger 
risk of failing to capitalise on limited windows of opportunity.    
Given the high levels of support for emergent planning in this study, a useful approach for 
project management in these environments may include that: (a) planning detail should be 
proportional to the accuracy of the information, and (b) planning to gather the missing information 
more quickly than the environment will change. A detailed up-front plan in a dynamic environment 
may mislead the sponsor, while a high-level framework plan (J. R. Turner & Cochrane, 1993) with 
detail completed in rolling waves will be more realistic and easier to adapt and manipulate. In 
summary, emergent planning seems to be the most fundamental approach for dynamic 
environments and this has implications for predictability in terms of budgeting, resource planning 
and strategy. 
The green-power-generation startup participant (Startup2) revealed some of the challenges 
with emergent planning when they said:  
Earlier stages do inform later stages but in more of an informal, unplanned way …Running a 
pilot is fundamental to the business plan. It’s a proof of concept. The business plan is set up 
to deal with this uncertainty. Some people would like to reduce overlap between stages and 
do things more sequentially to reduce the variability in the planning. For instance its hard to 
finalize the design of the power station without well outputs, which depend on the results of 
the subsurface work. The solution we are trying to work with is to design 
scalability/adjustability in subsequent stages (e.g. power generator) to allow them to adapt to 
the results of the early stages as they become known. (Startup1) 
Startup1 went on to describe how they used this approach by defining the major deliverables 
and then tackling one milestone after another using a rolling wave. ITSVC3 described how they use 
this approach and how there was no alternative: 
I have experienced this during a global rollout of a new DHCP and DNS infrastructure for a 
major global investment bank. Essentially, it involved replacing a legacy non dynamic 
DHCP global infrastructure with a new dynamic infrastructure. The impact of this was 
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replacing approximately 700,000 IP addresses globally. Prior to deployment a significant 
amount of testing was completed and it was believed that a full understanding of the full 
impact on equipment and applications was obtained. However, during implementation it 
became clear that there were many regional based applications and environments that were 
impacted differently. As a result the rollout was completed country by country and data was 
gathered after every implementation in order to prepare for the next. It is not an ideal way to 
complete a project, however in some environments it is not practical to complete in other 
ways (ITSVC3).  
All but one participant (Const1) were able to give an example of emergent planning 
techniques, including prototypes, pilots and experiments. For example, Film3 described how the 
developers of “Who Wants to be a Millionaire”, syndicated in 100 countries, was piloted seven 
times before being released. Even Const1 provided examples of how the results of the first tunnel 
construction project significantly altered plans for subsequent tunnels.   
The ITSVC2 approach of a framework plan followed by rolling wave is an example of the 
approach advocated by Turner and Cochrane (1993). Similarly, Boehm and Seewaldt (1984) 
compared the effectiveness of specifying and prototyping and found that prototyping was nearly 
twice as efficient although less robust. According to Snowden’s (2005) Cynefin framework, in 
complex un-ordered environments interactions between multiple agents can be identified using a 
probe-sense-respond approach, where ‘knowing’ was emergent and required experimentation. 
From the participant’s responses, a conceptual framework for emergent planning in a 
dynamic environment was formulated: 
 Start with a high-level framework plan; 
 Gather details for components that are likely to remain static and independent of dynamic 
components; 
 Start resolving details for dynamic items early with late design freeze, using: 
a. Recursive design cycles, for example, film scripts; 
b. Tests or experiments;  
c. Prototypes, if affordable (e.g. story boards); 
d. Pilot of prototype, to gather data from real users 
A synthesis of these approaches is contained in Table 8.1.  
5.6 Staged Releases Approach – Scope Reduction 
Pharm2 reported how they initially brought drugs to market with only their “lead indicators” 
developed, and later developed the drug to its full potential. Startup1 reported how they were 
initially developing their hydrogen storage technology only for the industrial market, with a view to 
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expanding applications if that was proven. Const1, ITSvc1, Startup1, and Startup2 also gave good 
examples of this approach. Startup2 tested its new power-generation process on a very small scale, 
initially providing power for a small town, before exploring the potential to power an entire state. 
An anecdotal example provided by Pharm1 was how Rituximab, (developed by Biogen Idec and 
Genentech) was initially developed to treat one type of cancer patient group and when that proved 
successful, it was expanded to treat others and later arthritis.  
In dynamic environments, projects can be challenged by short material lifecycles, and 
changing goals. Not only are larger projects more likely to fail (Standish-Group, 1994; C. Jones, 
2003) but the longer a project takes the more likely the end result will not match a changing 
environment (goals) and changing materials (inputs). In dynamic environments, this can be 
mitigated by reducing project delivery timeframes. It is proposed that it be achieved in the 
following ways:  
a) A minimal scope Stage One is delivered to obtain real world feedback as quickly as possible. 
The objective is to minimise effort on unsuitable approaches and to reduce the amount of time 
the environment has to diverge from the plan. Advantage may also be gained from using a 
project delivery timeframe that is compatible with component and product lifecycles. In 
dynamic environments, this can be achieved by scope reduction, fast tracking, staging, etc. 
b) Real world feedback is obtained on the performance of the product. This is particularly useful 
when the tools and techniques might be poorly understood at the start of the project (Collyer & 
Warren, 2009). For example, a budding author might be advised to try their hand at writing 
short stories before investing years in writing a novel, only to find their style needed major 
improvement.  
c) Subsequent stages are customised to better suit the actual environment at the time that each 
stage is delivered, adapting to the likely changes along the way (Collyer & Warren, 2009). To 
use a military analogy, “aim, fire, aim”, not “ready, aim, fire”. 
5.7 Competing Experiments Approach 
Participants also reported examples of the competing-experiments approach. Film2 reported: 
I’ve got at least five projects out and about in the market place, with different producers and 
different people, at different stages of consideration and it’s exactly that multi-layered 
approach that’s enabled me to survive. On average, for instance, a documentary maker 
estimated that one in twenty experiments turn out, and I would say, from my own 
experience, that that figure is accurate…..in the film business it is an essential survival 
mechanism as the industry is both fickle and intensely competitive.   
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Film3 reported “We have got at the moment about 21 film scripts in development, and we are 
aiming to make two or three a year”. The venture capitalist, VentCap1, reported how they initiate 
multiple endeavours, accepting higher risk in the early stages, expecting that some will be “killed 
off”, and their resources redirected. Space1 reported that parallel experiments were “fairly 
common” and believed that “cancellations are good and healthy” because it was better to cancel 
during conceptual phase, when projects are competing against other projects. 
Const2 related how during the construction of an airport runway they actually built several 
different experimental designs to see which would work best. As a result, they won the bid and 
saved nine months on the schedule. The Pharm1 participant reported how scientific process taught 
them how unsuccessful experiments can teach as much as successful ones. Conversely, Const1 
reported they were not using experiments for reasons of cost. Startup2 said they were collecting 
data through staging independent, self-sustaining pilots. Each version of the pilot justified itself 
based on revenue generated by that pilot.   
Cooper (2005) talks extensively about the need to brave in cancelling failing projects, and 
following are some examples of competing experimentation from outside the participant group: 
 When IBM discovered that it was falling behind in the microcomputer market, it launched 
secret research teams that competed against each other (Lambert, 2009). The most successful 
approach was taken to fruition and changed the computer industry forever. 
 When NASA was developing the decent engine for the lunar module on the Apollo program it 
was unsure of the design of the lunar module itself, and so it initiated two competing 
endeavours for the motor. After some years NASA decided on the one that proved most 
appropriate for the final module design (Pich et al., 2002). 
 Sobek at al. (1999, p. 75) relate how car manufacturers develop a number of prototypes in 
parallel, choosing the ones that give the best market reaction. 
 Film directors shoot multiple endings choosing the one that receives the best reaction from the 
test audience. 
 While making the movie Star Wars Episode I: The Phantom Menace, director George Lucas 
discovered that one of the robot characters was malfunctioning. To mitigate the high production 
costs of a delay he commissioned competing teams on the other side of the world to develop a 
more reliable design and fly in for a decision before recommencing shooting only a few days 
later (Lucas, 1999). 
While there may be an additional cost to duplicate effort in parallel experiments, the results 
of this study indicate that the approach offers a number of advantages in environments with 
significant unknowns and variability, including: 
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 Potential quality improvements: Where the correct approach is unclear, it can be used to 
discover the approach most likely to achieve the project’s objectives.  
 Potential time savings: In a dynamic environment it is important to deliver value relevant to the 
environment before it significantly changes, so by testing approaches in parallel the project may 
be more likely to discover a solution before too much change or expenditure is incurred.  It also 
allows direct comparison between mutually exclusive options. 
 Potential cost savings: In a dynamic environment, parallel experiments may help identify the 
most effective approach before too much money is committed.  The other advantage may be in 
resource management, as a means to maximise resource usage by keeping the pipeline full. For 
instance, as Film2 advised, “if you have two or three things on, and one is pushed back to next 
year, you take another project and work out what you can do to accelerate it to this year.” 
In a dynamic environment, parallel experiments allow direct comparison of alternative 
approaches. Each approach may be adequate for the task, but parallel experiments allow the most 
advantageous one to be identified quickly and dead-ends removed before too much effort is 
expended. It can take courage to cancel endeavours before they are complete but this does allow 
resources to be redirected in a way that maximises overall productivity. This would suggest an 
organisation with a reasonable project-cancellation rate may be healthier than one with no 
cancellations, or at least claims to have none. In relating their venture capital project portfolio 
management, Ventcap1 gave an extreme example of this saying, “venture capital comes with an 
understanding that there will be an acceptable failure and attrition rate; the flipside being that the 
less common successes are usually higher reward”. This may therefore require a redefinition of 
what constitutes a project failure. If a project is cancelled when it becomes irrevocably incompatible 
with a changed environment, as will often happen, it should be considered a success.  Additionally, 
when a project investigates the potential of a concept and rules it out, that also should be considered 
a success. The guiding rule would be that the anticipated benefits from the successes should 
outweigh the efforts required to test and select. This is essentially the same principle applied to 
organisations that expend effort on bids for work. Experimentation should not be considered as a 
‘dirty word’, but rather it’s the denial of experimentation or mismanagement of it that can cause 
problems in increasingly dynamic environments.  
5.8 Alternate Controls Approach 
Two examples of control approaches used in project management are input control, which 
seeks to regulate resources made available to the project, and output control, which regulates project 
deliverables. An example of input control was provided by one of the startups. The startup was 
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having trouble controlling the technology-development process and decided to recruit the best 
subject matter expert they could find, searching around the world for the candidate. The recruitment 
process was difficult as the required skills were almost non-existent. DefSvc2 reported how they 
“pre-empted the battle with lots of research and training”, another example of leaning more on input 
control to make up for the impracticalities of process control in dynamic environments.  
Some practical examples of output control were identified by four participants. Const1 
related how project staff were rewarded with a significant bonus when the project was ahead of 
schedule. Startup1 reported that staff-performance measurement was challenging since they could 
not check off the steps they needed to complete because they were working out what the required 
steps were as they went along. Instead, they decided to measure performance by milestone 
achievement. This gave their experts the freedom to be creative and to optimise application of their 
expertise within those goals. Startup1 described how they motivate staff with “an employee option 
plan, where everyone in the company is a participant where they get granted options linked to a 
future liquidity event”. They hoped this provided motivation for staff to apply themselves in the 
way they see best fits this goal as they are subject matter experts beyond what our managers can be. 
Pharm1 reported that it was difficult to use incentives in the drug development world because the 
process requires a large number of people over a number of years, and parts of the process were  
quite formal and structured due to regulation. Pharm2 related how they used team output and 
boundary control to great effect: “if you are delivering it did not matter how you did it, as long as 
you adhered to regulatory framework from the government”. 
DefSvc2 reported how they took advantage of one of the most powerful forms of output 
control, that of survival, to motivate soldiers to come up with the right tactics. They reported that in 
training there was a greater emphasis on on-the-spot problem solving, in order to deal with 
unpredictable elements that occur in campaigns, rather than just doing what you are told. In fact, 
they “promote belief in gut feeling and intuition, as long as they understand at a high level what the 
commander wants to do, then they get about their task”. Thus, they provide clear success indicators 
to measure goal achievement: 
In the orders they specifically say what constitutes success, for example, at the end of this 
operation I will have destroyed 30% of the armoured force, so everyone is clear whether it’s 
been successful or not, and work out alternate methods to achieve that (DefSvc2). 
Interestingly Pharm2, they believed the appointment of a CEO who was an advocate of tight 
process control eventually caused their sliding stock prices. 
A synthesised theory for control approaches in dynamic environments is therefore proposed 
as follows: 
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 For process control, rely more on a framework plan with milestones and goals than fine detail. 
Add detail for high risk or predictable components. 
 Place greater reliance on input control, interactive control, boundary control, and output control 
(Vroom, 1964). 
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Chapter 6 Study 1, Part B: Interview Results – Project Culture, Communication and 
Leadership in Dynamic Environments 
This chapter contains the second half of the results from the first study. The interview study 
made use of the categories of approach that emerged from the literature review. These approaches 
were used as a starting point to identify approaches used in practice. This chapter presents the 
results relating to culture, communication, leadership, as well as any new approaches that were 
found. Raw data extracts from the focus group transcripts are included to illustrate content themes. 
In order to reduce replication across the chapter, results and some discussion are presented together 
(Patton, 2005; American Psychological Association, 2010).  My paper “The Quick and the Dead: 
Project Management in Dynamic Environments – Culture, Communication and Leadership” 
(Collyer, 2013) is incorporated here, but expanded on.  
Specifically, this chapter presents the results of the interviews that aimed to: (a) determine if 
certain types of culture, communication style or leadership styles are advantageous when dealing 
with dynamic projects, and (b) identify new practical coping strategies employed in dynamic 
environments specifically to achieve management optimisation in those environments. The 
following is an overview of the approaches investigated. 
 Culture: Dynamic projects may benefit from an organic, informal, egalitarian, flat 
organisation that supports experimentation, and shares rewards. 
 Communication: Dynamic projects may benefit from a mix of formal and informal 
communication that focuses on expedient decision-making.  
 Leadership style: Dynamic projects may benefit from a leadership style that is flexible, 
egalitarian, collaborative, and hands-on. 
 New approaches: A number of new approaches were proposed by practitioners, particularly 
rapid decision-making with directive control. 
Each of the approaches along with the clarifications are presented and discussed below. 
Change drivers identified by the participants included competition, the market including customer 
requirements, and technology, with its effect on tools and materials. 
6.1 Approach – Culture 
Flexibility emerged as a new theme from a number of participants (n=6). For example, 
Startup1 reported:  
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We give flexibility for people to explore and determine where and when they explore, as 
long as there is justification it is contributing to the overall objective. We put a lot of effort 
into a culture of flexibility and taking responsibility (Startup1). 
Pharm2 reported: 
We promote initiative on the ground; allow flexibility to take advantage of fleeting 
moments; allow flexibility with key higher level objectives in mind and pushed the line 
constantly so staff had to embrace change (Pharm2).  
Furthermore, Startup2 reported “we have a willingness to deal with uncertainty”. 
Another new theme that emerged was the need for stakeholders to support experimentation. Pharm2 
gave the following example: 
Many of the people within drug development companies are scientists and so they realize 
that an unsuccessful experiment can teach as many lessons as a successful one. However 
…shareholders do not always take a similar view. So there is a certain tension within the 
drug development industry between the reality of what is ultimately an exploratory, 
scientific process, and the business need for certainty around commercial returns. (Pharm2) 
ITSVC1 reported how “we are constantly stymied by peer units that work at a slower pace and 
expect predictability.  By the time they do their part, the IT has changed completely”.   
A flat hierarchy was another common theme (n=11). For instance, Startup2 reported 
“Decisions do not have to go up through committees. Not a tall structure,” and Startup1 reported 
that “Our organisation is flat. We only have 10 staff”. The advantage of a flat structure in a dynamic 
environment is the ability for team members with situational and specialist knowledge to make 
timely and relevant decisions. If a project has to wait for a decision to be considered all the way up 
and down a tall hierarchy, with associated mistranslations, the result may be irrelevant by the time it 
gets back to the action end of the project. Const1 provided a counter example, reporting a tall 
management structure of five levels: project director, construction manager, general foreman, 
foreman, and labourer. 
The use of collaboration/consensus was generally supported. For instance, Film3 described 
film making as “definitely a collaborative thing”. Pharm2 reported:  
They [the company] pushed the line constantly that staff had to embrace change. They used 
to have a delegated/consensus culture, until they brought in ex WW2 sub commander who 
did things strictly by the book, and the stock price went down. (Pharm2) 
To illustrate using a non-participant example, Larry Page reported in his lecture “Inside the Google 
Machine” (TED, 2004) that, “for 20% of your time, if you are working at Google you can do what 
you think is the best thing to do and many many things at Google have come out of that”. Google 
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goes so far as having a position called the “chief culture officer” (Mills, 2007).  Stacy Sullivan, the 
holder of that position in 2007 said she her job was to develop a culture that is “a flat organisation, a 
lack of hierarchy, a collaborative environment” (Mills, 2007). Walker (2002) reported that culture 
must “support flexibility by valuing and encouraging opinion diversity”, and  encourage risk, 
“provided that lessons are learned from mistakes and near misses as well as from success” (Walker 
& Shen, 2002, p. 35). This culture can be achieved if management empowers teams, and team 
interaction, and provides of appropriate reward systems (Walker & Shen, 2002).   
Carlene Ellis (Grove & Ellis, 2001) provides a non-participant example of a flat egalitarian 
management in an organisation running projects in a dynamic environment:  
There are no executive perks at Intel; no executive dining rooms, no executive washrooms, 
no special places to park; and we all work in a company where Andy Grove's cubicle – 
which I think is about eight-by-nine – is just like everybody else's (Grove & Ellis, 2001)  
and that “it is the essence of that open environment that allows people to communicate 
directly and solve problems in a collaborative fashion“ (Grove & Ellis, 2001). 
The clarified theory on culture for dynamic environments is therefore: 
 A focus on flexibility. Management and approaches are adjusted regularly as needed to 
achieve the goal. The management approach itself must be dynamic. 
 Support of experimentation, to resolve unknowns, enhance and improve and identify the 
best way forward. Management encourages different views and does not punish some level 
of experimentation. 
 Flat hierarchy that is egalitarian. 
 Support collaboration that respects individual expertise and motivation, guided by clear 
goals. 
 Stakeholders are educated about, understand, and support the required culture. 
6.2 Approach – Communication 
While none of the participants abandoned formal communication approaches, they 
supplemented formal communication with large doses of rapid informal communications. Fast and 
in-time was a typical description of project communication in a dynamic environment. For instance, 
Pharm2 reported they “did not wait for meetings”.  Ventcap1 described their communication as 
follows: 
most of our communication internally within the fund management team is fast and informal 
(email, drop ins in offices and round the ‘water cooler’ discussions, face-to-face meetings 
called at short notice). Also, most communication with our portfolio companies and 
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investees is fast and informal exchanged between the various team members to adjust to the 
myriad of rapid changes. (Ventcap1).  
A new theme was adjusting styles and rates according to needs and stages. DefSvc1 described how:  
when on patrol during a campaign, on contact an enemy the radio operator immediately gets 
on the radio and starts describing every detail of battle. This gets the information out quickly 
to those who might need to add assistance. The rest of the time communication is mostly at 
critical milestones. (DefSvc1) 
A challenge identified for decision-making in dynamic environments, especially in a tall 
hierarchy, is decision lag where decisions are not made in time to keep pace with a rapidly changing 
environment (Collyer & Warren, 2009). By the time a decision is made it may be out of date. As 
mentioned in the literature review, Hauck et. al. (2004) reported that “traditional, hierarchical 
organizational structures do not promote the type of communication among equals necessary to 
succeed in a collaborative environment” (Hauck et al., 2004, p. 147).  From this, it appears that 
although decisions may not necessarily be made over the water-cooler, projects in these 
environments benefit from regular informal discussions that inform more regular decisions. 
 Formal communication remained at the core of the framework though, but was more 
frequent and supplemented by a higher level of informal communication.  
The revised theory of the appropriate communication approach for dynamic environments is 
therefore: 
 Enforce more regular communication of all types 
 Facilitate greater amounts of informal communications to keep pace. 
 Adjust communication rates and styles according to the needs and stages of the project.  
6.3 Approach – Leadership Style 
A commonly advocated leadership quality was a collaborative approach with a willingness 
to delegate authority to achieve the project vision (n=7). For example, participants noted the 
following: 
the level of technical complexity in each area is so great that no one individual can really be 
across all the detail, so the task of managers is perhaps more one of integration and 
coordination. It is a case of having someone who can see the forest for the trees as it were. 
(Pharm1) 
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Although I have a long history as a software developer, some paradigms have changed 
significantly. This means that I must rely on the skills and knowledge of team members 
rather than take an expert role. (ITSVC2) 
 
Our leadership style is to avoid micro-management in favour of development of 
subordinates. Encouraging people to think for themselves but providing direction. Speed of 
decision is more important in a rapidly changing environment than a perfect one. If you wait 
for all the information your window of opportunity is past. Sometimes commanders make 
the wrong decision and fail, but it’s better to have that approach in place else you will not be 
responsive enough to changing situations. (DefSvc2) 
ITSVC3, who specialised in building large international data-centres, reported: 
in large teams, or areas where diverse knowledge is required, …there is no way the project 
manager can be a technical specialist in all areas … mechanical and electrical, architecture, 
etc. The real skill is forming all of the different groups into a cohesive team. (ITSVC3) 
DefSvc1 reported how “empowering people, allows rapid reaction”. Pharm2 claimed to “push 
decision-making to the lowest practical level [so that] people are empowered to make vital 
decisions, to take advantage of fleeting opportunities”.  
These results are compatible with Shenhar and Wideman’s (2000) description of an 
‘explorer’ style of leadership – suited to concept and development phases of what they call high-
tech or super-high-tech projects. These projects might involve new or emerging technologies with 
unknowns at commencement. Qualities of the explorer style include: vision orientated, solution 
seeker, inspiring, determined, focus long range, evoked dedication, leads by example, takes major 
decisions (Shenhar & Wideman, 2000). So these leaders empower the team to explore, and make 
many of the lower level decisions in a collaborative way. In fact according to Deaux, Dane and 
Wrightman (1993, p. 347), “highly authoritarian people are often uncomfortable in ambiguous 
situations”. 
The culture section of this chapter describes how the leaders of both Intel and Google 
succeed in using a collaborative approach. Although in a static environment it may be possible for a 
leader to know everything their staff know, and therefore supervise and guide them more 
accurately, in a dynamic environment, the leader may have to take a more collaborate approach, and 
delegate to specialists who are better equipped to keep pace in their own areas.  
Finding a leader with high-level subject-matter expertise and a clear vision was a well-
supported approach (n=9). Pharm2 reported that “on the science side, the leaders were the leaders in 
the field” and Const1 reported that the “project director was an old man that had been working his 
whole life in this industry”. As supported by Cioffi (2006), subject-matter expertise appeared to be 
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an attractive quality for project managers in dynamic environments. This strategy did however 
come with challenges. Startup1 reported  
we are employing a chief technology officer with some experience in our area of technology 
but we are restricted in that what we are doing is unique in the world and there simply is no 
one else doing it that we can recruit. (Startup1)  
The preferred approach appears akin to the film director analogy where the leader has high-level 
subject-matter expertise and leads towards a clear vision, collaboration and delegation with 
specialists. By contrast, to use Shenhar and Wideman (2000), projects using established (static) 
technologies may benefit from leaders who are driver-administrators, with a focus on high levels of 
structure and stability. 
The revised theory of the appropriate leadership style for dynamic environments is 
therefore: 
 Leader has high subject-matter expertise that provides a vision they share with the team and 
use to motivate the team. 
 Leader uses a collaborative egalitarian approach with delegation to achieve the vision. 
 Leader can be hands on where required but respects and trusts the expertise and advice of 
their team. 
 Leader is flexible and adapts and changes course quickly to react to a changing 
environment. 
6.4 New Approaches – Rapid Decision-Making 
During each interview, participants were asked to identify new approaches they believe to 
be useful for managing projects in dynamic environments. The challenge of balancing decision 
quality against decision speed was highlighted. Every decision by an organisation requires time to 
gather information, make a decision, disseminate, and then implement. This process must occur at a 
much faster rate than the environment changes. The main new theme that emerged from the 
interviews was that of rapid decision-making, and a number of techniques were proposed for 
achieving this goal. 
The first technique that emerged was devolved responsibility combined with rapid, 
pragmatic decision-making. Because dynamic environments change so rapidly it was regarded as 
impractical and unrealistic for higher level managers to be sufficiently aware of the changing and 
complex situation at lower levels, where specialised professionals operate. High-level management 
decisions based on tight control were perceived to take too long and be ill-informed and therefore 
impractical in these environments. Devolved responsibility was suggested by a number or 
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participants (n=5) whereby responsibility is delegated to the lowest level possible, thereby 
empowering those that have the greatest levels of expertise to use their superior specialised 
knowledge and awareness to make decisions best suited to the goals provided by higher levels of 
management. For instance, Startup1 advised “We try to give people responsibility and push it down 
as far as possible” and Pharm2 said, “We push decision-making to the lowest practical level, people 
empowered to make vital decisions, to take advantage of fleeting opportunities”. DefSvc1 related 
“it’s better to have that approach in place else you will not be responsive enough to changing 
situations”.  
Components of this approach included setting clear goals; empowering an experienced team 
to achieve those goals; and providing as much flexibility as possible, allowing the team to adapt 
quickly, and with guiding goals, to the dynamics of the environment. The DefSvc1 participant 
reported how they “pushed the decision-making to the lowest level. Empowering people allows 
rapid reaction … [and] requires trust, which comes from training and exercises” and DefDevc2 
reported “we promote initiative on the ground; allow flexibility to take advantage of fleeting 
moments; and allow flexibility with the key higher level objective in mind.” DefSvc1 summarised 
this approach with a description of how a lower-level commander might be given a mission to 
secure a given hill, but also provided the “intent” of the mission which might be to protect the left 
hand side of a troop advance. The commander on the ground will adjust the mission according to 
circumstances to best achieve the intent. Occasionally, commanders may make the wrong decision 
and fail, but this approach is regarded as being better at adapting to a changing environment and 
more often result in mission success. To achieve this they use “directive control” where orders are 
reasonably detailed, but have built-in flexibility.  
These views align with advice from Graetz et al. (2006) who argue that more fluid business 
environments benefit from more distributed leadership. Graetz et al. (2006) contended managers 
could no longer be complete subject matter experts, and needed to rather rely on capable and trusted 
personnel distributed across the entire organisation. This is supported by Turner and Crawford’s 
(1998) study of 243 cases of corporate change that indicated that empowerment had a strong 
relationship with change effectiveness only when the managers delegated to had sufficient skill and 
experience. In a static environment where it is more feasible for high-level management to be aware 
of lower-level issues, delegated decision-making may not provide the same advantage.  
Directive control is a fast and flexible method of command to facilitate rapid decision-
making. Instructions are given in the form of intent, not detail. The method of execution is decided 
by the project team members who should possess superior local situational or specialist knowledge 
to find an approach that best achieves the intent. Management burden is reduced at the top and 
spread to team members more knowledgeable about their own situation. Initiative is encouraged at 
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all levels. As a result, significant decisions can be implemented in time for maximum effect. 
General Gordon R. Sullivan, as reported by David Ulrich (1996, p. 178), describes the process as 
follows “Once the commander's intent is understood, decisions must be devolved to the lowest 
possible level to allow these front line soldiers to exploit the opportunities that develop.” 
The second technique to achieve rapid decision-making that emerged from the responses 
was to make the environmental feedback loop as speedy and efficient as possible. DefSvc1 related 
the example of the OODA loop. A US Air Force military strategist analysed why in Korea the US 
F-86 was able to defeat the better performing MIG-15. He coined a term called the OODA loop, 
which stands for Orient, Observe, Decide, Act (J. Boyd, 1986). Because the US aircraft had a 
bubble cockpit it allowed them to have better situational awareness, which in turn allowed them to 
observe the result of their actions and make decisions more quickly and work themselves into a 
better position.  This principle can be applied to competing businesses and projects operating in 
rapidly changing environments. 
If the project manager can accelerate the decision cycle by observing and reacting to the 
changing project environment quickly, the project can be optimised. In his paper “‘OO-OO-OO!’ 
The Sound of a Broken OODA Loop”, David Ullman relates how businesses are paralysed by rapid 
change rates, and are incapable of making a decision (Ullman, 2007), the colloquial term being 
“paralysis by analysis”. The speed of decision appears to be more important than achieving the 
highest quality in a rapidly changing environment. Decisions may have to be made without all the 
information being available, or else the window of opportunity is lost. Faster decision-making and 
delegated execution were central elements of the highly successful German Blitzkrieg tactic during 
World War 2 (Frieser & Greenwood, 2005).  
In a dynamic environment a decision must be made in time to still be relevant to the 
environment when it can be enacted. To quote from Boyd’s last briefing, “without the ability to get 
inside other OODA loops (or other environments), we will find it impossible to comprehend, shape, 
adapt to, and in turn be shaped by an unfolding, evolving reality that is uncertain, ever changing, 
unpredictable” (John Boyd, 1995).  DefSvc1 emphasised that the “speed of decision is more 
important in a rapidly changing environment than a perfect one. If you wait for all the information, 
your window of opportunity is past”, and that “empowering people allows rapid reaction”. 
A third technique to enable rapid decision-making was pre-planned responses. Startup2 
advised “drilling is expensive… [You] need to plan for the downside, not just the upside… cater for 
the range of outcomes so you can respond quickly”. DefSvc1 explained how the “commander has 
his battle chart which says if this happens, do that”.  The commander has already thought about 
likely scenarios and made a decision in advance, based on collected intelligence. The same 
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technique is used in the IT industry where disaster scenarios are often well pre-planned to allow 
rapid response in a time of crisis. 
The fourth and last technique that emerged from the interviews was the concept of adjusting 
the project management approach as the project progressed, according to the needs of the project. 
Four participants (n=4) advocated monitoring and adjusting the project control approach in this way 
(DefSvc1, Startup1, Pharm2, and DefSvc2). For example, Startup1 reported that they constantly 
consider whether the current management approach was really helping them achieve the project’s 
goal, and if not they remove or refine it. In the literature review, I drew parallels between evolution 
theory and project management adaption, and the adjusting speed technique highlighted in the 
interviews is also an element of evolution theory, known as punctuated equilibrium (Gould & 
Eldredge, 1977). The approach is to only adapt when sufficiently dramatic environmental changes 
warrant it. This idea is also taken up and supported as a part of management theory (Gersick, 1991).  
For project management, this approach offers efficiencies given the overhead costs of change and 
experimentation. The latent ability to adapt is maintained but adaption is only engaged when 
required. By definition, static would be rare state in a genuinely dynamic environment but this 
strategy might be a good way to deal with the linearity of dynamism, especially where changes are 
irregular but significant. 
To summarise, from the rapid decision-making theme that emerged from the interviews, the 
key principles highlighted were directive control communicating intent, accelerated feedback from 
the environment, and pre-planned decision responses. 
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Chapter 7 Study 2: Focus Group Results 
This chapter presents the results of the second study, which employed focus groups. The 
focus groups study set out to explore the views of project managers on appropriate approaches to  
mitigate dynamism. The results of this study were compared with the results of the in-depth 
interviews to expand upon the information relating to planning styles, culture, communication and 
leadership. Results presented include raw data extracts from the focus group transcripts to illustrate 
content themes. In order to reduce replication across the chapter, results and some discussion are 
presented together (Patton, 2005; American Psychological Association, 2010).  
Focus group one (FG1) was an international group of diverse practitioners from aerospace, 
research and development, health, and international aid industries. Participants in FG1 were 
enthusiastic about relating their experiencing in dealing with dynamism. FG1 participants were very 
interactive, developing new ideas through discussion with one another with little input or 
questioning from the moderator. FG1 was conducted face-to-face during a joint conference for 
project management practitioners and researchers. Focus group two (FG2) was conducted face-to-
face with Australian participants from the IT and communication industries, some of whom had 
experience with agile approaches. Focus group three (FG3) was a diverse group with participants 
from engineering, humanitarian aid, and leading-edge aerospace industries. Like participants in 
FG1, they were enthusiastic about relating their experiences and seemed to revel in the realisation 
that other practitioners had discovered similar solutions through similar ‘rites of passage’. This 
prompted a rich exchange of ideas that provided a wealth of data to inform the analysis of content 
themes and subsequent generation of theory across both interviews and focus groups.   
7.1 Embracing Change 
As reflected in the in-depth interviews, a strong theme emerged in focus-group discussions 
regarding the need to embrace rather than to resist change. Each of the three focus groups provided 
strong statements in favour of this approach, confirming the findings of the interview study. 
Participants argued that embracing change was necessary to build a product that was compatible 
with the intended environment. Two illustrative examples of a quotes reflecting this view are: “the 
project would fail if we had to stay on the plan. I’ve never gone right through according to plan. 
Definitely over 50% of the plan is changed … it’s too unpredictable ... [there are] too many 
variables” (PartM-FG2), and “adapting to change is better for business” (PartL-FG2). This is not to 
say that a plan was not useful but that it needed to be adaptable. From these results, it was 
concluded that the resisting-change approach was not suitable in dynamic environments.  
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7.2 Planning Styles and Initiation 
A new planning approach emerged from the discussions in FG3 in relation to initiation of 
dynamic projects. PartO-FG3 noted: 
To justify the urgency I work out how much it costs the organisation not to have the project 
deliverables. If there is not much cost I back off the urgency – but if there is a high cost I 
explain this in a slide to justify the speed. Some places don’t work out how much the delay 
costs … but that’s how you justify shortcutting – which everyone hates – but some projects 
need it. If you are coming into somewhere that hates short cutting, maybe they’ve been 
burnt with rework, you have to explain that. (PartO-FG3) 
The approach of quantifying lost opportunity cost was discussed and confirmed by participants in 
FG3 and included in the analysis of the focus group results, a summary of which was sent to all the 
focus group participants for comment. All responding participants from all focus groups (n = 7) 
confirmed the importance of quantifying potential lost opportunity cost at the start of the project, 
and four participants explained its benefit.  Lost opportunity cost is distinct from the costs incurred 
from execution delays e.g. crane hire during rainy periods. Potential lost opportunity cost is then 
used to inform and justify the management approach and the delivery stage elements. A benefit 
value can be placed on each proposed deliverable so their delivery can be prioritised by stage.  The 
opportunity cost can be used to prioritise and the speed of delivery, including any high speed 
focused delivery approaches employed, such as framework planning, parallel experiments or the 
staged approach. Delaying during a start-up period will often be cheaper than delays during full 
staffing, or after major items are ordered/received. 
In discussing the quantification of lost opportunity cost, in response to the analysis of the 
focus groups, PartJ-FG2 remarked “I think this goes to the heart of the business case of the project. 
[There is] no point delivering something in 12 months’ time if you've missed the opportunity” and 
PartL-FG2 remarked that the “cost of delay can be assessed as part of the business case”.  
A new theme emerging from the focus groups was the need to establish and communicate, 
in the early stages of project, the style of management approach that will be employed. For instance, 
in a dynamic environment there might be a need to state to the project team and the sponsor that: (a) 
the project will use a rolling wave approach; and (b) there are a number of implications, especially 
if this is not a common approach for this organisation or team. It was believed that preparing a 
project team for the intended project management approach helps them engage appropriate 
behaviours.   
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The importance of emergent planning that came out of the in-depth interviews was 
supported firmly in the focus groups and extended with one further content theme relating to this 
approach. PartM-FG2 submitted that: 
we walk in to an organisation and the client will table a ‘solution’ … so I back up and ask 
what the problem is to check this is the right solution ... and then we come up with the 
output to inform the statement of work. The project is orientated around the problem. 
(PartM-FG2) 
PartB-FG1’s interpretation was that:  
poor planning is an easy target… so I ask them what they really need and why and explain 
the approach… we start with drafts and get something on the ground and YES there will be 
rework but the damage of delayed delivery is bigger than the damage of re-work. (PartB-
FG1) 
PartO-FG3 reported “I kick off saying ‘This is not waterfall’ ... we start with a draft and then fine 
tune. I don’t want to hear teams not starting work because they were waiting for a design freeze!” 
PartR-FG3’s version was:  
In the kick-off I tell team, ‘This may feel like chaos but don’t despair’. I make lots of notes I 
can get back to. I collect more tasks than it’s remotely possible to do but it gives me a 
chance of prioritising the most important ones. It’s like a reactor. Things get really hot and 
then you back yourself out to re-group. (PartR-FG3)  
Another conceptualisation of the emergent planning theme justified early draft planning for its 
ability to let the manager focus only on the things that change at the last minute. For instance, 
PartR-FG3 reported “the reason why you put a draft out is so you only have to update the things 
that have changed, at the last minute, just before execution”. The rate of change may lead teams to 
despondency at the prospect of being able to produce a relevant plan, but an early draft allows 
iterative development and a focus on just the changes at the last minute. 
In the focus group discussions, the elements of planning styles that were reinforced were: (a) 
to plan in draft, with continuous improvement; (b) to obtain feedback early, without aiming for 
perfection the first time around; (c) to plan at a very high level, with significant reliance on the 
project ‘brief’; (d) make the plan adaptable plan led by an identified and monitored problem that 
informs the remainder of the plan; and (e) include alternatives in case items don’t work, ideally 
multiple alternatives in order of preference. New planning approaches emerging from the focus 
groups were to: (a) quantify the cost of delayed delivery at the start of the project, and at the start of 
each iteration; (b) to establish and communicate early the project style that will be used and how it 
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may be different to normal; and (c) to use early draft planning for its ability to let one focus only on 
the things that change at the last minute. 
7.3 Staged Releases  
As evident in the in-depth interviews, the staged releases theme was reinforced across all 
three focus groups. Additionally, all the participants responding to verify the focus group 
summaries agreed with this approach, and six participants provided detailed explanations for its 
benefit. One participant (PartJ-FG2) identified the approach as having parallels with the “fail early” 
software development technique (Shore, 2004) and another (PartK-FG2) related it to “time-boxing”, 
which is another software development technique (C. Jones, 2010). A new theme emerging from 
the verification of focus group analysis process was that staged releases could be used for more 
efficient change management. 
Across all focus groups, staged releases were considered to be an effective way to manage 
dynamism. In the process of verifying the content themes, one participant said:  
It [staged releases] provides points throughout the process for consolidation and reflection, 
making sure that the direction and development is true to intent, and all controls (i.e. budget, 
time, quality) are maintained… and more importantly the destination is in line with the 
strategic objectives of the exercise. (PartM-FG2) 
PartG-FG2 reported that “sometimes on slow projects the technology changes significantly so 
staged releases is necessary”. FG2 identified that staged releases had been adopted and refined in 
the software development industry in the form of ‘time-boxing’. As described by (PartK-FG2), 
time-boxing is a technique whereby “you have to FINISH things in that time-box… so you are 
delivering SOMETHING and remove risk that you work for years and deliver nothing”.  
Staged releases approach was considered by participants across all focus groups to be 
“important to build confidence by getting things out there quickly … it helps build confidence and 
helps engage” (PartJ-FG2). PartL-FG2 reported “I use this for the mass market ... mobile consumer 
market… and get feedback from the minimum… and then use the feedback… and we just drop the 
product if it’s not working”. Where the project managers were unsure about the suitability of the 
project deliverables, they were keen to test them in the real world, and use the results to either 
confirm the plan, optimise the plan or end (‘kill’) the project entirely. The bravado with which 
participants appeared willing to kill projects suggested that perhaps they had learned this from bitter 
experiences.   
During verification of the interpretations of the focus groups, the staged releases approach 
was identified as a fail-early approach, highlighting one of its key advantages (PartJ-FG2). Fail-
early is software-development industry terminology describing the technique whereby systems are 
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designed (programmed) to generate highly visible failures at the slightest hint of a problem. The 
increased visibility of failures makes it easier to identify and correct mistakes early before they 
cascade into higher consequence failures later in the project. In software coding, this approach is 
contrasted with an approach that absorbs errors and potentially results in unstable or non-
deterministic states. The space launch participant related how  
we often get accused in my business of killing flies with sledge hammers, because we’ve 
learned that real quickly they turn into Godzilla. … And it’s easy to swat them, even out of 
priority … to make it go away real instantly. (PartA-FG1) 
PartC-FG1 replied to PartA-FG1 with the comment “and you’ve had enough disasters to justify 
that”. Most of the experienced participants embraced the staged releases approach out of fear of 
repeat of past failures. They discussed being keen to find out as early as possible whether they had 
any problems that could potentially ‘bring down’ the project.  
A new theme emerging from FG2, and confirmed in the focus group analysis verification 
process, was that staged releases could be used to assist with change management. It was proposed 
that “you can start doing your change management early … because you have something tangible ... 
it builds confidence” (PartM-FG2). Another participant reported “when the result of the first stage 
is considered the enterprise readiness for change is evaluated” (PartG-FG2).  The multiple stage 
release approach allowed the project manager to ‘kick-off’ the change management earlier and 
more effectively than a single stage approach. This approach was considered important for a rapidly 
changing environment where there is little time.  
In summary, it was agreed that the staged releases approach was an effective way to manage 
dynamism but project managers should be aware that it does involve an execution cost trade-off 
because of the cycle repetition. However, the cost trade-off was more than offset by cost savings by: 
(a) having an early working product delivering benefits before the windows of opportunity is lost; 
and (b) gathering early feedback on performance and relevance, therefore allowing more 
appropriate adaptation to the changing environment in subsequent released. The staged releases 
approach was revealed to be also be known as fail-early and time-boxing (FG2). 
7.4 Competing Experiments 
The competing-experiments approach received some support from the focus group study but 
it was argued to be contingent on: (a) the need to move quickly, (b) a cost trade-off. A typical 
example scenario from FG1 went along these lines: 
So we’re going down that path we’re going down the path of a novel heat exchanger, for 
testing purposes, and were going down the path of a relatively standard heat exchanger and 
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we’re going to shoot those three approaches off, and at the end we’re going to come down to 
a very locked, rigid design. (Part-BFG1)  
An example from FG2 was how they “ran two cloud experiments, pilots, to find the best staff mail 
solution. Pilots are the most common example. We are doing competing experiments for a time 
recording system” (PartI-FG2). There was however a level of disagreement emerging in FG2 with 
comments like, “I don’t think this is an economic technique. We might do small feasibilities but not 
competing full blown projects” (PartG-FG2) and “I like the idea of competing experiments if you 
have the money and material to do that” (PartJ-FG2).  Similar conditions emerged from the focus 
group result verification process, with examples like “it would be costly and but would theoretically 
save time in the development period and meet tight deadlines” (PartG-FG2) and “this would be 
useful for urgent projects where there is a high cost for delay” (PartR-FG3). From these results it 
was considered that competing experiments can clearly be expensive and some thought will always 
be needed to confirm the benefits outweigh the costs.  
7.5 Alternate Controls 
All three focus groups confirmed the results from the in-depth interviews regarding lower 
dependence on process control, in favour of other methods. Most of the control examples given 
related to the use of input control and output control. FG2 provided a number of rich examples of 
both methods and concluded that you should “give the objectives and constraints” (PartL-FG2) and  
“the key is to find out what they love and then you get results” (PartM-FG2). Examples given 
revolved mostly around output control, in the form of recognition, maintaining a job, skill 
extension, and performance reviews.  
7.6 Cultural Style 
The cultural style themes emerging from FG1, FG2 and FG3 aligned with the results from 
the in-depth interviews. FG1 concluded that: 
a tall hierarchy that over controls things prevents you from adapting to change in time. If 
you work in an environment that is totally hierarchical and it doesn’t allow for that [adapting 
to change] then you can’t work in a dynamic environment, and I have worked in 
organisations like that and I have left (PartC-FG1).  
FG2 concluded that “a tall hierarchy would not adapt quickly enough to achieve the objectives. The 
opportunity gets missed” (PartG-FG2).  FG2 settled on the concept that an “enabling factor [for 
dynamic environments] is don’t have a huge amount of middle management” (PartH-FG2).  They 
suggested lot of multi-skilled teams at hands-on level. A collaborative culture was reinforced with 
comments like “we see people going above and beyond because they are in that collaborative 
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situation” (PartH-FG2).  In summary, each of the key themes from the in-depth interviews were 
confirmed, including: flexibility; support for experimentation; flat egalitarianism; goal orientation. 
7.7 Communication  
The communication themes emerging from the first study were supported by the focus 
groups. A typical example of the more informal but rapid approach was provided by participant A 
in FG1: 
You’re automatically going to trip over each other unless there’s a lot of communication 
between the teams. So what we do is we put a senior kind of swat member and all they do is 
run around and talk to you. I am two phone calls from an expert on anything…when there is 
a problem to be fixed, actually the chief engineer will call a forum that is a completely 
‘badges off’ no retribution forum where the working level engineer who is 18 levels below 
in the organisation chart was talking to the chief engineer directly one-on-one. The head, 
you know the flight director, or an astronaut is talking to a working level technician with 50 
levels of organisations between them but that doesn’t matter because the technician operates 
the spacecraft until four hours before launch when the astronaut operates it, and there’s a 
hand-off from the lowest level to the highest level of the organisation (PartA-FG1). 
FG2 reached a similar consensus with contributions like “we just stand up in our cubicles or go to 
the coffee shop ... whatever works. We work hard to network and matrix across all possible 
dimensions to build awareness, and we are very proactive about breaking down boundaries” 
(PartM-FG2) and “for project teams we can be very informal. The most effective is visual. Informal 
and visual is very effective within the teams. Outside the teams you need formal communications 
and meetings. So it’s a combination” (PartJ-FG2) and “we use lots of fast and informal for internal 
aspects, but we use really clear and consistent communication for stakeholders” (PartH-FG2) and “I 
would say 60/40 or 70/30 [informal to formal]” (PartG-FG2). 
The concept of direct communications by passing a tall hierarchy was returned to the focus 
group participants for further comment as part of the verification of the analysis process. 
Participants agreed to this approach subject to the following clarifications: (a) it should be used 
mainly in times of urgency, (b) preferably these by-passing channels could be semi formalised. 
A new communication theme emerging from FG2 was the concept of co-locating staff to aid 
more rapid communication (FG2) with comments like “Co-location is a factor here and may send it 
up to 80/20 [informal to formal]” (PartH-FG2) and “team space works best if collocated in generic 
space to allow much faster adaptation and communication. Fixed walls suck. Break out rooms are 
essential” (PartK-FG2). 
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In summary, the communication themes emerging from the first study were supported by all 
of the focus groups, including the importance of: (a) increased regularity, (b) increased proportion 
of informal communications, and (c) adjusting communication rates and styles. Two new themes 
emerging from the focus groups were: (a) formalise the use direct communication (bypassing 
hierarchy) in a flat hierarchy during times of urgency, and (b) the concept of co-locating staff to aid 
more rapid communication. 
7.8 Management and Leadership 
The delegated-control approach with rapid decision-making and a collaborative flexible 
style identified in the in-depth interview study were reinforced in each of the focus groups. The 
hands-on subject matter expertise qualities identified in the in-depth interviews were refined and 
clarified in the focus groups and the feedback on the analysis of the focus groups.  
Various comments from participants across groups reinforced the need for collaborative 
flexible qualities, including “the project managers in many of our areas are team members, not 
dictatorial… they sit in the team not above the team” (PartH-FG3). Participants typically described 
their management as needing to be “flexible and adaptive”(PartH-FG2), “you need to think on your 
feet” (PartI-FG2) and “you have to adapt to situations” (PartC-FG1), “you need to adjust your 
leadership style for the team to some extent… set more parameters at the start and then let them 
loose” (PartL-FG2), and “I try to adapt my leadership style to the team, whatever works. 
Adaptability is critical, horses for courses. I intuitively adapt to the team. Ultimately people just 
want to enjoy their work, so make it fun!” (PartM-FG2) 
The results of the focus group study confirmed the findings of the in-depth interviews that 
managers require a hands-on subject matter expert in the leadership team. However, focus group 
discussions also refined the concept. FG2 and FG3 argued the necessary leadership skills to achieve 
project success were broader and included: (a) a generalist project manager, (b) a problem expert, 
and (c) a solution expert. One of those roles may be the subject matter expert identified in the in-
depth interviews. Participants in FG2 and FG3 argued that if all these qualities were not available in 
a single person, which was often likely to be the case, then the skills must be found in other people 
and the leadership shared. The shared leadership approach was considered necessary because 
acquiring all of the required skills within a single person was much less likely in a dynamic 
environment. One participant disagreed with this approach on the basis that leadership is not a role. 
In the verification stage of the analysis process, confirmation of this approach was received from all 
three focus groups, with example submissions as follows: 
In my experience if the project is led by a subject matter expert time and cost go out the 
window. It’s important that it’s not lead by the subject matter expert. (PartH-FG2) 
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I say subject matter expertise is bad and a hindrance. We prefer they [the project manager] 
are not subject matter experts. Involving the stakeholder in the team helps them manage the 
rapid change. This can be called stakeholder leadership. (PartG-FG2). 
 
The best combination is a generalist PM and a subject matter expert (PartS-FG3) 
I will never manage a project without a check and balance co-leader, and a technical expert. 
It takes three to do it right. Understand the problem expert/solution expert, but we kind of 
rotate that duty depending on individual strengths. (PartA-FG1) 
 
In summary, the collaborative egalitarian flexible leadership styles identified in the in-depth 
interview study were reinforced in each of the focus groups. The need for a hands-on, subject-
matter expertise was refined to recommend bringing together three key skills for: (a) organising, i.e. 
project manager leader, (b) understanding the problem, i.e. stakeholder leader, and (c) 
understanding the solution, i.e. solution leader. Other new or carried forward elements included: (a) 
leadership that empowers team members to build ownership; (b) devolved responsibility, pushing 
accountability down to the lowest level; and (c) a level of paranoia that asks at every opportunity 
“what are we missing?”.  
7.9 Decision-Making 
Across all of the focus groups there was agreement that that there was a need to balance 
decision quality against decision speed. This represented an additional finding to results of the 
earlier study, the in-depth interviews. The decision-making theme was clarified by FG1 as requiring 
timely decisions, based on rapidly collected and sometimes incomplete data. PartB-FG1 illustrated 
this point with the following narrative:  
Know when you have ‘good enough’. I worked with a guy who was a very good scientist, 
and he wanted to know down to about the fifth decimal place what the capacity of a 
particular unit needed to be. What’s going to be the optimum number. In the end we missed 
the deadline and in hindsight we realised the bottom line was there were only three choices.. 
it was a blower, we can get small, medium, large. You know small is too small, large is too 
big, medium works ... and that’s all we needed to know. We didn’t need to know that its 
1827 ... all we needed to know is it’s more than 1000 and less than 5000. (PartB-FG1) 
FG1 concluded as follows: 
   - 123 - 
You have to be comfortable making a decision when you have to, not when you have all the 
information you would like to have to make it. You have to be able to make decisions with 
less information than you are comfortable with, or than you would prefer to have. (PartB-
FG1) 
The proposal to use a flat project team structure, linking the hands on directly with the final 
decision makers, was reinforced with comments like “tall hierarchy’s are a big problem... hoarding 
decisions at the top” (PartC-FG) and “you need key decision makers to devolve responsibility” 
(PartJ-FG2). FG3 summarised the decision-making approach for projects in dynamic environments 
as follows:  
Explain the time factor. Explain how you COULD analyse for a year and come up with a 
4% or maybe 20% better decision BUT actually that would be 100% worse outcome 
because we will miss the opportunity. That will be another year without the project outcome.  
(PartS-FG3) 
FG1 participants discussed this point and concluded that in “rapidly changing projects, those 
(project managers) that have hard times making decisions don’t survive very well” (PartC-FG1). 
 The approach of delegating control and decision-making to lower level experts so they could 
respond more quickly, emerging from the interviews, was also supported in the focus groups. An 
example was provided in FG1 with the comment “we push out responsibility to the lowest level” 
(PartC-FG1) and illustrated the approach with an ant-colony analogy: 
I just let, as I called it, the ‘ant colony’ take care of it. Their ant colony got destroyed and 
they did a marvellous job of putting it back together. So I took a hands-off approach and I 
didn’t need to put my hands into the ant colony (PartC-FG1). 
An example of why delegated control was considered important was given as follows: 
I’m working on a project right now with waste energy conversion using [removed]. We have 
a problem where we have to take 20KW of power away from a very small space and I threw 
out to the team ‘Here’s the goal. We have a constrained space. We have unconstrained 
power to work with and we have a huge energy load that has to be dissipated. How should 
we make that happen?’, and the goal motivation was we’ve got a contract to do this. If we 
can’t make this part happen the entire multimillion dollar project goes away and that’s what 
we started with and if I’d had said ‘We need to build a heat exchanger’ we would never 
come up with a process that said we can use the waste load to dissipate 80% of that heat that 
we are trying to remove, and make the entire system more efficient. (PartB-FG1) 
The point in the above example is that by completely delegating the decision, by setting the 
objective and allowing the experts to work out options, the outcome was optimised.  
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Based on the results of the focus groups, the refined decision-making approach is as follows: 
(a) directive control delegating decision-making to the lowest possible level by communicating 
intent; (b) constantly updated high levels of awareness of the limited decision window; (c) rapid and 
pragmatic reporting to inform rapid and pragmatic decision-making; (d) constantly updated pre-
planning of decision responses to allow rapid reactions; (e) leaders who have the ability to make 
decisions in time as a priority over decision quality. 
7.10 Contract Approaches 
Procurement strategies were not discussed in the in-depth interviews. FG2, however, 
postulated that “the procurement contract type that works best is time and materials” (PartK-FG2). 
This was included in the focus group analysis and there were responses from six participants, across 
all three focus groups, on this strategy. All participants agreed with this approach and gave 
reasonable justifications. A typical comment was that time and materials were necessary “especially 
in a changing environment or where information to be able to provide an accurate costing is just not 
possible” (PartR-FG3). The evolved strategy is therefore to avoid fixed price contracts in favour of 
cost plus or a variation of that approach, with the perceived advantage of rapid adaptability. This 
result aligns with the expanded literature review, which indicates that fixed price contracts don’t 
allow timely adaptation to a changing environment, but rather create disputes and an adversarial 
relationship. 
7.11 Stakeholder Management 
The main new theme relating to stakeholders emerging from the focus groups was that the 
project manager should explain the dynamic project management approach to set the scene. For 
instance, PartD-FG1 reported “you need an education process to bring stakeholders up to speed. In 
a dynamic environment, stakeholders need some basic education to be able to contribute, while in 
construction they often know enough. So it’s important to have a brief but formal education 
session”. This idea was extended upon in FG3 with comments like “…[it’s] better to have lots of 
heads up communication to build awareness and urgency… they need to watch dependant tasks in 
real time because quite often you can start early ... when you have enough information” (PartP-
FG3) and “I kick off saying “this is not waterfall” (PartO-FG3), “in the kick-off I tell team this may 
feel like chaos but don’t despair” (PartR-FG3)  and “you don’t expect perfection, just your good 
common sense and generous cooperation” (PartO-FG3). 
The evolved strategy for stakeholder management was to: (a) explain dynamic project 
management style that will be applied; (b) explain the need to compromise for expedience, and then 
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build more advanced but less time critical functionality later; and (c) communicate the principle that 
the needs of one stakeholder cannot be allowed to override the needs of others. 
7.12 Summary of Focus Group Results 
The focus groups confirmed a number of themes emerging from the in-depth interviews, 
including the need to embrace change, emergent planning, iterative releases, competing 
experiments, alternate controls, flexibility, experimentation, a flat structure, egalitarianism, and goal 
orientation, with fast informal communication and delegated control. New and adjusted themes 
included the need to: (a) calculate and monitor cost of delayed delivery at the start of each iteration; 
(b) establish and communicate early the project style that will be used and how it may be different 
to normal; (c) use early draft planning for its ability to let you focus only on the things that change 
at the last minute; (d) use staged delivery as a tool for iterative change management (FG3);  (e) 
make competing experiments being contingent on a combination of an unusually tight deadline and 
generous budget (FG1/2/3); (f) use direct communications and co-locating staff when restricted by a 
tall hierarchy; (g) share leadership with a focus on adaptability; (h) consider contract types other 
than fixed-price; (i) focus on quick, reasonable, in-time decisions; and (j) allocate resources 
dynamically.  
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Chapter 8 A Grounded Theory for Managing Dynamism in Projects  
8.1 Introduction 
In this chapter I present a grounded theory that unifies the main concepts emanating from 
the data collected in this empirical study. The grounded Theory for Managing Dynamism in 
Projects explains the relationships between the primary concepts of planning, control, culture, 
communication, and leadership styles discovered in the component studies.   
  
8.2 The Theory and Model For Managing Dynamism in Projects 
The results of the in-depth interviews and focus groups demonstrated similarities between 
incidents and phenomena within the data sets, and these were grouped according to concepts, then 
categories of component themes (O'Donoghue & Punch, 2003). Memos written throughout the data 
collection were used to help develop increasing levels of abstraction for the formation of the 
grounded theory. I wrote my own reflective responses to the questions recommended by Charmaz 
(2006 p47): (a) What is this data a study of? ; (b) What does the data suggest?; (c) From whose 
point of view is this?; and (d) What theoretical category does this data indicate? The abstraction of a 
set of interrelated variables, explaining how to manage project dynamism, is represented in The 
Model for Managing Dynamism in Projects.  
In the theory for managing dynamism in projects, strategies that increase speed and 
flexibility are applied to mitigate rapid change. Speed and flexibility are the pivotal concepts that 
inform the broad and practical approaches. The approaches include: emergent iterative planning and 
procurement; guideline controls; flexible leadership with rapid decision-making; timely and 
efficient communication; egalitarian goal-orientated culture. 
Speed is defined as a high rate of project execution to deliver project goals before excessive 
change reduces benefits. Flexibility is defined as the ability to react with minimal penalty in time, 
cost or performance in response to change in order to maximise benefits in a turbulent business 
environment (Upton, 1994; Highsmith, 2005). Speed and flexibility interrelate and have reciprocal 
impacts as follows: (a) dynamism reduces speed and flexibility because of re-work and difficulty 
planning, and (b) speed and flexibility mitigate dynamism by allowing rapid adjustments.  
The core components that make up the dynamism problem, change and speed of change, are 
depicted in Figure 8.1.  
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Figure 8.1. Core Components of the Dynamism Problem 
 
In the Theory for Managing Dynamism in Projects, increased speed and flexibility are the core 
concepts mitigating the core components of dynamism, shown by the green fill arrows in Figure 
8.2.   
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Figure 8.2. Core Concepts Mitigating Dynamism 
 
The theoretical Model for Managing Dynamism in Projects, constructed from the analysis 
across component studies is presented in Figure 8.3. For projects challenged by rapid change, 
management techniques optimised for speed and flexibility can be used to provide a better overall 
result. Speed and flexibility are the pivotal concepts informing the broad approaches and the 
practical approaches as shown by the solid black filled arrows in the dynamic project model. 
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Figure 8.3. The Model for Managing Dynamism in Projects  
 
The full list of practical approaches relating to speed and flexibility are described inTable 8.1 to 
Table 8.10. Figure Apx 2.1 represents the inter-relationship of the themes arising from the data.  
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8.3 Interrelation of Core Concepts 
Table 8.1 and Figure 8.3. The Model for Managing Dynamism in Projects show how the core 
concepts emerged and their relationships to one another.  
Table 8.1. Core Concepts emerging from the Study 
Core Concepts of the Theory Component Concepts Affecting and Affected by the 
Core Concepts  
Flexibility 
Speed (high) 
Dynamism  
Emergent iterative planning and procurement;  
Guideline controls – less tight process control; 
Flexible leadership with rapid decision-making; 
Timely and efficient communication;  
Egalitarian goal-orientated culture that supports 
experimentation 
8.3.1 The Action and Effect of Flexibility on Dynamism 
The results of this study show that flexibility is a core concept informing project 
management approaches that mitigate the dimension of dynamism. Flexibility, along with high 
speed, informs and defines the content themes emerging from the data. According to the resulting 
theory, project management approaches that facilitate flexibility fundamentally mitigate dynamism 
by re-aligning the methods, resources and goals in response to the changing environment. 
Flexibility in management enhances fitness for use and thus helps achieve the fundamental 
objective of quality. Flexibility mitigates the ‘change’ component of the rapid change that makes up 
the definition of dynamism. 
Sacrifices in management made to achieve flexibility can include lower levels of process 
control, which in turn can also affect quality negatively. Conversely, if quality can be defined as 
fitness for use, and the intended use is rapidly changing, then flexibility can also help to improve 
quality by making the product more relevant for required use. Thus, flexibility reduces lost 
opportunity costs by making a more relevant product available. Excessive focus on quality and 
scope can lead to high costs associated with lost-opportunity. The ultimate outcome of this is that 
increased focus on flexibility mitigates the effect of dynamism.  
8.3.2 The Action and Effect of High Speed on Dynamism 
Speed is a core concept informing project management approaches to dynamism. Speed is 
taken to mean the rate at which the project goals are achieved. In the grounded Theory for 
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Managing Dynamism in Projects, high speed mitigates dynamism fundamentally by delivering 
goals before they lose relevance due to rapid change. Speed was found to inform all project 
management approaches but was particularly achievable and beneficial in: planning; 
communication; leadership and decision-making; control; and culture. High speed directly mitigates 
the ‘rapid’ component of the rapid change that makes up dynamism. 
8.3.3 The Action and Effect of Dynamism on Projects 
According to the grounded theory, dynamism reduces both speed and flexibility by 
increasing the amount and pace or re-work required. Therefore, project managers must consider the 
relative strength of the dynamism dimension in order to take account of the demand for speed and 
flexibility in order to compensate for dynamism. 
8.3.4 Applying the Model for Managing Dynamism in Projects in Practice 
The need to embrace change needs to be driven by higher-than-normal lost-opportunity costs. Awareness 
of lost-opportunity cost comes from high levels of situational awareness, and awareness of environmental 
changes. If dynamism is found to be a salient dimension of a given project, project managers must consider 
applying management approaches that will manage dynamism. According to the grounded Theory for 
Managing Dynamism in Projects, project managers must employ project management practices that 
actively embrace rather than resist change.  Furthermore, managers must consider whether significant 
public health or other risks outweigh: (a) the importance of meeting demands in a limited window of 
opportunity; or (b) the need for flexibility and impact this might have on control levels, and in turn the 
impact this has on risk. Managers could consider also whether it is possible to achieve a greater net benefit 
from a make-static approach. If, on balance of considering all of these factors, there is little or reduced risk 
to public health and/or business from rapid adaptation, managers may proceed with taking action to 
manage dynamism. However, if there is, on balance of all of the component factors, a risk of public harm 
and/or harm to business, various risk-management approaches may be taken that preclude mitigation of 
dynamism.   
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Table 8.3. Embrace or Resist Dynamism - Decision Matrix is based on discussions with the 
participants on when to resist or embrace change. For each project the manager can consider the 
dominant level of impact for embracing or resisting change. The two answers are fed into the table 
to identify the optimal approach for that project type. For example in high technology projects there 
is little risk to public health but huge advantages in keeping pace, so embracing change would be 
the optimal approach. By contrast innovating in a construction project may give little advantage but 
pose a significant risk to public safety, and profit, so resisting change would be the optimal 
approach. In a defence project however, introducing unproven technology may pose a significant 
risk of high death rates, but not keeping pace with rival technologies may also result in high death 
rates. Another example might be an aerospace project where there are huge efficiency gains with 
change, but also huge risks to public safety. In these high equal stakes cases embracing change will 
require very high levels of care. In some manufacturing projects there may only be very low stakes 
involved in embracing change. In this example embracing or resisting change is not very important 
and does not carry high stakes.  The risks and rewards are roughly equal. These descriptions are in 
no way meant to generalise about the type of approach appropriate for all projects in a given 
industry. In summary, project managers faced with the decision as to whether or not to manage 
dynamism according to the grounded theory proposed, should first: 
 Consider the project type and the relative strengths of each dimension. Project environment 
dynamism is just one of many dimensions and may not be the most important. The approaches 
that help to manage dynamism may weaken the effectiveness of mitigating other dimensions. 
 Consider the rate of post planning unknowns, as shown for the dynamic project in Figure 8.4. 
 Consider whether it is possible to achieve a greater net benefit from a resist change approach 
using the evaluation matrix of Table 8.3.   
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Table 8.2. Refined Work Categories  
Work Type Description of Unknowns 
 
Operational Work 
 
There are few unknowns.  
It is guided by established management controls. There are ‘operational’ 
processes in place. 
 
Classic Project 
 
Project unknowns are largely resolved at the start.  
It requires the creation of new and temporary management controls and 
processes (e.g. project plan) beyond what already exists or is possible 
operationally. It may have high levels of unknowns at the start but most 
are resolved early, and few new unknowns arise during execution.  
 
Dynamic Project 
 
Project unknowns are mostly resolved during execution. 
It requires the creation of new management controls that are changed 
regularly during execution. It has high levels of unknowns at the start 
and a high rate of new unknowns throughout. It must resolve the 
unknowns at a faster rate than they appear, and in time for a limited 
window of opportunity.  
 
The Table 2.1.  Work Categories, developed at the start of the studies, was updated with the results 
of the studies to arrive at Table 8.2. Refined Work Categories, which includes more detailed 
descriptions of the categories. Furthermore Figure 2.1  The Race to Resolve Project Unknowns, 
developed at the start of the studies, was updated to form Figure 8.4. The Race to Resolve Project 
Unknowns – Escalating Effect, to reflect that there is a multiplying effect when a change occurs 
during execution.  In the resulting model and grounded theory, the opposing pressures of change 
and planning are only ever just balanced, without one or the other dominating. The balancing of 
forces requires varying degrees of effort depending on the project type. In the ‘static’ project, most 
unknowns are resolved before execution with proportionally few unknowns emerging later. For the 
dynamic project, the two forces are only balanced with significant effort and the application of 
adaptive management techniques like those outlined in this thesis.   
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Figure 8.4. The Race to Resolve Project Unknowns – Escalating Effect 
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Table 8.3. Embrace or Resist Dynamism - Decision Matrix 
  Positive impacts of actively embracing change 
  Neutral High  
 
Negative 
impacts 
of actively 
embracing 
change 
 
Neutral 
 
 
Neutral Stakes 
Strategy: Consider other project 
dimensions as more important in 
framing your management 
approach. 
(e.g. low technology) 
High Positive Stakes 
Strategy: Actively embrace change  
(e.g. high technology) 
 
 
High 
 
High Negative Stakes 
Strategy: Actively resist change 
(e.g. construction) 
 
High Equal Stakes  
Strategy: Consider carefully whether 
to proceed, and only do so with a high 
intensity careful approach 
(e.g. defence, aerospace) 
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8.3.5 Parallel Themes  
The interrelated constraints of quality, time, and cost are known as the iron triangle 
(Kerzner, 2001). Categories emerging from the data collected across both studies can be viewed 
through the lens of the iron triangle to help explain how to manage dynamism: (a) shorter duration, 
(b) smaller scope, (c) focused quality, and (d) higher cost. The nature and effect of each of these 
themes upon one another, and upon the whole set of themes is shown in Figure 8.3. Project 
management approaches focused on shortening the duration of execution fit into the core theme of 
speed.  For instance, a more efficient and focused scope helps to achieve increased speed. A staged 
approach to delivery facilitates more timely feedback and therefore contributes to flexibility. 
Restricting quality by balancing it against lost opportunity cost also helps achieve increased speed. 
Increased project resources (e.g. labour) and use of dynamic techniques (e.g. parallel experiments, 
repeated design cycles, and repeated project cycles) may increase some costs, but will likely result 
in a reduction of overall costs compared to non-dynamic approaches. 
The effect of timing on a limited window of opportunity also relates to the core concept of 
speed. The importance of delivering project goals within a limited window of opportunity featured 
prominently in participants’ accounts, and was considered to require a delicate balance between 
quality and expedience. The relationship between scope, quality, duration, and cost are shown in 
Figure 8.5, Figure 8.6, and Figure 8.7. With more time, the project team can deliver greater 
amounts of capability but with delayed delivery comes an opportunity cost from not having the 
product in production. Without the project’s product the problem manifests, or the opportunity is 
lost. As time goes on, an excessive focus on quality, will result in what is depicted by the waste 
component of Figure 8.5. Quality in dynamic environments must be interpreted as bare minimum 
fitness for use in a limited time window of opportunity. Conversely, the cost of insufficient quality 
at some point will outweigh the lost opportunity cost, as depicted by the waste component in Figure 
8.6. This waste would occur if a product is introduced too early and its incompleteness creates a 
negative impact overall on a problem or opportunity. A critical consideration in managing 
dynamism is balancing the risks of insufficient quality against the cost of lost opportunity.  
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Figure 8.5. Cost of Sub-Optimised Opportunity 
 
 
Figure 8.6. Cost of Sub-Optimised Completeness 
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Figure 8.7. Optimised Balance of Completeness and Opportunity 
8.4 Conceptual and Contextual Definitions of Sub-concepts of the Theory of Mitigating 
Dynamism  
8.4.1 Emergent Iterative Planning and Procurement 
The concept of emergent iterative planning and procurement was strongly supported across 
both studies in this research. The component themes associated with the category of emergent 
planning are presented in Table 8.4. 
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Table 8.4. Content Themes for Emergent Iterative Planning and Procurement 
Category Content Themes 
Emergent Iterative 
Planning 
Establish and communicate the planning style early; 
Focus on adaptability over predictability; 
Focus on timeliness, considering lost opportunity costs; 
Start with a high level framework plan with milestones and goals  
Plan to deliver in stages or iterations; 
Deliver the minimum possible in phase 1 to obtain real world 
feedback as quickly as possible; 
Make delivery timeframes compatible with product change rates; 
Add greater detail for high risk or predictable components; 
Freeze design for static components early; 
Start resolving details for dynamic components early with late 
design freeze just before execution; 
Use competing experiments to save time, but contingent on: (a) 
the need to move quickly, (b) a cost trade-off; 
Pilot before delivery; 
Complete the plan iteratively;  
Use recursive design cycles; 
After delivery quickly collect and use feedback for subsequent 
stages/iterations; 
Prepare and pre-plan alternatives;  
Pre-plan responses; 
Use adaptable contracts. 
 
According to the grounded Theory for Managing Dynamism in Projects, project managers who 
embrace the principle of emergent planning will have greater success in mitigating projects 
significantly challenged by dynamism. In translating the theory into practice, project managers 
should commence with clearly stated objectives, and expand these objectives accordingly, using a 
framework plan of milestones and phases that is developed in detail. In doing so, project managers 
in dynamic environments could consider the principles represented in the content themes of Table 
8.4 and the contract considerations outlined in Table 8.5 and staged releases depicted in Figure 8.8.  
Table 8.5 Contract Types for Dynamic Environments 
Theory for The Managing Dynamism in Projects - 140 - 
 
 Fixed Price Cost 
Reimbursement 
Target Cost  
Incentive 
Description Contractor paid a 
fixed amount  
regardless of actual 
cost 
Contractor paid costs 
plus a fee for 
profit/overhead 
Contractor paid costs 
plus a fee for 
profit/overhead, 
which is adjusted 
accordingly to 
provide an incentive 
to save money 
Benefits for 
Dynamic 
Environments 
Most efficient and 
effective approach 
for components that 
should remain static 
Adaptable; only pay 
for costs incurred 
Provides incentive to 
minimise costs; 
aligns goals of 
sponsor and 
contractor 
Issues for Dynamic 
Environments 
Should not be used 
for components that 
may vary 
Risk moves from 
contractor to sponsor; 
less incentive to 
control cost; higher 
administration 
Requires negotiation 
of reasonable 
bonus/penalty; 
competition required 
to incentivise 
contractor to agree to 
penalties 
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Figure 8.8. Experiments, Staged Release and Emergent Planning 
8.4.2 Guideline Controls 
The concept of guideline controls was strongly supported across both studies in this research. 
Guideline controls are defined as all alternatives to tight process control, and include input, output, 
boundary, interactive, diagnostic, and belief system approaches. The synthesised content themes 
associated with the category of guidelines controls are presented in Table 8.6.  
Table 8.6. Content Themes for Guideline Controls 
Theme Content Themes 
Guideline Controls: 
Increased emphasis on 
other forms of control 
than process control 
Reduce dependence on process control and supplement it with 
boundary control: 
input control (e.g. skills, experience, training); output control 
(e.g. goals reward); interactive controls (e.g. information sharing, 
discussions); 
Guide, don’t control. 
 
According to the grounded Theory for Managing Dynamism in Projects, project managers who are 
less reliant on process control and rely more on alternate forms of control (e.g. input, output, 
Identify smallest 
possible stage1 
and develop a 
framework plan 
Keep stages small to minimise 
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environment 
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Theory for The Managing Dynamism in Projects - 142 - 
 
interactive and boundary control) will have more success in mitigating projects significantly 
challenged by dynamism. The practical implications of this theory are that project managers should 
more guide the project than control it by reducing dependence on process control and 
supplementing it with the control approaches listed above. 
8.4.3 Flexible Leadership with Rapid Decision-Making 
The concept of flexible leadership with rapid decision-making was strongly supported 
across both studies in this research. The synthesised content themes associated with the category of 
flexible leadership with rapid decision-making are presented in Table 8.7. 
Table 8.7. Content Themes for the category of Flexible Leadership and Rapid Decision-Making 
Theme Content Themes 
Flexible leadership with 
rapid decision-making 
Leader collaborates with smallest possible team; 
Team is provided with a good understanding of the intent; 
Highly adaptable; 
Leader enables rapid decision-making by: (a) delegating 
decisions, (b) making quick reasonable decisions; 
Decision delegation is achieved by communicating intent; 
Decision-making is made with a focus on speed and 
reasonableness considering the consequences of a delay; 
Quick, reasonable decisions are facilitated by: (a) high levels of 
situational awareness (rapid constant data collection), and (b) 
pre-planned responses; 
Cancelled experiments are rewarded as useful input; 
Need for three key skills: (a) organising, (b) understanding the 
problem, and (c) understanding the solution. 
 
In this grounded Theory for Managing Dynamism in Projects, project managers seeking to 
implement the theory and manage dynamism should employ leadership principles represented in the 
content themes of Table 8.7. 
8.4.4 Timely and Efficient Communication 
The concept of timely and efficient communication emerged strongly across both studies in 
this research. The synthesised content themes associated with the category of timely and efficient 
communication are presented in Table 8.8. 
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Table 8.8. Content Themes for Timely and Efficient Communication 
Theme Content Themes 
More timely and 
efficient 
communication 
Increased emphasis on fast, timely and succinct communication 
over slow, thorough communication;  
Adjust communication rates according to needs; 
Use rapid communication during periods of rapid change; 
Timeliness over thoroughness; 
Formalise direct communication channels that bypass 
organisational levels, if required; 
Co-locate staff where they collaborate significantly to aid more 
rapid communication. 
 
According to the grounded Theory for the Managing Dynamism in Projects, project 
managers would be wise to employ a greater emphasis on fast, timely and succinct communication 
applying the content represented in Table 8.8. 
8.4.5 Egalitarian, Goal-Orientated Culture that Supports Experimentation 
The concept of an egalitarian, goal-orientated culture that supported experimentation 
emerged strongly from the data collected in both studies in this research. The synthesised content 
themes associated with the category of culture are presented in Table 8.9. 
Table 8.9. Content Themes for Egalitarian and Goal-Orientated Culture 
Theme Content Themes 
Egalitarian, goal-
orientated culture that 
supports experimentation 
Having the smallest possible team with a flat hierarchy; 
Customised for requirements; 
Organic, flexible, adaptive and collaborative; 
Experimentation valued for its ability to eliminate dead ends; 
Focused on goals, not process; 
Culture supported by stakeholders. 
 
In this grounded Theory for Managing Dynamism in Projects, project managers seeking to 
implement the theory and manage dynamism in practice should foster a culture that is authorised to 
optimise pragmatism and expedience. This may require geographical or other separation from the 
culture of the larger organisation. 
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8.4.6 Summary Table 
The full list of categories and content themes are shown in Figure Apx 2.1, but to contrast a 
‘most’ static environment project with a ‘most’ dynamic environment projects, Table 8.10 
highlights the key differences. While it is not argued that either extreme exists exactly as described, 
the contrast serves to illustrate the key differentiators and project management approaches required. 
The reality is that most projects have an element of dynamism that exists somewhere between these 
extremes and so a compromise between these two extremes is required. 
 
Table 8.10. Contrasting Static and Dynamic Environments  
STATIC ENVIRONMENTS 
Stability Is the Norm 
DYNAMIC ENVIRONMENTS 
Rapid Change Is the Norm 
The world is largely predictable  
Targets are stationary 
Environment is relatively static – 
changes yearly or over decades 
The world is difficult to predict 
Targets are moving 
High technology –  
changes daily or weekly 
Change brings more harm than good 
Allowing change is mostly damaging  
Change brings more good than harm 
Resisting change is mostly damaging 
Work is directable like a bullet –  
like a factory production line  
Work is guidable like a missile like – 
cars in traffic guided by drivers, rules 
and signs  
Business cases stay valid Business cases change constantly 
Strategic input is required at the start Strategic input is required throughout 
GOAL ACHIEVEMENT 
TARGETING SYSTEM COMPATIBLE WITH STABILITY OF TARGET 
Aimed bullet   
Aim, aim, fire 
Detailed plan hits a stationery target –  
Initial plan focuses on maximum accuracy 
 
An accurate plan saves repetition 
 
Goal: Time/cost/quality 
Guided Missile  
Aim, fire, aim 
Rapid feedback hits a moving target  
Initial plan focus on expedient –
adequacy  
An adjustable plan achieves –
expedience 
Goal: Optimised business benefit 
 
CONTROL 
CONTROL APPROACHES COMPATIBLE WITH PREDICTABILITY OF ENVIRONMENT 
Control with detailed plans,-  
processes and checklists 
Guide with a framework plan, -
boundaries, inputs, goals, discussions 
Higher emphasis on control to 
achieve goals (reduce change) 
Higher emphasis on adaption to 
achieve goals (relinquish some control) 
 
DURATION 
PROJECT DURATION COMPATIBLE WITH COMPONENT PRODUCT LIFECYCLES 
Gain economies of scale with size  Achieve relevance with quick - 
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iterative releases 
 
 
CULTURE 
FLEXIBLE, COLLABORATIVE, ORGANIC, ADAPTIVE 
Rigid  
Formal 
Authoritarian, tall hierarchy 
Planned, strict, structured 
Stakeholders expect and – 
understand static environments 
Flexible 
Formal framework, informal core 
Collaborative, flat hierarchy 
Organic, experimental, adaptive 
Stakeholders expect and –  
understand dynamic environments 
 
COMMUNICATION 
RAPID INFORMAL COMPLIMENTING LESS REGULAR FORMAL 
Only formal counts 
Slow, formal, thorough 
Tall hierarchy 
Formal informs informal 
Mix of formal and informal 
Includes rapid, informal, and practical 
Flat hierarchy 
Informal and formal inform each other 
 
LEADERSHIP 
EXPLORATORY VISION DRIVEN USING COLLABORATION AND DELEGATION 
Drives down path 
Clear view of path 
Highly structured 
Knows the path 
Leads a hierarchy 
Plans dictated centrally 
Manages with plan 
Workers follow plan  
Team driven from above 
Explores around the path 
Clear vision of destination 
Highly adaptable  
Knows the jungle 
Collaborates with a team 
Actions decided by team 
Guides using intent 
Specialists delivers vision  
Team pursues goals 
 
DECISION MAKING 
RAPID – ADEQUATE – IN TIME 
Decisions focused on accuracy 
Accuracy achieves lasting perfection 
Intent and objectives set at top 
Decisions made at the top based –  
on information passed up the – 
hierarchy 
Action taken when confident of –
right  decision 
Decisions are made after outcomes – 
have occurred and all data collected 
 
 
Decisions focused on expedience  
Speed capitalises fleeting opportunity 
Intent and objectives set at top 
Decisions made in the middle by –
people with situational/subject matter –
knowledge 
Action taken in time to capitalise – 
on fleeting opportunities 
Some decisions prepared in advance – 
based on intelligence gathering on 
possible outcomes 
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8.5 Strength of the Presented Theory 
This research has resulted in the construction of a new grounded theory explaining the 
mitigation of dynamism, and responds to the call made by those such as Cicimil et al. (Cicmil et al., 
2006) for data on the actuality of project management The outcome of the grounded theory 
methodology, informed by two component studies (in-depth interviews and focus groups), will: (a) 
provide conceptual explanations that can be applied practically on contemporary projects in the 
field from which they emerged, and (b) be valuable for informing future theoretical developments 
and research as to the efficacy of undertaking specific actions, upon project dynamism. The 
resulting grounded theory represents a set of concepts and their relationships, and constitutes a 
framework that explains the project management approaches used by project managers to manage 
rapid change. The core concepts of the theory, and their relationships, fulfils the requirements for a 
theory as defined by Strauss and Corbin (1998, p. 15), Glaser (1998), Bacharach (1989, p. 498), 
Charmaz (2006, p. 5), Glaser and Strauss (1967), and Eisenhardt (1989). In the following section of 
this thesis, specific features of the methodology employed in this research will be highlighted in 
order to demonstrate the rigor and quality of the resulting theory.  
In this research, data fitness was achieved by following proper grounded theory method so 
that the theory naturally fits the environment from which it was derived. Due to the inductive nature 
of the grounded theory method, the propositions emerging from the study are more likely to be 
internally valid. Conceptual density was achieved by comparing incidents within focus groups and 
between interview and focus groups until no significant different properties emerged. To ensure 
data fit, the researcher took care not to rely on connecting new information to existing literature, but 
rather to progressively include known factors within the literature according to its fitness with the 
observed data. This ensured that the previously known information in the literature enriched the 
theory without distorting its grounding, contributing to the reader’s confidence that the theory offers 
a reasonable fit with previously known information.  
The resulting grounded theory of how to manage projects challenged by dynamism is one 
that can readily be adopted and adapted by practitioners to suit their particular situations and 
requirements (Van de Ven & Poole, 1995). Because the theory is grounded on the problems and 
solutions identified by actual practitioners, the resulting theory is readily applicable to actual project 
environments. The practical value of this theory has already materialised. The first of the papers 
resulting from this research is now recommended reading for project management practitioners 
seeking professional certification (AIPM, 2009), and recommended in practitioner texts, such as 
Altfeld’s (2010) book on managing commercial aircraft development projects, Commercial Aircraft 
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Projects: Managing the Development of Highly Complex Products. Furthermore, after a conference 
presentation, I was approached by a space-craft launch contractor with the comment “there were 
three of us in a row listening to your presentation today, all nodding our heads most of the way 
through” (PartA-FG1) and another with the comment “I’d put it to you that these days many, if not 
most, projects could benefit from that entire range that you talked about” (PartB-FG1).   
The resulting theory can also be used as a basis for continued theoretical developments. The 
findings lend themselves to further verification and development through quantitative 
methodologies, for example, surveys on the frequency of use or effectiveness of the approaches. 
The theory is both useful for practitioners and theoretical use. The theoretical value of this theory 
has already materialised. The first paper emerging from this thesis research was the catalyst for a 
new program of research into dynamism in project portfolio management (Petit, 2009; Petit & 
Hobbs, 2010b, 2010a, 2012).  
Parsimony, the quality of simplicity and efficiency (K. De Queiroz & Poe, 2001), has been 
achieved in this theory because the explanation offered condenses the concepts emerging from the 
open coding stage into only three key constructs that sufficiently explain the core pattern and its 
implications (dynamism, speed and flexibility). While the focus of this study was on contemporary 
practice so as to be relevant to contemporary theory, the dimension of dynamism is not expected to 
dissipate but rather increase. The parsimony of the Model for Managing Dynamism in Projects 
should allow it to increase in relevance over time, contributing to theory durability. Furthermore, a 
substantive grounded theory is considered to have only partial closure because new ideas and more 
data can modify the theory. Modifiability is therefore an important and continuous process. The 
central theory presented in this study is sufficiently parsimonious and the extended theory 
sufficiently broad to enable this modification and therefore durability. 
Testability was achieved by forming the theory into the Model for Managing Dynamism in 
Projects where the variables are interconnected by testable theoretical propositions and by 
explanatory text. This combination can help future researchers to test, improve, extend, or falsify 
the theory presented. Finally, because dynamism in project management is an area about which 
little is known, the theory provides new insights, which is one of the key criteria for quality in a 
theory as espoused by Eisenhardt (1989). This thesis represents the first study to define and 
significantly investigate the dimension of dynamism in project management practice. The theory 
provides new insights that form a starting point to the evolution of theory relating to this 
increasingly important dimension. 
   
 
 Chapter 9 Discussion 
The aim of this research was to explore the problem of rapid change during the planning and 
execution of projects, identify current project management approaches towards dynamism, and 
develop a theory for how to manage projects in dynamic environments. The results led to the 
creation of the Theory for Managing Dynamism in Projects, and the Model for Managing 
Dynamism in Projects. The theory states that approaches focused on increased speed and increased 
flexibility, to minimise lost opportunity cost, are the best way to manage the dimension of 
dynamism during the conduct of projects.  
The key concepts of the theory are represented in the Model for Managing Dynamism in 
Projects, which correspond with Figure 8.5, Figure 8.6, Figure 8.7 and Table 8.10. The key 
concepts are represented in the words of one participant who proposed that “a reasonable plan 
executed in a timely fashion is better than a perfect plan hatched in a prison camp” (DefSvc1). 
Timely pragmatism is an important way to capitalise on a limited opportunity.  
As high technology spreads to traditionally static industries, project management approaches 
that resist change become less tenable. The results of this study suggest that project management 
practitioners in traditionally stable industries, which are increasingly encountering dynamism, face 
a dilemma in determining how much to embrace change. These practitioners need to consider the 
advantages gained from leveraging the changes in terms of functionality, competitive position, and 
future compatibility, versus the disadvantageous impacts on management predictability, safety, 
financial risk, flow-on impacts and additional management required. Fundamentally, as presented in 
Table 8.3’s Embrace or Resist Dynamism – Decision Matrix, it is the risk of embracing change that 
must be balanced against the risk of resisting the change.  
It is important to consider exceptions to application of the theory, where it may not be 
helpful to employ the techniques suggested by this study. A project manager’s willingness to 
embrace change should be proportional to the advantage/risk trade-offs involved. Some industries 
may gain relatively small advantages from change, as compared to industries such as the business or 
IT sectors, which gain larger advantages for a much lower risk. This trade-off may relate to the 
maturity of the technologies used. For instance, with longer standing and more highly developed 
technologies in construction, the advantages gained from using a risky new material may be small 
and make it hard to justify the risks, especially if the end product needs to last decades. In 
construction, the risk of public harm rightly drives a highly regulated environment that mitigates the 
effect of change. So, for industries of high risk and low reward, the resisting change strategy using 
more traditional project management may remain a superior approach until that balance changes. 
Construction projects have high-cost impacts for adjustment or cancellation rates after the 
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beginning of construction, and may not lend themselves to the same levels of experimentation or 
change. For instance, if a construction project is cancelled mid-way, there are high costs that do not 
occur in other project types, such as business projects. A cancelled construction project may result 
in demolition costs, land holding costs, greater failure visibility – perhaps leading to higher 
reputational loss, and higher lost expenditure to get to the cancellation point, including expenditure 
on physical commodities such as concrete.  
As argued in the introduction, projects are increasingly encountering the type of change 
represented by Project C in Figure 2.1, or the Dynamic Project in Table 8.2 and Figure 8.4. In some 
cases, there is a straightforward case for embracing this change, but sometimes it is more 
ambiguous. Embracing change on a construction project for instance carries an increased risk to 
public safety, and minimal benefit (High Negative Stakes). For aerospace or defence projects, the 
risks of embracing change are high, and likely higher than the construction industry, but the 
advantages can be even higher, placing them in the High Equal Stakes category of Table 8.3. At 
another point in the embrace-resist matrix depicted in Table 8.3 are business and technology projects 
where the risk to public safety may be small, and the advantage gained may be great (High Positive 
Stakes). Modern business or new technology projects are therefore likely to benefit greatly from 
management approaches that more rapidly adapt to change. In fact, projects in these industries that 
take more than 12 months to complete risk irrelevance, because after that time period, the 
environment will have changed completely making the project deliverables redundant.  
The theory does come with some overheads involved in adopting the iterative approach. 
These overheads may include those related to releasing a deliverable, collecting feedback, adjusting 
plans, and re-work where a deliverable’s material value is discarded. These overheads would be 
expected to vary according to industry. A consideration therefore in selecting the level of iteration 
employed on a project might be the relationship between these overheads and the benefits gained 
from redirecting the project based on real world feedback. In some environments, iteration 
overheads may be low (e.g. software development) and the benefits high. In these cases, an iterative 
approach would have obvious overall benefits. For environments with high iteration overheads it 
may be more prudent to use other techniques like prototyping, late design freeze, or staging. Three 
alternate approaches to iteration are therefore described in Table 9.11. 
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Table 9.11. Project Iteration Options According to Overhead Costs 
Iterative Overheads 
(Cost of re-releasing) 
Iteration Approach Example 
Low  Re-cycle through all project phases – 
plan/build/release and feedback 
Build test software and collect 
feedback, then replace with 
improved software. 
Medium/High Re-cycle planning and prototyping 
with late design freeze, but build all at 
once 
Build small-scale prototype 
roof and collect feedback, then 
when main structure is ready, 
install optimised roof design  
High  Re-cycle by stages, without revisiting 
previous deliverables  
Build short version of shed and 
test, then extend shed using 
improvements 
 
Some software developers would argue dynamism has been solved by the Agile movement. 
The problem Agile says it is striving to solve is the “challenges faced by software developers” 
without really defining what those challenges are. I would argue that for Agile to find its rightful 
place in project management science, it needs to define the specific challenges it is trying to 
address, which should not be hard to do. The reason why the Agile movement needs to do this is 
that projects have many dimensions, and consequently there are many different ways to manage 
projects – not just traditional or agile. While it may be true that traditional approaches may not suit 
some projects, they do suit others. It’s therefore not a binary decision to choose either traditional or 
agile. Before one of many approaches can be selected or developed, it would be prudent to consider 
they manage the stand-out dimensions of the project in question. I would argue therefore that the 
agile movement, while clearly attractive and popular, would be better served by a clear articulation 
of the dimensions its approaches are meant to address. This would help project management 
practitioners understand when to apply it, and drive more appropriate use in industries than software 
development.  
Further limitations of this theory are found where dynamic project management techniques 
blur the line between project and operational work. Traditionally, there has been the implication that 
project management techniques are different to operational management techniques, and that 
projects would have different staff, with different skills or qualifications. With shortened and more 
frequent project cycles, and shorter product lifespans, service management may increasingly 
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become a portfolio of short projects. Thus, it may increasingly be the case that operational and 
project management overlap.  
The approaches proposed in this thesis require a project manager to deviate significantly 
from their traditionally tight process control role, but this does not mean less skill, care or expertise 
is required. Johnston and Brennan’s (1996) call for a change from “management-as-planning” to 
“management-by-organising” seems relevant here. The project manager becomes more of a 
coordinator/enabler. The art of organising a project team, rather than relying on a detailed project 
plan, may in fact place greater demands on the project manager. Interestingly, the results of the first 
large international study on project manager leadership competencies show that organisational 
change and ICT project managers have stronger leadership competencies than construction project 
managers by a significant margin (Müllera & Turner, 2010).  
This research raises some questions about how we define success in a project. Is a project a 
failure if it is cancelled? Is a project a success if it is on time and budget?  This study suggests that a 
cancelled project can indeed be a success. Knowing whether to take a project through to full 
completion may require partial execution and therefore a cancellation can be considered a success 
as long as it cancelled at the earliest possible opportunity with the lowest possible cost. As the 
research analogy suggests, in an uncertain and changing environment, it may be very productive to 
consciously explore and eliminate dead-ends before focusing efforts on the optimal path. This can 
occur within a project or a portfolio. The Iridium satellite project illustrates how a project can be on 
time and on budget but a complete failure by not adjusting to a changing environment. By contrast, 
the movie Titanic is an example of how, through adjusting a schedule and budget, one can 
maximise business benefits. Titanic was severely over budget and over time, yet was the first movie 
to generate over US $1 billion in revenue (Highsmith, 2004). The director James Cameron, who is 
responsible for two of the highest grossing films ever, was continuously cognisant of business 
impact throughout production, balancing that aesthetic impact (Parisi, 1998, p. 221). This study 
therefore suggests that cancellations can be counted as productive activity and therefore not counted 
as failures. This study also suggests that business benefits versus cost or harm is the key measure of 
success, not time, cost or quality.  
9.1 Limitations 
The approach used in this study relied upon participants’ own perceptions of dynamism. The 
perceptions outlined in this qualitative study may not be shared across all project managers, and this 
study did not attempt to measure the benefits of the results or the negative side effects of using the 
approaches. In Study 1, only six of the interview participants were interviewed a second time. It is 
possible that if all interview participants had been interviewed a second time further insights would 
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have been gained.  Some participants (n = 14) provided written information in email as opposed to 
face-to-face interviews. Although this enabled inclusion of geographically diverse participants, it is 
acknowledged that face-to-face interviews might have allowed further exploration of the topic with 
these participants.  This study deliberately used “maximum variation sampling” to obtain views 
from diverse industries to facilitate cross pollination of ideas. However, it is certainly possible that 
the approaches used in one industry may not apply at all in another. While meeting the aims of this 
study, the sampling technique and qualitative research design means that results cannot be 
generalised to all project managers within each of the participants' industries. 
9.2 Contribution and Implications of the Results for Practice and Policy 
One of the key goals of this study was to identify project management approaches that are 
currently used by targeted practitioners in dynamic environments to manage the problems caused by 
rapid change. The main contribution of this thesis to practice has been the catalogue of practical 
approaches for the mitigation and investigation of these to develop the grounded theory and model. 
As even traditionally static or stable industries encounter dynamism, the findings of this research 
highlight the importance of considering how to customise project management for this dimension, 
as opposed to enforcing traditional approaches more rigorously in response to failures. 
Organisations with long-standing traditional methodologies encountering rapid change are called to 
reconsider their processes in responding to change. Management techniques, processes and policies 
that are solely focused on resisting or controlling change rather than being optimised to quickly 
embrace and adapt to change are identified as sub-optimal in achieving goals in these environments. 
Methodologies in these environments need to be adjusted to accommodate management techniques 
that meet the particular challenges of rapid change and limited windows of opportunity. 
Practitioners who are not already doing so could consider the approaches listed in this thesis. To 
that end, publications generated from this study are now recommended reading by project 
management professional bodies (AIPM, 2009), and recommended in practitioner texts as 
significant as commercial aircraft manufacture (Altfeld, 2010). 
Furthermore, the implication of this research is that project management training in these 
environments should also be adjusted to incorporate faster and more adaptive management and 
decision-making techniques better able to achieve speed and adapt to frequent and rapid changes, 
and perpetual uncertainty. Organisations should consider whether their policies permit sufficient 
flexibility and freedom for project teams to develop the require culture and operate at a speed to 
execute in a sufficiently timely fashion, using more emergent approaches described in this thesis.  
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The approaches exposed in this research have the potential to positively influence significant 
strategic defence or economic projects. Consider, for example, the benefits of critical defence 
projects employing much later design freezes on high-technology components, or critical 
communications projects similar to Iridium staging their implementation to better gauge market 
reaction. The most likely benefit, however, is expected to be for many much smaller business 
projects that grapple with the application of traditional project management techniques in 
environments of rapid change.  
9.3 Contribution and Implications of the Results for the Developing Theory  
One of the key goals of this study was to develop a grounded theory to explain how to 
manage projects in dynamic environments. This was the first investigation to define and 
significantly investigate the dimension of dynamism in project management practice. The dynamic 
project has high levels of unknowns at the start and a high rate of new unknowns throughout. In a 
dynamic project, one must resolve the unknowns at a faster rate than they appear, and in the limited 
time available as the window of opportunity. This research, in producing an in-depth treatment of 
the problem and its components, provides a sound starting point to inform the future research on 
project dynamism. Furthermore, this research has contributed the Model for Managing Dynamism 
in Projects. This model can be used to consider the multi-factorial aspects of project management in 
future examinations of the experiences of practitioners and outcomes of organisations. The model 
can also be used to guide practice and inform policy development in relation to project management 
in dynamic environments. The results have been published in two peer-reviewed papers (Collyer & 
Warren, 2009; Collyer et al., 2010b) and presented at an international research conference (Collyer, 
Warren, Hemsley, & Stevens, 2010a), achieving an impressive number of  citations at the time of 
thesis completion.  
9.4 The Theoretical Contribution in the Context of the Literature  
First and foremost, this study answers the call for more empirical research on the actuality of 
project management practice (Cicmil et al., 2006; Hodgson & Cicmil, 2006; Ramadan & Tu, 2012). 
Furthermore, this study fills a significant gap in the literature, faced by projects conducted in 
uncertain environments (Gray & Larson, 2003). This is the first study to define and specifically 
investigate the dimension of dynamism in project management practice. In doing so, it has spawned 
a new field of research such as Petit’s work on portfolio management (Petit, 2009; Petit & Hobbs, 
2010b, 2010a, 2012). Petit’s PhD thesis proposal was inspired by the first paper of this study (Petit, 
2009). 
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This study has contributed a model for managing projects compatible with a number of 
theorised project categories, including Pick, Loch & De Meyer’s (2002) learning approach, Payne 
and Turner’s (1993) ‘air’ projects with poorly defined goals and methods, Shenhar’s (2001b) high 
and super-high-tech projects involving the development of new technologies, and Cioffi’s (2006) 
highly new projects. The Model for Managing Dynamism in Projects and catalogue provides a 
customised set of approaches to avoid the problem described by Bonner, Ruekert and Walker 
(2002), where excessive use of traditional methods, such as behaviour control, can actually reduce 
productivity. The model is suitable for managing projects involving high levels of uncertainty, 
using technologies together for the first time, development work, prototyping and multiple design 
cycles. The model and approaches also have theoretical significance for the Agile movement in so 
far as dynamism may be one of the key problems they are seeking to address. The capability of 
flexibility is one of the two key elements the Model for Managing Dynamism in Projects addresses 
(and, quite possibly, the Agile movement, has been trying to manage the problem of rapid change 
all along). This study calls on the agile movement to more clearly define the dimensions they are 
trying to address. Furthermore, this study provides a theory and collection of approaches 
specifically tailored to a key challenge faced by agile practitioners.  Lastly, the theory extends 
Cioffi’s (2006) spectrum of ‘newness’ to apply it to the problem of dynamism, resulting in The 
Race to Resolve Project Unknowns – Escalating Effect. 
9.5 Directions for Future Research 
The Model for Managing Dynamism in Projects and theory addressed the research aims, 
which were to explore the problem of rapid change during the planning and execution of projects, to 
identify problems caused by rapid change, and to reveal what type of project management 
approaches can be used to manage the problems caused by rapid change.  
Referring to Singleton & Straights’ (2005, p. 68) stages of research, the exploratory and 
descriptive stages have been dealt with to some extent, and therefore an explanatory stage is 
suggested. The explanatory stage is where relationships are between variables are tested. In support 
of Cicmil et al. (2006), there is also a need to investigate the reality of project management, 
capturing practical wisdom. 
Following from these studies it would therefore be useful to know more about adoption rates for 
the various approaches recommended by the participants in this study. It would be helpful to 
understand these adoption rates across industries, cultures, communities, and minority populations. 
Understanding adoption rates generally, and in different populations, would throw light on the 
levels of acceptance for these approaches generally, and inform understanding of the possible 
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causes for differences in adoption rates. To address the limitation in these studies that participants 
may have differing interpretations of dynamism, a study on defining or categorising dynamism 
across different industries may be helpful. 
Furthermore, attempts to quantify the merits and side effects of the dynamic theory approaches 
would be helpful to inform the level of effort justified in further research. Depending on the results 
of the adoption rate and benefit studies, it would be helpful to understand how well the approaches 
are represented in the various bodies of knowledge (BOKs), and by the various training and 
education systems available for project managers, to determine whether justification and scope for 
existed for adjustment in this area.   
To determine adoption rates across different populations, observation methods could be 
employed, although these can be labour-intensive. Quantitative research involving surveys could be 
used, acknowledging they are also limited by the interpretations of the participants. A longitudinal 
study would help measure the adoption dynamic management approaches over time. Benefits and 
side effects could be explored initially with case studies, and followed up with surveys, to gather 
data across populations.  Again, a study into training methods could start with case studies and 
follow with a surveys and then interviews.  
 
 
 
 
 Chapter 10 Conclusions 
The aim of this study was to explore the problem of rapid change during the planning and 
execution of projects from the perspectives of successful practitioners in the field. The objectives to 
fulfil this aim were: a) to identify project management approaches that can be used to manage the 
problems caused by rapid change, and b) to develop a theory for how to manage projects in 
dynamic environments.   
The results show that practitioners encountering rapid change during the course of a project 
may be presented with challenges, caused by: (a) changing materials tools and inputs; (b) changing 
relationships with other related projects, services or products; and (c) changing goals. These 
challenges, in turn, create difficultly for management, control and goal achievement. The results 
indicate that practitioners challenged by this dimension use a broad range of customised 
management approaches that centre around two key mitigation strategies: (a) speedy 
implementation, and (b) rapid adaptation. The results were used to form the theory, a model for 
managing dynamism in projects, and an inventory of approaches for the mitigation of dynamism. 
The Theory for Managing Dynamism in Projects explains that project management 
approaches focused on speed and flexibility, to minimise lost opportunity cost, are the best way to 
mitigate the dimension of dynamism. Specifically, projects challenged by dynamism may benefit 
from: (a) emergent iterative planning and procurement, (b) guideline controls, (c) flexible 
leadership and rapid decision-making, (d) timely and efficient communication, and (e) egalitarian 
and goal orientated culture.   
The Theory provides a toolkit for practitioners increasingly encountering rapid change. 
Because the approaches are grounded in the problems and solutions identified by actual 
practitioners, they are readily applicable to actual project and training environments. The model and 
theory are particularly relevant to business, technology and innovation projects struggling with the 
application of traditional project management techniques in environments of rapid change. As 
traditionally stable industries increasingly encounter dynamism, they can use this model to optimise 
their project management as opposed to enforcing traditional approaches more rigorously in 
response to failures. Organisations encountering dynamism can adjust methodology, training and 
policies, considering the model and theory presented in this thesis. The Theory for Managing 
Dynamism in Projects and its inventory of approaches can be used to positively influence 
significant strategic and economic projects. The most widespread benefit is expected to be for 
business, technology and innovation projects grappling with the application of traditional project 
management techniques in environments of rapid change.  
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This study defines and specifically investigates the dimension of dynamism in project 
management practice, and the resulting theory, model, and inventory of practices provides a starting 
point for further investigations into this increasingly important dimension. The study has 
contributed a model for managing projects compatible with a number of theorised project categories 
including Pick, Loch & De Meyer’s (2002) learning style project, Payne and Turner’s (1993) 
projects with poorly defined goals and methods, Shenhar’s (2001b) projects involving the 
development of new technologies, and Cioffi’s (2006) projects with high degrees of newness. 
However, using the dynamic approach may generate resistance due to its higher cost and less 
perceived control than traditional approaches. Also, since the role of the project manager under this 
model is transformed to being more of a coordinator or enabler, it might seem somewhat less 
prestigious. However, they would be no less responsible or effective, and, if this transformed role 
results in higher levels of success, it deserves attention. 
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Appendix 1 – Focus Group Outline 
 
Pre-qualifications 
 Significantly Challenged by rapid change in their project environments, Can give examples. 
 Ten years practitioner experience 
 Working in an organisation that has been in existence for 10 years 
 
Welcome 
 
Welcome and thanks for participating in this focus group. Your time and contribution is greatly 
appreciated. The duration is expected to be between 60 and 90 minutes. The objective is to discuss, 
and get your views to help fine tune and understand some particular project management 
approaches. It’s a semi-structured discussion. 
 
This subject of this focus group is to explore:  
 the causes of change, 
 the challenges posed by high rates of change in the business environment (dynamism), 
 your thoughts on management approaches actually used in practice to deal with when 
conducting projects.  
 
I’m using this method because it  
 I get very rich data in your own words and much deeper insights. 
 Participants tend to build on each other’s ideas 
 Participants tend to act as checks and balances on each other 
 Please respond as expansively and unrestrained as possible.  There are no right or wrong 
answers.  
 Your responses will not be identified to you. You may withdrawal at any time. You may ask for 
a copy of the transcript. 
 I will start by explaining dynamism, some example challenges and then describe approaches one 
at a time asking you to comment on them and clarify my understanding. I will then ask you to 
propose any new approaches. 
 I need to record this so I don’t miss anything so please speak up, avoid side conversations, allow 
and encourage equal participation, stay on topic, give examples, forgive me if I cut you off to 
keep on track. 
 
Introductions and Administration 
Let’s go around the table introducing ourselves: Name, organisation, role; noting that I record your 
comments against a generic code, not your name... e.g. Construction1 said... 
Date:  
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Location 
Participants 
 
The definition of dynamism 
Talking about rapid change in the project environment that necessarily affects the project. 
Rapidly changing environments are a newly recognized and increasing challenge in the field of 
project management.  
What are the causes of dynamism? 
Based on your experience what are the causes of rapid change to the project environments you have 
worked in.  Please give examples. 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews:  
 Change in materials, resources, tools, and techniques; 
 Changing relationships with other related projects, services, or products; and 
 Changing goals due to changes in what is possible, changes in competition, or changes in 
the general business environment, such as government policy. 
 
What problems are caused by rapid change? 
 
Describe in project management terms what are the management problems created by rapid change 
in the project environment. Please give examples. 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews: (a) difficulty planning, (b) short timeframes, (c) high levels of interdependence between 
projects, (d) high levels of customisation, (e) planning for uncertain outcomes, (f) balancing 
flexibility with reliability and accountability, (g) balancing decision quality against decision speed, 
and (h) timing scope freeze during rapid change. 
Environmental manipulation (make static) 
 
Is it better to resist or embrace change? Discuss. Would this work for you? Why? How? What is 
ideal version of this approach? 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews. A common theme was to embrace change rather than resist it.  
 
Planning styles category  (Planning styles was a dominant category emerging from the interviews) 
Describe in project management terms the planning styles that best manage rapid change. Please 
give examples. 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews:  One theme was Emergent planning informed with feedback. This approach may also be 
known as rolling wave or iterative. Involves starting with a high-level framework plan and then 
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filling the details in as they are made available. The more that is learned about a project the greater 
the level of detail with which it can be managed.  
 
Discuss. Would this work for you? Why? How? What is ideal version of this approach? 
Another theme emerging from the interviews was staged releases. This approach is where the 
smallest possible scope is released in the initial stage, in order to reduce risk and allow proof of 
concept. Smaller pilot and production versions are released to the market to test and secure 
feedback before adding functionality on more capable versions. This scope reduction approach 
makes the first stage as small as possible in order to quickly obtain feedback that will allow the 
work to be brought in line with reality more rapidly. Would this work for you? Why? How? What is 
ideal version of this approach? 
Another theme was competing experiments. Running two or more investigations in parallel to more 
quickly identify the optimal approach. Thoughts? Would this work for you? Why? How? What is 
ideal version of this approach? 
 
Controls category: A dominate category emerging from the analysis of the interviews was alternate 
controls. This approach involves a greater focus on input, output, boundary and interactive controls 
such as team selection and clear goals and reward. Traditional project management has focused on 
formal process control, making used of detailed plans. 
  
Discuss. Would this work for you? Why? How? What is ideal version of this approach? 
 
Culture category A dominate category emerging from the analysis of the interviews was culture. 
What was the culture in the organisations in which you conducted projects? Please give examples. 
 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews:   
 A focus on flexibility. Management and approaches are adjusted regularly as needed to achieve 
the goal. The management approach itself must be dynamic. 
 Supportive of experimentation, to resolve unknowns, enhance and improve and identify the best 
way forward.  
 Flat hierarchy that is egalitarian. 
 Supports collaboration that respects individual expertise and motivation, guided by clear goals. 
 Stakeholders are educated about, understand, and support the required culture. 
 
Communication styles category. A dominate category emerging from the analysis of the interviews 
was communication styles. What communication styles were used on the projects in which you 
encountered significant dynamism? Please give examples. 
 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews:   
o Fast and in-time was a typical description of project communication in a dynamic 
environment. More regular communication of all types 
o The facilitation of greater amounts of informal communications to keep pace. 
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o Adjusting communication rates and styles according to the needs and stages of the 
project.  
 
Discuss. Would this work for you? Why? How? What is ideal version of this approach? 
Leadership style category. A dominate category emerging from the analysis of the interviews was 
leadership style. What leadership styles were used on the projects in which you encountered 
significant dynamism? Please give examples. 
 
After participants ideas have been submitted and explored, explore some of the ideas from the 
interviews:   
o Leader has high subject matter expertise that provides a vision they share with the team 
and use to motivate the team. 
o Leader uses a collaborative egalitarian approach with delegation to achieve the vision 
o Leader can be hands on where required but respects and trusts the expertise and advice 
of his team. 
o Leader is flexible and adapts and changes course quickly to react to a changing 
environment. 
 
Discuss. Would this work for you? Why? How? What is ideal version of this approach? 
 Another theme emerging from the interviews was devolved responsibility with rapid decisions. 
Higher management decisions based on tight control were perceived to be too slow and ill-informed 
to be of practical use in these environments Key principles of decision-making in dynamic 
environments may therefore be rapid decision-making cycles using directive control, with some 
pre-planned decision responses. Management at the top is by intent as opposed to detailed 
instruction. Would this work for you? Why? How? What is ideal version of this approach? 
 
New Approaches? 
Examples 
 
Thank you 
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Appendix 2 – Content Themes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure Apx 2.1. Categories and Content Themes 
Introduction- 171 - 
 
Appendix 3 – Paper - Project Management Approaches for Dynamic Environments 
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Appendix 4 – Paper - Aim Fire Aim - Project Planning Styles in Dynamic Environments 
 
