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ASYMPTOTIC EQUIVALENCE FOR INHOMOGENEOUS JUMP
DIFFUSION PROCESSES AND WHITE NOISE.
ESTER MARIUCCI
Laboratoire Jean Kuntzmann, Grenoble.
Abstract. We prove the global asymptotic equivalence between the experi-
ments generated by the discrete (high frequency) or continuous observation of
a path of a time inhomogeneous jump-diffusion process and a Gaussian white
noise experiment. Here, the parameter of interest is the drift function and
the observation time T can be both bounded or diverging. The approxima-
tion is given in the sense of the Le Cam ∆-distance, under some smoothness
conditions on the unknown drift function. These asymptotic equivalences
are established by constructing explicit Markov kernels that can be used to
reproduce one experiment from the other.
Introduction
Consider a sequence of one-dimensional time inhomogeneous jump-diffusion
processes {Xt}t≥0 defined by
(1) Xt = η +
∫ t
0
f(s)ds+
∫ t
0
σn(s)dWs +
Nt∑
i=1
Yi, t ∈ [0, Tn],
where:
• η is some random initial condition;
• W = {Wt}t≥0 is a standard Brownian motion;
• N = {Nt}t≥0 is an inhomogeneous Poisson process with intensity function
λ(·), independent of W ;
• (Yi)i≥1 is a sequence of i.i.d. real random variables with distribution G,
independent of W and N ;
• σ2n(·) is supposed to be known. Either Tn → ∞ and σn(·) = σ(·) does
not depend on n or Tn ≡ T and σn(·) = εnσ(·) with εn → 0 as n→∞.
• f(·) belongs to some non-parametric class F making its estimation con-
sistent (e.g. if Tn → ∞ one may require F to consist of a subclass of
periodic functions).
• λ(·) and G(·) are unknown and belong to non-parametric classes Λ and
G , respectively.
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1
2 ASYMPTOTIC EQUIVALENCE FOR ADDITIVE PROCESSES
We observe {Xt}t≥0 at discrete times 0 = t0 < t1 < · · · < tn = Tn such that
∆n = max1≤i≤n
{|ti − ti−1|} ↓ 0 as n goes to infinity. We are interested in
estimating the drift function f(·) from the discrete data (Xti)ni=0. At least two
natural questions arise:
(1) How much information about the parameter f(·) do we lose by observing
(Xti)
n
i=0 instead of {Xt}t∈[0,Tn]?
(2) Can we construct an easier (read: mathematically more tractable), but
equivalent, model from (Xti)
n
i=0?
The aim of this paper is to give an answer to questions (1) and (2) by means
of the Le Cam theory of statistical experiments. For the basic concepts and a
detailed description of the notion of asymptotic equivalence that we shall adopt,
we refer to [25, 26]. We recall the relevant definitions and properties in Section
1.2.
One of the main applications of proving an asymptotic equivalence between
two sequences of experiments is that it allows to transfer asymptotic risk bounds
for any inference problem from one model to the other, at least for bounded
loss functions. In particular, if there is an estimator τ1 in the statistical model
P1 = (X1,A1, {P1,θ : θ ∈ Θ}) with risk
∫
L(θ, τ(x))P1,θ(dx), then, for bounded
loss functions L, there is an estimator τ2 in P2 such that
sup
θ
∣∣∣∣
∫
L(θ, τ1(x))P1,θ(dx)−
∫
L(θ, τ2(x))P2,θ(dx)
∣∣∣∣→ 0, as n→∞.
More generally, asymptotic equivalence allows to transfer minimax rates of con-
vergence, up to some constants.
The first asymptotic equivalence results for non-parametric experiments date
to 1996 and are due to Brown and Low [3] and Nussbaum [31]. This is the first in-
stance of an abundance of works devoted to establishing asymptotic equivalence
results for non-parametric experiments. In particular, asymptotic equivalence
theory has been developed for non-parametric regression [3, 1, 21, 34, 8, 7, 32,
9, 29], non-parametric density estimation models [31, 6, 23, 2], generalized linear
models [20], time series [22, 30], diffusion models [13, 18, 11, 12, 33, 17, 27],
GARCH model [5], functional linear regression [28] and spectral density estima-
tion [19]. Negative results are somewhat harder to come by; the most notable
among them are [15, 4, 37].
There is however a lack of equivalence results concerning processes with jumps.
To our knowledge, this is the first one for what concerns the estimation of a drift
function issued from a discretely (high frequency) observed Lévy process. We
actually allow it to be inhomogeneous in time, i.e. an additive process. In this
setting one should also cite the works [16, 14] as they are the only ones we know
about treating (pure jumps) Lévy processes. However, they both give asymptotic
results for the estimation of the Lévy measure.
The interest in Lévy processes is due to them being a building block for sto-
chastic continuous time models with jumps. Because of that, they are widely
used in finance, queueing, telecommunications, extreme value theory, quantum
theory or biology. Their stationarity property, however, makes them rather in-
flexible; as a consequence, in recent years additive processes have been preferred
in financial modelling (see [10], Chapter 14). It is therefore in this more general
setting that we present our results.
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In order to mathematically reformulate questions (1) and (2), let us denote by
(D,D) the Skorokhod space; define P
(f,σ2n,λG)
Tn
as the law of {Xt}t∈[0,Tn] on (D,D)
and Q
(f,σ2n,λG)
n as the law of the vector (Xt0 ,Xt1 , . . . ,Xtn) on (R
n+1,B(Rn+1)).
Consider the parameter set Θ = F . We allow two more degrees of freedom by
considering λ ∈ Λ and G ∈ G , although these will not be parameters of interest.
Let us then consider the following statistical models:
Pn =
(
D,D , {P (f,σ2n,λG)Tn : f ∈ F}
)
,
Qn =
(
R
n+1,B(Rn+1), {Q(f,σ2n,λG)n : f ∈ F}
)
.
Finally, let us introduce the Gaussian model that will appear in the statement
of our main results. For that, let us denote by (C,C ) the space of continuous
mappings from [0,∞) into R endowed with its standard filtration and, coher-
ently with the previous notation, by P
(f,σ2n,0)
Tn
the law induced on (C,C ) by the
stochastic process:
(2) dyt = f(t)dt+ σn(t)dWt, y0 = 0, t ∈ [0, Tn].
We set:
Wn =
(
C,C , (P
(f,σ2n,0)
Tn
: f ∈ F )).
We have already mentioned that asymptotic equivalences can be used to reduce
estimation problems from one model to a simpler ones. This is what happens
here, the model associated with the discrete or continuous observation of {Xt}
as in (1) has been proved to be equivalent to that in (2), which is much better
studied. For example, consider the two following situations:
• Tn is fixed and σn(·) = εnσ(·) with εn → 0,
• Tn goes to infinity and σn(·) is fixed; in this case, also ask that elements
of F have some periodicity assumption.
In both these cases, a consistent estimation of f ∈ F is possible. Our equivalence
result does not rely on assumptions such as these, but it applies to these cases,
as well: Indeed, proving equivalence for a class F automatically implies that the
same equivalence holds true for any subclass of F .
We state here our main result in the case in which F is a functional class
consisting of α-Hölder, uniformly bounded functions on R, i.e. there existB <∞,
M <∞ and α ∈ (0, 1] such that
|f(x)| ≤ B and |f(x)− f(y)| ≤M |x− y|α, ∀x, y ∈ R.
For the general statements see Section 1.4.
Theorem 0.1. Suppose that F is a subclass of α-Hölder, uniformly bounded
functions on R. Let σn(·) = εnσ(·) be such that 0 < mσ ≤ σ(·) ≤ Mσ < ∞ with
derivative σ′(·) in L∞(R). Suppose either:
• Tn ≡ T <∞, εn → 0 and there exists an L2 <∞ such that for all λ ∈ Λ,
‖λ‖L2([0,T ]) < L2,
• or Tn → ∞, εn ≡ 1 and there exist L1 < ∞, L2 < ∞ such that for all
λ ∈ Λ, ‖λ‖L1(R) < L1 and ‖λ‖L2(R) < L2.
Then
∆(Qn,Wn)→ 0 and ∆(Pn,Qn)→ 0 as n→∞,
as soon as one of the following two conditions holds
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(1) G is a subclass of discrete distributions with support on Z: In this case an
upper bound for the rate of convergence is O
(√
∆n+Tn∆
2α
n ε
−2
n +Tn∆n
)
.
(2) G is a subclass of absolutely continuous distributions with respect to the
Lebesgue measure on R with uniformly bounded densities on a fixed neigh-
borhood of 0: In this case an upper bound for the rate of convergence is
O
(
4
√
∆n + Tn∆
2α
n ε
−2
n + Tn∆n
)
.
The paper is organized as follows. Sections 1.1 to 1.3 fix assumptions and
notation. The main results, as well as examples, are given in Section 1.4. A dis-
cussion of the results can be found in Section 1.5. The proofs are postponed to
Section 2. They are obtained as a sequence of results proving different (asymp-
totic) equivalences. Loosely speaking, we first reduce to having in each interval
of the discretization at most one jump (Bernoulli approximation, Section 2.1).
Secondly, we filter it out via an explicit Markov kernel, reducing ourselves to
treating independent Gaussian variables (Section 2.2). Finally, we apply an ar-
gument similar to that in [3] (Section 2.3) and collect all the pieces to conclude
the proofs in Section 2.4. An appendix collects some proofs of general facts about
the Le Cam distance that we use in the rest of the paper.
1. Assumptions and main results
1.1. Additive processes. Time inhomogeneous jump-diffusion processes are a
special case of additive processes. Here we briefly recall definitions and properties
of this class of processes.
Definition 1.1. A stochastic process {Xt}t≥0 on R defined on a probability
space (Ω,A ,P) is an additive process if the following conditions are satisfied.
(1) X0 = 0 P-a.s.
(2) Independent increments: for any choice of n ≥ 1 and 0 ≤ t0 < t1 < . . . <
tn, random variables Xt0 , Xt1 −Xt0 , . . . ,Xtn −Xtn−1 are independent.
(3) There is Ω0 ∈ A with P(Ω0) = 1 such that, for every ω ∈ Ω0, Xt(ω) is
right-continuous in t ≥ 0 and has left limits in t > 0.
(4) Stochastic continuity: ∀ε > 0,P(|Xt+h −Xt| ≥ ε)→ 0 as h→ 0.
Thanks to the Lévy-Khintchine formula (see [10], Theorem 14.1), the charac-
teristic function of any additive process X = {Xt}t∈[0,T ] can be expressed, for all
u in R, as:
(3)
E
[
eiuXt
]
= exp
(
iu
∫ t
0
f(r)dr− u
2
2
∫ t
0
σ2(r)dr−
∫
R
(1− eiuy + iuyI|y|≤1)νt(dy)
)
,
where f(·) and σ2(·) belongs to L1(R) and νt is a positive measure on R satisfying
νt({0}) = 0 and
∫
R
(y2 ∧ 1)νt(dy) <∞, ∀t ∈ [0, T ].
In the sequel we shall refer to (f(t), σ2(t), νt)t∈[0,T ] as the local characteristics of
the process X and a νt as above will be called a Lévy measure, for all t. This
data characterizes uniquely the law of the process X. In the case where f(·) and
σ(·) are constant functions and νt = ν for all t, the process X satisfying (3) is
stationary, and is called a Lévy process of characteristic triplet (f, σ2, ν).
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Let D = D([0,∞),R) be the space of mappings ω from [0,∞) into R that are
right-continuous with left limits. Define the canonical process x : D → D by
∀ω ∈ D, xt(ω) = ωt, ∀t ≥ 0.
Let Dt and D be the σ-algebras generated by {xs : 0 ≤ s ≤ t} and {xs : 0 ≤ s <
∞}, respectively. Let X be an additive process defined on (Ω,A ,P) having local
characteristics (f(t), σ2(t), νt)t∈[0,T ]. It is well known that it induces a probability
measure P (f,σ
2,ν) on (D,D) such that {xt} defined on
(
D,D , P (f,σ
2,ν)
)
is an
additive process identical in law with ({Xt},P) (that is the local characteristics
of {xt} under P (f,σ2,ν) is (f(t), σ2(t), νt)t≥0).
In the sequel we will denote by
({xt}, P (f,σ2 ,ν)) such an additive process, stress-
ing the probability measure and by P
(f,σ2,ν)
t for the restriction of P
(f,σ2,ν) to Dt.
Further, for every function ω in D, we will denote by ∆ωr its jump at the time
r and by ωc, ωd its continuous and discontinuous part, respectively:
∆ωr = ωr − lim
s↑r
ωs, ω
d
t =
∑
r≤t
∆ωr, ω
c
t = ωt − ωdt .
Note that, if νt = 0 for all t ≥ 0, then
({xt}, P (f,σ2,0)) is a Gaussian process that
can be represented on (Ω,A ,P) as
(4) Xt =
∫ t
0
f(s)ds+
∫ t
0
σ(s)dWs, t ≥ 0,
for some standard Brownian motion W on (Ω,A ,P).
A time inhomogeneous jump-diffusion process as in (1), observed until the time
Tn, is an additive process (apart from the possibly non-zero initial condition) with
local characteristics (f(t), σ2(t), νt)t∈[0,Tn], where νt(·) = λ(t)G(·). We will write({xt}, P (f,σ2,λG)Tn ) for such a process. Also observe that ({xct}, P (f,σ2 ,λG)Tn ) has the
same law as
({xt}, P (f,σ2,0)Tn ). Moreover, thanks to the independence of the incre-
ments, the law of the i-th increment of (1) is the convolution product between the
Gaussian law N
( ∫ ti
ti−1
f(s)ds,
∫ ti
ti−1
σ2(s)ds
)
and the law of the variable
∑Pi
j=1 Yj ,
where Pi is Poisson of intensity λi =
∫ ti
ti−1
λ(s)ds.
1.2. Le Cam theory of statistical experiments. A statistical model is a
triplet Pj = (Xj ,Aj , {Pj,θ; θ ∈ Θ}) where {Pj,θ; θ ∈ Θ} is a family of probability
distributions all defined on the same σ-field Aj over the sample space Xj and
Θ is the parameter space. The deficiency δ(P1,P2) of P1 with respect to P2
quantifies “how much information we lose” by using P1 instead of P2 and is
defined as δ(P1,P2) = infK supθ∈Θ ||KP1,θ − P2,θ||TV , where TV stands for
“total variation” and the infimum is taken over all “transitions” K (see [25], page
18). The general definition of transition is quite involved but, for our purposes,
it is enough to know that Markov kernels are special cases of transitions.
The Le Cam ∆-distance is defined as the symetrization of δ and it defines
a pseudometric. When ∆(P1,P2) = 0 the two statistical models are said to
be equivalent. Two sequences of statistical models (Pn1 )n∈N and (P
n
2 )n∈N are
called asymptotically equivalent if ∆(Pn1 ,P
n
2 ) tends to zero as n goes to infinity.
There are various techniques to bound the ∆-distance. We report below only the
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properties that are useful for our purposes. For the proofs see, e.g., [25, 35] and
the Appendix.
Property 1.2. Let Pj = (X ,A , {Pj,θ; θ ∈ Θ}), j = 1, 2, be two statistical
models having the same sample space and define ∆0(P1,P2) := supθ∈Θ ‖P1,θ −
P2,θ‖TV . Then, ∆(P1,P2) ≤ ∆0(P1,P2).
In particular, Property 1.2 allows us to bound the ∆-distance between statis-
tical models sharing the same sample space by means of classical bounds for the
total variation distance. Classical bounds on the latter will thus prove useful:
Fact 1.3 (see [24], p. 35). Let P1 and P2 be two probability measures on X ,
dominated by a common measure ξ, with densities gi =
dPi
dξ , i = 1, 2. Define
L1(P1, P2) =
∫
X
|g1(x)− g2(x)|ξ(dx),
H(P1, P2) =
(∫
X
(√
g1(x)−
√
g2(x)
)2
ξ(dx)
)1/2
.
Then,
(5)
H2(P,Q)
2
≤ ‖P1 − P2‖TV = 1
2
L1(P1, P2) ≤ H(P1, P2).
Fact 1.4. [see [35], Lemma 2.19] Let P and Q be two product measures defined
on the same sample space: P = ⊗ni=1Pi, Q = ⊗ni=1Qi. Then
(6) H2(P,Q) ≤
n∑
i=1
H2(Pi, Qi).
Using (5), it follows that
‖P −Q‖TV ≤
√√√√ n∑
i=1
2‖Pi −Qi‖TV .
Below, we collect some well-known facts that can be used to establish asymp-
totic equivalences. For the convenience of the reader, their proofs can be found
in the Appendix.
Fact 1.5. Let Q1 ∼ N (µ1, σ21) and Q2 ∼ N (µ2, σ22). Then
‖Q1 −Q2‖TV ≤
√(
1− σ1
σ2
)2
+
(µ1 − µ2)2
2σ22
≤
√(
1− σ
2
1
σ22
)2
+
(µ1 − µ2)2
2σ22
.
Fact 1.6. Let mi(·) and σ(·) be real functions such that
∫
R
mi(s)2
σ(s)2
ds <∞, i = 1, 2,
with σ(·) > 0. Then, with the same notation as in Section 1.1:
L1
(
P
(m1,σ2,0)
t , P
(m2,σ2,0)
t
)
= 2
(
1− 2φ
(
− Dt
2
))
, ∀t > 0,
where φ denotes the cumulative distribution function of a Gaussian random vari-
able N (0, 1) and
D2t =
∫ t
0
(m1(s)−m2(s))2
σ2(s)
ds.
In particular, L1
(
P
(m1,σ2,0)
t , P
(m2,σ2,0)
t
)
= O(Dt).
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Property 1.7. Let Pi = (Xi,Ai, {Pi,θ, θ ∈ Θ}), i = 1, 2, be two statistical
models. Let S : X1 → X2 be a sufficient statistics such that the distribution of
S under P1,θ is equal to P2,θ. Then ∆(P1,P2) = 0.
1.3. The parameter space. We now state the different kinds of assumptions
on the non-parametric classes F , Λ and G that will show up in the statements
of the theorems:
(F1) Every f ∈ F is continuous and supt∈R{|f(t)| : f ∈ F} ≤ B, for some
constant B.
(F2) Defining:
(7) f¯n(t) =
{
f(ti) if ti−1 ≤ t < ti, i = 1, . . . , n;
f(Tn) if t = Tn;
we have
(8) lim
n→∞ supf∈F
∫ Tn
0
(f(t)− f¯n(t))2
σ2n(t)
dt = 0.
(L1) Denoting by ‖ · ‖1 the L1 norm on R, we require supλ∈Λ ‖λ‖1 ≤ L1, for
some constant L1.
(L2) Denoting by ‖ · ‖2 the L2 norm on R, we ask supλ∈Λ ‖λ‖22 ≤ L2, for some
constant L2.
(G1) G is a subset of discrete distributions concentrated on Z.
(G2) G is a subset of absolutely continuous distributions with respect to Lebesgue,
h = dGdLeb . We ask that there are uniform constants N1, N2 > 0 such that
h ≤ N2 Leb-a.e. on [− 1N1 , 1N1 ].
1.4. Main results and examples. Recall that models (1) and (2) depend on
diffusion coefficients σn(·) = εnσ(·), where εn is either 1 (if Tn →∞) or εn → 0
(if Tn = T finite). We will assume that σ(·) is absolutely continuous, strictly
positive, and its logarithmic derivative is uniformly bounded: There exists a
constant C1 such that:
(9)
∣∣∣ d
dt
lnσ(t)
∣∣∣ ≤ C1, t ∈ R.
Our main results are then:
Theorem 1.8. Suppose that the parameter space F fulfills the assumptions (F1)
and (F2) and let σ(·) satisfy (9) as above. If, in addition, Λ and G satisfy
Assumptions (L2) and (G1), respectively, then, for n big enough, we have
∆
(
Pn,Qn
)
= ∆
(
Qn,Wn
) ≤ O( sup
f∈F
∫ Tn
0
(f(t)− f¯n(t))2
σ2n(t)
dt+ Tn∆n +
√
∆n
)
.
Here, the O depends only on the constants C1 and L2.
Theorem 1.9. Suppose that the parameter space F fulfills the assumptions (F1)
and (F2) and let σ(·) be as above. Suppose also there exist mσ, Mσ such that
0 < mσ ≤ σ(·) ≤Mσ <∞. Let βi = B(ti − ti−1) +√σi. Moreover suppose that
Λ fulfills Assumptions (L1), (L2) and G fulfills Assumption (G2). Then, for n
big enough, we have
∆(Pn,Qn) = ∆(Wn,Qn) ≤ O
(
sup
f∈F
∫ Tn
0
(f(t)− f¯n(t))2
σ2n(t)
dt+ Tn∆n +∆
1
4
n
)
.
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Here the leading terms in the O depend on L1, N2 and Mσ only.
As a corollary, when F consists of uniformly bounded α-Hölder functions, one
retrieves the rates of convergence stated in Theorem 0.1. We now give some
examples of situations where our results can be applied.
Example 1.10. The sum of a diffusion process and an inhomogeneous Poisson
process: This corresponds to setting Y1 ≡ 1, so that G consists of the only Dirac
mass in 1. Let σn(·) = εnσ(·) satisfy (9) as above, and Λ satisfy Assumption (L2).
If F is a class of α-Hölder, uniformly bounded functions on R with α ∈ (0, 1],
for n big enough, an application of Theorem 1.8 yields:
∆(Pn,Qn) = ∆(Qn,Wn) = O
(√
∆n + Tn∆n + Tn∆
2α
n ε
−2
n
)
.
Example 1.11. Merton model inhomogeneous in time: This corresponds to G
being a parametric class of Gaussian random distributions N (m,Γ2), Γ > 0.
Suppose that σ(·) is as in Example 1.10 and Λ satisfies Assumptions (L1) and
(L2). Let F be a class of α-Hölder, uniformly bounded functions on R with
α ∈ (0, 1]. Then, for n big enough, an application of Theorem 1.9 yields:
∆(Pn,Qn) = ∆(Qn,Wn) = O
(
4
√
∆n + Tn∆n + Tn∆
2α
n ε
−2
n
)
.
1.5. Discussion.
Remark 1.12. Hypotheses (F1), (F2) are modeled on those in [3]. They are
satisfied, for example, by any class F of uniformly bounded α-Hölder functions,
with α depending on the asymptotics of the data ∆n, Tn, εn, as well as by
uniformly bounded SobolevWα,2 functions. Hypothesis (9) on σ2(·) also appears
in [3]. The non-parametric classes Λ and G were introduced to stress that the
precise parameters λ, G chosen do not play any role in the proofs.
Remark 1.13. In the case where G satisfies Assumption (G1) (i.e. the Yi’s are
discrete), the Markov kernel K in Lemma 2.2 does not depend on σ(·). Hence,
combining our Theorem 1.8 with the one by Carter [8] one can obtain the same
equivalence result when σ(·) is an unknown nuisance parameter.
Remark 1.14. An important advantage of showing the asymptotic equivalence
between statistical models is that it allows to transfer statistical inference proce-
dures from one model to the other. This is done in such a way that the asymptotic
risk remains the same, at least for bounded loss functions. When the proof of
such an equivalence is constructive, one can provide a precise recipe for produc-
ing, from a sequence of procedures in one problem, an asymptotically equivalent
sequence in the other one. Formally, let us consider two sequences of statistical
models Pnj = (Xj,n,Aj,n, {Pj,n,θ; θ ∈ Θ}) and a decision or action space (A,A ).
Furthermore, for every n, let us denote by ρj,n a possibly randomized decision
procedure in Pnj , i.e. a Markov kernel ρj,n : (Xj,n,Aj,n) 7→ (A,A ) and by
R(Pj,n, ρj,n, Ln, θ) the risk in the model Pj,n with respect to the decision rule
ρj,n and the loss function Ln. One says that the sequences of procedures ρ1,n and
ρ2,n are asymptotically equivalent if for any sequence of bounded loss function Ln
one has limn→∞ supθ∈Θ |R(P1,n, ρ1,n, Ln, θ)−R(P2,n, ρ2,n, Ln, θ)| = 0.
In this paper there are essentially four statistical models that we prove to be
mutually asymptotically equivalent: Pn, Wn, Qn and Q˜n (which is associated
ASYMPTOTIC EQUIVALENCE FOR ADDITIVE PROCESSES 9
with the observation of the increments of (yt) as in (2)). The proofs of Theorems
1.8 and 1.9 allow us to use the knowledge of a sequence of procedures in Pn, Wn
or Q˜n for producing one in Qn.
For example, suppose that G satisfies Assumption (G1) and let (δn) be a
sequence of procedures in Q˜n. Define a sequence of procedures in Qn as:
γn(z0, . . . , zn) := δn
(
z1−z0−[z1−z0], . . . , zn−zn−1−[zn−zn−1]
)
, z0, . . . , zn ∈ R,
where [z] denotes the the closest integer to z. Then (γn) is asymptotically equiv-
alent to (δn).
Remark that, up to this point, we did not use the knowledge of σ2(·). In
particular, if one disposes of a sequence of estimators of f(·) in Q˜n an equivalent
one can be deduced in Qn also when σ
2(·) is unknown.
2. Proofs
2.1. Bernoulli approximation.
Lemma 2.1. Let (Ni)
n
i=1, (Pi)
n
i=1, (Yi)
n
i=1 and (εi)
n
i=1 be samples of, respectively,
Gaussian random variables N (mi, σ2i ), Poisson random variables P(λi), random
variables with common distribution G and Bernoulli random variables of param-
eters αi := λie
−λi . Let us denote by QNi (resp. Q(Yi,Pi), Q(Y1,εi)) the law of Ni
(resp.
∑Pi
j=1 Yj, εiY1). Then
(10) ‖ ⊗ni=1 QNi ∗Q(Yi,Pi) −⊗ni=1QNi ∗Q(Y1,εi)‖TV ≤ 2
√√√√ n∑
i=1
λ2i
where the symbol ∗ denotes the product convolution between measures.
Proof. Observe that:
‖QNi ∗Q(Yi,Pi) −QNi ∗Q(Y1,εi)‖TV = sup
A∈B(R)
∣∣∣∣∑
k≥0
P
(
Ni +
k∑
j=1
Yj ∈ A
)
e−λi
λki
k!
− (1− αi)P(Ni ∈ A)− αiP(Ni + Y1 ∈ A)
∣∣∣∣
= sup
A∈B(R)
∣∣∣∣∑
k≥2
(
P
(
Ni +
k∑
j=1
Yj ∈ A
)
− P(Ni ∈ A)
)
e−λi
λki
k!
∣∣∣∣
≤ 2
∑
k≥2
e−λi
λki
k!
≤ 2λ2i .
We get (10) thanks to Fact 1.4. 
2.2. Explicit construction of Markov kernels.
Lemma 2.2. Let (Ni)
n
i=1 and (εi)
n
i=1 be samples of, respectively, Gaussian ran-
dom variables N (mi, σ2i ) with |mi| ≤ 13 and Bernoulli random variables of pa-
rameters αi := λie
−λi , λi > 0. Moreover, let Y1 be a discrete random variable
taking values in Z and denote by QNi (resp. Q(Y1,εi)) the law of Ni (resp. εiY1).
For all x in R denote by [x] the nearest integer to x and define the Markov kernel
K(x,A) = IA(x− [x]), ∀A ∈ B(R).
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Then
(11)
∥∥⊗ni=1K(QNi∗Q(Y1,εi))−⊗ni=1QNi∥∥TV ≤
√√√√2 n∑
i=1
(
6
σi
ϕ
( 1
6σi
)
+ 4φ
(−1
6σi
))
where ∗ stands for the convolution product, φ denotes the cumulative distribution
of a Gaussian random variable N (0, 1) and ϕ the derivative of φ.
Proof. Denote by gi(·) the density of Ni, by h(·) the density of Y1 with respect to
the counting measure and define Gi(x, k) := (1−αi)gi(x) +αigi(x− k), ∀x ∈ R,
∀k ∈ Z. We have, for all i:
‖K(QNi ∗Q(Y1,εi))−QNi
∥∥
TV
= sup
A∈B(R)
∣∣∣∣
∫
IA(x− [x])
[
(1− αi)gi(x) + αi
∑
k∈Z
h(k)gi(x− k)
]
dx
−
∫
IA(x)gi(x)dx
∣∣∣∣
≤ sup
A∈B(R)
∑
k∈Z
h(k)
∣∣∣∣
∫ (
IA(x− [x])Gi(x, k)− IA(x)gi(x)
)
dx
∣∣∣∣.
Writing
∫
IA(x− [x])Gi(x, k)dx as
∑
l∈Z
∫ 1
2
− 1
2
IA(x)Gi(x+ l, k)dx, one can bound∣∣∣ ∫ (IA(x− [x])Gi(x, k)− IA(x)gi(x))dx∣∣∣ by the sum of the following three terms:
I =
∣∣∣∣
∫ 1
2
− 1
2
IA(x)
[
Gi(x, k) +Gi(x+ k, k)− gi(x)
]
dx
∣∣∣∣
=
∣∣∣∣
∫ 1
2
− 1
2
IA(x)
[
αigi(x− k) + (1− αi)gi(x+ k)
]
dx
∣∣∣∣ ≤
∫ 1
2
− 1
2
(
gi(x− k) + gi(x+ k)
)
dx
II =
∑
l∈Z∗−{k}
∫ 1
2
− 1
2
|Gi(x+ l, k)|dx ≤
∑
l∈Z∗−{k}
∫ 1
2
− 1
2
(
gi(x+ l) + gi(x+ l − k)
)
dx
III =
∫
[− 1
2
, 1
2
]c
gi(x)dx.
Since
∣∣∣ ∫ (IA(x − [x])Gi(x, 0) − IA(x)gi(x))dx∣∣∣ ≤ ∫[− 1
2
, 1
2
]c gi(x)dx and h(0) ≤ 1,
we obtain
‖K(QNi ∗Q(Y1,εi))−QNi
∥∥
TV
≤
∑
k∈Z∗
h(k)
∫ 1
2
− 1
2
(
gi(x− k) + gi(x+ k)
)
dx
+
∑
k∈Z∗,l∈Z∗−{k}
h(k)
∫ 1
2
− 1
2
(
gi(x+ l) + gi(x+ l − k)
)
dx+ 2
∫
[− 1
2
, 1
2
]c
gi(x)dx.
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Using the mean value theorem one can write∫ 1
2
− 1
2
(
gi(x− k) + gi(x+ k)
)
dx = φ
(1/2− k −mi
σi
)
− φ
(−1/2 − k −mi
σi
)
+ φ
(1/2 + k −mi
σi
)
− φ
(−1/2 + k −mi
σi
)
=
1
σi
(
ϕ(ξ1,k) + ϕ(ξ2,k)
)
for some ξ1,k ∈
[−1/2−k−mi
σi
, 1/2−k−miσi
]
and ξ2,k ∈
[−1/2+k−mi
σi
, 1/2+k−miσi
]
. In
particular, since |mi| ≤ 13 one has that ϕ(ξj,k) ≤ ϕ
(
1
6σi
)
, j = 1, 2, hence
∑
k∈Z∗
h(k)
∫ 1
2
− 1
2
(
gi(x− k) + gi(x+ k)
)
dx ≤
∑
k∈Z∗
2h(k)
σi
ϕ
( 1
6σi
)
≤ 2
σi
ϕ
( 1
6σi
)
.
In the same way one can write∫ 1
2
− 1
2
(
gi(x+ l) + gi(x+ l − k)
)
dx =
1
σi
(
ϕ(η1,l) + ϕ(η2,l−k)
)
for some η1,l ∈
[−1/2+l−mi
σi
, 1/2+l−miσi
]
and η2,l−k ∈
[−1/2+l−k−mi
σi
, 1/2+l−k−miσi
]
.
Then:∑
k∈Z∗,l∈Z∗−{k}
h(k)
∫ 1
2
− 1
2
(
gi(x+ l) + gi(x+ l − k)
)
dx ≤
∑
k∈Z∗,l∈Z∗−{k}
h(k)
σi
(
ϕ(η1,l) + ϕ(η2,l−k)
)
≤
∑
k∈Z∗,l∈Z∗−{k}
h(k)
σi
ϕ(η1,l) +
∑
k,w∈Z∗
h(k)
σi
ϕ(η2,w)
≤
∑
k∈Z∗
h(k)
σi
∑
l∈Z∗
ϕ(η1,l) +
∑
k∈Z∗
h(k)
σi
∑
w∈Z∗
ϕ(η2,w)
≤ 1
σi
∑
l∈Z∗
(
ϕ(η1,l) + ϕ(η2,l)
)
.
Now, |ηi,l| ≥ |l|−5/6σi , i = 1, 2, so
1
σi
∑
l∈Z∗
(
ϕ(η1,l) + ϕ(η2,l)
) ≤ 4
σi
ϕ
( 1
6σi
)
+
1
σi
∑
|l|≥2
ϕ
( |l| − 5/6
σi
)
≤ 4
σi
ϕ
( 1
6σi
)
+ 2
∫ ∞
1
6σi
ϕ(x)dx.
Finally,
∫
[− 1
2
, 1
2
]c gi(x)dx ≤
∫
[− 1
6σi
, 1
6σi
]c ϕ(x)dx = 2φ
(
− 16σi
)
. Using Fact 1.4, these
computations imply (11). 
Remark 2.3. In the case where Y1 ≡ 1 (see Example 1.10) one can also consider
a, maybe, more natural Markov kernel, that is:
K(x,A) = IA(Ψ(x)), with Ψ(x) =
{
x if x ≤ 12 ,
x− 1 otherwise.
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However, the rate of convergence in (11) turns out to be asymptotically the same
regardless of the chosen kernel.
Lemma 2.4. Let (Ni)
n
i=1 and (εi)
n
i=1 be samples of, respectively, Gaussian ran-
dom variables N (mi, σ2i ) with |mi| ≤ L for some constant L and Bernoulli ran-
dom variables of parameters αi := λie
−λi . Moreover, let Y1 be a random variable
with density h(·) with respect to the Lebesgue measure and denote by QNi (resp.
Q(Y1,εi)) the law of Ni (resp. εiY1). Fix a 0 < ε < 1 and define, for all i, the
Markov kernel
Ki(x,A) =


IA(x) if x ∈ Bi := [−(L+ σ1−εi ), L+ σ1−εi ],
1√
2piσ2i
∫
A e
− y2
2σ2
i dy, if x ∈ Bci .
Then
∥∥⊗ni=1Ki(QNi∗Q(Y1,εi))−⊗ni=1QNi∥∥TV ≤
√√√√2 n∑
i=1
(
8φ(−σ−εi ) +
αi|mi|√
2σi
+ 2αi
∫ 2βi
−2βi
h(y)dy
)
where φ denotes the cumulative distribution of a Gaussian random variable N (0, 1)
and βi = L+ σ
1−ε
i .
Proof. The total variation distance between the measures Ki(QNi ∗Q(Y1,εi)) and
QNi is bounded by the sum of the following two terms:
I = sup
A∈B(R)
|Ki(QNi ∗Q(Y1,εi))(A ∩Bi)−QNi(A ∩Bi)|,
II = sup
A∈B(R)
|Ki(QNi ∗Q(Y1,εi))(A ∩Bci )−QNi(A ∩Bci )|.
Denote by QN˜i the distribution of the Gaussian random variable N˜i ∼ N (0, σ2i ),
then
I = sup
A∈B(R)
∣∣∣∣αi(P(Ni + Y1 ∈ A ∩Bi) + P(N˜ ∈ A ∩Bi)P(Ni + Y1 ∈ Bci )− P(Ni ∈ A ∩Bi))
+ (1− αi)P(N˜i ∈ A ∩Bi)P(Ni ∈ Bci )
∣∣∣∣
≤ sup
A∈B(R)
αi
(
P
(
Ni + Y1 ∈ A ∩Bi
)
+
∣∣∣P(Ni + Y1 ∈ Bci )[P(N˜ ∈ A ∩Bi)− P(N˜ ∈ A ∩Bi)]∣∣∣
+
∣∣∣P(Ni ∈ A ∩Bi)[P(Ni + Y1 ∈ Bci )− 1]∣∣∣
)
+ P(Ni ∈ Bci )
≤ αi
(
2P(Ni + Y1 ∈ Bi) + ‖QN˜i −QNi‖TV
)
+ P(Ni ∈ Bci )
and
II = sup
A∈B(R)
∣∣P(N˜i ∈ A ∩Bci )P(Ni + εiY1 ∈ Bci )− P(Ni ∈ A ∩Bci )∣∣
≤ P(N˜i ∈ Bci ) + P(Ni ∈ Bci ).
Now observe that
• P(Ni + Y1 ∈ Bi) ≤ P(|Y1| > 2βi)P(|Ni| > βi) + P(|Y1| ≤ 2βi) ≤ P(Ni ∈
Bci ) +
∫ 2βi
−2βi h(y)dy,
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• P(Ni ∈ Bci ) = φ
(
− L+σ
1−ε
i +mi
σi
)
+ 1 − φ
(
L+σ1−εi −mi
σi
)
≤ φ(−σ−εi ) + 1 −
φ(σ−εi ) = 2φ(−σ−εi )
• P(N˜i ∈ Bci ) = φ
(
− L+σ
1−ε
i
σi
)
+ 1− φ
(
L+σ1−εi
σi
)
≤ 2φ(−σ−εi )
Combining these bounds with Fact 1.5 we get:
I + II ≤ 8φ(σ−εi ) + αi
∫ 2βi
−2βi
h(y)dy + αi
|mi|√
2σi
.
An application of Fact 1.4 allows us to conclude the proof.

2.3. Asymptotic equivalence between discretely and continuously ob-
served Gaussian processes. Let us denote by Q˜n the statistical model asso-
ciated with the observation of the increments (yti − yti−1)ni=1 of (yt) defined as in
(2), then we have:
Proposition 2.5. Suppose that the parameter space F fulfills Assumption (F2)
and let σ(·) > 0 be a given absolutely continuous functions on R satisfying
(9). Then, the statistical models Wn and Q˜n are asymptotically equivalent as
n goes to infinity. An upper bound for the rate of convergence is given by
O
(
supf∈F
∫ Tn
0
(f(s)−f¯n(s))2
σ2n(s)
ds+ Tn∆n
)
.
Proof. The proof is based on the same ideas as in [3]. However, since some
modifications are needed, we include a complete proof for the convenience of the
reader.
STEP 1: We start by considering the statistical model, P¯n, associated with
a Gaussian process on [0, Tn] with local characteristic (f¯n(t), σ
2
n(t), 0)t∈[0,Tn] (see
(7) for the definition of f¯n(·)). Fact 1.6 guarantees that
∆(Pn, P¯n) = O
(
sup
f∈F
∫ Tn
0
(f(s)− f¯n(s))2
σ2n(s)
ds
)
.
STEP 2: By means of the Fisher factorization theorem, one can easily prove
that the statistic defined by
S(ω) =
(∫ t1
0
dωt
σ2n(t)
, . . . ,
∫ Tn
tn−1
dωt
σ2n(t)
)
is a sufficient statistic for the family of probabilities {P (f¯n,σ2n,0)Tn : f ∈ F}. More-
over, the law of S under P
(f¯n,σ2n,0)
Tn
is the law on Rn of a vector composed by
n independent Gaussian random variable µi := N
(
f(ti)
∫ ti
ti−1
dt
σ2n(t)
,
∫ ti
ti−1
dt
σ2n(t)
)
,
i = 1, . . . , n. Let us denote by Pi,f the law on R of µi and by Sn the statistical
model associated with the statistic S, that is
Sn =
{
R
n,B(Rn), (⊗ni=1Pi,f : f ∈ F )
}
.
Then, by using Property 1.7, we get ∆(P¯n,Sn) = 0. An application of the mean
value theorem yields∫ ti
ti−1
ds
σ2n(s)
=
(ti − ti−1)
σ2n(ξi)
, for a certain ξi in [ti−1, ti].
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This allows us to pass from the model Sn to the equivalent one
S˜n =
{
R
n,B(Rn), (⊗ni=1P˜i,f : f ∈ F )
}
,
with P˜i,f denoting the distribution of a Gaussian random variable N (f(ti)(ti −
ti−1), σ2n(ξi)(ti − ti−1)).
STEP 3: The last step consists in bounding the ∆-distance between S˜n and
Q˜n.
Property 1.2 and Facts 1.4–1.5 yield:
∆(S˜n, Q˜n) ≤ sup
f∈F
n∑
i=1
[(
1− σ
2
n(ξi)(ti − ti−1)∫ ti
ti−1
σ2n(s)ds
)2
+
( ∫ ti
ti−1
(
f(ti)− f(s)
)
ds
)2
2
∫ ti
ti−1
σ2n(s)ds
]
.
For all i = 1, . . . , n, let ηi and γi be elements in [ti−1, ti] such that:∫ ti
ti−1
σ2(s)ds = σ2(ηi)(ti − ti−1),
∫ ti
ti−1
f(s)ds = f(γi)(ti − ti−1).
By means of a Taylor expansion of σn(ξi)/σn(ηi) we obtain
σn(ξi)
σn(ηi)
= 1 +
σ′n(ηi)
σn(ηi)
(ξi − ηi) +O(ξi − ηi)2;
hence, thanks to assumption (9), we have∣∣∣∣σn(ξi)σn(ηi)
∣∣∣∣ ≤ 1 + C1(ti − ti−1) +O((ti − ti−1)2).
This means that
∆
(
Sn, Q˜n
) ≤ sup
f∈F
n∑
i=1
(f(ti)− f(γi))2
2σ2n(ηi)
(ti − ti−1) +O(Tn∆n).
Here, the constant C1 is hidden in the O. Observe that
∑n
i=1
(f(ti)−f(γi))2
2σ2n(ηi)
(ti −
ti−1) is less than
∫ Tn
0
(f(s)−f¯n(s))2
2σ2n(s)
ds. Indeed, on the one hand one can write:
(f(ξi)− f(ti))2
σ2n(ηi)
=
( ∫ ti
ti−1
(
f(s)− f(ti)
)
ds
)2
(ti − ti−1)
∫ ti
ti−1
σ2n(s)ds
,
on the other hand, by means of the Hölder inequality, one has
( ∫ ti
ti−1
(
f(s)− f(ti)
)
ds
)2 ≤ ∫ ti
ti−1
σ2n(s)ds
∫ ti
ti−1
(
f(s)− f(ti)
)2
σ2n(s)
ds.
Combining these expressions one finds
n∑
i=1
(f(ti)− f(γi))2
2σ2n(ηi)
≤
n∑
i=1
1
ti − ti−1
∫ ti
ti−1
(f(s)− f(ti))2
2σ2n(s)
ds,
as claimed. 
Proposition 2.6. Suppose that for every f ∈ F , ∫ Tn0 f2(s)σ2n(s)ds < ∞. Then, the
statistical models Pn and Wn are equivalent.
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Proof. The Girsanov theorem assures that the measure P (0,σ
2
n,λG) dominates the
measure P (f,σ
2
n,λG) and the density is given by
dP (f,σ
2
n,λG)
dP (0,σ2n,λG)
(x) = exp
(∫ Tn
0
f(s)
σ2n(s)
dxcs −
1
2
∫ Tn
0
f2(s)
σ2n(s)
ds
)
.
We conclude the proof using Fact 1.7 applied to the statistic S : ω → ωc. 
2.4. Proofs of Theorems 1.8 and 1.9. In order to prove our results we need
to introduce the following notations:
mi =
∫ ti
ti−1
f(s)ds, σ2i =
∫ ti
ti−1
σ2n(s)ds, λi =
∫ ti
ti−1
λ(s)ds, αi = λie
−λi , i = 1, . . . , n.
As a preliminary remark observe that the model Qn is equivalent to the statistical
model that observes the n increments Xti−Xti−1 of (1). Let us denote by Qˆn this
latter and recall that the law of Xti −Xti−1 is the convolution product between
the Gaussian law N (mi, σ2i ) and the law of the variable ∑Pij=1 Yj, where Pi is
Poisson with intensity λi. Regardless of the continuous or discrete nature of Y1,
the previous remark and Proposition 2.6 allow us to state that ∆(Pn,Qn) =
∆(Pn, Qˆn) = ∆(Wn, Qˆn) = ∆(Qn,Wn). Now, to control ∆(Pn, Qˆn) suppose
first that G satisfies Assumption (G1). On the one hand, for n big enough,
|mi| ≤ B(ti − ti−1) ≤ 13 , hence we can apply Lemmas 2.1–2.2 obtaining the
bound:
∆
(
Qˆn, Q˜n
) ≤ 2
√√√√ n∑
i=1
λ2i +
√√√√2 n∑
i=1
(
6
σi
ϕ
( 1
6σi
)
+ 4φ
(−1
6σi
))
.
Here we have implicitly used the following fact:
Let Pi be a probability measure on (Ei, Ei) and Ki a Markov kernel on (Gi,Gi).
One can then define a Markov kernel K on (
∏n
i=1Ei,⊗ni=1Gi) such that K(⊗ni=1Pi) =
⊗ni=1KiPi:
K(x1, . . . , xn;A1 × · · · ×An) :=
n∏
i=1
Ki(xi, Ai), ∀xi ∈ Ei, ∀Ai ∈ Gi.
Also, observe that
2
√√√√ n∑
i=1
λ2i +
√√√√2 n∑
i=1
(
6
σi
ϕ
( 1
6σi
)
+ 4φ
(−1
6σi
))
= O
(√
∆n
)
,
where, in the leading term of the O, a constant L2 is hidden. On the other hand,
thanks to Proposition 2.5 we have:
∆(Q˜n,Wn) ≤ O
(
sup
f∈F
∫ Tn
0
(f(t)− f¯n(t))2
σ2n(t)
dt+ Tn∆n
)
.
We then obtain the inequality stated in Theorem 1.8 by means of the triangular
inequality.
In the same way, using Lemmas 2.1, 2.4 (taking ε = 12) and Proposition 2.5 one
can show the inequality in Theorem 1.9. Remark that one can actually choose
any 0 < ε ≤ 12 . Smaller values of ε give better bounds for the term involving βi
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in Theorem 1.9, but, if ε ≤ 12 , under the hypotheses of Theorem 0.1, the leading
term is
∑
i
αiB(ti−ti1 )√
2σi
= O
(√
∆n
)
(here we hide the constants L1, B and mσ).
Appendix A. Proofs of certain properties of the Le Cam
∆-distance
Proof of Fact 1.5. By symmetry, we can suppose σ1 ≥ σ2. Denoting by gi the
density of Qi with respect to Lebesgue, we have:
g1
g2
(x) =
σ2
σ1
exp
(
(x− µ2)2
2σ22
− (x− µ1)
2
2σ21
)
.
Thus the Kullback-Leibler divergence is
D(Q1, Q2) =
∫
R
g1(x) ln
g1(x)
g2(x)
dx = ln
σ2
σ1
+
∫
R
(
(x− µ2)2
2σ22
− (x− µ1)
2
2σ21
)
g1(x)dx
= ln
σ2
σ1
+
1
2
(σ21
σ22
− 1
)
+
(µ1 − µ2)2
2σ21
.
Let r = σ1σ2 ≥ 1 and observe that
− ln r + 1
2
(r2 − 1) ≤ (r − 1)2.
It is well known (see, e.g. Lemma 2.4 in [36]) that the total variation distance is
bounded by the square root of the Kullback-Leibler divergence, in this way we
obtain:
‖Q1 −Q2‖TV ≤
√(
1− σ1
σ2
)2
+
(µ1 − µ2)2
2σ22
.

Lemma A.1. Let gi, i = 1, 2 be the density of a Gaussian random variable
N (µi, σ2). Then,
(12) L1(g1, g2) = E
∣∣∣∣ exp
(
X − (µ2 − µ1)
2
2σ2
)
− 1
∣∣∣∣ = 2
[
1− 2φ
(µ2 − µ1
2σ
)]
where X ∼ N
(
0, (µ2−µ1)
2
2σ2
)
and φ is the cumulative distribution function of a
Gaussian random variable N (0, 1).
Proof. Without loss of generality let us suppose that µ1 ≤ µ2. Then we can
write:
L1(g1, g2) =
∫
R
|g1(x)− g2(x)|dx =
∫ µ1+µ2
2
−∞
(g1(x)− g2(x))dx +
∫ ∞
µ1+µ2
2
(g2(x)− g1(x))dx.
Observe that∫ µ1+µ2
2
−∞
g1(x)dx = P
(
N (µ1, σ2) ≤ µ1 + µ2
2
)
= P
(
N (0, 1) ≤ µ2 − µ1
2σ
)
= φ
(
µ2 − µ1
2σ
)
.
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Similarly one has
∫
R
|g1(x)− g2(x)|dx = φ
(
µ2 − µ1
2σ
)
− φ
(
µ1 − µ2
2σ
)
+
(
1− φ
(
µ2 − µ1
2σ
))
−
(
1− φ
(
µ1 − µ2
2σ
))
= 2
[
φ
(
µ1 − µ2
2σ
)
− φ
(
µ2 − µ1
2σ
)]
= 2
[
1− 2φ
(
µ2 − µ1
2σ
)]
,
thus,
L1(g1, g2) = 2
[
1− 2φ
(µ2 − µ1
2σ
)]
.
On the other hand we can also express the L1-norm between g1 and g2 as
L1(g1, g2) =
1√
2piσ
∫
R
∣∣∣∣ exp
(
− (x− µ1)
2
2σ2
)
− exp
(
− (x− µ2)
2
2σ2
)∣∣∣∣dx
=
1√
2piσ
∫
R
∣∣∣∣ exp
(
− (x− µ2)
2 − 2(µ1 − µ2)(x− µ2) + (µ1 − µ2)2
2σ2
)
− exp
(
− (x− µ2)
2
2σ2
)∣∣∣∣dx
=
1√
2piσ
∫
R
∣∣∣∣ exp
(
2(µ1 − µ2)(x− µ2)− (µ1 − µ2)2
2σ2
)
− 1
∣∣∣∣ exp
(
− (x− µ2)
2
2σ2
)
dx
= E
∣∣∣∣ exp
(
2(µ1 − µ2)(Y − µ2)− (µ1 − µ2)2
2σ2
)
− 1
∣∣∣∣ = E
∣∣∣∣ exp
(
(µ1 − µ2)Z
σ
− (µ1 − µ2)
2
2σ2
)
− 1
∣∣∣∣
= E
∣∣∣∣ exp
(
X − (µ1 − µ2)
2
2σ2
)
− 1
∣∣∣∣,
where Y ∼ N (µ2, σ2) et Z ∼ N (0, 1). 
Proof of Fact 1.6. Thanks to the Girsanov theorem one has that, ∀ω ∈ C and
∀t > 0
dP
(mi,σ2,0)
t
dP
(0,σ2,0)
t
(ω) = exp
( ∫ t
0
mi(t)
σ2(t)
dωt − 1
2
∫
I
m2i (t)
σ2(t)
dt
)
P (0,σ
2,0)(dω)
In particular, P
(m1,σ2,0)
t is absolutely continuous with respect to P
(m2,σ2,0)
t and
the density g =
dP
(m1,σ2,0)
t
dP
(m2,σ2,0)
t
is given by:
g(ω) = exp
(∫ t
0
m1(t)−m2(t)
σ2(t)
dωt − 1
2
∫ t
0
m21(t)−m22(t)
σ2(t)
dt
)
=exp
(∫ t
0
m1(t)−m2(t)
σ2(t)
(dωt −m2(t)dt)− 1
2
∫ t
0
(m1(t)−m2(t))2
σ2(t)
dt
)
.(13)
Let us denote by (Zt)t≥0 the stochastic process satisfying the following EDS:
dZt = m2(t)dt+ σ(t)dWt, t ≥ 0,
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with (Wt)t≥0 a standard Brownian motion. Then we have:,
L1(P
(m1,σ2,0)
t , P
(m2,σ2,0)
t ) =
∫ ∣∣g(ω)− 1∣∣dP (m2,σ2,0)t
dP
(0,σ2,0)
t
(ω)P (0,σ
2,0)(dω)
= EP
∣∣∣∣ exp
(∫
m1(t)−m2(t)
σ2(t)
(dZt −m2(t)dt)− 1
2
∫
(m1(t)−m2(t))2
σ2(t)
dt
)
− 1
∣∣∣∣
= EP
∣∣∣∣ exp
(∫
(m1(t)−m2(t))
σ2(t)
σ(t)dWt − 1
2
∫
(m1(t)−m2(t))2
σ2(t)
dt
)
− 1
∣∣∣∣.
Observe that the random variable
∫ t
0
(m1(s)−m2(s))
σ(s) dWs has a Gaussian distribu-
tion N
(
0,
∫ t
0
(µ(s)− ν(s))2
σ2(s)
ds
)
, thus, by means of Lemma A.1, we can conclude
that
L1
(
P
(m1,σ2,0)
t , P
(m2,σ2,0)
t
)
= 2
[
1− 2φ
(
1
2
√∫ t
0
(m1(s)−m2(s))2
σ2(s)
ds
)]
.

Proof of Fact 1.7. In order to prove that δ(P1,P2) = 0 it is enough to consider
the Markov kernel M : (X1,A1) → (X2,A2) defined as M(x,B) := IB(S(x))
∀x ∈ X1 and ∀B ∈ A2. Conversely, to show that δ(P2,P1) = 0 one can consider
the Markov kernel K : (X2,A2) → (X1,A1) defined as K(y,A) = EP2,θ(IA|S =
y), ∀A ∈ A1. Since S is a sufficient statistics, the Markov kernel K does not
depend on θ. Denoting by S#P1,θ the distribution of S under P1,θ, one has:
KP2,θ(A) =
∫
K(y,A)P2,θ(dy) =
∫
EP2,θ(IA|S = y)S#P1,θ(dy) = P1,θ(A).

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