The introduction of the newest H.265/HEVC video compression standard provided a wide field for different research topics. The main goal is to reduce compression and decompression complexity making the wide usage of H.265/HEVC-based systems possible. In this paper we focus on the development of fast algorithm to find intra prediction mode for a coding unit. We propose a modification of the reference algorithm that provides up to 45% speed up of compression time with only 2.49% bitrate overhead on average in "All Intra Main" configuration.
Introduction
Contemporary H.265/HEVC standard provides techniques for advanced compression of digital video sequences and makes it possible to save up to 50% of the bandwidth [1, 2] compared to the previous industrial standard H.264/AVC. At the same time, increased computational complexity of the H.265/HEVC compression workflow prevents its rapid introduction to industrial systems. One of the main research topics today is the development of complexity reduction schemes for H.265/HEVC compression.
In this paper we propose a modified fast algorithm of intra prediction mode selection in H.265/HEVC compression. In Section 2 we review the widely used approach to perform block coding decisions and outline its computational complexity. In Section 3 we describe the conventional algorithm of intra prediction mode selection implemented in the reference HM software. In Section 4 we observe potential ways to reduce compression complexity. Experimental results and our analysis of the compression performance of the proposed modified algorithm are provided in Section 5.
Rate-Distortion Based Coding Decisions
The H.265/HEVC standard elaborates the block-based hybrid video compression technique. This technique utilizes spatial and temporal redundancies within a video sequence. Each frame of a video sequence is partitioned into a set of non-overlapping image regions called Coding Tree Units (CTUs). Those CTUs are partitioned further into Coding Units (CUs) in a quad-tree manner. CUs are pixel regions compressed in three stages: 1) prediction of pixels of a CU; 2) Discrete Fourier Transform (DFT) and quantization of the residuals after subtraction of the predicted values from the original pixels; 3) entropy coding of the transformed residual signal and supplemental information.
The encoder has a lot of possibilities to predict pixels of a CU. Search for the best prediction option is a computationally expensive procedure, as soon as it involves entropy coding. At the same time, the compression efficiency strongly depends on the prediction mode selected by the encoder because of its influence on the final compression rate R and distortion D.
To estimate the efficiency of a certain prediction mode and a certain compression option the available options are compared with each other through the Lagrangian RDO cost [3] :
where λ is the Lagrangian multiplier. This technique is called Rate-Distortion Optimization (RDO). Rate R estimation involves entropy coder. The more there are prediction options, the more RD cost calculations are involved, the higher computational complexity is. To reduce complexity entropy coder in RDO is often emulated [4, 5] as soon as the bits themselves are not required: only their number is the subject of rate estimation. Still this such emulations do not provide necessary complexity reduction.
The region of a CU being predicted is called a PU (short for Prediction Unit). There are two ways to predict pixel values of a PU: spatial intra prediction and temporal inter prediction. Temporal inter prediction of a PU is also known as the motion compensation: prediction of pixel values of a PU by some region of a previously coded frame. At the same time intra prediction involves only pixels within the frame being coded (intra coded frame). Such intra coded frames are the starting point of any block-based hybrid compression. Also intra coding may be applied to the CUs in the following inter-coded frames. This highlights the idea that the complexity of the search for intra prediction is to be reduced first. Furthermore, there is a total of 35 intra prediction modes in H.265/HEVC, which basically requires 35 calculations of the RD cost value for every CU in a video frame. Meanwhile, finding the appropriate inter prediction is a well-studied process that almost has not changed since the previous H.264/AVC standard. The common way to find inter prediction is to compare several regions from the reference frame with the CU being predicted, find the most similar region and calculate RD cost for this very prediction.
Therefore our further research is focused on the search for intra prediction.
Conventional Intra Prediction Search
There are 35 intra prediction modes in H.265/HEVC: 33 angular modes, DC mode and Planar mode. The most accurate way to find the most RDoptimal mode is obviously to calculate RD cost for all those 35 intra prediction modes. In terms of computational complexity each calculation of the RD cost is comparable to the actual compression of a CU. This means that the less RD cost calculations the encoder performs, the faster the video is compressed. That is why even in the HM reference software the RD cost is calculated for the reduced set of intra prediction modes.
The conventional intra prediction search algorithm implemented in the HM reference software [6] has three stages. On the first stage called RMD (short for Rough Mode Decision) the SAT D-based (Sum of Absolute Transformed Difference) error E(m) is calculated for all the available 35 intra prediction modes m:
where w and h are width and height of a PU; R m is the number of bits required to code the selected prediction mode; h i,j is an element in position (i, j) of the Hadamard transform H:
is the difference between the original pixel values P O and the predicted pixel values P P of the PU; T H is the Hadamard matrix.
Once E(m) values for all 35 intra prediction modes are calculated, some of these modes with least E(m) form the initial list of intra prediction mode candidates. The number of modes depends on the size of a PU (Table 1) .
On the second stage of the algorithm the candidate modes list is appended with the intra prediction modes of the two neighbor PUs if available (above and left). This stage is based on the statistical results [7] showing that one of the intra prediction modes used in these neighbor blocks appears to have the least RD cost for the current block with a probability of 20% -40%. Finally, on the third stage the RD cost of intra prediction modes in the candidates list is estimated and the mode with least RD cost is selected for the current CU.
This way the first two stages of the algorithm reduce the number of intra prediction modes to be estimated with the expensive RD cost metric, excluding the modes that are least probable to be RD-optimal. However this still requires from 3 to 10 calculations of RD cost metric which still has rather high impact on the encoder performance. Our experiments show that on average the calculation of the RD cost for the candidate modes list (third stage) on average takes 73% of time for the conventional intra prediction search algorithm, while the rest two stages form only 27% of the computations.
Modified Fast Intra Prediction Search
Aiming to reduce the number of RD cost calculations we conduct a research on the impact of the number of intra prediction modes in the candidates list on the compression efficiency of the HM encoder. We use the Bjontegaard deltaRate (BD-Rate) metric [8] to estimate the bitrate overhead introduced by our modifications of the HM v. 16.1 encoder with respect to the similar distortion levels measured with PSNR metric. The "All Intra -Main" [9] configuration is used. The experiments are carried out on the JCT-VC test sequences set [9] , where the sequences are grouped by six classes A-F.
First we shorten the size of the candidates list to include only one mode with the least E(m) value. This provides 5.13% of bitrate overhead on average and 13.15% at maximum (Table 2 ). In the second experiment the candidates list contains intra prediction mode with least E(m) value and intra prediction modes of the two neighbor PUs. Those modes are a part of the most probable modes (MPM) list that additionally includes some modes that are considered the most probable for the current PU [10] . Coding of MPM takes less bits than coding of non MPM [11] , which means that potentially MPM may have least RD cost . The results in Table 2 show that this approach provides 2.60% bitrate overhead on average and 5.98% at maximum. As soon as there are up to two neighbor PUs, the second approach to candidates list formation requires up to three calculations of RD cost instead of 3-10 calculations in the conventional algorithm. This should significantly reduce complexity. The modified list of intra prediction mode candidates makes it possible to state that the RMD stage aims to find the mode with least E(m) value. In our previous work [12] we introduced iterative intra prediction search scheme for RMD stage. The scheme is based on mathematical optimization of the search for the mode with least E(m) value.
The above observations and conclusions allow us to introduce the algorithm of fast search for intra prediction illustrated in Algorithm 1. The initial stage of the algorithm is the search for E(m) → min. As we have shown in [12] the 33 angular intra prediction modes have correlation in E(m) values making it possibly to apply optimization techniques. The lines 3-10 represent the fist search loop among nine equally distant intra prediction modes. The next two loops (lines 12-25) check local neighborhood of the mode with least E(m) found after the first loop. Planar mode 0 and DC mode 1 are checked in the end. The mode with least E(m) forms candidates list. Intra prediction modes of the two neighbor PUs are included in the list (line 26). Finally RD cost of candidate mode is calculated (lines 27-34). Mode m * is selected as intra prediction mode for the PU.
We implemented the fast intra prediction search algorithm in the HM reference software v. 16.1. Results of emulation experiments are provided in Table 3 . The "All Intra -Main" (AI-Main) and "Random Access Main" (RA-Main) [9] configurations are used.
On the most part of test video sequences the bitrate overhead is below 3% with 40-44% time savings for AI-Main configuration. The bitrate overhead for compression of the sequences Traffic, NebutaFestival, SteamLocomo-tive, ParkScene, Cactus, BasketballDrive, RaceHorses (C) is below 2%. These sequences also have the lowest impact of RMD candidates list shortening on the bitrate overhead ( Table 2) .
Algorithm 1 Modified Fast Intra Prediction Search
E min ← ∞ 5:
end if 11:
end for 12:
for all m 2 ∈ M 2 do 14:
if E min < E(m 2 ) then 15:
end if 18:
end for 19:
for all m 3 ∈ M 3 do 21:
if E min < E(m 3 ) then 22: The algorithm tends to slightly increase the amount of DC and Planar intra prediction modes in the coded sequences in favor of angular prediction modes. Some regions with clear angular textures loose in compression efficiency as soon as in most cases only one suitable angular mode is checked with RD cost , while a few neighbor directions may result in less RD cost .
The average compression speed up in RA-Main configuration is 6.79% with bitrate overhead of 2.12% on average and 5.06 at maximum. The highest overhead is on SliceEditing test sequence where the impact of misselection of intra prediction mode is also very high. At the same time on ChinaSpeed test sequence those misselections have lower impact in RA-Main configuration. 
Conclusion
We proposed fast intra prediction search algorithm for H.265/HEVC compression. The provided bitrate overhead of 2.49% in AI-Main configuration can be considered insignificant, while 42% complexity reduction has rather high benefit. The bitrate overhead of 2.12% in RA-Main configuration may also be considered insignificant. The compression speed up for RA-Main configuration is 6.79% on average and describes the impact of intra prediction search algorithm on the general compression time.
The proposed algorithm may be further modified to meet the needs of the target compression systems, e.g., change the number of RD-candidates, utilize some CABAC models to reduce rate estimation complexity, etc.
