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Abstract
A number of parametric and nonparametric methods for estimating cognitive diagnosis models
(CDMs) have been developed and applied in a wide range of contexts. However, in the literature,
a wide chasm exists between these two families of methods, and their relationship to each other
is not well understood. In this paper, we propose a unified estimation framework to bridge the
divide between parametric and nonparametric methods in cognitive diagnosis to better understand
their relationship. We also develop iterative joint estimation algorithms and establish consistency
properties within the proposed framework. Lastly, we present comprehensive simulation results to
compare different methods, and provide practical recommendations on the appropriate use of the
proposed framework in various CDM contexts.
1 Introduction
Cognitive diagnosis models (CDMs), also known as diagnostic classification models, are typically used
in conjunction with diagnostic assessments to determine fine-grained classifications of subjects’ latent
attribute patterns based on their observed responses to specifically-designed diagnostic items. In ed-
ucational assessments, the latent attributes can represent the mastery or lack thereof of target skills
(de la Torre, 2011; Junker and Sijtsma, 2001). Students’ skill profiles, which are inferred from the
their responses to test items, are used for subsequent learning interventions. In psychiatric diagnosis,
∗This research is partially supported by NSF CAREER SES-1846747, DMS-1712717, SES-1659328.
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the latent attributes can be construed as the presence or absence of some underlying mental disor-
ders (de la Torre, van der Ark, and Rossi, 2018; Templin and Henson, 2006). Patients’ responses to
questionnaire items serve as the basis for identifying their mental disorder statuses, which in turn
determines the appropriate treatments.
Several parametric models for cognitive diagnosis have been developed and widely applied in prac-
tice. Popular examples include the deterministic input, noisy “and” gate (DINA) model (Junker and Sijtsma,
2001), the deterministic input, noisy “or” gate (DINO) model (Templin and Henson, 2006), the re-
duced reparameterized unified model (Reduced RUM; Hartz, 2002), the general diagnostic model
(GDM; von Davier, 2005), the log-linear CDM (LCDM; Henson et al., 2009), and the generalized
DINA model (GDINA; de la Torre, 2011). To estimate these parametric models, estimators maximiz-
ing the marginal likelihood or joint likelihood functions have been employed (e.g., Chiu et al., 2016;
de la Torre, 2009).
Parametric CDMs, such as the DINA or DINO model, invoke certain assumptions about the item
response functions. As pointed out in Chiu and Douglas (2013), such assumptions may raise validity
concerns about the assumed model and the underlying process. As an alternative, some researchers
have explored nonparametric methods for assigning subjects to latent groups without relying on para-
metric model assumptions. For example, Chiu and Douglas (2013) proposed the nonparametric classi-
fication (NPC) method, where a subject is classified to its closet latent group by comparing the observed
responses to ideal responses either from the DINA or DINO model. Its generalization, the general NPC
(GNPC) method proposed by Chiu et al. (2018), uses the weighted average of ideal responses from
the DINA and DINO models to accommodate more general settings. Consistency results for the NPC
and the GNPC methods were established by Wang and Douglas (2015) and Chiu and Ko¨hn (2019),
respectively. Simulation results show that, compared to parametric methods, nonparametric methods
tend to perform better when the sample sizes are not sufficiently large to provide reliable maximum
likelihood estimates.
Even though the aforementioned parametric and nonparametric methods have been used in many
CDM applications, the relationship between these two families of methods have not been explicitly
discussed in the literature. Although seemingly divergent from the surface, these frameworks are in
fact closely related. In this paper, we propose a unified estimation framework for cognitive diagnosis
that subsumes both parametric and nonparametric methods. In the proposed framework, we use a
general loss function to measure the distance between a subject’s responses and the centroid of a latent
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class. By using different loss functions, the method can assume different parametric and nonparametric
forms. Under the general framework, we further develop a unified iterative joint estimation algorithm,
as well as establish the consistency properties of the corresponding estimators. Its performance is
examined and compared to different CDM estimation methods using comprehensive simulations that
covered a wide variety of settings.
The rest of the paper is organized as follows. Section 2 gives a brief review of both parametric and
nonparametric methods in cognitive diagnosis assessment. Section 3 introduces the proposed general
estimation framework with several illustrative examples. Section 4 presents the consistency results of
the proposed method, and Section 5 presents the simulation results. Finally, Section 6 discusses some
future extensions, whereas proofs of the main theorems are reported in the Appendix.
2 Parametric and Nonparametric Methods
Before introducing our proposed estimation framework, we give a brief review of both parametric and
nonparametric methods that are widely used in the CDM literature.
2.1 Parametric Methods
Parametric methods directly model item response functions under certain parametric model assump-
tions. Most of CDMs are parametric models, where the item response probabilities are modeled as
functions of item parameters and the latent attributes of subjects. Specifically, in a CDM with J
items and K latent attributes, two types of subject-specific variables are of interest. One is the ob-
served responses to the J items x = (x1, . . . , xJ ) ∈ {0, 1}J , and the other is the mastery profile of
the K latent attributes α = (α1, . . . , αK) ∈ {0, 1}K. We use p = (pα : α ∈ {0, 1}K) to denote the
proportion parameters for the latent attribute patterns of subjects, which satisfies pα ∈ [0, 1] and
∑
α∈{0,1}K pα = 1.
Given a subject’s latent attribute patternα, the responses to J items are assumed to be independent
and follow Bernoulli distributions with parameters θ1,α, . . . , θJ,α, which are called item parameters in
this work. Specifically, θj,α := P(xj = 1|α), which is the positive probability of item j for latent
class α. Then under the local independence assumption, the probability mass function of a subject’s
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response vector x = (x1, . . . , xJ ) ∈ {0, 1}J takes the form
P(x | θ,p) =
∑
α∈{0,1}K
pα
J∏
j=1
θ
xj
j,α(1− θj,α)
1−xj . (1)
To reflect the dependence between items and the latent attributes of subjects, a structural matrix, the
so-called Q-matrix (Tatsuoka, 1983), is used to impose constraints on item parameters θj,α. Specif-
ically, Q ∈ {0, 1}J×K, where qj,k = 1 if item j requires (or depends on) attribute k. The jth row
vector of Q denoted by qj describes the full dependence of item j on K latent attributes. Usually in
applications such as cognitive diagnostic assessments, the matrix Q is pre-specified by domain experts
(George and Robitzsch, 2015; Junker and Sijtsma, 2001; von Davier, 2005) to reflect some scientific
assumptions. The structural matrix Q puts constrains on item parameters in certain ways under
different model assumptions. One important common assumption is that item parameter θj,α only
depends on whether latent attribute pattern α contains the required attributes by item j (i.e., the
attributes in the set Kj = {k ∈ [K] : qj,k = 1} with [K] denoting the set {1, . . . ,K}). Here we
introduce three commonly used parametric models.
Example 1 (DINA). The DINA (Junker and Sijtsma, 2001) model assumes a conjunctive relationship
among attributes, where mastery of all the required attributes for an item is necessary for a subject
to be deemed capable of providing a positive response (e.g., correct response, item endorsement), and
possessing additional unnecessary attributes does not compensate for the lack of necessary attributes.
In the DINA model, the so-called ideal response for each item j and each latent attribute pattern α is
defined as,
ηDINAj,α =
K∏
k=1
α
qjk
k . (2)
The uncertainty is further incorporated by introducing the slipping and guessing parameters sj and
gj for j = 1, . . . , J . For each item j, the slipping parameter is the probability of a negative response
for capable subjects, and the guessing parameter is the probability of a positive response for incapable
subjects, as in, sj = P(xij = 0|ηj,αi = 1) and gj = P(xij = 1|ηj,αi = 0), where αi is the latent pattern
for the ith subject. Therefore, we have
θDINAj,α = (1− sj)
ηDINAj,α g
1−ηDINAj,α
j .
That is, the correct response probability is 1− sj if the ideal response is 1, and gj otherwise.
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Example 2 (DINO). The DINO (Templin and Henson, 2006) model assumes a disjunctive relation-
ship among attributes, where mastery of one of the required attributes of an item is necessary for a
subject to be considered capable of providing a positive response. In the DINO model, the ideal response
is defined as,
ηDINOj,α = 1−
K∏
k=1
(1 − αk)
qjk . (3)
For the DINO model, the slipping parameters and guessing parameters are defined in the similar way
as the DINA model, as in, sj = P(xij = 0|ηj,αi = 1) and gj = P(xij = 1|ηj,αi = 0). Accordingly, we
have
θDINOj,α = (1− sj)
ηDINOj,α g
1−ηDINOj,α
j .
Example 3 (GDINA). The GDINA (de la Torre, 2011) model is a more general CDM, where all the
interactions among the required latent attributes by each item are considered. The item parameter for
the GDINA model is defined as
θGDINAj,α = f
( ∑
S⊂Kj
βj,S
∏
k∈S
αk
)
,
where Kj = {k ∈ [K] : qj,k = 1} is the set of required attributes by item j, and f(·) is a link function.
The link function is usually taken to be the identity, log, or logistic link. In this work we use the identity
link. The coefficients can be interpreted as following: βj,∅ is the probability of a positive response for the
most incapable subjects with α = 0; βj,{k} is the increase in the probability of a positive response for the
subjects with αk = 1 compared to those with αk = 0; βj,S is the increase in the positive probability for
subjects with {αk = 1, k ∈ S} compared to those missing one of the attributes in S. By incorporating
all the interactions among the required attributes, the GDINA model is one of the most general CDMs.
From a broader perspective, the aforementioned three CDMs belong to a general family of finite
mixture models called restricted latent class models (RLCMs; Haertel 1989; Xu 2017). One common
restriction is that all the capable subjects with all the required attributes have the same and highest
item response parameters, that is,
max
α:αqj
θj,α = min
α:αqj
θj,α ≥ θj,α′ ≥ θj,0, for any α
′  qj , (4)
where we write α  qj if αk ≥ qj,k for all k = 1, ...,K, and α  qj otherwise.
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To fit CDMs, popularly used parametric methods include marginal maximum likelihood estima-
tion (MMLE) through EM algorithms (de la Torre, 2009, 2011) and MCMC techniques (DiBello et al.,
2007; von Davier, 2005). Chiu, Ko¨hn, Zheng, and Henson (2016) also proposed a joint maximum like-
lihood estimation (JMLE) method for fitting CDMs. The parametric estimation methods usually per-
form well when there are sufficiently large data. However, as found in recent studies (Chiu and Ko¨hn,
2019; Chiu, Sun, and Bian, 2018), they may either produce inaccurate estimates with small sample
sizes or suffer from high computational costs. This has lead researchers to consider nonparametric
methods, which is reviewed in Section 2.2.
2.2 Nonparametric Methods
As the name suggests, nonparametric methods no longer depend on parametric model assumptions.
Instead of modeling item response functions, nonparametric methods directly classify the subjects to
latent classes by minimizing the distance between subject’s observed item responses and the centers
of the latent classes. Two popular examples of nonparametric methods are the NPC and the GNPC
methods, which compare the subject’s observed item responses to the so-called ideal response vectors
of each proficiency-class. Different CDMs define the ideal response vectors differently. For example,
as specified in (2) or (3), the ideal response in the DINA or DINO model will be 1 only if the subject
possesses all the required attributes or one of the required attributes, respectively.
For the NPC method, we use M = 2K to denote the total number of proficiency latent classes (i.e.,
attribute profiles), and for m = 1, . . . ,M , we write ηm = (η1,m, η2,m, . . . , ηJ,m) as the ideal response
vector for the mth proficiency-class, where ηj,m can be the DINA or DINO ideal response. Given the
ideal response vectors for each proficiency class, a subject is classified to the closest proficiency class
that minimizes the distance between the subject’s observed responses and the ideal responses:
αˆi = argmin
m∈{1,2,...,M}
d(xi,ηm),
where d(·) is a distance function. For example, in Chiu and Douglas (2013), they used the Hamming
distance:
dH(x,η) =
J∑
j=1
|xj − ηj |.
In the NPC method, the ideal responses are either the DINA ideal responses or the DINO ideal
responses, which are all binary; thus, the absolute difference will be 0 if the observed response is equal
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to the ideal response, and 1 otherwise. Moreover, because the observed and the ideal responses are all
binary, the L2 distance will lead to the same results as the Hamming distance in the NPC method.
Due to its dependence on the DINA or DINO model assumptions, which define the two extreme
relations between q and α, the NPC method may not be sufficiently flexible. The GNPC method
addresses this issue by considering a more general ideal response that represents a weighted average
of the ideal responses of the DINA and DINO models, as in:
η
(w)
j,m = wj,mη
DINA
j,m + (1 − wj,m)η
DINO
j,m ,
where wj,m is the weight for the jth item and themth proficiency class. We use η
(w)
m = (η
(w)
1,m, . . . , η
(w)
J,m)
to denote the weighted ideal response vector for the mth proficiency class in the GNPC method. To
get the estimates of the weights, Chiu et al. (2018) proposed to minimize the L2 distance between the
responses to item j and the weighted ideal responses η
(w)
j,m:
djm =
∑
i∈Cm
(
xij − η
(w)
j,m
)2
, (5)
where {Cm}Mm=1 is the partition of the subjects into M proficiency classes. Minimizing (5) leads to
wˆj,m = 1− x¯j,Cm , ηˆ
(w)
j,m = x¯j,Cm ,
where x¯j,Cm = |Cm|
−1
∑
i∈Cm
xij , the mean of the jth item responses for subjects in the mth profi-
ciency class, and |Cm| is the number of subjects in Cm. Because the true memberships are unknown,
they proposed to iteratively estimate the memberships and the ideal response vectors. Specifically,
starting with an initial partition of the subjects, the ideal response vectors are chosen to minimize the
L2 distance
∑M
m=1
∑
i∈Cm
∑J
j=1(xij − η
(w)
j,m)
2. The memberships of the subjects are then determined
by minimizing the L2 distance between the observed responses of a subject and the ideal response
vectors estimated from the former step, as in, αˆi = argminm∈{1,2,...,M} d
(
xi, ηˆ
(w)
m
)
.
To implement the GNPC method, start with some initial values at t = 0 step. At the (t + 1)th
step, update the estimates as follows:
αˆ
(t+1)
i = argmin
m∈{1,2,...,M}
d
(
xi, ηˆ
(w)(t)
m
)
, ηˆ
(w)(t+1)
j,m = x¯j,Cˆ(t+1)m
,
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where ηˆ(w)(t)m is the estimated centroids obtained in step t, and Cˆ
(t+1)
m is the partition of the subjects
based on
{
αˆ
(t+1)
i
}N
i=1
. Chiu et al. (2018) demonstrated through simulation studies that, compared
to parametric methods, the nonparametric methods generally performed better in small-scale test
settings.
3 A General Estimation Framework
In this section, we propose a unified estimation approach that subsumes both the parametric and
nonparametric models considered in Section 2. This approach would facilitate a better statistical
understanding of the relationship between the two families of CDM estimations.
For the parametric methods, we shall focus on the joint estimation of the subjects’ latent classes
(αi)
n
i=1 and the model parameters. Considering the joint maximum likelihood estimation for paramet-
ric CDMs and the nonparametric estimation approaches as introduced in Section 2, we can see that
the item parameters θ in the parametric models and the ideal response vectors η in the nonparametric
methods are closely related, both denoting a certain “centroid” of the responses of the latent classes
under different model assumptions. For instance, θj,α = P (xj = 1 | α) can be viewed as the statisti-
cal population average (center) of the responses to item j of those subjects with attribute profile α,
whereas ηj,α corresponds to the nonparametric clustering center of the responses to item j of those in
cluster α. Therefore, similarly to the nonparametric clustering methods, the joint maximum likelihood
estimation of parametric model can be viewed as minimization of some “distance” function, introduced
by the negative log-likelihood, between the observed responses and the “centroid” responses θ.
Motivated by this observation, we propose a unified estimation method for both the parametric
and nonparametric methods. Specifically, we let A =
(
αi
)N
i=1
denote a class membership matrix for
the N subjects. Based on the membership matrix A, we can obtain a partition of the N subjects into
2K proficiency classes, denoted by C(A) =
{
Cα(A) : α ∈ {0, 1}K
}
, where Cα(A) denotes the set of
subjects whose latent patterns are specified by A as α. For each latent class α ∈ {0, 1}K, we use µα
to denote the “centroid” parameters for both parametric and nonparametric methods. Our proposed
estimators for the latent attributes and centroid parameters are obtained by minimizing a loss function
of (A,µ) as follows:
L(A,µ) :=
∑
α∈{0,1}K
∑
i∈Cα(A)
l(xi,µα), (6)
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and the corresponding estimators are (Aˆ, µˆ) = argminA,µ L(A,µ). In (6), l(xi,µα) is a loss function
that measures the distance between the ith subject’s response vector xi and the centroid for latent
class α. Specifically, the loss function takes the additive form l(xi,µα) =
∑J
j=1 l(xij , µj,α), where we
abuse the notation l(·, ·) a little, and when the loss function takes two vectors, we use it to denote the
summation of the element-wise losses. In this work, we also assume that l(xij , µj,α) is continuous in
µj,α. Note that (6) can also be expressed as
L(A,µ) =
∑
α∈{0,1}K
∑
i∈Cα(A)
l(xi,µα) =
N∑
i=1
∑
α∈{0,1}K
I{αi = α} · l(xi,µα) =
N∑
i=1
l(xi,µαi), (7)
which corresponds to a joint estimation of (A,µ) under the loss function l(·, ·). From the joint estima-
tion perspective, we can show that, with appropriate loss functions (e.g., L1, L2, cross-entropy) and
constraints on the centroids (e.g., centroids based on the ideal responses, weighted ideal responses,
or specific CDM assumptions), the proposed framework can provide estimates for all the models dis-
cussed in Section 2. The examples below demonstrate how the NPC method, the GNPC method, and
parametric estimation of the DINA and GDINA models can be derived from the proposed method
using various loss functions and centroid constraints.
Example 4 (NPC). In our proposed framework, let the ideal responses under the NPC method be the
centroids, that is, µα = ηα. If we use the L1 loss function l(xij , ηj,α) = |xij −ηj,α|, then our proposed
framework will become exactly the NPC method. Recall that in the NPC method, the ideal response
vectors ηα are determined by pre-specified model assumptions (either the DINA or the DINO); thus,
we only need to classify each subject to the closest proficiency class.
Example 5 (GNPC). Recall that in the GNPC method, the ideal response is defined as η
(w)
j,m =
wj,mη
DINA
j,m + (1 − wj,m)η
DINO
j,m , a weighted average of the DINA ideal response and the DINO ideal
response. Note that for proficiency classes and items such that α  qj, we have η
DINA
α,j = η
DINO
α,j = 1,
and for α ⊙ qj = 0, where ⊙ denotes the elementwise multiplication of vectors, we have η
DINA
α,j =
ηDINOα,j = 0. In such cases, the weights in fact do not affect the weighted ideal responses since the
DINA and the DINO models have the same ideal responses. Therefore, if we constrain µα = (µj,α, j =
1, . . . , J) in (6), such that µj,α = 1 if α  qj , µj,α = 0 if α ⊙ qj = 0, and µj,α = η
(w)
j,m as defined
in the GNPC for the rest of the items, while at the same time use the L2 loss function l(xij , ηj,α) =
(xij − ηj,α)2, then the criterion in (6) is equivalent to the GNPC method.
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Example 6 (DINA). We now consider the cross-entropy loss (i.e., the negative log-likelihood function),
l(xij , µj,α) = −
(
xij logµj,α + (1− xij) log(1 − µj,α)
)
. (8)
In addition, if we constrain the centroids to satisfy the following conditions:
max
α:αqj
µj,α = min
α:αqj
µj,α ≥ max
α:αqj
µj,α = min
α:αqj
µj,α,
that is, all the capable subjects share the same higher item positive probabilities, whereas all the incapable
subjects share the same lower item probabilities, then the proposed criterion (6) becomes the JMLE
criterion for the DINA model. Moreover, the centroids here correspond to item response parameters θ
for each latent class in the DINA model.
Example 7 (GDINA). In Example 6, we can put the following constraints on the centroids: µj,α =
µj,α′ , if αKj = α
′
Kj
, where αKj = (αk)k∈Kj is the sub-vector of α on the set Kj, and Kj = {k ∈ [K] :
qj,k = 1} is the set of required attributes by item j. Equivalently, these constraints will result in the
same centroid parameters for any two latent patterns sharing the same values on the required attributes
of item j, which is a GDINA model assumption. Furthermore, if we take the same loss functions as in
Example 6, it will result in the JMLE criterion for the GDINA model. Again, the centroids correspond
to item response parameters θ for each proficiency class.
As demonstrated in the above examples, by taking different loss functions and different constraints
on the centroid of each latent class, our proposal (6) provides a general estimation approach bridg-
ing both the parametric and nonparametric methods in the literature. The parametric estimation
approaches mostly use the cross-entropy loss (negative log-likelihood) function as the loss function,
whereas the nonparametric approaches use the L1 or L2 distance measures.
It can be noted that the proposed estimation criterion (6) does not directly use the information
pertaining to the population distribution of the latent attribute profiles, which differentiates it from
marginal likelihood estimation. As the population proportion of each latent class of attribute profiles
may also provide useful information for the model estimation, we propose to further generalize (6) by
including the proportion parameters in the loss function as follows:
L(A,µ,pi) :=
∑
α∈{0,1}K
∑
i∈Cα(A)
(
l(xi,µα) + h(πα)
)
, (9)
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where l(·, ·) is the loss function as in (6), and h(·) is a continuous nonincreasing regularization function
of the proportion parameter πα, which denotes the population proportion of latent class α. As can
be seen from (9), the loss function L depends on both the centroids and the class proportions, with
one part measuring the distance between a subject’s response xi and the centroid of a latent class µα,
and the other part involving a regularization of the class proportion.
Implicitly, Examples 4–7 take h(πα) = 0. When we take the loss function l(xij , µj,α) to be the
cross-entropy loss function as in (8), and let h(πα) = − logπα, (9) then becomes
L(A,µ,pi) =
∑
α∈{0,1}K
∑
i∈Cα(A)
(
l(xij , µj,α)− log πα
)
= −
N∑
i=1
log
{
παi × Lik(xi;µαi)
}
, (10)
where Lik(x;µα) = P (x | µα) is the likelihood function for latent class α and observation x, and
µα = (µj,α, j = 1, . . . , J) is the corresponding model parameters with µj,α = θj,α = P (xij = 1 | α).
Note that παi×Lik(xi;µαi) in the RHS of (10) corresponds to the complete-data likelihood of (αi,xi);
therefore, the loss function (10) is in fact the complete-data log-likelihood of (A,X).
The loss function (10) also corresponds to the extension of the classification maximum likelihood
(CML) criterion (Celeux and Govaert, 1992) applied to the CDM setting. In Examples 6 and 7, using
the loss function as in (10) corresponds to the CML criterion of the DINA or GDINA model respectively.
It can be noted that CML differs from JMLE in that the former has the additional term log πα in
the loss function to make use of the information in the proportion parameters. CML is also closely
related to the EM estimation for marginal MLE in that CML directly maximizes the complete-data
log-likelihood whereas the EM algorithm maximizes the expected complete-data log-likelihood with
respect to the posterior distribution of the latent variables. Finally, it can also be underscored that,
by incorporating a wide range of loss functions, the proposed criterion (9) is a generalization of the
CML criterion (10).
To implement the unified estimation framework, we develop an algorithm to minimize (9). The
algorithm is a general iterative algorithm to classify each subject to the closet proficiency class. Starting
with initial values, the current loss for each subject’s responses and the centroid of each latent class is
first computed, after which the subject is assigned to the closest latent class that minimizes the loss.
Based on the assigned memberships, the estimates for the centroids and class proportions are updated.
The details of the steps are shown in Algorithm 1.
In the CDM context, certain proficiency classes share the same item response parameters for each
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Algorithm 1: General Classification Algorithm
Input : Binary response matrix X ∈ {0, 1}N×J and structural Q-matrix Q ∈ {0, 1}J×K
Initialize Aˆ
(0)
, µˆ(0) and pˆi(0).
while convergence not reached do
At the (t+ 1)th iteration,
Step 1: Compute the current loss between xi and the centroid of each proficiency class,
l(xi, µˆ
(t)
α ) + h(πˆ
(t)
α ), i = 1, . . . , N, α ∈ {0, 1}
K.
Step 2: Assign each xi to the closest proficiency class, as in,
αˆ
(t)
i = argmin
α
l(xi, µˆ
(t)
α ) + h(πˆ
(t)
α ), i = 1, . . . , N.
and obtain the resulting partition Cˆ
(t)
:= C(Aˆ
(t)
).
Step 3: Compute the center and proportion of each proficiency class,
(µˆ(t+1)α , pˆi
(t+1)
α ) = argmin
(µ,pi)
∑
i∈Cˆ
(t)
α
(
l(xi, µˆ
(t)
α ) + h(πˆ
(t)
α )
)
, α ∈ {0, 1}K.
Output: Aˆ, µˆ, and pˆi.
item given a particular Q-matrix. For example, for all CDMs, any α such that α  qj, has the same
item parameter; for the DINA model, there are only two levels of item parameter for each item, and
the capable classes with α  qj share the same item parameter 1− sj, and the incapable classes with
α  qj share the same item parameter gj . Based on this observation, under certain model assumptions,
the proficiency classes can be partitioned into some equivalent classes for each item according to the
Q-matrix. Specifically, for item j, let A˜j =
{
A˜j,α = {α′ : µj,α = µj,α′}
}
. Under this partitioning, the
proficiency classes in the same equivalent class will have the same item response probability for this
item. For example, in a DINA model with two latent attributes, if qj = (1, 0), then the proficiency
classes can be partitioned into
{{
(0, 0), (0, 1)
}
,
{
(1, 0), (1, 1)
}}
, where α ∈
{
(0, 0), (0, 1)
}
will have the
same item parameter, gj , and α ∈
{
(1, 0), (1, 1)
}
will also share the same item response parameter,
1−sj. Therefore, by incorporating information of the Q-matrix and certain model assumptions, we can
develop an iterative classification algorithm tailored for CDMs that updates the centroids associated
with equivalent classes together.
To illustrate, if we let the negative log-likelihood function be the loss function as specified in (8),
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then Step 3 in Algorithm 1 simplifies to
πˆ(t+1)α =
∑N
i=1 I{αˆ
(t)
i = α}
N
, µˆ
(t+1)
j,α =
∑
α′∈A˜j,α
∑
i∈Cˆ
(t)
α
′
xij
∑
α′∈A˜j,α
|Cˆ
(t)
α′ |
,
where | · | is the cardinality of a set. Based on this simplification, the estimated proportion parameters
are the sample proportions based on the estimated partition of the subjects, and the estimated centroids
are the corresponding sample means of the equivalent classes also based on the estimated partition.
Moreover, if fixed and equal proportions, together with L2 loss l(xij , µj,α) = (xij −µj,α)2 are used, the
algorithm becomes the iterative algorithm for the GNPC method outlined in Chiu and Ko¨hn (2019).
4 Analysis of the Proposed Framework
In this section, we provide a theoretical analysis of the proposed framework. We show that, under
certain conditions, the proposed estimation framework will give consistent estimates. The consistency
results can be regarded as extensions of those for the NPC and the GNPC methods developed in
Wang and Douglas (2015) and Chiu and Ko¨hn (2019). In addition to the asymptotic results, we also
provide an analysis of the proposed algorithm in the finite sample situations.
As we introduced in Section 2.1, almost all the parametric CDMs belong to the family of latent
class models. Hence, in our following analysis, we assume a general latent class model as the underlying
model. Our results below are also easily adapted to the Q-matrix restricted latent class models. We use
θ0j,α to denote the true item parameter for the jth item and latent patternα, as in, θ
0
j,α = P(xj = 1 | α),
and we use θ0α = (θ
0
1,α, . . . , θ
0
J,α) to denote item parameter vector for latent pattern α. We let
A0 = (α0i )
N
i=1 denote the true latent pattern matrix of the N subjects to be classified. Before we
establish the consistency results, we first make some mild assumptions.
Assumption 1. The loss function l(x, µ) is Ho¨lder continuous in µ on [τ, 1− τ ] for any τ ∈ (0, 0.5),
and the total loss (9) is minimized at class means given the subjects’ membership, as in, µˆj,α =
∑
i∈Cα
xij/|Cα|.
Assumption 2. For any proficiency class α that exists in the population of subjects, the true pro-
portion parameter is strictly positive, that is, π0α > 0. h(·) in (9) is a continuous nonincreasing
regularization function of the proportion parameters.
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Assumption 3. There exist constants δ1, δ2 > 0 such that min
α6=α′
J−1‖θ0α − θ
0
α′‖1 ≥ δ1, and δ2 ≤
min
j,α
θ0j,α < max
j,α
θ0j,α ≤ 1− δ2, where ‖ · ‖1 denotes the L1 norm.
Assumption 4. There exists δ ≥ 1 such that
∣∣∣E[l(xij , θ0j,α)]− E[l(xij , θ0j,α0i )]
∣∣∣ ≥ ∣∣θ0j,α − θ0j,α0i
∣∣δ, ∀ α 6= α0i . (11)
One can easily check that the L2 and cross-entropy (negative log-likelihood) loss functions given in
Section 3 satisfy Assumption 1. Note that the second part of Assumption 1 is a natural requirement
for the consistency estimation of θ0j,α, as θ
0
j,α represents the population average of the responses of
subjects in α class, that is, θ0j,α = P(xj = 1 | α). Given the true membership of the subjects, for an
estimator µˆj,α that is consistent of θ
0
j,α, it must satisfy
∣∣µˆj,α−∑i∈Cα xij/|Cα|
∣∣→ 0 in probability by
the law of large number. An interesting counterexample is the L1 loss function, which does not satisfy
this assumption because given the memberships, µˆj,α that minimizes the L1 loss function is not the
sample mean, and we can easily check that the µˆj,α is not a consistent estimator of θ
0
j,α even when
the true memberships are known. In other words, the L1 loss cannot provide consistent estimation
of the centroid parameters while the L2 and cross-entropy losses can, as to be shown in the following
theorems. More generally, following the M-estimation theory (van der Vaart, 2000), the second part
of Assumption 1 can be further relaxed to requiring Eθ0
j,α
[l(xij , µj,α)] has a unique minima at θ
0
j,α
and some additional technical conditions. For the presentation brevity, here we shall use the current
assumption, which is already broad enough for practical use.
Assumptions 2 and 3 ensure the identifiability of the model, and also keep the true parameters away
from the boundaries of the parameter space. Particularly, the assumption min
α6=α′
J−1‖θ0α − θ
0
α′‖1 ≥ δ1
implies that there is sufficient information to distinguish any two different classes α and α′, thus
ensuring the completeness (Chiu et al., 2009) and identifiability conditions (Gu and Xu, 2020). The
condition (11) in Assumption 4, also holds for the aforementioned loss functions in Section 3. For
example, it is easy to check condition (11) for the L2 loss and the negative log-likelihood loss. For the
L2 loss, we have E
[
l(xij , θ
0
j,α)
]
−E
[
l(xij , θ
0
j,α0)
]
= (θ0j,α− θ
0
j,α0)
2. For the negative log-likelihood loss,
we have
E
[
l(xij , θ
0
j,α)
]
− E
[
l(xij , θ
0
j,α0)
]
=− θ0j,α0 log(θ
0
j,α)− (1− θ
0
j,α0) log(1− θ
0
j,α) + θ
0
j,α0 log(θ
0
j,α0) + (1− θ
0
j,α0) log(1 − θ
0
j,α0)
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= D
(
p(θ0j,α)
∣∣∣∣ p(θ0j,α0)
)
≥
1
2
(∣∣θ0j,α − θ0j,α0
∣∣+ ∣∣(1− θ0j,α)− (1− θ0j,α0)
∣∣)2
= 2(θ0j,α − θ
0
j,α0)
2,
where D(· || ·) is the Kullback-Leibler divergence, p(·) is the mass function of a Bernoulli distribution,
and the last inequality follows from Theorem 1.3 in Popescu et al. (2016).
As in the analysis of the joint maximum likelihood estimation in Chiu et al. (2016), we assume
that there is a calibration dataset that would give a statistically consistent estimator of the calibration
subjects’ latent class membership Aˆc, in the sense that P(Aˆc 6= Ac)→ 0 as J →∞. We use Nc andA
0
c
to denote the sample size and the true membership matrix of the calibration dataset, respectively. This
assumption is also made in the consistency theories of nonparametric methods in and Chiu and Ko¨hn
(2019). In the next theorem, we show that this consistent membership estimate will also give consistent
estimators for the centroids of the latent classes.
Theorem 1. Suppose the data conform to CDMs that can be expressed in terms of general latent class
models, and Assumptions 1-3 hold. Further assume that J exp
(
−Ncǫ
)
→ 0 for any ǫ > 0. If Aˆc is a
consistent estimator of A0c, then µˆ is also consistent for θ
0 as J,Nc −→∞, that is, ‖µˆ−θ
0‖∞
P
−→ 0 as
J,Nc −→∞, where ‖ · ‖∞ is the supremum norm.
Theorem 1 states that if we could get a consistent estimate of the calibration subjects’ membership
Aˆc, then the estimated centroids µˆ are also consistent of the true item parameters θ
0 in a uniform sense
that all item parameters can be uniformly consistently estimated. The detailed proof is in Appendix
A.1. This result extends Lemma 1 and Lemma 2 in Chiu and Ko¨hn (2019) and Theorem 2 in Chiu et al.
(2016). Note that their analysis required Nc > J , while here we only need J exp(−Ncǫ) → 0 for any
ǫ > 0, which is a weaker condition. Moreover, for the GNPC method, the centroids are weighted
averages of the ideal responses from the DINA and DINO models. As discussed in Example 5, if
the DINA and DINO models have the same ideal responses (i.e., α  qj or α ⊙ qj = 0), then the
corresponding centroid will be fixed to be 0 or 1. Therefore, for such fixed centroid parameters, the
GNPC method does not provide a consistent estimation of the corresponding θ0j,α parameters. Here we
allow all the centroid parameters to be free, and the consistency estimation is ensured as in Theorem 1.
The next theorem shows that if we start with a consistent membership Aˆc obtained from the calibra-
tion dataset, and use the estimated centroids to classify the subjects, then the resulting classifications
are also consistent for each subject.
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Theorem 2. Suppose Assumptions 1–4 and the assumptions of Theorem 1 hold. If we start with
a consistent Aˆc obtained from a calibration dataset to estimate the centroid µˆ, then αˆi obtained by
Algorithm 1 is also a consistent estimator of αi for each i = 1, . . . , N .
To establish the consistency in Theorem 2, the following two lemmas are needed.
Lemma 1. Suppose Assumptions 1–4 hold. For each subject i, if µˆ is consistent for θ0, then the true
attribute pattern minimizes E[l(xi, µˆα) + h(πˆα)] with probability approaching 1 as J −→∞, as in,
P
(
α0i = argmin
α
E
[
l(xi, µˆα) + h(πˆα)
])
−→ 1 as J −→∞.
Lemma 2. Under Assumptions 1 and 3, for any ǫ > 0 and any fixed i ∈ {1, 2, . . . , N}, if µˆj,α is
consistent of θ0j,α, we have
P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ
)
−→ 0, as J −→∞.
Lemma 1 extends Proposition 1 in Wang and Douglas (2015) and Lemma 3 in Chiu and Ko¨hn (2019)
to more general loss functions. Lemma 2 generalizes Proposition 3 in Wang and Douglas (2015) and
Lemma 4 in Chiu and Ko¨hn (2019). The detailed proofs of Lemma 1, Lemma 2, and Theorem 2 are
given in Appendices A.2 – A.4. Note that Theorem 2 only gives the consistency for each αi; however,
we can further establish uniform consistency for all αi, i = 1, . . . , N , as shown in Theorem 3.
Theorem 3. Suppose all the assumptions of Theorem 2 hold. Further assume that for any ǫ > 0,
N exp(−Jǫ) −→ 0, and Nc > CJ for some big constant C. If we start with a consistent Aˆc obtained
from a calibration dataset, then αˆi obtained from Algorithm 1 is uniformly consistent of αi, for all
i = 1, . . . , N .
Uniform consistency has also been established for specific nonparametric methods, such as Theorem
2 in Wang and Douglas (2015) and Theorem 2 in Chiu and Ko¨hn (2019). Our uniformly consistent
result in Theorem 3 can be regarded as their generalization. Specifically, in Wang and Douglas (2015),
they showed the uniform consistency of the NPC method, where the loss function is taken to be L1 loss
and the centroids are fixed, to be the ideal responses of the DINA or DINO model. In Chiu and Ko¨hn
(2019), they generalized the uniform consistency of the NPC method to the GNPC method, where
the loss function is L2 loss and the centroids are weighted averages of ideal responses from the DINA
and the DINO models. In fact, for the GNPC method, given the subjects’ membership, the optimal
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weighted averages of the DINA ideal responses and the DINO ideal responses become the class means
(Chiu and Ko¨hn, 2019). Therefore, the uniform consistency of the GNPC method is actually a special
case of our result provided here. Readers could refer to Appendix A.5 for the proof of Theorem 3.
The above analysis pertains the asymptotic properties of our framework. For finite-sample situa-
tions, we have the following theoretical properties for the proposed iterative algorithms in Section 3,
which are established following the theory in Celeux and Govaert (1992).
Proposition 1. Any sequence (A(t),µ(t),pi(t)) obtained by Algorithm 1 decreases the criterion (9)
and the sequence L(A(t),µ(t),pi(t)) converges to a stationary value. Moreover, if for any fixed A,
the minima of the loss function L(A,µ,pi) is well-defined, then the sequence (A(t),µ(t),pi(t)) also
converges to a stationary point.
Proposition 1 indicates that the update sequence (A(t),µ(t),pi(t)) from the proposed algorithm
converges to a stationary point of the proposed criterion (9) with finite samples. Additionally, all the
loss functions in the examples in Section 3 satisfy the condition that the minima is well-defined. Now,
consider a smoothed version of L(A,µ,pi),
L(U ,µ,pi) =
∑
α∈{0,1}K
n∑
i=1
uiα
(
l(xi,µα) + h(πα)
)
,
where U = {uim} ∈ [0, 1]
n×2K is a matrix with nonnegative entries and each column sums to one,
which is called a standard classification matrix in Celeux and Govaert (1992). Recall that L(A,µ,pi) =
∑
α
∑
i∈Cα(A)
(
l(xi,µα)+h(πα)
)
=
∑
α
∑n
i=1 I(αi = α)
(
l(xi,µα)+h(πα)
)
. Therefore, L(U ,µ,pi)
can be regarded as a smoothed version, where the hard membership matrix A is replaced by U . Note
that the minimum of L(U ,µ,pi) is attained when U is equal to some hard membership matrix A.
Proposition 2. Assume that L(U ,µ,pi) has a local minimum at (U∗,µ∗,pi∗) and that the Hes-
sian of L(U ,µ,pi) exists and is positive definite at (U∗,µ∗,pi∗). Then there is a neighborhood of
(U∗,µ∗,pi∗) such that starting with any (U (0),µ(0),pi(0)) in that neighborhood, the resulting sequence
(A(t),µ(t),pi(t)) of the Algorithm 1 converges to (U∗,µ∗,pi∗) at a linear rate.
Proposition 2 states that if we start with a good initial value which is close enough to the optimal
point, then the update sequence will also converge to the optimal point. These two propositions give
good finite-sample properties of our proposed estimation framework. The detailed proofs of Proposition
1 and Proposition 2 are given in Appendix A.6 and A.7, respectively.
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5 Simulation Studies
We conducted comprehensive simulations under a variety of settings to compare the performance of
different methods. The methods compared were:
• NPC: the baseline method, where the centers are the ideal responses from the DINA model, and
the loss function is the L1 loss;
• GNPC1: the centroid parameters are to be estimated, and the loss function is the L2 loss;
• JMLE: the Joint Maximum Likelihood Estimate, where the centroid parameters (item parame-
ters) are to be estimated, and the loss function is the negative log-likelihood;
• CMLE: the Classification Maximum Likelihood Estimate, where the centers and the loss function
are the same as JMLE but with an additional term of class proportions as specified in (10);
• MMLE: the Marginal Maximum Likelihood Estimate obtained from the traditional EM algorithm
under the DINA or GDINA model assumption.
MMLE, as one of, if not the the most commonly used estimation algorithm in the CDM literature,
was included in the comparison to provide a more comprehensive understanding of how different CDM
estimation methods perform.
For the underlying true models, we considered three different settings: all items conformed to the
DINA, one half of the items conformed to the DINA model and the other half conformed to the DINO
model, or all items conformed to the GDINA model. Following the simulation design in Chiu et al.
(2018), the subjects’ true latent attribute patterns were either drawn from a uniform distribution or
derived from the multivariate normal threshold model. More specifically, for the uniform setting, each
latent pattern α had the same probability 1/2K of being drawn. For the mulrivate normal setting, each
subject’s attribute profile was linked to a latent continuous ability vector z = (z1, . . . , zK)
′ ∼ N (0,Σ)
with values along the main diagonal of Σ set to 1 and the off-diagonal entries set to either r = 0.40
or 0.80 for different levels of correlation. z was randomly sampled, and the kth entry of the attribute
pattern was determined by
αik =


1, θik ≥ Φ−1
(
k
K+1
)
0, otherwise.
1Here we estimate all the centroid parameters instead of fixing the centers if the ideal responses from the DINA and
DINO are the same, as in the original GNPC method (see the discussion after Theorem 1). Our simulation results show
that the original GNPC performed better if the noises were small while our GNPC was better and more robust when
the noises were large. Hence we only present the results where all the centroids were estimated for brevity.
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We considered different number of latent attributes (K = 3 or 5), different sample sizes (N = 30,
50, 200 or 500) and different number of items (J = 30 or 50). To ensure identifiability, we set the first
two K ×K submatrices of the Q-matrix to be identity matrices. The remaining items were randomly
generated. When K = 5, the Q-matrix contained items that measured up to three attributes and was
constructed the same way as that for K = 3. When the underlying model was the DINA or DINO
model, different signal strengths were considered. Specifically we set s = g = 0.1 or 0.3. When the
true model was the GDINA model, we used the item response parameters listed in the Table 1, which
were the same as those in Chiu et al. (2018).
P (α1) P (α2) P (α3) P (α4) P (α5) P (α6) P (α7) P (α8)
0.2 0.9
0.1 0.8
0.1 0.9
0.2 0.5 0.4 0.9
0.1 0.3 0.5 0.9
0.1 0.2 0.6 0.8
0.1 0.2 0.3 0.4 0.4 0.5 0.7 0.9
Table 1: Item response parameters for GDINA
To evaluate the performance of different methods, two metrics were used: the pattern-wise agree-
ment rate (PAR) and the attribute-wise agreement rate (AAR), as defined below,
PAR =
∑N
i=1 I{αˆi = αi}
N
, AAR =
∑N
i=1
∑K
k=1 I{αˆik = αik}
NK
.
For each setting, we repeated 100 times and reported the obtained means of PAR and AAR. In the
following result tables, we use DINA or GDINA to stand for the results of MMLE obtained by the EM
algorithm under the corresponding model assumptions.
Result I: DINA
Tables 2 and 3 present the PARs and the AARs when the underlying process followed the DINA
model. Under the independent attribute (uniform) setting, the NPC performed the best, as expected,
in almost all the cases, and the GNPC and JMLE performed similarly and slightly better than CMLE
- this was so because these methods correctly assumed that the true latent patterns were uniformly
distributed. In comparison, the MMLE of the DINA and the GDINA models did not perform as good
as the other methods. This was particularly true when the noise was large and sample size was small.
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Surprisingly, with smaller sample sizes, the MMLE of the GDINA gave better results than that of the
DINA; however, as the sample size increased, the MMLE of the DINA performed better than that of
the GDINA, which was to be expected.
Under the dependent attribute (multivariate normal) settings, although the NPC still performed
the best with smaller sample sizes (N = 30/50), it performed poorly with larger sample sizes as a
consequence of the correlated latent attributes and unequal latent patterns proportions. The MMLE
of the DINA provided the best results when the sample size was large (N = 200/500), but did not
perform well with smaller sample sizes. The GNPC and JMLE perform similarly, and did not give
satisfactory results when noise was large. However, the CMLE performed uniformly well in almost all
cases, and its advantages became more apparent when the correlations of the latent attributes were
high. Specifically, the CMLE performed similarly to NPC when the sample sizes were small, and the
MMLE of the DINA when the sample sizes were large. In all of the conditions, the MMLE of the
GDINA did not perform as good as the other methods, which was not unexpected as the DINA was
the true model.
Result II: DINA + DINO
The PARs and AARs when half of the items followed the DINA model and other half the DINO model
are shown in Tables 4 and 5. Under the independent (uniform) setting, the GNPC performed uniformly
the best in almost all conditions. Even though the JMLE did not perform as good as the GNPC, it
still performed much better than the NPC and the MMLE of the GDINA. The JMLE gave slightly
better results than the CMLE, which, again, was expected because the JMLE took advantage of the
fact that the true latent patterns were generated uniformly. As before, the MMLE of the GDINA
performed poorly when sample size was small, but improved as the sample size increased, and gave
good results with sufficiently large data (i.e., N = 200/500 for K = 3 or N = 500 for K = 5). Finally,
because the true underlying process no longer purely followed the DINA model, the NPC performed
poorly relative to other methods.
Under the dependent (multivariate normal) settings, the GNPC and JMLE performed similarly,
albeit the former provided slightly better results than the latter. It is interesting to note that the
GNPC performed well, particularly with smaller sample sizes and small noise; in contrast, the CMLE
provided better results when the sample sizes were small and at the same time the noise was large. It
is worth noting that when the sample sizes were larger (N = 200/500 in our simulations), the MMLE
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of the GDINA outperformed all the other methods. The CMLE performed relatively well with larger
sample sizes, particularly when compared with the JMLE and GNPC, both of which did not take class
proportions into consideration. The importance of taking the class proportions into account become
more apparent when higher correlations among the latent attributes were involved. Overall, the CMLE
outperformed the GNPC in most cases under the mixed type item setting.
Result III: GDINA
Tables 6 and 7 show the PARs and the AARs when the data conformed to the GDINA model. In
the independent (uniform) setting, the GNPC performed the best when the sample size was smaller
(N = 30/50), whereas the MMLE of the GDINA worked the best when the sample size was large
(N = 200/500). Similar to previous results, the JMLE provided slightly better results than the CMLE
under the uniform setting. As mentioned earlier, this is because the JMLE correctly assumed a uniform
prior distribution for the latent attributes, whereas the CMLE, although made no assumptions, needed
to estimate additional parameters.
Under the moderately correlated multivariate normal setting (i.e., r = 0.4), the GNPC still worked
well with smaller sample sizes; similarly, the MMLE of the GDINA performed well with larger sample
sizes. However, the CMLE now performed better than the JMLE due to the proportions of latent
attribute patterns not longer being equal. Moreover, aside from performing similarly to the MMLE
of the GDINA, the CMLE gave better results than the GNPC, particularly when the sample size was
larger. Under the highly correlated multivariate normal setting (i.e., r = 0.8), the GNPC and JMLE
provided results that were similar, but not as good as the CMLE and the MMLE of the GDINA, which
performed similarly. It can be noted that for both correlations, the MMLE of the GDINA performed
better than the CMLE when K was large, test was short, and the sample size was sufficiently large.
Overall from the simulation results I-III, the nonparametric methods worked better with smaller
sample sizes, whereas parametric models estimated marginally using the EM algorithms performed
better with larger sample sizes. However, the CMLE performed similarly as nonparametric methods
when smaller sample sizes were involved, and the MMLE when larger sample sizes are involved. Thus,
the CMLE provided more uniformly satisfactory results under a wider range of settings.
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K J N s, g
Uniform Multi Normal (r = 0.4) Multi Normal (r = 0.8)
NPC GNPC JMLE CMLE DINA GDINA NPC GNPC JMLE CMLE DINA GDINA NPC GNPC JMLE CMLE DINA GDINA
3 30 30 0.1 0.987 0.987 0.988 0.988 0.978 0.985 0.988 0.987 0.987 0.988 0.985 0.987 0.987 0.984 0.985 0.985 0.984 0.983
0.3 0.693 0.679 0.684 0.683 0.561 0.622 0.700 0.681 0.681 0.690 0.594 0.625 0.716 0.695 0.699 0.711 0.679 0.665
50 0.1 0.985 0.985 0.985 0.984 0.979 0.980 0.985 0.984 0.984 0.985 0.983 0.984 0.986 0.985 0.984 0.986 0.984 0.984
0.3 0.695 0.685 0.680 0.679 0.576 0.579 0.709 0.682 0.678 0.696 0.618 0.598 0.716 0.69 0.69 0.707 0.675 0.645
200 0.1 0.984 0.984 0.984 0.984 0.985 0.983 0.986 0.985 0.985 0.987 0.987 0.987 0.987 0.985 0.984 0.987 0.990 0.988
0.3 0.698 0.692 0.688 0.684 0.662 0.617 0.712 0.687 0.683 0.717 0.719 0.662 0.716 0.684 0.68 0.747 0.772 0.703
500 0.1 0.986 0.986 0.986 0.986 0.986 0.986 0.986 0.985 0.985 0.987 0.989 0.988 0.987 0.986 0.985 0.988 0.989 0.989
0.3 0.700 0.698 0.697 0.694 0.694 0.664 0.709 0.689 0.685 0.730 0.742 0.715 0.720 0.690 0.687 0.785 0.792 0.762
50 30 0.1 0.997 0.997 0.997 0.997 0.981 0.998 0.997 0.997 0.997 0.997 0.997 0.997 0.998 0.998 0.998 0.998 0.998 0.998
0.3 0.820 0.818 0.818 0.820 0.714 0.781 0.827 0.816 0.820 0.823 0.771 0.793 0.829 0.821 0.826 0.827 0.795 0.797
50 0.1 0.998 0.997 0.997 0.997 0.996 0.997 0.997 0.997 0.997 0.997 0.998 0.997 0.998 0.996 0.997 0.997 0.998 0.997
0.3 0.821 0.812 0.808 0.809 0.740 0.742 0.826 0.815 0.815 0.819 0.766 0.764 0.829 0.815 0.817 0.820 0.809 0.770
200 0.1 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.996 0.997 0.997 0.997
0.3 0.816 0.809 0.807 0.804 0.798 0.752 0.821 0.805 0.802 0.822 0.829 0.781 0.831 0.812 0.809 0.841 0.866 0.817
500 0.1 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.997 0.998 0.998
0.3 0.821 0.818 0.816 0.816 0.816 0.797 0.824 0.811 0.808 0.835 0.847 0.824 0.831 0.809 0.806 0.863 0.877 0.850
5 30 30 0.1 0.902 0.903 0.900 0.901 0.818 0.893 0.910 0.894 0.895 0.908 0.840 0.894 0.925 0.905 0.910 0.925 0.896 0.919
0.3 0.385 0.371 0.373 0.375 0.281 0.326 0.416 0.388 0.388 0.405 0.296 0.344 0.439 0.396 0.402 0.420 0.360 0.371
50 0.1 0.902 0.898 0.897 0.900 0.873 0.885 0.907 0.899 0.897 0.907 0.886 0.896 0.917 0.901 0.899 0.917 0.922 0.913
0.3 0.382 0.372 0.368 0.366 0.268 0.287 0.400 0.368 0.360 0.387 0.310 0.306 0.422 0.376 0.377 0.414 0.376 0.349
200 0.1 0.902 0.902 0.901 0.901 0.899 0.893 0.910 0.903 0.898 0.914 0.921 0.913 0.922 0.907 0.901 0.930 0.939 0.931
0.3 0.387 0.378 0.374 0.358 0.290 0.238 0.407 0.364 0.356 0.409 0.382 0.293 0.431 0.375 0.367 0.477 0.517 0.391
500 0.1 0.901 0.901 0.900 0.900 0.901 0.899 0.909 0.898 0.895 0.915 0.924 0.920 0.920 0.900 0.893 0.933 0.942 0.937
0.3 0.383 0.381 0.378 0.348 0.330 0.270 0.408 0.371 0.364 0.429 0.455 0.365 0.430 0.374 0.366 0.525 0.576 0.474
50 30 0.1 0.959 0.958 0.959 0.959 0.842 0.955 0.955 0.953 0.953 0.954 0.848 0.948 0.956 0.951 0.952 0.955 0.937 0.952
0.3 0.530 0.522 0.525 0.526 0.367 0.486 0.530 0.516 0.525 0.527 0.393 0.484 0.547 0.526 0.536 0.547 0.503 0.522
50 0.1 0.959 0.959 0.958 0.959 0.942 0.953 0.957 0.953 0.955 0.957 0.953 0.951 0.961 0.956 0.956 0.960 0.961 0.956
0.3 0.521 0.510 0.508 0.508 0.391 0.422 0.538 0.512 0.512 0.528 0.466 0.458 0.561 0.528 0.533 0.552 0.523 0.485
200 0.1 0.960 0.960 0.960 0.960 0.960 0.955 0.959 0.955 0.954 0.960 0.963 0.957 0.962 0.955 0.954 0.963 0.969 0.963
0.3 0.524 0.513 0.509 0.498 0.451 0.361 0.536 0.500 0.493 0.540 0.546 0.435 0.555 0.506 0.500 0.590 0.645 0.525
500 0.1 0.958 0.959 0.959 0.958 0.958 0.957 0.956 0.951 0.950 0.959 0.964 0.962 0.958 0.951 0.948 0.962 0.969 0.964
0.3 0.521 0.514 0.511 0.490 0.489 0.416 0.533 0.499 0.493 0.560 0.592 0.509 0.551 0.500 0.494 0.641 0.688 0.593
Table 2: The PARs when the data conform to the DINA model
K J N s, g
Uniform Multi Normal (r = 0.4) Multi Normal (r = 0.8)
NPC GNPC JMLE CMLE DINA GDINA NPC GNPC JMLE CMLE DINA GDINA NPC GNPC JMLE CMLE DINA GDINA
3 30 30 0.1 0.996 0.996 0.996 0.996 0.992 0.995 0.996 0.996 0.996 0.996 0.995 0.996 0.996 0.995 0.995 0.995 0.995 0.994
0.3 0.878 0.871 0.873 0.873 0.810 0.841 0.881 0.872 0.872 0.877 0.823 0.847 0.889 0.879 0.882 0.887 0.869 0.865
50 0.1 0.995 0.995 0.995 0.995 0.993 0.993 0.995 0.995 0.995 0.995 0.994 0.994 0.995 0.995 0.995 0.995 0.995 0.995
0.3 0.876 0.871 0.868 0.868 0.818 0.818 0.881 0.870 0.868 0.876 0.841 0.831 0.887 0.875 0.875 0.883 0.868 0.857
200 0.1 0.995 0.995 0.995 0.995 0.995 0.994 0.995 0.995 0.995 0.996 0.996 0.996 0.995 0.995 0.995 0.996 0.996 0.996
0.3 0.877 0.874 0.872 0.871 0.860 0.839 0.886 0.874 0.872 0.889 0.890 0.865 0.888 0.873 0.871 0.900 0.910 0.881
500 0.1 0.995 0.995 0.995 0.995 0.995 0.995 0.0.995 0.995 0.995 0.995 0.996 0.996 0.996 0.995 0.995 0.996 0.996 0.996
0.3 0.878 0.877 0.876 0.875 0.874 0.862 0.884 0.873 0.871 0.894 0.900 0.888 0.889 0.875 0.873 0.916 0.920 0.907
50 30 0.1 0.999 0.999 0.999 0.999 0.991 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.3 0.929 0.928 0.928 0.928 0.884 0.912 0.936 0.931 0.932 0.934 0.912 0.923 0.933 0.930 0.932 0.932 0.921 0.923
50 0.1 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.3 0.930 0.926 0.925 0.925 0.895 0.896 0.932 0.927 0.928 0.929 0.907 0.907 0.935 0.930 0.931 0.933 0.929 0.914
200 0.1 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.3 0.928 0.925 0.924 0.924 0.921 0.900 0.932 0.924 0.923 0.932 0.936 0.916 0.936 0.928 0.927 0.940 0.951 0.931
500 0.1 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999
0.3 0.931 0.929 0.928 0.928 0.928 0.920 0.933 0.927 0.925 0.938 0.943 0.934 0.936 0.927 0.926 0.949 0.955 0.945
5 30 30 0.1 0.978 0.979 0.978 0.978 0.942 0.976 0.981 0.977 0.977 0.980 0.946 0.977 0.984 0.980 0.981 0.984 0.968 0.983
0.3 0.805 0.798 0.798 0.800 0.731 0.775 0.818 0.803 0.803 0.813 0.740 0.789 0.825 0.807 0.808 0.818 0.785 0.798
50 0.1 0.979 0.978 0.977 0.978 0.968 0.974 0.980 0.978 0.977 0.980 0.970 0.977 0.982 0.979 0.978 0.982 0.983 0.981
0.3 0.807 0.799 0.797 0.798 0.737 0.751 0.814 0.797 0.793 0.808 0.762 0.769 0.821 0.801 0.800 0.818 0.791 0.787
200 0.1 0.979 0.979 0.978 0.978 0.977 0.976 0.980 0.979 0.977 0.981 0.983 0.981 0.983 0.980 0.978 0.985 0.987 0.985
0.3 0.805 0.799 0.798 0.792 0.759 0.728 0.814 0.793 0.788 0.816 0.807 0.763 0.825 0.800 0.796 0.840 0.857 0.804
500 0.1 0.978 0.978 0.978 0.978 0.978 0.977 0.980 0.977 0.977 0.982 0.984 0.983 0.983 0.978 0.976 0.986 0.988 0.987
0.3 0.804 0.800 0.799 0.788 0.778 0.749 0.815 0.794 0.791 0.826 0.839 0.798 0.826 0.801 0.797 0.858 0.878 0.838
50 30 0.1 0.991 0.991 0.991 0.991 0.936 0.990 0.990 0.990 0.990 0.990 0.937 0.989 0.991 0.989 0.990 0.990 0.982 0.990
0.3 0.856 0.853 0.854 0.855 0.768 0.838 0.860 0.854 0.857 0.858 0.791 0.844 0.867 0.860 0.863 0.867 0.845 0.859
50 0.1 0.991 0.991 0.991 0.991 0.985 0.990 0.991 0.99 0.99 0.991 0.990 0.990 0.992 0.991 0.991 0.992 0.992 0.991
0.3 0.858 0.853 0.852 0.853 0.795 0.815 0.863 0.852 0.853 0.859 0.830 0.834 0.873 0.862 0.864 0.870 0.859 0.848
200 0.1 0.991 0.991 0.991 0.991 0.991 0.990 0.991 0.990 0.990 0.992 0.992 0.991 0.992 0.991 0.990 0.992 0.994 0.992
0.3 0.857 0.850 0.849 0.846 0.826 0.783 0.863 0.846 0.843 0.865 0.871 0.825 0.872 0.852 0.849 0.883 0.904 0.859
500 0.1 0.991 0.991 0.991 0.991 0.991 0.991 0.991 0.990 0.989 0.991 0.992 0.992 0.991 0.990 0.989 0.992 0.994 0.993
0.3 0.856 0.851 0.850 0.844 0.842 0.812 0.863 0.846 0.843 0.874 0.888 0.855 0.870 0.850 0.847 0.899 0.917 0.884
Table 3: The AARs when the data conform to the DINA model
K J N s, g
Uniform Multi Normal(r = 0.4) Multi Normal(r = 0.8)
NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA
3 30 30 0.1 0.980 0.992 0.983 0.983 0.983 0.978 0.993 0.982 0.982 0.984 0.974 0.989 0.981 0.981 0.986
0.3 0.657 0.658 0.654 0.656 0.600 0.654 0.648 0.644 0.660 0.598 0.673 0.666 0.665 0.678 0.642
50 0.1 0.971 0.994 0.982 0.982 0.982 0.970 0.993 0.981 0.983 0.984 0.974 0.989 0.981 0.985 0.987
0.3 0.645 0.664 0.658 0.650 0.590 0.646 0.643 0.639 0.652 0.604 0.664 0.659 0.654 0.683 0.639
200 0.1 0.974 0.996 0.994 0.994 0.994 0.976 0.995 0.993 0.995 0.996 0.979 0.995 0.992 0.995 0.996
0.3 0.637 0.686 0.679 0.670 0.660 0.655 0.672 0.665 0.708 0.711 0.676 0.678 0.670 0.748 0.746
500 0.1 0.975 0.996 0.996 0.996 0.996 0.979 0.995 0.994 0.995 0.996 0.984 0.995 0.995 0.996 0.997
0.3 0.643 0.700 0.695 0.688 0.708 0.660 0.678 0.671 0.729 0.751 0.686 0.690 0.683 0.788 0.799
50 30 0.1 0.984 0.997 0.986 0.986 0.986 0.986 0.997 0.988 0.988 0.988 0.986 0.997 0.988 0.988 0.989
0.3 0.725 0.741 0.735 0.735 0.721 0.751 0.764 0.758 0.762 0.761 0.772 0.781 0.783 0.784 0.786
50 0.1 0.975 0.997 0.983 0.983 0.982 0.976 0.997 0.988 0.988 0.989 0.981 0.997 0.990 0.990 0.990
0.3 0.711 0.750 0.739 0.736 0.723 0.732 0.758 0.752 0.756 0.757 0.756 0.781 0.778 0.782 0.786
200 0.1 0.982 1.000 0.998 0.998 0.998 0.986 1.000 0.998 0.998 0.999 0.989 1.000 0.999 0.999 0.999
0.3 0.730 0.812 0.806 0.801 0.812 0.749 0.800 0.792 0.818 0.840 0.771 0.811 0.804 0.843 0.867
500 0.1 0.983 1.000 1.000 1.000 1.000 0.982 1.000 0.999 0.999 0.999 0.986 0.999 0.999 0.999 0.999
0.3 0.731 0.830 0.824 0.820 0.841 0.745 0.810 0.804 0.839 0.869 0.768 0.810 0.804 0.871 0.890
5 30 30 0.1 0.904 0.937 0.921 0.912 0.909 0.923 0.934 0.927 0.930 0.934 0.924 0.935 0.927 0.931 0.937
0.3 0.343 0.348 0.344 0.337 0.284 0.376 0.348 0.348 0.372 0.316 0.418 0.371 0.370 0.406 0.368
50 0.1 0.912 0.951 0.937 0.926 0.925 0.914 0.942 0.927 0.931 0.933 0.933 0.947 0.941 0.950 0.957
0.3 0.363 0.365 0.360 0.356 0.275 0.375 0.343 0.336 0.368 0.299 0.404 0.369 0.361 0.410 0.358
200 0.1 0.908 0.955 0.951 0.948 0.949 0.918 0.951 0.942 0.956 0.952 0.933 0.952 0.946 0.967 0.972
0.3 0.352 0.376 0.371 0.341 0.288 0.371 0.355 0.343 0.395 0.341 0.406 0.367 0.357 0.490 0.465
500 0.1 0.910 0.952 0.952 0.951 0.951 0.919 0.949 0.945 0.961 0.964 0.931 0.950 0.946 0.971 0.974
0.3 0.359 0.388 0.382 0.337 0.336 0.378 0.355 0.345 0.411 0.440 0.407 0.367 0.357 0.534 0.569
50 30 0.1 0.894 0.965 0.912 0.906 0.909 0.907 0.960 0.925 0.925 0.932 0.909 0.956 0.922 0.925 0.930
0.3 0.402 0.407 0.401 0.404 0.376 0.403 0.402 0.399 0.404 0.382 0.461 0.453 0.461 0.467 0.467
50 0.1 0.898 0.982 0.932 0.924 0.926 0.914 0.970 0.942 0.939 0.946 0.918 0.969 0.944 0.945 0.953
0.3 0.399 0.420 0.413 0.405 0.373 0.431 0.431 0.431 0.439 0.411 0.477 0.468 0.466 0.487 0.464
200 0.1 0.906 0.988 0.977 0.976 0.979 0.911 0.982 0.969 0.975 0.982 0.923 0.980 0.970 0.979 0.988
0.3 0.404 0.472 0.462 0.435 0.400 0.436 0.451 0.437 0.496 0.485 0.478 0.474 0.461 0.571 0.589
500 0.1 0.903 0.990 0.988 0.987 0.989 0.914 0.987 0.980 0.985 0.990 0.927 0.984 0.977 0.988 0.992
0.3 0.401 0.495 0.485 0.444 0.489 0.435 0.459 0.448 0.528 0.591 0.474 0.476 0.465 0.639 0.688
Table 4: The PARs when the data conform to the DINA+DINO model
K J N s, g
Uniform Multi Normal (r = 0.4) Multi Normal (r = 0.8)
NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA
3 30 30 0.1 0.993 0.997 0.994 0.994 0.994 0.993 0.997 0.994 0.994 0.995 0.991 0.996 0.994 0.994 0.995
0.3 0.867 0.866 0.864 0.865 0.833 0.869 0.864 0.862 0.870 0.842 0.874 0.869 0.869 0.875 0.860
50 0.1 0.990 0.998 0.994 0.994 0.994 0.990 0.998 0.994 0.994 0.995 0.991 0.996 0.994 0.995 0.996
0.3 0.863 0.868 0.866 0.863 0.829 0.864 0.860 0.859 0.866 0.841 0.873 0.870 0.867 0.879 0.859
200 0.1 0.991 0.999 0.998 0.998 0.998 0.992 0.998 0.998 0.998 0.999 0.993 0.998 0.997 0.998 0.999
0.3 0.861 0.877 0.875 0.872 0.863 0.869 0.872 0.869 0.889 0.887 0.876 0.875 0.871 0.903 0.901
500 0.1 0.992 0.999 0.999 0.998 0.999 0.993 0.998 0.998 0.998 0.999 0.995 0.998 0.998 0.999 0.999
0.3 0.864 0.884 0.882 0.879 0.884 0.870 0.874 0.871 0.897 0.904 0.881 0.881 0.878 0.918 0.922
50 30 0.1 0.995 0.999 0.995 0.995 0.995 0.995 0.999 0.996 0.996 0.996 0.995 0.999 0.996 0.996 0.996
0.3 0.900 0.905 0.903 0.902 0.895 0.909 0.913 0.911 0.912 0.910 0.916 0.919 0.920 0.920 0.920
50 0.1 0.992 0.999 0.994 0.994 0.994 0.992 0.999 0.996 0.996 0.996 0.994 0.999 0.997 0.997 0.997
0.3 0.894 0.908 0.904 0.903 0.894 0.901 0.911 0.909 0.910 0.908 0.911 0.920 0.918 0.920 0.920
200 0.1 0.994 1.000 0.999 0.999 0.999 0.995 1.000 0.999 1.000 1.000 0.996 1.000 1.000 1.000 1.000
0.3 0.901 0.929 0.927 0.925 0.927 0.909 0.926 0.923 0.934 0.941 0.917 0.930 0.928 0.943 0.951
500 0.1 0.994 1.000 1.000 1.000 1.000 0.994 1.000 1.000 1.000 1.000 0.995 1.000 1.000 1.000 1.000
0.3 0.901 0.936 0.934 0.932 0.939 0.907 0.929 0.926 0.941 0.951 0.916 0.930 0.928 0.953 0.960
5 30 30 0.1 0.980 0.987 0.984 0.982 0.981 0.984 0.986 0.985 0.986 0.986 0.984 0.987 0.985 0.986 0.987
0.3 0.810 0.809 0.808 0.805 0.775 0.818 0.805 0.804 0.816 0.789 0.832 0.813 0.813 0.827 0.811
50 0.1 0.981 0.990 0.987 0.985 0.984 0.982 0.988 0.985 0.986 0.986 0.986 0.989 0.988 0.990 0.991
0.3 0.814 0.814 0.810 0.808 0.764 0.821 0.807 0.804 0.817 0.782 0.827 0.811 0.807 0.829 0.806
200 0.1 0.981 0.991 0.990 0.989 0.989 0.983 0.990 0.988 0.991 0.990 0.986 0.990 0.989 0.993 0.994
0.3 0.810 0.817 0.815 0.804 0.773 0.818 0.806 0.801 0.826 0.798 0.829 0.813 0.808 0.852 0.842
500 0.1 0.981 0.990 0.990 0.990 0.990 0.983 0.990 0.989 0.992 0.993 0.986 0.990 0.989 0.994 0.995
0.3 0.813 0.822 0.820 0.804 0.798 0.821 0.808 0.804 0.833 0.840 0.831 0.814 0.810 0.868 0.879
50 30 0.1 0.978 0.993 0.982 0.981 0.981 0.980 0.992 0.984 0.984 0.986 0.981 0.991 0.984 0.984 0.985
0.3 0.831 0.830 0.827 0.830 0.813 0.835 0.834 0.834 0.836 0.826 0.852 0.849 0.851 0.853 0.853
50 0.1 0.979 0.996 0.986 0.984 0.984 0.982 0.994 0.988 0.987 0.989 0.983 0.994 0.988 0.989 0.990
0.3 0.829 0.836 0.833 0.832 0.812 0.840 0.838 0.838 0.842 0.828 0.854 0.849 0.849 0.857 0.850
200 0.1 0.980 0.998 0.995 0.995 0.996 0.982 0.996 0.994 0.995 0.996 0.984 0.996 0.994 0.996 0.998
0.3 0.831 0.852 0.849 0.840 0.818 0.842 0.844 0.838 0.862 0.855 0.858 0.854 0.849 0.886 0.890
500 0.1 0.980 0.998 0.997 0.997 0.998 0.982 0.997 0.996 0.997 0.998 0.985 0.997 0.995 0.998 0.998
0.3 0.831 0.859 0.856 0.844 0.853 0.842 0.847 0.842 0.874 0.891 0.854 0.855 0.850 0.905 0.920
Table 5: The AARs when the data conform to the DINA+DINO model
K J N
Uniform Multi Normal (r = 0.4) Multi Normal (r = 0.8)
NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA
3 30 30 0.911 0.932 0.924 0.924 0.928 0.942 0.952 0.946 0.948 0.948 0.961 0.960 0.960 0.963 0.962
50 0.905 0.943 0.935 0.934 0.935 0.950 0.959 0.955 0.957 0.958 0.958 0.959 0.959 0.965 0.964
200 0.907 0.960 0.959 0.958 0.966 0.949 0.968 0.965 0.970 0.968 0.957 0.965 0.964 0.971 0.975
500 0.911 0.967 0.968 0.967 0.970 0.945 0.968 0.966 0.972 0.972 0.958 0.970 0.969 0.979 0.979
50 30 0.939 0.959 0.946 0.946 0.948 0.974 0.978 0.975 0.975 0.975 0.986 0.986 0.986 0.987 0.989
50 0.940 0.974 0.965 0.964 0.970 0.980 0.987 0.984 0.985 0.984 0.985 0.989 0.988 0.988 0.991
200 0.942 0.990 0.990 0.989 0.994 0.979 0.993 0.990 0.991 0.991 0.984 0.992 0.991 0.992 0.994
500 0.944 0.992 0.992 0.992 0.994 0.979 0.994 0.994 0.995 0.994 0.987 0.994 0.993 0.995 0.995
5 30 30 0.682 0.721 0.707 0.695 0.688 0.753 0.745 0.747 0.757 0.745 0.817 0.805 0.805 0.818 0.819
50 0.682 0.734 0.722 0.709 0.682 0.773 0.780 0.773 0.785 0.768 0.821 0.802 0.799 0.830 0.815
200 0.682 0.786 0.784 0.765 0.785 0.765 0.784 0.775 0.811 0.831 0.807 0.799 0.792 0.855 0.876
500 0.668 0.789 0.791 0.777 0.815 0.767 0.791 0.784 0.833 0.854 0.802 0.802 0.791 0.870 0.895
50 30 0.715 0.753 0.730 0.724 0.728 0.828 0.842 0.835 0.837 0.844 0.866 0.862 0.862 0.870 0.877
50 0.702 0.776 0.752 0.740 0.744 0.839 0.859 0.846 0.851 0.855 0.878 0.883 0.881 0.891 0.885
200 0.708 0.861 0.858 0.838 0.892 0.840 0.891 0.885 0.900 0.909 0.870 0.896 0.892 0.920 0.928
500 0.702 0.874 0.875 0.863 0.915 0.844 0.906 0.903 0.921 0.929 0.875 0.904 0.902 0.939 0.942
Table 6: The PARs when the data conform to the GDINA model
2
6
K J N
Uniform Multi Normal (r = 0.4) Multi Normal (r = 0.8)
NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA NPC GNPC JMLE CMLE GDINA
3 30 30 0.970 0.977 0.974 0.974 0.976 0.980 0.984 0.982 0.982 0.982 0.987 0.987 0.986 0.987 0.987
50 0.967 0.980 0.977 0.977 0.978 0.983 0.986 0.985 0.986 0.985 0.986 0.986 0.986 0.988 0.988
200 0.969 0.986 0.986 0.986 0.989 0.983 0.989 0.988 0.990 0.989 0.985 0.988 0.988 0.990 0.991
500 0.970 0.989 0.989 0.989 0.990 0.981 0.989 0.988 0.990 0.990 0.986 0.990 0.989 0.993 0.993
50 30 0.980 0.986 0.982 0.982 0.983 0.991 0.992 0.992 0.992 0.992 0.995 0.995 0.995 0.995 0.996
50 0.980 0.991 0.988 0.988 0.990 0.993 0.996 0.995 0.995 0.995 0.995 0.996 0.996 0.996 0.997
200 0.981 0.997 0.997 0.997 0.998 0.993 0.998 0.997 0.997 0.997 0.995 0.997 0.997 0.997 0.998
500 0.981 0.997 0.997 0.997 0.998 0.993 0.998 0.998 0.998 0.998 0.996 0.998 0.998 0.998 0.998
5 30 30 0.927 0.936 0.932 0.930 0.928 0.945 0.943 0.943 0.946 0.944 0.960 0.957 0.957 0.960 0.960
50 0.928 0.941 0.938 0.935 0.926 0.949 0.950 0.948 0.952 0.948 0.960 0.956 0.955 0.963 0.959
200 0.928 0.953 0.952 0.948 0.952 0.947 0.951 0.949 0.959 0.963 0.957 0.954 0.953 0.968 0.973
500 0.924 0.953 0.954 0.951 0.959 0.948 0.953 0.951 0.963 0.969 0.956 0.955 0.952 0.972 0.978
50 30 0.937 0.946 0.941 0.940 0.940 0.964 0.967 0.965 0.966 0.967 0.971 0.970 0.971 0.972 0.974
50 0.935 0.952 0.947 0.944 0.944 0.966 0.970 0.967 0.969 0.969 0.974 0.975 0.974 0.977 0.975
200 0.937 0.971 0.970 0.966 0.977 0.966 0.977 0.975 0.979 0.981 0.972 0.977 0.977 0.983 0.985
500 0.936 0.974 0.974 0.971 0.982 0.967 0.980 0.979 0.984 0.985 0.974 0.979 0.979 0.987 0.988
Table 7: The AARs when the data conform to the GDINA model
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6 Discussion
In this paper, a unified estimation framework is proposed to bridge the parametric and nonpara-
metric methods of cognitive diagnosis, and corresponding computational algorithms are developed.
Specifically, by choosing different loss functions and potentially imposing additional constraints on the
centroids of the proficiency classes, the proposed framework essentially provides estimations for both
parametric cognitive diagnosis models and nonparametric methods for classifying subjects to profi-
ciency classes. Moreover, we also provide theoretical analysis and establish consistency theories of the
proposed framework. The simulation studies under various settings demonstrate the advantages and
disadvantages of different methods, among which the CMLE algorithm is found to produce uniformly
satisfactory results in most settings.
In our proposed framework (9), we decompose the loss function into two additive parts. In addition
to the losses between the responses and class centroids, we also put a regularization term on the class
proportions. For instance, in the CML of Example 6 and 7, we take the log of the proportions for
parametric methods, which would essentially put more weights on the large clusters. In many clustering
methods, it is also possible to assign weight to each data point in a multiplicative way, and design the
centroids accordingly, which we leave for future work.
One constraint of all the methods discussed in this paper pertain to the assumption that the Q-
matrix is known and accurately specified. In practice, the Q-matrix may not be given or subjectively
specified by domain experts, with possible misspecifications. There are some existing methods for esti-
mating theQ-matrix in the literature (Chen, Culpepper, Chen, and Douglas, 2018; Chen, Liu, Xu, and Ying,
2015; Chung and Johnson, 2018; Culpepper, 2019; Liu, Xu, and Ying, 2012; Xu and Shang, 2018). De-
veloping computational methods and theories for estimating CDMs with unknown Q-matrix under our
proposed general framework is a natural next step that is left for future work. Another possible ex-
tension is to consider hierarchical structures among the latent attributes (Leighton, Gierl, and Hunka,
2004; Templin and Bradshaw, 2014), which may exclude some latent patterns in the subjects’ popu-
lation. Our proposed framework and computational algorithms should be easily adapted if the latent
hierarchical structure is given. Our theoretical analysis will also be readily carried over to the hierar-
chical setting.
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A Appendix
In the appendix, we provide detailed proofs of the Lemmas and Theorems in Section 4.
A.1 Proof of Theorem 1
Proof. First consider the case when true A0c is known. Since µˆj,α =
∑
i=1 xij/|Cα| := x¯j,α, we have
by Hoeffding’s inequality (Hoeffding, 1994), for any η > 0,
P
(
‖µˆα − θ
0
α‖∞ ≥ η
∣∣ Aˆc = A0c) = P
(
max
j
|x¯j,α − θ
0
j,α| ≥ η | Aˆc = A
0
c
)
≤
J∑
j=1
P
(
|x¯j,α − θ
0
j,α| ≥ η | Aˆc = A
0
c
)
≤ 2J exp
(
− 2|Cα|η
2
)
.
Under the Assumption 2, we have limn→∞ |Cα|/Nc > 0 almost surely; therefore J exp
(
−2|Cα|η
2
)
→ 0
almost surely if J exp
(
−Ncǫ
)
→ 0 for any ǫ > 0.
Now consider the case when Aˆc is consistent for A
0
c , that is, P (Aˆc 6= A
0
c) → 0. Then for any
η > 0, we have
P
(
‖µˆα − θ
0
α‖∞ ≥ η
)
≤ P
(
‖µˆα − θ
0
α‖∞ ≥ η
∣∣ Aˆc = A0c) · P
(
Aˆc = A
0
c
)
+ P
(
‖µˆα − θ
0
α‖∞ ≥ η
∣∣ Aˆc 6= A0c) · P
(
Aˆc 6= A
0
c
)
≤ P
(
‖µˆα − θ
0
α‖∞ ≥ η
∣∣ Aˆc = A0c) + P
(
Aˆc 6= A
0
c
)
P
−→ 0, as Nc →∞.
Therefore we have ‖µˆα − θ
0
α‖∞
P
−→ 0. Since there are finitely many α’s, we have ‖µˆ− θ0‖∞
P
−→ 0
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A.2 Proof of Lemma 1
Proof. Let α˜i denote the latent attribute pattern that minimizes E[l(xi, µˆα) + h(πˆα)], that is,
α˜i :=argmin
α
{
E
[
l(xi, µˆα) + h(πˆα)
]}
=argmin
α
E
[ J∑
j=1
l(xij , µˆj,α) + h(πˆα)
]
=argmin
α
{ 1
J
J∑
j=1
E
[
l(xij , µˆj,α)
]
+
1
J
h(πˆα)
}
.
For the second term, under the Assumption 2, since πˆα is asymptotically bounded and h(·) is con-
tinuous, hence h(πˆα) is also bounded, and we have h(πˆα)/J −→ 0 as J −→ ∞, which is asymptotically
negligible. For the first term, we need to compare 1J
∑J
j=1 E
[
l(xij , µˆj,α)
]
and 1J
∑J
j=1 E
[
l(xij , µˆj,α0i )
]
for any α 6= α0i .
1
J
J∑
j=1
E
[
l(xij , µˆj,α)
]
−
1
J
J∑
j=1
E
[
l(xij , µˆj,α0
i
)
]
=
( 1
J
J∑
j=1
E
[
l(xij , µˆj,α)
]
−
1
J
J∑
j=1
E
[
l(xij , θ
0
j,α)
])
+
( 1
J
J∑
j=1
E
[
l(xij , θ
0
j,α)
]
−
1
J
J∑
j=1
E
[
l(xij , θ
0
j,α0
i
)
])
+
( 1
J
J∑
j=1
E
[
l(xij , θ
0
j,α0
i
)
]
−
1
J
J∑
j=1
E
[
l(xij , µˆj,α0
i
)
])
:= E1 + E2 + E3.
Since µˆ is consistent of θ0, by Assumption 1, we have E1
P
−→ 0 and E3
P
−→ 0. Moreover, by Assumption
4, we have
E2 =
1
J
J∑
j=1
E
[
l(xij , θ
0
j,α)
]
−
1
J
J∑
j=1
E
[
l(xij , θ
0
j,α0
i
)
]
≥
1
J
J∑
j=1
|θ0j,α0
i
− θ0j,α|
δ, (12)
for any α 6= α0i . Since in Assumption 3, there exists δ1 > 0 such that minα6=α′ ||θ
0
α − θ
0
α′ ||1/J > δ1,
then for a small enough c0 > 0, there exists c1 > 0 such that
∣∣{j : |θ0j,α − θ0j,α′ | ≥ c0}
∣∣ ≥ c1J for
any α 6= α′ and large enough J . That is, there should be as many items as of order J that can
differentiate two different classes. Otherwise,
∣∣{j : |θ0j,α − θ0j,α′ | ≥ c0}
∣∣/J → 0, which contradicts with
the Assumption 3 for a small enough c0. Then in (12), we have E2 ≥ c1cδ0 as J → ∞. Therefore, the
true attribute pattern minimizes E[l(xi, µˆα; πˆα)] with probability approaching 1.
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A.3 Proof of Lemma 2
Proof. We first decompose the probability in Lemma 2 into two parts:
P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ
)
(13)
≤ P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− l(xij , θ
0
j,α)
)∣∣∣ ≥ ǫ/2
)
+ P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ/2
)
.
(14)
The first term in (14) goes to zero since θˆ is consistent of θ0. Next we need to bound the second term.
By Assumption 3, θ0j,α’s are uniformly bounded and thus l(xij , θ
0
j,α)’s are also uniformly bounded.
There exists M > 0 such that
∣∣l(xij , θ0j,α)
∣∣ ≤ M for any j and α. Then by Hoeffding’s inequality
(Hoeffding, 1994), we have
P
(∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ/2
)
≤ 2 exp
(
− Jǫ2/2M2
)
,
and therefore
P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ/2
)
≤
∑
α
P
(∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣ ≥ ǫ/2
)
≤ 2K+1 exp
(
− Jǫ2/2M2
)
−→ 0, as J −→∞.
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A.4 Proof of Theorem 2
Proof. Since Aˆc is consistent of A
0
c , by Theorem 1, µˆ is consistent of θ
0. Note that αˆi 6= α0i is
equivalent to that
1
J
J∑
j=1
l(xij , µˆj,α0
i
) +
1
J
h(πˆα0
i
) >
1
J
J∑
j=1
l(xij , µˆj,αˆi) +
1
J
h(πˆαˆi).
From Assumptions 1 and 4 and the proof of Lemma 1, we know
1
J
J∑
j=1
E[l(xij , θ
0
j,α0
i
)] <
1
J
J∑
j=1
E[l(xij , θ
0
j,αˆi)]− c1c
δ
0. (15)
Let c2 = c1c
δ
0 and take ǫ = c2/4 in Lemma 2, and consider the event
Bǫ(J) :=
{
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ < ǫ}.
Since h(πˆα) is bounded, there exists some J0 such that for any J ≥ J0, we have
∣∣ 1
J h(πˆα0i )−
1
J h(πˆαˆi)
∣∣ <
c2/4. When Bc2/4(J) occurs, it implies that
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α0
i
)− E[l(xij , θ
0
j,α0
i
)]
)∣∣∣ < c2/4,
and ∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,αˆi)− E[l(xij , θ
0
j,αˆi)]
)∣∣∣ < c2/4.
Then in equation (15),
LHS <
1
J
J∑
j=1
E[l(xij , θ
0
j,α0
i
)] + c2/4 +
1
J
h(πˆα0
i
),
and
RHS >
1
J
J∑
j=1
E[l(xij , θ
0
j,αˆi)]− c2/4 +
1
J
h(πˆαˆi),
which implies that
1
J
J∑
j=1
E[l(xij , θ
0
j,αˆi)] <
1
J
J∑
j=1
E[l(xij , θ
0
j,α0
i
)] + c2/2 +
1
J
h(πα0
i
)−
1
J
h(παˆi)
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<
1
J
J∑
j=1
E[l(xij , θ
0
j,α0
i
)] + 3c2/4
<
1
J
J∑
j=1
E[l(xij , θ
0
j,αˆi)],
where the last inequality is from equation (15) and results in a contradiction. It indicates that {αˆi 6=
α0i } ⊂ Bc2/4(J)
c for J large enough. And therefore we have
P
(
αˆi 6= α
0
i
)
≤P
(
Bc2/4(J)
c
)
≤P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ c2/4
)
−→ 0, as J −→∞. (by Lamma 2)
A.5 Proof of Theorem 3
Proof. First consider the case when Aˆc = A
0
c . By Assumption 3, we know that the true item pa-
rameters are bounded. There exists δ2 ∈ (0, 0.5) such that δ2 ≤ min
j,α
θ0j,α < max
j,α
θ0j,α ≤ 1 − δ2, ∀1 ≤
j ≤ J,α ∈ {0, 1}K. Let’s first look at the probability that µˆj,α is also bounded. Specifically, we
consider P (µˆj,α ≥ 1 − δ2/2 | Aˆc = A
0
c) and P (µˆj,α ≤ δ2/2 | Aˆc = A
0
c) respectively. Since
µˆj,α =
∑
i=1 xij/|Cα| := x¯j,α, we have
P (µˆj,α ≥ 1− δ2/2 | Aˆc = A
0
c) = P (x¯j,α − θ
0
j,α ≥ 1− δ2/2− θ
0
j,α | Aˆc = A
0
c)
≤ exp
(
− 2|Cα|(1− δ2/2− θ
0
j,α)
2
)
≤ exp
(
− |Cα|δ
2
2/2
)
.
Similarly, we also have P (µˆj,α ≤ δ2/2 | Aˆc = A
0
c) ≤ exp
(
− |Cα|δ22/2
)
. Therefore,
P
(
δ2/2 < µˆj,α ≤ 1− δ2/2 | Aˆc = A
0
c
)
≥ 1− 2 exp
(
− |Cα|δ
2
2/2
)
.
To have uniform consistency, we also need to bound the first term of (14) in Lemma 2. Since under
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the Assumption 1, the loss function is assumed to be Ho¨lder continuous, that is, there exist c > 0 and
β > 0, such that for any µ1, µ2 ∈ (δ2/2, 1− δ2/2), we have |l(x, µ1)− l(x, µ2)| ≤ c|µ1 − µ2|β for x = 0
or 1. Then
P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− l(xij , θ
0
j,α)
)∣∣∣ ≥ ǫ/2
∣∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)
≤
∑
α
P
(∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− l(xij , θ
0
j,α)
)∣∣∣ ≥ ǫ/2
∣∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)
≤ 2K
J∑
j=1
P
(∣∣∣l(xij , µˆj,α)− l(xij , θ0j,α)
∣∣∣ ≥ ǫ/2
∣∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)
≤ 2K
J∑
j=1
P
(∣∣∣µˆj,α − θ0j,α
∣∣∣
β
≥ ǫ/2c
∣∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)
= 2K
J∑
j=1
P
(∣∣∣x¯j,α − θ0j,α
∣∣∣ ≥ (ǫ/2c)1/β
∣∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)
≤ 2K+1J exp
(
− 2|Cα|(ǫ/2c)
2/β
)
.
Then we have
P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ
∣∣∣ Aˆc = A0c
)
≤ P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− l(xij , θ
0
j,α)
)∣∣∣ ≥ ǫ/2
∣∣∣ Aˆc = A0c
)
+ P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣∣ ≥ ǫ/2
∣∣∣ Aˆc = A0c
)
≤
∑
α
J∑
j=1
[
P (µˆj,α < δ2/2 or µˆj,α > 1− δ2/2 | Aˆc = A
0
c)
+ P
(∣∣µˆj,α − θ0j,α
∣∣ ≥ (ǫ/2c)1/β ∣∣ δ2/2 < µˆj,α ≤ 1− δ2/2, Aˆc = A0c
)]
+
∑
α
P
(∣∣∣ 1
J
J∑
j=1
(
l(xij , θ
0
j,α)− E[l(xij , θ
0
j,α)]
)∣∣ ≥ ǫ/2 | Aˆc = A0c
)
≤ 2K+1J exp(−|Cα|δ
2
2/2) + 2
K+1J exp(−2|Cα|(ǫ/2c)
2/β) + 2K+1 exp
(
− Jǫ2/2M2
)
.
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Following the proof of Theorem 2, we have
P
(⋃
i
{
αˆi 6= α
0
i
} ∣∣∣ Aˆc = A0c
)
≤
∑
i
P
({
αˆi 6= α
0
i
} ∣∣∣ Aˆc = A0c
)
≤ N · P
(
Bc2/4(J)
c
∣∣∣ Aˆc = A0c
)
≤ N · P
(
max
α
∣∣∣ 1
J
J∑
j=1
(
l(xij , µˆj,α)− E
[
l(xij , θ
0
j,α)
])∣∣∣ ≥ c2/4
∣∣∣ Aˆc = A0c
)
≤ 2K+1NJ exp(−|Cα|δ
2
2/2) + 2
K+1NJ exp(−2|Cα|(c2/8c)
2/β) + 2K+1N exp
(
− Jc22/32M
2
)
≤ 2K+1N2 exp(−|Cα|δ
2
2/2) + 2
K+1N2 exp(−2|Cα|(c2/8c)
2/β) + 2K+1N exp
(
− Jc22/32M
2
)
.
Under the Assumption 2, we have limn→∞ |Cα|/Nc > 0 almost surely; therefore N2 exp(−|Cα|δ22/2)→
0 andN2 exp(−2|Cα|(c2/8c)2/β)→ 0 almost surely, since N exp
(
−Jǫ
)
→ 0 for any ǫ > 0 andNc > CJ
for some big constant C. Then we have
P
(⋃
i
{αˆi 6= α
0
i }
)
≤ P
(⋃
i
{αˆi 6= α
0
i }
∣∣∣ Aˆc = A0c
)
P
(
Aˆc = A
0
c
)
+ P
(⋃
i
{αˆi 6= α
0
i }
∣∣∣ Aˆc 6= A0c
)
P
(
Aˆc 6= A
0
c
)
≤ P
(⋃
i
{αˆi 6= α
0
i }
∣∣∣ Aˆc = A0c
)
+ P
(
Aˆc 6= A
0
c
)
≤ 2K+1N2 exp(−|Cα|δ
2
2/2) + 2
K+1N2 exp(−2|Cα|(c2/8c)
2/β) + 2K+1N exp
(
− Jc22/32M
2
)
+ P
(
Aˆc 6= A
0
c
)
−→ 0, as J −→∞.
Therefore αˆi’s are uniformly consistent of αi’s for all i = 1, . . . , N .
A.6 Proof of Proposition 1
Proof. Our proof follows the proof in Celeux and Govaert (1992). In Step 3 of Algorithm 1, we have
L(A(t),µ(t+1),pi(t+1)) ≤ L(A(t),µ(t),pi(t)).
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Moreover, since αˆ
(t+1)
i = argmin
α
l(xi, µˆ
(t+1)
α ) + h(πˆ
(t+1)
α ), which is equivalent to that l
(
xi, µˆ
(t+1)
αˆ
(t+1)
i
)
+
h
(
πˆ
(t+1)
αˆ
(t+1)
i
)
≤ l(xi, µˆ
(t+1)
α ) + h(πˆ
(t+1)
α ) for any α 6= αˆ
(t+1)
i , we have
L(A(t+1),µ(t+1),pi(t+1)) ≤ L(A(t),µ(t),pi(t)). (16)
Therefore the criterion (9) is decreasing.
In the finite sample setting, since there is finite number of partitions into 2K classes, the decreasing
sequence L(A(t),µ(t),pi(t)) also takes a finite number of values, which makes it converge to a stationary
value. Moreover, since the minima of the loss function is well-defined, the sequence (A(t),µ(t)f,pi(t))
also converges.
A.7 Proof of Proposition 2
Proof. Our proof directly follows that in Celeux and Govaert (1992). Since
L(U ,µ,pi) =
∑
α∈{0,1}K
n∑
i=1
uiα
(
l(xi,µα) + h(πα)
)
≥
∑
α∈{0,1}K
n∑
i=1
uiαmin
α′
(
l(xi,µα′) + h(πα′)
)
≥
∑
α∈{0,1}K
n∑
i=1
min
α′
(
l(xi,µα′) + h(πα′)
)
,
where the RHS is attained when U is equivalent to some partition, the Algorithm 1 can be regarded as
an alternating optimization algorithm to minimize L(U ,µ,pi). Specifically, the Algorithm 1 is in fact a
grouped coordinate descent method. Following the Theorem 2.2 of Bezdek, Hathaway, Howard, Wilson, and Windham
(1987), the Proposition 2 is proved.
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