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Within about a year (1916-1917) Chapman and Enskog independently proposed an important
expansion for solving the Boltzmann equation. However, the expansion is divergent or indeterminant
in the case of relaxation time τ ≥ 1. Even since this divergence problem has puzzled this subject
for a century. By using a modified Mo¨bius series inversion formula, this paper proposes a modified
Chapman-Enskog expansion with a variable upper limit of the summation. The new expansion
can give not only a convergent summation but also provide the best-so-far explanation on some
unbelievable scenarios occurred in previous practice.
PACS numbers: 05.20.Dd,05.70.Ln,02.30.Mv
The Boltzmann equation, developed by Ludwig Boltz-
mann in 1872 [1–3], describes the statistical behaviour of
a thermodynamic system in a non-equilibrium state. To
solve the Boltzmann equation, some attempts have been
tried to simplify the collision term in the equation. So
far, the most popular scheme is proposed by Bhatnagar,
Gross and Krook [2–4] who made the assumption that the
effect of molecular collisions is to force a non-equilibrium
distribution function at a point in physical space back
to a Maxwellian equilibrium distribution function and at
the rate that is proportional to the molecular collision
frequency. Therefore, the Boltzmann equation can be
modified to the following equation
∂f
∂t
+
p
m
·∇f + F ·
∂f
∂p
=
g − f
τ
. (1)
Eq.(1) is called the Bhatnagar-Gross-Krook equation
(BGK equation in short), in which f is distribution func-
tion, F is external forcem is massv is velocity field,
p = mv is momentum field, τ is relaxation time, g is
the local Maxwellian distribution function given the gas
temperature at this point in space. The relaxation time
is defined as τ ∼ λLKn, where λ is the molecular mean
free pathL is the characteristic lengthKn = λ/L is the
Knudsen number [1–3].
If not considering the force F , Eq. (1) is reduced to
g(t) = f(t) + τ
Df
Dt
. (2)
where the operator DDt =
∂
∂t + v ·∇.
Assume local the Maxwellian distribution function g(t)
is given, it follows from Eq. (2) that the distribution
function f(t) can be constructed in terms of g(t) using
formal expansion
f(t) = g(t)− τ
Df
Dt
= g − τ
D
Dt
(g − τ
Df
Dt
)
= g − τ
Dg
Dt
+ τ2
D2g
Dt2
− · · · . (3)
or equivalently
f(t) =
∞∑
n=0
(−1)nτn
Dn
Dtn
g(t). (4)
This expansion is called the Chapman-Enskog expansion
proposed by Enskog and Chapman independently [2, 3].
Unfortunately, the summation in Eq. (4) is divergent
or indeterminate under τ ≥ 1, hence, the Chapman-
Enskog expansion is just a formal-solution which does
not guaratee convergence. To ensure convergence in dif-
ferent parameter regimes, many efforts have been made
but significant results for a unified approach are far from
satisfactory [2–6].
In mathematics, a divergent series is an infinite series
that is not convergent, meaning that the infinite sequence
of the partial sums of the series does not have a finite
limit. If a series converges, the individual terms of the se-
ries must approach zero. Thus any series in which the in-
dividual terms do not approach zero diverges. With this
understanding, if assuming the derivative lim
n→∞
Dn
Dtn g(t)
2is bounded, then
∞∑
n=0
(−1)nτn D
n
Dtn g(t) will be divergent
or indeterminate under τ ≥ 1. To handle the divergence
in the case of τ ≥ 1, it is understood that the summa-
tion should not be made up to infinity instead of a finite
number of terms, namely, the series summation must be
truncated at a finite number of terms. For a divergent
series, the question is how to determine the finite num-
ber of truncated terms. From convergence study of an
infinite series, we know that the convergence is not only
depending on the independent expansion variable τ but
also its maximum τmax, and related to their ratio τmax/τ
as well.
To utilize the well-known Mo¨bius inversion, let us con-
sider τ as an independent variable rather than a fixed
scalar, Eq. (2) can be revised as
g(τ, t) = f(τ, t) + τ
D
Dt
f(τ, t). (5)
Then a modified Mo¨bius series inversion theorem can be
proposed as follows [7–10]: If
g(τ, t) =
[τmax/τ ]∑
n=0
r(n)τn
Dn
Dtn
f(τ, t), (6)
then its exact inversion is given by
f(τ, t) =
[τmax/τ ]∑
n=0
r−1(n)τn
Dn
Dtn
g(τ, t), (7)
where the r−1(n) and r(n) are satisfied
∑
m+n=k
r−1(n)r(m) =
k∑
n=0
r−1(n)r(k − n) = δk,0. (8)
Note that τmax represents the maximum relaxation
time under consideration, the change of the upper limit
of the sums in Eq. (6) and Eq. (7) suggests that
f(τ, t)|τ>τmax = 0, and g(τ, t)|τ>τmax = 0. (9)
Eqs. (6) and Eq. (7) are true under the condition of Eq.
(8). Proof of Eq. (7) can be simply given below:
Substituting Eq. (6) into the right hand side of Eq.
(7), we obtain
[τmax/τ ]∑
n=0
r−1(n)τn
Dn
Dtn
g(τ, t)
=
[τmax/τ ]∑
n=0
r−1(n)τn
Dn
Dtn

[τmax/τ ]∑
m=0
r(m)τm
Dm
Dtm
f(τ, t)


=
[τmax/τ ]∑
n=0
r−1(n)τn

[τmax/τ ]∑
m=0
r(m)τm
Dm+n
Dtm+n
f(τ, t)


=
[τmax/τ ]∑
n=0

[τmax/τ ]∑
m=0
r−1(n)τnr(m)τm
Dm+n
Dtm+n
f(τ, t)


=
[τmax/τ ]∑
n=0

[τmax/τ ]∑
m=0
r−1(n)r(m)τm+n
Dm+n
Dtm+n
f(τ, t)


=
[τmax/τ ]∑
k=0
(
k∑
n=0
r−1(n)r(k − n)τk
Dk
Dtk
f(τ, t)
)
=
[τmax/τ ]∑
k=0
δk,0τ
k D
k
Dtk
f(τ, t)
= τ0
D0
Dt0
f(τ, t)
= f(τ, t).
(10)
In order to apply the above result to Eq. (5), the
function r(n) must be
r(n) =
{
1 n ≤ 1
0 n > 1
(11)
Based on Eq. (8), it can be obtained that
r−1(n) = (−1)n. (12)
This means that the solution of Eq. (5) can be repre-
sented as
f(τ, t) =
[τmax/τ ]∑
n=0
(−1)nτn
Dn
Dtn
g(τ, t). (13)
This is the modified Chapman-Enskog expansion which
improves the traditional one given by Eq. (4).
It is easy to see that there is an essential difference
between Eq. (13) and Eq. (4). The conventional sum-
mation in Eq. (4) is made up to infinity, however, the
modified summation in Eq. (13) is made up to a finite
number [τmax/τ ]. The infinite terms summation leads to
divergent, however, the controllable finite terms of sum-
mation bring a convergent, since the number of summa-
tion is a function of the ratio of [τmax/τ ]. In the case of
3τ > τmax, namely, τmax/τ < 1, both g(τ, t) and f(τ, t)
will be no longer exist in Eq. (13), owing to the fact
[τmax/τ ] = 0 .
The modified Chapman-Enskog expansion in Eq. (13)
can be viewed as an extension from a function [7] to a
differential operator.
Obviously, the new general solution in Eq. (13) can
completely get rid of the divergence problem and is valid
as long as τ is within (0, τmax].
For example, set relaxation time range as τ ∈ [0.1, 10],
it is natural to take τmax = 10. The solutions in Eq. (13)
are changing as τ such as in Table I
TABLE I: f(τ, t) =
[τmax/τ ]∑
n=0
(−1)nτn D
n
Dtn
g(τ, t)
τ τmax
τ
[ τmax
τ
] Expression
τ = 6 1.67 1 f(τ, t) = g(t) − τ Dg
Dt
τ = 4 2.5 2 f(τ, t) = g(t) − τ Dg
Dt
+ τ2D
2g
Dt2
τ = 2 5 5 f(τ, t) = g(t) − τ Dg
Dt
+ τ2D
2g
Dt2
−τ3D
3g
Dt3
+ τ4D
4g
Dt4
− τ5D
5g
Dt5
τ = 1 10 10 f(τ, t) = g(t) − τ Dg
Dt
+ τ2D
2g
Dt2
−τ3D
3g
Dt3
+ · · ·+ τ10D
10g
Dt10
τ = 0.1 100 100 f(τ, t) = g(t) − τ Dg
Dt
+ τ2D
2g
Dt2
−τ3D
3g
Dt3
+ · · ·+ τ100 D
100g
Dt100
The above solution is for a global range of relaxation
time, if only ”local” relaxation time is required, then
τmax = τ could be taken, only two terms are involved
in Eq. (13). The choice of τmax should be determined
by the physics of practical problems. However, the di-
vergence problem has been overcome. The compatibility
of Eq. (13) in all range of relaxation time indicates that
there is a possibility to express a multi-scale flows in a
unified way.
Having the modified Chapman-Enskog expansion in
Eq. (13), we can have a new perspective on following
scenarios:
Multi-scale scenario: In gas dynamics [1], in associa-
tion with τ , different scale of Knudsen number Kn cor-
responding to different equations, for example, Kn ∼
0 relates to Euler’s equation, Kn < 0.01 relates to
Navier-Stokes equation without slipping boundary, Kn ∈
[0.01, 0.1] relates to Navier-Stokes equation with slip-
ping boundary, Kn ∈ [0.1, 1] belongs to transition re-
gion and Kn > 10 relates to Boltzmann equation for
free-molecular motion. Back then, for different scale τ
corresponding to different Kn, one has to adopt differ-
ent Chapman-Enskog expansion. Now the solution in
Eq. (13) provides a unified expression for multi-scale of
relaxation time τ .
Truncated series summation scenario: In practical
computations, it is very often to expand the first two
terms in Eq. (3). It seems surprising that in this case
the approximation solution is quite accurate with a rea-
sonably large range of τ .
For instance, if the τmax is defined as τ ≤ τmax < 2τ ,
or in ratio 1 ≤ τmax/τ < 2, which leads to [τmax/τ ] = 1,
hence
f(τ, t) =
[τmax/τ ]∑
n=0
(−1)nτn D
n
Dtn g(τ, t)
=
1∑
n=0
(−1)nτn D
n
Dtn g(τ, t)
= g(τ, t)− τ DgDt .
(14)
In conclusion, the highlights of this paper are listed in
the Table II.
TABLE II: Chapman-Enskog expansion and its modification
Expansion Formulation
Chapman-Enskog f(t) =
∞∑
n=0
(−1)nτn D
n
Dtn
g(t)
Modified Chapman-Enskog f(τ, t) =
[τmax/τ ]∑
n=0
(−1)nτn D
n
Dtn
g(τ, t)
Eq. (13) could be considered as a more promising
modification of the Chapman-Enskog expansion for fu-
ture computations. It is an interesting coincidence that
the present modification is proposed in the centenary of
the Chapman-Enskog expansion. The application of this
modified Chapman-Enskog expansion to other topics is
remained for further study.
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