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The theorem of the title on simultaneous rational approximation to algebraic 
numbers is carried over to simultaneous approximation by rational functions to 
algebraic functions. More generally, Schmidt’s Subspace Theorem is proved in 
the context of functions. 
1. INTRODUCTION 
This paper proves the analog of Schmidts’ powerful Subspace Theorem [2] 
for function fields over constant fields of characteristic 0. 
Let K be an arbitrary field of characteristic 0. Let t be an indeterminate 
and let K[t] denote the ring of polynomials in t with coefficients in K. Let 
K(t) denote the field of rational functions in t with coefficients in K. 
For 01 = a(t) in K(t), there exist polynomials p = p(t), q = q(t) # 0 
in K[t] such that 01 = p/q. We define 1 011 by 
]al=O if 01 = 0, 
= edem-dei% if (y. # 0. 
With this definition, it is clear that 01 -+ j cz 1 is a non-Archimedean valuation 
on K(t). 
Let K((t-I)) denote the completion of K(t) under this valuation. Thus 
K((t-l)) is the field of all formal power series of the type 
u,tZ + a,rz-l + aztz-2 + **- (aj E K), 
where 1 is a certain integer. 
Let X be in (K((t-l)))“, that is X = (x1 ,..., x,J, where xt E K((t-l)), 
1 < i < n. We define 
I X I = max(l xl I,..., I x, I), 
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and say that ] X ] is the length of X. The point X is called a polynomial point, 
or a lattice point if each xi , 1 < i < n, is in K[t]. 
Let us consider (K((t-l)))” as a vector space over K((t-l)). We define a 
rationaZ subspace of (K((rl)))” to be a subspace of (K((t-l)))” which is defined 
by linear equations with polynomial coefficients (coefficients in K[t]). 
2. ROTH SYSTEMS 
Suppose n, u, v are positive integers with 
n=u+v. (0 
Let J%(X),..., L,,(X) be linear forms in X = (x1, x2 ,..., x,,) with coefficients 
in K((t-1)). The rank of these forms is the maximum number of K((t-I))- 
linearly independent forms among them. Assume at the moment that the 
rank is v. By reordering the variables we may assume that the n linear forms 
Xl,..., u , x L, ,..., L, are K((t-l))-linearly independent. By Minkowski’s 
theorem on linear forms (see, e.g., [I]) there is for every Q > 0 a polynomial 
point X # 0 with 
I xi I < Q” (1 < i < 4 and I L,(X)1 < Q+‘ (1 G<j d 4, 
and with the constant in <depending only on 4 ,..., L, . Where the notation 
A < B means that A < cB with c = c (n, L1 ,..., L,). Thus 
Ixl<Q’ and I LdX)l < Q+’ (1 <cj < 0) (2) 
and hence 
I 4wl < I x I++ (1 \< j < 4. (3) 
Since Q in (2) may be taken arbitrarily large, the inequalities (3) have solutions 
in polynomial points I X I # 0, with I X I larger than any preassigned value. 
Suppose now that & ,..., L, are linear forms with coefficients in K((t-3) 
which are algebraic over K(t). We shall call Ll ,..., L, a Roth System if for 
every 8 > 0 there is a positive number Q, such that any nonzero polynomial 
point X = (x1 ,..., x,J which is a solution to 
I Lj(X)l < I XI-++)--d (1 ,<jGv) (4) 
musthave] Xl d Q,. 
Uchiyama’s generalization of Roth’s theorem [4] says precisely that for 
u=v=l, n = 2, the single form L(X) = out, - x, is a Roth system if OL 
is algebraic of degree >2 over K(t). 
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We shall say that L, ,..., L, have rank r on a subspace S of (K((t-l)))” 
if the restrictions of L, ,..., L, to Shave rank r. 
THEOREM 1. Suppose that L, ,..., L, are linear forms with coeficients 
in K((t-3) algebraic over K(t). The forms L, ,..., L, are a Roth system if 
and only if for every rational subspace Sd of dimension d with 1 < d < n, 
the forms L, ,..., L, have rank r on Sd satisfying 
r >, dvln. (5) 
The necessity of the condition can be readily seen. By applying an inequality 
analogous to (3) to the lattice of polynomial points in Sd, we obtain poly- 
nomial points X # 0 in Sa with 1 X 1 larger than any preassigned value such 
that 
L,(X) .g 1 x I-(~-w = 1 x p-(w) (1 <j < v). 
Now if we have r < dv/n, say r = dv n-‘(1 + 6)-l, then 
and L, ,..., L, is not a Roth system. That (5) is a sufficient condition for a 
Roth system, will be proven in Section 6. 
When v = 1, condition (5) simply says that r 2 1, and hence that 
L,(X) # 0 for every polynomial point X # 0. We have therefore proven the 
following result. 
COROLLARY 1. Suppose L(X) is a linear form in X = (xl ,..., x,,) with 
coeficients in K((t-l)) aZgebraic over K(t) which has L(X) # 0 for every 
polynomial point X # 0. For every 6 > 0 there is a positive real number 
Q1 = Q#, L) such that if X is a nonzero polynomial point solution of 
then 1 X I < Q, . 
1 L(X)1 < ) x j--(+1)--6, (6) 
Now suppose ZJ = 1, and consider the forms 
Lj(X) = oljx, - xj (1 <j<v=n-1) 
where ol, ,..., 01~ are algebraic over K(t) and 1, a1 ,..., alp, are K(t)-linearly 
independent. Let S” be a rational subspace of (K((t - 1)))” of dimension 
v = n - 1. If L, ,..., L, would satisfy a nontrivial relation p,L, + *** + 
poL, = 0 on SW, then @I~1 + -em + p,ar,,) x, - pIxI - *a- - pVx, = 0 on 
9’. Since SW is defined by a single homogeneous linear equation with poly- 
nomial coefficients, this would imply that play1 + **a + pVolv, p1 ,..., pV 
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were proportional to a polynomial point. Since 1, OL, ..., a?, are K(t)-linearly 
independent, this is impossible. Hence L, ,..., L, have rank o on SO. It follows 
that on every rational subspace Sd of dimension d with 1 ,< d < zi, the 
forms L1 ,..., L, have rank r = d. Conditions (5) are thus satisfied, the forms 
L 1 ,..., L, are a Roth system. Therefore, we have proven the following 
corollary. 
COROLLARY 2. Suppose a1 ,..., 01,~~ are in K((t-I)) and are algebraic 
over K(t) with 1, 01~ ,..., CX,-~ being K(t)-linearly independent. For every 6 > 0 
there is a positive real number Q, = Q2 (6j~, ,..., I+-~) such that if 
x = (Xl )...) x,) is a nonzero polynomial point solution of 
then I X I < Q2 . 
3. AN EQUIVALENCE RELATION 
Let us define an equivalence relation on (K(t))8 for s a positive integer by 
the following rule. We say that (x1 ,..., x,) = (yl ,..., y,) if [ xi j = I yi I, 
i = l,..., s. Further we denote [x1 ,..., x,] to be the equivalence class of the 
s-tuple (x1 ,..., xJ. We can now reformulate Corollaries 1 and 2 in the 
following ways. 
COROLLARY 3. Suppose that ol, ,..., a?,-l ,6 are as in Corollary 2. Then 
there are only$nitely many equivalence classes [PI/q,..., p,+Jq], such that 
1 ai - + ) < (ql+ll(*-1)+0)-l (i = I,..., n - 1). (8) 
Proof. Let [pl/q,...,p,Jq] be an equivalence class such that PI/q,..., 
p&q is a solution to (8). Then X = (pl ,...,pnT1 , q) is a solution of (7) 
which implies that I X I < Q, . However, there are only finitely many 
equivalence classes [x1 ,..., x,] in K(t))n such that 0 < ] xi I < Qz , i = I,..., n. 
COROLLARY 4. If again 01~ ,..., 01,-~ ; 6 are as in Corollary 2, then there 
are only Jinitely many n-tuples of equivalence classes [ql ,..., qn.-l , q,] with 
qj E K[t], i = l,..., n, and with I q 1 = ma.x(l ql I ,..., I q,+l I) > 0 such that 
I a191 + *** + %-1qn-1 + 4n I < l/191n-1+8. (9) 
ProoJ Similar to Corollary 3. 
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4. SIMULTANEOUS APPROXIMATION TO ALGEBRAIC FUNCTIONS 
Let Q be a positive real number, we define for any real c the expression 
<Qc) = exp([c log Ql), where the square brackets indicate the greatest 
integer function. 
THEOREM 2. Let L,,..., L, be linear forms in X = (x1 ,..., x,) having 
coeficients in K((t-l)) which are algebraic over K(t). In addition, suppose that 
L 1 Y--.9 L, are linearly independent over K((t-I)). Let c1 ,..., c, be real numbers 
with 
Cl + **- + c, = 0. (10) 
Suppose there is a 6 > 0 and an unbounded set M of positive reals such that 
the inequalities 
I LiW)l < <Qc9 Q-* (1 <j,<n) (11) 
have a polynomial point solution X = X(Q) #for every Q in M. Then there 
is a rational subspace Sd of dimension d with 1 < d < n - 1 and an unbounded 
subset M’ of M such that X(Q) lies in Sd for every Q in M’. 
We postpone the proof of Theorem 2 until Section 7. 
COROLLARY 5. Suppose L, ,..., L, , c1 ,..., c, are as above and let 6 > 0. 
There is a real number Q0 2 1 and finitely many proper rational subspaces 
S 1 ,..., S, such that for every polynomial point X # 0 with j X 1 > Q, and with 
I L,WI < (I x I”9 I x l-8 (1 < i < 77) (12) 
it follows that X E Sj for some j (1 < j < m). 
Proof of Corollary 5. Suppose this were wrong; that is, let us assume the 
converse of Corollary 5: 
Suppose L, ,..., L, , c, ,..., c, are as above and let 6 > 0. For every real 
number Q, > 1 and for every finite collection V = {S, ,..., S,) of proper 
polynomial subspaces, there exists a polynomial point X # 0 with j X j > Q,, 
satisfying (12) such that X $ Sj for all j (1 < j < m). 
We can now construct a sequence XI , X, ,..., of solutions of (12) such that 
1 Xj I t j for j = 1,2,..., and with any n elements in this sequence linearly 
independent. Using the converse of Corollary 5, it is clear that we can find 
a linearly independent set of vectors X,..., X, which are solutions of (12) 
with j Xj j > j for j = 1, 2,..., n. Suppose m > n and that we have found 
X 1 ,*a., X, which are solutions of (12) such that j Xj 1 3 j for j = I,..., m, 
and furthermore any n of them are linearly independent. We observe that any 
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n - 1 of these m solutions of (12) span a subspace of dimension H - 1, 
denote these k = (,,?d subspaces by S, ,..., S, . By using the converse of 
Corollary 5 with Q,, = m + 1, %? = (S, ,..., S,}, we conclude that there 
exists an X,,, # 0 such that 1 X,,, 1 > m + 1 and X,,, is a solution to (12). 
By the above construction any n distinct elements of the set (XI ,..., X,,,) 
are linearly independent. 
Now if M is the set of values of I Xi 1 (j = 1,2,...), we have a solution 
X = X(Q) of (11) for every Q in M. By Theorem 2, infinitely many XI , X, ,... 
lie in a proper subspace of (K((t-I)))*. But this contradicts our construction 
of x, ) x, ,‘... 
COROLLARY 6. Let L, ,..., L, be as in Theorem 2. Given e > 0 there exists 
a Q, and finitely many proper rational subspaces of @((t-l))>“, such that 
every polynomial solution X of 
I uJ3 -** L(X)l < I XI--’ (13) 
has either 1 X 1 < Q, or lies in one of the finite number of proper subspaces. 
ProojI The integer points X having L,(X) = 0 for some Lj clearly he 
in finitely many proper subspaces. We may therefore restrict our attention 
to points X with Ll(X) a** L,(X) # 0. Clearly, we have that 1 L,(X)/ < y1 ] X 1, 
where y1 is a positive constant depending only on L, ,..., L, . 
The coefficients of Lj are algebraic over K(t) and generate a field of degree 
A, , say. Since X has polynomial coordinates, the norm of Lj(X) satisfies 
1 N(L,(X))( > yz , where yz is a positive constant depending only on L, . 
The conjugates of L,(X) have valuation <y3 1 X 1, and we obtain 1 L,(X)1 2 
y,, ] X I1-“j 3 y4 I X II-“ (j = I,..., n), where d is the maximum of d, ,..., d, , 
and ys, ya are positive constants depending only on L, ,..., L, . It will 
suffice to look at points X with large I X 1, and then 
1 x p = 1 x j--2(@) = 1 x I+*-) < 1 L&q < I x 12, 
say. We now divide the interval -2y, < .$ < 2 into finitely many subinter- 
vals c’ < k < c” of length less than (e/2n). If c,’ < .$ < cl ,..., cn’ < [ < c; 
are any such intervals, it will suffice to show that the solutions X of (13) with 
1 x p < 1 L&Y)\ < j X Ic; (j = l,..., n) (14) 
lie in finitely many proper subspaces. There can be such a solution only if 
Cl’ + *-a + c,,’ < -E, whence by virtue of 1 q” - ci’ I < ~/2n only if 
4, + *.. + ci < --e/2 < 0. Suppose that ci + me* + ci = -A, where 
A > 0, we define ci = c:C + (A/n), i = l,..., n, thus tI + 1.. + c, = 0. 
The right side of (14) becomes 1 4(X)1 < I Xlcj = I X Jcj-(+) < 
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(I X I”+ * e * 1 X j-4jn. If we choose 1 X 1 large enough, and S < A/h, 
we see that X is a polynomial point solution to 
hence the desired conclusion follows from Corollary 5. 
5. THE SUBSPACE THEOREM 
Let IZ > 1 and a&t) be elements in K((t-3) for 1 < i, j < n with 
det(or,,) # 0. Let B1 ,..., B, be positive real numbers. A set JI consisting 
of all n-tuples (x1 ,..., x,J in (K((t-l)))” for which 
is called a parallelepiped in (K((t-l)))“. 
Mahler has proven [l] that if A is a convex body in (K((t-l)))“, in particular 
if A is a parallelepiped, then there exist X, ,.,., X, in K((t-l)) with the property 
that I h, I 1 <j < n has the minimum valuation such that there are j 
K((t-l&linearly independent polynomial points in &A. We call X, ,..., X, 
the successive minima of A. And X, is the first minimum of A, h, is the second 
minimum of A, and so forth. 
By definition, h,A contains a polynomial point GL # 0, &.A contains a 
polynomial point G, such that G1 , G2 are linearly independent over K((t-l)), 
etc. In this way we obtain II K((t-l&linearly independent polynomial points 
6 , Gz ,..., G, such that Gi E &A for 1 < i < n. 
Mahler has shown that 
I det(G, , G2 ,..., G,Jl = 1 (15) 
and that 
where I/ is the volume of A. 
THEOREM 3. Let L,..., L, be linear forms in X = (x1 ,..., x,,) having 
coejlkients in K((t-I)) which are algebraic over K(t). In addition, suppose that 
L 1 ,..., L, are linearly independent over K((t-3). Let c1 ,..., c, be real numbers 
with 
Cl + *-. +c,=o. 
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For every Q > 0 the inequalities 
define a parallelepiped II = II(Q). Denote the successive minima of II by 
A1 = A,(Q),..., A,, = An(Q). Suppose there is a 6 > 0, a number d with 
1 <d<n-- 1, and an unbounded set N of positive numbers such that 
I ha I < I ha+, I Q-' (17) 
for every Q in N. Then there is a fixed rational subspace Sd of dimension d 
and an unbounded subset N’ of N such that for every Q in N’ the first d successive 
minima of II(Q) are assumed by points W, ,..., We in 9. 
6. PROOF OF THEOREM 1 
Suppose we have 8 > 0, 1 < v < n, v K((t-l))-linearly independent forms 
L r ,..., L, with coefficients in IiT( which are algebraic over K(t), and for 
any Q > 0 a polynomial point X # 0, with 1 X I > Q and 
1 L,(X)1 < 1 x I+/+6 (i = l,..., v). 
We may assume without loss of generality that & ,..., L, , x, ,..., x, are 
linearly independent. Put L,+,(X) = xl ,..., L,(X) = x, . It is easy to see 
that there is a 6’ > 0 and there are arbitrarily large values of Q for which 
there are solutions X # 0 of 
1 L,(X)] ,< Q”“-“’ (i = l,..., n) 
where c, = **a = c, = -u/v and c,+~ = 1-a = c, = 1. For these values 
ofQonehasIh,j=jX,(Q)/ <Q-d’.Sinceih,I,(...,(Ih,Iand 
by (16), there is a d with 1 < d < n - 1, and a 8” > 0 such that 
I Xa I -=c I Aa+, I Q-8" (19) 
for arbitrarily large values of Q. Let Sd be the subspace in the conclusion 
of Theorem 3. 
Let n*(Q) be the intersection of n(Q) and Sa. Let Al*,..., A,* be 
the successive minima of n*(Q) with respect to the lattice A of polynomial 
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points in Sd, and let V* = V*(Q) be the d-dimensional volume of n*(Q). 
By applying (16) to the lattice A we obtain 
There are arbitrarily large values of Q, for which G1(Q),..., Cd(Q) lie in P, 
and for these values we have A, = Al*,..., X, = Ad*, whence by (18) and (19) 
In conjunction with (20) this yields V* > Q. 
Now if L, ,..., L, have rank r on Sd, then 
V* Q Q+u/v)+d-r = Qd-(m/v) 
It follows that d - (m/u) > 7 > 0 and that 
r < dvln. 
This cannot happen if (5) holds, and hence L, ,..., L, is a Roth system in this 
case. Since the case of linearly dependent forms L, ,..., L, is trivial and since 
the other half of the theorem was proved in Section 2, Theorem 1 is 
established. 
7. PROOF OF THEOREM 2 
For every Q > 0 choose independent polynomial points Gr ,..., G,* 
such that Gi E h,n (1 < i < n), and let SC be the subspace spanned by 
G 1 ,**-, Gi . Now it is clear that for Q in M and Q sufficiently large 
one has I A1 1 < Q-8, and hence one has ( A, \ > 1 (recall that by (18), 
l< I A, a*- h, I < 1). Thus X(Q) certainly will lie in S,-l ; let k be the smallest 
integer such that X(Q) lies in S, . Then 1 A, I < Q-8, and there is a d with 
k < d < n - 1 such that 
where 8, = S/n. There is a tied d and an unbounded subset N of M such 
that (21) holds for every Q in N. By Theorem 3 there is an unbounded subset 
M’ of N such that for Q in M’ the points G, ,..., Gd lie in Sd, where Sd is a 
fixed polynomial subspace. It follows that Sd = S,(Q) = Sd for Q in M’, 
since X(Q) lies in S, and k < d, it follows that X(Q) lies in Sd. 
641/10/1-S 
108 MICHAEL RATLIF'F 
The remainder of this paper will be devoted to a proof of Theorem 3. 
The proof is rather long and uses many ideas from Professor Schmidt’s 
work. Where the proof of a theorem follows immediately and analogously 
from his work, the reader will be referred to an appropriate reference. 
8. THE INDEX OF A POLYNOMIAL 
Suppose that I and m are positive integers. Let 92 denote the ring of poly- 
nomials 
with coefficients in K((i-l)). Let L, ,..,, L, be linear forms, none identically 
zero, where L,, is a linear form in the variables x~, ,..., xhZ . Thus, 
with 
&a = ahlxhl + '*' + ahZxhZ (1 d h <m) 
~hk~K((t-l)) (1 < h < m; 1 < k < I) 
where for every h, at least one a,& is different from zero. Let r, ,..., r, be 
positive integers. For each real number c 2 0, let I(c) be the ideal in W 
generated by the polynomials L>L$ *** Lk with 
$ + $ + . . . + $ >, c. 
Clearly, I(0) = 9% Also, as c increases I(c) remains constant or decreases. 
Suppose that P E W, P + 0. The index of P with respect to (L, , h ,..., L, ; 
r, , r, ,..., r,,,) is the largest number c such that P E I(c). We define the index 
of the zero polynomial to be + co. We denote the index of P by Ind P. 
If r, ,..., r, is an m-tuple of positive integers, we write r = (rl ,..., rm). 
The symbol 9 will denote an lm-tuple of nonnegative integers 
(ill , ial ,..., ill ; izl , izz ,..., izz ;...; iml , ima ,..., i,d. 
Given I and 4, we put 
c = ,fl ihl f ihz ; "' + ihZ . 
Finally, if P E W we put 
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LEMMA 1. Suppose that L , L, ,..., L,,, and r are as given above. Let T 
be the subspace of (K((t-l)))“” defined by 
L, = L, = a** = L, = 0. 
Suppose that P E 9, P + 0. Then there is an 9 with 
4/r = Ind P 
such that P4 f: 0 on T. 
Moreover, tf in 
we have OihI + 0 for each h, then there is such an J of the type 
4 = (iI , 0 ,..., 0; iz , 0 ,..., 0; . . . . i, , 0 ,..., 0). 
Proof. We may assume that ah1 # 0 (1 9 h < m) by relabeling if 
necessary. Then P may uniquely be written as 
P = C P(j, , j, ,..., j, 1 xl2 ,..., xIz ; xz2 ,..., x,, ; xm2 ,..., xmz) L:Lj,2 a-* Lk, 
where, for each fixed j, , jz ,..., j, , P(j, ,..., j, 1 xl2 ,..., xmz) is a polynomial 
in the ml - m variables xl2 ,..., xlz ;...; xmg ,..., xmz . Directly from the defi- 
nition of the index of P with respect to (LI ,..., L, ; rl ,..., r,,J, we have that 
P( j, ,..., j, 1 XI2 ,..., xmz) = 0 if 
(j,/rd + -se + &/rz> -=c Id P, 
but P(j, ,..., j, / xl2 ,..., x,J + 0 for some j, ,.,., j, with 
(j&d + ** * + (.L/r,,J = Id P. 
It is clear that with 
4 = (j, ,0 ,..., O;j,, 0 ,..., O;...;jm, 0 ,..., 0) 
we have PX f: 0 on T. 
9. THE INDEX THEOREM 
Let L = ollxl + .** + azxz be a linear form in x1 ,..., x2 with L + 0. 
We make m polynomials out of L by putting Lh = alxAl + .** + &!$hz , 
for 1 < h < m. When we speak of the index of a polynomial P E @ with 
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respect to (L,..., L; r, ,..., r,,J, we really mean the index of P with respect to 
(~5 ,... , L ; rl , . . . . rd. 
THEOREM 4 (Index Theorem). Let 1, s bepositive integers and L(l),..., L(@ 
Iinearforms in xl ,..., x2 , none identically zero. Suppose that 
Lti’ = OlilXl + *‘* + CdilXl (1 < i < s) 
where the olii = olij(t) are integral over K[t]. We put Ai for the degree of 
Fi = K(t)(a, )*.., aa) over K(t) and 
A = max(A, ,..., A,). 
Suppose E > 0 and m is an integer so large that 
m > 4~2 log(2sA). 
Let rl ,..., r, be positive integers. 
Then there exists a polynomial P E 9, P + 0, with coeficients in K[t] 
such that: 
(i) P is homogeneous in xhl ,..., xhl of degree r,(l < h < m), 
(ii) P has index >((l/l) - e) m with respect to (L(I),..., L(“; r, ,..., r,J 
(1 d i < s>, 
(iii) 17 < B’l+‘“+rm with a constant B depending only on the 
coeficients CQj . 
Proof. See [3]. Note that (PI indicates the height of P. 
10. THE POLYNOMIAL THEOREM 
THEOREM 5 (The Polynomial Theorem). Let 
be I linear forms with coeJj%ients aij (1 < i, j < l) which are integral over 
K[t] with nonvanishing determinant. Suppose E > 0 and m is an integer with 
m > 4@ log(21 A), (22) 
where A is defined in Theorem 4. Let r, ,..., r, be positive integers. Put 
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Then there is a P E .9X’, P + 0, with coeficients in K[t] which has the following 
properties: 
(i) P is homogeneous in xhI ,..., xhz of degree rh (1 < h < m), 
(ii) m < BC1+“+m, where B depends only on the (II~~ - s. 
(iii) Zfwe write (unique/y) 
then 
for any 9 and any (j 11 ,..., j,z), where E depends only on the coeficients ctij . 
(iv) Suppose (4/r) < 2Em. Zfd9( j,, ,..., j,z) # 0, in (23) then 
Proof. We may apply the Index Theorem with s = 1. Let P + 0 be a 
polynomial in 9 with coefficients in K[t] satisfying conditions (i), (ii), (iii) 
of the Index Theorem. Conditions (i) and (ii) of the Polynomial Theorem 
hold. We shall show also that (iii) and (iv) hold. 
Verzjication of(iii). Since det(Lo),..., V) # 0, one can go from x, ,..., xr 
to L”’ ,..., ,V) by a nonsingular linear transformation. Thus every polynomial 
in x1 ,..., xz is a polynomial in Lo’ ,..., L(I), and therefore every polynomial 
in xhl ,..., xhz is a polynomial in Lt’,..., Liz’ (1 < h < m). This makes it 
clear that Px may be uniquely written as (23). 
If (13,J is the inverse of the matrix (cQ), then 
xi = c &L(k) (1 < i < I). 
k=l 
Whence, 
Let us write 
Now 
P” = C c”(j 11 ,..., jm,> x2 **a x2;. 
(24) 
(25) 
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so 
( &, ,...,jmz)~ < Brl+“‘+‘m 
for any 9 and any (j,, ,..,,j&. 
One gets from (25) to (23) by substituting the right-hand side of (24) for 
each xhi . A typical product ~2 .** .&’ in (25) then becomes 
(26) 
We put G = max(1, I PI1 I,..., 1 rsnzl I). Then (26) is a polynomial in Lk” 
(1 < h < m, 1 < i < r), whose coefficients have valuation less than or 
equal to G~ll+“‘+im~ < Grl+***+‘m. So cx(j,, ,..., j&&l; **a *ki as a poly- 
nomial in La’ (1 < h < m, 1 < i < 2) has coefficients with valuation not 
greater than (BG)rl+**‘+7m. Hence P9 as a polynomial in Ly’ (1 < h < m, 
1 < i < I) has coefficients whose valuation is not greater than (BG)rl+**.fTm = 
J++‘*-+~m, say, 
Verification of (iv). By the Index Theorem, the index of P with respect 
to (LiK’,...) Lg’; r, ,..., rm) is >((1/1) - l ) m (1 < k < 1). Since (Y/r) < 2em, 
it follows from the fact that Ind(P$) > Ind P - (Y/r) (see [3j) that Px 
has index >((I/0 - E) m - 2Em = ((l/1) - 3~) m with respect to 
(Lp,..., Lg’; y1 ,..., r4n> (1 < k < I>. Therefore, if @(j,, ,..., j,,) # 0 in 
(23), then 
This inequality may be rewritten as 
*f$ * - 3 3 -3em (1 < k ,( I). (27) 
which is half of the desired inequality. 
The polynomial P is homogeneous in xhl ,..., xal of degree rh , hence P’ 
is of total degree <rh in the block of variables xhl ,..., xhz (1 9 h ,< m). 
Therefore, 
whence 
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q+-J+o. 
A=l h=l rh 
This together with (27) gives 
Fl * - T < 3mr(l - 1). 
This establishes the other half of the desired inequality in (iv), and the theorem 
is proved. 
11. SUBSETS ON WHICH A POLYNOMIAL VANISHES 
Let I be an integer with I > 2. Put q = I- 1 and let H* be a subspace of 
tKW3))z of dimension q. Let WI ,..., W, be linearly independent 
points in H*. Denote by G” the set of all linear combinations of the 
form aIW, + ~~~+aiWjwherea,E:K,l<j<i<q.AlsodenotebyHi 
the span of {W, ,..., Wi} over K((t-l)) for 1 < i < q. We call G’J an ultra 
grid on Hq. 
LEMMA 2. Let P($)..., xl) be u polynomial with coeficients in K((t-l)), 
let GQ and Hq be as defined above. If P vanishes on GQ, then P = 0 on HQ. 
Proof. By a linear transformation we may suppose that W, = 
(1) 0 )...) 0) ,...) w, = (0 ,..., 0, 1, 0). 
We shall prove Lemma 2 by induction, that is, consider the following. 
PROPOSITION 1. If P(xl ,..., xz) = 0 on Gi, then P(xl ,..., xl) = 0 on Hi. 
(28) 
If i = 1, then Gi = {(cl , 0 ,..., 0,O) 1 c1 E K} and P(nl ,..., xz) on H1 is 
of the form P(xl, O,..., 0,O) = &(x3. Since P(x, , 0 ,..., 0,O) is a poly- 
nomial in one variable with an infinite number of roots (cl, O,...., 0, 0), 
c, E K, it follows that P(xl , 0 ,..., 0,O) = 0. That is, P(xl ,..., xz) is identically 
zero on H1. 
Let us assume (28) for i = j - 1; we wish to show (28) true for i = j. 
Now P(Xl )...) xz) on H’ is of the form 
P(xl ,..., xj , 0 ,..., 0) = pn(xI ,..., x+3 xj” + *a. + pO(x, ,..., ~~-3. (29) 
Now for any (cl ,..., c+~ , 0,O ,..., 0) in Gj-l, we have 
P(cl ,..., ciel , x, , 0 ,..., 0) = Qj(xj) = pn(cl ,..., cjJ xjn + ..+ + p&, ,..., c&. 
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Thus, Q,(c,> = 0 for all cj E K which implies Qj(Xj> = 0. Therefore, 
P,& ,..., q-1) = 0 (0 < k < n). 
Hence by induction 
Pk(X1 ,***9 x,-J = 0 (0 G k < n). 
Therefore, by (29), P(xI ,..., xi , 0 ,..., 0) = 0, which implies 
PC% ,a*-, x1) = 0 on H’J. 
LEMMA 3. Let P be a polynomial in 92, we may write P =-P(X, ,..., A’,), 
where X, = (xhl ,..., x&. Thus P may be regarded as a function-on the product e 
space 
m~t-lN>” x -** x (K((t-l))y . 
v / 
m-factors 
Let Hl‘J,..., H,,,’ be subspaces of (K((t-l)))l of dimension q = 1 - 1 and 
let T = Hlq x a** x H,‘J consist of all points (X, ,..., X,,,) with X, E H&q 
(1 < h < m). Thus, T is a subspace of (K((t-l)))mz of dimension ml - m. 
For h = 1, 2,..., m, let Gh be an ultra grid on Hhq. In an obvious notation, let 
G* = Gl x G2 x .** x G,,, . Finally suppose that P(X, ,..., X,,,) vanishes 
on G*, then P is identically zero on T. 
ProojI Apply Lemma 2 and induction on m. 
12. THE INDEX OF P MTH RESPECT TO CERTAIN LINEAR FORMS 
Suppose that I > 2 is an integer. Put q = I - 1. Suppose that WI ,..., W, 
are linearly independent points in (K((t-l)))z whose coordinates are in K[t]. 
Then there exists a linear form 
M(X) = mlxl + --* + mzxt 
not identically zero with coprime polynomial coefficients in K[t], and with 
the leading coefficient of ml equal to 1, such that 
M(W,) = 0 (1 < t < 4). 
It is clear that M is unique. We shall put 
M = M(W, ,..., W,>. 
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THEOREM 6. Let c1 ,..., ct be real numbers with 
Cl + *** + Cl = 0, ICiI <I (1 < i ,( I). (30) 
Suppose that E > 0 and that 
81% < 6 < 1. (30 
Let L(l),..., Ltz) be linear forms and m; r, ,..., r, positive integers satisfying 
the hypotheses of Theorem 5. Let E be the constant of part (iii) of Theorem 5 
and let P the polynomial described in Theorem 5. 
Let Q, ,..., Q,,, be real numbers with 
QhE > E (1 < h < 4, (32) 
rl 1% Ql < rh 1% Qh < (1 + ~1 rl log Ql (1 < h < m). (33) 
For each h, 1 < h < m, let Wh, ,..., W,, be q = I- 1 linearly independent 
points in (K((t-l)))l with coordinates in K[t] such that 
I L(~)(W~~)I < Q:-” (1 < k < 1, 1 < h ,< m, 1 d s d q). (34) 
Then P has index >2me with respect to (MI ,..., M,,, ; r1 ,..., r,) where each 
Mh is the linear form in xhl ,..., x,&l given by 
Mh = Mh{whl,.-, wh,) (1 < h < m). 
Proof. Let T be the subspace of (K((t-l)))mz where MI = A&, = --- = 
M, = 0. By Lemma 1, it will suffice to show that P” = 0 on T whenever 
y/r < 2Em. fit Hhq equal t0 the Span Of whl ,.., whq Over K((+)), for 
1 < h < m, and let Gh be the ultra grid on Hhq determined by W,, ,..., W,, . 
By Lemma 3, it will suffice to show that 
PX(Vl )..., V,) = 0 (35) 
fOrvh’,EGh,l <h<m. 
The left-hand side of (35) may be written as 
C dJ(jl, ,...,j,,J(L’l’(VI))i’l *.. (L’z’(Vl))j’z a.. (L’l’(V,J)‘m’ ... (L’“‘(V,))+ 
(36) 
By (34) we have 
) Ltk)(Vh)l < Qp-” (37) 
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whence 
By (iv) of Theorem 5, and by (33), if P(j,, ,..., j,J # 0 then 
and 
f jh, log Qh G (1 + 4 rl log QI * Fl $f- 
h=l 
< rl log Ql * (1 + E) (f + 3k) m 
< rl log Ql * (++;k)m, by (31) (1 < k <I). 
Both inequalities together give 
This estimate together with ] cp - 6 1 < 2, which follows from (30) and 
(3 1) yields 
1 L’“‘( ~,))‘l~ . . . (J%L))‘~~ I < Q, 7 (m/Z).(C~-8)+2.r~(7/2)Zrm 
< Q:,((W&&?d 
by (31). 
Altogether each summand of (36) has valuation 
< E~~+‘-+%I(Q;~‘~ . . . Q;Gmc)Ca/(l+d by (33). 
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Therefore the left-hand side of (35) has valuation 
< fj (E&‘)‘” < 1 
h=l 
by (32). 
But the left-hand side of (35) is necessarily a polynomial in K[t]. Since 
its valuation is less than one, it must be zero. This completes the proof of 
Theorem 6. 
13. AN ANALOG OF ROTH'S LEMMA FOR LINEAR FORMS 
THEOREM 7. Suppose that 0 < E < l/12, m is a positive integer, and 
w = w(m, E) = 12(~/12)~“-‘. (38) 
Let r1 ,..., Y, be positive integers with 
wrh 3 f-h+1 (1 < h < m). (39) 
Suppose that 1 > 2 is an integer; put q = I - 1. Let MI ,..., M,,, be linear 
forms in 1 variables each with coprime coeficients in K[t], (none of MI ,,.., M, 
identically equal to zero). Suppose that 0 < r < q and that 
/ Mh ITh 3 m”, (1 < h < m> (40) 
Let P E 93, P + 0, with coeficients in K[t], homogeneous in xlll ,..., xhl 
of degree r,, (1 G h < m). Further suppose that 
(41) 
Then the index of P with respect to (MI ,..., M,n ; rl ,..., r,) is <c. 
See [3] for the proof of an analogous theorem. 
14. SOME MULTILINEAR ALGEBRA 
Suppose that n and p are integers with 1 < p < n - 1. Write 2 = (3. 
Let C(n, p) consist of all p-tuples of integers (il , i, ,..., ip) with 1 < iI < 
i, < 0.. < i, < n; the number of elements of C(n, p) equals 1. 
Let XI ,..., X, be vectors in (K((t-l)))“, where 
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We define 
as the vector in (K((t-l)))z whose components are the (p x p)-determinants 
of the matrix 
ordered lexicographically. Denote the coordinates of X by X, = X(tl,..V,i~ , 
where u = (il ,..., i,) E C(n, p). Then 
Let s be a positive integer, consider the vector space (K((t-l)))“. We define 
the inner product of X, , X2, denoted by X, * X, to be 
x, * x, = i ~lP!u * 
i=l 
Notice that X1 * X2 is an element of K((t-3). Let X1 ,.,., X, be a basis for 
(K((t-l)))*. We define the dual basis X1*,..., X,* to be the unique elements of 
(K((t-l)))s such that 
Xi * Xj” = Si* (1 d i, j < n). 
The following two lemmas are known and their proofs can be found, for 
example, in [3]. 
LEMMA 4. (Laplace’s Identity). For arbitrary vectors Xl ,..., X, and 
Y 1 ,..., Y,, in (W-W, 
LEMMA 5. Let A’, , X2 ,..., X, be vectors in (K((t-l)))“. For each 
7 = (A ,.A ,-., j,) E Ch P), put 
x, = xj, A xj, A - * * A &, . 
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Then 
(43) 
(It is understood that the T’S are ordered lexicographically in (43).) 
The entries in the matrix (X,) are of the form 
X,, = det(xij) (i E 7, j E 0) 
where a E C(n, p). The matrix (X,) = (X,,) is the pth compound of the matrix 
(Xl ,*.a, XVI). 
15. MAHLER'S THEORY OF COMPOUND CONVEX BODIES 
Let a,, a2 ,..., a, be vectors in (K((t-l)))” with ) det(a, , a, ,..., a,)/ = 1. 
Let n denote the parallelepiped in (K((t-1)))” defined by 
[ai*X\ < 1 (1 <i<n) 
It is clear that 17 has volume 1, since 1 det(a, ,..., a,)\ = 1. 
There are unique vectors 
bj = (bj, ,,.., bjn) (1 <.I- d 4. 
in (K((t-I)))” such that 
ai * bj = 6ij . 
Thus I det@, ,..., b,Jl = I det(a, ,..., a,)\ = 1. 
Let n* be the parallelepiped in (K((t-l)))” defined by 
)bj*X\ < 1 (1 <j < n). 
We call IT* the reciprocal parallelepiped of I?. 
Now suppose that 1 < p < n - 1. For each T = (il ,..., i,) in C(n, p), 
Put 
A, = ai, A aiz A .a* A sip . 
Then A, is an element of (K((t-l)))l, where I = (“,). 
Let 17(p) be the parallelepiped in (K((t-l)))l consisting of all points 
X E (K((t-l)))z with 
l&*X1 <I CT E C(n, P)). 
We shall call 17(p) the pth pseudocompound of fl. 
120 MICHAEL RATLIFF 
THEOREM 8. Let a, , a, ,..., a, be vectors in (K((t-l)))” with determinant 1, 
and let I7 be the parallelepiped dejined by 
ja$*Xj <l (1 < i < n). 
Denote the successive minima of II by h, ,..., A,, , and those of II(p) by vl 
For every u E C(n, p) put 
A, = JJ Ai . 
ice 
Let a, ,..., ut be any ordering of the elements of C(n, p) for which 
PO,/ d I~021 d *** d IAJ. 
Then 
I ho, I = I vi I (1 < i < I). 
Proof. Let g, ,..., g, be K((t-l))-1 inearly independent polynomial points 
in (K((t-l)))” such that 
gj E Ajn (1 <j < n). 
Since I7 is defined by 
Ia,*Xl < 1 (1 < i < 4, 
we have 
I ai * a I d I 4 I (1 & i,j < n). 
Recall that II(p) is defined by 
l&*X1 d 1 (7 E Ch P)). 
For each u = (j, ,..., j,) in C(n, p), put 
Go = gj, A gj2 A *** A gjp a 
By Lemma 4, 
(ai1 * gj,> *** h, * gi> 
A,*G, = det 
(ai, * gi,) *** (ai, * gjJ ’ 
(7 E C(n, PI) 
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whence / A, * G, I < 1 hjIXj8 **a Xi9 1 = 1 h, I. With the ordering (44), it 
follows that for each integer i with 1 < i < n, 
I A, * Gj I < I ki I (7 E co% PI> 
provided 1 < j < i. The I points G .,,...,GOI are polynomial points in (K((c~)))~, 
and they are K((t-l))-linearly independent by Lemma 5. Thus 
I vi I e I hi I (1 < i < I). (45) 
To complete the proof, we must show that 
I vi I 3 I kri I (1 d i < I). 
Since det(A,),,,(,,,) = 1 by Lemma 5, it follows that II(*) has volume 1, 
and therefore 
VlV2 *** VI 1 = 1 by (15) 
Also 
I &k7, -** hut j = 1 by (15) and Lemma 5. 
Since 1 hOlh,, *** xol 1 = 1 h,h, a*- X, Io’ln and 1 h,h, **-X,1 = 1,itfohowsthat 
Thus ) vi / = ( XOi I, and the theorem is proved. 
16. DUAL BASES 
LEMMA 6. Suppose a1 , a, ,..., a, is a basis of (K((t-l)))” having determi- 
nant D, with dual basis al*, a2* ,..., a,,*. Suppose bl , b, ,..., b, is also a basis 
having determinant E, with dual basis bl*, b2*,..., b,*. Assume that for some 
numbers I h, I,,.., I h, I, one has 
Then 
I ai * b I < I b I (1 < i, j < n). (46) 
1 ai**bj*I < IDE\-‘))r, **‘&l)li+l .**&I (1 < i,j &n>. (47) 
Proof. The identity 
i (ai * X)(ai* c Y) = X * Y 
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is easily proved by the linearity of both sides in X and in Y and by substituting 
the special values X = a,*,..., a,* and Y = a, ,..., a, . This identity yields 
ig 6% * W%* * bj *) = bk * bj* = 6,j (1 d k,.i < 4. 
It follows that 
ai* * bi* = A,/det A (1 < i, j d 4 
where A is the matrix with entries a2 * b, (1 < Z, m < n), and where Aci is 
the cofactor of ai * bj in this matrix. It is clear that det A = DE, and (46) 
implies that 1 Aij 1 < 1 Xl **- &-lAj+l **- h, I. Thus 
1 ai* *b,* I < 1 DE 1-l I A1 --- hj-,hj+, **- h, ( (1 < i,j < n) 
and the lemma follows. 
Let a 1 ,..., a, be vectors in (K((t-I)))” of determinant D # 0, and let 
* a1 ,..., a,* be the dual vectors. The inequalities 
Ia,*Xl ,(l (1 <iinn) (48) 
define a parallelepiped Ii’ of volume I D I-l, and the inequalities 
[ai**XI < 1 (1 < i < n) (49) 
define a parallelepiped 17* of volume I D I. Denote the successive minima 
of l7 and 1T* by A1 ,..., An and by A,* ,..., An*, respectively. There are linearly 
independent polynomial points Wr ,..., W, with Wj E h,17(1 <j < n), i.e., 
with 
I ai * Wj I 6 I xj I (1 < i, j < n). (50) 
Recall that by (15) we have that the determinant E of W, , W2 ,..., W, 
satisfies ) E I = 1. Let W,* ,..., W,* be the dual basis to W, ,..., W, . The 
points WI*,..., W,* are also polynomial points. To see this, notice that E 
is an element of K[t] with ) E I = 1 which implies E E K. By Cramer’s rule, 
we know that 
EW1*,..., EW,*; 
hence WI*,..., W,* are polynomial points. By (50) and by Lemma 6 we have 
1 ai* * W,* ) < I D 1-l I ii1 *** Xj-lhj+l *.* X, I = I !lj 1-l (1 < i,j d 4 
(51) 
since by (16) 
I Gb .-- A,, 1 = 1 D I. 
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17. THE NEXT-TO-LAST MINIMUM 
Suppose 1 >, 2 and let S be a nonempty subset of (1, 2 ,..., I}. Let a, ,..., al 
be points in (K(t-l)))l which are linearly independent over K((t-l)), having 
coordinates algebraic over K(t). Let a,*,..., a,* be the dual basis. Given 
positive numbers A1 ,.,., Al let n be the parallelepiped defined by 
and let 17* be the parallelepiped give by 
1 ai* * X 1 < Ai1 (1 < i < I). (53) 
THEOREM 9 (Theorem on the Next-to-Last Minimum). Suppose 5’; 
a, ,..., a, ; a, ,..., al * are as above, and suppose 6 > 0. There is a Q, = Q2 
(S; a, ,..., a2 ;* S) > 0 with the following property: 
Suppose that Q > Q, and let A, ,..., A, be positive numbers with 
AA . . . Al z 1 with max(A, ,..., Al , AT1 ,..., A?) < Q (54) 
and with 
AiQ612 3 for i E S. (55) 
Let X, ,..., h, be the successive minima of the parallelepiped II defined by (52) 
and suppose that 
I L, I < Q-6. (56) 
Let W, ,..., W, be polynomial points in (K((t-l)))l which are linearly inde- 
pendent over K((t-l)) such that Wj E hi17 (1 < j < I), and let WI*,..., W,* 
be the dual points. 
Then 
j ai* * WC* / < A~‘Q-“(‘-‘) 
with the constant < depending only on a, ,..., a,, and 
ai* * W,* = 0 for i ES. (58) 
Notice that only (58) is remarkable here, while (57) is a simple consequence 
of (51) and of (56): If we apply (51) with the dual basis a$-[l@QJ (1 < i < I) 
and ai*t[lOgAil (1 < i < I), then inequality (51) yields I a,* * W,* I 9 
1 A, 1-l e-c logAil < Ai1 1 A, 1-l. Let D be the determinant of alt-ClogA1l, 
641/10/r-9 
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a,t-W%hl ,..., alt--[logA$ then by (56) we have 1 h;l / = / D j--l * ) A, -a- A,-, / < 
I 4 me- A,-, I < Q-8’z-1). Since the proof of Theorem 9 follows closely the 
proof of the analogous result in [2], the proof of Theorem 9 will be omitted. 
18. THE CONSTANCY OF W,* 
THEOREM 10. Suppose a, ,..,, a2 have components which are in K((t-3) 
and algebraic over K(t), det(a, ,..,, al) # 0. Suppose we have an unbounded 
set M of positive numbers Q, and with every Q E M we have associatedpositive 
numbers A, ,..., At satisfying (54). Let 17 = I&Q) be theparalielepiped defined 
by (52), and let X, ,..., X, be its minima. Suppose 6 > 0 and suppose (56) holds 
for every Q in M. For every Q in M define WI ,..., W, and WI* ,..., WC* as 
in Theorem 9. 
There is a fixed point G and an unbounded subset M’ of M such that 
W,* = W,*(Q) (normalized so the leading coeficient of its first coordinate 
is 1) has 
W,* = G (5% 
for every Q in M’. 
For a proof of this and the following theorem please see the analog in [3]. 
THEOREM 11. Suppose a, ,. . ., al have coordinates which are algebraic 
over K(t), with det(a, ,..., al) # 0. Suppose c1 ,..., cl are reals with 
Cl + a** + cz = 0 and ICil < 1 (1 < i < n). (W 
Let h, ,..., #I1 be the successive minima of the parallelepiped 17(Q) defined by 
/a,*-%‘/ <Qci (1 ,< i < I). (61) 
Let W, ,..., WZ be independent polynomial points with Wj E Ajljn (1 < j < I), 
and let WI*,..., Wt* be the dual basis. 
Suppose 6 > 0 and suppose every Q in some unbounded set N has 
I h-1 I -=c IAZ IQ-'. (62) 
Then there is afixedpoint G such that 
W,* = W,*(Q) = G (63) 
for every Q in some unbounded subset N’ of N. 
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19. PROOF OF THEOREM 3 
We clearly may restrict ourselves to the case when L, ,..., L, have deter- 
minant 1, There are vectors a, ,..., a, in (K((t-l)))” whose coordinates are 
algebraic over K(t) such that L,(X) = ai t X (1 < i < n). Suppose (17) 
holds for some arbitrarily large values of Q. Put 
p=n-d. (64) 
For u = {il < a** < i,} in C(n,p), define A, = ai, A .a* A aip and put 
Then 
c c, = 0 and I c, I d p for 0 E CC4 PI. (65) 
owxn IP) 
Consider the points t-[rosQcllal ,..., f-[rosQrnlan . The parallelepiped 17 
given by 1 ai * X 1 < Qci (1 < i < n) has a pth pseudocompound (cf. 
Section 15) n(p) given by 
1 A, * X(‘) / < QcO (0 E Ch P)). 
Denote the successive minima of II(p) by u1 ,..., vL, I = (“,). It is clear that in 
(44) we may take q = {n - pi 1, n - p + 2 ,..., n} = (d + 1, d + 2 ,..., n} 
and uL-, = {n - p, n - p + 2 ,..., n} = {d, d + 2 ,..., n}. By Theorem 8 
we have 
and 
and (17) yields 
I u~-~ I < I uz / Q-s/2. (66) 
We are going to apply Theorem 11 to the vectors A, and constants c, 
and to the parallelepiped 17 (9). Conditions (65) replace (60). It does not 
matter that we have 1 c, 1 < p < Z, for Theorem 11 clearly remains valid 
with I ci 1 < 1 in (60) replaced by / ci I < 1. Inequality (66) replaces (62). 
Let VP’,..., Vip) be independent polynomial points in (K((t-l)))’ with 
Vip) E ~JJI(P) (1 f j < I), and let VP)‘,..., VP)* be their duals. The conclusion 1 
of Theorem 11 is that there is a fixed G(p) such that 
V/V)* = V;D’*(Q) = &‘) 
for every Q in some unbounded subset N’ of N. 
(67) 
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Let w1 ,..., w, be independent polynomial points of (K((t-l)))n with wj E xj17 
(1 ,( j < n), and for 7 = {jr ,..., j,} in C(n, p) put W, = wil A .a. A wi, . 
By Theorem 8, we see that 
for every O, T in C&p) with T # rA = {d + 1, d + 2 ,..., n>. Since 1 q-r j 6 
j vI 1 Q-8, this implies that the I - 1 vectors W, with r # r1 span the same 
subspace as VP),..., Vi!\ . Hence the vectors (WTl)* and V(l*‘* are propor- 
tional. Thus for every Q in N’ we have 
(W*),, = w:+~ A ... A w,’ = G(“). (68) 
Also, (68) implies that there is a fixed subspace S* of dimensionp = n - d 
such that w,*,, ,..., w, * lie in S* when Q E N’. Let Sd be the orthogonal com- 
plement to S*. Whenever w$+~ ,..., w,* lie in S*, the points w1 ,..., wd lie 
in Sd. The proof of Theorem 3 is complete. 
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