Abstract. In this paper, we consider noncompact ancient solutions to the mean curvature flow in R n+1 (n ≥ 3) which are strictly convex, uniformly two-convex, and noncollapsed. We prove that such an ancient solution is a rotationally symmetric translating soliton.
Introduction
Throughout this paper, we fix an integer n ≥ 3. Our goal in this paper is to classify all noncompact ancient solutions to mean curvature flow in R n+1 which are convex, uniformly two-convex, and noncollapsed: Theorem 1.1. Let M t , t ∈ (−∞, 0), be a noncompact ancient solution of mean curvature flow in R n+1 which is strictly convex, uniformly two-convex, and noncollapsed. Then M t is a rotationally symmetric translating soliton.
If we evolve a closed, embedded, two-convex hypersurface by mean curvature flow, then results of Brian White [10] , [11] (see also [5] , Theorem 1.10) imply that any blow-up limit is an ancient solution which is weakly convex, uniformly two-convex, and noncollapsed. If we combine By combining this result with Theorem 1.1, we obtain the following result: Corollary 1.2. Consider an arbitrary closed, embedded, two-convex hypersurface in R n+1 , and evolve it by mean curvature flow. At the first singular time, the only possible blow-up limits are shrinking round spheres; shrinking round cylinders; and the unique rotationally symmetric translating soliton.
Asymptotic analysis as t → −∞
Suppose that M t , t ∈ (−∞, 0), is a noncompact ancient solution of mean curvature flow in R n+1 which is strictly convex, uniformly two-convex, and noncollapsed. We consider the rescaled flowM τ = e τ 2 M −e −τ . Moreover, we denote by Ω τ the region enclosed byM τ . The surfacesM τ move with velocity −(H − 1 2 x, ν )ν. Given any sequence τ j → −∞, Theorem 1.11 in [5] implies that a subsequence of the surfacesM τ j converges in C ∞ loc to a cylinder of radius 2(n − 1) with axis passing through the origin. Let us
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denote by Σ = {x 2 1 + . . . + x 2 n = 2(n − 1)} the cylinder of radius 2(n − 1) around the x n+1 -axis. Proof. By assumption, the hypersurfaceM τ is convex. Consequently,M τ is outward-minimizing. This implies area(∂(Ω τ ∩ B r (p))) ≤ area(∂B r (p)) for all p ∈ Ω τ and all r > 0. Therefore, area(M τ ∩B r (p)) ≤ Cr n for all p ∈ R n+1 and all r > 0. We next consider an arbitrary sequence τ j → −∞. After passing to a subsequence, the surfacesM τ j converge in C ∞ loc to a cylinder of radius 2(n − 1) with axis passing through the origin. Consequently, is monotone decreasing in τ by work of Huisken [7] . From this, the assertion follows.
In view of the discussion above, there exists a function S(τ ) taking values in SO(n + 1) such that the rotated surfacesM τ = S(τ )M τ converge to the cylinder Σ in C ∞ loc . Hence, we can find a function ρ(τ ) with the following properties:
•
• The hypersurfaceM τ can be written as a graph of some function u(·, τ ) over Σ ∩ B 2ρ(τ ) (0), so that
where ν Σ denotes the unit normal to Σ and
. The hypersurfacesM τ move with velocity −(H − Here, ω = (0, . . . , 0, 1) denotes the vertical unit vector in R n+1 , ν fol denotes the unit normal to the shrinker foliation in [1] , and ∆ τ denotes the region between Σ andM τ .
Proof. Analogous to [2] . Proposition 2.3. There exists a constant L 0 such that
Proof. By Proposition 2.1, we have
by Proposition 2.2. We next observe that
By assumption, the height function u satisfies |u| + | ∂u ∂z | + |∇ S n−1 u| ≤ o(1). From this, we deduce that
( 2(n − 1) + u)
where C > 0 is a large constant that depends only on n. Putting these facts together, we conclude that
On the other hand, using the divergence theorem, we obtain
and consequently
To summarize, we have shown that
If L is sufficiently large, this gives
This proves the first statement. Using the inequality
the second statement follows.
Let us denote by H the space of all functions f on Σ such that
We define an operator L on the cylinder Σ by
This can be rewritten as
Let Y m be a basis of eigenfunctions of ∆ S n−1 , and let λ m denote the corresponding eigenfunctions. Note that λ 0 = 0, λ 1 = . . . = λ n = n − 1, and . Thus, there are n + 2 eigenfunctions that correspond to positive eigenvalues of L, and these are given by 1, z, x 1 , . . . , x n , up to scaling. The span of these eigenfunctions will be denoted by H + . Moreover, there are n + 1 eigenfunctions of L with eigenvalue 0, and these are given by z 2 − 2, x 1 z, . . . , x n z, up to scaling. The span of these eigenfunctions will be denoted by H 0 . The span of all remaining eigenfunctions will be denoted by H − . With this understood, we have
As in [2] , we can show that the function u(x, τ ) satisfies
where E is an error term satisfying
whereÊ is an error term satisfying
We now define
where P + , P 0 , P − denote the orthogonal projections to H + , H 0 , H − , respectively. Then
Clearly,
Hence, we can apply the ODE lemma of Merle and Zaag to conclude that
The second case can be ruled out as follows:
converges with respect to · H to a linear combination of z 2 − 2, x 1 z, . . . , x n z. The orthogonality relations used to define S(τ ) imply that the limit is a non-zero multiple of z 2 − 2.
Let A(z, τ ) denote the area of the intersection Ω τ ∩ {x n+1 = z}. By the Brunn-Minkowski inequality, the function z → A(z, τ )
monotone. In particular, we either have
However, this leads to a contradiction since sup |u(·, τ )| → 0 andû
. Substituting this back into the ODE for U + (τ ) gives
Consequently, for every ε > 0, we have
Standard interpolation inequalities imply
). Consequently, the limit lim τ →−∞ S(τ ) exists. Without loss of generality, we may assume that lim τ →−∞ S(τ ) = id.
). This implies
).
In view of the convexity ofM τ , it follows that
if −τ is sufficiently large. Let
be the self-similar shrinker constructed in [1] . By Lemma 4.
SinceM τ converges to Σ in C ∞ loc , the surfaceM τ ∩ {x 3 ≤ −2} encloses the surface Σ a ∩{x 3 ≤ −2} if −τ is sufficiently large (depending on a). On the other hand, the estimate inf x∈Mτ ∩B 10 
) guarantees that the boundaryM τ ∩ {x 3 = −2} encloses the boundary Σ a ∩ {x 3 = −2} provided that −τ is sufficiently large and
. By the maximum principle, the surfaceM τ ∩ {x 3 ≤ −2}
encloses Σ a ∩ {x 3 ≤ −2} whenever −τ is sufficiently large and a ≤ e
if −τ is sufficiently large. An analogous argument gives
if −τ is sufficiently large. Putting these facts together, we conclude that
if −τ is sufficiently large.
We now repeat the argument above, this time with ρ(τ ) = e − τ 100 . As above, we consider the rotated surfacesM τ = S(τ )M τ , where S(τ ) is a function taking values in SO(n + 1). We write each surfaceM τ as a graph over the cylinder, so that
). The matrices S(τ ) are chosen so that the orthogonality relations
As above, the ODE lemma of Merle and Zaag (cf. Lemma 5.4 in [1] ) gives 
An improved barrier construction
The results in the previous section imply that there exists a large constant K with the following property: if −t is sufficiently large, then the crosssection (−t)
2 , x n+1 = −2}.
We now recall the self-similar shrinkers constructed in [1] . For a > 0 large, there exists a self-similar shrinker
evolve by mean curvature flow. As in [2] , we can use the hypersurface Σ a,t ∩{x n+1 ≤ −2(−t) 1 2 } as barriers. In the limit as t → −∞, the rescaled surfaces (−t)
loc to the cylinder {x 2 1 + . . . + x 2 n = 2(n − 1)}. Furthermore, the rescaled surfaces (−t) large (depending on a) .
By our choice of K, the cross-section
lies outside the sphere
Moreover, the cross-section
is a sphere
Using Lemma 4.4 in [1] , we obtain u a (2) ≤ 2(n − 1) and u a (2) − u a (1) ≤ −a −2 if a is sufficiently large. Since the function u a is concave, we obtain
for −t ≥ 4K 2 a 2 . Consequently, the cross-section Σ a,t ∩ {x n+1 = −2(−t) 1 2 } lies inside the cross-section M t ∩ {x n+1 = −2(−t) 1 2 } whenever −t ≥ 4K 2 a 2 and a is sufficiently large. By the maximum principle, the hypersurface Σ a,t ∩{x n+1 ≤ −2(−t) 1 2 } lies inside the hypersurface M t ∩{x n+1 ≤ −2(−t) 1 2 } whenever −t ≥ 4K 2 a 2 and a is sufficiently large. For −t = 4K 2 a 2 , the tip of Σ a,t has distance a(−t)
} is nonempty if −t is sufficiently large. In particular, lim sup t→−∞ H max (t) > 0. Since H max (t) is monotone increasing by the Harnack inequality (cf. [3] ), we conclude that lim inf t→−∞ H max (t) > 0.
The neck improvement theorem
} be a collection of vector fields in R n+1 . We say that K is a normalized set of rotation vector fields if there exists an orthonormal basis {J α : 1 ≤ α ≤ n(n−1) 2 } of so(n) ⊂ so(n+1), a matrix S ∈ O(n + 1) and a point q ∈ R n+1 such that
Note that we do not require that the origin lies on the axis of rotation.
Definition 4.2. Let M t be a solution of mean curvature flow. We say that a point (x,t) is ε-symmetric if there exists a normalized set K = {K α : 1 ≤ α ≤ n(n−1) 2 } of rotation vector fields such that max α | K α , ν | H ≤ ε in the parabolic neighborhoodP(x,t, 10, 100).
1
Lemma 4.3. We can find a large constant C and small constant ε 0 > 0 with the following property. Let M be a hypersurface in R n+1 , and assume that, after suitable rescaling, M is ε 0 -close (in the C 4 -norm) to a cylinder
} are two normalized sets of rotation vector fields such that max α | K Proof. Analogous to [2] .
Theorem 4.4 (Neck Improvement Theorem).
There exists a large constant L and a small constant ε 1 with the following property. Suppose that M t is a solution of mean curvature flow. Moreover, suppose that (x,t) is a point in space-time with the property that every point inP(x,t, L, L 2 ) lies at the center of an (ε 1 , 10, 100)-neck and is ε-symmetric, where ε ≤ ε 1 . Then (x,t) is ε 2 -symmetric. Proof.
Step 1: Without loss of generality, we assumet = −1 and
, we can find a normalized set of rotation vector fields
, ν | H ≤ ε on the parabolic neighborhood P(x 0 , t 0 , 10, 100). Note that the axis of rotation depends on (x 0 , t 0 ). Using Lemma 4.3, we obtain inf ω∈O(
Without loss of generality, we may assume sup
. For abbreviation, we putK := K (x,−1) . Without loss of generality, we may assume that the axis of rotation ofK is the x n+1 -axis; that is,K α (x) = J α x for some orthonormal basis
} of so(n) ⊂ so(n + 1).
Step 2: In the parabolic neighborhoodP(x,t, L, L 2 ), we can approximate M t by a cylinder Σ t = {x 2 1 + . . . + x 2 n = −2(n − 1)t, −L ≤ x 3 ≤ L} in the C 4 -norm. Let us write M t as a graph over Σ t :
where ∇ S n−1 r represents the gradient of the function r with respect to the angular variables. Hence, the estimate max
Step 3: Let us fix an index α ∈ {1, . . . ,
on the parabolic neighborhoodP(x 0 , t 0 , 10, 100). There exist real numbers a 1 , . . . , a n , b 1 , . . . , b n (depending on (x 0 , t 0 )) such that
and
on the parabolic neighborhoodP(x 0 , t 0 , 10, 100). Consequently, the function
on the parabolic neighborhoodP(x 0 , t 0 , 10, 100). The function u satisfies the evolution equation
Using standard interior estimates for parabolic equations, we obtain |u|
. We denote byũ the solution of the linear equation
We now perform separation of variables. For each m, we put
Hence, the rescaled functionv m (z, t) = (−t)
. We first consider the case when m ≥ n + 1, so that λ m ≥ 2n. Using the estimate
We next consider the case when 1 ≤ m ≤ n, so that λ m = n − 1.
16 , −1], we can find real numbers a 1 , . . . , a n , b 1 , . . . , b n (depending on (x 0 , t 0 )) such that
. Using interior estimates for the linear heat equation, we obtain 
This implies
, 20] and t ∈ [−400, −1].
Step 4: To summarize, for each α ∈ {1, . . . ,
} we can find real numbers A α,1 , . . . , A α,n , B α,1 , . . . , B α,n such that
, 20] and t ∈ [−400, −1], where u α (θ, z, t) := K α , ν .
Step 5: Recall that the vector fieldK α is given byK α (x) = J α x, where J α ∈ so(n) is an anti-symmetric n × n matrix. Hence, the function u α := K α , ν satisfies
For a point θ ∈ S n−1 , we denote by θ 1 , . . . , θ n the Cartesian coordinates of θ. A direct calculation gives
J α,ij θ j for i ∈ {1, . . . , n}. Here, J α,ij denote the components of the anti-symmetric matrix J α . Putting these facts together, we obtain
for all i ∈ {1, . . . , n}.
We now integrate over θ ∈ S n−1 . For abbreviation, let
On the other hand, using the estimate for u α in Step 4, we obtain
where c(n) is a positive constant that depends only on the dimension. This gives
Combining this with the estimate in Step 4, we finally conclude
Step 6: By the results in Step 4 and Step 5, we can find a normalized set of rotation vector fieldsK = {K α : 1 ≤ α ≤ n(n−1) 2 } (with a different axis of rotation) such that
, 20] and t ∈ [−400, −1]. Note that the change in the axis of rotation is determined by the coefficients E i and F i defined in Step 5. Consequently, if we choose L sufficiently large, and ε 1 is sufficiently small (depending on L), then we have
, 20] and t ∈ [−400, −1]. This completes the proof of the Neck Improvement Theorem.
Proof of rotational symmetry
In this section, we establish rotational symmetry. Let M t , t ∈ (−∞, 0), be a noncompact ancient solution of mean curvature flow in R n+1 which is strictly convex, uniformly two-convex, and noncollapsed. As in [2] , if −t is sufficiently large, there exists a unique point p t ∈ M t where the mean curvature attains its maximum. Moreover, this is a non-degenerate maximum in the sense that the Hessian of the mean curvature at p t is negative definite.
Let ε 1 and L be the constants in the Neck Improvement Theorem. Recall that H max (t) is uniformly bounded from below. By Proposition 3.1 in [6] , we can find a large constant Λ such that the following holds. If x is a point on M t such that |x−p t | ≥ Λ, then x lies at the center of an (ε 1 , 10, 100)-neck and furthermore H(x, t) |x − p t | ≥ 10 6 L.
Proposition 5.1. There exists a number T with the following property. If
Proof. This follows by a repeated application of the Neck Improvement Theorem. The argument is analogous to [2] .
Theorem 5.2. The surface M t is rotationally symmetric for each t ≤ T .
Proof. The argument is similar to [2] . We fix a timet ≤ T . For each j, let Ω (j) be the set of all points (x, t) in space-time satisfying t ≤t and |x − p t | ≤ 2 j 400 Λ. If j is sufficiently large, then H(x, t) ≥ n · 2 − j 400 for each point (x, t) ∈ Ω (j) . Proposition 5.1 guarantees that every point (x, t) ∈ ∂Ω (j) is 2 −j ε 1 -symmetric. Consequently, given any point (x, t) ∈ ∂Ω (j) , we can find a normalized set of rotation vector fields
, ν | H ≤ 2 −j ε 1 onP(x, t, 10, 100). Lemma 4.3 allows us to control how the axis of rotation of K (x,t) varies as we vary the point (x, t). More precisely, if (x 1 , t 1 ) and (x 2 , t 2 ) are in ∂Ω (j) and (x 2 , t 2 ) ∈P(x 1 , t 1 , 1, 1), then inf ω∈O(
Therefore, we can find a normalized set of rotation vector fields K (j) = {K Since M t is convex, we have r > 0, r z > 0, r t < 0, r zz < 0.
Without loss of generality, we assume that the tip of M 0 is at the origin. In other words, f (0, 0) = 0 and r(0, 0) = 0. As in [2] , let q t = (0, . . . , 0, f (0, t)) denote the tip of M t , and let H tip (t) denote the mean curvature of M t at the tip q t . By the Harnack inequality, the limit H := lim t→−∞ H tip (t) exists. Using results in Section 3, we obtain |q t | ≥ c (−t) for −t sufficiently large. This gives H > 0.
We first prove that f t (r, t) is monotone increasing in t.
Proposition 6.1. We have f tt (r, t) ≥ 0 everywhere.
Proof. This is a consequence of Hamilton's Harnack inequality for mean curvature flow [3] . See [2] for details.
We next show that f t (r, t) is bounded from below. loc to a smooth eternal solution, which is rotationally symmetry. At each point in time, the mean curvature at the tip of the limit solution equals H. Consequently, we are in the equality case in the Harnack inequality. By [3] , the limit solution must be a self-similar translator which is moving with speed H. This gives lim j→∞ sup r≤R |f t (r, t j ) − H| = 0 for every R > 0. Since f tt (r, t) ≥ 0 by Proposition 6.1, it follows that f t (r, t) ≥ H for all r and t.
Using the maximum principle, we can show that f t (r, t) is monotone increasing in r. Proposition 6.3. We have f tr (r, t) ≥ 0 everywhere.
Proof. Consider a time t 0 and a radius R such that f (R, t 0 ) is defined. Denote by Q T the parabolic cylinder Q T = {x 2 1 + . . . + x 2 n ≤ R 2 , t ∈ [T, t 0 ]}. It follows from the evolution equations for H and ω, ν that the maximum sup Qt H ω, ν −1 must be attained on the parabolic boundary of Q T . This Moreover, if r ≥ C 0 , then (r 2 +2(n−1)t) t = 2rrzz 1+r 2
