Abstract-Two important components of a speaker identification system are the feature extraction and the classification tasks. First, features must be robust to noise and they must also be able to provide discriminating information that the classifier can use to determine the speaker's identity. Second, the classifier must take the features that have been extracted from a sentence and label them as corresponding to one of the enrolled speakers. However, sets of features may be even more beneficial than any single feature by itself. There may be information present in one feature that other features do not have. Therefore, we present analysis of features and fusion by employing probabilistic averaging and weighted majority voting. Weighted voting will require that the weights are determined in a non-heuristic methodology and are robust to data with a large amount of channel distortion. Results using the King database show that both fusion methods lead to enhanced performance.
I. INTRODUCTION
Speaker recognition is the concept of using a machine that is capable of identifying an individual by the spectral properties of their voice. Speaker recognition systems typically operate in two types of modes: verification and identification [1] . Verification will validate a person's identity by comparing the captured speech to its own biometric templates that have been saved in the database, whereas the identification mode will search templates of all the users in the database for a match. This paper concentrates on a speaker identification system. In order for a speaker identification system to be effective, it must be robust to changes in channel distortion and the distortion may change with time. Therefore, robust features are sought for speaker identification that are not easily affected by changes in the channel.
Changes in the channel distortion will have a negative effect on the classification accuracy of the speaker identification system. The goal of this paper is to analyze several different techniques and features to boost the classification performance of a speaker identification system experiencing changes in channel distortion. We investigate several different robust features as well as two methods of fusion to work with the change in channel distortion. The change in channel distortion is the primary reason for using the King database as a benchmark test. This database experiences a change in channel distortion after session 6 which will allow for us to demonstrate the advantages of a particular feature(s) and a method of fusion.
The primary contributions of this work are the analysis of four different robust features and two methods for combining features to boost the predictive accuracy for a vector quantizer classifier. The rest of the paper is organized as follows: Section II will provide theory into the features used followed by Section III which will present the fusion methods. Section IV will cover the methodology of the experiments and Section V will present the results. Section VI will uncover the conclusions of this work.
II. FEATURE EXTRACTION

A. Frame Selection
A pre-emphasis filter was applied to the speech signal with a transfer function H(z) = 1 − 0.95z −1 . The speech is sampled at 8 kHz and the features are processed in frame sizes of 240 samples with 160 samples overlap between frames. Each frame has a Hamming window applied. Energy thresholding is performed over all frames of a sentence to determine the relatively high energy speech frames. These high energy frames are further reduced to have at least six roots of the linear prediction polynomial (of order 12) meet the following two criteria, namely, (1) angles between 300 Hz and 3700 Hz and (2) magnitudes greater than or equal to 0.88. The high energy frames with well defined formants are used to train and test with the vector quantizer (VQ).
B. Mean Removed Mel Frequency Cepstrum (MRMFCC)
The Mel cepstrum exploits auditory as well a decorrelation property in the cepstrum [2] . The magnitude of the short time Fourier transform (STFT) of the speech is logarithmically smoothed using a Mel spaced filter bank. The DCT of the output of the mel filter bank is referred to as the Mel cepstrum. The mean of all the frames, not just the high energy frames, is computed and removed from the selected high energy frames before being classified using the Vector Quantizer. This feature is referred to as the mean removed Mel frequency cepstrum (MRMFCC).
C. Pole Filtered Mean Removed Cepstrum (PFMRCEP)
The PFMRCEP feature is used to remove any channel distortion that may be present in the speech signal which will corrupt the features and be detrimental to the classification performance of the identification system [3] . Before the PFMRCEP can be computed, we must compute the linear prediction cepstrum c lp (n). The cepstrum can be computed 978-1-4244-7456-1/10/$26.00 ©2010 IEEE 2010 Asia Pacific Conference on Circuits and Systems (APCCAS 2010) 6-9 December 2010, Kuala Lumpur, Malaysia using Eq. 2 where a(k) are the coefficients of the linear prediction polynomial, A(z) which is given by
where p is the order of the prediction. The polynomial A(z) is computed using the autocorrelation method [4] , [5] .
The transfer function for pole filtering is shown in Eq. 4 where 0 < γ < 1 is a constant. If we further investigate the effect of γ, we will see that the poles of the linear prediction polynomial are being moved inward since q k are the roots of A(z).
Since γ is simply being multiplied by the roots, q k , then the result of this in the cepstrum will be Eq. 5 where n = 1, 2, . . . , p.
The PFMRCEP feature can be computed by c pf mrcep
D. Pole Filtered Mean Removed Adaptive Component Weighted Cepstrum (PFMRACW)
The PFMRACW is a feature which combines Adaptive Component Weighted (ACW) cepstrum and pole filtering [6] , [7] thereby leading to enhanced robustness to channel effects. The pole filtered ACW transfer function can be written as the ratio of two transfer functions M (z) and A(z/γ) as shown in Eq. 6 where 0 < γ < 1. By writing the partial fraction expansion of H P F ACW (z) as in Eq. 7 (recall that q k are the roots of A(z)), the final form is given in Eq. 8. It is shown that M (z) is the derivative of A(z/γ) [7] .
Thus, by applying the recursion equation in Eq. 2 we end up with the PFMRACW computed as c pf mracw (n) = c acw (n)−E{c pf acw (n)} where c a cw(n) is the ACW cepstrum and c pf acw(n) is the cepstrum corresponding to H P F ACW (z).
We compared PFMRACW with the mean removed ACW cepstrum (MRACW) which can be written as c mracw (n) = c acw (n) − E{c acw (n)}
III. FUSION METHODS
We present the use of ensemble based systems for data fusion [8] to augment the performance of the PFMRCEP, PFMRACW, and MRMFCC features. The MRACW is not used for fusion as it does not perform as well as the other three features. We present two different methods of fusion: probabilistic averaging and Soong-Rosenberg fusion.
A. Probabilistic Averaging
The summed distances computed by the VQ can be converted to posterior estimates using Eq. 10 where s is a normalization factor (Eq. 9), d i is the accumulated distance from a particular speaker's codebook and Q are the number of speakers. The posterior estimate P (ω j |X) is the probability of class ω j (speaker j) given a set of feature vectors X.
The posterior estimates for each one of the features are averaged as a means to combine the decisions from the high energy speaker frames.
B. Weighted Voting
The weighted voting scheme used in this work was originally presented by Soong and Rosenberg [9] . However, none of the features discussed in this paper have been used in the original work. The general combination for Soong-Rosenberg fusion (SRF) is given by Eq. 11 where q is the index of the speaker (q = 1, 2, . . . , Q), d x,q is the accumulated squared Euclidean distance for the xth feature (x = {f, g, h}) of speaker q's codebook and w x is the weight for the xth feature.
The weights are determined by first computing all the codebooks for each speaker and all the features. Then each speaker's utterance is tested with their own codebook and none of the others. This will results is a summed squared Euclidean distance for a speaker on his codebook which is then scaled by the number of high energy features in the speaker's sentence. The scaled distances are denoted by d q in Fig. 1 . Therefore, for each feature there will be 26 different scaled distances (d q ).
The mean of the summed distances divided by the number of training frames is computed using Eq. 12. Once this has been computed the final weight for a feature is simply the inverse of D x (see Eq. 13). 
N q is the number of high energy frames for the qth speaker in the training set, d x,q is the summed distance from the VQ of the xth feature, and Q is the number of speakers. A weight is computed for each one of the features discussed in the previous section. This process is repeated for all features used in fusion. Note that the weights are determined from the training data only.
IV. EXPERIMENT DESIGN
A. King Database
The King corpus was created for research in the area of speaker identification and was collected in New Jersey and San Diego [10] . There are twenty-six San Diego speakers which were used in this work. All speakers in the database are male. There are ten sessions for each speaker. The data is divided such that there is a big mismatch in the conditions between sessions 1 to 5 and sessions 6 to 10. This mismatch is due to a change in the recording equipment, which translates to a significantly changed environment. Sessions were recorded a week to a month apart. Each speaker was recorded for approximately 30 seconds speech that has been introduced to channel noise. The King database speakers are not given a controlled experiment rather they speak into the telephone when a session is being recorded and talk about different topics.
B. Procedure
The data was pre-processed and the high energy frames were extracted using the technique discussed in Section II. The order of the linear prediction polynomial was set to 12 for all trials. A VQ codebook of size 64 [11] was designed for each speaker in the database using the LBG algorithm [12] . The distance measure used is the squared Euclidean. Session 1 of the King The PFMRACW and PFMRCEP use γ = 0.9 for all trials. The summed distances from the VQ are converted to probabilities for each set of feature vectors in a sentence. The probabilities are then averaged for each of the features and the result is denoted by PA in Section V. The summed distances from each of the features in a sentence are combined using Soong and Rosenberg fusion discussed in the previous section. These results are denoted as SRF in Section V. The PFMRACW, PFMRCEP and MRMFCC are used for the SRF and PA fusion. Table I contains the identification success rate (ISR) and is defined as the number of speech utterances for which the speaker is identified correctly divided by the total number of utterances tested (expressed as a percent). The ISR can be looked at more generally by averaging sessions 2-5, 6-10 and 2-10 (see Table II ). It is useful to observe the average ISR across the different sessions because of the properties of the King database (i.e. the introduction of spectral distortion in session 6-10). The result of this spectral distortion in sessions 6-10 can clearly be observed in Table I . Note that the performance of SRF and PA are extremely similar when testing within the great divide. The only difference is on session 5 where the SRF has a boost in ISR over PA. However, the test results on the sessions that are across the great divide show that the SRF provides a better performance on average than PA. On all the sessions, the fusion methods are always performing equal to or better than the best feature tested. Table I also shows the robustness of each of the individual features particularly with the PFMRACW and PFMRCEP. The PFMRCEP feature generally provides a large ISR when observed on sessions 2-5. However, the ISR on session [6] [7] [8] [9] [10] show that the PFMRACW can be used to provide a higher 2010 Asia Pacific Conference on Circuits and Systems (APCCAS 2010) 6-9 December 2010, Kuala Lumpur, Malaysia ISR than the PFMRCEP. This indicates that the PFMRACW is more robust to changes in the channel than the PFMRCEP. The overall ISRs are shown in Table II . The best performing individual feature is the MRMFCC followed by the PFM-RACW and PFMRCEP, respectively. The SRF fusion method provides the best method of classification, although the simple probabilistic averaging works very well. The pole filtered mean removed ACW also appears to provide a more robust feature than the mean removed ACW. Its interesting to observe the high ISR of the PFMRCEP from within the great divide and how it has the largest drop in performance when testing across the great divide.
V. RESULTS
The ISRs on sessions 2-5 are quite a bit higher than when averaged over all the sessions. However, the results are similar the previous set of performances presented. The weighted vote and probabilistic average are the best performing methods of fusion. Both methods of fusion outperform all of the single features. This trend is also observed with the testing on sessions 6-10.
VI. CONCLUSION
The PFMRACW is a more robust feature than the MRACW as observed over all sessions of the King database. This suggests that the pole filtering method gets a better channel estimation than the mean of all the feature vectors. The PFMRACW was also a better feature than PFMRCEP when tested on sessions 6-10 of the King database indicating that PFMRACW is more robust to severe changes in the channel distortion than PFMRCEP. The weighted fusion originally presented by Soong and Rosenberg [9] was compared to a simple probabilistic averaging of the PFMRACW, PFMRCEP and MRMFCC. All methods of fusion have been shown to be more robust to channel distortion than any single one of the features on average.
