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Abstract: Rainfall has a great impact on agriculture and people’s daily travel, so accurate 
prediction of precipitation is well worth studying for researchers. Traditional methods like 
numerical weather prediction (NWP) models or statistical models can’t provide satisfied effect of 
rainfall forecasting because of nonlinear and dynamic characteristics of precipitation. However, 
artificial neural network (ANN) has an ability to obtain complicated nonlinear relationship 
between variables, which is suitable to predict precipitation. This paper mainly introduces 
background knowledge of ANN and several algorithms using neural network applied to 
precipitation prediction in recent years. It is proved that neural network can greatly improve the 
accuracy and efficiency of prediction. 
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1 Introduction 
According to the annual report in 2016, Jiangsu province’s 
annual average precipitation is 1,528.5 mm, which reached 
the highest peak in the past 65 years. Too much or too little 
rainfall may cause severe meteorological disasters, such as 
floods or droughts, which greatly affect people’s daily lives. 
As a result, it is very important to forecast precipitation 
accurately. Traditional methods to predict rainfall are 
divided into two main parts: numerical weather prediction 
(NWP) model and statistical model. But these two methods 
have great limitations in the case of the dynamic change and 
nonlinear shift of rainfall (Mohini et al., 2015). For this 
case, artificial neural network (ANN) has been proposed to 
apply to precipitation forecasting. 
ANN has lots of strengths to predict rainfall. First, ANN 
is a kind of data-driven model, so there is no need to set 
restrictions when modelling. Second, because of the 
learning ability of ANN, it can accumulate a large amount 
of experiences so as to predict patterns which did not exist 
before. Third, neurons in ANN work in parallel processing 
mechanism, so they are able to process big data efficiently. 
Last but not the least; complicated nonlinear relationship 
between variables can be extracted using ANN. 
As early as a few decades ago, researchers have used 
ANN techniques for precipitation prediction. After so many 
years of development, a lot of progress has been made in 
this field. Young and Liu (2014) used a physical model 
called HEC-HMS and an ANN to predict hourly  
rainfall-flow. Then result showed that the hybrid model was 
more excellent than a single ANN model. Abhishek et al. 
(2012) combined back-propagation algorithm (BPA) with 
multilayer neural network to predict average precipitation, 
and compared to CBP and LRN, BPA worked better. Chai 
et al. (2015) proposed an EMD-LSSVM (empirical mode 
decomposition least squares support vector machine) model 
to analyse the 300 index of CSI. It concluded that  
EMD-LSSVM model with grid search method is a 
promising option. Abbot and Marohasy (2015) came up 
with an independent ANN model, which achieved a more 
effective result for medium-term rainfall forecasts for 
Queensland. Ahmed et al. (2015) proposed a multi-layer 
perceptron neural network to downscale rainfall in an arid 
region. Also, for the prediction of time series data, it turned 
out that FLANN got lower AAPE than the other two models 
(Santosh et al., 2013). Gyanesh et al. (2013) found that BPN 
model had capacity to learn features of monsoon rainfall 
data time series. Rajkumar et al. (2015) combined FNN as 
well as HPSO technique to reduce the size and improve 
training speed of network. Mislan et al. (2015) employed 
BPNN architecture to predict precipitation, which showed a 
good performance. Namitha et al. (2015) put forward an 
idea about ANN implemented on Map-reduce framework to 
forecast short-term precipitation. The result showed that 
implement this solution on Hadoop improves its speed and 
scale. Dubey (2015) utilised three different training 
algorithms to create ANN. It suggested that feed-forward 
distributed time delay algorithm was te most accurate 
algorithm. The hybrid model, which combined MLP and 
CAPSO algorithm, provided a good ability with improved 
accuracy (Zahra et al., 2015). There are also many 
optimisation algorithms to improve the performance in this 
field recently. In order to improve the processing speed, 
Digalwar et al. (2017) proposed a real-time scheduling 
algorithm, which contains periodic tasks and mixed tasks of 
aperiodic tasks. This method not only completes periodic 
tasks on time, but also provides minimum response time for 
aperiodic tasks. Zhang et al. (2018) used kernel PCA 
network based on two-layer convolutional network in the 
data pre-processing stage, which is an optimisation 
algorithm to extract abstract features. In order to optimise 
operation efficiency and space utilisation ratio, an optimised 
kernel-based extreme learning machine algorithm was 
brought up (Liu et al., 2016). Xue et al. (2017) came up 
with a self-adaptive ABC algorithm based on the global best 
candidate (SABCGB) for the issue of global optimisation. 
Tian and Chen (2017) developed a learning method to 
achieve the relevance between the heterogeneous databases 
in human age estimation, so the general feature space can be 
provided. Gupta and Omkar (2017) calculate prediction 
error by using the prediction made by GARCH mode. Chen 
et al. (2016) in order to solve the stereo matching problem, a 
model is used to output a reconstruction as the final result of 
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the input of the captured images, and the reconstruction was 
accurate and dense. 
This paper is arranged as follows. The concept of ANN 
and popular training algorithms are elaborated in Section 2. 
Section 3 focuses on several excellent applications using 
ANN for precipitation forecasting. Moreover, analysis and 
comparison of the applications in Section 3 is explained in 
Section 4. 
2 Basic knowledge 
In this section, the conception of ANN is illustrated. And, 
training algorithms in ANN are explained in this part as 
well. 
2.1 The concept of ANN 
The structure of neural network is inspired by human brain. 
Just as neurons in human brain, there are many neurons in 
neural network to process information received. Neural 
network can be regarded as a parallel distributed processor, 
which contains many processing units. It can learn rules 
from experiential knowledge so as to play a valuable role 
(Deepak et al., 2013). Of course, the human brain is much 
more complex than the neural network. The ANN generally 
does not have a ring structure. The electrical signals of the 
human brain neurons are not only strong or weak, but also 
have time and urgency. It is like the Morse code, and there 
is no such complex signal mode in ANN. The fundamental 
unit of ANN is an artificial neuron, which can accept inputs, 
then process them and export relative outputs finally. Basic 
working process of ANN is shown in Figure 1. As shown in 
this figure, after inputs are pre-processed, they are sent to an 
ANN. After that, the outputs of this model are compared 
with targets, and a value which represents the error of this 
comparison goes back to adjust ANN’s parameters. After a 
large amount of iterations, the error reaches an optimal 
value, and the structure of the ANN is adjusted to a suitable 
one. 
Figure 1 Basic working process of ANN  
 
Just like the biological neural networks, ANN has similar 
structure and functions, which are represented by a 
mathematical model. Every ANN is composed of an  
 
artificial neuron, which is a simple mathematical function 
with three basic rules: multiplication, summation and 
activation. For example, in the first step, each input value is 
multiplied with individual weight because the inputs are 
weighted. In the next step, the sum function works: it sums 
all weighted inputs and bias. In the last step, the result of the 
sum is going through a transfer function, which can be seen 
as an activation function. 
It seems that the working principle of artificial neurons 
is very simple, nothing special. But when the neuron is 
integrated into an ANN, its potential is activated. So an 
ANN is able to play a powerful role through the  
self-learning ability of neurons. 
In order to fully reflect the powerful function of ANNs, 
people usually do not randomly connect neurons. In the 
past, researchers have proposed several predefined 
topologies that can help people solve problems more 
efficiently and simply. But different problems should be 
solved in different ways. After determining the type of 
problems, we are supposed to take a suitable topology, and 
then take some measurements to adjust it. Usually the object 
to adjust is the structure and its parameters. As the 
biological neural network can learn from the inputs of the 
environment to learn the relative behaviours and responses, 
an ANN can follow this point. It can learn all the time 
through a large amount of inputs, so as to the best condition 
after the training. 
Researchers put forward a variety of learning rules and 
algorithms to meet the needs of different network models. 
The effective learning algorithm makes the neural network 
can construct the objective representation of the objective 
world through the adjustment of the connection weight, and 
form the information processing method with characteristic 
information. The information storage and processing are 
reflected in the connection of the network. According to the 
different learning environment, neural network learning can 
be divided into supervised learning and unsupervised 
learning. In the supervision of learning, the training sample 
data is added to the network input, while the corresponding 
expected outputs and network outputs compared to get an 
error signal, in order to control the weights of the 
connection strength adjustment, after repeated training to a 
convergence determined weights. When the sample 
situation changes, the study can modify the weights to adapt 
to new environment. There are many kinds of neural 
networks using supervised learning, such as a  
back-propagation network, a perceptron and so on. As for 
unsupervised learning, it does not give a standard sample in 
advance, the network directly into the environment, so the 
learning phase is as the same time as the working phase. At 
this time, the change of learning law follows the evolution 
equation of connection weight. The simplest example of 
unsupervised learning is the Hebb learning rule. 
2.2 Back propagation algorithm 
BPA is a traditional training algorithm of ANN. 
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2.2.1 The concept of BPA 
BP algorithm is one of the most commonly used training 
algorithms in neural networks (Rumelhart et al., 1986). BPA 
consists of two channels: a forward road and a backward 
road. In the forward road, vectors are transmitted into the 
neurons in input layer, then output real responses through 
layers at last. In the backward road, the main purpose is 
adjusting weights of synapses to make actual responses 
close to expected responses. Specifically, there is an error 
because of the gap between actual responses and desired 
responses. Then the error signal is delivered back along the 
opposite direction with synapses. 
2.2.2 Optimisation methods of BPA 
Five popular optimisation methods which applied to BPA 
are briefly introduced below. 
1 Gradient descent 
Gradient descent method is the easiest training 
algorithm. It only needs the information of gradient 
vectors, so it belongs to first order algorithm. It defines 
that 
   ,i i if w f f w g    (1) 
w0 is an original point, wi is moving to next point wi+1 
along with the direction of di = gi, repeatedly iterates 
like this until termination condition is satisfied. The 
recurrence formula of gradient descent is shown as 
follow 
1 , 0, 1, ...i i i iw w d φ i    i  (2) 
φi denotes learning rate. This parameter can be set as 
immutable, but also can be used to update the 
calculation along the direction of the training. 
2 Levenberg-Marquardt algorithm 
Levenberg-Marquardt algorithm is also called least 
square method of attenuation. It does not need to 
calculate Hessian matrix, but gradient vectors and 
Jacob matrix are needed in this algorithm. Assuming 
that the loss function f is the sum of squared errors 
2 , 1, ...,if e i m  ¦  (3) 
m represents number of training samples. Jacob matrix 
of the loss function is consists of partial derivatives of 
error term, which is 
, ( ) ( 1, ..., and 1, ..., )
i
i j
j
deJ f w i m j n
dw
    (4) 
m and n denotes the amount of samples in training set 
and the amount of parameters of neural network 
individually. The scale of Jacob matrix is m  n. The 
gradient vector of the loss function is 
2 Tf J e  i  (5) 
e is a vector consists of error terms. In the end, this 
formula can be used to estimate the Hessian matrix 
2 J λLTHF J |  (6) 
λ is an attenuation factor, to ensure that the Hessian 
matrix is positive, I is the unit matrix. The parameters 
updating formula of the algorithm is as follows 
   11 2 , 0, 1, ...T Ti i i j ii iw w J J λ I J e i     i i i  (7) 
If λ is equal to zero, this algorithm is comparable with 
Newton method. If λ is set to be very large, this 
algorithm is just like gradient descent method with a 
small learning rate. 
3 Newton’s method 
The goal of this algorithm is to use the second order 
partial derivative of the loss function to find a better 
learning direction. 
It can define f(wi) = fi,f(wi) and Hf(wi) = Hi, use the 
Taylor expansion to estimate the function f at the value 
w0 
   20 0 0 0 00.5f f g w w w w H         (8) 
H0 is the Heisen matrix value of the function f at w0. At 
the minimum of f(w), we get the second formula at  
g = 0 
 0 0 0 0g g H w w      (9) 
Therefore, the parameters are initialised to w0, and the 
iterative formula of the Newton algorithm is 
1 1 , 0, 1, ....i i i iw w H g i      (10) 
Hi–1  gi is called Newton. It is worth noting that if the 
Hysen matrix is a non-definite matrix, then the 
parameter may move in the direction of the maximum 
value, rather than the minimum direction. So the loss of 
the function value does not guarantee that each iteration 
is decreased. To avoid this issue, we usually modify the 
equation of the Newton algorithm: 
 1 1 , 0, 1, ....i i i iw w H g η i       (11) 
Learning rate η can be set as an immutable value or 
dynamically adjusted. The vector d = Hi–1  gi has the 
name of Newton training direction. 
The efficiency of this method to train the neural 
network model is proved to be better than the gradient 
descent method. Since the conjugate gradient method is 
not necessary to calculate the Hysen matrix, we also 
recommend that when the neural network model is 
large. 
4 Conjugate gradient 
The algorithm is expected to accelerate the 
convergence rate of gradient descent, while avoiding 
the use of the Cypriot matrix for evaluation, storage and 
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inversion to obtain the necessary optimisation 
information. 
In this algorithm, because the seek is performed with 
the conjugate direction, it is usually better to converge 
more quickly than the gradient descent direction. The 
training direction of the conjugate gradient method is 
conjugated with the Cypriot matrix. 
d can be used to express the training direction vector, 
and then start from the original parameter vector w0 and 
the original training direction vector d0 = –g0. The 
algorithm builds the training direction sequence as 
follows: 
1 1 , 0, 1, .....i i i id g d Y i      (12) 
In the above equation, γ is called a conjugate parameter, 
and there are some methods to compute this parameter. 
The two most common methods are derived from 
Fletcher, Reeves and Polak, Ribiere. 
The parameters are updated and optimised by the 
following expression. The usual learning rate η can be 
obtained using the univariate function optimisation 
method. 
1 , 0, 1, .....i i i iw w d η i      (13) 
The conjugate gradient method has been shown to be 
much more effective in the neural network than the 
gradient descent method. And because the conjugate 
gradient method does not require the use of Cypriot 
matrix, so in large-scale neural network, it can still be a 
very good performance. 
5 Quasi-Newton method 
Since the Newton method needs to calculate the 
Hessian matrix and the inverse matrix, more 
computational resources are needed, so a variant 
algorithm, called Cauchy-Newton method, can be used 
to compensate for the large computational complexity. 
This method does not directly compute the Hysen 
matrix and its inverse matrix, but only the first order 
partial derivative of the loss function is used to estimate 
the inverse matrix of the Hessian matrix at each 
iteration. 
The Hessian matrix is consists of the second derivative 
of the loss function. The core idea of this method is to 
estimate the inverse matrix of the Hessian matrix with 
matrix G, which requires only the first derivative of the 
loss function. The updating equation of the  
Cauchy-Newton method can be written as: 
 1 , 0, 1, .....i i i i iw w G g η i       (14) 
Learning rate η can be set to be immutable or 
dynamically adjusted. Hessian matrix inverse matrix 
estimation G has many different types. 
In many cases, this is the default choice algorithm: it 
improves speed of the other methods, without the need 
to accurately calculate the Hysen matrix and its inverse 
matrix. 
In recent years, some effective algorithms like GA, 
PSO and wavelet analysis are used with ANN to predict 
rainfall. Next section is going to explain these 
techniques in detail. 
3 Applications of neural networks for rainfall 
prediction 
3.1 RBF-NN with GAPSO algorithm 
Wu et al. (2015) brought up a hybrid optimisation method, 
namely HPSOGA, which combined particle swarm 
optimisation (PSO) with genetic algorithm (GA), to 
construct a radial basis function neural network (RBF-NN) 
automatically. The object was to predict Liuzhou’s monthly 
precipitation from 2005 to 2011. 
3.1.1 Radial basis function neural network 
Radial basis function (RBF) networks were introduced by 
Aydin and Kisi (2014) RBF-NN has feed-forward structure, 
which is nonlinear and hierarchic. It regards neural network 
as a fitting curve in high dimensional space. The 
architecture contains three layers: an input layer, a hidden 
layer and an output layer. It is shown in Figure 2. 
Figure 2 Architecture of RBF-NN 
 
The output can be obtained using the following formula 
   2
1 1
, , , 1, 2, ....,
N N
t ti i i ti i i
i i
y ω φ x c ω φ x c t m
  
   ¦ ¦ (15) 
where x  Rnu1denotes an input vector, φk() means a radial 
function from Rnu1, ωti are equal to weights of the links from 
the number of hidden neuron i to the amount of output 
neuron t in output layer. N represents the amount of neurons 
in the hidden layer. 
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3.1.2 Hybrid of PSO and GA for RBF-NN design 
To decide the parameters of RBF, i.e., the values for centre, 
radii and weights, PSO and GA are used in RBF-NN. 
GA is a computational model, which comes from 
Darwin’s theory of biological evolution and biological 
evolution process of natural selection. PSO is motivated by 
social behaviours among animals. In this algorithm, a group 
(called swarm) is created which contains random search 
solutions. So each solution is regarded as a particle. 
Moreover, every particle has random velocity flying 
through multi-dimension to find global minimum. This 
algorithm has ability to remember information of good 
solutions in all particles, which is different with GA. The 
hybrid algorithm is displayed in Figure 3. 
Figure 3 RBF-HPSOGA hybrid algorithm 
 
Details of Figure 3 are displayed as follows: 
1 Population initialisation: parameters of GA, PSO and 
RBF-NN are set in the suitable constraint range. And a 
population whose size is 4N is produced by random. 
The length L of each chromosome equals to GþH, 
where G is the size of binary code of the amount of 
hidden nodes and H is the size of actual valued code. 
The centre, radius, and weights are initially randomly 
set between –10 and 10, which are evenly distributed in 
this range. 
2 Ranking: rank the 4N population by the rule of fitness 
values. 
3 The top 2N individuals are separated from others 
according to the fitness values in each generation. And 
the top 2N individuals are also called elites, then they 
are sent to GA operators. After selecting the tops, we 
perform basic crossover and mutation operations to 
adjust the control code. That is to say, according to the 
mutation operation, the hidden nodes are deleted or 
added, and the corresponding control code is encoded 
by 0 or 1. The crossover and mutation operators of 
actual value are as follows. Crossover operation with 
probability pc: 
 
 
1
1
1
1
1
1
t t t
i ii i i
t t t
i ii i i
X c X c X
X c X c X
 
 
­     °®     °¯  (16) 
where 1,t ti iX X    are a pair of individuals before 
crossing, 1 11,t ti iX X      are individuals after 
crossing, and ci is the random number in between [0, 1]. 
Mutation operation with probability pm: 
1t t
ii iX X c    (17) 
where ci is the random number in the interval 
min 1 max 1[ , ].t ti iu δ x u δ x     This will make sure that 
the mutated individual is still in the range of searching. 
4 PSO method: after 4N individuals are divided into two 
parts, 2N best individuals are applied to PSO operators, 
which are regarded as the particle velocities, while the 
rest of all individuals are used as the particle positions 
applied to PSO operators. 
5 A new population is produced. 
6 Termination condition: if the new population with 
updated fitness value is not able to meet ending 
requirement, go back to step 2, or it comes to the final 
result. 
7 Observation: validation accuracy curve is observed all 
the time in order to prevent over training. Once it 
shows the best accuracy, it will end the training 
processure. 
8 Recall: according to the termination condition of 
training procedure in the former step, the amount of 
hidden neurons and the parameters of RBF neural 
network are recalled. 
9 Retrain and build: RBF neural network is going to 
trained on a larger amount of testing dataset, on the 
basis of the number of hidden neurons and parameters 
of RBF-NN which are recalled in the former step. 
3.1.3 Experimental result 
Data sources are from 24 stations of Liuzhou meteorology 
administration rain gauge networks, which are monthly 
rainfall data from 1949 to 2011. 
Training set is total of 480 samples, and validation set is 
total of 180 samples, and testing set is total of 84 samples. 
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Three models were compared in that experiment, which 
were single RBF-NN, RBF-NN with pure GA and RBF-NN 
with HPSOGA. After tested 80 samples, the result was 
shown in Table 1. 
Table 1 Performance of three models 
Model AARE RMSE CC 
RBF-NN 1.01 170.46 0.71 
RBF-GA 0.88 111.95 0.85 
RBF-HPSOGA 0.61 67.73 0.93 
In Table 1, evaluation indexes, AARE, RMSE and CC are 
used to assess performance of monthly rainfall. Obviously, 
RBF-HPSOGA is outstanding among these three models. 
So the result proves that HPSOGA method is helpful to 
build an efficient architecture of radial basis neural network. 
3.2 Wavelet neural network 
An attempt had been brought up to produce an effective 
way for rainfall forecasting using a hybrid technique with 
ANN (Ramana et al., 2013). In this hybrid model, input 
signal was processed by using wavelet analysis to forecast 
monthly precipitation. 
3.2.1 Wavelet analysis 
Wavelet (wavelet) this term, as its name implies, ‘wavelet’ 
is a small waveform. The so-called ‘small’ means that it has 
a decay; and called ‘wave’ is its volatility. It is widely 
applied in signal processing, which has attracted much 
attention in many fields. Compared with the Fourier 
transform, the wavelet transform is more suitable in 
extracting information from signal. By scaling and 
translation operation, the function or signal can be refined 
and analysed in many scales, which can solve many difficult 
problems that cannot be solved by Fourier transform. 
Wavelet has been validated to be a powerful weapon for the 
analysis and synthesis of data from long-term memory 
processes by decomposing time series data (Ramana et al., 
2013). 
1 Discrete wavelet transform 
Discrete wavelet transform (DWT) is useful in 
numerical analysis and time-frequency analysis. The 
first DWT is invented by Hungarian mathematicians. 
DWT is the discrete input and discrete output, but there 
is not a simple and clear formula to represent the 
relevance between input and output, only in a 
hierarchical architecture. The significance of wavelet 
decomposition lies in the ability to decompose signals 
at different scales, and the choice of different scales can 
be determined according to different objectives. 
2 Continuous wavelet transform 
Continuous wavelet transform (CWT) is used instead of 
the window Fourier transform (WFT) to overcome the 
problem that the resolution cannot change invariably 
with time and frequency. When the window function is 
selected, the window shape of the time-frequency 
window is immutable for the WFT, and it cannot be 
changed as the signal component analysed is high-
frequency information or low-frequency information, 
and the non-stationary signal is rich of the frequency 
components, so their ability to analyse non-stationary 
signals is very limited. Wavelet transform is similar to 
WFT, that is, the signal is multiplied by wavelet, and 
wavelet transform is calculated for different time 
periods of time domain signal. But there are two 
differences between WFT and wavelet transform: 
windowing signal does not do Fourier transform; the 
most essential feature of wavelet transform is to 
compute the frequency of each component can change 
the shape of the window. 
3.2.2 Method of combining wavelet analysis with 
ANN 
Multilayer perceptron (MLP) neural network architecture is 
adopted. Figure 4 shows the structure of wavelet-based 
MLP. 
Figure 4 Wavelet-based MLP neural network structure 
 
The decomposed details (D) and approximation (A) are as 
input signal into network composition as displayed in 
Figure 4. As shown in Figure 4, i represents a 
decomposition degree varying from 1 to I, j denotes the 
quantity of previous values whose range is from 0 to J. And 
N is the size of time series data. 
It is worth reminding that Levenberg-Marquardt 
algorithm which has been mentioned in section 2 is taken as 
training algorithm in this wavelet neural network. 
3.2.3 Experimental result 
Darjeeling is located in the east coast of 88 degrees  
15 minutes 47 seconds, latitude 27 degrees 2 minutes and  
30 seconds, is a small town in West Bengal, India, the 
capital of Darjeeling, located in the Himalayas foothills of 
the West Vallic Mountains, an average elevation of 2,134 
meters. Darjeeling is also known as ‘King Kong Island’. 
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To prove the superiority of WNN intuitively,  
auto-regression (AR) model and ANN model were used to 
make comparison with WNN model. 
Table 2 Performance of calibration and validation of WNN 
and ANN for rainfall prediction 
Model 
Calibration 
RMSE R COE (%) 
WNN 35.12 0.992 98.48 
ANN 123.23 0.902 81.49 
AR 226.00 0.659 37.70 
Model 
Validation 
RMSE R COE (%) 
WNN 63.01 0.974 94.78 
ANN 163.79 0.807 64.73 
AR 221.82 0.642 34.91 
Rainfall and temperature data of 74 years from Darjeeling 
rain gauge station was used to validate the hybrid algorithm. 
As a result, WNN outperformed with a lower RMSE and a 
higher COE as shown in Table 2. The comprehensive 
analysis shows that the performance of the wavelet neural 
network model is more excellent than that of the ANN, 
which may be the result of physical factors. Terrain and 
meteorological factors play a great role in wavelet-based 
nonlinear dynamic models. It is worth noting that if the 
hydrological data model is decomposed more accurately, it 
may be better to simulate the rainfall process. 
3.3 FLANN 
Santosh et al. (2013) compared different ANN models, 
namely, functional-link artificial neural network (FLANN), 
MLP and Legendre polynomial equation (LPE), for 
predicting time series of precipitation in India. Among these 
models, FLANN showed an optimum ability of rainfall 
forecasting. So this part is going to discuss FLANN in 
detail. 
3.3.1 Functional-link artificial neural network 
Patra et al. (2008) came up with FLANN and it is an ANN 
structure with only one layer emerging in recent years. It is 
able to form discretional and complicated decision regions 
through producing nonlinear decision boundaries. This kind 
of ANN model owns a notable feature that it removes 
hidden layers, which greatly reduces the complexity of 
calculation compared to MLP. In the structure of FLANN, 
there is a functional expansion block, which uses a 
functional model. The model includes a subset of 
orthogonal sin and cos basis functions. The FLANN 
structure is displayed in Figure 5. For example, suppose a 
two dimensional input pattern, X = (x1, x2)T, the improved 
pattern is adjusted to X = [x1, cos(πx1), sin(πx1), …, x2, 
cos(πx2), sin(πx2), …, x1x2]T. 
Wherein, BPA was as a training algorithm in this 
literature, which turned to be very simple because there are 
no hidden layers. 
Figure 5 FLANN structure 
 
3.3.2 Rainfall forecasting using FLANN 
Here is the procedure of rainfall estimation using FLANN. 
Step 1 Begin 
Step 2 Three parameters are input, Ø, θ, Yt–1, and initial 
values are 0.5486, 0.9585, 0.03216 individually. 
Step 3 Initialise weights ωi, i = 1, 2, … where i represents 
the amount of functional elements. 
Step 4 A functional block is produced 
   
   
1 1 1
2 2
1, , sin , cos ,
sin , cos , ...
i x x
x x
X x π π
π π
ª ¬
º¼
 (18) 
Step 5 The output is calculated as 
1
N
i i i
i
O ω X
 
 ¦  (19) 
Step 6 The output error is calculated as 
i i ie d O   (20) 
di denotes the desired output, while is the predicted 
output of this system. 
Step 7 Weights are updated as follow 
( 1) ( ) ( ) ( )i i i iω k ω k e k X k  D  (21) 
k means the time index error ≤ ε(0.01) and D is the 
momentum parameter. 
Step 8 If error ≤ ε(0.01) then go to next step. Otherwise, 
back to Step 3. 
Step 9 The procedure of training is completed. Then 
testing can be implemented. 
Step 10 End. 
248 Q. Liu et al.  
 
3.3.3 Experimental result 
To validate the method which proposed by the paper, the 
researcher constructed a simulation environment using 
MATLAB. Data sources were obtained from India 
meteorological department (IMD). 
The researcher compared rainfall forecasting 
performances by proposed three models with actual data. 
AAPE was adopted as an evaluation index. From the 
experimental outcome, it was found that FLANN owned a 
lower AAPE than MLP and LPE which is displayed in 
Table 3. 
Table 3 Absolute error analysis of MLP, FLANN and LPE 
over real rainfall data 
 MLP FLANN LPE 
Absolute value of 
average % of error 
14.92 db 4.94 db 11.04 db 
Through the comparison of different ANN models, it was 
found that FLANN gives a better forecasting result with less 
AAPE for forecasting time series data. So FLANN was 
proved to be an excellent neural network for precipitation 
prediction. 
4 Conclusions 
Because of the ability of distributed storage and nonlinear 
data processing, ANN is an optical option to predict rainfall. 
By combining effective algorithms with ANN, accuracy and 
efficiency of precipitation forecasting is able to increase 
greatly. 
In this paper, many methods using ANN of previous 
studies, as well as background knowledge and techniques of 
ANN, are introduced. And as major contributions in this 
paper, three methods are elaborated in detail. First, GAPSO 
algorithm is used to construct the architecture of RBF-NN 
by determining parameters of RBF (centre, radii) and 
weights. By comparing with pure RBF-NN and RBF-GA, 
RBF-NN with GAPSO is verified to be more accurate for 
precipitation prediction. But the disadvantage is the 
computing speed because of the complexity. Second, WNN 
is also an excellent way to forecast. This method mainly 
focuses on input signal processing. By contrasting WNN 
with ANN and AR models, WNN provides a better 
experimental result than the other two models. However, the 
redundancy of the wavelet transform is very large. Finally, a 
single layer ANN, namely, FLANN, is illustrated in this 
paper. With a faster computing speed, it shows a more 
outstanding capability than MLP and LPE. But it may not 
able to solve complicated problems because of the simple 
network structure. We can see that these three methods 
improve the ANN from different aspects. And they can 
achieve satisfactory results when applying to precipitation 
forecasting. 
This paper introduces three methods to forecast rainfall 
in detail, though each of them performs excellent, there are 
still some parts that need to be improving as mentioned 
above. Considering meteorological data are typical time 
series data, in future work, a better algorithm that focuses 
on the forecasting time series data problem needs to be 
brought up. 
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