[1] The photolysis frequency of NO 2 , j(NO 2 ), was determined by various instrumental techniques and calculated using a number of radiative transfer models for 4 days in June 1998 at the International Photolysis Frequency Measurement and Modeling Intercomparison (IPMMI) in Boulder, Colorado. Experimental techniques included filter radiometry, spectroradiometry, and chemical actinometry. Eight research groups participated using 14 different instruments to determine j(NO 2 ). The blind intercomparison experimental results were submitted to the independent experimental referee and have been compared. Also submitted to the modeling referee were the results of NO 2 photolysis frequency calculations for the same time period made by 13 groups who used 15 different radiative transfer models. These model results have been compared with each other and also with the experimental results. The model calculation of clear-sky j(NO 2 ) values can yield accurate results, but the accuracy depends heavily on the accuracy of the molecular parameters used in these calculations. The instrumental measurements of j(NO 2 ) agree to within the uncertainty of the individual instruments and indicate the stated uncertainties in the instruments or the uncertainties of the molecular parameters may be overestimated. This agreement improves somewhat with the use of more recent NO 2 cross-section data reported in the literature.
Introduction
[2] Ultraviolet and visible solar radiation drives much of the chemistry in the troposphere by dissociating molecules into reactive species that enter atmospheric chemical cycles. Measurements of atmospheric photolysis frequencies (photolysis rate coefficients, or j values) are therefore important in the study of atmospheric chemical processes. Current atmospheric chemistry studies require the accurate determination of j values in order to understand NO x and HO x cycling and reactive radical production. The photolysis frequency of NO 2 is the first-order rate coefficient of the dissociation process. Photolysis frequencies can be calculated from
where j(NO 2 ) is the photolysis frequency of the dissociation of NO 2 to NO and O( 3 P); F is the in situ solar actinic flux; s is the absorption cross section of NO 2 as a function of wavelength (l), temperature (T), and pressure (P); and f is the quantum yield of the photodissociation products as a function of l, T, and P. The j value of NO 2 determines the partitioning of NO x (the photostationary state of NO 2 , NO, and O 3 ), as well as the photochemical production of O 3 by reactions (R1) and (R2)
[3] The solar actinic flux is the radiation available to a molecule from all directions for initiation of a photodissociation process [Madronich, 1987] . Measurements of the total actinic flux as a function of wavelength combined with molecular parameters (absorption cross sections and quantum yields as a function of pressure and temperature from laboratory measurements) allow one to calculate photolysis frequencies with equation (1).
[4] Measurements of the total actinic flux include contributions from the direct solar beam, scattered and reflected radiation from clouds, aerosols, molecules, and the Earth's surface. Optical collection of the direct, scattered, and reflected radiation for measurement is difficult because of the changing angular distribution of the radiation. Past j(NO 2 ) determinations have been performed using three principal methods that have been reported in the literature since the early 1970s, namely, chemical actinometry, filter radiometry, and spectroradiometry.
[5] Chemical actinometers have been used to determine photolysis frequencies of NO 2 [Jackson et al., 1975; Harvey et al., 1977; Bahe, 1980; Dickerson et al., 1982; Parrish et al., 1983; Madronich et al., 1984 Madronich et al., , 1985 Shetter et al., 1992; Schultz et al., 1995; Lantz et al., 1996; Kraus et al., 2000] . These instruments expose the NO 2 to solar radiation and measure a product of the photodissociation process to determine the atmospheric photolysis frequency of NO 2 . Therefore actinometry does not depend on molecular parameters but depends on a chemical calibration of a reactant or product or calibration of pressure change. Most actinometers employ a flow of gas through a quartz tube, but static tubes or bulbs have also been used. The tube geometry provides a reasonable 2p sr field of view assuming tube length to diameter ratios >10 and proper field of view setup. Sampling frequency of chemical actinometers varies from 2 s to longer than 60 min.
[6] Filter radiometers have also been employed to determine photolysis frequencies of NO 2 [Junkermann et al., 1989; Brauers and Hofzumahaus, 1992; Volz-Thomas et al., 1996] . These radiometers use band-pass filters designed to simulate the absorption cross section-quantum yield product of the molecule of interest and are usually calibrated against a chemical actinometer. The optical collection schemes of radiometers vary from flat plate (cosine response) devices to hemispherical actinic flux collectors as described by Junkermann et al. [1989] . Flat plate collectors require cosine correction as a function of zenith angle that can become very difficult in complex atmospheric environments involving aerosols, clouds, and changing albedos. These problems are not encountered with actinic flux collector filter radiometers. Response speed and the small instrument size of filter radiometers make them reasonable choices for field use, but a different radiometer is required for each photolysis frequency determined, and the calibration of the filter radiometers exhibits weak dependences on solar zenith angle, temperature, and cloudiness [Volz-Thomas et al., 1996] .
[7] Spectroradiometer measurements of NO 2 photolysis frequencies have been reported recently by Kraus et al. [1998a] , , Hofzumahaus et al. [1999] , Shetter and Müller [1999] , Kraus et al. [2000] , Pätz et al. [2000] , Lefer et al. [2001a Lefer et al. [ , 2001b , and . Actinic flux spectroradiometers determine solar actinic flux as a function of wavelength. Atmospheric photolysis frequencies can be calculated for any molecule whose absorption spectrum falls in the wavelength range measured, using the molecular cross-section and quantum yield data as a function of temperature and pressure for the photolysis process of interest. The calculated photolysis frequencies are subject to the uncertainties associated with the cross sections and quantum yields but could be recalculated from the actinic flux data if the molecular data are redetermined at a later date.
Experimental Procedure
[8] During the International Photolysis Frequency Measurement and Modeling Intercomparison (IPMMI) campaign, 14 different instruments were used by eight different groups to measure j(NO 2 ): two chemical actinometers, five spectroradiometers, and seven filter radiometers. A listing of the instruments, the research groups participating, and the identification abbreviations is given in Table 1 . While brief instrument descriptions are included below, more complete descriptions of the IPMMI j(NO 2 ) instruments and their error analyses can be found in the IPMMI overview paper [Cantrell et al., 2003] .
The j(NO 2 ) Chemical Actinometers
[9] Two different chemical actinometer systems used in the measurements of j(NO2) were deployed by the National IPM Center for Atmospheric Research (NCAR) and University of Maryland (UMD) groups, respectively. In both systems, NO 2 flowing in an O 2 -rich mixture is photodissociated by sunlight (reaction (R1)), the O( 3 P) atom reacts largely to form ozone (reaction (R2)), and the resulting NO product is a measure of the extent of NO 2 photolysis.
National Center for Atmospheric Research
[10] The NCAR j(NO 2 ) chemical actinometer deployed for the IPMMI campaign is very similar to the instrument used in the Mauna Loa Observatory Photochemistry Experiment (MLOPEX) and is described by Shetter et al. [1992] and Lantz et al. [1996] . The primary instrumental difference from the MLOPEX instrument was that a highpressure cylinder mixture of NO 2 in N 2 was used as the NO 2 source instead of a permeation oven. The instrument consisted of an NO 2 flow delivery system, a quartz photolysis cell for exposure to sunlight, an NO chemiluminescence detector, an NO calibration system, and a data acquisition computer.
[11] The design of the actinometer incorporated a 500 standard cubic centimeter per minute at standard temperature and presssure (cm 3 min À1 STP) flow of $2 ppm NO 2 in ultrahigh-purity O 2 through the photolysis cell (1.000 cm in diameter and 50 cm in length) at reduced pressure ($50 torr) that was exposed to sunlight for $0.3 s. The NO produced from photolysis was determined by a standard NO chemiluminescence detector, similar to the one used by Ridley and Howlett [1974] to measure ambient NO levels. The instrument was calibrated every 1 -2 hours by first determining the background NO signal by occluding all ambient light from the photolysis cell with a cylindrical shutter and then determining the instrument response to the addition of 5 cm 3 min À1 STP of a NO standard to the sample flow. The instrument backgrounds and NO sensitivities were recorded every hour, and linear interpolations were performed on the data in the final data analysis. The mass flow controllers and NO and NO 2 cylinder concentrations were calibrated directly before and after the IPMMI program. Minor corrections (<0.2%) were made to correct the measured amount of NO resulting from side reactions forming and destroying NO (e.g.,
. University of Maryland
[12] The UMD chemical actinometer for j(NO 2 ) used during IPMMI was derived from an instrument first designed and fabricated by Kelley et al. [1995] (versions thereof have been used previously for measuring j(NO 2 ) Rhoads et al., 1997] . NO 2 was generated by a permeation tube and was diluted to a nominal 4900 ppbv mixing ratio in zero air. The NO 2 -air mixture at ambient pressure is exposed to downwelling sunlight (2p sr) in a quartz tube (8.00 mm ID Â 179.9 mm exposed length) mounted 4 mm above a flat black plate. NO thus produced by NO 2 photolysis is measured by a modified chemiluminescence NO x analyzer, which was calibrated immediately before, once during, and after the campaign. Background NO measurements were made twice per hour. The determination of j(NO 2 ) is then made directly from the NO and NO 2 concentrations and solar exposure time (0.7 s), with side reaction corrections of <2%.
Spectroradiometers
[13] Four spectroradiometers were used to measure the downwelling actinic flux, and one spectroradiometer measured the downwelling solar irradiance. Each actinic flux spectroradiometer (NCAR, Forschungszentrum Jü lich (FZJ), Meteorologie Consult GmbH (MET1), and University of Leicester (ULI)) independently measured downwelling actinic flux through tower-mounted ($5 m) 2p sr light collection optics, while the National Institute of Water and Atmospheric Research (NIWA) irradiance instrument used a flat plate diffuser with a cosine response to measure the irradiance incident on a horizontal surface at the ground. Three of the systems (NCAR, FZJ, and NIWA) were of the scanning double monochromator type, serially measuring the wavelengths with each step of a monochromator. The ULI and MET1 instruments employed a diode array single monochromator to measure the actinic flux over the full wavelength range simultaneously. The photolysis frequency data calculated from the actinic flux spectroradiometers are dependent on the NO 2 cross-section and quantum yield data used in the actinic flux to photolysis frequency calculation.
In an attempt to assess the current NO 2 cross-section data, investigators reported photolysis frequencies calculated using the DeMore et al. [1997] and Harder et al. [1997] literature values. The instruments are described briefly in sections 2.2.1-2.2.5.
Forschungszentrum Jü lich
[14] The actinic flux spectroradiometer of Forschungszentrum Jülich has been described in detail by Hofzumahaus et al. [1999] . During IPMMI, the FZJ spectroradiometer consisted of a 2p sr actinic flux entrance optic (Meteorologie Consult GmbH (METCON)/FZJ), a scanning double monochromator (Bentham DTM 300), a 10-m quartz fiber optic bundle (Gigahertz Optik GmbH), a photoelectric detection system (EMI 9250 photomultiplier), and a computer for data acquisition and system control. Spectra from 280 to 420 nm were typically scanned every 80 s (68 s to scan each spectrum), with a step size of 1.0 nm and a spectral band pass of 1.1 nm full width at half maximum (FWHM). Absolute spectral calibrations were performed with a Physikalisch-Technischen Bundesanstalt traceable irradiance standard (FEL 1000-W quartz lamp, Gigahertz Optik GmbH) on the field site on 14, 17, and 20 June. Additional field calibrations were performed on each day of the campaign. Wavelength calibrations of the monochromator were performed using emission lines of a mercury lamp and by examination of the Fraunhofer structure in the solar spectrum. The FZJ spectroradiometer was previously deployed at ground stations in Germany during the PhotoOxidant Formation by Plant Emitted Compounds and OH Radicals in North-Eastern Germany (1994) ], JNO 2 Comparison 1997 (JCOM97) (1997) [Kraus et al., 2000] , and BERLIner Ozone experiment (BERLIOZ) (1998) [Platt et al., 2002] , on the German ship Polarstern during the Air Chemistry and Lidar Studies above the Atlantic Ocean (1996) [Burkert et al., 2001] , and on an aircraft during ATOP (1996).
Meteorologie Consult GmbH
[15] Meteorologie Consult GmbH, Glashütten (MET-CON), deployed a commercially available spectroradiometer for IPMMI. The instrument consisted of a 2p sr actinic flux entrance optic (METCON), a single monochromator (Carl Zeiss), a 512-pixel diode array detection system (Carl Zeiss), and a computer for data acquisition. The diode array measured wavelengths from 285 to 450 nm in consecutive 0.5-, 1-, 3-, and 5-s integration times with a spectral band pass of $2.2 nm FWHM. A spectral calibration was performed before IPMMI using the 1000-W National Institute of Standards and Technology (NIST) traceable quartz tungsten halogen (QTH) lamps in the NCAR laboratory calibration facility.
National Center for Atmospheric Research
[16] The NCAR Scanning Actinic Flux Spectroradiometer (SAFS) has been described in detail by Shetter and Müller [1999] . As installed during IPMMI, the SAFS instrument consisted of a 2p sr actinic flux entrance optic (METCON/NCAR), a 12-m custom fiber optic bundle with high UV throughput (CeramOptec), a double monochromator (CVI Digikrom CM 112), a photomultiplier tube (Electron Tubes, Ltd.), a custom designed four-stage current-tovoltage amplifier, and a computer for fully automated data acquisition and system control. Spectra from 280 to 420 nm were scanned every 15 s (10 s to scan each spectrum) by stepping in 1.0-nm increments from 280 to 330 nm and in 2.0-nm increments from 330 to 420 nm. The spectral band pass (FWHM) was 1.0 nm with a triangular slit function. Absolute spectral calibrations were performed with a NIST traceable irradiance standard (1000-W QTH lamp, Oriel Instruments, 63350) in the NCAR laboratory before and after the intercomparison. Field calibrations were performed with 250-W secondary QTH lamps for several weeks before, during (17 June), and after the project to assess the relative stability of the instrument sensitivity. Wavelength calibrations of the monochromator were performed in conjunction with each spectral calibration using the emission lines from a mercury lamp. SAFS instruments have been previously deployed on aircraft during NASA Global Tropospheric Experiment (GTE) Pacific Exploratory Mission (PEM)-Tropics A mission (1996) 
University of Leicester
[17] The University of Leicester deployed a commercially available diode array spectroradiometer (METCON) for the intercomparison. The instrument consisted of a 2p sr actinic flux entrance optic (METCON), a single monochromator (Carl Zeiss), a 512-pixel diode array detection system (Carl Zeiss), and a computer for data acquisition. The diode array measured wavelengths from 285 to 450 nm in consecutive 0.5-, 1-, 3-, and 5-s integration times with a spectral band pass of $2.2 nm FWHM. A spectral calibration was performed during IPMMI using the 1000-W NIST traceable QTH lamps in the NCAR laboratory calibration facility. After the intercomparison the instrument was again calibrated using a 200-W NIST traceable QTH lamp (Oriel) at the University of Leicester. Wavelength calibrations of the diode array were performed using the emission lines from mercury and sodium lamps. A full description of the ULI instrument is given by Edwards and Monks [2003] .
New Zealand National Institute of Water and Atmospheric Research
[18] The NIWA spectroradiometer employed a flat plate diffuser with a cosine response to measure the irradiance incident on a horizontal surface. The instrument has been described in detail by McKenzie et al. [1992 McKenzie et al. [ , 2002 . Recent modifications include replacement of the original diffuser with an in-house designed diffuser coupled to the instrument via a fiber optic bundle, resulting in a greatly improved cosine response. As installed during IPMMI, the NIWA instrument consisted of a PTFE diffuser, a double monochromator (JYDH10), a photomultiplier tube (Electron Tubes, Ltd., Model 9804 QA), and an automated data acquisition and system control computer. Spectra from 290 to 450 nm were scanned every 190 s with a repetition rate of 5 min by stepping in 0.2-nm increments. The spectral band pass (FWHM) was 1.3 nm. An absolute spectral calibration was performed with a NIST traceable irradiance standard (1000-W QTH lamp) using the NOAA field calibration facility described by Early et al. [1998] during the intercomparison. For this instrument the measured cosine weighted irradiances were reported as ''pseudoactinic fluxes'' rather than ''actinic fluxes''. The pseudoactinic fluxes were then integrated with the NO 2 molecular parameters to calculate a ''pseudo''-j(NO 2 ) [see McKenzie et al., 2002] .
The j(NO 2 ) Filter Radiometers
[19] All of the participating j(NO 2 ) filter radiometers were commercially available instruments manufactured by METCON. The METCON j(NO 2 ) filter radiometer is based on the concept of Junkermann et al. [1989] and includes technical modifications of the inlet optic and optical filter combination as described by Volz-Thomas et al. [1996] . The entrance optic of the radiometer consists of diffusively transmitting quartz domes and has a nearly uniform angular response to radiation incident from the upper hemisphere (2p sr). The collected radiation is optically filtered by a glass filter combination (2-mm UG3, 1-mm UG5, Schott GmbH) and is detected by a vacuum photodiode having a Cs-Sb photocathode. A single-stage current-to-voltage amplifier converts the photocurrent into a voltage signal. The signal of the filter radiometer depends on the broadband integrated actinic flux between 310 and 420 nm and is nearly proportional to the NO 2 photolysis frequency.
Meteorologie Consult GmbH
[20] The METCON filter radiometer is described in section 2.3. The METCON factory calibration can be traced back to a yearly calibration with a chemical actinometer measuring the photolysis of NO 2 in a closed quartz vessel. This static chemical actinometer compares well with the chemical flow NO 2 actinometer of Forschungszentrum Jülich deployed in JCOM97 [Kraus et al., 2000; ].
Forschungszentrum Jü lich
[21] The j(NO 2 ) filter radiometer of FZJ used during IPMMI was a commercial instrument manufactured by METCON. During IPMMI the filter radiometer signal was recorded by a data logging system with an integration time of 60 s. The j(NO 2 ) values were determined by applying a constant conversion factor to the radiometer signal. The FZJ filter radiometer calibration constant applied during IPMMI was determined against a chemical flow actinometer during the JCOM97 field campaign at Forschungszentrum Jülich in June 1997 . No further correction was made for either a possible temperature dependence of the NO 2 photodissociation process or for imperfect angular and spectral response of the radiometer. This simplification leads to systematic errors in the j(NO 2 ) filter radiometer that are discussed in more detail by Cantrell et al. [2003] and Lefer et al. [2001b] . The FZJ filter radiometer data submitted for 18 June were the raw voltages which were a factor of 1/1.5 Â 10 À3 higher than the photolysis frequencies resubmitted as revised data. The conversion factor is the calibration constant of the filter radiometer. The originally submitted 10-min and 30-min averaged j(NO 2 ) data, however, were correctly submitted for 18 June and agree with the revised 1-min data. 2.3.3. Fraunhofer-Institut fü r Atmosphärische Umweltforschung
[22] The filter radiometer for j(NO 2 ) used by FraunhoferInstitut für Atmosphärische Umweltforschung (IFU) was originally delivered by METCON and modified at IFU with a new set of optical filters (2-mm UG3, 1-mm UG5, Schott GmbH) to increase the agreement with the j(NO 2 ) action spectra [Volz-Thomas et al., 1996] . The field of view of the filter radiometer was restricted by a 14-cm-diameter artificial horizon from METCON. Calibration is based on comparison in 1996 with a factory-calibrated instrument by METCON. The instrument was used successfully in the 1997 JCOM intercomparison campaign in Jülich. Although the instrument displayed proper diurnal variations on the ground, the instrument response proved to be unstable during IPMMI and through the end of August 1998 when the sensitivity sharply dropped during the BERLIOZ campaign. This instrument behavior could be traced to a malfunctioning electronics board. Replacement of this component resulted in even lower readings for j(NO 2 ) compared with pre-IPMMI conditions. This decline in sensitivity (on the order of 25%) over the summer of 1998 was probably due to an aging photodiode that had been in use for more than 6 years. Possible causes of this instrument failure include the facts that (1) the instrument is not heated and often cycled between $30°C and temperatures <0°C during aircraft measurements, and (2) while the instrument is decoupled from the aircraft with a flexible support, aircraft vibrations may be a source for further stress for instrument components.
NASA Langley Research Center
[23] The NASA Langley Research Center (NAL) filter radiometers used during IPMMI were commercial instruments manufactured by METCON. See instrument descriptions of j(NO 2 ) filter radiometers above. During IPMMI the filter radiometers signals were recorded by a data logging system with an integration time of 60 s. The j(NO 2 ) values were determined by applying a constant conversion factor supplied by the manufacturer to the radiometer signals. The NAL filter radiometer calibration constants applied during IPMMI were determined by METCON, by comparison, in 1997 with a factory-calibrated instrument.
University of Leicester
[24] The ULI filter radiometer used during IPMMI was a commercial instrument manufactured by METCON. During IPMMI the filter radiometer signal was recorded by a data logging system with an integration time of 60 s. The j(NO 2 ) values were determined by applying a constant conversion factor supplied by the manufacturer to the radiometer signal. The ULI filter radiometer calibration constant applied dur-SHETTER ET AL.: PHOTOLYSIS FREQUENCY OF NO 2 : MEASUREMENT AND MODELING IPM ing IPMMI was determined by METCON, by comparison, in 1997 with a factory-calibrated instrument.
Instrumental Uncertainties
[25] It is important to understand the uncertainties associated with the different j(NO 2 ) instruments when comparing the reported IPMMI results. Detailed error analysis calculations of the j(NO 2 ) measurement error for each instrument is reported in Table 2 . The overall error is a combination of the instrument error (e.g., calibration, light collection) and other errors not related to the operation of the instrument but included in the final reported j(NO 2 ) value.
Calculations of j(NO 2 )
[26] Model calculations of j(NO 2 ) for IPMMI were submitted for 15 models from 13 institutions. A listing of the participating institutions, IPMMI identification, and specific model used is shown in Table 3 . Details concerning these models are given by Cantrell et al. [2003] and Bais et al. [2003] . By virtue of its photolysis at longer wavelengths ($320-410 nm), j(NO 2 ) is nearly insensitive to overhead ozone conditions, rendering it less difficult to predict than jO( 1 D) and other important j values with significant spectral overlap. Madronich and Weller [1990] have also shown j(NO 2 ) to be fairly robust with respect to wavelength resolution compared to other important photolysis frequencies, e.g., j(O 1 D), j(CH 2 O), and j(HNO 3 ). For wavelength resolutions of 1 nm and 10 nm, differences in j(NO 2 ) were <1%.
[27] Past investigations of j(NO 2 ) have shown calculations to be prone to underestimates of 20% or more when using two-stream versus multistream methods [Ruggaber et al., 1993; Olson et al., 1997] . Here only models employing four streams or greater have been used, except for the JHU model, Figure 1a . Plots of the ratios of the 1-min j(NO 2 ) spectroradiometer data for three spectroradiometers and j(NO 2 ) data chemical actinometer for two chemical actinometers to the National Center for Atmospheric Research (NCAR) spectroradiometer j(NO 2 ) data for 15, 16, 18, and 19 June. Solid lines are ratios using DeMore et al. 's [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations, and red lines are ratios using Harder et al.'s [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations. The spectroradiometer from Meteorologie Consult GmbH (SR-MET) did not submit data using Harder et al [1997] cross-section data, and the ratios for the spectroradiometer from Forschungszentrum Jülich (SR-FZJ) and spectroradiometer from the University of Leicester (SR-ULI) DeMore et al. [1997] and Harder et al. [1997] data overlap except for SR-ULI on 18 June. See color version of this figure at back of this issue.
which solves the integral equation of radiative transfer and highly parameterized MAR model; therefore differences due to choice of algorithm are likely to be small.
[28] While the choice of spectral data for the absorption cross section and quantum yield is important for the accuracy of model estimates for j(NO 2 ), this consideration plays only a small role in any differences between models. With the exception of five models (BM1, BM2, BM3, KFA, and UMU) the spectral data for NO 2 have been taken from the Jet Propulsion Laboratory (JPL) recommendation, which has not changed in over a decade [DeMore et al., 1992 [DeMore et al., , 1994 [DeMore et al., , 1997 . The other five models employed the Figure 1b . Plots of the ratios of 1-min filter radiometer j(NO 2 ) data for seven filter radiometers to the NCAR spectroradiometer j(NO 2 ) data for 15, 16, 18, and 19 June. Black and blue lines are ratios using DeMore et al. [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations, and red and orange lines are ratios using Harder et al. [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations. See color version of this figure at back of this issue.
cross-section data of Schneider et al. [1987] , which is only slightly lower than the Davidson et al. [1988] work on which the JPL recommendation is based. For a given model calculation of actinic flux, substituting the Schneider et al. [1987] cross sections for the JPL recommendation should lead to reductions in j(NO 2 ) of no more than 3%.
[29] Aerosol profiles for model inputs are the least consistent between the models participating in IPMMI. Models used everything from no aerosol (MAR) as inputs to profiles from Elterman [1968] (KFU, NOA) and Shettle and Fenn [1979] (BAS, BM1, BM2, BM3, and NIL) and profiles scaled to IPMMI conditions (ACD, AES, and JHU) (Table 3 ). These differences are detailed by Bais et al. [2003] . Differences due to aerosol assumptions are also more difficult to quantify. The photolysis of NO 2 is only weakly dependent on the temperature Roehl et al., 1994] , so differences in temperatures used by the models should lead to differences of no more than 2%.
Results and Discussion

Comparison of Experimental Results
[30] The j(NO 2 ) instruments were operated continuously for 4 days (15, 16, 18, and 19 June 1998) at the Marshall field facility near Boulder, Colorado. A detailed description of the measurement site and the atmospheric conditions can be found in the IPMMI overview paper by Cantrell et al. [2003] . The instruments measured the j(NO 2 ) from downwelling radiation at $5 m above the ground. The data were reported to the referee in 1-, 10-, and 30-min averages. The first 2 days (15 and 16 June) had clear conditions in the early mornings with clouds building in the afternoons. Intermittent clouds were visible throughout the entire day of 18 June, while 19 June was a quite clear day with almost no clouds. All instruments reported data for the entire 4-day period except for the NCAR chemical actinometer that experienced a failure at 1000 LT on the last day of the experiments, 19 June.
Measurement Ratios
[31] Plots of the ratios of the j(NO 2 ) determined by each of the spectroradiometers, filter radiometers, and chemical actinometers to the NCAR spectroradiometer data for the 4 measurement days are shown in Figures 1a and 1b . The DeMore et al. [1997] recommendations for the absorption cross section of NO 2 are based on the Davidson et al. [1988] data, but in the last 8 years other several investigators have reported cross sections that are 5 -7% higher [Merienne et al., 1995; Harder et al., 1997] . Since the data from the spectroradiometers depend directly on the cross section used in the calculations, plots of the ratio of the final j(NO 2 ) data determined with the various instruments to the NCAR spectroradiometer data calculated using both the DeMore et al. [1997] and Harder et al. [1997] cross sections are shown. One can see from the ratio plots that the data at small solar zenith angles from all of the instruments agree within 10-30% on all 4 measurement days, regardless of cross section used, with the exception of the data from the IFU filter radiometer. The IFU filter radiometer was found to have hardware problems detailed in the instrumentation description section above. The agreement of the filter radiometers at solar zenith angles >70°varies from 20 to 50%, indicating angular collection differences of the optical collectors or incorrect offset corrections. Most of the instruments show a high-frequency noise on the ratio plots for 15, 16, and 18 June. This noise is the attributable to intermittent clouds and the differing time response of the various instruments and is not observed on 19 June, the nearly cloud-free day. In order to quantitatively assess the agreement, correlations of the 1-min instrument data with the NCAR spectroradiometer data for 15, 16, 18, and 19 June were performed and the slopes of the correlation line tabulated in Table 4 . The correlations were done for spectroradiometer data calculated from both the DeMore et al. [1997] and Harder et al. [1997] cross-section data. All of the instruments demonstrated very high correlation factors (R 2 ) of 0.992 or better with 9 of the 12 instruments with R 2 values 0.997 or better, regardless of cross section used. Offsets of the correlations generally were small, with the largest offset equivalent to a bias of <3% for noontime j(NO 2 ). The slopes of the correlations highlight the large discrepancy in the IFU filter radiometer data, with 27-46% higher photolysis frequencies. All of the filter radiometers except the FZJ and IFU radiometers used the manufacturer's calibration data. Figure 2 . Plots of the ratios of 10-min model calculated j(NO 2 ) data to the 10-min Forschungszentrum Jülich spectroradiometer j(NO 2 ) data using DeMore et al. [1997] cross-section data for 19 June for 15 models.
[32] Absent from the comparisons are the data from the NIWA irradiance spectroradiometer. The comparison of the ''pseudo''-actinic fluxes and photolysis frequencies calculated from the NIWA instrument data with the FZJ and NCAR actinic flux spectroradiometer data are described by McKenzie et al. [2002] .
Comparison of Experimental Data With Model Calculations
[33] Fifteen sets of calculated j(NO 2 ) using either the DeMore et al. [1997] or the Schneider et al. [1987] NO 2 cross-section data were submitted during IPMMI. After model comparisons were circulated to the IPMMI participants, four groups discovered errors in their original calculations and resubmitted revised data. These groups and the reasons for resubmitting are discussed by Bais et al. [2003] . The revised data from all groups are used for these comparisons. Diurnal plots of the ratio of model calculations to the FZJ spectroradiometer data for 19 June 1998 using the DeMore et al. [1997] data are shown in Figure 2 . Since both the models and the spectroradiometers use cross-section data in calculating the photolysis frequencies, no comparisons with the larger cross-section data of Harder et al. [1997] with the spectroradiometer data are needed. The models agree with the spectroradiometer measurements to the 10% level during the central part of the day when the solar zenith angles are <70°. Although not shown, model agreement with the chemical actinometers is improved by the use of the higher cross-section data of Harder et al. [1997] . At larger solar zenith angles the ratio of calculated value to measured value deviates significantly from unity for the BM1, BM3, FZJ, NOA, and KNM models. The MAR, BAS, and UMU models also differ significantly from the FZJ spectroradiometer data at the largest zenith angles, though the big discrepancies start at larger angles than in the other models mentioned as having discrepancies. Excellent agreement (within a few percent) throughout the diurnal cycle is exhibited by the ACD, AES, JHU, NI2, and UMU models (Table 3) . In order to assess the quantitative agreement of the measurement-model comparison, correlations of the model calculation with the FZJ spectroradiometer data were performed and the slopes, offsets, and R 2 values of the correlation plots tabulated in Table 5 . Comparison of experimental data with model calculations is as follows: Five models (BM1, BM3, FZJ, NOA, and KNM) do not behave well for solar zenith angles of 70°or larger (Table 3) . For the BM1, BM3, and KNM models this behavior is caused by the use of plane-parallel geometry instead of pseudospherical geometry.
[34] Of the 15 models, 11 have slopes that differ from unity by <5%, and 8 of these differ by <3%. The five models that used the NO 2 cross sections of Schneider et al. [1987] all have slopes lower than unity, but for four of the five, this difference is less than the $3% reduction expected relative to using the DeMore et al. [1997] recommendations.
Conclusions
[35] Consistent results for the NO 2 photolysis frequencies were obtained using measurements of the actinometers, filter radiometers, and spectroradiometers, with better agreement when the higher NO 2 cross-section data of Harder et al.
[1997] are used in the spectroradiometer calculations. The data for the 4 days of measurements from the UMD chemical actinometer are from 8.2 to 11.8% higher when compared with the NCAR spectroradiometer using the Harder et al.
[1997] data and 13.8 to 20.5% higher using the DeMore et al. [1997] data, while the NCAR chemical actinometer is from À1.3 to 4.8% different and 8.7 to 13.1% higher in the same comparisons. The actinometers and spectroradiometers (using the Harder et al. [1997] cross section) were in excellent agreement throughout the campaign, to well within the uncertainties of the individual instruments, with the NCAR and FZJ spectroradiometers and the NCAR actinometer differing by <2% on average under clear-sky conditions. Since spectroradiometers are calibrated using an irradiance standard and the actinometers are calibrated using gas phase standards, either the uncertainty in the molecular data used in calculating j(NO 2 ) and the uncertainties associated with the actinometer determination have a canceling effect or the uncertainties in both may be overestimated. A recent revaluation of the cross section and quantum yield data by the International Union of Pure and Applied Chemistry (IUPAC) recommends the higher cross-section data in close accord with the Merienne et al. [1995] data and revised quantum yield data from Troe [2000] . Use of the recommended IUPAC data gives excellent agreement between the spectroradiometers and chemical actinometers in both JCOM97 and the IPMMI studies. Filter radiometer measurements appear to be of lower accuracy and generally suggest from 4 to 10% higher values than the spectroradiometer data calculated from the higher cross sections from Harder et al. [1997] and from 11 to 20% using the recommended data from DeMore et al. [1997] , with larger discrepancies at large solar zenith angles. Since the filter radiometer calibrations are tied to chemical actinometers, better agreement would be expected with the data using the higher cross sections based on the spectroradiometer-chemical actinometer level of agreement. The model j(NO 2 ) results from most modeling groups show reasonably good agreement with measurements (within 5%) for the clear-sky conditions at small to moderate solar zenith angles but with deviations growing significantly in some cases at solar zenith angles of 70°or larger. A few models gave results with significant deviations ($10%) from the measurements at most of the solar zenith angle values. Of course, models cannot be expected to agree as well for less than ideal conditions, especially when critical input parameters are poorly known (e.g., optical depths of clouds, aerosols, and ozone columns) or when the atmospheric optical complexity (e.g., from broken cloud fields) cannot be well represented in the models.
[36] It can be concluded that the calculation of clear-sky j(NO 2 ) values can yield accurate results at small to moderate solar zenith angles for most of the radiative transfer models employed by atmospheric scientists today, but the accuracy depends heavily on the accuracy of the molecular parameters used in these calculations. Instrumental measurements of j(NO 2 ) agree within the uncertainty of the individual instruments and indicate that the uncertainty in the instruments or in the molecular parameters may be overestimated. This agreement improves somewhat with the use of the higher NO 2 cross-section data reported by Harder et al. [1997] .
[37] Recently, B. L. Lefer et al. (Impact of clouds and aerosols on photolysis frequencies and photochemistry during TRACE-P: 1. Analysis using radiative transfer and photochemical box models, submitted to Journal of Geophysical Research, 2002) have examined the sensitivity of photochemical box models to photolysis frequency inputs. This study determined that O 3 production and loss rates change linearly with errors in the photolysis frequency inputs, with the O 3 production rate changing with a steeper slope than the O 3 loss rate. The net O 3 tendency has a positive linear response (with a slope close to 1) to errors in photolysis frequencies; thus a +10% error in measured j values would result in approximately a 10% overestimate of the instantaneous net O 3 tendency. Figure 1a . Plots of the ratios of the 1-min j(NO 2 ) spectroradiometer data for three spectroradiometers and j(NO 2 ) data chemical actinometer for two chemical actinometers to the National Center for Atmospheric Research (NCAR) spectroradiometer j(NO 2 ) data for 15, 16, 18, and 19 June. Solid lines are ratios using DeMore et al. 's [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations, and red lines are ratios using Harder et al.'s [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations. The spectroradiometer from Meteorologie Consult GmbH (SR-MET) did not submit data using Harder et al [1997] cross-section data, and the ratios for the spectroradiometer from Forschungszentrum Jülich (SR-FZJ) and spectroradiometer from the University of Leicester (SR-ULI) DeMore et al. [1997] and Harder et al. [1997] data overlap except for SR-ULI on 18 June. Figure 1b . Plots of the ratios of 1-min filter radiometer j(NO 2 ) data for seven filter radiometers to the NCAR spectroradiometer j(NO 2 ) data for 15, 16, 18, and 19 June. Black and blue lines are ratios using DeMore et al. [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations, and red and orange lines are ratios using Harder et al. [1997] NO 2 cross-section data for spectroradiometer photolysis frequency calculations.
