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a b s t r a c t
This paper proposes two classes of three-step without memory iterations based on the
well known second-order method of Steffensen. Per computing step, the methods from
the developed classes reach the order of convergence eight using only four evaluations,
while they are totally free fromderivative evaluation. Hence, they agreewith the optimality
conjecture of Kung–Traub for providing multi-point iterations without memory. As things
develop, numerical examples are employed to support the underlying theory developed
for the contributed classes of optimal Steffensen-type eighth-order methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, many research articles have developed the idea of removing derivatives from the iteration process in order to
avoid defining new functions such as the first or second derivative, and calculating iterates only by using the function that
describes the problem, and obviously trying to preserve the convergence order. A simple glance at the literature reveals that
most such improvements; see e.g. [1–4], are second derivative-free iterations, and optimal high-order schemes which are
totally free from any order derivative calculation have not been completely dealt with. The interest of these methods is for
being applied with nonlinear equation f (x) = 0, f : D ⊆ R→ R, when there are many problems, when the evaluation of
derivatives is hard.
Commonly in the literature, the efficiency of an iterative method is measured by the efficiency index defined by p1/n,
where p is the order of convergence and n is the total number of evaluations per full iteration.
In this paper, we are concerned with the numerical solution of nonlinear scalar equations using high-order methods
in which no derivative evaluation per full iteration is needed. To this end, we stick to the optimality conjecture of
Kung–Traub [5] that reveals any without memory iteration function for finding roots of a nonlinear scalar equation by n+1
evaluation cannot exceed themaximal convergence order 2n. In literature, methods that are consistent with this hypothesis
are called optimal iterations, see [6–8] and the references therein. Simply, this work gives two general classes of three-
step iterations, which are without memory, consistent with the optimality conjecture of Kung and Traub (1974), reach the
highest possible order with as small a number of evaluations as possible, and have real-world applications in engineering
and optimization problems. Hence, they are totally free from derivative computation per full iteration.
The contents of this paper unfold the material in what follows. Section 2 presents a brief look at the existing totally
derivative-free methods in literature, where it is followed by Section 3 wherein our main contributions lie. We develop
there two classes of optimal Steffensen-type methods for solving nonlinear equations and furnish their error equations
analytically. Section 4 includes a numerical comparison between the proposed methods without memory and the existing
derivative-free methods. And finally, the concluding remarks of the paper have been drawn in Section 5.
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2. Brief literature review
The literature relevant to the present article is substantial, andwe do not present a comprehensive review. The references
of the papers we cite should be consulted for further pointers. The first derivative-free method was furnished as follows
xn+1 = xn − f (xn)
2
f (xn + f (xn))− f (xn) , (1)
by Steffensen in [9] with the same convergence order as Newton’s. As a matter of fact, both schemes reach the quadratic
convergence using two evaluations per cycle but Steffensen’s is derivative-free, which is so useful in optimization problems.
As most of the improved derivative-involved methods are based on Newton iteration, most of the derivative-free methods
are built according to the Steffensen method.
Kung and Traub in the pioneering work [5] gave the following optimal eighth-order derivative-free uni-parametric
iteration
yn = xn + βf (xn), β ∈ R− {0},
zn = yn − β f (xn)f (yn)f (yn)− f (xn) ,
wn = zn − f (xn)f (yn)f (zn)− f (xn)

1
f [yn, xn] −
1
f [zn, yn]

,
xn+1 = wn − f (xn)f (yn)f (zn)f (wn)− f (xn)

1
f (wn)− f (yn)

1
f [wn, zn] −
1
f [zn, yn]

− 1
f (zn)− f (xn)

1
f [zn, yn] −
1
f [yn, xn]

.
(2)
We notice that we use the notation of divided differences throughout this paper. Recently, Zheng et al. in [10] developed
a family of eighth-order derivative-free optimal methods as follows
yn = xn − f (xn)f [xn, wn] , wn = xn + βf (xn), β ∈ R− {0},
zn = yn − f (yn)f [xn, yn] + f [yn, wn] − f [xn, wn] ,
xn+1 = zn − f (zn)f [zn, yn] + f [zn, yn, xn](zn − yn)+ f [zn, yn, xn, wn](zn − yn)(zn − xn) .
(3)
Furthermore, Soleymani in [11] gave another optimal derivative-free classwithoutmemory,which includes the following
family as one of its elements
yn = xn − f (xn)f [xn, wn] , wn = xn + βf (xn), β ∈ R− {0},
zn = yn − f (yn)f [xn, yn] + f [yn, wn] − f [xn, wn] ,
xn+1 = zn −
f (zn)

1+

f (yn)
f (xn)
4 − (1+ βf [xn, wn])  f (yn)f (wn)3 −  f (zn)f (yn)2 + f (zn)f (wn) +  f (zn)f (xn)2

f [xn, zn] + f [zn, yn] − f [xn, yn] ,
(4)
As can be seen, (2)–(4) consist of four function evaluations per iteration to reach the local convergence order 8. This
shows that they are optimal in the sense of Kung–Traub.
3. Main contributions
As discussed at the beginning of Section 2, in order to suggest a general three-step class of derivative-free iterations, we
must consider a Steffensen–Newton–Newton structure in what follows
yn = xn − f (xn)f [xn, wn] , zn = yn −
f (yn)
f ′(yn)
, xn+1 = zn − f (zn)f ′(zn) , (5)
wherein wn = xn − βf (xn), and β ∈ R − {0}. We choose wn = xn − βf (xn) in the first derivative of the function at the
first step to provide more generality to the proposed algorithms. To construct a high-order class of derivative-free methods,
first we approximate f ′(yn), by an interpolation polynomial of degree one, f (t) ≈ a0 + a1(t − xn), through the nodes xn
and yn, which satisfies the interpolation conditions f (t)|xn = f (xn), and f (t)|yn = f (yn). Thus, we attain f ′(yn) ≈ f [xn, yn].
Similarly, we have an approximation for f ′(zn) as comes next: f ′(zn) ≈ f [yn, zn], if we estimate the real function f (t) by an
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interpolation polynomial of degree one, but passes through the nodes yn, zn. Now using the weight function approach, we
suggest the following scheme
yn = xn − f (xn)f [xn, wn] , wn = xn − βf (xn), β ∈ R− {0},
zn = yn − f (yn)f [xn, yn] {G(t)},
xn+1 = zn − f (zn)f [zn, yn] {H(τ )+ K(ϕ)},
(6)
where t = f (y)f (w) , τ = f (y)f (x) and ϕ = f (z)f (w) , (without the index n). G(t), H(τ ) and K(ϕ) are three real valued weight functions
that should be chosen such that the order of convergence arrives at the optimal level eight. This is illustrated in Theorem 1.
Theorem 1. Let the function f : D ⊆ R → R has a simple root α ∈ D in the open interval D. Furthermore the first, second,
third and fourth derivatives of the function f (x) belong in the open interval D. Then the class of methods without memory defined
by (6) is of optimal order eight when G(0) = G′(0) = 1,G′′(0) = 2, |G(3)(0)| ≤ ∞,H(0) = 1,H ′(0) = 0,H ′′(0) =
−2
βf [xn,wn]−1 ,H
(3)(0) = 0, |H(4)(0)| ≤ ∞, K(0) = 0, K ′(0) = 2− βf [xn, wn], and |K ′′(0)| ≤ ∞.
Proof. To find the asymptotic error constant of (6) wherein cj = f (j)(α)j! , j ≥ 1, and en = xn−α; we expand any terms of (6)
around the simple root α in the nth iterate. Thus, we write
f (xn) = c1en + c2e2n + c3e3n + c4e4n + c5e5n + c6e6n + c7e7n + c8e8n + O(e9n). (7)
Accordingly, we attain by Taylor’s series expanding around the simple root
yn − α = c2

1
c1
− β

e2n + · · · + O(e9n). (8)
In the same vein, by considering G(0) = G′(0) = 1,G′′(0) = 2, G(3)(0) ≤ ∞, we get that
zn − α = c2(2c
2
2 − c1c3)(−1+ c1β)2
c31
e4n +
1
6c41
(−1+ c1β)(6c21c23 (−2+ c1β)(−1+ c1β)+ 6c21c2c4
× (−2+ c1β)(−1+ c1β)− 6c1c22c3(14+ c1β(−19+ 7c1β))+ c42 (54+ 6c1β(−11+ 5c1β)+ G(3)(0)))e5n
+ 1
24c51
(−24c31c3c4(−1+ c1β)2(7+ c1β(−7+ 2c1β))+ 24c21c22c4(−1+ c1β)(−21+ c1β(37+ c1β
× (−25+ 7c1β)))− 24c21c2(−1+ c1β)(c1c5(−1+ c1β)(3+ c1β(−3+ c1β))− c23 (−2+ c1β)(15+ c1β
× (−19+ 8c1β)))− 8c1c32c3(3(64+ 3c1β(−55+ c1β(58+ c1β(−31+ 7c1β))))+ 2(−2+ c1β)(−1+ c1β)
×G(3)(0))+ c52 (24(20+ c1β(−51+ c1β(57+ c1β(−34+ 9c1β))))+ 4(12+ c1β(−18+ 7c1β))G(3)(0)
+ (−1+ c1β)G(4)(0)))e6n + · · · + O(e9n). (9)
Using (9) and the third step of (6), we have
f (zn) = 1c21
c2(2c22 − c1c3)(−1+ c1β)2e4n +
1
6c31
(−1+ c1β)(6c21c23 (−2+ c1β)(−1+ c1β)+ 6c21c2c4(−2+ c1β)
× (−1+ c1β)− 6c1c22c3(14+ c1β(−19+ 7c1β))+ c42 (54+ 6c1β(−11+ 5c1β)+ G(3)(0)))e5n + · · · + O(e9n).
Additionally, Taylor’s series expanding yields in
f [zn, yn] = c1 + c
2
2 (1− c1β)e2n
c1
+ 1
c21
c2(c1c3(−2+ c1β)(−1+ c1β)
− c22 (2+ c1β(−2+ c1β)))e3n + · · · + O(e8n). (10)
Using (9) and (10), we attain
zn − f (zn)f [zn, yn] =
c32
−2c22 + c1c3 (−1+ c1β)3
c51
e6n −
1
6c61
(c22 (−1+ c1β)2(12c21c23 (−2+ c1β)(−1+ c1β)
+ 6c21c2c4(−2+ c1β)(−1+ c1β)− 6c1c22c3(20+ c1β(−27+ 10c1β))+ c42 (78+ 6c1β
× (−15+ 7c1β)+ G(3)(0))))e7n +
1
24c71
c2(−1+ c1β)(24c31c33 (−2+ c1β)2(−1+ c1β)2 + 48c31c2c3c4
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× (−1+ c1β)2(7+ c1β(−7+ 2c1β))− 24c21c32c4(−1+ c1β)(−31+ c1β(55+ c1β(−37+ 10c1β)))
+ 24c21c22 (−1+ c1β)(c1c5(−1+ c1β)(3+ c1β(−3+ c1β))+ c23 (68+ c1β
× (−119+ 6c1β(13− 3c1β))))+ 4c1c42c3(6(125+ c1β(−314+ c1β(325+ 19c1β
× (−9+ 2c1β))))+ 5(−2+ c1β)(−1+ c1β)G(3)(0))+ c62 (−24(44+ c1β(−103+ c1β(108+ c1β
× (−61+ 16c1β))))− 8(7+ 2c1β(−5+ 2c1β))G(3)(0)+ (1− c1β)G(4)(0)))e8n + O(e9n). (11)
Additionally, by considering H(0) = 1,H ′(0) = 0,H ′′(0) = −2
βf [xn,wn]−1 ,H
(3)(0) = 0, |H(4)(0)| ≤ ∞, K(0) = 0, K ′(0) =
2− βf [xn, wn], and |K ′′(0)| ≤ ∞, we obtain
f (zn)
f [zn, yn] {H(τ )+ K(ϕ)} =
c2(2c22 − c1c3)(−1+ c1β)2
c31
e4n + · · · + O(e9n). (12)
Now using (11) and (12) in the last step of (6), we are led to the following error equation
en+1 = 124c71
c22 (−2c22 + c1c3)(−1+ c1β)2(96c1c2c3(−1+ c1β)2 − 24c21c4(−1+ c1β)2 + c32
× (−8(3+ G(3)(0))+ 4c1β(30− 18c1β + G(3)(0))+ (−1+ c1β)4H(4)(0)))e8n + O(e9n). (13)
This shows that our iteration class without memory (6) arrives at the optimal order eight, when G(0) = G′(0) =
1,G′′(0) = 2, |G(3)(0)| ≤ ∞,H(0) = 1,H ′(0) = 0,H ′′(0) = −2
βf [xn,wn]−1 ,H
(3)(0) = 0, |H(4)(0)| ≤ ∞, K(0) = 0, K ′(0) =
2− βf [xn, wn], and |K ′′(0)| ≤ ∞. This concludes the proof. 
Remark 1. The error Eq. (13), for the class (6) was calculated using the already found quantities f (xn), f (wn), f (yn) and
f (zn) so that the total number of function evaluations per iteration is four. According to this fact and Theorem 1, it follows
that this contributed class is optimal in the Kung–Traub sense and has the efficiency index EI = 4√8 ≈ 1.682.
Remark 2. It is obvious and also corroborated from practical experiments that the choice of small entry (in magnitude) for
β ∈ R− {0}, gives satisfactory results in practice. Since mostly
f [xn, wn] = f (xn)− f (xn − βf (xn))
βf (xn)
→ f ′(xn), when β → 0. (14)
Now we could build any desired optimal eighth-order method according to the developed class, which is totally free
from derivative evaluation per full computing step. Considering the weight functions as discussed in Theorem 1, we can
have (β = 1)
yn = xn − f (xn)f [xn, wn] , wn = xn − f (xn),
zn = yn − f (yn)f [xn, yn]

1+ f (yn)
f (wn)
+

f (yn)
f (wn)
2
,
xn+1 = zn − f (zn)f [zn, yn]

1− 1
f [xn, wn] − 1

f (yn)
f (xn)
2
+ (2− f [xn, wn]) f (zn)f (wn)

,
(15)
where it reads the error equation below
en+1 = (−1+ c1)
2c22 (2c
2
2 − c1c3)((1+ c1(−5+ 3c1))c32 − 4(−1+ c1)2c1c2c3 + (−1+ c1)2c21c4)
c71
e8n + O(e9n). (16)
We can also have the following optimal three-step derivative-free iteration
yn = xn − f (xn)f [xn, wn] , wn = xn − f (xn),
zn = yn − f (yn)f [xn, yn]

1+ f (yn)
f (wn)
+

f (yn)
f (wn)
2
− 1
2

f (yn)
f (wn)
3
,
xn+1 = zn − f (zn)f [zn, yn]

1− 1
f [xn, wn] − 1

f (yn)
f (xn)
2
+ (2− f [xn, wn]) f (zn)f (wn)

,
(17)
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where its error equation is given by
en+1 = (−1+ c1)
2c22 (2c
2
2 − c1c3)((−9+ 6c1)c32 − 8(−1+ c1)2c2c3 + 2(−1+ c1)2c1c4)
2c61
e8n + O(e9n). (18)
Here we should remark that if one chooses wn = xn + βf (xn), β ∈ R− {0} in the first step, then another novel class of
optimal derivative-free iteration, but with somehow different weight functions can be attained as comes next
yn = xn − f (xn)f [xn, wn] , wn = xn + βf (xn), β ∈ R− {0},
zn = yn − f (yn)f [xn, yn] {L(t)} ,
xn+1 = zn − f (zn)f [zn, yn] {P(τ )+ Q (ϕ)} ,
(19)
where t = f (y)f (w) , τ = f (y)f (x) and ϕ = f (z)f (w) . L(t), P(τ ) and Q (ϕ) are three real valued weight functions that should be chosen
such that the order of convergence arrives at the optimal level eight. This is illustrated in Theorem 2.
Theorem 2. Let the function f : D ⊆ R→ R has a simple root α ∈ D in the open interval D. Furthermore the first, second, third
and fourth derivatives of the function f (x) belong in the open interval D. Then the class of methods without memory defined
by (19) is of optimal order eight, when L(0) = L′(0) = 1, L′′(0) = 2, |L(3)(0)| ≤ ∞, P(0) = 1, P ′(0) = 0, P ′′(0) =
2
βf [xn,wn]+1 , P
(3)(0) = 0, |P (4)(0)| ≤ ∞,Q (0) = 0,Q ′(0) = 2+ βf [xn, wn], and |Q ′′(0)| ≤ ∞.
Proof. The proof of this theorem is similar to the proof of Theorem 1. Hence it is omitted. We just provide that (19) with
the mentioned weight functions reads the following error equation
en+1 = 124c71
(−2c22 + c1c3)(c2 + c1c2β)2(96c1c2c3(1+ c1β)2 − 24c21c4(1+ c1β)2 + c32 (−8(3+ L(3)(0))
− 4c1β(30+ 18c1β + L(3)(0))+ (1+ c1β)4P (4)(0)))e8n + O(e9n). (20)
The proof is complete now. 
Some easy to implement forms of the second new derivative-free class (19) are given below. For example, we can have
the following three-step optimal eighth-order iterations
yn = xn − f (xn)f [xn, wn] , wn = xn + f (xn),
zn = yn − f (yn)f [xn, yn]

1+ f (yn)
f (wn)
+

f (yn)
f (wn)
2
,
xn+1 = zn − f (zn)f [zn, yn]

1+ 1
f [xn, wn] + 1

f (yn)
f (xn)
2
+ (2+ f [xn, wn]) f (zn)f (wn)

,
(21)
where its error equation is given as follows
en+1 = (1+ c1)
2c22 (2c
2
2 − c1c3)((1+ c1(5+ 3c1))c32 − 4c1(1+ c1)2c2c3 + c21 (1+ c1)2c4)
c71
e8n + O(e9n), (22)
and 
yn = xn − f (xn)f [xn, wn] , wn = xn + f (xn),
zn = yn − f (yn)f [xn, yn]

1+ f (yn)
f (wn)
+

f (yn)
f (wn)
2
+

f (yn)
f (wn)
3
,
xn+1 = zn − f (zn)f [zn, yn]

1+ 1
f [xn, wn] + 1

f (yn)
f (xn)
2
+ (2+ f [xn, wn]) f (zn)f (wn)

,
(23)
where its simple error equation is given as follows
en+1 = (1+ c1)
4c22 (2c
2
2 − c1c3)(3c32 − 4c1c2c3 + c21c4)
c71
e8n + O(e9n). (24)
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Table 1
The examples considered in this study.
Test functions Roots
f1 = (sin x)2 + x α1 = 0
f2 = (1+ x)+ cos

πx
2
−√1− x2 α2 ≈ −0.728584046444826 · · ·
f3 = (sin x)2 − x2 + 1 α3 ≈ 1.404491648215341 · · ·
f4 = e−x + sin(x)− 2 α4 ≈ −1.0541271240912128 · · ·
f5 = xe−x − 0.1 α5 ≈ 0.111832559158963 · · ·
f6(x) =
√
x4 + 8 sin

π
x2+2

+ x3
x4+1 −
√
6+ 817 α6 = −1.1492126746090871 · · ·
f7(x) =
√
x2 + 2x+ 5− 2 sin(x)− x2 + 3 α7 ≈ 2.331967655883964 · · ·
f8(x) = sin−1(x2 − 1)− x2 + 1 α8 ≈ 0.594810968398369 · · ·
f9(x) =

sin(x)−
√
2
2

(x+ 1) α9 ≈ 0.785398163397448 · · ·
f10(x) = x− sin(cos(x))+ 1 α10 ≈ −0.1660390510510295 · · ·
Choosing a small value for β could also give an efficient optimal eighth-order derivative-free method as follows
yn = xn − f (xn)f [xn, wn] , wn = xn + 0.001f (xn),
zn = yn − f (yn)f [xn, yn]

1+ f (yn)
f (wn)
+

f (yn)
f (wn)
2
+

f (yn)
f (wn)
3
,
xn+1 = zn − f (zn)f [zn, yn]

1+ 1
0.001f [xn, wn] + 1

f (yn)
f (xn)
2
+ (2+ 0.001f [xn, wn]) f (zn)f (wn)

,
(25)
where its error equation is given as follows
en+1 = (1+ 0.001c1)
4c22 (2c
2
2 − c1c3)(3c32 − 4c1c2c3 + c21c4)
c71
e8n + O(e9n). (26)
Note that these novel derivative-free methods can be applied for finding the multiple roots of nonlinear equations by
applying a suitable transformation and converting the multiple zero of the nonlinear functions to a simple one.
4. Numerical comparisons
In this section, numerical examples are furnished to corroborate the effectiveness of the proposed derivative-free
methods. The comparison among the presented methods (17), (23) and (25) with the eighth-order methods (2)–(4) with
β = 1 is given. The test functions with their simple zeros are displayed in Table 1. Note that in case of same-order methods
the convergence behavior is almost similar because of similar characters. The results are provided in Table 2. All of the
calculationswere donewithMATLAB7.6 using 1000-digit floating point arithmetic (Digits := 1000). In examples considered
in this article, the stopping criterion is the |f (xn)| ≤ ε, where ε = 10−1000.
We did not insert numerical results obtained by iterativemethods of lower computational efficiency since thosemethods
are not competitive and their lower rank is predictable (this is observable for initial guesses so close to the wanted roots).
One of the most important notices in implementing derivative-free iterations is that, the first step, which is the Steffensen
method, is so significant. It means, for some test functions the forward-finite difference form of the Steffensen iteration
provides an acceptable prediction, while for some other test functions, backward-finite difference form Steffensen is better.
This aspect of derivative-free iterations in solving problems is totally obvious from Table 2. Another hint is concerned with
an important problem appearing in the practical application of multipoint methods. A fast convergence, one of the merits of
multi-point methods, can be attained only if initial approximations are sufficiently close to the sought roots; otherwise, it is
not possible to realize the expected convergence speed in practice. For this reason, when applying multipoint root-finding
methods, special attention should be paid to find good initial approximations.We note that an efficient procedure for finding
sufficiently good initial approximations was recently proposed by Yun in [12]. The method in [12] is outlined as follows:
x0 ≈ 12

a+ b+ sgn(f (a))×
 b
a
tanh (δf (x)) dx

, (27)
where x0 is a simple root (an approximation of it) of f (x) = 0 on an interval [a, b]with f (a)f (b) < 0, and δ is a constant.
5. Concluding remarks
Nonlinear algebraic equations must be solved by an iterative method, the nonlinear equations being linearized by
evaluating the nonlinear terms with the known solution from the preceding iteration. The Newton method, which is based
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Table 2
Results of convergence under fair circumstances for different derivative-free methods.
f & Guess (2) (3) (4) (17) (23) (25)
f1, 0.2 |f (x1)| 0.3e−4 0.4e−5 0.3e−5 0.3e−7 0.2e−4 0.3e−5
|f (x2)| 0.1e−33 0.1e−41 0.1e−41 0.2e−74 0.5e−34 0.5e−43
|f (x3)| 0.1e−267 0.8e−334 0.1e−333 0.1e−745 0.7e−272 0.2e−345
f1,−0.2 |f (x1)| 0.3e−2 0.1e−3 0.1e−1 0.1e−6 0.7e−2 0.1e−3
|f (x2)| 0.7e−17 0.1e−29 0.2e−11 0.1e−67 0.5e−15 0.5e−30
|f (x3)| 0.1e−134 0.2e−237 0.3e−91 0.1e−679 0.5e−120 0.6e−241
f2,−0.4 |f (x1)| 0.8e−3 0.7e−3 0.1e−3 0.2e−3 0.8e−3 0.2e−6
|f (x2)| 0.2e−22 0.4e−23 0.1e−29 0.9e−30 0.3e−22 0.3e−52
|f (x3)| 0.1e−178 0.4e−185 0.2e−237 0.2e−241 0.5e−178 0.1e−418
f2,−0.8 |f (x1)| 0.8e−4 0.1e−4 0.9e−4 0.1e−9 0.3e−4 0.2e−6
|f (x2)| 0.4e−30 0.1e−37 0.7e−30 0.1e−79 0.2e−33 0.1e−52
|f (x3)| 0.1e−240 0.7e−301 0.5e−239 0.3e−639 0.4e−267 0.1e−422
f3, 1.6 |f (x1)| 0.1e−3 0.9e−5 0.1e−4 0.8e−4 0.7e−4 0.1e−5
|f (x2)| 0.8e−32 0.3e−43 0.1e−40 0.5e−33 0.9e−35 0.4e−49
|f (x3)| 0.4e−258 0.4e−350 0.2e−328 0.2e−266 0.3e−282 0.1e−397
f3, 1.38 |f (x1)| 0.1e−11 0.1e−12 0.3e−12 0.2e−10 0.9e−12 0.2e−12
|f (x2)| 0.1e−95 0.3e−106 0.3e−102 0.2e−85 0.5e−98 0.2e−103
|f (x3)| 0.3e−769 0.4e−854 0.1e−821 0.3e−685 0.2e−788 0.5e−832
f4,−1.3 |f (x1)| 0.7e−3 0.4e−4 0.5e−4 0.4e−3 0.3e−3 0.6e−5
|f (x2)| 0.1e−26 0.1e−37 0.1e−36 0.2e−27 0.5e−30 0.4e−44
|f (x3)| 0.1e−217 0.5e−305 0.5e−297 0.6e−222 0.5e−244 0.3e−357
f4,−1 |f (x1)| 0.4e−9 0.3e−10 0.9e−10 0.6e−9 0.2e−9 0.9e−10
|f (x2)| 0.9e−77 0.1e−86 0.7e−83 0.2e−74 0.1e−79 0.5e−83
|f (x3)| 0.4e−618 0.1e−696 0.2e−667 0.2e−597 0.7e−640 0.6e−669
f5, 0.15 |f (x1)| 0.3e−9 0.2e−10 0.2e−9 0.6e−12 0.9e−10 0.1e−10
|f (x2)| 0.2e−73 0.1e−83 0.4e−74 0.1e−97 0.9e−78 0.2e−86
|f (x3)| 0.5e−586 0.2e−668 0.6e−592 0.9e−784 0.8e−622 0.6e−691
f5, 0.05 |f (x1)| 0.7e−8 0.7e−9 0.4e−8 0.9e−11 0.4e−8 0.4e−9
|f (x2)| 0.3e−62 0.4e−71 0.4e−64 0.3e−88 0.4e−64 0.1e−73
|f (x3)| 0.5e−497 0.1e−569 0.4e−512 0.2e−707 0.1e−512 0.7e−589
f6,−1.1 |f (x1)| 0.2e−7 0.2e−8 0.9e−8 0.1e−9 0.2e−7 0.3e−8
|f (x2)| 0.4e−55 0.1e−64 0.2e−59 0.2e−76 0.2e−56 0.6e−64
|f (x3)| 0.5e−438 0.6e−516 0.1e−472 0.1e−609 0.1e−448 0.3e−509
f6,−0.8 |f (x1)| 0.1e−3 0.4e−4 0.8e−3 0.2e−6 0.1e−3 0.4e−3
|f (x2)| 0.1e−24 0.1e−30 0.1e−19 0.1e−50 0.9e−25 0.1e−22
|f (x3)| 0.3e−193 0.3e−242 0.7e−155 0.2e−403 0.2e−195 0.6e−179
f7, 2 |f (x1)| 0.2e−7 0.2e−7 0.8e−7 0.2e−8 0.1e−7 0.2e−9
|f (x2)| 0.2e−67 0.3e−68 0.1e−62 0.2e−74 0.4e−69 0.3e−84
|f (x3)| 0.3e−547 0.8e−555 0.6e−508 0.4e−602 0.2e−561 0.1e−683
f7, 3 |f (x1)| 0.1e−5 0.6e−5 0.2e−4 0.6e−3 0.1e−6 0.4e−5
|f (x2)| 0.1e−52 0.2e−48 0.2e−42 0.7e−31 0.4e−62 0.5e−50
|f (x3)| 0.8e−429 0.1e−395 0.1e−346 0.2e−254 0.1e−505 0.9e−410
f8, 0.3 |f (x1)| 0.1e−6 0.1e−6 0.3e−6 0.5e−12 0.5e−7 0.6e−8
|f (x2)| 0.9e−58 0.3e−57 0.2e−53 0.3e−04 0.3e−60 0.5e−69
|f (x3)| 0.3e−466 0.1e−461 0.1e−430 0.2e−842 0.2e−485 0.1e−557
f8, 0.7 |f (x1)| 0.2e−9 0.1e−8 0.2e−9 0.2e−13 0.1e−9 0.6e−11
|f (x2)| 0.2e−79 0.4e−73 0.4e−79 0.1e−114 0.6e−81 0.6e−93
|f (x3)| 0.3e−639 0.6e−588 0.3e−637 0.3e−925 0.6e−652 0.6e−749
f9, 0.6 |f (x1)| 0.1e−5 0.1e−6 0.9e−6 0.7e−10 0.8e−6 0.9e−8
|f (x2)| 0.7e−49 0.3e−59 0.1e−49 0.7e−76 0.1e−51 0.1e−68
|f (x3)| 0.9e−396 0.7e−479 0.5e−400 0.5e−544 0.3e−418 0.3e−556
f9, 0.9 |f (x1)| 0.8e−9 0.6e−10 0.1e−7 0.3e−12 0.5e−9 0.9e−12
|f (x2)| 0.2e−75 0.7e−85 0.7e−64 0.2e−93 0.2e−77 0.1e−100
|f (x3)| 0.8e−608 0.3e−684 0.4e−521 0.5e−661 0.1e−623 0.1e−810
f10, 0.3 |f (x1)| 0.1e−4 0.3e−5 0.2e−6 0.5e−9 0.1e−4 0.1e−5
|f (x2)| 0.6e−39 0.2e−44 0.2e−54 0.2e−81 0.2e−39 0.6e−48
|f (x3)| 0.5e−314 0.9e−358 0.3e−438 0.7e−657 0.2e−317 0.3e−387
f10,−0.4 |f (x1)| 0.6e−5 0.7e−6 0.3e−5 0.3e−9 0.2e−5 0.1e−6
|f (x2)| 0.3e−42 0.4e−50 0.2e−45 0.5e−80 0.4e−45 0.5e−55
|f (x3)| 0.9e−340 0.1e−403 0.3e−366 0.1e−646 0.3e−363 0.6e−452
on the Taylor series expansion, has been extensively used to solve nonlinear problems. The biggest drawback of this scheme
is the derivative evaluation. In optimization problems, for implementing Newton’s iteration to find the local extermum, we
need to compute the second order derivative. Thus, its application is restricted. To overcome this flaw, we have contributed
two general three-step optimal classes of without memory iterations, which possess the optimal efficiency index 1.682
and are totally free from derivative evaluations per full cycle. Our newmethods from the developed classes were supported
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through numerical comparisons in Section 4. Table 2, clearlymanifests the accuracy of the proposedmethods in this research
article. Accordingly, the contributions in this paper can be considered as an alternative to themethods available in literature.
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